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Abstract—Coalescing RDMA and Persistent Memory (PM) delivers high end-to-end performance for networked storage systems, which requires rethinking the design of efficient hash structures. In general, existing hashing schemes separately optimize RDMA and PM, thus partially addressing the problems of RDMA Access Amplification and High-Overhead PM Consistency. In order to address these problems, we propose a continuity hashing, which is a “one-stone-two-birds” design to optimize both RDMA and PM. The continuity hashing leverages a fine-grained contiguous shared region, called SBuckets, to provide standby positions for the neighbouring two buckets in case of hash collisions. In the continuity hashing, remote read only needs a single RDMA read to directly fetch the home bucket and the neighbouring SBuckets, which contain all the positions of maintaining a key-value item, thus alleviating RDMA access amplification. Continuity hashing further leverages indicators that can be atomically modified to support log-free PM consistency for all the write operations. Evaluation results demonstrate that compared with state-of-the-art schemes, continuity hashing achieve high throughput (i.e., 1.45X – 2.43X improvement), low latency (about 1.7X speedup) and the smallest number of PM writes with various workloads, while has acceptable load factors of about 70%.

I. INTRODUCTION

High-speed networks and efficient persistent storage contribute to the high performance of cloud applications. Remote direct memory access (RDMA) is able to support bypassing kernel to directly access a remote memory [1]. RDMA enables zero memory copy and provides extremely high bandwidth and low latency. At the same time, the persistent memories (PMs), such as 3D XPoint [2] and PCM [3], blur the line between memory and storage, thus offering non-volatility, byte-addressability, large capacity and DRAM-scale latency. Therefore, many schemes coalesce RDMA and PMs to deliver high end-to-end performance [4]–[15].

The coalesced RDMA and PM require rethinking the design of high-performance index structures, which is important for efficient large-scale storage systems. In this paper, we focus on the hash-based index structures that enable fast point query response and have been widely used in networked databases and key-value stores [16]–[19]. However, applying hashing schemes to RDMA and PM environments needs to address two main challenges:

**RDMA Access Amplification.** RDMA is efficient and well-known for one-sided operations (e.g., RDMA read, RDMA write and atomic operations), which are able to thoroughly bypass remote CPUs and provide higher bandwidth and lower latency than two-sided operations over RC (reliable connection) mode [20]. However, a single one-sided RDMA operation only reads/writes one contiguous memory region. Therefore, accessing non-contiguous remote memory (e.g., following pointers in the chained hashing [21] and querying data in n-way cuckoo hashing [22], [23]) require multiple one-sided RDMA round-trips. We refer to this problem of high network overheads as **RDMA Access Amplification.**

**High-Overhead PM Consistency.** Due to the existence of volatile parts in PM-based systems (e.g., the CPU caches), in order to ensure crash consistency in case of a system failure, updating data larger than the 8-byte atomic write unit usually requires undo/redo logging or copy-on-write (COW) [12], [24]–[27]. However, double write operations in these mechanisms consume the limited endurance of PM. Moreover, guaranteeing write ordering typically needs the aid of cache line flush (e.g., clflush, clflushopt and clwb) and memory barrier instructions (e.g., mfence and sfence) [28], thus resulting in high system performance overheads [29], [30].

Existing hashing schemes separately optimize RDMA or PM, and partially address the above challenges. Specifically, **RDMA-friendly hashing schemes** are usually designed to address the problem of **RDMA access amplification** [20], [31]–[35]. FaRM [31]–[33] proposes a hopscotch hashing-based algorithm that combines chaining and associativity, enabling a small number of one-sided RDMA reads for remote lookups. DrTM [20], [34], [35] proposes a HTM/RDMA-friendly hashing, called cluster hashing. The cluster hashing leverages clustering (i.e., clustering multiple keys into a bucket) and location-based caches to reduce the number of RDMA operations. However, these RDMA-friendly hashing schemes fail to mitigate **High-Overhead PM Consistency.**

For **PM-friendly hashing schemes**, many works have been proposed to guarantee crash consistency and optimize PM writes [26], [36], [37]. Level hashing [36] is a write-optimized two-level (i.e., the top level and the bottom level) hashing scheme for PM. It leverages the tokens contained in each bucket and the two-level structure to provide cost-efficient resizing and low-overhead consistency guarantee. Cacheline-conscious extendible hashing (CCEH) [26] is a PM-friendly three-level (i.e., a global directory, segments and cache-line sized buckets) dynamic hashing, which guarantees crash consistency without explicit logging. RECIPE [37] proposes a general method for converting DRAM-based indexes that meet the specified conditions into PM-based indexes with crash consistency guarantees. However, these PM-friendly hashing schemes typically cause **RDMA Access Amplification** due to...
indirect layers [26] or non-contiguous standby positions [36]. Unlike existing hashing schemes, we propose a coalescing hashing solution for both RDMA and PM, called continuity hashing, which mitigates RDMA access amplification and providing consistency guarantee with optimized PM writes. In the continuity hashing, two buckets with adjacent bucket numbers share a fine-grained contiguous memory region, called shared buckets (SBuckets). These SBuckets provide standby positions for the neighbouring two buckets in case of hash collisions. Clients use one-sided RDMA reads to complete read requests for saving the server’s CPUs and delivering high performance, and write requests are handled by the server in order to simplify read/write competition and ensure consistency with low overheads.

**Remote Read without Access Amplification.** In our continuity hashing, a bucket and the neighbouring SBuckets build a small contiguous memory region, called a segment, which contains all the potential positions of a specific key-value item. Therefore, to obtain a requested record, clients compute the remote location based on the key’s hash value, and only need a single RDMA read to directly fetch the corresponding segment, thus reducing the potential multiple RDMA roundtrips.

**Log-Free Consistency Guarantee.** Two segments in the continuity hashing overlap on the neighbouring SBuckets. We use an indicator for each two overlapping segments to indicate whether each slot in the two segments contains a consistent key-value item. An indicator can be modified with an 8-byte atomic write, thus supporting log-free consistency guarantee for all the write operations on PM. Moreover, since an indicator locates at the beginning of the SBuckets that belong to the two overlapping segments, it can be remotely fetched together with a segment using one RDMA read operation, and guide clients to obtain consistent data.

We implemented the continuity hashing that is compared with state-of-the-art schemes, including level hashing [36] (i.e., PM-friendly hashing scheme) and P-FaRM-KV (i.e., a PM implementation of RDMA-friendly hashing scheme FaRM-KV [31] converted via RECIPE [37]). Compared with them, extensive evaluation results demonstrate that our continuity hashing achieves the highest throughputs (i.e., 1.45X – 2.43X) with various workloads. For latencies, the continuity hashing has better search performance than P-FaRM-KV, and significantly outperforms the level hashing by an average of 2.19X. The continuity hashing also has better write performance than level hashing, and further achieves a 1.99X improvement on average compared with P-FaRM-KV. Continuity hashing achieves the smallest number of PM writes, and obtains acceptable load factors of about 70% given the large capacity of the available PM products [38].

The rest of this paper is organized as follows. Section [II] presents the background and motivation. Section [III] describes the design of continuity hashing and Section [IV] presents the implementation. The performance evaluation is shown in Section [V] Section [VI] discusses the related work and Section [VII] concludes this paper.

II. BACKGROUND AND MOTIVATION

A. Remote Direct Memory Access

Remote direct memory access (RDMA) enables to bypass kernels to directly access a remote memory, thus supporting zero memory copy and providing extremely low latency and high bandwidth [20]. [30]–[32]. RDMA has two kinds of operations, i.e., two-sided and one-sided. Two-sided operations, such as RDMA send and recv, are served by the remote CPU, which needs to poll RDMA messages and process them [1]. Two-sided operations are similar to socket programming [1], but the remote procedure call (RPC) using two-sided RDMA operations introduces much higher throughput than RPC using TCP/IP due to RDMA’s ability to bypass kernel and traditional network stacks [20], [31], [43]. In general, the request/reply pattern of two-sided operations involves the communications of two underlying RDMA verbs. Unlike two-sided operations, one-sided operations include RDMA read, RDMA write and atomic operations (Fetch and Add/Compare and Swap). When accessing the remote memory, the one-sided operations do not involve remote CPU and allow one machine to directly access the remote memory of another machine without any prior knowledge of the remote process. Furthermore, one-sided operations have higher throughput and lower latency than two-sided counterparts [13], [20], [31], [44]. Because one-sided operations have less bookkeeping than two-sided ones. Figure [1] shows a primitive-level comparison on two Linux machines with 100Gbps Infiniband network and 256GB Optane DIMMs. The results show that one-sided primitives outperform two-sided primitives for the data whose sizes are smaller than 2,048B.

RDMA exhibits three transport modes, i.e., Reliable Connection (RC), Unreliable Connection (UC) and Unreliable Datagram (UD) [1]. Specifically, RC offers reliable data transmissions and the delivered packets become in order. The connection in UC mode is not reliable, and a higher level protocol needs to handle errors, e.g., packet loss. The UD mode does not guarantee the reliable delivery and accurate ordering, and the receivers possibly drop packets. Different transport modes support different RDMA operations. UD only supports two-sided operations (i.e., RDMA send and recv), and UC supports RDMA send/recv and RDMA write. RC supports both one-sided and two-sided operations (i.e., RDMA send/recv, RDMA read/write and atomic operations). In this paper, we use RC transport mode to support both one-sided and two-sided RDMA operations, as well as eliminate the extra complexity from upper protocols or applications to guarantee the delivery and ordering.
Fig. 1: A comparison of different RDMA primitives.

B. Persistent Memory

Persistent Memory (PM) devices have the strengths of non-volatility, byte-addressability, large capacity and DRAM-scale latency, which blur the boundary between memory and storage. However, due to suffering from limited write endurance [45]–[47], PM-based systems need to efficiently address the persistence and consistency problems in case of power failure or system crash [48]. Specifically, RDMA NIC (RNIC) fails to guarantee the persistence with PMs [7], [10] because the completion of RDMA writes from the client’s view merely means that the delivered data have reached the remote RNIC, which possibly fail to be persistent in PMs. Intel hence proposed that one can issue an extra RDMA read or send command after RDMA write(s) to guarantee the persistence for one-sided RDMA writes [49], [50], however resulting in high network overheads. Therefore, we prefer to leverage the CPU in a server to ensure data persistence. Moreover, PM systems typically contain volatile CPU caches. Executing the in-place updating upon data, whose size is larger than the failure atomicity unit (i.e., 8 bytes), possibly results in data corruption, if a system failure occurs. Undo logging, redo logging and copy-on-write (COW) are employed to address the above consistency problem [12], [24]–[27]. Specifically, the undo/redo logging needs to first append old/new data into the undo/redo logs and then perform updates, while COW needs to first create a data copy and then perform update operations on the copy, resulting in double PM writes. Moreover, since CPU reordered the two-time memory writes, programmers need to use cache line flush instructions (e.g., clflush, clflushopt and clwb) and memory barrier instructions (e.g., mfence and sfence) to guarantee write ordering and data consistency [28]. These cache line flush and memory barrier instructions result in high system performance overheads [29], [30]. In summary, it is important to maintain crash consistency and reduce PM writes in persistent memory systems.

C. Hashing Indexes for RDMA and PM

1) RDMA-friendly Hashing Schemes: In order to efficiently leverage the one-sided RDMA operations that support high bandwidth, low latency and bypassing remote CPUs, existing RDMA-friendly hashing schemes usually collect multiple key-value pairs with the same hash value (i.e., items with hash collisions) in a small contiguous region [31], [33]. The contiguous memory region can be retrieved with a single RDMA read, instead of multiple one-sided RDMA operations, thus reducing network overheads.

DrTM-KV [34] proposes a cluster chaining hash table, called cluster hashing, to exploit RDMA and HTM (hardware transactional memory) transactions. Cluster hashing is based on the traditional chained hashing where linked lists are used to deal with hash collisions. To reduce the length of the linked lists and reduce the number of one-sided RDMA operations, DRTM-KV leverages a clustering technique, i.e., clustering multiple keys (such as 8) into a bucket. DrTM-KV also builds a location-based cache that caches the location of key-value pairs to further reduce the number of RDMA operations.

FaRM-KV [31] proposes chained associative hopscotch hashing that combines hopscotch hashing [51] with chaining and associativity. In hopscotch hashing, a key-value pair is stored in the bucket that the key is hashed to (i.e., the home bucket) and the following \( H − 1 \) buckets (i.e., the neighbourhood of the home bucket). These \( H \) buckets locate in a contiguous memory region and can be fetched using a single RDMA operation. To insert a key-value item, hopscotch hashing first looks for an empty bucket within the neighbourhood via linear probing [52]. If all the \( H \) buckets are full, hopscotch hashing moves an empty bucket into the neighbourhood by iteratively displacing existing key-value items. However, if hopscotch hashing still cannot find an empty bucket to store the new key-value item, the hash table will be resized. FaRM-KV adds associativity (i.e., \( H/2 \) slots per bucket) and chaining to the hopscotch hashing. If no empty bucket can be moved into the neighbourhood, FaRM-KV will add an overflow chain to the home bucket, rather than resizing the hash table.

However, directly applying these RDMA-friendly hashing schemes to a PM platform without battery backup will result in the crash consistency problem due to the volatile parts of PM systems (e.g., caches). In addition, RDMA-friendly hashing schemes generally lack an optimized design for PM write operations, exacerbating the limited endurance of PM.

2) PM-Friendly Hashing Schemes: In order to exploit the non-volatility and large capacity properties of PM and improve index efficiency and reliability, a number of PM-friendly hashing schemes [29], [30], [37] have been proposed. Compared with DRAM-based hashing, PM-based hashing needs to ensure crash consistency in case of power failure or system crash via atomic write, logging or COW techniques with the aid of cache line flush and mfence instructions. In addition, PM-friendly hashing schemes generally optimize PM writes to improve system performance and PM endurance.

Cacheline-conscious extendible hashing (CCEH) [26] is a PM-friendly variant of extendible hashing [53] that dynamically expands and shrinks on demand. CCEH structure contains three levels, i.e., a global directory that stores segment addresses, segments each containing a group of buckets and cache-line sized buckets. For a given hash value of a key-value item, CCEH leverages the first several leading bits (such as 2) as the segment index and the least significant byte as the bucket index. Each query needs to access the directory entry using the segment index to obtain the address of the corresponding
segment, and then using the segment address and the bucket index to access the corresponding bucket that contains the requested record in the segment. In addition, CCEH guarantees crash consistency via enforcing the ordering of PM writes.

Level hashing [36] is a write-optimized hashing scheme for PM. It has two levels, namely, the top level and the bottom level, and the capacity of the former is twice that of the latter. Level hashing uses two independent hash functions, and each bucket in the bottom level provides a standby position for two buckets in the top level to deal with hash collisions. Therefore, a given key-value item is able to be stored in four separate buckets. During resizing, level hashing rehashes the items in the original bottom level to the newly allocated top level whose size is 4 times than the size of the original bottom level, and the original top level becomes the current bottom level. To provide low-overhead consistency guarantee, level hashing leverages the tokens contained in each bucket to provide log-free deletion, insertion and resizing as well as opportunistic log-free update. If there is no empty slot in the bucket where the key-value item to be updated is located, the level hashing will use the logs to ensure consistency.

However, directly applying these PM-friendly hashing schemes to RDMA environments generally results in RDMA Access Amplification, which means one has to issue multiple one-sided RDMA operations, instead of a single one, due to the non-continuity of memory regions to be accessed. For example, each remote read in CCEH requires two one-sided RDMA operations due to the indirection introduced by the directory, while in level hashing, querying a key-value item needs to access at most four non-continous buckets with four one-sided RDMA reads, resulting in high network overheads.

Unlike existing hashing schemes that separately optimize RDMA or PM, we aim to propose a coalescing hashing solution for both RDMA and PM.

III. THE DESIGN OF CONTINUITY HASHING

In this Section, we present the design of continuity hashing and the design goals aim to reduce RDMA access amplification, maintain PM crash consistency and reduce PM writes. We further present the index structure of continuity hashing, the read/write operations using RDMA, and the log-free failure-atomicity guarantee.

A. Continuity Hashing Index Structure

Continuity hash tables have two kinds of hash buckets, i.e., the numbered buckets and the unnumbered shared buckets (SBuckets). Specifically, the numbered buckets are addressable by a hash function, and two numbered buckets with adjacent bucket numbers (but non-continous memory addresses) share a fine-grained contiguous memory region between them, which consist of several (e.g., 3) unnumbered SBuckets. For example, as shown in Figure 2, buckets $B_0$ and $B_1$ share three unnumbered SBuckets, and buckets $B_2$ and $B_3$ also share three unnumbered SBuckets. These SBuckets store conflicting key-value items when the corresponding home buckets (i.e., the neighbouring two numbered buckets) are full, playing a similar role of additional storage named stash [54], [55]. But the differences are that 1) we organize all the numbered buckets and the unnumbered SBuckets into a contiguous memory region, and 2) we adopt a fine-grained shared region between each two numbered buckets. The design of the contiguous memory region for hash collisions comes from the RDMA property that each one-sided RDMA operation can only access one contiguous memory region. Therefore, all the potential positions of a specific key-value item are in a small contiguous memory region, which can be fetched with a single one-sided RDMA operation, thus reducing potential multiple RDMA round-trips. The fine-grained shared region is further designed as a suitable trade-off between the high space utilization of the hash table and the small size of the data retrieved by the client via one-sided RDMA. Specifically, extending the shared regions can mitigate hash collisions and thus improve the space utilization of the hash table.

A large shared region (e.g., a stash for the entire hash table) increases the payload of RDMA read, thus reducing system throughput. Therefore, we adopt the design decision that pairs of adjacent numbered buckets share a fine-grained shared region, and the number of SBuckets in the fine-grained shared regions can be flexibly configured each time resizing occurs. Considering that small key-value pairs dominate in real-world key-value workloads [56], [57], in order to improve cache efficiency, we enable each bucket to contain multiple slots like CCEH [26], level hashing [56], PFHT [53] and bucketized cuckoo hashing [58]–[60].

As the basic unit of a one-sided RDMA read operation from clients, a segment is interpreted as a numbered bucket and a neighbour fine-grained shared region (i.e., several unnumbered SBuckets). As shown in Figure 2, segment $S_0$ consists of bucket $B_0$ and the subsequent three unnumbered SBuckets that are shared by buckets $B_0$ and $B_1$, while segment $S_3$ consists of bucket $B_3$ and the preceding three unnumbered SBuckets that are shared by buckets $B_2$ and $B_3$. Each two segments with adjacent segment numbers overlap on a fine-grained shared region. For example, in Figure 2, segments $S_0$ and $S_1$ overlap on three unnumbered SBuckets between buckets $B_0$ and $B_1$, and segments $S_2$ and $S_3$ overlap on three unnumbered SBuckets between buckets $B_2$ and $B_3$. For the convenience of description, we call each two overlapping segments (e.g., segments $S_0$ and $S_1$) a segment pair.

We use an indicator for each segment pair to indicate whether each slot in the two segments contains valid data. Specifically, the number of bits per indicator is the slot number in the corresponding segment pair, and each indicator is stored at the beginning of the fine-grained shared region that belongs to the segment pair. Therefore, when a client issues an RDMA read to fetch a segment, the corresponding indicator indicates the slots with the valid data, without the need for another network round-trip. As shown in Figure 2, a segment pair has two numbered buckets and three unnumbered SBuckets. The sum of slots in the two segments is $5 \times 4 = 20$. Therefore, a 20-bit indicator for a segment pair is sufficient, which can be modified with an 8-byte atomic write. In general, an
indicator for each segment pair has three advantages. First, the indicator helps ensure crash consistency without expensive logging. Second, the indicator reduces the number of cache line accesses by enabling the server to directly locate an empty slot when processing write requests. Third, the indicator is at the beginning of the unnumbered SBuckets and can be fetched together with a segment by clients via one RDMA read operation. The details are described in Sections [III-B] and [III-C].

B. Read/Write Operations using RDMA

The communications between the server and clients leverage the fast RDMA networking. To allow RDMA operations, when clients first establish the connections to a server, the server registers the memory regions of the continuity hash table with RNIC (RDMA-enabled NIC), and clients obtain the corresponding remote registration keys, as well as the address and the size of the remote hash table. Clients further issue RDMA operations to these registered memory regions.

For the procedure of remote reads from clients to the server, we explore the advantages of one-sided RDMA operations that do not involve remote server’s CPU and have higher bandwidth and lower latency than two-sided RDMA operations [13], [20], [31], [44]. Clients compute the remote location (i.e., the bucket number) of a requested key based on its hash value:

\[
\text{Bucket Number} = \text{hash}(k) \mod N
\]  

(1)

where \(\text{hash}(k)\) is the hash value of the requested key, and \(N\) is the total number of the numbered buckets. Considering that a one-sided RDMA read accesses at most 1GB contiguous memory region [1]. In order to reduce the number of network round-trips, clients only use one RDMA read to directly obtain the corresponding segment that contains all the potential locations of the requested key-value item in the continuity hash table. If the computed bucket number is even (e.g., bucket \(B_0\)), the offset of the segment to be read remotely (e.g., segment \(S_0\)) is:

\[
\text{Ofs} = \text{hash}(k) \mod N / 2 \times (\text{size}_{se} + \text{size}_{bu})
\]  

(2)

If the computed bucket number is odd (e.g., bucket \(B_1\)), the offset of the segment to be read remotely (e.g., segment \(S_1\)) is:

\[
\text{Ofs} = (\text{hash}(k) \mod N - 1) / 2 \times (\text{size}_{se} + \text{size}_{bu}) + \text{size}_{bu}
\]  

(3)

where \(\text{size}_{se}\) and \(\text{size}_{bu}\) are the segment size and the bucket size respectively. Subsequently, if the requested key exists in the continuity hash table, clients will find the requested key-value item locally with the aid of the indicator. The procedure of remote reads via one-sided RDMA finishes.

For the procedure of write requests from clients to the server, instead of using the one-sided RDMA write operations that bypass the remote CPU, we put the burden of handling write requests on the server. This design choice is based on three reasons. First, directly writing to a continuity hash table by multiple clients via one-sided RDMA writes requires locking over the network (e.g., using atomic RDMA compare-and-swap operations), which leads to high network overheads. In addition, we also need to use additional mechanisms to handle the cases where a client holding a lock fails and other clients are kept waiting to acquire the lock. Second, without the coordination between the local memory accesses initiated by the server’s CPU and the remote memory access using RDMA [44], RDMA atomic operations (e.g., compare-and-swap) don’t provide atomicity with respect to the remote CPU’s atomic operations. Hence, one-sided RDMA writes from clients are not aware of the local locks on the server, thus causing data inconsistency. Third, existing RDMA NICs fail to ensure the persistence for one-sided RDMA writes to persistent memory [7], [10]. A general method to guarantee persistence and consistency for one-sided RDMA writes is to issue an extra RDMA read or an extra RDMA send after RDMA write(s) [49], [50], resulting in extra network round-trips. We prefer to use server’s CPU to guarantee persistence, like existing RDMA-based persistent memory systems [7], [12], [15].

In summary, for the procedure of remote write requests, clients query the server using RDMA write with immediate operations, which are available in the RDMA communication and similar to one-sided RDMA writes, except notifying the remote server of the immediate values [1]. RDMA write with immediate operations have higher throughput than RDMA send/recv operations over RC (Reliable Connection) [20], as shown in Figure 1. In our design, we place the client’s identifier into the immediate data field. After receiving remote write requests from clients, the server processes these requests and then notifies the clients that their requests have been completed.

C. Log-Free Failure-Atomicity Guarantee

In this Section, we introduce the local writing process of the server with log-free failure-atomicity guarantee. Existing hash tables use a 1-bit token that is associated with a slot to indicate
whether the corresponding slot is empty [36], [60], [61]. We adopt this design and group a set of tokens, called an indicator for each segment pair. As illustrated in Section III-A, an indicator is able to be updated in the atomic-write manner and, enables a log-free failure-atomicity guarantee for all the write operations (i.e., insertion, deletion, update and resizing) on persistent memory. The mfence instruction needs to guarantee the order requirements in the following operations.

**Atomic Insertion:** To insert a new key-value item, our continuity hashing computes the home location (i.e., the home bucket number) of the requested item via Equation (3). An even bucket number (e.g., $B_0$) means that the corresponding fine-grained shared region, or the unnumbered SBuckets, is on the right side of the home bucket. Moreover, the server sequentially checks each bit in the indicator corresponding to the home bucket and the SBuckets from left to right. For example, in Figure 2, if the home bucket is bucket $B_0$, the server will sequentially checks the first 16 bits of the indicator that are associated with each slot in bucket $B_0$ and the unnumbered SBuckets (i.e., segment $S_0$). Once a bit in the indicator is found to be equal to 0, which means the associated slot in the home bucket or the SBuckets is empty, the server will stop checking the remaining bits in the indicator and inserts the requested item into the associated empty slot. Unlike it, an odd bucket number (e.g., $B_1$) means that the corresponding unnumbered SBuckets is to the left of the home bucket. The server checks each associated bit in the indicator in the reverse order, and inserts the requested item into the first empty slot. Finally, after the requested key-value item is written to the empty slot, the server atomically sets the associated bit in the indicator from 0 to 1, and the insert operation completes successfully. Even if a power failure or system crash occurs during writing the key-value pair, the continuity hash table is still in a consistent state. Because the associated bit in the indicator has not been changed and thus the partial write is not visible.

**Atomic Deletion:** To delete a key-value pair, the server computes the home bucket number and then queries the corresponding segment (i.e., the home bucket and the unnumbered SBuckets) by using the indicator. The direction of the query in the segment is based on the parity of the computed bucket number like that in the insert operations. After finding the key-value item to be deleted, the server only needs to set the associated bit in the indicator from 1 to 0 in the atomic-write manner, and the key-value item will be considered invalid by subsequent requests.

**Atomic Update:** Continuity hashing adopts out-of-place update, which is a coalescence of insert and delete operations. Specifically, to update a key-value pair, the server locates the requested key-value pair in the continuity hash table like the delete operations. The server further attempts to identify an empty slot in the same segment, like the insert operation. Since the old and the new locations of the requested key-value pair are associated with the same indicator in the same segment, the server changes the values of the two corresponding bits in the indicator with an 8-byte atomic write. The update to the key-value pair is invisible until the atomic update in the indicator is completed, thus ensuring the consistency of the continuity hash table even in the case of a system failure.

**Log-free Resizing:** Resizing requires rehashing existing key-value items into a new hash table. Specifically, the server reads a key-value pair in the original hash table, then inserts it to the new hash table, and finally deletes the item from the original hash table. After all the items in the original hash table are rehashed in order, the server reclaims the memory space of the old hash table, and the resizing is completed. However, unlike the atomic update operations, the insertion and deletion for a key-value pair during resizing cannot be completed atomically due to the updates to two different indicators. In fact, the operation sequence (first insert and then delete an key-value item) ensures that the continuity hash table will not lose data in the event of a system failure. After restarting the server, we check the first existing key-value item of the old hash table and perform a delete or rehash operation based on whether it has been inserted into the new hash table, thus restoring the hash table to a consistent state.

### IV. Implementation

In this Section, we introduce how the continuity hashing supports concurrent read and write operations, and provide an optimization scheme for improving space utilization.

**A. Concurrent Reads and Writes**

In our design, write requests are processed by the server, and read requests are handled by clients. Hence, there exists the read-write competition between remote reads and local writes, which is able to guarantee the data consistency due to the atomic updates to indicators in the last step of write operations. For example, if a client uses a one-sided RDMA read to fetch a segment modified by a server, any partial key-value pairs that are being modified in the segment are invisible to the client since the server has not configured the indicator, thus ensuring consistency.

To support concurrent write operations initiated by different threads on the server, we allocate a spin-lock for each slot as well as its associated bit in an indicator. For the insertion and deletion for a key-value pair, a thread merely locks one slot as well as its associated bit before modifying them. For an update operation, a thread needs to lock two slots, i.e., the current slot and the target empty slot, before writing the new key-value pair into the empty slot and atomically updating the two associated bits in the indicator.

**B. Optimizing Space Utilization**

Our proposed continuity hashing aims to mitigate the access amplification via one-sided RDMA. In the structure of continuity hashing, we use a single hash function by default. However, the load factors with only one hash function in traditional hash tables, where the load factor refers to the ratio of the number of stored KV items to that of total storage units, are pretty low. For example, in cuckoo hashing [62], when the number of cells per hash bucket is 4, the load factor with one
hash function is merely 3%. When the number of cells per hash bucket reaches 8, the load factor with one hash function is 12% [63]. Our design of the fine-grained shared region significantly improves the load factor with one hash function, though there is still room to improve the space utilization. In practice, not too high space utilization is acceptable due to the large capacity and the low price of the available PM products. For example, a single CPU is able to host 3TB Intel Optane DC Persistent Memory [38], and the price of Optane is about half that of DRAM [64]. But we still provide an optimization for the space utilization or the load factor without violating our design goals.

As shown in Figure 3 to improve the load factor of continuity hashing, we add a new scheme that dynamically increases the number of SBuckets for a small percentage of segment pairs in the continuity hash table before the resizing operation. When the new SBuckets for a segment pair are added, the server will return the address and rkey of the added SBuckets region to the connected clients. The information (i.e., the address and rkey) is valid until the hash table is resized, and can be cached on clients. Clients can locally know whether a segment pair has added SBuckets. Specifically, each segment pair will have at most one SBucket group added before a resize operation is triggered, and we empirically set the percentage of segment pairs with added SBuckets to 1/10 by running different configurations, which means continuity hashing can dynamically add SBuckets for at most 1/10 segment pairs before resizing. In this case, for a uniform read workload, a client needs at most two RDMA round-trips (one for the segment and the other for the added SBuckets) with a 10% probability, and only one RDMA round trip is required with the 90% probability. Compared with the approach of using two hash functions where each remote read requires at most two RDMA round-trips, we propose to dynamically increase SBuckets, which incurs fewer network round-trips. In addition, our proposed method still supports log-free consistency for all write operations on persistent memory. Because the added SBuckets use the same indicator as the original buckets in the segment pair, and the indicator (32 bits in the example of Figure 3) is able to be updated with an 8-byte atomic write.

V. PERFORMANCE EVALUATION

A. Experimental Setup

Our experiments are performed on two Linux machines, each of which is equipped with a Mellanox ConnectX-5 Infiniband HCA, two 2.1 GHz Intel Xeon Gold6230R CPUs, 192GB DRAM and two 256GB Optane DIMMs. We configure one Linux machine as a server and the other with up to 16 threads as clients.

We generate our workloads via YCSB [65], which is a benchmark for key-value stores. Specifically, we use five workloads, i.e., YCSB-A, YCSB-B, YCSB-C, YCSB-D and YCSB-F. YCSB-A is the update-heavy workload, which consists of 50% updates and 50% reads. YCSB-B is the read-mostly workload, and consists of 95% reads and 5% updates. YCSB-C is the read-only workload. YCSB-D is the read-latest workload, where the most recently inserted records are the most popular. YCSB-F is the read-modify-write workload, and consists of 50% reads and 50% read-modify-writes, where a record will be read, then modified and written back. We also use individual operation microbenchmarks, i.e., insertion, deletion, update and search (YCSB-C). The evaluation does not include YCSB-E that exhibits range queries. For each workload, we execute 16M key-value operations. Many schemes report that small-sized key-value pairs, e.g., a size of several or tens of bytes, dominate in production environment [57], [66]–[68]. Therefore, we follow the setting of level hashing, where the key size is 16bytes, and the value size does not exceed 15bytes [36].

Our proposed scheme is compared with two state-of-the-art hashing schemes, i.e., level hashing [60] and P-FaRM-KV [31], [37]. Level hashing is a PM-friendly hashing scheme. It provides single-node open-source code [69], and we add RDMA communication procedures to facilitate comparisons, i.e., using one-sided RDMA reads for remote read requests and RDMA write with immediate operations for remote write requests like our proposed continuity hashing. FaRM [31] is a general-purpose main memory distributed computing platform. On top of FaRM, FaRM-KV provides an RDMA-friendly hashing scheme for DRAM-based systems. We convert FaRM-KV into the PM counterpart with crash consistency guarantee, following the guidance of RECIPE [37]. Specifically, the original FaRM-KV supports lock-free RDMA reads, and uses logging to provide ACID transactions to ensure consistency, and thus RECIPE can convert the DRAM index into the PM version. The corresponding conversion guide we use is to insert cache line flush and mfence instructions after each store [37]. Note that even if we change the structure of FaRM-KV and add a bitmap to each bucket to support consistency within a bucket, FaRM-KV still needs to use logging when the updates occur across buckets for consistency. The evaluation does not include P-CLHT that is presented in RECIPE [37], since P-CLHT uses linked lists to handle hash conflicts, which causes severe access amplification when using one-sided RDMA.

B. Results and Analysis

1) Throughput: Figures 4–9 respectively show the average throughputs with various workloads for our continuity hashing, level hashing and P-FaRM-KV. The numbers of client and server threads vary from 1 to 16. The three hashing schemes
use fine-grained locking for each slot to support concurrent access. For YCSB-A workload (50% updates, 50% reads), the continuity hashing achieves 1.45X and 2.24X throughput improvements, compared with level hashing and P-FaRM-KV, as shown in Figure 4. The continuity hashing outperforms the PM-friendly level hashing, since querying data in the level hashing requires multiple one-sided RDMA round-trips. Moreover, continuity hashing also significantly outperforms the RDMA-friendly P-FaRM-KV, since the P-FaRM-KV fails to optimize PM writes and employs the expensive logging to guarantee consistency.

Figures 6 and 7 respectively show the average throughputs of positive and negative searches. A positive search means that the requested key-value item can be found in the hash table, while a negative search is not. We observe that for level hashing, the average throughput of negative searches significantly decreases compared with that of positive searches, since for each negative search, the level hashing needs to issue four RDMA reads to query all the standby positions. Compared with level hashing, the continuity hashing and P-FaRM-KV achieve higher throughputs, i.e., 1.74X and 1.5X improvements for positive searches, and 3.07X and 2.46X improvements for negative searches. Because both continuity hashing and P-FaRM-KV are optimized for RDMA reads, and each query only needs nearly one RDMA operation. Figure 10 shows the throughput of update-only workload. Continuity hashing and level hashing also achieve 2.43X and 1.66X throughput improvements compared with P-FaRM-KV, since both continuity hashing and level hashing optimize the high-overhead consistency mechanism for PM writes.

One read-modify-write operation in YCSB-F contains two access operations, i.e., a read and a write. As shown in Figure 9, the average throughputs of YCSB-F for the three hashing schemes are lower than those of other YCSB workloads. However, our continuity hashing still achieves the highest throughput (i.e., 1.45X and 1.85X improvements) compared with the two state-of-the-art hashing schemes, i.e., level hashing and P-FaRM-KV.

2) Latency: We record the execution time of each individual operation as latency. Figures 12 - 15 show the average latencies of four types of read-dominated workloads, i.e., YCSB-B, YCSB-C (positive searches), negative searches and YCSB-D. We observe that compared with level hashing and P-FaRM-KV, the continuity hashing reduces the latency by an average of 61% and 99%. Note that for level hashing, the latency of YCSB-D is much higher than that of YCSB-B and YCSB-C. YCSB-D is the read-latest workload, and hence the data to be read are more likely to be located in the hash bucket with lower access priority among the four alternative buckets, thus resulting in the potential multiple RDMA read round-trips.

Figures 11 and 16 show the average latencies of YCSB-A and YCSB-F, which contains a number of write operations. The average latency of writes increases with the number
of threads due to locking mechanism. Compared with level hashing and P-FaRM-KV, the continuity hashing reduces the latency by an average of 34% and 37%, i.e., speeding up the operations in YCSB-A and YCSB-F workloads by 1.5X and 1.6X on average. As shown in Figure 17 for the latencies of PM update operations, our continuity hashing respectively achieves 1.39X and 2.14X performance improvements on average, compared with the PM-write-friendly level hashing and the RDMA-friendly P-FaRM-KV. We have optimized the insertion operations of P-FaRM-KV to reduce PM writes and latency by replacing the iteratively displacing key-value pairs in the original scheme with at most one movement. However, the logging consistency mechanism causes double PM writes and hurts the write performance of P-FaRM-KV. Continuity hashing is optimized for PM writes and leverages a log-free consistency scheme. The results further demonstrate our performance advantages over the two state-of-the-art schemes.

3) The Number of PM Writes: We evaluate the number of PM writes by counting the number of cache line flush instructions for each write operation. Table 1 shows the results for insertion, update and deletion operations. Specifically, in our continuity hashing, each insertion and update needs to sequentially write the key-value pair in an empty slot and modify the associated bit in the indicator from 0 to 1, thus including 2 PM writes. Furthermore, a deletion operation only needs 1 PM write that modifies the associated bit from 1 to 0. In the level hashing, the numbers of PM writes for an insertion or an update is affected by the load factor of hash table. When the load rate increases, the probability of using logging to ensure crash consistency will also increase, which causes more PM write operations. The number of PM writes for an insertion and an update are 2 − 2.01 and 2 − 5, respectively. The deletion operation in the level hashing is similar to that in the continuity hashing. P-FaRM-KV uses logging for each write operation, which incurs the highest number of PM writes among the three hashing schemes.

TABLE I: The number of PM writes with different operations.

|          | Insertion | Update | Deletion |
|----------|-----------|--------|----------|
| Continuity | 2         | 2      | 1        |
| Level     | 2 − 2.01  | 2 − 5  | 1        |
| P-FaRM-KV | 5         | 5      | 5        |

4) Maximum Load Factor: We evaluate the optimization scheme proposed in Section IV-B which dynamically adds SBuckets for a small percentage of segment pairs to improve load factors. The evaluation uses YCSB-A workload. In Figure 18 we evaluate the load factors of continuity hashing and show the effectiveness of the added SBuckets in terms of space utilization. The initial hash table contains 20 buckets (i.e., 80 slots). Each resizing expands the hash table to twice the current capacity. The x-axis represents the number of resizing times. The y-axis represents the load factor each time the next resizing operation will be triggered. We observe that as the number of resizing increases, the load factors of our original solution without added SBuckets gradually decrease. The optimization schemes with the added SBuckets for 1/20 and 1/10 segment pairs achieve the load factors of about 70%, which is acceptable due to the large capacity of the available PM products [38]. We further evaluate the throughput of continuity hashing with different optional schemes. The results are omitted here due to space limit. The results show that adding SBuckets for 1/10 and 1/20 segment pairs only slightly reduces the throughput of YCSB-A by 4% − 5%.

C. Discussion

The continuity hashing supports to handle key-value pairs of different sizes via storing the key and a fat pointer for a large key-value pair in the bucket. The fat pointer indicates the position and size of the corresponding value. Storing keys and values separately is one way to deal with large-sized key-value pairs, although this paper focuses on the small key-value pairs that dominate in production environments.

VI. RELATED WORK

RDMA-based Hashing Schemes. In order to exploit the fast RDMA networking and improve system performance with low CPU overhead, existing schemes propose RDMA-based hashing index structures [31], [34], [44]. Pilaf [44] adopts 3-way cuckoo hashing with a novel self-verifying hash table structure. Each probe for looking up a key requires two one-sided RDMA reads (i.e., one for the hash table entry and the other for the actual key-value pair). The proposed self-verifying data structure is used to detect read-write races, where each hash table entry requires two 64-bit checksums. HERD [42] focuses on fully exploring RDMA features to build high-performance key-value stores. This work uses RDMA write operations over unreliable connection (UC) mode and RDMA send operations over unreliable datagram (UD) mode to handle put and get requests. DrTM-KV [20], [34], [35] proposes the HTM/RDMA-friendly cluster hashing based on the traditional chained hashing, which leverages clustering and location-based caches to reduce the number of one-sided RDMA operations. FaRM [31] − [33] proposes a hash table that is a variant of hopscotch hashing with chaining and associativity. FaRM-KV enables high space efficiency and remote query with a small number of one-sided RDMA reads. However, these RDMA-based hashing schemes fail to address the problems of the limited write endurance and crash consistency on PM. Unlike them, our proposed continuity hashing is optimized for both RDMA and PM.

PM-based Hashing Schemes. In order to leverage the non-volatile and byte-addressable properties of PM and improve index reliability and efficiency, existing schemes propose PM-based hashing index structures [26], [36], [37], [54], [61]. Level hashing [36] is a write-optimized two-level hashing scheme for PM, providing cost-efficient resizing and low-overhead consistency guarantee. CCEH [26] is a PM-friendly three-level dynamic hashing. It makes effective use of cache lines and guarantees crash consistency without explicit logging. RECIPE [37] proposes to convert DRAM indexes that
Designing a high-performance hash structure is important for memory systems based on coalescing RDMA and PM. In order to address the problems of RDMA Access Amplification and High-Overhead PM Consistency, we propose the continuity hashing, a coalescing hashing solution for both RDMA and PM. The continuity hashing supports efficient remote read via a single one-sided RDMA operation and log-free consistency guarantee for all the write operations on PM. The evaluation demonstrates that our proposed continuity hashing achieves the high throughput, the low latency as well as the small number of PM writes, while obtaining acceptable load factors.

VII. CONCLUSION

Designing a high-performance hash structure is important for memory systems based on coalescing RDMA and PM. In order to address the problems of RDMA Access Amplification and High-Overhead PM Consistency, we propose the continuity hashing, a coalescing hashing solution for both RDMA and PM. The continuity hashing supports efficient remote read via a single one-sided RDMA operation and log-free consistency guarantee for all the write operations on PM. The evaluation demonstrates that our proposed continuity hashing achieves the high throughput, the low latency as well as the small number of PM writes, while obtaining acceptable load factors.

REFERENCES

[1] NVIDIA. “RDMA Aware Networks Programming User Manual.” http://www.mellanox.com/related-docs/prod_software/RDMA_Aware_Networks_Programming_user_manual.pdf, 2015.

[2] “3D XPoint.” https://en.wikipedia.org/wiki/3D_XPoint, 2021.

[3] H.-S. P. Wong, S. Raoux, S. Kim, J. Liang, J. P. Reifenberg, B. Rajendran, M. Asheghi, and K. E. Goodson, “Phase change memory,” Proceedings of the IEEE, vol. 98, no. 12, pp. 2201–2227, 2010.

[4] T. E. Anderson, M. Canini, J. Kim, D. Kostić, Y. Kwon, S. Peter, W. Reda, H. N. Schuh, and E. Wichel, “Assise: Performance and availability via client-local NVM in a distributed file system,” in OSDI, 2020.

[5] J. Yang, J. Izrailevitz, and S. Swanson, “Filemr: Rethinking RDMA networking for scalable persistent memory,” in NSDI, 2020.

[6] S.-Y. Tsai, Y. Shan, and Y. Zhang, “Disaggregating persistent memory and controlling them remotely: An exploration of passive disaggregated key-value stores,” in USENIX ATC, 2020.

[7] J. Yang, J. Izrailevitz, and S. Swanson, “Orion: A distributed file system for non-volatile main memory and rdma-capable networks,” in FAST, 2019.

[8] Y. Chen, Y. Lu, and J. Shu, “Scalable rdma rpc on reliable connection with efficient resource sharing,” in EuroSys, 2019.

[9] T. Ma, M. Zhang, K. Chen, Z. Song, Y. Wu, and X. Qian, “Asymnv: An efficient framework for implementing persistent data structures on asymmetric nvm architecture,” in ASPLOS, 2020.

[10] D. Kim, A. Memaripour, A. Badam, Y. Zhu, H. H. Liu, J. Padhye, S. Ranelde, S. Swanson, V. Sekar, and S. Seshan, “Hyperloop: group-based nic-offloading to accelerate replicated transactions in multi-tenant storage systems,” in SIGCOMM, 2018.

[11] X. Hu, M. Ogleiari, J. Zhao, S. Li, A. Basak, and Y. Xie, “Persistence parallelism optimization: A holistic approach from memory bus to rdma network,” in MICRO, 2018.

[12] Y. Shan, S.-Y. Tsai, and Y. Zhang, “Distributed shared persistent memory,” in SOCC, 2017.

[13] Y. Lu, J. Shu, Y. Chen, and T. Li, “Octopus: an rdma-enabled distributed persistent memory file system,” in USENIX ATC, 2017.

[14] N. S. Islam, M. Wasi-ur Rahman, X. Lu, and D. K. Panda, “High performance design for hdf5 with byte-addressability of nvm and rdma,” in ICS, 2016.

[15] Y. Zhang, J. Yang, A. Memaripour, and S. Swanson, “Mojim: A reliable and highly-available non-volatile memory system,” in ASPLOS, 2015.

[16] “Memcached.” https://memcached.org, 2021.

[17] “Redis.” https://redis.io, 2021.

[18] “Aerospike.” https://www.aerospike.com, 2021.

[19] “Oracle.” https://www.oracle.com, 2021.

[20] X. Wei, Z. Dong, R. Chen, and H. Chen, “Deconstructing rdma-enabled distributed transactions: Hybrid is better!” in OSDI, 2018.

[21] D. E. Knuth, The art of computer programming: Volume 3: Sorting and Searching. Addison-Wesley Professional, 1998.

[22] R. Kutzelnigg and M. Drmota, Random bipartite graphs and their application to Cuckoo Hashing. na, 2008.

[23] R. Pagh and F. F. Rodler, “Cuckoo hashing,” Journal of Algorithms, vol. 51, no. 2, pp. 122–144, 2004.

[24] T. Nguyen and D. Wentzlaff, “Picl: A software-transparent, persistent cache log for nonvolatile main memory,” in MICRO, 2018.
[25] M. A. Ogleari, E. L. Miller, and J. Zhao, “Steal but no force: Efficient hardware undo+ redo logging for persistent memory systems,” in *HPCA*, 2018.

[26] M. Nam, H. Cha, Y.-r. Choi, S. H. Noh, and B. Nam, “Write-optimized dynamic hashing for persistent memory,” in *FAST*, 2019.

[27] S. R. Dulloor, S. Kumar, A. Keshavanmurtthy, P. Lantz, D. Reddy, R. Sankaran, and J. Jackson, “System software for persistent memory,” in *EuroSys*, 2014.

[28] “Intel architecture instruction set extensions programming reference,” [https://software.intel.com/content/www/us/en/develop/download/intel-architecture-instruction-set-extensions-programming-reference.html](https://software.intel.com/content/www/us/en/develop/download/intel-architecture-instruction-set-extensions-programming-reference.html), 2021.

[29] S. Venkataraman, N. Tolia, P. Ranganathan, R. H. Campbell et al., “Consistent and durable data structures for non-volatile byte-addressable memory,” in *FAST*, 2011.

[30] A. Dragojević, D. Narayanan, M. Castro, and O. Hodgson, “Farm: Fast remote memory,” in *NSDI*, 2014.

[31] A. Dragojević, D. Narayanan, E. B. Nightingale, M. Renzelmann, A. Shamis, A. Badam, and M. Castro, “No compromises: distributed transactions with consistency, availability, and performance,” in *SOSP*, 2015.

[32] A. Shamis, M. Renzelmann, S. Novakovíc, G. Chatzopoulos, A. Dragojević, D. Narayanan, and M. Castro, “Fast general distributed transactions with opacity,” in *SIGMOD*, 2019.

[33] X. Wei, J. Shi, Y. Chen, R. Chen, and H. Chen, “Fast in-memory transaction processing using rdma and htm,” in *SOSP*, 2015.

[34] Y. Chen, X. Wei, J. Shi, R. Chen, and H. Chen, “Fast and general distributed transactions using rdma and htm,” in *EuroSys*, 2016.

[35] P. Zuo, X. Hua, and J. Wu, “Write-optimized and high-performance hashing index scheme for persistent memory,” in *OSDI*, 2018.

[36] S. K. Lee, J. Mohan, S. Kashyap, T. Kim, and V. Chidambaram, “Recipe: converting concurrent dram indexes to persistent memory indexes,” in *SOSP*, 2019.

[37] J. Izraelevitz, J. Yang, L. Zhang, J. Kim, X. Liu, A. Memaripour, Y. J. Soh, Z. Wang, Y. Xu, S. R. Dulloor et al., “Basic performance measurements of the Intel optane dc persistent memory module,” *arXiv preprint arXiv:1903.05714*, 2019.

[38] S. Novakovíc, Y. Shan, A. Kolli, M. Cui, Y. Zhang, H. Eran, B. Pismenny, L. Liss, M. Wei, D. Tsafrir et al., “Storm: a fast transactional dataplane for remote data structures,” in *STOR*, 2019.

[39] A. Kalia, M. Kaminsky, and D. G. Andersen, “Design guidelines for high performance RDMA systems,” in *USENIX ATC*, 2016.

[40] S.-Y. Tsai and Y. Zhang, “Lite kernel rdma support for datacenter applications,” in *SOSP*, 2017.

[41] A. Kalia, M. Kaminsky, and D. G. Andersen, “Using rdma efficiently for key-value services,” in *SIGCOMM*, 2014.

[42] ——, “FaSST: Fast, scalable and simple distributed transactions with two-sided (RDMA) dataplane rpcs,” in *OSDI*, 2016.

[43] C. Mitchell, Y. Geng, and J. Li, “Using one-sided RDMA reads to build a fast, cpu-efficient key-value store,” in *USENIX ATC*, 2013.

[44] P. Zhou, B. Zhao, J. Yang, and Y. Zhang, “A durable and energy efficient main memory using phase change memory technology,” in *ACM SIGARCH computer architecture news*, vol. 37, no. 3. ACM, 2009, pp. 14–23.

[45] J. J. Yang, D. B. Strukov, and D. R. Stewart, “Memristive devices for computing,” *Nature nanotechnology*, vol. 8, no. 1, p. 13, 2013.

[46] M. K. Qureshi, J. Karidis, M. Franceschini, V. Srinivasan, L. Lastras, and B. Abali, “Enhancing lifetime and security of pcmm-based main memory with start-gap wear leveling,” in *MICRO*, 2009.

[47] S. Liu, A. Kolli, J. Ren, and S. Khan, “Crash consistency in encrypted non-volatile main memory systems,” in *HPCA*, 2018.

[48] C. Douglas, “RDMA with PMEM, Software mechanisms for enabling access to remote persistent memory,” [http://www.snia.org/sites/default/files/SDC15_presentations/persistent_mem/ChetDouglas_RDMA_with_PM.pdf](http://www.snia.org/sites/default/files/SDC15_presentations/persistent_mem/ChetDouglas_RDMA_with_PM.pdf), 2015.

[49] ——, “RDMA with byte-addressable PM, RDMA Write Semantics to Remote Persistent Memory, An Intel Perspective when utilizing Intel HW,” [https://downloads.openfabrics.org/ofiwg/dsda_qumps/RDMA_with_PM.pptx](https://downloads.openfabrics.org/ofiwg/dsda_qumps/RDMA_with_PM.pptx), 2014.

[50] “Hopscotch hashing,” [https://en.wikipedia.org/wiki/Hopscotch_hashing](https://en.wikipedia.org/wiki/Hopscotch_hashing), 2021.