A NEW COMPUTATIONAL STRATEGY FOR OPTIMAL CONTROL PROBLEM WITH A COST ON CHANGING CONTROL
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Abstract. In this paper, we consider a class of optimal control problems where the cost function is the sum of the terminal cost, the integral cost and the full variation of control. Here, the full variation of a control is defined as the sum of the total variations of its components. By using the control parameterization technique in conjunction with the time scaling transformation, we develop a new computational algorithm for solving this type of optimal control problem. Rigorous convergence analysis is provided for the new method. For illustration, we solve two numerical examples to show the effectiveness of the proposed method.

1. Introduction. In recent years, several algorithms for solving optimal control problems with state and/or control constraints have been proposed. These include the nonsmooth Newton’s method [9, 10], the constraint transcription method [22, 35], the exact penalty function method [14, 38, 39, 41], the lossless convexification method [1, 2], and a new global optimization approach based on interval analysis [43]. For these optimal control problems, the cost function is expressed in terms of a terminal cost and an integral cost. There is no cost associated with changing control. However, there is often some cost associated with a change of the control action. Consider a situation, where there are two different control laws that achieve the same cost value. However, one control takes a constant value, while the other fluctuates wildly. For the standard optimal control theory, it could not distinguish the differences between these two control laws, as no cost is associated with the changing of the control signal. In real world applications, it is obvious that the...
constant control law is much preferred. The cost on the changing of the control signal must be taken into consideration.

In [5], necessary optimality conditions are derived for an optimal control problem in which the control signal can assume two possible values and there is a cost associated with changing from one value to another. Subsequently, a computational algorithm is developed in [29] for solving the problem considered in [5] numerically. Further optimality conditions are derived in [24] for solving similar (but more general) problems in which the full variation of the control signal is incorporated as a penalty in the cost function. State constraints are not considered in these papers. This is obviously a serious limitation, as most optimal control problems arising in real-world applications involve state constraints (see, for example, the spacecraft control problems in [2]; the underwater vehicle problems in [7]; and the zinc sulphate purification problems in [35]). In [32], a computational method based on the control parameterization technique is developed for solving a general class of optimal control problems in which the cost function includes the full variation of the control signal and the state variables are subject to inequality path constraints. However, one disadvantage of this method is that it approximates the control by a piecewise-constant function with fixed switching times. Due to the development of time scaling transformation in [6, 16, 18, 19], the control parametrization technique can be used in conjunction with the time scaling transformation to produce much improved computational methods for solving optimal control problems in which both the control values and the control switching times are regarded as decision variables to be chosen optimally—see, for example, [17, 21, 22, 38]. These new computational methods are known to produce results of much higher accuracy when compared with methods based purely on the control parameterization technique.

The full variation of a control is defined as the sum of total variations of its components. It gives a measure for the cost of changing control action. The proposed computational method involves two stages of approximation. At the first stage, the control parametrization technique together with a time scaling transform is used to approximate the problem into a sequence of approximate problems. It is interesting to note that each of these approximate problems is an optimal parameter selection problem in which the term involving the full variation of the control becomes a simple non-smooth function in the form of $L_1$-norm. The second stage of the approximation is to use a smoothing technique to smooth the non-smooth function. The smoothed problem is a standard optimal parameter selection problem. Rigorous convergence analysis is given wherever necessary to support the method. The efficiency and applicability of the proposed method is demonstrated by solving two numerical examples. Here, we wish to note that the exact penalty function approach [39, 41], instead of constraint transcription method [31], is used in [20] to develop a computational method for solving the class of optimal control problems considered in [32].

In [40], the control parameterization technique is used to develop a computational method for solving the class of optimal control problems, where the cost function is the sum of the terminal cost, the integral cost and the full variation of the control. As it is a conference paper with page limitation, the proofs for all theorems are omitted and no numerical example is included for the purpose of illustration. In this paper, the time scaling transform will be used to supplement the control parameterization technique such that a much improved computational method is developed for solving the same class of optimal control problems considered in [32].
2. Problem formulation. Consider a process described by the following system of differential equations defined on the fixed time interval \((0, T]\):

\[
dx(t) = f(t, x(t), u(t)),
\]

where \(x = [x_1, ..., x_n]^\top \in \mathbb{R}^n, u = [u_1, ..., u_r]^\top \in \mathbb{R}^r\), are, respectively, state and control vectors; \(f = [f_1, ..., f_n]^\top \in \mathbb{R}^n\).

The initial condition for the differential equation (1) is:

\[
x(0) = x^0,
\]

where \(x^0 = [x_1^0, ..., x_n^0]^\top \in \mathbb{R}^n\) is a given vector.

Define

\[
U = \{v = [v_1, ..., v_r]^\top \in \mathbb{R}^r : a_i \leq v_i \leq b_i, \quad i = 1, ..., r\},
\]

where \(a_i, i = 1, ..., r, \) and \(b_i, i = 1, ..., r, \) are given real numbers. Note that \(U\) is a compact and convex subset of \(\mathbb{R}^r\). The full variation of a function \(u = [u_1, ..., u_r]^\top : [0, T] \to \mathbb{R}^r\) is defined as:

\[
\int_0^T \sqrt{\sum_{i=1}^r u_i(t)} dt,
\]

where \(\int_0^T u_i(t) dt\) denotes the total variation of the real-valued function \(u_i(\cdot)\) on \([0, T]\).

If \(\int_0^T u(t) dt < \infty\), then the function \(u(\cdot)\) is said to be of bounded variation.

Let \(u : [0, T] \to U\) be a function of bounded variation over \([0, T]\), and let \(\mathcal{V}\) be the class of all such control functions.

For each \(u \in \mathcal{V}\), let \(x(\cdot | u)\) be an absolutely continuous function defined on \([0, T]\) which satisfies the system of differential equations (1) almost everywhere in \((0, T]\) and the initial condition (2). This function is called the solution of the system (1) - (2) corresponding to the control \(u \in \mathcal{V}\).

The inequality terminal state constraints and inequality continuous state constraints are specified as follows:

\[
\Phi_i(x(T | u)) \leq 0, \quad i = 1, ..., N_T,
\]

where \(\Phi_i, i = 1, ..., N_T, \) are given real-valued functions defined on \(\mathbb{R}^n\), and

\[
h_i(t, x(t | u)) \leq 0, \quad \forall t \in [0, T], \quad i = 1, ..., N_S,
\]

where \(h_i, i = 1, ..., N_S, \) are given real-valued functions defined on \([0, T] \times \mathbb{R}^n\).

Let \(\mathcal{G}\) be the class of all those control functions in \(\mathcal{V}\) such that the constraints (5) and (6) are satisfied.

We may now state our optimal control problem as follows:

**Problem (Q).** Given the system (1) - (2), find a control \(u \in \mathcal{G}\) such that the cost function

\[
g_0(u) = \Phi_0(x(T | u)) + \int_0^T \mathcal{L}_0(t, x(t | u), u(t)) dt + c\int_0^T u(t) dt
\]

is minimized over \(\mathcal{G}\), where \(c\) is a positive weighting factor, and \(\Phi_0, \mathcal{L}_0\) are given real-valued functions.
The following conditions are assumed throughout:
A1. $f : [0,T] \times \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}^n$; $\Phi_i : \mathbb{R}^n \to \mathbb{R}$, $i = 0, 1, ..., N$; and $\mathcal{L}_0 : [0,T] \times \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}$.
A2. For any compact subset $V \subset \mathbb{R}^r$, there exists a positive constant $K$ such that
$$|f(t,x,u)| \leq K(1 + |x|)$$
for all $(t, x, u) \in [0,T] \times \mathbb{R}^n \times V$.
and
$$|\mathcal{L}_0(t,x,u)| \leq K(1 + |x|)$$
for all $(t, x, u) \in [0,T] \times \mathbb{R}^n \times V$.
A3. $f$ and $\mathcal{L}_0$, together with their partial derivatives with respect to each of the components of $x$ and $u$ are piecewise continuous on $[0,T]$ for each $(x,u) \in \mathbb{R}^n \times \mathbb{R}^r$, and continuous on $\mathbb{R}^n \times \mathbb{R}^r$ for each $t \in [0,T]$.
A4. For each $i = 1, ..., N$, $h_i : [0,T] \times \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable.
A5. $\Phi_i$, $i = 0, 1, ..., N$, are continuously differentiable with respect to $x$ and $\zeta$.
Define
$$q_0(u) = \Phi_0(x(T | u)) + \int_0^T \mathcal{L}_0(t,x(t | u),u(t)) dt.$$ (8)
From (7), we have
$$g_0(u) = q_0(u) + \frac{T}{c} u(t).$$ (9)
If $u, v \in \mathcal{V}$ are such that
$$u(t) = v(t), \; \text{a.e. in } [0,T],$$ (10)
it is clear that
$$q_0(u) = q_0(v).$$ (11)
However, it is not necessarily true that
$$\frac{T}{0} u(t) = \frac{T}{0} v(t).$$ (12)
Consider a control $v = [v_1, ..., v_r]^T \in \mathcal{V}$. Let $\{t_{i,k}\}_{k=1}^\infty$ be the discontinuity points of the $i$-th component $v_i$ of the control $v$ in $(0,T)$. Let
$$A_i = \bigcup_{k=1}^\infty \{t_{i,k}\}.\quad (13)$$
From Theorem 2.9.3 of [31], we note that $A_i$ contains a countable number of points, and so is $\bigcup_{k=1}^\infty A_i$.
We now construct a function $u = [u_1, ..., u_r]^T$ from $v$ as follows:
$$u_i(t) = \begin{cases} v_i(t), & \text{if } t \in (0,T) \setminus A_i, \\ v_i(t - 0), & \text{if } t \in A_i \setminus \{0\} \cup \{T\}, \\ v_i(t + 0), & \text{if } t = 0, \\ v_i(t - 0), & \text{if } t = T. \end{cases}$$ (14)
Clearly, $u \in \mathcal{V}$ and is such that
(i). $u(t) = v(t)$ a.e. in $[0,T]$; and
(ii). $\frac{T}{0} u(t) \leq \frac{T}{0} v(t).$ (15)
Let $\mathcal{D}$ be the set which contains all those functions $v \in \mathcal{V}$ such that $v(t) = u(t)$ a.e. in $[0,T]$. We call $u$ a minimal bounded variation function of $\mathcal{D}$. Clearly,
$$g_0(u) \leq g_0(v).$$ (17)
Let $U$ be the set which consists of all such minimal bounded variation functions of $V$. Elements of $U$ are called admissible controls and $U$ is called the class of admissible controls.

**Remark 1.** Note that our aim in Problem (Q) is to minimize the cost function (7). However, by (14)-(17), it suffices to confine our attention to the set $U$ rather than the set $V$ in the minimization process.

Let $F$ be a set which consists of all those elements in $U$ such that (5) and (6) are satisfied.

**Remark 2.** Problem (Q) with $G$ replaced by $F$ will be referred to as Problem (P). Clearly, an optimal control to Problem (P) is also an optimal control to Problem (Q).

We need the following lemma, which is Lemma 10.2.1 of [31].

**Lemma 2.1.** Let $u^1, u^2 \in U$. If

$$u^1(t) = u^2(t), \ a.e. \quad [0,T],$$

then

$$u^1(t) = u^2(t) \quad \text{pointwise in} \ [0,T].$$

3. Control Parametrization and Time Scaling Transform. We shall apply the control parameterization time scaling transform to Problem (P). For each $p \geq 1$, let the planning horizon $[0,T]$ be partitioned into $n_p$ subintervals with $n_p + 1$ partition points denoted by

$$\tau^p_0, \tau^p_1, ..., \tau^p_{n_p},$$

where $\tau^p_0 = 0$ and $\tau^p_{n_p} = T$, while $\tau^p_i, i = 1, ..., n_p - 1$, are decision variables subject to the following conditions:

$$\tau^p_0 = 0, \tau^p_{n_p} = T \quad \text{and} \quad \tau^p_{k-1} \leq \tau^p_k, \ k = 1, 2, ..., n_p.$$ (21)

The number $n_p$ of the partition points is chosen such that $n_p + 1 > n_p$. Let $U^p$ consist of all those elements from $U$ which are piecewise constant functions in the form given by

$$u^p(t) = \sum_{k=1}^{n_p} \sigma^{p,k} \chi_{[\tau^p_{k-1}, \tau^p_k)}(t)$$

where $\sigma^{p,k} \in U$ and $\chi_I$ denotes the indicator function of $I$ defined by

$$\chi_I(t) = \begin{cases} 
1 & t \in I \\
0 & \text{elsewhere}
\end{cases}$$

$$\chi(t) = \begin{cases} 
1 & t \in I \\
0 & \text{elsewhere}
\end{cases}$$

Let $\sigma^p = [(\sigma^{p,1})^T, ..., (\sigma^{p,n_p})^T]^T$, where $(\sigma^{p,k})^T = [\sigma^{p,k}_1, ..., \sigma^{p,k}_{r}]$, $k = 1, ..., n_p$. Restricting to $U^p$, the control constraints (3) become:

$$\alpha_i \leq \sigma^p \leq b_i, \quad i = 1, ..., r; \ k = 1, ..., n_p.$$ (24)

We construct a transformation from $t \in [0,T]$ to a new time scale $s \in [0,1]$ mapping the knots:

$$\tau^p_0, \tau^p_1, \tau^p_2, ..., \tau^p_{n_p-1}, \tau^p_{n_p},$$

into the pre-fixed knots:

$$\xi^p_k = \frac{k}{n_p}, \quad k = 0, 1, ..., n_p.$$ (25)
Clearly, these pre-fixed knots are such that
\[ 0 = \xi_0^p < \xi_1^p < \xi_2^p < \cdots < \xi_{n_p-1}^p < \xi_{n_p}^p = 1. \]  
(26)

The required transformation from \( t \in [0, T] \) to \( s \in [0, 1] \) is defined by the following differential equation:
\[
\frac{dt(s)}{ds} = v^p(s) \tag{27}
\]
with the initial condition
\[ t(0) = 0 \tag{28} \]
and the terminal condition
\[ t(1) = T \tag{29} \]
Here, \( v^p(s) \) is called a time scaling control defined by
\[
v^p(s) = \sum_{k=1}^{n_p} \theta_k^p \chi_{[\xi_{k-1}^p, \xi_k^p]}(s), \tag{30}\]
where \( \theta_k^p \geq 0, \ k = 1, \ldots, n_p, \) are decision variables, and \( \chi_{[\xi_{k-1}^p, \xi_k^p]}(\cdot) \) denotes the indicator function of the interval \([\xi_{k-1}^p, \xi_k^p]\) as defined by (23).

Let \( \Theta^p \) be the set consisting of all those \( \theta^p = [\theta_1^p, \ldots, \theta_{n_p}^p]^\top \) such that \( \theta_k^p \geq 0, \ k = 1, \ldots, n_p. \) Furthermore, let \( \mathcal{V}^p \) be the set consisting of all those non-negative piecewise constant functions \( v^p \) defined by (30) with \( \theta^p \in \Theta^p. \) Clearly, each \( \theta^p \in \Theta^p \) defines uniquely a \( v^p \in \mathcal{V}^p, \) and vice versa.

From (27)-(28), we have
\[
t^p(s) = \int_0^s v^p(\tau)d\tau = \sum_{j=1}^{k-1} \theta_j^p (\xi_j^p - \xi_{j-1}^p) + \theta_k^p (s - \xi_{k-1}^p), \quad \text{for } s \in [\xi_{k-1}^p, \xi_k^p]. \tag{31} \]

Thus, from (29), it follows that
\[
\sum_{k=1}^{n_p} \theta_k^p (\xi_k^p - \xi_{k-1}^p) = T. \tag{32} \]

Define
\[
\omega^p(s) = u^p(t(s)). \tag{33} \]

Clearly, the piecewise constant control \( \omega^p \) can be written as:
\[
\omega^p(s) = \sum_{k=1}^{n_p} \sigma^{p,k} \chi_{[\xi_{k-1}^p, \xi_k^p]}(s), \quad s \in [0, 1], \tag{34} \]
where \( (\sigma^{p,k})^\top = [\sigma_{1,k}^p, \ldots, \sigma_{n_p,k}^p]^\top, \sigma_{1,k}^p \in U, \ k = 1, \ldots, n_p, \) and \( \xi_i^p, \ i = 0, 1, \ldots, n_p, \) are fixed knots chosen as specified by (25). Here, \( \sigma^p \) is the same as that defined for \( u^p \) given in (22). Let \( \Xi^p \) be the set consisting of all such \( \sigma^p. \) Furthermore, let \( \tilde{U}^p \) be the set containing all those piecewise constant controls given by (34) with \( \sigma^p \in \Xi^p. \) Clearly, each \( (\sigma^p, \theta^p) \in \Xi^p \times \Theta^p \) defines uniquely a \( (\omega^p, v^p) \in \tilde{U}^p \times \mathcal{V}^p, \) and vice versa.
With the transformation from \( t \in [0, T] \) into \( s \in [0, 1] \) via the introduction of (27)-(28), system (1)-(2) becomes:

\[
\frac{d \hat{x}(s)}{ds} = \hat{f}(s, \hat{x}(s), \sigma^p, \theta^p) \tag{35}
\]

\[
\hat{x}(0) = \begin{bmatrix} x(0) \\ 0 \end{bmatrix} = \begin{bmatrix} x^0 \\ 0 \end{bmatrix} \tag{36}
\]

where

\[
\hat{x}(s) = \begin{bmatrix} x(s) \\ t(s) \end{bmatrix}, \quad x(s) = x(t(s)) \tag{37}
\]

\[
\hat{f}(s, \hat{x}(s), \sigma^p, \theta^p) = \begin{bmatrix} \hat{f}(s, \hat{x}(s), \sigma^p, \theta^p) \\ v^p(s) \end{bmatrix}, \tag{38}
\]

while,

\[
\tilde{f}(t(s), x(t(s)), \sigma^p) = f(t(s), x(s), \sigma^p) \tag{39}
\]

and

\[
\tilde{f}(t(s), x(t(s)), \sigma^p) = f(t(s), x(s), \sum_{k=1}^{n_p} \sigma^{p,k} \chi_{[\xi_{k-1}^p, \xi_k^p]}(s)). \tag{40}
\]

Let \( \hat{x}(\cdot | \sigma^p, \theta^p) \) be the solution of system (35)-(36) corresponding to \((\sigma^p, \theta^p) \in \Xi^p \times \Theta^p \). Furthermore, the inequality constraints (5) and (6) become:

\[
\Phi_i(x(1 | \sigma^p, \theta^p)) \leq 0, \quad i = 1, ..., N_T, \tag{41}
\]

\[
\hat{h}_i(\hat{x}(s | \sigma^p, \theta^p)) \leq 0, \quad i = 1, ..., N_S, \quad s \in [0, 1], \tag{42}
\]

respectively, where for each \( i = 1, ..., N_S \),

\[
\hat{h}_i(\hat{x}(s | \sigma^p, \theta^p)) = h_i(t(s), x(s | \sigma^p, \theta^p)).
\]

Let \( \mathbb{D}^p \) be the set, which consists of all those \( \theta^p \in \Theta^p \) such that the equality constraint (32) is satisfied. By (26), we see that \( \xi_{k+1}^p - \xi_k^p > 0, \quad k = 1, ..., n_p \). Thus, \( \mathbb{D}^p \) is bounded. Since it is also closed, it is a compact subset of \( \mathbb{R}^{n_p} \). Now, let \( \mathbb{B}^p \) be a subset of \( \Xi^p \times \mathbb{D}^p \) such that the inequality constraints (41) and (42) are satisfied.

Let \( \mathbb{B}^p \) be the corresponding subset of \( \hat{U}^p \times \mathbb{V}^p \) uniquely defined by elements from \( \mathbb{B}^p \). Clearly, for each \( (\omega^p, \nu^p) \in \mathbb{B}^p \), there exists a unique \((\sigma^p, \theta^p) \in \mathbb{B}^p \) such that

\[
\omega^p(s) = \sum_{k=1}^{n_p} \sigma^{p,k} \chi_{[\xi_{k-1}^p, \xi_k^p]}(s), \quad s \in [0, 1], \tag{43}
\]

\[
\nu^p(s) = \sum_{i=1}^{n_p} \theta_i^{p} \chi_{[\xi_{i-1}^p, \xi_i^p]}(s), \quad s \in [0, 1]. \tag{44}
\]

The full variation term appearing in the cost function (7) takes the following simple form:

\[
\sum_{i=1}^{r} \sum_{k=1}^{n_p-1} \left| \sigma_i^{p,k+1} - \sigma_i^{p,k} \right|. \tag{45}
\]

The following is the approximating optimal parameter selection problem to the optimal control problem \((P)\).
Problem \( (P(p)) \). Subject to system (35)-(36), find a combined vector \( (\sigma^p, \theta^p) \in \mathbb{B}^p \) such that the cost function

\[
G_0(\sigma^p, \theta^p) = \Phi_0(x(1 \mid \sigma^p, \theta^p)) + \int_0^1 \tilde{L}_0(s, \hat{x}(s \mid \sigma^p, \theta^p), \sigma^p, \theta^p) ds \\
+ c \sum_{i=1}^r \sum_{k=1}^{n_p-1} |\sigma_i^{p,k+1} - \sigma_i^{p,k}|,
\]

where \( c > 0 \) is a weighting factor, is minimized over \( \mathbb{B}^p \), where \( \tilde{L}_0 \) is obtained from \( L_0 \) in the same way as \( \tilde{f} \) is obtained from \( f \) according to (39) and (40).

**Lemma 3.1.** Let \( \{\sigma^k, \theta^k\}_{k=1}^{\infty} \) be a sequence of combined vectors in \( \Xi^p \times \mathbb{D}^p \) such that

\[
\lim_{k \to \infty} \| (\sigma^k, \theta^k) - (\bar{\sigma}, \bar{\theta}) \| = 0,
\]

where \( \| \cdot \| \) denotes the usual Euclidean norm of \( \mathbb{R}^{m_p} \times \mathbb{R}^{n_p} \). Then,

(i). \( (\bar{\sigma}, \bar{\theta}) \in \Xi^p \times \mathbb{D}^p \);  
(ii). \( \lim_{k \to \infty} \| x(\cdot \mid \sigma^k, \theta^k) - x(\cdot \mid \bar{\sigma}, \bar{\theta}) \| = 0; \)
(iii). for each \( t \in [0, T] \), \( \lim_{k \to \infty} |x(t \mid \sigma^k, \theta^k) - x(t \mid \bar{\sigma}, \bar{\theta})| = 0; \)
(iv). \( \lim_{k \to \infty} G_0(\sigma^k, \theta^k) = G_0(\bar{\sigma}, \bar{\theta}). \)

**Proof.** (i) follows from the fact that the set \( \Xi^p \times \mathbb{D}^p \) is compact. The proofs of (ii)-(iv) follow from arguments similar to those given in the relevant parts of the proofs of Lemmas 6.4.3 and 6.4.4 of [31]. \( \square \)

4. **Smoothing the Cost Function.** To solve Problem \( (P) \) via the control parametrization technique used in conjunction with the time scaling transform, we need only to solve a sequence of finite dimensional optimization problems \( (P(p)) \). However, the last term in the cost function of Problem \( (P(p)) \) is non-differentiable. The aim of this section is to use the idea of [30] to “smooth” the last term of the cost function. More precisely, we define

\[
S_\mu(y) = \begin{cases} 
|y|, & \text{if } |y| > \mu, \\
|y^2 + \mu^2|/2\mu, & \text{if } |y| \leq \mu. 
\end{cases}
\]

(48)

Clearly,

\[
S_\mu(y) \geq |y|.
\]

(49)

Furthermore,

\[
0 \leq S_\mu(y) - |y| \leq \frac{\mu}{2}.
\]

(50)

We now consider the following approximate problem.

**Problem** \( (P_\mu(p)) \). Problem \( (P(p)) \) with the cost function (46) replaced by

\[
G^\mu_0(\sigma^p, \theta^p) = \Phi_0(x(1 \mid \sigma^p, \theta^p)) + \int_0^1 \tilde{L}_0(s, \hat{x}(s \mid \sigma^p, \theta^p), \sigma^p, \theta^p) ds \\
+ c \sum_{i=1}^r \sum_{k=1}^{n_p-1} S_\mu(\sigma_i^{p,k+1} - \sigma_i^{p,k}).
\]

(51)
Remark 3. Let \( \{ (\sigma^k, \theta^k) \} \in \mathbb{E} \times \mathbb{D} \) be a sequence of elements in \( \mathbb{E} \times \mathbb{D} \) such that
\[
\lim_{k \to \infty} \left\| (\sigma^k, \theta^k) - (\bar{\sigma}, \bar{\theta}) \right\| = 0.
\]
Then, following similar arguments as given in the relevant parts of the proof of Lemma 6.4.4 of [31], it is easy to show that
\[
\lim_{k \to \infty} G_0^\mu(\sigma^k, \theta^k) = G_0^\mu(\bar{\sigma}, \bar{\theta}).
\]

Theorem 4.1. Let \( (\sigma^{p*, \mu}, \theta^{p*, \mu}) \) and \( (\sigma^{p*, \mu}, \theta^{p*, \mu}) \) be, respectively, optimal solutions to Problem \( (P(p)) \) and Problem \( (P(\mu(p))) \). Then,
\[
0 \leq G_0(\sigma^{p, \mu}, \theta^{p, \mu}) - G_0(\sigma^{p*, \mu}, \theta^{p*, \mu}) \leq \epsilon |r(n_p - 1)|/2.
\]

Proof. See the proof of Theorem 10.4.1 of [31]. \( \square \)

5. Constraints Approximation. For each \( i = 1, \ldots, N_S \), the corresponding inequality continuous state constraint in (42) is equivalent to
\[
G_i(\sigma^p, \theta^p) = \int_0^1 \max\{ \bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)), 0 \} ds = 0.
\]
However, for each \( i = 1, \ldots, N_S \), \( \max\{ \bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)), 0 \} \) is non-differentiable at those \( (\sigma^p, \theta^p) \) such that \( \bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)) = 0 \). We approximate this non-differentiable function by the smooth function \( \bar{\bar{L}}_{i, \epsilon}(\hat{x}(s | \sigma^p, \theta^p)) \), where \( \bar{\bar{L}}_{i, \epsilon} \) is constructed from \( \bar{h}_i \), as given below:
\[
\bar{\bar{L}}_{i, \epsilon}(\hat{x}(s | \sigma^p, \theta^p)) = \begin{cases} 
0, & \text{if } \bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)) < -\epsilon \\
\bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)) + \epsilon^2/4\epsilon, & \text{if } -\epsilon \leq \bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)) \leq \epsilon \\
\bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)), & \text{if } \bar{h}_i(\hat{x}(s | \sigma^p, \theta^p)) > \epsilon
\end{cases}
\]
and \( \epsilon > 0 \) is an adjustable constant with small value.

We now define a related approximate problem in the following:

Problem \( (P_{\mu, \epsilon, \gamma}(p)) \) : Problem \( (P(\mu(p))) \) with (42) replaced by
\[
-\gamma + G_{i, \epsilon}(\sigma^p, \theta^p) \leq 0, \quad i = 1, \ldots, N_S,
\]
where
\[
G_{i, \epsilon}(\sigma^p, \theta^p) = \int_0^1 \bar{\bar{L}}_{i, \epsilon}(\hat{x}(s | \sigma^p, \theta^p)) ds.
\]

To continue, we assume that the following condition is satisfied.
(A6.) For any \( (\sigma^p, \theta^p) \in \mathbb{B}^p \), there exists a \( (\bar{\sigma}^p, \bar{\theta}^p) \in \bar{\mathbb{B}}^p \) such that
\[
\alpha(\bar{\sigma}^p, \bar{\theta}^p) + (1 - \alpha)(\sigma^p, \theta^p) \in \bar{\mathbb{B}}^p, \quad \forall \alpha \in (0, 1],
\]
where \( \bar{\mathbb{B}}^p \) denotes the interior of \( \mathbb{B}^p \) in the sense that it consists of all those combined vectors \( (\sigma^p, \theta^p) \in \mathbb{B}^p \) such that the inequality constraints (41) and (42) are satisfied as strict inequality constraints.

Remark 4. In view of Lemma 8.3.3 of [31], we recall that for any \( \epsilon > 0 \), there exists a \( \gamma_0(\epsilon) > 0 \) such that for all \( \gamma, 0 < \gamma < \gamma_0(\epsilon) \), any feasible combined vector \( (\sigma^p_{\epsilon, \gamma}, \theta^p_{\epsilon, \gamma}) \) of the constraints of Problem \( (P_{\mu, \epsilon, \gamma}(p)) \), i.e.,
\[
-\gamma + G_{i, \epsilon}(\sigma^p_{\epsilon, \gamma}, \theta^p_{\epsilon, \gamma}) \leq 0, \quad i = 1, \ldots, N_S,
\]
is also a feasible combined parameter vector of the constraints of Problem \( (P(\mu(p))) \).
6. A Computational Algorithm. To solve the constrained optimal control problem \((P)\), we construct a sequence of approximate problems \((P_{\mu,\varepsilon,\gamma}(p))\) in \(\mu, \varepsilon\) and \(\gamma\). For a given positive integer \(p > 0\) and a real positive number \(\mu > 0\), and for each \(\varepsilon > 0\) and \(\gamma > 0\), let \((\sigma_{\varepsilon,\gamma}^{p,\mu,*}, \theta_{\varepsilon,\gamma}^{p,\mu,*})\) be the solution of Problem \((P_{\mu,\varepsilon,\gamma}(p))\). The following algorithm can be used to generate a sequence of combined vectors in the feasible region of Problem \((P(p))\).

**Algorithm 6.1.**

Data. \(\varepsilon > 0, \gamma > 0\). (In particular, we may choose \(\varepsilon = 10^{-1}\) and \(\gamma = T\varepsilon/16\).

**Step 1.** Solve \((P_{\mu,\varepsilon,\gamma}(p))\) to get \((\sigma_{\varepsilon,\gamma}^{p,\mu,*}, \theta_{\varepsilon,\gamma}^{p,\mu,*})\).

**Step 2.** Check the feasibility of \(\hat{h}_i(x(s) | \sigma_{\varepsilon,\gamma}^{p,\mu,*}, \theta_{\varepsilon,\gamma}^{p,\mu,*}) \leq 0\) for all \(s \in [0, 1]\) and for all \(i = 1, ..., N_S\).

**Step 3.** If \((\sigma_{\varepsilon,\gamma}^{p,\mu,*}, \theta_{\varepsilon,\gamma}^{p,\mu,*})\) is feasible, go to Step 5. Otherwise, go to Step 4.

**Step 4.** Set \(\gamma = \gamma/2\) and go to Step 1.

**Step 5.** Set \(\varepsilon = \varepsilon/10, \gamma = \gamma/10\) and go to Step 1.

**Remark 5.** From Remark 4, it is clear that the halving process of \(\gamma\) in Step 4 of Algorithm 6.1 needs only to be carried out a finite number of times. Let \(\hat{\gamma}(\varepsilon)\) be the parameter corresponding to each \(\varepsilon > 0\) obtained in the halving process of \(\gamma\) in Step 4 of the algorithm. Clearly, \((\sigma_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}, \theta_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*})\) satisfies the constraints of Problem \((P_{\mu}(p))\). The algorithm produces a sequence \(\{\sigma_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}, \theta_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\}\) in \(\varepsilon > 0\), where each of these combined vectors \((\sigma_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}, \theta_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*})\) is in the feasible region of Problem \((P_{\mu}(p))\).

**Remark 6.** Let \(\{\sigma_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}, \theta_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\}\) be the sequence of approximate optimal combined parameter vectors to Problem \((P_{\mu}(p))\) obtained by Algorithm 6.1 as explained in Remark 5. This gives rise to a corresponding sequence \(\{\omega_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}, \nu_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\}\) of approximate controls in \(\mathcal{B}_p\), where \(\omega_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\) and \(\nu_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\) are, respectively, given by (43) and (44) with \(\sigma^{p}\) and \(\theta^{p}\) taken as \(\sigma_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\) and \(\theta_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\) respectively. Then, as in Remark 4, we can use (27)-(28), (30), (33) and (34) to obtain a corresponding sequence \(\{u_{\mu,\varepsilon,\hat{\gamma}(\varepsilon)}^{p,*}\}\) of approximate optimal controls to Problem \((P)\), i.e.,

\[
u_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}(s) = \sum_{k=1}^{n_p} \sigma_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}k, \quad k = 0, 1, ..., n_p, \quad \text{are obtained as follows. We solve (27)-(28) with \(\theta^{p}\) taken as \(\theta_{\varepsilon,\hat{\gamma}(\varepsilon)}^{p,\mu,*}\) giving \(s^{p,\mu,*}\) defined by (31). Then, by evaluating \(s^{p,\mu,*}\) at \(s = i/n_p, i = 0, 1, ..., n_p\), we obtain \(s^{p,\mu,*}\) at \(s = i/n_p, i = 0, 1, ..., n_p\).}

**Remark 7.** Note that the proof of the result presented in Remark 4 is similar to that given for Lemma 8.3.3 of [31]. Thus, by examining the proof of Lemma 8.3.3 of [31], we see that \(\varepsilon\) and \(\gamma\) are closely related to each other. At the solution of a particular problem, if a constraint is active over a large fraction of \([0,1]\), then we should choose \(\gamma = O(\varepsilon)\). On the other hand, if the constraint is active only over a very small fraction of \([0,1]\), then \(\gamma = O(\varepsilon^2)\).

**Remark 8.** In the actual implementation, Algorithm 6.1 is terminated when either of the following two conditions is satisfied.

(i): In Step 4: If \(\gamma < 10^{-10}\), then the algorithm is terminated as abnormal exit.

(ii): In Step 5: If \(\varepsilon < 10^{-7}\), then the algorithm is terminated as successful exit.
Remark 9. In Step 1 of Algorithm 6.1, we are required to solve the problem \((P_{\mu,\varepsilon,\gamma}(p))\). It can be solved as a nonlinear optimization problem. The details are given in the next section.

7. Solving Problem \((P_{\mu,\varepsilon,\gamma}(p))\). Problem \((P_{\mu,\varepsilon,\gamma}(p))\) can be viewed as the following nonlinear optimization problem, which is again referred to as Problem \((P_{\mu,\varepsilon,\gamma}(p))\).

Minimize:

\[
G_0^u(\sigma^p, \theta^p) \tag{58}
\]

where \(G_0^u\) is defined by (12.4.4), subject to

\[
\Phi_i(\hat{x}(1 | \sigma^p, \theta^p)) \leq 0, \quad i = 1, ..., N_T, \tag{59}
\]

\[-\gamma + G_{i,\varepsilon}(\sigma^p, \theta^p) \leq 0, \quad i = 1, ..., N_S, \tag{60}\]

\[\hat{\Upsilon}(\theta^p) = 0, \tag{61}\]

\[F_i(\sigma^p) = (\mathbf{E}^i) \top \sigma_{p,k}^i - b_i \leq 0, \quad i = 1, ..., r; \quad k = 1, ..., n_p, \tag{62}\]

\[\alpha_i \leq \sigma_{p,k}^i \leq \beta_i, \quad i = 1, ..., r; \quad k = 1, ..., n_p, \tag{63}\]

\[\theta_{p,k}^i \geq 0, \quad k = 1, ..., n_p, \tag{64}\]

where \(\Phi_i, i = 1, ..., N_T\), and \(G_{i,\varepsilon}, i = 1, ..., N_S\), are, respectively, defined by (41) and (56), \(\hat{\Upsilon}\) is defined by

\[\hat{\Upsilon}(\theta^p) = \sum_{i=1}^{n_p} \theta_{p,k}^i (\xi_k^p - \xi_k) - T, \tag{65}\]

while (62)-(64) are the constraints which specify the sets \(\Xi^p\) and \(\Theta^p\) given in Section 3. The constraints (63) and (64) are known as the boundedness constraints in nonlinear optimization programming. Let \(\Lambda^p\) be the set which consists of all those \((\sigma^p, \theta^p) \in \mathbb{R}^{n_{\sigma^p}} \times \mathbb{R}^{n_{\theta^p}}\) such that the boundedness constraints (63)-(64) are satisfied.

This nonlinear mathematical programming problem in the combined vectors can be solved by using any nonlinear optimization technique, such as the sequential quadratic programming (SQP) approximation routine with the active set strategy.

To use the SQP routine to solve the nonlinear optimization problem (58)-(64), we choose an initial control parameter vector \((\sigma^{p(0)}, \theta^{p(0)}) \in \Lambda^p\) to start up the SQP routine. The SQP will use, for each \((\sigma^{p(i)}, \theta^{p(i)}) \in \Lambda^p\), the values of the cost function (58) and the constraints (59)-(64) as well as their respective gradients to generate the next iterate \((\sigma^{p(i+1)}, \theta^{p(i+1)})\). Consequently, it gives rise to a sequence of combined parameter vectors. The optimal combined parameter vector obtained by the SQP routine is regarded as an optimal combined parameter vector of Problem \((P(p))\).

In what follows, we shall explain how to calculate, for each \((\sigma^p, \theta^p) \in \Lambda^p\), the values of the cost function \(G_0^u(\sigma^p, \theta^p)\) and the constraint functions \(G_{i,\varepsilon}(\sigma^p, \theta^p), i = 1, ..., N, \quad F_i(\sigma_{p,k}^i), \quad i = 1, ..., q; \quad k = 1, ..., n_p, \) and \(\hat{\Upsilon}(\theta^p)\) as well as their respective gradients.

Remark 10. For each \((\sigma^p, \theta^p) \in \Lambda^p\), the corresponding values of the constraint functions \(F_i(\sigma_{p,k}^i), \quad i = 1, ..., q; \quad k = 1, ..., n_p, \) and \(\hat{\Upsilon}(\theta^p)\) are straightforward to calculate via (62) and (65). Their gradients are, respectively:

\[\frac{\partial F_i(\sigma_{p,k}^i)}{\partial \sigma_{p,k}^i} = (\mathbf{E}^i) \top, \quad i = 1, ..., q; \quad k = 1, ..., n_p, \tag{66}\]
and

\[ \frac{\partial \hat{\Upsilon}(\theta^p)}{\partial \theta^p_k} = \xi^p_k - \xi^p_{k-1}, \quad k = 1, ..., n_p. \]  

(67)

To calculate the values of the cost function (58) and the constraint functions (59)-(61) corresponding to each \((\sigma^p, \theta^p) \in \Lambda^p\), the first task is to calculate the solution of the system (35)-(36) corresponding to each \((\sigma^p, \theta^p) \in \Lambda^p\). This is presented as an algorithm for future reference.

**Algorithm 7.1.**

For each given \((\sigma^p, \theta^p) \in \Lambda^p\), compute the solution \(x(\cdot \mid \sigma^p, \theta^p)\) of the system (35)-(36) by solving the differential equations (35) forward in time from \(s = 0\) to \(s = 1\) with the initial condition (36).

With the information obtained in Algorithm 7.1, the values of \(G_{0}^{\mu}(\sigma^p, \theta^p), \Phi_i(x(1 \mid \sigma^p, \theta^p)), i = 0, 1, ..., N_T, \text{ and } G_{i,\epsilon}(\sigma^p, \theta^p), i = 1, ..., N_S, \) corresponding to each \((\sigma^p, \theta^p) \in \Lambda^p\) can be easily calculated by the following simple algorithm.

**Algorithm 7.2.**

Step 1. Use Algorithm 7.1 to solve for \(x(\cdot \mid \sigma^p, \theta^p)\). Thus, \(x(s \mid \sigma^p, \theta^p)\) is known for each \(s \in [0, 1]\). This implies that

(a): \(\Phi_i(x(1 \mid \sigma^p, \theta^p)), i = 0, 1, ..., N_T, \) are known; and

(b): \(\hat{L}_0(s, \hat{x}(s \mid \sigma^p, \theta^p), \sigma^p, \theta^p), \) and \(\hat{L}_{i,\epsilon}(s \mid \sigma^p, \theta^p))\), \(i = 1, ..., N_S, \) are known for each \(s \in [0, 1]\). Hence, their integrals

\[ \int_0^1 \hat{L}_0(s, \hat{x}(s \mid \sigma^p, \theta^p), \sigma^p, \theta^p) ds, \]

and

\[ \int_0^1 \hat{L}_{i,\epsilon}(s \mid \sigma^p, \theta^p)) ds, \quad i = 0, 1, ..., N_S, \]

can be obtained readily.

Step 2. Calculate the values of the cost function (51) and each of the constraint functions (55) as follows:

\[ G_{0}^{\mu}(\sigma^p, \theta^p) = \Phi_0(x(1 \mid \sigma^p, \theta^p)) + \int_0^1 \tilde{L}_0(s, \hat{x}(s \mid \sigma^p, \theta^p)) ds + c \sum_{i=1}^r \sum_{k=1}^{n_p-1} \tilde{S}_{\mu}(\sigma^{p,k+1}_i - \sigma^{p,k}_i). \]  

(68)

\[ G_{i,\epsilon}(\sigma^p, \theta^p) = \int_0^1 \tilde{L}_{i,\epsilon}(s \mid \sigma^p, \theta^p)) ds, \quad i = 1, ..., N_S \]  

(69)

In view of Section 5.2.1 of [31], the gradient formulas of the cost function \(G_{0}^{\mu}(\sigma^p, \theta^p)\), the terminal state inequality constraint functions \(\Phi_i(x(1 \mid \sigma^p, \theta^p)), i = 0, 1, ..., N_T, \) and the state inequality constraint functions \(G_{i,\epsilon}(\sigma^p, \theta^p), i = 1, ..., N_S, \) can be computed using the following algorithm.

**Algorithm 7.3.**

Data. For a given \((\sigma^p, \theta^p) \in \mathcal{B}^p\).
Step 1. Solve the co-state systems corresponding to the cost function (51), the terminal constraints (41), and the inequality state constraints (55), respectively, as follows.

(i).: For the cost function (51):

Solve the following co-state system of differential equations:
\[
\frac{d\lambda^0(s)}{ds} = - \left[ \frac{\partial \tilde{H}_0(s, \hat{x}(s | \sigma^p, \theta^p), \sigma^p, \theta^p)}{\partial \hat{x}} \right]^\top \tag{70}
\]
with the boundary condition
\[
\lambda^0(1) = \left[ \frac{\partial \Phi_0(x(1 | \sigma^p, \theta^p))}{\partial x}, 0 \right]^\top \tag{71}
\]
backward in time from \(s = 1\) to \(s = 0\), where \(x(\cdot | \sigma^p, \theta^p)\) is the solution of the system (35)-(36) corresponding to \((\sigma^p, \theta^p) \in \Lambda_p\); and the Hamiltonian function \(\tilde{H}_0\) is defined by
\[
\tilde{H}_0(s, \hat{x}, \sigma^p, \theta^p, \lambda) = \tilde{L}_0(s, \hat{x}, \sigma^p, \theta^p) + \lambda^\top \hat{f}(s, \hat{x}, \sigma^p, \theta^p). \tag{72}
\]
Let \(\lambda^0(\cdot | \sigma^p, \theta^p)\) be the solution of the co-state system (70)-(71).

(ii).: For the \(i\)-th terminal constraint given in (41):

Solve the following co-state system of differential equations:
\[
\frac{d\lambda^i(s)}{ds} = - \left[ \frac{\partial \tilde{H}_i(s, \hat{x}(s | \sigma^p, \theta^p), \sigma^p, \theta^p, \lambda^i(s))}{\partial \hat{x}} \right]^\top \tag{73}
\]
with the boundary condition
\[
\lambda^i(1) = \left[ \frac{\partial \Phi_i(x(1 | \sigma^p, \theta^p))}{\partial x}, 0 \right]^\top \tag{74}
\]
backward in time from \(s = 1\) to \(s = 0\), where \(x(\cdot | \sigma^p, \theta^p)\) is the solution of the system (35)-(36) corresponding to \((\sigma^p, \theta^p) \in \Lambda_p\); and \(\tilde{H}_i\), the corresponding Hamiltonian function for the \(i\)-th terminal constraint function, is defined by
\[
\tilde{H}_i(s, \hat{x}, \sigma^p, \theta^p, \lambda) = \lambda^\top \hat{f}(s, \hat{x}, \sigma^p, \theta^p). \tag{75}
\]
Let \(\lambda^i(\cdot | \sigma^p, \theta^p)\) be the solution of the co-state system (73)-(74).

(iii).: For the \(i\)th inequality state constraint given in (55):

Solve the following co-state system of differential equations:
\[
\frac{d\lambda^{i,\varepsilon}(s)}{ds} = - \left[ \frac{\partial H_{i,\varepsilon}(s, \hat{x}(s | \sigma^p, \theta^p), \sigma^p, \theta^p, \lambda^{i,\varepsilon}(s))}{\partial \hat{x}} \right]^\top \tag{76}
\]
with the boundary condition
\[
\lambda^{i,\varepsilon}(T) = 0 \tag{77}
\]
backward in time from \(s = 1\) to \(s = 0\), where \(x(\cdot | \sigma^p, \theta^p)\) is the solution of the system (35)-(36) corresponding to \((\sigma^p, \theta^p) \in \mathcal{B}_p\); and the Hamiltonian function \(H_{i,\varepsilon}\) is defined by
\[
H_{i,\varepsilon}(s, \hat{x}, \sigma^p, \theta^p, \lambda) = \mathcal{L}_{i,\varepsilon}(\hat{x}) + \lambda^\top \hat{f}(s, \hat{x}, \sigma^p, \theta^p). \tag{78}
\]
Let \(\lambda^{i,\varepsilon}(\cdot | \sigma^p, \theta^p)\) be the solution of the co-state system (76)-(77).
Theorem 7.1. Let the exact approach. Quadratic Programming routine can be used to solve this nonlinear optimization be viewed as the nonlinear optimization problem (58)-(64). Thus, the Sequential of Problem (P).

Remark 12. Suppose that (\(\sigma, \theta\)) is an optimal combined vector of Problem (P). Furthermore, any accumulation point of \(\{\sigma, \theta\}\) is a solution of Problem (P).

Proof. See the proof of Theorem 10.5.1 of [31].

Remark 12. Suppose that (\(\sigma, \theta\)) is an optimal combined vector of Problem (P). Furthermore, any accumulation point of \(\{\sigma, \theta\}\) is a solution of Problem (P).

Proof. See the proof of Theorem 10.5.1 of [31].

Remark 12. Suppose that (\(\sigma, \theta\)) is an optimal combined vector of Problem (P). Furthermore, any accumulation point of \(\{\sigma, \theta\}\) is a solution of Problem (P).

Proof. See the proof of Theorem 10.5.1 of [31].

Remark 12. Suppose that (\(\sigma, \theta\)) is an optimal combined vector of Problem (P). Furthermore, any accumulation point of \(\{\sigma, \theta\}\) is a solution of Problem (P).
8. Some Convergence Results. In this section, we shall discuss some convergence properties of the sequence of approximate optimal controls. To be more precise, for each \( p = 1, 2, \ldots \), let \((\sigma^p, \theta^p)\) be an optimal combined vector to the finite dimensional optimization problem \( P(p) \); and furthermore, let \( \{u^p\}_{p=1}^{\infty} \) be the corresponding sequence of approximate optimal piecewise constant controls to Problem \((P)\) obtained as explained in Remark 6. Clearly,

\[
g_0(u^{p+1,*}) \leq g_0(u^{p,*}), \quad \text{for all} \quad p \geq 1.
\]

We now recall that the class \( F \) of admissible controls is defined in Section 2. Let \( F^0 \) be the interior of the set \( F \) in the sense that the constraints (5) and (6) are satisfied as strict inequalities. Furthermore, we assume that the following condition is satisfied:

(A7.) Let \( u^* \in F \) be an optimal control of Problem \((P)\). Then, for any \( \varepsilon > 0 \), there exists a control \( u \in F^0 \) such that

\[
0 \leq g_0(u) - g_0(u^*) \leq \varepsilon.
\]

Lemma 8.1. Let \( u \in U \) and let \( u^p \) be constructed from \( u \) according to

\[
u^p(t) = \sum_{k=1}^{n_p} \sigma^{p,k} \chi_{[t_{k-1}, t_k)}(t)
\]

Then,

\[
u^p(t) \to u(t), \quad \text{a.e. in} \quad [0, T],
\]

and

\[
\frac{T}{0} \sqrt{u^p(t)} \leq \frac{T}{0} \sqrt{u(t)}, \quad \text{for all} \quad p \geq 1.
\]

Proof. See the proofs of Lemma 6.4.1 and Lemma 10.3.2 of [31].

Lemma 8.2. Let \( u \) and \( u^p \) be as defined in Lemma 8.1. Then, there exists a subsequence \( \{u^p(\ell)\}_{\ell=1}^{\infty} \) of the sequence \( \{u^p\}_{p=1}^{\infty} \) such that

(i) \( \lim_{\ell \to \infty} u^{p(\ell)}(t) = u(t), \quad \text{a.e. in} \quad [0, T]; \)

(ii) \( \lim_{\ell \to \infty} \frac{T}{0} \sqrt{u^{p(\ell)}(t)} = \frac{T}{0} \sqrt{u(t)}. \)

Proof. See the proof of Lemma 10.3.3 of [31].

Remark 13. By Lemma 6.4.2 of [31], we recall that

\[
\{x(\cdot \mid u) : u \in U\} \subset X,
\]

where \( X \) is a bounded subset of \( L_\infty^n([0, T], \mathbb{R}^n) \).

Remark 14. Let \( \{u^p\}_{p=1}^{\infty} \) be a bounded sequence of elements in \( L_\infty^n([0, T], \mathbb{R}^n) \) such that

\[
\lim_{p \to \infty} |u^p(t) - u(t)| = 0, \quad \text{a.e. in} \quad [0, T].
\]

Then, it follows from the relevant parts of the proofs of Lemma 6.4.3 and Lemma 6.4.4 of [31] that

(i) \( \text{for each} \quad t \in [0, T], \quad \lim_{p \to \infty} |x(t \mid u^p) - x(t \mid u)| = 0; \) and

(ii) \( \lim_{p \to \infty} q_0(u^p) = q_0(u), \quad \text{where} \quad q_0 \text{ is defined by (8)}. \)
Lemma 8.3. Let $u^{p,*}$ be an optimal solution of the approximate problem $(P(p))$. Then, there exists a positive constant $K$ such that
\[
\frac{T}{0} T_{0} u^{p,*}(t) \leq K, \quad \text{for all } p \geq 1.
\] (92)

Proof. See the proof of Lemma 10.6.1 of [31].

Lemma 8.4. Let $\{u^{p,*}\}$ be as defined in Lemma 8.3. Then, there exists a subsequence $\{u^{p(l),*}\}$ of the sequence $\{u^{p,*}\}$ and a control function $\bar{u} \in U$ such that
\[
\lim_{l \to \infty} \left| u^{p(l),*}(t) - \bar{u}(t) \right| = 0, \quad \text{a.e. in } [0, T], \quad \text{and}
\] (93)
\[
\lim_{l \to \infty} \frac{T}{0} T_{0} u^{p(l),*}(t) \geq \frac{T}{0} \bar{u}(t).
\] (94)

Proof. Since $\{u^{p,*}\}$ is in $U$, it is equibounded. Furthermore, by virtue of Lemma 8.3, it is also of equibounded variation. Thus, the conclusion of the lemma follows readily from Theorem 2.9.4 of [31] and Remark 1.

Theorem 8.5. Let $\{u^{p,*}\}, \{u^{p(l),*}\}$ and $\bar{u} \in F$ be as defined in Lemma 8.4. Then, $\bar{u}$ is an optimal control of Problem $(P)$.

Proof. From the second part of Lemma 8.4 and Remark 13, we have
\[
\lim_{l \to \infty} g_0(u^{p(l),*}) \geq g_0(\bar{u}).
\] (95)

Next, we shall show that $\bar{u}$ is a feasible point of the constraints of Problem $(P)$. Suppose it is not the case. Then, there exists an $i \in \{1, \ldots, N_T\}$ such that
\[
\Phi_i(x(T | \bar{u})) > 0,
\] (96)
or there exists a $j \in \{1, \ldots, N_S\}$ and a non-zero interval $I \subset [0, T]$ such that
\[
h_j(t, x(t | \bar{u})) > 0, \quad \forall t \in I.
\] (97)

However,
\[
\Phi_i(x(T | u^{p(l),*})) \leq 0
\] (98)
and
\[
h_j(t, x(t | u^{p(l),*})) \leq 0, \quad \forall t \in [0, T].
\] (99)

From Lemma 8.1, we note that
\[
x(t | u^{p(l),*}) \to x(t | \bar{u}^p) \text{ as } \varepsilon \to 0
\] (100)
for each $t \in [0, T]$. Thus, by Assumption (A2), we have
\[
\Phi_i(x(T | u^{p(l),*})) \to \Phi_i(x(T | \bar{u})) \text{ as } \varepsilon \to 0.
\] (101)

From (98) and (101), we see that (96) is false. Let us now falsify the validity of (97). For this, it follows from Assumption (A3) and Lemma 8.1 that
\[
\left| h_j(t, x(t | u^{p(l),*})) - h_j(t, x(t | \bar{u})) \right| \leq 0
\] (102)
is uniformly bounded on $[0, T] \times X$, where $X$ is as defined in Remark 14. Thus, by (100) and Assumption (A3), we have
\[
\lim_{\varepsilon \to 0} \left| h_j(t, x(t | u^{p(l),*})) - h_j(t, x(t | \bar{u})) \right| = 0
\]
for each \( t \in [0, T] \). On this basis, it follows from Lebesgue dominated convergence theorem (see Theorem 2.64 of \[31\]) that
\[
\lim_{\varepsilon \to 0} \int_I \left| h_j(t, x(t \mid u^{(l)}, \ast)) - h_j(t, x(t \mid \overline{u})) \right| dt = 0. \tag{103}
\]
Therefore, if (97) is valid, then
\[
0 < \int_I h_j(t, x(t \mid \overline{u})) dt = \int_I \left[ h_j(t, x(t \mid \overline{u})) - h_j(t, x(t \mid u^{(l)}, \ast)) \right] dt + \int_I h_j(t, x(t \mid u^{(l)}, \ast)) dt.
\]
Thus, by (99) and (103),
\[
0 < \int_I h_j(t, x(t \mid \overline{u})) dt \leq \lim_{\varepsilon \to 0} \int_I \left[ h_j(t, x(t \mid \overline{u})) - h_j(t, x(t \mid u^{(l)}, \ast)) \right] dt = 0.
\]
This is a contradiction. Thus, \( \overline{u} \) is a feasible solution for the constraints of Problem \((P)\). Let \( u^* \) be an optimal control of Problem \((P)\). Then, by (A7), there exists, for any \( \varepsilon_1 > 0 \), a \( \hat{u} \in F^0 \) such that
\[
g_0(u^*) \leq g_0(\hat{u}) \leq g_0(u^*) + \varepsilon_1. \tag{104}
\]
Since \( \hat{u} \in F^0 \), there exists an \( \varepsilon_2 > 0 \) such that
\[
\Phi_i(x(T \mid \hat{u})) < \varepsilon_2, \quad i = 1, \ldots, N_T, \quad \text{and for all \( t \in [0, T] \)},
\]
\[
h_i(t, x(t \mid \hat{u})) < \varepsilon_2, \quad i = 1, \ldots, N_S. \tag{105}
\]
Let \( \hat{u}^p \) be the control defined from \( \hat{u} \) according to (87). Then, by virtue of Lemma 8.1, Remark 14, (A2) and (A3), there exists a \( p_0 \) such that
\[
\hat{u}^p \in F, \quad \text{for all \( p > p_0 \)}. \tag{106}
\]
Let \( u^{p, \ast} \) be an optimal control of Problem \((P(p))\). Clearly,
\[
g_0(u^{p, \ast}) \leq g_0(\hat{u}^p), \quad \text{for all \( p \geq p_0 \)}. \tag{107}
\]
Next, by virtue of Lemma 8.4 and the Remark 14(ii), there exists a subsequence \( \{u^{p, \ast}\} \) of the sequence \( \{u^{p, \ast}\} \) such that
\[
\lim_{l \to \infty} g_0(u^{p(l), \ast}) \leq \lim_{l \to \infty} g_0(\hat{u}^{p(l)}) = g_0(\hat{u}). \tag{108}
\]
Combining (95), (96) and (109), we have
\[
g_0(\overline{u}) < g_0(u^*) + \varepsilon_1.
\]
Since \( \varepsilon_1 > 0 \) is arbitrary and \( u^* \) is an optimal control, \( \overline{u} \) is also an optimal control of Problem \((P)\). This completes the proof. \( \square \)

9. Numerical Example. For illustration, we use the proposed method to solve two numerical examples. The first example is similar to the one considered in [24], a simple linear optimal control problem where a cost is introduced for the variation of the control. The second example is taken from [13], a fishery harvesting model, where a small penalty on the variation is introduced to regularize the computation.
9.1. Example 1: Linear Optimal Control Problem [24]. Minimize:

\[ g_0(u_1, u_2) = \int_0^1 \left( -6x_1(t) - 12x_2(t) + 3u_1(t) + u_2(t) \right) dt + c_1 \int_0^1 u_1(t) + c_2 \int_0^1 u_2(t) \]

subject to

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 0 \\
-1 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} +
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
u_1(t) \\
u_2(t)
\end{bmatrix}
\]

(110)

with

\[
\begin{bmatrix}
x_1(0) \\
x_2(0)
\end{bmatrix} =
\begin{bmatrix} 1.0 \\ 0.0 \end{bmatrix}
\]

(111)

and

\[-10 \leq u_1(t) \leq 10, \quad (112)\]

\[-10 \leq u_2(t) \leq 10, \quad (113)\]

where

\[ u(t) = \begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix}. \]

Graphs of the two control functions for 3 sets of values of the penalty parameters \( c_1 \) and \( c_2 \) are presented in Figures 1 and 2. This linear problem has an interesting property of a sudden change from the bang-bang solution when there is no penalty on control changes to a solution with no variation when the penalty is large. Figures 1 and 2 illustrate the two controls as the penalty parameters move through the transition phase. In Table 9.1.1, we present the value of the integral part of the cost function to show the large variation as the penalty parameters \( c_1 \) and \( c_2 \) change. Any optimization software is expected to have difficulty with this problem at transition stage, as large changes in control values produce almost no change in the cost value.
9.2. Example 2: A Fishery Harvesting Model [13]. Without going into the detail of the modeling aspect, we shall summarize the problem after appropriate scaling as follows:

Minimize:

\[ g_0(u) = -\int_0^1 e^{-t} \{ 1.4[1 + 0.25(1 - e^{-5t})]u(t)x(t) - 0.1923u(t) \} dt + c_1 \vee u(t) \tag{114} \]

subject to

\[ \frac{dx(t)}{dt} = 0.5(1 - u(t)x(t) - (x(t))^2) \tag{115} \]

with initial condition:

\[ x(0) = 0.45 \tag{116} \]

and constraints:

\[ x(t) \geq 0.4 \tag{117} \]
\[ 0 \leq u(t) \leq u_{\text{max}}. \tag{118} \]

Here, the control function \( u(t) \) corresponds to effort expended on catching the fish and \( x(t) \) represents the fish population. In [13], this model was computed with \( c = 0 \), and we note that the controls do not vary "smoothly". Also there is a small aberration in both state and control at the end of the time horizon. This is expected
Figure 3. Control function for Example 9.2 with bounds on control.

Figure 4. Zoomed control function for Example 9.2 with bounds on control.

as the problem is insensitive to changes in control close to $t = 1$. We present two cases, one where the control is bounded (by $u_{\text{max}} = 1.0$), and a second where the control (effort) is essentially made unbounded by setting $u_{\text{max}} = 5$.

Each of Figures 3 to 10 shows three graphs, one with no variation term ($c = 0$) and the others with penalty term $c = 10^{-3}$ and $10^{-2}$ (i.e. by increasing penalty but still maintaining only a small contribution to the overall cost function. Note how
Figure 5. State function for Example 9.2 with bounds on control.

Figure 6. Zoomed state function for Example 9.2 with bounds on control.

even a small amount of penalty “smooths” the control function in Figures 3 and 7. Perhaps the most important aspect of these examples is observed in Table 9.2.1, where the integral part of the cost function is shown. The value of the integral part of the cost function changes only slightly for controls which are widely different. This indicates that the numerical computation is ill-conditioned.
Figure 7. Control function for Example 9.2 with unbounded control.

Figure 8. Zoomed control function for Example 9.2 with unbounded control.

| $u_{\text{max}}$ | $c$     | Integral   |
|-----------------|---------|------------|
| 1               | 0       | -0.3327    |
| 1               | $10^{-3}$ | -0.3319    |
| 1               | $10^{-2}$ | -0.3291    |
| 5               | 0       | -0.3429    |
| 5               | $10^{-3}$ | -0.3435    |
| 5               | $10^{-2}$ | -0.3342    |
Figure 9. State function for Example 9.2 with unbounded control.

Figure 10. Zoomed state function for Example 9.2 with unbounded control.

Table 9.2.1. Fishing Problem - value of the integral part of the cost function

The graphs of the state variables in Figures 5 and 9 show that the small aberration close to $t = 1$ can be eliminated by making the penalty parameter large enough. (But not so large as to change the value of integral part of the cost function). Of course, the effect of the control on the state is problem dependent.
Remark 15. In view of the above two numerical examples, we observe that the proposed technique has the following practical application:

Consider an optimal control problem in which the cost function does not involve the full variation of control. Then, we may append a term involving the full variation of control to the cost function. By adjusting the penalty constant appropriately, we will obtain a smoother control without changing the optimum value of the original cost function appreciably. This application is similar to the technique of regularization for improperly posed problems.

10. Conclusion. In this paper, we proposed a new computational scheme for a class of optimal control problems where the cost function is expressed in terms of terminal cost, integral cost and the full variation of the control. This algorithm was used to solve two examples. From the solutions obtained, it is observed that the full variation of the control can serve the purpose as a regulation process of the control action.
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