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ABSTRACT

We introduce the radiative transfer code Sweep for the cosmological simulation suite Arepo. Sweep is a discrete ordinates method in which the radiative transfer equation is solved under the infinite speed of light, steady state assumption by a transport sweep across the entire computational grid. Since Arepo is based on an adaptive, unstructured grid, the dependency graph induced by the sweep dependencies of the grid cells is non-trivial. In order to solve the topological sorting problem in a distributed manner, we employ a task-based-parallelism approach. The main advantage of the sweep method is that the computational cost scales only with the size of the grid, and is independent of the number of sources or the distribution of sources in the computational domain, which is an advantage for radiative transfer in cosmological simulations, where there are large numbers of sparsely distributed sources. We successfully apply the code to a number of physical tests such as the expansion of HII regions, the formation of shadows behind dense objects, the scattering of light, as well as its behavior in the presence of periodic boundary conditions. In addition, we measure its computational performance with a focus on highly parallel, large-scale simulations.
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1 INTRODUCTION

The era of reionization is an important period in the history of the universe, during which the composition of the intergalactic medium transitioned from mostly neutral to highly ionized. This period marks an important transition between the early universe which was largely homogeneous with small fluctuations and the highly structured and complex universe we see at present days (see e.g. Zaroubi 2013; Wise 2019; Loeb & Barkana 2001).

One way to understand the process of reionization is with numerical simulations. However, modeling reionization is a numerically challenging problem. Whereas the physics of the early universe was dominated by gravity, reionization is driven by the first stars and galaxies. In order to understand reionization, it is necessary to accurately model the formation and feedback processes of these small objects. The small dwarf galaxies which are believed to be the dominant sources of ionizing photons only have sizes of \(\sim 1\) kpc in size, whereas in order to obtain representative samples, the simulated volume of space needs to be sufficiently large, with lengths on the order of hundreds of Mpc (Iliev et al. 2014). This implies a vast range of length scales that need to be represented in any numerical model. The need to simulate such large volumes of space also implies that we must be able to follow the effects of ionizing radiation from a very large number of sources.

Together, these requirements strongly constrain our choice of algorithm for modeling the transport of ionizing photons in the early Universe. For example, ray tracing with long characteristics (Mihalas & Weibel-Mihalas 1999; Abel et al. 1999; Whalen & Norman 2006), a method which has been used with great success to model individual HII regions in the local Universe (e.g. Peters et al. 2010; Kim et al. 2018) is completely impractical in this context, as its computational cost scales as the product of the number of ionizing sources and the number of resolution elements in the simulation, \(N_{\text{source}} \times N_{\text{cell}}\). This motivates the search for approaches that are independent of the number of ionizing sources.

In this paper, we focus on the astrophysical simulation package Arepo (Springel 2010). Arepo solves the gravitational equation and the magnetohydrodynamical equations for a magnetized gas on a co-moving Voronoi grid. It also has different physics modules, including treatments of stellar feedback (supernovae, radiation) and non-equilibrium chemistry. The main goal of this project is optimizing the performance of radiative transfer in Arepo.

Radiative transfer is an especially challenging problem for numerical simulations for a number of reasons (Mihalas & Weibel-Mihalas 1999). The first is the high dimensionality of the relevant physical quantity: radiation intensity, which depends on three spatial, two directional, one temporal and one frequency dimension leading to a total of seven dimensions. Furthermore, the properties of the local medium, such as the emissivity, absorptivity and fraction of scattered
photon packets are important for the solution of the radiative transfer equation while at the same time being dependent on the radiation, thus creating a need for iterative schemes to obtain solutions of the full equations. In addition, the radiative transfer equation changes its mathematical properties from being elliptical in optically thick regions to being hyperbolic in optically thin regions, thus making it difficult to choose a specialized solver suited for a particular type of equation that works across all scales of optical depth.

One class of methods with this property are moment-based methods, where one solves the moments of the radiative transfer equation with some approximate closure relation. This can lead to drastically improved performance at the cost of precision. A number of moment-based methods exists, which differ primarily in the choice of closure relation, which is typically given by an approximate expression for the Eddington tensor. One example of a moment-based method is the flux limited diffusion approach (Levermore & Pomraning 1981; Whitehouse & Bate 2004) in which the closure relation is derived under the assumption of slowly varying intensity and the purpose of the flux limiter is to ensure that changes in the radiation field cannot propagate faster than the speed of light. Flux-limited diffusion has been applied to various astrophysical problems (e.g. Krumholz et al. 2007; Boss 2008), but the high diffusivity of the method and its consequent inability to properly account for shadowing (see e.g. Hayes & Norman 2003) make it a poor choice for modelling ionizing radiation.

A moment-based method with a different closure relation is given by the optically thin variable Eddington tensor method in which the Eddington tensor is calculated by assuming that all lines of sight to the sources in the simulation are optically thin (Gnedin & Abel 2001). This algorithm is efficient, but its accuracy is highly problem-dependent.

The radiative transfer equation can also be solved by Monte Carlo methods, in which rays are represented by photon packets (Oxley & Woolfson 2003; Dullemont et al. 2012). Each photon packet is appropriately sampled from the distribution of sources which then interact with the gas according to their properties. This approach has the advantage of requiring few approximations to the equations themselves, so that the quality of the results is determined primarily by the number of photon packets emitted. A disadvantage of this approach is the presence of statistical noise, with a signal to noise ratio that scales as SNR \( \propto \sqrt{n}\), where \( n \) is the number of photon packets. In addition, this method is difficult to parallelize in situations where duplicating the entire grid structure on every processor is impractical owing to the memory requirements, a situation we often find ourselves in when simulating e.g. cosmic reionization.

In this paper, we focus on the astrophysical simulation package Arepo (Springel 2010). Arepo solves the gravitational equation and the magnetohydrodynamical equations for a magnetized gas on a co-moving Voronoi grid. It also has different physics modules, including treatments of stellar feedback (supernovae, radiation) and non-equilibrium chemistry. The main goal of this project is optimizing the performance of radiative transfer in Arepo.

Some of the currently available methods for radiative transfer in Arepo that have computational costs that are largely independent of the number of sources are the M1 method, which is a moment-based method based on the M1 closure relation (Kannan et al. 2019), the Monte-Carlo radiation hydrodynamics method MCRT (Smith et al. 2020) and the SimpleX method (Ritzerveld & Icke 2006; Jiang et al. 2014; Chang et al. 2020). While the M1 method is comparatively fast, it suffers from numerical problems inherent to moment-based methods, such as the two-beam instability (Rosdahl et al. 2013). The MCRT method employs a number of techniques to improve upon Monte-Carlo radiative transfer. Currently, it is not viable to perform simulations of galaxy formation with this approach but improvements to the method are still in active development. The original SimpleX method is similar to a short-characteristics scheme and does not require angular discretization. However, it suffers from numerical diffusion, which was the reason for the development of SimpleX2 (Paardekooper et al. 2010) and its implementation in Arepo, SPRAI (Jaura et al. 2018, 2020). In these methods, angular discretization is introduced, effectively making them discrete ordinate methods. Discrete ordinates methods have the advantage that they do not require any physically motivated approximations such that in principle, any numerical artefacts can be reduced by an increase in the resolution.

Simplex2 and SPRAI work as follows. At the beginning of every time step, photons are created at source cells and distributed equally into all directional bins. Then, in every iteration, photons from a directional bin are transported from a Voronoi cell to its d most straightforward neighbors along that direction. The photon density is then used to update the local chemistry of the cell and some of the photons are scattered by re-distributing into the other directional bins. This process is iterated until all of the photons have been absorbed. This method performs well in optically thick regions in which the mean free path is short. However, in optically thin regions, this method requires many iterations, increasing computation times drastically.

Our proposed change to this algorithm is based on transport sweeps (Koch et al. 1991). The idea is that, for a given direction, a cell is only solved once all its upwind neighbors along that direction have been solved. The main benefit of this method is that, in the absence of scattering, such a re-ordering allows us to obtain the full photon density field in a single sweep. In order to incorporate scattering, the sweep needs to be iterated.

The drawback of this method is that it induces an ordering on the cells due to the dependencies of cells on their upwind neighbors. While the dependency graph is trivial for regular grids, this is not the case for a Voronoi grid. At the same time, the code needs to be parallelized. Our current solution to these problems is task-based parallelism (Zeyao & Lianxiang 2004) in which a task is a pair of a Voronoi cell and a given directional bin. For each task, we keep track of the number of unsolved upwind neighbors and only solve those tasks for which this number is zero. In this way, the dependency graph is never explicitly constructed but we still obtain a topological ordering of the cells.

This paper is structured as follows. In Section 2 we discuss the problem of radiative transfer in general (Section 2.2) before the concept of radiative transport sweeps (Section 2.5) and the concrete implementation details which allow the code to run on large numbers of processors in parallel (Section 2.4).
are introduced. We also discuss how to handle problems with periodic boundaries in the concept of transport sweeps (Section 2.7). In Section 3, we present a number of tests in order to demonstrate that our code reproduces physically correct results (Section 3.1, 3.2, 3.3, 3.4). We also study the computational performance of the code, especially in respect to its parallelization in Section 3.5 and 3.6. Finally, we conclude this paper and present some potential extensions of the code as well as possible applications in Section 4.

2 METHODS

2.1 Structure of the code

In this paper we discuss an implementation of radiative transfer for the astrophysical simulation code Arepo (Springel 2010). The structure of our code is based very closely on SPRAI, an existing radiative transfer module for Arepo whose design and operation is described in Jaura et al. (2018, 2020). Indeed, the code shares SPRAI’s interface between radiative transfer and the SGChem chemistry module. Therefore, we do not discuss this aspect of the code here and refer the reader interested in details of this coupling to Jaura et al. (2018, 2020).

The defining characteristic of Arepo is that the hydrodynamical equations are solved on a Voronoi grid which is generated by points that are co-moving with the gas instead of a Eulerian grid with an adaptive mesh refinement scheme. This has the benefit of avoiding numerical artifacts caused by the structure of the grid while simultaneously adapting the grid to the gas density automatically.

The goal of the radiative transfer code is to solve the radiative transfer equation to obtain the radiative fluxes in all cells. These fluxes are then passed to the chemistry module which requires the fluxes to calculate the detailed chemical composition of the medium as well as the corresponding heating and ionization rates.

Arepo uses an adaptive timestepping approach in which regions that require higher accuracy are solved with a smaller timestep. Due to this, the full Voronoi grid is only available on the synchronization timesteps, i.e. the timesteps during which every cell is updated. Our current implementation of the radiative transfer method requires the full grid, so that we can only perform radiative transfer calculations during those synchronization steps. For the substeps, the radiative fluxes between cells are assumed to remain constant, keeping the value of the previous synchronization step. The validity of this approximation depends on the ratio of the lowest hydrodynamical/gravity timestep to the full synchronization timestep as well as on the ratio of the timescale at which hydrodynamics and gravity take place to the timescale of radiative transfer and the photochemistry. At the cost of code performance, the effect of the approximation can be reduced by limiting the highest timestep. For the tests performed in this paper, this approximation has been acceptable. In the future, extensions to the implementation can be considered in which radiative transfer takes place on the substeps as well, which would require adjusting the cell timestep criterion to take radiative transfer into account.

2.2 Radiative transfer

The quantity of interest in the problem of radiative transfer is the specific radiative intensity \( I_\nu(r, t, \Omega) \), with frequency \( \nu \), spatial position \( r \), time \( t \) and solid angle \( \Omega \) given in units of \( \text{W m}^{-2} \text{sr}^{-1} \text{Hz}^{-1} \). The radiative transfer equation is given by (Rybicki & Lightman 1985).

\[
\frac{1}{c} \frac{\partial}{\partial t} I_\nu + \hat{\Omega} \cdot \nabla I_\nu = j_\nu - (\bar{k}_{\nu,a} + \bar{k}_{\nu,s}) I_\nu + \frac{1}{4\pi} \int \bar{k}_{\nu,s}(\Omega') I_\nu d\Omega'.
\]

(1)

It relates the rate of change of the radiative intensity along the line with solid angle \( \Omega \). Here, \( c \) is the speed of light, \( j_\nu \) is the emission coefficient, \( \bar{k}_{\nu,a} \) is the absorption coefficient, \( \int_S \) denotes the integral over the unit sphere with \( \Omega' \) being the solid angle relative to \( \Omega \). The total scattering coefficient \( \bar{k}_{\nu,s}(\Omega') \) is defined via the angle-dependent scattering coefficient \( k_{\nu,s}(\Omega') \) as \( \bar{k}_{\nu,s} = \int_S k_{\nu,s}(\Omega') d\Omega' \). From now on, we will assume isotropic scattering such that \( k_{\nu,s}(\Omega) = \bar{k}_{\nu,s} \). If the timescales on which the material coefficients (the source term and the absorption and scattering coefficients) change are all smaller than the typical light crossing time of the system, we can safely make the so-called infinite speed of light approximation in which we drop the first term of Eq. 1.

With these two assumptions we obtain

\[
\hat{\Omega} \cdot \nabla I_\nu = j_\nu - (\bar{k}_{\nu,a} + \bar{k}_{\nu,s}) I_\nu + \frac{\bar{k}_{\nu,s}}{4\pi} \int \bar{I}_\nu d\Omega'.
\]

(2)

In order to solve this equation numerically, we need to find a discretization scheme, of which there are many for the radiative transfer problem. Here, we will focus on the discrete ordinate method in which the equation is discretized in all variables: time \( t \), position \( r \), frequency \( \nu \) and the angular component \( \Omega \). The physical intuition behind Eq. 2 when applied to a small volume is illustrated in Fig. 1. The sources of radiation in this cell are through incoming radiation from cells to the left (brown arrows), the source term \( j \) directly (green arrow) or scattering into \( \Omega \) from a different \( \Omega' \) (orange arrow). Radiation from the cell is either scattered out of this \( \Omega \) (red arrow), absorbed (blue arrow) or leaves the cell towards the right (teal arrows). Thus, the neighboring cells fall into two categories: Cells upwind along \( \Omega \) (brown arrows) – in order to solve the local equations, we require the incoming specific intensities from those cells. Cells downwind along \( \Omega \) (teal arrows) – these depend on the local solution of the intensity for their own solution.

The discretized radiative transfer equation takes the form of a large, coupled system of equations. There are many different approaches to solving this problem. Which of these methods is the best strongly depends on the physical nature of the simulation. In very optically thick media, scattering dominates, which means the equations are elliptical and thus diffusive in nature. On the other hand, in optically thin media, the equations become hyperbolic and long-ranged.
2.3 Source iteration

An obvious approach to solve the resulting equations is to construct the full matrix describing the system and to apply an iterative solver such as the Generalized minimal residual method (Saad & Schultz 1986) until convergence is reached. Due to the high dimensionality of the equation (three spatial, two angular and one frequency dimension), this quickly becomes infeasible due to the sheer size of the resulting matrix.

A different, well-known approach is known as source iteration which is given by Algorithm 1. Here, convergence of \( I_{\nu} \) can be defined in a number of ways. The definition we choose is given by the condition

\[
\forall r, \forall \Omega : \left| I_{\nu}^{-1}(r, \Omega) - I_{\nu}^{-1}(r, \Omega) \right| < \epsilon,
\]

where \( \epsilon \) is a free parameter and should be chosen to be small.

1: Guess initial intensity \( I_{\nu}^0 \). For example: \( I_{\nu}^0 = 0 \).
2: while \( I_{\nu}^0 \) not converged do
3: Compute source terms (using \( I_{\nu}^0 \) for scattering).
4: Solve Eq. \( 2 \) to obtain \( I_{\nu}^{i+1} \) using source terms for each \( \Omega \) and each \( \nu \).

Algorithm 1: Source iteration

The idea is to use an iterative scheme in which scattering is treated as a constant source term. This is still an iterative method, as the scattering source terms are re-computed after every iteration. This approach is suited best for optically thin media where scattering is not dominant and the source iteration converges quickly.

The main benefit of this is that it removes the coupling between the terms of different \( \Omega \), so that instead of solving one large coupled system of equations, Step 4 of Algorithm 1 only requires us to solve one smaller system of equations for each \( \Omega \). In the following, we will show that there is an efficient way to solve such a system of equations under certain conditions. In principle, we would like to simply iterate over the grid once and solve Eq. \( 2 \) for each grid cell to obtain an exact solution. However, as discussed previously, the equation gives rise to local dependencies that require us to solve upwind cells before their downwind neighbors.

As illustrated in Fig. 2, we can understand these local dependencies as a directed graph in which the nodes are the grid cells and an edge from the cell \( c_1 \) to the cell \( c_2 \) corresponds to a dependency of \( c_2 \) on \( c_1 \). Under the assumption that the graph is acyclic (which we can easily prove to be true for the induced dependency graph of a Voronoi grid, such as the one used in Arepo; see Appendix A), there is a topological ordering of the grid cells, such that any cell in the ordering only depends on the cells that come before it. This is analogous to a re-ordering of the cells of the matrix describing the system of equations (in which each non-zero entry corresponds to an edge in the dependency graph) such that the matrix becomes lower triangular and can be solved in one pass through the matrix. Such a pass through the cells of the system is called a transport sweep.

2.4 Parallelization

The sweep is clearly the most computationally intensive part of the source iteration algorithm (Algorithm 1). In order to apply this algorithm to large systems on modern hardware, we require some form of parallelization. The easiest way of parallelizing this algorithm would be to distribute the solution of different frequencies \( \nu \) and angles \( \Omega \) onto the processors. One problem with this method is that for very large numbers of processors there might simply not be enough different \( \nu \) and \( \Omega \) to efficiently employ all of them. Moreover, parallelizing over \( \Omega \) and \( \nu \) requires the information about the grid to be present on every processor, which, due to memory requirements, quickly becomes infeasible for large
simulations. Due to these concerns, we choose to use a spatial decomposition of the grid.

For fully structured, euclidean grids, a sweeping algorithm and a domain decomposition that optimizes the parallel performance of the sweep is given by the Koch-Baker-Alcouffe algorithm (Baker & Koch (1998), Koch et al. (1991)). This algorithm assumes that the number of processors $N$ can be factorized as $N = N_x \cdot N_y$. The domain is then subdivided $N_x$ times along the $x$ axis and $N_y$ times along the $y$ axis, resulting in a decomposition of the domain into $N$ columns. Each processor is then assigned one of the columns. For any direction $Ω$, any column has at most three faces with upwind dependencies (it will have fewer dependencies only if $Ω$ is aligned with one of the coordinate axes). If those upwind dependencies are fulfilled, the column can be solved in its entirety without further communication. Of particular importance is that the solution of the upwind columns does not depend on incoming fluxes of the downwind column. For unstructured grids, the latter statement does not hold, and a sweep can require many cycles of back-and-forth communication between neighboring columns. This makes the problem of finding the optimal domain decomposition for unstructured grids much harder.

In this work, we decide to use the already available domain decomposition in Arepo (which is used for example for the hydrodynamics and gravity solvers) in order to simplify the problem and to reduce memory requirements. The domain decomposition employed in Arepo is based on the space-filling-curve approach. The idea of this approach is to simplify the optimization process by arranging all the cells of the three dimensional computational domain on a one dimensional line and then dividing that line into a number of domains with approximately equal estimated workload. The advantage of using a space filling curve (such as the Peano-Hilbert curve) for this 1D to 3D mapping is that it results in reasonably localized domains (since the space filling curve maps points that are close in 1D to points that are close in 3D), thus reducing the amount of communication required.

In Arepo, the estimated workload of a cell is given by a sum of the estimated work required for the gravitational and hydrodynamical calculations. In principle, this estimate could be extended to include the workload due to radiative transfer, thus possibly reducing the overall time to solution by accelerating radiative transfer at the cost of a reduction in load balance for gravity and hydrodynamics. However, for the sake of simplicity we choose not to do this in this work.

The remaining problem is to find an algorithm that performs the sweep across the entire grid which itself is distributed on different processors. One challenge in this is that it is infeasible to calculate the topological ordering of the global dependency graph because this would require gathering the necessary information onto a single core or employing a parallel algorithm for topological sorting. In the following section, we discuss our strategy for dealing with this problem, in which the topological ordering is never explicitly computed but instead implicitly adhered to by a task-based parallelism approach. This method is based on Pautz (2002).

2.5 The sweep algorithm

In the following, we define a task as a tuple $(c, Ω)$ of a cell $c$ and a sweeping direction $Ω$. Solving a task means solving Eq. 2 in the cell $c$ for the direction $Ω$ for all frequencies $ν$. Note that we have excluded frequency from the definition of a task because we choose to solve all available frequencies at once whenever we solve a task. For transport sweeps on structured grids, it is common to group the directions (for example into octants for a Cartesian grid) such that directions in the same group have the same dependency graph. On an unstructured grid, two directions that are almost parallel can still have different dependency graphs, so we choose to do no grouping of the directions.

For any task $t = (c, Ω)$, we can define $d(t) / u(t)$ to be the set of cells which are downwind / upwind of $c$ with respect to $Ω$. For a given grid cell at $r$, both $d(t)$ and $u(t)$ can easily be obtained in a single loop through the neighbours, by counting a neighbour at position $r_n$ as downwind if $(r_n - r) \cdot Ω > 0$ and as upwind otherwise. This operation can be done without any communication to other processors, since Arepo ensures that grid cells belonging to other processors that are neighbours of any local cell are always present as local ghost particles and that the positions of the ghost particle is equivalent to the position of the corresponding cell on the other processor. Crucially, this ensures that the downwind/upwind neighbour relationship is always symmetric, even across processor boundaries.

With this, the unparallelized version of the algorithm to solve Step 4 in Algorithm 1 is given by 2. Note that this algorithm requires non-periodic boundary conditions, which guarantees that at least one cell has $u(t) = 0$. Extensions to periodic boundaries will be discussed in Section 2.7. Since the dependency graph is acyclic, this algorithm will always terminate.

Algorithm 2: Single-core sweep

For cells on the boundary, which have no upwind dependencies, the incoming fluxes are obtained from the boundary conditions. Fixed boundary conditions in which the value of the incoming radiation is $I_s = 0$ represent the simplest case. In Arepo, fixed boundaries are represented by cells with a connection to the first tetrahedron from which the grid was constructed and which encompasses the entire computational domain. A discussion of periodic boundaries (represented by ghost cells which stand for a particle on the other side of the boundary) will follow in Section 2.7.

The exact way in which the radiative intensity is calculated from the upwind fluxes in Step 7 will be discussed in Section 2.6.

What we have described so far only works on a single processor. In order to parallelize, we introduce Algorithm 3,
1: initialize task queue \( q \leftarrow \{ \} \)
2: initialize send queues for each processor \( i \) holding downwind neighbors of any of the cells in the domain of the current processor: \( s_i \leftarrow \{ \} \)
3: for all \( \Omega \) and all cells \( c \) in grid do
4: count number of required upwind fluxes \( n(c, \Omega) \leftarrow u(t) \)
5: if \( n(c, \Omega) = 0 \) then add task \((c, \Omega)\) to \( q \)
6: while any cell unsolved or any \( s_i \) not empty do
7: for each incoming message (flux \( f \) along \( \Omega \) into cell \( c \)) do
8: reduce missing upwind flux count \( n(c, \Omega) \) by 1.
9: if \( n(c, \Omega) = 0 \) then add task \((c, \Omega)\) to \( q \).
10: while \( q \) nonempty do
11: get first task \( t = (c, \Omega) \) from \( q \)
12: solve \( t \) using upwind fluxes
13: for downwind neighbor \( c_d \) in \( d(t) \) do
14: if \( c_d \) is remote cell on processor \( i \) then
15: add flux to send queue \( s_i \)
16: else
17: reduce missing upwind flux count \( n(c_d, \Omega) \) by 1.
18: if \( n(c_d, \Omega) = 0 \) then add task \((c_d, \Omega)\) to \( q \).
19: send all messages in \( s_i \)

Algorithm 3: Parallel sweep

in which we communicate fluxes across processor domain boundaries. Here, we had to make an implementation choice regarding the communication scheme. The arguably simplest approach would be to send each flux immediately as we encounter it in Step 15. The benefit of this is that any downwind processor depending on the flux of this cell would be able to immediately obtain the required flux, thus potentially avoiding idle time. In practice however, we found this approach to be too inefficient because of the communication delays it causes. Therefore, we chose to buffer the fluxes in send queues and only send messages when there is nothing left to solve with the flux information we currently have. This reduced the delays due to communication significantly and improved the scaling behavior in the idealized test cases.

Note that Algorithm 3 solves the sweep for different directions \( \Omega \) concurrently. This is intentional, since it improves the parallel efficiency of the code. If sweeps for different directions were performed in serial, processors with domains that are downwind in the direction of the sweep will be idle in the beginning of the sweep, while processors with domains that are upwind will be idle at the end.

Note that a similar problem appears despite the parallel execution of different directions. It is called pipe fill or pipe drain (Vermaak et al. 2021), and appears when the number of domains becomes large enough that there are inner regions which cannot start sweeping until outer regions are resolved. For an illustration of this effect, see Fig. 3, which shows a simplified case of a square-shaped domain decomposed into 16 subdomains. As the figure shows, both the first and the last two directional sweeps will be performed while the central cores are idle, which reduces parallel efficiency. As the number of cores grows, so does the duration of the pipe fill/drain phenomenon. Note, that in Algorithm 3, a partial sweep in a single direction is not necessarily finished before one in another direction is started, thus exacerbating the problem, compared to the scenario depicted in Fig. 3. In addition to this, the domain decomposition and the dependency graph in Fig. 3 is much simpler than in an actual run of our code, due to the unstructured grid and the fact that the domain decomposition in our case has to be done with an eye towards the gravity and hydrodynamics solvers.

One such problem which arises due to the unstructured grid is what we call re-entry dependencies. They appear when the sweep direction is close to being aligned with the boundary between two domains. In such cases, the dependencies can form a zig-zag pattern, such as the one depicted in Fig. 4. In such a scenario, the number of cells which can be solved locally before communication to the neighboring domain is required is very low. In the extreme, but not unrealistic, case depicted in Fig. 4, each processor can solve only one cell before having to communicate the resulting flux. While the effect is slightly alleviated by the fact that processors are not required to finish the solution of one sweep direction before starting the next, this still slows down the code significantly, mainly due to the additional delay each communication introduces.

The problems described above can be solved partially by improved scheduling and communication strategies. The main goal of such strategies is for the processors in the outer regions to solve the tasks required by those in the center as quickly as possible (Adams et al. 2020) and to communicate the resulting fluxes immediately. Such prioritization can greatly improve the parallel efficiency of this code by reducing the pipe-fill/drain effect. For the sake of simplicity and to check whether this sweeping approach is feasible for the radiative transfer in ARTeP, in this paper, we use a very simple prioritization strategy which prioritizes finishing one sweep direction before starting another one.

Another possible optimization is to intentionally omit
certain fluxes between cells, thus removing dependencies from the graph. Doing so means that the result of the transport sweep is only an approximation and obtaining the solution would require iterating over a number of sweeps. However, if the right dependencies are removed (e.g. the re-entry dependencies discussed above), the performance improvement can potentially be large enough to offset the additional cost due to the iteration (Lucero Lorca 2018).

Figure 5. Illustration of the three different transport schemes. The black arrow represents the sweeping direction $\Omega$. The dotted lines represent the solid angle corresponding to the direction $\Omega$. The shading of the downwind cells represents the flux that the cells would receive, with white meaning no incoming flux and red meaning a high amount of incoming flux. a) Distribution proportional to fraction of area of the cell interfaces to the total area; b) Choosing the $n$ most straightforward neighbors; c) Choosing the $n$ most straightforward neighbors along a random vector in the solid angle corresponding to the direction.

2.6 Transport methods

In order to calculate the (downwind) fluxes out of a cell, given the source terms, absorption coefficients and the incoming (upwind) fluxes, we need to decide on a transport scheme with which we can solve Eq. 2.

Three such schemes are depicted in Fig. 5. Note that the solid angle corresponding to a given direction is given by $\Omega_i = \frac{4\pi}{N_{\text{dir}}}$, where $N_{\text{dir}}$ is the number of directions in our discretization.

In the first scheme, in Panel a), the outgoing flux $F_i$ of radiation for the direction $\Omega$ to a downwind neighbor $i$ is given according to the distribution

$$F_i = F \frac{A_i (n_i \cdot \Omega)}{\sum_{j=1}^{N_c} A_j (n_j \cdot \Omega)},$$

where $F$ is the total outgoing flux (given by the sum of non-absorbed incoming radiation and the radiation created by the source term of this cell), $n_i$ and $n_j$ are the normals of the Voronoi faces connecting the cell to neighbours $i$ and $j$ respectively and $A_i$ and $A_j$ are the areas of the faces.

The Simplex2 method (Kruip et al. 2010; Paardekooper et al. 2010), which is the basis for the SPRAI implementation in AREPO (Jaura et al. 2018), introduces an additional transport method (called direction-conserving transport) in which the incoming flux is distributed equally onto $n$ neighbors with the most straightforward face normals along $\Omega$, see Panel b) in Fig. 5. The authors showed that $n = n_{\text{dim}}$, with $n_{\text{dim}}$ being the number of spatial dimensions is the optimal choice for direction-conserving transport. The idea of this scheme is to reduce numerical diffusion. However, this comes at the cost of amplifying the effect that the angular discretization into a number of discrete directions introduces, namely that radiation is transported along preferential directions (Jaura et al. 2018), something that becomes very apparent in optically thin media where the mean free path is long. In principle, this behavior could be alleviated by increasing the number of directions. However, this increases memory requirements and computation time. In SPRAI this problem is solved in two ways.

Firstly, a slightly modified version of the direction conserving transport is employed in which the direction in which radiation will be transported is decided on a cell-by-cell basis. For each cell, instead of transporting radiation along $\Omega_i$, a vector $\Omega_i'$ is chosen randomly, with the only condition being that $\Omega_i'$ is closer to $\Omega_i$ than any of the angles $\Omega_j$ for $i \neq j$ (in other words, $\Omega_i'$ should be within the solid angle that $\Omega_i$ corresponds to). This method is illustrated in Panel c) in Fig. 5. We choose not to implement this transport method for sweep, because it would require us to implement the random choice of $\Omega_i'$ in a deterministic fashion, in order to allow us to properly count the number of upwind/downwind dependencies. The drawback of this is that our results will not agree exactly with those of SPRAI, even in the absence of any scattering, because of the different choice of transport method.

The second way in which SPRAI reduces preferential directions is that any radiative transfer step may be subdivided into $N_{\text{rot}}$ substeps, each with the source terms reduced by a factor of $1/N_{\text{rot}}$. For each step, the radiation chemistry is updated according to the resulting intensity field. After every substep, the directions $\Omega_i$ are rotated to new directions $\Omega_i' = R(\theta, \phi) \cdot \Omega_i$ where $R(\theta, \phi)$ is the rotation matrix and the spherical coordinate-angles $\theta$ and $\phi$ are randomly chosen as $\theta \in [0, \pi], \phi \in [0, 2\pi]$. The remapping between angle-dependent quantities, such as the intensity is then done via $I_i(r, \Omega_i') = \sum_{j=1}^{N_{\text{dir}}} c_{ij} I_j(r, \Omega_j')$ where $N_{\text{dir}}$ is the number of discrete directions and the interpolation coefficients $c_{ij}$ depend on the choice of interpolation and obey $\forall i: \sum_{j=1}^{N_{\text{dir}}} c_{ij} = 1$. For simplicity, we choose $c_{ij} = \Delta S_j / \Delta S_i$, where $\Delta S_j$ is the solid angle that $\Omega_i$ and $\Omega_j$ share and $\Delta S_i$ is the solid angle corresponding to any direction $\Omega_i$. This random rotation of the directions effectively smears out...
preferential directions at the cost of additional computation time. In SPRAI, radiation travels one cell at a time before the scattering terms are re-computed. This process is repeated until all photons are absorbed. Throughout this, SPRAI needs the directions to remain constant (otherwise, direction would not be conserved for more than a cell length). In the sweep method, the directions only need to remain constant throughout one single sweep. This means we can combine the source iteration (Algorithm 1) and the rotation of the directions, potentially saving many iterations.

In all our tests, we use the first transport method in which outgoing fluxes are simply assigned via the geometry of the cell. A potential benefit of the direction conserving transport method is that it reduces the average number of downwind dependencies per cell from \( \frac{15.54}{2} \approx 7.8 \) (since the average number of neighbors in a 3D-Voronoi grid is 15.54) to the number of dimensions, \( n_{\text{dim}} = 3 \), thus making the dependency graph thinner.

### 2.7 Periodic Boundary Conditions

In simulations of the period of reionization, the simulated volume is often selected as a box which is supposed to be representative of the universe. During a normal simulation of such a box using gravity and hydrodynamics, periodic boundary conditions are employed to effectively model the influence of the adjacent regions of space without having to simulate those regions explicitly. The same idea applies to the radiative transfer. Using periodic boundaries, any photons leaving the box can re-enter it from the opposing side. If the box is large enough to be statistically representative, then this re-entry models the light from the neighboring regions.

In order to introduce periodic boundary conditions in simulations, the standard approach is to add a mirror image of each boundary cell on the other side of the grid, i.e. to add the same cell with its position shifted by the box size \( L \). These mirror images are called ghost cells in Arepo. Fluxes going into such a ghost cell will then be treated as incoming fluxes into the corresponding normal cell.

In transport sweeps, introducing such ghost cells at the boundaries poses an additional challenge. As illustrated in Fig. 6, after the inclusion of the ghost cells, the induced dependency graph becomes cyclic. Clearly, no topological ordering exists for cyclic graphs. Simply applying Algorithm 3 to a grid with periodic boundaries thus cannot work - the algorithm would never terminate.

In order to solve this, we use an iterative approach, similar to Alg. 1. Any radiation going out of the boundaries of the computational domain is added to the effective source term of its periodic ghost cell for the next iteration. This breaks the cyclic dependencies induced by the periodic boundary condition but still ensures that any outgoing radiation is reintroduced into the box.

There are numerous choices for how to define convergence for this iterative method. We use the relative difference in the source terms \( j^i_n \) (where \( i \) denotes the cell and \( n \) denotes the iteration number) as an error

\[
E^i_n = \frac{j^i_n - j^{i-1}_n}{j^i_n + j^{i-1}_n}.
\]

The iteration is stopped if \( \forall i : E_i < \epsilon \), where \( \epsilon \) is the convergence threshold which can be chosen by the user.

Additionally, we define a maximum number of iterations after which the algorithm will terminate, even if there are still cells which exceed the error threshold.

Clearly, if the number of iterations needed in order to reach convergence in the source terms of the periodic boundary iteration is \( n_{\text{it}, \text{pbc}} \), while the number of iterations needed to relax the terms introduced due to scattering (Algorithm 1) is \( n_{\text{it}, \text{scat}} \), this iterative scheme increases the overall runtime of the algorithm by a factor of \( n_{\text{it}, \text{pbc}}n_{\text{it}, \text{scat}} \) compared to the runtime of a single sweep. In order to improve on this, an interesting approach could be to combine the two iterative schemes, such that the source terms due to scattering and the periodic boundary conditions are calculated at the same time. If doing so does not change the behavior of the individual schemes, this would reduce the runtime overhead to \( \max(n_{\text{it}, \text{pbc}}, n_{\text{it}, \text{scat}}) \).

As a way to reduce \( n_{\text{it}, \text{pbc}} \), we tried an approach we call “warm starting” in which the final values of the source terms obtained in a previous RT step are used as an initial guess in the next step, instead of using \( j^i_n = 0 \) as a guess. This is made technically challenging by the fact that the grid might change between one RT step and the next, for example by removing cells from the computation or by introducing new ones in adaptive refinement schemes. As a guess for the source term for any newly created cell we use \( j^i_n = 0 \).

### 3 TESTS

For all the test simulations we make the following choices regarding the parameters of the numerical discretization. For the frequency discretization, we choose a single frequency bin corresponding to photons in the range \((13.6 \text{ eV}, \infty)\), i.e. with enough energy to ionize hydrogen.\(^2\) For the angular discretization, we use 84 directions isotropically distributed

\(^2\) Note that Sweep can readily deal with multiple energy bins; we make this choice here purely for simplicity.
over the unit sphere generated by simulated annealing (Jaura et al. 2018). The code supports other numbers of directions but we choose 84 as a compromise between lower numbers which reduce the accuracy of the solution and higher numbers which increase memory consumption and overall runtime and to be consistent with the results of Jaura et al. (2018), where the number of directions was also chosen to be 84.

We use $N_{rot} = 5$ random rotations of the directions in every time step. We find that this number of rotations is sufficient to smooth out any obvious preferential directions in the results and still small enough to keep the run time reasonable.

For all tests, we fix the hydrogen ionization cross section at $\sigma_{H} = 5.38 \times 10^{-18}$ cm$^2$, corresponding to the value for a 14.4 eV photon, and the case B recombination rate coefficient to a constant value $\alpha_B = 2.59 \times 10^{-13}$ cm$^3$ s$^{-1}$.

3.1 Expansion tests

We consider first the idealized scenario of an ionizing source surrounded by a homogeneous distribution of neutral atomic hydrogen. Here, the source will form a spherical region of ionized hydrogen around it, known as an HII region. Strömgren (1939) showed that in ionization equilibrium, the radius of this region is given by the Strömgren radius,

$$R_{St} = \left( \frac{3N_e}{4\pi\alpha_B n_e n_{H+}} \right)^{1/3},$$

where $\alpha_B(T)$ is the case B recombination coefficient of hydrogen and $n_e$ is the electron number density. Given that the medium inside the spherical region is highly ionized, it follows that $n_e \approx n_{H+}$.

In the initial phase of the evolution, the expansion is simply driven by radiation which ionizes the neutral gas just beyond the ionization front (I-front). It takes place at very high velocities, compared to the speed of sound in the ionized gas $c_s$, so that the hydrodynamical response of the gas is irrelevant for the movement of the ionization front. This initial, rapid expansion is called the R-type expansion (R=rarefied).

Under the assumption that the density of the gas remains constant, the time-evolution of the radius of the ionization sphere is given by

$$R_t(t) = R_{St} \left( 1 - e^{-t/t_{rec}} \right)^{1/3},$$

where $t_{rec} = (\alpha_B n_{H})^{-1}$ is the recombination time.

Once the radius of the sphere reaches the Strömgren radius, the second phase of the evolution, called D-type (D=dense) begins. In this phase, the expansion of the sphere is driven by a pressure gradient between the ionized, inner region and the neutral, outer region. This pressure gradient is caused by the large temperature difference between the two regions. In this second phase, the I-front is preceded by a shock front since it moves at velocities that are supersonic in the neutral medium but subsonic in the ionized medium. An analytical expression for the radius of the sphere as a function of time was first derived by Spitzer (1978) and is given by

$$R_d(t) = R_{St} \left( 1 + \frac{7}{4} \frac{c_s t}{R_{St}} \right)^{4/7},$$

where $t = 0$ here corresponds to the time at which the ionization front transitions from R-type to D-type.

3.1.1 R-type expansion

As a first test of the radiative transfer code, we study the R-type expansion of a HII region. The following tests are performed at 3 different resolutions of $32^3$, $64^3$, and $128^3$ cells. We use the same initial conditions as those in the R-type expansion test in Jaura et al. (2018) and Baczynski et al. (2015), in order to compare our results. The simulation box is a cube with side length $L = 12.8$ kpc. At the center of the box is a idealized point source which emits photons at a rate of $N_\gamma = 1 \times 10^{49}$ s$^{-1}$. The box is initialized with a gas with homogeneous number density $n_H = 10^{-3}$ cm$^{-3}$. With these parameters, we find values of $R_{St} = 6.79$ kpc for the Strömgren radius and $t_{rec} = 122.4$ Myr for the recombination time. We initialize the gas as being purely neutral hydrogen (i.e. $x_{H} = 1, x_{H+} = 0$). Since the density response of the gas is irrelevant for the R-type expansion, we run the simulation without hydrodynamics, so that only radiative transfer and ionization chemistry take place.

In order to compare the time evolution of the radius of the ionized sphere to the analytical prediction, we need to define the radius of the sphere. In the simple analytical model, there is a sharp transition between the ionized and the non-ionized regions. However, in our simulation, due to the limited resolution of the grid, the transition region has a finite size. This means that a different definition of the radius of the sphere is required. Here, we define the radius $R(t)$ as the radius at which the average ionization is $x_{H+} = x_{H} = 0.5$, i.e.

$$\int_{S(R)} \, d\Sigma x_{H}(r) = 0.5,$$

where $S(R)$ denotes the surface of the sphere of radius R around the origin. To calculate the value of this integral in practice, we average the HII abundance over a spherical shell of a given thickness $\Delta \ll R$.

In the upper panel of Fig. 7, the radius $R(t)$ (normalized by the Strömgren radius $R_{St}$) of the ionized sphere is shown as a function of time (normalized by the recombination time $t_{rec}$). In the lower panel, the relative error of the results compared to the analytical prediction is shown as a function of time. The results are shown for the three resolutions. For each resolution, we also show a comparison to the results obtained by performing the same simulation with the SPRAI code, as well as to the analytical prediction given by Eq. 7.

The comparison of analytical prediction and the simulation results shows that, while after the first timestep, the error is on the order of $\approx 8\%$, it decreases with time and drops below 1% for all resolutions towards the end of the simulation. In contrast to our expectations, the agreement with the analytical prediction decreases with increasing resolution. While the simulation with $128^3$ particles shows a relative error of $\approx 0.8\%$ at the end of the simulation, the simulation with $32^3$ particles drops to an error of $\approx 0.1\%$ at the same time. We do not have an intuitive explanation for these results. However, we emphasize that the analytical prediction assumes a perfectly sharp boundary, which does not exist in practice, where the boundary has an associated thickness. Due to this, the value of the radius depends quite strongly on the definition of the radius in Eq. 9. While the choice of a ionization threshold 0.5 is intuitive, a different value will give rise to different radii and therefore change the dependence of the relative error on the resolution of the simulation.
For all resolutions, the results of Sweep and SPRAI agree very well, which increases our confidence in the numerical results. There is no clear difference between the relative errors of the two codes. While the relative error is slightly lower for Sweep at 128\(^3\), the exact opposite is visible at 64\(^3\) where SPRAI shows slightly lower errors. At 32\(^3\), the results of both codes agree well with the analytical prediction and show virtually no difference in the relative error.

### 3.1.2 D-type expansion

Our D-type expansion test is set up very similar to the R-type test. The main qualitative difference between the two setups is that we need to take hydrodynamics into account, since the D-type expansion is due to the gas response driven by the thermal pressure between the inner, ionized region and the outer, neutral region. As in the R-type test, we chose our parameters as in Jaura et al. (2018), in order to facilitate comparison. We perform the D-type expansion for the 128\(^3\) resolution case.

In order to use the analytical prediction given by Eq. 8, we need to obtain a value for the speed of sound in the ionized medium \(c_s\). In principle, one could obtain the speed of sound using the temperature of the ionized medium via

\[
 c_s = \sqrt{\frac{\gamma k_B T_{\text{avg}}}{\mu m_H}}, \quad (10)
\]

where \(\gamma = \frac{5}{3}\) is the adiabatic index, \(\mu\) is the mean molecular weight (in atomic units) and \(m_H\) is the atomic mass of hydrogen.

However, this is difficult in practice, since the temperature is not constant inside the ionized sphere. Therefore, we treat the speed of sound \(c_s\) as a fit parameter to our data, which is consistent with the approach in Jaura et al. (2018). In doing so, we obtain a value of 12.8 km s\(^{-1}\) corresponding to an average temperature \(T_{\text{avg}} = 11,914\) K.

In the top panel Fig. 8, the dependence of the radius of the ionization sphere, normalized by the Strömgren radius \(R_{\text{St}}\), is shown as a function of the time, normalized by the recombination time \(t_{\text{rec}}\) as well as the analytical prediction given by Eq. 8. The prediction describes the behavior for \(R(t) > R_{\text{St}}\), but we also display the solution at lower times, starting at \(t = t_{\text{rec}}\) and find that it describes the data quite well even in this range. This is confirmed by the relative error of the data with respect to the analytical prediction, shown in the lower panel of Fig. 8. Beginning at \(t = t_{\text{rec}}\) the error never exceeds 1%. We find no discernible difference in the relative error between the results of Sweep and SPRAI, solidifying the fact that Sweep produces physically correct results.

Since this is the only test involving hydrodynamics, we will also discuss the relative performance of radiative transfer compared to the other parts of the code here, even though it should be noted that such a performance comparison is problem dependent. In a run using Sweep, the radiative transfer takes up approximately 75% of the total computation time, with Voronoi grid construction (12%) and hydrodynamics (10%) using up most of the remaining time. While this implies that in this test radiative transfer is by far the most expensive part of the code, Sweep still vastly outperforms SPRAI (which takes up \(\approx 98\%\) of the total run time) by a factor of \(\approx 16\).

### 3.2 Shadowing behavior of radiation field behind a clump

The previous tests have established that the Sweep method replicates results obtained with SPRAI. However, due to the spherical symmetry, the directional dependence of the radiation is not tested in the expansion tests. To do so,
we perform another test in which we study how well dense objects cast shadows behind them.

This test is set up in the same way as the corresponding test in Jaura et al. (2018) and we will use the results obtained by the SPRAI method as a basis for comparison. The simulation takes place in a box of side length $L = 32 \, \text{pc}$, filled with neutral hydrogen at a number density of $n_{\text{H}} = 1 \, \text{cm}^{-3}$ everywhere except in the center of the box where a dense clump at number density $n_{\text{H}} = 1000 \, \text{cm}^{-3}$ and radius $R = 4 \, \text{pc}$ is placed. The temperature of the gas is set to $T = 1000 \, \text{K}$. Two point sources are placed at $r_1 = (-14, 0, 0) \, \text{pc}$ and $r_2 = (0, -14, 0) \, \text{pc}$, both emitting photons at a rate of $N_v = 1.61 \times 10^{58} \, \text{s}^{-1}$. The time-step of the simulation is $\Delta t = 0.32 \, \text{kyr}$.

An analysis of this test, which includes hydrodynamics and discusses the temperature, pressure, and density response has been performed in the original SPRAI paper (Jaura et al. 2018). Since the code coupling the radiative transfer to the hydrodynamics of Arepo is the same as the one used in SPRAI, any results obtained there are also valid for our method. Since we are interested only in the photon rate field resulting from the simulations, we perform these simulations without hydrodynamics. Here, the photon rate $R(r, t)$ is defined as the number of photons in the frequency bin corresponding to the ionization of hydrogen at $13.6 \, \text{eV}$ per unit time per unit volume, i.e. as $R(r, t) = \int_{\text{13.6 eV}} \int_{\Omega} I_v(r, \Omega, t) d\Omega$. In Figure 9, the photon rate $R$ is shown as a slice through the simulation box along the $x$–$y$ plane for different times (columns) and resolutions (rows). For each resolution, the result obtained with SPRAI is shown for the last time (i.e. $t = 48 \, \text{kyr}$).

It is clear that the over-dense clump acts as an obstacle and initially prevents photons from entering its shadow. However, due to numerical diffusion, the shadow is not as sharp as expected in the exact solution. As time progresses, the photon rate in the (theoretical) shadow behind the clump increases, because the regions between the sources and the shadow have become ionized and stopped absorbing photons. With increasing resolution, the effect of numerical diffusion decreases and the shadow becomes more defined.

In order to quantify the shadowing behavior and to compare Sweep and SPRAI as well as the quality of the shadow at different resolutions, we calculate the mass averaged fraction of ionized hydrogen in the volume of the shadow. The volume is given by the intersection of two (infinitely extended) cones, with their tips at $r_1$ and $r_2$ respectively and their base determined by the great circle lying in the over-dense clump. In the 2D slice shown in Fig. 9,
this volume $V_S$ corresponds to the area between the white dashed circle and the black dashed lines. This fraction $x_H$ is given by

$$x_H = \frac{\int_V x_H(r) n_H(r) dV}{\int_V n_H(r) dV}, \quad \text{(11)}$$

where $x_H(r)$ is the abundance of ionized hydrogen at position $r$ and $n_H(r)$ denotes the mass density at position $r$.

In Figure 10, $\bar{x}_H$ is shown as a function of time. Neither Sweep nor SRAI form a perfect shadow, demonstrated by the fact that the ionization fraction begins to increase at $t \approx 20 \, \text{kyr}$. Before this time, the ionization front has not reached the region behind the over-dense clump. Clearly, the shadowing behavior improves with higher resolutions. This is in line with the explanation that the protrusion of the ionization front into the shadow is due to numerical diffusion, since higher resolutions decrease the effect of numerical diffusion. We also find that Sweep forms a slightly more defined shadow, with the ionization fraction strictly below the values for SRAI for all times and resolutions.

3.3 Scattering

In order to test the source iteration scheme described in Section 2.3, we test a setup similar to the illumination of a dense clump described in Section 3.2. The only difference is that this test setup will only use one source positioned at $r_1 = (-4.8, 0, 0) \, \text{pc}$, which is very close to the dense clump positioned in the center (which has radius $r = 4 \, \text{pc}$), creating a large shadow behind the clump.

In order to test that our implementation of the source iteration reproduces scattering in a physical manner, we perform a number of simulations in which we vary only the effective scattering cross section. For simplicity, we choose a model in which the scattering coefficient is entirely independent of the chemical composition of the gas, with the scattered fraction of the intensity in a cell given by

$$(dI)_{scat} = I \nu \left(1 - e^{-\frac{d n_{\text{nucleons}}}{\sigma_s}}\right), \quad \text{(12)}$$

where $\nu$ is the incoming intensity, $n_{\text{nucleons}}$ is the column density of nucleons in the cell, $\sigma_s$ is the effective cross section of the scattering. The column density is calculated as

$$d n_{\text{nucleons}} = n(dr), \quad \text{(13)}$$

with the number density of nucleons $n$ and the mean distance traveled in the cell ($dr$). For more details of these calculations see Section 2.2 in Jaura et al. (2018).

For the resolution of the tests, we chose $n = 128^3$ particles for all test simulations. We vary the scattering cross section as $\sigma_s = 0 \, \text{cm}^{-2}, 5 \times 10^{-22} \, \text{cm}^{-2}, 1 \times 10^{-21} \, \text{cm}^{-2}$, and $1 \times 10^{-20} \, \text{cm}^{-2}$. In addition, we vary the number of source iterations performed as $s_{\text{init,scat}} = 2, 3, 4$ in order to check the convergence of the method.

We intuitively expect the shadow to become less and less prominent as the scattering cross section increases, due to the influx of scatter light on the low density gas.

The results of these tests at $t = 40 \, \text{kyr}$ are shown in Figure 11. Even for $\sigma_s = 0 \, \text{cm}^{-2}$, the ionized regions protrude substantially beyond the ideal shadow. This is the same numerical diffusion we already observed in Section 3.2. However, the shadow volume clearly decreases for increasing values of the scattering cross sections until the shadow vanishes almost entirely at $\sigma_s = 5 \times 10^{-21} \, \text{cm}^{-2}$. We also note that the number of iterations barely affects the result after $s_{\text{init,scat}} = 2$, implying that the method converges rather quickly in this test case.

3.4 Periodic Boundary Conditions

As discussed in Section 2.7, Sweep handles periodic boundary conditions by an iterative scheme. In order to show that this scheme produces physical results, we perform a test similar to the R-type expansion in Section 3.1.1. We chose the case with a resolution of $n = 32^3$. The primary difference in this new test is the position of the point source, which we move to $r = (6.336, 0, 0) \, \text{kpc}$. Since the same box size of $L = 12.8 \, \text{kpc}$ is used, that corresponds to a source located very close to the right boundary of the simulation box.

In Figure 13, the mean relative error given by Eq. 5 is shown as a function of the number of periodic boundary iterations at different times with and without warm starting. The first clear trend that can be seen is that while the initial error remains roughly constant throughout time, the speed of the convergence decreases drastically. While it takes $N_{it} = 6$ iterations to reach an error of $E < 10^{-10}$ for the first timestep at $t = 14.5 \, \text{Myr}$, it takes $N_{it} = 14$ iterations to reach the same threshold at $t = 43.5 \, \text{Myr}$.

We believe that this effect is partially due to re-entry dependencies - a cell very close the the right boundary at $x = 6.4 \, \text{kpc}$ will often have downwind dependencies at the left side of the boundary at $x = -6.4 \, \text{kpc}$, especially for a sweep direction which is close to being contained within the $y-z$ plane. The cells on the other side of the boundary will then often have downwind neighbors on the right side of the boundary. The effective distance traveled of photons along such downwind dependencies is strongly determined by the number of iterations $N_{it}$ since it takes one full iteration for the information about these photons to travel one cell.

This effect is exacerbated due to the location of the source in the test setup described above, since it is located very close to the boundary. This means that a high number of photons...
Figure 11. The abundance of ionized hydrogen $x_{H^+}$ at $t = 40\,\text{kyr}$ in a slice through the $z$-plane of the simulation box. The $x$ and $y$ axis show the $x$ and $y$ position in the box respectively. The dark dashed circle indicates the position of the over-dense clump. The dashed lines indicate indicate the boundaries of a hypothetical, perfectly sharp shadow. Top left: $\sigma = 0\,\text{cm}^{-2}$, Top center: $\sigma = 5 \times 10^{-22}\,\text{cm}^{-2}$, Top right: $\sigma = 1 \times 10^{-21}\,\text{cm}^{-2}$, Bottom: $\sigma = 5 \times 10^{21}\,\text{cm}^{-2}$, Bottom left: $n_{\text{it,scat}} = 2$, Bottom center: $n_{\text{it,scat}} = 3$, Bottom right: $n_{\text{it,scat}} = 4$.

Figure 12. A slice through the simulation box of the test described in Section 3.4 at $z = 0$ and $t = 58\,\text{Myr} \approx 0.473 \cdot t_{\text{rec}}$. The $x$ and $y$ axis show the $x$ and $y$ position in the box respectively. The color scale indicates the abundance of ionized hydrogen $x_{H^+}$, with blue being neutral and red being fully ionized. The small white dot indicates the position of the source in the box.

will be travelling along the boundary in a direction parallel to the $y$-$z$ plane.

In Figure 13, the mean relative error given by Eq. 5 is shown as a function of the number of periodic boundary iterations at different times with and without warmstarting.

As another test of the convergence of the iterative scheme, we calculate the radius of the ionized bubble as a function of time and compare the result to the analytical prediction. The simulations in this test are equal to those in Section 3.1.1, with the only difference being the position of the source in the box, requiring the proper treatment of periodic boundary conditions in order to reproduce the behavior of the R-type expansion. We choose the box with $32^3$ particles and perform simulations with iteration counts $1 \leq n_{\text{it, pbc}} \leq 20$. All other parameters are chosen equal to those in Section 3.1.1.

Figure 14 shows the relative error between the radius of the ionized sphere and the analytical prediction as a
function of the number of periodic iterations. As expected, the error decreases with the number of periodic iterations. After approximately 5 iterations, the error reaches values below $10^{-3}$, at which point it is indistinguishable from the error between the analytical prediction and the numerical results (see Fig. 7) which means that any discussion of the exact behavior of the error below that point is futile.

3.5 Strong Scaling

After the physical tests, we now discuss the scaling behavior of the Sweep method. We begin by studying the strong scaling, i.e. the dependence of the time to solution $T$ of a problem of fixed time on the number $n$ of computing cores. It is customary to study the scaling behavior of the code by comparing the time to solution $t(n)$ for a run on $n$ cores to the time to solution $t_{\text{base}}$ for a base case at $n_{\text{base}}$ (typically, $n_{\text{base}} = 1$) cores. The time to solution of an ideally parallelized code $t_{\text{ideal}}$ decreases as

$$ t_{\text{ideal}}(n) = \frac{t_{\text{base}}}{n/n_{\text{base}}}. \quad (14) $$

The parallel speedup $S$ is defined as

$$ S(n) = \frac{t_{\text{base}}}{t(n)}. \quad (15) $$

and it follows from Eq. 14 that the speedup of an ideally parallelized code $S_{\text{ideal}}$ is given by

$$ S_{\text{ideal}}(n) = \frac{n}{n_{\text{base}}}. \quad (16) $$

We also define the parallel efficiency $\epsilon(n)$ as the fraction of the achieved speedup:

$$ \epsilon(n) = \frac{S(n)}{S_{\text{ideal}}} = \frac{S(n)}{n/n_{\text{base}}}. \quad (17) $$

For these tests, we use the same simulation setup as in the shadowing test described in Section 3.2. We study three different fixed problem sizes with $32^3$, $256^3$ and $512^3$ Voronoi cells respectively. For each problem, we perform simulations for different numbers of cores. In the case of $32^3$ particles, we use a range from $n = 1$ to $n = 512$. For $256^3$ we use $n = 96$ to $n = 2048$ and for $512^3$, we perform runs from $n = 2048$ to $n = 8192$ cores. For the smallest case of $32^3$ particles, we compare our results to the SPRAI code. We did not include a comparison to SPRAI for the larger problem sizes, since the run-time grew too large.

In Fig. 15, the parallel speedup is shown as a function of the number of compute cores in comparison to the ideal behavior given by Eq. 16 for each of the three problem sizes. For low core numbers, both SPRAI and Sweep scale well with the number of cores. At $n = 96$ cores the speedup of Sweep is $S(96) \approx 40$ with SPRAI being slightly faster at $S(96) \approx 48$, corresponding to parallel efficiencies of $\epsilon(96) = 42\%$ and $\epsilon(96) = 50\%$ respectively. At higher core numbers, the rate of increase in the speedup declines, the parallel efficiency drops to $\epsilon(512) = 28\%$ for SPRAI and 20% for Sweep. This behavior is to be expected, since the ratio of the required inter-process communication to communicate the fluxes crossing processor domains to the amount of cells to solve locally decreases as the number of cores increases.

For the higher resolution runs, the rate of decrease in the efficiency of Sweep is lower. Comparing the run with $256^3$ particles at $n = 96$ to that with $n = 2048$ shows a decrease in parallel efficiency to $\approx 60\%$. For the run with $512^3$ particles, the parallel efficiency increases beyond 1. Such a result may initially seem counter-intuitive, but can be explained by the fact that for some numbers of cores the domain decomposition turns out to be particularly unfortunate, decreasing the efficiency of Sweep due to worse scheduling behavior or similar effects. If such a case is used...
as the reference simulation to which simulations at higher core numbers are compared the result are parallel efficiencies larger than 1.

This, along with the fact that the real run-time of the code is hidden, highlights the fundamental problem with simply comparing the speedup of two codes without comparing their respective run times, since the parallel efficiency improves as the single-core performance of the parallel part of the code decreases.

Therefore, it is important to show the run time of the code. In order to compare the run times of different problem sizes in a reasonable manner, we define the time per task as

\[ t_{\text{task}}(n) = \frac{nt(n)}{N_{\text{dir}}N_{\text{cells}}N_{\text{freq}}}, \]  

(18)

where \( N_{\text{dir}} \) is the number of directions (84 in our case), \( N_{\text{cells}} \) is the number of cells (32\(^3\), 256\(^3\) and 512\(^3\), depending on the problem size) and \( N_{\text{freq}} \) is the number of frequencies. This is the effective time it takes a single core to solve a single cell in a single direction for a single frequency. For an ideally parallelized code, \( t_{\text{task}} \) is independent of the number of cores. This definition allows a comparison across different problem sizes by looking at the effective loss in performance given by \( t_{\text{task}}(1)/t_{\text{task}}(n) \), which we believe is a realistic assessment of the performance of the code between runs of vastly different numbers of cores.

In Fig. 16, the time per task is shown as a function of the number of cores for the three different problem sizes. The figure shows that the two codes obtain very different run times on this particular test. Whereas the scaling behavior of the two codes are very similar, Sweep outperforms SPRAI by a factor of \( \approx 20 \) at \( n = 1 \) cores. It is important to note, however, that this result does not hold for any kind of simulation, since Sweep is written with a focus on simulations of reionization, where mean free path lengths are potentially high, while SPRAI performs comparatively well in dense media.

The lower panel of Fig. 16 shows the effective performance \( t_{\text{task}}(1)/t_{\text{task}}(n) \). This demonstrates that, while the effective performance of Sweep decreases with the number of cores, it only decreases to \( \approx 20\% \) at \( n = 8192 \) cores.

3.6 Weak Scaling

As another test of the parallel efficiency of Sweep with increasing number of cores, we perform a weak scaling test by increasing the problem size in proportion to the number of cores, thus keeping the number of cells per core constant. The speedup of an ideally parallelized algorithm in the weak scaling case is given by

\[ S(n) = 1. \]  

(19)

As a base case, we choose the \( n = 1 \) case with a resolution of 32\(^3\) cells, identical to the corresponding \( n = 1 \) simulation in the strong scaling test. In addition to the base case we perform simulations for \( n = 8, 48, 480 \) (528 for SPRAI, due to memory requirements) and 4096 cores with resolutions of 64\(^3\), 128\(^3\), 256\(^3\) and 512\(^3\) particles respectively\(^3\). We do not include the case of 4096 cores on 512\(^3\) particles for SPRAI, due to slightly increased memory requirements making a run on this number of cores difficult.

Figure 17 shows the speedup as a function of the number of cores \( n \), which, in the case of weak scaling is equivalent to the parallel efficiency. The speedup initially drops quite quickly, to values of \( \sim 22\% \) for Sweep and \( \sim 9\% \) for SPRAI at \( n = 48 \) cores. However, the speedup does not decrease further and remains at similar values until \( n = 4096 \) cores.

We believe that the initial decrease in efficiency is due to the overhead in communication compared to the base case of \( n = 1 \) cores. In particular, the re-entry dependencies discussed in Section 2.5 significantly slow down performance due to the amount of communication in which very few fluxes are exchanged.

While some parallel efficiency will be lost due to the increasing amount of communication for higher number of cores, another effect diminishing the parallel efficiency is the “pipe fill” described in Section 2.5, since cores whose domains lie in the inner regions of the simulation box cannot begin solving before those with domains in the outer regions have finished their sweep. At low numbers of cores (\( n = 1 \) or \( n = 8 \)), no such domains exist, since every domain is adjacent to a boundary of the simulation box. As the number of cores increases, the number of inner regions increases and parallel efficiency decreases. In order to check whether this effect is already affecting our results and decreasing the parallel efficiency significantly, we generated program output which displayed the timing at which the first task is solved for each core. This allowed us to estimate the amount of performance lost due to idle time. We found that for \( n = 4096 \), this delay is still insignificant compared to the communication overhead.

4 CONCLUSION

In this paper, we introduced a sweep-based radiative transfer method which we implemented for the moving-mesh

\(^3\) Note that the ratio of particles to cores does not remain exactly constant because of the number of cores was required to be divisible by 48
periodic boundary conditions we performed a series of tests with scattering. To ensure that the code can also handle shadowing behavior behind a dense blob of gas. For all the predictions as well as results obtained with the SPRAI code. D-type regime and compared the results to the analytical implementation of the code, we studied the expansion of an HII region around a point source for the R-type and the transfer equation under the assumption of an infinite speed of light and a steady state solution. As a first test of our hydrodynamics code Arepo. The method solves the radiative transfer equation under the assumption of an infinite speed of light and a steady state solution. As a first test of our approach, we considered the R-type expansion of an HII region around a point source. 

One possible measure to improve parallel efficiency is to change the domain decomposition. This is made more complicated due to the fact that sweep is intended to run in parallel to gravitation and hydrodynamics. In addition, estimating the amount of computational work for a single Voronoi cell is straightforward for gravitation and hydrodynamics, but difficult in general for radiative transfer, where assigning the cell to a certain core not only increases the total work load of that core but also affects the global scheduling problem.

Finally, we note that although we have developed Sweep with the goal of modeling cosmological reionization, the algorithm itself is far more general than this and could readily be adapted for use in other applications in which it is advantageous to have a method for modelling radiation transfer that is independent of the number of sources.
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APPENDIX A: PROOF THAT SWEEP DEPENDENCY GRAPHS INDUCED BY VORONOI GRIDS AREACYCLIC

The solution of a cell $c'$ in a sweep in the direction $\Omega$ depends on fluxes of a neighboring cell $c$ if the normal $n$ of the face connecting $c$ and $c'$ (defined such that it points towards $c'$) fulfills

$$n \cdot \Omega > 0.$$  \hspace{1cm} (A1)

In a Voronoi grid, the face normal $n$ is given by

$$n = \frac{p' - p}{|p' - p|}.$$  \hspace{1cm} (A2)

where $p$ and $p'$ are the Delaunay points corresponding to the respective Voronoi cells.

Now assume that there is a cycle $c_1, c_2, \ldots, c_n, c_{n+1}$ in the dependencies, such that each cell in the cycle depends on the next and $c_{n+1}$ is the same cell as $c_1$. Now, clearly

$$\Omega \cdot \left( \sum_{i=1}^{n} (p_{i+1} - p_i) \right) = \Omega \cdot 0,$$  \hspace{1cm} (A3)

but combining Eq. A1 with Eq. A2 yields that each term in the sum in Eq. A3 is larger than zero, which is a contradiction. Therefore, there are no cycles in the sweep dependencies induced by a Voronoi grid.