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Startup–shutdown cycling is one of the main factors that contribute to fuel cell deterioration related to high cathode potential. In this study, a coupled model with the carbon corrosion model and agglomerate model of the cathode catalyst layer is built to predict performance degradation during startup–shutdown cycles. The carbon corrosion model calculates the carbon loading loss through the rate equations and material balance expressions of seven reactions, while the agglomerate model describes the catalyst layer performance according to the computed structural parameters. A set of operational and structural parametric studies are used to investigate their effects on initial performance and voltage degradation rate. The maximum voltage of the cyclic load is found to have a greater influence over the voltage degradation rate compared with relative humidity, pressure, and minimum voltage of the cyclic load. Among the structural parameters, the carbon loading and platinum loading have the greatest and least impact on voltage degradation rate, respectively, while ionomer fraction has a complex and nonmonotonic effect. An optimal design strategy is provided with a case demonstration. Results may provide a fundamental and important tool for degradation prediction in startup–shutdown conditions and guidance for catalyst layer design and operation.

1 Introduction

Faced with environmental pollution and resource shortage, the proton exchange membrane fuel cell (PEMFC) has considerable potential as an alternative to the traditional internal combustion engine due to its high energy density, high efficiency, and theoretically zero emission. In addition, FC is more reliable than lithium batteries which have many safety issues. However, the widespread marketing of FC generators in vehicles still faces two major bottlenecks: cost and durability. According to the roadmap of the U.S. Department of Energy, the lifetime of commercial PEMFCs needs to reach 8000 h by 2025. The challenge of PEMFC durability is the complex operating conditions of vehicles, including speed change, startup and shutdown, idling, and high power. Frequent startup and shutdown cycling contributes 33% to the degradation of PEMFC. This process causes an instantaneous condition and local potential in the catalyst layer (CL) can reach up to 1.5 V, which is abnormal in FC operations. Two critical issues in CL exist under this condition, namely, degradation mechanism and performance characterization, and they are investigated through experiment and simulation.

As shown in Fig. 1a, startup and shutdown cycles are represented normally in literature by a triangle wave voltage between 1 and 1.5 V_{RHE} with a sweep rate of 500 mV s \(^{-1}\) to investigate its degradation mechanisms and phenomena. Carbon corrosion during cyclic startup and shutdown can lead to the collapse of porous structure and reduction of material transport capacity (see Fig. 1b), the increase in platinum particles, and reduced electrochemical surface area (ECSA). After an extended shutdown, a small amount of oxygen will appear at both electrodes due to pressure and sealing problems. Once FCs start working, hydrogen enters the anode channel, resulting in a hydrogen/oxygen interface. Takagi et al. reported that the excessive cathode potential and carbon corrosion are mainly caused by the formation of hydrogen/oxygen interface under the startup–shutdown cycles.
Several models were proposed to explore the carbon corrosion mechanisms because an experiment would be costly and time-consuming. Meyers and Darling\textsuperscript{21} developed a 1D model of carbon corrosion in both steady-state and transient operation. Findings indicate that hydrogen maldistribution leads to oxygen evolution and carbon corrosion on the cathode. Uniform distribution of fuel and control of cathode potential can relieve degradation during startup–shutdown conditions. A more comprehensive model considering the reactions of platinum and their effect on carbon corrosion was developed by Chen et al.\textsuperscript{16} The effect of initial platinum state at the anode and cathode, temperature, and anode oxygen diffusivity was studied. A set of two-dimensional models\textsuperscript{22–24} were developed to take into consideration the difference of current density along the thickness direction. Carbon corrosion can reportedly be mitigated only by optimizing the catalyst. Other models focus solely on electrochemical reactions of the carbon support. Gallagher and Fuller\textsuperscript{25} proposed an electrochemical mechanism and numerical model for graphitized carbon. According to their study, carbon mass loss and surface oxide growth over time can be predicted. Their findings also indicate that three mechanisms contribute to current decay during electrochemical oxidation: carbon loss due to CO\textsubscript{2} formation, reversible formation of a passive oxide, and irreversible formation of another oxide.

Another issue is the description of CL structure and simulation of CL performance. Models for the cathode CL can be classified into three categories according to their different complexity:\textsuperscript{21} interface models, homogeneous models, and agglomerate models (see Fig. 1c). Among them, the agglomerate model, which shows the best match with experimental data,\textsuperscript{22} has been used more often to study the related issues of CL in recent years.\textsuperscript{21–26} Moein-Jahromi et al.\textsuperscript{21} used the agglomerate model to simulate the CL, and the results were compared with those of the homogeneous one. A set of parametric studies were performed, in which the agglomerate size was found to be the

Table 1  Reaction and kinetic equations of carbon corrosion

| Reaction equations | Kinetic governing equations |
|--------------------|-----------------------------|
| C\textsuperscript{d} + H\textsubscript{2}O → C\textsuperscript{d}OH + H\textsuperscript{+} + e\textsuperscript{−} | r\textsubscript{1} = k\textsubscript{1}θ\textsubscript{vac}\textsuperscript{0} exp\left(\frac{α\textsubscript{s1}F}{RT} \left( V - U\textsubscript{1} \right) - gθ\textsubscript{con}\right) (1) |
| C\textsuperscript{b} + H\textsubscript{2}O → C\textsuperscript{b} (H\textsubscript{2}O)\textsubscript{ads} | r\textsubscript{2} = k\textsubscript{2}θ\textsubscript{vac}\textsubscript{0}θ\textsubscript{OH}\textsuperscript{0} \exp\left(\frac{α\textsubscript{s2}F}{RT} \left( V - U\textsubscript{2} \right) \right) (2) |
| C\textsuperscript{b} (H\textsubscript{2}O)\textsubscript{ads} + C\textsuperscript{b}OH → C\textsuperscript{b}OC\textsuperscript{b}OH + 2H\textsuperscript{+} + 2e\textsuperscript{−} | r\textsubscript{3} = \kappa\left( θ\textsubscript{vac}\textsuperscript{0} \right) exp\left( \frac{α\textsubscript{s3}F}{RT} \left( V - U\textsubscript{3} \right) - gθ\textsubscript{con}\right) - \theta\textsuperscript{ref} \left( \frac{c\textsubscript{O}}{c\textsubscript{O}} - \frac{c\textsubscript{O}}{c\textsubscript{O}} \right) \exp\left( - \frac{α\textsubscript{s3}F}{RT} \left( V - U\textsubscript{3} \right) - gθ\textsubscript{con}\right) (3) |
| 2C\textsuperscript{b}OC\textsuperscript{b}OH + 3C\textsuperscript{b} → C\textsuperscript{b}O(C\textsuperscript{b}OOH)\textsubscript{2} + 2C\textsuperscript{b} + 2H\textsuperscript{+} + 4e\textsuperscript{−} | r\textsubscript{4} = k\textsubscript{4}θ\textsubscript{vac}\textsubscript{0}θ\textsubscript{OH}\textsuperscript{0} \exp\left( \frac{α\textsubscript{s4}F}{RT} \left( V - U\textsubscript{4} \right) - gθ\textsubscript{con}\right) (4) |
| C\textsuperscript{b} + H\textsubscript{2}O → C\textsuperscript{b}O + CO\textsubscript{2} + H\textsuperscript{+} + e\textsuperscript{−} | r\textsubscript{5} = \kappaθ\textsubscript{vac}\textsubscript{0}θ\textsubscript{con}\textsubscript{0} \exp\left( - \frac{α\textsubscript{s5}F}{RT} \left( V - U\textsubscript{5} \right) \right) (5) |
| 2C\textsuperscript{b}OH + (x - 2) C\textsuperscript{b} + H\textsubscript{2}O → C\textsuperscript{b}O\textsubscript{3} + 4H\textsuperscript{+} + 4e\textsuperscript{−} | r\textsubscript{6} = k\textsubscript{6}θ\textsubscript{vac}\textsubscript{0}θ\textsubscript{OH}\textsubscript{0} \exp\left( \frac{α\textsubscript{s6}F}{RT} \left( V - U\textsubscript{6} \right) - gθ\textsubscript{con}\right) (6) |
| 2C\textsuperscript{b}O → 2C\textsuperscript{b}O\textsubscript{2} + C\textsuperscript{b} | r\textsubscript{7} = \kappa \theta\textsubscript{vac}\textsubscript{0}θ\textsubscript{OH}\textsubscript{0} \exp\left( \frac{α\textsubscript{s7}F}{RT} \left( V - U\textsubscript{7} \right) - gθ\textsubscript{con}\right) (7) |
most influential parameter. Ismail et al.\textsuperscript{26} studied the influence of the shape of agglomerates and found that slight changes in structure can substantially improve fuel cell performance.

Carbon corrosion models focus on reactions and its influencing factors and the strategy for mitigating corrosion, while agglomerate models provide ways to calculate performance. In automobile startup–shutdown operations, a sequential relationship exists between carbon corrosion and performance degradation. However, models for establishing this connection are still lacking at present. Thus, this study aims to fill this gap to provide useful guidance for the better understanding of FC performance in automobiles.

In this study, the carbon corrosion model and CL agglomerate model are combined to predict the performance of CL during startup–shutdown cycles. Both models were validated versus experimental data from literature. A parametric study was presented to analyze the effect of operation condition (e.g., relative humidity [RH], pressure, and maximum and minimum voltage) and structural parameters (e.g., carbon loading, platinum loading, and ionomer fraction) in the agglomerate model on the initial performance and voltage degradation rate (VDR) at various numbers of cycles.

2 Methods

2.1 Carbon corrosion model

The electrochemical oxidation of carbon comprises seven reactions with the individual kinetic equation from eqn 1–7 in Table 1 with the basic framework adopted from ref. 14 and 20. \( \theta_b^a \) represents the coverage of species b on site a. \( x \) is the stoichiometric number fitted by Gallagher et al.\textsuperscript{26} \( V \) is the electrode potential. \( g \) is a Frumkin factor that describes the change in activation energy when oxide coverage differs.

According to this model, carbon mass loss and surface oxide growth over time under different temperatures and potential conditions can be predicted.

2.1.1 Electrochemistry and kinetic expressions. Two types of reaction sites of \( C^0 \) and \( C^* \) are consumed in this mechanism due to the separate location for water absorption and CO\(_2\) formation. The first reaction, eqn 1, denotes water functions as the oxidant to stimulate the growth of catalytic surface oxide. The adopted active center of \( C#OH \) is the only surface oxide proved by experimental evidence.\textsuperscript{26} The second reaction is more complex, involving the reversible absorption of water and subsequently the combination of \( C^0 (H_2O)_{ads} \) and \( C^0OH \), and a series of oxidation steps to produce CO\(_2\). The second step of this reaction is assumed to be the rate determining step. The reversible formation of carbon oxide \( C^0 O \) and the irreversible formation of \( C^0 O_x \), quinone \( C^0 O_2 \) and hydroquinone \( C^0 (OH)_2 \) is suggested to affect the equilibrium concentration of \( C^0OH \) as shown in eqn 3–7. Of the seven reactions mentioned above, the second reaction (See eqn 2) to produce CO\(_2\) is the key step. We can take a preliminary look at the factors that influence the degradation rate. First of all, the reaction kinetics is greatly affected by temperature \( T \), which can directly change the rate or indirectly by changing the equilibrium potential \( U_2 \). In addition, carbon oxidation is dependent on the water partial pressure, so \( p_0 \) directly affects the corrosion rate. Increasing the applied potential that is at the exponential position in the expression will greatly accelerate the corrosion rate. The detailed parameter interpretation and value are shown in Tables S1 and S2.\textsuperscript{\textdagger}

2.1.2 Material balances. This section introduces the expressions of the carbon loading \( N_C \) and coverage of diverse carbon surface oxide. \( N_C \) is calculated in eqn (8)

\[
\frac{\partial N_C}{\partial t} = -s_{BET} N_C M_C
\]

where \( M_C \) is the molecular weight of carbon, and \( s_{BET} \) is the Brunauer–Emmett–Teller (BET) measurement surface area.\textsuperscript{27}

The material balance equations of surface oxide coverage are shown in Table 2.

2.2 Agglomerate model of the catalyst layer

The agglomerate model of the cathode CL in this study is based on the following assumptions:

- The model is one-dimensional and under steady state.
- The reaction condition is isothermal and isobaric.
- The reaction gasses are regarded as ideal.
- Void spaces in the CL are filled by liquid water.
- The agglomerate particles are spherical in shape with identical diameters.

Key processes and equations are introduced as follows, while other expressions of parameters are shown in Table 3.

2.2.1 Diffusion of oxygen. In the process of oxygen reduction, the dissolved oxygen is transported from the outer surface of the ionomer film to the catalyst sites. The mass transport process can be described using Fick’s law:\textsuperscript{28}

\[
N_{O_2} = -D_{O_2/agg} \nabla \cdot \nabla C_{O_2} \tag{15}
\]

where \( D_{O_2/agg} \) is the effective oxygen diffusion coefficient within an agglomerate particle. The penetrated oxygen flux into the ionomer film covering the agglomerate can be calculated by the following equation:\textsuperscript{29}

\[
N'_{O_2} = D_{O_2/agg} r_{agg} \delta_{agg} \frac{C_{O_2,ag} - C_{O_2,\delta}}{\delta_{agg}} \tag{16}
\]

### Table 2 Equations of oxide coverage balance in corrosion

| Expression | Equation |
|------------|----------|
| \( \frac{\partial \theta_{C^0OH}}{\partial t} \) | \( r_1 - 2(r_4 + r_6) \) |
| \( \frac{\partial \theta_{C^0O}}{\partial t} \) | \( r_1 + r_4 \) |
| \( \frac{\partial \theta_{C^0O_2}}{\partial t} \) | \( r_2 + r_4 \) |
| \( \frac{\partial \theta_{C^0(OH)_2}}{\partial t} \) | \( r_7 - r_4 \) |
| \( \frac{\partial \theta_{C^0O}}{\partial t} \) | \( r_1 + r_6 \) |
| \( \frac{\partial \theta_{C^0(OH)_2}}{\partial t} \) | \( r_7 - r_6 \) |
Table 3  Expressions of parameters in the carbon corrosion and agglomerate models

| Parameters                                      | Expressions                                                                 | Ref. |
|-------------------------------------------------|-----------------------------------------------------------------------------|------|
| Oxygen diffusion coefficient in liquid water, $D_{O_2,\text{w}}$ | $7.4 \times 10^{-12} T (\gamma M_{\text{H}_2}\text{O})^{0.5}$ / $\mu_{\text{H}_2}\text{O}$ | 21   |
| Effective oxygen diffusion coefficient in agglomerate, $D_{\text{eff,agg}}$ | $D_{O_2,i} l_{\text{agg}}^{1.5}$                                           | 21   |
| Thiele modulus, $\phi_L$                        | $r_{\text{agg}} = \sqrt{\frac{k_c}{D_{\text{eff,agg}}}}$                  | 29   |
| Reaction effectiveness factor, $E_i$            | $1 / \phi_L \left[ 1 - \frac{1}{3 \phi_L} \tanh(3 \phi_L) \right]$          | 29   |
| Local water content of the ionomer phase, $\lambda$ | $0.3 + 10.8 RH - 16 RH^2 + 14.1 RH^3$                                       | 29   |
| Protonic conductivity, $\kappa_i$                | $100(0.005139 \lambda - 0.00326) \exp\left[ \frac{1}{303} \left( \frac{1}{T} \right) \right]$ | 29   |
| Effective protonic conductivity, $\kappa_{\text{eff}}^i$ | $k_i \lambda^{3}$                                                          | 22   |
| Effective electronic conductivity, $\kappa_{\text{eff}}^e$ | $k_{\text{eff}}^e = \kappa_{\text{eff}}^i \lambda$                          | 22   |
| Reversible potential of the reaction of hydrogen and oxygen, $E_{\text{rev}}$ | $1.229 - 0.85 \times 10^{-3} (T - 298.15) + 4.31 \times 10^{-5} T \left[ \ln(\chi_{\text{H}_2}\text{O}) + 0.5 \ln(\chi_{\text{O}_2}) \right]$ | 22   |
| Reversible potential of Pt decomposition reaction, $E_{\text{rev,Pt}}$ | $1.188 + 3.2376 \times 10^{-4} (T - 298)$                                   | 30   |

where $C_{O_2,\text{g}i}$ and $C_{O_2,\text{s}i}$ are the oxygen concentrations at the gas/ionomer interface and the ionomer/solid interface, respectively. The conservation of oxygen at steady state can be expressed as

$$R_{\text{agg}} = a_{\text{agg}} N_{\text{O}_2}$$ (17)

2.2.2 Oxygen reduction reaction within the agglomerate.

The consumption rate of oxygen is linearly proportional to its concentration. Therefore, $R_{\text{agg}}$ can be expressed as

$$R_{\text{agg}} = -E_i k_c C_{O_2,\text{g}i}$$ (18)

where $E_i$ is defined as an effectiveness factor for agglomerate.\(^2^9\)

Consequently, the oxygen consumption rate $R_{O_2}$ can be expressed as

$$R_{O_2} = -R_{\text{agg}} (1 - \epsilon_d)$$
$$= -E_i k_c C_{O_2,\text{g}i} (1 - \epsilon_d)$$ (19)

where $\epsilon_d$ is the porosity of CL that is shown as Fig. S1.\(^\dagger\)

2.2.3 Electrochemical reaction rate. According to Faraday’s law $N_{O_2} = -i/4F$, the relationship between current density and oxygen consumption rate is shown in the following equation:

$$\nabla \cdot i = -4F \nabla \cdot N_{O_2}$$
$$= -4F R_{O_2}$$
$$= -4F E_i k_c C_{O_2,\text{g}i} (1 - \epsilon_d)$$ (20)

Combined with eqn (16), (17), and (19), we can write $C_{O_2,\text{g}i}$ in terms of $C_{O_2,\text{s}i}$. Thus, the current density gradient is obtained as follows:

$$\frac{di}{dz} = 4FC_{O_2,\text{g}i} \left[ \frac{1}{E_i k_c (1 - \epsilon_d)} + \frac{(r_{\text{agg}} + \delta_{\text{agg}}) \delta_{\text{agg}}}{a_{\text{agg}} r_{\text{agg}} D_{O_2,i}} \right]^{-1}$$ (21)

On the other hand, the current density in homogeneous view can be described by the Butler–Volmer equation:\(^3^1\)

$$\frac{d\eta_{\text{local}}}{dz} = \frac{i}{\kappa_{\text{eff}}^i} + \frac{i - I_{\text{tot}}}{\kappa_{\text{eff}}^e}$$ (25)

where $\kappa_{\text{eff}}^i$ and $\kappa_{\text{eff}}^e$ are the effective protonic conductivity and the effective electronic conductivity, respectively. $I_{\text{tot}}$ is the given cell current density. To obtain the cell voltage at a given current density $I_{\text{tot}}$, the following equation was used:\(^3^2\)

$$U_{\text{cell}} = E_{\text{rev}} - \eta_{\text{local}} - R_{\text{Ohm}} I_{\text{tot}}$$ (26)

where $E_{\text{rev}}$ is the reversible potential of the reaction of hydrogen and oxygen; $R_{\text{Ohm}}$ is treated as a constant in this study.

2.2.5 Mass transport of oxygen. The coupling relation between oxygen concentration and current density is as follows:

$$\frac{di}{dz} = a_{\text{eff}} \frac{C_{O_2}}{C_{O_2}^0} \left[ \exp\left( \frac{\alpha_i F}{RT} \eta_{\text{local}} \right) - \exp\left( - \frac{\alpha_e F}{RT} \eta_{\text{local}} \right) \right]$$ (22)

where $C_{O_2}^0$ is the reference oxygen concentration. $\alpha_i$ and $\alpha_e$ are anodic and cathodic transfer coefficient respectively. The homogeneous model can be also retrieved from eqn (21) when $r_{\text{agg}}$ and $\delta_{\text{agg}}$ tend to 0:

$$\frac{di}{dz} = 4FC_{O_2,\text{g}i} E_i k_c (1 - \epsilon_d)$$ (23)

Therefore, $k_c$ can be expressed according to eqn (22) and (23)

$$k_c = \frac{a_{\text{eff}} \frac{C_{O_2}^0}{C_{O_2}}}{4F(1 - \epsilon_d)} \left[ \exp\left( \frac{\alpha_i F}{RT} \eta_{\text{local}} \right) - \exp\left( - \frac{\alpha_e F}{RT} \eta_{\text{local}} \right) \right]$$ (24)
\[ \frac{dC_{O_2}}{dz} = \frac{i - I_{\text{tot}}}{4FD_{O_2}^i} \]  

(27)

where \( D_{O_2}^i \) is the effective diffusion coefficient of oxygen. According to the assumption that the void spaces are filled by liquid water, oxygen can diffuse to the surface of the agglomerate by two routes: within the void spaces flooded by water and ionomer phase. The detailed derivation process of \( D_{O_2}^i \) is presented in ESI†

2.2.6 Boundary conditions. At \( z = 0 \), the oxygen concentration is determined using Henry’s law:\(^{23}\)

\[ C_{O_2}|_{z=0} = \frac{P_{O_2}}{H_{O_2,w}} \]  

(28)

where \( H_{O_2,w} \) is Henry’s constant of oxygen in water. Protons are assumed to be consumed before they reach the GDL/CL boundary.\(^24\) Hence,

\[ \dot{\theta}|_{z=0} = 0 \]  

(29)

At \( z = t_cl \), the current density is equal to the total cell current density

\[ \dot{\theta}|_{z=t_cl} = I_{\text{tot}} \]  

(30)

2.3 Agglomerate radius and electrochemical surface area

According to Ostwald ripening theories, platinum particles undergo the process of dissolution (\( \text{Pt} = \text{Pt}^{2+} + 2e^- \)) and redeposition (\( \text{Pt}^{2+} + 2e^- \rightarrow \text{Pt} \)), which are driven by the tendency to decrease in total surface free energy.\(^{31}\) Consequently, large particles grow at the expense of dissolution of the smaller ones, leading to the increase in the mean radius of platinum particles and the decrease of the particle number. The coarsening of platinum particles\(^{34,35}\) can be written as

\[ r_{t_{Pt}}^3 - r_{0_{Pt}}^3 = \frac{8γC_{Pt}D_{Pt}Q^2}{9RT} \]  

(31)

in which \( D_{Pt} \) is the diffusion coefficient of platinum in ionomer phase fitted to the experimental data of radius.\(^9\) \( \Omega \) is molar volume of Pt. \( C_{Pt} \) is the equilibrium concentration (in units of mol m\(^{-3}\)) of solute Pt\(^{2+}\), which is expressed as follows:

\[ C_{Pt} = \exp \left[ \frac{2F(V_{\text{ave}} - E_{\text{rev,Pt}})}{RT} + \frac{4γ\Omega}{r_{t_{Pt}}RT} \right] \times 10^{-3} \]  

(32)

where \( E_{\text{rev,Pt}} \) is the reversible potential of platinum decomposition reaction. With the combination of eqn (31) and (32), the radius of platinum particles at any time during startup–shutdown cycles can be calculated.

The exchange current density is calculated based on the effective catalyst surface area \( a_{\text{eff}} \), which is expressed by the platinum loading and ECSA

\[ a_{\text{eff}} = \frac{m_{\text{Pt}}}{t_{cl}} (\text{ECSA}), \]  

(33)

The electrochemical surface area has a great influence on the performance of the CL. Thus, its attenuation under startup–shutdown cycles needs to be reasonably quantified. In this study, ECSA at any time is calculated based on the radius of the Pt particle

\[ (\text{ECSA})_t = \frac{3}{r_{t_{Pt}}}, \]  

(34)

Fig. 2 Schematic of the model framework for predicting the performance of the cathode CL undergoing startup–shutdown cycles and structural parameter optimization. A potential cycling between 1 and 1.5 V_RHE with a sweep rate of 500 mV s\(^{-1}\) is used to simulate startup–shutdown conditions.
where \( \rho_{Pt} \) is the density of platinum.

The agglomerate radius also changes with the potential cycles, which can be related to the radius of the platinum particles. The radius of the agglomerate for degraded CL can be expressed as:

\[
\frac{r_{agg}}{r_{0,agg}} = \frac{r_{Pt}}{r_{0,Pt}}
\]  \hspace{1cm} (35)

2.4 Computation strategy

A coupled carbon corrosion–CL model that considers the influence of carbon corrosion behavior to the structure change of CL was developed to evaluate the effect of the transient operation condition and main parameters of CL. Fig. 2 introduces the detailed solution procedure of the modeling framework built in this study. The initial value of the agglomerate radius, \( r_{0,agg} \), and the thickness of the ionomer film covering an agglomerate, \( \delta_{0,agg} \), are determined by adjusting them until the output results of the agglomerate model comply with the results of experiments. Afterwards, ECSA, the radius of the agglomerate, and structural parameters after \( N \) startup-shutdown cycles are calculated to be the input of agglomerate model. Finally, the governing equations in agglomerate model are solved to obtain the performance of degraded CL.

The carbon corrosion model is used to calculate the loss of mass loading per area of the cathode under different operating conditions and structure parameters. Based on the detachment of Pt particles\(^a\) and collapse of porous structure\(^b\) caused by carbon corrosion, the platinum loading and volume of void space were assumed to decrease proportionally to the carbon load loss for the sake of simplicity. Meanwhile, the ECSA and radius of agglomerate during voltage cycles are obtained according to eqn (34) and (35), respectively, in Section 2.3. The agglomerate model of CL is a performance calculator to obtain the distribution of overpotential, current density, and other parameters. The model establishes the relationship between structural parameters and performance.

3 Results and discussion

3.1 Model validation

In this study, the modeling framework for degradation prediction consists of the carbon corrosion model and the agglomerate model. To have a more rigorous validation process and take the advantage of available test data, two separate experiments from previous literatures will be used to validate two sub-models respectively. In addition, the experimental results of 1000 and 2000 cycles are used to validate the coupled model considering the possible synergies between the two sub-models.

3.1.1 Carbon loss validation. According to the carbon corrosion model, carbon mass loss under different potential conditions can be predicted. Fig. 3 shows the comparison between the simulation results and the experimental data\(^c\) during potential cycles. It was found that the compatibility between experiment data and the model results in ref. 36 is a bit better than this study. We still use a comprehensive model rather than a simplified model because the comprehensive one considers the reactions of several carbon surface oxides which play an important role in the electrochemical oxidation and are necessary for more in-depth research.

Fig. 3 also indicates that the model result is larger than the experimental data when the number of cycles \( N \) is smaller than 1500. As the number of cycles increases, the predicted carbon loss follows the experimental results. This situation probably occurred because the complex reactions of carbon corrosion in the experiment require a transition time for reaction species intake and exhaust, thereby causing the experimental results to be smaller initially. In the experiment, the mass of carbon loss was calculated from the detected concentration of CO\(_2\) measured by non-dispersive infrared spectroscopy (NDIR). The detection of gas is lagging the degradation test (see Fig. 14(a) in ref. 9 and Fig. 6 in ref. 37), but this deviation is not considered in the model, which leads to the simulation results being larger than the experimental results at the beginning.
3.1.2 Performance validation. The performance of cathode CL during startup–shutdown cycles is calculated using the agglomerate model. According to the recommendations of The Fuel Cell Commercialization Conference of Japan, the potential cycling between 1 and 1.5 V_{RHE} with a sweep rate of 500 mV s^{-1} simulates startup–shutdown conditions. As shown in Fig. 4, the polarization curves after 0, 1000, and 2000 cycles are validated. The model results match well with the experimental data for both fresh and degraded CL. It illustrates the performance loss of degraded CL compared with the initial one due to the ECSA decline and radius growth of agglomerate with the increasing number of cycles. Carbon loss rate, as well as ECSA and agglomerate radius are factors affecting simulated performance.

3.2 Effect of operating conditions

3.2.1 Relative humidity. RH is an important parameter in PEMFC operation and affects output performance and degradation during operation. In this study, the minimum value of the range of RH is 40% at which the proton exchange membrane lacks moisture, while the maximum value is 100%, a commonly used value in simulations and experiments.

With decreasing RH, the water content of the proton exchange membrane reduces, leading to reduced protonic conductivity of the membrane phase. As shown in Fig. 5a, a small RH corresponds to poor initial performance of CL. However, RH has the opposite effect on performance degradation under startup–shutdown cycles. As shown in Fig. 5b, increasing RH will increase the VDR. In the carbon corrosion model, RH affects the parameter $p_0$ (see eqn 2). An increase in RH accelerates the carbon corrosion reaction rate, resulting in increased performance losses. Similar conclusions can be found in the article by Takeuchi et al. Therefore, RH is an important parameter for controlling performance and VDR. A PEMFC needs to work at an optimal value of RH. In addition, in the actual situation, a low RH causes the proton exchange membrane to be insufficiently wetted, resulting in a large increase in membrane resistance and contact resistance, which is not considered in this model.

![Fig. 5](image_url) Effects of operating parameters such as (a and b) RH, (c and d) pressure, (e) maximum voltage of the cyclic load, and (f) minimum voltage of cyclic load on initial performance of CL and VDR during cycles. The VDR is the ratio of voltage loss to initial voltage at a current density of 500 mA cm^{-2} (b, d and f) or 1000 mA cm^{-2} (e).
3.2.2 Pressure. Pressure is the second operation parameter that is studied. Pressure appears to have a great influence on the performance. Fig. 5c shows that as the pressure increases from 1 atm to 4 atm, the voltage at a current density of 500 mA cm$^{-2}$ increases from 0.74 V to 0.83 V. Such a result can be explained by the increase in the equilibrium potential of oxygen reduction reaction (ORR) and the supplied oxygen concentration. In the simulation of Khajeh-Hosseini-Dalasm et al., oxygen can only penetrate the CL for a short distance, indicating that most of the catalyst is not utilized. Therefore, increasing the gas pressure can increase the oxygen concentration, thereby increasing the utilization of platinum in the CL and obtaining better performance.

As for performance degradation, pressure does not affect carbon corrosion in this study. The different results shown in Fig. 5d indicate that the initial performance vary under different pressures while the voltage loss is the same.

3.2.3 Maximum and minimum voltage of the cyclic load. In this section, the effects of varying maximum or minimum values on performance degradation were studied, although the startup–shutdown cycle potential is between 1 and 1.5 V\text{RHE} with a sweep rate of 500 mV s$^{-1}$ according to the standard of the accelerated stress test. Note that when the maximum or minimum value changes, the sweep speed changes while the period is fixed at 2 s. For instance, when $U_{\text{max}}$ decreases from 1.5 V to 1.48 V, $U_{\text{min}}$ remains constant at 1 V, and the sweep speed is set to 480 mV s$^{-1}$.

As shown in Fig. 5e, the maximum voltage $U_{\text{max}}$ has a great influence on VDR. The slight decrease in $U_{\text{max}}$ causes VDR to drop sharply. The same influence trend was also proposed in the research of Dhanushkodi et al.\cite{36} When PEMFC starts and stops, the generated hydrogen–oxygen interface causes the cathode to suffer from an abnormally high potential of about 1.5 V. As $U_{\text{max}}$ decreases, the rate of carbon corrosion reactions decreases exponentially. Moreover, the increase in the radius of platinum particles will reduce the ECSA and increase the radius of the aggregates, which will decrease the CL performance. The increase rate of the platinum particle radius decreases with the reduction of $U_{\text{max}}$. The combination of the above two points results in slow performance degradation as $U_{\text{max}}$ decreases.

Fig. 6  Effect of (a and b) carbon loading, (c and d) platinum loading, and (e and f) ionomer fraction in agglomerate on the initial performance of CL and VDR during cycles. The VDR is the ratio of voltage loss to initial voltage at a current density of 500 mA cm$^{-2}$. 
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Fig. 5f illustrates that reducing $U_{\text{min}}$ can also reduce performance degradation. The same reason is that its decrease reduces carbon corrosion and slows the growth of platinum particle radius. Similarly, in the study of Gallagher et al., the carbon corrosion caused by lower voltage is weaker.

3.3 Effect of structural parameters

In this section, a parametric study is performed to provide guidance for the optimum design of CL expected to possess both excellent initial performance and resistance to degradation. Therefore, the effect of following key structural parameters on initial voltage and VDR are studied: (1) carbon loading, $m_{C}$; (2) platinum loading, $m_{Pt}$; (3) ionomer fraction in agglomerate, $L_{i,agg}$.

3.3.1 Carbon loading. Carbon is used to support the catalyst through which electrons are transferred and is a major component in the CL. The electronic conductivity increases as the carbon loading increases. However, this improvement has been limited by the high electron conductivity in the solid phase. More obviously, the porosity reduction caused by the increase in carbon loading results in the increased resistance of oxygen transmission, thereby increasing the overpotential and reducing the cell performance. To study the effect of carbon loading on the CL performance and degradation, simulations are performed at different carbon loadings in the range of 0.3–0.5 mg cm$^{-2}$. The results are shown in Fig. 6.

Fig. 6a shows that the initial performance decreases with the increase in carbon loading when other parameters are fixed. The increase in carbon loading leads to the increase in solid phase (Pt/C) and the reduction in CL porosity. As a result, electronic conductivity increases and the diffusion coefficient of oxygen decreases. Their net effect is a lower cell voltage at different current density. Moreover, the polarization curves corresponding to 0.3 and 0.35 mg cm$^{-2}$ are close to overlap. This finding suggests that excessive reduction of carbon loading has little effect on performance.

In addition, small porosity of the CL corresponds to a great impact when recession occurs. Fig. 6b illustrates that the VDR of different startup–shutdown cycles increases as the carbon loading increases. This condition occurs because the CL with low porosity is more likely to produce closed pores, resulting in a high resistance of oxygen transport. Notably, the VDR for cases of 0.3 and 0.35 mg cm$^{-2}$ are almost the same.

3.3.2 Platinum loading. The noble metal platinum together with the carbon support constitutes the solid phase in CL. Platinum is scarce and costly; thus, many studies aim to reduce platinum load while ensuring excellent performance. Currently, the platinum loading of many commercial catalysts can be reduced to about 0.2 mg cm$^{-2}$. For low platinum loading MEA, this value can be 0.05 mg cm$^{-2}$ or even lower. In this parametric study, the effect of platinum load was studied with a range of 0.05–0.3 mg cm$^{-2}$. With the increase in platinum loading, the performance of CL was slightly improved, but was less sensitive than that of carbon loading. That's the reason to increase the data interval. The increase in platinum loading also leads to an increase in solid phase and a decrease in CL porosity. However, these two volumetric changes are less obvious than those in the study on carbon loading because platinum is much denser than carbon.

In addition, the effective platinum surface area per unit CL volume increases with increased platinum loading. Therefore, the ORR rate increases and hence enhances the performance. Likewise, increasing platinum load continuously has less impact on performance improvement, as shown in Fig. 6c. When platinum loading changes from 0.1 to 0.2 mg cm$^{-2}$, the voltage at 500 mA cm$^{-2}$ increases by 22 mV, while from 0.2 to 0.3 mg cm$^{-2}$, the value is 12 mV. This result indicates that boosting performance by increasing platinum load is not optimal when considering the cost. Cho et al. and Khajeh-Hosseini-Dalasm et al. have made similar conclusions.

As shown in Fig. 6d, the VDR decreased slightly with the increase in platinum loading. Actually, the voltage loss of different platinum loading has little difference. The difference in initial voltage is what causes VDR to vary. The VDR of 0.05 and 0.3 mg cm$^{-2}$ after 5000 cycles is 13.17% and 12.13%, respectively.

![Fig. 7](image) Performance and degradation comparison of different combinations of parameters. The normalized voltage is the ratio of degraded voltage to initial voltage at a current density of 500 mA cm$^{-2}$. 
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respectively. Compared with the data in Fig. 6a, the effect of platinum loading on voltage loss is less sensitive than carbon loading.

### 3.3.3 Ionomer fraction in the agglomerate

The ionomer phase in the CL is the site of proton conduction. In this model, the volume fraction of ionomer in CL is calculated using eqn S5. Thus, the ionomer fraction in agglomerate was studied instead of the overall fraction in CL. The performance curve and a bar chart of voltage decay for various ionomer fraction in agglomerate are shown in Fig. 6e. Different from the case of carbon loading and platinum loading, the effect of ionomer fraction in agglomerate on CL is more complex; an optimal value of $L_{\text{agg}}$ exists for both the best initial performance and lowest degradation rate.

A rise in the cell voltage at 500 mA cm$^{-2}$ is observed when $L_{\text{agg}}$ is increased from 0.45 to 0.5. As its value continues to increase, the voltage drops back to a level that is much lower than in the case of 0.45. The simulation of Srinivasarao et al. obtained similar results. The influence of ionomer fraction on the performance has positive and negative effects; with the increase in ionomer fraction, the proton transfer capacity of CL is improved. However, the high ionomer fraction can lead to water affinity of the electrode, which prevents the reaction gas from reaching the active site of the catalyst and causes the water produced by the cathode to be discharged, thus reducing the utilization rate of platinum and causing the electrode to be flooded. In addition, excessive ionomer fraction increases the electron transfer resistance and oxygen diffusion resistance of CL.

The effect of $L_{\text{agg}}$ on VDR during cycles is shown in Fig. 6f. Similar to the initial performance, the VDR decreases first and then increases with increasing $L_{\text{agg}}$. The protonic resistance of CLs with higher ionomer fraction increases more slowly than that of CLs with lower ionomer fraction. However, high ionomer fraction results in less porosity, making CLs more likely to produce closed pores, which then leads to the higher resistance of oxygen transport and more serious degradation of performance.

### 3.4 Design of CL structural parameters

In the parametric study, a variable is changed within a range by keeping other parameters constant. However, the optimum value of each variable is supposed to vary with changes in the other structural parameters. Therefore, cases of different combinations of parameters are performed for integrated optimum design of CL. As shown in Fig. 7, the initial performance and resistance of degradation are described by the initial voltage $U_0$ and the normalized voltage $U' / U_{0i}$, respectively. $U_0$ and $U'$ are the voltage at 500 mA cm$^{-2}$ of pristine CL and degraded CL after 5000 cycles, respectively.

We expect to prepare CL with both excellent initial performance and resistance to degradation. Fig. 7 indicates that, regardless of cost, a satisfactory CL requires proper ionomer fraction, low carbon loading, and high platinum loading within the range of our parametric study. If the structure parameters of CL are in circle range, then its performance and ability to resist degradation will be satisfactory. Furthermore, the optimal value of the ionomer fraction in agglomerate depends on the values of carbon loading and platinum loading. In this study, the parameters of the best CL are $m_C = 0.3$ mg cm$^{-2}$, $m_{\text{Pt}} = 0.3$ mg cm$^{-2}$, and $L_{\text{agg}} = 0.55$. Table 4 shows the comparison of the model results with the optimization parameters in some literatures. The model predicts the optimal structural parameters well. It should be noted that the Nafton content $L_2$ of this study is calculated by $L_{\text{agg}}$ (see eqn S5 for specific calculation). What’s more, few factors can be studied in a single experiment limited by time and cost. Simulation work of this study just makes up for this shortcoming.

### 4 Conclusions

In this study, an analytical modeling framework is established to predict the performance degradation of cathode CL during startup–shutdown cycles. The carbon corrosion model, together with assumptions that the platinum loading and volume of void space decrease proportionally to the carbon load loss, is used to calculate the changes in structural parameters. The ECSA is calculated by its relation with platinum radius. The output of structural parameters and ECSA is then used in the agglomerate model to predict the performance of CL after any number of cycles. The results of the model match well with the experimental data. After model validation, the effect of several operational and structural parameters is investigated in a parametric study. The operating parameters include RH, pressure, and maximum and minimum voltage of the cyclic load, while structural parameters cover carbon loading, platinum loading, and ionomer fraction in agglomerate. On the basis of this work, the following conclusions can be made:

- Increasing gas pressure can improve CL performance and reduce VDR due to the increase in oxygen supply concentration. A suitable value of RH is required in practical operation. Higher maximum voltage and minimum voltage of the cyclic load lead to more significant performance degradation.
- Low carbon loading and high platinum loading can increase initial performance and decrease VDR in general. However, their influence is weak when the carbon loading is smaller than 0.4 mg cm$^{-2}$ and the platinum loading is higher than 0.2 mg cm$^{-2}$.
- Degradation forecast of CL performance during startup–shutdown cycles and guidance for the optimal design of CL can also be achieved through this established computational framework.

The presented modeling framework offers guidelines for the next-generation design and development of a durable catalyst for
automobiles with optimized performance and cost to meet the requirements of the ever-demanding industry applications of the future.
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