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Abstract

The uniform spanning forest measure (USF) on a locally finite, infinite connected graph \( G \) with conductance \( c \) is defined as a weak limit of uniform spanning tree measure on finite subgraphs. Depending on the underlying graph and conductances, the corresponding USF is not necessarily concentrated on the set of spanning trees. Penman\[2,1\] showed that on \( \mathbb{Z}^d \), equipped with the unit conductance \( c = 1 \), USF is concentrated on spanning trees if and only if \( d \leq 4 \). In this work we study the USF associated with conductances induced by \( \lambda \)-biased random walk on \( \mathbb{Z}^d \), \( d \geq 2 \), \( 0 < \lambda < 1 \), i.e., conductances are set to be \( c(e) = \lambda^{-|e|} \), where \( |e| \) is the graph distance of the edge \( e \) from the origin. Our main result states that in this case USF consists of finitely many trees if and only if \( d = 2 \) or \( 3 \). More precisely, we prove that the uniform spanning forest has \( 2^d \) trees if \( d = 2 \) or \( 3 \), and infinitely many trees if \( d \geq 4 \). Our method relies on the analysis of the spectral radius and the speed of the \( \lambda \)-biased random walk on \( \mathbb{Z}^d \).
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1 Introduction and main results

Let \( G := (V(G), E(G)) \) be a locally finite, connected infinite graph and fix a vertex \( o \) in \( G \) as root. For \( x \in V(G) \), let \( |x| \) be the graph distance of \( x \) from \( o \). We define, for \( n \geq 0 \),

\[
B_G(n) := \{ x \in V(G) : |x| \leq n \}, \quad \partial B_G(n) := \{ x \in V(G) : |x| = n \}.
\]

Let \( \lambda > 0 \). The \( \lambda \)-biased random walk, or \( RW_\lambda \), is a random walk on \( (G, o) \) with transition probabilities: for \( y \) adjacent to \( x \),

\[
p_\lambda(x, y) = \begin{cases} \frac{1}{d_x} & \text{if } x = o, \\ \frac{\lambda}{d_x + (\lambda - 1)d_x} & \text{if } x \neq o \text{ and } |y| = |x| - 1, \\ \frac{1}{d_x + (\lambda - 1)d_x} & \text{otherwise}. \end{cases} \tag{1.1}
\]

Here \( d_x \) is the degree of vertex \( x \), and \( d_x^- \) (resp. \( d_x^0 \)) is the number of edges connecting \( x \) to \( \partial B_G(|x| - 1) \) (resp. \( \partial B_G(|x|) \)). Note that \( d_x^- \geq 1 \) if \( x \neq o \), and \( d_x^0 = d_x^- = 0 \). When \( \lambda = 1 \), \( RW_\lambda \) is the usual simple random walk on \( G \). For general properties of biased random walks on graphs we refer to \[16\] and \[19\].

In this work we study the uniform spanning forest on the network associated with \( RW_\lambda \). It relies on the analysis of the spectral radius and the speed of the walk. More specifically, we focus on the spectral radius and the speed of \( \lambda \)-biased random walk on the \( d \)-dimensional lattice \( \mathbb{Z}^d \), and always assume \( 0 < \lambda < 1 \), unless it is stated otherwise.

From (1.1) one can see that \( RW_\lambda \) on \( \mathbb{Z}^d \) is closely related to the drifted random walk on \( \mathbb{Z}^d \), whose distribution is given by convolutions of step distribution

\[
\mu(e_1) = \cdots = \mu(e_d) = \frac{1}{d(1 + \lambda)}, \quad \mu(-e_1) = \cdots = \mu(-e_d) = \frac{\lambda}{d(1 + \lambda)}, \tag{1.2}
\]

where \( \{e_1, \ldots, e_d\} \) is the standard basis of \( \mathbb{Z}^d \). Before exiting from one of the \( 2^d \) open orthants, the \( \lambda \)-biased random walk and drifted random walk have the same distributions. This fact is crucial for the analysis of spectral radius, speed and intersection properties of \( \lambda \)-biased random walks on \( \mathbb{Z}^d \).
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However, $\lambda$-biased random walks exhibit quite different behavior from drifted random walk when they hit some axial hyperplane or the boundary of the orthant.

Let $(X_n)$ be the RW$_\lambda$ on $\mathbb{Z}^d$ and $p^{(n)}_\lambda(x, y) = \mathbb{P}_x(X_n = y)$ be the $n$-step transition probability of $X_n$, where $\mathbb{P}_x$ is the law of RW$_\lambda$ starting at $x$. The spectral radius $\rho(\lambda)$ of RW$_\lambda$ is defined to be the reciprocal of the convergence radius for the Green function

$$G_\lambda(x, y|z) := \sum_{n=0}^\infty p^{(n)}_\lambda(x, y)z^n.$$ 

Clearly, $\rho(\lambda)$ does not depend on the choices of $x$ and $y$, and can be expressed as

$$\rho(\lambda) := \limsup_{n \to \infty} [p^{(n)}_\lambda(o, o)]^{1/n}.$$ 

Define the speed $S(\lambda)$ of RW$_\lambda$ by

$$S(\lambda) := \lim_{n \to \infty} \frac{|X_n|}{n},$$ 

provided the limit exists almost surely.

There are many deep and important questions related to how the spectral radius and the speed depend on the bias parameter $\lambda$. Lyons, Pemantle and Peres [15] asked whether the speed of RW$_\lambda$ on the supercritical Galton–Watson tree without leaves is strictly decreasing. This has been confirmed for $\lambda$ lying in some regions (cf. [4, 2, 1, 20]), but still remains open for general values of $\lambda$. For the supercritical Galton–Watson tree with leaves, the speed is expected ([3, Section 3]) to be unimodal in $\lambda$ (due to presence of traps). On lamplighter graph $\mathbb{Z} \times \sum_{x \in \mathbb{Z}} \mathbb{Z}_2$, the speed of RW$_\lambda$ is positive if and only if $1 < \lambda < (1 + \sqrt{5})/2$; see [14].

We are ready to state our first main result. Its proof is given in Section 2.

**Theorem 1.1.** Let $\lambda \in (0, 1)$ and let $(X_n)$ be RW$_\lambda$ on $\mathbb{Z}^d$.

(i) The spectral radius is $\rho(\lambda) = \frac{2 - \sqrt{3}}{\lambda} < 1$.

(ii) The speed exists, and equals $S(\lambda) = \frac{1}{\lambda}$. 

It is straightforward from the expressions above that the spectral radius is strictly increasing in $\lambda$ and speed is strictly decreasing in $\lambda$.

We now turn to the main topic of the paper, namely, the study of the uniform spanning forest of the network associated with the RW$_\lambda$, by applying Theorem 1.1. Viewing $G = (V(G), E(G))$ as an infinite network with appropriate conductances on its edges, the uniform spanning forest measures are defined as weak limit of uniform spanning tree measures of finite subgraphs of $G$. The limit can be taken with either free or wired boundary conditions, yielding the free uniform spanning forest measure (denoted by FSF) and the wired uniform spanning forest measure (WSF), respectively. In general, FSF stochastically dominates WSF on any infinite network. If they coincide, we call them the uniform spanning forests (USF) for simplicity. For more details, see Section 4 (or [16]).

Both FSF and WSF on an infinite network are concentrated on the set of spanning forests with the property that every tree (i.e., the connected component) in the forest is infinite. When $\lambda = 1$, the remarkable result of Pemantle [17] (see also [16]) states that USF on $\mathbb{Z}^d$ has a single tree for $d \leq 4$ and has infinitely many trees for $d \geq 5$. By [6, Theorem 9.4], this type of phase transition depending on the dimension has a deep connection with the well-known intersection property of independent simple random walks on $\mathbb{Z}^d$, namely, two independent simple random walks on $\mathbb{Z}^d$ intersect infinitely often if $d \leq 4$ and finitely many times if $d \geq 5$; see for example Lawler [11, 12]. We show that there is a phase transition for the number of trees in the USF on the network associated with RW$_\lambda$ on $\mathbb{Z}^d$ with $0 < \lambda < 1$, while the critical dimension is reduced from 4 to 3.

**Theorem 1.2.** Let $\lambda \in (0, 1)$. Almost surely, the number of trees in the uniform spanning forest associated with RW$_\lambda$ on $\mathbb{Z}^d$ is $2^d$ if $d = 2$ or 3, and is infinite if $d \geq 4$. 


Theorem 1.2 is (restated and proved) in Section 4. As we mentioned before, an important step in the proof is to determine the number of intersections of two independent random walks. We state the result below and its proof is given in Section 3.

**Theorem 1.3.** Assume \( \lambda \in (0, 1) \). Let \((Z_n)_{n=0}^\infty\) and \((W_n)_{n=0}^\infty\) be independent drifted random walks on \( \mathbb{Z}^d \) with the same step distribution \( \mu \) given by (1.2), starting at \( z_0 \) and \( w_0 \) respectively. Then almost surely, 
\[
|\{Z_m; \ m \geq 0\} \cap \{W_n; \ n \geq d \}| \text{ is finite for } d \geq 4 \text{ and infinite for } d \leq 3.
\]

The rest of the paper is organised as follows. In Section 2, we prove sharp estimates for the \( n \)-step transition probability and the strong law of large numbers of \( \text{RW}_\lambda \) on \( \mathbb{Z}^d \). The statements for the spectral radius and the speed in Theorem 1.1 are direct consequences. The number of intersections of two independent drifted (or biased) random walks is studied in Section 3. In Section 4 we consider the uniform spanning forests associated with \( \text{RW}_\lambda \), and prove Theorem 1.2.

## 2 Spectral radius and speed

In this section, we prove Theorem 1.1 for \( \text{RW}_\lambda \) on \( \mathbb{Z}^d \). In fact, we obtain sharp estimates for the \( n \)-step transition probability (Theorem 2.1), and establish a strong law of large numbers (Theorem 2.4). Theorem 1.1 is a straightforward consequence of Theorems 2.1 and 2.4.

For positive functions \( f \) and \( g \) on \( \mathbb{N} \), we write \( f \asymp g \) if there is a constant \( c > 0 \) such that \( c^{-1}g(n) \leq f(n) \leq cg(n) \) for all \( n \in \mathbb{N} \), and write \( f \sim g \) if \( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 1 \).

**Theorem 2.1.** Let \( \lambda \in (0, 1) \), and let \((X_n)\) be \( \text{RW}_\lambda \) on \( \mathbb{Z}^d \). Then
\[
p^{(2n)}(\ell, \ell) \leq \left( \frac{2\sqrt{\lambda}}{1+\lambda} \right)^{2n} \frac{1}{n^{d/2}}.
\]

In particular, the spectral radius equals \( \rho(\lambda) = \frac{2\lambda}{1+\sqrt{\lambda}} < 1 \), and is strictly increasing in \( \lambda \).

The proof of Theorem 2.1 relies on the following lemma, which is motivated by [18, Exercise 1.7].

For \( 0 \leq k < n \), let \( B_{n,k} \) be the set of paths \((x_0, \ldots, x_{2n})\) taking values in \( \mathbb{Z} \) with \( x_0 = 0 = x_{2n} \) and \( \# \{i \colon 1 \leq i \leq 2n, x_i = 0\} = k + 1 \). Here and throughout, by a path we mean \( |x_i - x_{i-1}| = 1 \) for all \( i \) (in other words, it is a possible trace of a simple random walk), and \( 2n \) is called the length of the path.

**Lemma 2.2.** There is a positive constant \( c \) such that \( |B_{n,k}| \leq \frac{k^{3/2}4^n}{n^{3/2}} \) for \( n \in \mathbb{N} \) and \( k \in [0, n] \).

**Proof.** The lemma holds if \( k = 0 \) (\( |B_{n,k}| = 0 \) in this case), or if \( k \geq \frac{3}{2} \) (using the trivial inequality \( |B_{n,k}| \leq 2^n \)).

Assume now \( 0 < k < \frac{3}{2} \). For \( \ell \geq 1 \), let \( C_{\ell} = \frac{1}{\ell+1} \binom{2\ell}{\ell} \) be the \( \ell \)-th Catalan number. The number of paths \((x_0, \ldots, x_{2\ell})\) on \( \mathbb{Z} \) with length \( 2\ell \) such that \( x_0 = x_{2\ell} = 0 \in \mathbb{Z} \) and that \( x_i \neq 0 \) for \( 1 \leq i \leq 2\ell - 1 \) is \( 2C_{\ell-1} \); such paths are the so-called excursions. By splitting the paths in \( B_{n,k} \) into excursions, we see that
\[
|B_{n,k}| \leq \sum_{n_1 + \cdots + n_k = n \atop n_i \geq 1, 1 \leq i \leq k} (2C_{n_1-1})(2C_{n_2-1}) \cdots (2C_{n_k-1}) = 2^k \sum_{n_1 + \cdots + n_k = n \atop n_i \geq 1, 1 \leq i \leq k} C_{n_1-1}C_{n_2-1} \cdots C_{n_k-1}.
\]

Since \( n_i \geq \frac{3}{2} \) for some \( i \), we have that
\[
|B_{n,k}| \leq 2^k \sum_{n_1 + \cdots + n_k = n \atop n_i \geq 1, 2 \leq i \leq k, n_1/n} C_{n_1-1}C_{n_2-1} \cdots C_{n_k-1} = 2^k \sum_{n_2 + \cdots + n_k \leq n-(n/k) \atop n_i \geq 1, 2 \leq i \leq k} C_{n_2-1} \cdots C_{n_k-1}.
\]
Recall that ([8]) $C_{\ell} < \frac{4^\ell}{(\ell + 1)(\pi \ell)^{2\ell}}$ for all $\ell$. So $C_{n-n_2-\cdots-n_k-1} \leq \frac{4^{n-n_2-\cdots-n_k-1}}{(n-n_2-\cdots-n_k-1)^{1/2}}$, which is bounded by $\frac{4^{n-n_2-\cdots-n_k-1}}{\pi (n - k - 1)^{1/2}}$ if $n_2 + \cdots + n_k \leq n - \frac{n}{k}$. Accordingly,

$$|B_{n,k}| \leq \frac{n}{\pi} \frac{k}{(n - k - 1)^{1/2}} \sum_{n_2 + \cdots + n_k \leq n - \frac{n}{k}} \frac{C_{n_2-1} \cdots C_{n_k-1}}{4^{n_2} \cdots 4^{n_k}} \leq \frac{k}{\pi} \frac{4^{n-1}}{(n - k - 1)^{1/2}} \left( \sum_{m=1}^{\infty} \frac{C_{m-1}}{4^m} \right)^{k-1}.$$  

Recall that the generating function of $C_{\ell}$ is

$$\sum_{\ell=0}^{\infty} C_{\ell} x^\ell = \frac{1 - 2\sqrt{1-x}}{2x}, \quad x \in \left[ -\frac{1}{4}, \frac{1}{4} \right],$$

from which it follows that $\sum_{\ell=0}^{\infty} \frac{C_{\ell}}{4^{\ell+1}} = \frac{1}{2}$. Hence

$$|B_{n,k}| \leq \frac{k}{\pi} \frac{4^{n-1}}{(n - k - 1)^{1/2}} \frac{1}{2^{k-1}} = \frac{k}{\pi} \frac{4^{n-1}}{(n - k - 1)^{1/2}}.$$

Since $0 < k < \frac{n}{2}$, we have $(\pi(n - k - 1)^{1/2} = (\frac{\pi}{2})(1 - \frac{n}{4})^{1/2} \geq (\frac{n}{4})^{1/2}$, so that $|B_{n,k}| \leq \frac{2^{3/2}k^{5/2}2^{n-1}}{\pi^2 n^{3/2}}$ as desired.

**Proof of Theorem 2.1. Step 1.** We first show the lower bound for $p_{\lambda}^{(2n)}(o, o)$.

Let $n > d$. We get a lower bound for $p_{\lambda}^{(2n)}(o, o)$ by considering only the paths starting at $o$ that reach $(1, \ldots, 1)$ at step $d$ (which happens with probability greater than or equal to $\left(\frac{1}{d(1+\lambda)}\right)^d$), then stay in the first open orthant $\{x = (x_1, \ldots, x_d) \in \mathbb{Z}^d : x_i > 0, 1 \leq i \leq d\}$ for the next $2(n-d)$ steps and end up at $(1, \ldots, 1)$ again (of which we are going to estimate the probability), and finally return to $o$ at step $2n$ (which happens with probability greater than or equal to $\left(\frac{\lambda}{d(1+\lambda)}\right)^d$). To compute the probability that, starting at $(1, \ldots, 1)$, the walk stays in the first open orthant for $2(n-d)$ steps and ends up at $(1, \ldots, 1)$, we observe, by decomposing the paths into excursions as in the proof of Lemma 2.2, that the total number of possible such paths is at least

$$\sum_{n_1 + \cdots + n_d = n - d} \binom{2n}{2n_1, \ldots, 2n_d} C_{n_1} \cdots C_{n_d},$$

where $C_{\ell}$ denotes as before the Catalan number, and $\binom{2n}{2n_1, \ldots, 2n_d} := \frac{(2n)!}{(2n_1)!(2n_2)\cdots(2n_d)!}$ is the multinomial coefficient. By definition, the transition probability that RW$_\lambda$, along such paths, steps forward (resp. backward) along each coordinate in the first open orthant is $\frac{1}{d(1+\lambda)}$ (resp. $\frac{\lambda}{d(1+\lambda)}$), with the number of both forward and backward steps being $n - d$. Consequently,

$$p_{\lambda}^{(2n)}(o, o) \geq \left(\frac{1}{d(1+\lambda)}\right)^d \left(\frac{\lambda}{d(1+\lambda)}\right)^d \sum_{n_1 + \cdots + n_d = n - d} \binom{2n}{2n_1, \ldots, 2n_d} C_{n_1} \cdots C_{n_d} \left(\frac{1}{d(1+\lambda)}\right)^{n-d} \left(\frac{\lambda}{d(1+\lambda)}\right)^{n-d}$$

$$= \frac{\lambda^n}{d(1+\lambda)^{2n}} \sum_{n_1 + \cdots + n_d = n - d} \binom{2n}{2n_1, \ldots, 2n_d} C_{n_1} \cdots C_{n_d}.$$  

Since $C_{\ell} = \frac{1}{\pi}(2\ell)^n$, and $(n_1 + 1) \cdots (n_d + 1) \leq (n + 1)^d$, we get

$$p_{\lambda}^{(2n)}(o, o) \geq \frac{\lambda^n}{d(1+\lambda)^{2n}} \frac{1}{(n + 1)^d} \sum_{n_1 + \cdots + n_d = n - d} \binom{2n}{2n_1, \ldots, 2n_d} \binom{2n_1}{n_1} \cdots \binom{2n_d}{n_d}.$$
Note that \( \sum_{n_1, \ldots, n_d = n} \binom{2n}{n_1, \ldots, n_d} \) equals \( (2d)^2 \eta^{2n} q^{2n-2d}(o, o) \), where \( q^{(2k)}(o, o) \) is the \( (2k) \)-step transition probability, from \( o \) to \( o \), of the (unbiased) simple random walk on \( \mathbb{Z}^d \). Since \( k^{d/2} q^{(2k)}(o, o) \) converges, as \( k \to \infty \), to a strictly positive limit ([12, Theorem 1.2.1]), it follows that for some constant \( c_1 > 0 \) (depending on \( d \) and on \( \lambda \)) and all sufficiently large \( n \),

\[
p_{\lambda}^{(2n)}(o, o) \geq c_1 \left( \frac{2\lambda^{1/2}}{1 + \lambda} \right)^{2n} \frac{1}{(n + 1)^d n^{d/2}},
\]
yielding the desired lower bound for \( p_{\lambda}^{(2n)}(o, o) \).

**Step 2.** It remains to prove the upper bound for \( p_{\lambda}^{(2n)}(o, o) \).

Let \( \mathcal{P}_{2n} \) be the set of paths from \( o \) to \( o \) on \( \mathbb{Z}^d \) with length \( 2n \). For \( \gamma := o \omega_1 \omega_2 \cdots \omega_{2n-1} o \in \mathcal{P}_{2n} \), let

\[
\mathbb{P}(\gamma, \lambda) := p_{\lambda}(o, \omega_1) p_{\lambda}(\omega_1, \omega_2) \cdots p_{\lambda}(\omega_{2n-1}, o),
\]

which stands for the transition probability of \( \text{RW}_{\lambda} \) along \( \gamma \). Define, for \( 1 \leq i \leq d \), the projection \( \phi_i : \mathbb{Z}^d \to \mathbb{Z} \) by \( \phi_i(y) := y_i \) for \( y := (y_1, \ldots, y_d) \in \mathbb{Z}^d \). Let \( \gamma_i \) be the path on \( \mathbb{Z} \) obtained from \( \phi_i(\gamma) := \phi_i(o) \phi_i(\omega_1) \cdots \phi_i(\omega_{2n-1}) \phi_i(o) \) by deleting all moves. Let \( n(\gamma) \) and \( n(\gamma_i) \) be respectively the numbers of hits (but excluding the initial hit) to the axial hyperplanes of \( \gamma \) and \( \gamma_i \); hence \( n(\gamma) \) and \( n(\gamma_i) \) are odd numbers, with \( n(\gamma) \geq 2 \) (due to the initial and ending positions), and

\[
n(\gamma) \geq n(\gamma_1) + \cdots + n(\gamma_d).
\]

Consider the first \( 2n \) steps of \( \text{RW}_{\lambda} \) along the path \( \gamma \). Each time the walk is inside some open orthant, the transition probability for the next step is either \( \frac{1}{d(1 + \lambda)} \) or \( \frac{1}{d(1 + \lambda)} \), whereas each time it hits an axial hyperplane (which happens \( n(\gamma) \) times by definition), the transition probability is of the form \( \frac{1}{d + k + (d - k)\lambda} \) (with \( 1 \leq k \leq d \)) or \( \frac{1}{d + k + (d - k)\lambda} \) (with \( 1 \leq k \leq d - 1 \)). Note that \( d + k + (d - k)\lambda \geq (1 + \lambda) + 1 - \lambda \). The total number of probability terms of the form \( \frac{1}{d + k + (d - k)\lambda} \) or \( \frac{1}{d + k + (d - k)\lambda} \) is exactly \( n \), so is the total number of probability terms of the form \( \frac{1}{d + k + (d - k)\lambda} \). Therefore, writing \( \eta := \frac{d(1 + \lambda)}{d(1 + \lambda) + 1 - \lambda} \in (0, 1) \), we get, for \( \gamma \in \mathcal{P}_{2n} \),

\[
\mathbb{P}(\gamma, \lambda) \leq \eta^n(\gamma) \left( \frac{1}{d(1 + \lambda)} \right)^n \left( \frac{\lambda}{d(1 + \lambda)} \right)^n \leq \eta^{n(\gamma_1) + \cdots + n(\gamma_d)} \left( \frac{\sqrt{\lambda}}{d(1 + \lambda)} \right)^{2n}.
\]

Let \( \mathcal{P}_{2n}^0 \subset \mathcal{P}_{2n} \) be the set of paths \( \gamma \) that is contained in the hyperplane \( \{(x_1, \ldots, x_d) \in \mathbb{Z}^d : x_i = 0\} \) for some \( 1 \leq i \leq d \). By definition, \( n(\gamma) = 2n \) for \( \gamma \in \mathcal{P}_{2n}^0 \). Since \( \#\mathcal{P}_{2n}^0 \leq \#\mathcal{P}_{2n} \leq (2d)^{2n} \), we have

\[
\sum_{\gamma \in \mathcal{P}_{2n}^0} \mathbb{P}(\gamma, \lambda) \leq (2d)^{2n} \eta^{2n} \left( \frac{1}{d(1 + \lambda)} \right)^n \left( \frac{\lambda}{d(1 + \lambda)} \right)^n = \left( \frac{2\sqrt{\lambda}}{d(1 + \lambda)} \right)^{2n}. \tag{2.2}
\]

We now consider the case \( \gamma \in \mathcal{P}_{2n} \setminus \mathcal{P}_{2n}^0 \). By Lemma 2.2,

\[
\sum_{\gamma \in \mathcal{P}_{2n} \setminus \mathcal{P}_{2n}^0} \eta^{n(\gamma_1) + \cdots + n(\gamma_d)} \leq c \sum_{n_1 + \cdots + n_d = n} \frac{2n}{n_1, \ldots, n_d} \prod_{j=1}^{n_d} \eta^{k_j} \frac{k_j^{5/2} 4^{n_j}}{n_j^{3/2}}
\leq c \left( \sum_{k=1}^{\infty} \eta^{k} k^{5/2} \right)^{4^n} \sum_{n_1 + \cdots + n_d = n} \frac{2n}{n_1, \ldots, n_d} \prod_{j=1}^{n_j} n_j^{-3/2}.
\]

In view of (2.2), we obtain, with \( c_2 := c \left( \sum_{k=1}^{\infty} \eta^{k} k^{5/2} \right)^{d} < \infty \),

\[
\sum_{\gamma \in \mathcal{P}_{2n} \setminus \mathcal{P}_{2n}^0} \mathbb{P}(\gamma, \lambda) \leq c_2 \left( \frac{2\sqrt{\lambda}}{d(1 + \lambda)} \right)^{2n} \sum_{n_1 + \cdots + n_d = n} \frac{2n}{n_1, \ldots, n_d} \prod_{j=1}^{n_j} n_j^{-3/2}. \tag{2.4}
\]
To study the expression on the right-hand side, we consider (unbiased) simple random walk on $\mathbb{Z}^d$, and let $S_i$ be the number of steps among the first $2n$ steps that are taken in the $i$-th coordinate. For $n_1 + \cdots + n_d = n$ with $n_i \in \mathbb{Z}_+$ (for all $i$),

$$\mathbb{P}(S_i = 2n_i, \ 1 \leq i \leq d) = d^{-2n} \left( \begin{array}{c} 2n \\ 2n_1, \ldots, 2n_d \end{array} \right).$$

By [18, Lemma 1.4], there exist constants $c_3 > 0$ and $c_4 > 0$, depending only on $d$, such that

$$\sum_{n_1 + \cdots + n_d = n} \mathbb{P}(S_i = 2n_i, \ 1 \leq i \leq d) \leq c_3 \exp(-c_4 n).$$

Hence

$$d^{-2n} \sum_{n_1 + \cdots + n_d = n, n_i \geq 1, 1 \leq i \leq d} \left( \begin{array}{c} 2n \\ 2n_1, \ldots, 2n_d \end{array} \right) \prod_{j=1}^d n_j^{-3/2} \leq c_3 \exp(-c_4 n) + \sum_{n_1 + \cdots + n_d = n, n_i \in \left[ \frac{3n}{5}, \frac{4n}{5} \right], 1 \leq i \leq d} \mathbb{P}(S_i = 2n_i, \ 1 \leq i \leq d) \prod_{j=1}^d n_j^{-3/2}.$$

Consider the sum on the right-hand side. Since $n_i \in \left[ \frac{3n}{5}, \frac{4n}{5} \right]$ for all $1 \leq i \leq d$, we argue that

$$\prod_{j=1}^d n_j^{-3/2} \leq \left( \frac{d}{n} \right)^{3d/2},$$

so the sum is bounded by

$$\left( \frac{d}{n} \right)^{3d/2} \sum_{n_1 + \cdots + n_d = n, n_i \in \left[ \frac{3n}{5}, \frac{4n}{5} \right], 1 \leq i \leq d} \mathbb{P}(S_i = 2n_i, \ 1 \leq i \leq d) \leq \left( \frac{d}{n} \right)^{3d/2} \leq c_5 n^{-3d/2},$$

for some constant $c_5 > 0$ depending on $d$. Going back to (2.4), we obtain

$$\sum_{\gamma \in \mathcal{P}_{2n} \setminus \mathcal{P}_{2n}^0} \mathbb{P}(\gamma, \lambda) \leq c_2 c_5 \left( \frac{2\sqrt{\lambda}}{1+\lambda} \right)^{2n}.$$ 

In view of (2.3), and since $\eta < 1$ and $p_{\lambda}^{(2n)}(o, o) = \sum_{\gamma \in \mathcal{P}_{2n}} \mathbb{P}(\gamma, \lambda)$, this yields the desired upper bound for $p_{\lambda}^{(2n)}(o, o)$. \hfill $\blacksquare$

Let $\mathcal{X} := \{(x_1, \ldots, x_d) \in \mathbb{Z}^d : x_i = 0 \text{ for some } i\}$. 

**Lemma 2.3.** Almost surely, $\text{RW}_\lambda$ with $\lambda \in (0, 1)$ visits $\mathcal{X}$ only finitely many times.

**Proof.** In dimension $d = 2$, the lemma is a consequence of [10, Proposition 2.1], whose proof relies on properties of Riemann surfaces, and does not seem to be easily extended to higher dimensions.

Let $\lambda \in (0, 1)$. Let $(X_n)_{n=0}^\infty := (|X_1^1|, \ldots, |X_n^d|)_{n=0}^\infty$ be $\text{RW}_\lambda$ on $\mathbb{Z}^d$. Write $Y_n := (|X_n^1|, \ldots, |X_n^d|)$ for $n \in \mathbb{Z}_+$. Then $(Y_n)_{n=0}^\infty$ is a Markov chain on the first orthant $\mathbb{Z}_+^d$. Define

$$\sigma_1 := \inf\{n > 0 : Y_n \in \mathbb{Z}_+^d \setminus \mathcal{X}\}, \quad \tau_1 := \inf\{n > \sigma_1 : Y_n \in \mathcal{X}\},$$

and recursively for $i \geq 2$,

$$\sigma_i := \inf\{n > \tau_{i-1} : Y_n \in \mathbb{Z}_+^d \setminus \mathcal{X}\}, \quad \tau_i := \inf\{n > \sigma_i : Y_n \in \mathcal{X}\},$$

with the convention that $\inf\emptyset := \infty$. Let $(\mathcal{F}_n)_{n=0}^\infty$ be the filtration generated by $(Y_n)_{n=0}^\infty$, i.e., $\mathcal{F}_n := \sigma(Y_1, \ldots, Y_n)$. We claim that
(i) For any $i > 1$, conditioned on $\{\tau_{i-1} < \infty\}$ and $F_{\tau_{i-1}}$, $\sigma_i < \infty$ a.s.

(ii) There exists a constant $0 < q < 1$ such that for any $i \geq 1$, $\mathbb{P}(\tau_i < \infty | \sigma_i < \infty, F_{\tau_i}) \leq q$.

Indeed, conditionally on $\{\tau_{i-1} < \infty\}$ and $F_{\tau_{i-1}}$, $(Y_{\tau_{i-1}+n})_{n=0}^\infty$ is a Markov chain starting at $Y_{\tau_{i-1}}$ with the same transition probability as that of $(Y_n)_{n=0}^\infty$. At each step, the transition probability from a state in $\mathcal{X}' \setminus \{o\}$ to another state in $\mathcal{X}$ is $\frac{d-k}{d+k+(d-k)\lambda}$ for some $1 \leq k \leq d - 1$, which is at most $\frac{(d-1)(1+\lambda)}{(d-1)(1+\lambda)+2} < 1$. Since the number of visits to $o$ in the first $2n$ steps is at most $n$, we have

$$\mathbb{P}(\sigma_i - \tau_{i-1} > 2n | \tau_{i-1} < \infty, F_{\tau_{i-1}}) = \mathbb{P}(Y_{\tau_{i-1}+k} \in \mathcal{X}' \setminus \{o\} | 1 \leq k \leq 2n, \tau_{i-1} < \infty, F_{\tau_{i-1}}) \leq \left( \frac{(d-1)(1+\lambda)}{(d-1)(1+\lambda)+2} \right)^n.$$ 

We get (i) by sending $n$ to $\infty$.

Let $(Z_n)_{n=0}^\infty$ be a drifted random walk on $\mathbb{Z}^d$, starting inside the first open orthant, with the step distribution $\mu$ given by $\mu(e_1) = \cdots = \mu(e_d) = \frac{1}{d(1+\lambda)}$ and $\mu(-e_1) = \cdots = \mu(-e_d) = \frac{\lambda}{d(1+\lambda)}$ (where $\{e_1, \ldots, e_d\}$ is the standard basis in $\mathbb{Z}^d$). Let $\tau := \inf\{n \geq 0 : Z_n \in \mathcal{X}'\}$. Since the walk has a constant drift whose components are all strictly positive, $\mathbb{P}(\tau < \infty) \leq q < 1$ where $q$ depends on $d$ and $\lambda$.

Conditioned on $\sigma_i < \infty$ and $F_{\sigma_i}$, $(Y_{\sigma_i+n}, 0 \leq n < \tau_i - \sigma_i)$ has the same distribution as $(Z_n, 0 \leq n < n \wedge \tau)$. Now (ii) follows readily.

By (i) and (ii), for $i \geq 2$, $\mathbb{P}(\tau_i < \infty) \leq q \mathbb{P}(\tau_{i-1} < \infty)$, hence $\mathbb{P}(\tau_i < \infty) \leq q^i$. The Borel–Cantelli lemma implies that a.s. there are only finitely many $i$’s such that $\tau_i < \infty$. Let $m$ be the largest one. The total number of visits to $\mathcal{X}'$ of $(Y_n)_{n=0}^\infty$ is $\sigma_1 + (\sigma_2 - \tau_1) + \cdots + (\sigma_m - \tau_{m-1})$, which is a.s. finite.

**Theorem 2.4.** Let $\lambda \in (0, 1)$ and let $(X_n)$ be $\text{RW}_\lambda$ on $\mathbb{Z}^d$. Then

$$\lim_{n \to \infty} \frac{1}{n} \left( |X_n^1|, \ldots, |X_n^d| \right) = \left( \frac{1-\lambda}{1+\lambda}, \frac{1}{d}, \ldots, \frac{1}{d} \right) \quad \text{a.s.}$$

In particular, the speed $S(\lambda) = \frac{1-\lambda}{1+\lambda}$ of $\text{RW}_\lambda$ is positive and strictly decreasing in $\lambda \in (0, 1)$.

**Proof.** For simplicity, we only prove the theorem for $d = 2$. Define functions $f_1$ and $f_2$ on $\mathbb{Z}^2$ by

$$f_1(x) := \begin{cases} 0, & x_1 = 0, \\ \frac{1-\lambda}{1+\lambda}, & x_1 \neq 0, x_2 = 0, \\ \frac{1}{d}, & \text{otherwise}, \end{cases} \quad f_2(x) := \begin{cases} \frac{1-\lambda}{1+\lambda}, & x_1 = 0, x_2 \neq 0, \\ 0, & x_1 \neq 0, x_2 = 0, \\ \frac{1}{d}, & \text{otherwise}. \end{cases}$$

It is easily seen that $(|X_n^1| - |X_{n-1}^1| - f_1(X_{n-1}))$, $|X_n^2| - |X_{n-1}^2| - f_2(X_{n-1}))_{n=1}^{\infty}$ is a martingale-difference sequence. By the strong law of large numbers (cf. [16, Theorem 13.1]),

$$\lim_{n \to \infty} \frac{1}{n} \left( |X_n^1| - \sum_{k=0}^{n-1} f_1(X_k) \right) = \lim_{n \to \infty} \frac{1}{n} \left( |X_n^2| - \sum_{k=0}^{n-1} f_2(X_k) \right) = 0 \quad \text{a.s.}$$

Since $|X_n| = |X_n^1| + |X_n^2|$, the theorem follows from Lemma 2.3 and the definitions of $f_1$ and $f_2$.

**3 Intersections of two independent random walks**

In this section, we consider the number of intersections of two independent drifted or biased random walks on $\mathbb{Z}^d$. As we mentioned in the introduction, these results are crucial in the forthcoming computation in Section 4 of the number of trees in the uniform spanning forests of $\mathbb{Z}^d$. 

7
3.1 Intersections of drifted random walks: Proof of Theorem 1.3

Let \((Z_n)_n\) and \((W_n)_n\) be two independent drifted random walks on \(\mathbb{Z}^d\) with the same step distribution \(\mu\) given by (1.2), starting at \(z_0\) and \(w_0\) respectively.

Without loss of generality, let us assume \(z_0 = w_0 = 0\). The expectation of the intersection number for \((Z_m)_m\) and \((W_n)_n\) is

\[
\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} P(Z_m = W_n) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} p(m, x) p(n, x),
\]

(3.1)

where \(p(x, y)\) is the \(n\)-step transition probability for \((Z_m)_m\) from \(x\) to \(y\). By [16, Theorem 10.24], to prove Theorem 1.3, it suffices to prove that the sum on the right-hand side of (3.1) is finite if \(d \geq 4\), and is infinite if \(d \leq 3\).

Let \(m\) and \(\Sigma = (\Sigma_{ij})\) be respectively the mean and the covariance matrix of \(\mu\). Then \(m = \frac{1-\lambda}{d(1+\lambda)}(1, \ldots, 1)\) and \(\Sigma_{ij} = \frac{1}{d} \delta_{ij} - \frac{(1-\lambda)^2}{d(1+\lambda)}\) for \(1 \leq i, j \leq n\). By the local limit theorem ([21, Theorem 2]),

\[
p(n, x) = \frac{1}{(2\pi n)^{d/2} |\det \Sigma|^{1/2}} \exp \left(-\frac{(x - nm) \cdot \Sigma^{-1}(x - nm)}{2n}\right) + o(n^{-d/2}),
\]

(3.2)

where \(n^{d/2}o(n^{-d/2}) \to 0\) as \(n \to \infty\) uniformly in \(x \in \mathbb{Z}^d\). Since the largest eigenvalue of \(\Sigma\) is \(\frac{1}{d}\), we have

\[
(x - nm) \cdot \Sigma^{-1}(x - nm) \geq d|x - nm|
\]

for \(x \in \mathbb{Z}^d\). The local limit theorem (3.2) immediately implies the following result.

**Lemma 3.1.** (i) There exists a constant \(c > 0\) such that

\[
\sup_{x \in \mathbb{Z}^d} p(n, x) \leq cn^{-d/2}, \quad \forall n \geq 1.
\]

(ii) For \(\sigma > 0\), define

\[
R_{n, \sigma} := \{x \in \mathbb{Z}^d : |x_i - \frac{1-\lambda}{d(1+\lambda)}n| \leq \sigma n^{1/2}, \quad 1 \leq i \leq d\}.
\]

Then there exists a constant \(c > 0\), depending on \(\sigma\), \(\lambda\) and \(d\) such that for any \(n \in \mathbb{N}\) with \(R_{n, \sigma} \neq \emptyset\),

\[
p(n, x) \geq cn^{-d/2} \quad \text{for } x \in R_{n, \sigma} \text{ with } n + |x| \text{ being even.}
\]

We need another preliminary result.

**Lemma 3.2.** Let \(\varepsilon > 0\). For any \(n \in \mathbb{N}\), define

\[
Q_n(\varepsilon) := \{x = (x_1, \ldots, x_d) \in \mathbb{Z}^d : |x_i - \frac{1-\lambda}{d(1+\lambda)}n| < n^{(1+\varepsilon)/2}, \quad 1 \leq i \leq d\}.
\]

Then there exists a constant \(c > 0\), depending on \(\lambda \in (0, 1)\) and \(d\), such that

\[
\sum_{x \in \mathbb{Z}^d \setminus Q_n(\varepsilon)} p(n, x) \leq 2d \exp(-cn^\varepsilon), \quad \forall n \in \mathbb{N}.
\]

(3.5)

**Proof.** By the Azuma–Hoeffding inequality, there exists a constant \(c_0 > 0\), depending only on \(\lambda\) and \(d\), such that

\[
P(\max_{1 \leq i \leq d} |Z_n^i - \frac{1-\lambda}{d(1+\lambda)}n| \geq t) \leq 2d \exp(-\frac{c_0 t^2}{n}), \quad t > 0,
\]

where \(Z_n^i\) is the \(i\)-th coordinate component of \(Z_n \in \mathbb{Z}^d\). The lemma follows by taking \(t = n^{(1+\varepsilon)/2}\).
Now we are ready to prove Theorem 1.3.

Proof of Theorem 1.3. Case 1: $d ≥ 4$.

Fix a small enough $ε ∈ (0, 1)$. Let $n_ε := \max\{n - \frac{2d(1+\lambda)}{1-\lambda} n^{(1+ε)/2}, 0\}$. Note that if $1 ≤ m < n_ε$, then
\[
\frac{1 - \lambda}{d(1+\lambda)} n - n^{(1+ε)/2} > \frac{1 - \lambda}{d(1+\lambda)} m + m^{(1+ε)/2}.
\]
This implies $Q_m(ε) \cap Q_n(ε) = \emptyset$. In particular,
\[
\sum_{n ∈ N} \sum_{1 ≤ m < n, x ∈ Z^d} p^{(m)}(0, x)p^{(n)}(0, x) ≤ \sum_{n ∈ N} \sum_{1 ≤ m < n, x ∈ Z^d} \left( \sum_{x ∈ Z^d \setminus Q_n(ε)} + \sum_{x ∈ Z^d \setminus Q_m(ε)} \right) p^{(m)}(0, x)p^{(n)}(0, x).
\]
By Lemmas 3.1 and 3.2, $\sum_{x ∈ Z^d \setminus Q_n(ε)} p^{(m)}(0, x)p^{(n)}(0, x)$ and $\sum_{x ∈ Z^d \setminus Q_m(ε)} p^{(m)}(0, x)p^{(n)}(0, x)$ are bounded by $2d \exp(-c_2 n^ε)c_1 m^{-d/2}$ and $2d \exp(-c_2 m^ε)c_1 n^{-d/2}$, respectively. Hence
\[
\sum_{n ∈ N} \sum_{1 ≤ m < n, x ∈ Z^d} p^{(m)}(0, x)p^{(n)}(0, x)
\leq \sum_{n ∈ N} \sum_{1 ≤ m < n_ε} \left( 2d \exp(-c_2 n^ε)c_1 m^{-d/2} + 2d \exp(-c_2 m^ε)c_1 n^{-d/2} \right) < \infty.
\]
On the other hand, by Lemma 3.1,
\[
\sum_{n ∈ N} \sum_{n_ε ≤ m ≤ n, x ∈ Z^d} p^{(m)}(0, x)p^{(n)}(0, x) \leq \sum_{n ∈ N} \sum_{n_ε ≤ m ≤ n, x ∈ Z^d} p^{(m)}(0, x)c_1 n^{-d/2}
= \sum_{n ∈ N} \sum_{n_ε ≤ m ≤ n} c_1 n^{-d/2} ≤ \sum_{n ∈ N} c_3 n^{-(d-1-ε)/2} < \infty.
\]
Moreover, by transience of $(Z_n)_{n=0}^{∞}$,
\[
\sum_{n ∈ N} \sum_{x ∈ Z^d} p^{(1)}(0, x)p^{(n)}(0, x) ≤ \sum_{n ∈ N} \sum_{x ∈ Z^d} p^{(1)}(0, x) c_1 n^{-d/2} = \sum_{n ∈ N} c_1 n^{-d/2} < \infty.
\]
Assembling these pieces yields $\sum_{n ∈ N} \sum_{x ∈ Z^d} p^{(m)}(0, x)p^{(n)}(0, x) < \infty$. A fortiori, we obtain $\sum_{m=0}^{∞} \sum_{n=0}^{∞} 1\{Z_m=W_n\} < \infty$ a.s., as desired.

Case 2: $d ≤ 3$.

By (3.4) in Lemma 3.1, there exist constants $c_4 > 0$ and $c_5 > 0$ such that
\[
\sum_{n=0}^{∞} \sum_{m=0}^{∞} \sum_{x ∈ Z^d} p^{(n)}(0, x)p^{(m)}(0, x) ≥ \sum_{n=2}^{∞} \sum_{m=2}^{n-n^{1/2}} \sum_{x ∈ R_n} p^{(n)}(0, x)p^{(m)}(0, x)
\geq \sum_{n=2}^{∞} \sum_{m=2}^{n-n^{1/2}} \sum_{x ∈ R_n} c_4 n^{-d/2} m^{-d/2}
≥ c_5 \sum_{n=2}^{∞} \sum_{m=2}^{n-n^{1/2}} m^{-d/2} ≥ c_5 \sum_{n=2}^{∞} n^{\frac{d-1}{2}},
\]
which is infinity. By [16, Theorem 10.24], $\sum_{m=0}^{∞} \sum_{n=0}^{∞} 1\{Z_m=W_n\} = \infty$ a.s. 

\[
\text{3.2 Intersections of biased random walks}
\]
For $x = (x_1, \ldots, x_d) ∈ Z^d$, define $φ(x) := (|x_1|, \ldots, |x_d|) ∈ Z^d_+$. We start by studying the number of intersections of the reflecting random walks $(φ(X_n))_{n=0}^{∞}$ and $(φ(Y_n))_{n=0}^{∞}$, where $(X_n)_{n=0}^{∞}$ and $(Y_n)_{n=0}^{∞}$ are independent RWs’s on $Z^d$. By Theorem 1.3, with positive probability, the number of intersections is infinite if $d ≤ 3$, and is finite if $d ≥ 4$. The Liouville property below will ensure that the probability is indeed one.
Lemma 3.3. Let \((X_n)_{n=0}^{\infty}\) be \(RW_{\lambda}\) on \(\mathbb{Z}^d\) with \(\lambda \in (0, 1)\). The Poisson boundary for \((\phi(X_n))_{n=0}^{\infty}\) is trivial, i.e., all bounded harmonic functions are constants.

Proof. When \(d = 2\), the lemma is a special case of the main result in [9]. Our proof is essentially a reproduction of the argument of [9], formulated for all \(d\).

Following [7], a subset \(C \subset \mathbb{Z}_+^d\) is said to be almost closed with respect to \((\phi(X_n))_{n=0}^{\infty}\) if

\[ P(\phi(X_n) \in C \text{ for all sufficiently large } n) = 1. \]

A set \(C\) is called atomic if \(C\) does not contain two disjoint almost closed subsets. By [7], there exists a collection \(\{C_1, C_2, \ldots\}\) of disjoint almost closed sets such that

(i) every \(C_i\) except at most one is atomic,

(ii) the non-atomic \(C_i\), if present, contains no atomic subsets,

(iii) \(\sum_i P(\lim_{n \to \infty} \{\phi(X_n) \in C_i\}) = 1.\)

Furthermore, \((\phi(X_n))_{n=0}^{\infty}\) has the Liouville property if and only if it is simple and atomic in the sense that the decomposition consists of a single atomic set \(C_1\).

Let

\[ \mathcal{X} := \{ x = (x_1, \ldots, x_d) \in \mathbb{Z}_+^d : x_i = 0 \text{ for some } 1 \leq i \leq d \}, \]

be the boundary of \(\mathbb{Z}_+^d\). Starting at \(x \in \mathbb{Z}_+^d \setminus \mathcal{X}\), \((\phi(X_n))_{n=0}^{\infty}\) has the same distribution as the drifted random walk \((Z_n)_{n=0}^{\infty}\) driven by \(\mu\) specified in Theorem 1.3, before hitting the boundary \(\mathcal{X}\).

Define

\[ \tau^X := \inf\{n : \phi(X_n) \in \mathcal{X}\} \text{ and } \tau^Z = \inf\{n : Z_n \in \mathcal{X}\}. \]

Let \(J \subset \mathbb{Z}_+^d \setminus \mathcal{X}\) be an almost closed set with respect to \((\phi(X_n))_{n=0}^{\infty}\), i.e.,

\[ P(\phi(X_n) \in J \text{ for all sufficiently large } n) = 1. \]

Since \((\phi(X_n), n < \tau^X)\) is distributed as \((Z_n, n < \tau^Z)\), and \(P(\tau^X = \infty) > 0\), we have

\[ P(Z_n \in J \text{ for all sufficiently large } n) \geq P(\phi(X_n) \in J \text{ for all sufficiently large } n, \tau^X = \infty) > 0. \quad (3.6) \]

By [7, Theorem 3], \((Z_n)_{n=0}^{\infty}\) has the Liouville property, thus

\[ P(Z_n \in J \text{ for all sufficiently large } n) \in \{0, 1\}. \]

Combining this with (3.6), we see that \(J\) is also almost closed with respect to \((Z_n)_{n=0}^{\infty}\).

Thus, the decomposition for \((\phi(X_n))_{n=0}^{\infty}\) is automatically the unique decomposition for \((Z_n)_{n=0}^{\infty}\).

Since \((Z_n)_{n=0}^{\infty}\) is simple and atomic, so is \((\phi(X_n))_{n=0}^{\infty}\), which is equivalent to the aforementioned Liouville property.

Lemma 3.4. Let \((X_n)_{n=0}^{\infty}\) and \((Y_n)_{n=0}^{\infty}\) be independent \(RW_{\lambda}\)‘s on \(\mathbb{Z}^d\) with \(\lambda \in (0, 1)\). Then almost surely the number of intersections of \((\phi(X_n))_{n=0}^{\infty}\) and \((\phi(Y_n))_{n=0}^{\infty}\) is infinite if \(d \leq 3\) and is finite if \(d \geq 4\).

Proof. By Lemma 3.3 and the proof of [5, Theorem 1.1], the probability that \((\phi(X_n))_{n=0}^{\infty}\) and \((\phi(Y_n))_{n=0}^{\infty}\) intersect infinitely often is either 0 or 1.

Before hitting any axial hyperplanes, \((\phi(X_n))_{n=0}^{\infty}\) and \((\phi(Y_n))_{n=0}^{\infty}\) has the same joint distribution as that of \((Z_n)_{n=0}^{\infty}\) and \((W_n)_{n=0}^{\infty}\), where \((Z_n)_{n=0}^{\infty}\) and \((W_n)_{n=0}^{\infty}\) are independent drifted random walks on \(\mathbb{Z}^d\) with step distribution \(\mu\) described in Theorem 1.3, and \(Z_0 = \phi(X_0), W_0 = \phi(Y_0)\). Let \(T\) be the first time either \((Z_n)_{n=0}^{\infty}\) or \((W_n)_{n=0}^{\infty}\) hits a hyperplane. By Theorem 1.3, on the event \(\{T = \infty\}\), which has positive probability, the number of intersections between \((Z_n)_{n=0}^{\infty}\) and \((W_n)_{n=0}^{\infty}\) is infinite if \(d \leq 3\), and is finite if \(d \geq 4\). In view of the aforementioned 0–1 law above prove this lemma.
4 Uniform spanning forests associated with \( \text{RW}_\lambda \)

Let \( G = (V(G), E(G)) \) be a locally finite, connected infinite graph, rooted at \( o \). To each edge \( e = (x, y) \in E(G) \), we assign a weight or conductance \( c(e) = c(x, y) = c(y, x) \). The weighted graph \((G, c)\) is called an electrical network. Consider a Markov chain on \( G \) with transition probability \( p(x, y) = \frac{c(x, y)}{\sum_{z \sim x} c(x, z)} \), where \( z \sim x \) means that \( z \) and \( x \) are adjacent vertices in \( G \). The chain is referred to as a random walk on \( G \) with conductance \( c \). Biased random walk \( \text{RW}_\lambda \) on \( G \) is a random walk on \( G \) with conductance defined by \( c(e) = c(e) := \lambda^{-|e|} \).

For any finite network \((G, c)\), we consider associated spanning trees, i.e., subgraphs that are trees and that include every vertex. We define the uniform spanning tree measure \( \text{UST}_G \) to be the probability measure on spanning trees of \( G \) such that the measure of each tree is proportional to the product of conductances of the edges in the tree.

An exhaustion of an infinite graph \( G \) is a sequence \( \{V_n\}_{n \geq 1} \) of finite, connected subsets of \( V(G) \) such that \( V_n \subset V_{n+1} \) for all \( n \geq 1 \) and \( \bigcup_n V_n = V(G) \). Given such an exhaustion, we define the network \( G_n \) to be the subgraph of \( G \) induced by \( V_n \) together with the conductances inherited from \( G \). The free uniform spanning forest measure \( \text{FSF} \) is defined to be the weak limit of the sequence \( \{\text{UST}_{G_n}\}_{n \geq 1} \) in the sense that

\[
\text{FSF}(S \subset \mathcal{G}) = \lim_{n \to \infty} \text{UST}_{G_n}(S \subset T),
\]

for each finite set \( S \subset E(G) \). For each \( n \), we can also construct a network \( G_n^* \) from \( G \) by gluing (= wiring) every vertex of \( G \setminus G_n \) into a single vertex, denoted by \( \partial_n \), and deleting all the self-loops that are created. The set of edges of \( G_n^* \) is identified with the set of edges of \( G \) having at least one endpoint in \( V_n \). The wired uniform spanning forest measure \( \text{WSF}_G \) is defined to be the weak limit of the sequence \( \{\text{UST}_{G_n^*}\}_{n \geq 1} \) so that

\[
\text{WSF}_G(S \subset \mathcal{G}) = \lim_{n \to \infty} \text{UST}_{G_n^*}(S \subset T),
\]

for each finite set \( S \subset E(G) \). [For the existence of both \( \text{FSF} \) and \( \text{WSF} \), see [16, Chapter 10].] Both measures \( \text{FSF} \) and \( \text{WSF} \) are easily seen to be concentrated on the set of uniform spanning forests of \( G \) with the property that every connected component is infinite. It is also easy to see that \( \text{FSF} \) stochastically dominates \( \text{WSF} \) for any infinite network \( G \).

The number of trees in the wired uniform spanning forest is a.s. a constant; see (4.4) below. In [6], it is asked whether \( \text{FSF} \) and \( \text{WSF} \) are mutually singular (also formulated in [16, Question 10.59]) and whether the number of trees in the free uniform spanning forest is a.s. constant (also formulated in [16, Question 10.28]) if \( \text{FSF} \neq \text{WSF} \).\(^1\) To answer these questions, the first step is to know whether \( \text{FSF} \) and \( \text{WSF} \) are identical. When the electric network is not transitive and \( \text{FSF} \neq \text{WSF} \), it seems interesting to study whether \( \text{FSF} \) and \( \text{WSF} \) are singular. A simple situation is when \( G \) is a tree, in which case the free uniform spanning forest has one tree (which is the singleton \( \{G\} \)), whereas the number of trees in the wired uniform spanning forest can be higher if the constant \( K \) defined in (4.4) below is at least 2.

Let \( \lambda > 0 \). Let \( c_\lambda(\cdot) \) be the conductances associated with \( \text{RW}_\lambda \) on graph \( G \), and \( r_\lambda(\cdot) := \frac{1}{c_\lambda(\cdot)} \) being the corresponding resistance. Write \( \text{FSF}_\lambda \) and \( \text{WSF}_\lambda \) for the free and wired uniform spanning forest measures. [When they are identical, we use the notation \( \text{USF}_\lambda \) instead.]

We give a criterion to determine whether \( \text{FSF}_\lambda = \text{WSF}_\lambda \), compute the number of trees in \( \text{USF}_\lambda \) on \( \mathbb{Z}^d \), and consider the singularity problem when \( \text{FSF}_\lambda \neq \text{WSF}_\lambda \).

4.1 \( \text{USF}_\lambda \) on \( \mathbb{Z}^d \)

On any graph \( G \), if \( \lambda > \lambda_c(G) \), then \( \text{RW}_\lambda \) is recurrent, so \( \text{FSF}_\lambda = \text{WSF}_\lambda \). The following theorem deals with the case \( 0 < \lambda < \lambda_c(G) \). Recall ([16, Section 6.5]) that a graph is said to have one end if the deletion of any finite set of vertices leaves exactly one infinite component.

\(^1\)For a group acting on a network so that every vertex has an infinite orbit, it is known ([16, Corollary 10.19]) that the action is mixing and ergodic for both \( \text{FSF} \) and \( \text{WSF} \) (so the number of trees in the uniform spanning forest is a.s. a constant), and if \( \text{FSF} \) and \( \text{WSF} \) are distinct, they are mutually singular. It is unknown whether this remains true without the assumption that each vertex has an infinite orbit.
Theorem 4.1. Let $G$ be a graph with one end such that
\[
\lim_{n \to \infty} \left( \sum_{x \in \partial B_G(n)} (d_x^+ + d_x^0) \right)^{1/n} = 1. \tag{4.1}
\]
Then for $0 < \lambda < \lambda_c(G) = 1$ we have $\text{FSF}_\lambda = \text{WSF}_\lambda$. In particular, for any $d \geq 2$ and any Cayley graph of additive group $\mathbb{Z}^d$, $\text{FSF}_\lambda = \text{WSF}_\lambda$ for $\lambda \in (0, 1)$.

The proof of Theorem 4.1 shows that for any graph $G$ with one end and such that
\[
\text{gr}_\lambda(G) := \limsup_{n \to \infty} \left( \sum_{x \in \partial B_G(n)} (d_x^+ + d_x^0) \right)^{1/n} \in [1, \infty),
\]
we have $\text{FSF}_\lambda = \text{WSF}_\lambda$ for any $0 < \lambda < \frac{1}{\text{gr}_\lambda(G)^2}$.

Proof of Theorem 4.1. For any function $f : V \to \mathbb{R}$, let $df$ be the antisymmetric function on oriented edges defined by
\[
df(e) := f(e^-) - f(e^+),
\]
where $e^-$ and $e^+$ are respectively the tail and head of $e$. Define the space of Dirichlet functions as
\[
\mathbf{D}_\lambda := \left\{ f : (df, df)_c : \sum_{e \in E} |df(e)|^2 \lambda^{-|e|} < \infty \right\},
\]
where $E$ is the set of all oriented edges of $G$. By [6, Theorem 7.3],
\[
\text{FSF}_\lambda = \text{WSF}_\lambda \iff \text{all harmonic functions in } \mathbf{D}_\lambda \text{ are constant.}
\]

Clearly $\lambda_c(G) = 1$. Let $\lambda \in (0, 1)$. Let $f$ be a harmonic function in $\mathbf{D}_\lambda$. We need to prove that $f$ is a constant.

By the maximum principle, for every $n \geq 1$, there are $v_1(n)$, $v_2(n) \in \partial B_G(n)$ such that $f$ takes its maximum at $v_1(n)$ and minimum at $v_2(n)$ over all vertices in $B_G(n)$. By the assumption,
\[
(df, df)_c = \sum_{e \in E} |df(e)|^2 \lambda^{-|e|} < \infty,
\]
where $|e|$ is the distance for $e$ from $o$. Hence for some constant $C > 0$, $\sup_{e \in E} |df(e)|^2 \lambda^{-|e|} \leq C$, i.e.,
\[
|df(e)| \leq C^{1/2} \lambda^{|e|/2}, \quad \forall e \in E.
\]

Combined with (4.1), we see that
\[
\sum_{e \in E} |df(e)| \leq C^{1/2} \sum_{n=0}^{\infty} \lambda^{n/2} \sum_{e \in E, |e| = n} 1 < \infty. \tag{4.2}
\]

Let $n \geq 1$. Since $G$ has one end, $G \setminus B_G(n)$ is a connected graph, so there is a finite path $u^n_0 u^n_1 \cdots u^n_{k_n}$ in $G \setminus B_G(n)$ such that $u^n_0 = v_1(n + 1)$, $u^n_{k_n} = v_2(n + 1)$. As such,
\[
0 \leq f(v_1(n + 1)) - f(v_2(n + 1)) = \sum_{j=1}^{k_n} [f(u^n_{j-1}) - f(u^n_j)] \leq \sum_{e \in E, |e| \geq n+1} |df(e)|.
\]

By (4.2),
\[
\lim_{n \to \infty} \left\{ f(v_1(n + 1)) - f(v_2(n + 1)) \right\} = 0,
\]
which implies that $f$ is constant.
Let us consider the uniform spanning forests associated with RW\(_\lambda\) on \(\mathbb{Z}^d\). Theorem 4.1 says that FSF\(_\lambda = \text{USF}_\lambda\) on \(\mathbb{Z}^d\) (\(d \geq 2\)) for \(\lambda \in (0, 1)\). For \(\lambda = 1\), the two measures are also known to be identical ([17]). In these cases, we denote both of them by USF\(_\lambda\).

When \(\lambda = 1\), the uniform spanning forest on \(\mathbb{Z}^d\) has one tree a.s. for \(d \leq 4\) and has infinitely many trees a.s. for \(d \geq 5\); see [17] or [16, Theorem 10.30]. When \(0 < \lambda < 1\), Theorem 4.2 below reveals the existence of a novel phase transition, with the critical dimension reduced to 3.

**Theorem 4.2.** Let \(0 < \lambda < 1\).

(i) Almost surely, the number of trees in the uniform spanning forest associated with RW\(_\lambda\) on \(\mathbb{Z}^d\) is \(2^d\) if \(d = 2\) or 3, and is infinite if \(d \geq 4\). Moreover, when \(d \geq 2\), USF\(_\lambda\)-a.s. every tree has one end.

(ii) On \(\mathbb{Z}^1\), FSF\(_\lambda \neq \text{USF}_\lambda\): the free uniform spanning forest is the singleton of the tree \(\mathbb{Z}^1\), whereas the wired uniform spanning forest has two trees and satisfies

\[
\text{WSF}_\lambda[\hat{\mathcal{F}} = \{T_{i-1}^-, T_i^+\}] = \frac{1}{2} (1 - \lambda) \lambda^{|i|}, \quad i \in \mathbb{Z}.
\]

Here, \(\hat{\mathcal{F}}\) has the distribution \(\text{WSF}_\lambda\), \(T_{i-1}^-\) and \(T_i^+\) are subtrees of \(\mathbb{Z}^1\) with vertex sets \(\{i - 1, i - 1, \ldots\}\) and \(\{i, i + 1, \ldots\}\), respectively.

**Proof.** (i) The proof relies on the following general result ([6, Theorem 9.4]): Let \(G\) be a connected network, and let \(\alpha(w_1, \ldots, w_k)\) denote the probability that \(k\) independent RW’s on the network started at \(w_1, \ldots, w_k\) have no pairwise intersections. Then the number of trees in the wired uniform spanning forest is a.s.

\[
K = \sup\{ k : \exists w_1, \ldots, w_k, \alpha(w_1, \ldots, w_k) > 0 \}.
\]

We first study the number of trees in the uniform spanning forest.

The case \(d \geq 4\) is easy: According to Theorem 1.3, two independent RW\(_\lambda\)'s on \(\mathbb{Z}^d\) intersect finitely often a.s., so by (4.4), the number of trees in the uniform spanning forest associated with RW\(_\lambda\) on \(\mathbb{Z}^d\) is a.s. infinite.

Consider now the case \(d = 2\) or 3. Let \((X_n^{(j)})_{n=0}^\infty, 1 \leq j \leq 2^d\), be independent RW\(_\lambda\)'s on \(\mathbb{Z}^d\) starting at \(o\). Note that the lower limit

\[
\liminf_{n \to \infty} \alpha(X_n^{(1)}, \ldots, X_n^{(2^d)})
\]

is a.s. greater than or equal to the probability that \((X_n^{(j)})_{n=0}^\infty, 1 \leq j \leq 2^d\), eventually direct into different orthants. The latter probability is strictly positive according to Theorem 2.1(ii). Consequently, there exist \(\varepsilon_0 > 0\) and \(n_0 \in \mathbb{N}\) such that

\[
\mathbb{P}\{ \alpha(X_n^{(1)}, \ldots, X_n^{(2^d)}) > \varepsilon_0 \} > 0.
\]

A fortiori, there are \(v_1, \ldots, v_{2^d}\) such that \(\alpha(v_1, \ldots, v_{2^d}) > \varepsilon_0\). By (4.4), there are at least \(2^d\) trees in the uniform spanning forest associated with RW\(_\lambda\) on \(\mathbb{Z}^d\).

To prove that the number of trees is at most \(2^d\), let us consider \(2^d + 1\) independent RW\(_\lambda\)'s on \(\mathbb{Z}^d\) starting at any initial points. Since there are \(2^d\) orthants in \(\mathbb{Z}^d\), Lemma 2.3 implies that a.s. there are at least two of them eventually directing into a common orthant. By Lemma 3.4, these two RW\(_\lambda\)'s intersect i.o. with probability 1. Therefore,

\[
\sup\{ k : \exists w_1, \ldots, w_k, \alpha(w_1, \ldots, w_k) > 0 \} \leq 2^d.
\]

Therefore the number of trees in the uniform spanning forest is exactly \(2^d\) by (4.4).

Now fix \(d \geq 2\) and \(\lambda \in (0, 1)\). Write

\[
|F|_{c_\lambda} = \sum_{e \in F} c_\lambda(e), \quad F \subset E (\mathbb{Z}^d),
\]

\[
|K|_\pi = \sum_{x \in K} \pi(x), \quad K \subset \mathbb{Z}^d,
\]

\[
\psi(\mathbb{Z}^d, t) = \inf \{|\partial E K|_{c_\lambda} : t \leq |K|_\pi < \infty\}, \quad t > 0;
\]
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Clearly all spanning trees of $\mathrm{WSF}$ by the definition of $\mathcal{Z}$.

Let Theorem 4.3.

Thus for any $t > 0$, $\psi \left( \mathbb{Z}^d, t \right) \geq (1 - \rho_\lambda)t$. Since

$$\inf_{x \in \mathbb{Z}^d} \left( d_+^x + d_-^x \lambda \right) \lambda^{-|x|} > 2d\lambda > 0,$$

by [16, Theorem 10.43], $\mathrm{USF}_\lambda$-a.s. every tree has only one end.

(ii) It remains to prove (4.3). For any $n \in \mathbb{N}$, let $G_n = [−n, n] \cap \mathbb{Z}$ be the induced subgraph of tree $\mathbb{Z}$, and $G^*_n$ the graph obtained from $G_n$ by identifying all vertices of $\mathbb{Z} \setminus G_n$ to a single vertex $z_n$ and deleting all the self-loops. Note $G^*_n$ is a simple cycle of length $2(n+1)$, and $z_n$ is adjacent to $n$ and $−n$. Endow $G^*_n$ with the following edge conductance function $c_\lambda(·):$

$$c_\lambda(\{i-1, i\}) = \lambda^{−(|i|\wedge|i-1|)}, \quad i \in \left[-(n-1), n\right] \cap \mathbb{Z},$$

$$c_\lambda(\{z_n, n\}) = c_\lambda(\{z_n, -n\}) = \lambda^{−n}.$$

Clearly all spanning trees of $G^*_n$ are of the form $G^*_n \setminus \{e\}$ for some edge $e$ of $G^*_n$. Let

$$\Xi(G^*_n \setminus \{e\}) = \prod_{f \in E(G^*_n) \setminus \{e\}} c_\lambda(f) = \frac{1}{c_\lambda(e)} \prod_{f \in E(G^*_n)} c_\lambda(f).$$

By the definition of WSF, for any $i \in \mathbb{Z}$,

$$\mathrm{WSF}_\lambda \left[ \mathcal{S} = \{T^-_{i-1}, T^+_{i-1}\} \right] = \lim_{n \to \infty} \frac{\Xi(G^*_n \setminus \{i-1, i\})}{\sum_{e \in E(G^*_n)} \Xi(G^*_n \setminus \{e\})} = \lim_{n \to \infty} \frac{c_\lambda(\{i-1, i\})^{-1}}{\sum_{e \in E(G^*_n)} c_\lambda(\{e\})^{-1}}$$

$$= \lim_{n \to \infty} \frac{\lambda^{i \wedge |i-1|}}{2^n \sum_{k=0}^n \lambda^k} = \frac{1}{2} (1 - \lambda) \lambda^{i \wedge |i-1|},$$

as desired. \qed

## 4.2 Discussions of the singularity problem

Recall that both $\mathrm{FSF}$ and $\mathrm{WSF}$ are determinantal point processes (DPPs) on the set of all edges of a graph ([13]). For the singularity problem, the following general version is false: Given an infinite countable set $E$ and any two closed subspaces $H_1$ and $H_2$ of $\ell^2(E)$ with $H_1 \subset H_2$, the distributions of DPPs corresponding to $H_1$ and $H_2$ are mutually singular. See [13] p. 203.

**Theorem 4.3.** Let $G$ be any graph whose simple cycles are of uniformly bounded lengths. For any network on $G$ with positive conductances, the corresponding $\mathrm{FSF}$ has only one tree.

**Proof.** Let $G = (V, E)$ be any graph whose simple cycles are of uniformly bounded lengths. Given any positive conductance function $c(·)$ on $E$.

Consider the exhaustion $G_n = B_G(n), n \in \mathbb{N},$ of $G$. Let $\ell \in \mathbb{N}$ be the maximal length of all simple cycles of $G$. Given any two distinct vertices $x, y \in V$. Choose $n_0 \in \mathbb{N}$ such that $x, y \in G_{n_0}, \forall n \geq n_0$; and let $d_\ell(x, y)$ be the graph distance between $x$ and $y$ in $G$. Then for any $n \geq n_0$ and any spanning tree $T_n$ of $G_n$, the distance $d_{T_n}(x, y)$ between $x$ and $y$ in $T_n$ is at most $\ell d_\ell(x, y)$.

Indeed, suppose conversely

$$d_{T_n}(x, y) \geq \ell d_\ell(x, y) + 1,$$

and let $\gamma_1 = x_0x_1 \cdots x_{n_1}$ (resp. $\gamma_2 = y_0y_1 \cdots y_{d_\ell(x,y)}$) be the geodesic from $x$ to $y$ in $T_n$ (resp. $G$). Here

$$x_0 = y_0 = x, \quad x_{n_1} = y_{d_\ell(x,y)} = y, \quad n_1 = d_{T_n}(x, y).$$
Assume successive intersection points of $\gamma_1$ and $\gamma_2$ are

$$x_{i_0} = y_{j_0}, \ x_{i_1} = y_{j_1}, \cdots, x_{i_k} = y_{j_k},$$

where $i_0 = 0 < i_1 < \cdots < i_k = n_1$, $j_0 = 0 < j_1 < \cdots < j_k = d_G(x, y)$ and $1 \leq k \leq d_G(x, y)$. Note for each $0 \leq r \leq k - 1$, the segments of $\gamma_1$ and $\gamma_2$ between $x_{i_r} = y_{j_r}$ and $x_{i_{r+1}} = y_{j_{r+1}}$ forms a simple cycle $C_r$ in $G$; and the total length of all these $C_r$s is $n_1 + d_G(x, y)$. Hence there is a simple cycle $C_{\ell}$ in $G$ whose length is at least

$$\frac{n_1 + d_G(x, y)}{k} \geq \frac{\ell d_G(x, y) + 1 + d_G(x, y)}{d_G(x, y)} > \ell + 1;$$

which is a contradiction to the definition of $\ell$.

Hence for any $n \geq n_0$, $\mu_n^F$-a.s. $d_{T_n}(x, y) \leq \ell d_G(x, y)$, where $T_n$ has the law $\mu_n^F$. Taking limit $n \to \infty$, we have that $\text{FSF}$-a.s. $T$, $d_T(x, y) \leq \ell d_G(x, y) < \infty$, where $T$ obeys the law $\text{FSF}$, $d_T(x, y)$ is the graph distance between $x$ and $y$ in $T$. This means that any two distinct vertices $x$ and $y$ in $G$ is connected in $T$ for $\text{FSF}$-a.s. $T$. Therefore, $T$ is $\text{FSF}$-almost surely a tree, namely $\text{FSF}$ has only one tree.

**Remark 4.4.** Let $(G, c)$ be a network such that there exists a number $n_0$ with the property that at least two disjoint components of $G \setminus B_G(n_0)$ are transient (i.e., the associated random walks are transient). By $(4.4)$, the $\text{WSF}$ a.s. has at least two trees. If all the simple cycles have uniformly bounded lengths, then we have from Theorem 4.3 that the $\text{FSF}$ and $\text{WSF}$ are mutually singular.
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