AUTOMORPHIC FORMS ON THE STACK OF G-ZIPS

JEAN-STEPHAN KOSKIVIRTA

Abstract. We define automorphic vector bundles on the stack of G-zips introduced by Moonen-Pink-Wedhorn-Ziegler and study their global sections. In particular, we give a combinatorial condition on the weight for the existence of nonzero mod $p$ automorphic forms on Shimura varieties of Hodge-type. We attach to the highest weight of the representation $V(\lambda)$ a mod $p$ automorphic form and we give a modular interpretation of this form in some cases.

Introduction

Following our previous article [5], we continue to investigate mod $p$ automorphic forms. One possible definition of such automorphic forms is the following. Let $p$ be a prime number and let $S_K$ denote the Kisin-Vasiu integral model of a Hodge-type Shimura variety with hyperspecial level $K$ at $p$, defined over a ring $\mathcal{O}$. Let $G$ denote the reductive group over $\mathbb{Q}$ attached to $S_K$ and let $T \subset G$ be a maximal torus (chosen appropriately). For each character $\lambda \in X^+(T)$, one defines an automorphic vector bundle $\mathcal{V}(\lambda)$ on $S_K$ attached to $\lambda$. If $R$ is any $\mathcal{O}$-algebra, global sections of $\mathcal{V}(\lambda)$ over $S_K \otimes R$ are called automorphic forms of level $K$ and weight $\lambda$ over $R$. When $R$ is a field of characteristic $p$, we call them mod $p$ automorphic forms. A natural question is the following:

Question 1. For which $\lambda \in X^+(T)$ are there non-zero automorphic forms over $R$?

The two cases that we consider are $R = \mathbb{C}$ and $R = \mathbb{F}_p$. The set of such $\lambda$ forms a cone inside $X^+(T)$, denoted by $C_K(R)$. This problem is part of a more general project to establish cohomology vanishing results of the type $H^i(S_K, \mathcal{V}(\lambda)) = 0$ for automorphic vector bundles. This question is developed in our upcoming paper [3], with applications to lifting mod $p$ automorphic forms to characteristic zero ones.

In this paper, we consider the case $i = 0$. The answer to Question 1 depends of course on the level $K$, as one can see already with modular forms. However, define the saturated cone $\langle C_K(R) \rangle$ as the set of $\lambda \in X^+(T)$ such that $m\lambda \in C_K(R)$ for some $m \geq 1$. Since the change of level maps are finite étale, the saturated cone $\langle C_K(R) \rangle$ is independent of $K$. In characteristic zero, it is expected that this coarser question has a simple answer. Denote by $\Phi_+$ the set of positive roots, $\Delta$ the simple roots, and let $I \subset \Delta$ be the type of the parabolic subgroup of $G$ attached to the Shimura datum (the stabilizer of the Hodge filtration). The work of Griffiths-Schmid (8) suggests that $\langle C_K(C) \rangle$ should be given as follows:

$$\langle C_K(C) \rangle = \left\{ \lambda \in X^+(T) \mid \langle \lambda, \alpha \rangle \geq 0 \text{ for } \alpha \in I \right\}.$$

For the modular curve, this is just the set of nonnegative integers, as expected. In characteristic $p$ however, very little is known. In this paper, we give a conjectural answer to the characteristic $p$ case.

The stack of G-zips has proved to be a useful tool to study questions related to Shimura varieties, as a number of recent papers have demonstrated ([6, 7, 5]). It is a fine smooth stack denoted by $G$-Zip$^\mu$, where $\mu$ pertains to the cocharacter attached to the Shimura datum. A fundamental property is the existence of a smooth map of algebraic stacks $\zeta: S_K \to G$-Zip$^\mu$, where $S_K := S_K \otimes \mathbb{F}_p$. The fibers of $\zeta$ define the Ekedahl-Oort stratification of $S_K$ ([22]). For each $\lambda \in X^+(T)$, there exists a vector bundle $\mathcal{V}(\lambda)$ on $G$-Zip$^\mu$ whose pull-back by $\zeta$ is the automorphic vector bundle $\mathcal{V}(\lambda)$ introduced before. It is thus natural to determine which mod $p$ automorphic forms can be obtained from the stack $G$-Zip$^\mu$ by pullback. For example, the papers [13] and [6] construct certain sections called Hasse invariants on this stack, with useful geometric and arithmetic applications. Hence we want to understand how much information is encoded in the group-theoretical object $G$-Zip$^\mu$. One advantage of this method is that all sections that are produced in this way are automatically Hecke-equivariant.

Similarly to the definition of $C_K$, denote by $C_{zip}$ the cone of characters $\lambda \in X^+(T)$ such that $\mathcal{V}(\lambda)$ admits nonzero global sections on $G$-Zip$^\mu$. The map $\zeta$ induces an injection $H^0(G$-Zip$^\mu, \mathcal{V}(\lambda)) \to H^0(S_K, \mathcal{V}(\lambda))$ and hence an inclusion $C_{zip} \subset C_K(\mathbb{F}_p)$. We conjectured in [5]:

Conjecture 1. One has $\langle C_{zip} \rangle = \langle C_K(\mathbb{F}_p) \rangle$. 
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Note that the first cone is a much more tractable, group-theoretical object, whereas the second cone is related to the geometry of the Shimura variety, and more generally to number theory via automorphic representations. We gave evidence for this conjecture by proving it for groups \( G \) which are \( \mathbb{F}_p \)-forms of \( GL_n^2 \), unitary groups of signature \((2,1)\) at a split prime, and \( GSp(4) \). Note also that in general the equality \( C_{\text{zip}} = \mathcal{C}_K(\mathbb{F}_p) \) does not hold (as the latter depends on \( K \)). The conjecture says that the coarser information about the saturated cone \( \mathcal{C}_K(\mathbb{F}_p) \) is encoded in the stack \( G-\text{Zip}^\mu \). In this paper, we will not discuss Conjecture 1 (for which we refer the interested reader to [5]). Instead, one objective of this paper is to determine \( C_{\text{zip}} \) and \( \langle C_{\text{zip}} \rangle \) for general groups. This will at least give a lower bound for \( C_K(\mathbb{F}_p) \). The general expected phenomenon is that the cone \( C_{\text{zip}} \) "converges" towards \( C_{\text{GS}} \) as \( p \) goes to infinity.

The determination of \( C_{\text{zip}} \) is still a difficult problem. One of the main results of this paper is a description of \( H^0(G-\text{Zip}^\mu, \mathcal{Y}(\lambda)) \) in terms of the representation theory of the \( L \)-representation \( V(\lambda) = \text{Ind}_B^G(\lambda) \) (see [3.7.2]). Here we assume that \( L \) is defined over \( \mathbb{F}_p \) and that \( T \) is \( \mathbb{F}_p \)-split. We define a subspace \( V(\lambda)_{\leq 0} \subset V(\lambda) \) as the sum of certain weight spaces (see §3.7).

**Theorem 1** (Th. [3.7.2]). There is an isomorphism \( H^0(G-\text{Zip}^\mu, \mathcal{Y}(\lambda)) \cong V(\lambda)_{\leq 0} \cap V(\lambda)^L(\mathbb{F}_p) \).

In particular, the cone \( C_{\text{zip}} \) coincides with the set of \( \lambda \in X^*(T) \) such that \( V(\lambda)_{\leq 0} \cap V(\lambda)^L(\mathbb{F}_p) \neq 0 \). This question is now formulated in terms of representation theory of \( V(\lambda) \), for which many tools are available. We have the following obvious corollary:

**Corollary 1.** Let \( S_K \) be the special fiber of a Shimura variety of Hodge-type at a place of good reduction. For \( \lambda \in X^*(T) \), one has an inclusion

\[
V(\lambda)_{\leq 0} \cap V(\lambda)^L(\mathbb{F}_p) \subset H^0(S_K, \mathcal{Y}(\lambda)).
\]

For the groups \( Sp(4) \) and \( Sp(6) \), we are able to determine completely \( C_{\text{zip}} \) and \( \langle C_{\text{zip}} \rangle \) (see below). For general groups, we show the following partial result. Denote by \( W \) (resp. \( W_L \)) the Weyl group of \( G \) (resp. \( L \)) and by \( \ell : W \to \mathbb{N} \) the length function with respect to \( \Delta \). Assume that \( L \) is defined over \( \mathbb{F}_p \). For \( \alpha \in \Delta \), let \( r_\alpha \) the smallest integer \( r \geq 1 \) such that \( \alpha \) is defined over \( \mathbb{F}_{p^r} \).

**Theorem 2** (Cor. [3.5.4]). Let \( \lambda \in X^*_{+,L}(T) \) be an \( L \)-dominant character. Assume that for all \( \alpha \in \Delta \setminus I \), the following holds:

\[
\sum_{w \in W_L(\mathbb{F}_p)} \sum_{i=0}^{r_\alpha - 1} p^{i+\ell(w)} \langle w\lambda, \sigma^i \alpha^V \rangle \leq 0, \quad \forall \alpha \in \Delta \setminus I.
\]

Then \( \lambda \in \langle C_{\text{zip}} \rangle \). In particular, there exists a non-zero mod \( p \) automorphic form of weight \( m\lambda \) for some \( m \geq 1 \).

Furthermore, one can give an explicit integer \( m \) satisfying \( H^0(G-\text{Zip}^\mu, \mathcal{Y}(m\lambda)) \neq 0 \). Th. 2 illustrates the difference with the characteristic 0 situation. Indeed, the Griffiths-Schmid conditions [1] imply that each of the summands in [2] is \( \leq 0 \). Hence [2] is a much weaker condition than [1]. In particular, a lot of these mod \( p \) automorphic forms do not lift to characteristic zero.

Also, Th. 2 describes only part of the cone \( \langle C_{\text{zip}} \rangle \), which we call the "highest weight cone" (we explain the terminology later, making a link to representation theory). In general, there exist global sections whose weights do not satisfy the inequality of Th. 2, which are hence even "further away" from the characteristic zero possible weights. This part of the cone remains mysterious in general, but we can give some good approximations by several natural subcones. A particular case of interest is the Siegel modular variety, attached to the group \( G = Sp(2n) \) (actually one should work with \( GSp(2n) \), but this makes no difference for these questions). In this case, we obtain the following corollary:

**Corollary 2.** In the case \( G = Sp(2n) \), identify \( X^*(T) \cong \mathbb{Z}^n \) in the usual way. Let \( \lambda = (a_1, \ldots, a_n) \in \mathbb{Z}^n \) and assume that the inequality \( \sum_{i=1}^n p^{-1}a_i \leq 0 \) holds. Then \( \lambda \in \langle C_{\text{zip}} \rangle \). In particular, this gives a non-zero mod \( p \) Hecke-equivariant automorphic form of weight \( m\lambda \) for some (explicit) \( m \geq 1 \).

The sections constructed to prove Th. 2 have a highly complicated vanishing locus, in contrast to the sections constructed in previous papers [0], [7], [5]. We compute the cone \( \langle C_{\text{zip}} \rangle \) in the Siegel case (see §1.2), where \( G = Sp(2n) \) for \( n = 2, 3 \):

**Theorem 3** (Cor. [5.4.3] Cor. [5.4.4] Prop. [5.5.1]). Let \( G \) be the group \( G = Sp(2n) \) endowed with the usual Hodge-type zip datum.

1. For \( n = 2 \), one has \( C_{\text{zip}} = \mathbb{N}(1, -p) + \mathbb{N}(1 - p, 1 - p) + \mathbb{N}(0, -p(p - 1)) \) and \( \langle C_{\text{zip}} \rangle \) is the set of pairs \( (a_1, a_2) \in \mathbb{Z}^2 \) satisfying the inequalities

\[
a_1 \geq a_2, \quad pa_1 + a_2 \leq 0
\]

2. For \( n = 3 \), one has \( C_{\text{zip}} = \mathbb{N}(1, -p) + \mathbb{N}(2, 1 - p) + \mathbb{N}(1 - p, 1, -p) \) and \( \langle C_{\text{zip}} \rangle \) is the set of triples \( (a_1, a_2, a_3) \in \mathbb{Z}^3 \) satisfying the inequalities

\[
a_1 \geq a_2 \geq a_3, \quad pa_1 + a_2 + a_3 \leq 0
\]
For $n = 3$, the cone $\langle C_{\text{zip}} \rangle$ is the set of $(a_1, a_2, a_3) \in \mathbb{Z}^3$ satisfying the inequalities
\[
\begin{align*}
    a_1 &\geq a_2 \geq a_3 \\
    p^2a_1 + pa_3 + a_2 &\leq 0 \\
    p^2a_2 + pa_1 + a_3 &\leq 0
\end{align*}
\]

Let us now explain another direction of this paper. Let $S_K(G,X)$ be a Hodge-type Shimura variety with reflex field $F$ which has good reduction at a prime $p$. Write $S_K$ for the Kisin-Vasiu integral canonical model over $\mathcal{O}_{F,p}$, where $p$ is a prime of $F$ dividing $p$. For an $\mathcal{O}_{F,p}$-algebra $\mathcal{A}$, one can define a ring of automorphic forms over $\mathcal{A}$ by taking the following direct sum:
\[
R_K(\mathcal{A}) := \bigoplus_{\lambda \in X^*(T)} H^0(S_K \otimes \mathcal{A}, \mathcal{V}(\lambda)).
\]
This space inherits a structure of $\mathcal{A}$-algebra via the natural maps $\mathcal{V}(\lambda) \otimes \mathcal{V}(\nu) \to \mathcal{V}(\lambda + \nu)$ for all $\lambda, \nu \in X^*(T)$. This algebra captures the whole family of automorphic forms over $\mathcal{A}$ for all weights, and is therefore a highly interesting object. The formation of $R_K(\mathcal{A})$ is functorial in $\mathcal{A}$. Similarly, we may define an analog for the stack of $G$-zips:
\[
R_{\text{zip}} := \bigoplus_{\lambda \in X^*(T)} H^0(G-\text{Zip}^\mu, \mathcal{V}(\lambda)).
\]  
Again, $R_{\text{zip}}$ is an algebra over the residue field $\kappa$ of $p$, but we will implicitly base change to $\overline{F}_p$. The map $\zeta$ yields an injection $\zeta^* : R_{\text{zip}} \to R_K(\overline{F}_p)$, which commutes with change of level $K$. In particular, the elements of $R_{\text{zip}}$ commute with Hecke operators.

The graded algebras $R_{\text{zip}}$ and $R_K := R_K(\mathcal{O}_{F,p})$ carry much finer information that the cones $C_{\text{zip}}$ and $C_K := C_K(\mathcal{O}_{F,p})$. These cones can be recovered as the gradings of the graded algebras $R_{\text{zip}}$ and $R_K$, respectively. We conjecture the following:

**Conjecture 2.** The $\overline{F}_p$-algebra $R_{\text{zip}}$ is finitely generated.

We will see that this conjecture is related to Hilbert’s 14th problem. In particular, the conjecture implies that the cone $C_{\text{zip}}$ is finitely generated as a monoid. We were able to prove some cases of the conjecture and determine $\mathcal{R}_{\text{zip}}$ explicitly in these cases. More specifically, we show:

**Proposition 1** (Th. [5.4.1]). Assume $G = Sp(4)$, endowed with the usual Hodge-type zip datum. The $k$-algebra $R_{\text{zip}}$ is isomorphic to a polynomial ring in three indeterminates.

We give explicit mod $p$ automorphic forms that generate $R_{\text{zip}}$, and we give a modular interpretation of these sections. An interesting question is to determine the structure of $R_K$ as an $R_{\text{zip}}$-algebra. For example, one can ask whether it is smooth, finitely generated, etc.
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1. Global sections of automorphic vector bundles on the stack of $G$-zips

1.1. The stack of $G$-zips.

1.1.1. Zip datum. We fix an algebraic closure $k$ of $\mathbb{F}_p$. For an $\mathbb{F}_p$-scheme $X$, we denote by $X^{(p)}$ its Frobenius twist and by $\varphi : X \to X^{(p)}$ its relative Frobenius. Let $G$ be a connected reductive group over $\mathbb{F}_p$ and $\varphi : G \to G$ the $p$-th power Frobenius homomorphism. Let $Z := (G, P, L, Q, M, \varphi)$ be a zip datum, i.e $P, Q$ are parabolic subgroups of $G_k$, $L \subset P$ and $M \subset Q$ are Levi subgroups such that $\varphi(L) = M$. The zip group is the subgroup of $P \times Q$ defined by
\[
E := \{(x, y) \in P \times Q, \varphi(x) = y\}
\]
where $x \in L$ and $y \in M$ denote the Levi components of the elements $x$ and $y$ respectively. Let $G \times G$ act on $G$ by $(a, b) \cdot g := agb^{-1}$, let $E$ act on $G$ by restricting this action. The stack of $G$-zips of type $Z$ ([17],[18]) is isomorphic to the quotient stack
\[
G-\text{Zip}^Z \simeq [E\backslash G].
\]
In this paper, a frame is a triple $(B, T, z)$ where $(B, T)$ is a Borel pair of $G$ defined over $\mathbb{F}_p$ such that $B \subset P$ and $z$ is an element of the Weyl group $W = W(G, T)$ satisfying the conditions:
\[
\begin{align*}
\varphi(B \cap L) = B \cap M = B \cap M &
\end{align*}
\]
1.1.2. Zip stratification. Fix a frame \((B,T,z)\). Let \(\Phi \subset X^*(T)\) be the set of \(T\)-roots in \(G\). Let \(\Phi^+\) be the system of positive roots given by putting \(\alpha \in \Phi^+\) when the \(\alpha\)-root group \(U_{-\alpha}\) is contained in \(B\). Write \(\Delta \subset \Phi^+\) for the set of simple roots. For \(\alpha \in \Phi\), let \(s_\alpha \in W\) be the corresponding reflection. Then \((W,\{s_\alpha, \alpha \in \Delta\})\) is a Coxeter group and we denote by \(\ell : W \to \mathbb{N}\) the length function. We denote by \(w_0\) the longest element of \(W\).

For \(K \subset \Delta\), let \(W_K\) denote the subgroup of \(W\) generated by \(\{s_\alpha, \alpha \in K\}\), and let \(w_{0,K}\) be its longest element. \(W_K\) is possible by choosing a Chevalley system, \([1, XXIII, \S 6]\). Furthermore, for \(\phi \in \Phi^+\), \(\ell(\phi) = \ell(w_0)\). It is possible by choosing a Chevalley system, \([1, XXIII, \S 6]\). For \(w \in W\), define \(G_w\) as the \(E\)-orbit of \(w^{-1}\). The \(E\)-orbits in \(G\) form a stratification of \(G\) by locally closed subsets. By Th. 7.5 and Th. 11.2 in \([17]\), the map \(w \to G_w\) restricts to two bijections:

\[
1.1.4 \quad I^W \to \{E\text{-orbits in } G\}
\]

\[
1.1.5 \quad W^J \to \{E\text{-orbits in } G\}
\]

Furthermore, for \(w \in I^W \cup W^J\), one has \(\dim(G_w) = \ell(w) + \dim(P)\). In particular, there is a unique open \(E\)-orbit \(U_Z \subset G\) corresponding to the longest elements \(w_{0,I}w_{0,J} \in I^W\) and \(w_{0,W_0,J} \in W^J\) via \(1.1.4\) and \(1.1.5\).

1.1.3. Cocharacters. A cocharacter datum is a pair \((G,\mu)\) where \(G\) is a reductive group over \(\mathbb{F}_p\) and \(\mu : G_{m,k} \to G_k\) is a cocharacter. Such a pair \((G,\mu)\) gives rise to a zip datum as follows. First, \(\mu\) yields a pair of opposite parabolics \(P_+(\mu)\) such that \(P_+(\mu) \cap P_-(\mu) = L(\mu)\) is the centralizer of \(\mu\). The parabolic \(P_+(\mu)\) consists of elements \(g \in G\) such that the limit \(\lim_{t \to +0} \mu(t)g(t)^{-1}\) exists, i.e., such that the map \(G_{m,k} \to G_k, t \mapsto \mu(t)g(t)^{-1}\) extends to a morphism of varieties \(\mathbb{A}^1_{k} \to G_k\). The unipotent radical of \(P_+(\mu)\) is the set of such elements \(g\) for which this limit is \(1 \in G\).

Set \(P := P_-(\mu), Q := (P_+(\mu))^{opp}, L := L(\mu)\) and \(M := (L(\mu))^{opp}\). The tuple \(\mu := (G, P, L, Q, M, \varphi)\) is the zip datum attached to the cocharacter \(\mu\). In the following we will consider mostly \(G\)-zips arising in this way. We write simply \(G_{Zip}^{\mu}\) for \(G_{Zip}^{\mu}\).

1.2. Automorphic vector bundles on \(G_{Zip}^{\mu}\). Fix a zip datum \(Z = (G, P, L, Q, M, \varphi)\). An algebraic representation \((\rho, V)\) of \(E\) (where \(V\) is a finite-dimensional \(k\)-vector space) gives rise naturally to a vector bundle \(\mathcal{V}(\rho)\) on the stack \(G_{Zip}^{\mu} \simeq [E\setminus G]\) by the associated sheaf construction \([11, \S 5.8]\). The space of global sections of \(\mathcal{V}(\rho)\) is

\[
1.2.1 \quad H^0(G_{Zip}^{\mu}, \mathcal{V}(\rho)) = \{f : G \to V, f(e : g) = ef(g)\}, \quad \forall e \in E, \forall g \in G.
\]

If \((V, \rho)\) is an algebraic representation of \(P\), we view it as an \(E\)-representation via the first projection \(E \to P\). We denote again the attached vector bundle on \(G_{Zip}^{\mu}\) by \(\mathcal{V}(\rho)\).

**Lemma 1.2.1.** Let \((V, \rho)\) be an \(E\)-representation. The \(k\)-vector space \(H^0(G_{Zip}^{\mu}, \mathcal{V}(\rho))\) is finite-dimensional, of dimension \(\leq \dim(V)\).

**Proof.** Let \(U_Z \subset G\) denote the unique Zariski open \(E\)-orbit. A function \(f : G \to V\) satisfying the property of equation \(1.2.1\) is uniquely determined by its restriction to \(U_Z\) (by density and reducedness), and hence also by its value at a fixed element \(g \in U_Z\) (by \(E\)-equivariance). Hence the dimension of \(H^0(G_{Zip}^{\mu}, \mathcal{V}(\rho))\) is bounded above by the dimension of \(V\). \(\square\)

For each character \(\lambda \in X^*(T)\), denote by \(\mathcal{L}(\lambda)\) the line bundle attached to \(\lambda\) on the variety \(L/B_L\), again by the associated sheaf construction \([11, \S 5.8]\). We obtain an \(L\)-representation

\[
1.2.2 \quad V(\lambda) := H^0(L/B_L, \mathcal{L}(\lambda)).
\]

It is the induced representation \(Ind_{B_L}^G(\lambda)\). In general, \(V(\lambda)\) is not irreducible, but it has a unique irreducible \(L\)-subrepresentation. We obtain a vector bundle on \(G_{Zip}^{\mu}\) which we denote by \(\mathcal{V}(\lambda)\). We call \(\mathcal{V}(\lambda)\) an automorphic vector bundle on \(G_{Zip}^{\mu}\). When \(\lambda \in X^*(L)\), the vector bundle \(\mathcal{V}(\lambda)\) is a line bundle. Note that if \(\lambda \in X^*(T)\) is not \(L\)-dominant, then \(\mathcal{V}(\lambda) = 0\). In this paper, we ask the following question:

**Question 1.2.2.** For which \(\lambda \in X^*(T)\) does the vector bundle \(\mathcal{V}(\lambda)\) admit nonzero global sections on \(G_{Zip}^{\mu}\) ?

In view of Question \(1.2.2\) it is relevant to define the following subset

\[
1.2.3 \quad C_{Zip} := \{\lambda \in X^*(T) \mid H^0(G_{Zip}^{\mu}, \mathcal{V}(\lambda)) \neq 0\}.
\]

We will prove later that \(C_{Zip}\) is a cone in \(X^*(T)\) (i.e an additive submonoid of \(X^*(T)\)). Since \(\mathcal{V}(\lambda) = 0\) whenever \(\lambda\) is not \(L\)-dominant, we have an obvious inclusion \(C_{Zip} \subset X^+_{\alpha}(T)\).
1.3. The stack of G-zip flags. The stack of G-zip flags (attached to \((Z, B)\)), denoted by \(\text{G-ZipFlag}^Z\), was defined in [7]. It parametrizes G-zips endowed with a full flag refining the Hodge filtration (loc. cit., Def. 3.1.1). By Th. 3.1.2 of loc. cit., it is isomorphic to the quotient stack \([E'\backslash G]\) where \(E'\) is the subgroup of \(E\) defined by \(E' := E \cap (B \times G)\), where the subgroup \(E'\) acts on \(G\) by restricting the action of \(E\) on \(G\) defined in §1.1. The inclusion \(E' \subset E\) induces a natural projection

\[
\pi : \text{G-ZipFlag}^Z \to \text{G-Zip}^Z
\]

whose fibers are flag varieties, isomorphic to \(E\).

Using again the associated sheaf construction ([11], §5.8), we can attach to each \(λ, ν \in X^*(T)\) a line bundle \(\mathcal{L}(λ)\) on the quotient stack \([E'\backslash G] \simeq \text{G-ZipFlag}^Z\). One has the formula

\[
\mathcal{L}(λ) \otimes \mathcal{L}(ν) = \mathcal{L}(λ + ν).
\]

for all \(λ, ν \in X^*(T)\). Furthermore, we have

\[
π_*\mathcal{L}(λ) = \mathcal{V}(λ).
\]

In particular, this formula implies:

\[
H^0(\text{G-Zip}^Z, \mathcal{V}(λ)) = H^0(\text{G-ZipFlag}^Z, \mathcal{L}(λ)).
\]

Remark 1.3.1. It follows that elements of \(H^0(\text{G-Zip}^Z, \mathcal{V}(λ))\) identify with regular functions \(f : G \to A^1\) satisfying the relation \(f(εg) = λ(ε)f(g)\) for all \(ε \in E'\) and \(g \in G\). Conversely, let \(f : G \to A^1\) be a regular function. By a theorem of Rosenlicht, the following are equivalent

1. There exists \(λ \in X^*(T)\) such that \(f \in H^0(\text{G-Zip}^Z, \mathcal{V}(λ))\).
2. \(f\) is the Weil divisor \(\text{div}(f)\) is stable by addition (i.e an additive submonoid). We say that \(\mathcal{V}(λ)\) is a nonzero global section of \(\text{G-ZipFlag}^Z\).

1.4. Cone terminology. Let \(M\) be a free abelian group of finite-type. In this paper, a cone in \(M\) is a subset \(C \subset M\) containing 0 and stable by addition (i.e an additive submonoid). We say that \(C\) is generated by \(m_1, ..., m_n \in C\) if any element of \(C\) can be written as \(∑_{i=1}^n λ_i m_i\) for \(λ_i \in N\). In this case, we write

\[
C = Nm_1 + ... + Nm_n.
\]

For a cone \(C \subset M\), we define \(\langle C \rangle\) by

\[
\langle C \rangle := \{x \in M, \exists n ≥ 1, nx \in C\}.
\]

It is easy to see that \(\langle C \rangle\) is again a cone. We say that \(C\) is saturated in \(M\) if \(\langle C \rangle = C\). For elements \(m_1, ..., m_n \in C\), we denote by \(\langle m_1, ..., m_n \rangle\) the smallest saturated cone in \(M\) containing \(m_1, ..., m_n\). If \(C = \langle m_1, ..., m_n \rangle\), we say that \(C\) is \(s\)-generated by \(m_1, ..., m_n\) or that \(\{m_1, ..., m_n\}\) is an \(s\)-generating set for \(C\). If \(C \subset M\) is a cone, we denote by \(C_{R^+} \subset M \otimes R\) the set

\[
C_{R^+} := \left\{ ∑_{i=1}^r λ_i m_i, \forall i = 1, ..., r, λ_i \in R_{≥0}, m_i \in C \right\}.
\]

The saturated cone depends of course on the ambient free abelian group \(M\). In this paper, \(M\) will always be the group of characters \(X^*(T)\) of a fixed torus \(T\).

Lemma 1.4.1. The set \(C_{zip} \subset X^*(T)\) is a cone.

Proof. Let \(f\) and \(g\) be nonzero global section of \(\mathcal{L}(λ)\) and \(\mathcal{L}(ν)\) respectively over \(\text{G-ZipFlag}^Z\). Then by [1.3.2] \(fg\) is a nonzero global section of \(\mathcal{L}(λ + ν)\), hence the result. \(\square\)

Definition 1.4.2. The saturated zip cone is defined as \(\langle C_{zip} \rangle\).

Since \(C_{zip} \subset X^*_+, t(T)\) and the latter cone is clearly saturated in \(X^*(T)\), we have \(\langle C_{zip} \rangle \subset X^*_+, t(T)\).

1.5. Motivation. Let \(X\) be a scheme endowed with a dominant morphism of stacks \(ζ : X \to \text{G-Zip}^Z\). For \(λ \in X^*(T)\), define a vector bundle \(\mathcal{V}_X(λ) := ζ^*\mathcal{V}(λ)\) and a subset

\[
C_X := \left\{ λ \in X^*(T), H^0(X, ζ^*\mathcal{V}(λ)) \neq 0 \right\}.
\]

For example, \(X\) can be the special fiber of a Hodge-type Shimura variety at a place of good reduction, and \(ζ\) the map defined in [22], Th. 2.4.1] (in this case the map \(ζ\) is even surjective). Since \(ζ\) is dominant, pull-back gives an inclusion \(C_{zip} \subset C_X\).

When \(X\) satisfies some good properties and for certain reductive groups \(G\), it was proved in [5] that one has an equality \(\langle C_{zip} \rangle = \langle C_X \rangle\). More specifically, we formulated the conjecture:
Conjecture 1.5.1. Assume $X$ is an irreducible, proper $k$-variety endowed with a smooth and surjective map $\zeta : X \rightarrow G\text{-Zip}^Z$. Assume that $(G, \mu)$ is of Hodge-type ([8] Def. 1.3.1). Then one has $\langle C_{\text{zip}} \rangle = \langle C_X \rangle$.

It is possible to modify this conjecture to allow non-irreducible, non-proper schemes, see loc. cit. However, it is in general not true that $C_{\text{zip}} = C_X$. This suggests that only the saturated cone $\langle C_X \rangle$ is encoded in the stack $G\text{-Zip}^Z$, but the finer information about $C_X$ cannot be recovered in this way.

Let us expand slightly on the example of Shimura varieties Shimura varieties. Let $Sh_K(G, X)$ be a Shimura variety of Hodge-type attached to a reductive $\mathbb{Q}$-group $G$. Let $A \rightarrow Sh_K(G, X)$ be the universal abelian variety. Then we may consider the flag space $Fl_K(G, X)$ of $Sh_K(G, X)$, which parametrizes points $x \in Sh_K(G, X)$ endowed with a full flag in $H^1_{dR}(A_x)$ refining the Hodge filtration. In the Siegel case, these spaces were introduced in [4], and in the general case, they were used in our previous articles [6], [7].

If $p$ is a place of good reduction, Kisin and Visu have constructed a canonical, smooth integral model $S_K$ of $Sh_K(G, X)$ over the ring $\mathcal{O}_E$, where $v|p$ is any place of the reflex field $E$. Then, the flag space $Fl_K(G, X)$ also admits a similar model $F_K$ (see [6]). By abuse of notation, denote also by $G$ the special fiber of a reductive $\mathbb{Z}_p$-model of $G_{\mathbb{Q}_p}$ and write $S_K := S_K \otimes \kappa(v)$ and $F_K := F_K \otimes \kappa(v)$. There is a smooth surjective map $\zeta : S_K \rightarrow G\text{-Zip}^n$ defined in [22] Th. 2.4.1, where $\mu$ is the cocharacter attached to the Shimura datum. Let $C_K$ denote the cone $C_X$ for $X = S_K$. Although the cone $C_K$ depends on the level $K$ (this is already clear for modular forms), we will now see that the saturated cone $\langle C_K \rangle$ does not. Hence, dependence on the level is not a valid obstruction for Conjecture 1.5.1 to hold.

Lemma 1.5.2. Let $f : X \rightarrow Y$ be a finite surjective morphism of integral schemes with $Y$ normal. Let $\mathcal{L}$ be a line bundle over $Y$ and assume that there is a nonzero section $h \in H^0(X, f^* \mathcal{L})$. Then there exists $n \geq 1$ such that $H^0(Y, \mathcal{L}^n) \neq 0$.

Proof. By the assumption on $f : X \rightarrow Y$, it admits a norm map $\text{Norm} : f_* \mathcal{O}_X \rightarrow \mathcal{O}_Y$ of degree $n = \lfloor k(X) : k(Y) \rfloor$ (see [20] Lem. 30.17.7) and the induced map $\text{Norm} : \text{Pic}(X) \rightarrow \text{Pic}(Y)$. The section $h$ gives rise to a morphism of $\mathcal{O}_X$-linear map $\mathcal{O}_X \rightarrow f^* \mathcal{L}$. We can use loc. cit., Lem. 30.17.3 to obtain an $\mathcal{O}_Y$-linear map

\[ \mathcal{O}_Y \simeq \text{Norm}(\mathcal{O}_X) \rightarrow \text{Norm}(f^* \mathcal{L}) \simeq \mathcal{L}^n \]

This yields a global section $h' \in H^0(Y, \mathcal{L}^n)$. By the second part of loc. cit., Lem. 30.17.3, the section $h'$ vanishes exactly on $f(Z)$, where $Z \subset X$ is the vanishing locus of $Y$. In particular $h' \neq 0$, which proves the result. □

Corollary 1.5.3. The saturated cone $\langle C_K \rangle$ is independent of $K$.

Proof. Let $K', K$ be two compact subgroups, we may assume $K' \subset K$. We have a finite étale surjective map $\pi : F_{K'} \rightarrow F_K$. We clearly have $C_{K'} \subset C_K'$ by pullback. Conversely, if $\lambda \in C_{K'}$, then $\mathcal{L}(\lambda)$ admits a nonzero global section over $S_{K'}$. It is nonzero on at least one connected component $F_{K'} \subset F_K$. Choose a connected component $F_{K'} \subset F_K$ mapping to $F_{K'}$. By Lem. 1.5.2 there is a nonzero global section of $\mathcal{L}(n\lambda)$ over $F_{K'}$. We may extend it by zero on the other connected components of $F_K$, and this shows $n\lambda \in C_K$. □

1.6. The case of line bundles. Recall that $\mathcal{V}(\lambda)$ is a line bundle on $G\text{-Zip}^Z$ if and only if $\lambda \in X^*(L)$. In this section, we restrict our attention to automorphic line bundles, i.e we consider the cone $C_{\text{zip}} \cap X^*(L)$.

By [13] Th. 3.1, there exists $n_0 \geq 1$ such that the line bundle $\mathcal{V}(\lambda)^{n_0} = \mathcal{V}(n_0\lambda)$ admits a unique (up to scalar) nonzero section $h_\lambda$ over the open stratum $[E \setminus U_Z] \subset G\text{-Zip}^Z$. The integer $n_0$ is determined explicitly in [13] Def. 3.2.4.

Recall (12 Def. 4.1.3]) that $\lambda \in X^*(L)$ is called $\mathcal{Z}$-ample if $\lambda \in X^*(L) \cap X^*_r(T)$. If $\lambda \in X^*(L)$ is $\mathcal{Z}$-ample, the section $f_x$ extends to a global section of $G\text{-Zip}^Z$ ([13] Th. 5.1.4]). In other words, this shows:

Proposition 1.6.1. One has $X^*(L) \cap X^*_r(T) \subset C_{\text{zip}}$.

1.7. The Schubert cone. We will define a subcone $C_{\text{Sbt}} \subset C_{\text{zip}}$ which has the advantage of being easily computable. It can sometimes happen that $\langle C_{\text{Sbt}} \rangle = \langle C_{\text{zip}} \rangle$. The Schubert stack is defined as the quotient stack

\[ (1.7.1) \quad \text{Sbt} := [B\backslash \text{G}/B]. \]

This stack is naturally stratified by the $B \times B$-orbits in $G$, called the Schubert cells. They are parametrized by the set $W$ via the bijection $w \mapsto S_w := BwB$. Then $\text{Sbt}_w := [B\backslash S_w/B]$ is a locally closed substack of $\text{Sbt}$. A fundamental property is that the Zariski closure $S_w$ is normal ([19] Th. 3)).

Again using [11] §8, for any pair of characters $(\lambda, \nu) \in X^*(T) \times X^*(T)$, there is an associated line bundle $\mathcal{L}(\lambda, \nu)$ on the stack $\text{Sbt}$. One has an equivalence ([6] Th. 2.2.1(a)):

\[ (1.7.2) \quad H^0(\text{Sbt}_w, \mathcal{L}(\lambda, \nu)) \neq 0 \iff \nu = -w^{-1}\lambda. \]

If this condition is satisfied, the space $H^0(\text{Sbt}_w, \mathcal{L}(\lambda, \nu))$ is one-dimensional, and the divisor of any nonzero element is given by Chevalley’s formula (loc. cit. Th. 2.2.1(c)). In particular for $w = w_0$, the line bundle $\mathcal{L}(\lambda, \nu)$
admits a nonzero section on the open Schubert stratum $Sbt_{w_0}$ if and only if $\nu = -w_0\lambda$. The divisor of any nonzero $h_\lambda \in H^0(Sbt_{w_0}, \mathcal{L}(\lambda, -w_0\lambda))$ is given by

\begin{equation}
\text{div}(h_\lambda) = -\sum_{\alpha \in \Delta} \langle \lambda, w_0\alpha^\vee \rangle \mathfrak{s}_{w_0\alpha}.
\end{equation}

In particular, $h_\lambda$ extends to Sbt if and only if $\lambda \in X_+^*(T)$. It is explained in [3] §2.3 that there is a natural map

\begin{equation}
\psi : G\cdot\text{ZipFlag}^Z \to \text{Sbt}.
\end{equation}

We obtain a natural stratification on $G\cdot\text{ZipFlag}^Z$ defined as preimages of the Schubert strata in Sbt: for $w \in W$, set $X_w := \psi^{-1}(Sbt_w)$. The stratum $X_w$ is isomorphic to $[E'/BwBz^{-1}]$ ($E'$ acts via the inclusion $E' \subset B \times B$). It is locally closed in $G\cdot\text{ZipFlag} \simeq [E'/G]$. Furthermore, for all $\lambda, \nu \in X^*(T)$, one has the formula

\begin{equation}
\psi^* \mathcal{L}(\lambda, \nu) = \mathcal{L}(\lambda + (\nu \circ \varphi)).
\end{equation}

where $\varphi : T \to T$ is the Frobenius homomorphism (recall that $T$ is defined over $\mathbb{F}_p$). For $\lambda \in X^*(T)$, denote by $h_\lambda$ an arbitrary nonzero element of $H^0(Sbt_{w_0}, \mathcal{L}(\lambda, -w_0\lambda))$. We obtain a rational section $\psi^*(h_\lambda) \in H^0(X_{w_0}, \mathcal{L}(h))$ where $h : X^*(T) \to X^*(T)$ is defined by $h(\lambda) = \lambda - (zw_0\lambda) \circ \varphi$.

\textbf{Definition 1.7.1.} The Schubert cone is defined by $C_{\text{Sbt}} := h(X^*_+(T))$. The saturated Schubert cone is $(C_{\text{Sbt}})$.

By the above discussion, we have inclusions $C_{\text{Sbt}} \subset C_{\text{zip}}$ and $(C_{\text{Sbt}}) \subset (C_{\text{zip}})$. In certain easy cases, it can happen that $(C_{\text{Sbt}}) = (C_{\text{zip}})$, but they are usually distinct. For example, equality holds for Hilbert-Blumenthal zip data $(\mathcal{G}, X)$ be a place of good reduction, and retain the notation of §1.5. In particular, recall that we have an $\mathcal{O}_{E_v}$-scheme $\mathcal{F}_K$ whose base change to $E_v$ is $\mathcal{F}_K \otimes E_v$.

\textbf{Lemma 1.7.2.} Assume that $P$ is defined over $\mathbb{F}_p$. Then $X^*(L) \cap X^*_+(T) \subset (C_{\text{Sbt}})$.

\textbf{Proof.} Since $P$ is defined over $\mathbb{F}_p$, the map $h : X^*(T) \to X^*(T)$ is given by $\lambda \mapsto \lambda - p w_0, 1 \sigma \lambda$, and restricts to a map $X^*(L) \to X^*(L)$. Let $\chi \in X^*(L) \cap X^*_+(T)$ be a character and $\lambda \in X^*(L)_Q$ such that $\chi = h(\lambda)$. Fix $r \geq 1$ such that $\sigma^r \chi = \chi$. Then it is easy to see that

\begin{equation}
\lambda = -\frac{1}{p^{2r}} \sum_{i=0}^{2r-1} p^i (w_0, L)^i \sigma^i \chi.
\end{equation}

Hence for all $\alpha \in \Delta \setminus I$, one has $(p^{2r} - 1)(\alpha, \alpha^\vee) = -\sum_{i=0}^{2r-1} p^i (\chi, (w_0, L)^i \sigma^{-i} \alpha^\vee)$. Since $\alpha \in \Delta \setminus I$, the root $(w_0, L)^i \sigma^{-i} \alpha$ is again positive for all $i$. Hence we obtain $\lambda \in X^*_+(T)$, and this shows $\chi \in (C_{\text{Sbt}})$. \hfill \square

\textbf{Lemma 1.7.3.} Assume that $T$ is $\mathbb{F}_p$-split. For $\lambda \in X^*(T)$, we have an equivalence

\begin{equation}
\lambda \in (C_{\text{Sbt}}) \iff p w_0, 1 \lambda + \lambda \in X^*_+(T).
\end{equation}

\textbf{Proof.} In this case, the Galois action on $X^*(T)$ is trivial, so the map $h$ is simply given by $h(\lambda) = \lambda - p w_0, L \lambda$. Hence if $\lambda = h(\chi)$, one sees easily that $(p^2 - 1)\chi = -(p w_0, L \lambda + \lambda)$, and the result follows. \hfill \square

\subsection*{1.8. The Griffith-Schmidt cone}

We define the following subcone of $X^*(T)$:

\textbf{Definition 1.8.1.} Let $C_{\text{GS}}$ denote the set of characters $\lambda \in X^*(T)$ satisfying the conditions

\begin{align}
&\langle \lambda, \alpha^\vee \rangle \geq 0 \text{ for } \alpha \in I \quad (1.8.1) \\
&\langle \lambda, \alpha^\vee \rangle \leq 0 \text{ for } \alpha \in \Phi_+ \setminus I. \quad (1.8.2)
\end{align}

It is easy to see that $C_{\text{GS}}$ is a saturated subcone of $X^*(T)$, which we call the Griffith-Schmidt cone. Let us give some motivation for introducing this cone. The conditions defining $C_{\text{GS}}$ were first understood by Griffith-Schmidt in their work [8]. They consider certain manifolds (called Griffith-Schmidt manifolds) which generalize Shimura varieties to non-minuscule cocharacters. In particular, their result applies in our situation to the flag space $Fl_K(G, X)$ of the Shimura variety. Since they only work in the compact case, assume $Sh_K(G, X)$ is a compact Shimura variety of Hodge type over a number field $E$. Denote by $C_{\text{GS}}$ the “interior” of $C_{\text{GS}}$, where the inequalities $(1.8.1)$ and $(1.8.2)$ are strict. The following result is shown in loc. cit.

\textbf{Theorem 1.8.2.} For all $\lambda \in C_{\text{GS}}$, the line bundle $\mathcal{L}(\lambda)$ is ample on $Fl_K(G, X)$.

In particular, for any $\lambda \in C_{\text{GS}}$, there exists $N \geq 1$ such that $\mathcal{L}(N\lambda)$ admits a global section on $Fl_K(G, X)$. Now, let $p$ be a place of good reduction, and retain the notation of [1.7]. In particular, recall that we have an $\mathcal{O}_{E_v}$-scheme $\mathcal{F}_K$ whose base change to $E_v$ is $Fl_K(G, X) \otimes_E E_v$.

\textbf{Proposition 1.8.3.} Assume that $H^0(Fl_K(G, X) \otimes C, \mathcal{L}(\lambda)) \neq 0$. Then one has also $H^0(\mathcal{F}_K \otimes \mathbb{F}_p, \mathcal{L}(\lambda)) \neq 0.$
Proof. By flat base change along the map \( \text{Spec}(E_\mu) \to \text{Spec}(\mathcal{O}_{E_\mu}) \), we have
\[
H^0(Fl_K(G, X)_{E_\mu}, \mathcal{L}(\lambda)) = H^0(\mathcal{F}_K, \mathcal{L}(\lambda)) \otimes_{\mathcal{O}_{E_\mu}} E_\mu.
\]
Using again flat base change for \( \text{Spec}(\mathcal{C}) \to \text{Spec}(E_\mu) \), we deduce that \( H^0(Fl_K(G, X)_{E_\mu}, \mathcal{L}(\lambda)) \) and \( H^0(\mathcal{F}_K, \mathcal{L}(\lambda)) \) are nonzero. Denote by \( f \in H^0(\mathcal{F}_K, \mathcal{L}(\lambda)) \) an arbitrary nonzero element. Let \( \kappa(v) \) be the residue field of \( \mathcal{O}_{E_\mu} \).

If \( f \) maps to a nonzero element via the natural map \( H^0(\mathcal{F}_K, \mathcal{L}(\lambda)) \to H^0(\mathcal{F}_K \otimes \kappa(v), \mathcal{L}(\lambda)) \), then we deduce the result. If \( f \) maps to zero, then it is divisible by an uniformizer \( \varpi \in \mathcal{O}_{E_\mu} \). There exists an integer \( n \geq 1 \) such that \( \varpi^n \) divides \( f \), but \( \varpi^{n+1} \) does not. Then \( f' = \varpi^n f \). Then \( f' \) reduces to a nonzero section over \( \mathcal{F}_K \otimes \kappa(v) \), which terminates the proof.

Recall our general Conjecture 1.5.1 explained earlier. Denote by \( C_K \) the set of \( \lambda \in X^*(T) \) such that \( \mathcal{V}(\lambda) \) admits nonzero global section over \( S_K = S_K \otimes \mathbb{F}_p \). Then we conjectured that \( \langle C_K \rangle = \langle C_{\text{zip}} \rangle \). We have just seen that \( C_{\text{GS}} \subset \langle C_K \rangle \). Hence, if our conjecture is correct, we must have also \( C_{\text{GS}} \subset \langle C_{\text{zip}} \rangle \). It seems reasonable that the cone \( \langle C_{\text{zip}} \rangle_{R^+} \) is closed in \( X^*(T) \otimes \mathbb{R} \) for the real topology. Hence one should also expect:

**Conjecture 1.8.4.** One has \( C_{\text{GS}} \subset \langle C_{\text{zip}} \rangle \).

Note that Conjecture 1.8.4 involves entirely group-theoretical objects. We will even see a formulation of \( \langle C_{\text{zip}} \rangle \) in representation theory terms. Hence it is quite striking that we have come to the conclusion that the inclusion \( C_{\text{GS}} \subset \langle C_{\text{zip}} \rangle \) must hold by means of the Shimura variety and the result of Griffith-Schmidt, which uses analytical methods and tools from the theory of automorphic representations.

We will check Conjecture 1.8.4 in 3 in the case when the Levi subgroup \( L \) is defined over \( \mathbb{F}_p \). This gives some evidence that the more ambitious Conjecture 1.5.1 should hold (at least for Shimura varieties).

2. The \( \mu \)-ordinary cone

2.1. Sections on the \( \mu \)-ordinary locus. Let \((G, \mu)\) be a cocharacter datum with associated zip datum \( \mathcal{Z} \). In this case, we prefer to denote the unique open \( E \)-orbit by \( U_\mu \subset G \) (instead of the previous notation \( U_\mathcal{Z} \)), and we call it the \( \mu \)-ordinary zip stratrum. The open substack
\[
G\text{-Zip}^{\mu\text{-ord}} := [E \setminus U_\mu]
\]
is called the \( \mu \)-ordinary locus of \( G\text{-Zip}^\mu \). To avoid confusion between \( G\text{-Zip}^\mu \) and \( G\text{-Zip}^{\mu\text{-ord}} \), we will simply write \( G\text{-Zip} \) for the stack of \( G \)-zips (The cocharacter \( \mu \) will be fixed once and for all). The stabilizer of an arbitrary element \( x \in U_\mu \) is a finite group scheme \( S := \text{Stab}_G(x) \subset E \) (not necessarily étale). The map \( E \to U_\mu \), \( \epsilon \mapsto \epsilon \cdot x \) yields an isomorphism \( E/S \simeq U_\mu \). One can show that the element 1 lies in \( U_\mu \). Its stabilizer takes the form
\[
S := \text{Stab}_E(1) = \{ (a, b) \in E, a = b \}.
\]
Identify \( S \) with a subgroup of \( P \) via the first projection \( S \to P \). The stabilizer \( S \) is explicitly determined in 15. It particular, it is proved that \( S \subset Q \cap L \) and can be written as \( S = L_0(\mathbb{F}_p) \times S^* \), where \( L_0 \subset L \) is the largest \( \mu \)-Levi subgroup containing \( T \) which is defined over \( \mathbb{F}_p \). The group \( S^* \) is a finite unipotent (non-smooth) subgroup. Define the \( \mu \)-ordinary locus in \( G\text{-ZipFlag} \) by
\[
G\text{-ZipFlag}^{\mu\text{-ord}} := \pi^{-1}(G\text{-Zip}^{\mu\text{-ord}}).
\]

**Lemma 2.1.1.** There are isomorphisms \( G\text{-ZipFlag}^{\mu\text{-ord}} \simeq [E \setminus U_\mu] \simeq [B_L \setminus L/S] \).

**Proof.** The isomorphism \( G\text{-ZipFlag}^{\mu\text{-ord}} \simeq [E \setminus U_\mu] \) is clear by definition. Hence, we obtain \( G\text{-ZipFlag}^{\mu\text{-ord}} \simeq [E \setminus (E/S)] \simeq [(E^0/E)/S] \) and the first projection \( E \to P \) induces an isomorphism \( E^0 \setminus E \simeq B \setminus P \simeq B_L \setminus L \), hence the result.

Denote by \( \pi_\mu : G\text{-ZipFlag}^{\mu\text{-ord}} \to G\text{-Zip}^{\mu\text{-ord}} \) the natural projection. The relation \( (\pi_\mu)_*(\mathcal{L}(\lambda)) = \mathcal{V}(\lambda) \) continues to hold since \( \pi_\mu \) is a base-change of \( \pi \) by an open embedding. In particular, we obtain a similar identification
\[
H^0(G\text{-Zip}^{\mu\text{-ord}}, \mathcal{V}(\lambda)) \simeq H^0(G\text{-ZipFlag}^{\mu\text{-ord}}, \mathcal{L}(\lambda)).
\]

**Remark 2.1.2.** Using the isomorphisms of Lemma 2.1.1 these spaces also identify with the following objects:
(1) Regular functions \( f : U_\mu \to \mathbb{A}^1 \) such that \( f(\epsilon \cdot g) = \lambda(\epsilon)f(g) \) for all \( g \in U_\mu \) and \( \epsilon \in E' \).
(2) Regular functions \( f : L \to \mathbb{A}^1 \) such that \( f(hk) = \lambda(h)f(k) \) for all \( b \in B_L, h \in L \) and \( s \in S \).

If \( f : U_\mu \to \mathbb{A}^1 \) is a function as in (1), then \( f' : L \to \mathbb{A}^1 \), \( f'(a) := f(a\varphi(a)^{-1}) \) is the corresponding function as in (2). Conversely, one recovers \( f \) from \( f' \) as follows: For \( g \in U_\mu \), write \( g = ab^{-1} \) with \( (a, b) \in E \). Then \( f(g) = f'(\pi) \) (this is independent of the choice of \( (a, b) \in E \) such that \( g = ab^{-1} \) because of the \( S \)-invariance of \( f' \)).

Define the \( \mu \)-ordinary cone \( C_\mu \subset X^*(T) \) as the set of characters \( \lambda \in X^*(T) \) such that \( H^0(G\text{-Zip}^{\mu\text{-ord}}, \mathcal{V}(\lambda)) \neq 0 \). The inclusion \( G\text{-Zip}^{\mu\text{-ord}} \subset G\text{-Zip} \) induces an inclusion \( C_{\text{zip}} \subset C_\mu \). By similar arguments as before, the set \( C_\mu \) is a cone in \( X^*(T) \) and is contained in \( X^*_{\mu, t}(T) \). Define also the saturated \( \mu \)-ordinary cone by \( \langle C_\mu \rangle \).
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Lemma 2.1.3. One has \( \langle C_\mu \rangle = X^+_{\mu,i}(T) \).

To prove this lemma, we introduce auxiliary functions. Denote by \( p^n \) the order of the unipotent group scheme \( S^0 \), the connected part of the finite group scheme \( S = \text{Stab}_E(1) \). Let \( \lambda \in X^+(T) \) be any \( L \)-dominant and let \( V(\lambda) = H^0(B_L \setminus L, \mathcal{L}(\lambda)) \) be the attached \( L \)-representation \((1222)\). Let \( f \in V(\lambda) \) be a nonzero element. For \( x \in L \), set:

\[
\tilde{f}(x) := \left( \prod_{s \in L_0(F_p)} f(xs) \right)^{p^n}.
\]

Lemma 2.1.4. Let \( D := p^n|L_0(F_p)| \). The function \( \tilde{f} \) satisfies the relation \( \tilde{f}(bxs) = \lambda(b)^{-D} \tilde{f}(x) \), for all \( x \in L \), \( b \in B_L \) and \( s \in S \).

Proof. The invariance under \( L_0(F_p) \) is clear by the averaging and the invariance under \( S^0 \) is accomplished by the \( p^n \)-power in formula (2.1.5).

Using Remark 2.1.2 (2), the function \( \tilde{f} \) identifies with a (nonzero) element \( \tilde{f} \in H^0(G, \text{ZipFlag}^{\mu\text{-ord}}, \mathcal{L}(D\lambda)) = H^0(G, \text{Zip}^{\mu\text{-ord}}, \mathcal{V}(D\lambda)). \) In particular, this shows that \( D\lambda \in C_\mu \) and implies \( \lambda \in \langle C_\mu \rangle \). Since \( \lambda \) was taken to be an arbitrary \( L \)-dominant character of \( T \), this proves Lemma 2.1.3 above. We have constructed a (non-linear) map (2.1.6)

\[
V(\lambda) \rightarrow H^0(G, \text{ZipFlag}^{\mu\text{-ord}}, \mathcal{L}(D\lambda)).
\]

Let us now give another interpretation of \( \tilde{f} \) which shows that they are very natural elements to consider. As we noted, the choice of \( 1 \in U_\mu \) induces a surjective map \( E \rightarrow U_\mu, e \mapsto \epsilon. \) This map induces therefore a ring extension \( k[U_\mu] \subset E \) as well as a field extension \( k(G) \subset k(E) \). Furthermore, the map \( E \rightarrow U_\mu \) identifies with the projection \( E \rightarrow E/S, \) where \( S = \text{Stab}_E(1) \) (possibly non-smooth finite group scheme). Denote by \( \eta \) the order of \( S^0 \).

Lemma 2.1.5. The extension \( k[U_\mu] \subset E \) is integral. The extension \( k(G) \subset k(E) \) is finite and has degree the order of the finite group scheme \( S \). Its separable degree is \(|L_0(F_p)|\) and its inseparable degree \( p^n \). The extension is normal and is a Galois extension if and only if \( P \) is defined over \( F_p \).

Proof. The statements about finiteness and the degree of the extension are simple field theory. The extension is Galois if and only if the stabilizer \( S \) is smooth, which is equivalent to \( L = L_0 \), so \( P \) defined over \( F_p \).

Let \( f \in H^0(B_L \setminus L, \mathcal{L}(\lambda)) \) be nonzero. View \( f \) as a regular function on \( E \) via the natural maps \( E \rightarrow P \rightarrow L \). The auxiliary function \( \tilde{f} \in H^0(G, \text{Zip}^{\mu\text{-ord}}, \mathcal{V}(D\lambda)) \) is then obtained by applying the norm map (2.1.7)

\[
N : k[E] \rightarrow k[U_\mu].
\]

2.2. Hodge-type zip data. In the rest of this section, we assume that \((G, \mu)\) is of Hodge-type. Recall that \((G, \mu)\) is of Hodge-type \((B, \text{Def. 1.3.1})\) if there is an embedding \( \iota : (G, \mu) \rightarrow (GSP(V, \phi, \mu')) \) where \((V, \phi)\) is a symplectic space and \( \mu' \) is minuscule. This case is important in the applications to Shimura varieties and automorphic forms.

In this case, a special role is played by the Hodge character \( \eta_\omega \in X^+(L) \). Strictly speaking, \( \eta_\omega \) depends on the choice of the embedding \( \iota \). However, we fix \( \iota \) throughout so we drop it from the notation. By \( Z \) Lem. 5.1.2, the character \( \eta_\omega \) satisfies \( \langle \eta_\omega, \alpha^\vee \rangle < 0 \) for all \( \alpha \in \Delta \setminus I \). The line bundle \( \omega = \mathcal{L}(\eta_\omega) \) on \( G\text{-Zip} \) is called the Hodge line bundle. In the Hodge-type case, an important property is the existence of a \( \mu \)-ordinary Hasse invariant, i.e. a global section \( h_\mu \in H^0(G, \text{Zip}^{\mu\text{-ord}}, \omega^d) \) (some \( d \geq 0 \)) such that the non-vanishing locus of \( h_\mu \) is exactly \( G, \text{Zip}^{\mu\text{-ord}} \) \((13)\). In particular, \( \eta_\omega \in \langle C_{\text{zip}} \rangle \).

We endow the cone \( X^+_{\mu,i}(T)_{n+} \) with the subspace topology given by the inclusion \( X^+_{\mu,i}(T)_{n+} \subset X^+(T)_{n+} \).

Proposition 2.2.1. The following assertions hold

(1) One has \( X^+_{\mu,i}(T) = \eta_\omega + \langle C_{\text{zip}} \rangle \).

(2) The cone \( \langle C_{\text{zip}} \rangle_{n+} \) is a neighborhood of \( \eta_\omega \) in \( X^+_{\mu,i}(T)_{n+} \).

Proof. We first show (1). Let \( \lambda \in X^+_{\mu,i}(T) \) be a character. By Lemma 2.1.3 we may assume (after replacing \( \lambda \) by a multiple) that there exists a nonzero section \( f \in H^0(G, \text{ZipFlag}^{\mu\text{-ord}}, \mathcal{L}(\lambda)) \). Write \( h_\mu' := \pi^*(h_\mu) \) for the pullback of \( h_\mu \) along the map \( \pi : G\text{-ZipFlag} \rightarrow G\text{-Zip} \). The non-vanishing locus of \( h_\mu' \) is exactly \( G\text{-ZipFlag}^{\mu\text{-ord}} \). Hence we can find \( N \geq 1 \) such that \( fh_\mu^{N} \) has no pole along the complement of \( G\text{-ZipFlag}^{\mu\text{-ord}} \) and hence extends to a global section of \( \mathcal{V}(\lambda) \otimes \omega^N \). Therefore \( \lambda + N\eta_\omega \in C_{\text{zip}} \), which proves (1). The second assertion is an immediate consequence.
2.3. A criterion. By the previous proposition, $(C_{zip})_{R^+}$ is always a neighborhood of $\eta_\omega$ in $X_{+,L}(T)_{R^+}$. We give a criterion when the same holds for the subcone $(C_{Shi})_{R^+} \subset (C_{zip})_{R^+}$. Note that in general, it is not even true that $\eta_\omega \in (C_{Shi})$. However, we know it when $P$ is defined over $F_p$ by Lemma 2.3.2.

Lemma 2.3.1. The following assertions are equivalent

1. The cone $(C_{Shi})_{R^+}$ is a neighborhood of $\eta_\omega$ in $X_{+,L}(T)_{R^+}$.
2. One has $\eta_\omega \in (C_{Shi})$ and $(C_{Shi}) + Z_0\eta_\omega = X_{+,L}(T)$.
3. $P$ is defined over $F_p$ and $\sigma$ acts on $I$ by $\alpha \mapsto -w_0, \alpha$.
4. One has the inclusion $C_{GS} \subset (C_{Shi})$.

Proof. As in Prop. 2.2.1, it is clear that (1) and (2) hold. Assume that (2) holds. In particular, $X^*(L) \subset X^*_{+,L}(T)$, so for all $\lambda \in X^*(L)$, we can write $\lambda = \gamma + mn_\omega$ where $\gamma \in (C_{Shi})$ and $m \in \mathbb{Z}$. Hence there is $d \geq 1$ such that $d\lambda = h(\chi) + d\eta_\omega$, with $\chi \in X^*_{+,L}(T)$. In particular, $h(\chi) \in X^*(L)$, so for all $\alpha \in I$, we have

$$0 = h(\chi, \alpha^\vee) = \langle \chi, \alpha^\vee \rangle - \langle \chi, \sigma(w_0, L, \alpha^\vee) \rangle. $$

Since $\alpha \in \Delta_L$, the root $\sigma(w_0, L, \alpha^\vee)$ is negative, hence we deduce $\langle \chi, \alpha^\vee \rangle = \langle \chi, \sigma(w_0, L, \alpha^\vee) \rangle = 0$. As $\alpha$ varies in $I$, the root $-\sigma(w_0, L, \alpha^\vee)$ spans $\sigma(I)$. Hence $\chi$ is orthogonal to $\sigma(I)$, so $\chi \in (C_{Shi})$. Denote by $K \subset X^*_{+,L}(T)$ the subcone orthogonal to $I \cup \sigma(I)$. It generates a $Q$-vector space of dimension $rk(X^*(T)) - |I \cup \sigma(I)|$.

Consider the map $K \to X^*(L)$, $\chi \to h(\chi)$. Since $\eta_\omega \in (C_{Shi})$, we may write $rn_{\omega} = h(\chi, \omega_\omega)$ for $r \geq 1$ and $\lambda_\omega \in K$ (by the above discussion). Hence for any $\lambda \in X^*(L)$, we have $d\lambda = h(\chi, + \eta_\omega)$. It follows that $h : \text{Span}_{\mathbb{Q}}(K) \to X^*(L)_\mathbb{Q}$ is an isomorphism. In particular, one has $|I \cup \sigma(I)| = |I|$, thus $\sigma(I) = I$ and so $P$ is defined over $F_p$.

For $\alpha \in I$, let $\lambda_\alpha \in X^*(T)$ be a character such that $\langle \lambda_\alpha, \beta^\vee \rangle = 0$ for all $\beta \in \Delta \setminus \{\alpha\}$ and $\langle \lambda_\alpha, \alpha^\vee \rangle > 0$. Since $\lambda \in X^*_{+,L}(T)$, we can find $d \geq 1, m \geq 1$ and $\chi_\alpha \in X^*_{+,L}(T)$ such that $d\chi_\alpha = h(\chi_\alpha) + d\eta_\omega$. As above, we deduce $\langle \chi_\alpha, \beta^\vee \rangle - \langle \chi_\alpha, \sigma(w_0, L, \beta^\vee) \rangle = 0$. Furthermore, we have $\langle \chi_\alpha, \alpha^\vee \rangle = \langle \chi_\alpha, \sigma(w_0, L, \alpha^\vee) \rangle$. Hence $\langle \chi_\alpha, \alpha^\vee \rangle > 0$. The map $\beta \to -\sigma(w_0, L, \beta)$ is a bijection $I \to I$, so we must have $-\sigma(w_0, L, \alpha) = \alpha$, hence $\sigma(a) = w_0, \alpha$ for all $\alpha \in I$, which shows (3) holds.

Conversely, assume that $P$ is defined over $F_p$ and that the Galois action on $I$ is given in this way. Let $\lambda \in C_{GS}$. As in the proof of Lem. 2.2.2, we have $h(\chi) = \lambda$ where $\chi \in X^*(T)_\mathbb{Q}$ is defined by $(p^{2r} - 1)\chi = -\sum_{i=1}^{2r-1} p^i(w_0, L) \lambda$ and where $r \geq 1$ is an integer such that $\sigma^i \lambda = \lambda$. We need to show that $(p^{2r} - 1)\chi \in X^*_{+,L}(T)$. For $\alpha \in \Delta$, the sign of $\langle \chi, \alpha^\vee \rangle$ is the same as the sign of $-\sum_{i=0}^{2r-1} p^i(w_0, L) \sigma^i \lambda, \alpha^\vee = -\sum_{i=0}^{2r-1} p^i(\lambda, \sigma^i(w_0, L), \alpha^\vee)$. Assume that $\alpha \in \Delta \setminus I$. Then for all $0 \leq i \leq 2r - 1$, one has $\sigma^i(w_0, L) \alpha \in \Phi_+ \setminus I$. By assumption, we have $\langle \lambda, \sigma^i(w_0, L) \alpha^\vee \rangle \leq 0$, and hence $\langle \chi, \alpha^\vee \rangle > 0$. Next, if $\alpha \in I$, we have

$$\sum_{i=0}^{2r-1} \sigma^i(w_0, L) \alpha^\vee \leq 0.$$

This shows $\chi \in X^*_{+,L}(T)_\mathbb{Q}$ as desired.

Finally, if (1) holds, then $(C_{Shi})_{R^+}$ contains $C_{GS, R^+}$, which is a neighborhood of $\eta_\omega$ in $X^*_{+,L}(T)_{R^+}$, so (1) holds.

Remark 2.3.2. Let $(V, q)$ be a quadratic space over $F_p$ of dimension $n = 2r, r \geq 1$. Recall that there are two isomorphism classes of special orthogonal groups $SO(V, q)$, one of which is $F_p$-split and the other one is not. Assume that $G = SO(V, q)$ is non-split over $F_p$. In the case when $r$ is odd, the action of the Frobenius on $\Delta$ is given by $\alpha \to -w_0, \alpha$. Now, choose a quadratic space over $F_p$ of dimension $n = 4d, d \geq 1$ such that $G = SO(V, q)$ is non-split over $F_p$. The group $G$ admits a Levi subgroup $L \subset G$ isomorphic to $SO(W, q)$, where $W \subset V$ is a subspace of dimension $n - 2 = 4d - 2$. By the previous discussion, the Levi $L$ satisfies Condition 3 of Lem. 2.3.1.

This example arises in the theory of Shimura varieties of orthogonal Hodge-type.

3. Highest weight cone

In this section, we continue to assume that $(G, \mu)$ is a cocharacter datum of Hodge-type. We define another (saturated) cone $C_{bw} \subset (C_{zip})$. The sections that we construct are naturally attached to the highest weight vectors in the representations $V(\lambda)$ for $\lambda \in X^*_{+,L}(T)$. Therefore, it will be called the "highest weight cone".

3.1. Valuations. For each nonzero element $f \in H^0(B_L, L, \mathcal{L}(\lambda))$, we have defined in equation (2.11) a section $\tilde{f}$ in $H^0(G \text{-ZipFlag}^{\mu,ord}, L, \mathcal{L}(D))$ where $D = p^m | L_0(F_p) |$ and $p^m$ is the order of $S^\circ$ and $S = L_0(F_p) \times S^\circ$. Previously (see proof of Lemma 2.3.3), we multiplied $\tilde{f}$ with a power of the Hasse invariant $h^{\mu} = \pi^*(h_\mu)$ to remove the possible poles of $\tilde{f}$. This did not take into account that the divisor of $\tilde{f}$ may have different multiplicities along each irreducible component of the complement of $G \text{-ZipFlag}^{\mu,ord}$, therefore it gave only a coarse result (Prop. 2.2.1).

In this section however, we want to multiply $\tilde{f}$ with "partial Hasse invariants", to remove the poles "one by one". To obtain the sharpest result, we want to multiply $\tilde{f}$ with the smallest possible power of these partial Hasse
invariants. Hence we will study the valuation of $\bar{f}$ along the codimension one strata. The outcome will be a global section on $G$-$\text{ZipFlag}^{\mu}\text{-ord}$ of a line bundle which does not vanish along any of the components of the complement of $G$-$\text{ZipFlag}^{\mu}\text{-ord}$. We will see that when $f$ is the highest weight of the $L$-representation $H^0(B_L \setminus L, \mathcal{L}(\lambda))$, we obtain an interesting family of zip-automorphic forms.

We need to assume that $P$ is defined over $\mathbf{F}_p$. In particular, $L_0 = L$ and $S$ is an étale group scheme isomorphic to the constant group scheme $L(\mathbf{F}_p)$. We also have $P \cap Q = L$. Recall that we fixed a frame $(B, T, z)$ where we take $z = w_0w_{0,1} = w_{0,1}w_0$. The complement of $G$-$\text{ZipFlag}^{\mu}\text{-ord}$ in $G$-$\text{ZipFlag}$ is equi-dimensional of codimension one and is a union of closures of flag strata. Specifically, the irreducible components are exactly the flag strata closures $\bar{\mathcal{X}}_w$ with $w = s_0w_0$ for $\alpha \in \Delta \setminus I$. Recall that $U_\mu \subset G$ denotes the unique open $E$-orbit and $G$-$\text{ZipFlag}^{\mu}\text{-ord} = \{ E \setminus U_\mu \}$. Denote by $B^-$ the unique Borel such that $B \cap B^- = T$.

Lemma 3.1.1. We have the following properties

(1) $U_\mu = E \cdot 1 = PQ$ (the set of elements of the form $xy$, $x \in P$, $y \in Q$).
(2) One has $BB^- \subset U_\mu$.
(3) For $\alpha \in \Delta$, set $S_\alpha = Bs_0Bz^{-1} = Bs_0w_0$.
(4) Moreover, $\bar{S}_\alpha = E \cdot s_0 = P \bar{S}_{\bar{Q}}$.

Proof. The first statement is [21] Cor. 2.12. For (2), recall that $B \subset Q$ and $z = w_0w_0$. Hence $w_0, B^- w_0 \subset Q$. Since $w_0 \subset L = P \cap Q$ (as $P$ is defined over $\mathbf{F}_p$), we obtain $B^- \subset Q$, so $BB^- \subset PQ = U_\mu$. To show (3), note that since $P \times Q$ is connected, every irreducible component of $G \setminus U_\mu$ is also stable by $P \times Q$. Then $\alpha \subset PQ \implies \alpha \in I$. Finally, for (4), we already know that $\bar{S}_\alpha$ is stable by $P \times Q$. Since $S_\alpha = Bs_0Bz^{-1}$, we must have $\bar{S}_\alpha = P \bar{S}_{\bar{Q}}$. Clearly $E \cdot s_0 \subset P \bar{S}_{\bar{Q}}$, hence it suffices to show that $E \cdot s_0$ has codimension one in $G$. First of all $E \cdot s_0 = E \cdot (w_0, s_0, w_0)$ hence $w_0, w_0 \in E$. Hence $E \cdot s_0 = G_0$ with $w = w_0s_0w_0$ (notation as in (1.1.2)). This element has colength 1 in $W$ because $x \mapsto w_0, w_0$ is an order-reversing involution of $W$. We deduce that $E \cdot s_0$ has codimension 1 and thus $E \cdot s = \bar{P} \bar{S}_{\bar{Q}}$.

For each $\alpha \in \Delta \setminus I$, denote by $v_\alpha$ the valuation on $k(G)$ given by the irreducible divisor $Bs_0w_0Bz^{-1} \subset G$. Any section of the line bundle $\mathcal{L}(\lambda)$ over $G$-$\text{ZipFlag}^{\mu}\text{-ord}$ can be viewed as regular function on $U_\mu$, so we obtain maps

(3.1.1) $v_\alpha : H^0(G$-$\text{ZipFlag}^{\mu}\text{-ord}, Y(\lambda)) \to \mathbf{Z}$.

The space $H^0(G$-$\text{ZipFlag}, \mathcal{L}(\lambda))$ can be interpreted as the subspace consisting of elements $f$ such that $v_\alpha(f) \geq 0$ for all $\alpha \in \Delta \setminus I$. Since we are only interested in the sign of these valuations, we introduce the following notation: For $a, b \in \mathbf{Z}$, write $a \sim b$ if $a, b$ have the same sign in $\{+, -, 0\}$.

3.2. Adapted morphisms. Let $X$ be an irreducible normal $k$-variety and let $U \subset X$ be an open subset such that $S = X \setminus U$ is irreducible of codimension one. Let $f \in H^0(U, \mathcal{O}_X)$ be a regular section on $U$. Denote by $Z_U(f) \subset U$ the vanishing locus of $f$ in $U$ and let $Z_U(f)$ be its Zariski closure in $X$. In this section, we endow all locally closed subsets of schemes with the reduced structure. Let $Y$ be an irreducible $k$-variety with a $k$-morphism $\psi : Y \to X$.

Definition 3.2.1. We say that $\psi$ is adapted to $f$ (with respect to $U$) if

(1) $\psi(Y) \cap U \neq \emptyset$
(2) $\psi(Y) \cap S$ is not contained in $Z_U(f)$.

Note that $Y$ if adapted to $f$, then in particular $\psi(Y)$ is not contained in $Z_U(f)$ and $\psi(Y) \cap S \neq \emptyset$. The reason for this definition is the following easy lemma that we will use:

Lemma 3.2.2. Let $\psi : Y \to X$ adapted to $f$. Then $f$ extends to a section $f \in H^0(X, \mathcal{O}_X)$ if and only if the section $\psi^*(f) \in H^0(\psi^{-1}(U), \mathcal{O}_Y)$ extends to $Y$.

Proof. One direction is clear. Now assume that $\psi^*(f)$ extends to $Y$. Since $X$ is normal, it suffices to show that the Weil divisor of $f$ has non-negative multiplicity along $S$. Assume that $f$ has a pole along $S$ and consider the function $g = 1/f$. It extends to a regular function on the open subset $X \setminus Z_U(f)$, and vanishes on $S \setminus Z_U(f)$. It pulls back to a section over $Y \setminus \psi^{-1}(Z_U(f))$ (note that this is $\neq \emptyset$) which vanishes on $\psi^{-1}(S \setminus Z_U(f))$. Since $\psi^*(f)$ extends to a regular function on $Y$, one must have $\psi^{-1}(S \setminus Z_U(f)) = \emptyset$, hence $\psi(Y) \cap S \subset Z_U(f)$, which contradicts the assumption.  \[\Box\]
Let again \( \psi : Y \to X \) be adapted to \( f \in H^0(U, \mathcal{O}_X) \) with respect to \( U \) and assume further that \( Y \) is normal and \( \psi^{-1}(S) \) is irreducible of codimension one in \( Y \). As we remarked above, \( \psi^*(f) \) is a nonzero rational function on \( Y \). Denote by \( v_S \) the valuation on \( k(X) \) given by \( S \) and by \( v_{\psi^{-1}(S)} \) the one on \( k(Y) \) given by \( \psi^{-1}(S) \). Then the previous lemma can be restated as follows:

**Corollary 3.2.3.** Under these assumptions, one has

\[ v_S(f) \sim v_{\psi^{-1}(S)}(\psi^*(f)). \]

Now assume that \( X \) is an irreducible normal \( k \)-variety endowed with an algebraic action of an algebraic group \( H \) over \( k \). Assume again that \( U \subset X \) is open, \( S = X \setminus U \) has codimension one, and assume further that \( U \) is \( H \)-stable. We say that \( f \in H^0(U, \mathcal{O}_X) \) is an \( H \)-eigenfunction if there is a character \( \lambda : H \to G_m \) such that \( f(h \cdot x) = \lambda(h)f(x) \) for all \( h \in H, x \in U \).

**Lemma 3.2.4.** Let \( \psi : Y \to X \) be a map such that \( \psi(Y) \cap U \neq \emptyset \) and \( H \cdot (\psi(Y) \cap S) \) is Zariski dense in \( S \). Then \( \psi \) is adapted to any \( H \)-eigenfunction on \( U \).

**Proof.** If \( f \) is a \( H \)-eigenfunction, then clearly \( Z_U(f) \) is \( H \)-stable. Hence if \( \psi(Y) \cap S \subset \overline{Z_U(f)} \), we deduce that \( H \cdot (\psi(Y) \cap S) \subset \overline{Z_U(f)} \) and thus \( S \subset \overline{Z_U(f)} \) by density. This is impossible by a dimension argument. \( \Box \)

From now on, we consider the action of \( E' \) on the variety \( G \) as in 1.3 and the open subset \( U_\mu \subset G \). We will now define a morphism which satisfies the conditions of Lemma 3.2.4. For \( \alpha \in \Delta \setminus I \), let \( T_\alpha \subset T \) be the connected component of \( \text{Ker}(\alpha) \) and let \( G_\alpha \subset G \) be the centralizer of \( T_\alpha \). It is a semisimple subgroup of rank 1 and \( \text{Lie}(G_\alpha) = \text{Lie}(T) \oplus g_\alpha \oplus g_{-\alpha} \). Let \( D_\alpha := T \cap D(G_\alpha) \), where \( D(H) \) denotes the derived group of an algebraic group \( H \). Then \( D_\alpha \) is a maximal torus in \( G_\alpha \) and the pair \( (D(G_\alpha), D_\alpha) \) is isomorphic to \( (SL_2, D_2) \) or \( (PGL_2, D_2) \) where \( D_2 \) denotes in each case the diagonal torus. It follows that there is a unique homomorphism

\[ R_\alpha : SL_2 \to G \]

whose image is \( D(G_\alpha) \) and maps \( D_2 \) onto \( D_\alpha \), and maps the lower Borel subgroup \( B_2 \subset SL_2 \) into \( B \). Denote by \( B^- \) the opposite Borel of \( B \) with respect to \( T \) and \( B_L^- := B^- \cap L \). Define a variety \( Y = (R_\alpha(B^-) \cap L) \times A^1 \) and a morphism:

\[ \psi_\alpha : Y \to G, \quad (b, t) \mapsto bR_\alpha(a(t))\varphi(b)^{-1} \quad \text{where} \quad a(t) = \begin{pmatrix} t & 1 \\ 0 & 1 \end{pmatrix}. \]

Note that \( A(0) \) coincides with \( s_\alpha \) (up to an element of \( T \), but this is irrelevant for us). Since \( s_\alpha \) is a codimension one stratum, the set \( G^\alpha := U_\mu \cup s_\alpha \) is open in \( G \). The group \( E' \) acts on \( G^\alpha \) by restriction and on the open subset \( U_\mu \subset G^\alpha \).

**Proposition 3.2.5.** The following properties hold

1. The image of \( \psi_\alpha \) is contained in \( U_\mu \cup \overline{s_\alpha} \) (but maybe not in \( G^\alpha \)).
2. For any \( b \in R_\alpha(B^-) \cap L \), one has \( \psi_\alpha(b, t) \in U_\mu \iff t \neq 0 \).
3. Set \( Y_\alpha := \psi_\alpha^{-1}(G^\alpha) \). The map \( \psi_\alpha : Y_\alpha \to G^\alpha \) is adapted to any \( E' \)-eigenfunction on \( U_\mu \).

**Proof.** First, we claim that for \( t \neq 0 \), one has \( R_\alpha(A(t)) \subset U_\mu \). Indeed, for \( t \neq 0 \), the matrix \( A(t) \) can be written as a product \( bb' \) where \( b \in B_2 \) and \( b' \in B^-_2 \). Since \( \psi_\alpha \) maps \( B_2 \) into \( B \), we have \( R_\alpha(A(t)) \subset BB^- \subset U_\mu \). By Lem. 3.1.1 (2), \( U_\mu \) is a \( P \times Q \)-orbit, so \( \psi_\alpha(b, t) \in U_\mu \) for all \( b \in R_\alpha(B^-) \cap L \) and all \( t \neq 0 \). If \( t = 0 \), the element \( R_\alpha(A(t)) \) coincides with \( s_\alpha \) up to an element of \( T \). Therefore \( \psi_\alpha(b, 0) \in Ps_\alpha Q \subset \overline{Ps_\alpha Q} = \overline{s_\alpha} \). This proves 1 and 3.

For the last assertion, we use Lemma 3.2.4. We need to show that \( E' \cdot (\psi_\alpha(Y_\alpha) \cap S) \) is dense in \( S_\alpha \). In other words, the union of \( E' \)-orbits in \( S_\alpha \) intersecting \( \psi_\alpha(Y_\alpha) \) is dense in \( S_\alpha \). Recall that \( S_\alpha \) contains a unique dense open \( E \)-orbit \( C = E \cdot s_\alpha \) (Lem. 3.1.1 (4)). Furthermore, it follows immediately from [17, Th. 5.14] that \( E \cdot s_\alpha = E \cdot (t_\alpha s_\alpha) \) for all \( t \in T \). In particular, we have \( E \cdot s_\alpha = E \cdot (R_\alpha(0)) \). Hence, any element \( c \in C \) can be written \( c = u\alpha R_\alpha(0)\varphi(x)^{-1}v \) for \( x \in L, u \in R_\alpha(P) \) and \( v \in R_\alpha(Q) \). For a dense subset \( C' \subset C \), we can impose the condition that \( x \in L \) is of the form \( x = bb' \) where \( b \in B_2 \) and \( b' \in R_\alpha(B^-) \cap L \) (because the set of such products is dense in \( L \)). The element \( c \in C' \) is then in the same \( E' \)-orbit as \( b' R_\alpha(0)\varphi(b')^{-1} \in \psi_\alpha(Y) \). It follows that any element in \( C' \cap S_\alpha \) is in the same \( E' \)-orbit as an element of \( \psi_\alpha(Y_\alpha) \). Since \( S_\alpha \) is open in \( S_\alpha \), the subset \( C' \cap S_\alpha \) is also dense in \( S_\alpha \) and this proves 3. \( \Box \)

### 3.3. A formula for \( v_\alpha(\tilde{f}) \)

Write \( D = |L(F_p)| \). We constructed in 3.2.1 a (non-linear) map \( f \mapsto \tilde{f} : \)

\[ (3.3.1) \quad V(\lambda) \mapsto H^0(G\text{-ZipFlag}^{\mu\text{-ord}}, \mathcal{L}(D\lambda)). \]

Furthermore, recall that we have valuations \( v_\alpha \in \Delta \setminus \mathcal{I} \) on the right-hand side. In this section, we give a formula for \( v_\alpha(\tilde{f}) \).
Recall that the maximal torus $T$ is defined over $\mathbf{F}_p$ (but is not required to be $\mathbf{F}_p$-split). Denote the group of cocharacters of $T$ by $X_*(T)$ and if $\delta \in X_*(T)$, denote by $\delta^\sigma$ the action of the Frobenius on $\delta$. Hence, one has the relation $\varphi \circ \delta = p(\delta^\sigma)$, where $\varphi : T \to T$ is the Frobenius homomorphism. Define a map $\gamma : X_*(T) \to X_*(T)$, $\delta \mapsto -p(\delta^\sigma)$.

**Lemma 3.3.1.** The map $\gamma$ induces an automorphism of $X_*(T) \otimes \mathbf{Q}$. Furthermore, if $\nu \in X_*(T)$ is a cocharacter defined over $\mathbf{F}_{p^r}$ for some $r \geq 1$, then one has $\gamma(\delta) = \nu$ for

$$
\delta = -\frac{1}{p^r - 1} \sum_{i=0}^{r-1} p^i(\sigma^i \nu).
$$

**Proof.** The map $\gamma$ is the identity on $X_*(T) \otimes \mathbf{F}_p$, so the first part of the lemma is clear. Now, let $\delta \in X_*(T) \otimes \mathbf{Q}$ such that $\gamma(\delta) = \nu$. Then one has $\nu + p(\sigma^i \nu) = \delta - p^2(\sigma^i \delta)$, and by induction $\sum_{i=0}^{m-1} p^i(\sigma^i \nu) = \delta - p^m(\sigma^m \delta)$ for all $m \geq 1$. For $m = r$, we obtain the result.

For $\alpha \in \Delta \setminus I$, denote by $r_\alpha$ the smallest integer $r$ such that $\alpha$ is defined over $\mathbf{F}_{p^r}$ (then $\alpha^\vee$ is also defined over this field) and set $m_\alpha = p^{r_\alpha} - 1$. Define a cocharacter $\delta_\alpha \in X^*(T)$ by

$$
\delta_\alpha = -\sum_{i=0}^{r_\alpha-1} p^i(\sigma^i \alpha^\vee).
$$

Be the previous lemma, the cocharacter $\delta_\alpha$ satisfies $m_\alpha \alpha^\vee = \delta_\alpha - \varphi \circ \delta_\alpha$, equivalently

$$
\alpha^\vee(t)^{m_\alpha} = \delta_\alpha(t) \varphi(\delta_\alpha(t))^{-1}
$$

for all $t \in \mathbf{G}_m$.

If $R$ is an integral domain, we denote by $v_t$ the $t$-adic valuation on $R[t]$, extended to $R[t, \frac{1}{t}]$. In what follows, we take $R$ to be the $k$-algebra of regular functions on the affine $k$-variety $R_\alpha(B^-) \cap L$. Furthermore, we view elements $f \in V(\lambda)$ as functions on $L$, satisfying the usual condition with respect to the action by $B_L$.

**Lemma 3.3.2.** Let $f \in V(\lambda)$ be any non-zero element. For $\alpha \in \Delta \setminus I$, one has the following formula:

$$
v_\alpha(\tilde{f}) \sim \sum_{s \in L(\mathbf{F}_p)} v_t(f(b\delta_\alpha(t)s)).
$$

where the function $(b, t) \mapsto f(b\delta_\alpha(t)s)$ on $Y$ is viewed as an element of $R[t, \frac{1}{t}]$, where $R$ is the $k$-algebra of regular functions on $R_\alpha(B^-) \cap L$.

**Proof.** Consider the map $\psi_\alpha : Y_\alpha \to G^\alpha$, it is adapted to $\tilde{f}$ by Prop. 3.2.3. Define an irreducible subvariety $H \subset Y_\alpha$ by the condition $t = 0$. By Cor. 3.2.3 we have:

$$
v_\alpha(\tilde{f}) \sim v_H(\psi_\alpha^*(\tilde{f}))
$$

The function $\psi_\alpha^*(\tilde{f})$ is given by

$$
\psi_\alpha^*(\tilde{f})(b, t) = \tilde{f}(\psi_\alpha(b, t)) = \tilde{f}(bR_\alpha(A(t)) \varphi(b)^{-1})
$$

To compute the value of $\tilde{f}(g)$ for $g \in U_\mu$, we need to write $g$ as a product $g = xy^{-1}$ for $(x, y) \in E$. Then, by construction (Rmk. 2.1.2 (2)) $\tilde{f}(g)$ is defined as $\prod_{s \in L(\mathbf{F}_p)} f(\tau s)$, where $\tau \in L$ is the Levi component of $x$. Observe that one has

$$
A(t) = \begin{pmatrix} t & 1 \\ -t^{-1} & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ -t^{-1} & 1 \end{pmatrix} \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} = \begin{pmatrix} 1 & t^{-1} \\ 0 & 1 \end{pmatrix}
$$

Since $\alpha \in \Delta \setminus I$, one has $R_\alpha(m) \in R_\alpha(P)$ (resp. $R_\alpha(m) \in R_\alpha(Q)$) for any lower-triangular (resp. upper-triangular) unipotent matrix $m \in SL_2$. Since the computation of $\tilde{f}(g)$ depends only on the Levi component of $x$ as explained above, we can simplify the expression:

$$
\psi_\alpha^*(\tilde{f})(b, t) = \tilde{f}(bR_\alpha\begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix}) \varphi(b)^{-1} = \tilde{f}(b\alpha^\vee(t) \varphi(b)^{-1})
$$

where we used that the restriction of $R_\alpha$ to the diagonal torus of $SL_2$ coincides with $\alpha^\vee$. We want to compute the sign of the $t$-valuation of the above expression. This sign will not change if we replace $t$ by a positive power of $t$. Hence, we have $v_t(\psi_\alpha^*(\tilde{f})(b, t)) \sim v_t(\psi_\alpha^*(\tilde{f})(b, t^{m_\alpha}))$ for the integer $m_\alpha \geq 1$ defined previously. Now, by equation 3.3.1 we can write $\alpha^\vee(t^{m_\alpha}) = \delta_\alpha(t) \varphi(\delta_\alpha(t))^{-1}$. We obtain:

$$
\psi_\alpha^*(\tilde{f})(b, t^{m_\alpha}) = \tilde{f}(b\alpha^\vee(t)^{m_\alpha} \varphi(b)^{-1}) = \tilde{f}(b\delta_\alpha(t) \varphi(b\delta_\alpha(t))^{-1}) = \prod_{s \in L(\mathbf{F}_p)} f(b\delta_\alpha(t)s)
$$

and we deduce finally $v_\alpha(\tilde{f}) \sim \sum_{s \in L(\mathbf{F}_p)} v_t(f(b\delta_\alpha(t)s))$ as claimed.

□
3.4. Some preliminary lemmas. Recall that $R$ denotes the $k$-algebra of regular functions on the affine $k$-variety $R_a(B^-) \cap L$. In this section, we consider the term $v_l(f(b\delta(t)s))$ of the formula of Lemma 3.3.2 individually. More generally, we consider an arbitrary cocharacter $\delta : G_m \to T$ and an arbitrary element $x \in L$ and we study the element

$$(3.4.1) \quad f_{\delta,x}(b,t) = f(b\delta(t)x) \in R[t, \frac{1}{t}].$$

We view $f_{\delta,x}$ as a rational function in $t$ with coefficients in $R$ by taking the element $b$ in the above formula as a generic element of $R_u(B^-) \cap L$. We denote again by $v_l(-)$ the $t$-adic valuation on $R[t, \frac{1}{t}]$. Recall the following lemma:

Lemma 3.4.1. If $\delta$ is $L$-anti-dominant, the morphism $B^-_L \times G_m \to B^-_L, (z, t) \mapsto \delta(t)z\delta(t)^{-1}$ extends (uniquely) to a morphism $B^-_L \times A^1 \to B^-_L$. In particular, for each $z \in B^-_L$, the map $G_m \to B^-_L, t \mapsto \delta(t)z\delta(t)^{-1}$ extends to a map $A^1 \to B^-_L$.

This is a standard fact when "anti-dominant" is replaced by "dominant" and $B^-_L$ is replaced by $B_L$. Hence, this statement is simply a reformulation for a different convention of positivity. This has the following consequence:

Proposition 3.4.2. Let $\delta \in X_*(T)$ be an $L$-anti-dominant cocharacter and let $z \in B^-_L$. Then one has the equality

$$(3.4.2) \quad v_l(f_{\delta,x}) = v_l(f_{\delta,zx}).$$

Proof. By symmetry, using the element $z^{-1}$, it suffices to show $v_l(f_{\delta,zx}) \geq v_l(f_{\delta,x})$. Denote by $\Gamma : A^1 \to B^-_L$ the extension of the map $t \mapsto \delta(t)z\delta(t)^{-1}$ afforded by Lemma 3.4.1. We have

$$(3.4.3) \quad f_{\delta,zx}(b,t) = f(b\delta(t)zx) = f(b\delta(t)\delta(t)^{-1}\delta(t)x) = f_{\delta,x}(b\Gamma(t), t)$$

From this, the result follows easily. Indeed, if $n := v_l(f_{\delta,x})$, then the function $\theta(b,t) = t^{-n}f_{\delta,zx}(b,t)$ extends to a regular map $\theta : (R_u(B^-) \cap L) \times A^1 \to A^1$. By the above formula, $t^{-n}f_{\delta,zx}(b,t) = \theta(b\Gamma(t), t)$. The map $(b, t) \mapsto \theta(b\Gamma(t), t)$ is regular on $(R_u(B^-) \cap L) \times A^1$, hence $t^{-n}f_{\delta,zx}(b,t)$ extends too. This shows that $v_l(f_{\delta,zx}) \geq n$, hence the result.

Note that for all $\alpha \in \Delta \setminus I$, the cocharacter $\delta_\alpha$ given by formula (3.3.3) is $L$-anti-dominant. Indeed, it is clear that $\alpha^\vee$ is $L$-anti-dominant, and the Galois action preserves this notion because $L, B, T$ are defined over $F_p$. Hence $\delta_\alpha$ is a sum of the $L$-anti-dominant cocharacters $\sigma^\vee \alpha^\vee$, so is $L$-anti-dominant. Hence, we obtain the following formula

Corollary 3.4.3. Let $f \in V(\lambda)$ be any non-zero element. For $\alpha \in \Delta \setminus I$, one has the following formula:

$$(3.4.4) \quad v_\alpha(\tilde{f}) \sim \sum_{s \in B^-_L(F_p) \setminus L(F_p)} v_l(f(b\delta_\alpha(t)s)).$$

where the function $(b,t) \mapsto f(b\delta_\alpha(t)s)$ on $Y$ is viewed as an element of $R[t, \frac{1}{t}]$.

We will also need some results concerning the Bruhat decomposition. We have the decomposition of $L$ into $B^-_L \times B_L$ orbits

$$(3.4.5) \quad L(k) = \bigsqcup_{w \in W_L} C_w, \quad C_w : = B^-_L(k)wB_L(k).$$

The Frobenius homomorphism $L \to L$ (recall that $L$ is defined over $F_p$) sends the stratum $C_w$ to $C_{\sigma w}$, where $\sigma : W_L \to W_L$ is the induced action on $W_L$. It follows that $L(F_p)$ decomposes as follows:

$$(3.4.6) \quad L(F_p) = \bigsqcup_{w \in W_L(F_p)} C_w(F_p).$$

Lemma 3.4.4. For each $w \in W_L(F_p)$, one has $C_w(F_p) = B^-_L(F_p)wB_L(F_p)$.

Proof. One inclusion is clear. Conversely, let $x \in C_w(F_p)$, and write $x = bw'b'$ for $b \in B^-_L(k)$ and $b' \in B(k)$. We deduce $\sigma(b)w\sigma(b') = bw'b'$ for any $\sigma \in \text{Gal}(F_p/F_p)$, hence $b^{-1}\sigma(b) \in B^-_L \cap wB_Lw^{-1}$. It follows that the map $\sigma \mapsto b^{-1}\sigma(b)$ defines a 1-cocycle in $H^1(F_p, B^-_L \cap wB_Lw^{-1})$. This cohomology vanishes by Lang’s theorem, so we can write $b^{-1}\sigma(b) = a^{-1}\sigma(a)$ with $a \in B^-_L \cap wB_Lw^{-1}$, hence $ab^{-1} \in B^-_L(F_p)$. Finally, $x = bw'b' = (ba^{-1})w^{-1}awb'$ and $w^{-1}awb' \in B_L$. This shows that we can write $x$ as before $x = bw'b'$ with the additional condition $b \in B^-_L(F_p)$. But then clearly $b' \in B_L(F_p)$ too, so the result follows.

Lemma 3.4.5. One has $\#(C_w(F_p)) = \#(T(F_p))p^n$ where $n = \dim(R_u(B_L)) + \ell(w_0tw)$. 
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Proof. We have a surjective map $B_L^- \times B_L \to C_w$, $(b,b') \mapsto bwb'^{-1}$ given by the action of $B_L^- \times B_L$ on $C_w$. It identifies $C_w$ with the quotient of $B_L^- \times B_L$ by the stabilizer $S_w$ of $w$ in $B_L^- \times B_L$. Furthermore, $S_w$ is isomorphic to $B_L^- \cap wB_Lw^{-1}$. Again by Lang’s theorem we have $\#(C(F_p)) = \#(B_L(F_p))^2/\#(S(F_p))$. We can write $S_w = B_L^- \cap wB_Lw^{-1}$ as a semi-direct product $S = T \rtimes U_w$ where $U_w$ is smooth connected unipotent. It is well-known that a smooth connected unipotent group is isomorphic as a variety to $A^n$ where $n$ is its dimension. Hence we obtain

\begin{equation}
\#(C_w(F_p)) = \frac{\#(T(F_p))^2 \times p^{2\dim(R)}(B_L)}{\#(T(F_p))p^{\dim(U_w)}} = \#(T(F_p))p^{\dim(C_w) - \dim(T)}.
\end{equation}

It is well-known that $\dim(C_w) = \dim(B_L) + \ell(w_0,1w)$, so the result follows. \hfill \Box

3.5. The highest weight cone. Recall that we denote by $V(\lambda)$ the $L$-representation $H^0(B_L\backslash L, \mathcal{L}(\lambda))$. It is known that $V(\lambda)$ is not irreducible in general (for small values of $p$) but contains always a unique irreducible $L$-subrepresentation (\cite[II, Cor. 2.3]{[1]}). We can decompose this $L$-representation uniquely as a direct sum of $T$-eigenspaces

\begin{equation}
V(\lambda) = \bigoplus_{\chi \in X^\ast(T)} V(\lambda)_{\chi}
\end{equation}

where $V(\lambda)_{\chi}$ denotes the space of $f \in V(\lambda)$ such that $t \cdot f = \chi(t)f$ for all $t \in T$. For our purposes, we will be interested in the unique one-dimensional subspace of $V(\lambda)$ which is stable under the action of $B_L$ (the highest weight subspace). It is the subspace $V(\lambda)_{-w_0,1\lambda} \subset V(\lambda)$. We will denote by $f_\lambda$ an arbitrary non-zero element of this subspace.

Fix an $L$-antidominant cocharacter $\delta : G_m \to T$. Let $x \in L$ an element. We are interested in the behavior of the integer $v_t(f_\lambda(b\delta(t)x))$ when $x$ varies (as usual, $f_\lambda(b\delta(t)x)$ is viewed as an element of $R[t,\frac{t}{x}]$). By Cor. 3.4.2 this integer depends only on the image of $x$ in $B_L\backslash L$. But since $f_\lambda$ is a $B_L$-eigenfunction, this valuation $v_t(f_\lambda(b\delta(t)x))$ is also invariant if we change $x$ to $xz$ with $z \in B_L$. We deduce:

Lemma 3.5.1. The integer $v_t(f_\lambda(b\delta(t)x))$ is constant on each stratum $C_w$, i.e. it is independent of the choice of the element $x \in C_w$.

Using the Bruhat decomposition, in order to compute $v_t(f_\lambda(b\delta(t)x))$ for all $x$, it remains to compute $v_t(f_\lambda(b\delta(t)w))$ for $w \in W_L$. For this we are not using the strong $B_L$-equivariance property of $f_\lambda$, but only the $T$-equivariance. Hence, we can simply start with $f \in V(\lambda)_{\chi}$, any $T$-eigenfunction, for some character $\chi$. Then we have the following result:

Proposition 3.5.2. Let $\delta \in X^\ast(T)$ be $L$-anti-dominant and $w \in W_L$. One has the formula

\begin{equation}
v_t(f(b\delta(t)w)) = -\langle w \chi, 1 \rangle.
\end{equation}

Proof. Denote by $F(t) \in R[t,\frac{1}{t}]$ the function $F(t) = f(b\delta(t)w)$. For each $z \in k^\times$, we have

\begin{equation}
F(zt) = f(b\delta(zt)w) = f(b\delta(t)\delta(z)w) = f(b\delta(t)(w^{-1}\delta(z)w)) = \chi^{-1}(w^{-1}\delta(z)w)F(t).
\end{equation}

In particular, $F(t)$ must be a monomial $F(t) = rt^n$ for some $r \in R$ and $n \in \mathbb{Z}$. Furthermore, we have $z^n = \chi^{-1}(w^{-1}\delta(z)w)$, which implies $n = -\langle \chi, w^{-1}\delta \rangle = -\langle w \chi, \delta \rangle$. The result follows. \hfill \Box

We can finally prove the main theorem of this section. It gives a formula for the valuation of $\hat{f}_\lambda$.

Theorem 3.5.3. Let $\lambda \in X^\ast(T)$ be an $L$-dominant character. Then for each $\alpha \in \Delta \setminus I$, we have the formula

\begin{equation}
v_\alpha(\hat{f}_\lambda) \sim -\sum_{w \in W_L(F_p)} \sum_{i=0}^{r_\alpha-1} p^{i+\ell(w)} \langle w \lambda, \sigma^i \alpha^\vee \rangle.
\end{equation}

Proof. Start with Lemma 3.3.2 and Combined with Lemma 3.3.4 we obtain the equation

\begin{equation}
v_\alpha(\hat{f}_\lambda) \sim \sum_{s \in L(F_p)} v_t(f_\lambda(b\delta_\alpha(t)s)) = \sum_{w \in W_L(F_p)} #(B_L^- (F_p)wB_L(F_p)) v_t(f_\lambda(b\delta_\alpha(t)w)).
\end{equation}

Now use Proposition 3.5.2 and Lemma 3.4.5 and then substitute $\delta_\alpha$ by the formula given by equation 3.3.3:

\begin{equation}
v_\alpha(\hat{f}_\lambda) \sim -\sum_{w \in W_L(F_p)} \sum_{i=0}^{r_\alpha-1} p^{i+\ell(w_0,1w)} \langle w_0,1w, \lambda, \sigma^i \alpha^\vee \rangle.
\end{equation}

Making the change of variable $w \to w_0,1w$ (and noting that $\ell(w_0,1w_0,1) = \ell(w)$), we obtain the desired formula. \hfill \Box
Corollary 3.5.4. Assume \( \lambda \in X^+(T) \) satisfies the inequalities

\[
\sum_{w \in W_L(F_p)} \sum_{i=0}^{r_\lambda-1} \beta^{i\ell(w)} \langle w \lambda, \sigma^i \alpha \rangle \leq 0, \quad \forall \alpha \in \Delta \setminus I.
\]

Then \( \lambda \in \langle C_{zip} \rangle. \)

Proof. Indeed, if these integers are non-positive, then the divisor of \( \tilde{f}_\lambda \) is effective on \( T \), hence this function extends to a global section. Its weight is a positive multiple of \( \lambda \), which proves the result.

Definition 3.5.5. We define the highest weight cone \( C_{hw} \subset X^+(T) \) as the set of characters \( \lambda \) satisfying the inequalities (3.5.7).

It is clear that \( C_{hw} \) is saturated and we have just proved that \( C_{hw} \subset \langle C_{zip} \rangle \). Furthermore, we claim that \( C_{GS} \subset C_{hw} \). To show this, take \( \lambda \in C_{GS} \) and \( \alpha \in \Delta \setminus I \). For such a character, all the summands in equation (3.5.7) are non-positive. Indeed, for each \( i = 0, ..., r_\lambda - 1 \) and for each \( w \in W_L(F_p) \), one has \( \langle w \lambda, \sigma^i \alpha \rangle = \langle \lambda, (w^{-1}(\sigma^i \alpha)) \rangle \). The root \( \sigma^i \alpha \) is clearly in \( \Delta \setminus I \) because \( B, L \) are defined over \( F_p \). Hence \( w^{-1}(\sigma^i \alpha) \) is a positive root, possibly non-simple, which is not a root of \( L \). By definition of \( C_{GS} \), the claim follows. We have proved the following corollary, which shows that Conj. 1.3.1 holds under the assumption that \( P \) is defined over \( F_p \).

Corollary 3.5.6. One has the inclusions \( C_{GS} \subset C_{hw} \subset \langle C_{zip} \rangle \).

To summarize, our construction attaches to any character \( \lambda \) in the cone \( C_{hw} \) an element \( \tilde{f}_\lambda \in H^0(G-Zip, \mathcal{V}(D\lambda)) \). We will see examples of (3.5.5) of the association

\[
\lambda \rightsquigarrow \tilde{f}_\lambda.
\]

3.6. The \( F_p \)-split case. Assume now that \( G \) is \( F_p \)-split. Hence the action of Galois on \( X^+(T) \) is trivial. In particular, we have \( r_\lambda = 1 \) for all \( \alpha \in \Delta \setminus I \). We deduce that the cone \( C_{hw} \) is given by the set of \( \lambda \in X^+(T) \) such that

\[
\sum_{w \in W_L} \beta^{\ell(w)} \langle w \lambda, \alpha \rangle \leq 0, \quad \forall \alpha \in \Delta \setminus I.
\]

We can simplify further this formula. For \( \alpha \in \Delta \setminus I \), denote by \( L_\alpha \subset L \) the centralizer in \( L \) of the cocharacter \( \alpha \). The type \( L_\alpha \) of \( L_\alpha \) is the orthogonal in \( L \) of \( \alpha^\vee \). For any \( w \in W_L \), we have \( w \alpha = \alpha \) and \( w \alpha^\vee = \alpha^\vee \). By [2] (2.12), any element \( w \in W_L \) can be written uniquely in the form

\[
w = w_\alpha w^\alpha, \quad w_\alpha \in W_{L_\alpha}, w^\alpha \in L_\alpha W_L
\]

(recall 3.1.2 for the definition of the sets \( K W \)). Furthermore, one has \( \ell(w) = \ell(w_\alpha) + \ell(w^\alpha) \). Hence equation (3.6.1) can be written as

\[
\sum_{w_\alpha} \sum_{w^\alpha} \beta^{\ell(w_\alpha) + \ell(w^\alpha)} \langle w_\alpha w^\alpha \lambda, \alpha \rangle \leq 0
\]

where \( w_\alpha \) runs in the set \( W_{L_\alpha} \) and \( w^\alpha \) in \( L_\alpha W_L \). But \( \langle w_\alpha w^\alpha \lambda, \alpha \rangle = \langle w^\alpha \lambda, w_\alpha^{-1} \alpha \rangle = \langle w^\alpha \lambda, \alpha \rangle \). We deduce that this inequality boils down to

\[
\sum_{w \in L_\alpha W_L} \beta^{\ell(w)} \langle w \lambda, \alpha \rangle \leq 0
\]

Comparing to the initial equation, we have simply reduced the indexing set. We will use this simplified formula in the case of a symplectic group \( G = Sp(2n) \).

3.7. Determination of the space \( H^0(G-Zip, \mathcal{V}(\lambda)) \). In this section, we continue to assume that \( P \) (and hence also \( L \)) is defined over \( F_p \). We assume further that \( T \) is split over \( F_p \) to simplify the arguments. Our goal is to determine the space \( H^0(G-Zip, \mathcal{V}(\lambda)) \) uniquely in terms of representation theory of reductive groups. This makes it possible to give a formulation of the cone \( C_{zip} \), which makes no mention of the geometric objects \( G-Zip, G-ZipFlag \).

We first determine the sections over the ordinary locus. This can be done very generally. Let \( (\rho, V) \) be an algebraic representation \( \rho : P \to GL(V) \). Recall the construction explained in 3.1.3 which attaches a vector bundle \( \mathcal{V}(\rho) \) on \( G-Zip \).

Proposition 3.7.1. There is an isomorphism

\[
H^0(G-Zip^{\mu-ord}, \mathcal{V}(\rho)) \simeq V^L(F_p).
\]

Proof. Recall [2.1] that \( G-Zip^{\mu-ord} \simeq [E\setminus U] \) where \( U_\mu \) denotes the unique open \( E \)-orbit in \( G \). We have \( 1 \in U_\mu \) and \( Stab_\mu(1) \simeq L(F_p) \) (this group is viewed as an etale subgroup of \( E \) by the map \( a \mapsto (a, a) \)). Hence \( G-Zip^{\mu-ord} \simeq [E\setminus (E/L(F_p))] \simeq [1/L(F_p)] \). The result follows immediately. \( \square \)
For \( \lambda \in X^*_+ (T) \), recall that we have the \( L \)-representation \( V(\lambda) \) defined in (3.2.2). We may decompose it in a sum of \( T \)-eigenspaces:

(3.7.2) \[ V(\lambda) = \bigoplus_{\chi \in X^+(T)} V(\lambda)_\chi. \]

Define a subspace \( V(\lambda)_{\leq 0} \subset V(\lambda) \) as follows. It is the direct sum of the \( T \)-eigenspaces \( V(\lambda)_\chi \) for the characters \( \chi \in X^+(T) \) which satisfy the condition

(3.7.3) \[ \langle \chi, \alpha^\vee \rangle \leq 0 \quad \text{for all } \alpha \in \Delta \setminus I. \]

Note that \( V(\lambda)_{\leq 0} \) is stable under the action of \( T \), but it is not a sub-\( L \)-representation of \( V(\lambda) \).

**Theorem 3.7.2.** There is a commutative diagram where the vertical maps are the natural inclusions, and the horizontal maps are isomorphisms:

(3.7.4) \[ \begin{array}{ccc} H^0(G\text{-Zip}^{\mu\text{-ord}}, \chi(\lambda)) & \overset{\sim}{\longrightarrow} & V(\lambda)^L(F_s) \\ \downarrow & & \downarrow \\ H^0(G\text{-Zip}, \chi(\lambda)) & \overset{\sim}{\longrightarrow} & V(\lambda)_{\leq 0} \cap V(\lambda)^L(F_s) \end{array} \]

**Corollary 3.7.3.** The zip cone \( C_{\text{zip}} \) is the subset of \( X^*_+ (T) \) given by

(3.7.5) \[ C_{\text{zip}} = \{ \lambda \in X^*_+ (T) \mid V(\lambda)_{\leq 0} \cap V(\lambda)^L(F_s) \neq 0 \} \]

Note that this characterization of the zip cone makes no reference to the stack of \( G \)-zips and is only formulated in terms of the representation \( V(\lambda) \). We may view this \( L \)-representation as an \( L(F_s) \)-representation or a \( T \)-representation. It is apparent that the zip cone is related to the interaction between these two points of view.

We now prove Th. 3.7.2. The top line of the diagram is Prop. 3.7.1 applied to the representation \( V(\lambda) \). To prove the lemma, we need to show that via this isomorphism, the image of the subspace \( H^0(G\text{-Zip}, \chi(\lambda)) \) is \( V(\lambda)_{\leq 0} \cap V(\lambda)^L(F_s) \). Recall (see (2.1.2)) that we have a nonlinear map \( f \to \tilde{f} \)

(3.7.6) \[ V(\lambda) \to V(D\lambda)^L(F_s) \cong H^0(G\text{-Zip}^{\mu\text{-ord}}, \chi(\lambda)) = H^0(G\text{-ZipFlag}^{\mu\text{-ord}}, \mathcal{L}(D\lambda)) \]

where \( D = |L(F_s)| \). Then we may compose this map with the valuations \( v_\alpha : H^0(G\text{-ZipFlag}^{\mu\text{-ord}}, \mathcal{L}(D\lambda)) \to \mathbb{Z} \) defined in (3.1.1), for any \( \alpha \in \Delta \setminus I \). The sign of \( v_\alpha (\tilde{f}) \) is given by \( \sum_{s \in L(F_s)} v_\alpha (f(b(s \alpha (t))) \) for any nonzero \( f \in V(\lambda) \) (Lem. 3.3.2). Since we assume \( T \) to be \( F_s \)-split, \( \delta_\alpha \) is a negative multiple of \( \alpha^\vee \), so the sign is that of \(-\sum_{s \in L(F_s)} v_\alpha (f(b(s \alpha^\vee (t)))) \). Note that if we start with \( f \in V(\lambda)^L(F_s) \), then by definition \( \tilde{f} = f^D \) and all the terms in the sum are equal, so \( v_\alpha (\tilde{f}) \sim -v_\alpha (f(\alpha^\vee (t))) \).

Now, let \( f \in H^0(G\text{-Zip}^{\mu\text{-ord}}, \chi(\lambda)) \) be a nonzero section, which we can view as an element of \( V(\lambda)^L(F_s) \). Since \( G \) is smooth, \( f \) extends to \( G\text{-ZipFlag} \) if and only if \( f^D = \tilde{f} \) does. This is the case if and only if its divisor is effective, which means exactly \( v_\alpha (\tilde{f}) \geq 0 \) for all \( \alpha \in \Delta \setminus I \). We deduce that \( f \in H^0(G\text{-Zip}, \chi(\lambda)) \) if and only if \(-v_\alpha (f(\alpha^\vee (t))) \geq 0 \) for all \( \alpha \in \Delta \setminus I \). To continue the argument, we need the following linear algebra lemma:

**Lemma 3.7.4.** Let \( V \) be a \( k \)-vector space which decomposes as \( V = \bigoplus \chi V_\chi \). For each \( \chi \) such that \( V_\chi \neq 0 \), let \( n(\chi) \in \mathbb{Z} \) be an integer. Then there is a unique function \( F : V \setminus \{ 0 \} \to \mathbb{Z} \) which satisfies:

1. \( F(x) = n(\chi) \) for all \( x \in V_\chi \setminus \{ 0 \} \).
2. \( F(ax) = F(x) \) for all \( a \neq 0 \) and all \( x \in V \setminus \{ 0 \} \).
3. \( F(x + y) \geq \min\{ F(x), F(y) \} \) for all \( x, y \in V \setminus \{ 0 \}, x + y \neq 0 \).

**Proof.** Assume \( F \) is a function satisfying these properties. Define \( V_{\geq n} := \{ x \in V \setminus \{ 0 \} \mid F(x) \geq n \} \cup \{ 0 \} \). By (2) and (3), it is clear that \( V_{\geq n} \) is a subspace of \( V \) and we have a filtration

(3.7.7) \[ \cdots \subset V_{\geq n+1} \subset V_{\geq n} \subset V_{\geq n-1} \subset \cdots \]

If \( V_\chi \cap V_{\geq n} \neq 0 \), then one has \( V_\chi \subset V_{\geq n} \), so we deduce \( V_{\geq n} = \bigoplus_{n(\chi) \geq n} V_\chi \). Hence this filtration is independent of \( F \). The unique extension \( F \) is given by

(3.7.8) \[ F(x) = \max \{ n \in \mathbb{Z} \mid x \in V_{\geq n} \}. \]

Fix \( \alpha \in \Delta \setminus I \). We claim that the function \( V(\lambda) \to \mathbb{Z}, f \to v_\alpha (f(\alpha^\vee (t))) \) satisfies the properties (1), (2), (3) above for the decomposition (3.7.2) and the function \( n(\chi) = -\langle \chi, \alpha^\vee \rangle \). The first one follows from Prop. (3.5.2) with
$w = 1$ and $\delta = \alpha^\vee$. The second one is immediate, and the third one comes from the valuation property of the function $v_t$. From (3.7.8), we deduce that for all $f \in V(\lambda) \setminus \{0\}$, we have

$$v_t(f(ba^\vee(t))) = \max\{n \in \mathbb{Z} \mid x \in V^n_{\geq n}\}$$

where $V^n_{\geq n} = \bigoplus_{x_0,\alpha^\vee} V(\lambda)_x$. We deduce for any $\alpha \in \Delta \setminus I$:

$$-v_t(f(ba^\vee(t))) \geq 0 \iff f \in V^n_{\geq n}.$$

Finally, for all $f \in V(\lambda)^{L(F_p)}$, we have shown that

$$f \in H^0(G,Zip,\mathcal{V}(\lambda)) \iff f \in \bigcap_{\alpha \in \Delta \setminus I} V^n_{\geq n} = V(\lambda)_{\leq 0}$$

and this terminates the proof of Th. 3.7.2.

In the next proposition, we will see that the space of global sections simplifies when the weight lies in the Griffiths-Schmid cone.

**Proposition 3.7.5.** Let $\lambda \in C_{GS}$. Then the following hold true

1. One has $V(\lambda)_{\leq 0} = V(\lambda)$.
2. Any section of $\mathcal{V}(\lambda)$ over the ordinary locus $G,Zip^{0-ord}$ extends to $G,Zip$.
3. One has an isomorphism $H^0(G,Zip,\mathcal{V}(\lambda)) \simeq V(\lambda)^{L(F_p)}$.

**Proof.** It is clear that assertions (2) and (3) follow immediately from (1) combined with Th. 3.7.2. It remains to show (1). For this, we use (11) Prop. 2.2 b) which states that any weight $\chi$ appearing in $V(\lambda)$ satisfies $w_{0,L}\lambda \leq \chi \leq \lambda$. Hence we can write $\chi = w_{0,L}\lambda + \sum_{i=1}^d n_i\alpha_i$ where $\alpha_1, \ldots, \alpha_d \in \Delta_L = \text{I}$ and $n_1, \ldots, n_d \in \mathbb{Z}_{\geq 0}$. It is well-known that if $\alpha, \beta$ are two distinct simple roots, then $\langle \alpha, \beta^\vee \rangle \leq 0$. Hence if $\alpha \in \Delta \setminus I$, then one has $\langle \alpha_i, \alpha^\vee \rangle \leq 0$ for all $i = 1, \ldots, d$. Furthermore, one has $\langle w_{0,L}\lambda, \alpha^\vee \rangle = \langle \lambda, w_{0,L}\alpha^\vee \rangle$ and $w_{0,L}\alpha$ is again a positive root. By definition of $C_{GS}$, this expression is non-positive. It follows that $\langle \chi, \alpha^\vee \rangle \leq 0$. Since this is true for all weights $\chi$ in $V(\lambda)$ and all $\alpha \in \Delta \setminus I$, we have by definition $V(\lambda)_{\leq 0} = V(\lambda)$. \qed

4. The symplectic case

This section is devoted to the case where $G$ is the symplectic group $Sp_{2n}$ and the zip datum is the usual Hodge-type one. For $n = 2, 3$, we will give moduli interpretations for the sections that we construct.

4.1. Preliminaries.

4.1.1. The group $G$. In this section, we focus on the case when $G$ is the reductive $F_p$-group $Sp(V,\Psi)$, where $(V,\Psi)$ is a non-degenerate symplectic space over $F_p$, of dimension $2n$, for some integer $n \geq 1$. After choosing an appropriate basis $B$ for $V$, we assume that $\Psi$ is given in this basis by the matrix

$$(4.1.1) \quad \Psi := \begin{pmatrix} J & -J \end{pmatrix} \quad \text{where} \quad J := \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}$$

The group $G$ is then defined by:

$$(4.1.2) \quad G(R) := \{g \in GL_{2n}(R), \psi \Psi g = \Psi\}$$

for all $F_p$-algebras $R$. An $F_p$-split maximal torus $T$ is given by the diagonal matrices in $G$, specifically:

$$(4.1.3) \quad T(R) := \{\text{diag}_2(x_1, \ldots, x_n, x_n^{-1}, \ldots, x_1^{-1}), \ x_1, \ldots, x_n \in R^\times\}$$

where $\text{diag}_d(a_1, \ldots, a_d)$ denote the diagonal matrix of size $d$ with diagonal coefficients $a_1, \ldots, a_d$. Define the Borel $F_p$-subgroup $B$ of $G$ as the set of the lower-triangular matrices in $G$. For a tuple $(a_1, \ldots, a_n) \in \mathbb{Z}^n$, we define a character of $T$ by mapping $\text{diag}_2(x_1, \ldots, x_n, x_n^{-1}, \ldots, x_1^{-1})$ to $x_1^{a_1} \cdots x_n^{a_n}$. We obtain an identification $X^+(T) = \mathbb{Z}^n$. Denoting by $(e_1, \ldots, e_n)$ the standard basis of $\mathbb{Z}^n$, the $T$-roots of $G$, the $B$-positive roots are given respectively by:

$$(4.1.4) \quad \Phi := \{e_i \pm e_j, 1 \leq i \neq j \leq n\} \cup \{\pm 2e_i, 1 \leq i \leq n\}$$

$$(4.1.5) \quad \Phi_+ := \{e_i \pm e_j, 1 \leq i < j \leq n\} \cup \{2e_i, 1 \leq i \leq n\}$$

and the $B$-simple roots are $\Delta := \{\alpha_1, \ldots, \alpha_{n-1}, \beta\}$ where:

$$\alpha_i := e_{i+1} - e_i \quad \text{for} \quad i = 1, \ldots, n-1$$

$$\beta := 2e_n.$$

The Weyl group $W := W(G,T) := N_G(T)/T$ can be identified with the group of permutations $\sigma \in S_{2n}$ satisfying the relation $\sigma(i) + \sigma(2n + 1 - i) = 2n + 1$ for all $1 \leq i \leq 2n$. 
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4.1.2. **Zip datum.** Let \((u_i)_{i=1}^{2n}\) the canonical basis of \(k^{2n}\). Define a parabolic subgroup \(P \subset G\) containing \(B\) as the stabilizer of \(\text{Span}_k(u_{n+1}, \ldots, u_{2n})\). Similarly, denote by \(Q\) the opposite parabolic subgroup of \(P\) with respect to \(T\), it is the stabilizer of \(\text{Span}_k(u_1, \ldots, u_n)\). The intersection \(L := P \cap Q\) is a common Levi subgroup and there is an isomorphism \(GL_{n,F_p} \to L, M \mapsto S(M)\), where:

\[
S(M) := \begin{pmatrix} M & -J^t M^{-1} J \\ -J M^{-1} J & M \end{pmatrix}, \quad M \in GL_n.
\]

The tuple \(Z := (G, P, L, Q, L, \varphi)\) defines a zip datum. Since \(P\) is defined over \(F_p\), the open \(E\)-orbit \(U_\mu \subset G\) coincides with the open \(P \times Q\)-orbit (21 Cor. 2.12]). Hence

\[
U_\mu = \left\{ \begin{pmatrix} A & * \\ * & * \end{pmatrix} \in G, \ A \in GL_n, \ * \in M_n \right\}.
\]

The (ordinary) Hasse invariant \(H_\mu \in H^0(G, \text{Zip}^Z, \omega^{p-1})\) is the section given by

\[
H_\mu : \begin{pmatrix} A & * \\ * & * \end{pmatrix} \mapsto \det(A).
\]

4.2. **The cones** \(C_{\text{Sbt}}, C_{\text{GS}}, C_{\text{hw}}\). Our ultimate goal is to determine the cone \(\langle C_{\text{zip}} \rangle\), but this is very difficult. The Schubert, Griffith-Schmidt and highest weight cones are all subcones of \(\langle C_{\text{zip}} \rangle\) and they give good approximations from below of the zip cone. First recall that all the cones that we consider are contained in \(X_+^+(T)\), the cone of \(L\)-dominant characters. In our case, this set identifies with:

\[
X_+^+(T) = \{(a_1, \ldots, a_n), \ a_1 \geq a_2 \geq \ldots \geq a_n\}.
\]

Since our zip datum is of Hodge-type, we have a Hodge character. It is given by \(\eta_\omega = -(p-1, \ldots, p-1)\). Recall the definition of the Schubert cone (Def. 1.7.1). The map \(h : X^+(T) \to X^+(T)\) is given in this case by:

\[
h : \mathbb{Z}^n \to \mathbb{Z}^n, \quad (a_1, \ldots, a_n) \mapsto (a_1, \ldots, a_n) - p(a_n, \ldots, a_1).
\]

**Lemma 4.2.1.**

1. The Schubert cone \(\langle C_{\text{Sbt}} \rangle\) is the set of \(\lambda = (a_1, \ldots, a_n) \in \mathbb{Z}^n\) satisfying the inequalities

\[
(pa_{i+1} + a_{n-i}) - (pa_i + a_{n+1-i}) \leq 0 \quad \text{for all } i = 1, \ldots, n-1,
\]

\[
\lambda_i + a_{n-i} \leq 0.
\]

2. The cone \(\langle C_{\text{Sbt}} \rangle\) is \(s\)-generated (see 1.4]) by \(\eta_\omega = -(p-1, \ldots, p-1)\) and the weights \(S_1, \ldots, S_{n-1}\) defined by

\[
S_i = (1, \ldots, 1, 0, \ldots, 0) - (0, \ldots, 0, p, \ldots, p)
\]

where both 1 and \(p\) appear \(i\) times and 0 appears \(n - i\) times.

**Proof.** The first part is Lem. 1.7.3. For the second assertion, note that \(X_+^+(T)\) is generated by the fundamental weights \((\mu_i)_{1 \leq i \leq n}\) given by \(\mu_i = (1, \ldots, 1, 0, \ldots, 0)\) where \(1\) appears \(i\) times and 0 appears \(n - i\) times. Using the notation of 4.2.1 \(\langle C_{\text{Sbt}} \rangle\) is generated by \((h(\mu_i))_{1 \leq i \leq n}\). Hence the result.

Next, we determine explicitly the Griffith-Schmidt cone. Using Definition 1.3.4 we have:

\[
C_{\text{GS}} = \{(a_1, \ldots, a_n), \ 0 \geq a_1 \geq a_2 \geq \ldots \geq a_n\}.
\]

In general, there is no inclusion between \(C_{\text{GS}}\) and \(C_{\text{Sbt}}\). The equivalent conditions of Lemma 2.3.1 are satisfied if and only if \(n = 2\). Indeed, since \(G\) is \(F_p\)-split, the Galois action on \(\Delta\) is trivial, so condition 3 is satisfied if and only if \(-w_{0,L}\) acts trivially on \(I\), which is the case only for \(n = 2\). If \(n > 2\), then in particular \(C_{\text{GS}}\) is not contained in \(C_{\text{Sbt}}\). Conversely, note that none of the \(S_i\) (for \(1 \leq i \leq n-1\)) of Lemma 4.2.1 is contained in \(C_{\text{GS}}\). We now determine the highest weight cone.

**Proposition 4.2.2.** One has the following

\[
C_{\text{hw}} = \left\{ (a_1, \ldots, a_n) \in \mathbb{Z}^n, \sum_{i=1}^n p^{n-i}a_i \leq 0 \right\}.
\]

**Proof.** We can use equation 3.6.3 which is available in the \(F_p\)-split case. Here \(\Delta \setminus I = \{ \beta \}\) where \(\beta = 2e_n\) (notations in 3.1.1). The centralizer \(L_\beta\) of \(\beta^\vee\) in \(L \cong GL_n\) is the subgroup of the form

\[
L_\alpha = \left\{ \begin{pmatrix} A & 0 \\ 0 & a \end{pmatrix}, \ A \in GL_{n-1}, \ a \in \mathbb{G}_m \right\}.
\]

We deduce that the set \(\text{I}_\alpha W_\beta\) identifies with the set of permutations \(\sigma \in S_n\) satisfying \(\sigma^{-1}(1) < \sigma^{-1}(2) < \ldots < \sigma^{-1}(n-1)\). Such an element is entirely determined by the value \(\sigma^{-1}(n)\). One can see that its length is then equal to \(n - \sigma^{-1}(n)\). By indexing the sum on the value of \(i = \sigma^{-1}(n)\), we obtain \(\sum_{i=1}^n p^{n-i}(\lambda, e_i) = \sum_{i=1}^n p^{n-i}a_i\) as claimed. □
As predicted by Corollary 3.5.6, the inclusion $C_{GS} \subset C_{hw}$ is clear from the equations. For $n > 2$, there is no inclusion between $C_{bw}$ and $C_{Stb}$. Indeed, the inclusion $C_{bw} \subset C_{Stb}$ does not hold because we saw that $C_{GS}$ is not contained in $C_{Stb}$. Conversely, the weights $S_1, ..., S_{n-2}$ from Lem. 4.2.1 are not in $C_{bw}$. However, the weight $S_{n-1}$ lies on the boundary of $C_{bw}$ because it satisfies $\sum_{i=1}^{n} p^{n-i} a_i = 0$.

Next, we find an $s$-generating set for the cone $C_{hw}$ (recall the terminology §1.1). Denote by $(u_1, ..., u_n)$ the canonical $k$-basis of $k^n$. For each $1 \leq i \leq n - 1$, let $R_i \subset GL_n$ be the parabolic subgroup stabilizing the subspace $Span(u_1, ..., u_i)$. Denote by $\binom{n}{i}$ the Gaussian binomial coefficient

$$\binom{n}{i} := |GL_n(F_p)/R_i(F_p)| = \frac{(p+1-i)(p+2-i) ... (p^{n-1})}{(p-1)(p^2-1)...(p^{n-i}-1)}.$$ 

It is easy to see that $\binom{n}{i}$ is a monic polynomial in $p$. Evaluating formally at $p = 1$, one recovers the usual binomial coefficient $\binom{n}{i}$. For each $1 \leq i \leq n - 1$, denote by $\eta_i$ the weight $\eta_i = (a_1, ..., a_i, 0, ..., 0)$ where $a = (\frac{n-1}{i})_p$ appears $i$ times and $b = -p^{n-i}(\frac{n-1}{i})_p$ appears $n - i$ times.

**Lemma 4.2.3.** One has $C_{hw} = \langle \eta_1, ..., \eta_{n-1}, \eta_2 \rangle$.

**Proof.** After scaling, we see that $\eta_i$ is a positive multiple of $\eta_i'$ defined by $\eta_i' = (1, ..., 1, b', ..., b')$ where $1$ appears $i$ times and $b' = b/a = -\frac{p^{n-i}}{p^{n-i-1}}$ appears $n - i$ times. It is easy to see that all the weights $\eta_i'$ (hence also the $\eta_i$) lie on the hyperplane $H$ of $X^*(T) \otimes Q = Q^n$ defined by $\sum_{i=1}^{n} p^{n-i} a_i = 0$. Indeed, this follows from the relation

$$\sum_{j=1}^{i} p^{n-j} - \sum_{j=1}^{i} p^{n-i-j} \sum_{j=i+1}^{n} p^{n-j} = p^{n-i}(p - 1)^{-1} - (p^{n-i}(p - 1)^{-1} - p^{n-i}(p - 1)^{-1}) = 0.$$ 

In particular, this shows that all the weights $\eta_1, ..., \eta_{n-1}$ are contained in $C_{bw}$. We also know that $\eta_n \in C_{bw}$, so this proves one inclusion. Conversely, we show that any element in $C_{bw}$ can be written as $\sum_{i=1}^{n-1} \lambda_i \eta_i' + \lambda_n \eta_n$ with $\lambda_1, ..., \lambda_n, \lambda_n \in Q_{\geq 0}$. First, we show that $\langle \eta_1', ..., \eta_{n-1}' \rangle$ generate $H$. Note that if $v = (v_1, ..., v_n)$ is any vector of $H$ such that $v = \sum_{i=1}^{n-1} \lambda_i \eta_i'$ for $\lambda_i \in Q$, then we deduce immediately $v_i - v_{i+1} = p^{n-1} \lambda_i$ for all $i = 1, ..., n - 1$. In particular, by taking $v = 0$, this shows easily that $\langle \eta_1', ..., \eta_{n-1}' \rangle$ are linearly independent. Since $H$ has dimension $n - 1$, it follows that $\langle \eta_1', ..., \eta_{n-1}' \rangle$ generate $H$ over $Q$.

Now let $v = (v_1, ..., v_n) \in C_{bw}$ and write $v = \sum_{i=1}^{n-1} \lambda_i \eta_i' + \lambda_n \eta_n$ with $\lambda_1, ..., \lambda_{n-1}, \lambda_n \in Q$. We have again $v_i - v_{i+1} = p^{n-1} \lambda_i \geq 0$ for all $i = 1, ..., n - 1$. Since $v \in X^*_+(T)$, we have $v_1 \geq v_2 \geq ... \geq v_n$, so $\lambda_i \geq 0$. Finally, denote by $\psi$ the linear form $\psi(a_1, ..., a_n) = \sum_{i=1}^{n} p^{n-i} a_i$. We have $\psi(v) = \lambda_n \psi(\eta_n) \leq 0$, hence $\lambda_n \geq 0$ as claimed. This terminates the proof. \hfill \square

**4.3. The polynomial cone.** In the previous section, we obtained subcones of $\langle C_{zip} \rangle$, which thus provide a lower bound for this cone. In this section, we want to determine an upper bound for the zip cone. Generally speaking, this tends to be more difficult. If $g \in G$, write $g$ as a block matrix of the form

$$g = \begin{pmatrix} A(g) & B(g) \\ C(g) & D(g) \end{pmatrix}, \quad A(g), B(g), C(g), D(g) \in M_n.$$ 

This defines four regular functions $A, B, C, D : G \to M_n$.

**Lemma 4.3.1.** Let $\lambda \in X^*_+(T)$ and let $f : U_\mu \to A^1$ be an element of $H^0(G \text{- ZipFlag}^{\mu-	ext{ord}}, \mathcal{L}(\lambda))$.

1. There exists a unique regular function $f_0 : GL_n \to A^1$ such that $f(g) = f_0(A(g))$ for all $g \in U_\mu$.
2. The section $f$ extends to $G$-ZipFlag if and only if $f_0$ extends to a function $M_n \to A^1$.

**Proof.** We prove 1. Define $f_0 : GL_n \to A^1$ by $f_0(A) := f(S(A))$ (see equation 4.1.16 for the definition of $S$). Let $g \in U_\mu$ and write $g = ab^{-1}$ with $(a, b) \in E$. We have $f(g) = f(ab^{-1}) = f(\pi(b)^{-1})$ where $\pi, \overline{b} \in L$ are the Levi components of $a, b$ respectively. It is easy to check that $\pi(b)^{-1} = S(A(g))$, so we deduce $f(g) = f(S(A(g))) = f_0(A(g))$. The uniqueness of $f_0$ follows from the fact that the map $A : G \to M_n$ is surjective (we leave this to the reader).

We prove assertion 2. Suppose that $f_0$ extends to $f_0 : M_n \to A^1$. Then extend $f$ to a map $G \to A^1$ by setting $f(g) := f_0(A(g))$ for all $g \in G$. It is clearly regular, and remains $E'$-equivariant by a density argument. Hence $f$ extends to an element of $H^0(G \text{- ZipFlag}, \mathcal{L}(\lambda))$. Conversely, suppose that $f$ extends to $G$-ZipFlag. Viewed as a regular function on $U_\mu$, this amounts to saying that $f$ extends to $G$. We will show that $f_0 : GL_n \to A^1$ extends to $M_n$. Denote by $r \in \mathbb{Z}$ the multiplicity of $f_0$ along the complement of $GL_n$ in $M_n$ and assume $r < 0$. Then $f_0 := f_0 \det^{r-1}$ extends to a function $M_n \to A^1$ which does not vanish at all points of $M_n \setminus GL_n$. Define $f' := fh^{r}$, where $h_\mu$ is the ordinary Hasse invariant. Then $f'$ vanishes everywhere on $G \setminus U_\mu$, and one has $f'(g) = f_0(A(g))$.
for all \( g \in G \). Since \( A : G \to M_n \) is surjective, the function \( f'_0 \) vanishes everywhere on \( M_n \setminus GL_n \), which is a contradiction. This terminates the proof of the lemma.

Denote by \([B_L \setminus \sigma GL_n]\) and \([B_L \setminus \sigma M_n]\) the quotients stacks where \( B_L \) acts on \( M_n \) and \( GL_n \) by \( b \cdot g = bg\varphi(b)^{-1} \). Again, for any \( \lambda \in X^* (T) \), there is a line bundle on these stacks naturally attached to \( \lambda \). We continue to denote it by \( \mathcal{L} (\lambda) \). The following is a reformulation of the previous lemma:

**Corollary 4.3.2.** The map \( f \mapsto f_0 \) given by Lem. 4.3.1 defines an isomorphism

\[
H^0(G-\text{ZipFlag}^{\mu,\text{ord}}, \mathcal{L}(\lambda)) \to H^0([B_L \setminus \sigma GL_n], \mathcal{L}(\lambda))
\]

which maps the subspace \( H^0(G-\text{ZipFlag}, \mathcal{L}(\lambda)) \) to the subspace \( H^0([B_L \setminus \sigma M_n], \mathcal{L}(\lambda)) \).

In particular, any function \( f \in H^0(G-\text{ZipFlag}, \mathcal{L}(\lambda)) \) gives rise to a regular function \( M_n \to A^1 \), i.e. a polynomial in the coefficients of the \( n \times n \) matrix. Consider the action of the diagonal torus on \( M_n \) by \( \sigma \)-conjugation \( t \cdot A = tA\sigma(t)^{-1} \). For this action, the coefficients functions of \( M_n \) are \( T \)-eigenfunctions and the weight of the coefficient \( a_{i,j} = pe_i - e_j \), where \( (e_1, \ldots, e_n) \) is the canonical basis of \( \mathbb{Z}^n \). Similarly, any monomial \( m \) is an eigenfunction for this action and write \( wt (m) \) for the eigenvalue (which we also call "weight" of \( m \)). This defines a grading of the \( k \)-algebra \( k[M_n] \) by the monoid \( \mathbb{Z}^n \) which is coarser than the natural grading by \( \mathbb{N}^n \). For \( \lambda \in \mathbb{Z}^n \), denote by \( k[M_n]_{\lambda} \) the subspace of homogeneous polynomials \( P \in k[M_n] \) (for the weight \( wt \) of weight \( \lambda \). We have a decomposition \( k[M_n] = \bigoplus_{\lambda \in \mathbb{Z}^n} k[M_n]_{\lambda} \). It is clear that \( k[M_n]_{\lambda} \) is finite-dimensional.

**Lemma 4.3.3.** Let \( f \in H^0(G-\text{ZipFlag}, \mathcal{L}(\lambda)) \) be a nonzero section and \( f_0 \in k[M_n] \) the polynomial attached to \( f \) by Lem. 4.3.1. Then \( f_0 \in k[M_n]_{\lambda} \).

**Proof.** The function \( f_0 \) satisfies \( f_0 (bx\varphi(b)^{-1})) = \lambda (b) f_0 (x) \) for all \( b \in B_L \) and \( x \in M_n \). Decompose \( f \) as \( f = \sum_{\lambda'} P_{\lambda'} \) where \( P_{\lambda'} \in k[M_n]_{\lambda'} \). We get \( \lambda (b) f_0 (x) = \sum_{\lambda'} \lambda (b) P_{\lambda'} (x) \) for all \( b \in B_L \) and all \( x \in M_n \). By linear independence of characters, this implies that \( P_{\lambda'} = 0 \) for all \( \lambda' \neq \lambda \). This shows the result. \( \Box \)

Define the polynomial cone by

\[
C_{\text{pol}} = \langle e_i - pe_j, \ 1 \leq i, j \leq n \rangle.
\]

Recall that \( \langle \ldots \rangle \) denotes the \( s \)-generated cone \( (4.3.1) \). We proved the inclusion \( \langle C_{\text{zip}} \rangle \subset C_{\text{pol}} \), therefore:

**Proposition 4.3.4.** One has \( \langle C_{\text{zip}} \rangle \subset C_{\text{pol}} \cap X^* (T) \).

It is easy to see that \( C_{\text{pol}} \) is \( s \)-generated by the vectors \( e_i - pe_j \) for \( a \leq i \neq j \leq n \). These vectors are the extremal rays of the cone \( C_{\text{pol}} \). The above proposition is enough to determine exactly \( \langle C_{\text{zip}} \rangle \) in the case \( n = 2 \) (see later). For \( n \geq 3 \), we must sharpen this result. For any subset \( \Sigma \subset \{1, \ldots, n\}^2 \), define a monomial cone \( C_{\Sigma} \subset C_{\text{pol}} \) by the formula

\[
C_{\Sigma} = \langle e_i - pe_j, \ (i, j) \in \Sigma \rangle.
\]

We say that a matrix \( M = (m_{i,j})_{1 \leq i, j \leq n} \) has support in a subset \( \Sigma \subset \{1, \ldots, n\}^2 \) if \( m_{i,j} = 0 \) for \( (i, j) \notin \Sigma \). Define a Zariski closed subset \( M_{\Sigma} \subset M_n \) as the set of matrices with support in \( \Sigma \).

**Definition 4.3.5.** A subset \( \Sigma \subset \{1, \ldots, n\}^2 \) is large if there exists a Zariski open subset \( U \subset M_n \) such that for any \( x \in U \), there exists \( b \in B_L \) such that \( bx\varphi(b)^{-1} \in M_{\Sigma} \).

We have the following result:

**Proposition 4.3.6.** Assume \( \Sigma \subset \{1, \ldots, n\}^2 \) is large. Then \( \langle C_{\text{zip}} \rangle \subset C_{\Sigma} \).

**Proof.** Let \( \lambda \in \langle C_{\text{zip}} \rangle \). After scaling we may assume that there is a non-zero section \( f \in H^0(G-\text{ZipFlag}, \mathcal{L}(\lambda)) \). Consider the associated regular function \( f_0 : M_n \to A^1 \) as in Lem. 4.3.1. This function satisfies \( f_0 (bx\varphi(b)^{-1})) = \lambda (b) f_0 (x) \) for all \( b \in B_L \) and \( x \in M_n \). Since \( \Sigma \) is large, it follows that \( f_0 \) cannot restrict to 0 on the subvariety \( M_{\Sigma} \) (otherwise it would be zero everywhere). Viewing \( f_0 \) as a polynomial in the coefficients \( (a_{i,j})_{1 \leq i, j \leq n} \), the restriction \( f_0 |_{M_{\Sigma}} \) is the polynomial obtained from \( f_0 \) after removing all monomials containing \( a_{i,j} \) with \( (i, j) \notin \Sigma \). Since this polynomial is nonzero, we deduce that some monomial in \( f_0 \) has support in \( \Sigma \), and since \( f_0 \) is homogeneous (Lem. 4.3.3), we deduce that \( \lambda \in C_{\Sigma} \). \( \Box \)

There are some obvious restrictions on large subsets. By a dimension argument, we must have \( |\Sigma| \geq \frac{n(n-1)}{2} \) for any large subset \( \Sigma \). Also, we claim that \( (1, n) \in \Sigma \) for any large subset. Indeed, recall that \( S_1 = e_1 - pe_n \in C_{\text{sat}} \subset \langle C_{\text{zip}} \rangle \) (see Lem. 4.2.1). Since \( e_1 - pe_n \) is an extremal ray of the cone \( C_{\text{pol}} \), it is also an extremal ray of any subcone in which it lies. If \( \Sigma \) is large, then \( e_1 - pe_n \in \langle C_{\text{zip}} \rangle \subset C_{\Sigma} \), so \( (1, n) \in \Sigma \). In the rest of the section, we give some subsets \( \Sigma \) that are large. For us, the most interesting subset is the following:

\[
\Sigma_1 := \{(i, j) \in \{1, \ldots, n\}^2, \ i \geq j \} \cup \{(i, n+1-i), \ 1 \leq i \leq n\}.
\]

**Lemma 4.3.7.** The subset \( \Sigma_1 \) is large.
We will need the following lemma:

**Lemma 4.3.8.** Let \( G \) be an algebraic group over \( k \) acting on an irreducible \( k \)-variety \( X \). Let \( Y \subset X \) be an irreducible closed subvariety. Assume that there is a nonempty open subset \( U \subset Y \) of \( Y \) such that for all \( y \in U \), the closed subset of \( G \)

\[
H(y) := \{ g \in G \mid g \cdot y \in Y \}
\]

has dimension \( \dim(Y) + \dim(G) - \dim(X) \). Then there is a nonempty open subset \( V \subset X \) such that any \( x \in V \) is in the \( G \)-orbit of an element in \( Y \).

**Proof.** Consider the map \( \theta : G \times Y \to X, (g,y) \mapsto g \cdot y \). Denote by \( Z \) the Zariski closure of the image of \( \theta \), it is an irreducible closed subvariety of \( X \). By Chevalley’s theorem the image is a constructible set, i.e a finite union of locally closed subsets, so the image of \( \theta \) contains an open subset \( W \subset Z \). To prove the lemma it suffices to show that \( Z = X \). It is a classic result that there exists an open subset \( W_0 \subset W \) such that for all \( w \in W_0 \), the fiber \( \theta^{-1}(w) \) has exactly dimension \( \dim(Y \times G) - \dim(Z) \). Now consider the open subset \( \theta^{-1}(W_0) \subset G \times Y \). By irreducibility of \( G \times Y \), it intersects the open subset \( G \times U \). Pick any element \( (g_0,y_0) \in \theta^{-1}(W_0) \cap (G \times U) \). By definition, \( y_0 \in U \) and \( w_0 := \theta(g_0,y_0) = g_0 \cdot y_0 \in W_0 \). It is straightforward to see that the fiber \( \theta^{-1}(w_0) \) is exactly the set of pairs \( (g,(g^{-1}g_0) \cdot y_0) \in G \times Y \) with the condition \((g^{-1}g_0) \cdot y_0 \in Y\), in other words \( g^{-1}g_0 \in H(y_0) \). Hence there is an isomorphism \( H(y_0) \rightarrow \theta^{-1}(w_0) \) given by the map \( h \mapsto g_0h^{-1} \). Combining the assumption on the dimension of \( H(y_0) \) with the previously computed dimension of \( \theta^{-1}(w_0) \), we obtain \( \dim(Z) = \dim(X) \), and hence \( Z = X \). □

**Remark 4.3.9.** The subsets \( \{(i,j) \in \{1,...,n\}^2, i+j \leq n+1\} \) and \( \{(i,j) \in \{1,...,n\}^2, i+j \geq n+1\} \) are other examples of large subsets (it follows from the density of \( B_L \cdot w_0 \cdot L \) in \( L \)).

We can slightly improve the previous result. Define \( \Sigma'_1 \subset \Sigma_1 \) as the subset

\[
\Sigma'_1 := \{(i,j) \in \{1,...,n\}^2, i > j \} \cup \{(i,n+1-i), 1 \leq i \leq n\}.
\]

It is easy to see that \( C_{\Sigma_1} = C_{\Sigma'_1} \) (but \( \Sigma'_1 \) is not large). We deduce:

**Corollary 4.3.10.** One has \( \langle C_{\Sigma_1} \rangle \subset C_{\Sigma'_1} \cap X_{+,T}(T) \).

We will determine the cone \( \langle C_{\Sigma_1} \rangle \) in some cases in the next section.

5. The ring of zip automorphic forms

So far we have looked at a fixed weight \( \lambda \in X^*_{+,T}(T) \). In this section, we define a ring that captures information about all the weights at once, as well as the relations between different global sections.

5.1. Some general properties. Let \( G \) be a reductive \( F_p \)-group and let \( \mu : G \rightarrow G_k \) be a cocharacter. Choose an \( F_p \)-frame \( (B,T,z) \) (§ 1.1.1). Denote by \( X := G \cdot \text{Zip}^p \) the attached stack of \( G \)-zips and \( Y := G \cdot \text{ZipFlag}^p \) the stack of zip flags. Define the ring of zip automorphic forms as

\[
R_{\text{zip}} := \bigoplus_{\lambda \in X^*_{+,T}(T)} H^0(X, \mathcal{V}(\lambda)).
\]

The additive group \( R_{\text{zip}} \) inherits a structure of \( k \)-algebra since \( H^0(X, \mathcal{V}(\lambda)) \) identifies with \( H^0(Y, \mathcal{L}(\lambda)) \) and using formula (1.3.2). It is naturally a graded algebra. Note that the cone \( C_{\Sigma_1} \) gives the actual grading of this algebra.
Hence, the problem of determining $R_{zip}$ can be thought of as a refinement of the questions studied in previous sections.

Retain notation of Shimura varieties. As mentioned in the introduction, one can form a similar ring
\begin{equation}
R_K := \bigoplus_{\lambda \in X^*_+ (T)} H^0 (S_K, \mathcal{V} (\lambda))
\end{equation}
which can legitimately be called the ring of automorphic forms of level $K$, which explains our terminology for the ring $R_{zip}$. The map $\zeta : S_K \to \mathcal{X}$ yields an inclusion $R_{zip} \to R_K$, which is compatible with change of level maps. Hence $R_k$ inherits a structure of $R_{zip}$-algebra and this action commutes with all Hecke operators.

Recall that $H^0 (\mathcal{X}, \mathcal{V} (\lambda))$ also identifies with the space of regular functions $f : G_k \to A^1$ satisfying $f (ag^{-1}) = \lambda (b) f (g)$ for all $g \in G$ and all $(a,b) \in E'$. Hence, we can define a map $\iota : R_{zip} \to k [G]$ by
\begin{equation}
(\iota f)_\lambda \mapsto \sum_{\lambda \in X^*_+ (T)} f_{\lambda}
\end{equation}
It is easy to see that $\iota$ is a $k$-algebra homomorphism. By linear independence of characters, this map is injective. Thus, $R_{zip}$ identifies with a sub-algebra of $k [G]$. We view $k [G]$ as a representation of $G \times G$. Note that $G \times G$ acts on $k [G]$. In particular, $E'$ acts on $k [G]$ by restricting this action. Denote by $R_u (E')$ the unipotent radical of $E'$.

**Proposition 5.1.1.** The image of $\iota$ is $k [G] \cdot R_u (E')$, the subalgebra of $k [G]$ invariant under $R_u (E')$.

**Proof.** Clearly $\iota (R_{zip}) \subseteq k [G] \cdot R_u (E')$. We prove the opposite inclusion. Note that $E'$ acts on $k [G] \cdot R_u (E')$ since $R_u (E')$ is a normal subgroup of $E'$. This action factors through the quotient $E' / R_u (E') \simeq T$. Hence, $k [G] \cdot R_u (E')$ decomposes as a direct sum of $E'$-eigenfunctions. In other words, any element $f \in k [G] \cdot R_u (E')$ can be written as $f = \sum_{\lambda \in X^* (T)} f_{\lambda}$, where $f_{\lambda}$ is an $E'$-eigenfunction for the character $\lambda$. This proves the result. \[\square\]

From now on, we identify implicitly $R_{zip}$ with its image by $\iota$.

**Lemma 5.1.2.** An element $f \in k [G]$ lies in $R_{zip}$ if and only if $\text{div} (f)$ is $R_u (E')$-invariant.

**Proof.** One implication is clear. Conversely, let $f \in k [G]$ such that $\text{div} (f)$ is $R_u (E')$-invariant. The condition on the divisor implies that the rational function on $G \times R_u (E')$ defined by $(\epsilon, g) \mapsto \frac{\alpha (g)}{\beta (\epsilon)}$ extends to a non-vanishing function on $G \times R_u (E')$. By [13 §1], we can write it as a product $\alpha (g) / \beta (\epsilon)$, where $\alpha : G \to G_m$ and $\beta : R_u (E') \to G_m$ are non-vanishing. Evaluating at $\epsilon = 1$, we find $\alpha (g) / \beta (1) = 1$ for all $g \in G$. Hence the above function is $\frac{\beta (\epsilon)}{\beta (1)}$. This is a non-vanishing regular function on the connected group $R_u (E')$ with value 1 at 1, so it is a character by loc. cit. Since $R_u (E')$ is unipotent, it is trivial. Hence $f (\epsilon \cdot g) = f (g)$ for all $\epsilon \in R_u (E')$ and all $g \in G$. \[\square\]

In particular, the units of $R_{zip}$ are exactly the non-vanishing functions $G \to G_m$. Any such function can be uniquely written as $a \chi$ where $a \in k^\times$ and $\chi \in X^* (G)$.

**Proposition 5.1.3.** Assume that $\text{Pic} (G) = 0$. Then $R_{zip}$ is a UFD.

**Proof.** By [9 II, Prop. 6.2], the ring $k [G]$ is a UFD. Denote by $P$ a set of representatives of irreducible elements in $k [G]$. Let $P' \subseteq P$ the set of elements $f \in P$ such that $\text{div} (f)$ is $R_u (E')$-invariant. Let $f \in R_{zip}$ be a function, and decompose $f = af_1^{e_1} \ldots f_n^{e_n}$ in $k [G]$ with $f_i \in P$ and $e_i > 0$ for all $i = 1, \ldots, n$. Since $\text{div} (f)$ is $R_u (E')$-invariant and since $R_u (E')$ is connected, each component $\text{div} (f_i)$ is invariant as well. This shows that $R_{zip}$ is a UFD and $P'$ is a set of representatives of the irreducible elements. \[\square\]

**Conjecture 5.1.4.** The $k$-algebra $R_{zip}$ is finitely generated.

Prop. 5.1.4 shows that this conjecture is related to Hilbert’s 14th problem. Nagata has given a counterexample to Hilbert’s original conjecture ([10]).

5.2. **Related algebras.** To simplify, we assume in this section that $P$ is defined over $\mathbb{F}_p$. We consider the $\mu$-ordinary locus $X^*_\mu = [E \setminus U_\mu] \subseteq X$ (see §2.1). By replacing $X$ by $X^*_\mu$ in the definition of $R_{zip}$ ([5.1.1]), we define a graded $k$-algebra $R_\mu$. One has a natural inclusion $R_{zip} \to R_\mu$ given restriction of sections. This inclusion respects the grading.

**Proposition 5.2.1.** The $k$-algebra $R_\mu$ is finitely generated.

**Proof.** Let $\pi : \mathcal{Y} \to \mathcal{X}$ be the natural projection map, and write $\mathcal{Y}_\mu := \pi^{-1} (X^*_\mu) = [E \setminus U_\mu]$ for the $\mu$-ordinary locus of $\mathcal{Y}$. There is an isomorphism $\mathcal{Y}_\mu \simeq [L_\mu / L \cdot \mathcal{L}(\mathcal{F})]$ (Lem. 2.1 and §2.2). It follows that $R_\mu$ identifies with the $L (\mathcal{F})$-invariants of the $k$-algebra $\bigoplus_{\lambda \in X^* (T)} H^0 (B_\mu \cdot L \cdot \mathcal{L}(\lambda))$. This algebra is finitely generated by standard monomial theory ([15, §9.4]). Since $L (\mathcal{F})$ is a finite group, $R_\mu$ is finitely generated by [10 §3]. \[\square\]
Let $G_{\text{max}} \subset G$ by the unique open $B \times B$-orbit in $G$ (recall that $z = w_0, f w_0$). One has $G_{\text{max}} = \overline{B B^{-1} - w_0, f}$. Recall that one has inclusions $G_{\text{max}} \subset U_{\mu} \subset G$. We obtain an open substack $Y_{\text{max}} \subset \mathcal{Y}$ defined by $Y_{\text{max}} = [E'/G_{\text{max}}]$. Similarly, we define a $k$-algebra $R_{\text{max}}$ by

\begin{align}
R_{\text{max}} = \bigoplus_{\lambda \in X^*(T)} H^0(Y_{\text{max}}, \mathcal{L}(\lambda)).
\end{align}

Note that contrary to $R_{\text{zip}}$ and $R_{\mu}$, the space $H^0(Y_{\text{max}}, \mathcal{L}(\lambda))$ may be nonzero even if $\lambda$ is not $L$-dominant. Hence for $R_{\text{max}}$, we want to allow the index set to be all of $X^*(T)$.

Since $w_0, f \in G_{\text{max}}$, the stack $Y_{\text{max}}$ is isomorphic to $[E'/B \times B/S]$ where $S = \text{Stab}_{E'}(w_0, f)$. It is easy to see that $S$ coincides with the set of pairs $(t, w_0, t^{-1}w_0, f)$ for all $t \in T$. Furthermore, the quotient $E'/B \times B$ maps isomorphically to $B_L$ by $(a, b) \mapsto b$, where $b \in L$ denotes the Levi component of $b$ with respect to the decomposition $Q = LR_n(Q)$. We deduce that there is an isomorphism:

\begin{align}
Y_{\text{max}} \simeq [B_L/T]
\end{align}

where $T$ acts on $B_L$ on the right by the rule $b \cdot t := \varphi(t)^{-1}bw_0, ftw_0, f$ for all $t \in T$ and all $b \in B_L$. Since this is a quotient by a torus, the ring $k[B_L]$ decomposes as a direct sum of $T$-eigenspaces $k[B_L] = \bigoplus_{\lambda \in X^*(T)} k[B_L]\lambda$, and via this identification $k[B_L]\lambda = H^0(Y_{\text{max}}, \mathcal{L}(\lambda))$. We obtain the following result:

**Proposition 5.2.2.** The algebra $R_{\text{max}}$ identifies with $k[B_L]$. There are inclusions

\begin{align}
R_{\text{zip}} \subset R_{\mu} \subset k[B_L]
\end{align}

and all three $k$-algebras have the same field of fractions.

This shows that the field of fractions of $R_{\text{zip}}$ is $k[B_L]$. Furthermore, the scheme $\text{Spec}(R_{\text{zip}})$ is birational to an affine space. However, we believe that it is not true in general that $R_{\text{zip}}$ is a polynomial ring.

5.3. **The general symplectic case.** In this section, we assume that $G = Sp(2n)$ and the zip datum is the usual Hodge-type one (§4). Recall that we identify $L$ with $GL_n$ and $B_L$ is the group of lower-triangular matrices. Let $(a_{i,j})_{1 \leq i, j \leq n}$ be indeterminates and let $R = k[(a_{i,j})_{i,j}]$. Consider the generic matrix $A = (a_{i,j}) \in M_n(R)$. Let $\Delta_i$ be the determinant of the $i \times i$ matrix

\begin{align}
\Delta_i &= \begin{vmatrix}
    a_{1,n+1-i} & a_{1,n+2-i} & \cdots & a_{1,n} \\
    a_{2,n+1-i} & a_{2,n+2-i} & \cdots & a_{2,n} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{i,n+1-i} & a_{i,n+2-i} & \cdots & a_{i,n}
\end{vmatrix}.
\end{align}

Denote by $U_{\text{max}} \subset GL_n$ the subset where all $\Delta_i$ for $1 \leq i \leq n$ are nonzero. The function $\Delta_i : M_n \to A^1$ is $B_L \times B_L$-equivariant. In particular, it is also equivariant with respect to the action of $B_L$ by $\varphi$-conjugation on $M_n$, so it corresponds to a global section over $\mathcal{Y}$ (Lem. 1.7.3). Actually, the stronger invariance under $B_L \times B_L$ means that $\Delta_i$ comes as a pull-back via the map $\psi : \mathcal{Y} \to \text{Sbt}(1.7.3)$. More precisely, recall that we have functions $f_\lambda$ on the stack $\text{Sbt}$ (see 1.7.3). The function $\Delta_i$ is the pull-back of $f_\lambda$ for $\lambda = (0, ..., 0, -1, ..., -1)$, where $-1$ appears $i$ times. The weight of $\Delta_i$ is $wt(\Delta_i) = S_i$ (see Lem. 1.2.1).

**Lemma 5.3.1.** One has the following identifications

1. $R_{\text{zip}} = \{f : M_n \to A^1 \text{ regular, } f((ux)^{-1}) = f(x), \forall x \in M_n, u \in R_{\text{max}}(B_L)\}$.
2. $R_{\mu} = \{f : GL_n \to A^1 \text{ regular, } f((ux)^{-1}) = f(x), \forall x \in GL_n, u \in R_{\text{max}}(B_L)\}$.
3. $R_{\text{max}} = \{f : U_{\text{max}} \to A^1 \text{ regular, } f((ux)^{-1}) = f(x), \forall x \in U_{\text{max}}, u \in R_{\text{max}}(B_L)\}$.

Furthermore, the set of homogeneous elements of weight $\lambda \in X^*(T)$ in each of the graded algebras $R_{\text{zip}}$, $R_{\mu}$, $R_{\text{max}}$ correspond to those functions $f$ which satisfy $f(bx \varphi(b)^{-1}) = \lambda b f(x)$ for all $x$ and all $b \in B_L$.

**Proof.** Assertions (1) and (2) follow easily from Cor. 1.3.2 and the third one follows from the above discussion. The last assertion on homogeneous elements is clear. \(\square\)

Note that we have an obvious inclusion $R_{\text{zip}} \subset R$. Let $K$ be the field of fractions of $R$. Recall that $A$ denotes the generic matrix $A = (a_{i,j}) \in M_n(R)$.

**Lemma 5.3.2.** There exists a unique matrix $z \in \text{SL}(B_L)(K)$ such that if we write $zA = (m_{i,j})$, then $m_{i,j} = 0$ for all $1 \leq i, j \leq n$ such that $i + j > n + 1$. Furthermore, $z \in R[\frac{1}{\Delta_1}, ..., \frac{1}{\Delta_{n-1}}]$.

**Proof.** Clear. \(\square\)
Denote again by \( \varphi : K \to K \) the map \( x \mapsto x^p \) and write also \( \varphi : M_n(K) \to M_n(K) \) the map obtained by applying \( \varphi \) to the coefficients. Define a matrix \( \Gamma = (\gamma_{r,s})_{1 \leq r, s \leq n} \in M_n(K) \) by the following:

\[
\Gamma := z A \varphi(z)^{-1}
\]

where \( z \in \Delta_r(B_L)(K) \) is the matrix given by Lem. [5.3.2]. It is clear that \( \gamma_{r,s} = 0 \) for \( r + s > n + 1 \). For \( (r, s) \) such that \( r + s \leq n + 1 \), the element \( \gamma_{r,s} \) lies in \( R[\frac{1}{\Delta_1}, \ldots, \frac{1}{\Delta_{n-1}}] \). The uniqueness of \( z \) in Lem. [5.3.2] implies that \( \gamma_{r,s} \) is automatically \( E' \)-equivariant, so it is actually in \( R[z]\left[\frac{1}{\Delta_1}, \ldots, \frac{1}{\Delta_{n-1}}\right] \). Its weight is \( \wt(\gamma_{r,s}) = e_r - pe_s \), where \( (e_i)_i \) is the canonical basis of \( \mathbb{Z}^n \).

**Corollary 5.3.3.** Let \( f \in R \) be a polynomial. Then \( f \in R_{zip} \) if and only if \( f((a_{i,j})_{i,j}) = f((\gamma_{i,j})_{i,j}) \) in \( K \).

By Prop. [5.2.2] the algebra \( R_{max} \) identifies with \( k[B_L] \). By Lem. [5.3.1] (3), it also identifies with certain elements of \( R[\frac{1}{\Delta_1}, \ldots, \frac{1}{\Delta_{n-1}}] \). We have proved the following:

**Proposition 5.3.4.**

1. The elements \( (\gamma_{r,s}) \) for \( 1 \leq r, s \leq n \) such that \( r + s \leq n + 1 \) are algebraically independent, and one has \( R_{max} = k[(\gamma_{r,s}), \frac{1}{\Delta_1}, \ldots, \frac{1}{\Delta_{n-1}}] \).

2. The algebra \( R_{zip} \) identifies with \( R \cap k[(\gamma_{r,s})] \) inside \( K \).

We may cancel the denominator in \( \gamma_{r,s} \) by multiplying with a certain product of the \( \Delta_i \). We obtain a polynomial \( \gamma_{r,s'} \) which lies automatically in \( R_{zip} \). By following precisely the construction of \( \Gamma \), one can show that for all \( (r, s) \) such that \( r + s \leq n + 1 \), the function

\[
\Delta_{r-1} \left( \prod_{m=0}^{n-r} \Delta_m \right)^p \gamma_{r,s}
\]

is a polynomial (where \( \Delta_0 = 1 \) by convention), hence lies in \( R_{zip} \). Note that the above product is not optimal. In general, there is a smaller product of \( \Delta_i \) which satisfies this condition. The function (5.3.3) is homogeneous, so its weight lies in \( C_{zip} \) by definition. We deduce:

\[
S_{r-1} + p \sum_{m=s}^{n-r} S_m + e_r - pe_s \in C_{zip}, \quad \text{for all } r + s \leq n + 1.
\]

5.4. **The case \( Sp(4) \).** In this section we specialize the discussion to the case \( n = 2 \). One can see immediately that the matrix \( z \in M_2(K) \) in Lem. [5.3.2] is \( z = \begin{pmatrix} 1 & 0 \\ -a_{2,2}/a_{1,2} & 1 \end{pmatrix} \). We obtain

\[
\Gamma = \begin{pmatrix} a_{1,1} + \frac{a_{2,2}^2}{\Delta_1^2} & \Delta_1 \\ -\frac{a_{2,2}}{\Delta_1} & 0 \end{pmatrix}.
\]

This gives us \( R_{max} = k[a_{1,1} \Delta_1^{-1} + a_{2,2}^2, \Delta_1^2, \Delta_1] \). To obtain \( R_{zip} \), we need to work slightly more:

**Theorem 5.4.1.** For \( G = Sp(4) \), the algebra \( R_{zip} \) is \( k[a_{1,1} \Delta_1^{-1} + a_{2,2}^2, \Delta_1, \Delta_2] \). It is isomorphic to a polynomial ring in 3 variables.

**Lemma 5.4.2.** Let \( R_0 \subset R \) be integral domains with the same field of fractions \( K \). Let \( x \in R_0 \) be a nonzero element. Then \( R_0 = R \cap R_0[\frac{1}{x}] \) if and only if the map \( R_0/xR_0 \to R/xR \) is injective.

**Proof.** The map \( R_0/xR_0 \to R/xR \) is injective if and only if \( xR_0 = R_0 \cap xR \). We deduce \( x^2R_0 = xR_0 \cap x^2R = R_0 \cap x^2R \), and by induction \( x^nR_0 = R_0 \cap x^nR \) for all \( n \geq 1 \). If \( y \in \Delta_1[\frac{r}{s}] \cap R_0 \), then there exists \( n \geq 1 \) such that \( x^ny \in x^nR \cap R_0 = x^nR_0 \), hence \( y \in R_0 \).

**Proof of Theorem 5.4.1.** It is clear that \( R_0 := k[a_{1,1} \Delta_1^{-1} + a_{2,2}^2, \Delta_1, \Delta_2] \subset R_{zip} \). We know that the elements \( \Delta_1, \Delta_2 \) and \( \alpha = a_{1,1} \Delta_1^{-1} + a_{2,2}^2 \) are algebraically independent. Furthermore, \( R_{zip} \) coincides with \( k[\frac{\alpha}{\Delta_1}, \Delta_1^\frac{1}{2}, \Delta_2^\frac{1}{2}] \cap R \), which is clearly contained in \( \Delta_1[\frac{1}{\Delta_1}] \cap R \). To prove the result, it suffices to show \( R_0[\frac{1}{\Delta_1}] \cap R = R_0 \). By Lem. [5.4.2] this is equivalent to the injectivity of \( R_0/\Delta_1R_0 \to R/\Delta_1R \). Choosing indeterminates \( x, y, a, b, c \), this map identifies with:

\[
k[x, y] \to k[a, b, c], \quad x \mapsto c^r, \quad y \mapsto ac, \quad \text{which is clearly injective.}
\]

Note that \( \alpha = a_{1,1} \Delta_1^{-1} + a_{2,2}^2 \) is homogeneous of weight \( \wt(\alpha) = (0, -p(p-1)) \).

**Corollary 5.4.3.** For \( G = Sp(4) \), one has \( C_{zip} = N(1, -p) + N(1-p, 1-p) + N(0, -p(p-1)) \).

**Proof.** By Th. 5.4.1 any element \( f \in R_{zip} \) is of the form \( f = P(\alpha, \Delta_1, \Delta_2) \) where \( P \) is a polynomial in 3 variables. For \( f \) homogeneous of weight \( \lambda \in X_+^*(T) \), it follows that \( \lambda \) is a linear combination with positive integer coefficients of the weights of \( \alpha, \Delta_1, \Delta_2 \).
Corollary 5.4.4. For $G = Sp(4)$, one has $\langle C_{\text{zip}} \rangle = \langle (1, -p), (-1, -1) \rangle$.

The Schubert cone, the highest weight cone and the Griffith-Schmidt cone are given by

\[
C_{\text{Sbt}} = \mathbb{N}(1, -p) + \mathbb{N}(1-p, 1-p).
\]
\[
C_{\text{hw}} = \{(a_1, a_2), \ p a_1 + a_2 \leq 0\}.
\]
\[
C_{\text{GS}} = \langle (-1,-1),(0,-1) \rangle.
\]

Hence, the saturated cones of $C_{\text{Sbt}}$ and $C_{\text{zip}}$ coincide with $C_{\text{hw}}$. Note that Prop. 4.3.1 gives $\langle C_{\text{zip}} \rangle \subset C_{\text{pol}} \cap X^+_{\omega,i}(T) = \langle (-1,-1),(1,-p) \rangle$. Therefore, we could have easily deduced $\langle C_{\text{zip}} \rangle = \langle C_{\text{Sbt}} \rangle = C_{\text{hw}} = \langle (-1,-1),(1,-p) \rangle$ without determining $R_{\text{zip}}$ and $C_{\text{zip}}$ first.

5.5. The case $Sp(6)$. Now we take $n = 3$. We will see that computations get quickly very complicated. The cone $\langle C_{\text{zip}} \rangle$ can easily be computed using previous results. First, the Schubert cone, the Griffith-Schmidt cone and the highest weight cones are given by:

\[
C_{\text{Sbt}} = \mathbb{N}(1, 0-p) + \mathbb{N}(1, 1-p, -p) + \mathbb{N}(1-p, 1-p, -p).
\]
\[
C_{\text{GS}} = \{(a_1, a_2, a_3), \ 0 \geq a_1 \geq a_2 \geq a_3\}.
\]
\[
C_{\text{hw}} = \{(a_1, a_2, a_3), \ p^2 a_1 + pa_2 + a_3 \leq 0\}.
\]

By Lem. 4.2.1 the cone $C_{\text{Sbt}}$ is generated by the weights

\[
S_1 = (1,0,-p), \ S_2 = (1,p-1,-p), \ S_3 = \omega.
\]

The Griffith-Schmidt cone is $s$-generated by the weights

\[
(0,0,-1), \ (0,-1,-1), \ \omega.
\]

By Lem. 4.2.3 the cone $C_{\text{hw}}$ is $s$-generated by the weights

\[
\eta_1 = (p+1,-p^2,-p^2), \ \eta_2 = (1,1,-p(p+1)), \ \omega.
\]

Proposition 5.5.1.

1. One has $\langle C_{\text{zip}} \rangle = \langle \eta_1, \eta_2, \omega, S_1 \rangle$.
2. The cone $\langle C_{\text{zip}} \rangle$ is the set of $(a_1, a_2, a_3) \in \mathbb{Z}^3$ satisfying the inequalities

\[
a_1 \geq a_2 \geq a_3
\]
\[
p^2 a_1 + pa_2 + a_3 \leq 0
\]
\[
p^2 a_2 + pa_1 + a_3 \leq 0
\]

Proof. By Cor. 4.3.10 we have $\langle C_{\text{zip}} \rangle \subset C_{\text{Sbt}} \cap X^+_{\omega,i}(T)$. It is easy to see that $C_{\text{Sbt}} \cap X^+_{\omega,i}(T)$ is $s$-generated by $\eta_1, \eta_2, \omega, S_1$ and is given by the equations 5.5.4, 5.5.5, 5.5.6. \[ \square \]

Here is a representation of the cones. As it is 3-dimensional, we take a slice of the cone, perpendicularly to the axis generated by $\omega$ (which hence appears as a dot at the center of the picture). The exterior shape which looks like a triangle with corners cut off is the trace of the polynomial cone on the slice. The two dotted half-lines that intersect at $\omega$ are the traces of the two hyperplanes that define $X^+_{\omega,i}(T)$. This picture represents all four cones $C_{\text{pol}}, C_{\text{zip}}, C_{\text{Sbt}}$ and $C_{\text{GS}}$. Please refer to 5.5.1, 5.5.2, 5.5.3 for the points marked on the picture.
Let us try to compute $R_{\text{zip}}$. We use the following notation: For $1 \leq i, j \leq n$ let $\delta_{i,j}$ be the minor of $A$ obtained by removing the $i$-th row and $j$-th column. First, the matrix $\Gamma$ defined in (5.3.2) is given by:

\[
\Gamma = \begin{pmatrix}
\frac{\epsilon}{\Delta_1} & \frac{f_1}{\Delta_1} & \Delta_1 \\
\frac{f_2}{\Delta_2} & \frac{\Delta_2}{\Delta_2} & 0 \\
\frac{\Delta_3}{\Delta_2} & 0 & 0
\end{pmatrix}
\]

where $\epsilon, f_1, f_2 \in R_{\text{zip}}$ are defined as follows:

\[
\epsilon = a_{1,1}a_{1,3}^p + a_{1,2}a_{2,3}^p + a_{1,3}a_{3,3}^p
\]

(5.5.9)

\[
f_1 = a_{1,2}\Delta_2^p + \Delta_1\delta_{2,1}^p
\]

(5.5.10)

\[
f_2 = \Delta_3^p a_{3,2} - \Delta_2^p a_{2,3}^p.
\]

Remark 5.5.2. The weight of $f_1$ is $\eta_1$ and the weight of $f_2$ is $\eta_2$ (defined in (5.5.3)). These weights lie on the hyperplane $\sum p^\gamma a_i = 0$. Actually, one can check that $f_1, f_2$ are obtained by the association (5.5.8). The weight of $\epsilon$ is $(1, 0, -p^2)$. This section is not attached to a highest weight.

We obtain a subalgebra $R_0 := k[\epsilon, f_1, f_2, \Delta_1, \Delta_2, \Delta_3] \subset R_{\text{zip}}$, by canceling out the denominators in $\Gamma$. However, contrary to the case $n = 2$, this naive subalgebra is strictly contained in $R_{\text{zip}}$ because the map $H : R_0 / \Delta_1 R_0 \to R / \Delta_1 R$ is not injective. For example, the following elements are in $R_{\text{zip}}$, but not in $R_0$:

\[
\theta = \frac{\Delta_2^{p+1} + f_1 f_2}{\Delta_1^{p+1}}, \quad \rho = \frac{\Delta_2 f_1^{p-1} - \epsilon^p}{\Delta_1^{p}}, \quad \tau = \frac{\Delta_2^{p+1} - f_1^{p-1} \epsilon}{\Delta_1^{p}}.
\]

Define $R_1$ as the $k$-algebra $k[\epsilon, f_1, f_2, \Delta_1, \Delta_2, \Delta_3, \theta, \rho, \tau]$. It is isomorphic to a polynomial ring in 9 variables divided by 3 equations (given in an obvious way by (5.5.11)). We believe that $R_1 = R_{\text{zip}}$ but we did not check it.

6. MODULAR INTERPRETATION

We continue to work with the group $G = Sp(2n)$ endowed with its usual Hodge-type zip datum. We write $\mathcal{X} = G_{\text{Zip}}$ and $\mathcal{Y} = G_{\text{ZipFlag}}$. 
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6.1. Dictionary. Recall that the stack of $G$-zips has the following modular interpretation. Let $S$ be a scheme over $\mathbf{F}_p$. Then a morphism of stacks $S \to \mathcal{X}$ is the same as a tuple $(\mathcal{M}, \langle -, - \rangle, \Omega, F, V)$ where

1. $\mathcal{M}$ is a locally free $\mathcal{O}_S$-module of rank $2n$,
2. $\langle -, - \rangle : \mathcal{M} \times \mathcal{M} \to \mathcal{O}_S$ is a perfect $\mathcal{O}_S$-linear pairing,
3. $\Omega \subset \mathcal{M}$ is a locally free isotropic $\mathcal{O}_S$-module of rank $n$, such that $\mathcal{M}/\Omega$ is locally free,
4. $F : \mathcal{M}^{(p)} \to \mathcal{M}$ is an $\mathcal{O}_S$-linear morphism,
5. $V : \mathcal{M} \to \mathcal{M}^{(p)}$ is an $\mathcal{O}_S$-linear morphism,

satisfying the relations:

$$\text{Im}(V) = \text{Ker}(F) = \Omega^{(p)}$$
$$\text{Im}(F) = \text{Ker}(V),$$

$$\langle Fx, y \rangle = \langle x, Vy \rangle^{(p)}, \text{ for all } x \in \mathcal{M}^{(p)}, y \in \mathcal{M}.$$

In the above, the sheaf $\mathcal{M}^{(p)}$ is the pull-back of $\mathcal{M}$ via the absolute Frobenius morphism $F_S : S \to S$. The pairing $\langle -, - \rangle^{(p)}$ is the one induced from $\langle -, - \rangle$ on $\mathcal{M}^{(p)}$.

Similarly, there is a moduli interpretation for the stack of (full) $G$-zip flags. A morphism $S \to \mathcal{Y}$ is the same as a tuple $(\mathcal{M}, \langle -, - \rangle, \Omega, F, V)$ as above, together with a full flag

$$(\mathcal{F}_i) = 0 = \mathcal{F}_0 \subset \mathcal{F}_1 \subset ... \subset \mathcal{F}_n = \Omega$$

where $\mathcal{F}_i$ is a locally free $\mathcal{O}_S$-module of rank $i$ and the quotients $\Omega/\mathcal{F}_i$ are locally free for all $i = 1, ..., n$. The natural projection $\pi : \mathcal{Y} \to \mathcal{X}$ is given by forgetting the flag $\mathcal{F}_i$. This illustrates that the fibers of $\pi$ are flag varieties. By assumption, the quotient $\mathcal{L}_i = \mathcal{F}_i/\mathcal{F}_{i-1}$ is a line bundle for each $i = 1, ..., n$. For a $n$-tuple $(a_1, ..., a_n) \in \mathcal{P}^n$, define

$$\mathcal{L}(a_1, ..., a_n) = \mathcal{L}_{-a_1}^{-1} \otimes ... \otimes \mathcal{L}_{-a_n}^{-1}.$$ 

Via the usual identification $\mathcal{X}^*(T) = \mathbb{Z}^n$, the line bundles $\mathcal{L}(a_1, ..., a_n)$ correspond to the line bundles $\mathcal{L}(\lambda)$ studied throughout the previous sections of this paper (therefore the notation is unambiguous). The goal of this section is to give a modular interpretation of some of the sections defined in §5.3

Remark 6.1.1. Let $M$ be a $k$-vector space equipped with a perfect pairing $\langle -, - \rangle : M \times M \to k$, a $\sigma$-linear endomorphism $F_0 : M \to M$ and a $\sigma^{-1}$-linear endomorphism $V_0 : M \to M$. Assume that $(F_0x, y) = \sigma(x, V_0y)$. Then we obtain a $G$-zip over $k$ by defining $F : M \otimes_\sigma k \to M$, $F(x \otimes \lambda) = \lambda F_0(x)$ and $V : M \to M \otimes_\sigma k$, $F(x) = F_0(x) \otimes 1$, and taking $\Omega := \text{Im}(V_0)$. We call $(M, F_0, V_0, \langle -, - \rangle)$ a symplectic Dieudonné space over $k$. This defines an equivalence of categories between $G$-zips over $\text{Spec}(k)$ and symplectic Dieudonné spaces. Similarly, we can define a filtered symplectic Dieudonné space by adding to $M$ a filtration $0 \subset F_1 \subset ... \subset F_n = \Omega$. These objects correspond to $G$-zip flags.

Recall that an algebraic representation $(V, \rho)$ of $E$ gives a vector bundle $\mathcal{V}(\rho)$ on $\mathcal{X} = G\text{-Zip}$ (see §1.2). We only consider representations of $E$ that arise from a representation of $P$ via the first projection $E \to P$. We now give the representations that correspond to the vector bundles $\Omega$ and $\mathcal{M}$. If $\rho : P \to GL(V)$ is a representation, we denote by $\rho^\vee$ its dual. It is clear that $\mathcal{V}(\rho^\vee) \simeq (\mathcal{V}(\rho))^\vee$. Denote by $\rho_{1} : P \to GL_n$ given by the composition of the natural projection $P \to L$ composed by the identification $L \simeq GL_n$. One can show that we have the following formula:

$$(\mathcal{V}(\rho_1^\vee))^\vee \simeq \Omega.$$ 

Hence we set $\rho_{\Omega} := \rho_{1}^\vee$. Similarly, denote by $\text{Std} : Sp(2n) \to GL_{2n}$ the natural inclusion (the standard representation). Denote by $\text{Std}|_P$ its restriction to $P$. Then we have

$$(\mathcal{V}(\text{Std}|_P))^\vee \simeq \mathcal{M}.$$ 

Let $V$ be an $\mathbf{F}_p$-vector space and $\rho : P \to GL(V)$ a representation of $P$ defined over $\mathbf{F}_p$. Then we define $\rho^{(p)}$ as the Frobenius-twist of $\rho$. It is clear that $\mathcal{V}(\rho^{(p)}) \simeq (\mathcal{V}(\rho))^{(p)}$.

6.2. The Schubert sections. Recall that we defined for $1 \leq i \leq n$ a section $\Delta_i$ of weight $S_i$ on $\mathcal{Y}$ in §5.3.1. We give its modular interpretation. Consider the map $f_i$ of vector bundles obtained by the following composition

$$(\mathcal{F}_i \to \Omega^{(p)} \to \Omega^{(p)}/\mathcal{F}_n^{(p)}_{i-1})$$

Then taking the determinant of $f_i$, we obtain a map $\Delta_i := \det(f_i) : \det(\mathcal{F}_i) \to \det(\Omega/\mathcal{F}_{n-i})^p$. One has clearly $\det(\mathcal{F}_i) = \mathcal{L}_i \otimes ... \otimes \mathcal{L}_i$ and $\det(\Omega/\mathcal{F}_i) = \mathcal{L}_{j+1} \otimes ... \otimes \mathcal{L}_n$. We deduce that $\Delta_i$ identifies with a map

$$(\Delta_i : \mathcal{L}_i \otimes ... \otimes \mathcal{L}_i \to (\mathcal{L}_{n-i+1} \otimes ... \otimes \mathcal{L}_n)^p)$$

This is the same as a global section over $S$ of the line bundle $(\mathcal{L}_{n-i+1} \otimes ... \otimes \mathcal{L}_n)^p \otimes (\mathcal{L}_1 \otimes ... \otimes \mathcal{L}_n)^p = \mathcal{L}(S_i)$. We claim (proof omitted) that this section coincides with the section $\Delta_i$ defined in §5.3.1. In the case $i = n$, we obtain the classical Hasse invariant, as the determinant of the map $V : \Omega \to \Omega^{(p)}$. 

28
For $S = \text{Spec}(k)$, let $(M, \mathcal{F}_s, F_0, V_0, \langle -, - \rangle)$ be a filtered symplectic Dieudonné space over $k$, and let $z : \text{Spec}(k) \to G\text{-Zip}$ be the corresponding point. Then one has an equivalence

$$\Delta_i(z) \neq 0 \iff V_0(\mathcal{F}_i) \oplus \mathcal{F}_{n-i} = M.$$  

(6.2.3)

6.3. **The case** $n = 2$. For $n = 2$, we know that the algebra $R_{\text{zip}}$ is generated by $\Delta_1, \Delta_2, \alpha$, where $\alpha = a_{1,1} \Delta_1^{p-1} + a_{2,2}^p$ (Th. 5.4.1). We already know the modular interpretation of $\Delta_1$ and $\Delta_2$. We determine the modular interpretation of $\alpha$. We leave certain verifications to the reader.

To find the modular interpretation, we look closer at the formula for $\alpha$. Note that $\Delta_1 \alpha = a_{1,1} \Delta_1^p + \Delta_1 a_{2,2}^p$ can be seen as the scalar product of two vector-valued functions

$$\Delta_1 \alpha = \begin{pmatrix} a_{1,1} \\ a_{1,2} \end{pmatrix}^t \begin{pmatrix} a_{1,1}^p \\ a_{2,2}^p \end{pmatrix}.$$

One can easily check that the maps $\Xi_1, \Xi_2 : M_2 \to \mathbb{A}^2$ defined by $\Xi_1 : (a, b) \mapsto (a_{1,1}, a_{1,2})$ and $\Xi_2 : (a, b) \mapsto (a_{1,2}, a_{2,2})$ satisfy the following relations:

$$\Xi_1 (MA\varphi(M^{-1})) = x \rho_1^p (M^{-1}) \Xi_1(A) \quad \forall M = \begin{pmatrix} x & 0 \\ y & z \end{pmatrix}, \forall A = \begin{pmatrix} a_{1,1} & a_{1,2} \\ a_{2,1} & a_{2,2} \end{pmatrix}$$

(6.3.2)

$$\Xi_2 (MA\varphi(M^{-1})) = \frac{1}{z^p} \rho_1^p (M) \Xi_2(A) \quad \forall M = \begin{pmatrix} x & 0 \\ y & z \end{pmatrix}, \forall A = \begin{pmatrix} a_{1,1} & a_{1,2} \\ a_{2,1} & a_{2,2} \end{pmatrix}.$$

(6.3.3)

By the dictionary of vector bundles [6.1] we deduce that $\Xi_1$ is a global section over $\mathcal{Y}$ of the vector bundle $\mathcal{L}_1^{-1} \otimes \Omega^p$. Similarly, $\Xi_2$ is a global section of the vector bundle $\mathcal{L}_2^p \otimes \Omega^p$. From this observation, we can find the modular interpretation of $\Xi_1$ and $\Xi_2$. The map $V : \mathcal{L}_1 \to \Omega^p$ gives a section of $\mathcal{L}_1^{-1} \otimes \Omega^p$ over $\mathcal{Y}$ which corresponds to $\Xi_1$. Similarly, the map $V : \mathcal{L}_1 \to \Omega^p$ followed by the projection $\Omega^p \to \mathcal{L}_1^p$ gives a map $\Omega \to \mathcal{L}_1^p$, hence a global section of $\mathcal{L}_1^p \otimes \Omega^p$. This section corresponds to $\Xi_2$. Since $\Delta_1 \alpha = \Xi_1 \circ \Xi_2^p$, we can obtain $\Delta \alpha$ by composing the map $V : \mathcal{L}_1 \to \Omega^p$ with the Frobenius-twist of $\Omega \to \mathcal{L}_2^p$. This gives a map $\mathcal{L}_1 \to \mathcal{L}_2^p$. The result is divisible by $\Delta_1$. Therefore, we deduce the following result:

**Proposition 6.3.1.** The modular interpretation of $\alpha$ is the following. It is the unique map $\alpha : \mathcal{L}_2^p \to \mathcal{L}_2^{p^2}$ which is functorial in $S$ and makes the following diagram commute:

$$\begin{array}{ccc}
\mathcal{L}_1 & \xrightarrow{V} & \Omega^p \\
\downarrow & & \downarrow \alpha \\
\Omega^p & \xrightarrow{V^p} & \mathcal{L}_2^p \\
\downarrow V & & \downarrow \\
\Omega^p & \xrightarrow{\alpha} & \mathcal{L}_2^{p^2}
\end{array}$$

Without the group-theoretical interpretation of $\alpha$, it would be very difficult to show that there exists such a factorization.

6.4. **Highest weight sections.** In the case $n = 3$, we give a moduli interpretation for the sections $f_1, f_2$ attached to the highest weight of $V(\lambda)$ for the two extremal weights $\eta_1 = (p + 1, -p^2, -p^2)$ and $\eta_2 = (1, 1, -p(p + 1))$, respectively (Rmk. 5.2.2). For any other weight $\lambda \in C_{\text{hw}}$, the corresponding function is obtained by taking a product of powers of $f_1, f_2$ and the Hasse invariant $\Delta_3$, so it suffices to understand these sections.

The modular interpretation of $f_1$ is the following. Consider the map defined by the composition

$$\mathcal{L}_1^p \otimes \mathcal{L}_1 \xrightarrow{F \otimes F^2} \Omega^{p^2} \otimes \Omega^{p^2} \xrightarrow{2} \Omega^{p^2} \otimes \Omega^{p^2} \xrightarrow{\text{pr}} \mathcal{L}_2^p \otimes \mathcal{L}_3^p = \mathcal{L}_2^p \otimes \mathcal{L}_3^p.$$

This induces a global section of $\mathcal{L}(\eta_1)$, and we claim (without proof) that it is $f_1$. For any filtered Dieudonné space $(M, \mathcal{F}_s, F_0, V_0, \langle -, - \rangle)$ with corresponding point $z : \text{Spec}(k) \to G\text{-Zip}$, there is an equivalence:

$$f_1(z) \neq 0 \iff \mathcal{F}_1 \oplus V_0(\mathcal{F}_1) \oplus V_0^2(\mathcal{F}_1) = M.$$  

(6.4.2)

The modular interpretation of $f_2$ is more involved. First, consider the natural map $\text{id} \otimes \text{pr} : \mathcal{F}_2 \otimes \mathcal{F}_3 \to \mathcal{F}_2 \otimes \mathcal{F}_3$, where $\text{pr} : \Omega \to \mathcal{L}_3$ is the canonical projection. We claim that there is a unique map $\gamma : \mathcal{L}_3 \to \mathcal{F}_2 \otimes \mathcal{L}_3$ such that
the following diagram commutes

(6.4.3) \[
\begin{array}{ccc}
\Lambda^2 \Omega & \xrightarrow{\gamma} & \mathcal{F}_2 \otimes \mathcal{L}_3 \\
\downarrow^m & & \downarrow^{\text{id} \otimes \text{pr}} \\
\mathcal{F}_2 \otimes \Omega & &
\end{array}
\]

where \( m \) is the natural map \( x \otimes y \mapsto x \wedge y \). This follows simply from the surjectivity of \( m \) and the fact that \( \text{Ker}(m) \) is generated by the elements \( x \otimes x \) with \( x \in \mathcal{F}_2 \), so \( \text{Ker}(m) \subset \mathcal{F}_2 \otimes \mathcal{F}_2 = \text{Ker}(\text{id} \otimes \text{pr}) \). Now, the map \( F : \mathcal{F}_2 \to \Omega^{(p)} \) induces a map \( \Lambda^2 F : \Lambda^2 \mathcal{F}_2 \to \Lambda^2 \Omega^{(p)} \). Hence we may define the composition

(6.4.4) \[
\mathcal{L}_1 \otimes \mathcal{L}_2 = \Lambda^2 \mathcal{F}_2 \xrightarrow{\Lambda^2 F} \Lambda^2 \Omega^{(p)} \xrightarrow{\gamma^{(p)}} \mathcal{F}_2^{(p)} \otimes \mathcal{L}_3^{(p)} \xrightarrow{F \otimes \text{id}} \mathcal{L}_3^{(p)} \otimes \mathcal{L}_3^{(p)}.
\]

This gives a section of \( \mathcal{L}(\eta_2) \). We claim (without proof) that it corresponds to \( f_2 \).
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