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Abstract

Pixel-wise prediction with deep neural network has become an effective paradigm for salient object detection (SOD) and achieved remarkable performance. However, very few SOD models are robust against adversarial attacks which are visually imperceptible for human visual attention. The previous work robust saliency (ROSA) shuffles the pre-segmented superpixels and then refines the coarse saliency map by the densely connected conditional random field (CRF). Different from ROSA that relies on various pre- and post-processings, this paper proposes a light-weight Learnable Noise (LeNo) to defend adversarial attacks for SOD models. LeNo preserves accuracy of SOD models on both adversarial and clean images, as well as inference speed. In general, LeNo consists of a simple shallow noise and noise estimation that is embedded in the encoder and decoder of arbitrary SOD networks respectively. Inspired by the center prior of human visual attention mechanism, we initialize the shallow noise with a cross-shaped gaussian distribution for better defense against adversarial attacks. Instead of adding additional network components for post-processing, the proposed noise estimation modifies only one channel of the decoder. With the deeply-supervised noise-decoupled training on state-of-the-art RGB and RGB-D SOD networks, LeNo outperforms previous works not only on adversarial images but also on clean images, which contributes stronger robustness for SOD. Our code is available at https://github.com/ssecv/LeNo.

Introduction

The progresses of deep neural networks (DNNs) have significantly promoted the development of down-stream computer vision tasks such as image recognition (He et al. 2016), semantic segmentation (Chen et al. 2017), object detection (Ren et al. 2015) and salient object detection (Zhao et al. 2020). These data-driven models are usually trained with extensive input images and the annotations. Previous studies (Che et al. 2021) and (Li, Li, and Yu 2019) have shown that the saliency detection networks are fragile to adversarial attacks and the performance significantly decreases with even imperceptible perturbations. As shown in Fig. 1(a), the SOD network fails to detect the salient object of input image with adversarial perturbations, even if the salient object of the adversarial image is still obvious and can be easily distinguished from the background. As shown in Table 1, without modifying the ground truth annotations, under adversarial attacks, GateNet (Zhao et al. 2020) obtains only .2741 $F_\beta$ on ECSSD dataset and BBSNet (Fan et al. 2020f) obtains only .3397 $F_\beta$ on NJU2K dataset, the $F_\beta$ drops by .6697 and .5677 respectively. This phenomenon indicates that state-of-the-art SOD models are easy to be fooled by adversarial attacks, even with the clean auxiliary depth map. The robustness of SOD models seriously concerns the security and perception gap between human and neural networks, because human visual system is hard to recognize the adversarial perturbations of the input image.

As shown in Fig. 1(b), recent study ROSA (Li, Li, and Yu 2019) has proposed a robust salient object detec-
tion framework that incorporates a segment-wise shielding (SWS) component in front of the backbone, a context-aware restoration (CAR) component after the decoder and a bilateral filter between input image and densely connected CRF. It performs well on 4 RGB SOD benchmark datasets with 3 SOD networks. The core idea of ROSA is to introduce another generic noise to destroy subtle curve-like pattern of adversarial perturbations. SWS component divides an image into superpixels by SLIC (Achanta et al. 2012) and shuffles the pixels within a superpixel randomly, it breaks adversarial perturbations by introducing random noise. The CAR component refines the saliency detection with a densely connected CRFasRNN (Zheng et al. 2015). However, the noise introduced by SWS is random and not learnable, making accuracy of the SOD model drops obviously on clean images, e.g., Fig. 1(b). Moreover, the ROSA is heavy and requires over 1 second additional time at inference stage. Thus it may retard some real-time SOD models.

In order to handle the aforementioned limitations, this paper proposes a learnable noise against adversarial attacks of SOD networks. The learnable noise consists of a shallow noise and a noise estimation. Different from SWS that introduces noise directly to the input image, the shallow noise inserts a noisy layer between stem and stage 1 of the backbone. It introduces noise in feature-level, thereby the noise is learnable and able to balance learning clean images with learning adversarial images. Inspired from the image denoising method (Guo et al. 2019), we propose a lightweight noise estimation component to refine the feature of adversarial images. Our shallow noise and noise estimation are embedded in the encoder and decoder respectively, allowing parallel computation. Furthermore, the noise estimation only affects one channel of the decoder. Consequently, our defense method introduces much less extra time and performs better than ROSA, see Fig. 1(b) and (c).

Our main contributions can be summarized as three-folds:

1. We successfully launch adversarial attacks on state-of-the-art RGB and RGB-D SOD models. Experimental results verify that a wide range of existing SOD models are sensitive to adversarial perturbations.

2. We propose a simple but efficient learnable noise (LeNo) which hardly modifies the original SOD network structure. It consists of a plug-and-play shallow noise and noise estimation. It is parallel computing and hardly influences the inference speed.

3. With the deeply-supervised noise-decoupled training scheme, the proposed defense method promotes adversarial robustness of extensive RGB and RGB-D SOD networks. The experimental results show that our proposed defense method outperforms previous works not only on adversarial images but also on clean images.

## Related Works

### Salient Object Detection

An impressive mechanism of human vision system is the internal process that quickly scans the global image to obtain region of interest. In the field of computer vision, this task is referred to as Salient Object Detection. It plays a key role in a range of real-world applications, such as medical image segmentation (Fan et al. 2020b; Wu et al. 2021a), camouflage object detection (Fan et al. 2020a), etc. Although significant progress has been made in the past several years (Zha et al. 2019; Li et al. 2018; Qin et al. 2019), there is still room for improvement when faced with challenging factors, such as complicated backgrounds or varying lighting conditions in the scenes. One way to overcome such challenges is to employ depth maps, which provide complementary spatial information and have become easier to be captured due to the ready availability of depth sensors. Recently, RGB-D based salient object detection has gained increasing attention, and various methods have been developed (Fan et al. 2020c; Chen et al. 2021). Early RGB-D based salient object detection models tended to extract handcrafted features and then fused the RGB image and depth map. Despite the effectiveness of traditional methods using handcrafted features, their low-level features tend to limit generalization ability, and they lack the high-level reasoning required for complex scenes. To address these limitations, several deep learning based RGB-D salient object detection methods (Fan et al. 2020d) have been developed, with improved performance.

### Adversarial Attacks

Existing adversarial attacks consist of several groups, one-step gradient-based methods; iterative methods (Dong et al. 2018); optimization-based methods (Xiao et al. 2018); and generative networks (Zhao, Dua, and Singh 2017; Poursaeed et al. 2018) based methods.

#### FGSM

Fast Gradient Sign Method (FGSM) (Goodfellow et al. 2018) is a simple but effective adversarial attack method. Given vectorized input $x$ and corresponding target label $y$, FGSM alters each element of $x$ along the direction of its gradient w.r.t the inference loss $\nabla_x \mathcal{L}(g(x; \theta), y)$.

$$
\hat{x} = x + \epsilon \cdot \text{sgn} (\nabla_x \mathcal{L}(g(x; \theta), y)),
$$

where $\epsilon$ is the perturbation constraint that determines the attack strength. $g(x; \theta)$ computes the output of DNN parameterized by $\theta$. $\text{sgn} (\cdot)$ is the sign function.

#### PGD

Projected Gradient Descent (PGD) (Madry et al. 2017) is a multi-step variant of FGSM, which is one of the strongest $L_{\infty}$ adversarial example generation algorithm. With $\hat{x}_{t=1} = x$ as the initialization, the iterative update of perturbed data $\hat{x}$ in iteration $t$ can be expressed as:

$$
\hat{x}_t = \Pi_{P_t(x)} (\hat{x}_{t-1} + a \cdot \text{sgn} (\nabla_x \mathcal{L} (g(\hat{x}_{t-1}; \theta), y))),
$$

where $P_t(x)$ is the projection space which is bounded by $x \pm \epsilon$, and $a$ is the step size. (Madry et al. 2017) also proposes that PGD is a universal adversary among all the first-order adversaries.

#### ROSA

ROSA (Li, Li, and Yu 2019) is an iterative gradient-based pipeline. It is the first adversarial attack on the state-of-the-art salient object detection models. They try to make the predictions of all pixels in $x$ go wrong. In each
iteration \( t \), supposing that adversarial sample \( \hat{x} \) from previous time step or initialization is prepared, the adversarial sample is updated as:

\[
\hat{x}_0 = x, \quad \hat{x}_{t+1} = \hat{x}_t + p_t, \quad (3)
\]

\[
p'_t = \sum_{i \in S_t} \left[ \nabla \hat{x}_t g_i, 1 - y_i(\hat{x}_t; \theta) - \nabla \hat{x}_t g_i, y_i(\hat{x}_t; \theta) \right]. \quad (4)
\]

Here, \( p_t \) denotes the adversarial perturbations computed at \( t \)-th step, it is obtained by normalization as \( \alpha \cdot p'_t / \| p'_t \|_{\infty} \) where \( \alpha \) is a fixed step length, \( i \) denotes one pixel in \( x \), \( S_t \) denotes the set of pixels that \( g \) can still classify correctly and \( y_i \) denotes two categories: salient and nonsalient.

Defenses against Adversarial Attacks

Many researchers resort to randomization schemes (Liu et al. 2018; Dhillon et al. 2018) for mitigating the effects of adversarial perturbations in the input/feature domain. The intuition behind this type of defense is that DNNs are always robust to random perturbations. A randomization based defense attempts to randomize the adversarial effects into random effects, which are not a concern for most DNNs. Some of them also add noise to the network as we do, but their noise is random and not learnable, like ROSA.

Previous works in feature denoising (Liao et al. 2018) attempt to alleviate the effects of adversarial perturbations on high-level features learned by DNNs. Unlike them, we defend against adversarial perturbations by affecting low-level features, making a lightweight defense framework.

L2P (Jeddi et al. 2020) is an end-to-end feature perturbation learning approach for image classification. Inspired by it, we adopt alternating back-propagation to effectively update parameters. The difference is that we propose a new cross-shaped noise with fewer parameters and without adversarial training.

Methodology

Adversarial Attacks on Salient Object Detection Models

We perform a total of three attacks, namely FGSM, PGD and ROSA. Their step sizes are 0.3, 0.04 and 0.1, respectively. The max iterations of PGD and ROSA are chosen as 10 and 30. Our bound is set to 20 just like ROSA. For RGB-D salient object detection, we generate the corresponding adversarial dataset for every dataset used in our experiment with pretrained BBSNet. These adv-datasets are used to attack other RGB-D models. In this process, we include whitebox attack for BBSNet and black-box attack for CoNet and MobileSal. For RGB salient object detection, same as before, we choose GateNet as the victim model. PiCANet and PFSNet are tested on adv-datasets generated by GateNet.

Learnable Noise against Adversarial Attacks

SOD is a pixel-wise dense prediction task. The receptive field of shallow layer is smaller than deep layer and could be sensitive to low-level perturbations, such as adversarial noise. As shown in Fig. 2, adversarial images cause a great suppression of the shallow activation maps of the network, the few remaining activation leads to the final huge deviation in deep layers. In this paper, our goal is to rectify the perturbed activations as much as possible. Besides, high-level features are aggregated from low-level features in DNN, so it is more effective to defend after the stem than at deeper stage. This is the core motivation for proposing the shallow noise.
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viation by adding noise to the shallow stage, as shown in Fig. 3 and Fig. 4. First, we initialize two noises, which are shaped as $R^{C \times H \times (W/2)}$ and $R^{C \times (H/2) \times W}$. Here, $R^{C \times H \times W}$ is the shape of input of shallow noise. Both of them are sampled from gaussian distribution and multiplied with a weight factor independently. The weight factor has the same shape with its corresponding noise and each element of it is initialized as 0.25. The whole process can be mathematically described as:

$$N_1^1 = n_1 * w_1, n_1 \sim N(0, 1),$$  
(5)

$$N_2^1 = n_2 * w_2, n_2 \sim N(0, 1).$$  
(6)

Then, we pad them with zero to the shape of $R^{C \times H \times W}$ as:

$$N_1^2 = 	ext{padding}(N_1^1),$$  
(7)

$$N_2^2 = 	ext{padding}(N_2^1).$$  
(8)

At this point, the noise is generated and can be added directly to the input. The output of shallow noise can be mathematically represented as:

$$\tilde{F} = \text{maxpool}(\text{RELU}(F + N_1^2 + N_2^2)),$$  
(9)

where $F$ is the original noise-free feature which is appended with learnable noise later.

In each channel of $N_1^2$ and $N_2^2$, noise is not global. Some area has noise which is added later while others don’t. As shown in Fig. 5, inspired by the center prior of human visual attention mechanism, we propose a cross-shaped noise which is stronger at the center area and noise-free in the corner.

![Figure 5: Generation of cross-shaped noise.](image)

**Noise Estimation.** We replace a channel of the last stage of decoder to estimate the noise and refine the feature, minimizing changes to the network while improving the predictive performance. At the last stage of the decoder, we select the first channel for this task. We calculate the average map of output of the shallow noise along channel dimension as noise ground truth to supervise the learning process. It can be mathematically expressed as:

$$N_{gt} = \text{Avg}(\tilde{F}),$$  
(10)

where $\tilde{F}$ is the output of shallow noise.

**Deeply-supervised Noise-decoupled Training Scheme**

As shown in Fig. 3, the network is trained with only clean images, but it performs well on both clean and adversarial images. The loss function can be mathematically described as:

$$L_{\text{noise}} = BCE(N_{gt}, N_{gt}) + \lambda MSE(N_{est}, N_{gt}).$$  
(11)

$$L_{\text{side}} = \sum_{i=1}^{3} BCE(S_i, G),$$  
(12)

$$L_{\text{pred}} = BCE(S, G),$$  
(13)

$$L = L_{\text{noise}} + L_{\text{side}} + L_{\text{pred}},$$  
(14)

where $N_{est}$ denotes noise estimation result in decoder, $N_{gt}$ denotes noise GT which is the average map of the output of shallow noise on channels. $S_i$ denotes one of the sideouts induced from decoder. $S$ is the output of the SOD network. $L$ is the summation of the three losses, we set $\lambda$ to 0.1 in our experiments.

Broadly speaking, our training process is divided into two phases. In the first phase, we decouple the learning process to effectively update network and noise parameters. In the second phase, we freeze parameters of shallow noise and previous layers to get noise GT, preparing for noise estimation. Specifically, our detailed training procedure is described as follows:

1. Initialize the network parameters $\theta_0$ with the pretrained weight.

2. Randomly sampling shallow noise from a Gaussian distribution, with weights $\theta_w$ initialized as 0.25 for all elements.

3. Based on $\theta_0$, $\theta_w$ and the sum of $L_{\text{side}}$ and $L_{\text{pred}}$, utilize SGD to train the network and alternately update these two parameters, obtaining $\theta_n^1$ and $\theta_w^1$.

4. Freeze $\theta_w^1$ and layers before shallow noise.

5. Based on $\theta_n^1$, $\theta_w^1$ and $L$, utilize SGD to train the network and update network parameters, obtaining $\theta_n^2$.

**Experimental Results**

**Datasets**

In this paper, we focus on both RGB-D and RGB based salient object detection. For RGB-D based salient object detection, we experiment on NJU2K (Ju et al. 2014a), NLPR (Peng et al. 2014), LFSD (Li et al. 2014a), SIP (Fan et al. 2020e), NJUD (Ju et al. 2014b), STEREO (Niu et al. 2012) and DUTS-D (Piao et al. 2019). We train on the training set of NJU2K and NLPR, their test set and other public datasets are all for testing. For RGB based salient object detection, we experiment on ECSSD (Shi et al. 2015), Huku-IS (Li and Yu 2015), DUTS (Wang et al. 2017), DUT-OMRON (Yang et al. 2013), PASCAL-S (Li et al. 2014b) and SOD (Martin et al. 2001). We train on DUTS-TR, the remaining datasets are used for testing. We follow the released data split.
The adversarial attack reduces $F_{\beta}$ by .24–.37 while it lowers $F_{\text{drop}}$ by .56–.7 when exposed to the adversarial samples. And which are synthesized with a pretrained GateNet.

et al. (2022) on natural images and PGD adversarial samples which are synthesized with a pretrained BBSNet. For RGB based visual saliency models: 1) BBSNet (Fan et al. 2020f); 2) GateNet; 3) MobileSal (Wu et al. 2021b) on natural images and PGD adversarial samples which are synthesized with their own architecture. CoNet, MobileSal, PiCANet, PFSNet and EDNet are affected to different extent, which may depend on the similarity between their architectures and the model used to launch attacks. Overall, adversarial attack has a non-negligible impact on all experimental models.

Comparison with The State-of-the-art
To demonstrate the performance of our method, we present experiments with six state-of-the-art saliency models. Our base models include BBSNet, CoNet, MobileSal, GateNet, PiCANet and PFSNet which cover RGB-D based and RGB based salient object detection. We compare our method with existing defending algorithm ROSA (Li, Li, and Yu 2019) and L2P (Jeddi et al. 2020). ROSA is the most related work which is the first and up to date adversarial defense designed for SOD without adversarial training. We do not experiment on the base models used in ROSA to obtain up to date results. We treat ROSA as a defense method rather than a specific network and conduct experiments on a wide range of models. In all of the above settings, our approach is universally applicable.

As Table 2 and Tabel 3 show, our method achieves better $F_{\beta}$ and MAE in most environments. For clean images, LeNo performs at most .0328 $F_{\beta}$ higher and .0276 MAE lower than second place. For adversarial images, our proposed method is at most .0358 $F_{\beta}$ higher and .0199 MAE lower than second place. Here, dataset-adv denotes experimenting on the adversarial samples of corresponding dataset. As Table 7 shows, our method has almost no effect on inference time compared with ROSA. Qualitative results are shown in Figure 6, all the input images are adversarial samples. The visual comparison demonstrates that our proposed LeNo strengthens the robustness of SOD network, and the final saliency maps are closer to GT than others.

Ablation Studies

Contribution of each component. As shown in Table 4, after adding shallow noise to the original model, the new network’s performance decreases on clean images slightly, but increases on adversarial images greatly. In the worst case, it dropped by .0523 in $F_{\beta}$ and increased by .0231 in MAE on clean images, but at this point there is a .2724$F_{\beta}$ and .3016 MAE improvement in performance against adversarial samples. After continuing to add noise estimation, the performance of the model is improved on clean images while it is

|                  | $F_{\beta}$ clean | $F_{\beta}$ adver | MAE clean | MAE adver |
|------------------|-------------------|-------------------|-----------|-----------|
|                  |                   |                   |           |           |
|                  |                   |                   |           |           |
|                  |                   |                   |           |           |
|                  |                   |                   |           |           |

Table 1: RGB and RGB-D SOD models under adversarial attacks.

Evaluation Metrics
We select MAE and $F_{\beta}$-measure as evaluation metrics. MAE measures pixel-level difference between the saliency map $S$ and ground truth $G$ as

$$\text{MAE} = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} |S_{i,j} - G_{i,j}|,$$

where $W$ and $H$ denote the width and height of the saliency map, respectively. Precision is the ratio of ground truth salient pixels in the predicted salient area while recall is the ratio of predicted salient pixels in the ground truth salient area. $F_{\beta}$-measure is defined as

$$F_{\beta} = \frac{(1 + \beta^2) \times \text{Precision} \times \text{Recall}}{\beta \times \text{Precision} + \text{Recall}},$$

where $\beta$ is set as 0.3 to emphasize the precision.

Sensitivity of The Models to Adversarial Attacks
We demonstrate the performance of three RGB-D based visual saliency models: 1) BBSNet (Fan et al. 2020f); 2) CoNet (Ji et al. 2020); 3) MobileSal (Wu et al. 2021b) on natural images and PGD adversarial samples which are synthesized with a pretrained BBSNet. For RGB based visual saliency models, we demonstrate the performance of: 1) GateNet (Zhao et al. 2020); 2) PiCANet (Liu, Han, and Yang 2018); 3) PFSNet (Ma, Xia, and Li 2021) 4) EDNet (Wu et al. 2022) on natural images and PGD adversarial samples which are synthesized with a pretrained GateNet.

As shown in Table 1, $F_{\beta}$-measure of BBSNet and GateNet drop .56–.7 when exposed to the adversarial samples. And $F_{\beta}$-measure of EDNet drops .41–.52 in adversarial environment. The adversarial attack reduces $F_{\beta}$-measure of PFSNet by .24–.37 while it lowers $F_{\beta}$ of CoNet, MobileSal and PiCANet by .07–.2. As shown in Table 1, MAE of BBSNet and GateNet are increased by .3578 and .4183, respectively, on the adversarial samples. MAE of EDNet are raised by around .251 while that of PFSNet are raised by around .1626. MAE of CoNet, MobileSal and PiCANet change around .05. These results indicate that BBSNet and GateNet suffer most from the adversarial attack since the adversarial samples are synthesized with their own architecture. CoNet, MobileSal, PiCANet, PFSNet and EDNet are affected to different extent, which may depend on the similarity between their architectures and the model used to launch attacks. Overall, adversarial attack has a non-negligible impact on all experimental models.
| Dataset | Metric | PGD ATTACK | ROSA ATTACK | FGS ATTACK |
|---------|--------|------------|-------------|-------------|
| HKU-adv | $F_β \uparrow$ | GateNet. +ROSA +L2P +LeNo | 0.8380 | 0.0968 | 0.1136 |
|         | $F_β \downarrow$ | 0.0670 | 0.0668 | 0.1100 |
| DUTS-adv | $F_β \uparrow$ | GateNet. +ROSA +L2P +LeNo | 0.7415 | 0.0762 | 0.0913 |
|         | $F_β \downarrow$ | 0.0484 | 0.0479 | 0.1010 |
| DUT-O-adv | $F_β \uparrow$ | GateNet. +ROSA +L2P +LeNo | 0.7764 | 0.0812 | 0.0966 |
|         | $F_β \downarrow$ | 0.0530 | 0.0526 | 0.1050 |
| PASC.-adv | $F_β \uparrow$ | GateNet. +ROSA +L2P +LeNo | 0.7764 | 0.0812 | 0.0966 |
|         | $F_β \downarrow$ | 0.0530 | 0.0526 | 0.1050 |

Table 2: Comparison with the state-of-the-art for RGB based models on clean images
basically maintained on adversarial images.

**Noise initialization.** There are three different noise initialization settings. We test 1) uniform distribution with zero mean and unit variance, 2) gaussian distribution with zero mean and variance 0.734 and 3) constant setting of 0.5. Such a choice of parameters ensures their average perturbation intensity is equal. As Table 5 shows, Gaussian distribution is the optimal choice in most cases.

![Image](image.png)

Table 6: Effect of number of noise layer

| Model | Inference Time (ms) |
|-------|---------------------|
|       | w/o defense | ROSA | LeNo |
| BBS   | 28.9 | +616.7 | +0.5 |
| CoNet | 26.6 | +341.2 | +0.2 |
| GateNet | 40.5 | +1022.2 | +0.2 |
| PICANet | 166.6 | +737.2 | +0.1 |
| PFSNet | 36.4 | +550.3 | +0.3 |
| MobileSal | 16.8 | +270.8 | +0.1 |

Table 7: Comparison with the state-of-the-art on speed, each inference time is averaged by 10 times computing.

Conclusion

In recent years, salient object detection with deep neural network has achieved good performance. However, it is sensitive to adversarial attacks, which raises a huge security challenge. In this paper, a lightweight Learnable Noise (LeNo) is proposed against adversarial attacks for SOD models. Different from the previous work ROSA which relies on various pre- and post-processings, the shallow noise with a cross-shaped Gaussian distribution and noise estimation for refining the feature are introduced to replace SWS and CAR components to speed up inference. Extensive experiments show that LeNo gets better result in RGB and RGB-D SOD benchmarks with much lower inference latency.
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