Abstract

This tutorial introduces the theory of macroscopic QED, where a Hamiltonian is found that represents the electromagnetic field interacting with a dispersive, dissipative material. Using a one-dimensional theory as motivation, we then build up the more cumbersome three-dimensional theory. Then considering the extension of this theory to moving materials, where the material response changes due to both the Doppler effect and the mixing of electric and magnetic responses, it is shown that one gets the theory of quantum electromagnetic forces for free. We finish by applying macroscopic QED to reproduce Pendry’s expression for the quantum friction force between sliding plates.

The universe was a language with a perfectly ambiguous grammar. Every physical event was an utterance that could be parsed in two entirely different ways, one causal and the other teleological.

*Ted Chiang, Story of your life and other stories, 1998*

I. PRELIMINARY REMARKS

This tutorial describes the basics of a fully quantum mechanical approach to the theory of vacuum forces, one based upon the principle of least action. As well as reclaiming and justifying some of the key equations of Lifshitz theory [1] (the workhorse of vacuum force calculations) here we shall also find some new ones, and all within a framework familiar from basic quantum mechanics: we shall work with a Hamiltonian operator and a wavefunction to describe the field, the body, and its motion. The advantage of this approach is that it contains no assumptions about the state of the medium or the field, beyond the fact that the macroscopic Maxwell equations are valid.

In the domain of Casimir physics we are in an interesting regime where we wish to calculate tiny forces on objects that are too large for us to use a microscopic theory. Yet the force stems from an electromagnetic field with a very low amplitude, so that the description must also be quantum mechanical. As previous chapters have indicated, in this situation we might expect the electromagnetic field to obey quantised versions of the macroscopic
(spatially averaged) Maxwell equations,
\[
\begin{align*}
\vec{\nabla} \cdot \vec{D} &= \rho_f \\
\vec{\nabla} \cdot \vec{B} &= 0 \\
\vec{\nabla} \times \vec{E} &= -\frac{\partial \vec{B}}{\partial t} \\
\vec{\nabla} \times \vec{H} &= \vec{j}_f + \frac{\partial \vec{D}}{\partial t}
\end{align*}
\]
where \(\rho_f\) and \(\vec{j}_f\) are the free charge and current density within the medium that are not induced by the field. The set of equations on the left hand side describe the interaction of a classical electromagnetic field with a material medium (macroscopic electromagnetism), usually restricted so that the important length scales of the field are not comparable to the atomic structure of the material (See e.g. §103 in [2] for a discussion of macroscopic electromagnetism in cases where the scale of the field becomes comparable to the scale of the microscopic parts of the medium). The theory implied by the right hand set of equations — often called macroscopic quantum electrodynamics (macro–QED) — is both macroscopic and quantum mechanical, for the fields and sources in these equations are operators that represent spatial averages over complicated microscopic field and current distributions. Yet, to be a genuine piece of quantum physics it must be possible to derive these equations as operator equations of motion,
\[
\frac{\partial \hat{\vec{D}}}{\partial t} = \frac{i}{\hbar} \left[ \hat{\vec{H}}, \hat{\vec{D}} \right] \quad \frac{\partial \hat{\vec{B}}}{\partial t} = \frac{i}{\hbar} \left[ \hat{\vec{H}}, \hat{\vec{B}} \right],
\]
otherwise we cannot be sure that (1) makes any sense. This leads to the question: can we find the Hamiltonian that has (1) as its equations of motion? Because electromagnetic energy is not conserved in the presence of matter the answer to this question is not obvious, even classically. Constructing the Hamiltonian of macro–QED is the subject of the first part of this chapter. Aspects of the theory can be found in the works of Hopfield [3], Huttner and Barnett [4], Suttorp [5], Kheirandish and Soltani [6], Scheel and Buhmann [7], and Philbin [8], although this is very far from a complete list.

The overall purpose is to show that the theory of the Casimir effect can be derived consistently from a principle of least action. This provides a coherent understanding of both the quantum theory of light in dispersive media and quantum forces due to the electromagnetic field. Indeed, the theory we develop from macro–QED goes beyond the results of Lifshitz theory, and can be thought of as a general quantum theory of radiation pressure. To illustrate its utility, in the final part of the chapter we apply macro–QED to the problem of
electromagnetic friction between closely spaced moving bodies (*quantum friction*).

The guiding principle is to describe the theory in a simple manner, which compels us to spend some time on macro–QED restricted to a single dimension. In the end the 1D results differ very little from the three dimensional results, and the generalisation rarely involves more than performing a sum over polarisations and an integration over angles.

II. AN INTRODUCTION TO MACROSCOPIC QED

We begin this chapter with an introduction to the simplest case of macro–QED: one polarisation of the electromagnetic field propagating in a fixed direction through a uniform dispersive medium. We shall then illustrate the generalisation to three dimensions.

A. Macroscopic QED in one dimension

Consider an electromagnetic wave propagating along the $x$–axis with the electric field pointing along $z$ and the magnetic field pointing along $y$. This is a special case that keeps the equations simple, but to be concrete we could imagine this to be a field in a confined geometry such as e.g. a waveguide. In this case there are only two non–trivial Maxwell

![FIG. 1. We consider electromagnetic waves polarised along the $z$ axis with vector potential $A_z$, and propagating along the $x$ axis. A material is present throughout all of space characterised by a permittivity $\varepsilon(\omega)$, the imaginary part of which determines the rate of decay of electromagnetic waves.](image)

equations,
\[
\frac{\partial E_z}{\partial x} = \frac{\partial B_y}{\partial t} \\
\frac{\partial B_y}{\partial x} = \mu_0 j_z + c^{-2} \frac{\partial^2 E_z}{\partial t^2}.
\]

Rather than working in terms of the electric and magnetic fields we write the electromagnetic field in terms of the **magnetic vector potential**,
\[
E_z = -\frac{\partial A_z}{\partial t} \\
B_y = -\frac{\partial A_z}{\partial x}
\]
which reduces (3) to a single equation: the first of (3) is identically fulfilled and the second is the **wave equation**
\[
\left[ \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] A_z(x,t) = -\mu_0 j_z(x,t).
\]
It is thus evident that the electric current, \( j_z(x,t) \), is the source (or sink) for the electromagnetic waves.

**Exercise**: Show that if the electric field only depends on \( x \) and points along \( z \) and there is no static magnetic field, then Maxwell’s equations reduce to (3).

Now to introduce the medium. We imagine that as the wave propagates through a material it slightly displaces the charges, and in doing so induces an electric current. Such an effect can be mathematically described through writing the source on the right hand side of (5) as a linear function of the past behaviour of the electric field,
\[
j_z(x,t) = \varepsilon_0 \int_0^\infty \chi(\tau) \frac{\partial E_z(x,t-\tau)}{\partial t} d\tau = -\varepsilon_0 \int_0^\infty \chi(\tau) \frac{\partial^2 A_z(x,t-\tau)}{\partial t^2} d\tau.
\]
The function \( \chi \) is the time–dependent **linear susceptibility**, and represents how the effect of the electric field persists in the material over time. The integral over \( \tau \) runs from zero to infinity because we have assumed that the medium responds to the past behaviour of the field.

A simpler understanding of the susceptibility can be found if we write equation (5) in the frequency domain. Writing the time dependence of the vector potential as a Fourier integral,
\[
A_z(x,t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A_z(x,\omega) e^{-i\omega t}
\]
and substituting (6) into (5), gives a one dimensional Helmholtz equation for $\tilde{A}_z$,

$$\left[ \frac{\partial^2}{\partial x^2} + \frac{\omega^2}{c^2} \varepsilon(\omega) \right] \tilde{A}_z(x, \omega) = 0,$$

where the quantity $\varepsilon(\omega)$ is the electric permittivity. The electric permittivity changes the wavelength within the medium from $\lambda = 2\pi c/\omega$ to $\lambda = 2\pi c/\omega \sqrt{\varepsilon}$ and is related to the time–dependent susceptibility as follows,

$$\varepsilon(\omega) = 1 + \int_0^\infty \chi(\tau) e^{i\omega \tau} d\tau.$$

(9)

From this equation we can see that it is only when the medium responds instantaneously to the field — i.e. $\chi(\tau) = \chi_0 \delta(\tau)$ — that $\varepsilon(\omega)$ is real and frequency independent. This is an unrealistic assumption, and in all physical cases $\varepsilon(\omega)$ is a complex function of frequency, the imaginary part quantifying the rate at which the field is absorbed into the medium. Due to the one–sided nature of $\chi(\tau)$—equalling zero for all times in the future—the real and imaginary parts of (9) are necessarily connected to one another through the Kramers–Kronig relations,

$$\text{Re}[\varepsilon(\omega)] - 1 = \frac{2}{\pi} \left[ \int_0^\infty \frac{\omega' \text{Im}[\varepsilon(\omega')]}{\omega'^2 - \omega^2} \, d\omega' \right]$$

(10)

where ‘P’ is Cauchy principal value of the integral. The Kramers–Kronig relations enforce the condition that $\varepsilon(\omega)$ has no poles in the upper half complex frequency plane, which is equivalent to the statement that the material responds to the past and not the future. The interested reader can find an excellent discussion of the Kramers–Kronig relations and the general mathematical properties of linear susceptibilities in [2, 11].

**Exercise:** Show that if $\gamma > 0$ the permittivity corresponding to a single resonance at frequency $\omega_0$

$$\varepsilon(\omega) = 1 + \frac{\omega_0^2}{\omega_0^2 - \omega^2 - i\gamma \omega}$$

does not have either poles or zeros in the upper half complex frequency plane ($\text{Im}[\omega] > 0$). Extend this proof to the case of 2 and then an arbitrary number of resonances.

It can be shown (see e.g. [11]) that any permittivity satisfying the Kramers–Kronig relations which has a positive imaginary part is free from both poles and zeros in the upper half complex frequency plane.
The first task of this tutorial is to find an action which yields [8] as an equation of motion, for a generic permittivity that satisfies the Kramers–Kronig relations. Then we can develop the theory of quantum light in media. This is not as straightforward as it sounds, because the process of dissipation means that the total energy of the field is not conserved. At the same time, the existence of a Hamiltonian (so long as it has no explicit time dependence) implies the conservation of energy. To avoid this apparent contradiction we must introduce another system to account for the energy absorbed from the field.

1. Mimicking a medium: finding the Lagrangian

The aim is now as follows: find a closed system made up of the electromagnetic field plus something else, where the ‘something else’ precisely mimics a material with complex frequency dependent permittivity, \( \varepsilon(\omega) \). The most general way to formulate laws of motion for a closed system is to start from the principle of least action [9] [10], which is an approach that takes the actual laws of physics to be those that are optimal out of a set of possible alternatives. Not only does this way of formulating physical theories have a deep significance, but it can be used as the basis of both classical and quantum theories of motion.

The basic quantity of interest is the action, \( S = \int L \, dt \), which is given by the integral over time of a Lagrangian, \( L \). At a given time the Lagrangian depends on the instantaneous configuration of the system, and the classical equations of motion are obtained through finding the time evolution of the system that makes \( S \) take an extreme value. In macroscopic electromagnetism, both the field and the material are described as continuous functions of position. It is therefore appropriate to write the Lagrangian as the integral over space of a Lagrangian density \( \mathcal{L} \),

\[
L = \int \mathcal{L} \, dx. \tag{11}
\]

Example: Consider the case of a scalar field \( \phi(x,t) \). The Lagrangian density is a function of the field and its derivatives, \( \mathcal{L}(\phi, \partial_x \phi, \partial_t \phi) \), and for a fixed initial and final configuration of the field, an infinitesimal change in the evolution of the field \( \phi \rightarrow \phi + \delta \phi \) induces the following change in the action

\[
\delta S = \int dt \int dx \left[ \delta \phi \frac{\partial \mathcal{L}}{\partial \phi} + \partial_x (\delta \phi) \frac{\partial \mathcal{L}}{\partial (\partial_x \phi)} + \partial_t (\delta \phi) \frac{\partial \mathcal{L}}{\partial (\partial_t \phi)} \right] \\
= \int dt \int dx \left[ \frac{\partial \mathcal{L}}{\partial \phi} - \frac{\partial}{\partial x} \left( \frac{\partial \mathcal{L}}{\partial (\partial_x \phi)} \right) - \frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial (\partial_t \phi)} \right) \right] \delta \phi.
\]
where the second line was obtained from an integration by parts. For the action to take an extreme value with respect to all possible evolutions of the field we must at least have $\delta S = 0$, which implies

$$\frac{\partial}{\partial x} \left( \frac{\partial L}{\partial (\partial_x \phi)} \right) + \frac{\partial}{\partial t} \left( \frac{\partial L}{\partial (\partial_t \phi)} \right) = \frac{\partial L}{\partial \phi}. \quad (12)$$

Equation (12) is the Euler–Lagrange field equation, which is the classical equation of motion for a field theory. For the particular Lagrangian $L = (1/2)\left[ c^{-2} \dot{\phi}^2 - (\partial_x \phi)^2 \right]$, (12) gives the wave equation without a source, $c^{-2} \ddot{\phi} - \partial_x^2 \phi = 0$.

For the case of the electromagnetic field in a dispersive medium it is useful to consider the Lagrangian density as broken up into a sum of three parts,

$$L = L_F + L_I + L_R, \quad (13)$$

where $L_F$ is the contribution due to the electromagnetic field alone, $L_R$ is the contribution from the system that mimics the response of the material (we shall call this the reservoir—Figure 2 shows how the reservoir ought to interact with the field), and $L_I$ accounts for the interaction between the two. The part due to the field is the same as in empty space,

$$L_F = \frac{1}{2\mu_0} \left[ \frac{1}{c^2} \left( \frac{\partial A_z(x,t)}{\partial t} \right)^2 - \left( \frac{\partial A_z(x,t)}{\partial x} \right)^2 \right], \quad (14)$$

which, as the reader can verify, reproduces the wave equation (without a source) when (12) is applied. The reservoir (which simulates the material response, and is the sink for the electromagnetic energy) is taken as a collection of simple harmonic oscillators,

$$L_R = \frac{1}{2} \int_0^\infty \left[ \left( \frac{\partial X_\omega(x,t)}{\partial t} \right)^2 - \omega^2 X_\omega^2(x,t) \right] d\omega. \quad (15)$$

After a little consideration we can see that this is a system with a tremendous number of degrees of freedom. At each point in space there is a continuum of oscillators of amplitude $X_\omega$, each labelled with a real number $\omega$. Specifying the instantaneous configuration of the $X_\omega$ requires us to specify a function of $\omega$ holding over the range $\omega \in [0, \infty)$, for every point in space. Meanwhile, $A_z$ assigns just a single number to each point. Despite the apparent application of sledgehammer to nut, the inclusion of every possible natural frequency of oscillation in (15) is essential to reproduce the wave equation in an absorbing material.

Each reservoir oscillator is assumed to contribute an amount $\alpha(\omega)X_\omega$ to the total polarisation (dipole moment per unit volume) of the medium, where $\alpha(\omega)$ is the material’s...
polarisability. Recalling the interaction energy $-\vec{d} \cdot \vec{E}$ between a dipole $\vec{d}$ and an electric field leads us to the following interaction Lagrangian

$$L_I = -\frac{\partial A_z(x, t)}{\partial t} \int_0^\infty \alpha(\omega) X_\omega(x, t) d\omega.$$  \hspace{1cm} (16)

The Lagrangian density given by the sum of (14–16) is sufficient to reproduce the field equations in a medium (8–9), so long as we choose the function $\alpha(\omega)$ carefully. Applying the Euler–Lagrange equations (12) we find the two equations of motion

$$\left[ \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] A_z = -\mu_0 \frac{\partial}{\partial t} \int_0^\infty \alpha(\omega) X_\omega d\omega$$ \hspace{1cm} (17)

$$\left[ \frac{\partial^2}{\partial t^2} + \omega^2 \right] X_\omega = -\alpha(\omega) \frac{\partial A_z}{\partial t}, \quad (18)$$

from which we can—via Eq. (5)—identify the relationship between the current in the medium and the configuration of the reservoir

$$j_z = \frac{\partial}{\partial t} \int_0^\infty \alpha(\omega) X_\omega d\omega.$$  \hspace{1cm} (19)

To mimic an absorbing medium, the reservoir must be set up in such a way that the current (19) is always a sink for the field energy.

To directly compare the wave equation (17) with that in a material (8), we must eliminate the reservoir from the equation for the vector potential, and thereby find the effective

---

FIG. 2. When electromagnetic radiation interacts with matter then some of it is inevitably absorbed: e.g. if a wave is incident onto an object then the sum of the reflected and transmitted intensities is less than that which is incident. To model this dissipation while keeping the system closed we introduce a reservoir of simple harmonic oscillators, each with amplitude $X_\omega(x, t)$. These mimic the interaction between the field and material, and are the sink for the electromagnetic energy.
permittivity $\varepsilon(\omega)$. This can be done through recognising that the above equation for $X_\omega$ has a general solution in terms of two real functions $G_{R,A}(t - t')$,

$$
G_{R,A}(t - t') = \frac{1}{\omega} \begin{cases} 
\Theta(t - t') \sin[\omega(t - t')] \\
\Theta(t' - t) \sin[\omega(t' - t)],
\end{cases}
$$

(20)

which are known respectively as the *retarded* and *advanced* Green functions of the oscillator ($\Theta(t - t')$ is a Heaviside step function). These functions satisfy a differential equation very similar to (18), but with a delta function on the right hand side,

$$
\left[ \frac{\partial^2}{\partial t^2} + \omega^2 \right] G_{R,A}(t - t') = \delta(t - t'),
$$

(21)

and describe the response of the oscillator to a sudden force at $t = t'$. In the retarded case the oscillator responds *after* the force has been applied, and in the advanced case the response occurs *before* the application of the force.

**Exercise:** Show that both of (20) satisfy (21).

Taking the retarded case $G_R$ and integrating it against $\alpha(\omega) \partial A_z/\partial t$, we find the motion of the reservoir,

$$
X_\omega(x, t) = -\alpha(\omega) \int_0^\infty G_R(t - t') \frac{\partial A_z(x, t')}{\partial t'} dt' + C_\omega(x) e^{-i\omega t} + C^*_\omega(x) e^{i\omega t}
$$

$$
= -\frac{\alpha(\omega)}{\omega} \int_{-\infty}^t \sin[\omega(t - t')] \frac{\partial A_z(x, t')}{\partial t'} dt' + C_\omega(x) e^{-i\omega t} + C^*_\omega(x) e^{i\omega t}.
$$

(22)

The complex constant $C_\omega(x)$ multiplies a function that satisfies the simple harmonic oscillator equation of motion (18) with the right hand side equal to zero (the *homogeneous* solution to the equation), and is the amplitude of a current within the medium that produces radiation but is not driven by it. In an infinite absorbing medium all radiation originates from such a current, and the state of the system can be specified entirely through the choice of $C_\omega(x)$. However, for the moment we’ll set these functions to zero[39], although in quantum mechanics these quantities play the role of creation and annihilation operators. Substituting (22) into (17) gives the wave equation for the vector potential, now written *without* reference to the oscillator amplitudes $X_\omega$,

$$
\left[ \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] A_z = \frac{1}{c^2} \int_0^\infty \chi(\tau) \frac{\partial^2 A_z(x, t - \tau)}{\partial t^2} d\tau,
$$

(23)
where we identified the susceptibility from the earlier expressions \((5-6)\), finding it equal to
\[
\chi(\tau) = \frac{1}{\varepsilon_0} \int_0^\infty \frac{\alpha^2(\omega)}{\omega} \sin(\omega \tau) d\omega.
\tag{24}
\]

According to \((9)\), this implies the permittivity is
\[
\varepsilon(\omega) = 1 + \frac{1}{\varepsilon_0} \int_0^\infty \frac{\alpha^2(\Omega)}{\Omega} \int_0^\infty \sin(\Omega \tau) e^{i\omega \tau} d\tau d\Omega
\]
\[
= 1 + \frac{1}{\varepsilon_0} \int_0^\infty \frac{\alpha^2(\Omega)}{2\Omega} \lim_{\eta \to 0} \left[ \frac{1}{\omega + \Omega + i\eta} - \frac{1}{\omega - \Omega + i\eta} \right] d\Omega
\]
\[
= 1 + \frac{i\pi}{2\varepsilon_0 \omega} \alpha^2(\omega) + P \int_0^\infty \frac{\varepsilon_0^{-1} \alpha^2(\Omega)}{\Omega^2 - \omega^2} d\Omega.
\tag{25}
\]

After comparison with the Kramers–Kronig relations \((10)\), we can see that our permittivity \((25)\) represents any causal material with permittivity \(\varepsilon(\omega)\), so long as the coupling to the \(\alpha(\omega)\) is given by
\[
\alpha(\omega) = \sqrt{2\omega \varepsilon_0 \text{Im}[\varepsilon(\omega)] / \pi},
\tag{26}
\]

This completes the specification of our Lagrangian. Note that, true to the spirit of the Kramers–Kronig relations, which express the connection between the real and imaginary parts of any response function, the coupling \(\alpha(\omega)\) between the field and the reservoir allows us the freedom to choose only the imaginary part of the permittivity, the real part then emerges automatically from the equations of motion.

Our first aim is thus fulfilled: we have found a closed system that has the wave equation in an absorbing material \((8)\) as an equation of motion. Before going any further, let us pause for a moment to consider how this theory works. The Lagrangian \((13)\) consists of the electromagnetic field coupled to an infinite number of oscillators (of every possible natural frequency) which mimic the polarisation of the material in response to the field. There are uncountably more degrees of freedom in the reservoir than the field, so that when the reservoir is initially at rest, energy flows out of the field into the medium without coming back. Of course real materials heat up and radiate the absorbed energy, but neglecting this is a very useful simplifying assumption of using a complex permittivity with a positive imaginary part, which is mimicked by this particular reservoir.

Exercise: Rederive \((25)\) from the equations of motion for the field and the reservoir, but this time use the advanced Green function from \((20)\). What has happened to the permittivity? Can you explain this?
2. The Hamiltonian

The final task of this section is to find a mathematical expression for the energy of this system — the Hamiltonian, $H$ — so that we can start doing some quantum mechanics. For a field theory the Hamiltonian is given by the integral over a Hamiltonian density $H = \int \mathcal{H} \, dx$ [13], which represents the energy density of the system.

**Example:** In the case of a scalar field the Hamiltonian density is defined in terms of the Lagrangian density as follows

$$\mathcal{H} = \dot{\phi} \frac{\partial \mathcal{L}}{\partial \phi} - \mathcal{L} \equiv \dot{\phi} \Pi_\phi - \mathcal{L}, \quad (27)$$

where a dot above a quantity denotes a time derivative, and the canonical momentum is given by $\Pi_\phi = \partial \mathcal{L} / \partial \dot{\phi}$ (c.f. the Hamiltonian of a point particle, $H = p \dot{x} - L$). Taking a partial derivative of $\mathcal{H}$ with respect to $\dot{\phi}$ one finds zero, which means that when we use the Hamiltonian we switch to a description in terms of the field and its canonical momentum, ceasing to use the time derivative of the field as a variable.

For the particular Lagrangian density of a free scalar field, $\mathcal{L} = (1/2)[c^{-2} \dot{\phi}^2 - (\partial_x \phi)^2]$, the Hamiltonian density calculated from (27) is

$$\mathcal{H} = \frac{1}{2} \left[ \frac{1}{c^2} \dot{\phi}^2 + \left( \frac{\partial \phi}{\partial x} \right)^2 \right] = \frac{1}{2} \left[ c^2 \Pi_\phi^2 + \left( \frac{\partial \phi}{\partial x} \right)^2 \right].$$

In our case the canonical momenta are

$$\Pi_{A_x} = \frac{\partial \mathcal{L}}{\partial \dot{A}_x} = \varepsilon_0 \frac{\partial A_x}{\partial t} - \int_0^\infty \alpha(\omega) X_\omega d\omega \quad (28)$$

and

$$\Pi_{X_\omega} = \frac{\partial \mathcal{L}}{\partial \dot{X}_\omega} = \frac{\partial X_\omega}{\partial t}. \quad (29)$$

The two canonical momenta (28, 29) are evidently related to the time derivatives of the field amplitudes in quite a simple way so that it is straightforward to write the Hamiltonian.
density in terms of these variables:

\[ H = \Pi A_z \dot{A}_z + \int_0^\infty \Pi_{X_\omega} \dot{X}_\omega d\omega - \mathcal{L} \]

\[ = \frac{1}{2} \left[ \frac{1}{\varepsilon_0} \left( \Pi A_z + \int_0^\infty \alpha(\omega) X_\omega d\omega \right)^2 + \frac{1}{\mu_0} \left( \frac{\partial A_z}{\partial x} \right)^2 + \int_0^\infty \left( \Pi_{X_\omega}^2 + \omega^2 X_\omega^2 \right) d\omega \right]. \tag{30} \]

This equals the field energy plus the reservoir energy. Although we are still working with a simplified 1D theory, this Hamiltonian is of the same form as that needed to describe the full theory of macroscopic electromagnetism \[8\].

**Exercise:** Re-express the Hamiltonian \( H = \int \mathcal{H} dx \) in terms of the electric and magnetic fields, and \( X_\omega \) and \( \dot{X}_\omega \). What interpretation can you give the Hamiltonian when it is written in this form?

---

3. **The passage from classical to quantum theory**

Despite the fact that quantum mechanics is a conceptual break from classical physics, the formal path for constructing a quantum field theory from a classical one is straightforward in this case, and follows the textbook procedure (see for example \[13\]). One route is to proceed from the expression for the action and perform a path integral \[40\], and if the reader is feeling particularly keen they might want to attempt this. However, here we take the more traditional path where the Hamiltonian is turned into an operator, and commutation relations are imposed between the fields and their canonical momenta. The quantum mechanical version of our classical Hamiltonian \( \mathcal{H} \) is

\[ \hat{H} = \frac{1}{2} \int dx \left[ \frac{1}{\varepsilon_0} \left( \hat{\Pi}_A + \int_0^\infty \alpha(\omega) \hat{\dot{X}_\omega} d\omega \right)^2 + \frac{1}{\mu_0} \left( \frac{\partial \hat{A}_z}{\partial x} \right)^2 + \int_0^\infty \left( \hat{\Pi}_{X_\omega}^2 + \omega^2 \hat{X}_\omega^2 \right) d\omega \right], \tag{31} \]

where the operators are taken to satisfy the canonical commutation relations

\[ \left[ \hat{A}_z(x, t), \hat{\Pi}_A(x', t) \right] = i\hbar \delta(x - x') \tag{32} \]

and

\[ \left[ \hat{X}_\omega(x, t), \hat{\Pi}_{X_\omega}(x', t) \right] = i\hbar \delta(\omega - \omega') \delta(x - x'). \tag{33} \]
The right hand sides of (32–33) are $i\hbar$ times the equivalent classical Poisson brackets\cite{41}, which is the correspondence between classical and quantum physics that was established by Dirac\cite{15}. All the other commutation relations equal zero. Equations (31–33) are the bare bones of the quantum theory of macroscopic electromagnetism, restricted to the case of a single polarisation propagating in one direction. As described in the introduction, such a quantum theory is suitable for describing the effect of a material body (perhaps the air in this room, or a piece of metal or glass) on a very low intensity (quantum) electromagnetic field. The fact that the field amplitudes are represented by operators is significant.

In principle we could apply (31) to quantum mechanical problems immediately, but at the moment it is not in a very user–friendly form. For example, it would be some feat to directly determine the eigenstates of the system from (31). Yet as this Hamiltonian contains at most quadratic combinations of the field and reservoir operators, it is not anything more than an esoteric way of writing down the Hamiltonian of a system of many coupled simple harmonic oscillators. Therefore there is a much simpler way to write (31), which is to recast the system in terms of its normal modes\cite{42}. Our case is complicated by the fact that there are infinitely many of these coupled oscillators. Nevertheless, this transformation can be found, and one way to see what it must be is through examining the equations of motion for the operators.

4. The operator equations of motion

We shall now examine the behaviour of the quantum mechanical operators for the field and the medium, so as to better understand how to apply the theory of macro–QED. From now on — where possible — we shall work in the Heisenberg picture\cite{43}, where the time dependence of the system is placed in the operators rather than the wave–function. The equations of motion for the field operators are

\[
\frac{\partial \hat{A}_z}{\partial t} = \frac{i}{\hbar} \left[ \hat{\mathcal{H}}, \hat{A}_z \right] = \frac{1}{\varepsilon_0} \left( \hat{\Pi}_{A_z} + \int_0^\infty \alpha(\omega) \hat{X}_\omega d\omega \right),
\]

\[
\frac{\partial \hat{\Pi}_{A_z}}{\partial t} = \frac{i}{\hbar} \left[ \hat{\mathcal{H}}, \hat{\Pi}_{A_z} \right] = \frac{1}{\mu_0} \frac{\partial^2 \hat{A}_z}{\partial x^2},
\]

(34)
\[ \frac{\partial \hat{X}_\omega}{\partial t} = \frac{i}{\hbar} \left[ \hat{H}, \hat{X}_\omega \right] = \hat{\Pi}_{X_\omega} \]
\[ \frac{\partial \hat{\Pi}_{X_\omega}}{\partial t} = \frac{i}{\hbar} \left[ \hat{H}, \hat{\Pi}_{X_\omega} \right] = -\omega^2 \hat{X}_\omega - \frac{\alpha(\omega)}{\varepsilon_0} \left( \hat{\Pi}_{A_z} + \int_0^\infty \alpha(\omega') \hat{X}_{\omega'} d\omega' \right), \tag{35} \]
both of which are, after the elimination of the canonical momenta, formally identical to the classical equations of motion \[ (17–18) \]
\[ \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \hat{A}_z(x,t) = -\mu_0 \frac{\partial}{\partial t} \int_0^\infty \alpha(\omega) \hat{X}_\omega d\omega \tag{36} \]
\[ \frac{\partial^2}{\partial t^2} + \omega^2 \hat{X}_\omega = -\alpha(\omega) \frac{\partial \hat{A}_z}{\partial t}. \tag{37} \]
For the purposes of overall coherence it is worth noting that in this simplified case we have now found the mathematical route between the left and right hand sides of our earlier equation (1) where we imagined the macroscopic Maxwell equations 'with hats on': these are the macroscopic Maxwell equations. The operator expressions that satisfy (36–37) are simply the classical expressions, but with the unknown amplitudes — i.e. the complex quantities \( C_\omega(x) \) in (22) — becoming operators.

As the classical motion of the reservoir (22) obeys an equation that is formally identical to the operator equation (37), the expression for the operator is therefore exactly the same,

\[ \hat{X}_\omega(x,t) = -\frac{\alpha(\omega)}{\omega} \int_{-\infty}^t \sin[\omega(t-t')] \frac{\partial \hat{A}_z(x,t')}{\partial t'} dt' + N_\omega \left[ \hat{C}_\omega(x) e^{-i\omega t} + \hat{C}_\omega^\dagger(x) e^{i\omega t} \right]. \tag{38} \]

The part of the classical motion (22) that was specified by the complex amplitude \( C_\omega(x) \) has been replaced with the non–Hermitian operator \( \hat{C}_\omega(x) \), which is the annihilation operator for excitations of current within the medium (its Hermitian adjoint is the creation operator). The real constant \( N_\omega \) is for the moment undetermined, and shall be fixed by the commutation relations (32–33). To find a representation of the vector potential operator \( \hat{A}_z \) in terms of the creation and annihilation operators, (38) is inserted into (36) to give

\[ \left[ \frac{\partial^2 \hat{A}_z(t)}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2 \hat{A}_z(t)}{\partial t^2} - \frac{1}{c^2} \int_0^\infty d\tau \chi(\tau) \frac{\partial^2 \hat{A}_z(t-\tau)}{\partial t^2} \right] \]
\[ = i\mu_0 \int_0^\infty d\omega \alpha(\omega) N_\omega \omega \left[ \hat{C}_\omega(x) e^{-i\omega t} - \hat{C}_\omega^\dagger(x) e^{i\omega t} \right] \tag{39} \]
which has the solution

\[ \hat{A}_z(x,t) = -i\mu_0 \int_0^\infty d\omega \omega N_\omega \alpha(\omega) \int_{-\infty}^\infty dx' g(x-x',\omega) \hat{C}_\omega(x') e^{-i\omega t} + \text{h.c.}, \tag{40} \]
where ‘+ h.c.’ means that the Hermitian conjugate of the expression should be added, and

\[ g(x - x', \omega) = \frac{i e^{i \frac{\omega}{c} \sqrt{\varepsilon(\omega)} |x - x'|}}{2\omega / \sqrt{\varepsilon(\omega)}}. \]  

(41)

The above quantity is the retarded Green function for the electromagnetic field, and satisfies the wave equation in the frequency domain with a delta function on the right hand side

\[ \left[ \frac{\partial^2}{\partial x^2} + \frac{\omega^2}{c^2} \varepsilon(\omega) \right] g(x - x', \omega) = -\delta(x - x'). \]  

(42)

\[ \text{a. Exercise: Show that (41) satisfies (42).} \]

To Eq. (40) we could have added a superposition of solutions to the wave equation in the absence of a source, \( \exp(\pm i \omega \sqrt{\varepsilon(\omega)} x/c - i \omega t) \). When the medium is homogeneous and absorbing, these waves grow exponentially large when \( x \) goes to either plus or minus infinity. This divergence corresponds to the fact that within an infinitely extended absorbing medium it is impossible for a monochromatic field to exist in the absence of a source (the field is being absorbed!), and therefore these waves should not be included. Yet in general, when the medium is not homogeneous there are solutions that do not diverge at infinity (e.g. waves incident from vacuum onto an absorbing material). We have two options; we can either consider all of space to be filled with an absorbing medium, and take free space as the limit \( \alpha(\omega) \to 0 \) at the end of every calculation; or we can include these extra solutions within the Green function to ensure that there is no energy lost from the system at infinity [44]. Having made this qualification, both electromagnetic field and reservoir operators can be written entirely in terms of \( \hat{C}_\omega \) and \( \hat{C}_\omega^\dagger \), and in the remainder of the text we shall assume that the Green function has the appropriate behaviour at infinity.

The full expression for the reservoir operators \( \hat{X}_\omega \) in terms of the creation and annihilation operators is

\[ \hat{X}_\omega(x, t) = \lim_{\eta \to 0} \int_0^\infty d\Omega \int_\infty^{\infty} dx' N_\Omega \left[ \frac{\mu_0 \Omega^2 \alpha(\omega) \alpha(\Omega) g(x - x', \Omega)}{(\omega + \Omega + i\eta)(\omega - \Omega - i\eta)} \right. \]

\[ + \delta(\Omega - \omega) \delta(x - x') \left] \hat{C}_\Omega(x') e^{-i\mu t} + \text{h.c.} \]  

(43)
Expressions for the remaining operators, $\hat{\Pi}_{X\omega}$ and $\hat{\Pi}_{Az}$ can be found from applying the operator equations of motion (34–35) and are

$$\hat{\Pi}_{Az}(x, t) = -\int_{0}^{\infty} d\omega N_\omega \alpha(\omega) \int_{-\infty}^{\infty} dx' \left[ \frac{\omega^2}{c^2} \varepsilon(\omega) g(x - x', \omega) + \delta(x - x') \right] \hat{C}_\omega(x') e^{-i\omega t} + \text{h.c.}$$ \hspace{1cm} (44)

and

$$\hat{\Pi}_{X\omega}(x, t) = -\lim_{\eta \to 0} \int_{0}^{\infty} i\Omega d\Omega \int_{-\infty}^{\infty} dx' N_\Omega \left[ \frac{\mu_0 \Omega^2 \alpha(\omega) \alpha(\Omega) g(x - x', \Omega)}{(\omega + \Omega + i\eta)(\omega - \Omega - i\eta)} + \delta(\Omega - \omega) \delta(x - x') \right] \hat{C}_\Omega(x') e^{-i\Omega t} + \text{h.c.}$$ \hspace{1cm} (45)

The key to understanding these expressions is that the electromagnetic field within the medium originates from a current. In Macro–QED the $\hat{C}_\omega(x)$ and $\hat{C}_\omega^\dagger(x)$ create and annihilate the quanta of this current in the material, and are the operators that replace the photon creation and annihilation operators of ordinary quantum electrodynamics (see e.g. [13] or [15]). The quantum theory of the electromagnetic field in a dispersive and dissipative medium is one where quanta of current are treated as the fundamental objects, and there are no photons, so to speak. Therefore when we come to discuss the Casimir effect, the description won’t be anything like Casimir’s original visualisation: the force will be seen to arise from the interaction of the ground state currents within the media, rather than being due to the confined electromagnetic modes between them.

5. Diagonalising the Hamiltonian

Having re–written all of the field and reservoir operators in terms of current operators $\hat{C}_\omega$ and $\hat{C}_\omega^\dagger$, we can now identify the normal modes of the system — then we might actually make use of the Hamiltonian! The process of reducing the Hamiltonian to its normal modes is often referred to as Fano diagonalisation due to the similarity with a procedure used by Fano in a study of the coupling of an atomic bound state to a continuum of (ionized) excited states[17].

First notice that in both field and reservoir operators, the time dependence occurs either as a factor of $\exp(-i\omega t)$, sitting next to $\hat{C}_\omega$, or as $\exp(i\omega t)$ sitting next to $\hat{C}_\omega^\dagger$. As a consequence, taking a time derivative of any of the above operators is the same as making the
substitution,
\[ \hat{C}_\omega(x) \rightarrow -i\omega \hat{C}_\omega(x). \]
But from (34–35), the commutation between the Hamiltonian and \( \hat{C}_\omega \) must have the same effect as a time derivative, implying,
\[ \frac{i}{\hbar} [\hat{H}, \hat{C}_\omega] = -i\omega \hat{C}_\omega(x). \] (46)
If we knew the commutation relations between \( \hat{C}_\omega(x) \) and \( \hat{C}_\omega^\dagger(x') \), then we could use (46) to infer the expression for the Hamiltonian in terms of these operators. What we do know is that when the coupling between the field and reservoir is turned off (i.e. the function \( \alpha(\omega) \) is set to zero) the reservoir reduces to a field of simple harmonic oscillators uncoupled from the field and each other, with commutations relations
\[ [\hat{C}_\omega(x), \hat{C}_\omega^\dagger(x')] = \delta(\omega - \omega')\delta(x - x'). \] (47)
We make the assumption that (47) also holds when the reservoir is coupled to the field — an assumption which is justified below — so that the Hamiltonian consistent with (46) is given by
\[ \hat{H} = \frac{1}{2} \int dx \int_0^\infty d\omega \ h\omega \left[ \hat{C}_\omega(x)\hat{C}_\omega^\dagger(x) + \hat{C}_\omega^\dagger(x)\hat{C}_\omega(x) \right] \]
\[ = \int dx \int_0^\infty d\omega \ h\omega \left[ \hat{C}_\omega(x)^\dagger\hat{C}_\omega(x) + \frac{1}{2}\delta(x = 0)\delta(\omega = 0) \right], \] (48)
which is the simplified form of the Hamiltonian (31) we set out to find: the system of coupled fields has been reduced to a continuum of uncoupled simple harmonic oscillators. It is a lengthy process to explicitly verify that substituting the expressions for the operators (43–45) into the Hamiltonian gives (48), but several authors have verified this and the interested reader should consult [4, 5, 8, 18].

Written in these terms, the meaning of the Hamiltonian is transparent. The integrand consists of the operator \( \hat{C}_\omega^\dagger(x)\hat{C}_\omega(x) \), which is analogous to the photon number operator in QED and counts how many quanta of current per unit frequency per unit volume are within the medium. In addition to this we have the term \( \frac{1}{2}\delta(x = 0)\delta(\omega = 0) \) which is the (infinite!) ground state energy of the system. This ground state contribution can be thought of as the total energy of the system that results from the irreducible ‘fluctuating’ current within the reservoir (medium), and in this theory it is the equivalent of the infinite ground state energy that enters Casimir’s calculation of the force between two perfect mirrors.
Exercise: The ground state energy of the electromagnetic field in empty space (in 3D) equals
\[
\int d^3\vec{r} \left\langle \frac{\varepsilon_0}{2} \hat{E}^2(\vec{r}) + \frac{1}{2\mu_0} \hat{B}^2(\vec{r}) \right\rangle = \int d^3\vec{r} \int_0^\infty \frac{\hbar \omega^3}{2\pi^2 c^3} d\omega
\]
which is infinite. However the integrand is finite. Meanwhile, the ground state energy of our Hamiltonian is the integral over delta functions given in (48), which is infinite even before we integrate over frequency and space. Why is the divergence much worse in the theory of macro–QED than empty space QED?

6. Commutation relations

The final loose end is to justify our assumption that the commutation relation between \(\hat{C}_\omega\) and \(\hat{C}_\omega^\dagger\) is given by the bosonic commutation relation (47). For this assumption to be consistent, the commutation relations for the field and reservoir variables (32-33) must not be altered when the field and reservoir operators are written in terms of \(\hat{C}_\omega\) and \(\hat{C}_\omega^\dagger\). Taking the vector potential and its canonical momentum, and using their representation in terms of the creation and annihilation operators, (40) and (44), one obtains
\[
\left[ \hat{A}_z(x, t), \hat{\Pi}_{A_z}(x', t) \right] = \frac{i}{\pi c} \int_0^\infty d\omega |N_\omega|^2 \omega \sqrt{\varepsilon(\omega)} e^{ix_1} \sqrt{\varepsilon^*(\omega)} |x - x'| - c.c. \quad (49)
\]
where ‘\(- c.c.\)’ implies the subtraction of the complex conjugate, and to obtain this formula we applied the result,
\[
\int_{-\infty}^{\infty} dx_1 e^{\frac{i\pi}{c} \left( \sqrt{\varepsilon(\omega)}|x - x_1| - \sqrt{\varepsilon^*(\omega)}|x' - x_1| \right)} \right) = \frac{\sqrt{\varepsilon^*(\omega)} e^{i\pi \sqrt{\varepsilon^*(\omega)}[x - x']}}{\frac{\omega}{\varepsilon} \text{Im}[\varepsilon(\omega)]} + c.c. \quad (50)
\]
which using the notation of (41) is equivalent to
\[
\int_{-\infty}^{\infty} dx_1 \text{Im}[\varepsilon(\omega)] g(x - x_1, \omega) g^*(x' - x_1, \omega) = \frac{c^2}{\omega^2} \text{Im}[g(x - x', \omega)]. \quad (51)
\]
In passing we note that in the above form (51) is a result that can be generalised to two and three dimensions, as well as to inhomogeneous media, provided that the Green function vanishes at infinity. To make progress we choose our undetermined constant \(N_\omega\) to take the
value,
\[ N_\omega = \sqrt{\frac{\hbar}{2\omega}}, \]  
(52)
a choice that is partly motivated by the fact that it allows us to write the right hand side of equation (49) as an integral over the entire real line,
\[ \left[ \hat{A}_z(x,t), \hat{\Pi}_{A_z}(x',t) \right] = \frac{i\hbar}{2\pi c} \int_{-\infty}^{\infty} d\omega \sqrt{\varepsilon(\omega)} e^{i\frac{\omega}{c} \sqrt{\varepsilon(\omega)} |x-x'|}. \]  
(53)

**FIG. 3.** The integral along the real line given by (53) can be deformed into a contour integral, \( C^+ \), running along an infinite semicircle in the upper half frequency plane, \( \omega = \omega' + i\omega'' \), by virtue of the fact that the integrand is analytic in this region.

Assuming that \( \varepsilon(\omega) \) is free from zeros and poles in the upper half frequency plane, the integrand is analytic in this region, and the path of integration can be deformed into a semicircular contour, \( C^+ \), running from \( -\infty \) to \( \infty \) through the upper half plane, as shown in Figure 3. Having done this we can see that the commutation relation gives the desired result,
\[ \left[ \hat{A}_z(x,t), \hat{\Pi}_{A_z}(x',t) \right] = \frac{\hbar^2}{2\pi c} \int_0^\pi d\theta e^{i\theta} \lim_{|\omega| \to \infty} \left[ |\omega| \sqrt{\varepsilon(\omega)} e^{i|\omega|c\theta} \sqrt{\varepsilon(\omega)} |x-x'| \right] = \frac{i\hbar}{\pi} \delta(x-x') \int_0^\pi d\theta = i\hbar\delta(x-x'). \]  
(54)

To get to the second line of (54) we used (9) to show that \( \varepsilon(|\omega| \to \infty) = 1 \) in the upper half frequency plane, and applied the following representation of the delta function,
\[ \delta(x) = \lim_{\lambda \to \infty} \frac{\lambda}{2} e^{-\lambda |x|}. \]
It is worth noting that the integral identity (50) (upon which (54) rests) is not valid at frequencies where \( \text{Im}[\varepsilon(\omega)] = 0 \). The validity of this theory therefore depends upon there being some dissipation at all frequencies [47]. The reader is left to verify that the commutation relations for the reservoir operators also do not change from (33). The transformed Hamiltonian (48) is therefore equivalent to the original expression (31), and we have now completed the first step towards our goal: we have shown how to develop a quantum mechanical theory of light in materials that includes the effects of dispersion and dissipation [48].

**Exercise:** Verify that when written as (43) and (45) the reservoir operators continue to satisfy (33).

**Warning:** This may take some time.

**Hint:** After evaluating the integrals over the delta functions, you’ll still be left with integrals over frequency — combine them and use the residue theorem.

7. **The ground state of the system**

Before graduating from the safety of our 1D theory, we shall apply it to the ground state of the field and medium (the ‘vacuum state’), the properties of which are responsible for Casimir forces. Our Hamiltonian (48) is that of a continuum of uncoupled simple harmonic oscillators, and the ground state of this system (denoted by \( |0\rangle \)) can therefore be defined via

\[
\hat{C}_\omega(x)|0\rangle = 0,
\]

i.e. if we try to find a state with less current in the medium we get identically zero. Due to Heisenberg’s uncertainty principle, the quantum mechanical ground state of a simple harmonic oscillator has an irreducible spread of possible positions and momenta. In this case the material is represented by a continuum of simple harmonic oscillators, the ground state of which exhibits an irreducible fluctuation in the current. The electromagnetic field (which can be thought of as originating from this current) therefore also has a spread of possible values, the properties of which we now calculate.

In accordance with their definitions in terms of the vector potential, the electric and
magnetic field operators are given by
\[ \hat{E}_z = -\frac{\partial \hat{A}_z}{\partial t}, \quad \hat{B}_y = -\frac{\partial \hat{A}_z}{\partial x}. \] (56)

For this particular case we’ll concentrate on the properties of the electric field
\[ \hat{E}_z(x, t) = -\mu_0 \int_0^\infty d\omega \omega^2 \sqrt{\frac{\hbar}{2\omega}} \alpha(\omega) \int_{-\infty}^\infty dx' g(x - x', \omega) \dot{\hat{\epsilon}}_\omega(x') e^{-i\omega t} + \text{h.c.} \] (57)
the expectation value of which is zero in the ground state,
\[ \langle 0 | \hat{E}_z(x, t) | 0 \rangle = 0. \] (58)

Meaning that although the field itself is not zero, if we did many measurements at a fixed point inside the medium we would find the average value to be zero.

Yet if we perform two measurements of the field at separate points \( x_1 \) and \( x_2 \), multiply the results together and then average we find a non-zero correlation:
\[ \langle 0 | \hat{E}_z(x_1, t) \hat{E}_z(x_2, t) | 0 \rangle = \frac{\mu_0}{\pi} \int_0^\infty d\omega \omega^2 \text{Im}[\epsilon(\omega)] \int_{-\infty}^\infty dx' g(x_1 - x', \omega)g^*(x_2 - x', \omega) \]
\[ = \frac{\hbar\mu_0}{\pi} \int_0^\infty d\omega \omega^2 \text{Im}[g(x_1 - x_2, \omega)], \] (59)
where we have applied our earlier result (50) to obtain the second line. The ground state of the field is thus spatially correlated within the medium, with the value of the field at one point in space being related to the value at another point. The integrand of (59) equals the result that would have been obtained from an application of the so-called linear fluctuation–dissipation theorem [11], and represents the correlation of the field at a fixed frequency. As an aside, notice that (59) can be continuously brought towards the limit \( \epsilon(\omega) \to 1 \), so that the theory also applies to empty space[49].

As \( x_1 \) and \( x_2 \) approach one another, this correlation becomes a measure of the electric field intensity,
\[ \lim_{x_1 \to x_2} \langle 0 | \hat{E}_z(x_1) \hat{E}_z(x_2) | 0 \rangle = \frac{\hbar\mu_0 c}{2\pi} \int_0^\infty d\omega \omega \text{Im} \left[ \frac{i}{\sqrt{\epsilon(\omega)}} \right], \] (60)
which diverges because there is a contribution to the field intensity at every frequency, which does not fall to zero as \( \omega \) increases. This intensity has an associated field energy, which is also infinite, and is part of the divergent ground state energy in Eq. (48). This divergent
contribution must be dealt with in calculations of the Casimir effect via a formal procedure called renormalisation, which we shall return to in section III D.

Exercise: Show that the ground state expectation value of the following operator

\[ \hat{S}_x(x,t) = -\frac{1}{2\mu_0} \left[ \hat{E}_z(x,t)\hat{B}_y(x,t) + \hat{B}_y(x,t)\hat{E}_z(x,t) \right] \]

is zero. What is the physical interpretation for this?

As we have already established, the source of this field can be effectively thought of as a current within the medium. The operator for this current can be inferred from the right hand side of the equation of motion for \( \hat{A}_z \) [39], and is

\[ \hat{j}(x,t) = -i \int_0^\infty d\omega \alpha(\omega) \sqrt{\hbar \omega} \left[ \hat{C}_\omega(x)e^{-i\omega t} - \hat{C}_\omega^\dagger(x)e^{i\omega t} \right]. \]

This quantity also has zero expectation value,

\[ \langle 0 | \hat{j}(x,t) | 0 \rangle = 0, \]

but its correlation function is proportional to a delta function, meaning that it is not correlated in space

\[ \langle 0 | \hat{j}(x_1,t)\hat{j}(x_2,t) | 0 \rangle = \delta(x_1 - x_2) \frac{\hbar \varepsilon_0}{\pi} \int_0^\infty d\omega \omega^2 \text{Im}[\varepsilon(\omega)]. \]

(61)

The reason for the lack of spatial correlation is that the excitations of the medium are independent from one another [50]. Meanwhile the electromagnetic field obeys a wave equation containing spatial derivatives and as a consequence different points are not independent, leading to the correlation [59].

**B. Macroscopic QED in three dimensions**

The extension of the results given in section II A to three dimensional electromagnetism is fairly straightforward, for the price of little more than an occasionally cumbersome notation. In three dimensions the Lagrangian for the field is of the same overall form as (14), but with the electric and magnetic fields being given in terms of both the scalar and vector potentials

\[ \vec{E} = -\vec{\nabla}\varphi - \vec{A} \quad \vec{B} = \vec{\nabla} \times \vec{A}. \]

(62)
For our purposes we can think of the potentials as a useful shorthand for the fields, although in general we must emphasise that in quantum mechanics the potentials are the more fundamental quantities. The three parts of the Lagrangian density (13) are now given by

\[ L_F = \frac{\varepsilon_0}{2} \left[ (\vec{\nabla} \varphi + \dot{\vec{A}})^2 - c^2 (\vec{\nabla} \times \vec{A})^2 \right] \]

\[ L_R = \frac{1}{2} \int_0^\infty \left[ \left( \frac{\partial \vec{X}_\omega}{\partial t} \right)^2 - \omega^2 \vec{X}_\omega^2 \right] d\omega \]

\[ L_I = - (\vec{\nabla} \varphi + \dot{\vec{A}}) \cdot \int_0^\infty \alpha(\omega) \vec{X}_\omega d\omega \]

where \( \varphi, \vec{A}, \) and \( \vec{X}_\omega \) are all functions of position and time. Nothing is very different: the effect of the material on the field is again mimicked with a reservoir but the amplitudes of the simple harmonic oscillators are now vectors, and the expression for the field now includes the scalar potential. In general a second reservoir should be added to account for losses through the magnetic permeability \( \mu(\omega) \), although here we have neglected the magnetic properties of the medium.

Applying the Euler–Lagrange equations to (63–65), we find the equations of motion for the electromagnetic field are given by,

\[ \vec{\nabla} \cdot \left[ \varepsilon_0 \vec{E} + \int_0^\infty \alpha(\omega) \vec{X}_\omega d\omega \right] = 0 \]

and

\[ \vec{\nabla} \times \vec{B} - \frac{1}{c^2} \frac{\partial \vec{E}}{\partial t} = \mu_0 \frac{\partial}{\partial t} \int_0^\infty d\omega \alpha(\omega) \vec{X}_\omega. \]

The remaining two Maxwell equations listed in (1) are identically true when the fields are written in terms of the potentials. The equation for the reservoir is the vector generalisation of the one dimensional case, and again has the solution (21–22)

\[ \vec{X}_\omega(x, t) = \frac{\alpha(\omega)}{\omega} \int_0^\infty \sin(\omega \tau) \vec{E}(x, t - \tau) d\tau + \vec{C}_\omega(x)e^{-i\omega t} + \vec{C}_\omega^*(x)e^{i\omega t}. \]

Substituting this expression for \( \vec{X}_\omega \) into the electromagnetic field equations (66–67) gives us the behaviour of the electromagnetic field in the medium without reference to the reservoir. These are the macroscopic Maxwell equations,

\[ \vec{\nabla} \cdot \vec{D} = \rho_f \]

\[ \vec{\nabla} \times \vec{H} = \vec{j}_f + \frac{\partial \vec{D}}{\partial t}. \]
The $\vec{H}$ field is defined as simply proportional to the magnetic field $\vec{H} = \vec{B}/\mu_0$, and the displacement field $\vec{D}$ as

$$\vec{D}(\vec{x}, t) = \varepsilon_0 \left[ \vec{E}(\vec{x}, t) + \int_0^\infty d\tau \chi(\tau) \vec{E}(\vec{x}, t - \tau) \right].$$

(70)

The quantity $\chi(\tau)$ is equal to (24) so that the coupling function between the reservoir and the field $\alpha(\omega)$ is given by $((2\omega\varepsilon_0 \text{Im}[\varepsilon(\omega)])/\pi)^{1/2}$ which is the same expression we derived in one dimension (26). The free charge and current density, $\rho_f$ and $\vec{j}_f$ in (69) — i.e. the current and charge density not induced by the field — are equal to

$$\rho_f(\vec{x}, t) = -\vec{\nabla} \cdot \int_0^\infty d\omega \alpha(\omega) \vec{C}_\omega(\vec{x}) e^{-i\omega t} + \text{c.c.}$$

$$\vec{j}_f(\vec{x}, t) = -i \int_0^\infty d\omega \omega \alpha(\omega) \vec{C}_\omega(\vec{x}) e^{-i\omega t} + \text{c.c.}$$

(71)

and automatically satisfy the continuity equation, $\vec{\nabla} \cdot \vec{j} + \partial \rho/\partial t = 0$. The reservoir amplitudes $\vec{C}_\omega$ have the same interpretation as before, which is now explicit in equation (71): they make up the amplitude of the free electric current density within the medium, which is responsible for the electromagnetic field. For notational brevity we have not indicated any spatial dependence for $\alpha(\omega)$, but all the results given in this section continue to hold when this is a function of position as it is for inhomogeneous media.

To reiterate the point made earlier, remember that we are assuming some degree of dissipation at all frequencies and all points in space, so any field must come from a source. In our case the system is just field plus material, so the source can only be some oscillating current within the material, which is given by $\vec{j}_f$. In macro–QED we can thus think of the Casimir effect as being dictated by the interaction of the fluctuating currents within the two semi–infinite plates, across the gap between them. It is worth contrasting this picture from that which is ordinarily used to understand the Casimir effect, where the plates simply serve to restrict the allowed modes of the field. Our modification to the traditional understanding is a necessary consequence of properly including dispersion and dissipation.

The derivation of the Hamiltonian from (63–65) produces the same result as (30) and the same canonical momenta as (28–29), but again with scalar quantities becoming vectors. In three dimensions the quantum mechanical Hamiltonian operator therefore takes the same
form as (31),
\[
\hat{H} = \frac{1}{2} \int d^3\vec{x}' \left\{ \frac{1}{\varepsilon_0} \left( \hat{\Pi}_{\vec{A}} + \int_0^\infty d\omega \alpha(\omega) \hat{X}_\omega \right)^2 + \frac{1}{\mu_0} \left( \vec{\nabla} \times \hat{A} \right)^2 \right. \\
\left. + \int_0^\infty d\omega \left[ \hat{\Pi}_{\vec{X}_\omega}^2 + \omega^2 \hat{X}_\omega^2 \right] \right\}. \tag{72}
\]

1. Gauge condition

Everything is now essentially a matter of listing slightly generalised versions of the operator formulae given in section II A — except for a slight niggle, which may have already occurred to the reader: what happened to the scalar potential in the Hamiltonian? It’s disappeared! This is not an oddity confined to macro–QED [52]. The reason for its absence is that the Lagrangian does not contain \( \dot{\varphi} \), so the associated canonical momentum is identically zero,
\[
\hat{\Pi}_{\varphi} = 0. \tag{73}
\]

Equation (73) implies that the ‘equation of motion’ associated with \( \varphi \), \( \vec{\nabla} \cdot \hat{D} = \hat{\rho}_f \), is not to be understood an equation of motion at all, but must be interpreted as the relationship between \( \dot{\varphi} \) and \( \hat{A} \), that allows us to eliminate the scalar potential \( \varphi \) from the Hamiltonian. In order to make sense of this condition on the potentials we fix a gauge, \( \vec{\nabla} \cdot \hat{A} = 0 \) [53] so that the equation for the divergence of \( \hat{D} \) implies that the scalar potential can be eliminated and written in terms of the reservoir,
\[
\vec{\nabla} \varphi = \frac{1}{\varepsilon_0} \left( \int_0^\infty \alpha(\omega) \hat{X}_\omega d\omega \right)_L, \tag{74}
\]
where a subscript ‘\( L \)’ indicates the longitudinal part of the vector [54]. The expression for the scalar potential given by (74) was imposed to obtain the \( \varphi \) independent Hamiltonian, (72).

Exercise: Using condition (74), derive the Hamiltonian (72) from the Lagrangian given by the sum of (63–65).
2. Commutation relations

Having fixed a gauge to eliminate the scalar potential from the Hamiltonian, we must also make sure the commutation relations between $\hat{A}$ and $\hat{\Pi}_A$ are consistent with this gauge, i.e. $[\hat{\nabla} \cdot \hat{A}, \hat{\Pi}_A] = 0$. A consistent set of commutation relations is given by

$$\left[ \hat{\Pi}_A(\vec{x}, t), \hat{\Pi}_A'(\vec{x}', t) \right] = i\hbar \delta_T(\vec{x} - \vec{x}'), \quad (75)$$

where $\delta_T(\vec{x} - \vec{x}')$ is the transverse delta function [56], which is a rank two tensor. There is no such complication with the reservoir operators, which are not constrained in this way, and obey the expected generalisation of (33),

$$\left[ \hat{X}_\omega(\vec{x}, t), \hat{\Pi}_{X,\omega}'(\vec{x}', t) \right] = i\hbar \frac{1}{3} \delta^{(3)}(\vec{x} - \vec{x}') \delta(\omega - \omega'). \quad (76)$$

where $1_3$ is a $3 \times 3$ identity matrix.

**Exercise:** Starting from the following ansatz

$$\left[ \hat{A}(\vec{x}, t), \hat{\Pi}(\vec{x}', t) \right] = i\hbar \left[ 1_3 \delta^{(3)}(\vec{x} - \vec{x}') - M(\vec{x} - \vec{x}') \right]$$

show that the two constraints $\hat{\nabla} \cdot \hat{A} = 0$ and $\hat{\nabla} \cdot \hat{D} = 0$ imply

$$\vec{k} = \vec{k} \cdot M(\vec{k})$$
$$\vec{k} = \vec{k} \cdot M^T(\vec{k})$$

where

$$M(\vec{x} - \vec{x}') = \int \frac{d^3\vec{k}}{(2\pi)^3} M(\vec{k}) e^{i\vec{k} \cdot (\vec{x} - \vec{x}')}. \quad (75)$$

Assuming that both indices of $\tilde{M}$ are longitudinal, then show that (75) must be the correct commutation relation.

3. Diagonalising the Hamiltonian

In the quantum mechanical case, the electromagnetic field and reservoir operators still obey the classical equations of motion (see problem II.B.3). Their expressions in terms of
the creation and annihilation operators for excitations in the reservoir can be found through taking the solutions to the macroscopic Maxwell equations (69) in terms of \( \vec{C}_\omega \), and replacing these amplitudes with \( \sqrt{\hbar/2} \omega \) times the operator \( \hat{\vec{C}}_\omega \), just as we did in section II.A. The operators that result from this process are

\[
\hat{\vec{E}}(\vec{x}, t) = i\mu_0 \int_0^\infty d\omega \omega \int d^3\vec{x}' G(\vec{x}, \vec{x}', \omega) \hat{\vec{j}}(\vec{x}', \omega)e^{-i\omega t} + \text{h.c.}
\]

\[
\hat{\vec{B}}(\vec{x}, t) = \mu_0 \int_0^\infty d\omega \int d^3\vec{x}' \vec{\nabla} \times G(\vec{x}, \vec{x}', \omega) \hat{\vec{j}}(\vec{x}', \omega) e^{-i\omega t} + \text{h.c.}
\]

and

\[
\hat{\vec{X}}_\omega(\vec{x}, t) = \frac{\alpha(\omega)}{\omega} \int_{-\infty}^t \sin[\omega(t - t')]\hat{\vec{E}}(\vec{x}, t')dt' + \sqrt{\frac{\hbar}{2\omega}} \left[ \hat{C}_\omega(\vec{x})e^{-i\omega t} + \hat{C}_\omega^\dagger(\vec{x})e^{i\omega t} \right].
\]

So again the theory works in terms of quanta of current within the medium, from which the field is determined. The electromagnetic Green function \( G(\vec{x}, \vec{x}', \omega) \) is a rank two object with two vector indices, obeying (in a non–magnetic material)

\[
\vec{\nabla} \times \vec{\nabla} \times G - k_0^2 \varepsilon G = 1\delta^{(3)}(\vec{x} - \vec{x}')
\]

The operator corresponding to the Fourier amplitude of the free electrical current \( \hat{\vec{j}} f \) is defined as

\[
\hat{\vec{j}} f(\vec{x}, \omega) = -i\sqrt{\frac{\hbar\omega}{2}} \alpha(\omega) \hat{C}_\omega(\vec{x}).
\]

The form of the Hamiltonian in terms of the creation and annihilation operators can again be inferred from the time–dependence of the operators (77–78) and is the same as (48),

\[
\hat{H} = \frac{1}{2} \int d^3\vec{x} \int_0^\infty d\omega h \omega \hat{\vec{C}}_\omega(\vec{x}) \hat{\vec{C}}_\omega^\dagger(\vec{x}) + \text{h.c.}
\]

which can be justified in exactly the same way as (48), with \( \hat{\vec{C}}_\omega \) and \( \hat{\vec{C}}_\omega^\dagger \) satisfying

\[
\left[ \hat{C}_\omega(\vec{x}, t), \hat{C}_\omega^\dagger(\vec{x}', t) \right] = 1\delta^{(3)}(\vec{x} - \vec{x}')\delta(\omega - \omega').
\]

Although this account of the full theory is somewhat cursory, we trust the reader can understand its meaning on the basis of what went before it. The above formulae encompass the theory of light in absorbing media, a theory which we have developed from a Hamiltonian that self–consistently includes the effects of dissipation and dispersion. This theory provides an underlying theoretical framework for the quantum versions of the macroscopic Maxwell equations (1), and one that may be extended to unambiguously treat moving objects. The
application to moving objects, and the forces between them is the purpose of the second half of this chapter.

**Exercise:** Starting from the expression for the electric field operator given by (77), show that the correlation of the electric field in the ground state
\[ \langle 0 | \hat{E}(\vec{x}, t) \otimes \hat{E}(\vec{x}', t) | 0 \rangle \]
is that predicted by the fluctuation–dissipation theorem [11],
\[ \langle 0 | \hat{E}(\vec{x}, t) \otimes \hat{E}(\vec{x}', t) | 0 \rangle = \frac{\hbar \mu_0}{\pi} \int_0^\infty d\omega \omega^2 \text{Im} \left[ G(\vec{x}, \vec{x}', \omega) \right]. \]

**Hint:** Use the integral identity for Green functions (86).

**Exercise:** Starting from the following general expression for a quadratic Hamiltonian,
\[ \hat{H} = \sum_{i,j} \left\{ \alpha_{ij} \hat{p}_i \hat{p}_j + \beta_{ij} \hat{q}_i \hat{q}_j + \frac{1}{2} \gamma_{ij} [\hat{p}_i \hat{q}_j + \hat{q}_j \hat{p}_i] \right\} + \sum_i [V_i \hat{q}_i + W_i \hat{p}_i] \]
where \( \alpha_{ij}, \beta_{ij} \) and \( \gamma_{ij} \) are arbitrary symmetric constant matrices, and \( V_i \) and \( W_i \) are constant vectors, show that the operators obey the classical equations of motion.

**Example — a single polariton:** Given our rather brief synopsis of macro–QED in three dimensions, an example might be helpful. We could calculate some ground state property of the system, but we won’t learn anything fundamentally new compared to our one dimensional theory.

Consider the simplest possible excitation of the system above the ground state: a single excitation of the medium, with the current aligned along the \( \vec{e}_z \) axis,
\[ |\psi\rangle = \int_0^\infty d\omega \int d^3x f(\vec{x}, \omega) \vec{e}_z \hat{C}_{\omega}^\dagger(\vec{x}) |0\rangle, \]
where \( f(\vec{x}, \omega) \) is a function that is sharply peaked around \( \vec{x}_0 \) and \( \omega_0 \). To ensure that \( \langle \psi | \psi \rangle = 1 \), the function \( f(\vec{x}, \omega) \) must be normalised to one,
\[ \int d^3\vec{x} \int_0^\infty d\omega |f(\vec{x}, \omega)|^2 = 1. \]

This is also the lowest level of excitation of the field. We’ll call this excitation a **polariton**, which is the name coined by Hopfield [3] for a mixture of electromagnetic and material excitation. The properties of the field in this state can be gleaned from the electric field correlation function which, after a few steps, we find to...
be

\[ \langle \psi | \hat{E}(\vec{x}_1) \otimes \hat{E}(\vec{x}_2) | \psi \rangle = \frac{\hbar \mu_0}{\pi} \left[ \frac{1}{2} \int_0^\infty d\omega \omega^2 \text{Im}[G(\vec{x}_1, \vec{x}_2, \omega)] \right. \]

\[ + \left. \int_0^\infty d\omega \int_0^\infty d\omega' \int d^3 \vec{x}' \int d^3 \vec{x}'' \frac{\omega^2 \omega'^2}{c^2} \sqrt{\text{Im}[\varepsilon(\omega)] \text{Im}[\varepsilon(\omega')]} e^{i(\omega' - \omega)t} \times f^*(\vec{x}', \omega) f^*(\vec{x}'', \omega') G(\vec{x}_1, \vec{x}', \omega) \vec{e}_{\vec{x}'} \otimes \vec{e}_{\vec{x}''} \cdot \vec{G}^\dagger(\vec{x}_2, \vec{x}'', \omega') \right] + \text{c.c.} \quad (85) \]

where we applied the three dimensional generalisation of result (51),

\[ \frac{\omega^2}{c^2} \int d^3 \vec{x}' \text{Im}[\varepsilon(\omega)] G(\vec{x}_1, \vec{x}', \omega) \vec{G}^\dagger(\vec{x}_2, \vec{x}', \omega) = \text{Im}[G(\vec{x}_1, \vec{x}_2, \omega)]. \quad (86) \]

To proceed we write the expansion coefficient \( f \) as a product of Gaussians,

\[ f(\vec{x}, \omega) = \left( \frac{1}{\pi (\Delta x)^2} \right)^{3/4} \left( \frac{2}{\pi (\Delta \omega)^2} \right)^{1/4} e^{-\frac{1}{2(\Delta x)^2}(\vec{x} - \vec{x}_0)^2} e^{-\frac{1}{2(\Delta \omega)^2}(\omega - \omega_0)^2} \quad (87) \]

and assume that \( \Delta x \) and \( \Delta \omega \) are small enough that all the functions in (85) are constant over the region where \( f \) is significantly different from zero. Carrying out the integrations in (85) we obtain the final expression for the correlation function,

\[ \langle \psi | \hat{E}(\vec{x}_1) \otimes \hat{E}(\vec{x}_2) | \psi \rangle = \frac{\hbar \mu_0}{\pi} \left[ \int_0^\infty d\omega \omega^2 \text{Im}[G(\vec{x}_1, \vec{x}_2, \omega)] + \mathcal{B} \text{Re}[G(\vec{x}_1, \vec{x}_0, \omega_0) \vec{e}_{\vec{x}_0} \otimes \vec{e}_{\vec{x}_0} \cdot \vec{G}^\dagger(\vec{x}_2, \vec{x}_0, \omega_0)] \right] \quad (88) \]

where \( \mathcal{B} = 32 \sqrt{2\pi^3} \Delta x^3 \Delta \omega \omega_0^4 \text{Im}[\varepsilon(\omega_0)]/c^2 \). There are several interesting things about (88). Firstly, the limit of a point-like excitation \( \Delta x \to 0 \), or one of infinitesimal bandwidth, \( \Delta \omega \to 0 \) just gives back the vacuum correlation function. This result has its roots in the normalisation of the state (83), and means that the quantum states of light within an absorbing medium must have a finite bandwidth, and originate from a source of non-zero extent. Secondly, notice that the correlation function breaks up into a sum of a vacuum contribution (the three dimensional version of (80)) plus an additional term arising from the excitation in the medium. Therefore the correlation of the field is a superposition of the vacuum correlation plus that of the polariton.

While the total intensity of the field diverges in the limit \( \vec{x}_1 \to \vec{x}_2 = \vec{x} \), the difference in intensity between the ground and excited states is finite,

\[ \langle \psi | \hat{E}(\vec{x}) \otimes \hat{E}(\vec{x}) | \psi \rangle - \langle 0 | \hat{E}(\vec{x}) \otimes \hat{E}(\vec{x}) | 0 \rangle = \frac{\hbar \mu_0 \mathcal{B}}{\pi} \text{Re}[G(\vec{x}, \vec{x}_0, \omega_0) \vec{e}_{\vec{x}_0} \otimes \vec{e}_{\vec{x}_0} \cdot \vec{G}^\dagger(\vec{x}, \vec{x}_0, \omega_0)], \quad (89) \]

and is exactly what one would obtain for the time average of the classical electric field intensity from a current distributed in space and frequency according to (87), with an amplitude proportional to, \( (\hbar \text{Im}[\varepsilon(\omega)])^{1/2} \). (see problem II.B.3)
Exercise: Consider an electric field due to a current $\vec{j}(\vec{x}, \omega) = \vec{e}_z \mathcal{J}(\vec{x}, \omega)$ where $\mathcal{J}(\vec{x}, \omega)$ is sharply peaked around $\vec{x}_0$ and $\omega_0$. Show that the electric field is of the form

$$\vec{E}(\vec{x}, t) = A \mathcal{G}(\vec{x}, \vec{x}_0, \omega_0) \vec{e}_z e^{-i\omega_0 t} + \text{c.c.}$$

where $A$ is proportional to the amplitude of the current. From this expression show that the time average of $\vec{E} \otimes \vec{E}$ is

$$\langle \vec{E}(\vec{x}) \otimes \vec{E}(\vec{x}) \rangle = |A|^2 \mathcal{G}(\vec{x}, \vec{x}_0, \omega_0) \vec{e}_z \otimes \vec{e}_z \mathcal{G}^\dagger(\vec{x}, \vec{x}_0, \omega_0) + \text{c.c.}$$

which shows that the average electric field intensity in this state is the same as for a classical point source at position $\vec{x}_0$.

---

III. VACUUM FORCES BETWEEN MOVING BODIES

The relative motion of macroscopic bodies implies a non-equilibrium situation \[57\] and if we were to apply e.g. the fluctuation–dissipation theorem \[11\], which is derived for systems in thermal equilibrium, it would in general have to be with care. In typical calculations of the Casimir force it is imagined that the bodies experiencing the force are held at rest, and we calculate the external force required to maintain this situation. Therefore in such calculations, all the usual equilibrium results apply. However, macro–QED is not restricted to the equilibrium state and can in–principle treat quantum forces between objects in relative motion. We finish the tutorial with a calculation of the quantum force between two bodies in relative motion.

Armed with the theory of the electromagnetic field in realistic media, we now find what effect the quantum field has on the motion of a body. We shall derive a quantum theory of electromagnetic forces through modifying the Lagrangian used in the previous section.

A. Moving bodies in 1D macroscopic QED

Returning to electromagnetism in one dimension, imagine that the homogeneous medium that we previously investigated is set into motion with uniform velocity $V$ along the $x$ axis.
The *value* of the Lagrangian density will be the same (it is a scalar under Lorentz transformations), but it will *look* different when written in this new reference frame. This modification can be found through rewriting the earlier Lagrangian \([14-16]\) in a relativistically covariant form\([58]\)

\[
\mathcal{L}_F = \frac{1}{2\mu_0} (\partial_\mu A_z)(\partial^\mu A_z) \tag{90}
\]

\[
\mathcal{L}_I = -V^\mu (\partial_\mu A_z) \int_0^\infty \alpha(\omega) X_\omega d\omega \tag{91}
\]

\[
\mathcal{L}_R = \frac{1}{2} \int_0^\infty \left[ (V^\mu \partial_\mu X_\omega)^2 - \omega^2 X_\omega^2 \right] d\omega, \tag{92}
\]

where we have defined \(V^\mu = \gamma(c,V)\), \(\partial_\mu = (c^{-1}\partial_t, \partial_x)\), \(\partial^\mu = (c^{-1}\partial_t, -\partial_x)\), \(\gamma = (1 - V^2/c^2)^{-1/2}\), and a repeated Greek index implies summation (the Einstein summation convention). The coupling between the medium and the field takes the rest frame value \(\alpha(\omega) = [2\omega\varepsilon_0 \text{Im}[\varepsilon'(\omega)]/\pi]^{1/2}\) where \(\varepsilon'(\omega)\) is the permittivity measured in the rest frame, and the quantities \(V^\mu\) and \(\partial_\mu\) are four-vectors, although in this 1D case only the ‘\(x\)’ and ‘\(t\)’ components are important. When \(V = 0\) then \([90-92]\) reduce to the Lagrangian density given by \([14-16]\).

**Exercise:** The Lagrangian is often constructed through taking the difference between the kinetic and potential energy of a system. Consider a particle of mass \(m\) at rest. If we associate the energy \(mc^2\) with the particle the action in the rest frame must be \(S = -\int mc^2 dt'\) (the minus sign is a matter of convention, and \(t'\) is the time in the rest frame). Show that when written in covariant form this is

\[
S = -\int mV^\mu dx^\mu = -\int mc^2 \sqrt{1 - \vec{V}^2/c^2} dt
\]

which is the relativistic action for a free particle. The equations of motion for the particle can be found through varying this action with respect to \(\vec{V}\). Now use a similar argument to derive \([90-92]\) from their rest frame counterparts.

**Exercise:** The effect of the motion of the medium appears in \([90-92]\) as the operator \(V^\mu \partial_\mu\). What is the physical meaning of this operator?
The motion of the medium influences the electromagnetic field in two ways: (i) the motion of the reservoir is modified, because absorbed energy is now carried along with the medium rather than remaining at a fixed point; and (ii) the coupling to the reservoir is modified, because a moving dielectric medium polarises in response to both electric and magnetic fields. These modifications are evident in the equations of motion for the field derived from the above Lagrangian,

\[
\left[ \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] A_z = -\mu_0 \left( \frac{\partial}{\partial t} + V \frac{\partial}{\partial x} \right) \int_0^\infty \alpha(\omega) X_\omega d\omega
\] (93)

and the reservoir

\[
\left[ \left( \frac{\partial}{\partial t} + V \frac{\partial}{\partial x} \right)^2 + \omega^2 \right] X_\omega = -\alpha(\omega) \left( \frac{\partial}{\partial t} + V \frac{\partial}{\partial x} \right) A_z
\] (94)

where we have assumed the velocity of the medium is slow enough such that $\gamma \sim 1$. The general solution to (94) can be written as

\[
X_\omega(x,t) = -\alpha(\omega) \int_{-\infty}^{\infty} dx_0 \int_0^\infty d\tau G_R(x-x_0,\tau) \left( \frac{\partial}{\partial t} + V \frac{\partial}{\partial x_0} \right) A_z(x_0,t-\tau)
\]

\[
+ C_\omega(x-Vt)e^{-i\omega t} + C_\omega^*(x-Vt)e^{i\omega t}
\] (95)

where $G_R$ is the retarded Green function of equation (94),

\[
G_R(x-x_0,\tau) = \Theta(\tau) \frac{\sin(\omega\tau)}{\omega} \delta(x-x_0-V\tau).
\] (96)

As before, $G_R$ is the response of $X_\omega$ (which mimics the medium) to a sudden force applied at the time $\tau = 0$ at the point $x = x_0$. The argument of the delta function is such that the excitation of any current is carried along with the material, remaining at e.g. a single point, but moving with velocity $V$.

**Exercise:** Show that (96) satisfies

\[
\left[ \left( \frac{\partial}{\partial t} + V \frac{\partial}{\partial x} \right)^2 + \omega^2 \right] G_R(x-x_0,t-t_0) = \delta(t-t_0)\delta(x-x_0).
\]

Substituting the reservoir motion (95) into the wave equation for the electromagnetic vector potential (93) we obtain the equation for the field, allowing us to identify the susceptibility of the moving medium

\[
\left[ \frac{\partial^2}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] A_z = \frac{1}{c^2} \int_{-\infty}^{\infty} dx_0 \int_0^\infty d\tau \chi(x-x_0,\tau) \left( \frac{\partial}{\partial t} + V \frac{\partial}{\partial x_0} \right)^2 A_z(x_0,t-\tau),
\] (97)
where $C_\omega = 0$ and

$$\chi(x-x_0, \tau) = \frac{2}{\pi} \int_0^\infty d\omega \text{Im}[\varepsilon'(\omega)] \sin(\omega \tau) \delta(x-x_0 - V \tau). \quad (98)$$

Next to the susceptibility in (97) we have both spatial and temporal derivatives of the vector potential, which is because a moving material polarises in response to both electric and magnetic fields [2]. From this susceptibility we can identify the effective permittivity as we did in (25), which is now a function of both $\omega$ and $k$,

$$\varepsilon(k, \omega) = 1 + \int_{-\infty}^\infty dx \int_0^\infty d\tau \chi(x-x_0, \tau)e^{i\omega \tau} e^{-ik(x-x_0)}$$

$$= 1 + i \text{Im}[\varepsilon'(\omega - Vk)] + \frac{2}{\pi} \text{P} \int_0^\infty \frac{\Omega \text{Im}[\varepsilon'(\Omega)]}{\Omega^2 - (\omega - Vk)^2} d\Omega. \quad (99)$$

This is exactly the same as our earlier expression in a non–moving material (25) but with the frequency shifted from $\omega$ to $\omega - Vk$. Our Lagrangian thus describes the physical phenomenon where the dispersion of a moving material is Doppler shifted relative to the rest frame. Indeed, we shall find that the same terms in the Lagrangian that are responsible for this Doppler shift in frequency can be used to predict the force on a moving body! The next section will illustrate that in general the Doppler effect is inseparable from the physics of radiation pressure. Note that although we have concentrated our efforts on the case of constant velocity the above approach can be equally well applied to any arbitrary motion of the body, so long as it remains much less than $c$.

### B. Computing classical forces

Through making a slight modification to the theory of a uniformly moving medium, we can also describe electromagnetic forces. To do this we simply take the Lagrangian for a uniformly moving homogeneous medium [90, 92], generalise it to the case of an inhomogeneous medium $\alpha(\omega) \rightarrow \alpha(\omega, x - R(t))$ ($R$ is the centre of mass coordinate) and add the centre of mass kinetic energy

$$L = \frac{1}{2} MV^2 + \int dx [\mathcal{L}_F + \mathcal{L}_I + \mathcal{L}_R] \quad (100)$$

where in this one dimensional case, $M$ is the mass per unit cross–sectional area of the body. Varying the new Lagrangian with respect to $R$ and $V$ then gives us the equation of motion
FIG. 4. Applying the Lagrangian of macro–QED we find that the force on the centre of mass, \( M\dot{V} \), is the Lorentz force integrated over the volume of the body. This force can be re–written in terms of the difference in the electromagnetic stress, \( \sigma_{xx} \) on the two sides, \( \sigma_{xx}(b) - \sigma_{xx}(a) \), minus the rate of change of the electromagnetic momentum within the body. In section III C we show that the operator equivalent of the Lorentz force is the appropriate expression for the quantum mechanical case.

for the position of the body

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial V} \right) = \frac{\partial L}{\partial R}
\]

which, from our earlier Lagrangian density (92), yields an expression that initially looks quite complicated

\[
M\dot{V} + \frac{d}{dt} \int dx \int_0^\infty d\omega \left[ \frac{\partial X_\omega}{\partial x} \left( \frac{\partial X_\omega}{\partial t} + V \frac{\partial X_\omega}{\partial x} \right) - \frac{\partial A_z}{\partial x} \alpha(\omega, x - R)X_\omega \right]
\]

\[
= - \int dx \left( \frac{\partial A_z}{\partial t} + V \frac{\partial A_z}{\partial x} \right) \int_0^\infty \frac{\partial \alpha(\omega, x - R)}{\partial R} X_\omega d\omega. \quad (101)
\]

However, applying the equation of motion for the reservoir (94) and enforcing the boundary condition \( X_\omega = \Pi X_\omega = 0 \) at spatial infinity allows us to simplify this down to

\[
M\dot{V} = \int dx \frac{\partial A_z}{\partial x} \int_0^\infty d\omega \alpha(\omega, x - R) \left( \frac{\partial X_\omega}{\partial t} + V \frac{\partial X_\omega}{\partial x} \right)
\]

\[
= - \int dx j_z B_y. \quad (102)
\]
This is simply the total Lorentz force \([59]\)! The current density appearing in this expression for the force is

\[
j_z = \int_0^\infty \alpha(\omega, x - R) \left( \frac{\partial X_\omega}{\partial t} + V \frac{\partial X_\omega}{\partial x} \right)
\]

which is the rest frame current already identified in \((19)\), but written in the coordinate system where the medium is in motion (problem III B).

---

**Exercise:** Verify that \((102)\) follows from \((101)\).

**Exercise:** Using the fact that \(\rho = 0\) in this 1D case, show that the Lorentz transformation of the current \((19)\) from the rest frame to one where the material is in motion gives \((103)\) when \(\gamma \sim 1\).

**Hint:** The current transforms between frames as \(j'_z = \gamma(j_z - V\rho)\).

---

Recall that the velocity dependence occurs within the Lagrangian in both the coupling between field and reservoir, and in the dynamics of the reservoir itself. It is the latter of these that is the origin of the modified frequency dependence of the permittivity \((99)\). From this we can draw the conclusion that the force on a dielectric body is fundamentally linked to the Doppler effect.

1. **The stress tensor and the Poynting vector**

Using the equation for the vector potential \((93)\), we can replace the current \(j_z\) in \((102)\) with \(-\mu_0^{-1}[\partial_x^2 - c^{-2}\partial_t^2]A_z\), and the electromagnetic force on the material \((102)\) can then be re-written in terms of the fields alone,

\[
M \dot{V} = \frac{1}{\mu_0} \int dx \left( \frac{1}{c^2} \frac{\partial E_z}{\partial t} - \frac{\partial B_y}{\partial x} \right) B_y
\]

\[
= \int dx \frac{\partial T_{xx}}{\partial x} - \frac{1}{c^2} \frac{\partial}{\partial t} \int S_x dx,
\]

where the electromagnetic stress is identified as

\[
T_{xx} = -\frac{\varepsilon_0}{2} \left[ E_z^2 + c^2 B_y^2 \right],
\]

36
which is a single component of the three dimensional stress tensor $T$, and the electric and magnetic fields are defined as in (4). Meanwhile the $x$–component of the Poynting vector is

$$S_x = -\frac{1}{\mu_0} E_z B_y,$$

which represents the electromagnetic power per unit area flowing in the $x$ direction. The two integrands on the right hand side of (104) identically cancel in the region of space where there is no medium, as can be verified from the wave equation in the absence of a source. Therefore the integrals may be taken over the body alone, which in this case we assume to extend from $x = a$ to $b$ (as in figure 4) giving

$$M \dot{V} = T_{xx}(b) - T_{xx}(a) - \dot{P},$$

where

$$P = \frac{1}{c^2} \int_a^b S_x \, dx.$$ 

We can interpret the force given in (107) as the difference in radiation pressure on the two sides of the body minus the rate of change of the net electromagnetic momentum $P$ within the body [61]. After time averaging — which removes $P$ from the equation — this is the result one would obtain from the classical theory of radiation pressure [62], but here we have derived it from an action principle that is set up to self–consistently describe the effects of material dispersion and dissipation. Having constructed the Lagrangian of macro–QED, we got a theory of forces for free! There was no need to postulate a form for the stress tensor; this came automatically from our description of moving media. We can also quantise this theory, thus obtaining a quantum theory of radiation pressure that is not restricted to any particular state of the field or motion of the body, which is a distinct advantage of applying macro–QED to calculate quantum forces.
Exercise: Consider a wave incident onto a material occupying the space $0 < x < a$

\[
A_z = \frac{E_0}{2i\omega} \begin{cases} 
  e^{i\xi x} + re^{-i\xi x} & x < 0 \\
  te^{i\xi x}e^{-i\omega t} + c.c. & x > a
\end{cases}
\]

where $r$ and $t$ are the reflection and transmission coefficients of the interface. Show that for such a field the time average of the stress (105) is given by

\[
\langle T_{xx} \rangle = -\varepsilon_0 \frac{|E_0|^2}{2} \begin{cases} 
  1 + |r|^2 & x < 0 \\
  |t|^2 & x > a
\end{cases}
\]

and therefore that the force per unit area imparted by this field is proportional to $1 + |r|^2 - |t|^2$. Can you give an interpretation for this result?

C. Quantum theory of radiation pressure

To quantise this theory we take the same approach as in section II A and first construct the Hamiltonian.

1. Classical Hamiltonian

The canonical momenta of the field and the reservoir are modified by the motion of the medium

\[
\Pi_{A_z} = \frac{\partial L}{\partial \dot{A}_z} = \varepsilon_0 \frac{\partial A_z}{\partial t} - \int_0^\infty \alpha(\omega, x - R)X_\omega d\omega
\]

\[
\Pi_{X_\omega} = \frac{\partial L}{\partial \dot{X}_\omega} = \frac{\partial X_\omega}{\partial t} + V \frac{\partial X_\omega}{\partial x}
\]

and the momentum associated with the centre of mass is

\[
p = \frac{\partial L}{\partial \dot{V}} = MV + A,
\]

where

\[
A = \int dx \int_0^\infty d\omega \left[ \frac{\partial X_\omega}{\partial x} \Pi_{X_\omega} - \frac{\partial A_z}{\partial x} \alpha(\omega, x - R)X_\omega \right].
\]
Applying these expressions within the definition of the Hamiltonian, we find

\[ H = pV + \int dx \left( \Pi_{A_z} \dot{A}_z + \int_0^\infty d\omega \dot{X}_\omega \Pi_{X_\omega} \right) - L \]

\[ \frac{(p - A)^2}{2M} + \int \mathcal{H}_0 dx, \tag{110} \]

where \( \mathcal{H}_0 \) is given by the earlier expression for a stationary medium \( \text{(30)}. \)

Interestingly the above Hamiltonian \( \text{(110)} \) is of the same form as that of a charged particle in an electromagnetic field \( \text{[12]}, \) but it describes the centre of mass motion of a macroscopic body. In this respect the quantity \( A \) is analogous to the vector potential. For a charged particle the vector potential can be thought of as the momentum carried by the charge due to its interaction with the field \( \text{[25]}. \) Analogously \( A \) is the part of the momentum carried by the centre of mass due to its coupling to both field and material degrees of freedom. In the Hamiltonian formalism the motion of the medium is coupled to the field and the reservoir (the internal degrees of freedom of the material) through the quantity \( A. \) As an aside it is worth noting that the term in \( A \) that equals \( \partial_x A_x \alpha(\omega) X_\omega \) is the macroscopic version of the Röntgen interaction that occurs between a single moving electric dipole and a magnetic field \( \text{[26]}. \)

2. Hamiltonian operator

The Hamiltonian operator can be inferred from its classical counterpart \( \text{(110)} \) and takes the form

\[ \hat{H} = \frac{(\hat{p} - \hat{A})^2}{2M} + \hat{H}_0, \tag{111} \]

where

\[ \hat{A} = \int dx \int_0^\infty d\omega \left[ \frac{1}{2} \left( \hat{\Pi}_{X_\omega} \frac{\partial \hat{X}_\omega}{\partial x} + \frac{\partial \hat{X}_\omega}{\partial x} \hat{\Pi}_{X_\omega} \right) - \frac{\partial \hat{A}_z}{\partial x} \alpha(\omega, x - \hat{R}) \hat{X}_\omega \right] \tag{112} \]

and \( \hat{H}_0 \) is given by the expression for a stationary body \( \text{(31)}. \) The only difference in the form of \( \text{(111, 112)} \) compared to the classical case is that we have chosen a symmetric ordering of \( \hat{X}_\omega \) and \( \hat{\Pi}_{X_\omega} \) in \( \hat{A}. \) For completeness, we note that the commutation relation between the centre of mass \( \hat{R} \) and canonical momentum \( \hat{p} \) takes the usual value

\[ \left[ \hat{R}, \hat{p} \right] = i\hbar. \tag{113} \]
3. Operator equations of motion

It is now possible to apply the theory to the problem of quantum electromagnetic forces on objects. The motion of the centre of mass can be determined from the equations of motion for the centre of mass operator, \( \hat{R} \), the expectation value of which gives us the average position of the body.

The Hamiltonian gives us both the velocity of the centre of mass

\[
\frac{d\hat{R}}{dt} = \frac{i}{\hbar} \left[ \hat{H}, \hat{R} \right] = \frac{1}{M} \left( \hat{p} - \hat{A} \right)
\]

and the acceleration

\[
\frac{d^2\hat{R}}{dt^2} = \frac{i}{M\hbar} \left[ \hat{H}, \hat{p} - \hat{A} \right] = -\frac{1}{M} \int dx \int_0^\infty d\omega \frac{\partial \alpha(\omega, x - \hat{R})}{\partial \hat{R}} \frac{\partial \hat{A}_z}{\partial t} \hat{X}_\omega - \frac{i}{M\hbar} \left[ \hat{H}_0, \hat{A} \right].
\]

Evaluating the commutation relations and using the commutator identity \([\hat{A}, \hat{B}\hat{C}] = [\hat{A}, \hat{B}]\hat{C} + \hat{B}[\hat{A}, \hat{C}]\), the acceleration of the body can be written as

\[
\frac{d^2\hat{R}}{dt^2} = \frac{1}{M} \int dx \int_0^\infty d\omega \alpha(\omega, x - \hat{R}) \frac{\partial \hat{A}_z}{\partial x} \hat{X}_\omega
\]

which is the operator equivalent of the classical force (102), where

\[
\hat{j}_z = \int_0^\infty d\omega \alpha(\omega, x - \hat{R}) \hat{X}_\omega.
\]

This leads us to the conclusion that the force on the centre of mass of a moving body is determined by the Lorentz force operator. This agrees — for example — with the work of Loudon [27] on quantum mechanical radiation pressure which assumes that the force is given by the expectation value of the Lorentz force operator.

\[\text{a. Exercise: Fill in the steps between (115) and (116).}\]

As in the classical case discussed above, we can write the acceleration of the body entirely in terms of the field. Through applying the equation of motion for the vector potential
operator
\[
\frac{\partial^2 \hat{A}_z}{\partial x^2} - \frac{1}{c^2} \frac{\partial \hat{A}_z}{\partial t^2} = -\mu_0 \int_0^\infty \alpha(\omega, x - \hat{R}) \hat{\Pi}_{x\omega}^{(R)} \, dx
\]
we find an expression that is formally identical to the classical result,
\[
M \frac{d^2 \hat{R}}{dt^2} = \hat{T}_{xx}(b) - \hat{T}_{xx}(a) - \frac{\partial \hat{P}}{\partial t}
\]
(117)
where the energy momentum tensor operator is defined as
\[
\hat{T}_{xx} = -\frac{\varepsilon_0}{2} \left[ \hat{E}_z^2 + c^2 \hat{B}_y^2 \right]
\]
(118)
and the integrate Poynting vector operator as
\[
\hat{P} = \frac{1}{c^2} \int_a^b \hat{S}_x \, dx
\]
with the Poynting vector
\[
\hat{S}_x = -\frac{1}{2\mu_0} \left[ \hat{E}_z \hat{B}_y + \hat{B}_y \hat{E}_z \right].
\]
(119)
The force on the centre of mass of a body is thus equal to the expectation value of the operator equivalent of the classical radiation pressure \(104\). This result is true whatever the state of the system. Indeed, one could imagine small objects containing many atoms prepared such that the centre of mass behaves quantum mechanically, and the operator nature of \(\hat{R}\) becomes important \(63\).

D. The vacuum force

The above theory is now applied to the simplest case of interest: the force on a body initially localised at a point \(R = R_0\), with the field and medium in the ground state. The initial wave function of the total system is taken to be of the form,
\[
|\psi\rangle = \left( \frac{1}{\pi (\Delta x)^2} \right)^{1/4} e^{-\frac{1}{2\Delta x^2} (R - R_0)^2} |0_{R_0}\rangle,
\]
where it is assumed that the localisation of the centre of mass \(\Delta x\) is much smaller than any other length scale of interest (i.e. the relevant wavelengths of the field), and \(|0_{R_0}\rangle\) is defined as the state where \(\hat{C}_{\omega}(x, R_0)|0_{R_0}\rangle = 0\). The dependence of the creation and annihilation operators on \(R_0\) is necessary because the states of the whole system are different when the
body is at different positions. From the previous section the average value for the force on the body is the expectation value of (117),

\[ M \frac{d^2 \langle \hat{R}_0 \rangle}{dt^2} = \langle \psi | \left[ \hat{T}_{xx}(b) - \hat{T}_{xx}(a) - \frac{\partial P}{\partial t} \right] | \psi \rangle. \] (120)

Applying our earlier expressions for the field operators (40), the expectation value of the stress and the Poynting vector are found to be

\[ \langle \psi | \hat{T}_{xx} | \psi \rangle = -\frac{\varepsilon_0}{2} \lim_{x \to x'} \langle 0_{R_0} | \left[ \hat{E}_z(x) \hat{E}_z(x') + c^2 \hat{B}_y(x) \hat{B}_y(x') \right] | 0_{R_0} \rangle \]
\[ = -\frac{\hbar}{2\pi c^2} \lim_{x \to x'} \int_0^\infty d\omega \left\{ \omega^2 \text{Im}[g(x, x', \omega)] + c^2 \frac{\partial^2}{\partial x \partial x'} \text{Im}[g(x, x', \omega)] \right\} \] (121)

and

\[ \langle \psi | S_x | \psi \rangle = 0. \]

To obtain the second line of (121) we applied the Green function identity (51) and the same reasoning that led to the ground state correlation function (59), taking the limit \( x \to x' \) in the correlation function to obtain the field intensity. The expectation value for the force is given by the difference in the stress (121) on the two sides of the body, which is the one dimensional version of the Lifshitz theory [? ], used to compute quantum forces between stationary bodies, restricted to the case of material bodies separated by vacuum. We have derived this result from a quantum mechanical theory based on a Hamiltonian derived from a classical action, treating all variables as operators. In this calculation we have not included the other bodies in the Hamiltonian, but doing so does not change (121). The above result is formally valid for any system of bodies, and one need only use a Green function that satisfies (42) with \( \varepsilon(x, \omega) \) defining the configuration of the objects.

\[ a. \text{ Exercise: } \] Describe how the above calculation would differ if the centre of mass of the body was prepared in a quantum mechanical state. Explain why this is usually not important.
1. Renormalisation

One obvious — and very serious — problem with using the stress (121) to calculate the force is that as it stands it is meaningless. As we already discovered in section [I1A], these integrals over the Green functions diverge and therefore the expectation value for the stress (121) in the force is infinite! However we know that the force on the body cannot be infinite so the difference between the stress on the two sides of the body must be a finite number (if it isn’t then we are in serious trouble). To attempt to remove this infinite but spatially uniform contribution to the stress tensor, we subtract part of the Green function,

\[ g(x, x', \omega) \to g(x, x', \omega) - g_0(x - x', \omega) \equiv g^{(S)}(x, x', \omega), \quad (122) \]

a process we are referring to as renormalisation [1]. The function, \( g_0 \), is the Green function for a homogeneous medium with the permittivity \( \varepsilon \) at the point of interest, and \( g^{(S)} \) can be thought of as the ‘scattered’ part of the Green function. We need to be very careful when we do this, because we are changing the theory by hand — in general not a good idea! However, this modification does not change the end result for the force, because in the limit \( x \to x' \), \( g_0 \) does not depend on \( x \), and therefore (122) does not modify the expression for the radiation pressure, \( \langle \hat{\sigma}_{xx}(b) - \hat{\sigma}_{xx}(a) \rangle \). Although it seems in most cases that (122) yields a finite value for the force, at present there is reason to suspect that it can fail in some situations [64].

Note that here we have focussed on obtaining a quantum theory of radiation pressure, and (122) is merely a trick to extract the finite quantity of interest from the divergent stress. This formal trick is distinct from what is typically referred to as renormalisation in the quantum field theory literature, which is required when the quantity of interest turns out infinite. In that case the divergent contribution has to be absorbed into one or more of the physical constants [65].

E. A simple case of quantum friction

When the field and medium are in their ground state then, in addition to the attractive force between two separated objects, there exists a frictional force that serves — for planar media — to bring any relative lateral motion to zero. This phenomenon is known as quantum friction [66], and we shall now consider a simple instance of this effect within our one dimensional theory.
Suppose that the medium is at rest, and the field is initially in the zero particle state $|0\rangle$. Another system is coupled to it, which moves with a fixed velocity $V > 0$, and has an internal degree of freedom $\xi$ which is proportional to its dipole moment (e.g. this could be a moving atom). We imagine that the internal degree of freedom of this object is also in its ground state, and the coupling is switched on at $t = 0$.
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**FIG. 5.** A polarisable particle is dragged through a material (e.g. water) at velocity $V$. Even though both particle and field may initially be in their respective ground states, the motion of the particle leads to an emission of radiation in the same direction as the velocity, and the particle therefore experiences a frictional force $\dot{v}$.

To describe this situation we add a new term into the Hamiltonian

$$\hat{H}_I(t) = i\beta \Theta(t)(\hat{a} e^{-i\omega_0 t} - \hat{a}^\dagger e^{i\omega_0 t}) \frac{\partial \hat{A}_z(Vt,t)}{\partial t},$$

where $\beta$ is proportional to the particle’s polarisability, and $\hat{a}$ and $\hat{a}^\dagger$ are the raising and lowering operators associated with the internal degree of freedom $\xi$. Planck’s constant times the transition frequency $\omega_0$ is the energy required to excite the internal degree of freedom. This interaction Hamiltonian \[123\] is written above in the interaction picture \[67\], where the time dependence of all the operators is generated by the Hamiltonian without the interaction term. Adopting a perturbative approach, to first order in $\beta$ the state of the system after the interaction has been switched on is the ground state plus some superposition of excited states,

$$|\psi\rangle = |0\rangle|0\rangle_\xi + \int \frac{dk}{2\pi} \int_0^\infty d\omega c(k,\omega, t) \hat{C}_\omega^\dagger(k) \hat{a}^\dagger |0\rangle |0\rangle_\xi,$$

where $|0\rangle_\xi$ is the ground state of the oscillator, defined as that state which the lowering operator reduces to zero $\hat{a} |0\rangle_\xi = 0$. We have adopted a Fourier transformed representation
in which the $\hat{C}_\omega$ operators have been written as a function of $k$ rather than $x$ obeying

$$\left[ \hat{C}_\omega(k), \hat{C}^\dagger_{\omega'}(k') \right] = 2\pi \delta(k - k')\delta(\omega - \omega').$$

The vector potential operator (40) becomes

$$\hat{A}_z(x, t) = -i\mu_0 \int_0^\infty d\omega \sqrt{\frac{\hbar \omega}{2}} \alpha(\omega) \int \frac{dk}{2\pi} g(k, \omega) \hat{C}_\omega(k) e^{ikx} e^{-i\omega t} + \text{h.c.}$$

where $g(k, \omega)$ is the Fourier transform of (41)

$$g(k, \omega) = \frac{1}{k^2 - \omega^2 c^2 \varepsilon(\omega)}.$$

In this representation the excitation of the system is encoded in the expansion coefficient $c(k, \omega, t)$ which is given by the matrix element of the interaction Hamiltonian [68],

$$c(k, \omega, t) = -i \int_{-\infty}^t \langle 0|\xi\langle 0|\hat{C}_\omega(k)\hat{a}\hat{H}_I(t')|0\rangle|0\rangle_\xi dt' = -i\mu_0 \beta \sqrt{\frac{\omega}{2\hbar}} \alpha(\omega)(\omega - Vk)\Theta(t) \frac{e^{i(\omega_0 + \omega - Vk)t} - 1}{(\omega_0 + \omega - Vk)} g^*(k, \omega).$$

Already we can see that when $V \neq 0$, the transition amplitude, $c(k, \omega, t)$ is peaked around the point where the Doppler shifted frequencies of the reservoir equal minus the transition frequency of the particle $\omega_0 + \omega - Vk = 0$. This is the point where a positive frequency, $\omega > 0$, in the rest frame of the medium has been Doppler shifted to a negative value in the rest frame of the particle, $\omega - Vk < 0$. To put it another way, a positive energy excitation of the field and medium, $\hbar \omega$, appears as a negative energy excitation $\hbar(\omega - Vk)$ in the rest frame of the polarisable object, which represents energy available to excite the internal degree of freedom of the particle $\xi Q$. After a long time compared to the inverse of the transition frequency, the rate of this transition $\Gamma_{0\rightarrow 1}(k, \omega)$ is

$$\Gamma_{0\rightarrow 1} = \lim_{t \rightarrow \infty} \int_0^\infty d\omega \int_{-\infty}^\infty \frac{dk}{2\pi} \frac{|c(k, \omega, t)|^2}{t} \rightarrow \frac{2\mu_0^2 \omega_0^2 \beta}{\hbar} \int_{\omega_0/V}^\infty \frac{dk}{2\pi} \text{Im}[g(k, Vk - \omega_0)],$$

which is zero when $V = 0$. Note that to obtain (127) we used the following representation of the delta function

$$\delta(x) = \frac{1}{\pi} \lim_{\lambda \rightarrow \infty} \frac{\sin^2(\lambda x)}{\lambda x^2}.$$
The result (127) has the implication that when a polarisable particle moves through a medium with the field in its ground state, it can become excited. In some sense, what we think of as the vacuum state is not stable to relative motion: both the field and the object can finish in an excited state. The vacuum state of the field in the vicinity of a medium therefore abhors relative motion.

**Exercise:** Through examining the frequency of a field $\omega$ in two relatively moving frames derive the condition for $\omega$ to take different signs in these two frames. Can this occur in free space? Given the discussion given in this section, how might we interpret this sign change?

1. **Emission from the moving particle**

   During the process of exciting the dipole the field gains momentum, which can be inferred from the Poynting vector (120). The non-zero part of the integrated Poynting vector computed from (124) is

   $$
   \int \langle \psi | \hat{S}_z | \psi \rangle dx = -\frac{1}{2\mu_0} \int \frac{dk'}{2\pi} \int_0^\infty d\omega' \int \frac{dk}{2\pi} \int_0^\infty d\omega c(k, \omega, t) c^*(k', \omega', t) \times \int \langle 0 | \hat{C}_{\omega'}(k') \left[ \frac{\partial \hat{A}_z}{\partial x} \frac{\partial \hat{A}_z}{\partial t} + \frac{\partial \hat{A}_z}{\partial t} \frac{\partial \hat{A}_z}{\partial x} \right] \hat{C}^\dagger_{\omega}(k) | 0 \rangle dx
   $$

   (128)

   To make progress with this beastly object, we first work out the matrix element within the integrand, which is given by

   $$
   \int \langle 0 | \hat{C}_{\omega'}(k') \left[ \frac{\partial \hat{A}_z}{\partial x} \frac{\partial \hat{A}_z}{\partial t} + \frac{\partial \hat{A}_z}{\partial t} \frac{\partial \hat{A}_z}{\partial x} \right] \hat{C}^\dagger_{\omega}(k) | 0 \rangle dx
   $$

   $$
   = -2\pi \delta(k - k') \mu_0^2 \hbar k \mathcal{F}(\omega, \omega') g(k, \omega) g^*(k, \omega') e^{-i(\omega - \omega')t},
   $$

   (129)

   where we have defined the quantity

   $$
   \mathcal{F}(\omega, \omega') = \alpha(\omega)\alpha'(\omega')\sqrt{\omega\omega'}(\omega + \omega').
   $$

   Notice that the matrix element (129) is an odd function of $k$, and that the function $c(k, \omega, t)$ is independent of $k$ when $V = 0$. Therefore when $V = 0$ the total Poynting vector—which
involves an integral over all values of $k$—is zero, and the coupling of the field to the particle does not result in any net power flow in the field. For times $t \to \infty$, the integrated Poynting vector takes a simple form, which is similar to the transition rate of the particle (127):

$$\int \langle \psi | \hat{S}_x | \psi \rangle dx \sim 2\mu_0 \beta^2 \omega_0^2 \int_{\omega_0/V}^{\infty} \frac{dk}{2\pi} k(Vk - \omega_0) \Im[g(k, Vk - \omega_0)]^2$$

(130)

To obtain this result, the identity $\lim_{\lambda \to \infty} \left[ \exp(i\lambda x) - 1 \right]/x = i\pi \delta(x) - P(1/x)$ was applied, and the terms involving the principal value, which are integrals over oscillatory functions, were dropped as being relatively small. The quantity (130) is positive, meaning that radiation is emitted from the moving particle in the same direction as $V$. There is thus a force opposing the velocity of the particle, ultimately bringing it to rest. This is the force of quantum friction, and vanishes smoothly as $V \to 0$, when the lower limit of the integration in (130) tends to infinity.

**F. Moving bodies in 3D macroscopic QED**

The results in three dimensions are natural generalisations of the one dimensional formulae, and so the extension—although cumbersome—is really not fundamentally different from the above discussion. For the sake of brevity we therefore give the theory without giving an enormous amount of explanation.

In covariant form the earlier Lagrangian density (63 — 65) is

$$\mathcal{L}_F = -\frac{1}{4\mu_0} F_{\mu\nu} F^{\mu\nu}$$

(131)

$$\mathcal{L}_I = \frac{c}{2} F_{\mu\nu} P^{\mu\nu}$$

(132)

$$\mathcal{L}_R = \frac{1}{2} \int_0^\infty d\omega \left[ \left( V^\mu \frac{\partial \vec{X}_\omega}{\partial x^\mu} \right)^2 - \omega^2 \vec{X}_\omega^2 \right]$$

(133)

where the *electromagnetic field tensor* is defined as

$$F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \equiv \begin{pmatrix} 0 & E_x/c & E_y/c & E_z/c \\ -E_x/c & 0 & -B_z & B_y \\ -E_y/c & B_z & 0 & -B_x \\ -E_z/c & -B_y & B_x & 0 \end{pmatrix}$$
and the polarisation tensor as $^2$

$$P^{\mu\nu} = \gamma \begin{pmatrix}
0 & P_x/\gamma & P_y & P_z \\
-P_x/\gamma & 0 & VP_y & VP_z \\
-P_y & -VP_y & 0 & 0 \\
-P_z & -VP_z & 0 & 0
\end{pmatrix}.$$ 

In this case the velocity of the body is taken along the $x$–axis and rest frame polarisation is defined as

$$\vec{P} = \int_0^\infty d\omega \alpha(\omega, \vec{x} - \vec{R})\vec{X}_\omega.$$ 

Note that despite its covariant form, the Lagrangian is a function of the polarisation in the rest frame, and the quantity $\vec{X}_\omega$ remains a three dimensional vector. To this Lagrangian, $L_0 = \int dx [\mathcal{L}_F + \mathcal{L}_I + \mathcal{L}_R]$, we add the kinetic energy of the centre of mass,

$$L = \frac{1}{2}M\dot{\vec{V}}^2 + L_0, \quad (134)$$

and in the regime $\gamma \sim 1$ this expression forms the basis for the theory of radiation pressure.

1. Computing the force

From the Lagrangian (134) we can immediately calculate the electromagnetic force on a macroscopic body, varying the action with respect to $\vec{R}$ and $\vec{V}$

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\vec{V}}} \right) = \frac{\partial L}{\partial \vec{R}},$$

which gives

$$\frac{d}{dt} \left[ M\dot{\vec{V}} + \int d^3\vec{x} \int_0^\infty d\omega \left( \vec{\nabla} \otimes \vec{X}_\omega \right) : \left( \frac{\partial \vec{X}_\omega}{\partial t} + \dot{\vec{V}} \otimes \vec{X}_\omega \right) - \int d^3\vec{x} P \vec{P} \vec{\times} \vec{B} \right] = \frac{\partial}{\partial \vec{R}} \int d^3\vec{x} \dot{\vec{P}} \vec{\times} \left( \vec{E} + \vec{V} \vec{\times} \vec{B} \right). \quad (135)$$

This can be simplified through applying the equation of motion for the reservoir, $(\partial_t + \dot{\vec{V}} \cdot \vec{\nabla})^2 \vec{X}_\omega + \omega^2 \vec{X}_\omega = \alpha(\omega)[\vec{E} + \vec{V} \vec{\times} \vec{B}]$ (c.f. (94)), and after the application of a few vector identities we find the expression for the force (135) becomes

$$M\dot{\vec{V}} = \int d^3\vec{x} \left[ \rho\vec{E} + \vec{j} \vec{\times} \vec{B} \right], \quad (136)$$
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which is the total Lorentz force on the body, with charge density

$$\rho = -\nabla \cdot \vec{P}$$

and current density

$$\vec{j} = -V(\nabla \times \vec{P}) + \int_0^\infty \alpha(\omega, \vec{x} - \vec{R}) \left( \frac{\partial}{\partial t} + \vec{V} \cdot \nabla \right) \vec{X}_\omega.$$

To obtain this expression the reader might find the following formula useful:

$$(\nabla \otimes \vec{P}) \nabla \times \vec{B} = [(\vec{V} \times \vec{B}) \times \vec{\nabla}] \times \vec{P} + (\nabla \cdot \vec{P}) \vec{V} \times \vec{B}. $$

Applying the Maxwell equations $\nabla \cdot \vec{E} = \rho / \varepsilon_0$ and $\nabla \times \vec{B} = \mu_0 \vec{j} + c^{-2} \dot{\vec{E}}$ the force (136) can be re-written as

$$M \dot{\vec{V}} = \int d^3 \vec{x} \left[ \nabla \cdot \vec{T} - \frac{1}{c^2} \frac{\partial \vec{S}}{\partial t} \right]$$

where we have recovered the stress tensor,

$$\vec{T} = \varepsilon_0 \left[ \vec{E} \otimes \vec{E} + c^2 \vec{B} \otimes \vec{B} - \frac{1}{2} \vec{1} \left( \vec{E}^2 + c^2 \vec{B}^2 \right) \right],$$

and the Poynting vector,

$$\vec{S} = \frac{1}{\mu_0} \vec{E} \times \vec{B}.$$

As we have already established in the one-dimensional case, the time average of the equation of motion (137) reproduces the known result from the classical theory of radiation pressure: the average force is given by the integral of the stress tensor over the surface of the body. This comes as a natural consequence extending the Lagrangian of macroscopic QED to moving media.

2. Quantum theory

From (131–133) the canonical momenta of this system are

$$\Pi_{\vec{A}} = \varepsilon_0 \left( \vec{A} + \vec{\nabla} \phi \right) - \int_0^\infty d\omega \alpha(\omega, \vec{x} - \vec{R}) \vec{X}_\omega,$$

$$\Pi_{\vec{X}_\omega} = \frac{\partial \vec{X}_\omega}{\partial t} + (\vec{V} \cdot \nabla) \vec{X}_\omega$$

and

$$\vec{p} = \frac{\partial L}{\partial \dot{\vec{V}}} = M \dot{\vec{V}} + \vec{A},$$
where

\[ \vec{A} = \int d^3 \vec{x} \int_0^\infty d\omega \left[ (\vec{\nabla} \otimes \vec{X}_\omega) \cdot \vec{\Pi}_{X_\omega} - \alpha(\omega, \vec{x} - \vec{R}) \vec{X}_\omega \times \vec{B} \right], \tag{139} \]

a quantity which again plays the role of an effective vector potential for the motion of the centre of mass. In terms of these canonical variables the Hamiltonian is

\[ H = \vec{p} \vec{V} + \int d^3 \vec{x} \left[ \vec{A} \vec{\Pi}_{A} + \int_0^\infty d\omega \dot{\vec{X}}_\omega \vec{\Pi}_{X_\omega} \right] - L \]

\[ = \frac{(\vec{p} - \vec{A})^2}{2M} + H_0, \tag{140} \]

where the Lagrangian is given by (134), and \( H_0 \) equals the stationary result (72). In quantum mechanics the Hamiltonian takes the same form, which — as expected — is very similar to the one dimensional result (111).

\[ \hat{H} = \frac{(\hat{\vec{p}} - \hat{\vec{A}})^2}{2M} + \hat{H}_0, \tag{141} \]

where the operator \( \hat{\vec{A}} \) only formally differs from (139) because we must symmetrise the ordering of the operators

\[ \hat{\vec{A}} = \int d^3 \vec{x} \int_0^\infty d\omega \left\{ \frac{1}{2} \left[ (\vec{\nabla} \otimes \hat{\vec{X}}_\omega) \cdot \hat{\vec{\Pi}}_{X_\omega} + \hat{\vec{\Pi}}_{X_\omega} \cdot (\hat{\vec{X}}_\omega \otimes \vec{\nabla}) \right] \right\} - \alpha(\omega, \vec{x} - \hat{\vec{R}}) \hat{\vec{X}}_\omega \times \hat{\vec{B}}. \tag{142} \]

The Hamiltonian (141) describes the quantum mechanical motion of a polarisable body in the electromagnetic field. The quantity \( \hat{H}_0 \) is equal to the Hamiltonian for the field and medium for a body at rest (72), at a position determined by \( \hat{\vec{R}} \). The results for a stationary body can be reclaimed if we take the limit \( M \to \infty \).

3. Quantum forces

Our main concern is computing quantum vacuum forces, so the first thing is to determine the average acceleration of the centre of mass in response to a quantum state of the electromagnetic field. Both the time derivative of the centre of mass operator, \( \hat{\vec{R}} \), and its acceleration are given by expressions that are formally identical to the classical ones, with the velocity given by

\[ \frac{d\hat{\vec{R}}}{dt} = \frac{i}{\hbar} \left[ \hat{H}, \hat{\vec{R}} \right] = \left( \frac{\hat{\vec{p}} - \hat{\vec{A}}}{M} \right) \equiv \hat{\vec{V}}, \tag{143} \]
where we have applied $[\hat{\mathbf{r}}, \hat{p}] = i\hbar \mathbf{1}$. The acceleration is then equal to

$$
M \frac{d^2 \hat{\mathbf{r}}}{dt^2} = \frac{i}{\hbar} \left[ \hat{H}, \hat{\mathbf{p}} - \hat{\mathbf{A}} \right]
= \int d^3 \mathbf{x} \left[ \hat{\rho} \hat{\mathbf{E}} + \hat{\mathbf{j}} \times \hat{\mathbf{B}} \right],
$$

(144)

where the charge and current density operators are

$$
\hat{\rho} = -\hat{\nabla} \cdot \hat{\mathbf{P}}
$$

$$
\hat{\mathbf{j}} = \int_0^\infty \alpha(\omega, \mathbf{x} - \hat{\mathbf{r}}) \hat{\Pi}_{X\omega} + \frac{1}{2} \left( \hat{\nabla} \hat{\rho} + \hat{\rho} \hat{\nabla} \right).
$$

**Exercise:** Fill in the steps between the two lines of (144).

**Hint:** Don’t forget that in this vector case $\hat{p} - \hat{\mathbf{A}}$ does not commute with $(\hat{p} - \hat{\mathbf{A}})^2$.

The right hand side of the equation of motion (144) is formally the same as the classical formula (136), and as the field operators obey the classical Maxwell equations, we can also re-express this force in terms of the fields alone, finding the operator analogue of our classical expression (137)

$$
M \frac{d^2 \hat{\mathbf{r}}}{dt^2} = \int d^3 \mathbf{x} \left[ \hat{\nabla} \cdot \hat{\mathbf{T}} - \frac{1}{c^2} \frac{\partial \hat{S}}{\partial t} \right],
$$

where we have defined the stress tensor operator

$$
\hat{\mathbf{T}} = \varepsilon_0 \left[ \hat{\mathbf{E}} \otimes \hat{\mathbf{E}} + c^2 \hat{\mathbf{B}} \otimes \hat{\mathbf{B}} - \frac{1}{2} \mathbf{1} \left( \hat{\mathbf{E}}^2 + c^2 \hat{\mathbf{B}}^2 \right) \right]
$$

(145)

and the Poynting vector operator

$$
\hat{\mathbf{S}} = \frac{1}{2\mu_0} \left[ \hat{\mathbf{E}} \times \hat{\mathbf{B}} - \hat{\mathbf{B}} \times \hat{\mathbf{E}} \right].
$$

We have thus found, from first principles, that the centre of mass of a body obeys the operator equivalent of the classical theory of radiation pressure. For a stationary localised object at position $\mathbf{R}_0$ with the field and medium in the ground state — as we considered in section [III] — the average value of the force on a body is given by

$$
M \frac{d^2 \langle \hat{\mathbf{r}} \rangle}{dt^2} = \int_{\partial \mathbf{V}} d\mathbf{s} \langle 0_{\mathbf{R}_0} | \hat{\mathbf{T}} | 0_{\mathbf{R}_0} \rangle,
$$

(146)
where \( \partial V \) stands for the surface of the body, and

\[
\langle 0_{\hat{R}_0} | \hat{T} | 0_{\hat{R}_0} \rangle = \frac{\hbar}{\pi} \lim_{\vec{x}_1 \to \vec{x}_2} \int_0^\infty d\omega \left\{ \theta(\vec{x}_1, \vec{x}_2, \omega) - \frac{1}{2} \text{Tr} \left[ \theta(\vec{x}_1, \vec{x}_2, \omega) \right] \right\}
\]

(147)

with the rank two tensor \( \theta \) defined as

\[
\theta(\vec{x}_1, \vec{x}_2, \omega) = \frac{\omega^2}{c^2} \text{Im} \left[ G^{(S)}(\vec{x}_1, \vec{x}_2, \omega) \right] + \vec{\nabla}_1 \times \text{Im} \left[ G^{(S)}(\vec{x}_1, \vec{x}_2, \omega) \right] \times \vec{\nabla}_2.
\]

(148)

The superscript ‘\((S)\)’ implies the scattered part of the Green function, as discussed in section III D. To obtain this expression for the force we used the field operators given by (77), as well as the integral identity for Green functions given by (86). Equation (146) establishes that the ground state electromagnetic field imparts an acceleration to a body that, on average, is equal to the expression used in Lifshitz theory [1], in the case of a body surrounded by vacuum. We have recovered Lifshitz theory as a natural consequence of self-consistently applying macro-QED to moving media. But this only turns out to be a special case, and there is no restriction on what the state of the system is, besides the assumption that macroscopic electromagnetism is valid.

**G. Quantum friction between sliding plates**

To conclude the tutorial, we’ll apply the above theory to the phenomenon of quantum friction, which was already partially discussed in section III E. In our 1D treatment the friction phenomenon was inferred from the behaviour of a polarisable particle moving at a constant velocity through a medium. We now aim to show directly that when two separated bodies slide past one another, there is a force that serves to bring them to relative rest even for perfectly smooth bodies at zero temperature. As we shall see, this is a situation when the standard theory of Casimir forces cannot be applied. Indeed, there has been some controversy over the existence of this force that came from comparing results derived within the formalism of Lifshitz theory to results derived within a different framework [32, 37]. Using macro-QED we shall show that the usual fluctuation–dissipation theorem that underlies Lifshitz theory is not applicable to bodies in relative motion, and we find an extra term in the correlation function which turns out to be the source of the controversy. Using macro-QED we shall show that it is then possible to reclaim the expression for the frictional force given by J. B. Pendry [32].
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FIG. 6. Two planar materials are separated by a distance $a$ and slide relative to one another with velocity $\vec{V}$. The ground state field in the gap between the two bodies can be thought of as being generated by currents within each of them. The interaction between these currents serves to bring the relative motion to zero, a phenomenon known as quantum friction.

Consider two semi–infinite planar media separated by a distance $a$, with one of the bodies (say the one on the left) moving at a velocity $\vec{V}$ lying in the $y$–$z$ plane (see figure 6). We assume that the bodies are massive enough that the velocity operator can be replaced with the vector $\vec{V}$. We have already established in equation (80) that the current operator associated with excitations of electrical current in the stationary body is given by

$$\hat{\mathbf{j}}_R(x, t) = \frac{\partial \hat{P}_R(x, t)}{\partial t},$$

where

$$\hat{P}_{L,R}(x, t) = \int_0^\infty d\omega \int \frac{d^2 k}{(2\pi)^2} \sqrt{\frac{\hbar}{2\omega}} \alpha_{L,R}(\omega, x) \hat{C}_\omega(x, k) e^{i(k_{\parallel} \cdot x - \omega t)} + \text{h.c.},$$

and

$$\alpha_{L,R}(\omega, x) = \alpha(\omega) \begin{cases} \Theta(-x) & L \\ \Theta(x - a) & R. \end{cases}$$
Meanwhile the operator for current in the moving plate takes the form of a Lorentz transformation of the rest frame value

\[
\hat{j}_L(\vec{x}, t) = \frac{\partial \hat{P}_L(\vec{x} - \vec{V}t, t)}{\partial t} - \vec{\nabla} \times \left( \vec{V} \times \hat{P}_L(\vec{x} - \vec{V}t, t) \right)
\]

\approx \frac{\partial \hat{P}_L(\vec{x} - \vec{V}t, t)}{\partial t}, \tag{151}

an expression which is valid only to leading order and neglects all relativistic effects, barring the Doppler shift. In the final line we have neglected the curl of a quantity, which is an entirely transverse contribution to the current density. This is valid because in the end we shall take a low velocity limit where the plates are closely spaced. In such a limit only the longitudinal (non-retarded) components of the field are relevant.

\[a. \ \text{Exercise:} \ \text{Show that — for low velocities — the current transforms as (151).}\]

The total current in the system is given by the sum of these two contributions, \(\hat{j} = \hat{j}_L + \hat{j}_R\), and this is the source of the electric field

\[
\hat{E}(\vec{x}, t) = -\mu_0 \int d^3\vec{x}' \int_{-\infty}^{t} dt' G(\vec{x}, \vec{x}', t - t') \cdot \frac{\partial \hat{j}(\vec{x}', t')}{\partial t'} , \tag{152}
\]

where the Green function in the above formula is for the whole system and is written in the time rather than frequency domain. From this expression for the electric field operator (152), we can calculate the stress tensor \[69\] (145). The expression for the force (146) shows that only the off diagonal components of the stress tensor are relevant for the lateral (frictional) force, which is of interest here. To determine these off diagonal components we evaluate the electric field correlation function,

\[
\langle 0 | \hat{E}(\vec{x}, t) \hat{\otimes} \hat{E}(\vec{x}', t') | 0 \rangle = \mu_0^2 \int d^3\vec{x}_1 \int_{-\infty}^{t} dt_1 \int d^3\vec{x}_2 \int_{-\infty}^{t} dt_2 \times G(\vec{x}, \vec{x}_1, t - t_1) \cdot \frac{\partial \hat{j}(\vec{x}_1, t_1)}{\partial t_1} \otimes \frac{\partial \hat{j}(\vec{x}_2, t_2)}{\partial t_2} | 0 \rangle \cdot \hat{G}^T(\vec{x}', \vec{x}_2, t - t_2). \tag{153}
\]

The correlation in the electric field is thus determined by the ground state correlation in the electrical current within the two plates, which is modified by the relative motion. Using their representation in terms of the creation and annihilation operators (149–151) we find...
the vacuum correlation between the electrical currents is given by

\[ \langle 0 \left| \frac{\partial \hat{j}(x_1, t_1)}{\partial t_1} \otimes \frac{\partial \hat{j}(x_2, t_2)}{\partial t_2} \right| 0 \rangle = 1 \delta(x_1 - x_2) \int_0^\infty d\omega \int \frac{d^2 \vec{k}_\parallel}{(2\pi)^2} \frac{\hbar \varepsilon_0}{\pi} \text{Im}[\varepsilon(\omega)] e^{i\vec{k}_\parallel \cdot (x_1 - x_2)} \times \left\{ \Theta(x_1 - a)\omega^4 e^{-i\omega(t_1 - t_2)} + \Theta(-x_1)\omega^4 e^{-i\omega_+ (t_1 - t_2)} \right\} \] (154)

where \( \omega_\pm = \omega \pm \vec{V}_\parallel \vec{k}_\parallel \), and \( \vec{k}_\parallel \) is a wave-vector lying in the \( y-z \) plane. Inserting the electric current correlation function (154) into (153) gives us the electric field correlation function written without reference to the operators

\[ \langle 0 \left| \hat{E}(\vec{x}, t) \otimes \hat{E}(\vec{x}', t) \right| 0 \rangle = \frac{\hbar \mu_0}{\pi c^2} \int_0^\infty d\omega \int \frac{d^2 \vec{k}_\parallel}{(2\pi)^2} \text{Im}[\varepsilon(\omega)] e^{i\vec{k}_\parallel \cdot (\vec{x} - \vec{x}')}
\times \left\{ \omega^4 \int_0^\infty dx_1 G(x, x_1, \vec{k}_\parallel, \omega) \mathcal{G}^\dagger(x', x_1, \vec{k}_\parallel, \omega) + \omega_+^4 \int_{-\infty}^0 dx_1 G(x, x_1, \vec{k}_\parallel, \omega_+) \mathcal{G}^\dagger(x', x_1, \vec{k}_\parallel, \omega_+) \right\} \] (155)

where \( \mathcal{G}^\dagger = (G^T)^* \).

**Integral identities for the Green function:** To this order we are neglecting all effects of the motion except the Doppler shift within the dispersion of the medium. Therefore the differential equation satisfied by the Green function is

\[ \vec{\nabla} \cdot \vec{\nabla} \times \mathcal{G}(x, x', \vec{k}_\parallel, \omega) - \frac{\omega^2}{c^2} [\varepsilon(\omega)\Theta(-x) + \varepsilon(\omega)\Theta(x - a)] G(x, x', \vec{k}_\parallel, \omega) = 1 \delta(x - x'), \] (156)

where \( \vec{\nabla} = \vec{\varepsilon}_x \partial_x + i \vec{k}_\parallel \), and \( \omega_\pm = \omega \pm \vec{V}_\parallel \vec{k}_\parallel \). Meanwhile the Hermitian conjugate of the Green function obeys

\[ \vec{\nabla} \cdot \vec{\nabla} \times \mathcal{G}^\dagger(x', x, \vec{k}_\parallel, \omega) - \frac{\omega^2}{c^2} [\varepsilon^*(\omega)\Theta(-x) + \varepsilon^*(\omega)\Theta(x - a)] G^\dagger(x', x, \vec{k}_\parallel, \omega) = 1 \delta(x - x') \] (157)

Multiplying (157) on the left by the Green function, \( G(x', x'', \vec{k}_\parallel, \omega) \), integrating over \( x \), and then subtracting the Hermitian conjugate of the resulting expression with \( x' \) and \( x'' \) reversed, we obtain a generalisation of (86),

\[ \frac{G(x', x'', \vec{k}_\parallel, \omega) - G^\dagger(x'', x', \vec{k}_\parallel, \omega)}{2i} = \frac{\omega^2}{c^2} \left[ \text{Im}[\varepsilon(\omega)] \int_{-\infty}^0 dx G(x', x, \vec{k}_\parallel, \omega) \mathcal{G}^\dagger(x'', x, \vec{k}_\parallel, \omega) + \text{Im}[\varepsilon(\omega)] \int_{-\infty}^\infty dx G(x', x, \vec{k}_\parallel, \omega) \mathcal{G}^\dagger(x'', x, \vec{k}_\parallel, \omega) \right]. \] (158)
For integration over only the region $x < 0$ we have instead
\[
\frac{\omega^2}{c^2} \text{Im}[\varepsilon(\omega_-)] \int_{-\infty}^{0} \frac{dx}{G(x', x, k_{\parallel}, \omega)G^\dagger(x'', x, k_{\parallel}, \omega)} = \frac{G(x', x'', k_{\parallel}, \omega) - G^\dagger(x'', x', k_{\parallel}, \omega)}{2i} - \frac{1}{2i} \left[ G(x', 0, k_{\parallel}, \omega) \vec{e}_x \vec{\nabla} \times G^\dagger(x'', 0, k_{\parallel}, \omega) - \text{h.c.} \right].
\]

Applying (158) to (155), gives us the electric field correlation function, and after taking the limit, $\vec{x} \to \vec{x}'$, we obtain the electric contribution to the stress tensor
\[
\langle 0 | \hat{E}(\vec{x}, t) \hat{E}(\vec{x}, t) | 0 \rangle = \frac{\hbar \mu_0}{\pi} \int d^2k_\parallel \int_0^\infty d\omega \omega^2 \text{Im}[G^{(s)}(x, x, k_{\parallel}, \omega)] \\
- \int_{-\infty}^{0} dx_1 \int d^2k_\parallel (2\pi)^2 \int_0^\infty d\omega \vec{Q}(x, x_1, k_{\parallel}, \omega),
\]
where we have introduced symmetrised quantities, e.g. $\bar{G} = \frac{1}{2}[G + G^T]$, which makes explicit the independence of the right hand side from the order of the electric field operators. The quantity $Q$ within the correlation function (160) is given by
\[
Q(x, x_1, k_{\parallel}, \omega) = \frac{\hbar \mu_0}{\pi} \omega^4 c^2 \text{Im}[\varepsilon(\omega_-)]G(x, x_1, k_{\parallel}, \omega)\vec{e}_x \vec{\nabla} \times G^\dagger(x, x_1, k_{\parallel}, \omega).
\]
The result (160) is that which enters Lifshitz theory (148), plus an additional velocity dependent term equal to an integral over low frequency excitations within the moving plate. The new term $Q$ comes from an imbalance between the frequency spectrum of the electrical current in the stationary plate and the one in motion, which in turn is due to the Doppler effect. This is the origin of the friction between the plates. The imbalance of frequencies is similar to the effect discussed in section III E, where the Doppler effect causes a sign change of some of the frequencies between reference frames, which can slow a moving particle.

Integrating the term on the second line of (160) over the moving plate and applying the result (159) results in two terms,
\[
\int_{-\infty}^{0} dx_1 Q(x, x_1, k_{\parallel}, \omega) = \frac{\hbar \mu_0 \omega^2}{\pi} \int d^2k_\parallel \int_0^\infty d\omega \text{Im}[\varepsilon(\omega_-)] \frac{G(x, x, k_{\parallel}, \omega) - G^\dagger(x, x, k_{\parallel}, \omega)}{2i} \\
- \frac{\hbar \mu_0 \omega^2}{2\pi i} \left\{ G(x, 0, k_{\parallel}, \omega)\vec{e}_x \vec{\nabla} \times \left( \vec{\nabla} \times G^\dagger(x, 0, k_{\parallel}, \omega) \right) - \text{h.c.} \right\}
\]
where the curl in the second line is taken with respect to the second spatial coordinate. The term on the second line came from an integration by parts, and can be thought of as a flux of momentum leaving the moving plate (it takes the form of an electric field crossed with
a magnetic field, like the Poynting vector). This is the term responsible for the frictional force between the plates, which we now examine in detail, using the explicit form for the Green function.

The Green function between relatively moving plates: In empty space the Green function satisfies

$$\nabla \times \nabla \times G_0 - k_0^2 G_0 = 1 \delta^{(3)}(x - x')$$

When written in terms of $x$, $x'$, $\vec{k}_\parallel$ and $\omega$ this equals

$$G_0(x, x', \vec{k}_\parallel, \omega) = \left[ 1 - \frac{\vec{k}_\parallel \otimes \vec{k}_\parallel}{k_0^2} \right] \frac{ie^{i\sqrt{k_0^2 - k_0^2} |x - x'|}}{2\sqrt{k_0^2 - k_\parallel^2}}.$$

where $k_0 = \omega/c$ and

$$\vec{k}_\parallel = \text{sign}(x - x')\hat{e}_x \sqrt{k_0^2 - k_\parallel^2} + \vec{k}_\parallel,$$

which is simply the 1D Green function with a bit of dressing to take account of polarisation and angle of incidence. For realistic sliding velocities (on the order of metres per second), $Q$ is evaluated in a regime where $k_\parallel \gg k_0$ and the field exponentially dies away from the source. In this regime only the first few reflections (we consider two) of the field from the two plates contribute significantly to the Green function. Moreover when the permeability $\mu = 1$ the Fresnel reflection coefficient for $s$–polarised radiation is zero in this limit. Therefore the Green function can be approximated by

$$G(x, x', \vec{k}_\parallel, \omega) \sim G_0(x, x', \vec{k}_\parallel, \omega) + \frac{1}{2\kappa} \left[ \tilde{u} \otimes \tilde{u}^* r_p(\omega_-) e^{-\kappa(x + x')} + \tilde{u}^* \otimes \tilde{u} r_p(\omega)e^{-\kappa(2a - x - x')} 
+ \tilde{u}^* \otimes \tilde{u}^* r_p(\omega)r_p(\omega_-) e^{-\kappa(2a + x' + x)} + \tilde{u} \otimes \tilde{u} r_p(\omega)r_p(\omega_-) e^{-\kappa(2a + x' - x')} \right],$$

(163)

where $\kappa = \sqrt{k_\parallel^2 - k_0^2}$, $r_p(\omega)$ is the $p$–polarised reflection coefficient for a body at rest, and the $p$–polarised and $s$–polarised unit vectors are respectively given by

$$\tilde{u} = \frac{1}{k_0 k_\parallel} [k_0^2 \hat{e}_x - i\kappa \vec{k}_\parallel]$$

$$\tilde{v} = \frac{1}{k_\parallel} \vec{e}_x \times \vec{k}_\parallel,$$

(164)
The curl of the Hermitian conjugate of the Green function \( \mathbf{G} \) with respect to the second index is

\[
\vec{\nabla}' \times \mathbf{G}^\dagger(x, x', \vec{k}_\parallel, \omega) \sim \vec{\nabla}' \times \mathbf{G}_0(x, x', \vec{k}_\parallel, \omega) - \frac{ik_0}{2\kappa} \vec{\nabla}' \otimes \left[ \mathbf{u}^* r_p^*(\omega_-) e^{-\kappa(x-x')} + \mathbf{u} r_p^*(\omega) e^{-\kappa(2a-x-x')} + \bar{\mathbf{u}} r_p^*(\omega_-) e^{-\kappa(2a+x-x')} + \bar{\mathbf{u}}^* r_p^*(\omega) r_p^*(\omega_-) e^{-\kappa(2a+x-x')} \right].
\] (165)

Inserting expressions (163) and (165) for the Green function into the surface term in (162) we find

\[
\frac{1}{2i} \bar{e}_x \left[ \mathbf{G}(x, 0, \vec{k}_\parallel, \omega) \bar{\mathbf{e}}_x \times (\vec{\nabla} \times \mathbf{G}^\dagger(x, 0, \vec{k}_\parallel, \omega)) \right] \bar{e}_y = \frac{k_y e^{-2\kappa a}}{k_0^2} \text{Im}[r_p(\omega)] \text{Im}[r_p(\omega_-)]
\] (166)

where terms of order \( \exp(-4\kappa a) \) and smaller have been neglected and only the symmetric part of the tensor has been retained. The \( x-y \) component of the electric field correlation function (160) is

\[
\langle 0 | \hat{E}_x(\vec{x}, t) \hat{E}_y(\vec{x}, t) | 0 \rangle = \frac{\hbar \mu_0}{\pi} \int \frac{d^2 \vec{k}_\parallel}{(2\pi)^2} \int_{V_{k_y}}^\infty d\omega \omega^2 \text{Im}[\mathbf{G}_{xy}^{(s)}(x, x, \vec{k}_\parallel, \omega)] + \frac{\hbar \mu_0}{2\pi i} \int \frac{d^2 \vec{k}_\parallel}{(2\pi)^2} \int_0^{V_{k_y}} d\omega \omega^2 \bar{e}_x \cdot \left[ \mathbf{G}(x, 0, \vec{k}_\parallel, \omega) \bar{\mathbf{e}}_x \times \left( \vec{\nabla} \times \mathbf{G}^\dagger(x, 0, \vec{k}_\parallel, \omega) \right) \right] - \text{h.c.} \] \bar{e}_y, \quad (167)

where only the symmetric part of the tensor on the second line is included. In this ‘electrostatic’ regime the magnetic correlation function does not contribute to the stress. Furthermore it was shown in [37] that the first term on the right of (167) is zero, although we shall not prove this here. Therefore the frictional force is \( \varepsilon_0 \) times the second term in (167) which after we apply (166) is

\[
\langle 0 | \hat{T}_{xy} | 0 \rangle = \frac{\hbar}{\pi} \int \frac{d^2 \vec{k}_\parallel}{(2\pi)^2} \int_0^{V_{k_y}} d\omega k_y \text{Im}[r_p(\omega)] \text{Im}[r_p(\omega_-)] e^{-2k_\parallel a},
\] (168)

where we have taken the limit \( k_\parallel \gg k_0 \). The above off diagonal element of the stress tensor is the limiting expression found by Volokitin and Persson [33] and Pendry [36]. As we already mentioned, this limit is appropriate for low sliding velocities (relative to the speed of light), and we can see that the frictional force is determined by the imaginary parts of the reflection coefficients at low frequencies and large wave–vectors. The integral over \( \omega \) is such that \( \omega_- \leq 0 \) and therefore \( \text{Im}[r_p(\omega_-)] \leq 0 \) and the stress is negative. This means that
the force on the left hand body acts against its motion, and the force on the right hand body acts in the opposite direction; i.e. the relative motion of the bodies is being reduced. Roughly speaking, for materials with a large degree of dissipation this frictional force is large. The vacuum field close to a dissipative body can thus be thought of as being like a viscous fluid that inhibits motion parallel to the surface.

\[ r_p = \frac{\varepsilon(\omega)\sqrt{k_0^2 - k_\parallel^2} - \sqrt{\varepsilon(\omega)k_0^2 - k_\parallel^2}}{\varepsilon(\omega)\sqrt{k_0^2 + k_\parallel^2} + \sqrt{\varepsilon(\omega)k_0^2 - k_\parallel^2}} \]

approaches \((\varepsilon(\omega) - 1)/(\varepsilon(\omega) + 1)\) as \(k_\parallel/k_0 \to \infty\). Using this result show that in the same limit

\[ \text{Im}[r_p(\omega)] \to \frac{2\text{Im}[\varepsilon(\omega)]}{|\varepsilon(\omega) + 1|^2}. \]

For the simple case of a constant conductivity \(\sigma\) the permittivity is \(\varepsilon(\omega) = \varepsilon_b + i\sigma/\omega\varepsilon_0\) (\(\varepsilon_b\) assumed constant). For this case show that the stress tensor (168) is given by

\[ \langle 0 | \hat{T}_{xy} | 0 \rangle = \frac{4\sigma^2 \hbar}{\pi \varepsilon_0^2} \int \frac{d^2k_\parallel}{(2\pi)^2} \int_0^{V_k}\!dk_y \omega \omega_- |i\sigma/\varepsilon_0 + (1 + \varepsilon_b)\omega|^2 |i\sigma/\varepsilon_0 + (1 + \varepsilon_b)\omega_-|^2 e^{-2k_\parallel a}. \]

Using your favourite software or programming language numerically evaluate this integral as a function of \(V\) and \(a\) and plot the results.

We complete this tutorial having developed the theory of quantum friction and quantum forces, all selfconsistently within the formalism of macroscopic QED. This formalism is a very general way of treating the quantum mechanics of macroscopic bodies and the electromagnetic field and may be applied to any problem in Casimir physics. Not only does this justify the formulae of Lifshitz theory on the basis of a complete quantum mechanical theory, but it opens up the possibility of exploring new effects that might arise, for example, when the centre of mass of a macroscopic body is prepared in a quantum mechanical state.

IV. PROBLEMS

\[ \text{Problem:} \] Taking the Hamiltonian (141) show that in the limit of a very massive body in uniform motion it becomes
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\[ H = -\vec{V} \cdot \int d^3\vec{x} \int_0^\infty d\omega \left[ (\vec{\nabla} \otimes \vec{X}_\omega) \vec{\Pi}_{\vec{X}_\omega} - \alpha(\omega, \vec{x} - \vec{R}) \vec{X}_\omega \times \vec{B} \right] + H_0 + \text{const.} \]  (169)

where \( \vec{V} = \vec{p}/M \). Show that if the constant is neglected then this Hamiltonian can have an arbitrarily low energy (which could become negative), while the original Hamiltonian (141) is always positive. What is the resolution of this apparent contradiction?

**Problem:** Find the equations of motion for the electromagnetic field and the reservoir from the Hamiltonian (169), and find expressions for the electromagnetic field in terms of the \( \vec{C}_\omega(k_x, y, z) \) and \( \vec{C}^{\dagger}_\omega(k_x, y, z) \) of the reservoir. Assume that the medium is homogeneous and moves along the \( x \)-axis.

**Problem:** Extend the solutions of the above problem to the quantum case and show that a suitable Hamiltonian to describe the evolution of the operators is

\[
\hat{H} = \int \frac{dk_x}{2\pi} \int_0^\infty d\omega h(\omega + V k_x) \hat{C}^{\dagger}_\omega(k_x, y, z) \hat{C}_\omega(k_x, y, z).
\]

What are the eigenvalues of this Hamiltonian and how do they differ from the \( V = 0 \) case?

**Problem:** Consider a detector coupled to the electromagnetic field with a Hamiltonian

\[
\hat{H}_D = \hbar \omega_0 \left[ \hat{a}^{\dagger} \hat{a} + \frac{1}{2} \right]
\]

and an interaction

\[
\hat{H}_I = i\beta \left[ \hat{a} - \hat{a}^{\dagger} \right] \vec{e} \vec{E}(\vec{x}_0, t),
\]

where \( \beta \) is a constant determining the strength of the interaction, and \( \vec{e} \) is a unit vector determining its orientation. Suppose that the detector is initially in the first excited state and find an expression (valid to first order in perturbation theory) for the transition rate into the ground state in terms of the electric field operator. Using the expression for the electric field operator given in the text evaluate this in terms of the Green function.

**Problem:** Find an expression for the electromagnetic Green function in a region of space outside of a dielectric half space \( (x > 0) \) characterised by reflection coefficients \( r_{\lambda}(\omega, \vec{k}) \) for the two polarisations \( \lambda = 1, 2 \). Use the result of problem (IV) to find the transition rate of
the detector as a function of the distance from the surface.

*Hint:* Start from the free space Green function, decompose it into a sum of freely propagating waves, and add in the reflected waves necessary to fulfil the boundary conditions.

*Problem:* Find an expression for the electromagnetic Green function in a region of space outside of a dielectric cylinder of radius $R$ characterised by some $\varepsilon(\omega)$. Use the result of problem (IV) to find the transition rate of the detector as a function of the distance from the cylinder.
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