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Abstract

This paper revisits a recently developed methodology based on the matrix Lambert W function for the stability analysis of linear time invariant, time delay systems. By studying a particular, yet common, second order system, we show that in general there is no one to one correspondence between the branches of the matrix Lambert W function and the characteristic roots of the system. Furthermore, it is shown that under mild conditions only two branches suffice to find the complete spectrum of the system, and that the principal branch can be used to find several roots, and not the dominant root only, as stated in previous works. The results are first presented analytically, and then verified by numerical experiments.
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1 Introduction

In this paper we consider Linear Time Invariant-Time Delay Systems (LTI-TDS), represented by Delay-Differential Equations (DDES) of the form:

\[ \dot{x}(t) = Ax(t) + Bx(t - \tau) \] (1)

The stability analysis and control synthesis of this class of systems is a wide open area of research. The difficulty of this problem arises from the fact that the delay makes this class of systems infinite dimensional. A nice review of the recent results and challenges in this area can be found in [17]. Several avenues have been followed by different researchers to find solutions to the stability and control questions. Some works study the absolute stability regions with respect to the time delay [15, 18], and lead to control strategies that use the time delay as a stabilizing tool [14]. Other researchers focus on the numerical computation of the characteristic roots of the system. These works include approaches based on the discretization of the solution operator [3, 5, 8] or its infinitesimal generator [4, 22], and methods based on root finding of the characteristic equation [19]. From here methods have been proposed to optimize the location of the dominant roots to guarantee a certain performance [12, 13]. Finally, a Krylov method for computing characteristic roots of large-scale problems has been proposed in [11].

In the past decade a framework for analyzing DDDEs based on the Lambert W function has been developed [1, 23, 28]. It expands the earlier work [21]. The main idea of the methodology is to express the solution of a DDE as the sum of a series of infinitely many exponential functions. The characteristic roots of the system are found analytically in terms of the Lambert W function. While the problem remains infinite dimensional, a one-to-one correspondence between the characteristic roots of the system and the branches of this multi-valued function is assumed. The stability question is then solved by earmarking the dominant characteristic roots of the system with the branches of the Lambert W function corresponding to \( k = 0, \pm 1, \ldots, \pm m \), where \( m \) is the nullity of the matrix \( B \) in (1). Therefore, only a few branches have to be considered to determine whether a solution is stable or not. Furthermore, the existence of an ex-
licit solution expressed in terms of a power series, allows analyzing structural properties like observability and controllability for systems of DDES [25], the development of pole placement techniques for control synthesis [26, 27, 29, 32] and other applications like the estimation of decay rates [7] and spectrum design [20].

The basic foundation of his methodology, i.e., the assumption that the principal branch of the Lambert W function defines the stability of the system, is well established for first order systems [1, 16]. For higher order systems, however, this result has not been extended with the same rigor, and is rather based upon observations [30, 31].

In this paper, we show that the main assumption does not hold in general. By studying particular second order delay systems, with a structure that is very common in applications, we show that the full spectrum of a LTI-TDS of this class can be found using only two branches of the Lambert W function, i.e., there is no one-to-one correspondence between the characteristic roots and the branches of the Lambert W function. This is due to the fact that an important nonlinear equation in the approach does not have a unique solution. Furthermore, we show that the principal branch can be used to find not only the dominant root of the system, but some other roots too.

The organization of the paper is as follows. In section 2 we present the Lambert W function and its matrix version, required to work with higher order systems. Section 3 reviews the methodology to solve DDES using the Lambert W function, both in the scalar and vector cases. Section 4 presents the analysis of a second order system and contains the main results. This analysis is illustrated by numerical examples in Section 5. Section 6 presents conclusions of the study are given in section 7.

In the remainder of the paper, scalar quantities are denoted by italic symbols ($a$, $b$, $\lambda$) whereas vectors and matrices are represented by bold face lowercase ($\mathbf{x}$) and uppercase ($\mathbf{A}$, $\mathbf{B}$) letters, respectively. The notation $e^b$ is used to represent the exponential function of a scalar and $\exp(\mathbf{A})$ represents a matrix exponential function. In a similar way, $W_k(z)$ represents the $k$-th branch of the Lambert W function of a scalar number, and $\mathbf{W}_k(\mathbf{A})$ is the matrix Lambert W function.

2 The Lambert W Function

The Lambert W function is a function $W(z)$, $\mathbb{C} \mapsto \mathbb{C}$, defined as the solution to the equation

$$W(z)e^{W(z)} = z \quad (2)$$

Every matrix defined by (4), for $k = 0, \pm 1, \pm 2 \ldots$, is

$$\mathbf{W}_k(\mathbf{H}) = \mathbf{Z} \text{diag}(W_k(J_1(\lambda_1)), W_k(J_2(\lambda_2)), \ldots, W_k(J_p(\lambda_p))) \mathbf{Z}^{-1}. \quad (4)$$
one particular solution to the matrix equation
\[ W_k(H) \exp(W_k(H)) = H. \tag{5} \]

The above, standard definition implies that the same branch of the Lambert W function is used in each Jordan block. This is not necessary to have a solution of (5). Since \( W_0(0) = 0 \) and \( W_k(0) = \infty \) for \( k \neq 0 \), we deviate from the standard definition to avoid the infinite value. This special case, called the hybrid branch case, is defined in [23, 28]. More precisely, there \( W_k(H) \) uses the actual value of \( k \) for those Jordan blocks with \( \lambda \neq 0 \) and \( k = 0 \) for those blocks in which \( \lambda = 0 \). This definition is used in the remainder of the paper.

In a similar way, it is assumed that \( e^{-1} \) is not eigenvalue of \( H \) corresponding to a Jordan block of dimension higher than 1 when the principal branch is being computed. This is required to overcome the difficulty represented by the fact that \( W_0(e^{-1}) \) is not defined. This limitation reduces the elegance of the definition of the matrix Lambert W function, but does not affect its usage [10].

3 Solution of Delay-Differential Equations using the Lambert W Function

3.1 Scalar Case

For a scalar, homogeneous DDE,
\[ \dot{x}(t) = ax(t) + b(t - \tau), \tag{6} \]
the characteristic equation is
\[ s - a - be^{-s\tau} = 0. \tag{7} \]
The solution to (7) can be expressed in terms of the Lambert W function following simple steps [1, 6, 23, 28]. This solution has the form
\[ s_k = \frac{1}{\tau} W_k(\tau be^{-s\tau}) + a, \tag{8} \]
where \( k = 0, \pm 1, \pm 2, \ldots \) indicates the branch of the Lambert W function to be used. Each one of the infinitely many roots of (7) corresponds to one of the branches of this function.

It has been proven [16] that among all solutions in (8), the one that corresponds to the principal branch, \( k = 0 \), always has the largest real part and, therefore, introduces the dominant mode to the solution of the equation. To study the stability of the solution to a one dimensional DDE as (6), it is necessary and sufficient to find only the solution of (7) in (8) corresponding to \( k = 0 \).

3.2 Higher Order case

Consider now a higher order DDE described by:
\[ \dot{x}(t) = Ax(t) + Bx(t - \tau) \tag{9} \]
with \( x(t) \in \mathbb{R}^n, A, B \in \mathbb{R}^{n \times n} \) and \( \tau > 0 \).

The following steps, introduced in [1] and extended in [23, 28, 30, 31], aim at computing characteristic roots using the matrix Lambert W function. The proposed method is based on finding a solution of the equation
\[ S - A - B\exp(-S\tau) = 0, \tag{10} \]
where \( S \in \mathbb{C}^{n \times n} \). A matrix \( Q \in \mathbb{C}^{n \times n} \) is introduced, such that
\[ \tau(S - A)\exp((S - A)\tau) = \tau BQ \tag{11} \]
is satisfied. Let us define \( M := \tau BQ \). Then, from (11) and (5),
\[ S_k = \frac{1}{\tau} W_k(M) + A, \tag{12} \]
with \( k \in \mathbb{Z} \), is a solution of (11). By substituting (12) into (10) the following expression is obtained,
\[ W_k(M)\exp(W_k(M) + A\tau) - \tau B = 0. \tag{13} \]
Therefore, the steps to compute characteristic roots are given by the following algorithm [23, 28].

Algorithm 1 Repeat for \( k = 0, \pm 1, \pm 2, \ldots \):

1. Solve the nonlinear equation
   \[ W_k(M_k)\exp(W_k(M_k) + A\tau) - \tau B = 0, \tag{14} \]
   for \( M_k = \tau BQk \).
2. Compute \( S_k \) corresponding to \( M_k \) as
   \[ S_k = \frac{1}{\tau} W_k(M_k) + A. \tag{15} \]
3. Compute the eigenvalues of \( S_k \).

For system (9) to be stable, all characteristic roots must have negative real parts. Calculating the solution for all the branches is not possible. To work around this difficulty, the proposers of this methodology assume that for any branch \( k \) of the matrix Lambert W function, there is a unique solution \( M_k \) to (14) and a corresponding \( S_k \) matrix. This assumption, based on observations from many examples, leads to a stronger conjecture: when the rank of \( B \) in (1) is at least \( n - 1 \), i.e., \( B \) does not have a repeated zero eigenvalue, the characteristic roots with largest real part correspond to the \( S_0 \) matrix,
found using the principal branch of the matrix Lambert W function in Algorithm 1. This conjecture is formally stated in [23] and it is the basis for several derivative works [7, 20, 24, 26, 27, 29, 32].

In the following section, we show that this conjecture does not hold in general. By studying a particular, yet very common, control system, we can show that (14) may have multiple solutions and there is no one to one correspondence between the branches of the matrix Lambert W function and the characteristic roots of the system. Furthermore, we show that in particular cases it is possible to find all characteristic roots using only two branches, those corresponding to \( k = 0 \) and \( k = -1 \). This contradicts the conjecture regarding stability.

### 4 A Common Special Case in Second Order Systems

We consider a single input, second order system under time delayed state feedback. This type of control system is ubiquitous in applications. Without loss of generality, we assume that the system matrix is in companion form. This system is represented by (9) with the following \( A \) and \( B \) matrices:

\[
A = \begin{bmatrix} 0 & 1 \\ a_{21} & a_{22} \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ b_{21} & b_{22} \end{bmatrix}. \tag{16}
\]

Since \( B \) in (16) has nullity 1, the current theory predicts that the solutions to (14) corresponding to \( k = 0 \) and \( k = \pm 1 \) generate only its dominant roots.

From the structure of \( B \), we can see that \( M_k = \tau B Q_k \), for any given \( Q_k \), has the form:

\[
M_k = \begin{bmatrix} 0 & 0 \\ m_{21} & m_{22} \end{bmatrix}. \tag{17}
\]

Applying the definition of the matrix Lambert W function, using the hybrid branch case because \( M_k \) has one eigenvalue equal to zero, we get for \( m_{22} \neq 0 \):

\[
W_k(M_k) = \begin{bmatrix} 0 & 0 \\ m_{22} W_k(m_{22}) & W_k(m_{22}) \end{bmatrix}, \tag{18}
\]

and from here we obtain

\[
S_k = \frac{1}{\tau} W_k(M_k) + A = \begin{bmatrix} 0 & 1 \\ m_{22} W_k(m_{22}) + a_{21} \frac{1}{\tau} W_k(m_{22}) + a_{22} \end{bmatrix}. \tag{19}
\]

In case \( m_{22} = 0 \), \( m_{21} \neq 0 \), a simple computation yields

\[
S_k = \begin{bmatrix} 0 & 1 \\ m_{21} + a_{21} a_{22} \end{bmatrix}, \tag{20}
\]

where we used \( W_k'(0) = 1 \). We are now ready to state the main results of the paper.

**Proposition 1** Let \( A \) and \( B \) be given by (16). Let \( \{\lambda, \bar{\lambda}\} \) be any pair of complex conjugate characteristic roots of the system defined by (16). Assume their multiplicity is one. Then for either \( k = 0 \) or \( k = -1 \) there exists a real solution of (14), such that, if this solution and corresponding value of \( k \) are selected in the first step of Algorithm 1, the characteristic roots \( \lambda \) and \( \bar{\lambda} \) are found in the last step of the algorithm.

**Proof.** The key idea is to perform the steps of Algorithm 1 in reverse order, in the course of which \( k \) is selected.

From the pair \( (\lambda, \bar{\lambda}) \) we first construct a real matrix \( S_k \), of which they are the eigenvalues, namely

\[
S_k = \begin{bmatrix} 0 & 1 \\ -|\lambda|^2 & 2\Re(\lambda) \end{bmatrix}. \tag{21}
\]

Subsequently, we construct \( M_k \) from (21), where we make distinction between two cases.

**Case 1:** \( 2\Re(\lambda) \neq a_{22} \). Comparing (19) and (21), we can take \( M_k \) of the form (17), where \( m_{21} \in \mathbb{R} \) and \( m_{22} \in \mathbb{R} \) are chosen such that the following equations are satisfied:

\[
W_k(m_{22}) = \tau \left( 2\Re(\lambda) - a_{22} \right), \tag{22}
\]

\[
m_{21} = -\frac{m_{22} \left(|\lambda|^2 + a_{21}\right)}{2\Re(\lambda) - a_{22}}. \tag{23}
\]

Such a choice is always possible for either \( k = 0 \) or \( k = -1 \), which then fix \( k \). Equation (22) namely implies that \( W_k(m_{22}) \) must be a real number. As mentioned earlier, the definition of the branch cuts of the Lambert W function makes this function to have two real branches: \( k = 0 \), the principal branch, and \( k = -1 \), and the union of the ranges of \( W_0 \) and \( W_{-1} \) for real valued arguments includes \( \mathbb{R} \), see Figure 1. Furthermore, in the case considered, \( m_{22} \) computed from (22) is different from zero, justifying the use of (19).

**Case 2:** \( 2\Re(\lambda) = a_{22} \). We can freely choose \( k \in \{0, -1\} \) and take

\[
M_k = \begin{bmatrix} 0 & 0 \\ -\tau(a_{21} + |\lambda|^2) & 0 \end{bmatrix}. \tag{24}
\]
Finally, it remains to show that the constructed pair \((k, M_k)\) is a solution of (14). Let \(v\), respectively \(\bar{v}\), be the eigenvector corresponding to \(\lambda\), respectively \(\bar{\lambda}\). If the characteristic root \(\lambda\) is simple, then the pair \((V, \Lambda)\) is an invariant pair of (9), where

\[
V = [v \; \bar{v}], \quad \Lambda = \text{diag}(\lambda, \bar{\lambda}).
\]  
(25)

As a consequence it satisfies

\[
VA - A - BV \exp(-\Lambda) = 0,
\]
(26)

see [2]. The eigenvalue decomposition of \(S_k\) in (21) takes the form

\[
S_k = VAV^{-1},
\]
(27)

from which we have

\[
\exp(-S_k) = V \exp(-\Lambda)V^{-1}.
\]
(28)

It follows that

\[
 VA = S_k V, \quad V \exp(-\Lambda) = \exp(-S_k)V.
\]
(29)

Substituting the latter in (26) yields, as \(V\) is invertible,

\[
 S_k - A - B \exp(-S_k) = 0.
\]
(30)

Finally, replacing \(S_k\) by

\[
 \frac{1}{\tau} W_k (M_k) + A
\]
(31)

results in (14). \(\square\)

**Proposition 2** Let \(A\) and \(B\) be given by (16). Let \(\lambda_1 \neq \lambda_2\) be two real, simple characteristic roots of the system defined by (16). Then for either \(k = 0\) or \(k = -1\) there exists a real solution of (14), such that, if this solution and corresponding value of \(k\) are selected in the first step of Algorithm 1, the characteristic roots \(\lambda_1\) and \(\lambda_2\) are found in the last step of the algorithm.

**Proof.** The proof is completely analogous to the proof of Proposition 1. The differences are that we start by defining

\[
 S_k = \begin{bmatrix} 0 & 1 \\ -\lambda_1 \lambda_2 & \lambda_1 + \lambda_2 \end{bmatrix},
\]
(32)

and that the two cases to be considered are \(\lambda_1 + \lambda_2 = a_{22}\) and \(\lambda_1 + \lambda_2 \neq a_{22}\). \(\square\)

From Propositions 1-2 the following Corollary can be derived.

**Corollary 1** Let \(A\) and \(B\) be given by (16). If all characteristic roots of (16) are simple and if the number of real characteristic roots is different from one, then all characteristic roots can be found using only two branches of the matrix Lambert \(W\) function in Algorithm 1, namely \(k = 0\) and \(k = -1\). Moreover, one can restrict to the real solutions of (14).

**Remark** The previous analysis shows that, with proper initial conditions, all the characteristic roots of system (16) can be found using the branches corresponding to \(k = 0\) and \(k = -1\). However, higher branch numbers can be used to find different pairs of roots following the same reverse engineering approach, without any particular structure. This is demonstrated in the following section.

5 Numerical Examples

We consider a system defined by matrices:

\[
 A = \begin{bmatrix} 0 & 1 \\ -5 & -1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ -3 & -0.6 \end{bmatrix},
\]
(33)

with a value \(\tau = 5\) for the time delay.

When the \textit{LambertDDE} toolbox [24] was used to calculate the characteristic roots of the system, the software was not able to find a solution of (14) for any value of \(k\) with the default settings. For the numerical solution, the toolbox uses the matrix \(\exp(-A\tau)\) as an initial estimation of \(Q_k\). In this case, that value turns out not to be in the region of attraction of a solution of (14).

In order to obtain an \textit{a posteriori} guess for \(Q_k\), we reverse-engineered the solution, as in the proof of Proposition 1. First, we use the QPmR algorithm [19] to find the characteristic roots of the system in a region close to the origin of the complex plane. The roots found are shown in Figure 2.

The dominant roots of the system are \(\lambda = 0.0377 \pm j1.7911\). Corresponding to these roots, we create the following \(S\) matrix:

\[
 S = \begin{bmatrix} 0 & 1 \\ -3.2096 & 0.0753 \end{bmatrix}
\]
(34)

From (19), we have that

\[
 W_k (M) = \tau (S - A) = \begin{bmatrix} 0 & 0 \\ 8.9521 & 5.3766 \end{bmatrix}.
\]
(35)

This shows that \(W(m_{22}) \in [-1, \infty)\), which is the range of the principal branch of the Lambert \(W\) function. There is, therefore, a matrix \(M\) for which (35) is
Fig. 2. Characteristic roots of the system under study. The roots represented as blue squares can be found using the toolbox for DDE, whereas those in black circles are found using the branch corresponding to \( k = -1 \).

satisfied for \( k = 0 \), and that matrix is

\[
M_0 = \begin{bmatrix} 0 & 0 \\ 1.9361 & 1.1628 \end{bmatrix} \times 10^3, \tag{36}\]

Since \( B \) and \( M \) are singular, there are an infinite number of \( Q_0 \) matrices that satisfy \( M_0 = \tau BQ_0 \), for (36). One of such matrices is

\[
Q_0 = \begin{bmatrix} 1 & 1 \\ -650.3812 & -392.6121 \end{bmatrix}. \tag{37}\]

When this \( Q_0 \) is used as starting value in the Lambert-DDE toolbox for \( k = 0 \), the numerical solution of (14), corresponding to the dominant roots, is found at the first iteration, as expected. Furthermore, if the matrix is slightly perturbed, the method still converges to the same solution after a few iterations.

Now, let us consider a non-dominant pair of roots: \( \lambda = -0.4113 \pm j6.4803 \). Following a similar reasoning, we obtain the following matrices:

\[
S = \begin{bmatrix} 0 & 1 \\ 42.1663 & -0.8226 \end{bmatrix}, \tag{38}\]

\[
W_k (M) = \begin{bmatrix} 0 & 0 \\ -185.8166 & 0.8868 \end{bmatrix}. \tag{40}\]

For this case, we again have \( W(m_{22}) \in [-1, \infty) \). This implies that this pair of roots can also be found using the principal branch of the matrix Lambert W function.

Indeed, if a matrix close to this one,

\[
Q_0 = \begin{bmatrix} 1 & 1 \\ 145.3412 & -5.7175 \end{bmatrix}, \tag{39}\]

which was created as in the previous case, is used as initial condition, the numerical routine within the Lambert-DDE toolbox converges to the solution using the principal branch.

In fact, we have observed that using suitable initial conditions, the 11 pairs of roots presented as blue squares in Figure 2 can be found using the principal branch of the matrix Lambert W function.

If we consider now the pair of roots \( \lambda = -0.6169 \pm j14.0734 \), the corresponding \( S \) and \( W_k (M_k) \) are

\[
S = \begin{bmatrix} 0 & 1 \\ -198.4405 & -1.2338 \end{bmatrix}, \tag{40}\]

\[
W_k (M) = \begin{bmatrix} 0 & 0 \\ -967.2027 & -1.1692 \end{bmatrix}. \tag{41}\]

In this case, \( W(m_{22}) \in (-\infty, -1] \), which is the range of the branch indexed by \( k = -1 \). Using this branch, we obtain a \( Q_{-1} \) matrix,

\[
Q_{-1} = \begin{bmatrix} 1 & 1 \\ 95.1384 & -4.8789 \end{bmatrix}, \tag{41}\]

which is a solution to (14) for \( k = -1 \). Selecting an initial condition close to this matrix guarantees convergence to this solution.

This procedure can be repeated for all the roots marked as black squares in Figure 2, as well as for roots further to the left of the complex plane, always using the branch corresponding to \( k = -1 \). This example shows how the whole spectrum of a system with the structure given in (16) can be calculated using only two branches of the matrix Lambert W function and properly selected initial conditions for the solution of the nonlinear equation (14).

To show how higher branch numbers can also be used to find eigenvalues, let us consider a non conjugate eigenvalue pair, with \( \lambda_1 = -0.0204 + j2.7705 \) and \( \lambda_2 = -0.4658 + j7.7500 \). Notice how one of these eigenvalues was found using \( k = 0 \), whereas the other was found using \( k = -1 \) in the previous exercise. With this eigenvalues the following matrix is created:

\[
W_k (M) = \begin{bmatrix} 0 & 0 \\ 132.3092 + j0.72411 & 2.5693 + j52.6026 \end{bmatrix}. \tag{42}\]
Fig. 3. Characteristic roots of the system in (43) which has $W_k(m_{22})$ in the range of the 9-th branch of the Lambert W function [6]. Therefore this pair of eigenvalues can be found using $k = 9$ and an appropriate initial condition in (14). Additionally, we have observed that keeping the same $\lambda_2$ and using the complex conjugate of $\lambda_1$, the matrix created is in the range of the branch indexed by $k = 4$. This emphasizes the lack of an structured correspondence between the eigenvalues of (16) and the branches of the Matrix Lambert W function.

6 Odd Number of Real Characteristic Roots

The previous discussions considered systems for which all the characteristic roots can be paired in such a way that a real $S$ matrix is produced. This is the case when the complex roots come in conjugate pairs and the number of roots on the real axis is even. When there is an odd number on real roots, this is not possible. In this section, we undertake further discussions on this topic.

Consider the system with

\[ A = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad \tau = 1, \quad (43) \]

whose characteristic equation is given by

\[ \lambda^2 + 1 - e^{-\lambda} = 0. \quad (44) \]

From (44) it can be seen that there is only one real characteristic root, at the origin and with multiplicity one. Furthermore, this is the rightmost root, as can be seen in Figure 3.

For this particular system $B$ has a repeated zero eigenvalue. According to the observations in [23, 28], in this case the dominant root should be found using the principal branch or the branches $k = \pm 1$.

Using the “reverse-engineering” approach for this example, we observe that all the complex conjugate eigenvalues can be obtained using $k = -1$ and a suitable initial condition. However, the dominant root at the origin cannot be found using the principal branch of the Lambert W function. The logic behind Propositions 1-2 is based on constructing real $S_k$ which cannot be done with this single real eigenvalue. A formal proof of this statement is given by contradiction. Assume that there is a real solution $M_k$, and corresponding real $S_k$, defined by (12), having eigenvalue $\lambda = 0$. By (12) and (14) this implies that $S_k$ satisfies (10). This implies on its turn that $(I, S)$ is an invariant pair of (9), i.e., the eigenspace corresponding to the real characteristic roots is two-dimensional.

If we relax the conditions and allow $S$ to be complex in the method presented earlier, we can match the characteristic root at the origin with any complex eigenvalue of the form $\lambda = a + jb$. This leads to matrices of the form:

\[ S = \begin{bmatrix} 0 & 1 \\ 0 & -a - jb \end{bmatrix}, \quad (45) \]

\[ W(M) = \begin{bmatrix} 0 & 0 \\ \tau & -\tau (a + jb) \end{bmatrix}. \quad (46) \]

The matrix given in (46) can be found using a value of $k$ such that $-j\tau b$ belongs to the range of the $k$-th branch of the Lambert W function. Therefore, for this particular system, the dominant root can be found using any branch of the matrix Lambert W function, if a suitable initial condition is provided. This fact has already been observed in chapter 3 of [28].

7 Concluding Remarks

The methodology for the stability analysis and control synthesis of LTI-TDS presented in [23, 28], based on the matrix Lambert W function, assumes that there is a one to one correspondence between the characteristic roots of the system and the branches of the matrix Lambert W function. It also assumes that this correspondence is such that using the principal branch always leads to the dominant roots of the system. This paper illustrates that such a correspondence does not exist in all the cases, and that for a particular, albeit very common structure for the system, the branches corresponding to $k = 0$ and $k = -1$ can be used to find all the characteristic roots of the system. It is also illustrated that the correspondence cannot always be restored when selecting the particular initial condition $\exp(-A\tau)$ in solving (14).

In our examples matrix $B$ had reduced rank. An interesting path of research is to find out whether the correspondence between characteristic roots and branches of the Lambert W function, holding for scalar systems,
can be extended to higher-order systems, provided additional structural conditions on the system are assumed.

The MATLAB code used to create the examples is available at https://db.tt/m5SI3WvB0 or can be requested via email to the authors.
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