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Application of artificial intelligence and machine learning for polymer discovery offers an opportunity to meet the drastic need for the next generation high performing and sustainable polymer materials. Here, these technologies were employed within a computationally controlled flow reactor which enabled self-optimisation of a range of RAFT polymerisation formulations. This allowed for autonomous identification of optimum reaction conditions to afford targeted polymer properties – the first demonstration of closed loop (i.e. user-free) optimisation for multiple objectives in polymer synthesis. The synthesis platform comprised a computer-controlled flow reactor, online benchtop NMR and inline gel permeation chromatography (GPC). The RAFT polymerisation of tert-butyl acrylamide (BuAm), n-butyl acrylate (BuA) and methyl methacrylate (MMA) were optimised using the Thompson sampling efficient multi-objective optimisation (TSEMO) algorithm which explored the trade-off between molar mass dispersity (Đ) and monomer conversion without user interaction. The pressurised computer-controlled flow reactor allowed for polymerisation in normally “forbidden” conditions – without degassing and at temperatures higher than the normal boiling point of the solvent. Autonomous experimentation included comparison of five different RAFT agents for the polymerisation of BuAm, an investigation into the effects of polymerisation inhibition using BuA and intensification of the otherwise slow MMA polymerisation.

Introduction

Chemical exploration is undergoing significant diversification from the traditional model of manually performed make-then-test experiments.1–4 A range of technologies have equipped the synthetic chemist for enhanced productivity and effectiveness – from in situ analyses to the increasing digitisation and automation of labwork, including computer-controlled reactors and experiments.5,6 With this automation, comes the ability to integrate machine learning algorithms into synthetic chemistry applications – providing an opportunity for a step-change in innovation. These algorithms can be used to optimise chemical processes and vary in complexity and use.

Optimisation of chemical processes has traditionally involved a significant (and often arduous) workload and commitment of research time. Furthermore, optimisations are also often performed using the “one variable at a time” (OVAT) approach – which can lead to the identification of false optima.7 One of the simpler, more appropriate, alternatives to OVAT is structured investigation of the reaction space using the statistical design of experiments (DoE) approach – whereby conditions are screened with a set of multivariate experiments.8 For example, an effective optimisation workflow for RAFT polymerisation has been illustrated by Abetz and co-workers,9 who demonstrate accurate prediction and targeting of polymer properties from a DoE screen.

The use of more dynamic, machine learning based approaches offer the opportunity for optimisation with further reduced user input; indeed, so-called blackbox algorithms do not require any prior knowledge,10 such as the Nelder–Mead simplex11,12 and Stable Noisy Optimisation by Branch and Fit (SNOBFIT)13,14 algorithms, which allow for single objective optimisations – i.e. finding the most desirable result for an objective such as yield15 or purity.16

Chemical process optimisation is seldom achieved through a single variable approach since there are usually multiple conflicting objectives. Some initial multi-objective work in the field of polymer synthesis includes the in silico and subsequent manual optimisation of the emulsion copolymerisation of styrene and butyl acrylate, optimising for conversion...
and particle size with 14 input variables by Lapkin and co-workers.17 Machine learning methods have also recently been applied to RAFT polymerisations by Chen and co-workers to optimise conditions for molecular weight properties.18

Another powerful demonstration of the effectiveness of machine learning guided multi-objective optimisation in polymer synthesis is given by Reis et al., in their work optimising 19F MRI agents – where the identified agents were found to outperform conventional materials.19 Automated flow chemistry forms the basis for the synthetic element of this work – and has shown great promise in the field of polymer science.20,21

However, it is where the entire optimisation process can be automated – combining reactors, online analyses, and algorithms into a closed-loop that the opportunity presented can be fully realised – that is, a thorough exploration of the complexities of a chemical system with a much-reduced user workload. Indeed this has been demonstrated using the Bayesian optimisation method, Thompson sampling efficient multi-objective optimisation (TSEMO), for small molecule examples – to optimise for several conflicting variable pairs – space–time yield (STY) optimised with E-factor, impurity content and starting material conversion.22–24

Bayesian optimisations, such as TSEMO, are well-suited to the non-linear, noisy and expensive to evaluate data associated with chemical systems.10,25,26 The output from these optimisations is the Pareto front – a set of obtainable non-dominated solutions, where a “non-dominated solution is one which cannot be improved upon without a detrimental effect on the other” – this front then illustrates the trade-off between the objectives of the experiment.

Synthetic polymer chemistry suffers inherent trade-offs in process efficiency and product quality. To obtain greater control over the polymerisation process, for example, where controlled molecular weight and molar mass dispersity (D) are required, reversible de-activation radical polymerisation can be used. Reversible addition fragmentation chain transfer (RAFT) polymerisation27 is one of the most versatile examples of this technology, where the addition of a chain transfer agent (CTA) mediates the radical polymerisation process. However, judicious control over the ratio of initiator to CTA is required: a high concentration of initiator relative to CTA results in a fast, but less controlled polymerisation, where side reactions cause an unwanted increase in D. This trade-off means these processes are time consuming if a low D is required. Efficient exploration of the trade-off between conversion and D presents an enormous opportunity to identify the optimum control that can be achieved under certain condition limits.

Perhaps the reason for the reluctance of the polymer community to embrace these technologies is that polymerisation systems are in their nature complex, where the desired initiation and propagation, co-exist with side reactions such as unwanted termination and chain transfer. The complex reaction network would require substantial mechanistic measurements and modelling to enable accurate a priori prediction of appropriate reaction conditions for a targeted polymer. However, this should be considered an opportunity to instead apply and develop new machine learning with orthogonal analysis to optimise these complex systems.

Recently, real-time tools for monitoring conversion and D have been integrated into a range of automated synthetic platforms including online low-field NMR and GPC.21,28–31 This has laid the foundations for autonomous, “intelligent” platforms capable of using machine learning algorithms to optimise the polymerisation process. Indeed, Junkers and co-workers have applied single objective optimisation algorithms to polymerisations, using either GPC32 or NMR spectroscopy,33 allowing for targeting of one of molecular weight and conversion respectively. These technologies represent the first experimental forays of polymer chemists into the field of “intelligent” polymer synthesis. However, in synthesising a polymer, both conversion and molecular weight information (in particular, dispersity) are simultaneously important. Developing the capability to autonomously explore how these features interact will therefore offer great opportunities for developing the next generation of advanced materials.

Herein, we present an automated polymer synthesis platform, combining orthogonal online NMR spectroscopy and GPC which enables closed-loop multi-objective optimisation of RAFT polymerisations. The effectiveness of such an approach is demonstrated using both screening and in conjunction with the TSEMO multi-objective algorithm – which enable user-free experiments to give a comprehensive picture of the chemical system of interest. For the first time, multiple objectives are simultaneously considered in the closed-loop optimisation problem. The power of the holistic nature of this approach is not to be underestimated – it lays the foundation for a step change in productivity and discovery with a heavy reduction in lab workload and effectively opening the polymer lab to 24/7 productivity. Furthermore, pressurised flow chemistry enables experimentation above the normal boiling point of the selected solvents (methanol/dioxane) – illustrating the vast potential of this approach to discover new opportunities in polymer science.

Results and discussion

The versatile, fully autonomous synthetic platform comprised a stainless steel tubular flow reactor (pressurised to 7 bar);34–36 which then feeds into at-line GPC and online benchtop NMR (Fig. 1); all controlled using a custom-built MATLAB interface37 (more details can be found in the ESI†).

Programmed RAFT polymerisation of tert-butylacrylamide (tBuAm) in methanol (Fig. 1a) was performed in the presence of TTC-1 and AIBN ([monomer]:[CTA]:[initiator] 200:1:0.1), at pre-defined reaction temperatures between 80 °C and 116 °C and reaction times between 4 and 20 minutes. NMR spectra (Fig. 1c/see ESI†) were obtained on demand at steady state and processed using an automated script which conducted phase and baseline correction. Subsequently, automated integration of peaks relating to the (monomer) vinyl
region (6.4–5.8 ppm) and the (monomer + polymer) aliphatic region (2.3–0.0 ppm) enabled calculation of conversion. A programmable switching valve was used for extraction of gel permeation chromatography (GPC) samples (approx. 3 μl), and molecular weight information obtained by use of a rapid-GPC column and RI detector. This data (Fig. 1b/see ESI†) was also automatically processed, outputting number average molecular weight ($M_n$), weight average molecular weight ($M_w$) and molar mass dispersity ($Đ$) based on calibration with a series of near-monodisperse poly(methyl methacrylate) standards. It is worth noting that since the reactor used is a tubular flow reactor, that any $Đ$ values are not only contingent on the chemistry at the given conditions, but also the residence time distribution of that reactor. This is shown by Reis et al., who demonstrate a narrower RTD and subsequent $Đ$ for narrower tubing, longer residence times and lower viscosity systems.

The rich dataset (Fig. 2a), generated with no human interaction comprises conversion and $Đ$ data over several reaction times, across a broad temperature range. A colour-mapped surface (Fig. 2a) visualises the search space of this automated screen enabling identification of trends in conversion ($y$-axis) and $Đ$ (colour). For example, the highest conversion (83%) is obtained at 107 °C, with a reaction time of 20 min, with $Đ = 1.34$. Alternatively, the lowest $Đ$ (1.19) with a reasonable conversion (74%) can be achieved by reacting at 98 °C for a reaction time of 16 min. Although a longer reaction time at this temperature allows an increase in conversion to 80%, it has the caveat of an increase in $Đ$ to 1.24. The data obtained here clearly illustrate the expected trade-off in conversion and $Đ$, where it is difficult to accelerate to enable high conversions over a specified timescale (by increasing temperature) without causing an unwanted increase in $Đ$. It is also noted that at 116 °C, reduced conversions were observed alongside much higher $Đ$ polymers. This results from the premature consumption of initiator, which precludes the ability to achieve high conversions (see ESI† for relative consumption of initiator).
The associated increase in $D$ could derive from the resultant higher radical flux at shorter reaction times and competing undesired side-reactions such as chain transfer to polymer or solvent. To obtain such detailed polymerisation kinetic information by traditional methods (batch sampling, offline NMR/GPC, manual data processing) would require extensive user input.

A disadvantage of the automated screen is unwanted data density in a non-relevant region of the reaction space (i.e. 11 experiments with low conversions). Ideally, a greater data density in a region of interest would enhance the exploration of the parameter space.

An alternative approach, which aims to achieve this targeted investigation, is possible using the aforementioned (Bayesian) TSEMO algorithm to optimise for more than one variable (Fig. 2b – all analysis data available in ESI†). TSEMO uses some initial training data to build a probabilistic model using Gaussian process modelling and selects future experiments using Thompson spectral sampling and the non-dominated sorting genetic algorithm II (NSGA-II), balancing exploration of that which is unknown and exploitation of that which is currently optimal. The algorithm is designed to target the theoretical utopian solution as provided by the user – in this case, that is to maximise conversion (to 100%) and minimise dispersity (to 1.0) and, in doing so, explore the trade-off between these two objectives. The result is a dataset which contains a set of non-dominated optimum points, the Pareto front.

The same RAFT system was explored using this approach whereby the only user interaction was to initially define limits for the conditions (4–20 min, 80–120 °C). The system used Latin hypercube (LHC) sampling to generate ten experimental conditions distributed throughout the reaction parameter space. The reactor executed these experiments autonomously, and the online NMR and GPC data was generated and pro-
cessed in the same manner as the automated screen (see grey cubes on Fig. 2b). This formed the training data used to build the initial surrogate model upon which the TSEMO algorithm based four new experiments (black circles on Fig. 2b) with conditions chosen to experimentally identify the Pareto front (trade-off curve) of the objective. This process proceeded iteratively, focussing experiments within a smaller reaction space between 12–20 minutes and 100–116 °C. Unlike previous work, there is no user intervention required for manual characterisation and/or data processing while the multi-objective optimisation is performed.17–19 The user ended the optimisation where sequential experiments repeatedly gave no real benefit to product quality. In principle, this intervention can occur at any point where the user is satisfied with the product or can be continued to yield a more thorough exploration of parameter space. The surface obtained using the algorithm (Fig. 2b) is directly comparable to that obtained from the automated screen (Fig. 2a). However, the optimisation conducts more ‘useful’ experiments within the highest data density in the region of most interest.

With the successful mapping of parameter space in the above system, we chose to use this algorithm for evaluation of several different RAFT polymerisation systems. In these systems, the only a priori knowledge is the boundary limits of the time and temperature ranges. A key component of RAFT polymerisations is the RAFT agent itself – and the selection of an appropriate agent is essential for a successful polymerisation.40,41 On the whole, an appropriate RAFT agent to use for a particular monomer can be found using the extensive literature.27,41–43 However, it is well-known that subtle changes to the structure will also influence the polymerisation, though the extent of this influence is not always obvious. Using the automated platform presented here, in conjunction with the TSEMO algorithm, we were able to probe the reaction space for four different trithiocarbonate based RAFT agents (TTC-1, TTC-2, TTC-4 & TTC-3 – see Fig. 2b–e), which all have differences in molecular structure that may cause subtle differences in the polymerisation kinetics and resultant polymer properties. These results were then compared to a pyrazole based dithiocarbonate RAFT agent (Py-DTC-1, Fig. 2f) which have been found by Gardiner et al. to outperform these trithiocarbonates in polymerising acrylamide monomers.44

Initial observations indicate clear differences between the candidates. Furthermore, the results here again show the algorithm to be significantly more efficient in terms of consequential experiments – for TTC-1, TTC-2 and Py-DTC-1, there are only three unsuccessful experiments (i.e. negligible conversion) compared to eleven in the screen. For TTC-4, this reduces to just one. These were conducted in the initialisation portion of the optimisation experiment, from the Latin hypercube sampling of the reaction conditions. Following this, the TSEMO algorithm found only conditions which result in conversions sufficient to give valid GPC data for these systems. The much slower polymerisation with TTC-3 displays the effectiveness of the algorithm even more obviously – after eight of the ten Latin hypercube experiments gave a conversion <20%, only one of the fourteen TSEMO experiments did so. The “successful” experiments were clustered around the only viable region within the reaction conditions explored – with temperatures ≥108 °C and reaction times >15 min. It is important to note that the algorithm identifies these regions of interest with no prior knowledge of the chemistry/kinetics and hence this represents a powerful tool not only for experts, but also for non-polymer chemists who simply require a polymer with defined characteristics. It is also worth noting that were the screen performed for TTC-3, at least 18 experiments would be required to find conditions producing monomer conversion of any consequence.

The most notable difference between the reaction spaces of the studied systems is the markedly reduced conversions for TTC-3, with all experiments yielding conversions <40%. Any differences in properties derive from the changes to the Z- and R-groups – which are critical in determining the RAFT equilibrium behaviour.40,41 These results do not discount the possibility to obtain greater conversions using TTC-3 as the RAFT agent, but instead explore that which is achievable within the conditions explored (4–20 minutes residence time, 80–120 °C). A possible explanation for the reduced conversions obtained using this RAFT agent may be inhibition in the RAFT pre-equilibrium. The increased stability of benzyl radicals (the R group for TTC-3) has been shown to inhibit reinitiation of RAFT polymerisations.45 This effect would show itself more readily with the short timeframes used in this work. The subtler decreases in dispersity from TTC-2 to TTC-1, TTC-4 and Py-DTC-1 in turn are apparent from the surface colormaps in Fig. 2.

These subtler changes are better visualised using Fig. 3 – where the reaction space is presented in terms of the objectives, conversion and dispersity. From this plot, the series of “optimum” points can be elucidated where conversion cannot be improved without an adverse effect upon dispersity (or vice versa).44 In the context of these two objectives, the optimum points represent the Pareto front, which separates the achiev-

**Fig. 3** The property space (in terms of conversion and dispersity) for each of the five RAFT agents used for the RAFT polymerisation of tert-butylacrylamide ([monomer] : [CTA] : [initiator] 200 : 1 : 0.1). [Condition limits: 4–20 min, 80–120 °C.]
able properties from the ‘utopian solution’, at the far bottom right of the plot, corresponding to a conversion of 100% and a dispersity of 1.0. The combination of the 3D surface and Pareto front enables a thorough description of the system and their relative usefulness will vary from application to application. The overall performance of each RAFT agent used here is immediately obvious, with small movements towards the bottom right of Fig. 3 indicating an improvement in attainable properties. As was also evident in the screen, there is a trade-off between the two objectives – lower dispersities are obtained where the polymerisation is not forced to high conversions with harsher conditions. The results obtained confirmed that which has been observed previously regarding the superior performance of Py-DTC-1 relative to the trithiocarbonate candidates.44 There are three datapoints using Py-DTC-1 which dominate all of the results obtained for TTC-1 and TTC-2, with conversions >82.1% and dispersities <1.2. TTC-4 was shown to be the optimum trithiocarbonate, with both improved conversions and a significant drop in dispersity (1.25 to 1.20) at conversions around 80%.

The application of this data for end-users could differ substantially: sometimes a narrow molecular weight is of great importance, but a lower conversion is an acceptable cost (for example, in this case that applies to the results for TTC-1, TTC-4 and Py-DTC at 60–75% conversion). In others, efficiency of the process may be of a far greater importance, where an increase in dispersity is tolerable should function be maintained. Critically, the platform enables data-rich evaluation and determination of viable options, such as screening which of the available RAFT agents provide suitable conversions (in this case TTC-1, TTC-2, TTC-4 and Py-DTC). With that said, it was noted that there were some limitations to the approach used. There was some degree of clustering of the experiments selected in batches by the TSEMO algorithm (where a batch size of four was used to prevent waiting for GPC analysis to complete) and a possibility of improved results in a wider search area, and so for the most promising trithiocarbonate RAFT agent, TTC-4, a second self-optimisation was performed with adjusted parameters. The batch size predicted by the TSEMO algorithm was reduced to one and the residence time limit increased to 30 minutes. The temperature range explored was not changed as a clear optimum was present in the middle of the range studied. Fig. 4 shows more evenly distributed experiments – while the algorithm clearly succeeds in targeting favourable properties, the same degree of clustering is eliminated.

The surfaces/plots reveal the relative ease with which acrylamides can be polymerised, though polymerisation control is not always guaranteed. There were a range of acceptable conditions for the polymerisation of acrylamides, even though these polymerisations are conducted without degassing. Four of the five candidates show a plateau-like region with respect to conversion, and dispersities <1.3 were also obtained. Furthermore, no dispersities >1.42 were obtained in even the harshest conditions. It is recognised that conversions >90% were not obtained, but this was attributed to the monomer system employed – similar upper limits in conversion were obtained for hydrophobic acrylamide derivatives, including ‘BuAm, by Pichot and co-workers.46

An acrylate-based RAFT polymerisation represents a more challenging system for the platform to optimise – as deviations from ideal radical polymerisation mechanisms exist. Work by Junkers and co-workers explore the diverse products that can be formed using this chemical system even for low target molecular weights, using flow methods in conjunction with online mass-spectrometry.47 Presenting the polymerisation of n-butyl acrylate (BuA – see Fig. 5a for scheme) to our platform for optimisation offered a greater challenge – with a greater propensity to form higher dispersity products – as shown by Fig. 5b. The presence of inhibitor (4-methoxyphenol (MEHQ)) within this monomer also enabled demonstration of how the algorithm can be used to accommodate batch-to-batch variability: an initial autonomous exploration of the polymerisation reaction space was performed using the monomer as supplied (inhibited), and then again with the inhibitor removed (uninhibited). Autonomous exploration of the polymerisation parameter space was successfully executed involving 42 experiments requiring just a few hours of user input. Again, to perform such experiments manually would be a significant undertaking (generally prohibitively so, for such a nuanced investigation), with an associated (non-negligible) workup time in running and processing the NMR/GPC analyses. This workload would generally render thorough investigation of such a subtle change (inhibitor removal) inviable, but the platform enables this comparison.

Broadly the use of inhibitor (Fig. 5 – blue) reduces the conversion in conjunction with an enhancement in dispersity; with the optimal dispersity (i.e., minimum, point 4) being for an experiment containing inhibitor. However, the optimal conversion is achieved without inhibitor (i.e., maximum, point 8). While both the inhibited and uninhibited reactions show different outcomes for the same conditions, the self-optimised optimal polymer properties are similar. The inhibitor indeed
inhibits reaction – to achieve a polymer of comparable conversion and dispersity, harsher conditions are required. As can be seen in Fig. 5b, to obtain a conversion of around 63% at 88 °C, a residence time of 21 min is required for the uninhibited system (point 2), compared to 27 min for the inhibited (point 1). Alternatively, an increase in temperature to 92 °C for the inhibited system will give a similar uplift in conversion (point 3). A balanced increase of both temperature and time gives point 4, the optimum in terms of dispersity. Nearing the optimum in terms of conversion (points 6, 7 and 8); higher conversions are obtained at the cost of increased dispersity, as is illustrated by comparing (4) to (7). The inhibited system again yielded less converted and lower dispersity polymers ((7) vs. (6) and (8)) despite harsher conditions. Fundamentally, this illustrates the advantage of the self-optimisation approach – that by performing optimisations, product quality can be maintained (or even improved) despite batch variation. Furthermore, a subtle improvement in product quality was obtained using the reactant as supplied (inhibited) which is of benefit to the user due to the reduced workload (i.e. purification)-taking entries (1) and (2) of Fig. 5b, a lower dispersity is obtained for the same conversion.

The RAFT polymerisation of BuA was also optimised using the higher temperature initiator, 1,1-azobis(cyclohexanecarbonitrile) (ACHN) to investigate the effect of decoupling radical flux from the remainder of the polymerisation kinetics. The results (see ESI†) indicate that the loss of control observed as temperature increases is down to non-ideal polymerisation kinetics at higher temperatures, independent of radical flux, as dispersities are seen to rise across the reaction space. This supports the conclusion of Asua and co-workers48 who found a low [initiator]:[CTA] did not guarantee polymerisation control. Further study using additional techniques (e.g. high-field NMR/MALDI) may provide more clarity, but from a pragmatic point of view, this system was rejected due to inferior performance.

![Reaction Scheme](image)

**Fig. 5** Multi-objective optimisations (TSEMO algorithm) for the RAFT polymerisation of n-butyl acrylate (scheme in (a)) inhibited (I – blue circles) and uninhibited (U – red squares), using TTC-1 as the RAFT agent and AIBN as the initiator, in dioxane ([monomer] : [CTA] : [initiator] 200 : 1 : 0.1, 30% w/w). [Condition limits: 3–30 min, 80–120 °C.] The full data for selected points (filled and numbered in (b)) are given in (c). For surfaces and all experimental data see ESI.†
The final system optimised was the RAFT polymerisation of a methacrylate monomer to assess whether flow chemistry could intensify an otherwise slow process. Typically, methyl methacrylate requires hours to achieve even modest conversions\(^{49}\) but the pressurised flow reactor provides access to higher temperatures than would conventionally be used.\(^{50}\) This affords the potential for an accelerated polymerisation (albeit with an increased likelihood for termination events). In this case, ACHN was again selected as the initiator to maintain radical flux at higher temperatures and was used at a higher concentration (1 : 0.2 [CTA] : [ACHN]) to increase the rate of the slower reaction (for scheme see Fig. 6a). Furthermore, the lower temperature limit of the experiment was increased to 90 °C (since all reactions under this temperature had resulted in negligible conversion when using ACHN for the polymerisation of n-butyl acrylate). This experiment illustrates the value provided by the diagnostic reactor conditions (see ESI†); as the reactor failed following experiment 17 – all later experiments were discarded, ensuring unreliable data was not used.

The effectiveness of the TSEMO algorithm in selecting appropriate conditions for successful experiments based upon inferior data generated from the initial LHC is again demonstrated here (Fig. 6). All but one of the LHC experiments gave a conversion of <40%, whereas each of the seven TSEMO experiments gave conversions >40% (achieved using temperatures ≥112 °C and reaction times ≥36 min). While this is of course lower than the other conversions obtained, in the timeframe given it is impressive – a literature value for a similar RAFT polymerisation (trithiocarbonate RAFT agent at 1 : 0.2 [CTA] : [initiator]) gives 61.5% conversion after 8 hours of reaction at 75 °C.\(^{49}\)

**Conclusions**

In conclusion, we have successfully developed a polymer synthesis and analysis platform capable of conducting automated RAFT polymerisation under conditions not feasible using typical batch techniques. A programmable screen of conditions for the polymerisation of tert-butyl acrylamide with no human interaction was successfully achieved but resulted in several redundant experiments. It was clear from the obtained data that there existed optimum conditions for maximising conversion and minimising molar mass dispersity. To combat the inefficiency, a Bayesian machine learning algorithm, TSEMO, was integrated into the control software which enabled identification of this optimum parameter space in fewer experiments. This algorithm was subsequently used to map out the reaction space for several other RAFT polymerisation reactions where the CTA, initiator and monomers were changed. The experiments produced rich datasets regarding the reaction. These optimisation experiments required minimal prior knowledge of the chemical system, and the only human interaction required was to prepare reagent solutions and set parameter limits. In this context, they represent the first example of closed-loop multi-objective optimisation and present enormous opportunities for the future of polymer science. Further studies clarifying the properties of polymers produced at the extreme conditions used here will be of great value, especially to confirm the presence of RAFT agent as polymer end-groups. The wider application of these technologies, both across different polymerisation techniques, and incorporating further input variables and objectives offers a whole host of exciting future opportunities.
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