Generalized dynamic principal component for monthly nonstationary stock market price in technology sector
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Abstract. The majority of stock market price is nonstationary, while only few have stationary pattern. It is noted that past researches usually transformed the stock market price into stationary prior to analysis which may lead to the loss of data originality. Thus, a direct application of the nonstationary stock market price is of main interest in this study, as such generalized dynamic principal component (GDPC) performs the analysis directly without transformation. As well as, Brillinger dynamic principal component (BDPC) were also used on the nonstationary stock market price for comparison. This dataset consists of the most recent five-year monthly observations of six different regions in technology sector. Stationarity test was performed prior to the application and the analyses were carried out based on the reconstruction of lags of the time series. The results showed that the GDPC for six stock market prices have lower mean squared error compared to BDPC. Also, the percentage of explained variance in the first component were much higher in GDPC. Thus, this indicated that GDPC model is more suitable for prediction compared to its counterpart.

1. Introduction

Stock market price are the most concern issue that has been researched by different field of study[1], [2]. However, the stock market price is not always in a stationary pattern as they might be affected by interrelated factors such as political events, economic variables (i.e. interest rates, exchange rates, monetary growth rates and commodity prices) and traders’ expectations[3]–[6]. Under the assumptions of stationarity, linearity and normality, most of the statistical approach listed above may be restricted within the area of stock market price prediction.

Throughout the years, several studies have been carried out on nonstationary time series via principal component analysis[7], [8]. However, prior to analysis, most of these studies transforms the data to stationary form. Among the common approach of stationary transformation is first difference and log-transformation.

Nevertheless, a direct application to nonstationary stock market price were recently proposed in [9]. They developed a principal component method based on nonstationary which is known as generalized dynamic principal component (GDPC). In their proposed methodology, two approaches were projected of which: 1) it is entirely data-analytic and does not assume any given model; and 2) it does not assume a fixed number of factors to be identified, instead the number of components is chosen to achieve a preferred degree of accuracy in the reconstruction of the original series. Moreover, the method that was
proposed are able to take any data such as not necessarily having the combination of a linear or stationary pattern. Though in this case, GDPC is more prevail with nonstationary compared to stationary data. Furthermore, GDPC approach may perhaps achieve a possible nonstationary behaviour of the series. As for present time, the GDPC methodology proves to be a better alternative in handling the data directly without need of prior stationary transformation.

2. Literature review on generalized dynamic principal component

Over the years, principal component analysis is commonly linked to factor model although both are actually quite distinct from each other. One of the distinct feature is the way the variance is analysed, in factor model, only those that have similar variances are accounted for. Meanwhile, as for principal component, all the observed variance has to be considered in the analysis. Both factor model and principal component are able to encapsulate the main sources of variation and covariation among the number of $n$ predictor variables[10]. Due to this similarity, most of the advance method that is introduced in factor model are also adaptable in principal component analysis. Worth noting that the static factor models were then extended by [11] where later known as dynamic factor models. Meanwhile [12] has extent principal component as dynamic principal component (DPC).

In static factor models, time series and a small number of factors has been assumed contemporaneously related with each other. For instance, previous studies have assumed on two types of patterns in factor models, which is some may be stationary[13]–[16] while some are nonstationary. The covariance matrix eigenvalues of the lags have been used for principal component computation in these models. These nonstationary can be seen either as having integrated approach[17], general nonstationary[18] and locally stationary[19].

Similar assumption follows DPC, as such in dynamic factor models, one important segment of the original series can be interpreted in a dynamic way only with a comparatively small number of common factors. A very general dynamic factor model has been introduced by [20] which enables an infinite number of factor lags and low correlation between any two idiosyncratic components. When the number of series were increase up till infinity, the consistency of the common component increases as well. The projection of the data in the first DPC, $q$, which also includes both leads and lags, enables acquiring the estimation of the series. The principal components here were computed through Fourier transformation of the spectral matrix eigenvectors, as such practice in [12].

Following this model, a one-sided estimation method was later proposed in designing dynamic factor models for forecasting [21]. This model has been further improved from [15] static principal component. [22] later proposed a model that is both, static and dynamic and established estimation methods for the factor structure which has finite-dimensional factor space. A one-sided explanation for the general dynamic factor model proposed in [20] was later extended in [23]. Some of these dynamic factor models generate assumptions on the relation between the studied series and the way factors are loaded [14], [22]. In contrast, the models in [20] and [24] were developed without following this assumption. Therefore, based on the previous literature on factor models and BDPC, [9] model enables to handle nonstationarity directly without transformation.

3. Methodology

3.1. Augmented Dickey-Fuller (ADF) test

In general, a series is said to be stationary if the mean value does not vary within the sampling period [25]. Meanwhile, a series with a time varying mean is a nonstationary series. The existence of nonstationarity occasionally may not be obvious as the low signal power can remain hidden among the strong stationarity of the data [26]. Therefore, the duration of the time series dataset need to be chosen properly to discern the nonstationary in the data. There are several stationarity tests available in order to check whether a time series follows a stationary or a non-stationary process. Among these tests are Augmented Dickey-Fuller (ADF)[27], Phillips-Perron (PP) test[28] and also Kwiatkowski-Phillips-
Schmidt-Shin or KPSS test[29]. Out of these, ADF is the most widely used test. The ADF test was developed to test whether the data or series is stationary or non-stationary based on the presence of unit root. The presence of unit roots implies that the standard distribution theory is not valid. Prior to the estimations, it is important to verify its stationarity by using this test, thus the suitable method can be used for that particular series. Ordinary least squares method is used to obtain the coefficients of a model distribution. Consider an autoregressive AR (1) process

$$y_t = \rho y_{t-1} + \varepsilon_t, \quad \varepsilon \sim (0, \sigma^2)$$

If $\rho = 1$, the equation defines a random walk and $y$ is nonstationary. The null hypothesis for testing nonstationary is $H_0: \rho = 1$. One of the straightforward way to test the $H_0$ is to rewrite the AR (1) equation as

$$y_t - y_{t-1} = (\rho - 1)y_{t-1} + \varepsilon_t$$

$$\Delta y_t = \gamma y_{t-1} + \varepsilon_t$$

making the hypothesis $H_0: \rho = 1$ is equivalent to a test of $H_0: \gamma = 0$. From here, we can test against $\rho < 1 (\gamma < 0)$, with rejection would be on the left side. In this study, the stationarity test was implemented using package “tseries” in R environment.

3.2. Brillinger dynamic principal component (BDPC)

BDPC method is known to provide best estimation for stationary time series dataset. The reconstruction problem is addressed as follows. Suppose zero mean $m$ dimensional stationary process, $\{z_t\}, -\infty < t < \infty$. The dynamic principal components are defined by searching for $m \times 1$ vectors $c_h, -\infty < h < \infty$ and $\beta_j, -\infty < j < \infty$, so that if we consider as first principal component, the linear combination would be

$$f_t = \sum_{h=-\infty}^{\infty} c'_h z_{t-h},$$

then

$$E \left[ \left( z_t - \sum_{j=-\infty}^{\infty} \beta_j f_{t+j} \right)' \left( z_t - \sum_{j=-\infty}^{\infty} \beta_j f_{t+j} \right) \right]$$

is minimum.

This problem was resolved by showing that $c_h$ is the inverse Fourier transform of the principal components of the cross spectral matrices for each frequency, and $\beta_j$ is the inverse Fourier transform of the conjugates of the same principal components [30]. It is worth noted that when this procedure is adapted to finite samples, the number of lags in Equation (3.1) and in the reconstruction of the series should be truncated. Although BDPC can be used with nonstationary series, however, the mean squared error (MSE) of the reconstructed series may not be close to its possible minimum value. In addition, it is unclear how to reconstruct the principal components in BDPC to make it robust.

3.3. Generalized dynamic principal component (GDPC)

This method was developed by reconstructing the vector of time series from BDPC using a finite number of lags. Assume that we observe $z_{jt}, 1 \leq j \leq m, 1 \leq t \leq T$, and consider two integer numbers $k_1 \geq 0$ and $k_2 \geq 0$. Therefore, the first dynamic principal component with $k_1$ lags and $k_2$ leads, as a vector $f = (f_t)_{-k_1+1 \leq t \leq T+k_2}$, in which the reconstruction of series $z_{jt}, 1 \leq j \leq m$, as a linear combination of $(f_{t-k_1}, f_{t-k_1+1}, \ldots, f_{t}, f_{t+1}, \ldots, f_{t+k_2})$ is optimal with the MSE criteria. Given a possible factor $f$, a $m \times (k_1 + k_2)$ matrix of coefficients $f = (f_{ji})_{1 \leq i \leq m, -k_1 \leq i \leq k_2}$, and $a = (a_1, \ldots, a_m)$, the reconstruction of the original series $z_{jt}$ is defined as
\[
\hat{z}_{j,t} = \sum_{i=-k_1}^{k_2} \gamma_{j,i} f_{t+i} + \alpha_j
\]

Let \( k = k_1 + k_2 \) and set
\[
f_t^* = f_{t-k_1}, \quad 1 \leq t \leq T + k, \quad \beta_{j,h}^* = \gamma_{j,h-k_1-1}, \quad 1 \leq h \leq k + 1.
\]
and also define
\[
f_t^{**} = f_{t+k_1}, \quad 1 - k \leq t \leq T,
\]
\[
\beta_{j,h}^{**} = \beta_{j,k+2-h}, \quad 1 \leq h \leq k + 1.
\]

Then, the reconstructed series is obtained as
\[
\hat{z}_{j,t} = \sum_{i=-k_1}^{k_1} \beta_{j,i} f_{t+i+k_i} + \alpha_j = \sum_{h=0}^{k} \beta_{j,h+1} f_t^* + h + \alpha_j = \sum_{h=0}^{k} \beta_{j,h}^* f_t^* - h + \alpha_j
\]

Then without loss of generality, the indistinctly \( k \) lags or \( k \) leads of the principal component to reconstruct the series. Once the forward optimal solution is obtained, the backward obtained as well via Equation (3.4).

Let \( f = (f_1, ..., f_{T+k})' \), \( \beta = (\beta_{j,1})_{1 \leq j \leq m, 1 \leq k+1} \) and \( \alpha = (\alpha_1, ..., \alpha_m) \), through the reconstruction of \( m \) series using \( k \) leads, the MSE loss function is
\[
\text{MSE}(f, \beta, \alpha) = \frac{1}{Tm} \sum_{j=1}^{m} \sum_{t=1}^{T} (\hat{z}_{j,t} - z_{j,t}(f, \beta, \alpha))^2 = \frac{1}{Tm} \sum_{j=1}^{m} \sum_{t=1}^{T} (\hat{z}_{j,t} - \beta_{j,i} f_{t+i} - \alpha_j)^2
\]

(3.4)

It is worth noting that this loss function is well defined and is also acceptable in the case of nonstationary vector time series. The optimal choices of \( f = (f_1, ..., f_{T+k})' \) and \( \beta = (\beta_{j,1})_{1 \leq j \leq m, 1 \leq k+1} \), \( \alpha = (\alpha_1, ..., \alpha_m) \) are defined by
\[
(\hat{f}, \hat{\beta}, \hat{\alpha}) = \arg_{f \in \mathbb{R}^{T+k}, \beta \in \mathbb{R}^{m \times (k+1)}, \alpha \in \mathbb{R}^m} \min \text{MSE}(f, \beta, \alpha)
\]

(3.5)

If \( f \) is optimal, clearly \( \gamma f + \delta \) is optimal too. Hence, \( f \) is chosen in order that \( \sum_{t=1}^{T+k} f_t = 0 \) and \( (1/(T+k)) \sum_{t=1}^{T+k} f_t^2 = 1 \). The first GDPC of order \( k \) of the observed series \( z_1, ..., z_T \) is \( \hat{f} \). The first GDPC of order \( 0 \) corresponds to the first regular principal component of the data.

Let \( C_j(\alpha_j) = (c_{j,t,q}(\alpha_j))_{1 \leq t \leq T+k, 1 \leq q \leq k+1} \) be the \((T + k) \times (k + 1)\) matrix defined by
\[
c_{j,t,q}(\alpha_j) = \begin{cases} (z_{j,t-q+1} - \alpha_j), & 1 \vee (t - T + 1) \leq q \leq (k + 1) \wedge t \\ 0, & \text{otherwise} \end{cases}
\]

where \( a \vee b = \max(a, b) \) and \( a \wedge b = \min(a, b) \). Let \( D_j(\beta_j) = (d_{j,t,q}(\beta_j)) \) be the \((T + k) \times (T + k)\) given by
if \((t - k) \lor 1 \leq q \leq (t + k) \land (T + k)\) and 0 otherwise and

\[
d_{j,t,q}(\beta_j) = \sum_{v=(t-k)\lor 1}^{t\land T} \beta_{j,q-v+1}\beta_{j,t-v+1}
\]

Differentiating Equation (3.5) with respect to \(f_t\), the following equation is derived as

\[
f = D(\beta)^{-1} \sum_{j=1}^{m} C_j(\alpha)(\beta_j)
\]

(3.7)

The coefficients \(\beta_j, 1 \leq j \leq m\), can be obtained using least-squares estimator, that is

\[
\left(\begin{array}{c}
\beta_j \\
\alpha_j
\end{array}\right) = (F(f)^T F(f))^{-1} F(f)^T z^{(j)}
\]

(3.8)

where \(z^{(j)} = (z_{j1, \ldots, z_{jT}})^T\) and \(F(f)\) is the \(T \times (k + 2)\) matrix with \(t\) th row \((f_t, f_{t+1}, \ldots, f_{t+k}, 1)\). Then the first GDPC is determined by Equation (3.8) and Equation (3.9). The second GDPC is defined as the first GDPC of the residual \(r_{jt}(f, \beta)\). Higher order GDPC are defined in a similar manner.

4. Result analysis

Dataset that were used for this study comprise of six technology sector stock market price which were 6888.KL (Malaysia), NOK (Finland), STX(Ireland), TI-A(Italy), TLK(Indonesia) and TU(Canada) obtained from Yahoo Finance. These stock market prices were based on monthly observations of a 5-year period from September 2013 until September 2017. Prior to analysis, stationarity test was performed as to ascertain the nonstationary pattern of the series. It is worth noting that the stock market price is transform to stationary for BDPC, whereas GDPC uses the data directly without the transformation. The six nonstationary stock market price series were plotted as in Figure 1.

Several lags were considered to reconstruct the stock market price series and were tested using both Akaike information criterion (AIC) [31] and Bayesian information criterion (BIC) [32] as has been shown in Table 1, where lower value of AIC indicates a better model fit. Therefore, based on this, the model that is chosen throughout consist of the original stock market price and lags \(k = 4\).

In Table 2, the results showed the MSE and the percentage of explained variance of the stock market price series using lags \(k = 4\). For the purpose of demonstration, the percentage of explained variance is considered for one component only [33]. The reconstruction of five out of the six stock market price showed lower MSE in GDPC [9]. This showed that GDPC performed better as compared to BDPC. In addition, although STX showed higher MSE in GDPC, the percentage of variance is much higher at 85.3% in comparison of BDPC.
Figure 1. Monthly stock market price in technology between September 2013 to September 2017.

Table 1. Information criteria of the six stock market series.

| Stock Price | AIC     | BIC     |
|-------------|---------|---------|
| 6888.KL     | 476.68  | 485.88  |
| NOK         | 472.99  | 481.09  |
| STX         | 475.91  | 484.73  |
| TI-A        | 477.80  | 485.90  |
| TLK         | 478.25  | 486.35  |
| TU          | 478.41  | 486.51  |

Table 2. Mean squared error and the percentage of explained variance of BDPC and GDPC of the stock market price series.

| Stock Price | BDPC | GDPC | BDPC | GDPC |
|-------------|------|------|------|------|
| 6888.KL     | 6.09 | 0.05 | 70.4 | 93.3 |
| NOK         | 6.60 | 0.39 | 77.5 | 83.9 |
| STX         | 9.53 | 19.21| 59.5 | 85.3 |
| TI-A        | 7.07 | 0.42 | 86.1 | 81.0 |
| TLK         | 39.74| 29.25| 95.0 | 60.2 |
| TU          | 5.10 | 1.74 | 69.0 | 64.6 |

Meanwhile, in BDPC, three stock market prices showed a higher percentage of explained variance which were TI-A, TLK and TU at 86.1%, 95% and 69%, respectively. However, out of these two series, there was only a small difference of 5% each as compared to GDPC. Conversely, the overall percentage of explained variance in GDPC is much higher exhibiting almost more than 80% in the first component itself. Thus, much information can be obtained from GDPC.
5. Conclusion
GDPC tackles the nonstationary that exist in the stock market price through the reconstruction of the time series using lags. The direct applications of nonstationary stock market price through GDPC had shown that it performs much better than of the transformed series in BDPC. Furthermore, it also proves to be useful in providing higher percentage of explained variance in the first component of the nonstationary series. Therefore, the findings indicate that GDPC performs much better than BDPC.
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