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Abstract

We present a deterministic sieve-based system for attributing quotations in literary text and a new dataset: QuoteLi\textsuperscript{3}. Quote attribution, determining who said what in a given text, is important for tasks like creating dialogue systems, and in newer areas like computational literary studies, where it creates opportunities to analyze novels at scale rather than only a few at a time. We release QuoteLi\textsuperscript{3}, which contains more than 6,000 annotations linking quotes to speaker mentions and quotes to speaker entities, and introduce a new algorithm for quote attribution. Our two-stage algorithm first links quotes to mentions, then mentions to entities. Using two stages encapsulates difficult sub-problems and improves system performance. The modular design allows us to tune either for overall performance or for the high precision appropriate for many use cases. Our system achieves an average F-score of 87.5\% across three novels, outperforming previous systems, and can be tuned for precision of 90.4\% at a recall of 65.1\%.

1 Introduction

Dialogue, representing linguistic and social relationships between characters, is an important component of literature. In this paper, we consider the task of quote attribution for literary text: identifying the speaker for each quote. This task is important for developing realistic character-specific conversational models (Vinylas and Le, 2015; Li et al., 2016), analyzing discourse structure, and literary studies (Muzny et al., 2016). But identifying speakers can be difficult; authors often refer to the speaker only indirectly via anaphora, or even omit mention of the speaker entirely (Table 1).

Prior work has produced important datasets labeling quotes in novels, providing training data for supervised methods. But some of these model the quote-attribution task at the mention-level (Elson and McKeown, 2010; O’Keefe et al., 2012), and others at the entity-level (He et al., 2013), leading to labels that are inconsistent across datasets.

We propose entity-level quote attribution as the end goal but with mention-level quote attribution as an important intermediary step. Our first contribution is the QuoteLi\textsuperscript{3} dataset, a unified combination of data from Elson and McKeown (2010) and He et al. (2013) with the addition of more than 3,000 new labels from expert annotators. This dataset provides both mention and entity labels for Pride and Prejudice, Emma, and The Steppe.

Next, we describe a new deterministic system that models quote attribution as a two-step process that i) uses textual cues to identify the mention that corresponds to the speaker of a quote, and ii) resolves the mention to an entity. This system improves over previous work by 0.8-2.1 F1 points and its modular design makes it easy to add sieves and incorporate new knowledge.

In summary, our contributions are:

- A unified dataset with both quote-mention and quote-speaker links labeled by expert annotators.
- A new quote attribution strategy that improves on all previous algorithms and allows the incorporation of both rich linguistic features and machine learning components.
- A new annotation tool designed with the specifics of this task in mind.

We freely release the data, system, and annotation tool to the community.\textsuperscript{2}

\textsuperscript{1}Quotes in Literary text from 3 novels.

\textsuperscript{2}nlp.stanford.edu/\~{}muzny/quoteli.html
Table 1: Quotes where speakers are mentioned explicitly, by anaphor, or implicitly (conversationally).

| Type                     | Example                                                                 | Speaker               |
|--------------------------|-------------------------------------------------------------------------|-----------------------|
| Explicit                 | “Do you really think so?” cried **Elizabeth**, brightening up ...        | **Elizabeth Bennet**  |
| Anaphoric (pronoun)      | “You are uniformly charming!” cried **he**, with an air of awkward ...   | **Mr. Collins**       |
| Anaphoric (other)        | “I see your design, Bingley,” said **his friend**.                       | **Mr. Darcy**         |
| Implicit                 | “Then, my dear, you may have the advantage of your friend, and           | **Mr. Bennet**        |
|                          | introduce Mr. Bingley to her.”                                          |                       |
|                          | “Impossible, Mr. Bennet, impossible, when I am not acquainted            | **Mrs. Bennet**       |
|                          | with him myself; how can you be so teasing?”                             |                       |
|                          | “I honour your circumspection. [...] I will take it on myself.”          |                       |
|                          | The girls stared at their father. **Mrs. Bennet** said only, “Nonsense,  |                       |
|                          | nonsense!”                                                               |                       |

Table 4: Coverage of the CQSC labels

| Quote Types   | *Emma* (74.4%) | *The Steppe* (59.6%) |
|---------------|----------------|----------------------|
| with mention  | 546            | 371                  |
| with speaker  | 491 (66.9%)    | 258 (41.5%)          |

461
Table 2: Label coverage per novel: ● is full, ○ is partial, and □ is no coverage of annotations.

| Novel                | He et al. (Q) | CQSC (Elson and McKeown, 2010) | QuoteLi3 (uncollapsed) |
|----------------------|---------------|---------------------------------|-----------------------|
|                      | q-mention     | q-speaker                       | q-mention             |
| Pride and Prejudice  | ○             | ○                               | ●                     |
| Emma                 | ○             | ○                               | ●                     |
| The Steppe           | □             | □                               | ●                     |

Table 3: Breakdown of our dataset by novel and type of quote (uncollapsed). For comparison with the dataset from He et al. (2013), we provide the collapsed statistics assuming one speaker per paragraph.

quote-speaker labels (Elson and McKeown, 2010). It suffers from problems often associated with crowdsourced labels and the use of low-accuracy tools. In this corpus, quote-mention labels were gathered from Mechanical Turk, where each quote was linked to a mention by 3 different annotators. Elson and McKeown (2010) report that 65% of the quotes in CQSC had unanimous agreement and that 17.6% of the quotes in this corpus were unlabeled. To generate quote-speaker labels, an off-the-shelf coreference tool was used to link mentions and form coreference chains. We find that 57.8% of the quotes in this corpus either i) have no speaker label (48.1%) or ii) the speaker cannot be linked to a known character entity (9.7%). O’Keefe et al. (2012) find that 8% of quotes with speaker labels are incorrectly labeled. Our analysis of the relevant part of CQSC for this work is shown in Table 4.

The data from He et al. (2013) includes high-quality speaker labels but lacks quote-mention labels. There is no overlap in the data provided by He et al. (2013) and CQSC, but this work did evaluate their system on a subset of CQSC. This dataset assumes that all quoted text within a paragraph should be attributed to the same speaker. While this assumption is correct for Pride and Prejudice, it is incorrect for novels like The Steppe, which use more complex conversational structures. This assumption leads to a problematic method of system evaluation in which all quotes within a paragraph are considered in the gold labels to be one quote, even if they were in fact uttered by different characters. We refer to this strategy as having “collapsed” quotes in our evaluations and present it for the purpose of providing a faithful comparison to previous work.

In QuoteLi3 we add the annotations that are missing from both datasets and correct the existing ones where necessary. A summary of the annotations included in this dataset and comparison to the previous data that we draw from is described in Table 2. Our final dataset is described in Table 3. It features a complete set of annotations for both quote-mention and quote-speaker labels.

3.2 Annotation

Two of the authors of the paper were the annotators of our dataset. They used annotation guidelines consisting of an example excerpt and a description, which is included in the supplementary materials §A.5. The annotators were instructed to identify the speaker (from a character list) for each quote and to identify the mention that most directly helped them determine the speaker. Unlike Elson and McKeown (2010), mentions can be pronouns and vocatives, not just explicit name referents. Mentions that were closer to the quote and speech verbs were favored over indirect mentions (such as those in conversational chains). Figure 1 shows an example from Pride and Prejudice.

Annotation was done using a browser-based an-

---

3Even current state-of-the-art coreference tools achieve just over 65% average F1 scores (Clark and Manning, 2016).

4For first-level quotes, there is typically just one speaker per paragraph. This assumption breaks down in some cases and it is very rarely true for nested quotes.

5See supplemental section A.1.
Figure 1: Conversation from *Pride and Prejudice* annotated with our annotation tool. Speakers are indicated by color, mentions are marked by dashed outlines, and quote-to-mention links by blue lines.

Our expert annotators achieved high inter-annotator agreement with a Cohen’s $\kappa$ of .97 for quote-speaker labels and a $\kappa$ of .95 for quote-mention labels. The reported agreement is the average of the Cohen’s $\kappa$s from these passages.

### 3.3 Statistics

Table 3 shows the statistics of our annotated corpus. Unlike He et al. (2013), we do not assume that all quotes in the same paragraph are spoken by the same speaker. To compare with the dataset used by He et al. (2013), we provide the collapsed statistics as well. As Table 3 shows, we have roughly the same number of annotated quotes for *Pride and Prejudice* as He et al. (2013). For *Emma* and *The Steppe*, which were taken from the CQSC corpus, we have considerably more quotes because of our added annotations (see Table 4).

### 4 The Quote Attribution Task

The task of quote attribution can be summarized as "who said that?" Given a text as input, the final output is a speaker for each uttered quote in the text. We assume that all quotes have been previously identified. O’Keefe et al. (2012) find that regular-expression approaches to quote detection yield over 99% accuracy for clean English-language data. A number of other approaches to quote detection have been studied in recent years for more complex data (Pouliquen et al., 2007; Pareti et al., 2013; Muzny et al., 2016; Scheible et al., 2016). Following He et al. (2013), we assume that there is a predefined list of characters available, with the name, aliases, and gender of each character included.
Some key challenges in quote attribution are resolving anaphora (i.e., coreference) and following conversational threads. Literature often follows specific patterns that make some quotes easier to attribute than others. Therefore, an approach that anchors conversations on easily identifiable quotes can outperform approaches that do not.

Figure 1 shows an example of a complex conversation at the beginning of *Pride and Prejudice*. This example illustrates the spectrum of easy to difficult cases found in the task: simple explicit named mention (lines 9, 13, 21), nominal mentions (lines 7, 19, 27), and pronoun mentions (line 5). Sometimes explicitly named mentions embedded in more complex sentences can still be challenging as they require good dependency parses. This example also illustrates a conversational chain with alternating speakers between Mrs. Bennet and Elizabeth Bennet (lines 7 to 11), and between Mr. Bennet and Mrs. Bennet (lines 27 to 34). In this case, vocatives (expressions that indicate the party being addressed) are cues for who the other speaker is (lines 9, 23, 31). When the simple alternation pattern is broken, explicit speech verbs with the speaking character are specified. To summarize, there are several explicit cues and some easy cases in a conversation that can be leveraged to make the hard cases easier to address.

First, consider the quote—mention linking subtask. This is an inherently ambiguous task (i.e. any mention from the same coreference chain is valid,) but we know that if the target quote is linked to the annotated mention that this is one correct option. This means that the evaluation of the quote—mention stage is a lower-bound. In other words, since a given quote may have multiple mentions that could be considered correct, our system may choose a “wrong” mention for a quote but link it to the correct speaker in the end. Thus, if our mention—speaker system could perfectly resolve every mention to its correct speaker, our overall quote attribution system would be guaranteed to get at minimum the same results as the quote—mention stage.

The quote—speaker task can be tackled directly without addressing quote—mention, but identifying a mention associated with the speaker allows us to incorporate key outside information. An advantage of this approach is that we can then separately analyze and improve the performance of the two stages.

Therefore we evaluate both subtasks to give a more complete picture of when the system fails and succeeds. We use precision, recall, and F1 so that we can tune the system for different needs.

## 5 Approach

Our model is a two-stage deterministic pipeline. The first stage links quotes to specific mentions in the text and the second stage matches mentions to the entity that they refer to.

By doing both quote—mention and mention—entity linking, our system is able to leverage additional contextual information, resulting in a richer, labeled output. Its modular design means that it can be easily updated to account for improvements in various sub-areas such as coreference resolution. We use a sieve-based architecture because having accurate labels for the easy cases allows us to first find anchors that help resolve harder, often conversational, cases. Sieve-based systems have been shown to work well for tasks like coreference resolution (Raghunathan et al., 2010; Lee et al., 2013), entity linking (Hajishirzi et al., 2013), and event temporal ordering (Chambers et al., 2014).

### 5.1 Quote—Mention

The quote—mention stage is a series of deterministic sieves. We describe each in detail in the following sections and show examples in Table 5.

**Trigram Matching** This sieve is similar to patterns used in Elson and McKeown (2010). It uses patterns like Quote-Mention-Verb (e.g. “...” she said) where the mention is either a character name or pronoun to isolate the mention. Other patterns include Quote-Verb-Mention, Mention-Verb-Quote, and Verb-Mention-Quote.

**Dependency Parses** The next sieve in our pipeline inspects the dependency parses of the sentences surrounding the target quote. We use the enhanced dependency parses (Schuster and Manning, 2016) produced by Stanford CoreNLP (Chen and Manning, 2014) to extract all verbs and their dependent nsubj nodes. If the verb is a common speech verb\(^8\) and its nsubj relation points to a

---

\(^7\)Character lists are available on sites like sparknotes.com. The automatic extraction of characters from a novel has been identified as a separate problem (Vala et al., 2015).

\(^8\)This list of verbs as well as the family relation nouns list are available in supplemental section A.4.
they have none of them much to recommend them,” replied he.

Mrs. Bennet said only, “Nonsense, nonsense!”

“...Elizabeth impatiently. “There has been many a one, I fancy, overcome in the same way. I wonder who first discovered the efficacy of poetry in driving away love!”

“My dear Mr. Bennet...” “Is that his design in settling here?”

After a silence of several minutes, he came towards her in an agitated manner, and thus began, “In vain have I struggled...”

“Aye, so it is,” cried her mother ...

“They, my dear, you may have the advantage of your friend, and introduce Mr. Bingley to her.”

“Impossible, Mr. Bennet, impossible, when I am not acquainted with him myself; how can you be so teasing?”

Elizabeth was again deep in thought, and after a time exclaimed, “To treat in ... the favourite of his father!” She could have added, “A young man, too,... being amiable”– but she contented herself with, “and one, too, ... in the closest manner!”

“We were born in the same parish, within the same park; the greatest part of our youth was passed together...”

Table 5: Quote→Mention sieves and example quotes that they apply to.

| Sieve                          | Example                                                                 |
|--------------------------------|-------------------------------------------------------------------------|
| Exact Name Match               | “Do you really think so?” cried Elizabeth, brightening up for a moment. |
| Coreference Disambiguation     | “You are uniformly charming!” cried he, with an air of awkward gallantry;  |
| Conversational Pattern         | “Impossible, Mr. Bennet, impossible ...” (Mrs. Bennet)                  |
|                               | “I honour your circumspection...I will take it on myself.” (Mr. Bennet)   |
|                               | The girls stared at their father. Mrs. Bennet said only, “Nonsense, nonsense!” (Mrs. Bennet) |
| Family Noun Vocative Disambiguation | “...You know, sister, we agreed long ago never to mention a word about it. And so, is it quite certain he is coming?” |
|                               | “You may depend on it,” replied the other ...                            |

Table 6: Mention→Speaker Sieves and example quotes that they apply to. Bold text indicates where the speaker information comes from while italic text indicates the target quote being labeled.

character name, a pronoun, or an animate noun, we assign the quote to the target mention.

Single Mention Detection If there is only a single mention in the non-quote text in the paragraph of the target quote, link the quote to that mention.

Vocative Detection If the preceding quote contains a vocative pattern (see supplemental section A.2), link the target quote to that mention. Vocative detection only matches character names and animate nouns.

Paragraph Final Mention Linking If the target quote occurs at the end of a paragraph, link it to the final mention occurring in the preceding sentence.

Conversational Pattern If a quote in paragraph \( n \) has been linked to mention \( m_n \), then this sieve links quotes in paragraph \( n + 2 \) to \( m_n \) without restriction.

5.2 Mention→Speaker

The second stage of our system involves linking the mentions identified in the first stage to a speaker entity. We again use several simple, deterministic sieves to determine the entity that each mention and quote should be linked to. A description of these sieves and example mentions and quotes that they are applied to appears in Table 6.

For the following sieves, we construct an ordered list of top speakers by counting proper name and pronoun mentions around the target quote. If gender for the target quote’s speaker can be determined either by the gender of a pronoun mention or the gender of an animate noun (Bergsma and

5The list of animate nouns is from Ji and Lin (2009).
Lin, 2006), this information is used to filter the candidate speakers in the top speakers list.

We use a window size from 2000 tokens before the target quote to 500 tokens after the target quote. If no speakers matching in gender can be found in this window, it is expanded by 2000 tokens on both sides.

**Exact Name Match** If the mention that a quote is linked to matches a character name or alias in our character list, label the quote with that speaker.

**Coreference Disambiguation** If the mention is a pronoun, we attempt to disambiguate it to a specific character using the coreference labels provided by BookNLP (Bamman et al., 2014).

**Conversational Pattern** Similarly as in the quote→mention section, we match a target quote to the same speaker as a quote in paragraph \( n + 2 \), if they are in the same conversation and it is labeled. Next, we match it to the quote in paragraph \( n - 2 \) if they are in the same conversation and it is labeled. This sieve receives gender information from the mention that the target quote is linked to.

**Family Noun Vocative Disambiguation** If the target quote is linked to a vocative in the list of family relations (e.g. “papa”), pick the first speaker in top speakers that matches the last name of the speaker of the quote containing the vocative.

**Majority Speaker** If none of the previous sieves identified a speaker for the quote, label the quote with the first speaker in the top speakers list.

6 Experiments

In all experiments, we divide the data as follows: *Pride and Prejudice* is split as in He et al. (2013) with chapters 19-26 as the test set, 27-33 as the development set, and all others as training. *Emma* and *The Steppe* are not used for training.

6.1 Baseline

As a baseline, for the quote→mention stage we choose the mention that is closest to the quote in terms of token distance. This is similar to the approach taken in BookNLP (Bamman et al., 2014), in which quotes are attributed to a mention by first looking for the closest mention in the same sentence to the left and right of the quote, then before a hard stop or another quote to the left and right of the target quote. For the mention→speaker stage, we use the Exact Name Match and Coreference Disambiguation sieves.

|       | Test | ES  | AS(p) | AS(o) | IS  | All  |
|-------|------|-----|-------|-------|-----|------|
| \( P & P \) | 98.4 | 77.3 | 42.9  | 82.3  | 85.1 |
| *Emma*     | 92.1 | 62.5 | 35.0  | 71.5  | 75.9 |
| *The Steppe* | 97.5 | 67.0 | 14.9  | 60.4  | 72.7 |

Table 9: Breakdown of the accuracy of our system per type of quote (see Table 3) in each test set.

6.2 Comparison to Previous Work

Table 7 shows a direct comparison of our work versus the previous systems. We replicate the test conditions used by He et al. (2013) as closely as possible in this comparison.

In this comparison, the evaluations based on CQSC are of non-contiguous subsets of the quotes that are also not necessarily the same between our work and the previous work. As discussed in section 3, CQSC provides an incomplete set of quote-speaker labels. In this work we follow the same methodology as He et al. (2013) to extract a test set of unambiguously labeled quotes by using a list of character names to identify those that are unambiguously labeled. In section 7, we analyze *The Steppe* and *Emma* more thoroughly, showing that this method results in an easier subset of the quotes in these novels.

Our preferred evaluation, shown in Table 8, differs from previous evaluations in four important ways. We hope that this work can establish consistent guidelines for attributing quotes and evaluating system performance to encourage future work.

- Each quote is attributed separately.\(^{10}\)
- The test sets are composed of every quote from the test portion of each novel, no subsets are used because of incomplete annotations.\(^{11}\)
- No gold data is used at test time.\(^{12}\)
- Precision and recall are reported in preference to accuracy for a more fine-grained understanding of the underlying system.

\(^{10}\)This is in contrast to the work of He et al. (2013)

\(^{11}\)This is in contrast to the work of Elson and McKeown (2010) and He et al. (2013). The work of O’Keefe et al. (2012) is the only previous work to augment the unlabeled portions of CQSC. They achieved 53.3% accuracy on CQSC from a rule-based system similar to our baseline. This data is not available.

\(^{12}\)Gold data was used at test time by Elson and McKeown (2010) who achieved 83.0% accuracy on the CQSC.
Table 7: Comparison with previous work. This table reports accuracy and comes with some caveats: * indicates that a non-contiguous subset of the quotations were used (not all subsets are guaranteed to be the same as described in section 6.2), and all quotes within the same paragraph were collapsed. *Emma and *The Steppe come from CQSC. All systems are trained on *Pride and Prejudice.

| System          | Test            | Quote→Mention | Mention→Speaker | Accuracy |
|-----------------|-----------------|---------------|-----------------|----------|
|                 | Quote           | P  | R  | F1 | P  | R  | F1 |        |
| +supervised     | *Pride and Prejudice | 86.7| 93.5| 89.9| 85.1| 100 | 92.0| 85.1  |
| +supervised     | *Emma           | 75.2| 85.2| 79.9| 75.9| 100 | 86.3| 75.9  |
| +supervised     | *The Steppe      | 81.7| 88.6| 85.0| 72.7| 100 | 84.2| 72.7  |
| Average         |                 | 81.2| 89.1| 84.9| 77.9| 100 | 87.5|       |
| +precision      | *Pride and Prejudice | 90.2| 80.1| 84.9| 92.1| 70.9| 80.1|       |
| +precision      | *Emma           | 84.6| 68.3| 75.6| 85.7| 59.0| 69.9|       |
| +precision      | *The Steppe      | 92.5| 75.3| 83.0| 93.3| 65.5| 77.0|       |
| Average         |                 | 89.1| 74.6| 81.2| 90.4| 65.1| 75.7|       |

Table 8: Precision, recall, and F-Score of our systems on un-collapsed quotations and the fully annotated test sets from the QuoteLi3 dataset.

6.3 Adding a Supervised Component

To test how orthogonal our two-stage approach is to previous systems, we experiment by adding a supervised sieve to the quote→mention stage. We train a binary classifier, using a maxent model to distinguish between the correct and incorrect candidate mentions.

Candidate Mentions We take as candidate mentions all token spans corresponding to names, pronouns, and animate nouns in a one-paragraph range on either side of the quote. Names are determined by scanning for matches to the character list. We restrict pronouns to singular gendered pronouns, i.e. ‘he’ or ‘she’.

Features We featureize each (quote, mention) pair based on attributes of the quote, mention, and how far apart they are from one another. These features largely align with previous work and can be found in supplemental section A.3 (Elson and McKeown, 2010; He et al., 2013).

Prediction At test time our model predicts for each quote whether each candidate mention is or is not the correct mention to pair with that quote. If the model predicts more than one mention to be correct, we take the most confident result.

This sieve goes just before the conversation pattern detection sieves in the quote→mention stage (see Table 5). This forms our +supervised system.

6.4 Creating a High-Precision System

One advantage of our sieve design is that we can easily add and remove sieves from our pipeline. This means that we can determine the combination of sieves that result in the system that achieves the highest precision with respect to the final speaker label. We use an ablation test to find the combination of sieves with the highest precision (95.6%) for speaker labels on the development set from *Pride and Prejudice*. These results are achieved by removing the Loose Conversation Detection sieve for the quote→mention stage and keeping only the Exact Name Match and Coreference Disambiguation sieves for the mention→speaker stage.

Together, these sieves create a system that we call +precision that emphasizes overall precision rather than F-score or accuracy.

7 Results

We show that a simple deterministic system can achieve state-of-the-art results. Adding a lightweight supervised component improves the system across all test sets. The sieve design allows us to create a high precision system that might be more appropriate for real-world applications that...
value precision over recall.

The results in Table 8 confirm that the subset of test quotes from *Emma* and *The Steppe* used in previous work were an easier subset of the whole set of quotations. When evaluating based off of the whole set of quotations, we lose 0.2 and 11.1 points of accuracy for *Emma* and *The Steppe*, respectively. As we show in Table 4, *The Steppe* is missing a significant portion (50.9%) of the annotations whereas *Emma* is missing 28.6%. Our error analysis shows us that *The Steppe* features more complicated conversation patterns than the novels of Jane Austen, which makes the task of quote attribution more difficult.

One type of error analysis we performed was inspecting the accuracy of our system by quote type. As seen in Table 9, the main challenge lies in identifying anaphoric and implicit speakers. We find that resolving non-pronoun anaphora is much more challenging for our system than pronouns. This is because the only mechanism for dealing with these mentions is the Family Noun Vocative Disambiguation sieve; otherwise, the only information we gather from them is gender information. This indicates that adding information about the social network of a novel and attributes of each character (such as job and relationships to other characters) would further increase system performance.

8 Conclusion

In this paper, we provided an improved, consistently annotated dataset for quote attribution with both quote-mention and quote-speaker annotations. We described a two-stage quote attribution system that first links quotes to mentions and then mentions to speakers, and showed that it outperforms the existing state-of-the-art. We established a thorough evaluation and showed how our system can be tweaked for higher precision or refined with a supervised sieve for better overall performance.

A clear direction for future work is to expand the dataset to a more diverse set of novels by leveraging our annotation tool on Mechanical Turk or other crowdsourcing platforms. This work has also provided the background to see the pitfalls that a dataset produced in such a way might encounter. For example, annotators could label mentions and speakers separately, and examples with high uncertainty could be transferred to expert annotators. An expanded dataset would allow us to evaluate how well our system generalizes to other novels and also allow us to train better models. Another interesting direction is to eliminate the use of predefined character lists by automatically extracting the list of characters (Vala et al., 2015).
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A Supplemental Material

A.1 Nested Conversation Example

Figure 2: An example paragraph that contains multiple speakers from *The Steppe*.

Figure 2 shows a screen shot of our annotation tool displaying a paragraph with a complex conversational structure from *The Steppe*.

A.2 Vocative Patterns

| Pattern | Example |
|---------|---------|
| between , and ! | Nastasya! |
| between , and ? | Mr. Bennet? |
| between , and . | Yegorushka. |
| between , and ; | papa; |
| between , and , | Emma, |
| between “ and , between and ” | “Father Christopher, mother” |
| after the word “dear” | Dear Lydia |
| between “oh” and ! | Oh Henry! |

Table 10: Vocative patterns for extracting mentions.

A.3 Supervised Classifier Features

We used the following features in our supervised classifier:

- **Distance**: token distance, ranked distance (relative to mentions), paragraph distance (left paragraph and right paragraph separate)
- **Mention**: Number of quotes in the mention paragraph, number of words in mention paragraph, the order of the mention within the paragraph (compared to other mentions), whether the mention is within conversation (i.e. no non-quote text in the same paragraph), whether the mention is within a quote, POS of the previous and next words.
- **Quote**: the length of the quote, the order of the quote (i.e. whether it is the first or second quote in a paragraph), the number of words in the paragraph, number of names in the paragraph, whether the quote contains text in it, whether the present quote contains the name of the mention (if mention is a name).

A.4 Words Lists

**Common Speech Verbs** Similar to He et al. (2013), we use *say, cry, reply, add, think, observe, call, and answer*, present in the training data from *Pride and Prejudice*.

**Family Relation Nouns** ancestor aunt bride bridegroom brother brother-in-law child children dad daddy daughter daughter-in-law father father-in-law fiancee grampa gramps grandchild grandchildren granddaughter grandfather grandpa grandparent grandson granny great-granddaughter great-grandfather great-grandmother great-grandparent great-grandson great-aunt great-uncle groom half-brother half-sister heir heiress husband ma mama mom mommy mother mother-in-law nana nephew niece pa papa parent pop second cousin sister sister-in-law son son-in-law stepbrother stepchild stepchildren stepdad stepdaughter stepfather stepmom stepmother stepsister stepson uncle wife

A.5 Annotation Guidelines

- Each quote should be annotated with the character that is that quote’s speaker.
- Each quote should be linked to a mention that is the most obvious indication of that quote’s speaker.
  - Quotes can be linked to mentions inside other quotes.
  - Multiple quotes may be linked to the same mention.
- Mentions should also be annotated with the character that they refer to.
  - If a character’s name is meaningfully associated with an article (e.g. “... said the Bear”), include that article in the mention.