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Abstract
Recent advancements in machine reading and listening comprehension involve the annotation of long texts. Such tasks are typically time consuming, making crowd-annotations an attractive solution, yet their complexity often makes such a solution unfeasible. In particular, a major concern is that crowd annotators may be tempted to skim through long texts, and answer questions without reading thoroughly. We present a case study of adapting this type of task to the crowd. The task is to identify claims in a several minute long debate speech. We show that sentence-by-sentence annotation does not scale and that labeling only a subset of sentences is insufficient. Instead, we propose a scheme for effectively performing the full, complex task with crowd annotators, allowing the collection of large scale annotated datasets. We believe that the encountered challenges and pitfalls, as well as lessons learned, are relevant in general when collecting data for large scale natural language understanding (NLU) tasks.

1 Introduction
The availability and scale of crowdsourcing platforms today has enabled the collection of large scale labeled datasets (Negri et al., 2011; Sabou et al., 2014; Rajpurkar et al., 2016, 2018; Choi et al., 2018). These datasets facilitate the use of advanced machine learning methods, which leverage such vast volumes of labeled data to achieve state-of-the-art performance on various tasks. Crowd annotation tasks are typically simple, short, and easy to explain, making them well-suited to the typically untrained temporary workforce. Some examples include named entity recognition (Finin et al., 2010), textual entailment (Mehdad et al., 2010) or generating facts from text (Wang and Callison-Burch, 2010). Complex tasks are typically broken into smaller, simpler chunks to suit these requirements (Wang et al., 2013). For example, Zeichner et al. (2012) break up their evaluation of inference rules into three simpler sub-tasks, and Scholman and Demberg (2017) simplify their discourse relation annotation task by casting it as a selection of a connecting phrase from a predefined list. Indeed, GLUE (Wang et al., 2018), a popular benchmark for NLU tasks, focuses only on annotations of single sentences or pairs of sentences, which tend to be simpler than those required in longer texts. However, task decomposition is not always feasible. As we discuss below, while a relevant decomposition scheme can be defined for our task, it does not allow performing the task in an effective and comprehensive way.

We describe the adaptation of a complex labeling task to the crowd: identifying claims in spoken argumentative content (for an example, see Figure 1). This work extends our previous study, in which annotation was performed by experts (Mirkin et al., 2018). Obtaining such labeled data facilitates the development of language understanding systems which listen to speeches and identify claims therein. This, in turn, can serve as the basic building block for generating arguments rebutting these claims, or summarizing an argumentative text into the main claims made therein. Indeed, this annotation was made in the context of Project Debater, a system that can hold a debate with humans1, where rebuttal was based on Argument Mining (Lavee et al., 2019) and general-purpose claims (Orbach et al., 2019).

At first glance, simplifying such a task could seem straightforward. By segmenting speeches

---

*Current affiliation: Intuition Robotics

1Demonstrated at Think 2019; https://www.youtube.com/watch?v=m3u-1yttrVw
into sentences, it is possible to present a single sentence and a single claim, and ask whether the claim is made or mentioned in the sentence. However, this sentence-level setup has three major problems. First, there is a large number of sentence-claim pairs, which makes comprehensive labeling of all pairs unfeasible, even with crowdsourcing. For example, among the 200 speeches of Mirkin et al. (2018) a typical speech contains about 30 sentences, and is labeled vs. 4 claims. Thus, labeling the entire dataset requires labeling some 24,000 pairs. Second, the goal of the annotation process is to provide a fairly comprehensive sample of claims mentioned in speeches (e.g. for training a classifier), yet such pairs are rare. Thus, collecting a sizable amount of such pairs requires labeling a large amount of data. Third, labeling single sentences obscures their context, which may, in some cases, change how they are understood by annotators, thus affecting the collected labels. For example, a claim may not be explicit in a single sentence, but rather implied by a section of the speech.

An alternative to this approach is speech-level labeling – presenting an entire speech along with the full list of potential claims. This makes comprehensive labeling of entire speeches feasible, at the cost of added time and complexity. Annotation of a single speech takes at least several minutes of reading and/or listening, and long lists of claims often require iterating over the speech multiple times, since it is hard to memorize its full content in a single pass. It is tempting for an annotator who is not skilled at such tasks to only glimpse through the long text, rather than read it carefully. Conversely, a small, skilled workforce may be able to deal with a task of this complexity, but large-scale data collection by such a workforce is impractical.

To overcome these challenges, we suggest combining the advantages of both setups. Namely, comprehensive labeling of entire speeches using crowdsourcing. The main issue is to identify and motivate a reliable, skilled crowd workforce which is of sufficient size to perform it on a large scale. Similar works attempted to identify reliable crowd annotators based on their previous work (Ho et al., 2013), or other user characteristics like age or education (Li et al., 2014). Behavioral patterns during the task like scrolling and context switching have also been used to predict user reliability in crowdsourcing platforms (Goyal et al., 2018). Here, we rely on their suitability to our specific task, which requires unique skills like reading and listening.
comprehension and attention to nuance. During the annotation process, we monitor several features of each annotator (see §4), such as agreement with peers and labeling time, and use them to evaluate our confidence in their work. Based on these confidence measures, annotators determined as unreliable are filtered out, and strong ones are retained and rewarded. This monitoring also allowed to identify problems in our task design, which helped in adjusting it to the crowd.

Lastly, annotations from the two annotation schemes are compared, using pairs of claim and speech that were labeled in both (see §5).

The main contributions of this paper are: (i) Presenting a case study of long texts annotation in a complex NLU task, using crowdsourcing; (ii) A detailed description of a mechanism to select annotators that are reliable and qualified to the task using quality control measures taken from their work on our specific data; (iii) An analysis comparing an annotation setup which provides full textual context, to a simpler setup which obscures context information from annotators.

2 The annotation task

Listening comprehension over argumentative content is a new NLU task we recently introduced in Mirkin et al. (2018). This work included a corresponding dataset, annotated by experienced experts. Following is a description of that annotation task, which we now aim to adapt to the crowd.

Each annotation unit is presented in the context of a given controversial topic, such as we should end water fluoridation. It is comprised of two parts (see Figure 1): The first is a several-minute long speech, in which a single speaker is arguing for or against the given topic. The speeches are provided in both audio and text, allowing annotators a choice between listening, reading or both. The second part is a list of claims, potentially relevant to the topic and of the same stance as that of the speaker. The objective is identifying the subset of claims mentioned in a given speech. The resulting annotation is a set of speech-claim pairs, in which a pair is considered a positive match if the claim is mentioned in the speech (otherwise the pair is considered a negative match).

Specifically, annotators were instructed to consider a claim as mentioned in a speech if the statement "The speaker argued that <claim>" is true. This statement can be valid even if the speaker was stating the claim using a different phrasing or even if she did not explicitly express the claim, but merely implied it (see Example 1).

The full annotation guidelines are given in the Supplementary Materials.

Example 1 (Claim implied from a speech)

Claim: Needle exchange reduces the spread of diseases Speech: [...] Without the needle exchange program people are still going to do heroin or other kinds of drugs anyway with dirty or less safe needles. This does lead to things like HIV getting transmitted, it leads to other diseases as well, being more likely to get transmitted [...]

3 Sentence-level annotation

In a sentence-level annotation scheme, the speech text is first split into sentences2. Then, pairs of sentence and claim are presented to annotators, who answer whether the claim is stated in the sentence. Figure 2 shows a screenshot of one annotation unit in this scheme. The questions are short, which is advantageous for crowdsourcing, and the collected answers indicate, in addition to whether a claim was mentioned in a speech, where was it mentioned, which is potentially important information for methods aimed at automatically identifying claims in speeches.

However, this scheme has three major limitations:

– **Scalability**: Comprehensive labeling of all possible sentence-claim pairs is not feasible, even for crowdsourcing. A speech in our data contains, on average, 28.7 sentences, and has 65.6 claims which require annotation. This means having 1,882 claim and sentence pairs for each speech, and sums up to more than 2 million pairs for our data of 1,127 speeches.

A naive approach for reducing the number of pairs which require annotation is randomly sampling sentences from a given speech. However, because claims mentioned in speeches are typically mentioned only once or twice, such sampling would likely miss the mentioning sentences.

Another option is detecting sentences which are semantically similar to the claim, and annotating those with a high similarity. We tried doing so by using word2vec (Mikolov et al., 2013): a vector representation for a claim or a sentence was defined as the weighted-average of the vec-

2Using a manually created transcription of the audio into text, which includes sentence segmentation.
tor representation of its words (using idf weights based on Wikipedia). The similarity between a claim and a sentence was then calculated using the cosine similarity between their vector representations. This increased the fraction of positive pairs, yet introduced a bias: pairs with definite lexical overlap were selected for labeling, but pairs where the claim is paraphrased or implicit were overlooked. Other selection options are possible, but they would likely introduce bias to the labeling process for similar reasons.

– **Limited context**: Deciding whether the claim is mentioned based on a single sentence can be difficult for two reasons. First, it is often hard to fully understand the speaker’s intent when reading a single sentence. The sentence may refer to previous parts of the speech or contain an incomplete train of thought. Second, in many cases, a speaker clearly conveys a claim, yet it is not explicitly mentioned in any single sentence. Example 2 shows a claim expressed across several non-consecutive sentences.

**Example 2 (Multi-sentence mentioned claim)**
Claim: *Compulsory voting is undemocratic*
Speech: *Democracy is about protecting our rights [...] People have a right to not vote [...] We should respect literally any reason a person might not want to vote [...] We should ensure that that person is not penalized for not voting.*

– **Noisy negatives**: A claim mentioned in one of the speech sentences implies that it is mentioned in the speech, yet the opposite is not necessarily true. A prerequisite to establishing that a claim is not mentioned in a speech is its annotation as not mentioned for every speech sentence. Even then, it is possible that the claim arises from a combination of multiple sentences, and that when reviewing the entire speech, it would nonetheless be considered as mentioned. Thus, negative matches obtained in this scheme are a noisy approximation of the actual speech–claim negative examples.

## 4 Speech-level annotation

The above mentioned limitations of the sentence-level approach suggest that a different setup is desirable. We therefore considered a speech-level annotation scheme: annotators were provided with the full speech (text and audio) and a list of at most 20 claims from which they marked those mentioned (Speeches with more than 20 claims were shown more than once). Figure 3 illustrates one annotation unit in this scheme.

The main advantage of this approach is that the full context is available to annotators, making it easier to decide whether a certain idea was expressed. In addition, the collected negative matches are more reliable since annotators access the entire speech. However, this setup does not solve the scalability issue. Each unit is considerably more complex, since it requires the careful evaluation of a long text, while paying attention to nuances and subtleties. Thus, annotating a large volume of data in this scheme is even more challenging, since the common approach for scaling an annotation, namely the use of crowd, is typically applied to short, simple tasks.

Next, we experiment with this scheme using 3 different groups of annotators, using four measures: average pairwise kappa, fraction of high-agreement pairs, fraction of low-agreement pairs and fraction of positive pairs.

**Average pairwise kappa** is defined by first identifying annotators having at least 5 peers from their group with more than 20 common answers, and averaging their Cohen’s Kappa score (Cohen, 1960) with each peer meeting these criteria. Then, the average over annotators is taken as the measure for the group. We note that the applicability of agreement measures like Cohen’s Kappa to the crowd has been questioned, in particular for tasks
within the argumentation domain (Passonneau and Carpenter, 2014; Habernal and Gurevych, 2016). Yet, while their exact value may be of limited interest, using them comparatively allows us to assess the reliability of results from different settings.

High-agreement and Low-agreement speech–claim pairs are defined by first defining the label of a pair as the majority vote of the annotators. If this majority includes at least 80% of annotators, the pair is a High agreement pair. If it includes at most 60% of annotators, it is a low agreement pair.

The last measure, the fraction of positive-labeled pairs, is expected to be similar for different groups of annotators. Additionally, it provides information about the usefulness of the collected data, since a sizable fraction of positive examples is required to allow the development of algorithms which automatically detect claims mentioned in speeches.

4.1 Experts

The first group included highly proficient English-speakers with previous experience in various NLP annotation projects done by our team. Each speech was annotated by five experts.

This step was performed for two reasons: First, to verify that achieving high confidence annotation of our data is feasible, by comparing the annotation measures computed here to those reported in previous similar work which utilized experts. Second, establishing these measures for the experts group creates a baseline for comparison to the measures of crowd-based groups.

Results The Experts column of Table 1 summarizes the annotation statistics and results. The inter-annotator agreement of the experts group is 0.4, which is comparable yet somewhat lower, than the value of 0.52 reported in Mirkin et al. (2018). This could be attributed to the different nature of our claims, and having a more skewed data distribution: 20% of our claims are annotated as mentioned, while in the annotation of Mirkin et al. (2018) almost 40% of the claims are so.

4.2 General crowd

As mentioned above, despite having annotated a fairly large number of speech–claim pairs using experts, their limited pace, and the large volume of data, make it impractical to annotate the speeches en masse in this way. We therefore resorted to the
Table 1: Speech-level annotation statistics (top) and results (bottom), comparing the use of 3 different groups of annotators. The crowd custom channel allowed the annotation of more than 7 times the amount of data annotated by experts, while maintaining quality.

|                    | Experts | Crowd | Channel |
|--------------------|---------|-------|---------|
| Num. speeches      | 397     | 939   | 1127    |
| Avg. claims per speech | 22.8   | 27.3  | 65.6    |
| Num. annotated pairs | 9,052  | 25,634| 73,931  |
| Num. annotators    | 14      | 211   | 28      |
| Avg. pairwise kappa | 0.4     | 0.24  | 0.45    |
| High-agreement pairs | 80%    | 67%   | 68%     |
| Low-agreement pairs | 20%    | 15%   | 15%     |
| Positive pairs     | 20%     | 17%   | 25%     |

The use of the Figure-Eight\(^3\) (F8) crowdsourcing platform.

This platform has several built-in quality control mechanisms. Each annotator has a level, based on her previous work on the platform. In addition, it encourages the use of Test Questions (TQs), questions whose answers are defined by the task’s designer, and which are included in a preliminary quiz and in random locations throughout the task. The accuracy of each annotator is then measured on the TQs, and only those who maintain a high accuracy are assigned further questions (those who do not are denied access and their past work is discarded). While the annotators do not know which questions are TQs beforehand, once they submit their answers to one, the F8 platform reveals its correct answers. This allows annotators to review and learn from their mistakes, but also to recognize TQs after their answer was processed.

To create TQs for our task, speech–claim pairs that were unanimously labeled by the experts were taken, and their selected answer was defined as the correct answer. Recall that a question in our task is composed of a speech and a list of claims, and that one needs to answer, for each claim, whether it was mentioned in the speech. For TQs, we’ve set a known answer for only some of the claims on the list, and ignored answers to the rest. The annotators’ minimal required accuracy was set to 0.75, and those with the lowest F8 level were denied access. Payment was set to $0.5 per speech, and each question required seven annotators.

Results Column Crowd in Table 1 shows the agreement and quality measurements of this experiment. The obtained agreement is low compared to expert annotators. Such a significant difference is surprising given the TQ mechanism, which was expected to keep only annotators whose answers are consistent with those of the experts.

Analysis

Analyzing the obtained annotations raised two major issues:

– Implicit claims: Focusing on high-agreement claim–speech pairs, 91% of the ones annotated by the crowd were labeled as negative, while the experts only annotated 37% of of their high-agreement pairs as such. A deeper look suggested that a major cause were claims alluded to, but not explicitly stated, in the speech (see Example 1). It seemed that while the experts generally agreed on these cases, the guidelines for the untrained crowd annotators did not fully convey the goal of this task. Thus, we changed the annotation labels for the task from binary to Explicit, Implicit, No mention, and added detailed examples of implicit mentions to the guidelines.

– User reliability: Further validation of a random sample of the data revealed many pairs for which, despite a high agreement, the label was wrong, thus raising concerns regarding the reliability of individual annotators. A possible explanation is that the TQs were identified by some annotators, who then made an effort to properly answer only them. This can happen, for example, when an annotator encounters the same TQ twice, or when annotators share answers to TQs with each other, if they are working as part of a group. While a possible solution is increasing the number of TQs to avoid such repetitions, it is still plausible, especially for returning annotators who work on multiple batches of the same task, to see the same TQ multiple times. Furthermore, it has been shown that in any quality assurance mechanism that is based on a fixed set of gold questions, the inherent size limit of the gold set can be exploited by a group of colluding workers, who can build an inferential system to detect which parts of the job are more likely to be gold questions (Checco et al., 2018).

4.3 Custom crowd

F8 allows manually defining a per-task list of annotators who are allowed access to a task, called a custom channel. To address the reliability issues raised in our analysis, annotators for such a channel were selected, based on the following per-
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\(^3\)www.figure-eight.com (formerly CrowdFlower).
annotator measures:

- **Kappa:** Average pairwise kappa vs. others as described above.
- **TQ failure:** Percentage of incorrectly labeled speech-claim pairs in TQs. This is a more refined assessment of the performance of individual annotators than the one provided by the platform, because the latter considers a TQ as wrong when it has at least one wrongly marked claim, and we assessed speech-claim pairs in TQs individually.
- **Accept rate:** Percentage of positively annotated speech-claim pairs. Extreme values may suggest that an annotator is not reading carefully, and is rather choosing the same answer again and again.
- **Judgment time:** Average annotation time of a speech. This is an estimate provided by the platform, and it helps to identify extreme outliers, which do not carefully review the task.
- **Max pairwise kappa:** The maximal pairwise kappa measured between an annotator and one of her peers. A very high agreement between two annotators suggests that their answers may be coordinated. It may even be a single person, using different ids to access the same task multiple times.
- **Shared IP:** Whether the annotator’s IP address is shared with others doing the same task. Having the same IP address does not imply a single end-user, but it raises the possibility that it is, or that the end-user is part of a group which may share answers to TQs.

Using these measures, each annotator is assigned a **Reliability Level**:

- **Unreliable:** Annotators who meet at least one of the following conditions: (i) Accept rate < 5% or > 95%; (ii) Max pairwise kappa > 0.9; (iii) Judgment time < 1 minute; (iv) shared IP is true.
- **Low-Quality:** Kappa < 0.1 or TQ failure > 50%. These are annotators with low quality of work but they are not necessarily malicious users.
- **Reliable:** the rest of the annotators.

The thresholds for the different reliability levels were manually defined after reviewing and analysing the annotation of workers comparing to their obtained scores.

To assess the reliability of the general crowd, these measures were calculated from their annotations, and a **Reliability Level** was assigned to each annotator. Of the 211 annotators who took part in that stage, only 86 were categorized as **Reliable**. Of all 125 **Unreliable** annotators, 50 were also considered **Low-Quality**. It is possible that the high rate of **Unreliable** annotators was due to the complexity of the task which discouraged serious and thorough work, combined with the high payment which attracted many annotators to try it.

We therefore hand-picked a group of **Reliable** annotators who contributed the largest number of high quality annotations to be included in a custom channel. By continuing to release in parallel more tasks to the general crowd, this channel was iteratively expanded, knowing such tasks will attract some **Unreliable** users, but also more **Reliable** ones. Once a task was complete, we calculated annotator levels, and picked new users from those identified as **Reliable**. Answers from other annotators were discarded. At the same time, we released tasks limited to the custom channel, monitoring annotator performance using the same method.

Notably, when working with the custom channel we disabled the built-in TQ mechanism for two reasons. First, since channel annotators already proved reliable, the quiz given before each batch of the task was no longer necessary. Second, working with TQs technically requires including at least two speeches in every page of the task shown to the annotators (one speech being the TQ). Annotators pointed out that having this configuration makes it harder to focus.

To keep a measure of quality, one or two claims with a known clear answer were embedded as questions for each speech. For example, such a claim might be of a stance opposing that of the speaker, and is thus unlikely to be claimed. We refer to this quality measure as **Hidden Test Questions (HTQ)**, since in contrast to TQs, annotators can’t identify them, and they don’t know when they erred on them. Annotators only knew their work was closely monitored; and for our internal monitoring an **HTQ failure** measure replaces **TQ failure** when assessing the custom channel’s work.

**Results** After several iterations, we assembled a group of 28 annotators which achieved similar agreement to that of the expert annotators (see column **Channel** in Table 1), working at a much higher pace. This was probably due to the group including twice as many members as the expert annotators, as well as not being burdened with other annotation tasks (at least not by our team). To keep them motivated, we regularly paid bonuses to annotators based on the quantity and quality of their annotations. The annotators also provided occasional feedback on their experience which helped
further improve the design of our task.

To demonstrate the resulting annotation, and to facilitate a basis for algorithms addressing this claim-detection task, an annotation of the speeches from Mirkin et al. (2018) will be made available on our website4.

5 Comparing the annotations

Having constructed the speech-level annotated dataset, we now revisit our assumption that the simpler sentence-level annotation cannot capture the full context required to correctly label claims in speeches. We compare the annotation of 1,003 claims in 379 speeches via our speech-level methodology with that of the same claims via our initial sentence-level scheme. The latter was done on selected sentences from each speech - those semantically similar to the given claim (see §3).

Table 2 compares labels from both setups. Sentence-level labels are derived from 5,189 sentence-claim pairs (average of 1.7 sentences per speech-claim pair), considering a speech-claim pair positive if the claim was positive in at least one of the sentences annotated for this speech.

The rate of positive pairs is higher in the speech-level scheme: 1,024 pairs (20%) were labeled as positive (explicit or implicit) while only 389 (7.5%) were positive when deriving the label from the sentence-level scheme. As expected, the majority (74%) of sentence-level positives were also considered speech-level positive. Also, 28% of sentence-level negatives were in fact identified as speech-level positives, with a high rate of implicitly mentioned claims. Analyzing a sample of such cases suggested that usually the claim can not be pinpointed to a single sentence, but rather arises from a combination of several sentences, while it is also common for the sentence-level annotation to miss the relevant sentence, when one does exist.

Surprisingly, 102 pairs were labeled as positive in the sentence-level but were negative in the speech-level. This is unexpected because a claim that was mentioned in a single sentence of the speech was obviously mentioned in it. Analysis of these pairs revealed that in the majority of them (78%) the sentence-level label was wrong, that is, the claim was not mentioned in the suggested sentence. In many cases it seems that the mistake was due to misinterpretation of the sentence without its context. This confirms the importance of providing a broader context in our task.

6 Conclusions and Future Work

We addressed the annotation of claims in argumentative content through crowdsourcing. Due to its complexity, it is not clear that such annotation can be decomposed into simpler sub-tasks in a way that leads to an effective and comprehensive solution. Indeed, our results demonstrate that approximating the full-text context by simple word2vec-based sampling of ostensibly-relevant sentences is not sufficient.

Conversely, we show how careful employment of crowdsourcing can address the full, complex problem. By using a combination of various quality control measures to select highly skilled and motivated annotators, we were able to create a committed reliable workforce. This allowed us to obtain large-scale, high quality annotations despite the inherent complexity and subjectivity of this demanding NLU task. We learned that even with a relatively small group of crowd annotators, it is possible to benefit from the advantages of the crowd, namely high pace and scale.

We believe the key to the success of this annotation project was the ongoing learning and improvement we made during the process: analyzing common mistakes directed us to the easier 3-label setup, as well as improve the guidelines to clarify repeating issues and interesting edge cases; keeping an open dialog with our custom channel allowed us to learn from their feedback, and make changes that improved their experience like discarding the TQ mechanism; rewarding good annotators with extra payments made them feel their work is valued and kept them committed to our task.

Table 2: A comparison of speech-level labels (Explicit, Implicit, No mention) to sentence-level based labels: a Positive claim is one which is positive for least one of the labeled sentences; a Negative claim is one which is negative for all labeled sentences. Note that given a speech, not all of its sentences are labeled, leading to the label mismatches presented here. For further details, see §5.

|            | Speech | Explicit | Implicit | No mention |
|------------|--------|----------|----------|------------|
| Positive   |        | 150      | 137      | 102        |
| Negative   | 301    | 436      | 1,889    |            |

4https://www.research.ibm.com/haifa/dept/vst/debating_data.shtml
In the context of more common NLU tasks, such as those in Wang et al. (2018), our task seems to require an exceptionally high level of language understanding by an automated system seeking to perform it. Since the claims may be implicit in the text, combining the understanding of numerous sentences may be required to perform it adequately. Moreover, if a claim is relevant to the motion, but nonetheless not mentioned in the speech, it may be quite challenging for an automatic system to deduce that such a plausible claim is in fact not implied anywhere in the speech. Hence this task is in line with the motivation of Wang et al. (2019) - a task where there is likely much headroom for an automated system to improve before it reaches human capabilities.

In future work, this dataset could be used to build classifiers of a more global nature, where each labeled speech–claim pair is considered a single unit of information. Furthermore, speech-level annotation can help facilitate an efficient collection of claim–sentence labels, by first choosing claims labeled as positive in speeches, and annotating them against all speech sentences. Such labels may prove useful in the development of classifiers for identifying claims in single sentences. This method may be useful for other NLU tasks which involve long texts, e.g. Question Answering from long texts.
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