Spin polarized current and shot noise in carbon nanotube quantum dot in the Kondo regime
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Abstract

Using nonequilibrium Green functions and several complementary many-body approximations we calculate shot noise and spin dependent conductance in carbon nanotube semiconducting quantum dot in spin-orbital Kondo regime. We point out on the possibility of reaching giant values of tunnel magnetoresistance in this range and discuss a prospect of its gate control. We also analyze the influence of symmetry breaking perturbations on the shot noise with special emphasis on spin dependent effects. The gate and bias dependencies of noise Fano factors influenced by magnetic field, polarization of electrodes and spin-flip processes are presented.

PACS numbers: 73.22.-f; 73.23.-b; 73.63.Fg
I. INTRODUCTION

Within the last decade a growing interest in studying of noise of mesoscopic systems is observed [1–4]. As the dimension of the device goes on scaling down and only few conducting channels are saved giving a total conductance of order of conductance quantum $e^2/h$ the system becomes more sensitive to the noise. Due to the random processes governing transport current is fluctuating in time even under dc bias. These fluctuations originate from granularity of carriers (shot noise) and from thermal disturbance (thermal noise) [1]. The thermal noise reflects the fluctuations in the occupations of the leads due to thermal excitation, and vanishes at zero temperature. It is related to the linear conductance via the fluctuation-dissipation theorem and thus does not carry extra information other than that obtained from ordinary conductance measurements. The shot noise is a purely nonequilibrium property and it results from the fact that current is not a continuous flow, but a sum of discrete pulses in time, each corresponding to the transfer of electron through the system. The latter fluctuations do not manifest in macroscopic systems since the inelastic scattering e.g. electron-phonon smooths them, leaving only thermal noise. In contrast to thermal noise, shot noise cannot be eliminated by lowering the temperature. The shot noise reveals information of transport properties which are not accessible by conductance measurements alone for example about the kinetics of electrons and about the correlations of electronic wave functions. For uncorrelated carriers, shot noise is Poissonian. Deviations from the Poissonian noise appear to be due to correlations between electrons. Fermi-Dirac statistics or the way carriers scatter and interact within a sample strongly affect shot. Usually Coulomb repulsion and Fermi statistics both tend to smooth electron flow, thereby reducing shot noise below the uncorrelated Poissonian limit, but under certain conditions the interplay of Fermi statistics and interactions can lead to electron bunching i.e. to super-Poissonian correlations [5]. The advances in nanofabrication techniques opened a new path in studying correlation effects. Of special interest in this respect is Kondo effect - a formation of the many body dynamical singlet between a localized spin and delocalized conduction electrons [6], observed in semiconductor-based quantum dots (QDs) [7–10] and molecular nanostructures [11–14]. The tunability of nanostructures and their amenability to electrical measurements have allowed studies of Kondo effect in a controlled way, in particular in nonequilibrium. Spin Kondo effect in nanostructures is well understood [15–27] and
recently this knowledge has been enriched by analysis of current correlations \[28–37\]. It has been theoretically predicted \[35\] and experimentally verified \[32\] that in the unitary Kondo regime the shot noise of SU(2) QDs is enhanced via back-scattering processes and a universal effective charge \(5/3e\) has been measured. An important issue for spintronics is how Kondo physics is affected by magnetic field \[38–43\] or what is the impact of ferromagnetic electrodes \[44–56\]. The Kondo effect can also occur, replacing the spin by orbital \[57\] or charge \[58, 59\] degrees of freedom. Spin and orbital degeneracies can also occur simultaneously leading to highly symmetric Kondo Fermi liquid ground state. SU(4) group is the minimal group allowing orbital-spin entanglement, which guarantees rotational invariance in spin and orbital spaces. The four states entanglement is interesting for quantum computing, because each 4-state bit is equivalent to two 2-state bits, so the 4-state bits double the storage density. The unambiguous consequence of SU(4) symmetry is a “halfed” zero bias conductance reflecting a shift of Kondo peak away from the Fermi level to \(\hbar \omega \sim k_B T_K^{SU(4)}\). This can be understood from Friedel sum rule, which in this case gives corresponding phase shift at the Fermi level \(\delta = \pi/4\). The resulting broadening of Kondo peak, as compared to SU(2) case means exponential enhancement of Kondo temperature, which makes these structures interesting for practical applications. The observation of SU(4) Kondo effect has been reported in vertical quantum dots \[57\] and in carbon nanotubes (CNTs) \[60–63\]. The problem of simultaneous screening of charge or orbital degrees of freedom and spin has been widely discussed also from the theoretical point of view \[64–79\], but there are only very few attempts to discuss noise in this range \[79–82\]. References \[80, 81\], which are based on the phenomenological Fermi liquid description \((F – L)\) discussed some general aspects of the noise in the strong coupling fixed point regime of SU(4) and predicted enhanced shot noise with universal charge \(e^* = 0.3e\). This suggestion has not been verified yet, because, due to the residual symmetry breaking perturbations this range is not easily accessible in experiment. The sole experiment on the noise in spin-orbital Kondo range of CNT-QD has been carried by Dellatre et al. \[82\] in the range \(T \sim T_K/3\) and \(eV \leq 3k_BT_K\). It has been shown for the first time in this paper that unitary Kondo regime remains noisy in SU(4) limit. These authors also pointed out on scaling properties of the noise and have shown that their experimental results were reasonably described by temperature-dependent slave boson mean field theory.

The aim of the present paper is to examine an impact of the symmetry breaking per-
turbations on the noise of spin-orbital Kondo systems. In particular we focus on the spin-dependent shot noise. This topic has received very little attention up to now. With exception of a very recent single result on the magnetic field dependence of noise in SU(4) Kondo regime \[79\], all other publications on the noise in Coulomb blockade and Kondo ranges concern SU(2) symmetry (see e.g. \[83\]–\[91\]). Although our considerations are general we address our discussion to CNT-QDs because these systems exhibit high Kondo temperature and are well suited for the examination of the noise \[82\]. The low energy band structure of semiconducting carbon nanotubes is orbitally doubly degenerate at zero magnetic field \[92\]–\[93\]. This degeneracy corresponds to clockwise and counterclockwise symmetry of the wrapping modes in CNTs \[92\]. Field perpendicular to the nanotube axis breaks the spin degeneracy, whereas parallel field breaks both spin and orbital degeneracy. For perpendicular orientation apart from the central orbital Kondo peak also satellites reflecting spin fluctuations occur in the density of states (DOS), whereas for parallel field both, spin and spin-orbital fluctuation satellites are observed. Their occurrence is reflected by a depression of the shot noise for the fields or voltages corresponding to the energy of their position.

Currently there is a widespread interest in developing new types of spintronic devices and carbon nanotubes deserve special attention in this respect due to their long spin lifetimes \[94\]. In this paper we discuss field induced spin filtering and giant tunnel magnetoresistance (\(TMR\)). The role of polarization of electrodes is twofold, it makes the tunneling processes spin-dependent and it introduces an effective exchange field via spin-dependent charge fluctuations \[48\]–\[50\], \[54\]. The calculated Fano factors, which quantify the deviation from the Poissonian noise for both spin orientations are sub-Poissonian, but for large polarization the minority spin Fano has a value close to Poissonian, whereas majority shot noise is almost completely suppressed and corresponding Fano factor takes the values close to zero. An important question for spintronic application is the influence of any possible spin-flip processes on transport. In the absence of spin-flip scattering the currents of spin-up electrons and spin-down electrons are independent. Spin-flip scattering mixes the spin currents and induces current opposite-spin correlations. These correlations provide additional information about spin-dependent scattering processes and spin accumulation, which is important for spintronic applications.

Our considerations are based on non-equilibrium Keldysh Green functions \[95\] and we use different complementary many-body methods that span the physically relevant regimes.
The slave boson mean field approaches (SBMFA) \[96, 97\] well describe systems close to the Kondo fixed point i.e. for the case of fully degenerate deep dot level at low temperatures and low voltages. Two other methods used by us: equation of motion method (EOM) \[98–100\] and noncrossing approximation (NCA) \[101, 102\] are better adopted for higher temperatures and voltages. Compared with the conductance of a system, shot noise is more difficult to investigate experimentally. There are several methods to detect noise such as cross correlation \[103\] or SQUID-based resistance bridge \[104\]. Shot noise occurs when the sample is biased and it can be only detected if the frequency is high enough to overcome extrinsic 1/f noise caused by fluctuations in the physical environment and measurement equipment. Typically these experiments are performed in the kHz to MHz range, sometimes higher \[5, 82, 105, 106\]. In the present paper we focus on the noise power spectrum in the zero-frequency limit, but to gain an understanding of the range of validity of zero-frequency results we compare them with finite frequency calculations.

The paper is organized as follows. In Sec. II we describe the single level model of CNT-QD, next we briefly review the many-body techniques used in the discussion and we introduce the expressions for the current and shot noise together with a short comment on the applicability of the latter. Numerical results and their analysis are given in Sec. III, where we first discuss frequency range of validity of the calculations and compare shot noise for the full spin-orbit degenerate SU(4) Kondo obtained in different approximations and set the results together with analogous for SU(2) symmetry. Next we discuss the influence on the noise of different symmetry breaking perturbations including parallel and perpendicular magnetic fields, polarization of electrodes and the effect of spin-flip scattering. Finally, we give the conclusions in Sec. IV.

II. FORMULATION

A. Model Hamiltonian

We consider a single-wall semiconducting carbon nanotube quantum dot coupled to two electrodes which can be either nonmagnetic or ferromagnetic. CNT exhibits fourfold shell structure in the low energy spectrum \[14, 107\]. This electronic behavior originates from a particular combination of the symmetry of the graphene band structure and the quantization
of momentum imposed by periodic boundary conditions along the nanotube circumference\cite{108}. The orbital degeneracy can be intuitively viewed to originate from two equivalent ways electrons can circle the graphene cylinder, that is clockwise and anti-clockwise. The rotational motion results in additional to spin orbital magnetic moments of electrons, typically an order of magnitude larger than Bohr magneton. In the following we use the single energy shell model, which corresponds to the case of a short CNT-QD, but it gives also a qualitative insight into the many level SU(4) Kondo problem for large separations between the levels \cite{109,110}. The Hamiltonian of the system, which includes different symmetry breaking perturbations discussed in this paper takes the general form:

$$\mathcal{H} = \mathcal{H}_L + \mathcal{H}_R + \mathcal{H}_{QD} + \mathcal{H}_T$$  \tag{1}

The first two terms describe noninteracting itinerant electrons in the leads:

$$\mathcal{H}_\alpha(P_\alpha) = \sum_{km_\sigma} \epsilon_{kam_\sigma}c^+_{kam_\sigma}c_{kam_\sigma}$$  \tag{2}

($\alpha = L$) for the left electrode and ($\alpha = R$) for the right, $\epsilon_{kam_\sigma}$ is the energy of an electron in the lead $\alpha$ with wave vector $k$, spin $\sigma$ ($\sigma = \pm1$) and orbital number $m$ ($m = \pm1$). The spin polarization of the leads $P_\alpha$ is defined by spin dependent densities of the state $\rho_{\alpha_\sigma}$ as $P_\alpha = (\rho_{\alpha+} - \rho_{\alpha-})/(\rho_{\alpha+} + \rho_{\alpha-})$, ($P = P_\alpha$). In the following the wide conduction band approximation with the rectangular density of states is used $\rho_{\alpha_\sigma}(\epsilon) = \rho_{\alpha\sigma} = 1/(2D_{\alpha\sigma})$ for $|\epsilon| < D_{\alpha\sigma}$, $D_{\alpha\sigma}$ is the half bandwidth. The dot Hamiltonian is given by:

$$\mathcal{H}_{QD}(\Delta_{\text{orb}}, V_g, h, \mathcal{R}) = \sum_{m_\sigma} \epsilon_{m_\sigma}d^+_{m_\sigma}d_{m_\sigma} + \sum_{m} \mathcal{U} n_{m+n_{m}}$$

$$+ \sum_{\sigma\sigma'} \mathcal{U}' n_{1_\sigma}n_{-1_{\sigma'}} + \sum_{m} \mathcal{R}(d^+_{m_+}d_{m_-} + \text{h.c.})$$  \tag{3}

We set $|\epsilon| = g = \mu_B = k_B = h = 1$. The first term represents the field ($h$) and gate voltage ($V_g$) dependent dot energies:

$$\epsilon_{m_\sigma} = \epsilon(V_g) + m\mu_{\text{orb}}h\cos(\theta) + \sigma g\mu_Bh - m\Delta_{\text{orb}}$$  \tag{4}

$$\epsilon(V_g) = \epsilon_0 + V_g$$, $\theta$ specifies the orientation of magnetic field relative to the nanotube axis, $\mu_{\text{orb}}$ is the orbital moment, $\Delta_{\text{orb}}$ is orbital level mismatch. According to our model assumptions the magnetic field enters only diagonal elements of the Hamiltonian. For the
considered low magnetic fields it is assumed that off diagonal elements are not affected (no Peierls substitution). The next two terms in (3) describe intra ($U$) and interorbital ($U'$) Coulomb interactions and the last term denotes the possible spin-flip scattering in the dot. Finally, the tunneling Hamiltonian $\mathcal{H}_T$, in Eq. (1) takes the form:

$$\mathcal{H}_T(\gamma) = \sum_{kam\sigma} t_{am}(c_{kama\sigma}^+d_{ma\sigma} + h.c)$$

The spin-dependent coupling strength to the lead $\alpha$ is described by $\Gamma_{am\sigma} = 2\pi \sum_k |t_{am}|^2 \delta_{am\sigma}(\epsilon - \epsilon_{kama\sigma})$. It is assumed that the tunneling amplitude $t_{am}$ is independent of the spin and only the spin-dependent density of states accounts for the ferromagnetic properties of the leads. We assume in the following equal coupling for both orbitals $t_{a1} = t_{a-1}$, but in general allow for the left-right asymmetry $t_{Lm} = \gamma t_{Rm}$. One can express coupling strengths for the spin-majority (spin-minority) electron bands using polarization parameter as $\Gamma_{am\sigma} = \Gamma_{am}(1 + \sigma P_{\alpha})$ with $\Gamma_{am} = (\Gamma_{am+} + \Gamma_{am-})/2$ and $\Gamma = \sum_{am\sigma} \Gamma_{am\sigma}$. The unperturbed Hamiltonian of the full spin-orbital symmetry $\mathcal{H}^{SU(4)}$ corresponds in the present formulation to the case of paramagnetic electrodes ($P_{\alpha} = 0$), vanishing magnetic field ($h = 0$), full chiral symmetry (orbital degeneracy $\Delta_{orb} = 0$) and lack of the spin-flip processes at the dot ($\mathcal{R} = 0$).

B. Many-body approximations and their limitations

We briefly review now the different complementary methods employed by us to find the single particle Green functions. Concerning EOM approach we present the calculations for both the infinite Coulomb interaction limit and for Coulomb parameters corresponding to the typical charging energies of CNT-QDs. We compare the results with the slave boson calculations performed in infinite Coulomb interaction limit. Such a simplifying approach is justified since charging energy in the discussed CNT-QDs is substantially larger than all other energy scales.

1) The slave boson mean field approximations

For $U, U' \to \infty$ the only allowed states are empty and single occupied states. In the
simplest single boson representation of Coleman \[96\] the electron annihilation operator of state \(|ms\rangle\) is decomposed into slave boson creation operator \(b^+\) which creates empty state at the dot and pseudofermion \(f^+\), \(d_{m\sigma} \rightarrow b^+f^+\). In this representation, which is best adopted to the full spin-orbital degenerate case, the effective Hamiltonian \(H^{SU(4)}\) reads:

\[
H^{SU(4)} = \sum_{k\alpha m\sigma} \epsilon_{k\alpha m\sigma} c^{+}_{k\alpha m\sigma} c_{k\alpha m\sigma} + \sum_{k\alpha m\sigma} \epsilon_{m\sigma} f^{+}_{m\sigma} f_{m\sigma} \\
+ \sum_{k\alpha m\sigma} t_{\alpha m} (c^{+}_{k\alpha m\sigma} b^+ f_{m\sigma} + h.c.) \\
+ \lambda (\sum_{m\sigma} f^{+}_{m\sigma} f_{m\sigma} + b^+ b - 1)
\]

The last term in Eq. (6) with the Lagrange multiplier \(\lambda\) is the constraint, which assures the single occupancy at the dot. In the mean field approximation (MFA) the slave boson operator is replaced by its expectation value \(\langle b \rangle\), thereby neglecting charge fluctuations and the problem is formally reduced to the free-particle model with the renormalized hopping integral \(\tilde{t}_{\alpha m} = bt_{\alpha m}\) and site energy \(\tilde{\epsilon}_{m\sigma} = \epsilon_{m\sigma} + \lambda\). The stable solution is found from the saddle point of the partition function i.e., from the minimum of the free energy with respect to the variables \(b\) and \(\lambda\). The corresponding self-consistent SBMFA equations relating the MFA parameters with nonequilibrium Green functions (NGF) read:

\[
\sum_{ms} G^{<}_{m\sigma m\sigma} (t - t') + |b|^2 - 1 = 0 \\
\sum_{k\alpha m\sigma} t'_{\alpha m} G^{<}_{k\alpha m\sigma m\sigma} (t - t') + 2\lambda|b| = 0
\]

where the nonequilibrium lesser Green functions are defined as:

\[
G^{<}_{m\sigma m\sigma} (t - t') = -i \langle f^{+}_{m\sigma} (t') f_{m\sigma} (t) \rangle \\
G^{<}_{k\alpha m\sigma m\sigma} (t - t') = -i \langle c^{+}_{k\alpha m\sigma} (t') f_{m\sigma} (t) \rangle
\]

With some caution we extend the Coleman approach also to the case of weakly broken spin symmetry (weak perpendicular magnetic field or ferromagnetic leads) and compare the results with more reliable in this case many-boson representation of Kotliar and Ruckenstein (\(\mathcal{K} - \mathcal{R}\) \[97\]). In \(\mathcal{K} - \mathcal{R}\) picture different auxiliary bosons are used to project onto different orbital or spin states. For the infinite \(U\) case it is enough to use slave bosons projecting only onto the empty \((e)\) and single occupied states \((p_{m\sigma})\). We introduce again
additional constraints to eliminate unphysical states. The completeness relation for the slave bosons $e^+e + \sum_{m\sigma} p_{m\sigma}^+p_{m\sigma} = 1$, and the condition for the correspondence between fermions and bosons $Q_{m\sigma} = d_{m\sigma}^+d_{m\sigma} = p_{m\sigma}^+p_{m\sigma}$ with corresponding Lagrange multipliers $\lambda$, $\lambda_{m\sigma}$ are represented by the last terms in Hamiltonian (9):

$$H^{SU(4)}_{K-R} = \sum_{k\alpha m\sigma} \epsilon_{k\alpha m\sigma} c_{k\alpha m\sigma}^+ c_{k\alpha m\sigma} + \sum_{k\alpha m\sigma} \epsilon_{m\sigma} f_{m\sigma}^+ f_{m\sigma}$$

$$+ \sum_{k\alpha m\sigma} t_{k\alpha m\sigma} (c_{k\alpha m\sigma}^+ z_{m\sigma} f_{m\sigma} + h.c.)$$

$$+ \lambda (\sum_{m\sigma} Q_{m\sigma} + e^+e - 1)$$

$$+ \sum_{m\sigma} \lambda_{m\sigma} (f_{m\sigma}^+ f_{m\sigma} - Q_{m\sigma})$$

(9)

The effective hopping term in Eq.(9) is expressed by $z_{m\sigma}^+ f_{m\sigma}^+ (z_{m\sigma} f_{m\sigma})$ with $z_{m\sigma} = e^+ p_{m\sigma}/(\sqrt{Q_{m\sigma}} \sqrt{1-Q_{m\sigma}})$. The parameters $\lambda$, $\lambda_{m\sigma}$, $e$, $p_{m\sigma}$ are obtained in a similar way as in Eqs. (7) by minimization of the MF free energy of $H^{SU(4)}_{K-R}$. MFA is exact in the limit of infinite degeneracy $N \to \infty$, for finite $N$ it only furnishes the starting point for possible controlled $1/N$ expansion. Mean field approach is correct for describing spin and orbital fluctuations in the unitary Kondo regime and it leads to a local Fermi-liquid behavior at zero temperature. The disadvantage of this approximation is that it breaks the required gauge invariance symmetry (break of the phase symmetry of slave bosons) which is associated with charge conservation. The related artifact of MFA is a sharp, spurious transition to the state with vanishing expectation values of boson fields making these approaches unreliable for higher temperatures. For low temperatures $T << T_K$ and low voltages $eV << k_B T_K$ a neglect of fluctuations of boson fields and fluctuations of the renormalized levels is justified. To discuss the higher temperatures and bias voltages as well as wider gate voltage range (charge fluctuations) we employ NCA and EOM.

2) The non-crossing approximation

One can avoid the earlier mentioned high temperature drawback of SBMFA performing the $1/N$ expansion around the mean-field solution \[6, 101, 102\]. NCA is the lowest order self-consistent approximation which includes such corrections. Since in the present paper
we only use this method marginally for comparison of approximations we do not cite here the explicit expressions for coupled NCA equations which determine boson and fermion self energies and propagators. The interested reader is referred to [101]. Let us only mention that NCA is valid for a wide range of voltages and temperatures, including the region close to $T_K$ and it gives reliable results down to a fraction of $T_K$, but it fails to describe the low-energy Fermi liquid fixed point correctly. It is also well known for SU(2) symmetry that NCA introduces spurious peaks at chemical potentials for systems perturbed by magnetic field [102]. This is a consequence of neglect of vertex corrections. The same drawback is expected for perturbations of SU(4) Kondo systems that lift the orbital degeneracy.

3) Equation of motion method

This method can work in the whole parameter space except the close vicinity of Kondo fixed point. It breaks down at low temperatures. We apply this approach for all types of the discussed perturbations. EOM method consists of differentiating the Green functions with respect to time which generates the hierarchy of equations with higher-order Green functions (GFs). In order to truncate the series of equations we use the self-consistent procedure proposed by Lacroix [98] which approximates the GFs involving two conduction-electron operators by:

\[
\langle\langle c_{kam's}^+ d_{m's'} c_{kama}^+ d_{m's}^+ \rangle \rangle \approx \langle c_{kam's}^+ d_{m's'} d_{m'a}^+ \rangle \langle\langle c_{kama}^+ d_{m's}^+ \rangle \rangle \\
\langle\langle c_{kam's}^+ c_{kam's'} d_{m's} d_{m's}^+ \rangle \rangle \approx \langle c_{kam's}^+ c_{kam's'} c_{kama} \rangle \langle\langle d_{m's}^+ d_{m's} \rangle \rangle \\
\langle\langle d_{m's'}^+ c_{kama} c_{kama}^+ d_{m's}^+ \rangle \rangle \approx \langle d_{m's'}^+ c_{kam's'} c_{kama} \rangle \langle\langle c_{kama} d_{m's}^+ \rangle \rangle
\]

The correlations $\langle c_{kam's}^+ d_{m's'} \rangle, \langle c_{kam's'}^+ c_{kam's'} \rangle, \text{and} \langle d_{m's'}^+ c_{kam's'} \rangle$ occurring in Eq.(10) play the leading role in Kondo effect. For detailed analysis of EOM hierarchy and decoupling schemes see e.g. [99, 100]. It has been theoretically predicted [49] and experimentally confirmed [54] that ferromagnetic electrodes induce a local exchange field which polarizes the localized spin in the absence of any external fields and the Kondo resonance splits. This splitting originates in spin-dependent charge fluctuations. NCA cannot be used for description of these processes due to the mentioned drawbacks in analysis of effect of magnetic field or polarization. The equation of motion method for finite Coulomb interactions is a tool which in principle can handle this problem, but getting a consistent picture requires
going beyond Lacroix decoupling (Eq.(10)). Instead of a tedious task of dealing with higher order GFs we adopt in our numerical calculations, following \cite{49}, an expression on the spin splitting based on perturbative scaling analysis \cite{111}.

C. Current and shot noise

Current flowing through CNT-QD in the $|m\sigma\rangle$ channel $I_{m\sigma} = (I_{Lm\sigma} - I_{Rm\sigma})/2$ can be expressed in terms of the lesser Green functions as follows \cite{95}:

$$ I_{\alpha\sigma}(t) = \sum_{m} t_{\alpha m} [G_{m\sigma,km\sigma}^{<}(t) - G_{k\sigma,km\sigma}^{<}(t)] $$

The corresponding conductances are defined as $G_{m\sigma} = dI_{m\sigma}/dV$, $G_{s} = G_{1\sigma} + G_{-1\sigma}$ and $G = \sum_{m\sigma} G_{m\sigma}$. The useful quantities characterizing the spin dependent transport are polarization of conductance $PC = (G_{+} - G_{-})/(G_{+} + G_{-})$ and tunnel magneto-resistance $TMR = (G^{P} - G^{AP})/G^{AP}$ defined as the relative difference of conductances for different spin orientations ($PC$) or for parallel and antiparallel orientations of polarizations of the leads ($TMR$). The temporal fluctuations of the currents are defined as:

$$ S_{\alpha m\sigma \nu m'\sigma'}(t - t') = \langle [\Delta \hat{I}_{\alpha m\sigma}(t), \Delta \hat{I}_{\nu m'\sigma'}(t')]_{+} \rangle = \\
\langle [\hat{I}_{\alpha m\sigma}(t), \hat{I}_{\nu m'\sigma'}(t')]_{+} \rangle - 2 \cdot I_{\alpha m\sigma}(t)I_{\nu m'\sigma'}(t') $$

where $\Delta \hat{I}_{\alpha m\sigma}(t)$ is the fluctuation of the current operator around its average value $\Delta \hat{I}_{\alpha m\sigma}(t) = \hat{I}_{\alpha m\sigma}(t) - I_{\alpha m\sigma}(t)$. The Fourier transform of the current noise called noise power is:

$$ S_{\alpha m\sigma \nu m'\sigma'}(\omega) = 2 \int_{-\infty}^{+\infty} d\tau e^{i\omega\tau} S_{\alpha m\sigma \nu m'\sigma'}(\tau) $$

More explicitly the current noise can be expressed by correlators, which involve two Fermi operators of the leads and two operators of the dot as follows \cite{32,87}:

$$ S_{\alpha m\sigma \nu m'\sigma'}(t - t') = t_{\alpha m}t_{\nu m'}[G_{1}^{<}(t,t') - G_{2}^{<}(t,t') - G_{3}^{<}(t,t') + G_{4}^{<}(t,t') + h.c.] - 2 \cdot I_{\alpha m\sigma}(t)I_{\nu m'\sigma'}(t') $$
where:

\[ G_1^<(t, t') = (i)^2 \sum_{kq} \langle c_{k\alpha m\sigma}^+(t)d_{m\sigma}(t)c_{q\nu m'\sigma'}^+(t')d_{m'\sigma'}(t') \rangle \]

\[ G_2^<(t, t') = (i)^2 \sum_{kq} \langle c_{k\alpha m\sigma}^+(t)d_{m\sigma}(t)d_{m'\sigma'}^+(t')c_{q\nu m'\sigma'}(t') \rangle \]

\[ G_3^<(t, t') = (i)^2 \sum_{kq} \langle d_{m\sigma}(t)c_{k\alpha m\sigma}(t)c_{q\nu m'\sigma'}^+(t')d_{m'\sigma'}(t') \rangle \]

\[ G_4^<(t, t') = (i)^2 \sum_{kq} \langle d_{m\sigma}^+(t)c_{k\alpha m\sigma}(t)d_{m'\sigma'}^+(t')c_{q\nu m'\sigma'}(t') \rangle \]  

(15)

Finding an accurate expression for the shot is a formidable task since it involves not only the usual many body expansion, but also the analytical continuation of two and more particles GFs. Following many papers [32–34, 87, 112], we introduce a crude approximation which decouples the correlator (15):

\[ \langle c_{k\alpha m\sigma}^+(t)d_{m\sigma}(t)c_{q\nu m'\sigma'}^+(t')d_{m'\sigma'}(t') \rangle \approx \langle c_{k\alpha m\sigma}^+(t)d_{m\sigma}(t) \rangle \langle c_{q\nu m'\sigma'}^+(t')d_{m'\sigma'}(t') \rangle - \langle c_{k\alpha m\sigma}^+(t)d_{m\sigma}(t') \rangle \langle c_{q\nu m'\sigma'}^+(t')d_{m'\sigma'}(t) \rangle \]  

(16)

and in a similar fashion the rest of correlation functions (15). Decoupling (16) is exact in the case of independent particles and clearly it also applies for the slave boson MF Hamiltonians (6,9). The approximation (16) is consistent with Lacroix decoupling we use in the single particle problem (10). It is believed that the more conduction electrons a two-body Green function involves, the less correlation effects it includes [34]. For the single particle properties however the omitted correlations are only small correction, whereas for the shot noise these correlations might be of importance due to the possible interaction-induced scattering. Inelastic scattering is out of importance for the current in SU(4) Kondo systems because backscattered charges vanish [80, 81]. But it has been shown that it had an impact on the noise [81]. A more sophisticated treatment beyond approximation (16) is thus required if one wants to take into account finite frequencies and properties far from equilibrium, but it is outside the scope of this paper. In the present discussion correlations are implicitly included in formula (14) by Kondo correlations build up in the single particle Green functions and by non-equilibrium form of the Green function which is influenced by correlations. Applying the operational rules as given by Langreth [113] to the Dyson equation for the contour-ordered Green functions one gets the following Keldysh equation
for the lesser and greater functions $G^{<\alpha}(\omega) = G^{r}(\omega)\Sigma^{<\alpha}(\omega)G^{a}(\omega)$, where $G^{r(a)}(\omega)$ denotes retarded(advanced) GF. We use Ng ansatz [114] to approximate the lesser self energy $\Sigma^{<\alpha}(\omega) = \Lambda(\omega)\Sigma^{(0)<\alpha}(\omega)$, where $\Sigma^{(0)<\alpha}(\omega) = \sum_{\alpha}2f_{\alpha}(\omega)\Sigma^{(0)\alpha}(\omega) = \sum_{\alpha}2i f_{\alpha}(\omega)\Gamma_{\alpha}(\omega)$ and $\Sigma^{(0)>\alpha}(\omega) = \sum_{\alpha}2(1 - f_{\alpha}(\omega))\Sigma^{(0)r}\alpha(\omega) = -\sum_{\alpha}2i(1 - f_{\alpha}(\omega))\Gamma_{\alpha}(\omega)$ are noninteracting lesser and greater self-energies coming from the tunneling of electrons from the dot to outside leads and $f_{\alpha}(\omega)$ is Fermi-Dirac distribution function for the $\alpha$ electrode. $\Lambda(\omega)$ is a matrix which can be determined by the Keldysh requirement $\Sigma^{>\alpha}(\omega) - \Sigma^{<\alpha}(\omega) = \Sigma^{r}(\omega) - \Sigma^{a}(\omega)$, where $\Sigma^{r(a)}(\omega)$ are retarded (advanced ) self-energies for the interacting QD. As a result one obtains $\Sigma^{<\alpha}(\omega) = (\Sigma^{r}(\omega) - \Sigma^{a}(\omega))(\Sigma^{(0)r}(\omega) - \Sigma^{(0)a}(\omega))^{-1}\Sigma^{(0)a}(\omega)$. The advantage of Ng approximation is that it is exact in equilibrium limit, is exact in nonequilibrium for noninteracting particles and it preserves continuity of current condition in the steady state limit [114]. Using decoupling (16) and performing Fourier transform of (14) one gets the noise power spectrum in Ng approximation in the form:

$$S_{n\sigma n\sigma'}(\omega) = \int_{-\infty}^{+\infty}de[\delta_{\sigma\sigma'}\Sigma^{(0)}_{n\sigma}(\epsilon) + \Sigma^{(0)}_{n\sigma}(\epsilon)G_{m\sigma m\sigma'}(\epsilon)\Sigma^{(0)}_{m\sigma m\sigma'}(\epsilon)]^{>\alpha}G^{<\alpha}_{m\sigma m\sigma}(\epsilon + \omega)$$

$$+G^{<\alpha}_{m\sigma m\sigma'}(\epsilon)[\delta_{\sigma\sigma'}\Sigma^{(0)}_{n\sigma m\sigma'}(\epsilon + \omega) + \Sigma^{(0)}_{n\sigma m\sigma'}(\epsilon + \omega)G^{<\alpha}_{m\sigma m\sigma'}(\epsilon + \omega)\Sigma^{(0)}_{n\sigma m\sigma'}(\epsilon + \omega)]^{<\alpha}$$

$$- [G^{>\alpha}_{m\sigma m\sigma'}(\epsilon)\Sigma^{(0)}_{n\sigma m\sigma'}(\epsilon)]^{>\alpha}[G^{<\alpha}_{n\sigma m\sigma'}(\epsilon + \omega)\Sigma^{(0)}_{n\sigma m\sigma'}(\epsilon + \omega)]^{<\alpha} - [\Sigma^{(0)}_{m\sigma m\sigma'}(\epsilon)G^{<\alpha}_{m\sigma m\sigma'}(\epsilon)]^{>\alpha}$$

$$\times[\Sigma^{(0)}_{n\sigma m\sigma'}(\epsilon + \omega)G^{<\alpha}_{m\sigma m\sigma'}(\epsilon + \omega)]^{<\alpha} + h.c.(\omega \rightarrow -\omega)$$

(17)

To express the noise in a more compact way let us introduce, following Ref [89, 112], the generalized transmission matrix $T_{\alpha\beta}$, which incorporates the nonequilibrium effects of Coulomb interaction:

$$T_{\alpha\beta} = 4\Gamma_{\alpha}G^{r}\Gamma_{\beta}G^{a}$$

(18)

The nonequilibrium GFs in Ng approximation can now be written as $G^{<\alpha}_{m\sigma m\sigma'}(\epsilon) = \sum_{\alpha}if_{\alpha}(\epsilon)T^{m\sigma m\sigma'}_{La}(\epsilon)/2\Gamma_{L\sigma}$ and $G^{>\alpha}_{m\sigma m\sigma'}(\epsilon) = \sum_{\alpha} -i(1 - f_{\alpha}(\epsilon))T^{m\sigma m\sigma'}_{La}(\epsilon)/2\Gamma_{L\sigma}$. It is easy to show using the identity $G^{r}_{m\sigma m\sigma'}G^{r}_{m\sigma' m\sigma} + G^{a}_{m\sigma m\sigma'}G^{a}_{m\sigma' m\sigma} = G^{r}_{m\sigma m\sigma'}G^{a}_{m\sigma' m\sigma} + G^{r}_{m\sigma' m\sigma}G^{a}_{m\sigma m\sigma'} + (G^{>}_{m\sigma m\sigma'} - G^{<}_{m\sigma m\sigma'})(G^{>}_{m\sigma' m\sigma} - G^{<}_{m\sigma' m\sigma'})$, that the spectral density of noise (17) in zero frequency limit can be written down as a sum of effective Landauer-Buttiker term with generalized transmission (the first two terms of (19) and the first term of (20))
and correction, the latter vanishes at zero temperature:

\[ S_{Lm\sigma,Lm\sigma}(0) = 2 \int_{-\infty}^{+\infty} d\epsilon (f_L(\epsilon) - f_R(\epsilon))^2 (1 - T_{LR}^{m\sigma\sigma}(\epsilon)) T_{LR}^{m\sigma\sigma}(\epsilon) + 2 f_L(\epsilon)(1 - f_L(\epsilon))[T_{LL}^{m\sigma\sigma}(\epsilon) - 4 \Gamma_{Lm\sigma} G_{m\sigma\sigma}^r(\epsilon) T_{LR}^{m\sigma\sigma}(\epsilon)] \]

(19)

\[ S_{Lm\sigma,Lm-s}(0) = -2 \int_{-\infty}^{+\infty} d\epsilon (f_L(\epsilon) - f_R(\epsilon))^2 T_{LR}^{m\sigma\sigma}(\epsilon) T_{LR}^{m\sigma\sigma}(\epsilon) + f_L(\epsilon)(1 - f_L(\epsilon))[4 \Gamma_{Lm\sigma} G_{m\sigma\sigma}^r(\epsilon) T_{LR}^{m\sigma\sigma}(\epsilon) + + 4 \Gamma_{Lm-s} G_{m-s\sigma\sigma}(\epsilon) T_{LR}^{m\sigma\sigma}(\epsilon)] \]

(20)

In a similar way current can be expressed as:

\[ I_{Lm\sigma} = \int_{-\infty}^{+\infty} d\epsilon (f_L(\epsilon) - f_R(\epsilon)) T_{LR}^{m\sigma\sigma} \]

(21)

It is seen, that for finite temperature and for finite frequency, noise even in the crude approximation (16) cannot be expressed solely in terms of effective transmission probabilities. In the SBMFA picture \( \Lambda(\omega) \) is the unit matrix \( \Lambda(\omega) = I \) and effective noninteracting particles bias dependent transmission reads:

\[ \tilde{T}_{\alpha\beta}(\epsilon, V) = 4 \tilde{\Gamma}_{\alpha}(V) G^r(\epsilon, V) \tilde{\Gamma}_{\beta}(V) G^a(\epsilon, V) \]

(22)

where \( \tilde{\Gamma}_{\alpha}(V) = \Gamma_{\alpha}|b|^2 \) (Coleman) or \( \tilde{\Gamma}_{\alpha m\sigma}(V) = \Gamma_{\alpha m\sigma}|z_{m\sigma}|^2 \) \((K - R)\). Due to the charge conservation the zero frequency auto and cross-correlations are related by \( S_{LL}(0) = S_{RR}(0) = -S_{LR}(0) = -S_{RL}(0) \). The total charge current noise is a sum of partial spin or spin-orbital contributions \( S_{LL}^c = \sum_{\sigma\nu} S_{L\sigma L\nu} = \sum_{m\sigma\nu} S_{Lm\sigma Lm\nu} \). A convenient means to assess how correlations affect shot noise is the Fano factor \( \mathcal{F} \) defined as the ratio between the actual shot noise \( S \) and the Poissonian noise for uncorrelated carriers \( \mathcal{F} = \frac{S}{2I} \).

III. RESULTS

A. SU(4) Kondo system

We parameterize the SU(4) Hamiltonian of CNT-QD by three parameters: charging energy \( U \), the tunnel rate between the QD and the reservoirs \( \Gamma \) and the half bandwidth of
the electrodes $D$. The assumption of SU(4) symmetry is preserved if intra and interorbital Coulomb interactions are taken equal $U = U'$, what is reasonable for ideal CNTs, because states $m = 1$ and $m = -1$ have the same charge densities. We extend the above assumption also to the case of weakly broken symmetry. The value of $U$ can be inferred from the size of Coulomb diamonds. For semiconducting CNTs the charging energy is of order of tens of meVs [116]. $\Gamma$ informs us about a quality of contacts. It can be estimated from the width of orbital or Coulomb peaks and for the interesting weak coupling regime $\Gamma$ is of order of several meVs [60, 61, 117]. Both charging energy and lead-dot coupling change with the gate voltage, which reflects variation of tunnel barrier widths with the number of electrons and related change of the source and drain capacitances. A precise tuning of the coupling to the leads by energizing locally acting gate electrodes [117] is yet not possible in CNTs, but there are interesting trials along this line [118]. The value of the orbital magnetic moment $\mu_{\text{orb}}$, which scales with CNT diameter, can be estimated from the experimental average slopes between the two Coulomb peaks that correspond to the addition energy of the electrons to the same orbital state [60] and in our discussion we assume $\mu_{\text{orb}} = 10$, which corresponds to the diameter $d = 2.9$ nm. Kondo temperatures corresponding to the above intervals of parameters fall in the range of several K and the separation between fully degenerate energy states of short CNT is of order of several meVs [61, 116], and naturally is larger than $\Gamma$. The Fermi energy is taken as zero energy $E_F = 0$. The dc bias voltage across the left and right leads is $V = \mu_L - \mu_R$. Here we choose $\mu_L = -\mu_R = V/2$. Our discussion is based on the single shell model (1-5). It has been shown [109, 110], that such an oversimplified approach to the Kondo problem of multilevel systems is justified if the separation between the levels is large as compared to the Kondo temperature. The position and coupling of the effective single level are then understood as renormalized by transitions to higher levels. Charging energy is much larger than coupling to the leads and for illustrative purposes we compare in some cases, the large but finite $U$ results with infinite $U$ limit. In the numerical calculations we concentrate on quarter-filling i.e. it is assumed that one electron occupies the electronic shell of QD. The aim of the present paper is to discuss noise in SU(4) Kondo systems tentatively omitting the detailed analysis of the unitary limit for two reasons. First it is experimentally difficult to probe the ultimate low-energy limit, and secondly a breakthrough in understanding of this region has been already achieved by publication of the shot noise measurements and their SBMFA interpretation for SU(4) Kondo CNT-QD [82]. Dellatre
et al. have shown that in the unitary SU(4) Kondo range system remain noisy with Fano factor reaching value $F = 0.5$. The same authors also presented the scaling properties of the Kondo noise, what in addition to bias or temperature dependencies of conductance in this region highlights the fact that Kondo temperature is the only energy scale characterizing this range. Based on the same conviction of governing of low energy physics by $T_K$ alone, but including both elastic and inelastic processes Vitushinsky et al. [80] and Mora et al. [81] predicted, using the local Fermi liquid theory, enhanced shot noise with universal charge $e^* = 0.3e$. A difficult experimental confirmation of this interesting finding is still missing. Our calculations are addressed to CNT-QDs in the Kondo range. In the present Section we compare in test calculations noise obtained by different many-body approaches with the predictions of the above mentioned articles [80–82]. The main analysis of the present work focuses on deviations from strict unitary limit, where charge fluctuations are not negligible (this paragraph) or where perturbations break the spin-orbital symmetry (next sections). Naturally no strict scaling properties are expected in these regions, and apart from Kondo temperature also other energy scales come into play connected with charge fluctuations or with the strength of symmetry breaking fields. Our task is to explain how the interplay of Kondo and other many-body correlations reflect in spin dependent current and noise.

We focus in the following on the zero frequency shot noise, but it is not what is experimentally measured. In many experimental studies one finds that the low frequency spectrum is governed by $1/f$ noise. To eliminate this spurious noise high frequencies are used, typically from 10 kHz up to 1 GHz [5, 82, 105, 106]. To get an insight into the limitations of use of zero frequency results for analysis of experimental data it is useful to compare the zero frequency and finite frequency results in the voltage range of interest. Fig. 1a presents the noise Fano factor plotted versus bias voltage for several frequencies. For finite frequency $\omega$, like for finite temperature we do not have pure shot noise and for $|V| < \omega$, noise spectrum tends to the equilibrium value, which for $T = 0$ is determined by zero-point quantum fluctuations $S(\omega) \rightarrow 2\omega G(V \rightarrow 0)$, independent of the voltage (for the case presented at Fig. 1b $G = 1.5(e^2/h)$). The small deviations from this limit, observed in this region are the consequence of finite temperature. For $T = 0$ the noise power spectrum has a discontinuous derivative at $\omega = V$ [11] and a reminiscence of it is still visible in our finite temperature plots. The low voltage dependence of $F$ is mainly determined by Kondo correlations and the minimum of $F(V)$ occurs at $V \sim 2T_K$. For higher voltages
FIG. 1: (Color online) Zero frequency and finite frequency Fano factors (a) and shot noises (b) of SU(4) CNT-QD ($\epsilon = -6\Gamma$, $U = 10\Gamma$, $\Gamma = 2$ meV) calculated by means of EOM approach at $T = 10^{-6}\Gamma$. Arrow marks Kondo energy $k_B T_K$.

the influence of Kondo correlations on transport dies off which is seen by an increase of $F$. Maximum of $F(V)$ for $V \gg T_K$ and the following decrease of $F$ is due to Coulomb charge fluctuations. This high voltage range should be taken with caution, since in this region the inelastic processes certainly play the role partially destroying the coherence and this is not taken into account in our calculations. The interesting part of the bias evolution of $F(V)$ dictated by Kondo correlations for frequencies in MHz range does not differ significantly from the zero frequency curve ($\hbar \omega = 2 \cdot 10^{-4}$ meV corresponds to frequency 48 MHz). The above statement can be safely applied to CNTs, because the observed Kondo temperatures are as high as $10 - 15K$ [60, 61], i.e. much higher than $T_K$ from Fig. 1 ($T_K \simeq 1.2$ K). At very small bias noise is dominated by thermal noise and the Fano factor is $2T/V$ due to fluctuation dissipation theorem and divergent at $V = 0$. Henceforth we concentrate on the shot noise calculated for $V > T$, but first let us elucidate the effect of many-body correlations on equilibrium noise. This is illustrated on Fig. 2. Kondo correlations, which are hardly visible in the temperature dependence of conductance clearly appear, as has been shown in [82], as maximum of $S(T)$ dependence. Solid curve on Fig. 2 has been calculated by SBMFA method with $T_K$ marking the position of Kondo resonance in DOS [119]. Dotted curve denotes EOM temperature dependence of equilibrium noise. Apart from Kondo maximum also charge fluctuation correlations reflect in $S(T)$ dependence by an upturn of the curve for higher temperatures. Now let us test the applicability for the noise analysis of different com-
FIG. 2: (Color online) Equilibrium noise of CNT-QD ($\epsilon = -6\Gamma$) calculated by means of SBMFA approach (solid line) and EOM ($\epsilon = -6\Gamma, U = 12\Gamma$), $\Gamma = 1$ meV.

plementary many-body techniques reviewed before. Concerning slave boson calculations we present results both in the single boson (Coleman) \[96\] and double boson representations ($\mathcal{K} - \mathcal{R}$) \[97\]. The numerical solutions of self-consistent equations of the former method are identical in the deep dot level range with analytical temperature and bias dependencies proposed in \[82\]. Use of SBMFA beyond unitary limit is less justified and requires the full numerical solutions of equations, but we also use this technique in this region. Moreover we present also some SBMFA results for mixed valence range, where in principle this approximation does not hold, but we show them only to visualize the tendency. One more comment is necessary. It is well known in literature \[32, 82\], that for large bias ($V > 2T_K$) SBMFA breaks down ($b \rightarrow 0$), and the width of the resonance peaks decrease in an abrupt manner. This reflects e.g., in the appearance of artificial negative magnetoresistance. To avoid this problem some authors introduce regularization procedures \[32, 82\]. In our analysis we restrict in SB discussion only to the region $V < 2T_K$. In the following pictures, if not stated in a different manner, all the energies are given in units of $\Gamma$ and the half bandwidth is chosen $D = (D_{L+} + D_{L-})/2 = 50$. Figure 3 presents a comparison of different many-body methods and approximations for non-equilibrium GFs used by us for calculation of the shot noise in the case of $U \rightarrow \infty$. Fig. 3a shows the low voltage value of Fano factor, which for a very deep level at the dot and chosen low temperature almost reaches the limiting value 0.5 corresponding to the “halfed” zero bias single channel conductance of SU(4) Kondo systems. As expected this result is numerically best reproduced by SBMFA calculations. EOM and
FIG. 3: (Color online) (a) Comparison of linear Fano factors of SU(4) CNT-QD ($U = \infty$) in the Kondo range calculated by the slave boson methods (Coleman, $K - R$), NCA and EOM. (b) Zero-bias transmissions of CNT-QD ($\epsilon = -9$) calculated by means of SBMFA, NCA ($U = \infty$) and EOM ($U = 25$) compared with Fermi liquid predictions [81]. FL curve is presented for energies close to $E_F$. (c) Comparison of linear Fano factors in the Kondo regime for SU(2) and SU(4) symmetries (SBMFA - Coleman).

NCA results show for the deep levels temperature induced upper deflection of $F$ for energies much higher than the SBMFA calculations because the former two methods overestimate Kondo temperature. This is a consequence of the mentioned difficulties of these approaches in describing the region close to the Kondo fixed point. The estimated Kondo temperatures in $K - R$ approach are lower than in Coleman formalism and this is reflected in the difference of the corresponding deflection points. Since we assume $V \gg T$ the discussed increase of $F$ does not account for thermal noise, but reflects the role of temperature on the shot noise. The correlations and the mean field parameters (SBMFA) are temperature
dependent. For dot energies, where deflection is observed Kondo temperature is lower than the chosen temperature and the observed increase of $\mathcal{F}$ is a result of weakening of Kondo correlations. The effect of a broad dot level resonance peak in the mixed valence region on the shot noise is represented by EOM and NCA curves and is most clearly visible in the latter. This can be understood by an insight into the transmissions (Fig. 3b), where especially strong hybridization of atomic and Kondo peaks is observed in NCA case. The problem of large width of Kondo resonance of the exact NCA solution in the limit $T \to 0$ is well known in literature [101]. For comparison we have also plotted on Fig. 3b Fermi-liquid transmission, that includes both elastic and inelastic contributions as discussed in [81]. SB and F-L curves exactly reproduce the “halved” value of transmission at the Fermi energy. In Fig. 3c Fano factor for SU(4) symmetry is compared with $\mathcal{F}$ for SU(2). The SU(2) Hamiltonian can be straightforwardly written down by restricting the index $m$ in Hamiltonian (1) to $m = 1$ and truncating the corresponding sum. For the SU(2) case a complete suppression of Fano factor for the deep dot levels is observed and for even deeper levels also the temperature induced upper deflection of $\mathcal{F}$ is visible. Note that the ranges of dot energies with complete suppression of $\mathcal{F}$ (SU(2)) or half suppression (SU(4)) are different, which is a consequence of remarkable differences of Kondo temperatures for both symmetries. Fig. 4a presents a comparison of bias dependencies of Fano factors $\mathcal{F}(V)$ calculated by different methods in the $U \to \infty$ limit for the deep dot level. The SBMFA value of $\mathcal{F}$ is almost bias independent and takes value $\mathcal{F} = 1/2$ in the whole presented range. Curve EFL denotes $\mathcal{F}(V)$ calculated within F-L approach as presented in [81], but including only elastic terms and curve FL takes into account both elastic and inelastic contributions [81]. As it is seen elastic scattering leads to suppression of the noise for higher voltages, whereas inelastic processes enhance the noise. Charge fluctuations which are inherent in EOM or NCA formalism cause deviation from the limiting value 0.5 at small bias. Minima of EOM and NCA $\mathcal{F}(V)$ curves are mainly determined by Kondo temperature, but they are also influenced by position of dot energy. The curve denoted as EOM2 illustrates the effect of more accurate treatment of correlations in noise beyond decoupling (16). In EOM2 approximation instead of using decoupling (16) we have written down EOM for the corresponding two-electron GFs (15) and then decoupled the two-particle (conduction electron-dot electron) GFs occurring at the r.h.s. of the mentioned EOM in the spirit of Lacroix approximation and replaced occupation
operators in the three-particle functions by their averages:

\[
\langle\langle c_{k\alpha m}^+ c_{k'\alpha' m'}^+ | c_{k'\alpha' m'}^+ d_{m' \sigma'} \rangle\langle c_{k\alpha m}^+ d_{m \sigma} | c_{k'\alpha' m'}^+ \rangle \rangle \simeq \langle c_{k\alpha m}^+ d_{m \sigma} \rangle \langle c_{k'\alpha' m'}^+ | c_{k'\alpha' m'}^+ \rangle \langle c_{k\alpha m}^+ d_{m \sigma} \rangle \langle c_{k'\alpha' m'}^+ | c_{k'\alpha' m'}^+ \rangle \rangle \tag{23}
\]

As it is seen on Fig. 4a taking into account the two-particle correlations in this lowest approximation (EOM2) suppresses the shot noise. Many experimentalists use instead of traditional noise Fano factor \( F = S/2eI \), experimentally more relevant quantity, so called invariant or generalized Fano factor \( \mathcal{IF} \) \[81, 82\]. In the three subsequent pictures (Figs 4b,c,d) we use this quantity in order to help the reader to see the validity of the mentioned many-body techniques in the context of the sole experimental data that illustrate SU(4) Kondo noise \[82\]. The mentioned data have been presented with the use of \( \mathcal{IF} \). We also elucidate the deviations from noise scaling if charge fluctuations are included. To define invariant Fano factor let us first introduce the limiting values of Kondo current and noise for \( T_K \rightarrow \infty \), \( I_0 = (2e^2/h)V \), \( S_0 = (4e^2/h)(k_B T + eV \coth(eV/2k_B T))/2 \) and define following \[82\], the excess noises \( S^\tau_{exc} \), \( S_{exc}^0 \) as a function of current deviation \( \delta I = I_0 - I \).

The question of our interest is how different approximations reproduce the linear scaling law proposed in \[82\] and what deviations from linearity are expected away from the unitary limit. The value of the slope of \( \delta S \) curve versus \( 2e\delta I \) defines invariant Fano factor \( \mathcal{IF} \). The experimental data of Dellatre et al. for different CNT-QDs and different gate voltages \[82\] give values of \( \mathcal{IF} \) very close to 0.5, which is the number predicted by SBMFA theory. This is a consequence of the fact that quasiparticles in this picture are scattered elastically on spin-orbital singlet resonance. Fig.4b shows that also other approximations trace this result in the deep dot level limit where charge fluctuations are of minor importance. Exception is Fermi liquid theory, which gives \( \mathcal{IF} = -0.3 \) and this is a consequence of the earlier mentioned inelastic scattering resulting from polarization effects of spin-orbital singlet \[81\]. Figs 4c,d illustrate the robustness of noise scaling \[82\] on the deviation from the unitary limit. The \( \delta S \) versus \( \delta I \) curves calculated by EOM method for different values of Coulomb interaction and dot energies for temperature of order of \( T_K/3 \) are presented. These pictures illustrate the case when the effective spin-orbital pseudospin is not totally quenched due to the interplay of spin-orbital fluctuations with charge fluctuations and in consequence \( \mathcal{IF} \) deviates from 0.5. We only announce here the interesting problem of the role of charge...
fluctuations on the noise of fully symmetric SU(4) Kondo system leaving the detailed analysis for the future publication and in the following we rather concentrate on the impact of symmetry breaking perturbations. Not trying to do any qualitative predictions it is worth to observe the qualitative resemblance of some of the finite $U$ curves from Fig.4d to the experimental data presented in [82]. Apart form the oversimplified approximations used by us one has also to remember that our calculations concern zero frequency whereas experiment [82] has been done for finite frequency. In this case if $T \neq 0$ it is not possible completely separate the shot noise from thermal noise (see eq. (127) from Ref. [1]).

Let us close this paragraph by a comparison of $\mathcal{F}$ for finite $U$ with infinite $U$ limit (Fig. 5a). This will help to follow the analysis presented in the next section. Similarly as we mentioned in the discussion of $\mathcal{I}\mathcal{F}$, the low bias dependence of $\mathcal{F}$ outside the unitary limit is not solely determined by Kondo correlations. For infinite $U$ charge fluctuations ($n = 0 \leftrightarrow n = 1$) play also the role and for finite $U$ additional fluctuations ($n = 1 \leftrightarrow n = 2$) come into play. The reader is referred to an example of DOS (Fig. 5c). Apart from Coulomb peak ($\epsilon \sim 4$) corresponding to the fluctuation into double occupied state also a track of fluctuations into higher occupancy is visible for higher energies ($\epsilon \sim 14$, $n = 3$), they are however not relevant for the low energy transport discussed here. The quantitative difference of the curves for $U \rightarrow \infty$ and $U = 10$ is caused both by weakening of Kondo correlations with the decrease of $U$ and by the increase of the role of charge fluctuations. Two features are clearly visible, deviations from $1/2$ limit for small bias and a shift of minimum of $\mathcal{F}(V)$ from $V \approx 2T_K$ towards smaller voltages. The full symmetric case discussed so far is not easily accessible experimentally. On Fig. 5b we present as an example the effect of one of the perturbations - the left-right asymmetry. This perturbation does not break the spin-orbital SU(4) symmetry. The asymmetry between the left and right barriers gives rise to asymmetry of the shot noise and current with respect to the bias reversal. Asymmetry weakens Kondo correlations which is observed in a weaker suppression of Fano factor for $\gamma \neq 1$ both in small bias limit and for $V \sim 2T_K$.

B. Broken SU(4) symmetry of the spin-orbital CNT-QD Kondo system

So far we have discussed SU(4) CNT-QD, where due to the entanglement the spin and orbital degrees of freedom participate on the same footing. In this Section we will analyze
FIG. 4: (Color online) a) Bias dependencies of Fano factors $F = S/2eI$ of CNT-QD ($\epsilon = -9$) calculated by different methods compared with Fermi liquid predictions. SB, NCA ($U = \infty$), EOM and EOM2 ($U = 25$). EOM and EOM2 curves have been calculated by the equation of motion method with decoupling (16)(EOM) or by taking into account correlations (15) in the lowest order (EOM2, see the text). Fermi liquid curves have been obtained using expressions for the current and noise given in [81]. EFL denotes Fermi liquid Fano factor dependence that includes only elastic terms and FL curve takes into account both elastic and inelastic processes. b) Noise deviation $\delta S = S_{\text{exc}}^0 - S_{\text{exc}}^I$ as a function of current deviation $\delta I = I_0 - I$ calculated by SBMFA, EOM and NCA methods compared with F-L predictions [81] (parameters are the same as in Fig.4a). The slope of the lines determines the generalized Fano factors $IF$. The dotted vertical lines mark the bias range limits for F-L and SBMFA from Fig. 4a. c) Deviations from the linear noise scaling - $\delta S$ versus $\delta I$ for different values of dot energy (EOM, $U = 20\Gamma$, $\Gamma = 1$ meV). d) Deviations from linear scaling - $\delta S$ versus $\delta I$ for different values of Coulomb interaction $U$ (EOM, $\epsilon = -6\Gamma$, $\Gamma = 1$ meV).
FIG. 5: (Color online) a) Bias dependence of Fano factors of SU(4) CNT-QD ($\epsilon = -6$) in the Kondo range calculated by means of EOM approach for finite $U$ and in the infinite $U$ limit. (b) Fano factor for $U = 10$ and asymmetric coupling $\gamma \neq 1$. (c) Density of states of SU(4) CNT-QD ($\epsilon = -6, U = 10$) (EOM).

the systems where the role of one of the degrees of freedom is suppressed and the system is left in an SU(2) Kondo state stemming from the other degree of freedom or where both quantities are knocked out from the degeneracy, but the dot is still close enough to the degeneracy and the richness of cotunneling processes strongly influence the shot noise.

1) Magnetic field

Let us first discuss the influence of field perpendicular to carbon nanotube axis, which breaks only the spin degeneracy. In Fig. 6a the field dependence of the Fano factors for both spin channels calculated within SBMFA (Coleman, $\mathcal{K} - \mathcal{R}$) are presented. As it is
seen in the limits of small fields \( h \ll T_K \) and large fields \( h \sim T_K \), both approximations give qualitatively similar results. The monotonic increase of Fano factor for up spin channel \( F_{++} = F_{L1+L1+} = S_{L1+L1+}/(2I_{L1+}) = F_{L2+L2+} \), with the increase of the field observed in SBMFA picture and the decrease of \( F_{--} = S_{L1--L1--}/(2I_{L1--}) \) are the consequence of the increasing splitting of the Kondo peak of DOS (Fig. 6e). The down spin peak \( (\sigma = -) \) moves towards the Fermi level and up spin towards higher energies. Certainly the charge fluctuations not included in MF approach would modify the picture, but for the deep dot level and infinite \( U \) this is of minor importance. The low field region is believed to be well reproduced by SBMFA. Concerning the moderate fields \( (0 < h < T_K) \), where a crossover from spin-orbital SU(4) Kondo effect to two-level SU(2) orbital Kondo effect (TL SU(2)) starts, the SBMFA description is questionable and the plotted dependencies should be considered as an interpolation between low and high field range only. Spin and orbital degrees of freedom are already not fully entangled in this range and are not enough detangled to induce perturbed SU(2) type behavior (the regime where SBMFA formalism is expected to give again a reasonable description). Before we present EOM results, which give more detailed insight into the richness of the many-body fluctuations in systems with broken symmetry, let us first comment on the large field limit of SBMFA calculations \( (h > T_K) \) [120]. The orbital fluctuations for each spin channel play the dominant role in this regime and their interplay between different channels decreases with the increase of magnetic field. The SBMFA spin resolved Fano factors approach in high fields the limits 0 or 1. Despite the crudeness of MF approach, which overestimates the weight of the up spin resonance shifted from the Fermi level by \( 2h \), the limiting values of Fano factors seem to be correct. This conviction is based on a comparison with the similar results for double dot systems obtained in the Numerical Renormalization Group (NRG) approach [65], where a crossover to a purely orbital Kondo state SU(2) for down-spin electrons has been predicted. Now let us analyze the EOM results presented on Fig. 6b. Breaking of SU(4) symmetry reflects in the decrease of total current Fano factor with the increase of the field. For more detailed discussion the reader is referred to the illustration of corresponding DOS presented on Fig. 6f. For small fields (not presented) the many body resonance has still a single peak structure, the orbital, spin and spin-orbital fluctuations are not well resolved in this range, but the partial spin densities of states shift in energy with the increase of the field. The down spin partial DOS dominates in the neighborhood of \( E_F \) in this range which results in
FIG. 6: (Color online) Magnetic field dependence of spin-resolved Fano factors of CNT-QD in the Kondo range ($\epsilon = -6$) for perpendicular orientation of the field ($\theta = \pi/2$). (a) Linear Fano factors ($U = \infty$, SBMFA-Coleman, K-R). (b) Linear Fano factors calculated for finite $U = 15$ (EOM). (c,d) Bias dependencies of spin resolved Fano factors for different values of the field (EOM). (e,f) Total and partial densities of states of CNT-QD ($\epsilon = -6$) in perpendicular magnetic field (e) $U = \infty$ (SBMFA - Coleman) and (f) $U = 15$ (EOM).
FIG. 7: (Color online) (a) Magnetic field dependence of spin and orbital resolved linear Fano factors of CNT-QD for axial field ($\theta = 0$) calculated by means of EOM approach. (b) Partial densities of states of CNT-QD in parallel field ($\epsilon = -6, \mathcal{U} = 15$) (EOM).

a strong suppression of linear Fano factor for this spin orientation. For higher fields (Fig. 6f) the three peak structure in DOS is observed, what is in contrast to SBMFA DOS (Fig. 6e). The central peak corresponds to the coupled orbital fluctuations for both spin orientations and a pair of the satellites accounts for spin and simultaneous spin-orbital fluctuations. The higher energy fluctuations do not manifest in the low voltage shot noise, but their effect can be observed in the bias dependence of $\mathcal{F}$ (Figs. 6c,d). The opposite shift of minima of $\mathcal{F}^{++}(V)$ and $\mathcal{F}^{--}(V)$ for small fields ($h < T_K$) reflects the earlier mentioned spin dependent energy redistribution of DOS, the sharp minima seen for higher fields ($h > T_K$) account for fluctuations responsible for the satellites. Now let us turn to the parallel magnetic field case. Parallel field breaks both spin and orbital degeneracies. The orbital pseudospin is more sensitive to the parallel magnetic field than the real spin ($\mu_{\text{orb}} \gg \mu_B$) and therefore the similar effects as described for the perpendicular field occur in this case, but for much lower fields. Fig. 7 presents spin and orbital resolved Fano factors. Already for small axial fields a strong depression of $\mathcal{F}$ is observed and opposite tendency is seen for different orbital channels. The spin resolution of the noise for these fields is much weaker. Breaking of SU(4) symmetry in this case is associated with a dramatic reconstruction of the many-body DOS (Fig. 7b). The peaks in the center account for spin Kondo fluctuations for both orbitals and the satellites correspond to orbital isospin and simultaneous isospin and spin fluctuations. The field evolution of the linear Fano factors is related to the changes of DOS.
FIG. 8: (Color online) Spin filter (a) Total and orbital resolved polarization of conductance of CNT-QD in the Kondo regime ($\epsilon = -6$, $\Delta_{\text{orb}} = 0.1$, $U = 15$, $\Gamma = 1$ meV) (EOM). (b) Corresponding spin-resolved Fano factors.

close to $E_F$.

2) Spin filtering

We discuss now the spin dependent shot noise of CNT Kondo single shell spin filter \cite{[121]}. This recently proposed by us filtering mechanism is based on the field induced tuning of the spin-polarized nondegenerate states from the same shell into orbital degeneracy. A similar idea was put forward earlier in \cite{[60]}, but the involved orbital states were from different shells of CNT-QD, which implied a use of high magnetic fields for filtering of order of several Teslas in contrast to the present proposition where fields of order of fraction of Tesla are sufficient. In our proposal it is assumed that the considered CNT-QD are characterized by an orbital level mismatch ($\Delta_{\text{orb}} \neq 0$), which is expected to occur e.g. in nanotubes with torsional deformation. Axial magnetic field might recover the orbital degeneracy either within the same spin sector ($\epsilon_{-1+} = \epsilon_{1+}$ and $\epsilon_{-1-} = \epsilon_{1-}$ for $h = \Delta_{\text{orb}}/2\mu_{\text{orb}}$) or with the mixing of spin channels ($\epsilon_{-1-} = \epsilon_{1+}$ for $h = \Delta_{\text{orb}}/2(\mu_{\text{orb}} - 1)$, or $\epsilon_{-1+} = \epsilon_{1-}$ for $h = \Delta_{\text{orb}}/2(\mu_{\text{orb}} + 1)$. In the former case almost the same polarizations of conductance are observed for both orbital channels, whereas for the latter the spin polarizations of different orbital sectors have opposite signs. The total polarization of conductance of CNT-QD spin filter together with the orbital resolved polarizations are displayed on Fig. 8a. Fig. 8b
presents the corresponding spin resolved Fano factors. The field induced restoring of orbital degeneracy allowing the occurrence of orbital Kondo effect reflects also in a strong field suppression of Fano factor for one of the spin channels.

3) CNT-QD coupled to ferromagnetic leads

The Kondo effect in a quantum dot attached to ferromagnetic electrodes was widely discussed in literature, but only for SU(2) case [44–52]. The same regards experimental investigations [53–56]. Here we discuss the spin-orbital Kondo effect perturbed by polarization of the leads. The presence of ferromagnetic electrodes breaks the spin degeneracy at the dot and the fluctuations of the real spin and orbital pseudospin play in formation of the many-body resonance different role. For the deep dot level far from charge degeneracy points the spin distinction reflects only in the difference of the widths of the many body resonances for the opposite spin channels. Moving closer to the degeneracy points, but still remaining in the Kondo regime, the spin-dependent charge fluctuations induce an effective exchange field. To find the spin splitting we use, following [49] the perturbative scaling approach [111], where charge fluctuations are integrated out, but effectively introduce spin and orbital dependent renormalization of the effective dot energies. Since in the following we present the results only for the symmetrically coupled CNT-QD with orbitally degenerate state we bring up below the formula for the exchange splitting of the dot levels characterized by single parameter $\Delta = \delta \epsilon_{1+} - \delta \epsilon_{1-}$:

$$
\Delta = - \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \sum_{\alpha} \Re \left[ \frac{\Gamma_{\alpha 1+}(1 - f_{\alpha}(\omega))}{\omega - \epsilon_{1+} + i0^+} + \frac{\Gamma_{\alpha 1-} f_{\alpha}(\omega)}{-\omega + \epsilon_{1-} + U + i0^+} - \frac{\Gamma_{\alpha 1-}(1 - f_{\alpha}(\omega))}{\omega - \epsilon_{1-} + i0^+} - \frac{\Gamma_{\alpha 1+} f_{\alpha}(\omega)}{-\omega + \epsilon_{1+} + U + i0^+} \right] 
$$

The first term in (24) corresponds to electron-like processes and the second to hole-like. The renormalizations can intuitively be understood as follows [54]. In the emptying processes of the dot i.e. fluctuations between single occupied state $|m\sigma\rangle$ and empty state $|0\rangle$ an electron with majority-spin can tunnel between the QD and the leads easier than an electron with opposite orientation and this effectively shifts down in energy the majority-spin state at the dot. Concerning filling processes there are two types of them intra and interorbital. Only the former are spin sensitive and induce spin splitting of the effective dot
FIG. 9: (Color online) (a) Exchange splitting as a function of gate voltage ($\epsilon_0 = -6, U = 15$). (b,c) Examples of DOS for parallel orientation of polarization of the leads ($P$) for the case of vanishing exchange splitting (b) and finite splitting (c). In addition DOS for AP configuration for the same values of gate voltage are presented (EOM).

energies. This is a consequence of Pauli principle which allows for the virtual tunneling of electron of the opposite spin to the electron that already resides at a given orbital ($|m\sigma\rangle \rightarrow |m\sigma\rangle|m - \sigma\rangle$). The intraorbital fluctuations cause shift down of the renormalized dot energy of the minority spin electrons. Depending on the dot level position the dominant role in determining the exchange splitting is played either by electron or by hole processes. This gives the possibility of gate (electric field) control of spin-splitting in a quantum dot.

As an illustration we show on Fig. 9a the plots of exchange splitting as a function of gate voltage for two values of polarization and in Fig. 9b the examples of DOS for vanishing exchange field and for finite exchange splitting. The influence of polarization on the many-body DOS is twofold, first it introduces the difference in heights and widths of spin resolved
peaks due to the spin dependence of tunneling rates and second, it redistributes in energy the spin partial contributions to DOS due to nonvanishing exchange field. As it is seen for $\Delta = 0$ the spin-orbital fluctuations are not fully resolved in energy and only a weak dip is marked in DOS, for large enough exchange splitting ($|\Delta| \gg 0$) the three peak structure is observed, the central peak originates from orbital spin conserving processes and the satellites reflect the spin and spin-orbital fluctuations. The relative position of majority and minority spin satellites depend on the sign of $\Delta$. For $\Delta > 0$ lower satellite is characterized by minority spin orientation. The additional curves of DOS for $\mathcal{AP}$ configuration displayed also on Figs. 9b,c will be used later in the text for interpretation of dependencies presented on Fig. 11.

In the next picture (Fig. 10) we show polarization of conductance versus gate voltage and bias voltage for parallel orientation of polarizations of electrodes. The crossing point of high polarization lines corresponds to $\Delta = 0$. The vertical high polarization line of linear conductance, or alternatively line of high polarization of linear current, is a consequence of difference in transmission for both spin orientations at the Fermi level. Interestingly not dependent on the sign of $\Delta$ the majority linear transmission dominates, despite the reverse of the role of the spin resolved densities of states for both signs of exchange field. Finite bias high conduction polarization lines, characterized by an opposite sign occur due to entering of the satellites into transport window and the minority spin satellite transmission dominates for arbitrary $\Delta$. The reverse of polarization of conductance can be controlled by gate voltage or bias. This point is more clearly visible by an inspection of the selected cross-sections of the map from Fig. 10, presented on Fig. 11d.

Let us focus now on the problem of possible control of transport of CNT-QD by the change of relative orientations of magnetic moments of the leads. Fig. 11a presents gate voltage dependence of linear $T_{MR}$ and Fig. 11b shows examples of bias dependencies of magnetoresistance for negative and positive exchange fields. Two features are most interesting, the giant values of linear $T_{MR}$ observed for gate voltages corresponding to negative exchange fields, which reach the values of several hundred percent and also huge values of $T_{MR}$ in nonlinear regime for voltages corresponding to the exchange splittings. To understand the presented dependencies we again refer to the picture of the many-body contribution to the DOS of CNT-QD for both configurations of magnetizations of the leads (Fig. 9c). The single peak for $\mathcal{AP}$ configuration reflects a compensation of left and right electrode contributions to the exchange field for the symmetric case ($\gamma = 1$). Depending on the ratio
FIG. 10: (Color online) Polarization of conductance of CNT-QD ($\epsilon_0 = -6, \mathcal{U} = 15$) versus gate voltage $V_g$ and transport voltage $V$ for parallel orientation of polarization of the leads ($P = 0.6$)(EOM).

of exchange splitting to the Kondo temperature ($|\Delta|/T_K$), either a single ($|\Delta|/T_K < 1$) or triple peak structure ($|\Delta|/T_K > 1$) is observed in DOS for $\mathcal{P}$ configuration. The central orbital fluctuation peak for $\mathcal{P}$ configuration is sharper and located closer to $E_F$ than the spin-orbital fluctuation peak for $\mathcal{AP}$ alignment and the linear transmission for $\Delta < 0$ case is much higher for $\mathcal{P}$ configuration which leads to large positive $\mathcal{TMR}$. The sharpness of the central Kondo peak with parallel ferromagnetic electrodes causes in this case a dramatic decrease of $\mathcal{TMR}$ and change of the sign for slightly increased voltage. For $\Delta > 0$ the low bias evolution is less dramatic, for $\Delta > \Delta_0 = 0.04$ the $\mathcal{AP}$ transmission dominates over the $\mathcal{P}$ even in the limit $V \rightarrow 0$ and therefore small, but negative linear $\mathcal{TMR}$ (inverse $\mathcal{TMR}$) is observed in this range. It is worth to underline that the positive giant linear $\mathcal{TMR}$ for $\Delta < 0$ is in contrast to negative linear $\mathcal{TMR}$ observed for SU(2) symmetry [27, 50]. For SU(2) case however only spin is engaged and the exchange field splits the Kondo peak for $\mathcal{P}$ configuration. For $V_g = -1.5$, where exchange splitting vanishes (Fig. 9a) linear $\mathcal{TMR}$ has a local maximum. In the neighborhood of this point exchange splitting is small and it does not play the important role in determining the dominance of Kondo transmission at $E_F$ for any configuration. The magnitude of linear TMR in this region is mainly determined by the difference of effective couplings of the dot to the leads for both configurations.
FIG. 11: (Color online) a) Gate dependence of linear $\mathcal{TMR}$ ($\epsilon_0 = -6, U = 15$), $P = 0.6$. b) Bias dependencies of $\mathcal{TMR}$ for $V_g = 0$ ($\Delta = -0.08$), $V_g = -3$ ($\Delta = 0.08$). c,e) Fano factors of CNT-QD in $\mathcal{P}$ and $\mathcal{AP}$ configurations respectively. d) Polarization of conductance for $\mathcal{P}$ configuration.
For higher voltages, as it is seen on Fig. 11b \( T_{MR} \) increases and a smooth change of sign is observed. Nothing dramatic happens with differential conductance for \( AP \) configuration. For parallel orientation conductance sharply increases close to bias voltage equal to exchange splitting \( V \sim \Delta \) and this reflects in the occurrence of peaks in \( T_{MR} \). For still higher voltages \( T_{MR} \) saturates, the observed limit is slightly enhanced in comparison to the Julliere prediction [122] (for \( P = 0.6 \) the Julliere limit is 0.53). This is a consequence of the weak influence of high energy charge fluctuations. It is instructive to compare the discussed bias dependence of \( T_{MR} \) with the bias dependence of polarization of conductance for parallel magnetization configuration \( PC \) (Figs. 11d). Since the bias evolution of both quantities has to a large extent the same source it is not surprising that maxima of \( T_{MR} \) coincide with minima of polarization \( PC \). With the change of the sign of \( \Delta \) the spin up and spin down satellite change their role on the energy scale. This is reflected in the observed difference in the character of bias dependence of polarization reverse, from the mild transition for \( \Delta > 0 \) to the sharp jump for \( \Delta < 0 \). Such a behavior is dictated by an asymmetric shape of the satellites (Fig. 9c). Figs. 11c,e depict Fano factors for parallel and for antiparallel configuration. The sharp finite bias minima for \( P \) orientation located in the positions of \( T_{MR} \) peaks occur because the exchange satellites put up in the transport window for these voltages. The gate dependence of linear Fano factor for \( P \) alignment of ferromagnetic electrodes \( F_{\uparrow \uparrow}(V = 10^{-5}) \) is nonmonotonic and takes the minimal value for \( V_g = -1.5 \) i.e. for the case of vanishing exchange splitting. The bias dependence of \( F_{\uparrow \downarrow} \) (\( AP \) alignment) qualitatively resembles a similar behavior for unpolarized case, minima of \( F_{\uparrow \downarrow} \) correspond to polarization renormalized Kondo temperatures.

4) Spin-flip noise

Currents flowing through the dot placed in a magnetic field or coupled to ferromagnetic electrodes are spin polarized \( I^+ \neq I^- \). Alternatively we can say that apart from the charge current \( I^c \equiv I^+ - I^- \) also spin current \( I^s \equiv I^+ + I^- \) can be nonzero. The total (charge) current noise \( S^c \equiv S_{++} + S_{--} + S_{+-} + S_{-+} \) and the spin current noise \( S^s \equiv S_{++} + S_{--} - S_{+-} - S_{-+} \) are equal if the off-diagonal terms vanish. In the presence of Coulomb interactions it is not in general the case and correlations between spin-up and spin-down channels occur. To take them into account one has to go beyond the formalism
we use e.g. by introducing higher order truncation beyond Lacroix’s, but this point is
postponed for the future publication. Here we discuss the case where, spin-opposite current
noise $S_{\sigma - \sigma}$ results from the real spin-flip scattering. The spin-flip term (3) is assumed to
be coherent, in the sense that spin-flip strength $\mathcal{R}$ involves reversible transitions between
up and down-spin states on the dot. These transitions may be caused e.g. by transverse
component of a local magnetic field [123]. Fig. 12 presents matrix elements of zero bias
generalized transmissions $T_{LL}^{\sigma \sigma}(\omega) \equiv T_{LL}^{m \sigma m \sigma}(\omega, V = 0)$ (18) for $P$ and $AP$
configurations plotted for intermediate spin-flip scattering strength $\mathcal{R}/|\Delta| = 0.6$. $T_{LL}^{\sigma}$ is transmission
corresponding to Kondo processes associated with spin flips of even order and $T_{LL}^{\sigma - \sigma}$ describes
transmission in the Kondo range accompanied by spin-flips of odd order. In the limit of
weak ($\mathcal{R}/|\Delta| \ll 1$) or strong ($\mathcal{R}/|\Delta| \gg 1$) spin-flip scattering the expected positions of
maxima of $T_{LL}^{\sigma \sigma}(\omega)$ for $P$ orientations are located around $\tilde{T}_K$, $\tilde{T}_K \pm (\Delta \pm 2\mathcal{R})$ leading to
the five peak structure in the case of well separation of the peaks ($\tilde{T}_K$ denotes Kondo
temperature in the presence of spin-flip scattering and exchange field $\tilde{T}_K = T_K(\mathcal{R}, \Delta)$). In
the intermediate scattering case some of the peaks overlap as is illustrated for example on
Fig.12 a ($\tilde{T}_K = 0.01, \Delta = -0.08, \mathcal{R} = 0.04$), where the satellites placed close to $\tilde{T}_K - (\Delta + 2\mathcal{R})$
and $\tilde{T}_K + (\Delta + 2\mathcal{R})$ are not well separated from the central peak and the low energy satellite
$\tilde{T}_K + \Delta - 2\mathcal{R}$ is only poorly visible. For $AP$ configuration the splitting is caused by spin-
flips alone and $T_{LL}^{\sigma \sigma}$ has a three peak structure ($\omega \simeq \tilde{T}_K$ and $\omega \simeq \tilde{T}_K \pm 2\mathcal{R}$) (Fig.12 b).
Fig. 13a-d present spin currents $I_{x,y,z} = \frac{I_{x,y,z}^{\alpha_+} - I_{x,y,z}^{\alpha_-}}{2}$, where $I^{\alpha}_{\alpha} = I^{\alpha}_{\alpha+} - I^{\alpha}_{\alpha-}$ and spin-flip currents $I^{\alpha}_{x} = Re[I^{x \alpha}]$ and $I^{y \alpha}_{\alpha} = Im[I^{y \alpha}]$ and $I^{z \alpha}_{\alpha}$ can be expressed similarly as (11) by $I^{\alpha}_{\alpha}(t) = 2 \sum_{km} t_{\alpha}[G^{<}_{m-,kam+}(t) - G^{<}_{kam-,m+}(t)]$. Minima or maxima of spin currents observed

FIG. 13: (Color online) Spin currents of CNT-QD in the Kondo range ($\epsilon = -6, U = 15$) in the presence of spin-flip scattering for parallel (a,b) and antiparallel (c-f) configuration of polarizations of the leads ($P = 0.6$).
for $\mathcal{AP}$ orientation occur for $V \approx 2R$, small finite bias exchange field is of minor importance in this case. For $\mathcal{P}$ configuration the characteristic energies of exchange or spin-flip splitting are less clearly marked, but looking for example at the $I^z$ curve one recognizes that a local minimum and the discontinuity point of differential conductance roughly correspond to the positions of the peaks in diagonal transmission $T_{\sigma\sigma}^{LR}$. The interesting effect of spin-flips is negative differential conductance of spin currents (SCNDR). In the case of $I^z$ component for example SCNDR signals that the minority spin transmission entering the transport window changes for the corresponding energies much more rapidly than the majority transmission. The same mechanism can also result in the change of sign of spin current with voltage. Change of the sign of $I^z$ means change of polarization of current. Reversal of polarization of current can occur on both electrodes (e.g. Fig. 13e) or on only one of them (Fig. 13f).

For some values of bias, current becomes unpolarized at one of the electrodes, but remains polarized for another. Polarization of current can change across the system when spin-flip is present. Interesting point visible on Figures 13c,d is the occurrence of equilibrium spin current (ESC) $I^y$ for $\mathcal{AP}$ configuration of the magnetizations of the leads. Nonzero spin current induced by spin-flip processes can flow through QD with polarized electrodes without bias. This phenomena is known in literature for systems with inhomogeneous magnetization and spin-orbit coupling [124, 125]. Comparing Figures 13c,d it is seen that the direction of flow of ESC for a given polarization of the leads might change with the spin-flip scattering strength. The occurrence of a given component of ESC can be inferred from symmetry of equilibrium state alone. In specific, for the case discussed, correlators $\langle c_{k\sigma}^+ c_{k\sigma'}^- \rangle$ and $\langle d_{m\sigma}^+ c_{k\sigma'}^- \rangle$ are equal for $\sigma = \sigma'$ and different for $\sigma \neq \sigma'$. This implies $I^x_\sigma = 0$ and $I^+_{\sigma} \neq 0$. For parallel orientation $I^+_{L} = I^-_{R}$ and for $\mathcal{AP}$ configuration $I^+_{L} = -I^-_{R}$. These relations together with the general property $I^+ = (I^-)^*$ leads to the conclusion on the nonvanishing of $I^y$ component of ESC. To clarify this point further let us focus on the simplest case of $\mathcal{AP}$ configuration with $P = 1$. The spin-flip scattering at the dot (3) induces in this case $y$ component of the spin of the same absolute value but of opposite signs for electrons moving from the left electrode to the dot ($\sigma_z = 1$) and for right moving electrons ($\sigma_z = -1$). In consequence the electron flow in opposite directions is associated with opposite $y$-component of the spin. This happens in equilibrium, where charge current vanishes. In more general case ($P \neq 1$) both $\sigma_z$ spin orientations play the role in the flow in both directions and in addition the scattering processes are energy dependent (Fig.12b),
FIG. 14: (Color online) Bias dependencies of TMR of CNT-QD in the Kondo range ($\epsilon_0 = -6$, $U = 15$) for different values of spin-flip scattering amplitude and different gate voltages (a) $\Delta < 0$, (b) $\Delta > 0$.

what reflects in bias dependence of spin current with possibility of change of its sign.

Fig 14 presents effect of spin-flips on $TMR$. The decisive role in linear $TMR$ plays a competition of the central transmission peak for $P$ configuration and central peak for $AP$ orientation (Fig. 9c). Spin flip scattering tends to change the sign of linear $TMR$. For positive exchange splitting ($\Delta > \Delta_0$) the increase of $R$ results in a decrease of the weight of central transmission $AP$ peak at the Fermi level and the $P$ conductance dominates in this case. $TMR$ changes from negative to positive. For $\Delta < \Delta_0$ the opposite scenario is realized and opposite change of the sign of $TMR$ is observed. The oscillating character of $TMR$ displayed on Fig. 14 results from entering of the succeeding satellites into the transport window. Whether the satellite marks on $TMR$ curve as a distinct maximum or minimum or only as an inflection point, or is not visible at all depends on the height of transmission peak and its separation from other peaks. For example for $R = 0.04$ curve (Fig. 14 a) maximum at $V \approx T_K - \Delta + 2R$ reflects the dominant role played in this range by high energy satellite for $P$ configuration and minimum at $V \approx 2R$ in turn exhibits the leading role in this range played by spin-flip induced $AP$ satellite. For $R = 0.06$ additional low voltage peak of $TMR$ is observed around $V \approx T_K + \Delta + 2R$ reflecting the influence of down spin satellite for $P$ alignment, which in this case is well separated from the central peak. The observed possibility of control of the sign of $TMR$ both in linear and nonlinear regimes by the strength of spin-flip scattering (e.g. by weak change of the transverse magnetic field)
FIG. 15: (Color online) Spin-opposite shot noise of CNT-QD in the Kondo regime ($\epsilon = -6$, $U = 15$) for parallel orientation of polarizations of the leads (a) and for antiparallel configuration (b,c) ($P = 0.6$).

is interesting from application point of view.

Fig. 15 presents the examples of spin-resolved current noise. In general case of nonvanishing spin-flip scattering the spin current is not conserved and therefore both the cross- and auto-correlations are needed for characterization of the shot noise (sixteen noise components). On Fig. 15 we show only spin-opposite noise, for $P$ configuration and symmetric coupling case ($\gamma = 1$), it is characterized by only one element ($S_{L+L-} = S_{L-L+} = S_{R+R-} = S_{R-R+} = -S_{L+R-} = -S_{L-R+} = -S_{R+L-} = -S_{R-L+}$) and for $AP$ orientation by two ($S_{L+L-} = S_{L-L+} = -S_{R+L-} = -S_{R-L+}$ and $S_{R+R-} = S_{R-R+} = -S_{L+R-} = -S_{L-R+}$). Zero frequency shot noise $S_{V}(V)$ can be expressed in terms of product of spin opposite transmissions (Eq.20). The sign of spin-opposite noise is determined by interference of spin-flip transmissions and the difference of Fermi distributions ensures that only transmissions in
the range between the Fermi levels of the leads contribute. Interesting observation is that depending on voltage the spin-opposite current noise $S_{\sigma-\sigma'}$ might be positive or negative indicating that due to interference of spin raising and lowering transmissions the fluctuation in the opposite spin channels mutually amplify or weaken. Similarly as for other discussed transport characteristics the peaks in bias dependencies appear for voltages, for which new transmission peaks enter the transport window. The exciting problem of fluctuations of spin-opposite currents has been only announced here and we leave a more detailed analysis as an open question for future work.

IV. CONCLUSIONS

We have investigated the effects of symmetry breaking perturbations on transport through CNT-QD in spin-orbital Kondo regime. Our study is addressed to spintronics and we have probed the symmetries examining the impact of magnetic field and polarization of electrodes. The conclusions drawn in this paper can be easily adopted also for the case of manipulating of orbital degree of freedom (orbitronics). The difference of orbital currents plays then the role analogous to spin polarization of current, the torsional strain inducing orbital level mismatch is analogue of perpendicular magnetic field, the interorbital hopping corresponds to spin-flip scattering rate etc.. As we discussed, noise in the systems with strong interactions cannot be understood solely in terms of transmission, but still interpretation of symmetry breaking effects on the shot noise based on Landauer-Büttiker type form with interaction renormalized transmission is a reasonable starting point. The linear conductance cannot reliably distinguish between SU(2) and SU(4) Kondo effects in the unitary limits [4, 70]. The shot noise distinction is evident. For SU(2) symmetry the shot noise vanishes in this limit and as has been first shown in [82] and is confirmed by our calculations, SU(4) Kondo dot remains noisy ($\mathcal{F} = 1/2$). The background for this difference lies in a remarkable difference in the structure of Kondo resonances for both symmetries, the SU(2) resonance is pinned to the Fermi level and SU(4) peak is broader and shifted from $E_F$ by $\omega \sim T^\text{SU(4)}_K$. It also reflects in finite bias location of differential conductance maximum and minimum of the shot noise. Naturally the perturbation induced reconstruction of transmission close to $E_F$ is also quite different for both symmetries. In case of SU(4) dot the DOS satellite of one of the spin orientations moves with the increase of spin-dependent perturbation towards
Fermi level and when reaches $E_F$ the minimal value of Fano factor is observed. In CNT-QDs, the values of the field, polarization or bias voltages, where the shot noise for one of the spin directions is maximally suppressed depend on the orientation of the field and gate voltage. The latter dependence is especially important for dots coupled to ferromagnetic electrodes due to the gate dependence of the exchange field. We have shown that for CNT-QDs with orbital level mismatch efficient spin filtering can be achieved in small magnetic fields. The giant values of $TMR$ have been predicted in the Kondo range for negative exchange splitting. We have also found, that depending on the gate voltage both direct and inverse $TMR$ can occur. Special attention in our discussion play spin currents, which have recently attracted wide interest due to possible applications in storage technology and quantum computing [126, 127]. Our calculations suggest the occurrence of equilibrium spin current in the presence of spin-flip scattering for dots coupled to ferromagnetic electrodes in antiparallel configuration. Polarization of current can change across the system. Spin-flips diminish $TMR$ and might change its sign. The scattering processes converting spin up into spin down and vice versa induce spin-opposite correlations. Correlations between currents of opposite spins are not necessarily negative and we have shown that cross-spin noise oscillates with bias voltage, taking both positive and negative values indicating that depending on the voltage the fluctuation in one of the spin channels prevents a fluctuation in another or enhances it.

CNT-QDs provide interesting model to test the theory of exotic spin-orbital Kondo effect. From the experimental point of view CNTs are ideally suited for shot noise measurements due to the high Kondo temperatures, in which case relatively high currents can be applied. So far only one report has been published on the shot noise measurements in the spin-orbital Kondo regime [82]. There is still a lack of spin-resolved noise measurements in this range. The technology of coupling of CNTs to ferromagnetic electrodes is well elaborated [94] and a number of interesting transport results have been obtained in the spin-orbital Kondo range for CNT-QD attached to paramagnetic leads [60–63]. Spin-resolved current noise measurements are within reach of present-day measuring techniques e.g. by spin filtering methods [128], or by detecting magnetization fluctuation in the leads which senses the spin current noise via spin-transfer torque [129]. We believe that results presented in this paper will stimulate the experimental effort to use the noise measurement as a tool to probe the spin effects of SU(4) Kondo correlations.
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