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Abstract. We propose a new randomized coordinate descent method for unconstrained minimization of convex functions that are smooth with respect to a given real symmetric positive semidefinite curvature matrix. At each iteration, this method works with a random coordinate subset selected with probability proportional to the determinant of the corresponding principal submatrix of the curvature matrix (volume sampling). When the size of the subset equals one, the method reduces to the well-known randomized coordinate descent which samples coordinates with probabilities proportional to the coordinate Lipschitz constants. We establish the convergence rates both for convex and strongly convex functions. Our theoretical results show that by increasing the size of the subset from one number to another, it is possible to accelerate the method up to the factor which depends on the spectral gap between the corresponding largest eigenvalues of the curvature matrix. Several numerical experiments confirm our theoretical conclusions.
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1. Introduction. Coordinate descent methods are minimization algorithms that are very popular for solving large-scale optimization problems. The main idea of these algorithms is to successively reduce the value of the objective function along certain subsets of coordinates that are selected at each iteration according to some rule. Coordinate descent has been successfully applied to a number of applications in various areas such as machine learning, compressed sensing, network problems etc.

Most research on coordinate descent algorithms usually focuses on either the rules for selecting coordinates [1, 2, 3], or on obtaining accelerated [1, 4, 5], parallel [6, 7], proximal [8] and primal-dual [9, 10, 11, 12] versions of the already known methods. However, there is almost no work on addressing the dependency of coordinate descent algorithms on the number of coordinates selected at each iteration. In particular, even the following simple question seems to be unanswered yet:

Is it better to work with multiple coordinates instead of one at each iteration?

On the one hand the convergence rate of the method improves when using more and more coordinates, but on the other hand each iteration becomes more and more expensive. It is therefore not obvious whether the total arithmetical complexity of the method decreases or not, unless each iteration can be efficiently parallelized.

To our knowledge, all existing theoretical results in the literature on coordinate descent methods (see e.g. [6] and [13]) suggest that the number of iterations required to achieve a given accuracy in terms of the function value decreases in \( \tau \) times when working with \( \tau \geq 2 \) coordinates instead of one. However, at the same time, the complexity of each iteration increases at least in \( \tau \) times, or even more. Thus, it seems as if the answer to the question stated above is negative. Nevertheless, both the intuition and experimental practice suggest this should not be always true.
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1.1. Our contribution. In this paper, we develop a new randomized coordinate descent algorithm whose convergence rate has a non-trivial dependency on the number of coordinates $\tau$ used at each iteration. In particular, we show both for convex and strongly convex functions that the increase of the number of coordinates from $\tau_1$ to $\tau_2$ leads to the acceleration of the method up to the factor of

\[
\frac{\sum_{i=\tau_1}^{\tau_2} \lambda_i}{\sum_{i=\tau_2}^{\tau_1} \lambda_i},
\]

where $\lambda_1 \geq \cdots \geq \lambda_n$ are the eigenvalues of a matrix which bounds the curvature of the objective function. The above ratio can be arbitrarily big depending on the distance between $\lambda_{\tau_1}$ and $\lambda_{\tau_2}$. In particular, this confirms that it is indeed better to work with more than just a single coordinate at each iteration but provided that the corresponding spectral gap is large enough.

A non-trivial feature of our method is that it uses a special strategy for coordinate selection at each iteration which is known as volume sampling and has not been previously considered in the context of coordinate descent methods. In this strategy, the probabilities of choosing subsets of coordinates are proportional to the determinants (or volumes) of the principal submatrices of the curvature matrix.

In addition to the method and its complexity analysis, we also propose a new efficient algorithm for 2-element volume sampling from a sparse matrix. The preprocessing complexity of this algorithm is of the order of the number of non-zero elements in the matrix, and its sampling complexity is only logarithmic in the dimension.

1.2. Related work. There is a vast literature on coordinate descent methods. For a general overview of the topic, see the recent paper [14] and references therein. Here we only mention several works that are most closely related to ours.

One of the most influential papers on coordinate descent is the work [1] by Nesterov, where he proposed a coordinate gradient method (which we will refer to as RCD) with a special randomized rule for selecting coordinates. In RCD, each coordinate is sampled with probability proportional to the corresponding coordinate Lipschitz constant. Nesterov then derived the complexity bound for RCD and showed that it can be even better than that of the standard gradient method. Our method generalizes RCD in the sense that it coincides with it in the special case when the number of coordinates selected at each iteration equals one.

In [12], the authors propose three different randomized methods for unconstrained minimization of a smooth function. Their Method 1 is exactly the same method as ours with the only difference that they consider an arbitrary sampling for selecting coordinates. As a result, the convergence rate of their method is expressed in terms of the minimal eigenvalue of the expectation of some matrix, and it is not clear how this quantity depends on the number of coordinates used at each iteration. Although the authors consider a particular example of a $3 \times 3$ matrix for which their method should be very efficient, they do not establish any general results. In this regard, our work can be considered a further development of [12], where we establish more interpretable complexity results for a particular kind of coordinate sampling, namely volume sampling. In addition to that, we also consider both the convex and strongly convex cases, while the authors of [12] only consider the latter.

Another closely related work to this one is [15], where the authors propose a new randomized optimization method for minimizing quadratic functions given $\tau$ eigenvectors corresponding to the $\tau$ smallest eigenvalues of the Hessian. Although the complexity estimates for this method look similar to ours, there are several key dif-
ferences. First, the results in [15] show that the increase in the number of coordinates from \( \tau_1 \) to \( \tau_2 \) in their method leads to the acceleration rate that depends on the spectral gap between the \( \tau_{1{\text{st}}} \) and \( \tau_{2{\text{nd}}} \) smallest eigenvalues. The corresponding acceleration rate of our method depends, on the contrary, on the spectral gap between the \( \tau_{1{\text{st}}} \) and \( \tau_{2{\text{nd}}} \) largest eigenvalues. Second, their method is not, strictly speaking, a coordinate descent algorithm since it uses eigenvectors as search directions instead of the coordinate directions. Finally, it is also less practical than ours. For example, even in the simplest non-trivial regime \( \tau = 1 \), it requires an eigenvector corresponding to the smallest eigenvalue; the complexity of obtaining such a vector is in general \( O(n^3) \). In contrast, the simplest non-trivial choice for our method is \( \tau = 2 \) which can be implemented in time \( O(n^2) \) (or even smaller for sparse problems).

Finally, we should mention that volume sampling is not a novel concept and has already been known in the literature for some time. To our knowledge, it was first proposed in [16] for the problem of matrix approximation. Later on the same authors developed several efficient exact and approximate methods for doing volume sampling [17] based on the standard linear algebra algorithms. Some other polynomial-time sampling methods and their connection to the theory of Markov chains were considered in [18]. Recently volume sampling has also been applied to the problem of linear regression [19, 20].

1.3. Contents. This paper is organized as follows. In Section 2, we describe the randomized coordinate descent method with volume sampling. In Section 3, we present the convergence analysis of this method. We start with an auxiliary sufficient decrease lemma (Section 3.1) and then use it to derive the convergence rates both for convex functions (Section 3.2) and strongly convex ones (Section 3.3). In Section 4, we discuss how to generate a random variable according to volume sampling. First, we discuss a simple general approach (Section 4.1) and, after this, develop a special algorithm for 2-element volume sampling which is suitable for sparse matrices (Section 4.2). In Section 5, we consider several examples of possible applications: quadratic functions (Section 5.1), separable problems (Section 5.2) and the smoothing technique (Section 5.3). Finally, in Section 6, we present the results of several numerical experiments.

1.4. Notation. By \( \mathbb{R}^n \) we denote the Euclidean space of all \( n \)-dimensional real column vectors with the standard inner product \( \langle u, v \rangle := \sum_{i=1}^n u_i v_i \) and the standard Euclidean norm \( \|v\| := \langle v, v \rangle^{\frac{1}{2}} \). Given an \( n \times n \) real symmetric positive semidefinite matrix \( B \), we also use the seminorm \( \|v\|_B := \langle Bv, v \rangle^{\frac{1}{2}} \); recall that \( \| \cdot \|_B \) becomes a norm iff \( B \) is positive definite.

For \( 1 \leq \tau \leq n \), by \( \binom{n}{\tau} \) we denote the collection of all \( \tau \)-element subsets of \([n] := \{1, \ldots, n\}\). For each \( S \in \binom{n}{\tau} \), by \( I_S \) we denote the \( n \times n \) identity matrix \( I \) by retaining only those columns whose indices are in \( S \); if the dimension \( n \) is not specified directly, then it can be determined from the context. For an \( n \times n \) matrix \( B \) and a subset \( S \in \binom{n}{\tau} \), by \( B_{S \times S} \) we denote the \( \tau \times \tau \) principal submatrix located at the intersection of the rows and columns with indices from \( S \) (i.e. \( B_{S \times S} := I_S^T B I_S \)); similarly, for a vector \( v \in \mathbb{R}^n \), by \( v_S \) we denote the subvector of size \( \tau \) obtained from \( v \) by retaining only the elements with indices from \( S \) (i.e. \( v_S := I_S^T v \)).

Finally, for a square matrix \( A \), by \( \text{Adj}(A) \) we denote its adjugate matrix (the transpose of the cofactor matrix).
2. **Randomized coordinate descent with volume sampling.** Consider the unconstrained optimization problem

\begin{equation}
\min_{x \in \mathbb{R}^n} f(x),
\end{equation}

where \( f : \mathbb{R}^n \to \mathbb{R} \) is a differentiable function. We assume that \( f \) is 1-smooth with respect to the seminorm \( \| \cdot \|_B \) induced by some \( n \times n \) real symmetric positive semidefinite matrix \( B \):

\begin{equation}
f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{1}{2} \| y - x \|_B^2
\end{equation}

for all \( x, y \in \mathbb{R}^n \) (see Section 5 for examples). When \( f \) is twice continuously differentiable, one sufficient condition for this is that the Hessian of \( f \) is uniformly upper bounded by \( B \).

Observe that the usual smoothness assumption in the context of coordinate descent methods is slightly different. Usually one assumes that, for each \( S \in \binom{[n]}{\tau} \), there exists \( L_S \geq 0 \) (called coordinate Lipschitz constant) such that

\begin{equation}
f(x + I_S h) \leq f(x) + \langle \nabla f(x)_S, h \rangle + \frac{L_S}{2} \| h \|^2
\end{equation}

for all \( x \in \mathbb{R}^n \) and all \( h \in \mathbb{R}^\tau \). If \( f \) is 1-smooth with respect to the seminorm \( \| \cdot \|_B \), the above condition is satisfied for \( L_S := \| B_{S \times S} \| \). However, these two conditions are not equivalent. For example, if \( \tau = 1 \) and the function \( f \) is twice continuously differentiable, the above condition only requires the diagonal of the Hessian to be uniformly upper bounded. Nevertheless, many practical examples that satisfy the coordinate Lipschitz assumption usually satisfy our smoothness assumption as well.

Let us fix a point \( x_0 \in \mathbb{R}^n \) and a \( \tau \)-element subset of coordinates \( S_0 \in \binom{[n]}{\tau} \), where \( 1 \leq \tau \leq \text{Rank}(B) \). According to (2.2), we have

\begin{equation}
f(x_0 + I_{S_0} h) \leq f(x_0) + \langle \nabla f(x_0)_{S_0}, h \rangle + \frac{1}{2} \| h \|^2_{B_{S_0 \times S_0}}
\end{equation}

for all \( h \in \mathbb{R}^\tau \). A natural idea to obtain an update rule of a coordinate descent algorithm is to minimize the right-hand side of (2.4) in \( h \). It is possible to do so when the matrix \( B_{S_0 \times S_0} \) is non-degenerate, and this leads to the following update rule:

\begin{equation}
x_1 := x_0 - I_{S_0} (B_{S_0 \times S_0})^{-1} \nabla f(x_0)_{S_0}.
\end{equation}

Now it remains to specify the procedure for selecting the coordinates \( S_0 \). In view of the above remark, the probability of choosing a degenerate submatrix \( B_{S_0 \times S_0} \) should be zero. One sampling scheme that naturally possesses this property is given by the following

**Definition 2.1 (Volume sampling).** Let \( B \) be an \( n \times n \) real symmetric positive semidefinite matrix, let \( 1 \leq \tau \leq \text{Rank}(B) \), and let \( S_0 \) be a random variable taking values in \( \binom{[n]}{\tau} \). We say that \( S_0 \) is generated according to \( \tau \)-element volume sampling with respect to \( B \), denoted by \( S_0 \sim \text{Vol}_\tau(B) \), if for all \( S \in \binom{[n]}{\tau} \), we have

\begin{equation}
\mathbb{P}(S_0 = S) = \frac{\text{Det}(B_{S \times S})}{\sum_{S' \in \binom{[n]}{\tau}} \text{Det}(B_{S' \times S'})}.
\end{equation}
Observe that for $\tau = 1$ volume sampling corresponds to picking indices with probabilities proportional to the coordinate Lipschitz constants $B_{ii}$ (diagonal elements of $B$). Thus, volume sampling in fact generalizes the well-known coordinate Lipschitz constant sampling. We discuss its implementation in Section 4.

Combining the update rule (2.5) with the volume sampling of coordinates, we obtain a new randomized coordinate descent method which we will refer to as randomized coordinate descent with volume sampling (RCDVS), see Algorithm 2.1. Note that for $\tau = 1$ RCDVS coincides with the well-known RCD method from [1].

### Algorithm 2.1 RCDVS($f, B, \tau, x_0, K$)

**Require:** differentiable function $f : \mathbb{R}^n \to \mathbb{R}$; $n \times n$ real symmetric positive semidefinite matrix $B$; number of coordinates $1 \leq \tau \leq \text{Rank}(B)$; starting point $x_0 \in \mathbb{R}^n$; number of iterations $K \geq 1$.

**for** $0 \leq k \leq K - 1$ **do**

Choose a random subset of coordinates $S_k \sim \text{Vol}_r(B)$.

Set $x_{k+1} := x_k - I_{S_k}(B_{S_k \times S_k})^{-1} \nabla f(x_k)_{S_k}$.

**end for**

### 3. Convergence analysis. We now turn to analyzing the convergence rate of the RCDVS method. To keep the presentation concise, we only study the convergence rates of expectations, although it is not difficult to establish their high probability counterparts using standard techniques.

#### 3.1. Sufficient decrease lemma. We start with the following simple result which directly follows from smoothness and does not yet take into account the particular strategy for sampling coordinates:

**Lemma 3.1** (General sufficient decrease lemma). Let $f : \mathbb{R}^n \to \mathbb{R}$ be a $1$-smooth function with respect to the seminorm $\| \cdot \|_B$, where $B$ is an $n \times n$ real symmetric positive semidefinite matrix. Let $x_0 \in \mathbb{R}^n$ be deterministic, let $1 \leq \tau \leq \text{Rank}(B)$, let $S_0$ be a random variable taking values in $\binom{[n]}{\tau}$ such that $B_{S_0 \times S_0}$ is non-degenerate almost surely, and let $x_1 := x_0 - I_{S_0}(B_{S_0 \times S_0})^{-1} \nabla f(x_0)_{S_0}$. Then $f(x_1) \leq f(x_0)$ almost surely, and

$$f(x_0) - \mathbb{E}f(x_1) \geq \frac{1}{2} \| \nabla f(x_0) \|^2 \mathbb{E}I_{S_0}(B_{S_0 \times S_0})^{-1} I_{S_0}^T.$$

In its current form, Lemma 3.1 is not very useful since it involves some general expectation $\mathbb{E}I_{S_0}(B_{S_0 \times S_0})^{-1} I_{S_0}^T$, which is not clear how to work with. Our task now is to estimate this expectation in a convenient yet non-trivial way for the particular case $S_0 \sim \text{Vol}_r(B)$.

Assume that all $\tau \times \tau$ submatrices of $B$ are non-degenerate, i.e. the $\tau$-element volume sampling has full support (the other case will be considered later). Using Cramer’s rule $\text{Det}(B_{S \times S})(B_{S \times S})^{-1} = \text{Adj}(B_{S \times S})$, we can write

$$\mathbb{E}I_{S_0}(B_{S_0 \times S_0})^{-1} I_{S_0}^T = \sum_{S \in \binom{[n]}{\tau}} \frac{\mathbb{E} I_{S} \text{Adj}(B_{S \times S}) I_{S}^T}{\sum_{S \in \binom{[n]}{\tau}} \text{Det}(B_{S \times S})}.$$

Thus, to estimate the expectation, we need to estimate the following two sums:

1. The sum of principal minors $\sum_{S \in \binom{[n]}{\tau}} \text{Det}(B_{S \times S})$. 


2. The sum $\sum_{S \in \binom{[n]}{m}} I_S \text{Adj}(B_{S \times S}) I_S^T$.

The first sum is rather well-known and a closed form expression for it can be found in many standard textbooks on linear algebra (see e.g. Chapter 7 [21]). To present the formula, let us introduce for each $1 \leq m \leq n$, the real elementary symmetric polynomial $\sigma_m : \mathbb{R}^n \to \mathbb{R}$ of degree $m$, defined by

\begin{equation}
\sigma_m(x) := \sum_{1 \leq i_1 < \cdots < i_m \leq n} x_{i_1} \cdots x_{i_m},
\end{equation}

i.e. the sum of all $m$-ary products of $x_1, \ldots, x_n$, and put $\sigma_0(x) := 1$ for convenience. The well-known result is

**Lemma 3.2 (Sum of principal minors).** Let $B$ be an $n \times n$ real symmetric matrix with eigenvalues $\lambda := (\lambda_1, \ldots, \lambda_n)$, where $\lambda_1 \geq \cdots \geq \lambda_n$, and let $1 \leq \tau \leq n$. Then

\begin{equation}
\sum_{S \in \binom{[n]}{m}} \text{Det}(B_{S \times S}) = \sigma_\tau(\lambda).
\end{equation}

Now we turn to the second sum. To the best of our knowledge, this sum has not been previously considered in the literature. Nevertheless, it turns out that it can also be conveniently expressed in terms of the elementary symmetric polynomials of eigenvalues:

**Lemma 3.3.** Let $B$ be an $n \times n$ real symmetric matrix with eigenvalues $\lambda := (\lambda_1, \ldots, \lambda_n)$, where $\lambda_1 \geq \cdots \geq \lambda_n$, let $B = Q \text{Diag}(\lambda) Q^T$ be its spectral decomposition for some $n \times n$ orthogonal matrix $Q$, and let $1 \leq \tau \leq n$. Then

\begin{equation}
\sum_{S \in \binom{[n]}{m}} I_S \text{Adj}(B_{S \times S}) I_S^T = Q \text{Diag}(\sigma_{\tau-1}(\lambda_{-1}), \ldots, \sigma_{\tau-1}(\lambda_{-n})) Q^T,
\end{equation}

where $\lambda_{-i}$ for each $1 \leq i \leq n$ denotes the vector $\lambda$ without the $i$-th element.

Let us accept this lemma for now and defer its proof to a separate Section 3.4.

Using Lemma 3.2 together with Lemma 3.3, we can rewrite (3.2) as follows:

\begin{equation}
\mathbb{E} I_{S_0} (B_{S_0 \times S_0})^{-1} I_{S_0}^T = \frac{Q \text{Diag}(\sigma_{\tau-1}(\lambda_{-1}), \ldots, \sigma_{\tau-1}(\lambda_{-n})) Q^T}{\sigma_\tau(\lambda)}.
\end{equation}

Thus, we have managed to express the expectation solely in terms of the eigenvectors and eigenvalues of $B$. However, our new expression for the expectation is still difficult to work with because each elementary symmetric polynomial is in fact a very complex sum. Fortunately, recall that we do not need the expectation itself but only a suitable lower bound for it. To obtain such a bound, it is convenient to introduce

**Definition 3.4 (\(\tau\)-coordinate approximation).** Let $B$ an $n \times n$ real symmetric positive semidefinite matrix with eigenvalues $\lambda_1 \geq \cdots \geq \lambda_n$, let $1 \leq \tau \leq \text{Rank}(B)$, and let $B = Q \text{Diag}(\lambda_1, \ldots, \lambda_n) Q^T$ be a spectral decomposition of $B$ for some $n \times n$ orthogonal matrix $Q$. The $\tau$-coordinate approximation of $B$, denoted by $B_\tau$, is the $n \times n$ real positive semidefinite matrix

\begin{equation}
B_\tau := Q \text{Diag}(\lambda_1, \ldots, \lambda_\tau, \lambda_{\tau+1}, \ldots, \lambda_n) Q^T + \sum_{i=\tau+1}^n \lambda_i I.
\end{equation}
Observe that \( B_{\tau} \) is non-degenerate since otherwise \( \lambda_1 = \cdots = \lambda_n = 0 \) which, in view of positive semidefiniteness, contradicts the assumption that \( \tau \leq \text{Rank}(B) \). Also note that \( B_{\tau} \) does not depend on the particular orthogonal matrix \( Q \) in the spectral decomposition of \( A \). Indeed, the first term in the definition of \( B_{\tau} \) can be written as \( Q \text{Diag}(q_{\tau}(\lambda_1), \ldots, q_{\tau}(\lambda_n))Q^T \), where \( q_{\tau}(t) := \max\{t, \lambda_{\tau}\} \). It is well-known that such matrices do not depend on the choice of the diagonalizing matrix \( Q \) (see e.g. [21, Section 7.3]).

Using the \( \tau \)-coordinate approximation, we can now lower bound (3.6) as follows:

**Lemma 3.5.** Let \( B \) an \( n \times n \) real symmetric positive semidefinite matrix with eigenvalues \( \lambda_1 \geq \cdots \geq \lambda_n \), let \( 1 \leq \tau \leq \text{Rank}(B) \), and let \( B = Q \text{Diag}(\lambda_1, \ldots, \lambda_n)Q^T \) be a spectral decomposition of \( B \) for some \( n \times n \) orthogonal matrix \( Q \). Then

\[
\frac{Q \text{Diag}(\sigma_{\tau-1}(\lambda_1), \ldots, \sigma_{\tau-1}(\lambda_n))Q^T}{\sigma_{\tau}(\lambda)} \succeq (B_{\tau})^{-1}.
\]

**Proof.** Since the eigenvalues are non-negative, we have

\[
\sigma_{\tau}(\lambda) = \sum_{i=1}^{n-\tau+1} \lambda_i \sum_{i_1 \leq i_2 < \cdots < i_{\tau} \leq n} \lambda_{i_2} \cdots \lambda_{i_{\tau}} \leq \sigma_{\tau-1}(\lambda_{\tau-1}) \sum_{i=1}^{n-\tau+1} \lambda_i.
\]

By the symmetry of elementary symmetric polynomials, this can strengthened to

\[
\sigma_{\tau}(\lambda) \leq \sigma_{\tau-1}(\lambda_{\tau-1}) \left( \sum_{j=\tau+1}^{n} \lambda_j \right),
\]

which in turn can be further generalized to

\[
\sigma_{\tau}(\lambda) \leq \sigma_{\tau-1}(\lambda_{\tau-i}) \left( \lambda_{\min(i, \tau)} + \sum_{j=\tau+1}^{n} \lambda_j \right)
\]

for all \( 1 \leq i \leq n \). The claim follows.

To summarize, we have obtained that in the case when volume sampling has full support, we can replace (3.1) with

\[
f(x_0) - Ef(x_1) \geq \frac{1}{2} \| \nabla f(x_0) \|^2 (B_{\tau})^{-1}.
\]

It remains to show that exactly the same result holds even when some \( \tau \times \tau \) principal submatrices of \( B \) are possibly degenerate. In this case, instead of (3.2) we should write more carefully that

\[
\text{E} I_{S_0}(B_{S_0 \times S_0})^{-1} I_{S_0}^T = \frac{\sum_{S \in \binom{n}{\tau} \setminus \{\emptyset\}} \text{Det}(B_{S} \times S) I_S \text{Adj}(B_{S \times S}) I_S^T}{\sum_{S \in \binom{n}{\tau}} \text{Det}(B_{S \times S})}.
\]

Unfortunately, we cannot use Lemma 3.3 anymore because now (3.5) overestimates (and not underestimates) the numerator due to the fact that the adjugate to a symmetric positive semidefinite matrix is also symmetric positive semidefinite. However, recall that we are not interested in the numerator itself, but only in how it acts on the gradient \( \nabla f(x_0) \). For each \( 1 \leq \tau \leq n \), define the linear subspace

\[
U_{\tau}(B) := \{ u \in \mathbb{R}^n : u_S \in \text{Im}(B_{S \times S}) \text{ for all } S \in \binom{n}{\tau} \text{ with } \text{Det}(B_{S \times S}) = 0 \},
\]
where $\text{Im}(B_{S \times S})$ is the image space of $B_{S \times S}$. Observe that $U_\tau(B) = \mathbb{R}^n$ if and only if all $\tau \times \tau$ principal submatrices of $B$ are non-degenerate. Our interest in the subspace $U_\tau(B)$ lies in the following observation:

**Lemma 3.6.** Let $f : \mathbb{R}^n \to \mathbb{R}$ be a 1-smooth function with respect to the seminorm $\| \cdot \|_B$, where $B$ is an $n \times n$ real symmetric positive semidefinite matrix. If $f$ is bounded from below, then for each $x_0 \in \mathbb{R}^n$ and each $1 \leq \tau \leq n$, we have $\nabla f(x_0) \in U_\tau(B)$.

**Proof.** Let $S \in \binom{n}{\tau}$ be such that $\text{Det}(B_{S \times S}) = 0$ (if there is no such $S$, the claim is vacuously true). Then the kernel $\text{Ker}(B_{S \times S})$ is non-trivial and hence there exists a non-zero $h \in \text{Ker}(B_{S \times S})$. From smoothness of $f$ with respect to $\| \cdot \|_B$, it follows that $f(x_0 + tS h) \leq f(x_0) + t \langle \nabla f(x_0)_S, h \rangle$ for all $t \in \mathbb{R}$. Hence, $\nabla f(x_0)_S \in \text{Ker}(B_{S \times S})$, otherwise $f$ is unbounded from below.

According to Lemma 3.6 and the above remarks, we are interested only in the action of $\sum_{S \in \binom{n}{\tau}: \text{Det}(B_{S \times S}) \neq 0} I_S \tilde{\text{Adj}}(B_{S \times S}) I_S^T$ on the subspace $U_\tau(B)$. But one can easily see that on this subspace it acts exactly as the already studied matrix $\sum_{S \in \binom{n}{\tau}} I_S \tilde{\text{Adj}}(B_{S \times S}) I_S^T$, and so the case of degenerate submatrices reduces to that of non-degenerate ones.

Thus, regardless of whether there are degenerate principal submatrices or not, we have proved

**Lemma 3.7 (Sufficient decrease lemma for volume sampling).** Let $f : \mathbb{R}^n \to \mathbb{R}$ be a function which is bounded from below and 1-smooth with respect to the seminorm $\| \cdot \|_B$, where $B$ is an $n \times n$ real symmetric positive semidefinite matrix. Let $x_0 \in \mathbb{R}^n$, let $S_0 \sim \text{Vol}_\tau(B)$ for some $1 \leq \tau \leq \text{Rank}(B)$, and let $x_1 := x_0 - I_{S_0}(B_{S_0 \times S_0})^{-1} \nabla f(x_0)_{S_0}$. Then $f(x_1) \leq f(x_0)$ almost surely and

$$f(x_0) - \mathbb{E} f(x_1) \geq \frac{1}{2} \| \nabla f(x_0) \|_{(B_\tau)^{-1}}^2. \tag{3.15}$$

To finish this section, let us establish the following relations between $\tau$-coordinate approximations that will be useful in the forthcoming analysis:

**Lemma 3.8.** Let $B$ be an $n \times n$ real symmetric positive semidefinite matrix with eigenvalues $\lambda_1 \geq \cdots \geq \lambda_n$, and let $1 \leq \tau_1 < \tau_2 \leq \text{Rank}(B)$. Then

$$B_{\tau_2} \preceq B_{\tau_1} \preceq \frac{\sum_{i=\tau_1}^{n} \lambda_i}{\sum_{i=\tau_2}^{n} \lambda_i} B_{\tau_2}. \tag{3.16}$$

**Proof.** Simple algebra reveals that the $n$ eigenvalues of $(B_{\tau_2})^{-\frac{1}{2}} B_{\tau_1} (B_{\tau_2})^{-\frac{1}{2}}$ are precisely

$$\frac{\lambda_1 + \sum_{i=\tau_1+1}^{n} \lambda_i}{\lambda_1 + \sum_{i=\tau_2+1}^{n} \lambda_i} \leq \cdots \leq \frac{\lambda_{\tau_1} + \sum_{i=\tau_1+1}^{n} \lambda_i}{\lambda_{\tau_1} + \sum_{i=\tau_2+1}^{n} \lambda_i} \leq \frac{\sum_{i=\tau_1}^{n} \lambda_i}{\lambda_{\tau_1+1} + \sum_{i=\tau_1+1}^{n} \lambda_i} \leq \cdots \leq \frac{\sum_{i=\tau_1}^{n} \lambda_i}{\lambda_{\tau_2} + \sum_{i=\tau_2+1}^{n} \lambda_i} = \frac{\sum_{i=\tau_1}^{n} \lambda_i}{\sum_{i=\tau_2}^{n} \lambda_i} = \cdots = \frac{\sum_{i=\tau_1}^{n} \lambda_i}{\sum_{i=\tau_2}^{n} \lambda_i}, \tag{3.17}$$

and the claim follows. \qed

**3.2. Convex functions.** Now we are ready to establish several results on the convergence rate of the RCDV method. We start with the class of smooth convex functions.
Theorem 3.9 (Convergence rate for convex functions). Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a convex function which is 1-smooth with respect to the seminorm \( \| \cdot \|_B \), where \( B \) is an \( n \times n \) real symmetric positive semidefinite matrix. Let \( x_0 \) be a deterministic point in \( \mathbb{R}^n \) and assume that the sublevel set \( L_f(x_0) := \{ x \in \mathbb{R}^n : f(x) \leq f(x_0) \} \) is bounded. Let \( 1 \leq \tau \leq \text{Rank}(B), \ K \geq 1 \), and let \( (x_k)_{k=1}^K \) be the random points in \( \mathbb{R}^n \) generated by RCDVS\((f, B, \tau, x_0, K)\). Then

\[
Ef(x_k) - \min f \leq \frac{2D^2_{\tau}}{k+1},
\]

for all \( 0 \leq k \leq K \), where \( D_{\tau} := \max_{x \in L_f(x_0)} \min_{x^* \in \text{Argmin} \ f} \| x - x^* \|_{B_{\tau}} \) is the radius of the sublevel set \( L_f(x_0) \) measured in the norm \( \| \cdot \|_{B_{\tau}} \).

Proof. Note that \( \text{Argmin} \ f \) is non-empty and compact by the Weierstrass theorem. Hence, both \( \min \) and \( \max \) in the definition of \( D_{\tau} \) are attained and, in particular, \( D_{\tau} \) is finite.

Using Lemma 3.7, we obtain \( x_k \in L_f(x_0) \) and

\[
Ef(x_k) - Ef(x_{k+1}) \geq \frac{1}{2} \mathbb{E} \| \nabla f(x_k) \|^2_{(B_{\tau})^{-1}}
\]

for all \( k \geq 0 \).

Let \( k \geq 0 \). By the convexity of \( f \) and Cauchy-Schwarz inequality, we have

\[
f(x_k) - \min f \leq \langle \nabla f(x_k), x_k - x^* \rangle \leq \| \nabla f(x_k) \|_{(B_{\tau})^{-1}} \| x_k - x^* \|_{B_{\tau}}.
\]

Hence, by the definition of \( D_{\tau} \), it follows that

\[
f(x_k) - \min f \leq \| \nabla f(x_k) \|_{(B_{\tau})^{-1}} D_{\tau},
\]

from which, by Jensen’s inequality, we conclude that

\[
\mathbb{E} \| \nabla f(x_k) \|^2_{(B_{\tau})^{-1}} \geq \frac{\mathbb{E}(f(x_k) - \min f)^2}{D^2_{\tau}} \geq \frac{(Ef(x_k) - \min f)^2}{D^2_{\tau}}.
\]

Combining (3.19) and (3.22) and writing \( \delta_k := Ef(x_k) - \min f \), we finally obtain

\[
\delta_k - \delta_{k+1} \geq \frac{\delta^2_k}{2D^2_{\tau}}
\]

for all \( k \geq 0 \). Now the claim follows by a standard argument. Indeed, we can assume without loss of generality that \( \delta_k \) is strictly positive for each \( k \geq 0 \). Then, using (3.23) together with the monotonicity of \( \delta_k \), we obtain

\[
\frac{1}{\delta_{k+1}} - \frac{1}{\delta_k} = \frac{\delta_k - \delta_{k+1}}{\delta_k \delta_{k+1}} \geq \frac{1}{2D^2_{\tau}}
\]

for all \( k \geq 0 \). By induction, it follows that

\[
\frac{1}{\delta_k} \geq \frac{1}{\delta_0} + \frac{k}{2D^2_{\tau}} \geq \frac{k+1}{2D^2_{\tau}}
\]

for all \( k \geq 0 \), where the last inequality is a consequence of (3.23) and the positivity of \( \delta_1 \). \( \square \)
According to Theorem 3.9, for achieving accuracy $\varepsilon > 0$ in terms of the expected value of the objective, one needs the following number of iterations:

$$K_\tau := \frac{2D_\tau^2}{\varepsilon}.$$  

(3.26)

In particular, for $\tau = 1$, we have $D_\tau^2 = \text{Tr}(B)D^2$, where $D$ is the radius of the sublevel set $L_f(x_0)$ measured in the standard Euclidean norm; this recovers the already known result for the RCD method [1].

Let us fix $1 \leq \tau_1 < \tau_2 \leq \text{Rank}(B)$ and compare the efficiency estimates of RCDVS with $\tau_1$ coordinates with that of $\tau_2$ coordinates. We obtain that

$$\frac{K_{\tau_1}}{K_{\tau_2}} = \frac{D_{\tau_1}^2}{D_{\tau_2}^2}.$$  

(3.27)

Thus, we need to compare the quantities $D_{\tau_1}$ and $D_{\tau_2}$. By Lemma 3.8, we have

$$1 \leq \frac{D_{\tau_1}^2}{D_{\tau_2}^2} \leq \frac{\sum_{i=\tau_2}^{n} \lambda_i}{\sum_{i=\tau_2}^{n} \lambda_i}.$$  

(3.28)

This means that the method with a bigger number of coordinates is always not worse than the corresponding method with a smaller number of coordinates, but it can also be faster up to the ratio (1.1).

3.3. Strongly convex functions. Now let us consider the strongly convex case. For measuring the parameter of strong convexity, it is natural to use the norm $\| \cdot \|_B$. Recall that a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ is called $\mu_\tau$-strongly convex ($\mu_\tau > 0$) with respect to the norm $\| \cdot \|_B$, if

$$f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu_\tau}{2}\| y - x \|_B^2$$  

(3.29)

for all $x, y \in \mathbb{R}^n$. Observe incidentally that if $f$ is additionally 1-smooth with respect to $\| \cdot \|_B$, then we must have $\mu_\tau B \leq B$, so $B$ cannot be degenerate in this situation.

**Theorem 3.10** (Convergence rate for strongly convex functions). Let $f : \mathbb{R}^n \to \mathbb{R}$ be a function which is 1-smooth with respect to the norm $\| \cdot \|_B$, where $B$ is an $n \times n$ real symmetric positive definite matrix, and let $f$ be $\mu_\tau$-strongly convex with respect to the norm $\| \cdot \|_B$, for some $1 \leq \tau < n$. Let $x_0$ be a deterministic point in $\mathbb{R}^n$, let $K \geq 1$, and let $(x_k)_{k=1}^K$ be the random points in $\mathbb{R}^n$ generated by RCDVS($f, B, \tau, x_0, K$). Then

$$\mathbb{E}f(x_k) - \min f \leq (1 - \mu_\tau)^k(f(x_0) - \min f)$$  

for all $0 \leq k \leq K$.

**Proof.** Let $0 \leq k \leq K$. Using the same argument as in the proof of Theorem 3.9, we obtain

$$\mathbb{E}f(x_k) - \mathbb{E}f(x_{k+1}) \geq \frac{1}{2} \mathbb{E}\| \nabla f(x_k) \|_{(B, \tau)}^2.$$  

(3.31)

But, by strong convexity of $f$ in the norm $\| \cdot \|_{B, \tau}$, we have

$$f(x_k) - \min f \leq \frac{1}{2\mu_\tau}\| \nabla f(x_k) \|_{(B, \tau)}^2.$$  

(3.32)

(e.g. minimize both sides of (3.29) in $y \in \mathbb{R}^n$), which means that

$$\mathbb{E}f(x_{k+1}) - \min f \leq (1 - \mu_\tau)(\mathbb{E}f(x_k) - \min f).$$  

(3.33)

The claim now follows by induction. \qed
Since $1 - \mu_\tau \leq e^{-\mu_\tau}$, this means that, given any $\varepsilon > 0$, for achieving accuracy $\varepsilon$ in terms of the expected value of the objective, one needs the following number of iterations:

$$K_\tau := \frac{1}{\mu_\tau} \ln \frac{f(x_0) - \min f}{\varepsilon}.$$  

For $\tau = 1$, we have $\mu_\tau = \text{Tr}(B)\mu$, where $\mu$ is the strong convexity parameter of $f$ in the standard Euclidean norm. This recovers the convergence rate of the RCD method for strongly convex functions from [1].

Similarly to the discussion in Section 3.2, let us compare the efficiency estimates for different values of $\tau$. Fix $1 \leq \tau_1 < \tau_2 \leq n$. Then the acceleration rate equals

$$\frac{K_{\tau_1}}{K_{\tau_2}} = \frac{\mu_{\tau_2}}{\mu_{\tau_1}}.$$  

By Lemma 3.8, we have

$$1 \leq \frac{\mu_{\tau_2}}{\mu_{\tau_1}} \leq \frac{\sum_{i=\tau_1}^n \lambda_i}{\sum_{i=\tau_2}^n \lambda_i}.$$  

Thus, we obtain absolutely the same result as in the previous section: the efficiency of the method monotonically improves with $\tau$ and the acceleration factor can reach the ratio (1.1) (for example, one can verify that this is the case for a strictly convex quadratic function).

Before finishing this section, we note that the results presented here in fact hold for a more broader class of gradient dominated functions of degree 2 in the norm $\|\cdot\|_B$, (also known as the functions satisfying the Polyak–Lojasiewicz condition). For more information and different examples of such functions, we refer the reader to [22].

3.4. Proof of Lemma 3.3. In this section, we give the proof of Lemma 3.3 assuming that $n \geq 2$ (otherwise the claim is trivial). We start with introducing a little new notation that will be used only inside this section. For a subset $S \in \binom{[n]}{\tau}$, by $I_{\cdot S}$ we denote the $n \times (n - \tau)$ matrix obtained from the $n \times n$ identity matrix $I$ by removing the columns with indices from $S$ (i.e. $I_{\cdot S} := I_{[n]\setminus S}$). For an $n \times n$ matrix $B$ and a subset $S \in \binom{[n]}{\tau}$, by $B_{\cdot \cdot S \cdot \cdot}$ we denote the $(n - \tau) \times (n - \tau)$ submatrix obtained from $B$ by removing the rows and columns with indices from $S$ (i.e. $B_{\cdot \cdot S \cdot \cdot} := I'_{\tau S}B I_{\tau S}$); similarly, for a vector $v \in \mathbb{R}^n$, by $v_{\cdot S}$ we denote the subvector of size $n - \tau$ obtained from $v$ by removing the elements with indices from $S$ (i.e. $v_{\cdot S} := I'_{\tau S}v$); for brevity, for each $1 \leq i \leq n$, we also use $I_{\cdot -i}$, $B_{\cdot \cdot \cdot \cdot -i}$ and $v_{\cdot -i}$ instead of more cumbersome $I_{\cdot \cdot (i)}$, $B_{\cdot \cdot (i) \cdot \cdot -i}$ and $v_{\cdot (i)}$ respectively.

To prove Lemma 3.3, let us consider the matrix-valued polynomial

$$t \in \mathbb{R} \mapsto P(t) := \text{Adj}(B - tI)$$

and show that the left- and right-hand sides of (3.5) are, up to a constant multiplicative factor, different representations of the $(n - \tau)$-th derivative of $P$ at zero.

We start with the easier right-hand side. Using the spectral decomposition $B = Q \text{Diag}(\lambda)Q^T$ and the definition of the adjugate matrix, for each $t \in \mathbb{R}$ we readily obtain the following spectral decomposition of $P$:

$$P(t) = Q \text{Diag}(d_1(t), \ldots, d_n(t))Q^T,$$
where \( d_i : \mathbb{R} \to \mathbb{R} \) for each \( 1 \leq i \leq n \) is the polynomial

\[
\begin{align*}
d_i (t) &:= \prod_{1 \leq j \leq n : j \neq i} (\lambda_j (B) - t).
\end{align*}
\]

Opening the parentheses and grouping the terms by the powers of \( t \), we see that

\[
\begin{align*}
d_i^{(n-\tau)} (0) &= (-1)^{n-\tau} (n-\tau)! \sigma_{\tau-1} (\lambda_i)
\end{align*}
\]

for each \( 1 \leq i \leq n \), and hence

\[
\begin{align*}
P^{(n-\tau)} (0) &= (-1)^{n-\tau} (n-\tau)! Q \text{Diag} (\sigma_{\tau-1} (\lambda_1), \ldots, \sigma_{\tau-1} (\lambda_n)) Q^T.
\end{align*}
\]

Now we take another approach to calculating the derivative \( P^{(n-\tau)} (0) \) by directly differentiating the original expression (3.37). The key inductive step here is

**Lemma 3.11 (Inductive step).** Let \( B \) be an \( n \times n \) \((n \geq 2)\) real symmetric matrix, let \( P \) be the matrix-valued polynomial (3.37), and let \( t \in \mathbb{R} \). Then

\[
\begin{align*}
P' (t) &= -\sum_{i=1}^{n} I - I_{\{i,x-i\}} \text{Adj} (B_{-i} - t I) I_{-i}^T.
\end{align*}
\]

Suppose for the moment that Lemma 3.11 holds, and let \( t \in \mathbb{R} \) be arbitrary. Differentiating both sides of (3.42) (each time applying Lemma 3.11 to the matrix \( B_{-i} - t I \)) and assuming that \( n \geq 3 \), we obtain

\[
\begin{align*}
P'' (t) &= \sum_{i=1}^{n} \sum_{1 \leq j \leq n : j \neq i} I_{\{i,j\}} \text{Adj} (B_{-\{i,j\}} - t I) I_{-\{i,j\}}^T
\end{align*}
\]

\[
= 2 \sum_{1 \leq i < j \leq n} I_{\{i,j\}} \text{Adj} (B_{-\{i,j\}} - t I) I_{-\{i,j\}}^T.
\]

Similarly, assuming that \( n \geq 4 \), we have

\[
\begin{align*}
P''' (t) &= -2 \sum_{1 \leq i < j \leq n} \sum_{1 \leq k \leq n : k \neq i,j} I_{\{i,j,k\}} \text{Adj} (B_{-\{i,j,k\}} - t I) I_{-\{i,j,k\}}^T
\end{align*}
\]

\[
= -6 \sum_{1 \leq i < j < k \leq n} I_{\{i,j,k\}} \text{Adj} (B_{-\{i,j,k\}} - t I) I_{-\{i,j,k\}}^T,
\]

and, more generally (by induction on \( r \)), that

\[
\begin{align*}
P^{(r)} (t) &= (-1)^r r! \sum_{S \in \binom{[n]}{r}} I_{-S} \text{Adj} (B_{-S} - t I) I_{-S}^T
\end{align*}
\]

for all \( 0 \leq r \leq n - 1 \). In particular,

\[
\begin{align*}
P^{(n-\tau)} (0) &= (-1)^{n-\tau} (n-\tau)! \sum_{S \in \binom{[n]}{\tau}} I_{S} \text{Adj} (B_{S} I) I_{S}^T.
\end{align*}
\]

Equating (3.41) and (3.46), we obtain the claim of Lemma 3.3.

All that remains is to prove Lemma 3.11.
In particular, we see that
\[ c = \text{det}(B - tI) \]
where 
\[ B_{-1,-1}, \ldots, B_{-n,-n} \]
are simultaneously non-degenerate; otherwise we can replace \( B \) with \( B + \delta I \) for an arbitrary sufficiently small \( \delta > 0 \) (such that \( B + \delta I \) satisfies the above requirement) and then pass to the limit as \( \delta \to 0 \) using the continuity of the both sides of \( (3.52) \) in \( \delta \).

Since \( B \) is non-degenerate, there exists a sufficiently small neighborhood around zero such that \( B - tI \) is non-degenerate for all \( t \) from this neighborhood and
\[
P(t) = \text{det}(B - tI)\text{det}(B - tI)^{-1}
\]
by Cramer’s rule. Differentiating and denoting \( C := B^{-1} \), we obtain
\[
P'(0) = -\text{det}(B)(\text{tr}(B^{-1})B^{-1} - B^{-2}) = -\text{det}(B)\sum_{i=1}^{n}(C_{i}C - c_{i}c_{i}^{T}),
\]
where \( c_{1}, \ldots, c_{n} \in \mathbb{R}^{n} \) are the columns of \( C \). Observe that the \( i \)-th row and the \( i \)-th column of the matrix \( C_{i}C - c_{i}c_{i}^{T} \) for each \( 1 \leq i \leq n \) consist entirely of zeros, so
\[
P'(0) = -\text{det}(B)\sum_{i=1}^{n}I_{-i}(C_{i}C_{-i} - (c_{i})(c_{i})^{T})I_{-i}^{-1}.
\]

Thus, to obtain the claim, it suffices to demonstrate that
\[
\text{det}(B)(C_{i}C_{-i} - (c_{i})(c_{i})^{T}) = \text{adj}(B_{-i}x_{-i})
\]
for all \( 1 \leq i \leq n \). Replacing \( B \) with \( P^{T}B_{P} \) if necessary (where \( P \) is the \( n \times n \) permutation matrix obtained from the identity matrix by moving the \( i \)-th column into the end), it is enough to consider only the case \( i = n \). Let
\[
B = \begin{pmatrix} F & z \\ z^{T} & \alpha \end{pmatrix},
\]
where \( F \) is the top-left \((n-1) \times (n-1)\) principal submatrix of \( B \), \( z \in \mathbb{R}^{n-1} \) is the right-most column of \( B \) with the last element removed, and \( \alpha := B_{nn} \) is the element in the lower right corner. Note that \( F \) is non-degenerate as a principal \((n-1) \times (n-1)\) submatrix of \( B \) (by the technical assumption made at the very beginning). Using the formula for inverting a block matrix, we obtain that \( \alpha - (F^{-1}z, z) \neq 0 \), and
\[
C = B^{-1} = \begin{pmatrix} F^{-1} & \frac{F^{-1}z}{\alpha - (F^{-1}z, z)} \\ \frac{z^{T}F^{-1}}{\alpha - (F^{-1}z, z)} & \frac{1}{\alpha - (F^{-1}z, z)} \end{pmatrix}.
\]
In particular, we see that
\[
C_{nn}C_{n-1,n} - (c_{n})_{-n}(c_{n})^{T}_{-n} = \frac{F^{-1}}{\alpha - (F^{-1}z, z)}.
\]
Since by Cramer’s rule
\[
\text{adj}(B_{-n\times-n}) = \text{adj}(F) = \text{det}(F)F^{-1},
\]
it remains to check whether
\[
\text{det}(B) = \text{det}(F)(\alpha - (F^{-1}z, z)).
\]
But this is exactly the formula for the determinant of a block matrix. \( \square \)
4. Implementation of volume sampling. Let $B$ be an $n \times n$ real symmetric positive semidefinite matrix, and let $1 \leq \tau \leq \text{Rank}(B)$. In this section, we discuss how to generate a random variable $S_0 \sim \text{Vol}_\tau(B)$ according to volume sampling.

4.1. General algorithm. Recall that volume sampling is sampling with a finite number of outcomes. Thus, in principle, $S_0$ can be generated by any general method for generating random variables taking a finite number of values. Let us briefly review one such method which is based on the following result:

**Proposition 4.1.** (Generating a random variable taking a finite number of values). Let $X := \{x_1, \ldots, x_N\}$ be a finite set, and let $p_1, \ldots, p_N$ be non-negative numbers such that $\sum_{k=1}^N p_k = 1$. For each $1 \leq k \leq N$, let $P_k := \sum_{\nu=1}^k p_\nu$. Let $u$ be a random variable uniformly distributed on the interval $(0, 1)$, and let $\xi := x_{k_0}$, where $k_0 := \min\{1 \leq k \leq N : u \leq P_k\}$. Then $\xi$ is a well-defined random variable taking values in $X$ such that $\mathbb{P}(\xi = x_k) = p_k$ for all $1 \leq k \leq N$.

**Proof.** For convenience, denote $P_0 := 0$. Observe that $0 = P_0 \leq P_1 \leq \cdots \leq P_N = 1$. Thus, $k_0 = k$ for some $1 \leq k \leq N$ iff $u$ belongs to the interval $(P_{k-1}, P_k]$. Since these intervals are disjoint and their union is $(0, 1]$, the variable $k_0$ is well-defined. Hence, $\xi$ is well-defined, and $\mathbb{P}(\xi = x_k) = \mathbb{P}(k_0 = k) = \mathbb{P}(P_{k-1} < u \leq P_k) = P_k - P_{k-1} = p_k$ for each $1 \leq k \leq N$. \qed

Proposition 4.1 is in fact a two-stage algorithm for generating a random variable $\xi$ taking values in $\{x_1, \ldots, x_N\}$ given the corresponding list of probabilities $p_1, \ldots, p_N$. At the first stage of this algorithm (called preprocessing), we compute the cumulative sums $P_1, \ldots, P_N$. This requires $O(N)$ operations. At the second stage (called sampling), we first generate a random variable $u$ uniformly distributed on $(0, 1)$, then compute $k_0$, and finally output $\xi := x_{k_0}$. Since the cumulative sums $(P_k)_{1 \leq k \leq N}$ are monotonically increasing, one can use binary search to efficiently finding $k_0$. Thus, the complexity of sampling is just $O(\ln N)$ operations. Note that the preprocessing has to be done only once; after this, one can generate arbitrarily many independent samples using the sampling routine.

In the case of volume sampling, the above procedure looks as follows. At the preprocessing stage, we iterate over all $N = \binom{n}{\tau}$ possible $\tau$-element subsets of $[n]$, computing the corresponding principal minors of $B$ and corresponding cumulative sums. This requires $O(\binom{n}{\tau})$ operations in total assuming that the complexity of calculating a minor of size $\tau$ is $O(\tau^3)$. During sampling, we use binary search to find the number $k_0$, and then return the set $S_0 \in \binom{[n]}{\tau}$ corresponding to $k_0$. Each sampling thus requires $O(\ln \binom{n}{\tau})$ operations.

Unfortunately, the above $O(\binom{n}{\tau})$ preprocessing time makes the general algorithm impractical for most values of $\tau$. Nevertheless, it is still applicable for several very small values of $\tau$. For example, when $\tau = 1$, the preprocessing time and memory complexities are both $O(n)$, while the sampling time and memory complexities are $O(\ln n)$ and $O(1)$ respectively. Another interesting regime is $\tau = 2$. In this case, the preprocessing time and memory complexities are both $O(n^2)$, while the sampling time and memory complexities are the same as before. Note that in many applications the objective function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ has the form $f(x) := \phi(Ax, x)$, where $A$ is a real $m \times n$ matrix, and $\phi : \mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{R}$ is a function that can be computed in time $O(mn)$ (see Section 5 for different examples). In these applications, the $O(n^2)$ memory is comparable to the cost of storing $A$, and the $O(n^2)$ time is comparable to the cost of one computation of the objective and is often allowable (see also Section 4.2 for a possible treatment of sparsity).
4.1 Preprocessing. In the classical CSR format, the index vectors \( j_1, \ldots, j_n \) for each \( 1 \leq h \leq n \) consists of an expensive preprocessing stage (Algorithm 4.1). Similarly to the method from the previous section, it is a two-stage procedure that can be called at each iteration. Perhaps, it is possible to modify these methods by properly splitting them into a polynomial preprocessing stage and an independent sampling stage which is much faster, but we have not investigated this direction.

4.2. Two-element volume sampling for sparse matrices. Now suppose that the matrix \( B \) is sparse and our goal is to implement 2-element volume sampling. The general algorithm described above requires \( O(n^2) \) time and \( O(n^2) \) memory for preprocessing, which may be too expensive when \( n \) is large. In this section, we present a special method that takes into account the sparsity of \( B \) and whose preprocessing time and memory complexities are both \( O(\text{nnz}(B) + n) \), where \( \text{nnz}(B) \) is the number of non-zero elements of \( B \). When \( B \) is dense, \( \text{nnz}(B) = n^2 \), but it can be much smaller than \( n^2 \) if \( B \) is sufficiently sparse. Once the preprocessing is done, each sampling then has the \( O(\ln n) \) time complexity and the \( O(1) \) memory complexity, which are exactly the same complexities as those of the general algorithm from the previous section (see Figure 1 for a comparison).

Assume that the matrix \( B \) is given in the CSR (Compressed Sparse Row) format\(^1\): for each \( 1 \leq i \leq n \), we know the \( r_i \) indices (possibly zero) \( i \leq j_1^{(i)} < \cdots < j_{r_i}^{(i)} \leq n \) of all non-zero elements in the \( i \)-th row of \( B \) which are located to the right of the diagonal (thus, \( \{ j_1^{(i)}, \ldots, j_{r_i}^{(i)} \} = \{ i \leq j \leq n : B_{ij} \neq 0 \} \)), as well as the corresponding values \( v_1^{(i)}, \ldots, v_{r_i}^{(i)} \) of these elements (thus, \( v_k^{(i)} := B_{ij_k^{(i)}} \) for all \( 1 \leq k \leq r_i \)). For notational convenience, for each \( 1 \leq i < j \leq n; 1 \leq k \leq r_i \) we also define \( j_{r_i+1}^{(i)} := n + 1 \) and

\[
\begin{align*}
P_{v,k,t}(i,j,k) := v_1^{(i)}(t_i - t_{j+1}) - h_k^{(i)},
\end{align*}
\]

where \( h^{(1)} \in \mathbb{R}^{r_1}, \ldots, h^{(n-1)} \in \mathbb{R}^{r_{n-1}}, t \in \mathbb{R}^{n+1} \) are given, and \( h := (h^{(1)}, \ldots, h^{(n-1)}) \).

Now the notation has been established and we are ready to present the algorithm. Similarly to the method from the previous section, it is a two-stage procedure that consists of an expensive preprocessing stage (Algorithm 4.1) and a cheap sampling stage (Algorithm 4.2) that can be executed as many times as one wishes once the preprocessing has terminated.

\footnote{Strictly speaking, the classical CSR format is different from the one we are describing here. In the classical CSR format, the index vectors \( j^{(1)}, \ldots, j^{(n)} \) are concatenated into one large vector, similarly the value vectors \( v^{(1)}, \ldots, v^{(n)} \) are concatenated into one large vector, and instead the numbers \( r_1, \ldots, r_n \) one stores their cumulative sums. Nevertheless, the format we are describing is algorithmically equivalent to the original CSR format and one can be transformed into the other in a straightforward manner without any time or memory overhead.}

\[
\begin{array}{|c|c|c|c|c|}
\hline
 & Preprocessing & Sampling & & \\
\hline
 & Time & Memory & Time & Memory & \\
\hline
\text{Dense} & O(n^2) & O(n^2) & O(\ln n) & O(1) & \\
\hline
\text{Sparse} & O(\text{nnz}(B) + n) & O(\text{nnz}(B) + n) & O(\ln n) & O(1) & \\
\hline
\end{array}
\]

Fig. 1. Time and memory complexities of 2-element volume sampling for a dense and sparse matrix.
Algorithm 4.1 \texttt{sparse2vs-preprocess($B$)}

\textbf{Require:} $B$: $n \times n$ real symmetric positive semidefinite matrix of rank at least two specified by its CSR-format $(r_1, \ldots, r_n, j^{(1)}, \ldots, j^{(n)}, v^{(1)}, \ldots, v^{(n)})$.

1. For each $1 \leq i \leq n - 1$, compute $h^{(i)} \in \mathbb{R}^n$, defined by $h^{(i)}_k := \sum_{j=1}^{k} B_{ij}^2$.

2. Compute $t \in \mathbb{R}^{n+1}$, defined by $t_i := \sum_{j=1}^{n} v^{(j)}(i)$ (and $t_{n+1} := 0$).

3. Compute $q \in \mathbb{R}^{n-1}$, defined by $q_i := \sum_{j=1}^{n} P_{v,h,t}(i', n, r_{i'})$.

4. \textbf{return} $(h^{(1)}, \ldots, h^{(n-1)}, t, q)$

Algorithm 4.2 \texttt{sparse2vs-sample($B, h^{(1)}, \ldots, h^{(n-1)}, t, q$)}

\textbf{Require:} $B$: $n \times n$ real symmetric positive semidefinite matrix of rank at least two specified by its CSR-format $(r_1, \ldots, r_n, j^{(1)}, \ldots, j^{(n)}, v^{(1)}, \ldots, v^{(n)})$; $h^{(1)} \in \mathbb{R}^{r_1}, \ldots, h^{(n-1)} \in \mathbb{R}^{r_{n-1}}$; $t \in \mathbb{R}^{n+1}$; $q \in \mathbb{R}^{n-1}$.

1. Independently generate random $u_1, u_2$ uniformly distributed on $(0, 1)$.

2. Find $i_0 := \min\{1 \leq i \leq n - 1 : u_1 \leq \frac{q_i}{q_{n-1}}\}$ using binary search.

3. Find $k_l := \min\{1 \leq k \leq r_{i_0} : u_2 \leq \frac{P_{v,h,t}(i_0, n, r_{i_0})}{r_{i_0}-1}\}$ using binary search.

4. Find $j_0 := \min\{j_0(i_0) \leq j \leq j_0(i_0) + 1 - 1 : u_2 \leq \frac{P_{v,h,t}(i_0, n, r_{i_0})}{r_{i_0}-1}\}$ using binary search.

5. \textbf{return} $(i_0, j_0)$

Clearly, the time and memory complexities of the preprocessing stage are both $O(mz(B) + n)$. The sampling stage consists of three successive binary searches over certain subsets of $[n]$ and thus has the $O(\ln n)$ time complexity and the $O(1)$ memory complexity when properly implemented (the function $P_{v,h,t}$ should be computed on the fly inside each binary search).

We now prove the correctness of the algorithm.

\textbf{Theorem 4.2.} Let $B$ be an $n \times n$ real symmetric positive semidefinite matrix with rank at least two. Let $(h^{(1)}, \ldots, h^{(n-1)}, t, q) := \texttt{sparse2vs-preprocess($B$)}$, and let $S_0 := \texttt{sparse2vs-sample($B, h^{(1)}, \ldots, h^{(n-1)}, t, q$)}$. Then $S_0$ is a well-defined random variable distributed according to $\text{Vol}_2(B)$.

\textbf{Proof.} Observe that, for each $1 \leq i \leq n - 1$ and each $1 \leq k \leq r_i$, we have

\begin{equation}
(4.2) \quad h^{(i)}_k = \sum_{j=1}^{k} B_{ij}^2, \quad h^{(i)}_{r_i} = \sum_{j=1}^{n} B_{ij}^2, \quad v^{(i)}_1 = B_{ii}, \quad t_i = \sum_{j=1}^{n} B_{jj}.
\end{equation}

For each $1 \leq i < j \leq n$, denote

\begin{equation}
(4.3) \quad P(i, j) := \sum_{j'=i+1}^{j} \text{Det}(B_{\{i,j\} \times \{i,j\}})
\end{equation}

Then, for each $1 \leq i \leq n - 1$, it holds that

\begin{equation}
(4.4) \quad v^{(i)}_1 t_i - h^{(i)}_{r_i} = \sum_{j=1}^{n} (B_{ii}B_{jj} - B_{ij}^2) = P(i, n).
\end{equation}

From Proposition 4.1, it follows that $i_0$ is a well-defined random variable taking values
in \{1, \ldots, n - 1\} with probabilities
\begin{equation}
P(i_0 = i) = \frac{P(i, n)}{\sum_{i'=1}^{n-1} P(i', n)}.
\end{equation}

Next observe that, for each \(1 \leq i \leq n - 1\) and \(1 \leq k \leq r_i\), we have
\begin{equation}
P(i,j,k) = B_{ii} B_{jj} - \sum_{j'=i}^{j^{(i)}} b_{ij'}^2 = \sum_{j'=i}^{j^{(i)}} (B_{ij}B_{jj'} - B_{ij}^2) = P(i,j)
\end{equation}
for all \(j_k^{(i)} \leq j \leq j_k^{(i)} - 1\). In particular, \(P(i_0, j_{k+1}^{(i)} - 1, k) = P(i_0, j_{k+1}^{(i)} - 1)\) for all \(1 \leq k \leq r_{i_0}\), from which we see that \(P(i_0, j_{k+1}^{(i)} - 1, k)\) monotonically increases with \(k\) (since \(j_{k+1}^{(i)}\) does so and \(P(i_0, j)\) monotonically increases with \(j\)) until it reaches \(P(i_0, n, r_{i_0}) = P(i_0, n)\) when \(k = r_{i_0}\). This shows that \(j_k\) is well-defined. Similarly, we can write \(P(i_0, j, k_l) = P(i_0, j)\) for all \(j_{k_l}^{(i)} \leq j \leq j_{k_l+1}^{(i)} - 1\), from which it follows that \(P(i_0, j, k_l)\) monotonically increases with \(j\). Combining this with the definition of \(k_l\), which gives
\begin{equation}
\frac{P(i_0, j_{k_l}^{(i)})}{P(i_0, j_{k_l+1}^{(i)} - 1)} \leq u_2 \leq \frac{P(i_0, j_{k_l+1}^{(i)} - 1)}{P(i_0, n)},
\end{equation}
we conclude that \(j_0\) is well-defined and in fact
\begin{equation}
j_0 = \min \left\{ i_0 + 1 \leq j \leq n : u_2 \leq \frac{P(i_0, j)}{P(i_0, n)} \right\}.
\end{equation}

Applying Proposition 4.1 again, we obtain that, conditioned on \(i_0 = i\), the random variable \(j_0\) takes values in \(\{i+1, \ldots, n\}\) such that
\begin{equation}
P(j_0 = j \mid i_0 = i) = \frac{\text{Det}(B_{\{i,j\} \times \{i,j\}})}{P(i, n)},
\end{equation}
for all \(1 \leq i < j \leq n\). Undoing the conditioning, we see that \((i_0, j_0)\) is a well-defined random variable taking values in \(\{(i,j) : 1 \leq i < j \leq n\}\) with probabilities
\begin{equation}
P(i_0 = i; j_0 = j) = P(i_0 = i)P(j_0 = j \mid i_0 = i) = \frac{\text{Det}(B_{\{i,j\} \times \{i,j\}})}{\sum_{i'=1}^{n-1} P(i', n)},
\end{equation}
and the claim follows.

5. Examples of applications. Now we consider several examples of objective functions for which it is possible to apply the RCDVS method and discuss different implementation details.

5.1. Quadratic function. Our first example of an objective function is the convex quadratic \(f : \mathbb{R}^n \to \mathbb{R}\), defined by
\begin{equation}
f(x) := \frac{1}{2}\langle Ax, x \rangle - \langle b, x \rangle,
\end{equation}
where \(A\) is a given \(n \times n\) real symmetric positive semidefinite matrix and \(b \in \mathbb{R}^n\). This function is 1-smooth with respect to the seminorm \(\| \cdot \|_A\), so one can minimize it by RCDVS with
\begin{equation}
B := A.
\end{equation}
For doing volume sampling, one can either use the general algorithm from Section 4.1 when the matrix \(A\) is dense, or the special one from Section 4.2 when \(A\) is sparse.
5.2. Separable problems. The second example gives rise to a whole family of objective functions \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) that are admissible for the RCDVS method and can be obtained by composing some smooth separable function with a linear mapping:

\[(5.3) \quad f(x) := \sum_{i=1}^{m} g_i((a_i, x)).\]

Here \( a_1, \ldots, a_m \in \mathbb{R}^n \) are given vectors and \( g_1, \ldots, g_m : \mathbb{R} \rightarrow \mathbb{R} \) are univariate functions such that \( g_i \) is \( L_i \)-smooth (\( L_i \geq 0 \)) for each \( 1 \leq i \leq n \), meaning that it is differentiable and satisfies

\[(5.4) \quad g_i(t) \leq g_i(t_0) + g_i'(t_0)(t - t_0) + \frac{L_i}{2}(t - t_0)^2\]

for all \( t, t_0 \in \mathbb{R} \). It is easy to see from the definitions that the resulting function \( f \) turns out to be 1-smooth with respect to the seminorm \( \| \cdot \|_B \), where

\[(5.5) \quad B := \sum_{i=1}^{m} L_i a_i a_i^T.\]

**Example 5.1 (Least squares).** Let \( f \) be the least squares function

\[(5.6) \quad f(x) := \frac{1}{2} \sum_{i=1}^{m} (\langle a_i, x \rangle - b_i)^2,\]

where \( b_1, \ldots, b_m \in \mathbb{R} \). In this case, \( g_i(t) := \frac{1}{2}(t - b_i)^2 \) is the quadratic function with \( L_i = 1 \) for each \( 1 \leq i \leq m \).

**Example 5.2 (Logistic regression).** Let \( f \) be the logistic regression function

\[(5.7) \quad \sum_{i=1}^{m} \ln(1 + e^{-b_i \langle a_i, x \rangle}),\]

where \( b_1, \ldots, b_m \in \{-1, 1\} \). In this case, \( g_i(t) := \ln(1 + e^{-b_i t}) \) is the logistic function with \( L_i = \frac{1}{4} \) for each \( 1 \leq i \leq m \).

The matrix \( B \) can be computed in \( O(mn^2) \) operations. If \( n \) is sufficiently small, this can be done rather efficiently, and then one can apply RCDVS for several small values of \( \tau \) (e.g. \( \tau = 2, 3 \), etc.).

If \( n \) is large, one can still use RCDVS provided that the vectors \( a_1, \ldots, a_m \) are sparse. Indeed, observe that the number of non-zero elements in \( B \) is bounded above by \( \sum_{i=1}^{m} p_i \), where \( p_i \) for each \( 1 \leq i \leq n \) denotes the number of non-zero elements in \( a_i \). Furthermore, a sparse representation of \( B \) (e.g. the commonly used sparse compressed row/column formats) can be obtained in

\[(5.8) \quad O \left( \sum_{i=1}^{m} p_i^2 + n \right)\]

operations (possibly with some logarithmic terms when a further sorting of indices is needed). After this, one can use the efficient algorithm for sparse two-element volume sampling from Section 4.2, whose preprocessing complexity is the same as (5.8). For example, if for all \( 1 \leq i \leq n \), we have \( p_i \leq p \), where \( p \) is some sufficiently small integer, then both the computation of \( B \) and the preprocessing procedure take

\[(5.9) \quad O(mp^2 + n)\]

operations, which is only linear in both \( m \) and \( n \).
5.3. Smoothing technique. Another interesting and quite rich source of examples comes from the smoothing technique \cite{23, 24}, which we now briefly review. Let \( g : \mathbb{R}^m \to \mathbb{R} \) be a convex function. By the Fenchel–Moreau theorem, we can write
\[ (5.10) \quad g(y) = \max_{s \in G_*} \{ \langle y, s \rangle - g^*(s) \} \]
for all \( y \in \mathbb{R}^m \), where \( g^* : G_* \to \mathbb{R} \) is the Fenchel conjugate of \( g \) with the effective domain \( G_* \) (assume that \( G_* \) is bounded). Let \( \omega^* : \Omega_* \to \mathbb{R} \) be a distance generating function on \( G_* \) with respect to the standard Euclidean norm \( \| \cdot \| \) (i.e. a non-negative closed convex function with domain \( \Omega_* \supseteq G_* \) that is 1-strongly convex on \( G_* \) with respect to \( \| \cdot \| \)). Let \( \mu > 0 \), and let \( g_\mu : \mathbb{R}^n \to \mathbb{R} \) be the function
\[ (5.11) \quad g_\mu(y) := \max_{s \in G_*} \{ \langle y, s \rangle - g^*(s) - \mu \omega^*(s) \}. \]
It is known that \( g_\mu \) satisfies \( g_\mu(y) \leq g(y) \leq g_\mu(y) + \mu \max_{s \in G_*} \omega^* \) for all \( y \in \mathbb{R}^m \), and moreover it is \( \frac{1}{\mu} \)-smooth with respect to \( \| \cdot \| \). Thus, \( g_\mu \) can be seen as a smooth uniform approximation of \( g \), where the parameter \( \mu \) controls both the accuracy of approximation and its level of smoothness.

Now let \( A \) be an \( m \times n \) real matrix, let \( b \in \mathbb{R}^n \), and define \( f, f_\mu : \mathbb{R}^n \to \mathbb{R} \) by
\[ (5.12) \quad f(x) := g(Ax - b), \quad f_\mu(x) := g_\mu(Ax - b). \]
It is easy to see that \( f_\mu(x) \leq f(x) \leq f_\mu(x) + \mu \max_{s \in G_*} \omega^* \) for all \( x \in \mathbb{R}^n \). Furthermore, the function \( f_\mu \) is \( \frac{1}{\mu} \)-smooth with respect to the seminorm \( \| \cdot \|_{A^T A} \). Thus, the problem of minimizing \( f \) can be replaced with the problem of minimizing its smooth approximation \( f_\mu \) for some carefully chosen value of \( \mu \). This latter problem can be solved by RCDVS with
\[ (5.13) \quad B := \frac{1}{\mu} A^T A. \]
This matrix has exactly the same structure as the one from (5.5).

**Example 5.3.** The function
\[ (5.14) \quad f_\mu(x) := \mu \ln \left( \sum_{i=1}^m e^{(Ax - b)_i/\mu} \right) - \mu \ln m \]
is obtained from \( g(y) := \max\{y_1, \ldots, y_m\} \) using the negative entropy function \( \omega^*(s) := \sum_{i=1}^m s_i \ln s_i \) with domain \( \Omega_* := \{ s \in \mathbb{R}^m : \sum_{i=1}^m s_i = 1; s_1, \ldots, s_m \geq 0 \} \).

**Example 5.4.** The function
\[ (5.15) \quad f_\mu(x) := \sum_{i=1}^m H_\mu((Ax - b)_i), \]
where \( H_\mu : \mathbb{R} \to \mathbb{R} \) is the Huber function
\[ (5.16) \quad H_\mu(t) := \begin{cases} \frac{t^2}{2\mu}, & \text{if } |t| \leq \mu, \\ \frac{1}{2} |t|, & \text{otherwise}, \end{cases} \]
is obtained from the \( l^1 \)-norm \( g(y) := \|y\|_1 \) using the Euclidean distance generating function \( \omega^*(s) := \frac{1}{2} \|s\|^2 \) with domain \( \Omega_* := \mathbb{R}^m \).
Example 5.5. The function
\begin{equation}
    f_\mu(x) := \sqrt{\|Ax - b\|^2 + \mu^2} - \mu
\end{equation}
is obtained from \( g(y) := \|y\| \) using the function \( \omega^*(s) := 1 - \sqrt{1 - \|s\|^2} \) with domain \( \Omega_* := \{s \in \mathbb{R}^n : \|s\| \leq 1\} \).

5.4. Combinations of previous examples. Finally, one can take non-negative linear combinations of the already considered examples. Indeed, let \( f_1, \ldots, f_r : \mathbb{R}^n \to \mathbb{R} \) be functions, where \( f_i \) for each \( 1 \leq i \leq r \) is \( 1 \)-smooth with respect to an \( n \times n \) real symmetric positive semidefinite matrix \( B_i \), and let \( \alpha_1, \ldots, \alpha_r > 0 \). Then the sum \( f := \sum_{i=1}^{r} \alpha_i f_i \) is \( 1 \)-smooth with respect to the seminorm \( \|\cdot\|_B \) with \( B := \sum_{i=1}^{r} \alpha_i B_i \).

Example 5.6. Let \( f \) be the \( l^2 \)-regularized logistic regression function
\begin{equation}
    f(x) := \sum_{i=1}^{m} \ln(1 + e^{-b_i(a_i^\top x)}) + \frac{\gamma}{2} \|x\|^2,
\end{equation}
where \( a_1, \ldots, a_m \in \mathbb{R}^n \), \( b_1, \ldots, b_m \in \{-1, 1\} \), \( \gamma > 0 \). In this case,
\begin{equation}
    B := \frac{1}{4} \sum_{i=1}^{m} a_i a_i^\top + \gamma I.
\end{equation}

6. Numerical experiments. In this section, we investigate the practical behavior of RCDVS and compare it with that of a couple of other already known methods.

The first one is the RCD method. Recall that it is in fact the same method as RCDVS with \( \tau = 1 \). In comparing RCDVS with RCD, we are interested in investigating how the actual acceleration ratio of RCDVS corresponds to our theoretical prediction (see (1.1))
\begin{equation}
    \frac{\sum_{i=1}^{n} \lambda_i}{\sum_{i=1}^{n} \lambda_i^{\tau}}.
\end{equation}
The difference between the actual acceleration ratio and the theoretical one is that the latter is the ratio of the theoretical upper bounds on the performance of the methods, while the former is the ratio of the real number of iterations performed by the methods on a particular problem instance.

The second one, denoted SDNA, is Method 1 from [12] which uses so-called \( \tau \)-nice sampling. As was already discussed in Section 1.2, this method is exactly the same method as RCDVS with the only difference that it uses uniform sampling (without replacement) instead of volume sampling. In comparing RCDVS with SDNA, we are interested in seeing how important is the sampling strategy to the performance of the general coordinate descent scheme that we consider in this paper.

6.1. Quadratic function. For the first experiment, we have chosen the convex quadratic function from Section 5.1 and set \( \tau = 2 \). Our goal is to observe how the behavior of the methods changes when the spectral gap between the two largest eigenvalues of \( A \) increases. For this, we construct the matrix \( A \) as follows. First, we choose some \( \lambda_1 \geq \lambda_2 := 100 \) and set \( A := \text{Diag}(\lambda_1, \lambda_2, 1, \ldots, 1) \). Then we successively perform 10 random Householder reflections \( A \mapsto (I - 2uu^\top)A(I - 2uu^\top) \) on the rows and columns of \( A \), where each time the direction \( u \) is sampled uniformly from the unit sphere in \( \mathbb{R}^n \). Observe that, by construction, the eigenvalues of \( A \) are exactly...
\[ \lambda_1, \lambda_2, 1, \ldots, 1. \] Once \( A \) is constructed, we set \( b := Ax^* \), where \( x^* \) is generated from the uniform distribution on the hypercube \([-1, 1]^n\) and run each method from \( x_0 := 0 \) until the objective value becomes \( \varepsilon \)-close to the optimal one for \( \varepsilon := 0.01 \). This procedure is repeated 10 times to take into account the randomness in the data.

The results of the experiment\(^2\) for different values of \( n \) and the eigenvalue ratio \( \lambda_1/\lambda_2 \) are shown in Figure 2. Each column in this table displays the median value of the corresponding statistic: “It” is the total number of iterations (in thousands) taken by the method until its termination; “T” is the corresponding total running time (in seconds); “Acc” is the actual acceleration ratio of the method over RCD in terms of the number of iterations (this ratio may be less than 1 when there is no acceleration); “%” expresses the “Acc” for RCDVS as a percent of the theoretical prediction (6.1). From this table, we can see that the number of iterations for RCD and SDNA grows significantly with the spectral gap between the two largest eigenvalues, while for RCDVS there is almost no growth at all. As a result, RCDVS dramatically outperforms the other two methods both in terms of iterations and total running time, especially for large values of \( \lambda_1/\lambda_2 \). By inspecting the “Acc” column, we observe that the actual acceleration ratio of RCDVS with respect to RCD monotonically increases with the spectral gap, which is natural. What is more important, the “%” always takes values around 100, which means that our theoretical prediction (6.1) is quite accurate. SDNA, on the contrary, performs even worse than RCD in most cases.

### 6.2. Huber function.

In the second experiment, we still use \( \tau = 2 \) but now consider the Huber function from Example 5.4. In contrast to the previous one, this objective is non-strongly convex.

The design of the experiment is almost the same as before. To generate the matrix \( A \), we choose \( \lambda_1 \geq \lambda_2 := 100 \), set \( A \) to be the \( m \times n \) diagonal matrix with elements \( \sqrt{\lambda_1/\mu}, \sqrt{\lambda_2/\mu}, \sqrt{1/\mu}, \ldots, \sqrt{1/\mu} \), where \( \mu := 0.01 \), and then successively perform 10 random Householder reflections \( A \mapsto (I - 2uu^T)A(I - 2vv^T) \) on the rows and columns of \( A \), where each time \( u \) and \( v \) are uniformly distributed on the unit spheres in \( \mathbb{R}^n \).

\( ^2\) All experimental results in this paper were obtained on a laptop with the Intel Core i7-8650U CPU (1.90GHz x 8) and 16 GB DDR4 RAM, no parallelism was used. The source code is available at https://github.com/arodomanov/rcdvs.

| Parameters | RCD | SDNA | RCDVS |
|------------|-----|------|-------|
| \( n \)   |     |      |       |
| 400        | 4   | 4    | 8     |
| 800        | 4   | 8    | 4     |
| 1,600      | 4   | 18   | 22    |
| 3,200      | 4   | 28   | 39    |

Fig. 2. Results for the quadratic function.
and $\mathbb{R}^n$ respectively. Such a construction ensures that the matrix $B := \frac{1}{4} A^T A$ (see Section 5.3) has eigenvalues $\lambda_1, \lambda_2, 1, \ldots, 1$ (plus $n-m$ zeros when $m < n$). The vector $b$, the starting point $x_0$ and the termination criterion for the methods are absolutely the same as in the previous experiment.

One additional remark should be made in the case when $m < n$. Recall that in this situation $B$ is in fact degenerate and hence some of its principal submatrices may not be invertible. This does not cause any difficulties for RCD and RCDVS since the probability of choosing a degenerate submatrix in these methods is zero. However, this is not so for SDNA and thus, strictly speaking, SDNA is not well-defined in the case of a degenerate matrix $B$. To fix this problem, we use the More–Penrose pseudoinverse instead of the usual inverse in this method. (We have also tried to simply skip the update when a degenerate submatrix has been chosen, but this strategy turned out to work somewhat worse.)

The results of the experiment are shown in Figure 3. In the same way as before, we see that RCDVS always significantly outperforms RCD and its actual acceleration ratio is quite close to the theoretical prediction. However, it is interesting that this time SDNA works quite well for problems with $m < n$ (almost comparably to RCDVS). In particular, its number of iterations is almost independent of the spectral gap. Nevertheless, for $n > m$ its behavior is the same as in the previous experiment.

Now let us consider the same problem but with much bigger dimensions. For this, we slightly change the way we construct $A$. This time, we generate it as a sparse matrix using the procedure described above but with sparse directions $u$ and $v$ that are chosen as follows. First, we take some integer $1 \leq p \leq \min\{m, n\}$ that controls the resulting sparsity level of $B$. After this, we pick $p$ random uniformly distributed indices and fill the positions corresponding to these indices with a random vector uniformly distributed on the unit sphere in $\mathbb{R}^p$, the rest of the positions are set to zero. Of course, in order to work with a sparse problem, every method has to be properly modified. In particular, we should use the special algorithm from Section 4.2 for doing volume sampling in RCDVS.

The results for the bigger dimensions are shown in Figure 4. Somewhat surprisingly, the problems with $m < n$ are now even more difficult for SDNA than those with $m > n$. Otherwise, the overall picture is the same as previously.

**6.3. Logistic regression.** Now we consider the $l^2$-regularized logistic regression function from Example 5.6, which is very popular in the context of machine learning. The termination criterion for each method is the same as before with the difference that now the optimal objective value is unknown and we have to calculate it numerically in advance. Nevertheless, this auxiliary computation is needed only for our presentation and does not affect the actual performance of the methods in any way.

We set $\gamma := 1$ since this is a default value of the regularization parameter used in practice. However, instead of generating the data $a_1, \ldots, a_m$ and $b_1, \ldots, b_m$ artificially as we did before, now we take some real-world data from the LIBSVM website\(^3\), which is summarized in Figure 5. Here $m$ is the number of observations and $n$ is the number of features. The next 4 columns display the four largest eigenvalues of the matrix $B := \sum_{i=1}^m a_i a_i^T + \gamma I$ (see Example 5.6), while the last 3 columns show the theoretical acceleration ratio (6.1) for the three corresponding values of $\tau$. The main reason why we are presenting this table is to demonstrate that it is not uncommon for real data to have significant spectral gaps between the first largest eigenvalues.

\(^3\)https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
Fig. 3. Results for the Huber function.

Fig. 4. Results for the Huber function (sparse matrix). For dimensions 8,000 × 16,000 and 16,000 × 8,000 we use \( p := 50 \), while for 16,000 × 32,000 and 32,000 × 16,000 we use \( p := 70 \).

(although these gaps are not as big as in our previous experiments with artificial data).

For the results of the experiment, see Figure 6, where, in contrast to the previous two experiments, we additionally consider several small values of \( \tau \) for RCDVS and SDNA. We can see that, on the real data, the method SDNA looks much better than previously and in many cases it outperforms RCD. Nevertheless, RCDVS is still a winner, and its actual acceleration rate is usually even faster than predicted by theory.

7. Conclusion. We have presented a new randomized coordinate descent optimization method for unconstrained minimization of the convex functions that are 1-smooth with respect to the seminorm \( \| \cdot \|_B \), induced by an \( n \times n \) real symmetric positive semidefinite matrix \( B \). At each iteration, this method works with a random \( \tau \)-element subset of coordinates picked according to volume sampling, where
1 ≤ τ ≤ Rank(B) is the parameter of the method. We have shown (both theoretically and empirically) that the increase in the size of subsets from τ₁ to τ₂ leads to the acceleration of the method up the ratio (1.1), which can be arbitrarily big depending on the spectral gap between the τ₁st and τ₂nd eigenvalues of B.

This seems to be the first result which proves that using multiple coordinates at each iteration of a coordinate descent method can be significantly advantageous to using just a single coordinate (in the classic non-parallel setting) and which also provides interpretable bounds on the rate of acceleration. Nevertheless, there are still many important directions for further research, for example:

- **Accelerated method.** In addition to the basic randomized coordinate descent method, there also exists the accelerated one [4, 5], where the coordinates are sampled with probabilities proportional to the square roots of the diagonal elements of B. Is it possible to accelerate our method in a similar manner, possibly using the square roots of the determinants as probabilities?

- **Constrained and composite optimization.** We have considered only the basic smooth unconstrained minimization. However, most optimization methods can often be extended to handle problems involving some simple constraints (e.g. box constraints or linear ones), or they can also be extended to working with composite functions (when the objective is the sum of a smooth function and a simple convex possibly non-smooth function), while still retaining the original convergence rate. Can we generalize our method to these settings?

- **Special volume sampling algorithms or different kind of sampling.** Although the results that we have obtained are true for any value of τ, from the practical point of view, currently there is only one choice that is suitable for large scale problems, namely τ = 2 (apart from the previously known τ = 1 of course). The problem is that currently there are no algorithms for volume sampling whose preprocessing/sampling complexity is appropriate for large scale applications (e.g. $O(n^2)$ and not $O(n^3)$). However, this does not mean that it is not possible to devise such algorithms, especially when the matrix possesses special structure (e.g. sparse, banded, low-rank etc.). Another interesting question is whether volume sampling can be replaced with some other kind of sampling which is more practical but still gives similar results.
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