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Abstract

NonlinearSchrodinger.jl is a Julia package with a simple interface for studying solutions of nonlinear Schrödinger equations (NLSEs). In approximately ten lines of code, one can perform a simulation of the cubic NLSE using one of 32 algorithms, including symplectic and Runge-Kutta-Nyström integrators up to eighth order. Furthermore, it is possible to compute analytical solutions via a numerical implementation of the Darboux transformation for extended NLSEs up to fifth order, with an equally simple interface. In what follows, we review the fundamentals of solving this class of equations numerically and analytically, discuss the implementation, and provide several examples.
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1 Introduction

Nonlinear Schrödinger equations (NLSEs) are of utmost importance in many fields of physics, including light propagation in nonlinear media [1–3], Bose-Einstein condensates [4], Heisenberg spin chains [5,6], ocean surface waves [7,8], and many others. There is a rich body of theoretical studies, guided by computational tools, exploring these equations [9–16].

One central issue with studies in this field is the closed-source nature of the codes used in most works, if not all. While one can find a few packages for solving the cubic nonlinear Schrödinger equation on, e.g., GitHub and MATLAB Central, these packages generally have a complicated interface and only implement first or second-order integrators. These integrators are insufficiently accurate for all but the simplest simulations and should not be used in research applications. Moreover, to the best of our knowledge, there are no open-source packages that implement the Darboux transformation for the cubic NLSE, let alone extended NLSEs, as this work does.

We believe that a modern open-source package, such as the one presented in this work, is necessary for this community. The simple interface streamlines simulations and Darboux transformation calculations, alleviating the need to “reinvent the wheel” by every research group. We also expect that it will lower the barrier to entry for new researchers and aid in reproducing results. While we do not introduce any new algorithms or methods in this package, it is designed to perform any simulation or calculation in approximately ten lines of code, no
matter how complicated the solution. The uniqueness of NonlinearSchrodinger.jl, coupled with its simple interface and algorithms specialized for the problem at hand, make this work original.

This work is divided as follows: in Sec. 2, we introduce the cubic NLSE and its most notable analytical solutions: the soliton and the breather. We additionally examine its first three integrals of motion. Following this introduction, we provide a brief discussion of solving the NLSE numerically in Sec. 3. We review splitting methods and higher-order integrators. Furthermore, we examine the numerical implementation, benchmark the algorithms, and provide three examples of using the package for simulations.

In Sec. 4, we introduce the extended NLSE that our package is equipped to solve via the Darboux transformation. We present the Lax system of the cubic NLSE, the Darboux transformation scheme, and the seed solutions. Furthermore, we provide six examples of using the package for Darboux transformation calculations. Finally, we offer future directions and concluding remarks in Sec. 5.

2 The Nonlinear Schrödinger Equation

The cubic (1+1) Nonlinear Schrödinger equation (NLSE) with anomalous dispersion is given in dimensionless form as

\[ i \frac{\partial \psi}{\partial x} + \frac{1}{2} \frac{\partial^2 \psi}{\partial t^2} + |\psi|^2 \psi = 0, \]

where \( \psi(x,t) \) is a complex field. The constants in front of each term can be changed by appropriate scaling of \( \psi, x \) and \( t \).

The physical meaning of \( x, t \), and \( \psi \) depend on the problem being studied. For example, in optical fibers, the longitudinal (evolution) variable \( x \) represents the distance along the fiber, \( t \) is the retarded time (i.e., in the frame moving at the group velocity of the pulse), while \( \psi \) is proportional to the slowly varying envelope of the pulse. We chose this convention for the package since it is the norm in many works in this field.

2.1 Notable Analytical Solutions

The NLSE and its extensions can be solved by multiple methods, including the inverse scattering transform [17], the Hirota bilinear method [18], and the Darboux Transformation [9,12,13,16,19,20], discussed later in this work. The NLSE has multiple notable solutions, but we highlight only two of them: the soliton and the breather.

2.1.1 Solitons

Solitons are self-focusing wave-packets that maintain their shape due to a balance between nonlinearity and dispersion during propagation. The first-order (fundamental) soliton solution of the NLSE is given by

\[ \psi(x,t) = \frac{2\nu e^{2i\nu^2 t}}{\cosh(2\nu t)}, \]

where \( \nu \) is a parameter that gives the peak-height of the solution. The numerical evolution of this solution will be discussed in Sec. 3.5.2 (Example 2).
2.1.2 Breathers

Breathers are periodic solutions along either the $t$-direction, known as Akhmediev Breathers (ABs) [21], or the $x$-direction, known as Kuznetsov-Ma Breathers (KMBs) or Kuznetsov-Ma Solitons [22, 23]. This solution can be written as

$$
\psi(x, t) = \left[ \frac{(1 - 4a) \cosh(\delta x) + \sqrt{2a} \cos(\Omega t) + i\delta \sin(\delta x)}{\sqrt{2a} \cos(\Omega t) - \cosh(\delta x)} \right] e^{ix},
$$

where $a > 0$ is a parameter, $\Omega = 2\sqrt{1 - 2a}$ is the transverse period for $a < 0.5$ and $\delta = \sqrt{2a} \Omega$. The values of $0 < a < 0.5$ give Akhmediev breathers, while $a > 0.5$ results in Kuznetsov-Ma breathers. $a \to 0.5$ gives the spatiotemporally localized Peregrine soliton [24]. The period of the AB is given by $T = 2\pi / \Omega = \pi / \sqrt{1 - 2a}$.

This solution will be discussed in more detail in Sec. 3.5.1, where it is numerically generated from a cosine wave initial condition (Example 1). Higher-order breathers are discussed in Sec. 4.6.2 (Example 5).

2.2 Integrals of Motion

Being a completely integrable system with infinitely many degrees of freedom, the NLSE has an infinite number of conserved quantities [25, 26]. Here we only list the few lowest-order integrals of motion and refer readers to Miura’s original work on the Korteweg-De Vries equation [27] and Ref. [25, 28] for an iterative scheme to generate these first integrals.

$$
N = \int_{-\infty}^{\infty} |\psi|^2 \, dt, \\
P = i \int_{-\infty}^{\infty} (\psi_t \psi^* - \psi_t^* \psi) \, dt, \\
H = \frac{1}{2} \int_{-\infty}^{\infty} (|\psi_t|^2 - |\psi|^4) \, dt = K + V.
$$

They are the norm, the center of mass momentum, and the Hamiltonian (total energy, which can be split into kinetic and potential terms). We use $K$ to denote the kinetic energy to avoid confusion with the period $T$. For periodic solutions such as Akhmediev breathers, these quantities can be written as

$$
N = \frac{1}{T} \int_{0}^{T} |\psi|^2 \, dt, \\
P = \frac{i}{T} \int_{0}^{T} (\psi_t \psi^* - \psi_t^* \psi) \, dt, \\
H = \frac{1}{2T} \int_{0}^{T} (|\psi_t|^2 - |\psi|^4) \, dt = K + V.
$$

These integrals of motion are important because they allow us to check the accuracy of our simulations. We will discuss them in more detail in Sec. 3.2.2, 3.3 and 3.5.1 (Example 1).
3 Solving the NLSE Numerically

3.1 Splitting Methods

Equation (1) can be written as

$$-i \frac{\partial \psi}{\partial x} = (\hat{D} + \hat{N})\psi. \quad (6)$$

Here, $\hat{D} = \frac{1}{2} \frac{\partial^2}{\partial t^2}$ is the dispersion operator and $\hat{N} = |\psi|^2$ is the nonlinear operator. To evolve $\psi$ one step $\Delta x$ forward in $x$, we write this formally as

$$\psi(x + \Delta x, t) = e^{\epsilon (\hat{D} + \hat{N})} \psi(x, t) \equiv T(\epsilon) \psi(x, t), \quad (7)$$

where $\epsilon = i \Delta x$. The operator $T(\epsilon)$ is the evolution operator by an $x$-step $\epsilon$. The Baker-Campbell-Hausdorff (BCH) formula tells us that

$$e^X e^Y = \exp \left( X + Y + \frac{1}{12} [X, [X, Y]] + \frac{1}{12} [Y, [Y, X]] + \ldots \right). \quad (8)$$

Thus, since $[\hat{D}, \hat{N}] \neq 0$

$$\psi(x + \Delta x, t) \neq e^{\epsilon \hat{D}} e^{\epsilon \hat{N}} \psi(x, t). \quad (9)$$

However, one can approximate any such operator $e^{\epsilon (\hat{D} + \hat{N})}$ to whichever order in $\epsilon$ one wishes as follows

$$e^{\epsilon (\hat{D} + \hat{N})} \approx \prod_{i=1}^{n} e^{c_i \hat{D} \epsilon} e^{d_i \hat{N} \epsilon}, \quad (10)$$

where $c_i, d_i \in \mathbb{R}$, and for some positive integer $n$. These integrators are symplectic, i.e. they are canonical transformations that preserve the symplectic structure of Hamilton’s equations. For a review, see Ref. [29,30]. One can form two such first order operators by taking $n = 1$ and $c_1 = d_1 = 1$

$$T_{IA}(\epsilon) \equiv e^{\epsilon \hat{N}} e^{\epsilon \hat{D}},$$

$$T_{IB}(\epsilon) \equiv e^{\epsilon \hat{D}} e^{\epsilon \hat{N}}. \quad (11)$$

However, note that these integrators are not “time”-reversible (or more accurately with our notation, $x$-reversible). For “time”-reversible second-order integrators, we can combine $T_{IA}$ and $T_{IB}$

$$T_{2A}(\epsilon) \equiv T_{IA}(\epsilon/2) T_{IB}(\epsilon/2) = e^{\frac{\epsilon}{2} \hat{N}} e^{\epsilon \hat{D}} e^{\frac{\epsilon}{2} \hat{N}},$$

$$T_{2B}(\epsilon) \equiv T_{IB}(\epsilon/2) T_{IA}(\epsilon/2) = e^{\frac{\epsilon}{2} \hat{D}} e^{\epsilon \hat{N}} e^{\frac{\epsilon}{2} \hat{D}}. \quad (12)$$

Further, one can show that higher even-order integrators can be formed by combining ones of the preceding order

$$T_{M,A}(\epsilon) \equiv T_{M-2,A}(\gamma_1 \epsilon) T_{M-2,A}(\gamma_2 \epsilon) T_{M-2,A}(\gamma_3 \epsilon), \quad (13)$$
and similarly for the $B$ variant. Here, $M = 4, 6, 8, \ldots$, and $\gamma_{\{1,2,3\}}$ are some real numbers, for which there are several possible options. One possibility is enforcing "time"-reversibility ($\gamma_1 = \gamma_3$), and we get \[31,32\]

$$\gamma_1 = \gamma_3 = \frac{1}{2 - 2^{1/(M-1)}}, \quad \gamma_2 = \frac{2^{1/(M-1)}}{2 - 2^{1/(M-1)}}. \quad (14)$$

These are sometimes called the Triple Jump integrators since they involve three applications of the preceding order integrator to get to the desired $x$-step. Another possibility is reducing the size of the steps even further, but this requires a composition of the form

$$T_{M,A}(\epsilon) \equiv T_{M-2,A}(\gamma_1 \epsilon)T_{M-2,A}(\gamma_2 \epsilon)T_{M-2,A}(\gamma_3 \epsilon)T_{M-2,A}(\gamma_4 \epsilon)T_{M-2,A}(\gamma_5 \epsilon). \quad (15)$$

One possible "time"-reversible solution is

$$\gamma_1 = \gamma_2 = \gamma_4 = \gamma_5 = \frac{1}{4 - 4^{1/(M-1)}}, \quad \gamma_3 = -\frac{4^{1/(M-1)}}{4 - 4^{1/(M-1)}}. \quad (16)$$

This family is known as Suzuki’s Fractal integrators \[33\]. However, one does not have to form compositions of the form (13) or (15), but most generally, they can be written as

$$T_{M,A}(\epsilon) = \prod_{i=1}^{N} T_{2,A}(\gamma_i \epsilon). \quad (17)$$

Using a numerical approach, many authors managed to solve for the necessary $\gamma_i$ and find such "optimal" algorithms to very high-order (i.e., they require far fewer compositions of $T_2$ than the previous two schemes). For example, one such eighth order algorithm requires only 15 \[34–36\] applications of $T_2$, in contrast to 27 applications of $T_2$ in the Triple Jump scheme and 125 in Suzuki’s Fractal scheme. These optimal algorithms are discussed in \[31,34–37\].

Another approach by Chin \[38\] is through a multi-product decomposition, yielding non-symplectic Runge-Kutta-Nyström (RKN) integrators that require far fewer applications of $T_2$.

We have barely scratched the surface of this topic; we direct interested readers to the original papers cited above, the text by Hairer \textit{et al.} \[39\] and Chin’s pedagogical review \[30\].

### 3.2 Numerical Implementation

This section examines the numerical implementation of the topics discussed above in \texttt{NonlinearSchrodinger.jl}.

#### 3.2.1 Implementing the Integrators

We will take the algorithm $T_{1,A}$ as an example in this section. To calculate the first part of this integrator, we need to compute

$$\psi_I \equiv e^{iN} \psi(x,t) = e^{i1\Delta x|\psi(x,t)|^2} \psi(x,t), \quad (18)$$

where $\psi_I$ denotes an intermediate step. This is straightforward to compute in real space. For the second half of this integrator, we need to act on $\psi_I$ with the exponential of the dispersion operator $D$

$$\psi(x + \Delta x,t) = e^{iD} \psi_I = e^{i\Delta x \frac{i}{2} \partial_x^2} \psi_I, \quad (19)$$
This operation is much easier to perform in momentum space

$$\psi(x + \Delta x, t) = F^{-1} \left\{ e^{-i\frac{\Delta x}{2}\omega^2} F \{ \psi_I \} , \right\}, \tag{20}$$

where $F$ and $F^{-1}$ denote the Fourier and inverse Fourier transforms, respectively. Thus, in total, we get

$$\psi(x + \Delta x, t) = F^{-1} \left\{ e^{-i\frac{\Delta x}{2}\omega^2} F \left\{ e^{i\Delta x|\psi(x,t)|^2} \psi(x,t) \right\} \right\}. \tag{21}$$

Higher-order algorithms can be implemented similarly. The Fourier transforms are performed using the FFT algorithm as implemented in the FFTW library [40]. For the exact computational implementation, see the file `CubicSolvers.jl` in the package.

Table 1 provides a listing of the algorithms implemented in this package. A visualization of the time-stepping of a selection of these algorithms is shown in Fig. 1.

### 3.2.2 Computing the Integrals of Motion and Errors

NonlinearSchrodinger.jl allows the computation of the first 3 integrals of motion of the NLSE, shown in Eq. (5). The norm and potential energy are straightforward to calculate numerically in real space. However, we perform $t$ derivatives in $\omega$-space when computing the momentum and kinetic energy integrals

$$K = \frac{1}{2T} \int_0^T |\psi_t|^2 \, dt = \frac{1}{T} \int_0^T \psi^*(x,t) \left( -\frac{1}{2} \partial_x^2 \right) \psi(x,t) \, dt$$

$$= -\frac{1}{2T} \sum_\omega \sum_{\omega'} \int_0^T \tilde{\psi}_{\omega'}^*(x) e^{+i\omega t} (-i\omega'^2) e^{-i\omega' t} \tilde{\psi}_{\omega}^*(x) \, dt$$

$$= \frac{1}{2} \sum_\omega \omega^2 |\tilde{\psi}_{\omega}^*(x)|^2,$$

$$P = \frac{i}{T} \int_0^T (\psi_t^* \psi_t - \psi_t^* \psi) \, dt = -\frac{2}{T} \int_0^T \Im \left\{ \psi_t^* \psi_t \right\}$$

$$= -\frac{2}{T} \int_0^T \Im \left\{ \sum_{\omega} \sum_{\omega'} e^{i(\omega - \omega')t} (-i\omega') \tilde{\psi}_{\omega'}^*(x) \tilde{\psi}_{\omega}^*(x) \right\}$$

$$= 2 \sum_\omega \Im \left\{ i\omega |\tilde{\psi}_{\omega}(x)|^2 \right\} = 2 \sum_\omega \omega |\tilde{\psi}_{\omega}(x)|^2.$$
Table 1: Algorithms available for solving the cubic NLSE in `NonlinearSchrodinger.jl`. Class $A$ denotes integrators where we evaluate the nonlinear step first, then the dispersion step, and vice versa for class $B$. The parameter $s$, if noted, indicates the number of compositions of the integrator $T_2$. The number of Fourier transforms (# FTs) required by each algorithm is multiplied by 2 to account for the inverse Fourier transform.

| Function | Order | Type            | Description                     | # FTs  | Ref |
|----------|-------|-----------------|---------------------------------|--------|-----|
| $T_1A$!  | First | Symplectic      | Symplectic Euler $A$            | $2 \times 1$ | [39] |
| $T_1B$!  | First | Symplectic      | Symplectic Euler $B$            | $2 \times 1$ | [39] |
| $T_2A$!  | Second| Symplectic      | Velocity Verlet                 | $2 \times 1$ | [41] |
| $T_2B$!  | Second| Symplectic      | Position Verlet                 | $2 \times 1$ | [41] |
| $T_4A_{\text{TJ}}$! | Fourth | Symplectic     | Triple Jump $A$                 | $2 \times 3$ | [31,32] |
| $T_4B_{\text{TJ}}$! | Fourth | Symplectic     | Triple Jump $B$                 | $2 \times 3$ | [31,32] |
| $T_4A_{\text{SF}}$! | Fourth | Symplectic     | Suzuki's Fractal $A$            | $2 \times 5$ | [33] |
| $T_4B_{\text{SF}}$! | Fourth | Symplectic     | Suzuki's Fractal $B$            | $2 \times 5$ | [33] |
| $T_4A_{\text{CMP}}$! | Fourth | RKN             | Chin’s Multi-Product $A$        | $2 \times 3$ | [38] |
| $T_4B_{\text{CMP}}$! | Fourth | RKN             | Chin’s Multi-Product $B$        | $2 \times 3$ | [38] |
| $T_6A_{\text{TJ}}$! | Sixth  | Symplectic      | Triple Jump $A$                 | $2 \times 9$ | [31] |
| $T_6B_{\text{TJ}}$! | Sixth  | Symplectic      | Triple Jump $B$                 | $2 \times 9$ | [31] |
| $T_6A_{\text{SF}}$! | Sixth  | Symplectic      | Suzuki’s Fractal $A$            | $2 \times 25$ | [33] |
| $T_6B_{\text{SF}}$! | Sixth  | Symplectic      | Suzuki’s Fractal $B$            | $2 \times 25$ | [33] |
| $T_6A_{\text{CMP}}$! | Sixth  | RKN             | Chin’s Multi-Product $A$        | $2 \times 6$ | [38] |
| $T_6B_{\text{CMP}}$! | Sixth  | RKN             | Chin’s Multi-Product $B$        | $2 \times 6$ | [38] |
| $T_8A_{\text{TJ}}$! | Eighth | Symplectic      | Triple Jump $A$                 | $2 \times 27$ | [31] |
| $T_8B_{\text{TJ}}$! | Eighth | Symplectic      | Triple Jump $B$                 | $2 \times 27$ | [31] |
| $T_8A_{\text{SF}}$! | Eighth | Symplectic      | Suzuki’s Fractal $A$            | $2 \times 125$ | [33] |
| $T_8B_{\text{SF}}$! | Eighth | Symplectic      | Suzuki’s Fractal $B$            | $2 \times 125$ | [33] |
| $T_8A_{\text{CMP}}$! | Eighth | RKN             | Chin’s Multi-Product $A$        | $2 \times 10$ | [38] |
| $T_8B_{\text{CMP}}$! | Eighth | RKN             | Chin’s Multi-Product $B$        | $2 \times 10$ | [38] |
| $T_6A_{\text{ys7}}$! | Sixth  | Symplectic      | Yoshida’s $s7$ $A$              | $2 \times 7$ | [31] |
| $T_6B_{\text{ys7}}$! | Sixth  | Symplectic      | Yoshida’s $s7$ $B$              | $2 \times 7$ | [31] |
| $T_6A_{\text{KLs9}}$! | Sixth  | Symplectic      | Kahan & Li’s $s9$ $A$           | $2 \times 9$ | [37] |
| $T_6B_{\text{KLs9}}$! | Sixth  | Symplectic      | Kahan & Li’s $s9$ $B$           | $2 \times 9$ | [37] |
| $T_6A_{\text{Ss14}}$! | Sixth  | Symplectic      | Suzuki’s $s14$ $A$              | $2 \times 14$ | [35] |
| $T_6B_{\text{Ss14}}$! | Sixth  | Symplectic      | Suzuki’s $s14$ $B$              | $2 \times 14$ | [35] |
| $T_8A_{\text{Ss15}}$! | Eighth | Symplectic      | Suzuki’s $s15$ $A$              | $2 \times 15$ | [34–36] |
| $T_8B_{\text{Ss15}}$! | Eighth | Symplectic      | Suzuki’s $s15$ $B$              | $2 \times 15$ | [34–36] |
| $T_8A_{\text{KLs17}}$! | Eighth | Symplectic      | Kahan & Li’s $s17$ $A$          | $2 \times 17$ | [37] |
| $T_8B_{\text{KLs17}}$! | Eighth | Symplectic      | Kahan & Li’s $s17$ $B$          | $2 \times 17$ | [37] |
Figure 1: Visualization of the $x$-stepping of some of the algorithms listed in Table 1. Since the $A$ and $B$ variants have identical stepping, that label is omitted.
Here, we use $^*$ to denote complex conjugation and $\tilde{\psi}_\omega(x)$ is the Fourier component of $\psi(x, t)$ with frequency $\omega$. In conclusion, the integrals of motion are computed as follows

\begin{align}
  N(x) &= \frac{1}{T} \int_0^T |\psi|^2 \, dt, \\
  P(x) &= 2 \sum_\omega \omega |\tilde{\psi}_\omega(x)|^2, \\
  K(x) &= \frac{1}{2} \sum_\omega \omega^2 |\tilde{\psi}_\omega(x)|^2, \\
  V(x) &= -\frac{1}{2T} \int_0^T |\psi|^4 \, dt, \\
  E(x) &\equiv H(x) = K(x) + V(x).
\end{align}

Their errors are simply defined as

\begin{equation}
  \delta F(x) \equiv F(x) - F(x = 0)
\end{equation}

where $F = N, P, E$. These are computed via the function `compute_IoM!`, which will be demonstrated in Sec. 3.5.1 (Example 1).

### 3.3 Benchmarking the Algorithms

To benchmark the algorithms presented in Sec. 3.2 (Table 1), we perform multiple simulations with a fixed length and a different value of $N$, where $N$ denotes the number of applications of $T_2$ (i.e., half the number of Fourier transforms). Since the total length of the simulation is fixed, $dx$ decreases as $N$ increases. We use a cosine wave initial condition (25), which is discussed in more detail in Sec. 3.5.1 (Example 1). For each simulation, we compute the energy error (23) to gauge the performance of the different algorithms.

A plot of the energy error (23) versus $N$ is shown in Fig. 2 for a selection of algorithms. As demonstrated in Fig. 2a, all benchmarked algorithms of orders two through six display a linear dependence of $\log_{10} |\delta E|$ on $\log_{10}(N)$, as expected. The higher the order of the integrator, the steeper the slope.

The second-order symplectic integrator $T2A!$ performs quite poorly, with a comparatively large energy error. Moreover, we can see that the Triple Jump family does not perform well either, with the sixth order integrator ($T6A_TJ!$) overtaking the fourth-order one ($T4A_TJ!$) only at large $N$ (i.e., small $dx$). Chin’s Multi-Product family (CMP) performs the best, with $T6A_CMP!$ having the smallest energy error in Fig. 2a. More generally, it is the most accurate sixth-order integrator in the package.

On the other hand, in Fig. 2b, we can see that the eighth order Triple Jump algorithm ($T8A_TJ!$) does not perform particularly well, with a slight nonlinear dependence of $\log_{10} |\delta E|$ on $\log_{10}(N)$. This nonlinear dependence is an artifact of double-precision coupled with the 27 evaluations of $T_2$ necessary per step of $T8A_TJ!$. In contrast, the optimal integrator $T8A_Ss15!$ displays a mostly linear behavior, outperforming the sixth order optimal algorithm $T6A_KLS9!$ quite quickly, at a relatively large $dx$. Still, Chin’s Multi-Product family is the best performer; it demonstrates a significantly smaller energy error than all other integrators.
One can see that the algorithms are bottlenecked by double-precision at around $\delta E \sim 10^{-14}$ and $N \geq 10^{3.75}$. To properly benchmark these eighth-order integrators without artifacts, one must implement quadruple precision, which is part of our road map as per 5.

Overall, we recommend using Chin’s Multi-Product integrators (CMP) when symplecticity is not a concern; they are the quickest and most accurate integrators this package has to offer. When one wishes to use symplectic integrators, we recommend Kahan and Li’s algorithms, $T6_{KLs9}$ and $T8_{KLs17}$, as they offer the lowest error and are almost as quick as the nearest symplectic competitors.

### 3.4 The Necessity of Higher-Order Integrators

Suppose we want to solve (1) numerically using the initial condition

$$\psi(x = 0, t) = e^{i\pi t/10}(1 + 0.002 \cos(\pi t/10)).$$

The purpose of this section is to demonstrate that higher-order integrators are crucial and that the second-order algorithm is generally insufficient. In Fig. 3a, using a second-order symplectic integrator, we see a localized peak much higher than the background, what seems to be a high-amplitude rogue wave. However, upon using higher-order integrators, this peak immediately vanishes. Furthermore, the peak disappears upon halving the $x$-step, using the same second-order integrator (results not shown).

Moreover, it can be seen that the calculations performed using fourth and sixth order integrators (Fig. 3b and 3c) agree well up to $x \sim 40$. In contrast, sixth and eighth order integrators (Fig. 3c and 3d) are almost identical, except at $x = 95$ where they slightly diverge. Hence, it seems that the calculation is converging using an eighth order integrator at this $x$-step. However, more checking must be done using a smaller step (or a higher-order integrator, preferably with quadruple-precision), which is not shown here.

In conclusion, the first step towards convergence is simply checking the solution after reducing the $x$-step or using a higher-order integrator, even before examining the error in the integrals of motion. In this way, one can avoid making hasty conclusions about extreme events such as rogue waves or higher-order breathers, which are very unlikely to spuriously appear using an arbitrary initial condition without finely tuned parameters (see Ref. [42]).

### 3.5 Using NonlinearSchrodinger.jl for simulations

This section provides three examples for using the package to perform simulations of the cubic NLSE (1). These examples are for demonstration purposes only and are designed to run quickly on most machines; they are not fully converged calculations. We recommend consulting Appendix A before reading this section for users unfamiliar with Julia.

#### 3.5.1 Example 1: Cosine Wave initial condition

In this section, we use a cosine wave initial condition to “seed” an Akhmediev breather, leading to its recurrence via modulation instability. See Ref. [15] and the references therein for more details. This initial condition is given by

$$\psi_0 \equiv \psi(x = 0, t) = A_0 + 2 \sum_{m=1}^{n} A_m \cos(m\Omega t),$$

(25)
Figure 2: The energy error (23) versus $N$ for a selection of algorithms. Algorithms of orders two, four, six and eight are shown as stars, diamonds, circles and squares, respectively. Each family has a different color, e.g. the Triple Jump family (TJ) is all shown in red. In (a), we show lower-order integrators, up to sixth order, and in (b), we show higher-order integrators of orders six and eight. For a description of the algorithms, refer to Table 1. This plot specifically shows the $A$ class of algorithms. Similar, albeit not identical, results can be computed for the $B$ class.
Figure 3: Solving (1) numerically using the initial condition (24) with $\Delta x = 10^{-4}$ and $N_t = 512$. The algorithms are (a) $T2A!$ (b) $T4_TJ!$ (c) $T6_KLs9!$ (d) $T8_KLs17!$. Refer to Table 1 for more details. The inset in (a) shows the higher-order peak, which has a height of 5.69. The lower-order peaks have a height of 2.98.
for some real or complex coefficients $A_m$. As before, $\Omega = 2\sqrt{1 - 2a}$ denotes the frequency of the breather, and its period is $T = 2\pi/\Omega$. We will often use the complex eigenvalue $\lambda = i\nu = i\sqrt{2a}$ in lieu of the parameter $a$, such that $\lambda \in (0, 1)$. We can always fix $A_0$ to be real, and by the normalization condition

$$N = 1 = \frac{1}{T} \int_0^T |\psi_0|^2 \, dt = A_0^2 + 2 \sum_{m=1}^{n} |A_m|^2 \implies A_0 = \sqrt{1 - 2 \sum_{m=1}^{n} |A_m|^2}. \quad (26)$$

To run such a simulation, we must select one of the three necessary parameters, $\lambda$ (or equivalently, $a$), $\Omega$, or $T$, then we compute the remaining two

$$\lambda, \Omega, T = \text{params}(\lambda = 0.8\text{im}) \quad \# \text{ or}$$
$$\lambda, T, \Omega = \text{params}(\Omega = 1.2) \quad \# \text{ or}$$

The user should pick one of the four options; they are equivalent. However, note that everything is done in terms of $\lambda$, not $a$. $a$ is only used as a parameter for breathers, while $\lambda$ is used in the literature for other solutions as well.

The next step is to generate a simulation box. Since we are studying a periodic solution, the box’s transverse size should be a multiple of the breather’s period. For one period $T$, we have $t \in [-T/2, T/2)$. Any longitudinal range of $x$ can be selected. The number of nodes in the transverse direction $N_t$ should also be specified, as well as the longitudinal grid spacing, $dx$. Note that $N_t$ is the number of grid points used in the computation of the Fourier transform.

$$x_r = 0 \rightarrow 100$$
$$\text{box} = \text{Box}(x_r, T, dx=1e-3, N_t=256)$$

Next, we generate the initial condition (25) using a helper function that automates the process.

$$\text{coeff} = [1e-4]$$
$$\psi_0, A_0 = \psi_{0\_periodic}(\text{coeff}, \text{box}, \Omega)$$

The size of the array $\text{coeff} = A_m$ is arbitrary, and the user can specify as many coefficients as they wish; we use only one in this example for simplicity. The final step is to create a simulation structure utilizing the box and initial condition we have produced, as well as $\lambda$ and an algorithm from Table 1. Then we can solve it and (optionally) compute the integrals of motion.

$$\text{sim} = \text{Sim}(\lambda, \text{box}, \psi_0, \text{T4A_TJ!}) \quad \# \text{ Create simulation structure}$$
$$\text{solve!(sim)} \quad \# \text{ Solve the simulation}$$
$$\text{compute_IoM!(sim)} \quad \# \text{ Compute the integrals of motion}$$

At this point, the simulation has concluded, and one can access the solution as follows
\[ \lambda, T, \Omega = \text{params}(\lambda = 0.8im) \]
\[ x_r = 0 \mapsto 100 \]
\[ \text{box} = \text{Box}(x_r, T, \text{dx}=1e-3, N_t = 256, \text{n_periods} = 1) \]
\[ \text{coeff} = [1e-4] \]
\[ \psi_0, A_0 = \psi_0\_\text{periodic}(\text{coeff}, \text{box}, \Omega) \]
\[ \text{sim} = \text{Sim}(\lambda, \text{box}, \psi_0, T4A\_TJ!) \]
\[ \text{solve!}(\text{sim}) \]
\[ \text{compute\_IoM!}(\text{sim}) \]

Example 1: Running a simulation with a cosine wave initial condition.

If one wishes to visualize the solution, NonlinearSchrodinger.jl provides Plots.jl “recipes” that allow normal plotting commands to interpret Sim (and Calc, discussed later) objects. An example is shown below.  

```
using Plots
surface(sim) # plot \(|\psi|\) in surface mode
contour(sim) # plot \(|\psi|\) in contour mode
heatmap(sim, res_x=1000, res_t=1000) # plot \(|\psi|\) in heatmap mode
heatmap(sim, :\hat{\psi}) # plot log|\hat{\psi}| in heatmap mode
plot(sim, :\psi) # plot log|\psi| in lines mode
plot(sim, :IoM) # plot integrals of motion and errors
```

These commands function as any Plots.jl commands would, and accept keyword arguments to adjust the plot parameters. All standard plotting commands should work; see the Plots.jl documentation for more details.

The full example is shown in listing 1, showcasing the simplicity of NonlinearSchrodinger.jl’s interface. Its results are displayed in Fig. 4 and 5. 

---

13D surface plots in this manuscript were produced using different plotting software, not these automated recipes. All other plots of the solutions were produced using the recipes.

2All examples can also be found in the package’s online documentation at https://oashour.github.io/NonlinearSchrodinger.jl/stable/, or as a Jupyter notebook in the examples folder.
Figure 4: The results of Example 1, with a cosine wave (25) initial condition. (a) The absolute value of the wave envelope, $|\psi(x,t)|$, showing the breather recurrence due to modulation instability. (b) The log of the spectrum of the solution, showing the Fourier modes’ growth, the spectral signature of modulation instability.
Figure 5: The energy (total energy $E$, kinetic energy $K$ and potential energy $V$), energy error, momentum error and norm error in Example 1, corresponding to a cosine wave (25) initial condition. The energy error peaks when the breather forms.
Example 2: Running a simulation with a soliton initial condition.

3.5.2 Example 2: Soliton Initial Condition

We are not restricted to the helper function $\psi_0_{\text{periodic}}$ to generate the initial condition. In fact, we can use any initial condition as long as it is an array of type `Complex{Float64}` and has the correct size ($N_t$). For example, we can use the soliton (2) at $x = 0$ as an initial condition, as shown in Example 2.

Due to the soliton’s non-periodicity and the inherent periodic boundary conditions of the Fourier split-step algorithms, one must select a large enough transverse box size to ensure the solition decays sufficiently at the boundaries of the box. As shown in Fig. 6, the simulation propagates the soliton without changing its shape, as expected.

3.5.3 Example 3: Pruning and Nonlinear Talbot Carpets

Assume one would like to run a simulation with $M$ periods and $N_t$ Fourier modes. In this case, we expect that the $M^\text{th}, 2M^\text{th}, \ldots, N_tM^\text{th}$ modes to grow together in lock-step, as discussed in [15,43]. However, due to modulation instability, the remaining modes will inevitably grow from zero, and “ruin” the periodicity of the resultant solution, known as a nonlinear Talbot carpet. To circumvent this issue, we introduce a pruning procedure as follows. After every $x$-evolution step, we “prune” the unwanted Fourier modes

$$\tilde{\psi}(\omega_j) \rightarrow f(\tilde{\psi}(\omega_j)), \quad j \neq M, 2M, \ldots N_t \times M,$$

where

$$f(\tilde{\psi}(\omega_j)) = \tilde{\psi}(\omega_j) \exp\left(-\beta \left| \tilde{\psi}(\omega_j) \right| \right),$$

for some constant $\beta > 1$.

This pruning procedure was initially introduced in Ref. [44] and later refined and used to study nonlinear Talbot carpets in Ref. [43].

For example, suppose we use 3 periods. Then, we expect the 3rd, 6th, 9th, etc. Fourier modes to grow together in lockstep. Thus, we can exponentially prune the 1st, 2nd, 4th, 5th, etc. Fourier modes, as demonstrated above, to stop their spurious growth that “ruins” the periodicity of the nonlinear Talbot carpet. See Example 3 for a demonstration with 5 periods. The results of this example without ($\beta = 0$) and with ($\beta = 10$) pruning are shown in Fig. 7 and Fig. 8, respectively.
Figure 6: Simulation with a soliton initial condition (Example 2). The soliton maintains its shape while propagating.

![Simulation of a soliton](image)

Example 3: Running a simulation with pruning

```plaintext
λ, τ, Ω = params(a = 0.36)
x_r = 0:60
box = Box(x_r, τ, dx=1e-4, N_t = 512, n_periods = 5)
coeff = [(2.7 + 4.6im)*1e-2]
ψ_0, A_0 = ψ_0_periodic(coeff, box, Ω)

# Set β = 0 to turn off pruning (default behavior when β is not set)
sim = Sim(λ, box, ψ_0, T4A_TJ!, β = 10.0)
solve!(sim)
```
Figure 7: The results of Example 3 with pruning disabled ($\beta = 0$) (a) The absolute value of the wave envelope, $|\psi(x, t)|$, showing a nonlinear Talbot carpet destroyed due to modulation instability of the “non-fundamental” modes. (b) The spectrum of the solution, showing the growth of the aforementioned modes.
Figure 8: The results of Example 3, with pruning enabled ($\beta = 10$). (a) The absolute value of the wave envelope, $|\psi(x,t)|$, showing a perfect nonlinear Talbot carpet. (b) The spectrum of the solution, demonstrating the suppressed “non-fundamental” modes.
4 Solving the NLSE Analytically

The most general extended nonlinear Schrödinger equation supported by the Darboux transformation scheme in NonlinerSchrodinger.jl is of the form

\[ i\psi_x + S[\psi(x,t)] - i\alpha H[\psi(x,t)] + \gamma P[\psi(x,t)] - i\delta Q[\psi(x,t)] = 0, \]  

(29)

where

\[ S[\psi(x,t)] = \frac{1}{2} \psi_{tt} + |\psi|^2 \psi, \]
\[ H[\psi(x,t)] = \psi_{ttt} + 6|\psi|^2 \psi_t, \]
\[ P[\psi(x,t)] = \psi_{tttt} + 8|\psi|^2 \psi_{tt} + 6|\psi|^4 \psi + 4|\psi_t|^2 \psi + 6\psi_t^2 \psi^* + 2\psi^2 \psi_{tt}^*, \]
\[ Q[\psi(x,t)] = \psi_{ttttt} + 10|\psi|^2 \psi_{ttt} + 30|\psi|^4 \psi_t + 10\psi_t \psi_{ttt}^* + 10\psi_t^* \psi_{tt} + 20\psi^* \psi_t \psi_{tt} + 10\psi_{ttt}^2 \psi_t. \]

(30)

Special cases include the cubic nonlinear Schrödinger equation (1) (\( \alpha = \gamma = \delta = 0 \)), the Hirota equation [9,18,45,46] (\( \alpha \neq 0, \gamma = \delta = 0 \)) the Lakshmanan-Porsezian-Daniel (LPD) equation [5,6,47] (\( \gamma \neq 0, \alpha = \delta = 0 \)) and the Quintic nonlinear Schrödinger equation (QNLSE) [12,48,49] (\( \delta \neq 0, \alpha = \gamma = 0 \)).

For the sake of simplicity, we will restrict ourselves to the cubic nonlinear Schrödinger equation (1) in the discussion that follows as a prototypical example, and provide an example of the full extended equation (29) in Sec. 4.6.6 (Example 9). The extension of the Darboux transformation (Sec. 4.2) to the extended equation for the soliton (Sec. 4.3.1) and breather (Sec. 4.3.2) seeds is simple but tedious. It is highly non-trivial for the cnoidal seeds (Sec. 4.3.3 and 4.3.4, see Ref. [12]) and is not yet implemented in this package.

4.1 The Lax System

It is well known that the cubic NLSE (1) can be written as the compatibility condition of the following system [17,19,26,50]

\[ R_t = LR, \]
\[ R_x = BR, \]

(31)

where

\[ L = \begin{pmatrix} -i\lambda & \psi \\ -\psi^* & i\lambda \end{pmatrix}, \quad B = \begin{pmatrix} -i\lambda^2 + \frac{i}{2}|\psi|^2 & \lambda \psi + \frac{i}{2}\psi_x \\ -\lambda \psi^* + \frac{i}{2}\psi_{xx}^* & -\lambda^2 - \frac{i}{2}|\psi|^2 \end{pmatrix}. \]

(32)

\( \lambda \) is an isospectral complex eigenvalue, i.e. \( \lambda_x = 0 \). By compatibility condition we mean that \( (R_x)_t = (R_t)_x \) is only satisfied when \( \psi \) is a solution of (1), as one can easily check. This condition is also called the zero-curvature condition as it has deep roots in differential geometry [25]. The system (31) is known as the Lax system [51] of the NLSE. We refer interested readers to [19,50] for more details.
4.2 The Darboux Transformation

A set of solutions of (31) is written as

\[ R = \begin{pmatrix} r_{1,p} \\ s_{1,p} \end{pmatrix}, \] (33)

where \( p \) labels each unique solution with a \emph{unique} eigenvalue \( \lambda_p \). These solutions also depend, in principle, on arbitrary longitudinal and transverse shifts \((x_p, t_p)\), which appear as integration constants. We can obtain a solution of order \( n \) recursively via the Darboux transformation \[26\]

\[ \psi_n = \psi_{n-1} + \frac{2(\lambda_n^* - \lambda_n)s_{n,1}r_{n,1}^*}{|r_{n,1}|^2 + |s_{n,1}|^2}, \] (34)

where

\[ r_{np} = [(\lambda_{n-1}^* - \lambda_{n-1})s_{n-1,1}^* r_{n-1,1} s_{n-1,1,p+1} + (\lambda_{p+n-1} - \lambda_{n-1})|r_{n-1,1}|^2 r_{n-1,1,p+1} + (\lambda_{p+n-1} - \lambda_{n-1})|s_{n-1,1}|^2 r_{n-1,1,p+1}]/(|r_{n-1,1}|^2 + |s_{n-1,1}|^2), \] (35)

\[ s_{np} = [(\lambda_{n-1}^* - \lambda_{n-1})s_{n-1,1}^* r_{n-1,1} s_{n-1,1,p+1} + (\lambda_{p+n-1} - \lambda_{n-1})|s_{n-1,1}|^2 s_{n-1,1,p+1} + (\lambda_{p+n-1} - \lambda_{n-1})|r_{n-1,1}|^2 s_{n-1,1,p+1}]/(|r_{n-1,1}|^2 + |s_{n-1,1}|^2). \]

The solution \( \psi_0 \) in (34) with \( n = 1 \) is called the “seed” solution of (1), and as long as we can solve for the Lax pair generating functions \( r_{1,p} \) and \( s_{1,p} \) for such a seed solution, we can then obtain higher-order \emph{analytical} solutions of arbitrary order \( n \) via the recursive scheme shown above. A visual representation of the recursion is shown in Fig. 9.

In principle, these equations can be implemented in a computer algebra system, such as Mathematica, and used to obtain symbolic expressions for any desired solution. However, such expressions are often too complicated and not particularly insightful, especially beyond the second order. For example, see Eq. (7) in Ref. [10] for the second-order breather’s analytical form. Furthermore, as we will show below, it is not always possible to find \( r_{1,p} \) and \( s_{1,p} \) analytically for every seed solution of (1). In this case, the procedure \textit{must} be implemented numerically. In the sections that follow, we discuss the four possible seed solutions of (1) and how the Lax system (31) is solved for each of them.

4.3 The Four Seeds

In this section, we discuss the four most prominent seed solutions of the NLSE implemented in \texttt{NonlinearSchrodinger.jl} and the higher-order solutions to which they correspond.

4.3.1 \( \psi_0 = 0 \)

The seed solution \( \psi_0 = 0 \) generates solitons via the Darboux transformation. Plugging \( \psi = 0 \) into (31), we get a simple form for \( r_{1,p} \) and \( s_{1,p} \)

\[ r_{1,p}(x, t) = \exp \left( +i \left[ \lambda_p(t - t_p) + \lambda_p^2(x - x_p) - \pi/4 \right] \right), \] (36)

\[ s_{1,p}(x, t) = \exp \left( -i \left[ \lambda_p(t - t_p) + \lambda_p^2(x - x_p) - \pi/4 \right] \right), \] (37)

where \( \lambda_p \) are \emph{unique} eigenvalues and \( (t_p, x_p) \) are arbitrary shifts in the \( t \) and \( x \) directions. The phase factor of \( \pi/4 \) is selected to center the solutions at the origin \[52\].
Figure 9: A graphical representation of the Darboux transformation recursion for a fifth order solution. Each ordered pair in the nodes represents a value of $(n, p)$ in equations (35). It can be seen that functions with $p = 1$ are used multiple times, i.e., they are connected to multiple nodes in the “level” above them. In this package, each function is computed only once and then memoized (i.e., cached), and the cached value is used whenever needed to improve performance dramatically. Graphs similar to this one can be generated automatically using the script in the visualization section of the documentation for arbitrary solution order $N$. 
4.3.2 $\psi_0 = e^{ix}$

The second seed solution, $\psi_0 = e^{ix}$, corresponds to breathers when passed through the Darboux transformation. Similar to the previous section, we plug $\psi = e^{ix}$ into (31), and solve the resultant coupled differential equations. We can get a simple closed-form for the Lax pair generating functions

$$r_{1,p}(x,t) = 2ie^{-ix/2}\sin\left(\chi_p + \frac{1}{2}\Omega_p(t - t_p) + \frac{1}{2}\Omega_p\lambda_p(x - x_p) - \frac{\pi}{4}\right),$$

$$s_{1,p}(x,t) = 2e^{ix/2}\cos\left(-\chi_p + \frac{1}{2}\Omega_p(t - t_p) + \frac{1}{2}\Omega_p\lambda_p(x - x_p) - \frac{\pi}{4}\right).$$

(38)

Here, $\Omega_p = \sqrt{1 + \lambda_p^2}$ is the frequency of the $p^{th}$ constituent solution, and $\chi_p = \arccos(\Omega_p/2)/2$.

4.3.3 $\psi_0 = \text{dn}(t, m)e^{ix(1-m/2)}$

The seed solution $\psi_0 = \text{dn}(t, m)e^{ix(1-m/2)}$ corresponds to breathers on an elliptic dn background [20]. $m$ is the elliptic parameter (not to be confused with the elliptic modulus $k = \sqrt{m}$) and $\text{dn}$ is one of the Jacobi elliptic functions (JEFs). For a reference on JEFs, see [53].

In this case, we use the ansätze

$$r_{1,p}(x,t) = a_{1p}(x,t)e^{\frac{ix}{4}(m-2)},$$

$$s_{1,p}(x,t) = b_{1p}(x,t)e^{-\frac{ix}{4}(m-2)}.$$  \hspace{1cm} (39)

By substituting into (31), and suppressing the subscripts and dependence on $x$ and $t$ for clarity, we get [20]

$$a_t = i\lambda a + ib\text{dn}(t, m),$$

$$b_t = -i\lambda b + iad\text{dn}(t, m),$$

$$a_x = \frac{1}{2}ia\left(2\lambda^2 + m\left(\text{sn}^2(t, m) - \frac{1}{2}\right)\right) + b\left(i\lambda\text{dn}(t, m) - \frac{m}{2}\text{sn}(t, m)\text{cn}(t, m)\right),$$

$$b_x = -\frac{1}{2}ib\left(2\lambda^2 + m\left(\text{sn}^2(t, m) - \frac{1}{2}\right)\right) + a\left(i\lambda\text{dn}(t, m) + \frac{m}{2}\text{sn}(t, m)\text{cn}(t, m)\right).$$

(40)

However, unlike the soliton and breather seeds, these coupled differential equations have no analytical solutions that we know of. We can solve for the profiles and derivatives at $t = 0$

$$a_{1p}|_{t=0} = Ae^{i(\chi_p + \frac{1}{2}\Omega_p\lambda_p(x-x_p))} - Be^{-i(\chi_p + \frac{1}{2}\Omega_p\lambda_p(x-x_p))},$$

$$b_{1p}|_{t=0} = Ae^{i(\chi_p + \frac{1}{2}\Omega_p\lambda_p(x-x_p))} + Be^{-i(\chi_p + \frac{1}{2}\Omega_p\lambda_p(x-x_p))},$$

$$a_{1p,t}|_{t=0} = i(\lambda_p a_{1p}|_{t=0} + b_{1p}|_{t=0}),$$

$$b_{1p,t}|_{t=0} = -i(\lambda_p b_{1p}|_{t=0} - a_{1p}|_{t=0}).$$

(41)

Here, we have defined $\Omega_p = 2\sqrt{\left(\lambda_p - \frac{m}{4\lambda_p}\right)^2 + 1}$ as the frequency of the solution, and $\chi_p = \arccos\left(\Omega_p\right)/2$. Further, we set the integration constants $A = e^{-i\pi/4} = B^*$ as before to center
the solutions at the origin (when the shifts are set to zero). Finally, we get a set of coupled
equations along with their initial conditions

\[(a_{1p})_t = i \lambda a(x, t) + i b(x, t) \text{dn}(t, m),\]
\[(b_{1p})_t = -i \lambda b(x, t) + i a(x, t) \text{dn}(t, m),\]
\[a_{1p}|_{t=0} = 2 i \sin \left( \chi_p + \frac{1}{2} \Omega_p \lambda_p (x - x_p) - \frac{\pi}{4} \right), \quad (42)\]
\[b_{1p}|_{t=0} = 2 \cos \left( -\chi_p + \frac{1}{2} \Omega_p \lambda_p (x - x_p) - \frac{\pi}{4} \right). \]

We have ignored the shifts \(t_p\) along the temporal direction in this procedure for simplicity. These coupled differential equations must be evolved numerically in \(t\) to obtain the final solution. We are not aware of any methods to solve them analytically.

4.3.4 \(\psi_0 = \sqrt{m} \text{cn}(t, m)e^{i\pi (m-1/2)}\)

The seed \(\psi_0 = \sqrt{m} \text{cn}(t, m)e^{i\pi (m-1/2)}\) corresponds to solitons on a cnoidal background [20]. The solution process is very similar to what was presented in the previous section for the dnoidal seed. First, we take the ansätze

\[r_{1p}(x, t) = a_{1p}(x, t)e^{-\frac{i \pi}{4}(2m-1)},\]
\[s_{1p}(x, t) = b_{1p}(x, t)e^{\frac{i \pi}{4}(2m-1)}.\]

Using these ansätze and the process previously outlined, we obtain [20]

\[(a_{1p})_t = i \lambda a(x, t) + \sqrt{m}b(x, t) \text{cn}(t, m),\]
\[(b_{1p})_t = -i \lambda b(x, t) + \sqrt{m}a(x, t) \text{cn}(t, m),\]
\[a_{1p}|_{t=0} = 2 i \sin \left( \chi_p + \frac{1}{2} \Omega_p \lambda_p (x - x_p) - \frac{\pi}{4} \right), \quad (44)\]
\[b_{1p}|_{t=0} = 2 \cos \left( -\chi_p + \frac{1}{2} \Omega_p \lambda_p (x - x_p) - \frac{\pi}{4} \right). \]

Where now \(\Omega_p = 2\sqrt{m} \left(1 + \frac{1}{m} \left( \lambda_p - \frac{1}{4\lambda_p} \right)^2 \right)\) and \(\chi_p = \frac{1}{2} \arccos \left( \frac{\Omega_p}{2\sqrt{m}} \right).\)

4.4 Maximal Intensity Families

For the periodic seeds discussed in Sec. 4.3.2 and 4.3.3, there are so-called maximal intensity families that match the constituent breathers’ periods to each other. See [42] for the uniform background case and [54] for the dnoidal background case.

In the uniform background case, it is simple to match these periods to each other: \(\Omega_p = p\Omega\), where \(\Omega \equiv \Omega_1\) is the period of the first-order constituent breather. This leads to the following equations for the imaginary parts of the eigenvalues

\[\nu_p = \sqrt{p^2(\nu^2 - 1)} + 1, \quad (45)\]
where $\nu_p = \Im(\lambda_p)$ and $\nu \equiv \nu_1 = \Im(\lambda_1)$ is the so-called fundamental eigenvalue of the maximal intensity family. Note that, for an $N^{th}$ order breather, we must have $\nu > \nu^*$ for all the $\nu_p$ to be real, where

$$\nu^* = \sqrt{1 - \frac{1}{N^2}}. \quad (46)$$

Effectively, this collapses the parameter space of an $N^{th}$ order breather from $N$ dimensions to 1 dimension, ignoring the spatiotemporal shifts.

For the breathers on the dnoidal background, the process is similar but more involved [54]. We start by defining the following function

$$G_p(m, \nu) = m^2 p^2 + 8 (m - 2)(p^2 - 1)\nu^2 + 16 p^2 \nu^4. \quad (47)$$

Now, we get

$$\nu_p = \frac{\sqrt{G_p(m, \nu) + \sqrt{[G_p(m, \nu)]^2 - 64 m^2 \nu^4}}}{4 \sqrt{2\nu}}, \quad (48)$$

One can verify (47) reduces to (45) when $m = 0$. There is an analogous but more complicated expression for $\nu^*$ given in Ref. [54].

However, one must also match the breathers to the background for a truly periodic solution. In this case, $T_B = q T_{dn}$ where $q$ is a positive integer, $T_B$ is the period of the fundamental breather characterized by $\nu$ and $T_{dn}$ is the period of the dnoidal background, characterized by $m$.

Skipping the details of the derivation, the implementation in NonlinearSchrodinger.jl uses the following equation to compute $\nu$ given a value of $m$

$$\nu = \frac{1}{2} \sqrt{2 - F^2 - m + 2 \sqrt{(F^2 - 1)(F^2 - 1 + m)}}, \quad (49)$$

$$F = \frac{\pi}{2q K(m)}. \quad (50)$$

Here, $K(m)$ is the complete elliptic integral of the first kind [53]. We are not aware of a method to invert this equation analytically to obtain $m$ given a value of $\nu$.

These maximal intensity families are implemented in NonlinearSchrodinger.jl via the functions $\lambda_{\text{maximal}}$ (to get a set of $\lambda_p$ given $\lambda$) and $\lambda_{\text{given}_m}$ (to get a value of $\lambda$ given $m$ and an integer $q$). The code automatically checks that the provided $\lambda$ is large enough (i.e., $\nu > \nu^*$) for a given breather order $N$ and returns an error otherwise. For an example on how to use these functions, see Sec. 4.6.2 (Example 5) and 4.6.4 (Example 7).

### 4.5 Numerical Implementation

In NonlinearSchrodinger.jl, we implement the Darboux transformation numerically and use it to study these analytical solutions. If the seed solution leads to exact expressions for $r_{1,p}$ and $s_{1,p}$, then the equations are implemented as is, and thus they are accurate within the limits of double-precision (i.e. $\psi_0 = 0$ (Sec. 4.3.1) and $\psi_0 = e^{ix}$ (Sec. 4.3.2). If this is not possible (i.e. the cnoidal and dnoidal seeds discussed in Sec. 4.3.3 and 4.3.4), then we obtain $r_{1,p}$ and $s_{1,p}$ using standard numerical algorithms. We specifically use Tsitouras’ 5/4 Runge-Kutta method as implemented in Julia’s DifferentialEquations.jl library [56].

Currently, the cnoidal and dnoidal seeds assume that the solution is symmetric about $t = 0$. This constraint will be lifted in a future version.
4.6 Using NonlinearSchrodinger.jl for the Darboux Transformation

In what follows, we present several examples demonstrating how to use the package to perform Darboux transformation calculations using all four seeds.

4.6.1 Example 4: Seven-Soliton Collision

In this example, we demonstrate how to obtain a highly complicated solution, a seven-soliton collision. The first step is to create a calculation “box”, as was done in the simulation examples. In this case, it is often easier to specify the number of $N_x$ grid points directly instead of $dx$.

```
x_r = -10=>10
T = 20
box = Box(x_r, T, N_x=1000, N_t = 1000)
```

We can use any box size since there is no need to worry about boundary conditions in Darboux transformation calculations. The next step is deciding on the eigenvalues $\lambda$ and the spatiotemporal shifts. In this example, since we are interested in a seven-soliton solution, we have seven of each of these parameters. Recall that the eigenvalues must be unique in the Darboux transformation scheme. We use complex eigenvalues to give the solitons a velocity (or “tilt”) in the $tx$-plane, determined by the eigenvalue’s real part. Further, we set all the shifts to zero so that the solitons collide at the origin.

```
λ = [-0.45 + 0.775im, -0.35 + 0.8im, -0.25 + 0.825im, 0.85im, 0.25 + 0.875im, 0.35 + 0.9im, 0.45 + 0.925im]
x_s = [0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]
t_s = [0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]
```

The size of all three arrays must always be equal and determines the order of the solution. Finally, we create the calculation object and solve it.

```
seed = "0"
calc = Calc(λ, t_s, x_s, seed, box)
solve!(calc)
```

We can compute the integrals of motion as shown before using the `compute_IoM!` function. The spectrum is calculated automatically as with simulations. The final calculation results can be accessed and plotted in the same way shown in Sec. 3.5.1. This example in its entirety is shown in code listing 4, and the result is depicted in Fig. 10.

4.6.2 Example 5: Fifth-Order Breather on a Uniform Background

The purpose of this example is to demonstrate how to deal with breathers, where one often wants the transverse box size to be a multiple of their period. Furthermore, we demonstrate the usage of the function `λ_maximal` to generate a maximal intensity (i.e., fully periodic) solution.

First, we start by creating a box for the calculation, just as before. However, in this
Example 4: Seven-soliton collision computed via the Darboux transformation

Figure 10: A seven-soliton collision obtained using the Darboux transformation as demonstrated in Example 4. The color scale is cut off at $|\psi| = 5$ to better highlight the low-intensity features of the collision. The actual peak-height of the soliton at $(x,t) = (0,0)$ is 11.9.
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Example 5: Calculating a maximal intensity fifth order breather via the Darboux transformation

case, we would like the box size to be three periods of the breather. We utilize the function `params` to compute the period of the breather, and use the `n_periods` argument of the `Box` constructor to get three periods.

```
x = -10=>10
λ₁ = 0.98im # The fundamental eigenvalue
λ, T, Ω = params(λ = λ₁)
box = Box(x, T, Nₓ=1000, Nₜ = 1024, n_periods = 3)

λ = λ_maximal(λ₁, 5)
xₛ = [0.0, 0.0, 0.0, 0.0, 0.0]
tₛ = [0.0, 0.0, 0.0, 0.0, 0.0]
seed = "exp"
calc = Calc(λ, tₛ, xₛ, seed, box)
solve!(calc)
```

The next step is to set up the eigenvalues and shifts. Instead of specifying the eigenvalues explicitly as in the previous example, we employ the `λ_maximal` function to generate them automatically, with \( N = 5 \) to get a fifth-order solution. These eigenvalues guarantee its periodicity, as discussed in Sec. 4.4.

```
λ = λ_maximal(λ₁, 5) # array of 5 eigenvalues
xₛ = [0.0, 0.0, 0.0, 0.0, 0.0]
tₛ = [0.0, 0.0, 0.0, 0.0, 0.0]
```

This results in the following values of \( λ \):

```
λ = [0.98im, 0.9173875952943771im, 0.802246848052632im, 0.6053098380168617im, 0.0999999999999974im]
```

Finally, just as before, we define the `Calc` structure and solve it. The full example is shown in code listing 5, and the result of the calculation is depicted in Fig. 11, highlighting the full periodicity of the solution. As a pedagogical exercise, we urge users to change these automatically generated eigenvalues by hand, run the calculation and observe the differences.
Figure 11: The result of Example 5, a fully periodic fifth-order breather.
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Example 6: Collision of three solitons on a cnoidal background

```python
x_r = -10=>10
T = 20
box = Box(x_r, T, N_x=1000, N_t = 1024)
λ = [-0.3+0.85im, 0.9im, 0.3+0.95im]
x_s = [0.0, 0.0, 0.0]
t_s = [0.0, 0.0, 0.0]
seed = "cn"
calc = Calc(λ, t_s, x_s, seed, box, m = 0.5)
solve!(calc)
```

Example 7: First-order breather on a dnoidal background with $q = 4$ and $m = 2/5$.

```python
m = 2/5
λ = λ_given_m(m, q=4)
λ, T, Ω = params(λ = λ, m=m)
x_r = -10=>10
box = Box(x_r, T, N_x=1000, N_t = 1024, n_periods = 3)
x_s = [0.0]
t_s = [0.0]
seed = "dn"
calc = Calc(λ, t_s, x_s, seed, box, m=m)
solve!(calc)
```

4.6.3 Example 6: Three-Soliton Collision a Cnoidal Background

This example is quite simple and is analogous to Example 4 (Section 4.6.1), but on a cnoidal background. The main point to note here is that $N_t$ used in the box is half the number of nodes used in the integration of Eq. (44). Thus, $N_t$ should be treated as a convergence parameter. The full example is shown in code listing 6, and the result is depicted in Fig. 12.

4.6.4 Example 7: First-Order Breather on a Dnoidal Background

The purpose of this example is to demonstrate the usage of the function $λ_{\text{given}_m}$ to generate a maximal intensity breather on a dnoidal background. As explained in Sec. 4.4, one picks a value of $m$, together with an integer $q \geq 2$ to compute a fundamental eigenvalue $λ$. This $λ$ can then be used to compute a higher-order breather’s eigenvalues as before if required. In this example, we restrict ourselves to a first-order breather to best highlight the effect of background matching.

This section should be self-explanatory with the background previously given. The full example is shown in code listing 7 and depicted in Fig. 13. As before, we urge users to change the value of $λ$ automatically computed by $λ_{\text{given}_m}$ to see the effect on the solution.
Figure 12: Results of Example 6, showcasing the collision of three solitons on a cnoidal background with $m = 1/2$. 
Figure 13: First-order breather fully matched to the underlying dnoidal background, as computed in Example 7.
4.6.5 Example 8: Combining Darboux Transformations and Simulations

In this example, we combine the Darboux transformation with simulations to “dynamically”
generate a higher-order solution of the NLSE, as done in Ref. [9,12,15] and others. We offer
the utility function $\psi_{0\ DT}$ to generate these initial conditions from whichever desired breather on a uniform background. Using this function with other seeds is not currently supported but can be done manually with ease, as long as care is taken with the boundary conditions. The full example is shown in code listing 8 and is quite similar to the previous examples. The result is depicted in Fig. 14.

```julia
λ₁ = 0.98im
λ, Ω = params(λ = λ₁)
x₀ = 0=>100
box = Box(x₀, T, dx=1e-3, Nₜ = 512, n_periods = 1)
λ = λ_maximal(λ₁, 5) # array of 5 eigenvalues
xₛ = [0.0, 0.0, 0.0, 0.0, 0.0]
tₛ = [0.0, 0.0, 0.0, 0.0, 0.0]
ψ₀ = ψ₀_DT(λ, tₛ, xₛ, -10, box) #Extract ψ from the DT at x=-10
sim = Sim(λ₁, box, ψ₀, T4A_TJ!)
solve!(sim)
compute_IoM!(sim)
```

Example 8: Solving the NLSE with an initial condition from the Darboux Transformation

4.6.6 Example 9: Breather to Soliton Conversion in a Fifth-Order NLSE

Given a generalized fifth-order NLSE of the form (29), we can compute the Darboux transformation by passing a dictionary $f$ to the `Calc` constructor as follows

```julia
f = Dict{Symbol,Float64}(:α => 0.75, :γ => -0.12, :δ =>-0.13)
calc = Calc(λ, tₛ, xₛ, seed, box, f = f)
```

Writing the eigenvalue as $\lambda = v + i\nu$, one can impose some constraints on the real part $v$ as a function of $\alpha$, $\gamma$, $\delta$ and $\nu$ to convert a breather to a soliton [12,49]. Note that this is not possible in the simple case of the cubic NLSE. This constraint takes the form

$$64\delta v^3 - 24\gamma v^2 - 8(\alpha + 2\delta + 8\delta \nu^2)v + 4\gamma(1 + 2\nu^2) + 1 = 0.\quad(51)$$

This is a simple cubic polynomial, and the real root gives the value of $v$, which guarantees breather to soliton conversion. This functionality is implemented in `NonlinearSchrodinger.jl` via the function $\lambda\_given\_f$ which can be used as shown

```julia
f = Dict{Symbol,Float64}(:α => 0.75, :γ => -0.12, :δ =>-0.13)
ν = 0.9
λ = [λ\_given\_f(f, ν)]
```
Figure 14: The result of Example 8. One can see the fifth-order Akhmediev breather formed at $x = 10$ as expected, followed by smaller peaks due to modulation instability.
Example 9: Breather to soliton conversion in a fifth-order extended NLSE.

This function uses Skowron and Gould's algorithm [57], as implemented in Julia's PolynomialRoots.jl package. The rest of the computation is similar to any other Darboux transformation example and is shown in code listing 9. We stress that this example uses the breather seed of Sec. 4.3.2, not the soliton seed of Sec. 4.3.1, yet the resulting solution is a soliton, not a breather. This conversion is a fascinating feature of these extended NLSEs. The resulting soliton is depicted in Fig. 15.

5 Future Directions and Conclusion

There are many possible enhancements planned for NonlinearSchrodinger.jl’s future. First of all, we plan to implement several memory optimizations to aid in the performance of long-“time” simulations with a fine step $dx$. Moreover, we plan on supporting the numerical integration of more nonlinear Schrödinger-type equations such as the Hirota equation and the Sasa-Satsuma equation.

While our current implementation of the Darboux Transformation supports extended nonlinear Schrödinger equations of order up to 5, we plan to implement the entire hierarchy [16] so that calculations can be performed for arbitrary order equations. Furthermore, we plan to add support for cnoidal seeds beyond the cubic NLSE.

Finally, we plan to support quadruple-precision floating-point numbers to exploit higher-order integrators fully. We have already shown in Sec. 3.3 that eighth order algorithms are bottlenecked by double-precision. Quadruple-precision will alleviate this issue and allow for the implementation of even higher-order integrators.

Additionally, quadruple-precision will enable the calculation of much higher order solutions via the Darboux transformation. It is well known that double-precision can only handle breather and soliton solutions via the Darboux transformation up to order $N \sim 30$ [58]. Quadruple-precision calculations will make the package more versatile and allow for computing, e.g., breather and soliton gas solutions with $N \sim 100$ [58,59].

In conclusion, we have presented a powerful and unique package that allows one to study numerical and analytical solutions of nonlinear Schrödinger equations via higher-order integrators and Darboux transformations. The package provides a simple interface and makes it straightforward to study complicated solutions and use optimal symplectic and RKN inte-
Figure 15: Breather to soliton conversion in a fifth-order extended NLSE as computed in Example 9.
grators up to eighth order. Moreover, we offer many utilities for studying maximal intensity families, nonlinear Talbot carpets, breather to soliton conversion, and visualization of the solutions.
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A Installation Instructions

After Julia is properly installed, it is quite simple to install NonlinearSchroding.jl as it is listed in Julia’s general repository. Julia comes with its own package manager and, starting from a terminal session; the package can be installed as follows:

```
$ julia
julia> ]
pkg> add NonlinearSchroding
```

The first command is run from the terminal, and the second command instantiates Julia’s built-in package manager. The third command installs the package from the general repository. No additional libraries or any other software are needed.

The following command must be issued once per session to use the package.

```
julia> using NonlinearSchroding
```

It is assumed in all exercises that it has already been run.

The Plots.jl package, used for plotting as outlined in Sec. 3.5.1, is installed and used in the same way.

To input Greek letters (Unicode characters) in Julia, such as those shown in the exercises, enter them in the same way you would in \LaTeX followed by the tab key. For example, to type \( \lambda \) in a Julia session, type the following: \texttt{\lambda<TAB>}. Please consult the Julia documentation for more details.
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