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Abstract With the broader availability of panel data, fixed effects (FE) regression models are becoming increasingly important in sociology. However, in some studies the potential pitfalls of these models may be ignored, and common critiques of FE models may not always be applicable in comparison to other methods. This article provides an overview of linear FE models and their pitfalls for applied researchers. Throughout the article, we contrast FE and classical pooled ordinary least squares (OLS) models. We argue that in most cases FE models are at least as good as pooled OLS models. Therefore, we encourage scholars to use FE models if possible. Nevertheless, the limitations of FE models should be known and considered.
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Die Vor- und Nachteile von Fixed-effects-Regressionen in der empirischen Anwendung

Zusammenfassung Durch die Zunahme von Längsschnittdaten werden „fixed effects“ (FE) Regressionsmodelle in der Soziologie immer wichtiger. Jedoch igno-rieren einige Studien potenzielle Probleme bei der Anwendung von FE-Modellen, während andere ungerechtfertigte Kritik üben. Dieser Artikel liefert daher einen Überblick über lineare FE-Modelle und deren Limitationen für Anwender. Im vor-liegenden Beitrag vergleichen wir hierfür FE- mit gepoolten OLS-Modellen. Wir plädieren dafür, FE-Modelle zu verwenden, wenn es die Daten und die Fragestellung erlauben, da FE-Modelle klassischen Querschnittsmodellen in den meisten Fällen überlegen sind. Jedoch sollte man die Limitationen von FE-Modellen kennen.
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1 Introduction

Fixed effects (FE) methods for panel data (models with observation unit–specific fixed effects1) are widely applied in sociology and provide several advantages over cross-sectional methods. This has been shown in different contributions (e.g., Allison 2009; Brüderl and Ludwig 2015)2. However, among the community of applied researchers, some confusion and misconceptions about what FE can and cannot do persist. Additionally, it seems that FE models are sometimes used without reflection. Thus, in a recent article, Hill et al. (2019) warn of the limitations of fixed effects analyses for panel data and discuss the critical deficiencies of fixed effects models that, in their view, are not addressed appropriately in many studies that use FE models. Furthermore, the authors argue that in many cases researchers use fixed effects methods without discussing the limitations of these methods. However, the authors also do not propose any solutions to the potential issues or any alternative estimation methods, which would be especially important because most of the critiques of FE models can be also applied to most other methods. Thus, the authors do not specify when it is appropriate to use FE models and when it is appropriate to use another method instead. In this article, we answer this question by discussing the advantages and disadvantages of FE models and comparing them to simple ordinary least squares (OLS) models. Therefore, we take the critique of Hill et al. (2019) as a starting point for a broader discussion of the pros and cons of fixed effects estimations.

We would first like to clarify that, throughout the article, we contrast linear FE models with classical pooled OLS (POLS) models, as POLS models provide the most understandable and natural benchmarks against which to assess linear FE models.

1 Observation unit–specific fixed effects refer to individuals or firms, while OLS regression includes survey year fixed effects. In this paper, we mainly focus on person-specific fixed effects.
2 See also Brüderl (2010) for an overview in German.
Furthermore, a growing number of scholars (e.g., Angrist and Pischke 2010; Breen et al. 2018; Mood 2010) recommend using linear models even for binary dependent variables because these models can provide unbiased and consistent estimates of average effects (Wooldridge 2010, p. 563). Thus, we examine linear FE models herein. However, most characteristics of linear FE models should also apply to other versions of fixed effects estimations (e.g., FE probit or logit) because the rationale of using fixed effects in general is independent of the specific version one has in mind.

In the next section, we start by describing what linear fixed effects methods do and which conditions are necessary for consistency compared to POLS. We also discuss the limitations and concerns that should be considered when using FE models. Overall, we argue that fixed effects estimations are likely to outperform classical cross-sectional models (e.g., OLS models) and panel models (POLS models, random effects models) in most cases.

2 What Do Fixed Effects Models Do?

As a starting point, we first would like to clarify what linear FE models actually do. Assume that there is a classical linear regression (POLS) model for panel data in the following form:

\[ y_{it} = x_{it}\beta + z_i\gamma + u_{it} + c_i \]

where \( x_{it} \) represents time-varying covariates, \( z_i \) represents time-constant covariates, \( u_{it} \) is a time-varying idiosyncratic error term, and \( c_i \) is the idiosyncratic, time-constant error term. Assume that, in this case, we are interested in the effect of \( x_{it} \) on \( y_{it} \). To obtain an unbiased estimate of \( \beta \), we require the following relatively strong assumption (Wooldridge 2010, p. 257):

\[ E(c_i|x_{it}) = E(c_i) = 0 \]

Thus, individual-specific time-varying covariates have to be uncorrelated with the time-constant error term. For example, assume that we are interested in the effect of childbirth on maternal wages, i.e., the motherhood penalty. In this case, childbirth is likely correlated with typically unobserved and time-constant characteristics, such as individual attitudes and preferences (Budig and England 2001). Thus, any estimation of \( \beta \) is likely biased and inconsistent.

Introducing fixed effects by demeaning solves this problem:

\[ y_{it} - \bar{y}_i = (x_{it} - \bar{x}_i)\beta + (z_i - \bar{z}_i)\gamma + u_{it} + (c_i - c_i) \]
By removing idiosyncratic means from both sides of the equation, we are able to relax the strict exogeneity assumption that is required for a consistent estimation via POLS models. For consistency, FE models require the following assumption to hold:

$$E(u_{it}|x_{it}, c_i) = E(u_{it}) = 0$$

That is, time-varying covariates must not correlate with the time-varying error term. This is arguably a much weaker assumption than the exogeneity assumption required for POLS models. Additionally, since \( u_{it} \) is also part of the POLS models, this assumption also must hold for consistency in the case of POLS models. For example, if education is correlated with individual ability, the estimation results of FE models will not be biased as long as ability is time-constant.

Thus, the main benefit of fixed effects estimations is that the potential sources of biases in the estimations are limited in comparison to classical OLS models. In the case of OLS models, a correlation between any unobserved variable and the outcome or the treatment variable of interest results in a biased estimate of the treatment effect. In contrast, FE models limit the sources of bias to time-varying variables that correlate with the treatment as well as with the outcome over time. In most applications, this condition is far more achievable than the strong exogeneity assumption of OLS models. For an overview of FE models, see Brüderl and Ludwig (2015).

3 Potential Pitfalls and Limitations of Fixed Effects Estimations

In this section, we point to several important limitations of fixed effects estimations. As previously described, FE estimations are generally more credible than simple OLS regression results, but they are not perfect and do not lack drawbacks. In this context, we first show potential issues regarding FE estimations and then contrast the specific concerns with POLS models.

3.1 Unobserved Heterogeneity

In many applications, there are good reasons to still be concerned about unobserved time-varying heterogeneity. For example, some studies estimate the impact of wages on life satisfaction using fixed effects (e.g., Ferrer-i-Carbonell and Frijters 2004). In this case, there could still be omitted variables, such as chronic diseases (which we assume are partly time-varying, e.g., when one individual gets sick during the panel period), that affect both life satisfaction and wages. In such cases, FE models do not provide estimates of causal effects.

Furthermore, FE only provides unbiased estimates if treated and nontreated individuals do not differ with respect to the trend in the outcome of interest over time (Vaisey and Miles 2017). One example for this case of unobserved heterogeneity is the marital wage premium for men. Men with better career prospects, i.e., men on higher wage trajectories, tend to marry at higher rates because they are attractive
partners. This pattern leads to an overestimation of the marital wage premium even in FE models (Ludwig and Brüderl 2018). Fixed effects individual slope (FEIS) models provide a solution to this problem by detrending the data (Brüderl and Ludwig 2015, p. 337).

However, we would also like to point out that no standard model (OLS models, logit models, probit models, Poisson models, etc.) is exempt from biases induced by unobserved heterogeneity (in general), especially time-varying unobserved heterogeneity, when using panel data. As shown in the previous section, POLS models also require the FE-consistency assumption in addition to the assumption regarding time-constant unobserved heterogeneity. Thus, if FE model results are biased, then POLS model results are also biased. Therefore, we would still argue that FE models are more robust to biases than other models because linear FE models still provide consistent estimation results when the conditional mean is correctly specified, while other models, such as logit or probit models, also require distributional assumptions to be met and require an absence of omitted variables for consistency. Thus, in many cases linear FE models may not estimate a causal effect but are more robust to biases than other models are.

3.2 Group Differences

The considerably weaker exogeneity assumption of FE models compared to that of OLS models implies that the former cannot estimate the coefficients of time-constant covariates at the same observation level as the fixed effects, which is an important drawback of FE models. For example, this means that one cannot include a gender dummy variable in FE estimations with individual-specific fixed effects because gender is time constant and is thus excluded from the estimation via the FE transformation. Thus, FE models are generally not suited for estimating absolute group differences such as gender wage gaps. However, we would also like to point out that one can still examine the interaction between group dummies and time-varying variables in FE models to estimate differences in the coefficients of covariates by group. For example, one can easily examine the interaction of gender and labor market experience in an FE model where the outcome is pay to determine whether there is a difference in the return on experience by gender; however, one cannot solely estimate the difference in pay with FE models.

3.3 Classical Measurement Error

Classical (i.e., random) measurement error can be more problematic in FE estimations than in other models (Angrist and Pischke 2009, p. 225). Consider an estimation where the outcome is the wage of an individual A in a two-wave panel. Now consider that the true wage of individual A is €2550 in both waves, but due to measurement error, individual A reports a wage of €2500 in wave 1 and €2600 in wave 2. In this case, FE models are more sensitive to measurement error than OLS models because all of the variance in FE models is time-varying and thus, in this case, only stems from measurement error. In comparison, OLS models also use time-constant variation, which largely negates the problem of measurement errors of
this type because the overall wage is mostly reported validly. This drawback of FE models leads them to be more prone to classical measurement error in such cases, which can lead to attenuation bias, i.e. coefficient estimates being biased toward 0 (e.g., Swaffield 2001). Practically, this means that FE models provide relatively conservative coefficient estimates and might not detect effects that actually exist.

However, FE models are also more robust to certain types of measurement error problems than POLS models. For example, in wage regressions, wage is typically measured as gross wages. However, some people may mix up gross wages and net wages. This is a kind of measurement error that is nested within respondents; that is, people either get this question right or wrong. Thus, the measurement error varies systematically between individuals and is therefore captured by individual fixed effects. Throwing away between-individual variation and only using within-individual variation for estimations overcomes this kind of measurement error and reduces this potential source of bias. Therefore, for any given case, it is unclear whether measurement error leads to more severe biases in OLS or FE models. Nevertheless, researchers should be aware of the limitations of both estimation strategies.

3.4 Reverse Causality

Another problem that FE estimations are prone to is reverse causality (Vaisey and Miles 2017), and this problem could be widespread. Consider, for example, a regression of health on unemployment, i.e., we are interested in the effect of unemployment on individual health, using a yearly panel. In this case, using a simple FE model, it is unclear whether we actually obtain the causal effect of unemployment on health or if health instead affects the propensity to be employed. We know that both variables change between the survey years, but we do not necessarily know which one drives the effect. In the specific question of unemployment and health, there is some literature addressing this problem (e.g., Krug and Eberl 2018). However, reverse causality is a widespread problem for many research questions, and it is rarely discussed in practical applications. We would also like to point out that this problem also affects OLS estimations but could be more severe in FE estimations because the latter solely rely on intertemporal variation. There are methods that can be used to overcome reverse causality problems, such as dynamic panel estimation methods (e.g., Arellano and Bond 1991), cross-lagged panel models with fixed effects (Allison et al. 2017), or variants of event history models (e.g., Blossfeld 2001). For a comprehensive overview of this problem in panel models and potential solutions, we recommend Leszczensky and Wolbring (2019).

3.5 External Validity

Researchers using fixed effects regressions should at least be aware of issues regarding external validity, i.e., the generalizability of the estimation results. In this context, it is important to keep in mind that FE models solely identify effects based on within-individual changes, whereas POLS models consider between-individual variation (Bell and Jones 2015). Thus, FE estimates could be driven by selective
groups. For example, an estimation of the wage effects of education using a fixed effects model with a general population survey will identify the monetary returns on education based on individuals who switch their educational degree in adulthood but will not account for anyone who has no variation in the schooling variable in adulthood (Hill et al. 2019). The group of individuals who attain higher educational degrees in adulthood could thus be very selective, and the effect identified is likely to not represent the overall effect of education on wages.

In this context, for better understanding we would also like to point to the literature on treatment effects (e.g., Angrist and Pischke 2009; Gangl 2010), which differentiates between the average treatment effect (ATE) and the average treatment effect on the treated (ATT) in FE and OLS models. If the exogeneity assumptions of the respective estimators are met, OLS models identify the ATE, which is the generalizable treatment effect. In contrast, when the exogeneity assumption is met, FE models identify the ATT, which is the treatment effect for those who select into the treatment. In this case, the effect is not generalizable to the general population. However, identifying the ATE is much more difficult than identifying the ATT due to the strict exogeneity assumption. Arguably, it is more useful to identify an unbiased ATT than a spurious ATE. Even causal effects, such as effects gained by an instrument variable estimator, can be transferred to the general public only in very special cases because they identify a local average treatment effect (LATE). In our view, it is difficult to identify any treatment effects that are arguably generalizable. Even lab experiments can be problematic in terms of external validity; it is sometimes unclear whether findings from a lab experiment can be generalized to the population. The setting in an experiment when investigating the use of incentives, for example, may differ largely from real-life situations in which incentives could matter. Thus, a local but causal effect is often more useful than a biased generalized effect. Nevertheless, one should be aware of the kind of effect that FE models identify and keep in mind that when FE estimates and estimates obtained via other methods differ, it does not necessarily imply that the estimates from other methods are biased—they could simply identify a different effect.

However, we would also like to point out that there are cases in which the comparison of POLS and FE estimates seems reasonable. For example, Budig and England (2001) investigate the motherhood wage penalty using FE models and uncover biases in previous studies using only OLS models because most women tend to become mothers at some point in time, which likely makes the sample used in the FE estimation less selective than in other applications.

3.6 Large Standard Errors

A valid point raised by critics of FE analyses (e.g., Hill et al. 2019; Longhi and Nandi 2014) is that FE analyses have lower statistical power than POLS analyses because the former use fewer cases to estimate coefficients and the coefficients only represent within-individual changes over time. This concern is certainly valid, and it is true that FE makes type II errors (i.e., the false null hypothesis is not rejected) more likely (Allison 2009, p. 9). The consequence of this is that FE models are
always more conservative, which in our view is always preferable. Thus, FE models reduce the likelihood of type I errors.

At this point, we would also urge researchers not to make statements on whether there is an effect or not based on statistical significance only. In any case, one should also consider the size of coefficients. If the effect size is relatively large, but the effect is statistically nonsignificant, one should be cautious of stating that there is no effect. In either case, this concern is generally valid for analyses using small sample sizes and is not limited to FE models. Furthermore, the problem of low statistical power becomes less worrisome with the rise of long running panel data such as the PSID, SOEP, and BHPS; such data provide a large amount of within-individual variation over time.

3.7 Fixed Effects as a Black Box

One point of concern is that individual time-constant heterogeneity is essentially a black box (e.g., Angrist and Pischke 2009, p. 243; Hill et al. 2019). In other words, we do not know what information and which biases are eliminated. In most cases, it is unclear which characteristics are actually captured with fixed effects models. For example, FE models might account for a large degree of variation in health status, e.g., for variation that is genetically determined, but we do not know which part of lifestyle choices related to health are captured by the model, as lifestyle may be relatively time constant. Thus, this is an issue to consider when using FE models.

However, compared to POLS models, this is an advantage of FE models because they do not necessarily require defining the black box. In contrast, in a POLS model, one has to define what is in the black box (in terms of omitted variables) to rule out biased results due to an omitted variable bias. Assuming that personality traits are largely time-constant but contain a certain share of time-variability, it is still better to account for a large share of potential biases instead of none at all. In some cases, it is pretty clear what is definitively ruled out by fixed effects. For example, establishment fixed effects should in any case capture sector effects, region effects, etc., which we often want to account for in any case.

3.8 Lagged Dependent Variables and State Dependence

In some cases, researchers could be interested in state dependence, i.e., the effect of the lagged outcome $y_{it-1}$ on the outcome in the current period $y_{it}$. This is relevant when one is, for example, interested in the stickiness of unemployment, i.e., whether unemployment in the previous period in itself, net of other control variables, determines the propensity to be unemployed in the current period. The problem is that, in this case, researchers cannot simply use the lagged outcome as a control variable because it is mechanically correlated with the transformed error term, which renders the estimation of the coefficient inconsistent. Dynamic

---

3 It becomes especially important and complex when thinking about colliders (see Elwert and Winship [2014] for an introduction).
panel data models (e.g., Arellano and Bond 1991; Blundell and Bond 1998) provide a solution to this problem by instrumenting lagged dependent variables with prior differences of the outcome (e.g., by instrumenting $y_{it-1}$ with $y_{it-2} - y_{it-3}$), thus tackling the problem of serial correlation. However, this problem is not exclusive to panel FE models but also applies when using POLS models with lagged dependent variables.

### 4 Conclusion

The use of fixed effects models in sociology is still increasing, and we wholeheartedly welcome this trend. However, there are still misconceptions and confusion among researchers regarding what fixed effects models can and cannot do. This article aims to provide a comprehensive and intuitive overview of this estimation method.

As we show in this paper, comparing FE models to common OLS models, FE models are still preferable in most cases. Therefore, we still encourage scientists to use FE models if they are appropriate for answering a specific research question and if panel data are available. However, we would like to urge researchers to be aware of exactly which effects these models identify and the limitations of these models. In general, we recommend using FE models, especially if (1) time-constant unobserved heterogeneity is likely to be a problem (e.g., concerning selection into the treatment), (2) one is not interested in societal group level differences, (3) time-varying unobserved heterogeneity is unlikely to pose a problem, and (4) the direction of the causal effect is theoretically clear (i.e., if there is likely no problem with reverse causality). In cases where there are still confounding factors, FE models will not provide causal estimates of the effect of interest. Regarding reverse causality, Leszczensky and Wolbring (2019, p. 21 f.) conclude that FE models are “hardly a silver bullet if causal inference is threatened by reverse causality.”

Furthermore, we would like to end on a cautious note. In most cases, it is not correct to interpret the coefficients of any standard OLS, FE, or comparable model as causal effects but rather as partial correlations, net of certain covariates. The identification of causal effects requires an exogenous shock, as in an experiment, to be credible in most cases. In economics, this notion has led to the credibility revolution (Angrist and Pischke 2010), and quasi-experimental designs are now common in this discipline, using methods such as difference-in-differences estimations, instrumental variable regressions, and regression discontinuity designs (e.g., Gangl 2010; Legewie 2012 for an overview in the field of sociology). We believe that the credible identification of causal effects requires this gold standard of identification. Again, especially in these cases, researchers should still be aware of the limitations of their study, the validity of the instruments they use to identify causal effects, and the kinds of effects they identify (especially when using natural experiments).

While one should acknowledge that in most cases FE estimations do not identify truly causal effects, we still deem these models quite valuable. There are many topics in which there are simply no quasi-experimental settings, and it is better to have estimations of partial correlations that are taken with a grain of salt than no
research on these topics at all. This article suggests that in most cases, FE models are preferable to OLS models.

Acknowledgments The authors would like to thank Malte Reichelt and Stefan Schwarz for helpful and valuable comments.

Funding Open Access funding provided by Projekt DEAL.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Allison, Paul D. 2009. Fixed effects regression models (Vol. 160). Thousand Oaks: SAGE publications.

Allison, Paul D., Richard Williams and Enrique Moral-Benito. 2017. Maximum likelihood for cross-lagged panel models with fixed effects. Socius 3.

Angrist, Joshua D., and Jörn-Steffen Pischke. 2009. Mostly Harmless Econometrics. An Empiricist’s Companion. Princeton: Princeton University Press.

Angrist, Joshua D., and Jörn-Steffen Pischke. 2010. The Credibility Revolution in Empirical Economics: How Better Research Design Is Taking the Con out of Econometrics. Journal of Economic Perspectives 24(2):3–30.

Arellano, Manuel, and Stephen Bond. 1991. Some tests of specification for panel data: Monte Carlo evidence and an application to employment equations. The Review of Economic Studies 58:277–297.

Bell, Andrew, and Kelvyn Jones. 2015. Explaining fixed effects: Random effects modeling of time-series cross-sectional and panel data. Political Science Research and Methods 3:133–153.

Blossfeld, Hans-Peter. 2001. Techniques of event history modeling: New approaches to casual analysis (2 ed.). New York: Psychology Press.

Blundell, Richard, and Stephen Bond. 1998. Initial conditions and moment restrictions in dynamic panel data models. Journal of Econometrics 87:115–143.

Breen, Richard, Kristian Bernt Karlson and Anders Holm. 2018. Interpreting and understanding logits, probits, and other nonlinear probability models. Annual Review of Sociology 44:39–54.

Brüderl, Josef. 2010. Kausalanalyse mit Paneldaten. In Handbuch der sozialwissenschaftlichen Datenanalyse, eds. Christof Wolfr and Henning Best, 963–994. Wiesbaden: Springer.

Brüderl, Josef, and Volker Ludwig. 2015. Fixed-effects panel regression. In The SAGE Handbook of Regression Analysis and Causal Inference, eds. Henning Best and Christof Wolf. London: Sage Publications Ltd.

Budig, Michelle J., and Paula England. 2001. The wage penalty for motherhood. American Sociological Review 66:204–225.

Elwert, Felix, and Christopher Winship. 2014. Endogenous selection bias: The problem of conditioning on a collider variable. Annual Review of Sociology 40:31–53.

Ferrer-i-Carbonell, Ada, and Paul Frijters. 2004. How important is methodology for the estimates of the determinants of happiness? The Economic Journal 114:641–659.

Gangl, Markus. 2010. Causal inference in sociological research. Annual Review of Sociology 36:21–47.

Hill, Terrence D., Andrew P. Davis, J. Micah Roos and Michael T. French. 2019. Limitations of Fixed-Effects Models for Panel Data. Sociological Perspectives 0731121419863785.

Krug, Gerhard, and Andreas Eberl. 2018. What explains the negative effect of unemployment on health? An analysis accounting for reverse causality. Research in Social Stratification and Mobility 55:25–39.

Legewie, Joscha. 2012. Die Schätzung von kausalen Effekten: Überlegungen zu Methoden der Kausalanalyse anhand von Kontexteffekten in der Schule. KZfSS Kölner Zeitschrift für Soziologie und Sozialpsychologie 64:123–153.
Leszczensky, Lars, and Tobias Wolbring. 2019. How to Deal With Reverse Causality Using Panel Data? Recommendations for Researchers Based on a Simulation Study. *Sociological Methods & Research*, online first.

Longhi, Simonetta, and Alita Nandi. 2014. *A practical guide to using panel data*. Thousand Oaks: SAGE publications.

Ludwig, Volker, and Josef Brüderl. 2018. Is there a male marital wage premium? New evidence from the United States. *American Sociological Review* 83:744–770.

Mood, Carina. 2010. Logistic regression: Why we cannot do what we think we can do, and what we can do about it. *European Sociological Review* 26:67–82.

Swaffield, Joanna K. 2001. Does measurement error bias fixed-effects estimates of the union wage effect? *Oxford Bulletin of Economics and Statistics* 63:437–457.

Vaisey, Stephen, and Andrew Miles. 2017. What you can—and can’t—do with three-wave panel data. *Sociological Methods & Research* 46:44–67.

Wooldridge, Jeffrey M. 2010. *Econometric analysis of cross section and panel data* (2 ed.). Cambridge: MIT Press.

Matthias Collischon M.Sc., research assistant and doctoral student at the FAU Erlangen-Nürnberg, Chair of Empirical Economics, Germany. Research interests: gender differences in the labor market, the determinants of well-being, quantitative methods. Recent publication: Employment effects of payroll tax subsidies. Small Business Economics, forthcoming (with K. Cygan-Rehm and R.T. Riphahn).

Andreas Eberl Dr. rer. Pol., postdoc researcher at the FAU Erlangen-Nürnberg, Chair of Empirical Economic Sociology, Germany. Research interests: health and well-being, social capital, quantitative methods. Recent publications: The effect of informal caregiving on social capital investments. Social Science Research 85, 2020; When and how does volunteering influence wages? Evidence from panel data. Acta Sociologica 2020 (with G. Krug).