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Abstract

We propose a phase factor of the worldsheet S-matrix for strings on $AdS_5 \times S^5$ apparently solving Janik’s crossing relation exactly.

1 Introduction

The discovery of integrability in planar AdS/CFT \cite{1, 2} has given hope that both participating models, $\mathcal{N} = 4$ gauge theory and string theory on $AdS_5 \times S^5$, can be solved exactly in the planar limit. The spectrum can be obtained, at least to the leading few orders in perturbation theory, by asymptotic Bethe ansätze, see \cite{3} for a review. The leading weak-coupling order in gauge theory was solved in \cite{4}. Reliable Bethe equations presently exist for up to second order (three loops) \cite{5-7}. The spectrum of classical string theory was solved in \cite{8, 9} by means of spectral curves. Based on these results, Bethe equations for quantum strings were proposed \cite{10, 7}. The current state of the art is the expansion to first strong-coupling order \cite{11-13}.

The Bethe equations for gauge theory can be derived by means of an asymptotic Bethe ansatz \cite{14}. This ansatz transforms the spin chain states into a one-dimensional particle model. On the string theory side, one obtains a very similar particle model by an appropriate light cone gauge. After obtaining and diagonalising the S-matrix of the particles one can write down the Bethe equations for periodic states.

The particle model consists of 8 bosons and 8 fermions above the half-BPS vacuum \cite{15}. These particles can be grouped in a $4 \times 4$ matrix. Then the rows transforms under a

$$\mathfrak{h} = \mathfrak{psu}(2|2) \ltimes \mathbb{R}^3$$

(1)
superalgebra and the columns under a separate $\mathfrak{h}$ algebra with shared central charges \[16\].
The S-matrix therefore is a product of the S-matrices for rows and for columns

$$S_{12}^{\text{psu}(2,2|4)} = S_{12}^{0,\text{psu}(2,2|4)} S_{12}^{\text{bare}} S_{12}^{\text{bare}}.$$  \(2\)

Consequently, it suffices to restrict to only one row of particles and to find its S-matrix $S_{12}^{\text{bare}}$. Remarkably, it turns out that the flavour structure of this S-matrix is completely determined by its $\mathfrak{h}$ symmetry \[16\]. Moreover, the Yang-Baxter relation is automatically satisfied by this S-matrix. Symmetry alone, however, does not constrain the overall phase factor $S_{12}^{0,\text{psu}(2,2|4)}$.

The properties of the particles were mainly derived from gauge theory, but also in string theory the particles behave similarly \[17, 18\]. It is therefore very reasonable to assume that the flavour structure of the S-matrix is the same for both models. Finding the exact phase factor for $\mathcal{N} = 4$ gauge theory and for string theory on $AdS_5 \times S^5$ remains one of the biggest challenges in this context. If the Bethe equations with the correct phase turn out to apply even at finite coupling, one could compare them and see whether the AdS/CFT prediction of coinciding spectra holds.

## 2 Phase Factor and Crossing

To obtain the phase factor for an integrable model one usually employs crossing symmetry which puts severe restrictions on its form. Furthermore, assuming a minimal set of singularities often fixes the factor uniquely. An equation for crossing symmetry of the phase factor for the $\mathfrak{h}$-symmetric S-matrix $S_{12}^{\mathfrak{h}} = S_{12}^{0,\mathfrak{h}} S_{12}^{\text{bare}}$ was derived by Janik in \[19\]

$$S_{12}^{0,\mathfrak{h}}(1/x_1^+, x_2^+) = \frac{f(x_1^-, x_2^-)}{S_{12}^{0,\mathfrak{h}}(x_1^-, x_2^-)}$$  \(3\)

with the function

$$f(x_1^+, x_2^+) = \frac{x_1^- - x_2^-}{x_1^- - x_2^+} \frac{x_1^+ - 1/x_2^-}{x_1^+ - 1/x_2^+} = \frac{x_1^- - x_2^-}{x_1^- - x_2^+} \frac{1/x_1^- - x_2^-}{1/x_1^+ - x_2^-}.$$  \(4\)

The spectral parameters $x^\pm$ are related to the particle momenta by

$$\exp ip = \frac{x^+}{x^-}.$$  \(5\)

They furthermore obey the equation

$$x^+ + \frac{1}{x^+} - x^- - \frac{1}{x^-} = \frac{i}{g},$$  \(6\)

where $g$ is the square root of the ’t Hooft coupling constant (up to factors)\[1\]

$$g = \frac{\sqrt{\lambda}}{4\pi}.$$  \(7\)

\[1\]To simplify many expressions, I have chosen a normalisation in this letter which differs from my previous papers, e.g. [3]. The relationship to the old literature is $x^\pm = x^\pm_{\text{old}}/\sqrt{2} g_{\text{old}}$ and $g = g_{\text{old}}/\sqrt{2}$. My excuses for all the previous factors of $1/\sqrt{2}\ldots$
The function $f$ has singularities at
\[ x_1^\pm = x_2^\pm, 1/x_2^\pm \quad \text{and when} \quad x_1^+ = 1/x_2^- \quad \text{or} \quad x_1^- = x_2^+. \quad (8) \]
The latter two singularities are related to two-particle bound states, c.f. \[20\].

In fact, the crossing relation (3) superficially has no solution due to the mismatch of both sides under the antipodal map $x_1^\pm \mapsto 1/x_1^\pm$. However, we have to take into account that the phase factor $S^{0,\mathfrak{h}}$ has branch cuts, e.g. from the opening-up of a two-particle channel. We therefore need to specify how to reach the antipodal point $1/x_1^\pm$ from the point $x_1^\pm$ itself: The equation for the spectral parameters (6) defines a complex torus (19) and there are at least two inequivalent short paths to reach the antipode. Depending on which cuts are crossed by the path, the phase factor $S^{0,\mathfrak{h}}(1/x_1^\pm, x_2^\pm)$ can take different values. One of them should obey (3), the other will obey a related equation.

Going back to $\mathfrak{psu}(2,2|4)$ we can express the crossing relation in terms of the dressing factor $\sigma$ (10) in the conventions of \[7\] ($\sigma$ in \[10\] equals $\sigma^2$ in \[7\]) as
\[ \sigma(1/x_1^\pm, x_2^\pm) = \frac{h(x_1^\pm, x_2^\pm)}{\sigma(x_1^\pm, x_2^\pm)}, \quad \text{where} \quad h(x_1^\pm, x_2^\pm) = \frac{x_2^\pm}{x_2^\pm f(x_1^\pm, x_2^\pm)}. \quad (9) \]

In this letter we shall propose a function obeying the above crossing relation. This also leads to a function obeying crossing (3) for the S-matrix with $\mathfrak{h}$ symmetry via
\[ S^{0,\mathfrak{h}}(x_1^\pm, x_2^\pm) = \sqrt{\frac{x_1^+ - x_2^-}{x_1^- - x_2^+} \frac{1 - 1/x_1^- x_2^+}{1 - 1/x_1^+ x_2^-}} \frac{1}{\sigma(x_1^\pm, x_2^\pm)}. \quad (10) \]

### 3 The Proposal

The central proposal of this letter is that a crossing-symmetric phase factor is given by
\[ \sigma(x_1^\pm, x_2^\pm) = \exp i\theta(x_1^\pm, x_2^\pm), \]
\[ \theta(x_1^\pm, x_2^\pm) = \theta_0(x_1^\pm, x_2^\pm) + \theta_1(x_1^\pm, x_2^\pm), \]
\[ \theta_0(x_1^\pm, x_2^\pm) = -\frac{i}{2} \log \left( \sqrt{\frac{x_1^+ x_2^-}{x_1^- x_2^+} \frac{1 - 1/x_1^- x_2^+}{1 - 1/x_1^+ x_2^-}} \right), \]
\[ \theta_1(x_1^\pm, x_2^\pm) = \sum_{r=2}^{\infty} \sum_{s=r+1}^{\infty} c_{r,s} (q_r(x_1^\pm) q_s(x_2^\pm) - q_s(x_1^\pm) q_r(x_2^\pm)) \quad (11) \]
with the coefficients
\[ c_{r,s} = \frac{(-1)^{r+s} - 1}{\pi} \frac{(r - 1)(s - 1)}{(r + s - 2)(s - r)} \quad (12) \]
and the magnon charges
\[ q_r(x^\pm) = \frac{i}{r - 1} \left( \frac{1}{(x^\pm)^{r-1}} - \frac{1}{(x^-)^{r-1}} \right). \quad (13) \]
The first contribution $\theta_0$ is similar at leading order in strong coupling with classical string theory (8) and the AFS phase (10), but it does not literally agree. It is shown in
a subsequent publication \cite{21} that an additional homogeneous solution of the crossing relation (3) with \( f = 1 \) is required

\[ \delta \theta(x_1^+, x_2^+) = \frac{i}{2} \left( \frac{1}{2} + \frac{ig}{x_2} - \frac{ig}{x_2} \right) \log \frac{x_1^+}{x_1} - \frac{i}{2} \left( \frac{1}{2} + \frac{ig}{x_1} - \frac{ig}{x_1} \right) \log \frac{x_2^+}{x_2}. \] (14)

Together, the two contributions \( \theta_0 + \delta \theta \) yield precisely the phase factor derived from string theory in light cone gauge \cite{22} which is known to be consistent with the classical result \cite{8, 10}. The second contribution \( \theta_1 \) is precisely the one-loop phase proposed by Hernández and López \cite{12}. It was already confirmed that this phase obeys the crossing relations perturbatively up to the first order in the strong-coupling expansion in \cite{23}. The present claim is that the phase (11) obeys the crossing relation exactly even for finite coupling \( g \). In the following I will provide arguments to substantiate the proposal. I will however not give a rigorous proof.

4 Analytic Structure

To motivate why the phase (11,12,13) might receive no further corrections to be able to solve the crossing relation, it is useful to investigate the structure of zeros and poles in the function \( \exp i \theta \). The key insight is that, effectively, an almost analytic function is uniquely defined (up to a constant term) by the positions and multiplicities of its zeros and poles. We would therefore need to show that the structure of poles agrees with the crossing relation. To find zeros and poles, we sum up the expressions for \( \theta_1 \) (11,12,13) in a closed form, see \cite{23}. The phase then has the following general form

\[ \theta_1(x_1^+, x_2^+) = \ldots \pm \frac{1}{2\pi} \log(*) \log(*) + \ldots \pm \frac{1}{2\pi} \text{Li}_2(*) + \ldots \] (15)

with \( * \) representing some combinations of \( x_{1,2}^+ \).

Let us first consider the crossing relation applied twice: It has the form

\[ \sigma(x_1^+, x_2^+) = \frac{f(1/x_1^+, x_2^+)}{f(x_1^+, x_2^+)} \sigma(x_1^+, x_2^+) \quad \text{or} \quad \exp i \theta = \exp i \Delta \theta \exp i \theta. \] (16)

It is understood that the two instances of \( \sigma \) differ by a continuous path once around the imaginary period of the torus. In other words, we are comparing the value of the dressing factor \( \sigma \) on two different Riemann sheets. In detail, the phase shift \( \Delta \theta \) reads

\[ \exp i \Delta \theta = \frac{x_1^+ - x_2^+}{x_1^+ - x_2^-} \frac{x_1^- - x_2^-}{x_1^- - x_2^+} \left( 1 - \frac{1}{x_1^+ x_2^+} \right) \frac{x_1^- - x_2^-}{x_1^- - x_2^+} \left( 1 - \frac{1}{x_1^- x_2^-} \right). \] (17)

Now it is important to know how the functions \( \log \) and \( \text{Li}_2 \) change when crossing a cut

\[ \log z \mapsto \log z \pm 2\pi i, \quad \text{Li}_2 z \mapsto \text{Li}_2 z \pm 2\pi i \log z. \] (18)

Therefore, the expression for the phase shift is of the form

\[ \Delta \theta_1 = \ldots \pm i \log(*) + \ldots \pm 2\pi + \ldots \] (19)
describing zeros and poles in \( \exp i \Delta \theta \). Excitingly, the coefficients in front of the log’s are precisely \( \pm i \) leading to a single zero or pole, in agreement with (17).

The appearance of integer factors in an exponent gives the hint that a non-renormalisation theorem may apply: Further corrections of \( \theta \) would be of the order \( \mathcal{O}(1/g) \) or higher. As the coupling constant is arbitrary, it would be hard to obtain integer coefficients in front of logarithmic singularities. We would most likely introduce zeros or poles with irrational weights which would completely alter the analytic structure and introduce unwanted branch cuts. This is similar to the argument of why some anomalies in a quantum field theory receive corrections at the one-loop level only. In fact, as \( \theta_1 \) is a one-loop contribution, it is conceivable that it represents an anomaly of some sort. A further supporting argument in the form of an explicit example is given in App. A.

Next we should find out where the logarithmic singularities in \( \Delta \theta_1 \) reside. According to (18), the positions are just the zeros and poles of the arguments of log’s and \( \text{Li}_2 \)’s in (15). For the full expression from (11,12,13), the logarithmic singularities happen to be at the positions

\[
x_1 = x_2, 1/x_2, \quad \text{or} \quad x_{1,2} = 0, \infty, \pm 1,
\]

where \( x_{1,2} \) represent any of \( x_{1,2}^\pm \). Among these we clearly identify all the poles and zeros of the function (17). Therefore it is conceivable that (11,12,13) solve the doubled crossing relation (16).

It turns out that \( \theta_1 \) alone solves the doubled crossing relation. The additional term \( \theta_0 \) is required to obey the single crossing relation (9). Using the perturbative machinery of [23] it is straight-forward to verify that the crossing relation is obeyed for several odd powers in \( 1/g \sim \zeta \). In fact, we used this property to construct and guess the phase \( \theta_0 \). Conversely, the even powers in \( 1/g \) are generated only by \( \theta_1 \). One might be able to show that crossing is obeyed perturbatively for even powers in \( 1/g \), but this would be much more involved due to residual logarithms in the expressions.

Should (11,12,13) be the correct physical answer for string theory? Firstly, as shown above, it has about the right set of analytic properties. Furthermore, it has been verified to obey the crossing relation in the leading and sub-leading perturbative orders [23] (by construction, also to second and a few higher even orders). Finally, further corrections of \( \theta \) would be likely change the analytic structure and a non-renormalisation theorem may apply. In conclusion, one of the simplest conceivable solutions of the crossing relation may be (11,12,13). Together with the homogeneous solution (14) [21] it agrees with perturbative string computations [24] at next to leading order [10,25,12,13]. However, it must be noted that the proposed phase does not match with the classical scattering phase for giant magnons derived in [17]. A further homogeneous solution of the crossing relation may be required for agreement with giant magnons and/or higher perturbative orders.

5 Verifications

Of course we need to perform some basic tests of the conjecture. The perturbative test in [23] is a first step. We would like to show at finite coupling \( g \) that the crossing relation (9) is obeyed. The problem is that we need to specify a path when shifting one of the
parameters \( x^\pm \) to its antipode \( 1/x^\pm \) and that the change of phase does depend on it. A full analysis is beyond the scope of the current publication and should be performed in more detail elsewhere.

Here we are moderate and check the validity of the crossing relation for a few random values of \( x_{1,2}^\pm \). We specify a path \( x_1^\pm (t) \) connecting \( x_1^\pm \) to \( 1/x_1^\pm \) and obeying (6). We use a parametrisation where the rapidity \( z \) moves along one imaginary period of the torus which defines the space of solutions \( x^\pm \) to (6), c.f. [19]. In particular, we choose the momentum \( p \), defined via (5), to equal 
\[
p = 2 \text{ am}(z).
\]
Here ‘am’ represents Jacobi’s elliptic amplitude with elliptic modulus \( k = 4 ig \). The imaginary half-period is 
\[
\omega_2 = 2i K(\sqrt{1-k^2}) - 2 K(k).
\]
When moving along the path, we need to be careful about branch cuts. When the path crosses a branch cut, the logarithms have to be replaced according to (18).

Several sets of points \( x_{1,2}^\pm \) were chosen at random and the crossing relation (9) was verified numerically to six-digit precision. Furthermore, the double crossing relation (16) can be verified more explicitly: One simply keeps track of which terms have been added according to (18) when moving along the path. The resulting expression matched (17) (or its inverse, cf. [21]) in all tested cases.

6 Conclusions and Outlook

In this letter I have proposed an overall phase factor (11,12,13) for the worldsheet S-matrix of strings on \( AdS_5 \times S^5 \): Its main property is that it seemingly solves Janik’s crossing relation [19] stated in (9) as the present tests confirm. The S-matrix agrees with string theory at the classical level [8] and the first subleading order in \( 1/\sqrt{\lambda} \) [12] when the homogeneous piece [14, 21] is added. It is useful to write down the overall scattering factor for two excitations in the \( R \times S^3 \) subsector

\[
\sigma^2(x_1^\pm, x_2^\pm) \frac{x_1^\pm - x_2^\pm}{x_1^\pm - x_2^\pm} = \exp\left(2i\theta_1(x_1^\pm, x_2^\pm)\right) \sqrt{\frac{x_1^\pm}{x_2^\pm} \frac{x_1^\pm - x_2^\pm}{x_1^\pm - x_2^\pm}}. \tag{21}
\]

Here \( \theta_1 \) is the Hernández-López scattering phase [12] reproduced in (11). It is interesting that such a simple form of scattering factor remains.

For the complete S-matrix element \( A_{12} \) in the S-matrix with \( h \) symmetry we obtain

\[
A_{12} = S^{0,h}(x_1^\pm, x_2^\pm) \frac{x_2^+ - x_1^-}{x_2^+ - x_1^-} = \exp\left(-i\theta_1(x_1^\pm, x_2^\pm)\right) 4 \sqrt{\frac{x_1^- x_2^+}{x_1^+ x_2^-}} \sqrt{\frac{x_2^- x_1^+}{x_2^+ x_1^-}}. \tag{22}
\]

Intriguingly, the element \( D_{12} \) has just the square root term inverted

\[
D_{12} = -S^{0,h}(x_1^\pm, x_2^\pm) = -\exp\left(-i\theta_1(x_1^\pm, x_2^\pm)\right) 4 \sqrt{\frac{x_1^- x_2^+}{x_1^+ x_2^-}} \sqrt{\frac{x_2^- x_1^+}{x_2^+ x_1^-}}. \tag{23}
\]

The term \( A_{12} \) is precisely the square root of (the inverse of) the above scattering factor for string theory in the \( R \times S^3 \) sector. The full S-matrix for string theory can thus
be written merely as the product of two $h$-symmetric S-matrices without an additional prefactor (the inverse is due to a change of conventions)

$$S_{12}^{\text{psu}(2,2|4)} = S_{12}^h S_{12}^h.$$ (24)

There is a host of further investigations that should be performed: The present conjecture should be completed by a suitable homogeneous solution of the crossing equation to achieve full agreement with perturbative string theory at higher orders. Then it should be derived from string theory along the lines of $^{[23,22,27]}$. It is interesting to see that the one-loop result consists of $\log \cdot \log$ and $\text{Li}_2$ terms. This is what might be expected as the outcome of a one-loop integral in some field theory (albeit a four-dimensional one).

Furthermore, it is very important to study the analytic structure of the phase factor. Where are the zeros, singularities, branch points and how are they connected? What is their meaning? Is there periodicity along the real cycle of the torus? What is the structure of the underlying Riemann surface? Does the function $\theta_1$ of two points on a torus appear in another context? Some of this knowledge should eventually enable one to rigorously prove the crossing relation for the phase factor.

The most pressing question is presumably whether the phase factor interpolates to $\sigma = 1$ at the first few orders of the weak-coupling expansion around $g = 0$ in order to match with gauge theory. This is a crucial test of the AdS/CFT conjecture. Simple agreement with gauge theory would very much count in favour of the exact validity of the correspondence. In the case of disagreement, one may argue that the Bethe ansätze are asymptotic and valid only to the first few orders in perturbation theory (at either strong or weak coupling) $^5$. Therefore the disagreement would be irrelevant and both models would have their own dressing factor $\sigma$. The author’s hope, however, is that the Bethe equations for gauge and string theory are exact and not just asymptotic. No tests of the weak-coupling regime have been performed here. It is only remarked that, according to the conventional logic, the Hernández-López term appears at $O(g^3)$. Perhaps, the correct gauge theory answer ($\sigma = 1$ until at least $O(g^4)$) can be found on a different Riemann sheet? In any case, the appearance of a contribution to anomalous dimensions at two and a half loops (equivalent to $O(g^3)$ in $\sigma$) would seem cumbersome. Results in the BMN limit $^{[15,6]}$, for transcendentality counting $^{[28]}$ and the similarity to the Hubbard spin chain $^{[29,30]}$ suggest that the exact function $\sigma = 1$ is preferable for several reasons. This function however cannot extrapolate to the factor obeying crossing symmetry (unless there are essential singularities).

An important test for the consistency of some Bethe equations is that they reproduce the correct number of states of the underlying model. This is not an easy task but it should be performed for the present model and some tests seems possible. Does the number of states change between strong and weak coupling? A related question was posed in $^{[31]}$: How does the $\mathbb{R} \times S^3$ sector of string theory transform to the (smaller) $\text{su}(2)$ sector in gauge theory?

Finally, it would be remarkable if one could apply sigma model Bethe equations with an additional level of nesting to derive the complete phase. This has already been demonstrated to work in several cases $^{[32]}$ at the leading order in strong coupling (similarly, for gauge theory in $^{[30]}$). Can we also derive the Hernández-López phase in this fashion, perhaps even in more general sigma models?
**Note added.** A previous version of this manuscript posted to arxiv.org claimed full agreement of the phase \(11,12,13\) with perturbative string theory at the leading few orders. It was brought to my attention by J. Maldacena that this is not so for the case of classical giant magnons \[17\] and AFS \[10\] at finite momentum. R. Hernández and E. López noted that it does not even agree with AFS at small momentum, i.e. with classical spinning strings and near-plane wave strings. The correct statement is that it agrees for small momenta after adding the homogeneous piece \(14\) as found in a subsequent article \[21\]. To achieve agreement with classical giant magnons is more subtle, cf. also \[21\]. I am very grateful for their kind remarks and also to S. Frolov and A. Tseytlin for similar statements.
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### A Spiral Staircase of Poles

The double crossing relation \[10\] requires that the degree of a pole in \(\sigma\) changes by one when going once around one period of the torus. To gather some experience with functions of this type, let us consider the simple example

\[
f(y) \sim \prod_{n=1}^{\infty} \left( \frac{y-n}{y+n} \right)^n.
\]

This function was constructed to have a zero of degree \(n\) at \(y = n\) for all \(n \in \mathbb{Z}\). It needs regularisation and we can easily evaluate the product by considering a multiple logarithmic derivative and then integrating back. The result is of the form

\[
f(y) \sim \exp S(e^{2\pi iy}) \quad \text{with} \quad S(w) = \frac{\text{Li}_2 w + \log w \log(1-w)}{2\pi i}.
\]

This function is regular at \(w = 1\) and has a logarithmic singularity at \(w = 0\). When moving once around the point \(w = 0\) (and thus past the branch cut) a zero or a pole appears at \(w = 1\). Performing another loop in the same direction will increase the degree of the zero or pole by one. This property led to the conjecture that the Hernández-López term \[12\] might be sufficient to satisfy large parts of the crossing relation: In the summed form by Arutyunov and Frolov \[23\] it consists of only \(\text{Li}_2\) and \(\log \cdot \log\) terms with precisely the right coefficients. Moreover, one can show that \(\theta_1\) is a sum of \(\pm S(w)\)’s with the \(w\)’s some suitable functions of \(x_{1,2}\).
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