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Face recognition (FR) algorithms have been proven to exhibit discriminatory behaviors against certain demographic and non-demographic groups, raising ethical and legal concerns regarding their deployment in real-world scenarios. Despite the growing number of fairness studies in FR, the fairness of face presentation attack detection (PAD) has been overlooked, mainly due to the lack of appropriately annotated data. To avoid and mitigate the potential negative impact of such behavior, it is essential to assess the fairness in face PAD and develop fair PAD models. To enable fairness analysis in face PAD, we present a Combined Attribute Annotated PAD Dataset (CAAD-PAD), offering seven human-annotated attribute labels. Then, we comprehensively analyze the fairness of PAD and its relation to the nature of the training data and the Operational Decision Threshold Assignment (ODTA) through a set of face PAD solutions. Additionally, we propose a novel metric, the Accuracy Balanced Fairness (ABF), that jointly represents both the PAD fairness and the absolute PAD performance. The experimental results pointed out that female and faces with occluding features (e.g. eyeglasses, beard, etc.) are relatively less protected than male and non-occlusion groups by all PAD solutions. To alleviate this observed unfairness, we propose a plug-and-play data augmentation method, FairSWAP, to disrupt the identity/semantic information and encourage models to mine the attack clues. The extensive experimental results indicate that FairSWAP leads to better-performing and fairer face PADs in 10 out of 12 investigated cases. CAAD-PAD is publicly available\textsuperscript{1}.

Index Terms—Face presentation attack detection, Fairness assessment, Bias enhancement

I. INTRODUCTION

Face recognition (FR) \cite{1, 2} has made significant advances in recent years and has been successfully deployed in various practical scenarios, such as unlocking mobile phones or automated border control. However, FR is vulnerable to presentation attacks (PA) \cite{3}. An attacker can use a PA, such as a printed photo\textsuperscript{4}, a replayed video\textsuperscript{5}, 3D mask\textsuperscript{6}, or masked spoof faces\textsuperscript{7},\textsuperscript{8}, to impersonate someone or obfuscate his/her own identity. Therefore, face presentation attack detection (PAD) is crucial to mitigate a major vulnerability of FR algorithms. Over the last few decades, machine learning and deep learning techniques have been successfully applied in various computer vision fields, such as image recognition\textsuperscript{9}, object detection\textsuperscript{10}, pose estimation\textsuperscript{11},\textsuperscript{12}, as well as PAD\textsuperscript{13},\textsuperscript{14}. However, these deep learning-based methods heavily rely on the scale and diversity of training data, and such data-driven approaches are known to exhibit unfairness towards certain data categories\textsuperscript{15}. Learnable models are strongly impacted by data-induced biases because they tend to optimize objectives toward the majority group, i.e. data represented with more samples in training datasets. This commonly results in less optimized performance for minority groups, leading to unfair decisions. The assessment and enhancement of fairness in biometric systems have gained increasing attention from both the research community and the general public\textsuperscript{16}. For example, many studies have investigated fairness in FR\textsuperscript{17},\textsuperscript{18} and face quality\textsuperscript{19},\textsuperscript{20}.

Most studies on biometric fairness have concentrated primarily on demographic covariants, especially gender and race. Only a few studies\textsuperscript{18},\textsuperscript{19} investigated the impact of other variations, such as appearance traits, on biometric fairness. Moreover, the fairness of PAD has not been investigated except for very limited studies on iris PAD\textsuperscript{21} and face PAD\textsuperscript{22}. Fang et al.\textsuperscript{21} addressed the gender fairness in iris PADs and the experimental results pointed out that female users were significantly less protected by the PAD in comparison to males. Alshareef et al.\textsuperscript{22} considered gender fairness in face PAD by using ResNet50\textsuperscript{23} and VGG16\textsuperscript{24} on a limited PAD data. Both studies focused only on the gender fairness assessment and with very limited evaluation data, both in terms of size and diversity. The main reason is that the majority of publicly available PAD datasets do not contain information regarding demographic and non-demographic attributes, making it impossible to assess the fairness, let alone enhance potential unfairnesses. Furthermore, the fairness of the PADs in both studies\textsuperscript{21, 22} was measured by using differential performance and outcome of PAD, i.e. no fairness metrics were applied. To date, only two very recent definitions of fairness in FR were proposed, Inequality Rate (IR)\textsuperscript{25} and Fairness Discrepancy Rate (FDR)\textsuperscript{17}. IR\textsuperscript{25} takes the ratio differences between the minimum and the maximum FR performance per group. However, IR has two drawbacks: 1) IR has no theoretical upper bound due to its multiplicative nature and exponential weights, 2) IR might be incomputable due to its ratio property, i.e. when the minimum FR performance (denominator) for any group is zero. FDR\textsuperscript{17} considers the maximum difference FR performance between any two groups based on a decision threshold calculated across all groups. However, FDR does not take absolute performance into account and thus might consider a fair but low-performing
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PAD "better" than an unfair PAD that performs close to perfect.

To address these under-explored gaps in analyzing, representing, and enhancing fairness in face PAD, we present in this work the following contributions:

- We present a Combined Attribute Annotated PAD Dataset (CAAD-PAD) by combining six publicly available PAD datasets that include highly diverse PAs. To facilitate fairness assessment, we provide seven human-annotated attribute labels that cover both demographic and non-demographic attributes.
- We assess the fairness of face PADS from two aspects: the nature of the training data and the Operational Decision Threshold Assignment (ODTA) based on data of different groups.
- We adapt the fairness metric, FDR, to face PAD and propose a novel metric, Accuracy Balanced Fairness (ABF), that jointly represents both the fairness and the absolute PAD performance.
- To enhance the fairness of PADS, we propose a straightforward data augmentation solution, named FairSWAP. FairSWAP disrupts the identity and semantic information, boosting the performance and fairness of PADS in most cases, as will be demonstrated through a comprehensive and diverse set of experiments.

The rest of this work is organized as follows: Section II presents the essential background information regarding fairness in automated decision systems and PAD. Section III introduces our CAAD-PAD, including descriptions of each used PAD dataset, human-annotation criteria, and experimental protocols designed to enable fairness analyses. Section IV focuses on setups for fairness assessment and describes used PAD algorithms, evaluation metrics including our proposed ABF, and implementation details. Section V introduces the proposed FairSWAP for fairness enhancement and the corresponding implementation details. Section VI and VII discuss the results of fairness assessment and enhancement of face PADS, respectively. A summary is presented in Section VIII.

II. RELATED WORK

A. Fairness in automated decision systems

Biometric systems, as automated decision-making systems, have been widely deployed in recent decades. Building an automated decision-making system involves the following steps: data collection and pre-processing, model development, and model validation and testing, as illustrated in Figure I. Biometric data, such as face and iris traits, are collected by sensors and pre-processed to serve as input for learnable models. Model/algorithm development aims to summarize the pattern of biometric traits via supervised/unsupervised learning. The developed model is then evaluated with respect to certain metrics, such as accuracy and equal error rate (EER), among others. As suggested in [15], [17], potential triggers of unfairness may exist at every stage of an automated system, as listed in Figure I (* refers to aspects addressed in this work). In the data collection phase, unfairness may arise due to sampling bias, resulting in data imbalance, measurement bias related to the capture environments and sensors, and label bias attributed to annotators. Similarly, model/algorithm development could be human biased (e.g., problem formulation or objective function definition by human designer) or statistically biased (e.g., performance metric-based model selection or bias inherited from the training data or pre-processing), as argued in [15], [26], [27]. Lastly, fairness issues could arise in model validation and testing given an account of potential validation/test bias, evaluation metric bias, or amplification bias [15]. Amplification bias occurs when the validation/test data is skewed compared to the training data distribution, which motivates our experimental protocol design in Section III-C. In automated biometric systems, a threshold commonly computed from the validation (development) set is necessary to make a final decision. The unfair distribution of validation data could be transmitted to the threshold computation, which is an issue analyzed in this work. Schwartz et al. [15] suggested that the dataset, evaluation, and human factor are the three critical challenges in machine learning fairness. Fairness issues caused by human factors are much more complex and multi-faceted, including societal and historical aspects. Therefore, this work focuses on studying the dataset- and ODTA-related fairness concerns and proposes a fairness enhancement solution at the data pre-processing level.

B. Fairness in face presentation attack detection

Recently, Drozdowski et al. [28] presented a comprehensive summary of the existing literature on fairness assessment and enhancement of biometric systems. This survey found that a majority of existing studies conducted fairness experiments using face traits and concentrated only on recognition algorithms, while the fairness of PADS was barely investigated. To date, the fairness of face PAD systems has received insufficient attention. To the best of our knowledge, only one study [21] explored the gender fairness of iris PAD systems and one work [22] considered the gender fairness of face PAD by using ResNet50 [23] and VGG16 [24] on a signle face PAD dataset. The fairness of demographic attributes (e.g., gender, age, race) and soft-biometric attributes (e.g., beards, hair, makeup, accessories) in face PAD systems has been extremely understudied. The main possible reason is the insufficient face PAD data and the lack of such attribute labels. Most existing PAD datasets, such as OULU-NPU [5], CASIA-MFSD [4], MSU-MFS [29], Idiap Replay-Attack [30], were collected in laboratories with insufficient subjects (details can be found in Table I) and thus leading to limited variations in soft-biometric characteristics. A large-scale face PAD dataset, CelebA-spoof [3], provided some additional soft-biometric labels. However, after a comprehensive analysis on the data distribution, we found that data in attribute groups in CelebA-spoof is extremely unbalanced over bona fide and attack samples, making it impossible to design proper experimental protocols for PAD fairness analyses. For example, subjects with eyeglasses, makeup, or bangs are all bona fide samples. This issue also exists in the PADISI-Face [6] dataset. To address this issue, this work combined six publicly available face PAD datasets, consisting of print, replay, 3D mask and wax figure attacks,
and provided seven human-annotated attribute labels to enable PAD fairness studies. In addition to the lack of appropriate labeled data, there are no standard criteria for assessing the fairness of developed systems. Fang et al. [21] studied demographic bias by adapting and reporting the differential performance and differential outcome as suggested for verification performance in [31]. Differential performance, as in [21], measures the difference in the bona fide or attack decision distribution between specific attribute groups independently of any decision threshold, while differential outcome describes the difference in APCER or BPCER rates between different demographic groups relative to a group-specific decision threshold. Alshareef et al. [22] measured the demographic bias and fairness of PAD solutions by observing the difference in PAD performance, such as Area Under the Receiver operating characteristic curve (ROC-AUC), accuracy, EER, and APCER/BPCER. Both studies assessed fairness either using group-specific decision thresholds or being independent of any decision threshold. However, using such group-specific thresholds is not fair for different groups, as mentioned in [17], and measuring fairness independently from thresholds is not realistic. Such problems were raised and explored in FRs in [32].

Our work also assesses the fairness associated with ODTA of face PADS by exploring the PAD performance under different attribute group decision thresholds (corresponds to the marked points of the model validation/testing phases in Figure 1). To bridge the gaps in the fairness measurement, Pereira and Marcel [17] introduced FDR to evaluate and compare fairness between biometric verification systems. Unlike measuring the fairness by reporting differential performance [21], [22], [28], FDR assessed the trade-off between model performances by assuming a single "fair" decision threshold for all demographic groups. Therefore, in this study, FDR is adapted to assess the fairness of face PADS (details in Section III-B). However, FDR does not consider absolute performance, thus a completely fair but low-performing PAD will be considered "better" than a slightly unfair PAD that performs perfectly, according to FDR. As a result, we propose the ABF metric to further link the PAD performance and fairness.

III. Combined Attribute Annotated PAD Dataset

Extensive research [17], [18], [28], [33] has shown that recognition systems exhibit bias, i.e. subjects in a certain demographic or non-demographic groups are more accurately recognized than others. However, most of these research efforts focus only on exploring [17], [18], [33] or mitigating [34], [35], [36] bias in FR algorithms, with no detailed investigation of demographic and non-demographic bias in face PAD systems. Besides the contemporary nature of biometric bias studies, one possible reason for this is the lack of sufficient PAD data with soft-biometric labels. To address this issue, we combine six face PAD datasets and provide publicly released corresponding annotations covering demographic and non-demographic attributes, named Combined Attribute Annotated PAD Dataset (CAAD-PAD). We present a detailed description of each selected PAD dataset, the criteria of annotations, the distribution of CAAD-PAD, and the experimental protocols for fairness assessment in the following Section III-A, III-B and III-C respectively.
### A. Datasets

| Dataset        | Year | BF/Attack | Sub | Attack types       | Attribute label |
|----------------|------|-----------|-----|--------------------|-----------------|
| CASIA-FASD    | 2012 | 150/450   | 50  | 1 Print, 1 Replay  | No              |
| Replay-Attack | 2012 | 2200/1000 | 30  | 2 Print, 2 Replay  | No              |
| MSU-MFSD      | 2015 | 700/410   | 35  | 1 Print, 2 Replay  | No              |
| HKBU-MARs     | 2016 | 1200/50   | 12  | 2 3D masks         | No              |
| OULU-NPU      | 2017 | 170/300   | 12  | 2 Print, 2 Replay  | No              |
| SWFFD          | 2019 | 2,300/300 | 35  | 1 Print, 2 Replay  | No              |
| CelebA-Spoof  | 2020 | 184,407/377,168 | 10177 | 3 Print, 3 Replay, 1 3D, 3 Paper Cut | Yes (40) |
| PADISI-Face   | 2021 | 1,105/924 | 360 | 1 Print, 4 Mark, 1 Makeup, 1 Tattoo, 2 Partial | Yes (4) |
| CAAD-PAD (our)| 2022 | 2,510/656 | 2,300/2,300 | 947 | 1 Print, 2 Replay, 1 3D, 2 3D masks, 1 wax face | Yes (7) |

**TABLE I**

Summary of the main existing face PAD datasets. “V” and “I” refers to video and image sample, respectively. “BF” indicates the bona fide samples. The number following the “YES” is the number of attribute label types. CAAD-PAD (our) combines CASIA-FASD [4], Replay-Attack [30], MSU-MFSD [29], HKBU-MARS [37], OULU-NPU [5] and SWFFD [38]. Despite the rich annotations of CelebA-Spoof [3], the provided attributes are extremely unbalanced over bona fide and attack, making it impossible to design proper protocols for fairness assessment. The PADISI-Face [6] has the same issue and is of a much smaller scale. These issues are discussed in details in Section III and motivates the need for our CAAD-PAD dataset.

The selected six face PAD datasets (to build our CAAD-PAD) are presented in detail in this section. Table I summarizes the information of these PAD datasets, along with two conventional PAD datasets that contain attribute labels. CelebA-Spoof dataset [3] involving rich annotations (as listed in Table I) is considered unsuitable for the goal of this work due to the extreme imbalance of its data, making it impossible to design proper experimental protocols for fairness study. For example, subjects with attributes, such as eyeglasses, makeup and bangs, are all bona fide samples in the CelebA-Spoof dataset. A similar issue exists in the PADISI-Face [6] dataset. To facilitate fairness assessment of face PAD, we selected the following publicly available face PAD datasets (samples in Figure 2): CASIA-FASD [4], Replay-Attack [30], MSU-MFSD [29], HKBU-MARS [37], OULU-NPU [5] and SWFFD [38], to be composed into our CAAD-PAD.

This combination of datasets is chosen for the following reasons: 1) They consist of diverse PAs, including print and replay attacks, 3D mask attacks, and wax figure face attacks. 2) CASIA-FASD [4], Replay-Attack [30], MSU-MFSD [29], and OULU-NPU [5] are widely used in PAD studies [39], [40], [41] which is the main problem in PAD. 3) HKBU-MARS [37] and SWFFD [38] target the realistic mask attack problem, which is one of the practical PA problems in real-world applications. The descriptions of each selected dataset are provided in the following:

- **CASIA-FASD** dataset [4] covers diverse potential attack types in the real world, including warped photo, cut photo, and video attacks. CASIA-FASD includes 600 videos across 50 subjects, where each subject has 12 videos (three bona fides and nine attacks). The videos consist of low, normal and high quality, where videos of low and normal quality have a resolution of 640 × 480, and high-quality videos have a resolution of 1280 × 720 pixels.

- **Idiap Replay-Attack** [30] dataset contains 1,200 videos (200 bona fide and 1,000 attack) from 50 subjects. The videos were acquired in two sessions: controlled and adverse, with no-uniform background and illumination conditions. The attack videos were captured under two modes: 1) hand-based attack, where the attack device was held by a human hand, and 2) fixed-support attack, where the attack device was placed on fixed support.

- **MSU-MFSD** [29] dataset consists of 440 videos (110 bona fide and 330 attacks) across two attack types, video replay and printed photo, of 55 subjects. **OULU-NPU** [5] dataset was captured under realistic mobile authentication scenarios. It comprises 5,940 videos from 55 subjects, with 1,980 bona fides and 3,960 attack videos. The videos were captured using six different mobile phones under various illumination and backgrounds.

- **HKBU-MARS** [37] is a 3D mask PAD dataset that includes masks generated by two different techniques. First is the ThatsMyFace mask, which leverages 3D reconstruction and printing techniques to generate facial mask. The advantage of ThatsMyFace Mask is that the mask can be easily generated with a single customized image, but the skin texture is not well restored due to defects of the 3D printing technique. The second technique is the REAL-F mask [42], which provides a high-quality appearance and closely resemble bona fide faces, as it can reconstruct the skin texture, blood vessels of the eyes, and iris. This database contains 180 videos (120 bona fides and 60 attacks) of 12 subjects. An example of a bona fide sample, a ThatsMyFace attack, and a REAL-F mask are shown in Figure 2 (e).

- **Single Wax Figure Face Database (SWFFD)** [38] provides realistic 3D PAs in the form of wax figure faces, complementing the above face PAD datasets that cover replay, print, and other 3D attacks. The SWFFD dataset, which features a high diversity of subjects sourced from the web, includes a total of 4,600 images, with 2,300 bona fide and 2,300 wax figure attack samples. Examples of image of SWFFD [38] are shown in Figure 2 (f).

However, the above selected PAD datasets only offer PAD labels without face attribute labels, limiting their ability to assess fairness in demographic and non-demographic groups. To facilitate fairness assessment, we provide seven soft-biometric annotations in the following section.

**B. Face attribute annotation criteria**

We manually annotate the CAAD-PAD dataset based on the following criterion (illustrated in Figure 3): 1) **Gender**: Gender in our case is determined based on human perception of the face image. In this work, a subject is assigned to either the male or female group based on the majority decision of five annotators. These decisions might have also been influenced by previous knowledge of the subjects as some datasets included celebrities. 2) **Beard**: A subject with no visible hair coverage around the mouth or shaved with only light hair roots is labeled as having no beard. 3) **Eyeglasses**: A subject wearing eyeglasses in the face area is annotated as wearing eyeglasses, regardless of the type, shape, or color of the eyeglasses. Note that when the eyeglasses are in the area
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Fig. 2. Samples from the datasets used to built our CAAD-PAD (attacks in red frame).

Fig. 3. Samples of each considered attribute. Samples are labeled as occlusion if they have beard, eyeglass, bangs, or a combination of them. Samples without beard, bangs, and not wearing eye glass are labeled as non-occlusion. The other attributes are individually labeled.

above the forehead, the sample is labeled as no eyeglasses because eyeglasses in such position will be removed after face detection and cropping. 4) Bangs: A subject with hair covering more than 15% of the forehead is considered to have bangs. 5) Makeup: A subject with noticeable lipstick and eye shadow is categorized as wearing makeup. 6) Long/short hair: A subject with hair beyond the shoulder is considered to be in the long hair group. 7) Curly/Straight hair: A subject with noticeable waves of hair is categorized into a curly hair group. Like gender, all annotations are based on the majority decision of five annotators.

Overall, the combined CAAD-PAD contains 8,190 videos and 4,600 images across 947 subjects, covering the seven binary attributes.

C. Experimental protocols

Data distribution of CAAD-PAD: We first present an in-depth analysis of the data distribution in the CAAD-PAD dataset (as shown in Figure 4). The training set is a combination of the training and development subsets from the six selected datasets. Similarly, the CAAD-PAD test set comprises the test subsets from each of the selected datasets. Therefore, the subjects in the training and test set are disjoint. Further details are provided below:

Training set: The training and development subsets of most selected datasets have pre-defined and identity-disjoint partitions, which we utilized in constructing the training set of our CAAD-PAD. However, HKBU-MARs [37] does not provide such pre-split subsets. Therefore, we manually construct identity-disjoint training and test subsets of HKBU-MARs by considering subject attribute annotations with a subject ratio of 8:2 (train to test). The training set of the CAAD-PAD contains a ratio of 1:1.9 bona fide and attack samples and a ratio of 1:2.1 female and male samples. Samples with occlusion and without occlusion are well-distributed over genders, with a ratio close to 1:1. Although samples of some facial attributes (e.g., makeup, beard, long hair) are not well-distributed over genders, such samples are very well balanced between bona fide and attack in CAAD-PAD, unlike CelebA-Spoof [3] and PADISI-Face [6] datasets.

Test set: The test set of CAAD-PAD consists of data samples from the pre-defined test subsets in each dataset, except HKBU-MARs [37], which is identity-disjoint split by us. The distribution of the test set is similar to that of the training set, as shown in Figure 4.

Experimental Protocols: Once the CAAD-PAD dataset is constructed, we design the following protocols to assess the PAD fairness on different groups. These protocols aim to address three aspects: gender, occlusion, and facial attributes. The impact of the nature of training data distribution on fairness is also examined. The designed protocols are as follows:

Protocol-1 targets the fairness of PAD performance across gender groups. It consists of three sub-protocols: 1) Protocol 1.1: PAD solutions are trained on the entire training set of CAAD-PAD (including both female and male) and tested separately on female and male test sets. 2) Protocol 1.2: This protocol studies gender fairness when male data is unseen during training. Thus, PAD models are trained solely on female data in the training set and tested separately on the female and
IV. FAIRNESS ASSESSMENT

This section first introduces the four PAD solutions that serve as the bases of our fairness assessment. Then, the metrics for PAD performance and fairness evaluation are presented. In addition, we adapt the fairness metric used and introduce a novel metric that links PAD biometric fairness with the worst PAD cases across all groups, as will be motivated in detail. Lastly, we provide implementation details to ensure reproducibility.

A. PAD algorithms

To assess the fairness of PAD solutions, we adopt four diverse and well-established PAD solutions ranging from the texture-feature-based to deep-learning-based methods: LBP-MLP [42], ResNet50 [23], DeepPixBis [43], LMFD [39].

LBP-MLP [42]: Considering that LBP is a widely used hand-crafted feature in earlier PAD studies [44], [45], [42], we use LBP features to investigate the fairness of face PAD. Following the highly influential work [44], [45], two LBP feature vectors are extracted separately from each image in RGB and HSV color space. These two feature vectors are then concatenated into one vector of dimension $60 \times 1$. To detect whether an input image is a bona fide or attack, the concatenated feature vector is fed to a simple Multi-Layer Perceptron (MLP) classifier consisting of only two fully-connected layers.

ResNet50 [23]: The residual learning framework is firstly proposed in [23] to simplify and stabilize the training of networks, as the computation complexity increases when the network grows. Considering that ResNet50 [23] has been used as a backbone architecture in many PAD methods [46], [3], [47] and has shown good PAD performance, we use it in our experiments to further assess its fairness.

DeepPixBis [43]: DeepPixBis [43] is the first work to adopt pixel-wise binary supervision to enhance PAD performance. The pixel-wise binary label on the output maps forces the network to learn fine-grained representation from different pixels/patches, resulting in better performance. Given its success under the intra-dataset scenario, we include it in our PAD fairness assessment.

LMFD-PAD [39]: LMFD-PAD [39] presents a dual-stream PAD framework, in which one stream learns features in the frequency domain while the other learns features in spatial color space. The benefit of this architecture is that features in the frequency domain are less influenced by data capture devices and environment information, making it one of the top-
performing face PADs in the recent literature. We include this PAD solution in our experiments, considering its high PAD generalizability under cross-dataset evaluation.

Implementation details of all solutions are discussed in Section IV-C.

B. Evaluation metrics

To measure the performance and fairness of PAD algorithms, we adopt the widely employed PAD metrics defined in the standardized ISO/IEC 30107-3 [48] and a fairness measurement metric for FR systems recently introduced in [17], which serves as the foundation of our proposed PAD fairness metric.

PAD performance metric: Following the definitions in ISO/IEC 30107-3 [48], we use the Attack Presentation Classification Error Rate (APCER) and the Bona fide Presentation Classification Error Rate (BPCER) as PAD performance metrics. The APCER refers to the proportion of attack presentations incorrectly classified as bona fide presentations, while BPCER refers to the proportion of bona fide samples misclassified as attack samples. To cover the different operation points, we report the 1-BPCER value at six different fixed APCER values (0.5%, 1%, 5%, 10%, 15%, 20%) in plots. To provide a clear and straightforward comparison, we present these values in figures (as shown in Figure 6, 10, 8, 11). In addition, we report the Equal Error Rate (EER), which is the APCER value when APCER and BPCER are equal, to measure the overall PAD performance in Tables II, IV, VI.

Biometric fairness metric: To explore the fairness of PAD performance across different attribute groups, we adapt the FDR metric proposed in [17]. FDR is defined to measure the fairness of a biometric verification system by leveraging a single decision threshold from all test groups. Their experimental assessments via pre-built fair and unfair systems [17] demonstrated that FDR can better represent the fairness of algorithms compared to using only ROC/DET curves. As a result, we utilize FDR to verify the fairness of PAD solutions. A PAD system is considered fair if different attribute groups share the same APCER and BPCER are equal, to measure the overall PAD performance in Tables II, IV, VI.

Accuracy Balanced Fairness: To explore the fairness of PAD performance on different attribute groups, we adapt the FDR. However, FDR does not consider absolute performance, thus a completely fair but low-performing PAD will be considered “better” than a very slightly unfair PAD that performs perfectly, according to FDR. To further associate PAD performance and biometric fairness, we propose the Accuracy Balanced Fairness metric. Given a decision threshold \( \tau \), where \( \tau = \text{APCER}_x \) from all groups, ABF is formulated as follows:

\[
A(\tau) = \frac{\max\{\text{APCER}^{d_i}(\tau) - \text{APCER}^{d_j}(\tau)\}}{1 - \max_D(\text{APCER}(\tau))}, \quad \forall d_i, d_j \in D
\]

\[
B(\tau) = \frac{\max\{\text{BPCER}^{d_i}(\tau) - \text{BPCER}^{d_j}(\tau)\}}{1 - \max_D(\text{BPCER}(\tau))}, \quad \forall d_i, d_j \in D
\]

\[
ABF(\tau) = 1 - (\alpha A(\tau) + (1 - \alpha)B(\tau))
\]

The numerator of \( A(\tau) \) and \( B(\tau) \) is the same as that of the FDR metrics, while denominators \( 1 - \max_D(\text{APCER}(\tau)) \) and \( 1 - \max_D(\text{BPCER}(\tau)) \) are used to weight the discrepancy by considering the worst PAD cases in a set of attribute groups. As a result, a higher ABF value is linked to a smaller fairness discrepancy and a higher PAD performance. Similar to FDR values, we compute the ABF values under different decision thresholds \( \tau = \text{APCER}_x \), where \( x \) varies from 0.005 to 0.2 and provide the area under the ABF for overall quantitative comparison. Additionally, \( \alpha \) determines the relative importance of APCER and BPCER and can be adjusted depending on the specific application and the interests of the evaluation authority. We investigated the impact of varying \( \alpha \) from 0.0 to 1.0 and observed that PAD solutions with high ABF values (fair) and high performance (i.e., ResNet50, DeepPixBis, and LMFD-PAD) maintain a high ABF value at different \( \alpha \). Furthermore, the average ABF value computed based on different \( \alpha \) values exhibited a consistent trend with that computed at \( \alpha = 0.5 \). Based on this observation and the suggestions in [17], where FDR was proposed, we set \( \alpha \) to 0.5 for all our experiments.

C. Implementation details

In our experiments, we sampled 20 frames at equal intervals from each video (when the data format is video) for training and testing, following the common practice of frame sampling in PAD [39, 43, 49]. For each frame, the face was detected and cropped using Multi-task cascaded convolutional neural network (MTCNN) [50] and resized to \( 224 \times 224 \times 3 \) pixels [39, 43]. To train an LBP-MLP model, we used the Adam optimizer with an initial learning rate of \( 10^{-1} \) and binary cross-entropy loss to supervise the MLP training. For training the DeepPixBis [43] and LMFD-PAD [39], we followed the implementation setups described in their respective works, which included horizontal flip, rotation, and color jitter augmentations. For training a ResNet model, we used the same training settings as DeepPixBis [43] with cross-entropy loss only. To address the unequal distribution of samples between attacks and bona fide, we simply oversampled the minority to make the ratio of bona fide and attack data close to 1:1, following the common practice [39, 51, 43]. To further reduce overfitting, we also utilized early stopping technique with a maximum epochs of 100 and a patience of 20 epochs for ResNet [43], DeepPixBis [43], and LMFD-PAD [39].
maximum training epoch was experimentally set to 1000 for LBP-MLP [42].

V. FAIRNESS ENHANCEMENT: FairSWAP

In this work, four face PAD solutions are adopted to investigate the performance and fairness of different groups. The experimental results reported later in Section VI indicate that all assessed PAD solutions perform unfairly on different attribute groups. For example, Table I shows that the performance on the female group is worse than on the male group when the model learns from both male and female groups. Also, Table VI indicates that subjects with bangs possess a worse performance than subjects without bangs. One possible reason is that face PAD algorithms may be implicitly influenced by semantic concepts related to face identity, rather than constantly focusing on discovering the discriminative features between bona fide and attack samples. Motivated by this reasoning, we propose a fairness boosting cross-attribute patch swapping augmentation (FairSWAP) technique to mitigate the bias in trained PAD solutions. FairSWAP swaps image patches between images of different attribute groups to disrupt the demographic/semantic information and guide PAD models to learn to differentiate between attack and bona fide clues, rather than other irrelevant clues. The goal of FairSWAP is to produce complex training samples with combined attributes, therefore minimizing the impact of underlying attributes unbalance on PAD models and enhancing their fairness. A well-performing PAD model is expected to be unaffected by non-PAD related identity and semantic information. Our FairSWAP helps to generate such training samples independent of the subjects, appearance, and even capture environments, based on the existing data. The data augmented by FairSWAP preserves discriminative attack features and obscures attribute information, and thus resulting in a fairer model.

As illustrated in Figure 5, given a training image, the attribute region of a subject, such as beard, eyeglasses, bangs, and makeup (e.g. lipstick), is extracted and overlaid on the sample of another training subject. In the case of gender groups, a randomly located (details to follow) region from an image of a female subject is swapped to an image of a male subject, and vice versa. The swapping process is implemented as a data augmentation step in which a region is randomly selected from a candidate image and swapped to the same position in another image. For PAD methods that employ pixel-wise supervision (i.e. DeepPixBis [43] and LMFD-PAD [39]), the corresponding ground truth map is updated based on the swapped locations simultaneously. For PAD methods that utilize binary supervision (i.e. LBP-MLP [42] and ResNet50 [23]), the label of the image is updated to attack if the input image after swapping contains a partial attack region; otherwise, the label of the image remains unchanged. The swapping strategy is detailed as follows:

- Given an attack image \( x_1 \), the final image fed to models is determined by three probabilities. A probability \( p_1 \) is first used to decide whether to apply FairSWAP. If FairSWAP is performed, \( p_2 \) is then used to randomly select an attack or a bona fide candidate image (i.e. all training samples excluding \( x_1 \)). Lastly, if a bona fide image is selected, \( p_3 \) is used to decide the size of partial attack. The binary training labels remain as attack, while the corresponding pixel-wise map is updated according to the swapped region.

Considering the computational efficiency of FairSWAP, as a data augmentation technique, FairSWAP does not require extra trainable parameters and is only required during training, i.e. removed in the inference phase. The computational cost of FairSWAP is only the extra running time during data processing in the training phase. We compute the data processing time for the original steps (without FairSWAP) and the time when including FairSWAP. The average running time per image is 0.00241 seconds without FairSWAP and 0.00292 seconds with FairSWAP, computed over the entire training set. In practice, FairSWAP requires an additional 57.42 seconds per epoch during baseline training (i.e. training on all data). The running time cost introduced by FairSWAP is relatively low compared to the average training time of 629.93 seconds per epoch for the three deep-learning-based models (on a single GPU RTX 2080 Ti). Therefore, our FairSWAP is a simple yet efficient method as it does require only minimum overhead computational cost during training and no overhead computational cost during operation.

Implementation details: As FairSWAP serves as a data augmentation technique and can be plugged into any training process, we use the same image pre-processing and hyper-parameters (e.g., optimizer and learning rate) as those employed in the fairness assessment in Section V-C for training the fairness enhancement model. The swapped patch size in FairSWAP is \( 64 \times 64 \) in our experiments and the probabilities \( p_1, p_2, p_3, \) and \( p_4 \) are manually set to 0.3, 0.3, 0.5, and 0.5, respectively, based on empirically experiments.

VI. RESULTS OF FAIRNESS ASSESSMENT

This section presents the PAD performance across attribute groups in terms of detection EER and assesses the fairness under various ODTAs in terms of FDR and the proposed ABF. To explore the data-induced potential bias, we adopt four PAD models described in Section IV-A on different data groups following the experimental protocols presented in Section III-C. The overall PAD performance is reported in terms of EER values in Table II [11] [15] [62]. In addition, 1-BPCER values are computed based on different ODTAs and illustrated in Figure 6 [66]. In the following, we discuss the results over gender groups, occlusion and non-occlusion groups, and the remaining attribute groups.

A. Fairness assessment over gender (Protocol-1)

PAD Performance with respect to gender: The experiments were conducted following our Protocol-1 (Section III-C) to assess the differential performance and outcome, and fairness
on gender groups. Four PAD models were trained separately on the entire training set (Fused), males (M), and females (F) of CAAD-PAD. The results were then reported separately on male and female test data in Table II. The EER values in columns 'B' refer to baseline results (results of FairSWAP will be discussed later in Section VII) and the bold numbers indicate higher error rates between male and female groups. In the case of models trained separately on male and female samples, the error rates are higher for the gender group that is unseen during training. Such results are reasonable as it is a challenge for models to generalize on data with unknown aspects. When models are trained on the fused data, the male test set obtains consistently lower EER values than females, indicating that the male group possesses a relatively higher protection from PAD systems. Note that the ratio of male and female samples in the fused training data is close to 1:1, achieved by data oversampling (details Section IV-C). Moreover, models trained on the male group achieve consistently lower EER values on both test sets than models trained on the female group. For example, when models are trained on males, DeepPixBis [43] and LMFD-PAD [39] achieve the lowest EER value of 3.50% and 3.89%, respectively, while the lowest EER values obtained

---

**Fig. 5.** FairSWAP: patches are swapped between training samples from different attribute groups, aiming to disorder the identity and appearance features.

**Fig. 6.** The results of baseline models on gender groups in terms of BPCER. To study the impact of ODTA on fairness, the threshold $\tau$ is calculated separately on fused, male, and female test set. When evaluating models trained on fused data, using a threshold computed on male samples shows a relatively higher performance than a threshold from fused or male groups.
by models trained on females are 10.95% by DeepPixBis and 9.85% by LMFD-PAD. Both observations suggest that a model tends to learn a better feature representation from the male group and shows a better PAD generalizability on the male group, which is consistent with the observations in FR [52, 53].

Figure 6 explores the PAD performance under different ODTAs by illustrating the 1-BPCER(τ) values at thresholds τ = APCERx separately computed from fused, male, and female groups. By observing Figure 6 we conclude that 1) When evaluating models trained on fused data, using a decision threshold computed on female samples results in a relatively lower performance than a threshold from fused or male groups. 2) When evaluating models trained on males, the PAD performance is consistently higher (i.e. higher 1-BPCER values) on male test data than on females, irrespective of ODTAs. 3) However, when evaluating models trained on females, male test data obtains comparable (by ResNet50 and DeepPixBis) and even higher PAD performance (by LBP-MLP) than testing on females, unlike the previous EER results observation that demographic data known in the training set exhibits better PAD performance. These observations indicate that in addition to the bias caused by the nature of training data, the ODTA is also one of the triggers of PAD unfairness.

**Fairness with respect to gender:** Figure 7 shows the training data-related fairness performance in PAD by plotting ABFs. Additionally, Table IV presents the area under FDR (FDR-AUC) and area under ABF (ABF-AUC) of each PAD system. As suggested in [17], a more stable and higher FDR curve and a higher FDR-AUC indicate a fairer system. As shown in Figure 7 all solid ABF curves, representing the fairness of baseline models, exhibited varying degrees of fluctuation. Moreover, deep-learning-based models trained on separate gender groups (blue and green curves) have more discrepancies than the same PAD model trained on fused data (red curves) in most cases, indicating that the nature of training data distribution does affect the fairness of PADS. Such observations are consistent with the ABF-AUC values in Table IV. As shown in Table IV the use of ABF metric significantly enlarges the numerical difference between deep learning and hand-crafted feature-based models, in comparison to FDR metric. This finding confirms the effectiveness of our ABF metric in jointly considering both absolute PAD performance and fairness, thus preventing the uninformed preference of PAD model that performs poorly but fairly.

**B. Fairness assessment over occlusion (Protocol-2)**

We report the face PAD performance in terms of EER values on occlusion/non-occlusion group in Table XV and the 1-BPCER(τ) value at different ODTAs in Figure 8. Furthermore, we assess the fairness of PAD models trained on various composition of training data in Figure 9 and Table XV.

**PAD Performance with respect to occlusion:** From Table XV we observe that: 1) Models trained on separate occlusion and non-occlusion data perform better on their respective learned test groups. 2) Models trained on non-occluded samples obtain significantly higher EER values than those trained on occluded samples for both test groups. 3) Models trained on fused data achieve slightly higher EER values on occlusion group in most cases. This suggests that occluded data is harder to be classified correctly than non-occluded data, but it can help models to learn more complex and generalized representations. Furthermore, Figure 8 shows that the performance of models trained on fused data is decreased when using decision thresholds τ driven from occluded data. In addition, when τ at smaller APCER, LBP-MLP and DeepPixBis models perform worse on the non-occluded group than on the occluded group (i.e. curves of orange series lower than curves of blue series), which is in contrast to previous observations in terms of EER values. Despite some performance degradation of models trained on separate group data by various thresholds, the tendencies of differential outcomes between two test groups remain coincident with the observations in terms of EER values. Therefore, we conclude that the nature of training data and ODTAs are triggers of the performance bias in PAD.

**Fairness with respect to occlusion:** Figure 9 illustrates the ABF values, indicating that deep-learning-based models trained on the non-occlusion group are significantly unfairer (solid green curves) than models trained on the occlusion group and fused data group (solid blue and red curves). When models trained on fused data, the models exhibit smaller fairness discrepancies, i.e. higher and more stable ABF curves. The ABF-AUC values in Table XV support these findings, with models trained on fused data achieve the highest ABF-AUC values. These results confirm that diverse training data can results in better generalized and fairer PAD models.

**C. Fairness assessment over other attributes (Protocol-3)**

This section investigates the PAD performance and fairness on six pairwise non-demographic attributes: with/without bangs, beard, eyeglasses, makeup, long hair, and straight hair. We omit the assessment of the impact of training data due to insufficient data across such attributes. The PAD performances on these attributes are evaluated by adopting the models trained on the entire training set of CAAD-PAD.

**PAD Performance with respect to other attributes:** Table VI presents the baseline PAD performance in column “B”, with bold numbers indicating the highest EER value between each paired attribute for each PAD approach. The detection of samples carrying eyeglasses, bangs, and makeup is more challenging compared to those without these attributes. Conversely, subjects with beards tend to exhibit higher protection from PAD models than those without beards in most cases. This observation implicitly reveals that PAD models perform better on the male group than the female group, consistent with findings in Section VI-A. Samples with long and straight hair achieve higher error rates than samples without these attributes in most cases. This may be attributed to the higher possibility of long hair covering the ear region and thus leading to the loss of discriminative patterns, based on empirical observations of cropped faces. Additionally, PAD models might learn the pattern of curly hair somehow more straightforward than straight hair. Overall, these attributes are interrelated and entangled, making it challenging to analyze the reasons behind...
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Fig. 8. The results of baseline models on occlusion group in terms of BPCER @ APCERx. To study the impact of ODTA on fairness, the threshold \( \tau \) is calculated separately on fused, occlusion, and non-occlusion test set. Performance of models trained on fused data degrades when assigning a \( \tau \) driven from the occlusion group.

Fig. 9. Fairness measure in terms of ABF values by employing four face PAD models on occlusion groups. Solid lines represents the results of baseline models, dashed lines represents the results of FairSWAP. Higher and smoother lines indicate higher fairness. Models trained on fused and occluded data exhibit higher fairness.

| Attribute | Type | B       | LBP  | FairSwap | Impro | ResNet50 | EER  | Impro | DeepPixBis | EER  | Impro | LMFD-PAD | EER  | Impro |
|-----------|------|---------|------|----------|-------|----------|------|-------|------------|------|-------|----------|------|-------|
| Bangs     | w    | 13.42   | 12.70| 12.05    | -0.72 | 5.21     | 5.29 | -0.22 | 1.36       | 1.60 | +0.24 | 1.94     | 1.78 | -0.10 |
|           | w/o  | 13.19   | 12.05| 11.14    | -1.14 | 2.31     | 1.54 | -0.77 | 1.27       | 0.92 | -0.35 | 1.91     | 1.57 | -0.34 |
| Beard     | w    | 13.33   | 12.39| -0.94    | 2.69  | 2.05     | 0.88 | 0.24 | 1.38       | 1.16 | -0.22 | 2.17     | 1.85 | -0.32 |
|           | w/o  | 12.10   | 12.31| -3.95    | 2.65  | 2.05     | 0.60 |       | 1.27       | 0.92 | -0.35 | 1.91     | 1.57 | -0.34 |
| Eye glass | w    | 13.61   | 12.78| -2.20    | 5.25  | 2.28     | -0.97| 1.25  | 1.61       | 1.61 | +0.36 | 2.61     | 2.75 | -0.36 |
|           | w/o  | 13.45   | 12.87| -0.58    | 1.96  | 1.86     | -0.10| 1.31  | 0.67       | 0.64 | -0.64 | 1.76     | 1.44 | -0.32 |
| Makeup    | w    | 13.33   | 11.95| -1.38    | 2.68  | 2.12     | -0.56| 1.22  | 1.11       | 0.11 | -0.11 | 1.99     | 1.76 | -0.23 |
|           | w/o  | 12.29   | 14.12| 3.92     | 2.69  | 1.34     | -1.35|       | 1.27       | 1.24 | -1.14 | 4.16     | 2.19 | -2.97 |
| LongHair  | w    | 21.09   | 16.30| -4.89    | 2.50  | 2.38     | +0.38| 1.82  | 1.84       | 1.84 | +0.02 | 3.44     | 2.84 | -0.60 |
|           | w/o  | 11.11   | 11.10| -0.01    | 2.67  | 1.67     | -1.00| 1.19  | 1.05       | 0.14 | -0.14 | 1.80     | 1.61 | -0.19 |
| StraightHair | w    | 14.36   | 12.81| -1.55    | 1.68  | 1.19     | -0.49| 0.67  | 0.09       | 0.58 |       | 0.85     | 0.97 | +0.14 |
| Average   |      | 15.75   | 12.68| -1.25    | 2.66  | 2.06     | -0.60| 1.31  | 1.06       | 0.26 | 2.30   | 1.81     | -0.49 |

TABLE VI
PAD performance in terms of EER (%) on the other attribute groups by baseline (B) and FairSWAP models trained on fused data. Type w and w/o refer to test samples with such attribute, and without such attribute, respectively. Bold numbers indicate the highest EER values between w and w/o test attribute group by each trained model. Non-demographic attributes exhibit an implicit effect on PAD to some extent.
are triggers of PAD unfairness. This may be attributed to the PAD models learning identity and semantic information beyond the discriminative attack clues. To enhance PAD fairness, we proposed the FairSWAP method, acting as a data augmentation technique in Section V. This section discusses the fairness enhancement results obtained by applying the FairSWAP solution.

A. Fairness enhancement over gender (Protocol-1)

Table VII presents the PAD performance in terms of EER values and Figure 10 illustrates the performance under different ODTAs. The results demonstrate that our FairSWAP solution enhances the fairness of deep-learning-based PAD methods in most cases (13 out of 18 experimental cases). However, LBP-MLP method did not benefit from FairSWAP. The possible reason is that the mixed illuminations in augmented images decrease the discrimination ability of color-channel-based LBP features. As shown in Figure 10, the PAD performance differences between male and female groups still exist, but the differences under different ODTAs become smaller, which can be observed from the closer curves of similar colors (blue series or orange series).

The ABF curves in Figure 7 and FDR-AUC and ABF-AUC values presented in Table III offer insights into the effectiveness of FairSWAP in boosting fairness. As shown in Figure 7, the dotted ABF curves by FairSWAP are generally higher than the solid curves by baseline models, especially when models trained on the male group (blue curves). Furthermore, although LBP-MLP with FairSWAP does not obtain improved PAD performance, it exhibit higher fairness as reflected by higher FDR values in Table II. FairSWAP consistently yields higher average ABF values than the baselines, highlighting its potential benefits in enhancing both PAD performance and fairness.

B. Fairness enhancement over occlusion (Protocol-2)

From Table V and Figure 11 we conclude that: 1) LBP-MLP method does not benefit much from FairSWAP compared to the deep-learning-based models. 2) FairSWAP significantly outperforms baseline models in seven out of eight cases when models trained on the non-occlusion group. 3) FairSWAP decreases the differential performance and outcome of PAD under different ODTAs. As shown in Figure 11, the dotted ABF curves are smoother than the solid curves when LBP-MLP, DeepPixBis, and ResNet50 are trained on the occlusion group (blue curves). For models trained on the non-occlusion group, the ABF curves of three deep-learning-based models with FairSWAP (dotted green lines) are higher than the baselines (solid green lines). These visual observations are consistent with the results in Table V.

C. Fairness enhancement over other attributes (Protocol-3)

Table VI compares the PAD performance of baseline models and models incorporating FairSWAP in terms of EER. The results show that FairSWAP improves the PAD performance on most attribute groups, outperforming baseline models when considering the average performance. Moreover, Table VII demonstrates that FairSWAP enhances the fairness of PAD models, as indicated by higher FDR-AUC values compared to the baselines. However, LBP-MLP with FairSWAP obtains a lower average ABF-AUC values than without FairSWAP, mainly due to the behavior with the Makeup attribute. Deep-learning-based models particularly benefit from FairSWAP, as evidenced by their higher ABF-AUC values. Overall, our FairSWAP approach enhances the PAD performance and fairness on most attribute groups, especially for deep-learning-based PAD solutions.

VIII. Conclusion

This work provided a comprehensive analysis of fairness in face PAD. In Section III, we first presented the CAAD-PAD dataset by combining six publicly available face PAD datasets. To enable the fairness analysis, we provided seven human-annotated attribute labels, covering demographic and

| Metric | Tested | LBP | ResNet50 | DeepPixBis | LMF-D-PAD |
|--------|--------|-----|----------|------------|----------|
|        |        | B   | B        | B          | B        |
|        |        | FairSwap | FairSwap | FairSwap | FairSwap |
| FDR    | Bangs  | 0.893 | 0.895 | 0.900 | 0.890 | 0.901 | 0.901 | 0.895 | 0.899 |
|        | Beard  | 0.832 | 0.834 | 0.889 | 0.902 | 0.890 | 0.898 | 0.901 | 0.897 |
|        | Eyeglasses | 0.883 | 0.899 | 0.884 | 0.895 | 0.899 | 0.898 | 0.902 | 0.897 |
|        | Makeup | 0.859 | 0.859 | 0.870 | 0.901 | 0.893 | 0.901 | 0.893 | 0.887 |
|        | LongHair | 0.814 | 0.864 | 0.878 | 0.894 | 0.902 | 0.897 | 0.895 | 0.889 |
|        | StraightHair | 0.850 | 0.882 | 0.877 | 0.889 | 0.905 | 0.901 | 0.885 | 0.896 |
|        | Average | 0.883 | 0.872 | 0.885 | 0.895 | 0.898 | 0.899 | 0.895 | 0.895 |
| ABF    | Bangs  | 0.884 | 0.837 | 0.900 | 0.895 | 0.900 | 0.906 | 0.893 | 0.905 |
|        | Beard  | 0.777 | 0.647 | 0.886 | 0.907 | 0.887 | 0.904 | 0.900 | 0.902 |
|        | Eyeglasses | 0.872 | 0.879 | 0.881 | 0.899 | 0.898 | 0.902 | 0.902 | 0.907 |
|        | Makeup | 0.741 | 0.399 | 0.858 | 0.896 | 0.891 | 0.906 | 0.891 | 0.892 |
|        | LongHair | 0.700 | 0.795 | 0.872 | 0.901 | 0.901 | 0.903 | 0.893 | 0.894 |
|        | StraightHair | 0.803 | 0.816 | 0.873 | 0.894 | 0.905 | 0.894 | 0.893 | 0.902 |
|        | Average | 0.797 | 0.729 | 0.878  | 0.900  | 0.897 | 0.903 | 0.895 | 0.900 |

Table VII: Fairness in terms of FDR-AUC and ABF-AUC with respect to other attributes by using models trained on fused data. The higher FDR-AUC and ABF-AUC in bold indicate a fairer PAD model. FairSWAP enhances the fairness of all deep-learning-based PAD models.
Fig. 10. The results of FairSWAP models on gender group in terms of $B_{PCER}$ $\&$ $APCER_x$. While PAD performance differences between males and females still exist, the differences under different ODTAs are smaller, i.e. the curves within the blue and orange series are closer.

Fig. 11. The results of FairSWAP on occlusion group in terms of $B_{PCER}$ $\&$ $APCER_x$. With the help of FairSWAP, the difference in PAD performance under different ODTAs is reduced, i.e. the curves are closer within the blue and orange series.
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