A characteristic energy scale in glasses
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Intrinsically generated structural disorder endows glassy materials with a broad distribution of various microscopic quantities — such as relaxation times and activation energies — without an obvious characteristic scale. At the same time, macroscopic glassy response — such as Newtonian (linear) viscosity and nonlinear plastic deformation — is widely interpreted in terms of a characteristic energy scale, e.g., an effective temperature-dependent activation energy in Arrhenius relations. Nevertheless, despite its fundamental importance, such a characteristic energy scale has not been robustly identified. Inspired by the accumulated evidence regarding the crucial role played by disorder and frustration-induced soft quasilocalized excitations in determining the properties and dynamics of glasses, we propose that the bulk average of the glass response to a localized force dipole defines such a characteristic energy scale. We show that this characteristic glassy energy scale features remarkable properties: (i) It increases dramatically in underlying inherent structures of equilibrium supercooled states approaching the glass transition temperature $T_g$, significantly surpassing the corresponding increase in the macroscopic shear modulus, dismissing the common view that structural variations in supercooled liquids upon vitrification are minute (ii) Its variation with annealing and system size is very similar in magnitude and form to that of the energy of the softest non-phononic vibrational mode, thus establishing a nontrivial relation between a rare glassy fluctuation and a bulk average response (iii) It exhibits striking dependence on spatial dimensionality and system size, due to the long-ranged fields associated with quasilocalization, which are speculated to be related to peculiarities of the glass transition in two dimensions. In addition, we identify a truly-static growing lengthscale associated with the characteristic glassy energy scale, and discuss possible connections between the increase of this energy scale and the slowing down of dynamics near the glass transition temperature. Open questions and future directions are discussed.

I. INTRODUCTION

The dynamical processes accompanying the formation and deformation of glassy materials continue to pose perplexing riddles even after several decades of research \cite{ordeco2019,odinate2017}. One influential viewpoint on thermally-activated or externally-driven glassy dynamics is known as the potential energy landscape (PEL) picture, put forward first by Goldstein \cite{goldstein1972} in the context of supercooled liquids’ dynamics. According to this viewpoint, the coordinates \( \vec{x} \) of a glassy configuration are envisioned as a state point on the multi-dimensional surface (landscape) as defined by the potential energy \( U(\vec{x}) \), which is expected to be highly rugged due to the presence of structural disorder.

The onset of slow dynamics in supercooled liquids within the PEL picture is associated with the occurrence of a crossover in the typical environments of the PEL sampled by the system as temperature is lowered \cite{odinate2017,ordeco2019,ordeco2017,ordeco2018}. In particular, below some crossover temperature, the system is assumed to reside near local minima of the highly-rugged multi-dimensional PEL, such that structural relaxation — the motion of the state point into the basins of other, distant local minima — requires the occurrence of activated processes over potential energy barriers that surround local minima. From this perspective, the increase of the relaxation time with deeper supercooling might be interpreted in terms of changes in the magnitude and number of accessible potential energy barriers \cite{ordeco2019,ordeco2017,ordeco2018}. The distribution of relaxation times and energy barriers is expected to be broad, reflecting the disordered nature of glassy systems.

The PEL picture has also guided investigations of the yielding transition in driven systems, that inevitably occurs when a glassy solid is subjected to sufficiently large external forces. Within the PEL viewpoint, the micromechanical processes that give rise to irreversible plastic flow in glassy solids correspond to the deformation-induced development of soft or even unstable directions on the PEL, that allow the system to escape the vicinity of a local minimum and flow towards the basins of others \cite{ordeco2017,ordeco2018}. Information about the susceptibility of a glassy solid to deform plastically is therefore presumably encoded in its PEL properties. There is currently no general agreement, however, about how those properties are best defined and probed \cite{ordeco2017,ordeco2018}.

Despite its conceptual simplicity, this appealing picture of thermally-activated and externally-driven glassy dynamics is difficult to test directly due to both the multi-dimensional and highly-rugged nature of the PEL \cite{ordeco2017,ordeco2018}. Complementary real-space numerical studies of the dynamics of supercooled liquids \cite{ordeco2019,ordeco2017,ordeco2018,ordeco2018,ordeco2018} and of driven glassy solids \cite{ordeco2017,ordeco2018,ordeco2018} clearly indicate that relaxation/flow proceeds via spatially localized, predominantly shear-like rearrangements of a few tens of particles. These observations suggest that although the highly-rugged PEL of generic glass-formers features a broad distribution of activation barriers, only a particular — and apparently very small — sub-class of ex-
cursions from the vicinity of local minima of the PEL — that correspond to localized rearrangements in real-space — are relevant for structural relaxation or plastic flow.

How can directions in the highly-rugged multidimensional PEL that are particularly relevant for relaxation and flow be characterized? In turn, this question admits a real-space representation: what characterization of local microstructures in glassy materials is indicative of susceptibility to relaxation and flow? In this work we put forward and carefully test the proposition that the spatial response of glassy materials to local force dipoles reveals the directions in configuration-space that are relevant to glassy dynamics, and exposes the relevant characteristic energy scale for thermally-activated or externally-driven relaxation processes.

Our work is focused on studying three major aspects of the characteristic energy scale defined by the average response to local force dipoles, referred to in what follows as the characteristic glassy energy scale (CGE). First, we examine how the CGE varies in inherent states (local minima of the potential energy) that underlie equilibrium supercooled liquid configurations at various temperatures, devoting particular attention to its variation as the glass transition temperature $T_g$ is approached. Remarkably, we find that the CGE changes by almost 100% between ensembles of glassy samples generated by instantaneous quenches from different equilibrium parent temperatures $T_0$. This large variation is meaningfully compared to e.g. the stiffening of the shear modulus, which shows a relative variation of merely $\sim 25\%$ across the same range of $T_0$.

We also investigate theoretically and numerically how the CGE depends on spatial dimensionality and on system size. While we find negligible dependence of the CGE on system size in three-dimensions (3D), the situation in two-dimensions (2D) is dramatically different: we find a factor of almost 3 in the relative variation of the CGE over simulationally-accessible system sizes in 2D, and predict that it vanishes logarithmically in the thermodynamic limit.

Finally, in both aforementioned parts of the current study, we also report concrete evidence that the CGE is an excellent representative of the typical energies of soft, quasilocalized excitations — the ‘softest spots’ in the material. The relation we establish is nontrivial: we show that the energy scale of the rarest structural fluctuations is closely related to a bulk average response, namely the CGE. This leads us to propose and test a relation between the variation in activation barriers toward structural relaxation in deeply supercooled liquid states, and the observed increase of the CGE in the underlying inherent states.

This paper is organized as follows; in Sect. II we directly motivate, define and discuss the central observable of our work, the CGE; in particular, we explain why it is proposed to characterize the directions in configuration-space that are most relevant to glassy dynamics and the corresponding spatially-localized regions in the glass, being inspired by the accumulated evidence for the importance of soft quasilocalized excitations for glassy dynamics. In Sect. III we study how the CGE depend on the protocol used to create the glasses in which they are measured, and report results suggesting an intrinsic connection between the CGE and very soft quasilocalized excitations. In Sect. IV we firmly establish the suggested connection between the CGE and the energies of the softest quasilocalized excitations in glassy samples using their system size dependence. In Sect. V we focus on the spatial dimensionality and system size dependencies of the CGE. Finally, in Sect. VI we explore the connection between the CGE and the slowing down of relaxational dynamics with decreasing temperature. Our findings and their implications are discussed in Sect. VII where several future research directions are proposed. We note that a complete description of the employed numerical glass-forming model, and of the protocols employed to generate ensembles of glassy samples, are provided in Appendix A. In what follows we omit the units of all reported observables; they should be understood as expressed in terms of the relevant microscopic units, as detailed in Appendix A.

II. CHARACTERISTIC GLASSY ENERGY SCALE

Many studies of the mechanical properties of glassy solids and of the relaxational dynamics of supercooled liquids are focused on establishing causal structure-dynamics relations [5, 10, 16–24, 28, 33, 49]. This is a remarkably challenging task given the well-known striking absence of structural variations that are able to simply explain the vast variations in rates of dynamical processes. Two conventional examples of this infamous hallmark of glassy dynamics, in relation to both the temperature dependence of the primary equilibrium structural relaxation time and the effect of the quenching rate on the nonlinear mechanical response, are shown in Appendix B. In both cases, dramatic dynamical effects — e.g. a relative increase of 150% in the free-energy activation barriers for structural relaxation or huge differences in the yielding dynamics — are accompanied by very minor changes in pair correlation functions (see Appendix B).

There are two main approaches to establishing causal structure-dynamics relations in equilibrium supercooled liquids or deformed glassy solids: one that focuses on the identification of so-called locally-favored structures [5, 33–41] and one that focuses on the identification of some sort of ‘flow-defects’, or ‘soft spots’ — localized regions in glassy samples that are particularly susceptible to plastic rearrangements under external deformations or to activated rearrangements under thermal fluctuations [16, 18, 24, 28, 45, 49]. Among these two dual approaches, we follow the latter.
FIG. 1. Various quasilocalized excitations (QLE) measured in different realizations of 2D computer glasses (see details of the model in the main text and in Appendix A): (a) a low-frequency quasilocalized harmonic vibrational mode, (b) a shear-transformation zone (plastic rearrangement) observed under simple shear deformation, (c) a nonlinear glassy mode (see Sect. V of main text), and (d) the displacement response to a local force dipole.

Soft, quasilocalized excitations (QLE) that are embedded in glasses’ microstructure, as depicted for example in Fig. 1, are known to play a key role in glassy dynamics. Several recent developments [22, 50–55] have shed new light on the statistical and structural properties of such soft QLE. It is now broadly accepted that QLE emerge from the presence of frustration-induced internal stresses in the material [51], and are observed to feature scale-free statistics [22, 50–54].

Under some conditions, QLE assume the form of quasilocalized vibrational (harmonic) modes that dwell at the low frequency end of the vibrational spectrum of simple model glasses. This may occur in (i) systems made small enough to sufficiently suppress low-frequency phonons [50–53], or (ii) systems with the precise size (as seen e.g. in [55]) such that a coexistence frequency-window for quasilocalized vibrational modes and phonons opens, see [56] for an elaborate discussion on this matter. Under a broad range of circumstances, as discussed at length in [55], the distribution of quasilocalized vibrational modes of frequency $\omega$ in generic 3D computer models of structural glasses grows from zero as $\omega^4$, independently of microscopic details [50, 54], as predicted decades ago within the Soft Potential Model framework [57, 58], and more recently in [59, 60]. When conditions (i) or (ii) are not satisfied one needs to resort to nonlinear measures [52] to reveal QLE, whose existence and statistics are independent of whether they can be realized as harmonic modes or not.

In view of the piling evidence for the central role played by QLE in glassy dynamics, we expect the vast variations observed in glassy dynamics to stem from changes in the characteristic energy scale associated with QLE. How can the characteristic scale of QLE be robustly identified? To the best of our knowledge, the answer to this important question is still unknown. Naively, a characteristic scale could be extracted from the density of harmonic vibrational modes whose low-frequency tail takes the form [50]

$$D(\omega) \propto \tilde{\omega}^{-5} \omega^4,$$

(1)

where the relative variations of the protocol-dependent prefactor $\tilde{\omega}_g^{-5}$ could be interpreted as variations in QLE’s characteristic scale. However, two immediate problems arise: first, many studies of the structural properties of glasses employ computer glasses created by instantaneous, overdamped quenches, for which $D(\omega) \sim \omega^\chi$ with $\chi<4$ is observed [53], where $\chi$ depends delicately on the parent equilibrium temperature from which the quench is performed. This hinders a systematic comparison between scales deduced for glasses created via different protocols. Second, and more importantly, as there is no constraint whatsoever on the total number of quasilocalized vibrational modes per unit volume, one should in fact generally write

$$D(\omega) \propto \mathcal{N} \omega_g^{-5}\omega^4,$$

(2)

where $\mathcal{N}$ is a protocol-dependent normalization factor that fixes the total number of quasilocalized vibrational modes per unit volume, and $\omega_g^2$ is the sought-for protocol-dependent characteristic energy of QLE. An essentially identical argument was made in [50] regarding the system-size dependence of the sample-to-sample
statistics of the minimal vibrational frequency, which was concluded to depend on a protocol-dependent ‘site length’, in addition to the characteristic scale \( \omega_g \) and the system size. We conclude therefore that the prefactor of the low-frequency tails of the density of vibrational modes cannot reliably yield the desired characteristic energy scale.

Here we propose instead that the bulk average of the glass response to a localized force dipole (see precise definition below) defines the characteristic energy scale \( \omega_g^2 \) of QLE. This proposition is motivated by the close resemblance between the spatial structure of the dipolar response of glasses and QLE, as demonstrated in Fig. 1. All examples of QLE — a low-frequency harmonic vibrational mode, a shear-transformation-zone (STZ) observed under external driving forces [15] and a nonlinear glassy mode [16, 21, 52] — exhibit striking resemblance to the dipolar response; they all typically feature a disordered core decorated by Eshelby-like [61] (mostly-affine) fields that decay away from the core as \( r^{1-d} \) in \( d \) spatial dimensions (see additional discussion of these fields in Sect. V).

To define the characteristic glassy energy scale studied in this work, consider a system of \( N \) particles interacting via a radially-symmetric pairwise potential \( \varphi(r) \), with \( r \) the pairwise distance between particles. Labeling pairs of particles by \( \alpha \), a force dipole on the \( \alpha \)th pair is defined as

\[
\vec{d}_\alpha = \frac{\partial \varphi_\alpha}{\partial \vec{x}},
\]

where \( \vec{x} \) denotes the vector of \( N \times d \) particles’ coordinates in \( d \) dimensions. \( \vec{d}_\alpha \) is an \( N \times d \)-dimensional vector which has non-vanishing components only at the \( \alpha \)th pair, having the geometry of a dipole vector, i.e. two forces of equal magnitude acting in opposite directions.

The linear response \( \tilde{z}_\alpha \) to an imposed force dipole on the \( \alpha \)th pair satisfies

\[
\mathcal{M} \cdot \tilde{z}_\alpha = \vec{d}_\alpha,
\]

where \( \mathcal{M} = \frac{\partial^2 U}{\partial \varphi_\alpha \partial \varphi_\alpha} \) denotes the Hessian matrix of the potential energy \( U = \sum_\alpha \varphi_\alpha(r_\alpha) \). An example of \( \tilde{z}_\alpha \) is displayed in Fig. 1, where the striking spatial resemblance to QLE is demonstrated. This resemblance leads us to propose that \( \tilde{z}_\alpha \) picks up directions in the highly-rugged multidimensional PEL that are particularly relevant for glassy relaxation and flow. In particular, we are interested in the properties of the PEL in these special directions and in the associated characteristic energy scale. The goal of the remainder of the paper is to test this idea and its physical implications.

To this aim, we associate a stiffness \( \kappa_\alpha \) with the response \( \tilde{z}_\alpha \) according to

\[
\kappa_\alpha = \frac{\tilde{z}_\alpha \cdot \mathcal{M} \cdot \tilde{z}_\alpha}{\tilde{z}_\alpha \cdot \tilde{z}_\alpha} = \frac{\vec{d}_\alpha \cdot \mathcal{M}^{-1} \cdot \vec{d}_\alpha}{\vec{d}_\alpha \cdot \mathcal{M}^{-2} \cdot \vec{d}_\alpha}.
\]

As the energy of a unit displacement in the direction of \( \tilde{z}_\alpha \) is equal to \( \frac{1}{2} \kappa_\alpha \) in the harmonic approximation, we refer in what follows to \( \kappa_\alpha \) as the energy associated with the glassy linear response to local force dipoles, keeping in mind that its actual units are energy per length squared. Finally, the characteristic glassy energy scale \( \kappa \), referred to in what follows as the characteristic glassy energy scale (CGE), is defined as the average of \( \kappa_\alpha \) taken over all pairs of nearest neighbors. Taking the bulk average of \( \kappa_\alpha \) is a non-trivial step; for example, it is not a priori clear that by so doing one does not wash out all relevant information about the softest glassy excitations in the system. This point will be extensively discussed below.

III. EFFECT OF ANNEALING ON THE CHARACTERISTIC ENERGY SCALE

We turn now to investigate how the CGE defined by the response to local force dipoles depends on the protocol with which our computer glasses were created. To this aim, we created two sets of ensembles of glassy samples: (i) ensembles of glassy samples that were quenched instantaneously from independent equilibrium configurations at a parent temperature \( T_0 \), and (ii) ensembles of glassy samples that were quenched from equilibrium at a finite quench rate \( \dot{T} \). A complete description of our numerical protocols is available in Appendix A.

Our key findings for the instantaneously-quenched ensembles are displayed in Fig. 2; in panel (a) we plot the CGE \( \kappa \) (obtained by averaging over both interactions and samples) vs. the parent equilibrium temperature \( T_0 \) from which the glassy samples were instantaneously quenched. Remarkably, we find that the CGE increases significantly as the parent temperature approaches the glass transition temperature: the relative variation of \( \kappa \) throughout the sampled parent-temperature range approaches a factor of 2. This should be contrasted with the variation in the athermal shear modulus \( G \), reported in Fig. 2c, which changes by merely 26% throughout the entire parent-temperature range.

In the system size utilized, of \( N = 2000 \) in 3D, the lowest vibrational frequency is always associated with a quasilocalized vibrational mode [50]. In Fig. 2b we show the sample-to-sample averages of the minimal vibrational frequency squared \( \omega_{\min}^2 \) vs. the parent temperature \( T_0 \). Similarly to the CGE, this energy scale also changes significantly upon better annealing of the inherent states, with a relative variation that approaches a factor of 2.5.

In Fig. 3a we plot the minimal vibrational frequency squared \( \omega_{\min}^2 \) against the CGE \( \kappa \) and observe that while these two scales share the same units, two order of magnitude separate their measured values; this difference in magnitude is expected as the former is a rare fluctuation and the latter is a bulk average. Nevertheless, it is clear that the variations in these energy scales are highly...
correlated, though not strictly proportional, suggesting a nontrivial relation between a rare structural fluctuation, \(\omega_{\min}^2\), and a bulk average response function, \(\kappa\). The lack of strict proportionality between \(\omega_{\min}^2\) and the CGE, as seen in Fig. 3b, underlines our assertion that a characteristic glassy energy scale cannot be directly extracted from the prefactor of the \(\omega^4\) density of states. We propose that this lack of strict proportionality demonstrates that, in addition to variations in the typical energy of QLE upon annealing, their number per unit volume is also depleted. Since \(\omega_{\min}^2\) in each glassy sample is the minimal amongst the energies of a population of QLE, one expects \(\omega_{\min}^2\) to increase if that population is depleted, resulting in a sharper increase of \(\omega_{\min}^2\) with better annealing compared to the increase in \(\kappa\).

Our analysis of the CGE and of the shear modulus in the instantaneously-quenched samples gives rise to the definition of a static lengthscale \(\xi \equiv \kappa / G\), which is plotted against the parent temperature \(T_0\) in Fig. 3b. We note that this static lengthscale clearly does not describe the core size of QLE; in \cite{53}, the latter was indirectly shown to decrease with deeper supercooling, whereas the static length \(\xi(T_0)\) is clearly observed to increase with deeper supercooling. Possibly related lengths defined via the boson peak frequency and the speed of sound were put forward and measured experimentally by Sokolov and coworkers \cite{62}. In \cite{63–65}, a closely-related effort to extract growing static lengths in annealed inherent states was put forward, based on the different variation with annealing of the Debye and QLE frequencies.

Within the unjamming scenario of packings of purely repulsive soft particles \cite{66–68}, variations of the characteristic frequency of disorder-induced vibrational modes, conventionally denoted by \(\omega^*\), can be universally quantified in terms of the pressure to bulk elastic modulus ratio \cite{69, 70}. In Fig. 3c, we show that this ratio remains remarkably constant throughout the entire parent temperature range, while the characteristic energy \(\kappa\) varies by nearly a factor of 2. The apparent decoupling of these two observables raises questions about possible essential differences between QLE and the soft modes that emerge near the unjamming point. Understanding these differences is an interesting topic left for future investigation.

We have also investigated the behavior of the CGE \(\kappa\) in ensembles of continuously-quenched 3D glassy samples. The low-frequency tails of density of vibrational modes of these ensembles features the universal \(\omega^4\) law, as shown in Fig. 3b. This stands in contrast to the ensembles of instantaneously-quenched glassy samples, that could instead follow \(D(\omega) \sim \omega^{\chi}\) with \(\chi < 4\), as we recently showed in \cite{53}. This universality allows one to naively extract an energy scale from the prefactor of their respective spectra, which, to this aim, are expressed as \(D(\omega) \propto \tilde{\omega}_g^{-5} \omega^4\).

As discussed in detail in Sect. 1, however, the energy scale \(\tilde{\omega}_g^2\) obtained in this way is affected by both the variations in the characteristic energy of QLE, and by their protocol-dependent depletion. Despite that these two effects cannot be straightforwardly disentangled, we superimpose fits to the \(\omega^4\) regime in Fig. 3b, and convert the fitted prefactors into energies \(\tilde{\omega}_g^2\), which are in turn plot-
distributions we extract an energy scale $\tilde{\omega}$ from the prefactors $\tilde{\omega}^{\delta}$ of the $\omega^4$ scaling law, see lengthy discussion about the nature of these prefactors in the text. The frequency axis is rescaled by $\omega_0 = 2.0$ for visualization purposes. In panel (b), we plot $\tilde{\omega}^2$ (normalized by $\tilde{\omega}^2_0 \equiv \tilde{\omega}^2(T = 10^{-3})$) vs. the CGEs $\kappa$ measured in each ensemble. Here, consistent with our findings for the minimal vibrational frequencies plotted in Fig. 3, we find a very similar relative variation of $\tilde{\omega}^2$ and $\kappa$. The continuous line is a guide to the eye.

FIG. 4. (a) Low-frequency tails of the density of vibrational modes $D(\omega)$, measured in 3D glassy samples cooled at rates $T = 10^{-3}$ (circles), $T = 10^{-4}$ (squares), and $T = 10^{-5}$ (diamonds). Using these distributions we extract an energy scale $\tilde{\omega}$ from the prefactors $\tilde{\omega}^\delta$ of the $\omega^4$ scaling law, see lengthy discussion about the nature of these prefactors in the text. The frequency axis is rescaled by $\omega_0 = 2.0$ for visualization purposes. In panel (b), we plot $\tilde{\omega}^2$ (normalized by $\tilde{\omega}^2_0 \equiv \tilde{\omega}^2(T = 10^{-3})$) vs. the CGEs $\kappa$ measured in each ensemble. Here, consistent with our findings for the minimal vibrational frequencies plotted in Fig. 3, we find a very similar relative variation of $\tilde{\omega}^2$ and $\kappa$. The continuous line is a guide to the eye.

As stressed above, the existence, properties and statistics of QLE are independent of whether they can be realized as harmonic modes or not. To highlight this basic idea, which will also have practical implications in the analysis below, we denote by $e$ the energy of QLE. The energy $\omega^2$ of harmonic modes is then generalized to represent the energy of QLE through the relation $e = \omega^2$. The latter relation can be readily used to obtain the statistical properties of $e$ in light of the universal law $D(\omega) \sim \omega^4$, which implies $D(e) \sim e^{3/2}$. With this result at hand, we can predict the system size dependence of the softest glassy QLE associated with the statistical effect. This is achieved through a conventional (Weibullian) extreme-value statistics argument that predicts

$$\int_0^{e_{\min}} e^{3/2} \, de \sim N^{-1} \Rightarrow e_{\min}(L) \sim L^{-2d/5}, \quad (6)$$

where $e_{\min}(L)$ is expected to properly represent the $L$-dependence of $e(L)$.

In order to distinguish between the statistical and mechanical effects on the $L$-dependence of $e$, our goal now is to calculate $e_{\min}$ and test it against Eq. (6). If the prediction is verified, we know there exists no significant mechanical contribution to the $L$-dependence; otherwise, it exists. We need to use different procedures to calculate $e_{\min}$ in 2D and 3D. In 3D, for systems that are small enough to suppress the occurrence of phonons at very low frequencies, the softest QLE assume the form of harmonic vibrational modes, as demonstrated in [50] and further discussed in Appendix C. For this reason, in the previous section we could identify the energies of the softest QLE with those of the lowest-frequency vibrational modes. Quantitatively extracting the energies of the softest QLE from harmonic analyses in 2D is less straightforward. In Appendix C we show that many harmonic vibrational modes associated with minimal vibrational frequencies are in fact poor representatives of QLE in 2D glasses due to mixing with phonons of similar frequencies. Consequently, as soft QLE are not well-represented by vibrational harmonic modes in 2D and 3D, we resort to nonlinear measures which offer a robust definition for the softest QLE.

Therefore, to quantify $e_{\min}$ in 2D, we consider a family of nonlinear quasilocalized excitations, as put forward in [22], and referred to in what follows as quartic modes. The latter are solutions $\hat{\pi}_4$ to the nonlinear equation

$$\mathcal{M} \cdot \hat{\pi}_4 = \frac{\partial^2 U}{\partial \hat{\pi}_4 \partial \hat{\pi}_4} \hat{\pi}_4 \equiv \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4 \equiv \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4, \quad (7)$$

where the symbols $\cdot \cdot ; \cdot \cdot$, $\cdot \cdot \cdot$, and $\cdot \cdot \cdot \cdot$ denote double, triple and quadruple contractions, respectively. In Appendix A we
elaborate more about our calculations of quartic modes in glassy samples. The key advantage of considering quartic modes in the present context is their absolute indifference to the presence of phonons of similar energies, as shown in e.g. [22]. This allows us to access one of the lowest energy QLE in 2D systems and hence to quantitatively determine its value, regardless of the proximity of its energy to that of phonons. Specifically, \( e_{\text{min}} \) is calculated through \( M: \pi_d \bar{\pi}_d \).

\[ \min_{L} 10^{-2} \kappa L^{-2} \]

\[ \min_{L} 10^{-1} \kappa L^{-1} \]

\[ \min_{L} 10^{0} \kappa L^{0} \]

\[ \min_{L} 10^{1} \kappa L^{1} \]

\[ \min_{L} 10^{2} \kappa L^{2} \]

\[ \min_{L} 10^{3} \kappa L^{3} \]

FIG. 5. Sample-to-sample means of the energy \( e_{\text{min}} \) of the softest QLE vs. system size \( L \), for glassy samples in (a) 3D and (b) 2D. For each 3D glassy sample \( e_{\text{min}} \) is identified with the energy of the lowest-frequency harmonic vibrational mode \( \omega_{\text{min}}^2 \). We note that \( \omega_{\text{min}}^2 \) is bounded from above by the energy of the lowest phonon \( 4\pi^2G/(\mu L^2) \), represented in panel (a) by the dashed line. In 2D, \( e_{\text{min}} \) represents the energy of a soft quartic mode, calculated as described in the text. The dependence of \( e_{\text{min}} \) on system size follows the Weibullian expectation \( e_{\text{min}} \sim L^{-2d/5} \) in 3D, but not in 2D.

In Fig. 5 we test the prediction on the right part of Eq. (6), where the harmonic frequencies \( \omega_{\text{min}}^2 \) are used to calculate \( e_{\text{min}} \) in 3D (left panel) and \( M: \pi_d \bar{\pi}_d \) is used for that purpose in 2D (right panel). It is observed that Eq. (6) is approximately followed in 3D \((d = 3)\), but seriously fails in 2D \((d = 2)\). These results indicate that the mechanical effect is rather weak in 3D, because the statistical considerations alone rather accurately predict the system size dependence in 3D, while it is significantly stronger in 2D. Consequently, we focus on 2D in the remainder of this section.

The mechanical effect on the \( L \)-dependence of the QLE energy \( \kappa(L) \) in 2D is theoretically expected to be fully contained within the \( L \)-dependence of the CGE \( \kappa(L) \), which should be completely independent of the statistical effect quantified in Eq. (6). Figure 6 presents the means of \( \kappa(L) \), where we superimpose on the data a fitting function \( f_{\text{fit}}(L) \) \([21]\); the function \( f_{\text{fit}}(L) \) will be theoretically derived in the next section, but its precise form and physical origin are not crucial for our discussion here. The important point to note is that \( \kappa(L) \) exhibits a significant variation with the system size \( L \) and consequently we predict that

\[ e_{\text{min}}(L) \sim L^{-4/5} \kappa(L), \quad (8) \]

\( i.e. \) \( e_{\text{min}}(L) \) is predicted to be a product of the statistical \( L \)-dependence predicted in Eq. (6) and of the mechanical \( L \)-dependence embodied in \( \kappa(L) \).

The prediction in Eq. (8) is tested in Fig. 6b by superimposing the function \( L^{-4/5}f_{\text{fit}}(L) \) on the data for \( e_{\text{min}}(L) \), demonstrating excellent agreement. This quantitative agreement between the combined statistical and mechanical effects on soft QLE further — and strongly — reinforces our key proposition that the scale defined by the response to local force dipoles intrinsically captures the characteristic scale of soft QLE. Together with our demonstration of such a relation for annealed glasses in the previous section, this result establishes a nontrivial relation between rare fluctuations — the soft quartic modes’ energies —, and a bulk response — the characteristic energies. In the next section we theoretically predict the \( L \)-dependence of the mechanical effect embodied in \( \kappa(L) \) along with its physical origin, as part of a broader discussion of the spatial dimension and system size dependence of the characteristic energy scale.

V. LONG-RANGED ELASTIC EFFECTS OF QUASILocalization: System size and spatial dimensionality dependence of the characteristic energy scale

The discussion of the system size dependence of the CGE \( \kappa(L) \) in 2D allowed us to establish a remarkable relation between the CGE and the softest QLE in the previous section. The dependence itself, expressed through a fitting function \( f_{\text{fit}}(L) \), and its physical origin have not been addressed. The dipolar response, quantified by the CGE, and QLE — shown in Fig. 1 — are quasiloclized, i.e. they are characterized by a disordered core with a characteristic lengthscale of a few atomic sizes and in addition feature long-ranged elastic fields. The observed \( L \)-dependence of \( \kappa(L) \) is expected to emerge from the latter. Hence, our first goal in this section is to theor-
ically derive this \(L\)-dependence in 2D and demonstrate its direct connection to the long-ranged elastic fields associated with quasilocalization.

To this aim, we start by considering Eq. (4) whose solution \(\vec{z}\) is the response to a force dipole \(\vec{d}\). At the continuum level, which is relevant to the long-ranged contribution to \(\vec{z}\), the response to a localized force is given by the elastic Green’s function \(G(r)\) \([72]\). Consequently, the response to a force dipole is determined by the spatial derivative of \(G(r)\), \(\vec{z} \sim \partial_r G(r) \sim r^{-1-d}\), where \(r\) is the distance from the core. To use this scaling relation in the expression for \(\kappa_\alpha\) in Eq. (5), we first note that its numerator, \(\vec{z} \cdot \mathcal{M} \cdot \vec{z} = \vec{z} \cdot \vec{d}\), is a local contribution that is independent of the system size \(L\) due to the contraction with the dipole. Consequently, the \(L\)-dependence of \(\kappa\) in Eq. (5) is determined by the denominator, that is

\[
\frac{1}{\kappa(L)} \sim \vec{z} \cdot \vec{z} \sim \int_{\xi_\alpha}^{L} r^{2(1-d)} r^{d-1} dr \sim \int_{\xi_\alpha}^{L} r^{1-d} dr ,
\]

where \(\xi_\alpha\) is an atomic-scale cutoff length characterizing the disordered core and \(r\) is a volume element in \(d\) dimensions. Note that we used the infinite system Green’s function \(G(r)\) and that the finite system size effect emerges from the upper integration limit.

Applying Eq. (9) in 2D \((d=2)\), we obtain

\[
\kappa(L) \sim \frac{1}{\log(L/\xi_\alpha)} , \quad \text{in 2D} .
\]

This prediction is shown in Fig. 7a to be in excellent quantitative agreement with the numerical data for \(\kappa(L)\) in 2D (the same data were presented in Fig. 6a), demonstrating that one can analytically predict the previously used fitting function \(f_{m}(L)\). Equation (10) indicates that in 2D solids the stiffness associated with the response to a local force dipole vanishes in the thermodynamic limit \(L \to \infty\), albeit very slowly (logarithmically). This peculiarity might be related to other 2D peculiarities in glass physics, as will be briefly mentioned below.

Equation (9) can also be used to elucidate the dimensionality dependence of the CGE. To this aim, we apply it in 3D \((d=3)\) to obtain the prediction

\[
\kappa(L) - \kappa(L \to \infty) \sim L^{-1} , \quad \text{in 3D} ,
\]

which is quantitatively verified in Figs. 7b,c. Equation (11) shows that \(\kappa\) approaches a finite value in the thermodynamic limit \(L \to \infty\). Moreover, the small variation of \(\kappa(L)\) observed in Figs. 7b,c explains why the statistical \(L\)-dependence dominates the mechanical one in 3D, as has been already demonstrated in Fig. 3. The origin of the significant spatial dimensionality dependence of the CGE \(\kappa(L)\), and most notably the anomalous \(1/\log(L)\) behavior in 2D, is the long-ranged elastic fields that decorate the localized disordered core of QLE. This peculiarity appears to be intimately related to the 2D elastic Green’s function \(G(r) \sim \log(r)\), and as such is reminiscent of the recent discussion of long-wavelength Mermin-Wagner-like fluctuations in 2D glasses and their relation to possible differences between the glass transition in 2D and 3D \([73, 76]\). This potentially interesting connection should be further explored in the future.

VI. THE CHARACTERISTIC ENERGY SCALE AND GLASSY SLOWING DOWN

Having established the existence of an intimate relation between the characteristic energy scale \(\kappa\) and the energy scale of the softest quasilocalized excitations, and that both energies show large variations with ameliorating, we next build on these observations and test possible relations between the CGE and relaxation times of the supercooled liquid. Previous work \([28, 45, 47]\) has shown that there are strong spatial correlations between quasilocalized soft vibrational modes and regions in the supercooled liquid that are more susceptible to thermally-driven rearrangements. It is therefore plausible to expect that the increase in the energies of QLE upon supercooling slows down structural relaxation processes.

In Fig. 8a, we plot the excess activation barriers \(\Delta F\) over the Arrhenius part \(\Delta F_\infty\), extracted from the structural relaxation times \(\tau_\alpha\) (see inset and also Fig. 11), vs. temperature \(T\). The fitted values that appear in the Arrhenius form \(\tau_\alpha = \tau_0 \exp(\Delta F_\infty/T)\) are \(\tau_0 = 0.22\) and \(\Delta F_\infty = 2.6\). In Fig. 8b, we plot the same excess activation barriers as shown in panel (a), but this time against the CGE \(\kappa(T_0)\) measured in the underlying inherent states of the corresponding equilibrium temperatures.

It is expected that the dynamics of the high-temperature liquid are indifferent to the value of the characteristic energies measured in underlying inherent states. In fact, we only expect to find some connection between properties of underlying inherent states and the dynamics of the supercooled liquids below the onset temperature of the so-called two-step relaxation and the deviation from Arrhenius-like relaxation, which occurs in our system at around \(T = 0.70\) for which \(\kappa \approx 28\). We superimpose on the data of Fig. 8c a fit to the scaling \(\kappa^{2.3}\).
While other functional forms may provide better fits to a larger range of temperatures, for reasons motivated below we restrict the fitted function to a simple form that vanishes with vanishing $\kappa$.

How can the observed relation between the characteristic energy scale and activation barriers be understood? Here we propose a very simple scenario, which draws inspiration from the Soft Potential Model [57, 58, 77], and elastic models for relaxation in supercooled liquids [11, 78–80]. We consider a QLE with an associated energy $\kappa$, and expand the potential energy to third order in terms of the displacement $s$ along the QLE as

$$U \simeq U_0 + \frac{1}{3} \kappa s^2 + \frac{1}{6} \kappa s^3 + \mathcal{O}(s^4),$$

where $\tau \equiv \frac{\partial U}{\partial \hat{z}\partial \hat{z}} : \hat{z} \hat{z}$, and $\hat{z}$ is the QLE field. Within this approximation, the potential barrier $\Delta U$ that separates neighboring inherent states is expressed in terms of the coefficients $\kappa$ and $\tau$ as

$$\Delta U \simeq \frac{2}{3} \frac{\kappa^3}{\tau^2}.$$  \hspace{2cm} (13)

Naively, this simple scenario suggests that activation barriers could grow as a relatively large ($\approx 3$) power of the energies $\kappa$, as we indeed find. However, as mentioned above in the context of our discussion about glassy length scales, the core-size of QLE decreases with deeper supercooling [53]; one then expects the third order coefficient $\kappa$ to also vary with supercooling. In particular, they are expected to grow with stronger localization of QLE, as shown in [21, 52], which implies they would increase with increasing $\kappa$. Interestingly, in the Soft Potential Model [57, 58, 77] it is argued that stability requires that the third order coefficients $\tau$ are bounded in magnitude by $\sqrt{\kappa}$. Adopting this simple scenario, this would suggest that $\Delta U \sim \kappa^2$, in reasonable agreement with the data. These results suggest the existence of a direct connection between the CGE and the slowing down of relaxational dynamics with increased supercooling. This fundamental relation should be systematically explored in the future using extensive computer simulations.

VII. DISCUSSION

In this work we put forward and tested the proposition that the response to a local force dipole defines a characteristic energy scale that plays a key role in determining several important structural and dynamical features of glasses and deeply supercooled liquids. Here we discuss our findings in the context of other current work on glasses and supercooled liquids, and suggest future research directions.

A. Annealing dependence

In our work we showed that the characteristic energy scale changes dramatically in inherent states that underlie equilibrium supercooled configurations as the glass transition temperature is approached: its relative variation is about 4 times larger compared to the variation of elastic moduli in the same glassy samples. These observations strongly support the assertion by Wyart [81] that annealing not only leads to the stiffening of elastic moduli, but is also accompanied by the increase of other characteristic energy scales, in particular of the boson peak frequency. In the same work Wyart put forward a relation between the fragility of a glass former and accompanying inhomogeneity of relative variations of typical frequency scales upon annealing, with larger inhomogeneities expected in more fragile systems. It would be interesting to test this relation computationally using the ideas introduced in this work, and in particular to verify whether the characteristic glassy energy scale as defined by the response to local force dipoles displays larger relative variations with annealing in more fragile glass forming models.

B. Relation to soft QLE and supercooled liquids’ dynamics

We further established a nontrivial relation between the characteristic glassy energy scale, and energies of the softest quasilocalized vibrational modes observed in samples made with different degrees of annealing. We showed that despite possessing vastly different scales, separated by roughly two orders of magnitude for the system size employed, these two energies exhibit similar relative variations with annealing. The separation between these scales is $L$-dependent, and would further increase by increasing $L$. Following these observations, and further motivated by previous work [28, 45, 47] that established spatial and geometric correlations between
soft, quasilocalization excitations and structural relaxation in supercooled liquids, we examined the relation between the characteristic energy scale and activation barriers towards structural relaxation. We found that below the crossover temperature to the ‘landscape dominated’ regime \([11]\), activation barriers as extracted from dynamics grow roughly as \(\kappa^{2/3}\), where the characteristic energy scale \(\kappa\) was measured in the underlying inherent states of equilibrium configurations. This result is reasonably consistent with simple scaling arguments inspired by the Soft Potential Model framework \([57,58,77]\). The refinement of these arguments is left for future research efforts.

The comparison between energies of the softest QLE and the characteristic glassy energy scale (see Fig. 3) suggests that in addition to the increase of these scales upon supercooling, the density of QLE is also depleted. In studying the possible relation between characteristic glassy scales and activation barriers, we did not account for entropic effects that could stem from the depletion of QLE, i.e. from the changes in the number of accessible relaxation directions in the PEL, upon deep supercooling. Resolving the precise relative roles played by the depletion of QLE vs. the increase in their characteristic energies, in determining activation barriers towards structural relaxation, is an important topic proposed for future research.

Our examination of a possible relation between the characteristic glassy scale and activation barriers is inspired by similar ideas put forward within the framework of elastic models of supercooled liquids by Dyre and coworkers \([1,78–80]\). The viewpoint adopted in these models is that the dominant contribution to activation barriers is some form of elastic energy. Further support for this viewpoint was recently suggested in \([82,83]\). To motivate this viewpoint in the context of elastic models, it is highlighted that relaxation events predominantly involve shear deformation, and therefore the relevant energy scale of activation barriers is set by the (high-frequency) shear modulus. The dominance of elastic energy in determining activation barriers is tested in our study as well; however, differently from elastic models, we speculate that barriers towards relaxation are not controlled by macroscopic elasticity (at least not in 3D, see further discussion below), but instead by the intrinsically-atomistic, micromechanical elastic properties of quasilocalized excitations, which, in turn, vary substantially under annealing.

We further note that a related viewpoint that attributes a micromechanical, elastic origin to the dramatic slowing down of dynamics in dense colloidal glasses has been proposed by Brito and Wyatt \([45,54]\). These authors argue that the onset of activated dynamics in colloidal glasses stems from the stabilization of the softest collective degrees of freedom, which were observed to feature an extended spatial character. Here we do not study the onset of activated dynamics, but instead test the assumption that the properties of local minima of the potential energy landscape that underlie equilibrium states are relevant for activated relaxation at temperatures lower than the crossover temperature to the landscape-dominated regime. Understanding the extent to which this assumption holds, and the intricate details of the transition to landscape-dominated activated dynamics is an important goal for future research.

C. Relation to the unjamming scenario

It was previously proposed in \([55]\), and tested in \([74,75]\), that the energy scale that characterizes soft, extended vibrational modes that emerge near the unjamming transition — the loss of solidity observed in soft-sphere packings as the confining pressure is reduced \([66,68]\) — can be defined by the response to local force dipoles. The statistical and structural properties of soft, extended vibrational modes that emerge near the unjamming point are predicted by mean-field frameworks \([66,72]\) and variational arguments \([55,58]\); intriguingly, they are qualitatively and quantitatively different from the statistical and structural properties of the quasilocalized excitations studied here for a generic structural glass far from the unjamming point \([50,53]\), despite that the same protocol appears to capture the characteristic energies of both types of soft excitations. The essential nature of the relation between these two classes of soft excitations is still an open question that deserves further investigation. Some very recent progress in addressing this question has been made in \([83]\).

D. Spatial dimensionality and finite-size effects

In addition to the annealing dependence of the characteristic glassy energy scale defined by the response to local force dipoles, we further showed that it exhibits strong spatial dimensionality and system size dependencies: we find that while in 3D no substantial system size dependence is observed, in 2D we observe very strong finite size effects on the characteristic energies, that are expected to vanish in the thermodynamic limit. Similarly to the study of the annealing dependence as discussed above, in our systematic investigation of finite size effects on characteristic energies in 2D we also observe a remarkable relation between the characteristic energy scale — a bulk average response — and the energy of soft, quasilocalized excitations, which manifest rare structural fluctuations.

We note importantly that a similar finite-size scaling analysis to that presented in Sect. [V] for the \(L\)-dependence of the characteristic energies can be carried out for the magnitude of the small potential energy barriers that separate inherent states on the potential energy landscape. A detailed report of this analysis is kept for future work; here we note that our analysis indicates that system size variations in anharmonicities of the potential
energy lead to an expected $L$-independence of characteristic potential energy barriers, i.e. they are not expected to vanish in the thermodynamic limit, despite the apparent vanishing of the characteristic energy scale. We therefore speculate that the qualitative differences between supercooled liquids’ relaxation dynamics in 2D and 3D, as observed in [61] and recently discussed in [73, 76], does not stem from an explicit $L$-dependence of characteristic potential energy barriers. Instead, we speculate that it rather originates from the different form of the decay of the far fields of quasilocalized excitations.
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Appendix A: Models, protocols, and observables

1. Model glass former and microscopic units

Most of the computer experiments presented in this work are performed on a generic glass-forming model in 2D and 3D. We employed a 50:50 binary mixture of ‘large’ and ‘small’ particles of equal mass $m$ enclosed in a cubic (square) box in 3D (2D) of linear size $L$. The particles interact via a radially symmetric, purely repulsive pairwise potential of the form

$$\varphi(r_{ij}) = \varepsilon \left[ \left( \frac{\lambda_{ij}}{r_{ij}} \right)^n + \sum_{\ell=0}^{q} c_{2\ell} \left( \frac{r_{ij}}{\lambda_{ij}} \right)^{2\ell} \right], \quad r_{ij} \leq x_c,$$

$$\varphi(r_{ij}) = \varepsilon \left[ \left( \frac{\lambda_{ij}}{r_{ij}} \right)^n + \sum_{\ell=0}^{q} c_{2\ell} \left( \frac{r_{ij}}{\lambda_{ij}} \right)^{2\ell} \right], \quad r_{ij} > x_c,$$

where $r_{ij}$ is the distance between the $i^{th}$ and $j^{th}$ particles, $\varepsilon$ is a microscopic energy scale, and $x_c$ is the dimensionless distance for which $\varphi$ vanishes continuously up to $q$ derivatives. Distances are measured in terms of the interaction lengthscale $\lambda$ between two ‘small’ particles, and the rest are chosen to be $\lambda_{ij} = 1.18\lambda$ for one ‘small’ and one ‘large’ particle, and $\lambda_{ij} = 1.4\lambda$ for two ‘large’ particles. The coefficients $c_{2\ell}$, determined by demanding that $\varphi$ vanishes continuously up to $q$ derivatives, are given by

$$c_{2\ell} = \frac{(-1)^{\ell+1}}{(2q-2\ell)!!(2\ell)!!(n-2)!!(n+2\ell)!!} x_c^{-(n+2\ell)}.$$

We chose the parameters $x_c = 1.48$, $n = 10$, and $q = 3$. The density was set to be $N/V = 0.82\lambda^{-3}$ in 3D, and $N/V = 0.86\lambda^{-2}$ in 2D, where $N$ stands for the total number of particles, and $V \equiv L^d$ is the volume in $d$ spatial dimensions. Time is expressed in terms of $\tau \equiv \sqrt{m\lambda^2/\varepsilon}$, temperature in terms of $\varepsilon/k_B$ with $k_B$ the Boltzmann constant, quench rates in terms of $\dot{\varepsilon}/(k_B\tau)$, stress, pressure, and elastic moduli in terms of $\varepsilon/\lambda^d$, and vibrational frequencies in terms of $\tau^{-1}$. This model undergoes a glass transition at a temperature of about $T_g \approx 0.5\varepsilon/k_B$, both in 2D and 3D. In the main text and in what follows we omit the units of all observables; these should be understood as expressed in terms of the microscopic units as specified here.

2. Ensembles of glassy samples

We prepared two sets of ensembles of glassy samples. The first set in was created by performing an instantaneous quench, by means of a gradient descent minimization, of independent configurations of $N = 2000$ particles in 3D, equilibrated at several different parent temperatures $T_0$, as illustrated in Fig. 9. While these minimizations are computationally inefficient, they follow a physical dynamics which strongly suppresses inertial effects. Other minimization methods, e.g. [94], could induce an uncontrolled degree of inertial effects, which we aimed at avoiding. Each ensemble corresponding to a particular parent temperature $T_0$ consists of 10000 independent glassy samples created as described above.

![Figure 9](image-url)
respectively. Each ensemble consists of 10000 independent glassy samples. To study finite-size effects, we have also created ensembles of glassy samples quenched at $\dot{T} = 10^{-3}$, starting from equilibrium configurations at $T = 1.00$ for system sizes ranging from $N = 100$ to $N = 1638400$ in 2D, and from $N = 1000$ to $N = 1000000$ in 3D. The number of independent glassy samples we created ranges from a few hundreds for our largest systems, to a few millions for our smallest systems. Temperature was controlled in our finite quench simulations by utilizing a Berendsen thermostat [95], with a time parameter $\tau_{\text{Ber}} = 4.0$ for $\dot{T} = 10^{-3}$, and $\tau_{\text{Ber}} = 10.0$ for $\dot{T} < 10^{-3}$, see [54] for a discussion about how this parameter is chosen.

3. Supercooled liquid dynamics

To quantify the relaxational dynamics of the supercooled liquid (in 3D), we monitored the stress autocorrelation function $c(t) \equiv V \langle \sigma(0)\sigma(t) \rangle$, displayed for various equilibrium temperatures in Fig. 10. Here $\sigma \equiv (\partial U/\partial \gamma)/V$, i.e. we do not consider the kinetic contribution to the stress. The advantages of utilizing this correlation function are (i) it requires no choice of parameters (compared e.g. to the self-intermediate scattering function that requires choosing a wave vector, which could be temperature/protocol dependent), and (ii) the mean stress $\langle \sigma \rangle = 0$ by symmetry. We estimate the primary structural relaxation time $\tau_\alpha$ by evaluating $c(\tau_\alpha) = 2.0$, as shown in the figure. The lowest temperature that we are able to properly equilibrate our system is $T = 0.51$. This leads us to the operational determination of the computer glass transition temperature at $T_g = 0.5$, which is used to rescale temperature axes in several figures throughout our work.

4. Athermal quasistatic deformation

In Fig. 12 we present data from athermal, quasistatic deformation of glassy samples in 3D. These simulations are carried out by imposing small shear deformation increments, following each such increment with a standard nonlinear conjugate gradient minimization of the energy under the imposed shear. We employed Lees-Edwards periodic boundary conditions, and measured the stress-strain curves of glassy samples of $N = 2000$ particles. These simulations were carried out on two sets of 2000 independent glassy samples, prepared using two protocols; the first protocol, referred to in the text and in the caption of Fig. 12 as the ‘fast quench’, involves equilibrating liquid states at $T = 2.00$, and instantaneously quenching each of those states to zero temperature using a gradient descent minimization. The second protocol, referred to in the text and in the caption of Fig. 12 as the ‘slow quench’, involves equilibrating supercooled liquid states at $T = 0.51$, and then carrying out a continuous

![FIG. 10. Panels (a) and (b) show the full stress autocorrelation function $c(t) \equiv V \langle \sigma(0)\sigma(t) \rangle$ and the time-truncated stress correlation function, respectively, for temperatures $T = 2.00, 1.20, 0.85, 0.70, 0.60, 0.56, 0.54, 0.53, 0.52$ and 0.51, decreasing from left to right in Panel (b). The starred-line in Panel (a) marks the onset of the two-step relaxation plateau, above which $c(t)$ is truncated in Panel (b). Relaxation times $\tau_{\alpha}$ (reported in Fig. 11b) are calculated by estimating the time at which $c(\tau_{\alpha}) = 2.0$, as indicated by the horizontal dashed line in Panel (b). quench to the glass of each independent equilibrium state at a rate $\dot{T} = 10^{-5}$.

5. Review of main observables

We focus on several static and dynamic observables throughout this work. Vibrational modes were calculated by numerical diagonalization of the Hessian matrix

$$\mathcal{M} = \frac{\partial^2 U}{\partial \vec{r} \partial \vec{r}}.$$ Here, $\vec{x}$ denotes the vector of $N \times d$ particles’ coordinates in $d$ dimensions, and $U = \sum_{\alpha} \varphi_\alpha(r_{\alpha})$ is the potential energy, given in our model by a sum over pairwise interactions $\varphi_\alpha$, with $r_{\alpha}$ the pairwise distance, and $\alpha$ labeling pairs of interacting particles. All particles are assumed to share the same unit mass.

We also measured the athermal shear and bulk moduli of our glassy systems, given by [96]

$$G = \frac{\partial^2 U}{\partial \gamma \partial \gamma} - \frac{\partial^2 U}{\partial \gamma \partial d} \cdot \mathcal{M}^{-1} \cdot \frac{\partial^2 U}{\partial d \partial \gamma},$$

and

$$K = \frac{\partial^2 U}{\partial \gamma^2} - \frac{\partial^2 U}{\partial \eta \partial \gamma} \cdot \mathcal{M}^{-1} \cdot \frac{\partial^2 U}{\partial \gamma \partial \eta} + \frac{d - 1}{d - p},$$

respectively. Here $p$ is the hydrostatic pressure, $V$ is the system’s volume, and $\gamma, \eta$ are simple shear and expansive strains, respectively, that parametrize the 2D strain tensor

$$\epsilon = \frac{1}{2} \left( \begin{array}{l} 2\eta + \gamma^2 \\ \gamma + \gamma \eta \\ \gamma + \gamma \eta \end{array} \right).$$
with a trivial extension to 3D.

In Sect. of the main text we report measurements of the energies \( \mathcal{M} : \hat{\pi}_4 \hat{\pi}_4 \) of quasilocalized excitations \( \hat{\pi}_4 \), referred to as ‘quartic modes’. The latter are solutions to the equation

\[
\mathcal{M} : \hat{\pi}_4 \hat{\pi}_4 = \frac{\partial^4 U}{\partial \hat{\pi}_4 \partial \hat{\pi}_4 \partial \hat{\pi}_4 \partial \hat{\pi}_4} : \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4,
\]

where the symbols ; ; and ; ; denote double, triple and quadruple contractions, respectively. In [22] these objects are introduced, and their characteristics are discussed in length. We have calculated a single solution \( \hat{\pi}_4 \) in each of our 2D glassy samples, as follows. First, the vibrational mode \( \Psi_{\min} \) associated to the lowest vibrational frequency \( \omega_{\min} \) in a given sample is found by a conventional partial diagonalization of the Hessian matrix \( \mathcal{M} \equiv \frac{\partial^2 U}{\partial z \partial z} \). Then, \( \hat{\Psi}_{\min} \) is used as the initial conditions for a nonlinear minimization over directions \( \hat{z} \) of the cost function

\[
\mathcal{G}(\hat{z}) \equiv \frac{\langle \mathcal{M} : \hat{z} \hat{z} \rangle^2}{\frac{\partial^2 U}{\partial \hat{\pi}_4 \partial \hat{\pi}_4 \partial \hat{\pi}_4 \partial \hat{\pi}_4} : \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4 \hat{\pi}_4}.
\]

The cost function \( \mathcal{G} \) assumes local minima at \( \hat{z} = \hat{\pi}_4 \), which is understood by realizing that \( \frac{\partial \mathcal{G}}{\partial \hat{z}} |_{\hat{\pi}_4} = 0 \).

Appendix B: structure-dynamics relations in glassy materials

In this Appendix present data from our own computer experiments demonstrating two widely-known scenarios in which glassy dynamics features huge variations that are only accompanied by minor changes in conventional micro- and macrostructural measures.

In Fig. 11 we plot the primary equilibrium structural relaxation time \( \tau_\alpha \) of a generic supercooled glass forming model vs. temperature. We observe the usual non-Arrhenius slowing down of dynamics until the computer glass transition temperature is reached. Fig. 11 shows the relative increase in free-energy activation barriers, as deduced from the relaxation times (see figure caption for details). We observe a relative increase of 150% in the free-energy activation barriers, while at the same time conventional structural variations, as seen in e.g. pair-wise spatial correlations displayed in panels (b)-(d), are very minor.

Another example of enormous variations in dynamical responses accompanied by minor structural changes is illustrated in Fig. 12, where we plot stress-strain curves measured in computer experiments of athermal, quasistatic deformation of glassy samples, see Appendix A for details about the numerics. We show curves averaged over several independent realizations, starting from two ensembles of glassy samples that were quenched from the liquid phase at different rates (‘fast quench’ and ‘slow quench’ in the legend, see Appendix A for precise details about these preparation protocols). The difference in the mechanical response displayed by these two ensembles is impressive, given the insignificant variation in the their structure, as reflected by the pair correlation functions shown in panels (b)-(d) of Fig. 12.
Appendix C: Lowest-frequency vibrational modes in 2D and 3D

One of the main results established in this work is that the characteristic glassy energy scale as defined by the response to a local force dipole represents the energies of the softest quasilocalized excitations in the material. This relation is established by systematically changing some property of our glassy samples, observing the consequential induced relative variations in both the characteristic glassy energy scale and in the energy of the softest quasilocalized excitations, and establishing the degree of correlation between these induced relative variations. In Sect. [11] we followed this scheme to study the effect of varying the preparation protocol with which glassy samples were created, while in Sects. [10] we induced variations in the aforementioned energy scales by systematically changing the size of the analyzed glassy samples, keeping the preparation protocol fixed.

Establishing a relation between the characteristic glassy energy and the energy of the softest quasilocalized excitations requires devising ways to robustly measure the latter. In 3D, as long as the system size is small enough (see elaborate discussion on this matter in [20]), the softest quasilocalized excitations usually assume the form of harmonic vibrational modes. This was demonstrated in [20], and is further established in Fig. 13, where we scatter-plotted the energies of the softest vibrational harmonic modes of glassy samples of size $N = 1000$. The continuous horizontal line marks the energy of the lowest frequency phonons, as directly extracted from the system size and the measured shear moduli. It is clear that the energies of the lowest vibrational frequencies are well-separated from the energy of the lowest frequency phonon. This means that the lowest-frequency vibrational modes are not contaminated by the proximity of phonons with similar energies, and are therefore good representatives of the softest quasilocalized excitations.

In 2D, the situation is dramatically different; we find that the energy separation between the lowest-frequency phonons and the lowest-frequency vibrational modes is very small, even for systems as small as $N = 196$, as shown in Fig. 13. In fact, the energy of the lowest-frequency phonon appears to bound the energy of the lowest-frequency vibrational modes from above. Clearly, this bound will increasingly affect the energies of the lowest-frequency vibrational modes in larger systems. We conclude that the lowest-frequency vibrational modes are not good representatives of soft quasilocalized excitations in 2D. It is therefore necessary to resort to an alternative approach to measure the energies of soft quasilocalized excitations; we opted for calculating the energies of quartic modes [52], as described in Appendix A.
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