Pre-training Protein Models with Molecular Dynamics Simulations for Drug Binding

Abstract

The latest biological findings discover that the motionless 'lock-and-key' theory is no longer applicable and the flexibility of both the receptor and ligand plays a significant role in helping understand the principles of the binding affinity prediction. Based on this mechanism, molecular dynamics (MD) simulations have been invented as a useful tool to investigate the dynamical properties of this molecular system. However, the computational expenditure prohibits the growth of reported protein trajectories. To address this insufficiency, we present a novel spatial-temporal pre-training protocol, PretrainMD, to grant the protein encoder the capacity to capture the time-dependent geometric mobility along MD trajectories. Specifically, we introduce two sorts of self-supervised learning tasks: an atom-level denoising generative task and a protein-level snapshot ordering task. We validate the effectiveness of PretrainMD through the PDBbind dataset for both linear-probing and fine-tuning. Extensive experiments show that our PretrainMD exceeds most state-of-the-art methods and achieves comparable performance. More importantly, through visualization we discover that the learned representations by pre-training on MD trajectories without any label from the downstream task follow similar patterns of the magnitude of binding affinities. This strongly aligns with the fact that the motion of the interactions of protein and ligand maintains the key information of their binding. Our work provides a promising perspective of self-supervised pre-training for protein representations with very fine temporal precision.
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resolutions and hopes to shed light on the further usage of MD simulations for the biomedical deep learning community.

1 Introductions

Drug discovery is an expensive process, where billions of dollars and years of development are required for a single drug to be approved by FDA [82]. To be specific, there are $10^{60}$ potential drug-like molecules, going far beyond current experimental capabilities [74]. Recently, deep learning (DL)-based methods have emerged to drastically reduce the molecular search space [5]. Drug binding, a core problem in drug discovery, is to understand how drug like molecules (ligands) interact with target proteins (receptors), and is a prerequisite for fast virtual screening [72, 87].

However, forecasting the strength of a candidate drug molecule’s interaction with a target protein brings unique challenges due to the evolution of binding theories. The initial 'lock-and-key' theory of ligand binding [25], where a frozen motionless receptor accommodates a small molecule without undergoing any conformational rearrangements, has been abandoned. It is now in favor of binding models that account not only for conformational changes, but also for random jiggling of receptors and ligands [85, 59, 10, 12, 91]. In other words, receptor and ligand flexibility are crucial for correctly predicting drug binding and related thermodynamic and kinetic properties [26, 1]. Notwithstanding, to the best of our knowledge, no preceding DL-based approaches take this sort of time-dependent mouldability into account. Instead, they typically consider a single, stable and static conformation for drug binding.

Motivated by above-mentioned reasons, we aim to explore the mechanism behind the binding recognition from not only a spatial but also a temporal perspective. While crystallographic studies convincingly demonstrate the important role that protein flexibility plays in drug binding, the expensive and extensive labor is demanded to generate them [22]. Alternatively, molecular dynamics (MD) simulations, first developed in the late 1970s [62], seek to overcome this limitation by using approximations based on Newtonian physics to simulation atomic motions, thus reducing the computational complexity [80]. This allows a thorough sampling of the conformational space, including that of large biomolecules, and can include, for example, the complete description of the pathway of the ligand binding to its target protein [17, 29, 77]. According to these facts, we employ MD to produce conformations of protein-ligand pairs in successive time-intervals.

Indeed, ab initio MD techniques have long and extensively been used to investigate structural and dynamical properties of a wide variety of molecular systems and understand the mechanism of physiochemical processes [89, 27, 88]. It substantially accelerates the studies to observe biomolecular process in action, particularly important functional processes such as ligand binding [79], ligand- or voltage-induced conformational change [19], protein folding [54], or membrane transport [52, 84].

The most basic and intuitive application of MD is to assess the mobility or flexibility of various regions of a biomolecule. Instead of yielding an average structure by experimental structure determination methods including X-ray crystallography and cryo-EM, MD allows researchers to quantify how much various regions of the molecule move at equilibrium and what types of structural fluctuations they undergo, which is critical for protein function and ligand binding [9, 44, 51]. To be explicit, on the one hand, simulations of the full ligand-binding process can reveal the binding site and pose of a ligand [21, 20, 43, 79]. On the other hand, at a quantitative level, simulation-based methods provide essentially more accurate estimates of ligand binding affinities (free energies) than other computational approaches such as docking [69].

Nevertheless, the high computational costs of MD still hinder the growing size of reported protein trajectories. Thus, a completely supervised paradigm of training and inference on MD trajectories of protein-ligand pairs seems infeasible. As a remedy, we resort to self-supervised learning (SSL) pre-training for the sake of empowering models with the ability to learn temporal dependencies. Recent studies have leveraged the large volume of unlabeled protein sequences to learn semantic representations [6, 7, 75, 24]. They take advantage of millions of sequences to pre-train protein encoders via SSL [18, 13, 96]. In addition, some methods [34, 98] start to directly capture the available protein structural information, which is proven to be the determinants of protein function. Despite the fruitful progress, none of prior work considers the exploitation of temporal sequences of protein structures.
In this paper, we propose a simple yet effective pre-training framework with the full employment of MD trajectories called PretrainMD. It constructs two types of self-supervised tasks. The first is via the node-level denoising generative task. It increases the difficulty of the task by injecting additional noise into the input conformations, whose setting conforms to the principles of enhanced sampling mechanism in MD simulations \[64\]. The second is through the protein-level snapshot ordering task, which requires the model to recognize the temporal order of a set of consecutive snapshots. We pre-train a light Equivariant Graph Neural Network (EGNN) \[78\] with 0.05M parameters on the MD trajectories of 64 unlabeled protein-ligand pairs with 62.8K snapshots in total. The pre-trained geometric network is then leveraged for the downstream drug binding prediction task with both linear probing and fine-tuning. We test our model on the standard PDBbind dataset \[93, 56\]. Extensive experiments and visualizations demonstrate that models can learn effective representations with usage of abundant MD data, and pre-training can significantly and consistently improve the model performance.

2 Preliminary

Spatial-temporal protein sequences. We consider MD trajectories of each protein-ligand pair with \(T\) timesteps. \(M^{(t)} = (\mathbf{x}^{(t)}, h^{(t)})\) denotes the conformation of both the protein and the small ligand at time \(t \in [T]\) and is assumed to have \(N\) atoms. There \(\mathbf{x}^{(t)} \in \mathbb{R}^{N \times 3}\) and \(h^{(t)} \in \mathbb{R}^{N \times \psi_h}\) denote the 3D coordinates and \(\psi_h\)-dimension roto-translational invariant features (e.g. atom types, electronegativity) associated with each atom, separately. We denote a vector norm by \(x = \|x\|_2\), and the relative position by \(x_{ij} = x_i - x_j\).

3 PretrainMD: Spatial-temporal Pre-training on MD Trajectories

Our model, termed as Pretraining on MD (PretrainMD), conducts SSL pre-training with simulated trajectories. The trajectories contain rich information about the energy and force changes along with the moving conformations, which are complementary to immobile conformations and play a key role in the determination of binding affinities. Since the success of the pre-training model crucially depends on the design of SSL tasks \[76\], we borrow ideas from the mature pre-training methods in the natural language process (NLP) field and introduce the following two assignments: a denoising conformation generative task and a snapshot ordering task (see Figure 1).

Figure 1: Overview of our PretrainMD pipelines. Sub-figures (a) and (b) portray the node-level and protein-level pre-training tasks. Sub-figure (c) illustrates the fine-tune of the pre-trained model in downstream protein-target binding affinity predictions. Sub-figure (d) delineates the graph representation of proteins to be fed as input for the protein encoder.
3.1 Denoising Generative Pre-training

Generative SSL is a classic track for unsupervised pre-training [47, 50, 46, 38]. It expects to learn effective representations by reconstructing each data point itself. Specifically to drug binding, a good SSL task should satisfy the following three essential properties: (i) the prediction target is reliable and easy to get. (ii) the prediction target should reflect the temporal information within the MD trajectories and relevant to the binding strength. (iii) learned presentations should be diverse and distinguishable. Guided by these criteria, we present the denoising generative prediction task. To be exact, we use the conformation of the next timeframe as the target and ask the model to forecast this prospective position. Given an unlabeled MD trajectory \( \{\mathcal{M}^{(i)}\}_{t=1}^{T} \), we use a standard language modeling objective to maximize the following likelihood:

\[
L_1 = \sum_{t=k+1}^{T} \log P \left( x^{(t)} \mid \mathcal{M}^{(t-1)}, \ldots, \mathcal{M}^{(t-k)}; \theta \right),
\]

where \( k \) is the size of context window, and the conditional probability \( P \) is modeled via the protein encoder \( f_{\theta} \). Conventionally, several frameworks assume the Markov property on biomolecular conformational dynamics [14, 61] for ease of representation, i.e.,

\[
p \left( x^{(t)} \mid \{\mathcal{M}^{(i)}\}_{i=0}^{t-1} \right) = p \left( x^{(t)} \mid \mathcal{M}^{(t-1)} \right).
\]

We obey this rule and therefore set the length of context window as \( k = 1 \).

Moreover, we perturb the input conformation \( \mathcal{M}^{(t-1)} \) with a little noise at each timestep. This operation of perturbation has both theoretical and empirical supports. As demonstrated by our latest work, the denoising diffusion architecture has a strong connectivity with the enhanced sampling method in MD [65], where energy is injected into the microscopic system to smooth biomolecular potential energy surface and decrease energy barriers. Besides, Godwin et al. [31] shows that the simple noise regularisation can be an effective way to address oversmoothing [11]. A noise correction target can be added to prevent oversmoothing by enforcing diversity in the last layers of our GNN, which is implemented with an auxiliary denoising autoencoder loss. In addition, we argue that as the difference between neighboring snapshots is small, the perturbation plays a critical part in preventing overfitting and improve generalization [2]. Towards this goal, the corrupted conformation is defined as \( \hat{\mathcal{M}}^{(t-1)} = (\hat{x}^{(t-1)}, \hat{h}^{(t-1)}) \), where \( \hat{x}^{(t-1)} = x^{(t-1)} + \sigma^{(t-1)} \) is constructed by adding a noise \( \sigma^{(t-1)} \). The invariant atomic feature \( \hat{h}^{(t-1)} \) can be either perturbed or not.

Note that random distortions of the geometry of proteins and molecules at a local energy minimum are almost certainly higher energy configurations [31]. This denoising procedure that maps from a noised molecule to a local energy minimum endows the model with eligibility to learn a map from high energy to low energy, which reveals the binding strength to some extent and maintains exactly the hidden information we expect to encode from MD trajectories.

3.2 Snapshot Ordering Pre-training

In order to train efficient conformation representations, we also refer to the classic sentence ranking task from NLP [39, 57], where the next sentence prediction (NSP) [18] is the most popular and basic one. In their setting, the model receives pairs of sentences as input and learns to predict if the second sentence is the subsequent one in the original document. It teaches the model to understand dependencies across sentences [53]. In spite of that, NSP is criticized as a weak task for its comparison of similarity [83]. To overcome this limitation, we introduce a harder snapshot ordering task, which aims to order a set of conformations as a coherent sub-trajectory. Specifically, a set of \( n \) conformations with the order \( t = \{t_i\}_{i=1}^{n} \) can be described as \( \mathcal{M} = \{\mathcal{M}^{(t_i)}\}_{i=1}^{n} \). The goal is to find the correct order \( t^* \) for them, i.e., \( t^* = [n] \), with which the whole sub-trajectory has the greatest coherence probability:

\[
P \left( t^* \mid \left\{ \mathcal{M}^{(t_i)} \right\}_{i=1}^{n} \right) > P \left( t \mid \left\{ \mathcal{M}^{(t_i)} \right\}_{i=1}^{n} \right), \forall t \in \psi,
\]

where \( t \) indicates any order of these conformations and \( \psi \) denotes the set of all possible orders. A series of approaches have been invented to tackle this rearranging problem [32, 58, 15, 94]. There we select the topological sort method [41, 70], a standard algorithm for linear ordering of the vertices of a directed graph. Precisely, we have \( \mathcal{C}_n \) set of constraints for this sub-trajectory. These constraints

\[
\sum_{t=k+1}^{T} \log P \left( x^{(t)} \mid \mathcal{M}^{(t-1)}, \ldots, \mathcal{M}^{(t-k)}; \theta \right),
\]
$C_n$ represent the relative ordering between every pair of conformations in $M$. Hence, we have $|C_n| = \binom{v_i}{2}$, and constraints $C_n$ are learned using a multi-perceptron-layer (MLP) classifier. Notably, NSP is a special version of the snapshot ordering task if we make $n = 2$.

3.3 Protein Encoder

Equivariance is ubiquitous in deep learning for microscopic systems. This is because the physical law controlling the dynamics of atoms stays the same regardless of the rotation and translation of biomolecules [33]. Thus, it is essential to incorporate such inductive bias symmetry into model parameterization for modeling 3D geometry and achieving better generalization capacity [86, 48, 49, 78]. We draw inspirations from recent equivariant networks [86, 78] and employ a variant of EGNN as the protein encoder.

Specifically, the $l$-th layer of our encoder ($l \in [L]$) takes as input the set of atom embeddings $h^{(t)\cdot l}$, and coordinates embeddings $x^{(t)\cdot l}$. Then it outputs a transformation on $h^{(t)\cdot l+1}$ and $x^{(t)\cdot l+1}$. Concisely, $h^{(t)\cdot l+1}, x^{(t)\cdot l+1} = \text{Layer} \left( h^{(t)\cdot l}, x^{(t)\cdot l} \right)$. We leave the details of the encoder in Appendix A.

After attaining the renewed atomic features, we use a simple global pooling [63] to aggregate the protein-level representations for the snapshot ordering task, as $H^{(t)} = \text{Pool} \left( \left\{ h^{(t)\cdot l+1}_i \right\}_{i=1}^N \right) = \frac{1}{N} \sum_{i=1}^N h^{(t)\cdot l+1}_i$.

3.4 Fine-tuning and Linear Probing

When fine-tuning, since there is only one snapshot for each protein-ligand pair, we omit the temporal superscript. Then we average pool $h_i$ across all atoms in both protein and ligand to extract a $\psi h$-dimensional vector of features per example as $H = \text{Pool} \left( \left\{ h_i \right\}_{i=1}^N \right)$. We aim to learn a projection from $H$ to binding affinities, which we use to minimize a root-mean-squared-error (RMSE) loss.

Extracting features for linear probing follows a similar procedure to fine-tuning, except that those features are fixed and the protein encoder does not participate in the backpropagation.

4 Experiments

To thoroughly evaluate the representations learned by our PretrainMD, we test its performance with both linear probing and fine-tuning, and compare it with multiple state-of-the-art methods on the benchmark drug binding dataset.

Dataset and Setup. We adopt the PDBbind database, a curated database containing protein-ligand complexes from the Protein Data Bank [8] and their corresponding binding strengths. The binding affinity provided by PDBbind is experimentally determined and expressed in molar units of the inhibition constant ($K_i$) or dissociation constant ($K_d$). Similar to prior work [67, 87, 81], we do not distinguish these constants and predict the negative log-transformed affinity as $-\log(K)$. Besides, we select a 30% and a 60% sequence identity threshold to limit homologous ligands or proteins and split those complexes into training, test and validation.

As for the pretraining data collection, due to the limitation of computational resources, we choose 64 protein-ligand pairs in PDBbind and run MD simulations. Conformations of each protein-ligand pair at a series of time intervals are generated by OpenMM [23], a high-performance toolkit widely accepted for molecular simulation. In addition, we only use the pocket part instead of the whole protein for two major reasons. First, the pocket is the most critic region that the protein interacts with the ligand. Second, the pocket is much smaller and contains less atoms, so the training speed is significantly faster. To be specific, we locate the pocket as atoms in proteins whose minimum distance to the ligand is shorter than 10Å. More details regarding the experiments and conformation generations are elaborated in Appendix B.

Baselines. We choose wide-ranging popular or state-of-the-art baselines for comparison. Among them, four methods are based on sequences including LSTM [6], TAPE [73], and ProtTrans [24].
We also conduct extensive experiments to examine the effects of each component in our PretrainMD. The second ablation axis analyzes the benefit of the injection of noise for the generative SSL. As displayed in Table 1, the results clearly show that both SSL tasks contribute to the efficacy of learned representations. We further observe that the noise contributes significantly to the improvement of performance. Particularly, fine-tuning the pre-trained model with a noiseless generative task can lead to even worse predictions. This phenomenon supports our statement that noise can effectively increase the difficulty of pre-training task and prevent overfitting.

| Model | # Params | Pre. | Sequence Identity (30%) | Sequence Identity (60%) |
|-------|----------|------|-------------------------|-------------------------|
|       |          |      | RMSD | $R_p$ | $R_s$ | RMSD | $R_p$ | $R_s$ |
| Sequence-based Methods | | | | | | | | |
| DeepDTA | 1.93M | No | 1.565 ± 0.020 | 0.573 ± 0.022 | 0.574 ± 0.024 | 1.762 ± 0.261 | 0.666 ± 0.012 | 0.663 ± 0.015 |
| LSTM | 48.8M | No | 1.985 ± 0.016 | 0.515 ± 0.020 | 0.520 ± 0.024 | 1.901 ± 0.004 | 0.249 ± 0.006 | 0.275 ± 0.008 |
| TAP | 93M | No | 1.800 ± 0.035 | 0.338 ± 0.044 | 0.286 ± 0.124 | 1.632 ± 0.016 | 0.566 ± 0.033 | 0.571 ± 0.021 |
| ProtTrans | 2.4M | No | 1.544 ± 0.015 | 0.438 ± 0.053 | 0.434 ± 0.058 | 1.641 ± 0.016 | 0.595 ± 0.014 | 0.588 ± 0.009 |
| Surface-based Method | | | | | | | | |
| MaSIF | 0.62M | No | 1.484 ± 0.018 | 0.467 ± 0.020 | 0.455 ± 0.014 | 1.426 ± 0.017 | 0.709 ± 0.008 | 0.701 ± 0.011 |
| Multi-scale Methods | | | | | | | | |
| HoloProt | 1.44M | No | 1.464 ± 0.006 | 0.509 ± 0.002 | 0.500 ± 0.005 | 1.365 ± 0.038 | 0.749 ± 0.014 | 0.742 ± 0.011 |
| Structure-based Methods | | | | | | | | |
| 3DGCN | 2.1M | No | 1.429 ± 0.042 | 0.541 ± 0.029 | 0.532 ± 0.033 | 1.450 ± 0.024 | 0.716 ± 0.008 | 0.714 ± 0.009 |
| 3DGCN | 0.37M | No | 1.963 ± 0.120 | 0.591 ± 0.039 | 0.647 ± 0.071 | 1.493 ± 0.010 | 0.669 ± 0.013 | 0.691 ± 0.010 |
| IEConv | 5.8M | No | 1.554 ± 0.016 | 0.414 ± 0.053 | 0.428 ± 0.032 | 1.473 ± 0.024 | 0.667 ± 0.011 | 0.675 ± 0.019 |
| PretrainMD (Linear-probing) | 0.05M | Yes | 1.417 ± 0.021 | 0.548 ± 0.036 | 0.564 ± 0.042 | 1.423 ± 0.014 | 0.665 ± 0.009 | 0.687 ± 0.011 |
| PretrainMD (Fine-tuning) | 0.05M | Yes | 1.419 ± 0.027 | 0.551 ± 0.045 | 0.575 ± 0.033 | 1.468 ± 0.026 | 0.673 ± 0.015 | 0.691 ± 0.014 |

DeepDTA [67] takes in pairs of ligand and protein SMILES as the input. While, four approaches are established on molecular geometric structures. Molformer [95] is a variant of Transformer [90] and operates on 3D heterogeneous molecular graphs with motifs. IEConv [35] designs a convolution operator that considers the primary, secondary, and tertiary structure of proteins and a set of hierarchical pooling operators for multi-scale modeling. 3DGCN and 3DGCN [87] are also competitive 3D methods. Additionally, MaSIF [28] takes advantage of protein surfaces. HoloProt [81] introduces a multi-scale construction of protein representations, which connects surface to structure and sequence.

Results. Table 1 reports the root-mean-squared deviation (RMSD), the Pearson correlation ($R_p$), and the Spearman correlation ($R_s$) on PDBbind. Even though our backbone architecture EGNN has a extremely small model size with only 0.05M parameters, our PretrainMD still achieves comparable RMSD, Pearson and Spearman correlations to these state-of-the-art approaches.

It is worth noting that PretrainMD with linear-probing can realize a RMSE of 1.417 in the 30% sequence identity, better than all baselines. This indicates the strong capability and superiority of our pre-training method to learn efficacious representations for the estimation of drug binding. We further prove this claim via visualization (see Fig. 2). More importantly, our model is pre-trained only in the trajectories of 64 proteins, but examined in more than 3K proteins. This phenomenon strongly shows that our PretrainMD has great generalization. Thus, there seems no need to simulate the trajectories of a large number of protein-ligand pairs, and pre-training on a small group of binding pairs is adequate.

Besides, PretrainMD with linear probing commonly yields a lower RMSD, while PretrainMD with fine-tuning yields higher correlations. It can also be found that structured-based methods generally surpass sequence-based and surface-based approaches.

Visualizations and ablation studies. To intuitively observe the representations that our SSL tasks have learned, we envision them by mapping them to the two-dimensional space by TSNE algorithm [60]. Remarkably, even without any label information, the representations learned from SSL follow some kind of pattern that is strongly related to the magnitude of drug binding. This demonstrates that our designed SSL tasks are an appropriate way to excavate structural and dynamical properties of molecular systems and comprehend the mechanism of physiochemical processes within the MD trajectory.

We also conduct extensive experiments to examine the effects of each component in our PretrainMD with a 30% sequence identity threshold. First, we analyze if the performance of PretrainMD with two SSL tasks outperforms its isolated components, i.e. when using only one task for pre-training. The second ablation axis analyzes the benefit of the injection of noise for the generative SSL. As displayed in Table 2, the results clearly show that both SSL tasks contribute to the efficacy of learned representations. We further observe that the noise contributes significantly to the improvement of performance. Particularly, fine-tuning the pre-trained model with a noiseless generative task can lead to even worse predictions. This phenomenon supports our statement that noise can effectively increase the difficulty of pre-training task and prevent overfitting.
Moreover, as previously announced, even though our pre-training dataset only contains 64 protein-ligand pairs, our model realizes unexpected generalization to all 3K samples in PDBbind. Thus, we take a further step to investigate the influence of the number of pre-training samples over the performance in downstream tasks. As shown in Figure 3, when the number of proteins exceeds 50, the benefit for linear-probing is negligible. On the other hand, the improvement for fine-tuning persistently augments along with the increase of the number of pre-training samples.

5 Related Work

Protein-ligand modeling. With increasing availability of sequence and structure data, the area of protein representation learning has developed rapidly. Free energy-based simulations and machine learning-based scoring functions are two major computational methods for the binding affinity prediction [92], and the latter is data-driven and can fast screen a vast number of compounds, attracting increasing interests.

One-dimensional amino acid sequences continue to be the simplest and most abundant source of protein data, resulting in various methods [37, 16, 67] that borrow ideas from the area of NLP. Beyond that, previous methods ignore the spatial complexity of proteins and it has been proven that the exploitation of their 3D structures leads to improved performance [87, 3]. Some utilize 3D grids to capture the spatial distribution of the properties within molecular conformers, where 3DCNN [72, 30]...
Figure 3: **Ablation study on the number of protein-ligand pairs used in the pre-training stage.** The left and right figures correspond to different strategies of linear-probing and fine-tuning.

have been the method of choice. Other studies use 3D voxel-based surface representations as inputs to 3DCNN [55, 66] for the prediction of protein-ligand binding sites [42]. However, none of those approaches consider a temporal perspective and take advantage of molecular dynamics simulations to describe the joint flexibility of proteins and ligands [36].

**Protein self-supervised learning.** Inspired by the progress in generative pre-training for language understanding [71], similar methods have been expanded to molecular property prediction [76, 97]. As for proteins, most preceding studies focus on pre-training on unlabeled amino acid sequences because of their abundance [6, 73, 24]. However, due to the fact that protein functions are heavily governed by their folded structures, more and more attention has been draw to leverage the full spatial complexity of proteins. Hermosilla and Ropinski [34] uses contrastive learning for representation learning of 3D protein structures from the perspective of sub-structures. Apart from that, Zhang et al. [98] combines a multi-view contrastive learning and a self-prediction learning to encode geometric features of proteins. Then these semantic representations learned from SSL are utilized for downstream tasks including structure classification [35], model quality assessment [4], and function prediction [30]. Nevertheless, no preceding research excavate the potential of pre-training on this sort of spatial-temporal data, partly because of the high expenditure to run MD simulations.

6 Conclusion

Biological discovery demonstrates that the flexibility of both the receptor and ligand is deterministic in deciding the binding affinity, and MD simulations conventionally shoulder the responsibility to depict this dynamical process. In this work, in order to employ the time-dependent information inside MD trajectories, we introduce a simple yet effective pre-training paradigm from both spatial and temporal perspectives for protein representation learning called PretrainMD. It consists of two categories of self-supervised learning tasks: one is the atom-level denoising generative task and the other is the graph-level snapshot ordering task. We then linear probe and fine-tune the pre-trained models in the downstream drug binding prediction. Extensive experiments verify its effectiveness and ablation studies demonstrate the necessity of each component of our proposed PretrainMD.
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A Equivariant Graph Neural Network

We utilize the EGNN [78] as our base protein encoder. To begin with, we represent the protein-ligand pairs as spatial k-nearest neighbor (KNN) graphs. Each atom is connected in the graph to the closest 32 other nodes. Then the layer of EGNN is formally defined as the following:

\[
m_{ij} = \phi_e \left( h_{i}^{(t),l}, h_{j}^{(t),l}, \|x_{i}^{(t),l} - x_{j}^{(t),l}\|^2 \right),
\]

where \( \phi_e \) is the edge operation, and \( \phi_h \) denotes the node operation that aggregates the messages \( m_i \) and the node embeddings \( h_{i}^{(t),l} \) to acquire the updated node embedding \( h_{i}^{(t+1),l} \).

\[
x_{i}^{(t),l+1} = x_{i}^{(t),l} + C \sum_{j \neq i} \left( x_{i}^{(t),l} - x_{j}^{(t),l} \right) \phi_x (m_{ij}),
\]

\[
m_{i} = \sum_{j \neq i} m_{ij},
\]

\[
h_{i}^{(t),l+1} = \phi_h \left( h_{i}^{(t),l}, m_{i} \right),
\]

where \( \phi_x \) is the edge operation, and \( \phi_h \) denotes the node operation that aggregates the messages \( m_i \) and the node embeddings \( h_{i}^{(t),l} \) to acquire the updated node embedding \( h_{i}^{(t+1),l} \). \( \phi_x \) takes as input the edge embedding \( m_{ij} \) as the weight to sum all relative distance \( x_{i}^{(t),l} - x_{j}^{(t),l} \) and output the renewed coordinates \( x_{i}^{(t),l+1} \).

B Experimental Setup

B.1 Molecular dynamics simulations

It takes a V100 GPU approximately 22 hours to run 100 nanosecond (ns) for each protein-ligand pair in the water-solvent environment. To simulate all 64 pairs, we spend xxx hours on xxx GPUs.

B.2 Experimental details

EGNN architecture. We use a 3-layer EGNN with a hidden dimensionality of 32. We adopt the coordinate normalization and a sum pooling method. The coordinate clamping value is set as 2. No dropout is used for any layer. The maximum number of nodes for the input graph is set as 10000.

Dataset splits. According to Townshend et al. [87], the split based on a 30% sequence identity threshold leads to training, validation, and test sets of size 3507, 466, and 490, respectively. The split based on a 60% sequence identity threshold leads to training, validation, and test sets of size 3678, 460, and 460, respectively.

B.3 Training details.

We use Pytorch [68] to implement EGNN and a random seed of 1234. On the pre-training stage, utilize the distributed training with 4 V100 GPUs and a batch size of 32 for each GPU. An Adam [45] optimizer is used and a ReduceLROnPlateau scheduler is enforced to adjust it with a factor of 0.6 and a patience of 10. The initial learning rate is 1e-4, and we apply no weight decay there. Each model is trained with 200 epochs. We split the trajectory of each protein-ligand pair into training and validation with a ratio of 9:1, and save the best model based on its performance on the validation set.

On the downstream fine-tuning stage, the number of GPUs, the configurations of optimizer and scheduler keep the same. The batch size is 64. Following Townshend et al. [87], we also only use the pocket position and the ligand as the model input. Only atoms within a distance of 6 Å from the ligand are used and the number of atoms in total (ligand + protein) is limited to no more than 600. We perform a hyperparameter sweep in Table 3 for different pre-training models and different strategies of linear-probing and fine-tuning.

B.4 Baselines

For protein-ligand binding affinity prediction, we use the reported values from Somnath et al. [81] and Townshend et al. [87]. As for the model size, we use all available reported numbers from Somnath.
Table 3: The training hyper-parameters.

| Hyper-parameter | Description                                                      | Range             |
|-----------------|------------------------------------------------------------------|-------------------|
| lr              | The initial learning rate of ReduceLROnPlateau learning rate scheduler. | $[1e^{-4}, 1e^{-5}]$ |
| min_lr          | The minimum learning rate of ReduceLROnPlateau learning rate scheduler. | $[5e^{-6}, 6.5e^{-7}]$ |

et al. [81]. For 3DCNN and 3DGCN [87], we download the code from the official repository and compute the model parameters.

B.5 Visualization details.

For the visualization in the main text, we apply the same setting of the t-SNE algorithm to the presentations of protein-ligand pairs $H$ for the dimension reduction. Concretely, the maximal iteration is 10000. The perplexity is 30.0. The learning rate is 200. The early exaggeration is 12.0. The angle is 0.5. Finally, the t-SNE reduces the outputs of EGNN into the 2-dimensional representations, which then are plotted as 2D images.

---

23DCNN: [https://github.com/drorlab/atom3d/blob/master/examples/lba/cnn3d/train.py#L179](https://github.com/drorlab/atom3d/blob/master/examples/lba/cnn3d/train.py#L179) 3DGCN: [https://github.com/drorlab/atom3d/blob/master/examples/lba/gnn/train.py](https://github.com/drorlab/atom3d/blob/master/examples/lba/gnn/train.py)