Training Lightweight CNNs for Human-Nanodrone Proximity Interaction from Small Datasets using Background Randomization
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Abstract

We consider the task of visually estimating the pose of a human from images acquired by a nearby nano-drone; in this context, we propose a data augmentation approach based on synthetic background substitution to learn a lightweight CNN model from a small real-world training set. Experimental results on data from two different labs proves that the approach improves generalization to unseen environments.

1 Introduction

We consider the problem of learning a lightweight model for visually estimating the relative pose of a person from a low-resolution, low-quality image acquired by a nano-drone (i.e., 10 cm diameter and a few tens of grams in weight) flying nearby. This can be considered a key perception ability for nano-drones interacting with people. A standard pipeline for solving this problem [1, 2] involves: 1) acquiring training sequences in a room equipped with a motion tracking system, while tracking the absolute pose of both the drone and the subject; 2) building a set of training instances, each consisting in a camera frame, and the corresponding ground truth pose of the subject relative to the drone; 3) training a regression model that, given the image, estimates the components of the relative pose.

A critical drawback of this approach is that the training set only contains data acquired in a single environment (or a small set of environments, in case several tracking systems are available). This does not promote the generalization ability of the resulting models, which will not perform well when used outside the environments used for training.

When training from simulated data, one can solve this problem with domain randomization techniques [3], which promote generalization by randomizing various aspects of the simulated environment. Our main contribution (Section 2) is a similar approach for synthetic augmentation of real-world training datasets: in each training frame, we detect people and obtain a binary mask representing pixels belonging to the closest person to the camera, using a pre-trained segmentation model; we use such mask to artificially substitute the background with a random background from a large repository, as an online data augmentation step implemented during training. In Section 3 we quantify the resulting performance improvements on a testing dataset acquired in a different environment.

1.1 Related work

When developing robot perception algorithms, practitioners often train custom deep neural networks from task-specific datasets, which have a limited size; in this context, data augmentation techniques are instrumental to obtain models that generalize well to other environments. Data augmentation artificially generates additional training samples, by applying to the training instances transformations that do not affect the corresponding labels.
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Various approaches have been proposed for augmenting image based datasets [4]. The most common solutions apply geometric transformations [5] or erase parts of the images [6]. Other methods combine multiple samples to create a new image. In [7] and [8], augmented images are created as a collage of other randomly transformed samples. In [9], the authors augment the dataset by creating a combination of images from the same classification category. More recently, machine learning approaches have been proposed for automatically learning optimized image augmentation strategies [10].

When collecting training data in simulation, one can additionally exploit Domain Randomization techniques [3, 11, 12, 13, 14, 15], which consists in randomizing various aspects of the simulated environments; this yields models that generalize well to unseen environments, including the real world, since they are not tied to a specific training domain.

Our approach implements domain randomization to real-world datasets, by artificially substituting backgrounds of training frames: the operation does not affect the ground truth label, and can therefore be considered a sophisticated data augmentation step.

2 Background replacement for data augmentation

2.1 Background replacement

Our approach relies on a pre-trained Mask R-CNN [16] model. Given an image, it returns a bounding box and binary segmentation mask of every object recognized in the image. We apply such model to each training frame, for obtaining a binary mask of the subject that is closest to the camera (which we assume is the one that the drone is interacting with). More specifically, we obtain all object detections in the frame, then choose the detection with class “person” that has the largest bounding box; then, we consider its binary segmentation mask. In order to hide the sharp seam between the foreground and background, we can optionally smooth the mask with a Gaussian filter with $\sigma = 1$ px.

The inverse of such mask identifies background pixels and can be used for randomizing the background: for this purpose, we rely on a dataset for Indoor Scene Recognition [17], which contains a total of 15'620 images divided into 67 indoor categories. After resizing and cropping a random background to the frame size, we paste it over the original frame with the Porter-Duff composite operator [18]. Figure 2 shows some original training frames with detections overlaid on top, and the frame obtained by randomizing the background of each.

2.2 Data augmentation pipeline

Background masks are computed and stored only once, before training, for each frame in the training set. This results in a set of training frames ($160 \times 160$ px, grayscale) and the corresponding background masks ($160 \times 160$ px, grayscale).

During training, every time a frame is selected to be included in a batch, we apply an augmentation function with three sequential steps (Fig. 3).

- **Background randomization**, as described above.
- **Pitch augmentation**: we crop a random set of 96 contiguous image rows, which yields a $160 \times 96$ image. This simulates variations in the pitch of the drone: for example, the top 96 rows of a frame, compared to its middle 96 rows, depict the same scene with an approximate pitch difference of $14^\circ$. 

Figure 1: The palm-sized robotic platform (A) we envision for the deployment of our work, performing the human-pose estimation task (B).
Figure 2: Top row: original training frames with object detections and segmentations (colored masks); note that all training frames are acquired in the same environment. Bottom row: after background randomization.

Figure 3: The original image (left) and some of its random augmentations. Two (Aug) result from only pitch and photometric augmentation steps. The others (BgAug) result from all the three augmentation steps (Section 2.2).

- **Photometric augmentation**: a standard set of randomized photometric augmentations (exposure, gamma correction, dynamic range reduction, blur, additive noise), followed by a vignetting effect [19] with random intensity. Vignetting significantly affects images acquired by the miniaturized Himax camera implemented in our reference platform.

3 Experiments

3.1 Platform

When autonomous navigation capabilities come to the nano-size class of UAVs, there are three main categories of solutions: i) offloading the computation to some external power-unconstrained base-station [20]; ii) reducing the onboard workload’s complexity to minimal functionalities [21]; iii) extending the onboard brain either with general-purpose visual navigation engines based on the ultra-low-power (ULP) heterogeneous model [2, 22] or with application-specific processors [23].

We envision deploying our improved model on a palm-sized UAV that leverages the third solution: the Bitcraze Crazyflie 2.1 nano-quadrotor, which is open-source but yet compute/memory-limited robotic platform. To increase the onboard computational energy efficiency, we will leverage the same configuration presented in [2], which extends the basic nano-robot with a pluggable printed circuit board (PCB) called AI-deck. This PCB plays a crucial role in extending the drone’s perception capability, with an ULP (i.e., $\sim 4 \text{ mW}$) monochrome Himax HM01B0 camera, able to deliver up to 60 frame/s QVGA images. On the other hand, the AI-deck enables an unprecedented level of computational power for a nano-drone, featuring a general-purpose parallel ULP (PULP) octa-core System-on-Chip (SoC) achieving about 2 GOp/s. Lastly, this companion board offers additional off-chip memory, as much as 8 MB DRAM and 64 MB Flash.

2https://www.bitcraze.io/products/crazyflie-2-1
3.2 Datasets and metrics

We consider two different environments (EnvA, EnvB), both equipped with a 12-camera OptiTrack motion tracking system. Both environments are indoor labs with a similar size (approximately $10 \times 10$ meters) but have significantly different physical characteristics (different walls, furniture, floor, ceiling colors, lighting, etc.).

In each environment, we record a number of sequences featuring a different subject moving in the scene. We manually move around the drone, keeping the subject inside the field of view of camera while capturing different backgrounds: in EnvA, the drone rests flat at a fixed altitude on a cart that we push around, while in EnvB we move the handheld drone freely in space, constantly changing its pitch and roll.

The raw, gray-scale, $160 \times 160$ images acquired by the drone camera at 60 frame/s are streamed to a PC via WiFi and stored together with the absolute poses of drone and subject captured, at the same frequency, by the motion tracking system. After recording, for each frame we compute the two-dimensional relative pose $(x, y, \phi)$ of the subject with respect to the drone; we form three disjoint datasets: D1 and D2 acquired in EnvA with a different set of subjects, and D3 acquired in EnvB. In total, we acquire more than 12k samples (D1: 2629, D2: 1119, D3: 8737).

3.3 Models and training

In the following, we use data in D1 to train two CNN regressors, which only differ by the augmentation used during training:

- a baseline approach (Aug) which only uses pitch and photometric augmentation;
- the proposed approach (BgAug) which uses background randomization, pitch and photometric augmentation.

The two models share the same lightweight architecture, which is denoted as $160 \times 32$ in [2]. This architecture has $303 \cdot 10^3$ parameters and can be used for inference onboard the target nano-drone platform at 48 frame/s; it maps a single grayscale $160 \times 96$ image to the three output pose variables $(x, y, \phi)$. Note that this architecture is one order of magnitude less compute and memory intensive than the Mask R-CNN model used for augmentation.

The two models are trained for 100 epochs (no early stopping) on a dedicated workstation, equipped with Nvidia GeForce RTX 2080 Ti GPUs. Each epoch consists of 320 steps; each batch contains 64 instances randomly sampled from D1 and augmented using either the Aug or BgAug strategy; on average, during one epoch the model sees 10 randomly augmented versions of each of the 2629 training frames. 20% of the training set is kept for validation, going through the same augmentation strategy we use for training.

We evaluate each model on both D2 and D3. For a given frame, we crop the middle 96 rows to get a $160 \times 96$ image, which is fed to the model; because D2 is shot in the same environment as the training set (EnvA), we expect higher performance than in D3; performance in D3 tests the ability of the model to generalize to a different environment, and its robustness to varying pitch and roll of the camera.

For each output variable $(x, y, \phi)$ we report a standard regression metric, the coefficient of determination $R^2$. This value indicates the fraction of the variance in the target variable that is explained by the model; it reaches 1.0 for an ideal regressor, whereas it has a value of 0.0 for regressors that always return the average of the target variable on the test set.

3.4 Results and discussion

Figure 4 compares, for each variable (rows), the relationship between the ground truth and prediction of each of the two models, on all frames of D3. Furthermore, it also shows the evolution of these variables for a short segment of D3. We observe that, qualitatively, predictions from BgAug match the ground truth more closely than predictions from the Aug model.

This observation is quantified in Figure 5 which reports the $R^2$ metric for each variable of each model, for both D2 and D3. As expected, in all cases performance in D2 (diamonds) is better than in D3 (bars), because it more closely resembles the training data. On D3, BgAug outperforms Aug for all variables, which confirms the effectiveness of the proposed approach.

On D2, background augmentation reduces estimation performance for the $x$ output (i.e. the distance of the subject), whereas it improves the quality of the other two outputs. We can explain the negative impact on $x$ estimation by observing that estimating the subject distance is closely linked to the pitch of the camera. When the camera pitches down, the subject head appears higher in the image, and thus the subject appears closer. We can therefore expect that a model that estimates $x$ well, indirectly also learns to also estimate the camera pitch. In a given environment, this is
Figure 4: For each output variable (rows), we report the ground truth and predictions for Aug (black) and BgAug (blue) models. Scatter plots on the left compare ground truth (x axis) to predictions (y axis) of the two models on all frames in D3. Line plots on the right show a time series of the ground truth (thick green) and the two predictions (Aug: dashed black thin line; BgAug: blue thin line) for a short segment in D3.

Figure 5: $R^2$ on D3 (bars) and D2 (diamonds) for each output variable (y axis) for Aug (black) and BgAug (blue) models.

done by considering the appearance of the background: background augmentation hinders the model ability to learn this relationship, and thus hinders the estimation performance of the $x$ variable.

4 Conclusions

We presented a data augmentation approach based on background randomization for training visual human pose estimation models aimed at resource-constrained nano-drones. Experimental results on data from two different labs shows that the pipeline yields better generalization ability than a baseline without background randomization.
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