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Quantitative measurement of mean inner potential and specimen thickness from high-resolution off-axis electron holograms of ultra-thin layered WSe$_2$
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Abstract

The phase and amplitude of the electron wavefunction that has passed through ultra-thin flakes of WSe$_2$ is measured from high-resolution off-axis electron holograms. Both the experimental measurements and corresponding computer simulations are used to show that, as a result of dynamical diffraction, the spatially averaged phase does not increase linearly with specimen thickness close to an [001] zone axis orientation even when the specimen has a thickness of only a few layers. It is then not possible to infer the local specimen thickness of the WSe$_2$ from either the phase or the amplitude alone. Instead, we show that the combined analysis of phase and amplitude from experimental measurements and simulations allows an accurate determination of the local specimen thickness. The relationship between phase and projected potential is shown to be approximately linear for extremely thin specimens that are tilted by several degrees in certain directions from the [001] zone axis. A knowledge of the specimen thickness then allows the electrostatic potential to be determined from the measured phase. By using this combined approach, we determine a value for the mean inner potential of WSe$_2$ of 18.9 ± 0.8 V, which is 12% lower than the value calculated from neutral atom scattering factors.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Interest in two-dimensional transition metal dichalcogenide (TMD) materials has increased dramatically in recent years as a result of their potential applications [1–3]. In contrast to graphene, monolayer TMD compounds with the formula MX$_2$ (M: Mo, W; X: S, Se) have direct bandgaps that lie in the visible range [4]. In these materials, the heavy transition metal atoms lead to strong spin-orbit interactions, resulting in spin-valley splitting in the valence and conduction bands and paving the way for spintronic applications [5,6]. On the one hand, the electronic and optical properties of TMDs depend on the number of layers, i.e., on the thickness of the material. On the other hand, these properties also change depending on the local structure and chemistry of the material, including the presence of dopants, defects, interfaces with other materials and contamination layers. A deep understanding of the relationship between morphology, structure and chemistry of TMDs and their electronic and optical properties is therefore important for the development of new devices. The ability to measure the local electrostatic potential and specimen thickness of such two-dimensional materials would constitute a substantial contribution to the field.

Off-axis electron holography is a powerful technique for the direct measurement of electrostatic potentials in materials with close to atomic spatial resolution in the transmission electron microscope (TEM) [7–9]. The superposition of an object wave and a reference wave results in the formation of an interference pattern in the image plane, which can be described using the expression

$$f_{\text{int}}(r) = 1 + A(r)\cos(2\pi q_{12} \cdot r + \phi(r)), \quad (1)$$

where $A$ and $\phi$ are the amplitude and phase of the object wave, $\rho_c$
is the contrast of the hologram fringes, the vector $r = (x, y)$ is in the object exit plane and $\mathbf{q}$ describes the tilt of the reference wave with respect to the object wave [10]. In Eq. (1), the first two terms are associated with the centerband in the Fourier transform of the hologram, whereas the third term is associated with the sidebands, from either of which the object wavefunction $\psi = A \exp(i\varphi)$ can be recovered.

For a non-magnetic material, in the absence of dynamical diffraction the phase recorded using off-axis electron holography can be written in the form

$$\varphi(x, y) = C_\mathbf{E} \int V(x, y, z) dz,$$

(2)

where the incident electron beam direction is along $z$, $V(x, y, z)$ is the local electrostatic potential within (and around) the specimen and $C_\mathbf{E}$ is a constant that depends on the accelerating voltage of the microscope [11]. In the absence of external electric fields, if the specimen is homogeneous along $z$, the phase therefore depends linearly on the local specimen thickness $t(x, y)$ according to the expression

$$\varphi(x, y) = C_\mathbf{E} V_p(x, y) t(x, y),$$

(3)

where $V_p$ is the projected potential along $z$. The amplitude $A$ is related to the specimen thickness according to a Lambert-Beer law

$$A(x, y) = \exp\left( -\frac{t(x, y)}{2\lambda_{\text{tot}}(x, y)} \right),$$

(4)

where $\lambda_{\text{tot}}$ is the total mean free path for absorption of electrons due to inelastic and elastic scattering [12].

In practice, the relationships described in Eqs. (2)–(4) are influenced by the fact that the interaction between a high-energy electron and a material is relatively strong when compared, for example, to that in X-ray or neutron scattering. A strong interaction is beneficial on the one hand, as it provides a strong signal for high-precision and high-resolution measurements. On the other hand, electron diffraction then often has to be treated within the dynamical diffraction theory. Enhanced dynamical effects can be expected in general with increasing specimen thickness, higher atomic number, larger electron wavelength and when the incident electron beam direction is along a low-order zone axis of the crystal. Under such conditions, Eqs. (2)–(4) are no longer valid. For example, Lubk et al. showed that dynamical effects are inevitable in electron holographic tomography of GaAs/AlGaAs core–shell nanowires and care has to be taken when interpreting a measured phase in terms of electrostatic potential [13]. Even if there is a linear relationship between phase and specimen thickness, the proportionality factor does not necessarily correspond exactly to the electrostatic potential. Discrepancies may, for example, originate from excitation errors that depend on the orientation of the crystal with respect to the electron beam direction. The interpretation and quantitative analysis of a measurement of phase or amplitude should therefore always ideally be supported by computer simulations.

Here, we study ultra-thin flakes of WSe$_2$ that have the 2H crystallographic phase. This material has a layered crystallographic structure similar to that of graphite, but with each layer formed by three atomic layers that comprise a central W layer sandwiched by two Se layers, as shown in Fig. 1. The atoms within each WSe$_2$ layer form strong covalent bonds, whereas van der Waals forces act between adjacent layers. In order to reduce knock-on damage, we use a relatively low electron energy of 80 keV for off-axis electron holography [16]. However, the low accelerating voltage enhances the influence of dynamical diffraction, which is already strong as a result of the relatively high atomic numbers of W ($Z = 74$) and Se ($Z = 34$). We investigate the limitations of the linear relationships between both $\varphi$ and $-2\ln(A)$ and specimen thickness according to Eqs. (3) and (4), by performing a quantitative evaluation of experimental electron holograms recorded from specimens of different thickness for varying specimen tilt angles from the [001] zone axis orientation. The effects of dynamical diffraction are considered by comparing calculations with the experimental measurements. We measure the local specimen thickness and the mean inner potential of WSe$_2$ despite the presence of strong dynamical effects, thereby also establishing a procedure that can be used for the reliable measurement of electrostatic potentials in devices based on TMDs in future in situ experiments.

2. Theory and methods

2.1. Mean inner potential

The mean inner potential $V_0$ is a material-dependent quantity that is defined as the volume average of the atomic electrostatic potentials in a specimen. Accordingly, $V_0$ depends on the local composition, density and ionicity of the specimen [17,18]. In off-axis electron holography, the local specimen thickness is often determined from measured phases using Eq. (3) if the mean inner potential of the specimen is known.

If a material is considered as an array of neutral atoms, then its mean inner potential can be calculated from electron scattering factors, resulting in a predicted value of $V_0 = 21.5$ V for WSe$_2$ [19]. This prediction is expected to overestimate the true value of $V_0$ by approximately 5–10%, as it neglects the redistribution of electrons due to bonding in solid state materials [11,20].

The quantity measured from the phase, as extracted from an experimental electron hologram, is the projected potential $V_p$. Averaging $V_p$ over the area $\Omega$ of a projected unit cell under ideal conditions yields the mean inner potential

$$V_0 = \frac{1}{\Omega} \int V_p(x, y) d\Omega.$$

(5)

For a real sample, $V_0$ is also sensitive to the presence of reconstructions, adsorbrates and the redistribution of charge on specimen surfaces [21,22]. Recently, for example, density functional theory (DFT) simulations have been used to show that in III–V semiconductors $V_0$ depends on the presence and nature of surface adsorbats [23].

2.2. Specimen preparation

Specimens of two-dimensional ultra-thin WSe$_2$ were prepared for off-axis electron holography by transferring flakes of the material onto holey SiN membranes. Before transfer of the flakes, the
membranes were coated with Au on both sides to reduce the effects of electron beam induced charging during examination in the TEM. A light-optical micrograph and a low magnification bright-field TEM image of a successfully transferred WSe$_2$ flake are shown in Fig. 2.

Flakes were transferred onto the SiN membranes by an all-dry technique similar to that described by Castellanos-Gomez et al. [24]. Briefly, a small WSe$_2$ crystal was cleaved using polydimethylsiloxane (PDMS) elastomeric films supported on glass slides. After several cleaving steps, thin flakes on these films were identified using light-optical microscopy in transmission mode. A micromanipulation stage was used to align a chosen flake on the PDMS/glass stack to the holey SiN membrane. When the flake and the PDMS were in contact with the membrane, the glass/PDMS stack was released, leaving the flake on the membrane. Each specimen was annealed in a vacuum furnace overnight at 85 °C, in order to remove residual C-based contamination from its surface, before being inserted into the TEM.

2.3. Off-axis electron holography

Off-axis electron holograms of the WSe$_2$ flakes were recorded on an FEI Titan 50–300 G² TEM (FEI Company, NL) operated at an accelerating voltage of 80 kV on a 4096 × 4096 pixel charge-coupled-device camera [25]. As mentioned above, the low accelerating voltage was used to reduce knock-on damage to the specimen. By means of hardware correction of spherical aberration ($C_s$) and chromatic aberration ($C_c$), the spatial resolution of the microscope is extended to 80 pm at 80 kV. The $C_s/C_c$-corrector was tuned to obtain a small total $C_s$ of 10 µm and a $C_c$ of below 5 µm, with all other axial aberrations up to 4th order being sufficiently small. Off-axial aberrations were corrected up to 3rd order.

Off-axis electron holograms were recorded without using an objective aperture. The biprism voltage was set to 230 V, resulting in a holographic interference fringe spacing of 33 pm with an average fringe contrast of 25% for images recorded at a magnification of 3.5 million. Exposure times for the individual holograms were between 5 and 12 s, corresponding to mean counts of 70–180 electrons per pixel. Vacuum reference electron holograms were acquired after each hologram of the specimen in order to correct for the influence of the imaging and recording system of the microscope [25]. A small underfocus was applied, thereby minimizing the amplitude modulation of the holographic fringes and leading to minimum phase noise, as proposed by Linck [27].

2.4. Image processing and analysis

The experimental electron holograms were reconstructed using HoloWorks 5.0 in Digital Micrograph (Gatan Inc., USA). A circular mask was applied to the sideband in Fourier space, fully transferring all beams up to a diffraction angle of 15 mrad, including the first order diffraction spots of WSe$_2$ at 14.7 mrad. The mask decays smoothly at its edge between 15 and 17 mrad. Consequently, the final phase and amplitude images have a spatial resolution of 2.8 Å. The choice of this aperture size serves two purposes: (i) to reduce the influence of residual aberrations on the phase and (ii) to use the lattice periodicity to partition the image into projected unit cells, within which mean phases and amplitudes can be calculated. The use of a larger aperture would have no influence on the mean values of the phases and amplitudes in these cells, but could introduce distortions due to aberrations. In order to compensate for a possible linear gradient in the phase, a two-dimensional phase gradient was fitted to the vacuum area and subtracted from each total phase image. Before analysis, the average phase in vacuum was subtracted from each image. Similarly, all amplitude images were normalized by dividing them by the average value measured in vacuum outside the specimen edge.

In order to analyze the spatially averaged phase and amplitude of the WSe$_2$ lattice, the electron wavefunction was partitioned into regions of unit cell size by means of Voronoi tessellation [28]. The Voronoi cells were positioned with their centers at the positions of local minima in the phase image (yellow crosses in Fig. 3) and applied as a mask to the measured complex electron wavefunction. Hence, each cell is associated with one local minimum in the phase image and consists of all pixels that are closer to this minimum than to any other one. The Voronoi cells correspond to unit cells of WSe$_2$ and reflect the hexagonal symmetry of the lattice. The average complex number in each cell was calculated and every pixel was set to the average complex number of its corresponding Voronoi cell of area $\Omega$, analogous to Eq. (5).

In the presence of defects, lattice distortions, noise or optical aberrations, the shapes of the fitted Voronoi cells may deviate from perfect hexagons. Voronoi cells that deviated strongly in shape and size from perfect hexagons were neglected during further analysis. In order to ensure that Voronoi cells corresponded to complete unit cells, the border of each image was excluded from analysis, the cell size was limited to a specific range and the number of vertices was fixed to six in the tessellation procedure.

2.5. Simulations

Multislice calculations were used to simulate the effect of dynamical electron diffraction by means of the Dr. Probe software package [29,30]. The results of the calculations were electron wavefunctions at the exit plane of the specimen.

In the simulations, the WSe$_2$ structure model was partitioned along the projection direction into 8 equidistant sub-slices of thickness 0.162 nm, such that each slice contained at most one atomic plane. The unit cell of WSe$_2$ contains two WSe$_2$ layers in the $c$-direction [14]. Accordingly, 6 of the 8 slices contained atoms and 2 empty slices represented empty space between the two layers. Thermal vibrations at room temperature were considered by applying Debye–Waller factors to the elastic electron scattering potential with effective thermal displacement parameters $B(W) = 0.33 \AA^2$ and $B(Se) = 0.27 \AA^2$ in the projected plane of the 2H-WSe$_2$ structure [31]. Elastic and absorptive electron scattering potentials were taken from the tables of Weickenmeier and Kohl [32].

Electron wavefunctions were calculated at 80 kV for specimen thicknesses of between 1 and 6 WSe$_2$ layers. The specimen orientation with respect to the electron beam direction was varied between 0° and 5° from the [001] zone axis towards the [100] crystallographic axis.

Several electron-optical properties of the microscope and image processing parameters have an influence on the electron
wavefunction obtained using off-axis electron holography. Influences of the imaging system of the microscope, such as lens aberrations and the modulation transfer function (MTF) of the detector, were therefore also included in the simulated electron wavefunctions. The measured residual aberrations $C_5 = 10\ \mu \text{m}$ and $C_5 = -6.5\ \text{mm}$ were taken into account.

The resolution limiting effects of partial temporal and partial spatial coherence can be neglected for a C$_5$- and C$_5$-corrected FEG microscope. Here, the resolution of the microscope was limited by an isotropic image spread of 22 pm (rms)[33]. The effect of image spread is simulated by a convolution of the electron wavefunction with a Gaussian function of respective width. When aiming for quantitative analysis, the incoherent effects of reducing contrast transfer in TEM also have to be taken into account.[34] The effect of the detector MTF on the wavefunction determined from the sideband of a hologram can be described in the sideband frequency regime. Considering that the typical MTF of a scintillator-based CCD detector exhibits an approximately exponential decay with increasing spatial frequency, the beams in the sideband that are located at higher spatial frequencies experience stronger attenuation than beams that are located at lower spatial frequencies. This difference leads to an asymmetry in attenuation in each sideband. In order to include this asymmetry in the simulations, the measured MTF of the detector was shifted by an amount and direction that reflect the sideband shift in the experiment, before it was multiplied by the centered beams of the simulated wavefunction. An objective aperture of semi-angle 15 mrad was included in the calculations, representing the circular mask that was used in the reconstruction of the experimental electron holograms.

Additional simulations were performed using the Semper image processing package [35], in order to investigate the influence of specimen tilt direction from [001] on the average phase and amplitude of the zero beam. The unit cell of WSe$_2$ was sampled by $256 \times 256$ pixels in the $x$-$y$ directions and divided into 256 slices in the $z$-direction, which corresponds to a slice thickness close to 5 pm. Absorption was modeled using a constant factor of 0.05 [36].

### 3. Results and discussion

A representative off-axis electron hologram of a few-layer-thick WSe$_2$ flake is shown in Fig. 4a. Part of this hologram is enlarged in Fig. 4c in order to reveal the holographic fringes, which are magnified further in the inset. The application of a circular mask of semi-angle 15 mrad to the sideband in the Fourier transform of the hologram is shown in Fig. 4b. The resulting phase and amplitude images are shown in Fig. 4d and e, respectively.

Several interesting features are immediately apparent in Fig. 4. First, the phase image reveals the presence of contamination layers much more clearly than the amplitude image. This observation can be explained by comparing the mean inner potential of amorphous C (9.09 V [17]) with the calculated value for WSe$_2$ (21.5 V). Hence, an amorphous C layer whose thickness is similar to that of the WSe$_2$ specimen can produce a significant additional phase shift. Second, the amplitude and phase images show that a band of WSe$_2$ close to the specimen edge is thinner than that in the interior of the specimen. Unfortunately, the phase also indicates that the majority of this region is covered by contamination and is not suitable for quantitative analysis. Third, the asymmetry of the sidebands in the power spectrum of the hologram shown in Fig. 4b suggests that there is a significant deviation from the exact zone axis orientation.

Off-axis electron holograms were recorded from more than ten different areas on four WSe$_2$ flakes of different specimen thickness. Only regions that appeared to be clean and defect-free were selected for detailed analysis. Fig. 5 shows the phase and amplitude images corresponding to such a region of Fig. 4 and the average values for each Voronoi cell. Instead of the average amplitude $A_{\Omega}$, we plot here $-2\ln(A_{\Omega})$, which is expected to be proportional to specimen thickness in the absence of dynamical diffraction [11]. The low contrast in Fig. 5b and d indicates that the specimen is of homogeneous thickness without obvious crystal defects or additional contamination layers. Phase and amplitude images of all other regions, before and after averaging in Voronoi cells, are presented in the Supporting Information.

#### 3.1. Specimen thickness

A prerequisite for the quantitative measurement of electrostatic potentials using off-axis electron holography is the unambiguous and reliable determination of specimen thickness.

Fig. 6 shows values of $\phi_0$ and $-2\ln(A_{\Omega})$ from simulations plotted as a function of specimen tilt angle for different specimen thicknesses. The background to the diagram shows histograms of the corresponding experimentally measured values, binned by 0.01 rad and 0.01, respectively, where a bright color corresponds to a high number of counts and a dark color corresponds to a low number of counts. The same histograms are shown more conventionally on the right side of each graph, as well as in Appendix A.

Fig. 6a shows that, close to a zone axis orientation, a measurement of $\phi_0$ does not allow an unambiguous determination of specimen thickness for only 3–6 layers of WSe$_2$. As expected, the influence of dynamical diffraction becomes weaker when the specimen is tilted away from the zone axis orientation. A specimen tilt angle of $\geq 2^\circ$ is sufficient to separate $\phi_0$ clearly for 1–6 layers of WSe$_2$. At the highest specimen tilt angles, $\phi_0$ increases linearly with thickness, indicating a more or less kinematic regime. If the specimen is thin enough, (i.e., monolayer or bilayer WSe$_2$), then the phase is almost unaffected by specimen tilt. As the specimen tilt angle is unknown in the experimental measurements, the unambiguous attribution of specimen thickness to each of the bands in the histogram is impossible from phase values alone. Just as for the phase, $-2\ln(A_{\Omega})$ alone cannot be used for an
unambiguous specimen thickness measurement in general. The main problem is the strong dependence of $-2\ln(A_2)$ on specimen tilt angle for all values of specimen thickness above one monolayer of WSe$_2$.

In order to make use of the opposing behavior of $\phi_2$ and $-2\ln(A_2)$ with specimen tilt angle, we plotted experimental values of phase and $-2\ln(A_2)$ together with simulated values in the form of a two-dimensional scatter plot of $\phi_2$ vs. $-2\ln(A_2)$. Fig. 7 shows the result, in which the simulated values are shown using colored circles and experimental measurements are shown using small black dots, with each dot corresponding to a single Voronoi cell. Black lines connect simulated values that correspond to one specimen thickness. Cyan stars show the center of mass of each experimental data cloud. Each cloud may comprise data from several different areas of WSe$_2$. Specifically, the bi-layer cloud comprises data from four different areas, the three-layer cloud and the five-layer clouds each comprise data from only one area, while the four-layer and six-layer clouds each comprise data from two
The standard deviation $\sigma$ of the experimental data clouds was estimated from the root mean square of all individual standard deviations of all data clouds for $\phi$ and $-2\ln(A)$ separately, yielding values of $\sigma_\phi = 17$ mrad and $\sigma_{-2\ln(A)} = 0.024$.

Although the experimental data clouds can now be matched closely to simulated values of both $\phi_\Omega$ and $-2\ln(\Omega)$, some of the clouds show phases that are smaller than those determined from the simulations. This discrepancy could originate either from a reduction in the elastic scattering potential due to bonding effects, which is expected to effectively reduce the phase by approximately 5–10%, or from the presence of defects such as vacancies in the crystal lattice.

The scatter plot shows that a reliable and unambiguous identification of specimen thickness is possible for few-layer-thick WSe$_2$. However, for a higher specimen thickness, such as five layers, the determination of specimen thickness can be ambiguous. The ambiguity is reduced at higher specimen tilt angles from a zone axis orientation. In addition to specimen thickness determination, Fig. 7 provides an estimate of specimen tilt angle.

Additional simulations of phase and amplitude performed using Semper were used to investigate whether the direction of specimen tilt angle from [001] should also be considered. Fig. 8a shows the phase of the zero beam plotted as a function of specimen tilt angle and direction from [001] up to 5° for 1–6 layers of WSe$_2$. The simulations show that monolayer and bilayer WSe$_2$ are almost unaffected by specimen tilt direction, which starts to be important for specimen thicknesses of at least six layers and larger tilt angles. In Fig. 8b, the average phase is plotted as a function of the specimen tilt direction from [001] for a specimen tilt angle of 5°. It can be seen that the direction of specimen tilt becomes more important for larger values of specimen thickness. Local variations for each line differ by a maximum of 13 mrad from the mean phase for a thickness of six layers. This is smaller than the average standard deviation in each of the clouds $\sigma_\phi = 17$ mrad. Therefore, the direction of specimen tilt can be neglected in the present analysis. It may, however, be necessary to consider the direction of specimen tilt for other materials and for experiments involving larger magnitudes of tilt and specimen thickness.

### 3.2. Mean inner potential

As discussed above, for a specimen thickness of only one or two layers it is possible to apply the linear relationship between phase and electrostatic potential in Eqs. (2) and (3) in order to deduce...
In practice, the measurements of $V_0$ can be complicated for a number of reasons, resulting from the requirement of very small specimen thickness, whereas the mean inner potential is in principle a bulk property \cite{37–39}. Deviations between experiments performed for ultra-thin samples and calculated bulk properties may be caused by changes in electrostatic potential at the specimen surface, e.g. due to charge redistribution, changes in lattice parameters or surface reconstructions \cite{17,20,37,40}. Although structural surface effects are expected to play a minor role in the case of WSe$_2$, since it forms pristine surfaces without dangling bonds, for TMDs it is of interest in general to establish whether the mean inner potential depends on the number of layers. The presence of contamination layers on the WSe$_2$ surface can contribute significantly to the measured phase.

In order to determine the mean inner potential, linear regression was applied to the measured phase values of the data clouds corresponding to more than 2° tilt or less than three layers thickness, thereby minimizing the contribution of dynamical effects. This excludes only the two data sets corresponding to five layers in Fig. 7. The slope of the fitted line yields a value of $\phi_{exp} = 124 \pm 5$ mrad, which represents the average phase shift per WSe$_2$ layer, as shown in Fig. B1. The relationship between phase and mean inner potential in Eq. (3) results in a value for $V_0$ of 18.9 $\pm$ 0.8 V. This value is approximately 12% lower than the value of 21.5 V calculated using neutral atomic scattering factors. The deviation is likely to be explained primarily by the fact that bonding effects are not included in the calculation, leading to an overestimate of $V_0$ \cite{11,20,23}. However, the measured phase shift may also be reduced by small remaining dynamical diffraction effects close to zone axis orientations. Such effects are very difficult to eliminate completely, in particular for samples as heavy as WSe$_2$ with thicknesses of more than one or two layers.

### 3.3. Mean free path

The present measurements can also be used to obtain insight into the use of electron holographic amplitude images to determine values of mean free path, which are typically found to lie in the range between 50 and 150 nm \cite{37,41–44}. In general, the amplitude of the electron wavefunction depends on both elastic and inelastic scattering, according to Eq. (4). The total mean free path...
The experimental value of $\lambda_{\text{tot}}$ is calculated to be $\lambda_{\text{tot}} = 51$ nm. The experimental value of $\lambda_{\text{tot}}$ is much smaller than 51 nm, suggesting that the dominant scattering mechanism in the present experiments is elastic. This finding is further supported by the good match between the purely elastic simulations and the experimental amplitudes.

4. Conclusions

The frequently applied approach of measuring electrostatic potentials from off-axis electron holograms is often based on the assumption of a direct linear relationship between the phase shift of the reconstructed wavefunction and specimen thickness. It relies on the assumption that dynamical effects, which result in a deviation from the linear relationship, can be neglected or minimized, for example by an appropriate choice of specimen orientation and thickness.

Here, we have studied the particular example of ultra-thin WSe$_2$ by recording high-resolution off-axis electron holograms at 80 kV close to the [001] zone axis, where dynamical diffraction effects can be strong. Computer simulations show that at an [001] zone axis orientation the linear relationship between phase and specimen thickness is only maintained sufficiently well for specimens containing one and two layers. This linear regime can be extended up to 6 layers when the specimen tilt angle is greater than $2^\circ$ from [001]. However, the application of a few degrees of specimen tilt introduces additional uncertainties, as the measured phase depends on specimen tilt angle, which is rarely known independently. This problem can in principle be resolved by comparing both amplitudes and phases extracted from measurements with those obtained from computer simulations. A scatter plot in the complex plane then enables the determination of the specimen thickness with a precision of one WSe$_2$ layer with a spatial resolution of one projected unit cell, while also providing an estimate of the local specimen tilt. This approach could also serve as a starting point for a later detailed quantitative analysis of the lattice fringes in the same phase and amplitude images, for which aberrations and structural defects are likely to have a larger effect.

In the present study, the determination of specimen thickness and specimen tilt angle has been used to determine a value for the mean inner potential of WSe$_2$ of $18.9 \pm 0.8$ V. Dynamical diffraction effects have been minimized by choosing specimen thicknesses of only one or two layers or specimen tilt angles of more than $2^\circ$ from [001]. In comparison, the mean inner potential calculated directly from neutral atom scattering factors is 21.5 V. The two values differ by 12%, which is likely to result primarily from the influence of bonding, with a possible additional contribution from remaining dynamical diffraction effects.

A comparison of high-resolution electron holography data with simulations has been achieved on a quantitative level, enabling an assessment of the experimental conditions under which electrostatic potentials can be extracted from the phases of measured wavefunctions. Our approach enables the detection and potentially even a classification of adatoms, structural defects and charge redistribution in two-dimensional materials, for example at Schottky barriers and $p$-$n$ junctions. The use of simulations that incorporate potentials obtained from ab initio calculations is likely to be required to fully explain values of the mean inner potential determined from experimental measurements for ultra-thin specimens of different thickness.
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Appendix A. Histograms

Fig. A1 and Fig. A2.

Fig. A1. Histogram of experimental phase measurements, with each color corresponding to a different analyzed phase image. The binning is 0.01 rad. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. A2. Histogram of experimental $-2\ln(A_{1})$ measurements, with each color corresponding to a different analyzed amplitude image. The binning is 0.01. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Appendix B. Linear fits to experimental data

Fig. B1. Linear fit to experimental phase measurements plotted as a function of specimen thickness to obtain the average phase shift per WSe$_2$ layer. The fitted parameters are shown in the legend as a slope and intercept. The error in each point, determined from the standard error in the mean, is too small to be visualized.

Fig. B2. Linear fit to experimental $-2\ln(A_{1})$ measurements plotted as a function of specimen thickness to obtain the total mean free path $\lambda_{tot}$. The fitted parameters are displayed in the legend as a slope and intercept. The error in each point, determined from the standard error in the mean, is too small to be visualized. The large scatter of the points is due to the strong dependence of the amplitude on specimen tilt.

Appendix C. Supplementary data

Supplementary data associated with this article can be found in the online version at http://dx.doi.org/10.1016/j.ultramic.2016.07.016.
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