A pulse-width-modulation mode CMOS integrated circuit implementation of threshold-coupled map
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Abstract: We propose a coupled-map-lattice complementary-metal-oxide-semiconductor very-large-scale-integration (CMOS VLSI) circuit based on the threshold-coupled map (TCM) that has been proposed previously as a unidirectional connected network model exhibiting different spatiotemporal patterns according to its underlying nonlinear map and update scheme. We introduce mutual connections and arbitrarily valued connection weights into the TCM to realize cellular automata. In this study, we design, fabricate, and evaluate a CMOS integrated circuit with which to implement this extended TCM (ETCM). The ETCM is a universal Turing machine as confirmed in circuit experiments using the fabricated circuit, which can achieve Rule110 of a one-dimensional cellular automaton.
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1. Introduction

Among previously proposed coupled-map lattices (CMLs) [1–4], the threshold-coupled map (TCM) [5] is a simple model that exhibits various spatiotemporal patterns. Generating such patterns from simple dynamics is a useful way to consider the applications of such a system.

A supervised learning model constructed by a recurrent neural network with fixed weights and a classifier is known as a “reservoir computing (RC) model” [6, 7]. In an RC model, a recurrent neural network known as a “reservoir” memorizes the short-term history of the input signal as spatiotemporal patterns generated from the reservoir driven by the input. The first RC model was echo state networks [6], which use a random recurrent neural network as a reservoir. Other reservoir models have since been proposed that use a ring network [8] or cellular automata (CA) [9] as the reservoir.

We have previously proposed circuits for implementing CMLs in the form of voltage- and current-
waveform-sampling-mode circuits that can achieve arbitrary analog nonlinear dynamics in the time domain using pulse-width/phase modulation [10, 11]. Moreover, we have proposed a core circuit for a CML that is robust to parameter mismatches and variations, and fabricated it using complementary-metal-oxide-semiconductor (CMOS) technology [12, 13].

In this paper, we propose a CMOS array circuit constructed using the core circuits for a CML, and show experimentally that it can realize a TCM. We also show experimentally that a TCM with mutual connections and arbitrarily valued connection weights can realize a one-dimensional CA (1D-CA).

This paper is organized as follows. In Section 2, we explain the TCM model and how to implement 1D-CA using a TCM. In Section 3, we show a core circuit for a TCM and explain its operation. A CMOS array circuit very-large-scale-integration (VLSI) chip that consists of the core circuits is shown in Section 4. We present measurement results of a fabricated circuit in Section 5, and we conclude the paper in Section 6.

2. Threshold-coupled map and its extension

The TCM was proposed as a coupled-map model as shown in Fig. 1(a). This model performs the following nonlinear transformation:

\[ x_i(n) = f_{\text{non}}(x_i(n-1)), \]

where \( i \) is the site index in the lattice, \( n \) is the discrete time, \( x_i(n) \) is the state variable of the \( i \)th lattice site at time step \( n \), and \( f_{\text{non}}(\cdot) \) is the nonlinear transformation function, such as a logistic map or a circle map [14]. An excess \( \delta_i(n) = x_i(n) - x_{th} \) is then transported to the neighboring lattice site(s) if \( x_i(n) \) is larger than a threshold value \( x_{th} \), and \( x_i(n) \) is reset to \( x_{th} \). This process is expressed by

\[
\begin{align*}
    x_i(n) &\rightarrow x_{th}, \\
    x_{i+1}(n) &\rightarrow x_{i+1}(n) + \delta_i(n).
\end{align*}
\]

Equation (2) is referred to as a “relaxation.” In the relaxation process, no nonlinear transformation is performed and only \( \delta_i(n) \) is transported. The time step \( n \) does not increase in the relaxation process. This model can use several updating schemes. For example, multiple relaxation processes are performed for one iteration of nonlinear transformation. In this scheme, various spatiotemporal patterns are observed depending on the number \( l \) of relaxation operations [15, 16].

In the TCM, \( \delta_i(n) \) is weighted by the reciprocal of the number of neighboring cells. We introduce here an arbitrary value \( g \) for the connection weight, and mutual connections into the TCM (see Fig. 1(b)). We refer to this new TCM as the “expanded threshold-coupled map (ETCM).” The nonlinear transformation of the ETCM is expressed as follows:

\[ x_i(n) = f_{\text{non}}(x_i(n-1)). \]

Fig. 1. (a) Unidirectional connections and (b) mutual connections.
Relaxation of the ETCM is expressed by

\[
\begin{align*}
  x_i(n) &\to x_i + \delta_{\text{sum},i}(n) & \text{if } x_i(n) > x_{\text{th}}, \\
  x_i(n) &\to x_i(n) + \delta_{\text{sum},i}(n) & \text{if } x_i(n) \leq x_{\text{th}},
\end{align*}
\]

where \( \delta_{\text{sum},i}(n) \) is expressed by

\[
\delta_{\text{sum},i}(n) = g_R \delta_{i+1}(n) + g_L \delta_{i-1}(n).
\]

The coefficients \( g_R \) and \( g_L \) are the connection weights from the \((i+1)\)th and \((i-1)\)th lattice sites, respectively, to the \(i\)th lattice site. The ETCM can realize a CA if we choose \( f(\cdot), g_R, g_L, \) and \( x_{\text{th}} \) appropriately.

2.1 Implementation of a one-dimensional cellular automaton

A CA was proposed as a self-reproducing model of life by von Neumann et al [17]. Each CA consists of a regular grid of cells that is updated according to rules depending on the relations between the state of a cell and those of its neighbors. Although various CA models have been proposed, in this paper we discuss binary synchronous CAs.

A cell in a one-dimensional CA (1D-CA) has a binary state, namely either 0 or 1. Cell-update rules are defined by combining the states of a cell and its neighbors. There are 8 (= \( 2^3 \)) such combinations (000, 001, 010, \ldots, 111) in a 1D-CA. These combinations are considered to be 3-bit strings and are labeled as rules P0 to P7 in ascending order. There are 256 (= \( 2^8 \)) rule sets, each of which consists of eight update rules (P0, P1, P2, \ldots, and P7) and the binary state after updating because the state of a cell updated by these eight rules at the next time step \((n+1)\) is 0 or 1. This set is referred to by the resulting 8-bit binary number (read from the left) as a decimal. For example, because 010111010 is 90 as a decimal, it is referred to as Rule90.

When a 1D-CA is realized by the ETCM, we express \( \delta = 1 - x_{\text{th}} \) because \( x_i(n) \) after nonlinear transformation is 0 or 1 for \( x_{\text{th}} > 0 \), and we set \( l \) and \( x_i(n) \) to one and a binary value, respectively. The 256 rule sets are achieved by selecting \( f_{\text{non}}(\cdot), x_{\text{th}}, g_L, \) and \( g_R \) with \( 0 \leq g_R \leq 1 \) and \( 0 \leq g_L \leq 1 \).

To clarify the design procedure for rules P0, P1, P2, \ldots, and P7 using the ETCM, we formulate \( x_i(n) \) after relaxation and nonlinear transformation. For P0, \( \delta_{i-1}, \delta_{i+1}, \) and \( x_i(n) \) after relaxation are zero. By using this condition, \( x_i(n) \) after relaxation and nonlinear transformation is expressed by

\[
P0 : f_{\text{non}}(x_i(n) + g_L \delta_{i-1} + g_R \delta_{i+1}) = f_{\text{non}}(0 + g_L \cdot 0 + g_R \cdot 0) = f_{\text{non}}(0).
\]

For P1, \( \delta_{i-1} \) and \( x_i(n) \) after relaxation are zero. By using this condition, \( x_i(n) \) after relaxation and nonlinear transformation is expressed in a similar manner for P0 as follows:

\[
P1 : f_{\text{non}}(0 + g_L \cdot 0 + g_R \cdot \delta) = f_{\text{non}}(g_R \delta).
\]

We summarize the formulated rules P0, P1, P2, \ldots, P7 as follows:

\[
\begin{align*}
P0 & : f_{\text{non}}(0) \to \{0, 1\}, \\
P1 & : f_{\text{non}}(g_R \delta) \to \{0, 1\}, \\
P2 & : f_{\text{non}}(x_{\text{th}}) \to \{0, 1\}, \\
P3 & : f_{\text{non}}(x_{\text{th}} + g_R \delta) \to \{0, 1\}, \\
P4 & : f_{\text{non}}(g_L \delta) \to \{0, 1\}, \\
P5 & : f_{\text{non}}(g_L \delta + g_R \delta) \to \{0, 1\}, \\
P6 & : f_{\text{non}}(x_{\text{th}} + g_L \delta) \to \{0, 1\}, \\
P7 & : f_{\text{non}}(x_{\text{th}} + g_L \delta + g_R \delta) \to \{0, 1\}.
\end{align*}
\]

The value of \( x_i(n) \) after relaxation and nonlinear transformation is set independently by selecting \( f_{\text{non}}(\cdot), x_{\text{th}}(= 1 - \delta), g_L, \) and \( g_R \) as shown in Eq. (6). Therefore, the ETCM realizes all the rules by using the network shown in Fig. 1. We show the procedures for achieving Rule90 and Rule110 below as examples. The ETCM can realize not only 1-D CA but also more complicated CAs such as 2-D CA by using more connection weights and/or more complicated nonlinear function.
Rule 90 shows interesting spatiotemporal patterns such as the Sierpinski gasket. According to Eq. (6), this rule is expressed as follows:

\[
\begin{align*}
P_0 &: f_{\text{non}}(0) \rightarrow 0, \\
P_1 &: f_{\text{non}}(g_R \delta) \rightarrow 1, \\
P_2 &: f_{\text{non}}(x_{ih}) \rightarrow 0, \\
P_3 &: f_{\text{non}}(x_{ih} + g_R \delta) \rightarrow 1, \\
P_4 &: f_{\text{non}}(g_L \delta) \rightarrow 1, \\
P_5 &: f_{\text{non}}(g_L \delta + g_R \delta) \rightarrow 0, \\
P_6 &: f_{\text{non}}(x_{ih} + g_L \delta) \rightarrow 1, \\
P_7 &: f_{\text{non}}(x_{ih} + g_L \delta + g_R \delta) \rightarrow 0.
\end{align*}
\]

We consider the condition of \( g_R \) and \( g_L \) satisfying Eq. (7). If \( g_R = 0 \), P2 and P3, P6 and P7, and P2 and P5 are mutual contradictions. Also, P0 and P4, P2 and P6, and P3 and P7 are mutual contradictions when \( g_L = 0 \). Hence, we obtain \( g_R \neq 0 \) and \( g_L \neq 0 \) from these the conditions, which requires a network with mutual coupling. There is no contradiction when \( g_R = g_L \), which can realize Rule 90. It is noted that Rule 90 is achieved when the connection is a mutual coupling (\( g_R \neq g_L \)). Figure 2 shows an example of \( f_{\text{non}}(\cdot) \) for achieving Rule 90 when \( g_L < g_R \).

Rule 110 is a model known to having Turing completeness [18]. According to Eq. (6), this rule is given by

\[
\begin{align*}
P_0 &: f_{\text{non}}(0) \rightarrow 0, \\
P_1 &: f_{\text{non}}(g_R \delta) \rightarrow 1, \\
P_2 &: f_{\text{non}}(x_{ih}) \rightarrow 1, \\
P_3 &: f_{\text{non}}(x_{ih} + g_R \delta) \rightarrow 1, \\
P_4 &: f_{\text{non}}(g_L \delta) \rightarrow 0, \\
P_5 &: f_{\text{non}}(g_L \delta + g_R \delta) \rightarrow 1, \\
P_6 &: f_{\text{non}}(x_{ih} + g_L \delta) \rightarrow 1, \\
P_7 &: f_{\text{non}}(x_{ih} + g_L \delta + g_R \delta) \rightarrow 0.
\end{align*}
\]
We consider the condition of $g_R$ and $g_L$ satisfying Eq. (8) in a similar manner to that for Rule90. Rules P2 and P3, and P6 and P7, are contradict when $g_R = 0$. Also, P0 and P4 are contradictory when $g_L = 0$. Therefore, $g_R$ and $g_L$ should be non-zero. Moreover, $g_R \neq g_L$ because P1 and P4 are contradictory when $g_R = g_L = g$. Figure 3 shows an example of $f_{non}(\cdot)$ for achieving Rule110 when $g_L < g_R$.

3. CMOS core circuit for extended threshold-coupled-map

A CMOS core circuit for the ETCM is shown in Fig. 4 [12, 13]. The core circuit consists of capacitors, source-follower-type analog buffers, a switched current source (SCS), a comparator (CMP), and logic gates. The core circuit holds $x_i(n)$ and $\delta$ as the node voltages of $P_x$ and $P_\delta$, namely $V_x$ and $V_\delta$, respectively. The weight $g$ is implemented by PMOS transistor $M_g$ biased by $V_{cc}$: the value of $g$ is varied by adjusting $V_{cc}$. By using this core circuit to design the array circuit, we assume that the coupling can be set freely in the four neighbors. Therefore, the single core has four SCSs and gate bias voltages.

The core circuit expresses variables using the voltage and the time domain. The nonlinear transformation is executed by sampling and holding a nonlinear voltage waveform $V_{non}(t)$ to $C_x$ using a pulse-width modulation (PWM) signal $S_{out}$ with pulse width $T_{out}(=\alpha V_x)$. The PWM signal $S_{out}$ is generated by comparing $V_x$ with a referenced ramp voltage $V_{rmp}(t)$. The threshold processing in relaxation is executed by comparing $T_{out}$ with $T_{th}$ in the time domain using a logic circuit, where $T_{th}$ is the pulse width of the threshold signal $S_{th}$. In the relaxation operation, we use $V_{rmp}(t)$ as $V_{non}(t)$. We define $V_{non,th0}(t)$ and $V_{rmp,th0}(t)$ as the base voltages of $V_{non}(t)$ and $V_{rmp}(t)$, respectively. We define $V_{non,b11}$ and $V_{rmp,b11}$ at the output stages of analog buffers $SF_{non}$ and $SF_{rmp}$ as the base voltages of $V_{non}(t)$ and $V_{rmp}(t)$, respectively. In the nonlinear transformation operation, $S_{iniA}$ is kept at “ON” to fix the voltage at node $P_x$ to $V_{iniA}$, and the SCS circuit is not operated.

Figure 5 shows the timing diagram of the control signals and voltages for nonlinear transformation and relaxation. Here, we define $V_{x0}$ as the initial output voltage of $SF_x$.

1. When $S_{set}$ and $S_x$ are turned on, nodes $P_{st}$ and $P_{cmp}$ are set to $V_{x0}$ and the threshold voltage $V_{inv,th}$ of the first-stage inverter in the CMP, respectively.

2. After $S_{set}$ is turned off and $S_{non}$ is turned on, node $P_{st}$ is varied from $V_{x0}$ to $V_{non,th}$. At the same time, node $P_{cmp}$ is varied from $V_{inv,th}$ to $(V_{inv,th} - [V_{x0} - V_{non,th}])$. Capacitor $C_{DC}$ holds
the voltage difference ($V_{rmp_{bt}} - V_{non_{bt}}$) in this step.

3. $S_{non}$ and $S_x$ are turned off, and $S_{en}$ and $S_{th}$ are turned on. The voltage difference ($V_{inv_{th}} - [V_{x0} - V_{non_{bt}}]$) at node $P_{cmp}$ is transformed into a PWM signal. This transformation can be
achieved by comparing \((V_{inv,th} - [V_{x0} - V_{non,th}])\) with the ramped reference voltage \(V_{rmp}(t)\). The nonlinear voltage waveform \(V_{non}(t)\) is sampled and the resultant voltage at \(C_x\) is \(S_{out}\), as shown in Fig. 5.

4. Repeat steps 1 and 2. The PWM signal is generated in a similar manner to step 3 and is compared with \(T_{th}\). \(S_{iniA}\) is turned off at the same time as the trailing edge of \(T_{th}\). If \(T_{out}\) is larger than \(T_{th}\), the difference signal \(S_{\delta, out}\) with pulse width \(T_{\delta, out} (= T_{out} - T_{th})\) is transported to the neighboring core circuits. The difference signal \(S_{\delta, in}\) charges up \(C_\delta\) by turning on the SCSs.

The nonlinear transformation and relaxation are executed in steps 1–3 and 4, respectively. Here, step 4 is repeated \(l\) times. In the relaxation process, a ramp voltage waveform is sampled to \(C_x\) as \(V_{non}(t)\) using \(S_{out}\). This achieves calculation of the excess and its addition to the nonlinear transformation result in single PWM transformation because the nonlinear transformation result is held in \(C_x\) before transporting the excesses. The nonlinear function can be changed by changing the nonlinear voltage waveform \(V_{non}(t)\). The core circuit has a circuit that compensates for variations in current and capacitance; see [12, 13] for details.

4. CMOS array circuit constructed from 400 core circuits

4.1 VLSI chip architecture

The VLSI chip architecture is shown in Fig. 6. The core circuits in the VLSI chip share \(V_{rmp}\) and \(V_{non}\), and operate in parallel. The output signal \(S_{out}\) is transmitted outside the VLSI chip through a common bus line in the row, and is read out for each column. A shift-register circuit selects a column. Signals sftX and sft_clk shown in Fig. 6 are the control and clock signals, respectively, of the shift register. The coupling can be set freely in the four neighbors. Therefore, the VLSI chip can achieve a one- or two-dimensional network as shown in Fig. 7.

The four SCSs that implement \(g\) are biased commonly by gate voltage \(V_{cc}\) that is held in capacitor \(C_{cc}\). When mutual asymmetric coupling is required, as in realizing Rule110, it is necessary to set different gate voltages on the left and right, which is achieved by the current/capacitance-variation compensation (CCC) circuit [12, 13]. The CCC circuit not only compensates for current/capacitance variations but also sets \(g\) arbitrarily; see [12, 13] for further details about the CCC circuit.

4.2 LSI circuit design

We designed and fabricated a CMOS array circuit VLSI chip consisting of 400 (= 20 × 20) core circuits
using TSMC 0.25-μm (1-Poly, 5-Metal) CMOS technology. The layout result and a microphotograph of the array circuit VLSI chip are shown in Fig. 8.

5. Measurement and evaluation results
We experimented with the TCM and ETCM by using the array VLSI chip shown in Fig. 8. We employed the logistic map as the nonlinear function for chaotic pattern generation, and achieved 1D-CA operation of Rule90 and Rule110 by using a digital map as nonlinear functions. The network topology was set to the one-dimensional mutual connections shown in Fig. 7(a) in both experiments. We set $V_{tmp}(t) = 0.414 \times 10^6 t + 1.6$ [V], and the maximum pulse width of the output PWM signal to 2,650 ns in the circuit experiments.
5.1 Threshold-coupled map for logistic map
We set $V_{cc}$, $T_{th}$, and $V_{non}(t)$ to 2.35 V, 1,856 ns, and $1.385t(1 - t) \times 10^6 + 0.6$ V, respectively. A resulting spatiotemporal pattern is shown in Fig. 9 for the logistic map, where the color bar represents the pulse width of $S_{out}$. The array VLSI chip outputs a random spatiotemporal pattern for $l = 1$, and non-random patterns as $l$ was increased. Disappearing oblique lines and passing patterns were observed after some lines crossed.

5.2 Extended threshold-coupled map for one-dimensional cellular automaton
Figure 10 shows the digital voltage waveform for achieving Rule90 and Rule110. In these experiments, we set $l$ and $T_{th}$ to 1 and 1,308 ns, respectively. We experimented to achieve 1D-CA with Rule90 and Rule110 using the waveforms shown in Fig. 10.
5.2.1 Rule90
We set $V_{cc}$ to 2.6 V, which corresponds to $g_L = g_R = 0.4$, and used 400 cores. The initial voltage $V_x(0)$ of only the 200th core circuit was set by the PWM signal with a pulse width of 600 ns; the initial voltages of the other cores were set to the base voltage of $V_{non}(t)$. Figure 11 shows the spatiotemporal patterns obtained from the numerical simulation and the circuit experiment. In the latter, we observed a fractal pattern (Sierpinski gasket) similar to that obtained from the former; the pattern in panel (b) is noisy because it was not binarized.

5.2.2 Rule110
To achieve Rule110, $g_L$ and $g_R$ must have different values, as shown in Section 2. We set these values using the CCC circuit. The CCC circuits adjusts $V_{cc}$ to minimize the difference in pulse widths through the control of $g_L$ and $g_R$. Figure 10 shows the digital voltage waveforms for achieving (a) Rule90 and (b) Rule110.

![Digital voltage waveforms for achieving (a) Rule90 and (b) Rule110.](image)

Fig. 10. Digital voltage waveforms for achieving (a) Rule90 and (b) Rule110.
between the target pulse width $T_{tgt}$ and $T_δ$ [12, 13], which is executed separately from the left capacitor $C_{cc,L}$ and the right capacitor $C_{cc,R}$. We set $T_δ$ and the initial voltage of $C_{cc}$ to 1,040 ns and 2.3 V, respectively. We set $T_{tgt}$ to 308 ns or 580 ns when $C_{cc,L}$ or $C_{cc,R}$ was adjusted, respectively. Here, values of $g_L$ and $g_R$ correspond to 0.296 ($= 308/1040$) and 0.558 ($= 580/1040$), respectively.

In this experiment, 20 core circuits were used. The initial voltage $V_x(0)$ of only the 20th core circuit was set by the PWM signal with a pulse width of 600 ns; the initial voltages of the other cores were set to the base voltage of $V_{non}(t)$. Figure 12 shows spatiotemporal patterns obtained from the numerical simulation and the circuit experiment. The pattern obtained from the array VLSI chip is similar to that obtained from the numerical simulation. From this result, the ETCM is found to be Turing complete because Rule110 can construct a universal Turing machine.

6. Conclusions

We proposed that threshold-coupled maps with mutual connections, which are referred to as extended threshold coupled maps (ETCM), can achieve CA, and we showed how to implement a 1D-CA using this map. We designed and fabricated this circuit using TSMC 0.25-$\mu$m (1-Poly, 5-Metal) CMOS technology, and evaluated an ETCM circuit. The ETCM circuit showed distinctive spatiotemporal patterns as seen in a 1D-CA with Rule90 or Rule110. Therefore, the ETCM and its circuit are Turing complete because the 1D-CA with Rule110 is a universal Turing machine. In this experiment, we
used digital waveforms as the nonlinear map to achieve 1D-CA operation, but our circuit could also use analog waveforms. It is unique that discrete dynamics and continuous dynamics are achieved by the same chip without changing its architecture. This is important for realizing hybrid dynamical systems [19]. The proposed model may stimulate ideas relating to applications involving spatiotemporal patterns. In particular, dynamically changeable hardware such as the circuit proposed in this paper should be important for nonlinear science and engineering.

The theoretical novelty in this paper is that we have developed a model that changes its dynamics from discrete to continuous models or vice versa without resetting its internal state variable at arbitrary time. We have designed discrete maps as shown in Figs. 2 and 3 for achieving Rule90 and Rule110, respectively. We can also consider these discrete maps as binarized quartic and quadratic functions. From this point of view, the class (e.g. Class 1, Class 2, Class 3, and Class 4) of a spatiotemporal pattern obtained from a coupled map lattice model might be identified by the shape of its binarized nonlinear map.
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