Effects of finite size and symmetry energy on the phase transition of stellar matter at subnuclear densities
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Abstract

We study the liquid-gas phase transition of stellar matter with the inclusion of the finite-size effect from surface and Coulomb energies. The equilibrium conditions for two coexisting phases are determined by minimizing the total free energy including the surface and Coulomb contributions, which are different from the Gibbs conditions used in the bulk calculations. The finite-size effect can significantly reduce the region of the liquid-gas mixed phase. The influence of the symmetry energy on the liquid-gas phase transition is investigated with the inclusion of finite-size effects. It is found that the slope of the symmetry energy plays an important role in determining the boundary and properties of the mixed phase.
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I. INTRODUCTION

The nuclear liquid-gas phase transition is of great interest because of its importance in heavy-ion collisions and astrophysics [1–5]. At densities below saturation and temperatures lower than \( \sim 20 \) MeV, stellar matter may be in a liquid-gas mixed phase which plays a crucial role in various astrophysical phenomena such as supernova explosions and neutron star formation [3, 4]. In past decades, tremendous experimental and theoretical efforts have been devoted to the study of the liquid-gas phase transition in symmetric and asymmetric nuclear matter [6–13]. The early theoretical studies of nuclear liquid-gas phase transition [6, 7] were performed by using Skyrme interactions. A very detailed analysis of the liquid-gas phase transition in asymmetric nuclear matter was reported by Müller and Serot in Ref. [8], where a relativistic mean-field model was employed and the effect of symmetry energy was discussed. The authors of Ref. [8] argued that asymmetric nuclear matter may present different types of spinodal instabilities: a mechanical instability associated with fluctuations in the baryon density (isoscalar) and a chemical instability associated with fluctuations in the proton concentration (isovector). In fact, it was pointed out in Ref. [14] that spinodal instabilities in asymmetric nuclear matter should not be classified as mechanical or chemical, but only one type of instability determined by the curvature of the free energy. In the past decade, there have been numerous studies on instabilities of nuclear and stellar matter by analyzing curvature properties [10, 15–21]. In most of the investigations, properties of the liquid-gas mixed phase were obtained from a bulk calculation, in which the phase coexistence is governed by the Gibbs conditions and the finite-size effects like surface and Coulomb contributions are neglected. It was found that the inclusion of surface and Coulomb effects has a significant impact on the critical temperature and the liquid-gas coexistence region based on various approximations [6, 22–25]. It is interesting and important to investigate the finite-size effects on the liquid-gas phase transition of stellar matter in a consistent manner.

In this article, we study the influence of surface and Coulomb effects on the liquid-gas phase transition of stellar matter by using a compressible liquid-drop (CLD) model. The matter is composed of nuclear clusters embedded in a gas of free nucleons and electrons, where the proton charge is neutralized by the uniform electron gas. The equilibrium conditions between the nuclear liquid and gas phases are determined by minimization of the total free energy including the surface and Coulomb contributions [7, 26], which are different.
from the Gibbs conditions derived in a bulk limit. In previous studies using the coexisting phases (CP) method \[27, 28\], the two coexisting phases were obtained by solving the Gibbs conditions for phase equilibrium, and then the surface and Coulomb energies were added perturbatively. It was shown in our previous work \[26\] that the finite-size effect from surface and Coulomb energies may be too large to be treated perturbatively at low densities. Therefore, in the present study, we prefer to treat the finite-size effect properly in the CLD model, where the surface and Coulomb contributions are included not only in calculating the properties of the mixed phase but also in deriving the equilibrium conditions for two coexisting phases. Recently, the authors of Ref. \[29\] studied the pasta phase in core-collapse supernova matter using three different approaches, namely the CP method, the CLD model, and the Thomas–Fermi approximation. They compared the results and found that the CLD model can give very similar results to the self-consistent Thomas–Fermi calculation.

It is well known that the surface tension plays a crucial role in determining properties of the liquid-gas mixed phase \[27–31\]. Actually, it was found in Ref. \[27\] that a parametrized surface tension would fail to predict the occurrence of the liquid-gas phase transition in $\beta$-equilibrium matter. Therefore, it is very important to determine the surface tension in a proper way. We calculate the surface tension by using a Thomas-Fermi approach for a one-dimensional system consisting of protons and neutrons \[28, 31–34\]. We consider a semi-infinite slab with a plane interface which separates a dense liquid phase from a dilute gas phase. With the density profiles obtained in the Thomas-Fermi approach, we can calculate the surface tension as described in Refs. \[28, 31, 32\].

We employ the Wigner–Seitz approximation to describe inhomogeneous stellar matter at subnuclear densities. The Wigner–Seitz cell, which consists of protons, neutrons, and electrons, is assumed to be spherical and charge neutral. In principle, nonspherical nuclei, known as pasta phases, may appear in the liquid-gas coexistence region, and the geometrical structure of the mixed phase is expected to change from droplet to rod, slab, tube, and bubble with increase of the matter density \[28, 29, 35–37\]. In this study, we mainly focus on the influence of finite-size effects on the boundary of the liquid-gas coexistence region. Therefore, we consider only droplet and bubble configurations, while other pasta phases appearing in the middle region are neglected for simplicity. At low temperatures, heavy nuclei may form a lattice to minimize the Coulomb energy, while the translational energy of nuclei is somewhat small and can be neglected. Thus, it is reasonable to assume that a unit
cell is periodically repeated in space at very low temperature. In fact, a periodic structure of
the nucleon distribution could be observed up to $T \sim 3$ MeV in quantum molecular dynamics
simulations for supernova matter \[35, 36\]. However, at higher temperature like $T \sim 10$ MeV,
the Coulomb lattice would not survive and the contribution from the translational motion
of nuclei should be properly taken into account. In recent studies on the equation of state
(EOS) for core-collapse supernova simulations \[4, 38–43\], the stellar matter at subnuclear
densities was described as an ensemble of nuclei and interacting nucleons in nuclear statistical
equilibrium, where theoretical and experimental nuclear mass tables have been employed and
the translational free energy has been calculated from Maxwell–Boltzmann statistics. The
distribution of nuclear species can be obtained by minimizing the total free energy of the
system, which is known to be important for electron captures on nuclei inside supernova
core. However, as shown in Ref. \[41\], the thermodynamic quantities obtained in the nuclear
statistical equilibrium model are not very different from those of the commonly used single-
nucleus approximation, in which only a single representative nucleus is included. In the
present work, we use the single-nucleus approximation instead of considering an ensemble
of nuclear species and neglect the translational motion of nuclei for simplicity.

Recently there is an increasing interest in the nuclear symmetry energy and its density
dependence because of their importance for understanding many phenomena in nuclear
physics and astrophysics \[2, 3, 37, 44\]. The symmetry energy $E_{\text{sym}}$ at saturation density is
constrained by various experiments to be around $30 \pm 4$ MeV, while the symmetry energy
slope $L$ at saturation density is still quite uncertain and may vary from about 20 to 115
MeV \[45\]. The influence of the symmetry energy and its slope on nuclear liquid-gas phase
transition was extensively discussed in bulk calculations \[8, 13, 46, 47\], where the two-phase
coexistence is governed by the Gibbs conditions and the surface and Coulomb energies are
neglected. In this study, we aim to investigate the impact of the symmetry energy on
the liquid-gas phase transition of stellar matter with the inclusion of surface and Coulomb
effects. For the nuclear interaction, we employ the relativistic mean-field (RMF) theory,
which has achieved great success in describing various phenomena in nuclear physics over
the past decades \[48–51\]. The RMF theory has recently been reinterpreted by the relativistic
Kohn-Sham density functional theory, which was widely employed in the treatment of the
quantum many-body problem in atomic, molecular, and condensed matter physics. In the
RMF approach, nucleons interact via the exchange of isoscalar scalar and vector mesons
and an isovector vector meson ($\rho$), while the parameters are generally fitted to nuclear matter saturation properties or ground-state properties of finite nuclei. We consider two different RMF parametrizations, TM1 [52] and IUFSU [53], which are known to be successful in describing the ground-state properties of finite nuclei and maximum neutron-star mass $\sim 2M_\odot$. The TM1 model was successfully applied to construct the equation of state for supernova simulations and neutron stars [54–56]. The IUFSU model was proposed to overcome a smaller neutron-star mass predicted by the FSU model [57], and meanwhile it could keep an excellent description of ground-state properties and collective excitations of closed-shell nuclei [53]. These two models include nonlinear terms for both $\sigma$ and $\omega$ mesons, while an additional $\omega$-$\rho$ coupling term is added in the IUFSU model. It was found that the $\omega$-$\rho$ coupling term plays an important role in modifying the density dependence of the symmetry energy and affecting the neutron star properties [58–61]. To examine the influence of the symmetry energy slope $L$ on the liquid-gas phase transition of stellar matter, we adopt two sets of generated models based on the TM1 and IUFSU parametrizations, which was described in our previous work [26]. These models have been generated by simultaneously adjusting $g_\rho$ and $\Lambda_v$ so as to achieve a given $L$ at saturation density $n_0$ while keeping $E_{\text{sym}}$ fixed at a density of 0.11 fm$^{-3}$. We note that all models in each set have the same isoscalar saturation properties and fixed symmetry energy at a density of 0.11 fm$^{-3}$ but have different symmetry energy slope $L$. Therefore, these models are ideal for studying the influence of $L$ on the phase transition of stellar matter at subnuclear densities.

This article is organized as follows. In Sec. II we briefly describe the RMF model and the treatment of a liquid-gas mixed phase with the inclusion of surface and Coulomb contributions. In Sec. III we present the numerical results and discuss the finite-size effects and the influence of the symmetry energy on the liquid-gas phase transition of stellar matter. Section IV is devoted to the conclusions.

II. FORMALISM

In this section, we first give a brief description of the RMF theory adopted for the nuclear interaction. Then, we derive the equilibrium conditions for two-phase coexistence by using the CLD model, in which the surface and Coulomb energies are included and calculated self-consistently. In the RMF approach, nucleons interact via the exchange of various mesons.
The mesons considered are isoscalar scalar and vector mesons \((\sigma)\) and the isovector vector meson \((\rho)\). The nucleonic Lagrangian density reads

\[
\mathcal{L}_{\text{RMF}} = \sum_{i=p,n} \bar{\psi}_i \left [ i\gamma_\mu \partial^\mu - (M + g_\sigma \sigma) - \gamma_\mu \left( g_\omega \omega^\mu + \frac{g_\rho}{2} \tau_a \rho_a^\mu \right) \right ] \psi_i \\
+ \frac{1}{2} \partial_\mu \sigma \partial^\mu \sigma - \frac{1}{2} m_\sigma^2 \sigma^2 - \frac{1}{3} g_2 \sigma^3 - \frac{1}{4} g_3 \sigma^4 \\
- \frac{1}{4} W_{\mu\nu} W^{\mu\nu} + \frac{1}{2} m_\omega^2 \omega^\mu \omega^\mu + \frac{1}{4} c_3 (\omega^\mu \omega^\mu)^2 \\
- \frac{1}{4} R_{\mu \nu}^a R^{a \mu \nu} + \frac{1}{2} m_\rho^2 \rho_a^\mu \rho^a_\mu + \Lambda_\nu \left( g_\omega^2 \omega^\mu \omega^\mu \right) \left( g_\rho^2 \rho^a_\mu \rho^a_\mu \right),
\]

where \(W^{\mu\nu}\) and \(R^{a \mu \nu}\) are the antisymmetric field tensors for \(\omega^\mu\) and \(\rho^a_\mu\), respectively. In the RMF approach, the meson fields are treated as classical fields and the field operators are replaced by their expectation values. For a static system, the nonvanishing expectation values are \(\sigma = \langle \sigma \rangle\), \(\omega = \langle \omega^0 \rangle\), and \(\rho = \langle \rho^{30} \rangle\). From the Lagrangian density \((\mathcal{L}_{\text{RMF}})\), we derive the equations of motion for these mean fields, which can be solved self-consistently.

For uniform nuclear matter at finite temperature, the energy density is given by

\[
\varepsilon = \sum_{i=p,n} \frac{1}{\pi^2} \int_0^\infty dk \, k^2 \sqrt{k^2 + M^*^2} \left( f^{k}_{i+} + f^{k}_{i-} \right) \\
+ \frac{1}{2} m_\sigma^2 \sigma^2 - \frac{1}{3} g_2 \sigma^3 - \frac{1}{4} g_3 \sigma^4 \\
+ \frac{1}{2} m_\omega^2 \omega^2 + \frac{3}{4} c_3 \omega^4 + \frac{1}{2} m_\rho^2 \rho^2 + 3 \Lambda_\nu \left( g_\omega^2 \omega^2 \right) \left( g_\rho^2 \rho^2 \right),
\]

the entropy density is written as

\[
s = - \sum_{i=p,n} \frac{1}{\pi^2} \int_0^\infty dk \, k^2 \left[ f^{k}_{i+} \ln f^{k}_{i+} + \left( 1 - f^{k}_{i+} \right) \ln \left( 1 - f^{k}_{i+} \right) \right] \\
+ f^{k}_{i-} \ln f^{k}_{i-} + \left( 1 - f^{k}_{i-} \right) \ln \left( 1 - f^{k}_{i-} \right),
\]

and the pressure is given by

\[
P = \sum_{i=p,n} \frac{1}{3\pi^2} \int_0^\infty dk \, k^2 \sqrt{k^2 + M^*^2} \left( f^{k}_{i+} + f^{k}_{i-} \right) \\
- \frac{1}{2} m_\sigma^2 \sigma^2 - \frac{1}{3} g_2 \sigma^3 - \frac{1}{4} g_3 \sigma^4 \\
+ \frac{1}{2} m_\omega^2 \omega^2 + \frac{1}{4} c_3 \omega^4 + \frac{1}{2} m_\rho^2 \rho^2 + \Lambda_\nu \left( g_\omega^2 \omega^2 \right) \left( g_\rho^2 \rho^2 \right).
\]

Here \(M^* = M + g_\sigma \sigma\) is the effective nucleon mass. \(f^{k}_{i+}\) and \(f^{k}_{i-}\) \((i = p, n)\) are the occupation probabilities of nucleon and antinucleon at momentum \(k\), which are given by the Fermi-Dirac
distribution,

\[ f_{i \pm}^k = \left\{ 1 + \exp \left[ \left( \sqrt{k^2 + M^2} + g_\omega \omega + \frac{g_\rho}{2} \tau_i \rho \mp \mu_i \right) / T \right] \right\}^{-1}. \] (5)

The number density of protons \((i = p)\) or neutrons \((i = n)\) is calculated by

\[ n_i = \frac{1}{\pi^2} \int_0^\infty dk k^2 \left( f_{i +}^k - f_{i -}^k \right). \] (6)

The Wigner–Seitz approximation is adopted to describe inhomogeneous stellar matter at subnuclear densities. The Wigner–Seitz cell, which consists of protons, neutrons, and electrons, is assumed to be spherical and charge neutral. We consider only droplet and bubble configurations, while other pasta phases in between are neglected. In the present work, we employ the single-nucleus approximation and neglect the translational motion of nuclei for simplicity. The CLD model is used to describe the nucleus in the Wigner–Seitz cell. The matter inside the cell is assumed to separate into a dense liquid \((L)\) phase and a dilute gas \((G)\) phase with a sharp interface. We assume a uniform distribution of electrons throughout the Wigner-Seitz cell because the electron screening effect is known to be negligible at subnuclear densities \([30]\). At given temperature \(T\), average baryon density \(n_b\), and proton fraction \(Y_p\), the equilibrium state should be determined by minimizing the total free energy density of the system \([26, 55, 62]\). We consider both droplet and bubble configurations, where the free energy density of the cell is written as

\[ f = uf_L^n L (n^L_p, n^L_n) + (1 - u) f_G^n (n^G_p, n^G_n) + f_e (n_e) + f_{\text{surf}} (u, r_d, \tau) + f_{\text{Coul}} (u, r_d, n^L_p, n^G_p). \] (7)

Here, \(u\) is the volume fraction of the liquid phase, \(r_d\) is the radius of the droplet or bubble, and \(\tau\) is the surface tension. The proton and neutron densities in the liquid \((L)\) phase are denoted by \(n^L_p\) \((n^L_n)\) and \(n^L_n\) \((n^G_n)\), respectively. The free energy density of uniform nuclear matter in phase \(i\) \((i = L, G)\), \(f^i = \varepsilon^i - Ts^i\), can be obtained in the RMF approach with the energy and entropy densities given by Eqs. \([2]\) and \([3]\). The surface and Coulomb terms for a spherical cell are given by

\[ f_{\text{surf}} = \frac{3\tau u_{\text{in}}}{r_d}, \] (8)

\[ f_{\text{Coul}} = \frac{e^2}{5} \left( n^L_p - n^G_p \right)^2 r_d^2 u_{\text{in}} D (u_{\text{in}}), \] (9)

with

\[ D (u_{\text{in}}) = 1 - \frac{3}{2} u_{\text{in}}^{1/3} + \frac{1}{2} u_{\text{in}}. \] (10)
Here, \( u_{\text{in}} \) denotes the volume fraction of the inner part, so we have \( u_{\text{in}} = u \) for droplets and \( u_{\text{in}} = 1 - u \) for bubbles. \( e = \sqrt{4\pi/137} \) is the electromagnetic coupling constant. The surface tension \( \tau \) is calculated by using a Thomas-Fermi approach for a one-dimensional nuclear system with the same RMF parametrization \[28, 31, 32\]. As discussed in Refs. \[32, 33\], there could be two definitions of the nuclear interface energy. We calculate the surface tension \( \tau \) from the thermodynamic potential per unit area \[32\],

\[
\tau = \int_{-\infty}^{\infty} dz \left\{ f(z) - f^G - \mu_p \left[ n_p(z) - n_p^G \right] - \mu_n \left[ n_n(z) - n_n^G \right] \right\},
\]

(11)

where both the surface energy and the surface entropy are included in the first term. The equilibrium density profiles, \( n_p(z) \) and \( n_n(z) \), can be obtained in the Thomas-Fermi approach at finite temperature.

It is clear that the free energy density \( f \) given by Eq. (7) is a function of seven variables: \( n_{pL}, n_{nL}, n_{pG}, n_{nG}, n_e, u, \) and \( r_d \). For a charge neutral system with fixed temperature \( T \), average baryon density \( n_b \), and proton fraction \( Y_p \), these seven variables are not independent and they should satisfy the following constraints:

\[
un_p^{L} + (1 - u)n_p^{G} = n_b Y_p,
\]

(12)

\[
un_n^{L} + (1 - u)n_n^{G} = n_b (1 - Y_p),
\]

(13)

\[
n_e = n_b Y_p.
\]

(14)

To derive the phase equilibrium conditions by minimizing the free energy density of the cell, we introduce the Lagrange multipliers, \( \mu_p, \mu_n, \) and \( \mu_e \), for these constraints, and perform the minimization for the function,

\[
w = f - \mu_p \left[ un_p^{L} + (1 - u)n_p^{G} \right] - \mu_n \left[ un_n^{L} + (1 - u)n_n^{G} \right] - \mu_e n_e.
\]

(15)
Minimizing \( w \) with respect to the variables yields the following results:

\[
0 = \frac{\partial w}{\partial n_L} = u \left[ \frac{\partial f^L}{\partial n_L} - \mu_n \right] = u \left[ \mu^L_n - \mu_n \right],
\]

(16)

\[
0 = \frac{\partial w}{\partial n_G} = (1 - u) \left[ \frac{\partial f^G}{\partial n_G} - \mu_n \right] = (1 - u) \left[ \mu^G_n - \mu_n \right],
\]

(17)

\[
0 = \frac{\partial w}{\partial n_p} = u \left[ \frac{\partial f^L}{\partial n_p} - \mu_p \right] + \frac{2 f_{\text{Coul}}}{n_p^L - n_p^G} = u \left[ \mu^L_p - \mu_p \right] + \frac{2 f_{\text{Coul}}}{n_p^L - n_p^G},
\]

(18)

\[
0 = \frac{\partial w}{\partial n_G} = (1 - u) \left[ \frac{\partial f^G}{\partial n_G} - \mu_p \right] - \frac{2 f_{\text{Coul}}}{n_p^G - n_p^L} = (1 - u) \left[ \mu^G_p - \mu_p \right] - \frac{2 f_{\text{Coul}}}{n_p^L - n_p^G},
\]

(19)

\[
0 = \frac{\partial w}{\partial u} = f_{\text{surf}} + \frac{2 f_{\text{Coul}}}{n_p^L - n_p^G} \left( 1 + \frac{u_{\text{in}} D'}{D} \right),
\]

(20)

\[
0 = \frac{\partial w}{\partial r_d} = \frac{f_{\text{surf}}}{r_d} + \frac{2 f_{\text{Coul}}}{r_d} = \frac{1}{r_d} \left[ 2 f_{\text{Coul}} - f_{\text{surf}} \right].
\]

(21)

Note that electrons play no role in the minimization procedure because the electron density was fixed according to Eq. (14). For simplicity, we have neglected contributions from the derivatives of the surface tension in deriving the above equations [26]. From Eqs. (16)–(21) we can obtain the equilibrium conditions between liquid and gas phases in droplet and bubble configurations,

\[
\mu^G_n = \mu^L_n,
\]

(22)

\[
\mu^G_p = \mu^L_p + \frac{2 f_{\text{Coul}}}{n_p^L - n_p^G},
\]

(23)

\[
P^G = P^L + \frac{2 f_{\text{Coul}}}{n_p^L - n_p^G} \left( \frac{n_p^L}{u} + \frac{n_p^G}{1 - u} \right) = \frac{f_{\text{Coul}}}{u_{\text{in}}} \left( 3 + u_{\text{in}} \frac{D'}{D} \right).
\]

(24)

In Eqs. (20) and (24), the sign of the last term is “−” for droplets and “+” for bubbles. The pressure of uniform nuclear matter in phase \( i \) \((i = L, G)\) is given by \( P^i = \mu^i_p n_p^i + \mu^i_n n_n^i - f^i \).

We have checked that Eqs. (22)–(24) are consistent with the equilibrium equations given in Refs. [26, 63, 64]. One can see that Eqs. (22)–(24) reduce back to Gibbs equilibrium conditions when the surface and Coulomb terms are neglected. It is clear that equilibrium conditions for two-phase coexistence are significantly altered because of the inclusion of surface and Coulomb contributions in the minimization procedure.

By solving the above equilibrium equations at given temperature \( T \), average baryon density \( n_b \), and proton fraction \( Y_p \), we can obtain the properties of the two coexisting phases, and then calculate thermodynamic quantities of the mixed phase. Based on the equilibrium condition \( f_{\text{surf}} = 2 f_{\text{Coul}} \) obtained from Eq. (21), the radius of the droplet or bubble is given
by

\[ r_d = \left[ \frac{15\tau}{2e^2 (n_p^L - n_p^G)^2 D} \right]^{1/3}. \] (25)

Then, the radius of the Wigner–Seitz cell is obtained from \( r_{ws} = u_{in}^{-1/3} r_d \). In practice, we solve the coupled Eqs. (22)–(24) together with the meson-field equations in the two coexisting phases obtained from the RMF model. At finite temperature, the mixed phase exists only over a finite range of density. Therefore, no solution can be found at very low and very high densities. It is very interesting to investigate the finite-size effect on the boundary of the liquid-gas coexistence region.

III. RESULTS AND DISCUSSION

In this section, we investigate the finite-size effect and the influence of the symmetry energy on the liquid-gas phase transition of stellar matter. For the nuclear interaction, we employ two successful RMF models, TM1 [52] and IUFSU [53]. The parameter sets and saturation properties of these two models are given in Tables I and II, respectively. One can see that the TM1 model predicts very large symmetry energy \( E_{sym} \) and its slope \( L \) at saturation density, while those of the IUFSU model are relatively small. It is well known that the symmetry energy slope \( L \) plays an important role in determining the neutron-skin thickness of finite nuclei and various properties of neutron stars [58, 60, 65]. To clarify the influence of the symmetry energy slope \( L \) on the liquid-gas phase transition of stellar matter, we employ two sets of generated models based on the TM1 and IUFSU parametrizations, which were obtained in Ref. [26] by simultaneously adjusting \( g_\rho \) and \( \Lambda_\nu \) to achieve a given \( L \) at saturation density and keep \( E_{sym} \) fixed at a density of 0.11 fm\(^{-3} \). The resulting parameters, \( g_\rho \) and \( \Lambda_\nu \), have been presented in Tables II and III of Ref. [26]. It is noticeable that all models in each set have the same isoscalar saturation properties and fixed symmetry energy \( E_{sym} \) at a density of 0.11 fm\(^{-3} \) but have different symmetry energy slope \( L \).

A. Finite-size effects

We first investigate finite-size effects on the boundary of the liquid-gas coexistence region of stellar matter. In this study, we consider both droplet and bubble configurations. In the
mixed phase, droplets appear at low density while bubbles are formed at high density. In Fig. [1] we show the pressure of uniform matter as a function of the baryon density $n_b$ with fixed proton fraction $Y_p = 0.3$ at various temperature $T$. Results of the TM1 and IUFSU models are presented in the upper and lower panels, respectively. The dashed-dotted line indicates the boundary of the spinodal region which is determined by the curvature matrix of the free energy as described in Ref. [14]. The phase coexistence region (binodal curve) obtained with finite-size effects in the CLD model is shown by the dashed line, while the one obtained in a bulk calculation is shown by the dotted line. By comparing the dashed and dotted lines, we see that the inclusion of surface and Coulomb contributions can significantly reduce the phase coexistence region. The binodal curve with finite-size effects (dashed line) is even lower than the spinodal curve (dashed-dotted line) at higher temperatures. This is because after adding surface and Coulomb contributions, the free energy of the mixed phase becomes higher than that of the single phase in the spinodal instability region, so the thermodynamically favorable state is the single phase in this case. It is well known that properties of nuclear liquid-gas phase transition are sensitive to the neutron-proton asymmetry. We show in Fig. [2] the phase diagram in the $n_b$-$Y_p$ plane at $T = 10$ MeV obtained in the TM1 (upper panel) and IUFSU (lower panel) models. The solid and dotted lines, respectively, indicate the boundaries of the liquid-gas coexistence region calculated with and without finite-size effects. It is evident that the coexistence region obtained with surface and Coulomb contributions is much smaller than that obtained from the bulk calculation. Furthermore, the isospin symmetry of the nuclear system is broken by Coulomb interaction, so that the maximum density range of the mixed phase is not achieved at $Y_p = 0.5$ when the contributions from Coulomb and surface terms are taken into account in the CLD model. By comparing the two panels of Fig. [2] one can see that the smallest $Y_p$ for two-phase coexistence obtained in the TM1 model is somewhat larger than that obtained in the IUFSU model. This is because the TM1 model has a much larger value of the symmetry energy slope $L$ than the IUFSU model (see Table II). The correlation between $L$ and the smallest $Y_p$ will be discussed in Sec. [III]. For the liquid-gas coexistence phase, there is a critical temperature $T_c$, above which two-phase equilibrium cannot be achieved and only a single phase may exist. In Fig. [3] we show the critical temperature $T_c$ as a function of the proton fraction $Y_p$ obtained in the TM1 (upper panel) and IUFSU (lower panel) models. The results with and without finite-size effects are plotted by solid and dotted lines, respectively. It is seen
that the inclusion of surface and Coulomb contributions results in a significant decrease of $T_c$. Because of the Coulomb interaction, the largest $T_c$ with finite-size effects is not achieved at $Y_p = 0.5$, which is different from the results of bulk calculations. One can see that with decreasing $Y_p$, the decrease of $T_c$ in the TM1 model is more pronounced than that in the IUFSU model, which may be related to the difference of $L$ in these two models.

It is interesting to examine the influence of surface and Coulomb effects on properties of the liquid-gas mixed phase of stellar matter. In the bulk calculation, the finite-size effects like surface and Coulomb contributions are neglected and the two coexisting phases are governed by the Gibbs conditions, which demand equal pressure and chemical potentials for coexisting phases. However, when surface and Coulomb contributions are taken into account, the phase equilibrium conditions obtained by minimizing the total free energy are given by Eqs. (22)–(24), which imply the pressure and the proton chemical potential in the liquid phase are different from those in the gas phase. Furthermore, other properties of the mixed phase, such as coexisting densities and proton fractions of the liquid and gas phases, are also affected by the finite-size effects. In Fig. 4, we show a comparison between the results obtained with and without finite-size effects. The calculations are performed at $T = 10$ MeV and $Y_p = 0.3$ using the TM1 parametrization. We plot in Figs. (a) and (f) the following quantities as a function of the average baryon density $n_b$: (a) pressures $P^L$ and $P^G$; (b) proton chemical potentials $\mu^L_p$ and $\mu^G_p$; (c) neutron chemical potential $\mu_n = \mu^L_n = \mu^G_n$; (d) volume fraction of the liquid phase $u$; (e) baryon densities $n^L_b$ and $n^G_b$; (f) proton fractions $Y^L_p$ and $Y^G_p$. It is noticeable that there are clear discontinuities at $n_b \sim 0.05$ fm$^{-3}$ in the results of the CLD model, which are caused by the transition from droplet to bubble. Similar discontinuities were also observed between different pasta phases in the CLD and Thomas–Fermi calculations of Ref. [29]. In Fig. (a), we can see that the pressure of the bulk calculation increases monotonically with increasing $n_b$, but the pressures of the liquid and gas phases, $P^L$ and $P^G$, obtained with finite-size effects show different behaviors. In the droplet configuration, $P^L$ decreases and $P^G$ increases as $n_b$ increases, which may be caused by the decrease of the surface tension $\tau$ and by the increase of the liquid volume fraction $u$. It is seen in Fig. (b) that the proton chemical potential in the gas phase $\mu^G_p$ is larger than the one in the liquid phase $\mu^L_p$, while the proton chemical potential obtained in the bulk calculation is very close to the value of $\mu^L_p$. This is because the inclusion of Coulomb interaction favors a small difference in the proton density between the liquid and gas phases, so that $\mu^G_p$ is
raised to lower the difference between $n_p^L$ and $n_p^G$. Because of the same reason, $Y_p^G$ in the CLD model is obviously larger than that in the bulk calculation, as shown in Fig. 4(f). On the other hand, differences in the results of droplets with and without finite-size effects are relatively small in Figs. 4(c) and 4(d). The behavior of proton and neutron chemical potentials was extensively discussed in Ref. 29, where calculations were performed using three different approaches with the FSU parametrization. Our results shown in Figs. 4(b) and 4(c) are consistent with their CLD calculations.

B. Symmetry energy effects

We explore the effects of the symmetry energy and its slope on properties of the liquid-gas phase transition of stellar matter. In previous studies 8, 13, 46, 47, these effects have been discussed in the bulk calculations without finite-size effects. In the present work, we study the symmetry energy effects on the liquid-gas phase transition with the inclusion of surface and Coulomb contributions. We employ two sets of generated models based on the TM1 and IUFSU parametrizations. All models in each set have the same isoscalar saturation properties and fixed symmetry energy at a density of 0.11 fm$^{-3}$ but have different symmetry energy slope $L$. In Fig. 5 we show the critical temperature $T_c$ as a function of the proton fraction $Y_p$ for the two sets of models generated from TM1 (upper panel) and IUFSU (lower panel) parametrizations. One can see that in each panel the models with different $L$ predict the same value of $T_c$ at $Y_p = 0.5$, which is because the differences of $g_p$ and $\Lambda_v$ between the models have no effect on properties of symmetric nuclear matter. However, at small $Y_p$, there are considerable differences in $T_c$ between the models with different $L$. The model with a large $L$ predicts a small $T_c$. At $Y_p = 0.1$, the original TM1 model with $L = 110.8$ MeV predicts $T_c \sim 8$ MeV, whereas the generated model with $L = 40$ MeV gives $T_c \sim 11.4$ MeV. At $Y_p = 0.3$, the difference in $T_c$ becomes much less, where $T_c$ is in the range of 11.2–12 MeV (see the upper panel of Fig. 5). These results obtained in the CLD model with the TM1 parametrization are very close to the values of the Thomas-Fermi calculation shown in Fig. 1 of Ref. 55. The authors of Ref. 29 have used the FSU parametrization and compared the results obtained from the CLD model with those from the Thomas–Fermi approach. They found that different approaches give very similar results for the crust-core transition densities, but the CLD model can not predict the existence of the pasta phase.
at $T = 10$ MeV and $Y_p = 0.3$, while the Thomas–Fermi approach predicts that bubbles exist until $n_b = 0.068$ fm$^{-3}$ (see Table II of Ref. [29]). This may be from the parametrized surface tension used in their CLD calculation being too high relative to the value of the Thomas–Fermi calculation. In the present work, we use the surface tension calculated from the Thomas-Fermi approach without any additional parametrization. Within the original TM1 model, we obtained the transition density to uniform matter is about 0.073 fm$^{-3}$ at $T = 10$ MeV and $Y_p = 0.3$ in the CLD approach, which is close to the corresponding value of 0.069 fm$^{-3}$ obtained from the Thomas–Fermi calculation of Ref. [56].

The influence of $L$ on the boundary of the liquid-gas coexistence region is shown in Figs. 6 and 7. It is seen in Fig. 6 that the coexistence region obtained with a small $L$ is significantly larger than that with a large $L$, and the maximum $T$ for each $L$ is consistent with the result at $Y_p = 0.1$ in Fig. 5. One can see from Fig. 7 that the model with a small $L$ predicts a large density range and a small critical $Y_p$ for the mixed phase. In the case of TM1 at $T = 8$ MeV (see the upper panel of Fig. 7), the transition density to uniform matter at $Y_p = 0.3$ is about 0.093 fm$^{-3}$ for $L = 40$ MeV and 0.087 fm$^{-3}$ for $L = 110.8$ MeV. A comparison of the upper and lower panels indicates that the results are model dependent, which is also shown clearly in Fig. 11 of Ref. [29]. We note from Figs. 5 and 7 that the $L$ dependence is strongly dependent on $Y_p$, and there is no difference at $Y_p = 0.5$ in one set of models. The correlation between the symmetry energy slope $L$ and the boundary of the liquid-gas coexistence region can be understood from the behavior of the pressure of asymmetric nuclear matter. It is well known that the pressure of pure neutron matter is approximately proportional to $L$. In Fig. 8 we show the pressure of uniform matter as a function of the baryon density $n_b$ at $T = 0$ for various $Y_p$ using the models with $L = 40$ MeV and $L = 110.8$ MeV in the TM1 set. It is evident that the model with a small $L$ yields relatively low pressures, which implies a large coexistence region, where the dotted and dashed-dotted lines indicate the mechanically unstable regions from negative compressibility ($dP/dn_b < 0$).

There are clear correlations between the properties of the liquid-gas mixed phase and the symmetry energy slope $L$. In Fig. 9 we plot the radius of the droplet or bubble, $r_d$, as a function of $n_b$ at $T = 10$ MeV and $Y_p = 0.3$. The results are obtained from the models with $L = 40$ MeV and $L = 110.8$ MeV in the TM1 set. It is found that as $n_b$ increases, $r_d$ increases in the droplet phase and decreases in the bubble phase. This behavior is mainly from the increase of the liquid volume fraction $u$, which can be seen from Eq. (25). By comparing
the results obtained with different $L$, we find that a small $L$ corresponds to a large $r_d$ in both droplet and bubble configurations. This is because a small $L$ favors a large surface tension $\tau$, and a large $\tau$ would result in a large $r_d$ as indicated in Eq. (25). The surface tension plays an important role in determining properties of the mixed phase. We calculate the surface tension by using a Thomas-Fermi approach for a one-dimensional nuclear system as described in Refs. [28, 31, 32]. In Fig. 10 we plot the surface tension $\tau$ as a function of the proton fraction in the liquid phase $Y_p^L$ at $T = 0$ and 10 MeV for $L = 40$ and 110.8 MeV in the TM1 set. It is evident that $\tau$ decreases with increasing $T$ and with increasing $L$. At a given $T$, the values of $\tau$ for different $L$ are identical at $Y_p^L = 0.5$, which is because the models with different $L$ have the same properties of symmetric nuclear matter. As $Y_p^L$ decreases, $\tau$ decreases monotonically and shows a clear dependence on $L$. We examine the $L$ dependence of properties of the coexisting liquid and gas phases. We compare results obtained with $L = 40$ MeV and $L = 110.8$ MeV in the TM1 set at $T = 10$ MeV and $Y_p = 0.3$. In Fig. 11 we present the following quantities in the liquid and gas phases: (a) proton fractions $Y_p^L$ and $Y_p^G$, (b) baryon densities $n_b^L$ and $n_b^G$, (c) neutron chemical potential $\mu_n = \mu_n^L = \mu_n^G$; (d) proton chemical potentials $\mu_p^L$ and $\mu_p^G$. As one can see from Fig. 11(a), both $Y_p^L$ and $Y_p^G$ decrease with increasing $n_b$. At low density in the droplet phase, $Y_p^L$ obtained with $L = 110.8$ MeV is somewhat larger than that obtained with $L = 40$ MeV. This is because a large $L$ corresponds to a high symmetry energy at $n_b > 0.11$ fm$^{-3}$, and a high symmetry energy favors a large proton fraction. On the other hand, the difference of $Y_p^L$ between $L = 40$ MeV and $L = 110.8$ MeV is quite small in the bubble phase. It is seen from Fig. 11(b) that, with increasing $n_b$, the baryon density of the liquid phase $n_b^L$ decreases significantly, and the difference of $n_b^L$ between $L = 40$ MeV and $L = 110.8$ MeV becomes larger and larger. Because the model with $L = 40$ MeV has relatively large $g_\rho$ and $\Lambda_\omega$ (see Table II of Ref. [26]), it would lead to a small value of $g_\omega$ and a large negative value of $g_\rho$ in comparison with the case of $L = 110.8$ MeV. To satisfy the equilibrium conditions expressed in Eqs. (22)–(24), the model with a small $L$ yields a large $n_b^L$ and a small $n_b^G$, meanwhile, it results in large neutron chemical potentials, as shown in Fig. 11(c), and small proton chemical potentials, as shown in Fig. 11(d). Therefore, we conclude that the properties of the coexisting liquid and gas phases are evidently dependent on the symmetry energy slope $L$. 15
IV. CONCLUSIONS

We have investigated the finite-size effect on the liquid-gas phase transition of stellar matter. The CLD model was used to describe the nucleus embedded in a gas of electrons and nucleons at finite temperature. We have employed the Wigner-Seitz approximation to describe the nonuniform matter in the liquid-gas coexistence region. The equilibrium conditions for coexisting phases have been derived by minimization of the total free energy including the surface and Coulomb contributions. It was found that these equilibrium conditions are different from the Gibbs conditions used in the bulk calculations because of the inclusion of surface and Coulomb terms. We have found that the finite-size effect could significantly reduce the region of the liquid-gas mixed phase. The critical temperatures obtained with finite-size effects are much lower than those obtained from a bulk calculation, and moreover, the maximum critical temperature with finite-size effects could not be achieved at $Y_p = 0.5$, because the isospin symmetry of the nuclear system is broken by Coulomb interaction. We have made a detailed comparison of the properties of the liquid-gas mixed phase with and without finite-size effects. It was found that there are noticeable differences in properties such as pressures and chemical potentials.

The influence of the symmetry energy and its slope on the liquid-gas phase transition of stellar matter was examined with the inclusion of finite-size effects. We have employed two sets of generated models based on the TM1 and IUFSU parametrizations, where all models in each set have the same isoscalar saturation properties and fixed symmetry energy at a density of $0.11\text{ fm}^{-3}$ but have different symmetry energy slope $L$. By using these models, we have found that there are considerable differences in the critical temperature $T_c$ at low $Y_p$ region between the models with different $L$. The model with a small $L$ predicts a high $T_c$. The boundary of the liquid-gas coexistence region was found to be related to the symmetry energy slope $L$. At a fixed temperature, the model with a small $L$ predicts a large density range and a small critical $Y_p$ for the mixed phase. The surface tension plays an important role in determining properties of the coexisting liquid and gas phases. It was found that a small $L$ corresponds to a large surface tension $\tau$, which results in a large radius of the droplet or bubble. We note that only droplet and bubble configurations have been considered in the present work. It would be interesting to include other pasta phases, such as rod, slab, and tube, which may appear in the middle density region and can smooth the transition from
droplet to bubble.
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TABLE I: Parameter sets used in this work. The masses are given in MeV.

| Model | $M$  | $m_\sigma$ | $m_\omega$ | $m_\rho$ | $g_\sigma$ | $g_\omega$ | $g_\rho$ | $g_2$ (fm$^{-1}$) | $g_3$ | $c_3$ | $\Lambda_v$ |
|-------|------|-------------|-------------|----------|-------------|-------------|----------|----------------|------|-------|------------|
| TM1   | 938.0| 511.198     | 783.0       | 770.0    | 10.0289     | 12.6139     | 9.2644   | −7.2325        | 0.6183| 71.3075| 0.000      |
| IUFSU | 939.0| 491.500     | 782.5       | 763.0    | 9.9713      | 13.0321     | 13.5900  | −8.4929        | 0.4877| 144.2195| 0.046      |

TABLE II: Saturation properties of nuclear matter for the TM1 and IUFSU models. The quantities $E_0$, $K$, $E_{sym}$, and $L$ are, respectively, the energy per nucleon, incompressibility coefficient, symmetry energy, and symmetry energy slope at saturation density $n_0$.

| Model | $n_0$ (fm$^{-3}$) | $E_0$ (MeV) | $K$ (MeV) | $E_{sym}$ (MeV) | $L$ (MeV) |
|-------|-----------------|-------------|-----------|-----------------|-----------|
| TM1   | 0.145           | −16.3       | 281       | 36.9            | 110.8     |
| IUFSU | 0.155           | −16.4       | 231       | 31.3            | 47.2      |
FIG. 1: (Color online) Pressure of uniform matter $P$ as a function of baryon density $n_b$ at fixed proton fraction $Y_p = 0.3$ for various temperature $T$ obtained in the TM1 (upper panel) and IUFSU (lower panel) models. The black dashed lines represent the coexistence region obtained with finite-size effects in the CLD model. The red dotted lines represent the coexistence region obtained from a bulk calculation. The green dashed-dotted lines indicate the spinodal region determined by the curvature matrix of the free energy.
FIG. 2: (Color online) Phase diagram in the $n_b$-$Y_p$ plane at $T = 10$ MeV obtained in the TM1 (upper panel) and IUFSU (lower panel) models. The black solid lines indicate the boundaries of the coexistence region obtained with finite-size effects in the CLD model, while the red dotted lines correspond to the results obtained from a bulk calculation.
FIG. 3: (Color online) Critical temperature $T_c$ as a function of proton fraction $Y_p$ obtained in the TM1 (upper panel) and IUFSU (lower panel) models. The results of the CLD model with finite-size effects are indicated by the black solid lines, while those from a bulk calculation are indicated by the red dotted lines.
FIG. 4: (Color online) Properties of the liquid (L) and gas (G) mixed phase at $T = 10$ MeV and $Y_p = 0.3$ obtained with finite-size effects using the TM1 model. Pressures $P^L$ and $P^G$ (a), proton chemical potentials $\mu^L_p$ and $\mu^G_p$ (b), neutron chemical potential $\mu_n$ (c), volume fraction of the liquid phase $u$ (d), baryon densities $n^L_b$ and $n^G_b$ (e), and proton fractions $Y_p^L$ and $Y_p^G$ (f) are plotted as a function of the average baryon density $n_b$. The corresponding results of a bulk calculation are shown by the red dotted lines for comparison.
FIG. 5: (Color online) Critical temperature $T_c$ as a function of proton fraction $Y_p$ with finite-size effects using generated models of TM1 (upper panel) and IUFSU (lower panel).
FIG. 6: (Color online) Phase diagram in the $n_b$-$T$ plane at $Y_p = 0.1$ obtained using generated models of TM1 (upper panel) and IUFSU (lower panel).
FIG. 7: (Color online) Phase diagram in the $n_b$-$Y_p$ plane at $T = 8$ MeV obtained using generated models of TM1 (upper panel) and IUFSU (lower panel).

FIG. 8: (Color online) Pressure of uniform matter $P$ as a function of baryon density $n_b$ at zero temperature for various proton fraction $Y_p$. The black solid and red dashed lines are the results of $L = 40$ MeV and $L = 110.8$ MeV in the TM1 set, respectively. The dotted and dashed-dotted lines indicate the mechanically unstable regions from negative compressibility ($dP/dn_b < 0$).
FIG. 9: (Color online) Radius of the droplet or bubble $r_d$ as a function of $n_b$ at $T = 10$ MeV and $Y_p = 0.3$ using the models with $L = 40$ and 110.8 MeV in the TM1 set.

FIG. 10: (Color online) Surface tension $\tau$ as a function of proton fraction in the liquid phase $Y_p^L$ at $T = 0$ and 10 MeV using the models with $L = 40$ and 110.8 MeV in the TM1 set.
FIG. 11: (Color online) Properties of the liquid ($L$) and gas ($G$) mixed phase at $T = 10$ MeV and $Y_p = 0.3$ using the models with $L = 40$ and 110.8 MeV in the TM1 set. Proton fractions $Y_{p}^{L}$ and $Y_{p}^{G}$ (a), baryon densities $n_{b}^{L}$ and $n_{b}^{G}$ (b), neutron chemical potential $\mu_{n}$ (c), and proton chemical potentials $\mu_{p}^{L}$ and $\mu_{p}^{G}$ (d) are plotted as a function of the average baryon density $n_{b}$. 