A Validation Study for RANS Based Modelling of Swirling Pulverized Fuel Flames
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Abstract: A swirling pulverized coal flame is computationally investigated. A Eulerian–Lagrangian formulation is used to describe the two-phase flow. Turbulence is modelled within a RANS (Reynolds averaged numerical simulation) framework. Four turbulence viscosity- (TV) based models, namely the standard k-ε model, realizable k-ε model, renormalization group theory k-ε model, and the shear stress transport k-ω model are used. In addition, a Reynolds stress transport model (RSM) is employed. The models are assessed by comparing the predicted velocity fields with the measurements of other authors. In terms of overall average values, the agreement of the predictions to the measurements is observed to be within the range 20–40%. A better performance of the RSM compared to the TV models is observed, with a nearly twice as better overall agreement to the experiments, particularly for the swirl velocity. In the second part of the investigation, the resolution of the discrete particle phase in modelling the turbulent particle dispersion (TPD) and particle size distribution (SD) is investigated. Using the discrete random walk model for the TPD, it is shown that even five random walks are sufficient for an accuracy that is quite high, with a less than 1% mean deviation from the solution obtained by thirty random walks. The approximation of the measured SD is determined by a continuous Rosin–Rammler distribution function, and inaccuracies that can occur in its subsequent discretization are demonstrated and discussed. An investigation on the resolution of the SD by discrete particle size classes (SC) indicates that 12 SC are required for an accuracy with a less than 1% mean deviation from the solution with 18 SC. Although these numbers may not necessarily be claimed to be sufficiently universal, they may serve as guidance, at least for SD with similar characteristics.
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1. Introduction

Combustion has been used as the main process for power and heat generation from fossil fuels for many decades [1]. In recent years, renewable energy sources have been increasingly used to cover energy demands as well as to develop heat transfer enhancement techniques [2–5]. Parallel to this tendency towards renewable energies, combustion continues to play a significant role [6,7]. Combustion also plays a vital role in the field of renewable energies, especially due to the significance of biomass [8,9], which is not only because it is a renewable primary energy source but also due to its CO₂ neutrality. For the utilization of biomass in utility boilers, it is rather common to co-fire pulverized coal and biomass. From this perspective, pulverized fuel combustion (of coal and/or biomass) is a technology that continues to claim an important part in the transformation of future energy system and deserves continuing attention.

The present investigation aims to contribute to the validation of mathematical models for the simulation of pulverized fuel combustion. Measurements obtained for a swirl
burner with a thermal load of 60 kW at the test facility located at RWTH Aachen University are taken as the base of the experimental data.

Pulverized fuel combustion has been investigated by many researchers over several decades [10–22]. Comprehensive overviews on simulation procedures for the combustion of pulverized coal are provided in Epple et al. [23] and Hasse et al. [24]. Flames at the considered test facility (of RWTH Aachen) have also been computationally investigated previously by several researchers based on similar swirl burners of the same family. Essentially, two similarly constructed burners with two different thermal loads, i.e., 100 kW and 60 kW, have been computationally investigated before. Initial measurements for a 100 kW\textsubscript{th} pulverized coal flame were presented by Toporov et al. [25], where the k-\(\varepsilon\) model of turbulence was employed within a steady-state RANS (Reynolds averaged numerical simulation) formulation. Large eddy simulation (LES) and a RANS investigation of the same flame were performed by Chen and Ghoniem [26], where the standard and RNG k-\(\varepsilon\) model as well as the shear stress transport (SST) k-\(\omega\) model were used as the RANS-based turbulence models. The same flame was analyzed using LES later on by Francetti et al. [27], who placed a focus on high-resolution LES modelling. The LES and RANS analysis of a further flame with 60 kW\textsubscript{th} at the same rig was presented by Sadiki et al. [28] for oxy-combustion. The realizable k-\(\varepsilon\) model was employed as the RANS model. A further numerical analysis of this 100 kW\textsubscript{th} flame was provided by Gaikwad et al. [29], who used a RANS approach for modelling turbulence using various two-equation turbulence models, namely the standard and RNG versions of the k-\(\varepsilon\) model and the SST k-\(\omega\) model. Very recently, Nicolai et al. [30] presented an LES simulation of the 60 kW\textsubscript{th} flame (RWTH Aachen) in air and oxy-fuel atmospheres. Another recent LES investigation of a methane piloted pulverized coal swirl burner with 40 kW\textsubscript{th} (Technical University of Darmstadt) for air and oxy-combustion was presented by Wen et al. [31].

The purpose of the present study is to provide a further contribution to the validation studies using RANS-based modelling approaches on the basis of the present class of swirling pulverized fuel flames. Obviously, the LES approach has the potential of being more accurate than RANS models, as has already been demonstrated by the previous studies [28]. However, LES is still often found to be too costly for many engineering applications when it is applied professionally, fulfilling grid resolution requirements [32]. This is especially valid for large scale applications (such as utility boilers) and particulate flows with the necessity of transient particle tracking. Thus, the RANS approach can still be considered to be important for a wide range of engineering applications, and it constitutes the main focus of the present investigation.

In the above-mentioned studies [25–29], similar burners in the same test rig were analyzed using several RANS methods. Thus, the difference between the present contribution compared to previous work should be made clear. In the previous RANS studies on this category of flames, only turbulence viscosity-based turbulence models were investigated. The Reynolds stress model (RSM), which is known to be potentially more accurate for flows with a strongly non-isotropic turbulence structure, such as the present swirling flow [33], was not considered. In the present work, a broader range of turbulence viscosity-based turbulence models as well as RSM are considered within a “coherent” validation study. The coherence, i.e., the use of same methods for all other aspects of mathematical and numerical modelling, allows a more isolated comparison of this broad range of turbulence models.

A further question that is also addressed in the present study is related to the resolution of the particle phase in its discrete representation. The number of particles required to model the turbulent particle dispersion and particle size distribution are studied to suggest optimal values. This is important since the numbers of particles used in the modelling have a direct influence on the computational overhead. To the best of the authors’ knowledge, such a targeted study has not been performed before, not only for the type of flame being considered in the present study but also for pulverized fuel flames in general. Further, it should be mentioned that a RANS-based computational investigation of the presently considered 60 kW\textsubscript{th} flame for air combustion has not been presented before.
2. Modelling

The general-purpose computational fluid dynamics (CFD) code ANSYS Fluent 18.0 [34] was employed, which utilizes a finite volume method [35] of discretization.

The velocity–pressure coupling was conducted using the SIMPLEC pressure-correction procedure [36]. A body force-weighted interpolation was used for the pressure. For the discretization of the convective terms of all transport equations, the formally third-order accurate QUICK upwind scheme [37] was principally applied, with two exceptions: For the transport equations of the Reynolds stress components and for the SST model, the Power Law scheme [38] had to be used to obtain a steady-state converged solution for the RANS model. The gradient computation technique was least squares cell-based. Stabilization was achieved by having a standard cell face the slope limiter.

For the sake of completeness, an outline of the applied mathematical modelling is provided below. Detailed information beyond this overview can be found in various references [20,23,28,34,39,40].

2.1. Two-Phase Flow Modelling

Although the Eulerian–Eulerian formulation of the two-phase flow has also been successfully employed in pulverized coal combustion [41], the more commonly employed Eulerian–Lagrangian description [42] is adopted in the present study. The gas phase and particle phase equations were solved alternately, where the partial differential field equations were solved for the former and individual trajectories were integrated in time for the latter. The particle calculations were performed after each prescribed number (20 in the present calculations) of gaseous phase iterations. The phases are coupled by inter-phase mass, momentum, and energy transfer processes.

2.1.1. Eulerian Description of the Gas Phase

The density of the Newtonian gas mixture was calculated by assuming an ideal gas, neglecting the volume occupied by particles. A low Mach number flow was considered. Viscous dissipation and gravity were neglected. The molecular Lewis numbers of all of the gaseous species in the mixture were assumed to be unity [40]. The temperature dependence of the material properties was considered with fourth-order polynomials. In calculating the material properties, a turbulence interaction was omitted. Similarly, turbulent fluctuations were omitted when calculating the temperature-dependent terms of the radiation transport equation.

For the statistically steady turbulent flow of the gas mixture, the time-averaged mass, momentum, and energy conservation equations as well as the species transport equation are provided below. In those equations, the overbars and tildes that are usually used to indicate Reynolds- and Favre-averaged quantities [39] are omitted for simplicity. The variables that appear in convection terms, in multiplication with density, are to be interpreted as Favre-weighted averages. The density and the remaining terms are to be understood as Reynolds-averaged quantities.

\[
\frac{\partial \rho u_i}{\partial x_j} = S_m
\]

\[
\frac{\partial \rho u_i u_i}{\partial x_j} = -\frac{\partial \rho}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right] + \tau_{ij} + S_{ui}
\]

\[
\frac{\partial \rho u_i h}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu \frac{\partial h}{\partial x_i} + J_{h,i} \right] + S_h + S_R
\]

\[
\frac{\partial \rho u_i Y_k}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu \frac{\partial Y_k}{\partial x_i} + J_{Y_k,i} \right] + \Omega_k + S_{Y_k}
\]

In the above equations, \( \rho, \mu, \text{Pr}, \text{Sc}, u_i, p, h, \) and \( Y_k \) denote the density, molecular viscosity, molecular Prandtl number, molecular Schmidt number, velocity vector, static
pressure, standardized specific enthalpy, and the mass fraction of gas species $k$, respectively \[40\]. The terms $\tau_{ij}$, $J_{t,h,j}$, and $J_{t,Y_k,j}$ denote the Reynolds stress tensor and the Reynolds flux vectors for enthalpy and species mass fraction, respectively. The source terms $S_m$, $S_{ui}$, $S_h$, and $S_{Y_k}$ take the interaction of the gas phase with the particle phase into account, while $S_R$ considers the radiation in the energy balance, and $\Omega_k$ expresses the conversion of species $k$ by the gas phase chemical reactions.

2.1.2. Lagrangian Description of the Particle Phase

Particle–particle interactions are omitted. The particle equations can thus be expressed based on a single particle with given initial properties. A particle cloud with variable properties (e.g., diameters) can then be represented by a number of classes (assuming homogeneity within each class). The results can subsequently be used to calculate the cumulative influence of the cloud on the gas phase after appropriate averaging, leading to the inter-phase source terms of the gas phase equations given above (not elaborated here). The accuracy depends on resolution, i.e., the number of classes considered. The variables appearing in the particle phase equations given below are obviously not averaged but are instead time-dependent quantities that can change in time in a Lagrangian sense, i.e., along the path of the particle.

Only the drag force is assumed to act on the particle. A spherical particle shape is assumed. The momentum balance of the particle can be expressed as

$$\frac{dm_P}{dt} u_{P,i} = \frac{m_P}{t_r} (u_i - u_{P,i})$$ \hspace{1cm} (5)

where $m_P$, $u_{P,i}$, and $t_r$ denote the particle mass, particle velocity vector, and the so-called particle relaxation time, respectively. The latter is defined as

$$t_r = \frac{\rho_d d^2}{18 \mu} \frac{24}{C_D \text{Re}_P} \text{ with } \text{Re}_P = \frac{\rho d |u_{P,i} - u_i|}{\mu}$$ \hspace{1cm} (6)

while $d$, $\rho_P$, $C_D$, and $\text{Re}_P$ denote the particle diameter, particle density, drag coefficient, and particle relative Reynolds number, respectively. The initial density of the dry coal particle is assumed to be 1400 kg/m$^3$ in the present calculations. The drag coefficient $C_D$ (Equation (6)) is calculated using the correlations of Schiller and Naumann \[43\], which are based on $\text{Re}_P$.

Assuming a uniform distribution of particle temperature ($T_P$) within the particle, the energy balance for a particle can be written as

$$\frac{dm_P c_P T_P}{dt} = \frac{Nu \lambda}{d} A_P (T - T_P) - \frac{dm_P}{dt} H + A_P \varepsilon_P \sigma \left( \frac{G}{4\sigma} - T_P^4 \right)$$ \hspace{1cm} (7)

In Equation (7) $T_P$, $c_P$, $\varepsilon_P$, $A_P$, $\sigma$, and $G$ represent the particle temperature, particle specific heat capacity, particle emissivity, particle surface area, the Stefan–Boltzmann constant, and incident radiation, respectively, while $H$ denotes part of the heat that is released by the surface reaction that is absorbed by the particle. The particle-specific heat is assumed to be 1680 J/kgK, and the particle emissivity is taken to be 0.9. The variables $Nu$ and $\lambda$ denote the Nusselt number and gas thermal conductivity. The Nusselt number is calculated from the correlation of Ranz and Marshall \[44,45\] as function of the relative particle Reynolds number and the gas molecular Prandtl number.

2.2. Turbulence Modelling for the Gas Phase

The influence of the particle phase on gas turbulence is omitted. The RANS approach is employed to model the turbulent gas flow. Within this framework, different turbulence models are considered. These include turbulence viscosity- (TV) based models, as well as differential Reynolds stress model (RSM)
2.2.1. Turbulent Viscosity Models

Reynolds stresses are modelled by the Boussinesq hypothesis [39], which is based on the concept of turbulent viscosity \((\mu_t)\) as follows:

\[
\tau_{ij} = 2\mu_t S_{ij} - \frac{2}{3} \left( \rho k + \mu \frac{\partial u_k}{\partial x_k} \right) \delta_{ij}
\] (8)

where \(k\) and \(S_{ij}\), respectively, denote the turbulence kinetic energy and the strain rate tensor, with \(k = -\tau_{ii}/2\rho\), by definition. The shear rate tensor is defined as

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\] (9)

The Reynolds fluxes are modelled by the gradient-diffusion hypothesis

\[
J_{t,h,j} = \frac{\mu_t}{Pr_t} \frac{\partial h}{\partial x_j}
\] (10)

\[
J_{t,Y,k,j} = \frac{\mu_t}{Sc_t} \frac{\partial Y_k}{\partial x_j}
\] (11)

where \(Pr_t\) and \(Sc_t\) denote the turbulent Prandtl number and turbulent Schmidt number, respectively, with the presently assumed values \(Pr_t = 0.85\) and \(Sc_t = 0.7\) (these numbers are defined as variables in RNG-KE, which attain the value of 0.718 for a high-turbulence Reynolds number).

Four TV-based two-equation models, namely the standard \(k-\epsilon\) model [46] (S-KE), the realizable \(k-\epsilon\) model [47] (R-KE), the renormalization group theory \(k-\epsilon\) model [48] (RNG-KE), and the shear stress transport \(k-\omega\) model [49] (SST) are considered. The variables \(\epsilon\) and \(\omega\) denote the turbulence energy dissipation rate and the specific dissipation rate, respectively. For simplicity, the high-turbulence Reynolds number (\(Re_t = \mu_t/\mu\)) versions of the models are considered when outlining the model equations (\(Re_t = \mu_t/\mu\)), which is also realistic for the prevailing high Reynolds number flow (with the exception of local regions, such as those near walls, which are, however, not addressed here for simplicity). The near-wall turbulence is modelled by the standard wall-functions approach [46].

The turbulent viscosity is obtained from

\[
\mu_t = \rho C_{\mu} \frac{k^2}{\epsilon} \quad (k-\epsilon \text{ models})
\] (12)

\[
\mu_t = \rho C_{\mu} \frac{k}{\omega} \quad (\text{SST model})
\] (13)

where the differences in the considered TV models can be expressed through different definitions of the model coefficient \(C_{\mu}\), which are summarized in Table 1.

### Table 1. Definition of \(C_{\mu}\) in different TV models for high \(Re_t\) (\(\Omega_{ij}\): rate of rotation tensor, \(y\): wall distance).

|     | S-KE | RNG-KE | R-KE | SST |
|-----|------|--------|------|-----|
| \(C_{\mu}\) | 0.09 | 0.0845 | \(F_{\mu1} (S,\Omega_{ij})\) * | \(F_{\mu2} (\omega, S, k, \mu, y)\) * |

* functional relationships \(F_{\mu1}, F_{\mu2}\) in Ref. [34].

The modelled transport equation for the turbulence kinetic energy can be expressed as follows (for SST, substitute \(\epsilon = C_{\mu} \omega k\) in the last term)

\[
\frac{\partial \mu_t k}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right) + C_k - \rho F_k \epsilon
\] (14)
where \( \sigma_k \) and \( G_k \) denote the turbulent Prandtl number for \( k \) and the generation of turbulence kinetic energy by the mean velocity gradients, respectively. The generation term is calculated as

\[
G_k = \mu_S^2
\]  

(15)

while the \( \sigma_k \) and \( F_k \) for different models are provided in Table 2.

**Table 2.** Definition of \( \sigma_k \) and \( F_k \) in different TV models (high Re).

| Model  | \( \sigma_k \) | \( F_k \) | \( G_k \) |
|--------|----------------|-----------|-----------|
| S-KE   | 1.0            | 1.0       | 1.92      |
| RNG-KE | 0.718          | 1.42 \( \tilde{C}_k \) | 0.68 + \( \frac{0.0845\eta(1-\frac{\gamma}{1+0.012\eta})}{1+0.012\eta} \) |
| R-KE   | 1.2            | max \( \left[ 0.43, \frac{\eta}{\eta+\gamma} \right] \rho S \) | \( \frac{1}{3} \frac{\gamma}{\gamma+\eta} \rho \) |
| SST    | varies between * 2.0–1.168 | varies between * 0.55–0.44 | varies between * 0.075–0.0828 (\( F_2 \)) |

* functional relationships in Ref. [34].

The modelled transport equations for \( \varepsilon \) (k-\( \varepsilon \) models) and for \( \omega \) (relevant for the SST model) can be expressed as

\[
\frac{\partial \rho u_i \varepsilon}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + F_1 \varepsilon - F_2 \varepsilon^2 \]  

(16)

\[
\frac{\partial \rho u_i \omega}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\omega} \right) \frac{\partial \omega}{\partial x_j} \right] + \rho \left( \frac{F_1}{\mu_t} G_k - F_2 \omega^2 + F_3 \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j} \right) \]  

(17)

where the functions \( F_1, F_2, \) and \( F_3 \) are summarized in Table 3.

**Table 3.** Definition of \( F_1, F_2, \) and \( F_3 \) in different TV models for high Re (\( \eta = \frac{S_k}{\varepsilon/\rho} \)).

| Model  | \( \sigma_\varepsilon \) or \( \sigma_\omega \) | \( F_1 \) | \( F_2, F_3 \) |
|--------|----------------|-----------|-----------|
| S-KE   | 1.3            | \( \frac{C_k}{\kappa} \) | 1.92 |
| RNG-KE | 0.718          | \( \frac{C_k}{\kappa} \) | 1.68 + \( \frac{0.0845\eta(1-\frac{\gamma}{1+0.012\eta})}{1+0.012\eta} \) |
| R-KE   | 1.2            | max \( \left[ 0.43, \frac{\eta}{\eta+\gamma} \right] \rho S \) | \( \frac{1}{3} \frac{\gamma}{\gamma+\eta} \rho \) |
| SST    | varies between * 2.0–1.168 | varies between * 0.55–0.44 | varies between * 0.075–0.0828 (\( F_2 \)) |

* functional relationships in Ref. [34].

### 2.2.2. Differential Reynolds Stress Model (RSM)

In the differential Reynolds stress model [39], instead of utilizing the Boussinesq hypotheses, the Reynolds stresses are obtained from the solution of their modelled transport equations, which are given below

\[
\frac{\partial u_k \tau_{ij}}{\partial x_k} = -\frac{\partial}{\partial x_k} \left[ \left( \mu + \frac{\mu_t}{\sigma_{RSM}} \right) \frac{\partial \tau_{ij}}{\partial x_j} \right] + \left( \tau_{ik} \frac{\partial u_i}{\partial x_j} + \tau_{jk} \frac{\partial u_j}{\partial x_i} \right) + \frac{2}{3} \rho \varepsilon \delta_{ij} - \rho \theta_{ij} \]  

(18)

where \( \sigma_{RSM} \) is taken to be equal to 0.82, and \( \theta_{ij} \) denotes the so-called pressure–strain term. The latter is modelled as a complex function of Reynolds stresses, rate of strain, and rate of rotation tensors. Presently, the model by Speziale et al. [50] is used for its modelling. The model needs the \( \varepsilon \) field to be closed, which is obtained from the solution of the modelled transport equation for \( \varepsilon \) (Equation (16)), with the constants of S-KE. Along with the wall-functions method [46], the wall boundary conditions for the Reynolds stresses are obtained by solving a transport equation for \( k \), which is principally equivalent to the one depicted above for S-KE. In using RSM, the Reynolds fluxes that are needed
to calculate heat and mass transfer are still obtained based on the gradient-diffusion hypotheses (Equations (10) and (11)).

2.3. Turbulence Modelling for the Particle Phase

The effect of gas turbulence on the particle motion is modelled by the so-called "discrete random walk" model [51]. Here, in calculating the particle path (Equation (5)), an "instantaneous" gas velocity is used to model the turbulent fluctuations in the gas phase. To this purpose, a "fluctuational value" is added to the averaged gas velocity temporarily. Using the TV-based models, the fluctuating velocity vector $u'_i$ is obtained from $k$ by assuming isotropy, and while using the RSM, the $u'_i$ vector is obtained from the diagonal terms of the Reynolds stress tensor

$$
\begin{align*}
    u'_i &= \zeta \sqrt{\frac{2}{3} k} \text{ (TV models)}; \\
    u'_i &= \zeta \sqrt{\frac{1}{\rho} |\tau_{ii}|} \text{ (RSM)}
\end{align*}
$$

where $\zeta$ denotes a normally distributed random number.

The particle is assumed to interact with the gas-phase eddy over a time scale $t_P$. When this time is reached, a new set of instantaneous velocity components are calculated by updating the value of $\zeta$. This time scale is calculated as the minimum of the eddy life time and particle eddy crossing time, which is obtained from

$$t_P = \min \left\{ \frac{k}{\xi\varepsilon}; \ t_r \ln \left[ 1 - \left( \frac{k^{3/2}}{4\rho_\text{p} d/3\rho_\text{CD}} \right)^4 \right] \right\}$$

In the above equation, the model constant $\xi$ takes the value 0.6 for the RSM and 0.3 for the remaining turbulence models. Compared to the SST model, $\varepsilon = 0.09 k \omega$ should be substituted in the above equation. Due to the random nature of the model, a sufficiently large number of trajectories need to be calculated (trials) to obtain sufficiently smooth and steady mean values.

2.4. Radiation Modelling

The radiative heat transfer is modelled by the P1 method [52], the transport equation of which is provided below

$$
\frac{\partial}{\partial \xi_j} \left\{ \left[ \frac{1}{3(a + a_\text{p} + s_\text{p})} \right] \frac{\partial G}{\partial \xi_j} \right\} = [a + a_\text{p}]G - 4\pi \left[ a \frac{\sigma T^4}{\pi} + E_\text{p} \right]
$$

where $G$, $a$, $a_\text{p}$, $s_\text{p}$, and $E_\text{p}$ denote the incident radiation, gas absorption coefficient and equivalent particle absorption coefficient, scattering coefficient, and emission, respectively. Assuming an equivalent path length for the domain, the absorption coefficient of the gas mixture can be calculated using the weighted sum of gray gases model [53]. The equivalent particle absorption and scattering coefficients and emission are obtained by the adequate averaging of the Lagrangian particle data, which are based on the given particle emissivity, geometry, temperature, and scattering factor $f_\text{s}$ [34]. The latter is assumed to be 0.9. The walls are assumed to reflect diffusely, where the detailed formulation of the boundary conditions can be found elsewhere [34,52].

The radiation source term of the gas phase energy equation (Equation (3)) is then calculated from

$$S_\text{R} = -4\pi \left( a \frac{\sigma T^4}{\pi} + E_\text{p} \right) + (a + a_\text{p})G$$
2.5. Combustion Modelling

The fuel particle experiences an evaporation and pyrolysis with increasing temperature. The residual char burns via heterogeneous reactions, as the combustible volatile matter reacts homogeneously in the gas phase.

2.5.1. Pyrolysis

Following Badzioch and Hawskley [54], the conversion rate of the raw solid fuel through pyrolysis is expressed by a single-rate first-order expression as:

$$\frac{dm_P}{dt} = -k_{PY}[m_P - (1 - f_{VM,0})(1 - f_{W,0})m_{P,0}]$$

(23)

where $f_{VM,0}$ and $f_{W,0}$ denote the volatile matter and water mass fractions originally present in the particle, respectively, while $m_{P,0}$ is the initial particle mass. The term $k_{PY}$ denotes the pyrolysis rate coefficient, which is expressed by an Arrhenius expression as follows:

$$k_{PY} = A_{PY} \exp\left(-\frac{E_{PY}}{\mathcal{R}T_P}\right)$$

(24)

with the corresponding pre-exponential factor $A_{PY}$ and activation energy $E_{PY}$ that are to be empirically determined. The individual gas constant is denoted by $\mathcal{R}$. During pyrolysis, the swelling of the particles can be considered through a swelling coefficient [34]. This is chosen to be 1.4, implying an increase of particle diameter of up to 40% during pyrolysis. The combustible volatile matter is represented by a $C_\alpha H_\beta O_\gamma N_\eta$ molecule and by assuming a molar mass of 30 kg/kmol, where $\alpha$, $\beta$, $\gamma$, and $\eta$ depend on the elementary analysis of the fuel.

The pyrolysis rate has a quite substantial influence in the prediction of pulverized fuel combustion. Since it depends strongly on the type of the fuel, and since its accurate determination is not very straightforward, an uncertainty quite often remains in this respect. In the single-rate pyrolysis process assumed in the present work, which is characterized by an Arrhenius rate expression, the pre-exponential factor and the activation energy are required as input. In the present study, values that were employed in previous numerical simulations by other authors are used [28,29], with the same type of coal being used as well. These are $A_{PY} = 2.0 \cdot 10^5 \text{ 1/s}$, $E_{PY} = 4.8 \cdot 10^7 \text{ J/kmol}$.

2.5.2. Char Oxidation

The modelling concept suggested by Field et al. [55] and Baum and Street [56] is adopted. The char conversion rate is calculated by considering a combined limiting effect of the chemical kinetics rate coefficient ($k_C$) and the oxygen diffusion rate coefficient ($k_D$), which can be expressed as:

$$\frac{dm_P}{dt} = -A_P \frac{k_C k_D}{k_C + k_D} p_{O_2}$$

(25)

where $A_P$ and $p_{O_2}$ represent the particle surface area and oxygen partial pressure, respectively. The diffusional and kinetical rate coefficients are calculated from:

$$k_D = \frac{D_0}{d} \left[\left(T_P + T\right)/2\right]^{0.75}$$

(26)

$$k_C = A_C \exp\left(-\frac{E_C}{\mathcal{R}T_P}\right)$$

(27)

with the coefficients $D_0$, $A_C$, and $E_C$, which are to be empirically determined. For them, the quite commonly used values from [57] are employed in the present calculations, resulting in values of $D_0 = 5 \cdot 10^{-12}$, $A_C = 0.002$, and $E_C = 7.9 \cdot 10^7 \text{ J/kmol}$. During char oxidation, the particle size is assumed to stay constant, and the density is allowed to decrease.
2.5.3. Gas Phase Reactions

The effect of the turbulence–chemistry interaction is considered by a rather simple approach. The time-averaged conversion rate of a gas species $k$ in a reaction $r$ is assumed to be limited by the smaller of the kinetic and the fine-scale mixing rates. The resultant species conversion rate (Equation (4)) can be expressed as

$$\Omega_k = M_{m_k} \sum_r \min(R_{k,C,r}, R_{k,EDM,r})$$

(28)

where the subscript $r$ indicates the involved reaction and where $M_{m_k}$, $R_{k,C,r}$, and $R_{k,EDM,r}$ denote the species molar mass, the molar kinetics conversion rate, and molar fine-scale mixing conversion rate in the reaction $r$, respectively. Assuming irreversible reactions, the chemical molar conversion rate of species $k$ in reaction $r$ is obtained from [40]

$$R_{k,C,r} = \nu_{k,r} \prod_s \left[ \left( \frac{\rho}{M_{m_s}} \right) Y_{s,r} \right]^{\gamma_{s,r}}$$

(29)

where index $s$ counts over the reactant gas species of reaction $r$ and where $\nu_{k,r}$, $k_r$, and $\gamma_{s,r}$ denote the stoichiometric coefficient, kinetics rate coefficient, and the rate exponent, respectively. The rate coefficient $k_r$ is calculated from the Arrhenius kinetics as shown below, with $A_r$ and $E_r$ denoting the corresponding pre-exponential factor and activation energy.

$$k_r = A_r \exp \left( -\frac{E_r}{RT} \right)$$

(30)

The fine-scale mixing rate is modelled by the eddy dissipation model (EDM) by Magnussen and Hjertager [58]. Here, the molar conversion rate of a species $k$ in a reaction $r$ is limited by fine-scale mixing, which is calculated from

$$R_{k,EDM,r} = \nu_{k,r} A \rho^{\frac{\varepsilon}{k}} \min \left[ \min \left( \frac{Y_{\text{reac}}}{(\nu_{\text{reac}} M_{m_{\text{reac}}})}, \frac{B \sum Y_{\text{prod}}}{\sum \nu_{\text{prod}} M_{m_{\text{prod}}}} \right) \right]$$

(31)

which is based on the mass fractions, stoichiometric coefficients, and molar masses of the reactant (reac) and product (prod) species of the considered reaction $r$. The coefficients $A$ and $B$ are the model constants. For them, the originally proposed values are used in the present calculations, i.e., $A = 4.0$, $B = 0.5$ [58].

In the presently assumed chemical mechanism, the combustion of the volatile matter occurs via a global reaction scheme comprising two irreversible reactions. In the first reaction, the volatile matter is assumed to react with CO and $H_2O$. The second reaction is the oxidation of CO to $CO_2$. The presently used rate constants for the chemical kinetics [34,59,60] are $A_1 = 2.119 \cdot 10^{11}$, $E_1 = 2.027 \cdot 10^{8}$ J/kmol, $\gamma_{VM,1} = 0.2$, and $\gamma_{O_2,1} = 1.3$ for the first reaction (volatiles oxidation), and $A_2 = 2.239 \cdot 10^{12}$, $E_2 = 1.7 \cdot 10^{8}$ J/kmol, $\gamma_{CO_2,1} = 1$, and $\gamma_{O_2,2} = 0.25$ for the second reaction (CO burn out).

The calculation of the time-averaged species conversion rates via Equation (28) based on EDM is a quite simplistic approach for the consideration of the turbulence–chemistry interaction. Among the more sophisticated approaches, flamelet-based methods, which have a longer tradition in certain applications such as gas turbine combustion [6], offer an attractive alternative since they can incorporate detailed chemistry at comparably low computational costs and can provide better accuracy (especially for species governed by fast reactions). Recently, the flamelet method has been extended to pulverized coal, and flamelet-based approaches are being used to simulate pulverized coal flames [30,31]. However, since the main focus of the present work has been the turbulence modelling, i.e., the relative assessment of turbulence models, and the discretization of the particle phase, the present EDM-based combustion model was found to be sufficient.
3. Test Case and Fuel Specific Definitions and Modelling

As already discussed above, the presently analyzed flames were obtained and measured at a test rig of RWTH Aachen University. A turbulent swirling flame of pulverized coal with a thermal load of 60 kW was considered as the test case.

At this stage, it should be stated that swirl application is very common in pulverized coal burners. A rotational motion is imparted to the burner flow, which is termed as a swirl. The rotational velocity component around the burner axis is the so-called swirl velocity. If a cylindrical coordinate system is used in an axi-symmetric formulation, which is presently the case, the swirl velocity is identical to the tangential (circumferential) velocity component in the cylindrical coordinate system.

The oxidizing medium is air, whereas the oxygen content of the primary stream deviates slightly from the atmospheric air, as shown below. The measurements on this type of flame were published in Zabrodiec et al. [61]. Illustrations of the experimental rig and the swirl burner are provided in Figure 1.

![Diagram](image-url)

**Figure 1.** Depiction of test rig from RWTH Aachen University [61]: (a) combustion chamber and (b) swirl burner.

The operating conditions for the flame [61] are provided in Table 4.

| Parameter                                           | Unit       | Value |
|-----------------------------------------------------|------------|-------|
| Fuel Mass Flow Rate (Injected with Primary Stream)  | (kg/h)     | 9.8   |
| Primary gas stream flow rate                        | (m₃/h)     | 9.4   |
| O₂/N₂ primary gas stream                            | (vol%)     | 19/81 |
| Temperature of primary gas stream                   | (°C)       | 25    |
| Axial velocity of primary gas stream                | (m/s)      | 5.5   |
| Y₀₂/Y₁₁₂                                            | (-)        | 0.21/0.79 |
Table 4. Cont.

| Component                        | Value                  |
|----------------------------------|------------------------|
| Secondary gas stream flow rate   | 28.8 m³/h              |
| O₂/N₂ secondary gas stream      | (vol%) 21/79            |
| Temperature of secondary gas stream | (°C) 40              |
| Axial velocity                   | (m/s) 13.8             |
| YO₂/YN₂                          | (-) 0.23/0.77           |
| Tertiary gas stream flow rate    | 5.1 m³/h               |
| O₂/N₂ tertiary gas stream       | (vol%) 21/79            |
| Temperature of tertiary gas stream | (°C) 40              |
| Axial velocity                   | (m/s) 1.74             |
| YO₂/YN₂                          | (-) 0.23/0.77           |
| Staging gas stream flow rate     | 26.5 m³/h              |
| O₂/CO₂ staging gas stream       | (vol%) 21/79            |
| Temperature of staging gas stream | (°C) 900              |
| Axial velocity                   | (m/s) 2.58             |
| YO₂/YN₂                          | (-) 0.23/0.77           |

The burner injections imply a locally fuel-rich mixture with a local equivalence ratio of nearly 1.3, whereas the global equivalence ratio is about 0.8. A swirling flame is generated by swirling the secondary gas stream with a geometric swirl number of 0.95 [61].

The ultimate and proximate analyses [61] of the used coal are provided in Table 5. Note that the sulphur content is omitted in the present simulations.

Table 5. Measured ultimate and proximate analysis [61].

| Component | AR (w-%) | DAF (w-%) |
|-----------|----------|-----------|
| Carbon    | 56.90    | 69.05     |
| Hydrogen  | 3.98     | 4.83      |
| Oxygen    | 20.71    | 25.13     |
| Nitrogen  | 0.57     | 0.69      |
| Sulphur   | 0.25     | 0.30      |
| Water     | 12.15    | -         |
| Ash       | 5.44     | -         |
| Volatiles | 42.42    | 51.47     |
| LHV       | 20.995   | 25.837    |
| HHV       | 22.153   | 26.881    |

The measured particle size distribution for this coal was provided by Hees et al. [62].

Discrete Representation of the Particle Phase

In the presently applied Lagrangian formulation of the particle phase, the measured particle size distribution is applied exactly. The diameter values given in the experimentally provided distribution [62] define the borders between the individual size classes. The representative particle diameter in each size class is assumed to be given by the arithmetic average of the bordering sieve diameters (dₘ). The percentage volume contained in each size class is given by the difference in the amounts passing through the neighbouring sieve sizes. Assuming the minimum particle size to be 1 μm, the resulting particle size distribution, which has 18 particle size classes (N = 18), is provided in Table 6, where the diameters (d) of the size classes and the fractions of the particle mass within each size class (Δm) are presented.
To model the turbulent particle dispersion, 20 trials are applied for each size class. The sensitivity of the results to the number of size classes and number of trials will be investigated in the second part of the paper, subsequent to the comparison of the predictions of the measurements.

4. Solution Domain, Boundary Conditions

The geometry of the problem as well as the boundary conditions exhibit axial symmetries. This implies that the time-averaged solution, which is sought within the RANS framework, also needs to be axisymmetric. Consequently, the present problem is formulated as a two-dimensional-axisymmetric one, defining the solution domain to be as such. The total furnace length is considerably large compared to burner dimensions (Figure 1). Nevertheless, the measurements [61] indicate that the occurring flames are restricted to a comparably small zone downstream of the burner. Therefore, the whole combustor is not considered, and only a part up to 800 mm after the burner exit plane is defined as the solution domain in the present calculations. In a previous LES analysis of oxy-combustion with the same burner in the same furnace by Sadiki et al. [28], the considered domain size was 600 mm, which implies the sufficiency of the presently considered domain size. An additional issue in defining the solution domain in swirling flows is related to the outlet boundary. Particular attention is required in that respect since it can have a substantial effect on the upstream flow, specifically in the case of a sub-critical flow [63]. From a practical perspective, if a standard, classical “axial outflow” boundary is used at the outlet, convergence problems can easily emerge since the IRZ generated by vortex breakdown may extend to the outlet boundary and cause a reverse flow at the outlet. In order to reduce potential inaccuracies and computational difficulties in that respect, in our earlier investigations, we found [64] that it is suitable to replace the axial outlet with a radial outflow boundary without influencing the solution in the domain of interest. For the present case, additional calculations have been performed to ensure the adequacy of the present choice of the domain size and outlet boundary condition. The solution domain and the boundary types are depicted in Figure 2.

![Solution domain, boundaries (drawn not to scale, dimension in mm).](image)
At all inlets, uniform profiles are defined for all of the variables that are transported convective-diffusively, which are in accordance with the fuel properties and the prevailing operating conditions, as shown in Tables 4 and 5, above. For turbulence quantities, the inlet boundary conditions are obtained by assuming a turbulent intensity of 4% and a length scale as a function of the local hydraulic diameter. Additionally, an isotropic turbulence is presumed at the inlet boundaries. At the outlet boundary, the static gage pressure is defined to be zero together with the zero normal gradient conditions for all convective-diffusively transported variables. At wall boundaries, the no-slip condition holds for the momentum and turbulence model equations (complemented by the wall functions), as a zero normal gradient condition is applied for the species transport equations. There is some uncertainty in the thermal boundary conditions. The measured wall temperature data were not provided for air combustion in this burner. Inspired by the available experimental information on the oxy-combustion, a furnace wall temperature boundary condition of 900 °C is prescribed. A further uncertainty in the thermal boundary condition resides in the wall emissivity. In the absence of any experimental information, a wall emissivity of 0.7 is assumed. Inlet and outlet boundaries are assumed to behave as black surfaces for thermal radiation. Obviously, symmetry conditions apply on the symmetry axis.

For the particle phase, it is assumed that the particles are in dynamic and thermal equilibrium with the gas at the inlet. Particles are injected with a homogeneous distribution at the primary inlet. At the walls, the particles are assumed to be reflected by a normal and tangential restitution coefficient of 0.4, which approximately corresponds to experimental values found in the literature [65].

5. Grid Generation

In generating the grid, a block-structured strategy based on quadrilateral cells was adopted. A grid independence study was performed by employing the k-ε turbulence model under the assumption that this grid would provide satisfactory grid independence for the other turbulence models as well. Eight grids were used with the approx. number of cells: 2400 (Grid 1), 5300 (Grid 2), 8400 (Grid 3), 14,500 (Grid 4), 20,500 (Grid 5), 27,000 (Grid 6), 40,400 (Grid 7), and 56,000 (Grid 8). The predicted maximum values of the stream function (PSI), turbulent viscosity (MUET) and temperature (T) for different grids are displayed in Figure 3. In the figure, “normalized” values are displayed, where the maximum values obtained for a grid “i” (PSI_{max}(i), MUET_{max}(i), T_{max}(i)) are normalized by the maximum values obtained by the finest grid, i.e., Grid 8 (PSI_{max}(8), MUET_{max}(8), T_{max}(8)).
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**Figure 3.** Variation of normalized maximum stream function, turbulent viscosity, and temperature predicted by different grids.
As it can be seen in Figure 3, the variations are very small beyond Grid 5, which has 20,500 cells. Thus, for the calculations, Grid 6 is used, which has 27,000 cells. In a previous study by Chen and Ghoneim [26] for the 100 kWth oxy-combustion flame in the same furnace, grid-independent results in 2D were obtained by a grid with about 20,000 cells. This can be seen as a further support for the adequacy of the present grid.

6. Predictions, Comparisons with Measurements

The prediction results are presented and compared with the measurements in this section. Averaged velocities and temperatures will always be presented for the turbulent flow in the form of a RANS formulation. By doing so, an explicit reference to averaging will not be made for the sake of simplicity. Please note that the temperature and species concentration measurements were not provided by Zabrodiec et al. [61] and that the measurements were only documented for the velocity field for the present flame. Thus, the validation of the models used here, i.e., comparison of the predictions with the measurements, will be primarily performed based on the velocity field.

6.1. Field Distributions

An overview of the general flow structure in the furnace can be gained from the streamlines. The predicted streamline patterns by different models are qualitatively similar. Thus, the general flow structure is discussed based on only one of the models. The predicted streamlines by the RSM are presented in Figure 4.
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**Figure 4.** Predicted streamline pattern by the RSM in burner nearfield, for \( x \leq 600 \text{ mm} \).

One can see that the general flow pattern is governed by three recirculation zones. The centrally located internal recirculation zone (IRZ) in the burner quarl and its downstream, which is typical for swirling flows with vortex breakdown, can be easily observed. In the outer region, two recirculation zones can be identified, which are created with the action of the staging air stream. The staging air is injected as a wall jet along the furnace jacket. It is interesting to observe how it separates from the wall with the action of the swirling free jet and mixes with it.

Measured [61] and predicted fields of the velocity magnitude in the burner nearfield, within the region \( 0 \leq x \leq 250 \text{ mm} \), and \( 0 \leq r \leq 100 \text{ mm} \) are displayed in Figure 5, where the flow structure in the burner zone can be observed in more detail. One can see that the jet-like forward flow with high velocity leaving the outer wall of the conical burner quarl is directed diagonally with a radial component and is under the influence of the centrifugal force field due to swirl. The IRZ at the outlet of the burner quarl as well as a external recirculation zone with comparably low velocities can also be observed. With the increasing axial distance, one can see that the forward jet expands and takes a more axial direction in a manner that envelopes the internal recirculation zone.
Figure 5. Velocity magnitude (m/s) distributions in burner nearfield for $0 \leq x \leq 250$ mm and $0 \leq r \leq 100$ mm: (a) experiments [61] (b) S-KE, (c) R-KE, (d) RNG-KE, (e) SST, and (f) RSM.

This qualitative trend is observed in the experimental and all predicted fields displayed in Figure 5. The predicted maximum velocities by all of the models agree well with the measured value. However, the decay of the maximum velocity in the axial direction is slightly overpredicted similarly by all models. As far as the deflection of the jet towards the axial direction is concerned, all models except the RSM show an overprediction, i.e., an earlier deflection of the jet compared to the experiments. In this respect, the RSM results seem to agree better with the measurements. The RSM results show a better agreement with the experimental results for the contour of the outer edge of the jet. The radially inward spread of the jet is, however, underpredicted (Figure 5).

The temperature fields predicted by all of the models were qualitatively similar. Temperature distribution in the burner nearfield (for $x < 600$ mm) as predicted by the RSM is presented in Figure 6.

Figure 6. Predicted temperature (K) distribution by RSM in burner nearfield for $x \leq 600$ mm.
One can see that the cold mixture enveloped by the reaction zone (flame brush) leaves the outer edge of the conical burner quarl and extends into the furnace, resulting in a “tongue”-like shape. Under the influence of the centrifugal force field generated by the swirl, the direction of the flow has a radial component at the burner outlet, which takes a more axial orientation with increasing distance from the burner, as already discussed above. The forward flow of the cold mixture is surrounded by high-temperature regions. In the central part (IRZ), the temperatures are high because of the combustion reactions and recirculating hot gases. The outer high temperature zone is greatly affected by the staging air. The staging air introduced as a wall jet separates from the furnace wall at a distance of approximately 50–100 mm and mixes into the swirling jet, causing a local intensification of the combustion reactions in the mixing zone, as it supplies the necessary amount of additional air to achieve complete combustion.

6.2. Line Plots

The radial variations of the axial velocity ($u$) at three axial stations are presented in Figure 7, where the predictions obtained by different turbulence models are compared with the measured values [61].
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**Figure 7.** Measured [61] and predicted radial profiles of axial velocity ($u$) at three axial stations: (a) $u$ at $x/D = 0.5$, (b) $u$ at $x/D = 1.0$, (c) $u$ at $x/D = 1.5$. 

Looking at the profiles of the axial velocity (Figure 7), an internal recirculation zone (IRZ) with negative velocities can be observed, with this internal recirculation zone extending between the centerline and the radial position at about \( r = 0.04 - 0.06 \) m, which is typical for swirl-stabilized flames. A weaker outer recirculation zone, with negative velocities approx. between 0.095 m and 0.12 m, can also be seen to be indicated by all profiles. Between both recirculation zones, the forward flow region with high axial velocities can be observed. In general, the radial extension of the forward flow region (Figure 7) is underpredicted by all models, which was also deduced in Figure 5. The peak velocity of the forward flow is the highest at the most upstream position \( x/D = 0.5 \) and becomes gradually reduced in the downstream (Figure 7).

The peak axial velocities of the forward flow region are predicted very well by all turbulence models, where a slightly better performance of the RSM can be observed (Figure 7). The measured velocities in the central regions, i.e., within the IRZ, show an interesting trend for \( x/D = 0.5 \) and \( x/D = 1.0 \), where maximum negative recirculation velocity is not observed on the centerline \( (r = 0) \) but at an off-centerline position \( (r = 0.03 - 0.04 \) m). This behavior is qualitatively predicted by all turbulence models except the S-KE. At \( x/D = 0.5 \), the quantitatively best prediction is provided by the RSM. The RNG-KE results are also close to the measured values in the centerline but overestimate the negative recirculation velocities around \( r = 0.04 \) m. It is interesting to note that the R-KE and SST results are quite close to each other. At \( x/D = 1.0 \), the velocity values within the IRZ are predicted by the RSM very well. RNG-KE strongly overestimates the curvature of the velocity profile. The R-KE and SST results are again quite similar, and the SST results are slightly better than those of R-KE on the centerline as well as along the outer shear layer. As was the case for both \( x/D = 0.5 \) and \( x/D = 1.0 \), the S-KE does not perform as well as the other models in the central parts in the IRZ. However, outside of the IRZ and beyond \( r = 0.04 \) m, the performance of the S-KE is very similar to the other TV models (R-KE, RNG-KE, SST) and is even partially better for all three axial stations. At \( x/D = 1.0 \), although the RSM predicts the velocities in the central parts well, it overpredicts the radial extension of the IRZ, as the other turbulence models agree with the measurements in this respect better. On the other hand, in the outer shear layer, the RSM results are closer to those of the experiments compared to the other models. At \( x/D = 1.5 \), the position and magnitude of the peak velocity is predicted by the RSM very well and is clearly predicted better than the TV models. Among the TV models, a relatively better performance of the R-KE and SST can be observed. The R-KE and SST deliver similar results in the IRZ but show some deviation in the outer region, where the SST results are closer to the RSM ones.

The radial variations of the swirl velocity \( (w) \) at three axial stations are presented in Figure 8, where the predictions obtained by different turbulence models are compared to the measured values [61].

Generally, two distinct regions can be identified at all three axial stations.

The higher swirl velocities are observed in the central parts \( (r < 0.1 \) m) that exhibit remarkable radial variations, with a solid body-like vortex core confined to the central region \( (r < 0.02 - 0.03 \) m). The position of the vortex core (Figure 8) is seen to be practically coincident with that of the IRZ (Figure 7).

In the outer region \( (r > 0.1 \) m), quite low and almost homogeneous swirl velocities are observed. Here, all of the models show very close predictions to each other and a generally fair agreement to the measurements. A rather distinct difference to the measurements in this region \( (r > 0.1 \) m) can be observed at \( x/D = 1.0 \). At this axial position, negative swirl velocities were measured, and these could not be calculated by the models that could only predict low but positive swirl velocities. This rather unexpected trend with a negative swirl, which was observed in the measurements, was probably caused by three-dimensional effects, which were not possible to predict with the present two-dimensional-axisymmetric formulation. The following discussion on the swirl velocity profiles refers to the inner region \( (r < 0.1 \) m), where, in contrast to the outer region \( (r > 0.1 \) m), substantial differences between the curves are observed.
At \( x/D = 0.5 \), the experimental curve exhibits two distinct swirl velocity peaks. The outer peak, which is the stronger one, is well predicted by all of the models. The inner peak is predicted qualitatively by the TV models, which, however, overpredict the experimental value quantitatively. The inner peak is only weakly indicated by the RSM. However, the best overall quantitative agreement throughout is provided by the RSM.

At \( x/D = 1.0 \), the double peak structure of the experimental curve is retained, where both peaks have similar strength. The RSM results agree quite well with the measurements, with the outer peak being well-predicted. All of the TV models strongly overpredicted the measurements at \( x/D = 1.0 \).

At the third axial station, at \( x/D = 1.5 \), the double peak structure of the swirl velocity vanishes. The RSM agrees, again, very well with the measurements, both qualitatively and quantitatively, whereas the TV models strongly overpredict the experimental values.

Figure 8. Measured [61] and predicted radial profiles of swirl velocity (w) at three axial stations: (a) \( x/D = 0.5 \), (b) \( x/D = 1.0 \), (c) \( x/D = 1.5 \).
For the TV models, one can see that their predictions are qualitatively very similar and quantitatively not very much different from each other at all three axial stations. One can again see that the R-KE and SST predictions are very similar to each other throughout. The RNG-KE prediction is slightly better than those at $x/D = 0.5$, but it becomes increasingly less accurate at further axial stations at $x/D = 1.0$ and $1.5$. The S-KE shows the reverse trend, which demonstrates improving accuracy with axial distance.

To support an overall assessment, the percentage deviations of the predictions from the measurements were calculated as average values for the axial and swirl velocities. Based on the curves presented in Figures 7 and 8, radially averaged values for the percentage deviation of the predictions from the experiments were calculated as $\chi = 100 \times \left( \frac{1}{R} \int \left( \frac{|\phi_{\text{EXP}}(r) - \phi_{\text{PRED}}(r)|}{\phi_{\text{REF}}} \right) dr \right)$ at each of the three axial stations, where $\phi$ denotes either $u$ or $w$ and where the reference value ($\phi_{\text{REF}}$) is taken as the half of the difference between the maximum and minimum experimental values at the considered axial station ($\phi_{\text{REF}} = (\phi_{\text{EXP, max}} - \phi_{\text{EXP, min}})/2$). The percentage deviations obtained at each of the three axial stations were then arithmetically averaged to obtain an overall averaged value for each turbulence model. The overall percentage deviations from the experiments for the considered turbulence models, which were calculated in this manner for the axial and swirl velocity components, are presented in Figure 9.

![Figure 9. Average percentage errors in (a) axial and (b) swirl velocity predictions for all considered turbulence models.](image-url)
One can also see that in this type of “overall” comparison, RSM performs better than the TV models, which is clearer for the swirl velocity (Figure 9b). As far as the TV models are concerned, the SST is close to RSM and thus performs better than the others for the axial velocity (Figure 9a). As far as the swirl velocity is concerned, no significant difference between the TV models can be observed, and the RSM accuracy is nearly twice as better compared to the TV models (Figure 9b).

Measured values of the CO$_2$ and H$_2$O volume fractions for the present flame were provided in a recent publication by Nicolai et al. [30]. The radial variations of CO$_2$ volume fractions at three axial stations are presented in Figure 10, where the predictions obtained by different turbulence models are compared to the measured values [30].

![Graph showing measured and predicted radial profiles of CO$_2$ volume fractions at three axial stations: (a) x/D = 1.0, (b) x/D = 3.0, (c) x/D = 6.0.](image-url)

Figure 10. Measured [30] and predicted radial profiles of CO$_2$ volume fractions at three axial stations: (a) x/D = 1.0, (b) x/D = 3.0, (c) x/D = 6.0.
The measured CO$_2$ profile at x/D = 1.0 indicates higher values in the central part (r < 0.1 m) of the furnace compared to in the outer region. This is qualitatively predicted rather well by all models, with a quite good quantitative accuracy for the values near the centerline and the wall, with the exception of the peak predicted by SST next to the wall. The transition from higher to lower values occurs monotonically in the measurements, whereas a wavy transition is predicted by the models. The latter is observed to be weaker for the RSM compared to the other models. At x/D = 3.0, the measured CO$_2$ distribution is more homogeneous, which is also predicted fairly well by the models, which still exhibit a wavy structure at around r ≈ 0.1 m, but weaker. At x/D = 6.0 D, the measured CO$_2$ distribution is very uniform, which is predicted quite well by all of the models, with the exception of a slight overprediction near the wall. Additionally, for x/D = 3.0 and x/D = 6.0, the RSM can be considered to show a slightly better overall performance compared to the other turbulence models (Figure 10).

Predicted radial H$_2$O volume fractions profiles by different turbulence models are compared with the measurements [30] at the three axial stations in Figure 11.

Figure 11. Measured [30] and predicted radial profiles of H$_2$O volume fractions at three axial stations: (a) x/D = 1.0, (b) x/D = 3.0, (c) x/D = 6.0.
The H$_2$O profiles (Figure 11) show a similar qualitative trend to the CO$_2$ profiles (Figure 10), exhibiting higher values in the central parts compared to the near wall region, with an increasing homogenization downstream. Additionally, for H$_2$O, the models predict a wavy transition between the central and outer parts, around $r = 0.1$ m at $x/D = 1.0$ (Figure 11a). This is, however, less pronounced compared to CO$_2$ (Figure 10a), leading to a better qualitative agreement with the measurements, which show a monotonic variation. On the other hand, the quantitative prediction of the values in the central region ($r < 0.1$ m), where an overprediction is observed, is not as good as that of CO$_2$. The overprediction of the central values continues but also gradually diminishes further downstream at $x/D = 3.0$, $x/D = 6.0$ (Figure 11b,c). At $x/D = 6.0$, a rather homogeneous H$_2$O distribution is predicted by all models, similar to what was seen during the experiments, but still has some overprediction in the central parts (Figure 11c). As far as the relative performance of the models based on the H$_2$O profiles is concerned, a very clear distinction cannot be easily made, as a rather similar overall performance is observed. Based on the profiles at $x/D = 1.0$, the RSM may be considered to perform better since the “plateau”-type profile shape of the measurements (with nearly constant values between the centerline and $r \approx 0.08$ m) is qualitatively better predicted by the RSM (Figure 11a).

7. Investigations on the Resolution of the Particle Phase

7.1. Turbulent Particle Dispersion

As outlined above, the turbulent particle dispersion (TPD) is modelled by the discrete random walk model. Due to the randomness, a sufficiently large number of random trajectories (trials) need to be calculated to obtain representative mean values. The number of trials (M) has a direct influence on the computational costs. Thus, it is of interest to find an optimally low number that is still high enough to provide sufficient accuracy. In the present section, a study is performed using different trial values to investigate their effect on the results. Within this context, a comparison with the measurements is not necessarily relevant. It is more about the evolution of the numerical solution in itself, with varying M (similar to a grid independence study). Therefore, comparisons with measurements are not performed in this section. The study is performed based on the S-KE (which is due to pragmatic reasons since it exhibited the best convergence properties), assuming that the outcome of the study with respect to the effect of M would analogously apply to the other turbulence models. In all of these calculations, the particle size distribution (SD) is the same, i.e., the same as the one with $N = 18$ used in the validation studies presented above (Table 6).

The considered number of trials (M) is listed in Table 7. Note that M = 20 was used in the model validation studies presented above.

Table 7. Number of trials (M) used in the discrete random walk model.

| M   |
|-----|
| 30  |
| 25  |
| 20  |
| 15  |
| 10  |
| 5   |
| 3   |
| 1   |

The differences between the solutions can be demonstrated in different forms based on different variables. For clarity, the variation of the solution with varying M is discussed based on the temperature variation along the furnace axis. The temperature curves for all eight M values are presented in Figure 12. For clarity, the curves are presented in two sub-figures.
One can see that the results for \( M = 30, 25, 20, 15, 10 \) are nearly identical, and \( M = 10 \) only shows a minimal difference to them (Figure 12a). This confirms that the used value \( M = 20 \) in the validation was certainly high enough. Larger differences to \( M = 30 \) can be seen for \( M = 1, 3, 5 \), as shown in Figure 12b. The difference to the \( M = 30 \) curve is still quite small for \( M = 5 \). More substantial differences are observed for \( M = 3 \) and \( M = 1 \).

For a more quantitative overview, the results are compared in average percentage deviations to the most accurate solution with \( M = 30 \). Based on the curves presented in Figure 12, the average percentage deviations for different \( M \) are defined as

\[
\chi_M = 100 \times \left(\frac{1}{L} \int \left( \frac{|T_{30}(x) - T_M(x)|}{T_{30}(x)} \right) dx \right),
\]

where the considered length (\( L \)) is taken to be 6D only, excluding the effect of the further downstream part (\( x > 6D \)). The average resulting percentage deviations are displayed in Figure 13.

As already observed in Figure 12, the deviations of the \( M = 25, 20, 15, 10 \) results from those of \( N = 30 \) are quite insignificant, and after a gradual increase for \( M = 5 \), larger differences are observed for \( M = 3, 1 \), which are still rather small. Based on the above comparison (Figures 12 and 13), one can conclude that \( M = 5 \) may be considered to be a quite optimal choice, as it provides quite good accuracy without being too high.

---

**Figure 12.** Variation of predicted temperature along furnace axis with varying \( M \), (a) \( M = 30, 25, 20, 15, 10 \), (b) \( M = 30, 5, 3, 1 \) (S-KE, \( N = 18 \)).
The measured particle size distribution (SD) [62] was provided by means of a cumulative distribution function based on 18 distinct sieve mesh sizes. In the above calculations, an SD is applied (Table 6), which is directly based on the experimental distribution, using 18 particle size classes (SC). As this is based on the experimental distribution and because the number of size classes (N = 18) is equal to the resolution of the data, one can assume that in this respect, the solution can be taken as a reference.

In CFD applications in general, the measured size distributions are not always directly applied. Instead, the distribution is approximated by a continuous function that then delivers the basis for a subsequent discrete distribution with the required resolution. In the first sub-section that follows, the aspects related to the approximation of the discrete SD by a continuous function are discussed. This is followed by a sub-section on the effect of the resolution in discretizing of the continuous distribution function.

7.2.1. Representation by the Rosin-Rammler Distribution Function

A quite commonly applied analytical function to represent the SD in pulverized fuel combustion is the Rosin–Rammler distribution function (RR) [66]. Here, the mass fraction of particles (Q) with a diameter larger than “d” is expressed by the following equation:

\[
Q = \exp \left[ - \left( \frac{d}{d_{0.632}} \right)^n \right]
\]  

(32)

where \(d_{0.632}\) (which corresponds to a diameter, for which the 63.2% of the total mass is of smaller diameter) and \(n\) (spread parameter) are constants that can be adjusted to fit the curve to the experimental distribution. Based on the measured distribution, the parameter \(d_{0.632}\) can be obtained. The spread parameter, \(n\), can then subsequently be determined by curve fitting, minimizing the difference to the measured values.

For the presently given measured SD, the following values are obtained for the parameters of the RR: \(d_{0.632} = 36.15 \mu m\), \(n = 0.91\). The experimental distribution and its RR approximation are compared in Figure 14.

One can see that the agreement with the measured distribution and RR is fairly good. However, there are also deviations, as the measured distribution does not perfectly follow the assumed exponential pattern. The larger deviations are quite local and occur around \(d = 100–200 \mu m\). As these diameters represent rather small mass fractions, their effect on the overall results may be expected to not be too large.
d₀.632 can be obtained. The spread parameter, n, can then subsequently be determined by curve fitting, minimizing the difference to the measured values. For the presently given measured SD, the following values are obtained for the parameters of the RR: d₀.632 = 36.15 μm, n = 0.91. The experimental distribution and its RR approximation are compared in Figure 14.

Figure 14. The measured (EXP) and Rosin–Rammler (RR) distributions.

Having defined the RR, this needs to be discretized by a number of SC, which are distributed according to some rule in the diameter space. For the latter, one of the two procedures is normally applied in commercial software: The SC diameters are obtained by an equidistant division of the diameter range based (1) either on a linear diameter scale (LIN-RR) (2) or on a logarithmic diameter scale (LOG-RR). On the linear scale, the LIN-RR results in an equidistant distribution, whereas the LOG-RR results in a finer resolution towards the smaller diameters. Keeping the minimum and maximum diameters constant, the resulting RR (d₀.632 = 36.15 μm, n = 0.91) is discretized by 18 SC, both linearly (LIN-RR) and logarithmically (LOG-RR), in the diameter space, and the resulting diameters of the 18 SC are compared with those of experiment (EXP) in Figure 15.

One can see that the LOG-RR represents the experimental resolution much more closely than the LIN-RR (Figure 15). For smaller diameters, the LOG-RR diameters are slightly smaller than the experimental ones, and for large diameters, the LOG-RR diameters are moderately larger than the experimental values. In LIN-RR, the diameters are distributed in such a way that considerably larger values than the experimental ones result for each size class (Figure 15).

For investigating the effect of using different types of RR discretizations, calculations were performed using the LOG-RR and LIN-RR distributions. Please note that the same RR and the same number of SC (N = 18) and the same number of trials (M = 20) were used, where only the distribution of the diameters of the SC in the diameter space was different. The S-KE was used as turbulence model, assuming that the result would be representative of the other turbulence models as well. The temperature variations along the furnace axis predicted by LOG-RR and LIN-RR are compared to that obtained by the experimental size distribution (Table 6) in Figure 16.

One can see that the LOG-RR does not agree perfectly well with the EXP curve although the same number of size classes (N = 18) was used, and the distribution of the diameters was not too different, showing that apparently small differences in the distribution can play a role. Obviously, the LIN–RR curve shows a larger deviation from the EXP curve since the differences in the diameters of the size classes deviated from the experimental values more strongly (Figure 15). This comparison shows that care is needed to approximate experimental distributions using the RR.
Figure 15. Comparison of size class diameters resulting from linear (LIN-RR) and logarithmic (LOG-RR) discretization of the diameter space in RR in comparison with the experimental values (EXP).

For investigating the effect of using different types of RR discretizations, calculations were performed using the LOG-RR and LIN-RR distributions. Please note that the same RR and the same number of SC (N = 18) and the same number of trials (M = 20) were used, where only the distribution of the diameters of the SC in the diameter space was different. The S-KE was used as turbulence model, assuming that the result would be representative of the other turbulence models as well. The temperature variations along the furnace axis predicted by LOG-RR and LIN-RR are compared to that obtained by the experimental size distribution (Table 6) in Figure 16.

Figure 16. Predicted temperature profiles along furnace axis with diameters of size classes obtained from experiments (EXP), logarithmic Rosin–Rammler (LOG-RR), and linear Rosin–Rammler (LIN-RR) distributions (S-KE, N = 18, M = 20).

7.2.2. Resolution of the Particle Size Distribution

Having defined the RR and the rule for its discretization, the resolution of the discretization, i.e., the number of SC (N), needs to be defined. It is also important to find an optimal value for N here since it has a direct influence on the computational costs. This section deals with this question, investigating the effect of N on the solution. Here, the resolution of the experimental data, i.e., N = 18 taken as the highest resolution, and the
effect of using a smaller N is investigated on the basis of LOG-RR distribution. The study is performed using the S-KE as a turbulence model and assuming that the outcome would analogously apply to the other turbulence models. In all of the calculations, the number of trials used to model the turbulent particle dispersion is the same, with M = 20.

The 10 total N values that were investigated are listed in Table 8. For all N, with the exception of N = 1, the diameters of the size classes are obtained from LOG-RR distribution. For N = 1, the diameter of the single size class is taken to be equal to the Sauter mean diameter (SMD) [66].

Table 8. Number of considered particle size classes (N).

| N  | 18 | 15 | 12 | 10 | 8  | 6  | 5  | 4  | 3  | 1  |
|----|----|----|----|----|----|----|----|----|----|----|

The differences between the solutions for varying N are demonstrated based on the temperature variation along the furnace axis in Figure 17. For clarity, the curves are presented in two sub-figures.

Figure 17. Variation of predicted temperature along furnace axis with varying N: (a) N = 18, 15, 12, 10, 8, 6, (b) N = 18, 5, 4, 3, 1 (S-KE, M = 20, LOG-RR).

One can see that the results are sensitive to the number of size classes and that the deviations from the N = 18 solution increase with decreasing N. One can see that the N = 15 and N = 12 results are very close to those of N = 18 and moderate deviations are observed from the latter for N = 10,8 and 6 (Figure 17a). One can also observe that significant deviations to the N = 18 solution start to occur with decreasing N beyond N < 6 (Figure 17b).
For a more quantitative overview, the results are compared in average percentage deviations to the solution with highest resolution with $N = 18$. Based on the curves presented in Figure 17, the average percentage deviations for different $N$ are defined as 

$$
\chi_N = 100 \times \frac{1}{L} \int \frac{|T_{18}(x) - T_N(x)|}{T_{18}(x)} \, dx,
$$

where the considered length ($L$) is taken to be $6D$ only and only excludes the effect of the further downstream part ($x > 6D$). The average resulting percentage deviations are displayed in Figure 18.

Based on the above results (Figures 17 and 18), $N \geq 12$ can be considered to deliver a quite high accuracy. The results for $N$ values between 10 and 6 ($10 \geq N \geq 6$) can still be considered to be moderately close to those of $N = 18$. The deviation of the results from those of $N = 18$ starts to grow more rapidly for $N \leq 5$ (Figure 18).

8. Conclusions

A swirling pulverized coal flame was computationally investigated. The two-phase flow was described by a Eulerian–Lagrangian formulation. Turbulence was modelled by different RANS models, including the TV-based S-KE, R-KE, RNG-KE, and SST models as well as the RSM. The predicted velocity fields were compared with the measurements from Zabrodiec et al. [61]. The predictions were observed to deviate from the measurements within the range 20–40% in terms of the overall average values. It was observed that the velocity fields predicted by the RSM are closer to the measured values compared to the TV models, especially for the swirl velocity, where the overall accuracy of the RSM accuracy is twice as good as that from the TV models. Beyond the overall averages, the RSM was observed to mimic the local variations of the experimental curves better than the TV models did. Among the TV models, the overall performance of the SST model was better than that of the other TV models and was closer to the RSM results, especially for the axial velocity. It is interesting to see that the performance of the RNG-KE turned out to not be very well in the present application, falling behind both SST and R-KE, although it was generally expected to be accurate for swirling flows. The main deficiency of the S-KE compared to the other TV models was observed to be its inability to qualitatively predict the axial velocity profile in the IRZ in the burner nearfield. In further features of the velocity field, its performance was generally comparable to the other TV models.

It was demonstrated that inaccuracies can occur when approximating a size distribution using a Rosin–Rammler distribution function, and the importance of the particular choice in its discretization in defining the size class diameters was discussed.
The number of trials in the random walk model of TPD (M) and the number of size classes (N) for discretizing the SD had a direct influence on the computational costs. The present investigation on M showed that even 5 (M = 5) trials are sufficient for the highly accurate representation of the TPD and can lead to results with a less than 1% mean deviation from those of with M = 30. The N investigation indicated that more than 10 size classes (N ≥ 10) are needed for high accuracy and where N = 12 leads to results with a smaller than 1% deviation from those of N = 18 (the experimental resolution). Thus, M = 5 and N = 12 can be considered to be optimal choices for the discrete representation of the particle phase.

Although these numbers may not yet be claimed to have sufficient universality, they may serve as guidance, at least for SD with similar characteristics.

Although the present results on M and N were obtained in a 2D-axisymmetric analysis, they are applicable and even more needed in a three-dimensional analysis, where the optimal choice of these parameters is much more critical.
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Nomenclature

\[ A_p \] Particle surface area \((m^2)\)

\[ C_D \] Drag coefficient (-)

\[ c_p \] Particle specific heat capacity \((J \, kg^{-1} \, K^{-1})\)

\[ D \] Outer diameter of secondary air nozzle \((m)\)

\[ d \] Particle diameter \((m, \mu m)\)

\[ d_S \] Sieve mesh size \((\mu m)\)

\[ d_{0.632} \] Characteristic particle size in RR distribution

\[ G \] Incident radiation \((W \, m^2)\)

\[ h \] Specific standardized enthalpy \((J \, kg^{-1})\)

\[ J_{\varphi,i}^p \] Reynolds flux vector of variable \(\varphi\) (corresponding units)

\[ k \] Turbulence kinetic energy \((m^2 \, s^{-2})\)

\[ k_i \] Rate coefficient of reaction \(i\) \((s^{-1})\)

\[ L \] Furnace length \((m)\)

\[ M \] Number of particle random walks (trials)

\[ m_p \] Particle mass \((kg)\)

\[ N \] Number of particle size classes

\[ Nu \] Nusselt number (-)

\[ n \] Parameter in RR

\[ Pr \] Prandtl number (-)

\[ p \] Pressure \((Pa)\)

\[ Q \] Rosin–Rammler distribution function (-)

\[ R \] Furnace radius \((m)\)

\[ Re_p \] Particle relative Reynolds number (-)

\[ Re_{t} \] Reynolds number of turbulence (-)
\( r \) Radial coordinate (m)
\( \text{Sc} \) Schmidt number (-)
\( \text{T} \) Static gas temperature (K)
\( \text{T}_\text{P} \) Particle temperature (K)
\( t \) Time (s)
\( t_r \) Particle relaxation time (s)
\( u \) Axial velocity (m s\(^{-1}\))
\( u_i \) Gas velocity vector (m s\(^{-1}\))
\( u_i,\text{P} \) Particle velocity vector (m s\(^{-1}\))
\( V \) Velocity magnitude (m s\(^{-1}\))
\( w \) Swirl velocity (m s\(^{-1}\))
\( x \) Axial coordinate (m)
\( x_i \) Cartesian coordinates (m)
\( Y_i \) Mass fraction of species i

**Greek Symbols**
\( \delta_{ij} \) Kronecker delta
\( \Delta \text{m} \) Mass fraction in a particle size class
\( \varepsilon \) Dissipation rate of k (m\(^2\) s\(^{-3}\))
\( \varepsilon_P \) Particle emissivity (-)
\( \lambda \) Thermal conductivity (W m\(^{-1}\) K\(^{-1}\))
\( \mu \) Viscosity (Pa s)
\( \mu_t \) Turbulent viscosity (Pa s)
\( \rho \) Gas density (kg m\(^{-3}\))
\( \rho_P \) Particle density (kg m\(^{-3}\))
\( \tau_{ij} \) Reynolds stress tensor (Pa)
\( \sigma \) Stefan–Bolzmann constant 5.6704 \(-8\) (W m\(^2\) K\(^4\))
\( \chi \) Percentage deviation (-)
\( \omega \) Specific dissipation rate of k (s\(^{-1}\))

**Sub- and Superscripts**
\( \text{P} \) Particle
\( \text{t} \) Turbulent
\( \text{VW} \) Volatile matter
\( \text{W} \) Water
\( \text{0} \) Initial value

**Abbreviations**
\( \text{AR} \) As Received
\( \text{CFD} \) Computational Fluid Dynamics
\( \text{DAF} \) Dry Ash Free
\( \text{HHV} \) Higher Heating Value
\( \text{IRZ} \) Internal Recirculation Zone
\( \text{LES} \) Large Eddy Simulation
\( \text{LHV} \) Lower Heating Value
\( \text{R-KE} \) Realizable k-\(\varepsilon\) Model
\( \text{RANS} \) Reynolds Averaged Numerical Simulation
\( \text{RNG} \) Renormalization Group Theory
\( \text{RNG-KE} \) RNG k-\(\varepsilon\) model
\( \text{RR} \) Rosin–Rammler distribution function
\( \text{RSM} \) Reynolds Stress Model
\( \text{RWTH} \) Rheinisch-Westfälische Technische Hochschule
\( \text{S-KE} \) Standard k-\(\varepsilon\) model
\( \text{SC} \) Particle Size Class
\( \text{SD} \) Particle Size Distribution
\( \text{SMD} \) Sauter Mean Diameter
\( \text{SST} \) Shear Stress Transport k-\(\omega\) model
\( \text{TPD} \) Turbulent Particle Dispersion
\( \text{TV} \) Turbulent Viscosity
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