The magnetic field of the double-lined spectroscopic binary system HD 5550
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ABSTRACT

Context. The origin of fossil fields in intermediate- and high-mass stars is poorly understood, as is the interplay between binarity and magnetism during stellar evolution. Thus we have begun a study of the magnetic properties of a sample of intermediate-mass and massive short-period binary systems, as a function of binarity properties.

Aims. This paper specifically aims to characterise the magnetic field of HD 5550, a double-lined spectroscopic binary system of intermediate-mass.

Methods. We gathered 25 high-resolution spectropolarimetric observations of HD 5550 using the instrument Narval. We first fit the intensity spectra using Zeeman/ATLAS9 LTE synthetic spectra to estimate the effective temperatures, microturbulent velocities, and the abundances of some elements of both components, as well as the light-ratio of the system. We then applied the multi-line least-square deconvolution (LSD) technique to the intensity and circularly polarised spectra, which provided us with mean LSD line profiles. We fit the Stokes I line profiles to determine the radial and projected rotational velocities of both stars. We then analysed the shape and evolution of the V profiles using the oblique rotator model to characterise the magnetic fields of both stars.

Results. We confirm the Ap nature of the primary, previously reported in the literature, and find that the secondary displays spectral characteristics typical of an Am star. While a magnetic field is clearly detected in the lines of the primary, no magnetic field is detected in the secondary, in any of our observation. If a dipolar field were present at the surface of the Am star, its polar strength must be below 40 G. The faint variability observed in the Stokes V profiles of the Ap star allowed us to propose a rotation period of \(6.84^{+0.04}_{-0.03}\) d, close to the orbital period (\(6.82\) d), suggesting that the star is synchronised with its orbit. By fitting the variability of the V profiles, we propose that the Ap component hosts a dipolar field inclined with the rotation axis at an angle \(\beta = 156 \pm 17^\circ\) and a polar strength \(B_3 \approx 65 \pm 20\) G. The field strength is the weakest known for an Ap star.
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1. Introduction

The last decades brought a wealth of information on the magnetic fields of A-, B- and O-type stars. It is now well established that a small fraction (5-10\%) of OBA stars host strong (\(\sim 100\) G to \(\sim 30\) kG) fossil (i.e. not continuously maintained against ohmic decay) fields organised on large-scales (dominated by ohmic decay) fields. These fields are observed in stars of all masses from \(\sim 1\) to \(\sim 100\) M\(_\odot\), and all evolutionary stages from the pre-main sequence to the end of the main sequence, and even maybe in the red-giant phase (Donati & Landstreet 2009, Alecian et al. 2013, Aurière et al. 2015, Wade et al. 2015). The favoured hypothesis assumes that these fields are fossil and have been shaped during the star formation (Borra et al. 1982, Moss 2001). While this hypothesis can explain almost all the properties of the OBA magnetic fields, we still need to understand why only a small fraction of the OBA stars host fossil fields, while the large majority host very weak or no fields.

The impact of the magnetic fields on the structure and environment of OBA stars can be of different order depending on the magnetic strength and the temperature of the stars. On one hand, in A-type stars the magnetic fields seem to affect only the composition of the upper layers, producing strong chemical stratification and surface peculiarities. This stratification is due to the magnetic field impact on diffusion processes as observed in the magnetic Ap/Bp stars (Michaud 1970, Babel & Michaud 1991, Alecian & Stift 2010, Stift & Alecian 2012). Other on the other hand, magnetic fields in O and early-B type stars have a strong impact on the close stellar environment by forming complex and highly dynamical magnetospheres within a few stellar radii, and could even modify significantly the mixing processes in their interiors (ud-Doula & Owocki 2002, ud-Doula et al. 2008, Townsend & Owocki 2005, Briquet et al. 2013). Fossil fields can also affect significantly the angular momentum evolution of the stars. In early B- and O-type stars the magnetic coupling between the radiatively-driven winds and the magnetic fields can carry away a large amount of angular momentum, braking the surface of the stars, and forcing an internal redistribution of angular momentum (ud-Doula et al. 2009). Observational evidence of rotational braking has been recently obtained...
in one magnetic B star (or Ori E, Townsend et al. 2010). In late-B and A-type stars, a strong dichotomy exists between the non-magnetic single stars that rotate more rapidly than the magnetic ones (Abt & Morrell 1995). Whether such a dichotomy has been shaped during the early pre-main sequence phase or even earlier remains to be understood (Stepien et al. 2000; Alecian et al. 2013).

The presence of a companion, in some cases, can also have an effect on the evolution of stars. An initially eccentric binary system with non-synchronised, non-aligned components will tend to an asymptotic state with circular orbits, synchronised components, and aligned spins (e.g. Hut 1980). When both objects are originally close enough, such an evolution can occur on time-scales shorter than the star lifetime, and produces slowly rotating stars (Zahn 1977). Furthermore such an evolution is possible thanks to a dissipation of the kinetic energy of internal flows into heat. Whether or not such flows affect the fossil fields residing in OBA stars is still an open question (Ogilvie & Lin 2007; Remus et al. 2012; Cébron & Hollerbach 2014). In addition, in the case of companions separated by only a few stellar radii, and depending on the mass of the stars, interactions such as magnetospheric interaction, wind-wind interaction, magnetic reconnection, or magnetic braking - orbit interaction can occur, affecting the environment and evolution of the stars (Russell et al. 2011; Jd-Doula et al. 2009; Gregory et al. 2014; Barker & Ogilvie 2009). Finally, it is now evident that magnetic fields play a major role on the star formation, and in particular on the core fragmentation, hence the formation of binary and multiple systems (Commerçon et al. 2011; Masson et al. 2012). Theoretical studies in recent years have shown that magnetic flux must be removed from the original molecular cloud to be able to reproduce the commonly observed binary and multiple systems, and young stars with disks. When and how this removal occurs, and whether it is at the origin of the magnetic dichotomy of the OBA stars remains to be understood.

It is in this context that the Binarity and Magnetic Interaction in various classes of Stars (BinaMIcS) project has taken place, in order to study the interplay between magnetism and binarity, and their impact on the structure, environment and evolution of the stars. To this aim, we need to gather information on the basic statistics and the magnetic field strength and topology of a statistically large sample of close binary systems (with orbital periods shorter than 20 days). These are the systems in which we expect significant mutual interaction via tidal or magnetospheric interaction.

The system studied in this paper is HD 5550. It was previously reported to be an Ap SrCrEu type star (Reison et al. 1991). Based on a measurement of the Geneva Z-index (Cramer & Maeder 1980), North & Cramer (1984) give a photometric estimation of the mean surface field of about 100 G, i.e. one of the faintest fields of their sample. Its SB2 nature was discovered by Carrier et al. (2002) thanks to CORAVEL and ELODIE data for a sample of chemically peculiar stars obtained to study multiplicity among CP stars. The analysis of their data allowed them to constrain the orbit. Assuming a null eccentricity, they find an orbital period around 6.8 days, and a mass ratio of about 1.5. They also report chemical peculiarities in both components of the system, but cannot distinguish between Am and Ap peculiarities.

In this paper we report on our analysis of the intensity and polarised spectra of HD 5550. We first describe the observations in Section 2. Then in Section 3 we detail our analysis of the intensity spectra that allowed us to estimate the effective temperature and chemical peculiarities of both stars, as well as the orbital parameters. The analysis of the polarised spectra, and how it allowed us to constrain the surface magnetic fields of both components is detailed in Section 4. Finally, a summary is given in Section 6.

### 2. Observations

Twenty five observations have been obtained with the instrument Narval installed at the Télescope Bernard Lyot (TBL, Pic du Midi, France), in the circular polarimetric mode, as part of a two-year Large Program allocated to the BinaMIcS collaboration (P. C. Neiner) and started in March 2013. Each polarimetric measurement was obtained by acquiring four successive individual spectra, between which we rotated the retarders in an appropriate way so as to exchange the beam pass of both orthogonal polarisation states in the 2nd and 3rd observations. This allows to minimise the systematic errors due to small instrumental defects. All measurements have been reduced using the dedicated data reduction software Libre-EspRIT (Donati et al. 1997), available at the telescope. The resulting spectrum covers a wavelength range from 370 to 1048 nm, with a resolution of 65000 (for additional information on the Narval instruments and data, see e.g. Donati et al. 2006, 2008; Silvester et al. 2021).

The intensity $I$ component of the Stokes vector is formed by adding the four individual spectra, while the polarised Stokes $V$ component has been obtained by combining them using the ratio method (Baganulo et al. 2009). A diagnostic null spectrum $N$ has also been obtained by combining the spectra in such a way as to cancel the polarisation from the object, which may reveal possible spurious polarisation contributions (Donati et al. 1997). Finally, a continuum normalisation of the Stokes $I$ spectra has been performed in order to compare all observations using...
the IRAF\(^2\) routine \textit{continuum} by fitting cubic spline functions to the line-free portions of the spectra. Table 1 summarises the log of the observations. Columns 1 to 5 give the spectrum identification, date and UT time, heliocentric Julian date (HJD) of the middle of the observation, total exposure time, and signal-to-noise ratio (S/N) of the observations per spectral pixel at 597 nm in the V spectrum.

### 3. Analysis of the intensity spectra

#### 3.1. Spectral disentangling

We use the Fourier-based spectral disentangling (SPD, hereafter) technique (Hadrava 1995) as implemented in the FDBinary code (Ilić et al. 2004) to simultaneously optimise the disentangled spectra of both stellar components and the orbital elements of the system. The Fourier implementation of the method is superior to the original technique introduced by Simon & Sturm (1992) applied in the wavelength domain. It is indeed much faster and is thus readily applicable to the (long) time-series of high-resolution spectroscopic data.

##### 3.1.1. Orbital solution

Since the spd method becomes degenerate when the orbital period is optimised together with other orbital elements, we have chosen to fix the period to the value of 6.82054 d reported by Carrier et al. (2002). Our choice is justified given the precision of 2×10\(^{-4}\) d on the orbital period that has been reached in the above mentioned study. For the spd solution to be stable and unique, a uniform spectral coverage of the orbital period is required. As illustrated in Fig. 1 our spectra provide excellent phase coverage, with only a small gap between orbital phases 0.1 and 0.2, with phase zero being indicative of the maximum radial velocity (RV, hereafter) separation of the two stars.

We selected six wavelength regions between 4000 and 5000 Å from our composite spectra and used them to optimise the solution for the following five orbital elements: the time and longitude of periastron (\(T_0\) and \(\omega\)), the RV semi-amplitudes of both stellar components (\(K_1\) and \(K_2\)), and the orbital eccentricity (\(e\)). The selection of the wavelength regions used for the calculation of the orbital solution was made very carefully to ensure they contain a sufficient number of strong metal lines that can be cut at the local continuum points. The orbital elements obtained from the individual wavelength regions as well as their average values are reported in Table 2. Our orbital solution is in good agreement with the solution presented by Carrier et al. (2002). We follow Carrier et al. (2002) and define the primary (A) star as the hottest and more massive one, and the secondary (B) star as the coolest and less massive one.

##### 3.1.2. Disentangling of stellar spectra

We use the orbital solution reported in the last column of Table 2 to compute the disentangled spectra of the individual stellar components of the HD 5550 system. The spectra are disentangled over a wide wavelength range, from 4150 to 5700 Å, and excludes the spectral region of the H\(_\alpha\) line. This line is not considered because of the pronounced interstellar band present in the red wing of the profile. We do not go further to the blue part of the spectrum because the uncertainty in the normalisation of the observed spectra rises towards the blue edge of the spectra. The red part of the spectrum is omitted because of large contribution from telluric lines. The spectral disentangling technique is well-known to suffer from undulations in the resulting decomposed spectra (Hadrava 1995, Ilić et al. 2004), which is due to the instability of the zero frequency mode in the Fourier domain. To minimize the effect, we divide our spectra into ~30 Å overlapping wavelength regions, and merge them afterwards to produce the disentangled spectra in the complete wavelength range. The remaining low-amplitude undulations are corrected by fitting low-degree polynomial to a few carefully selected continuum points in both disentangled spectra before the merging of the individual wavelength regions. A small portion of the separated spectra of both components is illustrated in Fig. 2.

#### 3.2. Fundamental parameters determination

We have fit the combined intensity spectrum of the system to determine many stellar parameters: the radial, microturbulent, and projected rotational velocities (\(v_{\text{rad}}, v_{\text{turb}}, v\sin i\)), the surface abundances, the effective temperatures (\(T_{\text{eff}}\)), and the light-ratio (\(L_A/L_B\)). The continuum normalisation of our echelle spectra is too approximate in the wings of the Balmer lines to constrain the surface gravities. We have fixed them to appropriate numbers for main-sequence A-type stars (log g = 4.0 – 4.5). The fitting procedure we have adopted consists of several steps. We first determined approximate guesses of the parameters by fitting with the eye the combined spectrum of one observation. We then applied a semi-automatic fit to derive more accurate values of a set of parameters: the effective temperatures, microturbulent velocities, abundances, and light-ratio. Next we used these values to compute line-masks appropriate to both components and applied the LSD technique that computes weighted cross-correlated profiles. We then fit the LSD profile shapes to determine accurately the radial and rotational velocities. Finally, we applied once more the semi-automatic fitting procedure using these new values and determined new values of the effective temperatures, microtur-
bulent velocities, abundances, and light-ratio. We find that the effective temperatures have not significantly changed and that the line-masks do not need to be modified, which closes the iteration process. We detail below the successive steps.

3.2.1. The eye-fitting procedure

To get initial estimates of the effective temperatures, \( \nu \sin i \), and radial velocities of the two components, we first performed a fit with the eye using the IDL visualisation script BINMAG1 (kindly put at our disposal by O. Kochukhov). BINMAG1 computes the composite spectrum of a binary star, and takes as input two synthetic spectra of different effective temperatures and gravities, each corresponding to one of the two binary components. The code convolves the synthetic spectra with instrumental, turbulent and rotational broadening profiles. It then combines them according to the ratio of radii of the components specified by the user, and the flux ratio given by the atmospheric models, to produce the spectrum of the binary star. The individual synthetic spectra were calculated in the local thermodynamic equilibrium (LTE) approximation, using the code SYNTH3 (Kochukhov 2007). SYNTH3 requires, as input, atmospheric models obtained using the ATLAS 9 code (Kurucz 1993) and a list of spectral line data obtained from the VALD database\(^3\) (Vienna Atomic Line Data base, VALD3 version). In this process we fixed the surface gravity to \( g \approx 4.0 \), and the microturbulent velocities to \( 2 \, \text{km s}^{-1} \), respectively. We modified the parameters that are affecting most the spectra: the effective temperatures, \( \nu \sin i \), radial velocities of both components, and ratio of radii, until a match was approximately found. We first assumed solar abundances, then modified the abundances of some elements showing the strongest anomalies (Cr, Fe, Ti) to reach a better match. We emphasise that this procedure was employed only to estimate first guesses, allowing the semi-automatic procedure described below to work efficiently.

3.2.2. The semi-automatic fitting procedure

To improve the fit and get a better estimates of the parameters, we then used the LMA semi-automatic routine developed by one of us (CPF), and described in detail in Folsom et al. (2012). LMA performs an iterative fit using a Levenberg-Marquardt\(^\nu\) minimisation technique and composite synthetic spectra of a binary star. The synthetic spectra of both stars are computed using the ZEEMAN spectrum synthesis program (Landstreet 1985; Wade et al. 2001), given the effective temperatures, surface gravities, rotational and microturbulent velocities for each star. An additional local thermal broadening \( (\nu_B) \) can also be set to non-zero values. We initially set it to \( 0 \, \text{km s}^{-1} \). We assumed negligible effects of the magnetic fields on the spectral line of the primary, which is reasonable considering the relatively faint magnetic polar strength of the primary, and the low upper limit on the magnetic polar strength of the secondary (Sect. 4). Both synthetic spectra are computed in absolute flux. Then they are shifted to the appropriate radial velocities, and they are added, weighted by the square of the ratio of radii specified by the user. The spectra are then normalised by the sum of the continuum

Table 2. Orbital elements of the HD 5550 system computed from six individual wavelength regions. Our final orbital solution is represented by the average values computed from these six regions; errors are \( 1\sigma \) standard deviations of the mean and are given in parenthesis in terms of last digits.

| Parameter | Unit | Wavelength range (Å) | Average | 4042–4047 | 4125–4133 | 4170–4175 | 4557–4560 | 4822–4825 | 4916–4929 |
|-----------|------|----------------------|---------|------------|------------|------------|------------|------------|------------|
| \( P \)   | days | 4042–4047            | 6.82054*| 6.82054*   | 6.82054*   | 6.82054*   | 6.82054*   | 6.82054*   | 6.82054(20)*|
| \( T_0 \) | HJD (24 000 00+)     | 50988.42 | 50988.50 | 50988.47   | 50988.43   | 50988.53   | 50988.43   | 50988.46(5) |
| \( e \)   |       | 0.005                | 0.005   | 0.006      | 0.007      | 0.008      | 0.006      | 0.006(1)    |
| \( \omega \) | degree   | 167.1                | 171.1   | 169.7      | 168.1      | 173.1      | 167.9      | 169.5(2.3)  |
| \( K_A \) | km s\(^{-1}\) | 24.97                | 25.28   | 24.96      | 24.86      | 24.80      | 24.92      | 24.97(17)   |
| \( K_B \) | km s\(^{-1}\) | 38.72                | 38.48   | 38.43      | 38.57      | 38.66      | 38.60      | 38.58(11)   |

\( ^\ast \) adopted from Carrier et al. (2002). In the last column the uncertainty in bracket is from Carrier et al. (2002).
spectra of the two stars, weighted by the square of the ratio of radii. The semi-automatic fitting procedure we have adopted consists in several steps. Assuming at first solar abundances, we have alternatively fitted the parameters of one of the two components (\(T_\text{eff}, \mu, \text{and } R/A\)) while fixing the parameters of the other component, until a convergence was found (i.e., until a relative difference, between one iteration and the next, below 3% was found for all the parameters). For both stars, the rotational broadening and radial velocities were fixed to the eye-fitting estimates. For each iteration, we have fitted simultaneously 17 spectral windows of 100 Å maximum width, distributed between 4160 Å and 6460 Å, and avoiding the Balmer lines and the portions of the spectra heavily contaminated with telluric lines. We then compared the result of the fit with the observation, and computed the local \(\chi^2\) value for each spectral bin, as follows:

\[
\chi^2_i = \frac{(I_{\text{obs}} - I_{\text{mod}})^2}{\sigma(I_{\text{obs}})^2}
\]

This allows one to estimate the significance of the difference between the observation and the model, and identify the elements with the strongest anomalies. We found that some elements (see Table 3) needed to be adjusted for both stars, in order to get a better agreement with the observations. To this aim we proceeded as above by fitting the parameters of each star, alternatively, until a convergence was reached. For each star, we fit the abundances (\(\log N_X/N_H\)) first, by fixing the fundamental parameters (\(T_\text{eff}, \mu,\) and \(R/A\)), and then fixed the abundances to the new ones, and fit once more the fundamental parameters. We proceeded this way as many times as needed until convergence was reached. The whole procedure was applied one more time using the more accurate values of \(\sin i, \nu_\text{rad}\) and \(\nu_\text{th}\), derived from the mean LSD profiles (Sect. 3.5).

### 3.2.3. Adopted parameters and uncertainty estimation

The uncertainties on the derived parameters can have many sources: uncertainties on \(\log g, \sin i, \nu_\text{th}\), and spectral variability. Indeed, Ap stars often show rotational variability in their spectra due to inhomogeneous abundance patches over the stellar surface or to rotational modulation of the Zeeman effect in individual lines. We can therefore expect such variability in our spectra, which would imply uncertainties on the fundamental parameters obtained using only one observation at one rotation phase. Additional uncertainties could be caused by the blends of the primary and secondary lines, which change with the orbital phase. To estimate the maximum effect on the fitted parameters, we selected two observations obtained at different orbital phases, and rotational phases. The rotation period of the magnetic star, being yet unknown, we based our choice on the amplitude of the Zeeman signature of the V observations. We fixed our choice to the spectra #1 and #11, and performed many semi-automatic fits by fixing the \(\log g\) values to 4.0 and 4.5, and the \(\sin i\) and \(\nu_\text{th}\) to their minimum and maximum values given by their error bars (Table 3). The average, minimum and maximum values of all the solutions have been used to determine the adopted values and uncertainties on the effective temperatures, microturbulent velocities, light-ratio, and abundances, summarised in Table 3.

Our study confirms that the primary component is an Ap star, and we find that the secondary component is an Am star.

| Component | A | B |
|-----------|---|---|
| \(R/A/R_B\) | 1.24\(^{+0.33}_{-0.24}\) | |
| \(\nu_\text{sin } i\) (km s\(^{-1}\)) | 4.7\(^{+1.3}_{-0.8}\) | 3.2\(^{+0.3}_{-1.9}\) |
| \(\nu_\mu\) (km s\(^{-1}\)) | 0.0(8) | 3.2\(^{+0.3}_{-1.9}\) |
| \(T_\text{eff}\) (K) | 1.9\(^{+1.5}_{-1.9}\) | 4.0\(^{+1.3}_{-2.9}\) |
| \(\log g\) (cgs) | 11400(300) | 7800\(^{+170}_{-80}\) |

### Notes

The parameters that have been fitted in the fitting procedure are those with the uncertainties indicated in brackets. The uncertainties refer to the last digits of the associated values. The parameters that have been fixed have no uncertainties. The two fixed values of \(\log g\) used in the procedure are indicated.

### 3.3. Extraction of the individual spectra

For the following magnetic analysis, we need to extract individual spectra of both components separately for every observation. To this aim we first checked in the intensity spectra the variability of the lines of both components, and found that no strong variability is affecting our data. We can therefore efficiently remove the companion contamination from the combined spectra using the disentangled ones, producing individual spectra normalised to the summed continuum intensity of the binary. We fi-
nally normalised the spectra to the correct continuum intensity of the considered star (primary or secondary) using the fundamental parameters of Table 3. The whole procedure was first done using initial-estimate radial velocities, then done a second time using the radial velocities determined in Sec. 3.5. We describe below the steps of the procedure.

3.3.1. Analysis of the variability of the spectra

We first selected the 19 observations at orbital phases where the radial velocities between both components are larger than 30 km s\(^{-1}\). This allows us to study the variability inside the individual spectral lines of each component without contamination by spectral lines of the same transition from the companion. The temperature difference between both companions is large enough to also create blends of lines of different transitions even at large RV shifts, which is amplified by the abundance anomalies of both stars. We have therefore selected lines of the primary and secondary that are not blended with any lines from the companion whatever the orbital phase. The number of the selected lines is less than 10 per component and they correspond to Cr, Fe and Mn for the primary, and Fe and Ti for the secondary. For each line we proceeded as follows. We cancelled the orbital RV shift and superimposed the lines of all 19 observations. We finally measured the mean and standard deviation for a few transitions is illustrated in Fig. 4. In the secondary’s lines, the standard deviations of the line pixels are of the same order as that of the continuum. An example of the overplotted spectral lines and in the continuum are indicated in the bottom left corners.

![Fig. 4.](image)

- **Cr ii 5237 Å (left) and Fe i 5427 Å (middle) lines of the primary, and Fe i 4476 Å (right) line of the secondary, for the 19 observations in the text (Sec. 3.3.1, overplotted coloured lines).** The mean (diamonds) and standard deviations (vertical bars) of each pixel inside and around the line have been overplotted and shifted by −0.05 in the y-direction for the left and right panels, and by −0.02 for the middle panel. Red diamonds represent the pixels inside the spectral line, while blue diamonds represent the pixels in the local continuum. The averages of the standard deviations inside the line (σ(line)) and in the continuum (σ(cont)) are indicated in the bottom left corners.

3.3.2. Extraction and normalisation of the individual spectra

The individual spectra of both components have been extracted in the same way for all observations. We have shifted the disentangled spectrum of the companion to the radial velocity of the companion for the relevant observation. We then subtracted the shifted disentangled spectrum from the observation. This provides the individual spectrum of the star normalised to the summed continuum of the binary (I\(_A\) + I\(_B\)). To correct it from the continuum intensity of the companion, we computed the flux ratio as follows. The difference in temperatures between the components is large enough for the flux ratio to be significantly dependent on wavelength. We used the fundamental parameters of Table 3 and the ZEEMAN code to compute the flux ratio over the wavelength range of the disentangled spectra, as detailed in Sect. 3.2.

Fig. 5 illustrates a portion of the spectrum of the binary (the original observation), and the extracted individual spectra of the primary and secondary. The extracted spectra do not show any signatures from the companion at the noise level. This is true for the whole wavelength range and all the observations, indicating the success of the applied procedure.

3.4. Radial velocity determination

3.4.1. Least-squares deconvolution

We applied the Least Squares Deconvolution (LSD) procedure to our spectra [Donati et al. 1997]. This procedure combines the information contained in many metal lines of the spectrum, in order to extract the mean intensity (Stokes I) and polarised (Stokes V) line profiles. In Stokes I, each line is weighted according to its central depth, while in Stokes V the profiles are weighted according to the product of the central depth, wavelength and Landé factor. These parameters are contained in a ‘line mask’ derived from a synthetic spectrum corresponding to the effective temperature and gravity of the star. The construction of the line mask for each star involved several steps. Our masks were first constructed using VALD line lists using stellar temperature, gravity, and abundances adapted to our stars. Our masks contain only lines with intrinsic depths larger or equal to 1% of the continuum level. In a second step we excluded from the masks hydrogen Balmer lines, strong resonance lines, and lines contaminated with telluric lines. Finally, we modified the intrinsic line depths in order to take into account the relative depth of the lines of the observed individual spectra. The last two steps turned out to be crucial for a reliable determination of the radial velocities of both components, and therefore for ensuring the absence of residuals from the companion in the individual spectra after subtracting the companion spectrum. Finally, the mean Landé
factor, the mean wavelength, and the mean line depth used to normalise the \( I \) and \( V \) profiles are respectively, 1.2, 500 nm, and 0.2 of the continuum. The LSD \( S/N \) in \( V \) are given in column #2 of Table 4 for the primary mask, and in column #5 for the secondary mask.

**Table 4.** LSD \( S/N \) and longitudinal field measurements

| Sp. # | \( S/N \) | Primary \( B_i(V) \) G | Secondary \( B_i(N) \) G | \( S/N \) |
|-------|-----------|-----------------|-----------------|--------|
| 1     | 11800     | -17.8±4.2       | 4.4±4.2         | 26700  |
| 2     | 12200     | -20.6±4.8       | 2.8±4.8         | 27600  |
| 3     | 12500     | -26.4±4.2       | 0.3±4.2         | 28100  |
| 4     | 13800     | -12.8±4.1       | 3.1±4.1         | 31000  |
| 5     | 14500     | -23.7±3.5       | 0.5±3.5         | 32800  |
| 6     | 15200     | -19.3±3.8       | -4.0±3.8        | 34400  |
| 7     | 14600     | -24.4±4.0       | -1.9±4.0        | 33000  |
| 8     | 14600     | -12.1±3.7       | -0.8±3.7        | 33100  |
| 9     | 15000     | -12.2±3.6       | 7.5±3.6         | 34100  |
| 10    | 15000     | -20.9±3.8       | 5.4±3.8         | 33900  |
| 11    | 13900     | -20.7±4.2       | -1.9±4.2        | 31400  |
| 12    | 13400     | -13.8±4.3       | 0.8±4.3         | 30300  |
| 13    | 14900     | -14.0±3.7       | -0.1±3.7        | 33900  |
| 14    | 12200     | -14.9±4.4       | 2.4±4.4         | 27700  |
| 15    | 14800     | -14.5±3.7       | 3.5±3.7         | 33400  |
| 16    | 12700     | -23.7±4.4       | 0.8±4.4         | 28700  |
| 17    | 13400     | -16.0±3.7       | -0.6±3.7        | 30400  |
| 18    | 14300     | -18.7±4.0       | -4.6±4.0        | 32400  |
| 19    | 14600     | -20.6±3.7       | -1.3±3.7        | 33100  |
| 20    | 14500     | -15.8±3.9       | -1.8±3.9        | 32900  |
| 21    | 10300     | -19.0±5.6       | -7.4±5.6        | 23500  |
| 22    | 14800     | -17.9±3.8       | 1.8±3.9         | 33500  |
| 23    | 12400     | -16.4±4.4       | 5.5±4.4         | 28100  |
| 24    | 15600     | -23.7±3.7       | -0.2±3.7        | 35200  |
| 25    | 16000     | -24.3±3.7       | -0.1±3.7        | 36100  |

3.4.2. Fit of the LSD \( I \) profiles

We applied the LSD procedure to all our original observations of the binary system using successively the two masks generated for the two components. The temperature difference between both components is small enough that many spectral lines of the same transition are created by both components. As a result, the LSD \( I \) profiles always display two components: a deep one corresponding to the mask used, and a shallow one corresponding to the companion.

We performed a simultaneous Least-Squares fit to the 25 LSD \( I \) profiles computed using the mask of the primary. Each profile is fit with the sum of two functions, each function modelling the line profile of one component. Each one of these two functions is the convolution of a rotation function (for which the projected rotational velocity \( v \sin i \) is a free parameter in the fit) and a gaussian whose width is computed from the spectral resolution and an additional Gaussian broadening (free parameter) (Gray 1992).

![Fig. 5. Original combined (top, black) and re-normalised individual primary (middle, red) and secondary (bottom, blue) spectra of observation #1. The primary and secondary spectra have been shifted downward for display purpose.](image)

![Fig. 6. LSD \( I \) (bottom, black), \( V \) (top, red), and \( N \) (middle, blue) profiles of spectrum # 10 computed using the mask of the primary (left panel), and the mask of the secondary (right panel). The \( V \) and \( N \) profiles have been amplified and shifted in the y-axis for display purpose. The fits of the \( I \) profiles (Sec. 3.4.2) are overplotted with dashed-pink lines.](image)

The free parameters of the fitting procedure are the centroids, depths, projected rotational velocities \( v \sin i \), and the additional Gaussian broadening \( (v_B) \) of both components. The centroids of both functions can vary from one profile to another, whereas the depths, \( v \sin i \) and \( v_B \) of both components cannot. This fitting procedure therefore assumes that the depths \( v \sin i \) and \( v_B \) of both components do not vary with time, which is reasonable when considering the faint variabilities observed only in a few individual lines of the primary. For both stars, the values of the
additional Gaussian broadening are found to be non-zero, and are required to fit well the wings of the lines. The $v \sin i$ of both stars are indeed found to be relatively low ($< 5 \text{ km s}^{-1}$) and are clearly not dominating the broadening of the lines. We have removed from the masks used to compute the LSD profiles all strong lines for which the pressure or natural broadening are dominant, we interpret this additional Gaussian broadening as a local thermal Doppler broadening. Such broadening is faint enough to be usually ignored in case of fast rotation but cannot be ignored in case of low rotation ($v \sin i \lesssim 20 \text{ km s}^{-1}$). Figure 6 shows an example of such a fit for spectrum #10, for both masks. This automatic fitting procedure enables us to measure the radial velocities with $1\sigma$ errors of 1.6 -- 1.8 km s$^{-1}$ for the primary (using the primary mask), and 2 -- 3 km s$^{-1}$ for the secondary (using the secondary mask). Table 5 summarises our adopted radial velocity measurements for both components, while the $v \sin i$ and $v_{\text{th}}$ are summarised in Table 2.

4. Magnetic analysis of the primary star

4.1. The LSD $V$ and $N$ profiles

The LSD $V$ profiles of our observations (see an example in Fig. 6) show clear signatures in the primary component, but not in the secondary. The false-alarm probabilities of the primary signatures, as defined by Donati et al. (1997), are all lower than $10^{-9}$ indicating that the signatures are all significant (definite detections). The signatures display a typical Zeeman S-shape. They are centred on the centroid of the primary component, and are as broad as the primary $I$ profiles. The $N$ profiles display flat signal in all our observations indicating that the $V$ profiles are not contaminated with spurious signal. All of which allows us to confidently conclude that a magnetic field is detected at the surface of the primary, but not at the surface of the secondary. If a magnetic field is present at the surface of the secondary, it creates a signature that is lower than the noise level of our observations. We can therefore assume that the contribution of the secondary to the circular polarisation signal is negligible, and that the $V$ profiles are dominated by the signal from the primary. However, the $V$ profiles do need to be corrected for the continuum of the secondary as they are computed with respect to the summed continuum intensity of the binary. We performed this re-normalisation in the same way as for the intensity spectra (Sec. 3.3.2) for the $V$ and $N$ spectra.

To analyse the magnetic field of the primary we used the LSD profiles computed with the mask of the primary, the individual spectra of the primary (as extracted and normalised in Sec. 3.2.2), and the re-normalised $V$ and $N$ spectra described above. Fig. 10 shows the $I$ and $V$ profiles of all our observations ordered by orbital phase. The $V$ profiles all display a similar S-shape. The amplitudes change slightly, but the sign is always the same. This indicates that only the magnetic South pole was visible at the surface of the star at the time of the observations.

Table 5. Radial velocity measurements

| Sp. # | $V_{\text{radA}}$ km s$^{-1}$ | $V_{\text{radB}}$ km s$^{-1}$ |
|-------|-----------------|------------------|
| 1     | 10.6±1.8        | -49.0±2.4        |
| 2     | -30.4±1.8       | 14.2±3.2         |
| 3     | -36.1±1.7       | 23.3±3.1         |
| 4     | 11.5±1.7        | -50.6±3.0        |
| 5     | -3.7±1.8        | -27.2±3.1        |
| 6     | -26.2±1.7       | 8.2±2.9          |
| 7     | -36.9±1.8       | 26.1±3.1         |
| 8     | -7.6±1.7        | -20.2±2.4        |
| 9     | 9.9±1.8         | -48.9±2.3        |
| 10    | 10.3±1.6        | -47.4±2.3        |
| 11    | -29.7±1.8       | 13.7±2.5         |
| 12    | -37.3±1.8       | 25.0±2.4         |
| 13    | -26.3±1.7       | 8.7±2.6          |
| 14    | -3.6±1.8        | -27.3±2.6        |
| 15    | 11.4±1.7        | -50.8±2.4        |
| 16    | -20.9±1.8       | -0.4±2.3         |
| 17    | 12.6±1.7        | -51.3±3.1        |
| 18    | -33.3±1.8       | 19.2±2.4         |
| 19    | 7.6±1.7         | -41.8±2.8        |
| 20    | 12.8±1.7        | -50.7±2.1        |
| 21    | -22.7±1.8       | 2.9±2.5          |
| 22    | -31.4±1.7       | 17.3±2.6         |
| 23    | 7.9±1.7         | -45.2±2.7        |
| 24    | -5.2±1.7        | -24.0±2.3        |
| 25    | -26.1±1.7       | 8.3±2.5          |

Fig. 7. LSD $I$ (left) and $V$ (right) profiles of the primary ordered by orbital phase. The $V$ profiles have been amplified for display purpose. The spectrum number, mean errors, orbital cycles and phases are indicated on the left and right side of the profiles. The orbital cycles have been subtracted by 805, the cycle of the first observation of our dataset.
4.2. Determination of the rotation period

The magnetic fields of Ap stars are in most cases dominated by a strong dipolar component. In a few cases a quadrupolar or octupolar component can be as large or even larger than the dipolar one, but in any case the dominant component is a low-order multipolar field. The magnetic axes are usually inclined with respect to the rotation axis, causing rotational modulation of the longitudinal magnetic field at the surface. We can therefore expect periodic variability in our data directly linked to the rotation period at the surface of the star. We can use this variability of the \( V \) profiles to find the rotation period. To this aim we applied various methods described below.

4.2.1. Search for the rotation period using the longitudinal field measurements

We measured the line-of-sight component of the magnetic field integrated over the stellar surface (the longitudinal field \( B_\ell \)) from our data by computing the first order moment of \( V \) and the equivalent width of \( I \) using the method described by \cite{Wade et al. (2000)}. We used integration limits of 23 km s\(^{-1}\) wide centred on the radial velocity of the \( I \) profiles. The values we find are all negative, and range from \(-26 \) G to \(-12 \) G, with typical error bars of about \( 4 \) G. Using the same method, we measured the longitudinal field values in the LSD \( N \) profiles. All values are found to be consistent with \( 0 \) G, confirming the absence of spurious polarisation in our data. The \( B_\ell \) measurements for \( V \) and the pseudo-\( B_\ell \) measurements for \( N \) are given in columns \#3 and \#4 of Table 4.

We searched for periodic variations in the \( B_\ell \) values using two methods: a simple sine fit to the \( B_\ell \) values, and a clean method. The software we used for these searches is described in \cite{Gutiérrez-Soto et al. (2009)}. The sine fit provided two significant periods at 5.80 and 6.82 d. The clean method provided peaks around 5.68, 6.45, 2.63, 3.55 d. None of these periods are identical, we conclude that no periodicity can be found in the \( B_\ell \) values. However, we note that one of the periods we found (6.82 d) is close to the orbital period.

4.2.2. Search for the rotation period using the Stokes \( V \) profiles

Finally, we attempted a search for periodicity using the entire \( V \) profiles, using both model-independent and model-dependent methods.

Model-dependent methods

We first performed a frequency analysis using various methods. We first used the FAMIAS package4 (Zima 2008). Using a mean 1D Fourier technique applied to the LSD Stokes \( V \) profiles and a S/N significance criterion of 4, we obtained a main frequency peak at \( f_1 = 1.14533 \text{c.d}^{-1} \) with S/N=18, and its 1-d aliases at \(-0.14, 2.14, 3.14, \) etc. We also detect peaks at 1, 2, 3,... c.d\(^{-1}\) and combinations of these peaks with \( f_1 \) at 0.856 c.d\(^{-1}\), etc. Then, we applied the mean 1D Fourier method of FAMIAS to the LSD \( I \) profiles. We found a frequency at 0.14745 c.d\(^{-1}\) with S/N=9. Again we also find 1-d aliases and combinations. From this frequency of the \( V \) and \( I \) profiles, we conclude that \( f \sim [0.145-0.148] \text{c.d}^{-1} \) is the main frequency of variations of HD 5550, corresponding to a period comprised between 6.75 and 6.90 d.

We then fit the individual variation of each pixel within the \( V \) profiles (within \( \pm 10 \) km s\(^{-1}\) of the line center) with a sinusoidal function with three free parameters (amplitude, zero point and phase) with a fixed period. This was done for each pixel, for many periods between between 0.3 and 50 days, constructing a periodogram in \( \chi^2 \) and period for that pixel. We then computed the average of all the periodograms, and looked for minima in \( \chi^2 \) (Fig 8). Only one significant minimum at a 5-\( \sigma \) confidence level is found above 1.2 d, at a period of 6.84 \( \pm 0.15 \) d with a reduced \( \chi^2 \) of 0.62. Below 1.2 d there are significant aliasing. However, those periods are highly improbable with the observed \( v \sin i \) and the magnetic and binary nature of the target. Furthermore, the temporal sampling of our observations suggests we do not have much sensitivity below 1.2 d.

Model-dependent method

The last method we employed has already been described in detail in \cite{Alecian et al. (2008)}. We assume that the magnetic field of the primary component is a dipole, centered inside the star, and inclined to the rotation axis by an obliquity angle \( \beta \). The rotation axis is inclined with respect to the line-of-sight by an angle \( i \), and the magnetic strength at the pole is defined as \( B_0 \) (Fig 9). The magnetic pole points towards the observer at phase 0.0 (given by the initial epoch \( T_0 \)). If both positive and negative poles are observed over one rotation cycle, then we choose the positive magnetic pole to point towards the observer at phase 0.0. We compute the local intensity line profiles on each point of a 5041 elements grid simulating the observed surface of the star. The local \( I \) profile is a Gaussian with a width dependent on the instrumental and local thermal broadening, shifted to the local radial velocity according to the given \( v \sin i \). The local \( V \) profiles are computed in the weak field approximation using the local \( I \) profiles, a mean wavelength of 500 nm, and a mean Landé factor of 1.2, equal to the normalised values used in the LSD computation. The \( V \) and \( I \) profiles are then integrated over the surface using a linear limb-darkening law with a coefficient of 0.43, suitable for the temperature of the star (Claret & Bloemen 2011), and for given values of the rotation phase \(( \phi )\), \( i \), \( \beta \) and \( B_0 \). The rotation phase is obtained from the rotation period \( (P_{\text{rot}}) \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure8.png}
\caption{Periodogram of the LSD \( V \) profiles of the magnetic Ap component.}
\end{figure}
4.3. The magnetic topology of the primary

We assume a rotation period of 6.84 d, and propose a solution for the magnetic topology of the primary. The oblique rotator model used to fit the V profiles has already been described in Sect. 4.2.3. The best model corresponds to \( i = 32.21 \pm 1.38 \), \( \beta = 156 \pm 17^\circ \), and \( B_3 = 65 \pm 20 \) G, where the error bars correspond to a 3σ confidence level, based on \( \chi^2 \) statistics. The rotational initial epoch is found to be \( T_0 = 2456481.5 \pm 0.8 \), which corresponds to a phase shift from the orbital initial epoch of about 0.6. In order to check the uniqueness of the solution we plotted \( \chi^2 \) maps as a function of two of the four fitted parameters \( (T_0, i, \beta, B_3) \), by fixing the other parameters to the values at minimum. We plotted a total of 6 maps corresponding to all possible combinations of 2 parameters among 4, and found no other \( \chi^2 \) minimum. The V profiles corresponding to this solution are plotted over the observations in Fig. 10. We find that the model reproduces well the observations. The uncertainties on the parameters are rather large, which is a consequence on the faint variability of the V profiles over the rotation cycle.

The uncertainty on the flux ratio between both components computed in Sec. 3.3 has not been taken into account in the above study. The uncertainty on the flux ratio is controlled by the uncertainty on the radii ratio \( (R_A/R_B) \) and on the temperatures ratio \( (T_{\text{eff,A}}/T_{\text{eff,B}}) \). The former is the dominant uncertainty, and does not depend on wavelength, while the later is well constrained, but is dependent on the wavelength. As both I and V profiles are computed with respect to the continuum, the uncertainty on the radii ratio has no impact on the magnetic model we derived (the continuum terms effectively cancel out). However, the wavelength dependency of the temperature ratio can affect the solutions of the LSD calculations. To estimate the impact of the uncertainty of the temperature ratio on our solution we have computed I and V LSD profiles of the primary without correcting the continuum for the secondary’s contribution, simulating a very extreme case with a temperature ratio of 1. We find a solution very similar to the above solution, and consistent within the error bars. We can therefore neglect the uncertainty on the temperature ratio in our final solution.

5. Upper limit on the magnetic field of the secondary star

As detailed above, we do not detect a magnetic field at the surface of the secondary component of HD 5550 in our data. The longitudinal field values we measured by integrating the LSD I and V profiles around \( \pm 12 \) km s\(^{-1}\) of the line center, are all consistent with zero with uncertainties comprised between 3 and 4 G.

The signature of a weak magnetic field may have remained hidden in the noise of the spectra of the secondary component. We propose to estimate its maximum strength assuming the simplest magnetic configuration, i.e. a dipole. To this aim, we need to isolate LSD I and V profiles of the secondary without any contamination from the primary for as many observations as possible. Unfortunately, as described above, the LSD profiles, computed with the line-mask tailored for the secondary, are contaminated by the primary. This is problematic near conjunction when both line components are partially or entirely superimposed. While it is possible to disentangle the signals of both components in the intensity spectrum because both components
display significant signal, when one of the two components displays no signal (as in our V spectra) it is not possible to perform a similar disentangling. Therefore, we only used the 15 spectra for which the secondary component is well separated from the primary (i.e. profiles #1, 2, 3, 5, 6, 9, 10, 11, 12, 15, 17, 19, 21, 22 and 25), so that the secondary’s LSD V profiles are not contaminated by the magnetic field of the primary.

To determine the upper limit on the magnetic field of the secondary star, we first fitted the LSD I profiles using a model computed as follows. We first computed local I profiles with two superimposed Gaussian centred on the same velocity, then integrated them over the observed surface. The free parameters of the fitting procedure are the broadenings and depths of the two Gaussians, the radial velocity and \( v \sin i \). The two Gaussians are required in order to reproduce both the wings and the core of the LSD I profiles. The derived \( v \sin i \) are similar to the one derived in Sec. 3.4.2. We then computed 1000 synthetic V profiles for various values of the polar magnetic fields \( B_p \) in the way described in Sec. 4.2.3, using the same mean Landé factor (1.2) and wavelength (500 nm) as the observations. Each of these models uses a random inclination angle \( i \), obliquity angle \( \beta \), and rotational phase. We then added a white Gaussian noise to each profile with a null average and a variance corresponding to the S/N of the observed profile. We proceeded this way for the 15 observations, providing us with 15 sets of 1000 models of V profiles.

For each set of 1000 models, we computed the probability of detection of a magnetic field in each simulated V profile by applying the Neyman-Pearson likelihood ratio test (see e.g. Helstrom 1995; Kay 1998; Levy 2008). This allows us to decide between two hypotheses: the profile contains noise alone or it contains a noisy Stokes V signal. This rule selects the hypothesis that maximises the detection probability, while ensuring that the false-alarm probability \( P_{fa} \) is not higher than a prescribed value. We used \( P_{fa} = 10^{-3} \) for a marginal magnetic detection, as commonly assumed in the literature (e.g. Donati et al. 1997). We then calculated the number of detections among the 1000 models for each one of the 15 observations and for each value of the field strength, and plotted the detection rates (number of detections over 1000) as a function of field strength (see Fig. 11).

We require a 90% detection rate to consider that the field would statistically be detected in one observation. This allows to determine the upper limit of the field strength below which we are not able to detect it in our observations. The upper limits we find for each profile vary between 130 and 200 G, depending on the quality of our data.

Since 15 spectra are at our disposal, statistics can be combined to extract a stricter upper limit by computing the probability that a magnetic field of a given strength has been detected in at least one of the observations. If we assume that the observations are all independent, we can compute this combined probability following the method of Neiner et al. (2015), that we remind here. The computation of the detection rate performed for each observation can be considered as a random test \( i \), with \( 0 < i < n \), and \( n = 15 \) is the number of observations. Each test can have only two outcomes: detected (D) or not-detected (ND) with probabilities \( P(D) \) and \( P(ND) \), where \( P(D) \) is the detection rate described above and \( P(ND) = 1 - P(D) \). If \( n \) tests are performed, all independently, among all the combinations of outcomes, there is only one where all individual outcomes are ND with a probability \( \prod_{i=1}^{n} P(ND) \). All other combinations will contain at least one D. The probability to have at least one detection in a set of \( n \) independent observations is 
\[
1 - \prod_{i=1}^{n} P(ND) = 1 - \prod_{i=1}^{n}(1 - P(D))
\]
We have computed this combined probability for many different polar field strengths (thick curve in Fig. 11) and applied again the 90% limit to derive the upper limit. The final upper limit above which a dipolar magnetic field at the surface of the secondary component would have been detected in our data is 40 G.

![](image-url) Fig. 10. Observed (diamonds) and modelled (red lines) LSD V profiles of the primary ordered by rotational phase. The spectrum number and the rotational phases are indicated on the left and right side of the profiles, respectively.

![](image-url) Fig. 11. Detection probability of a magnetic field in each spectrum of the secondary component of HD 5550, as a function of the magnetic polar field strength. The horizontal dashed line indicates the 90% detection probability, and the thick curve shows the combined probability.
6. Summary and discussion

In the context of the BinaMcS project, we have acquired high-resolution spectropolarimetric Narval observations of a binary system composed of two A-type stars. We have analysed the intensity and circularly polarised spectra of both components, and derived the fundamental parameters of both components. We find in the primary that the abundances of iron-peak elements (except Cr) are slightly enhanced compared to the solar ones [Asplund et al. 2009], that Cr is clearly overabundant, and that rare-earth elements are strongly overabundant, typical of Ap peculiarities. This confirms the Ap nature of the primary suspected by Carrier et al. [2002]. In the secondary, over-abundance of the iron-peak elements, extreme overabundance of Ba, and underabundance of the Ca demonstrate its Am nature. This classification, based only on their chemical properties, is consistent with the magnetic detection in the primary only. Indeed, it is now well accepted that only strong magnetic fields (with field strengths higher than ~300 G) are present only in the Ap/Bp stars, while the Am stars have no or very weak magnetic fields (e.g. Shorlin et al. 2002, Aurière et al. 2007, Blazère et al. 2015).

The magnetic field topology of the primary is typical of Ap/Bp stars, i.e. a configuration dominated by a dipolar component with a non-null magnetic obliquity between the rotation and magnetic axes. The dipolar field strength (65 G) is however the lowest ever found in an Ap star. Indeed, typical magnetic strengths of the Ap and late-type Bp stars are of the order of 1 kG, with a range between 300 G and 30 kG (e.g. Borra & Landstreet 1980, Landstreet 1992, Bagnulo et al. 2006). The latest studies of the magnetic fields in A-type stars provided strong evidence for a magnetic dichotomy between the strongly magnetised Ap stars (with fields larger than ~100G), and the ultra-week magnetic Vega-like stars (with fields lower than 1 G), with a clear desert between both magnetic strength limits (e.g. Aurière et al. 2007, 2010, Lignières et al. 2009, Petit et al. 2011). On the other hand, the Ap component of HD 5550 has a higher temperature than the samples analysed in those works. In early-B type stars (above B3) polar field strengths of 10-100 G have been recently found (Fossati et al. 2015, Briquet, Neiner, Petit et al. submitted). While the limit of 100 G appears to be strict at temperatures lower than 10000 K, it may decrease with increasing temperatures. In any case, the magnetic field of the Ap component of HD 5550 is still more than an order of magnitude larger than the ultra-week magnetic A stars, and do not challenge the dichotomy previously established. The upper limit on the magnetic field of the secondary that we derived is 40 G. This is compatible with the ultra-week fields detected in some Am stars, and is also consistent with the magnetic dichotomy of the A/B stars.

This is only the second time this kind of magnetic analysis has been performed on a short-period double-lined spectroscopic binary containing at least one magnetic Ap component. The other system is HD 98088 [Folsom et al. 2013] with a magnetic Ap primary that is cooler ($T_{\text{eff}} = 8300$ K) than in HD 5550, and a non-magnetic Am secondary with a temperature similar to HD 5550 B ($T_{\text{eff}} = 7500$ K). The orbital periods of the systems are rather close (5.9 d vs 6.8 d). Both components of HD 98088 are already tidally locked. Similarly, the primary of HD 5550 is likely already synchronised with the orbit. We found that the Ap component hosts a predominantly dipolar field with a polar strength of about 3.8 kG, and a magnetic axis pointing approximately towards the companion. In the case of HD 5550, we do not have any observational constraint on the orbital axis, but if the primary is synchronised it is likely that both rotational and orbital axis are aligned. Within this assumption, as the South pole of the magnetic axis is pointing towards the observer at an orbital phase of 0.6, the magnetic axis and the line joining both components are not in the same plane. Furthermore, the angle between the rotation and magnetic axis being about 24°, even if the errors are large, the magnetic axis is clearly not aligned with the orbital plane. Therefore, along the orbit, the secondary sees the magnetic axis under the same and large angle, and only the positive pole.

It is interesting to note that the weakest magnetic Ap star is a member of a close binary system. While this result could be a pure coincidence, it may also indicate that fossil magnetic fields and star formation processes are linked. Indeed, close binary systems must have been formed during the star formation process. However, theoretical works have shown that in presence of strong magnetic fields, the fragmentation is reduced, and binary systems are difficult to form (e.g. Commereçon et al. 2011). Therefore, binary systems can only be formed in relatively weakly magnetised clouds, while only single stars can form in relatively strongly magnetized clouds. If a memory of the initial conditions of star formation are retained all along the star formation processes and star lifetime, only relatively weak magnetic fields can be found in close binary systems. It is too early to be firm about this interpretation. Once the BinaMcS collaboration has accumulated a larger number of analyses of this type, we will be able to draw a larger picture on how magnetism can impact the binary evolution, and conversely.

Acknowledgements. We thank the referee for his judicious comments. We acknowledge financial support from “le Programme National de Physique Stellaire” (PNPS) of CNRS/INSU, France. EA acknowledge financial support from “le Laboratoire d’Excellence OSUG@2020 (ANR10 LABX6)” funded by “le programme d’Investissements d’Avenir”.

References

Abt, H. A. & Morrell, N. I. 1995, ApJS, 99, 135
Alecian, E., Catala, C., Wade, G. A., et al. 2008, MNRAS, 385, 391
Alecian, E., Wade, G. A., Catala, C., et al. 2013a, MNRAS, 429, 1001
Alecian, E., Wade, G. A., Catala, C., et al. 2013b, MNRAS, 429, 1027
Alecian, G. & Stift, M. J. 2010, A&A, 516, A53
Asplund, M., Grevesse, N., Sauval, A. J., & Scott, P. 2009, ARA&A, 47, 481
Aurière, M., Konstantinova-Antova, R., Charbonnel, C., et al. 2015, A&A, 574, A90
Aurière, M., Wade, G. A., Lignières, F., et al. 2010, A&A, 523, A40
Aurière, M., Wade, G. A., Sivestier, J., et al. 2007, A&A, 475, 1053
Babel, J. & Michaud, G. 1991, A&A, 241, 493
Bagnulo, S., Landstreet, J. D., Mason, E., et al. 2006, A&A, 450, 777
Barker, A. J. & Ogilvie, G. I. 2009, MNRAS, 395, 2268
Blazère, A., Neiner, T., Tkachenko, A., et al. 2015, A&A, in press
Borri, E. F., Landstreet, J. D. 1980, ApJS, 42, 421
Borri, E. F., Landstreet, J. D., & Meslet, L. 1982, ARA&A, 20, 191
Briquet, M., Neiner, A., Aerts, C., et al. 2012, MNRAS, 427, 483
Carrier, F., North, P., Udry, S., & Babel, J. 2002, A&A, 394, 151
Cébron, D. & Hollerbach, R. 2014, ApJ, 789, L25
Claret, A. & Bloemen, S. 2011, A&A, 529, A75
Commereçon, B., Hennebelle, P., & Henning, T. 2011, ApJ, 742, L9
Cramer, N. & Maeder, A. 1980, A&A, 88, 135
Donati, J.-F., Catala, C., Landstreet, J. D., & Petit, P. 2006, in Astronomical Society of the Pacific Conference Series, Vol. 358, Astronomical Society of the Pacific Conference Series, ed. R. Casini & B. W. Lites, 362
Donati, J.-F., Jardine, M. G., Gregory, S. G., et al. 2008, MNRAS, 386, 1234
Donati, J.-F. & Landstreet, J. D. 2009, ARA&A, 47, 333
Donati, J.-F., Semel, M., Carter, B. D., Rees, D. E., & Collier Cameron, A. 1997, MNRAS, 291, 658
Folsom, C. P., Bagnulo, S., Wade, G. A., et al. 2012, MNRAS, 422, 2072
Folsom, C. P., Läskius, K., Wade, G. A., et al. 2013, MNRAS, 431, 1513
Fossati, L., Castro, N., Morel, T., et al. 2015, A&A, 574, A20
Gray, D. F. 1992, The observation and analysis of stellar photospheres (Cambridge Astrophysics Series, Cambridge: Cambridge University Press, 1992, 2nd ed., ISBN 0521403200.)

Gregory, S. G., Holzwarth, V. R., Donati, J.-F., et al. 2014, in European Physical Journal Web of Conferences, Vol. 64, European Physical Journal Web of Conferences, 809

Gutiérrez-Soto, J., Floquet, M., Samadi, R., et al. 2009, A&A, 506, 133

Hadrava, P. 1995, A&AS, 114, 393

Helstrom, C. W. 1995, Elements of Signal Detection and Estimation (Prentice Hall)

Hut, P. 1980, A&A, 92, 167

Ilijic, S., Hensberge, H., Pavlovski, K., & Freyhammer, L. M. 2004, in Astronomical Society of the Pacific Conference Series, Vol. 318, Spectroscopically and Spatially Resolving the Components of the Close Binary Stars, ed. R. W. Hilditch, H. Hensberge, & K. Pavlovski, 111–113

Kay, S. M. 1998, Fundamentals of Statistical Signal Processing, Volume 2: Detection Theory (Prentice Hall)

Landstreet, J. D. 1988, ApJ, 326, 967

Landstreet, J. D. 1992, A&A Rev., 4, 35

Levy, B. C. 2008, Principles of Signal Detection and Parameter Estimation (Springer)

Lignières, F., Petit, P., Böhm, T., & Aurière, M. 2009, A&A, 500, L41

Masson, J., Teysier, R., Mulet-Marquis, C., Hennebelle, P., & Chabrier, G. 2012, ApJS, 201, 24

Michaud, G. 1970, ApJ, 160, 641

Moss, D. 2001, in Astronomical Society of the Pacific Conference Series, Vol. 248, Magnetic Fields Across the Hertzsprung-Russell Diagram, ed. G. Mathys, S. K. Solanki, & D. T. Wickramasinghe, 305

Neiner, C., Grunhut, J., Leroy, B., De Becker, M., & Rauw, G. 2015, A&A, 575, A66

North, P. & Cramer, N. 1984, A&AS, 58, 387

Ogilvie, G. I. & Lin, D. N. C. 2007, ApJ, 661, 1180

Petit, P., Lignières, F., Aurière, M., et al. 2011, A&A, 532, L13

Remus, F., Mathis, S., & Zahn, J.-P. 2012, A&A, 544, A132

Renson, P., Gerbaldi, M., & Catalano, F. A. 1991, A&AS, 89, 429

Russell, C. M. P., Corcoran, M. F., Okazaki, A. T., Madura, T. I., & Owocki, S. P. 2011, Bulletin de la Societe Royale des Sciences de Liege, 80, 719

Shorlin, S. L. S., Wade, G. A., Donati, J.-F., et al. 2002, A&A, 392, 637

Silvester, J., Wade, G. A., Kochukhov, O., et al. 2012, MNRAS, 426, 1003

Simon, K. P. & Sturm, E. 1994, A&A, 281, 286

Stepien, K. 2000, A&A, 353, 227

Stift, M. J. & Alecian, G. 2012, MNRAS, 425, 2715

Townsend, R. H. D., Okala, M. E., Cohen, D. H., Owocki, S. P., & ud-Doula, A. 2010, ApJ, 714, L318

Townsend, R. H. D. & Owocki, S. P. 2005, MNRAS, 357, 251

ud-Doula, A., Owocki, S., Townsend, R., Petit, V., & Cohen, D. 2014, MNRAS, 441, 3600

ud-Doula, A. & Owocki, S. P. 2002, ApJ, 576, 413

Ud-Doula, A., Owocki, S. P., & Townsend, R. H. D. 2008, MNRAS, 385, 97

ud-Doula, A., Owocki, S. P., & Townsend, R. H. D. 2009, MNRAS, 392, 1022

Wade, G. A., Bagnulo, S., Kochukhov, O., et al. 2001, A&A, 374, 265

Wade, G. A., Donati, J.-F., Landstreet, J. D., & Shorlin, S. L. S. 2000, MNRAS, 313, 823

Wade, G. A., Neiner, C., Alecian, E., et al. 2015, in MNRAS, submitted

Zahn, J.-P. 1977, A&A, 57, 383

Zima, W. 2008, Communications in Asteroseismology, 155, 17