Neural Parameterization for Dynamic Human Head Editing
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Fig. 1. Given synchronized multi-view videos, our method reconstructs a volumetric representation (a,d) that enables geometry and appearance editing. We demonstrate applications of our method in geometry editing (b), appearance editing (e), and joint editing (c,f).

Implicit radiance functions emerged as a powerful scene representation for reconstructing and rendering photo-realistic views of a 3D scene. These representations, however, suffer from poor editability. On the other hand,
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explicit representations such as polygonal meshes allow easy editing but are not as suitable for reconstructing accurate details in dynamic human heads, such as fine facial features, hair, teeth, and eyes. In this work, we present Neural Parameterization (NeP), a hybrid representation that provides the advantages of both implicit and explicit methods. NeP is capable of photo-realistic rendering while allowing fine-grained editing of the scene geometry and appearance. We first disentangle the geometry and appearance by parameterizing the 3D geometry into 2D texture space. We enable geometric editability by introducing an explicit linear deformation blending layer. The deformation is controlled by a set of sparse key points, which can be explicitly and intuitively displaced to edit the geometry. For appearance, we develop a hybrid 2D texture consisting of an explicit texture map for easy editing and implicit view and time-dependent residuals to model temporal and view variations. We compare our method to several reconstruction and editing baselines. The results show that the NeP achieves almost the same level of rendering accuracy while maintaining high editability.
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1 INTRODUCTION

Modeling, editing and rendering photo-realistic scenes have a wide range of applications in computer games, movie industry, virtual and augmented reality. Traditionally, polygonal meshes combined with texture maps have been adopted as the standard 3D representations in rendering pipelines. Since the geometry and appearance are explicitly modeled, editing can be done naturally by deforming the meshes or modifying the texture maps. However, despite the long-lasting development of mesh reconstruction methods [Huang et al. 2018; Luo et al. 2019; Schönberger and Frahm 2016; Wei et al. 2020], it is still challenging to reconstruct accurate, well-aligned meshes for scenes like dynamic human heads from video, especially at the places of hair, teeth, and the eyes, which exhibit complex geometry and appearance.

To break through the limited representation capacity of mesh-based methods, implicit volumetric representations have gained considerable attention recently for photo-realistic rendering. In particular, neural radiance field (NeRF) [Mildenhall et al. 2020] models scenes as some continuous functions defined densely in a 3D volume. By parameterizing the function using a multilayer perceptron (MLP), scenes are implicitly encoded into the parameters of the neural networks, which is more compact than explicitly storing values in a dense 3D grid, while allowing the volume to model complex scenes at arbitrary resolution. However, encoding the entire scene into the parameters of the neural networks implicitly makes this representation more obscure for interpreting and editing, which greatly restricts the practical usage of these methods.

In this work, we address the challenge of reconstructing high-fidelity dynamic scenes with implicit representations while allowing explicit editing of both the geometry and the appearance. Existing works usually train implicit representations that is conditioned on some latent codes. Scene editing can then be implemented by propagating the editing from the rendered results back to the latent codes [Deng et al. 2021; Liu et al. 2021], or using another encoder network to directly map the editing target to the parameters [Chiang et al. 2022; Wang et al. 2021a]. Similar ideas have also been introduced into implicit human head representations [Gafni et al. 2021; Hong et al. 2022; Sun et al. 2021; Zheng et al. 2022, 2021]. However, latent-code-based editing usually does not allow fine-grained and out-of-domain editing.

NeuTex [Xiang et al. 2021] proposes to model the appearance of implicit scene representation using 2D texture maps. The appearance of the scene can then be edited by modifying the 2D texture maps. However, NeuTex only focuses on static scenes, and how to edit the scene geometry is also unclear. Neural Atlas [Kasten et al. 2021] introduces a similar idea for consistent video editing. It synthesizes each frame of a video by mapping each pixel location to texture atlas space shared by the entire video sequence. The video can then be consistently modified by editing the texture atlas. We adopt the same idea for appearance modeling and editing.

In this work, we present Neural Parameterization (NeP), a volumetric hybrid implicit-explicit 3D representation for dynamic human heads. NeP achieves photo-realistic rendering while allowing for explicit editing of both geometry and appearance. We draw inspiration from traditional texture mapping and propose to decompose a 3D dynamic human head into three components: a density volume, a UV volume and a 2D texture. The decomposition enables the disentanglement of geometry and appearance, which allows us to edit them separately. The density volume, UV volume and the texture are all modeled implicitly as MLPs in the first place to improve the reconstruction quality, and to reduce the memory requirement when modeling the dynamic view-dependent volume. To enable explicit editing of both geometry and appearance, we introduce explicit layers into the implicit MLPs for these two components. The explicit geometry layer is modeled as a temporally-varying 3D warping field controlled by semantic keypoints. This allows us to freely deform the geometry on one frame and propagate the deformation to the other frames for consistent geometry editing. For appearance, the editability is provided by using an explicit texture map that is shared by all the frames. By editing the texture map, we achieve consistent appearance editing for different views and time.

We reconstruct the NeP from multi-view videos captured by a set of synchronized and calibrated cameras. Freely optimizing the hybrid representation using the multi-view videos will lead to sub-optimal solutions that is unsuitable for the purpose of editing, so we design several regularization methods and a two-stage optimizing strategy in the training process. We also develop a user interface that enables interactive editing and preview using an extracted mesh representation. Extensive experiments show that NeP achieves photo-realistic rendering results and outperforms several baselines in terms of editing capability. To summarize, our key technical contributions are:

• A novel hybrid representation NeP that enables intuitive and consistent editing on both geometry and appearance of dynamic human heads.
• Regularization methods and a training strategy that greatly improves the editability of NeP while maintaining a high-fidelity reconstruction of human heads.
• Several applications are made possible in 3D by using our method, like virtual makeup, artistic stylization and face shape editing, with a UI for interactive editing.

2 RELATED WORK

Since our editing method is based on a new scene representation, we review existing works on related scene representations, from explicit mesh to the current state-of-the-art implicit neural representation. In particular, we will focus more on 3D facial reconstruction and editing methods since our main interest is 3D human heads.

Mesh-Based Reconstruction and Editing. The polygon mesh is the most commonly used geometry representation in real-time applications, such as in the game and movie industry. Mesh-based methods explicitly model the geometry of 3D surfaces. To reconstruct a 3D mesh from images captured from the real world, classical methods typically use structure from motion [Griwodz et al. 2021; Schönberger and Frahm 2016; Schönberger et al. 2016] to get a dense point
cloud, and then convert it to the triangle mesh using surface reconstruction algorithms [Bernardini et al. 1999; Kazhdan et al. 2006]. To improve the reconstruction quality, there are several attempts that introduce differentiable rendering to the mesh rendering, such as rasterization [Cole et al. 2021; Kato et al. 2018; Liu et al. 2019; Loper and Black 2014; Ravi et al. 2020] or ray tracing [Li et al. 2018; Loubet et al. 2019; Luan et al. 2021]. By making the rendering process differentiable, the loss can be back propagated from the rendering results to the scene parameters such as vertex positions.

The human face is a strong prior that can be used to improve the reconstruction quality. The prior is usually modeled using a 3D morphable model (3DMM) [Blanz and Vetter 1999; Booth et al. 2018; Gerig et al. 2018; Li et al. 2017; Paysan et al. 2009]. The geometry of the face is determined by morphing a pre-defined template face mesh. In a typical linear 3DMM, the morphing is parameterized as a linear combination of a fixed set of basis offsets. By learning a set of principle basis offsets from a large 3D face dataset, the 3DMM model can be used to generate arbitrary faces using the coefficient vector. The problem of mesh reconstruction is then simplified to computing the coefficient vector of the face. The reconstruction of the 3DMM can be modeled as an analysis-by-synthesis problem using differentiable rendering [Feng et al. 2021; Gecer et al. 2019; Genova et al. 2018; Wang et al. 2022], or directly regressed using deep neural networks [Guo et al. 2020].

With accurate reconstructed geometry, the mesh-based model can achieve impressive rendering results. Moreover, due to the explicitness of this representation, meshes with texture maps can be edited naturally. Many tools have been developed to edit the mesh representation, such as mesh deformation [Sorkine and Alexa 2007], smoothing [Sorkine et al. 2004], subdivision [Catmull and Clark 1978]. Unfortunately, despite the progress in generic surface and face reconstruction, an accurate mesh is still hard to acquire for human heads, especially for hair, eyes, and the mouth interior [Lombardi et al. 2021]. One option to compensate for the inaccurate reconstruction is to use neural texture representations [Ma et al. 2021; Riegler and Kol tumble 2020a,b; Thies et al. 2019] or deep appearance models [Bi et al. 2021; Lombardi et al. 2018]. However, the use of implicit textures corrupts the editability of the representation.

Volumetric Representation. Volumetric representation models the scene by densely storing parameters in a 3D regular grid, such as signed distance [Kar et al. 2017], colors [Lombardi et al. 2019] and radiance function [Yu et al. 2021]. Neural Volumes [Lombardi et al. 2019] use a decoder structure to produce a volume on the fly from a latent code. MVP [Lombardi et al. 2021] reduces the memory requirement by attaching small volumetric primitives on a coarse mesh proxy, so the empty space is not modeled. One variation is multiplane images (MPIs) [Flynn et al. 2019; Mildenhall et al. 2019; Srinivasan et al. 2019; Zhou et al. 2018], which models the scene using several fronto-parallel RGBBr image planes in the frustum of a reference camera. Unlike meshes, volumetric representation is able to model complex geometry like thin structures. Besides, the rendering of volumetric representation is naturally differentiable, which makes it easy to optimize a volume that achieves photorealistic rendering results. One drawback of the volumetric representation is the large memory consumption for densely storing the scene parameters, especially for dynamic scenes. In terms of editing, directly manipulating each voxel would be tedious and error-prone. There is a lack of more advanced tools to assist the editing of the volumetric representation.

Implicit Representation. Recently, many works propose to implicitly model a volume function by coordinate-based Multi-Layer Perceptrons (MLPs) instead of explicitly storing values in a regular grid. The implicit representation can be used to model signed distance function [Niemeyer et al. 2020; Wang et al. 2021b; Yariv et al. 2021, 2020], occupancy function [Mescheder et al. 2019], radiance fields [Mildenhall et al. 2020], BRDF parameters [Bi et al. 2020; Boss et al. 2021; Srinivasan et al. 2021]. Especially, NeRF [Mildenhall et al. 2020] proposes to model the 3D scene by mapping the spatial location and view direction to the density and color of the point. By optimizing the neural network using multi-view input images, NeRF achieves impressive novel view synthesis quality. To extend the NeRF to represent dynamic scenes, modulation-based methods [Li et al. 2021c; Xian et al. 2021] directly provide time information to the MLP, while deformation-based methods [Park et al. 2021a; Pumarola et al. 2021] introduce implicit deformation field to non-rigidly warp a template NeRF. Park et al. [2021b] proposes to combine the two methods, where the template NeRF is also conditioned on the time information. Implicit representation has also been used to help reconstruct the human head. A common approach is to condition the implicit field on some latent vectors, such as geometry and appearance code [Li et al. 2021a], expression and identity code [Zheng et al. 2022], latent code sampled from a prior distribution [Ramon et al. 2021] or feature vectors [Zhang et al. 2022a]. HeadNeRF [Hong et al. 2022] reconstruct NeRFs for human heads, which is also conditioned on the identity, expression, and appearance parameters. Gafni et al. [2021] proposes to reconstruct a dynamic facial avatar by training a NeRF that depends on pre-estimated expression parameters.

One problem of the implicit representation is that it encodes the scene into the parameters of the neural networks, which makes it extremely difficult to edit directly. To edit the implicit representation, [Liu et al. 2021] train a NeRF conditioned on latent code and then fine-tune the latent code based on the editing target. This takes a large amount of time, even for a simple editing operation. CLIP-NeRF [Wang et al. 2021a] introduces an image or text encoder that directly maps the editing target to the latent code. UVVolumes [Chen et al. 2022] adopts feature volumes and neural texture stack for editing 3D humans. Other GAN-based NeRF methods [Chan et al. 2021a,b; Gu et al. 2021; Niemeyer and Geiger 2021; Schwarz et al. 2020; Sun et al. 2022] also have the potential to be manipulated by GAN inversion [Xia et al. 2021]. However, editing the latent code could not achieve fine-grained, and out-of-domain edits [Wang et al. 2021a]. NeuTex [Xiang et al. 2021] introduces the idea of texture mapping from the mesh-based representation into the implicit representation. The appearance of the scene can be edited by manipulating the texture map. This allows fine-grained editing, but the editing is limited to the static objects, and how to edit the geometry of the scene is not explored. In this work, we propose a method that can edit both the geometry and appearance of dynamic human heads.
3 OVERVIEW

We propose a hybrid implicit and explicit representation to model a dynamic 3D volume of a human head. The blueprint is that the fundamental representation is implicit, so that it can achieve photorealistic reconstruction results while maintaining a certain level of editability through the introduction of explicit layers. Our goal is to model a volume that defines a dynamic 3D radiance field $F$ that maps the spatial 3D location $x = (x, y, z) \in \mathbb{R}^3$, view direction $d = (\theta, \phi) \in \mathbb{R}^2$ and time index $t \in \mathbb{Z}$ to a single RGB value $c \in \mathbb{R}^3$, as well as the volume density $\sigma \in \mathbb{R}$. Formally,

$$(c, \sigma) = F(x, d, t).$$  \hspace{1cm} (1)

The time index $t$ is encoded into a latent code of length $256$ through a learnable embedding layer as proposed by Bojanowski et al. [2017]. We apply Fourier position encoding to $x$ and $d$ to increase the model capacity of the implicit representation as illustrated in [Tancik et al. 2020].

To be able to edit both the geometry and appearance of the human head, we disentangle the representation into the appearance representation, namely a neural texture $T$, as well as the geometry representation, which is essentially a UV and density field $V$:

$$(u, \sigma) = V(x, t), c = T(u, d, t).$$  \hspace{1cm} (2)

where $u = (u, v) \in \mathbb{R}^2$ is the UV coordinate in texture space. We further decompose the geometry representation $V$ and the neural texture $T$ into implicit parts $V_I$ and $T_I$ for implicit reconstruction and explicit modules $V_E$ and $T_E$ for explicit editing. Fig. 2 shows the system overview. We model the geometry using an explicit warping field cascaded with an implicit UV and density field, while the appearance is a two layered structure that is composed of an explicit texture map and a view and time dependent implicit texture.

To construct such a hybrid representation, we take synchronized multi-view videos of a person’s head as our main source of supervision. We also propose several regularizations to achieve better editability. The paper is organized as follows. In Section 4, we illustrate the data acquisition and its pre-processing. In Sections 5 and 6, we explain the geometry and appearance aspects of our representation, respectively, and how to optimize the model parameters to achieve better reconstruction quality and editability. We introduce the rendering and training details in Sections 7 and 8. Then in Sections 9 and 10, we conduct comparisons and ablations and show related applications. Finally, we discuss limitations and conclude in Section 11.

4 DATA ACQUISITION

The input to our system is a set of calibrated and synchronized multi-view videos of a dynamic head. We capture the videos using a camera array with 12 cameras spread over approximately 120 degrees. We use 11 views for constructing the model and 1 view for evaluation. The videos are captured at 30fps and downsampled to the resolution of $512 \times 374$ for training. The camera poses and intrinsics are calibrated using the off-the-shelf Structure from Motion software [Epic Games 2018] using the first frame of the videos. We also compute a loose bounding box $B$ from the reconstructed point cloud as the boundary of the volume. Since our main focus is to model a dynamic head, we mask out the background of each video using the current state-of-the-art video matting algorithm [Lin et al. 2022]. Our method also requires a coarse tracked face mesh to initialize the UV mapping. To that end, we apply PRNet [Feng et al. 2018] to predict the projection of densely aligned face mesh in image space for each view. We then construct the face mesh in 3D by minimizing the reprojection error in each view. We repeat the process for each frame to get a sequence of tracked 3D face mesh. From the mesh we extract the position of each vertex $p_i \in \mathbb{R}^3$ and its corresponding UV coordinate $u_i \in \mathbb{R}^2$.

5 GEOMETRY MODELING

Recall that the representation $V$ is a composition of a UV field and a density field that maps the spatial location $x$ and time $t$ to the UV coordinate $u$ and volume density $\sigma$. With $V$ modeled merely using MLPs, it would be hard to edit the geometry. Deformation-based
Fig. 3. A visualization of the 96 control points. The control points are manually selected and have rich semantic meaning.

NeRFs [Park et al. 2021a,b; Pumarola et al. 2021] use a deformation field that maps a spatial location \( x \) of one frame \( t \) in the observation space \( \mathcal{B} \) to \( x' \) in canonical space \( \mathcal{B}' \). We adopt this idea by also defining a deformation field \( \mathcal{B} \) that is determined by some explicitly defined parameters. Ideally, the explicit deformation field should have the following properties for easy reconstruction and editing:

1. To enable volumetric rendering, the field \( \mathcal{B} \) should be densely defined in the bounding box \( \mathcal{B} \) for any time index \( t \), so that for any query point \( x \), we could find the mapped new location \( \mathcal{B}(x, t) \).
2. The \( \mathcal{B} \) should be differentiable with respect to the explicit parameters, so the parameters could be jointly optimized. (3) The \( \mathcal{B} \) should be locally controlled by a portion of the parameters to allow for fine-grained editing.

To meet these requirements, we propose a simple but effective explicit deformation method. Specifically, since the head pose change can be modeled as a rigid transformation, we first transform the volume to a stable head space \( \mathcal{B} \) using a global rigid transformation \( H \in SE(3) \), i.e., \( \mathbf{x} = Hx \). We then define the control parameters as set of sparse control points \( \{ \mathbf{s}_i \} \) and corresponding target positions \( \{ \mathbf{t}_i \} \). The explicit deformation field \( \mathcal{B} \) is then formulated as a linear deformation blending:

\[
\mathcal{B}(x) = \hat{x} + \frac{\sum_i \psi_i(\hat{x}) (\mathbf{t}_i - \mathbf{s}_i)}{\sum_i \psi_i(\hat{x})}, \quad \text{where} \quad \psi_i(\hat{x}) = \exp \left( -\left(\mathbf{x} - \mathbf{s}_i\right)^2 / r_i^2 \right).
\]

(3)

Intuitively, \( \mathcal{B} \) is a linear interpolation of the set of displacements \( \{ \mathbf{t}_i - \mathbf{s}_i \} \), with the weights determined by a Gaussian radian basis function \( \psi_i(\hat{x}) \) that has the influence radius \( r_i \). The bar \( \hat{\cdot} \) denotes that the control points and target positions are all defined in the stable head space \( \mathcal{B} \). Note that \( \mathcal{B} \) is differentiable with respect to the parameters \( \{ H, \mathbf{t}_i, \mathbf{s}_i, r_i \} \), which means that it is possible to jointly optimize the explicit parameters using a stochastic gradient descent (SGD) algorithm. Since we are modeling a dynamic volume, we have the explicit deformation parameters \( \{ H, \hat{\mathbf{t}}_i, \hat{\mathbf{r}}_i \} \) defined in every time index. The target positions \( \{ \mathbf{t}_i \} \) are kept static for different time indexes to serve as a canonical target that is shared by all the frames. By editing the control points, we could explicitly manipulate the 3D deformation field in an intuitive way.

To edit the scene easily and consistently, we would like to make the control point semantically consistent. In other words, if each control point \( \mathbf{s}_i^{(t)} \) has the same semantic meaning for all frames \( t \), then we could edit the entire sequence by editing only one frame, and then propagating the editing result. An example of semantically consistent points would be tracked facial landmarks. In order to construct a set of semantically consistent control points, we predefined a subset of 96 vertices in the tracked face mesh \( \{ \mathbf{s}_i^{(t)} \} \) in frame \( t \) as our initial control points as shown in Fig. 3, and apply a semantic loss over the course of optimization:

\[
L_{\text{semantic}} = \sum_t \sum_i \| \mathbf{s}_i^{(t)} - \hat{\mathbf{s}}_i^{(t)} \|_2.
\]

(5)

The reason why we only supervise the control points to be close to the vertices instead of directly using the vertices is that the tracked mesh may be inaccurate, and the deformation field constructed by the vertices may not be optimal. So we finetune the vertex locations using differentiable rendering. The global transformation \( H^{(t)} \) is also initialized from a least squares estimation of all the vertices of the tracked face mesh. \( \{ \mathbf{t}_i \} \) is fixed to be the same subset of vertices of a predefined canonical 3D face mesh.

After the explicit deformation field deforms each location to a canonical space, we define our final UV field as:

\[
V = V_f(x', t), \quad x' = \mathcal{B}(x, t).
\]

(6)

where the \( V_f(x', t) \) is an implicit UV field that maps the canonical location \( x' \) and frame index \( t \) to the UV coordinate \( u \) and density \( d \).

We show that the explicit deformation field not only enables editing the geometry, but also helps to align the volume to a canonical space, which eases the complexity for reconstructing the dynamic head of the implicit representation. We conditioned the \( V_f \) also on time index \( t \) since the explicit deformation \( \mathcal{B}(x, t) \) is a smooth and continuous deformation field that warps the geometry to the canonical space.

We need \( V_f \) to model temporal varying topological changes that require a discontinuity in the deformation field such as eye blink.

6 APPEARANCE MODELING

Now that we have the UV coordinates, we seek to look up the RGB value given the UV coordinate, view direction \( d \), and time index \( t \). We adopt the idea of view dependent textures and dynamic textures by allowing the appearance model \( f \) to be conditioned on \( d \) and \( t \). The view dependent textures [Lombardi et al. 2018; Xiang et al. 2021] are able to model view dependent effects such as specularity on the eyes, while compensating for inaccurate geometry and improving the realism of the rendering results. Our geometry representation \( V \) is able to model the pose and the expression change of the head, and also fit most of the skin motions, such as mouth opening and eye blinking. However, dynamic textures [Cao et al. 2021; Gotardo et al. 2018; Li et al. 2020; Yang et al. 2020a; Zhang et al. 2022b; Zheng and Xu 2021] are still needed because not all temporal variations can be modeled by a dynamic UV field, such as the sudden appearance of ambient occlusion caused by wrinkles.

The view and time dependent textures can be simply implemented using implicit representations, but this will leads to poor editability. A desired texture should be simply a single static image, so that by editing the image, every frame of the 3D volume will be consistently edited. Therefore, we use a two-layer representation that combines the explicit and implicit texture maps. The main part of the texture is stored as an explicit texture map \( T_f(u) \), while the view changes and temporal variations of the texture are modulated as residuals \( T_f(u, d, t) \). Thus, the appearance component is computed as:

\[
T(u, d, t) = T_f(u) * \exp(T_f(u, d, t)).
\]

(7)
The lookup $T_E$ for an arbitrary floating point UV coordinate is performed using bilinear interpolation and the $\circ$ is the element-wise product that is individually applied on each RGB color channel. The use of $\exp(\cdot)$ guarantees that the multiplier is greater than zero. $T_I$ can be interpreted as modulating the local lighting changes of the texture map. We would like the implicit texture map to only model the residual, thus we apply a sparsity loss:

$$L_{\text{sparsity}} = \sum_k |T_I(u_k, d_k, t)|,$$

where $k$ is the index of the sampled point during rendering for a specific time $t$. This loss encourages the multiplier to be close to 1, so that the main contribution of the final result is from the explicit texture map $T_E$.

7 RENDERING

Given a radiance field $F$ at frame $t$, we render a pixel using volume rendering [Levoy 1990]. Specifically, we first shoot rays from the camera center to the pixel locations and check whether the ray hit the volume boundary $B$ using axis-aligned bounding boxes (AABB). Then, if the ray passes the AABB test, we then sample $N$ points along the ray between the hit near and far points. The final color is computed as:

$$\hat{c} = \sum_{i=1}^{N} T_I(1 - \exp(-\sigma_i \delta_i)) c_i, \text{ where } T_I = \exp\left(-\sum_{j=1}^{i-1} \sigma_j \delta_j \right)$$

The terms $\sigma_i$ and $c_i$ are the density and color of $i$-th point, and $\delta_i$ is the distance between adjacent samples. We adopt the same hierarchical volume sampling strategy as in [Mildenhall et al. 2020], which first uses 64 stratified sample points on a coarse volume $V_{\text{coarse}}$, followed by another round of importance sampling of 64 points on a fine volume $V_{\text{fine}}$.

8 TRAINING

To reconstruct the representation $F$, we adopt an analysis by synthesis approach and train the model using Adam [Kingma and Ba 2014] optimizer for 120k iterations, which takes about one day on three V100 GPUs. In each iteration, we randomly select a time index, and then randomly sample $B = 6000$ rays for optimization. Next, we describe the losses and the two-stage training process that we use to train our representation.

8.1 Main Supervision

Our main source of supervision is the pixel reconstruction loss between the rendering result and the input images.

$$L_{\text{MSE}} = \sum_i ^B (\|c_i - \hat{c}_i\|_2 + \|\sigma_i - \hat{\sigma}_i\|_2).$$

Note that we also supervise the rendered foreground mask to be close to the input mask, which is computed by using the accumulated transmittance. This prevents the network from using the background to fake shading effects that should be in the texture [Xiang et al. 2021].

8.2 Texture Unwrap Regularization

Given only the pixel reconstruction supervision, the radiance field is able to achieve good reconstruction quality. However, we find that freely optimizing the UV field and the texture will result in a noisy UV field that leads to poor editability. Thus, we introduce several regularizations to ensure the implicit representation is optimized to be suitable for editing.

First, we would like to provide a coarse guidance of the UV field using the tracked 3D face mesh and its UV mapping, so that the model could have a big picture of where each component of the face maps to. Recall the tracked 3D face mesh has the form of a set of vertices $\{p_i\}$ and its corresponding UV coordinate $\{u_i\}$. We apply a $L_2$ loss to the $u$ output of the UV field $V$:

$$L_{uo} = \sum_i P \|V(p_i, t) - u_i\|_2,$$

where $P$ is the total number of mesh vertices. Since the tracked mesh may be inaccurate, we only use it as initialization by setting the weight to exponentially decay to 0 at approximately 20,000 iterations. Fig. 4 demonstrates an example of a texture with different configurations of the $L_{uo}$. Without $L_{uo}$, the texture mapping is freely optimized, which fails to utilize the full texture space as shown in Fig. 4b. Without the weight decay, the inaccurate face mesh tracking leads to an incorrect mapping, and the model tries to compensate for the mapping error by generating artifacts on the texture map as shown in Fig. 4c.

Next, we would like the UV field to reasonably parameterize the surface of the head. We extend the cycle loss proposed by Xiang et al. [2021] to dynamic scenes. Specifically, we jointly optimize an inverse mapping network $V^{-1}_I$ that maps the UV coordinate $u$ back into a 3D location:

$$\hat{x}' = V^{-1}_I(u, t).$$

Note that the output of $V^{-1}_I$ is a 3D location in canonical space $B'$ instead of the observation space $B$. This is because the canonical space contains fewer temporal variations, which eases the complexity of the inverse mapping network. The cycle loss is then defined as:

$$L_{\text{cycle}} = \sum_i ^B \|x'_i - \hat{x}'_i\|_2.$$

To reduce the computational overhead, rather than applying the cycle loss to all the sampling points, we only apply it to the points $x'_i$ that have the maximum contribution to the rendering results along each ray. Specifically, when rendering a ray in the volume,
the final color is formulated as a weighted sum of all sampled colors. We then determine the maximum contribution point by selecting the point that has the maximum weight during rendering.

The $L_{cycle}$ successfully constrains the surface of the head to be mapped to a 2D texture. However, in practice we find that the smoothness of $(u,v)$ along the surface direction is not guaranteed using only the cycle loss. We would like the UV field to have the ability to model high frequency discontinuities, such as closing of the eyelids and lip, while also being piece-wise smooth in regions like the cheek and jaws for better editability. This discontinuity can be achieved by using the positional encoding illustrated in [Tancik et al. 2020]. To ensure piece-wise smoothness, we employ an angle preserving loss:

$$L_{angle} = \sum_{i} \frac{|\nabla_{\text{u}}u_{\perp} \cdot \nabla_{\text{v}}v_{\perp}|}{\|\nabla_{\text{u}}u_{\perp}\| \|\nabla_{\text{v}}v_{\perp}\|}$$

(14)

where $\nabla_{\text{u}}u_{\perp}$ and $\nabla_{\text{v}}v_{\perp}$ are the gradient of the texture coordinate $(u,v)$, i.e. the output of the UV field $V$, with respect to the input position $x$, after being projected to the plane perpendicular to the surface normal at $x$. The surface normal is defined as the gradient of the density $\nabla_{\sigma}$. This loss regularizes the UV mapping along the surface to be as conformal as possible. This term is also applied to the sampling points with maximum contribution along a ray. We will show in the experiment that this loss leads to the smoothness of the UV field.

8.3 Two-stage Training

The time variation of the scene can be modeled either by the dynamic UV field $V$ or the dynamic texture $T$. In order to achieve consistent appearance editing, we would like the dynamic textures to be as static as possible, while leaving the majority of the time variation to be fitted using the UV field. In an ideal representation, the points of the same feature on the face for different frames should be mapped to the same texture coordinate. To improve the alignment of the dynamic texture, we propose a two-stage training procedure. In the first stage, we fix the texture $T$ to be time independent. This is implemented by setting the embedding of the time index to the same for all frames. Thus, the dynamic UV field tries its best to model the dynamic human head at this stage. After the training converges (at 80,000 iterations in all of our experiments), we start optimizing a dynamic texture to model the rest of the time variations that a dynamic UV field fails to model.

The final loss is the combination of all the losses introduced above:

$$L = L_{MSE} + \lambda_{uv}L_{uv} + \lambda_{cycle}L_{cycle} + \lambda_{angle}L_{angle} + \lambda_{sparsity}L_{sparsity} + \lambda_{semantic}L_{semantic}$$

(15)

where $\lambda_{\cdot}$ is the corresponding weight for each loss. We set $\lambda_{cycle} = 1$ as suggested in [Xiang et al. 2021]. We set the $\lambda_{uv}$ to 1 and quickly decrease to 0 at 20,000 iterations as described above. In all the experiments we set $\lambda_{angle} = \lambda_{sparsity} = \lambda_{semantic} = 0.05$. We ablate the weighting scheme in the experiment section.

9 EXPERIMENTS

In this section, we perform quantitative and qualitative experiments to validate our model on the captured multi-view video dataset, which contains 10 video sequences, 120 - 170 frames each. We implement both $V_{f}$ and $T_{f}$ using MLPs that have 6 layers and 256 neurons per layer, with a skip connect at the 4th layer. We first describe several metrics that we use in the experiments and then compare reconstruction and appearance editing quality with several baselines. We also conduct a series of ablations to validate the effectiveness of our model.

9.1 Metrics

For the reconstruction quality, we use the task of novel view synthesis, and compare the synthesized novel view and ground truth. To measure editability, we develop several metrics to compute how well the model could be used for editing. First, since we want to consistently edit the entire sequence by editing on one texture, we measure the quality of the alignment by computing the average standard deviation (ASTD) of each pixel color in the face region over the entire sequence of a dynamic texture. A bigger ASTD indicates bigger time variations of the dynamic texture, which leads to poor editability. In the experiment, we find that conformal UV mapping greatly affects the editing results. We measure the average angle preserving error (Angle) similar to how we compute $L_{angle}$, but averaged over all the pixels in the test view.

9.2 Comparison

Novel View Synthesis. We first evaluate the novel view synthesis quality, which reflects the reconstruction performance of the models. We compare with two dynamic NeRF baselines, namely HyperNeRF [Park et al. 2021b] and DyNeRF [Li et al. 2021c]. We do not compare with NeRF-like human head reconstruction methods such as NerFace [Gafni et al. 2021] and IM Avatar [Zheng et al. 2021], since these methods take monocular input and exploit the pose changes to collect multi-view information. We find that extending these methods for multi-view input is a non-trivial problem. We then compare with mesh-based methods, HiFi3D [Bao et al. 2020], DFNRMVS [Bai et al. 2020], as well as the PRNet [Feng et al. 2018] that our method uses as the initialization. We additionally provide results compared on the Facescape [Yang et al. 2020b] and Beeler [Beeler et al. 2011] datasets in the supplementary material. For the DFNRMVS method, which reconstructs facial meshes from multi-views, we find that blending multiple textures from multi-views results in blurry textures and worsens the performance. Therefore, we compute the mesh texture from a nearest neighbor view, which has roughly the same self-occlusion as the test view. For both mesh-based methods, we apply the algorithm frame by frame. We could have compared our method with other multi-view face reconstruction methods [Yaffe et al. 2017; Li et al. 2021a; Lombardi et al. 2018], but the source codes are not publicly available before the submission of this paper. We also try to compare with Tofu [Li et al. 2021b], but we find the reconstruction quality is poor, possibly due to the different camera, lighting, and subject settings. We report novel view synthesis results in Tab. 1. We separately report reconstruction metrics in the face region and full head. Results show that our method is slightly worse than the NeRF-based method regarding the reconstruction quality. This is expected since HyperNeRF and DyNeRF focus on reconstruction only and do not support editing.
Table 1. Reconstruction and texture temporal alignment. Our approach is slightly inferior to the NeRF-based methods due to the regularization for improving editability. Overall, our method achieves the best trade-off between reconstruction and editability. (Invalid cells are denoted as –. ↑ means higher values are better.)

| Method       | Editable | Face region | Full head |
|--------------|----------|-------------|-----------|
|              | PSNR↑   | SSIM↑ | LPIPS↓ | ASTD↓ | PSNR↑ | SSIM↑ | LPIPS↓ |
| HyperNeRF    | No       | 31.31 | 0.8078 | 0.04270 | - | 29.11 | 0.8092 | 0.0979 |
| DyNeRF       | No       | 32.61 | 0.8381 | 0.03960 | - | 29.53 | 0.8313 | 0.09273 |
| Ours         | Yes      | 30.62 | 0.7998 | 0.03382 | 2.713 | 28.38 | 0.7964 | 0.08892 |
| DFNRMVS      | Yes      | 28.75 | 0.7778 | 0.02633 | 4.984 | - | - | - |
| HiFi3D       | Yes      | 22.46 | 0.5601 | 0.07053 | 5.616 | - | - | - |
| PRNet        | Yes      | 27.48 | 0.7745 | 0.05148 | 11.60 | - | - | - |

Fig. 5. Novel view synthesis results. Each row shows the results of one subject. Ours enables editing of the full head while achieving similar rendering results to NeRF-based methods. Some regions of ours, such as the teeth are less detailed, while other regions often outperform NeRF-based methods due to the use of the explicit deformation field.

while we apply strong regularizations to our volume to guarantee the editing quality. Our method outperforms the mesh-based methods (except for the LPIPS value in the face region) either on the reconstruction quality or the texture temporal alignment (ASTD). The results also show that the initial fitting (PRNet) is inaccurate and that our method is robust to the inaccurate initialization and could further improve the accuracy based on the initialization. We also show several qualitative results in Fig. 5. It can be seen that compared to mesh-based methods, our method naturally reconstructs the hair and the inside of the mouth. Our method lost some of the details in the teeth compared with the NeRF-based method. We also find that in cases where the head moves, our method predicts sharper textures. This is probably because of the use of the explicit deformation field $V_E$, which aligns the head.

Editing. We then compare the quality of appearance editing with mesh-based methods. Although mesh-based methods focus mainly on the reconstruction, we could achieve appearance editing easily using tracked mesh by overlaying the editing on top of the input. Here we focus on the temporal consistency of the UV mapping, which reflects the temporal consistency of the editing. We first show the UV checkerered pattern (UV checker) overlays on Fig. 6. For video results, please see the supplementary material. Note the
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Fig. 6. Visualizations of UV checker overlay. In each column, we show a frame of the same sequence. We highlight an equivalent point on the UV checker with a red arrow. Our UV mapping achieves better temporal consistency.

Fig. 7. Visualizations of textures in different frames. In the last row, we visualize the STD maps of each pixel color over the entire sequence. It can be seen that ours achieves the best texture alignment.

9.3 Ablations

We conduct a series of ablations on the multi-view videos dataset, where we remove or modify one component at a time to validate the effectiveness of each component.

Sparsity Loss. We first validate the necessity of $L_{\text{sparsity}}$. We visualize the explicit textures $T_E$, implicit textures $T_I$, the final textures $T$ and the rendering results of different loss weights $\lambda_{\text{sparsity}}$ in Fig. 8. Recall that we want the temporal variations to be modeled as residuals using $T_I$ so we can edit the explicit texture $T_E$. Results show that a smaller $\lambda_{\text{sparsity}}$ leaves too much information on $T_I$ and a bigger $\lambda_{\text{sparsity}}$ eliminates important temporal variations such as the wrinkles.

Two-Stage Training. Then we test the effectiveness of the proposed two-stage training strategy. We show the textures with and without two-stage training in Fig. 9. Results show that the two-stage...
Fig. 8. Visualizations of the explicit texture $T_E$, the implicit texture $T_I$, the final texture $T$ and the rendering results using different $\lambda_{\text{sparsity}}$ settings. A darker color in $T_I$ indicates a smaller value, and the gray color indicates the $T_I = 0$. We use $\lambda_{\text{sparsity}} = 0.05$ for all of the experiments, which successfully decomposes the temporal variations to $T_I$.

Fig. 9. Visualizations of the texture $T$ in different frames of the same sequence and the STD maps. With the two-stage training strategy, textures tend to have better temporal alignment.

strategy reduces the temporal variations in the dynamic textures and achieves better temporal alignment, especially in the eye and mouth regions.

Angle Loss. We experiment with different $\lambda_{\text{angle}}$ and visualize the rendering results, UV checker visualizations, Angle error maps, and editing examples in Fig. 10. We note that a small weight of $L_{\text{angle}}$ will produce better reconstruction quality since the UV mapping is less regularized. However, this will leads to a noisy UV mapping, which is not suitable for editing since the editing results will also be noisy. It also has poor performance in terms of angle preservation. On the other hand, we find that the model does not converge to plausible results after increasing $\lambda_{\text{angle}}$ beyond a threshold. In summary, setting $\lambda_{\text{angle}} = 0.05$ achieves the best trade-off between reconstruction and editability. We used this setting in all of our experiments.

Explicit Deformation Layer. We first demonstrate the necessity of $L_{\text{semantic}}$ by training the model without this term. We show one such example in Fig. 12. It can be seen that freely optimizing the explicit deformation parameters will not converge to semantically meaningful control points, which makes the editing inconvenient.

We also find that although the design of the explicit deformation layer $V_E$ is to enable geometry editing, it actually helps improve the reconstruction quality of the radiance field. We show one such example in Fig. 13. The reconstruction is sharper with the explicit
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Fig. 11. Examples of appearance editing.

Fig. 12. Visualization of control points with and without $L_{\text{semantic}}$.

This is due to the fact that the explicit deformation is initialized from the mesh tracking results, which helps to make the training of the entire model easier.

10 APPLICATIONS

In this section, we demonstrate several applications that are made possible by using our model. These include geometry editing (Fig. 1b, Fig. 13. Ablations with and without explicit warping module $V_E$. Without $V_E$, the reconstruction tends to be blurrier.

Fig. 14), appearance editing (Fig. 1e, Fig. 11) and joint editing (Fig. 1cf, Fig. 15). We edit the appearance by editing the explicit texture $T_E$. We do the face swapping by manually aligning the source texture...
Fig. 14. Examples of geometry editing.

Fig. 15. Examples of joint appearance editing and geometry editing.
map to the texture map of the editing target using photo processing software. And we use the method proposed by Kolkin et al. [2019] for stylizing the textures. For geometry editing, we manually adjust the control points in one frame using our UI, and then propagate the delta positions of each control point to the other frames. As shown in Fig. 16, we develop an interactive UI for intuitively editing the control points and the texture map. Video editing results, as well as an editing UI demo, can be found in the supplementary video. To produce a preview of the rendering results, we perform ray marching on the density field and extract a coarse mesh. We then forward our model to get the UV coordinates of each vertex, along with the texture map. In the UI, users can freely adjust the control points. We deform all the vertices of the coarse mesh using the control points based on the method described in Sec. 5. The UI is implemented in OpenGL and runs at over 70fps on a commercial laptop. After the editing, offline volume rendering is used to render the final results.

11 DISCUSSION AND LIMITATIONS

In this paper, we present a method for reconstructing and editing 3D dynamic human heads using multi-view videos as input. The method extends the implicit representation and improves editability by introducing explicit geometry and appearance layers. We show that our method achieves photorealistic reconstruction while enabling consistent, intuitive, and powerful editing of both appearance and geometry. Although our main focus here is the human head, it is relatively easy to extend to other objects as long as a tracked coarse mesh is available.

Our method comes with some limitations. Like most NeRF-based methods, training a model takes days, which may prevent it from practical use in some settings. We believe this could be improved with the help of existing methods for accelerating NeRF training [Müller et al. 2022; Yu et al. 2021].

Our method sometimes could not achieve the same level of reconstruction accuracy as other dynamic NeRF methods, which focus only on reconstruction, as illustrated in the experiment section. For challenging area such as mouth interior, our method tends to fit using coarse geometry and view-dependent textures. One example is shown in Fig. 17. It can be seen that the reconstructed depth map in the mouth region is over-smoothed. Furthermore, our appearance representation bakes in the lighting to the view-dependent texture. Therefore, it is still challenging to edit the lighting and the material. An interesting future work would be to introduce a lighting model and physically based rendering techniques so that we could have more control over the shading.

To enable geometry editing, we adopt a simple yet intuitive geometric editing module driven by sparse control points. While our primary focus is to consistently edit the facial attribute of a dynamic head (e.g. size of the eye, shape of face contour), we show that it is possible to extend our method for editing one’s expression. By adding more control points on the head we could perform basic hair editing. We show one example of expression and hair editing in Fig. 18. However, one limitation of our geometry editing module is that it cannot handle topology changes, such as opening the mouth. A potential solution is to develop more advanced interpolation techniques that allow modeling discontinuities while also supporting explicit editing.
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