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Abstract. We establish a connection between root multiplicities for Borcherds–Kac–Moody algebras and graph coloring. We show that the generalized chromatic polynomial of the graph associated to a given Borcherds algebra can be used to give a closed formula for certain root multiplicities. Using this connection we give a second interpretation, namely that the root multiplicity of a given root coincides with the number of acyclic orientations with a unique sink of a certain graph (depending on the root). Finally, using the combinatorics of Lyndon words we construct a basis for the root spaces corresponding to these roots and determine the Hilbert series in the case when all simple roots are imaginary. As an application we give a Lie theoretic proof of Stanley’s reciprocity theorem of chromatic polynomials.

1. Introduction

Borcherds algebras were introduced by R. Borcherds in [3] as a natural generalization of Kac–Moody algebras. The theory of Borcherds algebras gained much interest because of its application in Borcherds’s proof of the Conway–Norton conjectures on the representation theory of the Monster simple group. The structure theory of Borcherds algebras is very similar to the structure theory of Kac–Moody algebras; however the main point of difference is that one is allowed to have imaginary simple roots. The most important step in understanding the structure of these algebras is to study roots and root multiplicities; the imaginary roots being the most mysterious ones.

Effective closed formulas for the root multiplicities are unknown in general, except for the affine Kac–Moody algebras and some small rank Borcherds algebras; see for example [4, 13, 15, 20] and references therein. All these papers deal with some particular examples of small rank Borcherds algebras. The aim of the present paper is to give a combinatorial formula for certain root multiplicities using tools from algebraic graph theory.

Let \( g \) be a Borcherds algebra with simple roots \( \{ \alpha_i : i \in I \} \), where \( I \) is a finite or countably infinite set and let \( G \) be the graph of \( g \) with vertex set \( I \). We fix a tuple of non–negative integers \( k = (k_i : i \in I) \) with finitely many non–zero entries. Using the celebrated denominator identity, we show that certain root multiplicities have a close relationship with the generalized chromatic polynomial of \( G \). The chromatic polynomial is an important tool in graph theory and was introduced by Birkhoff to attack the four color conjecture. It counts the number of graph colorings as a function of the number of colors.

A multicoloring of \( G \) associated to \( k \) is an assignment of colors to the vertices of \( G \) in which each vertex \( i \in I \) receives exactly \( k_i \) colors such that adjacent vertices receive only disjoint colors. The generalized chromatic polynomial counts the number of distinct proper vertex
multicolorings of $G$ and is denoted by $\pi^G_k(q)$. The following statement is one of the main results of this paper, which gives a Lie theoretic interpretation of the generalized chromatic polynomial; see Section 3 for more details.

**Theorem.** Let $G$ be the graph of a given Borcherds algebra $g$. Further assume that $k_i \leq 1$ for all real simple roots $\alpha_i$ and let $\eta(k) = \sum k_i \alpha_i$ be a root of $g$. Then,

$$\pi^G_k(q) = (-1)^{\ell(k)} \sum_{\ell | k} \frac{\mu(\ell)}{\ell} \left| \frac{1}{\frac{k}{\ell}(k/\ell)!} \right| O_\ell(G(k/\ell))$$

where $\Delta_+$ denotes the set of positive roots of $g$ and $f[e^n]$ denotes the coefficient of $e^n$ in $f$.

We remark that the above theorem is a generalization of [21, Theorem 1.1] where the authors considered the special case when $g$ is a Kac–Moody algebra and $k_i = 1$ for all $i \in I$. As an immediate application of the above theorem we obtain the following combinatorial formula.

**Theorem.** Under the assumptions of the above theorem we have,

$$\text{mult } \eta(k) = \sum_{\ell | k} \frac{\mu(\ell)}{\ell} \left| \pi^G_{k/\ell}(q)[q] \right|$$

where $\left| \pi^G_{k}(q)[q] \right|$ denotes the absolute value of the coefficient of $q$ in $\pi^G_{k}(q)$ and $\mu$ is the Möbius function.

The generalized chromatic polynomial can be easily computed for many families of graphs, including complete graphs, trees or more generally chordal graphs and hence the above formula is more effective in these cases; see Section 3.10 for some explicit examples. In the case when $G$ is a complete graph the above formula reduces to the well–known formula of Witt [22]. For other types of generalizations of Witt’s formula we refer to [12].

Another useful interpretation of the root multiplicities is in terms of acyclic orientations. For the rest of the discussion, we consider the subgraph of $G$ spanned by the vertices $i \in I$ such that $k_i \neq 0$ which we also denote by $G$ for simplicity. For a node $i \in I$, we denote by $O_i(G)$ the set of acyclic orientations of $G$ with unique sink $i$. Using a result of Greene and Zaslavsky [8] we prove that

$$\text{mult } \eta(k) = \sum_{\ell | k} \frac{\mu(\ell)}{\ell} \frac{1}{(k/\ell)!} O_\ell(G(k/\ell))$$

where $G(k)$ is a graph called the join of $G$ with respect to $k$; see Section 4.10 for a precise definition.

In the second part of this paper we will use the combinatorial formula and the combinatorics of Lyndon words to construct a basis for the root space $g_{\eta(k)}$ associated to the root $\eta(k)$. Indeed we will give a family of bases; one for each fixed index $i \in I$. We construct a natural combinatorial model $C^i(k, G)$ and associate to each element $w \in C^i(k, G)$ a Lie word $\iota(w) \in g_{\eta(k)}$. The theorem we prove is the following; see Section 4 for more details.

**Theorem.** The set $\{\iota(w) : w \in C^i(k, G)\}$ is a basis of $g_{\eta(k)}$. 

The most interesting case arises when all the simple roots of \( g \) are imaginary. In this case the positive part of \( g \) becomes isomorphic to the free partially commutative Lie algebra associated with \( G \) which is the Lie algebra freely generated by the elements \( e_i, i \in I \) and defining relations \([e_i, e_j] = 0\) whenever there is no edge between the vertices \( i \) and \( j \). For example, it was proved in [16] that the free partially commutative Lie algebra of \( G \) appears naturally as the associated graded Lie algebra of the right angled Artin group of \( G \) which is defined using lower central series; see Section 5 for more details.

Finding a basis for these types of Lie algebras was the central study of the papers [5], [6], [7], [14] and [17]; the best known such basis is the Lyndon–Shirshov basis or Chibrikov’s right–normed basis for free Lie algebras. Our methods of finding a basis for free partially commutative Lie algebras is different and also the basis we obtain.

Although the definition of the generalized chromatic polynomial depends on \( q \in \mathbb{N} \), it makes sense to consider the evaluation of that polynomial at any integer. In the last part of this paper, we show that these numbers show up in the Hilbert series of the \( q \)–fold tensor product of the universal enveloping algebra associated to free partially commutative Lie algebras. We use this interpretation to give a simple Lie theoretic proof of Stanley’s reciprocity theorem of chromatic polynomials [19]. To explain this further, let \( \mathcal{O} \) be an acyclic orientation of \( G \). For a map \( \sigma : I \to \{1, 2, \ldots, q\} \), we say that \((\sigma, \mathcal{O})\) is a \( q \)–compatible pair if for each directed edge \( i \to j \) in \( \mathcal{O} \) we have \( \sigma(i) \geq \sigma(j) \). Stanley proved that the number of \( q \)–compatible pairs of \( G \) is (up to a sign) equal to \( \pi_1(-q) \) where \( 1 = (k_i = 1 : i \in I) \). This result will be an immediate consequence from the following theorem, which we prove in Section 5.

**Theorem.** Let \( q \in \mathbb{N} \). The Hilbert series of \( U(n^+)^{\otimes q} \) is given by

\[
H(U(n^+)^{\otimes q}) = \sum_{k \in \mathbb{Z}^{\mathbb{N}}} (-1)^{\sum I} \pi_k^G(-q) e^{\eta(k)}.
\]

The paper is organized as follows. In Section 2 we define Borcherds algebras and state the denominator identity. In Section 3 we define the generalized chromatic polynomial and give a combinatorial formula for the root multiplicities. In Section 4 we construct a family of bases for the root spaces using the results of Section 3. In the last section we use the denominator identity to compute the Hilbert series of free partially commutative Lie algebras.
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2. Borcherds algebras and the denominator identity

2.1. We denote the set of complex numbers by \( \mathbb{C} \) and, respectively, the set of integers, non–negative integers, and positive integers by \( \mathbb{Z}, \mathbb{Z}_+, \) and \( \mathbb{N} \). Unless otherwise stated, all the vector spaces considered in this paper are \( \mathbb{C} \)–vector spaces.

2.2. We recall the definition of Borcherds algebras; also called generalized Kac–Moody algebras. For more details, we refer the reader to [3], [10], [11] and the references therein. A real matrix \( A = (a_{ij})_{i,j \in I} \) indexed by a finite or countably infinite set, which we identify with
Recall that a matrix \( s \) satisfied for all \( i, j \in I \):

1. \( A \) is symmetrizable
2. \( a_{ii} = 2 \) or \( a_{ii} \leq 0 \)
3. \( a_{ij} \leq 0 \) if \( i \neq j \) and \( a_{ij} \in \mathbb{Z} \) if \( a_{ii} = 2 \)
4. \( a_{ij} = 0 \) if and only if \( a_{ji} = 0 \).

Recall that a matrix \( A \) is called symmetrizable if there exists a diagonal matrix \( D = \text{diag}(\epsilon_i, i \in I) \) with positive entries such that \( DA \) is symmetric. Set \( I^{\text{re}} = \{ i \in I : a_{ii} = 2 \} \) and \( I^{\text{im}} = I \setminus I^{\text{re}} \).

The Borcherds algebra \( g = g(A) \) associated to a Borcherds–Cartan matrix \( A \) is the Lie algebra generated by \( e_i, f_i, h_i, i \in I \) with the following defining relations:

- \( [h_i, h_j] = 0 \) for \( i, j \in I \)
- \( [h_i, e_k] = a_{i,k}e_i, [h_i, f_k] = -a_{i,k}f_i \) for \( i, k \in I \)
- \( [e_i, f_j] = \delta_{ij}h_i \) for \( i, j \in I \)
- \( (\text{ad } e_i)^{1-a_{ii}} e_j = 0, (\text{ad } f_i)^{1-a_{ii}} f_j = 0 \) if \( i \in I^{\text{re}} \) and \( i \neq j \)
- \( [e_i, e_j] = 0 \) and \( [f_i, f_j] = 0 \) if \( i, j \in I^{\text{im}} \) and \( a_{ij} = 0 \).

Remark. If \( i \in I \) is such that \( a_{ii} = 0 \), the subalgebra spanned by the elements \( h_i, e_i, f_i \) is a Heisenberg algebra and otherwise this subalgebra is isomorphic to \( \mathfrak{sl}_2 \) (possibly after rescaling \( e_i \) and \( h_i \)).

2.3. We collect some elementary properties of Borcherds algebras; see [10] Proposition 1.5 for more details and proofs. We have that \( g \) is \( \mathbb{Z} \)-graded by giving \( h_i \) degree \((0, 0, \ldots)\), \( e_i \) degree \((0, \ldots, 0, 1, 0, \ldots)\) and \( f_i \) degree \((0, \ldots, 0, -1, 0, \ldots)\) where \( \pm 1 \) appears at the \( i \)th position. For a sequence \((n_1, n_2, \ldots)\), we denote by \( g(n_1, n_2, \ldots) \) the corresponding graded piece; note that \( g(n_1, n_2, \ldots) = 0 \) unless finitely many of the \( n_i \) are non-zero. Let \( \mathfrak{h} \) be the abelian subalgebra spanned by the \( h_i, i \in I \) and let \( \mathfrak{e} \) the space of commuting derivations of \( g \) spanned by the \( D_i, i \in I \), where \( D_i \) denotes the derivation that acts on \( g(n_1, n_2, \ldots) \) as multiplication by the scalar \( n_i \). Note that the abelian subalgebra \( \mathfrak{e} \ltimes \mathfrak{h} \) of \( \mathfrak{e} \ltimes g \) acts by scalars on \( g(n_1, n_2, \ldots) \) and we have a root space decomposition:

\[
g = \bigoplus_{\alpha \in (\mathfrak{e} \ltimes \mathfrak{h})^*} g_\alpha, \quad \text{where } g_\alpha := \{ x \in g \mid [h, x] = \alpha(h)x \text{ for all } h \in \mathfrak{e} \ltimes \mathfrak{h} \}. \tag{2.1}
\]

Define \( \Pi = \{ \alpha_i \}_{i \in I} \subset (\mathfrak{e} \ltimes \mathfrak{h})^* \) by \( \alpha_j((D_k, h_k)) = \delta_{k,j} + a_{i,j} \) and set

\[
Q := \bigoplus_{i \in I} \mathbb{Z} \alpha_i, \quad Q_+ := \sum_{i \in I} \mathbb{Z}_+ \alpha_i.
\]

Denote by \( \Delta := \{ \alpha \in (\mathfrak{e} \ltimes \mathfrak{h})^* \setminus \{0\} \mid g_\alpha \neq 0 \} \) the set of roots, and by \( \Delta_+ \) the set of roots which are non-negative integral linear combinations of the \( \alpha_i \)'s, called the positive roots. The elements in \( \Pi \) are called the simple roots; we call \( \Pi^{\text{re}} := \{ \alpha_i : i \in I^{\text{re}} \} \) the set of real simple roots and \( \Pi^{\text{im}} = \Pi \setminus \Pi^{\text{re}} \) the set of imaginary simple roots. One of the important properties of Borcherds algebras is that \( \Delta = \Delta_+ \sqcup -\Delta_+ \) and

\[
g_0 = \mathfrak{h}, \quad g_\alpha = g(n_1, n_2, \ldots), \quad \text{if } \alpha = \sum_{i \in I} n_i \alpha_i \in \Delta.
\]

Moreover, we have a triangular decomposition

\[
g \cong n^- \oplus \mathfrak{h} \oplus n^+,
\]
where \( n^+ \) (resp. \( n^- \)) is the free Lie algebra generated by \( e_i, i \in I \) (resp. \( f_i, i \in I \)) with defining relations

\[(\text{ad } e_i)^{1-a_{ij}} e_j = 0 \text{ (resp. } (\text{ad } f_i)^{1-a_{ij}} f_j = 0\) for \( i \in I^{\text{re}} \) and \( i \neq j \)

and

\[ [e_i, e_j] = 0 \text{ (resp. } [f_i, f_j] = 0\) for \( i, j \in I^{\text{im}} \) and \( a_{ij} = 0 \).

In view of (2.1) we have

\[ n^\pm = \bigoplus_{\alpha \in \pm \Delta^+} g_\alpha. \]

Finally, given \( \gamma = \sum_{i \in I} n_i \alpha_i \in Q_+ \) (only finitely many \( n_i \) are non–zero), we set \( \text{ht}(\gamma) = \sum_{i \in I} n_i \).

The following lemma has been proved in [11, Corollary 11.13.1] for a finite index set \( I \) and remains valid without any modification for countable \( I \). We will need this result in Section 3.

**Lemma.** Let \( i \in I^{\text{im}} \) and \( \alpha \in \Delta_+ \setminus \{\alpha_i\} \) such that \( \alpha(h_i) < 0 \). Then \( \alpha + j\alpha_i \in \Delta_+ \) for all \( j \in \mathbb{Z}_+ \).

**Remark.** Although Kac–Moody algebras are constructed similarly as Borcherds algebras using generalized Cartan matrices (see [11] for details), the theory of Borcherds algebras includes examples which behave in a very different way from Kac–Moody algebras. The main point of difference is that one is allowed to have imaginary simple roots.

**2.4.** We denote by \( R = Q \otimes_{\mathbb{Z}} \mathbb{R} \) the real vector space spanned by \( \Delta \). There exists a symmetric bilinear form on \( R \) given by \( (\alpha_i, \alpha_j) = \epsilon_i \alpha_{ij} \) for \( i, j \in I \). For \( i \in I^{\text{re}} \), define the linear isomorphism \( s_i \) of \( R \) by

\[ s_i(\lambda) = \lambda - \lambda(h_i)\alpha_i = \lambda - 2 \frac{\langle \lambda, \alpha_i \rangle}{\langle \alpha_i, \alpha_i \rangle} \alpha_i, \quad \lambda \in R. \]

The Weyl group \( W \) of \( g \) is the subgroup of \( \text{GL}(R) \) generated by the simple reflections \( s_i, i \in I^{\text{re}} \). Note that \( W \) is a Coxeter group with canonical generators \( s_i, i \in I^{\text{re}} \) and the above bilinear form is \( W \)–invariant. We denote by \( \ell(w) = \min\{k \in \mathbb{N} : w = s_{i_1} \cdots s_{i_k}\} \) the length of \( w \in W \) and \( w = s_{i_1} \cdots s_{i_k} \) with \( k = \ell(w) \) is called a reduced expression. We denote by \( \Delta^{\text{re}} = W(\Pi^{\text{re}}) \) the set of real roots and \( \Delta^{\text{im}} = \Delta \setminus \Delta^{\text{re}} \) the set of imaginary roots. Equivalently, a root \( \alpha \) is imaginary if and only if \( (\alpha, \alpha) \leq 0 \) and else real. We can extend \((\cdot, \cdot)\) to a symmetric form on \((\mathfrak{E} \ltimes \mathfrak{h})^*\) satisfying \( \langle \lambda, \alpha_i \rangle = \lambda(\epsilon_i h_i) \) and also \( s_i \) to a linear isomorphism of \((\mathfrak{E} \ltimes \mathfrak{h})^*\) by

\[ s_i(\lambda) = \lambda - \lambda(h_i)\alpha_i, \quad \lambda \in (\mathfrak{E} \ltimes \mathfrak{h})^*. \]

Let \( \rho \) be any element of \((\mathfrak{E} \ltimes \mathfrak{h})^*\) satisfying \( 2(\rho, \alpha_i) = (\alpha_i, \alpha_i) \) for all \( i \in I \). The following denominator identity has been proved in [3], see also [10, Theorem 3.16].

**The denominator identity.**

\[ U := \sum_{w \in W} (-1)^{\ell(w)} \sum_{\gamma \in \Omega} (-1)^{\text{ht}(\gamma)} e^{w(\rho-\gamma)-\rho} = \prod_{\alpha \in \Delta_+} (1 - e^{-\alpha})^{\dim g_\alpha} \quad (2.2) \]

where \( \Omega \) is the set of all \( \gamma \in Q_+ \) such that \( \gamma \) is a finite sum of mutually orthogonal distinct imaginary simple roots. Note that \( 0 \in \Omega \) and \( \alpha \in \Omega \), if \( \alpha \) is imaginary.
3. PROPER MULTICOLORING, ROOT MULTIPLICITIES AND CHROMATIC POLYNOMIALS

In this section we associate a graph $G$ to a given Borcherds algebra $g$ and establish a connection between the root multiplicities and the generalized chromatic polynomial of $G$. The main results of this section are Theorem 1 and the closed formula stated in Corollary 3.9.

3.1. For a given Borcherds algebra $g$ we associate a graph $G$ as follows: $G$ has vertex set $I$, with an edge between two vertices $i$ and $j$ iff $a_{ij} \neq 0$ for $i, j \in I, i \neq j$. Note that $G$ is a simple (finite or infinite) graph which we call the graph of $g$. The edge set of $G$ is denoted by $E(G)$ and $e(i, j)$ denotes the edge between the nodes $i$ and $j$. A finite subset $S \subset I$ is said to be connected if the corresponding subgraph generated by $S$ is connected.

3.2. In this subsection we discuss the notion of a proper vertex multicoloring of a given graph, which is a generalization of the well-known graph coloring. For more details about multicoloring of a graph we refer to [9]. For any finite set $S$, let $P(S)$ be the power set of $S$.

**Definition.** Let $k = (k_i : i \in I)$ a tuple of non-negative integers such that $|\{i \in I : k_i \neq 0\}| < \infty$. We call a map $\tau : I \to P(\{1, \ldots, q\})$ a proper vertex multicoloring of $G$ associated to $k$ if the following conditions are satisfied:

(i) For all $i \in I$ we have $|\tau(i)| = k_i$

(ii) For all $i, j \in I$ such that $(i, j) \in E(G)$ we have $\tau(i) \cap \tau(j) = \emptyset$, where we understand $|\emptyset| = 0$.

It means that no two adjacent vertices share the same color. Note that if $S \subset I$, then the choice $k_i = 1$ for $i \in S$ and $k_i = 0$ otherwise corresponds to an ordinary graph coloring of the subgraph spanned by $S$.

**Example.** We consider the graph

![Graph Example](image)

We allow 3 colors, say blue, red and green and fix $k = (2, 1, 1, 1)$. Below we have listed all proper vertex multicolorings

![List of Multicolorings](image)

Multicoloring play an important role in algebraic graph theory. One of the favorite examples is scheduling dependent jobs on multiple machines. When all jobs have the same execution times, this is modeled by a graph coloring problem and as a graph multicoloring problem for arbitrary execution times. The vertices in the graph represent the jobs and an edge in the graph between two vertices forbids scheduling these jobs simultaneously. For more details and examples we refer to [9].
3.3. The number of ways a graph $G$ can be $k$–multicolored using $q$ colors is a polynomial in $q$, called the generalized chromatic polynomial $\pi_k^G(q)$. The generalized chromatic polynomial has the following well–known description. We denote by $P_k(k, G)$ the set of all ordered $k$–tuples $(P_1, \ldots, P_k)$ such that:

(i) each $P_i$ is a non–empty independent subset of $I$, i.e. no two vertices have an edge between them; and

(ii) the disjoint union of $P_1, \cdots, P_k$ is equal to the multiset $\{\alpha_i : i \in I\}$.

Then we have

$$\pi_k^G(q) = \sum_{k \geq 0} |P_k(k, G)| \binom{q}{k}, \quad (3.1)$$

The definition of the generalized chromatic polynomial depends on $q \in \mathbb{N}$; however it makes sense to consider the evaluation at any integer. A famous result of Stanley [19] says that the evaluation at $q = -1$ of the chromatic polynomial counts (up to a sign) the number of acyclic orientations. In Section 5 we give a Lie theoretic proof of Stanley’s result and more generally we prove his reciprocity theorem of chromatic polynomials.

3.4. Fix for the rest of this paper a tuple of non–negative integers $k = (k_i : i \in I)$ such that $k_i \leq 1$ for $i \in I^e$ and $1 < |\{i \in I : k_i \neq 0\}| < \infty$. We set $\eta(k) = \sum_{i \in I} k_i \alpha_i \in Q_+.$

**Definition.** Let $L_G(k)$ be the weighted bond lattice of $G$, which is the set of $J = \{J_1, \ldots, J_k\}$ satisfying the following properties:

(i) $J$ is a multiset, i.e. we allow $J_i = J_j$ for $i \neq j$;

(ii) each $J_i$ is a multiset and the subgraph spanned by the underlying set of $J_i$ is connected subgraph of $G$ for each $1 \leq i \leq k$ and

(iii) the disjoint union of $J_1 \cup \cdots \cup J_k = \{\alpha_{i_1}, \ldots, \alpha_{i_l} : i \in I\}$.

For $J \in L_G(k)$ we denote by $D(J, J)$ the multiplicity of $J_i$ in $J$ and set $\text{mult}(\beta(J_i)) = \text{dim} g_{\beta(J_i)}$, where $\beta(J_i) = \sum_{\alpha \in J_i} \alpha$.

We record the following lemma which will be needed later.

**Lemma.** Let $\mathcal{P}$ be the collection of sets $\gamma = \{\beta_1, \ldots, \beta_r\}$ (we allow $\beta_i = \beta_j$ for $i \neq j$) such that each $\beta_i \in \Delta_+$ and $\beta_1 + \cdots + \beta_r = \eta(k)$. The map $\Psi : L_G(k) \to \mathcal{P}$ defined by $\{J_1, \ldots, J_k\} \mapsto \{\beta(J_1), \ldots, \beta(J_k)\}$ is a bijection.

**Proof.** If $\alpha \in (Q_+ \cap \sum_{j \in \Pi^e} \mathbb{Z}_{\leq 1} \alpha_j)$ is non–zero and the support of $\alpha$ is connected, then $\alpha \in \Delta^e_+$. Moreover, if $\alpha \in \Delta_+$ and $\alpha_i \in \Pi^{\text{im}}$ is such that the support of $\alpha + \alpha_i$ is connected, then by Lemma 2.3 we have that $\alpha + \alpha_i \in \Delta_+$. This shows that each $\beta(J_r)$ is a positive root and hence the map is well–defined. The map is obviously injective and since $\alpha \in \Delta_+$ implies that $\alpha$ has connected support, we also obtain that $\Psi$ is surjective.

3.5. The rest of this section is dedicated to the proof of the following theorem, which relates the generalized chromatic polynomial with root multiplicities of Borcherds algebras. Hence we obtain a Lie theoretic interpretation of generalized chromatic polynomials.
Theorem 1. Let $G$ be the graph of a Borcherds algebra. Then
\[
\pi_k^G(q) = \sum_{J \in L_G(k)} (-1)^{ht(J(k)) + |J|} \prod_{J \in J} \left( q \frac{\text{mult}(\beta(J))}{D(J,J)} \right).
\]

Remark. The above theorem is a generalization of [21, Theorem 1.1] where the authors considered the special case when $g$ is a Kac–Moody algebra and $k_i = 1$ for all $i \in I$.

3.6. For a Weyl group element $w \in W$, we fix a reduced word $w = s_i \cdots s_k$ and let $I(w) = \{\alpha_i, \ldots, \alpha_k\}$. Note that $I(w)$ is independent of the choice of the reduced expression of $w$. For $\gamma \in \Omega$ we set $I(\gamma) = \{\alpha \in \Pi^{\text{im}} : \alpha \text{ is a summand of } \gamma\}$ and
\[
J(\gamma) = \{w \in W \setminus \{e\} : I(w) \cup I(\gamma) \text{ is an independent set}\}.
\]
Note that $J(0)$ gives the set of independent subsets of $\Pi^{\text{re}}$. The following lemma is the generalization of [21, Lemma 2.3] in the setting of Borcherds algebras.

Lemma. Let $w \in W$ and $\gamma \in \Omega$. We write $\rho - w(\rho) + w(\gamma) = \sum_{\alpha \in I} b_\alpha(w, \gamma \alpha)$. Then we have
(i) $b_\alpha(w, \gamma) \in \mathbb{Z}_+$ for all $\alpha \in I$ and $b_\alpha(w, \gamma) = 0$ if $\alpha \notin I(w) \cup I(\gamma)$,
(ii) $I(w) = \{\alpha \in \Pi^{\text{re}} : b_\alpha(w, \gamma) \geq 1\}$ and $b_\alpha(w, \gamma) = 1$ if $\alpha \in I(\gamma)$,
(iii) If $w \in J(\gamma)$, then $b_\alpha(w, \gamma) = 1$ for all $\alpha \in I(w) \cup I(\gamma)$ and $b_\alpha(w, \gamma) = 0$ else,
(iv) If $w \notin J(\gamma) \cup \{e\}$, then there exists $\alpha \in \Pi^{\text{re}}$ such that $b_\alpha(w, \gamma) > 1$.

Proof. We start proving (i) and (ii) by induction on $\ell(w)$. If $\ell(w) = 0$, the statement is obvious. So let $\alpha \in \Pi^{\text{re}}$ such that $w = s_\alpha u$ and $\ell(w) = \ell(u) + 1$. Then
\[
\rho - w(\rho) + w(\gamma) = \rho - s_\alpha u(\rho) + s_\alpha u(\gamma)
\]
\[
= \rho - u(\rho) + u(\gamma) + 2\left(\frac{\rho, u^{-1} \alpha}{\alpha, \alpha}\right) - 2\left(\frac{\gamma, u^{-1} \alpha}{\alpha, \alpha}\right)(3.2)
\]
So by our induction hypothesis we know $\rho - u(\rho) + u(\gamma)$ has the required property and since $\ell(w) = \ell(u) + 1$, we also know $u^{-1} \alpha \in \Delta^{\text{re}} \cap \Delta_+$. Note that $(\rho, \alpha_i) = \frac{1}{2}(\alpha_i, \alpha_i)$ for all $\alpha_i \in \Pi^{\text{re}}$ implies $2\left(\frac{\rho, u^{-1} \alpha}{\alpha, \alpha}\right) \in \mathbb{N}$. Furthermore, $\gamma$ is a sum of imaginary simple roots and $\alpha_{ij} \leq 0$ whenever $i \neq j$. Hence $-2\left(\frac{\gamma, u^{-1} \alpha}{\alpha, \alpha}\right) \in \mathbb{Z}_+$ and the proof of (i) and (ii) is done, since $I(w) = I(u) \cup \{\alpha\}$. If $w \in J(\gamma)$ and $\alpha \in I(w) \cup I(\gamma)$, we have $(\rho, u^{-1} \alpha) = (\rho, \alpha) = \frac{1}{2}(\alpha, \alpha)$ and $(\gamma, u^{-1} \alpha) = (\gamma, \alpha) = 0$. So part (iii) follows from (3.2) and an induction argument on $\ell(w)$ since $I(w) = I(u) \cup \{\alpha\}$ and $u \in J(\gamma)$. It remains to prove part (iv), which will be proved again by induction. If $w = s_\alpha$ we have
\[
\rho - w(\rho) + w(\gamma) = \alpha + \gamma - 2\left(\frac{\gamma, \alpha}{\alpha, \alpha}\right).
\]
Since $w \notin J(\gamma) \cup \{e\}$ we get $-2\left(\frac{\gamma, \alpha}{\alpha, \alpha}\right) \in \mathbb{N}$. For the induction step we write $w = s_\alpha u$. We have $s_\alpha \notin J(\gamma) \cup \{e\}$ or $u \notin J(\gamma) \cup \{e\}$. In the latter case we are done by using the induction hypothesis and (3.2). Otherwise we can assume that $u \in J(\gamma) \cup \{e\}$ and hence $(\gamma, u^{-1} \alpha) = (\gamma, \alpha) < 0$ and $2\left(\frac{\rho, u^{-1} \alpha}{\alpha, \alpha}\right) \in \mathbb{N}$. Now interpreting this in (3.2) gives the result. □
3.7. The following proposition is an easy consequence of Lemma 3.6 and will be needed in the proof of Theorem 1. Recall that $U$ is the sumside of the denominator identity 2.2.

**Proposition.** Let $q \in \mathbb{Z}$. We have

$$U^q [e^{-\eta(k)}] = (-1)^{ht(\eta(k))} \pi_k^G(q),$$

where $U^q [e^{-\eta(k)}]$ denotes the coefficient of $e^{-\eta(k)}$ in $U^q$.

**Proof.** If $q = 0$, then there is nothing to prove. So assume that $0 \neq q \in \mathbb{Z}$. We have

$$U^q = \sum_{k \geq 0} \binom{q}{k} (U - 1)^k, \text{ where } \binom{q}{k} = \frac{q(q - 1) \cdots (q - (k - 1))}{k!}.$$

Note that

$$\binom{-q}{k} = (-1)^k \binom{q + k - 1}{k}, \text{ for } q \in \mathbb{N}.$$

From Lemma 3.6 we get

$$w(\rho) - \rho - w(\gamma) = -\gamma - \sum_{\alpha \in I(w)} \alpha, \text{ for } w \in J(\gamma) \cup \{e\}$$

and thus $(U - 1)^k [e^{-\eta(k)}]$ is equal to

$$\left( \sum_{w \in J(0)} (-1)^{\ell(w)} e^{-\sum_{\alpha \in I(w)}} + \sum_{\gamma \in \Omega} (-1)^{ht(\gamma)} \sum_{w \in J(\gamma) \cup \{e\}} (-1)^{\ell(w)} e^{-\gamma - \sum_{\alpha \in I(w)}} \right)^k [e^{-\eta(k)}].$$

Hence the coefficient is given by

$$\sum_{(\gamma_1, \ldots, \gamma_k) \in \Omega^k (\text{repetition is allowed}) \text{ and } (w_1, \ldots, w_k)} (-1)^{\sum_{i=1}^k ht(\gamma_i)} (-1)^{\ell(w_1 \cdots w_k)},$$

where the sum ranges over all $k$–tuples $(\gamma_1, \ldots, \gamma_k) \in \Omega^k$ (repetition is allowed) and $(w_1, \ldots, w_k)$ such that

- $w_i \in J(\gamma_i) \cup \{e\}$, $1 \leq i \leq k$,
- $I(w_1) \cup \cdots \cup I(w_k) = \{\alpha_i : i \in I^{\text{re}}, k_i = 1\}$,
- $I(w_i) \cup I(\gamma_i) \neq \emptyset$ for each $1 \leq i \leq k$,
- $\gamma_1 + \cdots + \gamma_k = \sum_{i \in I^{\text{re}}} k_i \alpha_i$.

It follows that $(I(w_1) \cup I(\gamma_1), \ldots, I(w_k) \cup I(\gamma_k)) \in P_k(k, G)$ and each element is obtained in this way. So the sum ranges over all elements in $P_k(k, G)$. Since $w_1 \cdots w_k$ is a subword of a Coxeter element we get

$$(-1)^{\ell(w_1 \cdots w_k)} = (-1)^{|\{i \in I^{\text{re}} : k_i = 1\}|},$$

and hence $(U - 1)^k [e^{-\eta(k)}]$ is equal to $(-1)^{ht(\eta(k))}|P_k(k, G)|$ which finishes the proof. \qed
3.8. Now we are able to prove Theorem 1 by using the denominator identity (2.2). Proposition 3.7 and (2.2) together imply that the generalized chromatic polynomial $\pi^G_k(q)$ is given by the coefficient of $e^{-\eta(k)}$ in
\begin{equation}
(-1)^{ht(\eta(k))} \prod_{\alpha \in \Delta_+} (1 - e^{-\alpha}) q \dim \varrho_{\alpha}.
\end{equation}
Expanding (3.3) and using Lemma 3.4 finishes the proof.

3.9. In this subsection we prove a corollary which gives a combinatorial formula for certain root multiplicities. We consider the algebra of formal power series $A := \mathbb{C}[[X_i : i \in I]]$. For a formal power series $\zeta \in A$ with constant term 1, its logarithm $\log(\zeta) = -\sum_{k \geq 1} \frac{(1 - \zeta)^k}{k}$ is well-defined.

**Corollary.** We have
\begin{equation}
mult \eta(k) = \sum_{\ell | k} \frac{\mu(\ell)}{\ell} \left| \pi^G_{k/\ell}(q)[q] \right|,
\end{equation}
where $|\pi^G_k(q)[q]|$ denotes the absolute value of the coefficient of $q$ in $\pi^G_k(q)$ and $\mu$ is the M"obius function.

**Proof.** We consider $U$ as an element of $\mathbb{C}[[e^{-\alpha_i} : i \in I]]$. From the proof of Proposition 3.7 we obtain that the coefficient of $e^{-\eta(k)}$ in $-\log U$ equals
\begin{equation}
(-1)^{ht(\eta(k))} \sum_{k \geq 1} \frac{(-1)^k}{k} |P_k(k, G)|
\end{equation}
which by definition (3.1) is equal to $|\pi^G_k(q)[q]|$. Now applying $-\log$ to the right hand side of the denominator identity (2.2) gives
\begin{equation}
\sum_{\ell \in \mathbb{N}} \frac{1}{\ell} \mult(k/\ell) = |\pi^G_k(q)[q]|.
\end{equation}
The statement of the corollary is now an easy consequence of the M"obius inversion formula. □

**Remark.** The generalized chromatic polynomial $\pi^G_k(q)$ can be computed explicitly for many families of graphs and hence (3.4) gives an effective method to compute the root multiplicities; the case of complete graphs and trees is treated in the end of this section. For chordal graphs we refer the reader to [1].

3.10. We calculate the generalized chromatic polynomial for special families of graphs.

**Example.**

1. Let $G = K_n$ be a complete graph with $n$ vertices and $k = (k_1, \ldots, k_n)$ be a tuple of positive integers. Vertex 1 can receive any $k_1$ colors from the given $q$ colors. Vertex 2 can not receive those $k_1$ colors that were assigned to vertex 1 and that is the only restriction that we have. Hence vertex 2 can receive any $k_2$ colors from the remaining $q - k_1$ colors. Similarly the vertex 3 can receive any $k_3$ colors from the remaining...
Let us first fix some notations. Let $I = \{k_1, \ldots, k_n\}$ be a tuple of positive integers. Assume that the vertex set $I = \{1, \ldots, n\}$ of $G$ is ordered in such a way that the vertex $i$ is a leaf of the subgraph of $G$ spanned by the vertices $\{i, i+1, \ldots, n\}$. Further, let $i'$ the unique vertex adjacent to $i$ for each $1 \leq i \leq n - 1$. We denote by $G'$ the subgraph obtained from $G$ by deleting vertex 1 and claim that each vertex multicoloring of $G'$ gives $(q^{k_{i'}})$ distinct vertex multicolorings of $G$. Fix a multicoloring of $G'$, then vertex 1 is colored with $k_1$ distinct multicolors. Now it is easy to see that vertex 1 can not be colored by the colors which are used to color vertex $1'$ and this is the only restriction that we have. Hence we can choose any $k_1$ colors among the $q - k_{1'}$ remaining colors to color vertex 1. This proves that

$$\pi_k^{T_n}(q) = \left(\frac{q - k_{1'}}{k_1}\right) \pi_{k_1'}^{G'}(q),$$

where $k' = (k_2, \ldots, k_n)$. Now we can repeat this procedure and obtain together with $\pi_{k_1}^{(n)}(q) = \left(\frac{q}{k_1}\right)$ that

$$\pi_k^{T_n}(q) = \left(\frac{q - k_{1'}}{k_1}\right) \left(\frac{q - k_{2'}}{k_2}\right) \cdots \left(\frac{q - k_{(n-1)'}}{k_{n-1}}\right) \left(\frac{q}{k_n}\right).$$

In particular we get a Witt type formula for trees:

$$\text{mult } \eta(k) = \sum_{\ell \mid k} \mu(\ell) \left(\frac{\ell}{k_1} - 1\right) \left(\frac{\ell}{k_2} - 1\right) \cdots \left(\frac{\ell}{k_{n-1}} - 1\right) (1/k_n).$$

4. BASES AND ACYCLIC ORIENTATIONS

In this section we describe a family of bases for the root spaces of a given Borcherds algebra under the assumptions of Section 3, namely that the coefficients of the real nodes are less or equal to one. Since $\eta(k) \neq 0$ implies that $\text{supp}(k) = \{i \in I : k_i \neq 0\}$ is connected we will assume without loss of generality for the rest of this section that $I$ is connected and $I = \text{supp}(k)$ and in particular $I$ is finite. We freely use the notations introduced in the previous sections.

4.1. Let us first fix some notations. Let $I^*$ be the free monoid generated by $I$. Note that $I^*$ has a total order given by the lexicographical order. The free partially commutative monoid associated with $G$ is denoted by $M(I, G) := I^*/\sim$, where $\sim$ is generated by the relations

$$ab \sim ba, \ (a, b) \notin E(G).$$
We associate to each element \( a \in M(I, G) \) the unique element \( \tilde{a} \in I^* \) which is the maximal element in the equivalence class of \( a \) with respect to the lexicographical order. A total order on \( M(I, G) \) is then given by

\[
a < b :\iff \tilde{a} < \tilde{b}.
\]

Let \( w \in M(I, G) \) and write \( w = i_1 \cdots i_r \). Define \( |w| = r \), \( i(w) = \{|j : i_j = i\}| \) for all \( i \in I \) and \( \text{supp}(w) = \{i \in I : i(w) \neq 0\} \). The weight of \( w \) is denoted by \( \text{wt}(w) = \sum_{i \in \text{supp}(w)} i(w) \).

The initial alphabet of \( w \) is a multiset denoted by \( \text{IA}_m(w) \) and defined by \( i \in \text{IA}_m(w) \) (counted with multiplicities) if and only if \( \exists u \in M(I, G) \) such that \( w = \tilde{u} \). The underlying set is denoted by \( \text{IA}(w) \). For example \( \text{IA}_m(1233) = \{3, 3\} \), and \( \text{IA}(1233) = \{3\} \) for the complete graph \( G = K_3 \). The right normed Lie word associated with \( w \) is defined by

\[
e(w) = [e_{i_1}, [e_{i_2}, \ldots [e_{i_{r-1}}, e_{i_r}]]] \in \mathfrak{g}.
\]

Using the Jacobi identity, it is easy to see that the association \( w \mapsto e(w) \) is well defined.

4.2. The following lemma is straightforward.

**Lemma.** Let \( w = i_1 \cdots i_r \in M(I, G) \). Then \( |\text{IA}_m(w)| = 1 \) if and only if \( w \) satisfies the following condition:

- given any \( 1 \leq k < r \) there exists \( k + 1 \leq j \leq r \) such that \( (i_k, i_j) \in E(G) \)
- or equivalently \( i_{r-1} \neq i_r \) and the subgraph generated by \( i_k, \ldots, i_r \) is connected for any \( 1 \leq k < r \).

4.3. For \( i \in I \), we introduce the so-called \( i \)-form of a given word \( w \in M(I, G) \).

**Proposition.** Let \( w \in M(I, G) \) with \( \text{IA}(w) = \{i\} \). Then there exists unique \( w_1, \ldots, w_{i(w)} \in M(I, G) \) such that

1. \( w = w_1 \cdots w_{i(w)} \)
2. \( |\text{IA}_m(w_j)| = \{i\} \), \( i(w_j) = 1 \) for each \( 1 \leq j \leq i(w) \).

**Proof.** We prove this result by induction on \( i(w) \). If \( i(w) = 1 \), there is nothing to prove; so assume that \( i(w) > 1 \). We choose an expression \( w = i_1 \cdots i_{r-1}i \in M(I, G) \) of \( w \) such that \( i_k = i, \ i_\ell \neq i \) for all \( k < \ell < r \) and \( k \) is minimal with this property. To be more precise, if \( w = i'_1 \cdots i'_{r-1}i \) is another expression of \( w \), with \( i_{k'} = i \) and \( i_\ell \neq i \) for all \( k' < \ell < r \), then \( k' \geq k \). We set \( w_{i(w)} = i_{k+1} \cdots i_{r-1}i \). It is clear that \( |\text{IA}_m(w_{i(w)})| = \{i\} \) and \( w = u w_{i(w)} \) where \( u = i_1 \cdots i_k \). The minimality of \( k \) implies that \( \text{IA}(u) = \{i\} \). Since \( i(u) = i(w) - 1 \) we get by induction

\[
u = w_1 \cdots w_{i(w)-1}
\]

such that \( |\text{IA}_m(w_j)| = \{i\} \) for each \( 1 \leq j \leq i(w) - 1 \).

Now we prove the uniqueness part; assume that \( w = w_1' \cdots w_{i(w)}' = u' w_{i(w)}' \) is another expression such that \( |\text{IA}_m(w'_j)| = \{i\} \) for all \( 1 \leq j \leq i(w) \). Suppose \( w_{i(w)}' \neq w_{i(w)} \) in \( I^* \), which is only possible if there exists \( t_p \) in \( u \), say \( t_p \in w_p \) with \( p < i(w) \) which we can pass through \( i_{p+1}, i_{p+2}, \ldots, i_{t-1}, i_t = i \in w_p \). This contradicts \( |\text{IA}_m(w_p)| = 1 \). Hence \( w_{i(w)} = w_{i(w)}' \) and the rest follows again by induction.

\[\square\]
The factorization of \( \omega \) in Proposition \( 4.3 \) is called the \( i \)-form of \( \omega \). In the rest of this section, we fix \( i \in I \) and whenever we write \( \omega = \omega_1 \cdots \omega_{i(\omega)} \) we always assume that it is the \( i \)-form.

4.4. Here we will recall the combinatorics of Lyndon words and state the main theorem of this section; for more details about Lyndon words we refer the reader to [18]. Consider the set \( \mathcal{X}_i = \{ \omega \in M(I, G) : \text{IA}_{\omega}(\omega) = \{ i \} \} \) and recall that \( \mathcal{X}_i \) (and hence \( \mathcal{X}_i^* \)) is totally ordered using \( \leq \). We denote by \( FL(\mathcal{X}_i) \) the free Lie algebra generated by \( \mathcal{X}_i \). A non–empty word \( \omega \in \mathcal{X}_i^* \) is called a Lyndon word if it satisfies one of the following equivalent definitions:

- \( \omega \) is strictly smaller than any of its proper cyclic rotations
- \( \omega \in \mathcal{X}_i \) or \( \omega = uv \) for Lyndon words \( u \) and \( v \) with \( u < v \).

There may be more than one choice of \( u \) and \( v \) with \( \omega = uv \) and \( u < v \) but if \( v \) is of maximal possible length we call it the standard factorization.

To each Lyndon word \( \omega \in \mathcal{X}_i^* \) we associate a Lie word \( L(\omega) \) in \( FL(\mathcal{X}_i) \) as follows. If \( \omega \in \mathcal{X}_i \), then \( L(\omega) = \omega \) and otherwise \( L(\omega) = [L(u), L(v)] \), where \( \omega = uv \) is the standard factorization of \( \omega \). The following result can be found in [18] and is known as the Lyndon basis for free Lie algebras.

**Proposition.** The set \( \{ L(\omega) : \omega \in \mathcal{X}_i^* \} \) forms a basis of \( FL(\mathcal{X}_i) \). \( \square \)

Let \( \mathfrak{g}^i \) the Lie subalgebra of \( \mathfrak{g} \) generated by \( \{ e(\omega) : \omega \in \mathcal{X}_i \} \). By the universal property of \( FL(\mathcal{X}_i) \) we have a surjective homomorphism

\[
\Phi : FL(\mathcal{X}_i) \to \mathfrak{g}^i, \quad \omega \mapsto e(\omega) \quad \forall \omega \in \mathcal{X}_i.
\]

Using Proposition \( 4.4 \) we immediately get that the image of \( \Phi \) generates \( \mathfrak{g}^i \). It is natural to ask if in fact this procedure gives a basis for the root space \( \mathfrak{g}_{\eta(k)} \); the main theorem of this section gives an answer to this question. Set

\[
C^i(k, G) = \{ \omega \in \mathcal{X}_i^* : \omega \text{ is a Lyndon word, } \text{wt}(\omega) = \eta(k) \}, \quad \iota(\omega) = \Phi \circ L(\omega).
\]

**Theorem 2.** The set \( \{ \iota(\omega) : \omega \in C^i(k, G) \} \) is a basis of the root space \( \mathfrak{g}_{\eta(k)} \). Moreover, if \( k_i = 1 \), the set

\[
\{ e(\omega) : \omega \in \mathcal{X}_i, \text{wt}(\omega) = \eta(k) \}
\]

forms a right–normed basis of \( \mathfrak{g}_{\eta(k)} \) and

\[
C^i(k, G) = \{ \omega \in \mathcal{X}_i : e(\omega) \neq 0, \text{wt}(\omega) = \eta(k) \}.
\]

So if \( k_i = 1 \), the above theorem implies that the root space \( \mathfrak{g}_{\eta(k)} \) has a very special type of basis, namely that the right–normed Lie word \( e(\omega) \) is either zero or a basis element.

4.5. Here we proof Theorem \( 2 \). We set

\[
\tilde{B}^i(k, G) = \{ \omega \in M(I, G) : \text{wt}(\omega) = \eta(k) \text{ and } \text{IA}(\omega) = \{ i \} \}.
\]

Let \( \omega \in \tilde{B}^i(k, G) \) and write \( \omega = \omega_1 \cdots \omega_{k_i} \in \mathcal{X}_i^* \). We say \( \omega \) is aperiodic if the elements in the cyclic rotation class of \( \omega \) are all distinct, i.e. all elements in

\[
C(\omega) = \{ \omega_1 \cdots \omega_{k_i}, \omega_2 \cdots \omega_{k_i} \omega_1, \cdots, \omega_{k_i} \omega_1 \cdots \omega_{k_i-1} \}
\]

are distinct. We naturally identify \( C^i(k, G) \) with the set

\[
B^i(k, G) = \{ \omega \in \tilde{B}^i(k, G) : \omega \text{ is aperiodic} \} / \sim,
\]
where $w \sim w' \iff C(w) = C(w')$. The following proposition is crucial for the proof of Theorem 2.

**Proposition.** We have

(i) The root space $g_{\eta(k)}$ is contained in $g^i$.

(ii) Let $w \in M(I, G)$ and $\text{wt}(w) = \eta(k)$. Then

$$e(w) \neq 0 \iff \text{IA}_m(w) = \{i\}.$$  

(iii) We have

$$\text{mult } \eta(k) = |B^i(k, G)|.$$

The proof of the above proposition is postponed to the next subsection. We first show how this proposition proves Theorem 2. Since $g_{\eta(k)}$ is contained in $g^i$ we get with Proposition 4.4 and (4.2) that $\{i(w) : w \in C^i(k, G)\}$ is a spanning set for $g_{\eta(k)}$ of cardinality equal to $|C^i(k, G)|$. Therefore Proposition 4.5 (iii) shows that this is in fact a basis. So in the special case when $k_i = 1$ we get that $\{e(w) : w \in X_i, \text{wt}(w) = \eta(k)\}$ is a basis. In order to finish the theorem we have to observe when a Lie word $e(w)$ is non–zero, which is exactly answered by part (ii) of the proposition.

### 4.6. Proof of Proposition 4.5(i)

This part of the proof is an easy consequence of the Jacobi identity.

**Lemma.** Fix an index $i \in I$. Then the root space $g_{\eta(k)}$ is spanned by all right normed Lie words $e(w)$, where $w \in M(I, G)$ is such that $\text{wt}(w) = \eta(k)$ and $\text{IA}_m(w) = \{i\}$.

**Proof.** We fix $w = i_1 \cdots i_r$ and show that any element

$$e(w, k) = [[[e_{i_1}, e_{i_2}], e_{i_3}], \ldots, e_{i_k}], [e_{i_{k+1}}, [e_{i_{k+2}}, \ldots [e_{i_{r-1}}, e_{i_r}]]], \quad 0 \leq k < r$$

can be written as a linear combination of right normed Lie words $e(w')$ with $w' = j_1 \cdots j_{r-1} i$. The claim finishes the proof since $e(w) = e(w,0)$ and $e(w') \neq 0$ only if $\text{IA}_m(w') = \{i\}$. If $k = r - 1$ this follows immediately using repeatedly $[x, y] = -[y, x]$ for all $x, y \in g$. If $k < r - 1$ we get from the Jacobi identity

$$e(w, k) = e(w, k + 1) + [e_{i_{k+1}}, [[[e_{i_1}, e_{i_2}], e_{i_3}], \ldots, e_{i_k}], [e_{i_{k+2}}, \ldots [e_{i_{r-1}}, e_{i_r}]]]$$

$$= e(w, k + 1) + [e_{i_{k+1}}, e(\bar{w}, k + 1)]$$

where $\bar{w} = (i_1, \ldots, i_{k+1}, \ldots, i_r)$. An easy induction argument shows that each term in (4.3) has the desired property. \(\square\)

### 4.7. Proof of Proposition 4.5(ii)

Now we want to analyze when a right normed Lie word $e(w)$ is non–zero. One has for $w \in M(I, G)$, $e(w) \neq 0$ implies $|\text{IA}_m(w)| = 1$. Indeed we prove that the converse is also true.

**Lemma.** The right normed Lie word $e(w)$ with $\text{wt}(w) = \eta(k)$ is non–zero if and only if $|\text{IA}_m(w)| = 1$. 

Proof. Using Lemma 4.2 we prove that, for \( w = i_1 \cdots i_r \in M(I, G) \), the right normed Lie word \( e(w) \) is non–zero if and only if \( w \) satisfies the following condition:

\[
given any 1 \leq k < r there exists k + 1 \leq j \leq r such that [e_{ik}, e_{ij}] \neq 0. \tag{4.4}
\]

The remaining direction will be proven by induction on \( r \), where the initial step \( r = 2 \) obviously holds. So assume that \( r > 2 \) and \( e(w) \) satisfies (4.4). We choose \( p \in \{1, \ldots, r - 1\} \) be minimal such that \( i_j \neq i_p \) for all \( j > p \). Note that \( p \) exists, since \( i_{r - 1} \neq i_r \). Let \( I(p) = \{p_1, \ldots, p_{k_p}\} \) be the elements satisfying \( i_p = i_{p_j} \) for \( 1 \leq j \leq k_p \). Note that \( p_j \neq p \) implies \( p_j < p \) by the choice of \( p \). For a subset \( S \subset I(r) \) let \( w(S) \) be the tuple obtained from \( w \) by removing the vertices \( i_q \) for \( q \in S \). The proof considers two cases.

Case 1: We assume that \( p < r - 1 \). We first show that \( e(w(S)) \) satisfies (4.4). If (4.4) is violated, we can find a vertex \( i_k \) such that \( k < p, i_k \neq i_p \) and \( [e_{ik}, e_{it}] = 0 \) for all \( t > k \) with \( i_t \neq i_p \). We choose \( k \) maximal with that property. By the minimality of \( p \) we get \( i_k \in \{i_{k + 1}, \ldots, i_j\}\{i_p\} \supset \{i_{r - 1}, i_r\} \), say \( i_k = i_m \) for some \( k + 1 \leq m \leq r \). If \( m > p \), we get \( [e_{ik}, e_{it}] = [e_{im}, e_{it}] \neq 0 \) for some \( k + 1 \leq t \leq r \) with \( i_t \neq i_p \), since \( e(w) \) satisfies (4.4) and \( p < r - 1 \). This is not possible by the choice of \( i_k \). Hence \( m < p \) and the maximality of \( k \) implies the existence of a vertex \( i_t \) such that \( t > m, i_t \neq i_p \) and \( [e_{ik}, e_{it}] = [e_{im}, e_{it}] \neq 0 \), which is once more a contradiction. Hence \( e(w(S)) \) satisfies (4.4) and is therefore non–zero by induction.

We consider the element \( (ad \ f_{i_p})^{k_p} e(w) \). If \( i_p \) is a real node, we have \( k_p = 1 \) and therefore

\[
(ad \ f_{i_p}) e(w) = - (\alpha_{i_p, 1} + \cdots + \alpha_{i_r}(h_{i_p}) e(w(\{p\})) \tag{4.4}
\]

Since \( (\alpha_{i_p, 1} + \cdots + \alpha_{i_r}) < 0 \) \( e(w) \) satisfies (4.4) and \( e(w(\{p\})) \neq 0 \) by the above observation we must have \( e(w) \neq 0 \). If \( i_p \) is not a real node then we have \( \alpha_{i_p, s} \leq 0 \) for all \( s \in I \). We get

\[
(ad \ f_{i_p})^{k_p} e(w) = Ce(w(I(r))),
\]

for some non–zero constant \( C \). Again we deduce \( e(w) \neq 0 \).

Case 2: We assume that \( p = r - 1 \). In this case the rank of our Lie algebra is two. So \( i_j \in I = \{1, 2\} \) for all \( 1 \leq j \leq r \). If \( I^r = \emptyset \), say \( 1 \in I^r \), we can finish the proof as follows. If \( k_2 = 1 \), there is nothing to prove. Otherwise, since \( e(w) \) satisfies (4.4) we must have (up to a sign) \( e(w) = (ad \ e_2)^{k_2} e_1 \). Now \( k_2 > 1 \) implies \( 2 \in I^{im} \) and thus \( \mathfrak{g}_{2}(k) \neq 0 \) which forces \( e(w) \neq 0 \). So it remains to consider the case when \( I^r = \emptyset \). In this case \( n^+ \) is the free Lie algebra generated by \( e_1, e_2 \) and the lemma is proven. \( \square \)

4.8. The rest of this section is dedicated to the proof of Proposition 4.5(iii). First we prove that \( |\widetilde{B}^i(k, G)| \) satisfies a recursion relation which is similar to the one in (4.5). More precisely,

**Proposition.** We have

\[
|\widetilde{B}^i(k, G)| = \sum_{\ell | k} \frac{k_\ell}{\ell} \left| B^i \left( \frac{k}{\ell}, G \right) \right| .
\]

**Proof.** There exists a subset \( \widehat{B}^i(k, G) \) of \( \widetilde{B}^i(k, G) \) such that

\[
\{ w \in \widehat{B}^i(k, G) : w \ is \ aperiodic \} = \bigcup_{w \in \widehat{B}^i(k, G)} C(w).
\]
We clearly have $|\tilde{B}^i(k, G)| = |B^i(k, G)|$. Let $\ell \in \mathbb{Z}_+$ such that $\ell | k$ and let $k = \frac{k}{\ell}$. We consider the map $\Phi_\ell : \tilde{B}^i\left(\frac{k}{\ell}, G\right) \to \tilde{B}^i(k, G)$ defined by

$$w = w_1 \cdots w_k \mapsto \underbrace{w_1 \cdots w_k}_{\ell\text{-times}} \cdots \underbrace{w_1 \cdots w_k}_{\ell\text{-times}}.$$ 

Since $w$ is aperiodic it follows from the uniqueness of the $i$–form that $\Phi_\ell(w)$ has exactly $k$ distinct elements in its cyclic rotation class. Choose another element $w' \in \tilde{B}^i\left(\frac{k}{\ell}, G\right)$ such that $C(\Phi_\ell(w)) \cap C(\Phi_\ell(w')) \neq \emptyset$. We set $k' = \frac{k}{\ell}$ and assume without loss of generality that $k \geq k'$; say $k = pk' + t$ with $0 < t \leq k'$, $p \in \mathbb{Z}_+$. Let $v = v_1 \cdots v_k \in C(w)$ and $v' = v'_1 \cdots v'_{k'} \in C(w')$ such that

$$\underbrace{vv \cdots v}_{\ell\text{-times}} = \underbrace{v'v' \cdots v'}_{\ell'\text{-times}} \in C(\Phi_\ell(w)) \cap C(\Phi_\ell(w')).$$

By the uniqueness property we get $v_1 \cdots v_k = v_{k-t+1} \cdots v_k v_1 \cdots v_{k-t}$. Since $v$ is aperiodic we must have $t = k \leq k'$ and thus $\ell = \ell'$. Using once more the uniqueness property we obtain that $C(w) = C(w')$ and hence $w = w'$. It follows

$$|\tilde{B}^i(k, G)| \geq \sum_{\ell | k} \frac{k}{\ell} \left| B^i\left(\frac{k}{\ell}, G\right) \right|.$$ 

Now we prove that any element in $w \in \tilde{B}^i(k, G)$ can be obtained by this procedure, i.e. we have to show that there exists $\ell \in \mathbb{Z}_+$ with $\ell | k$ such that $\text{Im}(\Phi_\ell) \cap C(w) \neq \emptyset$. In what follows we construct an element in the aforementioned intersection. Let $w = w_1 \cdots w_{k_i} \in \tilde{B}^i(k, G)$ arbitrary. Note that the statement is clear if $w$ is aperiodic. So let $1 \leq r < s \leq k_i$ such that

$$w_r \cdots w_k w_1 \cdots w_{r-1} = w_s \cdots w_{k_i} w_1 \cdots w_{s-1}$$

and suppose that $k := s - r$ is minimal with this property. Write $k_i = \ell k + t$, $0 \leq t < k$. Again by the uniqueness of the $i$–form we obtain

$$w_1 = w_{k+1} = \cdots = w_{\ell k + 1} = w_{k_i-k+1},$$

$$w_2 = w_{k+2} = \cdots = w_{\ell k + 2} = w_{k_i-k+2},$$

$$\vdots$$

$$w_t = w_{k+t} = \cdots = w_{\ell k + t} = w_{k_i-k+t},$$

$$w_{t+1} = w_{k+t+1} = \cdots = w_{(\ell-1)k+t+1} = w_{k_i-k+t+1},$$

$$\vdots$$

$$w_k = w_{2k} = \cdots = w_{\ell k} = w_{k_i}.$$ 

Thus $w_1 = \cdots w_{k_i} = w_{t+1} = \cdots w_k w_1 \cdots w_t$ and the minimality of $k$ implies $t = 0$. Therefore,

$$w = \underbrace{(w_1 \cdots w_k) \cdots (w_1 \cdots w_k)}_{\ell\text{-times}}.$$ 

If $w_1 \cdots w_k$ is aperiodic we can choose the unique element in $\tilde{B}^i\left(\frac{k}{\ell}, G\right) \cap C(w_1 \cdots w_k)$ whose image is obviously an element of $\text{Im}(\Phi_\ell) \cap C(w)$. If not, we continue the above procedure with $w_1 \cdots w_k$. This completes the proof.
Remark. From the proof of Proposition \[4.3\] we get that any element of \(B^i(k, G)\) is aperiodic if \(k_i, i \in I\) are relatively prime.

4.9. In this subsection we prove Theorem \[2\] for the special case \(k = 1 = (k_i = 1 : i \in I)\) which will be needed later to prove Proposition \[4.5\]iii). We need the notion of an acyclic orientation for this. An acyclic orientation of a graph is an assignment of a direction to each edge that does not form any directed cycle. A node \(j\) is said to be a sink of an orientation if no arrow is incident to \(j\) at its tail. We denote by \(O_i(G)\) the set of acyclic orientations of \(G\) with unique sink \(i\). Greene and Zaslavsky [3, Theorem 7.3] proved a connection between the number of acyclic orientations with unique sink and the chromatic polynomial. In particular, up to a sign

\[|O_i(G)| = \text{the linear coefficient of the chromatic polynomial of } G.\]  

(4.5)

Now we are able to prove,

**Proposition.** The set

\[\{e(w) : w \in \tilde{B}^i(1, G)\}\]

is a basis of the root space \(\mathfrak{g}_{\eta(1)}\).

**Proof.** Given any \(w \in \tilde{B}^i(1, G)\), we associate an acyclic orientation \(G^w\) as follows. Draw an arrow from the node \(u\) to \(v\) \((u \neq v)\) if and only if \(u\) appears on the left of \(v\) in \(w\). Note that the assignment \(w \mapsto G^w\) is well defined, i.e. \(G^w\) does not depend on the choice of an expression of \(w\). It is easy to see that the node \(i\) is the unique sink for the acyclic orientation \(G^w\). Thus the assignment \(w \mapsto G^w\) defines a well-defined injective map \(\tilde{B}^i(1, G) \to O_i(G)\).

Since \(\{e(w) : w \in \tilde{B}^i(1, G)\}\) spans \(\mathfrak{g}_{\eta(1)}\), we obtain together with Corollary \[3.9\]

\[|O_i(G)| \geq |\tilde{B}^i(1, G)| \geq \dim \mathfrak{g}_{\eta(1)} = |\pi^G_1(q)[q]|.\]

Now the proposition follows from \[4.5\]. \(\square\)

As a corollary we get,

**Corollary.** The number of acyclic orientations of \(G\) with unique sink \(i \in I\) is equal to \(\text{mult } \eta(1)\). \(\square\)

4.10. We construct a new graph associated to the pair \((G, k)\) which will help to determine the cardinality of \(\tilde{B}^i(k, G)\). For each \(j \in I\), take a clique (complete graph) of size \(k_j\) with vertex set \(\{j^1, \ldots, j^{k_j}\}\) and join all vertices of the \(r\)-th and \(s\)-th clique if \((r, s) \in E(G)\). The resulting graph is called the join of \(G\) with respect to \(k\), denoted by \(G(k)\).

We consider

\[M(i_1, \ldots, i_{k_i}) := \tilde{B}^i(1, G(k)) \cup \cdots \cup \tilde{B}^{i_{k_i}}(1, G(k))\]

and define a map \(\phi : M(i_1, \ldots, i_{k_i}) \to \tilde{B}^i(k, G)\) by sending the vertices of the \(j\)-th clique \(\{j^1, \ldots, j^{k_j}\}\) to the vertex \(j\) for all \(j \in I\). This map is clearly surjective. Let \(w \in M(i_1, \ldots, i_{k_i})\) and let \(\sigma \in S_{k_i}, j \in I\) which acts on \(w\) by permuting the entries in the \(j\)-th clique. It is easy to show that \(|\text{IA}_m(\sigma(w))| = 1\) and thus \(\sigma(w) \in M(i_1, \ldots, i_{k_i})\). Therefore there is a natural action of the symmetric group

\[S_k = \prod_{j \in I} S_{k_j} \text{ on } M(i_1, \ldots, i_{k_i}).\]
It is clear that this action induces a bijective map,
\[ \varphi: M(i_1, \ldots, i_k)/S_k \to \tilde{B}^i(k, G). \]

We will conclude our discussion by proving that the above action is free. Let \( \sigma \in S_k \) and \( w \in M(i_1, \ldots, i_k) \) such that \( \sigma w = w \). If \( \sigma \) is not the identity we can find \( j \in I \) and \( 1 \leq \ell < s \leq k_j \) such that \( \sigma(\ell) > \sigma(s) \). So if \( j^\ell \) appears on the left of \( j^k \) in \( w \), then \( j^k \) appears on the left of \( j^\ell \) in \( \sigma(w) \). Since \( \sigma(w) = w \), this is only possible if \((j^\ell, j^k) \in E(G(k))\) which is a contradiction. Thus we have proved that
\[ |\tilde{B}^i(k, G)| = \sum_{r=1}^{k_i} \frac{1}{k!} |\tilde{B}^{ir}(1, G(k))|. \]

4.11. We complete the proof of Proposition 4.5(iii). We have
\[ \sum_{\ell|k} \frac{1}{\ell} |B^i(k, G)| = \frac{1}{k_i} |\tilde{B}^i(k, G)| \quad \text{by Proposition 4.8} \]
\[ = \frac{1}{k_i} \sum_{r=1}^{k_i} \frac{1}{k!} |\tilde{B}^{ir}(1, G(k))| \quad \text{by (4.6)} \]
\[ = \frac{|\pi^{G(k)}_1(q)[q]|}{k_i} \quad \text{by Proposition 4.9} \]
\[ = |\pi^{G(k)}_1(q)[q]| \]
\[ = \sum_{\ell|k} \frac{1}{\ell} \text{mult } \eta \left( \frac{k}{\ell} \right) \quad \text{by (3.5)}. \]

Now induction on g.c.d of \( k \) implies that \( |B^i(k, G)| = \text{mult } \eta(k) \) for all \( k \).

Example. We finish this section by determining a basis for the root space \( \mathfrak{g}_{\eta(k)} \) where \( G \) is the graph defined in Example 3.2 and \( k = (2, 1, 1, 1) \). The following is a list of acyclic orientations of \( G(k) \) with unique sink \( i = 2 \)

\[ \begin{array}{c}
1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 
\end{array} \]

So we have \( \text{mult } \eta(k) = 2 \) and if \( i = 2 \), the following right–normed Lie words form a basis of \( \mathfrak{g}_{\eta(k)} \)
\[ [e_4, [e_3, [e_1, e_2]]], [e_3, [e_4, [e_1, e_2]]]. \]

Similarly if \( i = 1 \) we have the basis
\[ [e_1, [e_3, [e_4, e_2]], [e_1, [e_4, [e_3, e_2]], [e_1]]. \]
In this section we will compute the Hilbert series of the \( q \)-fold tensor product of the universal enveloping algebra of free partially commutative Lie algebras. In what follows, we assume that the Borcherds algebra \( \mathfrak{g} \) has only imaginary simple roots. In this case, it is easy to see that \( \mathfrak{n}^+ \) is isomorphic to the free partially commutative Lie algebra associated to \( G \). We will use the ideas of the previous sections to show that the coefficients of the Hilbert series are determined by the generalized chromatic polynomials evaluated at negative integers. As an application, we will give a Lie theoretic proof of Stanley’s reciprocity theorem of chromatic polynomials [19].

5.1. We first recall the definition of Hilbert series. Let \( \Gamma \) be a semigroup with at most countably infinite elements and \( \mathfrak{a} \) be a \( \Gamma \)-graded Lie algebra with finite dimensional homogeneous spaces, i.e.

\[
\mathfrak{a} = \bigoplus_{\alpha \in \Gamma} \mathfrak{a}_\alpha \quad \text{and} \quad \dim(\mathfrak{a}_\alpha) < \infty \quad \text{for all} \quad \alpha \in \Gamma.
\]

The Hilbert series of \( \mathfrak{a} \) is defined as \( H_{\Gamma}(\mathfrak{a}) = \sum_{\alpha \in \Gamma} \dim(\mathfrak{a}_\alpha) e^\alpha \). The \( \Gamma \)-grading of \( \mathfrak{a} \) induces a \( \Gamma \cup \{0\} \)-grading on the universal enveloping algebra \( U(\mathfrak{a}) \) and similarly we define

\[
H_{\Gamma}(U(\mathfrak{a})) = 1 + \sum_{\alpha \in \Gamma} (\dim U(\mathfrak{a})_\alpha) e^\alpha.
\]

The proof of the following proposition is standard using the Poincaré–Birkhoff–Witt theorem.

**Proposition.** The Hilbert series of \( U(\mathfrak{a}) \) is given by

\[
H_{\Gamma}(U(\mathfrak{a})) = \frac{1}{\prod_{\alpha \in \Gamma} (1 - e^\alpha)^{\dim \mathfrak{a}_\alpha}}.
\]

5.2. Set \( \Gamma = Q_+ \setminus \{0\} \). Since \( \mathfrak{n}^+ \) is \( \Gamma \)-graded, the following statement is a straightforward application of the denominator identity:

**Corollary.** The Hilbert series of \( U(\mathfrak{n}^+) \) is given by

\[
H_{\Gamma}(U(\mathfrak{n}^+)) = \left( \sum_{\gamma \in \Omega} (-1)^{ht(\gamma)} e^\gamma \right)^{-1}.
\]

**Proof.** Since all the simple roots of \( \mathfrak{g} \) are imaginary, the denominator identity [2.2] (applied to \( \mathfrak{n}^+ \)) becomes

\[
\sum_{\gamma \in \Omega} (-1)^{ht(\gamma)} e^\gamma = \prod_{\alpha \in \Delta_+} (1 - e^\alpha)^{\dim \mathfrak{g}_\alpha}.
\]

Using Proposition 5.1 we see that

\[
H_{\Gamma}(U(\mathfrak{n}^+)) = \frac{1}{\prod_{\alpha \in \Gamma} (1 - e^\alpha)^{\dim \mathfrak{g}_\alpha}} = \frac{1}{\prod_{\alpha \in \Delta_+} (1 - e^\alpha)^{\dim \mathfrak{g}_\alpha}}
\]

where the last equality follows from \( \Delta_+ = \{ \alpha \in Q_+ \setminus \{0\} : \dim \mathfrak{g}_\alpha \neq 0 \} \). Now the result is immediate from the denominator identity. \( \square \)
5.3. In this subsection, we show that the Hilbert series of the $q$-fold tensor product of the universal enveloping algebra $U(n^+)$ is determined by the evaluation of the generalized chromatic polynomial at $-q$. We naturally identify $\alpha \in Q_+$ with a tuple on non-negative integers. We prove,

**Theorem 3.** Let $q \in \mathbb{N}$. Then the Hilbert series of $U(n^+)^{\otimes q}$ is given by

$$H_G(U(n^+)^{\otimes q}) = \sum_{\alpha \in Q_+} (-1)^{\text{ht}(\alpha)} \pi^G_\alpha(-q) e^\alpha.$$ 

In particular,

$$\dim (U(n^+)^{\otimes q})_{\alpha} = (-1)^{\text{ht}(\alpha)} \pi^G_\alpha(-q), \quad \text{for all } \alpha \in Q_+.$$ 

**Proof.** We obviously have $H_G(U(n^+)^{\otimes q}) = H_G(U(n^+))^q$. From Proposition 5.7 we get

$$\left(\sum_{\gamma \in \Omega} (-1)^{\text{ht}(\gamma)} e^\gamma\right)^{-q} = \sum_{\alpha \in Q_+} (-1)^{\text{ht}(\alpha)} \pi^G_\alpha(-q) e^\alpha.$$ 

(5.1)

A straightforward application of Corollary 5.2 finishes the proof. \hfill \Box

5.4. The following is an immediate consequence of Theorem 3. For a multiset $S$ let $\alpha(S) = \sum_{i \in S} \alpha_i$.

**Corollary.** Let $q \in \mathbb{N}$ and $\alpha = \sum_{i \in I} k_i \alpha_i \in Q^+$. Then the generalized chromatic polynomial of $G$ satisfies,

$$\pi^G_\alpha(-q) = \sum_{(S_1, \ldots, S_q)} \pi^G_{\alpha(S_1)}(-1) \cdots \pi^G_{\alpha(S_q)}(-1)$$

where the sum runs over all ordered partitions $(S_1, \ldots, S_q)$ of the multiset

$$\{\alpha_i, \ldots, \alpha_i : i \in I\}.$$

(5.2)

**Proof.** By Theorem 3 we get $\dim (U(n^+)^{\otimes q})_{\alpha} = (-1)^{\text{ht}(\alpha)} \pi^G_\alpha(-q)$. But

$$(U(n^+)^{\otimes q})_{\alpha} = \bigoplus_{(S_1, \ldots, S_q)} U(n^+)_{\alpha(S_1)} \otimes \cdots \otimes U(n^+)_{\alpha(S_q)}$$

where the sum runs over all ordered partitions $(S_1, \ldots, S_q)$ of the multiset (5.2). Again by Theorem 3 we know that $\dim (U(n^+))_{\alpha(S_i)} = (-1)^{\text{ht}(\alpha(S_i))} \pi^G_{\alpha(S_i)}(-1)$ for all $S_i$. Putting all this together we get the desired result. \hfill \Box

5.5. We give another application of Theorem 3 namely we show how this can be used to give a different proof of Stanley’s reciprocity theorem of chromatic polynomials [19, Theorem 1.2]. Note that the universal enveloping algebra of $n^+$ is isomorphic to the free associative algebra generated by $e_i, i \in I$ with the relations $e_ie_j = e_je_i$ for all $(i, j) \notin E(G)$. Assume for the rest of this section that $G$ is a finite graph with index set $I$. Suppose we are given an acyclic orientation $O$ of $G$. Let

$$e_O = e_{i_1} \cdots e_{i_n}$$

be the unique monomial in $U(n^+)$ determined by the following two conditions: $(i_1, \ldots, i_n)$ is a permutation of $I$ and if we have an arrow $i_r \rightarrow i_s$ in $O$, then we require $r < s$. Clearly,
this gives a bijective correspondence between the set of acyclic orientations of \( G \) and a vector space basis of \( U(n^+)_{\alpha(I)} \). For a map \( \sigma : S \to \{1, 2, \ldots, q\} \), we say \((\sigma, \mathcal{O})\) is a \( q \)-compatible pair if for each directed edge \( i \to j \) in \( \mathcal{O} \) we have \( \sigma(i) \geq \sigma(j) \).

**Theorem 4.** The number of \( q \)-compatible pairs of \( G \) is equal to \((-1)^{|I|} \pi_{\alpha(I)}(-q)\). In particular, \((-1)^{|I|} \pi_{\alpha(I)}(-1)\) counts the number of acyclic orientations of \( G \).

**Proof.** Let \((\sigma, \mathcal{O})\) be a \( q \)-compatible pair. For \( \mathcal{O} \) we consider the unique monomial

\[
e_\mathcal{O} = e_{i_1} \cdots e_{i_n}.
\]

Set \( S_{q-i+1} = \{v \in S : \sigma(v) = i\} \) for \( 1 \leq i \leq q \) and let \( \mathcal{O}_i \) the acyclic orientation of the subgraph spanned by \( S_i \) which is induced by \( \mathcal{O} \). Then \((S_1, \ldots, S_q)\) is a partition of \( S \) and since \((\sigma, \mathcal{O})\) is \( q \)-compatible pair, it is easy to see that

\[
e_\mathcal{O} = e_{\mathcal{O}_1} \cdots e_{\mathcal{O}_q}.
\]

On the other hand, suppose \((S_1, \ldots, S_q)\) is a partition of \( S \) and let \( \mathcal{O}_i \) an acyclic orientation of the subgraph spanned by \( S_i \) for \( 1 \leq i \leq q \). We extend the acyclic orientations to an acyclic orientation of \( G \). If \((i, j) \in E(G)\) such that \( i \in S_r \) and \( j \in S_k \) and \( r < k \), then we give the orientation \( i \to j \). This defines an acyclic orientation \( \mathcal{O} \) of \( G \). Further, define \( \sigma : S \to \{1, \ldots, q\} \) by \( \sigma(S_i) = q - i + 1 \) for all \( 1 \leq i \leq q \). Then it is easy to see that \((\sigma, \mathcal{O})\) is a \( q \)-compatible pair. Thus we proved,

\[
\# \text{ of } q \text{-compatible pairs of } G = \sum_{(S_1, \ldots, S_q)} (-1)^{|S_1|} \pi_{\alpha(S_1)}^G(-1) \cdots (-1)^{|S_q|} \pi_{\alpha(S_q)}^G(-1)
\]

where the sum runs over all \((S_1, \ldots, S_q)\) partitions of \( S \). Now Corollary \ref{cor:acyclic} completes the proof.

\[ \square \]

**5.6.** We consider the height grading on \( n^+ \)

\[
n^+ = \bigoplus_{k=1}^\infty g_k, \quad g_k = \bigoplus_{\alpha=\text{ht } \alpha=k} g_\alpha
\]

and show that in this case the Lucas polynomials show up as coefficients of the Hilbert series when the complement graph is triangle free. The height grading naturally arises in the study of lower central series of right angled Artin groups. Let \( \mathcal{G} \) be the right angled Artin group associated to \( G \). The lower central series of \( \mathcal{G} \) is the sequence of normal subgroups defined by \( \mathcal{G}_1 = G \) and \( \mathcal{G}_{n+1} = [\mathcal{G}_n, \mathcal{G}] \) for \( n \geq 1 \). Then the associated graded Lie algebra of \( \mathcal{G} \),

\[
gr_\mathbb{C}(\mathcal{G}) = \bigoplus_{k=1}^\infty \mathbb{C} \otimes_{\mathbb{Z}} (\mathcal{G}_{k+1}/\mathcal{G}_k)
\]

is isomorphic to \( n^+ \), see \cite[Theorem 3.4]{16}. The Lie bracket \([x, y]\) of \( gr_\mathbb{C}(\mathcal{G}) \) is induced from the group commutator and the grading is given by bracket length. In particular, the abelian group \( \mathcal{G}_{k+1}/\mathcal{G}_k \) is torsion free and its rank is equal to the dimensions of \( g_k \).
For the rest of this subsection we relate $M_k := \dim g_k$ to the independent set polynomial of $G$ defined by

$$I(X, G) = \sum_{i \geq 0} c_i X^i$$

where $c_0 = 1$ and $c_i, i \geq 1$ is the number of independent subsets of $G$ of size $i$. Using

$$U = \prod_{k \geq 1} (1 - X^k)^{M_k} = \sum_{j \geq 0} (-1)^j c_j X^j$$

we get by comparing coefficients of $X^k$ on both sides in $-\log (U)$ that

$$N_k = \sum_{d \mid k} \frac{k}{d} M_k \mu \left( \frac{k}{d} \right)$$

where

$$N_k := (-1)^{k+1} c_k + \frac{1}{2} (-1)^{k+2} \left\{ \sum_{j_1 + j_2 = k \atop j_1, j_2 \geq 1} c_{j_1} c_{j_2} \right\} + \frac{1}{3} (-1)^{k+3} \left\{ \sum_{j_1 + j_2 + j_3 = k \atop j_1, j_2, j_3 \geq 1} c_{j_1} c_{j_2} c_{j_3} \right\} + \cdots$$

(5.3) Using the Möbius inversion formula we recover a result of [7, Theorem III.3.],

$$M_k = \frac{1}{k} \sum_{d \mid k} \frac{\mu(d)}{d} N_k.$$

(5.4)

We remark that the connection between the numbers $N_k$’s and the coefficients of the independent set polynomial of $G$ is not explained in [7].

5.7. In this subsection, we consider a graph $G$ such that $G^c$ (the complement graph of $G$) is triangle free and determine explicitly the numbers $N'_k$’s. In this case, these numbers are related to the Lucas polynomials $\langle \ell \rangle_{s,t}$ in two variables $s$ and $t$. The Lucas polynomial is defined by the recurrence relation

$$\langle \ell \rangle_{s,t} = s \langle \ell - 1 \rangle_{s,t} + t \langle \ell - 2 \rangle_{s,t} \quad \text{for} \quad \ell \geq 2$$

with the initial values $\langle 0 \rangle_{s,t} = 2$ and $\langle 1 \rangle_{s,t} = s$. There is a closed formula (see [2, Proposition 2.1])

$$\langle \ell \rangle_{s,t} = \sum_{j \geq 0} \frac{\ell}{\ell - j} \binom{\ell - j}{j} s^j t^{\ell - 2j}.$$

We show,

**Proposition.** Let $G$ be a graph such that $G^c$ is triangle free. Let $v$ be the number of vertices of $G^c$ and $e$ the number of edges of $G^c$. Then for $k \geq 1$, we have

$$N_k = \frac{1}{k} \langle k \rangle_{v,e}, \quad M_k = \frac{1}{k} \sum_{d \mid k} \mu \left( \frac{k}{d} \right) \langle d \rangle_{v,e}.$$
Proof. We have \( I(-X,G) = 1 - vX + eX^2 \). Hence applying \(-\log\) we get,
\[
\sum_{k=1}^{\infty} \frac{(vX)^k}{k}(1 - (e/v)X) = \sum_{k=1}^{\infty} \frac{1}{k} \left( \sum_{r=0}^{k} (-1)^r \binom{k}{r} e^{k-r} X^{k+r} \right).
\]
The coefficient of \( X^k \) in \(-\log (1 - vX + eX^2)\) is
\[
N_k = \sum_{p+r=k \atop p \geq r \geq 0} \frac{(-1)^r p}{r} e^r v^{p-r} = \sum_{j \geq 0} \frac{(-1)^j}{k-j} \binom{k-j}{j} e^j v^{k-2j} = \frac{1}{k} \langle k \rangle_{v,-e}.
\]
The rest follows from (5.4). \hfill \Box
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