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ABSTRACT. This paper rigorously analyses preconditioners for the time-harmonic Maxwell equations with absorption, where the PDE is discretised using curl-conforming finite-element methods of fixed, arbitrary order and the preconditioner is constructed using Additive Schwarz domain decomposition methods. The theory developed here shows that if the absorption is large enough, and if the subdomain and coarse mesh diameters and overlap are chosen appropriately, then the classical two-level overlapping Additive Schwarz preconditioner (with PEC boundary conditions on the subdomains) performs optimally – in the sense that GMRES converges in a wavenumber-independent number of iterations – for the problem with absorption. An important feature of the theory is that it allows the coarse space to be built from low-order elements even if the PDE is discretised using high-order elements. It also shows that additive methods with minimal overlap can be robust. Numerical experiments are given that illustrate the theory and its dependence on various parameters. These experiments motivate some extensions of the preconditioners which have better robustness for problems with less absorption, including the propagative case. At the end of the paper we illustrate the performance of these on two substantial applications; the first (a problem with absorption arising from medical imaging) shows the empirical robustness of the preconditioner against heterogeneity, and the second (scattering by a COBRA cavity) shows good scalability of the preconditioner with up to 3,000 processors.
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1. Introduction

The construction of fast iterative solvers for the indefinite time-harmonic Maxwell system at high-frequency is a problem of great current interest. Some of the difficulties that arise are similar to those encountered for the high-frequency Helmholtz equation, and in this paper we investigate how Domain Decomposition (DD) solvers recently proposed for the high-frequency Helmholtz equation work in the Maxwell case. These solvers are built from preconditioners for the discretised boundary value problem (BVP) with added absorption. In the Helmholtz context, the idea of preconditioning with absorption originated in [28], and is often called “shifted Laplacian preconditioning” (see, e.g., the recent collection of articles [55]). The paper [41] proposed a two-level domain decomposition preconditioner for the Helmholtz equation based on adding absorption, and, from the point of view of analysis, the present paper is roughly-speaking the Maxwell analogue of this Helmholtz work. We emphasise, however, that the Maxwell theory in the present paper entails additional technical difficulties and we need to use both the theory for the “positive-definite” case in [49], [75], [66] and the theory for the indefinite case (for small wavenumber) in [37]; in particular, the technical heart of the paper, §4.3, contains wavenumber-explicit analogous of results in [37].

1.1. The Maxwell boundary value problems. The time-harmonic Maxwell equations, written in terms of the (time-harmonic) electric field $E$, are

$$
\text{curl} \left( \frac{1}{\mu} \text{curl} E \right) - (\varepsilon \omega^2 + i \sigma \omega) E = G,
$$

$\circ XXXX$ (copyright holder)
where $G$ is the source term, $\mu$ is the magnetic permeability, $\varepsilon$ is the dielectric constant, $\sigma$ is the conductivity, and $\omega$ is the angular frequency; (1.1) arises from assuming in the time-dependent Maxwell equations that the fields and source depend on time via $e^{-\frac{1}{\mu}kt}$.

In the case of propagation through a homogeneous medium, $\mu = \mu_0$, $\varepsilon = \varepsilon_0$, and $\sigma = \sigma_0$, where $\mu_0$, $\varepsilon_0$, and $\sigma_0$ are all positive constants. Then, with the wavenumber $k$ defined by $k := \omega \sqrt{\varepsilon_0 \mu_0}$ and $F := \mu_0 G$, (1.1) becomes

$$\text{curl}(\text{curl}E) - \left(k^2 + i \sigma_0 \sqrt{\frac{\mu_0}{\varepsilon_0}}\right)E = F.$$  

(The quantity $\sqrt{\mu_0/\varepsilon_0}$ is often called the vacuum impedance.) We consider domain-decomposition preconditioning for finite-element discretizations of the more general partial differential equation (PDE)

$$\text{curl}(\text{curl}E) - (k^2 + i \xi)E = F$$

with $\xi \in \mathbb{R} \setminus \{0\}$. Our theory is for the PDE (1.3) posed in a bounded Lipschitz polyhedron $\Omega$ with the perfect electric conductor (PEC) boundary conditions

$$E \times n = 0 \quad \text{on} \: \partial \Omega.$$  

We also give numerical experiments, however, for the boundary value problem (BVP) of (1.3) supplemented with the impedance boundary conditions

$$(\text{curl}E) \times n - i \text{sign}(\xi)k(n \times E) \times n = 0 \quad \text{on} \: \partial \Omega;$$  

we discuss the prospects of extending our theory to this case in Remark 4.3.

In the case that the “absorption parameter” $\xi$ equals $k\sigma_0\sqrt{\mu_0/\varepsilon_0}$, (1.3) becomes (1.2). Although one of our numerical experiments concerns a practical heterogeneous problem from medical imaging where $\sigma > 0$ (see §6.4), our main motivation for considering discretisations of (1.3) is as preconditioners for the “indefinite” Maxwell problem

$$\text{curl}(\text{curl}E) - k^2E = F,$$

with the same boundary conditions as prescribed for (1.3).

1.2. **Analysing preconditioning with absorption.** We now discuss the rationale of preconditioning discretisations of BVPs involving the PDE (1.6) with discretisations of (1.3). Much of this discussion is independent of the boundary conditions in the BVP, but we highlight when they play a role. We denote the Galerkin matrix arising from discretising (1.3) with Nédélec elements (of arbitrary order) by $A_\xi$, and thus the corresponding Galerkin matrix of (1.6) is $A_0$, which we also denote by $A$. Solving the linear system $Ax = b$ is difficult when $k$ is large because (i) the dimension of the matrix $A$ must grow at least like $k^3$ as $k$ increases to resolve the oscillations of the solution, (ii) $A$ is indefinite when $k$ is sufficiently large, and (iii) $A$ is non-Hermitian, and in general non-normal, when the BVP contains an impedance boundary condition. With system matrices like these, general iterative methods like preconditioned (F)GMRES have to be employed. However, analyzing the convergence of these methods is hard, since an analysis of the spectrum of the system matrix alone is not sufficient for any rigorous convergence estimates.

We therefore want to find a “good” preconditioner for $A$, in the sense that we would like the number of iterations needed to solve the preconditioned system to be independent of $k$, and we would also like the preconditioner to be, roughly speaking, as parallelisable as possible.

Our preconditioning strategy (written in left-preconditioning form) is to iteratively solve

$$B_\xi^{-1}Ax = B_\xi^{-1}b,$$

where $B_\xi^{-1}$ is an approximation of $A_\xi^{-1}$ computed using DD. The idea is that as $|\xi|$ increases it becomes easier to calculate a good approximation of $A_\xi^{-1}$ (since the problem becomes less wave-like and more “elliptic” as $|\xi|$ cannot increase too much, otherwise $A_\xi^{-1}$ is “too far away” from $A^{-1}$.

To understand this better, we write

$$B_\xi^{-1}A = B_\xi^{-1}A_\xi - B_\xi^{-1}A_\xi(I - A_\xi^{-1}A),$$

1Statements like this frequently appear in the literature; one way of understanding them rigorously is via the coercivity result of Lemma 2.5 below.
and recall that a sufficient (but by no means necessary) condition for GMRES applied to a matrix $C$ to converge is that the field of values (also called the numerical range) of $C$ is bounded away from the origin (see §3.2 below for more discussion on this). It is therefore clear from (1.7) that sufficient conditions for $B_\xi^{-1}$ to be a good preconditioner for $A$ are:

(i) $A_\xi^{-1}$ is a good preconditioner for $A$ in the sense that $||I-A_\xi^{-1}A||$ is small, independently of $k$,

and

(ii) $B_\xi^{-1}$ is a good preconditioner for $A_\xi$ in the sense that both the norm and the distance of the field of values from the origin of $B_\xi^{-1}A_\xi$ are bounded independently of $k$.

From the discussion above, we expect (i) to be achieved when $|\xi|$ is sufficiently small, and (ii) to be achieved when $|\xi|$ is sufficiently large. Furthermore, we expect the boundary conditions in the BVP to affect the answer to (i). For the PEC BVP, one expects (i) to be achieved when $|\xi|$ is sufficiently small and $k$ is such that the BVP with $\xi = 0$ has a unique solution. For the impedance BVP, one expects (i) to be achieved when $|\xi|$ is sufficiently small, for all $k > 0$.

1.3. Previous results on achieving (i) and (ii) for the Helmholtz equation. In case of the Helmholtz equation $\Delta u + (k^2 + i\xi)u = f$, [33] showed that, for the interior impedance and truncated exterior Dirichlet BVPs (which both have unique solutions for all $k > 0$), (i) holds when $|\xi|/k$ is sufficiently small. The message from the combination of [13], [41], and [29] is that one needs $|\xi| \sim k^2$ for standard “coercive elliptic” technology such as multigrid and classical additive Schwarz DD (with Dirichlet boundary conditions on the subdomains) to work in a $k$-independent way on $A_\xi$; indeed, [41] shows that (ii) holds for classical additive Schwarz DD with $|\xi| \sim k^2$, and [13] and [29] show that one needs $|\xi| \sim k^2$ for multigrid to converge in a $k$-independent number of iterations.

One advantage of DD over multigrid in this context is that “wave-based” components such as impedance or PML boundary conditions on the subdomains can more-easily be incorporated into DD preconditioners (see §1.5 below). The numerical experiments in [41] and [42] (following earlier experiments in [52] and [53]) show that additive Schwarz DD preconditioners for $A$ can perform well for $k \lesssim |\xi| \ll k^2$ if impedance boundary conditions are used on the subdomain problems, instead of Dirichlet ones, and these experiments are backed up by analysis in [43] that shows that Property (ii) can be satisfied in some situations with $|\xi| \sim k^{1+\beta}$ for $\beta$ small.

1.4. The main contributions of this paper.

Theory: The theoretical heart of this paper are results giving sufficient conditions for property (ii) above to hold when the classical two-level overlapping additive Schwarz DD preconditioner, with PEC boundary conditions on the subdomains, is applied to the PDE (1.3) posed in a convex polyhedron $\Omega$ with a PEC boundary condition on $\partial\Omega$; these results are given in §3.3 - see Theorems 5.7 and 5.10. This theory shows that property (ii) is achieved (i.e. GMRES converges in a $k$-independent number of iterations when applied to $B_\xi^{-1}A_\xi$) when $|\xi| \sim k^2$ and when the subdomain and coarse-grid diameters $H \sim k^{-1}$ and the overlap $\sim H$. Another case that is robust is when the fine and coarse grid each have a fixed number of degrees of freedom per wavelength and the overlap is “minimal”, i.e. of the order of the fine mesh diameter $h$. Our theory also gives results for $0 < |\xi| \ll k^2$, but these results are not sharp (especially in their restrictions on the subdomain and coarse-grid diameters).

We do not prove any results directly about property (i). However we expect that, at least for the Maxwell interior impedance problem, property (i) above holds when $|\xi|/k$ is sufficiently small, just as in the Helmholtz case. Indeed, in Appendix B we prove the PDE-analogue of this result, i.e. that the relative error between the solutions of (1.6) and (1.3) (with the same impedance boundary condition) is bounded as $k \to \infty$ when $|\xi|/k$ is sufficiently small. The Helmholtz analogue of this result is proved in [33, Theorem 6.1], leading us to expect that the conditions for property (i) to hold for Maxwell are the same as for Helmholtz.

We note that, with these results, there is a “gap” between the $\xi$ for which Property (ii) is proved to hold ($|\xi| \sim k^2$), and the $\xi$ for which we expect Property (i) to hold ($|\xi| \lesssim k$), but we expect this gap will decrease when the PEC boundary conditions on the subdomains are replaced by
impedance boundary conditions, just as in the Helmholtz case \cite{43}; this will be rigorously explored in future work.

**Numerical Experiments:** Numerical experiments are given in §6. In §6.2 we illustrate our theoretical results concerning property (ii), and the effect of various choices of absorption, coarse grid diameter, subdomain diameter and overlap. We also investigate the effect of the choice of inner product on the convergence of GMRES.

The theory helps us identify alternative preconditioners (not covered by the theory) that have better robustness properties, especially in the propagative case $\xi = 0$. These are introduced in §6.3. In §§6.4 and 6.5, the alternative preconditioners are applied to two substantial practical examples. For a heterogeneous absorptive problem (arising from medical imaging), preconditioning $A_\xi$ with $B_\xi^{-1}$ is robust with respect to the variation of $\varepsilon, \mu,$ and $\sigma$. In particular, the performance of the analogous one-level preconditioner deteriorates significantly when $\sigma = 0$ in some areas of the domain (in comparison to the situation where $\sigma > 0$ everywhere), but the performance of $B_\xi^{-1}$ does not; see §6.4. On the so-called “COBRA cavity” test case of scattering by a 3-d waveguide-like cavity, preconditioning $A$ with $B_\xi^{-1}$ exhibits good scalability with up to 3000 processors; see §6.5.

1.5. Discussion of the novelty of our results in the context of the DD literature.

**Classic overlapping Schwarz methods for “indefinite” Maxwell and Helmholtz.** Cai and Widlund \cite{12} proved results about overlapping additive Schwarz preconditioners (with Dirichlet boundary conditions on the subdomains) for non-symmetric indefinite second-order linear elliptic PDEs that are “close to” a symmetric coercive PDE, i.e. this theory treats the Helmholtz equation as a perturbation of the Laplace equation. The disadvantage of this theory applied to the Helmholtz equation is that it essentially requires quasi-optimality of the coarse-grid problem, and then because of the pollution effect this requires that the coarse grid diameter $H$ should satisfy $H \ll k^{-1}$ (recall that with impedance boundary conditions on $\partial \Omega$, quasi-optimality is proved with $H \lesssim k^{-2}$ \cite{60, Proposition 8.2.7}, and even in 1-d this is sharp; see, e.g., the literature review on \cite[Pages 182 and 183]{40}). The problem of giving a theory of DD for the Helmholtz equation with practical coarse grid sizes of $H \gtrsim 1/k$ is therefore still open.

The Maxwell analogue of \cite{12} is the work by Gopalakrishnan and Pasciak \cite{37}. Indeed, via a perturbative approach, these authors studied classical additive Schwarz DD preconditioners (involving PEC boundary conditions on the subdomains) for (1.6) with sufficiently small $k$ and posed in a convex polyhedron $\Omega$ with a PEC boundary condition on $\Omega$ (a similar approach was then applied to multigrid in \cite{38}).

Our theory is the Maxwell analogue of \cite{41}. The Helmholtz theory in \cite{41} drew inspiration from the work of Cai and Widlund \cite{12}, but did not use any specific technical results from that work. The Maxwell theory in the present paper, however, uses in an essential way some of the technical results in \cite{37}, modifying them appropriately using results about the Maxwell equations with absorption (see §4.3 below).

**Better boundary conditions on the subdomains: impedance, PML, optimised Schwarz.** Both overlapping and non-overlapping Schwarz methods usually perform much better for high-frequency Helmholtz and Maxwell problems if the Dirichlet/PEC boundary conditions on the subdomains are changed. In the Helmholtz case, impedance boundary conditions on the subdomains were proposed for non-overlapping methods in \cite{20, 5}, and were then used in the overlapping case by \cite{11}, and more recently in \cite{52, 53} (with the latter explicitly using absorption) Perfectly matched layers on the subdomains were used in the overlapping case in \cite{74}, and in the non-overlapping case in \cite{68}.

The optimal boundary conditions on the subdomains involve the Dirichlet-to-Neumann operator \cite{27} and *Optimised Schwarz methods* then use various approximations of this operator to produce good, practical methods; see \cite{21, 22, 25} for optimised Schwarz methods for Maxwell (and the latter about Maxwell with absorption).

One thing to emphasise from the analysis point of view is that all analysis of optimised Schwarz methods is essentially *either* for the case of two half-planes, using the Fourier transform (see, e.g., \cite{34, 21, 39}), *or* for the case of a circle embedded in the plane, using Fourier series (see, e.g., \cite{10}). Furthermore, in the setting of frequency-domain wave propagation, there does not yet exist...
a framework for combining the analysis of optimised subdomain boundary conditions with coarse grid operators, or for giving a convergence theory explicit in subdomain or coarse-grid size.

The search for good coarse spaces for wave problems. Whereas the design of good coarse spaces is relatively well-understood for homogeneous coercive self-adjoint problems, the design of practical coarse spaces for the Helmholtz and Maxwell equations is a largely open problem; the reason for this is that, as described above, conventional piece-wise polynomial coarse spaces require \( H \sim k^{-2} \) for quasi-optimality of the coarse-space problem. One approach to obtain practical coarse spaces is to use coarse spaces with oscillatory basis functions, such as the plane-wave coarse spaces of Farhat and collaborators [32], [31], and coarse spaces based on solutions of eigenproblems involving the Dirichlet-to-Neumann operator on the subdomain interfaces [15] (and thus applicable also in the case of variable wavenumber). This paper considers a second approach, initiated in [41] for the Helmholtz equation, namely applying conventional piecewise-polynomial coarse spaces to the problem with absorption added; these two approaches were compared in the Helmholtz case in [8].

2. The variational formulation, Galerkin method, and other preliminary results

2.1. Variational formulation. Let \( \Omega \) be a bounded, simply connected Lipschitz domain in \( \mathbb{R}^3 \); the vast majority of our results will be for the particular case that \( \Omega \) is a Lipschitz polyhedron, but we indicate below when we make this assumption. Let

\[
H(\text{curl}; \Omega) := \{ v \in L^2(\Omega) : \text{curl} v \in L^2(\Omega) \}.
\]

Let \( n \) denote the outward-pointing unit normal vector to \( \Omega \) (which is defined almost everywhere on \( \partial \Omega \)), and recall that the tangential trace \( v \times n \) is well-defined for \( v \in H(\text{curl}; \Omega) \) (see, e.g., [64, Theorem 3.29]).

The theory in this paper concerns the PDE (1.3) in \( \Omega \) with the PEC boundary condition \( E \times n = 0 \) on \( \partial \Omega \). For this theory, we therefore work in the space \( H_0(\text{curl}; \Omega) \) defined by

\[
H_0(\text{curl}; \Omega) := \{ v \in L^2(\Omega) : \text{curl} v \in L^2(\Omega), v \times n = 0 \}.
\]

We define the weighted inner product and norm on \( H_0(\text{curl}; \Omega) \) by

\[
(v, w)_{\text{curl}, k} = (\text{curl} v, \text{curl} w)_{L^2(\Omega)} + k^2(v, w)_{L^2(\Omega)} \quad \text{and} \quad ||v||_{\text{curl}, k} = (v, v)^{1/2}_{\text{curl}, k}.
\]

The standard variational formulation of the BVP

\[
(2.2) \quad \text{curl} (\text{curl} E) - (k^2 + i\xi)E = F \quad \text{in} \ \Omega, \quad E \times n = 0 \quad \text{on} \ \partial \Omega
\]

is: given \( F \in L^2(\Omega), \xi \in \mathbb{R} \) and \( k > 0 \),

\[
(2.3) \quad \text{find} \ E \in H_0(\text{curl}; \Omega) \ \text{such that} \ a_\xi(E, v) = F(v) \ \text{for all} \ v \in H_0(\text{curl}; \Omega),
\]

where

\[
(2.4) \quad a_\xi(E, v) := \int_\Omega \text{curl} E \cdot \text{curl} v - (k^2 + i\xi) \int_\Omega E \cdot v \quad \text{and} \quad F(v) := \int_\Omega F \cdot v.
\]

When \( \xi = 0 \) and the PDE is (1.6), we simply write \( a(\cdot, \cdot) \) instead of \( a_\xi(\cdot, \cdot) \). When \( |\xi| > 0 \), the solution of (2.3) exists for all \( k > 0 \) by the continuity and coercivity results in §2.3 below. When \( \xi = 0 \), the solution of (2.3) exists for all but a countable set of \( k \); see, e.g., [64, Corollary 4.19].

The adjoint of the sesquilinear form \( a_\xi(\cdot, \cdot) \), denoted by \( a_\xi^*(\cdot, \cdot) \) is defined by

\[
(2.5) \quad a_\xi^*(E, v) = a_\xi(v, E);
\]

see, e.g., [67, Equation 2.27]. Thus, \( a_\xi^*(\cdot, \cdot) \) is given by

\[
(2.6) \quad a_\xi^*(E, v) := \int_\Omega \text{curl} E \cdot \text{curl} v - (k^2 - i\xi) \int_\Omega E \cdot v,
\]

and one can check that the variational problem (2.3) with \( a_\xi(\cdot, \cdot) \) replaced by \( a_\xi^*(\cdot, \cdot) \) is equivalent to the BVP

\[
(2.7) \quad \text{curl} (\text{curl} E) - (k^2 - i\xi)E = F \quad \text{in} \ \Omega, \quad E \times n = 0 \quad \text{on} \ \partial \Omega;
\]

we refer to this BVP as the adjoint BVP.
Finally we note that the BVPs (2.2) and (2.7) are usually posed with the source term \( F \) in \( H(\text{div}^0; \Omega) \), where
\[
H(\text{div}^0; \Omega) := \{ u \in L^2(\Omega) : \text{div} u = 0 \}.
\]
The results in this paper concern the matrix arising from the Galerkin discretisation of the variational problem (2.3); these results are therefore independent of \( F \) in (2.2)/(2.4) and so we make no assumption on \( F \) in in (2.2)/(2.4) other than that it is in \( L^2(\Omega) \).

**Remark 2.1. (Alternative convention for adding absorption)** Here we have chosen to add absorption in the form (1.3); our results can easily be translated into the case when one preconditions discretisations of the PDE (1.6) with discretisations of \( \text{curl}(\text{curl}E) - (k+i\eta)^2E = F \) for a different absorption parameter \( \eta \geq 0 \).

### 2.2. Discretisation of the variational problem by edge finite elements.

With \( \Omega \) a Lipschitz polyhedron, let \( T^h \) be a family of conforming tetrahedral meshes that are shape-regular as the mesh diameter \( h \to 0 \). A typical element of \( T^h \) is denoted \( \tau \in T^h \) (a closed subset of \( \overline{\Omega} \)). We define our approximation space \( Q_h \subset H_0(\text{curl}; \Omega) \) as the Nédélec curl-conforming finite element space, of some fixed order \( m \), on the mesh \( T^h \) with functions whose tangential trace is zero on \( \partial \Omega \); see [65], [64, Chapter 5]. Nédélec curl-conforming finite elements are often termed edge elements because, at the lowest order basis functions and degrees of freedom are associated with the edges of the mesh. At higher order the geometrical identification of basis functions and degrees of freedom is more complicated. Here, as degrees of freedom, we adopt suitable integrals on edges, faces and volumes of the mesh (see [9, Definition 6, Propositions 3 and 4]). Let \( T^h \) be a set of indices for the degrees of freedom defined on the tetrahedra of \( T^h \). Note that in order to define the coefficients of the interpolation operator onto \( Q_h \), as the degrees of freedom applied to the function to be interpolated, the following duality property between basis functions and degrees of freedom needs to be satisfied:
\[
\psi_i(w_j) = \delta_{ij}, \quad i, j \in I^h,
\]
where \( \psi_i \) is the \( i \)-th degree of freedom and \( w_j \) is the \( j \)-th basis function. Since this property is not automatically granted for high-order edge elements, we use the technique introduced in [9] to restore it.

The Galerkin method applied to the variational problem (2.3) is
\[
\text{find } E_h \in Q_h \text{ such that } a_\xi(E_h, v_h) = \langle F, v_h \rangle \text{ for all } v_h \in Q_h.
\]
The Galerkin matrix \( A_\xi \) is defined by
\[
(A_\xi)_{ij} := a_\xi(w_j, w_i), \quad i, j \in I^h,
\]
and finding the Galerkin solution is then equivalent to solving the linear system \( A_\xi u = f \), where \( f_i := \langle F, w_i \rangle \), \( i \in I^h \).

### 2.3. Properties of the sesquilinear form \( a_\xi(\cdot, \cdot) \) and \( a_\xi^*(\cdot, \cdot) \)

In this section we briefly provide the key theoretical properties of the sesquilinear form defined in (2.4). This form depends on both parameters \( \xi \) and \( k \), but only the first of these is reflected in the notation. We will assume throughout that
\[
|\xi| \leq k^2.
\]
Throughout the paper we use the notation \( A \lesssim B \) (equivalently \( B \gtrsim A \)) when \( A/B \) is bounded above by a constant independent of \( k, \xi \), and mesh diameters \( h, H_{\text{sub}}, H \) (the latter two introduced below). We write \( A \sim B \) when \( A \lesssim B \) and \( B \lesssim A \).

**Lemma 2.2. (Continuity of \( a_\xi(\cdot, \cdot) \) and \( a_\xi^*(\cdot, \cdot) \))**

\[
\max \left\{|a_\xi(v, w), |a_\xi^*(v, w)|\right\} \lesssim \|v\|_{\text{curl}, k} \|w\|_{\text{curl}, k}
\]
for all \( k > 0 \) and \( v, w \in H_0(\text{curl}; \Omega) \).

**Proof.** This follows from the Cauchy-Schwarz inequality. \( \square \)

Before stating the next result, about the coercivity of \( a_\xi(\cdot, \cdot) \), we need to define \( \sqrt{k^2 + i\xi} \). When doing this, we need to consider both positive and negative \( \xi \) since, whichever choice we make for the problem (2.2), the other forms the adjoint problem, and we need estimates on the solutions and sesquilinear forms for both problems (in particular, this is essential for analysing both left and right preconditioning - see Theorem 5.9 and Theorem 5.10 below).
Definition 2.3. \( z(k, \xi) := \sqrt{k^2 + i\xi^2} \) where the square root is defined with the branch cut on the positive real axis.

Note that this definition implies that, when \( \xi \neq 0 \),

\[
(2.10) \quad \Im(z) > 0, \quad \text{sign}(\xi)\Re(z) > 0, \quad \text{and} \quad z(k, -\xi) = -\overline{z(k, \xi)}.
\]

Lemma 2.4. ([41, Proposition 2.3]) With \( z(k, \xi) \) defined above, for all \( k > 0 \),

\[
(2.11) \quad |z| \sim k \quad \text{and} \quad \frac{\Im(z)}{|z|} \sim \frac{|\xi|}{k^2}.
\]

Lemma 2.5. (Coercivity of \( a_\xi(\cdot, \cdot) \) and \( a^{\ast}_\xi(\cdot, \cdot) \)) There exists a constant \( \rho > 0 \) independent of \( k \) and \( \xi \) such that

\[
(2.12) \quad |a_\xi(v, v)| = |a^{\ast}_\xi(v, v)| \geq \Im(\Theta a_\xi(v, v)) \geq \rho \frac{|\xi|}{k^2} \|v\|^2_{\text{curl}, k}
\]

for all \( k > 0 \) and \( v \in H_0(\text{curl}; \Omega) \), where \( \Theta = -\overline{\xi}/|z| \).

Remark 2.6. (Discussion of coercivity of \( a_\xi(\cdot, \cdot) \)) We make two remarks.

1. Once one has established that

\[
(2.13) \quad |a_\xi(v, v)| \geq \rho \frac{|\xi|}{k^2} \|v\|^2_{\text{curl}, k}
\]

for all \( v \in H_0(\text{curl}; \Omega) \), then the existence of a \( \Theta(k, \xi) \) with \( |\Theta(k, \xi)| = 1 \) such that

\[
(2.14) \quad \Im(\Theta(k, \xi)a_\xi(v, v)) \geq \rho \frac{|\xi|}{k^2} \|v\|^2_{\text{curl}, k}
\]

for all \( v \in H_0(\text{curl}; \Omega) \) follows from the convexity of the numerical range (see, e.g., [45, Theorem 1.1-2]). Nevertheless, our proof of Lemma 2.5 establishes (2.14) directly and obtains (2.13) as a consequence.

2. The coercivity of \( a_\xi(\cdot, \cdot) \) is discussed in the literature (e.g. in [63, Page 244], [37, Page 1]) and an explicit statement for the heterogeneous interior impedance problem appeared recently in [54, Theorem 2.2]. The analogous result for the homogeneous Helmholtz Dirichlet problem appears in abstract form in [56, §2.4] and the result for the homogeneous Helmholtz interior impedance problem appears in [41, Lemma 2.4] in a form similar to Lemma 2.5.

Proof of Lemma 2.5. With \( z \) defined by Definition (2.3), writing \( z = p + iq \) and using the definition of \( a_\xi(\cdot, \cdot) \), we have

\[
a_\xi(v, v) = \|\text{curl}v\|^2_{L^2(\Omega)} - (p + iq)^2\|v\|^2_{L^2(\Omega)}.
\]

Therefore

\[
\Im[-(p - iq)a_\xi(v, v)] = q\|\text{curl}v\|^2_{L^2(\Omega)} + q(p^2 + q^2)\|v\|^2_{L^2(\Omega)}.
\]

Hence, dividing through by \( |z| = \sqrt{p^2 + q^2} \) and setting \( \Theta = -\overline{\xi}/|z| \), we have

\[
\Im[\Theta a_\xi(v, v)] = \frac{\Im(z)}{|z|} \left[ \|\text{curl}v\|^2_{L^2(\Omega)} + |z|^2\|v\|^2_{L^2(\Omega)} \right].
\]

The inequality (2.12) then follows from the two estimates in (2.11).

The result about the adjoint form \( a^{\ast}_\xi(\cdot, \cdot) \) follows immediately after noticing that the third equation in (2.10) implies that \( \Im(z(k, -\xi)) = \Im(z(k, \xi)) \).

Corollary 2.7. (Bound on the solutions of (2.2) and (2.7) via Lax–Milgram) The solution of the variational problem (2.3) exists, is unique, and satisfies the bound.

\[
(2.15) \quad \|E\|_{\text{curl}, k} \lesssim \left( \frac{k}{|\xi|} \right) \|F\|_{L^2(\Omega)}
\]

for all \( k > 0 \). The same is true if the sesquilinear form \( a_\xi(\cdot, \cdot) \) in (2.3) is replaced by \( a^{\ast}_\xi(\cdot, \cdot) \) given by (2.6).
Proof. The Lax–Milgram theorem, the continuity result of Lemma 2.2, and the coercivity result of Lemma 2.5 imply that the solution of the variational problem (2.3) satisfies
\[
\|E\|_{\text{curl},k} \lesssim \left(\frac{k^2}{\kappa}\right)\|F\|_{(\text{curl},k)'} ,
\]
where \(\cdot\|_{(\text{curl},k)'}\) denotes the norm on the dual-space of \(H_0(\text{curl};\Omega)\) defined by
\[
\|F\|_{(\text{curl},k)'} := \sup_{v \in H_0(\text{curl};\Omega)\setminus\{0\}} \frac{|F(v)|}{\|v\|_{\text{curl},k}}.
\]
From the definition of \(F(\cdot)\) in (2.4),
\[
|F(v)| \leq \|F\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)} \leq \frac{1}{k} \|F\|_{L^2(\Omega)} \|v\|_{\text{curl},k},
\]
and the inequality (2.15) follows. The result about the solution to the adjoint problem follows in a similar way. \(\square\)

2.4. Regularity of the BVP and its adjoint. In order to estimate the approximation properties of the coarse grid operator in Lemma 4.8 below, we use a duality argument and need \(H^1\)-regularity of both \(E\) and \(\text{curl} E\). We first formulate this regularity as an assumption (Assumption 2.8) and then show that this assumption is satisfied when \(\Omega\) is either \(C^{1,1}\) or a convex polyhedron (Lemma 2.10).

**Assumption 2.8.** \((\kappa-\text{and } \zeta\text{-explicit } H^1 \text{ regularity})\) \(\Omega\) is such that, given \(F \in L^2(\Omega) \cap H(\text{div}^0;\Omega), \xi \in \mathbb{R} \setminus \{0\}\), and \(k > 0\), the solution \(E\) of the BVP (2.2) has \(\text{curl} E \in H^1(\Omega)\) and \(E \in H^1(\Omega)\). Moreover, if \(\xi\) satisfies (2.8) then, given \(k_0 > 0\),
\[
\|\text{curl} E\|_{H^1(\Omega)} + k \|E\|_{H^1(\Omega)} \lesssim k \left(\|\text{curl} E\|_{L^2(\Omega)} + k \|E\|_{L^2(\Omega)}\right) + \|F\|_{L^2(\Omega)} ,
\]
for all \(k \geq k_0\).

Note that: (i) since \(\xi \in \mathbb{R} \setminus \{0\}\), Assumption 2.8 concerns the solution of both the BVP (2.2) and the adjoint BVP (2.7), and (ii) the bound (2.16) can be viewed as a rigorous expression of the idea that taking a derivative of a solution of the PDE (1.6) incurs a power of \(k\).

If Assumption 2.8 holds, the bound (2.15) from the Lax–Milgram theorem immediately implies the following corollary.

**Corollary 2.9.** If Assumption 2.8 holds, and \(E\) is the solution to either the BVP (2.2) or the adjoint BVP (2.7) with \(F \in L^2(\Omega) \cap H(\text{div}^0;\Omega), \xi \in \mathbb{R} \setminus \{0\}\) satisfying (2.8), and \(k > 0\), then, given \(k_0 > 0\),
\[
\|\text{curl} E\|_{H^1(\Omega)} + k \|E\|_{H^1(\Omega)} \lesssim \left(\frac{k^2}{\kappa}\right) \|F\|_{L^2(\Omega)} ,
\]
for all \(k \geq k_0\).

We now describe two situations in which Assumption 2.8 holds.

**Lemma 2.10.** If \(\Omega\) is either a bounded \(C^{1,1}\) domain or a convex polyhedron, then Assumption 2.8 holds.

Since the proof of Lemma 2.10 is quite long and involved, we relegate it to Appendix A.

**Remark 2.11.** (Relation of Lemma 2.10 to other results in the literature) The analogue of Lemma 2.10 for the interior impedance problem with \(\xi = 0\) is contained in [61, Lemma 5.2.2 and Remark 5.5.8], with an analogous result for a bounded Lipschitz polyhedron (with less regularity of \(E\)) contained in [61, Theorem 5.5.5]. A similar result to Lemma 2.10 for the PEC case with \(\xi = 0\) is contained in [16, Theorem 4.5.3. Page 162]; this result proves that if \(\partial \Omega\) is \(C^2\), \(F \in L^2(\Omega)\), and \(\text{div} F \in H^1(\Omega)\), then \(\text{curl} E \in H^1(\Omega)\) and \(E \in H^1(\Omega)\). Observe that in this last result, the condition \(\text{div} F = 0\) is replaced by a regularity condition on \(\text{div} F\). We see a similar feature in our proof of Lemma 2.10; indeed, the proof shows that Lemma 2.10 actually holds with \(\text{div} F = 0\) replaced by \(\text{div} F \in L^2(\Omega)\) (and then with a \(\|\text{div} F\|_{L^2(\Omega)}\) term on the right-hand side of (2.16) – see (A.1)).
3. Domain decomposition

3.1. Definition and properties of the subdomains. To define appropriate subspaces of the edge finite-element space \( Q_h \subset H_0(\text{curl}; \Omega) \), we start with a collection of open subsets \( \{ \Omega_\ell : \ell = 1, \ldots, N \} \) of \( \mathbb{R}^d \) that form an overlapping cover of \( \Omega \), and we set \( \Omega_\ell = \bar{\Omega}_\ell \cap \bar{\Omega} \). Each \( \bar{\Omega}_\ell \) is assumed to be non-empty and to consist of a union of elements of the mesh \( T_h \). Then, for each \( \ell = 1, \ldots, N \), we set

\[
Q_\ell^h := Q_h \cap H_0(\text{curl}; \Omega_\ell);
\]

i.e. the tangential traces of elements of \( Q_\ell^h \) vanish on the internal boundary \( \partial \Omega_\ell \setminus \partial \Omega \) (as well as on \( \partial \Omega \setminus \partial \Omega_\ell \)). In writing the definition of \( Q_\ell^h \), we are using the fact that \( H_0(\text{curl}; \Omega_\ell) \) can be considered as a subset of \( H_0(\text{curl}; \Omega) \) by extending functions in \( H_0(\text{curl}; \Omega_\ell) \) by zero (such extensions are in \( H_0(\text{curl}; \Omega) \) by, e.g., [64, Lemma 5.3]).

Let \( T^h(\Omega_\ell) \subset T^h \) be the set of indices of the degrees of freedom whose support (edge, face or volume) is contained in \( \Omega_\ell \). We then have that \( T^h = \bigcup_{\ell=1}^N T^h(\Omega_\ell) \). For \( i \in T^h(\Omega_\ell) \) and \( j \in T^h \), we define the restriction matrices

\[
(R^\ell)_{ij} := \delta_{ij}.
\]

We make the following assumptions on the subdomains:

1. \textit{Shape regularity}: the subdomains are shape-regular Lipschitz polyhedra of diameter \( H_\ell \), in the sense that the volume is of order \( H_\ell^3 \) and surface area of order \( H_\ell^2 \) (with omitted constants independent of all parameters). We then let \( H_{\text{sub}} := \max_\ell H_\ell \).

2. \textit{Uniform overlap of order \( \delta \)}: For each \( \ell = 1, \ldots, N \), let \( \partial \Omega_\ell \) denote the part of \( \Omega_\ell \) that is not overlapped by any other subdomains, and for \( \mu > 0 \) let \( \Omega_{\ell,\mu} \) denote the set of points in \( \Omega_\ell \) that are a distance no more than \( \mu \) from the boundary \( \partial \Omega_\ell \). Then we assume that for some \( \delta > 0 \) and some \( 0 < \varepsilon < 1 \) fixed,

\[
\Omega_{\ell,\varepsilon,\delta} \subset \Omega_\ell \setminus \overline{\Omega}_\ell \subset \overline{\Omega}_{\ell,\delta};
\]

the case \( \delta \sim H_\ell \) is called \textit{generous overlap}.

3. \textit{Finite overlap assumption:} as \( h, H_{\text{sub}} \to 0 \),

\[
\# \Lambda(\ell) \lesssim 1, \quad \text{where } \Lambda(\ell) = \{ \ell' : \Omega_\ell \cap \Omega_{\ell'} \neq \emptyset \}.
\]

3.2. Definition of the coarse space. Let \( \{ T^H \} \) be a sequence of shape-regular, tetrahedral meshes on \( \bar{\Omega} \), with mesh diameter \( H \). We assume that each element of \( T^H \) consists of the union of a set of fine grid elements. Let \( T^H \) be a set of indices for the degrees of freedom defined on the tetrahedra of the coarse mesh \( T^H \). The coarse basis functions \( \{ w^H_p \}_{p \in T^H} \) are taken to be the curl-conforming basis functions on \( T^H \) with zero tangential traces on \( \partial \Omega \); importantly, we allow the coarse space basis functions to be a different order than the fine-grid basis functions in \( Q_h \). We define the coarse finite element space \( Q_H := \text{span} \{ w^H_p : p \in T^H \} \subset H_0(\text{curl}; \Omega) \), and we define the “restriction” matrix

\[
(R^0)_{pj} := \psi^j_h(w^H_p), \quad p \in T^H, \quad j \in T^h,
\]

where \( \psi^j_h \) are the degrees of freedom on the fine mesh. Note that \((R^0)^T\) is the interpolation matrix from \( Q_H \) onto \( Q_h \); its entries \((R^0)^T)_{jp} = (R^0)_{pj} = \psi^j_h(w^H_p)\) are integrals (on edges, faces or volumes) which should be computed with sufficiently accurate quadrature formulas; we return to this in §6.

3.3. Two-level Additive Schwarz preconditioners. With the restriction matrices \( (R^\ell)_{\ell=0}^N \) defined by (3.2) and (3.4) above, we define

\[
A_\ell^\ell := R^\ell A_\ell (R^\ell)^T.
\]

For \( \ell = 1, \ldots, N \), the matrix \( A_\ell^\ell \) is then just the minor of \( A_\ell \) corresponding to rows and columns taken from \( T^h(\Omega_\ell) \) and the matrix \( A_0^0 \) is the Galerkin matrix for the variational problem (2.3) discretised in \( Q_H \). The matrix \( A_\ell^\ell \) is therefore the Galerkin matrix corresponding to solving the Maxwell problem (2.3) in the domain \( \Omega_\ell \) with PEC boundary conditions on \( \partial \Omega_\ell \). The coercivity result Lemma 2.5 implies that the matrices \( A_\ell^\ell, \ell = 0, \ldots, N \), are invertible for all mesh sizes \( h \) and...
all choices of \( \xi \neq 0 \). Indeed, if \( A^T_\xi \mathbf{V} = 0 \), where \( \mathbf{V} \) is a vector such that \( \mathbf{v}_H := \sum_{\rho \in T^h} V_\rho \mathbf{w}_H^\rho \in \mathbf{Q}_H \), then

\[
0 = \mathbf{V}^* A^T_\xi \mathbf{V} = a_\xi(\mathbf{v}_H, \mathbf{v}_H).
\]

Therefore,

\[
0 = |a_\xi(\mathbf{v}_H, \mathbf{v}_H)| \geq \frac{1}{k^2} \mathbf{v}_H^T A_\xi^{-1} \mathbf{v}_H,
\]

which immediately implies \( \mathbf{v}_H = 0 \), and thus \( \mathbf{V} = 0 \). Similar arguments apply to \( A^*_\xi \) and to the adjoints \( (A^T_\xi)^* \), \( \ell = 0, \ldots, N \). The theory in this paper considers the classical two-level Additive Schwarz preconditioner for \( A_\xi \) defined by

\[
(B^{-1})_{\xi,\mathbf{A}S} := \sum_{\ell=0}^N (R^{\ell})^T (A^T_\xi)^{-1} R^{\ell}.
\]

### 3.4. Discrete Helmholtz decomposition of \( \mathbf{Q}_h \) and associated results.

Recall that \( \mathbf{H}(\mathbf{div}; \Omega) \) is defined by

\[
\mathbf{H}(\mathbf{div}; \Omega) := \{ \mathbf{v} \in \mathbf{L}^2(\Omega) : \mathbf{div} \mathbf{v} \in L^2(\Omega) \}
\]

and \( \mathbf{H}_0(\mathbf{div}; \Omega) \) by

\[
\mathbf{H}_0(\mathbf{div}; \Omega) := \{ \mathbf{v} \in \mathbf{L}^2(\Omega) : \mathbf{div} \mathbf{v} \in L^2(\Omega) \text{ and } \mathbf{v} \cdot \mathbf{n} = 0 \text{ on } \partial \Omega \}
\]

(recall that the normal trace \( \mathbf{v} \cdot \mathbf{n} \) is well-defined on \( \mathbf{H}(\mathbf{div}; \Omega) \) by, e.g., [64, Theorem 3.24]).

Let \( \mathbf{V}_h \) denote the Raviart-Thomas finite element subspaces of \( \mathbf{H}_0(\mathbf{div}; \Omega) \) of index \( m \) based on the fine mesh \( T^h \). Let \( \mathbf{W}_h \) denote the subspace of \( \mathbf{H}_0(\mathbf{div}; \Omega) \) consisting of continuous piecewise polynomials of degree \( m + 1 \), also on the fine mesh \( T^h \). We then have the discrete Helmholtz decomposition

\[
\mathbf{Q}_h = \mathbf{curl}_h \mathbf{V}_h \oplus \mathbf{grad} \mathbf{W}_h,
\]

see, e.g., [3, §2, in particular Remark 2.1] [64, §7.2.1, in particular Lemma 7.4] [37, Equation 2.3], where \( \mathbf{curl}_h \) is the \( \mathbf{L}^2 \)-adjoint of the map \( \mathbf{curl} : \mathbf{Q}_h \to \mathbf{V}_h \), i.e.

\[
(\mathbf{curl}_h \mathbf{v}_h, \mathbf{q}_h)_{\mathbf{L}^2(\Omega)} = (\mathbf{v}_h, \mathbf{curl} \mathbf{q}_h)_{\mathbf{L}^2(\Omega)} \text{ for } \mathbf{q}_h \in \mathbf{Q}_h \text{ and } \mathbf{v}_h \in \mathbf{V}_h,
\]

and the decomposition (3.7) is orthogonal both in \( \mathbf{L}^2(\Omega) \) and in \( \mathbf{H}(\mathbf{curl}; \Omega) \).

We define \( \mathbf{V}_H \) and \( \mathbf{W}_H \) in the same way as \( \mathbf{V}_h \) and \( \mathbf{W}_h \), but using the coarse mesh \( \{ T^H \} \). We also set

\[
\mathbf{V}^\ell_h := \mathbf{V}_h \cap \mathbf{H}_0(\mathbf{div}; \Omega^\ell) \text{ and } \mathbf{W}^\ell_h := \mathbf{W}_h \cap \mathbf{H}_0^1(\Omega^\ell) \text{ for } \ell = 1, \ldots, N,
\]

where fields on \( \Omega^\ell \) are identified as fields on \( \Omega \) via extending them by zero. We then have the analogue of the decomposition (3.7):

\[
\mathbf{Q}^\ell_h = \mathbf{curl}^\ell_h \mathbf{V}^\ell_h \oplus \mathbf{grad} \mathbf{W}^\ell_h, \quad \ell = 1, \ldots, N,
\]

where \( \mathbf{curl}^\ell_h \) is the \( \mathbf{L}^2 \)-adjoint of the map \( \mathbf{curl} : \mathbf{Q}^\ell_h \to \mathbf{V}^\ell_h \).

For fields in \( \mathbf{curl}^\ell_h \mathbf{V}^\ell_h \) we have the following Poincaré–Friedrichs inequality from [37, Lemma 4.1].

**Lemma 3.1. (Poincaré–Friedrichs type-inequality)** [37, Lemma 4.1]) If \( \Omega^\ell \) is polyhedral,

\[
||\mathbf{q}||_{\mathbf{L}^2(\Omega^\ell)} \lesssim H_{\text{sub}} ||\mathbf{curl} \mathbf{q}||_{\mathbf{L}^2(\Omega^\ell)} \text{ for all } \mathbf{q} \in \mathbf{curl}^\ell_h \mathbf{V}^\ell_h,
\]

where the omitted constant is independent of \( h \) and \( H_{\text{sub}} \).

Note:

1. In [37] the subdomains are related to the coarse grid elements, but the result (3.10) is independent of the coarse mesh and thus holds in our more general setting where the subdomains can be unrelated to the coarse grid.
2. The result (3.10) is proved in [37] for \( \Omega^\ell \) convex, using the Poincaré–Friedrichs type-inequality for convex domains in [36, Chapter III, Prop. 5.1]. This inequality, however, holds for polyhedral domains by [2, Prop. 4.6], and thus [37, Lemma 4.1] holds in this more-general situation (see [37, Remark 2.2]).

Finally, we recall the following result from, e.g., [70, Theorem 52], [37, Equation 4.10] (with a similar result in [3, Lemma 5.2]).
Lemma 3.2. If $\Omega$ is a convex polyhedron then, given $q_h \in \text{curl}_h V_h$, there exists a unique field in $H_0(\text{curl}; \Omega)$, which we denote by $\text{Sq}_h$, such that $\text{curl}(\text{Sq}_h) = \text{curl} q_h$ and $\text{div} \text{Sq}_h = 0$. Furthermore,

\begin{equation}
\|q_h - \text{Sq}_h\|_{L^2(\Omega)} \lesssim h \|\text{curl} q_h\|_{L^2(\Omega)}.
\end{equation}

The key point from Lemma 3.2 is that although $q_h$ is not divergence-free, $\text{Sq}_h$ provides an approximation to $q_h$ that is divergence-free and has the same curl. The assumption on the geometry of $\Omega$ comes from the fact that we need $H^2$ regularity of solutions of Laplace’s equation (see the references in Appendix A where we also use this).

4. Theory of Additive Schwarz methods

The following theory establishes rigorously that Property (ii) of §1.2 holds for the preconditioner (3.6) applied to $A_\xi$ if $|\xi|$ is sufficiently large, $H_{sub}$, $H$ are sufficiently small and the overlap is generous.

The theory is split into four sections; Sections 4.1, 4.2, and 4.4 are very similar to the Helmholtz theory in [41]. §4.3 is very different to the Helmholtz theory in that we need to use and adapt the arguments of [37]; see the discussion at the beginning of §4.3.

4.1. Stable splitting and associated results.

**Lemma 4.1.** (Stable splitting in the curl, k-norm) For all $v_h \in Q_h$, there exist $v^\ell \in Q^\ell$ for each $\ell = 0, \ldots , N$ such that

\begin{equation}
\begin{aligned}
v_h = \sum_{\ell=0}^{N} v^\ell & \quad \text{and} \quad \sum_{\ell=0}^{N} \|v^\ell\|_{\text{curl},k}^2 \lesssim \left( 1 + \left( \frac{H}{\delta} \right)^2 \right) \|v_h\|_{\text{curl},k}^2.
\end{aligned}
\end{equation}

**Proof.** When $\delta \sim H$, (4.1) is proved in [66, Lemma 4.1], noting that their stability constant is independent of their constant $\alpha$ (which corresponds to our $k^2$). The proof of [66, Lemma 4.1] can easily be repeated in the case that $\delta$ is independent of $H$: $H^{-1}$ on the right-hand side of [66, Equation 4.1] should be replaced by $\delta^{-1}$, and this change propagated through the proof; the result is (4.1).

The result (4.1) with $\delta$ independent of $H$, but with the additional assumption that $\Omega$ is convex, is proved in [75, Theorem 4.4] (noting again that the stability constant in that theorem is independent of the parameters $\eta_1$ and $\eta_2$ in that paper, which for us correspond to $k^2$ and 1 respectively). \hfill $\square$

Note that in the Helmholtz case, the factor $(H/\delta)^2$ in (4.1) can be replaced by $H/\delta$ – see [41, Lemma 4.1] – but this feature has so far not been established for the Maxwell case. For this reason, the dependence of our GMRES bounds in §5.3 on $H/\delta$ is worse than that in the analogous Helmholtz results in [41].

The next lemma is a kind of converse to Lemma 4.1. Here the energy of a sum of components is estimated above by the sum of the energies.

**Lemma 4.2.** For all choices of $v^\ell \in Q_\ell , \ell = 0, \ldots , N$, we have

\begin{equation}
\left\| \sum_{\ell=0}^{N} v^\ell \right\|_{\text{curl},k}^2 \lesssim \sum_{\ell=0}^{N} \|v^\ell\|_{\text{curl},k}^2.
\end{equation}

The proof of this result is essentially identical to the Helmholtz analogue [41, Lemma 4.2]. We include it, nevertheless, since it is key to the rest of the paper.

**Proof of Lemma 4.2.** Let $\sum_\ell$ denote the sum from $\ell = 1$ to $N$ and and recall the notation $\Lambda(\ell)$ introduced in (3.3). Several applications of the Cauchy-Schwarz inequality imply that

\begin{equation}
\left\| \sum_{\ell} v^\ell \right\|_{\text{curl},k}^2 = \left( \sum_{\ell} \left( \sum_{\ell'} v^{\ell'} \right)^2 \right)^{1/2} \left( \sum_{\ell} \left( \sum_{\ell'} \|v^{\ell'}\|_{\text{curl},k}^2 \right)^{1/2} \right)^{1/2} \lesssim \left( \sum_{\ell} \|v^\ell\|_{\text{curl},k}^2 \right)^{1/2} .
\end{equation}
inner product. A bound from above on note that the field of values is computed with respect to the wavenumber-dependent (3.3). To obtain (4.2), we write
\[ (4.3) \]
where we have also used the finite overlap assumption (3.3). To obtain (4.2), we write
\[ (4.3) \]
using the Cauchy-Schwarz and the arithmetic-geometric mean inequalities on the middle term, we can estimate (4.4) from above by
\[ \leq \|v^0\|_{\text{curl,} k}^2 + \sum \|v^\ell\|_{\text{curl,} k}^2, \]
and the result follows from (4.3).

Remark 4.3. (Impedance boundary conditions) The main obstacle to extending the theory in this paper to the BVP (2.2) with the PEC boundary condition replaced by the impedance boundary condition (1.5) is that the Hilbert space for the variational formulation of the impedance problem is not \( H(\text{curl}; \Omega) \), but \( H_{\text{imp}}(\text{curl}; \Omega) \) (see, e.g., [64, §3.8]). The first step towards extending the theory in the paper to the impedance BVP would be to establish a stable-splitting in the norm on \( H_{\text{imp}}(\text{curl}; \Omega) \).

4.2. Definition of the projection operators and the path towards bounds on the field of values. For each \( \ell = 1, \ldots, N \), we define linear operators \( T_\ell : H_0(\text{curl}; \Omega) \to Q^\ell \) as follows. Given \( v \in H_0(\text{curl}; \Omega) \), \( T_\ell v \) is defined to be the unique solution of the equation
\[ (4.5) \]
Recall from the discussion underneath (3.1) that \( Q^\ell \) can be considered as a subspace of \( H_0(\text{curl}; \Omega) \) by extension by zero, and we can therefore consider \( T_\ell v \) as an element of \( H_0(\text{curl}; \Omega) \) with support on \( \Omega_\ell \). Analogously, given \( v \in H_0(\text{curl}; \Omega) \), \( T_\ell^0 v \) is defined to be the unique solution of the equation
\[ (4.6) \]
and thus \( T_\ell^0 : H_0(\text{curl}; \Omega) \to Q_H \subset H_0(\text{curl}; \Omega) \). We then define
\[ T_\ell = \sum_{\ell=0}^N T_\ell^0; \]
we show in Theorem 5.1 below that the matrix representation of \( T_\ell \) corresponds to the action of the preconditioner (3.6) on the matrix \( A_\ell \).

Remark 4.4. (Notation for the projection operators \( T_\ell^0 \)) The Helmholtz theory in [41] used the letter \( Q \) for the projection operators, following the notation in [12]. Here we use the letter \( T \) for the projection operators, following [37], and also allowing us to use \( Q \) for spaces of Nédélec elements (as in, e.g., [37], [3], [70], [69]).

The goals of this section (§4) are to (i) bound \( \|T_\ell \|_{\text{curl,} k} \) from above, and (ii) bound the field of values of \( T_\ell \) away from the origin, where the field of values is the set of complex numbers
\[ (4.7) \]
note that the field of values is computed with respect to the wavenumber-dependent \( \langle \cdot, \cdot \rangle_{\text{curl,} k} \) inner product. A bound from above on \( \|T_\ell \|_{\text{curl,} k} \) follows immediately from the following.

Theorem 4.5. (Upper bound on the norm of \( T_\ell \))
\[ \|T_\ell v_h\|_{\text{curl,} k} \lesssim \left( \frac{k^2}{|\xi|} \right) \|v_h\|_{\text{curl,} k} \quad \text{for all} \quad v_h \in Q_h. \]
Proof. By the definition of $T_\xi$ and Lemma 4.2, we have

$$(4.8) \quad \|T_\xi v_h\|_{\text{curl}, k}^2 = \left\| \sum_{\ell=0}^{N} T_\xi^\ell v_h \right\|_{\text{curl}, k}^2 \lesssim \sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2.$$  

Furthermore, by applying Lemma 2.5 and the definitions (4.5), (4.6) we have

$$\begin{align*}
\sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 &\lesssim \left( \frac{k^2}{|\xi|} \right) \sum_{\ell=0}^{N} \Im[\Theta a_\xi(T_\xi^\ell v_h, T_\xi^\ell v_h)] = \left( \frac{k^2}{|\xi|} \right) \Im \left[ \Theta \sum_{\ell=0}^{N} a_\xi(v_h, T_\xi^\ell v_h) \right] \\
&\leq \left( \frac{k^2}{|\xi|} \right) \|\Theta\|_{L^\infty} \left( \sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 \right)^{1/2},
\end{align*}$$

(4.9)

(recalling that $|\Theta| = 1$). Then, using Lemma 2.2, and then Lemma 4.2, we have

$$\sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 \lesssim \left( \frac{k^2}{|\xi|} \right) \|v_h\|_{\text{curl}, k} \left( \sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 \right)^{1/2},$$

and the result follows on combining (4.9) with (4.8).

The next two results are two of the three ingredients we use to bound the field of values away from the origin (the third ingredient is provided in §4.3, and the bound is proved in §4.4).

Lemma 4.6.

(4.10) $$\sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 \lesssim \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{-1} \left( \frac{|\xi|}{k^2} \right)^2 \|v_h\|_{\text{curl}, k}^2$$  for all $v_h \in Q_h$.

Proof. Using Lemma 2.5, the decomposition of $v_h$ given in Lemma 4.1, the definition of $T_\xi^\ell$, and Lemma 2.2, we obtain

$$\left( \frac{|\xi|}{k^2} \right)^2 \|v_h\|_{\text{curl}, k}^2 \lesssim \Im[\Theta a_\xi(v_h, v_h)] = \sum_{l=0}^{N} \Im[\Theta a_\xi(v_h, v^l)] \lesssim \sum_{l=0}^{N} \|T_\xi^l v_h\|_{\text{curl}, k} \|v^l\|_{\text{curl}, k}.$$  

Using the Cauchy-Schwarz inequality and Lemma 4.1, we find

$$\left( \frac{|\xi|}{k^2} \right)^2 \|v_h\|_{\text{curl}, k}^2 \lesssim \left( \sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 \right)^{1/2} \left( \sum_{\ell=0}^{N} \|v^\ell\|_{\text{curl}, k}^2 \right)^{1/2} \lesssim \left( \sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 \right)^{1/2} \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{1/2} \|v_h\|_{\text{curl}, k},$$  

and the result follows.

The bound (4.10) shows that to bound the field of values (4.7) away from the origin it is sufficient to bound $(v_h, T_\xi v_h)_{\text{curl}, k}$ from below by $\sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2$. The next lemma expresses $(v_h, T_\xi v_h)_{\text{curl}, k}$ in terms of $\sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2$ plus a sum of “remainder” terms $R_\xi^\ell(v_h)$.

Lemma 4.7. For $\ell = 0, \ldots, N$, set

$$R_\xi^\ell(v_h) := ((I - T_\xi^\ell)v_h, T_\xi^\ell v_h)_{\text{curl}, k}.$$  

Then

$$\begin{align*}
(v_h, T_\xi v_h)_{\text{curl}, k} &\geq \sum_{\ell=0}^{N} \|T_\xi^\ell v_h\|_{\text{curl}, k}^2 + \sum_{\ell=0}^{N} R_\xi^\ell(v_h).
\end{align*}$$

(4.11)

and

$$R_\xi^\ell(v_h) = (2k^2 + i\xi)((I - T_\xi^\ell)v_h, T_\xi^\ell v_h)_{L^2(\Gamma_0)}.$$  

(4.12)
Lemma 4.9. (Coarse-grid approximability of the adjoint problem) If Assumption 2.8 holds and $E$ is the solution of the adjoint problem (2.7) with $F \in L^2(\Omega)$ and $\nabla F = 0$, then

\begin{equation}
\inf_{\phi_{\ell} \in \mathcal{Q}_{H}} \|E - \phi_H\|_{\text{curl,}k} \lesssim H \left( \frac{k^2}{|\xi|} \right) \|F\|_{L^2(\Omega)}.
\end{equation}

Proof. When $\mathcal{Q}_H$ is the space of lowest order Nédélec elements (i.e. $m = 0$ in §2.2), the inequality

\begin{equation}
\inf_{\phi_{\ell} \in \mathcal{Q}_H} \left( \|\text{curl} (E - \phi_H)\|_{L^2(\Omega)} + k \|E - \phi_H\|_{L^2(\Omega)} \right) \lesssim H \left( \|\text{curl} E\|_{H^{1}(\Omega)} + k\|E\|_{H^{1}(\Omega)} \right)
\end{equation}

holds by [69, Theorem 5 and Corollary 6]. The fact that $\mathcal{Q}_H$ for $m = 0$ is contained in $\mathcal{Q}_H$ for $m = 1, 2, \ldots$ means that (4.14) holds for $m = 0, 1, 2, \ldots$, and then the result follows from using the $k$- and $\xi$-explicit bound (2.17).

We now state the key result that allows us to estimate the remainder terms $R^\ell_\xi(v_h)$.

Lemma 4.9. (k- and $\xi$-explicit analogue of [37, Lemma 4.3])

(i) For any $v_h \in \mathcal{Q}_H$ and $w^\ell_h \in \mathcal{Q}^\ell_H$,

\begin{equation}
\left( \|\nabla H\|_{L^2(\Omega)} \right) \lesssim H_{\text{sub}} \|\nabla H\|_{L^2(\Omega)},
\end{equation}

for $\ell = 1, \ldots, N$,
(ii) If Assumption 2.8 holds, then, given $k_0 > 0$, and for any $\mathbf{v}_h \in Q_h$ and $\mathbf{w}_H \in Q_H$,

$$
\left| (I - T^0_\xi) \mathbf{v}_h, \mathbf{w}_H \right|_{L^2(\Omega)} \lesssim H \left( \frac{k}{|\xi|} \right) \left| (I - T^0_\xi) \mathbf{v}_h \right|_{\text{curl}, k} \| \mathbf{w}_H \|_{\text{curl}, k},
$$

for all $k \geq k_0$.

The proof of (i) is the same as in [37, Lemma 4.3], but since it is so short we include it here. The proof of (ii) begins in the same way as in [37, Lemma 4.3], but then deviates substantially.

Proof of Lemma 4.9 (i). Given $\mathbf{v}_h \in Q_h$, let $\mathbf{e}_{h, \ell} := (I - T^0_\xi) \mathbf{v}_h$ for $\ell = 1, \ldots, N$ (we use a subscript $\ell$, rather than a superscript, on $\mathbf{e}_{h, \ell}$ since it is not necessarily in $Q'_h$). We first show that

$$
(\mathbf{e}_{h, \ell}, \text{grad} \phi^\ell_h)_{L^2(\Omega)} = 0 \quad \text{for all } \phi^\ell_h \in W^\ell_h \quad (\ell = 1, \ldots, N),
$$

where $W^\ell_h$ is defined by (3.8). Indeed, from the definition of $T^0_\xi$ (4.5),

$$
a_\xi(\mathbf{e}_{h, \ell}, \mathbf{w}_h^\ell) = 0 \quad \text{for all } \mathbf{w}_h^\ell \in Q'_h.
$$

Since

$$
a_\xi(\mathbf{e}_{h, \ell}, \text{grad} \phi^\ell_h) = -(k^2 + i\xi) (\mathbf{e}_{h, \ell}, \text{grad} \phi^\ell_h)_{L^2(\Omega)};
$$

the result (4.17) follows from (4.18) with $\mathbf{w}_h^\ell = \text{grad} \phi^\ell_h$ (which is indeed in $Q'_h$ by the decomposition (3.9)).

Given $\mathbf{w}_h^\ell \in Q'_h$, by (3.9) there exist $\mathbf{z}_h^\ell \in V_h$ and $\psi^\ell_h \in W^\ell_h$ such that

$$
\mathbf{w}_h^\ell = \text{curl}^\ell \mathbf{z}_h^\ell + \text{grad} \psi^\ell_h.
$$

Then, by (4.17),

$$
\left| (\mathbf{e}_{h, \ell}, \mathbf{w}_h^\ell)_{L^2(\Omega)} \right| = \left| (\mathbf{e}_{h, \ell}, \text{curl}^\ell \mathbf{z}_h^\ell)_{L^2(\Omega)} \right| \leq \left\| \mathbf{e}_{h, \ell} \right\|_{L^2(\Omega)} \left\| \text{curl}^\ell \mathbf{z}_h^\ell \right\|_{L^2(\Omega)} \quad \text{by Cauchy–Schwarz,}
$$

by the Poincaré inequality (3.10) (since $\text{curl}^\ell \mathbf{z}_h^\ell \in \text{curl}_h V'_h$). The result (4.15) then follows from observing that $\text{curl} \mathbf{w}_h^\ell = \text{curl} \text{curl}^\ell \mathbf{z}_h^\ell$ from (4.19).

Proof Lemma 4.9 (ii). Given $\mathbf{v}_h \in Q_h$, let $\mathbf{e}_{h, 0} := (I - T^0_\xi) \mathbf{v}_h$. Exactly as in the proof of (i) we have that

$$
(\mathbf{e}_{h, 0}, \text{grad} \phi_H)_{L^2(\Omega)} = 0 \quad \text{for all } \phi_H \in W_H.
$$

From the decomposition (3.7), there exist $\mathbf{r}_h \in V_h$ and $\phi_H \in W_H$ such that

$$
\mathbf{e}_{h, 0} = \text{curl}_h \mathbf{r}_h + \text{grad} \phi_H.
$$

Similarly, given $\mathbf{w}_H \in Q_H$, there exist $\mathbf{z}_H \in V_H$ and $\psi_H \in W_H$ such that

$$
\mathbf{w}_H = \text{curl}_H \mathbf{z}_H + \text{grad} \psi_H.
$$

Then, by (4.20), we have

$$
(\mathbf{e}_{h, 0}, \mathbf{w}_H)_{L^2(\Omega)} = (\mathbf{e}_{h, 0}, \text{curl}_H \mathbf{z}_H)_{L^2(\Omega)};
$$

$$
= (\text{curl}_h \mathbf{r}_h, \text{curl}_H \mathbf{z}_H)_{L^2(\Omega)} + (\text{grad} \phi_H, \text{curl}_H \mathbf{z}_H)_{L^2(\Omega)} =: I_1 + I_2.
$$

We estimate $I_1$ and $I_2$ separately; we begin by estimating $I_2$, since this is slightly easier.

In Lemma 3.2 we recalled the properties of $\mathbf{S} : \text{curl}_h V_h \to H_0(\text{curl}_h \Omega)$, but analogous properties hold for $\mathbf{S} : \text{curl}_H V_H \to H_0(\text{curl}_h \Omega)$. We let $\mathbf{q} = \mathbf{S}(\text{curl}_H \mathbf{z}_H)$, and we seek to introduce $\text{curl}_H \mathbf{z}_H - \mathbf{q}$ in the inner product defining $I_2$ so that we can obtain a power of $H$ via (3.11). Indeed,

$$
I_2 \leq \left\| \text{curl}_H \mathbf{z}_H - \mathbf{q} \right\|_{L^2(\Omega)},
$$

$$
\leq \left\| \text{curl}_H \mathbf{z}_H - \mathbf{q} \right\|_{L^2(\Omega)},
$$

$$
\leq \left\| \text{curl}_H \mathbf{z}_H - \mathbf{q} \right\|_{L^2(\Omega)},
$$

by the orthogonal decomposition (4.21),
We now set up the standard duality argument for \((3.11)\) and \((4.21)\). Furthermore, \\
\[\|\text{curl } s\|_{L^2(\Omega)} \leq H \left( \frac{k^2}{|\xi|} \right) \|e_{h,0}\|_{\text{curl} k},\]
(4.24) by the orthogonal decomposition \((4.22)\). We now estimate \\
\[\|\text{curl } r_h\|_{L^2(\Omega)} \lesssim H \left( \frac{k^2}{|\xi|} \right) \|e_{h,0}\|_{\text{curl} k} \|\text{curl } H z_H\|_{L^2(\Omega)},\]
(4.25) which is the result \((4.16)\).

Then, by using \((4.24)\) and \((4.26)\) in \((4.23)\), and also by recalling that \(|\xi| \lesssim k^2\), we have \\
\[\|s - \text{curl } r_h\|_{L^2(\Omega)} \lesssim h \|\text{curl } \text{curl } r_h\|_{L^2(\Omega)} = h \|\text{curl } e_{h,0}\|_{L^2(\Omega)}\]
(4.27) by \((3.11)\) and \((4.21)\). Furthermore \(\text{div } s = 0\) and \\
\[\text{curl } s = \text{curl } \text{curl } r_h.\]
(4.28) We now set up the standard duality argument for \(s\): let \(u \in H_0(\text{curl}; \Omega)\) be the solution of the variational problem \\
\[a_\xi(v, u) = (v, s)_{L^2(\Omega)} \quad \text{for all } v \in H_0(\text{curl}; \Omega);\]
(4.29) i.e. from \((2.5)\) \(u\) is the solution of the adjoint variational problem \((2.6)\) with source term \(s\). Therefore, \\
\[\|s\|_{L^2(\Omega)}^2 = a_\xi(s, u).\]
(4.30) We now want to use the Galerkin orthogonality property of \(e_{h,0}\): \\
\[a_\xi(e_{h,0}, \phi_H) = 0 \quad \text{for all } \phi_H \in Q_H.\]
(4.31) Our goal is therefore to create an \(a_\xi(e_{h,0}, u)\) on the right-hand side of \((4.30)\), so that we can replace it by \(a_\xi(e_{h,0}, u - \phi_H)\) for an arbitrary \(\phi_H \in Q_H\), use continuity of \(a_\xi(\cdot, \cdot)\) \((2.9)\), and then use the \((4.13)\). We claim that \\
\[a_\xi(s, u) = a_\xi(e_{h,0}, u) - (k^2 + i\xi) \left( (s - \text{curl } r_h), u \right)_{L^2(\Omega)},\]
(4.34) Indeed, from the definition of \(a_\xi(\cdot, \cdot)\) \((2.4)\), the equation \((4.28)\), and the decomposition \((4.21)\), we have \\
\[a_\xi(s, u) = (\text{curl } \text{curl } r_h, \text{curl } u)_{L^2(\Omega)} - (k^2 + i\xi) (s, u)_{L^2(\Omega)},\]
(4.35) using \((4.29)\) with \(v = \text{grad } \phi_h\), recalling that \(\phi_h \in W_h \subset H^1_0(\Omega)\) and \(\text{div } s = 0\) (and thus \((\text{grad } \phi_h, s)_{L^2(\Omega)} = 0\)), we have \\
\[(\text{grad } \phi_h, u)_{L^2(\Omega)} = 0.\]
Therefore, combining (4.30), (4.31), and (4.32), and then using continuity of \( a_\xi(\cdot, \cdot) \) (2.9), we get
\[
\|s\|^2_{L^2(\Omega)} = a_\xi(e_{h,0}, u - \phi_H) - (k^2 + i\xi) \left( (s - \text{curl}_h r_h, u)_{L^2(\Omega)} \right),
\]
\[
\lesssim \|e_{h,0}\|_{\text{curl},k} \|u - \phi_H\|_{\text{curl},k} + k^2 \|s - \text{curl}_h r_h\|_{L^2(\Omega)} \|u\|_{L^2(\Omega)}.
\]
From the result of the Lax–Milgram theorem (2.15) applied to the variational problem (4.29), we have
\[
\|u\|_{L^2(\Omega)} \lesssim \left( \frac{1}{|\xi|} \right) \|s\|_{L^2(\Omega)}.
\]
Using this last estimate in (4.34), along with (4.27) and (4.13), we have
\[
\|\text{curl}_h r_h\|_{L^2(\Omega)} \lesssim \|s\|_{L^2(\Omega)} + h \|e_{h,0}\|_{\text{curl},k}.
\]
Combining this with (4.35), and using the crude estimate \( h \leq H \), we obtain (4.25) and the proof is complete.

4.4. Bounding the field of values away from the origin. We now use the results from §4.3 in conjunction with Lemma 4.7 to bound the field of values of \( T_\xi \) away from the origin.

**Lemma 4.10. (Bound on \( R_{\xi}^0(v_h) \))** Under Assumption 2.8, given \( k_0 > 0 \),
\[
|R_{\xi}^0(v_h)| \lesssim kH \left( \left( \frac{k^2}{|\xi|} \right) \| \phi_h \|_{\text{curl},k} + \left( \frac{k^2}{|\xi|} \right)^2 \right),
\]
for all \( k \geq k_0 \), for all \( \gamma \geq 0 \), and for all \( v_h \in \mathcal{Q}_h \).

**Proof.** Using (i) the bound (4.16) in the expression for \( R_{\xi}^0(v_h) \) (4.12), (ii) the triangle inequality, (iii) the inequality
\[
2ab \leq c a^2 + \frac{1}{\epsilon} b^2 \quad \text{for } a, b, \epsilon > 0,
\]
and (iv) the fact that \( |\xi| \lesssim k^2 \), we obtain
\[
|R_{\xi}^0(v_h)| \lesssim kH \left( \left( \frac{k^2}{|\xi|} \right) \| (I - T_{\xi}^0) v_h \|_{\text{curl},k} + \left( \frac{k^2}{|\xi|} \right)^2 \right),
\]
\[
\lesssim kH \left( \left( \frac{k^2}{|\xi|} \right) \left[ \| T_{\xi}^0 v_h \|_{\text{curl},k} + \left( \frac{k^2}{|\xi|} \right)^\gamma \| v_h \|_{\text{curl},k} \right] \right),
\]
for any \( \gamma \geq 0 \). Since \( |\xi| \lesssim k^2 \), (4.36) follows. \( \Box \)

**Lemma 4.11. (Bound on \( \sum_{\gamma'} R_{\xi}^0(v_h) \))** For any \( \gamma' \geq 0 \) and any \( v_h \in \mathcal{Q}_h \),
\[
\sum_{\gamma'} R_{\xi}^0(v_h) \lesssim kH_{\text{sub}} \left[ \left( \frac{k^2}{|\xi|} \right)^\gamma \sum_{\gamma'} \| T_{\xi}^0 v_h \|_{\text{curl},k}^2 + \left( \frac{k^2}{|\xi|} \right)^{-\gamma'} \| v_h \|_{\text{curl},k}^2 \right] .
\]

**Proof.** Using the bound (4.15) and the triangle inequality, we find
\[
|R_{\xi}^0(v_h)| \lesssim k^2 H_{\text{sub}} \| (I - T_{\xi}^0) v_h \|_{L^2(\Omega_\gamma)} \| \text{curl}(T_{\xi}^0 v_h) \|_{L^2(\Omega_\gamma)},
\]
\[
\lesssim k^2 H_{\text{sub}} \left[ \| v_h \|_{L^2(\Omega_\gamma)} \| \text{curl}(T_{\xi}^0 v_h) \|_{L^2(\Omega_\gamma)} + \| T_{\xi}^0 v_h \|_{L^2(\Omega_\gamma)} \| v_h \|_{\text{curl},k} \right],
\]
\[
\lesssim k H_{\text{sub}} \left[ k \| v_h \|_{L^2(\Omega_\gamma)} + \| T_{\xi}^0 v_h \|_{\text{curl},k} \right].
\]
(where the \( \text{curl} \), \( k \)-norm is over the support of \( T^\xi_h(\nu_h) \), which is \( \Omega_\ell \)). Using the inequality (4.37) and the fact that \( |\xi| \lesssim k^2 \), we obtain

\[
|R^\xi_h(\nu_h)| \lesssim k_{\text{sub}} \left( \frac{k^2}{|\xi|} \right)^{\gamma'} \left\| T^\xi_h(\nu_h) \right\|_{\text{curl},k}^2 + k^2 \left( \frac{k^2}{|\xi|} \right)^{-\gamma'} \left\| \nu_h \right\|_{L^2(\Omega_\ell)}^2,
\]

with \( \gamma' \geq 0 \). Summing from \( \ell = 1 \) to \( N \), and using the finite-overlap property (3.3), gives (4.38).

We now obtain the bound on the field of values of \( T^\xi_h \).

**Theorem 4.12.** (Bounding the field of values away from the origin) If Assumption 2.8 holds, given \( k_0 > 0 \), there exists a constant \( C_1 > 0 \) such that if \( k \geq k_0 \) and

\[
\max \left\{ (kH_{\text{sub}}), \ (kH) \left( \frac{k^2}{|\xi|} \right)^{1+\gamma} \right\} \leq C_1 \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{-1} \left( \frac{|\xi|}{k^2} \right)^{\gamma'},
\]

then

\[
\frac{|(\nu_h, T^\xi_h(\nu_h))_{\text{curl},k}|}{\left\| \nu_h \right\|_{\text{curl},k}^2} \gtrsim \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{-1} \left( \frac{|\xi|}{k^2} \right)^{\gamma'} \text{ for all } \nu_h \in Q_h.
\]

**Proof.** By Lemma 4.7,

\[
|(\nu_h, T^\xi_h(\nu_h))_{\text{curl},k}| \gtrsim \sum_{\ell=0}^N \left| T^\xi_h(\nu_h) \right|_{\text{curl},k}^2 - \sum_{\ell=0}^N |R^\xi_h(\nu_h)|.
\]

Then, using the bounds (4.36) and (4.38) we have

\[
|(\nu_h, T^\xi_h(\nu_h))_{\text{curl},k}| \gtrsim \sum_{\ell=0}^N \left| T^\xi_h(\nu_h) \right|_{\text{curl},k}^2 - (kH) \left( \frac{k^2}{|\xi|} \right)^{1-\gamma} \left( \frac{k^2}{|\xi|} \right)^{\gamma} \left| T^\xi_h(\nu_h) \right|_{\text{curl},k}^2 + \left( \frac{k^2}{|\xi|} \right)^{-\gamma'} \left\| \nu_h \right\|_{\text{curl},k}^2
\]

\[
- (kH_{\text{sub}}) \left( \frac{k^2}{|\xi|} \right)^{1+\gamma} \sum_{\ell=1}^N \left| T^\xi_h(\nu_h) \right|_{\text{curl},k}^2 + \left( \frac{k^2}{|\xi|} \right)^{-\gamma'} \left\| \nu_h \right\|_{\text{curl},k}^2
\]

for \( \gamma, \gamma' \geq 0 \). Therefore, there exist \( C_1, C_2 > 0 \) (sufficiently small but independent of all parameters) such that

\[
(kH) \left( \frac{k^2}{|\xi|} \right)^{1+\gamma} \leq C_1 \text{ and } (kH_{\text{sub}}) \left( \frac{k^2}{|\xi|} \right)^{\gamma'} \leq C_2
\]

ensure that

\[
|(\nu_h, T^\xi_h(\nu_h))_{\text{curl},k}| \gtrsim \sum_{\ell=0}^N \left| T^\xi_h(\nu_h) \right|_{\text{curl},k}^2 - (kH) \left( \frac{k^2}{|\xi|} \right)^{1-\gamma} \left\| \nu_h \right\|_{\text{curl},k}^2 - (kH_{\text{sub}}) \left( \frac{k^2}{|\xi|} \right)^{-\gamma'} \left\| \nu_h \right\|_{\text{curl},k}^2.
\]

Using the bound (4.10) from Lemma 4.6 in (4.42), we obtain

\[
|(\nu_h, T^\xi_h(\nu_h))_{\text{curl},k}| \gtrsim \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{-1} \left( \frac{|\xi|}{k^2} \right)^{2} \left\| \nu_h \right\|_{\text{curl},k}^2 - (kH) \left( \frac{k^2}{|\xi|} \right)^{1-\gamma} \left\| \nu_h \right\|_{\text{curl},k}^2
\]

\[
- (kH_{\text{sub}}) \left( \frac{k^2}{|\xi|} \right)^{-\gamma'} \left\| \nu_h \right\|_{\text{curl},k}^2.
\]

Therefore, there exist \( C_3, C_4 > 0 \) (sufficiently small but independent of all parameters) so that the conditions

\[
(kH) \left( \frac{k^2}{|\xi|} \right)^{1-\gamma} \leq C_3 \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{-1} \left( \frac{|\xi|}{k^2} \right)^{2} \text{ and } (kH_{\text{sub}}) \left( \frac{k^2}{|\xi|} \right)^{-\gamma'} \leq C_4 \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{-1} \left( \frac{|\xi|}{k^2} \right)^{2},
\]

together with (4.41) ensure that the result (4.40) holds. The conditions in (4.43) can then be rewritten as

\[
(kH) \left( \frac{k^2}{|\xi|} \right)^{3-\gamma} \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{2} \leq C_3 \text{ and } (kH_{\text{sub}}) \left( \frac{k^2}{|\xi|} \right)^{2-\gamma'} \left( 1 + \left( \frac{H}{\delta} \right)^2 \right)^{2} \leq C_4.
\]
In summary, we have shown that there exist $C_1, C_2, C_3, C_4 > 0$ such that the required result (4.40) holds if (4.41) and (4.44) hold.

The optimal choice of $\gamma$ to balance the exponents in the first equations in (4.41) and (4.44) (ignoring the factor $(1 + (H/\delta)^2)$) is $\gamma = 1$, and the optimal choice of $\gamma'$ to balance the exponents in the second equations in (4.41) and (4.44) (again ignoring $(1 + (H/\delta)^2)$) is also $\gamma' = 1$. With these values of $\gamma$ and $\gamma'$, the four conditions above are ensured by the condition (4.39) and the proof is complete. $\square$

5. Matrices and convergence of GMRES

In this section we convert the results of Theorems 4.5 and 4.12 into results about matrices, giving results about preconditioning $A_\xi$ (Theorems 5.6-5.10 below).

5.1. From projection operators to matrices. We first interpret the operators $T^\xi_\ell$ defined in (4.5), (4.6) in terms of matrices.

Lemma 5.1. Let $v_h = \sum_{j \in \mathbb{T}^h} V_j \phi_j \in Q_h$. Then

(i) $T^\xi_\ell v_h = \sum_{j \in \mathbb{T}^h(\Omega_i)} ((R^j)^T (A^{\xi}_{\ell})^{-1} R^j A_\xi V) \phi_j$, $\ell = 1, \ldots, N$,

(ii) $T^\xi_\ell v_h = \sum_{\ell \in \mathcal{H}} (R^\ell)^T (A^{\xi}_{\ell})^{-1} R^\ell A_\xi V) \phi_p$,

where $A^{\xi}_{\ell}$, $\ell = 0, \ldots, N$ is defined in (3.5).

We omit the proof, since it is essentially identical to the proof of [41, Theorem 5.4].

The main results of the previous section - Theorems 4.5 and 4.12 - give estimates for the norm and the field of values of the operator $T^\xi_\ell$ on the space $Q_h$, with respect to the inner product $\langle \cdot, \cdot \rangle_{\text{curl}, k}$ and its associated norm.

The next lemma shows that, in order to translate these results into norm and field of values estimates for the preconditioned matrix $B^{-1}_{\xi, AS} A_\xi$, we need to work in the weighted inner product $\langle \cdot, \cdot \rangle_{D_h}$ defined such that if $v_h, w_h \in Q_h$ with coefficient vectors $V, W$ then

$$\langle v_h, w_h \rangle_{\text{curl}, k} = \langle V, W \rangle_{D_h};$$

note that the definition of $\langle \cdot, \cdot \rangle_{\text{curl}, k}$ (2.1) means that $\langle V, W \rangle_{D_h}$ depends on the wavenumber $k$.

Lemma 5.2. Let $v_h = \sum_{j \in \mathbb{T}^h} V_j \phi_j \in Q_h$. Then

(i) $\langle v_h, T^\xi_\ell v_h \rangle_{\text{curl}, k} = \langle V, B^{-1}_{\xi, AS} A_\xi V \rangle_{D_h}$, and

(ii) $\|T^\xi_\ell v_h\|_{\text{curl}, k} = \|B^{-1}_{\xi, AS} A_\xi V\|_{D_h}$.

Proof. (i) and (ii) follow from combining Lemma 5.1, Equation (5.1), and the definition of $B^{-1}_{\xi, AS}$. $\square$

5.2. Recap of Elman-type estimates for convergence of GMRES. We consider the abstract linear system

$$C x = d$$

in $\mathbb{C}^n$, where $C$ is an $n \times n$ nonsingular complex matrix. Given an initial guess $x^0$, we introduce the residual $r^0 = d - C x^0$ and the usual Krylov spaces:

$$K^m(C, r^0) := \text{span}\{C^j r^0 : j = 0, \ldots, m - 1\}.$$

Let $\langle \cdot, \cdot \rangle_D$ denote the inner product on $\mathbb{C}^n$ induced by some Hermitian positive definite matrix $D$, i.e.

$$\langle V, W \rangle_D := W^* D V$$

with induced norm $\|\cdot\|_D$, where $^*$ denotes Hermitian transpose. For $m \geq 1$, define $x^m$ to be the unique element of $K^m$ satisfying the minimal residual property:

$$\|x^m\|_D := \|d - C x^m\|_D = \min_{x \in K^m(C, r^0)} \|d - C x\|_D.$$
When $D = I$ this is just the usual GMRES algorithm, and we use $\| \cdot \|$ to denote $\| \cdot \|_I$, but for more general $D$ it is the weighted GMRES method [30] in which case its implementation requires the application of the weighted Arnoldi process [46].

The following theorem is a simple generalisation to the weighted setting of the GMRES convergence result of Beckermann, Goreinov and Tyryshnikov [4, Theorem 2.1]. This result is an improvement of the so-called “Elman estimate”, originally due to Elman [26]; see also [24], [72, Theorem 3.2], [23, Corollary 6.2], [57], and the review [71, §6].

**Theorem 5.3. (Elman-type estimate for weighted GMRES)** Let $C$ be a matrix with $0 \notin W_D(C)$, where

$$W_D(C) := \{ (Cv, v)_D : v \in \mathbb{C}^N, \|v\|_D = 1 \}$$

is the field of values, also called the numerical range of $C$ with respect to the inner product $(\cdot, \cdot)_D$. Let $\beta \in [0, \pi/2)$ be defined such that

$$\cos \beta = \frac{\text{dist}(0, W_D(C))}{\|C\|_D}$$

(observe that $\beta$ is well-defined since the right-hand side of (5.2) is $\leq 1$). Let $\gamma_\beta$ be defined by

$$\gamma_\beta := 2 \sin \left( \frac{\beta}{4 - 2\beta/\pi} \right),$$

and let $r_m$ be defined as above. Then

$$\frac{\|r_m\|_D}{\|r_0\|_D} \leq \left( 2 + \frac{2}{\sqrt{3}} \right) (2 + \gamma_\beta) (\gamma_\beta)^m.$$

**Proof.** The result with $D = I$ and (5.4) replaced by

$$\frac{\|r_m\|_D}{\|r_0\|_D} \leq \sin^m \beta$$

was proved in [26, 24]; this result was extended for general Hermitian positive-definite $D$ by an elementary argument in [41, Theorem 5.1]. The result (5.4) with $D = I$ was proved in [4, Theorem 2.1], and can be extended to general $D$ using the arguments in [41, Theorem 5.1].

When we apply the estimate (5.4) to $B^{-1}_{\xi, AS}$ in §5.3 below, we find that $\beta = \pi/2 - \epsilon$, where (for fixed $\delta, H$) $\epsilon = \epsilon(k, \xi)$ is such that $\epsilon \to 0$ as $k \to \infty$. It is therefore convenient to specialise the results (5.5) and (5.4) to this particular situation in the following corollary.

**Corollary 5.4.** With $C$ a matrix such that $0 \notin W_D(C)$, let $\epsilon \in (0, \pi/2]$ be defined such that

$$\sin \epsilon = \frac{\text{dist}(0, W_D(C))}{\|C\|_D}.$$

Then there exists $C > 0$ (independent of $\epsilon$) such that, for $0 < a < 1$,

$$\text{if } m \geq \frac{C}{\epsilon} \log \left( \frac{12}{a} \right) \text{ then } \frac{\|r_m\|_D}{\|r_0\|_D} \leq a.$$  

That is, choosing $m \geq \epsilon^{-1}$ is sufficient for GMRES to converge in an $\epsilon$-independent way as $\epsilon \to 0$.

**Proof of Corollary 5.4.** We first prove that it is sufficient to establish the result for $\epsilon$ sufficiently small. Suppose there exist $0 < \epsilon_1 < \pi/2$ and $C_1(\epsilon_1) > 0$ (independent of $\epsilon$) such that, for $0 < a < 1$ and $0 < \epsilon < \epsilon_1$,

$$\text{if } m \geq \frac{C_1(\epsilon_1)}{\epsilon} \log \left( \frac{12}{a} \right) \text{ then } \frac{\|r_m\|_D}{\|r_0\|_D} \leq a.$$

Setting $\beta = \pi/2 - \epsilon$ we see that (5.6) implies (5.2). Observe that $\gamma_\beta$ in (5.4) is a continuous function of $\epsilon$ and decreases from 1 to 0 as $\epsilon$ increases from 0 to $\pi/2$. Hence, if $\epsilon_1 \leq \epsilon \leq \pi/2$, then there exists a constant $C_2(\epsilon_1)$ such that $\gamma_\beta \leq 1 - C_2(\epsilon_1)$ and thus

$$(\gamma_\beta)^m \leq \exp \left( -m \log (1 - C_2(\epsilon_1)) \right).$$
Since \((2 + 2/\sqrt{3})(2 + \gamma_\beta) < 3(2 + 2/\sqrt{3}) < 12\), it follows from (5.4) that, if \(\epsilon_1 \leq \epsilon \leq \pi/2\), \(\|r_m\|_D/\|r_0\|_D \leq a\) provided that
\[
\exp\left(-m|\log (1 - C_2(\epsilon_1))|\right) \leq \frac{a}{12}, \quad \text{i.e.} \quad m \geq \frac{1}{|\log (1 - C_2(\epsilon_1))|} \log \left(\frac{12}{a}\right).
\]
Assuming we have proved that (5.8) holds for all \(0 < \epsilon < \epsilon_1\), we then set
\[
\mathcal{C} := \max \left[\frac{\pi}{2|\log (1 - C_2(\epsilon_1))|}, \frac{\epsilon}{\epsilon_1}\right]
\]
and then (5.7) holds for all \(0 < \epsilon \leq \pi/2\) (with the first term in the max in (5.9) dealing with \(0 < \epsilon < \epsilon_1\) and the second term dealing with \(\epsilon_1 \leq \epsilon \leq \pi/2\)).

We therefore only need to prove that there exist \(\epsilon_1 > 0\) and \(C_1(\epsilon_1) > 0\) such that for \(0 < a < 1\), (5.8) holds for all \(0 < \epsilon < \epsilon_1\). If \(\beta = \pi/2 - \epsilon\), then \(\cos \beta = \sin \epsilon = \epsilon + O(\epsilon^3)\) as \(\epsilon \to 0\). From the definition of \(\gamma_\beta\) in (5.3), we have
\[
\gamma_\beta := 2\sin\left(\frac{\beta}{4 - 2\beta/\pi}\right) = 2\sin\left(\frac{\pi}{6} - \frac{4\epsilon}{9} + O(\epsilon^2)\right) = 1 - \frac{4\epsilon}{3\sqrt{3}} + O(\epsilon^2) \quad \text{as} \quad \epsilon \to 0,
\]
and then
\[
\log \gamma_\beta = -\frac{4\epsilon}{3\sqrt{3}} + O(\epsilon^2) \quad \text{as} \quad \epsilon \to 0,
\]
and so there exist \(\epsilon_1 > 0\) and \(C_1(\epsilon_1) > 0\) such that
\[
(\gamma_\beta)^m = e^{m \log \gamma_\beta} \leq e^{-m \epsilon/C_1} \quad \text{for all } 0 < \epsilon \leq \epsilon_1,
\]
and (5.8) follows from (5.4). \(\square\)

**Remark 5.5.** When \(\beta = \pi/2 - \epsilon\), the convergence factor in the original Elman estimate (5.5) is
\[
\sin \epsilon = \cos \epsilon = 1 - \frac{\epsilon^2}{2} + O(\epsilon^4);
\]
by comparing this to (5.10) we can see that (5.5) is indeed a weaker bound.

### 5.3. The main results.

With the classical two-level additive Schwarz preconditioner for \(A_\xi (B_{\xi AS}^{-1}\) defined by (3.6) above) and the inner product \((\cdot, \cdot)_{D_h}\) defined by (5.1) above, we have the following results.

**Theorem 5.6.** (Bounds on the norm and field of values for left preconditioning)

(i) \[
\left\|B_{\xi AS}^{-1}A_\xi\right\|_{D_h} \lesssim \left(\frac{k^2}{|\xi|}\right) \quad \text{for all } H, H_{sub}.
\]

(ii) If \(\Omega\) is a convex polyhedron, then, given \(k_0 > 0\), there exists a constant \(C_1\) such that if
\[
\max\left\{(kH_{sub}), (kH) \left(\frac{k^2}{|\xi|}\right)\right\} \leq C_1 \left(1 + \left(\frac{H}{\delta}\right)^2\right)^{-1} \left(\frac{|\xi|}{k^2}\right),
\]
then
\[
\left\langle V, B_{\xi AS}^{-1}A_\xi V \right\rangle_{D_h} \gtrsim \left(1 + \left(\frac{H}{\delta}\right)^2\right)^{-1} \left(\frac{|\xi|}{k^2}\right)^2,
\]
for all \(V \in \mathbb{C}^n\) and for all \(k \geq k_0\).

**Proof.** This follows from combining Theorems 4.5 and 4.12, and Lemma 5.2. \(\square\)

We make the following remarks:

- In stating Part (ii) of Theorem 5.6, we have specified that \(\Omega\) is a convex polyhedron, since the assumption needed for this part, Assumption 2.8, holds in this case by Lemma 2.10.
- Observe that, just as in the Helmholtz theory in [41], the condition on the coarse mesh diameter \(H\) in (5.11) is more stringent than the condition on the subdomain diameter \(H_{sub}\); one finds similar discrepancies in criteria in domain decomposition theory for coercive elliptic PDEs; see, e.g., [39].
Theorem 5.9. (Bounds on the field of values for right preconditioning) Theorem 5.7, with \( D \) right preconditioning, however in the inner product induced by (5.11) holds, complete. □

These results are illustrated in §6.

Proof of Theorem 5.7. With \( \beta \) defined by (5.2) with \( C = B_{\xi, AS}^{-1} A_\xi \), Theorem 5.6 implies that \( \cos \beta \gtrsim \tilde{c}(k, \xi, \delta, H) \) with

\[
\tilde{c}(k, \xi, \delta, H) := \left( 1 + \frac{H}{\delta} \right)^2 \left( \frac{|\xi|}{k} \right)^3.
\]

If \( |\xi| \ll k^2 \) and \( \delta \sim H \), then \( \tilde{c}(k, \xi, \delta, H) \) is bounded below by a positive constant, but if either \( |\xi| \ll k^2 \) or \( \delta \ll H \), then \( \tilde{c}(k, \xi, \delta, H) \) can approach zero. The closer \( \cos \beta \) is to zero, the worse the estimate of Theorem 5.3 is; the worse-case scenario is when \( \tilde{c} \to 0 \) and \( \cos \beta \sim \tilde{c} \). Since \( \cos \beta = \sin(\pi/2 - \beta) = (\pi/2 - \beta)(1 + o(1)) \), it is sufficient to consider the case when \( \beta = \pi/2 - \epsilon \) with \( \epsilon \to 0 \) and \( \epsilon \sim \tilde{c} \). Applying Corollary 5.4, we obtain the bound on \( m \) (5.12) and the proof is complete. □

Using coercivity of the adjoint form in Lemma 2.5, we can obtain the following result about right preconditioning, however in the inner product induced by \( D_k^{-1} \). From this, the analogue of Theorem 5.7, with \( D_k \) replaced by \( D_k^{-1} \), follows.

Theorem 5.9. (Bounds on the field of values for right preconditioning) (i)

\[
\|A_\xi B_{\xi, AS}^{-1}\|_{D_k^{-1}} \lesssim \frac{k^2}{|\xi|} \quad \text{for all } H, H_{\text{sub}}.
\]

(ii) With the same assumptions as Part (ii) of Theorem 5.6, given \( k_0 > 0 \) and provided Condition (5.11) holds,

\[
\frac{|\langle V, A_\xi B_{\xi, AS}^{-1} V \rangle_{D_k^{-1}}|}{\|V\|^2_{D_k^{-1}}} \gtrsim \left( 1 + \frac{H}{\delta} \right)^{-1} \left( \frac{|\xi|}{k^2} \right)^2,
\]

for all \( V \in \mathbb{C}^n \) and for all \( k \geq k_0 \).
Proof. A straightforward calculation shows that for all $V \in \mathbb{C}^n$ and with $W = D_k^{-1}V$, we have

$$\frac{|\langle V, A_\xi B_{\xi,AS}^{-1} V \rangle_{D_k^{-1}}|}{\langle V, V \rangle_{D_k^{-1}}} = \frac{|\langle (B_{\xi,AS})^{-1} A_\xi^* W, W \rangle_{D_k} |}{\langle W, W \rangle_{D_k}} = \frac{|\langle W, (B_{\xi,AS}^*)^{-1} A_\xi^* W \rangle_{D_k} |}{\langle W, W \rangle_{D_k}},$$

where $A^*$, $(B_{\xi,AS}^*)^{-1}$ are the Hermitian transposes of $A, B_{\xi,AS}^{-1}$ respectively. The coercivity of the adjoint form proved in Lemma 2.5 then ensures that the estimate in Theorem 5.6 (ii) also holds for the adjoint matrix and the result (ii) then follows. The result (i) is obtained analogously from taking the adjoint and using Theorem 5.6 (i).

\[\square\]

Theorem 5.10. (GMRES convergence for right preconditioning) The result of Theorem 5.7 holds when left preconditioning is replaced by right preconditioning (i.e. $B_{\xi,AS}^{-1} A_\xi$ is replaced by $A_\xi B_{\xi,AS}^{-1}$ in the statement of the theorem).

6. Numerical experiments

We now give details of the numerical experiments, previously summarised in §1.4. After some technical preliminaries in §6.1, §6.2 illustrates in detail the theory of the paper. We use the Additive Schwarz preconditioner $B_{\xi,prec}^{-1}$ to precondition $\xi_{prob}$ and we study various choices of $\xi_{prob} = \xi_{prec}$, as well as the dependence on the overlap $\delta$. We also see that weighted GMRES performs almost identically to standard GMRES. These experiments motivate various extensions of the additive Schwarz method and in §6.3 we present two tables illustrating these, including solving the propagative case $\xi_{prob} = 0$. To highlight the importance of absorptive problems in practice, §6.4 presents results for a heterogeneous practical example where $0 \leq \xi_{prob}(x) \lesssim k^2$. In §6.5 we solve the well-known COBRA cavity test case, with $\xi_{prob} = 0, \xi_{prec} = k$. This shows that adding the absorption into the preconditioner (as in the theory) allows good parallel scaling.

6.1. Details of the computations and notation. All the computations are done in FreeFem++, an open source domain specific language (DSL) specialised for solving BVPs with variational methods (http://www.freefem.org/ff++/). The code was parallelised and run on the French supercomputers Curie (TGCC) and OCCIGEN (CINES). The discretisation is by Nédélec edge finite elements as in §2.2 on a mesh of tetrahedra of the domain $\Omega$. We will give results for both order 1 and order 2 finite elements. The right preconditioned linear system is solved with GMRES without restarts.

In the theory we assumed that each coarse mesh tetrahedron is a union of fine mesh tetrahedra, but in some numerical experiments we consider non-nested fine/coarse meshes. Nevertheless, if the fine and coarse mesh are not nested, one has to be careful when computing the “restriction” matrix (3.4) for edge finite elements. Indeed, if a fine mesh tetrahedron crosses a coarse mesh tetrahedron, then the computation of matrix (3.4) requires the integration of non-smooth functions $w_p^H$ along the supports (edges, faces) of the degrees of freedom on the fine mesh. Hence for these integrals we use a Gaussian quadrature rule with more points than that normally used when the meshes are nested (this is described further below).

In our implementation of GMRES, we use a random initial guess, aiming to ensure that all frequencies are present in the error. The stopping criterion is based on a reduction of the relative residual by $10^{-6}$ and the maximum number of iterations allowed is 200. Apart from in §6.2, throughout the paper we use standard GMRES. To apply the preconditioner, the local problems in each subdomain and the coarse space problem are each solved with a direct solver (in this case MUMPS [1]).

In the experiments in §6.2, §6.3, we solve the PDE (1.3) in the unit cube $\Omega = (0,1)^3$. The right-hand side function $F$ in (1.3) is given by the point source

$$F = [f, f, f], \quad \text{where} \quad f = -\exp(-400((x - 0.5)^2 + (y - 0.5)^2 + (z - 0.5)^2)).$$

The total number of degrees of freedom in the fine grid problem is denoted by $n$. The fine mesh diameter, $h$, is either chosen as $h \sim k^{-3/2}$ (generally believed to remove the pollution effect, by analogy with Helmholtz problems; see, e.g., the review in [40, Pages 182–183]) or with a fixed number $g$ of grid-points per wavelength, i.e. $h \simeq 2\pi/(gk)$, where the notation $\simeq$ means that $h$ is
chosen as close to $2\pi/(gk)$ as possible, whilst still ensuring that we have a mesh on the domain. We use the following parameters to describe the domain decomposition method:

$$
\begin{align*}
H_{\text{sub}} &= \text{maximum subdomain diameter (without considering the overlap)}, \\
H &= \text{maximum coarse mesh diameter}, \\
N &= N_{\text{sub}} = \text{number of subdomains}, \\
n_{\text{cs}} &= \text{number of coarse mesh degrees of freedom}.
\end{align*}
$$

We define the parameters $(\alpha, \alpha')$ such that

$$
H_{\text{sub}} \sim k^{-\alpha} \quad \text{and} \quad H \sim k^{-\alpha'}.
$$

(6.1)

In the tables we use $\#$ to denote the number of iterations for any given method. For some experiments we also report the computation times in seconds. To set up the preconditioners, we start by subdividing the domain $\Omega$ into $N$ non-overlapping simply-connected subdomains $\{\Omega^p_\ell : \ell = 1, \ldots, N\}$, with the property that each subdomain is a union of fine mesh tetrahedra. This could be done by hand (if the fine mesh is structured); or more generally it could be done by applying graph partitioning software (e.g. METIS [51]) to the graph determined by the elements of the fine mesh. (Both methods are used below.) We then introduce extended overlapping subdomains $\Omega^p_{\ell}$, $p = 1, 2, \ldots$, defined recursively by requiring $\Omega^p_{\ell}$ to be the union of $\Omega^p_\ell$ with all the fine mesh tetrahedra touching it. As $p$ increases so does the overlap. We call the case $p = 2$ minimal overlap ($\delta \sim h$). The term generous overlap refers to the case $\delta \sim H_{\text{sub}}$.

### 6.2. Experiments illustrating the theory

Here we solve the system arising from the PDE (1.3), with the PEC boundary condition (1.4). In the first experiment (Table 1) we set $\xi_{\text{prob}} = \xi_{\text{prec}} = k^2$ and use generous overlap ($\delta \sim H_{\text{sub}}$). We choose $h \sim k^{-3/2}$ and we study the effect of varying $\alpha$ and $\alpha'$ in (6.1). The theory tells us that in this case the two-level Additive Schwarz preconditioner (3.6) will be robust for $\alpha = \alpha' = 1$ (cf. Remark 5.8, first case). Table 1 gives the iteration numbers for the two-level AS preconditioner, with in parentheses the corresponding one-level preconditioner, which is defined by (3.6) but omitting the term involving $(A^1_{\text{loc}})^{-1}$. The choice $\alpha = \alpha'$ means that the subdomains and the coarse mesh are nested. As we decrease $\alpha$, resp. $\alpha'$, we do more work on each subdomain (because subdomains become fewer on a given fine mesh problem), resp. less work in the coarse grid. We study the effect of reducing $\alpha = \alpha'$ in the second and third columns of Table 1. In the third and fourth columns we see the effect of doing more work on the coarse grid and keeping the subdomains fixed. Because our parallel code solves each subdomain problem on an individual core, which is the natural and efficient implementation of domain decomposition methods, and $H_{\text{sub}} \sim k^{-\alpha}$, a large number of cores is required when $\alpha$ is close to 1 (e.g. for $\alpha = 1, k = 25$, this would require 15625 cores). Thus, smaller values of $k$ are presented in the first column of Table 1. In the other columns we can go higher with $k$ since there are fewer subdomains, but for $k = 30$ the subdomains, with generous overlap, become too big and memory issues appear. Note that, in general, if $\alpha \neq \alpha'$ then the fine and coarse mesh are not nested, and so, recalling the discussion in §6.1, we need a more accurate quadrature formula when computing matrix (3.4): here we used 12 Gaussian quadrature points on the edge. The method appears to be robust for all the considered choices of $\alpha$ and $\alpha'$, and the coarse grid is less useful for smaller $\alpha$.

Since generous overlap requires too much communication in parallel implementations, we now investigate the performance of (more parallel efficient) minimal overlap methods. Table 2 shows the results for the cases considered in Table 1, but with $\delta \sim h$; moreover, Table 2 shows also the case with $\alpha = 0.6, \alpha' = 1$, since with $\delta \sim h$ subdomains remain small enough for the local problems.

### Table 1. PEC boundary condition on $\partial \Omega$, $\xi_{\text{prob}} = \xi_{\text{prec}} = k^2$, $\delta \sim H_{\text{sub}}$, $h \sim k^{-3/2}$: iteration numbers for the two-level(one-level) AS preconditioner.

| $k$ | $\alpha = 1 = \alpha'$ | $\alpha = 0.9 = \alpha'$ | $\alpha = 0.8 = \alpha'$ | $\alpha = 0.8, \alpha' = 1$ |
|-----|----------------|----------------|----------------|----------------|
| 10  | 53(57)        | 40(42)        | 37(38)        | 37(38)        |
| 15  | 59(63)        | 46(48)        | 37(37)        | 37(37)        |
| 20  | 63(67)        | 46(47)        | 37(37)        | 36(37)        |
| 25  | -             | 48(50)        | 38(38)        | 38(38)        |
to be solved on a single core. The number of iterations increases, but the method still performs well, with the number of iterations growing mildly with $k$; for $\alpha = 0.6, \alpha' = 1$, robustness appears to be fully achieved. We also observe that the coarse grid solve has a larger effect on the iteration count compared to the generous overlap case.

When solving systems arising from the propagative Maxwell equations $\xi_{\text{prob}} = 0$ we know by analogy with the Helmholtz case [41] that the preconditioner should be based on a smaller $\xi_{\text{prec}}$, typically $\xi_{\text{prec}} = k$ (or less) is a good choice. In Table 3 we repeat Table 1 with $\xi_{\text{prob}} = \xi_{\text{prec}} = k$. This table shows that we cannot expect a method which uses PEC boundary conditions on subdomains to provide a robust preconditioner for the propagative case. A similar observation for Helmholtz problems is given in [41].

We recall that the theory above is for left preconditioning in the norm induced by $D_k$, whereas in Tables 1–3 above we have used standard GMRES. For comparison in Table 4 we repeat Table 1 using weighted GMRES with weight $D_k$. As we see this makes little difference. Similar observations for Helmholtz problems were made in [41].

Finally, in Table 5 we illustrate the second case of Remark 5.8, which proves robustness even in the case of minimal overlap, when the fine grid and the coarse grid each have a fixed number of grid points per wavelength. Here we set $\xi_{\text{prob}} = \xi_{\text{prec}} = k^2$, $\delta \sim h$, and we use order 2 Nédélec finite elements. In order to have “round” numbers with respect to the wavelength and then actual

| $k$ | $\alpha = 1 = \alpha'$ | $\alpha = 0.9 = \alpha'$ | $\alpha = 0.8 = \alpha'$ | $\alpha = 0.8, \alpha' = 1$ | $\alpha = 0.6, \alpha' = 1$ |
|-----|----------------|----------------|----------------|----------------|----------------|
| 10  | 76(96) | 55(61) | 52(57) | 47(57) | 40(48) |
| 15  | 82(105) | 59(73) | 57(65) | 51(65) | 44(55) |
| 20  | 58(90) | 61(80) | 60(67) | 52(67) | 44(58) |
| 25  | - | 61(89) | 64(75) | 54(75) | 44(60) |
| 30  | - | - | 66(80) | 53(80) | 44(60) |

Table 2. Repeat of Table 1 but with $\delta \sim h$.

| $k$ | $\alpha = 1 = \alpha'$ | $\alpha = 0.9 = \alpha'$ | $\alpha = 0.8 = \alpha'$ | $\alpha = 0.8, \alpha' = 1$ |
|-----|----------------|----------------|----------------|----------------|
| 10  | $>200(>200)$ | 134(145) | 96(116) | 92(116) |
| 15  | $>200(>200)$ | $>200(>200)$ | 190(200) | 175(200) |
| 20  | - | - | - | - |
| 25  | - | - | - | - |

Table 3. Repeat of Table 1 but with $\xi_{\text{prob}} = \xi_{\text{prec}} = k$.

| $f$ | $k$ | $n$ | $\xi_{\text{prob}} = 2/(5f)$ | $\xi_{\text{prec}} = 1/(2f)$ |
|-----|-----|-----|----------------|----------------|
| 2   | 12.6 | $2.5 \times 10^5$ | 2.9 $\times 10^4$ | 125 | 38(76) |
| 3   | 18.8 | $8.3 \times 10^5$ | 9.3 $\times 10^4$ | 1000 | 39(137) |
| 4   | 25.1 | $2.0 \times 10^7$ | 2.1 $\times 10^4$ | 3375 | 58(195) |
| 5   | 31.4 | $3.8 \times 10^7$ | 4.1 $\times 10^4$ | 8000 | 59(>200) |
| 6   | 37.7 | $6.6 \times 10^7$ | 7.0 $\times 10^4$ | 2744 | 60(>200) |
| 7   | 44.0 | $1.0 \times 10^8$ | 1.1 $\times 10^5$ | 18.8 | 82(105) |
| 8   | 50.3 | $1.6 \times 10^8$ | 1.6 $\times 10^5$ | 44.0 | 3375 |

Table 4. Repeat of Table 1 but using weighted instead of standard GMRES.

$\xi_{\text{prob}} = \xi_{\text{prec}} = k^2$, $\delta \sim h$, $H = 1/(2f)$, where $f = 2\pi k$: results for the two-level(one-level) AS preconditioner.
cubes as subdomains, we vary the frequency $f$, with $k = 2\pi f$, and set $h = 1/(20f)$, $H = 1/(4f)$, $H_{\text{sub}} = 2/(5f)$ (with $f$ divisible by 2) or $H_{\text{sub}} = 1/(2f)$. As expected from the theory, the two-level preconditioner performs very well, especially in comparison to the one-level version.

### 6.3. Alternative preconditioners

In order to properly take into account the overlap between subdomains, where unknowns are repeated, the Additive Schwarz preconditioner (6.6) is classically modified using a discrete partition of unity. More precisely, diagonal matrices $(D^f)^N_{\ell=1}$ are constructed such that

\[
(6.2) \quad \sum_{\ell=1}^{N} (R^f)^T D^f R^f = I
\]

and then the two-level Restricted Additive Schwarz preconditioner is defined by

\[
(6.3) \quad B^{-1}_{\xi,RAS,2} := \sum_{\ell=1}^{N} (R^f)^T D^f (A^f_{\xi})^{-1} R^f + (R^0)^T (A^0_{\xi})^{-1} R^0.
\]

Note that the construction of the partition of unity matrices $D^f$ is intricate, especially for edge finite elements: here we follow the construction in [76]. In (6.3) the coarse correction matrix $G := (R^0)^T (A^0_{\xi})^{-1} R^0$ is combined in an additive way with the one-level Restricted Additive Schwarz preconditioner

\[
(6.4) \quad B^{-1}_{\xi,RAS,1} := \sum_{\ell=1}^{N} (R^f)^T D^f (A^f_{\xi})^{-1} R^f.
\]

The two-level hybrid version of RAS is obtained using instead the BNN (Balancing Neumann Neumann) coarse correction formula:

\[
(6.5) \quad B^{-1}_{\xi,\text{HRAS}} := (I - GA_{\xi}) B^{-1}_{\xi,\text{RAS,1}} (I - A_{\xi} G) + G,
\]

while the Adapted Deflation (Variant 1) coarse correction formula gives this other two-level version of RAS (for more details on (6.3)–(6.6) and other related methods, see [73]):

\[
(6.6) \quad B^{-1}_{\xi,\text{ADEF1-RAS}} := B^{-1}_{\xi,\text{RAS,1}} (I - A_{\xi} G) + G.
\]

Moreover, as discussed in the introduction, better boundary conditions can be used on the subdomains: $B^{-1}_{\xi,\text{ImpHRAS,1}}$ is defined like $B^{-1}_{\xi,\text{RAS,1}}$, but the solves with $A^f_{\xi}$, $\ell = 1, \ldots, N$, are replaced by solves with matrices corresponding to the Maxwell problem on $\Omega$, with homogeneous impedance boundary condition on $\partial \Omega \setminus \partial \Omega$. As in (6.5), resp. (6.6), one can define the two-level hybrid version $B^{-1}_{\xi,\text{ImpHRAS}}$, resp. the Adapted Deflation version $B^{-1}_{\xi,\text{ImpHRAS,1}}$ of ImpRAS.

First, in Table 6 we repeat the same experiment of Tables 1–2 using the RAS, HRAS, ADEF1-RAS preconditioners, that is we considerPEC boundary condition on $\partial \Omega$, $\xi_{\text{prob}} = \xi_{\text{prec}} = k^2$, $h \sim k^{-3/2}$, $\delta \sim H_{\text{sub}}$, or $\delta \sim h$. We set $H_{\text{sub}}$ and $H$ as in (6.1), with $\alpha = 0.8$, $\alpha' = 1$. Comparing Table 6 with Table 1, we see that RAS is superior to AS as expected; HRAS and ADEF1-RAS are superior to both additive methods.

In the next experiments we solve the problem with $\xi_{\text{prob}} = 0$ and impedance boundary condition (1.5) on $\partial \Omega$. We use the preconditioner ImpHRAS and minimal overlap. In Table 7 we still discretize the problem with order 1 edge elements and take $h \sim k^{-3/2}$, $H_{\text{sub}}$ and $H$ as in (6.1), for two choices of $\alpha$, $\alpha'$. These methods are close to being load balanced in the sense that the coarse grid and subdomain problem sizes are very similar when $\alpha + \alpha' = 3/2$. As in §6.2 we recall that

| $k$ | $n$ | $N_{\text{sub}}$ | $n_{\text{cs}}$ | $\delta \sim H_{\text{sub}}$ | $\delta \sim h$ |
|-----|-----|-----------------|-----------------|---------------------|----------------|
| 10  | $3.4 \times 10^{5}$ | 216             | 7.9 $\times 10^{4}$ | 20(21) | 17 | 15 | 27(39) | 19 | 19 |
| 15  | $1.9 \times 10^{6}$ | 512             | 2.6 $\times 10^{4}$ | 20(22) | 17 | 15 | 31(46) | 20 | 20 |
| 20  | $5.2 \times 10^{6}$ | 1000            | 6.0 $\times 10^{4}$ | 20(22) | 17 | 15 | 31(49) | 20 | 20 |
| 25  | $1.5 \times 10^{7}$ | 2197            | 1.2 $\times 10^{5}$ | 22(24) | 18 | 16 | 34(55) | 22 | 22 |
| 30  | $4.1 \times 10^{7}$ | 3375            | 2.0 $\times 10^{5}$ | - | - | - | 33(59) | 21 | 21 |

Table 6. PEC boundary condition on $\partial \Omega$, $\xi_{\text{prob}} = \xi_{\text{prec}} = k^2$, $h \sim k^{-3/2}$, $\alpha = 0.8$, $\alpha' = 1$: results for the two-level(one-level) RAS preconditioners.
if $\alpha \neq \alpha'$ the fine and coarse mesh are not nested, and again we used 12 Gaussian quadrature points on the edge when computing the matrix (3.4). Out of the methods tested, the 2-level method with $(\alpha, \alpha') = (0.6, 0.9)$ gives the best iteration count, but is more expensive. The method $(\alpha, \alpha') = (0.7, 0.8)$ is faster in time but its iteration count grows more quickly, so its advantage will diminish as $k$ increases further. For $(\alpha, \alpha') = (0.6, 0.9)$ the coarse grid size grows with $O(n^{0.64})$ while the time grows with $O(n^{0.65})$. For $(\alpha, \alpha') = (0.7, 0.8)$ the rates are $O(n^{0.54})$ and $O(n^{0.69})$. Note that here we switch off the absorption also in the preconditioner, i.e., we choose $\xi_{\text{prec}} = k$, reported in the preliminary paper [7, Table 4]. This observation raises very interesting open theoretical questions regarding the performance of methods based on local impedance solvers without using absorption; these questions are also discussed in [43]. Despite absorption having little effect here, it has a beneficial effect if the coarse grid problem is solved by an inner iteration - see our discussion of the COBRA cavity problem in §6.5.

In Table 8 we repeat Table 7 (with $\xi_{\text{prec}} = k$) but changing the discretization: we consider Nédélec order 2 elements, $h \sim 2\pi/(gk)$, impedance boundary condition on $\partial \Omega$, $\xi_{\text{prob}} = 0$, $\xi_{\text{prec}} = k$, $H_{\text{sub}} \simeq (gk/(2\pi))^{-\alpha}$, $H \simeq 2\pi/(gcs k)$, $\delta \sim h$, irregular subdomains built with METIS. In the Time columns we report the total time (the execution time for GMRES) in seconds.

| $k$ | $n$ | $N_{\text{sub}}$ | #2-level | $n_{cs}$ | Time | #1-level | Time |
|-----|-----|----------------|----------|---------|-------|----------|-------|
| 10  | $2.6 \times 10^9$ | 27 | 20 | $2.9 \times 10^4$ | 17.1(1.8) | 37 | 13.7(2.6) |
| 15  | $1.5 \times 10^6$ | 125 | 26 | $1.0 \times 10^4$ | 25.4(3.9) | 71 | 26.5(9.1) |
| 20  | $5.2 \times 10^6$ | 216 | 29 | $2.1 \times 10^4$ | 53.0(9.0) | 95 | 60.8(25.9) |
| 25  | $1.4 \times 10^7$ | 216 | 33 | $4.4 \times 10^4$ | 145.0(29.6) | 107 | 189.3(90.5) |
| 30  | $3.3 \times 10^7$ | 343 | 39 | $6.9 \times 10^4$ | 387.9(132.7) | 134 | 669.4(444.7) |

Table 7. ImpHRAS for Nédélec order 1 elements, $h \sim k^{-3/2}$, impedance boundary condition on $\partial \Omega$, $\xi_{\text{prob}} = 0$, $\xi_{\text{prec}} = 0$, $\delta \sim h$. In the Time columns we report the total time (the execution time for GMRES) in seconds.

| $k$ | $n$ | $N_{\text{sub}}$ | #2-level | $n_{cs}$ | Time | #1-level | Time |
|-----|-----|----------------|----------|---------|-------|----------|-------|
| 10  | $3.1 \times 10^6$ | 125 | 28 | $1.9 \times 10^4$ | 8.2(1.2) | 58 | 7.7(2.0) |
| 15  | $1.5 \times 10^6$ | 216 | 39 | $4.2 \times 10^3$ | 19.3(3.7) | 82 | 19.7(7.2) |
| 20  | $6.3 \times 10^6$ | 512 | 58 | $7.9 \times 10^3$ | 42.6(10.0) | 124 | 49.1(21.0) |
| 25  | $1.4 \times 10^7$ | 729 | 60 | $1.7 \times 10^4$ | 75.1(17.8) | 150 | 98.2(43.0) |
| 30  | $3.5 \times 10^7$ | 1000 | 81 | $2.6 \times 10^4$ | 223.5(86.7) | 181 | 320.7(199.0) |

Table 8. ImpHRAS for Nédélec order 2 elements, $h \sim 2\pi/(gk)$, impedance boundary condition on $\partial \Omega$, $\xi_{\text{prob}} = 0$, $\xi_{\text{prec}} = k$, $H_{\text{sub}} \simeq (gk/(2\pi))^{-\alpha}$, $H \simeq 2\pi/(gcs k)$, $\delta \sim h$, irregular subdomains built with METIS. In the Time columns we report the total time (the execution time for GMRES) in seconds.
that the two-level preconditioner combined with a high-order discretization and a fixed number of grid-points per wavelength performs even better than in the previous test cases, especially compared to the one-level preconditioner. The coarse grid size grows with $O(n)$, but with a much smaller constant compared to the fine grid size, while the time grows with $O(n^{0.42})$ for $\alpha = 0.6$ and with $O(n^{0.47})$ for $\alpha = 0.5$.

6.4. A highly-heterogeneous practical example. As an example of a practical problem with $\xi_{\text{prob}} > 0$, we consider the modeling of a microwave imaging system, for the detection and monitoring of brain strokes. The prototype in Figure 1 was developed by the company EMTensor GmbH and studied in the framework of the ANR project MEDIMAX [76]. In the full application, the data acquired with this device are used as input for an inverse problem associated with the time-harmonic Maxwell’s equations (1.1), which makes it possible to estimate the complex electric permittivity $\varepsilon := \varepsilon + i\sigma/\omega$ of the brain tissues of a patient affected by a stroke (observe that, with this definition, the coefficient $\mu(\varepsilon\omega^2 + i\sigma\omega)$ in (1.1) can be rewritten as $\omega^2\mu\varepsilon$). Indeed, a stroke results in a variation of the complex electric permittivity inside a region of the brain, thus it can be detected and monitored by clinicians thanks to an image of the brain displaying the values of this property. The absorption in this problem is given naturally by the non-null conductivity of brain tissues: the imaginary part of $\varepsilon\sigma$ is typically of the same order as the real part, corresponding to $\xi_{\text{prob}} \sim k^2$ in our notation.

Here we solve the forward problem (at frequency 1 GHz) on the domain shown in Figure 1 (center), discretized with order 1 edge finite elements using 40 grid-points per wavelength, resulting in a linear system of size $n \approx 1.6 \times 10^7$. We take 729 subdomains (with minimal overlap) and for the two-level preconditioner a coarse problem of size $n_{cs} \approx 3.8 \times 10^4$. We test the two-level ImpHRAS preconditioner and the corresponding one-level version for three different material configurations: the imaging chamber filled just with a homogeneous matching liquid, the virtual head model of Figure 1, and a plastic-filled cylinder immersed in the matching liquid; the last test case is the most difficult because plastic is a non-conductive material. In contrast to the previous experiments, we use the zero vector as the initial guess for GMRES because this gives lower iteration counts than a random initial guess. In Table 9 we see that the performance of the one-level method deteriorates badly for the non-conductive cylinder, but the performance of the two-level method is uniform across all three cases, i.e. it appears robust with respect to the type of heterogeneity.
6.5. Electromagnetic scattering from a COBRA cavity. We now consider electromagnetic scattering from the COBRA cavity, which was designed and measured by EADS Aerospatiale Matra Missiles for Workshop EM-JINA 98 (see the description in [58, 50]) and investigated in the framework of domain decomposition methods by, e.g., [22].

The cavity has PEC boundary conditions on its walls and we truncate the infinite domain of the scattering problem by a box enclosing the cavity. The sides of the box are placed 4 wavelengths away from the cavity in each direction, and the first order absorbing boundary condition (1.5) is imposed on each side. We consider a plane wave normally incident upon the cavity aperture for two frequencies, \( f = 10 \text{ GHz} \) and \( f = 16 \text{ GHz} \), corresponding to \( k = 209 \text{ m}^{-1} \) and \( k = 335 \text{ m}^{-1} \) respectively. The two problems are discretized with order 2 edge elements using 10 points per wavelength, resulting in 107 million degrees of freedom at 10 GHz and 198 million at 16 GHz. The mesh for the coarse problem corresponds to a discretization with 3.33 points per wavelength.

For such large simulations, the coarse problem becomes too large to be solved with a direct solver. We then need to use an iterative GMRES algorithm in order to solve the coarse problem at each application of the preconditioner. Following the ideas of [41, §6], we use the one-level ImpRAS preconditioner for the inner coarse solve. We chose \( \xi_{\text{prec}} = k \) as a good balance between the convergence of the fine (outer) and coarse (inner) solves, since the effectiveness of the one-level preconditioner for the coarse solve improves as the added absorption becomes larger. We chose a relative tolerance of \( 10^{-1} \) for the inner GMRES coarse solve, which works surprisingly well, leading to only a few extra outer iterations in order to reach convergence.

The results are displayed in Table 10, and Figure 2 shows the computed scattered field. Experiments are performed with two different numbers of subdomains for both frequencies and indicate scalability of the algorithm. For \( f = 10 \text{ GHz} \), we obtain a total time speedup of 1.81 going from 1536 to 3072 cores. However, we observe weaker performance going to 16 GHz, with a speedup of 1.51 from 3072 to 6144 cores, even though the number of outer GMRES iterations only increases from 43 to 46. This can be explained by the growth of the total number of inner coarse iterations:
the total coarse solve time represents 11.8% of the total time for \( f = 10 \) GHz and 1536 subdomains, but goes up to 26.7% of the total time for \( f = 16 \) GHz and 6144 subdomains.
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**Appendix A. Proof of Lemma 2.10 (k- and \( \xi \)-explicit \( H^1 \)-regularity for \( \Omega \) a convex polyhedron)**

**Proof of Lemma 2.10.** Our proof follows the proof of [61, Theorem 5.5.5] (which in turn follows the reasoning in [16]). Let \( E \) be the solution of the BVP (2.2); essentially identical arguments apply for the solution of the adjoint BVP (2.7).

We actually prove the more general result that, given \( F \in L^2(\Omega) \cap H(\text{div}; \Omega) \) (i.e. not necessarily with \( \text{div} F = 0 \)) then for \( \xi \in \mathbb{R} \setminus \{0\} \) and \( k > 0 \), the solution of the BVP (2.2) is such that \( \text{curl} E \in H^1(\Omega) \) and \( E \in H^1(\Omega) \), and furthermore, if \( \xi \) satisfies (2.8), then, given \( k_0 > 0 \),

\[
\|\text{curl} E\|_{H^1(\Omega)} + k \|E\|_{H^1(\Omega)} \lesssim k \left( \|\text{curl} E\|_{L^2(\Omega)}^2 + k \|E\|_{L^2(\Omega)}^2 \right) + \|F\|_{L^2(\Omega)} + \frac{1}{k} \|\text{div} F\|_{L^2(\Omega)},
\]

for all \( k \geq k_0 \). Since \( E \in H_0(\text{curl}; \Omega) \), we can use the regular decomposition (see, e.g., [47, Lemma 2.4]) to write \( E \) as

\[
E = \Phi + \text{grad} \psi,
\]

where \( \Phi \in H^1(\Omega) \) and \( \psi \in H^1_0(\Omega) \), with

\[
\|\Phi\|_{H^1(\Omega)} + \|\psi\|_{H^1(\Omega)} \lesssim \|E\|_{H(\text{curl}; \Omega)},
\]

where

\[
\|E\|_{H(\text{curl}; \Omega)} := \left( \|\text{curl} E\|_{L^2(\Omega)}^2 + \|E\|_{L^2(\Omega)}^2 \right)^{1/2}
\]

(i.e. \( \cdot \|_{\text{curl}, k} \) defined by (2.1) but without the \( k^2 \) weighting). From (A.2) we have

\[
\|E\|_{H^1(\Omega)} \lesssim \|\Phi\|_{H^1(\Omega)} + \|\psi\|_{H^1(\Omega)},
\]

and so we need to obtain information about the \( H^2 \) norm of \( \psi \). We first claim that \( \Delta \psi \in L^2(\Omega) \).

Indeed, from (A.2) we have

\[
\Delta \psi = \text{div} E - \text{div} \Phi.
\]

The PDE in (2.2) implies that

\[
\text{div} E = -\frac{1}{k^2 + i\xi} \text{div} F,
\]

and thus \( \text{div} E \in L^2(\Omega) \) since \( F \in H(\text{div}; \Omega) \). The definition of \( \Phi \) implies that \( \text{div} \Phi \in L^2(\Omega) \), and so \( \Delta \psi \in L^2(\Omega) \) follows from (A.5).

The \( H^2 \) regularity theory for the Laplacian states that, if \( u \in H^1_0(\Omega) \) with \( \Delta u \in L^2(\Omega) \), then

\[
\|u\|_{H^2(\Omega)} \lesssim \|

\Delta u\|_{L^2(\Omega)} + \|u\|_{H^1(\Omega)},
\]

with this estimate holding both when \( \Omega \) is \( C^{1,1} \) [44, Theorem 2.3.3.2 (Page 106) and Theorem 2.4.2.5 (Page 124)] and when \( \Omega \) is a convex polyhedron [44, Equation 8.2.2, Page 357], [17, Corollary 18.18]. Using (A.3), (A.5), and (A.6) in (A.7) (with \( u = \psi \)), and recalling that \( |\xi| \lesssim k^2 \), we find

\[
\|\psi\|_{H^2(\Omega)} \lesssim \|E\|_{H(\text{curl}; \Omega)} + \frac{1}{k^2} \|\text{div} F\|_{L^2(\Omega)},
\]

and then using this, with (A.3) again, in (A.4), we find

\[
\|E\|_{H^1(\Omega)} \lesssim \|E\|_{H(\text{curl}; \Omega)} + \frac{1}{k^2} \|\text{div} F\|_{L^2(\Omega)}.
\]
We now seek control of the $\mathbf{H}^1$ norm of $\text{curl } \mathbf{E}$. First, we claim that $\text{curl } \mathbf{E} \in \mathbf{H}(\text{curl}; \Omega)$. Indeed, since $\mathbf{E} \in \mathbf{H}_0(\text{curl}; \Omega)$, we have that $\mathbf{E} \in L^2(\Omega)$, and the PDE in (2.2) and the fact that $\mathbf{F} \in L^2(\Omega)$, then imply that $\text{curl } (\text{curl } \mathbf{E}) \in L^2(\Omega)$. Using the PDE and recalling the bound on $\xi$ (2.8), we then obtain

$$
\|\text{curl } (\text{curl } \mathbf{E})\|_{L^2(\Omega)} \leq k^2 \|\mathbf{E}\|_{L^2(\Omega)} + \|\mathbf{F}\|_{L^2(\Omega)}.
$$

and thus

(A.9) $$
\|\text{curl } \mathbf{E}\|_{\mathbf{H}(\text{curl}; \Omega)} \lesssim \|\text{curl } \mathbf{E}\|_{L^2(\Omega)} + k^2 \|\mathbf{E}\|_{L^2(\Omega)} + \|\mathbf{F}\|_{L^2(\Omega)}.
$$

We now use the other variant of the regular decomposition [47, Lemma 2.4] (recalling that, since $\Omega$ is simply connected, its first Betti number is zero) to write $\text{curl } \mathbf{E} \in H(\text{curl}; \Omega)$ as

(A.10) $$
\text{curl } \mathbf{E} = \Psi^0 + \text{grad } \phi,
$$

where $\Psi^0 \in H^1(\Omega)$ with $\text{div } \Psi^0 = 0$ and $\phi \in H^1(\Omega)$, and

(A.11) $$
\|\Psi^0\|_{H^1(\Omega)} + \|\phi\|_{H^1(\Omega)} \lesssim \|\text{curl } \mathbf{E}\|_{\mathbf{H}(\text{curl}; \Omega)}.
$$

From (A.10) we have

(A.12) $$
\|\text{curl } \mathbf{E}\|_{H^1(\Omega)} \leq \|\Psi^0\|_{H^1(\Omega)} + \|\phi\|_{H^1(\Omega)},
$$

and, analogous to before, we need to obtain information about the $H^2$ norm of $\phi$.

Since $\text{div } (\text{curl } \mathbf{E}) = 0$ and $\text{div } \Psi^0 = 0$, we have that $\Delta \phi = 0$. Furthermore, since $\mathbf{n} \cdot (\text{curl } \mathbf{v}) = \text{div } \mathbf{F} - (\mathbf{n} \times \mathbf{v})$ [14, Equation 6.38], where $\text{div } \mathbf{F}$ is the surface divergence (see, e.g., [64, §3.4]), we have $\mathbf{n} \cdot (\text{curl } \mathbf{E}) = 0$ on $\partial \Omega$, and thus (A.10) implies that

$$
\partial_n \phi = -\mathbf{n} \cdot \Psi^0 \text{ on } \partial \Omega.
$$

We now need some information about the regularity of $\partial_n \phi$. When $\partial \Omega$ is $C^{1,1}$, $\mathbf{n}$ is $C^{0,1}$ and then $\mathbf{n} \cdot \Psi^0 \in H^{1/2}(\partial \Omega)$ with

$$
\|\mathbf{n} \cdot \Psi^0\|_{H^{1/2}(\partial \Omega)} \lesssim \|\Psi^0\|_{H^{1/2}(\partial \Omega)}
$$

(where the omitted constant depends on $\partial \Omega$) by either [44, Theorem 1.4.1.1, page 21] (with $p = 2$, $s = 1/2$, $k = 0$, and $\alpha = 1$) or [77, Page 140, §2.8.2]. Thus

(A.13) $$
\|\partial_n \phi\|_{H^{1/2}(\partial \Omega)} \lesssim \|\Psi^0\|_{H^1(\Omega)},
$$

by standard trace results (see, e.g., [59, Theorem 3.37]).

When $\Omega$ is a polyhedron, $\mathbf{n}$ is piecewise $C^\infty$, and by the previous argument

(A.14) $$
\|\partial_n \phi\|_{H^{1/2}(\partial \Omega)} \lesssim \|\Psi^0\|_{H^1(\Omega)},
$$

where now the relevant trace result is given by, e.g., [6, Corollary 4.3]. The $H^2$-regularity theory for the Laplacian states that, when $\Omega$ is $C^{1,1}$ and $u \in H^1(\Omega)$ with $\Delta u \in L^2(\Omega)$ and $\partial_n u \in H^{1/2}(\partial \Omega)$, then

(A.15) $$
\|u\|_{H^2(\Omega)} \lesssim \|\Delta u\|_{L^2(\Omega)} + \|u\|_{H^1(\Omega)} + \|\partial_n u\|_{H^{1/2}(\partial \Omega)}
$$

[44, Theorem 2.3.3.2, Page 106]. When $\Omega$ is a convex polyhedron, (A.15) holds with the requirement $\partial_n u \in H^{1/2}(\partial \Omega)$ replaced by $\partial_n u \in H^{3/2}_\text{pw}(\partial \Omega)$ and $\|\partial_n u\|_{H^{1/2}(\partial \Omega)}$ on the right-hand side replaced by $\|\partial_n u\|_{H^{3/2}_\text{pw}(\partial \Omega)}$; this follows from [18, Corollary 3.12] (see also [19, Theorem 4]).

Using (A.13)/(A.14) in (A.15) with $u = \phi$, we find

$$
\|\phi\|_{H^2(\Omega)} \lesssim \|\Psi^0\|_{H^1(\Omega)} + \|\phi\|_{H^1(\Omega)},
$$

and then using (A.11) we find $\|\phi\|_{H^2(\Omega)} \lesssim \|\text{curl } \mathbf{E}\|_{\mathbf{H}(\text{curl}; \Omega)}$. Using this, with (A.11) again, in (A.12), we find

$$
\|\text{curl } \mathbf{E}\|_{H^1(\Omega)} \lesssim \|\text{curl } \mathbf{E}\|_{\mathbf{H}(\text{curl}; \Omega)}.
$$

Combining this last inequality with (A.9) and (A.8), we obtain

$$
\|\text{curl } \mathbf{E}\|_{H^1(\Omega)} + k \|\mathbf{E}\|_{H^1(\Omega)} \lesssim (1 + k) \|\text{curl } \mathbf{E}\|_{L^2(\Omega)} + k^2 \|\mathbf{E}\|_{L^2(\Omega)} + \|\mathbf{F}\|_{L^2(\Omega)} + \frac{1}{k} \|\text{div } \mathbf{F}\|_{L^2(\Omega)}.
$$

the result (A.1) follows. □
APPENDIX B. THE RELATIVE ERROR, AT THE LEVEL OF PDEs, IN APPROXIMATING BY THE SOLUTION WITH ABSORPTION

Recall that in §1.2 we split the analysis of preconditioning with absorption into achieving the two properties (i) $A_\varepsilon^{-1}$ is a good preconditioner for $A$ and (ii) $B_\varepsilon^{-1}$ is a good preconditioner for $A_\varepsilon$. We now prove the PDE analogue of Property (i) for the interior impedance problem in heterogeneous media, i.e. the result that, as $\omega \to \infty$, the relative error between the solutions of the heterogeneous versions of (1.6) and (1.3), supplemented with impedance boundary conditions, can be bounded to a prescribed accuracy (independent of $\omega$) if $|\xi|/\omega$ is sufficiently small. The Helmholtz analogue of this result (in homogeneous media) is proved in [33, Theorem 6.1].

Assumption B.1. $\Omega$ is a bounded Lipschitz domain, $\varepsilon, \mu \in L^\infty(\Omega)$, and the solution $E$ of the interior impedance problem

$$\text{curl} \left( \frac{1}{\mu} \text{curl} E \right) - \omega^2 \varepsilon E = F \text{ in } \Omega \text{ and } \left( \frac{1}{\mu} \text{curl} E \right) \times n - i\omega(n \times E) \times n = 0 \text{ on } \partial\Omega,$$

exists and satisfies the bound

$$\|E\|_{\text{curl},\omega} \leq C_1(\varepsilon, \mu) \|F\|_{L^2(\Omega)}$$

for all $\omega \geq \omega_0$, for some $\omega_0 > 0$.

Remark B.2. (When is Assumption B.1 satisfied?) When $\Omega$ is star-shaped with respect to a ball and either

1. $\varepsilon = \mu = 1$ [61, Theorem 5.4.5]/[48, Theorem 3.3], or
2. $\varepsilon, \mu$ satisfy certain monotonicity conditions (which allow $\varepsilon, \mu$ to jump), with these conditions guaranteeing nontrapping of rays [62].

Theorem B.3. Assume that $\varepsilon, \mu \in L^\infty(\Omega)$ are such that the solution $E_\xi$ of

$$\text{curl} \left( \frac{1}{\mu} \text{curl} E_\xi \right) - (\omega^2 + i\xi)\varepsilon E_\xi = F \text{ in } \Omega \text{ and } \left( \frac{1}{\mu} \text{curl} E_\xi \right) \times n - i\omega(n \times E_\xi) \times n = g \text{ on } \partial\Omega,$$

exists for all $\xi \geq 0$; let $E := E_0$. If Assumption B.1 holds, then there exists $C_2(\varepsilon, \mu), C_3(\varepsilon, \mu) > 0$ and $\omega_0 > 0$ such that if

$$\frac{\xi}{\omega} \leq C_2(\varepsilon, \mu) \text{ for all } \omega \geq \omega_0,$$

then

$$\frac{\|E - E_\xi\|_{\text{curl},\omega}}{\|E\|_{\text{curl},\omega}} \leq C_3(\varepsilon, \mu) \frac{\xi}{\omega} \text{ for all } \omega \geq \omega_0.$$

Proof. Subtracting the equations satisfied by $E$ and $E_\xi$, we find that $E - E_\xi$ satisfies the BVP

$$\text{curl} \left( \frac{1}{\mu} \text{curl} (E - E_\xi) \right) - \omega^2 \varepsilon (E - E_\xi) = -i\xi\varepsilon E_\xi \text{ in } \Omega$$

and

$$\left( \frac{1}{\mu} \text{curl} (E - E_\xi) \right) \times n - i\omega(n \times (E - E_\xi)) \times n = 0 \text{ on } \partial\Omega.$$ 

Applying the bound (B.1) and then using the triangle inequality, we have

$$\|E - E_\xi\|_{\text{curl},\omega} \leq C_1(\varepsilon, \mu) \|\xi\|_{L^\infty(\Omega)} \|E_\xi\|_{L^2(\Omega)} \leq C_1(\varepsilon, \mu) \|\xi\|_{L^\infty(\Omega)} \frac{\xi}{\omega} \left( \|E - E_\xi\|_{L^2(\Omega)} + \|E\|_{L^2(\Omega)} \right),$$

$$\leq C_1(\varepsilon, \mu) \|\xi\|_{L^\infty(\Omega)} \frac{\xi}{\omega} \left( \|E - E_\xi\|_{\text{curl},\omega} + \|E\|_{\text{curl},\omega} \right).$$

Letting

$$C_2(\varepsilon, \mu) := \frac{1}{2C_1(\varepsilon, \mu) \|\xi\|_{L^\infty(\Omega)}} \text{ and } C_3(\varepsilon, \mu) := 2C_1(\varepsilon, \mu) \|\xi\|_{L^\infty(\Omega)},$$

the result follows. \qed
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