Introduction to the SK model
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ABSTRACT. This paper is an overview of recent advances in spin glass models. Main focus is on the Sherrington-Kirkpatrick model and, in particular, on the results that explain the origin of various hypotheses at the centre of the well-established theory of spin glasses in physics, concerning the fine structure of the Gibbs measure.
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1. The Sherrington-Kirkpatrick model

The field of spin glass models originates in statistical physics. Some of the original models, such as the Edwards-Anderson (EA) model [38] and
the Sherrington-Kirkpatrick (SK) model [85], were introduced with the goal of understanding the unusual magnetic properties of some metal alloys with competing ferromagnetic and anti-ferromagnetic interactions, such as copper/magnesium or gold/iron, in which the magnetic spins of the component atoms are not aligned in a regular pattern. The Hamiltonian of the Ising version of the EA model is given by

\[ H_N(\sigma) = \sum_{i \sim j} g_{ij} \sigma_i \sigma_j, \]

where \( \sigma = (\sigma_i)_{i \in \Lambda} \) is a configuration vector of spins \( \sigma_i \in \{-1, +1\} \) on a \( d \)-dimensional lattice \( \Lambda = \{1, \ldots, N\}^d \), the notation \( i \sim j \) means that \( i \) and \( j \) are neighbours on this lattice, and \( (g_{ij}) \) are interaction parameters that can be either positive (ferromagnetic) or negative (anti-ferromagnetic). These interaction parameters are modelled as independent random variables and are collectively called the disorder of the model. The SK model was introduced as a mean field simplification of the EA model in which all spins interact and, thus, the lattice is replaced by a complete graph on \( N \) sites. The Hamiltonian of the Sherrington-Kirkpatrick model is given by

\[ H_N(\sigma) = \frac{1}{\sqrt{N}} \sum_{1 \leq i < j \leq N} g_{ij} \sigma_i \sigma_j, \]

where the normalization by \( \sqrt{N} \) is introduced to keep the typical energy per spin of order 1, and can be viewed as a tuning of the interaction strength.

Another common way to introduce the SK model is to consider the following optimization problem, called the Dean’s problem. Suppose we have a group of \( N \) people indexed by the elements of \( \{1, \ldots, N\} \) and a collection of parameters \( g_{ij} \) for \( 1 \leq i < j \leq N \), called the interaction parameters, which describe how much people \( i \) and \( j \) like or dislike each other. A positive parameter means that they like each other and a negative parameter means that they dislike each other. We will consider all possible ways to separate these \( N \) people into two groups and it will be convenient to describe such partitions using vectors of \( \pm 1 \) labels with the agreement that people with the same label belong to the same group. Therefore, vectors \( \sigma = (\sigma_1, \ldots, \sigma_N) \in \Sigma_N = \{-1, +1\}^N \) describe \( 2^N \) possible such partitions. For a given configuration \( \sigma \), let us write \( i \sim j \) whenever \( \sigma_i \sigma_j = 1 \) or, in other words, if \( i \) and \( j \) belong to the same group, and consider the following so-called comfort function,

\[ c(\sigma) = \sum_{i < j} g_{ij} \sigma_i \sigma_j = \sum_{i \sim j} g_{ij} - \sum_{i \not\sim j} g_{ij}. \]

The Dean’s problem is then to maximize the comfort function over all configurations \( \sigma \) in \( \Sigma_N \). This objective is pretty clear – we would like to keep positive interactions as much as possible within the same groups and separate negative interactions into different groups. It is an interesting problem.
to understand how this maximum behaves in a ‘typical situation’ and one natural way to formalize this is to model the interaction parameters \((g_{ij})\) as random variables. The simplest choice is to let the interactions be independent among pairs with the standard Gaussian distribution (although, in some sense, the choice of the distribution is not important).

One of the central questions in the SK model is to compute the properly scaled maximum,

\[
\frac{1}{N} \max_{\sigma} H_N(\sigma),
\]

in the thermodynamic limit \(N \to \infty\). The normalization \(\sqrt{N}\) in the definition of the Hamiltonian was introduced, in some sense, for convenience of notation to ensure that the maximum scales linearly with \(N\). The above quantity is random, but due to classical Gaussian concentration inequalities, its limit is almost surely equal to the limit of its expected value,

\[
(4) \quad \frac{1}{N} \mathbb{E} \max_{\sigma} H_N(\sigma).
\]

Let us mention right away that the physicists predicted precise asymptotics for this maximum,

\[
\lim_{N \to \infty} \frac{1}{N} \mathbb{E} \max_{\sigma} H_N(\sigma) = 0.7633 \ldots,
\]

which is a consequence of the Parisi formula that will be discussed below. We mentioned above that the distribution of the interactions is not important, and Carmona and Hu proved in [17] that the limit will be the same as long as \(\mathbb{E} g_{ij} = 0\) and \(\mathbb{E} g_{ij}^2 = 1\). For example, one can replace Gaussian interactions with random \(\pm 1\) signs.

**Example.** If we use the limit 0.76\ldots above as an approximation for the case of \(N = 10,000\), one can check that optimal solution of the Dean’s problem will result in a given person having on average 2462 people they dislike within their group. Compare this to 2500 in the random solution, when the choice of side is decided by a fair coin. \(\square\)

A standard approach to this random optimization problem is to think of it as the zero-temperature case of a general family of problems at positive temperature and, instead of dealing with the maximum in (4) directly, first to try to compute the limit of its ‘smooth approximation’

\[
(5) \quad \frac{1}{N\beta} \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp \beta H_N(\sigma)
\]
for every parameter $\beta = 1/T > 0$, which is called the inverse temperature parameter. To relate the above two quantities, let us write

\begin{equation}
\frac{1}{N} \mathbb{E} \max_{\sigma \in \Sigma_N} H_N(\sigma) \leq \frac{1}{N \beta} \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp \beta H_N(\sigma) \\
\leq \frac{\log 2}{\beta} + \frac{1}{N} \mathbb{E} \max_{\sigma \in \Sigma_N} H_N(\sigma),
\end{equation}

where the lower bound follows by keeping only the largest term in the sum inside the logarithm and the upper bound follows by replacing each term by the largest one. This shows that (4) and (5) differ by at most $\beta^{-1} \log 2$ and (5) approximates (4) when the inverse temperature parameter $\beta$ goes to infinity. Let us introduce the notation

\begin{equation}
F_N(\beta) = \frac{1}{N} \mathbb{E} \log Z_N(\beta), \quad \text{where} \quad Z_N(\beta) = \sum_{\sigma \in \Sigma_N} \exp \beta H_N(\sigma).
\end{equation}

The quantity $Z_N(\beta)$ is called the partition function and $F_N(\beta)$ is called the free energy of the model. There is a short proof due to Guerra and Toninelli [44] that the limit of the free energy

$$F(\beta) = \lim_{N \to \infty} F_N(\beta)$$

exists, although it took a while to find this proof. The limit of (5) then equals to $\beta^{-1} F(\beta)$. It is easy to see, by Hölder’s inequality, that the quantity

$$\beta^{-1} (F_N(\beta) - \log 2) = \frac{1}{N \beta} \mathbb{E} \log \frac{1}{2^N} \sum_{\sigma \in \Sigma_N} \exp \beta H_N(\sigma)$$

is increasing in $\beta$ and, therefore, so is $\beta^{-1} (F(\beta) - \log 2)$, which implies that the limit $\lim_{\beta \to \infty} \beta^{-1} F(\beta)$ exists. It then follows from (6) that

\begin{equation}
\lim_{N \to \infty} \frac{1}{N} \mathbb{E} \max_{\sigma \in \Sigma_N} H_N(\sigma) = \lim_{\beta \to \infty} \frac{F(\beta)}{\beta}.
\end{equation}

The problem of computing (4) was reduced to the problem of computing the limit $F(\beta)$ of the free energy $F_N(\beta)$ at every positive temperature.

A formula for $F(\beta)$ was proposed by Sherrington and Kirkpatrick in their original paper [85] based on the so-called replica formalism, see Section 4 below. At the same time, they observed that their so-called replica symmetric solution exhibits ‘unphysical behavior’ at low temperature, which means that it can only be correct at high temperature. The correct formula for $F(\beta)$ at all temperatures was famously discovered by Parisi several years later in [80], [81]. Let us first describe this formula.
2. The Parisi formula

From now on, it will be convenient to redefine the Hamiltonian of the SK model by

\[ H_N(\sigma) = \frac{1}{\sqrt{N}} \sum_{i,j=1}^{N} g_{ij} \sigma_i \sigma_j. \]

Compared to the definition above where the sum was over \( i < j \), this definition essentially differs by a factor of \( \sqrt{2} \), since the contribution of the diagonal elements is negligible for large \( N \) and the sum of two independent Gaussian random variables \( g_{ij} + g_{ji} \) is equal in distribution to \( \sqrt{2} g_{ij} \).

**Remark.** It is customary to study the Sherrington-Kirkpatrick model in a slightly more general setting, by adding the external field term \( h \sum_{i=1}^{N} \sigma_i \) to the Hamiltonian \( H_N(\sigma) \) for some external field parameter \( h \). All the results discussed below can be proved with very minor modifications in this case so, for simplicity of notation, we will omit the external field.

The limit of the free energy is given by the following variational formula discovered by Parisi,

\[ \lim_{N \to \infty} F_N(\beta) = F(\beta) = \inf \{ \log 2 + \mathcal{P}(\zeta) - \beta^2 \int_{0}^{1} \zeta(t) t \, dt \}, \]

where the infimum is taken over all cumulative distribution functions \( \zeta \) on \([0, 1]\), that is, non-decreasing right-continuous functions such that \( \zeta(0) = 0 \) and \( \zeta(1) = 0 \). The functional \( \mathcal{P}(\zeta) \) is defined as \( \mathcal{P}(\zeta) = f(0, 0) \) where \( f(t, x) \) is the solution of the parabolic differential equation

\[ \frac{\partial f}{\partial t} = -\beta^2 \left( \frac{\partial^2 f}{\partial x^2} + \zeta(t) \left( \frac{\partial f}{\partial x} \right)^2 \right) \]

on \([0, 1] \times \mathbb{R}\) with the boundary condition \( f(1, x) = \log \cosh(x) \), solved backwards from \( t = 1 \) to \( t = 0 \). There are several points to be made here.

1. The parameter \( \zeta \) is called the functional order parameter, and it has an important physical meaning that will be discussed below.
2. The entire functional being minimized over \( \zeta \) is known to be Lipschitz with respect to the \( L^1 \)-distance \( \int_{[0,1]} |\zeta_1(x) - \zeta_2(x)| \, dx \) and, therefore, we can minimize over step functions \( \zeta \) with finitely many steps.
3. For each step function \( \zeta \), the solution of the above equation can be written explicitly. Namely, on any interval where \( \zeta \) is constant, the function \( \Phi = \exp \zeta f \) satisfies the heat equation

\[ \frac{\partial \Phi}{\partial t} = -\beta^2 \frac{\partial^2 \Phi}{\partial x^2}, \]

so the function \( f(t, x) \) at the beginning of the interval can be written explicitly in terms of the function at the end of the interval. Making the corresponding change of variables on each interval where \( \zeta \) is
constant, we can write $f(0, x)$ as some recursive formula starting from $f(1, x)$, see Figure 1.

In fact, in Parisi’s original work and in all rigorous proofs, this recursive explicit formula arises naturally from certain computations, so the above equation is simply a convenient compact way to package this recursion.

Let us mention right away that the first proof of the Parisi formula was given by Talagrand in [90] building upon an important idea of Guerra in [45], and another proof was given in Panchenko [73] based on the results that we will be reviewed below. We will discuss these proofs briefly in Section 12. By now, the analogues of the Parisi formula were proved for various modifications of the SK model: spherical SK model in Talagrand [91] (the formula was discovered by Crisanti and Sommers in [29], and another proof was given in Chen [21]); Ghatak-Sherrington model in Panchenko [65]; and multi-species SK model in Panchenko [77] (see Section 14 for discussion of this and related models).

3. Beyond the Sherrington-Kirkpatrick model

The original discovery of Parisi generated a lot of activity in the physics community and grew into a far-reaching theory summarized in the classic book [54]. We will describe the ideas within the Sherrington-Kirkpatrick model in detail below, but first, to illustrate the success of this theory, let us mention several other models where results analogous to the Parisi formula were obtained.

Minimum matching. Consider the complete graph $K_N$ on $N$ vertices and generate ‘edge-lengths’ $g_{ij}$ independently from some distribution with density $\rho$. The model has pseudo-dimension $d$ if

$$\lim_{x \downarrow 0} \frac{\rho(x)}{x^{d-1}} = 1.$$
Here, the choice of the constant 1 on the right hand side is not important and can be adjusted by rescaling the edge-lengths $g_{ij}$. If one picks a point $b$ at random in a neighbourhood of some point $a \in \mathbb{R}^d$ then probability that $b \in B_x(a)$ will be proportional to $x^d$, so the density of the distance $\|a - b\|$ will be proportional to $x^{d-1}$ near zero, which explains the name ‘pseudo-dimension’.

If $N$ is even then a perfect matching in $K_N$ is a set of edges with each vertex incident to exactly one of these edges. Let $M_N$ be the minimum total length of edges among all perfect matchings. The following formula was obtained in the work of Mézard and Parisi in [55, 57, 58]:

$$\lim_{N \to \infty} \frac{\mathbb{E}M_N}{N^{1-1/d}} = d \int_{-\infty}^{\infty} G(x)e^{-G(x)} \, dx,$$

where $G$ is a solution of the integral equation

$$G(x) = 2 \int_{-x}^{\infty} (x + y)^{d-1} e^{-G(y)} \, dy.$$

When $d = 1$, this integral equation has unique solution $G(x) = \log(1 + e^{2x})$ and the above limit is equal to $\pi^2/12$, which was first proved by Aldous in [5]. The general case for $d \geq 1$ was solved by Wästlund in [100].

Traveling salesman problem. In the same setting as above, let $L_N$ denote the minimum sum of the edge-lengths of a cycle that visits each vertex exactly once. In this case, Mézard-Parisi [56, 57] and Mézard-Krauth [48] obtained that

$$\lim_{N \to \infty} \frac{\mathbb{E}L_N}{N^{1-1/d}} = \frac{d}{2} \int_{-\infty}^{\infty} G(x)(1 + G(x))e^{-G(x)} \, dx,$$

where $G$ is a solution of the integral equation

$$G(x) = \int_{-x}^{\infty} (x + y)^{d-1}(1 + G(y))e^{-G(y)} \, dy.$$

This was proved rigorously for $d = 1$ by Wästlund in [99]. In this case, $\lim_{N \to \infty} \mathbb{E}L_N = 2.04 \ldots$.

**Diluted spin glass models.** Standard example of diluted models is the diluted version of the Sherrington-Kirkpatrick model corresponding to the Hamiltonian

$$(12) \quad H_N(\sigma) = \sum_{k \leq \pi(\lambda N)} g_k \sigma_{i_k} \sigma_{j_k},$$

where $\lambda > 0$ is called the connectivity parameter, $\pi(\lambda N)$ is a Poisson random variable with the mean $\lambda N$, interaction parameters $(g_k)$ are still independent standard Gaussian, and the indices $i_k$ and $j_k$ are all chosen independently at random from $\{1, \ldots, N\}$. Essentially, this model replaces the complete graph of all possible interactions in the SK model by the Erdös-Rényi random graph, where each edge $(i, j)$ is chosen with small probability $p = 2\lambda/N$. The
definition using a Poisson number of terms is due to the classical Poisson approximation to the Binomial distribution.

Another standard example is the random $K$-sat model, with the Hamiltonian

$$H_N(\sigma) = -\sum_{k \leq \pi(\lambda N)} \prod_{j=1}^{K} \frac{1-J_{j,k}\sigma_{i_{j,k}}}{2},$$

where $\pi(\lambda N)$ is as above, $(J_{j,k})_{j \geq 1}$ are i.i.d. Bernoulli random variables with $\mathbb{P}(J_{j,k} = \pm 1) = 1/2$, and indices $i_{j,k}$ are all chosen independently at random from $\{1, \ldots, N\}$. Notice that each term in the sum over $k \leq \pi(\lambda N)$ is equal either to 0 or 1, and it is 0 if and only if one of the variables $\sigma_{i_{j,k}}$ for $j = 1, \ldots, K$ is equal to a randomly chosen sign $J_{j,k}$. As a result, we can think of these terms as representing random Boolean clauses (disjunctions) on $K$ randomly chosen variables, and these disjunctions are generated independently of each other. The Hamiltonian $H_N(\sigma)$ is minus the number of clauses violated by the configuration $\sigma$ and $\max_\sigma H_N(\sigma) = 0$ only if the formula (conjunction of all these clauses) is satisfiable.

In both models, there is an explicit formula for the limit of the free energy that originates in physics literature in the work of Mézard and Parisi in [59]. The formula is too complicated to mention here, and proving it still remains an open problem, although there is a strong indication that all the assumptions made in the derivation of this formula are correct, [12, 75, 76, 78, 79]. In fact, the formula is so complicated that even numerical computations are based on heuristic methods. By considering this formula at zero temperature (letting $\beta \to \infty$) and using numerical computations shows that, for some $\lambda_K > 0$, this limit is equal to 0 for $\lambda \leq \lambda_K$ and it is strictly negative for $\lambda > \lambda_K$. This means that when the number of clauses is not too big, $\lambda \leq \lambda_K$,

$$\max_\sigma H_N(\sigma) = -o(N),$$

so almost all clauses are satisfied. In practice it means that with high probability all clauses can be satisfied, but it is an important open problem to show that almost satisfiability in the above sense implies satisfiability. For $\lambda > \lambda_K$, a non-trivial proportion of clauses is not satisfied. For example, for $K = 3$, the sat-unsat phase transition is predicted to be $\lambda_3 \approx 4.267$ on the basis of the Mézard-Parisi formula.

The value $\lambda_K$ of the satisfiability threshold was described precisely by Mertens, Mézard and Zecchina in [49], who also determined the large $K$ behaviour $\lambda_K = 2K \ln 2 - \frac{1}{2}(1 + \ln 2) + o_K(1)$. Another strong indication of the correctness of the physicists’ picture is that this asymptotic behaviour was recently proved rigorously by Coja-Oghlan and Panagiotou in [25] and, soon after, the exact threshold for large enough $K$ (which is a stronger non-asymptotic result) was proved by Ding, Sly and Sun in [36].

Even though there any many questions in these models that remain open even at the heuristic level, one practical success motivated by these analytic
developments was the introduction by M´ezard, Parisi and Zecchina in \cite{60,61} of the Survey Propagation algorithm for solving constraint satisfaction problems, such as K-sat, which outperforms (at least for small K) previously known algorithms on problems with much larger number of variables N and for values of the parameter λ (density of clauses per variable) much closer to the satisfiability threshold.

Other models. There are rigorous results about a number of other models, such as the Hopfield model and perceptron models, and we refer to the manuscript of Talagrand \cite{95,96} for details.

4. Before and after the Parisi solution

Before Parisi’s discovery, the physicists already had a method to compute the free energy, called the replica method. Let us give a brief sketch without going into details of the computations. One starts with the following simple equation,

\[ \mathbb{E} \log Z_N(\beta) = \lim_{n \to 0} \frac{1}{n} \log \mathbb{E} Z_N(\beta)^n. \]

For a fixed integer \( n \geq 1 \), one can use classical large deviations techniques to compute the limit

\[ \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} Z_N(\beta)^n = \max_A \Psi_n(A), \]

where \( \Psi_n \) is some explicit function of a vector \( A \in \mathbb{R}^{n(n-1)/2} \). For integer \( n \geq 1 \), the maximum of \( \Psi_n(A) \) is achieved on a vector \( A \) with all coordinates equal to the same number \( q \in [0, 1] \); this fact is called replica symmetry and was proved in van Hemmen, Palmer \cite{98}. In fact, the same replica symmetric formula holds in (13) for all \( n \geq 1 \), as was shown by Talagrand in \cite{93} (see also Panchenko \cite{68}). Then one hopes that the same expression gives the limit in (13) for \( n \in (0, 1) \), crosses ones fingers and interchanges the limits,

\[ \lim_{N \to \infty} \frac{1}{N} \mathbb{E} \log Z_N(\beta) = \lim_{n \to 0} \max_A \Psi_n(A). \]

If we pretend that the replica symmetric expression for the maximum holds for \( n \in (0, 1) \), we get

\[ \lim_{n \to 0} \max_A \Psi_n(A) = \log 2 + \mathbb{E} \log \text{ch}(\beta g \sqrt{2q}) + \frac{\beta^2}{2} (1 - q)^2, \]

where \( g \) is a standard Gaussian random variable. The parameter \( q \) here is the largest solution of the equation \( q = \mathbb{E} \text{th}^2(\beta g \sqrt{2q}) \). For \( \beta \leq 1/\sqrt{2} \), there will be only one solution \( q = 0 \), but for \( \beta > 1/\sqrt{2} \) there will be one more strictly positive solution. This is the formula that Sherrington and Kirkpatrick discovered in \cite{85}, and it coincides with the infimum of the Parisi formula taken over distributions concentrated on one point \( q \in [0, 1] \). This formula was known to be incorrect for large values of \( \beta \), so there were several attempts to fix it.
The weakest point of the above heuristic argument was the assumption that (13) holds for $n < 1$, as well as that the maximum should be replica symmetric. As a result, these attempts focused on breaking replica symmetry, which meant looking for various non-constant choices of the vector $A$. However, they were not successful until Parisi introduced a new fundamental principle, namely, that a maximum of a function of negative number of variables is a minimum:

(The Parisi Axiom): if $\dim(A) < 0$ then $\max_A \Psi_n(A) \sim \min_A \Psi_n(A)$.

Since $A$ consists of $n(n - 1)/2 < 0$ variables for $n < 1$, we should minimize over the parameters in $A$ for any particular form of replica symmetry breaking before we let $n \downarrow 0$. In part, this allowed Parisi to discover the correct way to break replica symmetry, which was very non-trivial.

As we mentioned above, the original discovery of Parisi generated a lot of activity in the physics community and one of the main outcomes was that various features of his original computation were reinterpreted via physical properties of the Gibbs distribution of the system,

\[ G_N(\sigma) = \exp\beta H_N(\sigma) \frac{1}{Z_N(\beta)}. \]

In statistical physics, $G_N(\sigma)$ represent the chance to observe the system at temperature $T = 1/\beta$ in a particular configuration $\sigma$. Intuitively, since the Gibbs weight $G_N(\sigma)$ of the configuration $\sigma$ corresponds to its relative contribution in the partition function $Z_N(\beta)$ and free energy $F_N(\beta)$, discovering a special structure inside the Gibbs distribution should be helpful in computing the free energy. What the physicists did was, in some sense, reverse engineering – discovering a special structure of the Gibbs distribution from the Parisi formula and the method by which it was obtained. This was done mostly in Parisi [82], Mézard, Parisi, Sourlas, Toulouse, Virasoro [50, 51], and Mézard, Parisi, Virasoro [52, 53]. In [53], a new approach to proving the Parisi formula was developed based on these physical assumptions on the organization of the Gibbs distribution. Recent mathematical results were much closer in spirit to this so-called cavity approach from [53], although one had to find a way to prove the physical properties of the Gibbs distribution, whose origin was not understood well even within physics community. The original replica method of Parisi still remains a big mystery.

One way to describe the structure of the Gibbs distribution $G_N$ is in terms of the random geometry of a large sample $\sigma^1, \ldots, \sigma^n$ from $G_N$. Let us rescale these configurations,

\[ \tilde{\sigma}^\ell = \frac{\sigma^\ell}{\sqrt{N}}, \]

to make their lengths of order one (in fact, equal to one), and let us look at the distances between all these points. Equivalently, we can consider their
scalar products

\begin{equation}
R_{\ell,\ell'} = \tilde{\sigma}_\ell \cdot \tilde{\sigma}_{\ell'} = \frac{1}{N} \sum_{i=1}^{N} \sigma^i_\ell \sigma^i_{\ell'},
\end{equation}

called the overlaps of configuration $\sigma^\ell$ and $\sigma^{\ell'}$. The Gram matrix

\[ R_N^n = (R_{\ell,\ell'})_{1 \leq \ell,\ell' \leq n} \]
encodes the geometry of the sample up to orthogonal transformations. This matrix is random and there are two sources of randomness – first, the Gibbs distribution $G_N$ itself is random since it depends on the random disorder $(g_{ij})$ and, second, the sample is generated randomly from the Gibbs distribution. The key predictions of the physicists can be summarized as follows. This will be only the first quick reference, and somewhat imprecise. We will discuss these properties in much more detail in the coming sections.

1. **Functional order parameter.** The distribution of one overlap,

\begin{equation}
\zeta_N(A) = \mathbb{E} G_N^{\otimes 2}((\sigma^1, \sigma^2) : R_{1,2} = \tilde{\sigma}^1 \cdot \tilde{\sigma}^2 \in A),
\end{equation}

is called the functional order parameter of the model, because, in some sense, everything else is determined by it. This means, for example, that the distribution of the Gram matrix $(R_{\ell,\ell'})_{\ell,\ell' \geq 1}$ is determined by $\zeta_N$. Of course, this should be understood in the asymptotic sense and can hold only approximately for large $N$.

2. **Ultrametricity.** The Gibbs distribution is concentrated on an approximately ultrametric subset of configurations $\{-1, +1\}^N$ in the sense that if we consider a sample $\sigma^1, \ldots, \sigma^n$ from $G_N$ then, with high probability, it will form an approximately ultrametric set in $\mathbb{R}^N$. This means that the ultrametric distance inequality between any three points can be violated by at most $\varepsilon_N$ for some $\varepsilon_N \to 0$ and, with high probability,

\[ \| \tilde{\sigma}^2 - \tilde{\sigma}^3 \| \leq \max(\| \tilde{\sigma}^1 - \tilde{\sigma}^2 \|, \| \tilde{\sigma}^1 - \tilde{\sigma}^3 \|) + \varepsilon_N. \]

Since $\| \tilde{\sigma}^1 - \tilde{\sigma}^2 \|^2 = 2(1 - R_{1,2})$, this can be also rewritten in terms of overlaps,

\[ R_{2,3} \geq \min(R_{1,2}, R_{1,3}) - \delta_N. \]

This geometric ultrametricity property was, perhaps, the most surprising feature that came out of the interpretation of the original Parisi solution, and it is one of the key reasons why everything is determined by the distribution of one overlap asymptotically.

3. **Replica symmetry breaking.** It could happen that the distribution (16) of one overlap concentrates around one value. This is called replica symmetry, since all overlaps $R_{\ell,\ell'}$ are essentially equal with high probability. In particular, the ultrametricity property becomes trivial in this case. Replica symmetry breaking means that the distribution of one overlap is non-trivial asymptotically,
and this is what the physicists predicted in the SK model at low enough temperature.

**IMPORTANT REMARK.** We should clarify an important point right away, which will only appear explicitly much later, when we describe technical results. Notice that the SK Hamiltonian (9) is symmetric, $H_N(-\sigma) = H_N(\sigma)$, while the overlap $R_{1,2}$ is anti-symmetric under the map $\sigma^1 \rightarrow -\sigma^1$, so the distribution of $R_{1,2}$ is symmetric. If we consider three overlaps $(R_{1,2}, R_{1,3}, R_{2,3})$, for the same reason, their distribution will be equal to the distribution of $(-R_{1,2}, -R_{1,3}, R_{2,3})$. This shows that ultrametricity can not be taken literally, because for $0 < a < b$, the triple of overlaps $(b, a, a)$ satisfies ultrametricity, while $(-b, -a, a)$ does not. Also, in physics papers the overlap is always assumed to be non-negative, which can be true only if it concentrates at zero. The explanation here is that one can remove this symmetry in a way that does not affect the free energy in the limit, and this is what is implicitly assumed in the physics papers. There are different ways to do this. One way is to add an external field term $h \sum_{i=1}^N \sigma_i$ to the Hamiltonian with $h > 0$, which creates a preferred direction and forces the overlaps to be non-negative (this is proved by Talagrand in Section 14.12 of [95, 96]). A small value of $h$ will result in a small change of free energy, and one can let $h \downarrow 0$ after computing the limiting free energy. We will take a different approach in this paper and add a special random perturbation to our Hamiltonian that will be of a smaller order and will not have any affect on the limit of the free energy at all. This perturbation will serve a more important purpose (in fact, it will be the main tool in the proof of ultrametricity), but it will also force the overlap to be non-negative. □

In addition to the geometric property of ultrametricity, another important part of the physicists’ picture was a probabilistic property that describes precisely how the functional order parameter determines the joint distribution of overlaps $(R_{\ell,\ell'})$, as well as the free energy. This can be encoded by the so called *Ruelle Probability Cascades* (RPC) that will be defined later.

Let us now mention why the overlaps play such a crucial role in the SK model. After all, the spin configurations are elements in $\{-1, +1\}^N$, and the fact that the coordinates take values $\pm 1$ could conceivably play a role. However, the SK Hamiltonian (9) is a Gaussian process with the covariance

$$
\mathbb{E}H_N(\sigma^1)H_N(\sigma^2) = \frac{1}{N} \sum_{i,j=1}^N \sigma^1_i \sigma^1_j \sigma^2_i \sigma^2_j = N \left( \frac{1}{N} \sum_{i=1}^N \sigma^1_i \sigma^2_i \right)^2 = NR_{1,2}^2
$$

that depends on the spin configurations $\sigma^1, \sigma^2$ only through their overlap. Since the distribution of a Gaussian process is determined by its covariance, this means that any orthogonal transformation of the space $\{-1, +1\}^N$ does not affect the distribution of the Hamiltonian and the free energy. For this reason, the overlaps between configurations encode all the relevant information in the SK model.
All the results we will present below can be proved with only minor modifications in a larger class of models – the so called mixed \( p \)-spin models with the Hamiltonian
\[
H_N(\sigma) = \sum_{p \geq 1} \beta_p H_{N,p}(\sigma)
\]
given by a linear combination of pure \( p \)-spin Hamiltonians
\[
H_{N,p}(\sigma) = \frac{1}{N^{(p-1)/2}} \sum_{i_1, \ldots, i_p = 1}^{N} g_{i_1 \ldots i_p} \sigma_{i_1} \cdots \sigma_{i_p},
\]
where the random variables \( (g_{i_1 \ldots i_p}) \) are standard Gaussian, independent for all \( p \geq 1 \) and all \( (i_1, \ldots, i_p) \). The covariance of this Hamiltonian is given by
\[
\mathbb{E} H_N(\sigma^1) H_N(\sigma^2) = N \xi(R_{1,2}), \quad \text{where} \quad \xi(x) = \sum_{p \geq 1} \beta_p^2 x^p,
\]
and we assume that the coefficients \( (\beta_p) \) decrease fast enough to ensure that the process is well defined when the sum in (18) includes infinitely many terms. Again, the covariance is a function of the overlap, which makes these models very similar to the SK model.

In other models, the overlaps might not encode all the information and one needs to understand the structure of the Gibbs distribution \( G_N \) in much more detail. For example, in the diluted SK model, the Parisi ansatz for the overlaps still plays the central role, but it is only a starting point of a more detailed description. Nevertheless, physicists predicted that the picture that describes the behaviour of the overlaps in the SK model should be universal and shared by other models, except that some models might be replica symmetric and the picture is trivial. We will see that recent progress on the mathematical side occurred according to this most optimistic scenario and, instead of trying to prove the physicists' predictions in some ad hoc way in each model, one can obtain it using the same soft approach. We should also emphasize that even when the model is replica symmetric, it does not mean that computing the free energy or \( \max H_N(\sigma) \) is easy. For example, the minimal matching and traveling salesman problems are replica symmetric according to the physicists, but current rigorous solutions are decidedly not easy.

5. Asymptotic Gibbs distributions

In order to describe the physics predictions in more detail, it will be convenient to define some limiting object that will be the analogue of the Gibbs distribution in the thermodynamic limit \( N \to \infty \). Since we already mentioned above that in the SK model all relevant information about the system is encoded by the overlaps \( R_{\ell,\ell'} \) between replicas \( (\sigma^\ell) \) sampled from the Gibbs measure, we will define the limiting object in terms of the distribution of the overlap array \( (R_{\ell,\ell'})_{\ell,\ell' \geq 1} \). We will use the following obvious
property:

\[(R_{\pi(\ell),\pi(\ell')}_{\ell,\ell' \geq 1} \overset{d}{=} (R_{\ell,\ell'})_{\ell,\ell' \geq 1})\]

for any permutation \(\pi\) of finitely many indices, where the equality is in distribution. This may be called \textit{replica symmetry in distribution}.

If we knew that the overlap array \((R_{\ell,\ell'})_{\ell,\ell' \geq 1}\) converges in distribution as \(N \to \infty\), we could use its limiting distribution to define the asymptotic Gibbs distribution as follows. Notice that, in the limit the array \((R_{\ell,\ell'})_{\ell,\ell' \geq 1}\) would still be non-negative definitive and exchangeable in the sense of (21). Such arrays are called \textit{Gram-de Finetti arrays} and the Dovbysh-Sudakov representation [37] guarantees that they can be generated as follows.

**Theorem 1** (Dovbysh-Sudakov representation). If \((R_{\ell,\ell'})_{\ell,\ell' \geq 1}\) is a Gram-de Finetti array, there exists a random measure \(\eta\) on \(H \times \mathbb{R}^+\), where \(H\) is a separable Hilbert space, such that

\[(R_{\ell,\ell'})_{\ell,\ell' \geq 1} \overset{d}{=} \left(\sigma^\ell \cdot \sigma^{\ell'} + a_\ell I(\ell = \ell')\right)_{\ell,\ell' \geq 1},\]

where \((\sigma^\ell, a_\ell)_{\ell \geq 1}\) is an i.i.d. sample from \(\eta\).

These days, this result is proved using the so called Aldous-Hoover representation [4, 46] and the most elegant proof is due to Austin [11] (see Sections 1.4 and 1.5 in [74]).

When \((R_{\ell,\ell'})\) is the overlap array, the diagonal elements are all equal to one, so we are only interested in the off-diagonal elements. If we let \(G\) be the marginal of the random measure \(\eta\) on \(H\), the Dovbysh-Sudakov representation states that

\[(R_{\ell,\ell'})_{\ell \neq \ell'} \overset{d}{=} (\sigma^\ell \cdot \sigma^{\ell'})_{\ell \neq \ell'},\]

where \((\sigma^\ell)_{\ell \geq 1}\) is an i.i.d. sample from \(G\). This means that, just like for a system of finite size \(N\), in the limit, the overlaps \(R_{\ell,\ell'}\) can be generated as scalar products of an i.i.d. sample from a random measure \(G\), except that now \(G\) is defined on a Hilbert space instead of \(\mathbb{R}^N\). The measure \(G\) is a limiting analogue of the Gibbs distribution \(G_N\), and we will call it an \textit{asymptotic Gibbs distribution}. Such definition of an asymptotic Gibbs distribution via the Dovbysh-Sudakov representation was first given by Arguin and Aizenman in [7] (see also [8]).

One problem with this definition is that we do not know how to show that the distribution of the overlap array \((R_{\ell,\ell'})_{\ell,\ell' \geq 1}\) converges. However, this is not a serious problem because we can consider all subsequential limits and try to show that each limit will have properties predicted by the physicists. It turns out that this is sufficient to prove the Parisi formula. Moreover, if each limit is ultrametric then the entire sequence \(G_N\) will be approximately ultrametric, so this key geometric property of ultrametricity does not depend on the existence of the limit. With this in mind, we will now describe the
predictions of the Parisi solution in more detail in the language of asymptotic Gibbs distributions.

6. Structure of asymptotic Gibbs distributions

First of all, in the limit, the functional order parameter (16) can be written as

\[ \zeta(A) = \mathbb{E} G^{\otimes 2}((\sigma^1, \sigma^2) : R_{1,2} = \sigma^1 \cdot \sigma^2 \in A) \]

in terms of an asymptotic Gibbs measure. In some sense, the infimum in the Parisi formula (10) is taken over all possible candidates for this distribution in the thermodynamic limit.

Since we defined asymptotic Gibbs distributions \( G \) on a Hilbert space \( H \) via distribution of the overlaps, it is natural to write ultrametricity property first in terms of the overlaps,

\[ R_{2,3} \geq \min(R_{1,2}, R_{1,3}) \]

for any three points in the support of \( G \). We could also write this in terms of distances,

\[ \|\sigma^2 - \sigma^3\| \leq \max(\|\sigma^1 - \sigma^2\|, \|\sigma^1 - \sigma^3\|), \]

if we knew that the measure \( G \) is concentrated on a sphere in \( H \). The method that we will use to analyze asymptotic Gibbs distributions will show that this is indeed the case, so we can keep thinking of ultrametricity either in terms of distances or scalar products. It turns out that the radius of this sphere will be non-random, even though the measure \( G \) itself is random. In fact, if \( q_* \) is the largest point in the support of \( \zeta \) in (23), then the radius of the sphere will be \( \sqrt{q_*} \).

Ultrametricity can be visualized as clustering of the support of \( G \), because the ultrametric inequality (25) implies that the relation \( \sim_d \) defined by

\[ \sigma^1 \sim_d \sigma^2 \iff \|\sigma^1 - \sigma^2\| \leq d \]

is an equivalence relation on the support of \( G \) for any \( d \geq 0 \). As we increase \( d \), smaller clusters will merge into bigger clusters and the whole process can be visualized by a branching tree. In general, depending on the distribution \( \zeta \) of one overlap, merging of clusters can occur at any distance \( d \), but it is convenient to discretize the whole process and record merging of clusters at finitely many values \( d \). This discretization will allow us to give a very explicit description of the randomness of the asymptotic Gibbs distribution \( G \).

It will also be convenient from now on to express everything in terms of scalar products, or overlaps, instead of distances and we can redefine clusters in terms of overlaps by

\[ \sigma^1 \sim_q \sigma^2 \iff R_{1,2} \geq q. \]
The leaves $\alpha \in \mathbb{N}^r$ index the $q_r$-clusters, called pure states. The figure corresponds to what is called $r$-step replica symmetry breaking.

For a given $q$, we will call these equivalence clusters $q$-clusters. To discretize the overlap, let us choose an integer $r \geq 0$ and $r + 1$ disjoint intervals of the type

$$I_p = [q_p, q'_p) \text{ or } I_p = \{q_p\}$$

for $0 \leq p \leq r$ in such a way that

$$\text{supp}(\zeta) \subseteq \bigcup_{0 \leq p \leq r} I_p \text{ and } \zeta(I_p) > 0 \text{ for all } 0 \leq p \leq r.$$

We will allow the possibility of $I_p = \{q_p\}$ only when the point $q_p$ is an atom of $\zeta$ isolated from the right, namely, $\zeta(\{q_p\}) > 0$ and $\zeta((q_p, q_p + \varepsilon)) = 0$ for some $\varepsilon > 0$.

Now that we covered the support of $\zeta$ by (small) intervals $I_p$, we will discretize the overlap $R_{1,2}$ between any two points $\sigma^1, \sigma^2$ in the support of the Gibbs distribution $G$ by defining

$$\hat{R}_{1,2} = q_p \text{ if } R_{1,2} \in I_p.$$

If two clusters (27) merge somewhere on the interval $I_p$ then we record the merger at $q_p$ or, in other words, we look only at the clusters

$$\sigma^1 \sim_{q_p} \sigma^2 \iff R_{1,2} \geq q_p \iff \hat{R}_{1,2} \geq q_p.$$

The reason we chose the intervals $I_p$ in such a way that $\zeta(I_p) > 0$ is to make sure that the merger can occur on $I_p$. If all the intervals $I_p$ are small then $\hat{R}_{1,2}$ will be a good approximation of $R_{1,2}$ for any two points in the support of $G$.

We can visualize this discretized clustering process as in Figure 2, which we will now explain. The leaves of this tree correspond to the smallest clus-
ters, $q_p$-clusters, which will be called the pure states. According to the physicists, each $q_p$-cluster contains infinitely many $q_{p+1}$-subclusters, so the clustering tree will be infinitary, with each vertex (except the leaves) having infinitely many children. As a result, we can index all the clusters by

$$\mathcal{A} = \mathbb{N}^0 \cup \mathbb{N} \cup \mathbb{N}^2 \cup \ldots \cup \mathbb{N}^r,$$

where $\mathbb{N}^0 = \{\ast\}$, $\ast$ is the root of the tree that indexes $q_0$-cluster (which is the entire support of the measure $G$) and $q_p$-clusters are indexed by $\mathbb{N}^p$. Let us denote by $H_\alpha \subseteq \text{supp}(G)$ the equivalence cluster indexed by $\alpha \in \mathcal{A}$. For any $p \leq r - 1$ and $\alpha = (n_1, \ldots, n_p) \in \mathbb{N}^p$, let us index the $q_{p+1}$-subclusters of $H_\alpha$ by the children of $\alpha$,

$$\alpha n := (n_1, \ldots, n_p, n) \in \mathbb{N}^{p+1}$$

for all $n \in \mathbb{N}$. For simplicity of notation, we will write $\alpha n$ instead of $(\alpha, n)$.

Each vertex $\alpha$ is connected to the root $\ast$ by the path

$$\ast \to n_1 \to (n_1, n_2) \to \cdots \to (n_1, \ldots, n_p) = \alpha,$$

and we will denote all the vertices in this path (excluding the root) by

$$p(\alpha) = \{(n_1, (n_1, n_2), \ldots, (n_1, \ldots, n_p)\}.$$

Given any two vertices $\alpha, \beta \in \mathcal{A}$, let us denote by

$$\alpha \wedge \beta := |p(\alpha) \cap p(\beta)|$$

the number of common vertices in the paths from the root $\ast$ to the leaves $\alpha, \beta$. For two pure states indexed by $\alpha, \beta \in \mathbb{N}^r$, if we take $\sigma^1 \in H_\alpha$ and $\sigma^2 \in H_\beta$ then their overlap $R_{1,2} = \sigma^1 \cdot \sigma^2 \in I_{\alpha \wedge \beta}$ and discretized overlap $\hat{R}_{1,2} = q_{\alpha \wedge \beta}$, as shown in Figure 2.

So far, we have rephrased ultrametricity as clustering and incorporated the predicted infinitary nature of the clustering process into the picture. This corresponds to the geometric part of the physicists’ predictions. The probabilistic part describes the distribution of the Gibbs weights $G(H_\alpha)$ of the pure states indexed by the leaves $\alpha \in \mathbb{N}^r$. We need to know this distribution if we want to describe the distribution of discretized overlaps $(\hat{R}_{\ell,\ell'})_{\ell,\ell' \geq 1}$ of the sample $(\sigma^\ell)_{\ell \geq 1}$ from the random measure $G$. This distribution was already understood in M´ezard, Parisi, Sourlas, Toulouse, Virasoro [50] and M´ezard, Parisi, Virasoro [52]. However, a more explicit description emerged in the work of Ruelle [84] thanks to the connection with Derrida’s random energy models.

In the early eighties, Derrida proposed two simplified models of spin glasses: the random energy model (REM) in [31], [32], and the generalized random energy model (GREM) in [33], [34]. The Hamiltonian of the REM is given by a vector $(H_N(\sigma))_{\sigma \in \{-1,1\}^N}$ of independent Gaussian random variables with variance $N$, which is a rather classical object. The GREM combines several random energy models in a hierarchical way with the ultrametric structure built into the model from the beginning. Even though these simplified models do not shed light on the Parisi solution of the SK...
model directly, the behavior of the Gibbs distributions in these models was predicted to be, in some sense, identical to that of the SK model. For example, Derrida and Toulouse showed in [35] that the Gibbs weights in the REM have the same type of distribution in the thermodynamic limit as the Gibbs weights of the pure states in the SK model, described in [50]. Later, de Dominicis and Hilhorst [30] demonstrated a similar connection between the distribution of the cluster weights in the GREM and the cluster weights in the SK model. Motivated by this connection with the SK model, Ruelle [84] gave an alternative, much more explicit and illuminating description of the Gibbs distribution of the GREM in the infinite-volume limit in terms of a certain family of Poisson processes, as follows.

To describe Ruelle’s construction, we need to define one more set of parameters. Let

\[ \hat{\zeta}(A) = E G^{\otimes 2}(\sigma^1, \sigma^2 : \tilde{R}_{1,2} \in A) \]

be the distribution of the discretized overlap. If we denote

\[ \zeta_p = \hat{\zeta}\{\{q_0, \ldots, q_p\}\} = \zeta(I_0 \cup \ldots \cup I_p) \]

for \( p = 0, \ldots, r \) then the assumption that \( \zeta(I_p) > 0 \) implies that

\[ 0 < \zeta_0 < \ldots < \zeta_{r-1} < \zeta_r = 1. \]

For each vertex \( \alpha \in \mathcal{A} \), let us denote by \( |\alpha| \) its distance from the root of the tree * or, equivalently, the number of coordinates in \( \alpha \), i.e. \( \alpha \in \mathbb{N}^{\vert \alpha \vert} \). Given the parameters (37) then, for each \( \alpha \in \mathcal{A} \setminus \mathbb{N}^r \), let \( \Pi_\alpha \) be a Poisson process on \( (0, \infty) \) with the mean measure

\[ \mu_{|\alpha|}(dx) = \zeta_{|\alpha|}x^{-1-\zeta_{|\alpha|}}dx \]

and let us generate these processes independently for all such \( \alpha \). Let us recall that each Poisson process \( \Pi_\alpha \) will be a countable collection of distinct points on \( (0, \infty) \) that can be generated in three steps as follows.

1. Partition \( (0, \infty) = \cup_{m \geq 1} S_m \) into disjoint sets of finite measure (38),

\[ \mu_{|\alpha|}(S_m) = \int_{S_m} \zeta_{|\alpha|}x^{-1-\zeta_{|\alpha|}}dx < \infty, \]

for example, \( S_1 = [1, \infty) \) and \( S_m = [1/m, 1/(m-1)] \) for \( m \geq 2 \).

2. For each \( m \geq 1 \), generate a random variable \( N_m \) from the Poisson distribution

\[ \mathbb{P}(N_m = k) = \frac{\mu_{|\alpha|}(S_m)^k}{k!}e^{-\mu_{|\alpha|}(S_m)}, \quad k = 0, 1, 2, \ldots \]

with the expected value \( \mu_{|\alpha|}(S_m) \). Generate all \( (N_m)_{m \geq 1} \) independently of each other.

3. On each set \( S_m \), generate \( N_m \) points from the probability distribution

\[ \frac{\mu_{|\alpha|}(\cdot \cap S_m)}{\mu_{|\alpha|}(S_m)} \]
proportional to the measure $\mu|_{\alpha}$ in (38). These points are generated independently over different sets.

It turns out that statistical properties of the set $\Pi_\alpha$ generated in this way do not depend on the partition $(S_m)$ (see e.g. Kingman [47] or Section 2.1 in Panchenko [74]). One can now arrange all the points in $\Pi_\alpha$ in the decreasing order,

\begin{equation}
    u_{\alpha 1} > u_{\alpha 2} > \ldots > u_{\alpha n} > \ldots,
\end{equation}

and enumerate them using the children $(\alpha n)_{n \geq 1}$ of the vertex $\alpha$. In other words, parent vertices $\alpha \in \mathcal{A} \setminus \mathbb{N}^r$ enumerate independent Poisson processes $\Pi_\alpha$ and child vertices $\alpha n \in \mathcal{A} \setminus \mathbb{N}^0$ enumerate individual points $u_{\alpha n}$. Given a vertex $\alpha \in \mathcal{A} \setminus \mathbb{N}^0$ and the path $p(\alpha)$ in (33), we define

\begin{equation}
    w_\alpha = \prod_{\beta \in p(\alpha)} u_\beta.
\end{equation}

Finally, for the leaf vertices $\alpha \in \mathbb{N}^r$ we define

\begin{equation}
    v_\alpha = \frac{w_\alpha}{\sum_{\beta \in \mathbb{N}^r} w_\beta}.
\end{equation}

One can show that the denominator is finite with probability one, so this is well defined.

The sequence of these random weights $(v_\alpha)_{\alpha \in \mathbb{N}^r}$ is called the Ruelle Probability Cascades (RPC) corresponding to the parameters (37). The probabilistic part of the physicists’ picture is saying exactly that the Gibbs weights $G(H_\alpha)$ of the pure states $H_\alpha$, which are $q_r$-clusters indexed by $\alpha \in \mathbb{N}^r$, are equal in distribution to the Ruelle Probability Cascades with the parameters defined in (36) in terms of the functional order parameter $\zeta$. In other words, we can generate them as

\begin{equation}
    G(H_\alpha) = v_\alpha.
\end{equation}

In the work of Ruelle, [84], it was stated as an evident fact that the Gibbs distributions in the Derrida GREM looks like the weights (41) in the infinite-volume limit, but a detailed proof of this was given later by Bovier and Kurkova in [15].

**Summary.** The core of the physical theory of the Gibbs distribution in the Sherrington-Kirkpatrick model is a combination of a geometric property of ultrametricity and probabilistic description of its randomness via the Ruelle Probability Cascades. The parameters of the RPC depend on the functional order parameter $\zeta$. The power of this description is that it allows us to derive various quantities of interest, most importantly, the limiting free energy given by the Parisi formula.

### 7. Overview of results

**First proof of the Parisi formula.** As was mentioned above, the Parisi formula for the free energy was proved by Talagrand in [90] building upon a breakthrough idea of Guerra in [45]. Guerra discovered a very natural
interpolation that showed that the Parisi formula gives an upper bound on the free energy $F_N(\beta)$ for all $N$,

$$F_N(\beta) \leq \inf_\zeta \left( \log 2 + \mathcal{P}(\zeta) - \beta^2 \int_0^1 \zeta(t) t \, dt \right).$$

Soon after, Talagrand showed how to control the difference in the limit $N \to \infty$ by developing a version of Guerra’s interpolation for coupled systems. The results of Guerra and Talagrand were quite stunning considering that even the existence of the limit of the free energy, proved a year earlier by Guerra and Toninelli in [44], was considered a big progress. However, this approach managed to prove the Parisi formula without explaining the properties of the Gibbs distribution that we discussed above.

The predictions of the physicists, unfortunately, came without any heuristic explanation of their possible origin. For example, ultrametricity of the Gibbs distribution was a consequence of the choice of some parameters in the original Parisi computation of the free energy, but where ultrametricity is coming from was a big mystery. One promising approach was suggested by Talagrand in Section 4 in [92] based on a generalization of Guerra’s interpolation to three coupled copies of the system. Unfortunately, despite significant effort, it was never completed. On the other hand, the approach was very specific to the SK model and, if it did succeed, it is possible that any further attempts to show how the Parisi ultrametric picture can arise naturally in other models, such as diluted models, would seem hopeless. Another approach which eventually did succeed works equally well in many other models.

**The Ghirlanda-Guerra identities.** The first big idea came in the work of Guerra [43], where he proved certain identities on the distribution of the overlaps in the SK model. For example, he showed that for a typical value of the inverse temperature parameter $\beta$,

\begin{equation}
\mathbb{E}\langle R_{1,2}^2 R_{1,3}^2 \rangle \approx \frac{1}{2} \mathbb{E}\langle R_{1,2}^2 \rangle \mathbb{E}\langle R_{1,3}^2 \rangle + \frac{1}{2} \mathbb{E}\langle R_{1,2}^4 \rangle
\end{equation}

(the actual statement was on average over $\beta$). Here and below we will always denote by $\langle \cdot \rangle$ the average with respect to some Gibbs distribution, either $G_N$ for a finite size system or an asymptotic Gibbs distribution $G$. For example, in the above equation the term $\langle R_{1,2}^4 \rangle$ can be written as

$$\langle R_{1,2}^4 \rangle = \int R_{1,2}^4 \, dG_N(\sigma^1) dG_N(\sigma^2) = \sum_{\sigma^1, \sigma^2} R_{1,2}^4 G_N(\sigma^1) G_N(\sigma^2).$$

One reason why (43) may hold is that half of the time the overlaps $R_{1,2}$ and $R_{1,3}$ are ‘generated’ independently of each other and half of the time they are set to be equal. More precisely, if the joint distribution of $(R_{1,2}, R_{1,3})$ under $\mathbb{E} G_N^{\otimes 2}$ was a mixture of the form

$$\frac{1}{2} \zeta \times \zeta + \frac{1}{2} \zeta \circ (x \to (x, x))^{-1}$$
then we would have
\[ \mathbb{E}\langle f(R_{1,2})\psi(R_{1,3})\rangle = \frac{1}{2}\mathbb{E}\langle f(R_{1,2})\rangle \mathbb{E}\langle \psi(R_{1,2})\rangle + \frac{1}{2}\mathbb{E}\langle f(R_{1,2})\psi(R_{1,2})\rangle \]
for any functions \( f \) and \( \psi \). Of course, for finite \( N \), this can only be an approximate equality, but in the thermodynamic limit one could hope to have equality.

The fact that the moments behave as in (43) does not mean that we can expect such stronger statement for joint distributions, but Ghirlanda and Guerra [41] generalized the original idea of Guerra and showed that (in some generic sense that will be explained below) this stronger statement is correct. In fact, they showed more. Namely, if \( \zeta \) is the distribution of one overlap as in (23), then conditionally on \( (R_{\ell,\ell'})_{\ell,\ell'\leq n} \) the distribution of \( R_{1,n+1} \) is given by the mixture
\[ \frac{1}{n} \zeta + \frac{1}{n} \sum_{\ell=2}^{n} \delta_{R_{1,\ell}}. \]
In other words, if we already observed the overlaps \( R^{n} = (R_{\ell,\ell'})_{\ell,\ell'\leq n} \) of \( n \) replicas \( \sigma^{1},\ldots,\sigma^{n} \) from an asymptotic Gibbs distribution, then the overlap \( R_{1,n+1} \) of \( \sigma^{1} \) and a new replica \( \sigma^{n+1} \) will take one of the values \( R_{1,2},\ldots,R_{1,n} \) with probabilities \( 1/n \) or, with probability \( 1/n \), it will be sampled independently according to the distribution \( \zeta \). Equivalently,
\[ \mathbb{E}\langle f(R^{n})\psi(R_{1,n+1})\rangle = \frac{1}{n}\mathbb{E}\langle f(R^{n})\rangle \mathbb{E}\langle \psi(R_{1,2})\rangle + \frac{1}{n} \sum_{\ell=2}^{n} \mathbb{E}\langle f(R^{n})\psi(R_{1,\ell})\rangle \]
for any function \( \psi \) and any function \( f = f(R^{n}) \). These distributional identities are now called the Ghirlanda-Guerra identities. We will explain the main ideas behind these identities below, and explain how one can derive them in a very universal way in many other models as well, using an idea due to Talagrand.

After the discovery of the Ghirlanda-Guerra identities, it was noticed that, if we also assume ultrametricity, the distribution of all overlaps \( (R_{\ell,\ell'})_{\ell,\ell'\geq 1} \) can be determined uniquely in terms of the distribution \( \zeta \) of one overlap \( R_{1,2} \). This is very easy to see geometrically in the case of three overlaps \( (R_{1,2},R_{1,3},R_{2,3}) \), as in Figure 3. The Ghirlanda-Guerra identities determine all two-dimensional marginal distributions,
\[ \frac{1}{2} \zeta \times \zeta + \frac{1}{2} \zeta \circ (x \rightarrow (x,x))^{-1}. \]
On the other hand, ultrametricity means than two smallest overlaps are always equal, so the triple lives on the two-dimensional subset of \([0,1]^{3}\) depicted in Figure 3. It is clear from the picture that one can reconstruct the joint distribution of all three overlaps from those marginals. The same idea works for more than three replicas. Every time we add one more replica, the Ghirlanda-Guerra identities describe marginal distributions that involve one
new overlap, and ultrametricity allows to reconstruct the joint distribution from those marginals.

Remark. Notice that we assumed in Figure 3 that the overlaps are non-negative. We already mentioned in the remark in Section 4 that we will introduce a small perturbation to the model that will not affect the free energy, but will force the overlap to be non-negative in the limit. In fact, the main purpose of this perturbation will be to prove the Ghirlanda-Guerra identities. At some point, we will prove Talagrand's positivity principle, which states that the overlaps are non-negative whenever the Ghirlanda-Guerra identities hold.

Since the Ghirlanda-Guerra identities and ultrametricity determine the overlaps $(R_{\ell,\ell'})_{\ell,\ell' \geq 1}$, they essentially determine the randomness of the asymptotic Gibbs distribution $G$, because one can reconstruct $G$ from $(R_{\ell,\ell'})_{\ell,\ell' \geq 1}$ up to isometry. It was believed that, in this sense, the Ghirlanda-Guerra identities and ultrametricity are two complementary properties that determine the entire picture in terms of the functional order parameter $\zeta$. Therefore, if we could prove ultrametricity then, in order to complete the physicists' picture, we would need to answer one more question. If we discretize the support of $G$ as above by discretizing the overlaps and consider the weights $G(H_\alpha)$ of pure states, will these be given by the Ruelle Probability Cascades? The answer is yes, if we can show that the measure defined by the cascades satisfies the Ghirlanda-Guerra identities and, indeed, this was proved by Talagrand [87] and Bovier and Kurkova [15] (another proof using the Bolthausen-Sznitman [14] invariance property for the Ruelle Probability

Figure 3. Ultrametric set of overlaps $(R_{1,2}, R_{1,3}, R_{2,3})$ on $[0,1]^3$. We can assume overlaps to be non-negative by Talagrand's positivity principle.
Cascades can be found in [74]). So understanding where ultrametricity is coming from was now the central problem.

**Proving ultrametricity.** It was shown in Panchenko [72] that the Ghirlanda-Guerra identities is not a complementary property to ultrametricity, because they, in fact, imply ultrametricity. Since the Ghirlanda-Guerra identities can be proved in many models, almost all predictions of the physicists for the Gibbs distribution can be obtained as their consequence (proving replica symmetry breaking utilizes the Parisi formula for the free energy, see Section 13).

The first indication that ultrametricity could possibly be explained by the Ghirlanda-Guerra identities appeared in a seminal work of Arguin and Aizenman [7]. Instead of the Ghirlanda-Guerra identities they used a closely related property, called the Aizenman-Contucci stochastic stability [1] (see also [26]), and showed that, under a technical assumption that the overlap takes only finitely many values in the thermodynamic limit,

\[(44) \quad R_{1,2} \in \{q_0, \ldots, q_r\},\]

the stochastic stability implies ultrametricity. Motivated by this development, it was shown in Panchenko [69] under the same technical assumption that the Ghirlanda-Guerra identities also imply ultrametricity (an elementary proof was later found in Panchenko [71]). Another approach was given by Talagrand in [94]. However, according to physicists, at low temperature the overlap it not expected to take finitely many values in the thermodynamic limit, so all these result were not directly applicable to the SK model and could not be used to prove the Parisi formula. Nevertheless, they strongly suggested that this is the right approach and, indeed, it was proved in Panchenko [72] that the Ghirlanda-Guerra identities imply ultrametricity without any technical assumptions.

We should mention that the proof of the general case in [72], that will be reproduced below, is very different from all earlier proofs under the assumption (44). One might hope that the general case can be somehow approximated by the case where (44) holds, for example, by discretizing the overlap as we did above. However, discretizing the overlap worked well because we assumed ultrametricity. If we consider the array of overlaps \((R_{\ell,\ell'})_{\ell,\ell' \geq 1}\) of a sample from some asymptotic Gibbs distribution \(G\) and then discretize the overlaps, the resulting array \((\hat{R}_{\ell,\ell'})_{\ell,\ell' \geq 1}\) might not be positive definite, so it might not correspond to some other Gibbs distribution on a Hilbert space. For this reason, a new approach was needed to solve the general case.

We will start the second part with a few basic techniques used in the proofs. Then, we will explain the idea behind the Ghirlanda-Guerra identities and show how one can ensure their validity in the SK model and other models by introducing a small perturbation of the Hamiltonian. We will prove ultrametricity as a consequence of the Ghirlanda-Guerra identities and show that the distribution of all overlaps can be reconstructed in terms
of the distribution of one overlap. Finally, we will sketch the proof of the Parisi formula and describe the phase transition in the SK model.

8. Miscellaneous Gaussian techniques

In this section, we will mention several standard techniques, such as the Gaussian integration by parts, and Gaussian concentration, which will be used in the proofs. We will begin with the Gaussian integration by parts. Let $g$ be a centered Gaussian random variable with variance $v^2$ and denote the density function of its distribution by

$$\varphi_v(x) = \frac{1}{\sqrt{2\pi v}} \exp\left(-\frac{x^2}{2v^2}\right).$$

Since $x\varphi_v(x) = -v^2\varphi'_v(x)$, given a continuously differentiable function $F : \mathbb{R} \to \mathbb{R}$, we can formally integrate by parts,

$$\mathbb{E} g F(g) = \int x F(x) \varphi_v(x) \, dx = -v^2 F(x) \varphi_v(x) \bigg|_{-\infty}^{+\infty} + v^2 \int F'(x) \varphi_v(x) \, dx$$

if the limits $\lim_{x \to \pm \infty} F(x) \varphi_v(x) = 0$ and the expectations on both sides are finite. Therefore,

$$\mathbb{E} g F(g) = \mathbb{E} g^2 \mathbb{E} F'(g).$$

This computation can be generalized to Gaussian vectors. Let $g = (g_\ell)_{1 \leq \ell \leq n}$ be a vector of jointly Gaussian random variables. Given a continuously differentiable function

$$F = F((x_\ell)_{1 \leq \ell \leq n}) : \mathbb{R}^n \to \mathbb{R}$$

whose partial derivatives satisfy some mild growth conditions, one can similarly show that

$$\mathbb{E} g_1 F(g) = \sum_{\ell \leq n} \mathbb{E}(g_1 g_\ell) \mathbb{E} \frac{\partial F}{\partial x_\ell}(g).$$

Typical application of this formula (47) will be as follows.

Suppose that we have two jointly Gaussian vectors $(x(\sigma))$ and $(y(\sigma))$ indexed by some finite set of indices $\sigma \in \Sigma$. Let $G$ be a measure on $\Sigma$ and let us define a new (random) measure on $\Sigma$ by the change of density

$$G'(\sigma) = \frac{\exp y(\sigma)}{Z} G(\sigma) \text{ where } Z = \sum_{\sigma \in \Sigma} \exp(y(\sigma)) G(\sigma).$$

Let us denote by $\langle \cdot \rangle$ the average with respect to the product measure $G' \otimes \infty$, which means that for any $n \geq 1$ and any function $f = f(\sigma^1, \ldots, \sigma^n)$,

$$\langle f \rangle = \sum_{\sigma^1, \ldots, \sigma^n \in \Sigma} f(\sigma^1, \ldots, \sigma^n) G'(\sigma^1) \cdots G'(\sigma^n).$$
The following is a consequence of the Gaussian integration by parts formula in (47).

**Lemma 1.** If we denote $C(\sigma^1, \sigma^2) = \mathbb{E}x(\sigma^1)y(\sigma^2)$ then

\begin{equation}
\mathbb{E}\langle x(\sigma) \rangle = \mathbb{E}\langle C(\sigma^1, \sigma^1) - C(\sigma^1, \sigma^2) \rangle.
\end{equation}

**Proof.** Let us consider one term in the sum

\[ \mathbb{E}\langle x(\sigma) \rangle = \mathbb{E} \sum_{\sigma^1 \in \Sigma} x(\sigma^1)G'(\sigma^1). \]

Let us view the function

\[ F = G'(\sigma^1) = \frac{\exp y(\sigma^1)}{Z} G(\sigma^1) \]

as a function of $y(\sigma^1)$ and $(y(\sigma^2))_{\sigma^2 \in \Sigma}$, which means that we view a copy of $y(\sigma^1)$ that appears in the denominator $Z$ as a separate variable. Notice that

\[ \frac{\partial F}{\partial y(\sigma^1)} = G'(\sigma^1), \quad \frac{\partial F}{\partial y(\sigma^2)} = -G'(\sigma^1)G'(\sigma^2), \]

and, since each factor $G'(\sigma) \in [0, 1]$, the function $F$ and all its derivatives are bounded and, therefore, all the conditions in the proof of the Gaussian integration by parts formula (47) are satisfied. Then, (47) implies that

\[ \mathbb{E}x(\sigma^1)G'(\sigma^1) = C(\sigma^1, \sigma^1)\mathbb{E}G'(\sigma^1) - \sum_{\sigma^2 \in \Sigma} C(\sigma^1, \sigma^2) \mathbb{E}G'(\sigma^1)G'(\sigma^2). \]

If we now sum this equality over $\sigma^1 \in \Sigma$, we get (50). \qed

Using a similar computation, one can easily generalize Lemma 1 in a couple of ways. First, we can consider finite measures $G$ on a countably infinite set $\Sigma$, under the condition that all the variances

\begin{equation}
\mathbb{E}x(\sigma)^2, \mathbb{E}y(\sigma)^2 \leq a
\end{equation}

are uniformly bounded over $\sigma \in \Sigma$. Notice that under this condition $Z < \infty$ and the measure $G'$ in (48) is well defined, since, by Fubini’s theorem,

\[ \mathbb{E} \sum_{\sigma \in \Sigma} \exp(y(\sigma))G(\sigma) \leq e^{a/2}G(\Sigma) < \infty. \]

The following is then a simple exercise.

**Lemma 2.** Suppose that $G$ is a finite measure on a countably infinite set $\Sigma$ and (51) holds. If $\Phi = \Phi(\sigma^1, \ldots, \sigma^n)$ is a bounded function of $\sigma^1, \ldots, \sigma^n$ then

\begin{equation}
\mathbb{E}\langle \Phi x(\sigma^1) \rangle = \mathbb{E}\langle \Phi \left( \sum_{\ell=1}^n C(\sigma^1, \sigma^\ell) - nC(\sigma^1, \sigma^{n+1}) \right) \rangle.
\end{equation}

Next, consider a countable set $\Sigma$ and some finite measure $G$ on it, and let
(53) \[ X = \log \sum_{\sigma \in \Sigma} \exp(g(\sigma))G(\sigma), \]

where \((g(\sigma))_{\sigma \in \Sigma}\) is a Gaussian process such that for some constant \(a > 0\),

(54) \[ \mathbb{E}g(\sigma)^2 \leq a \text{ for all } \sigma \in \Sigma. \]

The following concentration inequality holds (see e.g. Section 1.2 in [74]).

**Theorem 2.** If (54) holds then, for all \(x \geq 0\),

(55) \[ \mathbb{P}(\left|X - \mathbb{E}X\right| \geq x) \leq 2 \exp\left(-\frac{x^2}{4a}\right), \]

which implies that \(\mathbb{E}(X - \mathbb{E}X)^2 \leq 8a\).

9. The Ghirlanda-Guerra identities

Before we go into details, let us first sketch the main idea behind the Ghirlanda-Guerra identities. Let us write the free energy as \(F_N(\beta) = \mathbb{E}\hat{F}_N(\beta)\),

where

\[
\hat{F}_N(\beta) = \frac{1}{N} \log \sum_{\sigma} \exp \beta H_N(\sigma)
\]

is called **quenched free energy**, which is random since we have not yet averaged in the random interactions \((g_{ij})\). Taking the derivative in \(\beta\),

\[
\hat{F}_N'(\beta) = \langle H_N(\sigma) \rangle_\beta \quad \text{and} \quad F_N'(\beta) = \mathbb{E}\langle H_N(\sigma) \rangle_\beta,
\]

where \(\langle \cdot \rangle_\beta\) is the average with respect to the Gibbs distribution \(G_N(\sigma)\) corresponding to the inverse temperature \(\beta\). We made the dependence of this average on \(\beta\) explicit for the moment. There are two very basic properties that \(F_N(\beta)\) and \(\hat{F}_N(\beta)\) satisfy.

**Convexity.** Both \(\hat{F}_N(\beta)\) and \(F_N(\beta)\) are, obviously, convex in \(\beta\).

**Concentration.** The random free energy \(\hat{F}_N(\beta)\) concentrates around its expectation \(F_N(\beta)\),

\[
\mathbb{E}|\hat{F}_N(\beta) - F_N(\beta)| \leq \frac{3\beta}{\sqrt{N}},
\]

by Theorem 2, since \(\mathbb{E}(\beta H_N(\sigma))^2 = \beta^2 N\).

When two convex functions are close to each other, their derivatives are also close, at least on average over intervals. As a result, with just a little bit more work one can show that

(56) \[
\int_0^1 \mathbb{E}\left|\frac{H_N(\sigma)}{N} - \mathbb{E}\left\langle \frac{H_N(\sigma)}{N}\right\rangle_\beta\right|_\beta d\beta \rightarrow 0.
\]

Scaling the Hamiltonian \(H_N(\sigma)\) by a factor of \(N\) makes its typical values of order \(O(1)\), and this equation states that, at the right scale, the Hamiltonian is concentrated around its average value, at least for typical values of \(\beta\). Another way to rephrase it is to say that the Gibbs measure is concentrated on configurations with nearly constant energy.
The Ghirlanda-Guerra identities then arise by observing this concentration on test functions. If we take any bounded function $f_n = f_n(R^n)$ of overlaps of $n$ replicas $\sigma^1, \ldots, \sigma^n$, we must have that

$$E\left\langle f_n \frac{H_N(\sigma^1)}{N} \right\rangle_\beta \approx E\left\langle f_n \right\rangle_\beta E\left\langle \frac{H_N(\sigma^1)}{N} \right\rangle_\beta$$

on average over $\beta$. Using that $E H_N(\sigma^1) H_N(\sigma^2) = N(R_{1,2})^2$ and the Gaussian integration by parts formula (52), this equation can be rewritten as

$$E\langle f_n R_{1,n+1}^2 \rangle_\beta \approx \frac{1}{n} E\langle f_n \rangle_\beta E\langle R_{1,2}^2 \rangle_\beta + \frac{1}{n} \sum_{\ell=2}^{n} E\langle f_n R_{1,\ell}^2 \rangle_\beta$$

on average over $\beta \in [0, 1]$. This is starting to look exactly like the Ghirlanda-Guerra identities that we described above. However, we would like to strengthen the above argument in two ways.

(i) We would like to have this for a given $\beta$ instead of on average. This is important, because we want to get the exact Ghirlanda-Guerra identities in the limit for a given model, and not on average over models.

(ii) In (58), we want to be able to replace $R_{1,\ell'}^2$ by any power of the overlap $R_{1,\ell'}^p$ for integer $p \geq 1$, since we want to have these identities in distribution and not only for the second moment of the overlaps.

It turns out that both of these goals can be achieved by adding a small perturbation term to the Hamiltonian of the model. Namely, for all $p \geq 1$, let us consider

$$g_p(\sigma) = \frac{1}{N^{p/2}} \sum_{i_1, \ldots, i_p=1}^{N} g'_{i_1 \ldots i_p} \sigma_{i_1} \cdots \sigma_{i_p},$$

where the coefficients $(g'_{i_1 \ldots i_p})$ are again i.i.d. standard Gaussian random variables independent of all the other random variables, and define

$$g(\sigma) = \sum_{p \geq 1} 2^{-p} x_p g_p(\sigma)$$

for some parameters $(x_p)_{p \geq 1}$ such that $x_p \in [0, 3]$ for all $p \geq 1$. Each term $g_p(\sigma)$ in this sum is very similar to the SK Hamiltonian, only it involves interactions between $p$ spins at a time instead of two. Parameters $x_p$ will play a role of individual inverse temperature parameters for each of these terms. The normalization by $N^{p/2}$ in (59) is chosen so that the covariance

$$E g_p(\sigma^1) g_p(\sigma^2) = R_{1,2}^p$$

is the $p$th power of the overlap. Note that

$$E g(\sigma^1) g(\sigma^2) = \sum_{p \geq 1} 4^{-p} x_p^2 R_{1,2}^p$$
and \( g(\sigma) \) is of a smaller (constant) order than \( H_N(\sigma) \) because of the additional factor \( 1/\sqrt{N} \). If the Hamiltonian of our model was \( \sqrt{N} g_p(\sigma) \) then in (58) we would have factors \( R_{p,\ell,\ell'}^p \) instead of \( R_{\ell,\ell'}^2 \), so including all such terms in the sum (60) will allow us to extract information about all powers of the overlaps simultaneously.

Our goal will be to show how the Hamiltonian (60) used as a perturbation will give rise to the Ghirlanda-Guerra identities in a number of models, so we now consider an arbitrary Hamiltonian \( H(\sigma) \) on \( \Sigma_N = \{-1, +1\}^N \), either random or non-random, and consider its perturbation

\[
H_{\text{pert}}(\sigma) = H(\sigma) + s g(\sigma),
\]

for some parameter \( s \geq 0 \). Later, we will let \( s = s_N \) depend on \( N \). First of all, the perturbation should be small enough not to affect the free energy

\[
\frac{1}{N} \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp H(\sigma)
\]

in the thermodynamic limit. Notice that we do not write the inverse temperature parameter \( \beta \) here, and assume that it is absorbed into the definition of the Hamiltonian \( H(\sigma) \). Using (62) and the independence of \( g(\sigma) \) and \( H(\sigma) \), it is easy to see that

\[
\frac{1}{N} \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp H(\sigma) \leq \frac{1}{N} \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp (H(\sigma) + s g(\sigma))
\]

\[
\leq \frac{1}{N} \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp H(\sigma) + \frac{s^2}{2N} \sum_{p \geq 1} 4^{-p} x_p^2.
\]

Both inequalities follow from Jensen’s inequality applied either to the sum or the expectation with respect to \( g(\sigma) \) conditionally on \( H(\sigma) \). Therefore, if we let \( s = s_N \) in (63) depend on \( N \) and

\[
\lim_{N \to \infty} \frac{s_N^2}{N} = 0
\]

then the limit of the free energy is not affected by the perturbation term \( s_N g(\sigma) \). On the other hand, if \( s = s_N \) is not too small then we can make the approach of Ghirlanda and Guerra work under some mild assumption on the concentration of the quenched free energy. Consider a function

\[
\varphi = \log Z_N = \log \sum_{\sigma \in \Sigma_N} \exp (H(\sigma) + s g(\sigma)),
\]

that will be viewed as a random function \( \varphi = \varphi((x_p)) \) of the parameters \( (x_p) \), and suppose that

\[
\sup \left\{ \mathbb{E} |\varphi - \mathbb{E} \varphi| : 0 \leq x_p \leq 3, p \geq 1 \right\} \leq v_N(s)
\]

for some function \( v_N(s) \) that describes how well \( \varphi((x_p)) \) is concentrated around its expected value uniformly over all possible choices of the param-
emeters \((x_p)\) from the interval \([0,3]\). We will make the following assumption about the model.

**Concentration Assumption.** There exists a sequence \(s = s_N\) such that
\[
(68) \quad \lim_{N \to \infty} s_N = \infty \quad \text{and} \quad \lim_{N \to \infty} \frac{v_N(s_N)}{s_N^2} = 0.
\]

**Example.** For \(H(\sigma) = \beta H_N(\sigma)\) with the SK Hamiltonian \(H_N(\sigma)\), we can use Theorem 2 with the counting measure \(G\) on \(\Sigma_N\). By (62), \(E(\beta H_N(\sigma) + s\varphi(\sigma))^2 \leq \beta^2 N + 3s^2\) if all \(0 \leq x_p \leq 3\) and Theorem 2 implies that \(E(\varphi - E\varphi)^2 \leq 8(\beta^2 N + 3s^2)\). Hence, we can take \(v_N(s) = 5(\beta^2 N + s^2)^{1/2}\) in (67) and it follows that both (65) and (68) hold if we can take \(s_N = N^\gamma\) for any \(1/4 < \gamma < 1/2\).

One can also check that this concentration assumption holds in the Edwards-Anderson model, diluted SK model and random K-sat model (see Lemma 1 in [76]), and, probably, in many other models, since there are standard techniques for proving concentration inequalities even when the disorder is not Gaussian.

Let us now formulate the main result of this section. Let
\[
(69) \quad G_N(\sigma) = \frac{\exp H_{\text{pert}}(\sigma)}{Z_N} \quad \text{where} \quad Z_N = \sum_{\sigma \in \Sigma_N} \exp H_{\text{pert}}(\sigma)
\]
be the Gibbs measure corresponding to the perturbed Hamiltonian (63) and, as usual, let \(\langle \cdot \rangle\) denote the average with respect to \(G_N^{\otimes \infty}\). For any \(n \geq 2, p \geq 1\) and any bounded function \(f\) of the overlaps \(R^n = (R_{\ell,\ell'}\)\(\ell,\ell' \leq n\) of \(n\) replicas, define
\[
(70) \quad \Delta(f, n, p) := \left| \frac{1}{n} E \langle f R_{1,n+1}^p \rangle - \frac{1}{n} E \langle f R_{1,2}^p \rangle - \frac{1}{n} \sum_{\ell, \ell' = 2}^n E \langle f R_{1,\ell}^p \rangle \right|.
\]
This is the expression that appeared in the equation (58), only now with the \(p\)th power of the overlap. The quantity (70) depends on the parameters \((x_p)_{p \geq 1}\) in the perturbation Hamiltonian (60) and we will show that the Ghirlanda-Guerra identities hold asymptotically on average over these parameters, in the following sense. If we think of \((x_p)_{p \geq 1}\) as a sequence of i.i.d. random variables with the uniform distribution on \([1,2]\) and denote by \(E_x\) the expectation with respect to such sequence then the following holds.

**Theorem 3 (The Ghirlanda-Guerra identities).** If \(s = s_N\) in (63), and (68) holds, then
\[
(71) \quad \lim_{N \to \infty} E_x \Delta(f, n, p) = 0
\]
for any \(p \geq 1, n \geq 2\) and any bounded measurable function \(f = f(R_{\ell,\ell'}\)\(\ell,\ell' \leq n\)).

The fact that these identities hold on average over \(x\) is no longer a cause for concern, because these parameters appear in the perturbation term and
not in the main Hamiltonian of our model. In particular, we can choose 
\( x^N = (x^N_p)_{p \geq 1} \) varying with \( N \) such that
\[
\lim_{N \to \infty} \Delta(f, n, p) = 0
\]
with this particular choice of parameters rather than on average. If \( G_N(\sigma) \)
is the Gibbs distribution corresponding to the perturbed Hamiltonian
\[
H_{\text{pert}}(\sigma) = H(\sigma) + s_N \sum_{p \geq 1} 2^{-p} x^N_p g_p(\sigma)
\]
with the parameters \( x^N = (x^N_p)_{p \geq 1} \) in the perturbation term, then we can
define asymptotic Gibbs distributions as before along any converging subsequence
of the distribution of the overlap array \((R_{\ell, \ell'})\) generated by a sample
from \( G_N \). Such asymptotic Gibbs distributions will satisfy the exact form of
the Ghirlanda-Guerra identities
\[
E\langle fR^p_{1,n+1} \rangle = \frac{1}{n} E\langle f \rangle E\langle R^p_{1,2} \rangle + \frac{1}{n} \sum_{\ell=2}^{n} E\langle fR^p_{1,\ell} \rangle.
\]
for any \( p \geq 1, n \geq 2 \) and any bounded measurable function \( f = f((R_{\ell, \ell'})_{\ell, \ell' \leq n}) \).
This will allow us to characterize all such limits.

In addition to the concentration inequality (67), the proof of Theorem
3 will utilize convexity. The following lemma quantifies the fact that if two
convex functions are close to each other then their derivatives are also close.

**Lemma 3.** If \( \varphi(x) \) and \( \phi(x) \) are two differentiable convex functions then,
for any \( y > 0 \),
\[
|\varphi'(x) - \phi'(x)| \leq \phi'(x + y) - \phi'(x - y) + \frac{\delta}{y},
\]
where \( \delta = |\varphi(x + y) - \phi(x + y)| + |\varphi(x - y) - \phi(x - y)| + |\varphi(x) - \phi(x)| \).

**Proof.** The convexity of \( \phi \) implies that, for any \( y > 0 \),
\[
\phi(x + y) - \phi(x) \leq y \phi'(x + y) \quad \text{and} \quad \phi'(x - y) \leq \phi'(x).
\]
Therefore,
\[
\phi(x + y) - \phi(x) \leq y \left( \phi'(x) + \phi'(x + y) - \phi'(x - y) \right).
\]
The convexity of \( \varphi \) and the definition of \( \delta \) imply
\[
y \varphi'(x) \leq \varphi(x + y) - \varphi(x) \leq \phi(x + y) - \phi(x) + \delta
\]
\[
\leq y \left( \phi'(x) + \phi'(x + y) - \phi'(x - y) \right) + \delta.
\]
Similarly, one can show that
\[
y \varphi'(x) \geq y \left( \phi'(x) - \phi'(x + y) + \phi'(x - y) \right) - \delta
\]
and combining these two inequalities finishes the proof. \( \square \)

The main step in the proof of the Ghirlanda-Guerra identities is the
following analogue of (56) for \( p \)-spin term in the perturbation Hamiltonian.
This is where we utilize convexity and concentration.
Theorem 4. For any \( p \geq 1 \), if \( s > 0 \) is such that \( s^{-2}v_N(s) \leq 4^{-p} \) then
\[
\int_1^2 \mathbb{E}(\left| g_p(\sigma) - \mathbb{E}(g_p(\sigma)) \right|) \, dx_p \leq 2 + 48\sqrt{v_N(s)}.
\]

Of course, the condition (68) will ensure that the assumption \( s^{-2}v_N(s) \leq 4^{-p} \) is satisfied for \( s = s_N \) and \( N \) large enough.

**Proof.** Given the function \( \varphi \) in (66), we define \( \phi = \mathbb{E}\varphi \). Let us fix \( p \geq 1 \) and denote \( s_p = s^{2-p} \). We will think of \( \varphi \) and \( \phi \) as functions of \( x = x_p \) only and work with one term,
\[
s^{-p}x_pg_p(\sigma) = xs_p\bar{g}_p(\sigma),
\]
in the perturbation Hamiltonian (60). First, let us observe that
\[
\varphi'(x) = s_p\langle g_p(\sigma) \rangle \quad \text{and} \quad \phi'(x) = s_p\mathbb{E}\langle g_p(\sigma) \rangle.
\]
Since the covariance \( \mathbb{E}g_p(\sigma^1)g_p(\sigma^2) = R_{1,2}^p \), the Gaussian integration by parts in Lemma 1 implies
\[
\phi'(x) = s_p\mathbb{E}\langle g_p(\sigma) \rangle = xs_p^2(1 - \mathbb{E}\langle R_{1,2}^p \rangle) \in [0, 2xs_p^2].
\]
Differentiating the derivative \( \phi'(x) \) in (77), it is easy to see that
\[
\phi''(x) = s_p^2\mathbb{E}\langle (g_p(\sigma)^2 - \langle g_p(\sigma) \rangle)^2 \rangle = s_p^2\mathbb{E}\langle (g_p(\sigma) - \langle g_p(\sigma) \rangle)^2 \rangle,
\]
and integrating this over the interval \( 1 \leq x \leq 2 \) and using (78) implies
\[
s_p^2\int_1^2 \mathbb{E}\langle (g_p(\sigma) - \langle g_p(\sigma) \rangle)^2 \rangle \, dx = \phi'(2) - \phi'(1) \leq 4s_p^2.
\]
If we cancel \( s_p^2 \) on both sides then Jensen’s inequality implies that
\[
\int_1^2 \mathbb{E}(\left| g_p(\sigma) - \mathbb{E}(g_p(\sigma)) \right|) \, dx \leq 2.
\]
To prove (76), it remains to approximate \( \langle g_p(\sigma) \rangle \) by \( \mathbb{E}\langle g_p(\sigma) \rangle \) and this is where the convexity plays its role. Since \( \varphi(x) \) and \( \phi(x) \) are convex and differentiable, we can apply the inequality (75). We will consider \( 1 \leq x \leq 2 \) and \( 0 \leq y \leq 1 \), in which case \( 0 \leq x - y, x, x + y \leq 3 \) and we can use the definition (67) to conclude that \( \delta \) in (75) satisfies \( \mathbb{E}\delta \leq 3v_N(s) \). Averaging the inequality (75),
\[
\mathbb{E}|\varphi'(x) - \phi'(x)| \leq \varphi'(x + y) - \phi'(x - y) + \frac{3v_N(s)}{y}.
\]
By (78), \( |\phi'(x)| \leq 6s_p^2 \) for all \( 0 \leq x \leq 3 \) and, by the mean value theorem,
\[
\int_1^2 (\varphi'(x + y) - \phi'(x - y)) \, dx = \phi(2 + y) - \phi(2 - y) - \phi(1 + y) + \phi(1 - y) \leq 24ys_p^2.
\]
Therefore, integrating (80) and recalling (77), we get

\(\int_{1}^{2} \mathbb{E} \left| \langle g_p(\sigma) \rangle - \mathbb{E} \langle g_p(\sigma) \rangle \right| \, dx \leq 24 \left( y s_p + \frac{v_N(s)}{y s_p} \right).\)

The minimum of the right hand side over \(y > 0\) is equal to \(48v_N(s)^{1/2}\) and is achieved at \(y = v_N(s)^{1/2}/s_p\). Throughout the argument we assumed that \(0 \leq y \leq 1\) and this is guaranteed by the condition \(s^{-2}v_N(s) \leq 4^{-p}\). Combining (81) with this optimal choice of \(y\) and (79) implies (76). \(\square\)

The proof of Theorem 3 now follows, essentially, by Gaussian integration by parts.

Proof of Theorem 3. Let us fix \(n \geq 2\) and consider a bounded function \(f = f(R^n)\) of the overlaps of \(n\) replicas. Without loss of generality, we can assume that \(|f| \leq 1\). Then,

\(\mathbb{E} \langle f g_p(\sigma^1) \rangle - \mathbb{E} \langle f \mathbb{E} \langle g_p(\sigma) \rangle \rangle \leq \mathbb{E} \langle |g_p(\sigma) - \mathbb{E} \langle g_p(\sigma) \rangle| \rangle.\)

We can think of the left hand side as a way to test the concentration of the process \((g_p(\sigma))\) on some function of the overlaps, \(f(R^n)\). Using the Gaussian integration by parts formula in Lemma 1 and recalling the factor \(s^2 - p x_p\) in front of \(g_p(\sigma)\) in (63),

\(\mathbb{E} \langle g_p(\sigma) \rangle = s^2 - p x_p \left( 1 - \mathbb{E} \langle R_{1,2}^p \rangle \right).\)

For the first term we use Lemma 2,

\(\mathbb{E} \langle f g_p(\sigma^1) \rangle = s^2 - p x_p \mathbb{E} \left( f \left( \sum_{\ell=1}^{n} R_{1,\ell}^p - n R_{1,n+1}^p \right) \right).\)

Therefore, since the self-overlap \(R_{1,1} = 1\), the left hand side of (82) equals \(s^2 - p x_p n \Delta(f, n, p)\), where \(\Delta(f, n, p)\) was defined in (70). If we now integrate the inequality (82) over \(1 \leq x_p \leq 2\) and use Theorem 4, we will get

\(s^2 - p n \int_{1}^{2} \Delta(f, n, p) \, dx_p \leq 2 + 48 \sqrt{v_N(s)},\)

if \(s^{-2}v_N(s) \leq 4^{-p}\). If we divide both sides by \(s^2 - p n\) and then average over all \((x_p)\) on the interval \([1, 2]\), by Fubini’s theorem, we get

\(\mathbb{E} x \Delta(f, n, p) \leq \frac{2^p}{n} \left( \frac{2}{s} + 48 \sqrt{v_N(s)/s} \right),\)

if \(s^{-2}v_N(s) \leq 4^{-p}\). Finally, using this bound with \(s = s_N\) that satisfies the condition (68) implies the Ghirlanda-Guerra identities in (71). \(\square\)

10. Ultrametricity

Let \(G\) be any asymptotic Gibbs distribution (or, simply a random measure) on a Hilbert space \(H\) and let us denote by \(\langle \cdot \rangle\) the average with respect
to $G^{\otimes \infty}$. As before, let $(\sigma^\ell)_{\ell \geq 1}$ be an i.i.d. sample from the measure $G$ and let

\begin{equation}
R = (R_{\ell,\ell'})_{\ell,\ell' \geq 1} = (\sigma^\ell \cdot \sigma^{\ell'})_{\ell,\ell' \geq 1}
\end{equation}

be the overlap array of the sequence $(\sigma^\ell)$. Suppose that, for any $n \geq 1$ and any bounded measurable functions $f = f((R_{\ell,\ell'})_{\ell \neq \ell' \leq n})$ and $\psi : \mathbb{R} \to \mathbb{R}$, the Ghirlanda-Guerra identities hold,

\begin{equation}
E \langle f \psi(R_{1,n+1}) \rangle = \frac{1}{n} E \langle f \rangle E \langle \psi(R_{1,2}) \rangle + \frac{1}{n} \sum_{\ell = 2}^{n} E \langle f \psi(R_{1,\ell}) \rangle.
\end{equation}

It is important to point out that i.i.d. replicas $(\sigma^\ell)$ play interchangeable roles and the index 1 in $R_{1,n+1}$ can be replaced by any index $1 \leq j \leq n$, in which case the sum on the right hand side will be over $1 \leq \ell \leq n$ such that $\ell \neq j$. Let us also emphasize that in (86) we consider functions $f$ that depend only on the off-diagonal elements $R_{\ell,\ell'}$ for $\ell \neq \ell'$ and do not depend on the self-overlaps $R_{\ell,\ell}$. In the SK model, the self-overlaps were constant by construction. An asymptotic Gibbs distribution $G$ does not automatically concentrate on a sphere in $H$, but we will prove in Theorem 6 as a consequence of the Ghirlanda-Guerra identities that, in fact, it does concentrate on a sphere.

Let us denote by $\zeta$ the distribution of the overlap $R_{1,2}$ under the measure $EG^{\otimes 2}$,

\begin{equation}
\zeta(A) = E \langle I(R_{1,2} \in A) \rangle
\end{equation}

for any measurable set $A$ on $\mathbb{R}$. In all applications, random measures $G$ will have bounded support in $H$ so, without loss of generality, we will assume that

\begin{equation}
G(\sigma : \|\sigma\| \leq 1) = 1
\end{equation}

with probability one, in which case the overlaps $R_{\ell,\ell'} \in [-1,1]$. The main goal of this section is to prove the ultrametricity of the support of $G$.

**Theorem 5.** Suppose that the Ghirlanda-Guerra identities (86) hold. Then

\begin{equation}
E \langle I(R_{1,2} \geq \min(R_{1,3}, R_{2,3})) \rangle = 1.
\end{equation}

We will begin with a couple of basic observations. Our first observation shows that the Ghirlanda-Guerra identities determine the self-overlaps $R_{\ell,\ell}$ and they are, indeed, constant.

**Theorem 6.** Suppose that the Ghirlanda-Guerra identities (86) hold. If $q^*$ is the largest point in the support of $\zeta$ then, with probability one, $G(\|\sigma\|^2 = q^*) = 1$.

Because of this observation, the diagonal elements are non-random, $R_{\ell,\ell} = q^*$, and, if we wish, we can include them in the statement of the Ghirlanda-Guerra identities. The proof of Theorem 6 will be based on one elementary calculation.
Lemma 4. Consider a measurable set $A \subseteq \mathbb{R}$. With probability one over the choice of $G$:

(a) if $\zeta(A) > 0$ then for $G$-almost all $\sigma^1$, $G(\sigma^2 : \sigma^1 \cdot \sigma^2 \in A) > 0$,

(b) if $\zeta(A) = 0$ then for $G$-almost all $\sigma^1$, $G(\sigma^2 : \sigma^1 \cdot \sigma^2 \in A) = 0$.

Proof. (a) Suppose that $a = \zeta(A^c) < 1$. First of all, using the Ghirlanda-Guerra identities (86),

$$\mathbb{E}\langle I(R_{1,\ell} \in A^c, 2 \leq \ell \leq n + 1) \rangle = \mathbb{E}\langle I(R_{1,\ell} \in A^c, 2 \leq \ell \leq n) I(R_{1,n+1} \in A^c) \rangle = \frac{n-1+a}{n} \mathbb{E}\langle I(R_{1,\ell} \in A^c, 2 \leq \ell \leq n) \rangle.$$ 

Repeating the same computation, one can show by induction on $n$ that this equals

$$\frac{(n-1+a) \cdots (1+a) a}{n!} = \frac{a(1+a)}{n} \frac{1}{2} \cdots \frac{1}{n} = \frac{a(1+a)}{n} \left(1 + \frac{a}{n-1}\right).$$

Using the inequality $1 + x \leq e^x$, it is now easy to see that

$$\mathbb{E}\langle I(R_{1,\ell} \in A^c, 2 \leq \ell \leq n + 1) \rangle \leq \frac{a(1+a)}{n} e^{a \log n} = \frac{a(1+a)}{n^{1-a}}.$$

If we rewrite the left hand side using Fubini’s theorem then, since $a < 1$, letting $n \to \infty$ implies that

$$\lim_{n \to \infty} \mathbb{E} \int G(\sigma^2 : \sigma^1 \cdot \sigma^2 \in A^c)^n dG(\sigma^1) = 0.$$

This leads to contradiction if we assume that $G(\sigma^2 : \sigma^1 \cdot \sigma^2 \in A^c) = 1$ with positive probability over the choice of $G$ and the choice of $\sigma^1$, which proves part (a). Part (b) simply follows by Fubini’s theorem.

Proof of Theorem 6. Since $q^*$ is the largest point in the support of $\zeta$,

$$\zeta((q^*, \infty)) = 0 \quad \text{and} \quad \zeta([q^*-n^{-1}, q^*]) > 0 \quad \text{for all} \quad n \geq 1.$$

Using Lemma 4, we get that with probability one, for $G$-almost all $\sigma^1$,

$$(90) \quad G(\sigma^2 : \sigma^1 \cdot \sigma^2 \leq q^*) = 1$$

and, for all $n \geq 1$,

$$(91) \quad G(\sigma^2 : \sigma^1 \cdot \sigma^2 \geq q^* - n^{-1}) > 0.$$ 

The equality in (90) implies that $G(\|\sigma\|^2 \leq q^*) = 1$. Otherwise, there exists $\sigma \in H$ with $\|\sigma\|^2 > q^*$ such that $G(B_\varepsilon(\sigma)) > 0$ for any $\varepsilon > 0$, where $B_\varepsilon(\sigma)$ is the ball of radius $\varepsilon$ centered at $\sigma$. Taking $\varepsilon > 0$ small enough, so that $\sigma^1 \cdot \sigma^2 > q^*$ for all $\sigma^1, \sigma^2 \in B_\varepsilon(\sigma)$ contradicts (90).

Next, let us show that $G(\|\sigma\|^2 < q^*) = 0$. Otherwise, $G(\|\sigma\|^2 < q^* - \varepsilon) > 0$ for some small enough $\varepsilon > 0$, while for all $\sigma^1 \in \{\|\sigma\|^2 < q^* - \varepsilon\}$ and $\sigma^2 \in \{\|\sigma\|^2 \leq q^*\}$ we have

$$\sigma^1 \cdot \sigma^2 < \sqrt{q^*(q^* - \varepsilon)} < q^* - n^{-1}$$

for some large enough $n \geq 1$. Since we already proved that $G(\|\sigma\|^2 \leq q^*) = 1$, this contradicts the fact that (91) holds for all $n \geq 1$. \qed
Our second observation shows that the Ghirlanda-Guerra identities imply that the overlap can take only non-negative values, which is known as the Talagrand positivity principle.

**Theorem 7.** Suppose that the Ghirlanda-Guerra identities (86) hold. Then the overlap is non-negative, \( \zeta([(0,\infty)]) = 1 \).

**Proof.** Given a set \( A \), consider the event \( A_n = \{ R_{\ell,\ell'} \in A : \ell \neq \ell' \leq n \} \) and notice that

\[
I_{n+1} = I_n \prod_{\ell \leq n} (1 - I(R_{\ell,n+1} \notin A)) \geq I_n - \sum_{\ell \leq n} I_n I(R_{\ell,n+1} \notin A).
\]

For each \( \ell \leq n \), the Ghirlanda-Guerra identities (86) imply that

\[
\mathbb{E}\langle I_n I(R_{\ell,n+1} \notin A) \rangle = \frac{\zeta(A^c)}{n} \mathbb{E}\langle I_n \rangle,
\]

and together with (92) this gives

\[
\mathbb{E}\langle I_{n+1} \rangle \geq \mathbb{E}\langle I_n \rangle - \zeta(A^c)\mathbb{E}\langle I_n \rangle = \zeta(A)\mathbb{E}\langle I_n \rangle \geq \zeta(A)^n,
\]

by induction on \( n \). Therefore, if \( \zeta(A) > 0 \), for any \( n \geq 1 \), with positive probability over the choice of \( G \), one can find \( n \) points \( \sigma^1, \ldots, \sigma^n \) in the support of \( G \) such that their overlaps \( R_{\ell,\ell'} \in A \). If \( A = (-\infty, -\varepsilon] \) for some \( \varepsilon > 0 \), this would imply that

\[
0 \leq \left\| \sum_{\ell \leq n} \sigma^\ell \right\|^2 = \sum_{\ell,\ell' \leq n} R_{\ell,\ell'} \leq nq^* - n(n - 1)\varepsilon < 0
\]

for large \( n \), and we can conclude that \( \zeta((-\infty, -\varepsilon]) = 0 \) for all \( \varepsilon > 0 \). \( \Box \)

The main idea of the proof of ultrametricity is that, due to the Ghirlanda-Guerra identities, the distribution of the overlaps \( (R_{\ell,\ell'}) \) is invariant under a large family of changes of density and, as we will show, this invariance property contains a lot of information about the geometric structure of the measure \( G \). The invariance property can be stated as follows. Given \( n \geq 1 \), we consider \( n \) bounded measurable functions \( f_1, \ldots, f_n : \mathbb{R} \to \mathbb{R} \) and let

\[
F(\sigma, \sigma^1, \ldots, \sigma^n) = f_1(\sigma \cdot \sigma^1) + \ldots + f_n(\sigma \cdot \sigma^n).
\]

For \( 1 \leq \ell \leq n \), we define

\[
F_\ell(\sigma, \sigma^1, \ldots, \sigma^n) = F(\sigma, \sigma^1, \ldots, \sigma^n) - f_\ell(\sigma \cdot \sigma^\ell) + \mathbb{E}\langle f_\ell(R_{1,2}) \rangle,
\]

and, for \( \ell \geq n + 1 \), we define

\[
F_\ell(\sigma, \sigma^1, \ldots, \sigma^n) = F(\sigma, \sigma^1, \ldots, \sigma^n).
\]

The definition (95) for \( \ell \geq n + 1 \) will not be used in the statement, but will appear in the proof of the following invariance property.

**Theorem 8.** Suppose that the Ghirlanda-Guerra identities (86) hold and let \( \Phi \) be a bounded measurable function of \( R^n = (R_{\ell,\ell'})_{\ell,\ell' \leq n} \). Then,

\[
\mathbb{E}\langle \Phi \rangle = \mathbb{E}\left\langle \frac{\Phi \exp \sum_{\ell=1}^n F_\ell(\sigma, \sigma^1, \ldots, \sigma^n)}{\langle \exp F(\sigma, \sigma^1, \ldots, \sigma^n) \rangle^n} \right\rangle,
\]
where the average $\langle \cdot \rangle_-$ with respect to $G$ in the denominator is in $\sigma$ only for fixed $\sigma^1, \ldots, \sigma^n$, and the outside average $\langle \cdot \rangle$ of the ratio is in $\sigma^1, \ldots, \sigma^n$.

**Proof.** Without loss of generality, let us assume that $|\Phi| \leq 1$ and suppose that $|F_\ell| \leq L$ for all $\ell \leq n$ for some large enough $L$. For $t \geq 0$, let us define

$$\varphi(t) = \mathbb{E}\left( \frac{\Phi \exp \sum_{\ell=1}^{n} tF_\ell(\sigma^\ell, \sigma^1, \ldots, \sigma^n)}{\langle \exp tF(\sigma, \sigma^1, \ldots, \sigma^n) \rangle_-^n} \right).$$

We will show that the Ghirlanda-Guerra identities (86) imply that the function $\varphi(t)$ is constant for all $t \geq 0$, proving the statement of the theorem, $\varphi(0) = \varphi(1)$. For $k \geq 1$, let us denote

$$D_{n+k} = \sum_{\ell=1}^{n+k-1} F_\ell(\sigma^\ell, \sigma^1, \ldots, \sigma^n) - (n + k - 1)F_{n+k}(\sigma^{n+k}, \sigma^1, \ldots, \sigma^n).$$

Recalling (95) and using that the average $\langle \cdot \rangle_-$ is in $\sigma$ only, one can check by induction on $k$, that

$$\varphi^{(k)}(t) = \mathbb{E}\left( \frac{\Phi D_{n+1} \cdots D_{n+k} \exp \sum_{\ell=1}^{n+k} tF_\ell(\sigma^\ell, \sigma^1, \ldots, \sigma^n)}{\langle \exp tF(\sigma, \sigma^1, \ldots, \sigma^n) \rangle_-^{n+k}} \right).$$

Next, we will show that $\varphi^{(k)}(0) = 0$. If we introduce the notation

$$\Phi' = \Phi D_{n+1} \cdots D_{n+k-1},$$

then $\Phi'$ is a function of the overlaps $(R_{\ell,\ell'})_{\ell,\ell' \leq n+k-1}$ and $\varphi^{(k)}(0)$ equals

$$\mathbb{E}\left( \Phi' \left( \sum_{\ell=1}^{n+k-1} F_\ell(\sigma^\ell, \sigma^1, \ldots, \sigma^n) - (n + k - 1)F_{n+k}(\sigma^{n+k}, \sigma^1, \ldots, \sigma^n) \right) \right)$$

$$= \sum_{j=1}^{n} \mathbb{E}\left( \Phi' \left( \sum_{\ell \neq j} f_j(R_{j,\ell}) + \mathbb{E}(f_j(R_{1,2})) - (n + k - 1)f_j(R_{j,n+k}) \right) \right) = 0,$$

by the Ghirlanda-Guerra identities (86) applied to each term $j$. Furthermore, since $|\Phi| \leq 1$, $|F_\ell| \leq Ln$ and $|D_{n+k}| \leq 2L(n + k - 1)n$, we can bound

$$|\varphi^{(k)}(t)| \leq \left( \prod_{\ell=1}^{k} 2L(n + \ell - 1)n \right) \mathbb{E}\left( \frac{\exp \sum_{\ell=1}^{n+k} tF_\ell(\sigma^\ell, \sigma^1, \ldots, \sigma^n)}{\langle \exp tF(\sigma, \sigma^1, \ldots, \sigma^n) \rangle_-^{n+k}} \right)$$

$$= \left( \prod_{\ell=1}^{k} 2L(n + \ell - 1)n \right) \mathbb{E}\left( \frac{\exp \sum_{\ell=1}^{n} tF_\ell(\sigma^\ell, \sigma^1, \ldots, \sigma^n)}{\langle \exp tF(\sigma, \sigma^1, \ldots, \sigma^n) \rangle_-^{n}} \right),$$

where the equality follows from the fact that the denominator depends only on the first $n$ coordinates and, recalling (95), the average of the numerator in $\sigma^\ell$ for each $n < \ell \leq n + k$ will cancel exactly one factor in the denominator. Moreover, if we consider an arbitrary $T > 0$, using that $|F_\ell| \leq Ln$, the last ratio can be bounded by $\exp(2LT^2n^2)$ for $0 \leq t \leq T$ and, therefore,
\[ \max_{0 \leq t \leq T} |\varphi^{(k)}(t)| \leq \exp(2LTn^2) \frac{(n+k-1)!}{(n-1)!} (2Ln)^k. \]

Since we proved above that \( \varphi^{(k)}(0) = 0 \) for all \( k \geq 1 \), using Taylor’s expansion, we can write

\[ |\varphi(t) - \varphi(0)| \leq \max_{0 \leq s \leq t} \frac{|\varphi^{(k)}(s)|}{k!} (t-s)^k \leq \exp(2LTn^2) \frac{(n+k-1)!}{k!(n-1)!} (2Ln(t-s))^k. \]

Letting \( k \to \infty \) proves that \( \varphi(t) = \varphi(0) \) for \( 0 \leq t < (2Ln)^{-1} \). This implies that for any \( t_0 < (2Ln)^{-1} \) we have \( \varphi^{(k)}(t_0) = 0 \) for all \( k \geq 1 \) and, again, by Taylor’s expansion for \( t_0 \leq t \leq T \),

\[ |\varphi(t) - \varphi(t_0)| \leq \max_{t_0 \leq s \leq t} \frac{|\varphi^{(k)}(s)|}{k!} (t-t_0)^k \leq \exp(2LTn^2) \frac{(n+k-1)!}{k!(n-1)!} (2Ln(t-t_0))^k. \]

Letting \( k \to \infty \) proves that \( \varphi(t) = \varphi(0) \) for \( 0 \leq t < 2(2Ln)^{-1} \). We can proceed in the same fashion to prove this equality for all \( t < T \) and note that \( T \) was arbitrary.

A special feature of the invariance property (96) is that it contains some very useful information not only about the overlaps but also about the Gibbs distribution of the neighborhoods of the replicas \( \sigma^1, \ldots, \sigma^n \). Let us give one simple example.

**Example.** Recall that the measure \( G \) is concentrated on the sphere \( \|h\| = \sqrt{q^*} \) and, for \( q = q^* - \varepsilon \), let \( f_1(x) = tI(x \geq q) \) and \( f_2 = \ldots = f_n = 0 \). Then

\[ F(\sigma, \sigma^1, \ldots, \sigma^n) = tI(\sigma \cdot \sigma^1 \geq q) \]

is a scaled indicator of a small neighborhood of \( \sigma^1 \) on the sphere \( \|h\| = \sqrt{q^*} \). If we denote by \( W_1 = G(\sigma : \sigma \cdot \sigma^1 \geq q) \) the Gibbs weight of this neighborhood then the average in the denominator in (96) is equal to

\[ \langle \exp F(\sigma, \sigma^1, \ldots, \sigma^n) \rangle_- = W_1 e^t + 1 - W_1. \]

Suppose now that the function \( \Phi = I_A \) is an indicator of the event

\[ A = \{ (\sigma^1, \ldots, \sigma^n) : \sigma^1 \cdot \sigma^\ell < q \text{ for } 2 \leq \ell \leq n \} \]

that the replicas \( \sigma^2, \ldots, \sigma^n \) are outside of this neighborhood of \( \sigma^1 \). Then, it is easy to see that

\[ \sum_{\ell=1}^n F_\ell(\sigma^\ell, \sigma^1, \ldots, \sigma^n) = t \mathbb{E} \langle I(R_{1,2} \geq q) \rangle =: t\gamma \]

and the equation (96) becomes

\[ \mathbb{E} \langle I_A \rangle = \mathbb{E} \left( I_A \frac{e^{t\gamma}}{(W_1 e^t + 1 - W_1)^n} \right). \]
which may be viewed as a constraint on the weight \( W_1 \) and the event \( A \), since this holds for all \( t \). This is just one artificial example, but the idea can be pushed much further. \( \square \)

Let us write down a formal generalization of Theorem 8 on which the proof of ultrametricity will be based. Consider a finite index set \( \mathcal{A} \). Given \( n \geq 1 \) and \( \sigma^1, \ldots, \sigma^n \in H \), let \( (B_\alpha)_{\alpha \in \mathcal{A}} \) be some partition of the Hilbert space \( H \) such that, for each \( \alpha \in \mathcal{A} \), the indicator \( I_{B_\alpha}(\sigma) = I(\sigma \in B_\alpha) \) is a measurable function of \( R^n = (R_{\ell, \ell'})_{\ell, \ell' \leq n} \) and \( (\sigma \cdot \sigma')_{\ell \leq n} \). In other words, the sets in the partition are expressed in terms of some conditions on the scalar products between \( \sigma, \sigma^1, \ldots, \sigma^n \). Let

\[
W_\alpha = W_\alpha(\sigma^1, \ldots, \sigma^n) = G(B_\alpha)
\]

be the weights of the sets in this partition with respect to the measure \( G \). Let us define a map \( T \) by

\[
W = (W_\alpha)_{\alpha \in \mathcal{A}} \rightarrow T(W) = \left( \frac{\left( I_{B_\alpha}(\sigma) \exp F(\sigma, \sigma^1, \ldots, \sigma^n) \right)_-}{\exp F(\sigma, \sigma^1, \ldots, \sigma^n)_-} \right)_{\alpha \in \mathcal{A}}.
\]

Then the following holds.

**Theorem 9.** Suppose that the Ghirlanda-Guerra identities (86) hold. Then, for any bounded measurable function \( \varphi : \mathbb{R}^{n \times n} \times \mathbb{R}^{|\mathcal{A}|} \rightarrow \mathbb{R} \),

\[
\mathbb{E} \langle \varphi(R^n, W) \rangle = \mathbb{E} \left\langle \frac{\varphi(R^n, T(W)) \exp \sum_{\ell=1}^n F_\ell(\sigma^1, \sigma^2, \ldots, \sigma^n)}{\exp F(\sigma, \sigma^1, \ldots, \sigma^n)_-} \right\rangle.
\]

**Proof.** Let \( n_\alpha \geq 0 \) be some integers for \( \alpha \in \mathcal{A} \) and let \( m = n + \sum_{\alpha \in \mathcal{A}} n_\alpha \). Let \( (S_\alpha)_{\alpha \in \mathcal{A}} \) be any partition of \( \{n + 1, \ldots, m\} \) such that the cardinalities \( |S_\alpha| = n_\alpha \). Consider a continuous function \( \Phi = \Phi(R^n) \) of the overlaps of \( n \) replicas and let

\[
\Phi' = \Phi(R^n) \prod_{\alpha \in \mathcal{A}} \varphi_\alpha, \text{ where } \varphi_\alpha = I(\sigma^\ell \in B_\alpha, \forall \ell \in S_\alpha).
\]

We will apply Theorem 8 to the function \( \Phi' \), but since it now depends on \( m \) coordinates, we have to choose \( m \) bounded measurable functions \( f_1, \ldots, f_m \) in the definition (93). We will choose the first \( n \) functions to be arbitrary and we let \( f_{n+1} = \ldots = f_m = 0 \). First of all, integrating out the coordinates \( (\sigma^\ell)_{\ell > n} \), the left hand side of (96) can be written as

\[
\mathbb{E} \langle \Phi' \rangle = \mathbb{E} \left\langle \Phi(R^n) \prod_{\alpha \in \mathcal{A}} \varphi_\alpha \right\rangle = \mathbb{E} \left\langle \Phi(R^n) \prod_{\alpha \in \mathcal{A}} W_{\alpha}^{n_\alpha}(\sigma^1, \ldots, \sigma^n) \right\rangle,
\]

where \( W_{\alpha}'s \) were defined in (99). Let us now compute the right hand side of (96). Since \( f_{n+1} = \ldots = f_m = 0 \), the coordinates \( \sigma^{n+1}, \ldots, \sigma^m \) are not present in all the functions defined in (93)–(95) and we will continue to write them as functions of \( \sigma, \sigma^1, \ldots, \sigma^n \) only. Then, it is easy to see that the denominator on the right hand side of (96) is equal to \( \exp F(\sigma, \sigma^1, \ldots, \sigma^n)_-^m \) and the sum in the numerator equals
This means that the leaves to each other, since on the tree from all the other points and, moreover, they are not too close always find another index always 'duplicating a point' can hold only if the support of implies ultrametricity. Our strategy will be to prove this duplication property and show that it is ultrametric.

The general case then follows by approximation. First, we can approximate a continuous function \( \varphi \) on \([0,1]\) by polynomials to obtain (101) for products \( \Phi(R^n) \varphi(W) \). This, of course, implies the result for continuous functions \( \varphi(R^n,W) \) and then for arbitrary bounded measurable functions.

**Duplication property.** To motivate the rest of the proof, let us recall that the physicist’s picture predicts much more than ultrametricity. When we described the clustering process depicted in Figure 2, we mentioned that the tree is infinitary, meaning that each \( q_p \)-cluster contains infinitely many \( q_{p+1} \)-subclusters. This implies the following duplication property. Consider \( n \) pure states indexed by the leaves \( \alpha_1, \ldots, \alpha_n \in \mathbb{N}^r \) in Figure 2, and pick one point \( \sigma^\ell \in H_{H_n} \) inside each state. Their overlaps can be written as \( \sigma^\ell \cdot \sigma^{\ell'} = q_{\alpha^\ell \cdot \alpha^{\ell'}} \), where \( \alpha^\ell \cdot \alpha^{\ell'} \) was defined in (34). Suppose that \( \alpha_1 \cdot \alpha_n \) takes the largest value among \( \alpha_i \cdot \alpha_j \). Since the tree is infinitary, we can always find another index \( \alpha_n+1 \in \mathbb{N}^r \) such that

\[
\alpha_n \cdot \alpha_n+1 = \alpha_1 \cdot \alpha_n \quad \text{and} \quad \alpha_\ell \cdot \alpha_n+1 = \alpha_\ell \cdot \alpha_n \quad \text{for} \quad \ell = 1, \ldots, n-1.
\]

This means that the leaves \( \alpha_n+1 \) and \( \alpha_n \) are at exactly the same distance on the tree from all the other points and, moreover, they are not too close to each other, since \( \alpha_n+1 \) is at the same distance from \( \alpha_n \) as the closest of the other leaves, in this case, \( \alpha_1 \). One can think of the pure state \( H_{\alpha_n+1} \) as a duplicate of \( H_{\alpha_n} \) and, in some sense, it is a non-trivial duplicate, since they are not too close to each other. Alternatively, if we pick a point \( \sigma_{n+1} \in H_{\alpha_n+1} \), we can call it a duplicate of \( \sigma_n \). It turns out that this possibility of always ‘duplicating a point’ can hold only if the support of \( G \) is ultrametric.

Our strategy will be to prove this duplication property and show that it implies ultrametricity.

Let us recall that, by Theorem 6, the measure \( G \) is concentrated on the sphere \( \|\sigma\|^2 = q^* \) and from now on all \( \sigma \)'s will be on this sphere. Because of this, whenever we write that the scalar product \( \sigma_1 \cdot \sigma_2 \geq q \) is larger than...
some number, this means that the points $\sigma^1, \sigma^2$ are within some distance from each other and, vice versa, if we write that the scalar product $\sigma^1 \cdot \sigma^2 \leq q$ is smaller than some number, this means that the points $\sigma^1, \sigma^2$ are separated by a certain distance (this relationship will be very helpful in visualizing the geometric picture since everything will be written in terms of scalar products). Consider a symmetric non-negative definite matrix
\begin{equation}
A = (a_{\ell, \ell'})_{\ell, \ell' \leq n}
\end{equation}
such that $a_{\ell, \ell} = q^*$ for $\ell \leq n$. Given $\varepsilon > 0$, we will write $x \approx a$ to denote that $a - \varepsilon < x < a + \varepsilon$ and $R^n \approx A$ to denote that $R_{\ell, \ell'} \approx a_{\ell, \ell'}$ for all $\ell \neq \ell' \leq n$ and, for simplicity of notation, we will keep the dependence of $\approx$ on $\varepsilon$ implicit. Below, the matrix $A$ will be used to describe a set of constraints such that the overlaps in $R^n$ can take values close to $A$,
\begin{equation}
E\langle I(R^n \approx A) \rangle > 0,
\end{equation}
for a given $\varepsilon > 0$. Let us consider the quantity
\begin{equation}
\alpha_n^* = \max(a_{1, n}, \ldots, a_{n-1, n}),
\end{equation}
which describes the constraint on the overlap corresponding to the closest replica among $\sigma^1, \ldots, \sigma^{n-1}$ to the last replica $\sigma^n$. We will only consider the case when $\alpha_n^* < q^*$, because, otherwise, the closest replica essentially coincides with $\sigma^n$. The following is the duplication property described above and also depicted in Figure 4.
Theorem 10. Suppose that the Ghirlanda-Guerra identities (86) hold. Given \( \varepsilon > 0 \), if the matrix \( A \) satisfies (104) and \( a^*_n + \varepsilon < q^* \) then

\[
\mathbb{E}\left\langle I\left( R^n \approx A, R_{\ell,n+1} \approx a_{\ell,n} \text{ for } \ell \leq n-1, R_{n,n+1} < a^*_n + \varepsilon \right) \right\rangle > 0.
\]

This result will be used in the following way. Suppose that \( a^*_n < q^* \) and the matrix \( A \) is in the support of the distribution of \( R_n \) under \( \mathbb{E}G^{\otimes \infty} \), which means that (104) holds for all \( \varepsilon > 0 \). Since \( a^*_n + \varepsilon < q^* \) for small \( \varepsilon > 0 \), (106) holds for all \( \varepsilon > 0 \). Therefore, the support of the distribution of \( R_{n+1} \) under \( \mathbb{E}G^{\otimes \infty} \) intersects the event in (106) for every \( \varepsilon > 0 \) and, hence, it contains a point in the set

\[
\{ R_{n+1} = A, R_{\ell,n+1} = a_{\ell,n} \text{ for } \ell \leq n-1, R_{n,n+1} < a^*_n + \varepsilon \},
\]

since the support is compact.

Before we prove the duplication property, let us show that it implies ultrametricity.

Proof of Theorem 5. The proof is by contradiction. Suppose that (89) is violated, in which case there exist \( a < b \leq c < q^* \) such that the matrix

\[
\begin{pmatrix}
q^* & a & b \\
a & q^* & c \\
b & c & q^*
\end{pmatrix}
\]

is in the support of the distribution of \( R^3 \) under \( \mathbb{E}G^{\otimes \infty} \), so it satisfies (104) for every \( \varepsilon > 0 \).

In this case, Theorem 10 implies the following. Given any \( n_1, n_2, n_3 \geq 1 \) and \( n = n_1 + n_2 + n_3 \), we can find a matrix \( A \) in the support of the distribution of \( R^n \) under \( \mathbb{E}G^{\otimes \infty} \) such that for some partition of indices \( \{1, \ldots, n\} = I_1 \cup I_2 \cup I_3 \) with \( |I_j| = n_j \) we have \( j \in I_j \) for \( j \leq 3 \) and

(a): \( a_{\ell,\ell'} \leq c \) for all \( \ell \neq \ell' \leq n \),

(b): \( a_{\ell,\ell'} = a \) if \( \ell \in I_1, \ell' \in I_2 \), \( a_{\ell,\ell'} = b \) if \( \ell \in I_1, \ell' \in I_3 \) and \( a_{\ell,\ell'} = c \) if \( \ell \in I_2, \ell' \in I_3 \).

This can be proved by induction on \( n_1, n_2, n_3 \). First of all, by the choice of the matrix (108), this holds for \( n_1 = n_2 = n_3 = 1 \). Assuming that the claim holds for some \( n_1, n_2 \) and \( n_3 \) with the matrix \( A \), let us show how one can increase any of the \( n_j \)'s by one. For example, let us assume for simplicity of notation that \( n \in I_3 \) and show that the claim holds with \( n_3 + 1 \). Since \( a^*_n \leq c < q^* \), we can use the remark below Theorem 10 to find a matrix \( A' \) in the support of the distribution of \( R^{n+1} \) under \( \mathbb{E}G^{\otimes \infty} \) that belongs to the set (107). Hence,

\[
a'_{\ell,\ell'} \leq c \text{ for all } \ell \neq \ell' \leq n+1 \text{ and } a'_{\ell,n+1} = a_{\ell,n} \text{ for } \ell \leq n-1,
\]

so, in particular,

\[
a'_{\ell,n+1} = b \text{ for } \ell \in I_1 \text{ and } a'_{\ell,n+1} = c \text{ for } \ell \in I_2,
\]
which means that \( A' \) satisfies the conditions (a), (b) with \( I_3 \cup \{ n + 1 \} \). In a similar fashion, one can increase the cardinality of \( I_1 \) and \( I_2 \) which completes the induction.

Now, let \( n_1 = n_2 = n_3 = m \), find the matrix \( A \) as above and find \( \sigma^1, \ldots, \sigma^n \) on the sphere of radius \( \sqrt{q^*} \) such that \( R_{\ell, \ell'} = \sigma^\ell \cdot \sigma^{\ell'} = a_{\ell, \ell'} \) for all \( \ell, \ell' \leq n \). Let \( \bar{\sigma}^j \) be the barycenter of the set \( \{ \sigma^\ell : \ell \in I_j \} \). The condition (a) implies that

\[
\| \bar{\sigma}^j \|^2 = \frac{1}{m^2} \sum_{\ell \in I_j} \| \sigma^\ell \|^2 + \frac{1}{m^2} \sum_{\ell \neq \ell' \in I_j} R_{\ell, \ell'} \leq \frac{m q^* + m(m - 1)c}{m^2},
\]

and the condition (b) implies that

\[
(109) \quad \bar{\sigma}^1 \cdot \bar{\sigma}^2 = a, \quad \bar{\sigma}^1 \cdot \bar{\sigma}^3 = b \quad \text{and} \quad \bar{\sigma}^2 \cdot \bar{\sigma}^3 = c.
\]

Therefore, we can write

\[
\| \bar{\sigma}^2 - \bar{\sigma}^3 \|^2 = \| \bar{\sigma}^2 \|^2 + \| \bar{\sigma}^3 \|^2 - 2 \bar{\sigma}^2 \cdot \bar{\sigma}^3 \leq \frac{2(q^* - c)}{m}
\]

and \( 0 < b - a = \bar{\sigma}^1 \cdot \bar{\sigma}^3 - \bar{\sigma}^1 \cdot \bar{\sigma}^2 \leq K m^{-1/2} \). We arrive at contradiction by letting \( m \to \infty \), which finishes the proof. \( \square \)

It remains to prove the duplication property in Theorem 10. As we mentioned above, the proof will be based on the invariance property in the form of Theorem 9.

**Proof of Theorem 10.** We will prove (106) by contradiction, so suppose that the left hand side is equal to zero. We will apply Theorem 9 with \( \mathcal{A} = \{ 1, 2 \} \) and the partition

\[
B_1 = \{ \sigma : \sigma \cdot \sigma^n \geq a^*_n + \varepsilon \}, \quad B_2 = B^c_1.
\]

Since we assume that \( a^*_n + \varepsilon < q^* \), the set \( B_1 \) contains a small neighborhood of \( \sigma^n \) on the sphere of radius \( \sqrt{q^*} \) and, on the event \( \{ R^n \approx A \} \), its complement \( B_2 \) contains small neighborhoods of \( \sigma^1, \ldots, \sigma^{n-1} \), since \( R_{\ell,n} < a_{\ell,n} + \varepsilon \leq a^*_n + \varepsilon \). Therefore, for \( \sigma^1, \ldots, \sigma^n \) in the support of \( G \), on the event \( \{ R^n \approx A \} \), the weights

\[
W_1 = G(B_1) \quad \text{and} \quad W_2 = G(B_2) = 1 - W_1
\]

are strictly positive. Then, (104) implies that we can find \( 0 < p < p' < 1 \) and small \( \delta > 0 \) such that

\[
(110) \quad \mathbb{E} \left( I(R^n \approx A, W_1 \in (p, p')) \right) \geq \delta.
\]

Let us apply Theorem 9 with the above partition, the choice of

\[
\varphi(R^n, W) = I(R^n \approx A, W_1 \in (p, p')),
\]

and the choice of functions \( f_1 = \ldots = f_{n-1} = 0 \) and \( f_n(x) = t I(x \geq a^*_n + \varepsilon) \) for \( t \in \mathbb{R} \). The sum in the numerator on the right hand side of (101) will become
\[
\sum_{\ell=1}^{n} F_{\ell}(\sigma^{\ell}, \sigma^{1}, \ldots, \sigma^{n}) = \sum_{\ell=1}^{n-1} t I(R_{\ell,n} \geq a_{n}^{*} + \varepsilon) + t \mathbb{E}\langle I(R_{1,2} \geq a_{n}^{*} + \varepsilon) \rangle
\]
\[
= t \mathbb{E}\langle I(R_{1,2} \geq a_{n}^{*} + \varepsilon) \rangle =: t \gamma,
\]

since, again, on the event \(\{R^{n} \approx A\}\), the overlaps \(R_{\ell,n} < a_{\ell,n} + \varepsilon \leq a_{n}^{*} + \varepsilon\) for all \(\ell \leq n-1\), and the denominator will become
\[
\langle \exp F(\sigma^{1}, \ldots, \sigma^{n}) \rangle_{-} = \langle \exp t I(\sigma \cdot \sigma^{n} \geq a_{n}^{*} + \varepsilon) \rangle_{-}
\]
\[
= G(B_{1})e^{t} + G(B_{2}) = W_{1}e^{t} + 1 - W_{1}.
\]

If we denote \(W = (W_{1}, W_{2})\) and \(\Delta_{t}(W) = W_{1}e^{t} + 1 - W_{1}\) then the map \(T(W)\) in (100) becomes
\[
T_{t}(W) = \left(\frac{W_{1}e^{t}}{\Delta_{t}(W)}, \frac{1 - W_{1}}{\Delta_{t}(W)}\right).
\]

Since \(\Delta_{t}(W) \geq 1\) for \(t \geq 0\), the equations (101) and (110) imply
\[
\delta \leq \mathbb{E}\left\langle \frac{I(R^{n} \approx A, (T_{t}(W))_{1} \in (p, p'))e^{t\gamma}}{\Delta_{t}(W)^{n}} \right\rangle
\]
\[
\leq \mathbb{E}\left\langle I(R^{n} \approx A, (T_{t}(W))_{1} \in (p, p'))e^{t\gamma} \right\rangle.
\]

In the average \(\langle \cdot \rangle\) on the right hand side let us fix \(\sigma^{1}, \ldots, \sigma^{n-1}\) and consider the average with respect to \(\sigma^{n}\) first. Clearly, on the event \(\{R^{n} \approx A\}\) such average will be taken over the set
\[
\Omega(\sigma^{1}, \ldots, \sigma^{n-1}) = \{\sigma : \sigma \cdot \sigma^{\ell} \approx a_{\ell,n} \text{ for } \ell \leq n-1\}.
\]

Let us make the following crucial observation about the diameter of this set on the support of \(G\). Suppose that with positive probability over the choice of the measure \(G\) and replicas \(\sigma^{1}, \ldots, \sigma^{n-1}\) from \(G\) satisfying the constraints in \(A\), i.e. \(R_{\ell,\ell'} \approx a_{\ell,\ell'}\) for \(\ell, \ell' \leq n-1\), we can find two points \(\sigma'\) and \(\sigma''\) in the support of \(G\) that belong to the set \(\Omega(\sigma^{1}, \ldots, \sigma^{n-1})\) and such that \(\sigma' \cdot \sigma'' < a_{n}^{*} + \varepsilon\). In other words, the matrix of overlaps of \(\sigma^{1}, \ldots, \sigma^{n-1}\), \(\sigma'\) is approximately \(A\), and \(\sigma''\) is a candidate for a duplicate of \(\sigma'\), as in Figure 5. This would then imply
\[
\mathbb{E}\left\langle I(R^{n} \approx A, R_{\ell,n+1} \approx a_{\ell,n} \text{ for } \ell \leq n-1, R_{n,n+1} < a_{n}^{*} + \varepsilon) \right\rangle > 0,
\]

because for \((\sigma^{n}, \sigma^{n+1})\) in a small neighborhood of \((\sigma', \sigma'')\) the vector \((\sigma^{1}, \ldots, \sigma^{n}, \sigma^{n+1})\) would belong to the event on the left hand side,
\[
\{R^{n} \approx A, R_{\ell,n+1} \approx a_{\ell,n} \text{ for } \ell \leq n-1, R_{n,n+1} < a_{n}^{*} + \varepsilon\}.
\]

Since we assumed that the left hand side of (116) is equal to zero, we must have that, for almost all choices of the measure \(G\) and replicas \(\sigma^{1}, \ldots, \sigma^{n-1}\) satisfying the constraints in \(A\), any two points \(\sigma', \sigma''\) in the support of \(G\) that belong to the set \(\Omega(\sigma^{1}, \ldots, \sigma^{n-1})\) satisfy \(\sigma' \cdot \sigma'' \geq a_{n}^{*} + \varepsilon\). In other words, given a point \(\sigma'\) in Figure 5, we can not find the white point \(\sigma''\) in the support of \(G\) such that \(\sigma' \cdot \sigma'' < a_{n}^{*} + \varepsilon\).
Let us also recall that in (114) we are averaging over \(\sigma^n\) that satisfy the condition \((T_t(W))_1 \in (p, p')\). This means that if we fix any such \(\sigma'\) in the support of \(G\) that satisfies this condition and belongs to the set (115) then the Gibbs average in \(\sigma^n\) will be taken over its neighborhood \(B_1 = B_1(\sigma') = \{\sigma'' : \sigma' \cdot \sigma'' \geq a_n^* + \epsilon\}\) of measure \(W_1 = W_1(\sigma') = G(B_1(\sigma'))\) that satisfies \((T_t(W))_1 \in (p, p')\). It is easy to check that the inverse of the map in (113) is \(T_{-t}^{-1} = T_{-t}\) and, using this for \((T_t(W))_1 \in (p, p')\), implies that

\[
W_1(\sigma') \in \left\{ \frac{qe^{-t}}{qe^{-t} + 1 - q} : q \in (p, p') \right\}
\]

and, therefore, \(W_1(\sigma') \leq (1 - p')^{-1}e^{-t}\). This means that the average on the right hand side of (114) over \(\sigma^n\) for fixed \(\sigma^1, \ldots, \sigma^{n-1}\) is bounded by \((1 - p')^{-1}e^{-t}e^{t\gamma}\) and, thus, for \(t \geq 0\),

\[0 < \delta \leq \mathbb{E}\left(I(R^n \approx A, (T_t(W))_1 \in (p, p'))e^{t\gamma}\right) \leq (1 - p')^{-1}e^{-t(1 - \gamma)}.\]

Since the constraint matrix \(A\) satisfies (104), \(1 - \gamma = \mathbb{E}(I(R_{1,2} < a_n^* + \epsilon)) > 0\), and letting \(t \to +\infty\) we arrive at contradiction. \(\square\)

11. Reconstructing the limit

We mentioned above that the Ghirlanda-Guerra identities and ultrametricity together determine the distribution of the overlap array \(R = (R_{\ell, \ell'})_{\ell, \ell' \geq 1}\) uniquely in terms of the functional order parameter \(\zeta\) and explained the case of three overlaps in Figure 3. Now, we will prove the general case.
Theorem 11. Suppose that the Ghirlanda-Guerra identities (86) hold. Then the distribution of the entire overlap array \( R = (R_{\ell,\ell'})_{\ell,\ell' \geq 1} \) under \( \mathbb{E}G^\otimes \infty \) is uniquely determined by \( \zeta \) in (87).

Proof. By Theorem 6, the diagonal elements \( R_{\ell,\ell} \) are determined by \( \zeta \) and we only need to consider the off-diagonal elements. By Talagrand’s positivity principle in Theorem 7, we can assume that all the overlaps are non-negative. Let us begin with the discrete case and suppose for a moment that the overlaps take only finitely many values

\[
0 = q_0 < q_1 < \ldots < q_{r-1} < q_r,
\]

with probabilities

\[
\zeta(\{q_p\}) = \mathbb{E}\langle I(R_{1,2} = q_p) \rangle = \delta_p
\]

for \( p = 0, \ldots, r \) and some \( \delta_p \geq 0 \) such that \( \sum_{p=0}^{r} \delta_p = 1 \). Some \( \delta_p \) here can be equal to zero. In this case, we only need to show how to compute the probability of any particular configuration,

\[
\mathbb{E}\langle I(R_{\ell,\ell'} = q_{\ell,\ell'} : \ell \neq \ell' \leq n + 1) \rangle,
\]

for any \( n \geq 1 \) and any \( q_{\ell,\ell'} \in \{q_0, \ldots, q_r\} \). Because of the ultrametricity property (89), we only have to consider \( q_{\ell,\ell'} \) that have this property, since, otherwise, (119) is equal to zero. Let us find the largest elements among \( q_{\ell,\ell'} \) for \( \ell \neq \ell' \) (say, equal to \( q_p \)) and suppose that \( q_{1,n+1} \) is one of them. Let us consider the set of indices \( 2 \leq \ell \leq n \) such that \( q_{1,\ell} = q_p \) and, without loss of generality, suppose that this holds for \( 2 \leq \ell \leq m \). Then the ultrametricity implies that (119) equals

\[
\mathbb{E}\langle I(R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n)I(R_{1,n+1} = q_p) \rangle
- \sum_{\ell=2}^{m} \mathbb{E}\langle I(R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n)I(R_{\ell,n+1} > q_p) \rangle,
\]

as follows. Let us consider the set \( \{R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n\} \cap \{R_{1,n+1} = q_p\} \) in the first term. Since we assumed that \( q_{1,\ell} = q_p \) for \( 2 \leq \ell \leq m \), by ultrametricity, either one of the overlaps \( R_{\ell,n+1} \) for such \( \ell \) is strictly bigger than \( q_p \) or all are equal to \( q_p \), and these possibilities are disjoint. The second case is exactly the set in (119) and the first case can be written as \( \{R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n\} \cap \{R_{1,n+1} > q_p\} \), because the condition \( R_{\ell,n+1} > q_p \) automatically implies that \( R_{1,n+1} = R_{1,\ell} = q_p \). This proves that (119) is equal to (120). By the Ghirlanda-Guerra identities (86) and (118), the first term in (120) equals

\[
\frac{1}{n} \zeta(\{q_p\}) \mathbb{E}\langle I(R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n) \rangle + \frac{1}{n} \sum_{\ell=2}^{m} \mathbb{E}\langle I(R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n) \rangle
\]

and, similarly, each term in the sum over \( 2 \leq \ell \leq m \) equals

\[
\frac{1}{n} \zeta((q_p,1)) \mathbb{E}\langle I(R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n) \rangle.
\]
Notice that all the terms now involve the set \( \{ R_{\ell,\ell'} = q_{\ell,\ell'} : \ell, \ell' \leq n \} \) that depends only on the indices \( \ell \leq n \), so we can continue this computation recursively over \( n \) and, in the end, \((119)\) will be expressed completely in terms of the distribution of one overlap \((118)\).

It remains to show how the general case can be approximated by discrete cases as above. Given \( r \geq 1 \), let us consider a sequence of points as in \((117)\) and a function \( \kappa(q) \) on \([0,1]\) such that
\[
\kappa(q) = q_p \text{ if } q_p \leq q < q_{p+1}
\]
for \( p = 0, \ldots, r - 1 \) and \( \kappa(q_r) = q_r = 1 \). Notice that, for \( 0 \leq q \leq 1 \),
\[
|\kappa(q) - q| \leq \Delta_r := \max_{1 \leq p \leq r} (q_p - q_{p-1}).
\]
We will show that the discrete approximation
\[
R^\kappa = (\kappa(R_{\ell,\ell'}))_{\ell,\ell' \geq 1}
\]
of the matrix \( R = (R_{\ell,\ell'}) \) satisfies all the properties needed to apply the first part of the proof and, therefore, its distribution is uniquely determined by \( \zeta \). First of all, since the function \( \kappa \) is non-decreasing, \((89)\) obviously implies that \( R^\kappa \) is also ultrametric. Moreover, ultrametricity implies that, for any \( q \), the inequality \( q \leq R_{\ell,\ell'} \) defines an equivalence relation \( \ell \sim \ell' \), since \( q \leq R_{\ell_1,\ell_2} \) and \( q \leq R_{\ell_1,\ell_3} \) imply that \( q \leq R_{\ell_2,\ell_3} \). Therefore, the array \( (I(q \leq R_{\ell,\ell'}))_{\ell,\ell' \geq 1} \) is non-negative definite, since it is block-diagonal with blocks consisting of all elements equal to one. This implies that \( R^\kappa \) is non-negative definite, since it can be written as a convex combination of such arrays,
\[
\kappa(R_{\ell,\ell'}) = \sum_{p=1}^r (q_p - q_{p-1}) I(q_p \leq R_{\ell,\ell'}).
\]
It is obvious that \( R^\kappa \) is replica symmetric in distribution (or exchangeable) under \( EC^{\otimes \infty} \) in the sense of the definition \((21)\), and the Dovbysh-Sudakov representation in Theorem 1 yields that (we use here that the diagonal elements of \( R^\kappa \) are equal to \( \kappa(q^*) \))
\[
R^\kappa \overset{d}{=} Q^\kappa = \left( \rho^\ell \cdot \rho^{\ell'} + \delta_{\ell,\ell'}(\kappa(q^*) - \|\rho^\ell\|^2) \right)_{\ell,\ell' \geq 1},
\]
where \( (\rho^\ell) \) is an i.i.d. sample from some random measure \( G' \) on a separable Hilbert space \( H \). Let us denote by \( \langle \cdot \rangle' \) the average with respect to \( G'^{\otimes \infty} \) and, for any function \( f \) of the overlaps \((R_{\ell,\ell'})_{\ell \neq \ell'} \), let us denote \( f_{\kappa}((R_{\ell,\ell'})) = f((\kappa(R_{\ell,\ell'}))) \).

Since
\[
\mathbb{E} \langle f_{\kappa}((Q_{\ell,\ell'})) \rangle' = \mathbb{E} \langle f_{\kappa}((R_{\ell,\ell'})) \rangle = \mathbb{E} \langle f_{\kappa}((R_{\ell,\ell'})) \rangle,
\]
the Ghirlanda-Guerra identities \((86)\) for the asymptotic Gibbs distribution \( G \) imply that the measure \( G' \) also satisfies these identities. The discrete case considered in the first part of the proof implies that the distribution of \( Q^\kappa \) (and \( R^\kappa \)) is uniquely determined by the distribution of one element \( \kappa(R_{1,2}) \), which is given by the image measure \( \zeta \circ \kappa^{-1} \). If we choose sequences \((117)\) in
such a way that $\lim_{r \to \infty} \Delta_r = 0$, then, by (122), $R^\kappa$ converges to $R$ almost surely and in distribution, which means that the distribution of the original overlap array is uniquely determined by $\zeta$.

It is not difficult to see that, given the overlap array $R = (R_{\ell,\ell'})_{\ell,\ell' \geq 1}$ of an infinite sample from $G$, we can reconstruct $G$ up to isometries (see Lemma 1.7 in [74]). This means that, in this sense, the functional order parameter $\zeta$ determines the randomness of $G$ and, as a result, it determines the randomness of Gibbs weights $G(H_\alpha)$ of all pure states described in Figure 2. To complete the physicists’ picture, one needs to show that these weights can be generated by the Ruelle Probability Cascades defined in (41). This can be proved using the properties of Poisson processes in the construction of the Ruelle Probability Cascades, by showing that such Gibbs distribution will also satisfy the Ghirlanda-Guerra identities and will have the same functional order parameter, so it must produce the same overlap array $R = (R_{\ell,\ell'})_{\ell,\ell' \geq 1}$ in distribution. This is explained in detail in Chapter 2 in [74].

12. Sketch of proof of the Parisi formula

Guerra’s replica symmetry breaking bound. As we mentioned above, the fact that the Parisi formula in (10) gives an upper bound on the free energy was proved in a breakthrough work of Guerra, [45]. This was the starting point of the proof of the Parisi formula by Talagrand [90].

The original argument of Guerra was simplified by Aizenman, Sims and Starr in [3], using some properties of the Ruelle Probability Cascades. The essence of Guerra’s result is the interpolation between the SK model and the Ruelle Probability Cascades that we will sketch below. Let us consider a sequence of parameters

\begin{equation}
0 = \zeta_{-1} < \zeta_0 < \ldots < \zeta_{r-1} < \zeta_r = 1
\end{equation}

as in (37), only now unrelated to any asymptotic Gibbs distribution. Let $(v_\alpha)_{\alpha \in \mathbb{N}^r}$ be the Ruelle Probability Cascades defined in (41) in terms of these parameters. Consider a sequence

\begin{equation}
0 = q_0 < q_1 < \ldots < q_{r-1} < q_r = 1,
\end{equation}

as in the definition of the clustering process in Figure 2 but, again, unrelated to any asymptotic Gibbs distribution. In particular, for some technical reason, we choose $q_r = 1$. To these two sequences, we can associate the functional order parameter (a distribution function $\zeta$ on $[0, 1]$) via

\begin{equation}
\zeta\left(\{q_p\}\right) = \zeta_p - \zeta_{p-1} \text{ for } p = 0, \ldots, r.
\end{equation}

We will now sketch the proof of Guerra’s upper bound.

**Theorem 12.** For any $\zeta$ defined as in (128),

\begin{equation}
F_N(\beta) \leq \log 2 + \mathcal{P}(\zeta) - \beta^2 \int_0^1 \zeta(t) t \, dt.
\end{equation}
SKETCH OF PROOF. Consider two Gaussian processes \((z(\alpha))\) and \((y(\alpha))\) indexed by the leaves \(\alpha \in N^r\) of the tree in Figure 2 with the covariance
\[
\mathbb{E} z(\alpha) z(\beta) = 2 q_{\alpha \wedge \beta}, \quad \mathbb{E} y(\alpha) y(\beta) = q_{\alpha \wedge \beta}^2.
\]
Such processes are very easy to construct explicitly. Namely, let \((\eta_\alpha)_{\alpha \in A}\) be a sequence of i.i.d. standard Gaussian random variables and, for each \(p \geq 1\), let us define a family of Gaussian random variables indexed by \(\alpha \in N^r\),
\[
g_p(\alpha) = \sum_{\beta \in p(\alpha)} \eta_\beta (q^p_{|\beta|} - q^p_{|\beta|-1})^{1/2}.
\]
Recalling the notation (34), it is obvious that the covariance of this process is
\[
\mathbb{E} g_p(\alpha) g_p(\beta) = q_{\alpha \wedge \beta}^p,
\]
so we can take \(z(\alpha) = \sqrt{2} g_1(\alpha)\) and \(y(\alpha) = g_2(\alpha)\). Where these processes are coming from will become clear when we discuss the lower bound.

Let \((z_i(\alpha))\) and \((y_i(\alpha))\) for \(i \geq 1\) be independent copies of the processes \((z(\alpha))\) and \((y(\alpha))\) in (130) and, for \(0 \leq t \leq 1\), let us consider the Hamiltonian
\[
H_{N,t}(\sigma, \alpha) = \sqrt{t} H_N(\sigma) + \sqrt{1-t} \sum_{i=1}^N z_i(\alpha) \sigma_i + \sqrt{t} \sum_{i=1}^N y_i(\alpha)
\]
indexed by vectors \((\sigma, \alpha)\), where \(H_N(\sigma)\) is the SK Hamiltonian. To the Hamiltonian \(H_{N,t}(\sigma, \alpha)\) one can associate the free energy
\[
\varphi(t) = \frac{1}{N} \mathbb{E} \log \sum_{\sigma, \alpha} v_\alpha \exp \beta H_{N,t}(\sigma, \alpha).
\]
Let us denote by \(\langle \cdot \rangle_t\) the average with respect to the Gibbs distribution \(\Gamma_t(\sigma, \alpha)\) on \(\Sigma_N \times N^r\) defined by
\[
\Gamma_t(\sigma, \alpha) \sim v_\alpha \exp \beta H_{N,t}(\sigma, \alpha).
\]
Then, obviously, for \(0 < t < 1\),
\[
\varphi'(t) = -\frac{\beta}{N} \mathbb{E} \left\langle \frac{\partial H_{N,t}(\sigma, \alpha)}{\partial t} \right\rangle_t.
\]
It is easy to check from the above definitions that
\[
\frac{1}{N} \mathbb{E} \frac{\partial H_{N,t}(\sigma^1, \alpha^1)}{\partial t} H_{N,t}(\sigma^2, \alpha^2) = \frac{1}{2} (R^2_{1,2} - 2 R_{1,2} q_{\alpha^1 \wedge \alpha^2} + q_{\alpha^1 \wedge \alpha^2}^2)
\]
\[
= \frac{1}{2} (R_{1,2} - q_{\alpha^1 \wedge \alpha^2})^2.
\]
When \((\sigma^1, \alpha^1) = (\sigma^2, \alpha^2)\), this is equal to 0, because \(R_{1,1} = q_r = 1\). Using the Gaussian integration by parts in Lemma 1 implies that
\[
\varphi'(t) = -\frac{\beta^2}{2} \mathbb{E} \left\langle (R_{1,2} - q_{\alpha^1 \wedge \alpha^2})^2 \right\rangle_t \leq 0
\]
and, therefore, \(\varphi(1) \leq \varphi(0)\). It is easy to see that
\[
\varphi(0) = \log 2 + \frac{1}{N} \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \prod_{i \leq N} \text{ch}(\beta z_i(\alpha))
\]
and
\[
\varphi(1) = F_N(\beta) + \frac{1}{N} \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \prod_{i \leq N} \exp(\beta y_i(\alpha)),
\]
which implies that
\[
F_N(\beta) \leq \log 2 + \frac{1}{N} \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \prod_{i \leq N} \text{ch}(\beta z_i(\alpha))
- \frac{1}{N} \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \prod_{i \leq N} \exp(\beta y_i(\alpha)).
\]
The rest of the proof utilizes the properties of the Poisson processes involved in the construction of the Ruelle Probability Cascades. First, one can show that the independent copies for \(i \leq N\) can be decoupled, so the right hand side above does not depend on \(N\),

(135) \[
F_N(\beta) \leq \log 2 + \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \text{ch}(\beta z(\alpha)) - \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \exp(\beta y(\alpha)).
\]

Then, one can show that the right hand side is exactly
\[
\log 2 + \mathscr{P}(\zeta) - \beta^2 \int_0^1 \zeta(t) t \, dt,
\]
and this finishes the proof. \(\square\)

**Lower bound via cavity method.** The first proof of the matching lower bound by Talagrand [90] was quite technical, and here we sketch another proof from Panchenko [73], which is more conceptual. It is based on the properties of asymptotic Gibbs distributions that we proved above. In this approach, the lower bound can be proved by what is sometimes called the Aizenman-Sims-Starr scheme [3]. In fact, the cavity computation itself was well known much earlier (see e.g. [42]), and the main new ideas in [3] were to turn it into a general variational principle, as well as using the Ruelle Probability Cascades to prove Guerra’s upper bound as we did above.

Let us recall the definition of the partition function \(Z_N = Z_N(\beta)\) in (7) and, for \(j \geq 0\), denote

(136) \[
A_j = \mathbb{E} \log Z_{j+1} - \mathbb{E} \log Z_j,
\]
with the convention that \(Z_0 = 1\). Then we can rewrite the free energy as follows,

(137) \[
F_N = \frac{1}{N} \mathbb{E} \log Z_N = \frac{1}{N} \sum_{j=0}^{N-1} A_j.
\]
Clearly, this representation implies that if the sequence \(A_N\) converges then its limit is also the limit of the free energy \(F_N\). Unfortunately, it is usually
difficult to prove that the limit of $A_N$ exists and, therefore, this representation is used only to obtain a lower bound on the free energy,

\[
\liminf_{N \to \infty} F_N \geq \liminf_{N \to \infty} A_N.
\]

Let us compare the partition functions $Z_N$ and $Z_{N+1}$ and see what they have in common and what makes them different. If we denote $\rho = (\sigma, \varepsilon) \in \Sigma_{N+1}$ for $\sigma \in \Sigma_N$ and $\varepsilon \in \{-1, +1\}$ then we can write

\[
H_{N+1}(\rho) = H'_{N}(\sigma) + \varepsilon z_N(\sigma),
\]

where

\[
H'_N(\sigma) = \frac{1}{\sqrt{N+1}} \sum_{i,j=1}^{N} g_{ij} \sigma_i \sigma_j
\]

and

\[
z_N(\sigma) = \frac{1}{\sqrt{N+1}} \sum_{i=1}^{N} (g_{i(N+1)} + g_{(N+1)i}) \sigma_i.
\]

One the other hand, the part (140) of the Hamiltonian $H_{N+1}(\rho)$ is, in some sense, also a part of the Hamiltonian $H_N(\sigma)$ since, in distribution, the Gaussian process $H_N(\sigma)$ can be decomposed into a sum of two independent Gaussian processes

\[
H_N(\sigma) \overset{d}{=} H'_N(\sigma) + y_N(\sigma),
\]

where

\[
y_N(\sigma) = \frac{1}{\sqrt{N(N+1)}} \sum_{i,j=1}^{N} g'_{ij} \sigma_i \sigma_j
\]

for some independent array $(g'_{ij})$ of standard Gaussian random variables. Using the decompositions (139) and (142), we can write

\[
\mathbb{E} \log Z_{N+1} = \log 2 + \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp(\beta z_N(\sigma)) \exp \beta H'_N(\sigma)
\]

and

\[
\mathbb{E} \log Z_N = \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp(\beta y_N(\sigma)) \exp \beta H'_N(\sigma).
\]

Finally, if we consider the Gibbs distribution on $\Sigma_N$ corresponding to the Hamiltonian $H'_N(\sigma)$,

\[
G'_N(\sigma) = \frac{\exp \beta H'_N(\sigma)}{Z'_N} \quad \text{where} \quad Z'_N = \sum_{\sigma \in \Sigma_N} \exp \beta H'_N(\sigma),
\]

then (144), (145) can be combined to give the representation

\[
A_N = \log 2 + \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp(\beta z_N(\sigma)) G'_N(\sigma) - \mathbb{E} \log \sum_{\sigma \in \Sigma_N} \exp(\beta y_N(\sigma)) G'_N(\sigma).
\]
Notice that the Gaussian processes \((z_N(\sigma))\) and \((y_N(\sigma))\) are independent of the randomness of the measure \(G'_N\) and have the covariance

\[\mathbb{E}z_N(\sigma^1)z_N(\sigma^2) = 2R_{1,2} + O(N^{-1}), \quad \mathbb{E}y_N(\sigma^1)y_N(\sigma^2) = R_{1,2}^2 + O(N^{-1}).\]

Notice that (147) looks very similar to the right hand side of (135), and the covariance of Gaussian processes (148) is formally similar to the covariance of Gaussian processes (130). If we can show that the limit of \(A_N\) over any subsequence can be approximated by expressions of the type

\[\log 2 + \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \chi(\beta z(\alpha)) - \mathbb{E} \log \sum_{\alpha \in \mathbb{N}^r} v_\alpha \exp(\beta y(\alpha))\]

as in (135), we would prove the matching lower bound to Guerra’s upper bound. This turns out to be rather straightforward using the theory we developed above (we refer to [74] for details). Namely, when we define \(A_N\), we can introduce the same perturbation term as in the proof of the Ghirlanda-Guerra identities. This would imply that the Gibbs distribution \(G'_N\) in (147) satisfies the Ghirlanda-Guerra identities and any asymptotic Gibbs distribution, defined over any subsequence, can be characterized in terms of the functional order parameter – the limiting distribution of one overlap. It is not difficult to show that the functional in (147) is continuous with respect to the distribution of the overlap array \((R_{\ell,\ell'})_{\ell,\ell' \geq 1}\) generated by \(G'_N\) and, therefore, in the limit it can be approximated by (149), completing the proof of the lower bound and the Parisi formula.

13. Phase transition

We mentioned above that the physicists picture is non-trivial at low temperature. First of all, this means that the functional order parameter \(\zeta\) that achieves the infimum in the Parisi formula (10), which is called the Parisi measure, is not concentrated on one point. The fact that the minimizer is unique follows from the strict convexity of the functional with respect to \(\zeta\), which was conjectured in [66] (where a partial result was proved) and recently proved by Auffinger and Chen in [10].

In the SK model without external field that we considered above, the phase transition occurs at \(\beta = 1/\sqrt{2}\). This means that for \(\beta \leq 1/\sqrt{2}\) the Parisi measure is concentrated on one point, and for \(\beta > 1/\sqrt{2}\) it is non-trivial. At high temperature, \(\beta \leq 1/\sqrt{2}\), the Parisi formula is simplified to \(\log 2 + \beta^2/2\), which corresponds to \(\zeta\) concentrated at 0. This was first proved by Aizenman, Lebowitz and Ruelle in [2]. This high temperature region is very well understood (see [95, 96]). The fact that the Parisi measure can not concentrate on one point for \(\beta > 1/\sqrt{2}\) was proved by Toninelli in [97] in a more general setting that includes the external field term \(h \sum_{i=1}^N \sigma_i\). In this general case, he showed that the Parisi measure can not concentrate on one point whenever
\begin{equation}
\beta^2 \mathbb{E} \text{ch}^{-4}(\beta z \sqrt{2q} + h) > \frac{1}{2},
\end{equation}

where \( z \) is a standard Gaussian random variable and \( q \) is the largest solution of the equation
\begin{equation}
q = 2 \mathbb{E} \text{th}^2(\beta z \sqrt{2q} + h).
\end{equation}

This last equation describes the critical point when we minimize the Parisi formula over all \( \zeta \) concentrated on one point \( q \). The Latala-Guerra lemma (see Appendix A.14 in [95, 96]) shows that if \( h \neq 0 \) then (151) has a unique solution, and if \( h = 0 \) then \( q = 0 \) is a solution and for \( \beta > 1/\sqrt{2} \) there is one more positive solution. The region (150) was first described by de Almeida and Thouless in [6] and is known as (below) the dA-T line. The high temperature region where the Parisi measure is concentrated on one point was predicted to be 'above' the dA-T line,
\begin{equation}
\beta^2 \mathbb{E} \text{ch}^{-4}(\beta z \sqrt{2q} + h) \leq \frac{1}{2}.
\end{equation}

The first rigorous characterization of the high temperature region given by Talagrand in [87] looked formally different, but it was checked numerically that it coincides with (152) (it is still an open problem to show this analytically). Talagrand’s description of the high temperature region can now also be obtained directly from the recent result of Auffinger and Chen in [10]. Since they showed that the functional in the Parisi formula is strictly convex in \( \zeta \), in order to decide whether the minimum over measures concentrated on one point (say, achieved on \( \zeta_0 \)) is the global minimum over all \( \zeta \), we only need to check that the derivative of the functional at \( \zeta_0 \) in the direction of any other measure concentrated on one point is non-negative.

The functional order parameter also has the physical meaning of the distribution of one overlap, so it is interesting to see what can be said about this distribution at high and low temperature in the above sense. At high temperature, this is well understood and the overlap concentrates around the point \( q \) defined in (151) (see Talagrand [86] or [95, 96]). In particular, in the absence of external field, the overlap concentrates around 0. At low temperature, the results are not as clear cut. If \( \zeta \) is the Parisi measure, we saw in the discussion of the lower bound in the previous section that, at least, \( \zeta \) will be the distribution of one overlap for some asymptotic Gibbs distribution corresponding to \( G'_N \) in (146). However, this statement does not say anything about the distribution of the overlap \( R_{1,2} \) under \( \mathbb{E} G^\otimes 2_N \) for all large enough \( N \). However, there is a class of models where the physical picture for the Gibbs distribution can be stated clearly in terms of the Parisi measure.

**Generic mixed \( p \)-spin models.** Let us consider the mixed \( p \)-spin model with the Hamiltonian (18). First of all, the analogue of the Parisi formula can be proved for any such model (see [73] or [74]) and the limit of the free energy is given by (recall \( \xi \) in (20))
\[(153) \quad F(\beta) = \lim_{N \to \infty} F_N(\beta) = \inf_{\zeta} \left( \log 2 + \mathcal{P}(\zeta) - \frac{1}{2} \int_0^1 \xi''(t) \zeta(t) t \, dt \right),\]

where the infimum is taken over all cumulative distribution functions \(\zeta\) on \([0, 1]\) and \(\mathcal{P}(\zeta) = f(0, 0)\), where \(f(t, x)\) is the solution of the parabolic differential equation

\[
\frac{\partial f}{\partial t} = -\frac{\xi''(t)}{2} \left( \frac{\partial^2 f}{\partial x^2} + \zeta(t) \left( \frac{\partial f}{\partial x} \right)^2 \right)
\]

on \([0, 1] \times \mathbb{R}\) with the boundary condition \(f(1, x) = \log \text{ch}(x)\). The Parisi measure that minimizes this functional is still unique, as shown in [9]. (Various other interesting properties of the Parisi measures in mixed \(p\)-spin models were obtained by Auffinger and Chen in [9].)

**Definition.** We will say that a mixed \(p\)-spin model is *generic* if the linear span of 1 and power functions \(x^p\) corresponding to \(\beta_p \neq 0\) in (18) is dense in \((C[-1, 1], \| \cdot \|_{\infty})\).

Each pure \(p\)-spin term contains some information about the \(p\)th moment of the overlap and, as a result, for generic models we can characterize the Gibbs distribution in the thermodynamic limit without the help of the perturbation term (60) in the proof of the Ghirlanda-Guerra identities. More specifically, if \(G_N\) is the Gibbs distribution corresponding to the Hamiltonian (18) of a generic mixed \(p\)-spin model then:

(i) the distribution of the overlap \(R_{1,2}\) under \(\mathbb{E}G_N^{\otimes 2}\) converges to some limit \(\zeta^*\);

(ii) the distribution of the entire overlap array \((R_{\ell,\ell'})_{\ell,\ell' \geq 1}\) under \(\mathbb{E}G_N^{\otimes \infty}\) converges;

(iii) the limit of the free energy is given by

\[
\lim_{N \to \infty} F_N = \log 2 + \mathcal{P}(\zeta^*) - \frac{1}{2} \int_0^1 \xi''(t) \zeta^*(t) t \, dt.
\]

In other words, the Parisi measure \(\zeta^*\) that minimizes this functional is the limiting distribution of the overlap under \(\mathbb{E}G_N^{\otimes 2}\). The proof of this statement can be found in Section 3.7 in [74] and is based on two earlier results.

The first result is as follows. Let us denote by \(\mathcal{M}\) the set of all limits over subsequences of the distribution of the overlap \(R_{1,2}\) under \(\mathbb{E}G_N^{\otimes 2}\). It was proved by Talagrand in [89] that, for each \(p \geq 1\), the Parisi formula is differentiable with respect to \(\beta_p\) and

\[
\frac{\partial \mathcal{P}}{\partial \beta_p} = \beta_p \left( 1 - \int q^p \, d\zeta(q) \right)
\]

for all \(\zeta \in \mathcal{M}\) (a simplified proof was given in [67]). If \(\beta_p \neq 0\), then this implies that all the limits \(\zeta \in \mathcal{M}\) have the same \(p\)th moment and for generic models this implies that \(\mathcal{M} = \{ \zeta^* \}\) for some unique distribution \(\zeta^*\) on \([-1, 1]\), which is the statement (i) above. Here, we do not know yet that this distribution is on \([0, 1]\).
As a consequence of the differentiability of the Parisi formula, it was proved in Panchenko [70] that, whenever $\beta_p \neq 0$, the Ghirlanda-Guerra identities

$$
\mathbb{E}\langle f R^p_{1,n+1} \rangle = \frac{1}{n} \mathbb{E}\langle f \rangle \mathbb{E}\langle R^p_{1,2} \rangle + \frac{1}{n} \sum_{\ell=2}^{n} \mathbb{E}\langle f R^p_{1,\ell} \rangle
$$

for the $p$th moment of the overlap hold in the thermodynamic limit in a strong sense – for the Gibbs distribution $G_N$ corresponding to the original Hamiltonian (18) without the perturbation term (60). For generic models, this implies the general Ghirlanda-Guerra identities in distribution. The Ghirlanda-Guerra uniquely determine the distribution of the entire overlap array in terms of the distribution of one overlap. Since the limiting distribution of one overlap is unique, $\zeta^\ast$, the distribution of the entire overlap array under $\mathbb{E}G_N^\otimes \infty$ also has a unique limit, which is the second statement (ii) above. Notice also that, by Talagrand’s positivity principle, the distribution $\zeta^\ast$ is, actually, supported on $[0, 1]$.

Finally, one can show that, for generic models, the Gibbs distribution $G'_N$ in (146) that appears in the cavity computation in the previous section satisfies all the same properties as $G_N$, so the cavity computation can be used to show the statement (iii) above.

14. Some open problems

In conclusion, we will mention a few open problems, both in the setting of the SK model and beyond.

**Strong ultrametricity.** Suppose that the SK model has an external field term $h \sum_{i=1}^{N} \sigma_i$ with $h > 0$. This term will remove the symmetry under flipping one replica $\sigma^1 \to -\sigma^1$ and ensure that the overlap is non-negative in the limit (Section 14.12 of Talagrand [95, 96]). Otherwise, ultrametricity can not hold. Above, we mentioned an approach to ultrametricity suggested by Talagrand. In essence, it reduces to a technical problem of estimating a certain variational formula and relating it to the Parisi formula (see Section 15.7 in [95, 96] for details). Although this method is based on computations very specific to the SK model and it seems unlikely that it would work in other models, it is still of interest for a couple of reasons. Most importantly, it is designed to give a strong exponential control of the probability that ultrametricity is violated,

$$
\mathbb{E}G_N^\otimes 3 (R_{2,3} \leq \min(R_{1,2}, R_{1,3}) - \varepsilon) \leq Ke^{-N/K},
$$

for some constant $K$ independent of $N$. Moreover, this approach does not involve any perturbation of the Hamiltonian, which makes it appealing for aesthetic reasons.

**Chaos problem.** Chaos problem is a general phenomenon suggested in the physics literature by Fisher, Huse [39] and Bray, Moore [16]. It states
that any small change of parameters of the model results in complete reorganization of the Gibbs distribution. Chaos in temperature means that two Gibbs distributions $G_N$ and $G'_N$ corresponding to inverse temperature parameters $\beta$ and $\beta'$, and defined with the same disorder ($g_{ij}$), will be concentrated on configurations almost orthogonal to each other,

$$\mathbb{E} G_N \times G'_N((\sigma^1, \sigma^2) : |R_{1,2}| \geq \varepsilon) \to 0,$$

for any $\varepsilon > 0$, if $\beta \neq \beta'$. Chaos in external field is defined similarly for $h \neq h'$, except that two systems will have a preferred direction, so

$$\mathbb{E} G_N \times G'_N((\sigma^1, \sigma^2) : |R_{1,2} - q| \geq \varepsilon) \to 0$$

for any $\varepsilon > 0$ and some constant $q$. Another type of chaos is chaos in disorder. One way to ‘slightly modify’ the interaction parameters $g_{ij}$ is simply to assume that the interaction parameters $g^1_{ij}$ and $g^2_{ij}$ in the two models are strongly correlated, $\mathbb{E} g^1_{ij} g^2_{ij} = t$, where $t < 1$ is very close to 1.

Disorder chaos in the SK model was first proved by Chatterjee in Theorem 1.4 in [19] (and Theorem 1.3 for a different modification of disorder), in the case when there is no external field. Disorder chaos in the presence of external field was proved by Chen in [22]. The external field complicates the problem, because finding the constant $q$ around which the overlap concentrates is very non-trivial.

First examples of chaos in external field and chaos in temperature for some classes of mixed $p$-spin models were given by Chen in [24], building upon the ideas in Chen, Panchenko in [23]. However, the most basic cases, such as the SK model, are still open.

**Concentration of the ground state and free energy.** Let us considers the free energy $F_N(\beta)$ in the SK model at positive temperature, or the ground state max$_{\sigma} H_N(\sigma)/N$. Classical Gaussian concentration inequalities guarantee that the fluctuations of these random quantities around their expected values are of order at most $N^{-1/2}$. At high temperature, $\beta < 1/\sqrt{2}$, the fluctuations were proved to be of order $1/N$ by Aizenman, Lebowitz, Ruelle in [2]. The physicists predicted that fluctuations of the free energy at low temperature, $\beta > 1/\sqrt{2}$, and fluctuations of the ground state should be of order $N^{-5/6}$ (see Crisanti, Paladin, Sommers, Vulpiani [28], and Parisi, Rizzo [83]), which is an open problem.

The best known results are due to Chatterjee. In Theorem 1.5 in [19], he showed that the fluctuations of the free energy $F_N(\beta)$ in the SK model are of order at most $1/\sqrt{V \log N}$, at any positive temperature $\beta > 0$. In Theorem 9.2 in [18], he showed that for a certain class of mixed $p$-spin models, the fluctuations are at most of order $N^{-5/8}$. See Chatterjee [20] for a detailed exposition.

**Properties of the Parisi measure.** We already mentioned the papers of Auffinger, Chen [9, 10], where a number of interesting properties of the Parisi measure were obtained. However, most of the conjectures of the
physicists (discovered numerically) are still open, and we refer to [9] for an overview. One related problem that was mentioned in the previous section is to show that Talagrand’s characterization of the high temperature region coincides with the dA-T line.

**Multi-species and bipartite SK model.** Let us consider the following modification of the SK model. Consider a finite set $\mathcal{S}$. The elements of $\mathcal{S}$ will be called species. Let us divide all spin indices into disjoint groups indexed by the species,

\[ I = \{1, \ldots, N\} = \bigcup_{s \in \mathcal{S}} I_s. \tag{156} \]

These sets will vary with $N$ and we will assume that their cardinalities $N_s = |I_s|$ satisfy

\[ \lim_{N \to \infty} \frac{N_s}{N} = \lambda_s \in (0, 1) \text{ for all } s \in \mathcal{S}. \tag{157} \]

For simplicity of notation, we will omit the dependence of $\lambda_s^N := N_s/N$ on $N$ and will simply write $\lambda_s$. The Hamiltonian of the multi-species SK model resembles the usual SK Hamiltonian,

\[ H_N(\sigma) = \frac{1}{\sqrt{N}} \sum_{i,j=1}^{N} g_{ij} \sigma_i \sigma_j, \tag{158} \]

where the interaction parameters $(g_{ij})$ are independent Gaussian random variables, only now they are not necessarily identically distributed but, instead, satisfy

\[ \mathbb{E}g_{ij}^2 = \Delta_{st}^2 \text{ if } i \in I_s, j \in I_t \text{ for } s, t \in \mathcal{S}. \tag{159} \]

In other words, the variance of the interaction between $i$ and $j$ depends only on the species they belong to. In the case when the matrix $\Delta^2 = (\Delta_{st}^2)_{s,t \in \mathcal{S}}$ is symmetric and nonnegative definite, the analogue of the Parisi formula for the free energy was proposed by Barra, Contucci, Mingione, Tantari in [13]. Using a modification of Guerra’s interpolation, they showed that their formula gives an upper bound on the free energy. The matching lower bound was proved in Panchenko [77] utilizing a new multi-species version of the Ghirlanda-Guerra identities to show that the overlaps within species are deterministic functions of the global overlaps.

The proof of the lower bound does not use the condition $\Delta^2 \geq 0$, but it is used in the proof of the upper bound via the Guerra interpolation. An important open problem is to understand what happens when $\Delta^2$ is not positive definite. One example would be a bipartite SK model, where $\mathcal{S} = \{1, 2\}$ and $\Delta_{11}^2 = \Delta_{22}^2 = 0$, i.e. only interactions between species are present.

**The Edwards-Anderson model.** If one considers the Edwards-Anderson model (1) on the lattice, one can use the same perturbation as in
the SK model to obtain the Ghirlanda-Guerra identities and all their consequences in the thermodynamic limit (see e.g. Contucci, Mingione, Starr [27]). However, it is a very difficult basic problem to understand whether the distribution of the overlaps can be non-trivial, which means that there is replica symmetry breaking. In the SK model, this phase transition information was extracted from the Parisi formula, and there is no analogue of the Parisi formula that is expected in the EA model.

There is another, more classical, point of view in the EA model taking into account that the model is defined on a finite block of the infinite lattice $\mathbb{Z}^d$, and that the boundary spins can be connected to their neighbours outside of the finite block. The interactions with these outside nearest neighbours can be incorporated into the model, and it becomes a very important feature of this point of view to understand the effect of the boundary conditions on the behaviour of the Gibbs distribution inside the block. The questions here are notoriously difficult and we refer to Newman, Stein [63] for up-to-date results and open problems.

**Diluted models.** Diluted models, such as the diluted SK model or random $K$-sat model mentioned in Section 3, are some of the most natural spin glass models to study, now that the SK model has been understood reasonably well.

There is the analogue of the Parisi formula originating from the work of M´ezard and Parisi in [59], which comes with detailed predictions about the structure of the Gibbs distribution that build upon the picture in the SK model that we described above. There is the analogue of the Guerra upper bound proved by Franz, Leone in [40] (see Panchenko, Talagrand [64] for another exposition). There is a natural analogue of the cavity method (see Panchenko [75]), so proving the matching lower bound reduces to demonstrating the structure of Gibbs distribution predicted by M´ezard and Parisi. The most recent results in this direction in Panchenko [79] are at the same stage as the SK model was after the work of Arguin, Aizenman [7] and Panchenko [69], namely, the M´ezard-Parisi picture is proved in some generic sense (sufficient for proving the formula for the free energy) under the technical condition that the overlap takes finitely many values.

Even if one could finish the proof of the M´ezard-Parisi formula for the free energy, it would only be a starting point in the study of most interesting questions in these models related to the phase transition. The variational problem that defines this formula is not very well understood, since it involves a new complicated order parameter. For example, even numerical study of this variational problem relies on heuristic algorithms that are not completely justified (see Chapter 22 in M´ezard, Montanari [62]).

**Other models.** Above, we gave only a small sample of problems and references, and one can find much more information, for example, in [95, 96, 63, 62].
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