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Abstract

In proportional elections with open lists the excess of preferences received by candidates with respect to the list average is known to follow a universal lognormal distribution. We show that lognormality is broken provided preferences are conditioned to lists with many candidates. In this limit power–law tails emerge. We study the large–list limit in the framework of a quenched approximation of the word–of–mouth model introduced by Fortunato and Castellano (Phys. Rev. Lett. 99(13):138701, 2007), where the activism of the agents is mitigated and the noise of the agent–agent interactions is averaged out. Then we argue that our analysis applies \textit{mutatis mutandis} to the original model as well.

1 Introduction

It is well known that vote distributions in proportional elections display scaling and universality features. The discovery is reported in an inspiring paper by Fortunato and Castellano (FC) and goes as follows. In a country implementing proportional elections with open lists, each party presents lists of candidates in one or more electoral districts. Let $Q$, $v$, $N$ denote respectively the number of candidates in a given list, the number of preferences assigned to a given candidate in the list and the sum of preferences assigned to all of them. The adjective open means that $Q$ is not fixed. The variable $x = vQ/N$ measures the excess of votes assigned to a candidate with respect to the average competitor in the same list. FC show that the probability density function (p.d.f.) $F_{\text{EMP}}(x)$ obtained from the empirical data is independent of $Q$ and $N$ (FC scaling). In addition, they show that $F_{\text{EMP}}(x)$ is identical in different countries and years and that it is remarkably well fitted by a lognormal distribution $\ln N(\mu, \sigma^2)$ with $\mu = -0.54$ and $\sigma^2 = 1.08$.

In order to understand the origin of this amazing result, the same authors propose a cascade model based on word of mouth, where agents supporting a given candidate strive to persuade their undecided acquaintances to become supporters of the same candidate. The model assumes a network made of $Q$ agents and their interactions can be represented by a directed network where each vertex represents an agent and directed edges represent the influence of one agent on another. The dynamics of the model is governed by the following rules: (1) At each time step, each agent either remains neutral or changes its decision to support a new candidate. (2) The decision of an agent is influenced by its neighbors in the network. Specifically, an agent is more likely to support a new candidate if it has more neighbors supporting that candidate.
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\textsuperscript{1}In a more recent paper, Burghardt, Rand and Girvan consider a contagion–like model, which is equally able to reproduce the universal lognormal distribution.
independent rooted trees, with candidates sitting on the roots and agents on the vertices. Each vertex has a random number \( k \) of children, with \( k \) following a power–law distribution \( \pi(k) \propto k^{-\alpha} \) (it is understood that \( \alpha > 2 \) and \( k \geq k_{\min} \geq 1 \)). At time \( t = 0 \) candidates are the only persuaded agents. Each of them interacts with his/her own neighbours and tries to convince them one by one to vote for him/her. A single interaction may have a positive or negative outcome with probabilities \( r \) and \( 1 – r \). At a generic (discrete) time \( t > 0 \), each persuaded agent in the network tries to convince the undecided neighbours according to the same stochastic rule. The process goes on until the overall number of persuaded agents on all trees equals \( N \). The final number of preferences assigned to each candidate coincides with the final number of persuaded agents on the corresponding tree. Iterating this process (network generation + word–of–mouth spreading) many times and counting preferences in each iteration yields the conditional distribution \( F_{\text{FC}}(x|Q, N) \).

Let \( X_n^{(i)} \) be the number of vertices on the \( n \)th level of the \( i \)th tree in a given iteration of the algorithm. Since the network is static, \( X_n^{(i)} \) is known at time \( t = 0 \) for all \( i \) and \( n \). Let also \( \mathcal{P}_n^{(i)}(t) \) and \( \mathcal{U}_n^{(i)}(t) \) denote respectively the subsets of persuaded and undecided agents on the \( n \)th level of the \( i \)th tree at time \( t \), hence \( |\mathcal{P}_n^{(i)}(t)| + |\mathcal{U}_n^{(i)}(t)| = X_n^{(i)} \). The dynamics of the number of persuaded agents \( Y_n^{(i)}(t) = |\mathcal{P}_n^{(i)}(t)| \) is quantified by the equations

\[
\begin{align*}
Y_0^{(i)}(t) &= 1 \quad \text{for all } t \geq 0, \\
Y_n^{(i)}(t) &= 0 \quad \text{if } t < n, \\
Y_n^{(i)}(t) &= Y_n^{(i)}(t−1) + \sum_{a \in \mathcal{U}_n^{(i)}(t−1)} \xi_a \mathbb{1}^{(i)}_{n, t−1}(a') \quad \text{for } t \geq n,
\end{align*}
\]

where \( \{\xi_a\} \) are i.i.d. Bernoulli variables with success probability \( r \) and \( \mathbb{1}_A(x) \) represents the indicator function of \( A \), i.e. \( \mathbb{1}_A(x) = 1 \) if \( x \in A \) and \( \mathbb{1}_A(x) = 0 \) otherwise. In this framework, the number of preferences assigned to the \( i \)th candidate at time \( t \) is given by

\[ Y_{\text{FC}}^{(i)}(t) = \sum_{s=0}^{t} Y_s^{(i)}(t). \] (1.2)

Eq. (1.1) shows at a glance that the FC algorithm is a Markov process. It also shows that the algorithm is not an ordinary branching process, as FC firstly notice in their paper: once an agent gets persuaded, he/she keeps trying to convince his/her undecided acquaintances at all subsequent times. Indeed, the inequality \( Y_n^{(i)}(t + 1) \geq Y_n^{(i)}(t) \) holds in general for all \( n \) and \( t \).

The conditional distribution \( F_{\text{FC}}(x|Q, N) \) cannot be directly compared with \( \mathcal{F}_{\text{emp}}(x) \). Since \( Q/N \leq x \leq Q \), it follows that \( F_{\text{FC}}(x|Q, N) = 0 \) for \( x < Q/N \) and \( x > Q \). Hence, \( F_{\text{FC}}(x|Q, N) \) depends explicitly upon \( Q \) and \( N \). As such it violates the FC scaling. To get rid of this, FC run their algorithm for all \( (Q, N) \) occurring in the empirical datasets and convolve the resulting curves. More precisely, let \( p(Q, N) \) denote the empirical probability of \( (Q, N) \), namely

\[ p(Q, N) = \frac{\text{no. of pairs } (Q, N) \text{ in the empirical datasets}}{\text{no. of all pairs } (Q', N') \text{ in the empirical datasets}}. \] (1.3)

The FC scaling distribution is then given by

\[ \mathcal{F}_{\text{FC}}(x) = \sum_{Q, N} p(Q, N) F_{\text{FC}}(x|Q, N). \] (1.4)

The agreement of \( \mathcal{F}_{\text{FC}}(x) \) with \( \mathcal{F}_{\text{emp}}(x) \) is just perfect provided the model parameters are set to \( (\alpha, r, k_{\min}) = (2.45, 0.25, 10) \). Convolving \( F_{\text{FC}}(x|Q, N) \) with \( p(Q, N) \) is truly essential for reproducing the empirical distribution: \( F_{\text{FC}}(x|Q, N) \) alone is known to deliver a power–law right tail as \( Q \to \infty \); it is only its weighted
average over \((Q,N)\) that yields the observed lognormal behaviour. The presence of power–law tails at fixed \((Q,N)\) has been regarded so far as a problem of the model \([3]\).

On a closer inspection, power–law structures emerge from the empirical data when focusing on a specific subset of them. In place of \(\mathcal{F}_{\text{emp}}(x)\) we introduce the conditional distribution \(\mathcal{F}_{\text{emp}}(x|Q>Q_0)\), with \(Q_0\) properly chosen. This is obtained by selecting data which belong only to lists with \(Q > Q_0\). An example is given in Fig. 1 where the empirical distribution of \(x\), obtained by merging data from the Italian elections held from 1958 to 1987, is shown for \(Q_0 = 0\) (complete distribution) and \(Q_0 = 30\). Lognormality is manifestly broken in the latter distribution, which is instead characterized by a power–law right tail with final collapse at \(x \lesssim Q_0\). With reference to the group \(U\) of countries studied in ref. \([4]\), it must be added that: i) a similar behaviour is displayed by data of Polish and Estonian elections; ii) Finnish data still display a lognormal conditional distribution given \(Q_0 = 30\), hence they represent a puzzling exception; iii) Italian data are those with the largest statistics for \(Q > Q_0 = 30\); this is why we plot just them in Fig. 1.

We propose an interpretation of this effect. We first notice that by construction \(\mathcal{F}_{\text{emp}}(x|Q > Q_0)\) fulfills the inequality
\[
\mathcal{F}_{\text{emp}}(x) < \mathcal{F}_{\text{emp}}(x|Q > Q_0), \quad \text{for } x > Q_0
\]  
(we refer the reader to app. A for a simple proof of eq. \((1.5)\)). As a consequence, the opposite inequality \(\mathcal{F}_{\text{emp}}(x) > \mathcal{F}_{\text{emp}}(x|Q > Q_0)\) must hold somewhere in the complementary region \(x \lesssim Q_0\), since both \(\mathcal{F}_{\text{emp}}(x)\) and \(\mathcal{F}_{\text{emp}}(x|Q > Q_0)\) are correctly normalized as p.d.f.’s. Secondly, \(\mathcal{F}_{\text{emp}}(x|Q > Q_0)\) also can be represented as a convolution of conditional distributions \(\mathcal{F}_{\text{emp}}(x|Q,N)\) with \(Q > Q_0\), viz.
\[
\mathcal{F}_{\text{emp}}(x|Q > Q_0) = \sum_{Q > Q_0} \sum_N p(Q,N|Q > Q_0) \mathcal{F}_{\text{emp}}(x|Q,N), \quad (1.6)
\]
where the conditional probability \(p(Q,N|Q > Q_0)\) is defined for \(Q > Q_0\) by
\[
p(Q,N|Q > Q_0) = \frac{\text{no. of pairs } (Q,N) \text{ in the empirical datasets}}{\text{no. of all pairs } (Q',N') \text{ with } Q' > Q_0 \text{ in the empirical datasets}}. \quad (1.7)
\]
Although we have insufficient statistics for measuring \(\mathcal{F}_{\text{emp}}(x|Q,N)\), we know that it vanishes for \(x > Q\) by construction. Hence, we expect it to be contaminated by truncation artefacts for \(x \lesssim Q\), amounting to a faster decay just to the left of the truncation point, than we would observe for larger values of \(Q\).
Independently of how these local distortions are compensated along the domain of the distribution or globally through a dilution along the whole domain, their overall impact is modest provided $Q$ is sufficiently large. Therefore, it is reasonable to assume $F_{\text{EMP}}(x|Q,N)$ to become independent of $Q$ for $x \ll Q$ as $Q \to \infty$. If this is correct, it follows that $F_{\text{EMP}}(x|Q > Q_0)$ is almost insensitive to its defining convolution, i.e. for $x \ll Q_0$ we must have

$$F_{\text{EMP}}(x|Q > Q_0) = \sum_{Q > Q_0} \sum_{N} p(Q,N|Q > Q_0) F_{\text{EMP}}(x|Q,N)$$

$$\approx \sum_{N} F_{\text{EMP}}(x|Q_0,N) \sum_{Q > Q_0} p(Q,N|Q > Q_0)$$

$$= \sum_{N} F_{\text{EMP}}(x|Q_0,N) p(N|Q > Q_0) \approx F_{\text{EMP}}(x|Q_0,\bar{N}), \tag{1.8}$$

with $\bar{N} = E[N|Q > Q_0] \gg 1$ (there is always a positive correlation between $Q$ and $N$ in the empirical data, because parties present lager lists of candidates in larger constituencies). If we believe in the FC model, then $F_{\text{EMP}}(x|Q_0,\bar{N})$ is well reproduced by $F_{\text{FC}}(x|Q_0,\bar{N})$. Accordingly, $F_{\text{EMP}}(x|Q_0,\bar{N})$ has a power–law tail for $1 \lesssim x \lesssim Q_0$ and we can conclude that $F_{\text{EMP}}(x|Q > Q_0)$ also has a power–law tail in the same region.

The above considerations suggest to regard the power–law tail of $F_{\text{FC}}(x|Q,N)$ not as an unphysical attribute of the model, but – quite the opposite – as an essential feature of the phenomenon it describes. Since the complete tail of the distribution emerges only as $Q \to \infty$, we are naturally led to consider the large–list limit

$$F_{\text{FC}}(x) = \lim_{Q \to \infty} \lim_{N \to \infty} F_{\text{FC}}(x|Q,N). \tag{1.9}$$

Quite interestingly, this limit represents another realization of the FC scaling. Unlike eq. (1.4), it does not require any input from the empirical data. The ultimate reason why there exist two different ways to build a scaling function out of $F_{\text{FC}}(x|Q,N)$ is not clear.

Aim of the present paper is to investigate $F_{\text{FC}}(x)$ and its corrections at finite $Q$. Despite the significance of the FC model, the analytic structure of $F_{\text{FC}}(x|Q,N)$ has never been studied in the literature so far, to the best of our knowledge. The analysis we present here is the first attempt to go beyond numerical simulations. Given the complexity of the FC model, in sect. 2 we consider a quenched approximation of it, where the word of mouth generates Galton–Watson trees with Mandelbrot offspring distribution. Albeit simpler, the quenched model is still in good agreement with the empirical data. Based on the exponential scaling of Galton–Watson trees, in sect. 3 we work out the vote distribution in the large–list limit and study how it changes under variations of the stopping rule of the algorithm. In sect. 4 we go back to the original model and show that an analogous solution applies to it mutatis mutandis. Specifically, we find that, similar to Galton–Watson trees, also trees resulting from eq. (1.1) scale exponentially as $t \to \infty$ and we calculate their growth rate. This is sufficient for studying the FC model in the large–list limit. Finally, in sect. 5 we derive an asymptotic estimate of the power–law tail of the vote distribution in the quenched model. This applies with rather good approximation to the FC model too. We draw our conclusions in sect. 6.

## 2 Quenched word–of–mouth model

As mentioned above, the major complication of the FC model is represented by the activism of the agents, who repeatedly endeavor to persuade their undecided acquaintances. A great simplification is achieved if we prevent them from insisting after their first attempt. This turns the model into a standard Galton–Watson
process, where the time variable \( t \) comes to be identified with the level variable \( n \). In this approximation candidates interact with their neighbours at time \( t = n = 0 \), a single interaction being represented by a Bernoulli trial with success probability \( r \). Hence they freeze, while persuaded agents on level \( t = n = 1 \) interact in turn with their acquaintances lying on the next level, according to the same stochastic prescription. Then they freeze too and so on and so forth. If \( Z^{(i)}_t \) denotes the number of persuaded agents on the \( t \)th level of the \( i \)th tree, the word–of–mouth spreading is described by the simpler equations

\[
\begin{align*}
Z^{(i)}_0 &= 1, \\
Z^{(i)}_{t+1} &= \sum_{j=0}^{Z^{(i)}_t} \xi^{(i)}_{t,j}, \quad t \geq 0, \\
\{\xi^{(i)}_{t,j}\} &\text{ are i.i.d. variables with } \xi^{(i)}_{t,j} \sim p_B(\ell) = C^{-1} \sum_{k=\max\{\ell, k_{\min}\}}^{\infty} \binom{k}{\ell} r^\ell (1-r)^{k-\ell} k^{\alpha}, \quad (2.1)
\end{align*}
\]

where \( \ell \geq 0 \) and \( C = \sum_{\ell=0}^{\infty} \sum_{k=\max\{\ell, k_{\min}\}}^{\infty} \binom{k}{\ell} r^\ell (1-r)^{k-\ell} k^{\alpha} \) is the normalization constant of the offspring distribution \( p_B(\ell) \). The subindex B (roman font) reminds us that the agent–agent interaction is a Bernoulli trial. A sample tree generated according to the above procedure is depicted in Fig. 2. We observe that \( p_B(\ell) \) is precisely the probability of contacting \( k \) agents with probability \( \pi(k) \propto k^{-\alpha} \) under the condition that \( k \geq k_{\min} \) and of convincing a fraction \( \ell \leq k \) of them, each with probability \( r \), in all possible ways. For later convenience, we let \( n_B = \sum_{\ell=0}^{\infty} \ell p_B(\ell) \) denote the average offspring of a vertex. Moreover, in this framework the number of preferences assigned to the \( i \)th candidate up to level \( t \) is given by

\[
V^{(i)}_t = \sum_{s=0}^{t} Z^{(i)}_s. \quad (2.2)
\]

The statistical properties of \( Z^{(i)}_t \) (in particular the tail of its distribution) are completely determined by \( p_B(\ell) \). Unfortunately, despite the simplification operated on the original process, the structure of \( p_B(\ell) \) is still too complex to allow for analytic calculations. Hence, we proceed to a further reduction of complexity. We notice that if a persuaded agent has many contacts \( k \) and interacts with them separately via Bernoulli trials with success probability \( r \), on average he/she persuades a fraction \( r k \) of them. Indeed, the relation

\[
r \sum_{k=\ell}^{\infty} \binom{k}{\ell} \frac{r^\ell (1-r)^{k-\ell} k^{\alpha}}{\ell^{\alpha}} \approx \frac{r^\alpha}{\ell^{\alpha}} \quad (2.3)
\]

holds asymptotically. Inspired by this equation, we introduce the integer variable \( n_{\min} = \max\{1, \lfloor r k_{\min} \rfloor \}\)

---

\( \text{When not needed, we shall drop the upper index of } Z^{(i)}_t \text{ and simply write } Z_t \text{ in place of it.} \)
and in place of eq. (2.1) we consider the Galton–Watson process

\[
\begin{cases}
Z_0^{(i)} = 1, \\
Z_{t+1}^{(i)} = \sum_{j=0}^{Z_t^{(i)}} \xi_{t,j}^{(i)}, \quad t \geq 0, \\
\{\xi_{t,j}^{(i)}\} \text{ are i.i.d. variables with } \xi_{t,j}^{(i)} \sim p_Q(n) = \frac{1}{\zeta(\alpha, n_{\min})} \frac{1}{n^\alpha},
\end{cases}
\]

where \( n \geq n_{\min} \) and \( \zeta(\alpha, n_{\min}) = \sum_{n=0}^{\infty} \frac{1}{(n+n_{\min})^\alpha} \) denotes the Hurwitz \( \zeta \)–function. The offspring distribution \( p_Q(n) \) is known in the literature as the shifted power law or Mandelbrot distribution \([5]\). In the sequel we focus on eq. (2.4) and refer to it as the *quenched* model, with the understanding that it has been obtained by quenching both the activism of the agents and the fluctuations of the single interactions characterizing the original FC model. The subindex \( Q \) (roman font) in \( p_Q(\ell) \) stands for *quenched*.

In Fig. 3 we compare the offspring distributions \( p_B(\ell) \) and \( p_Q(n) \) for \( \alpha = 2.45, r = 0.25 \) and several choices of \( k_{\min} \) and \( n_{\min} \) just to stress that: i) \( p_Q(n) \) undergoes discrete jumps as \( n_{\min} \to n_{\min} + 1 \); ii) apart from the overall normalization, the behaviour of the two distributions essentially differs only for \( \ell \sim O(1) \).

We let \( \mathcal{T} \) denote the space of trees (elementary events) and \( \mathcal{M} \) the additive class of subsets of \( \mathcal{T} \) (events). The measure theory in \( \mathcal{T} \) has been first discussed in ref. \([4]\), to which we refer the reader for details. Eqs. (2.1) and (2.4) induce two different probability spaces on \( \mathcal{T} \), namely

- eq. (2.1) \( \Rightarrow \mathcal{P}_B(\alpha, r, k_{\min}) = (\mathcal{T}, \mathcal{M}, \mathbb{P}_B\{·|\alpha, r, k_{\min}\}); \)
- eq. (2.4) \( \Rightarrow \mathcal{P}_Q(\alpha, n_{\min}) = (\mathcal{T}, \mathcal{M}, \mathbb{P}_Q\{·|\alpha, n_{\min}\}). \)

Eq. (1.1) induces a family of probability spaces \( \mathcal{P}_{pc,t}(\alpha, r, k_{\min}) = (\mathcal{T}_t, \mathcal{M}_t, \mathbb{P}_{pc,t}\{·|\alpha, r, k_{\min}\}) \) parametrized by \( t = 0, 1, 2, \ldots, \) where \( \mathcal{T}_t \) is the space of finite trees with at most \( t \) levels and \( \mathcal{M}_t \) is the additive class of subsets of \( \mathcal{T}_t \). For simplicity, in the sequel we use the notation \( \mathbb{P}\{R\} \) with no subindices and/or parameters to denote the probability of \( R \in \mathcal{M} \) whenever the context makes it clear to which specific measure we refer.

**Remark 2.1.** The network of acquaintances in the FC model is a collection of disjoint i.i.d. trees, each belonging to \( \mathcal{P}_Q(\alpha, k_{\min}) \), i.e. \( X_{n+1}^{(i)} = \sum_{j=0}^{X_n^{(i)}} \xi_{n,j}^{(i)} \) with \( \xi_{n,j}^{(i)} \sim p_Q(n) |_{n_{\min} \to k_{\min}}. \)

So far we have discussed the structure of single trees. In the quenched word–of–mouth model we generate trees in parallel level by level: we first draw a realization of \( (Z_t^{(1)})_t=1 \), hence we draw a realization of \( (Z_t^{(i)})_t=1 \), etc. As \( t \to \infty \), the algorithm generates \( Q \)–tuples of trees, i.e. elements of the Cartesian product

\[
\mathcal{I} = \mathcal{T} \times \ldots \times \mathcal{T}_{Q \text{ times}}.
\]
The set $\mathcal{T}$ is the space of elementary events of the model. The probability measure on $\mathcal{T}$ is the product measure obtained in the usual way for independent variables, see ref. [7, ch. IV.6]. In the following, we let $T = (T^{(1)}, \ldots, T^{(Q)})$ denote a generic element of $\mathcal{T}$. We call $T$ a $Q$-forest. Incidentally, we observe that the stochastic variable $V_t^{(i)}$ is a function of $T^{(i)}$ alone. Therefore, we write $V_t^{(i)} = V_t(T^{(i)})$ whenever appropriate.

To complete the algorithmic prescription we need to specify a stopping rule to arrest the generation of new levels. In sect. 3 we study, among other things, how the vote distribution depends on this part of the procedure. We consider three possible stopping rules:

**SR1**: the process stops as soon as the overall number of vertices generated on all trees equals $N$. This is the stopping rule adopted by FC in ref. [1]. It has the drawback that precisely when the process stops, some trees have developed down to a certain level $t_{\text{exit}}$, while the others only down to level $t_{\text{exit}} - 1$. In most cases there is a tree $T^{(i)}$ for which $Z_{t_{\text{exit}}}^{(i)}$ is only partially realized. This complicates the analytic description, as we shall see;

**SR2**: the process stops as soon as the generation of the earliest level $t_{\text{exit}}$, at which the overall number of vertices on all trees reaches $N$, is complete for all trees. Hence, all variables $(Z_{t_{\text{exit}}}^{(i)})_{i=1}^Q$ are fully realized. Unfortunately, this rule has the drawback that precisely when the process stops, the overall number $M$ of vertices generated on all trees fluctuates along different iterations of the algorithm, with $M \geq N$;

**SR3**: the process stops as soon as the generation of a predefined level $t_{\text{exit}}$ is complete for all trees. Similar to the previous case, all variables $(Z_{t_{\text{exit}}}^{(i)})_{i=1}^Q$ are fully realized. The overall number $M$ of vertices generated on all trees fluctuates along different iterations, however $M$ is totally unconstrained in this case.

Iterating the above algorithm many times and counting preferences yields the conditional distribution $F_Q(x|Q, N)$ (under SR1 and SR2) or $F_Q(x|Q, t_{\text{exit}})$ (under SR3). We incidentally notice that under SR1 it is no matter whether trees are randomly or sequentially ordered when the level $t_{\text{exit}}$ is generated, provided $F_Q(x|Q, N)$ is averaged over all candidates.

In Fig. 4 we show the distribution $F_Q(x)$ obtained by convolving the conditional distribution $F_Q(x|Q, N)$ (under SR2) with the empirical probability $p(Q, N)$ obtained by merging the datasets of the Italian elections held in 1958, 1972, 1976, 1979, 1987 and the Polish elections held in 2001, 2005, 2007, 2011.
held from 1958 to 1987 jointly with those of the Polish elections held from 2001 to 2011. The curves correspond to a choice of the model parameters \((\alpha, n_{\text{min}}) = (2.45, 3)\). The agreement of the complete distribution (left) with the universal lognormal is not perfect. Yet, it is sufficiently good to let us regard the quenched model as a valid simplification for studying the large–list limit and its corrections at finite \(Q\). The emergence of a power–law right tail for \(Q_0 = 30\) (right) is less pronounced than in the empirical data, yet it is still visible.

**Remark 2.2.** At this point the reader may wonder why the quenched model matches the empirical data so well, in spite of the razor cuts operated on the FC model. To answer this, we notice that from an algorithmic point of view a typical tree \(T^{(i)} \in \mathcal{P}_{\text{FC,exit}}(\alpha, r, k_{\text{min}})\) looks like a hybrid. If \(t_{\text{exit}}\) is not too small, persuaded voters \(Y^{(i)}_t(t_{\text{exit}})\) on the first levels \((n < t_{\text{exit}})\) are close to their maximum possible value \(X^{(i)}_n\), since undecided agents have been contacted several times. This part of the tree looks much like typical elements of \(\mathcal{P}_Q(\alpha, k_{\text{min}})\). Of note, the latter are much fatter than typical elements of \(\mathcal{P}_Q(\alpha, n_{\text{min}})\). By contrast, undecided agents on the last levels \((n \approx t_{\text{exit}})\) have been contacted just a few times: specifically, those on the \(t_{\text{exit}}\)th level have undergone just one interaction with their parents. Therefore, this part of the tree resembles more typical elements of \(\mathcal{P}_n(\alpha, r, k_{\text{min}})\) and these are similar to typical elements of \(\mathcal{P}_Q(\alpha, n_{\text{min}})\). Moreover, the last levels are those which contribute most to the overall number of preferences. We conclude that the quenched model works well because trees in \(\mathcal{P}_Q(\alpha, n_{\text{min}})\) are similar to trees in \(\mathcal{P}_{\text{FC,exit}}(\alpha, r, k_{\text{min}})\) precisely where they should be, i.e. on the last levels. Notice that the optimal choice of the FC model parameters yields \(rk_{\text{min}} = 2.5\), whereas in the quenched model we have \(n_{\text{min}} = 3\). This yields an average compensation of all topological differences. Of course, the above intuitive argument should be substantiated by a quantitative analysis of the growth rate of \(Y^{(i)}_n(t)\). We shall discuss this in sect. 4.

Let us now examine more closely trees in \(\mathcal{P}_Q(\alpha, n_{\text{min}})\). The standard toolbox to study them is the theory of branching processes, discussed for instance in the classical monographs by Harris [8] and Athreya and Ney [9]. The average offspring of a vertex is given by

\[
m_Q = \sum_{n=n_{\text{min}}}^{\infty} np_Q(n) = \frac{\zeta(\alpha-1, n_{\text{min}})}{\zeta(\alpha, n_{\text{min}})} > 1.
\]  

(2.6)

For the reader’s convenience, in Table 1 we collect values of \(m_Q\) for a handful of plausible choices of \((\alpha, n_{\text{min}})\).

Owing to \(m_Q > 1\), quenched trees are supercritical, i.e. on average they fulfill \(Z_t \to \infty\) as \(t \to \infty\). We recall indeed that

\[
E[Z_t] = E\left[ \sum_{j=0}^{Z_{t-1}} \xi_{t,j} \mid Z_{t-1} \right] = E[m_Q Z_{t-1}] = m_Q E[Z_{t-1}].
\]  

(2.7)

Since \(E[Z_0] = 1\), it follows that \(E[Z_t] = m_Q^t\). Hence, we see that \(m_Q\) is the exponential growth rate of \(Z_t\). We also notice that \(m_Q \sim O(10)\) if \(\alpha\) is not too large and \(n_{\text{min}}\) not too small. As a consequence \(Z_t, Z_{t+1}, Z_{t+2}, \ldots\) belong to different orders of magnitude on average. We finally observe that since \(p_Q(n) = 0\) for

| \(m_Q\) | \(2.35\) | \(2.45\) | \(2.55\) | \(2.65\) | \(2.75\) |
|---|---|---|---|---|---|
| 2 | 4.44184 | 5.06405 | 6.04419 | 4.01235 | 3.69847 |
| \(n_{\text{min}}\) | 3 | 7.18374 | 8.20382 | 8.98148 | 5.96197 |
| 4 | 9.96479 | 11.38611 | 13.62090 | 8.98148 | 8.26097 |

Table 1 – Values of \(m_Q\) for various choices of \((\alpha, n_{\text{min}})\).
\[ n < n_{\text{min}}, \] it follows that \( P(Z_t = 0) = 0 \) for all \( t \). In cases like this, it is appropriate to introduce the variable \( W_t = Z_t/m_q^t \). Obviously, \( W_t \) fulfills \( E[W_t] = 1 \). Moreover, an argument analogous to eq. (2.7) proves that \( W_t \) is a martingale, that is to say it fulfills

\[ E[W_t | W_{t-1}] = W_{t-1}. \] (2.8)

The latter two properties ensure that the sequence \((W_t)_{t \geq 0}\) converges to a finite limit \( W \). In Fig. 5 (top) we show the p.d.f. \( \phi(w) \) of \( W \) obtained from numerical simulations of \( W_7 \) performed at \( \alpha = 2.45, 2.65, 2.85 \) and \( n_{\text{min}} = 2, 3, 4 \) (simulations suggest that \( W_t \) is close to convergence for \( t \gtrsim 4 \)). It is known that the probability generating function of \( W \), namely \( G_w(z) = E[z^W] \), obeys the functional equation

\[ G_w(z) = G_{\phi} \left( G_w \left( z^{1/m_{\phi}} \right) \right), \] (2.9)

where \( G_{\phi}(z) = E[z^{Z_1}] = \sum_{n=0}^{\infty} p_{\phi}(n) z^n \) is the probability generating function of \( Z_1 \). In principle, eq. (2.9) might be used to determine \( G_w(z) \). In practice, no off-the-shelf technique is known to solve it, the main difficulty being that it relates \( G_w(z) \) at different scales. In sect. 4, we obtain by other means an approximation to \( \phi(w) \) which holds in the asymptotic regime \( w \to \infty \) and reads

\[ \phi(w) \approx \frac{1}{\zeta(\alpha - 1, n_{\text{min}})} \frac{1}{w^{\alpha}}. \] (2.10)

Dashed lines in Fig. 5 (top) represent eq. (2.10). The agreement with simulation data is reasonably good, yet our asymptotic estimate worsens as \( \alpha \) and \( n_{\text{min}} \) increase.

The variable of interest for our aims is the number of preferences \( V_t \), introduced in eq. (2.2). From the above discussion, we conclude that \( V_t \) diverges as \( t \to \infty \) with the same growth rate as \( Z_t \). Therefore, it is convenient to introduce the variable

\[ H_t = \frac{V_t}{m_q} = W_t + \frac{1}{m_q} W_{t-1} + \frac{1}{m_q^2} W_{t-2} + \ldots. \] (2.11)

As \( t \to \infty \), the sequence \((H_t)_{t \geq 0}\) converges to a finite limit \( H \). In Fig. 5 (bottom), we show the p.d.f. \( \chi(h) \) of \( H \) obtained from the same numerical simulations described above. The distribution of \( H \) looks very similar to that of \( W \) and it is easy to understand why. First, we notice that

\[ E[H_t] = E[W_t] + \frac{1}{m_q} E[W_{t-1}] + \frac{1}{m_q^2} E[W_{t-2}] + \ldots = \frac{m_q - 1/m_q^t}{m_q - 1}. \] (2.12)

It follows that \( E[H] = m_q/(m_q - 1) \). Now, \( W_t, W_{t-1}, \ldots \) converge to different copies of \( W \) as \( t \to \infty \). However, these are not i.i.d. variables since they are correlated by construction (\( W_t \) is realized from \( W_{t-1} \), which is realized from \( W_{t-2} \), etc.). Of course, the correlation between \( W_t \) and \( W_{t-s} \) vanishes as \( s \) increases. Since \( m_q \sim O(10) \), it follows that terms which are progressively less correlated with \( W_t \) are also quickly suppressed in eq. (2.11). Hence, it makes sense to approximate \( H \) by

\[ H \approx \frac{m_q}{m_q - 1} W, \] (2.13)

and its p.d.f. \( \chi(h) \) in the asymptotic regime \( h \to \infty \) by

\[ \chi(h) \approx \frac{h^{\alpha-1}}{\zeta(\alpha - 1, n_{\text{min}})} \frac{1}{h^{\alpha}}. \] (2.14)
Figure 5 – (Top) p.d.f. of the limit variable $W$; (Bottom) p.d.f. of the limit variable $H$. Dashed lines correspond to the analytic estimates reported resp. in eq. (2.10) and eq. (2.14).
partition function \( Z_H(h) = P\{H < h\} \) for \( h = 1, 8 \) and various choices of \((\alpha, n_{\text{min}})\).
• the finest approximation consists in restricting the set of contributing $Q$–forests to those for which each of $(Z_{si}^{(i)})_{i=1}^{Q}$ is either fully realized or not realized at all when SR1 is fulfilled. We refer to this set $D_{\text{max}}(Q,N) \subset \mathcal{T}$ as the maximal ensemble for SR1.

Obviously, we have $D_{\text{min}}(Q,N) \subset D_{\text{max}}(Q,N)$, therefore we expect the estimate of $F_{\mathcal{Q}}(x|Q,N)$ to be worse in $D_{\text{min}}(Q,N)$ than in $D_{\text{max}}(Q,N)$. Notice that the above issue does not arise under either SR2 or SR3. In this section, we first work out the large–list limit of $F_{\mathcal{Q}}(x|Q,N)$ in the minimal ensemble for SR1. This case study allows us to set up the notation. Then, we calculate the vote distribution in the maximal ensemble for SR1 and finally under SR2 and SR3.

### 3.1 $F_{\mathcal{Q}}(x|Q,N)$ in the minimal ensemble for SR1

As previously explained, we assume $Q$ trees and stop the word–of–mouth spreading precisely when the overall number of vertices generated on all trees equals $N$. Accordingly, the space of all possible vote configurations is given by the discrete simplex

$$\Sigma(Q,N) = \left\{(v_1, \ldots, v_Q) \in \mathbb{N}^Q : \sum_{k=1}^{Q} v_k = N \right\}. \tag{3.1}$$

Given $v = (v_1, \ldots, v_Q) \in \Sigma(Q,N)$, the probability that at time $t$ the vote variables defined in eq. (2.2) fulfill $\{V_t^{(1)} = v_1, \ldots, V_t^{(Q)} = v_Q\}$ amounts to

$$\Pi_t(v|Q,N) = \frac{p_t(v_1) \cdots p_t(v_Q)}{\sum_{v \in \Sigma(Q,N)} p_t(v_1) \cdots p_t(v_Q)} \tag{3.2}$$

It is important to recognize that $\Pi_t(\cdot|Q,N)$ measures subsets of $\mathcal{T}$. More precisely, the domain of $\Pi_t(\cdot|Q,N)$ is the ensemble $D_t(Q,N) \subset \mathcal{T}$ defined by

$$D_t(Q,N) = \left\{T \in \mathcal{T} : \left(V_t(T^{(1)}), \ldots, V_t(T^{(Q)})\right) \in \Sigma(Q,N) \right\}. \tag{3.3}$$

Sampling $\Pi_t(\cdot|Q,N)$ is a hard job. In order to generate an acceptable sample $T \in D_t(Q,N)$ in a computer simulation, we are supposed to run eq. (2.4) up to the $t$th level (which means drawing all variables $(Z_{si}^{(i)})_{i=1}^{Q}$ for $s \leq t$) and then check that $\{V_t(T^{(1)}), \ldots, V_t(T^{(Q)})\} \in \Sigma(Q,N)$. Needless to say, such samples have an extremely low probability of being generated. Starting from eq. (3.3), we define

$$D_{\text{min}}(Q,N) = \bigcup_{t=0}^{\infty} D_t(Q,N). \tag{3.4}$$

This is the minimal ensemble for SR1. For all $T \in D_{\text{min}}(Q,N)$, SR1 is exactly fulfilled at some level $t_{\text{exit}}$ with all of $(Z_{si}^{(i)})_{i=1}^{Q}$ being fully counted. We call it minimal since it is the smallest subset of $\mathcal{T}$ in which $F_{\mathcal{Q}}(x|Q,N)$ under SR1 can be consistently represented as a functional of the probabilities of $(V_t^{(i)})_{i=1}^{Q} \in \mathbb{N}$ alone. Of course, the majority of $T \in \mathcal{T}$ contributing to numerical simulations of $F_{\mathcal{Q}}(x|Q,N)$ under SR1 lie outside $D_{\text{min}}(Q,N)$.

Notice that since $D_t(Q,N) \cap D_{t'}(Q,N) = \emptyset$ for $t' \neq t$, it follows that

$$\mathbb{P}\{T \in D_{\text{min}}(Q,N)\} = \sum_{t=0}^{\infty} \mathbb{P}\{T \in D_t(Q,N)\}. \tag{3.5}$$

The above probabilities come into play when observing that given $(Q,N)$, the actual level $t_{\text{exit}}$ at which the algorithm stops is unknown. For this reason we introduce the stopping time

$$\tau_{Q,N} = \min \left\{t \in \mathbb{N} : \sum_{i=1}^{Q} V_t^{(i)} \geq N \right\}, \tag{3.6}$$
representing the earliest level at which the sum of the vote variables defined in eq. (3.2) exceeds \( N \). Similar to \( V_i^{(l)} \), also \( \tau_{Q,N} \) is a stochastic variable, i.e. it is a function of \( T \in \mathcal{T} \). As such, it is differently realized in each iteration of the algorithm. Of course, \( \tau_{Q,N} \) fulfills

\[
P\{\tau = t \mid \mathcal{D}_{\text{min}}\} = P\{\tau_{Q,N}(T) = t \mid T \in \mathcal{D}_{\text{min}}(Q,N)\} = \frac{P\{T \in \mathcal{D}_t(Q,N)\}}{P\{T \in \mathcal{D}_{\text{min}}(Q,N)\}}. \tag{3.7}
\]

Sampling \( P\{\tau = t \mid \mathcal{D}_{\text{min}}\} \) is just as difficult as sampling \( \Pi_t(\cdot \mid Q,N) \): on the one hand \( P\{T \in \mathcal{D}_{\text{min}}\} \to 0 \) as \( Q,N \to \infty \), on the other hand we do not know any algorithmic recipe to \textit{a priori} generate \( Q \)-forests \( T \in \mathcal{D}_{\text{min}}(Q,N) \) with correct probability. However, we can obtain an estimate of \( P\{\tau = t \mid \mathcal{D}_{\text{min}}\} \) by measuring the frequency of those \( T \in \mathcal{T} \) for which SR1 is fulfilled with either \( Z_t^{(Q)} \) or \( Z_t^{(1)} \) being partially counted.

Now, given \( (Q,N) \) and \( x = \ell Q/N \) with \( \ell = 1,2,\ldots,N \), the \textit{discrete} probability that the excess-of-votes variable yields \( x \) in the \textit{minimal ensemble} for SR1 is given by

\[
F_Q^{(l)}(x|Q,N;\mathcal{D}_{\text{min}}) = \sum_{t=0}^{\infty} \left[ \sum_{v \in \Sigma(Q,N)} \delta_{tN/Q,v} \Pi_t(v|Q,N) \right] P\{\tau = t \mid \mathcal{D}_{\text{min}}\}, \tag{3.8}
\]

with the \( \delta \)-symbol within square brackets representing the Kronecker delta. Although we need to select one specific candidate to count preferences, the upper index \( (i) \) on the l.h.s. is redundant, since \( \Pi_t(v|Q,N) \) is invariant under permutations of the components of the vote vector \( v \). Hence, we drop it in the sequel. We wish to work out eq. (3.8) in the large–list limit, i.e. as \( Q,N \to \infty \). To this aim, we notice that the simplex constraint can be represented in terms of another \( \delta \)-symbol: for any function \( f(v) \) the identity

\[
\sum_{v \in \Sigma(Q,N)} f(v) = \sum_{v_1,\ldots,v_Q=1}^M \delta_{\sum_i v_i,N} f(v) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\lambda \sum_{v_1,\ldots,v_Q=1}^M e^{i\lambda \left( \sum_i v_i - N \right)} f(v_1,\ldots,v_Q) \tag{3.9}
\]

holds for all integers \( M \geq N \). In particular, the rightmost equality follows from representing the Kronecker delta in Fourier harmonics. Upon using eq. (3.9) and the explicit expression of \( \Pi_t(v|Q,N) \), we turn eq. (3.8) into

\[
F_Q(x|Q,N;\mathcal{D}_{\text{min}}) = \sum_{t=0}^{\infty} p_t \left( \frac{xN}{Q} \right) \left[ \int_{-\pi}^{\pi} d\lambda e^{-i\lambda \frac{Q-x}{N}} \prod_{j \neq i=1}^{1,Q} e^{2\lambda v_j} p_t(v_j) \right] P\{\tau = t \mid \mathcal{D}_{\text{min}}\}. \tag{3.10}
\]

Provided \( x < Q \), the exponential \( e^{-i\lambda \frac{Q-x}{N}} \) at numerator oscillates quickly as \( N \to \infty \) and thus lets the integral over \( \lambda \) receive contributions only from a region around \( \lambda = 0 \) with size proportional to \( \pi Q/[N(Q-x)] \to 0 \). Analogously, the exponential \( e^{-i\lambda N} \) at denominator oscillates quickly as \( N \to \infty \) and thus lets the integral over \( \lambda \) receive contributions only from a region around \( \lambda = 0 \) with size proportional to \( \pi/N \to 0 \). Therefore, the ratio in square brackets converges quickly to \( Q/\left( [Q-x] \sum_{v_i=0}^{M} p_t(v_i) \right) \) as \( N \to \infty \). Clearly, in this approximation \( F_Q(x|Q,N) \) diverges as \( x \to Q \), the reason being that the original integral at numerator stops oscillating in that limit and the above argument fails. However, we can approximate the diverging factor \( Q/(Q-x) \) to \( 1 \) as \( Q \to \infty \). We finally set \( M = N \). This yields

\[
F_Q(x|Q,N;\mathcal{D}_{\text{min}}) = \sum_{t=0}^{\infty} p_t \left( \frac{xN}{Q} \right) \sum_{v_i=1}^{N} p_t(v) P\{\tau = t \mid \mathcal{D}_{\text{min}}\}, \quad \text{as}\, Q,N \to \infty. \tag{3.11}
\]

\footnote{To make this point clear: we extend \( F_Q(x|Q,N) \) to \( N \in \mathbb{C} \) by analytic continuation, then we rotate \( N \to -i\bar{N} \). This turns the oscillating integrals into exponentially damped ones. Everything under the integral sign (except the highly oscillating exponentials) can be then evaluated at \( \lambda = 0 \) and be taken out of the integrals. At the end we rotate back \( N \to iN \). It is funny to notice that highly oscillating integrals such as eq. (3.10) arise in applicable contexts which have nothing to do with opinion dynamics. An example is represented by the Bjorken scaling in QCD (see for instance eq. (9.5) of ref. [11]), which is analogous in some respect to the FC scaling.}
To highlight the transition to a continuous distribution, we find it convenient to set $N \to N_\ast = h_0 Q m_\ast^Q$ (recall that $E[V] = hm_\ast$) and let it diverge along the sequence $s = 1, 2, 3, \ldots \infty$ (thermodynamic limit). If $N_\ast$ is not an integer, we define $F_Q(x|Q, N_\ast; D_{\min})$ by linear interpolation between its values at the nearest integers $N_\pm = \lfloor N_\ast \rfloor$ and $N_\ast = \lceil N_\ast \rceil$. This setting is legitimate as well as reasonable: on the one hand we know that preferences distribute symmetrically among the $Q$ trees up to fluctuations, on the other hand the variable $s = \log[N/(h_0 Q)]/\log m_\ast$ just represents the average level at which the word of mouth stops given $(Q, N)$. In other words, the probability distribution $P\{\tau = t \mid D_{\min}\}$ as a function of $t$ peaks precisely at $t \approx s$ for $N = N_\ast$. It follows from eq. (2.15) that $p_t(xN/Q) = p_t(h_0 Q m_\ast^Q) = p_t((h_0 Q m_\ast^Q) \to h_0 m_\ast^Q \chi((h_0 Q m_\ast^Q)\, dx$ as $s \to \infty$. In the same limit the probability distribution of $x$ turns into a continuous distribution, namely $F_Q(x|Q, N_\ast) \to F_Q(x|Q, N_\ast)\, dx$. We conclude that

$$F_Q(x|Q, N_\ast; D_{\min}) = \sum_{t=s, s \pm 1, s \pm 2, \ldots} \frac{h_0 m_\ast^{s-t} \chi((h_0 Q m_\ast^Q)^{s-t})}{\int_0 h_0 Q m_\ast^Q \, dy \chi(y)} P\{\tau = t \mid D_{\min}\}, \quad as \, Q, s \to \infty. \quad (3.12)$$

The above distribution is correctly normalized, as can be seen upon integrating both sides over $x \in (0, Q)$. Provided $h_0 Q \geq m_\ast^{s+1}$, the integral at denominator can be omitted without significant loss of accuracy (see Table 2).

**Remark 3.1.** While eq. (3.8) is exact, eq. (3.12) is formally correct provided $x \ll Q$. An important difference between the two distributions arises as we calculate their expectations, which should equal one by symmetry. Indeed, we have

$$E[x|Q, N; D_{\min}] = \frac{1}{Q} \sum_{i=1}^Q \sum_x x F_Q^{(i)}(x|Q, N; D_{\min})$$

$$= \frac{1}{N} \sum_{t=0}^\infty \left[ \sum_{v \in \Xi(Q, N)} \sum_{i=1}^Q v_i \Pi_t(v|Q, N) \right] P\{\tau = t \mid D_{\min}\} = \sum_{t=0}^\infty P\{\tau = t \mid D_{\min}\} = 1, \quad (3.13)$$

whereas

$$E[x|Q, N; D_{\min}] = \int_0^Q dx \, x F_Q(x|Q, N; D_{\min})$$

$$= \sum_{t=s, s \pm 1, s \pm 2, \ldots} \frac{m_\ast^{t-s}}{h_0 \int_0 h_0 Q m_\ast^{s-t} \, dy \chi(y)} P\{\tau = t \mid D_{\min}\}. \quad (3.14)$$

For finite values of $Q$ we have in general $E[x|Q, N; D_{\min}] \neq 1$. Notice that the ratio of integrals on the r.h.s. of eq. (3.14) converges to $h_0$ as $Q \to \infty$. Hence, in this limit we are left with $E[x|Q, N; D_{\min}] \approx \sum_{t} m_\ast^{t-s} P\{\tau = t \mid D_{\min}\}$. The value of the latter sum depends on how $\tau_Q, N_s$ distributes around $s$. In full generality we must regard $E[x|Q, N; D_{\min}]$ as a measurement of the quality by which eq. (3.12) approximates $F_Q(x|Q, N; D_{\min})$ in the large–list limit.

In Table 3 (left) we report an estimate of the probability $P\{\tau = t \mid D_{\min}\}$ for $s = 5, (\alpha, m_{\min}) = (2.45, 3)$ and $Q = 8, \ldots, 256$. We obtained this estimate from numerical simulations just as explained above, i.e. by measuring the frequency of those $T \in \mathcal{T}$ for which SR1 is fulfilled with either $Z_i(\alpha)$ or $Z_{t+1}^{(i)}$ being partially counted. In Table 3 (right) we report an estimate of the expectation $E[x|Q, N; D_{\min}]$ corresponding to our estimate of $P\{\tau = t \mid D_{\min}\}$ for the same choice of parameters. Analogous simulations at $s = 6$ display a rigid shift of the probability distribution of $\tau_Q, N_s$ around $t = 6$ with no evident change in the structure of the tails. In full generality we conclude that $\tau_Q, N_s$ peaks at $t = s$ with increasing probability as $Q \to \infty$, provided $s$ is sufficiently large. By extrapolation we have

$$\lim_{Q \to \infty} \lim_{s \to \infty} P\{\tau = t \mid D_{\min}\} = \delta_{t,s}. \quad (3.15)$$
As a consequence, \( \mathcal{E}[x | Q, N_s; D_{\min}] \to 1 \) as \( Q, s \to \infty \). From Table 3 we notice that \( \mathcal{E}[x | Q, N_s; D_{\min}] \) deviates from one by less than 20\% even at the smallest value of \( Q \) among those simulated.

We now go back to eq. (3.12). From eq. (3.15) we infer that
\[
\mathcal{F}^a_Q(x) = \lim_{Q \to \infty} \lim_{s \to \infty} \mathcal{F}_Q(x | Q, N_s; D_{\min}) = h_0 \chi(h_0 x).
\] (3.16)

Thus we see that \( \mathcal{F}^a_Q(x) \) has an asymptotic power–law behaviour. The asymptotic regime is reached as soon as \( x \gtrsim h_0^{-1} \). Eq. (2.14) yields a prediction of the exponent and the scale coefficient of the power law in the large–list limit. If we forget about the structure of \( \mathbb{P}\{\tau = t | D_{\min}\} \) for a while and concentrate on the general structure eq. (3.12), we see that in the large–list limit \( \mathcal{F}_Q(x | Q, N_s; D_{\min}) \) is given by a convolution of \( \chi \) at largely separated scales (recall that \( m_\alpha \sim O(10) \)). Given \( x \), we can split the latter into two groups, namely forward (\( m_\alpha x, m_\alpha^2 x, \ldots \)) and backward (\( x/m_\alpha, x/m_\alpha^2, \ldots \)) scales. Explicitly, we have
\[
\mathcal{F}_Q(x | Q, N_s; D_{\min}) = \frac{h_0 \chi(h_0 x)}{\int_0^{h_0 Q} d y \chi(y)} \mathbb{P}\{\tau = s | D_{\min}\}
\]
\[
+ m_\alpha \frac{h_0 \chi(h_0 m_\alpha x)}{\int_0^{h_0 Q m_\alpha} d y \chi(y)} \mathbb{P}\{\tau = s - 1 | D_{\min}\} + m_\alpha^2 \frac{h_0 \chi(h_0 m_\alpha^2 x)}{\int_0^{h_0 Q m_\alpha^2} d y \chi(y)} \mathbb{P}\{\tau = s - 2 | D_{\min}\} + \ldots \quad \text{(fw. terms)}
\]
\[
+ \frac{1}{m_\alpha} \frac{h_0 \chi(h_0 x/m_\alpha)}{\int_0^{h_0 Q/m_\alpha} d y \chi(y)} \mathbb{P}\{\tau = s + 1 | D_{\min}\} + \frac{1}{m_\alpha^2} \frac{h_0 \chi(h_0 x/m_\alpha^2)}{\int_0^{h_0 Q/m_\alpha^2} d y \chi(y)} \mathbb{P}\{\tau = s + 2 | D_{\min}\} + \ldots \quad \text{(bw. terms)}
\] (3.17)

If \( \chi(h_0 x) \) is in the power–law regime, this is even more the case for \( \chi(h_0 m_\alpha^k x), k = 1, 2, \ldots \). We thus see that forward terms are safe: they do not spoil the overall power–law behaviour, do not even change the exponent of the power law and only contribute by modifying its scale coefficient. By contrast, backward terms are potentially dangerous: they shift \( x \) towards regions where \( \chi \) is not anymore in the asymptotic regime. Backward terms are in principle able to impair the power–law behaviour. Nevertheless, they are suppressed by inverse powers of \( m_\alpha \). This suggests that power–law structures in the scaling vote distribution may emerge even at moderate values of \( Q \). Keeping only terms corresponding to \( \tau_{Q, N_s} = s, s \pm 1 \) and assuming that \( x/m_\alpha \gtrsim 1 \) yields the asymptotic limit
\[
\mathcal{F}_Q(x | Q, N_s; D_{\min}) \sim \frac{C(Q)}{\zeta(\alpha - 1, n_{\min})} \frac{1}{x^\alpha}, \quad \text{as } x, Q, s \to \infty,
\] with
\[
C(Q) = \frac{\mathbb{P}\{\tau = s | D_{\min}\}}{\int_0^{h_0 Q} d y \chi(y)} + \frac{1}{m_\alpha^{\alpha - 1}} \frac{\mathbb{P}\{\tau = s - 1 | D_{\min}\}}{\int_0^{h_0 Q m_\alpha} d y \chi(y)} + m_\alpha^{\alpha - 1} \frac{\mathbb{P}\{\tau = s + 1 | D_{\min}\}}{\int_0^{h_0 Q/m_\alpha} d y \chi(y)}. \quad \text{(3.18)}
\]
The coefficient $C(Q)$ represents the only correction to the power-law scaling at finite $Q$. It fulfills $C(Q) \simeq 1$ and $\lim_{q \to \infty} C(Q) = 1$. For $Q \gg m_q$, the integrals at denominator can be omitted, as previously noticed. In the specific case of the minimal ensemble, we can set $C(Q) = 1$ for all $Q$ without loss of accuracy, as the values reported in Table 3 (right) suggest.

### 3.2 $F_Q(x|Q, N)$ in the maximal ensemble for SR1

Now that we have shown in a simplified framework how to calculate $F_0(x|Q, N)$ in the large-list limit under SR1, we proceed to work out a much better estimate of it. As mentioned at the beginning of the section, the finest approximation in terms of level variables takes into account all $Q$–forests for which each of $(Z_{\text{exit}}^{(i)})_{i=1}^Q$ is either fully realized or not realized at all when SR1 is fulfilled. To formalize this, we go through the same steps as we did in last section. Concretely, given $(Q, N)$ we introduce the ensembles

$$
D_{t,q}(Q, N) = \left\{ T \in \Xi : \left( V_{t+1}(T^{(1)}), \ldots, V_{t+1}(T^{(q)}), V_i(T^{(q+1)}), \ldots, V_i(T^{(Q)}) \right) \in \Sigma(Q, N) \right\},
$$

(3.19)

for $t \geq 0$ and $1 \leq q \leq Q$. Notice that $D_{t,q}(Q, N) = D_{t+1}(Q, N)$. Moreover, independently of $t$ or $q$ we expect that $\mathbb{P}\{T \in D_{t,q}(Q, N)\} \ll 1$, since $D_{t,q}(Q, N)$ is a highly restricted subset of $\Xi$. Starting from eq. (3.19) we define

$$
D_{\max}(Q, N) = \bigcup_{t=0}^\infty \bigcup_{q=1}^Q D_{t,q}(Q, N).
$$

(3.20)

This is the maximal ensemble for SR1. For all $T \in D_{\max}(Q, N)$, SR1 is exactly fulfilled at some level $t_{\text{exit}}$ with each of $(Z_{\text{exit}}^{(i)})_{i=1}^Q$ being either fully counted or not counted at all. We call it maximal since it is the largest subset of $\Xi$ in which $F_Q(x|Q, N)$ under SR1 can be consistently represented as a functional of the probabilities of $\{V_t^{(i)}\}_{i=1}^Q$ for all $t_{\text{exit}}$.

Given $v \in \Sigma(Q, N)$, the probability that the vote variables fulfill $\{V_{t+1}^{(1)} = v_1, \ldots, V_{t+1}^{(q)} = v_q, V_{t+1}^{(q+1)} = v_{q+1}, \ldots, V_t^{(Q)} = v_Q\}$ amounts to

$$
\Pi_{t,q}(v|Q, N) = \frac{p_t(v_1) \cdots p_t(v_q) p_t(v_{q+1}) \cdots p_t(v_Q)}{\sum_{v \in \Sigma(Q, N)} p_t(v_1) \cdots p_t(v_q) p_t(v_{q+1}) \cdots p_t(v_Q)}.
$$

(3.21)

The domain of $\Pi_{t,q}(v|Q, N)$ is precisely $D_{t,q}(Q, N)$. Notice that since $D_{t,q} \cap D_{t',q'} = \emptyset$ for $(t, q) \neq (t', q')$, it follows that

$$
\mathbb{P}\{T \in D_{\max}(Q, N)\} = \sum_{t=0}^\infty \sum_{q=1}^Q \mathbb{P}\{T \in D_{t,q}(Q, N)\}.
$$

(3.22)

The above probabilities come into play when observing that the actual values $(t_{\text{exit}}, q_{\text{exit}})$ at which the algorithm stops fluctuate randomly along different iterations. For this reason we introduce a fractional stopping time

$$
\tau_{Q,N}^{\text{frac}} = \inf \left\{ t + \frac{q}{Q} : \sum_{i=1}^q V_{t+1}^{(i)} + \sum_{i=q+1}^Q V_t^{(i)} \geq N \right\}.
$$

(3.23)

While $\tau_{Q,N}^{\text{frac}}$ is a discrete variable for finite values of $Q$, it becomes continuous as $Q \to \infty$. For finite $Q$ the “inf” is actually a “min” and since $1 \leq q \leq Q$, there exist no $(t_1, q_1), (t_2, q_2)$ with $(t_1, q_1) \neq (t_2, q_2)$ such that $\tau_{Q,N}^{\text{frac}} = t_1 + q_1/Q = t_2 + q_2/Q$. The probability distribution of $\tau_{Q,N}^{\text{frac}}$ is given by

$$
\mathbb{P}\left\{ \tau_{Q,N}^{\text{frac}} = t + \frac{q}{Q} \middle| D_{\max} \right\} = \mathbb{P}\left\{ \tau_{Q,N}^{\text{frac}}(T) = t + \frac{q}{Q}, T \in D_{\max}(Q, N) \right\} = \frac{\mathbb{P}\{T \in D_{t,q}(Q, N)\}}{\mathbb{P}\{T \in D_{\max}(Q, N)\}}.
$$

(3.24)
Although sampling \( P\{\tau_{Q,N}^{\text{flec}} = t + q/Q | D_{\text{max}}\} \) is very difficult (for the same reasons as previously), we can obtain an estimate of it by measuring the frequency of those \( T \in \mathcal{T} \) for which SR1 is fulfilled with \( Z_{t+1}^{(q+1)} \) being partially counted.

Now, given \((Q, N)\) and \( x = \ell Q/N \) with \( \ell = 1, 2, \ldots, N, \) the discrete probability that the excess-of-votes variable yields \( x \) in the maximal ensemble for SR1 is given by

\[
F_q(x|Q, N; D_{\text{max}}) = \frac{1}{Q} \sum_{t=0}^Q \sum_{q=1}^Q \sum_{v=1}^Q \sum_{\tau_{Q,v}\in\Sigma(Q,N)} \delta_{Q,N/Q,v} \Pi_{t,q}(v|Q, N) \ P\{\tau_{Q,N}^{\text{flec}} = t + q/Q | D_{\text{max}}\}. \tag{3.25}
\]

By the same arguments used in sect. 3.1 we can show that the above expression boils down to

\[
F_q(x|Q, N; D_{\text{max}}) = \sum_{t=0}^Q \sum_{v=1}^Q \ P\{\tau_{Q,v}^{\text{flec}} = t + q/Q | D_{\text{max}}\} \prod_{t=0}^Q \ P\{\tau_{Q,N}^{\text{flec}} = t + q/Q | D_{\text{max}}\}. \tag{3.26}
\]

as \( Q, N \to \infty. \) Each term on the r.h.s. combines linearly the probabilities of the vote variables \( V_t \) and \( V_{t+1} \) for some \( t. \) We can rearrange the sum so as to avoid such mixing. This yields

\[
F_q(x|Q, N; D_{\text{max}}) = \sum_{t=0}^Q \sum_{v=1}^Q \ p_t(x/N) \prod_{t=0}^Q \ P\{\tau_{Q,v}^{\text{flec}} = t + q/Q | D_{\text{max}}\}, \tag{3.27}
\]

with the integrated probability \( P\{\tau = t | D_{\text{max}}\} \) being defined by

\[
P\{\tau = t | D_{\text{max}}\} = \frac{1}{Q} \sum_{q=1}^Q \left[ q \prod_{t=0}^Q \left( \tau_{Q,N}^{\text{flec}} - t - 1 + \frac{q}{Q} | D_{\text{max}}\right) \right] \right] . \tag{3.28}
\]

We see that eq. (3.27) differs from eq. (3.11) only in that \( P\{\tau = t | D_{\text{max}}\} \) is replaced by \( P\{\tau = t | D_{\text{max}}\}. \) We also observe that \( P\{\tau = t | D_{\text{max}}\} \) is a convex average of the probabilities of \( \tau_{Q,N}^{\text{flec}} \) around \( t. \) The first term in square brackets on the r.h.s. of eq. (3.28) has maximal weight for \( q = Q \) and for this value of \( q \) it yields \( Q P\{\tau_{Q,N}^{\text{flec}} = t | D_{\text{max}}\}. \) The second term in square bracket has maximal weight for \( q = 1 \) and for this value of \( q \) it yields \( (Q - 1) P\{\tau_{Q,N}^{\text{flec}} = t + 1/Q | D_{\text{max}}\} \approx Q P\{\tau_{Q,N}^{\text{flec}} = t | D_{\text{max}}\} \) as \( Q \to \infty. \) The other terms of eq. (3.28) are weighted by increasingly lower coefficients and yield the probability of the stopping time at fractional points which are increasingly far from \( t \) within the interval \((t - 1, t + 1).\) It can be easily checked that \( \sum_{t=0}^Q P\{\tau = t | D_{\text{max}}\} = 1. \)

Upon setting \( N \to N_s = h_0 Q m^s_{Q}\), we obtain our final estimate

\[
F_q(x|Q, N_s; D_{\text{max}}) = \sum_{t=s, s+1, s+2, \ldots} h_0 m^{s-t}_{Q} \chi(h_0 x m^{s-t}_{Q}) \int_{h_0 Q m^{s-t}_{Q}}^{y} dy \chi(y) P\{\tau = t | D_{\text{max}}\}, \tag{3.29}
\]
Figure 6 – Distribution of \( \tau_{Q,N}^{s} \) for \( s = 5, (\alpha, n_{\text{min}}) = (2.45, 3) \) and \( Q = 8, \ldots, 256 \).

and its asymptotic limit

\[
\mathcal{F}_{Q}(x|Q,N;D_{\text{max}}) \simeq \frac{C(Q)}{\zeta(\alpha - 1, n_{\text{min}})} x^{\alpha}, \quad \text{as } x,Q,s \to \infty , \quad \text{with}
\]

\[
C(Q) = \frac{\mathcal{P}_{\text{int}} \{ \tau = s \} |D_{\text{max}}|}{\int_{0}^{Q} dy \chi(y)} + \frac{1}{m_{Q}^{\alpha - 1}} \frac{\mathcal{P}_{\text{int}} \{ \tau = s - 1 \} |D_{\text{max}}|}{\int_{0}^{Qm_{Q}} dy \chi(y)} + n_{Q}^{\alpha - 1} \frac{\mathcal{P}_{\text{int}} \{ \tau = s + 1 \} |D_{\text{max}}|}{\int_{0}^{Q/m_{Q}} dy \chi(y)}. \tag{3.30}
\]

In Fig. 6 we report the distribution of \( \tau_{Q,N}^{s} \) for \( s = 5, (\alpha, n_{\text{min}}) = (2.45, 3) \) and \( Q = 8, \ldots, 256 \). We observe that it is centered around \( t = s \). We also notice that the right tail collapses quickly to \( t = s \) as \( Q \) increases, while the left tail accumulates towards \( t = s \) at a slower pace. As a consequence, backward terms in eq. (3.29) are more quickly suppressed than forward ones. Simulations of \( \tau_{Q,N}^{s} \) at \( s = 6 \) display a rigid shift of the distribution around \( t = 6 \) with no evident change in the structure of the tails. In Table 4 we report our estimate of \( \mathcal{P}_{\text{int}} \{ \tau = t \} |D_{\text{max}}| \), a corresponding estimate of the expectation \( \mathcal{E}[x|Q,N;D_{\text{max}}] \)
and the correction coefficient $C(Q)$ for the same choice of parameters. A comparison with Table 3 shows that $P_{\text{int}}(\tau = s \mid D_{\text{max}}) < P(\tau = s \mid D_{\text{min}})$ whereas $P_{\text{int}}(\tau = t \mid D_{\text{max}}) > P(\tau = t \mid D_{\text{min}})$ for $t \neq s$. This is reasonable since the system is much less constrained in $D_{\text{max}}$ than in $D_{\text{min}}$. Notably, $E[x \mid Q, N_s; D_{\text{max}}] \to 1$ from below as $Q \to \infty$, whereas $E[x \mid Q, N_s; D_{\text{min}}] \to 1$ from above.

In Fig. 7 we compare Monte Carlo simulations of $F_Q(x|Q, N_s)$ under SR1 with our theoretical estimates. For all values of $Q$ the numerical distributions are characterized by three bumps along the left tail, slowly decaying as $Q \to \infty$. These bumps result clearly from the convolution of $\chi(x)$, $\chi(m_Q x)$ and $\chi(m_Q^2 x)$. As can be seen, the bumps are separated by factors of $m_Q$. This confirms qualitatively the correctness of our analysis. The theoretical distribution in $D_{\text{max}}$ is in much better agreement with its numerical counterpart than the theoretical distribution in $D_{\text{min}}$, specially as $Q \to \infty$. The dashed lines represent the asymptotic limit of the distribution in $D_{\text{max}}$ as predicted by eq. (3.30), with the correction coefficient $C(Q)$ as reported in Table 4.
3.3 \( F_Q(x|Q,N) \) with stopping rule SR2

A second case of practical interest is represented by the algorithm with stopping rule SR2. Under this prescription we run eq. (2.4) up to the earliest level \( t_{\text{exit}} \) at which the overall number of vertices on all trees exceeds \( N \) and we arrest the procedure once all vertices on the \( (t_{\text{exit}} - 1) \)th level have generated their offspring on the \( t_{\text{exit}} \)th level. In general, we end up with an overall number of vertices \( M \geq N \). The minimal ensemble \( \mathcal{P}_{\text{min}} \) keeps playing an essential rôle in the analytic description of the distribution of the excess-of-votes variable under SR2, yet the adoption of this stopping rule makes the algorithm much less selective than discussed in sects. 3.1 and 3.2. Indeed, the space of all possible vote configurations is now given by

\[
\Sigma_+(Q,N) = \left\{ (v_1, \ldots, v_Q) \in \mathbb{N}^Q : \sum_{k=1}^{Q} v_k \geq N \right\} = \bigcup_{M=N}^{\infty} \Sigma(Q,M).
\]

For convenience we also introduce the complement of \( \Sigma_+(Q,N) \) in \( \mathbb{N}^Q \), namely

\[
\Sigma_-(Q,N) = \left\{ (v_1, \ldots, v_Q) \in \mathbb{N}^Q : \sum_{k=1}^{Q} v_k < N \right\} = \bigcup_{M=1}^{N-1} \Sigma(Q,M).
\]

For all \( T \in \mathcal{T} \) there exists \( t_+ \geq 1 \) such that \( (V_{t_+}(T^{(1)}), \ldots, V_{t_+}(T^{(Q)})) \in \Sigma_+(Q,N) \). In other words, we have \( T \in \bigcup_{M=N}^{\infty} D_{t_+}(Q,M) \) for some \( t_+ \). Similarly, for all \( T \in \mathcal{T} \) there exists \( t_- \geq 0 \) such that \( (V_{t_-}(T^{(1)}), \ldots, V_{t_-}(T^{(Q)})) \in \Sigma_-(Q,N) \), provided \( N \geq Q \). In other words, we have \( T \in \bigcup_{M=1}^{N-1} D_{t_-}(Q,M) \) for some \( t_- \). It follows that

\[
\bigcup_{t=0}^{\infty} \bigcup_{M=N}^{\infty} D_t(Q,M) = \bigcup_{M=N}^{\infty} \mathcal{P}_{\text{min}}(Q,M) = \mathcal{T} \quad \text{and} \quad \bigcup_{t=0}^{N-1} \bigcup_{M=1}^{\infty} D_t(Q,M) = \bigcup_{M=1}^{N-1} \mathcal{P}_{\text{min}}(Q,M) = \mathcal{T},
\]

independently of \( N \), provided \( N \geq Q \). Since we request that the algorithm should stop when the overall number of vertices exceeds \( N \), the stopping time is correctly described by the variable \( \tau_{Q,N} \) introduced in eq. 3.6. Nevertheless, different values of \( M \geq N \) are realized with different probabilities, hence we must take into account the way \( \sum_{i=1}^{Q} V_{t_{\text{exit}}}^{(i)} = M \) distributes under the condition that \( \tau_{Q,N} = t_{\text{exit}} \). Specifically, given \( (Q,N) \) and \( x = \ell Q/N \) with \( \ell = 1, 2, \ldots, N \), the discrete probability that the excess-of-votes variable yields \( x \) is given by

\[
F_Q(x|Q,N) = \sum_{t=0}^{\infty} F_Q(x|Q,N,t) P\{\tau_{Q,N} = t\},
\]

\[
F_Q(x|Q,N,t) = \sum_{M=N}^{\infty} \sum_{v \in \Sigma(Q,M)} \delta_{Mx/Q,v} \Pi_t(v|Q,M) P\left\{ \sum_{j=1}^{Q} V_t^{(j)} = M \middle| \tau_{Q,N} = t \right\}.
\]

Since in general \( Mx/Q \) is not an integer, the above expression has to be interpreted as a linear interpolation between the two distributions obtained by replacing \( \delta_{Mx/Q,v_i} \to \delta_{\lfloor Mx/Q \rfloor,v_i} \) and \( \delta_{Mx/Q,v_i} \to \delta_{\lceil Mx/Q \rceil,v_i} \). The structure of eq. (3.34) suggests that we discuss first \( P\{\tau_{Q,N} = t\} \) and then \( F_Q(x|Q,N,t) \). From our analysis in sects. 3.1 and 3.2 we already know that both quantities have to be eventually evaluated for \( N \to N_s = h_0 Q m_{Q_s} \).

First of all, the probability law of the stopping time \( P\{\tau_{Q,N} = t\} \) is not restricted here to any proper subset of \( \mathcal{T} \), as it was instead in eqs. (3.7) and (3.24). From eq. (3.33) we see that it amounts to

\[
P\{\tau_{Q,N} = t\} = P \left\{ \sum_{i=1}^{Q} V_{t-1}^{(i)} < N, \sum_{i=1}^{Q} V_t^{(i)} \geq N \right\}
\]

\[
= P \left\{ T \in \bigcup_{M=1}^{N-1} D_{t-1}(Q,M) \cap \bigcup_{M=N}^{\infty} D_t(Q,M) \right\}.
\]
At first sight, the limit of $P\{\tau_{Q,N_s} = t\}$ as $s \to \infty$ is not obvious. To shed light on this, we notice that

\[
P\{\tau_{Q,N_s} = t\} = P\left\{\sum_{i=1}^{Q} V_{(i)}^{(s-1)} < h_0 m_{Q}^{s-1}, \sum_{i=1}^{Q} V_{(i)}^{(s)} \geq h_0 m_{Q}^{s}\right\}
\]

\[
= P\left\{H^{[Q]}_{t-1} < h_0 m_{Q}^{s-t+1}, H^{[Q]}_{t} \geq h_0 m_{Q}^{s-t}\right\} \to P\left\{h_0 m_{Q}^{s-t-1} \leq H^{[Q]}_{t} < h_0 m_{Q}^{s-t+1}\right\}, \quad \text{as } s \to \infty. \quad (3.36)
\]

We thus see that the probability law of the stopping time in the thermodynamic limit is related to the continuous distribution of $\bar{H}^{[Q]}$. More precisely, the domain of the latter splits into contiguous sectors $I_{s,t} = (h_0 m_{Q}^{s-t-1}, h_0 m_{Q}^{s-t+1})$ with $t = s, s+1, s+2, \ldots$. The mass of $\bar{H}^{[Q]}$ in $I_{s,t}$ measures the probability of $\tau_{Q,N_s} = t$ as $s \to \infty$. In Fig. 8 we show the distribution of $\bar{H}^{[Q]}$ obtained from numerical simulations of $H^{[Q]}_{t}$ (which is very close to $\bar{H}^{[Q]}$) for $(\alpha, n_{\min}) = (2.45, 3)$ and $Q = 8, \ldots, 256$. The probability mass

Figure 8 – Distribution of $\bar{H}^{[Q]}_{t}$ for $(\alpha, n_{\min}) = (2.45, 3)$ and $Q = 8, \ldots, 256$. The dashed lines correspond to $h = h_0 m_{Q}^{-1}, h_0 m_{Q}^{1}, h_0 m_{Q}^{1}$. They separate sectors $I_{s,t}$, $t = s, s \pm 1$. 

At first sight, the limit of $P\{\tau_{Q,N_s} = t\}$ as $s \to \infty$ is not obvious. To shed light on this, we notice that

\[
P\{\tau_{Q,N_s} = t\} = P\left\{\sum_{i=1}^{Q} V_{(i)}^{(s-1)} < h_0 m_{Q}^{s-1}, \sum_{i=1}^{Q} V_{(i)}^{(s)} \geq h_0 m_{Q}^{s}\right\}
\]

\[
= P\left\{H^{[Q]}_{t-1} < h_0 m_{Q}^{s-t+1}, H^{[Q]}_{t} \geq h_0 m_{Q}^{s-t}\right\} \to P\left\{h_0 m_{Q}^{s-t-1} \leq H^{[Q]}_{t} < h_0 m_{Q}^{s-t+1}\right\}, \quad \text{as } s \to \infty. \quad (3.36)
\]

We thus see that the probability law of the stopping time in the thermodynamic limit is related to the continuous distribution of $\bar{H}^{[Q]}$. More precisely, the domain of the latter splits into contiguous sectors $I_{s,t} = (h_0 m_{Q}^{s-t-1}, h_0 m_{Q}^{s-t+1})$ with $t = s, s+1, s+2, \ldots$. The mass of $\bar{H}^{[Q]}$ in $I_{s,t}$ measures the probability of $\tau_{Q,N_s} = t$ as $s \to \infty$. In Fig. 8 we show the distribution of $\bar{H}^{[Q]}$ obtained from numerical simulations of $H^{[Q]}_{t}$ (which is very close to $\bar{H}^{[Q]}$) for $(\alpha, n_{\min}) = (2.45, 3)$ and $Q = 8, \ldots, 256$. The probability mass
lies essentially in the sectors $I_{s,s-2}, I_{s,s-1}, I_{s,s}, I_{s,s+1}$. This is analogous to what we observed in sects. 3.1 and 3.2 and shows that the sum over $t$ in eq. (3.34) can be restricted with very good approximation to $t = s - 2, s - 1, s, s + 1$. Secondly, the distribution of $\tilde{H}^{[Q]}$ narrows as $Q$ increases. There is a simple explanation for this behaviour. Recall that $E[\tilde{H}^{[Q]}] = h_0$ independently of $Q$. Consider also that $H$ has a power–law tail $1/h^\alpha$, as eq. (2.14) shows, hence it has infinite variance as long as $\alpha < 3$. Therefore, $H$ is similar to a Paretian variable. The generalized central limit theorem for such variables (see refs. [12, p. 50] and [13, p. 62]) guarantees the existence of a (cumulative) Lévy stable distribution $G(h; \alpha, n_{\text{min}})$ such that

$$\lim_{Q \to \infty} \mathbb{P} \left\{ \frac{1}{Q^{1/(\alpha-1)}} \left( \sum_{i=1}^{Q} H^{(i)} - h_0 Q \right) < h \right\} = G(h; \alpha, n_{\text{min}}).$$

(3.37)

We have checked numerically the convergence in distribution of $(\sum_{i=1}^{Q} H^{(i)} - h_0 Q)/Q^{1/(\alpha-1)}$ as $Q \to \infty$. Since $\alpha - 1 > 0$, an immediate consequence of eq. (3.37) is that

$$\lim_{Q \to \infty} \chi^{[Q]}(h) = \delta(h - h_0).$$

(3.38)

In particular, the whole probability mass of $\tilde{H}^{[Q]}$ shifts eventually to the sectors $I_{s,s}$ and $I_{s,s+1}$ as $Q \to \infty$. Accordingly, we have

$$\lim_{Q \to \infty} \lim_{s \to \infty} \mathbb{P}[\tau_{Q,N} = t] = \delta_{t,s} \pi_s + \delta_{t,s+1} \pi_{s+1}, \quad \text{with} \quad \pi_s + \pi_{s+1} = 1.$$  

(3.39)

It is not easy to determine $\pi_s$ and $\pi_{s+1}$, since the singularity of $\chi^{[Q]}(h)$ as $Q \to \infty$ lies precisely at the common boundary of $I_{s,s+1}$ and $I_{s,s}$ (this does not present a problem for the calculation of $F_Q(x|Q,N)$, as we shall see in the sequel). In Table 5 we quantify the probability of $\tau_{Q,N}$, in the large–list limit, for $(\alpha, n_{\text{min}}) = (2.45, 3)$ and $Q = 8, \ldots, 2048$, via numerical integration of the distributions shown in Fig. 8.

At very small $Q$ a large fraction of the probability mass falls in the sector $I_{s,s+1}$; the rest lies essentially within $I_{s,s}$, with a residual fraction belonging to $I_{s,s-1}$ and $I_{s,s-2}$. Things change smoothly as $Q$ increases in accordance with the above discussion: the probability mass shifts progressively from $I_{s,s+1}$ to $I_{s,s}$, with $I_{s,s-1}$ and $I_{s,s-2}$ becoming increasingly marginal.

Table 5 - Probability of $\tilde{H}^{[Q]}$ for $(\alpha, n_{\text{min}}) = (2.45, 3)$ and $Q = 8, \ldots, 2048$. Bootstrap uncertainty is quoted in parentheses. N/a entries correspond to measurements for which noise/signal $\geq 1$.

| $Q$  | $\mathbb{P}[\tilde{H}^{[Q]} \in I_{s,s}]$ | $s$  | $s-1$ | $s$  | $s+1$ |
|------|---------------------------------|------|------|------|------|
| 8    | 0.00024(6)                      | 0.0064(3) | 0.227(2) | 0.766(2) |
| 16   | 0.00007(5)                      | 0.0042(4) | 0.244(3) | 0.752(3) |
| 32   | 0.00003(2)                      | 0.0033(2) | 0.257(2) | 0.739(2) |
| 64   | n/a                            | 0.0020(4) | 0.271(2) | 0.727(2) |
| 128  | n/a                            | 0.0016(1) | 0.276(2) | 0.722(2) |
| 256  | n/a                            | 0.0012(1) | 0.283(2) | 0.716(2) |
| 512  | n/a                            | 0.0008(2) | 0.285(3) | 0.717(4) |
| 1024 | n/a                            | 0.0006(2) | 0.293(4) | 0.707(4) |
| 2048 | n/a                            | 0.0003(1) | 0.298(4) | 0.702(4) |

At very small $Q$ a large fraction of the probability mass falls in the sector $I_{s,s+1}$; the rest lies essentially within $I_{s,s}$, with a residual fraction belonging to $I_{s,s-1}$ and $I_{s,s-2}$. Things change smoothly as $Q$ increases in accordance with the above discussion: the probability mass shifts progressively from $I_{s,s+1}$ to $I_{s,s}$, with $I_{s,s-1}$ and $I_{s,s-2}$ becoming increasingly marginal.

We now go back to the conditional vote distribution $F_Q(x|Q,N,t)$ given $t$. We have already noticed that it receives contributions from all $Q$–forests $T \in \bigcup_{M=N}^{\infty} \mathcal{D}_V(Q,M)$. By performing the same algebra as we did in sect. 3.1, we turn eq. (3.34) into

$$F_Q(x|Q,N,t) = \sum_{M=N}^{\infty} p_t \left( \frac{M}{Q} \right) \left[ \frac{\int_{-\infty}^{x} d\lambda e^{-\lambda M} \prod_{j=1}^{Q} \sum_{\nu_j=0}^{M} e^{i\lambda \nu_j} \lambda \nu_j \frac{P_t(\nu_j)}{P_t(\nu_j)} \prod_{j=1}^{Q} \prod_{\nu_j=0}^{M} e^{i\lambda \nu_j} \lambda \nu_j \frac{P_t(\nu_j)}{P_t(\nu_j)} \right] \times \mathbb{P} \left\{ \sum_{j=1}^{Q} V^{(j)}_t = M \left| \tau_{Q,N} = t \right. \right\}. \quad (3.40)$$

(3.40)
Provided \(x < Q\), we get again highly oscillatory integrals at numerator and denominator of the ratio in square brackets. Therefore, in the large-list limit the above expression converges quickly to

\[
F_Q(x|Q, N, t) = \sum_{t=0}^{\infty} \sum_{M=N}^{\infty} \frac{p_t(Mx/Q)}{p_t(\nu_i)} \mathbb{P}\left\{ \sum_{j=1}^{Q} V_t^{(j)} = M | \tau_{Q,N} = t \right\}, \quad as \ Q, N \to \infty. \tag{3.41}
\]

Now we set \(N \to N_s = h_0Qm_{s}^1\) just as we did in sect. 3.1. We also find it convenient to set \(M = N_s + \ell\), with \(\ell\) ranging in principle from zero to infinity. Actually, the equation \(\sum_{j=1}^{Q} V_t^{(j)} = M\) is equivalent to \(\bar{H}_t^{[Q]} = M/Qm_{s}^\ell\), while the condition \(\tau_{Q,N} = t\) is equivalent to \(h_0m_{s}^{s-t} \leq \bar{H}_t^{[Q]} \leq h_0m_{s}^{s-t+1}\) if \(t\) is sufficiently large. It follows that \(M \leq h_0Qm_{s}^{s+1} = m_QN_s\). Therefore, we can restrict the sum over \(\ell\) to the range \(\{0, 1, \ldots, (m_Q - 1)N_s\}\). From the scaling equation

\[
p_t(Mx/Q) = p_t\left( h_0xm_s^1 + \ell t/Q \right) = p_t\left( m' \left[ h_0xm_s^{s-t} + \ell t/Qm_s^1 \right] \right)
\]

\[
\to \left( h_0m_s^{s-t} + \ell t/Qm_s^1 \right) \chi\left( h_0xm_s^{s-t} + \ell t/Qm_s^1 \right) dx \quad as \ s \to \infty, \tag{3.42}
\]

we obtain

\[
F_Q(x|Q, N_s, t) = \prod_{t=0}^{(m_Q - 1)N_s} \left( h_0m_s^{s-t} + \ell/Qm_s^1 \right) \chi\left( h_0m_s^{s-t} + \ell t/Qm_s^1 \right) \frac{dy}{dy} \chi(y)
\]

\[
\times \mathbb{P}\left\{ \sum_{j=1}^{Q} V_t^{(j)} = N_s + \ell \right| \tau_{Q,N_s} = t \right\}, \quad as \ Q, s \to \infty. \tag{3.43}
\]

The above expression is not in its final form yet, as we are not considering that the discrete sum over \(\ell\) converges to a Riemann integral in the thermodynamic limit. Specifically, from the scaling law

\[
\mathbb{P}\left\{ \sum_{j=1}^{Q} V_t^{(j)} = N_s + \ell \right| \tau_{Q,N_s} = t \right\} = \mathbb{P}\left\{ \bar{H}_t^{[Q]} = h_0m_s^{s-t} + \ell/Qm_s^1 \right| \tau_{Q,N_s} = t \right\}
\]

\[
\to \chi^{[Q]} \left( h_0m_s^{s-t} + h \right| \bar{H}_t^{[Q]} \in \mathcal{I}_{s,t} \right) dh \quad as \ s \to \infty, \tag{3.44}
\]

it follows that

\[
F_Q(x|Q, N_s, t) = \int_{\mathcal{I}_{s,t}} dh \frac{h \chi(hx)}{\int_{0}^{\infty} dy \chi(y)} \chi^{[Q]} \left( h \right| \bar{H}_t^{[Q]} \in \mathcal{I}_{s,t} \right), \quad as \ Q, s \to \infty. \tag{3.45}
\]

The distribution on the r.h.s. of eq. (3.45) is correctly normalized, as can be seen upon integrating both sides over \(x \in [0, Q]\). We see from the above equation that the main effect of the stopping rule SR2 is to smooth the distributions \(h_0m_s^{s-t}(\chi(h_0m_s^{s-t}x)/\int_{0}^{\infty} dy \chi(y)\) contributing to eqs. (3.12) and (3.29) via a convolution with the conditional distribution \(\chi^{[Q]}(h | \bar{H}_t^{[Q]} \in \mathcal{I}_{s,t})\).

We finally insert eq. (3.45) into eq. (3.34). We notice that since \(\chi^{[Q]}(h | \bar{H}_t^{[Q]} \in \mathcal{I}_{s,t}) = 0\) if \(h \notin \mathcal{I}_{s,t}\), the integral in eq. (3.45) can be extended to \(h \in (0, \infty)\) without affecting its value. Accordingly, we obtain our final estimate

\[
F_Q(x|Q, N_s) = \sum_{t=0}^{\infty} F_Q(x|Q, N_s, t) \mathbb{P}\{ \tau_{Q,N_s} = t \}
\]

\[
= \int_{0}^{\infty} dh \frac{h \chi(hx)}{\int_{0}^{\infty} dy \chi(y)} \sum_{t=0}^{\infty} \chi^{[Q]} \left( h \right| \bar{H}_t^{[Q]} \in \mathcal{I}_{s,t} \right) \mathbb{P}\{ \tau_{Q,N_s} = t \}
\]

\[
= \int_{0}^{\infty} dh \frac{h \chi(hx)}{\int_{0}^{\infty} dy \chi(y)} \chi^{[Q]}(h), \quad as \ Q, s \to \infty. \tag{3.46}
\]
From eq. (3.38) it follows that

$$\lim_{Q \to \infty} \lim_{s \to \infty} F_Q(x|Q,N_s) = h_0 \chi(h_0 x).$$  \hspace{1cm} (3.47)

The power-law regime of the limit distribution is reached once more as soon as $x \gtrsim h_0^{-1} \sim 1$. Eq. (3.47) tells us that the vote distribution in the large-list limit is universal under a change of stopping rule.

Notice that both functions $\chi(x)$ and $\chi^{[Q]}(h)$ are known only for a finite number of points, depending on the choice of the bins in the histograms which represent them, see Figs. 5 and 8. Eq. (3.46) can be integrated numerically provided we interpolate $\chi(x)$ and $\chi^{[Q]}(h)$ between subsequent observations. We show in Fig. 9 a comparison between the Monte Carlo simulation of $F_Q(x|Q,N_s)$ and eq. (3.46). The three bumps characterizing the distribution with stopping rule SR1 are now absent due to the convolution with $\chi^{[Q]}(h)$. We conclude that only the left tail of the distribution is sensitive to the stopping rule adopted.\footnote{This is analogous to the sensitivity of the left tail to the choice of the model parameters $r$ and $k_{\text{min}}$, firstly observed by FC in ref. \cite{1}.}

The agreement between numerical and theoretical results is very good at all scales.
3.4 $F_Q(x|Q,N)$ with stopping rule SR3

We finally consider the algorithm with stopping rule SR3. According to this prescription, given $(Q,s)$ we stop the generation of new vertices as soon as all variables $(Z_1^{(i)}_q)_{i=1}^Q$ have been realized for $t \leq s$. Under SR3 the stopping time fulfills $\tau_{Q,M} = s$ with certainty, whereas the final number of vertices $M$ on all trees fluctuates freely. In particular, we know that $M \sim O(h_Q q M_s^{\infty})$. Therefore, in order to calculate $F_Q(x|Q,s)$ it is sufficient that we properly take the fluctuations of $\sum_{j=1}^Q V_s^{(j)} = M$ into account. Specifically, we let $x_+ =IQ/[h_Q q M_s^{\infty}]$ with $\ell = 1,2,\ldots,[h_Q q M_s^{\infty}]$ and $x_- = IQ/[h_Q q M_s^{\infty}]$ with $\ell = 1,2,\ldots,[h_Q q M_s^{\infty}]$ denote all possible values of the excess-of-votes variable. The discrete probability that the latter yields $x$ is obtained by interpolating the distribution

$$F_Q(x|Q,s) = \sum_{M=0}^{\infty} \sum_{v \in \Sigma(Q,M)} \delta_{Mx/Q,v} \Pi_s[v|Q,M] \mathbb{P}\left\{ \sum_{j=1}^Q V_s^{(j)} = M \mid \tau_{Q,M} = s \right\}$$

between its values at the nearest points $x_\pm$ of $x$. Since the event $\tau_{Q,M} = s$ implies that $\sum_{j=1}^Q V_s^{(j)} \geq M$, the conditional probability $\mathbb{P}\{ \sum_{j=1}^Q V_s^{(j)} = M \mid \tau_{Q,M} = s \}$ can be safely replaced by its full counterpart, namely $\mathbb{P}\{ \sum_{j=1}^Q V_s^{(j)} = M \}$. Just as in sect. 3.3, the thermodynamic limit is taken by letting $s \to \infty$ after setting $M = h_Q q M_s^{\infty} + \ell$. Notice that this time $\ell$ ranges over the set $\{-h_Q q M_s^{\infty},-h_Q q M_s^{\infty} + 1,\ldots,\infty\}$. Repeating the calculation should be at this point trivial and tedious. The reader can easily get convinced that

$$F_Q(x|Q,s) = \int_0^{\infty} dh \int_0^{\infty} dy \chi^{(Q)}(h) \bar{\chi}^{(Q)}(y), \quad\text{as } Q,s \to \infty.$$  

We conclude that SR2 and SR3 are equivalent in the large-list limit. Numerical simulations confirm the equivalence with very good accuracy.

4 Exponential scaling in the FC model

The approach we followed to work out the large-list limit of the vote distribution in the quenched model relies ultimately on the exponential scaling of Galton–Watson trees. This led us to perform the thermodynamic limit along the sequence $N_s = h_Q q M_s^{\infty}$, $s = 1,2,3,\ldots,\infty$, which corresponds to having the $s$th level of the $Q$–forest generated in the algorithm fully realized on average. Given that FC trees are not Galton–Watson, the reader may wonder whether our analysis can be extended to the original FC model. Specifically, since the levels of a FC tree are progressively populated at subsequent times according to eq. (1.1), one could suspect that the overall number of preferences generated at a given time $t$ on a single tree follows a super–exponential behaviour as a function of $t$. To get confident that this is not the case, it suffices to observe that $Y_n^{(i)}(t) \leq X_n^{(i)}$ for all $t$ and that $X_n^{(i)}$ scales exponentially with $n$ (see Remark 2.1). The exponential growth rate of $V_{FC}(t)$ can be read off from its expectation value: all we have to do to identify it is to work out the averages $\mathbb{E}[Y_n^{(i)}(t)]$ for $n = 1,2,\ldots,t$ and add them all. Before we embark on this calculation, we recall that in sect. 2 we let $n_q$ denote the average offspring of trees in $\mathcal{P}_n(\alpha,r,k_{\min})$. If, in addition, we let $\tilde{n}_q$ denote the average offspring of trees in $\mathcal{P}_q(\alpha,k_{\min})$, then we have approximately $n_q = r \tilde{n}_q$. This relation is not exact since it leaves out the effects of fluctuations, yet it is fulfilled with more than acceptable accuracy. We shall use it several times in the next few lines. Incidentally we notice that $\tilde{n}_q$ is just the growth rate of $X_n^{(i)}$, i.e. $\mathbb{E}[X_n^{(i)}] = \tilde{n}_q n$. In Fig. [10] we show the structure of a generic FC tree at time $t = 5$. The candidate persuades a first group $G_1$ of agents at time $t = 1$, a second group $G_2$ at $t = 2$ and so forth. All groups $\{G_k\}_{k=1,2,\ldots}$ lie on the 1st level of the tree. Agents belonging to $G_1$ persuade in turn a first group of agents $G_{11}$ at time $t = 2,$
a second group $G_{12}$ at $t = 3$, etc. All groups $\{G_{ij}\}_{i,j=1,2,...}$ lie on the 2nd level of the tree. In full generality, agents belonging to one of $\{G_{i_1 i_2 ... i_n}\}_{i_1,...,i_n=1,2,...}$ lie on the $n$th level of the tree; they have been persuaded at time $t = i_1 + \ldots + i_n$; given $k \geq 1$, they persuade at time $t + k$ a new group of agents $G_{i_1 i_2 ... i_n k}$ lying on the $(n + 1)$th level of the tree.

The average size of $G_1$ can be calculated at a glance: since the candidate has $\bar{m}_0$ neighbours on average and each of these is persuaded with probability $r$, it follows that $E[|G_1|] = r \bar{m}_0 = m_n$. The average size of $G_2$ can be easily calculated too: at time $t = 2$ there are on average $(1 - r)\bar{m}_0$ undecided agents on the 2nd level and each of these is equally persuaded with probability $r$, hence $E[|G_2|] = m_n(1 - r)$. By the same argument we can prove that $E[|G_3|] = m_n(1 - r)^2$, etc. In full generality we have $E[|G_k|] = m_n(1 - r)^k - 1$ for all groups lying on the 1st level. We can similarly calculate the average size of $G_{k_1}$ with $k = 1, 2, \ldots$. To this aim we observe that each agent in $G_k$ has $\bar{m}_0$ neighbours on average and, once more, each of these is persuaded with probability $r$. Therefore $E[|G_{k_1}|] = m_n E[|G_k|] = m_n^2 (1 - r)^{k - 1}$. As a consequence, we have $E[|G_{k_2}|] = r(\bar{m}_0)|G_k| - |G_{k_1}|) = m_n^2 (1 - r)^k$. We infer that $E[|G_{ij}|] = m_n^2 (1 - r)^{i+j-2}$ holds in general for all groups lying on the 2nd level. It should be clear by now that a simple diagrammatic rule determines $E[|G_{i_1 \ldots i_n}|]$, namely

Each subindex $k = 1, 2, \ldots$ contributes to $E[|G_{i_1 \ldots i_n}|]$ by a power of $m_n(1 - r)^{k-1}$.

It follows that

$$E[|G_{i_1 \ldots i_n}|] = m_n^n(1 - r)^{i_1+\ldots+i_n-n}.$$  \hspace{1cm} (4.1)

For later convenience, we list below the average size of all groups shown in Fig. 10:

1st level

$$E[|G_1|] = m_n, \quad E[|G_2|] = m_n(1 - r), \quad E[|G_3|] = m_n(1 - r)^2,$$
$$E[|G_4|] = m_n(1 - r)^3, \quad E[|G_5|] = m_n(1 - r)^4.$$ \hspace{1cm} (4.2)

2nd level

$$E[|G_{11}|] = m_n^2, \quad E[|G_{12}|] = m_n^2(1 - r), \quad E[|G_{13}|] = m_n^2(1 - r)^2, \quad E[|G_{14}|] = m_n^2(1 - r)^3,$$
$$E[|G_{21}|] = m_n^2(1 - r), \quad E[|G_{22}|] = m_n^2(1 - r)^2, \quad E[|G_{23}|] = m_n^2(1 - r)^3,$$
$$E[|G_{31}|] = m_n^2(1 - r)^2, \quad E[|G_{32}|] = m_n^2(1 - r)^3, \quad E[|G_{41}|] = m_n^2(1 - r)^3.$$ \hspace{1cm} (4.3)

\hspace{1cm} 26
4th level

\[ E[|G_{111}|] = m_n^3, \quad E[|G_{112}|] = m_n^3(1-r), \quad E[|G_{113}|] = m_n^3(1-r)^2, \]
\[ E[|G_{121}|] = m_n^3(1-r), \quad E[|G_{122}|] = m_n^3(1-r)^2, \quad E[|G_{131}|] = m_n^3(1-r)^2, \]
\[ E[|G_{211}|] = m_n^3(1-r), \quad E[|G_{221}|] = m_n^3(1-r)^2, \quad E[|G_{221}|] = m_n^3(1-r)^2, \]
\[ E[|G_{311}|] = m_n^3(1-r)^2, \quad (4.4) \]

5th level

\[ E[|G_{11111}|] = m_n^5, \quad (4.6) \]

We can use the above expectations to calculate \( E[Y_n^{(t)}(t)] \) for \( t = 1, \ldots, 5 \) and \( n \leq t \). Then we infer \( E[Y_n^{(t)}(t)] \) for generic \( t \) and \( n \) (we leave to the reader the exercise of proving by induction the general formulae given below). We first examine the 4th level. We have

\[ E[Y_1^{(t)}(1)] = E[|G_1|] = m_n, \]
\[ E[Y_2^{(t)}(2)] = E[|G_{11}|] = m_n^2, \]
\[ E[Y_3^{(t)}(3)] = E[|G_{111}|] = m_n^3, \]
\[ E[Y_4^{(t)}(4)] = E[|G_{1111}|] = m_n^4, \]
\[ E[Y_5^{(t)}(5)] = E[|G_{11111}|] = m_n^5, \]
\[ \vdots \]
\[ E[Y_t^{(t)}(t)] = m_n^t. \quad (4.7) \]

We thus see that the 4th level of trees in \( P_{\text{FC},t}(\alpha, r, k_{\text{min}}) \) scales just like trees in \( P_n(\alpha, r, k_{\text{min}}) \). Things get more interesting on the \((t - 1)\)th level. In this case we have

\[ E[Y_1^{(t)}(2)] = E[|G_1| + |G_2|] = m_n[1 + (1-r)], \]
\[ E[Y_2^{(t)}(3)] = E[|G_{11}| + |G_{12}| + |G_{21}|] = m_n^2[1 + 2(1-r)], \]
\[ E[Y_3^{(t)}(4)] = E[|G_{111}| + |G_{112}| + |G_{121}| + |G_{211}|] = m_n^3[1 + 3(1-r)], \]
\[ E[Y_4^{(t)}(5)] = E[|G_{1111}| + E[|G_{1112}|] + E[|G_{1121}|] + E[|G_{1211}|] + E[|G_{2111}|] = m_n^4[1 + 4(1-r)], \]
\[ \vdots \]
\[ E[Y_{t-1}^{(t)}(t-1)] = [1 + (1-r)(t-1)] \to (1-r)t m_n^{t-1}, \quad \text{as } t \to \infty. \quad (4.8) \]

We now see that the exponential growth is broken by power corrections. In particular, for the \((t - 1)\)th level the correction is linear in \( t \). The additional factor \([1 + (1-r)(t-1)]\) quantifies the effect of the second interaction the undecided agents have with their parents. More generally, we can show that the correction factor to the exponential scaling of persuaded agents on the \((t - k)\)th level amounts to a polynomial in \( t \).
of degree $k$. This quantifies the effect of the $k$ additional interactions the undecided agents have with their parents up to time $t$. Since we are mainly interested in the scaling of trees in $P_{\text{vc},t}(\alpha, r, k_{\text{min}})$ as $t \to \infty$, we keep only the leading term of the polynomial and leave out the subleading ones. Actually, power corrections yield the Taylor expansion of an unknown function of $t$, which emerges only when we add persuaded agents on all levels. To confirm this, we need to examine at least the $(t - 2)$th level. In this case, we have

\[
E[Y^{(l)}(3)] = E[|G_1| + |G_2| + |G_3|] = m_n[1 + (1 - r) + (1 - r)^2],
\]

\[
E[Y^{(l)}(4)] = E[|G_{11}| + |G_{12}| + |G_{13}| + |G_{21}| + |G_{22}| + |G_{31}|] = m_n^2[1 + 2(1 - r) + 3(1 - r)^2],
\]

\[
E[Y^{(l)}(5)] = E[|G_{111}| + |G_{112}| + |G_{113}| + |G_{121}| + |G_{122}| + |G_{131}| + |G_{211}| + |G_{212}| + |G_{221}| + |G_{311}|]
\]

\[
= m_n^3[1 + 3(1 - r) + 6(1 - r)^2],
\]

\[
\vdots
\]

\[
E[Y^{(l)}_{t-2}(t)] = m_n^{t-2} \left[ 1 + (1 - r)(t - 2) + \frac{1}{2}(1 - r)^2(t - 1)(t - 2) \right]
\]

\[
\to \frac{1}{2}(1 - r)^2t^2m_n^{t-2}, \quad \text{as } t \to \infty. \quad (4.9)
\]

At this point we can calculate $E[V_{\text{vc}}(t)]$ as $t \to \infty$ by just summing eqs. (4.7), (4.8), (4.9), etc. In first approximation this yields

\[
E[V_{\text{vc}}(t)] = \sum_{s=0}^{t} E[Y^{(s)}(t)] \simeq m_n^t \left\{ 1 + \frac{(1 - r)t}{m_n} + \frac{1}{2}\frac{(1 - r)^2t^2}{m_n^2} + \ldots \right\}
\]

\[
= \left\{ m_n \exp \left[ \frac{(1 - r)t}{m_n} \right] \right\}^t \equiv m_{\text{vc}}^t, \quad \text{as } t \to \infty. \quad (4.10)
\]

Hence, we see that $V_{\text{vc}}(t)$ scales exponentially with growth rate close to $m_{\text{vc}} = m_n \exp \{(1 - r)/m_n\}$. In Fig. [11] we show numerical simulations of $E[V_{\text{vc}}(t)]$ for $r = 0.25$, $\alpha = 2.45, 2.65, 2.85$, $k_{\text{min}} = 5, 6, \ldots, 10$ and $t \leq 5$. The dashed lines represent our theoretical estimates. As can be seen, the agreement with simulation data is rather good. In spite of this we must bear in mind that $m_{\text{vc}}$ is just an approximation to the true growth rate of $V_{\text{vc}}(t)$. Indeed, as we noticed above, to resum in closed form the power corrections we had to drop all subleading terms on each level. By doing this, we did not consider that each subleading term mixes with the leading term of some upper level, thus producing a small shift of its coefficient proportional to some inverse power of $m_n$. We conclude that $m_{\text{vc}}$ represents the correct growth rate up to $O(1/m_n)$. We shall come back to this in a while.
In consideration of eq. (4.10), we find it convenient to introduce the rescaled variable

$$H_{fc}(t) = \frac{V_{fc}(t)}{m_{fc}}. \tag{4.11}$$

From the above discussion it follows that $E[H_{fc}(t)] = 1 + O(1/m_{n}).$ As $t \to \infty$ the sequence $(H_{fc}(t))_{t \geq 0}$ converges to a finite limit $H_{fc}$ with continuous p.d.f. $\chi_{fc}(h).$ To prove this, it suffices to show that $H_{fc}(t)$ is a martingale. To this aim we need to evaluate $E[V_{fc}(t)|\{G_{i_1},...,i_{n}\}_{i_1+...+i_n \leq t-1}, i.e. the conditional expectation of $V_{fc}(t)$ given all groups which have been generated up to time $t-1.$ As previously, we perform the calculation for $t = 1, 2, \ldots$ and then we extrapolate to generic $t.$ With reference to Fig. [10] we have

\begin{align*}
V_{fc}(1) & = 1 + |G_1|, \\
V_{fc}(2) & = 1 + |G_1| + |G_2| + |G_{11}|, \\
V_{fc}(3) & = 1 + |G_1| + |G_2| + |G_3| + |G_{11}| + |G_{12}| + |G_{21}| + |G_{111}|, \\
& \vdots \tag{4.12}
\end{align*}

At time $t = 2$ the conditional expectation yields

$$E[V_{fc}(2)|G_1] = 1 + |G_1| + E[|G_2||G_1] + E[|G_{11}||G_1] = 1 + |G_1| + r(\hat{m}_q - |G_1|) + m_n|G_1|$$

$$= [m_n + (1 - r)]V_{fc}(1) + r. \tag{4.13}$$

At time $t = 3$ it yields

$$E[V_{fc}(3)|G_1, G_2, G_{11}] = 1 + |G_1| + |G_2| + |G_{11}|$$

$$+ E[|G_3||G_1, G_2] + E[|G_{12}|G_1, G_{11}] + E[|G_{21}|G_2] + E[|G_{111}||G_{11}]$$

$$= 1 + |G_1| + |G_2| + |G_{11}| + r(\hat{m}_q - |G_1| - |G_2|) + r(\hat{m}_q|G_1| - |G_{11}|) + m_n|G_2| + m_n|G_{11}|$$

$$= [m_n + (1 - r)]V_{fc}(2) + r. \tag{4.14}$$

At time $t = 4$ we can equally show that $E[V_{fc}(4)|\{G_{i_1},...,i_n\}_{i_1+...+i_n \leq 3}] = [m_n + (1 - r)]V_{fc}(3) + r.$ Hence, we conclude that the equation

$$E[V_{fc}(t)|\{G_{i_1},...,i_n\}_{i_1+...+i_n \leq t-1}] = [m_n + (1 - r)]V_{fc}(t - 1) + r \tag{4.15}$$

holds for generic $t.$ Notice that $m_n + (1 - r) = m_{fc} + O(1/m_n).$ Since the additive term $r$ on the r.h.s. of eq. (4.15) represents an infinitesimal correction as $t \to \infty,$ we conclude that $H_{fc}(t)$ is asymptotically a martingale. In Fig. [12] we compare $\chi_{fc}(h)$ with $\chi(h).$ The two p.d.f.’s look very similar for $h \geq 1.$ Their tails have the same power–law exponent and essentially the same scale factor. As we know, the latter is sufficiently well approximated by $h_0^{\alpha - 1}/\zeta(\alpha - 1, n_{\min}).$ In practice, they differ only for $h \leq 1,$ where the effects of the activism of the agents and the noise of the agent–agent interactions become important. To conclude, we observe that the analysis presented in sect. 3 can now be easily adapted to the FC model, provided we replace $m_q \to m_{fc},$ $\chi(h) \to \chi_{fc}(h)$ and $h_0 \to 1.$

## 5 One–step transition probabilities

We now go back to the distribution of $W.$ In sect. 2 we wrote eq. (2.10) without explaining where it comes from. In principle $\phi(w)$ can be derived from $P[Z_t = z]$ by setting $z = wm_{\phi}^t$ and by using the scaling law $P[Z_t = wm_{\phi}^t] = P[W_t = w] \to \phi(w)dw$ as $t \to \infty.$ Since $E[Z_t] = m_{\phi}^t,$ the tail the distribution is observed
for $z \gg m^*_{\alpha}$, that is for $w \gg 1$. In order to work out $\phi(w)$ in this limit, we adopt a strategy based on the one-step transition probabilities (OSTP) $P\{Z_t | Z_{t-1}\}$. Although these objects are seldom used for the analysis of branching trees\(^5\), they can be regarded to all purposes as building blocks for theoretical calculations, in that they propagate complete information from one level to the next one. Specifically, we have

$$P\{Z_t = z\} = \sum_{z_{t-1}, \ldots, z_1} P\{Z_{t-1} = z_{t-1}\} \cdot P\{Z_{t-2} = z_{t-2}\} \cdots P\{Z_1 = z_1\}, \quad (5.1)$$

$$P\{V_t = v\} = \sum_{z_{t-1}, \ldots, z_1} P\{Z_{t-1} = z_{t-1}\} \cdot P\{Z_{t-2} = z_{t-2}\} \cdots P\{Z_1 = z_1\}. \quad (5.2)$$

Here we are interested in particular in eq. (5.1), which is also equivalent to

$$P\{Z_t = z\} = \sum_{\hat{z}} P\{Z_{t-1} = \hat{z}\} \cdot \sum_{z_{t-1}, \ldots, z_1} P\{Z_{t-1} = z_{t-1}\} \cdot P\{Z_{t-2} = z_{t-2}\} \cdots P\{Z_1 = z_1\}. \quad (5.3)$$

The law of iterated expectations is useful only if we are able to both calculate $P\{Z_t = z | Z_{t-1} = \hat{z}\}$ and average it over $\hat{z}$. Before we embark on this, we recall that $Z_t = \sum_{j=1}^{Z_{t-1}} \xi_j$ with $\xi_j \sim p_{\xi}(n)$ and $Z_{t-1} \geq (n_{\min})^{t-1}$. Therefore, if $n_{\min} > 1$ and $t$ is not too small, $Z_t$ is the sum of a large number of i.i.d. Mandelbrot variables. Since $\xi_j$ has finite variance for $\alpha < 3$, from the generalized central limit theorem (see refs. [12] p. 50 and [13] p. 62) it follows that $P\{Z_t = z | Z_{t-1} = \hat{z}\}$ falls in the domain of attraction of a stable law of index $(\alpha - 1)$ as $\hat{z} \to \infty$, i.e. there exists a Lévy stable distribution $\Sigma(z; \alpha, n_{\min})$ with p.d.f. $\sigma(z; \alpha, n_{\min})$ such that

$$\lim_{\hat{z} \to \infty} P\left\{ \frac{1}{\hat{z}^{1/(\alpha-1)}} \left( \sum_{j=1}^{\hat{z}} \xi_j - m_{\alpha} \hat{z} \right) < z \right\} = \Sigma(z; \alpha, n_{\min}). \quad (5.4)$$

In Fig. 13 (left) we plot the distribution of $(\sum_{j=1}^{\hat{z}} \xi_j - m_{\alpha} \hat{z})/\hat{z}^{1/(\alpha-1)}$ for $\alpha = 2.45$, $n_{\min} = 3$ and $\hat{z} = 10^1, \ldots, 10^4$. The plot shows that the convergence to the limit distribution $\sigma(z; \alpha, n_{\min})$ is very fast. In view of this, we conclude that $P\{Z_t = z | Z_{t-1} = \hat{z}\}$ has a power-law tail as a function of $z$ even for moderate values of $\hat{z}$. Although we can calculate the OSTP, we are not able to work out its expectation in closed form. In first approximation, we can get the tail of the full probability $P\{Z_t = z\}$ by expanding $P\{Z_t = z | Z_{t-1} = \hat{z}\}$ asymptotically in inverse powers of $z$ as $z \to \infty$ and by then averaging over $\hat{z}$ just the leading term of the expansion. We anticipate that the resulting estimate is not uniformly good in $\alpha$. In

\[^5\text{Most known results are indeed based on the use of probability generating functions.}\]
particular, our estimate is mathematically consistent with the scaling law of $P(Z_t = z)$ only for $\alpha \to 2$. In this limit eq. (2.10) holds true. We shall see, however, that the error we make for $\alpha > 2$ is not exceedingly large.

In order to perform the calculation of $P(Z_t = z \mid Z_{t-1} = \hat{z})$, we follow ref. [14], where a similar study is carried out for (continuous) Paretian variables. In fact, the only difference with that paper is that our variables are discrete. We introduce preliminarily the Lerch transcendent

$$
\Phi(z, \alpha, n) = \sum_{j=0}^{\infty} \frac{z^j}{(j+n)^\alpha}.
$$

This special function generalizes the Hurwitz $\zeta$-function, which is indeed obtained for $z = 1$. We notice that $\Phi(z, \alpha, n)$ is analytic for $|z| < 1$ and, if $\Re(\alpha) > 1$, also for $|z| = 1$, provided $n \neq 0, -1, -2, \ldots$ For the other values of $z$, $\Phi(z, \alpha, n)$ is defined by analytic continuation. In particular, $\Phi(z, \alpha, n)$ can be differentiated infinitely many times at $z = 0$. It is also useful to recall that $\Phi(z, \alpha, n)$ can be represented as a Taylor series, namely (see ref. [15], p. 29)

$$
\Phi(z, \alpha, n) = z^{-n} \left[ \Gamma(1-\alpha)[-\log(z)]^{\alpha-1} + \sum_{a=0}^{\infty} \zeta(\alpha-a, n) \frac{\log(z)^a}{a!} \right].
$$

This series converges for $|\log(z)| < 2\pi$, $\alpha \neq 1, 2, 3, \ldots$ and $n \neq 0, -1, -2, \ldots$ The special character of $\Phi(z, \alpha, n)$ is clearly expressed by the presence of a fractional power in the Taylor series. For $\alpha < 3$ the term $[-\log(z)]^{\alpha-1}$ is the ultimate source of the power-law behaviour of $P(Z_t = z \mid Z_{t-1} = \hat{z})$, as we shall see in the next few lines.

Since we have $Z_t = \sum_{j=1}^{Z_{t-1}} \xi_j$, the OSTP can be written as a convolution of $Z_{t-1} = \hat{z}$ copies of the Mandelbrot distribution, namely

$$
P(Z_t = z \mid Z_{t-1} = \hat{z}) = \sum_{n_1, \ldots, n_2 = 0}^{\infty} \delta_{z,n_1+\ldots+n_2} \ p_\xi(n_1) \cdot \ldots \cdot p_\xi(n_2)
$$

$$
= [\zeta(\alpha, n_{\min})^{-\hat{z}} \sum_{n_1, \ldots, n_2 = 0}^{\infty} \frac{1}{2\pi} \int_{-\pi}^{\pi} \! d\phi \ e^{i\phi(n_1+\ldots+n_2-z)} (\frac{\theta_{n_1,n_{\min}}}{n_1^\alpha}) \cdot \ldots \cdot (\frac{\theta_{n_2,n_{\min}}}{n_2^\alpha})] \ ,
$$

where we used the Fourier representation of the Kronecker delta and we let $\theta$ denote the discrete Heaviside step function, namely $\theta_{a,b} = 1$ if $a \geq b$ and $\theta_{a,b} = 0$ otherwise. We insert the Taylor expansion of the Lerch transcendent into eq. (5.7). This yields the expression

$$
P(Z_t = z \mid Z_{t-1} = \hat{z}) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \! d\phi \ e^{-i\phi\hat{z}} \left[ \frac{\Gamma(1-\alpha)}{\zeta(\alpha, n_{\min})} \left( \frac{\phi}{i} \right)^{\alpha-1} + \sum_{a=0}^{\infty} (-1)^a \zeta(\alpha-a, n_{\min}) \left( \frac{\phi}{i} \right)^a \right] \ .
$$

Now we observe that if $2 < \alpha < 3$ the fractional power $(\phi/i)^{\alpha-1}$ lies between the integer powers $(\phi/i)$ and $(\phi/i)^2$, while if $\alpha > 3$ it lies between $(\phi/i)^2$ and $(\phi/i)^3$. The first integer power $(\phi/i)$ is related to the conditional expectation $E[Z_t \mid Z_{t-1}]$, as it can be seen from its coefficient which is precisely $-m_\xi$. To take advantage of this, we insert $1 = \exp\{i\omega m_\xi \hat{z}\} \exp\{-i\omega m_\xi \hat{z}\}$ under the integral sign and then expand the exponential $\exp\{-i\omega m_\xi \hat{z}\} = \exp\{-i\omega m_\xi \hat{z}\}$ in Taylor series. Accordingly, we obtain

$$
P(Z_t = z \mid Z_{t-1} = \hat{z}) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \! d\phi \ e^{-i\phi(z-m_\xi \hat{z})} \left[ 1 + \frac{\Gamma(1-\alpha)}{\zeta(\alpha, n_{\min})} \left( \frac{\phi}{i} \right)^{\alpha-1} + O(\phi^2) \right] \ .
$$
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for $2 < \alpha < 3$, and

$$P\{Z_t = z \mid Z_{t-1} = \tilde{z}\} = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi \ e^{-i\phi (z - m_q \tilde{z})} \left[ 1 + \frac{1}{2} \left(\frac{\phi}{\zeta(\alpha, n_{\text{min}})}\right)^2 + o(\phi^2)\right],$$

(5.10)

for $\alpha > 3$. We are interested in how the OSTP looks as $\tilde{z} \to \infty$. For this, we rescale the integration variable according to $\phi \to \tilde{z}^{1/(\alpha-1)}\phi$ if $2 < \alpha < 3$ and according to $\phi \to \tilde{z}^{1/2}\phi$ if $\alpha > 3$, then we use the notable limit $\lim_{x \to \infty} (1 + x/\lambda)^\gamma = \exp(\lambda)$ and finally we scale back the integration variable. This yields

$$P\{Z_t = z \mid Z_{t-1} = \tilde{z}\} = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\phi \ e^{-i\phi z} \left[ 1 + \frac{1}{2} \left(\frac{\phi}{\zeta(\alpha-1, n_{\text{min}})}\right)^2 + o(\phi^2)\right],$$

(5.11)

for $2 < \alpha < 3$ and

$$P\{Z_t = z \mid Z_{t-1} = \tilde{z}\} = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\phi \ e^{-i\phi z} \left[ 1 + \frac{1}{2} \left(\frac{\phi}{\zeta(\alpha-1, n_{\text{min}})}\right)^2 + o(\phi^2)\right] \left[ 1 - i \text{sign}(\phi) \tan\left(\frac{\pi}{2}(\alpha-1)\right)\right],$$

(5.12)

for $\alpha > 3$. A comment is in order concerning the integration limits. From eq. (5.7) we know that $P\{Z_t = z \mid Z_{t-1} = \tilde{z}\} = 0$ unless $z \geq n_{\text{min}}\tilde{z}$, therefore the probability mass of the OSTP shifts progressively towards $z \to \infty$ as $\tilde{z} \to \infty$. Moreover, since $Z_t \in \mathbb{N}$ its minimum variation amounts to $\Delta Z_t = 1$ independently of $Z_t$. It follows that $\Delta Z_t / Z_t = 1/z \to 0$ as $z \to \infty$, hence $P\{Z_t = z \mid Z_{t-1} = \tilde{z}\}$ becomes to all practical purposes a continuous distribution in $z$. This explains why the integral transform in eqs. (5.11)–(5.12) is over $\phi \in (-\infty, \infty)$.

If we compare the second exponential in eq. (5.11) with the general expression of the characteristic function of a stable distribution of index $(\alpha - 1)$ given in ref. [16] p. 164, namely

$$\Psi(\phi) = \exp \left\{ i\gamma\phi - c|\phi|^{\alpha-1} \left[ 1 + i\beta \text{sign}(\phi) \tan\left(\frac{\pi}{2}(\alpha-1)\right)\right]\right\},$$

(5.13)

we see that

$$\gamma = m_q \tilde{z}, \quad c = -\frac{\Gamma(1-\alpha)}{\zeta(\alpha-1, n_{\text{min}})} m_q \tilde{z} \cos\left(\frac{\pi}{2}(\alpha-1)\right), \quad \beta = -1.$$  

(5.14)
In particular, $\gamma$ is the location parameter of the distribution (its value here is in agreement with $E[Z_t | Z_{t-1} = m_{q}\zeta]$). $c$ is the scale parameter (it is proportional to $\gamma$ in our case) and $\beta$ represents the skewness of the distribution (in general $\beta$ fulfills $|\beta| \leq 1$, hence it takes here the maximum negative value). The second exponential in eq. (5.12) is the characteristic function of a normal variable with mean $\mu = m_{q}\zeta$ and variance $\sigma^2 = m_{q}^2\zeta(\alpha - 2, n_{\min})/\zeta(\alpha - 1, n_{\min})$. Since in the quenched model we are always interested in $2 < \alpha < 3$, we focus on eq. (5.11) and forget about eq. (5.12) in the following.

### 5.1 Tail of the distribution

A general formula describing the asymptotic behaviour of the p.d.f. of a Lévy stable distribution is given in ref. [17, ch. 1]. For the sake of completeness (and to be sure that the reader interprets correctly the formula), we reproduce it here. We start from eq. (5.11), that we recast in the form

$$\mathbb{P}\{Z_t = z | Z_{t-1} = \zeta\} = \frac{1}{\pi} \Re \left\{ \int_0^\infty d\phi e^{i\phi(z-m_{q}\zeta)} e^{-\rho\phi^{\alpha-1}} \right\},$$

(5.15)

with $\rho = -\frac{\Gamma(1-\alpha)}{\pi^{\alpha-1} n_{\min}} \exp \left\{ -i\zeta(\alpha - 1) \right\} m_{q}\zeta$. We expand the exponential $\exp \{-\rho\phi^{\alpha-1}\}$ in Taylor series. Then, we integrate the series term by term. In this way, we obtain

$$\mathbb{P}\{Z_t = z | Z_{t-1} = \zeta\} = \frac{1}{\pi} \Re \left\{ \sum_{\ell=0}^\infty \frac{(-1)^\ell \rho^\ell}{\ell!} \int_0^\infty d\phi \phi^{\ell(\alpha-1)} e^{-i(z-m_{q}\zeta)\phi} \right\}$$

$$= \frac{1}{\pi} \Re \left\{ \sum_{\ell=0}^\infty \frac{(-1)^\ell \rho^\ell}{\ell!} \frac{\Gamma(1+(\alpha-1)\ell)}{i[z-m_{q}\zeta]^{1+\ell(\alpha-1)}} \right\}. \quad (5.16)$$

Apart from the first term of the series, which is a Dirac delta $\delta(z - m_{q}\zeta)$, all the subsequent terms are inverse powers of $(z - m_{q}\zeta)$. Therefore, at leading order the expansion reads

$$\mathbb{P}\{Z_t = z | Z_{t-1} = \zeta\} = \delta(z - m_{q}\zeta) - \frac{1}{\pi} \Gamma(\alpha) \Re \left\{ \rho e^{-i\alpha\pi/2} \right\} + O \left( \frac{1}{(z - m_{q}\zeta)^{2\alpha-1}} \right). \quad (5.17)$$

For $z \gg m_{q}\zeta$ we can drop both the Dirac delta and the subleading terms of the expansion. Moreover, from the Euler reflection formula $\Gamma(\alpha)\Gamma(1-\alpha) = \pi/\sin(\pi\alpha)$, it follows that

$$\frac{\Gamma(\alpha) \Re \left\{ \rho e^{-i\alpha\pi/2} \right\}}{\pi} = -\frac{1}{\pi} \Gamma(\alpha)\Gamma(1-\alpha) m_{q}\zeta \Re \left\{ e^{-i(\alpha-1)\pi/2} \right\} = -\frac{m_{q}\zeta}{\zeta(\alpha-1, n_{\min})}. \quad (5.18)$$

Therefore, we end up with the asymptotic estimate

$$\mathbb{P}\{Z_t = z | Z_{t-1} = \zeta\} = \frac{1}{\zeta(\alpha-1, n_{\min})} \frac{m_{q}\zeta}{z^\alpha}, \quad \text{as } z \to \infty. \quad (5.19)$$

In Fig. 13 (right) we show the OSTP for $\alpha = 2.45$, $n_{\min} = 3$ and $\zeta = 10^1, \ldots, 10^4$. The dashed lines on the plot represent the power-law tail as predicted by eq. (5.19). We see that the theoretical estimates are in perfect agreement with the simulations.

Now, averaging eq. (5.19) over $Z_{t-1} = \zeta$ yields

$$\mathbb{P}\{Z_t = z\} = \frac{1}{\zeta(\alpha-1, n_{\min})} \frac{m_{q}^\ell}{z^\alpha}, \quad \text{as } z \to \infty. \quad (5.20)$$

As anticipated, this formula is inconsistent with the scaling law of $\mathbb{P}\{Z_t = z\}$ unless $\alpha \to 2$. Indeed, by setting $z = w m_{q}^\ell$, we get

$$\mathbb{P}\{W_t = w\} = \frac{1}{w^\alpha} \frac{1}{\zeta(\alpha-1, n_{\min})} \frac{1}{w^\alpha}, \quad \text{as } w \to \infty. \quad (5.21)$$
Since the minimum variation of $W_t$ amounts to $\Delta W_t = 1/n_t^\alpha \to dw$ as $t \to \infty$, we conclude that eq. (5.21) scales anomalously with $dw^{\alpha-1}$. This is not totally surprising in consideration that i) we obtained our estimate from a representation of the OSTP which formally holds only in the limit $\bar{z} \to \infty$ and ii) we dropped additional terms in the OSTP in the limit $z \to \infty$. Notice, however, that the scaling anomaly disappears as $\alpha \to 2$. In this limit eq. (5.21) scales correctly with $dw$. It is only for $\alpha \gtrsim 2$ that we expect $\phi(w)$ to be accurately described by eq. (2.10). If we make the ansatz

$$\phi(w) = \frac{\zeta(\alpha - 1, n_{\min})}{w^{\alpha - 1}} w^\alpha,$$  

(5.22)

we can measure the constant $c(\alpha, n_{\min})$ by means of numerical simulations. In Fig. 14 we report our determinations of $c(\alpha, n_{\min})$ for $\alpha = 2.25, \ldots, 2.85$ and $n_{\min} = 1, 2, 3$ from simulations of $W_b$. The plot confirms that $c(\alpha, n_{\min}) \to 1$ as $\alpha \to 2$. Moreover, it shows that $1/2 \lesssim c(\alpha, n_{\min}) \lesssim 2$ for $\alpha \lesssim 2.5$ and $n_{\min} \leq 3$. For these values of the model parameters eq. (2.10) provides a reasonably good approximation.

To conclude, we stress once more that the above derivation relies on eq. (5.11), which holds formally in the limit $\bar{z} \to \infty$. The reader may wonder how difficult it would be to calculate the OSTP for generic $\bar{z}$. To answer this question, we derive in App. B an alternative representation of $P\{Z_t = z \mid Z_{t-1} = \bar{z}\}$, based on multiple polylogarithms and shuffle products, as a series of inverse powers $z^{-\alpha_1}$ with $\alpha_1 = \alpha, \alpha + 1, \ldots$. This representation is valid for integer $\alpha$ and makes no assumptions on $\bar{z}$.

6 Discussion and outlook

The word–of–mouth model for proportional elections, proposed by Fortunato and Castellano in ref. [1], reproduces with great accuracy the scaling distribution $F_{\text{emp}}(x)$, universally observed in elections held in different countries and years. As such, the model represents a significant breakthrough in the field of opinion dynamics, where a qualitative agreement between empirical data and theoretical models is often the best result one can achieve. In spite of this, the analytic structure of the model had never been studied so far, neither by its authors nor by other scholars, and the only available information was based on computer simulations. In the present paper we made a first step to fill this gap.

It was known, in particular, that the conditional distribution $F_{\text{rc}}(x|Q,N)$ predicted by the model develops a power–law right tail as $Q \to \infty$. The amount of empirical observations available with given $(Q,N)$ is at
present largely insufficient for confirming or disproving this prediction with crystal clear evidence. Yet, we found that a signature of the presence of power–law structures in the empirical data can be observed (at least for some countries) in the conditional distribution $F_{\text{emp}}(x|Q > Q_0)$, provided $Q_0$ is sufficiently large. This yields indirect evidence that $F_{\text{emp}}(x|Q, N)$ has a power–law tail. It turns out indeed that $F_{\text{emp}}(x|Q > Q_0)$ is close to $F_{\text{emp}}(x|Q_0, \bar{N})$, with $\bar{N} = E[N|Q > Q_0] \gg 1$, for $x \ll Q_0$ and $Q_0 \gg 1$. Moreover, it is possible to find a range of values for $Q_0$ where the pool of data contributing to $F_{\text{emp}}(x|Q > Q_0)$ is sufficiently large to yield an acceptable signal–to–noise ratio and the domain of $F_{\text{emp}}(x|Q_0, \bar{N})$ is sufficiently extended to reveal the asymptotic shape of the right tail of the distribution.

In consideration of this, we studied the equations of the model in the large–list limit, i.e. the double limit $Q, N \to \infty$. For pedagogical reasons, we first presented a derivation of the vote distribution in a quenched model, where the original branching–like process is replaced by a supercritical branching process having similar features. The main results of our analysis are that the vote distribution converges quickly to a convolution of single–tree distributions, with weights given by the probabilities of the stopping time of the model, and that this convolution can be discrete or continuous depending on the stopping rule of the model. As a second step we showed that the original branching–like process scales just like a supercritical branching process, hence the solution we found for our quenched model applies mutatis mutandis also to the original one. Finally, we presented a derivation of the power–law tail of the vote distribution in the quenched model. The resulting estimate holds, within a reasonable approximation, also for the vote distribution of the original model.

While developing the ideas presented along this exploratory paper, we ran into questions that still look for an answer and represent directions of future research. We list them below in the same order they arise in the text:

- Finland is the only country in the U group of ref. [4] for which $F_{\text{emp}}(x|Q > Q_0)$ displays a lognormal behavior independently of $Q_0$. It is not clear at present what makes it different from the other countries.
- A relevant difference between eq. (2.1) and eq. (2.4) is that that the extinction probability is positive for the former while it vanishes for the latter. In other words, the subspace of finite trees has a positive measure under eq. (2.1). It is not clear whether/how this feature affects the vote distribution.
- We derived the analytic structure of the vote distribution under SR1 in the minimal and maximal ensembles. It is not clear how to extend the derivation so as to take into account the whole space of trees.
- We computed the distribution of the stopping time by means of numerical simulations. Although we know from general arguments that this is related to a Lévy stable distribution under SR2 and SR3, it is not clear how to go beyond numerical simulations under SR1 in the minimal and maximal ensembles.
- We calculated the exponential growth rate and proved the martingale property of the branching–like trees introduced by Fortunato and Castellano in a sort of mean–field approximation. Our results hold true up to corrections. It is not clear at present how to improve the estimates.
- A more orthodox derivation of eq. (2.10) than provided in sect. 5 is necessary to ensure a full control of the power–law tail of the vote distribution.
- The representation of the OSTP given in App. B follows from a totally different approach than pursued in sect. 5. It is not clear whether/how it could be used effectively to calculate the coefficient $c(\alpha, n_{\min})$ introduced in eq. (5.22).

To conclude, we observe that a complete understanding of the analytic structure of $F_{\text{rc}}(x|Q, N)$ seems to be a necessary condition to pin down the exact formula relating the microscopic parameters of the word–of–mouth model to the macroscopic parameters of the universal scaling distribution. This will be maybe
a premise to shed light on the ultimate mechanisms lying behind the scaling and universality properties of vote distributions in proportional elections.
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Appendix A Proof of eq. (1.5)

The distribution $F_{\text{EMP}}(x)$ can be regarded as a convolution of distributions $F_{\text{EMP}}(x|Q,N)$ with weights $p(Q,N)$ and $Q,N = 1,2,\ldots$. We can split the sum over $Q$ into sums over $Q \leq Q_0$ and $Q > Q_0$, namely

$$F_{\text{EMP}}(x) = \sum_{Q \leq Q_0} \sum_N p(Q,N) F_{\text{EMP}}(x|Q,N) + \sum_{Q > Q_0} \sum_N p(Q,N) F_{\text{EMP}}(x|Q,N)$$

$$= F_{\text{EMP}}^{(Q \leq Q_0)}(x) + F_{\text{EMP}}^{(Q > Q_0)}(x). \quad (A.1)$$

Notice, however that neither $F_{\text{EMP}}^{(Q \leq Q_0)}$ nor $F_{\text{EMP}}^{(Q > Q_0)}$ are probability densities, in that they fulfill

$$\int_0^\infty dx F_{\text{EMP}}^{(Q \leq Q_0)}(x) = \sum_{Q \leq Q_0} \sum_N p(Q,N) < 1 \quad \text{and} \quad \int_0^\infty dx F_{\text{EMP}}^{(Q > Q_0)}(x) = \sum_{Q > Q_0} \sum_N p(Q,N) < 1. \quad (A.2)$$

Since $F_{\text{EMP}}(x|Q,N) \neq 0$ only for $Q/N \leq x \leq Q$, it follows that $F_{\text{EMP}}^{(Q \leq Q_0)}(x) = 0$ for $x > Q_0$. Hence,

$$F_{\text{EMP}}(x) = F_{\text{EMP}}^{(Q > Q_0)}(x), \quad \text{for} \ x > Q_0. \quad (A.3)$$

Analogously, the distribution $F_{\text{EMP}}(x|Q > Q_0)$ can be regarded as a convolution of distributions $F_{\text{EMP}}(x|Q,N)$ with weights $p(Q,N|Q > Q_0)$ and $Q > Q_0$, $N = 1,2,\ldots$, see eqs. (1.6) – (1.7). Since $p(Q,N|Q > Q_0)$ is related to $p(Q,N)$ by

$$p(Q,N) = p(Q,N|Q > Q_0)p(Q > Q_0), \quad \text{for} \ Q > Q_0, \quad (A.4)$$

it follows that

$$F_{\text{EMP}}(x) = F_{\text{EMP}}^{(Q > Q_0)}(x) = p(Q > Q_0) F_{\text{EMP}}(x|Q > Q_0) < F_{\text{EMP}}(x|Q > Q_0), \quad (A.5)$$

for $x > Q_0$.

Appendix B OSTP and generalized multiple $\zeta$–values

We can represent $P\{Z_t = z | Z_{t-1} = \hat{z}\}$ beyond the asymptotic regime $\hat{z} \to \infty$ as an inverse power series in $z$ with coefficient functions amounting to linear combinations of generalized multiple $\zeta$–values. Our derivation assumes $\alpha \in \mathbb{N}$. It is not clear at present whether/how it could be extended to non–integer $\alpha$.

We start by recalling a simple property of the generating functions of discrete probability distributions. Let $(a_n)_{n=0}^\infty$ and $(b_n)_{n=0}^\infty$ be two sequences of real numbers and let $A(y) = \sum_{n=0}^\infty a_n y^n$ and $B(y) = \sum_{n=0}^\infty b_n y^n$
Polylogarithms can be also defined recursively via differential equations, namely

\[ C(y) = A(y)B(y). \tag{B.2} \]

Eq. (B.2) can be generalized recursively to the convolution of an arbitrary number of sequences. Since it holds without any restriction on \((a_n)_{n=0}^{\infty}\) and \((b_n)_{n=0}^{\infty}\), it applies in particular when \(a_n \geq 0\), \(b_n \geq 0\) and \(A(1) = B(1) = 1\), i.e. when \(a_n = a(n)\) and \(b_n = b(n)\) are discrete probabilities. In this case we have \(C(1) = 1\) and thus \(c_n = c(n) \geq 0\) is a discrete probability too.

We have already observed that \(P\{Z_t = z\mid Z_{t-1} = \tilde{z}\}\) is the \(\tilde{z}\)-fold convolution of \(p_{\tilde{z}}(n)\), see eq. (5.7) (first line). Since \(G_{\tilde{z}}(y) = y^n \Phi(y, \alpha, n_{\text{min}})/\zeta(\alpha, n_{\text{min}})\) is the generating function of \(p_{\tilde{z}}(n)\), it follows by differentiation that

\[ P\{Z_t = z\mid Z_{t-1} = \tilde{z}\} = \left[ \Phi(y, \alpha, n_{\text{min}})^{-\tilde{z}} \frac{d^\tilde{z}}{dy^\tilde{z}} \Phi(y, \alpha, n_{\text{min}})^z \right]_{y=0}. \tag{B.3} \]

with \(\Phi(y, \alpha, n_{\text{min}}) \equiv y^{n_{\text{min}}} \Phi(y, \alpha, n_{\text{min}}) = \sum_{n=n_{\text{min}}}^{\infty} y^n / n^\alpha\). This function is a generalization of the polylogarithm \(\text{Li}_\alpha(y)\). Indeed, we have \(\text{Li}_\alpha(y) = \Phi(y, \alpha, 1)\). Since the product of polylogarithms can be expressed in terms of multiple polylogarithms, we expect a similar representation to hold also for \(\Psi(y, \alpha, n_{\text{min}})\). In sect. B.1 we recall some basic elements of the theory of multiple polylogarithms and shuffle products (for this we follow ref. [19]). In sect. B.2 we discuss how the theory can be adapted to our case and be used to work out eq. (B.3). We notice incidentally that over the past few years multiple polylogarithms and shuffle products have been gaining popularity in the context of quantum field theory, see ref. [20] for a review. It is funny to see that they can be used to describe complex systems too.

### B.1 Review of multiple polylogarithms and shuffle products

The polylogarithm function generalizes the usual logarithm and the Riemann \(\zeta\)-function. For \(\alpha \in \mathbb{N}\) and \(y \in \mathbb{C}\) with \(|y| \leq 1\) and \((\alpha, y) \neq (1, 1)\), the polylogarithm is defined by the Taylor series

\[ \text{Li}_\alpha(y) = \sum_{n=1}^{\infty} \frac{y^n}{n^\alpha}. \tag{B.4} \]

For \(\alpha = 1\) and \(y \neq 1\) it fulfills \(\text{Li}_1(y) = -\log(1 - y)\). For \(\alpha \geq 2\) and \(y = 1\) it fulfills \(\text{Li}_\alpha(1) = \zeta(\alpha)\). Polylogarithms can be also defined recursively via differential equations, namely

\[
\begin{align*}
\frac{d}{dy} \text{Li}_1(y) &= \frac{1}{1 - y}, \\
\frac{d}{dy} \text{Li}_\alpha(y) &= \frac{1}{y} \text{Li}_{\alpha-1}(y), \quad \text{for } \alpha \geq 2,
\end{align*}
\tag{B.5}
\]

with initial condition \(\text{Li}_\alpha(0) = 0\), as can be seen by differentiating eq. (B.4) term by term. Recursive integration of eq. (B.5) yields the nested integral representation

\[
\text{Li}_\alpha(y) = \int_0^y \frac{dt_1}{t_1} \text{Li}_{\alpha-1} = \int_0^y \frac{dt_1}{t_1} \int_0^{t_1} \frac{dt_2}{t_2} \cdots \int_0^{t_{\alpha-2}} \frac{dt_{\alpha-1}}{t_{\alpha-1}} \int_0^{t_{\alpha-1}} \frac{dt_\alpha}{1 - t_\alpha}
= \int_{J_\alpha(y)} \frac{dt_1}{t_1} \frac{dt_2}{t_2} \cdots \frac{dt_{\alpha-1}}{t_{\alpha-1}} \frac{dt_\alpha}{1 - t_\alpha},
\tag{B.6}
\]
where \( \mathcal{J}_\alpha(y) \) is the \( \alpha \)-dimensional domain

\[
\mathcal{J}_\alpha(y) = \{ (t_1, \ldots, t_\alpha) : \ y > t_1 > t_2 > \ldots > t_\alpha > 0 \}.
\]  

(B.7)

The rightmost integral in eq. (B.6) belongs to the class of Chen iterated integrals \[21\]. Specifically, given the holomorphic 1–forms \( \omega_0 = dt/t \) and \( \omega_1 = dt/(1-t) \), we can recast eq. (B.6) in the form

\[
\text{Li}_\alpha(y) = \int_0^y \omega_0 \circ \cdots \circ \omega_0 \circ \omega_1 = \int_0^y \omega_0^{(\alpha-1)} \circ \omega_1,
\]  

(B.8)

where the nesting operator \( \circ \) is defined recursively by \( \int_0^t \phi_1 \circ \cdots \circ \phi_k = \int_0^t \phi_1(t) \int_0^t \phi_2 \circ \cdots \circ \phi_k \). In the following we let \( \tilde{\omega}_\alpha = \omega_0^{(\alpha-1)} \circ \omega_1 \) and accordingly we write \( \text{Li}_\alpha(y) \) in the more compact notation \( \text{Li}_\alpha(y) = \int_0^y \tilde{\omega}_\alpha \).

The product of polylogarithms can be expressed in terms of Chen iterated integrals. As an example, we consider the product \( \text{Li}_1(y) \text{Li}_2(y) \) for \( y \in \mathbb{R} \) and \( 0 < y < 1 \). This is given by

\[
\text{Li}_1(y) \text{Li}_2(y) = \int_{\mathcal{J}_1(y)} \frac{dt_1}{1-t_1} \int_{\mathcal{J}_2(y)} \frac{dt_2}{1-t_2} \frac{dt_3}{1-t_3} = \int_{\mathcal{J}_1(y) \times \mathcal{J}_2(y)} \frac{dt_1}{1-t_1} \frac{dt_2}{1-t_2} \frac{dt_3}{1-t_3}.
\]  

(B.9)

The expression on the r.h.s. is not a Chen iterated integral. Nevertheless, the 3-dimensional domain \( \mathcal{J}_1(y) \times \mathcal{J}_2(y) = \{ (t_1, t_2, t_3) : \ y > t_1 > 0 \) and \( y > t_2 > t_3 > 0 \} \) can be decomposed into nested domains. Indeed, we have

\[
\mathcal{J}_1(y) \times \mathcal{J}_2(y) = \mathcal{J}_3(y) \cup \mathcal{J}_3'(y) \cup \mathcal{J}_3''(y),
\]  

(B.10)

up to zero–measure sets, with

\[
\mathcal{J}_3(y) = \{ (t_1, t_2, t_3) : \ y > t_2 > t_1 > t_3 > 0 \},
\]  

(B.11)

\[
\mathcal{J}_3'(y) = \{ (t_1, t_2, t_3) : \ y > t_2 > t_3 > t_1 > 0 \}.
\]  

(B.12)

The decomposition of \( \mathcal{J}_1(y) \times \mathcal{J}_2(y) \) into the disjoint union of \( \mathcal{J}_3(y) \), \( \mathcal{J}_3'(y) \) and \( \mathcal{J}_3''(y) \) is shown in Fig. 15.

Thanks to it, the integral representing \( \text{Li}_1(y) \text{Li}_2(y) \) splits into three contributions, each taking the form of a Chen iterated integral, namely

\[
\text{Li}_1(y) \text{Li}_2(y) = \int_0^y \omega_1 \circ \omega_0 \circ \omega_1 + 2 \int_0^y \omega_0 \circ \omega_1^2 = \int_0^y \left( \omega_1 \circ \omega_0 \circ \omega_1 + 2 \omega_0 \circ \omega_1^2 \right).
\]  

(B.13)

The rightmost differential form is obtained by interlacing the 1–form \( \omega_1 \) of \( \text{Li}_1(z) \) with the differential form \( \omega_0 \circ \omega_1 \) of \( \text{Li}_2(z) \) in all possible ways, i.e.

\[
\omega_1 , \omega_0 \circ \omega_1 \rightarrow \omega_1 \circ \omega_0 \circ \omega_1 , \ \omega_0 \circ \omega_1 \circ \omega_1 , \ \omega_0 \circ \omega_1 \circ \omega_1 .
\]  

(B.14)

If we think about \( \omega_0 \) and \( \omega_1 \) as playing cards in a deck, the above operation consists in shuffling the sets of cards \( \omega_1 \) and \( \omega_0 \circ \omega_1 \) in all possible ways.

The above example can be generalized to the product of an arbitrary number of polylogarithms. Given the 1–forms \( \phi_1, \ldots, \phi_k, \psi_1, \ldots, \psi_n \) with \( k, n \geq 1 \), we define the shuffle product of \( \phi_1 \circ \cdots \circ \phi_k \) and \( \psi_1 \circ \cdots \circ \psi_n \) recursively via

\[
(\phi_1 \circ \cdots \circ \phi_k) \shuffle (\psi_1 \circ \cdots \circ \psi_n) = \phi_1 \circ [(\phi_2 \circ \cdots \circ \phi_k) \shuffle (\psi_1 \circ \cdots \circ \psi_n)]
\]

\[+ \psi_1 \circ [(\phi_2 \circ \cdots \circ \phi_k) \shuffle (\psi_2 \circ \cdots \circ \psi_n)], \]  

(B.15)
similar to those presented above it can be proved in full generality that

\{ \}

and so on and so forth. These examples confirm that the shuffle product interlaces the sets \{α_1, \ldots, ψ_k\} and \{ψ_1, \ldots, ψ_n\} in all possible ways without changing the order of the 1–forms within each set. By arguments similar to those presented above it can be proved in full generality that

\[
\int_0^y \phi_1 \circ \cdots \circ \phi_k \int_0^y \psi_1 \circ \cdots \circ \psi_n = \int_0^y (\phi_1 \circ \cdots \circ \phi_k) \shuffle (\psi_1 \circ \cdots \circ \psi_n) .
\]

Eq. (B.18) applies immediately to the product of polylogarithms. For instance, we have

\[
\text{Li}_\alpha(y) \text{Li}_{\alpha'}(y) = \int_0^y \tilde{\omega}_\alpha \shuffle \tilde{\omega}_{\alpha'} \quad \text{and} \quad [\text{Li}_\alpha(y)]^z = \int_0^y \tilde{\omega}_\alpha \shuffle \tilde{\omega}_\alpha \shuffle \cdots \shuffle \tilde{\omega}_\alpha = \int_0^y \tilde{\omega}_\alpha^\shuffle \times \text{times} .
\]

In particular, each term in the expansion of \([\text{Li}_\alpha(y)]^z\) is a Chen iterated integral of the form

\[
\text{Li}_{\alpha_1, \ldots, \alpha_z}(y) = \int_0^y \tilde{\omega}_{\alpha_1} \circ \cdots \circ \tilde{\omega}_{\alpha_z} = \int_0^y \omega_0^{(\alpha_1-1)} \circ \omega_1 \circ \cdots \circ \omega_0^{(\alpha_z-1)} \circ \omega_1 ,
\]

with the index vector \(\{\alpha_1, \ldots, \alpha_z\}\) fulfilling \(\alpha_1 + \cdots + \alpha_z = z\) and representing one of many possible ways of interlacing \(z\) differential forms \(\tilde{\omega}_\alpha\). Reviewing the combinatorics of the indices goes beyond our aims here. We simply define

\[
\{\alpha\}_z = \{\alpha_1, \ldots, \alpha_z\},
\]

and we let \(\shuffle \{\alpha\}_z\) denote the set of all possible indices \(\{\alpha_1, \ldots, \alpha_z\}\) contributing to the shuffle product. Formally, we have

\[
[\text{Li}_\alpha(y)]^z = \sum_{\{\alpha_1, \ldots, \alpha_z\} \in \shuffle \{\alpha\}_z} \text{Li}_{\alpha_1, \ldots, \alpha_z}(y) .
\]

The function \(\text{Li}_{\alpha_1, \ldots, \alpha_z}(y)\) is the multiple polylogarithm of the \(k\)th order in one variable. It generalizes the polylogarithm function in the index space. Although eq. (B.20) provides an integral representation of it,
Li_{\alpha_1,\ldots,\alpha_z}(y) can be equivalently defined as a Taylor series, namely
\[ Li_{\alpha_1,\ldots,\alpha_z}(y) = \sum_{\substack{n_1 \geq n_2 \geq \cdots \geq n_z \geq 1}} \frac{y^{n_1}}{n_1^{\alpha_1} \cdots n_z^{\alpha_z}}, \quad \text{for} \quad y \in \mathbb{C} \text{ and } |y| \leq 1, \tag{B.23} \]
with \( \alpha_1,\ldots,\alpha_z \geq 1 \) and \((y, \alpha_1) \neq (1, 1)\). By differentiating this series term by term, we get an alternative representation of \(\text{Li}_{\alpha_1,\ldots,\alpha_z}(y)\) as the solution of the recursive differential equations
\[
\begin{align*}
\frac{d}{dy} \text{Li}_{1,\alpha_2,\ldots,\alpha_z}(y) &= \frac{1}{1-y} \text{Li}_{\alpha_2,\ldots,\alpha_z}(y), \\
\frac{d}{dy} \text{Li}_{\alpha_1,\alpha_2,\ldots,\alpha_z}(y) &= \frac{1}{y} \text{Li}_{\alpha_1-1,\alpha_2,\ldots,\alpha_z}(y), \quad \text{for } \alpha_1 \geq 2, \tag{B.24}
\end{align*}
\]
with initial condition \(\text{Li}_{\alpha_1,\ldots,\alpha_z}(0) = 0\). Eq. (B.20) is then obtained by recursively integrating eq. (B.24).

We conclude this short review by introducing the multiple \(\zeta\)–function
\[ \zeta(\alpha_1,\ldots,\alpha_z) = \sum_{\substack{n_1 \geq n_2 \geq \cdots \geq n_z \geq 1}} \frac{1}{\sum_{j=1}^{n_z} n_j^{\alpha_z} / \cdots / n_1^{\alpha_1}}, \quad \text{for } \alpha_1 \geq 2 \text{ and } \alpha_2,\ldots,\alpha_z \geq 1. \tag{B.25} \]
This function represents a multi–dimensional generalization of the ordinary Riemann \(\zeta\)–function and fulfills \(\zeta(\alpha_1,\ldots,\alpha_z) = \text{Li}_{\alpha_1,\ldots,\alpha_z}(1)\) for \(\alpha_1 \geq 2\).

### B.2 Adaptation to the OSTP

The function \(\Psi(y, \alpha, n_{\min})\) can be regarded as an upper incomplete (or lower–truncated) polylogarithm, i.e. it satisfies the relation
\[ \Psi(y, \alpha, n_{\min}) = \text{Li}_{\alpha}(y) - \sum_{j=0}^{n_{\min}-1} \frac{y^j}{j^\alpha}. \tag{B.26} \]
From eq. (B.5) and recalling that \(\sum_{k=0}^{y} y^k = (1 - y^{y-1})/(1 - y)\) for 0 < \(y < 1\), we see that \(\Psi(y, \alpha, n)\) fulfills the recursive differential equations
\[
\begin{align*}
\frac{d}{dy} \Psi(y, 1, n_{\min}) &= \frac{y^{n_{\min}-1}}{1-y}, \\
\frac{d}{dy} \Psi(y, \alpha, n_{\min}) &= \frac{1}{y} \Psi(y, \alpha - 1, n_{\min}), \quad \text{for } \alpha \geq 2, \tag{B.27}
\end{align*}
\]
with initial condition \(\Psi(0, \alpha, n_{\min}) = 0\). As a consequence, it can be represented as a Chen iterated integral,
\[
\Psi(y, \alpha, n_{\min}) = \int_0^y \omega_0 \circ \cdots \circ \omega_0 \circ \omega_{1, n_{\min}} = \int_0^y \omega_0^{(\alpha-1)} \circ \omega_{1, n_{\min}} = \int_0^y \omega_{\alpha, n_{\min}}, \tag{B.28}
\]
where we let \(\omega_{1, n_{\min}} = t^{n_{\min}-1} dt/(1-t)\) and \(\omega_{\alpha, n_{\min}} = \omega_0^{\alpha-1} \circ \omega_{1, n_{\min}}\). Since the only difference between eq. (B.28) and eq. (B.8) is that \(\omega_1\) is replaced by \(\omega_{1, n_{\min}}\), we conclude that \(\Psi(y, \alpha, n_{\min})^z\) can be analogously represented as the integral of the shuffle product of the corresponding nested differential forms, i.e.
\[
[\Psi(y, \alpha, n_{\min})]^z = \int_0^y \bar{\omega}_{\alpha, n_{\min}} \ldots \bar{\omega}_{\alpha, n_{\min}} \ldots \bar{\omega}_{\alpha, n_{\min}} = \int_0^y \bar{\omega}_{\alpha, n_{\min}}^z. \tag{B.29}
\]

40
With the index vector \( \{ \alpha_1, \ldots, \alpha_z \} \) fulfilling \( \alpha_1 + \ldots + \alpha_z = z \alpha \) and representing one of many possible ways of interlacing \( \tilde{z} \) differential forms \( \tilde{\omega}_{\alpha, n_{\min}} \). Formally, we have

\[
\Psi(y, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}) = \sum_{\{ \alpha_1, \ldots, \alpha_z \} \in \omega(\alpha)_{\tilde{z}}} \Psi(y, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}).
\]  

(B.31)

The function \( \Psi(y, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}) \) is a lower–truncated multiple polylogarithm. It generalizes the function \( \Psi(y, \alpha, n_{\min}) \) in the index space. Upon differentiating eq. (B.30), we see that \( \Psi(y, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}) \) fulfills the recursive differential equations

\[
\begin{align*}
\frac{d}{dy} \Psi(y, \{ 1, \alpha_2, \ldots, \alpha_z \}, n_{\min}) &= \frac{y^{n_{\min}-1}}{1-y} \Psi(y, \{ \alpha_2, \ldots, \alpha_z \}, n_{\min}), \\
\frac{d}{dy} \Psi(y, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}) &= \frac{1}{y} \Psi(y, \{ \alpha_1 - 1, \alpha_2, \ldots, \alpha_z \}, n_{\min}), 
\end{align*}
\]  

for \( \alpha_1 \geq 2 \),

(B.32)

with initial condition \( \Psi(0, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}) = 0 \). Similar to the multiple polylogarithm, also the function \( \Psi(y, \{ \alpha_1, \ldots, \alpha_k \}, n_{\min}) \) can be represented as a power series, i.e.

\[
\Psi(y, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}) = \sum_{n_1 = \tilde{z} n_{\min}}^{\infty} \sum_{n_2 = (\tilde{z} - 1) n_{\min}}^{n_1 - n_{\min}} \ldots \sum_{n_{2z} = n_{\min}}^{n_1 - 1 - n_{\min}} \frac{y^{n_1}}{n_1 \cdots n_{2z}}.
\]  

(B.33)

The reader can easily check that the r.h.s of eq. (B.33) fulfills eq. (B.32) for \( \alpha_1 \geq 2 \). We want to prove that it fulfills eq. (B.32) also for \( \alpha_1 = 1 \). To this aim, we let \( \tilde{\Psi}(y, \{ \alpha_1, \ldots, \alpha_z \}, n_{\min}) \) denote the r.h.s. of eq. (B.33). Moreover, to simplify the notation, we let

\[
\tilde{\Psi}(y, \{ 1, \alpha_2, \ldots, \alpha_z \}, n_{\min}) = \sum_{n_1 = \tilde{z} n_{\min}}^{\infty} c_{n_1} \frac{y^{n_1}}{n_1},
\]  

(B.34)

with the coefficient \( c_{n_1} \) being given by

\[
c_{n_1} = \sum_{n_2 = (\tilde{z} - 1) n_{\min}}^{n_1 - n_{\min}} \ldots \sum_{n_{2z} = n_{\min}}^{n_1 - 1 - n_{\min}} \frac{1}{n_2 \cdots n_{2z}}.
\]  

(B.35)

Now, we have

\[
(1-y) \frac{d}{dy} \tilde{\Psi}(y, \{ 1, \alpha_2, \ldots, \alpha_z \}, n_{\min}) = \sum_{n_1 = \tilde{z} n_{\min}}^{\infty} c_{n_1} y^{n_1-1} = \sum_{n_1 = \tilde{z} n_{\min}}^{\infty} c_{n_1} y^{n_1} = c_{2n_{\min}} y^{2n_{\min}-1} + \sum_{n_1 = \tilde{z} n_{\min}}^{\infty} (c_{n_1+1} - c_{n_1}) y^{n_1}.
\]  

(B.36)

The coefficient \( c_{n_1+1} - c_{n_1} \) is obtained from eq. (B.35) by removing the sum over \( n_2 \) and by calculating the rest at \( n_2 = n_1 + 1 - n_{\min} \), i.e.

\[
c_{n_1+1} - c_{n_1} = \sum_{n_3 = (\tilde{z} - 2) n_{\min}}^{n_1 - 2 n_{\min}} \sum_{n_4 = (\tilde{z} - 3) n_{\min}}^{n_3 - n_{\min}} \ldots \sum_{n_{2z} = n_{\min}}^{n_1 - 1 - n_{\min}} \frac{1}{(n_1 + 1 - n_{\min})^{\tilde{z} n_3 \cdots n_{2z}}},
\]  

(B.37)
Inserting this expression into the previous equation yields

\[(1 - y) \frac{d}{dy} \hat{\Psi}(y, \{\alpha_1, \ldots, \alpha_z\}, n_{\min}) \]

\[= c_{\min} y^{n_{\min} - 1} + \sum_{n_1 = \min}^{\infty} \sum_{n_2 = (z-1) \min}^{n_{\min}} \ldots \sum_{n_z = min}^{n_{\min}} \frac{y^{n_1} \ldots y^{n_z}}{n_1^{z_1} \ldots n_z^{z_z}} \]

\[= y^{n_{\min} - 1} \left\{ \sum_{n_2 = (z-1) \min}^{\infty} \sum_{n_2 = (z-1) \min}^{n_{\min}} \ldots \sum_{n_z = min}^{n_{\min}} \frac{y^{n_2} \ldots y^{n_z}}{n_2^{z_2} \ldots n_z^{z_z}} \right\} \]

\[= y^{n_{\min} - 1} \hat{\Psi}(y, \{\alpha_2, \ldots, \alpha_z\}, n_{\min}). \quad (B.38)\]

It follows that \(\hat{\Psi}(y, \{1, \alpha_2, \ldots, \alpha_z\}, n_{\min}) = \hat{\Psi}(y, \{1, \alpha_2, \ldots, \alpha_z\}, n_{\min}).\)

Just as the multiple \(\zeta\)-function \(\zeta(\alpha_1, \ldots, \alpha_z)\) is obtained from the multiple polylogarithm \(\text{Li}_{\alpha_1,\ldots,\alpha_z}(y)\) by taking the latter at \(y = 1\), we define a truncated multiple \(\zeta\)-function \(\zeta(\{\alpha_1, \ldots, \alpha_z\}, n_{\min})\) from the truncated multiple polylogarithm \(\Psi(y, \{\alpha_1, \ldots, \alpha_z\}, n_{\min})\) by taking the latter at \(y = 1\), namely

\[\zeta(\{\alpha_1, \ldots, \alpha_z\}, n_{\min}) = \sum_{n_1 = \min}^{\infty} \sum_{n_2 = (z-1) \min}^{n_{\min}} \ldots \sum_{n_z = min}^{n_{\min}} \frac{1}{n_1^{\alpha_1} \ldots n_z^{\alpha_z}}. \quad (B.39)\]

This function is a multi-dimensional generalization of the Hurwitz \(\zeta\)-function \(\zeta(\alpha, n_{\min})\).

By means of the above formalism we can work out eq. \[\text{[B.3]}\]. Since \(y^{n_{\min}}\) is the monomial of lowest degree contributing to \(\Psi(y, \{\alpha_1, \ldots, \alpha_z\}, n_{\min})\), we have

\[\frac{1}{z!} \frac{d^z}{dy^z} \Psi(y, \{\alpha_1, \ldots, \alpha_z\}, n_{\min}) \bigg|_{y=0} = \frac{\theta_{z,n_{\min}}}{z!} \frac{d^z}{dy^z} \left( \sum_{z=\min}^{n_{\min}} \sum_{n_2 = (z-1) \min}^{n_{\min}} \ldots \sum_{n_z = min}^{n_{\min}} \frac{1}{n_2^{\alpha_2} \ldots n_z^{\alpha_z}} \right) \]

\[= \theta_{z,n_{\min}} \zeta \left( z, \{\alpha_2, \ldots, \alpha_z\}, n_{\min} \right), \quad (B.40)\]

with

\[\zeta(z, \{\alpha_2, \ldots, \alpha_z\}, n_{\min}) = \sum_{n_2 = (z-1) \min}^{n_{\min}} \ldots \sum_{n_z = min}^{n_{\min}} \frac{1}{n_2^{\alpha_2} \ldots n_z^{\alpha_z}}. \quad (B.41)\]

representing a doubly truncated multiple \(\zeta\)-function. It follows that

\[\mathbb{P}\{Z_t = z \mid Z_{t-1} = \tilde{z}\} = \theta_{z,n_{\min}} \sum_{\{\alpha_1, \ldots, \alpha_z\} \in \omega(\alpha) \tilde{z}} \frac{1}{z^{\alpha_1}} \zeta(z, \{\alpha_2, \ldots, \alpha_z\}, n_{\min}). \quad (B.42)\]

The presence of \(\theta_{z,n_{\min}}\) is perfectly natural, since each of the \(\tilde{z}\) vertices on the \((t-1)\)th level of a quenched tree generates at least \(n_{\min}\) vertices. It can be easily shown that \(\alpha_1 \geq \alpha\) for each \(\{\alpha_1, \ldots, \alpha_z\} \in \omega(\alpha) \tilde{z}\). Suppose indeed that you have a deck of playing cards with only two different types of cards, namely \(\omega_0\) and \(\omega_1\). The deck is made of \((\alpha - 1)\tilde{z}\) cards of type \(\omega_0\) and \(\tilde{z}\) cards of type \(\omega_1\). These are initially stacked in iterated groups \(\omega_0, \ldots, \omega_0, \omega_1, \ldots, \omega_0, \omega_1, \leq \ldots \leq \ldots \leq \ldots \leq \omega_0, \omega_1\), namely

\[\begin{array}{c}
\text{1st group} \\
\omega_0, \ldots, \omega_0, \omega_1, \omega_0, \ldots, \omega_0, \omega_1, \\
\text{2nd group} \\
\omega_0, \ldots, \omega_0, \omega_1, \omega_0, \ldots, \omega_0, \omega_1, \\
\text{3rd group} \\
\omega_0, \ldots, \omega_0, \omega_1, \omega_0, \ldots, \omega_0, \omega_1, \\
\text{4th group} \\
\omega_0, \ldots, \omega_0, \omega_1, \omega_0, \ldots, \omega_0, \omega_1, \\
\end{array}
\]

\[\text{[B.43]}\]
The basic rule of the shuffle product states that upon shuffling the deck, each card of type $\omega_1$ must always stay to the right of all cards $\omega_0$ belonging to its group. It follows that each allowed reshuffling of cards has at least $\alpha - 1$ cards of type $\omega_0$ on the left, i.e. $\alpha_1 - 1 \geq \alpha - 1$. Hence, eq. (B.42) represents the OSTP as a series of inverse powers $z^{-\alpha_1}$ with degree $\alpha_1 \geq \alpha$ and non-negative modulating coefficient functions $\zeta(z, \{\alpha_2, \ldots, \alpha_z\}, n_{\min})/\zeta(\alpha, n_{\min})$.

A comparison between eq. (B.42) and eq. (5.17) inspires the conjecture

$$\lim_{\tilde{z} \to \infty} \lim_{z \to \infty} \frac{1}{\tilde{z}^{\alpha}} \sum_{\{\alpha_1, \ldots, \alpha_z\} \in \omega(\alpha)} \frac{\zeta(z, \{\alpha_2, \ldots, \alpha_z\}, n_{\min})}{\zeta(\alpha, n_{\min})} = 1.$$  (B.44)

It is not clear whether this appealing formula is correct at all, since eq. (5.17) has been derived under the hypothesis $\alpha \neq 1, 2, 3, \ldots$ while eq. (B.42) has been obtained for integer $\alpha$. We just notice that each term on the l.h.s. has exactly $\tilde{z} - 1$ nested sums at numerator and $\tilde{z} - 1$ independent sums at denominator. We do not even know how eq. (B.42) could be extended to non-integer values of $\alpha$.
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