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Abstract—Object shape provides important information for robotic manipulation; for instance, selecting an effective grasp depends on both the global and local shape of the object of interest, while reaching into clutter requires accurate surface geometry to avoid unintended contact with the environment. Model-based 3D object manipulation is a widely studied problem; however, obtaining the accurate 3D object models for multiple objects often requires tedious work. In this letter, we exploit Gaussian process implicit surfaces (GPIS) extracted from RGB-D sensor data to grasp an unknown object. We propose a reconstruction-aware trajectory optimization that makes use of the extracted GPIS model plan a motion to improve the ability to estimate the object’s 3D geometry, while performing a pick-and-place action. We present a probabilistic approach for a robot to autonomously learn and track the object, while achieve the manipulation task. We use a sampling-based trajectory generation method to explore the unseen parts of the object using the estimated conditional entropy of the GPIS model. We validate our method with physical robot experiments across eleven different objects of varying shape from the YCB object dataset. Our experiments show that our reconstruction-aware trajectory optimization provides higher-quality 3D object reconstruction when compared with directly solving the manipulation task or using a heuristic to view unseen portions of the object.

Index Terms—Perception for grasping and manipulation, Manipulation Planning, 3D reconstruction, Grasping

I. INTRODUCTION

Object shape provides highly informative information for autonomous, robot manipulation tasks like grasping and pushing or robot vision tasks like object detection and tracking. However, providing three-dimensional (3D) models of all objects of interest to a robot may require significant amounts of time or even be impossible in scenarios such as search and rescue in disaster areas where rubble and other debris can not be known exactly a priori. As such, researchers have proposed an abundance of approaches to perform autonomous shape estimation using RGB-D sensors such as the Microsoft Kinect, tactile sensors, or a combination of the two \cite{1-4}.

Manipulation planning and shape estimation are fundamentally related—more accurate object shape helps to improve planning \cite{5}, while manipulation of an object provides additional sensor measurements \cite{6} improving object model quality.

In this letter, we investigate the problem of constructing a 3D model of unknown object jointly with planning and executing a pick-and-place trajectory for the object. Figure 1 shows an overview of our approach. We first segment the object from a single view using the point cloud from an RGB-D sensor and estimate a probabilistic model of the object represented as a Gaussian process implicit surface (GPIS). We then use this probabilistic model to plan a grasp and subsequent robot-and-object trajectory to a predefined placement location. We use a probabilistic planner for the trajectory optimization, where we explicitly reason about the viewpoint of the object in the camera frame. Using the uncertainty associated with the GPIS object model we can compute the conditional entropy of the posterior to plan motions that explore regions of the object with high uncertainty. We then execute the pick-and-place trajectory and use the data collected during execution to reconstruct the object model.

This letter propose the first motion planner that takes into account 3D reconstruction of an unknown object, while manipulating the object in a goal-directed manner. We validate this contribution by comparing to an uninformed planner and heuristic planning approach with physical experiments on a physical Baxter robot with a set of ten objects from the YCB object set \cite{7}. Our results show that jointly considering manipulation and reconstruction provide higher-quality object models than the comparison approaches.

We organize the rest of the letter as follows. We discuss related work on autonomous 3D reconstruction and GPIS-based grasp planning in Section II. We review the GPIS shape representation in Section III. In Section IV we provide the details for our reconstruction-aware motion planning algorithm. We explain our experimental design and results, as well as implementation details in Section V. We conclude and provide a brief discussion of future research directions in Section VI.
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II. RELATED WORK

Reconstruction of 3D objects and indoor environments has been widely studied in robotics [8,11]. Several planning approaches have been proposed to improve reconstruction performance in 3D simultaneous localization and mapping tasks. These approaches base planning on improving some measure of information to guide a mobile robot to explore areas with high uncertainty [12,13]. Julian et al. [13] assume known robot poses, and rely on an occupancy grid map representation. The algorithm integrates over an information gain function with an inverse sensor model at its core. In a similar vain the work of [12] uses the gradient of the Cauchy-Schwarz quadratic mutual information to perform trajectory planning, as it allows more efficient computation than the standard mutual information measure.

Typical approaches to object reconstruction use variants of iterative closest point (ICP) to perform front-end alignment for reconstruction. Xie et al. [14] use ICP to track object point cloud to build 3D models and use RANSAC for initialization of ICP, and they test the result on the open RGB-D dataset from [15], where the mask of the object is well defined. Newcombe et al. [16] demonstrated their famous KineticFusion approach that dense reconstruction is possible in real-time by using a Microsoft Kinect sensor. To represent the geometry, Newcombe et al. employ a truncated signed distance function (TSDF) and use ICP in a coarse-to-fine manner to estimate the camera pose in real-time. Krainin et al. [17] develop an approach to build 3D models of unknown objects based on a depth camera observing the robot’s hand after moving an object to a certain pose. The approach integrates both shape and appearance information into an articulated ICP approach to track the robot’s manipulator and the object while improving 3D model of an object. This work was extended to plan successive grasps in lifting the object that consider the occlusion caused by the robot’s hand into account [18]; however, the specific trajectories used in generating object motion were heuristically generated without a specific manipulation goal.

Gaussian process object models have been used as an important tool to predict the uncertainty of object shape for several different robotic tasks [19,21]. These were first used in planning grasps [19,20]. However, more recent works have used tactile information to improve estimates of object geometry with the use of GPIS models. Several examples along this line of work include [21,24]. Yi et al. [21] use a 2.5D GP model to iteratively select discrete locations to actively guided touches of the unknown object’s part. Other approaches try multiple grasps to obtain tactile points, for instance [22,24] use both tactile and RGB-D sensors to build 3D object models; however, these methods may require many (e.g. more than 50 in [23]) touches to fully cover an object.

Interactive perception [25] has shown success in many different applications, most significantly object segmentation [26,27]. Most similar to our planning approach Van Hoof et al. [27] plan a pushing action from a discrete set using an information-gain metric over their probabilistic segmentation. Ma et al. [28] also perform active manipulation enabling reconstruction from tactile and 3D geometric information during manipulation.

III. GAUSSIAN PROCESS IMPLICIT SURFACES FOR SHAPE REPRESENTATION

We briefly review using Gaussian process regression to probabilistically model implicit surface functions [19,20,29,30]. We can then use this probabilistic implicit surface model to estimate whether a specific point of interest in three dimensional space lies on the object surface.

We formally define our probabilistic implicit surface by

\[
\begin{align*}
    f(x) &= GP(m(\cdot), k(\cdot, \cdot)) \\
    y &= f(x) + \sigma_n
\end{align*}
\]

where we set a small confidence threshold η to decide whether an estimated point lies on the surface or not. If we shrink η to zero, then Eq. (1) collapses to an equality comparison and we recover the classic (deterministic) implicit surface model.

We can represent the function \( f(x) \) using a Gaussian process by collecting a training set \( S_{\text{train}} \) consisting of a set of locations in 3D space \( X = \{x_1, x_2, \ldots, x_n\}, \) \( x_i \in \mathbb{R}^3 \) of points lying on the surface of the object, which we provide associated labels \( Y = \{y_0, y_1, \ldots, y_n\}, y_i = 0 \).

A GP is composed of mean function, \( m(\cdot) \), kernel function, \( k(\cdot, \cdot) \), and output Gaussian noise \( \sigma_n \).

\[
\begin{align*}
    f(x) &\sim GP(m(\cdot), k(\cdot, \cdot)) \\
    y &= f(x) + \sigma_n
\end{align*}
\]

The mean and covariance of a query point \( x_q^* \in \mathbb{R}^3 \) in an estimated set \( S_{\text{estimated}} = \{x_q^*, x_1^*, \ldots, x_n^*\} \) are estimated (following [31]) as

\[
\begin{align*}
    \mu(x_q^*) &= m(x_q^*) + k^{*T} K^{-1} (y_D - m_D) \\
    \sigma^2(x_q^*) &= k^{**} - k^{*T} K^{-1} k^* \\
    K &\in \mathbb{R}^{N \times N} \\
    K_{ij} &= k(x_i, x_j) \\
    k^* &\in \mathbb{R}^{N \times 1} \\
    k^* &= k(X, x_q^*) \\
    k^{**} &\in \mathbb{R} \\
    k^{**} &= k(x_q^*, x_q^*)
\end{align*}
\]

In our case, we use the squared-exponential kernel for Gaussian process; defined as

\[
k(x_i, x_j) = \sigma^2 \left(- \frac{1}{2L^2} \left\| x_i - x_j \right\|^2\right)
\]

where \( \sigma \) is the intensity and \( L \) is the length scale.

We found that using the zero mean function worked best for our purposes. Following the approach in [29] we examined the use of an elliptical function as mean to better exploit common object symmetries, but found these to overfit to the prior.

In practice, we estimate the surface model from a single RGB-D frame. We assume that there is only one object lying on the table and it is reachable for robot. We use the random sample consensus (RANSAC) to fit and segment the table plane in the point cloud. Then we build a KD-tree for the remaining points in the point cloud at each time frame and perform Euclidean cluster to obtain points relating to the object as the training set \( S_{\text{train}} \) for the Gaussian process. We execute all of these steps using tools from the Point Cloud library (PCL) [32].


IV. MANIPULATION PLANNING AND RECONSTRUCTION

We decompose the discussion of our 3D model reconstruction process broadly into two tasks: (1) grasping the object using a parallel-jaw gripper based on the extracted GPIS representation and (2) planning and executing a reconstruction-aware trajectory to the object’s goal pose, while capturing the associated sensor data. We delve into the details of each component in the remainder of this section.

A. GPIS-Based Grasp Trajectory Planning

Prior to grasping the object, the robot captures a single frame from an RGB-D sensor. The robot then performs a simple geometric segmentation to extract the points belonging to the object as described in Section V-A. These 3D points make up the training set $S_t$ which the robot uses to estimate the initial object GPIS model as described in Section III.

The GPIS model estimated from single a viewpoint cloud typically fails to generate a convex shape. As such, previous approaches to GPIS-based grasp planning [19] often take a significant amount of time to find a suitable grasp. To avoid this issue we perform a grasp optimization where the defined cost function encourages the gripper to simply align the center of the object with the final object pose. We constrain the optimization to keep the object unseen parts of the object while moving towards the desired object pose. We define the grasping trajectory optimization problem as:

$$
\min_{\tau=[\theta_1, \ldots, \theta_H]} \sum_{q=1}^{2} \phi_{g,2}(\theta_H) - x_c^\star \right)^2 + \sum_{k=1}^{H-1} \left( \sum_{q=1}^{2} \phi_{g,2}(\theta_k) - x_c^\star \right)^2 \right)\right) = 0 \tag{10}
$$

s.t.

$$
\phi_{g,2}(\theta_H).\text{ang}[i] = x_c^\star \quad \forall i \neq f \\ \theta_{\text{min}} \leq \theta_i \leq \theta_{\text{max}} \quad \forall i = 1, \ldots, H \tag{11}
$$

$$
C(\theta, S_c) \geq 0 \quad \forall i = 1, \ldots, H \tag{12}
$$

where $x_c^\star \in \mathbb{R}^6$ defines the 6D pose corresponding to the centroid of the GPIS model estimated using principle component analysis (PCA) [35]. We define the forward kinematics function of the robot arm and gripper as $\phi_{g,1}(\theta)$, where $\phi_{g,1}(\theta)$ and $\phi_{g,2}(\theta)$ define the forward kinematics for the two gripper jaws respectively. As such the first term in the cost function aligns the gripper with the object at the final timestep, while the second term encourages the end-effector to track a series of task-space waypoints to the grasp.

We define the waypoints for the end-effector to follow in Eq. (10) by linearly interpolating the gripper trajectory between the nominal goal position and grasp position $x_c^\star$ and initial end-effector pose $x_0$ to generate a sequence of $H$ waypoints, $x_k^f \in X_f$:

$$
x_k^f = \frac{x_c^\star - x_0}{H} \cdot k + x_0 \tag{14}
$$

The constraint defined in Eq. (11) ensures that the final grasp orientation aligns with two of the three directions of the object bounding box; thus only the Euler angle associated with index $f \in \{1, 2, 3\}$ change during the optimization. We additionally ignore angle $f$ in computing the waypoint cost.

Algorithm 1 3D GPIS Grasp Planner

Input:

Point cloud $X$, with labels for object points $S_t$
Robot’s initial joint state $\theta_0$

Output:

Grasp joint trajectory $\tau^\star = [\theta_1, \ldots, \theta_H]$

1: Generate object’s GPIS model $S_c$ from training points $S_t$
2: Obtain $x_c^\star \leftarrow \text{PCA}(S_c)$
3: for $i \leftarrow 1; i \leq 3; i \leftarrow i + 1$ do
4: Compute grasp waypoints $X_f$ using Eq. (14)
5: Compute cost $c_i$ and trajectory $\tau_i$ by solving Eq. (10) with orientation dimension $f = i$
6: end for
7: $\tau^\star \leftarrow \arg \min\{\tau_1, c_1), (\tau_2, c_2), (\tau_3, c_3)\}$
8: Return $\tau^\star$

We additionally constrain the optimization to respect the robot joint limits, Eq. (12), and avoid collisions with other parts of the object and environment, Eq. (13). This creates a nonlinear, non-convex optimization. As such we use Sequential Quadratic Programming (SQP) with an inverse-kinematics informed initialization to find the optimal solution.

The signed distance function (SDF) $\psi(\theta, X)$ computes the signed distance between each mesh of the robot for joint angle $\theta \in \mathbb{R}^m$ and the given point cloud $X$. We then define the collision constraint as:

$$
C(\theta, X) = \max(\epsilon - \psi(\theta, X), 0) \tag{15}
$$

Which requires the non-gripper links of the robot to maintain some distance $\epsilon$ from all points in the point cloud.

We define our complete GPIS grasp trajectory optimization in Algorithm 1. We perform the above optimization three times, allowing each end-effector orientation angle to be free in turn and select the trajectory with lowest cost.

B. Reconstruction-Aware Motion Planning

Our reconstruction-aware trajectory optimization algorithm uses a cost function defined by the conditional entropy of the GPIS model to plan object poses which encourage exploring unseen parts of the object while moving towards the desired object pose. We constrain the optimization to keep the object within a region viewable by the RGB-D sensor. We found that solving this optimization with SQP, even when well initialized, tended to get stuck at local minima, which we attribute to the complexity of the conditional entropy function defined over the GPIS model.

As such, we propose using SQP to generate a set of trajectories within the camera range as shown in Fig. 2 only considering the goal of the transition trajectory as the cost. We then search for an optimal trajectory with respect to the conditional entropy metric through importance sampling,
leveraging the approach of Kobilarov [34]. We represent the importance density using a Gaussian mixture model (GMM) in a slight variation of [34]. This enables us to efficiently solve the trajectory optimization problem, while still generating high-quality trajectories. We assume the goal pose, \(x_d \in \mathbb{R}^6\), is within the robot’s reachable workspace and the viewpoint of the camera.

Algorithm 2 outlines our reconstruction-aware trajectory optimization approach. Our GMM-based trajectory generation method iteratively approximates the optimal path in the robot configuration space to quickly explore unknown parts of the object. Lines 2–6 define the generation of our initial trajectory set. We randomize the object goals orientation generating \(N_o\) surrogate goals \(x_d\), in order to generate a sufficiently diverse initial set of trajectories. The planner then generates collision-free configuration-space trajectories to reach each goal pose using an SQP approach similar to our grasp planner:

\[
\begin{aligned}
\min_{\theta_1, \ldots, \theta_m} & \quad p_t \left| \sum_{q=1}^{2} \phi_{\theta_q}(\theta_m) - x_d \right|^2 + \\
& \sum_{j=1}^{m-1} \left| \sum_{q=1}^{2} \phi_{\theta_q}(\theta_j) - x_j \right|^2 \\
\text{s.t.} & \quad \theta_{\text{min}} \leq \theta_i \leq \theta_{\text{max}} \quad \forall i = 1, \ldots, M \\
& \quad C_{\text{cone}}(\theta_i) \leq 0 \quad \forall i = 1, \ldots, M \\
& \quad C(\theta_i) \geq 0 \quad \forall i = 1, \ldots, M
\end{aligned}
\]

where again we’ve used linear interpolation between the initial pose and desired pose to guide the optimization. We add an additional constrain in Eq. (18) to ensure the object remains within the region viewable by the camera. We give more details about this constraint in Section IV-C.

Fig. 2: Left: Example training trajectories generated from the GMM. Right: Final trajectory generated through GMM planning. The cyan cone represents the region viewable from the camera; the purple box represents the table obstacle.

Lines 8–20 perform the cross-entropy motion planning to improve the trajectories based on the expected reconstruction. This iteratively operates through two alternating stages of generating an elite set of trajectories sampled from a GMM and then fitting a new GMM model to this elite set using the expectation-maximization (EM) algorithm. This continues until the converge criteria (Line 8) are met. Lines 9–15 generate an elite set, \(\eta_j\), based on the conditional entropy of the GMM model, defined over the entire trajectory \(\tau\). We define our cost as \(J(S_r) = -H(S_r | S_t)\). Here \(S_c\) is the set of GPIS points expected to be captured by camera as described in Algorithm 3. This cost guides the planner to select trajectories which allow the robot to explore previously unobserved parts of the object while its moving towards the goal.

Algorithm 2 Reconstruction-Aware Trajectory Optimization

Input:

- GPIS model pose \(x_c\)
- Object goal pose \(x_d\)
- Number of initial random orientations \(N_o\)
- Number of GMM components \(N_c\)
- Initial joint state \(\theta_0\)

Output:

- Reconstruction-aware joint trajectory \(\tau^*_i = [\theta_1, \ldots, \theta_M]\)

1: \(T \leftarrow \{\}\)
2: for \(i \leftarrow 0; i < N_o; i \leftarrow i + 1\)
3: \(x_d^i \leftarrow x_d\) with random orientation
4: Generate \(\tau_i\) by solving optimization in Eq. (16) with \(x_d^i\)
5: \(T \leftarrow T \cup \tau_i\)
6: end for
7: \(j \leftarrow 0; \gamma_0 = \infty\)
8: while Not converged do
9: \(\eta_j \leftarrow \{\}\)
10: for \(\tau_i \in T\) do
11: \(S_{\tau_i} \leftarrow \text{Algorithm 3}(\tau_i)\)
12: if \(J(S_{\tau_i}) \leq \gamma_j\) then
13: \(\eta_j \leftarrow \eta_j \cup \{\tau_i\}\)
14: end if
15: end for
16: \(G_j \leftarrow \text{EM}(\eta_j, N_c) / \text{Fit GMM using EM}\)
17: \(T \leftarrow \text{Algorithm 3}(G_j, N_o)\)
18: \(\gamma_{j+1} \leftarrow J_q\) the \(1^{\text{st}}\) quantile score over all \(\tau \in T\)
19: \(j \leftarrow j + 1\)
20: end while
21: \(\tau^*_i \leftarrow \arg \min J(\tau) \forall \tau \in T\)
22: return \(\tau^*_i\)

Following e.g. [35], the conditional entropy \(H(S_r | S_t)\) for the GPIS model equals

\[
J(S_r) = -H(S_r | S_t) = -\frac{1}{2} \ln((2\pi e)^3 | \Sigma_{S_c} |) 
\]

where \(\Sigma_{S_c} | S_t\) is equal to,

\[
\Sigma_{S_c} | S_t = K(S_c, S_c) + \sigma_n I \\
K(S_c, S_t) = (K(S_t, S_t) + \sigma_n I)^{-1} K(S_t, S_c) 
\]

where \(S_c \subseteq S_c\) defines the subset of the estimated GPIS points, which are observable by the camera along the trajectory. We can compute \(S_c\) by ray-casting on the GPIS model as shown in Algorithm 3.

Given this elite set, \(\eta_j\), Algorithm 2 fits a new GMM using EM (Line 16) and passes the resulting GMM \(G_j\) to Algorithm 3. The view-constrained parameter sampler defined in Alg. 3 uses rejection sampling to generate samples from the GMM \(G\) which obey the trajectory constraints defined in Eq. 17–19. Given the new set of trajectories \(T\) Alg. 2 then
updates the threshold, \( \gamma_j \) for inclusion in the elite set to equal the first quantile score for the generated trajectories.

The algorithm converges when the change in the best-cost trajectory moves below a small threshold, \( \epsilon_c \), between two iterations or the worst cost trajectory in the elite set receives cost better than some cost threshold, \( \delta \).

Algorithm 3 View-constrained parameter sampling

**Input:**
- GMM \( G = \{(\mu_k, \Sigma_k, \omega_k)\}_{k=1:N_c} \)
- Number of desired trajectories \( N \)

**Output:**
- Set of \( N \) joint trajectories \( T = \{\tau_1, \ldots, \tau_n\} \)

1: while \( i < N \) do
2: Choose \( k \in \{1, \ldots, N_c\} \) proportional to \( \omega_k \)
3: Sample \( r \sim \mathcal{N}(0, 1) \) and set \( Z_i \leftarrow \mu_k + r \cdot \sqrt{\Sigma_k} \)
4: if \( Z_i \in Z_{con} \) then
5: \( T \leftarrow T \cup \{Z_i\} \)
6: \( i \leftarrow i + 1 \)
7: end if
8: end while
9: return \( T \)

C. Camera View Model

If at any timestep along the trajectory no estimated point cloud can be captured, then we can not compute \( |\Sigma_{X_1}| \) in Eq. (20). To avoid this problem we constrain the object to remain within a region viewable by the camera; we approximate this model with a truncated cone as shown in Fig. 2. We then add a constraint on the optimization that the estimated object centroid \( x_c^* \) remains in the cone. By assuming the object is rigidly attached to the gripper, we can express this constraint using a signed-distance function as \( C_{cone}(\theta_i) : \mathbb{R}^m \to \mathbb{R} \). In order to speed up the collision checking between the robot meshes and table point cloud, we use a bounding box model to approximate the table in front of the robot, displayed as the semi-transparent purple box in Fig. 2.

Algorithm 4 Raycasting on GPIS

**Input:**
- Estimated point cloud set \( S_c \)
- Joint trajectory \( \tau_s = [\theta_1, \ldots, \theta_M] \)

**Output:**
- Set of GPIS points observed during the trajectory \( S_c \)

1: for \( \theta_i \) in \( \tau_s \) do
2: \( S_i \leftarrow \) estimated GPIS point cloud for waypoint \( \theta_i \)
3: for Each ray, \( b_i \) in camera beam model do
4: Raycast on \( S_i \) generating observable point \( x_i^* \)
5: if \( x_i^* \in S_i \) AND \( \mu(x_i^*) \leq \eta \) then
6: \( x_g^* \leftarrow x \in S_c \) s.t. \( x_i^* = \phi(\theta_i) : x \)
7: \( S_{c} \leftarrow S_{c} \cup \{x_g^*\} \)
8: end if
9: end for
10: end for

V. PHYSICAL-ROBOT EXPERIMENTS

In this section, we present the implementation details, protocol, and results for experiments performed on our physical-robot platform. We compare the object model reconstructions generated from our reconstruction-aware trajectory optimization and two alternative planning approaches. The software used to perform all experiments is available at [link](https://bitbucket.org/robot-learning/reconstruction-aware_trajectory_optimization/).

A. Experimental Setup and Implementation Details

Since both the grasping cost function and object transition cost functions are non-convex functions, we use sequential quadratic programming (SQP) to optimize the trajectory. SQP has already shown convincing results in [1] for generating trajectories with sparsely constrained cost functions. We use SNOPT [36] to solve all SQP problems. We implement our GPIS model using GPflow [37], a TensorFlow-based Gaussian process library to learn the initial GPIS model, estimate whether a point lies on the surface, and compute the covariance of estimated points. For the purpose of saving limited GPU memory, we augment this with GPy, a Gaussian process framework in python, to compute the derivative of the covariance with respect to the estimated points during planning.

We use Baxter research robot, equipped with two 7-DOF arms and two parallel-jaw grippers with ROS Indigo [38] for all experiments. The gripper width of the Baxter is approximately 460 mm, and we pick ten objects suitable for the gripper from YCB dataset, which are baseball, bleach, cracker box, mustard, peach, pudding, spam, sugar box, tomato can, and toy drill. All selected objects are non-transparent for compatibility with the RGB-D sensor. The first column of Fig. 3 shows images of all objects.

To evaluate the grasping performance using our GPIS representation, we performed a number of test grasps evaluating the hyper-parameters. We empirically determined the values of \( p_g = 0.5 \) in Eq. (10) and \( \eta = 0.1 \) in Eq. (1). We found with these values the resulting GPIS model tended to be closed. We empirically determined the value of \( p_t = 0.5 \) in Eq. (16). In running the trajectory-aware reconstruction the number of training trajectories for the GMM is \( N_O = 50 \) and the number of components is two.

We use Co-Fusion [39] to reconstruct the object model offline. We use the DART tracker [40] to track and remove the robot arm from the RGB-D point cloud. We additionally remove the points associated with the table by fitting a plane using RANSAC [41]. After running the trajectory and fusing the point cloud, we use Poisson Surface Reconstruction [42] to generate the final object mesh.

B. Object Manipulation Experiments

We evaluate the object reconstruction performance of our reconstruction-aware trajectory optimization by comparing to two alternative trajectory approaches. The first alternative implements a heuristic approach that simply rotates Baxter’s final joint 180° before moving the object to the goal. The second alternative directly plans a trajectory to move the object from the initial grasp to the goal location not taking reconstruction into account. Figure 3 shows example trajectories for the three different planning approaches. As we can see, the cracker box
Fig. 3: Comparison of trajectories generated by our reconstruction-aware (GMM) planner, a heuristic approach (180°), and a goal-based trajectory optimization (without rotation). All sides of the cracker box are explored by the reconstruction-aware trajectory while the bottom side is not seen in the alternative approaches.

Fig. 4: Comparison of reconstruction error for the different planning approaches. GMM denotes the reconstruction-aware trajectory. Error bars report standard deviation.

is fully explored through the reconstruction-aware trajectory, while the bottom side of the box is never captured by the RGB-D sensor in the other approaches, even though the heuristic approach does capture the backside of the box. These trajectories are representative of what was seen for all objects.

In order to qualitative compare the approaches, we compute error using the Hausdorff distance between the surface of the reconstructed mesh to the surface of the ground-truth YCB mesh. We computed the Hausdorff distance using Meshlab’s Hausdorff distance filter in a single direction. Figure 4 shows the mean values and standard deviation of the Hausdorff distance across all points on the mesh for the reconstructions generated with the three different methods for trajectory optimization. From the results, we can infer that our reconstruction-aware trajectories perform better than rotating Baxter’s final joint 180° except on the pudding box, baseball, and tuna can. The reason that those objects’ reconstruction error are larger than the other two methods is that they are small objects and the RGB-D sensor’s resolution is not high enough to generate clear point clouds. This results in difficulty for the fusion algorithm to reconstruct the object. For the toy drill, due to the lack of richness of color features, the fusion algorithm does not reconstruct the object mesh corresponding to the reconstruction-aware trajectory better than the one to rotating 180°. This could potentially be improved using richer appearance-based cues for tracking the object.

Finally we show the reconstructed surfaces for all objects using all three approaches in Fig. 5. While not perfect, we note that reconstructions generated from the reconstruction-aware trajectories show more object detail and better match the global object shape than the alternative approaches.

VI. CONCLUSIONS AND FUTURE WORK

We presented a novel framework for jointly grasping and reconstructing an unknown object using a Gaussian process implicit surface model. We combine nonlinear optimization and sampling based motion planning algorithms to explore the unknown object during a pick-and-place trajectory and reconstruct the final 3D model using a structure from motion algorithm. Experiments show that pick-and-place trajectories generated using our approach generate higher quality object models than simply rotating the final joint for 180° or planning a motion that does not account for viewpoint.
Fig. 5: Comparison of object reconstruction results for all 11 objects. The first column shows the objects. The second column visualizes the initial object point cloud segmentation; while the third visualizes the initial GPIS model. The last three columns show the reconstruction results for the trajectory-aware, heuristic, and goal-directed planning approaches.
Many interesting directions exist for future work. First we wish to examine how a single optimization can plan both the grasp and object motion to better account for the occlusion of the gripper pose and dealing with additional motion constraints imposed by clutter. Second, we wish to incorporate tactile sensing to improve the 3D reconstruction such as in [39] while also estimating material properties of the object [43], and inertial parameters (i.e. mass, center of mass, inertia). Finally, we wish to explore planning to improve object modeling during more complex manipulation tasks such as in-hand regrasping [21].
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