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Abstract. Self-supervised vision-language pretraining from pure images and text with a contrastive loss is effective, but ignores fine-grained alignment due to a dual-stream architecture that aligns image and text representations only on a global level. Earlier, supervised, non-contrastive methods were capable of finer-grained alignment, but required dense annotations that were not scalable. We propose a single stream architecture that aligns images and language at multiple levels: global, fine-grained patch-token, and conceptual/semantic, using two novel tasks: symmetric cross-modality reconstruction (XMM) and a pseudo-labeled key word prediction (PSL). In XMM, we mask input tokens from one modality and use cross-modal information to reconstruct the masked token, thus improving fine-grained alignment between the two modalities. In PSL, we use attention to select keywords in a caption, use a momentum encoder to recommend other important keywords that are missing from the caption but represented in the image, and then train the visual encoder to predict the presence of those keywords, helping it learn semantic concepts that are essential for grounding a textual token to an image region. We demonstrate competitive performance and improved data efficiency on image-text retrieval, grounding, visual question answering/reasoning against larger models and models trained on more data. Code and models available at zaidkhan.me/SIMLA.
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1 Introduction

To learn a join representation of images and language, early work [6,33,48] follows a supervised approach, using a pre-trained object detector to extract image regions, which are then aligned with corresponding image captions or dense annotations. Such approaches are limited by the amount of available densely annotated data and the semantic concepts the pretrained object detector can represent. A recent alternative approach is to directly align image representations with the corresponding text representations using a contrastive loss [42,29,17,55,14,35],
sidestepping the need for a pretrained object detector or dense annotations. Such approaches can learn from image-text pairs alone, which can be scraped from the web at large scales. However, the image-text contrastive learning paradigm is data hungry, using 1b+ [17,57] or 100m+ [42,62] pairs to overcome the noisiness of web-scraped image-text pairs. Second, the standard image-text contrastive learning architecture and objective uses a dual-stream architecture that aligns the global image and text representations, making it difficult to learn fine-grained details [56]. Third, contrastive learning does not explicitly align visual and language \textit{concepts}, only features. Because the data complexity of images is greater than that of short captions, it can be challenging for the vision model to learn a representation that captures modality-invariant instance information corresponding to coherent natural language concepts rather than vision-specific semantics irrelevant to the modality-invariant image content.

We propose an approach that aligns image and language representations on multiple levels using a single stream transformer-only architecture that enables early, local interactions between image regions and language tokens, without the need for a pretrained object detector or dense annotations. We design a symmetric cross-modality reconstruction task to teach fine-grained alignment between image patches and language tokens, and construct a concept prediction task that extracts pseudo labels for each image without supervision and trains the visual encoder to detect concepts that are missing from the caption but present in the image. This allows us to align vision and language on multiple levels: fine-grained (cross-modality reconstruction), coarse (contrastive learning) and discrete (concept-level supervision). We empirically evaluate our proposed model, SIMLA (\textsc{Si}ngle-Stream \textsc{M}ulti-\textsc{L}evel \textsc{A}lignment) on several downstream tasks, following prior work [24]. The entirely self-supervised SIMLA achieves state-of-the-art results on image-text retrieval and grounding, while outperforming larger models trained with supervision on downstream vision-language tasks, and demonstrates greater data efficiency compared to prior work in an ablation study. Our contributions, summarized:

1. A symmetric cross-modality reconstruction task to learn fine-grained alignment between image patches and language tokens.
2. A natural language, pseudo-labeling approach to align concept-level semantics without dense annotations.
3. A single-stream architecture to enable the proposed multi-level alignment.
4. Extensive experiments on image-text retrieval, vision-language reasoning, and visual grounding to demonstrate effectiveness of the proposed modules.

2 Method

Images are dense, unstructured, and require significant processing to extract useful semantic information. In contrast, language is highly structured, and contains directly available semantic information. Because of this asymmetry, attempting to align image features with language features too early will be futile, because the image features are too low-level to be matched with the more abstract language features. Contemporary architectures thus employ a symmetric encoder
design, in which both image and text are processed by equally deep encoders before late fusion through alignment of global image and text representations. This approach wastes model capacity, as high-level image semantics often correspond directly to low-level language semantics, so processing language to same depth as images is wasteful. In addition, both language and images contain a semantic pyramid of concepts, with some concepts being highly localized (e.g. a small image patch / single word) while other concepts are highly abstract (e.g multiple interrelated image patches / multi-token sequences). Cross-modal concepts can exist at different levels of the semantic pyramid for each modality (e.g the singular token ‘throwing’ describes a complex spatial scene / the phrase ‘bird walking on rocky ground’ may describe a small local image region). Thus, the problems in vision-language learning are twofold:

1. Asymmetry in inherent semantic abstraction between image and text data.
2. Semantic concepts appear at disparate levels in the abstraction hierarchy across modalities.

We propose an asymmetric architecture with a multi-task loss to address the above issues. Concretely, our architecture consists of a deep stack of transformer encoder layers that can be interpreted as a transformer language model [50] stacked atop a visual transformer [11]. During the forward pass, an image is fed through the bottom of the stack, while language tokens are injected at the middle of the stack, into the bottom of the language model. This design allows processing of the image to an appropriate level of semantic abstraction before fusion with language. Our multi-task loss consists of four tasks, engineered to align vision and language representations at multiple levels. We begin with an image-text matching task for very coarse instance-level alignment, and add a contrastive loss for global feature-level alignment. Next, we add a patch-level reconstruction task for fine-grained region-level alignment. Finally, we add a pseudo-label supervision task to the visual encoder to explicitly ensure the level of abstraction between the visual and language tokens is synchronized prior to fine-grained fusion.

2.1 Preliminary Architectures

Our model is a 24-deep stack of transformer [50] layers that can be decomposed into a vision encoder $E_v$, a language encoder $E_l$, and a multimodal encoder $E_{mm}$. Specifically, we stack the language encoder $E_l$ atop the vision encoder $E_v$. We then add cross-attention layers after each self-attention layer in the language encoder $E_l$, allowing us to use it as a multimodal encoder $E_{mm}$ when an image-text pair is passed in, and as a unimodal language encoder when language tokens are passed in. To obtain a multimodal embedding, we first use the bottom half of the transformer encoder stack ($E_v$) to encode an input image $I$ into a sequence of embeddings $E_v(I) = \{\vec{v}_{cls}, \vec{v}_1, ..., \vec{v}_N\}$ where $v_{cls}$ is the embedding of the [CLS] token. We then pass the sequence of image embeddings $\{\vec{v}_{cls}, \vec{v}_1, ..., \vec{v}_N\}$ into the top half of the transformer encoder stack, corresponding to the language
model with cross-attention, while concurrently injecting the associated caption, so the image embeddings $\{\tilde{v}_{\text{cls}}, \tilde{v}_1, ..., \tilde{v}_N\}$ from bottom half of the stack and the input tokens $\{[\text{cls}], t_1, ..., t_N\}$ are consumed simultaneously and fused through cross-attention after each self attention layer to yield a sequence of multimodal embeddings $\{\tilde{m}_{\text{cls}}, \tilde{m}_1, ..., \tilde{m}_N\} = E_{\text{mm}}(\{\tilde{v}_{\text{cls}}, \tilde{v}_1, ..., \tilde{v}_N\}, \{[\text{cls}], t_1, ..., t_N\})$.

### 2.2 Coarse Cross-Modality Alignment

**Image-Text Contrastive Learning** The simplest level of alignment is coarse, global alignment between image and text representations. Global alignment is useful training signal for two reasons: (i) it is robust to mismatches in fine-grained details between an image and caption (ii) it is an easier task than fine-grained alignment and enables faster learning during the earlier stages of training, when fine-grained alignment is infeasible due to the large domain gap between images and text. Coarse, global alignment requires learning image and text representations which capture modality-invariant information. A simple, effective and scalable [42,17] approach to learning modality invariant representations is multi-view contrastive learning [49]. The multi-view contrastive objective pushes embeddings of matched image-text pairs together while pulling those of unmatched image-text pairs apart. Our contrastive loss follows the InfoNCE [37] formulation. Contrastive losses benefit from larger batch sizes, but batch sizes are bounded by GPU memory. To increase effective batch size, we follow MoCo [15] by using memory queues of size $M$ for the unimodal image ($Q^{\text{img}}$) and text ($Q^{\text{txt}}$) features, as well as maintaining momentum (time-averaged) versions of

---

![Fig. 1. SIMLA architecture. A language encoder $E_l$ is stacked atop a vision encoder $E_v$. We add cross attention to $E_l$, allowing us to reuse it as a multimodal encoder $E_{\text{mm}}$ by consuming image embeddings from $E_v$. Four tasks align images and language at multiple levels, exploiting a momentum model for additional supervision. A D-VAE tokenizes image patches for the cross-modality reconstruction task.](image-url)
the text and image encoders. The normalized image-to-text and text-to-image similarity are calculated as

\[ p_{i2t}^{m}(I, Q_{\text{txt}}) = \frac{\exp(S(I, Q_{\text{txt}}^{m})/\tau)}{\sum_{m=1}^{M} \exp(S(I, Q_{\text{txt}}^{m})/\tau)} \]

\[ p_{t2i}^{m}(T, Q_{\text{img}}) = \frac{\exp(S(T, Q_{\text{img}}^{m})/\tau)}{\sum_{m=1}^{M} \exp(S(T, Q_{\text{img}}^{m})/\tau)} \]

where \( \tau \) is a learnable temperature parameter, \( S(I, T) = g_v(\vec{v}_{\text{CLS}})g'_l(\vec{l}_{\text{CLS}}) \) and \( S(T, I) = g_l(\vec{l}_{\text{CLS}})g'_v(\vec{v}_{\text{CLS}}) \) are raw similarity scores between image and text \( \text{[CLS]} \) tokens, obtained by \( E_v(I) \) and \( E_l(T) \) respectively. The functions \( g_v \) and \( g_l \) are linear transformations that project the unimodal \( \text{[CLS]} \) embeddings of the image and text, respectively, to lower-dimensional representations, followed by normalization to unit length. We use \( g'_v(\vec{v}_{\text{CLS}}) \) and \( g'_l(\vec{l}_{\text{CLS}}) \) to denote the momentum features, retrieved from the memory queues. The boolean one-hot vectors \( \vec{y}_{i2t}(I) \) and \( \vec{y}_{t2i}(T) \) represent the ground-truth similarity, with the positive pair indicated by a 1 and a 0 for all negatives. Then, the image-text contrastive loss is defined as the cross-entropy \( H \) between \( \vec{p} \) and \( \vec{y} \):

\[ L_{\text{itc}} = \frac{1}{2} \mathbb{E}_{(I,T) \sim D}[H(\vec{y}^{2t}(I), \vec{p}^{2t}(I)) + H(\vec{y}^{2t}(T), \vec{p}^{2t}(T))] \]

The one-hot labels \( \vec{y}^{2t}(I) \) and \( \vec{y}^{2t}(T) \) penalize all predictions which do not match each image to the text it came paired with, and vice versa. However, one caption can potentially describe many different images, and similarly, many captions may match an image. To avoid this noisy penalization, we soften the hard targets with soft targets generated by the momentum model, corresponding to knowledge distillation [16] with the momentum model as a teacher. The complete loss can then be written as

\[ L_{\text{itc}}^{\text{mod}} = (1 - \alpha) L_{\text{itc}} + \alpha L_{\text{itc}}' \]

\[ L_{\text{itc}}' = \frac{1}{2} \mathbb{E}_{(I,T) \sim D}[H(p_{i2t}^{m}(I), p_{i2t}^{m}(I)) + H(p_{t2i}^{m}(T), p_{t2i}^{m}(T))] \]

where \( p_{i2t}^{m}(I) \) and \( p_{t2i}^{m}(T) \) is Equation 1 using only the momentum encoders.

**Image-Text Matching** is a binary classification task to predict if an image-text pair is matched. We define the ITM loss to be

\[ L_{\text{itm}} = \mathbb{E}_{(I,T) \sim D} H(y_{\text{itm}}, p_{\text{itm}}(I, T)) \]

where \( y_{\text{itm}} \) is a one-hot vector indicating whether the pair is matched or not, and \( p_{\text{itm}} \) is a two-class probability vector predicted by a single fully connected layer on top of the multimodal \( \text{[CLS]} \) token. We mine in-batch hard negatives for each image and text in a pair following ALBEF [24].
2.3 Finer-Grained Cross-Modality Alignment

A contrastive loss such as $L_{\text{itc}}$ aligns the global image and text representations. However, solely aligning the global representations while simultaneously fusing the image and text at the last possible opportunity makes it difficult to learn fine-grained correspondences, such as those between subregions of an image and subsequences of a caption. We design a reconstruction task to teach a model fine-grained alignment between images and patches. We mask the image, and force the model to reconstruct the masked image region from the remaining portion of the image using the caption as context. We then reverse the reconstruction task, forcing the model to reconstruct masked language tokens from the remaining portion of the caption using the image as context.

Concretely, $(I, T)$ be an image text pair. Let $\mathcal{M}_I$ be a mask for the image, generated following the masking strategy of BEiT [4], and let $\mathcal{M}_T$ be the mask for the language tokens, generated following the masking strategy of BERT [9]. We then generate a masked image as $\hat{I} = I \odot \mathcal{M}_I$ and masked text as $\hat{T} = T \odot \mathcal{M}_T$.

Then, the loss to be minimized is

$$L_{\text{xmm}} = \mathbb{E}_{(I, T) \sim D} \left[ H \left( y_{\text{MLM}}, p_{\text{MLM}}(I, \hat{T}) \right) \right] + \mathbb{E}_{(I, T) \sim D} \left[ H \left( y_{\text{MIM}}, p_{\text{MIM}}(\hat{I}, T) \right) \right] \tag{6}$$

The cross-modality masked language modeling loss $L_{\text{xmm}}$ is a sum of two cross-entropy losses, where $y_{\text{MLM}}$ and $y_{\text{MIM}}$ indicate the ground-truth value of the masked language token and masked image token respectively, and $p_{\text{MIM}}(I, T)$, $p_{\text{MLM}}(\hat{I}, \hat{T})$ represents the model’s probability estimates of the masked language and image tokens respectively. Because images are continuous, use the strategy of [4] to discretize the images into a sequence of tokens and mask them. We divide each image into patches and tokenize each patch with a discrete VAE [38] that maps each patch to one of 8192 visual tokens from a learned codebook.

In many cases, the ground-truth visual or language token can be plausibly replaced with an alternative. However, the ground truth target vectors are one-hot encoded and penalize any predictions that do not exactly match for the ground truth, even if they are plausible. Furthermore, the image masking and language masking are random, so it is possible for non-content tokens (e.g. the, it) or tokens that cannot be predicted well based on context to be masked. To allow the model to learn even when the ground-truth target for the masked token cannot be reasonably predicted from context, we again use the momentum distillation strategy. Specifically, we decompose $L_{\text{xmm}}$ into

$$L_{\text{xmm}}^{\text{mod}} = (1 - \alpha)L_{\text{MIM}} + \alpha L_{\text{MIM}}' + (1 - \alpha)L_{\text{MLM}} + \alpha L_{\text{MLM}}' \tag{7}$$

where $L_{\text{MIM}}' = H \left( p_{\text{MIM}}, p_{\text{MIM}}(I, \hat{T}) \right)$, $L_{\text{MLM}}' = H \left( p_{\text{MLM}}, p_{\text{MLM}}(\hat{I}, T) \right)$ and $p_{\text{MIM}}, p_{\text{MLM}}$ are the softmax-normalized outputs of the MIM and MLM momentum prediction heads over the visual and language token distributions, respectively.

---

4 We depict the masking as a boolean operation for notational simplicity. The implementation follows the strategy of BEiT[4] and BERT[9] for $I, T$ respectively.
2.4 Concept-Level Alignment

Semantic concepts may appear at disparate levels in the abstraction hierarchy across modalities. A concept may be highly complex in the visual modality, while being expressible with a single token in the language modality, and vice versa. This results in a concept-level mismatch between images and text. Although an asymmetric architecture that subjects image inputs to greater processing than text inputs prior to fusion addresses the intrinsic disparity in the semantic abstraction between image and text data, it does not guarantee that the visual embeddings $E_v(I) = \{v_{cls}, v_1, \ldots, v_N\}$ express concepts that are commonly described with language, or even possible to describe with language. Furthermore, it is possible that during the alignment process, the unimodal representations may degrade, because the emphasis is only on alignment.

To address this, we design a high-level alignment task in which the visual representation is aligned to represent concepts expressible by the language encoder by teaching it to label images with language concepts associated to the image, which also maintains the quality of the unimodal visual representation. We use the self-attention map of the multimodal [CLS] token to determine which language tokens within the text are most salient to the image-text pair. We choose $k$ of the most salient tokens as pseudo-labels for the image, and generate a "hard" 2-D binary target vector $y_{PSL} \in \mathbb{R}^V$, where $V$ is the number of tokens known to the language model, and a 1 in the $[0][i]$-th position indicates the $i$-th token is a target pseudo-label and a 1 in the $[1][j]$-th position indicates the $j$-th token is not a target. We seek to minimize

$$
L_{PSL} = -\frac{1}{V} \sum_{i=1}^{V} y_i^{PSL} \cdot \log (\sigma(p_i^{PSL})) + (1 - y_i^{PSL}) \cdot \log (1 - \sigma(p_i^{PSL}))
$$

where $p_i^{PSL}$ is the output of a single fully-connected layer placed atop the unimodal image [CLS] token, $\sigma(\cdot)$ is a sigmoid function used the clamp the output of the fully-connected layer between 0 and 1, and $V$ is the number of tokens in the vocabulary of the tokenizer. This corresponds to multi-label loss where the model is trained to predict which language concepts (corresponding to tokens) are present in the image, using only the image context. However, the binary pseudolabels $y_i^{PSL}$ may fail to capture relevant concepts in the image, because the caption typically only describes a small number of aspects of an image. To provide a stronger self-supervisory signal, we use the momentum model as a teacher and minimize the K-L divergence between the predicted pseudolabels and the momentum pseudolabels. This can be expressed as a distillation loss where $p_i^{PSL}$ is the vector of momentum pseudolabel predictions.

$$
L_{PSL}^{mod} = (1 - \alpha)L_{PSL} - \alpha \sum_{i=1}^{V} p_i^{PSL} \cdot \log (\sigma(p_i^{PSL})) + (1 - p_i^{PSL}) \cdot \log (1 - \sigma(p_i^{PSL}))
$$

The full pre-training objective can be expressed as

$$
L = L_{itc}^{mod} + L_{xmn}^{mod} + L_{itm} + L_{PSL}^{mod}
$$
2.5 Implementation Details

We initialize the bottom 12 layers of the transformer encoder stack dedicated to vision (corresponding to the visual encoder) with the weights and architecture ViT/B-16 vision transformer [11], which is equipped with self-attention only. We initialize the top 12 multimodal layers of the transformer encoder stack (corresponding to the shared text / multimodal encoder) with the weights and architecture of BERT [9], with cross-attention. We pre-train the model for 30 epochs on 8 NVIDIA A100 GPUs with a batch size of 512. During pre-training, random $256 \times 256$ crops of images are used and input, and RandAugment [8] is applied to the images with color changes removed, following [24]. We set the momentum coefficient to 0.995, and linearly scale the distillation coefficient $\alpha$ from 0 $\rightarrow$ 0.4 in the first epoch. We use an $M = 65,536$ length memory queue. The AdamW [32] optimizer is used to train the model, with a weight decay of 0.02 and a cosine learning rate scheduler with a linear warmup to $1e^{-4}$ followed by a decay to $1e^{-5}$ in the subsequent epochs.

3 Experiments

![Fig. 2. Self-attention maps of the visual [CLS] token from different heads.](image)

3.1 Experimental Setup

**Pretraining Data** is constructed by concatenating four image-text datasets: Conceptual Captions [45], SBU Captions [39], COCO[30] and Visual Genome [22], for a total of 4M image-text pairs, identical to [6,24].

**Image-Text Retrieval** The goal of text retrieval (TR) is to retrieve texts matching a query image. Image retrieval (IR) reverses the roles of the modalities. We evaluate retrieval on MSCOCO [30] and Flickr30k [41]. We use the
Karpathy\[18\] train/val/test splits for finetuning: 113k/5k/5k for MSCOCO and 29k/1k/1k for Flickr. For 0-shot retrieval on Flickr30k, we use the model fine-tuned on COCO, following [24]. We use ITC (Eq. 2) and ITM losses (Eq. 5) during fine-tuning. We finetune using a learning rate of $1 \times 10^{-5}$ for 10 epochs. For fashion image retrieval, we use FashionGen[43], following the protocol of [13]. Fashion retrieval results and evaluation details are in the appendix.

**Visual Question Answering (VQA)** requires predicting an answer from an `(image, question)` pair. Following [24], we treat the task as a text generation problem using a auto-regressive decoder atop the multimodal encoder. For answer generation, we use [CLS] as the start of sequence token and [SEP] as the end of sequence token. The decoder is initialized from the multimodal encoder's weights and finetuned with a language modeling loss. We restrict the decoder to generate answers from a predefined set 3k of candidate answers [20].

**Visual Entailment** is a visual reasoning task where a model must decide whether an image (the premise) entails a sentence (hypothesis), contradicts it, or is neutral. We stack a multi-layer perceptron atop the [CLS] token of the multi-modal encoder and treat the task as a 3-way classification problem.

**Visual Grounding** requires localizing the image region corresponding to a text description (referring expression). We use the RefCOCO+ dataset [58] with 141k referring expressions for 20k images from the COCO dataset. Following [24], we simulate a weakly supervised setting where the bounding box annotations are not used during finetuning. The model is finetuned for 5 epochs in manner similar to image-text retrieval.

| Components       | Flickr30k True 0-shot (1k test set) |
|------------------|-------------------------------------|
|                  | TR@1 | TR@5 | TR@10 | IR@1 | IR@5 | IR@10 |
| (a) ✓            | 6.1  | 9.3  | 11.6  | 7.3  | 10.4 | 11.7  |
| (b) ✓ ✓          | 73.1 | 85.9 | 88.5  | 56.6 | 79.0 | 83.6  |
| (c) ✓ ✓ ✓        | 84.0 | 96.4 | 97.8  | 69.5 | 89.2 | 93.9  |
| (d) ✓ ✓ ✓ ✓ ✓    | 85.1 | 97.1 | 99.2  | 70.1 | 89.3 | 94.6  |
| (d) ✓ ✓ ✓ ✓ ✓ ✓  | 86.2 | 97.2 | 98.7  | 69.5 | 90.2 | 94.7  |

### 3.2 Results and Discussion

We run each fine-tuning experiment five times with different random seeds, and report the mean and standard deviation in the following tables.

**Zero-shot Retrieval** Table 2 reports results on zero-shot image-text retrieval. Our SIMLA model outperforms both CLIP [42] and ALIGN [17], which were
trained on 100x and 300x more pairs respectively. We achieve better Rank-1 performance on both text and image retrieval compared to ALBEF [24].

Table 2. Zero-shot image-text retrieval results on Flickr30K.

| Method | # Pre-train | Flickr30K (1K test set) |
|--------|-------------|------------------------|
|        | Images      | R@1 R@5 R@10 R@1 R@5 R@10 |
| UNITER | 4M          | 83.6 95.7 97.7 68.7 89.2 93.9 |
| CLIP   | 400M        | 88.0 98.7 99.4 68.7 90.6 95.2 |
| ALIGN  | 1.2 B       | 88.6 98.7 99.7 75.7 93.8 96.8 |
| ALBEF  | 4M          | 90.5 **98.8** **99.7** 76.8 93.7 **96.7** |
| SIMLA  | 4M          | **91.9** 98.6 99.1 **78.1** **93.9** **96.7** |
| Std. Dev | ±0.4 ±0.4 ±0.2 ±0.4 ±0.3 ±0.2 |

3.3 Image-Text Retrieval

Table 3 reports results on fine-tuned image-text retrieval. Our SIMLA model outperforms all other approaches on Rank-1 retrieval across both modalities and dataset, with a substantial (3%) increase over ALBEF [24] and a (6%) increase over OSCAR [28] on Rank-1 MSCOCO text retrieval.

3.4 VQA/NLVR/SNLI-VE

Table 4 compares the performance of SIMLA to existing methods on vision-language understanding tasks. SIMLA achieves state of the art performance, outperforming methods that use object annotations [28] adversarial training [12], and dual stream architectures [24].

3.5 Weakly-Supervised Visual Grounding

We show results on RefCOCO+ in Table 5. We outperform ALBEF [24], which itself outperforms existing methods by ≈ 10%−30%, by 1.5% and 1.2% on TestA and TestB respectively. We ground a referring expression in an image using Grad-CAM [44] on the cross-attention maps in the 8th layer of the multimodal encoder, using the gradients of the image-text matching score $p_{\text{itm}}(I, T)$ for a text-image pair $(I, T)$. In Figure 3, we visualize the Grad-CAM to show the grounding and fine-grained alignment ability of the model.

Data Efficiency The additional pretraining tasks of SIMLA result in a stronger training signal that allow the model to learn faster with fewer training steps. In Figure 4, we show zero-shot image-text retrieval accuracy as both ALBEF and SIMLA train. SIMLA’s zero-shot accuracy smoothly and quickly rises in the beginning stages of training, compared to the more gradual and rocky climb of ALBEF.
Table 3. Fine-tuned image-text retrieval results on Flickr30K and MSCOCO.

| Method | Flickr30K (1k test set) | MSCOCO (5k test set) |
|--------|-------------------------|----------------------|
|        | TR  | R@5 | R@10 | IR  | TR  | R@5 | R@10 | IR  | R@5 | R@10 | IR  | R@5 | R@10 |
| UNITER 4M | 87.3 | 98.0 | 99.2 | 75.6 | 94.1 | 96.8 | 65.7 | 88.6 | 93.8 | 52.9 | 79.9 | 88.0 |
| VILLA 4M | 87.9 | 97.5 | 98.8 | 76.3 | 94.2 | 96.8 | 70.0 | 91.1 | 95.5 | 54.0 | 80.8 | 88.5 |
| OSCAR 4M | 94.3 | 99.4 | 99.8 | 82.8 | 96.7 | 98.4 | 73.1 | 91.4 | 96.0 | 56.8 | 81.5 | 89.2 |
| ALBEF 4M | 94.7 | 99.5 | 99.7 | 83.3 | 96.5 | 98.2 | 75.8 | 92.9 | 96.2 | 57.7 | 81.9 | 92.0 |

Table 4. Comparison with state-of-the-art methods on downstream vision-language tasks. ALBEF results are from our reproduction, due to expired URLs in NLVR. SNLI-VE results may be noisy due to label errors [10].

| Model       | VQA Value | NLVR2 Value | SNLI-VE Value |
|-------------|-----------|-------------|---------------|
|             | test-dev  | test-std dev| test-P val    |
| VisualBERT [25] | 70.8      | 71.0        | -             |
| VL-BERT [47]     | 71.16     | -           | -             |
| LXMERT [48]       | 72.4      | 72.5        | 74.9          |
| 12-in-1 [34]      | 73.2      | -           | 78.9          |
| UNITER [6]        | 72.7      | 72.9        | 77.2          |
| VL-BART/T5 [7]    | -         | 71.3        | 73.6          |
| ViLT [21]         | 70.9      | -           | 75.2          |
| OSCAR [28]        | 73.2      | 73.4        | 78.1          |
| VILLA [12]        | 73.6      | 73.7        | 78.4          |
| ALBEF [24]        | 74.5      | 74.7        | 79.2          |
| SIMLA             | 74.5      | 74.8        | 79.8          |
| Std. Dev          | ±0.1      | ±0.1        | ±0.4          |

Table 5. Weakly-supervised visual grounding on RefCOCO+ [59] dataset.

| Method | Val | TestA | TestB |
|--------|-----|-------|-------|
| ARN [31]      | 32.8| 34.4  | 32.1  |
| CCL [63]       | 34.3| 36.9  | 33.6  |
| ALBEF [24]     | 58.5| 65.9  | 46.3  |
| SIMLA          | 58.1| 67.4  | 47.5  |
| Std. Dev       | ±0.5| ±0.29 | ±0.33 |

Ablation Study In Table 1, we study the effect of the various losses on image-text retrieval performance. Training with only the image-text matching (ITM) loss provides only a weak supervisory signal. Explicit alignment is crucial, and each level of alignment provides an increase in performance. Global alignment (\(E_{itc}\)) provides the largest boost in performance, but fine-grained alignment (\(E_{mim} + E_{mlm}\)) is crucial for increasing performance, and pseudo-label supervi-
Fig. 3. Examples of fine-grained alignment learned by SIMLA. The model can ground abstract concepts (e.g. metal flying object) in addition to simple concepts (e.g. shoe).

Fig. 4. True zero-shot fast retrieval accuracy on the Flickr30K test set as a function of training time. SIMLA achieves higher accuracy in less training time than ALBEF.

Qualitative Results In Figure 5, we show examples of pseudolabels generated by the momentum models. When the captions are nondescriptive, the pseudolabels provide a strong surrogate supervisory signal that grounds the content of the image in natural language concepts. Even when the captions are descriptive (bottom middle of Figure 5), the pseudolabels provide additional supervision by requiring the visual representation to reflect concepts present in the image but not in the caption. We show self-attention maps obtained from the [CLS] token of the visual encoder in Figure 2. Different heads of the visual encoder work together to decompose a scene, with heads focusing on various parts of the scene. The subjects of attention correspond to the visual concepts humans are most likely to notice, even in cluttered or dense scenes. The attention map segments objects well, despite having no access to object-level annotations and receiving supervision from oftentimes noisy captions.

3.6 Parameter Count and Inference Speed

In Tables 2, 3 and 4, we report results against the large sized versions of UNITER [6], OSCAR [28] and VILLA [12], which have ≈ 335M parameters and a depth of 24 transformer encoder layers. SIMLA has equivalent depth (24 layers) with fewer parameters (223M) due to parameter sharing. SIMLA is also substantially faster at inference time (7.2 pairs / second vs ≈ 1.1 pairs / second for UNITER/VILLA/OSCAR) due to the dual-encoder design shared with ALBEF [24], in which the text/image encoders can be used separately to quickly
retrieve the top-\(k\) candidates matching a query, and re-ranking them using the slower multimodal encoder.

4 Related Work

4.1 Vision Language Pretraining

Early transformer-based [50,9] vision language pretraining techniques [25,33,48,6] required an pretrained object detector and were limited to visual categories the object detector could identify. Recent contrastive-image text learners such as CLIP [42] do not rely on object detectors and understand a far wider range of visual concepts. However, CLIP relies on a massive dataset (400m pairs) to overcome label noise. Several methods [24,29,62,55,14] have been proposed for data-efficient pretraining. DeCLIP [29] exploits inter/intra-modality supervision to train a CLIP-like model with less data, similar to [55]. ALBEF [24] proposes a contrastive alignment followed by deeper fusion with a multimodal encoder. Methods such as BLIP [23], CoCa [57], SimVLM [52], UNIMO [26,27] incorporate a decoder and add image-to-text generation as an auxiliary task. Other lines of work on vision-language foundation models [5] are multi-task models [1,60,51,46] or foundation model ensembles [61,54,5]. We propose a data-efficient, detector-free pretraining approach, architecturally similar to [24], but with additional supervision for the visual encoder to learn key words (high level concepts) that are present in the image, as well as a symmetric cross-modality reconstruction task inspired by the masked image modeling techniques of [4,64].
4.2 Fusion Methods

Existing fusion techniques can be broadly classified into three categories: early [40],[53], middle [19,36,36], and late fusion [3,42,33,17]. Late fusion (e.g. CLIP) is the dominant approach due to its scalability and encodes input modalities separately using unimodal encoders and fuses the resulting representations at the end. However, each modality can have different levels of information density. For example, [2] shows audio and video to have fine-grained information while text has coarse-grained information, and [62] draws the conclusion that in dual-stream contrastive architectures, the strength of the visual encoder matters more than that of the language encoder. It is thus essential to consider the information density of the input modalities for fusion. Compared to language, images require significant processing to extract useful semantic information, but current dual-stream approaches [42,62,29] apply the same amount of processing to both. In contrast, we use a single stream architecture where the input modalities undergo asymmetric processing before fusion. OSCAR[28], UNITER[6] and VilBERT[33] also include a similar patch-level concept prediction task, but they use region labels produced by a pretrained object detector as prediction targets. SIMLA is fully self-supervised, and needs no labels, bounding boxes, or object detectors.

5 Conclusion

We propose SIMLA, a framework for vision-language pretraining. In contrast to contemporary dual-stream approaches that employ symmetric encoders and introduce multimodal interactions after unimodal representation learning, SIMLA uses a single-stream architecture with asymmetric depth of processing for each modality and enables earlier multimodal interactions. SIMLA aligns images and text on multiple levels, and explicitly enriches the visual modality with pseudo-label supervision to ensure similar levels of conceptual abstraction in the representations before fusion. We empirically verify the strength of the approach and achieve state-of-the-art results on image-text retrieval, natural language visual grounding, and vision language reasoning tasks. Finally, we show that the additional training tasks provide additional supervision that increases the data efficiency of SIMLA relative to other state-of-the-art approaches.
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