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Abstract. Directed Gaussian graphical models are statistical models that use a directed acyclic graph (DAG) to represent the conditional independence structures between a set of jointly normal random variables. The DAG specifies the model through recursive factorization of the parametrization, via restricted conditional distributions. In this paper, we make an attempt to characterize the DAGs whose vanishing ideals are toric ideals. In particular, we give some combinatorial criteria to construct such DAGs from smaller DAGs which have toric vanishing ideals. An associated monomial map called the shortest trek map plays an important role in our description of toric Gaussian DAG models. For DAGs whose vanishing ideal is toric, we prove results about the generating sets of those toric ideals.

1. Introduction

Gaussian graphical models are semi-algebraic subsets of the cone of positive definite covariance matrices. They are widely used throughout natural sciences, computational biology and many other fields [2]. Graphical models can be defined by undirected graphs, directed acyclic graphs, or graphs that use a mixture of different types of edges. In this paper, we only consider those models which can be defined by directed acyclic graphs (DAGs). A DAG specifies a graphical model in two ways. The first way is via a combinatorial parametrization of covariance matrices that belong to the model and the second way is via conditional independence statements implied by the graph. The factorization theorem [1, Thm 3.27] says that these two methods yield the same family of probability distribution functions.

The combinatorial parametrization of the covariance matrices for a Gaussian DAG model is also known as the simple trek rule (see e.g. [10]). The vanishing ideal of the Gaussian DAG model, $I_G$, is equal to the set of polynomials in the covariances that are zero when evaluated at the simple trek rule. The algebraic interpretation of the second method, i.e., the conditional independence statements, give us the conditional independence ideal CI$_G$. An important question that arises in the algebraic study of graphical models is to determine the DAGs where the vanishing ideal and the conditional independence ideal are equal. Although it is still an open problem, some past work and computational study [8] has been done in this direction.

The study of generators of the vanishing ideal $I_G$ is an important problem for constraint-based inference for inferring the structure of the underlying graph from data. For example, the TETRAD procedure [5] specifically tests the degree 2 generators (tetrads) of the vanishing ideal for directed graphs to determine if the graphs have certain underlying features. In the undirected case, we showed that the vanishing ideal is toric and is generated by polynomials of degree at most 2 if and only if $G$ is a 1-clique sum of complete graphs [3]. Our goal in the present paper is to study the analogous problem for Gaussian DAG models. While we are not able to give a complete characterization of the DAGs that have degree two generators, and are toric, we develop methods to construct DAGs having toric vanishing ideals and understand the generating set of the vanishing ideal when it is toric. In particular, we develop three techniques
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to construct such DAGs with toric vanishing ideals from smaller DAGs with the same property. These are called safe gluing, gluing at sinks and adding a new sink.

One of the important tools that we use throughout the paper is the shortest trek map \( \psi_G \). We show that in some instances, the shortest trek map and the simple trek map have the same kernel, namely the ideal \( I_G \). Being a monomial map, the kernel of \( \psi_G \), which we denote by \( ST_G \), is always a toric ideal. Although \( I_G, CI_G \) and \( ST_G \) are not always equal, we are interested in characterizing the DAGs where these three ideals are the same. This not only tells us when the vanishing ideals are toric but we also get to know the structure of the generators of \( I_G \) from \( ST_G \). We show that when two DAGs \( G_1 \) and \( G_2 \) have toric vanishing ideals then gluing at sinks and adding a new sink always produces a new graph \( G \) with toric vanishing ideal. We also conjecture that the same is true for the safe gluing of \( G_1 \) and \( G_2 \), and prove a number of partial results towards this conjecture. Further, we conjecture that every DAG whose vanishing ideal is toric can be obtained as a combination of these three operations starting with complete DAGs.

The paper is organized as follows. Section 2 gives an explicit description of the simple trek rule. We recall the notion of directed separation, which is used in defining the conditional independence ideal. We also introduce the shortest trek map, and the shortest trek ideal \( ST_G \).

In Section 3 we look at some existing results from [1, 3, 8], about gluing graphs where nice properties of the vanishing ideals are preserved. Using those results as inspiration, we construct a general operation which we call the “safe gluing” of DAGs. Safe gluing is a type of clique sum for DAGs such that most of the vertices in the clique are colliders along any paths passing through the clique. We conjecture that when the vanishing ideals of two DAGs are the same as the kernel of their shortest trek maps, then a safe gluing of the two DAGs would also have a toric vanishing ideal. We prove this conjecture in some special cases.

In Section 4 we look at two more ways to construct new DAGs where the toric property is preserved, which we call gluing at sinks and adding a new sink. We analyze the generators of \( ST_G \) in Section 5 and show that the safe gluing action preserves the toric property when \( ST_G \) equals \( CI_G \) for the smaller DAGs, which further provides evidence for our Conjecture 3.13. In Section 6 we conclude with some conjectures which may be used to formulate a complete characterization of all possible DAGs having toric vanishing ideal.

2. Preliminaries

This section primarily is concerned with preliminary definitions that we will use throughout the paper. We introduce the Gaussian DAG models, and their vanishing ideals \( I_G \). We explain the concept of \( d \)-separation and how this leads to the conditional independence ideal \( CI_G \). Finally, we introduce the shortest trek map, and the corresponding shortest trek ideal \( ST_G \).

Computation of the vanishing ideal of a Gaussian undirected graphical model was first studied in [7] and was later continued in [9]. For DAGs, the computation of its vanishing ideal was introduced in [8] and was later seen in [10]. Prerequisites for these articles can be found in [8].

Let \( G = (V,E) \) be a directed acyclic graph with vertex set \( V(G) \) and edge set \( E(G) \). As there are no directed cycles in the graph, we assume that the vertices are numerically ordered, i.e., \( i \to j \in E(G) \) only if \( i < j \). A parent of a vertex \( j \) is a node \( i \in V(G) \) such that \( i \to j \) is an edge in \( G \). We denote the set of all parents of a vertex \( j \) by \( \text{pa}(j) \). Given such a directed acyclic graph, we introduce a family of normal random variables that are related to each other by recursive regressions.

To each node \( i \) in the graph, we introduce two random variables \( X_i \) and \( \varepsilon_i \). The \( \varepsilon_i \) are independent normal variables \( \varepsilon_i \sim \mathcal{N}(0,\omega_i) \) with \( \omega_i > 0 \). For simplicity, we assume that all our random variables have mean zero. The recursive regression property of the DAG gives an expression for each \( X_j \) in terms of \( \varepsilon_j, X_i \) with \( i < j \) and some regression parameters \( \lambda_{ij} \in \mathbb{R} \).
assigned to the edges $i \rightarrow j$ in the graph,

$$X_j = \sum_{i \in pa(j)} \lambda_{ij} X_i + \varepsilon_j.$$ 

From this recursive sequence of regressions, we can solve for the covariance matrix $\Sigma$ of the jointly normal random vector $X$. This covariance matrix is given by a simple matrix factorization in terms of the regression parameters $\lambda_{ij}$ and the variance parameters $\omega_i$. Let $D$ be the diagonal matrix $D = \text{diag}(\omega_1, \omega_2, \ldots, \omega_m)$ and let $L$ be the $m \times m$ upper triangular matrix with $L_{ij} = \lambda_{ij}$ if $i \rightarrow j$ is an edge in $G$ and $L_{ij} = 0$ otherwise.

**Proposition 2.1.** ([1], Section 8). The covariance matrix of the normal random variable $X = \mathcal{N}(0, \Sigma)$ is given by the matrix factorization

$$\Sigma = (I - L)^{-T} D (I - L)^{-1}.$$ 

The vanishing ideal of the Gaussian graphical model is denoted by $I_G$ and it is an ideal in the polynomial ring $\mathbb{C}[\Sigma] = \mathbb{C}[\sigma_{ij} : 1 \leq i \leq j \leq n]$. This is the ideal of all polynomials in the entries of the covariance matrix $\Sigma$, that evaluate to zero for every choice of the parameters $\omega_i$ and $\lambda_{ij}$. That is:

$$I_G = \{ f \in \mathbb{C}[\Sigma] : f((I - L)^{-T} D (I - L)^{-1}) = 0 \}.$$

One way to obtain $I_G$ is to eliminate the indeterminates $\omega_i$ and $\lambda_{ij}$ from the following system of equations:

$$\Sigma - (I - L)^{-T} D (I - L)^{-1} = 0.$$ 

Using elimination is computationally expensive, and we are interested in theoretical results that characterize the generators of $I_G$ when possible.

A variant on the parametrization ([1]) is the *simple trek rule* which is a common and useful representation of the covariances in a Gaussian DAG model. In order to explain the simple trek rule, we first need to go through a few definitions. A *collider* is a pair of edges $i \rightarrow k$, $j \rightarrow k$ with the same head. A *path* in a DAG $G$ is a finite sequence of edges with any direction, which joins a sequence of vertices in $G$. If a path contains the edges $i \rightarrow k$ and $j \rightarrow k$, then the vertex $k$ is called the *collider vertex* within that path. A path that does not repeat any vertex is called a *simple path*. Let $T(i, j)$ be a collection of simple paths $P$ in $G$ from $i$ to $j$ such that there is no collider in $P$. Such a colliderless path is called a *simple trek*. For the rest of the paper, we consider treks to be simple treks. We will often use the notation $i \rightleftharpoons j$ to denote a specific trek between $i$ and $j$, as this helps to call attention to the endpoints. When we speak generically of a trek, we often denote it by $P$.

Each trek $P$ has a unique *topmost* element $\text{top}(P)$, which is the point where orientation of the path changes. A trek $P$ between $i$ and $j$ can also be represented by a pair of sets $(P_i, P_j)$, where $P_i$ corresponds to the directed path from $\text{top}(P)$ to $i$ and $P_j$ corresponds to the directed path from $\text{top}(P)$ to $j$. The vertex $\text{top}(P)$ is also called the *common source* of $P_i$ and $P_j$.

To get the simple trek rule, we introduce an alternate parameter $a_i$ associated to each node $i$ in the graph and is defined as the variance of $X_i$, i.e. $\sigma_{ii} = a_i$. We expand the matrix product for $\Sigma$ in Proposition 2.1 by taking the sum over all treks $P \in T(i, j)$. Using this expansion along with the alternate parameters $a_i$, we get the following definition:

**Definition 2.2.** For a given DAG $G$, the *simple trek rule* is defined as the rule in which the covariance $\sigma_{ij}$ is mapped to the sum of all possible simple treks from $i$ to $j$ in $G$. We represent
the conditional independence constraint

\[
C_I = \{ \text{all } \varphi : \Sigma \rightarrow \mathbb{C} \mid \text{the rule as a ring homomorphism } \phi_G \text{ where } \\
\sigma_{ij} \mapsto \sum_{P \in T(i,j)} a_{top(P)} \prod_{k-i \in P} \lambda_{kl} \}.
\]

By Proposition 2.3 we know that the kernel of the homomorphism \( \phi_G \) equals the vanishing ideal \( I_G \) of the model. We illustrate the simple trek rule with an example.

**Example 2.3.** Let \( G_1 \) be a directed graph on four vertices with edges 1 → 2, 1 → 3, 1 → 4, 2 → 3 and 2 → 4 (this is graph \( G_1 \) in Figure 3). The homomorphism \( \phi_G \) is given by

- \( \sigma_{11} \mapsto a_1 \)
- \( \sigma_{12} \mapsto a_1 \lambda_{12} \)
- \( \sigma_{13} \mapsto a_1 \lambda_{13} \)
- \( \sigma_{14} \mapsto a_1 \lambda_{14} \)
- \( \sigma_{22} \mapsto a_2 \)
- \( \sigma_{23} \mapsto a_2 \lambda_{23} + a_1 \lambda_{12} \lambda_{13} \)
- \( \sigma_{24} \mapsto a_2 \lambda_{24} + a_1 \lambda_{12} \lambda_{14} \)
- \( \sigma_{33} \mapsto a_3 \)
- \( \sigma_{34} \mapsto a_2 \lambda_{23} \lambda_{24} + a_1 \lambda_{13} \lambda_{14} \)
- \( \sigma_{44} \mapsto a_4 \)

The ideal \( I_G \) is generated by a degree 3 polynomial given by

\[
I_G = \langle \sigma_{13} \sigma_{14} \sigma_{22} - \sigma_{12} \sigma_{14} \sigma_{23} - \sigma_{12} \sigma_{13} \sigma_{24} + \sigma_{11} \sigma_{23} \sigma_{24} + \sigma_{12} \sigma_{34} - \sigma_{11} \sigma_{22} \sigma_{34} \rangle.
\]

We now look at the notion of directed separation (also known as d-separation). The d-separation criterion is used to construct the conditional independence ideal \( C I_G \).

**Definition 2.4.** Let \( G \) be a DAG with \( n \) vertices. Let \( A, B \) and \( C \) be disjoint subsets of \([n]\). Then \( C \) d-separates \( A \) and \( B \) if every path in \( G \) connecting a vertex \( i \in A \) to a vertex \( j \in B \) contains a vertex \( k \) that is either

i) a non-collider that belongs to \( C \) or

ii) a collider that does not belong to \( C \) and has no descendants that belong to \( C \).

A key result for DAG models relates conditional independence to d-separation (see e.g. [1, Sec. 3.2.2]).

**Proposition 2.5.** The conditional independence statement \( A \perp B \mid C \) holds for the directed Gaussian model associated to \( G \) if and only if \( C \) d-separates \( A \) from \( B \) in \( G \).

Let \( A, B \) and \( C \) be disjoint subsets of \([n]\). The normal random vector \( X \sim \mathcal{N}(\mu, \Sigma) \) satisfies the conditional independence constraint \( A \perp B \mid C \) if and only if the submatrix \( \Sigma_{A \cup C, B \cup C} \) has rank less than or equal to \(|C|\). Combining this result with the definition of d-separation, we have the following:

**Definition 2.6.** The conditional independence ideal of \( G \) is defined as the ideal generated by the set of all d-separations in \( G \), that is,

\[
C I_G = \langle (\#C + 1) \text{ minors of } \Sigma_{A \cup C, B \cup C} \mid C \text{ d-separates } A \text{ from } B \text{ in } G \rangle.
\]

Note that every covariance matrix in the Gaussian DAG model satisfies the conditional independence constraints obtained by d-separation. This means that \( C I_G \subseteq I_G \). In fact, the variety of \( C I_G \) defines the model inside the cone of positive definite matrices. Still, one would like to understand when \( C I_G = I_G \). Towards this end, we study the related question of when \( I_G \) and, hence, \( C I_G \) are toric.
Example 2.7. Let $G$ be a DAG with 4 vertices as shown in Figure 1. Observe that there exists no trek between the vertices 1 and 2 as the path $1 \rightarrow 3 \leftarrow 2$ has a collider at 3 and the other path $1 \rightarrow 3 \rightarrow 4 \leftarrow 2$ has a collider at 4. So, we have that $\sigma_{12} \in CI_G$.

We now look at the two paths $1 \rightarrow 3 \rightarrow 4$ and $1 \rightarrow 3 \leftarrow 2 \rightarrow 4$ between 1 and 4. In the first path, 3 is the only vertex in the path, which is also a non-collider. So, any $d$-separating set of 1 and 4 must contain 3. But $\{3\}$ is not enough to $d$-separate 1 from 4 as 3 is a collider vertex in the second path. So, we add the vertex 2 to the $d$-separating set which gives us that $\{2,3\}$ $d$-separates 1 from 4. This implies that the $3 \times 3$ minors of $\Sigma_{\{1,2,3\},\{2,3,4\}} \in CI_G$.

Computing $I_G$ and $CI_G$ gives us that

$$I_G = CI_G = \langle \sigma_{12}, \sigma_{12}\sigma_{23}\sigma_{34} - \sigma_{12}\sigma_{33}\sigma_{24} - \sigma_{13}\sigma_{22}\sigma_{34} + \sigma_{13}\sigma_{23}\sigma_{24} + \sigma_{14}\sigma_{22}\sigma_{33} - \sigma_{14}\sigma_{23} \rangle,$$

where the second generator of $CI_G$ is the determinant of $\Sigma_{\{1,2,3\},\{2,3,4\}}$.

To explain our results on when $I_G$ is toric, we first give a brief description of toric ideals in general. Let $A = \{a_1, a_2, \ldots, a_n\}$ be a fixed subset of $\mathbb{Z}^d$. We consider the homomorphism

$$\pi : \mathbb{N}^d \rightarrow \mathbb{Z}^d, \quad u = (u_1, \ldots, u_n) \mapsto u_1a_1 + \cdots + u_na_n.$$

This map $\pi$ lifts to a homomorphism of semigroup algebras:

$$\hat{\pi} : \mathbb{C}[x_1, \ldots, x_n] \rightarrow \mathbb{C}[t_1, \ldots, t_d, t_1^{-1}, \ldots, t_d^{-1}], \quad x_i \mapsto t^{a_i}.$$

The kernel of $\hat{\pi}$ is called the toric ideal of $A$, and is denoted $I_A$. By Lemma 4.1 of [6] we know that the toric ideal can be generated by the (infinite) set of binomials of the form

$$\{x^u - x^v : u, v \in \mathbb{N}^n \text{ with } \pi(u) = \pi(v)\}$$

and so one question when confronted with a specific toric ideal is finding an explicit finite set of binomial generators.

From the construction above we observe that any monomial map can be written as $\hat{\pi}$ for some given set of vectors $A$. This gives us that the kernel of every monomial map is a toric ideal. Further, every toric ideal is generated by a finite set of binomials. Because toric ideals are the vanishing ideals of monomial parametrizations, this leads us to identify a class of DAGs for which $I_G$ is obviously toric.

Proposition 2.8. Let $G$ be a DAG such that there exists a unique simple trek (or no trek) between any two vertices of $G$. Then the simple trek rule is a monomial map hence $I_G$ is toric.

Proof. As shown in Definition 2.2, the simple trek rule maps $\sigma_{ij}$ to the sum of all the treks between $i$ and $j$. So, if there exists a unique trek (or no trek) between any two vertices of $G$, then the simple trek rule becomes a monomial map and hence $I_G$ is toric. $\square$

Proposition 2.8 already shows that the DAGs where $I_G$ is a toric ideal can be quite complicated.

Example 2.9. Let $G$ be an undirected graph, and form a DAG by replacing each undirected edge $i \rightarrow j$ with two directed edges $v_{i,j} \rightarrow i$ and $v_{i,j} \rightarrow j$, where $v_{i,j}$ is a new vertex. The resulting
DAG $\hat{G}$, has a unique simple trek between any pair of vertices, or no trek, and so the ideal $I_\hat{G}$ is toric.

A second natural source of DAGs which have a toric vanishing ideal are DAGs that have a natural connection to undirected graphs. In previous work [3], we characterized the undirected Gaussian graphical models which have toric vanishing ideals.

**Theorem 2.10.** [Theorem 1, [3]] The vanishing ideal $P_G$ of an undirected Gaussian graphical model is generated in degree $\leq 2$ if and only if each connected component of the graph $G$ is a 1-clique sum of complete graphs (also known as block graphs). In this case, $P_G$ is a toric ideal.

Recall that a clique sum of graphs $G_1$ and $G_2$ is a new graph obtained by identifying two cliques of the same size in $G_1$ and $G_2$. In a $k$-clique sum, the cliques identified each have size $k$. While Theorem 2.10 is a good starting point for the analysis of DAG models, the underlying undirected structure is not enough to characterize whether a DAG yields a toric vanishing ideal.

**Example 2.11.** Consider the three DAGs as given in Figure 2. Computing the vanishing ideals $I_{G_i}$, we get

\[
I_{G_1} = \langle \sigma_{12}, \sigma_{13} \rangle \\
I_{G_2} = \langle \sigma_{12}\sigma_{23} - \sigma_{13}\sigma_{24}, \sigma_{12}\sigma_{24} - \sigma_{14}\sigma_{22}, \sigma_{13}\sigma_{24} - \sigma_{14}\sigma_{23} \rangle \\
I_{G_3} = \langle \sigma_{12}, \sigma_{12}\sigma_{23}\sigma_{34} - \sigma_{12}\sigma_{33}\sigma_{24} - \sigma_{13}\sigma_{22}\sigma_{34} + \sigma_{13}\sigma_{23}\sigma_{24} + \sigma_{14}\sigma_{22}\sigma_{33} - \sigma_{14}\sigma_{23}^2 \rangle.
\]

Note that all three DAGs have the same underlying undirected graph (up to permutation of labels), which is a 1-clique sum of complete graphs. But only the first two DAGs have toric vanishing ideals. In $G_2$, the generators of $I_{G_2}$ correspond to the $2 \times 2$ minors of $\Sigma_{12,23}$ as $\{2\}$ $d$-separates $\{1\}$ from $\{3,4\}$. Similarly, one of the generators of $I_{G_3}$ is the determinant of $\Sigma_{123,234}$ as $\{2,3\}$ $d$-separates $\{1\}$ from $\{4\}$. Observe that the vertex $\{3\}$ in $G_3$ is a collider within the path $1 \rightarrow 3 \leftarrow 2 \rightarrow 4$ and is a non collider within the trek $1 \rightarrow 3 \rightarrow 4$. This is an important observation for defining safe gluing later in the paper.

One thing that should be apparent in Example 2.11 is that the existence of a unique simple trek between pairs of vertices is not a necessary condition for $I_G$ to be toric. Indeed, in the DAG $G_1$, there are two simple treks in $T(3,4)$ and yet the ideal $I_{G_1}$ is still toric. So in other cases when $I_G$ is toric, one way to demonstrate this is to find an alternate parametrization for the ideal $I_G$ that is monomial. Our candidate for this new map is the shortest trek map. This is defined in a similar manner as the shortest path map which played an important role in our proof of Theorem 2.10.

**Definition 2.12.** Let $G$ be a DAG with $n$ vertices. Suppose that $G$ satisfies the property that between any two vertices there is a unique shortest trek connecting them (or no trek connecting...
Figure 3. Existence of a shortest trek map

them). For vertices $i$ and $j$ in $G$, let $i \leftrightarrow j$ denote the shortest trek from $i$ to $j$ (if it exists). Then the shortest trek map $\psi_G$ is given by

$$\psi_G(\sigma_{ij}) = \begin{cases} 
0 & \text{if there is no trek from } i \text{ to } j \\
\top(i \leftrightarrow j) \prod_{i' \rightarrow j', i \leftrightarrow j} \lambda_{i'j'} & \text{if shortest trek from } i \text{ to } j \text{ exists} \\
\sigma_{ij} & \text{if } i = j.
\end{cases}$$

The shortest trek map is defined only on those DAGs where there exists a unique shortest trek (or no trek) between any two vertices of $G$. We call the kernel of $\psi_G$ the shortest trek ideal and denote it by $ST_G$. We illustrate this with an example.

**Example 2.13.** Let $G_1$ and $G_2$ be two DAGs as in Figure 3. In $G_1$, there are exactly two treks of the same length from $\{3\}$ to $\{4\}$. So, the shortest trek map is not defined for $G_1$. But as there exists a unique shortest trek between any two vertices in $G_2$, the shortest trek map $\psi_{G_2}$ is given by

- $\sigma_{11} \mapsto a_1$
- $\sigma_{12} \mapsto a_1 \lambda_{12}$
- $\sigma_{13} \mapsto a_1 \lambda_{12} \lambda_{23}$
- $\sigma_{14} \mapsto a_1 \lambda_{12} \lambda_{24}$
- $\sigma_{22} \mapsto a_2$
- $\sigma_{23} \mapsto a_2 \lambda_{23}$
- $\sigma_{24} \mapsto a_2 \lambda_{24}$
- $\sigma_{33} \mapsto a_3$
- $\sigma_{34} \mapsto a_2 \lambda_{34}$
- $\sigma_{44} \mapsto a_4$.

Computing the vanishing ideal of $G_1$ gives us that $I_{G_1}$ is not toric as there exists a degree 3 minor in the generating set ($\{1,2\}$ $d$-separates $\{3\}$ from $\{4\}$). But computing the kernel of the shortest trek map of $G_2$ gives us that

$$\ker(\psi_{G_2}) = ST_{G_2} = \langle \sigma_{12} \sigma_{23} - \sigma_{13} \sigma_{22}, \sigma_{12} \sigma_{24} - \sigma_{14} \sigma_{22}, \sigma_{13} \sigma_{24} - \sigma_{14} \sigma_{23} \rangle,$$

which equals $I_{G_2}$ in Example 2.11. On the other hand, if we compute $ST_{G_3}$, we get

$$ST_{G_3} = \langle \sigma_{14} \sigma_{12}, \sigma_{13} \sigma_{15} - \sigma_{11} \sigma_{35}, \sigma_{23} \sigma_{24} - \sigma_{22} \sigma_{34}, \sigma_{24} \sigma_{45} - \sigma_{44} \sigma_{25} \rangle,$$

which does not equal $I_{G_3}$ which has a generator of degree 3 corresponding to a $3 \times 3$ minor (as $\{1,2\}$ $d$-separates $\{3\}$ from $\{5\}$).

In the example above we see that the shortest trek map does not exist for $G_1$. Although the existence of the shortest trek map does not ensure that $I_G$ would be toric (as seen in $G_3$), we do believe that $I_G$ cannot be toric when the shortest trek map is not well defined. We look into this in more detail in Section 6.

The main problem of our interest is to find a characterization of the DAGs which have toric vanishing ideal and also understand the structure of its generators. In this context, it is also an
important problem to understand when $I_G$ equals $CI_G$ as that would give us a definite structure of a generating set in terms of $d$-separations and minors. The ideal $ST_G$ comes into play here as we believe that $I_G$ is generated by monomials and binomials of degree at most 2 if and only if $I_G$ is equal to $ST_G$. In the next two sections, we find ways to construct DAGs where $I_G = ST_G$.

3. Safe gluing of DAGs

As mentioned in the end of Section 2, we are interested in those DAGs where $I_G$ equals $ST_G$. In this section we look at a specific way to construct such DAGs from smaller DAGs having the same property. Given two DAGs $G_1$ and $G_2$ whose vanishing ideal is toric, there are various ways to glue $G_1$ and $G_2$ together. But the resultant DAG does not always have a toric vanishing ideal. We are interested in those particular types of gluing operations which give us a toric vanishing ideal for the new DAG. We use the term “safe gluing” of two DAGs to denote a particular construction which we conjecture to always preserve the toric property. Considering complete DAGs as the base case (as $I_G = 0$ in that case), this method can be used to construct many DAGs which have toric vanishing ideal. The goal of this section is to explain the construction. To motivate the concept of safe gluing, we first look at some existing results from the literature that give gluing operations on DAGs that preserve the property of having a toric vanishing ideal.

Definition 3.1. Let $G$ be a DAG. A vertex $s$ in $G$ is called a sink if all the edges adjacent to $s$ are directed towards $s$.

Proposition 3.2 (Proposition 3.7, [8]). Let $G_1$ and $G_2$ be two DAGs having a common vertex $m$ that is a sink in both $G_1$ and $G_2$. If $G$ is the new DAG obtained after gluing $G_1$ and $G_2$ at $m$, then $I_G$ can be written as

$$I_G = I_{G_1} + I_{G_2} + \langle \sigma_{ij} : i \in V(G_1) \setminus \{m\}, j \in V(G_2) \setminus \{m\} \rangle.$$

The vertex $m$ in $G$ is a collider vertex within any path from $V(G_1) \setminus \{m\}$ to $V(G_2) \setminus \{m\}$. Further, if $I_{G_1}$ and $I_{G_2}$ are toric, then from Proposition 3.2 we can conclude that gluing $G_1$ and $G_2$ at a vertex $m$ such that $m$ is a collider within any path from $V(G_1) \setminus \{m\}$ to $V(G_2) \setminus \{m\}$ produces a new DAG $G$ whose vanishing ideal is also toric. In other words, we have the following corollary.

Corollary 3.3. Let $G_1$ and $G_2$ be two DAGs having a common vertex $m$ that is a sink in both $G_1$ and $G_2$. Let $G$ be the new DAG obtained after gluing $G_1$ and $G_2$ at $m$. If $I_{G_1}$ and $I_{G_2}$ are toric, then so is $I_G$. Furthermore, if $I_{G_1} = ST_{G_1}$ and $I_{G_2} = ST_{G_2}$ then $I_G = ST_G$.

An example where this can be seen to occur is the graph $G_1$ in Example 2.11. In $G_1$, we can consider the first graph as the subgraph with vertices $\{1, 4\}$ and the second graph as the subgraph with vertices $\{2, 3, 4\}$. The vertex 4 here is the common sink in both the graphs and hence the resultant vanishing ideal $I_{G_1}$ is toric. We will generalize Corollary 3.3 in two ways. One is the safe gluing concept which is a combined generalization of Proposition 3.2 and Corollary 3.6. The other is the concept of gluing at sinks which we discuss in Section 4.

A second situation where existing results in the literature can give us DAGS with toric vanishing ideals concern situations where a DAG gives the same independence structures as an undirected graph. This is encapsulated in the concept of a perfect DAG.

Definition 3.4. Let $i, j, k$ be 3 vertices in a DAG $G$ containing the edges $i \rightarrow k$ and $j \rightarrow k$. Then $k$ is said to be an unshielded collider in $G$ if $i$ and $j$ are not adjacent. A DAG $G$ is said to be perfect if there are no unshielded colliders in $G$.

Using the above definition, we state a result from [1].
Definition 3.8. Let $C$ be a common subgraph is a complete DAG (hence a clique). The clique sum of safe gluing called a if every trek from a vertex in $J$ contains $c$ and either

i) $c$ is on the $I$-side of every trek from $I$ to $J$, or

ii) $c$ is on the $J$-side of every trek from $I$ to $J$.

Definition 3.7 (Definition 4.1, [8]). A vertex $c \in V(G)$ is a choke point between the sets $I$ and $J$ if every trek from a vertex in $I$ to a vertex in $J$ contains $c$ and either

i) $c$ is on the $I$-side of every trek from $I$ to $J$, or

ii) $c$ is on the $J$-side of every trek from $I$ to $J$.

Definition 3.8. Let $G_1$ and $G_2$ be two DAGs. Suppose that $G_1$ and $G_2$ share a common set of vertices $C = \{c\} \cup D$ such that the induced subgraphs $G_1|_C$ and $G_2|_C$ are the same and this common subgraph is a complete DAG (hence a clique). The clique sum of $G_1$ and $G_2$ at $C$ is called a safe gluing if

i) $c$ is a choke point between the sets $V(G_1) \setminus D$ and $V(G_2) \setminus D$ and

ii) none of the treks between the vertices in $V(G_1) \setminus D$ and $V(G_2) \setminus D$ contain a vertex in $D$.

Remark. Using the definition above, the gluing of $G_1$ and $G_2$ where there are no treks between the vertices of $V(G_1) \setminus C$ and $V(G_2) \setminus C$ can also be considered as a safe gluing. Thus, both types of gluing operations implied by Corollaries 3.3 and 3.6 are safe gluings.

We further illustrate the definition of safe gluing with an example.

Example 3.9. Let $G_1$ and $G_2$ be two DAGs having a common 3-clique at $\{1, 4, 5\}$ as shown in the figure. Thus, $G$ is the DAG obtained after a safe gluing of $G_1$ and $G_2$ at the 3-clique. Note that there is a single trek from $\{2\}$ to $\{3\}$ and that passes through $\{1\}$. Any other path from $\{2\}$ to $\{3\}$ containing $\{4\}, \{5\}$ or both has a collider at $\{4\}$ or $\{5\}$. Hence, we can consider $D$ as the set $\{4, 5\}$ and vertex 1 as the choke point between the sets $\{1, 2\}$ and $\{1, 3\}$. Computing the vanishing ideal of $G$ gives us that $I_G = \langle \sigma_{12} \sigma_{13} - \sigma_{11} \sigma_{23} \rangle$, which is a toric ideal.

We now look at some properties obtained from the safe gluing construction.
Definition 3.10. Let $G_1$ and $G_2$ be two DAGs, and suppose that $G$ is obtained from $G_1$ and $G_2$ by a safe gluing at $C = \{c\} \cup D$. This safe gluing is called a minimal safe gluing if we cannot find two other DAGs $G'_1$ and $G'_2$ such that $G$ is the safe gluing of $G'_1$ and $G'_2$ at $\{c\} \cup D'$ with $D'$ a proper subset of $D$.

Example 3.11. Let $G$ be the DAG as shown in Figure 5. If we take $G'_1 = \{1 \to 3, 1 \to 5, 3 \to 5\}$ and $G'_2 = \{2 \to 3, 2 \to 5, 3 \to 5, 4 \to 5\}$, then $G$ is a safe gluing of $G'_1$ and $G'_2$ with $C' = \{5\} \subseteq C$.

One useful consequence of having a minimal safe gluing is that for any $d \in D$, there must exist a vertex $i \in V(G_1) \setminus C$ such that $i \to d$ is an edge (and analogously there is a $j \in V(G_2) \setminus C$). This is because if for some vertex $d \in D$ there does not exist any vertex in $V(G_1) \setminus C$ such that $i \to d$ is an edge, then it would mean that we can write $G$ as a safe gluing of $G'_1$ and $G'_2$ at $C' = \{c\} \cup D \setminus \{d\}$ where $V(G'_1) = V(G_1) \setminus \{d\}$. We use this observation for proving part (ii) of Lemma 3.12.

Lemma 3.12. Let $G_1$ and $G_2$ be two DAGs and $G$ be the resultant DAG obtained after a safe gluing of $G_1$ and $G_2$ at an $N$-clique. Let $C = \{c\} \cup D$ be the vertices in the $N$-clique.

i) Every trek from a vertex in $V(G_1) \setminus D$ to a vertex in $V(G_2) \setminus D$ must have the topmost vertex (i.e., the source vertex) either always in $G_1$ or always in $G_2$.

ii) If the gluing is minimal, then for each $d \in D$, we must have the edge $c \to d$. 

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Safe gluing of $G_1$ and $G_2$ at a 3-clique}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Example of a non minimal gluing}
\end{figure}
Proof. **i)** To show this, let us assume that there are two treks $i_1 \equiv j_1$ and $i_2 \equiv j_2$ with $i_1, i_2 \in V(G_1) \setminus D$ and $j_1, j_2 \in V(G_2) \setminus D$ such that $\text{top}(i_1 \equiv j_1)$ lies in $V(G_1) \setminus D$ and $\text{top}(i_2 \equiv j_2)$ lies in $V(G_2) \setminus D$. Since $c$ must lie in these treks, since it is a choke point, this would imply that $c$ lies in the $G_1$-side of $i_1 \equiv j_1$ and the $G_2$-side of $i_2 \equiv j_2$. That contradicts that $c$ is a choke point.

**ii)** Let us assume by way of contradiction that $d \rightarrow c$ is an edge for some $d \in D$. Since $G$ is obtained from a safe gluing, there are no edges that go from $d$ to any vertex in $V(G_1) \setminus C$ or $V(G_2) \setminus C$. For if there were such an edge $d \rightarrow i$, there would be a trek $c \leftarrow d \rightarrow i$ contradicting the definition of safe gluing.

Now as the gluing is minimal, there must be vertices $s_1$ and $s_2$ in $G_1 \setminus C$ and $G_2 \setminus C$, respectively, such that $s_1 \rightarrow d$ and $s_2 \rightarrow d$ are two edges in $E(G)$. By the definition of safe gluing, we know that $c$ must be a choke point between the sets $\{s_1, c\}$ and $\{s_2, c\}$. We consider the treks $s_1 \equiv c$ and $c \equiv s_2$. As $s_1 \rightarrow d \rightarrow c$ is already a trek, we cannot have any trek of the form $c \rightarrow t_1 \rightarrow t_2 \rightarrow \cdots \rightarrow s_1$ (else it would form a cycle). So, $c$ always lies in the $G_2$-side of any trek $s_1 \equiv c$. Similarly, as $s_2 \rightarrow d \rightarrow c$ is already a trek, we cannot have any trek of the form $c \rightarrow r_1 \rightarrow r_2 \rightarrow \cdots \rightarrow s_2$. So, $c$ lies in the $G_1$-side of the treks $c_1 \equiv s_2$, which is a contradiction. \(\square\)

The observations in Lemma 3.12 are helpful for ruling out various bad scenarios as we work to prove results about the preservation of the toric property for DAGs under safe gluing.

Our main aim in this section is to check that if $G_1$ and $G_2$ have toric vanishing ideals then a safe gluing of $G_1$ and $G_2$ would give us a DAG $G$ whose vanishing ideal is also toric. From the structure of $G$ we know that every trek between a vertex $i \in G_1 \setminus C$ and $j \in G_2 \setminus C$ passes through the choke point $c$. This allows us to decompose the treks $i \equiv j$ as $i \equiv c \cup c \equiv j$. So, if we assume that $I_{G_1} = ST_{G_1}$ and $I_{G_2} = ST_{G_2}$, then this would imply that the shortest trek map is well defined for $G$ as well. Thus, we give the following conjecture:

**Conjecture 3.13.** Let $G_1$ and $G_2$ be two DAGs having toric vanishing ideals such that $I_{G_1}$ equals $ST_{G_1}$ and $I_{G_2}$ equals $ST_{G_2}$. If $G$ is the DAG obtained by a safe gluing of $G_1$ and $G_2$ at an $N$-clique, then $I_G$ is equal to $ST_{G}$ and hence is toric.

Although we do not have a proof of Conjecture 3.13 we provide a proof when $I_{G_1}$ and $I_{G_2}$ satisfy an extra condition.

**Theorem 3.14.** Let $G_1$ and $G_2$ be two DAGs such that $I_{G_1}$ equals $ST_{G_1}$ and $I_{G_2}$ equals $ST_{G_2}$. Let $G$ be the DAG obtained by a safe gluing of $G_1$ and $G_2$ at an $N$-clique and $c$ be the choke point. If the generators of $I_{G_1}$ and $I_{G_2}$ have at most one common indeterminate $\sigma_{cc}$, then $I_G$ is equal to $ST_{G}$ and hence is toric.

**Proof.** Let $C = \{c\} \cup D$ be the $N$-clique where $G_1$ and $G_2$ are glued. We break the problem into two cases: The first case is when the vertex $c$ lies on some trek from $V(G_1) \setminus C$ to $V(G_2) \setminus C$. The second case is when there are no such treks.

**Case I:** The choke point $c \in C$ is on some trek from $V(G_1) \setminus C$ to $V(G_2) \setminus C$. In particular, it will be a non-collider vertex along that path.

As $c$ is the only vertex in $C$ that can be on some trek from $V(G_1) \setminus C$ to $V(G_2) \setminus C$, no trek between any two vertices in $V(G_1) \setminus C$ passes through a vertex in $V(G_2) \setminus C$ (and similarly for vertices in $V(G_2) \setminus C$). Further, $ST_{G_1}$ equals $I_{G_1}$, which implies that there exists a unique shortest trek (or no trek) between any two vertices in $G_1$ (similarly for $G_2$). Now, from the structure of $G$ we know that every trek between a vertex in $V(G_1) \setminus C$ and $V(G_2) \setminus C$ must
pass through $c$. So, we can write the shortest trek map of $G$ as follows:

$$\psi_G(\sigma_{ij}) = \begin{cases} 
\psi_{G_1}(\sigma_{ij}) & : i, j \in V(G_1) \\
\psi_{G_2}(\sigma_{ij}) & : i, j \in V(G_2) \\
\psi_{G_1}(\sigma_{ic}), \psi_{G_2}(\sigma_{cj}) & : i \in V(G_1) \setminus C, j \in V(G_2) \setminus C.
\end{cases}$$

Also, we know that the conditional independence statement $i \perp j | c$ holds for all $i \in V(G_1) \setminus C$ and $j \in V(G_2) \setminus C$. So $\sigma_{ic} \sigma_{cj} - \sigma_{ij} \sigma_{cc}$ lies in both $I_G$ and $ST_G$ for all $i \in V(G_1) \setminus C$ and $j \in V(G_2) \setminus C$.

The vanishing ideals $I_{G_1}$ and $I_{G_2}$ lie in the polynomial rings $\mathbb{C}[\sigma_{ij} : i, j \in V(G_1)]$ and $\mathbb{C}[\sigma_{ij} : i, j \in V(G_2)]$ respectively, where the common indeterminates are of the form $\sigma_{a_i c_j}, c_i, c_j \in C$. But from the assumption, we know that $\sigma_{cc}$ can be the only common indeterminate among the generators of $I_{G_1}$ and $I_{G_2}$. So, without loss of generality, we can treat the ideals $I_{G_1}$ and $I_{G_2}$ as if they lie in different rings, that contain enough indeterminates for all their generators. In particular, we can treat the ideals as if they belong to:

$$I_{G_1} \subseteq \mathbb{C}[\sigma_{ij} : i, j \in V(G_1) \setminus D] \text{ and } I_{G_2} \subseteq \mathbb{C}[\sigma_{ij} : i, j \in V(G_2)].$$

Note that there is only the indeterminate $\sigma_{cc}$ common between the two rings $\mathbb{C}[\sigma_{ij} : i, j \in V(G_1) \setminus D]$ and $\mathbb{C}[\sigma_{ij} : i, j \in V(G_2)]$.

Now, let $f = \sigma^u - \sigma^v$ be any binomial in a generating set of $ST_G$ consisting of primitive binomials. Suppose that $i \in V(G_1) \setminus C$ and $j \in V(G_2) \setminus C$. We can replace $\sigma_{ij}$ with $\frac{\sigma_{ic} \sigma_{cj}}{\sigma_{cc}}$ in both $\sigma^u$ and $\sigma^v$. Multiplying enough powers of $\sigma_{cc}$, we get

$$\sigma_{cc}^r f = \sigma^{u_1} \sigma^{v_2} - \sigma^{u_2} \sigma^{v_2} \sigma_{cc}^m,$$

(modulo the quadratic generators $\sigma_{ic} \sigma_{cj} - \sigma_{ij} \sigma_{cc}$ that belong to $I_G$), where $\sigma^{u_1}, \sigma^{v_1} \in \mathbb{C}[\sigma_{ij} : i, j \in V(G_1) \setminus D]$ and $\sigma^{u_2}, \sigma^{v_2} \in \mathbb{C}[\sigma_{ij} : i, j \in V(G_2)]$, but none of $\sigma^{u_1}, \sigma^{v_1}, \sigma^{u_2}, \sigma^{v_2}$ involve the indeterminate $\sigma_{cc}$.

We can split the monomial $\sigma_{cc}^m = \sigma_{cc}^{m_1} \sigma_{cc}^{m_2}$ so that the two binomials

$$\sigma^{u_1} - \sigma^{v_1} \sigma_{cc}^{m_1} \quad \text{and} \quad \sigma^{u_2} - \sigma^{v_2} \sigma_{cc}^{m_2}$$

are homogeneous. Since all the indeterminates appearing in $\sigma^{u_1}$ and $\sigma^{v_1}$ involve parameters from the graph $G_1$ with no overlap with parameters from $G_2$ (except possibly $a_{cc}$) we see that if $\sigma^{u_1} \sigma^{u_2} = \sigma^{v_1} \sigma^{v_2} \sigma_{cc}^{m_1}$ belongs to $ST_G$, it must be the case that $\sigma^{u_1} - \sigma^{v_1} \sigma_{cc}^{m_1}$ belongs to $ST_{G_1}$. Then if $\sigma^{u_1} \sigma^{u_2} - \sigma^{v_1} \sigma^{v_2} \sigma_{cc}^{m_1}$ is to belong to $ST_G$, then it must also be the case that $\sigma^{u_2} - \sigma^{v_2} \sigma_{cc}^{m_2}$ belongs to $ST_{G_2}$.

Now, modulo the quadratic generators $\sigma_{ic} \sigma_{cj} - \sigma_{ij} \sigma_{cc}$ that belong to $I_G$, we have that

$$\sigma_{cc}^r f \in ST_{G_1} + ST_{G_2} = I_G.$$

Thus, $\sigma_{cc}^r f \in I_G$. As $I_G$ is a prime ideal, that does not contain $\sigma_{cc}$, we deduce that $f \in I_G$. This implies that $ST_G \subseteq I_G$. The vanishing ideal $I_G$ is well-known to have dimension $n + e$, as the model is identifiable. The dimension of $ST_G$ equals $n + e$ by Proposition \[5.1\]. But as the dimension of $I_G$ equals the dimension of $ST_G$, both ideals are prime, and $ST_G \subseteq I_G$, we can conclude that $I_G = ST_G$.

**Case II:** There are no treks between the vertices of $V(G_1) \setminus C$ and $V(G_2) \setminus C$ : In this case, the shortest trek map $\psi_G$ can be written as:
Figure 6. Safe gluing of $G_1$ and $G_2$ at a 2-clique

$$\psi_G(\sigma_{ij}) = \begin{cases} 
\psi_{G_1}(\sigma_{ij}) : i, j \in V(G_1) \\
\psi_{G_2}(\sigma_{ij}) : i, j \in V(G_2) \\
0 : i \in V(G_1) \setminus C, j \in V(G_2) \setminus C.
\end{cases}$$

We claim that $ST_G$ in this case is

$$ST_G = ST_{G_1} + ST_{G_2} + \langle \sigma_{ij} : i \in V(G_1) \setminus C, j \in V(G_2) \setminus C \rangle.$$ 

We prove this equality in the same way as the proof of Proposition 3.2. We have $\psi_G(\sigma_{ij}) = 0$ for all $i \in V(G_1) \setminus C$ and $j \in V(G_2) \setminus C$. By our assumption we know that none of the indeterminates of the form $\sigma_{cd}$ or $\sigma_{d,d'}$, with $d, d' \in D$ can appear among any of the generators of $ST_{G_1}$. Also in this case, $\sigma_{cc}$ cannot appear in $ST_{G_1}$ or $ST_{G_2}$ as $\psi_{G_1}(\sigma_{cc}) = \psi_{G_2}(\sigma_{cc}) = a_c$ and no treks involving $i \in V(G_1) \setminus C$ or $j \in V(G_2) \setminus C$ can have $c$ as its source. So, for any $\sigma_{ij}, i \in V(G_1) \setminus C, j \in V(G_1)$ and $\sigma_{kl}, k \in V(G_2), l \in V(G_2) \setminus \{c\}$ which appear in $ST_G$, $\psi_G(\sigma_{ij})$ and $\psi_G(\sigma_{kl})$ are monomials in two polynomial rings having disjoint indeterminates. Thus, we have a partition of the indeterminates $\sigma_{ij}$ into three sets

$$A_1 = \{\sigma_{ij} : i \in V(G_1), j \in V(G_1) \setminus C\},$$

$$A_2 = \{\sigma_{ij} : i, j \in V(G_2)\} \text{ and}$$

$$A_3 = \{\sigma_{ij} : i \in V(G_1) \setminus C, j \in V(G_2) \setminus C\},$$

in which the image $\psi_G(\sigma_{ij})$ appears in disjoint sets of indeterminates. Further, there can be no nontrivial relations involving two or more of these three sets of indeterminates. So, the equality in the above equation holds.

But then, $ST_{G_1} = I_{G_1}$ and $ST_{G_2} = I_{G_2}$. Thus, we have

$$ST_G = I_{G_1} + I_{G_2} + \langle \sigma_{ij} : i \in V(G_1) \setminus C, j \in V(G_2) \setminus C \rangle \subseteq I_G.$$ 

As both the ideals are prime and have the same dimension, $ST_G = I_G$. \qed

Although Theorem 3.14 uses the assumption that only $\sigma_{cc}$ appears among the generators of both $I_{G_1}$ and $I_{G_2}$, we believe that the safe gluing would yield a toric vanishing ideal even without that assumption. We illustrate this point with an example.
Example 3.15. Let $G_1$ and $G_2$ be two non chordal cycles as shown in Figure 6. Computing the vanishing ideals $I_{G_1}$ and $I_{G_2}$, we get

\[ I_{G_1} = \langle \sigma_{24}, \sigma_{14}, \sigma_{12}, \sigma_{1,10}, \sigma_{25}, \sigma_{34}, \sigma_{23}\sigma_{2,10} - \sigma_{11}\sigma_{15}, \sigma_{13}\sigma_{15}, \sigma_{12}\sigma_{15}, \sigma_{45}\sigma_{4,10} - \sigma_{14}\sigma_{5,10} \rangle, \]

\[ I_{G_2} = \langle \sigma_{6,10}, \sigma_{78}, \sigma_{68}, \sigma_{49}, \sigma_{48}, \sigma_{46}, \sigma_{89}\sigma_{8,10} - \sigma_{88}\sigma_{9,10}, \sigma_{67}\sigma_{69} - \sigma_{66}\sigma_{79}, \sigma_{47}\sigma_{4,10} - \sigma_{14}\sigma_{7,10} \rangle, \]

which are both toric ideals. Now, if we perform a safe gluing of $G_1$ and $G_2$ at the 2-clique $C = \{4, 10\}$, we get the resultant DAG $G$ as in the figure. Observe that the indeterminate $\sigma_{4,10}$ appears in the vanishing ideal of both $G_1$ and $G_2$. Computing the vanishing ideal $I_G$ gives us

\[ I_G = \langle \sigma_{14}, \sigma_{12}, \sigma_{6,10}, \sigma_{68}, \sigma_{49}, \sigma_{48}, \sigma_{29}, \sigma_{46}, \sigma_{28}, \sigma_{27}, \sigma_{26}, \sigma_{25}, \sigma_{24}, \sigma_{78}, \sigma_{59}, \sigma_{58}, \sigma_{39}, \sigma_{36}, \sigma_{38}, \sigma_{1,10}, \sigma_{19}, \sigma_{18}, \sigma_{67}, \sigma_{69}, \sigma_{4,10}, \sigma_{13}\sigma_{15}, \sigma_{14}\sigma_{15}, \sigma_{45}\sigma_{4,10} - \sigma_{14}\sigma_{5,10}, \sigma_{47}\sigma_{4,10} - \sigma_{14}\sigma_{7,10}, \sigma_{44}\sigma_{4,10} - \sigma_{44}\sigma_{5,10}, \sigma_{44}\sigma_{4,10} - \sigma_{44}\sigma_{5,10} \rangle = I_{G_1} + I_{G_2} + \langle \sigma_{ij} : i \in V(G_1) \setminus C, j \in V(G_2) \setminus C \rangle = ST_G, \]

which is still a toric ideal.

4. GLUING AT SINKS AND ADDING A NEW SINK

We now look at two more ways of constructing DAGs which have toric vanishing ideals. Both methods involve sinks in the DAGs. The first construction we analyze is gluing the two graphs together at the sinks. The second concept involves adding new sinks to the DAG.

Definition 4.1. Let $G_1$ and $G_2$ be two DAGs and $S_1, S_2$ be the set of sinks in $G_1$ and $G_2$ respectively. If $S$ is the set of all the common vertices in $S_1$ and $S_2$, then gluing $G_1$ and $G_2$ at the sinks refers to the construction of a new DAG $G$ with vertex set $V(G_1) \cup V(G_2)$ and edge set $E(G_1) \cup E(G_2)$.

We illustrate this construction of gluing at sinks with an example.

Example 4.2. Let $G_1$ and $G_2$ be two DAGs as shown in Figure 7. Here, the set of sinks in both $G_1$ and $G_2$ are $S_1 = S_2 = S = \{7, 8, 9, 10\}$. We glue $G_1$ and $G_2$ at the sinks to form $G$.

Theorem 4.3. Let $G_1$ and $G_2$ be two DAGs. Let $S$ be the set of common sinks in $G_1$ and $G_2$. Let $G$ be the DAG obtained after gluing $G_1$ and $G_2$ at the sinks. Suppose that for each pair of
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vertices $i, j \in S$, either all treks between $i$ and $j$ lie in $G_1$ or all treks between $i$ and $j$ lie in $G_2$. Then
\[
I_G = \langle \text{generators of } I_{G_1} \setminus \{\sigma_{ij} : i, j \in S\} \rangle \\
+ \langle \text{generators of } I_{G_2} \setminus \{\sigma_{ij} : i, j \in S\} \rangle \\
+ \langle \sigma_{ij} : i \in V(G_1) \setminus S, j \in V(G_2) \setminus S \rangle \\
+ \langle \sigma_{ij} : i, j \in S \text{ such that there is no trek between } i \text{ and } j \rangle.
\]

Remark. From the condition mentioned in the statement, we know that at least one of $\phi_{G_1}(\sigma_{ij})$ or $\phi_{G_2}(\sigma_{ij})$ is zero for all $i, j \in S, i \neq j$. So, “$\langle \text{generators of } I_{G_1} \setminus \{\sigma_{ij} : i, j \in S\} \rangle$”, refers to forming a homogeneous generating set of $I_{G_1}$ that includes those indeterminates in $\{\sigma_{ij} : i, j \in S\}$ which are mapped to zero under $\phi_{G_1}$ and then removing those indeterminates from the generating set. Similarly, for “$\langle \text{generators of } I_{G_2} \setminus \{\sigma_{ij} : i, j \in S\} \rangle$”.

Proof. From the assumption that $S$ is a set of sinks of $G$, we know that there is no trek in $G$ between the vertices of $G_1 \setminus S$ and $G_2 \setminus S$. This implies that $\sigma_{ij} \in I_G$ for all $i \in V(G_1) \setminus S, j \in V(G_2) \setminus S$. Further, no two sinks $i, j$ in $S$ can have treks $i \Rightarrow j$ in both $G_1$ and $G_2$. So, the map $\phi_G$ can be written as
\[
\phi_G(\sigma_{ij}) = \begin{cases} 
\phi_{G_1}(\sigma_{ij}) : i \in V(G_1), j \in V(G_1) \setminus S \\
\phi_{G_2}(\sigma_{ij}) : i \in V(G_2), j \in V(G_2) \setminus S \\
\phi_{G_1}(\sigma_{ij}) + \phi_{G_2}(\sigma_{ij}) : i, j \in S \\
0 : i \in V(G_1) \setminus S, j \in V(G_2) \setminus S.
\end{cases}
\]
This allows us to partition the indeterminates $\sigma_{ij}$ into four sets $A_1, A_2, A_3, A_4$ where
\[
A_1 = \{\sigma_{ij} : i \in V(G_1), j \in V(G_1) \setminus S \text{ or } i, j \in S \text{ such that the treks } i \Rightarrow j \text{ lie in } G_1\},
\]
\[
A_2 = \{\sigma_{ij} : i \in V(G_2), j \in V(G_2) \setminus S \text{ or } i, j \in S \text{ such that the treks } i \Rightarrow j \text{ lie in } G_2\},
\]
\[
A_3 = \{\sigma_{ij} : i \in V(G_1) \setminus S, j \in V(G_2) \setminus S\},
\]
\[
A_4 = \{\sigma_{ij} : i, j \in S \text{ such that there is no trek between } i \text{ and } j\}.
\]
In these four sets, $\phi_G(\sigma_{ij})$ appear in disjoint sets of indeterminates and there can be no nontrivial relations involving two or more of these sets of indeterminates. So,
\[
I_G = \ker \phi_G = \langle \text{generators of } I_{G_1} \setminus \{\sigma_{ij} : i, j \in S\} \rangle + \langle \text{generators of } I_{G_2} \setminus \{\sigma_{ij} : i, j \in S\} \rangle + \langle \sigma_{ij} : \sigma_{ij} \in A_3 \cup A_4 \rangle.
\]
This completes the proof. \qed

Example 4.4. Going back to Example 4.2, we compute the vanishing ideals of the three DAGs $G_1$, $G_2$, and $G$. That gives us
\[
I_{G_1} = \langle \sigma_{23}, \sigma_{13}, \sigma_{12}, \sigma_{8,10}, \sigma_{7,10}, \sigma_{79}, \sigma_{2,10}, \sigma_{38}, \sigma_{1,10}, \sigma_{37}, \sigma_{19}, \sigma_{27}, \sigma_{39} \sigma_{3,10} - \sigma_{33} \sigma_{9,10}, \sigma_{28} \sigma_{29} - \sigma_{22} \sigma_{89}, \sigma_{17} \sigma_{18} - \sigma_{11} \sigma_{78} \rangle,
\]
\[
I_{G_2} = \langle \sigma_{9,10}, \sigma_{89}, \sigma_{78}, \sigma_{69}, \sigma_{5,10}, \sigma_{67}, \sigma_{49}, \sigma_{58}, \sigma_{48}, \sigma_{56}, \sigma_{46}, \sigma_{45}, \sigma_{68} \sigma_{6,10} - \sigma_{66} \sigma_{8,10}, \sigma_{47} \sigma_{4,10} - \sigma_{44} \sigma_{7,10}, \sigma_{57} \sigma_{59} - \sigma_{55} \sigma_{79} \rangle,
\]
\[
I_{G} = \langle \sigma_{15}, \sigma_{14}, \sigma_{13}, \sigma_{12}, \sigma_{69}, \sigma_{67}, \sigma_{49}, \sigma_{48}, \sigma_{2,10}, \sigma_{46}, \sigma_{45}, \sigma_{27}, \sigma_{26}, \sigma_{25}, \sigma_{24}, \sigma_{23}, \sigma_{5,10}, \sigma_{58}, \sigma_{56}, \sigma_{38}, \sigma_{1,10}, \sigma_{19}, \sigma_{37}, \sigma_{36}, \sigma_{35}, \sigma_{16}, \sigma_{34}, \sigma_{68} \sigma_{6,10} - \sigma_{66} \sigma_{8,10}, \sigma_{28} \sigma_{29} - \sigma_{22} \sigma_{89}, \sigma_{47} \sigma_{4,10} - \sigma_{44} \sigma_{7,10}, \sigma_{57} \sigma_{59} - \sigma_{55} \sigma_{79}, \sigma_{39} \sigma_{3,10} - \sigma_{33} \sigma_{9,10}, \sigma_{17} \sigma_{18} - \sigma_{11} \sigma_{78} \rangle.
\]
Observe that the indeterminates $\sigma_{27}, \sigma_{79}, \sigma_{37}, \sigma_{10}, \sigma_{12}, \sigma_{19}, \sigma_{13}, \sigma_{1,10}, \sigma_{38}, \sigma_{8,10}, \sigma_{23}$, and $\sigma_{2,10}$ are mapped to zero by $\phi_{G_1}$ and the indeterminates $\sigma_{9,10}, \sigma_{89}, \sigma_{78}, \sigma_{69}, \sigma_{5,10}, \sigma_{67}, \sigma_{49}, \sigma_{58}, \sigma_{48}, \sigma_{56}, \sigma_{47}, \sigma_{4,10} - \sigma_{44} \sigma_{7,10}$...
σ_{46} and σ_{45} are mapped to zero by φ_{G_2}. Further, the treks 7 \equiv 8, 8 \equiv 9 and 9 \equiv 10 lie within G_1 whereas 7 \equiv 9, 7 \equiv 10 and 8 \equiv 10 lie within G_2. Also, no two sinks have treks between them in both G_1 and G_2. Hence we are in a position where we can apply Theorem 4.3.

Analyzing the generating set of I_G, we see that the indeterminates \{σ_{13}, σ_{12}, σ_{27}, σ_{23}, σ_{38}, σ_{11}, σ_{19}, σ_{37}\} and the binomials \{σ_{28}σ_{29} - σ_{32}σ_{39}, σ_{39}σ_{310} - σ_{33}σ_{9}σ_{10}, σ_{17}σ_{18} - σ_{11}σ_{78}\} in the generating set of I_G are obtained from the generating set of I_{G_1} after removing the indeterminates of the form \{σ_{ij} : i, j \in S\}. Similarly, the indeterminates \{σ_{69}, σ_{67}, σ_{49}, σ_{48}, σ_{46}, σ_{45}, σ_{50}, σ_{58}, σ_{56}\} and the binomials \{σ_{68}σ_{6}σ_{10} - σ_{66}σ_{8}σ_{10}, σ_{24}σ_{5}σ_{10} - σ_{22}σ_{5}σ_{9}, σ_{55}σ_{79}\} are obtained from the generating set of I_{G_2} after removing the indeterminates \{σ_{ij} : i, j \in S\}. The indeterminates \{σ_{15}, σ_{14}, σ_{26}, σ_{24}, σ_{210}, σ_{36}, σ_{35}, σ_{16}, σ_{34}\} correspond to the third set of generators which are indeterminates of the form \{σ_{ij} : i \in V(G_1) \setminus S, j \in V(G_2) \setminus S\}. In this example, there are no generators of the form

\{σ_{ij} : i, j \in S\} such that there is no trek between i and j.

If we add the extra condition in Theorem 4.3 that both I_{G_1} and I_{G_2} are toric, then we get the following result:

**Corollary 4.5.** Let G_1 and G_2 be two DAGs. Let S be the set of common sinks in G_1 and G_2. Let G be the DAG obtained after gluing G_1 and G_2 at the sinks. Suppose that for each pair of vertices i, j \in S, either all treks between i and j lie in G_1 or all treks between i and j lie in G_2.

i) If I_{G_1} and I_{G_2} are toric, then I_G is also toric.

ii) If I_{G_1} = ST_{G_1} and I_{G_2} = ST_{G_2}, then I_G is also equal to ST_G.

**Proof.** Part i) follows directly from Theorem 4.3 since the generating set will be a union of a set of indeterminates and a collection of binomials. For part ii), the shortest trek map ψ_G has the same structure as φ_G as shown in the proof of Theorem 4.3. □

We now look at a simple construction where instead of gluing two DAGs at the sinks, we add a new sink vertex to an existing DAG G. We show that the new DAG G’ has the same vanishing ideal as the existing one.

**Theorem 4.6.** Let G be any arbitrary DAG. Construct a new DAG G’ from G, where we add another vertex s and all edges i \rightarrow s for i \in V(G). Then

\[ I_{G'} = I_G \cdot \mathbb{C}[σ_{ij} : i, j \in V(G) \cup \{s\}] \]

**Proof.** Let G have n vertices and e edges. From the construction, we know that G’ has n + 1 vertices and e + n edges. Since the new vertex s is a sink, none of the treks between any two vertices i, j \in V(G’) \setminus \{s\} can pass through s. Further, as s is connected to every vertex of G, the image of σ_{is} has a monomial of the form a_iλ_i for all i \in G. Thus, the map φ_{G’} can be written as

\[ φ_{G'}(σ_{ij}) = \begin{cases} φ_G(σ_{ij}) : i, j \in V(G) \\ a_iλ_is + \text{other terms} : i \in V(G), j = s \\ a_s : i = j = s. \end{cases} \]

Since φ_G(σ_{ij}) = φ_{G'}(σ_{ij}) for all i, j \in V(G’) \setminus \{s\}, it is clear that I_G \subseteq I_{G'}.

In order to show that I_{G'} = I_G \cdot \mathbb{C}[σ_{ij} : i, j \in V(G) \cup \{s\}], we look at the dimension of the two ideals. We know that the dimension of I_G is n + e, whereas the dimension of I_{G'} \subseteq \mathbb{C}[σ_{ij} : i, j \in V(G')] is (n + 1) + (e + n) = 2n + e + 1. The only new indeterminates present in \mathbb{C}[σ_{ij} : i, j \in V(G')] are the indeterminates of the form σ_{is} : i \in V(G’). So, the dimension of I_G in \mathbb{C}[σ_{ij} : i, j \in V(G')] is n + e + (n + 1), which equals the dimension of I_{G'}.

But as I_G \subseteq I_{G'} and both ideals are prime, we can conclude that I_G = I_{G’}. □
Again, if we add the extra condition that \( I_G \) is toric in Theorem 4.6, then we get the following result:

**Corollary 4.7.** Let \( G \) be any arbitrary DAG. Construct a new DAG \( G' \) from \( G \), where we add another vertex \( s \) and all edges \( i \to s \) for \( i \in V(G) \).

i) If \( I_G \) is toric, then \( I_{G'} \) is also toric.

ii) If \( I_G = ST_G \), then \( I_{G'} \) is also equal to \( ST_{G'} \) and hence is toric.

**Proof.** For part i), since the two ideals have the same generating set, then they are both toric.

For part ii), using the same argument as in the Proof of Theorem 4.6, the shortest trek map \( \psi_{G'} \) can be written as

\[
\psi_{G'}(\sigma_{ij}) = \begin{cases} 
\psi_G(\sigma_{ij}) : i, j \in V(G) \\
ap_i\lambda_{is} : i \in V(G), j = s \\
a_s : i = j = s.
\end{cases}
\]

So it is clear that \( ST_G \subseteq ST_{G'} \). Now, the indeterminate \( \lambda_{is} \) only appears in the image of \( \sigma_{is} \) for all \( i \in V(G) \). Similarly, the indeterminate \( a_s \) only appears in the image of \( \sigma_{ss} \). This implies that the indeterminates of the form \( \sigma_{is}, i \in V(G') \) can not appear in any generators of \( ST_{G'} \). Thus \( ST_{G'} = ST_G \cdot \mathbb{C}[\sigma_{ij} : i, j \in V(G) \cup \{s\}] \) as well, so \( I_{G'} = ST_{G'} \).

**Example 4.8.** Let \( G \) be a DAG with four vertices as shown in Figure 8. From Example 2.11, we know that \( I_G \) is a toric ideal. Now, we add another vertex \( \{5\} \) to \( G \) and connect all the existing vertices to 5 by edges pointing towards 5. Here 5 is the sink in the new DAG \( G' \). Computing the vanishing ideal of \( G' \) gives us that \( I_{G'} \) has the same generating set as \( I_G \).

To this point, we have described three ways to construct DAGs from smaller DAGs that preserve the toric property: safe gluing, gluing at sinks, and adding a new sink. We believe that these are the only possible operations that could be done to construct such DAGs. We know that the vanishing ideal of a complete DAG is zero and hence is toric. So starting with those examples as a base case, we can combine these three operations to get many more examples of DAGs with toric vanishing ideals. We explain this idea with an example.
Example 4.9. Let $G$ be the DAG as shown in Figure 9. Computing the vanishing ideal gives us that

$$I_G = \langle \sigma_{5,6}, \sigma_{4,7}, \sigma_{4,6}, \sigma_{3,8}, \sigma_{3,6}, \sigma_{3,4}, \sigma_{2,8}, \sigma_{2,6}, \sigma_{2,4}, \sigma_{1,8}, \sigma_{1,6}, \sigma_{1,4}, \sigma_{6,7}\sigma_{6,8} - \sigma_{6,6}\sigma_{7,8},$$

$$\sigma_{4,5}\sigma_{4,8} - \sigma_{4,4}\sigma_{5,8}, \sigma_{2,5}\sigma_{3,7} - \sigma_{2,3}\sigma_{5,7}, \sigma_{1,7}\sigma_{3,5} - \sigma_{1,3}\sigma_{5,7}, \sigma_{2,5}\sigma_{2,7} - \sigma_{2,2}\sigma_{5,7},$$

$$\sigma_{2,3}\sigma_{2,7} - \sigma_{2,2}\sigma_{3,7}, \sigma_{1,7}\sigma_{2,5} - \sigma_{1,2}\sigma_{5,7}, \sigma_{1,3}\sigma_{2,5} - \sigma_{1,2}\sigma_{3,5}, \sigma_{1,7}\sigma_{2,3} - \sigma_{1,2}\sigma_{3,7},$$

$$\sigma_{1,7}\sigma_{2,2} - \sigma_{1,2}\sigma_{2,7}, \sigma_{1,5}\sigma_{1,7} - \sigma_{1,1}\sigma_{5,7}, \sigma_{1,3}\sigma_{1,5} - \sigma_{1,1}\sigma_{3,5}, \sigma_{1,2}\sigma_{1,5} - \sigma_{1,1}\sigma_{2,5} \rangle.$$

Now, we show that $G$ can be obtained as a combination of safe gluing, gluing at sinks, and adding a new sink starting from complete DAGs. Let $G_1$ be the DAG with vertices $\{1, 2\}$. Then the vertex 3 can be considered as adding a new sink to $G_1$ to form $G_2$. So, $G_2$ is the DAG with vertices $\{1, 2, 3\}$ and $I_{G_2}$ is toric.

Let $G_3$ be the complete DAG with vertices $\{2, 7\}$. Then we can make a safe gluing of $G_2$ with $G_3$ to get $G_4$ as 2 is a choke point between $\{1, 2, 3\}$ and $\{2, 7\}$. Similarly, if $G_5$ is the complete DAG with vertices $\{1, 5\}$, then we can make another safe gluing of $G_4$ with $G_5$ to form $G_6$. Observe that $G_6$ has three sinks, which are 3, 7, and 5.

Let $G_7, G_8, G_9$ and $G_{10}$ be the complete DAGs with vertices $\{6, 7\}, \{6, 8\}, \{4, 8\}$ and $\{4, 5\}$ respectively. Then we can perform multiple safe gluings of these four DAGs to get $G_{11}$ with vertices $\{4, 5, 6, 7, 8\}$. It can be seen that 5 and 7 are the two sinks in $G_{11}$. So, finally we can glue $G_6$ and $G_{11}$ at the set of common sinks, i.e., 5 and 7. As there exist only one trek between 5 and 7 and that lies in $G_6$, we can conclude that the final DAG $G$ obtained after gluing $G_6$ and $G_{11}$ at the sinks must have a toric vanishing ideal.

5. The shortest trek ideal

The shortest trek ideal $ST_G$ appears to play an important role in the problem of classifying those DAGs whose vanishing ideal is toric. For this reason, we focus on purely combinatorial properties of this ideal in this section. In particular, we prove our main result, Theorem 5.14, that if $ST_{G_1}$ equals $CI_{G_1}$ and $ST_{G_2}$ equals $CI_{G_2}$, then $ST_G$ equals $CI_G$ where $G$ is a safe gluing of $G_1$ and $G_2$. This result provides further evidence for Conjecture 3.13.

We begin with exploring the structure of the shortest trek map.

Proposition 5.1. Let $G$ be a DAG such that the shortest trek ideal $ST_G$ exists. Then the dimension of $ST_G$ is $n + e$, the number of vertices plus the number of edges.
Theorem 5.2. The graphs for the shortest trek maps.

This collection of expressions

\[ \{a_i : i \in V(G)\} \cup \{a_i \lambda_{ij} : i \rightarrow j \in E(G)\} \]

is algebraically independent, and has cardinality \(n + e\) which gives a lower bound for the dimension of \(ST_G\).

As \(\psi_G\) is a monomial map, there is a corresponding matrix \(M\), whose columns are the exponent vectors in the monomials \(\psi_G(\sigma_{ij})\). So \(ST_G\) is the toric ideal of the matrix \(M\) as

\[ \psi_G(\sigma^u) = t^{Mu}, \]

where \(\sigma = (\sigma_{11}, \sigma_{12}, \ldots, \sigma_{nn})\) and \(t = (a_1, a_2, \ldots, a_n, \lambda_{12}, \ldots, \lambda_{n-1n})\). This matrix will be useful in proving some properties of the ideal \(ST_G\).

To prove results about the generating sets of toric ideals, it is useful to consider the notion of a fiber graph. For any vector \(b \in \mathbb{N}^{(n+e)}\), the fiber of \(M\) over \(b\) is defined as

\[ M^{-1}(b) = \{u \in \mathbb{N}^{(n^2+n)}/2 : Mu = b\}. \]

As the columns of \(M\) are non-zero and non-negative, \(M^{-1}(b)\) is always finite for any \(b \in \mathbb{N}^{(n+e)}\). Let \(\mathcal{F}\) be any finite subset of \(\ker_G(M)\). The fiber graph \(M^{-1}(b)\) is defined as follows:

i) The nodes of this graph are the elements of \(M^{-1}(b)\).

ii) Two nodes \(u\) and \(u'\) are connected by an edge if \(u - u' \in \mathcal{F}\) or \(u' - u \in \mathcal{F}\).

The fundamental theorem of Markov bases connects the generating sets of toric ideals to connectivity properties of the fiber graphs. We state this explicitly in the case of the fiber graphs for the shortest trek maps.

Theorem 5.2. [6] Thm 5.3] Let \(\mathcal{F} \subseteq \ker_G(M)\). The graphs \(M^{-1}(b)\) are connected for all \(b\) such that \(M^{-1}(b)\) is nonempty, if and only if the set \(\{\sigma^v - \sigma^{v'} : v \in \mathcal{F}\}\) generates the toric ideal \(ST_G\).

Now we relate the toric ideal \(ST_G\) to some other familiar toric ideals that are studied in the combinatorial algebra literature. These results will be useful for proving results on the generators of \(ST_G\).

Definition 5.3. We define a map called the end point map \(\eta_G\) as follows:

\[ \eta_G : \mathbb{C}[\sigma_{ij} : 1 \leq i \leq j \leq n] \rightarrow \mathbb{C}[d_1, \ldots, d_n] \]

\[ \sigma_{ij} \mapsto \begin{cases} d_id_j & \text{if there is a trek from } i \text{ to } j \\ 0 & \text{otherwise} \end{cases} \]

As \(\eta_G\) is also a monomial map, \(\ker(\eta_G)\) is a toric ideal.

Lemma 5.4. For any given DAG \(G\) where the shortest trek map \(\psi_G\) is well defined, \(ST_G \subseteq \ker(\eta_G)\).

Proof. Let \(M\) and \(N\) be the matrices corresponding to the maps \(\psi_G\) and \(\eta_G\) respectively. Note that we can ignore all pairs \(i, j\) where there is no trek between \(i\) and \(j\), as these \(\sigma_{ij}\) map to zero under both the simple trek rule and the shortest trek map. It is enough to show that the row space of \(N\) is contained in the row space of \(M\). We construct a matrix \(M_1\) as follows:

i) \(M_1\) is an \(n \times (n + |E|)\) matrix, where the rows correspond to the vertices of \(G\) (i.e., the indeterminates \(d_i\)) and the columns correspond to the vertices and edges of \(G\) (i.e., the indeterminates \(a_i\) and \(\lambda_{ij}\)).
ii) For every vertex indeterminate \( a_i \), the corresponding column is \( 2e_i \) and for every edge indeterminate \( \lambda_{ij} \), the corresponding column is \( -e_i + e_j \), where \( e_i \) is the \( i \)th standard unit vector.

Now, let \( \psi_G(\sigma_{ij}) = a_k \lambda_{k_1} \lambda_{k_2} \cdots \lambda_{k_j} \lambda_{j_1}^2 \lambda_{j_2} \cdots \lambda_{j_k} \), where \( k \) is the topmost vertex within the shortest trek \( i \leftrightarrow j \). As \( \psi_G(\sigma_{ij}) = t^{Mu_{ij}} \) where \( \sigma^{u_{ij}} = \sigma_{ij} \), we have

\[
M_1Mu_{ij} = 2e_k - e_k + e_{i_1} - e_{i_1} + e_{i_2} - \cdots - e_{i_s} + e_i - e_k + e_{j_1} - e_{j_1} + e_{j_2} - \cdots - e_{j_t} + e_j = e_i + e_j = Nu_{ij},
\]

for all \( u_{ij}, 1 \leq i \leq j \leq n \). This implies that \( N = M_1M \), which shows that \( N \) is contained in the row space of \( M \) and thus completes the proof. \( \square \)

A consequence of Lemma 5.4 is that the ideal \( ST_G \) is homogeneous with respect to the grading by indices. So, if \( \sigma^u - \sigma^v \) is in \( ST_G \), and all indeterminates involved correspond to actual treks, then, for each \( i \), the index \( i \) appears the same number of times in both \( \sigma^u \) and \( \sigma^v \). For example, it is not possible that \( \sigma_{11} \sigma_{23} - \sigma_{13} \sigma_{24} \) is in any shortest trek ideal (unless some of these indeterminates correspond to pairs of vertices that are not connected by treks).

Remark. Since the \( \sigma_{ij} \) corresponding to pairs of vertices \( i \) and \( j \) with no trek between them always appear as generators in the ideal \( ST_G \), we need a way to ignore those terms when speaking about binomials in \( ST_G \). Henceforth, when we speak of a binomial \( \sigma^u - \sigma^v \) in \( ST_G \), we assume that all indeterminates appearing in this binomial actually correspond to treks in \( G \).

For a DAG \( G \) if we want to show that \( ST_G \) equals \( CI_G \), it is enough to show that the set of \( 2 \times 2 \) minors of \( \Sigma_{AUC,BUC} \) for all possible \( d \)-separations of \( G \) form a generating set for \( ST_G \). By using Theorem 5.2, this is equivalent to show that the graphs \( M^{-1}(b)_F \) is connected for all \( b \), where \( F \) is the set of all \( 2 \times 2 \) minors of \( \Sigma_{AUC,BUC} \) in the vector form, for all possible \( d \)-separations of \( G \). Now, for a fixed \( b \), let \( u, v \in M^{-1}(b)_F \). This implies that both \( Mu \) and \( Mv \) are equal to \( b \), which gives us \( \psi_G(\sigma^u - \sigma^v) = 0 \). Therefore, it is enough to show that for any \( f = \sigma^u - \sigma^v \in ST_G \), \( \sigma^u \) and \( \sigma^v \) are connected by the moves in \( F \).

Now, for a DAG \( G \) with \( n \) vertices, let \( u \in N^{(n^2+n)/2} \) be a node in the graph of \( M^{-1}(b)_F \). We in turn, represent this \( u \), or equivalently the monomial \( \sigma^u \), as a multi-digraph in the following way: For each factor \( \sigma_{ij} \) we draw all edges in the shortest trek \( i \leftrightarrow j \) along \( G \) with highlighting the top vertices. For each \( \sigma_{ij} \) we highlight that it is a top vertex.

Let \( \deg(\sigma^u) \) denote the degree of a vertex \( i \) in \( \sigma^u \) which is defined to be the number of end points of paths in \( \sigma^u \). We count the loops corresponding to \( \sigma_{ii} \) as having two endpoints at \( i \). If \( f = \sigma^u - \sigma^v \) is a homogeneous binomial in \( ST_G \), then \( \psi_G(\sigma^u) = \psi_G(\sigma^v) \) if and only if the following conditions are satisfied:

i) The graphs of \( \sigma^u \) and \( \sigma^v \) both have the same number of treks (as \( f \) is homogeneous),

ii) The graphs of \( \sigma^u \) and \( \sigma^v \) have the same number of edges between any two adjacent vertices \( i \) and \( j \) (as the exponent of \( \lambda_{ij} \) in \( \psi_G(\sigma^u) \) gives the number of edges between \( i \) and \( j \) in the graph of \( \sigma^u \)),

iii) The multiset of top vertices in both graphs is the same,

iv) The degree of any vertex in both the graphs is the same (as \( ST_G \) is contained in the kernel of \( \eta_G \) by Lemma 5.4).

Example 5.5. Let \( G \) be the DAG as shown in Figure 10. From Example 2.13 (ii), we know that

\[
I_G = ST_G = CI_G = \langle \sigma_{12} \sigma_{23} - \sigma_{13} \sigma_{22}, \sigma_{12} \sigma_{24} - \sigma_{14} \sigma_{22}, \sigma_{13} \sigma_{24} - \sigma_{14} \sigma_{23} \rangle.
\]
So, by Theorem 5.2, we know that $\sigma^u$ and $\sigma^v$ are connected by the moves in $F$ for any $\sigma^u - \sigma^v \in ST_G$, where $F$ is the set of $2 \times 2$ minors of $\Sigma_{A \cup C,B \cup C}$ in the vector form for all possible $d$-separations of $G$. Now, let $f = \sigma^u - \sigma^v = \sigma_{12}^2\sigma_{24}\sigma_{23} - \sigma_{22}^2\sigma_{13}\sigma_{14} \in ST_G$.

The multi-digraphs of $\sigma^u$ and $\sigma^v$ are as shown in Figure 11. Observe that the graphs of both $\sigma^u$ and $\sigma^v$ have four treks each. The number of edges $1 \rightarrow 2$, $2 \rightarrow 3$ and $2 \rightarrow 4$ are 2, 1 and 1 respectively in both the graphs. Further, the degree of each vertex $\{1\}$, $\{2\}$, $\{3\}$ and $\{4\}$ are also 2, 4, 1 and 1 respectively in both the graphs.

We can reach from $\sigma^u$ to $\sigma^v$ by first applying the move which takes $\sigma_{12}\sigma_{24}$ to $\sigma_{22}\sigma_{14}$ and then applying the move which takes $\sigma_{12}\sigma_{23}$ to $\sigma_{13}\sigma_{22}$.

**Lemma 5.6.** Let $G$ be a safe gluing of $G_1$ and $G_2$ such that $ST_{G_1} = CI_{G_1}$ and $ST_{G_2} = CI_{G_2}$. Then the set of all the $2 \times 2$ minors of $\Sigma_{A \cup C,B \cup C}$ lie in $ST_G$, where $A = V(G_1) \setminus C$ and $B = V(G_2) \setminus C$.

**Proof.** Let $M$ be the set of all the $2 \times 2$ minors of $\Sigma_{A \cup C,B \cup C}$. These minors correspond to the separation criterion that $\{c\}$ $d$-separates $A$ from $B$. Every element in $M$ is of the form $\sigma_{ij}\sigma_{kl} - \sigma_{il}\sigma_{kj}$, where $i,l \in A \cup c$ and $j,k \in B \cup c$. Now, if all the four shortest treks $i \leftrightarrow j$, $k \leftrightarrow l$, $i \leftrightarrow l$ and $k \leftrightarrow j$ contain $c$, then each of these four treks can be decomposed as

$$
i \leftrightarrow j = i \leftrightarrow c \cup c \leftrightarrow j,$$

$$k \leftrightarrow l = k \leftrightarrow c \cup c \leftrightarrow l,$$

$$i \leftrightarrow l = i \leftrightarrow c \cup c \leftrightarrow l,$$

$$k \leftrightarrow j = k \leftrightarrow c \cup c \leftrightarrow j.$$

From this decomposition, it is clear that $\sigma_{ij}\sigma_{kl}$ covers the same set of edges as $\sigma_{il}\sigma_{kj}$ and hence $\sigma_{ij}\sigma_{kl} - \sigma_{il}\sigma_{kj} \in ST_G$.

If one of these four shortest treks does not pass through $c$, then we cannot have a decomposition as above and hence cannot imply that the binomial lies in $ST_G$. Thus, we need to show that such a binomial does not appear in $M$.

Let $f = \sigma_{ij}\sigma_{kl} - \sigma_{il}\sigma_{kj}$, where $i,l \in A \cup c$, $j \in B \cup c$ and the shortest trek $i \leftrightarrow l$ does not pass through $c$. Then the two monomials $\sigma_{ij}\sigma_{kl}$ and $\sigma_{il}\sigma_{kj}$ do not preserve the number of edges
between adjacent vertices. To illustrate this, let us consider the vertex $c'$ which is adjacent to $c$ and lies in $i \leftrightarrow c$ (Fig 12 (i)). (The shortest trek $i \leftrightarrow l$ here passes through the dashed line.) We observe that the multi-digraph of $\sigma_{ij}\sigma_{kl}$ contains the edge $c' \rightarrow c$ but the multi-digraph of $\sigma_{il}\sigma_{kj}$ does not contain $c' \rightarrow c$ as $i \leftrightarrow l$ does not pass through $c$. So, we need to show that $f \notin M$.

Now, all the possible options for DAGs which could fit in the above situation can be classified into two categories. This categorization is independent of the directions in $c \leftrightarrow k$ and $c \leftrightarrow j$ and is as follows:

Case I: The path between $i$ and $j$ containing $c$ has a collider at $c$:

We illustrate this case in Fig 12, (i). Here, the shortest trek $i \leftrightarrow l$ is the trek which passes through the dashed line. Observe that $c$ can $d$-separate $i$ from $j$ and $k$ from $l$. Similarly, any vertex which lies in $c_1 \leftrightarrow c_2$ can $d$-separate $i$ from $j$ and $k$ from $l$ simultaneously. So, there does not exist any $2 \times 2$ minor in $M$ where $\sigma_{il}$ and $\sigma_{ij}$ or $\sigma_{kl}$ can occur together.

Case II: The path between $i$ and $j$ containing $c$ does not have a collider at $c$:

In this case (Fig 12, (ii)), we see that $c$ alone cannot $d$-separate $i$ and $l$. So, we cannot have a binomial in $M$ with $\sigma_{il}$ as one of its terms.

Hence we can conclude that every element in $M$ lies in $ST_G$. □

Suppose that $G$ can be written as a safe gluing of $G_1$ and $G_2$ at an $N$-clique. We define a map $\rho_{G_1} : V(G) \rightarrow V(G_1)$ as follows:

$$\rho_{G_1}(i) = \begin{cases} i & i \in V(G_1) \\ c & i \in V(G_2) \setminus C \end{cases}$$

where $C$ is the clique at which $G_1$ and $G_2$ are glued and $c$ is the special vertex in $C$. We can lift $\rho_{G_1}$ as a map between from $C[\Sigma]$ to itself by the rule $\rho_{G_1}(\sigma_{ij}) = \sigma_{\rho_{G_1}(i)\rho_{G_1}(j)}$.

For a vector $u \in \mathbb{N}^{(n+1)/2}$, let $u_{G_1}$ be the vector that extracts all the coordinates that correspond to the shortest treks that do not lie within $G_2$. That is,

$$u_{G_1}(ij) = \begin{cases} 0 & i, j \in G_2 \setminus C \\ u(ij) & \text{otherwise} \end{cases}$$

Then we have the following result.

**Proposition 5.7.** Let $G$ be a safe gluing of $G_1$ and $G_2$, with the map $\rho_{G_1}$ defined as above. Suppose that $\sigma^u - \sigma^v \in ST_G$ and this binomial only involves $\sigma_{ij}$ indeterminates corresponding to treks. Then

$$\psi_{G_1}(\rho_{G_1}(\sigma^u_{G_1})) - \psi_{G_1}(\rho_{G_1}(\sigma^v_{G_1})) = 0.$$
Note that we use the notation $\psi_{G_1}$ to denote the shortest trek map associated to the graph $G_1$. However, the map $\psi_G$ can also be used since that will give the same result.

**Proof.** We have

$$\rho_{G_1}(\sigma_{ij}) = \begin{cases} 
\sigma_{ij} & i, j \in V(G_1) \\
\sigma_{ic} & i \in V(G_1) \text{ and } j \in V(G_2) \setminus C
\end{cases}$$

We know that $\sigma^u$ and $\sigma^v$ have the same number of treks. Also, the degree of each vertex and the number of edges between any two adjacent vertices is the same. Moreover, the power of each $a_i$ (which corresponds to the source of every trek) is also the same. So, it is enough to show that $\rho_{G_1}(\sigma^{uc_1})$ and $\rho_{G_1}(\sigma^{vc_1})$ have the same number of treks (which corresponds to the sum of all the powers of $a_i, i \in V(G_1)$ in the image) and the number of edges between any two adjacent vertices (which we refer to as the degree of the edge) is also the same.

From the vector $u_{G_1}$ and the map $\rho_{G_1}$, we see that the treks in $\sigma^u$ of the form $i \leftrightarrow j$ are converted to $i \leftrightarrow c$, where $i \in V(G_1)$ and $j \in V(G_2) \setminus C$. As $i \leftrightarrow j$ and $i \leftrightarrow c$ have the same edges within $G_1$, they do not change the degree of any edge within $G_1$. So, the degree of each edge in $G_1$ is the same in both $\sigma^u$ and $\rho_{G_1}(\sigma^{uc_1})$ and hence is the same in $\rho_{G_1}(\sigma^{vc_1})$.

Now all we need to show is that the power of each $a_i$ is the same in both $\rho_{G_1}(\sigma^{uc_1})$ and $\rho_{G_1}(\sigma^{vc_1})$ for each $i \in G_1$. We observe that for every vertex $i \in V(G_1) \setminus \{c\}$, the number of treks in $\rho_{G_1}(\sigma^{uc_1})$ with source $a_i$ remain the same as that in $\sigma^u$. The only change that can occur in $\rho_{G_1}(\sigma^{uc_1})$ is the number of treks with source $c$. There are four types of treks in which $c$ can be the source:

i) treks of the form $c \leftrightarrow i$, where $i \in V(G_1) \setminus C$,

ii) treks of the form $c \leftrightarrow j$, where $j \in V(G_2) \setminus C$,

iii) treks of the form $i \leftrightarrow j$, where $i \in V(G_1) \setminus C$ and $j \in V(G_2) \setminus C$,

iv) $c \leftrightarrow c_1, c_i \in C$.

**Case I:** The source of each trek of the form $i \leftrightarrow j$ with $i \in G_1$ and $j \in G_2$ lies in $G_1$:

In this case, the treks of the form (i) and (iv) remain as it is whereas the treks of the form (ii) and (iii) are converted into $c \leftrightarrow c$ and $c \leftrightarrow i$ respectively, keeping the source of the treks as $c$. As all the sources lie within $G_1$, there are no treks of the form $i \leftrightarrow j, i \in G_1, j \in V(G_2) \setminus C$ with source in $G_2$ which could increase the power of $a_c$ in the image. Hence, the power of $a_c$ is preserved.

**Case II:** The source of each trek of the form $i \leftrightarrow j$ with $i \in G_1$ and $j \in G_2$ lies in $G_2$:

In this case, the existing treks with source $c$ continue to contribute to the power of $a_c$ as in Case I. But, there is a possibility of increasing the power of $a_c$ in $\rho_{G_1}(\sigma^{uc_1})$ as the treks of the form $i \leftrightarrow j, i \in V(G_1), j \in V(G_2) \setminus C$ with source in $V(G_2) \setminus C$ are converted to $c \leftrightarrow i$ with source $c$. So, we need to show here that the increase in the power of $a_c$ remains the same in both $\rho_{G_1}(\sigma^{uc_1})$ and $\rho_{G_1}(\sigma^{vc_1})$.

We count the number of indeterminates of the form $\lambda_{dc}$ (i.e., $d < c$) in the image of $\sigma^u$. This precisely gives us the number of the treks of the form $i \leftrightarrow j, i \in V(G_1), j \in V(G_2) \setminus C$ with source in $V(G_2) \setminus C$. This is because of the fact that if $\lambda_{ic}$ occurs in the image of $\sigma^u$ with $i \in V(G_1) \setminus C$, then it would imply that $\sigma^u$ has a trek which has an edge $i \rightarrow c, i \in V(G_1)$. This would mean the of treks of the form $i \leftrightarrow j, i \in V(G_1), j \in V(G_2) \setminus C$ cannot have source in $G_2$. As the number of indeterminates of the form $\lambda_{dc}$ is the same in both $\sigma^u$ and $\sigma^v$, we can conclude that the increase in the power of $a_c$ remains the same in $\rho_{G_1}(\sigma^{uc_1})$ and $\rho_{G_1}(\sigma^{vc_1})$.

So, $\psi_{G_1}(\rho_{G_1}(\sigma^{uc_1})) - \psi_{G_1}(\rho_{G_1}(\sigma^{vc_1})) = 0.$

**Definition 5.8.** Let $G$ be a safe gluing of $G_1$ and $G_2$ with $ST_{G_1} = CI_{G_1}$ and $ST_{G_2} = CI_{G_2}$. Then the lifting of any binomial $f = \sigma_{i'j'}\sigma_{k'\ell'} - \sigma_{i\ell'}\sigma_{k'j'} \in CI_{G_1}$ is defined as the set of binomials
having the following form:

\[
\text{lift}(f) = \begin{cases} 
\sigma_{i'j'}\sigma_{kl'} - \sigma_{i'l'}\sigma_{k'j'} & i', j', k', l' \in V(G_1) \setminus \{c\} \\
\sigma_{i'j}\sigma_{k'l'} - \sigma_{i'j}\sigma_{k'l} & j' = c \text{ and for any } j \in V(G_2) \setminus D \text{ with } i' \leftrightarrow c \nleftrightarrow i' \leftrightarrow j \\
\sigma_{i'j}\sigma_{k'l} - \sigma_{i'j}\sigma_{kl} & l' = c \text{ and for any } l \in V(G_2) \setminus D \text{ with } k' \leftrightarrow c \nleftrightarrow k' \leftrightarrow l \\
\sigma_{i'q}\sigma_{pq} - \sigma_{i'l'}\sigma_{pq} & j' = k' = c \text{ and for any } p, q \in V(G_2) \setminus D \text{ with } i' \leftrightarrow c \nleftrightarrow p, c \nleftrightarrow l' \nleftrightarrow q \nleftrightarrow l' \text{ and } c \in p \nleftrightarrow q 
\end{cases}
\]

We can similarly define the lift operation for binomials in $CI_{G_2}$. From the definition above, lift$(f)$ is not necessarily unique and can be lifted to multiple binomials. The lift operation can be seen as an inverse of the map $\rho_{G_1}$ (or $\rho_{G_2}$, although the $\rho_{G_i}$ maps are not invertible). In the next lemma, we show that the set of all binomials in lift$(f)$ lies in $CI_G$ and also in $ST_G$ for any $f = \sigma_{i'j'}\sigma_{kl'} - \sigma_{i'l'}\sigma_{k'j'} \in CI_{G_1}$.

**Lemma 5.9.** Let $f$ be any binomial in $CI_{G_1}$ of the form $\sigma_{i'j'}\sigma_{kl'} - \sigma_{i'l'}\sigma_{k'j'} \in CI_{G_1}$. Then the set of all binomials in lift$(f)$ lies in both $CI_G$ and $ST_G$.

**Proof.**

i) We first show that lift$(f) \in CI_G$ for all the four cases given in the definition of lift.

a) In the first case, as $CI_{G_1} \subseteq CI_G$, $\sigma_{i'j'}\sigma_{kl'} - \sigma_{i'l'}\sigma_{k'j'} \in CI_G$ when $i', j', k', l' \in V(G_1) \setminus \{c\}$.

b) When $j' = c$ and $i', k', l' \in V(G_1) \setminus \{c\}$, then $f \in CI_{G_1}$ implies that $\{l'\}$ $d$-separates $\{i', k'\}$ from $\{c\}$ (or $\{i'\}$ $d$-separates $\{k'\}$ from $\{l', c\}$). Now, as every trek from $i'$ and $k'$ to any vertex in $V(G_2) \setminus C$ passes through $\{c\}$, we can conclude that $\{l'\}$ $d$-separates $\{i', k'\}$ from $\{l', c\}$.

c) A similar argument as in (b) follows here.

d) When $j' = k' = c$ and $p \leftrightarrow q$, then we know that every trek from $i'$ to $q$ passes through $c$. Similarly, every trek from $l'$ to $p$ passes through $c$. Further, as $\sigma_{i'c}\sigma_{kl'} - \sigma_{i'c}\sigma_{kl} \in CI_{G_1}$, we know that $\{c\}$ $d$-separates $\{i', l'\}$ from $\{l', c\}$. From the definition of lift, we know that $c$ lies in $p \leftrightarrow q$. But as $CI_{G_2} = SP_{G_2}$, we can also say that $\{c\}$ $d$-separates $\{p\}$ from $\{q\}$. Combining all the separations, we have that $\{c\}$ $d$-separates $\{i', p\}$ from $\{l', q\}$ and hence $\sigma_{i'p}\sigma_{kl'} - \sigma_{i'p}\sigma_{pq} \in CI_G$.

ii) In each case above, the $d$-separation criterion forces all the four shortest treks of each binomial to pass through a particular vertex. So, a decomposition similar to the one shown in the proof of Lemma 5.10 is always possible and hence lift$(f) \in ST_G$ for all the four cases.

**Lemma 5.10.** Let $G$ be a safe gluing of $G_1$ and $G_2$, with the map $\rho_{G_1}$ defined as above. Suppose that $\sigma^u - \sigma^v \in ST_G$ and this binomial only involves $\sigma_{ij}$ indeterminates corresponding to treks. Suppose that $ST_{G_1} = CI_{G_1}$. Then, there is a set of quadratic moves in $CI_G$ that will transform $\sigma^u$ into a monomial $\sigma^{u'}$ such that $\rho_{G_1}(\sigma^{u'}) = \rho_{G_1}(\sigma^v)$.

**Proof.** Since $ST_{G_1}$ equals $CI_{G_1}$, by Theorem 5.2, we know that either $\rho_{G_1}(\sigma^{u_{G_1}})$ is equal to $\rho_{G_2}(\sigma^{v_{G_2}})$ or we can reach from $\rho_{G_1}(\sigma^{u_{G_1}})$ to $\rho_{G_1}(\sigma^{v_{G_2}})$ by making a finite set of moves from the set of $2 \times 2$ minors of $\Sigma_{U_{G_1}, B_{G_1}, C_{G_1}}$, for all possible $d$-separations of $G_1$.

By using the map $\rho_{G_1}$ we lift each move each move $\sigma_{i'j'}\sigma_{kl'} - \sigma_{i'l'}\sigma_{k'j'}$ in $G_1$ to a corresponding move $\sigma_{ij}\sigma_{kl} - \sigma_{il}\sigma_{kj}$ in $G$, where

$$
\rho_{G_1}(\sigma_{ij}) = \sigma_{i'j'}, \quad \rho_{G_1}(\sigma_{kl}) = \sigma_{kl'}, \quad \rho_{G_1}(\sigma_{il}) = \sigma_{il'} \quad \text{and} \quad \rho_{G_1}(\sigma_{kj}) = \sigma_{k'j'}.
$$

These moves take $\sigma^u$ to $\sigma^{u'}$ for some $u'$ such that $\sigma^{u'}$ and $\sigma^v$ have the same subgraph within $G_1$.

We illustrate the technique used in the proof with an example.
Example 5.11. Let \( G = \{1 \to 2, 1 \to 4, 1 \to 6, 1 \to 8, 2 \to 3, 4 \to 5, 6 \to 7, 8 \to 9\} \) be a DAG with \( V(G_1) = \{1, 2, 3, 6, 7\} \) and \( V(G_2) = \{1, 4, 5, 8, 9\} \). Let
\[
f = \sigma^u - \sigma^v = \sigma_{56}\sigma_{47}\sigma_{67}\sigma_{28} - \sigma_{66}\sigma_{27}\sigma_{57}\sigma_{48} \in ST_G.
\]
Then \( \rho_{G_1}(\sigma^u_{G_1}) = \sigma_{16}\sigma_{17}\sigma_{67}\sigma_{12} \) we take
\[
m_1 = \sigma_{16}\sigma_{67} - \sigma_{66}\sigma_{17} \in CI_G
\]
as the first move which takes \( \rho_{G_1}(\sigma^u_{G_1}) \) to \( \sigma_{66}\sigma_{17}\sigma_{12} \). As
\[
\rho_{G_1}(\sigma_{56}\sigma_{67} - \sigma_{66}\sigma_{57}) = \sigma_{16}\sigma_{67} - \sigma_{66}\sigma_{17},
\]
we lift \( m_1 \) to \( m'_1 = \sigma_{56}\sigma_{67} - \sigma_{66}\sigma_{57} \in CI_G \). Now, we take
\[
m_2 = \sigma_{17}\sigma_{12} - \sigma_{27}\sigma_{11} \in CI_G
\]
as the second move which takes \( \sigma_{66}\sigma_{17}\sigma_{12} \) to \( \sigma_{66}\sigma_{17}\sigma_{27}\sigma_{11} \). Further, as
\[
\rho_{G_1}(\sigma_{47}\sigma_{28} - \sigma_{27}\sigma_{48}) = \sigma_{17}\sigma_{12} - \sigma_{27}\sigma_{11},
\]
we lift \( m_2 \) to \( m'_2 = \sigma_{47}\sigma_{28} - \sigma_{27}\sigma_{48} \). Observe that applying \( m'_1 \) and then \( m'_2 \) on \( \sigma^u \) takes \( \sigma^u \) to \( \sigma^v \).

In a similar way, we can define the map \( \rho_{G_2} \) and get a set of moves which would take \( \rho_{G_2}(\sigma'_{u}) \) to \( \rho_{G_2}(\sigma'_{v}) \). This in turn would give us a corresponding set of moves in \( G \) which would take \( \sigma'_{u} \) to \( \sigma'_{v} \) for some \( v' \) such that \( \sigma'_{u} \) and \( \sigma'_{v} \) have the same subgraph within \( G_2 \). But before that, it is important to check that the second set of lifted moves obtained from \( \rho_{G_2} \) does not affect the structure of \( \sigma'_{u} \) within \( G_1 \).

Proposition 5.12. Let \( m = \sigma_{ij}\sigma_{kl} - \sigma_{il}\sigma_{kj} \) be a move obtained as a lift of one of the moves in \( CI_{G_2} \) which takes \( \rho_{G_2}(\sigma'_{u}) \) closer to \( \rho_{G_2}(\sigma'_{v}) \). Then \( \rho_{G_1}(\sigma'_{u}) = \rho_{G_1}(m(\sigma'_{u})) \).

Proof. As \( \rho_{G_1}(\sigma'_{u}) = \rho_{G_1}(\sigma'_{v}) \), the move \( m \) corresponds to a \( d \)-separation by a vertex in \( V(G_2) \setminus C \). Let that vertex be \( c' \). Now, if \( i,j,k,l \in V(G_2) \setminus C \), then clearly \( m \) does not affect the structure of \( \sigma'_{u} \). So, let \( i,k \in V(G_1) \setminus C \) and \( j,l \in V(G_2) \setminus C \). Then we have
\[
i \leftrightarrow j = i \leftrightarrow c \leftrightarrow c' \cup c' \leftrightarrow j
\]
\[
k \leftrightarrow l = k \leftrightarrow c \leftrightarrow c' \cup c' \leftrightarrow j
\]
\[
i \leftrightarrow l = i \leftrightarrow c \leftrightarrow c' \cup c' \leftrightarrow l
\]
\[
k \leftrightarrow j = k \leftrightarrow c \leftrightarrow c' \cup c' \leftrightarrow j.
\]
This gives us that the multi-digraph of both \( \rho_{G_1}(\sigma_{ij}\sigma_{kl}) \) and \( \rho_{G_1}(\sigma_{il}\sigma_{kj}) \) are same. So, we can conclude that \( m \) does not affect the structure of \( \rho_{G_1}(\sigma'_{u}) \) and hence \( \rho_{G_1}(\sigma'_{u}) = \rho_{G_1}(m(\sigma'_{u})) \). □

Lemma 5.13. Let \( G \) be a safe gluing of \( G_1 \) and \( G_2 \), with the maps \( \rho_{G_1} \) and \( \rho_{G_2} \) defined as above. Suppose that \( \sigma^u - \sigma^v \in ST_G \) and this binomial only involves \( \sigma_{ij} \) indeterminates corresponding to treks. Suppose that \( \rho_{G_1}(\sigma^u) = \rho_{G_1}(\sigma^v) \) and \( \rho_{G_2}(\sigma^u) = \rho_{G_2}(\sigma^v) \). Then \( \sigma^u \) and \( \sigma^v \) can be connected by quadratic binomials in \( CI_G \).

Proof. We can assume that \( \sigma^u \) and \( \sigma^v \) have no indeterminates in common. Since \( \sigma^u \) and \( \sigma^v \) have the same image under \( \rho_{G_1} \) and \( \rho_{G_2} \) this implies that we cannot have any indeterminates of the form \( \sigma_{ij}, i,j \in V(G_1) \setminus \{c\} \) or \( i,j \in V(G_2) \setminus \{c\} \) in the monomial factors. This is because the indeterminates of this form are mapped to itself by either of the two maps which would mean that \( \sigma^u \) and \( \sigma^v \) would still have some more common factors between them. So, all the indeterminates appearing in the two factors need to contain \( c \) as an end point or as a vertex in
their corresponding shortest treks and both end points not lying within the same subgraph (i.e, $G_1$ or $G_2$).

Consider an arbitrary trek $i \leftrightarrow j$ in $\sigma^u$ which is not present in $\sigma^v$. We select the trek in $\sigma^v$ which has the highest number of common edges with $i \leftrightarrow j$. Let that trek be $i' \leftrightarrow j'$ and let $s \leftrightarrow t$ be the common trek in both the treks. Let $s_1$ and $t_1$ be the vertices adjacent to $s$ and $t$ respectively in $i \leftrightarrow j$. Similarly, let $s'$ and $t'$ be the vertices adjacent to $s$ and $t$ respectively in $i' \leftrightarrow j'$. Let $p$ be the vertex in $s \leftrightarrow t$ adjacent to $t$ (see Figure 13 for an illustration of the idea).

As $\psi_G(\sigma^u - \sigma^v) = 0$ there must exist a path $x \leftrightarrow y$ in $\sigma^v$ containing the edge $t \leftrightarrow t_1$. We know that all the indeterminates appearing in both the monomial factors need to contain $c$. This implies that $c$ must lie within the common trek $s \leftrightarrow t$. Let $i, i', i''$ and $x$ be in $V(G_1) \setminus C$ and $j, j', j''$, $y$ be in $V(G_2) \setminus C$. The move $m = \sigma_{i'i''}xy - \sigma_{i'y}xj''$ is now a valid move as none of the vertices in $i'i'' \leftrightarrow p$ can have a shorter connection to any vertex in $t_1 \leftrightarrow y$ (as every shortest trek from a vertex in a vertex in $V(G_1) \setminus C$ to $V(G_2) \setminus C$ must pass through $c$).

Applying $m$ on $\sigma^u$ increases the length of the common trek between $i \leftrightarrow j$ and $i' \leftrightarrow j'$ by at least $1$. As any move preserves the kernel of $\psi_G$, $m(\sigma^u) - \sigma^v$ still lies in $ST_G$. Repeating this process again, we can continue to shorten the length of the disagreement until the resulting monomials are the same. $\square$

Using all the results and observations that we have so far, we give a proof of the main result of this section, which shows that quadratic generation of the shortest trek ideals is preserved under the safe gluing operation.

**Theorem 5.14.** Let $G_1$ and $G_2$ be two DAGs such that $ST_{G_1} = CI_{G_1}$ and $ST_{G_2} = CI_{G_2}$. If $G$ is the DAG obtained after a safe gluing of $G_1$ and $G_2$ at an $N$-clique, then $ST_G$ is equal to both $CI_G$ and $I_G$, and hence $I_G$ is toric and is generated by quadratic binomials.

*Proof of Theorem 5.14.* Let $\sigma^u - \sigma^v$ be an arbitrary binomial in $ST_G$. Then in order to prove that $ST_G = CI_G$, we need to show that $\sigma^u$ and $\sigma^v$ are connected by the moves in $\mathcal{F}$, where $\mathcal{F}$ is the set of all the generators of $CI_G$.

Lemma 5.10 shows that we can apply quadratic moves in $CI_G$ to transform $\sigma^u$ into a monomial $\sigma'$ such that $\rho_{G_1}(\sigma^u) = \rho_{G_1}(\sigma')$. Applying the analogous result for $G_2$, we see that we can apply quadratic moves in $CI_G$ to transform $\sigma^u$ into $\sigma'$ such that $\rho_{G_2}(\sigma^u) = \rho_{G_2}(\sigma')$ and $\rho_{G_2}(\sigma') = \rho_{G_2}(\sigma'')$. Then applying Lemma 5.13 we see that $\sigma''$ and $\sigma'$ can be connected using binomials in $CI_G$. This shows that $ST_G \subseteq CI_G \subseteq I_G$. But as $I_G$ and $ST_G$ are both prime ideals of the same dimension, this shows that all three ideals are equal. Now that we have the equality
that \( I_G = CI_G \) and is also toric, we can conclude that \( I_G \) is generated by the \( 2 \times 2 \) minors of \( \Sigma_{A \cup C, B \cup C} \) for all possible \( d \)-separations of \( G \) with \( |C| = 1 \).

6. Conjectures

We close the paper by giving some conjectures about the Gaussian DAGs with toric vanishing ideals. These include some main conjectures, and also conjectures of a more technical nature that would be important tools for proving the main conjectures. We also discuss some consequences of these auxiliary conjectures.

Our first main conjecture relates goes with a running theme throughout the paper, identifying the underlying combinatorics of the toric structure when \( I_G \) is actually a toric ideal.

**Conjecture 6.1.** A DAG \( G \) has a toric vanishing ideal if and only if \( I_G = ST_G \).

Note, as mentioned previously, there are DAGs \( G \) such that \( ST_G \) exists, but it not equal to \( I_G \). Our second main conjecture concerns the combinatorial construction of the DAGs for which \( I_G \) is toric.

**Conjecture 6.2.** If \( G \) is a DAG such that \( I_G \) is toric, then either:

1. \( G \) is a complete DAG,
2. \( G \) is either a safe gluing or the gluing at sinks of two smaller DAGs that also have toric vanishing ideals, or
3. \( G \) is obtained by adding a sink to a smaller DAG which has a toric vanishing ideal.

Important auxiliary conjectures that we have seen so far in the paper concern the safe gluing operation, in particular, Conjecture 3.13, that safe gluing preserves the property of \( I_G \) being equal to \( ST_G \). Another conjecture that seems key to proving classification results for toric vanishing ideals is the following conjecture, that would rule out many graphs from having toric vanishing ideals.

**Conjecture 6.3.** Let \( G \) be a DAG and \( i,j \) be two vertices in \( G \) such that the minimal size of a \( d \)-separating set of \( i \) and \( j \) is 2 or larger. Then \( I_G \) is not toric.

Assuming the conjecture is true, we have two results on when the vanishing ideal is not toric.

**Lemma 6.4.** Suppose that Conjecture 6.3 is true. Let \( G \) be a DAG and \( i,j \) be two vertices in \( G \) having at least 2 different paths \( P_1 \) and \( P_2 \) between them. If \( P_2 \) is a trek containing the vertex \( c \) and \( P_1 \) is a path having exactly one collider at \( c \), then \( I_G \) is not toric if Conjecture 6.3 is true.

**Proof.** \( \square \)

**Case I:** \( P_1 \) and \( P_2 \) have no common vertices except \( i,c \) and \( j \):

The proof follows from the \( d \)-separation of \( i \) and \( j \). As \( c \) is the only collider within \( P_1 \), any set \( C \) which contains \( c \) and \( d \)-splits \( i \) from \( j \) has to contain at least one more vertex from \( P_1 \). This is because \( C = \{c\} \) is not enough to \( d \)-separate \( i \) and \( j \). Hence, by using Conjecture 6.3 we can conclude that \( I_G \) is not toric.

**Case II:** \( P_1 \) and \( P_2 \) have more than 3 common vertices:

Let \( i_1 \) be the last common vertex before \( c \) and \( j_1 \) be the first common vertex after \( c \) within the two paths. Then following Case I by replacing \( i \) and \( j \) with \( i_1 \) and \( j_1 \) respectively completes the proof.

**Lemma 6.5.** Suppose that Conjecture 6.3 is true. Let \( G \) be a DAG where the shortest trek map cannot be defined. Then \( I_G \) is not toric.

**Proof.** The shortest trek map in \( G \) is not defined when there is no unique shortest trek between two vertices. Let \( i \) and \( j \) be two vertices in \( G \) having two treks \( P_1 \) and \( P_2 \) between them of the same length and have no other trek whose length is smaller.
Case I: There is no common vertex between $P_1$ and $P_2$ except $i$ and $j$. In this case, we will have to select at least one vertex from each of the two treks to $d$-separate $i$ and $j$. Hence by Conjecture 6.3 we can conclude that $I_G$ is not toric.

Case II: Suppose that $P_1$ and $P_2$ have at least one common vertex. Without loss of generality, we can assume that $i < j$. Let $c$ be the first common vertex between $P_1$ and $P_2$. Then the treks $P_1$ and $P_2$ can be written as

$$P_1 = P_1(i \equiv c) \cup P_1(c \equiv j)$$
$$P_2 = P_2(i \equiv c) \cup P_2(c \equiv j),$$

where $P_1(i \equiv c)$ and $P_2(i \equiv c)$ denote the trek between $i$ and $c$ within the treks $P_1$ and $P_2$ respectively. Let the lengths of $P_1(i \equiv c), P_1(c \equiv j), P_2(i \equiv c)$ and $P_2(c \equiv j)$ be $r_1, s_1, r_2$ and $s_2$ respectively. Then we have

$$r_1 + s_1 = r_2 + s_2.$$  

This gives us two new paths between $i$ and $j$, namely $P_3 = P_1(i \equiv c) \cup P_2(c \equiv j)$ and $P_4 = P_2(i \equiv c) \cup P_1(c \equiv j)$. If either of $P_3$ or $P_4$ has a collider at $c$, then by Lemma 6.4 we know that $I_G$ is not toric. So, we can assume that $P_3$ and $P_4$ are also treks.

Now, let $r_1 < r_2$. Then by equation (2) we know that $s_2 < s_1$. From these inequalities, we get that the trek $P_3$ is of length $r_1 + s_2$ which is smaller than $r_1 + s_1$, a contradiction. (Similar argument follows for $r_2 < r_1$.) Thus, we have $r_1 = r_2$ and $s_1 = s_2$. Now replacing $j$ with $c$, we can follow the same argument as that in Case I. Hence, $I_G$ is not toric.

Recall that an undirected graph is chordal if it has no induced cycles of length $\geq 4$. For the remainder of the section, we consider DAGs $G$ whose undirected version $G^\sim$ is a chordal graph. In Theorem 3.14 we used the condition that $I_{G_1}$ and $I_{G_2}$ can have at most one common indeterminate $\sigma_{cc}$. In the next Lemma we show that if Conjecture 6.3 is true, then the above condition of Theorem 3.14 is satisfied when at least one of $G_1$ or $G_2$ is a chordal DAG. So this provides further evidence in favor of Conjecture 3.13

Lemma 6.6. Suppose that Conjecture 6.3 is true. Let $G_1$ and $G_2$ be two DAGs with $I_{G_1} = STG_1$, and $I_{G_2} = STG_2$. Let $G$ be the resultant DAG obtained after a safe gluing of $G_1$ and $G_2$ at an $N$-clique. Let $C = \{c\} \cup D$ be the vertices in the $N$-clique where $c$ is the choke point. Let $c' \in C$ and $d \in D$. If $G_1$ is chordal and $p_1$ is a vertex in $G_1 \setminus C$ such that the shortest trek $p_1 \leftrightarrow c'$ contains the edge $c' \rightarrow d$ then $G$ can be constructed by safe gluing two DAGs at an $(N-1)$-clique.

Proof. Let $p_1 - p_2 - \cdots - p_m - c' \rightarrow d$ be the shortest trek between $p_1$ and $d$, where $p_1 - p_2$ denotes the edge between $p_1$ and $p_2$ of unknown direction. Then $p_m - c' \rightarrow d$ is also the shortest trek between $p_m$ and $d$. Let us assume that $G$ cannot be constructed by safe gluing two DAGs at an $(N-1)$-clique. Then there must exist another path from $p_m$ to $d$ not containing the edge $c' \rightarrow d$. We select that path whose vertices are adjacent to either $p_m, c'$ or $d$. Let $p_m - q_1 - \cdots - q_r \rightarrow d$ be such a path. As $G_1$ is chordal, either $p_m \rightarrow d$ is an edge or there exists an edge between $q_r$ and $c'$. If $p_m \rightarrow d$ is an edge, then $p_m \rightarrow d$ becomes a shorter trek than $p_m - c' \rightarrow d$, which is a contradiction. If there is an edge between $q_r$ and $c'$, there must also be an edge between $p_m$ and $q_r$ (again as $G_1$ is chordal and $I_{G_1}$ is toric). Independent of the direction of these two edges $q_r - c'$ and $p_m - q_r$, we can say that $p_m$ is $d$-separated from $d$ by at least two vertices $c'$ and $q_r$. Thus by using Conjecture 6.3 we can conclude that $I_{G_1}$ is not toric, which is a contradiction. □

So far we have shown that safe gluing preserves the toric property of the vanishing ideals. But it is interesting to check if a DAG $G$ with toric vanishing ideal can always be obtained as a safe gluing of smaller DAGs with toric vanishing ideals. We end this paper with the conjecture that such a decomposition always exist for chordal graphs if Conjecture 6.3 is true.
Conjecture 6.7. Suppose that Conjecture 6.3 is true. Let $G$ be a chordal DAG with toric vanishing ideal. Then there exist $G_1$ and $G_2$ with toric vanishing ideals such that $G$ can be obtained as a safe gluing of $G_1$ and $G_2$ at an $N$-clique.
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