NON-PARABOLIC DIFFUSION PROBLEMS IN ONE SPACE DIMENSION
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Abstract. We study some non-parabolic diffusion problems in one-space dimension, where the diffusion flux exhibits forward and backward nature of the Perona-Malik, Höllig or non-Fourier type. Classical weak solutions to such problems are constructed in a way to capture some expected and unexpected properties, including anomalous asymptotic behaviors and energy dissipation or allocation. Specific properties of solutions will depend on the type of the diffusion flux, but the primary method of our study relies on reformulating diffusion equations involved as an inhomogeneous partial differential inclusion and on constructing solutions from the differential inclusion by a combination of the convex integration and Baire’s category methods. In doing so, we introduce the appropriate notion of subsolutions of the partial differential inclusion and their transition gauge, which plays a pivotal role in dealing with some specific features of the constructed weak solutions.

1. Introduction

In this paper, we study the initial-boundary value problem of quasilinear diffusion equations in one space dimension:

\[ \begin{cases} u_t = (\sigma(u_x))_x & \text{in } \Omega \times (0, T), \\ u = u_0 & \text{on } \Omega \times \{t = 0\}, \\ \sigma(u_x) = 0 & \text{on } \partial\Omega \times (0, T). \end{cases} \tag{1.1} \]

Here, \( \Omega = (0, L) \subset \mathbb{R} \) with \( L > 0 \), \( T \in (0, \infty) \) is given, \( \sigma = \sigma(s) \) is the diffusion flux function on \( \mathbb{R} \), \( u_0 = u_0(x) \) is a given initial function on \( \Omega \), and \( u = u(x, t) \) is a solution to the problem.

The diffusion equation in (1.1) becomes a formal gradient flow of the energy functional \( E \) defined by

\[ E(p) = \int_0^L W(p_x) \, dx, \]

where \( W = W(s) \) is an antiderivative of the diffusion flux \( \sigma \). When the diffusion flux \( \sigma \) is smooth with \( \sigma' > 0 \) in \( \mathbb{R} \), problem (1.1) is parabolic so that
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by the classical parabolic theory [15, 16], it possesses a unique global classical solution that belongs to the parabolic Hölder space $C^{2+\alpha, 1+\frac{\alpha}{2}}(\bar{\Omega} \times [0, \tau])$ with $\alpha \in (0, 1)$ for all $0 < \tau < \infty$ if the initial datum $u_0$ is in $C^{2+\alpha}(\bar{\Omega})$ and satisfies the compatibility condition (1.3).

However, in many applications and models of diffusion process, the diffusion fluxes $\sigma$ are not increasing on $\mathbb{R}$, as have been studied in phase transition problems in thermodynamics [5, 6], mathematical models of stratified turbulent flows [1], ecological models of population dynamics [17, 18], image processing [19], and gradient flows associated with nonconvex energy functionals [20]. Therefore, in such cases, problem (1.1) becomes non-parabolic, and the standard methods of parabolic theory are not applicable to study existence and uniqueness or non-uniqueness of solutions for arbitrary initial data $u_0 \in C^{2+\alpha}(\bar{\Omega})$ satisfying the compatibility condition (1.3).

For a general flux function $\sigma$, the equation in (1.1) is in divergence form and hence a natural generalized solution to problem (1.1) can be defined in the usual variational sense. In the following, we use $W^{1,\infty}_{{\text{loc}}}((\Omega \times [0, T]))$ to denote the set of functions $u \in C(\bar{\Omega} \times [0, T])$ such that $u \in W^{1,\infty}(\Omega \times (0, \tau))$ for all $\tau \in (0, T)$. A function $u \in W^{1,\infty}_{{\text{loc}}}((\Omega \times [0, T]))$ is called a weak solution to (1.1) provided that equality

\begin{equation}
\int_0^L \left( u(x, \tau)\zeta(x, \tau) - u_0(x)\zeta(x, 0) \right) \, dx = \int_0^\tau \int_0^L (u\zeta_t - \sigma(u_x)\zeta_x) \, dx \, dt
\end{equation}

holds for each $\zeta \in C^\infty(\bar{\Omega} \times [0, T])$ and each $\tau \in [0, T)$. In case of $T = \infty$, such a solution $u$ is said to be global. Upon taking $\zeta \equiv 1$ in (1.2), it is immediate that every weak solution $u$ to (1.1) fulfills the conservation of total mass at all times:

\begin{equation}
\int_0^L u(x, t) \, dx = \int_0^L u_0(x) \, dx \quad \forall t \in [0, T).
\end{equation}

In this paper, we focus on the three main types of non-increasing diffusion flux functions $\sigma$: the Höllig type in [5], the Perona-Malik type in [19], and the non-Fourier type with double-well potential $W(s)$. Therefore, the diffusion fluxes $\sigma \in C(\mathbb{R})$ under consideration have potential $\mathbb{R} \ni s \mapsto \int_0^s \sigma(l) \, dl$ that attains an absolute minimum; throughout the paper, we let $W \in C^1(\mathbb{R})$ denote the antiderivative of $\sigma$ whose absolute minimum value is 0. The initial datum $u_0$ will always be in the class $C^{2+\alpha}(\bar{\Omega})$ for a fixed $0 < \alpha < 1$ and satisfy the compatibility condition

\begin{equation}
u'_0(0) = u'_0(L) = 0.
\end{equation}

We remark that for diffusion equations of the Perona-Malik type and certain specific initial data $u_0$ with $u'_0$ exhibiting backward phases, the classical solutions were constructed in the works [3, 4]. For such equations with general initial data, it has been known that the Neumann problem may not have a classical solution [7, 8].
The main purpose of this paper is to construct weak solutions to problem (1.1) with diffusion fluxes $\sigma$ of the three types above that capture some expected and unexpected properties, including anomalous asymptotic behaviors and energy dissipation or allocation. Our construction relies on the important technique by Zhang [21, 22] of reformulating diffusion equations involved as an inhomogeneous partial differential inclusion; such a technique has been recently generalized by the authors to handle more general problems, including the high-dimensional ones, through a combination of the convex integration and Baire’s category methods; see [11, 12, 13, 14].

However, to construct weak solutions with certain specific features, as in [14], we need to introduce appropriate subsolutions of the associated partial differential inclusion and their transition gauge and to iterate some constructions while controlling the gauge. The controllable gauge, combined with the result on a one-dimensional parabolic problem [10], will enable us to iterate the constructions and eventually lead us to extract energy dissipation for the Perona-Malik type diffusions and energy allocation for the non-Fourier type diffusions as well as the blow-up or concentration of the spatial derivative of weak solutions.

Our main results will be introduced in Section 2, where we fix the hypothesis on the diffusion flux $\sigma$ of the Höllig, Perona-Malik and non-Fourier types respectively, state the main results corresponding to each type, and discuss some interesting features of those results.

Other than the statements of the main results, the rest of the paper is organized as follows. In Section 3, we prepare all the essential ingredients needed to prove our main results, some of which may be of independent interest; in this section (see Subsection 3.2), we also provide the easy proofs for Theorems 2.1 and 2.3. In Section 4, the proof of Theorem 2.2 is given to obtain global weak solutions to (1.1) that are smooth after a finite time when $\sigma$ is of the Höllig type. For the same type of solutions to (1.1) when $\sigma$ is of the Perona-Malik type, the proof of Theorems 2.4 and 2.5 is given in Section 5. Section 6 is devoted to the proof of Theorem 2.6 on the weak solutions to (1.1) with anomalous blow-up and vanishing energy when $\sigma$ is of the Perona-Malik type. In Section 7, global weak solutions to (1.1) with energy allocation are constructed when $\sigma$ is of the non-Fourier type to prove Theorem 2.7. In the last part of the paper, Section 8, the key density lemma, Lemma 3.5 is proved.

2. Statement of main results

We begin this section by fixing some notation. We denote by $\mathbb{M}^{m \times n}$ the space of $m \times n$ real matrices. We write $\Omega_{\tau} = \Omega \times (0, \tau)$ for each $\tau \in (0, \infty]$ and $\|\cdot\|_{\infty} = \|\cdot\|_{L^\infty(\Omega)}$. We let $\bar{u}_0$ denote the mean value of the initial datum $u_0$ over $\Omega$; that is, $\bar{u}_0 = \frac{1}{\Omega} \int_\Omega u_0(x) \, dx \in \mathbb{R}$. We also write

$$M_0 = \max_{\Omega} u'_0 \quad \text{and} \quad m_0 = \min_{\Omega} u'_0;$$
so $m_0 \leq 0 \leq M_0$. For a bounded open set $U \subset \mathbb{R}^n$ with its coordinates $(z_1, \cdots, z_0)$, $W^{1,\infty}(U)$ denotes the space of functions $f \in L^\infty(U)$ with $f_{z_i} \in L^\infty(U)$ ($i = 1, \cdots, n$) and norm $\|f\|_{W^{1,\infty}(U)} := \|f\|_{L^\infty(U)} + \sum_{i=1}^n \|f_{z_i}\|_{L^\infty(U)}$, and $W^{1,\infty}_0(U)$ consists of the functions $f \in W^{1,\infty}(U)$ with zero trace on $\partial U$. For integers $k, l \geq 0$ with $2l \leq k$, we denote by $C^{k,l}(\bar{\Omega}_\tau)$, with $0 < \tau \leq \infty$, the space of functions $u \in C(\bar{\Omega}_\tau)$ such that $D_i^x D_j^t u \in C(\bar{\Omega}_\tau)$ for all integers $0 \leq i \leq k$ and $0 \leq j \leq l$ with $i + 2j \leq k$. For other function spaces, we mainly follow the notations in the book [15], with one exception that the letter $C$ is used instead of $H$ regarding suitable parabolic Hölder spaces.

2.1. Höllig type equations. In this subsection, we consider a class of flux functions $\sigma$ that includes piecewise linear ones, studied by Höllig [5], and present the results on large time behaviors of global weak or classical solutions to problem (1.1).

To be precise, we impose the following conditions on the flux function $\sigma \in C(\mathbb{R})$ (see Figure 1): there exist three numbers $\bar{s}_2 > s_2 > s_1 > 0$ such that

(a) $\sigma \in C^3((-\infty, s_1) \cup (s_2, \infty))$,
(b) $\sigma > 0$ on $(s_1, s_2)$, $\sigma' > 0$ in $(-\infty, s_1) \cup (s_2, \infty)$, and
(c) $\sigma(\bar{s}_2) = \sigma(s_1) > \sigma(s_2) > \sigma(0) = 0$.

Let $\bar{s}_1 \in (0, s_1)$ denote the unique number with $\sigma(\bar{s}_1) = \sigma(s_2)$. For each $r \in (\sigma(s_2), \sigma(s_1))$, let $s^+_r \in (s_2, \bar{s}_2)$ and $s^-_r \in (\bar{s}_1, s_1)$ be the unique numbers such that $\sigma(s^+_r) = r$.

![Figure 1. Diffusion flux $\sigma(s)$ of the Höllig type](image)

2.1.1. Global classical solution. The following is a result on the global classical solution $u$ to problem (1.1) when the maximum $M_0$ of $u'_0$ on $\bar{\Omega}$ is less than the threshold $s_1$.

**Theorem 2.1** (Global classical solution). Assume

$$M_0 < s_1.$$ 

Then there exists a unique global solution $u \in C^{2,1}(\bar{\Omega}_\infty)$ to problem (1.1) satisfying the following properties:
2.1.2. Global weak solutions that are smooth after a finite time. When $M_0$ is greater than the threshold $\bar{s}_1$, we can get infinitely many global weak solutions $u$ to problem (1.1) that become identical and smooth after a finite time.

**Theorem 2.2** (Eventual smoothing). Assume

$$M_0 > \bar{s}_1$$

so that $\bar{s}_1 < u_0'(x_0) < \bar{s}_2$ for some $x_0 \in \Omega$. Let $\sigma(s_2) < r_1 < r_2 < \sigma(s_1)$ be any two numbers such that $s_r^{-} < u_0'(x_0) < s_r^{+}$. Then there exists a function $u^* \in C^{2,1}(\bar{\Omega}_\infty)$ such that for each $\epsilon > 0$, there are infinitely many global weak solutions $u$ to problem (1.1) satisfying the following properties: letting

$$Q_1 = \{ (x,t) \in \Omega_\infty \mid s^{-}_{r_1} < u^*_x(x,t) < s^{+}_{r_2} \},$$
$$Q_2 = \{ (x,t) \in \Omega_\infty \mid u^*_x(x,t) > s^{+}_{r_2} \},$$
$$F^+ = \{ (x,t) \in \Omega_\infty \mid u^*_x(x,t) = s^{+}_{r_2} \},$$
$$F^- = \{ (x,t) \in \Omega_\infty \mid u^*_x(x,t) = s^{-}_{r_1} \},$$

we have

1. $u = u^*$ in $\bar{\Omega}_\infty \setminus Q_1$, $\|u - u^*\|_{L^\infty(Q_1)} < \epsilon$, $\|u_t - u^*_t\|_{L^\infty(Q_1)} < \epsilon$,
2. $u_x \in [s^{-}_{r_1}, s^{+}_{r_2}] \cup [s^{-}_{r_1}, s^{+}_{r_2}]$ a.e. in $Q_1$, $u_x = s^{+}_{r_2}$ a.e. in $F^+$, $u_x = s^{-}_{r_1}$ a.e. in $F^-$,
3. $\{(x,t) \in Q_1 \mid u_x(x,t) \in [s^{-}_{r_1}, s^{+}_{r_2}] \} > 0$,
4. $Q_1 \cup Q_2 \cup F^+ \cup F^-$ is a bounded set whose closure is contained in $\Omega \times [0, \infty)$,
5. $0 \leq \sup_{(x,t) \in Q_2} t < \sup_{(x,t) \in Q_1} t < \infty$,
6. for each $\tau > 0$, $u^* \in C^{2,1,1+\alpha/2}(\bar{\Omega}_\tau)$,
7. for all $t_2 > t_1 \geq 0$,

$$\min_{\Omega} u^*(\cdot,t_1) \leq \min_{\Omega} u^*(\cdot,t_2) \leq \bar{u}_0 \leq \max_{\Omega} u^*(\cdot,t_2) \leq \max_{\Omega} u^*(\cdot,t_1),$$
8. for all $t_2 > t_1 \geq 0$,

$$\min_{\Omega} u^*_x(\cdot,t_1) \leq \min_{\Omega} u^*_x(\cdot,t_2) \leq 0 \leq \max_{\Omega} u^*_x(\cdot,t_2) \leq \max_{\Omega} u^*_x(\cdot,t_1).$$
\( \| u^* (\cdot, t) - \bar{w}_0 \|_{W^{1,\infty} (\Omega)} \leq C e^{-\gamma t} \) for all \( t \geq 0 \), where \( C > 0 \) and \( \gamma > 0 \) are some constants depending only on \( u_0, \sigma, r_1, r_2 \) and \( L \).

2.1.3. Remarks. Depending on the maximum value \( M_0 \) of \( u'_0 \) on \( \bar{\Omega} \), we may have several possible scenarios on the existence of classical solutions to problem (1.1).

• (Coexistence) When \( \bar{s}_1 < M_0 < s_1 \), from Theorems 2.1 and 2.2 we have the coexistence of a unique global classical solution and infinitely many global weak (but eventually classical) solutions to problem (1.1). This pathological feature of the existence theory seems to arise from forward and backward nature of the diffusion flux \( \sigma \) of the H"{o}llig type although, in this case, the classical solution may be the most natural representative.

• (Critical case) The case \( M_0 = s_1 \) is rather subtle. If, in addition, \( \sigma \in C^3((-\infty, s_1]) \) and \( \sigma'(s_1) > 0 \), we can get a unique global classical solution \( u \) to problem (1.1) as in Theorem 2.1. On the other hand, if, in addition, \( \sigma \in C^3((-\infty, s_1]) \) and \( \sigma'(s_1) = 0 \), one may have to rely on the degenerate parabolic theory, which we will not address here. However, no matter what we assume for the diffusion flux \( \sigma \) at \( s = s_1 \), by Theorem 2.2 we still have infinitely many global weak solutions to (1.1) that are smooth after a finite time.

• (Nonexistence of classical solution) If \( M_0 > s_1 \), there can be no classical solution to problem (1.1) at all for a large class of initial data \( u_0 \). For example, let us assume in addition that \( \sigma \in C^\infty(\mathbb{R}) \) and that \( \sigma' < 0 \) in \((s_1, s_2)\). Since \( M_0 > s_1 \) and \( u'_0 = 0 \) on \( \partial \Omega \), there is a nonempty open interval \( I \subset \Omega \) on which \( u'_0 \) falls into the backward regime \((s_1, s_2)\). So one can readily check as in [8] that there is no classical solution (not even a local \( C^1 \) solution) to (1.1) unless \( u_0 \) were infinitely differentiable from the start. Even in the case that \( u_0 \) is infinitely differentiable, it is not at all obvious if there is a local or global classical solution to (1.1); in this regard, see [3, 4]. Regardless of such possible nonexistence of a classical solution, Theorem 2.2 still guarantees the existence of global weak solutions to (1.1) that are smooth after a finite time.

• (Breakdown of uniqueness) From the first discussion above, one may expect that if \( M_0 \leq \bar{s}_1 \), there exists a unique global weak (and necessarily classical) solution to problem (1.1). Regarding this, we define the number

\[
\bar{s}_{\text{cr}} = \sup \left\{ s \geq 0 \mid \forall u_0 \in C^{2+\alpha}(\bar{\Omega}) \text{ with } u'_0 = 0 \text{ on } \partial \Omega \text{ and } \max_{\bar{\Omega}} u'_0 \leq s, \text{ there exists a unique global weak solution to (1.1)} \right\}.
\]

From Theorem 2.2 it is easy to see that \( \bar{s}_{\text{cr}} \leq \bar{s}_1 \). Following [3, 13], one can also check that \( s_{\text{cr}} > 0 \). Nonetheless, it seems not simple to answer if \( s_{\text{cr}} = \bar{s}_1 \) or not.
2.2. **Perona-Malik type equations.** Here, we consider a class of flux functions $\sigma$ that contains the *Perona-Malik functions* in [19]:

$$\sigma(s) = \frac{s}{1 + s^2} \quad \text{and} \quad \sigma(s) = se^{-s^2/2}.$$

Specifically, we assume the following conditions on the flux function $\sigma \in C(\mathbb{R})$ (see Figure 2): there exist two numbers $s_1 < 0 < s_2$ such that

(a) $\sigma \in C^3(s_1, s_2)$,
(b) $\sigma' > 0$ in $(s_1, s_2)$, $\sigma(0) = 0$,
(c) $\sigma$ is strictly decreasing on $(-\infty, s_1] \cup [s_2, \infty)$, and
(d) $\lim_{s \to \pm \infty} \sigma(s) = 0$.

For each $r \in (0, \sigma(s_2))$, let $s_r^+ \in (s_2, \infty)$ and $s_r^- \in (0, s_2)$ denote the unique numbers with $\sigma(s_r^+) = r$. Similarly, for each $r \in (\sigma(s_1), 0)$, let $s_r^+ \in (s_1, 0)$ and $s_r^- \in (-\infty, s_1)$ be the unique numbers such that $\sigma(s_r^+) = r$.

**Figure 2.** Diffusion flux $\sigma(s)$ of the Perona-Malik type

**Figure 3.** Potential function $W(s)$ of the Perona-Malik type

2.2.1. **Global classical solution.** Since the flux function $\sigma(s)$ has a positive derivative for values $s$ near 0, similarly as in Theorem 2.1, we have a global classical solution $u$ to problem [1.1] for initial data $u_0$ with sufficiently small $M_0$ and $m_0$. 


Theorem 2.3 (Global classical solution). Assume 
\[ s_1 < m_0 \leq 0 \leq M_0 < s_2. \]
Then there exists a unique global solution \( u \in C^{2,1}(\bar{\Omega}_\infty) \) to problem (1.1) satisfying the following properties:

1. For each \( \tau > 0 \), \( u \in C^{2+\alpha, 1+\alpha/2}(\Omega_\tau) \),
2. For all \( t_2 > t_1 \geq 0 \),
   \[ \min_{\Omega} u(\cdot, t_1) \leq \min_{\Omega} u(\cdot, t_2) \leq u_0 \leq \max_{\Omega} u(\cdot, t_2) \leq \max_{\Omega} u(\cdot, t_1), \]
3. For all \( t_2 > t_1 \geq 0 \),
   \[ \min_{\Omega} u_x(\cdot, t_1) \leq \min_{\Omega} u_x(\cdot, t_2) \leq 0 \leq \max_{\Omega} u_x(\cdot, t_2) \leq \max_{\Omega} u_x(\cdot, t_1), \]
4. \( \|u(\cdot, t) - u_0\|_{W^{1,\infty}(\Omega)} \leq Ce^{-\gamma t} \) for all \( t \geq 0 \), where \( C > 0 \) and \( \gamma > 0 \) are some constants depending only on \( u_0, \sigma \) and \( L \).

2.2.2. Global weak solutions that are smooth after a finite time. For any nonconstant smooth initial datum \( u_0 \), we have multiple global weak solutions \( u \) to problem (1.1) that are classical after a finite time as in the following theorems. Note that \( \{0\} \subseteq [m_0, M_0] \) when \( u_0 \) is nonconstant.

The first one deals with the case that none of \( M_0 \) and \( m_0 \) are equal to 0.

Theorem 2.4 (Eventual smoothing: Case 1). Assume 
\[ m_0 < 0 < M_0. \]
Let \( \sigma(s_1) < r_1 < 0 < r_2 < \sigma(s_2) \) be any two numbers such that 
\[ s^-_{r_1} < m_0 < s^+_{r_1} < 0 < s^-_{r_2} < M_0 < s^+_{r_2}, \]
and let \( r'_1 \in (\sigma(s_1), r_1), r'_2 \in (r_2, \sigma(s_2)) \) be any two numbers. Then there exists a function \( u^* \in C^{2,1}(\bar{\Omega}_\infty) \) such that for each \( \epsilon > 0 \), there are infinitely many global weak solutions \( u \) to problem (1.1) satisfying the following properties: letting
\[ Q_1 = \{(x, t) \in \Omega_\infty \mid s^-_{r_1} < u^*_x(x, t) < s^+_{r_1}\}, \]
\[ Q_2 = \{(x, t) \in \Omega_\infty \mid s^-_{r_2} < u^*_x(x, t) < s^+_{r_2}\}, \]
\[ F_1 = \{(x, t) \in \Omega_\infty \mid u^*_x(x, t) = s^+_{r_1}\}, \]
\[ F_2 = \{(x, t) \in \Omega_\infty \mid u^*_x(x, t) = s^-_{r_2}\}, \]
we have

1. \( u = u^* \) in \( \Omega_\infty \setminus (Q_1 \cup Q_2), \) \( \|u - u^*\|_{L^\infty(Q_1 \cup Q_2)} < \epsilon, \) \( \|u_t - u^*_t\|_{L^\infty(Q_1 \cup Q_2)} < \epsilon, \)
2. \( \begin{cases} 
 u_x \in [s^-_{r_1}, s^+_{r_1}] \cup [s^+_{r_1}, s^-_{r_1}] \ a.e. \ in \ Q_1, \ u_x = s^+_{r_1} \ a.e. \ in \ F_1, \\
 u_x \in [s^-_{r_2}, s^+_{r_2}] \cup [s^+_{r_2}, s^-_{r_2}] \ a.e. \ in \ Q_2, \ u_x = s^-_{r_2} \ a.e. \ in \ F_2, 
\end{cases} \)

Let \( \text{Case 2} \)

\[ 0 (\text{Eventual smoothing: Case 2}) \]

1.1 have no negative spatial derivative at all times as follows.

\[ C \text{ and let } \sigma \text{ we have} \]

Unlike Case 1 above, when \( m_0 = 0 \), our global weak solutions \( u \) to problem (1.1) have no negative spatial derivative at all times as follows.

**Theorem 2.5** (Eventual smoothing: Case 2). Assume

\[ 0 = m_0 < M_0. \]

Let \( 0 < r_0 < \sigma(s_2) \) be any number such that

\[ s_0^r < 0 < s_0^r, \]

and let \( r_0' \in (r_0, \sigma(s_2)) \) be any number. Then there exists a function \( u^* \in C_{2,1}(\Omega_\infty) \) such that for each \( \epsilon > 0 \), there are infinitely many global weak solutions \( u \) to problem (1.1) satisfying the following properties: letting

\[ U \}

\[ \[\{ (x, t) \in Q_1 | u_x(x, t) \in [s_0^r, s_0^r] \}\} > 0, \]

\[ \[\{ (x, t) \in Q_2 | u_x(x, t) \in [s_0^r, s_0^r] \}\} > 0, \]

\[ \{ (x, t) \in \Omega \times [0, \infty), \}

\[ Q_1 \cup Q_2 \cup F_1 \cup F_2 \text{ is a bounded set whose closure is contained in} \]

\[ \text{min} u^*(\cdot, t_1) \leq \min u^*(\cdot, t_2) \leq u_0 \leq \max u^*(\cdot, t_2) \leq \max u^*(\cdot, t_1), \]

\[ \text{for all } t_2 > t_1 \geq 0, \]

\[ \{ (x, t) \in Q_1 | u_x(x, t) \in [s_0^r, s_0^r] \}\} > 0, \]

\[ Q_1 \cup Q_2 \cup F_1 \cup F_2 \text{ is a bounded set whose closure is contained in} \]

\[ \text{for each } \tau > 0, u^* \in C^{2+\alpha,1+\alpha/2}(\Omega_\tau), \]

\[ \text{for all } t_2 > t_1 \geq 0, \]

\[ \|u^*(\cdot, t) - \bar{u}_0\|^W_{1,\infty(\Omega)} \leq C e^{-\gamma t} \text{ for all } t \geq 0, \text{ where } C > 0 \text{ and } \gamma > 0 \]

are some constants depending only on \( u_0, \sigma, r_1, r_1', r_2, r_2' \) and \( L \).
\(\|u^*(\cdot, t) - \bar{u}_0\|_{W^{1, \infty}(\Omega)} \leq Ce^{-\gamma t}\) for all \(t \geq 0\), where \(C > 0\) and \(\gamma > 0\) are some constants depending only on \(u_0, \sigma, r_0, r'_0\) and \(L\).

We skip the details for Case 3: \(M_0 = 0\) as those are similar to Theorem 2.4 in a symmetric way; in this case, our global weak solutions \(u\) to problem (1.1) do not have any positive spatial derivative at all times.

2.2.3. Blow-up solutions with vanishing energy. We now present rather surprising weak solutions \(u\) to problem (1.1) that exhibit abnormal behaviors of evolution. Such a solution \(u\) as we can see below shares some similar properties of a global classical solution to the strictly parabolic problem in Theorem 3.1: the solution \(u\) stabilizes to \(\bar{u}_0\) in terms of the \(L^\infty(\Omega)\)-norm as \(t\) increases to some number \(T \in (0, \infty]\), and its energy \(E(u)\) vanishes in a certain sense at the same time (see Figure 3). On the other hand, the spatial derivative \(u_x\) blows up in some sense as \(t\) increases to \(T\).

**Theorem 2.6** (Anomalous blow-up with vanishing energy). Let \(u_0\) be nonconstant; then there exist a time \(T \in (0, \infty]\), an open set \(G\) in \(\mathbb{R}^2\) with \(\partial \Omega \times [0, T) \subset G\), a strictly increasing sequence \(t_j \in (0, T)\) converging to \(T\), and infinitely many weak solutions \(u\) to problem (1.1) satisfying the following properties:

1. for each \(\tau \in (0, T)\), \(u \in C^{2+\alpha, 1+\alpha/2}(G \cap \Omega_{\tau})\),
2. \(\|u(\cdot, t) - \bar{u}_0\|_\infty \to 0\) as \(t \nearrow T\),
3. \(\|u_x\|_{L^\infty(\Omega \times (t_j, t_{j+1}))} \to \infty\) as \(j \to \infty\),
4. \(\frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} E(u(\cdot, t)) \, dt \to 0\) as \(j \to \infty\).

**Remark 2.1.** It should be noted from Theorems 2.4, 2.5, and 2.6 that for any nonconstant initial datum \(u_0 \in C^{2+\alpha}(\bar{\Omega})\) with \(u'_0 = 0\) on \(\partial \Omega\), there are global weak solutions to problem (1.1) that are smooth after a finite time and weak solutions to (1.1) whose spatial derivative blows up at some time \(0 < T \leq \infty\). Despite of this discrepancy, solutions of each type uniformly converge to \(\bar{u}_0\) and have a vanishing energy in a certain sense as time increases to the terminal value. Moreover, if \(M_0\) and \(m_0\) are close enough to 0, it follows from Theorem 2.3 that (1.1) also possesses a unique global classical solution; thus, in this case, there are at least three types of solutions to the problem for the common initial datum \(u_0\).

2.3. Non-Fourier type equations. In this last subsection, we consider a class of flux functions \(\sigma\) that violate the Fourier inequality: \(s\sigma(s) \geq 0\) \(\forall s \in \mathbb{R}\).

More precisely, we assume the following conditions on the flux function \(\sigma \in C(\mathbb{R})\) (see Figure 4): there exist four numbers \(\bar{s}_1 < s_1 < 0 < s_2 < \bar{s}_2\) such that

a. \(\sigma \in C^3((-\infty, s_1) \cup (s_2, \infty))\),

b. \(\sigma' > 0\) in \((-\infty, s_1) \cup (s_2, \infty)\),

c. \(\sigma(s_1) = \sigma(s_2) = 0 < \sigma(0) = \sigma(s_1) = \sigma(\bar{s}_2)\), and

d. \(\sigma\) has exactly three zeros.
For each $r \in (\sigma(s_2^+), \sigma(s_1^-))$, let $s_r^+ \in (s_2^+, \bar{s}_2)$ and $s_r^- \in (\bar{s}_1, s_1)$ denote the unique numbers with $\sigma(s_r^+) = r$. Note that the Fourier inequality is violated by $\sigma$ as follows:

$$s\sigma(s) \begin{cases} 
= 0 & \text{on } \{s_0^+, 0, s_0^-\}, \\
> 0 & \text{in } (-\infty, s_0^-) \cup (s_0^+, \infty), \\
< 0 & \text{in } (s_0^-, s_0^+) \setminus \{0\}.
\end{cases}$$

Figure 4. Diffusion flux $\sigma(s)$ of the non-Fourier type

We now formulate the result on global weak solutions $u$ to problem (1.1). An interesting feature of such a solution $u$ is that while it stabilizes to $\bar{u}_0$ in terms of the $L^\infty(\Omega)$-norm as $t \to \infty$, its spatial derivative $u_x$ concentrates on the set $\{s_0^+, s_0^-\}$ in such a way that the energy $E(u)$ converges in some sense to a specific number reflecting the allocation of double-well energy by the nonzero roots $s_0^\pm$ of $\sigma$ (see Figure 5).

**Theorem 2.7** (Allocation of double-well energy). There exist a strictly increasing sequence $0 < t_j \to \infty$ and infinitely many global weak solutions $u$ to problem (1.1) satisfying the following properties:

1. $\|u(\cdot, t) - \bar{u}_0\|_\infty \to 0$ as $t \to \infty$,
2. $\|\text{dist}(u_x(\cdot, t), \{s_0^+, s_0^-\})\|_\infty \to 0$ as $t \to \infty$ outside a null set in $(0, \infty)$,
3.1. Parabolic equations. Here, we consider large time behaviors of a global classical solution to problem (1.1) when the diffusion flux $\sigma$ is either of the H"ollig type or of the Perona-Malik type. The following theorem will play the role of a major building block for constructing weak solutions of interest in our main results. Since it can be proved easily with the help of [10], we include its proof here.

**Theorem 3.1.** Let $\sigma \in C^3(\mathbb{R})$ satisfy that $\sigma' > 0$ in $\mathbb{R}$. Then there exists a unique global solution $u \in C^{2,1}(\Omega_\infty)$ to problem (1.1) satisfying the following properties:

1. For each $\tau > 0$, $u \in C^{2+\alpha,1+\alpha/2}(\Omega_\tau)$,
2. For all $t_2 > t_1 \geq 0$,
   \[
   \min_{\Omega} u(\cdot,t_1) \leq \min_{\Omega} u(\cdot,t_2) \leq \bar{u} \leq \max_{\Omega} u(\cdot,t_2) \leq \max_{\Omega} u(\cdot,t_1),
   \]
3. For all $t_2 > t_1 \geq 0$,
   \[
   \min_{\Omega} u_x(\cdot,t_1) \leq \min_{\Omega} u_x(\cdot,t_2) \leq 0 \leq \max_{\Omega} u_x(\cdot,t_2) \leq \max_{\Omega} u_x(\cdot,t_1),
   \]
4. \(
   ||u(\cdot,t) - \bar{u}_0||_{W^{1,\infty}(\Omega)} \leq Ce^{-\gamma t}
   \)
   for all $t \geq 0$, where $0 < \kappa < 1$, $\lambda > 0$, $m > 1$,
   \[
   \theta := \min_{[-\|u_0\|_{\infty},m^{-1}\|u_0\|_{\infty}]} \sigma', \quad \tilde{\theta} := \max_{[-\|u_0\|_{\infty},m^{-1}\|u_0\|_{\infty}]} |\sigma''|,
   \]
   \[
   \gamma := \frac{\kappa \lambda^2 e^{-\lambda L}}{\max \left\{ \frac{||u_0||_{\infty}^\theta}{(1-\kappa)^{\theta}}, 1, m \right\} - e^{-\lambda L}},
   \]
   and $C > 0$ is some constant depending only on $u_0$, $\sigma$, $L$, $\kappa$, $\lambda$ and $m$. 

Note that every constant function in $\Omega$ is a steady state solution to problem (1.1), which is unstable since its energy $LW(0)$ involves the local maximum value $W(0) > \max\{W(s_0^+), W(s_0^-)\}$. However, by the above result, even for any constant initial datum, we still have global weak solutions to (1.1) with energy converging to a more stable level $L(\lambda_0 W(s_0^+) + (1 - \lambda_0) W(s_0^-))$. 

3. Preliminaries and easy proofs

In this section, we prepare some useful results that are essential ingredients for proving our main results, and some of which may be of independent interest. In particular, as an easy consequence of the result in Subsection 3.1, we provide the proof of Theorems 2.1 and 2.3 in Subsection 3.2 concerning the existence and asymptotic behaviors of a unique global classical solution $u$ to problem (1.1) for suitable initial data $u_0$ when the diffusion flux $\sigma$ is either of the H"ollig type or of the Perona-Malik type.
Proof. To start the proof, let us fix any numbers $0 < \kappa < 1$, $\lambda > 0$ and $m > 1$. Set $s_0 = ||u'_0||_{\infty} \frac{m}{m-1} + 1$, and choose a function $\tilde{\sigma} \in C^3(\mathbb{R})$ such that

\[
\begin{aligned}
\tilde{\sigma}(s) &= \sigma(s) \quad \forall s \in [-s_0, s_0], \\
\lambda \leq \tilde{\sigma}'(s) &\leq \Lambda \quad \forall s \in \mathbb{R}, \\
\tilde{\sigma}''' &\text{is bounded in } \mathbb{R},
\end{aligned}
\]

where $\Lambda \geq \lambda > 0$ are some constants. Then it follows from \cite{16} Theorem 13.24 that there exists a global solution $u \in C^{2,1}(\bar{\Omega}_\infty)$ to problem (1.1), with $\sigma$ replaced by $\tilde{\sigma}$, such that $u \in C^{2+\alpha,1+\alpha/2}(\bar{\Omega}_\tau)$ for each $\tau > 0$.

We now check that $u$ is a unique global solution to problem (1.1), with original $\sigma$, satisfying (1)–(4).

Note first that (1) is satisfied as above. Next, according to \cite{9} Lemma 2.2, we have an improved interior regularity of $u$ as $u \in C^{3+\beta,3+\beta/2}(\Omega \times (0, \tau])$ for all $\tau > 0$, where $\beta \in (0, 1)$ is some number. In particular, $\rho := u_x \in C^{1, \beta}(\bar{\Omega}_\infty) \cap C^{2,1}(\Omega_\infty)$ solves the initial-boundary value problem:

\[
\begin{aligned}
\rho_t &= (\tilde{\sigma}(\rho))_{xx} \quad \text{in } \Omega \times (0, \infty), \\
\rho &= \rho_0 \quad \text{on } \Omega \times \{t = 0\}, \\
\rho &= 0 \quad \text{on } \partial \Omega \times (0, \infty),
\end{aligned}
\]

where $\rho_0 := u'_0 \in C^1(\bar{\Omega})$. So \cite{10} Lemma 2.1] implies (3). Thanks to (3.1), it now follows from (3) that $u$ is a global solution to problem (1.1) with original $\sigma$. Also, from (3.1) and (3.2), it is easy to see that \cite{10} Theorem 1.1] together with Poincaré's inequality yields (4). Finally, uniqueness of such a solution $u$ to (1.1) and (2) are a consequence of \cite{13} Propositions 2.3 and 2.4, respectively. \hfill \Box

3.2. Proof of Theorems 2.1 and 2.3 We first begin with the proof of Theorem 2.1. Fix a number $\bar{s} \in (M_0, s_1)$. We then choose a function $\tilde{\sigma} \in C^3(\mathbb{R})$ such that

\[
\begin{aligned}
\tilde{\sigma}(s) &= \sigma(s) \quad \forall s \in (-\infty, \bar{s}], \\
\tilde{\sigma}' &> 0 \quad \text{in } \mathbb{R}.
\end{aligned}
\]

Thanks to Theorem 3.1 there exists a unique global solution $u \in C^{2,1}(\bar{\Omega}_\infty)$ to the problem

\[
\begin{aligned}
u_t &= (\tilde{\sigma}(u_x))_x \quad \text{in } \Omega_\infty, \\
u_0 &= u_0 \quad \text{on } \Omega \times \{t = 0\}, \\
u_x &= 0 \quad \text{on } \partial \Omega \times (0, \infty),
\end{aligned}
\]

satisfying (1)–(3). Moreover, by the validity of (3) and the choice of $\tilde{\sigma}$, $u$ is also a global solution to (1.1). Finally, (4) follows easily from (4) of Theorem 3.1.

The proof of Theorem 2.3 is similar; the only difference is that we fix two numbers $\bar{s}_1 \in (s_1, m_0)$, $\bar{s}_2 \in (M_0, s_2)$ and choose a function $\tilde{\sigma} \in C^3(\mathbb{R})$ such that

\[
\begin{aligned}
\tilde{\sigma}(s) &= \sigma(s) \quad \forall s \in [\bar{s}_1, \bar{s}_2], \\
\tilde{\sigma}' &> 0 \quad \text{in } \mathbb{R}.
\end{aligned}
\]
Then the rest can be finished as in the proof of Theorem 2.1 above; we do not repeat the details.

3.3. Baire’s category theorem. In this subsection, we prepare a suitable functional tool for solving a partial differential inclusion introduced in Subsection 3.5. We begin with the definition of a related terminology.

Definition 3.1. Let $\mathcal{X}$ and $\mathcal{Y}$ be metric spaces. A map $f : \mathcal{X} \to \mathcal{Y}$ is called Baire-one if it is the pointwise limit of some sequence of continuous maps from $\mathcal{X}$ into $\mathcal{Y}$.

A version of Baire’s category theorem, regarding Baire-one maps, is the following.

Theorem 3.2 (Baire’s category theorem). Let $\mathcal{X}$ and $\mathcal{Y}$ be metric spaces with $\mathcal{X}$ complete. If $f : \mathcal{X} \to \mathcal{Y}$ is a Baire-one map, then the set of points of discontinuity for $f$, say $D_f$, is of the first category. Therefore, the set of points in $\mathcal{X}$ at which $f$ is continuous, that is, $\mathcal{C}_f := \mathcal{X} \setminus D_f$, is dense in $\mathcal{X}$.

Our Baire-one maps to be used later are the gradient operators as follows.

Proposition 3.3. Let $m$ and $n$ be any two positive integers. Let $U \subset \mathbb{R}^n$ be a bounded open set, and let $\mathcal{X} \subset \mathcal{W}^{1,\infty}(U; \mathbb{R}^m)$ be equipped with the $L^\infty(U; \mathbb{R}^m)$-metric. Then the gradient operator $\nabla : \mathcal{X} \to L^p(U; \mathbb{R}^m \times \mathbb{R}^n)$ is a Baire-one map for each $p \in [1, \infty)$.

Since the proof of Theorem 3.2 and Proposition 3.3 can be found in [2, Chapter 10], we do not reproduce it here.

3.4. Rank-one smooth approximation. Here, we equip with an important but technical tool for local patching to be used in the proof of the density lemma, Lemma 3.5, stated in the next subsection. The following result is a refinement of the $(1 + 1)$-dimensional version of a combination of [12, Theorem 2.3 and Lemma 4.5], and its proof can be found in our recent paper [14, Theorem 6.1].

Lemma 3.4. Let $Q = (x_1, x_2) \times (t_1, t_2) \subset \mathbb{R}^2$ be an open rectangle, where $x_2 > x_1$ and $t_2 > t_1$ are fixed reals. Given any $\lambda_1 > 0$, $\lambda_2 > 0$ and $\epsilon > 0$, there exists a function $\omega = (\varphi, \psi) \in C^\infty_c(Q; \mathbb{R}^2)$ such that

(a) $\|\omega\|_{L^\infty(Q)} < \epsilon$, $\|\varphi\|_{L^\infty(Q)} < \epsilon$, $\|\psi\|_{L^\infty(Q)} < \epsilon$,
(b) $-\lambda_1 \leq \varphi_x \leq \lambda_2$ in $Q$,
(c) $\left\{ \int\int_{Q} \left| \right| \left\{ (x, t) \in Q | \varphi(x, t) = -\lambda_1 \right\} - \frac{\lambda_2}{\lambda_1 + \lambda_2} |Q| \left| \right| < \epsilon,$
(d) $\psi_x = \varphi$ in $Q$, and
(e) $\int_{x_1}^{x_2} \varphi(x, t) \, dx = 0$ for all $t_1 < t < t_2$. 


3.5. **Phase transition as a differential inclusion.** In proving Theorems 2.2, 2.4, 2.5, 2.6 and 2.7, we will keep repeatedly solving a certain partial differential inclusion in the framework of Baire’s category method. To avoid an unnecessary repetition, we separate a germ of common analysis into this subsection and make use of it whenever it is needed.

3.5.1. **Initial definitions.** Let \( r_1 < r_2 \) be any two fixed numbers, and let \( g^\pm = g^\pm_{r_1, r_2} \in C([r_1, r_2]) \) be functions such that

\[
g^-(r) < g^+(r) \quad \forall r \in [r_1, r_2].
\]

Let \( \tilde{K}^\pm = \tilde{K}^\pm_{g^\pm} \) denote the graph of \( g^\pm \); that is,

\[
\tilde{K}^\pm = \{(g^\pm(r), r) \in \mathbb{R}^2 | r_1 \leq r \leq r_2 \}.
\]

Let \( \tilde{K} = \tilde{K}^+_g \cup \tilde{K}^-_g \). Let \( \bar{U} = \bar{U}^+_g \cup \bar{U}^-_g \) be the bounded domain in \( \mathbb{R}^2 \) given by

\[
\bar{U} = \{(\lambda g^-(r) + (1-\lambda)g^+(r), r) | r_1 < r < r_2, 0 < \lambda < 1 \}.
\]

For each \( u \in \mathbb{R} \), define the matrix sets

\[
K(u) = K^+_g(u) = \left\{ \begin{pmatrix} s & c \\ u & r \end{pmatrix} \in \mathbb{M}^{2 \times 2} \mid (s, r) \in \tilde{K}, c \in \mathbb{R} \right\},
\]

\[
U(u) = U^+_g(u) = \left\{ \begin{pmatrix} s & c \\ u & r \end{pmatrix} \in \mathbb{M}^{2 \times 2} \mid (s, r) \in \bar{U}, c \in \mathbb{R} \right\}.
\]

3.5.2. **Related differential inclusion.** We consider the inhomogeneous partial differential inclusion

\[
\nabla w(x, t) \in K(u(x, t)), \quad \text{a.e. (} x, t \text{) } \in Q,
\]

where \( Q \subset \mathbb{R}^2 \) is a bounded open set, \( w = (u, v) : Q \to \mathbb{R}^2 \) is a Lipschitz function, and \( \nabla w = \begin{pmatrix} u_x & u_t \\ v_x & v_t \end{pmatrix} \) is the Jacobian matrix of \( w \).

We say that a Lipschitz function \( w : Q \to \mathbb{R}^2 \) is a subsolution of differential inclusion \( (3.3) \) if

\[
\nabla w(x, t) \in K(u(x, t)) \cup U(u(x, t)), \quad \text{a.e. (} x, t \text{) } \in Q,
\]

and it is a strict subsolution of \( (3.3) \) if

\[
\nabla w(x, t) \in U(u(x, t)), \quad \text{a.e. (} x, t \text{) } \in Q.
\]

Let \( w = (u, v) : Q \to \mathbb{R}^2 \) be a subsolution of differential inclusion \( (3.3) \). For a.e. \( (x, t) \in Q \), we can define the quantity

\[
Z_w(x, t) = Z^Q_{g^+, g^-; w}(x, t) = \frac{u_x(x, t) - g^-(v_t(x, t))}{g^+(v_t(x, t)) - g^-(v_t(x, t))} \in [0, 1].
\]

For each non-null subset \( E \) of \( Q \), we then define the transition gauge of \( w \) over \( E \) by

\[
\Gamma^E_w = \Gamma^E_{g^+, g^-; w} = \frac{1}{|E|} \int_E Z_w(x, t) \, dx dt \in [0, 1].
\]
This gauge measures the inclination of the diagonal \((u_x, v_t)\) of \(\nabla w\) over \(E\) towards the right branch \(\tilde{K}^+\) of \(\tilde{K}\); for instance, it is easy to see that
\[
\Gamma^E_w = 1 \iff (u_x, v_t) \in \tilde{K}^+ \text{ a.e. in } E
\]
and that
\[
\Gamma^E_w = 0 \iff (u_x, v_t) \in \tilde{K}^- \text{ a.e. in } E.
\]
Note also that if \(w\) is a strict subsolution of (3.3), then \(0 < \Gamma^E_w < 1\) for every non-null subset \(E\) of \(Q\).

### 3.5.3. Generic setup and density lemma

Let \(b > 0\) be any fixed number. For each \(u \in \mathbb{R}\), define the matrix sets
\[
K_b(u) = K_{g^+, g^-, b}(u) = \left\{ \begin{pmatrix} s & c \\ u & r \end{pmatrix} \in \mathbb{M}^{2 \times 2} \middle| (s, r) \in \tilde{K}, |c| \leq b \right\},
\]
\[
U_b(u) = U_{g^+, g^-, b}(u) = \left\{ \begin{pmatrix} s & c \\ u & r \end{pmatrix} \in \mathbb{M}^{2 \times 2} \middle| (s, r) \in \tilde{U}, |c| < b \right\}.
\]
Let \(Q \subset \mathbb{R}^2\) be a bounded open set, and let \(w^* = (u^*, v^*) \in (C^{2,1} \times C^{3,1})(\bar{Q}) := C^{2,1}(\bar{Q}) \times C^{3,1}(\bar{Q})\) be a Lipschitz function such that
\[
\nabla w^* \in U_b(u^*) \text{ in } Q;
\]
then \(w^*\) is a strict subsolution of differential inclusion (3.3) so that \(0 < \Gamma^Q_w < 1\) for each non-null subset \(E\) of \(Q\).

Let \(\epsilon > 0\) be any fixed number. We define a class \(\mathcal{A}_\delta = A_{g^+, g^-, b, w^*, Q, \epsilon}\) of strict subsolutions of (3.3) by
\[
\mathcal{A} = \left\{ \begin{array}{ll}
w = (u, v) \in (C^{2,1} \times C^{3,1})(\bar{Q}) & \text{where } w \text{ is Lipschitz in } Q, w = w^* \text{ in } Q \setminus \bar{Q}^w \\
 & \text{for some open set } Q^w \subset \subset Q \text{ with } |\partial Q^w| = 0, \\
 & \|u - u^*\|_{L^\infty(Q)} < \epsilon/2, \|u_t - u^*_t\|_{L^\infty(Q)} < \epsilon/2, \\
 & \nabla w \in U_b(u) \text{ in } Q, |\Gamma^Q_w - \Gamma^Q_{w^*}| < \epsilon/2 \\
\end{array}\right\};
\]
then \(w^* \in \mathcal{A}\) so that \(\mathcal{A} \neq \emptyset\). Next, for each \(\delta > 0\), we define a subclass \(\mathcal{A}_\delta = A_{g^+, g^-, b, w^*, Q, \epsilon, \delta}\) of \(\mathcal{A}\) by
\[
\mathcal{A}_\delta = \left\{ w \in \mathcal{A} \middle| \int_Q \text{dist}(\nabla w(x, t), K_b(u(x, t))) \, dx \, dt \leq \delta|Q| \right\}.
\]
We now state the pivotal density lemma that will be used throughout the rest of the paper.

**Lemma 3.5.** For each \(\delta > 0\), \(\mathcal{A}_\delta\) is dense in \(\mathcal{A}\) under the \(L^\infty(Q)\)-norm.

The proof of this lemma is so long and complicated that we postpone it to the last section, Section 8.
4. Eventual smoothing for Höllig type equations

This section is devoted to proving Theorem 2.2, that is, the existence of eventually smooth global weak solutions \( u \) to problem (1.1) for all initial data \( u_0 \) with \( M_0 > \bar{s}_1 \) when the diffusion flux \( \sigma \) is of the Höllig type.

Following the notation and setup in Subsection 3.5, we divide the proof into several steps.

**Setup and subsolution.** Let

\[
g^\pm = g^\pm_{r_1,r_2} = (\sigma_{[s^1_{r_1},s^1_{r_2}]}^{-1}) : [r_1,r_2] \to [s^1_{r_1},s^1_{r_2}];
\]

then \( g^- \leq g^-(r_2) = s^+_{r_2} < s^+_{r_1} = g^+(r_1) \leq g^+ \) on \([r_1,r_2]\). Next, we choose a function \( \tilde{\sigma} = \tilde{\sigma}_{r_1,r_2} \in C^3(\mathbb{R}) \) (see Figure 6) such that

\[
\begin{cases}
\tilde{\sigma} = \sigma & \text{on } (-\infty, s^-_{r_1}] \cup [s^+_{r_2}, \infty), \\
\tilde{\sigma} < \sigma & \text{on } (s^-_{r_1}, s^-_{r_2}], \tilde{\sigma} > \sigma & \text{on } [s^+_{r_1}, s^+_{r_2}], \\
\tilde{\sigma}' > 0 & \text{in } \mathbb{R}.
\end{cases}
\]

Thanks to Theorem 3.1, there exists a unique global solution \( u^* \in C^{2,1}(\bar{\Omega}_\infty) \) to problem (1.1), with \( \sigma \) replaced by \( \tilde{\sigma} \), satisfying (6)–(9), where the constants \( \kappa, \lambda \) and \( m \) are fixed as in (4) of Theorem 3.1 to yield (9).

Now, let \( Q_1, Q_2 \) and \( F^\pm \) be defined as in the statement of the theorem. It then follows from (9) that \( Q_1 \cup Q_2 \cup F^+ \cup F^- \) is bounded. Also, this set has a positive distance to the vertical boundary \( \partial \Omega \times [0, \infty) \) since \( u^* \) vanishes on \( \partial \Omega \times [0, \infty) \) and is continuous on \( \Omega_\infty \); thus (4) holds. Since \( s^-_{r_1} < u^*_0(x_0) < s^+_{r_2} \), we have \( Q_1 \neq \emptyset \) so that \( 0 < \sup_{(x,t) \in Q_1} t =: t_1 < \infty \) by (4). This together with (8) and (9) implies (5).

Let \( Q = Q_1 \) and \( b = \|u^*_0\|_{L^\infty(Q)} + 1 \). With the functions \( g^\pm \) defined above, for each \( u \in \mathbb{R} \), let \( K_b(u) = K_{g^+,g^-;b}(u) \) and \( U_b(u) = U_{g^+,g^-;b}(u) \) be given as
Define an auxiliary function \( v^* \) by
\[
v^*(x,t) = \int_0^t \tilde{\sigma}(u_x^*(x,\tau)) \, d\tau + \int_0^x u_0(y) \, dy \quad \forall (x,t) \in \Omega_\infty;
\]
then
\[
(4.2) \quad \begin{cases}
v^*_t = \tilde{\sigma}(u^*_x) & \text{in } \Omega_\infty, \\
v^*_x = u^* & \text{in } \Omega_\infty.
\end{cases}
\]
and so \( w^* := (u^*,v^*) \in (C^{2,1}\times C^{3,1})(\Omega_\infty) \). From this, (4.1) and the definition of \( b \), we have
\[
\nabla w^* \in U_b(u^*) \quad \text{in } Q;
\]
thus \( w^*|_Q \) becomes a strict subsolution of differential inclusion \((3.3)\) so that \( 0 < \Gamma^Q_{w^*} < 1 \), where the gauge operator \( \Gamma^Q_{\cdot} = \Gamma^Q_{g^+,g^-} \) is given as in Subsection 3.5.

**Admissible class.** Fix any \( \epsilon > 0 \). Following the above, let \( A = \mathcal{A}_{g^+,g^-,b,w^*,Q,\epsilon} \) and \( \mathcal{A}_\delta = \mathcal{A}_{g^+,g^-,b,w^*,Q,\epsilon,\delta} \) (\( \delta > 0 \)) be defined as in Subsection 3.5. Set \( t_2 = t_1 + 1 \), where \( t_1 > 0 \) is as above; then \( Q \subset \Omega_{t_2-1} \subset \Omega_{t_2} \). We now define a class \( \mathfrak{A} \) of admissible functions by
\[
\mathfrak{A} = \left\{ w = (u,v) \in (C^{2,1}\times C^{3,1})(\Omega_{t_2}) \mid w = w^* \text{ in } \Omega_{t_2} \setminus Q, \quad w|_Q \in A \right\};
\]
then \( w^* \in \mathfrak{A} \) so that \( \mathfrak{A} \neq \emptyset \). Next, for each \( \delta > 0 \), let \( \mathfrak{A}_\delta \) be the subclass of functions \( w \in \mathfrak{A} \) such that \( w|_Q \in \mathcal{A}_\delta \).

**Baire’s category method.** Let \( \mathcal{X} \) denote the closure of \( \mathfrak{A} \) in the space \( L^\infty(\Omega_{t_2};\mathbb{R}^2) \); then \( (\mathcal{X},L^\infty) \) becomes a nonempty complete metric space.

From the definition of \( \mathfrak{A} \), it is easily checked that
\[
\mathcal{X} \subset w^* + W^{1,\infty}_0(\Omega_{t_2};\mathbb{R}^2).
\]
By Proposition 3.3, the space-time gradient operator \( \nabla : \mathcal{X} \to L^1(\Omega_{t_2};\mathbb{M}^{2\times 2}) \) is a Baire-one map, and thus it follows from the Baire category theorem, Theorem 3.2, that the set of points at which \( \nabla \) is continuous, say \( \mathcal{C}_\nabla \), is dense in \( \mathcal{X} \).

**Solutions from \( \mathcal{C}_\nabla \).** Let \( w = (u,v) \in \mathcal{C}_\nabla \), and extend it from \( \Omega_{t_2} \) to \( \Omega_\infty \) by setting \( w = w^* \) in \( \Omega_\infty \setminus \Omega_{t_2} \). We now show that \( u \) is a global weak solution to problem (1.1) satisfying (1)–(3).

Note first that from Lemma 3.5 and the density of \( \mathfrak{A} \) in \( \mathfrak{X} \), \( \mathfrak{A}_{1/j} \) is dense in \( \mathfrak{X} \) for each \( j \in \mathbb{N} \). So we can take a sequence \( w_j = (u_j,v_j) \in \mathfrak{A}_{1/j} \) such that \( ||w_j - w||_{L^\infty(\Omega_{t_2})} \to 0 \) as \( j \to \infty \). By the continuity of the operator \( \nabla \) at \( w \), we have \( \nabla w_j \to \nabla w \) in \( L^1(\Omega_{t_2};\mathbb{M}^{2\times 2}) \) and hence pointwise a.e. in \( \Omega_{t_2} \) after passing to a subsequence if necessary.
We state some properties of the function \( w_j = (u_j, v_j) \) inherited from its membership \( w_j \in \mathfrak{W}_{1,j} \):

\[
(4.3) \quad \begin{cases}
    w_j = (u_j, v_j) \in (C^{2,1} \times C^{3,1})(\bar{\Omega}_{t_2}), \\
    w_j = w^* in \Omega_{t_2} \setminus \bar{Q}^w_j \text{ for some open set } \bar{Q}^w_j \subset Q \text{ with } |\partial \bar{Q}^w_j| = 0, \\
    \|u_j - u^*\|_{L^\infty(Q)} < \epsilon/2, \|u_j - u^*_t\|_{L^\infty(Q)} < \epsilon/2, \\
    \nabla w_j \in U_b(u_j) \text{ in } Q, \text{ and} \\
    \int_Q \text{dist}(\nabla w_j(x,t), K_b(u_j(x,t))) \ dxdt \leq \frac{1}{2}|Q|.
\end{cases}
\]

We now check that \( u \) satisfies (1)–(3). Letting \( j \to \infty \) in (4.3), we get

\[
\begin{cases}
    w = w^* in \bar{\Omega}_{t_2} \setminus Q, \\
    \|u - u^*\|_{L^\infty(Q)} \leq \epsilon/2, \|u_t - u^*_t\|_{L^\infty(Q)} \leq \epsilon/2;
\end{cases}
\]

thus (1) holds. We also have

\[
\int_Q \text{dist}(\nabla w_j(x,t), K_b(u_j(x,t))) \ dxdt \to \int_Q \text{dist}(\nabla w(x,t), K_b(u(x,t))) \ dxdt = 0
\]

so that \( \nabla w \in K_b(u) \) a.e. in \( Q \). This inclusion implies that a.e. in \( Q \),

\[
(4.4) \quad \begin{cases}
    v_t = \sigma(u_x), \\
    u_x \in [s_{r_1}^-, s_{r_2}^+] \cup [s_{r_1}^+, s_{r_2}^+].
\end{cases}
\]

From (4.3), we have \( (u_j)_x = s_{r_2}^+ \) in \( F^+ \) and \( (u_j)_x = s_{r_1}^- \) in \( F^- \). Letting \( j \to \infty \), we have \( u_x = s_{r_2}^+ \) a.e. in \( F^+ \) and \( u_x = s_{r_1}^- \) a.e. in \( F^- \); this and (4.4) yield (2). Also, letting \( j \to \infty \) in (4.3), we have \( |\Gamma_{w_j}^Q - \Gamma_{w^*}^Q| \leq \epsilon/2 < \epsilon \). Without loss of generality, we can assume \( 0 < \epsilon < \min\{\Gamma_{w_j}^Q,1-\Gamma_{w_j}^Q\} \) so that \( 0 < \Gamma_{w_j}^Q < 1 \). This and (4.4) thus imply (3).

For a later use, note from (4.3) that \( (v_j)_t = v_t^* \) and \( (u_j)_x = u_x^* \not\in (s_{r_1}^-, s_{r_2}^+) \) in \( \Omega_{t_2} \setminus Q \), and so by (4.1) and (4.2),

\[
(5.5) \quad v_t = v_t^* = \tilde{\sigma}(u_x^*) = \sigma(u_x^*) = \sigma(u_x) \text{ a.e. in } \Omega_{t_2} \setminus Q.
\]

By (4.2) and (4.3), we get \( (v_j)_x = u_j \) in \( \Omega_{t_2} \); thus we have

\[
(5.6) \quad v_x = u \text{ a.e. in } \Omega_{t_2}.
\]

Let us now check that \( u \) is a global weak solution to problem (1.1). To do this, let \( \zeta \in C^\infty(\bar{\Omega}_\infty) \) and \( \tau \in [0, \infty) \). Assume first that \( \tau \leq t_2 \). From
Combining this with the previous case with $\tau$, follows from (4.1) that

$$\int_0^\tau \int_0^L u_j \zeta_t \, dx \, dt = \int_0^\tau \int_0^L (v_j)_x \zeta_t \, dx \, dt$$

$$= - \int_0^\tau \int_0^L (v_j)_x \zeta \, dx \, dt + \int_0^L \left( (v_j)_x(x, \tau) \zeta(x, \tau) - (v_j)_x(x, 0) \zeta(x, 0) \right) \, dx$$

$$= \int_0^\tau \int_0^L (v_j)_x \zeta_x \, dx \, dt - \int_0^\tau \left( (v_j)_t(L, t) \zeta(L, t) - (v_j)_t(0, t) \zeta(0, t) \right) \, dt$$

$$+ \int_0^L \left( (v_j)_x(x, \tau) \zeta(x, \tau) - (v_j)_x(x, 0) \zeta(x, 0) \right) \, dx$$

$$= \int_0^\tau \int_0^L (v_j)_t \zeta_x \, dx \, dt - \int_0^\tau \left( v_t^*(L, t) \zeta(L, t) - v_t^*(0, t) \zeta(0, t) \right) \, dt$$

$$+ \int_0^L (u_j(x, \tau) \zeta(x, \tau) - u_0(x) \zeta(x, 0)) \, dx.$$

Let $j \to \infty$; then from (4.4), (4.5) and $v_t^* = \bar{\sigma}(u^*_x) = 0$ on $\partial \Omega \times [0, \infty)$, we have

$$\int_0^\tau \int_0^L u \zeta \, dx \, dt = \int_0^\tau \int_0^L v_t \zeta_x \, dx \, dt + \int_0^L \left( u(x, \tau) \zeta(x, \tau) - u_0(x) \zeta(x, 0) \right) \, dx$$

$$= \int_0^\tau \int_0^L \sigma(u_x) \zeta_x \, dx \, dt + \int_0^L \left( u(x, \tau) \zeta(x, \tau) - u_0(x) \zeta(x, 0) \right) \, dx;$$

hence (1.2) holds.

Next, assume that $\tau > t_2$. Since $u = u^*$ and $u^*_x \leq s^*_{1\gamma}$ on $\bar{\Omega} \times [t_2, \infty)$ and $u^*$ is a global classical solution to problem (1.1) with $\sigma$ replaced by $\bar{\sigma}$, it follows from (4.1) that

$$\int_0^L \left( u(x, \tau) \zeta(x, \tau) - u(x, t_2) \zeta(x, t_2) \right) \, dx$$

$$= \int_0^L \left( u^*(x, \tau) \zeta(x, \tau) - u^*(x, t_2) \zeta(x, t_2) \right) \, dx$$

$$= \int_{t_2}^\tau \int_0^L \left( u^* \zeta_t - \bar{\sigma}(u^*_x) \zeta_x \right) \, dx \, dt = \int_{t_2}^\tau \int_0^L \left( u \zeta_t - \sigma(u_x) \zeta_x \right) \, dx \, dt.$$

Combining this with the previous case with $\tau = t_2$, we obtain (1.2); therefore, $u$ is a global weak solution to (1.1).

Infinitely many solutions. We have shown above that the first component $u$ of each function $w = (u, v) \in \mathcal{C}_\mathcal{W}$ with common extension $u = u^*$ in $\Omega_\infty \setminus \Omega_{t_2}$ is a global weak solution to problem (1.1) satisfying (1)–(3). It only remains to verify that $\mathcal{C}_\mathcal{W}$ contains infinitely many functions and that no two different functions in $\mathcal{C}_\mathcal{W}$ have the first component that are identical. Suppose first on the contrary that $\mathcal{C}_\mathcal{W}$ has only finitely many functions. Then

$$\mathcal{C}_\mathcal{W} = \bar{\mathcal{C}}_\mathcal{W} = \bar{\mathcal{X}} = \bar{\mathcal{A}} = \bar{\mathcal{X}} \ni w^* = (u^*, v^*),$$
where the closure is with respect to the $L^\infty(\Omega_t^2;\mathbb{R}^2)$-norm. By the above result, we now have that $u^*$ itself is a global weak solution to (1.1) satisfying (1)–(3); clearly, this is a contradiction. Thus, $\mathcal{C}_F$ contains infinitely many functions. Next, let $w_1 = (u_1, v_1), w_2 = (u_2, v_2) \in \mathcal{C}_F$. It is sufficient to show that

$$u_1 = u_2 \text{ in } \Omega_t^2 \iff v_1 = v_2 \text{ in } \Omega_t^2.$$ 

If $u_1 = u_2$ in $\Omega_t^2$, then by (4.6), we have $(v_1)_x = u_1 = u_2 = (v_2)_x$ a.e. in $\Omega_t^2$. Since $v_1 = v_2 = v^*$ on $\partial\Omega_t^2$, we get $v_1 = v_2$ in $\Omega_t^2$. The converse is also easy to check; we skip this.

The proof of Theorem 2.2 is now complete.

5. Eventual smoothing for Perona-Malik type equations

In this section, we prove the existence of eventually smooth global weak solutions $u$ to problem (1.1) for all nonconstant initial data $u_0$ when the diffusion flux $\sigma$ is of the Perona-Malik type. We first provide the proof of Theorem 2.4, which handles Case 1: $m_0 < 0 < M_0$. Since the proof of Theorem 2.5 for Case 2: $0 = m_0 < M_0$ is very similar to and even simpler than that of Theorem 2.4, we only give a sketch for the proof at the end of the section. Likewise, for Case 3: $m_0 < M_0 = 0$ that we do not state as a theorem, one can easily adapt the proof of Theorem 2.4 to deduce the expected result.

**Proof of Theorem 2.4.** Following the notation and setup in Subsection 3.5, we divide the proof into several steps.

**Setup and subsolution.** Let

$$g_1^+ = g_{r_1^+, r_1} = (\sigma_{[s_1^+, s_1^+]}^{-1} : [r_1^+, r_1] \to [s_1^+, s_1^+],$$

$$g_1^- = g_{r_1^-, r_1} = (\sigma_{[s_1^-, s_1^-]}^{-1} : [r_1^-, r_1] \to [s_1^-, s_1^-],$$

$$g_2^+ = g_{r_2^+, r_2} = (\sigma_{[s_2^+, s_2^+]}^{-1} : [r_2^+, r_2] \to [s_2^+, s_2^+],$$

$$g_2^- = g_{r_2^-, r_2} = (\sigma_{[s_2^-, s_2^-]}^{-1} : [r_2^-, r_2] \to [s_2^-, s_2^-]);$$

then

$$g_1^- \leq g_1^-(r_1^+) = s_1^+ < s_1^- = g_1^+(r_1^+) \leq g_1^+ \text{ on } [r_1^-, r_1^+],$$

$$g_2^- \leq g_2^-(r_2^+) = s_2^- < s_2^+ = g_2^+(r_2^+) \leq g_2^+ \text{ on } [r_2^-, r_2^+].$$

Next, choose a function $\tilde{\sigma} = \tilde{\sigma}_{r_1^-, r_1^+, r_2^-, r_2^+} \in C^3(\mathbb{R})$ (see Figure 7) such that

$$\tilde{\sigma} = \sigma \text{ on } [s_1^-, s_1^+],$$

$$\tilde{\sigma} < \min\{\sigma, r_2^+\} \text{ on } (s_2^-, m_0],$$

$$\tilde{\sigma} > \max\{\sigma, r_1^+\} \text{ on } [m_0, s_1^+],$$

$$\tilde{\sigma}' > 0 \text{ in } \mathbb{R}. \quad (5.1)$$

$$\tilde{\sigma}$$
Owing to Theorem 3.1, there exists a unique global solution \( u^* \in C^{2,1}(\overline{\Omega}_\infty) \) to problem (1.1), with \( \sigma \) replaced by \( \tilde{\sigma} \), satisfying (5)–(8), where the constants \( \kappa, \lambda \) and \( m \) are fixed as in (4) of Theorem 3.1 to imply (8).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Modified flux \( \tilde{\sigma}(s) \)}
\end{figure}

Now, let \( Q_1, Q_2, F_1 \) and \( F_2 \) be defined as in the statement of the theorem. From (8), it follows that \( Q_1 \cup Q_2 \cup F_1 \cup F_2 \) is bounded. This set also has a positive distance to the vertical boundary \( \partial \Omega \times [0, \infty) \), since \( u^* \) vanishes on \( \partial \Omega \times [0, \infty) \) and is continuous on \( \overline{\Omega}_\infty \); thus (4) is valid.

Let \( b = \|u^*_x\|_{L_\infty(Q_1 \cup Q_2)} + 1. \) With the functions \( g_i^\pm \) \( (i = 1, 2) \) defined above, for each \( u \in \mathbb{R} \), let \( K_{i,b}(u) = K_{g_i^+,g_i^-,b}(u) \) and \( U_{i,b}(u) = U_{g_i^+,g_i^-,b}(u) \) be given as in Subsection 3.5. Define an auxiliary function \( v^* \) by

\[ v^*(x,t) = \int_0^t \tilde{\sigma}(u^*_x(x,\tau)) \, d\tau + \int_0^x u_0(y) \, dy \quad \forall (x,t) \in \Omega_\infty; \]

then

\begin{align}
\begin{cases}
  v^*_t = \tilde{\sigma}(u^*_x) \\
  v^*_x = u^* 
\end{cases}
\end{align}

in \( \Omega_\infty \),

so that \( w^* := (u^*, v^*) \in (C^{2,1} \times C^{3,1})(\overline{\Omega}_\infty) \). From this, (5.1) and the definition of \( b \), it follows that for \( i = 1, 2 \),

\[ \nabla w^* \in U_{i,b}(u^*) \text{ in } Q_i; \]

thus \( w^*|_{Q_i} \) is a strict subsolution of differential inclusion (3.3) with \( Q = Q_i \), and so \( 0 < \Gamma_{w^*} < 1 \), where the gauge operator \( \Gamma_{w^*} = \Gamma_{g_i^+,g_i^-,b}^Q \) is given as in Subsection 3.5.
Admissible class. Fix any $\epsilon > 0$. Following the above notation, for $i = 1, 2$, let $\mathcal{A}_i = A_{g_i^+ b^*, Q_{i, \epsilon}}$ and $\mathcal{A}_i, \delta = A_{g_i^+ b^*, Q_{i, \epsilon, \delta}}$ ($\delta > 0$) be defined as in Subsection 3.5. Set $t_1 = \sup_{(x,t) \in Q_1 \cup Q_2} t + 1$; then $Q_1 \cup Q_2 \subset \Omega_{t_1 - 1} \subset \Omega_{t_1}$. We now define a class $\mathcal{A}$ of admissible functions by

$$\mathcal{A} = \left\{ w = (u, v) \in (C^{2,1} \times C^{3,1})(\overline{\Omega_{t_1}}) \left| \begin{array}{l}
\mathcal{A} = w^* \text{ in } \Omega_{t_1} \setminus (Q_1 \cup Q_2), \\
w|Q_i \in \mathcal{A}_i \text{ for } i = 1, 2
\end{array} \right. \right\};$$

then $w^* \in \mathcal{A}$, and so $\mathcal{A} \neq \emptyset$. Also, for each $\delta > 0$, let $\mathcal{A}_\delta$ be the subclass of functions $w \in \mathcal{A}$ such that $w|_{Q_i} \in \mathcal{A}_{i, \delta}$ for $i = 1, 2$.

Baire's category method. Let $\mathcal{X}$ denote the closure of $\mathcal{A}$ in the space $L^\infty(\Omega_{t_1}; \mathbb{R}^2)$; then $(\mathcal{X}, L^\infty)$ becomes a nonempty complete metric space. From the definition of $\mathcal{A}$, it is easily checked that

$$\mathcal{X} \subset w^* + W^{1,\infty}_0(\Omega_{t_1}; \mathbb{R}^2).$$

As in the proof of Theorem 2.2, we know that the set of points of continuity for the space-time gradient operator $\nabla : \mathcal{X} \to L^1(\Omega_{t_1}; \mathbb{M}^{2 \times 2})$, say $\mathcal{C}_\nabla$, is dense in $\mathcal{X}$.

Solutions from $\mathcal{C}_\nabla$. Let $w = (u, v) \in \mathcal{C}_\nabla$, and extend it from $\Omega_{t_1}$ to $\Omega_{\infty}$ by letting $w = w^*$ in $\Omega_{\infty} \setminus \Omega_{t_1}$. We now show that $u$ is a global weak solution to problem (1.1) satisfying (1)–(3).

Note first that by Lemma 3.5 and the density of $\mathcal{A}$ in $\mathcal{X}$, $\mathcal{A}_{1/j}$ is dense in $\mathcal{X}$ for each $j \in \mathbb{N}$. So we can take a sequence $w_j = (u_j, v_j) \in \mathcal{A}_{1/j}$ such that $\|w_j - w\|_{L^\infty(\Omega_{t_1})} \to 0$ as $j \to \infty$. By the continuity of the operator $\nabla$ at $w$, we have $\nabla w_j \to \nabla w$ in $L^1(\Omega_{t_1}; \mathbb{M}^{2 \times 2})$ and hence pointwise a.e. in $\Omega_{t_1}$ after passing to a subsequence if necessary.

We now state some properties of the function $w_j = (u_j, v_j)$ inherited from its membership $w_j \in \mathcal{A}_{1/j}$:

$$\begin{align*}
&\left\{ w_j = (u_j, v_j) \in (C^{2,1} \times C^{3,1})(\overline{\Omega_{t_1}}), \\
&w_j = w^* \text{ in } \Omega_{t_1} \setminus (Q_1^{w_j} \cup Q_2^{w_j}) \text{ for some open sets } Q_1^{w_j} \subset Q_1 \\
&\quad \text{and } Q_2^{w_j} \subset \subset Q_2 \text{ with } |\partial Q_1^{w_j}| = |\partial Q_2^{w_j}| = 0, \\
&\quad \|u_j - u^*\|_{L^\infty(Q_1)} < \epsilon/2, \quad \|(u_j)_t - u_t^*\|_{L^\infty(Q_1)} < \epsilon/2, \\
&\quad |\Gamma_{w_j} - \Gamma_{w^*}| < \epsilon/2 \text{ for } i = 1, 2, \\
&\quad \nabla w_j \in U_{i, b}(u_j) \text{ in } Q_i \text{ for } i = 1, 2, \text{ and} \\
&\quad \int_{Q_1} \text{dist}(\nabla w_j(x, t), \overline{K_{i, b}(u_j(x, t))}) \, dx \, dt \leq \frac{1}{j} |Q_1| \text{ for } i = 1, 2.
\end{align*}$$

Let us now check that $u$ satisfies (1)–(3). Letting $j \to \infty$ in (5.3), we get

$$\begin{align*}
&\left\{ w = w^* \text{ in } \Omega_{t_1} \setminus (Q_1 \cup Q_2), \\
&\quad \|u - u^*\|_{L^\infty(Q_1 \cup Q_2)} \leq \epsilon/2, \quad \|u_t - u_t^*\|_{L^\infty(Q_1 \cup Q_2)} \leq \epsilon/2;
\end{align*}$$
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thus (1) holds. For $i = 1, 2$, as $j \to \infty$, we have
\[
\int_{Q_i} \text{dist}(\nabla w_j(x,t), K_{i,b}(u_j(x,t))) \, dx \, dt \to \int_{Q_i} \text{dist}(\nabla w(x,t), K_{i,b}(u(x,t))) \, dx \, dt = 0
\]
so that $\nabla w \in K_{i,b}(u)$ a.e. in $Q_i$. These inclusions imply that for $i = 1, 2$, we have, a.e. in $Q_i$,
\[
\begin{cases}
  v_t = \sigma(u_x), \\
  u_x \in [s_{r_i}^-, s_{r_i}^+] \cup [s_{r_i}^+, s_{r_i}^+].
\end{cases}
\] (5.4)
From (5.3), we have $(u_j)_x = s_{r_1}^+$ in $F_1$ and $(u_j)_x = s_{r_2}^-$ in $F_2$. Letting $j \to \infty$, we have $u_x = s_{r_1}^+$ a.e. in $F_1$ and $u_x = s_{r_2}^-$ a.e. in $F_2$; this together with (5.4) yields (2). Also, letting $j \to \infty$ in (5.3), we have $|\Gamma_{w_i} - \Gamma_{w_j}| \leq \epsilon/2 < \epsilon$ for $i = 1, 2$. Without loss of generality, we can assume $0 < \epsilon < \min\{\Gamma_{w_i}^1, 1 - \Gamma_{w_i}^1, \Gamma_{w_i}^2, 1 - \Gamma_{w_i}^2\}$ so that $0 < \Gamma_{w_i}^0 < 1 (i = 1, 2)$. This and (5.4) thus imply (3).

For a later use, note from (5.3) and (7) that $(v_j)_t = v_t^*$ and $(u_j)_x = u_x^* \in [s_{r_i}^+, s_{r_i}^-]$ in $\Omega_{t_1} \setminus (Q_1 \cup Q_2)$, and so by (5.1) and (5.2),
\[
v_t = v_t^* = \tilde{\sigma}(u_x^*) = \sigma(u_x^*) = \sigma(u_x) \text{ a.e. in } \Omega_{t_1} \setminus (Q_1 \cup Q_2).
\] (5.5)
By (5.2) and (5.3), we have $(v_j)_x = u_j$ in $\Omega_{t_1}$ so that
\[
v_x = u \text{ a.e. in } \Omega_{t_1}.
\] (5.6)
Let us now check that $u$ is a global weak solution to problem (1.1). To do this, let $\zeta \in C^\infty(\bar{\Omega}, \infty)$ and $r \in [0, \infty)$. Assume first that $r \leq t_1$. From (5.2) and (5.3), as in the proof of Theorem 2.2 we have
\[
\begin{align*}
\int_0^r \int_0^L u_j \zeta_t \, dx \, dt &= \int_0^r \int_0^L (v_j)_t \zeta_x \, dx \, dt - \int_0^r \left( v_t^*(L,t)\zeta(L,t) - v_t^*(0,t)\zeta(0,t) \right) \, dt \\
&\quad + \int_0^L \left( u_j(x,r)\zeta(x,r) - u_0(x)\zeta(x,0) \right) \, dx.
\end{align*}
\]
Let $j \to \infty$; then from (5.4), (5.5) and $v_t^* = \tilde{\sigma}(u_x^*) = 0$ on $\partial \Omega \times [0, \infty)$, we have
\[
\begin{align*}
\int_0^r \int_0^L u \zeta_t \, dx \, dt &= \int_0^r \int_0^L v_t \zeta_x \, dx \, dt + \int_0^L \left( u(x,r)\zeta(x,r) - u_0(x)\zeta(x,0) \right) \, dx \\
&= \int_0^r \int_0^L \sigma(u_x) \zeta_x \, dx \, dt + \int_0^L \left( u(x,r)\zeta(x,r) - u_0(x)\zeta(x,0) \right) \, dx;
\end{align*}
\]
hence (1.2) holds.
Next, assume that \( \tau > t_1 \). Since \( u = u^* \) and \( u^*_x \in [s_{r_1}, s_{r_0}] \) on \( \Omega \times [t_1, \infty) \), it follows from (5.1) that
\[
\int_0^L (u(x, \tau)\zeta(x, \tau) - u(x, t_1)\zeta(x, t_1)) \, dx \\
= \int_0^L (u^*(x, \tau)\zeta(x, \tau) - u^*(x, t_1)\zeta(x, t_1)) \, dx \\
= \int_{t_1}^\tau \int_0^L (u^*_\tau t - \tilde{\sigma}(u^*_x)\zeta_x) \, dx dt = \int_{t_1}^\tau \int_0^L (u_\tau - \sigma(u_x)\zeta_x) \, dx dt.
\]
Combining this with the previous case with \( \tau = t_1 \), we obtain (1.2); therefore, \( u \) is a global weak solution to (1.1).

**Infinitely many solutions.** This part is identical to the corresponding one in the proof of Theorem 2.2; we thus skip this.

Theorem 2.4 is now proved. \( \square \)

To prove Theorem 2.5, one can follow the above proof very closely in a way that the index \( i = 1 \) and its related contents disappear but the index \( i = 2 \) is replaced by the index \( 0 \) in the statement of Theorem 2.5. This is mainly due to property (3) in Theorem 3.1.

6. **ANOMALOUS BLOW-UP WITH VANISHING ENERGY FOR PERONA-MALIK TYPE EQUATIONS**

This section aims to prove the most difficult result, Theorem 2.6, on the existence of weak solutions \( u \) to problem (1.1) showing anomalous blow-up of \( u_x \) and energy dissipation in a certain sense as \( t \) approaches some final time \( 0 < T \leq \infty \) for all nonconstant initial data \( u_0 \) when the diffusion flux \( \sigma \) is of the Perona-Malik type.

We begin with the proof of Case 1: \( 0 = m_0 < M_0 \). Then Case 2: \( m_0 < M_0 = 0 \) follows in the same way by a symmetric argument; we skip the details. The remaining one, Case 3: \( m_0 < 0 < M_0 \), will be elaborated after the proof of Case 1.

6.1. **Case 1: \( 0 = m_0 < M_0 \).** For clarity, we divide the proof of this case into many steps.

**Setup for iteration.** Let \( 0 < r_0 < \min\{\sigma(s_2), 1\} \) be any number such that
\[
(6.1) \quad s_{r_0}^- < M_0 < s_{r_0}^+,
\]
and let \( r_0' \in (r_0, \sigma(s_2)) \) be close enough to \( r_0 \) so that
\[
s_{r_0}^+ - s_{r_0}^- < 1.
\]
Let \( 0 < r_1 < \min\{r_0, 2^{-1}\} \), and let \( r_1' \in (r_1, r_0) \) be sufficiently close to \( r_1 \) so that
\[
s_{r_1}^+ - s_{r_1}^- < 2^{-1}.
\]
Continuing this process indefinitely, we obtain two sequences \( r_j, r'_j \in (0, \sigma(s_2)) \) such that for each integer \( j \geq 0 \),
\[
\begin{align*}
0 < r_j < \min\{r_{j-1}, 2^{-j}\}, \\
r_j < r'_j < r_{j-1}, \\
s^+_j - s^+_{r'_j} < 2^{-j},
\end{align*}
\]
where \( r_{-1} := \sigma(s_2) \), and that (6.1) is satisfied.

Next, for each integer \( j \geq 0 \), choose a function \( \sigma_j \in C^3(\mathbb{R}) \) such that
\[
\begin{align*}
\sigma_j &= \sigma \text{ on } [0, s^-_j], \\
\sigma_0 < \min\{\sigma, r'_0\} \text{ on } (s^-_{r_0}, M_0) \text{ for } j = 0, \\
\sigma_j < \min\{\sigma, r'_j\} \text{ on } (s^-_{r_j}, s^-_{r_{j-1}}) \text{ for } j \geq 1, \\
\sigma'_j > 0 \text{ in } \mathbb{R}.
\end{align*}
\]

See Figure 8 for an illustration of the constructions so far.

By Theorem 3.1, there exists a solution \( u^{(0)*} \in C^{2,1}(\bar{\Omega} \times [t_0, \infty)) \) to problem (\( j = 0 \))
\[
\begin{align*}
u^{(0)*}_x &= \sigma_0(u^{(0)*}) \quad \text{in } \Omega \times (t_0, \infty), \\
u^{(0)*} &= u_0 \quad \text{on } \Omega \times \{t = t_0\}, \\
u^{(0)*}_x &= 0 \quad \text{on } \partial\Omega \times (t_0, \infty),
\end{align*}
\]
with \( t_0 := 0 \), satisfying the properties in the statement of the theorem. By (3) and (4) of Theorem 3.1, we can choose the first time \( t_1 \in (t_0, \infty) \) at which \( \max_\Omega u^{(0)*}_x(\cdot, t_1) = s^-_{r_0} \). Also, from (3) of Theorem 3.1, it follows that \( \min_\Omega u^{(0)*}_x(\cdot, t) = 0 \) for all \( t \in [t_0, t_1] \). We define \( u_1 = u^{(0)*}(\cdot, t_1) \in C^{2+\alpha}(\Omega) \) so that \( u'_1 = 0 \) on \( \partial\Omega \).
Again, by Theorem 3.1, there exists a solution \( u^{(1)*} \in C^{2,1}(\overline{\Omega} \times [t_1, \infty)) \) to problem \((j = 1)\)
\[
\begin{align*}
  u_t^{(1)*} &= (\sigma_1(u_x^{(1)*}))_x \quad \text{in } \Omega \times (t_1, \infty), \\
  u^{(1)*} &= u_1 \quad \text{on } \Omega \times \{t = t_1\}, \\
  u_x^{(1)*} &= 0 \quad \text{on } \partial \Omega \times (t_1, \infty),
\end{align*}
\]
satisfying the properties in the statement of the theorem. By (3) and (4) of Theorem 3.1, we can choose the first time \( t_2 \in (t_1, \infty) \) at which \( \max_{\Omega} u_x^{(1)*}(\cdot, t_2) = s_{r_j}^- \). It also follows that \( \min_{\Omega} u_x^{(1)*}(\cdot, t) = 0 \) for all \( t \in [t_1, t_2] \). We define \( u_2 = u^{(1)*}(\cdot, t_2) \in C^{2+\alpha}(\overline{\Omega}) \) so that \( u_2 = 0 \) on \( \partial \Omega \).

Repeating this process indefinitely, we obtain a sequence \( 0 = t_0 < t_1 < t_2 < \cdots < \infty \), a sequence \( u_j \in C^{2+\alpha}(\overline{\Omega}) \) with \( u_j = 0 \) on \( \partial \Omega \), and a sequence \( u^{(j)*} \in C^{2+\alpha,1+\alpha/2}(\overline{\Omega} \times [t_j, t_{j+1}]) \) such that for each integer \( j \geq 0 \),
\[
\begin{align*}
  u_t^{(j)*} &= (\sigma_j(u_x^{(j)*}))_x \quad \text{in } \Omega \times (t_j, t_{j+1}), \\
  u^{(j)*} &= u_j \quad \text{on } \Omega \times \{t = t_j\}, \\
  u^{(j)*} &= u_{j+1} \quad \text{on } \Omega \times \{t = t_{j+1}\}, \\
  u_x^{(j)*} &= 0 \quad \text{on } \partial \Omega \times (t_j, t_{j+1}), \\
  0 &= \min_{\Omega} u_j' < \max_{\Omega} u_j' = \begin{cases} \quad M_0 \text{ if } j = 0, \\
  \quad s_{r_{j-1}}^- \text{ if } j \geq 1,
\end{cases} \\
  0 &= \min_{\Omega} u_x^{(j)*}(\cdot, s) = \min_{\Omega} u_x^{(j)*}(\cdot, t) \\
  \quad < \max_{\Omega} u_x^{(j)*}(\cdot, t) \leq \max_{\Omega} u_x^{(j)*}(\cdot, s) \quad \text{for all } t_j \leq s < t \leq t_{j+1}.
\end{align*}
\]
We write \( T = \lim_{j \to \infty} t_j \in (0, \infty] \).

**Setup and subsolution in the \( j \)th step.** We fix an index \( j \geq 0 \) here and below and carry out analysis on the \( j \)th step.

Let \( g_j^+ = g_{r_j, r_j}^+ = (\sigma_1([s_{r_j}^+, s_{r_j}^+])^{-1} : [r_j, r_j'] \to [s_{r_j}^+, s_{r_j}^+] \), \)
\( g_j^- = g_{r_j, r_j}^- = (\sigma_1([s_{r_j}^-, s_{r_j}^+])^{-1} : [r_j, r_j'] \to [s_{r_j}^-, s_{r_j}^+] \);
then \( g_j^- \leq g_j^-(r_j') = s_{r_j}^- < s_{r_j}^+ = g_j^+(r_j') \leq g_j^+ \) on \([r_j, r_j']\) (see Figure 8).

Define
\[
Q_j = \{(x, t) \in \Omega \times (t_j, t_{j+1}) \mid s_{r_j}^- < u_x^{(j)*}(x, t) < s_{r_j}^+\};
\]
then it follows from (6.4) that \( \emptyset \neq Q_j \subset \Omega \times [t_j, t_{j+1}] \).

Let \( b_j = \|u_x^{(j)*}\|_{L^\infty(Q_j)} + 1 \). With the functions \( g_j^\pm \) defined above, for each \( u \in \mathbb{R} \), let \( K_{b_j}(u) = K_{g_j^+, g_j^-; b_j}(u) \) and \( U_{b_j}(u) = U_{g_j^+, g_j^-; b_j}(u) \) be defined as in Subsection 3.5. Define an auxiliary function \( v^{(j)*} \) by
\[
v^{(j)*}(x, t) = \int_{t_j}^t \sigma_j(u_x^{(j)*}(x, \tau)) \, d\tau + \int_0^x u_j(y) \, dy \quad \forall (x, t) \in \Omega \times (t_j, t_{j+1});
\]
then
\[
\begin{cases}
  v^{(j)*}_x = \sigma_j(u^{(j)*}_x) \quad \text{in } \Omega \times (t_j, t_{j+1}), \\
  v^{(j)*}_x = w^{(j)*} 
\end{cases}
\]

so that \(w^{(j)*} := (u^{(j)*}, v^{(j)*}) \in (C^{2,1} \times C^{3,1})(\Omega \times [t_j, t_{j+1}])\). From this, \((6.3)\)

and the definition of \(b_j\), it follows that
\[
\nabla w^{(j)*} \in U_{b_j}(w^{(j)*}) \quad \text{in } Q_j;
\]

thus \(w^{(j)*}|_{Q_j}\) is a strict subsolution of differential inclusion \((3.3)\) with \(Q = Q_j\), and so \(0 < \Gamma_{w^{(j)*}} Q_j < 1\), where the gauge operator \(\Gamma_{w^{(j)*}} Q_j = \Gamma_Q g_{j}\) is given as in Subsection 3.5.

**Admissible class in the \(j^{th}\) step.** With \(\epsilon = \min\{2^{-j}, \Gamma_{w^{(j)*}}\} \) and the above notation, let \(A_j = A_{g_j^-}\) and \(A_j, \delta = A_{g_j^-\delta} - b_j, w^{(j)*}\) and \(A_j, \delta = A_{g_j^-\delta} - b_j, w^{(j)*}\) \((\delta > 0)\) be defined as in Subsection 3.5. We then define a class \(\mathfrak{A}_j\) of admissible functions by
\[
\mathfrak{A}_j = \left\{ \begin{array}{ll}
  w^{(j)} = (u^{(j)}, v^{(j)}) \in (C^{2,1} \times C^{3,1})(\Omega \times [t_j, t_{j+1}]) & w^{(j)} = w^{(j)*} \quad \text{in } \Omega \times (t_j, t_{j+1}) \setminus Q_j, \\
  w^{(j)}|_{Q_j} \in A_j & \end{array} \right\};
\]

then \(w^{(j)*} \in \mathfrak{A}_j\), and so \(\mathfrak{A}_j \neq \emptyset\). Also, for each \(\delta > 0\), let \(\mathfrak{A}_j, \delta\) be the subclass of functions \(w^{(j)} \in \mathfrak{A}_j\) such that \(w^{(j)*}|_{Q_j} \in A_j, \delta\).

**Baire’s category method in the \(j^{th}\) step.** Let \(X_j\) denote the closure of \(\mathfrak{A}_j\) in the space \(L^\infty(\Omega \times (t_j, t_{j+1}); \mathbb{R}^2)\); then \((X_j, L^\infty)\) becomes a nonempty complete metric space. From the definition of \(\mathfrak{A}_j\), it is easy to check that
\[
X_j \subset w^{(j)*} + W_{0,1}^{1,\infty}(\Omega \times (t_j, t_{j+1}); \mathbb{R}^2).
\]

As in the proof of Theorem 2.2, we also see that the set of points of continuity for the space-time gradient operator \(\nabla_j = \nabla : X_j \to L^1(\Omega \times (t_j, t_{j+1}); \mathbb{R}^{2 \times 2})\), say \(\mathfrak{C}_{\nabla_j}\), is dense in \(X_j\).

**Solutions over \([t_j, t_{j+1}]\) from \(\mathfrak{C}_{\nabla_j}\).** Let \(w^{(j)} = (u^{(j)}, v^{(j)}) \in \mathfrak{C}_{\nabla_j}\). From Lemma 3.5 and the density of \(\mathfrak{A}_j\) in \(X_j\), it follows that \(\mathfrak{A}_j, k\) is dense in \(X_j\) for each \(k \in \mathbb{N}\). So we can take a sequence \(w^{(j)}_k = (u^{(j)}_k, v^{(j)}_k) \in \mathfrak{A}_j, k\) such that \(||w^{(j)}_k - w^{(j)}||_{L^\infty(\Omega \times (t_j, t_{j+1}))} \to 0\) as \(k \to \infty\). By the continuity of the operator \(\nabla_j\) at \(w^{(j)}\), we have \(\nabla w^{(j)}_k \to \nabla w^{(j)}\) in \(L^1(\Omega \times (t_j, t_{j+1}); \mathbb{R}^{2 \times 2})\) and hence pointwise a.e. in \(\Omega \times (t_j, t_{j+1})\) after passing to a subsequence if necessary.
We now state some properties of the function \( w^{(j)}_k = (u^{(j)}_k, v^{(j)}_k) \) inherited from its membership \( w^{(j)}_k \in \mathcal{A}_{j, \frac{1}{k}} \):

\[
\begin{cases}
  w^{(j)}_k = (u^{(j)}_k, v^{(j)}_k) \in (C^{2,1} \times C^{3,1})(\bar{\Omega} \times [t_j, t_{j+1}]), \\
  w^{(j)}_k = w^{(j)*} \text{ in } (\Omega \times (t_j, t_{j+1})) \setminus \hat{Q}^{Q^{w^{(j)}_k}}_j \text{ for some open set } Q^{Q^{w^{(j)}_k}}_j \subset \subset Q_j \\
  \text{with } |\partial Q^{Q^{w^{(j)}_k}}_j| = 0, \\
  \|u^{(j)}_k - u^{(j)*}\|_{L^\infty(Q_j)} < 2^{-(j+1)}, \|(u^{(j)}_k)_t - u^{(j)*}_t\|_{L^\infty(Q_j)} < 2^{-(j+1)}, \\
  |\Gamma^{Q^{w^{(j)}_k}}_j - \Gamma^{Q^{w^{(j)*}}_j}| < \frac{\Gamma^{Q^{w^{(j)}_k}}_j}{\Gamma^{w^{(j)*}}_j}/2, \text{ (by the choice of } \epsilon \text{ above)} \\
  \nabla w^{(j)}_k \in U_{b_j}(u^{(j)}_k) \text{ in } Q_j, \text{ and} \\
  \int_{Q_j} \text{dist}(\nabla w^{(j)}_k(x, t), K_{b_j}(u^{(j)}_k(x, t))) \, dx \, dt \leq \frac{1}{k} |Q_j|.
\end{cases}
\]

Let \( k \to \infty \) in (6.6); then we get

\[
\begin{cases}
  w^{(j)} = w^{(j)*} \text{ in } (\Omega \times [t_j, t_{j+1}]) \setminus Q_j, \\
  \nabla w^{(j)} = \nabla w^{(j)*} \text{ a.e. in } (\Omega \times (t_j, t_{j+1})) \setminus Q_j, \\
  \|u^{(j)} - u^{(j)*}\|_{L^\infty(Q_j)} \leq 2^{-(j+1)}, \\
  \|u^{(j)}_t - u^{(j)*}_t\|_{L^\infty(Q_j)} \leq 2^{-(j+1)}, \\
  |\Gamma^{w^{(j)}}_j - \Gamma^{w^{(j)*}}_j| \leq \frac{\Gamma^{w^{(j)}}_j}{\Gamma^{w^{(j)*}}_j}/2, \\
  \nabla w^{(j)} \in K_{b_j}(u^{(j)}) \text{ a.e. in } Q_j.
\end{cases}
\]

The last part of this also implies that a.e. in \( Q_j \),

\[
\begin{cases}
  v^{(j)}_t = \sigma(u^{(j)*}_x), \\
  u^{(j)}_x \in [s^{+}_{r_j}, s^{-}_{r_j}] \cup [s^{+}_{r_j}, s^{-}_{r_j}].
\end{cases}
\]

On the other hand, it follows from (6.4), (6.6) and the definition of \( Q_j \) that \( (v^{(j)}_k)_t = v^{(j)*}_t \) and \( (u^{(j)}_k)_x = u^{(j)*}_x \in [0, s^{-}_{r_j}] \text{ in } (\Omega \times (t_j, t_{j+1})) \setminus Q_j \). Here, let \( k \to \infty \); then we have from (6.3) and (6.5) that a.e. in \( (\Omega \times (t_j, t_{j+1})) \setminus Q_j \),

\[
v^{(j)}_t = v^{(j)*}_t = \sigma_j(u^{(j)*}_x) = \sigma(u^{(j)*}_x).
\]

Next, choose any \( \zeta \in C^\infty(\Omega \times [t_j, t_{j+1}]) \) and \( \tau \in [t_j, t_{j+1}] \). From (6.5) and (6.6), it follows as in the proof of Theorem 2.2 that

\[
\begin{align*}
\int_{t_j}^t \int_0^L u^{(j)}_k \zeta_t \, dx \, dt \\
= \int_{t_j}^t \int_0^L (v^{(j)}_k)_t \zeta_x \, dx \, dt - \int_{t_j}^t \int_0^L (v^{(j)*}_t(L, t)\zeta(L, t) - v^{(j)*}_t(0, t)\zeta(0, t)) \, dt \\
+ \int_0^L (u^{(j)}_k(x, \tau)\zeta(x, \tau) - u_j(x, t_j)\zeta(x, t_j)) \, dx.
\end{align*}
\]
Let $k \to \infty$; then from (6.8), (6.9) and $v^{(j)*}_t = \sigma_j(u^{(j)*}_x) = 0$ on $\partial \Omega \times [t_j, t_{j+1}]$, we have

$$
(6.10) \quad \int_{t_j}^{t} \int_{0}^{L} u^{(j)}(x) dx dt,
$$

where $j \geq 1$ and $Z_{w^{(j)*}} = Z_{Q_j^{+} Q_j^{+} w^{(j)*}}$ is as in Subsection 3.5. We thus have

$$
(6.11) \quad \Gamma_{w^{(j)*}}^{Q_j} = \frac{1}{|Q_j|} \int_{Q_j} Z_{w^{(j)*}}(x,t) dx dt \leq e_j \quad (j \geq 1).
$$

Note also that $\lim_{j \to \infty} e_j = 0$.

**Blow-up estimate in the $j$th step.** From (6.11), it follows that $0 < \Gamma_{w^{(j)*}}^{Q_j} \leq e_j \to 0$ as $j \to \infty$; so there exists an index $j_0 \geq 0$ such that $0 < \Gamma_{w^{(j)*}}^{Q_j} < 1/2$ for all integers $j \geq j_0$, and so $0 < \Gamma_{w^{(j)}}^{Q_j} < 1$ for all $j \geq j_0$ by the fifth of (6.7). Thus, for all $j \geq j_0$, we have

$$
\begin{aligned}
|Q_j^+| &:= |\{(x,t) \in Q_j \mid u_x^{(j)}(x,t) \in [s_{r_j^+}, \infty)\}| > 0, \\
|Q_j^-| &:= |\{(x,t) \in Q_j \mid u_x^{(j)}(x,t) \in [-\infty, s_{r_j^-}]\}| > 0.
\end{aligned}
$$

From this, we have

$$
(6.12) \quad \|u_x^{(j)}\|_{L^\infty(\Omega \times (t_j, t_{j+1}))} \geq s_{r_j^+} \quad \forall j \geq j_0.
$$

Note also that $\lim_{j \to \infty} s_{r_j^+} = \infty$.

**Energy estimate in the $j$th step.** We now consider the quantity

$$
\frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \mathcal{E}(u^{(j)}(\cdot, t)) dt = \frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \int_{\Omega} W(u_x^{(j)}(x,t)) dx dt
$$

$$
= \frac{1}{t_{j+1} - t_j} \left( \int_{Q_j^+} + \int_{Q_j^-} + \int_{(\Omega \times (t_j, t_{j+1})) \setminus Q_j} \right) W(u_x^{(j)}) =: I^+_1 + I^-_1 + I_2.
$$
Thus, $S$ consists of infinitely many weak solutions $u$. 

In this final step, we show that the set $S$ in the proof of Theorem 2.2 that $c_j$ by the first and third of (6.7), for all $j \geq 1$, 

$$I_1^+ = \frac{1}{t_{j+1} - t_j} \int_{Q_j^+} u_j^d \, dx \, dt \leq \frac{s_j^+ |Q_j^+|}{t_{j+1} - t_j} \leq \frac{3\varepsilon_j s_j^+ |Q_j|}{2(t_{j+1} - t_j)} \leq \frac{3Ls_j^+ s_{r_j-1}^-}{2(s_j^+ - s_j^-)}.$$ 

Also, we easily have from (6.4), the second of (6.7) and the definition of $Q_j^-$ that 

$$I_1^- + I_2 \leq \frac{W(s_j^-)|\Omega \times (t_j, t_{j+1})|}{t_{j+1} - t_j} = LW(s_j^-).$$ 

Combining these estimates, for all sufficiently large $j \geq 1$, we get 

$$\frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \mathcal{E}(u_j)(\cdot, t) \, dt \leq \frac{3Ls_j^+ s_{r_j-1}^-}{2(s_j^+ - s_j^-)} + LW(s_j^-) =: d_j.$$ 

Note also from (6.2) that $\lim_{j \to \infty} d_j = 0$.

**Stability in the $j$th step.** Recall the Poincaré inequality in 1-D: there exists a constant $C > 0$, depending only on $\Omega = (0, L)$, such that 

$$\|f - \bar{f}\|_\infty \leq C\|f\|_\infty \quad \forall f \in W^{1, \infty}(\Omega),$$ 

where $\bar{f} := \frac{1}{L} \int_0^L f(x) \, dx$. Using this, it follows from (6.4) that for all $t \in [t_j, t_{j+1}]$, 

$$\|U_j(x, \cdot) - \bar{u}_0\|_\infty \leq C\|U_j(x, \cdot)\|_\infty \leq Cs_{r_j-1}^- \quad (j \geq 1);$$ 

thus by the first and third of (6.7), for all $t \in [t_j, t_{j+1}]$, 

$$\|u_j(x, \cdot) - \bar{u}_0\|_\infty \leq Cs_{r_j-1}^- + 2^{-j+1} \quad (j \geq 1).$$

**Solutions by patching.** In this final step, we show that the set 

$$\mathcal{S} := \left\{ u = \sum_{j=0}^{\infty} u_j \chi_{[t_j, t_{j+1}]} \, \bigg| \, u_j = (u_j, v_j) \in \mathcal{C}_{V_j} \, \forall j \geq 0 \right\}$$

consists of infinitely many weak solutions $u$ to problem (1.1) satisfying (1)–(4).

Firstly, we check that $\mathcal{S}$ is an infinite set. For each $j \geq 0$, we can see as in the proof of Theorem 2.2 that $\mathcal{C}_{V_j}$ is an infinite set and that for $w_1^{(j)} = (u_1^{(j)}, v_1^{(j)}), w_2^{(j)} = (u_2^{(j)}, v_2^{(j)}) \in \mathcal{C}_{V_j}$, we have $w_1^{(j)} = w_2^{(j)} \iff u_1^{(j)} = u_2^{(j)}$. Thus $\mathcal{S}$ must be an infinite set.
Secondly, we construct a suitable open set $G$ in $\mathbb{R}^2$ with $\partial \Omega \times [0, T) \subset G$. By definition, we know that $Q_j$ is a nonempty compact subset of $\Omega \times [t_j, t_{j+1}]$ for each $j \geq 0$. So $F := \bigcup_{j \geq 0} Q_j$ is closed in $\mathbb{R} \times (-\infty, T)$. Let $G = (\mathbb{R} \times (-\infty, T)) \setminus F$; then $G$ is open in $\mathbb{R}^2$, and $\partial \Omega \times [0, T) \subset G$.

Choose any $u \in S$ so that
\[ u = \sum_{j=0}^{\infty} u^{(j)} \chi_{\Omega \times [t_j, t_{j+1}]} \]
for some sequence $w^{(j)} = (u^{(j)}, v^{(j)}) \in C_{\alpha,1+\alpha/2}(\bar{Q}_0)$ and $G(\Omega \times (0, t)) \setminus Q_0 = C^{2+\alpha,1+\alpha/2}(G \cap \Omega,t)$;

so the inclusion holds for $j = 1$. Next, assume that the inclusion is valid for $j = m \in \mathbb{N}$. Note that $(Q_{m-1} \cup Q_m) \cap \Omega \times \{t = t_m\}$ is a compact subset of $\Omega \times \{t = t_m\}$. Fix any point $x_0 \in \Omega$ such that $(x_0, t_m) \notin \bar{Q}_{m-1} \cup \bar{Q}_m$. Then choose an open rectangle $B$ in $\mathbb{R}^2$ with center $(x_0, t_m)$, parallel to the axes, so small that its closure $\bar{B}$ does not intersect with $\bar{Q}_{m-1} \cup \bar{Q}_m$, $\Omega \times \{t = t_{m+1}\} \cap \partial \Omega \times [t_{m-1}, t_{m+1}]$. Let us write
\[ B^+ = \{(x, t) \in B \mid t > t_m\}, \]
\[ B^- = \{(x, t) \in B \mid t < t_m\}, \]
\[ B^0 = \{(x, t) \in B \mid t = t_m\}. \]

We then have from the first of (6.7) that $u = u^{(m-1)*} \in C^{2+\alpha,1+\alpha/2}(\bar{B}^-)$ and $u = u^{(m)*} \in C^{2+\alpha,1+\alpha/2}(\bar{B}^+)$. Also, by (6.4), $u^{(m-1)*}$ and $u^{(m)*}$ are both equal to the function $u_m = u_m(x)$ on $\Omega \times \{t = t_m\}$, where $0 \leq u_m \leq s_m$ on $\bar{B}^0$ by the definition of $Q_m$. From (6.3), we have $\sigma_m = \sigma_m$ on $[0, s_m]$; thus, with the help of (6.4), we get $u \in C^{2+\alpha,1+\alpha/2}(\bar{B})$. On the other hand, also from the first of (6.7), we have $u = u^{(m)*} \in C^{2+\alpha,1+\alpha/2}(\Omega \times (t_m, t_{m+1}) \setminus Q_m)$. Using the induction hypothesis, we can now conclude that $u \in C^{2+\alpha,1+\alpha/2}(G \cap \Omega,t_{m+1})$. Therefore, (1) holds.

Note that (2), (3) and (4) follow immediately from (6.14), (6.12) and (6.13), respectively. It is also a simple consequence of (6.10) by patching that $u$ is a weak solution to problem (1.1).

The proof of Case 1: $0 = m_0 < M_0$ is now complete.

6.2. Case 3: $m_0 < 0 < M_0$. We now focus on the proof of Case 3: $m_0 < 0 < M_0$, which requires a careful hierarchical iteration process.
**Setup for iteration hierarchy.** We describe an iteration scheme that shows a hierarchical pattern. In each of the steps of iteration, we encounter four possible outcomes among which the two make us stop the iteration and apply either the result of Case 1 or that of Case 2 to complete the proof. The other two possible outcomes keep us going further to the next step of iteration.

0\textsuperscript{th} step of hierarchy. Let \( \max\{\sigma(s_1), -1\} < r_{1,0} < 0 < r_{2,0} < \min\{\sigma(s_2), 1\} \) be any two numbers such that 

\[
s_{r_{1,0}}^- < m_0 < s_{r_{1,0}}^+ < 0 < s_{r_{2,0}}^- < M_0 < s_{r_{2,0}}^+,
\]

and let \( r'_{1,0} \in (\sigma(s_1), r_{1,0}), \) \( r'_{2,0} \in (r_{2,0}, \sigma(s_2)) \) be close enough to \( r_{1,0}, r_{2,0}, \) respectively, so that

\[
s_{r_{1,0}}^- - s_{r_{1,0}}^- < 1 \text{ and } s_{r_{2,0}}^+ - s_{r_{2,0}}^- < 1.
\]

Then choose a function \( \sigma_0 \in C^3(\mathbb{R}) \) such that

\[
\begin{align*}
\sigma_0 &= \sigma \text{ on } [s_{r_{1,0}}^+, s_{r_{2,0}}^-], \\
\sigma_0 &= \max\{\sigma, r'_{1,0}\} \text{ on } [m_0, s_{r_{1,0}}^+), \\
\sigma_0 &= \min\{\sigma, r'_{2,0}\} \text{ on } (s_{r_{2,0}}^-, M_0], \\
\sigma'_0 &= 0 \text{ in } \mathbb{R}.
\end{align*}
\]

By Theorem 3.1, we have a solution \( u^{(0)*} \in C^{2,1}(\bar{\Omega} \times [t_0, \infty)) \) to problem

\[
\begin{align*}
u_t^{(0)*} &= (\sigma_0(u^{(0)*}_x))_x & \text{in } \Omega \times (t_0, \infty), \\
u^{(0)*} &= u_0 & \text{on } \Omega \times \{t = t_0\}, \\
u^{(0)*}_x &= 0 & \text{on } \partial \Omega \times (t_0, \infty),
\end{align*}
\]

with \( t_0 := 0, \) satisfying the properties in the statement of the theorem. By (3) and (4) of Theorem 3.1, we can choose the first time \( t_{1,1} \in (t_0, \infty) \) at which \( \min_{\Omega} u^{(0)*}_x(\cdot, t_{1,1}) = s_{r_{1,0}}^+ \) and the first time \( t_{2,1} \in (t_0, \infty) \) at which \( \max_{\Omega} u^{(0)*}_x(\cdot, t_{2,1}) = s_{r_{2,0}}^- \).

We now have \( t_{2,1} \leq t_{1,1} \) or \( t_{1,1} \leq t_{2,1} \). First, assume \( t_{2,1} \leq t_{1,1}; \) then we have the dichotomy:

\[
m_{1,1} := \max_{\Omega} u^{(0)*}_x(\cdot, t_{1,1}) = 0 \text{ or } m_{1,1} > 0.
\]

In any case, we have \( m_{1,1} \leq s_{r_{2,0}}^- \) by (3) of Theorem 3.1.

Second, assume \( t_{1,1} \leq t_{2,1}; \) then we have the dichotomy:

\[
m_{2,1} := \min_{\Omega} u^{(0)*}_x(\cdot, t_{2,1}) = 0 \text{ or } m_{2,1} < 0.
\]

Likewise, we have \( m_{2,1} \geq s_{r_{1,0}}^+. \)

Here and below, without any ambiguity, whenever \( m_{1,1} \) appears in the context, it will be understood that we assume \( t_{2,1} \leq t_{1,1} \) in advance, and the same also applies to the case of \( m_{2,1} \) with \( t_{1,1} \leq t_{2,1} \).
In the case that \( m_{1,1} = 0 \) or that \( m_{2,1} = 0 \), we stop the hierarchical iteration. In the case that \( m_{1,1} > 0 \) or that \( m_{2,1} < 0 \), we continue to the next step of iteration hierarchy as below.

1st step of hierarchy. Assume \( m_{1,1} > 0 \) or \( m_{2,1} < 0 \). In the case that \( m_{1,1} > 0 \), we set \( t_1 = t_{1,1} \). If \( m_{2,1} < 0 \), then we take \( t_1 = t_{2,1} \). In both cases, we then let \( u_1 = u^{(0)*}(:, t_1) \in C^{2+\alpha}(\overline{\Omega}) \) so that \( u_1^* = 0 \) on \( \partial \Omega \).

First, assume \( m_{1,1} > 0 \). Since \( m_{1,1} \leq s_{r_{2,0}}^- \), we have \( 0 < \sigma(m_{1,1}) \leq r_{2,0} \). Now, let \( \max\{r_{1,0}, -2^{-1}\} < r_{1,1} < 0 < r_{2,1} < \min\{\sigma(m_{1,1}), 2^{-1}\} \) be any two numbers.

Second, assume \( m_{2,1} < 0 \). Since \( m_{2,1} \geq s_{r_{1,0}}^+ \), we have \( 0 > \sigma(m_{2,1}) \geq r_{1,0} \). Here, let \( \max\{\sigma(m_{2,1}), -2^{-1}\} < r_{1,1} < 0 < r_{2,1} < \min\{r_{2,0}, 2^{-1}\} \) be any two numbers.

In both cases, let \( r_{1,1}' \in (r_{1,0}, r_{1,1}) \), \( r_{2,1}' \in (r_{2,1}, r_{2,0}) \) be close enough to \( r_{1,1}, r_{2,1} \), respectively, so that

\[
-s_{r_{1,1}}^- - s_{r_{1,1}}^+ < 2^{-1} \quad \text{and} \quad s_{r_{2,1}}^- - s_{r_{2,1}}^+ < 2^{-1}.
\]

Then choose a function \( \sigma_1 \in C^3(\mathbb{R}) \) such that

\[
\begin{cases}
\sigma_1 = \sigma \text{ on } [s_{r_{1,1}}, s_{r_{2,1}}], \\
\sigma_1 > \max\{\sigma, r_{1,1}'\} \text{ on } [s_{r_{1,0}}, s_{r_{1,1}}'), \\
\sigma_1 < \min\{\sigma, r_{2,1}'\} \text{ on } (s_{r_{2,1}}, s_{r_{2,0}}], \\
\sigma_1' > 0 \text{ in } \mathbb{R}.
\end{cases}
\]

By Theorem 3.1, we have a solution \( u^{(1)*} \in C^{2,1}(\overline{\Omega} \times [t_1, \infty)) \) to problem

\[
\begin{align*}
&u^{(1)*}_{t} = (\sigma_1(u^{(1)*}_x))_x \quad \text{in } \Omega \times (t_1, \infty), \\
&u^{(1)*} = u_1 \quad \text{on } \Omega \times \{t = t_1\}, \\
&u^{(1)*}_x = 0 \quad \text{on } \partial \Omega \times (t_1, \infty),
\end{align*}
\]

satisfying the properties in the statement of the theorem. By (3) and (4) of Theorem 3.1, we can choose the first time \( t_{1,2} \in (t_1, \infty) \) at which

\[
\min_{\Omega} u^{(1)*}_x(:, t_{1,2}) = s_{r_{1,1}}^- \quad \text{and} \quad \text{the first time } t_{2,2} \in (t_1, \infty) \text{ at which } \max_{\Omega} u^{(1)*}_x(:, t_{2,2}) = s_{r_{2,1}}^-.
\]

We now have \( t_{2,2} \leq t_{1,2} \) or \( t_{1,2} \leq t_{2,2} \). First, assume \( t_{2,2} \leq t_{1,2} \); then we have the dichotomy:

\[
m_{1,2} := \max_{\Omega} u^{(1)*}_x(:, t_{1,2}) = 0 \quad \text{or} \quad m_{1,2} > 0.
\]

Note from (3) of Theorem 3.1 that \( m_{1,2} \leq s_{r_{2,1}}^- \).

Second, assume \( t_{1,2} \leq t_{2,2} \); then we have the dichotomy:

\[
m_{2,2} := \min_{\Omega} u^{(1)*}_x(:, t_{2,2}) = 0 \quad \text{or} \quad m_{2,2} < 0.
\]

Likewise, we have \( m_{2,2} \geq s_{r_{1,1}}^- \).
Here and below, as in the 0th step of hierarchy, whenever \( m_{1,2} \) appears in the context, it will be understood that we assume \( t_{2,2} \leq t_{1,2} \) in advance, and the same also applies to the case of \( m_{2,2} \) with \( t_{1,2} \leq t_{2,2} \).

In the case that \( m_{1,2} = 0 \) or that \( m_{2,2} = 0 \), we stop the hierarchical iteration. In the case that \( m_{1,2} > 0 \) or that \( m_{2,2} < 0 \), we continue to the next step of iteration hierarchy.

For a better understanding, we remark that, up to the 1st step of hierarchy, we have \( 2^{1+1} = 4 \) possible hierarchical scenarios of length 2: \((m_{1,1}, m_{1,2}), (m_{1,1}, m_{2,2}), (m_{2,1}, m_{1,2}) \) and \((m_{2,1}, m_{2,2})\). In each of these cases, the second component depends on the first one; for instance, the \( m_{1,2} \) in \((m_{1,1}, m_{1,2})\) and \((m_{2,1}, m_{1,2})\) are not necessarily equal. Also, if and only if the second component of a hierarchical scenario of length 2 is nonzero, we continue to the 2nd step of hierarchy; otherwise, we stop here.

\( j \)th step of hierarchy. Assume that we are given a hierarchical scenario \((m_{a_1,1}, \ldots, m_{a_j,j})\) of length \( j \geq 1 \) whose each component is nonzero, where \( a_1, \ldots, a_j \in \{1,2\} \). In the case that \( m_{a_j,j} = m_{1,j} > 0 \), we set \( t_j = t_{1,j} \).

If \( m_{a_j,j} = m_{2,j} < 0 \), then we take \( t_j = t_{2,j} \). In both cases, we then set \( u_j = u^{(j-1)*}(\cdot, t_j) \in C^{2+\alpha}(\bar{\Omega}) \) so that \( u_j = 0 \) on \( \partial \Omega \).

First, assume \( m_{a_j,j} = m_{1,j} > 0 \). Since \( m_{1,j} \leq s_{r_{2,j-1}} \), we have \( 0 < \sigma(m_{1,j}) \leq r_{2,j-1} \). Now, let \( r_{1,j} \) and \( r_{2,j} \) be any two numbers with
\[
\max\{r_{1,j-1}, -2^{-j}\} < r_{1,j} < 0 < r_{2,j} < \min\{\sigma(m_{1,j}), 2^{-j}\}.
\]

Second, assume \( m_{a_j,j} = m_{2,j} < 0 \). Since \( m_{2,j} \geq s_{r_{1,j-1}} \), we have \( 0 > \sigma(m_{2,j}) \geq r_{1,j-1} \). Here, let \( r_{1,j} \) and \( r_{2,j} \) be any two numbers with
\[
\max\{\sigma(m_{2,j}), -2^{-j}\} < r_{1,j} < 0 < r_{2,j} < \min\{r_{2,j-1}, 2^{-j}\}.
\]

In both cases, let \( r_{1,j} \in (r_{1,j-1}, r_{1,j}), r_{2,j} \in (r_{2,j}, r_{2,j-1}) \) be close enough to \( r_{1,j}, r_{2,j} \), respectively, so that
\[
s_{s_{r_{1,j}}} - s_{r_{1,j}} < 2^{-j} \quad \text{and} \quad s_{s_{r_{2,j}}} - s_{s_{r_{2,j}}} < 2^{-j}.
\]

Then choose a function \( \sigma_j \in C^3(\mathbb{R}) \) such that
\[
\begin{align*}
\sigma_j &= \sigma \quad \text{on} \quad [s^+_{r_{1,j}}, s^-_{r_{1,j}}], \\
\sigma_j &> \max\{\sigma, r_{1,j}'\} \quad \text{on} \quad [s^+_{r_{1,j-1}}, s^+_{r_{1,j}}], \\
\sigma_j &< \min\{\sigma, r_{2,j}'\} \quad \text{on} \quad (s^-_{r_{2,j}}, s^-_{r_{2,j-1}}], \\
\sigma_j' &> 0 \quad \text{in} \quad \mathbb{R}.
\end{align*}
\]

By Theorem 3.1, we have a solution \( u^{(j)*} \in C^{2,1}(\bar{\Omega} \times (t_j, \infty)) \) to problem
\[
\begin{align*}
\left\{ 
,u^{(j)*} = (\sigma_j(u^{(j)*}))_x \quad \text{in} \quad \Omega \times (t_j, \infty), \\
u^{(j)*} = u_j \quad \text{on} \quad \Omega \times \{t = t_j\}, \\
u^{(j)*} = 0 \quad \text{on} \quad \partial \Omega \times (t_j, \infty),
\end{align*}
\]
satisfying the properties in the statement of the theorem. By (3) and (4) of Theorem 3.1, we can choose the first time \( t_{1,j+1} \in (t_j, \infty) \) at which
min\(\Omega\) \(u^{(j)}_x(\cdot, t_{1,j+1}) = s^+_{1,j}\) and the first time \(t_{2,j+1} \in (t_j, \infty)\) at which \(max\Omega\) \(u^{(j)}_x(\cdot, t_{2,j+1}) = s^-_{2,j}\).

We now have \(t_{2,j+1} \leq t_{1,j+1}\) or \(t_{1,j+1} \leq t_{2,j+1}\). First, assume \(t_{2,j+1} \leq t_{1,j+1}\); then we have the dichotomy:

\[
m_{1,j+1} := \max_{\Omega} u^{(j)}_x(\cdot, t_{1,j+1}) = 0 \text{ or } m_{1,j+1} > 0.
\]

Note \(m_{1,j+1} \leq s^-_{r_{2,j}}\).

Second, assume \(t_{1,j+1} \leq t_{2,j+1}\); then we have the dichotomy:

\[
m_{2,j+1} := \min_{\Omega} u^{(j)}_x(\cdot, t_{2,j+1}) = 0 \text{ or } m_{2,j+1} < 0.
\]

Note \(m_{2,j+1} \geq s^+_{r_{1,j}}\).

Here and below, as in the previous steps of hierarchy, whenever \(m_{1,j+1}\) appears in the context, it will be understood that we assume \(t_{2,j+1} \leq t_{1,j+1}\) in advance, and the same also applies to the case of \(m_{2,j+1}\) with \(t_{1,j+1} \leq t_{2,j+1}\).

In the case that \(m_{1,j+1} = 0\) or that \(m_{2,j+1} = 0\), we stop the hierarchical iteration. In the case that \(m_{1,j+1} > 0\) or that \(m_{2,j+1} < 0\), we continue to the next step of iteration hierarchy.

**Case of an infinite hierarchical scenario.** We first finish the proof of Case 3 for the case of an infinite hierarchical scenario \((m_{a_1,1}, m_{a_2,2}, \cdots)\) with \(a_j \in \{1, 2\}\) and \(m_{a_1,j} \neq 0\) for all \(j \in \mathbb{N}\).

By our setup for iteration hierarchy, for each integer \(j \geq 0\), we have the following: with \(r_{1,-1} := \sigma(s_1)\) and \(r_{2,-1} := \sigma(s_2)\),

\[
\begin{align*}
&\max\{r_{1,j-1}, -2^{-j}\} < r_{1,j} < 0 < r_{2,j} < \min\{r_{2,j-1}, 2^{-j}\}, \\
&\begin{cases}
  r_{2,j} < \sigma(m_{1,j}) & \text{if } j \geq 1 \text{ and } a_j = 1, \\
  r_{1,j} > \sigma(m_{2,j}) & \text{if } j \geq 1 \text{ and } a_j = 2,
\end{cases} \\
&\begin{cases}
  r_{1,j-1} < r'_{1,j} < r_{1,j}, r_{2,j} < r'_{2,j} < r_{2,j-1}, \\
  s^-_{r_{1,j}} - s^-_{r_{2,j}} < 2^{-j}, s^+_{r_{2,j}} - s^+_{r'_{2,j}} < 2^{-j},
\end{cases} \\
&\sigma_j \in C^3(\mathbb{R}), \sigma'_j > 0 \text{ in } \mathbb{R}, \\
&\sigma_j = \sigma \text{ on } [s^+_{r_{1,j}}, s^-_{r_{2,j}}], \\
&\sigma_j > \max\{\sigma, r'_{1,j}\} \text{ on } \begin{cases}
  [m_0, s^+_{r_{1,0}}] & \text{if } j = 0, \\
  [s^+_{r_{1,j-1}}, s^+_{r_{1,j}}] & \text{if } j \geq 1,
\end{cases} \\
&\sigma_j < \min\{\sigma, r'_{2,j}\} \text{ on } \begin{cases}
  (s^-_{r_{2,0}}, M_0] & \text{if } j = 0, \\
  (s^-_{r_{2,j}}, s^-_{r'_{2,j}}] & \text{if } j \geq 1,
\end{cases}
\end{align*}
\]

\[
\begin{align*}
&u^{(j)} \in C^{2+\alpha,1+\alpha/2}(\bar{\Omega} \times [t_j, t_{j+1}])), \\
u^{(j)}_t = (\sigma_j(u^{(j)}_x))_x \text{ in } \Omega \times (t_j, t_{j+1}), \\
u^{(j)} = u_j \text{ on } \Omega \times \{t = t_j\}, \\
u^{(j)} = u_{j+1} \text{ on } \Omega \times \{t = t_{j+1}\},
\end{align*}
\]
and

\[
\begin{cases}
0 < \max u_j' = \begin{cases}
M_0 & \text{if } j = 0, \\
\min s_{r_{2,j-1}}^- & \text{if } j \geq 1 \text{ and } a_j = 1, \text{ where } 0 < \min s_{r_{2,j-1}}^- \leq s_{r_{2,j-1}}^-,
\end{cases} \\
0 > \min u_j' = \begin{cases}
\min s_{r_{1,j-1}}^+ & \text{if } j \geq 1 \text{ and } a_j = 1, \\
\min s_{r_{1,j-1}}^+ & \text{if } j \geq 1 \text{ and } a_j = 2, \\
\min s_{r_{2,j}}^+ & \text{if } j \geq 1 \text{ and } a_j = 2, \text{ where } 0 > \min s_{r_{2,j}}^+ \geq s_{r_{1,j-1}},
\end{cases}
\end{cases}
\]

Note also that \(0 = t_0 < t_1 = t_{a_1,1} < t_2 = t_{a_2,2} < \cdots\). We write \(T = \lim_{j \to \infty} t_j \in (0, \infty)\).

We now fix an index \(j \geq 0\) here and below and setup the \(j^{th}\) step in a way similar to the proof of Case 1. Due to the similarity, we only sketch some parts that are different from that of Case 1.

Let

\[
g_{1,j}^+ = g_{r_{1,j},r_{1,j}}^+ = (\sigma[s_{r_{1,j}}^+, s_{r_{1,j}}^+])^{-1} : [r_{1,j}', r_{1,j}] \to [s_{r_{1,j}}^+, s_{r_{1,j}}^+], \\
g_{1,j}^- = g_{r_{1,j},r_{1,j}}^- = (\sigma[s_{r_{1,j}}^-, s_{r_{1,j}}^-])^{-1} : [r_{1,j}', r_{1,j}] \to [s_{r_{1,j}}^-, s_{r_{1,j}}^-], \\
g_{2,j}^+ = g_{r_{2,j},r_{2,j}}^+ = (\sigma[s_{r_{2,j}}^+, s_{r_{2,j}}^+])^{-1} : [r_{2,j}', r_{2,j}] \to [s_{r_{2,j}}^+, s_{r_{2,j}}^+], \\
g_{2,j}^- = g_{r_{2,j},r_{2,j}}^- = (\sigma[s_{r_{2,j}}^-, s_{r_{2,j}}^-])^{-1} : [r_{2,j}', r_{2,j}] \to [s_{r_{2,j}}^-, s_{r_{2,j}}^-].
\]

Define

\[
Q_{i,j} = \{ (x, t) \in \Omega \times (t_j, t_{j+1}) \mid s_{r_{i,j}}^- < u_{j}^*(x, t) < s_{r_{i,j}}^+ \} \quad (i = 1, 2);
\]

then it follows from the above observations that \(\bar{Q}_{1,j}\) and \(\bar{Q}_{2,j}\) are nonempty subsets of \(\Omega \times [t_j, t_{j+1}]\) whose intersection is \(\emptyset\).

Let \(b_{i,j} = \|u_{j}^*\|_{L^\infty(Q_{i,j})} + 1 \quad (i = 1, 2)\). With the functions \(g_{i,j}^\pm\) defined above, for each \(u \in \mathbb{R}\), let \(K_{i,j}^*(u) = K_{i,j}^{+,r_i,j,1}(u)\) and \(U_{i,j}^*(u) = U_{i,j}^{+,r_i,j,1}(u)\) be defined as in Subsection 3.5. Define an auxiliary function \(v(j)^* : \Omega \times (t_j, t_{j+1}) \to \mathbb{R}\) as in the proof of Case 1 so that \(w(j)^* := (u(j)^*, v(j)^*) \in (C^{2,1} \times C^{3,1})(\Omega \times [t_j, t_{j+1}])\). With the gauge operators \(\Gamma_{Q_{i,j}} = \Gamma_{Q_{i,j}}^{+,r_i,j,1}\) \((i = 1, 2)\) defined as in Subsection 3.5 and \(\epsilon = \min \{2^{-j}, 1 - \Gamma_{Q_{i,j}}^{+,r_i,j,1}w(j)^*, \Gamma_{Q_{i,j}}^{+,r_i,j,1}w(j)^*\}\), let \(A_{i,j} = A_{i,j}^{+,r_i,j,1}(b_{i,j}, w(j)^*, Q_{i,j}, \epsilon)\) and \(A_{i,j,\delta} = A_{i,j}^{+,r_i,j,1}(b_{i,j}, w(j)^*, Q_{i,j}, \epsilon, \delta) \quad (\delta > 0)\) be defined also as in Subsection 3.5 for
i = 1, 2. We then define a class $\mathfrak{A}_j$ of admissible functions by

$$
\mathfrak{A}_j = \left\{ \begin{array}{ll}
(w^{(j)} = (u^{(j)}, v^{(j)}) \in (C^{2,1} \times C^{3,1})(\Omega \times [t_j, t_{j+1}]) & w^{(j)} = w^{(j*)} \text{ in } \\
(\Omega \times (t_j, t_{j+1})) \setminus (Q_{1,j} \cup Q_{2,j}),

w^{(j)}|_{Q_{i,j}} \in \mathcal{A}_{i,j} \text{ for } i = 1, 2
\end{array} \right\};
$$

then $w^{(j*)} \in \mathfrak{A}_j$, and so $\mathfrak{A}_j \neq \emptyset$. Also, for each $\delta > 0$, let $\mathfrak{A}_{j,\delta}$ be the subclass of functions $w^{(j)} \in \mathfrak{A}_j$ such that $w^{(j)}|_{Q_{i,j}} \in \mathcal{A}_{i,j,\delta}$ for $i = 1, 2$.

With the setup and constructions above, the rest of the proof of Case 3 for the infinite hierarchical scenario $(m_{a_{j,\bar{d}}})_{j \in \mathbb{N}}$ is now a combinative repetition of the procedures in that of Case 1 corresponding to the index $i = 2$ and in that of Case 2 (not explicitly written above) to the index $i = 1$. So we just sketch the remaining proof as follows without too much details.

**Baire’s category method in the $j$th step.** This part can be just repeated the same as in the proof of Case 1.

**Solutions over $[t_j, t_{j+1}]$ from $\mathcal{C}_{\Gamma_j}$.** For this part, we may proceed in the same way as in the proof of Case 1 but have to take into account both the indices $i = 1, 2$ to deduce equation (6.10) for any given $u^{(j)}$ with $w^{(j)} = (u^{(j)}, v^{(j)}) \in \mathcal{C}_{\Gamma_j}$ here and below.

**Gauge estimate for $w^{(j*)}$ over $Q_{i,j} (i = 1, 2)$.** With $Z_{i, w^{(j*)}} = Z^{Q_{i,j}}_{g_{i,j}^{1}; g_{i,j}^{2}; \Gamma_{i,j}^{3}; w^{(j*)}}$ ($i = 1, 2$) as in Subsection 3.5 and $j \geq 1$, we can get as in the proof of Case 1 and that of Case 2 (not explicitly written above) that

$$
Z_{1, w^{(j*)}} \geq \frac{s^+_r_{1,j} - s^- r_{1,j}}{s^+_r_{1,j} - s^- r_{1,j}} =: e_{1,j} \text{ in } Q_{1,j},
$$

$$
Z_{2, w^{(j*)}} \leq \frac{s^- r_{2,j} - s^+_ r_{2,j}}{s^+_r_{2,j} - s^- r_{2,j}} =: e_{2,j} \text{ in } Q_{2,j};
$$

thus $1 > \Gamma^{Q_{1,j}}_{w^{(j*)}} \geq e_{1,j}$ and $0 < \Gamma^{Q_{2,j}}_{w^{(j*)}} \leq e_{2,j}$. Note also that $\lim_{j \to \infty} e_{2,j} = 0$ and that

$$
e_{1,j} = \frac{s^+_r_{1,j} - s^- r_{1,j}}{s^+_r_{1,j} - s^- r_{1,j}} + 1 + \frac{s^- r_{1,j} - s^- r_{1,j}}{s^+_r_{1,j} - s^- r_{1,j}} \to 1 \text{ as } j \to \infty.
$$

**Blow-up estimate in the $j$th step.** Using the previous gauge estimates, we can deduce as in the proof of Case 1 that

$$
\|u^{(j)}_x\|_{L^\infty(\Omega \times (t_j, t_{j+1}))} \geq \max\{-s^- r_{1,j}, s^+_ r_{2,j}\} \text{ for all sufficiently large } j \geq 1.
$$

Note also that $\lim_{j \to \infty} \max\{-s^- r_{1,j}, s^+_ r_{2,j}\} = \infty$. 


Energy estimate in the \( j \)th step. Let us consider the quantity

\[
\frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \mathcal{E}(u^{(j)}(\cdot, t)) \, dt = \frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \int_{\Omega} W(u_x^{(j)}(x, t)) \, dx \, dt
\]

\[
= \frac{1}{t_{j+1} - t_j} \left( \int_{Q_{1,j}^+} + \int_{Q_{1,j}^-} + \int_{Q_{2,j}^+} + \int_{Q_{2,j}^-} + \int_{(\Omega \times (t_j, t_{j+1})) \setminus (Q_{1,j} \cup Q_{2,j})} \right) W(u_x^{(j)})
\]

\[
=: I_1^+ + I_1^- + I_2^+ + I_2^- + I_3,
\]

where

\[
Q_{1,j}^+ := \{(x, t) \in Q_{1,j} \mid u_x^{(j)}(x, t) \in [s_{r_{1,j}^+}, s_{r_{1,j}^-}] \},
\]

\[
Q_{1,j}^- := \{(x, t) \in Q_{1,j} \mid u_x^{(j)}(x, t) \in [s_{r_{1,j}^-}, s_{r_{1,j}^+}] \},
\]

\[
Q_{2,j}^+ := \{(x, t) \in Q_{2,j} \mid u_x^{(j)}(x, t) \in [s_{r_{2,j}^+}, s_{r_{2,j}^-}] \},
\]

\[
Q_{2,j}^- := \{(x, t) \in Q_{2,j} \mid u_x^{(j)}(x, t) \in [s_{r_{2,j}^-}, s_{r_{2,j}^+}] \}.
\]

As in the proof of Case 1, for all sufficiently large \( j \geq 1 \), we have

\[
I_2^+ \leq \frac{3Ls_{r_{2,j}^+}^{-} s_{r_{2,j}^-}^{-}}{2(s_{r_{2,j}^+} - s_{r_{2,j}^-})} \text{ and } I_1^+ + I_2^- + I_3 \leq L \max \{ W(s_{r_{1,j}^-}^+), W(s_{r_{2,j}^-}^-) \}.
\]

On the other hand, observe

\[
\frac{|Q_{1,j}^-|}{|Q_{1,j}|} = 1 - \gamma_{w(j)} \leq \frac{3(1 - e_{1,j})}{2},
\]

so that

\[
I_1 \leq \frac{-s_{r_{1,j}^-} |Q_{1,j}^-|}{t_{j+1} - t_j} \leq \frac{3s_{r_{1,j}^-} (1 - e_{1,j}) |Q_{1,j}|}{2(t_{j+1} - t_j)} \leq \frac{3Ls_{r_{1,j}^-} (1 - e_{1,j})}{2} = \frac{3Ls_{r_{1,j}^-}^+ (s_{r_{1,j}^-}^+ - s_{r_{1,j}^-}^- + s_{r_{1,j}^-}^+ - s_{r_{1,j}^-}^-)}{2s_{r_{1,j}^-} - s_{r_{1,j}^-}};
\]

thus

\[
\frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \mathcal{E}(u^{(j)}(\cdot, t)) \, dt \leq \frac{3Ls_{r_{2,j}^+}^{-} s_{r_{2,j}^-}^{-}}{2(s_{r_{2,j}^+} - s_{r_{2,j}^-})} + L \max \{ W(s_{r_{1,j}^-}^+), W(s_{r_{2,j}^-}^-) \}
\]

\[
+ \frac{3Ls_{r_{1,j}^-}^- (s_{r_{1,j}^-}^+ - s_{r_{1,j}^-}^- + s_{r_{1,j}^-}^+ - s_{r_{1,j}^-}^-)}{2s_{r_{1,j}^-}^+ - s_{r_{1,j}^-}^-} \quad \text{=: } d_j
\]

for all sufficiently large \( j \geq 1 \). Here, it is easy to see that \( \lim_{j \to \infty} d_j = 0 \).

Stability in the \( j \)th step. As in the proof of Case 1, we easily have

\[
\|u^{(j)}(\cdot, t) - \bar{u}_0\|_\infty \leq C \max \{-s_{r_{1,j}^-}^+, s_{r_{2,j}^-}^-\} + 2^{-j+1} \quad (j \geq 1),
\]

where \( C > 0 \) is some constant depending only on \( \Omega = (0, L) \).
Solutions by patching. Let $S$ be the set defined as in the proof of Case 1. With $G := (\mathbb{R} \times (-\infty, T)) \setminus \bigcup_{j \geq 0} (Q_{1,j} \cup Q_{2,j})$, it follows from the above justifications that the set $S$ consists of infinitely many weak solutions $u$ to problem (1.1) fulfilling (1)–(4).

The proof of Case 3 for the infinite hierarchical scenario $\{m_{a,j}\}_{j \in \mathbb{N}}$ is now complete.

Case of a finite hierarchical scenario. Finally, we finish the proof of Case 3 for the case of a finite hierarchical scenario $\{m_{a,j}\}_{j \in \mathbb{N}}$ of length $k \geq 1$ such that $a_j \in \{1, 2\} \forall 1 \leq j \leq k$, $m_{a,j} \neq 0 \forall 1 \leq j \leq k - 1$, and $m_{a,k} = 0$.

From the $0^{th}$ step to the $(k - 1)^{th}$ step of hierarchy, we simply repeat the same process in the above case of an infinite hierarchical scenario to produce infinitely many weak solutions $\tilde{u}$ to problem (1.1) up to time $t = t_k = t_{a,k}$. At time $t = t_k$, we have the two possibilities on the datum $\tilde{u}(\cdot, t_k) = u_k \in C^2(\bar{\Omega})$ with $u'_k = 0$ on $\partial\Omega$:

\[
\begin{cases}
\min_{\bar{\Omega}} u'_k < 0 = m_{1,k} = \max_{\bar{\Omega}} u'_k & \text{if } a_k = 1, \\
\min_{\bar{\Omega}} u'_k = m_{2,k} = 0 < \max_{\bar{\Omega}} u'_k & \text{if } a_k = 2.
\end{cases}
\]

In the case that $a_k = 1$, we can apply the result of Case 2 to get infinitely many weak solutions $\hat{u}$ to (1.1) with the initial datum $u_k$ at $t = t_k$ and some final time $T \in (t_k, \infty]$; then we patch these $\hat{u}$ to the above functions $\tilde{u}$ at time $t = t_k$ to obtain the desired weak solutions $u$ to (1.1) satisfying (1)–(4). If $a_k = 2$, we instead apply the result of Case 1 and do the same job to obtain infinitely many weak solutions $u$ to (1.1) fulfilling (1)–(4).

The proof of Case 3 is now complete, and therefore, Theorem 2.6 is finally proved.

7. Allocation of double-well energy for non-Fourier type equations

In this section, we deal with the proof of the last result of the paper, Theorem 2.7, on the existence of global weak solutions $u$ to problem (1.1) showing energy allocation on the double-well as $t \to \infty$ for all initial data $u_0$ when the diffusion flux $\sigma$ is of the non-Fourier type.

We divide the proof into several steps.

Setup for iteration and subsolution. Let $\{r_j\}_{j \geq 0}$ be a strictly decreasing sequence of positive numbers with $r_0 < \min\{\sigma(s_1), -\sigma(s_2)\}$ and $\lim_{j \to \infty} r_j = 0$. We write $r'_j = -r_j$ for all integers $j \geq 0$. Choose a function $\tilde{\sigma} = \tilde{\sigma}_{r_0} \in C^3(\mathbb{R})$ (see Figure 9) such that

\[
\begin{cases}
\tilde{\sigma} = \sigma & \text{on } (-\infty, s_{r_0}^-] \cup [s_{r_0}^+, \infty), \\
\tilde{\sigma} < \sigma & \text{on } (s_{r_0}^-, s_{r_0}^+], \\
\tilde{\sigma} > \sigma & \text{on } [s_{r_0}^-, s_{r_0}^+), \\
\tilde{\sigma}(0) = 0, \\
\tilde{\sigma}' > 0 & \text{in } \mathbb{R}.
\end{cases}
\]
By Theorem 3.1, we have a unique global solution \( u^* \in C^{2,1}(\bar{\Omega}_\infty) \) to problem (1.1), with \( \sigma \) replaced by \( \tilde{\sigma} \), satisfying the properties in the statement of the theorem. We then define an auxiliary function \( v^* \) by

\[
v^*(x, t) = \int_0^t \tilde{\sigma}(u^*_x(x, \tau)) \, d\tau + \int_0^x u_0(y) \, dy \quad \forall (x, t) \in \Omega_{\infty};
\]

then

(7.2)

\[
\begin{align*}
    v^*_t &= \tilde{\sigma}(u^*_x) \\
    v^*_x &= u^*
onumber
\end{align*}
\]

in \( \Omega_{\infty} \),

and so \( w^* := (u^*, v^*) \in (C^{2,1} \times C^{3,1})(\bar{\Omega}_{\infty}) \).

For each \( j \geq 1 \), let \( \tilde{s}^+_r \in (0, s^+_r) \) and \( \tilde{s}^-_r \in (s^-_r, 0) \) denote the unique numbers with \( \tilde{\sigma}(\tilde{s}^+_r) = r \) and \( \tilde{\sigma}(\tilde{s}^-_r) = r^+_j \), respectively. By Theorem 3.1 for each \( j \geq 1 \), we can inductively choose a time \( t_j \in (t_{j-1}, \infty) \) with \( t_j > j \) such that

(7.3)

\[
\tilde{s}^-_r < \min_{\Omega} u^*_x(., t_j) \leq 0 \leq \max_{\Omega} u^*_x(., t_j) < \tilde{s}^+_r,
\]

where \( t_0 := 0 \).

Define

\[
Q_0 = \{(x, t) \in \Omega \times (t_0, t_1) | s^-_r < u^*_x(x, t) < s^+_r \}.
\]

Also, for each \( j \geq 1 \), define

\[
Q_j = \{(x, t) \in \Omega \times (t_j, t_{j+1}) | \tilde{s}^-_r < u^*_x(x, t) < \tilde{s}^+_r \};
\]

then from Theorem 3.1 and (7.3), we have \( Q_j = \Omega \times (t_j, t_{j+1}) \). For each \( j \geq 1 \), we also let \( u_j = u^*(., t_j) \in C^{2+\alpha}(\bar{\Omega}) \) so that \( u'_j = 0 \) on \( \partial\Omega \).
Next, for each $j \geq 0$, let
\[
g_j^\pm = g_{r_j}^{\pm, r_j; \pm} = (\sigma|_{s_j^+, s_j^-})^{-1} : [r_j, r_j] \to [s_j^+, s_j^-];
\]
then $g_j^- \leq g_j^+(r_j) = s_j^- < 0 < s_j^+ = g_j^+(r_j') \leq g_j^+ \quad \text{on} \quad [r_j, r_j'] \quad (\text{see Figure}\,\,9).$

Fix an integer $j \geq 0$ here and below. Let $b_j = \|u^*_t\|_{L^\infty(Q_j)} + 1$. With the functions $g_j^\pm$ above, for each $u \in \mathbb{R}$, let $K_b_j(u) = K_{g_j^+, g_j^-; b_j}(u)$ and $U_{b_j}(u) = U_{g_j^+, g_j^-; b_j}(u)$ be defined as in Subsection 3.5. From (7.1), (7.2) and the definition of $b_j$, it follows that
\[
\nabla w^* \in U_{b_j}(u^*) \quad \text{in} \quad Q_j;
\]
thus $w^*|_{Q_j}$ becomes a strict subsolution of differential inclusion (3.3) with $Q = Q_j$ so that $0 < \Gamma^{Q_j}_{w^*} < 1$, where the gauge operator $\Gamma^{Q_j}_{g^*_j} = \Gamma^{Q_j}_{g^*_j; b_j}$ is given as in Subsection 3.5.

**Admissible class in the $j$th step.** With $\epsilon = \min\{2^{-j}, j^{-1}\Gamma^{Q_j}_{w^*}\}$ and the above notation, let $A_j = A_{g_j^+, g_j^-, b_j; w^*, Q_j, \epsilon}$ and $A_{j, \delta} = A_{g_j^+, g_j^-, b_j; w^*, Q_j, \epsilon, \delta} (\delta > 0)$ be defined as in Subsection 3.5. We then define a class $\mathfrak{A}_j$ of admissible functions by the following: for $j = 0$, we take
\[
\mathfrak{A}_0 = \{ (w^{(0)} = (u^{(0)}, v^{(0)}) \in (C^{2,1} \times C^{3,1})(\Omega \times [t_0, t_1]) \mid \begin{aligned}
w^{(0)} &= w^* \quad \text{in} \quad (\Omega \times (t_0, t_1)) \setminus Q_0, \\
w^{(j)} |_{Q_0} &= w^* \in \mathfrak{A}_0 \end{aligned} \}.
\]
and for $j \geq 1$, we simply let $\mathfrak{A}_j = \mathfrak{A}_j$; then $w^*|_{\Omega \times (t_0, t_1)} \in \mathfrak{A}_0$ and $w^*|_{Q_j} \in \mathfrak{A}_j \quad \forall j \geq 1$. Also, for each $\delta > 0$, let $\mathfrak{A}_{j, \delta}$ be the subclass of functions $w^{(j)} \in \mathfrak{A}_j$ with $w^{(j)}|_{Q_j} \in \mathfrak{A}_{j, \delta}.$

**Baire's category method in the $j$th step.** Let $\mathfrak{X}_j$ denote the closure of $\mathfrak{A}_j$ in the space $L^\infty(\Omega \times (t_j, t_{j+1}); \mathbb{R}^2)$; then $(\mathfrak{X}_j, L^\infty)$ becomes a nonempty complete metric space. From the definition of $\mathfrak{A}_j$, it is easy to check that
\[
\mathfrak{X}_j \subset w^* + W^{1,\infty}_0(\Omega \times (t_j, t_{j+1}); \mathbb{R}^2).
\]
As in the proof of Theorem 2.2, we also see that the set of points of continuity for the space-time gradient operator $\nabla_j = \nabla : \mathfrak{X}_j \to L^1(\Omega \times (t_j, t_{j+1}); \mathbb{M}^{2 \times 2})$, say $\mathfrak{C}_{\nabla_j}$, is dense in $\mathfrak{X}_j$.

**Solutions over $[t_j, t_{j+1}]$ from $\mathfrak{C}_{\nabla_j}$.** Let $w^{(j)} = (u^{(j)}, v^{(j)}) \in \mathfrak{C}_{\nabla_j}$. Repeating the same procedure as in the proof of Theorem 2.6 for Case 1 under the Baire category framework above, we obtain the following:
\[
(j = 0) \begin{cases} w^{(0)} = w^* \quad \text{in} \quad (\Omega \times [t_0, t_1]) \setminus Q_0, \\
\nabla w^{(0)} = \nabla w^* \quad \text{a.e. in} \quad (\Omega \times (t_0, t_1)) \setminus Q_0, \\
v^{(0)} = \sigma(u^{(0)}) \quad \text{a.e. in} \quad (\Omega \times (t_0, t_1)) \setminus Q_0, \end{cases}
\]
To see this, choose two numbers $\tilde{r}, \tilde{r}_0 \in [r', r_j]$ such that
\[
g_j^+(r_{1,j}) - g_j^-(r_{1,j}) = \tilde{d}_{1,j} \quad \text{and} \quad \tilde{g}_j(\tilde{r}_{0,j}) - g_j^-(\tilde{r}_{0,j}) = \tilde{d}_{0,j}.
\]
As \( j \to \infty \), we have \( r_{1,j}, \tilde{r}_{0,j} \to 0 \), and so

\[
\tilde{d}_{1,j} = g_j^+(r_{1,j}) - g_j^-(r_{1,j}) \to s_0^+ - s_0^-,
\]

\[
\tilde{d}_{0,j} = \tilde{g}_j(\tilde{r}_{0,j}) - g_j^-(\tilde{r}_{0,j}) \to -s_0^-.
\]

Thus \( \lim_{j \to \infty} \frac{\tilde{d}_{0,j}}{\tilde{d}_{1,j}} = \lambda_0 \), and the other limit can be shown in the same way.

**Energy estimate in the \( j \)th step.** We now consider the quantity

\[
\frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} -\mathcal{E}(u^{(j)}(\cdot, t)) \, dt = \frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \int_{\Omega} W(u^{(j)})(x, t) \, dx \, dt
\]

\[
= \frac{1}{t_{j+1} - t_j} \left( \int_{Q_j^+} + \int_{Q_j^-} \right) W(u^{(j)}) =: I_j^+ + I_j^-,
\]

where \( j \geq 1 \), and \( Q_j = \Omega \times (t_j, t_{j+1}) \) is divided into the two sets \( Q_j^\pm \) up to measure zero by the last of (7.4):

\[
Q_j^\pm = \{(x, t) \in Q_j \mid u^{(j)}_x(x, t) \in [s_{r_j}^\pm, s_{r_j}^\pm]\}.
\]

From the third of (7.4), (7.7) and the definition of \( \Gamma^{Q_j} \), we have

\[
\left(1 - \frac{1}{2j}\right) \frac{\tilde{d}_{0,j}}{\tilde{d}_{1,j}} \leq \left(1 - \frac{1}{2j}\right) \Gamma^{Q_j}_{w^*} \leq \frac{|Q_j^+|}{|Q_j|} = \Gamma^{Q_j}_{w^{(j)}}
\]

\[
\leq \left(1 + \frac{1}{2j}\right) \Gamma^{Q_j}_{w^*} \leq \left(1 + \frac{1}{2j}\right) \frac{\tilde{d}_{1,j}}{\tilde{d}_{0,j}};
\]

hence

\[
\left(1 - \frac{1}{2j}\right) \frac{\tilde{d}_{0,j}}{\tilde{d}_{1,j}} |Q_j| \leq |Q_j^+| \leq \left(1 + \frac{1}{2j}\right) \frac{\tilde{d}_{1,j}}{\tilde{d}_{0,j}} |Q_j|.
\]

Using this, we get

\[
L \left(1 - \frac{1}{2j}\right) \frac{\tilde{d}_{0,j}}{\tilde{d}_{1,j}} W(s_0^+) \leq \frac{1}{t_{j+1} - t_j} W(s_0^+) |Q_j^+| \leq I_j^+
\]

\[
\leq \frac{1}{t_{j+1} - t_j} \max \{W(s_{r_j}^-), W(s_{r_j}^+)\} |Q_j^+|
\]

\[
\leq L \left(1 + \frac{1}{2j}\right) \frac{\tilde{d}_{1,j}}{\tilde{d}_{0,j}} \max \{W(s_{r_j}^-), W(s_{r_j}^+)\}.
\]

Note here that the far left and right terms are approaching \( L\lambda_0 W(s_0^+) \) as \( j \to \infty \); that is, \( \lim_{j \to \infty} I_j^+ = L\lambda_0 W(s_0^+) \). In a similar way, one can check that

\( \lim_{j \to \infty} I_j^- = L(1 - \lambda_0) W(s_0^-) \); we omit the details. Therefore, as \( j \to \infty \),

\[
(7.8) \quad \frac{1}{t_{j+1} - t_j} \int_{t_j}^{t_{j+1}} \mathcal{E}(u^{(j)}(\cdot, t)) \, dt \to L(\lambda_0 W(s_0^+) + (1 - \lambda_0) W(s_0^-)).
\]
Solutions by patching. At this final stage, we check that the set

\[ S := \left\{ u = \sum_{j=0}^{\infty} u^{(j)} \chi_{\Omega \times [t_j, t_{j+1}]} \mid w^{(j)} = (u^{(j)}, v^{(j)}) \in \mathcal{C}_{\mathcal{V}_j} \, \forall j \geq 0 \right\} \]

consists of infinitely many global weak solutions \( u \) to problem (1.1) satisfying (1)-(3).

As in the proof of Theorem 2.6 for Case 1, we easily see that \( S \) is an infinite set.

Let \( u \in S \). Then (1) follows from the first of (7.4) and (4) of Theorem 3.1. Moreover, (2) and (3) are an immediate consequence of (7.5) and (7.8), respectively.

The proof of Theorem 2.7 is finally complete.

8. Proof of density lemma

In this final section, we provide a long proof of the density lemma, Lemma 3.5.

To start the proof, fix any \( \delta > 0 \), and let \( w = (u, v) \in \mathcal{A}; \) that is,

\[ w \in (C^{2,1} \times C^{3,1})(Q), \]
\[ w = w^* \quad \text{in } Q \setminus \bar{Q}^w \quad \text{for some open set } Q^w \subset Q \text{ with } |\partial Q^w| = 0, \]
\[ \|u - u^*\|_{L^\infty(Q)} < \epsilon/2, \quad \|u_t - u^*_t\|_{L^\infty(Q)} < \epsilon/2, \]
\[ \|\nabla w\|_{L^\infty(\Omega)} < \epsilon/2, \quad |\Gamma_0^Q - \Gamma_0^{Q^w}| < \epsilon/2, \]
\[ \nabla w \in U_b(u) \quad \text{in } Q. \]

Let \( \eta > 0 \). Our goal is to construct a function \( w_\eta = (u_\eta, v_\eta) \in \mathcal{A}_\delta \), that is, a function \( w_\eta \in C^{2,1} \times C^{3,1}(Q) \) such that

\[ \|w_\eta - w\|_{L^\infty(Q)} < \eta, \]
\[ w_\eta = w^* \quad \text{in } Q \setminus \bar{Q}^{w\eta} \quad \text{for some open set } Q^{w\eta} \subset Q \text{ with } |\partial Q^{w\eta}| = 0, \]
\[ \|u_\eta - u^*\|_{L^\infty(Q)} < \epsilon/2, \quad \|(u_\eta)_t - u^*_t\|_{L^\infty(Q)} < \epsilon/2, \quad |\Gamma_0^Q - \Gamma_0^{Q^w}| < \epsilon/2, \]
\[ \nabla w_\eta \in U_b(u_\eta) \quad \text{in } Q, \quad \int_Q \text{dist}(\nabla w_\eta(x,t), K_b(u_\eta(x,t))) \, dxdt \leq \delta|Q|. \]

As the construction is long and complicated, we divide it into many steps.

Step 1. We first choose an open set \( G \subset Q \setminus \partial Q^w \) with \( |\partial G| = 0 \) such that

\[ \int_{Q \setminus G} \text{dist}(\nabla w(x,t), K_b(u(x,t))) \, dxdt \leq \frac{\delta}{k} |Q|, \]

where \( k \in \mathbb{N} \) is to be specified later.

By (8.1), we have

\[ (u_x, v_t) \in \bar{U} \quad \text{and } |u_t| < b \quad \text{on } \bar{G}; \]

so

\[ d' := \min_{\bar{G}} \text{dist}((u_x, v_t), \partial \bar{U}) > 0 \quad \text{and } b' := b - \max_{\bar{G}} |u_t| > 0. \]
Also, by (8.1), we have
\[ d'' := \left(\epsilon/2 - |\Gamma_{\psi}^Q - \Gamma_{w^*}^Q|\right)/2 > 0. \]

By the uniform continuity of \( g^\pm \) on \([r_1, r_2]\), we can choose a \( \kappa > 0 \) such that
\[ |g^\pm(r) - g^\pm(r')| \leq d''/l \quad \text{whenever} \quad r, r' \in [r_1, r_2] \quad \text{and} \quad |r - r'| \leq \kappa, \]
where \( l \in \mathbb{N} \) will be chosen later.

Now, we choose finitely many disjoint open squares \( Q_1, \ldots, Q_N \subset G \), parallel to the axes, such that
\[ \int_{G \setminus (\cup_{i=1}^N \tilde{Q}_i)} \text{dist}\left(\nabla w(x, t), K_b(u(x, t))\right) \, dx \, dt \leq \frac{\delta}{k} |Q|. \]

Dividing these squares \( Q_1, \ldots, Q_N \) into disjoint open sub-squares up to measure zero if necessary, we can have that
\[ |(u_x(x_1, t_1), v_t(x_1, t_1)) - (u_x(x_2, t_2), v_t(x_2, t_2))| \leq \min\left\{ \frac{\delta}{4k}, \frac{d''}{4}, \frac{\kappa}{2} \right\} \]

and
\[ |u_t(x_1, t_1) - u_t(x_2, t_2)| \leq \frac{b'}{4} \]
whenever \((x_1, t_1), (x_2, t_2) \in \tilde{Q}_i \) and \( 1 \leq i \leq N \).

**Step 2.** Consider the two continuous functions \( f^\pm : [0, \infty) \to [0, \infty) \) defined by
\[ f^\pm(\beta) = \min_{r, r' \in [r_1, r_2]} |(g^\pm(r) \mp \beta, r) - (g^\pm(r'), r')| \quad \forall \beta \geq 0; \]
then \( f^\pm \) are strictly increasing on \([0, \infty)\) with \( f^\pm(0) = 0 \) and \( \lim_{\beta \to \infty} f^\pm(\beta) = \infty \).

So we can choose two unique numbers \( \beta^\pm_k > 0 \) such that \( f^\pm(\beta^\pm_k) = \frac{\delta}{k-1} \),
where we let \( k \in \mathbb{N} \) satisfy
\[ k \geq 2. \]

We also choose \( k \in \mathbb{N} \) so large that
\[ g^-(r) + \beta^-_k < g^+(r) - \beta^+_k \quad \forall r \in [r_1, r_2]. \]

We then define two disjoint bounded domains \( D^\pm_k \subset \bar{U} \) by
\[ D^+_k = \{(s, r) \in \mathbb{R}^2 \mid r_1 < r < r_2, g^+(r) - \beta^+_k < s < g^+(r)\}, \]
\[ D^-_k = \{(s, r) \in \mathbb{R}^2 \mid r_1 < r < r_2, g^-(r) < s < g^-(r) + \beta^-_k\}. \]

Fix an index \( i \in \mathcal{I} := \{1, \cdots, N\} \), and let us denote by \((x_i, t_i)\) the center of the square \( Q_i \). We also write
\[ (s_i, \gamma_i) = (u_x(x_i, t_i), v_t(x_i, t_i)) \quad \text{and} \quad c_i = u_t(x_i, t_i); \]
then \((s_i, \gamma_i) \in \bar{U} \) and \( |c_i| \leq b - b' \).

Next, we split the index set \( \mathcal{I} \) into the three sets
\[ \mathcal{I}_1^\pm := \{ i \in \mathcal{I} \mid \text{dist}((s_i, \gamma_i), \tilde{K}^\pm) \leq \delta/k \} \quad \text{and} \quad \mathcal{I}_2 := \mathcal{I} \setminus (\mathcal{I}_1^+ \cup \mathcal{I}_1^-). \]
It is then easy to check that \((s_i, \gamma_i) \in D_k^+\) for all \(i \in \mathcal{I}_1^+\); thus \(\mathcal{I}_1^+ \cap \mathcal{I}_1^- = \emptyset\).

Let \(i \in \mathcal{I}_1^+\). Then there exists a \(\tilde{\gamma}_i \in [r_1, r_2]\) such that

\[
|\langle s_i, \gamma_i \rangle - \langle g^+(\gamma_i), \tilde{\gamma}_i \rangle| \leq \frac{\delta}{k},
\]

where \((8.11)\) and the same inequality can be shown to hold in a similar manner when \(s_i \in \mathcal{I}_1^\pm\). We then have

\[
\int_{Q_i} \text{dist}(\nabla w(x, t), K_b(u(x, t))) \, dx \, dt \leq \frac{5\delta}{4k} |Q_i|,
\]

and the same inequality can be shown to hold in a similar manner when \(i \in \mathcal{I}_1^-\). Thus we have

\[
\int_{\cup_{i \in \mathcal{I}_1^+ \cup \mathcal{I}_1^-} Q_i} \text{dist}(\nabla w(x, t), K_b(u(x, t))) \, dx \, dt \leq \frac{5\delta}{4k} |Q|.
\]

**Step 3.** Fix an index \(i \in \mathcal{I}_2\). Since \(\text{dist}((s_i, \gamma_i), \tilde{K}^\pm) > \delta/k\), we can choose two positive numbers \(\lambda_i^\pm\) so that

\[
\begin{align*}
\text{dist}((s_i + \lambda_i^+, \gamma_i), \tilde{K}^+) &= \delta/k, \\
\text{dist}((s_i - \lambda_i^-, \gamma_i), \tilde{K}^-) &= \delta/k,
\end{align*}
\]

where \((8.13)\). For a given \(\epsilon_i > 0\) to be specified later, we can apply Lemma 3.4 to obtain a function \(\omega_i = (\varphi_i, \psi_i) \in C^\infty_c(Q_i; \mathbb{R}^2)\) such that

(a) \(\|\omega_i\|_{L^\infty(Q_i)} < \epsilon_i\), \(\|\varphi_i\|_{L^\infty(Q_i)} < \epsilon_i\), \(\|\psi_i\|_{L^\infty(Q_i)} < \epsilon_i\),

(b) \(-\lambda_i^- \leq (\varphi_i) x \leq \lambda_i^+\) in \(Q_i\),

(c) \(\left\lfloor \frac{\lambda_i^-}{\lambda_i^+} \right\rfloor |\{(x, t) \in Q_i | (\varphi_i) x (x, t) = \lambda_i^+\}| \leq \frac{\lambda_i^-}{\lambda_i^+} |Q_i| < \epsilon_i\),

(d) \((\psi_i)_x = \varphi_i\) in \(Q_i\), and

(e) \(\int_{Q_i} \varphi_i(x, t) \, dx = 0\) for all \(t_{i,1} < t < t_{i,2}\).

where \(Q_i = (x_{i,1}, x_{i,2}) \times (t_{i,1}, t_{i,2})\). We now define

\[
w_{i} = (u_{i}, v_{i}) = w + \sum_{i \in \mathcal{I}_2} \omega_i \chi_{Q_i} \text{ in } Q.
\]

**Step 4.** To finish the proof, we show that upon choosing suitable numbers \(l, k \in \mathbb{N}\) and \(\epsilon_i > 0\) \((i \in \mathcal{I}_2)\), the function \(w_{i} = (u_{i}, v_{i})\) defined in \((8.14)\) satisfies the desired properties in \((8.2)\). Since this step consists of many arguments to verify, we separate it into several substeps.
**Substep 4-1.** We begin with simpler parts to prove.

From (8.1) and (8.14), it follows that

\[(8.15) \quad w_\eta \in (C^{2,1} \times C^{3,1})(\bar{Q}) \text{ is Lipschitz in } Q.\]

Set \(Q^w = G \cup Q^w\); then \(Q^w \subset Q\) is an open set with \(|\partial Q^w| = 0\). From (8.1) and (8.14), we also have

\[(8.16) \quad w_\eta = w = w^* \text{ in } Q \setminus \bar{Q}^w.\]

Next, we choose

\[(8.17) \quad \epsilon_i < \min \left\{ \eta, \frac{\epsilon}{2} - \|u - u^*\|_{L^\infty(Q)}, \frac{\epsilon}{2} - \|u_t - u^*_t\|_{L^\infty(Q)} \right\} \text{ for all } i \in \mathcal{I}_2;\]

then from (a) and (8.14), we have

\[(8.18) \quad \begin{cases} \\
\|w_\eta - w\|_{L^\infty(Q)} < \eta, \\
\|u_\eta - u^*\|_{L^\infty(Q)} < \epsilon/2, \\
\|(u_\eta)_t - u^*_t\|_{L^\infty(Q)} < \epsilon/2. 
\end{cases}\]

**Substep 4-2.** In this substep, we show that

\[(8.19) \quad \nabla w_\eta(x,t) \in U_b(u_\eta(x,t)) \quad \forall (x,t) \in Q.\]

Note from (8.8), (8.14) and (a) that

\[
|u_t(x,t)| = |u_t(x,t) + (\varphi_i)_t(x,t)| \leq |u_t(x,t) - c_i| + |c_i| + |(\varphi_i)_t(x,t)| \\
\leq b' + b - b' + \epsilon_i < b - \frac{b'}{2} \quad \forall (x,t) \in Q_i, \forall i \in \mathcal{I}_2,
\]

where we let

\[(8.20) \quad \epsilon_i < b'/4 \quad \forall i \in \mathcal{I}_2.
\]

This implies that

\[(8.21) \quad |(u_\eta)_t(x,t)| < b \quad \forall (x,t) \in Q.
\]

From (8.1), we have \(v_x = u\) in \(Q\). Thus by (8.14) and (d), we have

\[
(v_\eta)_x(x,t) = v_x(x,t) + (\psi_i)_x(x,t) \\
= u(x,t) + \varphi_i(x,t) = u_\eta(x,t) \quad \forall (x,t) \in Q_i,
\]

where \(i \in \mathcal{I}_2\); thus

\[(8.22) \quad (v_\eta)_x(x,t) = u_\eta(x,t) \quad \forall (x,t) \in Q.
\]

Let \(i \in \mathcal{I}_2\). From (8.4) and (8.13), we see that

\[(8.23) \quad \text{dist}\left(\{(s_i - \lambda^-_i, \gamma_i), (s_i + \lambda^+_i, \gamma_i)\}, \partial \tilde{U}\right) \geq \min \left\{ \frac{\delta}{k'}, d' \right\}.
\]
Let \((x, t) \in Q_i\). Then by (a) and (8.7),
\[
\left| ((u_\eta)_x(x, t), (v_\eta)_t(x, t)) - (s_i + (\varphi_i)_x(x, t), \gamma_i) \right|
\leq \left| (u_x(x, t), v_t(x, t)) - (s_i, \gamma_i) \right| + |(\psi_i)_t(x, t)|
\leq \min \left\{ \frac{\delta}{4k'}, \frac{d'}{2} \right\} + \epsilon_i < \min \left\{ \frac{\delta}{4k'}, \frac{d'}{2} \right\},
\]
where we let
\[
(8.24) \quad \epsilon_i < \min \left\{ \frac{\delta}{4k'}, \frac{d'}{2} \right\}.
\]
By (b), we have
\[
-\lambda_i^- \leq (\varphi_i)_x(x, t) \leq \lambda_i^+,
\]
and so it follows from (8.23) and the previous inequality that
\[
((u_\eta)_x(x, t), (v_\eta)_t(x, t)) \in \tilde{U}.
\]
Adopting (8.24) for all \(i \in I_2\), this inclusion holds for all \((x, t) \in Q\).
This inclusion together with (8.21) and (8.22) implies inclusion (8.19).

**Substep 4-3.** Here, we prove that
\[
(8.25) \quad |\Gamma^Q_{w_\eta} - \Gamma^Q_{w}| < \frac{\epsilon}{2}.
\]
By the definition of the gauge operator \(\Gamma^Q\) and (8.14), we have
\[
\Gamma^Q_{w_\eta} - \Gamma^Q_{w} = \frac{1}{|Q|} \int_Q (Z_{w_\eta}(x, t) - Z_w(x, t)) \, dxdt
\]
\[
= \frac{1}{|Q|} \sum_{i \in I_2} \int_{Q_i} (Z_{w+\omega_i}(x, t) - Z_w(x, t)) \, dxdt
\]
\[
= \frac{1}{|Q|} \sum_{i \in I_2} \left( \int_{Q_{i,1}} + \int_{Q_{i,2}^+} + \int_{Q_{i,2}^-} \right) (Z_{w+\omega_i} - Z_w),
\]
where \(\omega_i\) is defined to be zero outside its compact support, and
\[
Q_{i,1} := \{(x, t) \in Q_i \mid (\varphi_i)_x(x, t) \notin \{\lambda_i^+, -\lambda_i^-\}\},
\]
\[
Q_{i,2}^+ := \{(x, t) \in Q_i \mid (\varphi_i)_x(x, t) = \lambda_i^+\},
\]
\[
Q_{i,2}^- := \{(x, t) \in Q_i \mid (\varphi_i)_x(x, t) = -\lambda_i^-\}.
\]
The trivial part to estimate here follows from (c) as
\[
(8.26) \quad \left| \int_{Q_{i,1}} (Z_{w+\omega_i} - Z_w) \right| \leq 2|Q_{i,1}| < 4\epsilon_i \quad (i \in I_2).
\]
Next, let \( i \in I_2 \) and \( (x, t) \in Q_{i,2}^- \). Then from (8.7), we have at the point \((x, t)\) here and below that

\[
(u + \varphi_i) x - g^- ((v + \psi_i) t) = |u_x - \lambda_i^- - g^- (v_t + (\psi_i) t)|
\]

\[
\leq |u_x - s_i| + |s_i - \lambda_i^- - g^- (\gamma_i)| + |g^- (\gamma_i) - g^- (v_t + (\psi_i) t)|
\]

\[
\leq \frac{\delta}{4k} + |s_i - \lambda_i^- - g^- (\gamma_i)| + |g^- (\gamma_i) - g^- (v_t + (\psi_i) t)|.
\]

From (8.13), it follows that

\[
|(s_i - \lambda_i^-, \gamma_i) - (\bar{\gamma}_i, \bar{\gamma}_i)| = \frac{\delta}{k} \text{ for some } \bar{\gamma}_i \in [r_1, r_2].
\]

Thus, we have from (8.5) that

\[
|s_i - \lambda_i^- - g^- (\gamma_i)| \leq |s_i - \lambda_i^- - g^- (\bar{\gamma}_i)| + |g^- (\bar{\gamma}_i) - g^- (\gamma_i)| \leq \frac{\delta}{k} + \frac{d''}{l},
\]

where we let \( k \in \mathbb{N} \) satisfy

\[
\frac{\delta}{k} \leq \kappa.
\]

Likewise, with (8.29), we also have

\[
|s_i + \lambda_i^+ - g^+ (\gamma_i)| \leq \frac{\delta}{k} + \frac{d''}{l}.
\]

Also, from (8.7) and (a), we have

\[
|\gamma_i - (v_t + (\psi_i) t)| \leq |\gamma_i - v_t| + |(\psi_i) t| \leq \frac{\kappa}{2} + \epsilon_i \leq \kappa,
\]

where we let

\[
\epsilon_i \leq \frac{\kappa}{2}.
\]

With the help of (8.5), this implies that

\[
|g^- (\gamma_i) - g^- (v_t + (\psi_i) t)| \leq \frac{d''}{l}.
\]

Thus (8.27), (8.30) and (8.32) yield that

\[
|(u + \varphi_i) x - g^- ((v + \psi_i) t)| \leq \frac{5\delta}{4k} + \frac{2d''}{l} \leq \frac{3d''}{l}
\]

if we choose \( k \in \mathbb{N} \) so large that

\[
\frac{5\delta}{4k} \leq \frac{d''}{l}.
\]

Since \( g^+ ((v + \psi_i) t) - g^- ((v + \psi_i) t) \geq \min_{[r_1, r_2]} (g^+ - g^-) =: d_0 > 0 \), we thus have

\[
Z_{w + \omega_i} (x, t) \leq \frac{3d''}{ld_0} \quad \forall \ (x, t) \in Q_{i,2}^-;
\]

hence

\[
\left(8.34\right) \quad \left| \int_{Q_{i,2}^-} Z_{w + \omega_i} \right| \leq \frac{3d''}{ld_0} |Q_{i,2}^-|.
\]
Let \( i \in I_2 \) and \( Q_{i,2} = Q_{i,2}^+ \cup Q_{i,2}^- \). We now estimate the quantity

\[
\left| \int_{Q_{i,2}^+} Z_{w+\omega_i} - \int_{Q_{i,2}^-} Z_w \right|.
\]

First, we consider

\[
\left| \int_{Q_{i,2}^+} Z_{w+\omega_i} (x, t) \, dx \, dt - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-} |Q_i| \right|
\]

\[
\leq \left| \int_{Q_{i,2}^+} \left( \frac{u_x + (\varphi_i)_x - g^{-}(v_t + (\psi_i)_t)}{g^+(v_t + (\psi_i)_t) - g^{-}(v_t + (\psi_i)_t)} \right) \, dx \, dt \right|
\]

\[
+ \left| \int_{Q_{i,2}^+} \left( \frac{s_i + \lambda_i^+ - g^{-}(\gamma_i)}{g^+(v_t + (\psi_i)_t) - g^{-}(v_t + (\psi_i)_t)} - \frac{s_i + \lambda_i^+ - g^{-}(\gamma_i)}{g^+(\gamma_i) - g^{-}(\gamma_i)} \right) \, dx \, dt \right|
\]

\[
+ \left| \frac{s_i + \lambda_i^+ - g^{-}(\gamma_i)}{g^+(\gamma_i) - g^{-}(\gamma_i)} |Q_{i,2}^+| - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-} |Q_i| \right| =: I_1 + I_2 + I_3.
\]

Here, let \( \epsilon_i > 0 \) satisfy (8.31); then as in (8.32), we have

\[
|g^\pm((v_t + (\psi_i)_t) - g^\pm(\gamma_i)| \leq \frac{d''}{l} \quad \text{in } Q_{i,2}^+.
\]

Using this, (8.7) and the fact that \( (\varphi_i)_x = \lambda_i^+ \) in \( Q_{i,2}^+ \), we deduce that

\[
I_1 \leq \frac{1}{d_0} \left( \frac{\delta}{4k} + \frac{d''}{l} \right) |Q_{i,2}^+| \leq \frac{6d''}{5ld_0} |Q_{i,2}^+|,
\]

where we let \( k \in \mathbb{N} \) fulfill (8.33). Having the common denominator in the integrand, we have from (8.35) that

\[
I_2 \leq (s_i + \lambda_i^+ - g^{-}(\gamma_i)) \frac{2d''}{ld_0} |Q_{i,2}^+| \leq \frac{2d''d_1}{ld_0} |Q_{i,2}^+|,
\]

where \( d_1 := \max_{[r_1, r_2]} (g^+ - g^-) \). Note from (8.30) and (c) that

\[
I_3 \leq \left| \frac{s_i + \lambda_i^+ - g^{-}(\gamma_i)}{g^+(\gamma_i) - g^{-}(\gamma_i)} |Q_{i,2}^+| - |Q_{i,2}^+| \right| + \left| |Q_{i,2}^-| - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-} |Q_i| \right|
\]

\[
\leq \left( \frac{\delta}{k} + \frac{d''}{l} \right) \frac{1}{d_0} |Q_{i,2}^+| + \epsilon_i \leq \frac{9d''}{5ld_0} |Q_{i,2}^+| + \epsilon_i,
\]

where we let \( k \in \mathbb{N} \) also satisfy (8.29) and (8.33). Combining the estimates on \( I_1, I_2 \) and \( I_3 \), we obtain

\[
\left( 8.36 \right) \left| \int_{Q_{i,2}^+} Z_{w+\omega_i} (x, t) \, dx \, dt - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-} |Q_i| \right| \leq \left( \frac{3}{d_0} + \frac{2d_1}{d_0} \right) \frac{d''}{l} |Q_{i,2}^+| + \epsilon_i.
\]
Second, we handle
\[
\left| \int_{Q_{i,2}} Z_w(x, t) \, dx dt - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-}|Q_i| \right|
\leq \left| \int_{Q_{i,2}} \left( \frac{u_x - g^-(v_i)}{g^+(v_i) - g^-(v_i)} - \frac{\lambda_i^-}{g^+(v_i) - g^-(v_i)} \right) \, dx dt \right|
+ \left| \int_{Q_{i,2}} \frac{\lambda_i^-}{g^+(v_i) - g^-(v_i)} \, dx dt \right|
+ \left| \frac{\lambda_i^-}{g^+(\gamma_i) - g^-(\gamma_i)} \, |Q_{i,2}| - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-}|Q_i| \right| =: J_1 + J_2 + J_3.
\]

To estimate \(J_1\), we first note from (8.5), (8.7) and (8.28) that in \(Q_{i,2}\),
\[
|u_x - g^-(v_i) - \lambda_i^-| \leq |u_x - s_i| + |g^-(\gamma_i) - g^-(v_i)| + |s_i - \lambda_i^- - g^-(\gamma_i)|
\leq \frac{\delta}{4k} + \frac{d''}{l} + \left( \frac{\delta}{k} + \frac{d''}{l} \right) \leq \frac{3d''}{l},
\]
where we let \(k \in \mathbb{N}\) satisfy (8.29) and (8.33). From this, we get
\[
J_1 \leq \frac{3d''}{ld_0}|Q_{i,2}|.
\]

From (8.5) and (8.7), we have
\[
J_2 \leq \frac{2\lambda_i^- d''}{ld_0^2}|Q_{i,2}| \leq \frac{2d''}{ld_0^2}|Q_{i,2}|.
\]

To estimate \(J_3\), we observe from (8.28) and (8.30) that
\[
|\lambda_i^+ + \lambda_i^- - (g^+(\gamma_i) - g^-(\gamma_i))| = |s_i + \lambda_i^+ + g^+(\gamma_i) - (s_i - \lambda_i^- - g^-(\gamma_i))|
\leq \frac{2\delta}{k} + \frac{2d''}{l} \leq \frac{18d''}{5l},
\]
with \(k \in \mathbb{N}\) satisfying (8.29) and (8.33). Note from this and (c) that
\[
J_3 \leq \frac{\lambda_i^-}{g^+(\gamma_i) - g^-(\gamma_i)}|Q_{i,2}| - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-}|Q_{i,2}|
+ \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-}|Q_{i,2}| - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-}|Q_i|
\leq \frac{18d''}{5ld_0^2}|Q_{i,2}| + 2\epsilon_i.
\]

By the estimates on \(J_1\), \(J_2\) and \(J_3\), we now have
\[
\int_{Q_{i,2}} Z_w(x, t) \, dx dt - \frac{\lambda_i^-}{\lambda_i^+ + \lambda_i^-}|Q_i| \leq \left( \frac{3}{d_0} + \frac{28d_1}{5d_0^2} \right) \frac{d''}{l}|Q_{i,2}| + 2\epsilon_i.
\]
Combining this estimate with (8.36), we have
\[
\left| \int_{Q_{i,2}}^{+} Z_{w+\omega_i} - \int_{Q_{i,2}}^{-} Z_w \right| \\
\leq \left( \frac{6}{d_0} + \frac{53d_1}{5d_0^2} \right) \frac{d''}{l} |Q_{i,2}| + 3\epsilon_i.
\] (8.37)

Thanks to the estimates (8.26), (8.34) and (8.37), it follows that for all \( i \in I_2 \),
\[
\left| \left( \int_{Q_{i,1}}^{+} + \int_{Q_{i,2}}^{+} + \int_{Q_{i,2}}^{-} \right) (Z_{w+\omega_i} - Z_w) \right| \\
\leq \left( \frac{9}{d_0} + \frac{38d_1}{5d_0^2} \right) \frac{d''}{l} |Q_{i,2}| + 7\epsilon_i \leq \frac{17d''d_1}{ld_0^2} |Q_i| + 7\epsilon_i.
\] (8.19)

Summing this over the indices \( i \in I_2 \), we then have
\[
|\Gamma^{Q}_{w_{\eta}} - \Gamma^{Q}_{w_{\eta}}| \leq \frac{17d''d_1}{ld_0^2} + \frac{7}{|Q|} \sum_{i \in I_2} \epsilon_i < d''
\]
if \( l \in \mathbb{N} \) is taken so large that
\[
(8.38) \quad \frac{17d_1}{ld_0^2} < \frac{1}{2},
\]
\( k \in \mathbb{N} \) satisfies (8.29) and (8.33), and the numbers \( \epsilon_i > 0 \) \( (i \in I_2) \) fulfill (8.31) and
\[
(8.39) \quad \epsilon_i < \frac{d''}{14N}|Q|,
\]
under such choices of numbers \( l, k \) and \( \epsilon_i \) \( (i \in I_2) \), we finally have from (8.1) and the definition of \( d'' \) that
\[
|\Gamma^{Q}_{w_{\eta}} - \Gamma^{Q}_{w_{\eta}}| \leq |\Gamma^{Q}_{w_{\eta}} - \Gamma^{Q}_{w_{\eta}}| + |\Gamma^{Q}_{w} - \Gamma^{Q}_{w_{\eta}}| < d'' + |\Gamma^{Q}_{w} - \Gamma^{Q}_{w_{\eta}}| = \frac{\epsilon}{4} + \frac{|\Gamma^{Q}_{w} - \Gamma^{Q}_{w_{\eta}}|}{2} < \frac{\epsilon}{2},
\]
hence, our goal (8.25) of this substep is indeed achieved.

**Substep 4-4**. We now prove
\[
(8.40) \quad \int_{Q} \text{dist}(\nabla w_{\eta}(x,t), K_b(u_{\eta}(x,t))) \ dx dt \leq \delta |Q|.
\]

Let \( i \in I_2 \). By (c), we have \(|Q_{i,1}| < 2\epsilon_i\). Let \((x,t) \in Q_{i,1}\) and \( r \in [r_1, r_2] \); then by (8.19), we have, at the point \((x,t)\),
\[
\left| \left( \begin{array}{c} \frac{\partial}{\partial x} (u_{\eta})_t \\
\frac{\partial}{\partial y} (v_{\eta})_t 
\end{array} \right) \right | - \left \{ \begin{array}{c} g^+(r) \frac{\partial}{\partial x} (u_{\eta})_t \\
g^+(r) \frac{\partial}{\partial y} (v_{\eta})_t 
\end{array} \right \} \\
= \left | \left( \begin{array}{c} \frac{\partial}{\partial x} (u_{\eta})_t \\
\frac{\partial}{\partial y} (v_{\eta})_t 
\end{array} \right) - \left \{ \begin{array}{c} g^+(r) \frac{\partial}{\partial x} (u_{\eta})_t \\
g^+(r) \frac{\partial}{\partial y} (v_{\eta})_t 
\end{array} \right \} \right | \\
\leq \text{diam}(\tilde{U}),
\]
where \( \left( \frac{g^+}{u_\eta} \right) \left( \frac{(u_\eta)_t}{r} \right) \in K_b(u_\eta) \). Thus, we have

\[
\int_{Q_{i,1}} \text{dist}\left( \nabla w_\eta(x, t), K_b(u_\eta(x, t)) \right) \, dx dt \leq 2\epsilon_i \text{diam}(\hat{U}) \leq \frac{\delta}{Nk} |Q|,
\]

where we let

\[
(8.41) \quad \epsilon_i \leq (\text{diam}(\hat{U}))^{-1} \frac{\delta}{2Nk} |Q|.
\]

Having this choice for all \( i \in \mathcal{I}_2 \), we get

\[
(8.42) \quad \sum_{i \in \mathcal{I}_2} \int_{Q_{i,1}} \text{dist}\left( \nabla w_\eta(x, t), K_b(u_\eta(x, t)) \right) \, dx dt \leq \frac{\delta}{k} |Q|.
\]

Let \( i \in \mathcal{I}_2 \) and \( (x, t) \in Q_{i,2} \); then \( (\varphi_i)_x(x, t) \in \{\lambda_i^+, -\lambda_i^-\} \). Suppose \( (\varphi_i)_x(x, t) = -\lambda_i^- \). By (8.13), we can choose a number \( \bar{r}_i \in [r_1, r_2] \) such that

\[
|((s_i - \lambda_i^- \gamma_i) - (g^-(\bar{r}_i), \bar{r}_i))| = \frac{\delta}{k}.
\]

Then it follows from (a), (8.7) and the previous equality that at the point \( (x, t) \),

\[
\left| \left( \left( \frac{(u_\eta)_x}{(v_\eta)_x} \right) \left( \frac{(u_\eta)_t}{(v_\eta)_t} \right) - \left( \frac{g^-(\bar{r}_i)}{\bar{r}_i} \right) \left( \frac{(u_\eta)_t}{\bar{r}_i} \right) \right) \right|
\]

\[
= \left| \left( \frac{(u_\eta)_x}{(v_\eta)_x} \right) - \left( \frac{g^-(\bar{r}_i)}{\bar{r}_i} \right) \right|
\]

\[
\leq |(u_x, v_t) - (s_i, \gamma_i)| + |(s_i - \lambda_i^- \gamma_i) - (g^-(\bar{r}_i), \bar{r}_i)| + |(\psi_i)_t|
\]

\[
\leq \frac{\delta}{4k} + \frac{\delta}{k} + \epsilon_i \leq \frac{3\delta}{2k},
\]

where we let \( \epsilon_i \) satisfy (8.24). The same can be shown in case of \( (\varphi_i)_x(x, t) = \lambda_i^+ \); we omit the detail. Thus we get

\[
\int_{Q_{i,2}} \text{dist}\left( \nabla w_\eta(x, t), K(u_\eta(x, t)) \right) \, dx dt \leq \frac{3\delta}{2k} |Q_{i,2}|,
\]

and so

\[
(8.43) \quad \sum_{i \in \mathcal{I}_2} \int_{Q_{i,2}} \text{dist}\left( \nabla w_\eta(x, t), K(u_\eta(x, t)) \right) \, dx dt \leq \frac{3\delta}{2k} |Q|.
\]
Gathering all of [8.3], (8.6), (8.12), (8.42) and (8.43), we obtain
\[
\int_Q \text{dist} \left( \nabla w_\eta(x,t), K_b(u_\eta(x,t)) \right) \, dx \, dt
\]
\[
= \int_{Q \setminus G} \text{dist} \left( \nabla w(x,t), K_b(u(x,t)) \right) \, dx \, dt
\]
\[
+ \int_{G \setminus \bigcup_{i=1}^N Q_i} \text{dist} \left( \nabla w(x,t), K_b(u(x,t)) \right) \, dx \, dt
\]
\[
+ \int_{\bigcup_{i \in \mathbb{I}_1}^\mathcal{I} \cup \mathcal{I}^{-} Q_i} \text{dist} \left( \nabla w(x,t), K_b(u(x,t)) \right) \, dx \, dt
\]
\[
+ \sum_{i \in \mathbb{I}_2} \int_{Q_{i,1}} \text{dist} \left( \nabla w_\eta(x,t), K_b(u_\eta(x,t)) \right) \, dx \, dt
\]
\[
+ \sum_{i \in \mathbb{I}_2} \int_{Q_{i,2}} \text{dist} \left( \nabla w_\eta(x,t), K_b(u_\eta(x,t)) \right) \, dx \, dt
\]
\[
\leq \left( \frac{\delta}{k} + \frac{\delta}{k} + \frac{5\delta}{4k} + \frac{\delta}{k} + \frac{3\delta}{2k} \right) |Q| = \frac{23\delta}{4k} |Q| < \delta |Q|,
\]
where we let \( k \geq 6 \); hence, (8.40) is satisfied.

**Substep 4-5.** In conclusion, let us take an \( l \in \mathbb{N} \) satisfying (8.38), choose a \( k \in \mathbb{N} \) to fulfill \( k \geq 6 \) (so (8.9) holds), (8.10), (8.29) and (8.33), and select numbers \( \epsilon_i > 0 \) \((i \in \mathbb{I}_2)\) such that (8.17), (8.20), (8.24), (8.31), (8.39) and (8.41) are satisfied. Then we have (8.15), (8.16), (8.18), (8.19), (8.25) and (8.40); that is, the function \( w_\eta = (u_\eta, v_\eta) \) indeed satisfies all the desired properties in (8.2).

The proof of Lemma 3.5 is now complete.
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