An Efficient Approach for Sidelobe Level Reduction Based on Recursive Sequential Damping
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Abstract: Recently, antenna array radiation pattern synthesis and adaptation has become an essential requirement for most wireless communication systems. Therefore, this paper proposes a new recursive sidelobe level (SLL) reduction algorithm using a sidelobe sequential damping (SSD) approach based on pattern subtraction, where the sidelobes are sequentially reduced to the optimum required levels with near-symmetrical distribution. The proposed SSD algorithm is demonstrated, and its performance is analyzed, including SLL reduction and convergence behavior, mainlobe scanning, processing speed, and performance under mutual coupling effects for uniform linear and planar arrays. In addition, the SSD performance is compared with both conventional tapering windows and optimization techniques, where the simulation results show that the proposed SSD approach has superior maximum and average SLL performances and lower processing speeds. In addition, the SSD is found to have a constant SLL convergence profile that is independent on the array size, working effectively on any uniform array geometry with interelement spacing less than one wavelength, and deep SLL levels of less than −70 dB can be achieved relative to the mainlobe level, especially for symmetrical arrays.
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1. Introduction

1.1. Background and Motivation

Antenna arrays and beamforming systems have become essential parts for most recent wireless communication systems and play important roles in the provision of high capacities and data rates. Signals can be received more efficiently, and the system performance can be enhanced greatly by using beamforming techniques with antenna arrays such as in multiple-input multiple-out (MIMO) mobile systems, radar, sonar, satellite, and many other recent applications, such as wireless sensors and medical networks [1–8]. To improve the system capacity and provide higher data rates for users, it is necessary to utilize millimeter wave frequencies such as in the fifth-generation (5G) mobile systems and networks beyond that, where larger bandwidths are available. However, the millimeter wave frequencies are characterized by high atmospheric propagation losses and require being boosted by efficient antenna array systems [9]. One of the most important capabilities of antenna arrays is the capability to concentrate the radiation pattern in the desired directions and control the level of unwanted radiations such as the sidelobes, which usually collect the unwanted interfering signals. Therefore, providing a high-gain mainlobe while reducing the sidelobe levels (SLLs) is one of the most important requirements for achieving a higher signal-to-interference ratio and spectral efficiency. There are many SLL reduction techniques in the literature, including simple constant tapering windows [10–15], optimized tapering windows [16–18], and many other efficient optimization techniques [19–29]. These techniques differ in complexity, ranging from simple
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straightforward feeding as in the tapered beamforming techniques to more sophisticated optimization techniques that optimize the array parameters to achieve the required optimum levels. Tapering window functions can provide very deep sidelobe levels but suffer from the lack of adaptability and may result in very wide beamwidths. Optimized tapering windows, such as Dolph-Chebyshev, Taylor, and Kaiser windows [16–18,30], are efficient at reducing SLLs, especially for small-sized arrays. The Dolph-Chebyshev window provides the smallest beamwidth at a certain SLL among other tapered window techniques [30]. On the other hand, swarm optimization techniques are effective for designing antenna arrays of any size [29] without the constraints found in [16,17]. For nonuniform linear antenna arrays, genetic algorithms (GAs) [28] can be used for SLL reduction, while particle swarm optimization (PSO) [20] is used for optimizing circular arrays and concentric ring arrays. Other revolutionary techniques optimize the element currents as well as the element separation distances, such as the firefly algorithm (FA) [22]. Additionally, some techniques focus on suppressing the highest SLL as the main objective, such as the flower pollination algorithm (FPA) [19], cuckoo search algorithm (CS) [23], invasive weed optimization (IWO), biogeography-based optimization (BBO), bat algorithm (BA), whale optimization algorithm (WOA), atom search optimization (ASO) [24–27], and many other algorithms. Most of these techniques are used for optimizing the radiation patterns of linear and circular antenna arrays, such as FPA, BBO, and IWO, while CS optimizes large planar arrays [29]. For concentric ring arrays, PSO, CS, and FA were examined and proved their efficient SLL reduction. Many comparisons have been conducted between these optimization algorithms, such as in [27–29], where the ASO, WOA, FPA, and BA provided much lower SLLs for the same array size compared with the BBO, PSO, IWO, CS, and FA techniques where, for a 16 element uniform linear array (ULA), the lowest SLL of $-41$ dB relative to the mainlobe level was provided by the ASO algorithm [27], while the highest SLL of $-17$ dB was obtained using PSO [27,29]. In addition, chicken swarm optimization (CSO) [31] has been developed for simple optimization applications, including SLL reduction. However, it is not suitable for complex optimization problems due to its exploitation ability. The grey wolf optimizer (GWO) [32] is another optimization technique based on a nature-inspired metaheuristic algorithm. In the GWO, the social hierarchy and hunting behavior of gray wolves inspired the optimization process, which is applied in solving many optimization problems, including antenna array pattern synthesis. However, the work done in [32] to improve the SLL level optimized the element locations, which limited the flexibility of application in different communication scenarios. Other optimization techniques, such as the differential search algorithm [33], Taguchi method [34], and backtracking search optimization [35], have been applied to linear array optimization. However, providing a deep SLL requires a larger number of iterations and hence a longer processing time to achieve the optimum solution, which is not suitable for real-time communication scenarios. Additionally, some techniques provide efficient solutions for SLL reduction in specific array geometries while failing in others. For example, tapering window techniques are straightforward for all ULAs, while they can be applied without an optimum solution for planar or concentric ring arrays such as in [13], where the design of the Dolph-Chebyshev window to provide a $-80$ dB SLL for a linear array provided $-40$ dB in a uniform concentric ring array. In addition, these fast conventional tapering windows produce constant SLL profiles for a fixed array size and suffer from the lack of adaptation.

1.2. Paper Contribution

To provide a general and array configuration-independent SLL reduction technique with a faster convergence time and adaptive beam pattern generation, this paper proposes a recursive, adaptable SLL reduction and control technique by sidelobe sequential damping (SSD), which is performed successively on the local maximum SLL in the radiation pattern. The proposed algorithm starts by finding the maximum SLL, then cancelling it, determining the new resulting weighted vector, proceeding to the resulting next maximum SLL, and so on. The process is continued until the acceptable SLL is reached or the
required shape of the radiation pattern is achieved. The proposed technique has adaptation and SLL control capabilities, as in most optimization techniques, but with a faster convergence time, an ability to work on any array configuration with interelement spacing less than one wavelength in distance, and being able to effectively work under mutual coupling. An important feature of the proposed SSD technique is that the number of iterations to find the optimum weights is independent on the array size, and the processing time can be sped up by finding the best angular sampling step sizes. The comparison with various conventional tapering windows shows that the proposed SSD algorithm provides much deeper SLL levels at the same beamwidth and provides a lower average SLL level compared with the Dolph-Chebyshev technique, while the comparison with optimization techniques shows the capability of the SSD algorithm to provide much deeper SLLs with lower average values at a slightly wider beamwidth.

1.3. Paper Organization

Section 2 models the proposed technique, with its performance analyzed in Section 3, while in Section 4, a performance comparison is performed between the proposed SSD technique and various windows and optimization techniques. In Section 5, the impact of mutual coupling on the SSD algorithm is discussed, while Section 6 discusses the application of SSD on two-dimensional planar arrays with the presence of mutual coupling. Section 7 discusses the operational constraints and limitations of the proposed SSD, and finally, Section 8 concludes the paper.

2. Modelling of the Proposed SSD Technique

Consider the geometry shown in Figure 1a,b of uniform arrays formed by isotropic antenna elements, with uniform element separation of less than a wavelength in distance and where it is essential to form only one mainlobe in the radiation pattern.

Let us start with the ULA configuration shown in Figure 1a and assume that the antenna elements are weighted by a vector $W$, which is initially set to have unity amplitude coefficients with linear phase shifts to steer the mainlobe toward the desired direction $\theta_0$, as in the delay-and-sum beamformer.

In general, the array factor, $A(\theta)$, can be written as follows:

$$A(\theta) = W^H S(\theta)$$

where $S(\theta)$ is the array steering vector and $H$ is the Hermitian operator. For delay-and-sum beamforming, we set $W = S(\theta_0)$, and the array factor is given by

$$A(\theta) = S^H(\theta_0) S(\theta)$$

![Figure 1](image-url)  
**Figure 1.** Uniform array configurations for (a) a one-dimensional array and (b) a two-dimensional array.
The sidelobe directions, \( \theta_i \), can be obtained by finding the local maxima of \( A(\theta) \), at which the partial derivative with \( \theta \) is equal to zero as follows:

\[
\frac{\partial A(\theta)}{\partial \theta} \bigg|_{\theta=\theta_i} = 0, \quad \text{subject to} \quad \frac{\partial A(\theta)}{\partial \theta} \bigg|_{\theta=\theta_i+\delta_\theta} < 0, \quad i = 0, 1, 2, \ldots, I
\]

(3)

where \( \delta_\theta \) is an infinitesimal angular increment. The set of sidelobe directions \( \theta_i \) is obtained by arranging the corresponding array factor values at \( \theta = \theta_i \) in a descending order and excluding the first element in this set, which corresponds to the mainlobe as follows:

\[
A_{\text{peaks}} = \begin{bmatrix} A(\theta_0) \\ A(\theta_1) \\ \vdots \\ A(\theta_j) \\ \vdots \\ A(\theta_k) \end{bmatrix}
\]

(4)

where \( A_{\text{peaks}} \) contains the radiation peaks, which include the mainlobe and all sidelobes, and the sidelobe levels vector \( A_{\text{side}} \) is therefore given by

\[
A_{\text{side}} = \begin{bmatrix} A(\theta_1) \\ A(\theta_2) \\ \vdots \\ A(\theta_i) \\ \vdots \\ A(\theta_k) \end{bmatrix}
\]

(5)

and the corresponding sidelobe directions \( \theta_{\text{side}} \) are given by

\[
\theta_{\text{side}} = \begin{bmatrix} \theta_1 \\ \theta_2 \\ \vdots \\ \theta_i \\ \vdots \\ \theta_k \end{bmatrix}
\]

(6)

with the maximum sidelobe gain \( A(\theta_i) \) and direction \( \theta_1 \).

For some uniform array structures, the sidelobe peaks may have an infinite or multiple number of directions with the same level, and in this case, only one peak with any of the directions is selected and inserted into Equation (4) while the others are neglected. The technique in the first iteration will provide perturbation for the array pattern, which eases subsequent sidelobe damping.

To cancel the maximum sidelobe, a secondary mainlobe is formed with the same level and phase as \( A(\theta_i) \) and the same direction as \( \theta_1 \). Then, the array factor of this secondary mainlobe is subtracted from the original array factor as follows:

\[
A_r(\theta) = S^H(\theta_0)S(\theta) - \left( \frac{1}{|A(\theta)|_{\text{max}}}A^*(\theta_1)S(\theta_1) \right)^H S(\theta)
\]

(7)

or

\[
A_r(\theta) = \left( S(\theta_0) - \frac{1}{|A(\theta)|_{\text{max}}}A^*(\theta_1)S(\theta_1) \right)^H S(\theta)
\]

(8)

where \( A_r(\theta) \) is the damped sidelobe array factor with only one sidelobe suppressed and \( |A(\theta)|_{\text{max}} \) is the maximum value of the array factor.

The operation can be repeated to sequentially suppress the sidelobes, where in each cycle, the highest sidelobe is canceled out. After the sidelobe suppression, the overall gain is affected, and the previously suppressed sidelobes may appear diminished, so the actual effect is the damping of the sidelobes rather than nulling them out. If the number of damping cycles is \( K \), then the array factor at the \( k \)th damping cycle can be determined according to the following recursive equation:
\[ A_k(\theta) = A_{k-1}(\theta) - \frac{1}{|A_{k-1}(\theta)|_{\max}} A_{k-1}^*(\theta_1^{k-1})S(\theta_1^{k-1}), k = 1, 2, ..., K \] (9)

where \( A_0(\theta) = S^H(\theta_0)S(\theta) \) is the array gain, corresponding to the uniform feeding case with the highest sidelobe direction at \( \theta_0 = \theta_0^0 \).

The SSD weighting vector, \( W_{SSD}(\theta_0) \), after \( K \) damping cycles is given by

\[ W_{SSD}(\theta_0) = S(\theta_0) - \sum_{k=1}^{K} \left( \frac{1}{|A_k(\theta)|_{\max}} A_k^*(\theta_1^k)S(\theta_1^k) \right) \] (10)

The proposed technique can be extended for two-dimensional arrays of a size NM, shown in Figure 1b as follows:

\[ W_{SSD}(\theta_0, \phi_0) = S(\theta_0, \phi_0) - \sum_{k=1}^{K} \left( \frac{1}{|A_k(\theta, \phi)|_{\max}} A_k^*(\theta_1^k, \phi_1^k)S(\theta_1^k, \phi_1^k) \right) \] (11)

where \( (\theta_0, \phi_0) \) is the mainlobe direction and \( K \) is the number of the damping cycles for SLL reduction in the two dimensions \( (\theta, \phi) \).

SSD can be performed to achieve a certain SLL by starting with a certain smaller value of \( K \) and updating it until the required SLL is achieved. The flowchart in Figure 2 demonstrates the iterative SSD, where the initial conditions are first defined and then the side-lobes are sequentially reduced in a one-by-one fashion to achieve the required SLL.

![Flowchart representation for the recursive sidelobe sequential damping (SSD) sidelobe level (SLL) reduction algorithm.](image)

The damping process is examined as shown in Figure 3 for several damping cycles, using the ULA of 20 elements spaced at a \( \lambda/2 \) distance. In Figure 3a, the two highest side-lobes are damped using two damping cycles, and the resulting array weighting profile is shown in Figure 3b. The operation starts to null the highest sidelobe on the left of the mainlobe, then null the other sidelobe on the right, and the overall result is mainly nulling...
that on the right while damping the previously canceled out one on the left. Therefore, it is expected after a large number of damping cycles that many sidelobes are damped while the last one is canceled out. In Figure 3c, the number of damping cycles is increased to 50 and the SLL is reduced to ~36 dB, and the final weighting profile is shown in Figure 3d. Further increasing the damping cycles will reduce the SLL as shown in Figure 3e, where $K = 10,000$ and the SLL is greatly reduced to $-65$ dB.
Figure 3. SLL reduction by SSD at different damping cycles. (a) $K = 2$ with (b) the weighting profile at $K = 2$, (c) $K = 50$ with (d) the weighting profile at $K = 50$, and (e) $K = 10,000$ with (f) the weighting profile at $K = 10,000$.

3. SSD Performance Analysis

3.1. SSD Damping Behavior

Figure 4 demonstrates the SLL reduction behavior with the number of damping cycles for a 20 element ULA where there was a great and fast reduction in the SLL, especially at the beginning of the SSD damping operation. The SLL dropped to less than $-40$ dB at values of $K < 100$, while at $K \approx 300$, it dropped to $-50$ dB, and further increases in $K$ had less of an effect on decreasing the SLL. The damping curve almost had a decaying exponential behavior, where increasing $K$ from 1000 to 10,000 reduced the SLL only by approximately 10 dB. This exponential decaying behavior was due to the splitting of the canceled sidelobe peak into two reduced peaks in every damping cycle with some interaction with the neighboring peaks, which may have resulted in slightly increasing their levels. By proceeding with more damping cycles, the sidelobes were decreased in magnitude and became nearly equal in levels, and the possibility of interaction between the subtracted peak from the overall pattern increased with the other nearest peaks, which slowed down the SLL reduction process. However, increases in the damping cycles were always converging to produce lower SLLs, but they required longer processing times due to the interaction between the newly formed sidelobes and the existing ones. On the other hand, the SLL damping profile at different array sizes is shown in Figure 5, where the decaying exponential convergence behavior of the average SLL values had the same rate or profile. For array sizes larger than 10 elements, the SLL reduction by the recursive SSD had the same convergence profile and almost had the same average values. This interesting feature made the proposed SSD technique independent of the array size, where for any array size, we could obtain the same SLL at the same number of damping cycles $K$. 
3.2. SSD Behavior at Different Angular Step Sizes

To speed up the recursive SSD algorithm, we should find the directions at which the radiation peaks exist ($\theta_i$), and this includes determining the array factor $A(\theta)$ and then finding its peaks and their corresponding $\theta_i$, otherwise solving the differential equation in (3), which may be mathematically complicated, especially for large ULA sizes and two-dimensional arrays with a large number of damping cycles. The samples of $A(\theta)$ at the angular steps or increments $\Delta \theta$ affected the accuracy of finding $\theta_i$ and the SLL reduction performance. As shown in Figure 6, for a ULA of 20 elements, an angular resolution or step size greater than $1^\circ$ resulted in some higher spikes in the damping curve, which resulted from inaccurate directions of the sidelobes, and a retrodictive effect on the SLL reduction process occurred, while for the angular resolution $\leq 1^\circ$, the damping behavior was nominal and converging. However, the overall damping of the SSD converged in a broad sense, and the recursive SSD still worked, but on a rough SLL estimation and in a reduced fashion. In addition, the flowchart presented in Figure 2 provides a solution for the cases where large angular step sizes were used, where the process ended at the accepted SLL regardless of the rough SLL estimation and reduction.
Figure 6. SSD damping behavior at variable angular step sizes.

The processing time variation with the sampling angular step sizes for 200 damping cycles at different array sizes is shown in Figure 7, where it varied with exponentially decaying profiles with the angular step size and reduced greatly with the array size. Therefore, choosing the proper value of the angular step size is very important to achieve a lower processing time and smoother convergence to the desired SLL.

Figure 7. SSD processing time variation with angular step sizes at variable array sizes.

A rough estimation for the maximum sampling angular step size could be used as one third of the mainlobe beamwidth, which ensured finding the sidelobe peaks in the provided array factor samples. For the ULA, the maximum sampling angular step size $\Delta \theta_{\text{max}}$ can be considered as follows:

$$\Delta \theta_{\text{max}} \approx \frac{20}{N} \text{ degrees}$$

(12)

where $N$ is the array size. Therefore, the maximum angular step size was adapted with the array size, and this empirical equation was considered as the maximum applicable value for $\Delta \theta$, as shown in Figure 8, which helped in finding fewer samples of $A(\theta)$ and speeding up the processing time. The curves shown in this figure correspond to 200 damping cycles, as previously considered in Figure 7. For two-dimensional arrays, $N$ was considered as the largest number of elements in one of the two directions of the array. Compared to Figure 7, the processing time could be decreased to less than one sixth of its value at $\Delta \theta = 0.1^\circ$, especially for large array sizes.
Figure 8. Maximum angular step size with the number of elements in the array.

3.3. Impact of SSD on the Beamwidth

Generally, SLL reduction resulted in an increase in the beamwidth, and so did the proposed SSD technique, as shown in Figure 9 for a 20 element ULA. During the first 100 damping cycles, the beamwidth increased rapidly where the SLL decreased rapidly, while after $K = 100$, the beamwidth increased slightly, where the variation was less than $1^\circ$ for an increase in $K$ from 100 to 1000.

Figure 9. Beamwidth variation with the number of damping cycles and highest SLL.

3.4. SSD Performance with Interelement Spacing

As the proposed SSD algorithm depended on beam space processing, in which the sidelobes were removed sequentially, it would therefore be efficient only for interelement spacing values that were less than one wavelength $\lambda$ due to the appearance of secondary major lobes in the visible region. The SSD performance with some typical values of the interelement spacing distance is shown in Figure 10, where the proposed algorithm still worked efficiently at a very low spacing of $\lambda/4$ as well as a very large spacing of 0.9$\lambda$. This performance consistency can be interpreted as the SSD also being efficient for wider frequency bands. Furthermore, if the interelement spacing were incorporated in the array synthesis process, the problem of increased beamwidth could be solved while maintaining the required SLL.
3.5. SSD Performance with the Mainlobe Direction

The SSD algorithm was run for obtaining a $\approx 50$ dB SLL for the 20 element array as shown in Figure 11 at ten various mainlobe directions with 20° steps, and it showed independency with the mainlobe direction. The SLL converged during the recursive SSD process even at $\theta_\circ = 0°$ or 180°. This robust performance helped form scanning beams with very low sidelobe levels, which is essential in many practical applications.

![Figure 10](image1.png)

Figure 10. Performance of SSD at different interelement spacings.

![Figure 11](image2.png)

Figure 11. Performance of SSD at various mainlobe directions.

4. SSD Performance Comparisons and Discussions

4.1. Comparisons with Conventional Tapering Windows

There are many well-known and efficient tapering windows [9] used for SLL reduction, such as triangular (Bartlett), Hamming, Hanning, Dolph-Chebyshev, Kaiser, Blackman, Cosine-square, and Gaussian windows [13]. Among these windows, the Dolph-Chebyshev and Gaussian ones provide the lowest sidelobe levels with a smaller increase in the beamwidth. Therefore, the proposed SSD technique was compared with these two efficient tapering windows as shown in Figure 12a,b. The comparison was based on providing a radiation pattern that had the same beamwidth from the proposed SSD technique and the benchmarking windows. The results shown in Figure 12a,b investigated the SLL performance improvement obtained by the proposed SSD, where the two benchmarking windows provided SLL levels at least 2 dB higher than that achieved by the proposed SSD technique, although the Dolph-Chebyshev window provided the narrowest beamwidth compared with any other window at the same SLL level [9]. The Gaussian
window, on the other hand, provided an SLL level that was higher than the proposed SSD technique by 2.83 dB at the same beamwidth, as shown in Figure 12b.

![Figure 12. SLL comparison between the proposed SSD technique (blue curves) and conventional windows (red curves) at the same beamwidth. (a) A comparison with the Dolph-Chebyshev window. (b) A comparison with the Gaussian window.](image)

In addition, the property of constant levels of all sidelobes resulting from the Dolph-Chebyshev window was relaxed in the proposed SSD technique, where the average SLL obtained from the Dolph-Chebyshev window was −53.38 dB while that of the SSD technique was −54.4 dB, which was an advantage of 1 dB less for the proposed technique.

Table 1 summarizes the SLL performance comparison between the SSD technique with well-known efficient windows at the same beamwidth. These windows included the triangular, Hamming, Hanning, Blackman, Dolph-Chebyshev, Kaiser, Gaussian, and Kaiser windows. The comparison results in this table show that the SLL obtained from the SSD algorithm at the same beamwidth was lower than any window, where the improvement in the SLL was approximately 12 dB compared with the cosine square window.

| Benchmarking Window | Window SLL (dB) | SSD SLL (dB) | Relative Reduction in the Maximum SLL (dB) | Beamwidth (Degrees) |
|---------------------|----------------|-------------|------------------------------------------|---------------------|
| Triangular window   | −26.39         | −32.32      | 6.32                                     | 7.12°               |
| Hamming             | −27.89         | −30.5       | 2.61                                     | 7.14°               |
| Hanning             | −27.6          | −30.6       | 3                                        | 7.14°               |
| Blackman            | −37.74         | −44.83      | 7.09                                     | 8.06°               |
| Dolph-Chebyshev     | −50            | −52         | 2                                        | 8.38°               |
| Kaiser              | −35.96         | −46.55      | 10.59                                    | 8.2°                |
| Gaussian            | −37.19         | −40.02      | 2.83                                     | 7.74°               |
| Cosine square       | −28            | −40         | 12                                       | 7.74°               |

4.2. Comparisons with Optimization Techniques

In this section, the proposed SSD SLL reduction technique is compared to some of the most efficient and recent techniques, such as FPA, WOA, ASO, IWO, and CS. These
techniques were tested and compared in [27,29] for ULAs of 16 and 32 antenna elements and were examined with the same design parameters presented in these three references for the purpose of comparison with SSD. For the 16 element ULA, the work in [27] showed that the FPA, WOA, and ASO outperformed the PSO and BA algorithms, with the ASO option being the best. Therefore, we compared the proposed SSD algorithm with these three efficient techniques. On the other hand, for the 32 ULA arrays, the work in [29] showed that the IWO and CS methods outperformed FA, BBO and PSO. Therefore we also compared the performance of the proposed SSD algorithm with the ASO, IWO, and CS algorithms. Therefore, comparisons between the proposed SSD algorithm with the PSO, FA, BA, and BBO algorithms were not needed. Starting with the case where the ULA was formed by 16 elements, four values for the number of damping cycles were examined, which were 50, 100, 150, and 200, and the SLL resulting from each was compared with the mentioned optimization techniques as presented in Figure 13a–d.

Figure 13. SLL comparison between the proposed SSD technique (black curves) and different optimization techniques in a 16 element uniform linear array (ULA) at (a) $K = 50$, (b) $K = 100$, (c) $K = 150$, and (d) $K = 200$. 
The SSD performance showed lower SLL levels compared with the three efficient techniques, especially at $K \geq 100$. However, at $K = 50$, the SSD algorithm had better average SLLs than any of the other techniques, as shown in Figure 14. Increasing the value of $K$ would improve the SSD performance in terms of both the maximum and average SLLs, where the maximum SLL of $-45$ dB was lower than the achieved ASO SLL by 4 dB, and the average SLL was $-53$ dB, which was also lower than that corresponding to ASO by 12 dB at $K = 200$. The processing time consumed by the SSD algorithm was also much smaller than all these techniques, where for the 16 element ULA, the proposed SSD algorithm required only one second at $K = 200$, while the CPU processing time for ASO in [27] was approximately 27 s when using the same platform specification. However, the improved performance of the SLL achieved by SSD compromised slightly wider beams, especially at larger numbers of damping cycles, as shown in Figure 15, where an increase of less than one degree resulted from SSD compared with the ASO at $K = 200$.

![Figure 14](image1.png)

**Figure 14.** Maximum and average SLL comparison between the proposed SSD technique (black curves) and different optimization techniques for a 16 element ULA at $K = 50$, 100, 150, and 200.

![Figure 15](image2.png)

**Figure 15.** Mainlobe beamwidth comparison between the proposed SSD technique and different optimization techniques for a 16 element ULA at $K = 50$, 100, 150, and 200.
On the other hand, the performance improvement in both the maximum and average SLL values obtained from the SSD algorithm came with a price paid in a slightly larger beamwidth (less than 1°) compared with the three optimization techniques, as shown in Figure 15. Therefore, if the slightly increased beamwidth could be tolerated for achieving better SLL performance, then the SSD would be the best choice among the other optimization techniques.

The normalized coefficients of the three optimization techniques, along with the uniform feeding coefficients, are displayed in Figure 16a for a 16 element linear array, while the four cases of the SSD coefficients are displayed in Figure 16b.

![Figure 16a](image1.png)  
(a)  
![Figure 16b](image2.png)  
(b)

**Figure 16.** Normalized antenna coefficients for a 16 element ULA. (a) Optimization benchmarking techniques and (b) the SSD algorithm at different values for $K$.

The comparison was also performed for a larger 32 element ULA between the proposed SSD algorithm and the three most efficient techniques in [27,29], which were the ASO, IWO, and CS algorithms, as shown in Figures 17–19. As expected, SSD provided a much-improved maximum and average SLL performance—as shown in Figure 18—compared with all of the three techniques, even at lower values of $K$. Moreover, the increase in beamwidth by the SSD technique was less than 0.5° compared with the most efficient ASO technique.
Figure 17. SLL comparison between the proposed SSD technique (black curves) and different efficient optimization techniques for a 32 element ULA at (a) $K = 50$, (b) $K = 100$, (c) $K = 150$, and (d) $K = 200$.

Figure 18. Maximum and average SLL comparison between the proposed SSD technique (black curves) and different optimization techniques for a 32 element ULA at $K = 50$, 100, 150, and 200.

Figure 19. Mainlobe beamwidth comparison between the proposed SSD technique and different optimization techniques for a 32 element ULA at $K = 50$, 100, 150, and 200.
Figure 19 displays the beamwidth values of the different compared techniques at different values of \( K \) where there was a slight increase, which was less than 1° in the case of the SSD algorithm. Deep SLL levels as low as \(-44\) dB with an average of \(-52\) dB could be achieved, which were much better than the other three algorithms, but at a price of a 0.8° increase in beamwidth.

The normalized array coefficients for the 32 element ULA are also displayed Figure 20a for the benchmarking algorithms, while Figure 20b displays the normalized SSD coefficients at different values of \( K \), where the curves become steeper at larger values of \( K \), increasing the tapering profile and resulting in reducing the SLL to deeper levels.

![Normalized array coefficients](image1)

![Normalized SSD coefficients](image2)

**Figure 20.** Impact of mutual coupling on the SSD performance for a 16 element ULA at (a) \( K = 100 \) and (b) \( K = 1000 \).

5. **Mutual Coupling Effects on the SSD Performance**

The previous analysis for the SSD technique was performed on isotropic antenna elements, which is now done using practical antenna models along with the inclusion of mutual coupling effects. For a 16 element ULA using half-wave dipoles as antenna elements operating at 5 GHz, Figure 21 displays the resulting normalized radiation patterns at two numbers of damping cycles, namely 100 and 1000. The two sets of curves in this figure include the isotropic isolated antenna elements, practical isolated elements (i.e., without mutual coupling effects), and practical antenna elements with the effect of mutual coupling. For both values of the number of damping cycles, the normalized power patterns displayed very deep SLLs using the SSD algorithm, where the impact of the mutual coupling just appeared to increase in the mainlobe at very low radiation levels below \(-30\) dB. However, the maximum and average SLLs were still very acceptable and sometimes below the isotropic elements case.
6. SSD for Two-Dimensional Planar Arrays

As mentioned in Section 3, the application of the proposed SSD technique was independent of the array configuration and therefore could be applied for any array geometry if there was only one mainlobe in the visible region of the radiation pattern with some relatively lower sidelobes to guarantee SSD convergence. The radiation pattern of a uniformly fed two-dimensional planar array had plenty of sidelobes compared to the ULA, and therefore the SSD damping process required more damping cycles to achieve the required SLL. The process followed the recursive process in Equation (11) and could be examined for a planar array of 20 × 20 half-wavelength dipole elements as shown in Figure 22a, operating at 5 GHz with a beam formed in the broadside direction (90°, 0°). The normalized power levels for the uniform feeding case are shown in Figure 22b, and the highest SLL was −13.4 dB relative to the mainlobe level. The improvement in the SLL appeared clearly in Figure 22c with the effect of mutual coupling, where the SLL was reduced to −30 dB at $K = 100$, while it dropped to less than −47 dB at $K = 1000$, where 1000 sidelobes had been suppressed from the power pattern.
7. SSD Operational Constraints and Limitations Discussion

In this section, the operational constraints and limitations of the proposed SSD algorithm are explored and discussed. These constraints include the operational interelement spacing and the impact of antenna element failures.

The SSD algorithm was designed mainly for antenna arrays of any configuration that had symmetrical and uniform antenna distributions with interelement spacings that were less than one wavelength. These antenna arrays produce one mainlobe and a set of smaller sidelobes, which allows the SSD to sequentially reduce the sidelobe. If the interelement separation were a distance of more than one wavelength, the SSD could not work as required due to the appearance of secondary major lobes in the radiation pattern, which may have led to the suppression of the required mainlobe. Therefore, in this case, there would be no convergence, and the secondary major lobes would suppress each other in the pattern alternately. The SSD can be modified to select only the sidelobes and exclude the secondary major lobes in Equation (4), so it will work effectively, but without suppression or reduction of the secondary major lobes. However, practically, we almost built arrays with antenna elements separated by a distance that was less than one wavelength—specifically around half the wavelength value—so the SSD could work fine. On the other hand, if the interelement spacing is very small, the SSD still efficiently works, as shown previously in Figure 10, even at a one-quarter wavelength interelement separation, which is practically difficult to implement due to the increase of mutual coupling effects and the physical antenna dimensions.

The second operational constraint for the SSD algorithm is the impact of antenna element failure on the SLL damping performance. If all antenna elements are operating normally, the SSD performs efficiently, but if one or more antenna elements fail or are turned off in the array, then the symmetry structure is perturbed, which affects the SSD SLL reduction performance as the radiation pattern changes. Figure 23 demonstrates the impact of one antenna element’s complete failure at different locations in a 16 element ULA, where it is noticed that the shutdown or malfunctioning antenna elements at the array ends will not affect the SSD damping behavior, and the SSD still works fine. On the other hand, if the failed element is located at the array’s center, then the SSD may fail completely to reduce the SLL, and it is recommended in this case that the number of damping cycles
is reduced to the value that gives the best SLL level. The element failure can be expressed in the array steering vector as a zero element, which indicates the absence of that element.

**Figure 23.** The impact of one antenna element failure on the SDD performance at different locations in a 16 element ULA.

The absence of multiple elements in the array can be handled and tolerated by the SSD algorithm, except in the case where the malfunction element is located at the array’s center. Figure 24 displays this scenario for some of the antenna elements that failed to work in two cases. The first case includes elements 2, 3, 8, 13, and 14, where element 8 represents the central element, which seriously impacts the SSD convergence behavior. On the other hand, the symmetry or near-symmetrical distribution of failed antenna elements, excluding the central antenna, can be handled by the proposed SSD algorithm, which appears to have the robust convergence behavior.

**Figure 24.** The impact of multiple antenna element failures on the SDD performance at different locations in a 16 element ULA.

We can conclude from this discussion that the proposed SSD algorithm has robust SLL reduction performance under abnormal operating conditions, which include one or more antenna element failing except for the case where the malfunctioning element is located at the array’s center.
8. Conclusions

Antenna arrays became essential in many recent communication systems to achieve high-quality connectivity performance and higher capacities through proper spatial filtering. Therefore, in this paper, spatial filtering has been achieved by a sequential sidelobe damping algorithm (SSD), where the sidelobes are sequentially damped for sidelobe level (SLL) reduction. The proposed algorithm can be applied for any uniform array geometry, and the SLL can be set to the required level according to the number of the damping cycles. Additionally, the algorithm has been thoroughly analyzed, and the processing time, convergence, and performance with practical scenarios have been investigated, showing independent and very fast convergence times compared with many of the current optimization techniques. In addition, comparisons between the proposed SSD with the well-known windows showed that the SSD achieved lower SLLs at the same beamwidth, while comparisons with many of the recent optimization techniques such as FPA, PSO, WOA, BA, ASO, IWO, FA, CS, and BBO indicated that the proposed SSD can provide lower SLLs at a slightly wider beamwidth, but at a much higher speed of processing and convergence, which is essential in real-time communication scenarios, in addition to the capability of application in any uniform array configuration.
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