Abstract

The use of the optical standards in the industry is constantly growing. A high resolution 1D measurement instrument developed for calibrating precision line scales with sub-micrometre measurement uncertainty is presented in this paper. The mechanical foundation of this instrument is based around a custom designed, numerically controlled multi-axis granite stage manufactured by Newport Micro-Controle Spectra-Physics, but specifically designed to meet the metrological requirements of the Laboratory for Production Measurement (LTM) at the University of Maribor. The system integrates a numerically controlled multi-axis stage, a laser interferometer, and a vision system for detecting line position. The measurement and the analysis processes are completely automated in order to minimize manual labour during the calibration process, but also increase the calibration accuracy. Increasing calibration accuracy leads up to better quality of industrial measurements which is required by modern precision industry. The metrological capabilities of the presented measurement set-up were verified by some practical test measurements. Indirect users of the results of this research will be all manufacturers of precise products such as automotive and other industries.
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1. Introduction

Industry is demanding more and more rapid and accurate dimensional measurements on diverse mechanical parts. In recent years, optical coordinate measuring machines (CMMs) having made substantial progress and are now often used for such applications. Especially CMMs equipped with imaging capabilities are frequently used for fast, non-contact measurements. Strong competition among manufacturers of such instruments and the demand for sub-micron accuracy has led to standardised tests, which are aimed for comparing and validating instrument performance [1]. Calibration, verification and also error correction of optical CMMs are mainly based on measurements using reference line scales or two-dimensional grid plates [2, 3, 4].

There are very many commercially available line scales made of different materials (steel, brass, invar, glass, quartz, zerodur). They can vary in length from below 1 mm to more than 1 m, and have resolutions (pitch) from below 10 nm to 1 cm. They can be calibrated by using different measurement set-ups, depending on their length and precision. Set-ups
for calibrating high-precision line scales normally involve a microscope with an optical sensor for capturing and analysing the image of a line marker and a laser interferometer as a traceable measurement standard [5-7].

This paper introduces a measuring system developed for calibrating line scales with measurement uncertainty of less than 10 nm over a total length of 500 mm. The system integrates a numerically controlled multi-axis stage, a laser interferometer, and a vision system for detecting line position. With this measurement set-up, Abbe errors can be reduced to negligible levels. Spatial separation between the measured point and reference line is known as an Abbe offset [8].

Since it is possible to put optical components very close to each other, the air dead path error of the laser interferometer is also negligible. Software for detecting of the lines is based on earlier design from 2009 [9, 10]. In order to improve performance and to achieve better uncertainty, the software was improved and automatized, mechanics and optics have been redesigned and several uncertainty components better characterized. This facility will replace the old measurement facility that is manually operated. A model for evaluating uncertainty and the uncertainty budget for the demonstrated measuring system is presented in the paper.

2. Measurement system

Measurement set-up for calibrating line scales is shown in Fig. 1., while its schematic diagram is shown in Fig. 2. The system integrates a numerically controlled multi-axis stage, a laser interferometer, and a vision system for detecting line position [11].

![Fig. 1. Measurement set-up for calibrating line scales](image_url)

![Fig. 2. Schematic diagram of measurement set-up for calibrating line scales](image_url)
2.1. Numerically controlled multi-axis stage

Numerically controlled multi-axis stage is shown in Fig. 3. It was designed and manufactured by Newport-micro controle [12] for the Laboratory for Production Measurement (LTM), University of Maribor, Slovenia. The measuring system designed by the LTM is intended to perform 2D measurements on various objects, which will be fixed on a measuring table. This research is focused in 1D measurements. Newport’s solution is based on a HybrYX-G5 stage featuring a ceramic carriage which freely slides in X and Y axes on a precision lapped granite reference plate, using proprietary pressure-vacuum air bearing design. The carriage is guided along Y axis by a rigid ceramic beam. The beam is supported and guided at each end with the ball bearing carriages of X axis. Both X and Y axes are motorized with linear actuators and include linear glass encoders. Both linear scale glass encoders are LIDA403 made by Heidenhain, length 440 mm for X axis and length 1250 mm for Y axis. This positioning system is equipped with the optional Z-Tip-Tilt and Theta stage. It is motorized by precision actuators equipped with miniature DC servo motors. The position system is built on a heavy granite table, which features a precision reference plane for the air bearing carriage. In addition, the granite structure includes a granite gantry allowing the fixation of a vertical motorized translation stage, which accommodates the measuring sensor, depending on an application. Two rails mounted on the gantry equipped with sliding carriages provide manual rough positioning capability. The granite structure is set on a heavy welded frame equipped with ND40 passive isolators. The position system has one XPS motion controller including dedicated drivers for the five DC motors and the three linear motors.

The X axis is dual axis composed of X1 and X2 actuators mounted on the flanks at both ends of the granite table. X1 and X2 carriages move the ceramic beam of the Y axes. The X axis travel range is +/- 175 mm. It has a linear encoder with 5 nm resolution. The maximal speed is 300 mm/s., while the repeatability is 500 nm.

The Y axis is a horizontal translation stage using air bearing technology and linear motor. The guiding beam of Y axes sub-assembly is attached to the carriages of the X1 and X2 short travel translation actuators. The guideways involve two parts: a large ceramic carriage and a Y-axis guide ceramic L-shape beam. The ceramic carriage freely slides in X and Y axes using pressure-vacuum air bearing design. The reference planes for the air bearing carriage are the precision lapped surface of the granite table and the vertical slide of the Y rigid ceramic beam. The Y axis travel range is +/- 500 mm. It contains a linear encoder with 5 nm resolution. Maximum speed is 600 mm/s., while the repeatability is 100 nm.

The ZTT Theta stage is mounted on the air bearing carriage; it is equipped at the top with the measuring platform, which allows installing measured objects. All axes are driven by the high precision motorized linear actuators. Three actuators are set in upright position with a travel range of 10 mm. One actuator is set horizontally to achieve the theta Z movement with a travel range of +/- 1°. All four actuators are equipped with a miniature DC motor made by Fulhaber.

Z axis is a vertical motorized translation stage on the middle carrier. It is a Newport catalogue stage reference M-IMS100V. The Z axis travel range is 100 mm, the minimum incremental motion is 0,3 μm, the encoder resolution is 0,1 μm, the maximum speed is 20 mm/s, while the repeatability is ± 0,5 μm.

![Fig. 3. Numerically controlled multi-axis stage](image-url)
2.2. Laser interferometer

Laser interferometer position measurement systems provide very precise position or distance information [15]. Our system consists of a laser head HP 5528A, Agilent module 55292A, and a variety of optical components and accessories such as material sensors and air sensor. The basic system measures linear displacement. The system uses the wavelength of light from a low-power helium-neon laser as a length standard. We normally set the resolution of the laser interferometer to 10 nm.

Special mounting elements were constructed for the optics used for calibration. A schematic diagram of the laser interferometer and the position of the optics are shown in Fig. 2. The position of the optical elements and the moving parts are set in such way, that the measured object axis is set in the line with the centre of the laser linear retroreflector. It allows the Abbe errors to be reduced to negligible levels even for the most demanding dimensional metrology tasks [13]. The linear interferometer is fixed on the fixed part of the stage, while the retroreflector is placed on the moving table in the horizontal direction. Only the measured object is placed on the moving table that can move in the vertical direction.

2.3. Vision system for detecting line position

The vision system for detecting line position consists of a zoom microscope and a CMOS digital camera. The camera is connected to the computer via USB 3.0 port. The CMOS camera gets the images of the line scale and sends them to the computer software.

The software analyses the images and determines the middle of the line, which is defended by the operator. The software calculates the distance in pixels. The CMOS digital camera takes 15 monochrome images per second in resolution 2592 x 1944 pixels. The software analyses the images in real time. The distance calculated in pixels is transformed into micrometers [14]. The software for calculation the distance between lines is more detailed presented by the authors in paper [10].

3. Uncertainty of measurement

Line scales are material measures made of glass, steel or other material, on which dimensions are marked with line marks. Since the materials have quite different temperature expansion coefficients, which are in many cases not exactly known, they are stabilized before calibration in the climatic room at 20 °C for 24 hours. The measurement system must be adjusted and initialized before the measurement. The line scale should be positioned under the camera by moving the measurement table. The measuring system, laser interferometer, vision system for detecting line position and line scale should be adjusted according to the measuring direction, which is defended by the movement of the horizontal direction of the table. The line scale should be fixed on the adjustment table under the camera.

The camera is fixed. It is adjusted in such a way, that the focus of the camera intersects the centre of the laser linear retroreflector. The camera is focused on the lines of the line scale by moving the adjustment table (ZTT Theta stage) in the vertical direction. With this procedure, the line scale axis, the images of the lines and the centre of the laser linear retroreflector with the laser beam are positioned in the measuring direction.

The image processing software should be initialized [10]. With the improved software, connection to the numerically controlled multi-axis stage and connection to the laser head, automatic measurements of distances are possible. The measurement goal is to measure distances between the reference line and the chosen measuring lines on the line scale automatically. Measured data are saved into the file where they are ready for further processing.

3.1. Mathematical model of measurement

The measured value in the calibration of a line scale is a deviation from a nominal distance between two line centres. The distance between two lines is calculated as a sum of laser interferometer indication and vision system for detecting line position indication. The vision system for detecting line position measures the distance between the measurement point (scale mark) and the reference line. Deviation $e$ (measurement result) is given by the expression:

$$ e = (L_{L1} + L_V - L_{L\text{ref}}) \cdot (1 + \alpha_m \cdot \theta_m) - N + e_{\text{cos}} + e_{\text{mp}} + e_{\text{ns}} + e_a \tag{1} $$

where:
- $e$ deviation (measurement result) at 20 °C
- $L_{L1}$ corrected length shown by laser interferometer
- $L_V$ distance between the measurement point (scale mark) and reference line in the image window
- $L_{L\text{ref}}$ indication on the laser in the reference (origin) point
- $\alpha_m$ linear temperature expansion coefficient of the scale
\( \theta_m \) temperature deviation of the scale from 20 °C

\( N \) nominal value (without uncertainty)

\( e_{\cos} \) cosine error of measurement (supposed to be 0)

\( e_{\text{mp}} \) dead path error

\( e_{\text{ms}} \) random error caused by uncontrolled mechanical changes

\( e_a \) error caused by the measuring table inclination

### 3.2. Standard and expanded uncertainty

For uncorrelated input quantities the square of the standard uncertainty associated with the output estimate \( y \) is given by (2) [14]:

\[
u^2(y) = \sum_{i=1}^{N} u_i^2(y)
\]

(2)

The quantity \( u_i(y) (i = 1, 2, ..., N) \) is the contribution to the standard uncertainty associated with the output estimate \( y \) resulting from the standard uncertainty associated with input estimate \( x_i \) [14]:

\[
u_i(y) = c_i \cdot u(x_i)
\]

(3)

where \( c_i \) is the sensitivity coefficient associated with the input estimate \( x_i \), i.e. the partial derivative of the model function \( f \) with respect to \( X_i \), evaluated at the input estimates \( x_i \) [14].

\[
c_i = \frac{\partial f}{\partial x_i} = \frac{\partial f}{\partial X_i}
\]

(4)

| Value | Estimated value | Standard Uncertainty | Distribution | Sensitivity coefficient | Uncertainty contribution |
|-------|-----------------|----------------------|--------------|------------------------|-------------------------|
| \( L_{L1} \) | 0 mm | 13 nm + 0.2 \cdot 10^{-6} \cdot L | normal | 1 | 13 nm + 2.5 \cdot 10^{-1} \cdot L |
| \( L_V \) | <5 μm | 25 nm | normal | 1 | 25 nm |
| \( L_{L1,\text{ref}} \) | 0 mm | 9 nm | normal | -1 | 9 nm |
| \( \alpha_m \) | \( 10^{-5} \) °C\(^{-1} \) | \( 1.15 \cdot 10^{-6} \) °C\(^{-1} \) | rectangular | 0,05 °C \cdot L | 0,06 \cdot 10^{-6} \cdot L |
| \( \theta_m \) | 0 °C | 0,05 °C | normal | \( 10^{-5} \) °C\(^{-1} \) \cdot L | 0,05 \cdot 10^{-3} \cdot L |
| \( e_{\cos} \) | 0 | 0 nm | normal | 1 | 0 nm |
| \( e_{\text{mp}} \) | 0 | 9 nm | rectangular | 1 | 9 nm |
| \( e_{\text{ms}} \) | 0 | 30 nm | normal | 1 | 30 nm |
| \( e_a \) | 0 | 13 nm | rectangular | 1 | 13 nm |
| **Total:** | | | | \( \sqrt{(45 \text{ nm})^2 + (5.6 \cdot 10^{-7} \cdot L)^2} \) |

Table 1. Uncertainty budget for calibration of line scales

The expanded uncertainty for the coverage factor \( k=2 \) is then:

\[
U = \sqrt{(90 \text{ nm})^2 + (1,1 \cdot 10^{-6} \cdot L)^2}
\]

(5)

### 4. Experimental results

The measurement accuracy of the numerically controlled multi-axis stage was verified with the laser interferometer [10] in Y direction over the distance (0 to 500) mm by twenty repeated measurements in eleven positions. The absolute difference between the reference value shown by the laser interferometer and the encoder value in the Y axis of the measuring system is shown in Fig. 4.
Experimental standard deviation that reflects random influences is shown in the diagram in Fig. 5. Random influences are caused by the multi-axis stage instability, vibrations and random changes of environmental conditions. Presented standard deviations were used in uncertainty budget of the calibration procedure.

Measurement accuracy of the measuring system was verified on a calibrated line scale over the distance (0 to 100) mm. Experimental standard deviation \( s(L) \) (6):

\[
s(L) = \sqrt{\frac{1}{n-1} \sum_{j=1}^{n} (L_j - \bar{L})^2}
\]

that reflects random influences is shown in the diagram in Fig. 6. The diagram also represents the deviation of measured values from the reference and estimated standard uncertainty. These results characterize the measuring system which will allow calibrations of length measurements without laser interferometer. Measuring results represent a linear characteristic. It is possible to compensate the error with the appropriate error mapping. From the results, we can see that it is possible to improve the measurement uncertainty.
5. Conclusion

The main result of the presented research is a verified measuring set-up for calibrating precise line scales. The system integrates a numerically controlled multi-axis stage, a laser interferometer, and a vision system for detecting line position.

The presented procedure for calibrating line-scales with lengths up to 500 mm, with the measuring uncertainty expressed by (5) has already been accredited by the national accreditation body. In respect to the previous measurement set-up, we have improved the measuring system with new automatic numerical controlled multi-axis stage, better camera and better environmental conditions. Better calibration and measurement capability (CMC) was achieved and approved. The calibration, verification and also error correction of optical CMMs is mainly based on measurements using reference line scales or two-dimensional grid plates. Our further work will focus on calibrating 2D optical grids and step gauges. One of the final goals of this validation phase was to determine uncertainty of measurement in calibration and verification of new automatic high resolution measuring set-up for calibrating precise line scales.
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