Semantic Academic Profiler (SAP): a framework for researcher assessment based on semantic topic modeling

Felipe Viegas1 · Antônio Pereira2 · Pablo Cecílio2 · Elisa Tuler2 · Wagner Meira Jr.1 · Marcos Gonçalves1 · Leonardo Rocha2

Received: 2 February 2022 / Accepted: 20 June 2022 / Published online: 11 July 2022
© Akadémiai Kiadó, Budapest, Hungary 2022

Abstract
Recent efforts have focused on identifying multidisciplinary teams and detecting co-authorship Networks based on exploring topic modeling to identify researchers’ expertise. Though promising, none of these efforts perform a real-life evaluation of the quality of the built topics. This paper proposes a Semantic Academic Profiler (SAP) framework that allows summarizing articles written by researchers to automatically build research profiles and perform online evaluations regarding these built profiles. SAP exploits and extends state-of-the-art Topic Modeling strategies based on Cluwords considering n-grams and introduces a new visual interface able to highlight the main topics related to articles, researchers and institutions. To evaluate SAP’s capability of summarizing the profile of such entities as well as its usefulness for supporting online assessments of the topics’ quality, we perform and contrast two types of evaluation, considering an extensive repository of Brazilian curricula vitae: (1) an offline evaluation, in which we exploit a traditional metric (NPMI) to measure the quality of several data representations strategies including (i) TFIDF, (ii) TFIDF with Bi-grams, (iii) Cluwords, and (iv) CluWords with Bi-grams; and (2) an online evaluation through an A/B test where researchers evaluate their own built profiles. We also perform an online assessment of SAP user interface through a usability test following the SUS methodology. Our experiments indicate that the CluWords with Bi-grams is the best solution and the SAP interface is very useful. We also observed essential differences in the online and offline assessments, indicating that using both together is very important for a comprehensive quality evaluation. Such type of study is scarce in the literature and our findings open space for new lines of investigation in the Topic Modeling area.
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Introduction

The evolution of science has demanded solving increasingly complex problems, requiring multidisciplinary teams composed of researchers with different expertise. Although researchers usually have defined or preferred research (domains of) interests in specific points in time, these interests may evolve over time due to the rise of new lines of research, change of institutions, or even new research collaborations.

Analyzing the scientific publications of these researchers over time can help capture these evolving research interests over time. Indeed, scientific articles usually contain relevant information (e.g., title, keywords, abstracts) that can be used to infer these research interests, which may temporally shift. In this context, there is a window of opportunity for building automated solutions capable of extracting and analyzing the research domains (or research topics) of interest based on a researcher’s history of publications.

An essential step towards building such solutions includes developing and exploring automatic methods for identifying the main topics of investigation explored by researchers in their publications—a set of high-quality extracted topics may shed light on the researcher’s expertise. Performing such a task is not easy, though, for several reasons, one being scale. Global scientific production has presented a growth never seen before, concerning the number of published articles and the number of involved researchers. A detailed study Gusenbauer (2019) estimated an amount of 389 million documents in the Google Scholar platform in 2018. All these articles are potential sources of information that can be used as a foundation for an effective and reliable association of researchers with knowledge areas de Siqueira et al. (2020). This fact put even more demand on the proposal of automated solutions for the tasks mentioned above.

Accordingly, in this article, we propose a Semantic Academic Profiler framework (SAP) that allows filtering, summarizing, and analyzing a large number of articles written by researchers and published on different digital platforms, aimed mainly at extracting the main research topics of these articles. As illustrated in Fig. 1, SAP has four main building blocks: (i) Data Representation, (ii) Topic Modeling Decomposition, (iii) Correlation Entities, and (iv) Summarizing Interface. The goal is to build an end-to-end framework capable of extracting relevant information from the collection of scientific articles and providing a visualization interface to graphically present the extracted information, corresponding to our first major contribution.

To guarantee the scale and high quality of the extracted topics, SAP exploits state-of-the-art solutions in its main building blocks. For instance, in step (i—Data Representation), we exploit a recently proposed representation called Cluwords Viegas et al. (2019), which is currently considered state-of-the-art for topic modeling tasks Nunes et al. (2021). As one of our contributions, we extend the original Cluwords proposal by exploiting Bi-grams.

![Fig. 1 Building blocks of SAP](image-url)
This original (novel) extension is motivated by characteristics of our target task—extracting researchers’ profiles over time—based on the hypothesis that many scientific concepts that capture a researcher’s interest are better captured by n-gram based expressions that reflect the semantics of such topic. And as a second major contribution in this article, we also introduce a new visual interface\(^\text{1}\) to summarize all the gathered information, highlighting the main topics related to each article, author and institution.

Thus, the two main research questions we aim to answer in this article include:

**RQ1** Can \( SAP \) effectively summarize the profile of researchers, universities and articles?;

**RQ2** Is \( SAP \) a useful tool for supporting **online assessments** of topic modeling strategies, complementing traditional offline assessments?

To answer these questions, we perform an extensive experimental evaluation of four \( SAP \) instantiations based on different data representations (TFIDF; TFIDF with Bi-grams; Cluwords, Cluwords with Bi-grams) and one state-of-the-art Topic decomposition strategy—Non-Negative Matrix Factorization (NMF). In our experiments, we consider a dataset composed of articles published by Computer Science Brazilian researchers in international journals written in English. To select the researchers and their articles, we take as starting point the Brazilian curricula vitae official repository (the Brazilian Lattes Platform\(^\text{2}\)).

We divide our experiments into two parts, a quantitative analysis for answering RQ1 and a qualitative one focused on answering RQ2. The quantitative analysis is further divided into an offline and an online experiment aimed at evaluating the instantiations of the three first blocks of \( SAP \), comparing four topic modeling alternatives - four document representations coupled with NMF. The offline experiment focuses on measuring traditional topic quality metrics in the literature, such as NPMI \( \text{Nikolenko (2016)} \), the main metric to measure the quality of topics without involving user interactions. For the online analysis of the \( SAP \) instantiations, we rely on an A/B testing experiment in which 12 different researchers evaluated each of the \( SAP \) instantiations (totaling 48 researchers), scoring the quality of the topics assigned to their articles, profiles, and institutions. Online experiments measure the quality of methods based on user interactions. Usually, in online experimentation, the quality metrics measure how users interact with the methods.

The results of both quantitative experiments (off and online) reinforced recent work in the literature \( \text{Nunes et al. (2021)} \), \( \text{Wu et al. (2021)} \) demonstrating the high quality of the topics built by our solutions, especially those built by our new CluWords with Bi-grams proposal. For instance, in terms of NPMI, CluWords with Bi-grams was up to 3% better than the solution based just on CluWords. Furthermore, in the performed A/B online test, the researchers scored the topics built by our proposal (CluWords with Bi-grams) 20% better than those built by the solution solely based on CluWords. These results positively answer **RQ1**. It is worth mentioning that although both experiments indicate that the CluWords with Bi-grams is the best solution, they present essential differences in evaluating the solutions, pointing out that online and offline assessments are complementary and need to be considered together for the type of scenario we are considering in this article. **Online**

\(^1\) Available at [https://labpi.ufsj.edu.br/lattestopics/-username:user-test.password:avaliacao](https://labpi.ufsj.edu.br/lattestopics/-username:user-test.password:avaliacao).

\(^2\) [https://lattes.cnpq.br/](https://lattes.cnpq.br/).
assessment of topic modeling solutions is a research area that is highly neglected in the current literature, especially in contrast with offline evaluations.

For our qualitative assessment to answer RQ2, we focus on evaluating the summarization interface and employing online experimentation. We evaluate the usability of our visualization interface proposal using the SUS methodology Kocaballi et al. (2018) and consider the same 48 researchers also using an A/B test. In this case, the score achieved for all instantiations was above 68, which is considered an interface with excellent usability. These results, associated with the differences found between offline and online experiments, can be considered as a third major contribution of this article since it shows that SAP’s visualizations and interface are effective and valuable in the goal of complementing the traditional offline assessments, based on topic quality metrics, with online assessments, also positively answering RQ2.

To summarize, the major contributions of this article are:

- A general framework (SAP) that allows summarizing the profile of researchers, institutions and articles by analyzing articles written by researchers and published on different digital platforms.
- A visual interface that summarizes the main topics associated with articles, authors and institutes, allowing online assessments to be carried out in addition to offline assessments.
- A novel comparative study contrasting online and offline evaluation strategies for topic modeling solutions. Such type of study, especially supported by a specific visualization interface, is rare, if not absent, in the topic modeling literature.

Background and related work

Data representations for representing research articles

In spite of the type of data (e.g., title, keywords, abstracts) that we will use for representing the researchers’ articles from which we will extract the topics and the researcher’s interests, the common ground is that all options are textual in nature. Therefore, here we provide a basic description of the textual representations we use in our methods.

Although conceptually simple and cheap (from a computational cost perspective), the traditional TFIDF BoW representation Salton and Buckley (1988) suffers from sparseness problems, as most documents contain only a small portion of the collection’s vocabulary. Moreover, this representation usually does not consider the information about the positions occupied by the words in the original document, which can often be correlated with semantic relationships among terms.

In this context, document enrichment strategies, such as n-grams (a.k.a. Bag-of-n-grams) have been adopted (Huang et al., 2018). N-grams are rudimentary models that exploit the ordering of words by capturing the local relation between them. Although N-grams may not capture complex semantic relationships among terms, their use may improve topics’ quality since some are better represented with composed terms. There are other alternative representations based on co-occurrences Figueiredo et al. (2011), or in word vector representations, aka word embeddings (Mikolov et al., 2017, 2018; Pennington, et al., 2014), whose similarities correlate with semantic relatedness Bojanowski et al. (2016) or context of use Devlin et al. (2018).
Particularly, in Viegas et al. (2019), the authors proposed CluWords, a data representation that combines statistical evidence with similarity (distances) between word embeddings, being able to capture complex semantic relationships. However, since Cluwords are built employing pre-trained general word embeddings and similarity distances (e.g., cosine), they may contain semantic noise\(^3\) such as terms that should not be grouped in specific applications (e.g., words with opposite polarities in sentiment or discriminate analysis words from different classes in text classification). To mitigate such semantic noise, there is a specific filtering mechanism in the Cluwords generation process to remove pairs of words with cosine similarity lower than a given threshold.

Part of our strategy to answer research question RQ1 involves determining which of the above data representation alternatives is more adequate for extracting topics from research articles using some Topic Modeling strategy, discussed next.

**Topic modeling strategies**

Topic modeling (TM) is the main technique we exploit in SAP to infer researchers’ interests over time and, as such, we briefly describe some of the main (TM) strategies next.

In a nutshell, TM is an unsupervised technique in NLP used to determine word patterns (topics) in data collection. Such topics can be explored by downstream applications to accomplish a given task. Topic Modeling Strategies can be divided into (i) Probabilistic approaches Lee and Seung (1999) and (ii) Non-probabilistic approaches (Hofmann, 1999; Allahyari & Kochut, 2016; Blei et al., 2003). The main non-probabilistic method is the Latent Dirichlet allocation (LDA) Blei et al. (2003). LDA generalizes estimating the probability distribution over terms \(w\) considering documents belonging to the abstract topic \(z\)—\(P(w \mid z)\). It assumes a Dirichlet distribution—a continuous multivariate distribution that does a small set of words. On the other hand, non-probabilistic methods are based on matrix decomposition. The main method is Non-negative Matrix Factorization (NMF). Under this strategy, the input collection \((A \in \mathbb{R}^{n \times m})\) is decomposed into two sub-matrices \(H \in \mathbb{R}^{n \times k}\) and \(W \in \mathbb{R}^{k \times m},\) such that \(A \approx H \times W\). In this notation, \(k\) denotes the number of latent factors (i.e., topics), \(H\) encodes the relationship between documents and topics, and \(W\) encodes the relationship between terms and topics. Recent studies showed that NMF achieved better results when compared to LDA (Viegas et al., 2019; Nunes et al., 2021).

However, Topic Modeling strategies face a major challenge when applied in a certain domain: How to represent the data that will be summarized to topics?

In Viegas et al. (2019), the authors exploited the CluWords combined with the NMF method. This combination has been evaluated in some NLP domains, such as in Crisis Events in Tweeter Nunes et al. (2021), analyzing chronic Pain using Topic Modeling Nunes et al. (2021), Covid-19 Pedro et al. (2021), programming languages evolution de Alencar Almeida et al. (2019) and understanding biases in SocialMedia Wu et al. (2021). In this work, we extend this approach (CluWords + NMF) by exploiting Bi-grams to enrich the document representation. To the best of our knowledge, this is the first work that exploits CluWords with Bi-grams.

\(^3\) Semantic noise can be associated with a bias of prediction in the word-vector generation.
Topics decomposition for academic scenario

In this context, some efforts exploit the concept of topic modeling for detecting and strengthening co-Authorship Networks (Hwang et al., 2017; Krasnov et al., 2019; Hu et al., 2020). In Jeong et al. (2016), the authors proposed the Author topic flow that discovers the evolution of the authors’ interest over time. In addition, the solution also discovers the temporal topic distribution for each author. In Xuan et al. (2015) designed an approach to detect an infinite number of topics for authors. The method uses a stochastic method to find the optimal number of topics from the collection and a gamma negative binomial method to learn a hierarchical structure of authors, topics and documents. In (Hwang et al., 2017; Krasnov et al. 2019) the authors exploited the LDA method to build the topics in the Co-authorship networks.

In contrast to the solutions in the literature, our solution exploits non-probabilistic methods (i.e., NMF) to detect topics through scientific publications. Non-probabilistic methods are superior for detecting topics in other topic modeling scenarios. In addition, the NMF method allows manipulations from matrices decomposition to indirectly determine correlations of entities, as we will detail in Section “Correlation entities”.

Another important issue in the literature regards topic modeling evaluation. In our work, as in most in the field, we adopt offline topic evaluation metrics, such as Normalized Point-wise mutual information (NPMI) (Nikolenko, 2016; Shi et al., 2018; Viegas et al., 2019, 2020), to measure the quality of topics built based on the researcher’s articles. However, we go beyond and, differently from most works, including the ones cited above, we also perform real-life online evaluation regarding the quality of the built topics. Our framework (SAP) includes a web interface so that authors may check the topics in real-time. Accordingly, we exploit the proposed interface to answer RQ2 employing an A/B test experimental evaluation with a group of researchers to evaluate different instantiations of the SAP framework as well as the usability of SAP interface. As mentioned before, online assessments of topic modeling solutions are rarely performed in the literature, especially in contrast with offline evaluations.

Proposed instantiations

This section presents our proposed framework to automatically extract relevant information from research articles and present them in a visual interface - SAP. The goal is to identify research topics covered by the articles, authors, and institutions. We decompose SAP into four main building blocks, namely, (i) Data Representation, (ii) Topic Modeling Decomposition, (iii) Correlation Entities, and (iv) Summarization Interface. As we shall see, proper choices for each building block significantly impact the solution’s effectiveness. In this work, we go beyond the traditional evaluation of automatically extracting relevant information from research articles, in which an offline metric is used to measure the performance of the solution. The last building block of SAP (Summarization Interface) allows the framework’s instantiation to be evaluated online through an A/B Test, gathering feedback from the researchers themselves. In Section “Data representation”, we detail the data representations adopted in this work. Section “Topic modeling decomposition” briefly details the NMF decomposition matrices used to extract the latent information from research articles. In Section “Correlation entities” we present our solution to extract information from
the NMF’s decomposed matrices to infer the relationship between topics of authors and institutions, respectively. The use of matrix factorization to extract academic information (i.e., topics for authors) from research articles is a minor contribution of this work. Finally, in Section “Summarization interface”, we present the interface that will be used to display the results obtained from the SAP’s instantiations.

Data representation

Data representation is one of the main steps of any NPL solution. The effectiveness of an NLP solution has a high correlation to the data representation that will serve it—data representations that capture syntactic, contextual and positional aspects of the text have already been shown to produce significant improvements in many learning tasks. Thus, several efforts in the literature investigate solutions to capture complex representations in texts. In this work, we adopt four data representation solutions—(i) TFIDF, (ii) TFIDF w/ Bi-grams, and (iii) CluWords—which have been shown to be effective in topic decomposition tasks Viegas et al. (2019), and (iv) CluWords w/ Bi-grams—a new data representation that combines the CluWords representation with Bi-grams. To the best of our knowledge, this is the first time CluWords has been exploited with Bi-grams. Since several composite terms define research topics (i.e., Machine Learning, Sentiment Analysis), we believe that Bi-grams can improve the quality of topics. The four representations are described below:

**TFIDF**

Bag-of-Words representation where each term composes a fixed-length vector that exploits the traditional TFIDF as a feature weighting (Equation 1).

\[
TFIDF_{d,t} = TF_{d,t} \log \left( \frac{|D|}{1+d_t} \right)
\]

**TFIDF with Bi-grams**

The previous TFIDF representation adding the two adjacents words from the research articles. To build the Bi-grams representation, we exploit the method Phrases from gensim 4.

To reduce the length of the vocabulary, we ignore all bi-grams with \(\text{bigramScore}(w_a, w_b) < 0.5\) (Equation 2), where the function \(\text{count}(\cdot)\) returns the occurrence in the collection, \(\text{min}_\text{count} = 3\), and \(|\mathbb{V}|\) is the vocabulary size.

\[
\text{bigramScore}(w_a, w_b) = \frac{\text{count}(w_a, w_b) - \text{min}_\text{count} \cdot |\mathbb{V}| \cdot (\text{count}(w_a) \cdot \text{count}(w_b))}{\text{count}(w_a) \cdot \text{count}(w_b)} > \text{threshold}
\]

**CluWords**

It builds a data representation by exploiting word embedding similarities, and mainly, by filtering out potential noise and properly weighting them. To build a data representation, the CluWords applies three generic steps—(i) Clustering, (ii) Filtering, and (iii) Weighting. The Clustering step exploits the nearest neighborhood strategy to capture semantic relationships between words through embedding models. The Filtering

---

4 https://radimrehurek.com/gensim/models/phrases.html#gensim.models.phrases.Phrases
step filters semantic noise in the neighborhood representation built in the Clustering step. The weighting step combines the semantic information built in the first step (and filtered in the second step) with Term-Frequency (TF) Bag-of-Words representation.

**CluWords with Bi-grams**

It differs from the CluWords in the Clustering and Weighting steps. In the Clustering step, we exploit Bi-grams to build the word embedding exploited to capture the semantic relationship among words. The Weighting step combines the semantic information with the Bi-grams representation, exploiting the Term-Frequency information.

### Topic modeling decomposition

The topic modeling step is based on the Non-negative matrix factorization (NMF) strategy. NMF is one of the main topic modeling strategies that have been exploited in a wide range of domains (Pedro et al., 2021; Viegas et al., 2019; Nunes et al., 2021). The NMF Lee and Seung (1999) approach performs a “part-based” decomposition of latent relationships of a non-negative design matrix \( A \in \mathbb{R}^{n \times m} \), where \( n \) is the number of articles and \( m \) the number of terms (i.e., words). The NMF has an input parameter \( k \), which corresponds to \( k \)-dimensional approximation of \( A \) \((k \ll m)\) in terms of non-negative factors \( H \in \mathbb{R}^{n \times k} \) and \( W \in \mathbb{R}^{k \times m} \). The matrix \( H \) encodes the relationship between documents and topics, while the matrix \( W \) encodes the relationship between terms and topics. The intuition of the NMF method is to approximate the column vectors of \( A \) by linear combinations of non-negative basis vectors (columns of \( H \)) and the coefficients given by the columns of \( W \). However, choosing the parameter \( k \) for NMF is not a simple task since it may vary depending on the dataset. NMF is a non-convex problem with a unique solution and has no guarantee of finding the global minimum Lin (2007).

|                      | Web Applications | Computer Vision | Information Security |
|----------------------|------------------|-----------------|----------------------|
| (a) Resulting NMF    |                  |                 |                      |
| Article 1            | 30               | 70              | 10                   |
| Article 2            | 20               | 65              | 40                   |
| Article 3            | 17               | 80              | 8                    |
| (b) Author’s Pertinence by Topic |                  |                 |                      |
| Author 1             | 67               | 215             | 58                   |
| Author 2             | 47               | 150             | 18                   |
| Author 3             | 20               | 65              | 40                   |
| (c) Normalized Author’s Pertinence by Topic |  |                 |                      |
| Author 1             | 20%              | 63%             | 17%                  |
| Author 2             | 22%              | 70%             | 8%                   |
| Author 3             | 16%              | 52%             | 32%                  |
Correlation entities

For the scenarios on which our framework will be used, the resulting matrix $H$ correlates topics and articles and the matrix $W$ correlates the topics with the vocabulary extracted from the scientific articles dataset (words). Let us consider a dataset containing articles related to the Computer Science area with the matrix $H$ resulting from NMF application as presented in Table 1(a). In this table, we have articles 1, 2 and 3 associated with the topics "Web Applications", "Computer Vision" and "Information Security". The description of topics are extracted from the matrix $W$, which encodes the relationship between terms and topics. On the other hand, the association between articles and topics are obtained from matrix $H$, which encodes the relationship between documents and topics. The articles have authors associated with them, and, consequently, we can associate the topics with the authors manipulating the matrix $H$, generating a matrix as presented in Table 1(b) and its normalized version Table 1(c). In these tables, we have authors 1, 2 and 3 associated with the topics "Web Applications", "Computer Vision" and "Information Security". In the same way, the authors work for research institutions and, consequently, we can associate the topics with the institutions manipulating the matrix that correlates authors with topics (Table 1(b)). All these manipulations correspond to the third block of our framework. In order to illustrate how our proposal performs this matrix manipulation, we will consider the example presented in Table 1.

First, to identify the main words associated with each topic, we must manipulate the matrix $W$, as widely used in literature. In our example, as previously mentioned, the three main topics are “Web Applications”, “Computer Vision” and “Information Security”. Repaying our example, we can observe the “pertinence” of each topic for each article in Table 1(a), which represents the matrix $H$. For instance, the “pertinence” of “article 1” are 30, 70 and 10 for the topics “Web Applications”, “Computer Vision” and “Information Security”, respectively. Considering that all these articles have the “author 1” as author, we calculate the “pertinence” of each topic for him/her by aggregating the “pertinence” of each article for each topic:

- “Web Applications” topic: $(30 + 20 + 17) = 67$
- “Computer Vision” topic: $(70 + 65 + 80) = 215$
- “Information Security” topic: $(10 + 40 + 8) = 58$

A similar process must be performed for all authors. Considering that “author 2” is author of articles “article 1” and “article 3”, we have:

- “Web Applications” topic: $(30 + 17) = 57$
- “Computer Vision” topic: $(70 + 80) = 150$
- “Information Security” topic: $(10 + 8) = 18$

In the same way, considering that “author 3” is author of article “article 2”, we have:

- “Web Applications” topic: $(20) = 20$
- “Computer Vision” topic: $(65) = 65$
- “Information Security” topic: $(40) = 40$
After all these calculations, we obtain the Table 1(b). Finally, based on this table, it is possible to calculate the distribution of an author among the topics by performing a normalization on the rows representing each author in Table 1(b), achieving as result Table 1(c). In this table, we have the influence of the research of each author on each topic. Observing the "author 1", his/her articles are 20% associated with the topic "Web Applications", 63% with the topic "Computer Vision", and 17% with the topic "Information Security". The articles of "author 2" are 22% associated with the topic "Web Applications", 70% with the topic "Computer Vision", and 8% with the topic "Information Security". For the "author 3", his/her articles are 16% associated with the topic "Web Applications", 52% with the topic "Computer Vision", and 32% with the topic "Information Security". As previously mentioned, as each author works for a research institution, an equivalent analysis can be performed to identify the influence of the research of each institution on each topic.

**Summarization Interface**

We have designed an interface that intuitively and simply the topics and their associations with researchers and institutions. Thus, all the analyses described in Section “Proposed instantiations” can be achieved quickly and efficiently. We present the data analyses associated with topics and their correlations with articles, researchers, and institutions. All those analyses have a large set of visual conceits in a web application. The web application can present similar results in different forms, including graphs, heat maps, tables, and interactive search methods. This Web App is available at our website [https://labpi.ufsj.edu.br/lattestopics](https://labpi.ufsj.edu.br/lattestopics). This web interface allows researchers to provide feedback on the instantiations performed. Figure 2 shows our application with one of the visual conceits provided, the one detailing the topics related to a researcher. In Section 4.2, we discuss the results regarding this figure. Other visual conceits will be presented in the next section, in which we will present possible analyses that SAP can perform.

**Experimental evaluation**

In this section, we evaluate the effectiveness of the proposed solution. First, we describe the dataset and the preprocessing steps applied to it. Next, we report and analyze the obtained experimental results with our proposed framework. We divide our analysis into two parts, a quantitative and a qualitative one. Remind that the main research questions we aim to answer with our experiments are:

RQ1 Can SAP effectively summarize the profile of researchers, universities and articles?
RQ2 Is SAP a useful tool for supporting online assessments of topic modeling strategies, complementing traditional offline assessments?

We shall see in Section Quantitative analysis, we break our main research questions into seven sub-questions (q1 to q7) that help to answer the main ones (RQ1 and RQ2).

---

5 username: user-test, password: avaliacao.
Datasets

Our dataset corresponds to one of our minor contributions and is composed of articles published by Computer Science Brazilian researchers in international journals written in English. To select the researchers and their articles, we take as starting point the Brazilian

---

6 Available at https://github.com/ufsj-labPi/Semantic-Academic-Profiler.
First, we collected from Lattes the title of the articles related to all Brazilian researchers with a Ph.D. in Computer Science and correlated areas. In addition to the title, we also collected the list of co-authors and consolidated them by performing a disambiguation process. Based on the titles and authors of articles, we collect the keywords and abstract of them in the Semantic Scholar. For each article, we applied four preprocessing strategies: (i) uppercase to lowercase conversion Uysal and Gunal (2014), (ii) stopwords removals Gerlach et al. (2019), (iii) tokenization, and (iv) removal of some entities identified in the named entity recognition (NER) process Gudivada and Arbabifard (2018). We exploited NER to remove noise referring to names of organizations, dates and people because these terms are not relevant in the modeling process and are not informative for defining a topic.

Table 2 shows the dataset’s characteristics after the preprocessing. In our analysis, we split the database into five-time slots—2021-2016, 2015-2011, 2010-2006, 2005-2001, and 2000-1966. The last time range includes a larger number of years due to the low number of articles. We adopted this temporal division because it allows an effective modeling in terms of the number of research articles and allows the monitoring of the evolution of the research lines of the authors present in the dataset. As we can see in Table 2, our dataset is composed of 39,580 articles from 1966 to 2021, related to 3,746 researchers from 487 different institutions. It is possible to observe that researchers’ total number of articles and the

|                | 2021-2016 | 2015-2011 | 2010-2006 | 2005-2001 | 2000-1966 | 2021-1966 |
|----------------|-----------|-----------|-----------|-----------|-----------|-----------|
| #authors       | 2,677     | 2,827     | 1,894     | 1,145     | 586       | 3,746     |
| #articles (total) | 15,522   | 12,218    | 6,476     | 3,313     | 2,051     | 39,580    |
| #articles (mean)  | 5.7982   | 4.3219    | 3.4192    | 2.8934    | 3.5       | 10.05659  |
| #articles (std)  | 7.25      | 5.0746    | 4.0497    | 3.3325    | 6.0939    | 15.0116   |
| #articles (min)  | 1         | 1         | 1         | 1         | 1         | 1         |
| #articles (median) | 3        | 3         | 2         | 2         | 2         | 5         |
| #articles (max)  | 78        | 51        | 43        | 39        | 86        | 199       |

Fig. 3 Cumulative Distribution Function - Total of articles by Researcher (2021–1966)

curricula vitae official repository, named Lattes Platform (Lattes). First, we collected from Lattes the title of the articles related to all Brazilian researchers with a Ph.D. in Computer Science and correlated areas. In addition to the title, we also collected the list of co-authors and consolidated them by performing a disambiguation process. Based on the titles and authors of articles, we collect the keywords and abstract of them in the Semantic Scholar. For each article, we applied four preprocessing strategies: (i) uppercase to lowercase conversion Uysal and Gunal (2014), (ii) stopwords removals Gerlach et al. (2019), (iii) tokenization, and (iv) removal of some entities identified in the named entity recognition (NER) process Gudivada and Arbabifard (2018). We exploited NER to remove noise referring to names of organizations, dates and people because these terms are not relevant in the modeling process and are not informative for defining a topic.

Table 2 shows the dataset’s characteristics after the preprocessing. In our analysis, we split the database into five-time slots—2021-2016, 2015-2011, 2010-2006, 2005-2001, and 2000-1966. The last time range includes a larger number of years due to the low number of articles. We adopted this temporal division because it allows an effective modeling in terms of the number of research articles and allows the monitoring of the evolution of the research lines of the authors present in the dataset. As we can see in Table 2, our dataset is composed of 39,580 articles from 1966 to 2021, related to 3,746 researchers from 487 different institutions. It is possible to observe that researchers’ total number of articles and the

7 https://lattes.cnpq.br/
8 https://www.semanticscholar.org/.
9 https://www.nltk.org/api/nltk.tokenize.html#module-nltk.tokenize.casual.
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mean number of articles increases over time. Regarding the total of articles by researchers, in Fig. 3 we present the Cumulative Distribution Function on which we can observe that 60% of the researchers have up to seven articles considering the entire period.

### Quantitative analysis

The quantitative analysis focuses on evaluating the instantiation of the three first blocks of SAP. As previously presented in Section Proposed instantiations, we instantiate four versions of our framework varying only the document representation strategy (e.g., TFIDF, Cluwords, TFIDF w/ Bi-grams, Cluwords w/ Bi-grams). The first two sub-questions that we want to analyze in this section are: (q1) Which of the combination of data representation and topic modeling strategies is the best to represent the profile of articles, researchers and institutions? (q2) For all these cases, is there a significant difference between the alternatives?

In order to answer these sub-questions, first, we compare the four topic modeling solutions (document representation + NMF) considering a traditional topic quality metric in the literature Nikolenko (2016), the pairwise point-wise mutual information (PMI) between the top words in a topic. It captures how much one “gains” in the information given the occurrence of the other word, taking dependencies between words into consideration. Following a recent work Nikolenko (2016), we compute a normalized version of PMI (NPMI), in which, for a given ordered set of top words \( W_t = (w_1, ..., w_N) \) in a topic, NPMI is computed as:

\[
NPMI_t = \sum_{i<j} \frac{\log \frac{p(w_i, w_j)}{p(w_i)p(w_j)}}{-\log p(w_i, w_j)}
\]  

This corresponds to the traditional offline evaluation of Topic Modeling approaches and the results are presented in Table 3, regarding different periods. Defining the number of topics and relevant keywords used to name them corresponds to the major drawback of non-probabilistic topic modeling approaches in the literature Viegas et al. (2020). Usually, these parameters are empirically defined and the quality of built topics considers a different number of topics and number of keywords. In our evaluation, we consider 20 topics, each one with 20 words. These parameters can be configured by users in SAP. We assess the statistical significance of our results by exploiting a Two-way ANOVA test with 95% confidence. As we can observe in Table 3, the best results are achieved considering the solution that combines CluWords w/ Bi-grams, followed by CluWords (until then, considered the state-of-the-art), TFIDF w/ Bi-grams and, finally, the traditional TFIDF. These results reinforce results of recent works in the literature (Nunes et al., 2021; Pedro et al.,

| Period       | CluWords w/ Bi-grams | CluWords | TFIDF w/ Bi-grams | TFIDF |
|--------------|-----------------------|----------|-------------------|-------|
| 2021 - 2016  | 0.9520                | 0.9251   | 0.5151            | 0.5256|
| 2015 - 2011  | 0.9550                | 0.9311   | 0.5228            | 0.5524|
| 2010 - 2006  | 0.9502                | 0.9373   | 0.4958            | 0.5112|
| 2005 - 2001  | 0.9494                | 0.9439   | 0.4827            | 0.4969|
| 2000 - 1966  | 0.9477                | 0.9462   | 0.5025            | 0.5250|

Table 3 Comparing the results achieved by each topic model solution considering 20 topics and 20 words for NPMI for different periods. The best results are in bold.
that demonstrate the high quality of the topics built by solutions that exploit CluWords for data representation. Moreover, these results also emphasize the improvements obtained (marked in bold) by the enhancements proposed in this paper (CluWords w/ Bi-grams) over the original proposal (up to 3%). Notice that the results with the original Cluwords are already very high (close to a perfect 1.0) and therefore are very difficult to improve.

It is very important to emphasize that the literature of topic modeling area focuses primarily (if not only) on offline evaluations, considering traditional metrics such as NPMI. Moreover, most importantly, offline experiments do not involve user interactions. Online experiments are experimental evaluations capable of measuring the quality of methods based on user interaction. Usually, in online experimentation, the quality metrics measure how the user interacts with the methods. Therefore, in this paper, we performed an A/B test (online) experiment, which we consider as an essential contribution of our work. This experiment could only be performed due to the availability of our visualization interface\(^1\), which is another of our main contributions. More specifically, we instantiate four complete versions of SAP, including the summarization interface, varying just the topic modeling solutions (data representation + NMF). Twelve different researchers evaluated each of these versions scoring the quality of the topics assigned to their articles, profiles, and institutions, totaling 48 participants from many institutions for all regions from Brazil. We kept the same proportion of researchers in the four groups according to essential characteristics, such as seniority, total number of publications, institutions, etc. Each researcher evaluated the three following activities:

- **Activity 1:** Considering the period 2021-2016, are the three main topics assigned to your profile associated with your line of work as a researcher?
- **Activity 2:** Considering the period 2021-2016, are the three main topics assigned to the institution’s profile associated with the line of work of its researchers?
- **Activity 3:** Considering the period 2021-2016, choose an article of your authorship. Are the three main topics highlighted in the article associated with the predominant theme addressed by it?

As we can see, we focus our online experiment on the more recent research period (2021–2016). The researchers had three different scores for each activity to assign to the three main topics: (i) completely associated - 10pts; (ii) partially associated - 5pts; and (iii) not associated at all - 0pts. Each answer has a score associated with it, which we consider for evaluating the variants of our framework. To illustrate how we use these scores, consider that a researcher X evaluated Activity 1 for the TFIDF instantiation of our framework

| Activity | CluWords w/ Bi-grams | CluWords TFIDF w/ Bi-grams | TFIDF |
|----------|-----------------------|-----------------------------|-------|
| Activity 1 | 275 | 200 | 205 | 165 |
| Activity 2 | 275 | 255 | 225 | 215 |
| Activity 3 | 210 | 180 | 165 | 180 |
| Total | 760 | 635 | 595 | 560 |

\(^1\) https://labpi.ufsj.edu.br/lattestopics/.
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as following: Topic 1: completely associated; Topic 2: completely associated; and Topic 3: not associated. We can also suppose that another researcher Y evaluated Activity 1 for the TFIDF w/ Bi-grams instantiation: Topic 1: completely associated; Topic 2: partially associated; and Topic 3: not associated. In those cases, the total score associated by researcher X is 20 (10+10+0) and by the researcher Y is 15 (10+5+0). Based on these two researchers and considering just Activity 1, the best variant of the tool would be the TFIDF. Following this process, we summarize the score associated by all researchers (12 for each variant), for each activity/topic in Table 4.

As we can observe in Table 4, the framework instantiation that achieves the best results is the CluWords w/ Bi-grams, considering all activities (profile evaluation of researchers, institutions and articles). These results corroborate the offline evaluation presented in Table 3, besides answering sub-questions q1 and q2 raised at the beginning of this subsection. Considering that CluWords w/ Bi-grams was initially proposed in this paper, it can be considered as a minor contribution of this paper.

As previously mentioned, we were unable to find works in the literature that perform extensive and comparative online evaluations of topic modeling strategies, as presented in this paper, to analyze the quality of the generated topics. This quality is usually measured by exploring only traditional metrics (offline experiments) such as NPMI. Usually, offline experiments are preferred because they are less complex to be performed when compared to online experiments. Online experiments needs a framework, as the proposed SAP, that allows the users to be sorted in one of the evaluated solutions. All the evaluated solutions need user interaction and time for convergence. So, to have a large number of solutions in an online experiment implies in fewer user interacting (because there are more solution to sort the users) and more time for convergence. Thus, the idea is to reconcile both offline and online experiments. In this context, an important refinement of RQ2 which is not consistently answered in the literature is: (q3)—Is there a correspondence between offline and online assessments? What are the differences?. Before answering the question, it is important to reinforce the need to define the correspondence between offline and online experiments, since online experiments are expensive to consider, given that participants and a period of time are needed. While in offline experiment, it needs an evaluation methodology that reflects the real world, as demonstrated in Section Quantitative analysis, in the perspective of the NPMI metric. In order to answer this sub-question, we compare the results presented in Tables 3 and 4. Considering just the results related to the period 2021-2016, which corresponds to the period evaluated in the online experiment, we can observe some interesting contrasts in the offline and online results. From the offline perspective (NPMI metric), despite the statistical difference of 3% between the CluWords w/ Bi-grams and CluWords, both can be considered almost equally good. In the online evaluation, researchers scored the topics built by our proposal (Cluwords with bi-grams) 20% better than those built by the solution based on CluWords without bi-grams. This contrast indicates that the NPMI metric captures information shared between the words in the topics built by the CluWords instantiation, but from the users’ perspective, these words (in the topics built by Cluwords without Bi-grams) do not capture well the semantics of the topics for their research interests, or at least not so as the version with bi-grams. Moreover, while the offline evaluation points that the TFIDF solution is slightly better them the TFIDF w/ Bi-grams, the users in the online experiment consider the opposite. Despite the difference between the use or not of the bi-grams, it is important to note that the CluWords representation performs better than TFIDF in both experiments. So, we could conclude that there is a tendency of agreement among the online and offline experiments, although they
are not precise. And this is why it is relevant to evaluate in the real world (online experiments). In sum, what we can take advantage of this correspondence is the fact that offline experiments, in terms of NPMI, can be considered for preliminary evaluations to eliminate weak solutions, given the simplicity in contrast to online evaluations, and in this way, keep the most relevant solutions to be considered in online experiments. Thus, the smaller the number of solutions to consider in the online assessment, the more participants will evaluate the “competitive” solutions.

In addition to the quality issues discussed throughout this section, an orthogonal question that must be analyzed to determine the limitation of these topic modeling solutions to determine profiles from research is related to the quantitative information available. Thus, to conclude our quantitative analysis, we propose to analyze a fourth sub-question: \((q4)\) — How does the amount of information available (total of published articles) influence the identification of the researcher’s profile? Aiming to answer this sub-question, we analyze the score assigned for researchers for the best instantiation version of our framework (Clu-Words w/ Bi-grams). We separate the 12 researchers that evaluated this instantiation into three groups: Group 1 composed of the four researchers with the highest number of publications (more than 12 articles in the period); Group 2 composed of four researchers with an intermediate number of publications (between six and 12 articles) and; Group 3 composed of the four researchers with the lowest number of publications (less than six articles). Now, considering these three distinct groups, we perform the same process used to generate the Table 4, also presenting a breakdown of the assessments for each topic, as we can see in Fig. 4.

As we can see, the group of researchers with the highest number of published articles was the one that best evaluated the quality of the profiles defined by SAP. Moreover, this group evaluated almost equally the quality of the three main topics, at high levels. On the other hand, the group of researchers with the lowest number of articles was the one that indicated the worst evaluation for the topics. This observation shows how important is the amount of information available about a researcher to define his/her research profile through automatic topic modeling, answering sub-question \(q4\). Observing in detail these results, we realize that the main differences in assessments are in the second and third topics. It indicates that determining researchers’ secondary lines of research is even more challenging when there is little information about them. All these analyses need to be taken into account by recent efforts that exploit the concept of topic modeling for detecting and strengthening co-Authorship Networks (Hwang et al. M 2017; Krasnov et al., 2019; Hu et al., 2020). We observe similar results regarding the institution’s profiles, in which institutions with the highest number of researchers had their profiles better evaluated.
Qualitative analysis

Our qualitative assessment focuses on evaluating the summarization interface. Through online experimentation, we evaluate the usability of the instantiations of our framework using the System Usability Scale (SUS) methodology (Kocaballi et al., 2018; Bangor et al., 2008) and consider the same 48 researchers as the previous experimentation. Our goal with this experiment is to answer two refinements of RQ2 (fifth and sixth sub-questions): (q5)—What is the researchers’ assessment of the usability of our visualization interface proposal?; (q6)—Does the quality of the topics, according to the quantitative assessment, influence the users’ perception of the proposal’s usability?. Thus, we asked all researchers to score the following ten questions with one of five responses that range from Strongly Agree (5 pts) to Strongly disagree (1 pts):

1. I think that I would like to use this system frequently.
2. I found the system unnecessarily complex.
3. I thought the system was easy to use.
4. I think that I would need the support of a technical person to be able to use this system.
5. I found the various functions in this system were well integrated.
6. I thought there was too much inconsistency in this system.
7. I would imagine that most people would learn to use this system very quickly.
8. I found the system very cumbersome to use.
9. I felt very confident using the system.
10. I needed to learn a lot of things before I could get going with this system.

The strategy used to calculate the SUS Score, which represents the degree of system usability, is: the results of the odd questions are taken and 1 is subtracted from each answer; for the pairs, the answer obtained is subtracted from 5. In the end, the values are added and multiplied by 2.5 to convert the original scores of 1-5 to 0-100. In Fig. 5 we present the results related to each framework version. According to SUS methodology, the score achieved for all versions in our evaluation was above 68, which is considered good usability, positively answering the sub-question q5. Note that the evaluation above 80.3 is considered excellent, which is the case for the framework instantiation—CluWords w/ Bi-grams.

Moreover, analyzing the differences between the SUS score for each instantiation and comparing with the results presented in Table 4, there is a clear correspondence between them, which means that the quality of the built topics directly influences the perception of usability by researchers, answering sub-question q6. The answer to this last sub-question is...
interesting and goes beyond the scope of the current work. In any case, it provides evidence that usability may be closely associated with the effectiveness of a system’s purpose, but this requires further investigation in future work.

We also individually analyze the ten questions from the SUS methodology to answer yet another sub-question: (q7)—Which points still need improvement?. We considered all 48 researchers who participated in this experiment and only those who evaluated the best instantiation of SAP, comparing both results. The answers for each question were normalized by the highest obtainable value. Results are shown in Fig. 6. Considering all researchers, we can observe that the worst-performing questions were 1 and 9. Both are associated with the effectiveness of the proposal. On the other hand, we can observe that these questions were not an issue for the 12 researchers who evaluated the best instantiation of the framework. These results reinforce our observations that the quality of the built topics influences the perception of usability by researchers. In any case, the effectiveness is a point that can still be improved as new topic modeling strategies are proposed in the literature.

Finally, considering the data representation proposal that obtained the best results in the quantitative and qualitative assessments, we perform a complementary analysis evaluating the topics assigned to the Brazilian researcher with the highest h-index according to Google Scholar: Professor Antônio Alfredo Loureiro\footnote{https://scholar.google.com.br/citations?user=GOGITIMAAAJ.} at the Federal University of Minas Gerais (UFMG). In Fig. 2 we detail the three main topics associated with his profile from 2016 to 2021. His research is associated (at 38%) with a topic related to ad-hoc networks and correlated themes (i.e., delay-tolerant, QoS, etc.); 15% on a topic related to aerial vehicle; and 11% on a topic related to social networks. This association, automatically identified by our framework, can be corroborated by the author’s description in his institutional pages\footnote{https://dcc.ufmg.br/professor/antonio-alfredo-ferreira-loureiro/}. We also evaluated the profile associated with his institute, UFMG, presented in Fig. 7. As we can see, the first topic is related to Professor Loureiro’s research area (ad-hoc networks and correlated themes), confirming the proper functioning of our framework.
Final Remarks

In this section, we link the six sub-question (listed below) answered in the previous sections with our two main research questions—RQ1: Can SAP effectively summarize the profile of researchers, universities and articles? and, RQ2: Is SAP a useful tool for supporting online assessments of topic modeling strategies, complementing traditional offline assessments?

(q1) Which of the combination of data representation and topic modeling strategies is the best to represent the profile of articles, researchers and institutions?
(q2) For all these cases, is there a significant difference between the alternatives?
(q3) Is there a correspondence between offline and online assessments? What are the differences?
(q4) How does the amount of information available (total of published articles) influence the identification of the researcher’s profile?
(q5) What is the researchers’ assessment of the usability of our visualization interface proposal?
(q6) Does the quality of the topics, according to the quantitative assessment, influence the users’ perception of the proposal’s usability?

We can conclude that our framework can effectively summarize the profile of researchers, universities, and articles. So, in this case, we can positively answer the RQ1 since there is evidence shown in the experimental analysis that answers the sub-questions q1 and q2.
Considering offline and online experiments, we observed that the solution that combines CluWords w/ Bi-grams achieved the best results in terms of researches, universities, and articles representations, with significant differences from the other alternatives. In addition, the experimental analysis that answers the sub-questions \( q5 \) and \( q6 \) also showed that real users also evaluated the framework positively, according to the SUS evaluation above 80.3.

Regarding the \textbf{RQ2}, we can also conclude that SAP is a useful tool that supports both online and offline evaluation. The discussion that answers the sub-questions \( q3 \) and \( q4 \) showed it is possible to correlate both offline and online experiments and, more important, to exploit both experiments in a single framework. Our framework can also be instantiated considering different data representation and topic modeling strategies. The proposed graphical interface is useful to present and display the topics generated by each instantiation, which can effectively be evaluated online, complementing the traditional offline assessments widely used in the topic modeling literature.

\section*{Conclusions and future work}

We proposed a novel framework called Semantic Academic Profiler (SAP) that summarizes and analyzes articles written by researchers and published on different digital platforms. The main motivation for building SAP was to support online (and offline) assessments by the researchers themselves of the quality of the profiles generated for them. Online evaluations are rarely performed in the Topic Modeling literature and their correlation with the most commonly used offline evaluation metrics such as NPMI is very under-exploited.

SAP was built as a flexible end-to-end framework capable of automatically building research profiles for researchers and their institutions and performing online evaluations. SAP has four general main building blocks: (i) Data Representation, (ii) Topic Modeling Decomposition, (iii) Correlation Entities, and (iv) Summarizing Interface. Each of the blocks can be instantiated on its own, exploiting different strategies. To evaluate the SAP framework, we built four instantiations considering the Data Representation Block—(i) TFIDF, (ii) TFIDF w/ Bi-grams, and (iii) CluWords, and (iv) CluWords w/ Bi-grams. As for the offline evaluation, we considered the NPMI metrics. We also evaluated SAP’s user interface using an A/B Test for the online evaluation using the SUS methodology. As a result, CluWords w/ Bi-grams instantiation was considered the most effective strategy in offline and online evaluations. However, both evaluations produced different results in terms of topic quality. The offline presented small gains of 3\% for the best instantiation, while the online evaluation showed large improvements of about 20\%. These results showed the sensitivity of building topics in real-world scenarios, motivating online evaluations to gather feedback. The results of the usability interface also showed some correlation between the quality of the interface and the quality of the topics as perceived by the researchers, further motivating the online evaluations.

As future work, we intend to extend SAP by instantiating other strategies for each block, particularly other data representations and/or topic modeling algorithms, comparing and contrasting them through online and offline experiments. We will also consider larger and more diverse datasets, with researchers worldwide and in all knowledge areas. We also intend to go deeper in the analyses of the differences and correlations between online and offline evaluations, exploring their strengths and complementarities.
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