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Abstract: This work brings together and applies a large representation of the most novel forecasting techniques, with origins and applications in other fields, to the short-term electric load forecasting problem. We present a comparison study between different classic machine learning and deep learning techniques and recent methods for data-driven analysis of dynamical models (dynamic mode decomposition) and deep learning ensemble models applied to short-term load forecasting. This work explores the influence of critical parameters when performing time-series forecasting, such as rolling window length, k-step ahead forecast length, and number/nature of features used to characterize the information used as predictors. The deep learning architectures considered include 1D/2D convolutional and recurrent neural networks and their combination, Seq2seq with and without attention mechanisms, and recent ensemble models based on gradient boosting principles. Three groups of models stand out from the rest according to the forecast scenario: (a) deep learning ensemble models for average results, (b) simple linear regression and Seq2seq models for very short-term forecasts, and (c) combinations of convolutional/recurrent models and deep learning ensemble models for longer-term forecasts.
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1. Introduction

Short-term load forecasting (STLF) is of vital importance to utility companies in many areas, such as maintenance, operations, and reliability. Achieving accurate load forecasts is a difficult task due to the highly non-linear nature of the underlying model. Forecasts in this area have been historically treated with time-series statistical analysis methods, e.g., autoregressive integrated moving average (ARIMA) [1], with a clear trend towards the use of machine learning techniques in current times [2].

STLF is a solid area of research with a significant body of literature exploring the application of specific techniques to specific datasets or the review of techniques applied in different research works to different datasets. Meanwhile, the number of papers proposing new forecasting methods in the areas of dynamic modeling and machine learning (and more specifically deep learning) continues to grow, which makes it very interesting to have a systematic comparison, based on a single dataset, of a significant number of novel techniques.

In this work, we propose a comprehensive study of STLF with a significant number of data-driven forecasting models that are novel or rarely applied to STLF, such as: (a) dynamic mode decomposition (DMD) [3–5], (b) deep learning (DL) models based on specific combinations of convolutional neural networks (CNN) and recurrent neural networks (RNN) [6,7], (c) sequence to sequence (Seq2seq) models with and without soft
attention [8–10], and (d) deep learning ensemble models specially targeted for time-series forecasting [11]; and a set of well-known forecasting models, such as: (e) classic machine learning (ML) models: linear regression, random forest, gradient boosting, k-nearest neighbors, support vector regression and AdaBoost [12–15], (f) multi-layer perceptron [2], and (g) deep learning models based on separate CNN and RNN networks [13,14]. By jointly evaluating the novel or less used techniques with the best known, we can compare their performance in different scenarios.

We carried out the study by applying the different models to a real dataset of power consumption from a Spanish utility for the province capital of Soria (Spain). This dataset has been extensively studied previously [16–23].

This work is different from other studies: (a) by applicability, not being a reference to other studies and applying all the models to the same dataset which allows comparison of results, (b) by novelty, by including, in the same study, the results from DMD [5], new DL ensemble models based on gradient boosting principles [11], specific configurations of CNN/RNN [6,7], and Seq2seq models [8–10], and (c) by extension, by considering a large number of different models under different scenarios.

STLF needs a previous preparation of the load values used as predictors. The preparation consists of aggregating these values in discrete time intervals (time-slots) that can be seconds, minutes, or hours, and the forecast can be based on a different number of previous values (predictors) that are obtained with a rolling window process applied to the past values. The length of the rolling window defines the number of predictors. With these predictors, the forecast can be extended to the following time-slot or to several time-ahead time-slots (k-step ahead forecast). Finally, the value of the predictors can be a scalar (load value), or a vector composed of the load value plus additional information, such as date/time or weather data. Considering the scenario with vector predictors and multiple time-ahead forecasts, we arrive at a challenging multivariate multi-output regression problem. The influence of these parameters: (a) length of rolling window, (b) length of time-ahead forecast, and (c) features used to form the predictors, is analyzed in this research in combination with the different natures exposed by the models.

Time-series statistical analysis algorithms (e.g., ARIMA) have not been contemplated as they are trained to specific past values, while our goal is to have a single algorithm that can be trained once and generalizes to new past values. In addition, they are mainly intended for single-output forecasts and their extension to multi-output scenarios (i.e., forecasting \( k \) future values) generates complex models (e.g., VARIMA).

To appraise different possible evaluation objectives associated with STLF, we have obtained six different metrics to assess the forecasting performance of the models: mean square error (MSE), mean absolute error (MAE), median absolute error (MAD), coefficient of determination \( (R^2) \), relative root mean squared error (RRMSE), and symmetric mean absolute percentage error (sMAPE). We also analyze the influence of the time-ahead forecast interval and the rolling window length on these metrics.

Results are presented following three different forecast objectives: very short-term forecasts (immediate time-slots in the forecast time horizon), longer-term forecasts (last time-slots in the forecast time horizon), and forecast average (average of all time-slots in the forecast time horizon). Considering these three scenarios, we have obtained the three best groups of models according to the different forecast objectives: (a) deep learning ensemble models for average results, (b) simple linear regression and Seq2seq models for very short-term forecasts, and (c) combinations of convolutional/recurrent models and deep learning ensemble models for longer-term forecasts.

We have explored the use of deep learning blocks based on the ensemble model presented in [11], called gaNet. The gaNet architecture has been used for IoT traffic prediction [11] and classification [24]. This is the first time that this architecture has been applied to STLF. A gaNet architecture is made up of small deep learning networks formed by a few Convolutional (Conv) and/or RNN layers. These networks are organized as repeating blocks whose outputs are combined (after an aggregation function) into a final output.
The input to the architecture is shared by all the blocks. This architecture is connected to gradient boosting models, stacked models [25], and residual networks [26].

It is worth noting the excellent results of the proposed deep learning ensemble model (gaNet) and how it excels in average results and in longer-term (most difficult) forecasts. This good behavior can be connected with having a repeating set of randomly initialized deep learning blocks, in line with other studies that connect the importance of a rich set of random initializations with the behavior of deep learning models [27]. Deep ensembles can also provide an improvement in uncertainty estimates for samples outside the expected data distribution, through appropriate data selection and a specific loss function that maximizes model diversity [28]. This work contributes to provide additional results that confirm the good behavior of deep ensembles under an additional perspective provided by gaNet. In previous works [11,24], gaNet has been applied to time-series forecasts with a panel data structure (a list of entities, each with an associated time-series), whereas this work applies it to a single time-series with different requirements for data preparation and the validation/testing process.

An additional objective of the study is to put forward the availability of accurate forecast results as a valuable tool for identifying new applications, such as: (a) identification of anomalous consumption patterns due to excessive deviations from the forecasts, which can be used as alarms for security or fraud situations and, (b) simulation of what-if non-standard load scenarios and their consequences. These two applications are important for smart grids and their convergence with the IoT (Internet of Things) infrastructure with higher cybersecurity and fraud risks [29,30].

As a summary, the contributions of this work are: (1) Extend an ensemble deep learning model (i.e., gaNet) based on the gradient boosting architecture to the particular needs of STLF. (2) Present a thorough analysis of STLF models with a special emphasis on novel methods, e.g., gaNet, DMD, Seq2seq, and combinations of CNN/RNN models. (3) Apply all the models to a previously well-studied dataset of real electricity consumption, allowing comparisons to be made on a single dataset in a homogeneous and structured way, which allows comparison of results and drawing conclusions on common bases. (4) Analyze the impact on forecasts due to: (a) length of rolling window, (b) length of time-ahead forecast, and (c) features used to form the predictors. (5) Present the best groups of models according to different forecast objectives. (6) Apply to STLF, for the first time, as far as we know, the gaNet model and the specific configurations that combine convolutional and recurrent layers as proposed here [6,7].

The organization of the paper is as follows: Section 2 summarizes related works. Section 3 describes the dataset and the forecast models. Section 4 provides the results and Section 5 presents the conclusions.

2. Related Works

There is a large body of recent work on STLF applying many different techniques which show that even when it may be seen as a well-known area of study, it is still an important area of research due to its technical difficulty and economic impact of having an accurate load forecast. The intention of this work is to contribute to this area by providing practical results on the application of some of the newest methods for time-series forecasting applied to STFL in an extensive and homogeneous way.

We will present related works considering the applied methods, global review studies, and some of the anticipated applications that result from having accurate forecasts. The presentation will focus more on adopted methods and processes than on performance metric comparison, since the diversity of datasets, the difference in load magnitudes, the differences in the implementation of the metrics, and the various test/validation procedures make it very difficult to perform a homogeneous comparison of results.

**Review of current techniques:** The work in [2] presents a comprehensive review of the techniques used to forecast electricity demand, analyzing the different types of forecasts, parameters affected, and techniques used, together with a literature review and a taxonomy
of the main variables involved in the problem. The work in [13] presents a detailed review of recent literature and techniques applied for building energy consumption modeling and forecasting.

A complete review of machine learning for load prediction is given in [31] with emphasis on the following methods: tree-based methods and random forest, support vector regression (SVR), neural networks, ensemble learning, statistical methods (ARMA, ARIMA, . . . ), gaussian processes, k-nearest neighbors regressor (KNN), and fuzzy time-series algorithms. An alternative review is given in [32] highlighting the following models: linear regression, artificial neural networks (ANN), SVR, statistical methods, restricted Boltzmann machine, and deep learning (CNN and LSTM). A recent review of machine learning models applied to load forecasting focusing on performance metrics results is proposed in [33]. This study presented the following methods as the most frequently implemented in electric power forecasting: statistical methods, artificial neural networks (ANNs), support vector machines (SVMs), decision trees (DTs), adaptive neuro fuzzy inference systems (ANFISs), and recurrent neural networks (RNNs).

The work in [34] presents the application of five machine learning models for STLF: multiple linear regression, KNN, SVR, and gradient boosting. The best performance is obtained for gradient boosting. Authors in [35] present a recent and systematic review of techniques applied to load forecasting with an emphasis on neural networks and hybrid models. The main models presented are: SVM, GBM, random forest (RF), KNN, neural networks, decision trees, statistical methods, CNN, LSTM, and the adaptive neuro-fuzzy inference system (ANFIS). The authors in [36,37] provide an study of methods to use in load forecasting considering different forecasting problems and objectives. The main methods discussed are: statistical methods, AdaBoost, GBM, random forest, generalized additive models (GAM), gaussian processes, KNN, linear regression, and support vector regression. The work in [38] presents an extensive literature review with no mention of dynamical systems modeling or deep learning or ensemble deep learning models. The methods mentioned are: multioutput linear regression, generalized additive models, statistical models, neural networks, support vector machines, gradient boosting, and fuzzy regression. The review in [39] favors the use of artificial neural networks, support vector regression, and fuzzy logic models.

**Dynamical systems modeling:** There is a growing current interest in the application of dynamical systems analysis tools based on reduced-order models and, in particular, in the use of dynamic mode decomposition to STLF. The work in [5] provides a DMD study applied to electric load data from a utility operator in Queensland, Australia. In this work, the DMD algorithm presents better forecasting results than classic time-series autoregressive approaches. They offer a one day ahead forecast based on the load values of the previous 4 days, presenting a MAPE result of 2.13. A similar application of DMD is carried out in [40] but applying DMD to predict forecast errors followed by an extreme value constraint method to further correct the forecasts. The algorithm is applied to actual load demand data from the grid in Tianjin, China, and the results obtained with DMD are compared with a series of additional techniques (autoregressive moving average, neural networks, support vector machines, extreme learning machines, etc.). According to the authors, the proposed method shows greater accuracy and stability than alternative ones, with a best average root mean squared error (RMSE) of 476.17. In [41], the authors employ an empirical mode decomposition technique to extract different modes from the load signal, and apply an independent deep belief network for each mode prediction, with a subsequent aggregation of results (ensemble) to obtain the final load forecast. More classic ensemble techniques for forecasting electricity consumption in office buildings are investigated in [42], comparing gradient tree boosting (GTB), random forests (RF), and a specifically adapted AdaBoost model that presents the best results.

**Classic machine learning:** A substantial number of works have presented several classic machine learning models to STLF. A feed-forward artificial neural network (FF-ANN) is used in [43] to forecast the electricity consumption for residential buildings for
24 h. The results are compared with other models including GTB and RF, selecting the best model at each forecast iteration. The best average result for the different test iterations is obtained for the ANN with an RMSE of 2.48. The work in [44] presented a theoretical review of the most commonly used ML methods for STLF, including ANN and a support vector for regression. The work in [45] presents an interesting pipeline method based on combining a feature transformation using a clustering approach followed by a support vector regression. The authors in [46] introduce an additive regression model for STLF.

**Statistical analysis methods:** Time-series statistical analysis models for STLF are discussed in detail in [1] with forecasts at an hourly interval applied to load data from the Electric Reliability Council of Texas (ERCOT). They present results applying ARIMA and Seasonal Autoregressive Integrated Moving Average (SARIMA) models achieving an average mean absolute percentage error (MAPE) between 4.36% to 12.41%.

**Sequence to sequence models:** The sequence to sequence (Seq2seq) architecture that originated in the field of natural language processing (NLP) has been applied in recent works to STLF. The authors in [47] apply different Seq2seq architectures, comparing them with other DL models based on recurrent and convolutional layers. The models are applied to two different datasets (scenarios): one for an individual household electric power consumption data set (IHEPC) located in Sceaux, France, and the other for the GEFCom2014 public dataset made available for the global energy forecasting competition 2014. The best results (RMSE between 17.2 and 0.75 depending on the scenario) are obtained with convolutional and recurrent architectures together with deep neural networks with dense layers. Considering average results, the Seq2seq models do not provide the best results. The conclusions obtained in this work are consistent with the results obtained by the present study. A similar study is presented in [48], where research was conducted comparing a Seq2seq model (with and without attention) with alternative DL models based exclusively on different types of recurrent networks, such as long short-term memory network (LSTM) and gated recurrent unit (GRU). In this case, the Seq2seq model presents the best results for short-term forecasting, also in accordance with the results obtained in the present work. A generic Seq2seq with a specific attention mechanism is proposed in [49] for multivariate time-series forecasting.

**Deep learning models:** Using the same dataset proposed for this work, [16] presents an ANN model that works on a 24 h day-ahead forecasting of electric loads previously aggregated into clusters by consumption patterns. The patterns are obtained with a self-organizing map (SOM) followed by a k-means clustering algorithm. The work in [50] introduces a deep learning architecture based on an ensemble of convolutional blocks acting on segregated subsets of the input data. The model is applied for day-ahead forecasting of individual residential loads with data obtained from a smart metering electricity customer behavior trial (CBTs) in Ireland. The work focuses on achieving low training time and high accuracy, the proposed model being the best in both aspects with an MAE of 0.3469. The authors in [51] present a simple MLP regressor with a sophisticated selection of features based on previous consumptions and weather data. The work in [52] introduces a combined model of CNN and LSTM layers for STLF. A comparison between recurrent neural networks (LSTM) and support vector regression (SVR) is provided in [53], showing that the bidirectional LSTM model outperforms both the unidirectional LSTM and the SVR models.

### 3. Materials and Methods

This section presents the dataset and forecast models (Sections 3.1 and 3.2, respectively) used for the experiments.

#### 3.1. Selected Dataset

The dataset employed in this research corresponds to real data from a Spanish utility over a period of three years. The load distribution presents similarities to that of a
microgrid [16], with a value range between 7370 and 39,550 kW. The values have annual periodicity, also with strongly defined daily and weekly periodicity (Figure 1).

Load values were aggregated in time-slots of one hour. The total number of time-slots corresponded to 26,302 h. Additional exogenous features were also considered: (a) Date/time features: month, time, day of the week, and weekend indicator. (b) Weather features: mean and standard deviations for the atmospheric pressure, wind speed, wind direction (degrees), humidity, and solar radiation. Continuous features were scaled in the range [0,1]. Categorical features were one-hot-encoded. We considered four different sets of features out of the many possible feature combinations: (a) 1 feature: electricity load, (b) 45 features: date/time (day of week, weekend, hour, month) and load, (c) 57 features: date/time, weather and load, and (d) 76 features: date/time, load, plus day of the month (one-hot-encoded). The number of features for the different feature sets is denoted by $f$ (Figure 2). The weather and day of the month features did not provide a clear improvement in the forecast metrics.

**Figure 1.** Chart showing the load values for a period of 30 days and time-slots of 1 h. The vertical red lines indicate a 24 h period (1 day). We can observe the strong daily and weekly periodicity.

**Figure 2.** Division of the original dataset into training, validation, and test sets with a data proportion of 64, 16, and 20%, respectively. A rolling window process was used to extract the predictors sequence ($p$ time-slots used as predictors) and the real time-ahead load values ($k$ time-ahead forecast length). Each time-slot is represented by a vector of predictors with $f$ components (load value, date/time features, etc.).
Figure 2 presents how the original dataset was divided into training, validation, and test sets with a data proportion of 64, 16, and 20%, respectively. Figure 2 also presents the rolling window process used to extract the predictors sequence (p time-slots used as predictors) and the real time-ahead values (k time-ahead forecast length). The validation data were used to assess model performance during training. The test set was used to provide all final results in Section 4. As a summary, we consider the following ranges of values for the parameters p, k, and f: (a) p: 24 (using the previous day of data—24 h), 168 (previous week of data—168 h), or 720 (previous month of data—720 h); (b) k: 24 (1-day forecast horizon), 168 (1-week horizon), or 720 (1-month horizon); and (c) f: 1, 45, or 57. The forecast results for different combination for these values (f, p, k) are reported separately in Section 4 and the Appendix A.

3.2. Models Description

This section presents the different models used in our research. The models have been grouped according to their characteristics. The presentation of results in Section 4 will follow the groups described here. The groups were the following:

- Classic machine learning models: We considered the following models: linear regression, random forest, gradient boosting, k-nearest neighbors, support vector regression, and AdaBoost. These models provide a good selection of machine learning models widely applied to STLF.

- Deep learning models: As already mentioned, deep learning models are currently the main trend in STLF. We applied various configurations of convolutional neural networks (CNN) and long short-term memory (LSTM) networks, a type of recurrent neural networks (RNN). The combination of CNN and LSTM networks has provided some of the best results, in accordance with the results obtained in other works applying the same configurations in other fields (network traffic analysis, video quality of experience, etc.) [6,7].

- Deep learning ensemble models: It is well-known that aggregating the capabilities of various estimators can increase their effectiveness in reducing errors and avoiding overfitting. There are several aggregation strategies, and boosting is one of the most important and provides state-of-the-art estimators. Bringing together boosting and deep learning has shown very good results in other forecasting problems [11]. The DL ensemble models included in this work follow the gaNet architecture [11], which is a deep learning boosting ensemble model specifically intended for time-series forecasting.

- Seq2seq models: The sequence to sequence model had its origins in the field of NLP, but it has been extended to many time-series prediction problems. It has rarely been used in STLF even when it provides good results when applied [48].

- Dynamic mode decomposition (DMD) models: These models attempt to approximate the non-linear latent drivers of a system by a linear transformation [4]. They are mainly applied in finance and fluid dynamics for both prediction and characterization of system behavior [3,54]. These models provide important information about the principal modes of the signal and their behavior. DMD is a technique that is currently attracting interest in STLF [5,55].

Figures 3–5 show different instances of the generic regression algorithm needed to transform the input sequence of p predictors into the output forecast sequence of length k. Figure 3 presents details of the models: classic ML, dynamic mode decomposition (DMD) and DL architectures. Figure 4 presents the details for the Seq2seq model with and without attention. Figure 5 presents the details for the ensemble models based on the gaNet architecture [11], which are deep learning ensemble configurations based on gradient boosting principles and are particularly suitable for time-series forecasting. These were the ensemble models used in this work.
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Figure 3. Detail of the models: classic ML, dynamic mode decomposition (DMD), and DL architectures.

Figure 4. Detail of the Seq2seq and Seq2seq + attention models.
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Figure 4. Detail of the deep learning ensemble models used in this work.

Figure 3 presents a schematic view of the ML, DL, and DMD models with an emphasis on showing the inputs received by the models and the generated outputs. We can observe how the inputs for the ML and DMD models are different to the inputs for the DL models, the reason being that DL models can receive vector-valued inputs, i.e., both LSTM [48] and 1D/2D CNN [47] models can receive a vector-valued sequence (with length p) where each timestep is represented by a vector of values. However, the ML and DMD models expect a sequence of scalar values (longitudinal data) as input; the way to transform the input data for these models is to flatten the vectors over all time-steps.

The DMD model [3,4] is different from the rest of the models since it has its origin in the study of dynamical systems, exploring the construction of a linear approximation to the dynamics of the system. It is a data-driven method based on approximating the temporal evolution of the system by a linear transformation given by a matrix (A). The eigenvectors and eigenvalues of this matrix define the dynamic modes of the system and their temporal evolution. The matrix A that defines the mapping between past (x_t) and future (x_{t+1}) snapshots of the system follows Equation (1). This expression can be extended to a complete set of snapshots obtained using the rolling window method presented in Figure 2. The snapshots set can be arranged in a matrix \( X \in \mathbb{R}^{p \times N} \), where p is the length of the snapshots and N is the number of snapshots obtained with the rolling window process. Likewise, a new matrix \( \hat{X} \) is created by selecting the same columns of X with a lag, i.e., if \( \hat{X}_i \) is the i column of matrix \( \hat{X} \), then \( \hat{X}_i = X_{i+1} \). Once X and \( \hat{X} \) are defined, we obtain Equations (2) and (3), where \( X^\dagger \) is the pseudo inverse of X. The eigenvectors of X define the dynamic modes of the system. The problem with Equation (3) is that the matrices involved are large and their computation is difficult. The DMD method provides a solution to obtain the eigenvectors of A by computing the singular value decomposition of X (Equation (4)) and the matrix \( \hat{A} \) (Equation (5)). The matrix \( \hat{A} \) can be considered as the linear best fit for our original system. The matrix \( \hat{A} \) has a much lower dimensionality than A, which allows us to easily obtain its eigenvalues (\( \Lambda \)) and eigenvectors (W) (Equation (6)). Finally, the eigenvalues of A are the same as the eigenvalues of \( \hat{A} \) [3] and the eigenvectors of A (denoted as \( \Phi \)) can be obtained from the previously obtained elements and computed following Equation (7).

\[
\begin{align*}
x_{t+1} &= A x_t \\
\hat{X} &= A X \\
A &= \hat{X} X^\dagger \\
X &= U \Sigma V^*; \hat{X} = \Lambda U \Sigma V^* \\
U^* \hat{X} V \Sigma^{-1} &= U^* A U = \hat{A}
\end{align*}
\]
\[ \tilde{A}W = W\Lambda \quad (6) \]
\[ \Phi = \tilde{X}\sqrt{\Sigma}^{-1}W \quad (7) \]

The previous presentation of DMD corresponds to a complete deployment of the algorithm. To further reduce computational needs, we can keep just the leading eigenvalues (\(\Lambda\)) and eigenvectors (\(W\)) of \(\tilde{A}\) while preserving most of the decomposition energy \([3,4]\). In this way, we reduce the dynamics of the system to its main eigenvalues and its corresponding eigenvectors (\(\Phi\)). In Section 4, we present the main eigenvectors of the DMD decomposition for our data set for different rolling window lengths (\(p\)).

DMD allows us to implement forecasts \([3,4]\) using Equation (8), where \(x_t\) is a forecast for time \(t\), \(\Lambda^t\) is the power \(t\) of the diagonal matrix \(\Lambda\), which is easily computed, and \(b_0\) is an initial condition obtained by multiplying the inverse of the matrix \(\Phi\) with the initial snapshot (first column) \((X_0)\) of the matrix \(X\):

\[ b_0 = \Phi^{-1}X_0; \quad x_t = \Phi\Lambda^tb_0 \quad (8) \]

As shown in Section 4, the DMD algorithm is not particularly efficient at forecasting, but it is very useful for identifying the fundamental modes and temporal behavior of a time series.

The classic ML models with best combined performance results, considering both the forecasting metrics and execution times, are: linear regression (LR) and random forest (RF) \([13]\). They are well-known ML models. They are robust, fast and do not require intensive hyperparameter tuning and are good at preventing overfitting. These models are particularly interesting for very short-term forecasts (Section 4). However, they experience problems with large values of the parameters \(p\) and \(f\) that produce large input vectors, since the inputs of these models are the predictors arranged as a flat vector. This has an impact on memory problems and computational times. Furthermore, these models allow a single prediction output, thus requiring as many regressors as outputs with a significant impact on training times for multi-step ahead forecasts, as is our case.

The DL models considered follow two configurations, depicted in Figure 3: (a) recurrent networks formed by one LSTM layer or two stacked LSTM layers plus a fully connected (FC) final layer, or (b) networks formed by a combination of 1D-Convolutional (1D-Conv) layers (between one to three) followed by one or two LSTM layers and a final FC layer. These two configurations have shown very good classification and regression performance in other fields \([6,7]\), as well as other time-series forecasting problems \([11]\). We also explored the use of 2D-Conv layers instead of the 1D-Conv (common for time-series) layers by transforming the input sequence of vectors into a matrix that is interpreted as a pseudo-image, following the approach in \([7]\). Contrary to the good performance of this approach in other fields, in this case the results obtained by the architecture 2D-CNN + LSTM were not as good as expected (Figure A1—Appendix A).

The number of epochs used for training all models was 100, with an early-stop criteria established in 10 epochs without improvements. The batch size was 20 samples. We used a ReLU activation function for all layers, except the last layer with a linear activation. The loss function used was the mean squared error. There is a growing interest in the automatic hyperparameter optimization using AutoML techniques \([56–58]\). The extensive search of deep learning architectures proposed in this work could be applied to these new techniques and be the object of possible future research. The high demands for time and computational resources of these techniques must be considered to evaluate their suitability in each case. For this research, we opted for the selection of values based on heuristics and previous experience.

Sequence-to-sequence models (Seq2seq) (Figure 4) \([8]\) originated in the NLP field to handle sequences of categorical values (words). They consist of two blocks: encoder and decoder. The encoder creates a latent representation (embedding) of the input, and the decoder uses the embedding to construct the forecast. The forecast is generally done in an iterative process where the values of the successive forecasts are entered as input for the
next forecast. The structure of the encoder and decoder layers is usually (but not necessarily) similar and employs a recurrent (LSTM) and fully connected layer. The addition of other types of layers is also possible to facilitate representation learning, such as convolutional layers. An attention mechanism \cite{9,10} can be added to the Seq2seq model. The “attention” consists of a distance (similarity) comparison between the forecast and intermediate values connected to the past inputs, that is, the previous \( p \) predictor values. When the similarity operation is differentiable, we name it soft attention, and hard attention when it is not. In our case, we used soft attention with a softmax applied to the dot product between the forecast and the \( p \) intermediate values produced by the encoder (associated with the \( p \) values used as predictors). The result of this dot product plus softmax operation was applied to a fully connected layer that produced the final forecast.

The DL ensemble model used in this work follows the gaNet architecture \cite{11} which is based on the creation of an estimator by aggregating blocks formed by small DL networks (Figure 5). All blocks are arranged in sequence, all sharing the same input. The output from the first block is aggregated to the output from the following blocks until the final output is produced. The aggregation process begins with a fixed value (usually an average of the expected results). The aggregation function used is the sum, but other functions such as the mean or maximum value can also be used. It is important to note that all blocks are trained together end-to-end using gradient descent.

In the basic gaNet model, all blocks have the same layer configuration (architecture) and all blocks in the sequence are similar, but not identical, as random initialization of their weights and end-to-end training will induce different weights in each of the blocks. There are also variants on this basic configuration by allowing different block architectures as well as other training options. In \cite{11}, the gaNet model is presented in detail with several variants (types), according to whether: the blocks architecture are all identical or not, if they share their weights, or if the loss function is a unique function or is formed by adding the loss functions of the intermediate outputs. Considering all the variants in \cite{11}, we chose only two that we named ensemble Type I and II, and that corresponded to types III and IV in \cite{11}. The ensemble model Type I is made up of identical blocks where each block is formed by small DL networks consisting of 1D-Conv, LSTM, and FCN layers. We also differentiated a subgroup of Type I models when all the blocks shared their weights. In this case, we had blocks not only with identical architecture but with identical weights. It is interesting to investigate this specific subgroup because they are models with very few weights, which can be important to avoid overfitting. In the ensemble Type II model, blocks are separated into groups where each group can have a different architecture, with all blocks in the same groups sharing the same architecture. For this model, we indicate separately the number of repetitions of identical blocks per group. There is freedom in the number of groups and blocks per group. In this case, blocks with similar architectures could also share weights, but it is a possibility that has not been explored.

We deviated from the original Type II models presented in \cite{11} where all blocks shared the same inputs, by allowing blocks with different architectures to receive different inputs. In this case, we used three different types of inputs: (a) a sequence of scalars formed exclusively by the load values that corresponds to a value of the parameter \( f \) equal to 1, (b) a sequence of vectors formed by the load values plus the date/time features that corresponds to a value of the parameter \( f \) equal to 45, and (c) a sequence of vectors formed by the load values plus the date/time and weather features that corresponds to a value of the parameter \( f \) equal to 57. All these options are presented in the results tables in Section 4 and Figure A1 (Appendix A), and, in those cases where there are different inputs per block, we have marked that in the tables by an NA in the \( f \) column, reporting the type of input associated with each block by an additional letter within a parenthesis and immediately after the layer type. Possible values for these additional letters are: an (L) for inputs formed exclusively by the load values, a (D) for inputs formed by the load plus the date/time features, and a (A) for inputs formed by the load plus the date/time and weather features.
4. Results and Discussion

The objective of this work was to assess the suitability of the different models for STLF. In this section, we present in detail the forecast performance metrics obtained by the different models considered for this research. An additional aim was to present together (and under homogeneous evaluation criteria) the results obtained by classic ML models and new time-series forecasting methods, with an emphasis on novel techniques, which originated in other fields and which have not been applied, or have rarely been applied, to STLF, i.e., models that integrate ideas from deep learning with gradient boosting and ensemble architectures (gaNet) [11], and models based on dynamical systems analysis techniques (DMD) [3–5]. The analyzed models are presented in detail in Section 3.2.

Several forecast performance metrics were considered: mean square error (MSE), mean absolute error (MAE), median absolute error (MAD), coefficient of determination ($R^2$), relative root mean squared error (RRMSE), and symmetric mean absolute percentage error (sMAPE). The definition of the performance metrics were based on the following definitions (Equations (9)–(12)), where: $Y$ corresponds to the ground-truth values, $\hat{Y}$ is the predicted values, $\bar{Y}$ is the mean values of $Y$, $Y_i$ represents each particular ground-truth value and $\hat{Y}_i$ represents each particular predicted value, and $N$ is the number of samples:

$$MSE = \text{Mean} \left( (Y - \hat{Y})^2 \right); \quad MAE = \text{Mean} \left( |Y - \hat{Y}| \right); \quad MAD = \text{Median} \left( |Y - \hat{Y}| \right)$$

$$RRMSE = \frac{\sqrt{\sum_{i=0}^{N} (Y_i - \hat{Y}_i)^2}}{\sqrt{\sum_{i=0}^{N} (Y_i)^2}}$$

$$R^2 = 1 - \frac{\sum_{i=0}^{N} (Y_i - \hat{Y}_i)^2}{\sum_{i=0}^{N} (Y_i - \bar{Y})^2}$$

$$sMAPE = \frac{100}{N} \sum_{i=0}^{N} \frac{|Y_i - \hat{Y}_i|}{|Y_i| + |\hat{Y}_i|} \%$$

All metrics have values greater than zero with no upper limit, except $R^2$ that has an upper limit of 1 with no lower limit, and sMAPE which has an upper limit of 200%. In all cases, the smaller the value, the better the result, except the $R^2$ metric, where the relationship is the opposite. $R^2$ provides an indication of the variance explained by the model. A value of 1 corresponds to a perfect fit of the model to the real data, a value of zero indicates a dummy prediction always using the mean value, and a negative value a worse prediction than always choosing the mean. The other metrics (MSE, MAE, MAD, sMAPE, and RRMSE) are error metrics, and they are always positive, with the best result for a value of zero. We considered especially important the metrics $R^2$, RRMSE and sMAPE, since they are metrics representing a ratio between the error and the actual values.

All results provided in this section were obtained with the test set presented in Section 3.1. The results are given after inverting the scale (in the range [0,1]) performed for training. Therefore, the results are based on unscaled load values, which can be especially important for metrics based on actual values and not on ratios (e.g., MSE, MAE, MAD). We provide an extensive analysis of results for different values of the parameters: $k$ (number of forecast values), $p$ (number of predictor time-slots), and $f$ (length of features used as predictors).

Figures 6–8 show the forecast metrics for the different models (Section 3.2), and for different values of the parameters $f$, $p$, and $k$. They present the data in two sections, with the upper section presenting the raw data with a color-code format, and the lower section showing a subset of the data in a bar chart format. The bar charts below the tables present the sMAPE metrics (average, T-0 and T-23) for some of the best performing models in the corresponding table. These tables present the metrics using a color code to easily show where the best values are. Color coding uses a color palette where the greenest color
is for the best result and the reddest is for the worst. Color coding was applied column-wise to compare results for the same metric. Figure 6 presents all the results for the Seq2seq and Seq2seq + attention models. Figures 7 and 8 present the results for the rest of the models, Figure 7 for a $f$ value equal to 45, and Figure 8 for an $f$ value equal to 1. Metric values are provided for the forecasts of the first (T-0) and the last (T-23) time-slots, in addition to the average of forecasts for all (24) predicted time-slots. The last two columns provide the training and test times for all models.

![Image](image.png)

**Figure 6. (Upper section):** forecast metrics for the average, first (T-0), and last (T-23) predicted time-slots using Seq2seq with and without an attention mechanism. The table is color-coded along columns with colors between red and green corresponding to the worst and best results, respectively. **(Lower section):** bar chart for sMAPE metrics for some of the best performing models from the upper table.
Figure 7. (Upper section): forecast metrics for the average, first (T-0), and last (T-23) predicted time-slots using DL, ML, and ensemble models for a fixed number of values per predictor (f = 45). The table is color-coded along columns with colors between red and green corresponding to the worst and best results, respectively. (Lower section): bar chart for sMAPE metrics for some of the best performing models from the upper table.
The best results for the Seq2seq models were achieved when using only recurring networks (one or two LSTM layers) while the inclusion of convolutional layers deteriorates the forecast. Seq2seq models (Figures 6 and A1 (Appendix A) present some of the best results for very short-term forecasts and worst for average and long-term forecasts. These models have difficulty converging with \( f \), equal to one with their best results with \( f \) equal to 45.

The results for DL, ML, and ensemble models, with an \( f \) value equal to 45, are shown in Figure 7 and the Appendix A. For this value of parameter \( f \), the best performing models
were classic ML models. A combination of two CNN layers and two LSTM appeared to provide a performance similar to random forest and linear regression. The ensemble models did not give a good performance either.

The results for DL, ML, and ensemble models, with an $f$ value equal to 1, are shown in Figure 8 and the Appendix A. The results in this figure are very different from the results in Figure 7, despite being the same models with a different value for parameter $f$. In Figure 8, we obtain most of the best results obtained in this work. The best performing model types were DL and ensemble models for long-term forecasting and average results, while for short-term results, the classic ML and Seq2seq models were best. It is interesting how the combination of CNN and LSTM layers produced some of the best performance models, since this result is very different from what happens in Seq2seq architectures, for which these layer combinations provide very poor results.

A conclusion drawn from the results in Figures 6–8 is the importance of the impact of the rolling window length and the number of features associated with the time-slots. Another is that the best specific sequence of layers for a deep learning architecture depends on the type of model, making it impossible to establish a priori a better architecture for all types of models.

In all the tables in Figures 6–8, the description of the models includes the number and type of layers used: CNN, LSTM, and fully connected layers (FC), forming a sequence separated by the + sign. The ensemble models follow the gaNet architecture [11] which is formed by repeating blocks where the configuration of each repeating block is included in parentheses with an asterisk and a number to the right of the parentheses that indicates the number of repetitions of the block. Ensemble Type II models that are made up of different blocks with a possibly different architecture per block can also have different types of inputs per block; in those cases where there are different inputs per block, we have marked that in the tables by an NA in the $f$ column, reporting the type of input associated with each block by an additional letter within parentheses and immediately after the layer type (LSTM or 1D-CNN). Possible values for these additional letters are: an (L) for inputs formed exclusively by the load values, a (D) for inputs formed by the load plus the date/time features, and a (A) for inputs formed by the load plus the date/time and weather features.

Table 1 provides a summary table with a ranking of the three best models for the three most important metrics ($R^2$, RRMSE, and SMAPE) plus training and test times. Similar to Figures 6–8, metric values are provided for the forecasts of the first (T-0) and the last (T-23) time-slots, in addition to the average of forecasts for all (24) predicted time-slots.
The main findings of the work, as conclusions from Table 1, are:

- The best value for parameter $p$ seems to be 168, i.e., having a rolling window length of 1 week, it appears that shorter and longer values do not generally provide the best results. The exceptions are Seq2seq models, which prefer a value of 24 (1 day), and some deep learning models that combine a CNN with an LSTM, for which 720 (1 month) is the preferred length.
- The best number of features associated with each time-slot seems to be one, i.e., to use the load value exclusively. The exception is again the Seq2seq models which prefer to have the date features additionally. The behavior of logistic regression is confusing in this regard because they obtain best results with both 1 and 45 features/time-slot.
• For near-term forecasts (prediction of the following value), the linear/simple models, as linear regression, provide the best results when using a large enough number of predictors ($p = 128$) and a simple scalar predictor value ($f = 1$), which is the electric load. In this scenario, another model providing the best results is the Seq2seq+attention model with a smaller number of predictors ($p = 24$) and the full vector of predictor values ($f = 45$).

• For longer-term forecasts, the deep learning models with one or two LSTM layers provide the best results. Another model with excellent performance is a model combining 1D-CNN layers and LSTM layers. The model with the best sMAPE metric is an ensemble Type II model with a small number of dense and LSTM blocks. In all these cases, the best results are obtained with a large number of predictors ($p = 168, 720$) and a smaller number of values per predictor ($f = 1$).

• Considering the average results for the 24 predicted values, the best results are obtained for: (1) ensemble Type II models with a small number of dense and LSTM blocks, (2) ensemble Type I models with a small number of dense blocks, and (3) combined 1D-CNN and LSTM layers with $p = 720$. All these results are obtained with the smaller number of values per predictor ($f = 1$).

• Interestingly, multiple output models can produce better results for distant forecasts than single output models (classic ML models) even when the latter models have a specific regressor to predict each output. This is a demonstration of the great correlation between the outputs that a single model can learn, while $k$ independent regressors lose this valuable information.

In Figure A1 (Appendix A), a complete table is provided, integrating the results from Figures 6–8 into a single one. The Table in the Appendix A contains additional results that are not shown in Figures 6–8, with the intention to simplify them by not showing the worst performing models.

Another interesting result is that including additional features (date/time, weather) should provide an improvement in the results due to the strong correlation between weather and electricity consumption. Nevertheless, this influence turned out to be less significant than anticipated, with most models performing better simply by using the past load values. An explanation could be obtained from the results presented in previous works showing that the influence of weather data is more noticeable as the forecast period increases [36,37], and their influence is small for a forecast horizon of a few hours [37].

It is interesting to analyze the evolution of the forecast metrics for the different time-ahead time-slots. This evolution depends mainly on the forecasting model, and it can range from a monotonous decreasing line to a decreasing exponential, and it can have intermediate plateaus where the performance is almost constant regardless of the prediction time distance. In all cases, the performance metrics experience a decline when the forecast is for a longer time interval, as intuitively expected. Figure 9 presents the evolution of the forecast metrics for different $k$-ahead forecasts for two of the best models for average forecasting (Table 1) and Figure 10 for another two of the best models for near-term forecasting (Table 1).
Figure 9. Forecast metrics for successive predicted time-slots for models: ensemble Type II ((1 LSTM + 2 FC) * 2 + (4 FC) * 2) \((f = 1, p = 168, k = 24)\) (left) and DL architecture (2 1D-CNN + 1 LSTM + 1 FC) \((f = 1, p = 720, k = 24)\) (right).

Figure 10. Forecast metrics for successive predicted time-slots for models: classic ML, (linear regression) \((f = 1, p = 168, k = 24)\) (left) and Seq2seq + attention (2 LSTM + 1 FC) \((f = 45, p = 24, k = 24)\) (right).

It is interesting to analyze the impact of the rolling window length (parameter \(p\)) on the forecast performance metrics. Figure 11 presents the impact on the performance metrics with a rolling window length between 24 (1 day) and 1440 h (60 days). In Figure 11, a vertical red line marks an interval of one week (168 h). A performance improvement is obtained by increasing the value of \(p\) up to a value of 168 (1 week of rolling window length); from this point, the improvement is much smaller, and even decreases with a
value greater than 720 (4 weeks). This behavior explains why the best results were obtained with a p value between 168 and 720. The Seq2seq models are an exception in this case due to their difficulties in handling large input vectors.

Figure 11. Influence of the rolling window length (p) on different forecast metrics (MSE, MAE, MAD, $R^2$, SMAPE and RRMSE), obtained with the DMD model. The range of values for p is between 24 (1 day) and 1440 h (60 days).

It may also be of interest to investigate the evolution of the loss function during training. Figure 12 provides this evolution for one of the deep learning architectures ((1 LSTM + 1 FC) ($f = 1, p = 168, k = 24$)), using the mean squared error (MSE) loss. In general, we observed that after 20–30 epochs, most of the models converged smoothly, with the Seq2seq and ensemble models experiencing the most difficulties in their convergence.

Figure 12. Training (blue line) and validation (green line) MSE loss evolution for successive epochs while training (model: DL architecture (1 LSTM + 1 FC) ($f = 1, p = 168, k = 24$)).

To provide a visual indication of the quality of the 24 h forecast, Figure 13 shows a comparison between real (ground-truth) load signals and their forecasts as we increase the forecast time horizon. The different diagrams are 24 h time windows taken at random points in the test set. The forecast follows the real signal almost perfectly to a point where it
begins to drift. The drift point is different for different samples, with some signals perfectly followed almost all the time and others beginning to separate in the initial forecasts. In all cases, the forecast signal is a smoothed version of the real one.

![Comparison between real 24 h load signals (blue lines) and their forecasts (orange lines) for data in the test set (model: ensemble Type II ([1 LSTM + 2 FC] * 2 + (4 FC)*2) (f = 1, p = 168, k = 24)).](image)

**Figure 13.** Comparison between real 24 h load signals (blue lines) and their forecasts (orange lines) for data in the test set (model: ensemble Type II ([1 LSTM + 2 FC] * 2 + (4 FC)*2) (f = 1, p = 168, k = 24)).

Figures 14–17 present the ability of the DMD algorithm to identify the structure of the time-series (load values). Figure 14 shows the evolution of the signal energy (sum of squares of principal eigenvalues) in relation to the total signal energy (sum squares of all eigenvalues). We observe that to achieve a 99% total signal energy, generally a few eigenvalues are sufficient. In particular, for our dataset, 10 eigenvalues (modes) are sufficient to capture the 99% of total signal energy for a rolling window of 24 and 168 h, and 16 eigenvalues for a rolling window of 720 h.

![Graph showing the total energy of the signal captured by the linear DMD approximation versus the number of eigenvectors (modes) used to implement the transformation. This graph was obtained with a rolling window of 24 h, and is very similar to the graph for a rolling window of 168 h.](image)

**Figure 14.** Graph showing the total energy of the signal captured by the linear DMD approximation versus the number of eigenvectors (modes) used to implement the transformation. This graph was obtained with a rolling window of 24 h, and is very similar to the graph for a rolling window of 168 h.
Figure 15. Principal eigenvectors ($\Phi$) of the DMD algorithm (best linear mapping) for the temporal evolution of the load values. The eigenvectors are in order of importance (according to their corresponding eigenvalues) and represent the main modes of temporal evolution of the time-series. They clearly show the strong intra-day periodicity of the load values. The values shown correspond to a rolling window of 24 h (1 day).

Figure 16. Principal eigenvectors ($\Phi$) of the DMD algorithm (best linear mapping) for the temporal evolution of the load values. The eigenvectors are in order of importance (according to their corresponding eigenvalues) and represent the main modes of temporal evolution of the time-series. They clearly show the strong daily periodicity of the load values. The values shown correspond to a rolling window of 168 h (1 week).
Figure 17. Principal eigenvectors (Φ) of the DMD algorithm (best linear mapping) for the temporal evolution of the load values. The eigenvectors are in order of importance (according to their corresponding eigenvalues) and represent the main modes of temporal evolution of the time-series. They clearly show the strong daily/weekly periodicity of the load values. The values shown correspond to a rolling window of 720 h (1 month). In this case, 16 eigenvectors were needed to capture 99% of the total signal energy.

Figures 15–17 show the principal eigenvectors (Φ) of the DMD algorithm for the temporal evolution of the load values and for different rolling window lengths (24, 168, and 720 h). The eigenvectors are in order of importance (according to their corresponding eigenvalues) and represent the main modes of temporal evolution of the time-series. They show the strong periodicity of the load values at different levels of granularity: intra-day, daily, and weekly.

We implemented all the neural network models (deep learning, Seq2seq, attention, and gaNet) in python using Tensorflow/Keras [59]. For all other models, we used the scikit-learn python package [60].

5. Conclusions

This work provides a comprehensive analysis of a significant number of novel forecasting models from different fields and areas of research, exploring reduced-order dynamical systems techniques (DMD), classic ML models (linear regression, random forest, gradient boosting, k-nearest neighbors, support vector regression, and AdaBoost), DL models (convolutional and recurrent architectures and their combination), DL sequence to sequence models (Seq2seq with and without attention), and specific DL ensemble models (gaNet). All techniques were applied to a unique dataset obtained from real data from a Spanish utility, which implies having a homogeneous set of results that allows a systematic comparison between models.
Some of the models analyzed have been widely applied to STLF (e.g., classical machine learning models), while others have rarely been applied (e.g., sequence to sequence, attention, DMD), and some of them have been applied for the first time to STLF, as far as we know (e.g., deep learning ensemble models specifically suitable for time-series forecasting, and specific configurations combining convolutional and recurring layers).

The main conclusions obtained from this work are the following: (a) A rolling window of 1 week appears to be the best value for most models, and longer and shorter values do not, on average, provide better results. (b) Another interesting result is that including additional features (date/time, weather) could provide an improvement in the results in some scenarios, but not in general, the models that obtain better results simply using the past values of load being more numerous. (c) For very-short term forecasts, it is important to note that simple linear models and Seq2seq architectures provide better results than more complex models. (d) For longer-term forecasts, deep learning models consisting of convolutional layers followed by recurrent layers provide the best results, better than pure convolutional or recurrent networks and similar, in forecasting performance in DL ensemble models (gaNet). (e) When the focus is to have good average forecasts, considering both very short-term and medium-term forecasts, the best models are DL ensemble models (gaNet), followed by CNN/RNN network combinations.

This work also validates the importance of deep ensemble models and how they provide better performance results for predictions with increasing degrees of uncertainty. It corroborates other studies that try to understand the foundations of this behavior, considering different points of view. This work presents a specific deep ensemble model that originated by combining ideas from gradient boosting and residual networks [11] and demonstrates the results from other ensemble architectures [27,61] where emphasis is placed on the random initialization of the different ensemble entities.

As already mentioned, the electrical sector is a critical infrastructure and therefore one of the main industries exposed to security and fraud attacks, i.e., DDoS (distributed denial of service) cybersecurity threats. It could also be vulnerable to so-called ransomware cybersecurity attacks, where the attacker hijacks (typically through encryption) customer data that can only be recovered after payment to the attacker. One specific threat scenario is related to charging and billing. In smart grids, the central billing system receives customer consumptions from so-called smart meters through communication technologies. It also receives aggregated consumptions from intermediate elements of the grid (substations at district level, city distribution level). A cybersecurity attack could target both the billing system and the individual smart meters, preventing the electrical utility from knowing how much electricity has been consumed by the customers. An electrical company would lose a significant amount of money if it was not able to bill its customers, and the attacker could ask for an important ransom. However, thanks to machine learning, the electrical company could estimate the consumption made based on historical data, and therefore, minimize the incentive of the attacker to ask for a ransom, and if the attack is executed in any case, make a provisional billing based on an accurate estimation. With the current dataset, estimations are made at the small city level, because consumption data from individual smart meters are much more restrictive from a General Data Protection Regulation (European Union) data privacy perspective. As a future line of study, research could be extended with anonymized personal identifiable information.

Considering the experience gained with deep learning models applied to time-series forecasting from the perspective of a multivariate multi-output regression problem, we plan to extend the experiments with novel deep learning sequential models, such as transformers [62]. Another future work will be to build controlled perturbation-based experiments to demonstrate the capabilities of STLF as a security/threat indicator.
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**Appendix A**

In this annex is presented the complete set of results from which the most important results and conclusions have been extracted.

The table below shows all the forecast performance metrics for the average, first (T-0), and last (T-23) predicted time-slots using DL, ML, and ensemble models. The average is obtained along the 24 predicted values (k = 24). Different number of predictors (p) and network architectures are considered for a fixed number of values per predictor (f = 1). The table is color coded (column-wise) with a green–red palette corresponding to best–worst results. Section 3.2 provides how to interpret the description of the models and their groups. The last two columns provide the training and test times for all models.
| Model Type | Ensemble Type | Type I | Type II | Average | MSE | MAE | MAD | R² | sMAPE | RRMSE |
|------------|---------------|--------|---------|---------|-----|-----|-----|----|-------|-------|
| Linear Regression | Ensemble Type I | | | | | | | | | |
| Support Vector Regression | Ensemble Type I | | | | | | | | | |
| Gradient Boosting | Ensemble Type I | | | | | | | | | |
| KNN | Ensemble Type I | | | | | | | | | |
| (1 LSTM(D) + 2 FC) + (4 FC) | | | | | | | | | |
| (1 LSTM(A) + 2 FC) + (4 FC) | | | | | | | | | |
| (1 LSTM(L) + 2 FC) + (4 FC) | | | | | | | | | |
| (1 LSTM(L) + 2 FC) + (4 FC) | | | | | | | | | |
| 2D-CNN (MaxPooling) + 1 FC | | | | | | | | | |
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