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Abstract

This paper develops a novel approach to obtaining energy-efficient transmission schedules for delay-limited bursty data arrivals under non-ideal circuit power consumption. Assuming a-prior knowledge of packet arrivals, deadlines and channel realizations, we show that the problem can be formulated as a convex program. For both time-invariant and time-varying fading channels, it is revealed that the optimal transmission between any two consecutive channel or data state changing instants, termed epoch, can only take one of the three strategies: (i) no transmission, (ii) transmission with an energy-efficiency (EE) maximizing rate over part of the epoch, or (iii) transmission with a rate greater than the EE-maximizing rate over the whole epoch. Based on this specific structure, efficient algorithms are then developed to find the optimal policies that minimize the total energy consumption with a low computational complexity. The proposed approach can provide the optimal benchmarks for practical schemes designed for transmissions of delay-limited data arrivals, and can be employed to develop efficient online scheduling schemes which require only causal knowledge of data arrival and deadline realizations.
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I. INTRODUCTION

To prolong the operating lifetime of many battery powered commercial and tactical wireless (e.g., sensor) networks, energy-efficiency has appeared to be a critical issue. Energy-efficient resource allocation strategies were extensively pursued in [1]–[5], where the goal is to minimize the transmission energy expenditure subject to average rate or delay constraints. Such an energy minimization is carried out over an infinite horizon and does not directly translate into quality-of-service (QoS) guarantees over finite time intervals. For QoS provisioning over finite time intervals, [6] considered minimizing the transmission energy for bursty packet arrivals with a single strict deadline. It was shown that a so-called lazy scheduling is the most energy-efficient by properly selecting minimum transmission rates for arriving packets under the causality constraints. Generalizing the lazy-scheduling, a calculus approach was proposed to find the optimal data departure curve (thus the optimal rate schedule) for packet arrivals with individual delay constraints, by the trajectory of letting a string tie its two ends and then taut between the data arrival and minimum departure curves [7], [8]. The approaches in [6]–[8] only apply to packet transmissions over time-invariant channels. Assuming a one-packet-per-slot arrival process and the same delay requirement for all packets, a recursive “Constrained FlowRight” algorithm was developed to find the energy-efficient scheduling over time-varying fading channels in [9]. For arbitrary packet arrival process and delay constraints, an efficient algorithm was put forth to find the optimal rate control strategy over time-varying wireless channels with a low computational complexity [10].

All the works [1]–[10] assumed an ideal (negligible) circuit-power model. This holds for typical
long-range transmissions. However, for short-range wireless (sensor) networks, non-ideal circuit power consumption due to signal processing (filters, DSP, oscillators, converters, etc.) needs to be taken into account; yet, there are few studies on the effects of the non-ideal circuit power on energy-efficient transmission policies for delay-limited data packets. In a different yet relevant context, [11]–[13] investigated sum-throughput maximization for packet transmissions over time-invariant channels subject to the causality and battery-capacity constraints due to an energy harvesting (arrival) process. However, these algorithms are inapplicable to addressing the critical issue of optimizing the energy efficiency for transmissions of delay-sensitive packets in general situations where energy harvesting does not take place and batteries are the only source of energy.

In this paper, we develop a novel unified approach to obtaining energy-efficient transmission schedules for bursty data packets with strict deadlines given the non-ideal circuit power consumption. Assuming that full knowledge of channel state, packet arrivals and deadlines is available a-prior, we consider the optimal (offline) policies that minimize the total energy consumption. Through a judicious convex formulation and the resultant optimality conditions, we reveal the structure of the optimal schedule. Specifically, we show that the optimal transmission between any two consecutive data or channel state changing instants (referred to as an epoch) can only take one of the three (“off”, “on-off”, “on”) strategies: (i) no transmission, (ii) transmission with the energy-efficiency (EE) maximizing rate $r_{ee}$ over a portion of the epoch, (iii) transmission with a rate $r > r_{ee}$ over the whole epoch. Based on this structure, we propose an efficient “clipped string-tautening” algorithm to find the optimal transmission policy with a low computational complexity for a time-invariant channel. Interestingly, it is shown that the calculus approach [7] can be modified to find the optimal policy; namely, the optimal data departure for the general non-ideal circuit-power case can be obtained by simply adjusting the ideal-case data departure in accordance to the EE-maximizing rate value. The proposed approach is then generalized to time-varying channels. In this case, it is
shown that the optimal transmit-power allocation admits a multi-level water-filling form, where the water-levels can be obtained by a “clipped water-tautening” procedure. Our approach provides the optimal benchmarks for practical schemes designed for transmissions of delay-limited data arrivals over time-invariant and time-varying channels. It can be also employed to develop efficient online scheduling schemes which require only causal knowledge of channel state, data arrival and deadline realizations.

The rest of the paper is organized as follows. Section II describes the system models. Section III and IV present the proposed approaches to energy-efficient transmissions of delay-limited bursty data packets over time-invariant and time-varying channels, respectively. Section V provides the numerical results to evaluate the proposed schemes, followed by a conclusion in Section VI.

II. System Models

Consider a wireless link with complex-valued baseband equivalent channel coefficient $h$. Assume without loss of generality (w.l.o.g.) that the noise at the receiver is a circularly symmetric complex Gaussian (CSCG) random variable with zero mean and unit variance. Given a transmit-rate $r$, we adopt the well-known Shannon-capacity formula as the minimum required transmit-power function:

$$P(r) = \frac{1}{|h|^2}(e^r - 1).$$

(1)

Note that the Shannon formula is only used for specificity. It has been shown that with many modulation and coding schemes, transmit-power is an increasing and strictly convex function of the transmission rate. Our approach in fact applies generally to any of these power functions $P(r)$.

A. Data Arrival and Deadline Processes

Consider a wireless link with data packets transmitted from a transmitter to a receiver. We say that the data state changes when new data packets arrive or a data deadline is reached. As shown in
Fig. 1, over the entire transmission interval $[0, T]$, assume that there are $N + 1$ data state changing instants $0 = t_0 < t_1 < t_2 < \cdots < t_N = T$. We refer to the time interval between two consecutive data state changing instants as an epoch; the length of the $n$th epoch is $L_n = t_n - t_{n-1}$, $n = 1, \ldots, N$.

The packet arrival process is modeled by a set $\mathcal{A} := \{(\alpha_i, a_i) : i = 0, \ldots, |A|\}$, as illustrated by the red bricks in Fig. 1, where $A$ denotes the number of data arrival events, $\alpha_i$ denotes the epoch index of the $i$th arrival time, and $a_i$ denotes the number of packets arriving at $t_{\alpha_i}$, $i = 0, \ldots, |A|$, where $|\cdot|$ denotes cardinality. Let $\mathbb{N}$ and $\mathbb{N}^+$ denote the sets of non-negative and positive integers. Clearly, we have $\alpha_i \in \mathbb{N}$. Let $\alpha := \{\alpha_0, \alpha_1, \ldots, \alpha_A\}$ with $0 = \alpha_0 < \alpha_1 < \cdots < \alpha_A = N$ for convenience. Let $a := \{a_0, a_1, \ldots, a_A\}$. For the number of arrivals at $\alpha_i$, we clearly have $a_i \in \mathbb{N}^+$. Since the last time instant for packet transmission is $N - 1$, no packets should be allowed to arrive at $\alpha_A = N$; hence, we must have $a_A = 0$. We include the pair $(\alpha_A, a_A) = (N, 0)$ for the ease of problem formulation and algorithm development.

The deadline requirements for the packets are described by another set $\mathcal{D} := \{(\delta_j, d_j) : j = 1, 2, \ldots, D\}$, as illustrated by the blue bricks in Fig. 1, where $D$ denotes the number of deadlines, $\delta_j$ denotes the epoch index of the $j$th deadline, and $d_j$ denotes the number of packets which should depart within $(t_{\delta_{j-1}}, t_{\delta_j})$ (we let $t_{\delta_0} = 0$ for convenience). Let $\delta := \{\delta_1, \ldots, \delta_D\}$, with $0 < \delta_1 < \cdots < \delta_D = N$ and $\delta_j \in \mathbb{N}^+$. Let $d := \{d_1, \ldots, d_D\}$ where $d_j \in \mathbb{N}^+$. The total number of
data packets arriving and transmitted over time interval $[0, T]$ is obviously $G := \sum_{i=0}^{A-1} a_i = \sum_{j=1}^{D} d_j$.

B. Non-Ideal Circuit Power Consumption

In short-range wireless networks, circuit power consumption for e.g. the AC/DC converter and radio frequency (RF) amplifier is non-negligible when transmit-power $P > 0$. When there is no data transmission, the transmitter could turn off the power amplifier and switch into a micro-sleep mode to avoid/reduce the circuit power consumption [14]. For the ease of description, we refer to the transmitter status with a transmit-power $P > 0$ and that with $P = 0$ as the “on” and “off” modes, respectively. In practical systems, the circuit power in the “off” mode is usually much smaller than it is in the “on” mode [15]. Hence, we can assume w.l.o.g. the circuit-power during the “on” and “off” modes to be $\rho > 0$ Watts and 0 Watt, respectively. The total power $P_{\text{total}}$ consumed by a transmitter is then [11], [15]:

$$P_{\text{total}} = \begin{cases} 
P + \rho, & P > 0, \\
0, & P = 0.
\end{cases}$$

III. Time-Invariant Channel

Consider first a static channel with time-invariant channel coefficient $h$. Due to the non-ideal circuit power consumption, the transmission can be turned on for only a portion of an epoch and turned off afterwards to save energy. Let $l^{on}_n = \{l^{on}_{1n}, l^{on}_{2n}, \ldots, l^{on}_{Nn}\}$ collect the “on” periods with length $0 \leq l^{on}_n \leq L_n$ in the $n$th epoch. Given that the power function $P(r)$ is convex, it was proved that the transmit-rate over the “on” period $l^{on}_n$ of each epoch $n$ should remain unchanged in the optimal policy [11]. Let $r := \{r_1, r_2, \ldots, r_N\}$ collect such invariant transmit-rates over the “on” period of each epoch. For a bursty data arrival process modeled by $(A, D)$, the energy-efficient

---

1The circuit power may also include a portion $\eta P$ proportional to the transmit power; and the total power $P_{\text{total}} = (1 + \eta)P + \rho$. It is clear that our framework readily carries over to this case.
transmission schedule is to select an optimal set of \( \{r_n, l_{on}^n\} \) such that the total energy consumed for delivery of the arriving data packets ahead of deadline is minimized; i.e., we wish to solve:

\[
\begin{align*}
\min_{r_n, l_{on}^n} & \sum_{n=1}^{N} [(P(r_n) + \rho) l_{on}^n] \\
\text{s.t.} \quad & (C1): \sum_{n=1}^{i-1} (r_n l_{on}^n) \leq \sum_{k=0}^{i-1} a_k, \quad i = 1, \ldots, A, \\
& (C2): \sum_{n=1}^{j} (r_n l_{on}^n) \geq \sum_{k=1}^{j} d_k, \quad j = 1, \ldots, D, \\
& (C3): r_n \geq 0, \quad 0 \leq l_{on}^n \leq L_n, \quad n = 1, \ldots, N.
\end{align*}
\]

Here, in addition to the trivial constraints (C3), (C1) presents the causality constraints: the number of packets \( \sum_{n=1}^{\alpha_i} (r_n l_{on}^n) \) transmitted before the \( i \)th arrival time instant must not exceed the number of available packets \( \sum_{k=0}^{i-1} a_k \) in the transmit buffer. (C2) presents the deadline constraints: the number of packets \( \sum_{n=1}^{\delta_j} (r_n l_{on}^n) \) transmitted before the \( j \)th deadline should be no less than the required number of packets \( \sum_{k=1}^{j} d_k \).

A. Convex Reformulation and Optimality Conditions

In the ideal circuit-power (\( \rho = 0 \)) case, it was shown that the transmitter is always on (i.e., \( l_{on}^n = L_n \)) in the optimal policy \([1]–[11]\). The optimal transmission schedule then reduces to an optimal rate control problem. With \( r_n \) as the only optimization variable, (3) is a convex program as long as \( P(r_n) \) is convex. However, in the general non-ideal circuit-power case, \( l_{on}^n \) is also a variable to be optimized. Since both \( P(r_n) l_{on}^n \) and \( r_n l_{on}^n \) are neither concave nor convex in \( (r_n, l_{on}^n) \), the problem (3) is non-convex. Yet, we next show that it can be reformulated into a convex program through a change of variables.
Define $\Phi_n := r_n l_n$. With $\Phi := \{\Phi_1, \ldots, \Phi_N\}$, we rewrite (3) as:

$$\min_{\Phi, l_n} \sum_{n=1}^{N} \left[ (P(\Phi_n l_n) + \rho)l_n \right]$$

s.t. $\sum_{n=1}^{N} \Phi_n \leq \sum_{k=0}^{i-1} a_k, \quad i = 1, \ldots, A,$

$\sum_{n=1}^{N} \Phi_n \geq \sum_{k=1}^{j} d_k, \quad j = 1, \ldots, D,$

$\Phi_n \geq 0, \quad 0 \leq l_n \leq L_n, \quad n = 1, \ldots, N,$

where we define $P(\Phi_n l_n)l_n = 0$ if $l_n = 0$. For any convex $P(r_n)$, $P(\Phi_n l_n)$ is called its perspective, which is a jointly convex function of $(\Phi_n, l_n)$ [16], [17]. Since the constraints are all linear, it then readily follows that (4) is a convex problem.

Let $\Lambda := \{\lambda_i, i = 1, \ldots, A, \mu_j, j = 1, \ldots, D\}$ where $\lambda_i$ and $\mu_j$ denote the Lagrange multipliers associated with the causality and deadline constraints, respectively. The Lagrangian of (4) is given by:

$$L(r, l_n, \Lambda) = \sum_{n=1}^{N} \left[ (P(\Phi_n l_n) + \rho)l_n \right]$$

$$+ \sum_{i=1}^{A} \lambda_i \sum_{n=1}^{\alpha_i} \Phi_n - \sum_{k=0}^{i-1} a_k - \sum_{j=1}^{D} \mu_j \left( \sum_{n=1}^{\delta_j} \Phi_n - \sum_{k=1}^{j} d_k \right)$$

$$= C(\Lambda) + \sum_{n=1}^{N} \left[ (P(\Phi_n l_n) + \rho)l_n - (\sum_{j=j_n}^{D} \mu_j - \sum_{i=i_n}^{A} \lambda_i) \Phi_n \right]$$

where we define $i_n := \arg \min \{ i : n \leq \alpha_i \}$, $j_n := \arg \min \{ j : n \leq \delta_j \}$, and $C(\Lambda) := -\sum_{i=1}^{A} \lambda_i \left( \sum_{k=0}^{i-1} a_k \right) + \sum_{j=1}^{D} \mu_j \left( \sum_{k=1}^{j} d_k \right)$.

Let $(\Phi^*, l^*_n)$ denote the optimal solution for (4) and $\Lambda^*$ the optimal Lagrange multiplier vector for its dual problem. Upon defining $w_n := \sum_{j=j_n}^{D} \mu_j^* - \sum_{i=i_n}^{A} \lambda_i^*$, we can derive from the Karush-
Kuhn-Tucker (KKT) optimality conditions that: \(\forall n\),

\[
(\Phi_n^*, l_n^*) = \arg \min \left[ (P(\Phi_n^* l_n^*) + \rho) - w_n \Phi_n \right]
\]

s.t. \(\Phi_n \geq 0, \ 0 \leq l_n^* \leq L_n\). \hfill (6)

In addition, the non-negative Lagrange multipliers \(\lambda_i^*\) and \(\mu_j^*\) satisfy the complementary slackness conditions:

\[
\begin{cases}
\lambda_i^* = 0, & \text{if } \sum_{n=1}^{\alpha_i} \Phi_n^* < \sum_{k=0}^{i-1} a_k, \quad i = 1, \ldots, A. \\
\sum_{n=1}^{\alpha_i} \Phi_n^* = \sum_{k=0}^{i-1} a_k, & \text{if } \lambda_i^* > 0;
\end{cases}
\]

\[
\begin{cases}
\mu_j^* = 0, & \text{if } \sum_{n=1}^{\delta_j} \Phi_n^* > \sum_{k=1}^{j} d_k, \quad j = 1, \ldots, D. \\
\sum_{n=1}^{\delta_j} \Phi_n^* = \sum_{k=1}^{j} d_k, & \text{if } \mu_j^* > 0;
\end{cases}
\]

Let \(r_n^* = \frac{\Phi_n^*}{l_n^*}\) if \(l_n^* > 0\), and \(r_n^*\) take an arbitrary non-negative value when \(l_n^* = 0\), \(\forall n\). It is obvious that \((r_n^*, l_n^*)\) is the optimal solution to (3). From (6)–(8), the sufficient and necessary optimality conditions for (3) are:

\[
(r_n^*, l_n^*) = \arg \min \left[ P(r_n) + \rho - w_n r_n l_n^* \right] \quad \forall n.
\]

s.t. \(r_n \geq 0, \ 0 \leq l_n^* \leq L_n\); \hfill (9)

\[
\begin{cases}
\lambda_i^* = 0, & \text{if } \sum_{n=1}^{\alpha_i} (r_n^* l_n^*) < \sum_{k=0}^{i-1} a_k, \quad i = 1, \ldots, A. \\
\sum_{n=1}^{\alpha_i} (r_n^* l_n^*) = \sum_{k=0}^{i-1} a_k, & \text{if } \lambda_i^* > 0;
\end{cases}
\]

\[
\begin{cases}
\mu_j^* = 0, & \text{if } \sum_{n=1}^{\delta_j} (r_n^* l_n^*) > \sum_{k=1}^{j} d_k, \quad j = 1, \ldots, D. \\
\sum_{n=1}^{\delta_j} (r_n^* l_n^*) = \sum_{k=1}^{j} d_k, & \text{if } \mu_j^* > 0;
\end{cases}
\]
B. Optimal Transmission Schedule

Next, we develop an efficient algorithm to find the optimal \((r^*, l_{on}^*)\) satisfying (9)–(11). Let \(P'(r_n)\) denote the first derivative of \(P(r_n)\). For any \(l_{on}^n > 0\), we can derive from (9) that

\[
r_n^* = \arg \min_{r_n \geq 0} [P(r_n) + \rho - w_n r_n].
\]  

(12)

As \(P(r_n)\) is strictly convex and increasing, this is equivalent to: \(P'(r_n^*) = w_n\). Substituting it into (9) implies:

\[
l_{on}^n = \arg \min_{0 \leq l_{on} \leq L_n} l_{on}^n [P(r_n^*) + \rho - P'(r_n^*) r_n^*].
\]  

(13)

Now we consider a bits-per-Joule EE-maximizing rate:

\[
r_{ee} = \arg \max_{r \geq 0} \frac{r}{P(r) + \rho} = \arg \min_{r \geq 0} \frac{P(r) + \rho}{r}.
\]  

(14)

Note that since \(\frac{P(r) + \rho}{r}\) is a (convex-over-linear) quasi-convex function, it has a unique minimizer \(r_{ee}\), which can be efficiently obtained by a simple bisectional search [11].

Interestingly, we can rely on (13) to show that the optimal schedule depends on the EE-maximizing rate \(r_{ee}\):

**Lemma 1:** The optimal transmission policy for (3) can only adopt one of the following three ("off", "on-off" and "on") strategies per epoch \(n\): (i) \(l_{on}^n = 0\), (ii) \(r_{on}^n = r_{ee}, l_{on}^n \leq L_n\), or (iii) \(r_n^* > r_{ee}\), \(l_{on}^n = L_n\).

**Proof:** See Appendix A.

Lemma 1 dictates that any transmit-rate \(r_n < r_{ee}\) should not be adopted in the optimal policy. In fact, since \(r_{ee}\) maximizes the bits-per-Joule EE, we can show that a transmission strategy with an \(r_n < r_{ee}\) over an epoch is always dominated by an on-off transmission with \(r_{ee}\), which can use less energy to deliver the same data amount. Only when the data deadlines are strict (i.e., no further
delay is allowed) should we adopt an \( r^*_n > r_{ee} \); in this case, the transmitter should be always on, i.e., \( l^*_n = L_n \), over epoch \( n \).

Let \( P^{-1} \) denote the inverse function of \( P' \). We can obtain from (12) that

\[
\begin{align*}
    r^*_n &= \arg\min_{r_n \geq 0} [P(r_n) + \rho - w_n r_n] := P^{-1}(w_n) \\
    &= \log(|h|^2 w_n)
\end{align*}
\]

which is an increasing function of \( w_n \). Using this fact and the complementary slackness conditions (10)–(11), we can then establish that:

**Lemma 2**: In the optimal policy, the rate \( r^*_n \) can only change at \( t_{\alpha_i} \) or \( t_{\delta_j} \) where the causality or deadline constraints are met with equality; specifically, the rate increases after a \( t_{\alpha_i} \) where

\[
    \sum_{n=1}^{\alpha_i} (r^*_n l_{on}^n) = \sum_{k=0}^{i-1} a_k,
\]

and it decreases after a \( t_{\delta_j} \) where

\[
    \sum_{n=1}^{\delta_j} (r^*_n l_{on}^n) = \sum_{k=1}^{j} d_k.
\]

**Proof**: See Appendix B.

Lemma 2 reveals that the optimal rate control follows a specific pattern. Due to the convexity of rate function \( P(r) \), a constant transmit-rate should be maintained whenever possible, to minimize the total energy consumption. In the optimal policy, the rate needs to be changed only when the data causality or deadline constraints become active. A causality constraint is active, i.e., all available data is cleared up at \( t_{\alpha_i} \) when the amount of data arrivals so far is small; as a result, a lower rate is maintained before \( t_{\alpha_i} \) than after. Similarly, a deadline constraint is active at \( t_{\delta_j} \) when the deadline requirements are strict, thus a higher rate is maintained before \( t_{\delta_j} \) than after. This is in the same spirit with the “string tautening” calculus approach developed in [7].

Based on the rules revealed in Lemmas 1–2, we then put forth an \( r_{ee} \)-clipped “string tautening” procedure in Algorithm 1 to construct the optimal policy.

The key component in Algorithm 1 is the function FirstChangeR, which relies on Lemmas 1–2 to determine the first rate-changing time \( t_r \) and the invariant rate \( r \) used before it in the optimal
policy for the \((A, D)\) system. In this function, \(\tau^+\) and \(\tau^-\) denote the epoch indices for the two candidate first rate-changing time instants, whereas \(r^+\) and \(r^-\) denote the candidate rates that are maintained over \([0, t^-_\tau]\) or \([0, t^+_\tau]\).

**Algorithm 1** \(r_{ee}\)-Clipped “String Tautening”

1: procedure \texttt{SCHEDULE}(\(A, D\))
2: \(N_{\text{offset}} = 0, \text{ and } r^*_n = 0, \forall n;\)
3: \textbf{while} \(N_{\text{offset}} < N\) \textbf{do}
4: \([\tau, r, \Delta] = \text{FirstChange}(A, D);\)
5: find a set of \(l_{on}^*\) satisfying \(\sum_{n=1}^{\tau} (r_{on}^*) = \Delta;\)
6: \textbf{for} \(n = 1 \text{ to } \tau\) \textbf{do}
7: \(r^*_{on} = r_{on}^* \times l_{on}^*;\)
8: \textbf{end for}
9: \(N_{\text{offset}} = N_{\text{offset}} + \tau;\)
10: update \((A, D);\)
11: \textbf{end while}
12: \textbf{end procedure}
13: function \([\tau, r, \Delta] = \text{FirstChange}(A, D)\)
14: sort \(\alpha, \forall i\), and \(\delta, \forall j\), together in ascending order into a vector \(\pi := \{\pi_1, \ldots, \pi_{A+D}\};\)
15: \(r^- = 0, r^+ = \infty, \tau^- = \tau^+ = 0, \Delta^- = \Delta^+ = 0;\)
16: \textbf{for} \(m = 1 \text{ to } A + D\) \textbf{do}
17: \textbf{if} \(\pi_m = \alpha_i \in \alpha\) for a certain \(i\) \textbf{then}
18: \(r^+_{\alpha_i} = \max \{r_{ee} \sum_{k=1}^{\alpha_i} a_k\};\)
19: \textbf{if} \(r^+_{\alpha_i} \leq r^+\) \textbf{then}
20: \(\tau^+ = \alpha_i, r^+ = r^+_{\alpha_i}, \Delta^+ = \sum_{k=0}^{\alpha_i} a_k;\)
21: \textbf{end if}
22: \textbf{end if}
23: \textbf{if} \(\pi_m = \delta_j \in \delta\) for a certain \(j\) \textbf{then}
24: \(r^-_{\delta_j} = \max \{r_{ee} \sum_{k=1}^{\delta_j} d_k\};\)
25: \textbf{if} \(r^-_{\delta_j} \geq r^-\) \textbf{then}
26: \(\tau^- = \delta_j, r^- = r^-_{\delta_j}, \Delta^- = \sum_{k=1}^{\delta_j} d_k;\)
27: \textbf{end if}
28: \textbf{end if}
29: \textbf{if} \(r^- > r^+ \text{ and } \tau^- < \tau^+\) \textbf{then}
30: return \(\tau = \tau^-, r = r^-, \Delta = \Delta^-;\)
31: \textbf{else if} \(r^- \geq r^+ \text{ and } \tau^- \geq \tau^+\) \textbf{then}
32: return \(\tau = \tau^+, r = r^+, \Delta = \Delta^+;\)
33: \textbf{end if}
34: \textbf{end for}
35: \textbf{end function}

Suppose that a constant transmit-rate \(r^*_n = r^+_{\alpha_i}, \forall n \leq \alpha_i,\) is maintained in the optimal policy such that the corresponding \(\text{i}'\text{th}\) causality constraint is met with equality at \(t_{\alpha_i},\) i.e., \(\sum_{n=1}^{\alpha_i} (r^*_{on}^n) =\)
\[ \sum_{k=0}^{i-1} a_k \]. By Lemma 1, \( r^{+}_{\alpha_i} \geq r_{ee} \) holds, and an \( r^{+}_{\alpha_i} > r_{ee} \) renders \( l^{on}_n = L_n \), \( \forall n \leq \alpha_i \). This implies that the packets \( \sum_{k=0}^{i-1} a_k \) can only be delivered at \( t_{\alpha_i} \) by either (i) a transmission with \( r_{ee} \) over the “on” periods of a total length \( \sum_{n=1}^{\alpha_i} l^{on}_n = \sum_{k=0}^{i-1} \frac{a_k}{r_{ee}} \leq \sum_{n=1}^{\alpha_i} L_n \), or (ii) a transmission with a rate \( \sum_{k=0}^{i-1} a_k > r_{ee} \) over the entire interval \([0, \alpha_i]\) of length \( \sum_{n=1}^{\alpha_i} L_n \), if \( \sum_{k=0}^{i-1} a_k > r_{ee} \sum_{n=1}^{\alpha_i} L_n \). In a simple form, we have \( r^{+}_{\alpha_i} = \max \{ r_{ee}, \frac{\sum_{k=0}^{i-1} a_k}{\sum_{n=1}^{\alpha_i} L_n} \} \). Similarly, if a constant transmit-rate \( r^*_n = r^{-}_{\delta_j}, \forall n \leq j \), is maintained such that the \( j \)th deadline constraint is met with equality at \( t_{\delta_j} \), we must have \( r^{-}_{\delta_j} = \max \{ r_{ee}, \frac{\sum_{k=1}^{j} d_k}{\sum_{n=1}^{\delta_j} L_n} \} \).

In the function FirstChangeR, \( r^{+} \) is updated as \( r^{+} = \min \{ r^{+}, r^{+}_{\alpha_i} \} \), yielding \( r^{+} = \min \{ r^{+}_{\alpha_1}, \ldots, r^{+}_{\alpha_i} \} \). Note that \( r^{+}_{\alpha_i} \) is in fact the upper bound for an invariant rate that can be used to satisfy the \( i \)th causality constraint. Hence, \( r^{+} = \min_{\alpha_k \leq \alpha_i} r^{+}_{\alpha_k} \) is the maximum value for an invariant rate to satisfy all the causality constraints so far. Similarly, \( r^{-} = \max_{\delta_k \leq \delta_j} r^{-}_{\delta_k} \) is the minimum rate to satisfy all the deadline constraints so far. At a certain \( t_{\alpha_i} \) or \( t_{\delta_j} \), if we have \( r^{+} < r^{-} \), then there does not exist an invariant rate to satisfy all the causality and deadline constraints, i.e., the rate needs to be changed before this specific \( t_{\alpha_i} \) or \( t_{\delta_j} \). The first rate-changing time instant is obtained by simply comparing \( \tau^{+} \) with \( \tau^{-} \) to find which type of constraint first becomes active.

If the returned \( t_{\tau} < T \), we reuse Function FirstChangeR for a new \((A, D)\) system over the remaining time to find the next rate-changing time and the next optimal transmit-rate. The update of the new \((A, D)\) needs to take into account the time offset as well as the adjustment of \( a \) and \( d \) based on the data amount that has been delivered. All the rate-changing time instants and the corresponding transmit-rates can be determined by repeatedly calling Function FirstChangeR, until the entire optimal policy is obtained.

The global optimality and efficiency of the proposed Algorithm 1 are formally stated in the following theorem:

**Theorem 1:** Algorithm 1 computes the optimal transmission policy for (3) with a linear complexity
\( \mathcal{O}(A + D) \).

**Proof:** See Appendix C.

We prove Theorem 1 by showing the existence of a Lagrange multiplier vector \( \Lambda^* \), with which \( r^* \) and \( l^* \) satisfy the sufficient and necessary optimality conditions (9)–(11). The global optimality of \( \{r^*, l^*\} \) thus follows. In the search of the rate-changing points in Algorithm 1, we only need to go through the \( A + D \) data arrival or deadline time instants, leading to a complexity \( \mathcal{O}(A + D) \).

Relying on the optimality conditions to directly construct the optimal solution for the problem at hand, the proposed Algorithm 1 is much more efficient than general solvers such as the (iterative) interior point methods\(^2\) in terms of computational complexity. This is also corroborated by our simulations, which indicate that the CPU time for Algorithm 1 to obtain the optimal schedule can be less than 0.01% of that with the standard CVX program [18].

C. Visualization of the Optimal Policy

The optimal policy obtained by Algorithm 1 can be visualized by modifying the calculus approach in [7]. Define the data arrival and minimum departure curves \( A(t) \) and \( D_{\text{min}}(t) \) as:

\[
A(t) = \sum_{i=0}^{A-1} [a_i u(t - t_{a_i})], \quad 0 \leq t \leq T, \\
D_{\text{min}}(t) = \sum_{j=1}^{D} [d_j u(t - t_{d_j})], \quad 0 \leq t \leq T,
\]

where \( u(t) \) is the unit-step function: \( u(t) = 1 \), if \( t \geq 0 \), and \( u(t) = 0 \) otherwise. In the ideal (\( \rho = 0 \)) circuit power case, the optimal transmission policy requires the transmitter to be always on, i.e. \( l^*_n = L_n, \forall n \) [8], [10]. In this case, consider a piece-wise linear data departure curve:

\[
D(t) = \sum_{m=1}^{n-1} (r_m L_m) + r_n(t - t_{n-1}), \quad t_{n-1} \leq t \leq t_n, \quad \forall n.
\]

\(^2\)The interior point methods typically have a complexity higher than \( O(N^3) \) per iteration.
where the rates $r_n$ per epoch serve as the piece-wise slopes for $D(t)$. Following [7], the optimal departure curve $D^*(t)$ is shown to be the trajectory of letting a string tie its one end at the origin $(0,0)$, pass the other end through $(T,G)$, and then taut between $A(t)$ and $D_{\text{min}}(t)$; see Fig. 2. Consequently, the optimal $\tilde{r}_n^*$ for the ideal circuit power case can be derived from $D^*(t)$.

Interestingly, the optimal $\{r_n^*, l_{on}^*\}$ for the non-ideal circuit power case can be simply obtained by an $r_{ee}$-clipping process over $\tilde{r}_n^*$. Specifically, we can set:

$$ \begin{cases} 
  r_n^* = r_{ee}, & l_{on}^* = \frac{\tilde{r}_n^*L}{r_{ee}}, \quad \text{if} \quad \tilde{r}_n^* < r_{ee}, \\
  r_n^* = \tilde{r}_n^*, & l_{on}^* = L, \quad \text{if} \quad \tilde{r}_n^* \geq r_{ee}. 
\end{cases} \quad (18) $$

With (18), the corresponding optimal data departure curve under non-ideal circuit power $D_{\alpha}^*(t)$ is plotted in Fig. 2. Comparing to $D^*(t)$, the same amount of data $\Phi_n := \tilde{r}_n^*L$ departs per epoch $n$ in $D_{\alpha}^*(t)$. Yet, different from $D^*(t)$, an on-off transmission strategy is adopted when $\tilde{r}_n^* < r_{ee}$ for epoch $n$. This is because the total energy cost for $\Phi_n$ over such an epoch is in fact minimized by a transmission with $r_{ee}$ over an “on” period of length $l_{on}^* = \Phi_n/r_{ee} < L$, i.e.,

$$ (P(r_{ee}) + \rho)l_{on}^* = \frac{(P(r_{ee}) + \rho)\Phi_n}{r_{ee}} = \Phi_n \min_{r \geq 0} \frac{P(r) + \rho}{r} = \min_{r_{on} = \Phi_n} (P(r) + \rho)l_{on}^*. $$ (19)

For the epoches with $\Phi_n = \tilde{r}_n^*L \geq r_{ee}L$, however, any on-off strategy $(r_n, l_{on}^*)$ with $r_n > \tilde{r}_n^*$ and $r_n l_{on}^* = \Phi_n$ only increases the energy cost since

$$ (P(r_n) + \rho)l_{on}^* = \Phi_n \frac{P(r_n) + \rho}{r_n} > \Phi_n \frac{P(\tilde{r}_n^*) + \rho}{\tilde{r}_n^*}, $$ (20)

where the inequality is due to the fact that $\frac{P(r) + \rho}{r}$ is strictly increasing when $r \geq r_{ee}$. Hence, the data departures over these epochs remain the same in $D^*(t)$ and $D_{\alpha}^*(t)$.

It is worth noting that the optimal transmission strategy is in fact not unique in the on-off
transmission epochs. In an on-off period including e.g., epoch $n_1$ to epoch $n_2$, different from \{$l_{on*}^n\$ computed in (18), we can have another set of \{$\bar{l}_{on*}^n\$} such that $\sum_{n=n_1}^{n_2} \bar{l}_{on*}^n = \sum_{n=n_1}^{n_2} l_{on*}^n$. As long as \{$\bar{l}_{on*}^n\$} are feasible, they are also optimal. In fact, we may even let $\bar{l}_{on*}^n = 0$ (i.e., transmitter is “off”) for some epoches, while carrying out transmission only over the remaining epoches in an on-off period per Lemma 1.

**D. Development of Online Scheme**

To obtain the optimal benchmark, we assumed a non-causal case where complete information about the packet arrivals during the time interval $[0, T]$ is available. When a-priori knowledge of the future packet arrivals is not available in practice, we can develop a heuristic online scheme based on the proposed optimal offline policy. The idea is to schedule the packet transmissions according to the optimal rate control policy based on the current packet arrivals, and reschedule when new packets arrive. For instance, suppose that $a_0$ packets arrive at time instant 0 with (different) deadline requirements. We can construct the set $\mathcal{D}$ in accordance to the deadline requirements, and let the set $\mathcal{A} = \{(0, a_0), (\alpha_1, 0)\}$, where $t_{\alpha_1}$ is determined by the largest deadline $t_{\delta_D}$. With such a $(\mathcal{A}, \mathcal{D})$, we
run the proposed Algorithm 1 to find the optimal transmission policy until new packets arrive at \( t \).

Then we treat the current time instant \( t \) as new “0” instant, and update the set \( D \) by subtracting all \( t_{\delta_j} \) by \( t \), removing the past deadlines (i.e. with negative \( t_{\delta_j} \) after subtraction), and then including the deadline requirements for the newly arriving packets. The set \( A \) also needs to be updated. Note that we always have \( A = \{(0, a_0), (\alpha_1, 0)\} \), where \( a_0 \) is updated as the sum of the remaining packets in the buffer and the newly arriving packets, and \( t_{\alpha_1} \) is determined by the last deadline in the updated \( D \). Algorithm 1 is run for the new \((A, D)\), and the subsequent packet transmissions follow the resultant new policy. This process continues until all the packets are delivered.

IV. GENERALIZATION TO TIME-VARYING CHANNEL

In this section, we generalize the proposed approach to a time-varying wireless channel, where the channel state \( h \) in general changes with time. With a little abuse of notation, here we redefine an epoch as the interval between two consecutive channel or data state changing instants. Again, over the entire transmission interval \([0, T]\), assume that there are \( N + 1 \) (channel or data) state changing instants \( 0 = t_0 < t_1 < \cdots < t_N = T \). There are \( N \) epoches with length \( L_1 := t_1 - t_0, \ldots, L_N := t_N - t_{N-1} \). The packet arrival process and deadline requirements are modeled by set \( A := \{(\alpha_i, a_i), i = 0, \ldots, A\} \) and set \( D := \{(\delta_j, d_j), j = 1, \ldots, D\} \). Let \( h_n \) denote the channel coefficient at epoch \( n \); and \( H := \{h_1, \ldots, h_N\} \).

With the power function \( P(r_n; h_n) := \frac{1}{|h_n|^2}(e^{r_n} - 1) \), we formulate the total energy consumption
minimization problem over time-varying channels as follows:

$$
\min_{r, l_n} \sum_{n=1}^{N} [(P(r_n; h_n) + \rho)^{l_{on}}_n] \\
\text{s.t. } \sum_{n=1}^{N} (r_n^{l_{on}})^{i-1} \leq \sum_{k=0}^{i-1} a_k, \quad i = 1, \ldots, A, \\
\sum_{n=1}^{N} (r_n^{l_{on}})^{j} \geq \sum_{k=1}^{j} d_k, \quad j = 1, \ldots, D, \\
r_n \geq 0, \quad 0 \leq l_{on} \leq L, \quad n = 1, \ldots, N. 
$$

(21)

With a change of variable \( \Phi_n := r_n^{l_{on}} \), the non-convex problem in (21) can be also reformulated into a convex program for \( \{\Phi_n, l_{on}^n\} \). Let \( \Lambda^* := \{\lambda_i^*, i = 1, \ldots, A, \mu_j^*, j = 1, \ldots, D\} \) collect the optimal Lagrange multipliers, and \( w_n := \sum_{j=j_n}^{D} \mu_j^* - \sum_{i=i_n}^{A} \lambda_i^* \). Relying on the KKT conditions for the convex reformulation, we can follow the similar lines in Section III-A to derive the sufficient and necessary optimality conditions for (21):

$$
(r_n^*, l_{on}^n) = \arg \min_{r_n \geq 0} [P(r_n; h_n) + \rho - w_n r_n]^{l_{on}}_n \forall n. 
$$

(22)

$$
\left\{ \begin{array}{l}
\lambda_i^* = 0, \text{ if } \sum_{n=1}^{\alpha_i} (r_n^*^{l_{on}}) < \sum_{k=0}^{i-1} a_k, \quad i = 1, \ldots, A. \\
\sum_{n=1}^{\alpha_i} (r_n^*^{l_{on}}) = \sum_{k=0}^{i-1} a_k, \text{ if } \lambda_i^* > 0;
\end{array} \right.
$$

(23)

$$
\left\{ \begin{array}{l}
\mu_j^* = 0, \text{ if } \sum_{n=1}^{\delta_j} (r_n^*^{l_{on}}) > \sum_{k=1}^{j} d_k, \quad j = 1, \ldots, D. \\
\sum_{n=1}^{\delta_j} (r_n^*^{l_{on}}) = \sum_{k=1}^{j} d_k, \text{ if } \mu_j^* > 0;
\end{array} \right.
$$

(24)

For any \( l_{on}^n > 0 \), we can derive from (22) that

$$
r_n^* = \arg \min_{r_n \geq 0} [P(r_n; h_n) + \rho - w_n r_n].
$$

(25)

Let \( P'(r_n; h_n) \) denote the first derivative of \( P(r_n; h_n) \). We clearly have: \( P'(r_n^*; h_n) = w_n \), leading
to \( r^*_n = \max\{0, \log(|h_n|^2 w_n)\} \), and \( P(r^*_n; h_n) = \max\{0, w_n - \frac{1}{|h_n|^2}\} \). The latter is the celebrated water-filling form, where \( w_n \) serves as a water-level.

Substituting \( w_n = P'(r^*_n; h_n) \) into (22) implies:

\[
l_{on}^* = \arg \min_{0 \leq l_{on} \leq L_n} [P(r^*_n; l_n) + \rho - P'(r^*_n; h_n)r^*_n] l_{on}.
\]

(26)

For each \( h_n \) per epoch, we can obtain an EE-maximizing rate in (14). Note that \( r_{ee}(h_n) \) is different for different \( h_n \) per epoch. As with Lemma 1, relying on (26), we can show that:

**Lemma 3:** The optimal transmission policy for (21) can only adopt one of the following three (“off”, “on-off” and “on”) strategies per epoch \( n \): (i) \( l_{on}^* = 0 \), (ii) \( r^*_n = r_{ee}(h_n), l_{on}^* \leq L_n \), or (iii) \( r^*_n > r_{ee}(h_n), l_{on}^* = L_n \).

As with Lemma 2, we can establish that:

**Lemma 4:** In the optimal policy for (21), the rates for epoches \( n \) with \( l_{on}^* > 0 \) are given by:
\( r^*_n = P'^{-1}(w_n; h_n) \), where the water-level \( w_n \) can only increase after a \( t_{\alpha_i} \) where \( \sum_{n=1}^{\alpha_i} (r^*_{n|on}^*) = \sum_{k=0}^{i-1} a_k \), and decrease after a \( t_{\delta_j} \) where \( \sum_{n=1}^{\delta_j} (r^*_{n|on}^*) = \sum_{k=1}^{j} d_k \).

Similar to the time-invariant channel case, Lemma 3 states that the optimal policy depends on the EE-maximizing rates; i.e., any transmit-rate less than the EE-maximizing rate \( r_{ee}(h_n) \) should not be adopted at epoch \( n \). However, the value of \( r_{ee}(h_n) \) is in general different for different \( h_n \) across epoches. In both time-invariant and time-varying channel cases, the change of “water-level” \( w_n \) follows the same pattern: it increases after a casualty constraint becomes tight, and decreases after a deadline constraint is tight. Given the same \( w_n \), the same transmit-rate is maintained in the time-invariant case. This leads to the \( r_{ee} \)-clipped “string-tautening” procedure in Algorithm 1. For the time-varying channel case, the same water-level yields different transmit-power and rate when channel \( h_n \) varies; specifically, higher rates are employed for better channels through a water-filling type power allocation for the most efficient energy usage. This revealed structure of the optimal
policy implies that we can modify Algorithm 1 to implement a water-level based “string-tautening” approach to finding the optimal solution for (21).

To this end, let \( w^+_{\alpha_i} \) or \( w^-_{\delta_j} \) denote the constant water-level to make the \( i \)th causality or the \( j \)th deadline constraint become tight at \( t_{\alpha_i} \) or \( t_{\delta_j} \). Given an invariant water-level \( w \) before \( t_{\alpha_i} \) (or \( t_{\delta_j} \)), the optimal rate per epoch \( n \) is given by 
\[
r^*_n = P^{r-1}(w; h_n) \text{ if } l^{on}_n > 0.
\]
Define:
\[
w_{ee}(h_n) := P'(r_{ee}(h_n); h_n), \quad \forall n.
\]
Since we must have \( r^*_n \geq r_{ee}(h_n) \) if \( l^{on}_n > 0 \) per Lemma 3, we can have \( l^{on}_n > 0 \) only when 
\[w \geq w_{ee}(h_n)\] (recall that \( P'() \) is an increasing function). With the water-level \( w \), the optimal strategy per epoch \( n \) is then:

\[
\begin{align*}
l^{on}_n &= 0, & \text{if } w < w_{ee}(h_n), \\
r^*_n &= r_{ee}(h_n), & l^{on}_n \leq L_n, & \text{if } w = w_{ee}(h_n), \\
r^*_n &= P^{r-1}(w; h_n), & l^{on}_n = L_n, & \text{if } w > w_{ee}(h_n).
\end{align*}
\]

Define data departure \( \Phi_n(w; h_n) = r^*_n l^{on}_n \) per epoch \( n \). By (28), we have:

\[
\begin{align*}
\Phi_n(w; h_n) &= 0, & \text{if } w < w_{ee}(h_n), \\
\Phi_n(w; h_n) &\in [0, r_{ee}(h_n)L_n], & \text{if } w = w_{ee}(h_n), \\
\Phi_n(w; h_n) &= P^{r-1}(w; h_n)L_n, & \text{if } w > w_{ee}(h_n).
\end{align*}
\]

Using (29), the values of \( w^+_{\alpha_i} \) and \( w^-_{\delta_j} \) can be calculated by solving the equations:

\[
\begin{align*}
\sum_{n=1}^{\alpha_i} \Phi_n(w^+_{\alpha_i}; h_n) &= \sum_{k=0}^{i-1} a_k, & i = 1, \ldots, A; \\
\sum_{n=1}^{\delta_j} \Phi_n(w^-_{\delta_j}; h_n) &= \sum_{k=1}^{j} d_k, & j = 1, \ldots, D.
\end{align*}
\]

Note that \( \sum_{n=1}^{\alpha_i} \Phi_n(w; h_n) \) and \( \sum_{n=1}^{\delta_j} \Phi_n(w; h_n) \) are increasing in \( w \); see an example in Fig. 3.
Fig. 3. Data departure for a given water-level $w$: Suppose a transmission over 5 epoches. Sort $w_{ee}(h_n)$ in ascending order such that: $w_{ee}(h_{p(1)}) < \cdots < w_{ee}(h_{p(5)})$. (i) If $w < w_{ee}(h_{p(1)})$, it follows from (29) that $\Phi_n(w; h_n) = 0, \forall n$; hence, the total data departure is 0. (ii) When $w = w_{ee}(h_{p(1)})$, $\Phi_n(w; h_n) = 0, \forall n \neq p(1)$; the total departure is given by $\Phi_n(w; h_{p(1)})$ which ranges from 0 to $r_{ee}(h_{p(1)}) L_{p(1)}$, depending on the value of $r_{p(1)} \leq L_{p(1)}$. (iii) For $w_{ee}(h_{p(1)}) < w < w_{ee}(h_{p(2)})$, the total departure is still $\Phi_n(w; h_{p(1)})$ which increases as $w$ increases. (iv) When $w = w_{ee}(h_{p(2)})$, $\Phi_n(w; h_n) = 0, \forall n \neq p(1), p(2)$; the total departure is $\Phi_n(w; h_{p(1)}) + \Phi_n(w; h_{p(2)})$, which ranges from $r_{ee}(h_{p(2)}) L_{p(1)}$ to $r_{ee}(h_{p(2)}) (L_{p(1)} + L_{p(2)})$. And so on.

As a result, the equations in (30) can be solved by a bisectional search.

With $w^+_{\alpha_i}$ and $w^-_{\delta_j}$ obtained, the optimal $\{r^*, I^{on*}\}$ for (21) can be computed by a $w_{ee}(h_n)$-clipped “water-tautening” approach in Algorithm 2.

Algorithm 2: $w_{ee}(h_n)$-Clipped “Water-Tautening”

1: procedure SCHEDULE($A$, $D$, $\mathcal{H}$)
2: $N_{\text{offset}} = 0, r^*_n = 0, I^{on*}_n = 0, \forall n$;
3: while $N_{\text{offset}} < N$ do
4: $[\tau, w, \Delta] = \text{FirstChange}($$A$, $D$, $\mathcal{H}$);
5: for $n = 1$ to $\tau$ do
6: $r^*_n = P^{n-1}(w; h_n)$;
7: if $w > w_{ee}(h_n)$ then
8: $I^{on*}_n = L_n$;
9: end if
10: end for
11: if there exists $n_{ee}$ with $w_{ee}(h_{n_{ee}}) = w$ then
12: $I^{on*}_{N_{\text{offset}} + n_{ee}} = \Delta - \sum_{n_{ee}+1}^{N_{\text{offset}}} \sum_{n_{ee}}^{n_{ee}+n_{ee}} (r^*_n + I^{on*}_n)$;
13: end if
14: $N_{\text{offset}} = N_{\text{offset}} + \tau$, and update $A$, $D$, $\mathcal{H}$;
15: end while
16: end procedure

17: function $[\tau, w, \Delta] = \text{FirstChange}($$A$, $D$, $\mathcal{H}$)
18: $w^- = 0, w^+ = \infty, \tau^- = \tau^+ = 0, \Delta^- = \Delta^+ = 0$;
19: sort $\alpha_i$, $\delta_j$ in ascending order into $\pi := \{\pi_1, \ldots, \pi_{A+D}\}$;
20: for $k = 1$ to $A + D$ do
21: if $\pi_k = \alpha_i \in \alpha$ for a certain $i$ then
22: calculate $w^+_{\alpha_i}$ by solving (30);
23: end if
24: end for
25: return $[\tau, w, \Delta]$;
26: end function
if $w^+_{\alpha_i} \leq w^+$ then
\[ \tau^+ = \alpha_i, \quad w^+ = w^+_{\alpha_i}, \quad \Delta^+ = \sum_{k=0}^{i-1} a_k; \]
end if

else if $\pi_k = \delta_j \in \delta$ for a certain $j$ then
calculate $w^\delta_j$ by solving (30);
if $w^\delta_j \geq w^-$ then
\[ \tau^- = \delta_j, \quad w^- = w^\delta_j, \quad \Delta^- = \sum_{k=1}^{j} d_k; \]
end if
end if

if $w^- > w^+ \& \tau^- < \tau^+$ then
return $\tau = \tau^-, \quad w = w^-, \quad \Delta = \Delta^-;$
else if $w^- \geq w^+ \& \tau^- \geq \tau^+$ then
return $\tau = \tau^+, \quad w = w^+, \quad \Delta = \Delta^+;$
end if
end for
end function

The key component in Algorithm 2 is the function FirstChangeW, which determines the first water-level changing time $t_{\tau}$ and the water-level $w$ used before $t_{\tau}$. The two candidate water-levels are updated as: $w^+ = \min_{\alpha_i \leq n} w^+_{\alpha_i}$ and $w^- = \max_{\delta_j \leq n} w^-_{\delta_j}$, which are in fact the maximum and minimum values for an invariant water-level to satisfy all the causality and deadline constraints before $t_n$, respectively; and $\tau^+$, $\tau^-$ are the corresponding $\alpha_i$ or $\delta_j$ yielding $w^+$, $w^-$. If we have $w^+ < w^-$ at a certain $t_n$, then the water-level needs to be changed before $t_n$ since no invariant water-level can satisfy all the causality and deadline constraints so far. The first water-level changing time can be obtained by comparing $\tau^+$ and $\tau^-$ to see which type of constraint first becomes tight. When the returned $t_{\tau} < T$, Function FirstChangeW can be reused for a new $(A, D, H)$ system over the remaining time to find the next water-level changing time and the next water-level. Note that Function FirstChangeW also returns the delivered data amount $\Delta$ before $t_{\tau}$, which is useful to determine the length of the “on” period for the possible on-off epoch $n_{ee}$ with $w_{ee}(h_{n_{ee}}) = w$.

As with Theorem 1, we can establish that:

**Theorem 2:** Algorithm 2 computes the optimal transmission policy for (21) with a linear complexity $O(A+D)$.

Again, we prove Theorem 2 by showing the existence of a Lagrange multiplier vector $\Lambda^*$, with
which $r^*$ and $t^{on*}$ satisfy the sufficient and necessary optimality conditions (22)–(24). In the search of rate-changing points, we only need to go through the $A+D$ data arrival or deadline time instants.

V. NUMERICAL RESULTS

Consider packet transmission over $T$ seconds and the number of total packet arrivals is $G = 40$. The bandwidth for the system is 1 KHz while each packet contains 1K bits. The power-rate relationship is dictated by the Shannon-capacity formula in (1). The non-zero circuit power is $\rho = 3$ Watts. (i) Assume first a time-invariant channel with power gain $|h|^2 = 2$ and unit noise variance. To validate the proposed Algorithm 1, we use it and the standard CVX toolbox to solve (3) when the transmission interval $T = 60, 120, 240, 480, 960, 1920$ seconds. For each $T$ value, we test 50 trial cases where the intervals $\{t_{\alpha_i} - t_{\alpha_{i-1}}\}$ and $\{t_{\delta_j} - t_{\delta_{j-1}}\}$ follow a uniform distribution with mean $T/10$, respectively. It is confirmed that the two methods yield the same rate control policies for all trial cases, demonstrating the correctness of the proposed Algorithm 1. On the other hand, since Algorithm 1 directly constructs the optimal solution for the problem at hand relying on the optimality conditions, it is much more efficient than the CVX toolbox in terms of computational
complexity. Fig. 4 depicts the average CPU time required for the two methods. We can observe that the required CPU time with the proposed Algorithm 1 is less than 0.01% of that with standard CVX toolbox for all $T$ values. (ii) Consider next a time-varying channel where the random channel coefficients per second are independently generated from a Rayleigh distribution with average power $|\hat{h}|^2 = 2$. We use Algorithm 2 and the standard CVX toolbox to solve (21). Again, it is confirmed that Algorithm 2 and the CVX toolbox yield the same rate control policies for all trial cases. Fig. 4 also includes the average required CPU time with these two methods. It is observed that Algorithm 2 only requires a CPU time less than 0.1% of that with the CVX toolbox for all $T$ values. The significantly reduced complexity can clearly benefit the real-time implementation of the algorithm in e.g., the proposed online scheme.

Next, in terms of energy consumption, we compare the optimal policies obtained by our proposed Algorithm 1 and its online scheme (as described in Section III-D), as well as two heuristic policies in the time-invariant channel case. Heuristic 1 is obtained by always selecting a rate to meet the next active causality or deadline constraint with equality. Heuristic 2 is obtained by using the calculus
approach in [7] under an ideal circuit-power assumption, even though the circuit-power consumption is in fact non-ideal. Both heuristic approaches can provide a feasible policy that satisfies all the causality and deadline constraints in (3) for fair comparison. Fig. 5 provides the average energy consumption with the policies obtained by Algorithm 1 and the two heuristic approaches, when $G = 40$, and $T = 60 \sim 1920$ seconds. Again, for each $T$ value, we test 50 trial cases where the causality and deadline constraints are randomly generated. The proposed Algorithm 1 significantly outperforms the two heuristic counterparts, always yielding the smallest energy consumption for every $T$ value. Compared to the heuristic policies, the energy saved from the optimal policy becomes more significant as the value of $T$ increases, i.e., as the entire transmission interval becomes longer. For small $T$ values, Heuristic 2 has approximately the same performance as the proposed Algorithm 1; while for large $T$ values, Heuristic 2 scheme becomes almost the same as the naive Heuristic 1. The optimal policy can save up to 100 times the energy over the naive Heuristic 1 for small $T$, and can save $10 \sim 100$ times the energy over the heuristic ones for large $T$. It is also observed that the energy consumption with the proposed online scheme is close to that with the optimal offline strategy, especially for large $T$. In such a case, even the proposed online scheme without the knowledge of future arrivals can save almost $10 \sim 100$ times the energy over the heuristic ones with complete a-priori information about the packet arrivals.

Lastly, we compare the energy consumption between the proposed Algorithm 2, Heuristic 1 and 2, as well as another heuristic method (called Heuristic 3) in the time-varying channel case. Specifically, Heuristic 3 is obtained by using Algorithm 1 under a time invariant channel assumption, even though the channel is in fact time-varying. Fig. 6 shows the energy consumption of these schemes, where each result is averaged over 50 random trials. The proposed Algorithm 2 apparently outperforms the heuristic counterparts, always yielding the smallest energy consumption for each trial case. It is observed that the optimal policy obtained by our Algorithm 2 can save up to 100 times the energy
over Heuristic 1 and 2, and 5 times the energy over Heuristic 3, especially for large $T$ values.

VI. CONCLUSION

We proposed a novel unified approach to optimizing the energy-efficient transmission policy for delay-limited bursty packet arrivals under non-ideal circuit power consumption. Efficient algorithms were developed to find the optimal offline solutions with a low computational complexity for both time-invariant and time-varying channels. An insightful visualization was presented to reveal the specific structure of the optimal policy. Our approach can provide the optimal benchmarks for practical schemes. Based on the proposed optimal offline policies, development of energy-efficient online scheduling policies was also discussed and will be further explored in our future work.

APPENDIX

A. Proof of Lemma 1

Define $\xi_{ee}(r) := \frac{P(r) + \rho}{r}$. Taking the first derivative of $\xi_{ee}(r)$, we have:

$$\frac{d\xi_{ee}(r)}{dr} = \frac{P'(r)r - (P(r) + \rho)}{r^2}.$$

(31)
Due to its “convex-over-linear” form, we can show that $\xi_{ee}(r)$ first decreases and then increases with $r$, and it reaches the minimum at $r_{ee}$. This implies:

$$
\begin{align*}
P'(r)r - (P(r) + \rho) &< 0, \quad \text{if } r < r_{ee}, \\
P'(r)r - (P(r) + \rho) &= 0, \quad \text{if } r = r_{ee}, \\
P'(r)r - (P(r) + \rho) &> 0, \quad \text{if } r > r_{ee}.
\end{align*}
$$

(32)

If we have an $r^*_n < r_{ee}$ when $l_{on}^* > 0$, it follows from (32) that $P'(r^*_n)r^*_n - (P(r^*_n) + \rho) < 0$. But when $P'(r^*_n)r^*_n - (P(r^*_n) + \rho) < 0$, (13) implies that $l_{on}^* = 0$, which leads to a contradiction. Hence, $r^*_n < r_{ee}$ is not allowed when $l_{on}^* > 0$.

When $r^*_n > r_{ee}$, we have $P'(r^*_n)r^*_n - (P(r^*_n) + \rho) > 0$ according to (32). This together with (13) then dictates $l_{on}^* = L_n$. In the case of $r^*_n = r_{ee}$, we have $P'(r^*_n)r^*_n - (P(r^*_n) + \rho) = 0$, so any $l_{on}^* \in [0, L_n]$ is a minimizer in (13).

**B. Proof of Lemma 2**

Clearly, $r^*_n = P^{r-1}(w_n)$ changes only when $w_n$ changes its value. By the definition $w_n = \sum_{j=1}^{D} \mu_j^* - \sum_{i=1}^{A} \lambda_i^*$, if $\hat{\lambda}_i^* = 0$, $\forall i = 1, \ldots, A - 1$, and $\mu_j^* = 0$, $\forall j = 1, \ldots, D - 1$, then a constant $w = \mu^*_D - \hat{\lambda}_A^*$ will be used over all the epochs. We will have a change only when $\hat{\lambda}_i^* > 0$ for a certain $i \in [1, A - 1]$, or $\mu_j^* > 0$ for a certain $j \in [1, D - 1]$, which occurs at the corresponding $t_{\alpha_i}$ or $t_\delta$. In addition, it follows from the complementary slackness conditions (10)–(11) that we must have $\sum_{n=1}^{\alpha_i} (r^*_n l_{on}^*) = \sum_{k=0}^{i-1} a_k$ or $\sum_{n=1}^{\delta_j} (r^*_n l_{on}^*) = \sum_{k=1}^{j} d_k$ at such a $t_{\alpha_i}$ or $t_\delta$.

If a change occurs at a certain $t_{\alpha_i}$, then $\hat{\lambda}_i^* > 0$. For the epoch $n = \alpha_i$, we have $i_n = \arg\min_l \{l : n \leq \alpha_l\} = i$; thus $w_{\alpha_i} = \sum_{j=1}^{D} \mu_j^* - \sum_{l=1}^{A} \lambda_l^*$. On the other hand, for the epoch $n = \alpha_i + 1$, we have $i_n = \arg\min_l \{l : n \leq \alpha_l\} = i + 1$; thus $w_{\alpha_i+1} = \sum_{j=1}^{D} \mu_j^* - \sum_{l=i+1}^{A} \lambda_l^*$. Therefore, $w_{\alpha_i+1} - \omega_{\alpha_i} = \hat{\lambda}_i^* > 0$; consequently, the rate increases after $t_{\alpha_i}$ since $P^{n-1}(w_n)$ is an increasing function of $w_n$. 
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Fig. 7. (i) If the first rate-changing point is found at $\tau = \tau^+ = \alpha_1$ by Function FirstChangeR, the rate used before $t_\tau$ is then given by $r = r^+_{\alpha_1}$, and the $i$th causality constraint is tight: $\sum_{n=1}^{\alpha_i} r^{l,n}_{\alpha_i} = \sum_{k=0}^{i-1} a_k$. Selecting $\tau = \tau^+$ also implies there exists a $\tau^- = \delta_j > \tau$ such that $r^+_{\alpha_1} > r$, $\forall \alpha_1 < \alpha_2 \leq \delta_j$, and $r^-_{\delta_j} > r$. Suppose w.l.o.g. that $\tau = \alpha_1$, and we have $\delta_1 > \alpha_1$ with $r_{\delta_1} > r$ and $\delta_2 \in (\alpha_1, \delta_1)$ with $r_{\delta_2} > r$. After selecting $\alpha_1$ as the first rate-changing point, we construct the new $(A, D)$ system where $t_{\alpha_1}$ becomes 0 and $t_{\alpha_2}$ becomes the new $t_{\alpha_1}$ (we use $^\ast$ to distinguish the new system from the old one). Case (a): if $\tilde{r}_{\delta_1}^+ < \tilde{r}_{\delta_1}$, then Function FirstChangeR selects $\delta_2$ as the next rate-changing point and rate $\tilde{r} = \tilde{r}_{\alpha_1} > \tilde{r}_{\delta_2}^+ > r$. Case (b): if $\tilde{r}_{\delta_1}^+ \geq \tilde{r}_{\delta_1}^-$, then Function FirstChangeR selects $\delta_1$ as the next rate-changing point (when there exists an $\alpha_1$ with $\tilde{r}_{\alpha_1}^+ < \tilde{r}_{\delta_1}^-$) or a constant rate is maintained till the end (otherwise). In either situation, we have $\tilde{r} \geq \tilde{r}_{\delta_1} > \tilde{r}_{\delta_2} > r$. (ii) Similarly, if the rate $r$ is changed at $t_\tau$, then we can show that the next rate $\tilde{r} < r$; see Cases (c) and (d).

If a change occurs at a certain $\delta_j$, then $\mu_j > 0$. For the epochs $n = \delta_j$ and $n = \delta_j + 1$, we can similarly derive that $w_{\delta_j+1} = -\omega_{\delta_j} = -\mu_j < 0$; consequently, the rate decreases after $t_{\delta_j}$.

C. Proof of Theorem 1

Due to the rules used in the function FirstChangeR, it can be shown that the rate-changing pattern in the transmission policy $\mathcal{R}$ produced by Algorithm 1 is consistent with the optimal structure revealed in Lemma 2, i.e., (i) if the rate in use is first $r$ and then changed to $\tilde{r}$ at $t_\tau$ where $\sum_{n=1}^{\tau} r^{l,n}_{\alpha_i} = \sum_{k=0}^{i-1} a_k$, then we must have $\tilde{r} > r$; and (ii) if the rate $r$ is changed at $t_\tau$ where $\sum_{n=1}^{\tau} r^{l,n}_{\alpha_i} = \sum_{k=0}^{j} d_k$, then we must have the next rate $\tilde{r} < r$. Fig. 7 provides an illustration and the sketch of the proof for this claim.

Suppose that the rate changes $M$ times in $\mathcal{R} := \{r^*_n, l^{\text{on}}_n, n = 1, \ldots, N\}$ yielded by Algorithm 1. We divide the policy into $M + 1$ phases: rate $r^*_n = \tilde{r}_1$ over epochs $n \in [1, \tau_1]$, $r^*_n = \tilde{r}_2$ over epochs $n \in [\tau_1 + 1, \tau_2]$, \ldots, $r^*_n = \tilde{r}_{M+1}$ over epochs $n \in [\tau_M + 1, N]$. We can then construct a set of Lagrange multipliers $\Lambda^* := \{\lambda_i^*, i = 1, \ldots, A, \mu_j^*, j = 1, \ldots, D\}$ as follows:
Let \( \mu_D^* = P'(\hat{r}_{M+1}) > 0 \), where the inequality is due to the strictly increasing of \( P(r) \), leading to positivity of \( P(r) \). Let \( \lambda_{r_m}^* = P'(\hat{r}_{m+1}) - P'(\hat{r}_m) \), if \( \tau_m = \alpha_i \in \alpha \) for a certain \( i \) and \( \sum_{n=1}^{\tau_m} r_n l_{on}^* = \sum_{k=0}^{i-1} a_k \), or let \( \mu_{r_m}^* = P'(\hat{r}_m) - P'(\hat{r}_{m+1}) \), if \( \tau_m = \delta_j \in \delta \) for a certain \( j \) and \( \sum_{n=1}^{\tau_m} r_n l_{on}^* = \sum_{k=1}^{j} d_k, \forall m = 1, \ldots, M \). We have shown that the rate \( \hat{r}_{m+1} > \hat{r}_m \) if the causality constraint is tight at \( t_{r_m} \), or \( \hat{r}_{m+1} < \hat{r}_m \) if the deadline constraint is tight at \( t_{r_m} \). Recalling that \( P'(r) \) is increasing in \( r \), it readily follows that \( \lambda_{r_m}^* > 0 \) or \( \mu_{r_m}^* > 0 \), depending on which type of constraint is tight at \( t_{r_m} \). Except these \( M+1 \) positive \( \mu_D^* \) and \( \lambda_{r_m}^* \) or \( \mu_{r_m}^* \), all other Lagrange multipliers in \( \Lambda^* \) are set to zero.

With such a \( \Lambda^* \), the complementary slackness conditions (10)–(11) clearly hold. Using such a \( \Lambda^* \) also leads to \( w_n := \sum_{j=1}^{D} \mu_j^* - \sum_{i=1}^{A} \lambda_i^* = P'(\hat{r}_m), \forall n \in [\tau_{m-1} + 1, \tau_m] \) (with \( \tau_0 := 1 \) and \( \tau_{M+1} := N \)). This implies that \( r_n^* = \hat{r}_m = \arg \min_{r_n \geq 0} P(r_n) + \rho - w_n r_n, \forall n \in [\tau_{m-1} + 1, \tau_m] \). In addition, the construction of \( R \) ensures \( l_{on}^* = L_n \) when \( r_n^* = \hat{r}_m > r_{ee} \), and computes a feasible set of \( l_{on}^* \leq L_n \) when \( r_n^* = \hat{r}_m = r_{ee} \) in each phase \( m \). This guarantees that each pair of \( (r_n^*, l_{on}^*) \) satisfies (9); thus, \( \{r_n^*, l_{on}^*, n = 1, \ldots, N\} \) follows the optimal structure in Lemma 1.

We have proven that \( \{r^*, l_{on}^*\} \) yielded by Algorithm 1 and the Lagrange multipliers \( \Lambda^* \) constructed accordingly, satisfy the sufficient and necessary optimality conditions (9)–(11) for (3). It then readily follows that \( R \) is a global optimal policy for (4). In the search of the rate-changing points and the associated rates in Algorithm 1, we only need to go through the \( A + D \) data arrival or deadline time instants as shown in Fig. 2; hence, the algorithm has a complexity \( O(A + D) \).
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