ON ANISOTROPIC NON-LIPSCHITZ RESTORATION MODEL: LOWER BOUND THEORY AND CONVERGENT ALGORITHM

CHUNLIN WU†, XUAN LIN†, AND YUFEI ZHAO†

Abstract. For nonconvex and nonsmooth restoration models, the lower bound theory reveals their good edge recovery ability, and related analysis can help to design convergent algorithms. Existing such discussions are focused on isotropic regularization models, or only the lower bound theory of anisotropic model with a quadratic fidelity. In this paper, we consider a general image recovery model with a non-Lipschitz anisotropic composite regularization term and an $\ell_q$ norm ($1 \leq q < \infty$) data fidelity term. We establish the lower bound theory for the anisotropic model with an $\ell_1$ fidelity, which applies to impulse noise removal problems. For the general case with $1 \leq q < \infty$, a support inclusion analysis is provided. To solve this non-Lipschitz composite minimization model, we are then motivated to introduce a support shrinking strategy in the iterative algorithm and relax the support constraint to a thresholding support constraint, which is more computationally practical. The objective function at each iteration is also linearized to construct a strongly convex subproblem. To make the algorithm more implementable, we compute an approximation solution to this subproblem at each iteration, but not exactly solve it. The global convergence result of the proposed inexact iterative thresholding and support shrinking algorithm with proximal linearization is established. The experiments on image restoration and two stage image segmentation demonstrate the effectiveness of the proposed algorithm.
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1. Introduction

We consider the problem of image recovery, i.e., trying to find the unknown ground truth $x \in \mathbb{R}^N$ from the degraded observation $b \in \mathbb{R}^M$ as follows

$$b = Ax + n.$$ 

Herein, $M$ and $N$ are positive integers, $n \in \mathbb{R}^M$ represents the noise, and the matrix $A \in \mathbb{R}^{M \times N}$ is related to the information acquisition process, e.g., an identity matrix for the image denoising problem, a convolution matrix generated by blur kernel for image blurring, and a measurement matrix in the problem of compressed sensing. This linear inverse problem is usually ill posed. To solve such a problem, we consider the following minimization model

$$\min_{x \in \mathbb{R}^N} \sum_{i \in J} \phi(|G_i^T x|) + \beta \frac{1}{q} \|Ax - b\|_q^q,$$  \hspace{1cm} (1.1)

where $1 \leq q < \infty$, $\phi$ is a potential function satisfying certain properties, $J$ is an index set, $\{G_i\}_{i \in J} \subset \mathbb{R}^N$ are the columns of matrix $G \in \mathbb{R}^{N \times \#J}$ which can be a set of sparsifying operators (e.g., the discrete gradient operators or the atoms in a wavelet transform), and $G_i^T x$ denotes the difference of each pixel with its neighbors. As one can see, the $\ell_q$ norm $\|\cdot\|_q$ ($1 \leq q < \infty$) is adopted in the data fidelity term of model (1.1) and it can be used to handle different additive noises by choosing different values of $q$ from a maximum a posterior (MAP) derivation. For example, people use the squared $\ell_2$...
norm fidelity to deal with the white Gaussian noise ([1–3]), and the $\ell_1$ norm fidelity for impulse noise removal ([4–7]). Meanwhile, the energy of the discrete derivatives of $x$ is penalized in the regularization term and the potential functions $\phi$ considered in this paper are nonconvex and non-Lipschitz.

Nonconvex and nonsmooth regularizers have the advantages in finding sparse solutions than convex ones and they can help to preserve or generate neat edges in restored images ([8–10]). The very useful edge property of nonconvex and nonsmooth regularization in image restoration is due to the lower bound theory, which is to provide a uniform lower bound of nonzero image differences of local minimizers. One question we are interested in about model (1.1) is whether it satisfies the lower bound theory. The other crucial question we are concerned about is how to design efficient and convergent algorithms for solving this model. Compared to the convex minimization model, the difficulty for solving model (1.1) arises mainly from the possible nonsmoothness of the fidelity term, the nonconvex and nonsmooth property of the regularization term, as well as the composition of $\phi$ and $G_i$'s, which makes the model a composite optimization problem. These properties make it a non-trivial task for solving the minimization model (1.1). In the following two paragraphs, we review existing works studying these two problems.

The lower bound theory is theoretical and has been studied in the literatures; see, e.g., [8, 11–17]. In general, the key to derive the lower bound theory is to apply the inequality derived from the optimality condition to some carefully constructed testing vectors. For the model with an anisotropic regularizer as given in (1.1), only the case of a squared $\ell_2$ norm fidelity term has been considered; see the pioneering work [8], or [13] where box constraints were added to the minimization model. The technique used in [8] and [13] is based on the second order optimality condition, which cannot be applied to model (1.1) with other fidelity terms. Recently, the authors of [18] and [15] discussed the lower bound theory of models with non-Lipschitz isotropic regularization and different fidelities. This theory for nonconvex and nonsmooth isotropic models with box constraints was established in [17] and [14], the latter of which focuses on the case of $\ell_0$ "norm" potential function. The derivation in [14,15,17,18] is based on the conservation of image gradient fields or the image-gradient relationship, and at the same time the discussion is restricted to the case that the regularization quantity corresponding to each pixel is only one. These limitations make such techniques difficult to be generalized to a regularization with an arbitrary sparsifying system. Also, the existing construction of testing vectors is either only suitable for the second order optimality condition, or restricted to the case of the isotropic first order regularization. Indeed, the lower bound theory of the anisotropic model (1.1) with non-quadratic fidelity terms has not been studied in existing works.

For nonconvex and nonsmooth composite minimization models, the other crucial problem is how to design effective and convergent algorithms to solve them. One straightforward approach is to utilize variable splitting and alternating direction method of multipliers (ADMM) [19] or equivalently, split Bregman iteration [20], but their convergence for nonconvex optimization problems is only guaranteed under specific assumptions like surjectiveness on the linear operator [21–23], which do not hold in 2D image restoration models with gradient or higher order sparsifying systems. In the existing studies, one popular class of approaches are smoothing approximation methods, e.g. [24–28], in which smoothing functions with auxiliary parameters are utilized to approximate the original objective function. These include the smoothing gradient method ([24]), the smoothing quadratic regularization (SQR) method ([25]), the smoothing
trust region Newton method (26) and the $R$-regularized Newton scheme (27) both for twice differentiable fidelity terms, the half-quadratic technique based method (28) for specific potential function $\phi(t) = t^p$ with $0 < p, q \leq 2$. In such methods, it was usually only proved that the iterative sequence converges to a stationary point of the smoothed variational model, or satisfies the subsequence convergence result by letting the smoothing parameter tend to zero. Another class of approaches is the iteratively reweighted methods, which concentrate on the special case of $\phi(t) = t^p$. Under the assumption that $0 < p, q \leq 2$, the iterative reweighted norm (IRN) algorithm (29) and the generalized Krylov subspace method for $\ell_p-\ell_q$ minimization (GKSpq, 30) are proposed, where the $\ell_p$ (or $\ell_q$) term is approximated by a weighted $\ell_2$ norm with iteratively updated weighting matrices. However, the convergence analysis of iterate sequences in (29) and (30) only focuses on the case of $1 \leq p, q \leq 2$, which is not applicable to the more interesting case with nonconvex regularization terms. Another approach we mention here is a support shrinking strategy derived respectively for various signal recovery problems (31–33) and different image restoration models with isotropic first order regularization (15, 34–36), yielding some (two-loop) iterative algorithms with either exact or inexact inner loops, when incorporated with the iteratively reweighted $\ell_1$ (37, 38) or least squares (39, 40). During a current study on nonconvex wavelet image restoration, we got aware that a similar support shrinking strategy was also induced from a majorization-minimization framework for non-Lipschitz synthesis wavelet model (41), but without convergence result. In such works with convergence results, the proof techniques for non-Lipschitz composite optimization problems all use the conservation of image gradient fields, which cannot be used to composite models with the anisotropic regularization by a general sparsifying system. To our best knowledge, existing algorithms for anisotropic composite minimization models have no proved global sequence convergence to a stationary point of the original objective function.

As can be seen, the research on the lower bound theory and related algorithm study for nonconvex anisotropic regularization models is very limited. Also, existing related derivation techniques cannot be applied to analyze anisotropic regularization models with non-quadratic fidelities, or iterative algorithms solving a general anisotropic model. In this paper, we aim to analyze and solve the general non-Lipschitz anisotropic regularization model (1.1). The key technique we introduce is a new construction of the testing vectors, based on which, the first order optimality condition can be applied to prove a lower bound theory and to analyze the algorithm in the situation of anisotropic regularization. The main contributions of this paper can be summarized as follows.

1. We show a lower bound theory for the composite minimization model (1.1) with an $\ell_1$ data fitting term, which is useful for impulse noise removal. For the general case with $1 \leq q < \infty$, a support inclusion analysis is provided. Such theoretical results apply to anisotropic regularization by a general sparsifying system. They help us not only understand more about the model, but also to design iterative algorithms.

2. We propose an inexact version of an iterative thresholding and support shrinking algorithm with proximal linearization to solve model (1.1). At each iteration, the algorithm thresholds the differences to determine the support, and construct a strongly convex problem, which can be easily solved. This makes the algorithm more practical and computationally efficient. The sequence convergence of the generated iterates is also established.

The remainder of this paper is organized as follows. In Section 2, we investigate the lower bound theory and support inclusion property of the non-Lipschitz anisotropic
model (1.1). Based on these conclusions, in Section 3, we introduce an iterative algorithm with the strategy of thresholding and support shrinking. Then we consider an inexact version of the algorithm and establish its convergence result. We present the details of algorithm implementation in Section 4. In Section 5, the experiments on image deconvolution and two stage image segmentation are carried out to exhibit the usefulness of the proposed algorithm. We conclude this paper in Section 6.

We now give some notations, which will be used throughout this paper. For a set \( \mathbb{S} \) or \( |\mathbb{S}| \) denote its cardinality. For a matrix \( B \), we use \( B_i \) to denote the \( i \)'th column of \( B \), use \( B^\top \) and \( B_i^\top \) to denote the transposes of \( B \) and \( B_i \), respectively. For a vector \( x \in \mathbb{R}^N \), \( x_i \) is the \( i \)'th entry of \( x \), \( 1 \leq i \leq N \). Given \( x \in \mathbb{R}^N \), the \( \ell_p \) (quasi-)norm \( \|x\|_p \) with \( p \in (0, +\infty) \) is defined by \( \|x\|_p = \left( \sum_{1 \leq i \leq N} |x_i|^p \right)^{1/p} \). We denote the set of indices corresponding to nonzero sparsifying coefficients \( G_i^\top x \) of \( x \) as the coefficient support (or, abbreviated as support) \( S(x) \), i.e., \( S(x) = \{ i \in J : G_i^\top x \neq 0 \} \). The set of indices corresponding to differences \( G_i^\top x \) whose absolute values are larger than \( \tau \) (\( \tau \geq 0 \)), is called the coefficient \( \tau \)-support (or, abbreviated as \( \tau \)-support) of \( x \) and written as \( T(x) = \{ i \in J : |G_i^\top x| > \tau \} \). Specifically, if taking \( \tau = 0 \), \( T(x) \) degenerates to \( S(x) \).

2. Lower bound theory and support inclusion analysis

For the convenience of description, we denote

\[
\mathcal{F}(x) := \sum_{i \in J} \phi(|G_i^\top x|) + \frac{\beta}{q} \|Ax - b\|_q^q,
\]

for our considered model (1.1), and rewrite it as

\[
(\mathfrak{F}) \min_{x \in \mathbb{R}^N} \mathcal{F}(x).
\]

The potential function \( \phi \) is supposed to satisfy the general assumptions.

**Assumption 2.1.**

(a) \( \phi : [0, +\infty) \rightarrow [0, +\infty) \) is a continuous concave coercive function, and \( \phi(0) = 0 \).

(b) \( \phi \) is \( C^1 \) on \( (0, +\infty) \), \( \phi'(t)|_{(0, +\infty)} > 0 \) and \( \phi'(0+) = +\infty \).

(c) For any \( \alpha > 0 \), \( \phi' \) is \( L_\alpha \)-Lipschitz continuous on \( [\alpha, +\infty) \), i.e., there exists a constant \( L_\alpha \) determined by \( \alpha \), such that for any \( t, s \in [\alpha, +\infty) \), \( |\phi'(t) - \phi'(s)| \leq L_\alpha |t - s| \).

**Example 2.1.** Two examples of potential functions satisfying Assumption 2.1 are \( \phi_1(t) = t^p \) \((0 < p < 1)\) and \( \phi_2(t) = \log(1 + t^p) \) \((0 < p < 1)\) \((34, 35])\).

By Assumption 2.1, the subdifferential of \( \phi(|t|) \) at \( t \) is given by

\[
\partial \phi \circ |\cdot|_{\tau}(t) = \begin{cases} (-\infty, +\infty), & \text{if } t = 0, \\ \frac{t}{|t|} \phi'(|t|), & \text{otherwise}, \end{cases}
\]

and \( \phi(|t|) \) is subdifferentially regular \((42)\) at any \( t \in \mathbb{R}^N \).

Throughout this paper, \( A \) and \( G \) are assumed to satisfy the following basic property, which is trivial in image restoration problems \((43, 44])\).

**Assumption 2.2.** \( \ker A \cap \ker G^\top = \{0\} \).

Following the arguments in existing works, e.g., \((35)\) and \((45)\), one can show the coercive property of the objective function \( \mathcal{F}(x) \).

**Theorem 2.1.** Suppose that Assumption 2.1 and Assumption 2.2 hold true. Then the function \( \mathcal{F}(x) \) in (2.1) is coercive and thus (2.2) has at least one solution.
In this section, we focus on discussing the lower bound theory and related support inclusion analysis for the model (1.1), i.e., the minimization problem (2.2). In [8], the authors studied the lower bound theory for a special case of (2.2) with \( q=2 \), i.e.,

\[
\min_{x \in \mathbb{R}^N} \sum_{i \in J} \phi(|G_i^T x|) + \frac{\beta}{2} \|Ax - b\|_2^2.
\]  

(2.3)

To establish such a conclusion, the second order derivative of \( \phi \) needs to be considered. We revise the conclusion in [8] to Theorem 2.2 below, in which the requirement on \( \phi \) is modified to be consistent with Assumption 2.1.

**Theorem 2.2.** Let \( \phi \) be the potential function satisfying Assumption 2.1 and the followings: \( \phi \) is \( C^2 \) on \((0, +\infty)\), \( \phi'' \) is increasing on \((0, +\infty)\) with \( \phi''(t) \leq 0 \) for any \( t > 0 \), \( \phi''(0^+) = -\infty \) and \( \lim_{t \to +\infty} \phi''(t) = 0 \). Then there exists a constant \( \theta_2 > 0 \), such that for any local minimizer \( x^* \) of model (2.3) (i.e., the problem (2.2) with \( q=2 \)), the difference \( G_i^T x^* \) is either zero or satisfies \( |G_i^T x^*| \geq \theta_2 \).

**Proof.** The proof is similar to that in [8]. \( \Box \)

Theorem 2.2 is for the case of Gaussian measurement noise. Another common and important situation is the impulse noise removal, and the corresponding model is as follows,

\[
\min_{x \in \mathbb{R}^N} \sum_{i \in J} \phi(|G_i^T x|) + \beta \|Ax - b\|_1,
\]  

(2.4)

which is the \( q=1 \) case of (2.2). The key technique for proving Theorem 2.2 is the second order necessary condition on local minimizers with the corresponding testing vector construction [8], which cannot be applied to deal with the model (2.4). For the model (2.4), we will instead establish a lower bound theory on the stationary points (including local minimizers) by using the first order optimality condition with a new construction of testing vector.

**Theorem 2.3.** There exists a constant \( \theta_1 > 0 \), such that for any stationary point \( x^* \) of (2.4) (i.e., the problem (2.2) with \( q=1 \)), it satisfies

\[
either G_i^T x^* = 0 or |G_i^T x^*| \geq \theta_1, \quad \forall i \in J.
\]

**Proof.** Suppose that \( x^* \) is a stationary point of (2.4). Define

\[
S^* = S(x^*) = \{i \in J : G_i^T x^* \neq 0\} \quad \text{and} \quad K(S^*) = \{x \in \mathbb{R}^N : G_i^T x = 0 \quad \forall i \in J \setminus S^*\}.
\]

Since \( x^* \) is a stationary point of \( F(x) \), \( s^* = 0 \in \partial F(x^*) \) and

\[
(s^*)^T v = 0 \quad \forall v \in K(S^*).
\]  

(2.5)

Since all the conditions in Corollary 10.9 of [42] hold, we derive

\[
\partial F(x^*) = \partial (\beta \|Ax^* - b\|_1) + \sum_{i \in S^*} \phi'(|G_i^T x^*|) \frac{G_i^T x^*}{|G_i^T x^*|} G_i + \partial \left( \sum_{i \in J \setminus S^*} \phi(|G_i^T x^*|) \right)
\]

(by [35, Theorem 2.3] ) = \beta \| \cdot \|_1 (Ax^* - b) + \sum_{i \in S^*} \phi'(|G_i^T x^*|) \frac{G_i^T x^*}{|G_i^T x^*|} G_i + \sum_{i \in J \setminus S^*} (\ker G_i^T)^\perp
\]
Denote the following problem and for any subset $I^+$ where

$$\sum_{i \in S^*} \phi'(|G_i^T x^*|) \frac{G_i^T x^*}{|G_i^T x^*|} G_i + \sum_{i \in J \setminus S^*} (\ker G_i^T)^\perp.$$ 

By (2.5), there exists $d \in [-1,1]^M$, such that for any $v \in K(S^*)$,

$$\sum_{i \in S^*} \phi'(|G_i^T x^*|) \frac{G_i^T x^*}{|G_i^T x^*|} G_i v = -\beta d^T A v \leq \beta \sum_{i=1}^M \|(A^T)_{i}\|_2 \|v\|_2 = \alpha \|v\|_2,$$

where $\alpha = \beta \sum_{i=1}^M \|(A^T)_{i}\|_2$ and $(A^T)_{i}$ denotes the $i$’th column of $A^T$.

Define

$$S^*_+ = \{i \in S^* : G_i^T x^* > 0\} \subset S^*.$$ 

We consider a fixed $j \in S^*$, and define

$$V(S^*, j, S^*_+) = \{v \in K(S^*) : G_i^T v > 0 \forall i \in S^*_+, \quad G_i^T v < 0 \forall i \in S^* \setminus S^*_+, \quad |G_j^T v| = 1\}$$

which is nonempty, since $v = \frac{x^*}{|G_j^T x^*|} \in V(S^*, j, S^*_+)$. Let $\tilde{v} = \tilde{v}(S^*, j, S^*_+)$ be the solution to the following problem

$$\min \|v\|_2 \quad \text{subject to } v \in \overline{V(S^*, j, S^*_+)},$$

where $\overline{V(S^*, j, S^*_+)}$ denotes the closure of $V(S^*, j, S^*_+)$. Then it implies that

$$\tilde{v} \in K(S^*)$$

and for any $i \in S^*$, either $G_i^T x^* \cdot G_i^T \tilde{v} > 0$ or $G_i^T \tilde{v} = 0$; and $|G_j^T \tilde{v}| = 1$.

Similar to the definition of $K(S^*)$ and $V(S^*, j, S^*_+)$, for any set $I \subset J$, define

$$K(I) = \{u \in \mathbb{R}^N : G_i^T u = 0 \forall i \in J \setminus I\},$$

and for any subset $I_+ \subset I$ and index $j \in I$, define

$$V(I, j, I_+) = \{v \in K(I) : G_i^T v > 0 \forall i \in I_+, \quad G_i^T v < 0 \forall i \in I \setminus I_+, \quad |G_j^T v| = 1\}.$$ 

For those nonempty $V(I, j, I_+)$, let $\tilde{v}(I, j, I_+)$ be the solution to the following constrained optimization problem

$$\min \|v\|_2 \quad \text{subject to } v \in \overline{V(I, j, I_+)},$$

Denote

$$\mu(I) = \max_{j \in I_+, I \subset J} \|\tilde{v}(I, j, I_+)\|_2$$

and

$$\mu = \max_{I \subset J} \{\mu(I)\}, \quad (2.6)$$

where $\mu$ is well-defined and positive. Then $\mu$ is a uniform upper bound of $\|\tilde{v}\|_2$, i.e.,

$$\|\tilde{v}\|_2 = \|\tilde{v}(S^*, j, S^*_+)\|_2 \leq \mu$$

for any stationary point $x^*$. 
By the assumption on function $\phi(\cdot)$ and the fact that for any $i \in S^*$, either $G_i^T x^* \cdot G_i^T \tilde{v} > 0$ or $G_i^T \tilde{v} = 0$, we have

$$\phi'(\|G_i^T x^*\|) \frac{G_i^T x^*}{\|G_i^T x^*\|} G_i^T \tilde{v} \geq 0 \quad \forall i \in S^*.$$ 

Therefore,

$$\phi'(\|G_j^T x^*\|) = \phi'(\|G_j^T x^*\|) \frac{G_j^T x^*}{\|G_j^T x^*\|} G_j^T \tilde{v} \leq \sum_{i \in S^*} \phi'(\|G_i^T x^*\|) \frac{G_i^T x^*}{\|G_i^T x^*\|} G_i^T \tilde{v} \leq \alpha \|\tilde{v}\|_2 \leq \alpha \mu.$$ 

Since $\phi'(0+) = +\infty$, the constant $\theta_1 = \inf\{t > 0; \phi'(t) \leq \alpha \mu\} > 0$ is well defined and independent of $x^*$. Thus, we obtain that

$$|G_j^T x^*| \geq \theta_1,$$

which holds for any $j \in S^*$ and any stationary point $x^*$.

**Remark 2.1.** By Theorem 2.2, the lower bound theory holds for the local minimizers of the objective function $F(x)$ in (2.1), in the case of squared $\ell_2$ norm fidelity, i.e., $q = 2$. By Theorem 2.3, in the case of $\ell_1$ norm fidelity term, i.e., $q = 1$, the lower bound theory can hold for all stationary points (including the local minimizers) of $F(x)$.

By Theorem 2.2 and Theorem 2.3, there exists some constant $\theta$, such that for any local minimizer $x^*$ of $F(x)$ with $q = 2$ (or any stationary point $x^*$ of $F(x)$ with $q = 1$), it satisfies

either $G_i^T x^* = 0$ or $|G_i^T x^*| \geq \theta$.

Suppose that $x^*$ is very near to a given point $\hat{x}$, such that $|G_i^T x^* - G_i^T \hat{x}| \leq \|G_i\|_2 \|x^* - \hat{x}\|_2 < \theta$, $\forall i \in J$. Then $|G_i^T x^*| \leq |G_i^T x^* - G_i^T \hat{x}| + |G_i^T \hat{x}| < \theta + |G_i^T \hat{x}|$, which implies the support inclusion property, i.e., for $i \in J$,

$$G_i^T x^* = 0, \quad \text{when } G_i^T \hat{x} = 0.$$ 

In fact, although there are so far no lower bound theory for model (2.2) with $q \in [1, +\infty)$ and $q \neq 1, 2$, the support inclusion property can be shown to hold for the stationary points of model (2.2) with any $q \in [1, +\infty)$ as stated in Theorem 2.4.

**Theorem 2.4.** Given $\hat{x} \in \mathbb{R}^N$, assume that a stationary point $\hat{x}$ of (2.2) is sufficiently close to $\hat{x}$. Then for $i \in J$,

$$G_i^T \hat{x} = 0, \quad \text{when } G_i^T \hat{x} = 0.$$ 

**Proof.** At first, we assume that there exists a stationary point $\hat{x}$ of (2.2) satisfying $\|\hat{x} - \hat{x}\| < \|\hat{x}\|$, which implies $\|\hat{x}\| < 2\|\hat{x}\|$. Suppose that for some $j \in J$, $G_j^T \hat{x} = 0$ but $G_j^T \hat{x} \neq 0$. Define

$$\hat{S} = S(\hat{x}) = \{i \in J : G_i^T \hat{x} \neq 0\} \quad \text{and} \quad K(\hat{S}) = \left\{ x \in \mathbb{R}^N : G_i^T x = 0 \ \forall i \in J \setminus \hat{S} \right\}.$$ 

Since $\hat{x}$ is a stationary point of (2.2), $\hat{s} = 0 \in \partial F(\hat{x})$ and

$$\hat{s}^T v = 0 \quad \text{for any } v \in K(\hat{S}). \quad (2.7)$$
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Since all the conditions in Corollary 10.9 of [42] hold, we derive

$$\partial F(\hat{x}) = \partial \left( \frac{\beta}{q} \| A\hat{x} - b \|_q^q \right) + \sum_{i \in S} \phi'(\| G_i^T \hat{x} \|) \frac{G_i^T \hat{x}}{|G_i^T \hat{x}|} G_i + \partial \left( \sum_{i \in J \setminus \hat{S}} \phi(\| G_i^T \hat{x} \|) \right) $$

$$= \frac{\beta}{q} A^T \partial \| \|_q^q(A\hat{x} - b) + \sum_{i \in S} \phi'(\| G_i^T \hat{x} \|) \frac{G_i^T \hat{x}}{|G_i^T \hat{x}|} G_i + \sum_{i \in J \setminus \hat{S}} (\ker G_i^T)^\perp. $$

By (2.7), for any $v \in K(\hat{S})$,

$$\sum_{i \in \hat{S}} \phi'(\| G_i^T \hat{x} \|) \frac{G_i^T \hat{x}}{|G_i^T \hat{x}|} G_i^T v \leq \begin{cases} \beta \sum_{i=1}^M \| (A^T)_i \|_2 \| \hat{x} \|_2 + \| b_i \|_2 \| A^T \|_2 \| v \|_2, & q > 1 \\ \beta \sum_{i=1}^M \| (A^T)_i \|_2 \| v \|_2, & q = 1 \end{cases}$$

Since $\| \hat{x} \|_2 < 2 \| \hat{x} \|_2$, we have

$$\sum_{i \in \hat{S}} \phi'(\| G_i^T \hat{x} \|) \frac{G_i^T \hat{x}}{|G_i^T \hat{x}|} G_i^T v < \alpha_1(\hat{x}) \| v \|_2,$$

where $\alpha_1(\hat{x}) = \beta \sum_{i=1}^M \| (A^T)_i \|_2 \max \left\{ 2 \| (A^T)_i \|_2 \| \hat{x} \|_2 + \| b_i \|_2, 1 \right\} ^{q-1}$.

By using similar notations in Theorem 2.3, we denote

$$\hat{S}_+ = \{ i \in \hat{S} : G_i^T \hat{x} > 0 \} \subset \hat{S}$$

and

$$V(\hat{S}, j, \hat{S}_+) = \{ v \in K(\hat{S}) : G_i^T v > 0 \ \forall i \in \hat{S}_+, G_i^T v < 0 \ \forall i \in \hat{S} \setminus \hat{S}_+, \ |G_j^T v| = 1 \}.$$ 

Since $v = \frac{\hat{x}}{|G_j^T \hat{x}|} \in V(\hat{S}, j, \hat{S}_+), V(\hat{S}, j, \hat{S}_+) \neq \emptyset$. Let $\tilde{v} = \tilde{v}(\hat{S}, j, \hat{S}_+)$ denote the solution to the following problem

$$\min \| v \|_2 \ \text{subject to} \ v \in \overline{V(\hat{S}, j, \hat{S}_+)},$$

which satisfies $\| \tilde{v} \|_2 = \| \tilde{v}(\hat{S}, j, \hat{S}_+) \|_2 \leq \mu$ with $\mu$ as defined in (2.6). Then,

$$\phi'(\| G_j^T \hat{x} \|) = \phi'(\| G_j^T \hat{x} \|) \frac{G_j^T \hat{x}}{|G_j^T \hat{x}|} G_j^T \tilde{v} \leq \sum_{i \in \hat{S}} \phi'(\| G_i^T \hat{x} \|) \frac{G_i^T \hat{x}}{|G_i^T \hat{x}|} G_i^T \tilde{v} \leq \alpha_1(\hat{x}) \| \tilde{v} \|_2 \leq \alpha_1(\hat{x}) \mu.$$ 

(2.8)

Since $\phi'(0+) = +\infty$, the constant $\theta = \inf \{ t > 0 : \phi'(t) \leq \alpha_1(\hat{x}) \mu \}$ is well defined. If $\hat{x}$ is sufficiently close to $\hat{x}$ such that $\| \hat{x} - \hat{x} \| < \min \{ \max \{ \theta, 1 \}, \| \hat{x} \| \}$, we have $|G_j^T \hat{x}| \leq |G_j^T \hat{x}| + |G_j^T \hat{x}| \leq \| G_j \| \| \hat{x} - \hat{x} \| < \theta$ and $\phi'(\| G_j^T \hat{x} \|) > \alpha_1(\hat{x}) \mu$, which contradicts with (2.8). Thus, for any $j \in J$ with $G_j^T \hat{x} = 0, G_j^T \hat{x} = 0$. []

3. Algorithms and convergence analysis

The theoretical results in the previous section not only exhibit some interesting model properties, but also help us to design iterative algorithms and perform convergence analysis for the non-Lipschitz composite minimization model (2.2).
3.1. Algorithms

We now derive an iterative algorithm to solve the model (2.2). In order to find a local minimizer or stationary point near to a given point, the support inclusion analysis in Theorem 2.4 naturally motivates a so-called support shrinking strategy at each iteration, like [15,34,35] for various image restoration models with isotropic regularization. Given $x^k$, we denote $S^k = S(x^k) = \{i \in J : G_i^Tx^k \neq 0\}$, and define $C_k = \{x : G_i^Tx = 0, \forall i \in J \setminus S^k\}$. Then for $k=0,1,2,\ldots$, the following

$$\begin{align*}
\min_{x \in \mathbb{R}^N} \left\{ F_k(x) := \sum_{i \in S^k} \phi(|G_i^Tx|) + \frac{\beta}{q} \|Ax - b\|_q^q \right\},
\text{s.t. } x \in C_k,
\end{align*}$$

is considered to compute $x^{k+1}$.

However, considering the finite word length of real computers and to avoid extremely large linearization weights described later, we do not track the indices just in $S^k$ or use the constraints $J \setminus S^k = \{i \in J : G_i^Tx^k = 0\}$. Instead, we relax these at each iteration by a thresholding operation, and propose the strategy of iterative thresholding and support shrinking (ITSS). Indeed, this relaxation is actually usually adopted in computer codes for support shrinking based algorithms, but so far, has been formulated explicitly only in [33] with incorporation into the iteratively reweighted least square (IRLS) algorithm for group sparse signal recovery (where $G=$Identity). In particular, let us denote the $\tau$-support $T^k = T(x^k) = \{i \in J : |G_i^Tx^k| > \tau\}$ and the set $C^\tau_k = \{x : G_i^Tx = 0, \forall i \in J \setminus T^k\}$ accordingly. At the $k$th iteration, the differences $G_i^Tx^{k+1}$ with $i \in J \setminus T^k$, instead of $i \in J \setminus S^k$, are constrained to be zero. That is, we construct the following

$$\begin{align*}
(\mathcal{S}_k^\tau) \min_{x \in \mathbb{R}^N} \left\{ F_k^\tau(x) := \sum_{i \in T^k} \phi(|G_i^Tx|) + \frac{\beta}{q} \|Ax - b\|_q^q \right\},
\text{s.t. } x \in C^\tau_k.
\end{align*}$$

This problem is still nonconvex and difficult. We however can linearize the $\phi$ at $|G_i^Tx^k|$ with $i \in T^k$. With a proximal term, we then write the following strongly convex optimization problem

$$\begin{align*}
(\mathcal{H}_k^\tau) \min_{x \in \mathbb{R}^N} \left\{ H_k^\tau(x) := \sum_{i \in T^k} \left\{ \phi(|G_i^Tx^k|) + \phi'(|G_i^Tx^k|) \left( |G_i^Tx| - |G_i^Tx^k| \right) \right\} + \frac{\beta}{q} \|Ax - b\|_q^q + \frac{\rho}{2} \|x - x^k\|^2 \right\},
\text{s.t. } x \in C^\tau_k,
\end{align*}$$

for computing $x^{k+1}$. Obviously $H_k^\tau(x)$ in (3.1) has a unique optimal solution. Thus, we have derived the Iterative thresholding and support shrinking algorithm with proximal linearization (ITSS-PL) as stated in Algorithm 1, which is with iteratively reweighted $\ell_1$ flavor.

Precisely solving the subproblem $(\mathcal{H}_k^\tau)$ still needs infinite iteration steps, which is not practical in real computation. Therefore, instead of finding the exact minimizer, we solve the subproblem $(\mathcal{H}_k^\tau)$ in Algorithm 1 to some given accuracy, like [35,46,47]. For any set $C$, recall the indicator function $\kappa_C$ as

$$\kappa_C(x) = \begin{cases} 
0 & x \in C, \\
+\infty & \text{otherwise.}
\end{cases}$$
Algorithm 1 Iterative thresholding and support shrinking algorithm with proximal linearization (ITSS-PL)

**Input:** \( A, b, \beta > 0, \rho > 0, \tau \geq 0, \) MAXit, \( x^0 \in \mathbb{R}^N. \)

**while** \( k \leq \text{MAXit} \)

\[
\text{Compute } x^{k+1} \text{ by solving } (H^\tau_k).
\]

**end while**

Then we come to the *inexact iterative thresholding and support shrinking algorithm with proximal linearization (Inexact ITSS-PL)*, as given in Algorithm 2. We mention that Inexact ITSS-PL degenerates to ITSS-PL, if \( \epsilon = 0. \)

Algorithm 2 Inexact iterative thresholding and support shrinking algorithm with proximal linearization (Inexact ITSS-PL)

**Input:** \( A \in \mathbb{R}^{M \times N}, b \in \mathbb{R}^N, \beta > 0, \rho > 0, \tau \geq 0, 0 < \epsilon < 1, \text{MAXit}, x^0 \in \mathbb{R}^N. \)

**while** \( k \leq \text{MAXit} \)

\[
\text{Compute } x^{k+1} \text{ by } \begin{cases} 
   x^{k+1} \approx \arg \min_{x \in \mathbb{R}^N} H^\tau_k(x) + \kappa_{C^\tau_k}(x) \text{ and } h^{k+1} \in \partial (H^\tau_k(x^{k+1}) + \kappa_{C^\tau_k}(x^{k+1})) \\
   \text{s.t. } \|h^{k+1}\|_2 \leq \frac{\rho^2}{2} \epsilon \|x^{k+1} - x^k\|_2,
\end{cases}
\]

(3.2)

where \( C^\tau_k = \{ x : G_i^T x = 0, \forall i \in J \setminus T^k \}. \)

**end while**

### 3.2. Convergence analysis

In what follows, we prove that the sequence generated by Algorithm 2 with the inexact inner loop does converge to a stationary point of the original minimization model (3) in (2.2). The proof is based on the Kurdyka-Lojasiewicz (KL) property ([48,49]), which has been extensively applied to the analysis of various optimization methods ([35,46,47,50–53]).

Note that

\[ \partial \kappa_{C^\tau_k}(x) = \begin{cases} 
   \sum_{i \in J \setminus T^k} (\ker G_i^T)^\perp, & x \in C^\tau_k \\
   \emptyset, & \text{otherwise}.
\end{cases} \]

By (3.2), we then have

\[ G_i^T x^{k+1} = 0, \quad i \in J \setminus T^k, \]

which implies \( J \setminus S^k \subset J \setminus T^k \subset J \setminus S^{k+1} \subset J \setminus T^{k+1} \) and \( T^{k+1} \subset S^{k+1} \subset T^k \subset S^k \subset \cdots \subset J. \) Due to the finiteness of the set \( J \), it is also straightforward to see the finite convergence of both support and \( \tau \)-support sequences \( S^k \) and \( T^k \), as shown in Lemma 3.1, like the finite convergence of the support sequence mentioned in the literature.

**Lemma 3.1** (Finite convergence of support and \( \tau \)-support). *For any \( k \geq 0, \) \( T^{k+1} \subset S^{k+1} \subset T^k \subset S^k \subset \cdots \subset J. \) Due to the finiteness of the set \( J \), it is also straightforward to see the finite convergence of both support and \( \tau \)-support sequences \( S^k \) and \( T^k \), as shown in Lemma 3.1, like the finite convergence of the support sequence mentioned in the literature.*

By Lemma 3.1, the sets \( S^k \) and \( T^k \) will be unchanged when \( k \geq K. \) In the following, to prove the convergence, we only need to focus on the case \( k \geq K. \) We denote

\[ \bar{S} = S^k = T^k = \{ i \in J : G_i^T x^k \neq 0 \} = \{ i \in J : |G_i^T x^k| > \tau \} \quad \text{for } k \geq K. \quad (3.3) \]
and
\[ \mathcal{H}_k^i(x) = \sum_{i \in \mathcal{S}} \left\{ \phi(|G_i^T x^k|) + \phi'(|G_i^T x^k|) |G_i^T x^k| \right\} + \frac{\beta}{q} \|Ax-b\|_q^q + \frac{\rho}{2} \|x-x^k\|^2. \]

Then for \( k \geq K \), the subproblem at the \( k \)'th step in Algorithm 2 becomes
\[
\begin{align*}
\begin{cases}
  x^{k+1} & \approx \arg \min_{x \in \mathbb{R}^N} \mathcal{H}_k^i(x) + \kappa_C(x) \quad \text{and} \quad h^{k+1} \in \partial \left( \mathcal{H}_k^i(x^{k+1}) + \kappa_C(x^{k+1}) \right) \\
  \text{s.t.} \quad \|h^{k+1}\|_2 \leq \frac{\rho}{2} \epsilon \|x^{k+1} - x^k\|_2
\end{cases}
\end{align*}
\] (3.4)

where \( \tilde{C} = \{ x : G_i^T x = 0, \forall i \in J \setminus \tilde{S} \} \).

The next lemma is the decreasing property of the objective function.

**Lemma 3.2 (Sufficient decrease).** The sequence \( \{ \mathcal{F}(x^k) \}_{k \geq K} \) is nonincreasing, and more precisely, for any \( k \geq K \),
\[
(1-\epsilon) \frac{\rho}{2} \|x^{k+1} - x^k\|_2^2 \leq \mathcal{F}(x^k) - \mathcal{F}(x^{k+1}).
\]

**Proof.** For any \( k \geq K \), by the convexity of function \( \mathcal{H}_k^i \) in (3.4), we have
\[
\mathcal{H}_k^i(x^{k+1}) = \sum_{i \in \mathcal{S}} \left\{ \phi(|G_i^T x^{k+1}|) + \phi'(|G_i^T x^{k+1}|) |G_i^T x^{k+1}| \right\} + \frac{\beta}{q} \|Ax^{k+1} - b\|_q^q + \frac{\rho}{2} \|x^{k+1} - x^k\|^2
\leq \mathcal{H}_k^i(x^k) - \langle h^{k+1}, x^k - x^{k+1} \rangle
\leq \sum_{i \in \mathcal{S}} \phi(|G_i^T x^k|) + \frac{\beta}{q} \|Ax^k - b\|_q^q + \frac{\rho}{2} \|x^{k+1} - x^k\|^2
= \mathcal{F}(x^k) + \frac{\rho}{2} \epsilon \|x^{k+1} - x^k\|_2^2.
\]

By Assumption 2.1,
\[
\phi(t) \leq \phi(\bar{t}) + \phi'(\bar{t})(t-\bar{t}), \quad \forall t \geq 0 \text{ and } \bar{t} > 0.
\] (3.5)

Then by (3.5),
\[
\mathcal{H}_k^i(x^{k+1}) \geq \sum_{i \in \mathcal{S}} \phi(|G_i^T x^{k+1}|) + \frac{\beta}{q} \|Ax^{k+1} - b\|_q^q + \frac{\rho}{2} \|x^{k+1} - x^k\|^2
= \mathcal{F}(x^{k+1}) + \frac{\rho}{2} \|x^{k+1} - x^k\|_2^2.
\]

Therefore, we obtain
\[
\mathcal{F}(x^k) - \mathcal{F}(x^{k+1}) \geq (1-\epsilon) \frac{\rho}{2} \|x^{k+1} - x^k\|_2^2 \quad \text{for any } k \geq K.
\]

From Lemma 3.2, we see the boundness of the sequence \( \{ x^k \} \).

**Lemma 3.3 (Square summable and asymptotic convergence).** The sequence \( \{ x^k \} \) is bounded and satisfies
\[
\sum_{k=0}^{\infty} \|x^{k+1} - x^k\|^2 < \infty.
\]
Hence $\lim_{k \to \infty} \|x^{k+1} - x^k\| = 0$.

Proof. By Lemma 3.2, $\{F(x^k)\}$ is bounded and convergent. Since $F(x)$ is coercive (Theorem 3.1), $\{x^k\}$ is bounded. Again by Lemma 3.2, we get

$$(1 - \epsilon)\frac{\rho}{2} \sum_{k=0}^{K_1} \|x^{k+1} - x^k\|^2 \leq F(x^0) - F(x^{K_1+1}) \leq F(x^0).$$

Letting $K_1 \to \infty$ completes the proof. \square

A very useful lemma is the following uniform lower bound result of nonzero differences of the iterate sequence.

**Lemma 3.4** (Lower bound of the sequence). There exists a constant $\bar{\theta} > 0$ such that

$$|G_i^T x^k| \geq \bar{\theta} \quad \forall k \geq K, \forall i \in \bar{S}.$$

Proof. Without loss of generality, suppose that $\bar{S} \neq \emptyset$. By (3.3), a natural and obvious consequence is

$$|G_i^T x^k| > \tau \geq 0 \quad \forall k \geq K, \forall i \in \bar{S}.$$

Next, we derive a positive lower bound of nonzero differences of the iterate sequence, even if $\tau = 0$.

Since $\kappa_C(x)$ is subdifferentially regular at $x \in \bar{C}$, we derive

$$h^{k+1} \in \partial (\mathcal{H}_k(x^{k+1}) + \kappa_C(x^{k+1}))$$

$$= \partial \left( \frac{\beta}{q} \|Ax^{k+1} - b\|_q^q \right) + \sum_{i \in \bar{S}} \phi'(\|G_i^T x^k\|) \frac{G_i^T x^{k+1}}{|G_i^T x^{k+1}|} G_i + \rho(x^{k+1} - x^k) + \partial \kappa_C(x^{k+1}),$$

where

$$\partial \left( \frac{\beta}{q} \|Ax^{k+1} - b\|_q^q \right) = \frac{\beta}{q} A^T \partial \|\cdot\|_q^q (\hat{x} - b)$$

and

$$|\partial \kappa_C(x^{k+1})| = \sum_{i \in J \setminus \bar{S}} (\ker G_i^T)^\perp.$$

Then there exist $z^{k+1} \in \partial \left( \frac{\beta}{q} \|Ax^{k+1} - b\|_q^q \right)$ and $\eta_i^{k+1} \in (-\infty, +\infty) (i \in J \setminus \bar{S})$ such that

$$h^{k+1} = z^{k+1} + \sum_{i \in \bar{S}} \phi'(\|G_i^T x^k\|) \frac{G_i^T x^{k+1}}{|G_i^T x^{k+1}|} G_i + \rho(x^{k+1} - x^k) + \sum_{i \in J \setminus \bar{S}} \eta_i^{k+1} G_i.$$

Denote $K(\bar{S}) = \{x \in \mathbb{R}^N : G_i^T x = 0 \forall i \in J \setminus \bar{S}\}$ and $S^{k+1}_+ = \{i \in \bar{S} : G_i^T x^{k+1} > 0\}$. Consider a fixed index $i' \in \bar{S}$ and define the set

$$V(\bar{S}, i', S^{k+1}_+) = \{v \in K(\bar{S}) : G_i^T v > 0 \forall i \in S^{k+1}_+, \quad G_i^T v < 0 \forall i \in \bar{S} \setminus S^{k+1}_+, \quad |G_{i'}^T v| = 1\}.$$

Note that $V(\bar{S}, i', S^{k+1}_+) \neq \emptyset$, since $v = \frac{x^{k+1}}{|G_{i'}^T x^{k+1}|} \in V(\bar{S}, i', S^{k+1}_+)$. Take $v = \bar{v}^{k+1}$ to be the solution to the following problem

$$\min \|v\|_2 \quad \text{s.t. } v \in V(\bar{S}, i', S^{k+1}_+)$$

implying that

$$\bar{v}^{k+1} \in K(\bar{S}); \text{ for any } i \in \bar{S}, \text{ either } G_i^T x^{k+1} \cdot G_i^T \bar{v}^{k+1} > 0 \text{ or } G_i^T \bar{v}^{k+1} = 0; \quad |G_{i'}^T \bar{v}^{k+1}| = 1,$$
and \( \|\tilde{v}^{k+1}\|_2 \leq \mu \) with \( \mu \) as defined in (2.6). It then follows that
\[
\langle h^{k+1}, \tilde{v}^{k+1} \rangle = \langle z^{k+1}, \tilde{v}^{k+1} \rangle + \sum_{i \in S} \phi'(|G_i^\top x^k|) \frac{G_i^\top x^{k+1}}{|G_i^\top x^{k+1}|} G_i^\top \tilde{v}^{k+1}
\]
\[+ \rho (x^{k+1} - x^k, \tilde{v}^{k+1}) + \sum_{i \in J \setminus S} \eta_i^{k+1} G_i^\top \tilde{v}^{k+1}, \]
indicating
\[
\langle h^{k+1}, \tilde{v}^{k+1} \rangle - \langle z^{k+1}, \tilde{v}^{k+1} \rangle - \rho (x^{k+1} - x^k, \tilde{v}^{k+1}) = \sum_{i \in S} \phi'(|G_i^\top x^k|) \frac{G_i^\top x^{k+1}}{|G_i^\top x^{k+1}|} G_i^\top \tilde{v}^{k+1}
\]
\[\geq \phi'(|G_i^\top x^{k+1}|).\]

On the other hand, by the boundness of \( \{x^k\} \), there exists a constant \( \Gamma > 0 \) such that
\( \|x^k\|_2 \leq \Gamma \) for any \( k \in \mathbb{N} \). Thus, the above inequality becomes
\[
\phi'(|G_i^\top x^{k+1}|) \leq \langle h^{k+1}, \tilde{v}^{k+1} \rangle - \langle z^{k+1}, \tilde{v}^{k+1} \rangle - \rho (x^{k+1} - x^k, \tilde{v}^{k+1}) \leq \bar{\alpha}
\]
where \( \bar{\alpha} = (\varepsilon + 2)\mu \rho \Gamma + \beta \mu \sum_{l=1}^M (\Gamma \|A^\top l\|_2 + |b_l|)^{q-1} \|A^\top l\|_2 \). Since \( \phi'(0+) = +\infty \), the constant \( \theta' = \inf \{t > 0 : \phi'(t) \leq \bar{\alpha} \} > 0 \) is well defined and consequently
\[|G_i^\top x^{k+1}| \geq \theta',\]
holds for any \( i' \in S \) and any \( k \geq K \).

Therefore, the uniform lower bound of nonzero differences of the iterate sequence can be taken as
\[\tilde{\theta} = \max \{\tau, \theta'\} > 0.\]

In Lemma 3.4, we have proved the existence of a uniform lower bound for nonzero differences generated by the iterative sequence. Meanwhile, as stated in Assumption 2.1 (3), \( \phi' \) is \( L_{\alpha} \)-Lipschitz continuous on \([\alpha, +\infty)\) for any \( \alpha > 0 \). We can then overcome the difficulties in the convergence analysis brought by the non-Lipschitz property of \( \phi' \) at the zero point, and a subgradient lower bound for the iteration gap is given in the following lemma.

**Lemma 3.5 (A subgradient lower bound for the iteration gap).** For each \( k \geq K \), there exists \( s^{k+1} \in \partial \mathcal{F}(x^{k+1}) \) such that
\[\|s^{k+1}\|_2 \leq c\|x^{k+1} - x^k\|_2,\]
for some constant \( c \).

**Proof.** It is known that \( \phi(|G_i^\top x|) \) is subdifferentially regular at all the points including \( x^{k+1} \) for any \( i \in J \). Meanwhile, \( \|Ax - b\|_q \) is also subdifferentially regular. We therefore have
\[\partial \mathcal{F}(x^{k+1}) = \partial \left( \frac{\beta}{q} \|Ax^{k+1} - b\|_q^q \right) + \sum_{i \in S} \phi'(|G_i^\top x^{k+1}|) \frac{G_i^\top x^{k+1}}{|G_i^\top x^{k+1}|} G_i + \partial \left( \sum_{i \in J \setminus S} \phi(|G_i^\top x^{k+1}|) \right)\]
Taking related preliminaries, one may refer to the appendix. 

The objective function $F$ is a KL function. Indeed, it is known that any proper lower semicontinuous function that is definable on an o-minimal structure is a KL function. See \[54\] and \[53\, Remark 3.1. \]

By Algorithm 2, \( \|h^{k+1}\|_2 \leq \frac{\epsilon}{2} \) and 

\[
\begin{align*}
    h^{k+1} &= \partial \left( \frac{\beta}{q} \|Ax^{k+1} - b\|_q'^2 \right) + \sum_{i \in S} \phi'(|G_i^T x^{k+1}|) \frac{G_i^T x^{k+1}}{|G_i^T x^{k+1}|} G_i + \sum_{i \in J \setminus S} (\ker G_i^T)^ot.
\end{align*}
\]

where \( \partial \kappa_C(x^{k+1}) = \sum_{i \in J \setminus S} (\ker G_i^T) \).

It is then easy to see 

\[
    s^{k+1} = h^{k+1} + \sum_{i \in S} \left( \phi'(|G_i^T x^{k+1}|) - \phi'(|G_i^T x^k|) \right) \frac{G_i^T x^{(k+1)}}{|G_i^T x^{(k+1)}|} G_i - \rho(x^{k+1} - x^k),
\]

is in \( \partial F(x^{k+1}) \). By Assumption 2.1 (c) and Lemma 3.4, we further derive 

\[
    \|s^{k+1}\|_2 \leq \|h^{k+1}\|_2 + \sum_{i \in S} \left| \phi'(|G_i^T x^{k+1}|) - \phi'(|G_i^T x^k|) \right| |G_i|_2 + \rho \|x^{k+1} - x^k\|_2
\]

\[
    \leq \sum_{i \in S} \rho \|G_i\|_2 \cdot \|G_i\|_2 + \rho(1 + \frac{\epsilon}{2}) \|x^{k+1} - x^k\|_2
\]

\[
    \leq \left( \sum_{i \in J} \|G_i\|_2^2 + \rho(1 + \frac{\epsilon}{2}) \right) \|x^{k+1} - x^k\|_2.
\]

Taking \( c = \sum_{i \in J} \|G_i\|_2^2 + \rho(1 + \frac{\epsilon}{2}) \) completes the proof. \( \square \)

We can now establish the global convergence of the sequence generated by Inexact ITSS-PL (Algorithm 2).

**Theorem 3.1** (Global convergence). Suppose that $F(x)$ is a KL function. The sequence \( \{x^k\} \) generated by Algorithm 2 converges to a stationary point of \( \mathcal{F} \).

**Proof.** By Lemma 3.3, \( \{x^k\} \) is bounded. Then there exists a subsequence \( \{x^{k_j}\} \) and a point \( x^* \) such that 

\[
    x^{k_j} \to x^* \text{ and } F(x^{k_j}) \to F(x^*) \text{ as } j \to \infty.
\]

Since $F(x)$ is a KL function, by Lemma 3.2, Lemma 3.5 and [46, Theorem 2.9], the sequence \( \{x^k\} \) converges globally to \( x^* \), which is a stationary point of problem \( \mathcal{F} \). \( \square \)

**Remark 3.1.** A proper lower semicontinuous function satisfying the KL property at all points in its domain is called a KL function. The objective functions $F(x)$ in our examples are KL functions. Indeed, it is known that any proper lower semicontinuous function that is definable on an o-minimal structure is a KL function. See [54] and [53, Theorem 4.1]. A class of o-minimal structure is the log-exp structure ( [55, Example 2.5]). By this structure, the examples of potential function $\phi(t) = t^p$ and $\phi(t) = \log(1+t^p)$ are definable, and \( |G_i^T x| \), as a semi-algebraic function, is also definable. Then the composition $\phi(|G_i^T x|)$ and the finite sum $\sum_{i \in J} \phi(|G_i^T x|)$ are definable functions. Similarly, the fidelity $\frac{\beta}{q} \|Ax - b\|_q'$ is a definable function. As the sum of regularization and fidelity terms, the objective function $F(x)$ is definable, therefore it is a KL function. For the related preliminaries, one may refer to the appendix.
4. Algorithm implementation

The subproblem \((\mathcal{S}_k^e)\) at each iteration of Inexact ITSS-PL can be solved by many effective convex optimization algorithms. We consider to use the Alternating Direction Method of Multipliers (ADMM \([19,44,56-58]\)) and the followings are the implementation details.

In the description of ADMM, the variable \(x\) in the subproblem \((\mathcal{S}_k^e)\) is replaced by \(u\) to avoid confusion with the outer iterations. We first consider the general form of \((\mathcal{S}_k^e)\) with \(q \in [1, +\infty) \setminus \{2\}\) in the fidelity. To solve a such subproblem, we introduce the variables \(v \in \mathbb{R}^M\) and \(\{w_i\}_{i \in T^k} \in \mathbb{R}^{T^k}\), and reformulate the subproblem \((\mathcal{S}_k^e)\) as the following equivalent form,

\[
\min_{u,v,\{w_i\}_{i \in T^k}} \sum_{i \in T^k} \phi'(|G_i^T x^k|) |w_i| + \beta \|v\|_q^q + \frac{1}{2} \rho \|u - x^k\|_2^2
\]

\[
\text{s.t.} \begin{cases}
G_i^T u = 0, & \forall i \in J \setminus T^k \\
G_i^T u = w_i, & \forall i \in T^k \\
Au - b = v.
\end{cases}
\]

(4.1)

The augmented Lagrangian function of the above constrained problem reads

\[
\mathcal{L}(u,v,\{w_i\}_{i \in T^k}, \lambda_v, \lambda_w; r_v, r_w) = \beta \|v\|_q^q + \sum_{i \in T^k} \phi'(|G_i^T x^k|) |w_i| + \frac{1}{2} \rho \|u - x^k\|_2^2 + \langle \lambda_v, Au - b - v \rangle + \frac{1}{2} r_v \|Au - b - v\|_2^2
\]

\[
+ \sum_{i \in T^k} \langle \lambda_w, G_i^T u - w_i \rangle + \frac{1}{2} r_w \sum_{i \in T^k} |G_i^T u - w_i|^2 + \sum_{i \in J \setminus T^k} \langle \lambda_w, G_i^T u \rangle + \frac{1}{2} r_w \sum_{i \in J \setminus T^k} |G_i^T u|^2.
\]

(4.2)

where \(\lambda_v \in \mathbb{R}^M\) and \(\lambda_w \in \mathbb{R}^J\) are the Lagrangian multipliers and \(r_v, r_w > 0\). Then the ADMM to solve \((\mathcal{S}_k^e)\) is given in Algorithm 3.

**Algorithm 3** ADMM to solve the subproblem \((\mathcal{S}_k^e)\) with \(q \in [1, +\infty) \setminus \{2\}\)

**Input:** \(r_v > 0, r_w > 0, \text{MAXit1}, \epsilon_1 > 0, u^0 = x^k, \lambda_v^0 = 0 \in \mathbb{R}^M, \lambda_w^0 = 0 \in \mathbb{R}^J\)

while \(l \leq \text{MAXit1 and} \|u^{l+1} - u^l\|_2 > \epsilon_1\) do

1. Compute \((v^{l+1}, \{w_i^{l+1}\}_{i \in T^k})\) by \(\min_{v,\{w_i\}_{i \in T^k}} \{\mathcal{L}(u^l, v, \{w_i\}_{i \in T^k}, \lambda_v^l, \lambda_w^l; r_v, r_w)\}\);

2. Compute \(u^{l+1}\) by \(\min_u \{\mathcal{L}(u, v^{l+1}, \{w_i^{l+1}\}_{i \in T^k}, \lambda_v^l, \lambda_w^l; r_v, r_w)\}\);

3. Update \(\lambda_v^{l+1}\) and \(\lambda_w^{l+1}\) by \(\lambda_v^{l+1} = \lambda_v^l + r_v (Au^{l+1} - b - v^{l+1})\) and \(\lambda_w^{l+1} = \lambda_w^l + r_w (G_i^T u^{l+1} - w_i^{l+1})\) where

\[
(\lambda^{l+1}_w)_i = \begin{cases}
(\lambda^{l}_w)_i + r_w (G_i^T u^{l+1} - w_i^{l+1}), & \text{if } i \in T^k, \\
(\lambda^{l}_w)_i + r_w G_i^T u^{l+1}, & \text{if } i \in J \setminus T^k.
\end{cases}
\]

end while

For the \((v, \{w_i\}_{i \in T^k})\)-subproblem in Algorithm 3, \(\{w_i^{l+1}\}_{i \in T^k}\) has the explicit form solution given by the soft-thresholding (\([59,60]\)):

\[
w_i^{l+1} = \max \left\{ |G_i^T u^l + \frac{1}{r_w} (\lambda_w^l)_i| - \frac{1}{r_w} \phi'(|G_i^T x^k|), 0 \right\} \cdot \text{sign} \left( G_i^T u^l + \frac{1}{r_w} (\lambda_w^l)_i \right), \forall i \in T^k,
\]
and $v^{l+1}$ can be solved by numerical algorithms from the following convex optimization problem

$$
\min_v \left\{ \beta \|v\|_q^q + \langle \lambda_v, Au - b - v \rangle + \frac{1}{2} r_v \|Au - b - v\|_2^2 \right\}. \tag{4.3}
$$

If $q = 1$, $v^{l+1}$ also has the explicit form solution:

$$
v_j^{l+1} = \max \left\{ \|(Au)_j\|_2 - b_j + \frac{1}{r_v} (\lambda_v)_j - \frac{\beta}{r_v} \right\} \cdot \text{sign} \left( (Au)_j - b_j + \frac{1}{r_v} (\lambda_v)_j \right), \forall 1 \leq j \leq M.
$$

where $(Au)_j$ is the $j$'th element of vector $Au^l$.

For solving the $u$-subproblem, we augment $\{w_i^{l+1}\}_{i \in \mathbb{T}^k}$ by $w_i^{l+1} = 0$, $\forall i \in J \backslash \mathbb{T}^k$, so that we can make full use of the structure of the operators $\{G_i\}_{i \in J}$, like [34, 35]. Then the $u$-subproblem can be equivalent to

$$
\min_u \left\{ \frac{1}{2} u^\top \left( \rho I_N + r_v A^\top A + r_w \sum_{i \in J} G_i G_i^\top \right) u - \left( \rho x^k + A^\top (r_v b + r_v v^{l+1} - \lambda_v^k) + \sum_{i \in J} (r_w w_i^{l+1} - (\lambda_w)_i) G_i u \right) \right\}, \tag{4.4}
$$

whose solution can be obtained by solving the corresponding normal equation. In the case of convolutional operators $A, G$ with periodic boundary condition raised in image-deblur like applications, $\rho I_N + r_v A^\top A + r_w \sum_{i \in J} G_i G_i^\top$ is a block circulant matrix and it can be diagonalized by the two-dimensional discrete Fourier transforms. The $u$-subproblem (4.4) can then be efficiently solved by utilizing the fast Fourier transform, like [43, 44].

We are then left with the special case of $(\delta_i^k)$ with $q = 2$ in the fidelity, i.e., the case of quadratic fidelity term. This is an easier case and the subproblem $(\delta_i^k)$ can be reformulated into

$$
\min_{u, \{w_i\}_{i \in \mathbb{T}^k}} \sum_{i \in \mathbb{T}^k} \phi'(|G_i^\top x^k|) |w_i| + \beta \|Au - b\|_2^2 + \frac{1}{2} \rho \|u - x^k\|_2^2 \tag{4.5}
$$

s.t. \( G_i^\top u = 0, \quad \forall i \in J \backslash \mathbb{T}^k \)

\( G_i^\top u = w_i, \quad \forall i \in \mathbb{T}^k \).

whose corresponding augmented Lagrangian function

$$
L(u, \{w_i\}_{i \in \mathbb{T}^k}, \lambda_w; r_w) = \beta \|Au - b\|_2^2 + \sum_{i \in \mathbb{T}^k} \phi'(|G_i^\top x^k|) |w_i| + \frac{\rho}{2} \|u - x^k\|_2^2 + \sum_{i \in \mathbb{T}^k} (\lambda_w)_i, G_i^\top u - w_i)
$$

$$
+ \frac{1}{2} r_w \sum_{i \in \mathbb{T}^k} |G_i^\top u - w_i|_2^2 + \sum_{i \in J \backslash \mathbb{T}^k} (\lambda_w)_i, G_i^\top u) + \frac{1}{2} r_w \sum_{i \in J \backslash \mathbb{T}^k} |G_i^\top u|_2^2,
$$

where $\{w_i\}_{i \in \mathbb{T}^k} \in \mathbb{R}^{T^k}$ is the auxiliary variable, $\lambda_w \in \mathbb{R}^J$ is the Lagrangian multiplier and $r_w > 0$. The ADMM to solve $(\delta_i^k)$ with $q = 2$ is shown in Algorithm 4.

REMARK 4.1. Since the ADMM converges to the unique minimizer (with zero subgradient) of the strongly convex $(\delta_i^k)$, the condition (3.2) on the subdifferential $h^{k+1}$ in Algorithm 2 is satisfied, after a large enough number of iterations of ADMM and
spectrally solved by the Inexact ITSS-PL-ℓ (Inexact ITSS-PL-
thresholding and support shrinking algorithm with proximal linearization for ℓ
2. For convenience, we rename the Inexact ITSS-PL for model (2.4) as
Inexact iterative model (2.3), both of which can be solved by the Inexact ITSS-PL given in Algorithm
noise and 2) the i.i.d. Gaussian noise. Therefore, we recall here the model (2.4) and

A simple stopping criterion, that is to check whether it satisfies
∥u_{l+1}−u_l∥_2 < ϵ_1 (or ϵ_2) and whether the iteration number l exceeds the predefined maximum iteration number MAXit1 (or MAXit2). Such an approach can save running time and achieve fairly good

5. Experiments
In this section, we test the performance of the proposed algorithm in image deconvo-
lution, and specifically, we consider two types of noises: 1) the salt and pepper impulse
noise and 2) the i.i.d. Gaussian noise. Therefore, we recall here the model (2.4) and model (2.3), both of which can be solved by the Inexact ITSS-PL given in Algorithm

5.1. Test platform and parameter choices
The experiments are performed under Windows 8 and MATLAB R2018a running
on a desktop equipped with an Intel Core i7-6700 CPU @ 3.40GHz and 8.00G RAM
memory.

For the experiments of image deconvolution, the test images are first degraded
by a blur kernel and then added by some noise. Three types of blurring kernels are
used, which include (1) averaging blur (fspecial(‘average’,5)); (2) Gaussian blur (fspecial(‘gaussian’,[23,23],12)); (3) disk blur (fspecial(‘disk’,6)). Two types of noises are
considered: (1) salt-and-pepper impulse noise with noise level 30%; (2) i.i.d. Gaussian
white noise with variance 10^{-6}. The quality of the restored images is measured by the

Algorithm 4 ADMM to solve the subproblem (δ^k) with q = 2
\begin{align*}
\text{Input: } & r_w > 0, \text{MAXit2, } ϵ_2 > 0, u^0 = x^k, \lambda^0_w = 0 \in \mathbb{R}^{2J} \\
& \text{while } l \leq \text{MAXit2 and } \|u_{l+1}−u_l\|_2 > ϵ_2 \text{ do} \\
& \quad 1. \text{Compute } \{w^l_i\}_{i \in \mathbb{T}} \text{ by } \min_{\{w_i\}_{i \in \mathbb{T}}} \{\mathcal{L}(u^l, \{w_i\}_{i \in \mathbb{T}}, \lambda_w^l; r_w)\}; \\
& \quad 2. \text{Compute } u^{l+1} \text{ by } \min_u \{\mathcal{L}(u, \{w_i^{l+1}\}_{i \in \mathbb{T}}, \lambda_w^l; r_w)\}; \\
& \quad 3. \text{Update } \lambda_w^{l+1} \text{ by } \\
& \quad \quad (\lambda_w^{l+1})_i = \begin{cases} 
(\lambda_w^l)_i + r_w(G^T_1 u^l−w_i^l), & \text{if } i \in \mathbb{T}, \\
(\lambda_w^l)_i + r_wG^T_i u^{l+1}, & \text{if } i \in \mathbb{J}\setminus\mathbb{T}.
\end{cases}
\end{align*}

end while

a projection to the feasible set. However, checking condition (3.2) at each iteration of
the subsolver is time consuming. Therefore, in practical computation, we propose

The quality of the restored images is measured by the

The subproblems (δ^k) in Inexact ITSS-PL-ℓ1 and Inexact ITSS-PL-ℓ2 are solved by the ADMM given in Algorithm 3 and Algorithm 4, respectively.
peak signal-to-noise ratio (PSNR), which is defined as follows:

$$\text{PSNR} = 10 \log_{10} \frac{N}{\|x_{\text{Alg}} - \bar{x}\|_2^2},$$

where \(N\) is the number of image pixels, \(x_{\text{Alg}}\) is the restored image, and \(\bar{x}\) is the true image. The test images are shown in Figure 5.1.

For the model parameters, we use \(p = 0.5\) in the \(\ell_q\)aTV model, and the parameter \(\beta\) is tuned up to achieve the best performance of each method, which will be specified in the subsequent experiments. For the algorithm parameters, they will be set as follows and remain unchanged throughout the experiments, unless otherwise specified. For both Inexact ITSS-PL-\(\ell_1\) and Inexact ITSS-PL-\(\ell_2\), the parameter \(\rho\) in the proximal term is set as \(\rho = 10^{-10}\), the parameter \(\tau\) for defining the \(\tau\)-support \(T^k\) is taken as \(\tau = 10^{-7}\). In this experiment, the tolerance of the outer loop in the Inexact ITSS-PL-\(\ell_q\) \((q = 1, 2)\) is set to be \(\epsilon = 10^{-3}\), and the maximum outer iteration number is set to be \(\text{MAXit} = 25\). We use \(r_v = 3 \times 10^5\) and \(r_w = 200\) in the ADMM. The tolerance of the inner loop is set to be \(\epsilon_1\) (or \(\epsilon_2\)) = \(10^{-5}\), and the maximum inner iteration number is set to be \(\text{Maxit1} \) (or \(\text{Maxit2} \)) = 500.

The initial value of the Inexact ITSS-PL-\(\ell_q\) \((q = 1, 2)\) is taken as the solution to the \(\ell_q\)aTV model (i.e., the anisotropic \(\ell_q\)TV model with \(p = 1\)) solved by the ADMM described in Algorithm 3 and Algorithm 4 with \(p = 1\) and \(\rho = 0\). For solving the \(\ell_q\)aTV model, we set \(r_v = 3 \times 10^3\), \(r_w = 200\), \(\epsilon_1\) (or \(\epsilon_2\)) = \(10^{-5}\) and \(\text{Maxit1} \) (or \(\text{Maxit2} \)) = 500 in the ADMM.

5.2. The convergence and \(\tau\)-support shrinkage properties

In this subsection, we test the numerical evolution behavior of objective function values and support sizes when applying the Inexact ITSS-PL-\(\ell_q\) in image restoration. We test on three sample images corrupted by different blur kernels. To reveal the convergence property, the maximum outer iteration number is set to be \(\text{MAXit} = 30\) in both algorithms. We show the evolution behavior of \(F(x^k)\) and the percentage \(\#T^k / \#J\) in Figure 5.2 and Figure 5.3, for \(q = 1\) and 2 respectively. It can be observed that \(F(x^k)\) is monotonically decreasing and converges, which reveals the global convergence of the proposed algorithms. Meanwhile, the support size also decreases and converges, which is consistent with the support shrinkage property of Inexact ITSS-PL.

5.3. Restoration performance

In this subsection, we test the performance of \(\ell_q\)aTV \((q = 1, 2)\) model and the Inexact ITSS-PL in image restoration. Figure 5.4 shows four restoration results by our
The behavior of objective function values and support sizes of the Inexact ITSS-PL-\(\ell_1\) for impulse noise removal. (1a)/(1b): results of the "Squares" corrupted by the average blur; (2a)/(2b): results of the "Twocircles" corrupted by the Gaussian blur; (3a)/(3b): results of the "Cameraman" corrupted by the disk blur. (1a)/(2a)/(3a): the objective function value \(F(x^k)\) versus the outer iteration number \(k\); (1b)/(2b)/(3b): the percentage of cardinality of the support set \(|T^k|/|J|\) versus the outer iteration number \(k\).

The performance of the \(\ell_1\)\(aTV^p\) and \(\ell_2\)\(aTV^p\) are then compared to the \(\ell_1\)\(aTV\) and \(\ell_2\)\(aTV\), respectively. The \(\ell_q\)\(aTV\)\((q=1,2)\) model for comparison is also solved by the ADMM with the same algorithm parameters used in the \(\ell_q\)\(aTV\) model for initializing the \(\ell_q\)\(aTV\)\((q=1,2)\) model. The PSNR values of the results recovered by different methods are illustrated in Table 5.1 and Table 5.2. It can be seen that in both cases of impulse noise and Gaussian noise, the \(\ell_q\)\(aTV\)\((q=1,2)\) model performs much better than the \(\ell_q\)\(aTV\)\((q=1,2)\) model on piecewise constant images, while the \(\ell_q\)\(aTV\) model outperforms the \(\ell_q\)\(aTV\) model on the natural image.

| Images   | average blur | gaussian blur | disk blur |
|----------|--------------|---------------|-----------|
|          | \(\ell_1\)\(aTV\) | \(\ell_1\)\(aTV^p\) | \(\ell_1\)\(aTV\) | \(\ell_1\)\(aTV^p\) | \(\ell_1\)\(aTV\) | \(\ell_1\)\(aTV^p\) |
| Phantom  | 39.89 | 44.07 | 37.71 | 56.69 | 99.56 | 156.96 |
| Twocircles | 28.96 | 35.37 | 25.05 | 36.87 | 63.51 | 216.01 |
| Squares  | 47.70 | 48.86 | 91.70 | 150.23 | 91.89 | 263.52 |
| Text     | 27.42 | 30.97 | 24.29 | 28.34 | 40.98 | 188.52 |
| Cameraman | 29.51 | 27.97 | 28.07 | 27.74 | 30.04 | 29.11 |

Table 5.1. Restoration from blurry images with 30% salt-and-pepper impulse noise.
Fig. 5.3. The behavior of objective function values and support sizes of the Inexact ITSS-PL-$\ell_2$ for Gaussian noise removal. (1a)/(1b): results of the "Squares" corrupted by the average blur; (2a)/(2b): results of the "Twocircles" corrupted by the Gaussian blur; (3a)/(3b): results of the "Cameraman" corrupted by the disk blur. (1a)/(2a)/(3a): the objective function value $F(x^k)$ versus the outer iteration number $k$; (1b)/(2b)/(3b): the percentage of cardinality of the support set $|T^k|$ versus the outer iteration number $k$.

| Images   | average blur | gaussian blur | disk blur |
|----------|--------------|---------------|-----------|
|          | $\ell_2\text{TV}^p$ | $\ell_2\text{ATV}^p$ | $\ell_2\text{ATV}$ | $\ell_2\text{ATV}$ |
| Phantom  | $56.89$ | $73.76$ | $28.44$ | $34.57$ | $45.21$ | $51.99$ |
|          | $7 \times 10^3$ | $2 \times 10^4$ | $3 \times 10^5$ | $4 \times 10^5$ | $4 \times 10^4$ | $5 \times 10^4$ |
| Twocircles | $46.79$ | $69.72$ | $20.34$ | $23.47$ | $36.39$ | $45.34$ |
|          | $2 \times 10^4$ | $2 \times 10^4$ | $6 \times 10^5$ | $5 \times 10^5$ | $8 \times 10^4$ | $9 \times 10^4$ |
| Squares  | $57.67$ | $71.83$ | $43.47$ | $53.03$ | $42.08$ | $60.83$ |
|          | $8 \times 10^3$ | $7 \times 10^3$ | $5 \times 10^4$ | $6 \times 10^4$ | $4 \times 10^4$ | $7 \times 10^4$ |
| Text     | $49.00$ | $70.60$ | $21.75$ | $23.42$ | $39.63$ | $61.41$ |
|          | $2 \times 10^4$ | $2 \times 10^5$ | $5 \times 10^5$ | $7 \times 10^5$ | $8 \times 10^4$ | $3 \times 10^4$ |
| Cameraman| $35.48$ | $34.80$ | $25.63$ | $25.11$ | $31.17$ | $30.60$ |
|          | $8 \times 10^4$ | $2 \times 10^5$ | $3 \times 10^5$ | $1 \times 10^5$ | $2 \times 10^5$ | $2 \times 10^5$ |

Table 5.2. Restoration from blurry images with 0 mean and $10^{-6}$ variance Gaussian noise.

5.4. Applications in Image Segmentation

Our proposed algorithm can also be applied in the two-stage image segmentation method. Given a blurry and noisy image, the segmentation problem is to partition the image into several regions based on the image intensity. The two-stage image segmentation method ([61]) includes two major steps: Stage One is to get a piecewise constant approximation of the observation; Stage Two is a simple thresholding operation applied to the approximation and to obtain the segmentation result. We apply the
(1a) average blur  (1b) recovery of (1a)  (1c) disk blur  (1d) recovery of (1c)

(2a) average blur  (2b) recovery of (2a)  (2c) disk blur  (2d) recovery of (2c)

**Fig. 5.4.** Image restoration by ITSS-PL-$\ell_1$ and ITSS-PL-$\ell_2$. (1a)(1c): The test images degraded by different types of blur kernels and the salt-and-pepper impulse noise with noise level 30%. (2a)(2c): The test images degraded by different types of blur kernels and the i.i.d. Gaussian white noise with variance $10^{-6}$. (1b)(1d): The recovered images by the $\ell_1$ aTV$_p$ model. (2b)(2d): The recovered images by the $\ell_2$ aTV$_p$ model.

In the experiment of image segmentation, we use two piece-wise constant test images shown in Figure 5.5, which ground truth of segmentation can be obtained by MATLAB function `tabulate`, and thus convenient for the quantitative comparison defined later. We use three different blurring kernels: (1) average blur (fspecial('average',9)); (2) Gaussian blur (fspecial('gaussian',[15,15],10)); (3) disk blur (fspecial('disk',6)). Two types of noises are considered: (1) 40% salt-and-pepper impulse noise; (2) Gaussian noise with mean 0 variance $10^{-6}$. At the first stage of image restoration, the $\ell_1$ aTV$_p$ model with $p = 0.5$ and the $\ell_1$ aTV model, as a comparison, are used to obtain a piecewise constant approximation of the observation degraded by the impulse noise; the $\ell_2$ aTV$_p$ model with $p = 0.5$ and the $\ell_2$ aTV model are used to get an approximation of the images degraded by the Gaussian noise. All the algorithm parameters for solving the $\ell_q$ aTV$_p$ model and the $\ell_q$ aTV model ($q = 1, 2$) are the same to those used in the experiments of image deconvolution in Section 5.1. The *Jaccard Similarity* (denoted as JS, [62]) value is used to evaluate the segmentation results, which is defined as follows:

$$JS(S_{\text{phase}}^{\text{GT}}, S_{\text{phase}}^{\text{Alg}}) := \frac{|S_{\text{phase}}^{\text{GT}} \cap S_{\text{phase}}^{\text{Alg}}|}{|S_{\text{phase}}^{\text{GT}} \cup S_{\text{phase}}^{\text{Alg}}|},$$

(5.1)

where $S_{\text{phase}}^{\text{GT}}$ and $S_{\text{phase}}^{\text{Alg}}$ denote the region of one certain phase in the ground truth and the region in the segmentation result, $| \cdot |$ denotes the area of a region. Clearly, the higher the JS value, the better the corresponding segmentation result.
For the case of impulse noise and Gaussian noise, the segmentation results are shown in Table 5.3 and Table 5.4, respectively. For a visual illustration, one may check Figure 5.6 and Figure 5.7. The results in Table 5.3 and Table 5.4 indicate that the performances of our approach is better than those of the $\ell_q\alpha TV$ ($q=1,2$) model. In particular, our method performs a little bit better on phases with large area than the $\ell_q\alpha TV$ model does, and much more better on phases of small areas, e.g., phase 5 in ”Geometry” and phase 5, 6 in ”Phantom”. This can also be observed from the sample regions within the yellow boxes shown in (2b) (2c) and (2d) of Figure 5.6 or Figure 5.7, which reveals the advantage of the $\ell_q\alpha TV^p$ model on dealing with the adjacent phases of small areas and similar intensities.

Fig. 5.6. (1a) (2a): images corrupted by Gaussian blur and salt-and-pepper noise with level 40%; (1b) to (1d) and (2b) to (2d): segmentation results of ground truth and various methods.
Table 5.3. JS values of segmentation results for Geometry and Phantom corrupted by 40% impulse noise. The percentages in the brackets are the ratios of the phase areas to the whole image in the ground truth.

6. Conclusions

In this paper, we studied a non-Lipschitz restoration model with anisotropic regularization and the $\ell_q,q \in [1, +\infty)$ fidelity. We proved the lower bound theory for the case of $q = 1$, and for a general $q \in [1, +\infty)$, the support inclusion property was derived. For solving such a nonconvex and non-Lipschitz model, we proposed the inexact iterative thresholding and support shrinking algorithm with proximal linearization, which is shown to globally converge to a stationary point of the objective function. The proof techniques used in such analysis can be applied to other image models with anisotropic regularizations. Numerical experiment on image deconvolution and two stage image...
segmentation also illustrate the advantages of the proposed algorithm in applications.

Appendix A.

A.1. Subdifferential

**Definition A.1.** [42, Definition 8.3] Let \( \omega : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\} \) be a proper lower semicontinuous function. The domain of \( \omega \) is defined by \( \text{dom} \omega := \{ y \in \mathbb{R}^n : \omega(y) < +\infty \} \).

1. For each \( y \in \text{dom} \omega \), the regular subdifferential of \( \omega \) at \( y \) is defined as:

\[
\hat{\partial} \omega(y) := \{ y^* \in \mathbb{R}^n : \liminf_{z \to y} \frac{\omega(z) - \omega(y) - \langle y^*, z - y \rangle}{\| z - y \|} \geq 0 \}.
\]

If \( y \notin \text{dom} \omega \), then \( \hat{\partial} \omega(y) = \emptyset \).

2. The limiting subdifferential of \( \omega \) at \( y \) is defined as:

\[
\partial \omega(y) := \{ y^* \in \mathbb{R}^n : \exists y^k \to y, \omega(y^k) \to \omega(y), s^k \in \hat{\partial} \omega(y_k) \to y^* \text{ as } k \to +\infty \}.
\]

3. The horizon subdifferential of \( \omega \) at \( y \) is defined as:

\[
\partial^\infty \omega(y) := \{ y^* \in \mathbb{R}^n : \exists \nu^k > 0, y^k \to y, \omega(y^k) \to \omega(y), s^k \in \hat{\partial} \omega(y^k), \nu^k s^k \to y^* \text{ as } k \to +\infty \}.
\]

**Remark A.1.** A point \( y \) is said to be a stationary point of \( \omega \), if \( 0 \in \partial \omega(y) \).

A.2. Kurdyka-Lojasiewicz function

The definition for a proper lower semicontinuous function \( f \) to have the Kurdyka-Lojasiewicz (KL) property at \( \bar{x} \in \text{dom} f \) can be found in [53, Definition 3.1]. A proper lower semicontinuous function \( f \) satisfying the KL property at all points in \( \text{dom} f \) is called a KL function. A large class of KL functions widely used in applications are given by functions definable in an o-minimal structure introduced in [55].

**Definition A.2.** [53, Definition 4.1] Let \( \mathcal{O} = \{ \mathcal{O}_n \}_{n \in \mathbb{N}} \) such that each \( \mathcal{O}_n \) is a collection of subsets of \( \mathbb{R}^n \). The family \( \mathcal{O} \) is an o-minimal structure over \( \mathbb{R} \), if it satisfies the following axioms:

| Images   | average blur | gaussian blur | disk blur |
|----------|--------------|---------------|-----------|
|          | \( \ell_2 \text{TV} \) | \( \ell_2 \text{TV}^* \) | \( \ell_2 \text{TV} \) | \( \ell_2 \text{TV}^* \) |
| Geometry | phase 1 (43.666%) | 1.00000 | 0.99710 | 0.99951 | 0.99999 | 0.99993 |
|          | phase 2 (18.370%) | 1.00000 | 0.9652 | 1.00000 | 0.99975 | 1.00000 |
|          | phase 3 (18.185%) | 1.00000 | 0.99460 | 1.00000 | 0.99975 | 0.99983 |
|          | phase 4 (10.487%) | 1.00000 | 0.98349 | 0.99797 | 0.99942 | 0.99956 |
|          | phase 5 (9.459%) | 1.00000 | 0.98720 | 1.00000 | 0.99919 | 0.99984 |
|          | phase 6 (11.970%) | 1.00000 | 0.9954 | 1.00000 | 0.99919 | 0.99984 |
| Phantom  | phase 1 (58.177%) | 1.00000 | 0.99983 | 0.99983 |
|          | phase 2 (32.927%) | 0.99773 | 0.99968 | 0.99984 |
|          | phase 3 (4.343%) | 0.93008 | 1.00000 | 0.99984 |
|          | phase 4 (4.335%) | 0.96789 | 0.99789 | 0.96983 |
|          | phase 5 (0.139%) | 0.55128 | 0.96703 | 0.60684 |
|          | phase 6 (0.079%) | 0.00000 | 1.00000 | 0.88889 |

**Table 5.4.** JS values of segmentation results for Geometry and Phantom corrupted by Gaussian noise with mean 0 and variance \( 10^{-6} \). The percentages in the brackets are the ratios of the phase areas to the whole image in the ground truth.
1. Each $O_n$ is a boolean algebra. Namely $\emptyset \in O_n$ and for each $A, B \in O_n, A \cup B, A \cap B,$ and $\mathbb{R}^n \setminus A$ belong to $O_n$.
2. For all $A \in O_n, A \times R$ and $R \times A$ belong to $O_{n+1}$.
3. For all $A \in O_{n+1}$, $\prod (A) := \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid (x_1, \ldots, x_n, x_{n+1}) \in A\}$ belongs to $O_n$.
4. For all $i \neq j \in \{1, 2, \ldots, n\}, \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid x_i = x_j\}$ belong to $O_n$.
5. The set $\{(x_1, x_2) \in \mathbb{R}^2 \mid x_1 < x_2\}$ belong to $O_2$.
6. The elements of $O_1$ are exactly finite unions of intervals.

We say that a set $A \subseteq \mathbb{R}^n$ belongs to $O$ if $A \in O_n$. A map $\Psi : A \rightarrow \mathbb{R}^m$ with $A \subseteq \mathbb{R}^n$ is said to belong to $O$ if its graph $\{(x, \Psi(x)) \mid x \in \text{dom}\Psi\} \subseteq \mathbb{R}^{n+m}$ belongs to $O$. We say that sets and maps are definable in $O$ if they belong to $O$. Definable functions are defined like definable maps. By [53], the o-minimal structure has the properties that 1) the composition of definable functions is definable; 2) the finite sum of definable functions is definable.

A class of o-minimal structure is the log-exp structure given in [55, Example 2.5], by which the following functions are definable:
1. semi-algebraic functions [63, Definition 5], including real polynomial functions.
2. $x^r : \mathbb{R} \rightarrow \mathbb{R}$ with $r \in \mathbb{R}$, which is given by
   \[
   a \mapsto \begin{cases} 
   a^r, & a > 0 \\
   0, & a \leq 0.
   \end{cases}
   \]
3. the exponential function: $\mathbb{R} \rightarrow \mathbb{R}$ defined by $x \mapsto e^x$ and the logarithm function: $(0, \infty) \rightarrow \mathbb{R}$ defined by $x \mapsto \log(x)$.

It has been shown that any proper lower semicontinuous function that is definable in an o-minimal structure is a KL function ( [54] and [53, Theorem 4.1]). Then by the aforementioned properties and examples of definable functions, the objective functions $\mathcal{F}(x)$ in the examples of this paper are KL functions.
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