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Abstract

In this work, we consider the nonlocal obstacle problem with a given obstacle \( \psi \) in a bounded Lipschitz domain \( \Omega \) in \( \mathbb{R}^d \), such that \( K^a_\psi = \{ v \in H^s_0(\Omega) : v \geq \psi \ \text{a.e. in } \Omega \} \neq \emptyset \), given by

\[
K^a_\psi = \{ v \in H^s_0(\Omega) : v \geq \psi \ \text{a.e. in } \Omega \} \neq \emptyset,
\]

for \( F \) in \( H^{-s}(\Omega) \), the dual space of the fractional Sobolev space \( H^s_0(\Omega) \), \( 0 < s < 1 \). The nonlocal operator \( L^a : H^s_0(\Omega) \to H^{-s}(\Omega) \) is defined with a measurable, bounded, strictly positive singular kernel \( a(x,y) : \mathbb{R}^d \times \mathbb{R}^d \to [0,\infty) \), by the bilinear form

\[
\langle L^a u, v - u \rangle = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(x)(\tilde{u}(x) - \tilde{u}(y)) a(x,y) \, dy \, dx = \mathcal{E}_a(u,v),
\]

which is a (not necessarily symmetric) Dirichlet form, where \( \tilde{u}, \tilde{v} \) are the zero extensions of \( u \) and \( v \) outside \( \Omega \) respectively. Furthermore, we show that the fractional operator \( \mathcal{L}_A : H^s_0(\Omega) \to H^{-s}(\Omega) \) defined with the distributional Riesz fractional \( D^s \) and with a measurable, bounded matrix \( A(x) \) corresponds to a nonlocal integral operator \( L^a_k : H^s_0(\Omega) \to H^{-s}(\Omega) \) with a well defined integral singular kernel \( a_k \). The corresponding \( s \)-fractional obstacle problem for \( \mathcal{L}_A \) is shown to converge as \( s \to 1 \) to the obstacle problem in \( H^1_0(\Omega) \) with the operator \( -D \cdot AD \) given with the classical gradient \( D \).

We mainly consider obstacle-type problems involving the bilinear form \( \mathcal{E}_a \) with one or two obstacles, as well as the N-membranes problem, thereby deriving several results, such as the weak maximum principle, comparison properties, approximation by bounded penalization, and also the Lewy-Stampacchia inequalities. This provides regularity of the solutions, including a global estimate in \( L^\infty(\Omega) \), local Hölder regularity of the solutions when \( A \) is symmetric, and local regularity in fractional Sobolev spaces \( W^{2,p}_{loc}(\Omega) \) and in \( C^1(\Omega) \) when \( L^a = (-\Delta)^s \) corresponds to fractional \( s \)-Laplacian obstacle-type problems

\[
u \in K^a_\psi(\Omega) : \int_{\mathbb{R}^d} (D^s u - f) \cdot D^s (v - u) \, dx \geq 0 \quad \forall v \in K^a_\psi \text{ for } f \in [L^2(\mathbb{R}^d)]^d.
\]

These novel results are complemented with the extension of the Lewy-Stampacchia inequalities to the order dual of \( H^s_0(\Omega) \) and some remarks on the associated \( s \)-capacity and the \( s \)-nonlocal obstacle problem for a general \( L^a \).

1 Introduction

Fractional problems with obstacle-type constraints were first considered by Silvestre as part of his thesis in 2005 in [54], which was published in 2007 in [53]. Since then, many obstacle-type problems with various nonlocal operators have been considered, extensively for the fractional Laplacian (such as in [13], [18], [39], [40] and [46]), as well as for other nonlocal operators (see, for example, [11], [5], [12], [17], [18] and [49]).
which are mainly generalizations of the fractional Laplacian to nonlocal one-variable kernels \( K(y) \) satisfying homogeneous and symmetry properties (see in particular, [11] and [12]).

Recently, in a series of two interesting papers [50] and [51], Shieh and Spector have considered a new class of fractional partial differential equations based on the distributional Riesz fractional derivatives. These fractional operators satisfy basic physical invariance requirements, as observed by Silhavy [52], who developed a fractional vector calculus for such operators. Instead of using the well-known fractional Laplaciapl, their starting concept is the distributional Riesz fractional gradient of order \( s \in (0, 1) \), which will be called here the \( s \)-gradient \( D^s \), for brevity: for \( u \in L^p(\mathbb{R}^d), \ p \in (1, \infty) \), we set

\[
D^s_j u = \frac{\partial^s u}{\partial x_j} = \frac{\partial}{\partial x_j} (I_{1-s} * u), \quad 0 < s < 1, \quad j = 1, \ldots, d,
\]

(1.1)

where \( \frac{\partial}{\partial x_j} \) is taken in the distributional sense, for every \( v \in C_c^\infty(\mathbb{R}^d) \),

\[
\left( \frac{\partial^s u}{\partial x_j}, v \right) = - \left( (I_{1-s} * u), \frac{\partial v}{\partial x_j} \right) = - \int_{\mathbb{R}^d} (I_{1-s} * u) \frac{\partial v}{\partial x_j} \, dx,
\]

with \( I_s \) denoting the Riesz potential of order \( s \), \( 0 < s < 1 \):

\[
(I_s * u)(x) = c_{d,1-s} \int_{\mathbb{R}^d} \frac{u(y)}{|x-y|^{d-s}} \, dy, \quad \text{with } c_{d,s} = 2\pi^{-\frac{d}{2}} \frac{\Gamma\left(\frac{d+s+1}{2}\right)}{\Gamma\left(\frac{1-s}{2}\right)}.
\]

(1.2)

Conversely, by Theorem 1.12 of [50], every \( u \in C_c^\infty(\Omega) \) can be expressed as

\[
u = I_s * \sum_{j=1}^d \mathcal{R}_j \frac{\partial^s u}{\partial x_j^s},
\]

(1.3)

where \( \mathcal{R}_j \) is the Riesz transform, which we recall, is given by

\[
\mathcal{R}_j f(x) := \frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{(d+1)/2}} \lim_{\epsilon \to 0} \int_{|y|>\epsilon} \frac{y_j}{|y|^{d+1}} f(x-y) \, dy, \quad j = 1, \ldots, d.
\]

Thus, we can write the \( s \)-gradient \( (D^s) \) and the \( s \)-divergence \( (D^s \cdot \cdot) \) for sufficiently regular functions \( u \) and vector \( \phi \) ([16], [50], [51], [52]) in integral form, respectively, by

\[
D^s u(x) := c_{d,s} \lim_{\epsilon \to 0} \int_{\mathbb{R}^d} \frac{2u(x+z)}{|z|^{d+s+1}} \chi_\epsilon(0,z) \, dz = c_{d,s} \int_{\mathbb{R}^d} \frac{u(x)-u(y)}{|x-y|^{d+s}} \, dy,
\]

and

\[
D^s \cdot \phi(x) := c_{d,s} \lim_{\epsilon \to 0} \int_{\mathbb{R}^d} \frac{z \cdot \phi(x+z)}{|z|^{d+s+1}} \chi_\epsilon(0,z) \, dz = c_{d,s} \int_{\mathbb{R}^d} \frac{\phi(x)-\phi(y)}{|x-y|^{d+s}} \, dy,
\]

where \( \chi_\epsilon(x,z) \) is the characteristic function of the set \( \{(x,z): |z-x|>\epsilon\} \) for \( \epsilon > 0 \). As it was shown in [50], \( D^s \) has nice properties for \( u \in C_c^\infty(\mathbb{R}^d) \), namely it coincides with the fractional Laplacian as follows:

\[
(-\Delta)^s u = -D^s \cdot D^s u,
\]

where, for \( 0 < s < 1 \),

\[
(-\Delta)^s u(x) = c_{d,s}^2 \lim_{\epsilon \to 0} \int_{\mathbb{R}^d} \frac{u(x)-u(y)}{|x-y|^{d+2s}} \chi_\epsilon(x,y) \, dy = \frac{1}{2} c_{d,s}^2 \int_{\mathbb{R}^d} \frac{u(x+y)+u(x-y)-2u(x)}{|y|^{d+2s}} \, dy.
\]

Observe that for the \( s \)-gradient \( (D^s) \) and the \( s \)-divergence \( (D^s \cdot \cdot) \) we need to consider the Cauchy principal value (P.V.) in the first expressions, but not in the second ones. This is because for the second expressions, we can estimate the integrand, as in [16], by separating the integrals into the parts \( \{y-x| \leq 1\} \) and \( \{|y-x| > 1\} \). Then the first integral can be controlled by \( \omega_d Lip(u) \int_0^1 r^{-s} \, dr \), while the second integral
can be controlled by \(2\omega_d\|u\|_{L^\infty(\mathbb{R}^d)} \int_1^{+\infty} r^{-(1+s)} \, dr\), where \(Lip(u)\) is the Lipschitz constant for the function \(u\) and \(\omega_d\) is the spherical measure \(\omega_d = \int_{\{|x| = 1\}} dx\). Therefore, the second expressions are well-defined for all Lipschitz functions \(u\) with compact support, in particular for \(u \in C_c^\infty(\mathbb{R}^d)\).

Similarly, the fractional Laplacian for smooth \(u\), by Lemma 3.2 of [25], has two representations, with the second one being Lebesgue integrable by using a second order Taylor expansion. As a matter of fact, the \(s\)-divergence, \(s\)-gradient and \(s\)-Laplacian are linear operators from \(C^\infty\) functions with compact support into \(C^\infty\) functions that are rapidly decreasing at \(\infty\) and are in \(L^p(\mathbb{R}^d)\) for any \(p \in [1, \infty]\).

Observe that for \(u, v \in C_c^\infty(\mathbb{R}^d)\), by using the duality between \(s\)-divergence and \(s\)-gradient as in Lemma 2.5 of [16], we have

\[
2 \int_{\mathbb{R}^d} D^s u \cdot D^s v = 2 \int_{\mathbb{R}^d} v(-\Delta)^s u
\]

\[
= c_{d,s}^2 \int_{\mathbb{R}^d} \lim_{\epsilon \to 0} \int_{\mathbb{R}^d} v(y) \frac{u(y) - u(x)}{|x - y|^{d+2s}} \chi_{\epsilon}(x, y) \, dx \, dy
\]

\[
= c_{d,s}^2 \int_{\mathbb{R}^d} \lim_{\epsilon \to 0} \int_{\mathbb{R}^d} v(y) \frac{u(y) - u(x)}{|x - y|^{d+2s}} \chi_{\epsilon}(x, y) \, dx \, dy + \int_{\mathbb{R}^d} \lim_{\epsilon \to 0} \int_{\mathbb{R}^d} v(x) \frac{u(x) - u(y)}{|x - y|^{d+2s}} \chi_{\epsilon}(x, y) \, dx \, dy
\]

\[
= c_{d,s}^2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{d+2s}} \, dx \, dy,
\]

where we have used the above definitions together with the Lebesgue and Fubini theorems.

In this work, we are concerned with the classical fractional Sobolev space \(H_0^s(\Omega)\) in a bounded domain \(\Omega \subset \mathbb{R}^d\) with Lipschitz boundary, for \(0 < s < 1\), defined as

\[
H_0^s(\Omega) := \frac{C_c^\infty(\Omega)}{\|\cdot\|_{H^s}},
\]

with

\[
\|u\|^2_{H^s} = \|u\|^2_{L^2(\mathbb{R}^d)} + \|D^s u\|^2_{L^2(\mathbb{R}^d)}
\]

where \(u\) is extended by 0 in \(\mathbb{R}^d \setminus \Omega\), so that this extension is also in \(H^s(\mathbb{R}^d)\). By the Sobolev-Poincaré inequality (see Theorem 1.7 of [50] and Lemma [3.2]), we may consider the space \(H_0^s(\Omega)\) with the following equivalent norms, owing to (1.4),

\[
\|u\|^2_{H_0^s(\Omega)} := \|D^s u\|^2_{L^2(\mathbb{R}^d)} = \frac{c_{d,s}^2}{2} \|u\|^2_{\mathcal{D}'(\mathbb{R}^d)} := \frac{c_{d,s}^2}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(u(x) - u(y))^2}{|x - y|^{d+2s}} \, dx \, dy.
\]

On the other hand, since the Riesz kernel is an approximation to the identity as \(1 - s \to 0\), the \(s\)-derivatives approach the classical derivatives as \(s \to 1\) in appropriate spaces, as it was observed in Rodrigues-Santos [44], Comi-Stefani [13] and Belido et al [3].

We can subsequently denote the dual space of \(H_0^s(\Omega)\) by \(H^{-s}(\Omega)\) for \(0 < s \leq 1\). Then, by the Sobolev-Poincaré inequalities, we have the embeddings

\[
H_0^s(\Omega) \hookrightarrow L^q(\Omega), \quad L^{2q}(\Omega) \hookrightarrow H^{-q}(\Omega) = (H_0^s(\Omega))'
\]

for \(1 \leq q \leq 2^*\), where \(2^* = \frac{2d}{d-2s}\) and \(2^* = \frac{2d}{d+2s}\) when \(s < \frac{d}{2}\), and if \(d = 1\), \(2^* = q\) for any finite \(q\) and \(2^* = q' = \frac{q}{q-1}\) when \(s = \frac{1}{2}\) and \(2^* = \infty\) and \(2^* = 1\) when \(s > \frac{1}{2}\). We recall that those embeddings are compact for \(1 \leq q < 2^*\) (see for example, Theorem 4.54 of [21]). In the whole paper we use \(2^*\) to indicate this number that depends on \(d \geq 1\) and \(0 < s \leq 1\).

We consider the closed convex set

\[
\mathcal{K}_\psi = \{ v \in H_0^s(\Omega) : v \geq \psi \text{ a.e. in } \Omega \},
\]

with a given obstacle \(\psi\), such that \(\mathcal{K}_\psi \neq \emptyset\), and the obstacle problem

\[
u \in \mathcal{K}_\psi : \quad (\mathcal{L}_a u, v - u) \geq (F, v - u) \quad \forall v \in \mathcal{K}_\psi,
\]

(1.6)
for $F$ in $H^{-s}(\Omega)$. Here, the nonlocal operator $L_a : H^s_0(\Omega) \to H^{-s}(\Omega)$ is a generalization of the fractional Laplacian for a measurable, bounded, strictly positive kernel $a : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty)$ satisfying $(2.2)$, and is defined in the duality sense for $u, v \in H^s_0(\Omega)$, extended by zero outside $\Omega$:

$$\langle L_a u, v \rangle := \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \hat{v}(x)(\hat{u}(x) - \hat{u}(y))a(x, y)\chi_\varepsilon(x, y) \, dy \, dx = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \hat{v}(x)(\hat{u}(x) - \hat{u}(y))a(x, y) \, dy \, dx. \quad (1.7)$$

Physically, the operator $L_a$ corresponds to the class of uniformly irreducible random walks that admit a cycle decomposition with bounded range, bounded length of cycles, and bounded jump rates [22].

To better characterize the properties of the operator $L_a$, in Section 2, we show that the bilinear form

$$\mathcal{E}_a(u, v) := \langle L_a u, v \rangle = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \hat{v}(x)(\hat{u}(x) - \hat{u}(y))a(x, y) \, dy \, dx$$

is a (not necessarily symmetric) Dirichlet form over $H^s_0(\Omega) \times H^s_0(\Omega)$, where $\hat{u}$ and $\hat{v}$ are the zero extensions of $u$ and $v$ outside $\Omega$ respectively. This provides us with many known properties of Dirichlet forms that can be applied to the bilinear form $\mathcal{E}_a$, including the truncation property and some regularity results [20, 27]. As a corollary, we obtain that $\mathcal{E}_a$ is a closed, coercive, strictly $T$-monotone and regular Dirichlet form in $H^s_0(\Omega)$. Furthermore, we use the results of the nonlocal vector calculus developed by Du, Gunzburger, Lehoucq and coworkers in [19, 24, 25] and [31] to show that the fractional operator $\hat{L}_A : H^s_0(\Omega) \to H^{-s}(\Omega)$, defined by

$$\langle \hat{L}_A u, v \rangle := \int_{\mathbb{R}^d} A(x) D^s u \cdot D^s v \, dx, \quad \forall u, v \in H^s_0(\Omega), \quad (1.8)$$

corresponds to a nonlocal integral operator $\hat{L}_{k_A}$ with a (not necessarily symmetric) singular kernel $k_A(x, y)$ defined by [23]. We were also motivated by the issues raised by Shieh and Spector in [41], in particular their Open Problem 1.10, which by [14] clearly holds when $\hat{L}_A = (-\Delta)^s$. Discussing this issue with examples, we give a counterexample in Example 2.9 showing how interesting is their Open Problem 1.10 for general strictly elliptic and bounded matrices $A$. Then, we conjecture in the [Open Problem] that the kernel $k_A$ corresponding to $\hat{L}_A$ has the required property if and only if $\hat{L}_A$ is approximately a constant multiple of the fractional Laplacian, up to small bounded perturbations.

In Section 3, we make use of the comparison property to consider obstacle-type problems involving the bilinear form $\mathcal{E}_a$, thereby considering the nonlocal obstacle problem for which we derive results similar to the classical case in $H^s_0(\Omega)$ as in [33, 35] and [42], such as the weak maximum principle and comparison properties. Making use of convergence properties of the fractional derivatives when $s \nearrow 1$ to the classical derivatives, as already observed in [44, 8] and [15], we show that the solution of the fractional obstacle problem for $\hat{L}_A$ converges to the solution of the classical case corresponding to $s = 1$.

By considering the approximation of the obstacle problem by semilinear problems using a bounded penalization, in Section 4, we give a direct proof of the Lewy-Stampacchia inequalities for the obstacle-type problems. Here we consider the non-homogeneous data $F = f \in L^2(\Omega)$ not only for the one obstacle problem but also for the two obstacles problem and for the N-membranes problem in the nonlocal framework, extending the results of [49]. In particular, we extend the estimates in energy of the difference between the approximating solutions and the solutions of the one and the two obstacle problems, which may be useful for numerical applications such as in [40] or [41]. More important is the use of the Lewy-Stampacchia inequalities that, upon restricting $a$ to the symmetric case, allows the application of the results of [20] to obtain locally the H"older regularity of the solutions to those three nonlocal obstacle type problems. Such regularity results are weaker than those obtained from the fractional Laplacian (such as in [47]) or other commonly considered nonlocal kernels [27], since $a$ is in general not a constant multiple of $|x - y|^{-d - 2s}$. In this special case, when $L_a = (-\Delta)^s$, the one obstacle problem can be written for $f \in [L^2(\mathbb{R}^d)]^d$

$$u \in K^s_\psi(\Omega) : \int_{\mathbb{R}^d} (D^s u - f) \cdot D^s(v - u) \, dx \geq 0 \quad \forall v \in K^s_\psi(\Omega),$$

as well as for the corresponding inequalities for the two obstacles and the N-membranes problems. We are then able to use the results of [4] together with the Lewy-Stampacchia inequalities to obtain locally regular solutions in the fractional Sobolev space $W^{2s, p}_{loc}(\Omega)$ for $p \geq 2s$ and also in $C^1(\Omega)$ for $s > 1/2$ and $p > d/(2s - 1)$ when $D^s \cdot f \in L^p(\mathbb{R}^d)$. 
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In Section 5, we further consider some properties related to the fractional $s$-capacity extending some classical results of Stampacchia [55]. We characterize the order dual of $H_0^s(\Omega)$ as the dual space of $L^2_{\text{loc}}(\Omega)$, i.e. the space of quasi-continuous functions with respect to the $s$-capacity which are in absolute value quasi-everywhere dominated by $H_0^s(\Omega)$ functions, extending results of [3]. That dual space corresponds then to the elements of $H^{-s}(\Omega)$ that are also bounded measures, i.e. $(L^2_{\text{loc}}(\Omega))^\prime = H^{-s}(\Omega) \cap M(\Omega)$. Therefore, using the strict T-monotonicity of $\mathcal{L}_a$, we state the Lewy-Stampacchia inequalities in this dual space. This section ends with some new remarks on the relations of the $\mathcal{E}_a$ obstacle problem and the $s$-capacity.

2 The Anisotropic Non-symmetric Nonlocal Bilinear Form

2.1 The nonlocal bilinear form as a coercive Dirichlet form

Our first main result is to show that the nonlocal bilinear form together with its domain, $(\mathcal{E}_a, H_0^s(\Omega))$, defined as

$$\mathcal{E}_a(u, v) := \text{P.V.} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(x)(\tilde{u}(x) - \tilde{u}(y))a(x, y) dy \, dx,$$

where $\tilde{u}, \tilde{v}$ are the zero extensions of $u, v \in H_0^s(\Omega)$ to $\Omega^c$ and $a : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty)$, $d \geq 1$ is a not necessarily symmetric kernel satisfying

$$a_{d,s}^2 \leq a(x, y)|x - y|^{d+2s} \leq a^* c_{d,s}^2 \quad \forall x, y \in \mathbb{R}^d, x \neq y,$$

is in fact a regular (not necessarily symmetric) Dirichlet form. This will also imply that the nonlocal bilinear form is also strictly T-monotone and will give us many properties, including Harnack’s inequality (see for example [11]), Hölder regularity of solutions of equations involving this bilinear form (see for instance [32], [33], or [34]), and other results in stochastic processes (as given in [29]).

We will begin with a remark on the symmetric case.

**Proposition 2.1.** For given $u, v \in H_0^s(\Omega)$ and $a : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty)$ symmetric, we have

$$\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(x)(\tilde{u}(x) - \tilde{u}(y))a(x, y) \chi_\varepsilon(x, y) dy \, dx$$

$$= \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\tilde{u}(x) - \tilde{u}(y)) (\tilde{v}(x) - \tilde{v}(y)) a(x, y) \chi_\varepsilon(x, y) dy \, dx$$

assuming that the integrands are summable for each fixed $\varepsilon > 0$, where we have set $\chi_\varepsilon(x, y)$ as the characteristic function of the set $\{|x - y| > \varepsilon\}$ for $\varepsilon > 0$. 

**Proof.** We first show the result for $u, v \in C_c^\infty(\Omega)$, and extend it by density to $u, v \in H_0^s(\Omega)$. The integral term

$$J := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(x)(\tilde{u}(x) - \tilde{u}(y))a(x, y) \chi_\varepsilon(x, y) dy \, dx$$

can also be written in the form, using the symmetry of $a$,

$$J = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(y)(\tilde{u}(y) - \tilde{u}(x))a(x, y) \chi_\varepsilon(x, y) dx \, dy$$

Then, by Fubini theorem,

$$J = -\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(y)(\tilde{u}(x) - \tilde{u}(y))a(x, y) \chi_\varepsilon(x, y) dx \, dy.$$

Taking the sum of this and the first equation above, we obtain the result

$$2J = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\tilde{v}(x) - \tilde{v}(y))(\tilde{u}(x) - \tilde{u}(y))a(x, y) \chi_\varepsilon(x, y) dy \, dx.$$ 

$\square$
Remark 2.2. The bilinear form \((2.1)\) is also well-defined for \(u, v \in H^s(\mathbb{R}^d)\). Indeed,

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} a_s c_{d,s}^2 \frac{v(x)(u(x) - u(y))}{|x - y|^{d+2s}} \chi_\varepsilon(x, y) \, dx \, dy
\]

\[
\leq \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} v(x)(u(x) - u(y))a(x, y) \chi_\varepsilon(x, y) \, dx \, dy
\]

\[
\leq \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} a_s c_{d,s}^2 \frac{v(x)(u(x) - u(y))}{|x - y|^{d+2s}} \chi_\varepsilon(x, y) \, dx \, dy
\]

with, applying Fubini’s theorem,

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} v(x)(u(x) - u(y)) \chi_\varepsilon(x, y) \, dx \, dy
\]

\[
= \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} v(y)(u(y) - u(x)) \chi_\varepsilon(x, y) \, dx \, dy
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (v(x) - v(y))(u(x) - u(y)) \frac{1}{|x - y|^{\frac{d}{2} + s}} \, dy \, dx
\]

which is integrable by Cauchy-Schwarz inequality when \(u, v \in H^s(\mathbb{R}^d)\).

It is well-known that \(H^s_0(\Omega)\) is complete with respect to its norm, as in \((1.5)\), therefore \(\mathcal{E}_a\) is closed. Furthermore, it can be shown that \((\mathcal{E}_a, H^s_0(\Omega))\) is regular, i.e. \(H^s_0(\Omega) \cap C_c(\Omega)\) is dense in \(H^s_0(\Omega)\) in the \(H^s_0(\Omega)\)-norm, and dense in \(C_c(\Omega)\) with uniform norm. The first density result follows from the density of compactly supported smooth functions in the space \(H^s_0(\Omega)\). The second density result follows since \(C^\infty_c(\Omega) \subset H^s_0(\Omega)\) and \(C^\infty_c(\Omega)\) is dense in \(C_c(\Omega)\) with uniform norm, by considering the mollification of any \(C_c(\Omega)\) function.

Recall that a coercive closed (not necessarily symmetric) bilinear form \(\mathcal{E}\) on \(L^2(\Omega)\) is a Dirichlet form \((3.7)\) Proposition I.4.7 and equation (4.7) pages 34–35) if and only if the following property holds: For each \(\varepsilon > 0\), there exists a real function \(\phi_\varepsilon(t), t \in \mathbb{R}\), such that

\[\phi_\varepsilon(t) = t, \quad \forall t \in [0, 1] - \varepsilon \leq \phi_\varepsilon(t) \leq 1 + \varepsilon, \quad \forall t \in \mathbb{R}, \quad 0 \leq \phi_\varepsilon(t') - \phi_\varepsilon(t) \leq t' - t \text{ whenever } t < t' \quad (2.4)\]

\[u \in H^s_0(\Omega) \implies \phi_\varepsilon(u) \in H^s_0(\Omega), \quad \begin{cases} \liminf_{\varepsilon \to 0} \mathcal{E}(\phi_\varepsilon(u), u - \phi_\varepsilon(u)) \geq 0, \\ \liminf_{\varepsilon \to 0} \mathcal{E}(u - \phi_\varepsilon(u), \phi_\varepsilon(u)) \geq 0. \end{cases} \quad (2.5)\]

A classic example of \(\phi_\varepsilon\) is the mollification of a cut-off function (see \[(29)\] Example 1.2.1). Specifically, consider a mollifier such as

\[j(x) = \begin{cases} \gamma e^{\frac{-1}{1-|x|^2}} & \text{for } |x| < 1 \\ \theta & \text{otherwise,} \end{cases}\]

where \(\gamma\) is a positive constant such that

\[\int_{|x| \leq 1} j(x) \, dx = 1.\]

Set \(j_{\delta}(x) = \delta^{-1} j(\delta^{-1} x)\) for \(\delta > 0\). For any \(\varepsilon > 0\), consider the function \(\psi_\varepsilon(t) = ((-\varepsilon) \vee t) \land (1 + \varepsilon)\) on \(\mathbb{R}\) and set \(\phi_\varepsilon(t) = j_\delta \ast \psi_\varepsilon(t)\) for \(0 < \delta < \varepsilon\). Then our choice of \(\phi_\varepsilon\) satisfies \((2.4)\). Furthermore, it satisfies \(\phi_\varepsilon(t) = 1 + \varepsilon\) for \(t \in [1 + 2\varepsilon, \infty)\) and \(\phi_\varepsilon(t) = -\varepsilon\) for \(t \in (-\infty, -2\varepsilon]\), and \(|\phi_\varepsilon(t)| \leq |t|\) with \(t\phi_\varepsilon(t) \geq 0\).

Moreover, \(\phi_\varepsilon(t)\) is infinitely differentiable, so for any \(u \in C^\infty_c(\Omega), \phi_\varepsilon(u) \in C^\infty_c(\Omega)\). Since \(C^\infty_c(\Omega)\) is dense in \(H^s_0(\Omega)\), we can extend by density any results obtained, thereby obtaining \(\phi_\varepsilon(u) \in H^s_0(\Omega)\) for all \(u \in H^s_0(\Omega)\).
With this \( \phi_\varepsilon \), recalling that \( \alpha \geq 0 \) (as in section II.2(d) of [37]), by Fatou’s lemma,

\[
\liminf_{\varepsilon \to 0} \mathcal{E}_\alpha(\phi_\varepsilon(u), u - \phi_\varepsilon(u)) \\
\geq P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \liminf_{\varepsilon \to 0} |u(x) - \phi_\varepsilon(u(x))| |\phi_\varepsilon(u(x)) - \phi_\varepsilon(u(y))| a(x,y) \, dy \, dx \\
\geq P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \liminf_{\varepsilon \to 0} |u(x) - \phi_\varepsilon(u(x))| |\phi_\varepsilon(u(y))| a(x,y) \, dy \, dx \\
= P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \liminf_{\varepsilon \to 0} \left\{ - u(x) \phi_\varepsilon(u(x)) - \varepsilon \chi(u(x) < 0) + 0 \chi(0 \leq u(x) \leq 1) \right\} a(x,y) \, dy \, dx \\
\leq 0
\]

since \( u - \phi_\varepsilon(u) \leq 0 \) for \( u \leq 0 \), \( \phi_\varepsilon(t) = t \) for \( t \in [0, 1] \), and \( u - \phi_\varepsilon(u) \geq u - 1 - \varepsilon \geq -\varepsilon \) for \( u \geq 1 \) respectively. Similarly, taking \( \liminf_{\varepsilon \to 0} \) in

\[
\mathcal{E}_\alpha(u - \phi_\varepsilon(u), \phi_\varepsilon(u)) = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \phi_\varepsilon(u(x)) \left\{ |u(x) - \phi_\varepsilon(u(x))| - |u(y) - \phi_\varepsilon(u(y))| \right\} a(x,y) \, dx \, dy,
\]

we conclude that \( \mathcal{E}_\alpha \) is a Dirichlet form. Therefore, we obtained the following theorem:

**Theorem 2.3.** \((\mathcal{E}_\alpha, H_0^1(\Omega))\) is a closed, regular Dirichlet form, which is also bounded and coercive.

**Proof.** It remains only to show that the bilinear form \( \mathcal{E}_\alpha : H_0^1(\Omega) \times H_0^1(\Omega) \to \mathbb{R} \) is bounded

\[
\mathcal{E}_\alpha(u, v) \leq a^* c_{d,s}^2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(x) (\tilde{u}(x) - \tilde{u}(y)) |x - y|^{-d+2s} \, dy \, dx \\
= \frac{1}{2} a^* c_{d,s}^2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\tilde{u}(x) - \tilde{u}(y)) (\tilde{v}(x) - \tilde{v}(y)) |x - y|^{-d+2s} \, dy \, dx \\
\leq a^* c_{d,s}^2 \left( \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x) - \tilde{u}(y) \right)^2 |x - y|^{-d+2s} \, dy \, dx \left( \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(x) - \tilde{v}(y) \right)^2 |x - y|^{-d+2s} \, dy \, dx \right)^{1/2} \\
= a^* \| D^s u \|_{L^2(\Omega)} \| D^s v \|_{L^2(\Omega)} \\
\leq a^* \| u \|_{H_0^s(\Omega)} \| v \|_{H_0^s(\Omega)} \quad \forall u, v \in H_0^1(\Omega)
\]

by the Cauchy-Schwarz inequality, and coercive

\[
\mathcal{E}_\alpha(u, u) \geq \frac{1}{2} a^* c_{d,s}^2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\tilde{u}(x) - \tilde{u}(y))^2 |x - y|^{-d+2s} \, dy \, dx = a^* \| D^s u \|_{L^2(\mathbb{R}^d)}^2 = a^* \| u \|_{H_0^1(\Omega)}^2.
\]

From this theorem, we obtained that \( \mathcal{E}_\alpha \) possesses the property of unit contraction. Indeed, by Proposition 4.3 and Theorem 4.4 of [37], we have the following corollary.

**Corollary 2.4.** For the regular Dirichlet form \( \mathcal{E}_\alpha \) the following properties hold:

(a) the unit contraction acts on \( \mathcal{E}_\alpha \), i.e. \( v := (0 \vee u) \wedge 1 \) satisfies \( \mathcal{E}_\alpha(v, v) \leq \mathcal{E}_\alpha(u, u) \);

(b) the normal contraction acts on \( \mathcal{E}_\alpha \), i.e. suppose \( v \) satisfies

\[
|v(x) - v(y)| \leq |u(x) - u(y)|, \quad x, y \in \mathbb{R}^d \\
|v(x)| \leq |u(x)|, \quad x \in \mathbb{R}^d,
\]

then \( v \in H_0^1(\Omega) \) and \( \mathcal{E}_\alpha(v, v) \leq \mathcal{E}_\alpha(u, u) \).
This result in fact follows from the fact that \( \mathcal{E}_a \) is a Dirichlet form, and holds even if it is not regular. Since \( \mathcal{E}_a \) is a regular Dirichlet form, it is possible to consider truncations, so we can introduce the positive and negative parts of \( v \)
\[
v^+ \equiv v \vee 0 \quad \text{and} \quad v^- \equiv -v \vee 0 = -(v \wedge 0),
\]
and we have the Jordan decomposition of \( v \) given by
\[
v = v^+ - v^- \quad \text{and} \quad |v| \equiv v \vee (-v) = v^+ + v^-
\]
and the useful identities
\[
u \vee v = u + (v - u)^+ = v + (u - v)^+,
\]
\[
u \wedge v = u - (u - v)^+ = v - (v - u)^+.
\]
It is well-known that such operations are closed in \( H_0^s(\Omega) \) for \( 0 < s \leq 1 \).

2.2 The strict T-monotonicity of \( \mathcal{E}_a \)

Since the assumptions on the kernel \( a \) imply, in particular, that it is non-negative, we can easily prove the following important property.

**Theorem 2.5.** \( \mathcal{E}_a \) is also strictly T-monotone in the following sense: \( \mathcal{L}_a : H_0^s(\Omega) \to H^{-s}(\Omega) \) defined by
\[
\langle \mathcal{L}_a u, v \rangle = \mathcal{E}_a(u, v),
\]
(2.6)
satisfies
\[
\langle \mathcal{L}_a v, v^+ \rangle > 0 \quad \forall v \in H_0^s(\Omega) \text{ such that } v^+ \neq 0.
\]

**Proof.** \( \mathcal{L}_a \) is strictly T-monotone because
\[
\mathcal{E}_a(v^-, v^+) = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}^+(x)(\tilde{v}^- - \tilde{v}^-)(y) a(x, y) \, dx \, dy
\]
\[
= - P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}^+(x)\tilde{v}^-(y) a(x, y) \, dx \, dy
\]
\[
\leq 0,
\]
since \( v^+(x)v^-(x) = 0 \) as \( v^+ \) and \( v^- \) cannot both be nonzero at the same point \( x \), and \( v^+, v^-, a \geq 0 \). Therefore, since \( a(x, y)|x - y|^{d+2s} \geq a_s c^2_{d,s} \) with \( a_s > 0 \),
\[
\langle \mathcal{L}_a v, v^+ \rangle = \mathcal{E}_a(v, v^+)
\]
\[
= \mathcal{E}_a(v^+, v^+) - \mathcal{E}_a(v^-, v^+)
\]
\[
\geq a_s \int_{\mathbb{R}^d} |D^s v^+|^2
\]
which is strictly greater than 0 if \( v^+ \neq 0 \). \( \square \)

2.3 The fractional bilinear form as a nonlocal bilinear form

In this section, we consider the linear operator \( \mathcal{L}_A \) defined with the fractional derivatives \( D^s \) by the continuous fractional bilinear form
\[
\langle \mathcal{L}_A u, v \rangle := \int_{\mathbb{R}^d} A(x)D^s u \cdot D^s v \, dx, \quad \forall u, v \in H_0^s(\Omega)
\]
(1.8)
for a matrix \( A \) with bounded and measurable coefficients. The integral in (1.8) is well defined and we are going to show that this bilinear form can be rewritten with a measurable kernel \( k_A : \mathbb{R}^d \times \mathbb{R}^d, d \geq 1, \) as
\[
\mathcal{E}_{k_A}(u, v) := P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x)(\tilde{u}(x) - \tilde{u}(y)) k_A(x, y) \, dy \, dx,
\]
(2.7)
where \( \tilde{u}, \tilde{v} \) are the zero extensions of \( u, v \in C_\infty(\Omega) \) to \( \Omega^c \).
Theorem 2.6. Given a matrix \( A : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) with bounded and measurable coefficients, there exists a kernel \( k_A(x, y) \) independent of \( u, v \) satisfying

\[
\int_{\mathbb{R}^d} A(x)D^n u(x) \cdot D^n v(x) \, dx = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} v(x)(u(x) - u(y))k_A(x, y) \, dy \, dx
\]

for all \( u, v \in C_c^\infty(\mathbb{R}^d) \), where \( k_A(x, y) \) is given by

\[
k_A(x, y) = c_{d, s}^2 P.V. \int_{\mathbb{R}^d} A(z) \frac{y - z}{|y - z|^{d+1}} \cdot \frac{z - x}{|z - x|^{d+1}} \, dz \quad \text{for } x \neq y. \tag{2.9}
\]

Proof. Expanding the fractional bilinear form, we have, setting for simplicity \( f_{x,y} \) as \( f \),

\[
\int A(z)D^n u(z) \cdot D^n v(z) \, dz
\]

\[
= c_{d, s}^2 \int A(z) \left[ \int (u(y) - u(z)) \frac{y - z}{|y - z|^{d+1}} \, dy \right] \cdot \left[ \int (v(x) - v(z)) \frac{x - z}{|x - z|^{d+1}} \, dx \right] \, dz
\]

\[
= c_{d, s}^2 \lim_{\varepsilon, \delta, \eta \to 0} \iiint A(z)(u(y) - u(z)) \frac{y - z}{|y - z|^{d+1}} \cdot (v(x) - v(z)) \frac{x - z}{|x - z|^{d+1}} \chi_\varepsilon(x, z) \chi_\delta(x, y) \chi_\eta(x, y) \, dx \, dy \, dz
\]

where \( \chi_\varepsilon(x, y) \) is the characteristic function on the set \( \{|x - y| > \eta\} \) and similarly defined for \( \chi_\varepsilon \) and \( \chi_\delta \). The limit can be exchanged with the integral by the Fubini and Lebesgue theorems because the integrand is Lebesgue integrable. Therefore,

\[
\int A(z)D^n u(z) \cdot D^n v(z) \, dz
\]

\[
= c_{d, s}^2 \lim_{\varepsilon, \delta, \eta \to 0} \iiint A(z)(u(y) - u(z)) \frac{y - z}{|y - z|^{d+1}} \cdot v(x) \frac{x - z}{|x - z|^{d+1}} \chi_\varepsilon(x, z) \chi_\delta(x, y) \chi_\eta(x, y) \, dx \, dy \, dz
\]

\[
- c_{d, s}^2 \lim_{\varepsilon, \delta, \eta \to 0} \iiint A(z)(u(y) - u(z)) \frac{y - z}{|y - z|^{d+1}} \cdot v(z) \frac{x - z}{|x - z|^{d+1}} \chi_\varepsilon(x, z) \chi_\delta(x, y) \chi_\eta(x, y) \, dx \, dy \, dz
\]

\[
= c_{d, s}^2 \lim_{\varepsilon, \delta, \eta \to 0} \iiint A(z)(u(y) - u(z)) \frac{y - z}{|y - z|^{d+1}} \cdot v(x) \frac{x - z}{|x - z|^{d+1}} \chi_\varepsilon(x, z) \chi_\delta(x, y) \chi_\eta(x, y) \, dx \, dy \, dz
\]

\[
- c_{d, s}^2 \lim_{\varepsilon, \delta, \eta \to 0} \iiint A(z)(u(y) - u(z)) \frac{y - z}{|y - z|^{d+1}} \cdot v(z) \left[ \int \lim_{\eta \to 0} \frac{x - z}{|x - z|^{d+1}} \chi_\varepsilon(x, z) \chi_\delta(x, y) \, dx \right] \, dy \, dz
\]

\[
= c_{d, s}^2 \lim_{\varepsilon, \delta, \eta \to 0} \iiint A(z)(u(y) - u(z)) \frac{y - z}{|y - z|^{d+1}} \chi_\varepsilon(x, y) \cdot v(x) \frac{x - z}{|x - z|^{d+1}} \chi_\delta(x, y) \chi_\eta(x, y) \cdot v(x) \frac{x - z}{|x - z|^{d+1}} \, dx \, dy \, dz, \tag{2.10}
\]

using the fact that \( \int \frac{x - z}{|x - z|^{d+1}} \, dx = 0 \) for all \( \varepsilon > 0 \). Note that we can exchange the limit in \( \eta \) with the integrals because the functions are Lebesgue integrable as \(|x - y| \to 0\).
Adding and subtracting \( u(x) \), as \( u, v \in C^\infty_c(\mathbb{R}^d) \), we have

\[
\int A(z) D^s u(z) \cdot D^s v(z) \, dz = c_{d,s}^2 \lim_{\epsilon, \delta, \eta \to 0} \iiiint A(z) \left( u(y) - u(y) \right) \frac{(y - z) \chi_\delta(y, z)}{|y - z|^{d+s+1}} \cdot v(x) \frac{(x - z) \chi_\epsilon(x, z)}{|z - x|^{d+s+1}} \chi_\eta(x, y) \, dx \, dy \, dz
\]

for any finite function \( v \). Again, the limit in \( \eta \) can be interchanged with triple integrals, because the factor

\[
\frac{\chi_\epsilon(x, z)}{|z - x|^{d+s+1}} \chi_\eta(x, y)
\]

is integrable for \( \delta > 0 \). Also, the function

\[
f(z) := \lim_{\eta \to 0} \int (u(x) - u(z)) \chi_\eta(x, y) v(x) \frac{(x - z) \chi_\epsilon(x, z)}{|z - x|^{d+s+1}} \, dx
\]

is a finite function of \( z \), because the integrand has a singularity only at \( x = z \) and we have introduced the characteristic function \( \chi_\epsilon(x, z) \). Furthermore, the Lipschitz continuity of \( u \) guarantees that the singularity is removable, since we have the factor \( u(x) - u(z) \). This is also the reason why we used the first expression for the expansion of \( D^s u \), rather than the second one, which will only give us a factor of \( u(x) \) when we add and subtract \( u(z) \). Therefore, we can take the limit \( \eta \to 0 \), so that it is just a function of \( z \).

Next, we apply Fubini’s theorem, since the integrand is Lebesgue integrable for fixed \( \epsilon, \delta, \eta > 0 \). Therefore,

\[
\int A(z) D^s u(z) \cdot D^s v(z) \, dz = c_{d,s}^2 \lim_{\epsilon, \delta, \eta \to 0} \iiiint A(z) \left( u(y) - u(y) \right) \frac{(y - z) \chi_\delta(y, z)}{|y - z|^{d+s+1}} \cdot v(x) \frac{(x - z) \chi_\epsilon(x, z)}{|z - x|^{d+s+1}} \chi_\eta(x, y) \, dx \, dy \, dz.
\]

Finally, regarding this limit as a double limit, in \( \eta \) and separately in \( \epsilon \) and \( \delta \), which exists, we can consider the iterated limit in the following form

\[
\int A(z) D^s u(z) \cdot D^s v(z) \, dz = \lim_{\eta \to 0} \iiint (u(x) - u(y)) v(x) \left[ c_{d,s}^2 \lim_{\epsilon, \delta \to 0} \int A(z) \frac{(y - z) \chi_\delta(y, z)}{|y - z|^{d+s+1}} \cdot \frac{(z - x) \chi_\epsilon(x, z)}{|z - x|^{d+s+1}} \chi_\eta(x, y) \, dy \, dz \right] dx \, dy \, dz
\]

where we may interpret the term in the parentheses as the Cauchy principal value about the singularities \( z = x \) and \( z = y \), i.e. as a function in \( x, y \) defined for \( x \neq y \), by

\[
k_{A}^{P.V.}(x, y) = c_{d,s}^2 \int A(z) \frac{y - z}{|y - z|^{d+s+1}} \cdot \frac{z - x}{|z - x|^{d+s+1}} \, dz.
\]

\[ (2.9) \]
Remark 2.7. Note that in general, \( k_A \) is neither translation nor rotation invariant, unlike the case for the fractional Laplacian. In particular, \( k_A \) may not have the form \( j(x-y)|x-y|^{-d-2s} \). Therefore, the kernel \( k_A \) may have relevance for non-homogeneous, non-isotropic and nonlocal problems. Even in the case for \( A \) being the constant coefficient matrix when \( k_A \) is translation invariant, it may not be rotation invariant, unless if \( A \) is a constant multiple of the identity matrix.

Remark 2.8. Suppose that the matrix \( A \) is given by \( \alpha I \) for a strictly positive finite constant \( \alpha \) and the identity matrix \( I \). Then, by (1.4) and Proposition 2.1, \( \mathcal{L}_a \) defined by (1.8) can also be defined by a symmetric bilinear form as in (2.8) with a kernel \( \alpha \) given by

\[
\alpha(x, y) = \frac{\alpha c^2_{d,s}}{|x - y|^{d+2s}}
\]

which is, up to a constant, the kernel of the fractional Laplacian and satisfies (2.2).

However, we observe that this representation may not be unique, and \( k_A \) may not be equal to \( \alpha c^2_{d,s} |x - y|^{-d-2s} \). Indeed, consider an unbounded nonzero \( L^2 \)-integrable function \( h(x) : \mathbb{R}^d \to \mathbb{R} \) which integrates to 0 over \( \mathbb{R}^d \) and has support outside \( \Omega \). Let \( \tilde{a}(x, y) \) be a kernel satisfying (2.2) and define

\[
\tilde{a}(x, y) = a(x, y) + h(x)h(y),
\]

which is possible since the kernel is defined over all \( (\mathbb{R}^d \times \mathbb{R}^d) \setminus \{x = y\} \) and the integrability of \( h \) means that \( \mathcal{L}_a \) is well defined. Since \( \int h = 0 \) by the construction of \( h \) and, for any \( u, v \in C_c^\infty(\Omega) \), \( \int \tilde{u}h = 0 \) since they have disjoint supports, we have

\[
(\mathcal{L}_a u, v) = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x)(\tilde{u}(x) - \tilde{u}(y))(a(x, y) + h(x)h(y))\ dy\ dx
\]

\[
= P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x)(\tilde{u}(x) - \tilde{u}(y))a(x, y)\ dy\ dx
\]

\[
+ P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x)\tilde{v}(x)h(x)h(y)\ dy\ dx - P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(y)\tilde{v}(x)h(x)h(y)\ dy\ dx
\]

\[
= P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x)(\tilde{u}(x) - \tilde{u}(y))a(x, y)\ dy\ dx
\]

\[
+ P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x)\tilde{v}(x)h(x) \left[ \int_{\mathbb{R}^d} h(y)\ dy \right] \ dx - P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{v}(x)h(x) \left[ \int_{\mathbb{R}^d} \tilde{u}(y)h(y)\ dy \right] \ dx
\]

\[
= P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{u}(x)(\tilde{u}(x) - \tilde{u}(y))a(x, y)\ dy\ dx = (\mathcal{L}_a u, v)
\]

This example gives a class of non-uniqueness for the representation of the kernel. There may be more similar classes, and it will be interesting to know a characterization for the equivalent class of kernels. Furthermore, even if the kernel \( a \) satisfies the compatibility condition (2.2), since \( h \) may change sign and may be unbounded, our construction of the kernel \( \tilde{a} \) may not satisfy the compatibility condition (2.2), nor the weaker compatibility conditions

\[
\begin{cases}
    a_s \leq a(x, y)|x-y|^{d+2s} \leq a_*, & |x-y| \leq 1 \\
    a(x, y) \leq M|x-y|^{-d-s'}, & |x-y| > 1
\end{cases}
\]

for some \( a_s, a_*, M, s' > 0 \), as given in equation (1.11) of [54].

However, (2.2) is not satisfied for the kernel \( k_A \) for a general matrix \( A \). Indeed, we can construct a numerical counterexample as follows.

Example 2.9. In \( d = 1 \), suppose \( s = 0,8 \), and consider the matrix \( A = \alpha(z) \) where \( \alpha(z) = 0.01 + 50H(z) \) for the smooth approximation \( H \) of the characteristic function of the interval \( [1,1.5] \), such that \( H(z) = 1 \) in \( [1,1.5] \) and less than 0.0001 outside \( [0.9, 1.6] \). Then

\[
k_A(-0.5,0.5) = 0.01c^2_{1,0.8}P.V. \int_{\mathbb{R}} \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \ dz + 50c^2_{1,0.8}P.V. \int_{\mathbb{R}} H(z) \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \ dz.
\]
Observe that the function

$$\kappa_{1,0,8}(-0.5, 0.5, z) := \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}}$$

has the shape

is integrable but not absolutely integrable, and is strictly increasing and strictly negative in the interval \([0.9, 1.6]\) with values (computed in Wolfram Alpha)

$$\kappa_{1,0,8}(-0.5, 0.5, 0.9) = -2.839, \quad \kappa_{1,0,8}(-0.5, 0.5, 1.5) = -0.287, \quad \int_{R} \kappa_{1,0,8}(-0.5, 0.5, z) \, dz \approx 30 < 100.$$  

Then, computing (2.9) for

\[
k_A(-0.5, 0.5) = 0.01c_{1,0,8}^2 P.V. \int_{\mathbb{R}} \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \, dz + 50c_{1,0,8}^2 P.V. \int_{\mathbb{R}} H(z) \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \, dz
\]

\[
< 0.01c_{1,0,8}^2(100) + 50c_{1,0,8}^2 P.V. \int_{\mathbb{R}\backslash[0.9, 1.6]} \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \, dz
\]

\[
= c_{1,0,8}^2 + 50c_{1,0,8}^2 P.V. \int_{\mathbb{R}\backslash[0.9, 1.6]} \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \, dz
\]

\[
+ 0.005c_{1,0,8}^2 \left( P.V. \int_{\mathbb{R}} \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \, dz - P.V. \int_{0.9}^{1.6} \frac{0.5 - z}{|0.5 - z|^{2.8}} \frac{z + 0.5}{|z + 0.5|^{2.8}} \, dz \right)
\]

\[
< c_{1,0,8}^2 + 50c_{1,0,8}^2 P.V. \int_{\mathbb{R}\backslash[0.9, 1.6]} \kappa_{1,0,8}(-0.5, 0.5, z) \, dz
\]

\[
+ 0.005c_{1,0,8}^2 \left( P.V. \int_{\mathbb{R}} \kappa_{1,0,8}(-0.5, 0.5, z) \, dz - P.V. \int_{0.9}^{1.6} \kappa_{1,0,8}(-0.5, 0.5, 0.9) \, dz \right)
\]

\[
< c_{1,0,8}^2 + 50c_{1,0,8}^2 (-0.28)(0.5) + 0.005c_{1,0,8}^2(100 - (-2.84)(1.6 - 0.9)) = -5.49c_{1,0,8}^2 < 0
\]

which contradicts (2.2). Compare with Open Problem 1.10 of [27].

The Theorem 2.6 and the last two remarks were inspired by the Open Problem 1.10 of [52], which asked if, given a symmetric matrix \(A\) satisfying (2.13), it is possible to find a kernel \(k_A\) satisfying (2.12) such that (2.8) holds. Complementing this open problem, we propose the following conjecture (see also Remark 3.1 of [20]):

**Open Problem.** Suppose \(A : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}\) is a bounded, measurable and strictly elliptic matrix such that

\[
a_* |z|^2 \leq A(x)z \cdot z \quad \text{and} \quad A(x)z \cdot z^* \leq a^* |z||z^*|
\]

for some \(a_*, a^* > 0\) for all \(x \in \mathbb{R}^d\) and all \(z, z^* \in \mathbb{R}^d\). Let \(k_A\) be a corresponding kernel which is continuous outside the diagonal \(x = y\) and satisfies

\[
\int_{\mathbb{R}^d} A(x)D^*u(x) \cdot D^*v(x) \, dx = P.V. \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} v(x)(u(x) - u(y))k_A(x, y) \, dy \, dx
\]
Then, for every function (Obstacle Problem) in \( \text{[42]} \), derive classical properties of the fractional obstacle problems, following most of the approach of Section 4.

As a consequence of the properties of the bilinear form \( \text{[3.1]} \), the nonlocal obstacle problem and its properties

Lemma 3.1

Let \( \Omega \) be a open bounded domain with Lipschitz boundary, \( f_\# \in L^{2^*} (\Omega) \), \( f \in [L^2(\mathbb{R}^d)]^d \), and \( a : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty) \) be strictly elliptic, bounded and measurable as in \( \text{[2.2]} \). Then, for every function \( \psi \), measurable in \( \Omega \), and admissible in the sense that the closed convex set

\[ \mathbb{E}_\psi = \{ v \in H^s_0(\Omega) : v \geq \psi \text{ a.e. in } \Omega \} \neq \emptyset, \]

for all \( u, v \in C_0^\infty(\mathbb{R}^d) \). Then, there exists an equivalent kernel \( k_\alpha \) satisfying

\[ a_* \leq k_\alpha(x, y) |x - y|^{d + 2s} \leq a^* \quad \forall x, y \in \mathbb{R}^d, x \neq y \]

for some \( a_*, a^* > 0 \) if and only if \( A \) is a bounded small perturbation \( \hat{\alpha}(x) \) of the identity matrix (up to a positive constant \( \alpha \)), i.e. \( A = (\alpha + \hat{\alpha}(x)) \Pi \) for some strictly positive finite constant \( \alpha > \sup_x |\hat{\alpha}(x)| \).

3 The Nonlocal and the Fractional Obstacle Problem

We start by considering the linear form for \( F \in H^{-s}(\Omega) \) defined by

\[ (F, v) = \int_\Omega f_\# v + \int_{\mathbb{R}^d} f : D^s v \]

for \( v \in H^s_0(\Omega) \), \( f = (f_1, \ldots, f_d) \in [L^2(\mathbb{R}^d)]^d \) and \( f_\# \in L^{2^*} (\Omega) \) where \( 2^* = \frac{2d}{d + 2s} \) when \( s < \frac{d}{2} \), and if \( d = 1 \), \( 2^* = q \) for any finite \( q > 1 \) when \( s = \frac{1}{2} \) and \( 2^* = 1 \) when \( s > \frac{1}{2} \). By the Riesz representation theorem, we have

\[ \exists \phi \in H^s_0(\Omega) : \int_{\mathbb{R}^d} D^s \phi \cdot D^s v = \langle -D^s \cdot D^s \phi, v \rangle = (F, v), \quad \forall v \in H^s_0(\Omega). \]

Therefore, \( F \in H^{-s}(\Omega) \) may be given by \( F = -D^s \cdot D^s \phi = -D^s \cdot g \) for some \( g = (g_1, \ldots, g_d) \in [L^2(\mathbb{R}^d)]^d \) and, by the Sobolev-Poincaré inequality, it satisfies

\[ \| g \|_{L^2(\mathbb{R}^d)} = \| F \|_{H^{-s}(\Omega)} \leq C_S \| f_\# \|_{L^{2^*}(\Omega)} + \| f \|_{L^2(\mathbb{R}^d)}. \]

In order for

\[ F \sim f_\# - D^s \cdot f \]

to lie in the positive cone of \( H^{-s}(\Omega) \), it is enough for \( f_\# \) to be non-negative almost everywhere in \( \Omega \) and \( D^s \cdot f \leq 0 \) in the distributional sense in \( \mathbb{R}^d \).

We next recall the following useful inequalities.

Lemma 3.1 (Sobolev-Poincaré inequality, Theorem 1.8 of [50]). Let \( s \in (\sigma, 1) \) such that \( s < \frac{d}{2} \) and \( \sigma > 0 \). Then there exists a constant \( C_S = C(d, s) > 0 \) such that

\[ \| u \|_{L^{2^*}(\Omega)} \leq C_S \| D^s u \|_{L^2(\mathbb{R}^d)} \]

for all \( u \in H^s_0(\Omega) \), where \( 2^* = \frac{2d}{d - 2s} > 0 \).

Lemma 3.2 (Fractional Poincaré inequality, Theorem 2.9 of [8]). Let \( s \in (0, 1) \). Then there exists a constant \( C_P = C(d, \Omega) / s > 0 \) such that

\[ \| u \|_{L^2(\Omega)} \leq C_P \| D^s u \|_{L^2(\mathbb{R}^d)} \]

for all \( u \in H^s_0(\Omega) \).

3.1 The nonlocal obstacle problem and its properties

As a consequence of the properties of the bilinear form \( E_\alpha \) defined by \( \text{[2.1]} \) in \( H^s_0(\Omega) \) for \( 0 < s < 1 \), we can derive classical properties of the fractional obstacle problems, following most of the approach of Section 4.5 in [12].

Theorem 3.3 (Obstacle Problem). Let \( \Omega \subset \mathbb{R}^d \) be a open bounded domain with Lipschitz boundary, \( f_\# \in L^{2^*} (\Omega) \), \( f \in [L^2(\mathbb{R}^d)]^d \), and \( a : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty) \) be strictly elliptic, bounded and measurable as in [2.2]. Then, for every function \( \psi \), measurable in \( \Omega \), and admissible in the sense that the closed convex set

\[ \mathbb{E}_\psi = \{ v \in H^s_0(\Omega) : v \geq \psi \text{ a.e. in } \Omega \} \neq \emptyset, \]


there exists a unique $u \in \mathcal{K}_\psi^*$ such that
\begin{equation}
\mathcal{E}_a(u, v - u) \geq \int_{\Omega} f_\#(v - u) + \int_{\mathbb{R}^d} f : D^s(v - u) \quad \forall v \in \mathcal{K}_\psi^*.
\end{equation}

Moreover, suppose $F, \hat{F}$ are given as in the beginning of this section for two different obstacle problems defined in (3.1), then the solution map $F \mapsto u$ is Lipschitz continuous, i.e.
\begin{equation}
\|u - \hat{u}\|_{H^s_0(\Omega)} \leq \frac{1}{a_*} \left( C_S \left\| f_\# - \hat{f}_\# \right\|_{L^{2^*}(\Omega)} + \left\| f - \hat{f} \right\|_{[L^2(\mathbb{R}^d)]^d} \right).
\end{equation}

Proof. This is just a direct application of the Stampacchia theorem, since the bilinear form $\mathcal{E}_a : H^s_0(\Omega) \times H^s_0(\Omega) \to \mathbb{R}$ is bounded and coercive by Theorem 2.3.

For the continuous dependence on data, if $u, \hat{u}$ are the solutions corresponding to different data $F$ and $\hat{F}$ for the obstacle problem respectively, we set $v = \hat{u}$ in the inequality for $u$ and $v = u$ in the inequality for $\hat{u}$, and take the difference to obtain
\begin{equation}
\mathcal{E}_a(u - \hat{u}, u - \hat{u}) \leq \int_{\Omega} (f_\# - \hat{f}_\#)(u - \hat{u}) + \int_{\mathbb{R}^d} (f - \hat{f}) : D^s(u - \hat{u}).
\end{equation}

By the fractional Sobolev inequality and the Cauchy-Schwarz inequality, we have
\begin{align*}
a_* \left\| D^s(u - \hat{u}) \right\|_{L^2(\mathbb{R}^d)}^2 & \leq \mathcal{E}_a(u - \hat{u}, u - \hat{u}) \\
& \leq \int_{\Omega} (f_\# - \hat{f}_\#)(u - \hat{u}) + \int_{\mathbb{R}^d} (f - \hat{f}) : D^s(u - \hat{u}) \\
& \leq \left\| f_\# - \hat{f}_\# \right\|_{L^{2^*}(\Omega)} \left\| u - \hat{u} \right\|_{L^{2^*}(\Omega)} + \left\| f - \hat{f} \right\|_{[L^2(\mathbb{R}^d)]^d} \left\| D^s(u - \hat{u}) \right\|_{[L^2(\mathbb{R}^d)]^d} \\
& \leq C_S \left( \left\| f_\# - \hat{f}_\# \right\|_{L^{2^*}(\Omega)} + \left\| f - \hat{f} \right\|_{[L^2(\mathbb{R}^d)]^d} \right) \left\| D^s(u - \hat{u}) \right\|_{[L^2(\mathbb{R}^d)]^d}
\end{align*}
where $C_S$ is the Sobolev constant of Lemma 3.1.

Furthermore, we have the following properties of the solution as in the classical case, making use of the strict T-monotonicity of $\mathcal{E}_a$ and the fractional Poincaré inequality. See for example, Chapter IV of [35] or Section 4.5-6 of [42], where the proofs can be transferred to the nonlocal case almost in the same manner.

**Proposition 3.4.**

(i) (Comparison principle). Suppose $u$ is the solution of the variational inequality (3.1) with data $F$ and convex set $\mathcal{K}_\psi^*$, and $\hat{u}$ be the solution with data $\hat{F}$ and convex set $\mathcal{K}_\psi^*$. If $\psi \geq \hat{\psi}$ and $F \geq \hat{F}$, then $u \geq \hat{u}$ a.e. in $\Omega$.

(ii) (Weak maximum principle). In the obstacle problem (3.1), one has
\begin{align*}
u & \geq 0 \text{ a.e. in } \Omega, \text{ if } F \geq 0; \text{ and} \\
u & \leq 0 \vee \sup_{\Omega} \psi \text{ a.e. in } \Omega, \text{ if } F \leq 0.
\end{align*}

(iii) (Complementary problem). When $\psi \in H^s_0(\Omega)$, the variational problem (3.1) is equivalent to the nonlinear complementary problem
\begin{equation}
u \geq \psi, \quad \mathcal{L}_a u - F \geq 0 \quad \text{and} \quad \langle \mathcal{L}_a u - F, u - \psi \rangle = 0.
\end{equation}

(iv) (Comparison of supersolutions).

(a) If $u$ is the solution to the variational inequality (3.1) and $w$ is any supersolution, then $u \leq w$;
(b) If $v$ and $w$ are two supersolutions to the variational inequality (3.1), then $v \wedge w$ is also a supersolution,
where a supersolution is an element \( w \in H^s_0(\Omega) \) satisfying \( w \geq \psi \) and \( \mathcal{L}w - F \geq 0 \) in the sense of order dual.

(v) The solution \( u \) of the obstacle problem (3.1) is the unique function in \( H^s_0(\Omega) \), such that,

\[
|u| = \min\{w \in H^s_v(\Omega) : \mathcal{L}w - F \geq 0, w \geq \psi \text{ in } \Omega\}.
\]

(vi) \((L^\infty \text{ estimates})\) The following estimate holds:

\[
\|u - \hat{u}\|_{L^\infty(\Omega)} \leq \|\psi - \hat{\psi}\|_{L^\infty(\Omega)}.
\]

Similarly, as in Theorem 6.1 of Chapter 4 of [42], we can prove the following additional result for the Dirichlet form \( \mathcal{E}_\lambda \) with \( \lambda > 0 \).

**Proposition 3.5.** All the results in Proposition 3.4 holds for \( \mathcal{E}_\lambda \) when \( \lambda > 0 \), where

\[
\mathcal{E}_\lambda(u, v) = \mathcal{E}_\sigma(u, v) + \lambda \int_{\Omega} uv, \quad u, v \in H^s_0(\Omega).
\]

Moreover in this case, when \( f \equiv 0 \), the following maximum principle holds a.e. in \( \Omega \):

\[
0 \land \inf_{\Omega} \left( \frac{f_\#}{\lambda} \right) \leq u \leq 0 \lor \sup_{\Omega} \psi \lor \sup_{\Omega} \left( \frac{f_\#}{\lambda} \right).
\]

**Remark 3.6.** If \( \Omega = \mathbb{R}^d \) and since the kernel \( a \) is defined in the whole \( \mathbb{R}^d \), the domain of \( \mathcal{E}_\lambda \), \( D(\mathcal{E}_\lambda) \), is instead given by \( H^s(\mathbb{R}^d) \), and the Dirichlet form \( \mathcal{E}_\lambda \) is coercive for \( \lambda > 0 \).

### 3.2 Convergence of the fractional s-obstacle problem as \( s \nearrow 1 \)

We start with a continuous dependence property of the Riesz derivatives as \( s \) varies.

**Lemma 3.7.** For \( u \in H^s_0(\Omega) \), \( D^s u \) is continuous in \( [L^2(\mathbb{R}^d)]^d \) as \( s \) varies in \( [\sigma, s'] \) for \( 0 < \sigma < s' \leq 1 \). As a consequence, we have the following estimate: for \( \sigma < s \leq 1 \),

\[
\|D^s u\|_{L^2(\mathbb{R}^d)} \leq c_\sigma \|D^s u\|_{L^2(\mathbb{R}^d)},
\]

for any \( u \in H^s_0(\Omega) \), where the constant \( c_\sigma \) is independent of \( s \).

**Proof.** Consider first \( u \in C^\infty_c(\Omega) \). Recall that the Fourier transform of \( D^s u \) is given, by Theorem 1.4 of [50],

\[
\hat{D^s u} = (2\pi)^s i|\xi|^{-1+s} \hat{u},
\]

where \( \hat{u} \) is the Fourier transform of \( u \) extended by 0 outside \( \Omega \). Since \( u \in H^s_0(\Omega) \), the mapping \( s \mapsto -(2\pi)^s i|\xi|^{-1+s} \hat{u} \) is continuous in \( [L^2(\mathbb{R}^d)]^d \) as \( s \) varies in \( [\sigma, s'] \). Therefore, conducting the inverse Fourier transform, we have \( \lim_{s \to t} \|D^s u - D^t u\|_{L^2(\mathbb{R}^d)} = 0 \) for \( t \in [\sigma, s'] \) for \( u \in C^\infty_c(\Omega) \). Extending this by density to all \( u \in H^s_0(\Omega) \), we have the continuity result on \( s \). Finally, the estimate (3.4) follows similarly to Proposition 2.7 of [8] using Lemma 3.2.

As it could be expected, we have a continuous transition from the fractional obstacle problem to the classical local obstacle problem as \( s \nearrow 1 \) in the following sense. We now consider the obstacle problem

**Theorem 3.8.** Suppose \( \psi \) is such that \( \mathcal{K}_\psi^s := \{v \in H^s_0(\Omega) : v \geq \psi \text{ a.e. in } \Omega\} \neq \emptyset \). Let \( u^s \in \mathcal{K}_\psi^s \) for \( 0 < s < 1 \) be the solution to the fractional obstacle problem, i.e.

\[
\int_{\mathbb{R}^d} AD^s u^s \cdot D^s(v - u^s) \geq (F, v - u^s) \quad \forall v \in \mathcal{K}_\psi^s,
\]

where \( A : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is a bounded, measurable and strictly elliptic matrix satisfying

\[
a_s|z|^2 \leq A(x)z \cdot z \quad \text{and} \quad A(x)z \cdot z^* \leq a^*|z||z^*|,
\]

\[
\text{for any } z, z^* \in \mathbb{R}^d.
\]
and $F \in H^{-\sigma}(\Omega)$. Then, there exists a unique solution $u^* \in H^s_0(\Omega)$. Furthermore, the sequence $(u^*)_s$ converges strongly to $u$ in $H^s_0(\Omega)$ as $s \nearrow 1$ for any fixed $0 < \sigma < 1$, where $u \in K^1_\psi$ solves uniquely the obstacle problem for $s = 1$, i.e.

$$\int_\Omega ADu \cdot D(v - u) \geq \langle F, v - u \rangle \quad \forall v \in K^1_\psi.$$ 

**Proof.** The existence of a solution follows from a direct application of the Stampacchia theorem, since the bilinear form

$$\langle \hat{L}_A u, v \rangle = \int_{\mathbb{R}^d} AD^s u \cdot D^s v$$

is bounded

$$\langle \hat{L}_A u, v \rangle \leq a^* \|u\|_{H^s_0(\Omega)} \|v\|_{H^s_0(\Omega)} \quad \forall u, v \in H^s_0(\Omega)$$

and coercive

$$\langle \hat{L}_A u, v \rangle \geq a_s \|D^s u\|_{L^2(\mathbb{R}^d)}^2 = a_s \|u\|_{H^s_0(\Omega)}^2.$$ 

For uniqueness, if $u, \tilde{u}$ are the solutions corresponding to the same data $F$ for the obstacle problem, we set $v = \tilde{u}$ in the inequality for $u$ and $v = u$ in the inequality for $\tilde{u}$, and take the difference to obtain

$$a_s \|D^s(u - \tilde{u})\|_{L^2(\mathbb{R}^d)}^2 \leq \int_{\mathbb{R}^d} AD^s(u - \tilde{u}) \cdot D^s(u - \tilde{u}) \leq \int_{\Omega} (f_{\#} - f_{\#})(u - \tilde{u}) + \int_{\mathbb{R}^d} (f - f) \cdot D^s(u - \tilde{u}) = 0,$$

so $u \equiv \tilde{u}$.

Next, we want to show the convergence of the fractional obstacle problem to the classical one. We first prove an a priori estimate for $D^s u^*$. For $v^1 \in K^1_\psi = \bigcap_{\sigma \leq s < 1} K^s_\psi$, by Cauchy-Schwarz inequality and Sobolev inequality,

$$a_s \|D^s u^*\|_{L^2(\mathbb{R}^d)}^2 \leq \int_{\mathbb{R}^d} AD^s u^* \cdot D^s u^* \leq \int_{\mathbb{R}^d} AD^s u^* \cdot D^s v^1 - \langle F, v^1 - u^* \rangle \leq \frac{a^*}{2} \|D^s u^*\|_{L^2(\mathbb{R}^d)}^2 + \frac{1}{2e} \|D^s v^1\|_{L^2(\mathbb{R}^d)}^2 - \langle F, v^1 \rangle + \frac{1}{2e} \|F\|_{H^{-\sigma}(\Omega)}^2 + \frac{e'}{2} \|D^s u^*\|_{L^2(\mathbb{R}^d)}^2 \leq \frac{a_s}{4} \|D^s u^*\|_{L^2(\mathbb{R}^d)}^2 + \frac{a^*}{a_s} \|D^s v^1\|_{L^2(\mathbb{R}^d)}^2 - \langle F, v^1 \rangle + \frac{a^*}{a_s} \|F\|_{H^{-\sigma}(\Omega)}^2 + \frac{a_s}{4} \|D^s u^*\|_{L^2(\mathbb{R}^d)}^2$$

by taking $\epsilon = \frac{a^*}{2a_s}$ and $\epsilon' = \frac{a^*}{a_s}$ and $\frac{a^*}{a_s}$ may be chosen independent of $s$ for $0 < s \leq 1$, as a consequence of (3.4) for the dual norms $\|\cdot\|_{H^{-\sigma}(\Omega)}$. Therefore, we have

$$\|D^s u^*\|_{L^2(\mathbb{R}^d)} \leq C,$$

where the constant $C = C(\sigma, a_s, a^*) > 0$ is independent of $s \geq \sigma$.

Also by (3.4), for $\sigma \leq s < 1$, we have

$$\|D^s u^*\|_{L^2(\mathbb{R}^d)} \leq c_\sigma \|D^s u^*\|_{L^2(\mathbb{R}^d)} \leq C,$$

for some constant $C$ independent of $s$, $\sigma \leq s < 1$, and we may take a sequence

$$D^s u^* \underset{s \nearrow 1}{\rightarrow} \zeta \quad \text{in} \quad [L^2(\mathbb{R}^d)]^d\text{-weak}$$

for some $\zeta$. By compactness, since $u^*$ is also uniformly bounded in $H^s_0(\Omega)$, there exists a subsequence and a limit $u \in L^2(\Omega)$ such that

$$u^* \underset{s \nearrow 1}{\rightarrow} u \quad \text{strongly in} \quad L^2(\Omega).$$

Now, by Lemma 3.7 for all $\Phi \in [C^\infty(\Omega)]^d$, denoting by $\tilde{\Phi}$ the zero extension of $\Phi$ outside $\Omega,

$$D^s \cdot \tilde{\Phi} \rightarrow D \cdot \tilde{\Phi} \quad \text{in} \quad [L^2(\mathbb{R}^d)]^d,$$
\[
\int_{\mathbb{R}^d} D^s u^s \cdot \Phi = -\int_{\mathbb{R}^d} \hat{u}^s (D^s \cdot \Phi) \longrightarrow \int_{\mathbb{R}^d} \hat{u} (D \cdot \Phi).
\]

But by the a priori estimate on \( D^s u^s \),
\[
\left| \int_{\mathbb{R}^d} D^s u^s \cdot \Phi \right| \leq C \| \Phi \|_{L^2(\Omega)^d},
\]
which implies that
\[
\left| \int_{\mathbb{R}^d} \hat{u} (D \cdot \Phi) \right| \leq C \| \Phi \|_{L^2(\Omega)^d}.
\]

This means that \( D\hat{u} \in [L^2(\mathbb{R}^d)]^d \), and since \( \Omega \) has a Lipschitz boundary, \( D\hat{u} = D\hat{u} \), so \( Du \in [L^2(\Omega)]^d \).

Together with the first inequality in (3.4) which implies that \( u \in \mathbb{K}_s^\sigma \) for any \( \sigma < 1 \), we have \( u \in \mathbb{K}_s^1 \).

Furthermore, by Lemma 3.7, \( D^s u \to \hat{Du} \) strongly in \([L^2(\mathbb{R}^d)]^d \) as \( s \not\nearrow 1 \), so
\[
\int_{\mathbb{R}^d} D^s(u^s - u) \cdot \Phi = -\int_{\mathbb{R}^d} (u^s - u)(D^s \cdot \Phi) \to 0,
\]
therefore
\[
\zeta = \lim_{s \not\nearrow 1} D^s u^s = \hat{Du}.
\]

Finally, it remains to show that \( u \) satisfies the obstacle problem for \( s = 1 \). For any \( v \in \mathbb{K}_s^1 \subset \mathbb{K}_s^\sigma \), since \( D^s u^s \) are uniformly bounded, we have, up to a subsequence and using the lower-semicontinuity of \( A_{sym} = \frac{1}{2}(A + A^T) \),
\[
\int_{\Omega} ADu \cdot Dv = \int_{\mathbb{R}^d} A\hat{Du} \cdot \hat{Dv}
\]
\[
= \lim_{s \not\nearrow 1} \int_{\mathbb{R}^d} AD^s u^s \cdot D^s v
\]
\[
\geq \lim_{s \not\nearrow 1} \langle F, v - u^s \rangle + \liminf_{s \not\nearrow 1} \int_{\mathbb{R}^d} AD^s u^s \cdot D^s u^s
\]
\[
= \langle F, v - u \rangle + \liminf_{s \not\nearrow 1} \int_{\mathbb{R}^d} A_{sym} D^s u^s \cdot D^s u^s
\]
\[
\geq \langle F, v - u \rangle + \int_{\mathbb{R}^d} A_{sym} \hat{Du} \cdot \hat{Du}
\]
\[
= \langle F, v - u \rangle + \int_{\Omega} ADu \cdot Du
\]
since \( D^s u^s \to \hat{Du} \) weakly in \([L^2(\mathbb{R}^d)]^d \) and \( D^s v \to \hat{Dv} \) strongly in \([L^2(\mathbb{R}^d)]^d \). The conclusion follows by the compactness of the inclusion of \( H^\sigma_0(\Omega) \) in \( H^\sigma_0(\Omega) \) when \( \sigma > \sigma' \).

\[\square\]

Remark 3.9. The case with \( A = I \) corresponds to the obstacle problem for the fractional Laplacian and was first considered by Silvestre in [77]. Indeed, from (1.4), since
\[
\int_{\mathbb{R}^d} D^s u \cdot D^s v = \frac{c_{d,s}}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{d+2s}} \, dx \, dy,
\]
also holds for \( u, v \in H^\sigma_0(\Omega) \), Theorem 3.8 gives the convergence of the solution \( u^s \) to the nonlocal obstacle problem (3.1), which is equivalent, up to a constant, to
\[
u^s \in \mathbb{K}_s^\sigma : \int_{\mathbb{R}^d} D^s u^s \cdot D^s (v - u^s) \geq \langle F, v - u^s \rangle \quad \forall v \in \mathbb{K}_s^\sigma
\]
towards the solution \( u \) of the classical problem
\[
u \in \mathbb{K}_s^1 : \int_{\Omega} Du \cdot D(v - u) \geq \langle F, v - u \rangle \quad \forall v \in \mathbb{K}_s^1.
\]

Remark 3.10. A similar convergence result as \( s \not\nearrow 1 \) remains open for the general nonlocal operator \( \mathcal{L}_a \).
4 Lewy-Stampacchia Inequalities and Local Regularity

In this section, we take \( f = f_\phi \) and \( f = 0 \). We give a direct proof of the Lewy-Stampacchia inequalities. This will follow much of the approach of Section 5:3.3 in [22] or Chapter IV of [35]. The Lewy-Stampacchia inequalities will allow us to apply the results of [26] [28] to obtain local Hölder regularity of the solutions when \( a \) is symmetric, and additional regularity on fractional Sobolev spaces when \( L_a = (-\Delta)^s \) using [9].

4.1 Bounded penalization of the obstacle problem in \( H^s_0(\Omega) \)

Assume now that the obstacle \( \psi \in H^s(\mathbb{R}^d) \), so that we may define \( L_a\psi \in H^{-s}(\Omega) \) by (4.1) for any test function \( v \in H^s_0(\Omega) \), and \( \psi \) is such that the convex set \( K_\psi \neq \emptyset \). Consider the approximation to the obstacle problem, where the penalization is based on any nondecreasing Lipschitz function \( \theta : \mathbb{R} \to [0, 1] \) such that

\[
\theta \in C^0,1(\mathbb{R}), \quad \theta' \geq 0, \quad \theta(+\infty) = 1 \quad \text{and} \quad \theta(0) = 0 \quad \text{for } t \leq 0; \\
\exists C_\theta > 0 : |1 - \theta(t)| \leq C_\theta, \quad t > 0.
\]

Then, for any \( \varepsilon > 0 \), consider the family of functions \( \theta_\varepsilon(t) = \theta(\frac{t}{\varepsilon}) \), \( t \in \mathbb{R} \), which converges as \( \varepsilon \to 0 \) to the multi-valued Heaviside graph. Examples of such sequences of functions include \( \theta(t) = t/(1 + t) \), \( \theta(t) = (2/\pi) \arctan t \), or from any non-decreasing Lipschitz function \( 0 \leq \theta \leq 1 \) such that \( \theta(t) = 1 \) for \( t \geq t_\varepsilon > 0 \).

Assume that

\[
f, (L_a\psi - f)^+ \in L^{2s}(\Omega).
\]

Then, any \( \varepsilon > 0 \), consider the family of functions \( \theta_\varepsilon(t) = \theta(\frac{t}{\varepsilon}) \), \( t \in \mathbb{R} \), which converges as \( \varepsilon \to 0 \) to the multi-valued Heaviside graph. Examples of such sequences of functions include \( \theta(t) = t/(1 + t) \), \( \theta(t) = (2/\pi) \arctan t \), or from any non-decreasing Lipschitz function \( 0 \leq \theta \leq 1 \) such that \( \theta(t) = 1 \) for \( t \geq t_\varepsilon > 0 \).

Consider now the one parameter family of approximating semilinear problems in variational form

\[
u_\varepsilon \in H^s_0(\Omega) : \quad L_a(u_\varepsilon, v) + \int_\Omega \zeta \theta_\varepsilon(u_\varepsilon - \psi)v = \int_\Omega (f + \zeta)v \quad \forall v \in H^s_0(\Omega).
\]

Arguing as in the proof of Theorem 5:3.1 of [22], we have the following theorem.

**Theorem 4.1.** The unique solution \( u_\varepsilon \) of the semilinear boundary value problem \( (3.1) \) is such that \( u_\varepsilon \in K^{s}_\psi \) for each \( \varepsilon > 0 \), and it defines a monotone decreasing sequence, converging as \( \varepsilon \to 0 \) to the solution \( u \) of the obstacle problem \( (3.1) \) with the error estimate

\[
||u - u_\varepsilon||_{H^s_0(\Omega)} \leq \varepsilon(C_\theta/a_*)||\zeta||_{L^1(\Omega)}.
\]

**Remark 4.2.** (i) We can formally interpret the variational equation \( (3.1) \) as corresponding to the following semilinear boundary value problem:

\[
L_a u_\varepsilon + \zeta \theta_\varepsilon(u_\varepsilon - \psi) = f + \zeta \quad \text{in } \Omega, \quad u_\varepsilon = 0 \quad \text{on } \mathbb{R}^d \setminus \Omega.
\]

(ii) One can also consider the translated penalization, given by

\[
\hat{\theta}_\varepsilon(t) = 1 - \theta(\frac{t}{\varepsilon}) = \hat{\theta}(\frac{-t}{\varepsilon})
\]

for \( t \in \mathbb{R} \) and \( \varepsilon > 0 \), to approach the solution of the obstacle problem from below using monotonicity.

Then we have that the unique solution \( \hat{u}_\varepsilon \) of the penalized problem

\[
\hat{u}_\varepsilon \in H^s_0(\Omega) : \quad L_a(\hat{u}_\varepsilon, v) + \int_\Omega \zeta \hat{\theta}_\varepsilon(\hat{u}_\varepsilon - \psi)v = \int_\Omega (f + \zeta)v \quad \forall v \in H^s_0(\Omega).
\]

defines a monotone increasing sequence converging to the solution \( u \) of the obstacle problem \( (3.1) \) weakly in \( H^s_0(\Omega) \).
(iii) For special choices of the function \( \theta \), we can estimate the uniform convergence for the approximations of \( u \) by penalization. Suppose that, in addition to the conditions on \( \theta \),
\[
\theta(t) = 1 \text{ for } t \geq 1,
\]
then the approximating solution \( u_\varepsilon \) of (3.1\( \varepsilon \)) verifies, for each \( \varepsilon > 0 \),
\[
|u_\varepsilon - \varepsilon| \leq u \leq u_\varepsilon \text{ a.e. in } \Omega.
\]
If, additionally, \( \theta \) verifies
\[
t \leq \theta(t) \leq 1 \text{ if } 0 \leq t \leq 1,
\]
the approximating solution \( \bar{u}_\varepsilon \) yields
\[
\bar{u}_\varepsilon \leq u \leq \varepsilon \text{ and } 0 \leq u_\varepsilon - \bar{u}_\varepsilon \leq \varepsilon \text{ a.e. in } \Omega.
\]

From this theorem, we can derive the Lewy-Stampacchia inequality.

**Theorem 4.3 (Lewy-Stampacchia inequality).** Under the assumptions (4.1), the solution \( u \) of the obstacle problem satisfies
\[
f \leq \mathcal{L}_a u \leq f \lor \mathcal{L}_a \psi \text{ a.e. in } \Omega.
\]
In particular, \( \mathcal{L}_a u \in L^{2\#}(\Omega) \).

**Proof.** Choosing \( \zeta = (\mathcal{L}_a \psi - f)^+ \) in (3.1\( \varepsilon \)), and making use of the property of \( \theta \) that \( 0 \leq 1 - \theta_\varepsilon \leq 1 \), then for any \( \varepsilon > 0 \) and any \( v \in H^s_0(\Omega) \), \( v \geq 0 \), we have
\[
\int_\Omega \mathcal{L}_a u_\varepsilon v = \int_\Omega [(f + (\mathcal{L}_a \psi - f)^+)(1 - \theta_\varepsilon)] v \leq \int_\Omega [f + (\mathcal{L}_a \psi - f)^+] v
\]
from the variational form, and on the other hand
\[
\mathcal{L}_a u_\varepsilon = f + \zeta - \zeta \theta_\varepsilon = f + \zeta(1 - \theta_\varepsilon) \geq f
\]
holds a.e. in \( \Omega \). Together, these give
\[
\int_\Omega fv \leq \int_\Omega \mathcal{L}_a u_\varepsilon v \leq \int_\Omega [f + (\mathcal{L}_a \psi - f)^+] v = \int_\Omega [f \lor (\mathcal{L}_a \psi)] v.
\]
Letting \( \varepsilon \to 0 \), this holds for \( u \). Since \( v \) is arbitrary, we have the result.

**Remark 4.4.** The Lewy-Stampacchia inequalities for nonlocal obstacle problems have been first obtained in [49] for a class of symmetric integrodifferential operators \( \mathcal{L}_K \), with even kernels \( K \), which are also strictly \( T \)-monotone and include the fractional Laplacian, and with \( f \) and \( \mathcal{L}_K \psi \in L^\infty(\Omega) \).

### 4.2 Multiple obstacles problem

#### 4.2.1 Two obstacles problem

We next consider the two obstacles problem with a Dirichlet boundary condition in a bounded domain \( \Omega \subset \mathbb{R}^d \) with Lipschitz boundary, which consists of finding \( u \in K^{s}_{\psi, \varphi} \) such that
\[
\mathcal{E}_a(u, v - u) \geq \int_\Omega f(v - u), \quad \forall v \in K^{s}_{\psi, \varphi},
\]
where \( f \in L^{2\#}(\Omega) \) and
\[
K^{s}_{\psi, \varphi} = \{ v \in H^s_0(\Omega) : \psi \leq v \leq \varphi \text{ a.e. in } \Omega \}.
\]
Assume that \( \varphi \) and \( \psi \) are measurable and admissible obstacles in \( \Omega \) such that \( K^{s}_{\psi, \varphi} \neq \emptyset \). When \( \varphi, \psi \in H^s(\mathbb{R}^d) \), a sufficient condition for these two assumptions to hold is to assume \( \varphi \geq \psi \text{ a.e. in } \Omega \) and \( \varphi \geq 0 \geq \psi \text{ a.e. in } \Omega^c \).
**Theorem 4.5.** The two obstacles problem has a unique solution. Moreover, if \( u = u(f, \varphi, \psi) \) and \( \hat{u} = u(\hat{f}, \hat{\varphi}, \hat{\psi}) \) are solutions in \( K_{\varphi, \psi}^\ast \) and in \( K_{\hat{\varphi}, \hat{\psi}}^\ast \), respectively, of the two obstacles problem, then

\[
f \geq \hat{f}, \varphi \geq \hat{\varphi}, \psi \geq \hat{\psi} \text{ implies } u \geq \hat{u} \text{ a.e. in } \Omega.
\]

In addition, if \( f = \hat{f} \), we have the \( L^\infty \) estimate

\[
\|u - \hat{u}\|_{L^\infty(\Omega)} \leq \|\psi - \hat{\psi}\|_{L^\infty(\Omega)} + \|\varphi - \hat{\varphi}\|_{L^\infty(\Omega)}.
\]

**Proof.** The existence and uniqueness follows as, in the previous sections, from the monotonicity, coercivity, continuity and boundedness of the operator \( L_a \) and the Stampacchia theorem. The comparison property follows also as previous by the T-monotonicity of \( L_a \).

The \( L^\infty \) estimate follows as well, as in the classical one obstacle problem.

Corresponding to the two obstacles problem, we also have the Lewy-Stampacchia inequality.

**Theorem 4.6.** The solution \( u \) of the two obstacles problem, for \( f, L_a \varphi, L_a \psi \in L^2(\Omega) \) such that \( \varphi, \psi \in H^s(\mathbb{R}^d) \) are compatible and \( L_a \varphi, L_a \psi \) are given by (4.5), satisfies

\[
f \land L_a \varphi \leq L_a u \leq f \lor L_a \psi \quad \text{a.e. in } \Omega,
\]

and therefore \( L_a u \in L^2(\Omega) \).

**Proof.** The proof is similar to that of the classical case \( s = 1 \), now for two obstacles. Consider the penalized problem given by

\[
u_\varepsilon \in H_0^s(\Omega) : \quad \langle L_a u_\varepsilon, v \rangle + \int_\Omega \zeta \theta_\varepsilon(u_\varepsilon - \psi)v - \int_\Omega \zeta \theta_\varepsilon(\varphi - u_\varepsilon)v = \int_\Omega (f + \zeta \varphi - \zeta \psi)v \quad \forall v \in H_0^s(\Omega)
\]

for

\[
\zeta \varphi \geq (L_a \psi - f)^+, \quad \zeta \psi \geq (L_a \varphi - f)^-,
\]

with \( \theta_\varepsilon(t) = 1 \) for \( t \geq \varepsilon \). Then, there is a unique solution \( u_\varepsilon \in H_0^s(\Omega) \) such that \( \psi \leq u_\varepsilon \leq \varphi + \varepsilon \) for each \( \varepsilon > 0 \). Indeed, we obtain the existence and uniqueness of the solution by the Stampacchia theorem as before. To show that \( \psi \leq u_\varepsilon \leq \varphi + \varepsilon \), we have

\[
\langle L_a \psi, v \rangle \leq \langle (L_a \psi - f)^+ + f, v \rangle \leq \int_\Omega (\zeta \psi + f)v \quad \forall v \in H_0^s(\Omega), v \geq 0, \quad \text{and}
\]

\[
\langle L_a \varphi, v \rangle \geq \langle (L_a \varphi - f)^- + f, v \rangle \geq \int_\Omega (f - \zeta \varphi)v \quad \forall v \in H_0^s(\Omega), v \geq 0.
\]

Taking \( v = (\psi - u_\varepsilon)^+ \in H_0^s(\Omega) \) and using the strict T-monotonicity of \( L_a \), we have

\[
a_s \|(\psi - u_\varepsilon)^+\|^2_{H_0^s(\Omega)} \leq E_a(\psi, (\psi - u_\varepsilon)^+) - E_a(u_\varepsilon, (\psi - u_\varepsilon)^+)
\]

\[
\leq \int_\Omega (f + \zeta \varphi)(\psi - u_\varepsilon)^+ - \int_\Omega \{f + \zeta \varphi[1 - \theta_\varepsilon(\psi - u_\varepsilon)] - \zeta \varphi[1 - \theta_\varepsilon(\varphi - u_\varepsilon)]\}(\psi - u_\varepsilon)^+
\]

\[
= \int_\Omega \zeta \theta_\varepsilon(u_\varepsilon - \psi)(\psi - u_\varepsilon)^+ - \int_\Omega \{\zeta \varphi[1 - \theta_\varepsilon(\varphi - u_\varepsilon)]\}(\psi - u_\varepsilon)^+
\]

\[
\leq 0
\]

because the first term is non-positive, while the factors in the second term are all non-negative. Therefore,
\( u_\varepsilon \geq \psi \). Similarly, taking \( v = (u_\varepsilon - \varphi - \varepsilon)^+ \in H_0^s(\Omega) \) gives

\[
a_* \| (u_\varepsilon - \varphi - \varepsilon)^+ \|^2_{L^2(\Omega)} = a_* \| D^s(u_\varepsilon - \varphi - \varepsilon)^+ \|^2_{L^2(\mathbb{R}^d)} \leq E_a((u_\varepsilon - \varphi - \varepsilon)^+, (u_\varepsilon - \varphi - \varepsilon)^+) \leq E_a(u_\varepsilon - \varphi - \varepsilon, (u_\varepsilon - \varphi - \varepsilon)^+) \leq E_a(u_\varepsilon - \varphi, (u_\varepsilon - \varphi - \varepsilon)^+)
\]

\[
= [E_a(u_\varepsilon, (u_\varepsilon - \varphi - \varepsilon)^+) - E_a(\varphi, (u_\varepsilon - \varphi - \varepsilon)^+)]
\]

\[
\leq \int \Omega \{ f + \zeta_\psi[1 - \theta_\varepsilon(u_\varepsilon - \psi)] - \zeta_\varphi[1 - \theta_\varepsilon(\varphi - u_\varepsilon)]\}(u_\varepsilon - \varphi - \varepsilon)^+
\]

\[
- \int \Omega (f - \zeta_\varphi)(u_\varepsilon - \varphi - \varepsilon)^+
\]

\[
= \int \Omega \{ \zeta_\psi[1 - \theta_\varepsilon(u_\varepsilon - \psi)]\}(u_\varepsilon - \varphi - \varepsilon)^+ + \int \Omega [\zeta_\varphi \theta_\varepsilon(\varphi - u_\varepsilon)](u_\varepsilon - \varphi - \varepsilon)^+
\]

\[
= \int \Omega \zeta_\psi[1 - \theta_\varepsilon(u_\varepsilon - \psi)](u_\varepsilon - \varphi - \varepsilon)^+
\]

\[
\leq \int \Omega \zeta_\psi[1 - \theta_\varepsilon(u_\varepsilon - \psi)](u_\varepsilon - \psi - \varepsilon)^+ \text{ since } \varphi \geq \psi
\]

\[
= 0
\]

Therefore, \( u_\varepsilon \leq \varphi + \varepsilon \).

Now, we can show that \( u_\varepsilon \to u \), so \( \psi \leq u_\varepsilon \leq \varphi + \varepsilon \) converges to \( \psi \leq u \leq \varphi \). Take \( v = w - u_\varepsilon \) in the penalized problem above for arbitrary \( w \in K_{\psi, \varphi}^s \), then

\[
E_a(u_\varepsilon, w - u_\varepsilon) = \int \Omega f(w - u_\varepsilon) + \int \Omega \zeta_\psi[1 - \theta_\varepsilon(u_\varepsilon - \psi)](w - u_\varepsilon) - \int \Omega \zeta_\varphi[1 - \theta_\varepsilon(\varphi - u_\varepsilon)](w - u_\varepsilon)
\]

\[
\geq \int \Omega f(w - u_\varepsilon) + \int \Omega \zeta_\psi[1 - \theta_\varepsilon(u_\varepsilon - \psi)](\psi - u_\varepsilon) - \int \Omega \zeta_\varphi[1 - \theta_\varepsilon(\varphi - u_\varepsilon)](\varphi - u_\varepsilon)
\]

\[
= \int \Omega f(w - u_\varepsilon) - \varepsilon \int \Omega \zeta_\psi[1 - \theta_\varepsilon(u_\varepsilon - \psi)] \frac{u_\varepsilon - \psi}{\varepsilon} - \varepsilon \int \Omega \zeta_\varphi[1 - \theta_\varepsilon(\varphi - u_\varepsilon)] \frac{\varphi - u_\varepsilon}{\varepsilon}
\]

\[
\geq \int \Omega f(w - u_\varepsilon) - \varepsilon C_\theta \int \Omega (\zeta_\psi + \zeta_\varphi).
\]

Now, taking \( w = u \in K_{\psi, \varphi}^s \), we obtain

\[
E_a(u_\varepsilon, u - u_\varepsilon) \geq \int \Omega f(u - u_\varepsilon) - \varepsilon C_\theta \int \Omega (\zeta_\psi + \zeta_\varphi),
\]

but taking \( v = u_\varepsilon \in K_{\psi}^s \) in the original obstacle problem (3.1), we have

\[
E_a(u, u_\varepsilon - u) \geq \int \Omega f(u_\varepsilon - u).
\]

Taking the difference of these two equations, by the linearity of \( E_a \), we have

\[
E_a(u_\varepsilon - u, u_\varepsilon - u) \leq \varepsilon C_\theta \int \Omega (\zeta_\psi + \zeta_\varphi).
\]

Using the ellipticity of \( a \), we have

\[
\varepsilon C_\theta \int \Omega (\zeta_\psi + \zeta_\varphi) \geq E_a(u_\varepsilon - u, u_\varepsilon - u) \geq a_* \| D^s(u_\varepsilon - u) \|^2_{L^2(\mathbb{R}^d)} = a_* \| u_\varepsilon - u \|^2_{H_0^s(\Omega)}.
\]

Therefore, \( u_\varepsilon \to u \) in \( H_0^s(\Omega) \).
Choosing \( \zeta = (L_a \psi - f)^+ \) and \( \zeta = (L_a \varphi - f)^- \), and making use of the property of \( \theta \) that \( 0 < 1 - \theta < 1 \), then for any \( \varepsilon > 0 \) and any \( v \in H^0_0(\Omega), v \geq 0 \), we have
\[
\int_\Omega (L_a u_\varepsilon) v = \int_\Omega \left[ f + (L_a \psi - f)^+ (1 - \theta \varepsilon) - (L_a \varphi - f)^- (1 - \theta \varepsilon) \right] v \leq \int_\Omega \left[ f + (L_a \psi - f)^+ \right] v
\]
and
\[
\int_\Omega (L_a u_\varepsilon) v = \int_\Omega \left[ f + (L_a \psi - f)^+ (1 - \theta \varepsilon) - (L_a \varphi - f)^- (1 - \theta \varepsilon) \right] v \geq \int_\Omega \left[ f - (L_a \varphi - f)^- \right] v.
\]
Therefore,
\[
\int_\Omega [f \wedge (L_a \varphi)] v = \int_\Omega [f - (L_a \varphi - f)^-] v \leq \int_\Omega (L_a u_\varepsilon) v \leq \int_\Omega \left[ f + (L_a \psi - f)^+ \right] v = \int_\Omega [f \vee (L_a \psi)] v.
\]
Letting \( \varepsilon \to 0 \), this holds for \( u \). Since \( v \) is arbitrary, we conclude (4.5). 

### 4.2.2 N-membranes problem

We consider now the N-membranes problem, which consists of: To find \( u = (u_1, u_2, \ldots, u_N) \in K^*_N \) satisfying
\[
\sum_{i=1}^N E_a(u_i, v_i - u_i) \geq \sum_{i=1}^N f^i(v_i - u_i), \quad \forall (v_1, \ldots, v_N) \in K^*_N, \tag{4.6}
\]
where \( K^*_N \) is the convex subset of \( [H^0_0(\Omega)]^N \) defined by
\[
K^*_N = \{ (v_1, \ldots, v_N) \in [H^0_0(\Omega)]^N : v_1 \geq \cdots \geq v_N \text{ a.e. in } \Omega \} \tag{4.7}
\]
and \( f^1, \ldots, f^N \in L^{2^*}(\Omega) \). As in the previous sections, the existence and uniqueness follows easily. Furthermore, the following Lewy-Stampacchia type inequality also holds.

**Theorem 4.7.** The solution \( u = (u_1, \ldots, u_N) \) of the N-membranes problem satisfies a.e. in \( \Omega \)
\[
f^1 \wedge L_a u_1 \leq f^1 \vee \cdots \vee f^N
\]
\[
f^1 \wedge f^2 \leq L_a u_2 \leq f^2 \vee \cdots \vee f^N
\]
\[\vdots\]
\[
f^1 \wedge \cdots \wedge f^{N-1} \leq L_a u_{N-1} \leq f^{N-1} \vee f^N
\]
\[
f^1 \wedge \cdots \wedge f^N \leq L_a u_N \leq f^N,
\]
and \( L_a u \in [L^{2^*}(\Omega)]^N \).

**Proof.** Choosing \( (v, u_2, \ldots, u_N) \in K^*_N \) with \( v \in K^*_N \), we see that \( u_1 \in K^*_{u_2} \) solves (3.1) with \( f = f^1 \) and by Theorem 4.3
\[
f^1 \leq L_a u_1 \leq f^1 \vee L_a u_2 \text{ a.e. in } \Omega.
\]
Analogously, \( u_j \in K^*_{u_{j+1},u_{j-1}} \) solves the two obstacles problem with \( f = f^j, \quad j = 2, 3, \ldots, N-1 \), and satisfies, by (4.5),
\[
f^j \wedge L_a u_{j-1} \leq L_a u_j \leq f^j \vee L_a u_{j+1} \quad \text{a.e. in} \ \Omega.
\]
Finally, \( u_N \) solves the one obstacle problem with an upper obstacle \( \varphi = u_{N-1} \), and so by the symmetric Lewy-Stampacchia estimates given in Theorem 4.3 we have
\[
f^N \wedge L_a u_{N-1} \leq L_a u_N \leq f^N \quad \text{a.e. in} \ \Omega.
\]
The proof concludes by simple iteration (see Theorem 5.1 of [48]).
Remark 4.8. The solution can also approximated by the bounded penalization given in [7] by

\[ u_\varepsilon \in H^s_0(\Omega) : \quad \langle \mathcal{L}_a u_\varepsilon^i, v_i \rangle + \int_{\Omega} \zeta_0 \theta_\varepsilon(u_\varepsilon^i - u_{\varepsilon}^{i+1}) v_i - \int_{\Omega} \zeta_{i-1} \theta_\varepsilon(u_{\varepsilon}^{i-1} - u_\varepsilon^i) v_i = \int_{\Omega} (f^i + \zeta_i - \zeta_{i-1}) v_i \quad \forall v_i \in H^s_0(\Omega) \]

for

\[ \zeta_0 = \max \left\{ \frac{f_1 + \cdots + f_i}{i} : i = 1, \ldots, N \right\}, \]

\[ \zeta_i = i\zeta_0 - (f^1 + \cdots + f^i) \quad \text{for } i = 1, \ldots, N \]

with \( \theta_\varepsilon(t) = 1 \) for \( t \geq \varepsilon \) and \( u_\varepsilon^0 = +\infty, u_\varepsilon^{N+1} = -\infty \).

As in [7], we then have the strong convergence of \( u_\varepsilon \to u \) in \([H^s_0(\Omega)]^N\), thereby giving the Lewy-Stampacchia inequalities in Theorem 4.7.

4.3 Local regularity of solutions

We make use of the Lewy-Stampacchia inequalities to show local regularity for the three types of nonlocal obstacle problems, but first it is useful to obtain the global boundedness of the solutions.

Let \( s \in (0, 1) \). Suppose that

(a) \( f, \mathcal{L}_a \psi \in L^p(\Omega) \) for some \( p > \frac{d}{s} \) for the one obstacle problem,

(b) \( f \land \mathcal{L}_a \varphi \) and \( f \lor \mathcal{L}_a \psi \) are in \( L^p(\Omega) \) for some \( p > \frac{d}{2s} \) for the two obstacles problem, or

(c) \( f^i \in L^p(\Omega) \) for \( i = 1, \ldots, N \) for some \( p > \frac{d}{2s} \) for the \( N \)-membranes problem.

Theorem 4.9. Let \( u \) denote the solutions of the one obstacle problem (3.1), or the two obstacles problem (4.3), or \( u = u_i \) for \( i = 1, \ldots, N \) of the \( N \)-membranes problem (4.6), respectively, under the assumptions (a), (b) or (c) above. Then \( g = \mathcal{L}_a u \in L^p(\Omega) \), with \( p > \frac{d}{2s} \) and there exists a constant \( C \), depending only on \( a^*, d, s, \|u\|_{H^s_0(\Omega)}, \|g\|_{L^p(\Omega)} \) and \( s \), such that

\[ \|u\|_{L^\infty(\Omega)} \leq C. \]

Proof. Assume that \( \Phi : \mathbb{R} \to \mathbb{R} \) is a Lipschitz convex function such that \( \Phi(0) = 0 \), then if \( u \in H^s_0(\Omega) \), we have, by repeating the proof of Proposition 4 of [36],

\[ \mathcal{E}_a(\Phi(u), v) \leq \mathcal{E}_a(u, \varphi \Phi(u)) \quad \text{for } v \geq 0, v \in H^s_0(\Omega), \text{ weakly in } \Omega. \]

We can then repeat the proof of Theorem 13 of [36] using the Moser technique to obtain the theorem.

Observe that in general our kernel does not satisfy the usual regularity of the kernel of the fractional Laplacian [45] or other commonly considered fractional kernels [12] [27], since in general it does not satisfy the “symmetry” condition \( a(x, y) = a(x, -y) \) unless \( a \) is a constant multiple of the kernel of the fractional Laplacian. However, it will still be possible to obtain local Hölder regularity on the solution with the properties of our kernel, if we assume it is symmetric, i.e. if it satisfies

\[ a(x, y) = a(y, x). \quad (4.8) \]

Then, we can make use of the symmetric form as given in [23], and apply the results of [36].

By the Lewy-Stampacchia inequalities, as long as the upper and lower bounds are in \( L^p(\Omega) \) for some \( p > \frac{d}{2s} \), we can make use of the Dirichlet form nature of the bilinear form, and obtain Hölder regularity on the solutions on balls independently of the boundary conditions and of the regularity of \( \partial \Omega \). Then, by Theorem 1.6 of [26], since the bilinear form satisfies (2.2) and (2.4)-(2.5), in the symmetric case, we have the weak Harnack inequality. Furthermore, as in the classical de Giorgi-Nash-Moser theory, the weak Harnack inequality implies a decay of oscillation-result and local Hölder regularity estimates for weak solutions.
Theorem 4.10 (Weak Harnack inequality). Let $u$ denote the solutions of the one obstacle problem (3.1), or the two obstacles problem (4.3), or $u = u_i$ for $i = 1, \ldots, N$ of the N-membranes problem (4.6), respectively, under the assumptions (a), (b) or (c) above. Suppose the unit ball about the origin $B_1$ is a subset of $\Omega$, and $a$ is symmetric. Then,

$$
\inf_{B_{1/4}} u \geq c \left( \int_{B_{1/2}} u(x)^{p_0} \, dx \right)^{\frac{1}{p_0}} - \sup_{x \in B_{1/16}} \int_{\mathbb{R}^d \setminus B_1} u^-(z) d\mu_x(dz) - \|\mathcal{L}_a u\|_{L^p(B_{1/16})},
$$

for $d\mu_x(dz)$ a measure depending on $a$ as defined in [30] and [32], and the positive constants $p_0 \in (0, 1)$ and $c$ depend only on $d, s, a_*, a^*$. 

Theorem 4.11 (Hölder regularity). Let $u$ denote the solutions of the one obstacle problem (3.1), or the two obstacles problem (4.3), or $u = u_i$ for $i = 1, \ldots, N$ of the N-membranes problem (4.6), respectively, under the assumptions (a), (b) or (c) above. Suppose $B_\rho \subset \subset \Omega$ is a ball of radius $\rho$ and $a$ is symmetric. Then, there exists $c_0 \geq 0$ and $\beta \in (0, 1)$, independent of $u$, such that the following Hölder estimate holds for almost every $x, y \in B_{\rho/2}$:

$$
|u(x) - u(y)| \leq c_1 |x - y|^\beta \left( \|u\|_{L^\infty(\Omega)} + \|\mathcal{L}_a u\|_{L^p(\Omega)} \right).
$$

Proof. Since the Lewy-Stampacchia inequalities in Theorems 4.3, 4.6 and 4.7 hold a.e. in $B_{1/2}$, respectively, under the assumptions (a), (b) or (c) above, we have

$$
\inf_{B_{1/4}} u \geq c \left( \int_{B_{1/2}} u(x)^{p_0} \, dx \right)^{\frac{1}{p_0}} - \sup_{x \in B_{1/16}} \int_{\mathbb{R}^d \setminus B_1} u^-(z) d\mu_x(dz) - \|\mathcal{L}_a u\|_{L^p(B_{1/16})},
$$

for $d\mu_x(dz)$ a measure depending on $a$ as defined in [30] and [32], and the positive constants $p_0 \in (0, 1)$ and $c$ depend only on $d, s, a_*, a^*$. 

Remark 4.12. (i) The local Hölder continuity of the solutions of a two membranes problem was obtained for different operators with translation invariant kernels in [12], as well as the local $C^{1,\gamma}$ regularity in the case of the fractional Laplacian as in the case of the regular obstacles of [53].

(ii) The results in Theorems 4.10 and 4.11 can be generalized to arbitrary family of measures satisfying (2.2) and (2.4), as given in [14].

(iii) Since the $L^\infty$ bound also works in the non-symmetric case, we conjecture that the weak Harnack inequality and the Hölder continuity are also true without the symmetry assumption, but this is an open problem.

In the case where $a$ corresponds to the kernel of the fractional Laplacian, $\mathcal{L}_a = (-\Delta)^s$, we can use Corollary 1.15 of [50] and apply local elliptic regularity of weak solutions in fractional Sobolev spaces $W^{s,p}$ associated to Dirichlet fractional Laplacian problems as in Theorem 1.4 of [9].

Theorem 4.13. Let $u$ denote the solutions of the one obstacle problem (3.1) for $f \in L^2(\Omega)$ in the form

$$
u \in K^s(\Omega): \int_{\mathbb{R}^d} D^s u \cdot D^s (v - u) \, dx \geq \int_{\Omega} f(v - u) \quad \forall v \in K^s(\Omega),
$$

or the corresponding two obstacles problem (4.3), or $u = u_i$ for $i = 1, \ldots, N$ of the corresponding N-membranes problem (4.6), respectively, under the assumptions (a), (b) or (c) above, with $2^\# \leq p < \infty$ and $0 < s < 1$. Then, $(-\Delta)^s u \in L^p_{\text{loc}}(\Omega)$ and $u \in W^{2s,p}_{\text{loc}}(\Omega)$. In particular, $u \in C^1(\Omega)$ if $s > 1/2$ and $p > d/(2s - 1)$, by Theorem 7.57(c) of [4].

This theorem, which seems new, is an extension to nonlocal obstacle type problems of the well-known $W^{2s,p}_{\text{loc}}(\Omega)$ regularity of solutions of the classical local obstacle problem corresponding to $s = 1$.

5 s-capacity and Lewy-Stampacchia Inequalities in $H^{-s}(\Omega)$

In this section, we extend the results on the Lewy-Stampacchia inequalities obtained in the previous section to data in the dual space $H^{-s}(\Omega)$. We first characterize the order dual of $H^s_0(\Omega)$, which is related to the theory of the $s$-capacity. This follows much of the results in the classical obstacle problem [55], [2] and [42].
In [3] and [29] the more general capacities are considered for general bilinear forms. Recently the fractional capacity for the Neumann problem was considered in [56]. In order to extend the results in Theorems 4.3, 4.6 and 4.7 to data in $H^{-s}(\Omega)$, we may apply the general results of [38] for the one obstacle problem and [43] for two obstacles.

5.1 A characterization of the order dual $H^{-s}_>(\Omega)$ of $H^s_0(\Omega)$

Associated with any Dirichlet form, there is a Choquet capacity. We denote by $C_s$ the capacity associated to the norm of $H^s_0(\Omega)$. For any compact set $K \subset \Omega$, it is defined by

$$C_s(K) = \inf \left\{ \|u\|_{H^s_0(\Omega)} : u \in H^s_0(\Omega), u \geq 1 \text{ a.e. in } K \right\}.$$ 

For an arbitrary open set $G \subset \Omega$,

$$C_s(G) = \sup \left\{ C_s(K) : K \text{ is a compact set in } G \right\}.$$ 

A function $u \in H^s_0(\Omega)$ is said to be quasi-continuous if for every $\varepsilon > 0$, there exists an open set $G \subset \Omega$ such that $C_s(G) < \varepsilon$ and $u|_{\Omega \setminus G}$ is continuous. A property is said to hold quasi-everywhere (q.e.) if it holds except for a set of capacity zero.

It is well-known (by [3] Proposition 6.1.2 page 156 or [29] Theorem 2.1.3 page 71) that for every $u \in H^s_0(\Omega)$, there exists a unique (up to a set of capacity 0) quasi-continuous function $\bar{u} : \Omega \to \mathbb{R}$ such that $\bar{u} = u$ a.e. on $\Omega$. Therefore, we have the following theorem (see also Theorem 3.7 of [56]).

**Theorem 5.1.** For every function $u \in H^s_0(\Omega)$, there exists a unique (up to q.e. equivalence) $\bar{u} : \Omega \to \mathbb{R}$ quasi-continuous function such that $u = \bar{u}$ a.e. in $\Omega$.

Thus, it makes sense to identify a function $u \in H^s_0(\Omega)$ with the class of quasi-continuous functions that are equivalent quasi-everywhere. Denote the space of such equivalent classes by $Q_s(\Omega)$. Then, for every element $u \in H^s_0(\Omega)$, there is an associated $\bar{u} \in Q_s(\Omega)$.

Define the space $L^2_{C_s}(\Omega)$ by

$$L^2_{C_s}(\Omega) = \left\{ \phi \in Q_s(\Omega) : \exists u \in H^s_0(\Omega) : \bar{u} \geq |\phi| \text{ q.e. in } \Omega \right\}$$

and

$$R_{C_s}(\phi) = \inf \{ \|u\|_{H^s_0(\Omega)} : u \in H^s_0(\Omega), \bar{u} \geq |\phi| \text{ q.e.} \},$$

which is a norm that makes $L^2_{C_s}(\Omega)$ a Banach space (see Proposition 1.2 of [6]). We want to show that the dual space of $L^2_{C_s}(\Omega)$ can be identified with the order dual of $H^s_0(\Omega)$, i.e.

$$[L^2_{C_s}(\Omega)]' = H^{-s}(\Omega) \cap M(\Omega) = H^{-s}_>(\Omega) = [H^{-s}(\Omega)]^+ - [H^{-s}(\Omega)]^+,$$

where $M(\Omega)$ is the set of bounded measures in $\Omega$. Then we have the following result by Theorem 5.1 (corresponding to the classical case in [6] Proposition 1.7).

**Proposition 5.2.** The injection of $H^s_0(\Omega) \cap C_s(\Omega) \hookrightarrow L^2_{C_s}(\Omega)$ is dense.

**Proof.** This simply follows from Theorem 5.1 since $u \geq 0$ a.e. on $\Omega$ implies $u \geq 0$ q.e. on $\Omega$. \qed

For $K \subset \Omega$, recall that one says that $u \geq 0$ on $K$ (or $u \geq 0$ on $K$ in the sense of $H^s_0(\Omega)$) if there exists a sequence of Lipschitz functions $u_k \to u$ in $H^s_0(\Omega)$ such that $u_k \geq 0$ on $K$.

Let $K \subset \Omega$ be any compact subset. Define the nonempty closed convex set of $H^s_0(\Omega)$ by

$$K^s_K = \{ v \in H^s_0(\Omega) : v \geq 1 \text{ on } K \}.$$ 

Consider the following variational inequality

$$u \in K^s_K : E_s(u, v - u) \geq 0, \quad \forall v \in K^s_K. \quad (5.1)$$

This variational inequality has clearly a unique solution and consequently we can also extend to the s-fractional framework the following theorem which is due to Stampacchia [55] in the case $s = 1$.  
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Theorem 5.3 (Radon measure for the bilinear form $\mathcal{E}_a$). For any compact $K \subset \Omega$, the unique solution $u$ of (5.1), which is called the $(s,a)$-capacitary potential of $K$, is such that

$$u = 1 \text{ on } K \text{ (in the sense of } H^s_0(\Omega))$$

$$\mu = \mathcal{L}_a u \geq 0 \text{ with supp}(\mu) \subset K.$$ 

Moreover, for the non-negative Radon measure $\mu$, one has

$$C^a_s(K) = \mathcal{E}_a(u, u) = \int_\Omega d\mu = \mu(K)$$

and this number is called the $(s,a)$-capacity of $K$ with respect to $\mathcal{E}_a(\cdot, \cdot)$ (or to the operator $\mathcal{L}_a$).

Proof. The proof follows a similar approach to the classical case ([55] Theorem 3.9 or [42] Theorem 8.1). Taking $v = u \wedge 1 = u - (u - 1)^+ \in \mathcal{K}_K^*$ in (5.1), one has

$$a_* \|(u - 1)^+\|^2_{H^s_0(\Omega)} \leq \mathcal{E}_a(u - 1, (u - 1)^+) = \mathcal{E}_a(u, (u - 1)^+) \leq 0$$

since the $s$-grad of a constant is zero. Hence $u \leq 1$ in $\Omega$. But $u \in \mathcal{K}_K^*$, so $u \geq 1$ on $K$. Therefore, the first result $u = 1$ on $K$ follows.

For the second result, set $v = u + \varphi \in \mathcal{K}_K^*$ in (5.1) with an arbitrary $\varphi \in \mathcal{D}(\Omega)$, $\varphi \geq 0$. Then, by the Riesz-Schwartz theorem (see for instance [3] Theorem 1.1.3), there exists a non-negative Radon measure $\mu$ on $\Omega$ such that

$$(\mathcal{L}_a u, \varphi) = \mathcal{E}_a(u, \varphi) = \int_\Omega \varphi d\mu, \quad \forall \varphi \in \mathcal{D}(\Omega).$$

Moreover, for $x \in \Omega \setminus K$, there is a neighbourhood $O \subset \Omega \setminus K$ of $x$ such that $u + \varphi \in \mathcal{K}_K^*$ for any $\varphi \in \mathcal{D}(O)$. Therefore,

$$\mathcal{E}_a(u, \varphi) = 0, \quad \forall \varphi \in \mathcal{D}(\Omega \setminus K)$$

which means $\mu = \mathcal{L}_a u = 0$ in $\Omega \setminus K$. Therefore, $\text{supp}(\mu) \subset K$ and the third result follows immediately.

We observe that when $a$ corresponds to the kernel of the fractional Laplacian, the $(s,a)$-capacity corresponds to the $s$-capacity and the $s$-capacitary potential of a compact set $K$ is the solution of the obstacle problem ([51] when the bilinear form is the inner product in $H^s_0(\Omega)$ and we have a simple comparison of the capacities in the following proposition.

Proposition 5.4. For any compact subset $E \subset \Omega$,

$$a_* C_s(E) \leq C^a_s(E) \leq \frac{a_*^2}{a_*} C_s(E).$$

Proof. Let $u$ be the $(s,a)$-capacitary potential of $E$, and $\bar{u}$ be the $s$-capacitary potential of $E$. Since $\bar{u} \geq 1$ on $E$, we can choose $v = \bar{u} \in \mathcal{K}_E^*$ in (5.1) to get

$$C^a_s(E) = \mathcal{E}_a(u, u) \leq \mathcal{E}_a(u, \bar{u})$$

$$\leq a_* \left( \int_{\mathbb{R}^d} |D^s u|^2 \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^d} |D^s \bar{u}|^2 \right)^{\frac{1}{2}}$$

$$\leq \frac{a_*}{2} \int_{\mathbb{R}^d} |D^s u|^2 + \frac{a_*^2}{2a_*} \int_{\mathbb{R}^d} |D^s \bar{u}|^2$$

$$\leq \frac{1}{2} \mathcal{E}_a(u, u) + \frac{a_*^2}{2a_*} C_s(E)$$

$$= \frac{1}{2} C^a_s(E) + \frac{a_*^2}{2a_*} C_s(E)$$

$$= \frac{1}{2} C^a_s(E) + \frac{a_*^2}{2a_*} C_s(E)$$
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by Cauchy-Schwarz inequality and the coercivity of \( a \). Similarly, we can choose \( v = u \in \mathbb{K}^d \) for (5.1) with \( a \) being the identity for \( C_s(E) \) to get, using the coercivity of \( a 
abla
abla a \),

\[
C_s(E) = \mathcal{E}_a(\bar{u}, \bar{u}) \leq \mathcal{E}_a(\bar{u}, u)
\]

\[
\leq \left( \int_{\mathbb{R}^d} |D^s\bar{u}|^2 \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^d} |D^s| |u|^2 \right)^{\frac{1}{2}}
\]

\[
\leq \frac{1}{2} \int_{\mathbb{R}^d} |D^s\bar{u}|^2 + \frac{1}{2} \int_{\mathbb{R}^d} |D^s| u|^2
\]

\[
\leq \frac{1}{2} C_s(E) + \frac{1}{2a^*} \mathcal{E}_a(u, u)
\]

\[
\leq \frac{1}{2} C_s(E) + \frac{1}{2a^*} C^a_s(E).
\]

Using this definition of the Radon measure, we recall that two quasi-continuous functions which are equal (or, \( \leq \)) \( \mu \)-a.e. on an open subset of \( \mathbb{R}^d \) are also equal (or, \( \leq \)) \( q.e. \) on that set (see [29] Lemma 2.1.4).

Recall that a Radon measure \( \mu \) is said to be of finite energy relatively to \( H^d_0(\Omega) \) if its restriction to \( H^d_0(\Omega) \cap C_c(\Omega) \) is continuous for the topology of \( H^d_0(\Omega) \), by means of

\[
\langle \mu, v \rangle = \int_\Omega v \, d\mu, \quad \forall v \in H^d_0(\Omega) \cap C_c(\Omega).
\]

Such a finite energy measure can in fact be defined for any Dirichlet form \( \mathcal{E} \) (see [29] Section 2.2 and Example 2.2.1 pages 87–91). We denote by \( E^+(H^d_0(\Omega)) \) the cone of positive finite energy measures relative to \( H^d_0(\Omega) \).

Then \( \mu \) is of finite energy if and only if there exists \( w_\mu \in H^{-\ast}(\Omega) \) such that

\[
\langle w_\mu, v \rangle = \int_\Omega v \, d\mu, \quad \forall v \in H^d_0(\Omega) \cap C_c(\Omega),
\]

and \( E^+(H^d_0(\Omega)) \) can be identified with \( [H^{-\ast}(\Omega)]^+ \), the positive cone of \( H^{-\ast}(\Omega) = [H^d_0(\Omega)]' \), by the mapping \( \mu \mapsto w_\mu \). Moreover, whenever \( \mu \in E^+(H^d_0(\Omega)) \), the mapping \( u \in H^d_0(\Omega) \mapsto \bar{u} \) is continuous from \( H^d_0(\Omega) \) in \( L^1(\mu) \) and whenever \( u \in H^d_0(\Omega) \), \( \int_\Omega \bar{u} \, d\mu = \langle w_\mu, v \rangle \). Note that in the particular case of the space \( H^d_0(\Omega) \), the mapping \( u \in H^d_0(\Omega) \mapsto \bar{u} \in L^1(\mu) \) is compact; this follows from the fact that \( \int_\Omega |\bar{u}_n| \, d\mu = \langle w_\mu, u_n \rangle \) and that if \( u_n \rightharpoonup 0 \) in \( H^d_0(\Omega) \) then \( |u_n| \rightharpoonup 0 \) in \( H^d_0(\Omega) \).

Extending these results to \( L^2_{C_c}(\Omega) \), we have the following result.

**Proposition 5.5.** Let \( \mu \in E^+(H^d_0(\Omega)) \). Then \( L^2_{C_c}(\Omega) \subset L^1(\mu) \) and this inclusion is continuous.

**Proof.** Let \( u \in L^2_{C_c}(\Omega) \). There exists \( v \in H^d_0(\Omega) \) such that \( \bar{v} \geq |u| \) a.e., and therefore \( \mu \)-q.e.. Since \( \bar{v} \in L^1(\mu) \), \( u \in L^1(\mu) \).

Let \( (u_n) \) be a sequence in \( L^2_{C_c}(\Omega) \) such that \( R_{C_e}(u_n) \rightharpoonup 0 \). Then there exists \( (v_n) \in H^d_0(\Omega) \) such that \( \bar{v}_n \geq |u_n| \) q.e., and therefore \( \mu \)-q.e., and \( \|v_n\|_{H^d_0(\Omega)} \rightharpoonup 0 \). As a result, \( \int_\Omega |u_n| \, d\mu \leq \int_\Omega \bar{v}_n \, d\mu = \langle w_\mu, u_n \rangle \leq \|w_\mu\|_{H^{-\ast}(\Omega)} \|v_n\|_{H^d_0(\Omega)} \rightharpoonup 0 \). Therefore \( u_n \rightharpoonup 0 \) in \( L^1(\mu) \). \( \square \)

Having these results, we can now identify the dual space of \( L^2_{C_c}(\Omega) \) with the order dual of \( H^d_0(\Omega) \), as given in the following theorem.

**Theorem 5.6 (Characterization of Order Dual).** The dual of \( L^2_{C_c}(\Omega) \) is the space of finite energy measures \( E^+(H^d_0(\Omega)) - E^+(H^d_0(\Omega)) \), that is identified with the order dual \( H^{-\ast}(\Omega) \) of \( H^d_0(\Omega) \). More precisely, \( L \in [L^2_{C_c}(\Omega)]' \) if and only if there is a unique \( \mu \) such as \( |\mu| \in E^+(H^d_0(\Omega)) \) and \( L(\phi) = \int_\Omega \phi \, d\mu \) for all \( \phi \in L^2_{C_c}(\Omega) \). In addition, the norm of \( L \) in \( [L^2_{C_c}(\Omega)]' \) is such that \( \|L\| = \|w_\mu\|_{H^{-\ast}(\Omega)} \).

**Proof.** According to Proposition 5.2, \( C_c(\Omega) \) is dense in \( L^2_{C_c}(\Omega) \) and moreover this injection is continuous; therefore the dual of \( L^2_{C_c}(\Omega) \) is a space of measures.
Let $\mu$ be a Radon measure such that $|\mu| \in E^+(H_0^\circ(\Omega))$. For any $\phi \in L^2_{c_s}(\Omega)$ ($\phi$ is then $\mu$ integrable by Proposition 5.5), set $L(\phi) = \int_{\Omega} \phi \, d\mu$. For any $v \in H_0^\circ$ such that $\bar{v} \geq |\phi|$ quasi-everywhere, so $\mu$-a.e., we have

$$|L(\phi)| = \left| \int_{\Omega} \phi \, d\mu \right| \leq \int_{\Omega} |\phi| \, d|\mu| \leq \bar{v} \, d|\mu| = (w_{|\mu|}, v) \leq \|w_{|\mu|}\|_{H^{-\circ}(\Omega)} \|v\|_{H_0^\circ(\Omega)},$$

so $|L(\phi)| \leq \|w_{|\mu|}\|_{R_{C_s}(\phi)}$. Therefore $L \in [L^2_{c_s}(\Omega)]'$ and $|L| \leq \|w_{|\mu|}\|_{H^{-\circ}(\Omega)}$.

Conversely, suppose $L \in [L^2_{c_s}(\Omega)]'$. Let $K$ be a compact subset of $\Omega$ and $\psi \in D(\Omega)$ such that $\psi \geq 1$ in $K$. Whenever $\phi \in C_c(K)$ such that $|\phi|_{\infty} \leq 1$, we have $\psi \geq |\phi|$ in $\Omega$, therefore

$$|L(\phi)| \leq \|L\| \cdot R_{C_s}(\psi).$$

We deduce that there exists a Radon measure $\mu$ in $\Omega$ such that

$$\forall \phi \in C_c(\Omega), \quad L(\phi) = \int_{\Omega} \phi \, d\mu.$$

In addition $|\mu| \in E^+(H_0^\circ)$ because, whenever $u \in H_0^\circ(\Omega) \cap C_c(\Omega)$,

$$\left| \int_{\Omega} u \, d|\mu| \right| \leq \int_{\Omega} |u| \, d|\mu| = \sup\{L(\phi) : \phi \in C_c(\Omega), |\phi| \leq |u|\} \leq \sup\{|L| : R_{C_s}(\phi) : |\phi| \leq |u|\} \leq \|L\| \cdot R_{C_s}(u) \leq \|L\| \cdot \|u\|_{H_0^\circ(\Omega)}$$

and also $\|w_{|\mu|}\|_{H^{-\circ}(\Omega)} \leq \|L\|$.

Finally, it follows, from the density of $C_c(\Omega)$ in $L^2_{c_s}(\Omega)$ and Proposition 5.5, that

$$\forall \phi \in L^2_{c_s}(\Omega), \quad L(\phi) = \int_{\Omega} \phi \, d\mu.$$  

\[\square\]

### 5.2 Lewy-Stampacchia inequalities in $H^{-s}(\Omega)$

For completeness, we state the Lewy-Stampacchia inequalities in the dual space $H^{-s}(\Omega)$.

**Theorem 5.7.** The unique solution $u$ to the obstacle problem with compatible obstacle $\psi \in H^s(\mathbb{R}^d)$ and $F, \mathcal{L}_a\psi \in H^{-s}(\Omega)$, satisfies

$$F \leq \mathcal{L}_a u \leq F \vee \mathcal{L}_a \psi \quad \text{in } H^{-s}(\Omega). \quad (5.2)$$

**Proof.** Since $\mathcal{L}_a$ is strictly T-monotone, this is a direct consequence of the abstract Lewy-Stampacchia inequality obtained by Mosco in [38] (see also Theorem 2.1 of [42]). \[\square\]

We next consider the generalizations to the two obstacles problem and to the N-membranes problem.

Similarly, as a direct consequence of Theorem 4.2 of [43], we may also state the Lewy-Stampacchia inequality for the two obstacles problem.

**Theorem 5.8.** The solution $u$ of the two obstacles problem

$$u \in K^s_{\phi,\psi} : \mathcal{L}_a(u, v - u) \geq \langle F, v - u \rangle \quad \forall v \in K^s_{\phi,\psi}$$

with $K^s_{\phi,\psi}$ given by (4.4) with data $F \in H^{-s}(\Omega)$ and $\mathcal{L}_a\psi, \mathcal{L}_a\phi \in H^{-s}(\Omega)$ satisfies

$$F \wedge \mathcal{L}_a \phi \leq \mathcal{L}_a u \leq F \vee \mathcal{L}_a \psi \quad \text{in } H^{-s}(\Omega). \quad (5.3)$$
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Then, applying the general Lewy-Stampacchia inequalities for the one obstacle and for the two obstacles problem iteratively in the previous theorem as in the proof of Theorem 4.7, we obtain

**Theorem 5.9.** The solution \(u\) of the \(N\)-membranes problem

\[
 u \in K^s_N : \sum_{i=1}^{N} E_a(u_i, v_i - u_i) \geq \sum_{i=1}^{N} \langle F^i, v_i - u_i \rangle \quad \forall (v_1, \ldots, v_N) \in K^s_N
\]

with \(K^s_N\) given by (4.7) with data \(F = (F^1, \ldots, F^N)\) for \(F^i \in H^{-s}_\infty(\Omega)\) satisfies

\[
 F^1 \wedge \mathcal{L}_a u_1 \leq F^1 \vee \cdots \vee F^N
 \]

\[
 F^1 \wedge F^2 \leq \mathcal{L}_a u_2 \leq F^2 \vee \cdots \vee F^N
 \]

\[
 \vdots
\]

\[
 F^1 \wedge \cdots \wedge F^{N-1} \leq \mathcal{L}_a u_{N-1} \leq F^{N-1} \vee \cdots \vee F^N
\]

\[
 F^1 \wedge \cdots \wedge F^N \leq \mathcal{L}_a u_N \leq F^N
\]

in \(H^{-s}_\infty(\Omega)\).

**Remark 5.10.** In the symmetric case, the Lewy-Stampacchia inequalities also follow from the general results of [30]. The application to Theorem 5.9 for the \(N\)-membranes problem is new.

### 5.3 The \(\mathcal{E}_a\) obstacle problem and the \(s\)-capacity

As a simple application of \(s\)-capacity, we consider the corresponding nonlocal obstacle problem extending some results of [55] and [2] (see also [42]). In this section we start by the following comparison property for the \((s, a)\)-capacity which proof is exactly as in Theorem 3.10 of [55], which states that in the case when the kernel \(a\) is symmetric the \((s, a)\)-capacity is an increasing set function.

**Proposition 5.11.** For any compact subsets \(E_1 \subset E_2 \subset \Omega\),

\[
 C_s^a(E_1) \leq \left(1 + \frac{M}{a^*_s} \right)^2 C_s^a(E_2),
\]

where \(M = \sup \frac{1}{2} (\mathcal{E}_a(u, v) - \mathcal{E}_a(v, u))\) for \(u, v\) such that \(\|u\|_{H^s_0(\Omega)} = \|v\|_{H^s_0(\Omega)} = 1\).

**Theorem 5.12.** Let \(\psi\) be an arbitrary function in \(L^2_{\mathcal{E}_a}(\Omega)\). Suppose that the closed convex set \(\overline{K}_{\psi}^s\) is such that

\[
 \overline{K}_{\psi}^s = \{ v \in H^s_0(\Omega) : \bar{v} \geq \psi \quad q.e. \quad in \ \Omega \} \neq \emptyset.
\]

Then there is a unique solution to

\[
 u \in \overline{K}_{\psi}^s : \quad \mathcal{E}_a(u, v - u) \geq 0, \quad \forall v \in \overline{K}_{\psi}^s, \quad (5.4)
\]

which is non-negative and such that

\[
 \|u\|_{H^s_0(\Omega)} \leq \left( a^*/a_s \right) \|\psi^+\|_{L^2_{\mathcal{E}_a}(\Omega)}; \quad (5.5)
\]

there is a unique measure \(\mu = \mathcal{L}_a u \geq 0\), concentrated on the coincidence set \(\{ u = \psi \} = \{ u = \psi^+ \}\), verifying

\[
 \mathcal{E}_a(u, v) = \int_{\Omega} \bar{v} \, d\mu, \quad \forall v \in H^s_0(\Omega), \quad (5.6)
\]

and

\[
 \mu(K) \leq \left( \frac{a^*}{a^*_s} \right) \|\psi^+\|_{L^2_{\mathcal{E}_a}(\Omega)} \left[ C_s^a(K) \right]^{1/2}, \quad \forall K \subset \subset \Omega, \quad (5.7)
\]

in particular \(\mu\) does not charge on sets of capacity zero.
Proof. By the maximum principle Proposition 3.4 (ii), taking \( v = u + u^\cdot \), the solution is non-negative. Hence, the variational inequality (5.4) is equivalent to solving the variational inequality with \( \mathcal{K}_\psi \), replaced by \( \mathcal{K}_\psi^+ \).

Since \( \psi^+ \in L^2_{\mathcal{L}_\mu}(\Omega) \), by definition of \( L^2_{\mathcal{L}_\mu}(\Omega) \), \( \mathcal{K}_\psi^+ \neq \emptyset \) and we can apply the Stampacchia theorem to obtain a unique non-negative solution.

Since \( \mathcal{E}_\alpha(u, v - u) \geq 0 \),

\[
\alpha \| u \|_{H^2(\Omega)}^2 \leq \mathcal{E}_\alpha(u, u) \leq \mathcal{E}_\alpha(u, v) \leq \alpha \| u \|_{H^2(\Omega)} \| v \|_{H^2(\Omega)},
\]

we have

\[
\| u \|_{H^2(\Omega)} \leq (\alpha/a_\star) \| v \|_{H^2(\Omega)}, \quad \forall v \in \mathcal{K}_\psi^+,
\]

which, by the definition of the \( L^2_{\mathcal{L}_\mu}(\Omega) \) norm of \( \psi^+ \), gives (5.5).

The existence of Radon measure for (5.6) follows exactly as in Theorem 5.3. Finally, recalling the definitions, it is sufficient to prove (5.7) for any compact subset \( K \subset \Omega \). But this follows from

\[
\mu(K) \leq \int K d\mu = \mathcal{E}_\alpha(u, v) \leq \alpha \| u \|_{H^2(\Omega)} \| v \|_{H^2(\Omega)} \leq (\alpha^2/a_\star) \| \psi^+ \|_{L^2_{\mathcal{L}_\mu}(\Omega)} \| v \|_{H^2(\Omega)}, \quad \forall v \in \mathcal{K}_K.
\]

Now, recall from Proposition 5.4 that we have

\[
C^0_\alpha(K) \geq a_\star C_\alpha(K) = a_\star \inf_{v \in \mathcal{K}_K} \| v \|_{H^2(\Omega)}^2,
\]

thereby obtaining (5.7). \( \square \)

Corollary 5.13. If \( u \) and \( \hat{u} \) are the solutions to (5.4) with non-negative compatible obstacles \( \psi \) and \( \hat{\psi} \) in \( L^2_{\mathcal{L}_\mu}(\Omega) \) respectively, then

\[
\| u - \hat{u} \|_{H^2(\Omega)} \leq k \| \psi - \hat{\psi} \|_{L^2_{\mathcal{L}_\mu}(\Omega)}^{1/2},
\]

where

\[
k = (\alpha^2/a_\star) \left[ \| \psi \|_{L^2_{\mathcal{L}_\mu}(\Omega)} + \| \hat{\psi} \|_{L^2_{\mathcal{L}_\mu}(\Omega)} \right]^{1/2}.
\]

Proof. Since \( \text{supp}(\mu) \subset \{ u = \psi \} \) and \( \text{supp}(\hat{\mu}) \subset \{ \hat{u} = \hat{\psi} \} \) (where \( \mu = \mathcal{L}_\alpha u \) and \( \hat{\mu} = \mathcal{L}_\alpha \hat{u} \)), for an arbitrary \( v \in \mathcal{K}^s_{|\psi - \hat{\psi}|} \), we have

\[
a_\star \| u - \hat{u} \|_{H^2(\Omega)} \leq \mathcal{E}_\alpha(u - \hat{u}, u - \hat{u}) \leq \mathcal{E}_\alpha(u, u) - \mathcal{E}_\alpha(\hat{u}, \hat{u}) \leq \int \Omega (u - \hat{u}) d\mu - \int \Omega (u - \hat{u}) d\hat{\mu} \text{ by setting } \tilde{v} = u - \hat{u} \text{ for } \mu, \hat{\mu} \text{ in (5.6)}
\]

\[
\leq \int \Omega (\psi - \hat{\psi}) d\mu - \int \Omega (\psi - \hat{\psi}) d\hat{\mu}
\]

\[
\leq \int \Omega |\psi - \hat{\psi}| d(\mu + \hat{\mu})
\]

\[
\leq \int \Omega \tilde{v} d(\mu + \hat{\mu}) \text{ since } v \in \mathcal{K}^s_{|\psi - \hat{\psi}|}
\]

\[
= \int \Omega \tilde{v} d\mu + \int \Omega \tilde{v} d\hat{\mu} = \mathcal{E}_\alpha(u, v) + \mathcal{E}_\alpha(\hat{u}, v)
\]

\[
\leq a_\star \left[ \| u \|_{H^2(\Omega)} + \| \hat{u} \|_{H^2(\Omega)} \right] \| v \|_{H^2(\Omega)}
\]

\[
\leq \frac{a^2}{a_\star} \left[ \| \psi \|_{L^2_{\mathcal{L}_\mu}(\Omega)} + \| \hat{\psi} \|_{L^2_{\mathcal{L}_\mu}(\Omega)} \right] \| v \|_{H^2(\Omega)} \text{ by (5.5)}
\]

\[
\leq \frac{a^2}{a_\star} \left[ \| \psi \|_{L^2_{\mathcal{L}_\mu}(\Omega)} + \| \hat{\psi} \|_{L^2_{\mathcal{L}_\mu}(\Omega)} \right] \| \psi - \hat{\psi} \|_{L^2_{\mathcal{L}_\mu}(\Omega)}
\]

since \( v \) is arbitrary in \( \mathcal{K}^s_{|\psi - \hat{\psi}|} \), by the definition of the norm of \( |\psi - \hat{\psi}| \) in \( L^2_{\mathcal{L}_\mu}(\Omega) \). \( \square \)
Remark 5.14. Further properties on the $s$-capacity and the regularity of the solution to the $s$-obstacle problem are an interesting topic to be developed. For instance, as in the classical local case $s = 1$ [2], it would be interesting to show that $\psi$ is compatible, i.e. $\mathbb{K}_s^\psi \neq \emptyset$, if and only if

$$\int_0^\infty C_s(\{ |\psi^+| > t \}) dt^2 < \infty.$$ 
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