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Abstract. A Reynolds equation governing the steady flow of a fluid through a curvilinear, narrow tube, with its derivation from Navier–Stokes equations through asymptotic methods is presented. The channel considered may have a rather large curvature and torsion. Approximations of the velocity and the pressure of the fluid inside the channel are constructed by artificially imposing appropriate boundary conditions at the inlet and the outlet. A justification for the approximations is provided along with a comparison with a simpler case.

1. Introduction

Problems on fluid flow through narrow tubes describe a wide range of processes occurring in nature, including biological or non-biological systems, as well as man-made architectural and industrial products. These processes have varying scales, for example, consider oil pipelines on one hand and circulatory systems in vertebrates on the other. Despite the fact that the Reynolds equation was first derived over 130 years ago [16], the asymptotic analysis of thin flows still attracts interest from researchers worldwide, see for example [2, 13, 14] and references therein. The result of applying a well-known dimension reduction procedure providing a meaningful transition from the three-dimensional problem to its one-dimensional model, remains the same though: ordinary second-order differential equation in its divergence form on the axis of the channel. The scalar coefficient of the differential operator in this equation (the Reynolds coefficient) is determined based on the classical Poiseuille–Reynolds asymptotic ansatz and correlates to the normal section of the channel, either smoothly changing or rapidly oscillating; see [12] and [1] respectively. What is remarkable is the fact that in the limit equation, the above mentioned coefficient is independent of the curvature and twist of the central axis of the channel in the ambient three-dimensional space, see for example [10]. We emphasize that a distortion of the Poiseuille flow, smoothly changing along the channel axis, occurs only near localized shape perturbations such as the ends of the thin channel, near its kinks or other areas with large curvatures as well as at the nodes of junctions of the thin channels, see [10, 12–14] etc.

In [10], the complete asymptotic series is constructed for the solution of the Navier–Stokes problem in a thin, smoothly curved channel having curvature and twist of order 1 with respect to the relative thickness and with a constant cross-section of small diameter. This series consists of terms of the regular type (smooth functions on the channel axis multiplied by vector functions described in stretched coordinates on the cross-section) and boundary layer type terms localized near the ends of the channel (exponentially decaying solutions of the linear Stokes problem in semi-infinite cylinders). Justification of the asymptotics is carried out under the implicitly stated restriction: the flux (surface integral of velocity) through a cross-section is $O(\varepsilon^2)$, where $\varepsilon$ is the small aspect ratio of the channel.

In this paper, we consider nonlinear Navier–Stokes equations as well but supply them with mixed boundary conditions: a no-slip condition is assigned on the lateral boundary of the channel, the flux
through the cross-section is given at one end of the channel while the hydrostatic pressure is prescribed at the other end. A discussion about these conditions is provided in this section while their exact formulation is given in Sect. 5.

We consider the problem from a completely different point of view as compared to that in [10]: we refuse to construct higher-order asymptotic terms, including the boundary layer terms, and instead apply asymptotic analysis to find a modified Reynolds coefficient in the standard Reynolds equation so that a solution of the new equation gives an approximation of improved accuracy for the velocity and pressure fields. Namely, the modified Reynolds coefficient is defined through the formulas (39) and (45) where a scalar function $\beta$ appears (see (14)), that depends on the channel curvature and the small aspect ratio $h$ of the channel. The main terms of the asymptotic ansatz are modified accordingly. This means that the Poiseuille flow is also modified taking the channel curvature into account.

Our proposed simple modification of the well known one-dimensional model (constructed by solving a Dirichlet scalar problem on a stretched cross-section of the channel) provide at least two advantages. Firstly, it remains suitable even in the case of high curvature of order $h^{-1+\delta}$ for any positive parameter $\delta$. Notice that earlier, for example in [10], these geometric extremes were never considered. Secondly, in the case of curvatures of order $1 = h^0$, a solution of a single scalar equation with the introduced modification, furnishes at least two leading asymptotic terms of the regular type simultaneously.

If the first improvement is rather unexpected (at least for the authors), the second one can be traced to other problems in mechanics and physics: for example, a system of two-dimensional differential equations describing the deformation of a thin, elastic three-dimensional shell. However, the improvement in the accuracy of the approximation is limited by several circumstances. Primary among them, the boundary layer phenomenon, which, having a strictly spatial structure, cannot be described in the framework of one-dimensional models.

In most issues related to thin flows, truncation of a domain on which the boundary problem is posed, is purely a mathematical convention. However, the choice of artificial boundary conditions on the truncation surfaces that do not affect the main asymptotic terms, plays a crucial role in constructing the asymptotic correction terms. See [3] for comparison where boundary layers at the inlet and outlet are considered while studying the asymptotic solution for micropolar flow through a two-dimensional curvilinear channel. Usually, a profile of the three-dimensional velocity vector is prescribed at the inlet, whereas the boundary condition in the one-dimensional model only incorporates its averaged characteristics, that is, the flux. The above mentioned profile is prescribed as arbitrary or is fixed without a proper justification—the authors are unaware of studies taking into account a mechanism to push fluid into the channel, for instance, as in the functioning of a heart with its valve, the action of an injector, the influence of the shape of a piston, etc. In this way, most of the one-dimensional models are applied away from the “perturbing” objects, where the influence of the boundary layers prescribing rapid variability of the velocity vector and pressure, is negligible or simply absent. This observation prompts us to abandon the study of the boundary layers and accept the “well prepared” boundary conditions at the artificially introduced ends of the finite channel: the velocity vector profile at the ends appear to be prescribed by the asymptotic ansatz in the one-dimensional model which reflects as only scalar quantities at the ends—the flux and the averaged pressure, while the corresponding profiles are reconstructed by the asymptotic procedure itself.

When justifying the correctly formulated boundary value problem (with the fixed profiles of velocities and pressure at the ends), the influence of the boundary layers is reduced by means of a cut-off function, which requires special processing using different lemmas on the divergence equation (see Lemma 1 and Lemma 2). To facilitate the demonstration, we first obtain error estimates for asymptotic residues in the case of the linear Stokes equations and only then we process the convective term. Thus, we establish a limit on the Reynolds number, allowing to linearize the Navier–Stokes equation and construct its one-dimensional model.
1.1. Nondimensionalization of the Problem

Let us consider a curvilinear pipe of length \(L\) with varying channel diameter and non-circular cross-section. Let us denote the mean radius by \(H\) which satisfies \(H = Lh\). We assume that the pipe is narrow or in other words, \(h \ll 1\) is a small, dimensionless, positive parameter. Let us denote the steady state velocity and the kinematic pressure of the flowing fluid by \(V\) and \(P\) respectively. These satisfy the Navier–Stokes system

\[-\nu \Delta_x V + (V \cdot \nabla_x) V + \nabla_x P = 0,\]

\[-\nabla_x \cdot V = 0,\]

complemented by suitable boundary conditions and where \(\nu\) is the kinematic viscosity of the fluid flowing through the tube and \(X\) signifies the position vector in suitable units of length.

Let \(F\) be the flux through a cross-section. We introduce new dimensionless variables for our problem:

\[x = \frac{1}{L} X, \quad v = \frac{H^2}{F} V \quad \text{and} \quad p = \frac{H^2 L}{\nu F} P.\]

In terms of the new dimensionless quantities and the Reynolds number \(\text{Re} := \frac{FL}{\nu H^2}\), the Navier–Stokes equations take the form

\[-\Delta_x v + \text{Re}(v \cdot \nabla_x) v + \nabla_x p = 0.\]

For the article, we assume a small Reynolds number \(\text{Re}\) so that we are able to rigorously discard the convective term.

1.2. Formulation of the Problem

Let \(c : [0, 1] \rightarrow \mathbb{R}^3\) denote the arc-length parameterized centre curve for the pipe segment in consideration with \(s \in [0, 1]\) denoting the arc-length parameter. The derivatives of the vector function \(c\) are represented by the corresponding number of prime symbols \(\prime\) appended to it. Let \(hR > 0\) give the distance of the interior boundary of the pipe from \(c(s)\) along a direction which is perpendicular to the centre curve at \(s\).

Let us consider the liquid domain, its longitudinal surface and its transversal cross-sections respectively:

\[\Omega^h = \{x(r, \theta, s) : 0 \leq r < hR(\theta, s), \theta \in [0, 2\pi), s \in (0, 1)\},\]

\[\Sigma^h = \{x \in \partial \Omega^h : s \in (0, 1)\},\]

\[\omega(s) = \{c(s) + \eta e_1(\theta, s) : \eta = h^{-1}r, 0 \leq r < hR(\theta, s), \theta \in [0, 2\pi)\}.\]

The region \(\Omega^h\) is assumed to be locally Lipschitz and each transversal cross-section \(\omega(s)\) to be a star domain for every \(s\). The radial unit vector function \(e_1\) is defined in the next section. For a cross-section with a fixed \(s\), the pair \((r, \theta)\) represent the polar coordinate system.

The goal is to find an asymptotic approximation of the solution of the linearized Stokes equations

\[-\Delta_x v^h + \nabla_x p^h = 0 \quad \text{in} \quad \Omega^h,\]

\[-\nabla_x \cdot v^h = 0 \quad \text{in} \quad \Omega^h,\]

\[v^h = 0 \quad \text{on} \quad \Sigma^h,\]

supplemented with appropriate boundary conditions at the sections \(s = 0\) and \(s = 1\). We ignore the convective term in the formal analysis.
1.3. Results

The primary highlight of this article is the derivation of a Reynolds type equation for flow through a curved pipe

\[ - \partial_s(G(s)\partial_s p^0(s)) = 0, \quad s \in (0, 1), \]

with a new formula for the Reynolds coefficient. The coefficient \( G \), defined as

\[ G(s) := 2 \int_{\omega} \Psi(\eta, \theta, s) \eta d\eta d\theta, \]

depends on the geometry of the pipe and \( p^0 \) is the leading term in the formal asymptotic expansion of \( p^h \) as stated in (36). Defining \( \beta(\eta, \theta, s) \) as the scale factor corresponding to the longitudinal parameter \( s \) and \( \nabla \cdot \beta \) as the gradient operator on the plane \( \omega(s) \), the function \( \Psi \) is obtained as the solution of

\[ -\nabla \cdot \beta(\eta, \theta, s) \nabla \Psi(\eta, \theta, s) = 2 \quad \text{in} \quad \omega(s), \quad \Psi(\eta, \theta, s) = 0 \quad \text{on} \quad \partial \omega(s). \]

The function \( \beta \) plays a central role in this work as it is mostly through this function, the influence of the curvature is manifested in the resulting model equations. It is related to the curvature by the formula

\[ \beta(\eta, \theta, s) = 1 - h\eta c''(s) \cdot \mathbf{e}_1(\theta, s). \]

Note that in the absence of curvature, the scale function \( \beta \) is identically equal to 1 everywhere. Also, in the case of curvature of order 1 with respect to \( h \), we have \( \beta = 1 + O(h) \) and hence we arrive at the usual Reynolds equation.

The new Reynolds equation takes into consideration a relatively wide range of curvature as well as variation of the diameter of the pipe as characterized by the following restrictions:

\[ |c''(s)| \leq ch^{-2+2\delta}, \quad |c'''(s)| \leq ch^{-3+3\delta}, \]

\[ |\partial_s R(\theta, s)| \leq ch^{-1+2\delta} \quad \text{and} \quad |\partial_{ss}^2 R(\theta, s)| \leq ch^{-2+3\delta} \]

for some positive \( \delta \). In particular, the first inequality implies the following bound for the curvature:

\[ |c''(s)| \leq ch^{-1+\delta}. \]

Note that this means that the pipe cannot curve into itself as long as \( \delta > 0 \). The inequalities in (5) can be interpreted as follows: a differentiation with respect to the longitudinal parameter \( s \) can at most be of order \( O(h^{-1+\delta}) \). Thus while allowing for high curvatures and variations of the surface of the pipe, the restrictions do not allow kinks or sharp bends of the pipe which would need to be treated separately.

Our approach in this article is to treat the geometrical quantities in (5) as separate parameters in the beginning and choosing the optimal orders by the end of the analysis. The new equation covers in particular the case of smooth curvature (order 1 with respect to \( h \)) and the case of nearly constant radius (order \( h \)) of the pipe as well which is achieved by replacing the bounds in (5) by a constant independent of \( h \).

Based on the new Reynolds equation, under the introduced assumptions and provided the appropriate boundary conditions, we proceed to construct an approximation \( \{ \mathbf{v}^h, \mathbf{p}^h \} \) for the solution \( \{ \mathbf{v}^h, p^h \} \) of (1)–(3) in the form

\[ \mathbf{v}^h(x) \approx h^{-3}p^0(s), \]

\[ \mathbf{v}^h(x) \approx h^{-1}v_3^1(\eta, \theta, s)c'(s) + v_1^2(\eta, \theta, s). \]

Accordingly, we obtain the representation

\[ \mathbf{v}^h = \mathbf{v}^h + \mathbf{v}_{rem}^h \quad \text{and} \quad p^h = p^h + p_{rem}^h. \]

We finally prove that in the linear problem and under certain assumption on the Reynolds number in the non-linear case, the error terms \( \{ \mathbf{v}_{rem}^h, p_{rem}^h \} \) in (6) admit the bounds

\[ h\|\nabla_x \mathbf{v}_{rem}^h\| + \|\mathbf{v}_{rem}^h\| + h^2\|p_{rem}^h - p_{rem}^h\| \leq ch^\delta \]

(7)
Fig. 1. The curvilinear coordinate frame \{e_1, e_2, c'\} depicted at the point \(c(s)\) on the centre curve in the domain \(\Omega^h\).

whereas \{v^h, p^h\} admit the relation

\[
h\|\nabla_x v^h\| + \|v^h\| + h^2\|p^h - \overline{p}^h\| \leq ch^0
\]  

(8)

thereby justifying the approximate solution for any positive \(\delta\).

2. Geometry and Notations

The ambient three dimensional space is taken to have a canonical Cartesian coordinate system. The initial direction of the curve is assumed to be along the third coordinate axis, i.e., \(c'(0) = (0, 0, 1)^T\). The vector quantities for the problem are described using the coordinate frame consisting of the triplet \(\{e_1(\theta,s), e_2(\theta,s), c'(s)\}\), depicted in Fig. 1, where \(e_i\) are obtained by solving the Cauchy problem

\[
\partial_s e_i(\theta,s) = - (c''(s) \cdot e_i(\theta,s)) c'(s)
\]

with the initial conditions

\[
e_1(\theta,0) = (\cos \theta, \sin \theta, 0)^T \quad \text{and} \quad e_2(\theta,0) = (-\sin \theta, \cos \theta, 0)^T.
\]

Additionally, they also satisfy

\[
\partial_\theta e_1(\theta,s) = e_2(\theta,s) \quad \text{and} \quad \partial_\theta e_2(\theta,s) = -e_1(\theta,s).
\]

Remark 1. The frame \(\{e_1(\theta,s), e_2(\theta,s), c'(s)\}\) is an orthonormal frame of reference. As opposed to the Frenet-Serret frame, it is well defined even in the curvature-free segments of the pipe.

The parameter \(\theta \in [0, 2\pi)\) signifies the direction from a point on \(c\), along the plane perpendicular to \(c'\) at that point, with respect to some reference direction. Throughout this article, vectors are denoted in bold while their components along \(e_1\), \(e_2\) and \(c'\) are given by the corresponding letter with subscripts 1, 2 and 3 respectively.

With this frame, we have new curvilinear coordinates \(\{r, \theta, s\}\) which are related to the Cartesian coordinates by

\[
x(r, \theta, s) = c(s) + re_1(\theta,s), \quad 0 \leq r \leq hR(\theta,s).
\]

Note that in the absence of curvature, \(\{r, \theta, s\}\) are cylindrical coordinates for the straight tube.

Clearly, \(R\) must be positive and sufficiently smooth and we define

\[
\gamma := \max_{(\theta,s) \in [0,2\pi) \times [0,1]} |\partial_s R(\theta,s)|
\]  

(9)

and

\[
\gamma^s := \max_{(\theta,s) \in [0,2\pi) \times [0,1]} |\partial^2_s R(\theta,s)|.
\]  

(10)
Additionally, we also define
\[
\lambda := \max_{s \in [0,1]} |hc'''(s)|
\]  
(11)
along with
\[
\lambda^* := \max_{s \in [0,1]} |hc''''(s)|.
\]  
(12)
For arc-length parametrization, the scalar product \(c''(s) \cdot c'(s)\) vanishes for all \(s\). Differentiating the scalar product with respect to \(s\) and with \(\lambda\) as defined above, we get
\[
|c''(s)| = \sqrt{|c''''(s) \cdot c'(s)|} \leq h^{-1/2}\lambda^{1/2} \quad \forall s \in [0,1].
\]  
(13)
This means imposing bounds on the third derivative \(c'''\) results in a corresponding upper bound for the curvature \(|c''|\) thereby eliminating the need for introduction of an additional parameter for it. Here we recall that the prime symbol signifies a derivative with respect to the only variable in the argument of a function.

Let \(\nabla_\bullet\) be the two dimensional gradient operator on a cross-section, i.e.,
\[
\nabla_\bullet := e_1 \partial_\eta + \frac{1}{r} e_2 \partial_\theta.
\]
Let \(\nabla_\uparrow\) and \(\Delta_\uparrow\) denote the components of the gradient operator and the Laplacian respectively, on a cross-section in terms of the scaled parameters \(\eta := h^{-1}r\) and \(\theta\), i.e.,
\[
\nabla_\uparrow := e_1 \partial_\eta + \frac{1}{\eta} e_2 \partial_\theta = h\nabla_\bullet \quad \text{and} \quad \Delta_\uparrow := \nabla_\uparrow \cdot \nabla_\uparrow = \partial_\eta^2 + \frac{1}{\eta^2} \partial_\theta^2.
\]
Then, we have
\[
\nabla_\times = \nabla_\bullet + \beta^{-1}c^\prime \partial_s = h^{-1}\nabla_\uparrow + \beta^{-1}c^\prime \partial_s,
\]
and
\[
\Delta_\times = h^{-2}\Delta_\uparrow - h^{-1}\beta^{-1}c'' \cdot \nabla_\uparrow + \beta^{-2} \partial_s^2 + h\beta^{-3} \eta c''' \cdot e_1 \partial_s
\]
\[
= h^{-2}\beta^{-1} \partial_s^2 + \beta^{-1} \partial_s \beta^{-1} \partial_s
\]
where we have introduced the scale factor
\[
\beta(r, \theta, s) := |\partial_s x(r, \theta, s)| = 1 - re''(s) \cdot e_1(\theta, s) = 1 - h\eta c''(s) \cdot e_1(\theta, s)
\]  
(14)
corresponding to the parameter \(s\) and used the fact that \(\nabla_\bullet = h^{-1}\nabla_\uparrow\). Then due to (11), (12) and (13), we have
\[
|\partial_s \beta| \leq c\lambda \quad \text{and} \quad |\partial_s^2 \beta| \leq c(\lambda^* + h^{-1/2}\lambda^{3/2}).
\]  
(15)
As has been mentioned, the restriction on the curvature such that \(hc''''(s) \cdot e_1(\theta, s) < R(\theta, s)^{-1}\) for all \((\theta, s) \in [0, 2\pi) \times [0, 1]\) eliminates the possibility of the pipe curving into itself. Moreover, to ensure the validity of the asymptotic procedure followed in this article, we must additionally assume
\[
\lambda = o(h^{-1}).
\]  
(16)
For integration over the cross sections, we have the area element
\[
d\sigma(r, \theta) = r dr d\theta.
\]
On the other hand, the volume element is given in the new coordinates as
\[
dx(r, \theta, s) = \beta(r, \theta, s) d\sigma(r, \theta) ds.
\]
Let us denote the velocity vector component wise as \(v^h = v_1^h e_1 + v_2^h e_2 + v_3^h c^\prime\). The components of the quantities in (1) along any cross-section \(\omega(s)\) of the pipe satisfy
\[
- h^{-2}\beta^{-1} \nabla_\uparrow \cdot \beta \nabla_\uparrow v_1^h + h^{-1} \nabla_\uparrow v_2^h + \beta^{-2} c'' \cdot v_1^h - c'' c'' v_2^h - c'' \beta^{-2} \partial_s v_3^h
\]
\[
- c'' \beta^{-1} \partial_s (\beta^{-1} v_3^h) - \sum_{i=1,2} e_i \beta^{-1} \partial_s (\beta^{-1} \partial_s v_i^h) = 0\quad \text{in} \quad \Omega^h.
\]  
(17)
On the other hand, (1) results in the following equation for the direction along the length of the pipe:

\[-h^{-2}\beta^{-1}\nabla_\parallel \cdot \beta \nabla_\parallel v_3^h + \beta^{-2} c'' \cdot \nabla_\parallel v_3^h + \sum_{i=1,2} c'' \cdot e_i \beta^{-1} \partial_i (\beta^{-1} v_i^h) - \beta^{-2} c'' \cdot e_i v_i^h - \beta^{-1} \partial_i (\beta^{-1} \partial_i v_i^h) + \beta^{-1} \partial_i p^h = 0 \quad \text{in} \ \Omega^h.\]  

Finally, the divergence equation (2) can be reformulated as

\[-h^{-1}\beta^{-1}\nabla_\parallel \cdot \beta v_3^h - \beta^{-1} \partial_i (\beta^{-1} v_i^h) = 0 \quad \text{in} \ \Omega^h.\]  

In the above and henceforth, \(\parallel\) in the subscript of the vector symbols denote their respective projections onto the cross-sectional plane.

In order to ensure uniqueness of the asymptotic solution of the equations, we intend to impose additional artificial conditions at the ends of the pipe. We shall argue in the next sections that a prescribed flux at the inlet and an ambient (possibly atmospheric) pressure condition at the outlet are sufficient for our purpose. On the lateral boundary, we assume no-slip conditions.

### 3. Model Problems and Estimates

In this section, we present the estimates related to some model problems that we rely upon in the asymptotic procedure. We use similar notations for function spaces as in [17], which include standard notations for Sobolev spaces. In particular, the function spaces denoted by bold letters represent the corresponding space of vector/tensor valued functions of the appropriate dimension.

#### 3.1. Stokes System

We first consider a modified Stokes problem on the two dimensional domain \(\omega(s)\). We present the relevant estimates in the theorem that follows.

**Theorem 1.** Let there be given \(f \in H^{-1}(\omega(s))\), \(g \in L^2(\omega(s))\) and \(h \in H^{1/2}(\partial \omega(s))\) satisfying the compatibility condition,

\[
\int_{\omega(s)} \beta g d\sigma(\eta, \theta) + \int_0^{2\pi} \beta h \cdot (Re_1 - (\partial_\theta)R)e_2) d\theta = 0. \tag{20}
\]

Then there exist a unique \(u \in H^1(\omega(s))\) and a unique \(q \in L^2(\omega(s))\) up to a constant that solve the two-dimensional modified Stokes problem

\[-\beta^{-1} \nabla_\parallel \cdot \beta \nabla_\parallel u + \nabla_\parallel q = f, \quad -\beta^{-1} \nabla_\parallel \cdot \beta u = g \quad \text{in} \ \omega(s),
\]

\[u = h \quad \text{on} \ \partial \omega(s). \tag{21}\]

The solutions admit the estimate

\[
\|\nabla_\parallel u\|_{L^2(\omega(s))} + \|u\|_{L^2(\omega(s))} + \|q - \bar{q}\|_{L^2(\omega(s))} \leq c(\|f\|_{H^{-1}(\omega(s))} + \|g\|_{L^2(\omega(s))} + \|h\|_{H^{1/2}(\partial \omega(s))}), \tag{22}
\]

where \(\bar{q}\) is \(q\) averaged over \(\omega(s)\).

Furthermore, if \(f \in L^2(\omega(s)), g \in H^1(\omega(s))\) and \(h \in H^{3/2}(\partial \omega(s))\), then \(u \in H^2(\omega(s))\) and \(q \in H^1(\omega(s))\) satisfy

\[
\|\nabla_\parallel \nabla_\parallel u\|_{L^2(\omega(s))} + \|\nabla_\parallel q\|_{L^2(\omega(s))} \leq c(\|f\|_{L^2(\omega(s))} + \|g\|_{H^1(\omega(s))} + \|h\|_{H^{3/2}(\partial \omega(s))}). \tag{23}
\]
Proof. We accept (22) without proof as it is a standard estimate for generalised Stokes systems, see e.g. [5] that can be applied to this case owing to the boundedness of the parameter $\beta$. In order to obtain (23), we rewrite (21) as
\[-\nabla_\perp \cdot \nabla_\perp u + \nabla_\perp q = f + h\beta^{-1}c'' \nabla_\perp u,\]
\[-\nabla_\perp \cdot u = g + h\beta^{-1}c'' \cdot u\quad \text{in}\quad \omega(s),
\]
u = h \quad \text{on} \quad \partial \omega(s).

Using the boundedness of $\beta^{-1}$ and (13), we have the following estimate due to results in [17].
\[\|\nabla_\perp \nabla_\perp u\|_{L^2(\omega(s))} + \|\nabla_\perp q\|_{L^2(\omega(s))} \leq c\|f\|_{L^2(\omega(s))} + h^{1/2} \lambda^{1/2} \|\nabla_\perp u\|_{L^2(\omega(s))} \]
\[+\|g\|_{H^1(\omega(s))} + h^{1/2} \lambda^{1/2} \|u\|_{H^1(\omega(s))} + \|h\|_{H^{3/2}(\partial \omega(s))}).
\]

Then applying (22), we get (23) by using (16).

We have the following corollary as a consequence of the above theorem.

**Corollary 1.** Given $f \in C^1((0, 1), L^2(\omega(s)))$, $g \in C^1((0, 1), H^1(\omega(s)))$ and $h \in C^1((0, 1), H^{3/2}(\partial \omega(s)))$ such that (20) holds for every $s \in (0, 1)$, then the solution of (21) satisfies the estimate
\[\|\partial_s u\|_{H^1(\omega(s))} + \|\partial_s (q - \bar{q})\|_{L^2(\omega(s))} \leq c\|\partial_s f\|_{H^{-1}(\omega(s))} + \|\partial_s g\|_{L^2(\omega(s))} \]
\[+\|\partial_s h\|_{H^{1/2}(\partial \omega(s))} + (\lambda + \gamma)(\|f\|_{L^2(\omega(s))} + \|g\|_{H^1(\omega(s))} + \|h\|_{H^{3/2}(\partial \omega(s))}). \tag{24}
\]

**Proof.** Differentiating (21) with respect to $s$, we get the system of equations
\[-\beta^{-1} \nabla_\perp \cdot (\beta \nabla_\perp (\partial_s u))_\perp + \nabla_\perp (\partial_s g) = (\partial_s f)_\perp + \beta^{-1} \nabla_\perp \cdot (\partial_s \beta) \nabla_\perp u - \beta^{-2} (\partial_s \beta) \nabla_\perp \cdot \beta \nabla_\perp u,
\]
\[-\beta^{-1} \nabla_\perp \cdot (\beta (\partial_s u))_\perp = \partial_s g + \beta^{-1} \nabla_\perp \cdot (\partial_s \beta) u - \beta^{-2} (\partial_s \beta) \nabla_\perp \cdot \beta u \quad \text{in} \quad \omega(s),
\]
\[\partial_s u = \partial_s h - (\partial_s R) \partial_s u \quad \text{on} \quad \partial \omega(s).
\]

If the condition (20) corresponding to the above system is satisfied, then we can apply Theorem 1.

**Claim 1.** For every $s \in (0, 1),
\[
\int_0^{2\pi} \beta (\partial_s g + \beta^{-1} \nabla_\perp \cdot (\partial_s \beta) u - \beta^{-2} (\partial_s \beta) \nabla_\perp \cdot \beta u) d\sigma(\eta, \theta)
\]
\[+ \int_0^{2\pi} \beta (\partial_s h - (\partial_s R) \partial_s u) \cdot (Re_1 - (\partial_\theta R)e_2) d\theta = 0.
\]

The proof is presented in the appendix. Applying Theorem 1, we find
\[\|\partial_s u\|_{H^1(\omega(s))} + \|\partial_s (q - \bar{q})\|_{L^2(\omega(s))} \leq c\|\partial_s f\|_{H^{-1}(\omega(s))} \]
\[+\|\partial_s g\|_{L^2(\omega(s))} + \|\partial_s h\|_{H^{1/2}(\partial \omega(s))} + \lambda \|\nabla_\perp u\|_{L^2(\omega(s))} + \gamma \|\partial_s u\|_{H^{1/2}(\partial \omega(s))})
\]
where we have used (9) and (11). Then we estimate $\|\nabla_\perp u\|_{L^2(\omega(s))}$ using (22) and note that $\|\nabla_\perp u\|_{H^{1/2}(\partial \omega(s))} \leq \|\nabla_\perp u\|_{H^{1/2}(\partial \omega(s))}$. The right hand side in the preceding inequality is in fact a norm of the trace of the function $\nabla_\perp u$, hence using the Trace theorem we have
\[\|\nabla_\perp u\|_{H^{1/2}(\partial \omega(s))} \leq c\|\nabla_\perp u\|_{H^1(\omega(s))}.
\]

Subsequently, using (23), we get an upper bound on $\|\nabla_\perp u\|_{H^1(\omega(s))}$ which leads to (24).

3.2. The Elliptic System

The next theorem provides us the estimates for the model problem for scalar functions that appear in the asymptotic procedure. The results are standard (see e.g. [8]) and hence the proof is omitted.
Theorem 2. Let there be given \( f \in H^{-1}(\omega(s)) \) and \( k \in H^{1/2}(\partial \omega(s)) \). Then there exists a unique \( u \in H^1(\omega(s)) \) solving
\[
-\beta^{-1}\nabla_{\xi} \cdot \beta \nabla_{\xi} u = f \quad \text{in} \quad \omega(s), \\
u = k \quad \text{on} \quad \partial \omega(s).
\] (25)

The solution admits the following estimate:
\[
\| u \|_{H^1(\omega(s))} \leq c(\| f \|_{H^{-1}(\omega(s))} + \| k \|_{H^{1/2}(\partial \omega(s))}).
\] (26)

For general \( n \geq 1 \), if \( f \in H^{n-2}(\omega(s)) \) and \( k \in H^{n-1/2}(\partial \omega(s)) \), then \( u \in H^n(\omega(s)) \) satisfies
\[
\| u \|_{H^n(\omega(s))} \leq c(\| f \|_{H^{n-2}(\omega(s))} + \| k \|_{H^{n-1/2}(\partial \omega(s))}).
\] (27)

Consequently, we have the following corollary.

Corollary 2. Given \( f \in C^2((0, 1), H^n(\omega(s))) \), \( k \in C^2((0, 1), H^{n+3/2}(\partial \omega(s))) \), the solution of (25) satisfies the estimates
\[
\| \partial_s u \|_{H^n(\omega(s))} \leq c(\| \partial_s f \|_{H^{n-2}(\omega(s))} + \| \partial_s k \|_{H^{n-1/2}(\partial \omega(s))})
+ (\lambda + \gamma)(\| f \|_{H^{-1}(\omega(s))} + \| k \|_{H^{n+1/2}(\partial \omega(s))})
\] (28)

and
\[
\| \partial^2_s u \|_{H^n(\omega(s))} \leq c(\| \partial^2_s f \|_{H^{n-2}(\omega(s))} + \| \partial^2_s k \|_{H^{n-1/2}(\partial \omega(s))})
+ (\lambda + \gamma)(\| \partial_s f \|_{H^{-1}(\omega(s))} + \| \partial_s k \|_{H^{n+1/2}(\partial \omega(s))})
+ (\lambda^* + \gamma^* + h^{-1/2} \lambda^3/2 + \gamma^2)(\| f \|_{H^{n}(\omega(s))} + \| k \|_{H^{n+3/2}(\partial \omega(s))}).
\] (29)

Proof. To prove (28), we follow identical steps as in the proof of Corollary 1. To prove (29), we differentiate (25) twice with respect to \( s \) to obtain
\[
-\beta^{-1}\nabla_{\xi} \cdot \beta \nabla_{\xi} \partial^2_s u = \partial^2_s f + 2\beta^{-1}\nabla_{\xi} \cdot (\partial_s \beta)\nabla_{\xi} \partial_s u - 2\beta^{-2}(\partial_s \beta)\nabla_{\xi} \cdot \beta \nabla_{\xi} \partial_s u
- 2\beta^{-2}(\partial_s \beta)\nabla_{\xi} \cdot (\partial_s \beta)\nabla_{\xi} \partial_s u + \beta^{-1}\nabla_{\xi} \cdot (\partial^2_s \beta)\nabla_{\xi} \partial_s u
- (\partial_s(\beta^2 \partial_s \beta))\nabla_{\xi} \cdot \beta \nabla_{\xi} \partial_s u \quad \text{in} \quad \omega(s),
\]
\[
\partial^2_s u = \partial^2_s k - 2(\partial_s R)\partial_s u - (\partial^2_s R)\partial_s u - (\partial_s R)\partial_s u - (\partial_s R)^2 \partial^2_s u \quad \text{on} \quad \partial \omega(s).
\]

Then we apply Theorem 2 and use (11), (15), (9) and (10) to get
\[
\| \partial^2_s u \|_{H^1(\omega(s))} \leq c(\| \partial^2_s f \|_{H^{-1}(\omega(s))} + (\lambda^2 + \lambda^* + h^{-1/2} \lambda^3/2)\| \nabla_{\xi} u \|_{L^2(\omega(s))})
+ \lambda\| \nabla_{\xi} \partial_s u \|_{L^2(\omega(s))} + \| \partial^2_s k \|_{H^{1/2}(\partial \omega(s))} + \gamma\| \partial_s \partial_s u \|_{H^{1/2}(\partial \omega(s))}
+ \gamma^*\| \partial_s u \|_{H^{1/2}(\partial \omega(s))} + \gamma^2\| \partial^2_s u \|_{H^{1/2}(\partial \omega(s))}).
\]

Estimating the right hand side with the help of (26), (27) and (28) and using (16), we arrive at (29).

3.3. The Divergence Equation

In this subsection, we consider the divergence equation for two different cases of a curvilinear pipe having a variable cross-section. The divergence equation frequently appears in the study of flows and hence is an important auxiliary problem, see [4,7]. For the case of thin tubular domains, in the previous works starting with [11], coordinate dilation and uniform scaling of the transversal velocity components were sufficient to derive the specific estimates. See also [15]. The presence of curvature complicates our case, therefore, position dependent scaling involving the curvature dependent scale factor \( \beta \) is introduced to tackle this problem.

Firstly, we present a Lemma about the divergence equation in a thin curvilinear pipe \( \Omega^h \) having length 1.
Lemma 1. Let there be $f \in L^2(\Omega^h)$ such that
\[ \int_{\Omega^h} f \, dx = 0. \] (30)

Then there exists a (non unique) solution $w \in H^1(\Omega^h)$ of the divergence equation
\[ -\nabla_x \cdot w = f \quad \text{in} \, \Omega^h, \]
\[ w = 0 \quad \text{on} \, \partial \Omega^h, \] (31)

which obeys the estimate
\[
\|\nabla_x w_1\|_{L^2(\Omega^h)} + h^{-1}\|w_1\|_{L^2(\Omega^h)} + h\|\nabla_x w_3\|_{L^2(\Omega^h)} \\
+ \|\partial_s w_3\|_{L^2(\Omega^h)} + \|w_3\|_{L^2(\Omega^h)} \leq C\|f\|_{L^2(\Omega^h)}, \\
h^{-1}\|\partial_s w_1\|_{L^2(\Omega^h)} \leq C(1 + \lambda)\|f\|_{L^2(\Omega^h)}
\] (32)

for some constant $C$ independent of $f$ and $h$.

Proof. Noting the fact that $\nabla_3 \beta = -hc''$ and in accordance with the scaled parameter $\eta = h^{-1}r$, we introduce the scaled function
\[
\hat{w} = h^{-1}\beta w_1 + w_3 c'.
\]

Thus, we have
\[
\nabla_x \cdot w = h^{-1} \nabla_3 \cdot w_1 + \beta^{-1}(\partial_s w_3 - c'' \cdot w_1) = \beta^{-1}(\nabla_3 \cdot \hat{w}_1 + \partial_s \hat{w}_3) \\
= \beta^{-1}(\partial_\eta \hat{w}_1 + \eta^{-1} \hat{w}_1 + \eta^{-1} \partial_\theta \hat{w}_2 + \partial_s \hat{w}_3).
\]

Clearly, the terms within the brackets in the last equality represent the polar form of the divergence of a vector field defined in a straight cylinder. As a result, we can say that $w$ satisfies (31) if and only if $\hat{w} := \hat{w}_1 \hat{n} + \hat{w}_2 \hat{\theta} + \hat{w}_3 \hat{s}$ (likewise for $\hat{n}, \hat{\theta}$ and $\hat{s}$ being the unit vectors corresponding to cylindrical coordinates) satisfies the system
\[
\text{div} \, \hat{w} = \beta f \quad \text{in} \, \Xi, \\
\hat{w} = 0.
\]

Here $\Xi$ is a cylinder with a straight axis and given as
\[
\Xi := \{x(\eta, \theta, s) = (\eta \cos \theta, \eta \sin \theta, s) : 0 \leq \eta \leq h^{-1}R(\theta, s), 0 \leq \theta < 2\pi, 0 < s < 1\}.
\]

For the function $\beta f$, we have that
\[
\int_\Xi \beta f \, dx = \int_0^{2\pi} \int_0^{h^{-1}R(\theta, s)} \int_0^1 \beta f \eta d\eta d\theta ds = \int_{\Omega^h} f \, dx = 0.
\]

Thus the compatibility condition is met by $\beta f$.

Therefore, by a classical result on the divergence equation (see [6]) in a fixed Lipschitz domain, we have $\hat{w} \in H^1(\Xi) \Rightarrow \bar{w} \in H^1(\Omega^h)$ and for a constant $C$ independent of the data, the estimate
\[
\|\nabla_3 \hat{w}_1\|_{L^2(\Omega^h)} + \|\partial_s \hat{w}_1\|_{L^2(\Omega^h)} + \|\hat{w}_1\|_{L^2(\Omega^h)} \\
+ \|\nabla_3 \hat{w}_3(f)\|_{L^2(\Omega^h)} + \|\partial_s \hat{w}_3(f)\|_{L^2(\Omega^h)} + \|\hat{w}_3(f)\|_{L^2(\Omega^h)} \leq C\|f\|_{L^2(\Omega^h)}.
\]

Owing to the bounds (11) and (13), the above leads us to (1).

We present another lemma on the divergence equation restricted to a length of a pipe that is comparable to the thickness of the pipe. The estimate in this case is modified as compared to that in Lemma 1 due to the differing aspect ratio of the segment of the curvilinear pipe in question. Let us consider (31) and (30) restricted to the domain $\Omega^h_{end} := \{r, \theta, s) \in \Omega^h : 0 < s < l, l = O(h)\}$.
Lemma 2. Let \( f \in L^2(\Omega^h) \) satisfy
\[
\int_{\Omega^h} f \mathrm{d}x = 0. \tag{33}
\]
Then there exists a (non unique) solution \( w \in H^1(\Omega^h) \) of the divergence equation
\[
- \nabla_x \cdot w = f \text{ in } \Omega^h, \quad w = 0 \text{ on } \partial \Omega^h, \tag{34}
\]
which obeys the estimate
\[
\| \nabla \cdot w \|^2_{L^2(\Omega^h)} + \| (\partial_s w)^\parallel \|^2_{L^2(\Omega^h)} + h^{-1} \| w \|^2_{L^2(\Omega^h)} + \| \partial_s w \|^2_{L^2(\Omega^h)} + h^{-1} \| w \|^2_{L^2(\Omega^h)} \leq C \| f \|^2_{L^2(\Omega^h)}, \tag{35}
\]
for some constant \( C \) independent of \( f \) and \( h \).

Proof. Along with the scaled radial parameter \( \eta = h^{-1} r \), we consider the scaled longitudinal parameter \( \tau = h^{-1} s \) and the scaled function \( \hat{w}^\parallel = \beta w^\parallel + w^3 c' \).

The rest of the proof follows the steps in the proof of Lemma 1 and we get the required estimate. \( \square \)

4. Formal Asymptotic Procedure

Let us consider the asymptotic Ansätze:
\[
p^h(r, \theta, s) = h^{-3} p^0(s) + h^{-2} p^1(\eta, \theta, s) + h^{-1} p^2(\eta, \theta, s) + \cdots, \quad v^h(r, \theta, s) = h^{-1} v^1(\eta, \theta, s) + h^0 v^2(\eta, \theta, s) + \cdots. \tag{36}
\]

Having an \( O(h^{-1}) \) velocity still results in an \( O(h) \) flux through the cross-sections so that ignoring the convective term in the Navier–Stokes equations can still be justified.

The first step of matching coefficients of the leading order of \( h \) in (17), (19) and (3) produces the following system of equations:
\[
- \beta^{-1} \nabla^1 \cdot \beta \nabla^1 v^1 + \nabla^1 p^1 = 0, \quad - \beta^{-1} \nabla^1 \cdot \beta \hat{v}^1 = 0 \text{ in } \omega(s), \\
\hat{v}^1 = 0 \text{ on } \partial \omega(s). \tag{37}
\]
The solution is of the form \( v^1 = \hat{v}^1 = 0 \) and \( p^1 = p^1(s) \).

For the third component, due to (18) and (3), we have the equations
\[
- \beta^{-1} \nabla^1 \cdot \beta \nabla^1 v^3 + \beta^{-1} \partial_s p^0 = 0 \text{ in } \omega(s), \\
v^3 = 0 \text{ on } \partial \omega(s). \tag{37}
\]
Its solution takes the form
\[
v^3 = - \frac{1}{2} \Psi(\eta, \theta, s) \partial_s p^0(s), \tag{38}
\]
where \( \Psi \) is a function (Prandtl function in case of \( \beta \equiv 1 \)) satisfying
\[
- \beta^{-1} \nabla^1 \cdot \beta \nabla^1 \Psi = 2 \beta^{-1} \text{ in } \omega(s), \quad \Psi = 0 \text{ on } \partial \omega(s). \tag{39}
\]
For the solution of (39), due to (26), we have the estimate
\[
\| \Psi \|_{H^1(\omega(s))} \leq c \| \beta^{-1} \|_{H^{-1}(\omega(s))} \leq c. \tag{40}
\]
Applying Corollary 2 and using (13) and (15), we obtain the additional estimates
\[
\| \partial_x \Psi \|_{L^2(\omega(s))} \leq c(\| \partial_x (\beta^{-1}) \|_{H^{-1}(\omega(s))} + (\lambda + \gamma)\| \beta^{-1} \|_{L^2(\omega(s))}) \leq c(\lambda + \gamma). \tag{41}
\]
\[
\| \partial^2_x \Psi \|_{L^2(\omega(s))} \leq c(\| \partial_x^2 (\beta^{-1}) \|_{H^{-1}(\omega(s))} + (\lambda + \gamma)\| \partial_x (\beta^{-1}) \|_{L^2(\omega(s))})
+ (\lambda^* + \gamma^* + h^{-1/2} \lambda^{3/2} + \gamma^2)\| \beta^{-1} \|_{H^1(\omega(s))})
\leq c(\lambda^* + \gamma^* + h^{-1/2} \lambda^{3/2} + \gamma^2). \tag{42}
\]

We also need the boundedness of the functions $\Psi$ and $\Psi^{-1}$ to proceed further and hence we present the following proposition.

**Proposition 1.** There exist constants $C_1, C_2 > 0$ dependent on the domain $\omega$ such that
\[
C_1 \leq \Psi \leq C_2.
\]

**Proof.** For a bounded domain $\omega$, let us consider a general elliptic operator
\[
L = - \sum_{i,j=1}^2 \partial_{x_i}(a^{ij} \partial_{x_i}).
\]

The coefficients $a^{ij}$ are real-valued from $L^\infty(\omega)$ and satisfy
\[
\mu_1 |\xi|^2 \leq \sum_{i,j=1}^2 a^{ij} \xi_i \xi_j \leq \mu_2 |\xi|^2
\]
for some $\mu_1, \mu_2 > 0$. Let $G = G(x, y)$ be the Green’s function for $L$ with the homogeneous boundary condition on $\partial \omega$. Then, $G > 0$ and for $x, y \in \omega$,
\[
G(x, y) \leq C_1 (|\ln|x-y|| + 1) \tag{43}
\]
and
\[
G(x, y) \geq C_2 (|\ln|x-y|| + 1) \tag{44}
\]
for $|x - y| \leq \frac{1}{2} \text{dist}(y, \partial \omega)$. By results in [9], it is sufficient to verify this for the Laplacian for which it is known. Here, $C_1$ and $C_2$ are positive constants that depend only on $\mu_1$ and $\mu_2$. The function $\Psi$ is represented as
\[
\Psi(x) = 2 \int_G G(x, y) dy,
\]
where $G$ now represents the Green’s function for the operator $\beta^{-1} \nabla_t \cdot \beta \nabla_t$. The required estimate follows from (43) and (44). \hfill \square

We define the generalized torsional rigidity
\[
G(s) := 2 \int_{\omega(s)} \beta(\eta, \theta, s) d\sigma(\eta, \theta) = \int_{\omega(s)} \beta(\eta, \theta, s) |\nabla_t \Psi(\eta, \theta, s)|^2 d\sigma(\eta, \theta) > 0. \tag{45}
\]

Due to this definition and the boundedness of the domain $\omega(s)$, Proposition 1 guarantees the existence of constants $A, B$ such that $0 < A \leq G(s) \leq B < \infty$ for all $s \in [0, 1]$.

Now we consider the next step in the asymptotic procedure, that is to compare the coefficients of the next order (with respect to $h$) terms. We have
\[
- \beta^{-1} \nabla_t \cdot \beta \nabla_t v^2_t + \nabla_t v^2_t = - \beta^{-2} h c'' v^2_3 + \beta^{-3} h c'' (2 \beta \partial_s v^1_3 - v^1_3 \partial_s \beta),
\]
\[
- \nabla_t \cdot \beta v^2_t = \partial_s v^1_3 \quad \text{in} \quad \omega(s), \quad v^2_t = 0_t \quad \text{on} \quad \partial \omega(s). \tag{46}
\]
Owing to the zero boundary conditions for \( \mathbf{v}^2 \) and \( \Psi \), we get the compatibility condition for this problem

\[
0 = \int_{\omega(s)} \nabla \cdot \beta \mathbf{v}^2 \, d\sigma(\eta, \theta) = -\int_{\omega(s)} \partial_s \mathbf{v}^2 \, d\sigma(\eta, \theta)
\]

\[
= \frac{1}{2} \int_{\omega(s)} \partial_s (\Psi(\eta, \theta, s) \partial_s p^0(s)) \, d\sigma(\eta, \theta) = \frac{1}{2} \partial_s \left( \int_{\omega(s)} \Psi(\eta, \theta, s) \, d\sigma(\eta, \theta) \partial_s p^0(s) \right).
\]

Thus, we have derived the modified Reynolds equation

\[
- \partial_s (G(s) \partial_s p^0(s)) = 0, \quad s \in (0, 1).
\] (47)

**Remark 2.** In the absence of curvature, i.e. \( \beta \equiv 1 \), (47) is the classical Reynolds equation, cf. [12].

This motivates the imposition of the boundary flux condition

\[
\int_{\omega(0)} v^2_3 (r, \theta, 0) \, d\sigma(\eta, \theta) = h^{-1} F^0
\]

\[
\Rightarrow -G(0) \partial_s p^0(0) = 4 F^0,
\] (48)

where \( F^0 \) denotes the prescribed total volumetric flow rate through the inlet of the unscaled domain \( \Omega^h \).

We can also argue to impose the condition

\[
p^0(1) = p^0_{\text{per}}.
\] (49)

The mixed boundary problem stated in (47), (48) and (49) has the solution

\[
p^0(s) = p^0_{\text{per}} + 4 F^0 \int_s^1 G(t)^{-1} \, dt.
\]

This leads to

\[
|\partial_s p^0(s)| = |4 F^0 G(s)^{-1}| \leq c
\]
as well as

\[
|\partial^2_s p^0(s)| = |4 F^0 G(s)^{-2} \partial_s G(s)| \leq c \| \partial_s \Psi \|_{L^2(\omega(s))} \leq c (\lambda + \gamma)
\]

where we used (41). Similarly,

\[
|\partial^2_s p^0(s)| \leq c (\| \partial_s R \|_{L^2(\omega(s))} + \| \partial^2_s \Psi \|_{L^2(\omega(s))} \leq c (\lambda^* + \gamma^* + h^{-1/2} \lambda^{3/2} + \gamma^2)
\]

where we have used (42) and the fact that \( \| \partial_s \Psi \|_{L^2(\omega(s))} \leq c \| \partial_s \Psi \|_{H^1(\omega(s))} \).

As a result of the above along with (40), (41) and (42), (38) gives us

\[
\| v^2_3 \| \leq c h, \quad \| \partial_s v^2_3 \| \leq c h (\lambda + \gamma)
\]

and

\[
\| \partial^2_s v^2_3 \| \leq c h (\lambda^* + \gamma^* + h^{-1/2} \lambda^{3/2} + \gamma^2).
\] (50)

Here and henceforth, \( \| \cdot \| \) denotes the usual norm in \( L^2(\Omega^h) \) and all constants \( c \) will be of the form \( c = C(|F^0| + |p^0_{\text{per}}|) \) where \( C \) is independent of \( F^0, p^0_{\text{per}} \).

Consequently, by (22), since \( \partial_s v^2_3 \in L^2(\omega(s)) \) and \( v^2_3 \in L^2(\omega(s)) \subset H^{-1}(\omega(s)) \), denoting the average of \( p^2 \) over the cross-section by \( \bar{p}^2 \) we have for the solution of (46),

\[
\| v^2_3 \|_{H^1(\omega(s))} + \| p^2 - \bar{p}^2 \|_{L^2(\omega(s))} \leq c (\lambda \| v^2_3 \|_{H^{-1}(\omega(s))} + \| \partial_s v^2_3 \|_{L^2(\omega(s))})
\]

\[
\Rightarrow \| \nabla v^2_3 \| + \| v^2_3 \| + \| p^2 - \bar{p}^2 \| \leq c h (\lambda + \gamma)
\] (51)
and similarly by (24)
\[
\| (\partial_s v_2^1) \|_{H^1(\omega(s))} + \| (\partial_s (p^2 - \bar{p}^2)) \|_{L^2(\omega(s))} \leq ch(\lambda^* + \gamma^* + h^{-1/2} \lambda^{3/2} + \gamma^2)
\]
\[
\Rightarrow \| \partial_s v_2^1 \| = \| (\partial_s v_2^1) - c'' \cdot v_2^1 c' \| \leq ch(\lambda^* + \gamma^* + h^{-1} \lambda + \gamma^2).
\]

(52)

5. Boundary Conditions at the Ends

In order to solve the Stokes problem, we need to specify appropriate boundary conditions at the inlet and the outlet. We consider the domain $\Omega^h$ to be an arbitrarily chosen segment of a much larger pipe in which the fluid is injected at one end and it flows out at the other. Such conditions at the end cross-sections are extremely difficult to model reasonably hence we restrict ourselves to the chosen segment, possibly far away from the ends. Imposing artificial boundary conditions at the ends of the chosen segment gives rise to the boundary layer phenomena near those ends. It brings about a quick variability near the end cross-sections in the solution $\{v^h, p^h\}$ of the problem. Although, from a practical point of view, it is absurd to expect such quick variability at arbitrarily chosen portions of the full pipe.

The function of the boundary layer terms in the solutions is to reduce the discrepancy in the artificial boundary conditions. We want to impose such boundary conditions which make the discrepancy as small as possible. The boundary conditions chosen must as well be included in the Green formula for the Stokes operator. One can of course formulate elaborate sets of conditions to achieve this. We however, opt for the simpler way of preparing the boundary data in accordance to our approximations. We take the traces of our approximate fields at the end cross-sections and use them as the boundary data. Thus we reduce the discrepancy at the boundaries to zero while also diminishing the error estimates.

5.1. Boundary Conditions on the Cross-Section $\omega^h(0)$

We note that the components of the Ansätze (36) at the point $s = 0$ are completely determined by the data of the problem. Indeed, according to the boundary condition (48) we have
\[
v_3^1(\eta, \theta, 0) = -\frac{1}{2} \Psi(\eta, \theta, 0) \partial_s p^0(0) = 2G(0)^{-1}F^0 \Psi(\eta, \theta, 0).
\]

Thus, we should take the boundary conditions
\[
v_3^h(r, \theta, 0) = 2h^{-1}G(0)^{-1}F^0 \Psi(\eta, \theta, 0),
\]
\[
v_3^h(r, \theta, 0) = 0 \quad \text{on} \quad \omega^h(0).
\]

(53)
(54)

5.2. Boundary Conditions on the Cross-Section $\omega^h(1)$

Since the fluxes through the cross-sections do not change, the expressions (so called velocities of pseudo-deformations) generated by the ansatz (36),
\[
h^{-1} \beta^{-1} \partial_s v_3^1(\eta, \theta, 1) - h^{-3} p^0(1), \quad h^{-1} \beta^{-1} \partial_s v_j^2(\eta, \theta, 1), \quad j = 1, 2,
\]
\[\] (55)
can be also evaluated by using the problem’s data. The term $h^{-3} p^0(1)$ is essentially ($h^{-2}$ times) larger than the other in (55). Therefore, we can take
\[
\beta^{-1} \partial_s v_3^1(r, \theta, 1) - p^h(r, \theta, 1) = -p_{per}^h \quad \text{on} \quad \omega^h(1)
\]
\[\] (56)
as one of the boundary conditions on the cross-section $\omega^h(1)$ with $p_{per}^h = h^{-3} p_{per}^0$. We emphasize that the pressure itself can be taken in the boundary condition since it does not appear in the Green formula for the Stokes system alone. Further, we complement (56) by the following conditions:
\[
v_3^h(r, \theta, 1) = 0 \quad \text{on} \quad \omega^h(1).
\]
\[\] (57)
Due to the continuity equation (2) and relation (57), we have
\[ 0 = \nabla_x \cdot v^h(r, \theta, 1) = \beta^{-1} \partial_s v^h_3(r, \theta, 1) \]
and hence the boundary conditions (56) and (57) lead to a constant pressure on the cross-section \( \omega^h(1) \).

### 6. Estimates of the Asymptotical Remainder Terms in the Stokes Problem

Recall that the solution \((v^h, p^h)\) of the problem (1)-(3) is represented as
\[ v^h = v^h_\text{rem} + v^h \]
and \( p^h = p^h_\text{rem} \)
where we take the approximate solution to be
\[ v^h(x) = h^{-3} p^0(s), \]
\[ v^h(x) = h^{-1} v^1_3(\eta, \theta, s)c'(s) + X^h(s)v^2_\text{rem}(\eta, \theta, s), \]
where \( X^h \in C^\infty(0,1) \) is a cut-off function such that \( 0 \leq X^h \leq 1, \|\partial^\gamma p X^h(s)\| \leq ch^{-p}, \)
\[ X^h(s) = \begin{cases} 1 & \text{for } s \in (2h, 1-2h), \\ 0 & \text{for } s \in (0, h) \cup (1-h, 1) \end{cases} \]
and \( v^1_3 \) and \( v^2_\text{rem} \) are solutions of (37) and (46) respectively. Inclusion of the term \( v^2_\text{rem} \) makes the approximate velocity divergence-free inside the channel away from the ends. Moreover, the order of magnitude of \( |v^2_\text{rem}| \) grows closer to that of the leading term \( h^{-1} v^1_3 \) with increasing \( \lambda \) as is evident from (50) and (51). Due to the restrictions \( v^1_3 = 0, v^2_\text{rem} = 0 \) on \( \partial \omega(z) \), the boundary condition (3) is met. Introducing the cut-off function ensures that the conditions (54) and (57) are fulfilled. The same is true for the condition (53) due to (38) and (48).

In order to derive estimates of the error terms, we require an approximate velocity that is divergence-free in the entire domain including near the ends. Hence, to compensate for the error in the divergence of \( \nabla v^h \) near the inlet and the outlet, we consider \( w \) which satisfies
\[ -\nabla_x \cdot w = h^{-1} \beta^{-1}(1 - X^h) \partial_s v^1_3 \quad \text{in } \Omega^h, \]
\[ w = 0 \quad \text{on } \partial \Omega^h. \] (58)
The compatibility condition for this problem is satisfied as
\[ \int_{\Omega^h} h^{-1} \beta^{-1}(1 - X^h) \partial_s v^1_3 \text{d}x = \int_0^1 (1 - X^h) h \int_{\omega(s)} \partial_s v^1_3 \text{d}\sigma(\eta, \theta) \text{d}s = 0. \]
Therefore one could apply Lemma 1 to get the corresponding estimates for the vector field \( w \). However, the estimates can be improved upon by observing that the right hand side vanishes in most of the domain. As \( \text{supp}(1 - X^h) \subseteq [0, 2h] \cup [1 - 2h, 1] \), it suffices to solve the above problem (58) in the region \( \{x \in \Omega^h : s \in (0, 2h) \cup (1 - 2h, 1)\} \) with \( w \) vanishing on the boundary and then to extend it to the rest of \( \Omega^h \) by setting \( w = 0 \) for \( s \in [2h, 1 - 2h] \). Note that the compatibility condition (33) is satisfied at the above mentioned region for the function \( f = h^{-1} \beta^{-1}(1 - X^h) \partial_s v^1_3 \). Since this new domain where (58) needs to be solved, has comparable size in all directions (order \( \check{h} \)), we may use (35) to conclude
\[ \|\nabla w^h_t\| + \|\partial_s w^h_t\| + h^{-1}\|w^h_t\| + \|\nabla w^h_3\| + h^{-1}\|w^h_3\| \leq c\|h^{-1} \beta^{-1}(1 - X^h) \partial_s v^1_3\| \leq c\check{h}^{1/2}(\lambda + \gamma). \] (59)
Let us denote the inner product in \( L^2(\Omega^h) \) by \( (\cdot, \cdot) \). The discrepancy in (1) is
\[ F^h := \Delta_x (v^h - \check{v}^h) - \nabla_x (p^h - \check{p}^h) = -\Delta_x v^h + \nabla_x p^h \]
\[ = -(h^{-2} \beta^{-1} \nabla^2 \beta \nabla + \beta^{-1} \partial_s \beta^{-1} \partial_s)(X^h v^2_\text{rem} + h^{-1} c' \partial_s)(h^{-3} p^0). \]
Rearranging the terms with respect to orders of \( h \), we have
\[
F^h = -\beta^{-1} \partial_s \beta^{-1} \partial_s (X^h \nabla^2_7) - h^{-1} \beta^{-1} \partial_s \beta^{-1} \partial_s (c' v^1_3)
- h^{-2} X^h \beta^{-1} \nabla_4 \cdot \beta \nabla_4 v^2_7 + h^{-3} c' (-\beta^{-1} \nabla_4 \cdot \beta \nabla_4 v^3_1 + \beta^{-1} c' \partial_s p^0).
\]

Applying (37) to the above, we obtain
\[
F^h = -h^{-2} X^h \beta^{-1} \nabla_4 \cdot \beta \nabla_4 v^2_7 - h^{-1} \beta^{-1} \partial_s \beta^{-1} \partial_s (c' v^1_3) - \beta^{-1} \partial_s \beta^{-1} \partial_s (X^h v^2_7).
\]
Now, let us consider the differences \( \vec{v}^h = v^h - v^h - w \) and \( p^h_{rem} = p^h - F^h \) between the true and approximate solutions. The vector \( \vec{v}^h \) is solenoidal by construction. Then, integration by parts and (56) give us
\[
(\nabla_x \vec{v}^h + \nabla_x w, \nabla_x \vec{v}^h) = \| \nabla_x \vec{v}^h \|^2 + (\nabla_x w, \nabla_x \vec{v}^h)
= \int_{\omega^h(1)} \left( -\beta^{-1} \partial_s (v^h_3 - v^h_3) - p^h + \bar{p}^h \right) \tilde{v}^h_3 d\sigma(r, \theta) - (F^h, \vec{v}^h)
= - \int_{\omega^h(1)} h^{-1} \beta^{-1} (\partial_s v^1_3) \tilde{v}^h_3 d\sigma(r, \theta) - (F^h, \vec{v}^h).
\]
Substituting the expression for \( F^h \), the equation above can be written as
\[
\| \nabla_x \vec{v}^h \|^2 = -(\nabla_x w, \nabla_x \vec{v}^h) + (h^{-2} X^h \beta^{-1} \nabla_4 \cdot \beta \nabla_4 v^2_7, \vec{v}^h)
\int_{\omega^h(1)} h^{-1} \beta^{-1} (\partial_s v^1_3) \tilde{v}^h_3 d\sigma(r, \theta) + (\beta^{-1} \partial_s \beta^{-1} \partial_s (h^{-1} c' v^1_3 + X^h v^2_7), \vec{v}^h).
\]
Integrating by parts again and using the fact that \( \vec{v}^h \) is divergence-free, we get
\[
\| \nabla_x \vec{v}^h \|^2 = -h^{-1} (\beta^{-1} v^1_3 c' \beta^{-1} \partial_s \vec{v}^h) - h^{-1} (\beta^{-1} c' \partial_s (v^1_3), \beta^{-1} \partial_s \vec{v}^h)
- h^{-1} (X^h \nabla_4 v^2_7, \nabla \cdot \vec{v}^h) - (\beta^{-1} \partial_s (X^h v^2_7), \beta^{-1} \partial_s \vec{v}^h) - (\nabla_x w, \nabla_x \vec{v}^h). \tag{60}
\]
Let us now estimate the terms in (60) by using the previously derived estimates. At this point, we shall assume that the parameters \( \gamma, \lambda^* \) and \( \gamma^* \) are such that
\[
\gamma = O(\lambda), \quad \gamma^* = O(\lambda^*), \quad \text{and} \quad \lambda^* = O(h^{-1/2} \lambda^{3/2}).
\]
With the help of (50) and (13), the first term on the right hand side of (60) can be estimated as
\[
h^{-1} |(\beta^{-1} v^1_3 c', \beta^{-1} \partial_s \vec{v}^h)| \leq c h^{-1} h h^{-1/2} \lambda^{1/2} \| \partial_s \vec{v}^h \| \leq c h^{-1} \lambda^{1/2} \| \nabla_x \vec{v}^h \|.
\]
Using (50) to estimate the second term, we have
\[
h^{-1} |(\beta^{-1} c' \partial_s (v^1_3), \beta^{-1} \partial_s \vec{v}^h)| \leq c h^{-1} h \lambda \| \partial_s \vec{v}^h \| \leq c h^0 \lambda \| \nabla_x \vec{v}^h \|.
\]
We use (51) to get
\[
h^{-1} |(X^h \nabla_4 v^2_7, \nabla \cdot \vec{v}^h)| \leq c h^{-1} h \lambda \| \nabla \cdot \vec{v}^h \| \leq c h^0 \lambda \| \nabla_x \vec{v}^h \|.
\]
Then due to (52) and (13), we have
\[
|((\beta^{-1} \partial_s (X^h v^2_7), \beta^{-1} \partial_s \vec{v}^h)| \leq c h^{1/2} \lambda^{3/2} \| \partial_s \vec{v}^h \| \leq c h^{1/2} \lambda^{3/2} \| \nabla_x \vec{v}^h \|.
\]
Finally, (59) gives us
\[
|(\nabla_x w, \nabla_x \vec{v}^h)| \leq c h^{1/2} \lambda \| \nabla_x \vec{v}^h \|.
\]
Also, by Friedrich's inequality,
\[
\| \vec{v}^h \| \leq c \| \nabla_x \vec{v}^h \|
\]
for the curved cylinder \( \Omega^h \). Thus, for the discrepancy in the velocity, we arrive at the estimate
\[
\| \nabla_x \vec{v}^h \| + h^{-1} \| \vec{v}^h \| \leq c h^{-1/2} \lambda^{1/2}. \tag{61}
\]
Here we note that $\|\nabla_x w\|$ is $O(h^{1/2}\lambda)$ while $\|\nabla_x \hat{v}^h\|$ is $O(h^{-1/2}\lambda^{1/2})$ which leads to

$$\|\nabla_x \hat{v}^h\| \leq \|\nabla_x \hat{v}^h\| + \|\nabla_x w\| \leq ch^{-1/2}\lambda^{1/2}.$$  

Moreover, as $\|w\|$ is $O(h^{3/2}\lambda)$ and $\|\hat{v}^h\|$ is $O(h^{1/2}\lambda^{1/2})$,

$$\|v^h_{rem}\| \leq \|\hat{v}^h\| + \|w\| \leq ch^{1/2}\lambda^{1/2}.$$  

On the other hand, $\|\nabla_x \hat{v}^h\|$ is $O(h^{-1})$ whereas $\|\hat{v}^h\|$ is $O(h^0)$. Thus it is safe to conclude that the approximation of velocity is justified for a $\lambda$ which is $O(h^{-1+2\delta})$ for any $\delta > 0$.

Let us now estimate the discrepancy in the approximation of pressure. Let us denote the average of a scalar field over $\Omega^h$ by placing a bar over the corresponding symbol. Consider the velocity field $\hat{w}$ such that

$$-\nabla_x \cdot \hat{w} = p^h_{rem} - p^h_{rem} \quad \text{in } \Omega^h,$$

$$\hat{w} = 0 \quad \text{on } \partial\Omega^h.$$  

Clearly, the compatibility condition (30) is satisfied.

Then, integration by parts and equation (56) result in

$$(\nabla_x \hat{v}^h + \nabla_x w, \nabla_x \hat{w}) + \|p^h_{rem} - p^h_{rem}\|^2$$

$$= \int_{\omega^h} (\beta^{-1}\partial_s(v^h_3 - v^h + w_3) - p^h + \bar{p}^h) \bar{w}_3 d\sigma(r, \theta) - (F^h, \hat{w})$$

$$= - \int_{\omega^h} h^{-1}(\beta^{-1}\partial_s(v^h_3)\bar{w}_3 d\sigma(r, \theta) - (F^h, \hat{w}).$$

Similar steps as before lead us to

$$\|p^h_{rem} - p^h_{rem}\|^2 = -(\nabla_x \hat{v}^h, \nabla_x \hat{w}) - (\nabla_x w, \nabla_x \hat{w}) - h^{-1}(\beta^{-1}v^h_3 c'' - \beta^{-1}v^h_3 c') - h^{-1}(\beta^{-1}c'\partial_s(v^h_3), \beta^{-1}\partial_s\hat{w})$$

$$-h^{-1}(X^h \nabla \tilde{x}_1^2, \nabla \tilde{w}) - (\beta^{-1}\partial_s(X^h \tilde{v}^h_3), \beta^{-1}\partial_s\tilde{w}).$$

Using (61) and Lemma 1, we estimate the first term on the right hand side of (62) as

$$\|(\nabla_x \hat{v}^h, \nabla_x \hat{w})\| \leq ch^{-1/2}\lambda^{1/2}\|(\nabla_x \hat{w})\| \leq ch^{-3/2}\lambda^{1/2}\|p^h_{rem} - p^h_{rem}\|.$$  

Due to (59), for the next term, we have

$$\|(\nabla_x w, \nabla_x \hat{w})\| \leq ch^{1/2}\lambda\|(\nabla_x \hat{w})\| \leq ch^{-1/2}\lambda^{1/2}\|p^h_{rem} - p^h_{rem}\|.$$  

Once again by Lemma 1, (50) and (13), we get

$$h^{-1}(\beta^{-1}v^h_3 c'' - \beta^{-1}v^h_3 c') \leq ch^{-1}h^{-1/2}\lambda^{1/2}\|(\nabla_x \hat{w})\| \leq ch^{-3/2}\lambda^{1/2}\|p^h_{rem} - p^h_{rem}\|,$$

$$h^{-1}(\beta^{-1}c'\partial_s(v^h_3), \beta^{-1}\partial_s\hat{w}) \leq ch^{-1}h\lambda\|(\nabla_x \hat{w})\| \leq ch^{-1}\lambda\|p^h_{rem} - p^h_{rem}\|.$$  

We use (51) to obtain

$$h^{-1}(X^h \nabla \tilde{x}_1^2, \nabla \tilde{w}) \leq ch^{-1}h\lambda\|(\nabla_x \hat{w})\| \leq ch^{-3}\lambda\|p^h_{rem} - p^h_{rem}\|.$$  

Then due to (52) and (13), we have

$$\|\beta^{-1}\partial_s(X^h \tilde{v}_3^2), \beta^{-1}\partial_s\tilde{w}\| \leq ch^{1/2}\lambda^{3/2}\|(\nabla_x \hat{w})\| \leq ch^{-1/2}\lambda^{3/2}\|p^h_{rem} - p^h_{rem}\|.$$  

Thus, for the discrepancy in the pressure, we arrive at

$$\|p^h_{rem} - p^h_{rem}\| \leq ch^{-3/2}\lambda^{1/2}.$$  

As $\|p^h - p^h\|$ is $O(h^{-2})$, once again we see that the approximate pressure upto a constant is justified for a $\lambda$ which is $O(h^{-1+2\delta})$ for any $\delta > 0$.

To summarize, we have shown that (7) and (8) hold under the assumptions (5) thereby justifying our asymptotic approximations.
7. The Case of \(O(1)\) Curvature

The more conventional method to tackle the problem in the case of a mildly curving pipe, where we assume that \(c\) is a smooth function whose derivatives are bounded independently of \(h\), would be to expand the scale factor \(\beta\) as \(1 - h\eta c'' \cdot e_1\), instead of keeping it as a parameter for the asymptotic procedure. Let us compare the results obtained by our method in this case with those obtained with the conventional method as mentioned. For this case, the assumptions on the geometry of the centre curve are such that

\[
|c'''| \leq ch^0, \quad |c''| \leq ch^0, \quad |\partial_s R| \leq ch^0 \quad \text{and} \quad |\partial_s^2 R| \leq ch^0.
\]

The first inequality above implies that the curvature has the restriction

\[
|c''| \leq ch^0.
\]

With these assumptions, let the solution \(\{v^h, p^h\}\) admit the following formal asymptotic expansions due to the conventional method:

\[
p^h = h^{-3} q^0 + h^{-2} q^1 + \cdots,
\]

\[
v^h = h^{-1} u^1 + u^2 + \cdots.
\]

Then, (1), (2) and (3) imply that \(u^1_3\) and \(q^0 = q^0(s)\) satisfy

\[
- \Delta \bar{u}^1_3 + \partial_s q^0 = 0 \quad \text{in} \quad \omega(s),
\]

\[
u^1_3 = 0 \quad \text{on} \quad \partial \omega(s).
\]  

(63)

where as \(u^2_3\) and \(q^1\) fulfill

\[
- \Delta \bar{u}^2_3 + \partial_s q^1 = -c'' \cdot \nabla \bar{u}^1_3 - \eta c'' \cdot e_1 \partial_s q^0 \quad \text{in} \quad \omega(s),
\]

\[
u^2_3 = 0 \quad \text{on} \quad \partial \omega(s).
\]  

(64)

It can be shown that \(u^1_3\) is still \(0_1\) as well as \(q^1 = q^1(s)\). One can obtain \(u^2_3\) and \(q^2\) from

\[
- \Delta \bar{u}^2_3 + \nabla q^2 = 0_1, \quad -\nabla \cdot u^2_3 = \partial_s u^1_3 \quad \text{in} \quad \omega(s),
\]

\[
u^2_3 = 0_1 \quad \text{on} \quad \partial \omega(s).
\]  

(65)

whereas, for the next terms, we have

\[
- \Delta \bar{u}^3_3 + \nabla q^3 = c''' \partial_s u^1_3 + 2c'' \partial_s u^2_3 - c'' \cdot \nabla u^2_3,
\]

\[
- \nabla \cdot u^3_3 = \partial_s u^2_3 - c'' \cdot u^2_3 + \eta c'' \cdot e_1 \partial_s u^1_3 \quad \text{in} \quad \omega(s),
\]

\[
u^3_3 = 0_1 \quad \text{on} \quad \partial \omega(s).
\]  

(66)

Due to (63), we obtain

\[
u^1_3 = -\frac{1}{2} \Psi_0 \partial_s q^0
\]

where the Prandtl function \(\Psi_0\) is the solution of

\[
- \Delta \Psi_0 = 2 \quad \text{in} \quad \omega(s), \quad \Psi_0 = 0 \quad \text{on} \quad \partial \omega(s).
\]  

(67)

Similarly, (64) gives

\[
u^2_3 = -\frac{1}{2} (\Psi_1 \partial_s q^0 + \Psi_0 \partial_s q^1)
\]

where the function \(\Psi_1\) is the solution of

\[
- \Delta \Psi_1 = 2 \eta c'' \cdot e_1 - c'' \cdot \nabla \Psi_0 \quad \text{in} \quad \omega(s), \quad \Psi_1 = 0 \quad \text{on} \quad \partial \omega(s).
\]  

(68)
For the discrepancy in approximating the function $\Psi$ obtained by our method with $\Psi_0 + h\Psi_1$ we find using (39), (67) and (68) that

$$-\beta^{-1}\nabla_1\cdot\beta\nabla_1(\Psi_2 - \Psi_0 - h\Psi_1) = -\Delta_1(\Psi_2 - \Psi_0 - h\Psi_1) + h\beta^{-1}\mathbf{c}''\cdot\nabla_1(\Psi_2 - \Psi_0 - h\Psi_1)$$

$$= 2\beta^{-1} - 2h(2\eta\mathbf{c}''\cdot\mathbf{e}_1 - \mathbf{c}''\cdot\nabla_1\Psi_0) - h\beta^{-1}\mathbf{c}''\cdot\nabla_1\Psi_0 - h^2\beta^{-1}\mathbf{c}''\cdot\nabla_1\Psi_1$$

$$= 2(\beta^{-1} - 1 - h\eta\mathbf{c}''\cdot\mathbf{e}_1) - h^2\beta^{-1}\mathbf{c}''\cdot\nabla_1\Psi_1 = O(h^2).$$

Thus we conclude that $\Psi_0 + h\Psi_1$ approximates $\Psi$ up to order $h^2$. It follows that, defining

$$G_i(s) := 2\int_{\omega(s)} \Psi_i(\eta, \theta, s) d\sigma(\eta, \theta), \quad i \in \{0, 1\},$$

we get an approximation $G_0 + hG_1$ for the function $G$ with error $O(h^2)$.

Note that due to the boundary and the divergence conditions in (65),

$$\int_{\omega(s)} (\mathbf{c}''\cdot\mathbf{u}_1^2 - \eta\mathbf{c}''\cdot\mathbf{e}_1 \partial_s u_3^1) d\sigma(\eta, \theta) = \int_{\omega(s)} (\mathbf{c}''\cdot\mathbf{u}_1^2 + \eta\mathbf{c}''\cdot\mathbf{e}_1 \partial_s u_3^1) d\sigma(\eta, \theta)$$

$$= \int_{\omega(s)} \nabla_1\cdot(\eta\mathbf{c}''\cdot\mathbf{e}_1 \partial_s \mathbf{u}_1^2) d\sigma(\eta, \theta) = 0.$$ 

Hence, the compatibility conditions in (65) and (66) respectively provide the equations for $q^0$ and $q^1$ as

$$-\partial_s(G_0(s)\partial_s q^0(s)) = 0 \quad \text{and} \quad -\partial_s(G_0(s)\partial_s q^1(s) + G_1(s)\partial_s q^0(s)) = 0, \quad s \in (0, 1).$$

We use the same boundary conditions as in (48) and (49) so that

$$-G_0(0)\partial_s q^0(0) = 4F^0 \quad \text{and} \quad q^0(1) = p_{per}^0,$$

$$-G_0(0)\partial_s q^1(0) - G_1(0)\partial_s q^0(0) = 0 \quad \text{and} \quad q^1(1) = 0.$$

Thus we have the solutions

$$q^0(s) = p_{per}^0 + 4F^0 \int_{s}^{1} \frac{1}{G_0(t)} dt,$$

$$q^1(s) = -4F^0 \int_{s}^{1} \frac{G_1(t)}{G_0(t)^2} dt.$$ 

Then for the discrepancy in the approximations in pressure, we have

$$p^0(s) - q^0(s) - hq^1(s) = 4F^0 \int_{s}^{1} \left( \frac{1}{G(t)} - \frac{1}{G_0(t)} \left( 1 - \frac{hG_1(t)}{G_0(t)} \right) \right) dt$$

$$= 4F^0 \int_{s}^{1} \left( \frac{1}{G(t)} - \frac{1}{G_0(t) + hG_1(t)} + O(h^2) \right) dt = O(h^2).$$

Now let us consider the difference in the velocity components given by the two methods. For the longitudinal part, we have

$$2|v_3^1 - u_3^2 - h\bar{u}_3^2| = |\Psi \partial_s p^0 - \Psi_0 \partial_s q^0 - h(\Psi_0 \partial_s q^1 + \Psi_1 \partial_s q^0)|$$

$$= |(\Psi_0 + h\Psi_1) \partial_s (q^0 + hq^1) + O(h^2) - (\Psi_0 + h\Psi_1) \partial_s q^0 - h\Psi_0 \partial_s q^1) = O(h^2).$$
On the other hand, for the transversal components, we consider (65), (66) and (46) so that
\[-\beta^{-1} \nabla_\perp \cdot \beta \nabla_\perp (v_3^2 - u_3^2 - h u_3^3) + \nabla_\perp (p^2 - q^2 - h q^3) = h c''(\beta^2 v_3^2 - u_3^2) + h c''(2\beta^{-2} \partial_s v_3^3 - 2\partial_s u_3^3 - \beta^{-3} v_3^3 \partial_s \beta) = O(h^2) e_1 + O(h^2) e_2,
\]
as well as
\[-\nabla_\perp \cdot (v_3^2 - u_3^2 - h u_3^3) = \partial_s v_3^2 - \beta (\partial_s u_3^2 + h \partial_s u_3^2) + h \beta (c'' u_3^2 - \eta c'' e_1 \partial_s u_3^2) - h c'' (u_3^2 + h u_3^2) = \partial_s v_3^2 - \partial_s u_3^2 - h \partial_s u_3^2 + h(\beta - 1)(c'' u_3^2 - \partial_s u_3^2) + (\beta - 1) \partial_s u_3^2 = O(h^2).
\]

Thus, we conclude that our method produces two-term asymptotic approximations corresponding to a more conventional method for the solution of the problem (1), (2) and (3) in the case of mild curvature.
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**Appendix A. Proof of Claim 1**

**Proof.** Firstly, note that the normal $Re_1 - (\partial_\theta R)e_2 = -\partial_\theta (Re_2)$. Then due to the divergence theorem and (21),
\[-\int_{\omega(s)} \nabla_\perp \cdot (\partial_s \beta) u d\sigma(\eta, \theta) = \int_{0}^{2\pi} ((\partial_s \beta) u)_{\eta=R} \cdot \partial_\theta (Re_2) d\theta = \int_{0}^{2\pi} (\partial_s \beta)_{\eta=R} h \cdot \partial_\theta (Re_2) d\theta.
\]

Once again due to (21),
\[-\int_{\omega(s)} \beta^{-1} (\partial_s \beta) \nabla_\perp \cdot \beta u d\sigma(\eta, \theta) = \int_{\omega(s)} (\partial_s \beta) g d\sigma(\eta, \theta).
\]

On the other hand, deriving (20) with respect to $s$ leads us to
\[0 = \int_{\omega(s)} ((\partial_s \beta) g + \beta \partial_s g) d\sigma(\eta, \theta) + \int_{0}^{2\pi} (\partial_s R)(\beta g)_{\eta=R} Rd\theta
\]
\[= \int_{0}^{2\pi} ((\beta \partial_s h + (\partial_s \beta) h + (\partial_\theta \beta)(\partial_\theta R) h)_{\eta=R} \cdot \partial_\theta (Re_2) + \beta h \cdot \partial_s \partial_\theta (Re_2))_{\eta=R} Rd\theta.
\]
Hence, to prove the claim, it suffices to show that
\[ \int_0^{2\pi} ((\partial_\theta R)((\beta \partial_\eta u + (\partial_\eta \beta) h) \cdot \partial_\theta(R e_2) - R \beta g) + \beta h \cdot \partial_\theta \partial_\theta(R e_2))|_{\eta = R} d\theta = 0. \]

Considering the first term under the integral above, we can use the expansion
\[ \beta \partial_\eta u \cdot \partial_\theta(R e_2) = \beta((\partial_\theta R)\partial_\eta u_2 - R \partial_\eta u_1). \]
Then for the next term, due to (21) and the fact that \( e_1 \cdot \nabla_\perp = \partial_\eta \), one has
\[ (\partial_\eta \beta) h \cdot \partial_\theta(R e_2) = e_1 \cdot \nabla_\perp \beta((\partial_\theta R)u_2 - Ru_1). \]
For the third term, we have
\[ -R \beta g = R \nabla_\perp \cdot \beta u = \beta(R \partial_\eta u_1 + u_1 + \partial_\theta u_2) + R(u_1 e_1 + u_2 e_2) \cdot \nabla_\perp \beta. \]
Lastly, noting that \( \eta e_2 \cdot \nabla_\perp = \partial_\theta \), we obtain
\[
\int_0^{2\pi} \beta|_{\eta = R} h \cdot \partial_\eta \partial_\theta(R e_2)d\theta = - \int_0^{2\pi} \partial_\theta((\beta u)|_{\eta = R}) \cdot \partial_\theta(R e_2)d\theta
\]
\[
= - \int_0^{2\pi} (\partial_\theta R)(\beta(u_1 + \partial_\theta u_2 + (\partial_\theta R)\partial_\theta u_2) + u_2(e_1 \partial_\theta R + e_2 R) \cdot \nabla_\perp \beta)d\theta.
\]
Combining the above, the claim is proved. \( \square \)
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