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Abstract
Ramanujan’s approximation to the exponential function is reexamined with the help of Perron’s saddle-point method. This allows for a wide generalization that includes the results of Buckholtz, and where all the asymptotic expansion coefficients may be given in closed form. Ramanujan’s approximation to the exponential integral is treated similarly.
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1 Introduction
1.1 Ramanujan’s approximation to $e^n$

The largest terms in the Taylor series development of $e^n$, when $n$ is a positive integer, are $n^j/j!$ for $j = n - 1$ and $j = n$. So it is natural to compare $e^n/2$ with the sum of the first $n$ terms of this series. Ramanujan did this in Entry 48 of Chapter 12 in his second notebook, writing

$$1 + \frac{n}{1!} + \frac{n^2}{2!} + \cdots + \frac{n^{n-1}}{(n-1)!} + \frac{n^n}{n!} \theta_n = \frac{e^n}{2}. \quad (1.1)$$
and computing an asymptotic expansion which is equivalent to

$$\theta_n = \frac{1}{3} + \frac{4}{135n} - \frac{8}{2835n^2} - \frac{16}{8505n^3} + \frac{8992}{1262925n^4} + O\left(\frac{1}{n^5}\right), \quad (1.2)$$

as \( n \to \infty \). Label the coefficient of \( n^{-r} \) in the above expansion as \( \rho_r \). The difficulty of computing \( \rho_r \) in general was resolved by Marsaglia in [11] with a recursive procedure. In this paper, all expansion coefficients are given in closed form. For example, one of our formulas for \( \rho_r \) is

$$\rho_r = -\sum_{k=0}^{2r+1} \frac{(2r + 2k)!!}{(-1)^k k!} A_{2r+1,k} \left(\frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots\right),$$

where the De Moivre polynomials \( A_{n,k} \) are described in Definition 2.1, and an elementary formula for the quantity \( A_{m,k} \left(\frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots\right) \) is shown in (7.20). The usual double factorial notation we are using has

$$n!! := \begin{cases} n(n-2) \cdots 5 \cdot 3 \cdot 1 & \text{if } n \text{ is odd;} \\ n(n-2) \cdots 6 \cdot 4 \cdot 2 & \text{if } n \text{ is even,} \end{cases} \quad (1.3)$$

for \( n \geq 1 \), with \( 0!! = (-1)!! = 1 \).

Inspired by claims of Ramanujan, Szegö in 1928 and Watson in 1929 bounded \( \theta_n \) from above and below. Flajolet and coauthors in 1995 [6, Sect. 1] established a finer estimate, and this result was elegantly reproved and extended by Volkmer [18], employing the Lambert \( W \) function. See the discussion of much work related to Entry 48 by Berndt in [1, pp. 181–184].

Equation (1.1) may be generalized to summing the first \( n + v \) terms of the series:

$$\sum_{j=0}^{n+v-1} \frac{n^j}{j!} + \frac{n^{n+v}}{(n+v)!} \theta_n(v) = e^n - \frac{1}{2}.$$  

Ramanujan developed the asymptotics of a related integral, (see (3.5) with \( w = 1 \)), as described in [1, p. 193], and his result is equivalent to

$$\theta_n(v) = \frac{1}{3} - v + \left(\frac{4}{135} - \frac{v^2(v+1)}{3}\right) \frac{1}{n} - \left(\frac{8}{2835} + \frac{v(9v^4 - 15v^2 - 2v + 4)}{135}\right) \frac{1}{n^2} + O\left(\frac{1}{n^3}\right), \quad (1.5)$$

for \( v \) a fixed integer as \( n \to \infty \). Our version of (1.5) is given in Theorem 4.2.
1.2 Further asymptotics

Equation (1.1) may be generalized in a different direction by writing \( e^{nw} \) on the right side with a new parameter \( w \). The resulting asymptotics were obtained by Buckholtz in [3] and, with a different method, Knuth in [10, p. 506]. Our motivation in this paper is to understand the asymptotics as \( n \to \infty \) of the natural common generalization of this and \( \theta_n(v) \) in (1.4), for any \( v \) and \( w \). We find that all cases can be treated uniformly using Perron’s saddle-point method, and this has the advantage of giving explicit formulas for the expansion coefficients. The same techniques are used in the final section to examine Ramanujan’s approximation to the exponential integral \( \text{Ei}(n) \), which may be defined as a Cauchy principal value:

\[
\text{Ei}(n) := \lim_{\varepsilon \to 0^+} \left( \int_{-\infty}^{-\varepsilon} \frac{e^t}{t} \, dt + \int_{\varepsilon}^{n} \frac{e^t}{t} \, dt \right).
\] (1.6)

We also describe there an unexplained connection between Ramanujan’s approximations to \( \text{Ei}(n) \) and \( e^n \).

Let \( n \) and \( v \) be integers with \( n \geq 1 \) and \( n + v \geq 0 \). For nonzero \( w \in \mathbb{C} \), define \( S_n(w; v) \) with

\[
e^{nw} = \sum_{j=0}^{n+v-1} \frac{(nw)^j}{j!} + \frac{(nw)^{n+v}}{(n+v)!} S_n(w; v)
\] (1.7)

and define the complementary \( T_n(w; v) \) with

\[
e^{nw} = \frac{(nw)^{n+v}}{(n+v)!} T_n(w; v) + \sum_{j=n+v}^{\infty} \frac{(nw)^j}{j!}.
\] (1.8)

For \( w = 0 \), we may set \( S_n(0; v) \) to be 1, leaving \( T_n(0; v) \) undefined. It is clear from (1.8) that \( T_n(w; v) \) can be given as a finite sum:

\[
\frac{(nw)^{n+v}}{(n+v)!} T_n(w; v) = \sum_{j=0}^{n+v-1} \frac{(nw)^j}{j!}.
\] (1.9)

Also there is the relation

\[
e^{nw} = \frac{(nw)^{n+v}}{(n+v)!} (S_n(w; v) + T_n(w; v)).
\] (1.10)

Our earlier \( \theta_n(v) \) function from (1.4) occurs in the \( w = 1 \) case:

\[
\theta_n(v) = \frac{S_n(1; v)}{2} - \frac{T_n(1; v)}{2}
\] (1.11)

\[
= S_n(1; v) - \frac{(n+v)!}{2n^{n+v}} e^n - \frac{(n+v)!}{2n^{n+v}} e^n - T_n(1; v).
\] (1.12)
The behavior of $S_n(w; v)$ and $T_n(w; v)$ as $n \to \infty$ are our main results in Theorems 5.3 and 5.4, extending the $v = 0$ case considered by Buckholtz and Knuth. These asymptotics depend on which of certain regions $w$ lies in; see Fig. 1. The region $X$ is given by \( \{ w \in \mathbb{C} : |we^{1-w}| > 1 \} \). Also \( \{ w \in \mathbb{C} : |we^{1-w}| < 1 \} \) has the disjoint parts $Y$ with Re$(w) < 1$ and $Z$ with Re$(w) > 1$. The boundary curves $S$ and $T$ are where \( |we^{1-w}| = 1 \) with Re$(w) < 1$ and Re$(w) > 1$, respectively. These curves have the parametrization $t \pm i \sqrt{e^{2t^2} - 2t^2}$ for $t \geq -W(1/e) \approx -0.2785$, using the Lambert $W$ function. Among other things, Szegö showed in [17] that $z$ is an accumulation point for the zeros of $T_n(w; 1)$ as $n \to \infty$ if and only if $z \in S \cup \{1\}$; this is the Szegö curve.

Perron’s saddle-point method is reviewed next in Sect. 2, and all the asymptotic expansions in this paper are proved as applications of this theory. As seen in Sect. 4, our work also naturally includes the following version of Stirling’s approximation for the gamma function.

**Proposition 1.1** Let $v$ be any complex number. As real $n \to \infty$, 

\[
\Gamma(n + v + 1) = \sqrt{2\pi n} \frac{n^{n+v}}{e^n} \left( 1 + \frac{\gamma_1(v)}{n} + \frac{\gamma_2(v)}{n^2} + \cdots + \frac{\gamma_{R-1}(v)}{n^{R-1}} + O\left(\frac{1}{n^R}\right) \right),
\]

for an implied constant depending only on $R$ and $v$, with 

\[
\gamma_r(v) = \sum_{m=0}^{2r} (-1)^m \binom{v}{2r-m} \sum_{k=0}^{m} \frac{(2r + 2k - 1)!!}{(-1)^k k!} A_{m,k} \left(\frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots\right).
\]

**2 De Moivre polynomials and the saddle-point method**

**Definition 2.1** The De Moivre polynomial $A_{n,k}(a_1, a_2, \ldots)$ is defined for integers $n$, $k$ with $k \geq 0$, by 

\[
(a_1 x + a_2 x^2 + a_3 x^3 + \cdots)^k = \sum_{n \in \mathbb{Z}} A_{n,k}(a_1, a_2, a_3, \ldots) x^n \quad (k \in \mathbb{Z}_{\geq 0}).
\]
Many properties of these polynomials are assembled in [14]. Clearly we have
\[ A_{n,k}(a_1, a_2, a_3, \ldots) = 0 \text{ if } n < k. \] If \( n \geq k \) then
\[
A_{n,k}(a_1, a_2, a_3, \ldots) = \sum_{\substack{1j_1+2j_2+\cdots+mj_m=n \\ j_1+j_2+\cdots+j_m=k}} (j_1, j_2, \ldots, j_m) a_1^{j_1} a_2^{j_2} \cdots a_m^{j_m}, \tag{2.2}
\]
where \( m = n - k + 1 \) and the sum is over all possible \( j_1, j_2, \ldots, j_m \in \mathbb{Z}_{\geq 0} \). It is a polynomial in \( a_1, a_2, \ldots, a_m \) of homogeneous degree \( k \) with positive integer coefficients. As in [14, Sect. 2], there are the relations
\[
A_{n,k}(0, a_1, a_2, a_3, \ldots) = A_{n-k,k}(a_1, a_2, a_3, \ldots), \tag{2.3}
\]
\[
A_{n,k}(ca_1, ca_2, ca_3, \ldots) = c^k A_{n,k}(a_1, a_2, a_3, \ldots), \tag{2.4}
\]
\[
A_{n,k}(ca_1, c^2 a_2, c^3 a_3, \ldots) = c^n A_{n,k}(a_1, a_2, a_3, \ldots). \tag{2.5}
\]

In the paper [13], we give a detailed description of Perron’s saddle-point method from [15]. The main result requires the following assumptions and definitions.

**Assumptions 2.2** Let \( B \) be a neighborhood of \( z_0 \in \mathbb{C} \) and \( C \) a contour of integration containing \( z_0 \). Assume that \( C \) lies in a bounded region of \( \mathbb{C} \) and is parameterized by a continuous function \( c : [0, 1] \to \mathbb{C} \) that has a continuous derivative except at a finite number of points. Suppose \( p(z) \) and \( q(z) \) are holomorphic functions on a domain containing \( B \cup C \). We assume \( p(z) \) is not constant, and hence, there must exist \( \mu \in \mathbb{Z}_{\geq 1} \) and \( p_0 \in \mathbb{C} \neq 0 \) so that
\[
p(z) = p(z_0) - p_0(z - z_0)^\mu (1 - \phi(z)) \quad (z \in B) \tag{2.6}
\]
with \( \phi \) holomorphic on \( B \) and \( \phi(z_0) = 0 \). We will need the **steepest-descent angles**
\[
\theta_\ell := -\frac{\arg(p_0)}{\mu} + \frac{2\pi \ell}{\mu} \quad (\ell \in \mathbb{Z}). \tag{2.7}
\]

Assume that \( B, C, p(z), q(z), \) and \( z_0 \) are independent of \( n > 0 \). Finally, let \( K_q \) be a bound for \( |q(z)| \) on \( B \cup C \).

**Theorem 2.3** (Perron’s method for a holomorphic integrand with contour starting at a maximum.) **Suppose that Assumptions 2.2 hold, with \( C \) a contour from \( z_0 \) to \( z_1 \) in \( \mathbb{C} \) where \( z_0 \neq z_1 \). Suppose that**
\[
\Re(p(z)) < \Re(p(z_0)) \quad \text{for all } z \in C, \ z \neq z_0. \tag{2.8}
\]
We may choose \( k \in \mathbb{Z} \) so that the initial part of \( C \) lies in the sector of angular width \( 2\pi/\mu \) about \( z_0 \) with bisecting angle \( \theta_k \). Then for every \( S \in \mathbb{Z}_{\geq 0} \), we have

\[
\int_C e^{n \cdot p(z)} q(z) \, dz = e^{n \cdot p(z_0)} \left( \sum_{s=0}^{S-1} \Gamma \left( \frac{s + 1}{\mu} \right) \alpha_s \cdot e^{2\pi ik(s+1)/\mu} \frac{n^{(s+1)/\mu}}{n(s+1)/\mu} + O \left( \frac{K_q}{n(S+1)/\mu} \right) \right)
\]

as \( n \to \infty \) where the implied constant in (2.9) is independent of \( n \) and \( q \). The numbers \( \alpha_s \) depend only on \( s, p, q \) and \( z_0 \).

Theorem 2.3 is [13, Thm. 1.2] and the next proposition is [13, Prop. 7.2]. Write the Taylor expansions of \( p \) and \( q \) at \( z_0 \) as

\[
p(z) - p(z_0) = -\sum_{s=0}^{\infty} p_s (z - z_0)^{s+\mu}, \quad q(z) = \sum_{s=0}^{\infty} q_s (z - z_0)^s.
\]

Proposition 2.4 The numbers needed in Theorem 2.3 have the explicit formula:

\[
\alpha_s = \frac{1}{\mu} P_0^{-(s+a)/\mu} \sum_{m=0}^{s} q_{s-m} \sum_{j=0}^{m} \left( \frac{-(s+a)/\mu}{j} \right) A_{m,j} \left( \frac{p_1}{p_0}, \frac{p_2}{p_0}, \ldots \right),
\]

for \( a = 1 \).

3 Initial results for \( S_n(w; v) \) and \( T_n(w; v) \)

Define

\[
p(z) = p(w; z) := w(1 - z) + \log z.
\]

For \( w, v \) in \( \mathbb{C} \) with \( w \neq 0 \) and positive real \( n \), we will need the function

\[
\frac{1}{(nw)^{n+v}} = e^{-(n+v)\log(nw)} = e^{-(n+v)\log n} \cdot e^{-(n+v)\log w},
\]

where \( \log w \) is evaluated using the principal branch of the logarithm with arguments in \((-\pi, \pi]\).

Lemma 3.1 The following formulas can be used to extend the definitions (1.7) and (1.8) of \( S_n(w; v) \) and \( T_n(w; v) \) to all \( w, v \) in \( \mathbb{C} \) and \( n \) in \( \mathbb{R} \) with \( n > 0 \) and \( \Re(n+v) > -1 \):

\[
S_n(w; v) = 1 + nw \int_0^1 e^{n \cdot p(z)} z^v \, dz,
\]
\[ T_n(w; v) = \frac{e^{nw}}{(nw)^{n+v}} \Gamma(n + v + 1) - S_n(w; v) \quad (w \neq 0). \] (3.4)

As functions of \( w \), \( S_n(w; v) \) is entire and \( T_n(w; v) \) is holomorphic outside \((-\infty, 0]\).

**Proof** We first assume that \( n \) and \( v \) are integers with \( n \geq 1 \) and \( n + v \geq 0 \). Then for nonzero \( w \in \mathbb{C} \), the integral
\[
\int_0^\infty e^{-t} \left( 1 + \frac{t}{nw} \right)^{n+v} dt
\] (3.5)

is absolutely convergent and by the binomial theorem it equals
\[
\sum_{j=0}^{n+v} \binom{n+v}{j} \int_0^\infty e^{-t} \left( \frac{t}{nw} \right)^j dt = \frac{(n+v)!}{(nw)^{n+v}} \sum_{j=0}^{n+v} \frac{(nw)^j}{j!}.
\]

Hence, (1.9) implies that (3.5) equals \( 1 + T_n(w; v) \). With a change of variables,
\[
1 + T_n(w; v) = nw \int_\mathcal{D} e^{-nwz} (1 + z)^{n+v} dz = nw \int_{1+\mathcal{D}} e^{nw(1-z)} z^{n+v} dz
\] (3.6)

for \( \mathcal{D} = \mathcal{D}_w \) the line from 0 through \( 1/w \) to infinity. Next, writing \( \Gamma(n + v + 1) \) for \( (n+v)! \),
\[
\frac{e^{nw}}{(nw)^{n+v}} \Gamma(n + v + 1) = \frac{e^{nw}}{(nw)^{n+v}} \int_0^\infty e^{-t} t^{n+v} dt = \frac{e^{nw}}{(nw)^{n+v}} nw \int_\mathcal{D} e^{-nwz} (nwz)^{n+v} dz = nw \int_\mathcal{D} e^{nw(1-z)} z^{n+v} dz.
\] (3.7)

From (1.10), (3.6), and (3.7),
\[
S_n(w; v) = \frac{e^{nw}}{(nw)^{n+v}} \Gamma(n + v + 1) - T_n(w; v) = 1 + nw \int_\mathcal{D} e^{nw(1-z)} z^{n+v} dz - nw \int_{1+\mathcal{D}} e^{nw(1-z)} z^{n+v} dz.
\] (3.8)

Integrating this holomorphic integrand around a closed contour gives zero, and so a limiting argument implies (3.3) for nonzero \( w \in \mathbb{C} \) and integers \( n, v \) with \( n \geq 1 \) and \( n + v \geq 0 \). Now the integral in (3.3) converges to an entire function of \( w \) for all \( n \), \( v \) with \( \text{Re}(n + v) > -1 \), extending the definition of \( S_n(w; v) \). Consequently (3.4), which is just (3.8) again, also extends the definition of \( T_n(w; v) \). \( \square \)
Lemma 3.2 Let \( w, v \) be in \( \mathbb{C} \). As real \( n \to \infty \),

\[
S_n(w; v) = 1 + nw \int_{1/2}^{1} e^{n \cdot p(z)} z^v \, dz + O \left( 2^{-n/20} \right) \quad (\text{Re}(w) \leq 1), \tag{3.9}
\]

\[
T_n(w; v) = -1 + nw \int_{1}^{3/2} e^{n \cdot p(z)} z^v \, dz + O \left( e^{-n/30} \right) \quad (\text{Re}(w) \geq 1), \tag{3.10}
\]

for implied constants depending only on \( w \) and \( v \).

**Proof** With Lemma 3.1, to demonstrate (3.9), we must bound

\[
w \int_{0}^{1/2} e^{n \cdot p(z)} z^v \, dz \ll n \int_{0}^{1/2} \left( e^{\text{Re}(w)(1-z)} \right)^n z^{\text{Re}(v)} \, dz. \tag{3.11}
\]

Use the inequality \( e^{1-z} z \leq z^{1/10} \) for \( 0 \leq z \leq 1/2 \) to continue, with

\[
n \int_{0}^{1/2} z^{n/10+\text{Re}(v)} \, dz \ll n \int_{0}^{1/2} z^{n/20} \, dz,
\]

for \( n \) large enough that \( n/20 + \text{Re}(v) \geq 0 \), and we obtain (3.9).

For (3.10), we claim first that when \( \text{Re}(w) \geq 1 \) and \( n \) is large enough,

\[
T_n(w; v) = -1 + nw \int_{1}^{\infty} e^{n \cdot p(z)} z^v \, dz, \tag{3.12}
\]

and by (3.4), this is true if we can establish

\[
\frac{e^{nw}}{(nw)^{n+v}} \Gamma(n + v + 1) = nw \int_{0}^{\infty} e^{n \cdot p(z)} z^v \, dz. \tag{3.13}
\]

In (3.7), we have seen the left side of (3.13) expressed as an integral over \( D = \mathcal{D}_w \), the line from 0 through 1/w to infinity. Let \( \beta := \text{arg}(w) \). Then \(|\beta| < \pi/2 \) and we also have \( \text{arg}(1/w) = -\beta \). In the usual way, the line of integration \( \mathcal{D} \) may be moved to the positive real axis after checking some growth estimates as follows. Let \( \mathcal{D}_1 \) be the path from \( R_1 > 0 \) to \( R_2 > R_1 \). Then \( \mathcal{D}_2 \) is the arc of radius \( R_2 \) from \( R_2 \) to \( R_2 e^{-i\beta} \). Next \( \mathcal{D}_3 \) is the line from \( R_2 e^{-i\beta} \) to \( R_1 e^{-i\beta} \), coinciding with part of \( \mathcal{D} \), and lastly \( \mathcal{D}_4 \) is the arc of radius \( R_1 \) from \( R_1 e^{-i\beta} \) to \( R_1 \). Integrating \( e^{nw(1-z)} z^{n+v} \) around the closed path made up of \( \mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_3 \) and \( \mathcal{D}_4 \) gives zero since it is holomorphic on the interior. Writing \( w = |w| e^{i\beta} \) and \( z = Re^{i\theta} \), we may bound the integrals over the arcs \( \mathcal{D}_2 \) and \( \mathcal{D}_4 \) with

\[
\left| e^{nw(1-z)} z^{n+v} \right| \leq e^{nw(|w|(\cos(\beta) - R \cos(\beta + \theta)))} R^n + \text{Re}(v) \\
\leq e^{nw|w| \cos(\beta)(1-R)} R^n + \text{Re}(v)
\]

\( \square \) Springer
since $\theta$ is between $-\beta$ and 0. Therefore, for $R = R_2$,

$$n \omega \int_{D_2} e^{nw(1-z)} z^{n+v} \, dz \ll n e^{n|w| \cos(\beta)(1-R_2^{n+\text{Re}(v)+1})}. \tag{3.14}$$

As $\cos(\beta) > 0$ since $\text{Re}(w) \geq 1$, we see that (3.14) goes to zero as $R_2 \to \infty$. Also the integral over $D_4$ goes to zero as $R = R_1 \to 0$ in (3.14) when $n$ is large enough that $n + \text{Re}(v) + 1 > 0$. Hence, (3.7) implies (3.13) as we wanted.

Lastly we argue as in (3.11) to bound the part of the integral (3.12) with $z \geq 3/2$.

Use that $e^{1-z} \leq e^{-z/20}$ when $z \geq 3/2$ to show

$$n \omega \int_{3/2}^{\infty} e^{n \cdot p(z)} z^v \, dz \ll n \int_{3/2}^{\infty} e^{-nz/20} z^v \, dz.$$

The expression $e^{-nz/20} z^v$ is a decreasing function of $z \geq 3/2$ when $n > 80/3 \text{Re}(v)$. Then, for large enough $n$, we can easily ensure that $e^{-nz/20} z^v \leq 1$ when $z \geq 3/2$. The remaining factor of the integrand is $e^{-nz/40}$ and the desired error estimate in (3.10) follows. \qed

4 The case $w = 1$

In this section, we set $w = 1$ so that $p(z) = p(1; z) = 1 - z + \log z$.

**Proposition 4.1** Let $S$ be a fixed positive integer. As $n \to \infty$

$$\int_{1/2}^{1} e^{n \cdot p(z)} z^v \, dz = \sum_{s=0}^{S-1} \Gamma \left( \frac{s+1}{2} \right) \frac{(-1)^s \beta_s(v)}{n^{s+1/2}} + O \left( \frac{1}{n^{(S+1)/2}} \right), \tag{4.1}$$

$$\int_{1}^{3/2} e^{n \cdot p(z)} z^v \, dz = \sum_{s=0}^{S-1} \Gamma \left( \frac{s+1}{2} \right) \frac{\beta_s(v)}{n^{s+1/2}} + O \left( \frac{1}{n^{(S+1)/2}} \right), \tag{4.2}$$

for

$$\beta_s(v) = \sum_{m=0}^{s} (-1)^m \binom{v}{s-m} \sum_{k=0}^{m} 2^{(s-1)/2+k} \binom{-s+1/2}{k} A_{m,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right). \tag{4.3}$$

**Proof** We see that $p(z)$ is holomorphic away from $z = 0$. Let $z_0 = 1$ with $p(1) = 0$, and we have the Taylor expansion about 1:

$$p(z) - p(1) = - \sum_{j=2}^{\infty} \frac{(-1)^j}{j} (z - 1)^j.$$
According to our setup with Assumptions 2.2 and (2.10), \( q(z) = z^v \) and

\[
p_s = (-1)^s/(s+2), \quad p_0 = 1/2, \quad \mu = 2, \quad \theta_\ell = \pi \ell, \quad q_s = \binom{v}{s}.
\] (4.4)

For the integral in (4.1), we may apply Theorem 2.3 with \( C \) the interval from 1 to 1/2 since \( \text{Re}(p(z)) \) has its maximum at \( z = 1 \). The initial part of \( C \) lies in the sector with bisecting angle \( \theta_1 = \pi \), since the contour is moving left, and we need \( k = 1 \) in (2.9). This means that

\[
\int_{1/2}^{1/2} e^{n\cdot p(z)} \, dz = \sum_{s=0}^{S-1} \Gamma \left( \frac{s+1}{2} \right) \frac{\alpha_s \cdot (-1)^{(s+1)}}{n^{(s+1)/2}} + O \left( \frac{1}{n^{(S+1)/2}} \right)
\]

and \( \beta_s(v) = \alpha_s \) is computed with Proposition 2.4 to get (4.3).

The integral (4.2) is handled the same way, the only difference being that the contour is moving right into the sector with bisecting angle \( \theta_0 = 0 \), and so \( k = 0 \) is needed in (2.9).

With (1.11), (1.12), and Lemma 3.1, we may extend the definition of \( \theta_n(v) \) to all \( n > 0 \) and \( v \in \mathbb{C} \) with \( \text{Re}(n+v) > -1 \) using

\[
\theta_n(v) = S_n(1; v) - \frac{e^n}{2n^{n+v}} \Gamma(n+v+1)
= \frac{S_n(1; v) - T_n(1; v)}{2}.
\] (4.6)

We next define, with the Kronecker delta function \( \delta_{i,j} \),

\[
\rho_r(v) := \delta_{r,0} - \sum_{m=0}^{2r+1} (-1)^m \binom{v}{2r+1-m} \sum_{k=0}^{m} \frac{(2r+2k)!!}{(-1)^k k!} A_{m,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right).
\] (4.7)

**Theorem 4.2** With the above definitions, as \( n \to \infty \),

\[
\theta_n(v) = \rho_0(v) + \frac{\rho_1(v)}{n} + \frac{\rho_2(v)}{n^2} + \cdots + \frac{\rho_{R-1}(v)}{n^{R-1}} + O \left( \frac{1}{n^R} \right)
\] (4.8)

for an implied constant depending only on \( R \in \mathbb{Z}_{\geq 1} \) and \( v \in \mathbb{C} \).

**Proof** Together, Lemma 3.2, Proposition 4.1, and (4.6) imply that

\[
\theta_n(v) = 1 + \frac{n}{2} \sum_{s=0}^{S-1} \Gamma \left( \frac{s+1}{2} \right) \frac{\beta_s(v)}{n^{(s+1)/2}} (-1)^s - 1 + O \left( \frac{1}{n^{(S+1)/2}} \right).
\]
Summing over \( s = 2r + 1 \) odd then gives

\[
\theta_n(v) = 1 - \sum_{r=0}^{R-1} \Gamma(r + 1) \frac{\beta_{2r+1}(v)}{n^r} + O\left(\frac{1}{n^R}\right)
\]

and the theorem follows. \( \square \)

**Proof of Proposition 1.1** By (3.4),

\[
\Gamma(n + v + 1) = \frac{n^{n+v}}{e^n} (S_n(1; v) + T_n(1; v)).
\] (4.9)

Hence, by Lemma 3.2 for \( \beta_s(v) \) in (4.3),

\[
\Gamma(n + v + 1) = n \frac{n^{n+v}}{e^n} \left( \sum_{s=0}^{S-1} \Gamma\left(\frac{s + 1}{2}\right) \frac{\beta_s(v)}{n^{(s+1)/2}} (-1)^s + 1 + O\left(\frac{1}{n^{(S+1)/2}}\right) \right).
\]

Summing over \( s = 2r \) even then gives

\[
\Gamma(n + v + 1) = 2 \sqrt{n} \frac{n^{n+v}}{e^n} \left( \sum_{r=0}^{R-1} \Gamma(r + 1/2) \frac{\beta_{2r}(v)}{n^r} + O\left(\frac{1}{n^R}\right) \right).
\]

The proof is completed using

\[
\Gamma(r + 1/2) = \frac{\sqrt{\pi} (2r)!}{2^{2r} r!} \left( -r - 1/2 \right)^k = \frac{(-1)^k (2r + 2k)! r!}{2^{2k} k! (2r)!(r + k)!},
\]

which, with (1.3), imply the identity

\[
2^{r+k} \Gamma(r + 1/2) \left( -r - 1/2 \right)^k = \frac{(2r + 2k - 1)!!}{(-1)^k k!}.
\] (4.10)

\( \square \)

**Corollary 4.3** (Stirling’s approximation) As real \( n \to \infty \),

\[
\Gamma(n + 1) = \sqrt{2\pi n} \left(\frac{n}{e}\right)^n \left( 1 + \frac{\gamma_1}{n} + \frac{\gamma_2}{n^2} + \cdots + \frac{\gamma_{R-1}}{n^{R-1}} + O\left(\frac{1}{n^R}\right) \right).
\] (4.11)

for an implied constant depending only on \( R \), with

\[
\gamma_r = \sum_{k=0}^{2r} \frac{(2r + 2k - 1)!!}{(-1)^k k!} A_{2r,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right).
\] (4.12)
Corollary 4.3 is the $v = 0$ case of Proposition 1.1, and an equivalent form of (4.12) is due to Perron [15, p. 210]. Also (4.12) is equivalent to [2, Thm. 2.7] using the generating function $z + \log(1 - z)$. Brassesco and Méndez give another formulation in [2, Thm. 2.1], based on $e^z - 1 - z$, and the formula corresponding to (4.12) is the same, except that 3, 4, 5, ... are replaced by factorials:

$$\gamma_r = \sum_{k=0}^{2r} \frac{(2r + 2k - 1)!!}{(-1)^k k!} A_{2r, k} \left( \frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots \right). \quad (4.13)$$

This is true even though $A_{2r, k} \left( \frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots \right)$ and $A_{2r, k} \left( \frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots \right)$ are usually not equal. We will see (4.13) as the $v = 0$ case of Proposition 6.3.

In this section, with $w = 1$, the function $p(1; z)$ has a simple saddle-point at the maximum $z = 1$, i.e., $\frac{d}{dz} p(1; z)|_{z=1} = 0$. This means $\mu = 2$ in (4.4). In the next section, where $w \neq 1$, the function $p(w; z)$ will no longer have a saddle-point at the maximum $z = 1$, and this makes $\mu = 1$. The value of the parameter $\mu$ changes the shape of the asymptotics in Theorem 2.3, and this is the reason that the cases $w = 1$ and $w \neq 1$ are treated separately here. Soni and Soni show in [16] that it is possible to give an asymptotic expansion for $S_n(w; 0)$ that is uniform for $w$ in a neighborhood of 1.

5 The cases $w \neq 1$

Define the rational functions $U_r(w; v)$ as follows:

$$\delta_{r,0} - \sum_{m=0}^{r} (-1)^m \left( \frac{v}{r-m} \right) \sum_{k=0}^{m} \frac{w}{(w-1)^{r+k+1}} \frac{(r+k)!}{k!} A_{m,k} \left( \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \right), \quad (5.1)$$

so that, for example,

$$U_0(w; v) = \frac{1}{1 - w}, \quad U_1(w; v) = -\frac{w}{(1 - w)^3} - v \frac{w}{(1 - w)^2}, \quad U_2(w; v) = \frac{w(2w + 1)}{(1 - w)^5} + v \frac{w(w + 2)}{(1 - w)^4} + v^2 \frac{w}{(1 - w)^3}.$$

**Proposition 5.1** Let $w$ and $v$ be fixed complex numbers with $\Re(w) \leq 1$ and $w \neq 1$. Then as real $n \to \infty$,

$$S_n(w; v) = U_0(w; v) + \frac{U_1(w; v)}{n} + \frac{U_2(w; v)}{n^2} + \cdots + \frac{U_{R-1}(w; v)}{n^{R-1}} + O \left( \frac{1}{n^R} \right), \quad (5.2)$$

for an implied constant depending only on $w$, $v$, and $R$. 

\[ Springer \]
Proof Recall that \( p(z) = w(1 - z) + \log z \). Theorem 2.3 may be applied to (3.9) since \( \text{Re}(p(z)) \) is strictly increasing for \( 1/2 \leq z \leq 1 \) when \( \text{Re}(w) \leq 1 \). As \( p(1) = 0 \), the expansion of \( p(z) \) at \( z = 1 \) can be written as follows:

\[
p(z) - p(1) = -(w - 1)(z - 1) - \sum_{j=2}^{\infty} \frac{(-1)^j}{j} (z - 1)^j.
\]

This time our setup with Assumptions 2.2 and (2.10) has

\[
p_0 = w - 1, \quad \mu = 1, \quad p_s = (-1)^{s+1}/(s + 1) \text{ for } s \geq 1,
\]

\[
\theta_{\ell} = -\arg(w - 1) + 2\pi\ell.
\]

(5.3)

Also \( q_s = \binom{v}{s} \), \( C \) is the interval from 1 to 1/2 and \( k = 0 \) in (2.9); when \( \mu = 1 \) then \( k \) can be any integer and there is only ‘one’ direction with \( \text{Re}(p(z)) \) decreasing. Computing \( \alpha_s \) with Proposition 2.4 and simplifying with (2.4) and (2.5) completes the proof.

Proposition 5.2 Let \( w \) and \( v \) be fixed complex numbers with \( \text{Re}(w) \geq 1 \). Then as real \( n \to \infty \),

\[
T_n(w; v) = -U_0(w; v) - \frac{U_1(w; v)}{n} - \frac{U_2(w; v)}{n^2} - \cdots - \frac{U_{R-1}(w; v)}{n^{R-1}} + O\left(\frac{1}{n^R}\right),
\]

(5.4)

for an implied constant depending only on \( w, v, \) and \( R \).

Proof Theorem 2.3 may be applied to (3.10) since \( \text{Re}(p(z)) \) is strictly decreasing for \( 1 \leq z \leq 3/2 \) when \( \text{Re}(w) \geq 1 \). The same calculation as for Proposition 5.1 gives the result.

Our asymptotics for \( S_n(w; v) \) and \( T_n(w; v) \) can now be assembled. The functions \( \rho_r(v), \gamma_r(v) \) and \( U_r(w; v) \) are defined in (4.7), (1.14) and (5.1), respectively. Also recall the partition of the \( w \)-plane shown in Fig. 1. If \( |w| = 1 \), write \( we^{\bar{w}} = e^{-i\varphi(w)} \) with \( \varphi(w) \) real.

Theorem 5.3 Let \( w \) and \( v \) be complex numbers. As real \( n \to \infty \),

\[
S_n(1; v) = \sum_{r=0}^{R-1} \frac{1}{n^r} \left( \rho_r(v) + \frac{\gamma_r(v)}{2} \sqrt{2\pi n} \right) + O\left(\frac{1}{n^{R-1/2}}\right),
\]

(5.5)

\[
S_n(w; v) = \sum_{r=0}^{R-1} \frac{U_r(w; v)}{n^r} + O\left(\frac{1}{n^R}\right) \quad (w \in \mathcal{X} \cup \mathcal{Y} \cup \mathcal{S}),
\]

(5.6)

\[
S_n(w; v) = \sum_{r=0}^{R-1} \frac{1}{n^r} \left( U_r(w; v) + \gamma_r(v) \frac{e^{ni\varphi(w)}}{w^v} \sqrt{2\pi n} \right) + O\left(\frac{1}{n^{R-1/2}}\right) \quad (w \in \mathcal{T}),
\]

(5.7)
\[ S_n(w; v) = \frac{\sqrt{2\pi n}}{(we^{1-w})^n w^v} \left( \sum_{r=0}^{R-1} \frac{\gamma_r(v)}{n^r} + O \left( \frac{1}{n^R} \right) \right) (w \in \mathcal{Z}). \quad (5.8) \]

**Proof** The asymptotic (5.5) is a consequence of (4.5), Theorem 4.2, and Proposition 1.1. It can be seen from Proposition 5.1 that (5.6) is true for \( \text{Re}(w) \leq 1 \) and \( w \neq 1 \) and this includes \( \mathcal{Y}, \mathcal{S}, \) and part of \( \mathcal{X}. \) For \( \text{Re}(w) > 1, \) starting from (3.4) and using Propositions 1.1, 5.2,

\[
S_n(w; v) = \frac{e^{nw}}{(nw)^{n+v}} \Gamma(n + v + 1) - T_n(w; v)
\]

\[
= \frac{e^{nw}}{(nw)^{n+v}} \sqrt{2\pi n} n^{n+v} e^n \left( \sum_{r=0}^{R-1} \frac{\gamma_r(v)}{n^r} + O \left( \frac{1}{n^R} \right) \right) + \sum_{r=0}^{R-1} \frac{U_r(w; v)}{n^r} + O \left( \frac{1}{n^R} \right)
\]

\[
= \frac{\sqrt{2\pi n}}{(we^{1-w})^n w^v} \left( \sum_{r=0}^{R-1} \frac{\gamma_r(v)}{n^r} + O \left( \frac{1}{n^R} \right) \right) + \sum_{r=0}^{R-1} \frac{U_r(w; v)}{n^r} + O \left( \frac{1}{n^R} \right). \quad (5.9)
\]

If \(|we^{1-w}| > 1\), then the part of (5.9) containing this factor decays exponentially, and we obtain (5.6) for the remaining piece of \( \mathcal{X}. \) The case \(|we^{1-w}| = 1\) in (5.9) gives (5.7), and lastly, \(|we^{1-w}| < 1\) in (5.9) gives (5.8). \(\blacksquare\)

**Theorem 5.4** Let \( w \) and \( v \) be complex numbers. As real \( n \to \infty, \)

\[
T_n(1; v) = \sum_{r=0}^{R-1} \frac{1}{n^r} \left( -\rho_r(v) + \frac{\gamma_r(v)}{2} \sqrt{2\pi n} \right) + O \left( \frac{1}{n^{R-1/2}} \right), \quad (5.10)
\]

\[
T_n(w; v) = -\sum_{r=0}^{R-1} \frac{U_r(w; v)}{n^r} + O \left( \frac{1}{n^R} \right) \quad (w \in \mathcal{X} \cup \mathcal{Z} \cup \mathcal{T}), \quad (5.11)
\]

\[
T_n(w; v) = \sum_{r=0}^{R-1} \frac{1}{n^r} \left( -U_r(w; v) + \gamma_r(v) e^{ni\varphi(w)/w^v} \sqrt{2\pi n} \right) + O \left( \frac{1}{n^{R-1/2}} \right) \quad (w \in \mathcal{S}), \quad (5.12)
\]

\[
T_n(w; v) = \frac{\sqrt{2\pi n}}{(we^{1-w})^n w^v} \left( \sum_{r=0}^{R-1} \frac{\gamma_r(v)}{n^r} + O \left( \frac{1}{n^R} \right) \right) \quad (w \in \mathcal{Y}, w \neq 0). \quad (5.13)
\]

**Proof** The asymptotic (5.10) is a consequence of (3.4), Proposition 1.1, and (5.5). It can be seen from Proposition 5.2 that (5.11) is true for \( \text{Re}(w) \geq 1 \) and \( w \neq 1, \) and this includes \( \mathcal{Z}, \mathcal{T} \) and part of \( \mathcal{X}. \) For \( \text{Re}(w) < 1 \) and \( w \neq 0, \) starting from (3.4) and using Propositions 1.1, 5.1,

\[
T_n(w; v) = \frac{e^{nw}}{(nw)^{n+v}} \Gamma(n + v + 1) - S_n(w; v)
\]
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\[ \frac{\sqrt{2\pi n}}{(w e^{1-w})^n w^v} \left( \sum_{r=0}^{R-1} \frac{\gamma_r(v)}{n^r} + O\left(\frac{1}{n^R}\right) \right) - \sum_{r=0}^{R-1} \frac{U_r(w; v)}{n^r} + O\left(\frac{1}{n^R}\right). \]

(5.14)

The remaining cases of (5.11), (5.12), and (5.13) follow from (5.14) depending on the size of \(|w e^{1-w}|\).

Theorems 5.3 and 5.4 agree with [3, Eqs. (5), (6)] for \(w \neq 1\) and \(v = 0\). His function \(U_r(z)\) is equal to \(U_r(z, 0) - \delta_{r,0}\) here. Since \(\gamma_0(v) = 1\), we may state the following corollaries.

**Corollary 5.5** For all \(w, v \in \mathbb{C}\), we have that \(S_n(w; v)\) remains bounded as \(n \to \infty\) if and only if \(w \in X \cup Y \cup S\). Also \(T_n(w; v)\) remains bounded if and only if \(w \in X \cup Z \cup T\).

**Corollary 5.6** For all \(w, v \in \mathbb{C}\), we have that \(S_n(w; v)/\sqrt{n}\) remains bounded as \(n \to \infty\) if and only if \(w \notin Z\). Also \(T_n(w; v)/\sqrt{n}\) remains bounded if and only if \(w \notin Y\).

6 Another description of \(\rho_r(v), \gamma_r(v)\) and \(U_r(w; v)\)

As we have seen in Theorems 5.3 and 5.4, the asymptotics of \(S_n(w; v)\) and \(T_n(w; v)\) can be completely described in terms of the functions

\[ \rho_r(v) = \delta_{r,0} - \sum_{m=0}^{2r+1} (-1)^m \frac{v}{2r+1-m} \sum_{k=0}^{m} \frac{(2r+2k)!!}{(-1)^k k!} A_{m,k}\left(1,1,1,\ldots\right), \]

\[ \gamma_r(v) = \sum_{m=0}^{2r} (-1)^m \frac{v}{2r-m} \sum_{k=0}^{m} \frac{(2r+2k-1)!!}{(-1)^k k!} A_{m,k}\left(1,1,1,\ldots\right), \]

\[ U_r(w; v) = \delta_{r,0} - \sum_{m=0}^{r} (-1)^m \frac{v}{r-m} \sum_{k=0}^{m} \frac{w(r+k)!}{(w-1)^{r+k+1} k!} A_{m,k}\left(1,1,1,\ldots\right). \]

In this section, we find variants of these formulas where the numbers \(1/j\) inside the De Moivre polynomials are replaced by \(1/j!\).

Integrating (3.3) by parts shows

\[ S_n(w; v) = 1 + n w \int_0^1 e^{nw(1-z)} z^{n+v} \, dz \]

\[ = (n + v) \int_0^1 e^{nw(1-z)} z^{n+v-1} \, dz \]

\[ = (n + v) \int_{-\infty}^0 e^{nw(1-e^{-z})} e^{(n+v)z} \, dz, \]

(6.1)
after the change of variables \( z \to e^z \). Define

\[
\tilde{p}(z) = \tilde{p}(w; z) := w(1 - e^z) + z. 
\]

(6.2)

**Lemma 6.1** Let \( w, v \) be in \( \mathbb{C} \). As real \( n \to \infty \),

\[
S_n(w; v) = (n + v) \int_{-2}^{0} e^{n \cdot \tilde{p}(z)} e^{vz} \, dz + O \left( e^{-n/2} \right) 
\]  
(Re\( w \) \( \leq \) 1),

(6.3)

\[
T_n(w; v) = (n + v) \int_{0}^{2} e^{n \cdot \tilde{p}(z)} e^{vz} \, dz + O \left( e^{-n/2} \right) 
\]  
(Re\( w \) \( \geq \) 1),

(6.4)

for implied constants depending only on \( w \) and \( v \).

**Proof** The proof is based on (3.4) and (6.1). It is similar to that of Lemma 3.2, requiring the inequality \( 1 + z - e^z < -|z|/2 \) for real \( z \) with \( |z| \geq 2 \).

\( \Box \)

**Proposition 6.2** Let \( S \in \mathbb{Z}_{\geq 1} \) be fixed and set \( w = 1 \) so that \( \tilde{p}(z) = \tilde{p}(1; z) := 1 - e^z + z \). As \( n \to \infty \),

\[
\int_{-2}^{0} e^{n \cdot \tilde{p}(z)} e^{vz} \, dz = \sum_{s=0}^{S-1} \Gamma \left( \frac{s + 1}{2} \right) \frac{(-1)^s \tilde{p}_s(v)}{n^{(s+1)/2}} + O \left( \frac{1}{n^{(S+1)/2}} \right), 
\]  
(6.5)

\[
\int_{0}^{2} e^{n \cdot \tilde{p}(z)} e^{vz} \, dz = \sum_{s=0}^{S-1} \Gamma \left( \frac{s + 1}{2} \right) \frac{\tilde{p}_s(v)}{n^{(s+1)/2}} + O \left( \frac{1}{n^{(S+1)/2}} \right), 
\]  
(6.6)

for \( v \in \mathbb{C} \) and

\[
\tilde{p}_s(v) = \sum_{m=0}^{s} \frac{v^{s-m}}{(s-m)!} \sum_{k=0}^{m} 2^{(s-1)/2+k} \binom{- (s + 1)/2}{k} A_{m,k} \left( \frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots \right). 
\]  
(6.7)

**Proof** The function \( \tilde{p}(z) \) is entire. Let \( z_0 = 0 \) with \( \tilde{p}(0) = 0 \), and we have the Taylor expansion about 0:

\[
\tilde{p}(z) - \tilde{p}(0) = - \sum_{j=2}^{\infty} \frac{z^j}{j!}.
\]

According to our setup with Assumptions 2.2 and (2.10), \( p(z) = \tilde{p}(z) \), \( q(z) = e^{vz} \) and

\[
p_s = 1/(s + 2)!; \quad p_0 = 1/2, \quad \mu = 2, \quad \theta = \pi \ell, \quad q_s = v^s/s!.
\]

The proof continues by applying Theorem 2.3 and Proposition 2.4, similarly to the proof of Proposition 4.1.

\( \Box \)
Define

\[
\tilde{\rho}_r(v) := -\sum_{m=0}^{2r+1} \frac{v^{2r+1-m}}{(2r+1-m)!} \sum_{k=0}^{m} \frac{(2r + 2k)!}{(-1)^k k!} A_{m,k} \left( \frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots \right), \tag{6.8}
\]

\[
\tilde{\gamma}_r(v) := \sum_{m=0}^{2r} \frac{v^{2r-m}}{(2r-m)!} \sum_{k=0}^{m} \frac{(2r + 2k - 1)!}{(-1)^k k!} A_{m,k} \left( \frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots \right). \tag{6.9}
\]

**Proposition 6.3** The asymptotic expansion coefficients \( \rho_r(v) \) of \( \theta_n(v) \) in (4.8), and \( \gamma_r(v) \) of \( \Gamma(n + v + 1) \) in (1.13), satisfy \( \rho_0(v) = \tilde{\rho}_0(v), \gamma_0(v) = \tilde{\gamma}_0(v) \) and

\[
\rho_r(v) = \tilde{\rho}_r(v) + v \cdot \tilde{\rho}_{r-1}(v), \quad \gamma_r(v) = \tilde{\gamma}_r(v) + v \cdot \tilde{\gamma}_{r-1}(v) \quad (r \geq 1).
\]

**Proof** Start with (4.6) and use Lemma 6.1, Proposition 6.2 to show that

\[
\theta_n(v) = \frac{n + v}{2} \left( \sum_{s=0}^{S-1} \Gamma \left( \frac{s + 1}{2} \right) \frac{\tilde{\beta}_s(v)}{n^{(s+1)/2}} ((-1)^r - 1) + O \left( \frac{1}{n^{(S+1)/2}} \right) \right)
= - \left( 1 + \frac{v}{n} \right) \left( \sum_{r=0}^{R-1} \Gamma (r + 1) \frac{\tilde{\beta}_{2r+1}(v)}{n^r} + O \left( \frac{1}{n^R} \right) \right).
\]

A calculation finds \(-\Gamma (r + 1) \tilde{\beta}_{2r+1}(v) = \tilde{\rho}_r(v)\) and we obtain the desired relations for \( \tilde{\rho}_r(v) \). The results for \( \tilde{\gamma}_r(v) \) are shown similarly, starting with (4.9). \( \Box \)

Set

\[
\tilde{U}_r(w; v) := -\sum_{m=0}^{r} \frac{v^{r-m}}{(r-m)!} \sum_{k=0}^{m} \frac{(-w)^k}{(w-1)^{r+k+1}} \frac{(r+k)!}{k!} A_{m,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right). \tag{6.10}
\]

**Proposition 6.4** We have \( U_0(w; v) = \tilde{U}_0(w; v) \) and

\[
U_r(w; v) = \tilde{U}_r(w; v) + v \cdot \tilde{U}_{r-1}(w; v) \quad (r \geq 1).
\]

**Proof** We will use (6.3) to give an asymptotic expansion of \( S_n(w; v) \) for \( \text{Re}(w) \leq 1 \) and \( w \neq 1 \). The function \( \tilde{p}(z) = w(1 - e^z) + z \) is entire. Let \( z_0 = 0 \) with \( \tilde{p}(0) = 0 \) and we have the Taylor expansion:

\[
\tilde{p}(z) - \tilde{p}(0) = -(w - 1)z - w \sum_{j=2}^{\infty} \frac{z^j}{j!}.
\]

In the notation of Assumptions 2.2 and (2.10), \( p(z) = \tilde{p}(z), q(z) = e^{wz} \) and

\[
p_0 = w - 1, \quad \mu = 1, \quad p_s = w/(s + 1)! \quad \text{for} \quad s \geq 1, \quad q_s = v^s/s!.
\]
The proof continues by applying Theorem 2.3 and Proposition 2.4, and comparing the resulting series with Proposition 5.1.

7 Further formulas when \( v = 0 \)

In this section, we set \( v = 0 \) and then omit \( v \) from the notation. The formulas (4.7), and (6.8) with Proposition 6.3, simplify to give Ramanujan’s coefficients in (1.2) as follows:

\[
\rho_r = \delta_{r,0} + \sum_{k=0}^{2r+1} \frac{(2r + 2k)!!}{(-1)^k k!} A_{2r+1,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right) \quad (7.1)
\]

\[
= - \sum_{k=0}^{2r+1} \frac{(2r + 2k)!!}{(-1)^k k!} A_{2r+1,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right). \quad (7.2)
\]

The similar expressions for \( \gamma_r \) in Stirling’s approximation (4.11) have already been noted in (4.12), (4.13). Also with (5.1), (6.10) and Proposition 6.4, Buckholtz’s functions from [3] can be written as follows:

\[
U_r(w) = \delta_{r,0} + \sum_{k=0}^{r} \frac{w}{(1-w)^{r+k+1}} \frac{(r+k)!}{(-1)^k k!} \cdot A_{r,k} \left( \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \right) \quad (7.3)
\]

\[
= \sum_{k=0}^{r} \frac{w^k}{(1-w)^{r+k+1}} \frac{(r+k)!}{(-1)^k k!} \cdot A_{r,k} \left( \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \right). \quad (7.4)
\]

The De Moivre polynomials above can be expressed in terms of the more familiar Stirling numbers. Recall that the Stirling subset numbers \( \{ \binom{n}{k} \} \) count the number of ways to partition \( n \) elements into \( k \) nonempty subsets. The Stirling cycle numbers \( [ \binom{n}{k} ] \) count the number of ways to arrange \( n \) elements into \( k \) cycles. Their properties are developed in [7, Sect. 6.1]. Also described in [7, Sect. 6.2] and [8] are the second-order Eulerian numbers \( \langle \langle \binom{n}{k} \rangle \rangle \) and the relations

\[
\begin{align*}
\left\{ \begin{array}{c} r + j \\ j \end{array} \right\} &= \sum_{k=0}^{r} \binom{\binom{r}{k}}{\binom{r+k}{2r}} \left( \begin{array}{c} r + j + k \\ 2r \end{array} \right), \\
\left[ \begin{array}{c} r + j \\ j \end{array} \right] &= \sum_{k=0}^{r} \binom{\binom{r}{k}}{\binom{2r + j - 1 - k}{2r}}.
\end{align*} \quad (7.5)
\]

As shown in [14, Sect. 2], for example,

\[
A_{n,k} \left( \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \ldots \right) = \frac{k!}{n!} \binom{n}{k}, \quad A_{n,k} \left( \frac{1}{1!}, \frac{1}{2!}, \frac{1}{3!}, \ldots \right) = \frac{k!}{n!} \binom{n}{k}. \quad (7.7)
\]
Removing the first coefficient $a_1$ in $A_{n,k}(a_1, a_2, \ldots)$ is easily achieved by the binomial theorem:

$$A_{n,k}(a_2, a_3, \ldots) = \sum_{j=0}^{k} (-a_1)^{k-j} \binom{k}{j} A_{n+j, k}(a_1, a_2, \ldots). \quad (7.8)$$

Then it follows from (7.7) and (7.8) that

$$A_{r,k} \left( \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \right) = \frac{k!}{(r+k)!} \sum_{j=0}^{k} (-1)^{k-j} \binom{r+k}{r+j} \binom{r+j}{j}. \quad (7.9)$$

$$A_{r,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right) = \frac{k!}{(r+k)!} \sum_{j=0}^{k} (-1)^{k-j} \binom{r+k}{r+j} \binom{r+j}{j}. \quad (7.10)$$

**Proposition 7.1** For $w \in \mathbb{C}$,

$$U_r(w) = \delta_{r,0} + \frac{(-1)^r w}{(1-w)^{2r+1}} \sum_{j=0}^{r} \binom{r}{j} w^j \quad (w \neq 1). \quad (7.11)$$

$$= \delta_{r,0} + (-1)^r \sum_{j=1}^{\infty} \binom{r+j}{j} w^j \quad (|w| < 1). \quad (7.12)$$

**Proof** Inserting (7.5) and (7.6) into (7.9) and (7.10), respectively, and simplifying the binomial sum as in [7, Eq. (5.24)] reveals that

$$A_{r,k} \left( \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \right) = \frac{k!}{(r+k)!} \sum_{j=0}^{r} \binom{r}{j} \binom{j}{r-k}. \quad (7.13)$$

$$A_{r,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right) = \frac{k!}{(r+k)!} \sum_{j=0}^{r} \binom{r}{j} \binom{r-1-j}{r-k}. \quad (7.14)$$

Then substituting (7.13) into (7.3), (or (7.14) into (7.4)), interchanging summations and simplifying yields (7.11). Expanding $(1-w)^{-2r-1}$ in (7.11) with the binomial theorem and using (7.6) then shows (7.12). \qed

The identity (7.11) is due to Knuth and described in [10, p. 506] where the functions

$$Q_w(n) := T_n(1/w; 0)/w, \quad R_w(n) := S_n(w; 0)$$

are studied. Also (7.12) is due to Carlitz in [4]. Proposition 7.1 gives new proofs of these identities.
Comparing coefficients of $w$ in (7.3), (7.4) and (7.11) finds

$$
\left\langle \binom{j}{r} \right\rangle = \sum_{k=0}^{r} (-1)^{r+j+k} \frac{(r+k)!}{k!} \binom{r-k}{j} A_{r,k} \left( \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \right) \quad (r \geq 0),
$$

or

$$
= \sum_{k=0}^{r} (-1)^{j+k+1} \frac{(r+k)!}{k!} \binom{r-k}{j+1-k} A_{r,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right) \quad (r \geq 1).
$$

Combining (7.8) with (7.9), (7.10), (7.13) or (7.14) also gives explicit formulas for $A_{r,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right)$ and $A_{r,k} \left( \frac{1}{5}, \frac{1}{6}, \frac{1}{7}, \ldots \right)$. For example,

$$
A_{r,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right) = \sum_{j_1+j_2+j_3=k} (-1)^{j_1+j_2} \frac{k!}{2^{j_1} j_1! j_2! j_3!} \left[ \frac{r+j_2+2j_3}{j_3} \right].
$$

where the sum is over all $j_1$, $j_2$, $j_3 \in \mathbb{Z}_{\geq 0}$ that sum to $k$.

Applying (7.8) $r$ times leads to the following result.

**Proposition 7.2** For $r, k \geq 0$, $A_{n,k}(a_{r+1}, a_{r+2}, \ldots)$ is equal to

$$
\sum_{j_1+j_2+\ldots+j_{r+1}=k} \binom{k}{j_1, j_2, \ldots, j_{r+1}} (-a_1)^{j_1} (-a_2)^{j_2} \ldots (-a_r)^{j_r}
	imes A_{n+j+j_{r+1}, j_{r+1}}(a_1, a_2, \ldots),
$$

where $J$ means $(r-1)j_1 + (r-2)j_2 + \ldots + 1j_{r-1}$ and the summation is over all $j_1, \ldots, j_{r+1} \in \mathbb{Z}_{\geq 0}$ with sum $k$.

Using this, along with the equality $A_{m-k,k} \left( \frac{1}{m}, \frac{1}{1!}, \frac{1}{2!}, \ldots \right) = k^m / m!$, proves the additional formulas

$$
A_{n,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right) = \sum_{j_1+j_2+j_3=k} \binom{k}{j_1, j_2, j_3} (-1)^{j_1+j_2} \frac{j_3^{n+j_1+j_3}}{(n+j_1+j_3)!},
$$

or

$$
A_{n,k} \left( \frac{1}{3!}, \frac{1}{4!}, \frac{1}{5!}, \ldots \right) = \sum_{j_1+j_2+j_3+j_4=k} \binom{k}{j_1, j_2, j_3, j_4} \frac{(-1)^{j_1+j_2+j_3+j_4} j_4^{n+j_1+j_2+j_3+j_4}}{2^{j_3}(n+j_1+j_2+j_3+j_4)!}.
$$

There is also a nice combinatorial interpretation of the De Moivre polynomial values appearing in this section. Let $n, k, r$ be integers with $n, k \geq 0$, $r \geq 1$. Write $\binom{n}{k}_r$ for the number of ways to partition $n$ elements into $k$ subsets, each with at least $r$ members. Let $\binom{n}{k}_r$ denote the number of ways to arrange $n$ elements into $k$ cycles,
each of length at least \( r \). We also set \( \{0\}_{k,r} = \{0\}_{k} = \delta_{k,0} \). These are the so-called \( r \)-associated Stirling numbers, generalizing the usual \( r = 1 \) case; see for example \([5, \text{pp. 222, 257}]\) and \([2, \text{Sect. 2}]\). We are following the Knuth-approved notation of \([9]\).

**Proposition 7.3** Using sequences starting with \( r - 1 \) zeros, we have

\[
\begin{align*}
\{ n \atop k \}_{r \geq r} & = \frac{n!}{k!} A_{n,k} \left( 0, 0, \ldots, 0, \frac{1}{r!}, \frac{1}{(r + 1)!}, \ldots \right) \quad (7.21) \\
\begin{bmatrix} n \\ k \end{bmatrix}_{r \geq r} & = \frac{n!}{k!} A_{n-(r-1)k,k} \left( \frac{1}{r!}, \frac{1}{(r + 1)!}, \ldots \right), \quad (7.22) \\
\begin{bmatrix} n \\ k \end{bmatrix}_{r \geq r} & = \frac{n!}{k!} A_{n,(r-1)k,k} \left( \frac{1}{r}, \frac{1}{r + 1}, \ldots \right) \quad (7.23)
\end{align*}
\]

**Proof** Express the right-hand side of \((7.21)\) using \((2.2)\). Each nonzero summand corresponds to a partition of \( n \) elements into \( jr \) subsets of size \( r \), \( jr+1 \) subsets of size \( r + 1 \), and so on, with \( k \) subsets altogether. Then

\[
\frac{n!}{(jr!jr+1\cdots)(r!)^j((r+1)!)^{j+1}\cdots}
\]

counts the \( n! \) ways to put the \( n \) elements into this partition, dividing by the \( jm! \) ways to order the subsets of size \( m \) and dividing by the \( m! \) ways to order the elements of each subset of size \( m \). This gives the desired \( r \)-associated Stirling subset number. The argument for the \( r \)-associated Stirling cycle number in \((7.23)\) is the same except that there are only \( m \) ways to write a particular cycle of length \( m \). The formulas \((7.22)\), \((7.24)\) follow by \((2.3)\). \(\square\)

The De Moivre polynomial values in \((4.12)-(4.13)\) and \((7.1)-(7.4)\) can now be replaced by \( r \)-associated Stirling numbers. For example,

\[
\begin{align*}
\gamma_j & = \sum_{k=0}^{2j} \frac{(-1)^k}{(2j+2k)!!} \left[ \begin{array}{c} 2j+2k \\ k \end{array} \right]_{\geq 3}, \\
\gamma_j & = \sum_{k=0}^{2j} \frac{(-1)^k}{(2j+2k)!!} \left[ \begin{array}{c} 2j+2k+1 \\ k \end{array} \right]_{\geq 3}, \quad (7.25)
\end{align*}
\]

where the first formula in \((7.25)\) is due to Comtet \([5, \text{p. 267}]\), and the second is due to Brassesco and Méndez \([2, \text{Thm. 2.4}]\). Also

\[
\begin{align*}
\rho_j & = \delta_{j,0} + \sum_{k=0}^{2j+1} \frac{(-1)^k}{(2j+2k+1)!!} \left[ \begin{array}{c} 2j+2k+1 \\ k \end{array} \right]_{\geq 3}, \quad (7.26) \\
& = -\sum_{k=0}^{2j+1} \frac{(-1)^k}{(2j+2k+1)!!} \left[ \begin{array}{c} 2j+2k+1 \\ k \end{array} \right]_{\geq 3}. \quad (7.27)
\end{align*}
\]
8 Approximations to the exponential integral

Ramanujan’s next result after (1.1) and (1.2) is Entry 49, and it seems to have attracted much less attention than Entry 48. For \( n \) a positive integer, use the relation
\[
1 + \frac{1!}{n} + \frac{2!}{n^2} + \cdots + \frac{(n-1)!}{n^{n-1}} + \frac{n!}{n^n} \Psi_n = n e^{-n} \text{Ei}(n), \tag{8.1}
\]
to define \( \Psi_n \), with \( \text{Ei}(n) \) given in (1.6). Then Ramanujan computed the first terms in the asymptotic expansion of \( \Psi_n \), writing \( \frac{1}{\Psi_n} = -\frac{1}{3} + \frac{4}{135n} + \frac{8}{2835n^2} + O \left( \frac{1}{n^3} \right) \), \tag{8.2}
See Berndt’s discussion [1, p. 184] of this entry, and a proof of (8.2) based on Olver’s work in [12, pp. 523–531]. We are also interested in the generalization
\[
1 + \frac{1!}{n} + \frac{2!}{n^2} + \cdots + \frac{(n+v-1)!}{n^{n+v-1}} + \frac{(n+v)!}{n^{n+v}} \Psi_n(v) = n e^{-n} \text{Ei}(n), \tag{8.3}
\]
and our goal is to establish the next result.

**Theorem 8.1** Let \( v \) be any integer. As \( n \to \infty \),
\[
\Psi_n(v) = \psi_0(v) + \frac{\psi_1(v)}{n} + \frac{\psi_2(v)}{n^2} + \cdots + \frac{\psi_{R-1}(v)}{n^{R-1}} + O \left( \frac{1}{n^R} \right), \tag{8.4}
\]
for an implied constant depending only on \( R \) and \( v \), with \( \psi_r(v) \) given explicitly in (8.12).

From [12, p. 529], \( \text{Ei}(n) \) may be expressed with a contour integral where the path of integration runs along the positive reals while moving above 1 to avoid the pole:
\[
\text{Ei}(n) = -\pi i + \int_0^\infty \frac{e^{n(1-z)}}{1-z} \, dz. \tag{8.5}
\]
Make the replacement
\[
\frac{1}{1-z} = 1 + z + z^2 + \cdots + z^{n+v-1} + \frac{z^{n+v}}{1-z}
\]
in (8.5) to find
\[
\text{Ei}(n) = -\pi i + e^n \sum_{j=0}^{n+v-1} \frac{j!}{n^{j+1}} - \int_0^\infty e^{n \cdot p(z)} \frac{z^v}{z-1} \, dz,
\]
\(^1\) He was considering \( 1 + \Psi_n \) so his first term is \( 2/3 \).
for $p(z) = 1 - z + \log z$. Hence,

$$
e^{-\pi i} n^\alpha (n + v)! \Psi_n(v) = -n\pi i - n \int_0^\infty e^{n^\alpha p(z)} \frac{z^v}{z - 1} \, dz. \quad (8.6)$$

We would like to reuse our work in Sect. 4 to find the asymptotics of the integral in (8.6). As well as having a saddle-point at $z = 1$, the integrand also has a simple pole there and so Theorem 2.3 cannot be used. Perron in [15] covered the case we need and we quote a version of his result in Theorem 6.3 of [13] next, (though it is slightly more general than required). Note that $R_p$ depends only on the holomorphic function $p(z)$ and $z_0$; it can be any positive number that is sufficiently small.

**Theorem 8.2** (Perron’s method for an integrand containing a factor $(z - z_0)^{a-1}$ for arbitrary $a \in \mathbb{C}$.) Suppose Assumptions 2.2 hold, though with the following change to the contour $\mathcal{C}$. Starting at $z_1$ it runs to the point $z_1'$ which is a distance $R_p$ from $z_0$ and on the bisecting line with angle $\theta_k$. Then the contour circles $z_0$ to arrive at the point $z_2'$ which is a distance $R_p$ from $z_0$ and on the bisecting line with angle $\theta_k$. Finally, the contour ends at $z_2$. The integers $k_1$ and $k_2$ keep track of how $\mathcal{C}$ rotates about $z_0$ between $z_1'$ and $z_2'$; the angle of rotation is $2\pi (k_2 - k_1)/\mu$.

Suppose that $\text{Re}(p(z)) < \text{Re}(p(z_0))$ for all $z$ in the segments of $\mathcal{C}$ between $z_1$ and $z_1'$ and between $z_2'$ and $z_2$ (including endpoints). Let $a \in \mathbb{C}$. For $z \in \mathcal{C}$, the branch of $(z - z_0)^{a-1}$ is specified by requiring

$$(z_1' - z_0)^{a-1} = |z_1' - z_0|^{a-1} \cdot e^{i\theta_1(a-1)} \quad (8.7)$$

when $z = z_1'$ and by continuity at the other points of $\mathcal{C}$. Then for any $S \in \mathbb{Z}_{\geq 0}$,

$$
\int_{\mathcal{C}} e^{n^\alpha p(z)} (z - z_0)^{a-1} q(z) \, dz =
$$

$$
e^{n^\alpha p(z_0)} \left( \sum_{s=0}^{S-1} \Gamma \left( \frac{s + a}{\mu} \right) \frac{\alpha_s (e^{2\pi ik_2(s+a)/\mu} - e^{2\pi ik_1(s+a)/\mu})}{n^{s+a}/\mu} + O \left( \frac{K_q}{n^{S+\text{Re}(a)/\mu}} \right) \right) \quad (8.8)
$$

where the implied constant in (8.8) is independent of $n$ and $q$. The numbers $\alpha_s$ are given by (2.11), depending on a now. If $(s + a)/\mu \in \mathbb{Z}_{\leq 0}$, then

$$
\Gamma((s + a)/\mu) \left( e^{2\pi ik_2(s+a)/\mu} - e^{2\pi ik_1(s+a)/\mu} \right)
$$

in (8.8) is not defined and must be replaced by $2\pi i (k_2 - k_1) (-1)^{(s+a)/\mu}/|(s + a)/\mu|!$.

We may apply Theorem 8.2 to the integral in (8.6) taking $z_1 = 1/2$, $z_0 = 1$ and $z_2 = 3/2$, since the remaining parts are exponentially small by the work in Lemma 3.2. Then use (4.4), $a = 0$, $k_1 = 1$, and $k_2 = 0$, to obtain

$$
\int_0^\infty e^{np(z)} \frac{z^v}{z - 1} \, dz = -\pi i + \sum_{s=1}^{S-1} \Gamma \left( \frac{s}{2} \right) \frac{\alpha_s \cdot (1 - (-1)^s)}{n^{s/2}} + O \left( \frac{1}{n^{S/2}} \right). \quad (8.9)
$$
Using \((8.9)\) in \((8.6)\) and simplifying \(\alpha_s\) in \((2.11)\) shows the next result.

**Proposition 8.3** As \(n \to \infty\),

\[
\frac{e^n}{n^{n+v}} \Gamma(n + v + 1) \Psi_n(v) = \sqrt{2\pi n} \left( \frac{\tau_0(v)}{n} + \frac{\tau_1(v)}{n^2} + \cdots + \frac{\tau_{R-1}(v)}{n^{R-1}} + O\left( \frac{1}{n^R} \right) \right),
\]

(8.10)

for an implied constant depending only on \(R \in \mathbb{Z}_{\geq 1}\) and \(v \in \mathbb{Z}\), with

\[
\tau_r(v) := \sum_{m=0}^{2r+1} (-1)^{m+1} \left( \frac{v}{2r + 1 - m} \sum_{k=0}^{m} \frac{(2r + 2k - 1)!!}{(-1)^k k!} A_{m,k} \left( \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \ldots \right) \right).
\]

(8.11)

**Proof of Theorem 8.1** Combining Propositions 1.1 and 8.3 produces

\[
\Psi_n(v) = \left( \frac{\sum_{r=0}^{R-1} \tau_r(v)}{n^r} + O\left( \frac{1}{n^R} \right) \right) / \left( 1 + \sum_{r=1}^{R-1} \gamma_r(v) \frac{1}{n^r} + O\left( \frac{1}{n^R} \right) \right).
\]

Then \((8.4)\) follows and \(\psi_r(v)\) may be expressed in terms of the \(\tau_r(v)\) and \(\gamma_r(v)\) coefficients. Using [14, Prop. 3.2], for example, to find the multiplicative inverse of the series involving \(\gamma_r(v)\) yields

\[
\psi_r(v) = \sum_{m=0}^{r} \tau_{r-m}(v) \sum_{k=0}^{m} (-1)^k A_{m,k} (\gamma_1(v), \gamma_2(v), \ldots).
\]

(8.12)

\(\square\)

A computation now finds for example, with \(v\) any fixed integer as \(n \to \infty\),

\[
\Psi_n(v) = -\frac{1}{3} - v + \left( \frac{4}{135} + \frac{v(v + 1)^2}{3} \right) \frac{1}{n} + \left( \frac{8}{2835} - \frac{v(9v^4 + 45v^3 + 75v^2 + 47v + 8)}{135} \right) \frac{1}{n^2} + O\left( \frac{1}{n^3} \right).
\]

(8.13)

The expansion \((1.5)\) of \(\theta_n(v)\) looks similar to \((8.13)\) and, in particular, their constant terms \(\psi_r = \psi_r(0)\) and \(\rho_r\) seem to agree up to an alternating sign.

**Conjecture 8.4** For all \(r \geq 0\), we have \(\psi_r = (-1)^{r+1} \rho_r\).

We have confirmed this relation for \(r \leq 100\) and hope to pursue it in a follow-up work.

**Data availability** All data generated or analysed during this study are included in this article.
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