I. INTRODUCTION

Electron anti-neutrinos from large commercial nuclear reactors are playing an important role in the exploration of neutrino oscillations. The choice of distance between source and detector allows one to conveniently tune an experiment’s sensitivity to either the atmospheric or reactor signal from constant backgrounds. Equation 1 may be expanded as

\[ S(E_{\nu}) = \sum_{i} f_i \left( \frac{dN_{\nu,i}}{dE_{\nu}} \right), \]

where \( dN_{\nu,i}/dE_{\nu} \) is the \( \bar{\nu}_e \) emission spectrum per fission of isotope \( i \), and \( f_i \) is the number of fissions of isotope \( i \) during the data taking period. Since >99.9% of the energy-and \( \bar{\nu}_e \)-producing fissions are from \( ^{235}\text{U}, ^{238}\text{U}, ^{239}\text{Pu}, \) and \( ^{241}\text{Pu} \) (see Figure 1), the summation in Equation 2 is performed over just these 4 isotopes. For \( ^{235}\text{U}, ^{239}\text{Pu}, \) and \( ^{241}\text{Pu} \), the emitted \( \bar{\nu}_e \) spectra \( dN_{\nu}/dE_{\nu} \) are derived from \( \beta \)-spectrum measurements of the fissioning of the isotopes by thermal neutrons. The uncertainty
in the $\bar{\nu}_e$ spectral shape derived from these measurements was investigated recently in \[19\]. For $^{238}$U, no measurements are available, so theoretical calculations of its $\bar{\nu}_e$ emission must be used \[20\].

The $f_i$ can be obtained from detailed simulations of the reactor core throughout the data taking period. The output $f_i$ must obey the thermal energy constraint

$$W_{th} = \sum_{i=1}^{\text{isotopes}} f_i e_i,$$  \tag{3}

where $W_{th}$ is the total thermal energy produced by the reactor during the time period considered, and $e_i$ denotes the energy released per fission of isotope $i$. To reduce sensitivity to errors in the simulation codes, the codes are typically used to obtain not the $f_i$ directly but the fission fractions $f_i/F$, where $F = \sum_i f_i$. Measurements of the total generated thermal power taken regularly during reactor operation may then be used to obtain the total numbers of fissions of each isotope using Equation 3.

The appropriate simulation codes are cumbersome to run, and are often proprietary, and therefore are not always available for direct use by scientific collaborations. Obtaining the $f_i/F$ therefore requires special agreements with reactor operators. Depending on the terms of the agreement, fine grained time-dependent fission fractions may be obtained. Fine-grained data for $W_{th}$ are commonly available, since such information must be made available to nuclear regulatory bodies. Reactor $\bar{\nu}_e$ experiments then use this information to calculate the $\bar{\nu}_e$ signal using an equation of the following form:

$$n_{\nu} = \frac{W_{th}}{\sum_i (f_i/F)e_i} \sum_{i=1}^{\text{isotopes}} \left( \frac{f_i}{F} \right) n_i,$$ \tag{4}

where for simplicity we have assumed a single reactor, and have integrated over $E_{\nu}$. The terms in Equations 1 and 2 not appearing in Equation 4 have been grouped into the $n_i$, the number of detected $\bar{\nu}_e$ per fission of isotope $i$.

Most recent reactor $\bar{\nu}_e$ experiments, including KamLAND \[2, 3, 4\], CHOOZ \[6\], Palo Verde \[7\] and Bugey \[21\], have used Equation 4 or variations on it, to perform their signal calculations. In the first two experiments, the systematic uncertainty in the signal calculation was taken to be the quadratic sum of the uncertainty in the reactor power measurements which yield $W_{th}$ and some estimate of the error due to the uncertainty in the fission fractions $f_i/F$. In the case of Palo Verde this latter component was estimated from comparisons between calculated and measured isotopic concentrations in spent fuel elements \[16\]. In the case of KamLAND this component was taken from comparisons of a simplified reactor model to detailed simulations \[2, 3, 4, 22\], which assumes that the uncertainty of the simplified reactor model significantly exceeds that of the detailed simulations. However, no systematic uncertainty was assigned to the detailed reactor simulations. The CHOOZ experiment \[6\] leveraged the short baseline Bugey observation to limit the reaction cross section uncertainty, scaling their result to agree with the Bugey-measured cross section per fission. This treatment allowed CHOOZ to significantly reduce the error associated with the $\bar{\nu}_e$ emission spectra $(dN_e/dE_{\nu})$. However, their method is legitimate only to the extent that the reactor simulations employed by the CHOOZ and Bugey reactor operators reliably model the different reactors with their specific fuel compositions and operation histories. In all cases, the combined systematic error was estimated to be within 2-3%. At this level, the different methods employed by each experiment are likely not overly aggressive.

With detector-based uncertainties in current and next-generation reactor $\bar{\nu}_e$ experiments approaching the $\sim 1\%$ scale, a more careful treatment of these reactor-specific uncertainties is necessary, particularly for experiments with multiple reactor sources in which correlations become important. In this paper we outline such a detailed treatment of these uncertainties and demonstrate its application to a counting analysis of $\bar{\nu}_e$’s from single and multiple commercial reactor sources. In Section III we discuss in detail the uncertainty in reactor thermal power measurements. In Section IV we examine the Monte-Carlo estimation of the $f_i$ and, expanding on the treatment in \[10\] and \[22\], derive uncertainties for these based on a large body of spent fuel isotopic concentration comparisons used to verify the codes. In Section V we combine the uncertainties from $W_{th}$ and the $f_i$ to estimate their contribution to the uncertainty in the anti-neutrino yield. We also discuss the applications of our calculation to specific experimental configurations, including multiple reactor sources. We draw our conclusions in Section VI.

Our analysis addresses issues common to large commercial power reactors, especially Pressurized-Water-Reactors (PWRs) and Boiling-Water-Reactors (BWRs), using low-enrichment fuel. Explanation of the operation of PWRs and BWRs may be found in \[24\]. Modern neutrino experiments are almost exclusively using $\bar{\nu}_e$ from such reactors. Minor contributions from other reactor types are not considered here. All uncertainties are given at the 68.3% confidence level.

## II. THERMAL POWER UNCERTAINTY

The most accurate measurement of a reactor’s thermal power is given by a calculation of the energy balance around the reactor vessel (BWR) or steam generator (PWR). This requires accurate measurements of feedwater mass flow and temperature, steam enthalpy and moisture content, and reactor coolant-cycle heat gains and losses \[25\]. For the PWRs at Diablo Canyon Power Plant (DCPP) (California, USA), the thermal balance is written as

$$Q_C = Q_S + Q_{\text{LTND}} + Q_{\text{RKC}} - Q_{\text{RCP}} - Q_{\text{PZ}},$$ \tag{5}
$Q_C$ is the core thermal output, the time-integral of which gives $W_{th}$. The largest component of it, $Q_S$, is the power extracted from the steam produced directly in the steam generator. Smaller corrections are represented by: $Q_{LTND}$, the power lost in the water clean-up system; $Q_{R\&C}$, the power losses to the external environment due to radiation and convection; $Q_{RCP}$, the contribution to $Q_S$ from heating of the working fluid by the circulation pumps; and $Q_{PZ}$, the contribution to $Q_S$ from heating of the working fluid by the pressurizers. The correction terms together account for 0.3-0.4% of the total $Q_C$.

A similar thermal balance may be written for other PWRs as well as for BWRs. In the case of BWRs, the main component is also in the form of steam produced by the reactor. For both reactor types, $Q_S$ is evaluated according to

$$Q_S = m_s (h_{out} - h_{in}), \quad (6)$$

where $m_s$ is the mass flow rate of the feed-water to the steam generator (PWR) or reactor vessel (BWR), and $h_{out} - h_{in}$ is the specific enthalpy rise in the steam generation. We will discuss the uncertainties in these terms below. The uncertainties on the terms other than $Q_S$ in the thermal balance equation (Equation 5) contribute negligibly to the uncertainty of the core thermal power and will not be addressed further here.

The enthalpy rise is calculated, using steam tables [26], from inlet and outlet values of the pressure and temperature, and from the moisture content on the secondary side of the steam generator or reactor vessel. The enthalpy uncertainty has several contributions deriving from measured and calculated quantities. The errors in the temperature and pressure measurements are assumed to be random after correction for known systematic contributions. The moisture content of the steam is generally known to grow during the operation cycle because of reduced moisture removal efficiency of the steam separators due to a slow deposition of eroded metal particles. The moisture content uncertainty of the steam may be treated as a systematic uncertainty since all reactors undergo this aging process. The calculation of the enthalpy rise from these inputs using steam tables contributes an additional systematic uncertainty of $\sim 0.2\%$ [27].

As an example, Table I shows the uncertainties of the quantities relevant to the enthalpy calculation for DCPP. The moisture content at DCPP’s steam generators grows with time, as mentioned above; the number in Table I is an average over the period of operation. Over longer periods the moisture content may grow, as explained above, by a factor of two over the level represented in Table I, but even then it will comprise a sub-dominant contribution to the error budget. A similar analysis for Beaver Valley Unit 2 yielded enthalpy-related contributions to the thermal power uncertainty totaling 0.16% [28]. A more general discussion in [29] uses an enthalpy uncertainty of 0.24%. For a generic reactor or when a more detailed analysis is unavailable, we suggest conservatively assuming 0.15% random uncertainty (for the $p$ and $T$ measurements) and 0.2% systematic uncertainty (due to the moisture content and use of steam tables) for the enthalpy rise.

The uncertainty in $m_s$ gives the largest contribution to the error in the thermal power [30, 31]. In order to provide as accurate a measurement as possible, the flow rate is measured in a long, straight section of pipe where fully developed turbulent flow is established. Different types of flow meters may be employed there. Traditionally the system is instrumented with nozzle-based flow meters operating on the principle of the Venturi effect. An early analysis yielded a total flow uncertainty for these meters of 1.7%, of which 1.6% is attributable to random errors, while the systematic uncertainty is determined to be 0.5% [32]. According to more recent experience at DCPP, properly calibrated and maintained Venturi meters can be operated with an initially low total uncertainty of about 0.7%. However, the accuracy of the Venturi meters fluctuates with time due to material deposition, or “fouling” [30], which leads to smaller cross-sectional area for the flow through the device and results in indicated flow rates exceeding the true value. Depending upon the nozzle style and the pH factor of the feedwater, this fouling can grow as high as 3% over periods of a few months to a few years. In-situ comparisons between Venturi meters and more modern instrumentation (discussed below) shows an average systematic difference of $+0.6\%$, and a statistical spread of $\sim 1.4\%$ [33, 34].

Fouling in Venturi flow meters results in economic losses for the nuclear power industry. Nuclear reactor regulations in the US and elsewhere require operators to apply a safety margin accounting for the uncertainty in the thermal power measurement when performing loss-of-coolant accident and emergency core cooling system performance analyses. However, the regulatory practice varies from country to country [33]. The size of the safety margin is 2% in the US, but may be reduced if the thermal power measurement uncertainties can be demonstrated to be smaller than that level [30]. For reactors

| Quantity | Typical Value | Error [%] | $\Delta$Enthalpy | Enthalpy Error [%] |
|----------|---------------|-----------|-------------------|-------------------|
| $p_{in}$ | 6.9 MPa       | 0.50      | 0.002             | 0.001             |
| $T_{in}$ | 221°C         | 0.12      | 1.153             | 0.138             |
| $p_{out}$ | 5.6 MPa       | 0.94      | 0.018             | 0.017             |
| Moisture content | 0.99 | 0.05 | 0.562 | 0.028 |
| Steam tables | | | <0.2 | |
| Quadratic Sum | | | | 0.25 |
instrumented with Venturi meters, for which lower uncertainties cannot be demonstrated as a result of fouling, this in effect leads to operation at 2% below the plant’s licensed operating power limit. A similar 2% safety margin is required in Japan [37]. Moreover, fouling itself results in an overestimation of the thermal power, leading to actual operation up to a few percent below the indicated level, and thus a lower electric power output. This two-fold impact of fouling gives the nuclear power industry a high incentive to deploy a replacement technology with smaller, well-understood uncertainties.

Using a new generation of ultrasonic flow meters (UFM) not affected by fouling, the thermal power uncertainty may be significantly reduced. UFMs use an electronic transducer with no differential pressure elements. There are currently two types of UFM systems routinely used in the nuclear electric generation industry to accurately calculate feed-water flow in high purity water [38]. One style is the transit-time meter, while the other is the cross-flow meter. The transit-time UFM emits ultrasound signals diagonally through the fluid upstream and downstream along the same path. The measured time difference between the two paths is proportional to the velocity of the fluid in the pipe. Accuracies of 0.2-0.5% are reported [39, 40] for transit-time type UFMs. The cross-flow UFM measures the time taken by a unique pattern of turbulent eddies in the fluid to travel between two pairs of transducers at some known distance apart along the pipe. The cross-flow devices are mounted externally to the pipe. The cross-flow UFM with its associated hardware and software is able to achieve a flow measurement uncertainty of 0.25% or better, although the ability to achieve these uncertainties in real reactor conditions has been questioned [41]. This type of meter is employed at DCPP, with an uncertainty evaluated in-situ within the 0.4-0.7% range. The principles of operation of both transit-time and cross-flow UFMs are described in detail in [42].

The measurement uncertainties of transit-time UFMs and their breakdown into statistical and systematic components were studied in detail by Estrada [40] of Caldon Inc., a flow meter manufacturer for the nuclear industry. This work found total uncertainties in the measured mass flow rates of 0.45% for models with externally mounted transducers, and 0.20% for intrusive-type models with 4 pairs of transducers. We refer to these as Type I and Type II UFMs, respectively. These uncertainties originate from the differences between the water axial velocity profile in the test facility and in the measurement system in a plant, the uncertainty in the measurement of the ultrasound acoustic path in the water pipe, the imperfect knowledge of the dimensions of the measurement systems, and the uncertainty in the measurement of the time of flight of the acoustic pulses, including non-fluid delays. The water flow uncertainties are divided into random and systematic contributions in Table II.

We note that the 0.45% uncertainty based on Estrada’s study is consistent with the 0.4-0.7% uncertainty estimated by DCPP for cross-flow meters. Several other assessments of mass flow rate uncertainties, also consistent with these values, may be found in the literature. The generic discussion in [29], for example, quotes feed-water flow uncertainties of 0.4%. For a generic UFM, we will use the values listed for the Type I transit-time UFM, which has the largest estimated systematic uncertainty, and gives a total error consistent with values considered by the US Nuclear Regulatory Commission in a discussion on the use of UFMs [41].

The errors on the enthalpy rise and \( m_s \) may be added in quadrature to obtain the full error on \( Q_S \). Combining the mass flow uncertainty (as given in Table II for Type I transit-time UFMs) with an enthalpy uncertainty of 0.25%, we get a total thermal power uncertainty of 0.51%, of which 0.45% is systematic and 0.25% will vary from reactor-to-reactor. Typical values for the quantities describing the heat balance and their error are given in Table III for DCPP, using two PRWs equipped with cross-flow type UFMs. An internal DCPP study characterized about a quarter of the thermal power uncertainty as correlated. The error in the determination of \( Q_S \), which is the only non-negligible component of \( Q_C \) and hence determines the uncertainty on \( W_{th} \), is dominated by the uncertainty in \( m_s \). For precise evaluation of the errors, the enthalpy uncertainty has to be taken into account.

It is worth mentioning that most feed-water flow applications require two or more flow measurements. In
PWRs, for example, the flow is measured in each steam generator. In BWRs, the flow is normally measured in each of two main feed headers. In these cases, the random uncertainties may be reduced by a factor of $1/\sqrt{\text{number of generators}}$ or $1/\sqrt{2}$, respectively.

It is also worth noting that estimates of flow rate measurement uncertainties to date have been performed in laboratory settings at Reynolds numbers of up to $10^6$. However, Reynolds numbers in actual power plants are as high as $10^7$ [29, 43, 44]. The uncertainty estimates described above are therefore extrapolations from the lower Reynolds number evaluations. Although the error associated with these extrapolations is expected to be small, new test facilities have been proposed to generate realistic flow conditions with a higher Reynolds number to test these extrapolations [48].

III. UNCERTAINTIES IN FISSION CALCULATIONS

During the power cycle of a nuclear reactor, the composition of the fuel changes as Pu isotopes are bred and U is depleted. At the end of the power cycle, some fraction of the fuel is replaced, and the remaining fuel elements are shuffled to optimize burnup. Knowledge of the detailed, time-dependent radionuclide content of the spent fuel throughout the power cycle is of interest to reactor operators and regulatory groups because it impacts shielding requirements, dose rate analysis, toxicity, waste storage and handling considerations, and criticality safety [46]. To obtain this knowledge, reactor operators employ Monte-Carlo simulations of the reactor core. The simulations begin with an initial fuel composition and a physical model of the core assembly. An initial neutron flux solution for the core is computed based on a number of inputs, including the measured thermal power generation, and other operating parameters such as the pressure, temperature, and flow rate of the cooling system, neutron moderation parameters, etc. Cross-section and decay data libraries are used to compute the rate of various interactions and update the fuel composition as a function of position. This process is iterated in a series of time-steps throughout the reactor power cycle.

As a by-product, these reactor core simulations may be made to output the number of fissions $f_i$ needed for the estimation of the signal in reactor anti-neutrino experiments. A plot of the time-dependent fission rates calculated for a typical power cycle of one of the reactors at the Palo Verde Nuclear Generating Station (PVNGS) in Arizona, USA, is shown in Figure 1. Integrating over the power cycle gives the $f_i$ required by Equation 4 to compute the $\bar{\nu}_e$ signal.

Uncertainties in these simulation codes originate from a variety of sources [47]. These sources include the uncertainties in the input parameters, uncertainties in the nuclear cross-section and decay data used by the codes, approximations made in the modeling of the reactor core, and numerical approximations used in the computations themselves. Reference 16 explored the input parameter uncertainty contribution with the reactor core simulation code used at PVNGS [48, 49] by calculating the $\bar{\nu}_e$ signal variation for a given deviation of several of the input parameters. For the PVNGS simulation, the normalization to the measured thermal power represented by Equation 4 was done within the code. The code was run for a set of 500-day power cycles with one parameter varied at a time. The results of the study are shown in Figure 2. The thermal power measurement has the largest effect, with a slope of 0.96.

The most common means reactor operators use to globally assess the performance of the codes is to compare measurements of the isotopic content of spent fuel elements with the values predicted by the simulations. Such verifications have been performed for a number of codes at a variety of PWRs and BWRs in the US, Japan and Europe [50, 51, 52, 53]. Samples are obtained from representative locations throughout the core, commonly selected from regions that are difficult to simulate accurately, such as boundaries and hot-spots. The assay technique employed is typically isotopic dilution mass spectroscopy, for which errors of 1-3% are typical for the isotopes of interest [54]: in more recent measurements, errors below 0.3% have been achieved [46].

Figure 3 shows an example comparison between measured and calculated concentrations, in kilogram per metric tonne uranium (kg/MTU), of $^{235}$U, $^{238}$U, $^{239}$Pu and $^{241}$Pu.
$^{241}$Pu as a function of burnup for a set of fuel elements processed at a typical PWR \[10\]. The quantity “burnup” in the abscissa is defined as the amount of energy (in GigaWatt days) extracted from a fuel element per unit initial mass of uranium (in MTU). The burnup is measured to within $\sim 3\%$ for each sample using the $^{148}$Nd method \[55\], in which the integral number of fissions, determined from the sum of the $^{148}$Nd fission product yields for the four isotopes of interest, is multiplied by the average energy released per fission, weighted according to the calculated fission fractions. During a typical reactor cycle, fuel elements near the center of the reactor core receive a higher burnup than those at the edges, due to the higher neutron flux at the center. This spatial variation, along with the number of cycles over which the samples were processed, is responsible for the different burnup values achieved in the samples plotted in Figure 3. During normal operations, fuel elements are processed over several power cycles, and are shuffled between each power cycle, until optimal burnup is reached for all fuel elements. In practice, burnups up to $\sim 50$ GWd/MTU are achieved in the typical operation of modern commercial reactors \[56\].

Fractional differences in the heavy isotope concentrations $\delta c_i/c_i$ were calculated from the measured ($M$) and calculated ($C$) concentrations using the following sign convention:

$$\frac{\delta c}{c} = \frac{c_C - c_M}{c_M}. \quad (7)$$

In Figure 3, we plot the values of $\delta c_i/c_i$ ($i = 235$U, $238$U, $239$Pu, $241$Pu), using 159 comparisons of fuel element samples taken from ten PWRs and BWRs, modeled by a variety of core simulation codes. Details of the codes and reactors included in our analysis are listed with their references in Table IV. Gaussian fits to the distributions are drawn for reference. The individual distributions for PWRs and BWRs (not shown) are equivalent within the available statistics. The concentration comparisons also do not exhibit a strong trend with burnup, as shown in Figure 5.

Unfortunately, these isotopic concentration comparisons only give indirect information on the uncertainty in the number of fissions. However, we can estimate $\delta f_i/f_i$ from $\delta c_i/c_i$ by considering the nuclear processes responsible for the changes in isotopic concentrations through the lifetime of a typical fuel element. The U isotopes are the most straightforward to diagnose, since U breeding processes are negligible compared to U depletion processes. The decrease of the U concentrations with burnup results from a combination of fission and isotopic conversions due to other nuclear processes (e.g. n capture). The error on the total loss of U is the fractional error in the change in concentration after burnup $B$. We conservatively assign the error on the total loss of U entirely to fission processes, so that the fractional error on the number of U fissions is at most

$$\frac{\delta f_U}{f_U} = \frac{\delta (c_U(0) - c_U(B))}{c_U(0) - c_U(B)}, \quad (8)$$

where $c_U(0)$ and $c_U(B)$ are, respectively, the initial and final concentrations of either U isotope after burnup $B$. 

FIG. 2: The change in the expected $\nu$-signal as a function of five inputs to the core simulation, taken from \[10\]. The numbers in the key are slopes of the fitted lines. The lower panel zooms in on the non-power inputs so that their variation can be observed.

FIG. 3: Measured vs. calculated concentrations of $^{235}$U, $^{238}$U, $^{239}$Pu and $^{241}$Pu as a function of burnup for fuel elements taken from the Takahama Unit 3 PWR \[10\]. See the text for a definition of the units.
FIG. 5: The values \( \delta_c/c \) for \(^{235}\text{U}\), \(^{238}\text{U}\), \(^{239}\text{Pu}\) and \(^{241}\text{Pu}\) calculated for each of the 159 comparisons of fuel element samples taken from a number of PWRs and BWRs modeled by a variety of core simulation codes \([46, 57, 58, 59, 60, 61]\).

The initial \(^{235}\text{U}\) and \(^{238}\text{U}\) concentrations \((c_U(0))\) are determined by the enrichment level of the fuel elements under consideration and are known very precisely. Hence the uncertainty \(\delta (c_U(0) - c_U(B))\) is dominated by the uncertainty in \(c_U(B)\), allowing us to approximate

\[
\frac{\delta f_U}{f_U} \approx - \left( \frac{1}{c_U(0)/c_U(B) - 1} \right) \frac{\delta c_U(B)}{c_U(B)}, \tag{9}
\]

where the last term is the \(\delta c/c\) plotted in Figure 4. As can be seen in Figure 3, which is typical for fuel processed in commercial PWRs and BWRs, the factor in parenthesis in Equation 9 is significantly different from one for \(^{238}\text{U}\) but not for \(^{235}\text{U}\), except at low burnup.

For the Pu isotopes the relationship between the

\[
\delta f_{\text{Pu}}/f_{\text{Pu}} \quad \text{and} \quad \delta c_{\text{Pu}}/c_{\text{Pu}}
\]

is complicated by the presence of significant breeding processes. However, the sources of uncertainty in \(\delta f_{\text{Pu}}/f_{\text{Pu}}\) are the same as those in \(\delta c_{\text{Pu}}/c_{\text{Pu}}\), indicating a similar magnitude. Moreover, since the Pu concentrations in fresh fuel used at typical commercial reactors starts at “zero” and the fission rate is at all values of \(B\) proportional to the concentration \(c_{\text{Pu}}(B)\), we simply assume that \(\delta f_{\text{Pu}}/f_{\text{Pu}} \approx \delta c_{\text{Pu}}/c_{\text{Pu}}\) directly.

The four values of \(\delta f_i/f_i\) \((i = 235\text{U}, 238\text{U}, 239\text{Pu}, 241\text{Pu})\) were calculated for each of the 159 comparisons of fuel element samples from the reactors and core simulation codes listed in Table IV using Equation 9 for the U isotopes and letting \(\delta f_{\text{Pu}}/f_{\text{Pu}} \approx \delta c_{\text{Pu}}/c_{\text{Pu}}\) for the Pu isotopes. The means and standard deviations of the distributions for each isotope were extracted from Gaussian fits. The results are listed in Table V. Note that with our sign convention defined in Equation 7 a positive \(\delta f_i/f_i\) corresponds to an over-estimated fission count by the reactor core simulations.

Correlations between the \(\delta f_i/f_i\) were studied as well. Figure 6 plots the \(\delta f_i/f_i\) for pairs of fuel isotopes for

\[
\begin{align*}
\text{Ref.} & \quad \text{Reactor (Type)} & \quad W_{\text{th}} \ [\text{MW}t] & \quad \text{Code} \\
[46] & \quad \text{Takahama Unit 3 (PWR)} & \quad 2652 & \quad \text{SAS2H} \\
[57] & \quad \text{Calvert Cliffs Unit 1 (PWR)} & \quad 2560 & \quad \text{SCALE/SAS2H} \\
[58] & \quad \text{H.B. Robinson Unit 2 (PWR)} & \quad 2192 & \quad \text{SCALE/SAS2H} \\
[59] & \quad \text{Gundremmingen (BWR)} & \quad 2381 & \quad \text{SAS2H} \\
[60] & \quad \text{JDPR (BWR)} & \quad 801 & \quad \text{SAS2H} \\
[61] & \quad \text{Turkey Point Unit 3 (PWR)} & \quad 2300 & \quad \text{SAS2H} \\
[62] & \quad \text{Takatahama Unit 3 (PWR)} & \quad 1347 & \quad \text{SAS2H} \\
[63] & \quad \text{San Onofre (PWR)} & \quad 2652 & \quad \text{ORIGEN2} \\
[64] & \quad \text{Takahama Unit 3 (PWR)} & \quad 825 & \quad \text{ORIGEN2} \\
[65] & \quad \text{Pakusima Unit 2 (BWR)} & \quad 3293 & \quad \text{ORIGEN2} \\
[66] & \quad \text{Calvert Cliffs Unit 1 (PWR)} & \quad 2560 & \quad \text{ORNL-Assm}
\end{align*}
\]

| Fuel | \(\mu\) [%] | \(\sigma\) [%] |
|------|---------|---------|
| \(^{235}\text{U}\) | 0.09 ± 0.16 | 2.0 |
| \(^{238}\text{U}\) | -0.81 ± 0.38 | 4.8 |
| \(^{239}\text{Pu}\) | 0.74 ± 0.45 | 5.7 |
| \(^{241}\text{Pu}\) | -0.32 ± 0.48 | 6.0 |
Figure 6: \( \frac{\delta f}{f} \) dependencies for \( ^{235}\text{U} \), \( ^{238}\text{U} \), \( ^{239}\text{Pu} \), and \( ^{241}\text{Pu} \).

Table VI: Correlation coefficients \( \alpha_{ij} \) obtained from 2-dimensional Gaussian fits applied to the distributions from Figure 6.

|        | \( ^{235}\text{U} \) | \( ^{238}\text{U} \) | \( ^{239}\text{Pu} \) | \( ^{241}\text{Pu} \) |
|--------|-----------------|-----------------|-----------------|-----------------|
| \( ^{235}\text{U} \) | 1 | -0.29 | -0.62 | -0.48 |
| \( ^{238}\text{U} \) | -0.29 | 1 | 0.38 | 0.39 |
| \( ^{239}\text{Pu} \) | -0.62 | 0.38 | 1 | 0.84 |
| \( ^{241}\text{Pu} \) | -0.48 | 0.39 | 0.84 | 1 |

All 159 fuel samples comparisons. Correlation coefficients \( \alpha_{ij} \) are obtained by fitting these distributions to 2-dimensional Gaussians:

\[
G(\Delta_i, \Delta_j) = Ae^{-\frac{1}{2} \frac{(\Delta_i^{2} + \Delta_j^{2} - 2\alpha_{ij}\Delta_i\Delta_j)}{\sigma_i^2}},
\]

where \( \Delta_i = (\delta f_i/f_i - \mu_i)/\sigma_i \) and \( A \) is a normalization constant. In the fit, \( \mu_i \) and \( \sigma_i \) are allowed to float, resulting in fit values consistent in all cases with the values listed in Table V. The fit values of \( \alpha_{ij} \) are listed in Table VI.

We find a weak anti-correlation between \( ^{235}\text{U} \) and all of the other isotopes. This is expected since \( ^{235}\text{U} \) dominates the thermal power production of the reactor, and so maintain the energy balance, the over-fissioning of this isotope must be accompanied by an under-fissioning of the other isotopes (and vice-versa). The fact that the largest anti-correlation is with \( ^{239}\text{Pu} \), the next largest energy producing heavy isotope after \( ^{235}\text{U} \), strengthens this argument.

We also find a strong correlation between the two Pu isotopes, which can be explained by the fact that \( ^{239}\text{Pu} \) is a precursor to \( ^{241}\text{Pu} \) in one of three main isotope transformation chains within the reactor core [63]:

\[
^{238}\text{U} \rightarrow ^{239}\text{Pu} \rightarrow ^{240}\text{Pu} \rightarrow ^{241}\text{Pu} \rightarrow \ldots \rightarrow ^{244}\text{Cm} \tag{11}
\]

Since there is little or no Pu in a fuel element at zero burnup, over-fissioning of a Pu isotope is associated with its overproduction in the simulation via this isotope transformation chain. If one Pu isotope is overproduced, it is likely that the other will also be overproduced, resulting, in more fissions from both isotopes.

The correlation between \( ^{238}\text{U} \) and Pu isotopes is a bit harder to diagnose. However, \( ^{238}\text{U} \) is only a minor player in the thermal power production, comprising only \( \sim 10\% \) of the output, so a strong anti-correlation is not expected as it is for \( ^{235}\text{U} \). And while \( ^{238}\text{U} \) is the parent of the transformation chain represented by Equation 11, that chain represents a series of neutron captures, whereas the correlations listed in Table VI correspond to fissions. The over-fissioning of \( ^{238}\text{U} \) does not a-priori imply a greater neutron capture rate to produce more of the Pu isotopes (so that more are available to fission), and vice-versa. The true \( ^{238}\text{U}-\text{Pu} \) correlation is a combination of these competing effects.

IV. UNCERTAINTY IN THE ANTI-NEUTRINO SIGNAL CALCULATION

We now examine how to propagate the uncertainties in \( W_{th} \) and the \( f_i \) found in the previous sections, into the anti-neutrino signal uncertainty. This is not straightforward because of the significant correlation between \( \delta W_{th} \) and the \( \delta f_i \), as indicated by Equation 3. To first order, an increase in the thermal power by some factor implies an increase in the \( f_i \) by the same factor. In fact, if we use the \( \delta f_i/f_i \) obtained from each spent fuel element discussed in the previous section to extract the thermal power uncertainty via standard error propagation on Equation 3 we obtain a distribution of \( \delta W_{th}/W_{th} \) with width 2.5%, consistent with the expectation for a set of reactors instrumented with Venturi-type flow meters of varying ages.

The point of the thermal power normalization in Equation 9 is to break this first-order correlation between the \( f_i \) and \( W_{th} \), and work with the fission fractions \( f_i/F \) rather than the bare \( f_i \). But even the \( f_i/F \) have a residual correlation with the thermal power that is due to the fact that U isotopes are depleted while Pu isotopes are bred during reactor operation. An over-estimate of the power will lead to an over-estimate of the Pu production, and hence a higher estimated fraction of fissions from the...
Pu isotopes. This is significant for the $\bar{\nu}_e$ signal estimation because, by coincidence, the $e_i$ are slightly higher and the $n_i$ are slightly lower for the Pu isotopes than for the U isotopes. Since the $e_i$ appear in the denominator of Equation 4 and the $n_i$ appear in the numerator, the effect is to lower slightly the signal estimate.

Hence we see that the contributions to the signal uncertainty from the errors on $W_th$ and the $f_i/F$ are slightly anti-correlated. It is this anti-correlation that is responsible for the slope of “Power” in Figure 4 being slightly less than one. However, the anti-correlation is only slight, and moreover implies a weak cancellation between the uncertainty contributions evaluated from the independent variation of $W_th$ and the $f_i/F$. To maintain simplicity in our analysis while remaining conservative in the uncertainty contributions evaluated from the independent variation of $W_th$ and the $f_i/F$. In all cases considered, the value of $\sigma_f$ is equal to

$$\sigma_f = \frac{\sum_i \left( \frac{W_th}{f_i} \right) \delta n_i}{\sum_i \left( \frac{W_th}{f_i} \right)}$$

(14)

This equation may be obtained by replacing the $f_i$ in Equation 4 with $f_i + \delta f_i$, and $n_i$ with $n_i + \delta n_i$. By substituting the 159 values of $\delta f_i/f_i$ into Equation 14, we maintain the implicit correlations between different isotopes. And as explained above, the normalization by the thermal power removes the influence of the $W_th$ uncertainty on the $\bar{\nu}_e$ signal, so that $\sigma_f$ accounts for the contribution from $\delta f_i/f_i$ only. To compute the values of the $n_i$ in Equation 14 we assume no oscillation (i.e. short $L$) and an energy-independent efficiency above the inverse beta-decay threshold. For the $f_i/F$ we use the same set of values used to evaluate $\sigma_e$ listed in Table VII.

An example $\sigma_f$ distribution is drawn in Figure 7 using the fission fractions from Table VII, listed in the “KL” row of Table VIII. When drawing the distribution of $\sigma_f$, we weight the value from each spent fuel element comparison according to its burnup to account for the fact that the higher-burnup samples near the center of the reactor contribute proportionally more to the $\bar{\nu}_e$ signal than the lower-burnup samples near the core edges. The set of comparisons still includes a disproportionately large number of fuel elements from regions that are challenging for the simulation; by including all such samples we ensure a conservative estimate of $\sigma_f$. These problematic samples are responsible for the relatively large tails and the few outliers in the distribution. In order to incorporate these samples without letting them dominate the characterization of the distribution, we fit the distribution to a single Gaussian, and take the fit mean and standard deviation as estimates of the systematic and statistical components, respectively, of $\sigma_f$. We repeated this procedure for each of the four choices of the $f_i/F$ listed in Table VII. As can be seen from these examples, $\sigma_f$ is typically about 0.9%, of which ~0.1% is correlated between different reactors.

For an experiment at a single reactor, unless the experimenters and reactor operators have gone to extremes

| Reactor or reactor group | $^{235}U$ [%] | $^{238}U$ [%] | $^{239}$Pu [%] | $^{241}$Pu [%] | syst ± stat |
|-------------------------|---------------|---------------|---------------|---------------|-------------|
| PV1                     | 58.0          | 7.4           | 29.2          | 5.4           | 0.217       | 0.13 ± 0.84 |
| PV2                     | 54.4          | 7.5           | 31.8          | 6.3           | 0.216       | 0.13 ± 0.89 |
| PV3                     | 57.7          | 7.4           | 29.2          | 5.7           | 0.216       | 0.13 ± 0.84 |
| KL                      | 56.3          | 7.9           | 30.1          | 5.7           | 0.216       | 0.14 ± 0.88 |

TABLE VII: Fission fractions $f_i$, $\sigma_e$, and $\sigma_f$ for the three PVNGS reactors (PV1, PV2, PV3), and for all reactors viewed by KamLAND [3] (KL), averaged over the periods of operation.
to validate the core simulations, the uncertainty in the signal due to the error in the fission fraction calculations should be taken to be the full statistical uncertainty on $\sigma_f$ added in quadrature with the systematic component. As an example, using the values listed in Table II with Type I transit-time UFMs and incorporating the enthalpy uncertainties (as given in Table III) to obtain the thermal power uncertainty, the resulting uncertainty in the anti-neutrino yield, ignoring $\sigma_{\text{other}}$, is

$$
\sigma_{\bar{\nu}} \approx \sqrt{\sigma_W^2 + \sigma_f^2 + \sigma_e^2}
$$

$$
\approx \sqrt{(0.22^2 + 0.42^2 + 0.15^2 + 0.2^2) + (0.14^2 + 0.9^2) + 0.2^2}
$$

$$
\approx 1.1\%.
$$

(15)

If the reactor instead measures the thermal power output at the 2% level, then this uncertainty evaluates to 2.2%.

For a multi-reactor experiment, some reduction of the statistical components of $\sigma_W$ and $\sigma_f$ is achieved. If reactor $k$ contributes a fraction $p_k$ to the total reactor $\bar{\nu}_e$ signal, then the total random error in the summed signal is reduced by a factor of $\sqrt{\sum_k p_k^2}$. For example, consider the case of an experiment receiving an approximately equal signal from 2 reactors equipped with Type I transit-time UFMs. The resulting uncertainty in the anti-neutrino yield (again, ignoring $\sigma_{\text{other}}$) is

$$
\sigma_{\bar{\nu}} \approx \sqrt{(0.22^2 + 0.42^2 + 0.15^2 + 0.2^2) + (0.14^2 + 0.9^2) + 0.2^2}
$$

$$
\approx 0.83\%.
$$

(16)

As a more complex example, we study the thermal power and fission fraction uncertainties in the KamLAND experiment. We use the actual distance and nominal thermal power of the reactors to compute the fractions $p_k$ they contribute to the signal [23]. We then allow all random uncertainties to be reduced by a factor of $\sqrt{\sum_k p_k^2} \approx \frac{1}{2}$. For the fission fraction uncertainty, the 0.88% statistical contribution for a single reactor is reduced to 0.18%. However, for KamLAND we must add an additional uncertainty, $\sigma_f^{MC}$, to account for the fact that to compute the fission fractions the KamLAND collaboration used a generic reactor simulation which was found to agree with detailed simulations, such as those considered in this paper, at the 1% level [22]. In this reference, this uncertainty appears to be dominated by random errors, so it may be appropriate to allow this component to also be reduced by a factor of $\sim \frac{1}{2}$.

The actual situation in the Japanese reactor industry is
probably somewhere in between the all-Venturi case and the ideal case of all UFM s. Many reactors may already be equipped with UFM s, but some may not, and those that are may simply use them to calibrate their Venturi meters. However, the total uncertainty, $\sigma_{\nu_e}$, does not change much between these two cases. Thus for KamLAND, a reduced error of 0.6-0.8% may be more appropriate. A better understanding of the nature of the Japanese instrumentation and reactor simulations may result in yet smaller overall uncertainties for KamLAND.

V. CONCLUSION

The uncertainty in the estimated anti-neutrino interaction rate at reactor experiments has contributions from the thermal power and the fission calculation uncertainties. The dominant contributions to the thermal power uncertainty come from the enthalpy rise and mass flow rate in the steam generator (PWR) or reactor vessel (BWR). The former has a systematic uncertainty of 0.2% and a random uncertainty of typically 0.15%. The uncertainty in the mass flow rate depends on the instrumentation used to perform the measurement. Traditional Venturi flow meters exhibit significant fluctuations of 1.4% and a systematic uncertainty of 0.6% due to fouling. More precise ultrasonic flow meters have been evaluated to have systematic uncertainties below 0.5% and typically show random fluctuations below this level.

We estimated, for the first time to our knowledge, the contribution to the $\bar{\nu}_e$ signal uncertainty from errors in the fission rate calculations. These errors were extracted from comparisons of heavy element concentration measurements in spent fuel elements with calculations of those concentrations by the same simulations that reactor $\bar{\nu}_e$ experiments rely on to obtain the fraction of fissions from each of four main heavy isotopes. Error propagation accounting for correlations between the four isotopes yielded a 0.1% systematic uncertainty on the $\bar{\nu}_e$ signal rate, and a 0.9% random uncertainty. We also estimated a 0.2% contribution due to the uncertainty in the measured energy release per fission of each isotope.

We demonstrated how these errors can be combined for typical reactor experiment configurations, and highlighted situations in which cancellations occur between different reactor sites. With this methodology, we found that these contributions to the signal rate uncertainty in the KamLAND experiment may be reduced from 2.3% to 0.76%, or even 0.59%, pending better understanding of reactor instrumentation. As we move deeper into the phase of precision reactor neutrino oscillation experiments, and in particular multi-reactor $\theta_{13}$ experiments, such sub-percent understanding of these errors and their systematic and random components will become more and more important. As reactor engineering, flow rate metrology, and core modeling continue to improve, further reductions may be achievable in these uncertainties. Toward this end, closer relationships between neutrino scientists and reactor operators should be encouraged.
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