NEW CLASSES OF MINIMAL KNOT DIAGRAMS
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ABSTRACT. We describe a new class of minimal link diagrams. This class includes certain alternating diagrams, the standard diagrams of all torus links, and numerous homogeneous diagrams whose minimality has not been proven before. Besides, we describe a new larger class of link diagrams with the least number of Seifert circles among all diagrams of a given link. Our approach refers to the Morton–Franks–Williams inequality.

1. INTRODUCTION

The central concepts of the present paper are minimal link diagrams and the crossing number of links. A diagram $D$ of a link $L$ is said to be minimal if $D$ has the least number of crossings among all diagrams of $L$. The number of crossings of a minimal diagram of $L$ is called the crossing number of $L$.

In this paper, we assume that all link diagrams are oriented, and for standard definitions, we mostly use the conventions of [Cr04].

At this moment, several remarkable phenomena were discovered concerning minimal diagrams. In particular, certain easy to verify visual properties of link diagrams guarantee the minimality. The examples include reduced alternating diagrams, adequate diagrams, reduced Montesinos diagrams, and closures of certain positive braid diagrams due to J. González-Meneses and P. M. G. Manchón.

In the present paper, we introduce locally twisted link diagrams, which extend the above list. To state our main result, we require an additional notion. In [Cr89], P. R. Cromwell introduces the class of homogeneous link diagrams, which contains both alternating and positive ones, and proposes studying the crossing number of the corresponding links. We provide a sufficient condition of minimality for homogeneous diagrams.

Theorem 1.1. All locally twisted homogeneous link diagrams are minimal.

To define locally twisted diagrams, we introduce link templates. To be precise, these diagrams involve specific templates, referred to as knitted. The idea of the templates is that one can obtain each link diagram by arranging several braid diagrams on the plane and connecting them appropriately. In this paper, we consider homogeneous braid diagrams. One divides each such diagram into uniform layers. Roughly speaking, a link diagram is locally twisted if it admits a knitted template such that each of the uniform layers of the corresponding braid diagrams is twisted enough in a certain sense.

To prove Theorem 1.1, we establish a more general result (Theorem 1.2), which refers to the notion of Seifert circles.

We say that a diagram $D$ of a link $L$ is optimal if $D$ has the least number of Seifert circles among all diagrams of $L$. The number of Seifert circles of an optimal diagram of $L$ equals the braid index of $L$ (see [Yam87 Theorem 3]).

A well-known inequality referred to as the Morton–Franks–Williams inequality relates the breadth of the skein polynomial of the link given by a diagram $D$ with the number of Seifert circles of $D$. If the Morton–Franks–Williams inequality is sharp for $D$, then $D$ is optimal.

Theorem 1.2. The Morton–Franks–Williams inequality is sharp for all locally twisted link diagrams.

Corollary 1.3. All locally twisted link diagrams are optimal.
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We deduce several results related to Theorem 1.1. We say that a link is locally twisted (resp. locally twisted homogeneous) if it admits a locally twisted (resp. locally twisted homogeneous) diagram.

A well-known conjecture states that the crossing number of all connected sums of two links equals the sum of the crossing numbers of these links (see [Kir97, Problem 1.65], [La09], and [Ad94, p. 69]). Equivalently, all connected sums of minimal link diagrams are minimal. This conjecture is still open. Since all connected sums of adequate diagrams are adequate, the conjecture holds for adequate links. It is easy to check that all connected sums of locally twisted homogeneous links admit locally twisted homogeneous diagrams. Therefore, Theorem 1.1 implies the following result.

**Corollary 1.4.** The conjecture that the crossing number is additive under connected sums holds for all locally twisted homogeneous links in the sense that all connected sums of locally twisted homogeneous diagrams are minimal.

Following [Mal18], we say that a minimal diagram $D$ is 1-regular if for any diagram $D'$, the crossing numbers of links determined by connected sums of $D$ and $D'$ are bounded from below by the number of crossings of $D$. If the conjecture on the additivity of crossing number holds, then any minimal link diagram is 1-regular. By using properties of the Kauffman polynomial, one can show that all adequate diagrams are 1-regular (see [B20, Theorem 1]). Also, all minimal diagrams of torus links are 1-regular (see [Di04, Theorem 3.8]). In [Di04, Theorem 3.8], the author gives a sufficient condition on a link diagram to be 1-regular. It follows from [Cr89, Corollary 4.1] that all optimal homogeneous diagrams satisfy this condition. Therefore, Corollary 1.3 implies the following result.

**Corollary 1.5.** All locally twisted homogeneous diagrams are 1-regular.

A braid diagram is said to be minimal if it has the least number of crossings among all braid diagrams that represent the same braid. A problem due to J. Stallings (see [Kir97, Problem 1.8]) asks whether words in the standard Artin generators (and their inverses) corresponding to minimal braid diagrams are closed under end extension (replacing a final letter $s$ by $ss$). We propose a natural analog of this conjecture for minimal link diagrams.

The link diagram transformations of the form $\boxtimes \mapsto \boxtimes$ and $\boxtimes \mapsto \boxtimes$ are referred to as the doubling of a crossing.

**Conjecture 1.6.** Let $D$ be an oriented link diagram. Let $D'$ be a diagram obtained from $D$ by the doubling of a crossing. If $D$ is minimal, then $D'$ is minimal too.

It follows by definition that all diagrams obtained from adequate ones by the doubling of a crossing are adequate. Therefore, Conjecture 1.6 holds for them. It is easy to check that all diagrams obtained from locally twisted homogeneous ones by the doubling of a crossing are locally twisted homogeneous. Therefore, Theorem 1.1 implies the following result.

**Corollary 1.7.** Conjecture 1.6 holds for all locally twisted homogeneous link diagrams in the sense that all link diagrams obtained from locally twisted homogeneous ones by the doubling of a crossing are minimal.

1.1. Related results. We list several results related to Theorem 1.2.

If a link diagram $D$ has two Seifert circles that share precisely one crossing, then $D$ is not optimal. Namely, one can apply a transformation that reduces the number of Seifert circles. This transformation is referred to as the Murasugi–Przytycki move (see [St13, Definition 2.1]). In [DHL19, Theorem 1.1], the authors show that if an alternating diagram $D$ has no pair of Seifert circles that share precisely one crossing, then the Morton–Franks–Williams inequality is sharp for $D$. Thus, they characterize those alternating diagrams that are optimal. Many, but not all, optimal alternating diagrams admit flypes (see below) that transform them into locally twisted ones.
All prime knots up to 10 crossings except 9_{42}, 9_{49}, 10_{132}, 10_{150}, and 10_{156} admit diagrams for which the Morton–Franks–Williams inequality is sharp (see [Ad94, p. 174]). The same is true for the closures of all positive braids with at most 3 strands (see [Nak04, Proposition 3.1]), fibered alternating links (see [Mur91, Theorem A]), and rational links (see [Mur91, Theorem B]).

Another class of link diagrams for which the Morton–Franks–Williams inequality is sharp is that of the closures of all positive braid diagrams with the full twist (see [FW87, Corollary 2.4], [Cr04, Theorem 10.5.1], [GM14, Corollary 4.5], [Kal09, Theorem 1.3], and [FK17, Corollary 1.4]). For example, it follows by definition that standard diagrams of all torus links lie within this class. In [Nak20], the author generalizes the braid closure construction and introduces knitted diagrams, which are similar to the knitted templates defined below. It follows from [Nak20, Theorem 2.4] that the Morton–Franks–Williams inequality is sharp for all positive knitted diagrams with the full twists. It turns out that a positive link diagram is knitted if and only if it is locally twisted.

We recall the definition of certain braid diagrams introduced by J. González-Meneses and P. M. G. Manchón in [GM14]. We refer to these braid diagrams as GMM ones. By definition, a braid diagram is a GMM diagram if and only if the corresponding word in the alphabet of the standard Artin generators \{σ_1, σ_2, \ldots\} is obtained from the empty word by a finite sequence of transformations of the following types:

1. for some \(i \in \{1, 2, \ldots, n-1\}\), inserting \(σ_i σ_i\);
2. for some \(i \in \{1, 2, \ldots, n-1\}\), doubling a letter \(σ_i\);
3. applying either the braid relation or the far commutativity one.

In [GM14, Corollary 4.3], the authors prove that given a positive braid diagram \(V\), the Morton–Franks–Williams inequality is sharp for the closure of \(V\) if and only if \(V\) is GMM. In particular, the closures of all GMM braid diagrams are both optimal and minimal (see Proposition 3.1).

In a forthcoming paper, we will extend the class of the closures of GMM braid diagrams to other link templates, and we will study the sharpness of the Morton–Franks–Williams inequality for the corresponding link diagrams.

1.2. Discussion. At the end of the 19th century, P. G. Tait made three conjectures, called the Tait conjectures, concerning alternating knots and links (see an expository note [Men19]):

1. any reduced alternating diagram is minimal;
2. any two reduced alternating diagrams that represent the same link have the same writhe;
3. any two reduced alternating diagrams that represent the same link are related through a finite sequence of diagram transformations referred to as flypes.

All of the Tait conjectures hold. In [MT93, Main Theorem], W. Menasco and M. B. Thistlethwaite prove the third Tait conjecture, called the Tait flyping conjecture. The second Tait conjecture follows from the third one. The first Tait conjecture was proved by L. Kauffman, M. B. Thistlethwaite, and K. Murasugi independently by using the Jones polynomial (see [Kau87, Theorem 2.10], [Thi87, Theorem 2], and [Mur87, Theorem A]). Namely, they showed that the number of crossings of any diagram of a link \(L\) is bounded from below by the breadth of the Jones polynomial of \(L\). Furthermore, for any reduced alternating link diagram, this inequality is sharp.

In [Thi88, Corollary 3.4], M. B. Thistlethwaite uses a generalization of the Jones polynomial referred to as the Kauffman polynomial and obtains similar minimality results for adequate link diagrams. All reduced alternating diagrams are adequate. The simplest adequate non-alternating prime knots have 10 crossings, and there are 3 such: 10_{152}, 10_{153}, and 10_{154}.

It is noteworthy that if a prime diagram is not alternating, the inequality concerning the breadth of the Jones polynomial is strict. This implies that any minimal diagram of
each prime alternating link is alternating. In [LT88] Theorem 10, W. B. R. Lickorish and M. B. Thistlethwaite use this fact to show that some specific link diagrams referred to as reduced Montesinos ones are minimal, and thus they calculate the crossing number of all Montesinos links.

Traditionally, one indexes tables of (non-oriented) prime knots by the crossing number and one counts mirror images as a single knot type. It follows from the definitions that if a link diagram is locally twisted homogeneous, then its mirror image too. A similar result holds for the reverse of a link diagram.

Table 1 shows whether a prime knot up to 9 crossings is adequate, Montesinos, or locally twisted homogeneous. The majority of prime knots up to 9 crossings are adequate. In particular, there are only 3 non-adequate knots $8_{19}$, $8_{20}$, and $8_{21}$ among the 36 prime knots up to 8 crossings, and there are only 8 non-adequate knots $9_{12}, 9_{43}, \ldots, 9_{49}$ among the 49 prime knots with 9 crossings. Moreover, all prime knots up to 9 crossings except $8_{20}$, $8_{21}$, $9_{42}$, $9_{44}$, $9_{45}$, $9_{46}$, and $9_{48}$ are homogeneous. For tables of Montesinos knots, we follow [Dun01]. We conclude that the positive knot $9_{49}$ is the only prime knot up to 9 crossings that does not admit a visually minimal diagram yet.

### Table 1

| A | M | LTH |
|---|---|-----|
| + | + | + | $3_1, 4_1, 5_1, 6_2, 6_3, 7_4, 7_6 - 7_7, 8_2, 8_3, 8_7, 9_8 - 9_{10}, 9_{12}, 9_{11}, 9_{17}, 9_{20}, 9_{22}, 9_{24}, 9_{26} - 9_{28}, 9_{30} - 9_{31}, 9_{36}$ |
| + | + | - | $5_2, 6_1, 7_2 - 7_3, 7_5, 8_1, 8_3 - 8_4, 8_6, 8_8, 9_{11}, 9_{13} - 9_{15}, 9_2 - 9_{10}, 9_{12} - 9_{16}, 9_{18} - 9_{19}, 9_{21}, 9_{23}, 9_{25}, 9_{35}, 9_{37}$ |
| + | - | + | $9_{16} - 9_{18}, 9_{29}, 9_{32} - 9_{34}, 9_{40}$ |
| - | + | + | $8_{19}, 9_{43}$ |
| - | + | - | $8_{20} - 8_{21}, 9_{42}, 9_{44} - 9_{46}, 9_{48}$ |
| + | - | - | $9_{38} - 9_{39}, 9_{41}$ |
| - | + | $9_{47}$ |
| - | - | $9_{49}$ |

The closure of the third braid diagram shown in Figure 1 is locally twisted homogeneous and represents $9_{17}$. We claim that the only known visual approach to establishing that at least one link diagram with 9 crossings that represents $9_{17}$ is minimal is to apply Theorem 1.1. Equivalently (see [4]), we claim that $9_{17}$ does not admit a link diagram that is the closure of a GMM braid diagram. To prove this, we refer to the following facts. First, any minimal diagram of a link that admits optimal positive one is optimal (see Proposition 3.1). Second, any two optimal diagrams of the same link have the same writhe (see [4] Theorem 10). By combining these facts, we see that any minimal diagram of a link that admits optimal positive one is positive. However, the minimal diagram of $9_{47}$ mentioned above is not positive.

Recall that all adequate prime knots up to 9 crossings are alternating. All locally twisted alternating prime knots up to 9 crossings are the closures of alternating braids. Besides, all locally twisted positive prime knots up to 9 crossings are torus ones, and there are 5 such: $3_1, 5_1, 7_1, 8_{19}$, and $9_{11}$. The closure of the second braid diagram shown in Figure 1 is locally twisted homogeneous and represents $9_{43}$. A simple enumeration shows that $9_{43}$ and $9_{47}$ are the only two non-torus non-alternating locally twisted homogeneous prime knots up to 9 crossings.

In contrast to alternating diagrams, there are non-minimal reduced homogeneous ones (see [CT89] Figure 12). Also, there exist positive links that admit both non-minimal positive diagrams and non-homogeneous minimal ones (see [ST02] Theorem 1). Thus, the problem of visual determining the crossing number of a link given by a homogeneous
diagram remains unsolved. Besides, no analog of the Tait flyping conjecture has been found for homogeneous links so far.

A natural question is whether one can read off topological properties of the link given by a diagram $D$ (such as knottedness, splitness, primeness, and hyperbolicity) from $D$. In some sense, homogeneous links are visually knotted. Namely, a homogeneous link $L$ is trivial if and only if for some (and hence any) homogeneous diagram $D$ of $L$, the Seifert graph of $D$ has no cycles (see [Cr89, Theorem 3] and [Cr04, Corollary 7.6.3]). A link $L$ is said to be split if $L$ admits a disconnected diagram. Homogeneous links are visually split in the sense that a homogeneous link $L$ is split if and only if some (and hence any) homogeneous diagram of $L$ is disconnected (see [Cr89, Corollary 3.1] and [Cr04, Corollary 7.6.4]). In [Cr93], the author conjectures that any link given by a prime homogeneous diagram is prime. Equivalently, the conjecture states that homogeneous links are visually prime in the sense that a homogeneous link $L$ is prime if and only if some (and hence any) homogeneous diagram of $L$ is prime. This conjecture holds for both alternating (see [Men84, Theorem 1] and [Lick97, Theorem 4.4]) and positive links (see [Oz02, Theorem 1.4] and [Cr93, Theorem 1.2]). Finally, in [Men84, Corollary 2], the author proves that if a non-torus alternating link $L$ is both prime and non-split, then $L$ is hyperbolic. However, the problem of visually determining whether a link given by a homogeneous diagram is hyperbolic remains unsolved.

The paper is organized as follows. In Section 2, we give a detailed definition of both locally twisted diagrams and locally twisted homogeneous ones. In Section 3, we state the Morton–Franks–Williams inequality explicitly, reduce Theorem 1.1 to Corollary 1.3 and give a definition of resolution trees for the skein polynomial. The remaining part of the paper aims to prove Theorem 1.2. The basis of our proof is the techniques developed in [DHL19]. In Section 4, we introduce resolution trees that we call coherent. In Section 5, we introduce castle structures for link diagrams to describe specific resolution trees that we call special coherent. In Section 6, we apply these resolution trees to prove Theorem 1.2.

2. Locally twisted homogeneous diagrams

This section aims to define locally twisted homogeneous link diagrams. First, we introduce locally twisted braid words. Then, we define link templates, which generalize the Alexander closure of braids construction, and we give a complete definition of locally twisted link diagrams. Finally, we define homogeneous link diagrams introduced in [Cr89].

2.1. Locally twisted braid words. Given a set of symbols $S$, a finite sequence of elements of $S$ is called a word in an alphabet $S$. We write words without commas and we denote by $S^*$ the set of all words in the alphabet $S$. In this paper, we consider alphabets of the form $S \subset \{\sigma_1, \sigma_1^{-1}, \sigma_2, \sigma_2^{-1}, \ldots\}$.

Given $n \geq 2$, an element of $\{\sigma_1, \sigma_1^{-1}, \ldots, \sigma_{n-1}, \sigma_{n-1}^{-1}\}^*$ is called a braid word. We visualize braid words by their $n$ strand diagrams, which we draw vertically from top to bottom.
For example, see the second picture in Figure 1 for the braid diagram with 4 strands corresponding to $\sigma_2\sigma_3\sigma_2\sigma_1^{-1}\sigma_3\sigma_2\sigma_3\sigma_2\sigma_1^{-1}$.

We denote by $B_n$ the braid group with $n$ strands. Recall that $B_n$ admits the following presentation with the standard Artin generators:

$$B_n = \langle \sigma_1, \ldots, \sigma_{n-1} | \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}, \ 1 \leq k \leq n-1; \ \sigma_i \sigma_j = \sigma_j \sigma_i, \ |i-j| \geq 2 \rangle.$$ 

The relation $\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}$ is called the braid relation, and the relation $\sigma_i \sigma_j = \sigma_j \sigma_i$ is called the far commutativity relation. An element of $B_n$ is called a braid with $n$ strands.

Given $i, j \in \{1, 2, \ldots, n\}$ such that $i < j$, let

$$\delta_{ij} := (\sigma_i \sigma_{i+1} \ldots \sigma_{j-1} \sigma_j)(\sigma_i \sigma_{i+1} \ldots \sigma_{j-1}) \ldots (\sigma_i \sigma_{i+1}) \sigma_i,$$  \hspace{1cm} (2.1)  

and let $\Delta_{i,j} \in B_n$ be the braid corresponding to $\delta_{ij}$. The braid $\Delta_{1,n}$ is referred to as the half twist, the fundamental braid, and the Garside element in $B_n$. The braid $\Delta_{1,n}^2 \in B_n$ is referred to as the full twist.

In [St78], J. Stallings introduces the concept of homogeneous braid words. Namely, given $n \geq 2$ and given $r = (r_1, \ldots, r_{n-1}) \in \{1, -1\}^{n-1}$, a braid word $w \in \{\sigma_1^{\pm 1}, \ldots, \sigma_{n-1}^{\pm 1}\}$ is said to be $r$-homogeneous if $w$ contains none of the letters $\sigma_1^{-r_1}, \sigma_2^{-r_2}, \ldots, \sigma_{n-1}^{-r_{n-1}}$.

Let $r \in \{1, -1\}^{n-1}$. Let $i_1, i_2, \ldots, i_m \in \{1, 2, \ldots, n\}$ be such that $1 = i_1 < i_2 < \ldots < i_m = n$ and for all $k \in \{1, 2, \ldots, m-1\}$, one has $r_{i_k} = r_{i_k+1} = \ldots = r_{i_{k+1}-1}$ and $r_{i_k+1} \neq r_{i_{k+1}}$.

Given an $r$-homogeneous braid word $w$ and $k \in \{1, 2, \ldots, m-1\}$, we say that the braid word obtained from $w$ by deleting all letters except $\sigma_{i_k}^{\pm 1}, \sigma_{i_k+1}^{\pm 1}, \ldots, \sigma_{i_{k+1}-1}^{\pm 1}$ is the uniform layer of index $k$ of $w$.

![Figure 2. A braid diagram and the corresponding uniform layer.](image)

Let $H_r^+$ (resp. $H_r^-$) be the class of all $r$-homogeneous braid words $w$ such that for each $k \in \{1, 2, \ldots, m-1\}$ with $r_{i_k} = 1$ (resp. $r_{i_k} = -1$), the index $k$ uniform layer of $w$ admits a decomposition of the form $v_1v_2v_3$ such that both $v_1$ and $v_3$ represent $\Delta_{i_k,i_{k+1}}$ (resp. $\Delta_{i_{k+1},i_k}^{-1}$). The uniform layers of $w \in H_r^+ \cap H_r^-$ are called braid words with the full twist.

**Definition 2.1.** Given $\# \in \{+, -\}$ and $n \geq 2$, we say that a braid word $w \in \{\sigma_1^{\pm 1}, \ldots, \sigma_{n-1}^{\pm 1}\}$ is locally $\#$-twisted (resp. locally twisted), if there exist $r \in \{1, -1\}^{n-1}$ such that $w \in H_r^\#$ (resp. $w \in H_r^+ \cap H_r^-$).

For example, the braid word $w$ corresponding to the braid diagram shown in Figure 2 (on the left) is locally twisted with $r = (-1, -1, -1, -1, -1)$. Besides, all braid diagrams shown in Figure 1 correspond to locally twisted braid words.

**2.2. Link templates.** Any braid diagram gives rise to a link diagram via the Alexander closure (see Figure 3). To define locally twisted link diagrams, we generalize this construction by modifying that of [Yam87].
Figure 3. The Alexander closure of a braid diagram.

Figure 4. Any point $x \in (\bigcup C) \cap (\bigcup A)$ has a neighborhood that looks like one of these (on the left). An example of a template (on the right).

Figure 5. Construction of link diagrams determined by a template.

Let $\mathcal{C} = \{C_1, C_2, \ldots, C_s\}$ and $\mathcal{A} = \{\alpha_1, \alpha_2, \ldots, \alpha_t\}$ be a set of disjoint oriented circles and a set of disjoint oriented simple closed arcs, respectively, on the plane. The ordered pair $(\mathcal{C}, \mathcal{A})$ is called a template if $\partial (\bigcup A) \subseteq (\bigcup C)$ and for all $x \in (\bigcup C) \cap (\bigcup A)$, there is a neighborhood of $x$ diffeomorphic to one of the pictures shown in Figure 4 (on the left).

Let $(\mathcal{C}, \mathcal{A})$ be a template. Given $\alpha \in \mathcal{A}$, denote by $|\alpha|$ the number of circles $C \in \mathcal{C}$ intersecting $\alpha$. Note that for all $\alpha \in \mathcal{A}$, one has $|\alpha| \geq 2$, and the arc $\alpha$ intersects each circle $C \in \mathcal{C}$ no more than once. A function

$$\pi: \mathcal{A} \rightarrow \{\sigma_i^{\pm 1} \mid i \in \{1, 2, 3, \ldots\}\}^*$$
is called a braid placement if for all $\alpha \in \mathcal{A}$, one has
\[ \pi(\alpha) \in \{ \sigma_i^{\pm 1} \mid i \in \{1, 2, \ldots, |\alpha| - 1\} \}. \]

Any pair consisting of a template $(C, \mathcal{A})$ and a braid placement $\pi$ determines a link diagram as follows. For each $\alpha \in \mathcal{A}$, replace $\alpha$ in $(\cup C) \cup (\cup \mathcal{A}) \subseteq \mathbb{R}^2$ by a rectangle (see Figure 5) and insert a braid diagram corresponding to $\pi(\alpha)$ according to the orientation. We say that the resulting link diagram is determined by $\pi$. Note that any link diagram arises in this way.

We say that a template $(C, \mathcal{A})$ is knitted if for any $C_1, C_2 \in C$ there exists at most one arc $\alpha \in \mathcal{A}$ intersecting both $C_1$ and $C_2$. For example, for each $n \geq 2$, the template corresponding to the Alexander closure of a braid with $n$ strands is knitted. Besides, the template corresponding to the picture shown in Figure 5 is knitted.

**Definition 2.2.** Let $\# \in \{+,-\}$. Let $(C, \mathcal{A})$ be a knitted template, and let $\pi$ be a braid placement. The link diagram determined by $\pi$ is said to be locally $\#$-twisted (resp. locally twisted) if for all $\alpha \in \mathcal{A}$, the braid word $\pi(\alpha)$ is locally $\#$-twisted (resp. locally twisted).

### 2.3. Homogeneous link diagrams

Recall that we assume all link diagrams to be oriented. A crossing is said to be positive (resp. negative) if it has the form on the left (resp. right) picture in Figure 6.

![Figure 6. Smoothing of a crossing.](image)

Let $D$ be a link diagram. Simple closed curves obtained by smoothing all crossings of $D$ are called Seifert circles of $D$.

Let $\Gamma(D)$ be the undirected multigraph whose vertex set is the set of all Seifert circles of $D$ and whose edge set is the set of all crossings of $D$. Each edge of $\Gamma(D)$ endowed with a sign according to the type of the corresponding crossing. The graph $\Gamma(D)$ is referred to as the Seifert graph of $D$. Note that $\Gamma(D)$ is bipartite, that is, it contains no odd-length cycles.

To define homogeneous link diagrams, we follow [Cr89]. Let $\Gamma$ be a Seifert graph. A vertex $v$ of $\Gamma$ is said to be a cut vertex if the number of components of $\Gamma - v$ is greater than that of $\Gamma$. Suppose that $\Gamma$ contains a cut vertex $v$, and let $\Gamma_1, \Gamma_2, \ldots, \Gamma_n$ be the components of $\Gamma - v$. We say that the $n$ subgraphs $\Gamma_1 \cup v, \Gamma_2 \cup v, \ldots, \Gamma_n \cup v$ are obtained from $\Gamma$ by cutting $v$. Cutting $\Gamma$ at each of its cut vertices produces a set of components, each one being a subgraph of $\Gamma$ containing no cut vertices. Such a component is called a block of $\Gamma$. A block $H$ of $\Gamma$ is said to be homogeneous if all edges of $H$ have the same sign.

A diagram $D$ is said to be homogeneous if each block of $\Gamma(D)$ is homogeneous. A link is said to be homogeneous if it admits a homogeneous diagram.

We list several diagrammatic properties related to homogeneity. First, if a diagram $D$ is positive, that is, all crossings of $D$ are positive, then $D$ is homogeneous. Second, if $D$ is alternating, then $D$ is homogeneous. Third, the Seifert circles of a link diagram $D$ divide the plane into regions. Suppose that each of these regions contains crossings of the same type. Then $D$ is homogeneous. Fourth, let $(C, \mathcal{A})$ be a template, and let $\pi$ be a braid placement. If the link diagram determined by $\pi$ is homogeneous, then for each $\alpha \in \mathcal{A}$, the braid word $\pi(\alpha)$ is $r$-homogeneous for some $r \in \{1, -1\}^{|\alpha| - 1}$. In particular, if the link diagram determined by $\pi$ is alternating, then for each $\alpha \in \mathcal{A}$, the braid word $\pi(\alpha)$ is either $r$-homogeneous or $(-r)$-homogeneous for $r = (-1, 1, -1, 1, \ldots, (-1)^{|\alpha|}) \in \{1, -1\}^{|\alpha| - 1}$ whenever for all $i \in \{1, 2, \ldots, |\alpha| - 1\}$, the word $\pi(\alpha)$ contains either $\sigma_i$ or $\sigma_i^{-1}$.
Definition 2.3. A link diagram $\mathcal{D}$ is said to be locally twisted homogeneous if $\mathcal{D}$ is both locally twisted and homogeneous.

3. The skein polynomial

This section aims to state the Morton–Franks–Williams inequality, reduce Theorem 1.1 to Corollary 1.3 and introduce resolution trees for the skein polynomial.

3.1. The Morton–Franks–Williams inequality. In [PT87], the authors prove that there is a unique function that maps each link diagram $\mathcal{D}$ to a two-variable Laurent polynomial $P(\mathcal{D}; a, z) \in \mathbb{Z}[a^\pm 1, z^\pm 1]$ such that:

(1) if two link diagrams $\mathcal{D}$ and $\mathcal{D}'$ represent the same link, then $P(\mathcal{D}; a, z) = P(\mathcal{D}'; a, z)$;

(2) one has

$$aP(\mathcal{D}_+; a, z) - a^{-1}P(\mathcal{D}_-; a, z) = zP(\mathcal{D}_0, a, z)$$

whenever $\mathcal{D}_+, \mathcal{D}_0,$ and $\mathcal{D}_-$ are link diagrams that coincide except at a small region where the diagrams are presented as in Figure 3, respectively.

(3) if $\mathcal{D}$ is a knot diagram with zero crossings, then $P(\mathcal{D}; a, z) = 1.$

The polynomial $P(\mathcal{D}; a, z)$ is referred to as the skein polynomial, the HOMFLY polynomial, the HOMFLY-PT polynomial, the generalized Jones polynomial, and the twisted Alexander polynomial of $\mathcal{D}.$ The second condition is referred to as the skein relation.

Given a link $\mathcal{L}$, let $P(\mathcal{L}; a, z) = P(\mathcal{D}; a, z)$ for some (and hence any) diagram $\mathcal{D}$ of $\mathcal{L}.$ Denote by $s(\mathcal{D})$ the number of Seifert circles of $\mathcal{D}$ and by $\omega(\mathcal{D})$ the writhe of $\mathcal{D}$, that is, the difference between the number of positive and the number of negative crossings of $\mathcal{D}$.

Let $Q_i(\mathcal{L}; z) \in \mathbb{Z}[z^\pm 1]$ be polynomials such that $P(\mathcal{L}; a, z) = \sum_{i \in E} Q_i(\mathcal{L}; z) a^i,$ $Q_0(\mathcal{L}; z) \neq 0,$ and $Q_E(\mathcal{L}; z) \neq 0.$ In [MOR86] Theorem 1], the author proves that for any diagram $\mathcal{D}$ of $\mathcal{L}$, one has

$$-\omega(\mathcal{D}) - (s(\mathcal{D}) - 1) \leq e \leq E \leq -\omega(\mathcal{D}) + (s(\mathcal{D}) - 1).$$

(3.1)

In particular,

$$(E - e)/2 + 1 \leq s(\mathcal{D}).$$

(3.2)

The latter is referred to as the Morton–Franks–Williams inequality. Given a link diagram $\mathcal{D}$, we say that (3.2) is sharp for $\mathcal{D}$ if $(E - e)/2 + 1 = s(\mathcal{D}).$ In this case, $\mathcal{D}$ is optimal.

Note that (3.2) is sharp if and only if both outer inequalities in (3.1) are sharp.

3.2. Reduction of Theorem 1.1 to Corollary 1.3. Given a link diagram $\mathcal{D}$, denote by $|\mathcal{D}|$ the number of crossings of $\mathcal{D}.$

Let $P_i(\mathcal{L}; a) \in \mathbb{Z}[a^\pm 1]$ be polynomials such that $P(\mathcal{L}; a, z) = \sum_{i = 0}^{M} P_i(\mathcal{L}; a) z^i,$ $P_0(\mathcal{L}; a) \neq 0,$ and $P_M(\mathcal{L}; a) \neq 0.$ In [Mor86] Theorem 2], the author proves that for any diagram $\mathcal{D}$ of $\mathcal{L}$, one has

$$M \leq |\mathcal{D}| - s(\mathcal{D}) + 1.$$  

(3.3)

By combining (3.2) and (3.3), one has

$$M + (E - e)/2 \leq |\mathcal{D}|.$$

It turns out that for all homogeneous diagrams, (3.3) is sharp (see [Cr89] Theorem 4], [Cr04] Theorem 7.6.2], and [Man12] Theorem 6]). It is worth noting that the sharpness of (3.3) does not characterize homogeneous links since (3.3) is sharp for an almost positive diagram of $12n_{149}$, which is not homogeneous.

By using the sharpness mentioned above, we prove Proposition 3.1 below. Assertion (i) was firstly observed in [Mur91] Proposition 7.4. This assertion implies that Theorem 1.1 is a special case of Corollary 1.3. For the sake of completeness, we provide a proof.

Proposition 3.1. Suppose a homogeneous diagram $\mathcal{D}$ of a link $\mathcal{L}$ is optimal. Then

(i) the diagram $\mathcal{D}$ is minimal;
(ii) any minimal diagram of \( \mathcal{L} \) is optimal.

**Proof.** Let us prove assertion (i). Let \( D' \) be an arbitrary link diagram of \( \mathcal{L} \). Since \( D \) is optimal, the inequality \( s(D) \leq s(D') \) holds. One has

\[
|D| = M + s(D) - 1 \geq \frac{|D'| - s(D') + 1}{s(D)} + s(D) - 1 \leq |D'|.
\]

Therefore, \( D \) is minimal.

Let us prove assertion (ii). Let \( D' \) be a minimal diagram of \( \mathcal{L} \). In particular, \( |D'| = |D| \).

One has

\[
s(D') \leq |D'| - M + 1 \leq \frac{|D'| - (|D| - s(D) + 1) + 1}{s(D)}.
\]

Therefore, since \( D \) is optimal, \( D' \) is optimal too. \( \square \)

### 3.3 Resolution trees.

The process of evaluating the skein polynomial of a link diagram by repeated application of the skein relation is referred to as resolution. One records this process schematically in a binary structure, referred to as a resolution tree (see [GM14, p. 18], [Cr89, p. 538], and [Nak04, p. 15]), a resolving tree (see [LDH19, p. 193], [DHL19, p. 4], [Cr04, p. 183], [Fr85, p. 4], and [Ad94, p. 167]), and a computation tree (see [FW87, p. 99] and [Kal09, p. 653]). Namely, given a link diagram \( D \), a resolution tree for \( D \) is a weighted binary tree \( T \) such that:

1. each node of \( T \) is a link diagram;
2. the root node of \( T \) is \( D \);
3. each leaf node of \( T \) represents an unlink;
4. each internal node has exactly two children. The corresponding three link diagrams are identical except at one crossing, and they relate by one of the two relations at that crossing, as shown in Figure 7.

![Figure 7. The weight assignment for a resolution tree. The picture was taken from LDH19.](image)

We refer to the lines connecting nodes of a binary tree as branches.

Any resolution tree \( T \) of \( D \) gives rise to a decomposition of \( P(D; a, z) \) as a sum, which is indexed by leaf nodes of \( T \), as follows. Calculations show that if \( D \) is the link diagram with zero crossings and with precisely \( n \) link components, one has

\[
P(D; a, z) = ((a - a^{-1})z^{-1})^{n-1}.
\]

Note that the skein relation admits the following equivalent forms:

\[
P(D_+; a, z) = a^2P(D_; a, z) + a^{-1}zP(D_0, a, z),
\]

\[
P(D_-; a, z) = a^2P(D_+; a, z) - azP(D_0, a, z).
\]

Let \( U \) be a leaf node of \( T \). Denote by \( \gamma(U) \) the number of link components of \( U \). Let \( P \) be a unique path on \( T \) from the root node \( D \) to the leaf node \( U \). It is easy to see that the contribution of \( U \) to \( P(D; a, z) \) is \( ((a - a^{-1})z^{-1})^{\gamma(U)-1} \) multiplied by the weights of the branches in \( P \). Let \( t(U) \) be the number of crossings of \( D \) that one smoothed in obtaining \( U \),
and $t^*(\mathcal{U})$ be the number of negative crossings among the smoothed ones. As Figure 7 shows, the degree of $a$ in the weight of a branch is equal to the change of writhe from the parent to the child. Besides, a $z$ term in the weight of the branch indicates that the child is obtained from the parent by a crossing smoothing and a negative sign in the weight indicates that the smoothed crossing is negative. It follows that

$$P(D; a, z) = \sum_{\ell \in \mathcal{T}_o} (-1)^{t^*(\mathcal{U})} z^{t^*(\mathcal{U})} a^{\omega(D)} ((a - a^{-1}) z^{-1})^{\gamma(\mathcal{U}) - 1},$$

where $\mathcal{T}_o$ is the set of leaf nodes of $\mathcal{T}$.

Following [DHL19], we think of a resolution tree as a graph of a branching process. Namely, at each internal node, one takes a crossing of the current link diagram and branch on smoothing and flipping the crossing. Hence, to specify a resolution tree, we can describe a rule that determines the corresponding crossings of intermediate link diagrams. The rule determines the evolution of the branching process.

With these ideas in mind, we describe resolution trees introduced in [DHL19].

4. Coherent resolution trees

This section aims to describe two classes of resolution trees introduced in [DHL19]. We call the corresponding trees $X$-coherent and $Y$-coherent. The description is rather complex, so we start with a simpler construction of descending resolution trees.

4.1. Preliminaries on link diagrams. Let $D \subseteq \mathbb{R}^2$ be a link diagram. Let $x \in D$, and let $C$ be a Seifert circle of $D$. We say that $x$ is a point on $C$ if $x$ lies in the intersection of $C$ and $D$. We say that $x$ is a point on $D$ if $x$ is a point on a Seifert circle of $D$.

Let $D$ be a link diagram and $m = \gamma(D)$. Let $p_1, p_2, \ldots, p_m$ be a sequence of points on $D$ such that for $i \neq j$, the points $p_i$ and $p_j$ lie on distinct link components of $D$. We refer to $p_1, p_2, \ldots, p_m$ as base points.

We travel through $D$ by moving along each link component of $D$ as follows. We start at the first base point $p_1$ and move according to the orientation. As we reach $p_1$ again, we proceed to the second marked point $p_2$ and start moving according to the orientation. We continue in the same way until one visits the link component containing $p_m$ entirely. This process is called the natural travel determined by $p_1, p_2, \ldots, p_m$.

Let $p_1, p_2, \ldots, p_m$ be a sequence of base points on $D$. During the corresponding natural travel, we visit each crossing of $D$ exactly twice. A crossing of $D$ is said to be descending (resp. ascending) if one travels along the overpassing (resp. underpassing) strand first. The diagram $D$ is said to be descending (resp. ascending) if each crossing of $D$ is descending (resp. ascending). We emphasize that these diagrammatic properties depend on the base points. If $D$ is descending (resp. ascending), then the components of $D$ are both layered from top to bottom (resp. from bottom to top) and represent the unknots. In this case, the diagram $D$ represents the unlink with precisely $m$ link components.

Let $x$ be a point on $D$. We travel through $D$ according to the orientation. Denote by $M(D; x)$ the longest path starting at $x$ one traveled before meeting either $x$ or an ascending crossing, that is, a crossing of $D$ such that one meets its underpassing strand first. We refer to the path $M(D; x)$ as a maximal descending path in $D$ starting at $x$.

We define a maximal ascending path in $D$ starting at $x$ similarly.

4.2. Definition of descending resolution trees. Let $D \subseteq \mathbb{R}^2$ be a link diagram. Let us describe all descending resolution trees for $D$ at once. The construction of each descending resolution tree $\mathcal{T}$ of $D$ consists of several phases. The resulting tree $\mathcal{T}$ depends on sequences of base points on $D$.

We start with the one node tree $\mathcal{T}_0$. At the end of phase $k$, we obtain a rooted subtree $\mathcal{T}_k$ of $\mathcal{T}$. The resulting subtrees satisfy

$$\{D\} = \mathcal{T}_0 \subset \mathcal{T}_1 \subset \ldots \subset \mathcal{T}_m = \mathcal{T}.$$
In the first phase, we choose an arbitrary base point $x_1$ on $D$. We find the maximal descending path $\mathcal{M}(D; x_1)$ on $D$ starting at $x_1$. If $\mathcal{M}(D; x_1)$ is closed, that is, $\mathcal{M}(D; x_1)$ is the whole link component of $D$ containing $x_1$, then the phase ends. Assume $\mathcal{M}(D; x_1)$ is not closed. In this case, we extend the current tree at a crossing of $D$ that is the end of the path $\mathcal{M}(D; x_1)$. At this moment, the tree $T_1$ consists of three nodes: a parent $D$ and its children $D'$ and $D''$ such that $|D'| = |D''| + 1$. Then, we find the maximal descending path $\mathcal{M}(D'; x_1)$ on $D'$ starting at $x_1$. If $\mathcal{M}(D'; x_1)$ is not closed, then we extend the current tree $T_1$ similarly by adding children of $D'$. We repeat the same procedure for all leaf nodes $U$ of the current tree $T_1$. At the end of the first phase, for each leaf node $U$ of $T_1$, the maximal descending path $\mathcal{M}(U; x_1)$ on $U$ starting at $x_1$ is closed. In this case, $\mathcal{M}(U; x_1)$ is the whole link component of $U$ containing $x_1$. If each leaf node of $T_1$ is a knot diagram, then the construction of $T$ ends. Otherwise, we move to the next phase.

Figure 8. An example of a descending resolution tree. For each node of the tree, the base point is a point on the top left arc. The picture was taken from [LDH19].

In the second phase, we extend $T_1$ as follows. For each leaf node $V$ of $T_1$, we choose an arbitrary base point $x_2$ on a link component of $V$ distinct from that of containing $x_1$. We emphasize that the point $x_2$ depends on $V$. We find the maximal descending path $\mathcal{M}(V; x_2)$ on $U$ starting at $x_2$. If $\mathcal{M}(V; x_2)$ is not closed, then we extend the current tree at a crossing of $V$ that is the end of the path $\mathcal{M}(V; x_2)$. We proceed similarly. The second phase continues until, for each leaf node $V$ of the current tree $T_2$, the path $\mathcal{M}(V; x_2)$ is closed. In this case, $\mathcal{M}(V; x_2)$ is the whole link component of $V$ containing $x_2$.

We repeat the same procedure until all leaf nodes of the current tree are descending diagrams. Since any descending diagram represents an unlink, the resulting tree $T$ is a resolution tree.

By varying the base points on the leaf nodes of the trees $T_0, T_1, \ldots, T_{m-1}$, we obtain a few descending resolution trees for $D$.

See Figure 8 for a descending resolution tree example of the Alexander closure of $\sigma_1^{-1}\sigma_2\sigma_1^{-1}$. For the sake of simplicity, one presents the nodes as braid diagrams.

The class of descending resolution trees was introduced in [Cr89 Theorem 2]. This class gives an idea of coherent resolution trees.
4.3. **Definition of coherent resolution trees.** We are in the position of describing X-coherent and Y-coherent resolution trees. Recall that all link diagrams lie on the oriented plane $\mathbb{R}^2$. Thus, one may distinguish clockwise and counterclockwise Seifert circles of $D$.

Let $D$ be a link diagram. Let us describe all X-coherent resolution trees for $D$ at once. The construction of each X-coherent resolution tree $T$ of $D$ consists of several phases. The resulting tree $T$ depends on sequences of base points on $D$.

We start with the one node tree $T_0$. At the end of phase $k$, we obtain a rooted subtree $T_k$ of $T$. The resulting subtrees satisfy

$$\{D\} = T_0 \subset T_1 \subset \ldots \subset T_m = T.$$

Thus, one obtains each of the trees from the previous one by extensions shown in Figure 7.

Following [DHL19], we define two rules called descending and ascending ones. In the descending rule, one keeps a descending crossing unchanged and branches on flipping and smoothing an ascending one. In the ascending rule, one keeps an ascending crossing currently visited and branches on flipping and smoothing a descending one.

At each phase, we follow either the descending or ascending rule. By definition, we follow the descending rule if and only if the Seifert circle containing the current base point is clockwise.

More precisely, in the first phase, we choose an arbitrary base point $x_1$ on $D$. We find the maximal descending (resp. ascending) path in $D$ starting at $x_1$ whenever the corresponding Seifert circle is clockwise (resp. counterclockwise). If the path is not closed, then we extend the current tree at a crossing of $D$ that is the end of the path. We repeat the same procedure for all leaf nodes $U$ of the current tree $T_1$. At the end of the first phase, for each leaf node $U$ of $T_1$, the maximal descending (resp. ascending) path in $U$ starting at $x_1$ is closed. If each leaf node $U$ of $T_1$ is a knot diagram, then the construction ends. Otherwise, we move to the next phase.

In the second phase, we extend $T_1$ as follows. For each leaf node $V$ of $T_1$, we choose an arbitrary base point $x_2$ on a link component of $V$ distinct from that of containing $x_1$. We emphasize that the point $x_2$ depends on $V$. We find the maximal descending (resp. ascending) path in $V$ starting at $x_2$ whenever the corresponding Seifert circle is clockwise (resp. counterclockwise). If the path is not closed, then we extend the current tree at a crossing of $V$ that is the end of the path. We continue similarly. The second phase ends when for each leaf node $V$ of the current tree $T_2$, the maximal descending (resp. ascending) path in $V$ starting at $x_2$ is closed.

We repeat the same procedure until, for each leaf node $U$ of the current tree, one visits all link components of $U$. This completes the construction of $T$.

It is easy to see that for any leaf node $U$ of $T$, each link component of $U$ is either descending or ascending. Also, the link components of $U$ are stacked over each other. Thus, $U$ represents an unlink. Therefore, $T$ is a resolution tree.

By varying the base points on the leaf nodes of the trees $T_0, T_1, \ldots, T_m$, we obtain a few X-coherent resolution trees for $D$.

We define Y-coherent resolution trees similarly. Namely, we follow the descending rule if and only if the Seifert circle containing a current base point is counterclockwise.

5. **Special coherent resolution trees**

To prove Theorem 1.2, we use specific X-coherent and Y-coherent resolution trees referred to as special. In our approach, a class of special coherent resolution trees corresponds to the ordered pair consisting of a link template and a braid placement. To define these resolution trees, we refer to castle structures for link diagrams introduced in [DHL19]. The definition of special coherent resolution trees requires specific types of castles that we call appropriate. In [DHL19, Lemma 4.3], the authors claim that any link diagram admits an appropriate castle. There are several inaccuracies in their proof. Thus, we fix it.
5.1. **Castle structures for link diagrams.** Following [DHL19], we describe an additional structure for a link diagram, which is called a *castle*. Each castle consists of several segments on Seifert circles, which are called *floors*, and several crossings between them, which are called *ladders*. We endow each floor \( F \) with a non-negative integer number referred to as the *level* of \( F \). By definition, each castle has a unique floor of level 0 and may have floors of higher levels.

By definition, any Seifert circle of a diagram \( D \) contains at most one floor of a castle of \( D \). Thus, each castle represents a rooted subgraph of \( \Gamma(D) \) with a root corresponding to the Seifert circle containing a unique floor of level 0. The edge set of this graph is the set of all ladders. In these notations, the level of a floor is the distance from the root to the corresponding Seifert circle.

We identify the plane \( \mathbb{R}^2 \) with the punctured 2-sphere \( S^2 \). Let \( D \subseteq \mathbb{R}^2 \) be a link diagram. A Seifert circle \( C \) of \( D \) is said to be *innermost* if \( C \) bounds a closed disk in \( S^2 \) that contains no Seifert circles of \( D \) in its interior. By definition, the topological type of each castle of \( D \) is uniquely determined by the ordered pair consisting of an innermost Seifert circle \( C \) of \( D \) and a base point on \( C \).

![Figure 9. An example of a castle. The picture was taken from [DHL19].](image)

Let \((C, x)\) be the ordered pair consisting of an innermost Seifert circle \( C \) of \( D \) and a base point \( x \) on \( C \). We describe an algorithm for constructing the castle \( \text{Cas}(C, x) \) of \( D \) determined by \((C, x)\). We denote by \( \Gamma(C, x) \) the rooted subgraph of \( \Gamma(D) \) corresponding to \( \text{Cas}(C, x) \) in the above sense. For clarity, we describe the construction of \( \Gamma(C, x) \) in parallel.

Assume \( C \) has no incident crossings. Then the castle \( \text{Cas}(C, x) \) consists only of an arbitrary segment of \( C \), and the construction ends. In other words, \( \Gamma(C, x) \) consists only of a root \( C \).

Assume \( C \) is incident to at least one crossing of \( D \). Starting at \( x \) and following the orientation of \( C \), let us order all crossings incident to \( C \). Since \( C \) is innermost, the crossings lie on the same side of \( C \). Denote by \( p_0 \) and \( q_0 \) the boundary points of a segment on \( C \) that involves all of the crossings such that \( p_0 = x \) and \( q_0 \) is the point immediately after the last (with respect to the order above) crossing incident to \( C \) (see Figure 9). This segment of \( C \) is called a *floor of level* 0 of the castle \( \text{Cas}(C, x) \). Recall that by definition, each castle has a unique floor of level 0.

We are in the position of constructing floors of level 1.

Let \( C' \) be a Seifert circle of \( D \) that shares at least one crossing with \( C \). Starting at \( x \) and following the orientation of \( C \), let us order all of them. Let \( p_1 \) and \( q_1 \) be two
points on $C'$ immediately before the first such crossing and immediately after the last one, respectively. The segment of $C'$ starting at $p_1$ and ending at $q_1$ is called a floor of level 1 of the castle $\text{Cas}(C, x)$. In the same way, we construct floors of level 1 for all other Seifert circles of $\mathcal{D}$ that share at least one crossing with $C$. In other words, we construct all vertices of $\Gamma(C, x)$ that locate at a distance of 1 from the root.

We are in the position of constructing floors of level 2.

Let $C'$ be a Seifert circle containing a floor $F$ of level 1. Let us construct all floors of level 2 incident to $F$. Assume $C$ is the only Seifert circle of $\mathcal{D}$ that shares at least one crossing with $F$. Then the construction terminates. Assume $F$ shares crossings with other Seifert circles of $\mathcal{D}$ other than $C$. Note that such crossings may lie on both sides of $F$. Let $C''$ be a Seifert circle of $\mathcal{D}$ that shares at least one crossing with $F$. Following the orientation of $F$, let us order all of them. Let $p_2$ and $q_2$ be two points on $C''$ immediately before the first such crossing and immediately after the last one, respectively. The segment of $C''$ starting at $p_2$ and ending at $q_2$ is called a floor of level 2 of the castle $\text{Cas}(C, x)$.

In the same way, we construct floors of level 2 for all other Seifert circles of $\mathcal{D}$ that share at least one crossing with $F$. In other words, we construct all vertices of $\Gamma(C, x)$ that are incident to $C'$ and locate at a distance of 2 from the root.

We repeat the same procedure for all floors of level 1, and thus we construct all floors of level 2.

One defines floors of higher levels similarly. Namely, we repeat the same construction until each floor of maximal level shares at least one crossing with precisely one Seifert circle of $\mathcal{D}$. Eventually, we construct all floors of the castle. A crossing $s$ of $\mathcal{D}$ is called a ladder if $s$ connects two floors of the castle. By definition, the castle $\text{Cas}(C, x)$ is the collection of all such floors and ladders. This completes the definitions of both $\text{Cas}(C, x)$ and $\Gamma(C, x)$.

We emphasize that there may be crossings of $\mathcal{D}$ that are not ladders of the castle and Seifert circles of $\mathcal{D}$ that do not contain floors of the castle (see dashed objects in Figure 9). By the construction, the graph obtained from $\Gamma(C, x)$ by identifying all edges that have the same ends is a tree.

5.2. **Appropriate castles.** Let $\mathcal{D} \subseteq \mathbb{R}^2$ be a link diagram, and let $(C, x)$ be the ordered pair consisting of an innermost Seifert circle $C$ of $\mathcal{D}$ and a base point $x$ on $C$. Let $\text{Cas}(C, x)$ be the castle determined by $(C, x)$.

Here and below, we interpret a ladder as a segment that connects two floors. Let $F_1$ and $F_2$ be two floors of $\text{Cas}(C, x)$ that share at least one ladder. Following the orientation of $F_1$, let us order all of them. Let $s_1$ and $s_2$ be two adjacent (with respect to the order above) ladders whose ends are $F_1$ and $F_2$. Denote by $F'_1$ and $F'_2$ the subsegments of $F_1$ and $F_2$, respectively, connecting $s_1$ and $s_2$. Recall that we identify the plane $\mathbb{R}^2$ with the punctured 2-sphere $S^2$. The circle on $\mathbb{R}^2$ determined by $F'_1$, $F'_2$, $s_1$, and $s_2$ divides $S^2$ into two closed disks. Denote by $\mathbb{D}$ the one that does not contain the base point $x$. The disk $\mathbb{D}$ is called a trap if its interior contains a floor of the castle $\text{Cas}(C, x)$. We say that the ordered pair $(C, x)$ and the castle $\text{Cas}(C, x)$ are appropriate if $\text{Cas}(C, x)$ has no traps.

For example, a castle shown in Figure 9 has two traps.

In [DHL19, Lemma 4.3], the authors claim that any link diagram has an innermost Seifert circle $C$ and a base point $x$ on $C$ such that $(C, x)$ is appropriate. However, their proof contains several inaccuracies. Below, we specify this result and prove it by using similar arguments.

We start with preliminaries on link diagrams determined by templates.

**Definition 5.1.** Let $(C, \mathcal{A})$ be a template and $\pi$ be a braid placement. Let $\mathcal{D}$ be the link diagram determined by $\pi$. Suppose one smoothed or flipped some crossings of $\mathcal{D}$ and then deleted some link components. Let $\mathcal{D}'$ be the resulting link diagram. We describe a template $(C', \mathcal{A}')$ and a braid placement $\pi'$ such that the link diagram determined by $\pi'$ is $\mathcal{D}'$. To deal with the first two transformations, for each $\alpha \in \mathcal{A}$, we smooth and flip
the corresponding crossings of \( \pi(\alpha) \). To deal with the third transformation, given a link component \( t \) that one deleted from \( D \) in obtaining \( D' \), we proceed as follows. First, we delete from \((U \cap C) \cup (U \cap A)\) the segments of circles in \( C \) that correspond to \( t \). Second, for each arc \( \alpha \), such that \( t \) contributes to \( \pi(\alpha) \), we delete the strand determined by \( t \) from the braid diagram corresponding to \( \alpha \). If there is an arc \( \alpha \) such that \( |\alpha| = 2 \), then, after deleting the strand, we delete this arc from the current template. Third, we rearrange the remaining segments of the circles in \( C \) by moving the ends of these segments along the remaining arcs to obtain a template. We repeat the same procedure for all link components that one deleted from \( D \) in obtaining \( D' \). The resulting braid words \( \pi'(\alpha) \) are uniquely defined up to far commutativity. We say that the template \((C', A')\) and the braid placement \( \pi' \) are induced from \((C, A)\) and \( \pi \), respectively, by the given smoothing, flipping, and link components deletion transformations.

Let \((C, A)\) be a template and \( \pi \) be a braid placement. Let \( D \) be the link diagram determined by \( \pi \). Recall that to obtain \( D \), for each \( \alpha \in A \), one replaces \( \alpha \in (U \cap C) \cup (U \cap A) \) by a rectangle and inserts a braid diagram corresponding to \( \pi(\alpha) \) according to the orientation. Following \[Nak20\], we refer to these rectangles as braid boxes of \( D \).

**Lemma 5.2.** There exists an appropriate pair \((C, x)\) of \( D \) such that \( x \) lies in the complement of the braid boxes of \( D \).

**Proof.** Let \((C, x)\) be the ordered pair consisting of an innermost Seifert circle \( C \) of \( D \) and a base point \( x \) on \( C \) such that \( x \) lies in the complement of the braid boxes of \( D \). We suppose that the ordered pair \((C, x)\) is not appropriate and derive from \((C, x)\) new ordered pairs of the above form. After that, we show that a sequence of such derivations leads to an appropriate pair.

Suppose the castle \( \text{Cas}(C, x) \) has at least one trap. Let \( D \) be any of them. Let \( F_1 \) and \( F_2 \) be the floors corresponding to \( D \). By definition, \( D \) contains at least one floor of the castle \( \text{Cas}(C, x) \). Let \( C'' \) be a Seifert circle of \( D \) lying within \( D \) such that \( C'' \) contains a floor sharing crossings with either \( F_1 \) or \( F_2 \). The circle \( C'' \) divides \( S^2 \) into two closed disks. Let \( C''' \) be an arbitrary innermost Seifert circle of \( D \) lying within the one that does not contain the base point \( x \).

Without loss of generality, \( C'' \) shares crossings with \( F_1 \). Denote by \( F_1' \) the intersection of \( F_1 \) and the boundary circle of \( D \). We say that the ordered pair \((C''', y)\) consisting of the Seifert circle \( C''' \) of \( D \) and a base point \( y \) on \( C''' \) is derived from \((C, x)\) if the following conditions hold:

1. The point \( y \) lies in the complement of the braid boxes of \( D \);
2. If \( \text{Cas}(C''', y) \) contains a floor intersecting \( F_1 \), then this floor lies within \( F_1' \).

We claim that there is at least one point \( y \) on \( C''' \) such that the ordered pair \((C''', y)\) is derived from \((C, x)\).

Let us prove the claim. Let \( y' \) be an arbitrary point on \( C''' \) lying in the complement of the braid boxes of \( D \). If \( \text{Cas}(C''', y') \) contains no floors intersecting \( F_1 \), then there is nothing to prove. Suppose that \( \text{Cas}(C''', y') \) contains a floor intersecting \( F_1 \).

Since \( C'' \) separates \( C''' \) from \( F_1 \), the castle \( \text{Cas}(C''', y') \) contains a floor corresponding to \( C'' \). Let \( C_0, C_1, \ldots, C_m \) be a unique sequence of vertices of \( \Gamma(C''', y') \) corresponding to the shortest path in \( \Gamma(C''', y') \) from \( C''' \) to \( C'' \) such that \( C_0 = C''' \) and \( C_m = C'' \).

To find at least one point \( y \) that satisfies the above conditions, we proceed by induction on \( m \). First, suppose \( m = 0 \). In this case, \( C''' = C'' \). Following the orientation of \( F_1' \), let us order all the arcs \( \alpha \in A \) intersecting both \( C_0 \) and \( F_1' \). Let \( y \) be a point on \( C_0 \) immediately before the first such arc. It is easy to see that the ordered pair \((C_0, y)\) is derived from \((C, x)\).

Second, suppose \( m \geq 1 \). The Seifert circle \( C_1 \) divides \( S^2 \) into two closed disks. Let us smooth all crossings of the diagram \( D \) that lie within the one that does not contain the base point \( x \). Then, let us delete all link components that correspond to Seifert circles lying
within the interior of this closed disk. Let \( D' \) be the resulting link diagram. Let \((C', A')\) and \(\pi'\) be the template and the braid placement, respectively, induced from \((C, A)\) and \(\pi\) by these transformations. Note that \(C'\) is a subset of \(C\), \(C'\) contains \(C\), and \(C_1\) is an innermost Seifert circle of \(D'\). By the induction hypothesis applied to \(D'\), there is at least one point \(y'\) on the Seifert circle \(C_1\) of \(D'\) such that the ordered pair \((C_1, y')\) is derived from \((C, x)\). By moving \(y'\) along \(C_1\), we can assume that \(y'\) lies in the complement of the braid boxes of \(D\).

Starting at \(y'\) and following the orientation of \(C_1\), let us order all the arcs \(\alpha \in A\) intersecting both \(C_0\) and \(C_1\) such that \(C_0\) and \(C_1\) share at least one crossing corresponding to \(\alpha\). Let \(y\) be a point on \(C_0\) immediately before the first such arc. Denote by \(C_{m+1}\) the Seifert circle of \(D\) corresponding to the floor \(F_1\). By the definition of \(y\), any ladder of \(\text{Cas}(C_1, y')\) that connects \(C_1\) and \(C_2\) is a ladder of \(\text{Cas}(C_0, y)\). It follows that for each \(k \in \{2, 3, \ldots, m + 1\}\), if the castle \(\text{Cas}(C_0, y)\) has a floor \(F\) corresponding to \(C_k\), then the castle \(\text{Cas}(C_1, y')\) has a floor containing \(F\). Therefore, the ordered pair \((C_0, y)\) is derived from \((C, x)\). The claim is proved.

It remains to show that by using the derivations described above, one obtains an appropriate pair. Since \(\Gamma(D)\) is bipartite, \(C'\) and \(F_2\) share no crossings. Thus, the castle \(\text{Cas}(C_0, y)\) has no floors corresponding to \(F_2\). Therefore, the derivation decreases the number of floors in the complement of the interior of the current trap. By the construction, any trap of \(\text{Cas}(C_0, y)\) is either a trap of \(\text{Cas}(C, x)\) or contained within \(D\). Therefore, the new traps are nested, and thus, the derivations lead to a castle without traps. The lemma is proved.

5.3. Definition of special coherent resolution trees. Following [DHL19], we define coherent resolution trees referred to as special. In our approach, a class of resolution trees corresponds to the ordered pair consisting of a link template and a braid placement.

Let \((C, A)\) be a template and \(\pi\) be a braid placement. Let \(D \subseteq \mathbb{R}^2\) be the link diagram determined by \(\pi\).

Let us describe all special \(X\)-coherent resolution trees that correspond to \((C, A, \pi)\) at once. As for all \(X\)-coherent resolution trees for the diagram \(D\), the construction of each special \(X\)-coherent resolution tree \(T\) consists of several phases. Recall that the resulting tree \(T\) depends on sequences of base points on \(D\). To complete the definition, we specify the possible sequences of points.

Recall that we start with the one node tree \(T_0\). At the end of phase \(k\), we obtain a rooted subtree \(T_k\) of \(T\). The resulting subtrees satisfy

\[
\{D\} = T_0 \subset T_1 \subset \ldots \subset T_m = T.
\]

Let us specify the construction of \(T_1\). Let \((C_1, x_1)\) be an arbitrary appropriate pair of \(D\) such that \(x_1\) lies in the complement of the braid boxes of \(D\). Let \(x_1\) be a base point of the first phase. Then, we construct \(T_1\) as described in the definition of \(X\)-coherent resolution trees. If each leaf node of \(T_1\) is a knot diagram, then the construction of \(T\) ends. Otherwise, we move to the next phase.

Let us specify the construction of \(T_2\). Let \(V\) be a leaf node of \(T_1\). Recall that \(V\) contains the base point \(x_1\). Let \(\text{LC}(V; x_1)\) be the link component of \(V\) containing \(x_1\). Let us delete \(\text{LC}(V; x_1)\) from \(V\). Let \((C_1, A_1)\) and \(\pi_1\) be the template and the braid placement induced from \((C, A)\) and \(\pi\), respectively, by the transformations that one applied in obtaining \(V\) from \(D\) and this link component deletion. We emphasize that \((C_1, A_1)\) and \(\pi_1\) depend on both the leaf node \(V\) and the base point \(x_1\) on it. Denote by \(V \setminus \text{LC}(V; x_1)\) the link diagram determined by \(\pi_1\). Let \((C_2, x_2)\) be an arbitrary appropriate pair of \(V \setminus \text{LC}(V; x_1)\) such that \(x_2\) lies in the complement of the braid boxes of \(V \setminus \text{LC}(V; x_1)\). Let \(x_2\) be a base point of the second phase concerning \(V\). We follow the same rules concerning the choice of the base point for all other leaf nodes of \(T_1\). Then we construct \(T_2\) as described in the definition of \(X\)-coherent resolution trees. Recall that if for each leaf node \(V\) of \(T_2\), one
visits all link components of \( \mathcal{V} \), then the construction of \( \mathcal{T} \) ends. Otherwise, we move to the next phase.

Let us specify the construction of \( \mathcal{T}_3 \). Let \( \mathcal{U} \) be a leaf node of \( \mathcal{T}_2 \). Recall that \( \mathcal{U} \) contains two base points: \( x_1 \) and \( x_2 \). Let \( \text{LC}(\mathcal{U}; x_2) \) be the link component of \( \mathcal{U} \) containing \( x_2 \). Let us delete both \( \text{LC}(\mathcal{U}; x_1) \) and \( \text{LC}(\mathcal{U}; x_2) \) from \( \mathcal{U} \). Let \( (\mathcal{C}_2, \mathcal{A}_2) \) and \( \pi_2 \) be the template and the braid placement induced from \( (\mathcal{C}, \mathcal{A}) \) and \( \pi \), respectively, by the transformations that one applied in obtaining \( \mathcal{U} \) from \( \mathcal{D} \) and the two link components deletion. We emphasize that \( (\mathcal{C}_2, \mathcal{A}_2) \) and \( \pi_2 \) depend on both the leaf node \( \mathcal{U} \) and the base points \( x_1 \) and \( x_2 \) on \( \mathcal{U} \). Denote by \( \mathcal{U}'(\text{LC}(\mathcal{U}; x_1) \cup \text{LC}(\mathcal{U}; x_2)) \) the link diagram determined by \( \pi_2 \). Let \( (\mathcal{C}_3, x_3) \) be an arbitrary appropriate pair of \( \mathcal{U}'((\text{LC}(\mathcal{U}; x_1) \cup \text{LC}(\mathcal{U}; x_2))) \) such that \( x_3 \) lies in the complement of the braid boxes of \( \mathcal{U}'((\text{LC}(\mathcal{U}; x_1) \cup \text{LC}(\mathcal{U}; x_2))) \). Let \( x_3 \) be a base point of the third phase concerning \( \mathcal{U} \). We follow the same rules concerning the choice of the base point for all other leaf nodes of \( \mathcal{T}_2 \). Then we construct \( \mathcal{T}_3 \) as described in the definition of \( X \)-coherent resolution trees.

Recall that we repeat the same procedure until, for each leaf node \( \mathcal{V} \) of the current tree, one visits all link components of \( \mathcal{V} \). This completes the construction of \( \mathcal{T} \).

Recall there may be several distinct appropriate ordered pairs that satisfy the assumption of Lemma \( 5.2 \). By varying these ordered pairs, we obtain a few special \( X \)-coherent resolution trees for \( \mathcal{D} \). We emphasize that the set of special \( X \)-coherent resolution trees for \( \mathcal{D} \) depends on both the link template \( (\mathcal{C}, \mathcal{A}) \) and the braid placement \( \pi \). Lemma \( 5.2 \) implies that for any such pair, there exists at least one special \( X \)-coherent resolution tree for \( \mathcal{D} \).

We define special \( Y \)-coherent resolution trees similarly.

### 6. Proof of Theorem 1.2

This section aims to prove Theorem 1.2. One of the key elements of the proof is inequality \( (6.1) \), which we state below.

Let \( \mathcal{U} \) be a leaf node of a special \( X \)-coherent resolution tree \( \mathcal{T} \) for a link diagram \( \mathcal{D} \). Recall that \( \gamma(\mathcal{U}) \) denotes the number of link components of \( \mathcal{U} \), \( t(\mathcal{U}) \) denotes the number of crossings of \( \mathcal{D} \) that one smoothed in obtaining \( \mathcal{U} \), and \( t^-(\mathcal{U}) \) denotes the number of negative crossings among the smoothed ones. Besides, recall that the skein polynomial \( \mathcal{P}(\mathcal{D}; a, z) \) admits a decomposition as a sum indexed by all leaf vertices of \( \mathcal{T} \) such that the term of the sum that corresponds to \( \mathcal{U} \) is

\[
(-1)^{t^-(\mathcal{U})} z^{t(\mathcal{U})} a^{\omega(\mathcal{U}) - \omega(\mathcal{D})(a - a^{-1})^{-1}}. 
\]

In [DHL19 Section 5], the authors show that the following inequality holds:

\[
\omega(\mathcal{U}) - \omega(\mathcal{D}) + \gamma(\mathcal{U}) - 1 \leq -\omega(\mathcal{D}) + s(\mathcal{D}) - 1. \tag{6.1}
\]

A similar result concerning the lower \( a \)-degree bound of \( \mathcal{P}(\mathcal{D}; a, z) \) that a leaf node contributes to holds for special \( Y \)-coherent resolution trees. In particular, these results imply the Morton–Franks–Williams inequality \( (3.1) \).

We say that a leaf node \( \mathcal{U} \) of \( \mathcal{T} \) contributes to the highest \( a \)-degree term if \( (6.1) \) is sharp.

We are in the position of proving Theorem 1.2.

Let \( (\mathcal{C}, \mathcal{A}) \) be a knitted template, and let \( \pi \) be a braid placement. Let \( \mathcal{D} \) be the link diagram determined by \( \pi \). Let \( E \) (resp. \( e \)) be the highest (resp. the lowest) \( a \)-degree of the skein polynomial \( \mathcal{P}(\mathcal{D}; a, z) \) of \( \mathcal{D} \). We aim to prove that if for all \( \alpha \in \mathcal{A} \), the braid word \( \pi(\alpha) \) is locally \(-\)twisted, then \( E = -\omega(\mathcal{D}) + s(\mathcal{D}) - 1 \). Similar arguments show that if for all \( \alpha \in \mathcal{A} \), the braid word \( \pi(\alpha) \) is locally \(+\)twisted, then \( e = -\omega(\mathcal{D}) - s(\mathcal{D}) + 1 \). This implies that the Morton–Franks–Williams inequality is sharp for any locally twisted link diagram.

Suppose that for all \( \alpha \in \mathcal{A} \), the braid word \( \pi(\alpha) \) is locally \(-\)twisted. Let \( \mathcal{T} \) be an arbitrary special \( X \)-coherent resolution tree for \( \mathcal{D} \).
We are in the position of proving equality \( E = -\omega(D) + s(D) - 1 \). The proof is in three steps. In the first step, we describe a specific leaf node \( \mathcal{U}^* \) of \( \mathcal{T} \) such that:

(i) one smoothed all positive crossings of \( D \) in obtaining \( \mathcal{U}^* \);

(ii) the leaf node \( \mathcal{U}^* \) contributes to the highest \( a \)-degree term.

In the second step, we show that if a leaf node \( \mathcal{U} \) of \( \mathcal{T} \) contributes to the highest \( a \)-degree term, then \( \gamma(\mathcal{U}) = s(D), \ \omega(\mathcal{U}) = 0 \), and \( t^-(\mathcal{U}) \leq t^-(\mathcal{U}^*) \). In the third step, we show that the previous ones imply the result.

6.1. **First step.** We start with the following observation.

**Lemma 6.1.** Let \( r := (-1, -1, \ldots, -1) \in \{1, -1\}^{n-1} \). Suppose an \( r \)-homogeneous braid word \( u \) represents \( \Delta_{1,n}^{-1} \). Then there exist braid words of the form \( u_1\sigma_1^{-1}\sigma_2^{-1}\cdots\sigma_{n-1}^{-1}u_2 \) and \( u_3\sigma_{n-1}^{-1}\sigma_{n-2}^{-1}\cdots\sigma_1^{-1}u_4 \) lying in the same far commutativity class as of the braid word \( u \) such that \( u_2, u_3 \in \{\sigma_1^{-1}, \sigma_2^{-1}, \ldots, \sigma_{n-2}^{-1}\}^* \) and \( u_1, u_4 \in \{\sigma_2^{-1}, \sigma_3^{-1}, \ldots, \sigma_{n-1}^{-1}\}^* \).

\[ \text{Figure 10. An illustration for Lemma 6.1} \]

**Proof.** We show that by using the moves corresponding to the far commutativity relations, one may transform \( u \) into a braid word of the form \( u_1\sigma_1^{-1}\sigma_2^{-1}\cdots\sigma_{n-1}^{-1}u_2 \). For the second braid word, the argument is similar.

First, the assertion of Lemma 6.1 holds for the braid word \( (2.1) \).

Second, any two \( r \)-homogeneous braid words that represent the same braid are related by the diagram transformations corresponding to the braid relations and the far commutativity relations (see [E'92] Theorem 9.2.5]). It is easy to check that if one obtains a braid word \( v_2 \) from \( v_1 \) via a single braid relation move, the assertion holds for \( v_1 \) if and only if it holds for \( v_2 \). Similar holds for a single far commutativity relation move. Therefore, the assertion of Lemma 6.1 holds for \( u \). The lemma is proved.

Denote by \([w]\) the braid diagram corresponding to a braid word \( w \). We refer to the vertical segments obtained by smoothing all crossings of \([w]\) as **Seifert segments** of \([w]\). We order the Seifert segments from left to right. Recall that, given \( \alpha \in \mathcal{A} \), the symbol \([\alpha]\) denotes the number of strands of \([\pi(\alpha)]\).

We are in the position of describing a specific leaf node \( \mathcal{U}^* \) of \( \mathcal{T} \). Note that for any leaf node \( \mathcal{V} \) of \( \mathcal{T} \), there is a unique path from \( \mathcal{D} \) to \( \mathcal{V} \). This path determines a sequence of diagram transformations leading from \( \mathcal{D} \) to \( \mathcal{V} \). Each of these transformations is either smoothing or flipping of a crossing that is the end of either a maximal descending or maximal ascending path. Therefore, to determine a specific leaf vertex of \( \mathcal{T} \), one can travel naturally through \( \mathcal{D} \) by moving along each link component and describe a sequence of diagram transformations of the above form.

Let \((C_1, x_1)\) be the appropriate pair that one used in the first phase to construct \( \mathcal{T} \). Let us start at \( x_1 \) and move according to the orientation. Assume at the moment that \( C_1 \) intersects an arc of the template. Let \( \alpha \in \mathcal{A} \) be the first arc such that one encountered the corresponding braid box of \( \mathcal{D} \).

**Case 1.** The first crossing one encounters is negative. This crossing has the form either \( \sigma_1^{-1} \) or \( \sigma_{|\alpha|-1}^{-1} \) depending on the direction of \( C_1 \). Suppose \( C_1 \) is clockwise. Then the first crossing has the form \( \sigma_1^{-1} \). Recall that in this case, one has to follow the descending rule. We have no choice but to keep the first crossing unchanged (and hence cross it). We continue traveling along the second Seifert segment of the braid diagram \([\pi(\alpha)]\).
Figure 11. An example of a locally twisted braid diagram. The rectangles can be filled by arbitrary braid diagrams so that the resulting one is homogeneous.

We assume at the moment that \( i_2 > 2 \). Recall that \( \pi(\alpha) \) is locally twisted. We wait for a crossing of the form \( \sigma_2^{-1} \). The latter exists due to Lemma \ref{lemma:existence-crossing}. When such a crossing appears, we have no choice but to keep it unchanged. We continue traveling along the third Seifert segment of \( \pi(\alpha) \) and wait for a crossing of the form \( \sigma_3^{-1} \). The latter exists due to Lemma \ref{lemma:existence-crossing}.

Let \( q \) be the last appearance of the letter \( \sigma_{i_2-1}^{-1} \) in \( \pi(\alpha) \) such that \( \sigma_{i_2-1}^{-1} \sigma_{i_2-2}^{-1} \cdots \sigma_{i_3-1}^{-1} \sigma_1^{-1} \) is a subsequence of the suffix of \( \pi(\alpha) \) that begins at \( q \). The latter exists due to Lemma \ref{lemma:existence-crossing}.

We continue traveling along the Seifert segment of index \( i_2 \) of \( \pi(\alpha) \). We smooth all crossings of the forms \( \sigma_{i_2-1}^{-1} \) and \( \sigma_{i_3} \) and wait for the crossing corresponding to \( q \). When this crossing appears, we flip it and hence move to the Seifert segment of index \( i_2 - 1 \) of \( \pi(\alpha) \).

Let \( q' \) be the last appearance of the letter \( \sigma_{i_2-2}^{-1} \) in \( \pi(\alpha) \) such that \( \sigma_{i_2-2}^{-1} \sigma_{i_2-3}^{-1} \cdots \sigma_{i_3-1}^{-1} \sigma_1^{-1} \) is a subsequence of the suffix of \( \pi(\alpha) \) that begins at \( q' \). The latter exists due to Lemma \ref{lemma:existence-crossing}.

We continue traveling along the Seifert segment of index \( i_2 - 1 \) of \( \pi(\alpha) \). We wait for the crossing corresponding to \( q' \). When this crossing appears, we flip it and hence move to the Seifert segment of index \( i_2 - 2 \) of \( \pi(\alpha) \). This process continues until we flip a crossing of the form \( \sigma_1^{-1} \) and hence move to the ending point of the first Seifert segment of \( \pi(\alpha) \).

The case \( i_2 = 2 \) is similar.

Roughly speaking, we extricate the first strand of the braid diagram.

If \( C_1 \) is counterclockwise, the construction is the same after one replaces the descending rule by the ascending one. The first case is complete.

Case 2. The first crossing one encounters is positive. This crossing has the form either \( \sigma_1 \) or \( \sigma_{|\alpha|-1} \) depending on the direction of \( C_1 \). Suppose \( C_1 \) is clockwise. Then the first crossing has the form \( \sigma_1 \). Recall that in this case, one has to follow the descending rule. We smooth the first crossing and continue traveling along the first Seifert segment of \( \pi(\alpha) \). By repeating this process, we arrive at the end of the first Seifert segment of \( \pi(\alpha) \) by smoothing all the crossings of the form \( \sigma_1 \).

If \( C_1 \) is counterclockwise, then one has to follow the ascending rule. We smooth all crossings of the form \( \sigma_{|\alpha|-1} \) similarly. The second case is complete.
Figure 12. The braid diagram obtained from those in Figure 11 in the construction of $U^*$. After the first arc $\alpha$ passed, we continue moving along $C_1$ according to the orientation. We follow the same rules as above and thus extend the path in $T$ until the link component that contains $x_1$ is descending (resp. ascending) provided $C_1$ is clockwise (resp. counterclockwise). Eventually, we obtain a leaf node $U^*_1$ of $T_1$. Recall that to find the second base point of $U^*_1$, we delete the link component $LC(U^*_1; x_1)$ of $U^*_1$ containing $x_1$. Let $(C_1, A_1)$ and $\pi_1$ be the template and the braid placement induced from $(C, A)$ and $\pi$, respectively, by the transformations that one applied in obtaining $U^*_1$ from $D$ and this link component deletion. Let $U^*_1 \setminus LC(U^*_1; x_1)$ be the link diagram determined by $\pi_1$. Since the template $(C, A)$ is knitted, $(C_1, A_1)$ is knitted too. By using Lemma 6.1, it is easy to check that for all $\alpha \in A_1$, the braid word $\pi_1(\alpha)$ is locally $-\text{twisted}$. Therefore, we can repeat the same procedure for $U^*_1 \setminus LC(U^*_1; x_1)$ until the construction of $U^*$ terminates.

We are in the position of proving assertions (i) and (ii) concerning $U^*$. On the one hand, by definition of coherent resolution trees, one visits each crossing of $D$ exactly twice (and hence at least once). On the other hand, by the definition of $U^*$, one smoothed all positive crossings one encountered. Therefore, one smoothed all positive crossings of $D$ in obtaining $U^*$. Therefore, assertion (i) holds.

It remains to show that $U^*$ contributes to the highest $a$-degree term. By the construction of $U^*$, one has $\gamma(U^*) = s(D)$. Recall that the link components of any leaf node of $T$ are stacked over each other. Thus, the contribution of crossings between any two distinct link components of $U^*$ to the writhe $\omega(U)$ is zero. Note that each link component of $U^*$ represents a simple closed curve on the plane. Therefore, one has $\omega(U^*) = 0$. Hence,

$$\omega(U^*) - \omega(D) + \gamma(U^*) - 1 = -\omega(D) + s(D) - 1,$$

and thus assertion (ii) holds. The first step is complete.

6.2. Second step. Let $U$ be a leaf node of $T$. We aim to prove that if $U$ contributes to the highest $a$-degree term, then:

(i) one has $\gamma(U) = s(D)$ and $\omega(U) = 0$;
(ii) inequality $t^-(U) \leq t^-(U^*)$ holds.

Let $P$ be a unique path from the root of $T$ to $U$. Given $i \in \{0, 1, \ldots, \gamma(U)\}$, let $U_i$ be a unique leaf of $P \cap T_i$. In particular, $U_0 = D$ and $U_{\gamma(U)} = U$. Recall that each $U_i \subseteq \mathbb{R}^2$ contains $i$ base points, which we denote by $x_1, x_2, \ldots, x_i$.\[\]
Let \( i \in \{0, 1, \ldots, \gamma(\mathcal{U})\} \). Recall that \( \text{LC}(\mathcal{U}_i; x_i) \) denotes the link component of \( \mathcal{U}_i \) that contains \( x_i \). This link component determines a curve on the plane \( \mathbb{R}^2 \). By the construction of \( \mathcal{T} \), to obtain \( \mathcal{U}_i \), one smooths all crossings of \( \mathcal{U}_{i-1} \) incident to \( \text{LC}(\mathcal{U}_i; x_i) \) and then flips several crossings that \( \text{LC}(\mathcal{U}_i; x_i) \) intersects. Let

\[
\mathcal{U}^{i-1} := \mathcal{U}_{i-1} \backslash \left( \text{LC}(\mathcal{U}_{i-1}; x_1) \cup \text{LC}(\mathcal{U}_{i-1}; x_2) \cup \ldots \cup \text{LC}(\mathcal{U}_{i-1}; x_{i-1}) \right)
\]

be the link diagram obtained from \( \mathcal{U}_{i-1} \) by deleting each of the link components \( \text{LC}(\mathcal{U}_{i-1}; x_1), \text{LC}(\mathcal{U}_{i-1}; x_2), \ldots, \text{LC}(\mathcal{U}_{i-1}; x_{i-1}) \).

Let \((C_i, x_i)\) be the appropriate pair of the diagram \( \mathcal{U}^{i-1} \) that one uses in the construction of \( \mathcal{U}_i \). Let \( t \) be the maximal segment of the plane curve determined by the link component \( \text{LC}(\mathcal{U}_i; x_i) \) such that \( t \) contains within the castle \( \text{Cas}(C_i, x_i) \) of \( \mathcal{U}^{i-1} \) and the starting point of \( t \) is \( x_i \). Let \( L_i \) be the level of a floor of \( \text{Cas}(C_i, x_i) \) whose ending point coincides with the ending point of \( t \).

Lemma 6.2 and Corollary 6.3 below are Lemma 5.2 and Corollary 5.3, respectively, in [DHL19].

**Lemma 6.2.** If the leaf node \( \mathcal{U} \) contributes to the highest \( a \)-degree term, then for each index \( i \in \{1, 2, \ldots, \gamma(\mathcal{U})\} \), one has \( L_i = 0 \).

**Corollary 6.3.** If the leaf node \( \mathcal{U} \) contributes to the highest \( a \)-degree term, then each link component of \( \mathcal{U} \) represents a simple closed curve on the plane.

We are in the position of proving assertion (i).

**Corollary 6.4.** If the leaf node \( \mathcal{U} \) contributes to the highest \( a \)-degree term, then one has \( \gamma(\mathcal{U}) = s(D) \) and \( \omega(\mathcal{U}) = 0 \).

**Proof.** Lemma 6.2 implies that for each \( i \in \{1, 2, \ldots, \gamma(\mathcal{U})\} \), one has \( s(\mathcal{U}_i) = s(\mathcal{U}^{i-1}) - 1 \). Therefore, the number of link components of \( \mathcal{U} \) is \( s(D) \).

By the construction of X-coherent resolution trees, the link components of \( \mathcal{U} \) are stacked over each other. Thus, the contribution of crossings between any two distinct link components of \( \mathcal{U} \) to the writhe \( \omega(\mathcal{U}) \) is zero. Thus, Corollary 6.3 implies \( \omega(\mathcal{U}) = 0 \). The corollary is proved.

We are in the position of proving assertion (ii). Suppose the leaf node \( \mathcal{U} \) of \( \mathcal{T} \) contributes to the highest \( a \)-degree term. Recall that \( (\mathcal{C}, \mathcal{A}) \) and \( \pi \) denote the knitted template and the braid placement, respectively, such that the link diagram determined by \( \pi \) is \( D \). We need the following auxiliary result.

**Lemma 6.5.** Let \( i \in \{1, 2, \ldots, \gamma(\mathcal{U})\} \) and \( \alpha \in \mathcal{A} \). Suppose the link component \( \text{LC}(\mathcal{U}_i; x_i) \) of \( \mathcal{U} \) contributes a strand \( s(\alpha, i) \) to the braid diagram \([\pi(\alpha)]\). Then the boundary points of \( s(\alpha, i) \) lie on the same Seifert segment of \([\pi(\alpha)]\).

**Proof.** First, suppose \( i = 1 \). Let \((C_1, x_1)\) be the appropriate pair of the diagram \( \mathcal{U}^0 = D \) that one uses in the construction of \( \mathcal{U}_1 \). Starting at \( x_1 \) and following the orientation of \( C_1 \), let us order the arcs in \( \mathcal{A} \) intersecting \( C_1 \) as follows: \( \alpha_1, \alpha_2, \ldots, \alpha_r \).

Let \( d \in \{1, 2, \ldots, |\alpha_1|\} \) be the index of the ending point of \( s(\alpha_1, 1) \). We claim that \( d = 1 \).

Assume the converse, that is, \( d_1 > 1 \). Let \( F_0 \) be a unique floor of level 0 of the castle \( \text{Cas}(C_1, x_1) \), and let \( p_0 = x_1 \) and \( q_0 \) be the boundary points of \( F_0 \) (see Figure 13). Let \( F_1 \) be the floor of level 1 of \( \text{Cas}(C_1, x_1) \) that contains the second Seifert segment of the braid diagram \([\pi(\alpha_1)]\).

![Figure 13. An illustration for Lemma 6.5](image-url)
By Lemma 6.2 the part of LC($U; x_1$) located from $p_0$ to $q_0$ lies within the castle $\text{Cas}(C_1, x_1)$. Therefore, since $d > 1$, the floor $F_1$ shares at least one crossing with $F_0$ that lies in the complement of the braid box corresponding to $\alpha_1$. Let $j \in \{2, 3, \ldots, r\}$ be the minimum number such that $F_1$ intersects $\alpha_j$. If $j \geq 3$, then $F_0$ and $F_1$ bound a trap of the castle $\text{Cas}(C_1, x_1)$. Hence, since $\text{Cas}(C_1, x_1)$ is appropriate, one has $j = 2$. Thus, the two circles in $C$ containing $F_0$ and $F_1$ share at least two arcs in $A$. This contradicts the fact that $(C, A)$ is knitted. The claim is proved.

Similar arguments show that for all arcs $\alpha \in \{\alpha_2, \alpha_3, \ldots, \alpha_r\}$, the index of the ending point of the strand $s(\alpha, 1)$ is equal to 1. Hence, if LC($U; x_1$) intersects an arc $\alpha \in A$, then one has $\alpha \in \{\alpha_1, \alpha_2, \ldots, \alpha_r\}$. Therefore, the case $i = 1$ is complete.

Second, suppose $i = 2$. Recall that $U^1 = U_1 \backslash \text{LC}(U_1; x_1)$ is the link diagram obtained from $U_1$ by deleting the link component LC($U_1; x_1$). Let $(C_1, A_1)$ and $\pi_1$ be the template and the braid placement induced from $(C, A)$ and $\pi$, respectively, by the transformations that one applied in obtaining $U_1$ from $D$ and this link component deletion. Since the template $(C, A)$ is knitted, $(C_1, A_1)$ is knitted too. Therefore, we can apply the same arguments as above.

The case $i > 2$ is similar. The lemma is proved.

Recall that we aim to prove the inequality $t^-(U) \leq t^-(U^*)$.

Let $\alpha \in A$. Let $r = (r_1, r_2, \ldots, r_{|\alpha| - 1}) \in \{1, -1\}^{|\alpha| - 1}$ be such that $\pi(\alpha)$ is $r$-homogeneous. Let $i_1, i_2, \ldots, i_m \in \{1, 2, \ldots, |\alpha|\}$ be such that

$$1 = i_1 < i_2 < \ldots < i_m = |\alpha|$$

and for all $k \in \{1, 2, \ldots, m - 1\}$, one has $r_{i_k} = r_{i_{k+1}} = \ldots = r_{i_{k+1}}$ and $r_{i_{k+1}} \neq r_{i_{k+2}}$. By the definition of locally twisted braids, for each $k \in \{1, 2, \ldots, m - 1\}$ with $r_{i_k} = -1$, the uniform layer of index $k$ of $\pi(\alpha)$ admits a decomposition of the form $v_{k,1}v_{k,2}v_{k,3}$ such that both $v_{k,1}$ and $v_{k,2}$ contain the starting point of the index $\alpha$ and $\Delta^{-1}$, (see Figure 11).

Let $d = \gamma(U)$. Recall that the link diagram determined by $\pi_d$ is $U_d = U$. Given a braid word $w$, denote by $|w|$ the length of $w$.

Lemma 6.6. For each $k \in \{1, 2, \ldots, m - 1\}$ with $r_{i_k} = -1$, one neither smoothed nor flipped at least $2|v_{k,1}|$ negative crossings of $[\pi(\alpha)]$ in obtaining $[\pi_d(\alpha)]$.

Proof. Without loss of generality, one has $r_1 = -1$. First, suppose $k = 1$.

Let $i \in \{1, 2, \ldots, d\}$ be the index such that LC($U; x_i$) contains the starting point of the first Seifert segment of $[\pi(\alpha)]$.

The link component LC($U; x_i$) determines a curve $t$ on the braid diagram $[\pi(\alpha)]$. It follows from Lemma 6.1 that $t$ contains crossings of $[v_{1,1}]$ of the form $\sigma_1^{-1}, \sigma_2^{-1}, \ldots, \sigma_{i_2}^{-1}$. Lemma 6.5 implies that $t$ exits $[\pi(\alpha)]$ through the ending point of the first Seifert segment of $[\pi(\alpha)]$. Therefore, $t$ contains at least $i_2 - 1$ additional crossings of $[\pi(\alpha)]$ of the form $\sigma_1^{-1}, \sigma_2^{-1}, \ldots, \sigma_{i_2}^{-1}$. Therefore, one neither smoothed nor flipped at least $2(i_2 - 1)$ negative crossings of $[\pi(\alpha)]$ in obtaining $[\pi_d(\alpha)]$.

For each $j \in \{2, 3, \ldots, i_2 - 1\}$, we apply similar arguments concerning the link component of $U$ that contains the starting point of the index $j$ Seifert segment of $[\pi(\alpha)]$. Therefore, one neither smoothed nor flipped at least

$$2(i_2 - 1) + 2(i_2 - 2) + \ldots + 2 = 2i_2(i_2 - 1) = 2|v_{1,1}|$$

negative crossings of $[\pi(\alpha)]$ in obtaining $[\pi_d(\alpha)]$.

For $k > 1$ such that $r_{i_k} = -1$, the argument is similar. The lemma is proved.

Denote by $t^-(U^*; \alpha)$ (resp. $t^-(U; \alpha)$) the number of negative crossings of $[\pi(\alpha)]$ that one smoothed in obtaining $U^*$ (resp. $U$). Denote by $n(\pi(\alpha))$ the number of negative crossings of $\pi(\alpha)$. Let $J = \{k \in \{1, 2, \ldots, m - 1\} | r_{i_k} = -1\}$. One has

$$t^-(U^*; \alpha) + \sum_{k \in J} 2|v_{k,1}| = n(\pi(\alpha)). \quad (6.2)$$
Lemma 6.6 implies
\[ \sum_{k \in J} 2|v,k_1| \leq n(\pi(\alpha)) - t^-(U; \alpha). \] (6.3)

By combining (6.2) and (6.3), one has \( t^-(U; \alpha) \leq t^-(U^*; \alpha) \). Therefore,
\[ t^-(U) = \sum_{\alpha \in \mathcal{A}} t^-(U; \alpha) \leq \sum_{\alpha \in \mathcal{A}} t^-(U^*; \alpha) = t^-(U^*). \]

The second step is complete.

6.3. Third step. Let \( U \) be a leaf node of \( \mathcal{T} \). Recall that the contribution of \( U \) to the skein polynomial \( \mathcal{P}(D; a, z) \) is
\[ (-1)^{t^-(U)} z^{t(U)} a^{\omega(U)-\omega(D)} (a-a^{-1}) z^{-1} \gamma(U)^{-1}. \]

Therefore, the highest \( a \)-degree term that \( U \) contributes to \( \mathcal{P}(D; a, z) \) is
\[ (-1)^{t(U)} z^{t(U)} a^{\omega(U)-\omega(D)+\gamma(U)^{-1}}. \]

Suppose that \( U \) contributes to the the highest \( a \)-degree term. Recall that in the first step, we showed that there exits a leaf node \( U^* \) of \( \mathcal{T} \) that contributes to the the highest \( a \)-degree term. Besides, in the second step, we showed that \( \gamma(U) = s(D), \omega(U) = 0, \) and \( t^-(U) \leq t^-(U^*) \). Therefore, \( U \) contributes to the term
\[ (-1)^{t(U)} z^{t(U)} a^{s(D)+\omega(D)+s(D)-1} \] (6.4)
if and only if \( t(U) = t(U^*) \).

Suppose that \( t(U) = t(U^*) \). Denote by \( p(D) \) the number of positive crossings of \( D \). Given a leaf node \( V \) of \( \mathcal{T} \), denote by \( t^+(V) \) the number of positive crossings of \( D \) that one smoothed in obtaining \( V \). In the first step, we showed that \( t^+(U^*) = p(D) \). One has
\[ t^-(U^*) = t(U^*) - t^+(U) = t(U) - p(D) \leq t(U) - t^+(U) = t^-(U). \]

Hence, \( t^-(U) = t(U^*) \). Therefore, the contribution of \( U \) to the term (6.4) has the same sign \((-1)^{t(U^*)} \) as of \( U^* \). Thus, this term does not cancel. This shows that \( E = -\omega(D) + s(D) - 1 \).

The third step is complete. Theorem [12] is proved.
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