SPECTRAL INVARIANTS WITH BULK, QUASIMORPHISMS AND LAGRANGIAN FLOER THEORY
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Abstract. In this paper we first develop various enhancements of the theory of spectral invariants of Hamiltonian Floer homology and of Entov-Polterovich theory of spectral symplectic quasi-states and quasimorphisms by incorporating bulk deformations, i.e., deformations by ambient cycles of symplectic manifolds, of the Floer homology and quantum cohomology. Essentially the same kind of construction is independently carried out by Usher [Us4] in a slightly less general context. Then we explore various applications of these enhancements to the symplectic topology, especially new construction of symplectic quasi-states, quasimorphisms and new Lagrangian intersection results on toric manifolds.

The most novel part of this paper is to use open-closed Gromov-Witten-Floer theory (operator q in [FOOO1] and its variant involving closed orbits of periodic Hamiltonian system) to connect spectral invariants (with bulk deformation), symplectic quasi-states, quasimorphism to the Lagrangian Floer theory (with bulk deformation).

We use this open-closed Gromov-Witten-Floer theory to produce new examples. Especially using the calculation of Lagrangian Floer homology with bulk deformation in [FOOO2, FOOO3], we produce examples of compact toric manifolds \((M, \omega)\) which admits uncountably many independent quasi-morphisms \(\tilde{\Ham}(M, \omega) \to \mathbb{R}\).

We also obtain a new intersection result of Lagrangian submanifold on \(S^2 \times S^2\) discovered in [FOOO5].

Many of these applications were announced in [FOOO2, FOOO3, FOOO5].
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1. Introduction

Let \((M, \omega)\) be a compact symplectic manifold. We consider one-periodic nondegenerate Hamiltonians \(H : S^1 \times M \to \mathbb{R}\), not necessarily normalized, and one-periodic family \(J = \{J_t\}_{t \in S^1}\) of almost complex structures compatible with \(\omega\). To each given such pair \((H, J)\), we can associate the Floer homology \(HF(H, J)\) by considering the perturbed Cauchy-Riemann equation

\[
\frac{\partial u}{\partial \tau} + J_t \left( \frac{\partial u}{\partial t} - X_{H_t}(u) \right) = 0,
\]

where \(H_t(x) = H(t, x)\) and \(X_{H_t}\) is the Hamiltonian vector field associated to \(H_t \in C^\infty(M)\). The associated chain complex \((CF(M, H), \partial_{H,J})\) is generated by the pairs \([\gamma, w]\) where \(\gamma\) is a loop satisfying \(\dot{\gamma}(t) = X_{H_t}(\gamma)\), \(w : D^2 \to M\) is a disc with \(w|_{\partial D^2} = \gamma\) and \([\gamma, w]\) is the homotopy class relative to the boundary \(\gamma\). This chain complex carries a natural downward filtration provided by the action functional

\[
A_H([\gamma, w]) = - \int w^* \omega - \int_0^1 H(t, \gamma(t)) \, dt,
\]

since (1.1) is the negative \(L^2\)-gradient flow of \(A_H\) with respect to the \(L^2\)-metric on \(\mathcal{L}(M)\) defined by

\[
\int_0^1 \langle \xi_1(t), \xi_2(t) \rangle_J \, dt
\]

where \(\langle \xi_1(t), \xi_2(t) \rangle_J = \omega(\xi_1(t), J_t \xi_2(t))\).

The homology group of \((CF(M, H), \partial_{H,J})\), the Floer homology associated to the one-periodic Hamiltonian \(H\), is known to be isomorphic to the ordinary homology of \(M\) with respect to an appropriate Novikov ring coefficients ([F]).

The spectral invariants constructed by the second named author in [Oh4] for the general non-exact case are defined as follows. (See [VII Oh1 Sc2] for the earlier related works for the exact case.) First take the mini-max value

\[
v_p(\alpha) = \max \{ A_H([\gamma_i, w_i]) \mid \alpha = \sum a_i [\gamma_i, w_i], a_i \in \mathbb{C} \setminus \{0\} \},
\]

(1.3)

\[
\rho(H, J; a) = \inf \{ v_p(\alpha) \mid \partial_{(H,J)}(\alpha) = 0, [\alpha] = a \},
\]

(1.4)

(where \(a \in HF(H, J) \cong H(M)\)) and then prove that \(\rho(H, J; a)\) does not depend on the choice of \(J\). The spectral invariant \(\rho(H; a)\) is nothing but this common value of \(\rho((H, J); a)\) for the nondegenerate Hamiltonian \(H\). Via the \(C^0\)-continuity of the function \(H \mapsto \rho(H; a)\), the function extends continuously to arbitrary continuous function \(H\).

Let denote by \(\text{Ham}(M, \omega)\) the group of Hamiltonian diffeomorphisms of \(M\) and by \(\hat{\text{Ham}}(M, \omega)\) its universal cover. We denote by \(\phi_H : t \mapsto \phi_H^t\) the Hamiltonian path (based at the identity) generated by the (time-dependent) Hamiltonian \(H\) and its time one map by \(\psi_H = \phi_H^1 \in \text{Ham}(M, \omega)\). Each Hamiltonian \(H\) generates the Hamiltonian path \(\phi_H\) which in turn determines an element \(\tilde{\phi}_H \in \hat{\text{Ham}}(M, \omega)\). Conversely, each smooth Hamiltonian path \([0, 1] \to \text{Ham}(M, \omega)\) based at the identity is generated by a unique normalized Hamiltonian \(H\), i.e., \(H\) satisfying

\[
\int_M H_t \omega^n = 0.
\]

(1.5)
It is proved in [Oh1], [Oh6] that \( \rho(H; a) \) for normalized Hamiltonians \( H \) depends only on the homotopy class \( \tilde{\psi} = \psi_H \) of the path \( \phi_H \) and \( a \), which we denote by \( \rho(\tilde{\psi}; a) \). This homotopy invariance is proved for the rational \((M, \omega)\) in [Oh1] and for the irrational case in [Oh6], [Us1] respectively.

In a series of papers [EP1] [EP2] [EP3], Entov and Polterovich discovered remarkable applications of these spectral invariants to the theory of symplectic intersections and to the study of \( \text{Ham}(M, \omega) \) by combining ideas from dynamical systems, function theory and quantum cohomology. We briefly summarize their construction now.

Entov and Polterovich [EP2] use the action functional

\[
\tilde{A}_H([\gamma, w]) = -\int w^*\omega + \int_0^1 H(t, \gamma(t)) \, dt
\]

instead of (1.2) to define the spectral invariant \( \rho^{EP}(H; 1) \). See Remark 1.17. They considered the function \( \zeta_1^{EP} : C^0(M) \to \mathbb{R} \) first defined by

\[
\zeta_1^{EP}(H) := \lim_{n \to \infty} \frac{\rho^{EP}(nH; 1)}{n}
\]

for \( C^\infty \) function \( H \) and then extended to \( C^0(M) \) by continuity. They proved in [EP1] [EP2] that \( \zeta_1^{EP} \) largely satisfies most of the properties of \( \text{quasi-states} \) introduced by Aarnes [Aa] and introduced the notion of \( \text{partial symplectic quasi-states} \).

In a more recent paper [EP3], they generalized the construction by incorporating other idempotent elements \( e \) of \( QH^*(M; \Lambda) \), i.e., those satisfying \( e^2 = e \), and also formulated the notions of \( \text{heavy} \) and \( \text{super-heavy} \) subsets of symplectic manifolds.

Consider the (small) quantum cohomology ring \( QH^*(M; \Lambda) \), where the coefficient ring is \( \Lambda \) that is the field of fractions of the universal Novikov ring

\[
\Lambda_0 = \left\{ \sum_{i=1}^{\infty} a_i T^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}_{\geq 0}, \lim_{i \to \infty} \lambda_i = \infty \right\}.
\]

(In fact, \( \Lambda = \Lambda_0[T^{-1}] \).) When Entov-Polterovich’s construction of partial symplectic quasi-states is carried out for an idempotent \( e \in QH^*(M; \Lambda) \), we denote the corresponding partial symplectic quasi-states by \( \zeta_e^{EP} = \zeta_e^{EP}(H) : C^0(M) \to \mathbb{R} \). Entov and Polterovich also considered the function \( \mu^{EP} : \tilde{\text{Ham}}(M, \omega) \to \mathbb{R} \) defined by

\[
\mu^{EP}(\tilde{\psi}) := -\text{vol}_\omega(M) \lim_{n \to \infty} \frac{\rho^{EP}(\tilde{\psi}^e; 1)}{n}.
\]

Similarly as \( \mu^{EP} \) in (1.3), we associate to \( e \) the map \( \mu_e^{EP} : \tilde{\text{Ham}}(M, \omega) \to \mathbb{R} \) by

\[
\mu_e^{EP}(\tilde{\psi}) = -\text{vol}_\omega(M) \lim_{n \to \infty} \frac{\rho^{EP}(\tilde{\psi}^e; \tilde{\psi})}{n}.
\]

Whenever \( e \) is a unit of the direct factor of \( QH^*(M; \Lambda) \), which is a field, \( \mu_e^{EP} \) becomes a homogeneous quasimorphism. Namely it satisfies

\[
\mu_e^{EP}(\tilde{\psi}_1) + \mu_e^{EP}(\tilde{\psi}_2) - C < \mu_e^{EP}(\tilde{\psi}_1 \tilde{\psi}_2) < \mu_e^{EP}(\tilde{\psi}_1) + \mu_e^{EP}(\tilde{\psi}_2) + C,
\]

for some constant \( C \) independent of \( \tilde{\psi}_1, \tilde{\psi}_2 \) and

\[
\mu_e^{EP}(\tilde{\psi}^n) = n \mu_e^{EP}(\tilde{\psi}), \quad \text{for } n \in \mathbb{Z}.
\]

These facts were proved by Entov-Polterovich [EP1] in case \( QH^*(M; \Lambda) \) is semi-simple and \( M \) is monotone. The monotonicity assumption was somewhat improved
by Ostrover [Os2]. It was observed by McDuff that instead of the semi-simplicity assumption one has only to assume that \( e \) is a unit of a factor of \( \text{QH}^* (M; \Lambda) \) that is a field. In fact, Entov and Polterovich prove several other symplectic properties of \( \mu_{EP}^e \), and call them \emph{Calabi quasimorphisms}.

The relationship between \( \mu_{EP}^e \) and \( \zeta_{EP}^e \) is as follows. Note that by definition we have

\[
\rho_{EP}^e (\tilde{\psi}; e) = \rho_{EP}^e (H; e) + \frac{1}{\text{vol}_\omega (M)} \int_0^1 dt \int_M H_t \omega^n,
\]

where \( H_t = H_t - \frac{1}{\text{vol}_\omega (M)} \int_M H_t \omega^n \).

It follows from the action functional \( \tilde{A}_H \) and the mini-max values \( \rho_{EP}^e (H; a) \) that

\[
\rho_{EP}^e (\tilde{\psi}; e) = \rho_{EP}^e (H; e) + \frac{1}{\text{vol}_\omega (M)} \int_0^1 dt \int_M H_t \omega^n.
\]

(1.11)

where

\[
\text{Cal}(H) = \int_0^1 dt \int_M H_t \omega^n
\]

(1.12)

is the Calabi invariant of \( H \). (See Definition [13.2].) We also note that if \( H \) is autonomous Hamiltonian, we have \( \phi^n_H = \phi_{nH} \). Therefore applying (1.11) to an autonomous Hamiltonian \( nH \) and its associated homotopy class \( \tilde{\psi}^n = [\phi_{nH}] \) and dividing by \( n \), one obtains

\[
\frac{1}{n} \rho_{EP}^e (\tilde{\psi}^n; e) = \frac{1}{n} \rho_{EP}^e (nH; e) + \frac{1}{\text{vol}_\omega (M)} \text{Cal}(H).
\]

By multiplying \( \text{vol}_\omega (M) \) to this equation and taking the limit, we obtain the following identity

\[
\mu_{EP}^e (\tilde{\psi}) = - \text{vol}_\omega (M) \zeta_{EP}^e (H) + \text{Cal}(H) = - \text{vol}_\omega (M) \zeta_{EP}^e (H)
\]

(1.13)

for any autonomous Hamiltonian \( H \) and its associated homotopy class \( \tilde{\psi} \).

In Chapters 2 and 3 of this paper we modify the construction of spectral invariants, partial quasi-states, and quasimorphisms by involving the elements from the \emph{big quantum cohomology ring} in Gromov-Witten theory. For this purpose, we deform the Floer homology \( HF(H, J) \) by inserting an ambient (co)cycle \( b \) of even degree in the construction of boundary map, in exactly the same way as we did for the case of Lagrangian Floer theory in [FOOO1].

**Remark 1.1.**

A similar construction has been also carried out by Usher [Us4] independently in a slightly less general context.

We denote the corresponding deformed Floer homology by \( HF^b (H, J) \). Actually \( HF^b (H, J) \) as a \( \Lambda \) module is also isomorphic to the ordinary homology group \( H (M; \Lambda) \) of \( M \). However it carries a filtration which contains certain new information. These constructions of spectral invariants and the associated spectral partial

\[
\text{vol}_\omega (M) \zeta_{EP}^e (H) \]

(1.13)

Actually by considering the two Lagrangian submanifolds, the diagonal and the graph of time one map, the case of Hamiltonian diffeomorphism can be reduced to the case of Lagrangian submanifolds.
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quasi-states and quasimorphisms with bulk can be generalized in a straightforward way except the following point:

We note that for the construction of partial quasi-states and quasimorphisms the following triangle inequality of spectral invariant plays an important role.

\[ \rho(\tilde{\psi}_1 \circ \tilde{\psi}_2, a \cup Q b) \leq \rho(\tilde{\psi}_1, a) + \rho(\tilde{\psi}_2, b), \]  

(1.14)

here \( \cup Q \) is the product of the small quantum cohomology ring \( QH^*(M; \Lambda) \) and \( \rho \) is the spectral invariant as defined in \( \text{[Oh4]} \) (without bulk deformation). Let us consider the spectral invariant with bulk, which we denote by \( \rho^b(\tilde{\psi}, a) \). Then (1.14) becomes

\[ \rho^b(\tilde{\psi}_1 \circ \tilde{\psi}_2, a \cup^b b) \leq \rho^b(\tilde{\psi}_1, a) + \rho^b(\tilde{\psi}_2, b), \]  

(1.15)

where \( \cup^b \) is the deformed cup product by \( b \). (See Definition 5.1 for its definition.)

Thus in place of the small quantum cohomology ring \( QH^*(M; \Lambda) \) the \( b \)-deformed quantum cohomology ring (which we denote by \( QH^*_b(M; \Lambda) \)) plays an important role here.

Whenever \( e \in QH^*_b(M; \Lambda) \) is an idempotent, we define

\[ \zeta^b_e(H) = \lim_{n \to \infty} \frac{\rho^b(nH; e)}{n} \]  

(1.16)

for the autonomous function \( H = H(x) \in C^\infty(M) \) which in turn defines a partial symplectic quasi-state on \( C^0(M) \). See Definition 13.6 and Theorem 14.1. Similarly we can define \( \mu^b_e : \widetilde{\Ham}(M, \omega) \to \mathbb{R} \). We will call any such partial quasi-state or quasimorphism obtained from spectral invariants as a whole spectral partial quasi-state or spectral quasimorphism respectively.

Remark 1.2. Note that we use the action functional \( A_H \), not \( \tilde{A}_H \), hence

\[ \zeta_e(H) = -\zeta_e^{EP}(-H), \quad \mu_e(\tilde{\psi}_H) = -\mu_e^{EP}(\tilde{\psi}_{-H}) \]  

for the case \( b = 0 \) in our convention.

Then for any homotopy class \( \tilde{\psi} \in \widetilde{\Ham}(M, \omega) \) generated by an autonomous Hamiltonian \( H \), we have the equality

\[ \mu^b_e(\tilde{\psi}) = \text{Cal}(H) - \text{vol}_\omega(M) \zeta^b_e(H). \]  

(1.17)

Theorem 1.3. Let \( \Lambda e \cong \Lambda \) be a direct factor of \( QH^*_b(M; \Lambda) \) and \( e \) its unit. Then

\[ \mu^b_e : \widetilde{\Ham}(M, \omega) \to \mathbb{R} \]

is a homogeneous Calabi quasimorphism.

Theorem 1.3 is proved in Section 16. In particular, combined with the study of big quantum cohomology of toric manifolds \( \text{[FOOO6]} \), this implies the following: (The proof is completed in Subsection 21.3)

Corollary 1.4. For any compact toric manifold \( (M, \omega) \), there exists a nontrivial homogeneous Calabi quasimorphism

\[ \mu^b_e : \widetilde{\Ham}(M, \omega) \to \mathbb{R} \]

We say that a quasimorphism is nontrivial if it is not bounded. Corollary 1.3 is also proved independently by Usher \( \text{[Us4]} \).

It is in general very hard to calculate spectral invariants and partial quasi-states or quasimorphisms obtained therefrom. In Chapter 4 of this paper we provide a means of estimating them in certain cases. We recall the following definition
Definition 1.5 (Entov-Polterovich \[EP3\]). Let $\zeta: C^0(M) \to \mathbb{R}$ be any partial quasi-state. A closed subset $Y \subset X$ is called $\zeta$-heavy if
\[
\zeta(H) \leq \sup\{H(p) \mid p \in Y\}
\]
for any $H \in C^0(X)$. $Y \subset X$ is called $\zeta$-superheavy if
\[
\zeta(H) \geq \inf\{H(p) \mid p \in Y\}
\]
for any $H \in C^0(X)$.

Due to the different sign conventions in the definitions of the action functional and $\zeta(H)$ used in \[EP3\] and in this paper, this definition looks opposite to that of \[EP3\]. However, by Remark 1.2 this definition is indeed equivalent to that in \[EP3\]. Entov-Polterovich proved in \[EP3\] Theorem 1.4 (i) that super heaviness implies heaviness for $\zeta_e$. (See Remark 18.2.) The same can be proved for $\zeta_b$ by the same way.

We can also define a similar notion including time dependent Hamiltonian. See Definition 18.5.

Next we relate the theory of spectral invariants to the Lagrangian Floer theory. Let $L$ be a relatively spin Lagrangian submanifold of $M$. In \[FOOO1\] we associated to $L$ a set $M_{\text{weak, def}}(L; \Lambda_+)$, which we call the Maurer-Cartan moduli space.

Remark 1.6. The Maurer-Cartan moduli space that appears in \[FOOO1\] uses the Novikov ring $\Lambda_+$. A technical enhancement to its $\Lambda_0$-version was performed in \[FOOO3\], \[Fu3\] using the idea of Cho \[Cho\]. We include it in this paper. In this introduction, however, we state only the $\Lambda_+\text{-version}$ for the simplicity of exposition.

The Maurer-Cartan moduli space comes with a map
\[
\pi_{\text{bulk}}: M_{\text{weak, def}}(L; \Lambda_+) \to \bigoplus_k H^{2k}(M; \Lambda_+).
\]
For each $b \in M_{\text{weak, def}}(L; \Lambda_+)$, the Floer cohomology $HF^*((L, b); (L, b); \Lambda_0)$ deformed by $b$ is defined in \[FOOO1\] Definition 3.8.61. Moreover the open-closed map
\[
i_{\text{qm,b}}^*: H^*(M; \Lambda_0) \to HF^*((L, b); (L, b); \Lambda_0)
\]
is constructed in \[FOOO1\] Theorem 3.8.62. Utilizing this map $i_{\text{qm,b}}^*$, we can locate $\mu_b^\Lambda$-superheavy Lagrangian submanifolds in several circumstances.

Theorem 1.7. Consider a pair $(b, b)$ with $b \in M_{\text{weak, def}}(L; \Lambda_+)$ and $\pi_{\text{bulk}}(b) = b$. Let $e$ be an idempotent of $QH^\Lambda_b(M; \Lambda)$ such that
\[
i_{\text{qm,b}}^*(e) \neq 0 \in HF^*((L, b); (L, b); \Lambda).
\]
Then $L$ is $\zeta_b^\Lambda$-heavy and $\mu_b^\Lambda$-heavy.

If $e$ is a unit of a field factor of $QH^\Lambda_b(M; \Lambda)$ in addition, then $L$ is $\zeta_b^\Lambda$-superheavy and $\mu_b^\Lambda$-superheavy.

See Definition 18.5 for the definitions of $\mu_b^\Lambda$-heavy and $\mu_b^\Lambda$-superheavy sets. Theorem 1.7 (Theorem 18.8) is proved in Section 18.

Remark 1.8. (1) Theorem 1.7 gives rise to a proof of a conjecture made in \[FOOO2\] Remark 1.7.

(2) Theorem 1.7 is closely related to Theorem 1.20 \[EP3\].
Theorem 1.7 also proves linear independence of some spectral Calabi quasimorphisms in the following sense.

**Definition 1.9.** Let \( \mu_j : \hat{\text{Ham}}(M, \omega) \to \mathbb{R} \) be homogeneous Calabi-quasimorphisms for \( j = 1, \ldots, N \). We say that they are **linearly independent** if there exists a subgroup \( \cong \mathbb{Z}^N \) of \( \hat{\text{Ham}}(M, \omega) \) such that the restriction of \( (\mu_1, \ldots, \mu_N) : \hat{\text{Ham}}(M, \omega) \to \mathbb{R}^N \) to this subgroup is an isomorphism to its lattice. A (possibly infinite) set of elements of \( \hat{\text{Ham}}(M, \omega) \) is said to be **linearly independent** if any of its finite subset is linearly independent in the above sense.

The case of \( \text{Ham}(M, \omega) \) can be defined in the same way.

**Corollary 1.10.** Let \( L_j \) be mutually disjoint relatively spin Lagrangian submanifolds. \( j = 1, \ldots, N \). Let \( b_j \in H^{\text{even}}(M; \Lambda^+) \) and \( b_j \in M_{\text{weak, def}}(L_j; \Lambda^+ \ ) \) with \( \pi_{\text{bulk}}(b_j) = b_j \). Let \( e_j \) be a unit of a field of factor of \( \mathcal{QH}(M, \Lambda) \) such that 
\[
\iota^{*}_{\text{qm}, b_j}(e_j) \neq 0 \in HF^*(L_j, b_j; (L_j, b_j); \Lambda), \quad j = 1, \ldots, N.
\]
Then \( \mu_{b_j} e_j \ (j = 1, \ldots, N) \) are linearly independent.

This corollary follows from Theorem 1.7 mentioned above and [EP3] Theorem 8.2. (See also Section 19 of this paper.)

The study of toric manifolds [FOOO3] and deformations of some toric orbifolds [FOOO5] provides examples for which the hypothesis of Corollary 1.10 is satisfied. This study gives rise to the following theorem.

**Theorem 1.11.** Let \( M \) be one of the following three kinds of symplectic manifolds:

1. \( S^2 \times S^2 \) with monotone toric symplectic structure,
2. Cubic surface,
3. \( k \) points blow up of \( \mathbb{C}P^2 \) with certain toric symplectic structure, where \( k \geq 2 \).

Then \( (M, \omega) \) carries an uncountable set \( \{ \mu_a \}_{a \in \mathbb{R}} \) of quasimorphisms 
\[
\mu_a : \hat{\text{Ham}}(M, \omega) \to \mathbb{R}
\]
that are linearly independent.

**Remark 1.12.**

1. In the case of \( (M, \omega) = S^2 \times S^2 \), we have quasimorphisms \( \mu_a : \text{Ham}(M, \omega) \to \mathbb{R} \) in place of \( \mu_a : \hat{\text{Ham}}(M, \omega) \to \mathbb{R} \). See Corollary 23.6
2. We can explicitly specify the symplectic structure used in Theorem 1.11
3. See Section 23.
4. We can also construct a similar example in higher dimension by the similar way.
5. Theorem 1.11 for \( S^2 \times S^2 \) was announced in [FOOO5] Remark 7.1, and for the case of \( k \)-points \( (k \geq 2) \) blow up of \( \mathbb{C}P^2 \) in [FOOO3] Remark 1.2 (3), respectively.
6. Biran-Entov-Polterovich constructed an uncountable family of linearly independent Calabi quasimorphisms for the case of the group \( \text{Ham}(B^{2n}(1); \omega) \) of compactly supported Hamiltonian diffeomorphisms of balls with \( n \geq 2 \) in [BEP]. Theorem 1.11 provides the first example of closed \( M \) with such property.
(6) For the case of $M = \mathbb{C}P^2$, existence of infinitely many homogeneous Calabi quasimorphisms on $\text{Ham}(M, \omega)$ is still an open problem.

(7) Theorem 1.11 implies that the second bounded cohomology of $\tilde{\text{Ham}}(M; \omega)$ is of infinite rank for $(M, \omega)$ appearing in Theorem 1.11. In fact, the defect $\text{Def}_a$ defined by

$$\text{Def}_a(\phi, \psi) := \mu_a(\phi) + \mu_a(\psi) - \mu_a(\phi \psi)$$

defines a bounded two-cocycle. It follows from the simplicity of the group $\text{Ham}(M; \omega)$ [Ba1] that the set of cohomology classes of $\{\text{Def}_a\}$ is linearly independent in the 2nd bounded cohomology group of $\tilde{\text{Ham}}(M, \omega)$.

(8) In [FOOO9], we will study a generalization of Theorem 1.11 to a Kähler surface $M$, which is a smoothing of a toric orbifold with $A_n$-type singularities. See Section 24 for the $A_2$-case.

(9) At the final stage of completing this paper, a paper [Bor] appears in the arXiv which discusses a result related to Theorem 1.11 (3) using [AM].

Another corollary of Theorem 1.7 combined with Theorem 1.4 (iii), Theorem 1.8 [EP3] is the following intersection result of the exotic Lagrangian tori discovered in [FOOO5].

**Theorem 1.13.** Let $T(u) \subset S^2(1) \times S^2(1)$ for $0 < u \leq 1/2$ be the tori from [FOOO5]. Then we have

$$\psi(T(u)) \cap (S^1_{\text{eq}} \times S^1_{\text{eq}}) \neq \emptyset$$

for any symplectic diffeomorphism $\psi$ of $S^2(1) \times S^2(1)$.

**Remark 1.14.** Theorem 1.13 was announced in the introduction of [FOOO5]. The proof is given in Subsection 23.2.

A brief outline of the content of the paper is now in order. The present paper consist of 6 chapters. Chapter 1 is a review. In Chapter 2, we first enhance the Hamiltonian Floer theory by involving its deformations by ambient cohomology classes, which we call bulk deformations. In this paper, we use de Rham (co)cycles instead of singular cycles as in [FOOO3, FOOO6]. After this enhancement, we generalize construction of spectral invariants in [Oh4] involving bulk deformations and define spectral invariants with bulk. Chapter 3 then generalizes construction [EP2, EP1] of symplectic partial quasi-states and Calabi quasimorphisms by replacing the spectral invariants defined in [Oh4] by these spectral invariants with bulk.

In the course of carrying out these enhancements, we also unify, clarify and enhance many known constructions in Hamiltonian Floer theory in the framework of Kuranishi structures and accompanied abstract perturbation theory originally established in [FO] and further enhanced in Appendix A.2 of [FOOO1, FOOO3, FOOO6, Fu3]. These are needed particularly because many constructions related to the study of spectral invariants (with bulk) have to be done in the chain level, not just in homology. Examples of such enhancement include construction of pants product [Sc1] and Piuunikhin isomorphism whose construction was outlined in [Piu, RT1, PSS]. We give complete construction of both of these in general compact symplectic manifolds without assuming any conditions on $(M, \omega)$ such as semi-positivity or rationality.
In Chapter 4, we connect the study of spectral invariants to the Lagrangian Floer theory developed in [FOOO1]. The main construction in the study is based on open-closed Gromov-Witten theory developed in [FOOO1] Section 3.8, which induces a map from the quantum cohomology of the ambient symplectic manifolds to the Hochschild cohomology of $A_\infty$ algebra (or more generally that of Fukaya category of $(M, \omega)$). A part of this map was also defined in [FOOO1] and further studied in [FOOO6] Section 31. This part borrows much from [FOOO1, FOOO6] in its exposition. The main new ingredient is a construction of a map from Floer homology of periodic Hamiltonians to Floer cohomology of Lagrangian submanifold, through which the map from quantum cohomology to Floer cohomology of Lagrangian submanifold factors (Subsection 18.4). We also study its properties especially those related to the filtration. A similar construction was used by Albers [A] and also by Entov-Polterovich [EP3] in the monotone context.

In Chapter 5, we combine the results obtained in the previous chapters together with the results on the Lagrangian Floer theory of toric manifolds obtained in the series of our previous papers [FOOO2, FOOO3, FOOO5, FOOO6], give various new constructions of Calabi quasimorphisms and new Lagrangian intersections results on toric manifolds and other Kähler surfaces. These results are obtained by detecting the heavyness of Lagrangian submanifolds in the sense of Entov-Polterovich [EP3] in terms of spectral invariants, critical point theory of potential functions and also open-closed morphism between quantum cohomology to Hochschild cohomology of $A_\infty$-algebra of Lagrangian submanifolds.

Finally in Chapter 6, we prove various technical results necessary to complete the constructions carried out in the previous parts. For example, we establish the isomorphism property of the Piunikhin map with bulk. We give the construction of Seidel homomorphism with bulk extending the results of [Se] and generalize the McDuff-Tolman’s representation of quantum cohomology ring of toric manifolds and other Kähler surfaces. These results are obtained by detecting the heavyness of Lagrangian submanifolds in the sense of Entov-Polterovich [EP3] in terms of spectral invariants, critical point theory of potential functions and also open-closed morphism between quantum cohomology to Hochschild cohomology of $A_\infty$-algebra of Lagrangian submanifolds.

We feel that the existing literature on the Hamiltonian Floer theory, spectral invariants and their applications do not contain many details on the transversality issue in the generality used in the present paper: Most of the literature assume semi-positivity but do not use Kuranishi structure and virtual cycle techniques developed in [FO] or do not give enough details of the latter virtual cycle techniques in their exposition. Moreover, various important lemmas and constructions related to Hamiltonian Floer theory and spectral invariants are scattered around here and there and sometimes with different conventions of Hamiltonian vector fields and the action functional in the literature. Because of these reasons, for readers’s convenience and for the completeness’ sake, we provide a fair amount of these details and proofs of those already in the literature in a unified and coherent fashion. We also provide those proofs in the most general context using the framework of Kuranishi structure and associated abstract perturbation theory, without imposing any restrictions on the ambient symplectic manifold $(M, \omega)$.

Notations and Conventions

We follow the conventions of [Oh4, Oh6, Oh7] for the definition of Hamiltonian vector fields and action functional and others appearing in the Hamiltonian Floer theory and in the construction of spectral invariants and Entov-Polterovich’s Calabi
quasimorphisms. There are differences from e.g., those used in [EP1] [EP2] [EP3]
one way or the other. (See Remark 4.17 for the explaining the differences.)

1. The Hamiltonian vector field $X_H$ is defined by $dH = \omega(X_H, \cdot)$.
2. The flow of $X_H$ is denoted by $\phi_H : t \mapsto \phi^t_H$ and its time-one map by
   $\psi_H = \psi^1_H \in \text{Ham}(M, \omega)$.
3. We denote by $[\phi_H]$ the path homotopy class of $\phi_H : [0, 1] \to \text{Ham}(M, \omega)$
   relative to the ends which we generally denote $\psi_H = [\phi_H]$. We denote by
   $z^t_H(p) = \phi^t_H(p)$ the solution associated to a fixed point $p$ of $\psi_H = \phi_1^H$.
4. $H(t, x) = -H(1-t, x)$ is the time-reversal Hamiltonian generating $\phi^1_H \cdot \phi^{-1}_H$.
5. We denote by $H_1 \# H_2$ the Hamiltonian generating the concatenation of the
two Hamiltonian paths $\phi_{H_1}$ followed by $\phi_{H_2}$. More explicitly, it is defined by
   $$(H_1 \# H_2)(t, x) = \begin{cases} 2H_1(2t, x) & 0 \leq t \leq 1/2 \\ 2H_2(2t - 1, x) & 1/2 \leq t \leq 1. \end{cases}$$
   (Warning: This notation is different from those used in [Oh1] [Oh5] [Oh6]
where $(H_1 \# H_2)(t, x) = H_1(t, x) + H_2(t, (\phi_{H_1}^{-1})^*(x))$ generating the product
isotopy $t \mapsto \phi_{H_1}^t \phi_{H_2}^t$).
6. The action functional $A_H : \tilde{L}_0(M) \to \mathbb{R}$ is defined by
   $$A_H([\gamma, w]) = -\int w^*\omega - \int_0^1 H(t, \gamma(t)) \, dt.$$
(15) We denote the set of shuffles of $\ell$ elements by
\[ \text{Shuff}(\ell) = \{ (L_1, L_2) \mid L_1 \cup L_2 = \{1, \ldots, \ell\}, \ L_1 \cap L_2 = \emptyset \} \]  
(1.23)
For $(L_1, L_2) \in \text{Shuff}(\ell)$ let $\#L_i$ be the order of this subset. Then $\#L_1 + \#L_2 = \ell$.

The set of triple shuffles is the set of $(L_1, L_2, L_3)$ such that $L_1 \cup L_2 \cup L_3 = \{1, \ldots, \ell\}$ and that $L_1, L_2, L_3$ are mutually disjoint.

(16) The universal Novikov ring $\Lambda_0$ and its filed $\Lambda$ of fractions are defined by
\[ \Lambda_0 = \left\{ \sum_{i=1}^{\infty} a_i T^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}_{\geq 0}, \lim_{i \to \infty} \lambda_i = +\infty \right\}, \]
\[ \Lambda = \left\{ \sum_{i=1}^{\infty} a_i T^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}, \lim_{i \to \infty} \lambda_i = \infty \right\} \cong \Lambda_0[T^{-1}]. \]

The maximal ideal of $\Lambda_0$ is denoted by
\[ \Lambda_+ = \left\{ \sum_{i=1}^{\infty} a_i T^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}_{>0}, \lim_{i \to \infty} \lambda_i = +\infty \right\}. \]

We define the valuation $v_T$ on $\Lambda$ by
\[ v_T \left( \sum_{i=1}^{\infty} a_i T^{\lambda_i} \right) = \inf \{ \lambda_i \mid a_i \neq 0 \}, \quad v_T(0) = +\infty. \]

We also use the following (downward) Novikov ring $\Lambda_0^\downarrow$ and field $\Lambda^\downarrow$:
\[ \Lambda_0^\downarrow = \left\{ \sum_{i=1}^{\infty} a_i q^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}_{\leq 0}, \lim_{i \to \infty} \lambda_i = -\infty \right\}, \]
\[ \Lambda^\downarrow = \left\{ \sum_{i=1}^{\infty} a_i q^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}, \lim_{i \to \infty} \lambda_i = -\infty \right\} \cong \Lambda_0^\downarrow[q]. \]

The maximal ideal of $\Lambda_0^\downarrow$ is denoted by
\[ \Lambda_+^\downarrow = \left\{ \sum_{i=1}^{\infty} a_i q^{\lambda_i} \in \Lambda^\downarrow \mid \lambda_i < 0 \right\}. \]

We define the valuation $v_q$ on $\Lambda^\downarrow$ by
\[ v_q \left( \sum_{i=1}^{\infty} a_i q^{\lambda_i} \right) = \sup \{ \lambda_i \mid a_i \neq 0 \}, \quad v_q(0) = -\infty. \]

Of course, $\Lambda_0^\downarrow$ and $\Lambda^\downarrow$ are isomorphic to $\Lambda_0$ and $\Lambda$ respectively by the isomorphism $q \mapsto T^{-1}$. Under the isomorphism we have $v_q = -v_T$. The downward universal Novikov rings seem to be more commonly used in the study of spectral invariant (e.g., [Oh4]), while the upward versions $\Lambda$ and $\Lambda_0$ are used in Lagrangian Floer theory (e.g., [FOOO1]).

(17) Sometimes we regard the de Rham complex $(\Omega(M), d)$ as a chain complex and consider its homology. In that case we put
\[ \Omega_k(M) = \Omega^\dim M - k(M), \quad \partial = (-1)^{\deg + 1} d. \]
See Remark 3.5.8 [FOOO] for this sign convention. When a cohomology class \( a \in H^{\dim M-k}(M) \) is represented by a differential form \( \alpha \) and we regard \( \alpha \) as an element of the chain complex \((\Omega_*(M), \partial)\), we denote the homology class by \( a^* \in H_k(M) \).

(18) When we say that the boundary orientation of some moduli space is compatible with the orientation of strata corresponding to bubbling off disks (with boundary marked points), the compatibility means in the sense of Proposition 8.3.3 in [FOOO].

(19) Let \( V \) be a \( \mathbb{Z} \) graded vector space over \( \mathbb{C} \). We put \( B_kV = V \otimes \cdots \otimes V \) \( k \) times and \( BV = \bigoplus_{k=0}^{\infty} B_kV \) where \( B_0V = \mathbb{C} \). Then \( BV \) has a structure of coassociative coalgebra with coproduct. We note that we have two kinds of coproduct structures on \( BV \). One is the \textit{deconcatenation coproduct} defined by

\[
\Delta_{\text{decon}}(x_1 \otimes \cdots \otimes x_k) = \sum_{i=0}^{k} (x_1 \otimes \cdots \otimes x_i) \otimes (x_{i+1} \otimes \cdots \otimes x_k).
\]  

(1.24)

The other is the \textit{shuffle coproduct} defined by

\[
\Delta_{\text{shuff}}(x_1 \otimes \cdots \otimes x_k) = \sum_{(L_1, L_2) \in \text{Shuff}(k)} (-1)^* (x_{\ell_1(1)} \otimes \cdots \otimes x_{\ell_1(k_1)}) \otimes (x_{\ell_2(1)} \otimes \cdots \otimes x_{\ell_2(k_2)}),
\]

(1.25)

where \( L_j = \{\ell_j(1), \ldots, \ell_j(k_j)\} \) with \( \ell_j(1) < \cdots < \ell_j(k_j) \) for \( j = 1, 2 \) and

\[
* = \sum_{\ell_j(i) > \ell_j(j)} \deg x_{\ell_1(i)} \deg x_{\ell_2(j)}.
\]

(1.26)

It is easy to see that

\[
\Delta_{\text{decon}} \left( \sum_{k=0}^{\infty} x^{\otimes k} \right) = \left( \sum_{k=0}^{\infty} x^{\otimes k} \right) \otimes \left( \sum_{k=0}^{\infty} x^{\otimes k} \right)
\]

(1.27)

\[
\Delta_{\text{shuff}} \left( \sum_{k=0}^{\infty} \frac{x^{\otimes k}}{k!} \right) = \left( \sum_{k=0}^{\infty} \frac{x^{\otimes k}}{k!} \right) \otimes \left( \sum_{k=0}^{\infty} \frac{x^{\otimes k}}{k!} \right)
\]

if \( \deg x \) is even. We write \( e^x = \sum_{k=0}^{\infty} x^{\otimes k} \) or \( e^x = \sum_{k=0}^{\infty} \frac{x^{\otimes k}}{k!} \) according as we use \( \Delta_{\text{decon}} \) or \( \Delta_{\text{shuff}} \) as coproduct structures.

(20) The symmetric group \( \mathfrak{S}_k \) of order \( k! \) acts on \( B_kV \) by

\[
\sigma \cdot (x_1 \otimes \cdots \otimes x_k) = (-1)^* x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(k)},
\]

where \( * = \sum_{i<j} \deg x_i \deg x_j \). We denote by \( E_kV \) the quotient of \( B_kV \) by the submodule generated by \( \sigma \cdot x - x \) for \( \sigma \in \mathfrak{S}_k, x \in B_kV \). We denote by \([x]\) an element of \( E_kV \) and put \( EV = \bigoplus_{k=0}^{\infty} E_kV \). The shuffle coproduct structure on \( BV \) induces a coproduct structure on \( EV \), which we also denote by \( \Delta_{\text{shuff}} \). It is given by

\[
\Delta_{\text{shuff}}([x_1 \otimes \cdots \otimes x_k]) = \sum_{(L_1, L_2) \in \text{Shuff}(k)} (-1)^* ([x_{\ell_1(1)} \otimes \cdots \otimes x_{\ell_1(k_1)}]) \otimes ([x_{\ell_2(1)} \otimes \cdots \otimes x_{\ell_2(k_2)}]).
\]

(1.28)
Here $*$ is the same as $(1.26)$. Then $EV$ becomes a coassociative and graded counital coalgebra.

In [FOOO1], [FOOO2], [FOOO3], we denote by $E_k V$ the $S_k$-invariant subset of $B_k V$ and use the deconcatenation coproduct restricted to the subset. In [FOOO6], we use $E_k V$ as the quotient space and the shuffle coproduct on it as we do in this paper. This paper follows the conventions used in [FOOO6].

(21) Let $L$ be a relatively spin closed Lagrangian submanifold of a symplectic manifold $(M, \omega)$.
(a) For the case $V = \Omega(L)[1]$, we always use the deconcatenation coproduct $\Delta_{\text{decon}}$ on $B(\Omega(L)[1])$.
(b) For the case $V = \Omega(M)[2]$, we always use the shuffle coproduct $\Delta_{\text{shuff}}$ on $E(\Omega(M)[2])$.

Here $\Omega(L)[1]$ (resp. $\Omega(M)[2]$) is the degree shift by $+1$ of $\Omega(L)$, i.e., $\Omega(L)[1]^d = \Omega^{d+1}(L)$ (resp. $+2$ of $\Omega(M)$, i.e., $\Omega(M)[2]^d = \Omega^{d+2}(M)$.) Therefore, no confusion can occur even if we use the same notation $\Delta$ for the coproducts $\Delta_{\text{decon}}$ and $\Delta_{\text{shuff}}$. 
Part 1. Review of spectral invariants

2. Hamiltonian Floer-Novikov complex

Let $\mathcal{L}_0(M)$ be the set of all the pairs $[\gamma, w]$ where $\gamma$ is a loop $\gamma : S^1 \to M$ and $w : D^2 \to M$ a disc with $w|_{\partial D^2} = \gamma$. We identify $[\gamma, w]$ and $[\gamma', w']$ if $\gamma = \gamma'$ and $w$ is homotopic to $w'$ relative to the boundary $\gamma$. When a one-periodic Hamiltonian $H : (\mathbb{R}/\mathbb{Z}) \times M \to \mathbb{R}$ is given, we consider the perturbed functional $\mathcal{A}_H : \mathcal{L}_0(M) \to \mathbb{R}$ defined by

$$\mathcal{A}_H([\gamma, w]) = -\int w^*\omega - \int H(t, \gamma(t))dt. \quad (2.1)$$

For a Hamiltonian $H : [0, 1] \times M \to \mathbb{R}$, we denote its flow, a Hamiltonian isotopy, by $\phi_H : t \mapsto \phi_H^t \in \text{Ham}(M, \omega)$. This gives a one-to-one correspondence between equivalence classes of $H$ modulo the addition of a function on $[0, 1]$ and Hamiltonian isotopies. We denote the time-one map by $\psi_H := \phi_H^1$. We put

$$\text{Fix} \psi_H = \{ p \in M \mid \psi_H(p) = p \}.$$

Each element $p \in \text{Fix} \psi_H$ induces a map $z_p = z_p^H : S^1 \to M$ by the correspondence

$$z_p(t) = \phi_H^t(p), \quad (2.2)$$

where $t \in \mathbb{R}/\mathbb{Z} \cong S^1$. The loop $z_p$ satisfies Hamilton’s equation

$$\dot{x} = X_H(t, x).$$

Here $X_H$ is the (time-dependent) Hamiltonian vector field given by $X_H(t, x) = X_{H_t}(x)$ where $H_t$ is the Hamiltonian vector field generated by the function $H_t : C^\infty(M) \to \mathbb{R}$. We denote by $\text{Per}(H)$ the set of one-periodic solutions of $\dot{x} = X_H(t, x)$. Then (2.2) provides a one-to-one correspondence between $\text{Fix} \psi_H$ and $\text{Per}(H)$. The next lemma is well-known.

Lemma 2.1. The set of critical points of $\mathcal{A}_H$ is given by

$$\text{Crit}(\mathcal{A}_H) = \{ [\gamma, w] \mid \gamma \in \text{Per}(H), w|_{\partial D^2} = \gamma \}.$$

Hereafter we assume that our Hamiltonian $H$ is normalized in the sense of \cite{15} unless otherwise stated explicitly.

The Floer homology theory \cite{11} of periodic Hamiltonian system is the semi-infinite version of the Morse theory of the function $\mathcal{A}_H$ on an appropriate covering space of the space $\mathcal{L}_0(M)$ of contractible loops.

We say that $H$ or its associated map $\psi_H$ is non-degenerate if at $p \in \text{Fix} \psi_H$, the differential $d_p\psi_H : T_pM \to T_pM$ does not have eigenvalue 1. The cardinality of $\text{Per}(H)$ is finite if $\psi_H$ is nondegenerate.

We recall from Notations and Conventions (16) in Section 1 that we define a valuation $v_q$ on the (downward) universal Novikov field $\Lambda^\downarrow$ by

$$v_q \left( \sum_{i=1}^{\infty} a_i q^{\lambda_i} \right) = \sup \{ \lambda_i \mid a_i \neq 0 \}. \quad (2.3)$$

It satisfies the following properties:

1. $v_q(xy) = v_q(x) + v_q(y)$,
2. $v_q(x+y) \leq \max\{ v_q(x), v_q(y) \}$,
3. $v_q(x) = -\infty$ if and only if $x = 0$,
4. $v_q(q) = 1$. 

(5) $v_q(ax) = v_q(x)$ if $a \in \mathbb{C} \setminus \{0\}$.

We consider the $\Lambda^i$ vector space $\widehat{CF}(M; H; \Lambda^i)$ with basis given by the critical point set $\text{Crit}(A_H)$ of $A_H$.

**Definition 2.2.** We define an equivalence relation $\sim$ on $\widehat{CF}(M; H; \Lambda^i)$ so that $[\gamma, w] \sim q^c[\gamma', w']$ if and only if
\[
\gamma = \gamma', \quad \int_{D^2} w^* \omega = \int_{D^2} w^* \omega - c.
\]
(2.4)

The quotient of $\widehat{CF}(M; H; \Lambda^i)$ modded out by this equivalence relation $\sim$ is called the Floer complex of the periodic Hamiltonian $H$ and denoted by $CF(M; H; \Lambda^i)$.

Here we do not assume the condition on the Conley-Zehnder indices and work with $\mathbb{Z}_2$-grading.

In the literature on Hamiltonian Floer homology, additional requirement
\[ c_1(\overline{w}, w') = 0 \]

is imposed in the definition of Floer complex, denoted by $CF(H)$. For the purpose of the current paper, the equivalence relation (2.4) is enough and more favorable in that it makes the associated Novikov ring becomes a field. To differentiate the current definition from $CF(H)$, we denote the complex used in the present paper by $CF(M, H)$ or $CF(M, H; \Lambda^i)$.

**Lemma 2.3.** As a $\Lambda^i$ vector space, $CF(M, H; \Lambda^i)$ is isomorphic to the direct sum $\Lambda^i \# \text{Per}(H)$.

Moreover the following holds: We fix a lifting $[\gamma, w] \in \text{Crit}(A_H)$ for each $\gamma \in \text{Per}(H)$. Then any element $x$ of $CF(M, H; \Lambda^i)$ is uniquely written as a sum
\[
x = \sum_{\gamma \in \text{Per}(H)} x_\gamma [\gamma, w_\gamma], \quad \text{with } x_\gamma \in \Lambda^i.
\]
(2.5)

The proof is easy and omitted.

**Definition 2.4.**

(1) Let $x$ be as in (2.5). We define
\[ v_q(x) = \max \{ v_q(x_\gamma) + A_H([\gamma, w_\gamma]) \mid \gamma \in \text{Per}(H) \}. \]

(2) We define a filtration $F^\lambda CF(M, H; \Lambda^i)$ on $CF(M, H; \Lambda^i)$ by
\[ F^\lambda CF(M, H; \Lambda^i) = \{ x \in CF(M, H; \Lambda^i) \mid v_q(x) \leq \lambda \}. \]

We have
\[ F^{\lambda_1} CF(M, H; \Lambda^i) \subset F^{\lambda_2} CF(M, H; \Lambda^i) \]
if $\lambda_1 < \lambda_2$. We also have
\[ \bigcap_\lambda F^\lambda CF(M, H; \Lambda^i) = \{ 0 \}, \quad \bigcup_\lambda F^\lambda CF(M, H; \Lambda^i) = CF(M; H). \]

(3) We define a metric $d_q$ on $CF(M, H; \Lambda^i)$ by
\[ d_q(x, x') = e^{v_q(x-x')}. \]
(2.6)
\( (2.3), \ (2.4) \) and Definition \( 2.4 \) imply that
\[
v_q(a_x) = v_q(a) + v_q(x)
\]
for \( a \in \Lambda^1, x \in CF(M, H; \Lambda^1) \). We also have
\[
q^{\lambda_1 + \lambda_2} CF(M, H; \Lambda^1) \subseteq F^{\lambda_1} CF(M, H; \Lambda^1).
\]

**Lemma 2.5.**
1. \( v_q \) is independent of the choice of the lifting \( \gamma \mapsto [\gamma, w] \).
2. \( CF(M; H; \Lambda^1) \) is complete with respect to the metric \( d_q \).
3. The infinite sum
\[
\sum_{[\gamma, w] \in \text{Crit} A_H} x_{[\gamma, w]} [\gamma, w]
\]
converges in \( CF(M; H; \Lambda^1) \) with respect to the metric \( d_q \) if
\[
\{[\gamma, w] \in \text{Crit} A_H \mid v_q(x_{[\gamma, w]}) + A_H([\gamma, w]) > -C, x_{[\gamma, w]} \neq 0\}
\]
is finite for any \( C \in \mathbb{R} \).

The proof is easy and omitted.

### 3. Floer boundary map

In this section we define the boundary operator \( \partial_{(H,J)} \) on \( CF(M; H; \Lambda^1) \) so that it becomes a filtered complex. Suppose \( H \) is a non-degenerate one-periodic Hamiltonian function and a one-periodic \( J = \{J_t\}_{t \in S^1} \) of compatible almost complex structures. The study of the following perturbed Cauchy-Riemann equation
\[
\frac{\partial u}{\partial \tau} + J_t \left( \frac{\partial u}{\partial t} - X_{H_t}(u) \right) = 0
\]
is the heart of the Hamiltonian Floer theory. Here and hereafter \( J \) in \( (3.1) \) means \( J_t \).

**Remark 3.1.**
1. In this paper, we never use perturbation of (a family of) compatible almost complex structures \( J \) to achieve transversality of the moduli space of the Floer equations \( (3.1) \) but use abstract perturbations (multisections of the Kuranishi structure) to achieve necessary transversality.
2. In Chapters 1-3 (and somewhere in the appendix) we use a \( t \in S^1 \) parametrized family of compatible almost complex structures \( \{J_t\}_t \). However we emphasize that we do not need to use a \( t \in S^1 \) parametrized family of compatible almost complex structures but can use a fixed compatible almost complex structure \( J \), to prove all of our main results of this paper. (We need to use \( t \)-dependent \( J \) for the construction in Sections \( 29 \) and \( 30 \).) The \( t \)-dependent \( J \) is included only for the sake of consistency with the reference on spectral invariants. (Traditionally \( t \)-dependent \( J \) had been used to achieve transversality. As we mentioned in (1), we do not need this extra freedom in this paper since we use abstract perturbations.)

The following definition is useful for the later discussions.

**Definition 3.2.** Let \( \gamma, \gamma' \in \text{Per}(H) \). We denote by \( \pi_\ast(\gamma, \gamma') \) the set of homotopy classes of smooth maps \( u : [0, 1] \times S^1 \to M \) relative to the boundary \( u(0,t) = \gamma(t), u(1,t) = \gamma'(t) \). We denote by \([u] \in \pi_\ast(\gamma, \gamma')\) its homotopy class.
We define by $\pi_2(\gamma)$ the set of relative homotopy classes of the maps $w : D^2 \to M; w|_{\partial D^2} = 1$. For $C \in \pi_2(\gamma, \gamma')$, there is a natural map of $(\cdot)\#C : \pi_2(\gamma) \to \pi_2(\gamma')$ induced by the gluing map $w \mapsto w\#C$. There is also the natural gluing map

$$\pi_2(\gamma_0, \gamma_1) \times \pi_2(\gamma_1, \gamma_2) \to \pi_2(\gamma_0, \gamma_2), \quad (u_1, u_2) \mapsto u_1\#u_2.$$  

For each $[\gamma, w], [\gamma', w'] \in \text{Crit}(A_H)$, we will define a moduli space

$$\mathcal{M}(H, J; [\gamma, w], [\gamma', w']).$$

We begin with the definition of the energy.

**Definition 3.3.** (Energy) For a given smooth map $u : \mathbb{R} \times S^1 \to M$, we define the energy of $u$ by

$$E_{(H, J)}(u) = \frac{1}{2} \int \left( \left| \frac{\partial u}{\partial \tau} \right|^2 + \left| \frac{\partial u}{\partial t} - X_{H}(u) \right|^2 \right) dt d\tau.$$  

**Definition 3.4.** We denote by $\tilde{\mathcal{M}}(H, J; [\gamma, w], [\gamma', w'])$ the set of all maps $u : \mathbb{R} \times S^1 \to M$ which satisfy the following conditions:

1. The map $u$ satisfies the equation:

$$\frac{\partial u}{\partial \tau} + J \frac{\partial u}{\partial t} - X_{H}(u) = 0. \quad (3.2)$$

2. The energy $E_{(H, J)}(u)$ is finite.
3. The map $u$ satisfies the following asymptotic boundary condition.

$$\lim_{\tau \to -\infty} u(\tau, t) = \gamma(t), \quad \lim_{\tau \to +\infty} u(\tau, t) = \gamma'(t).$$

4. The concatenation $w\#u$ of $w$ and $u$ is homotopic to $w'$.

It has an $\mathbb{R}$-action of translations in $\tau$-direction. We denote the quotient space of this $\mathbb{R}$-action by $\mathcal{M}(H, J; [\gamma, w], [\gamma', w'])$.

When $[\gamma, w] = [\gamma', w']$, we set the space $\mathcal{M}(H, J; [\gamma, w], [\gamma, w])$ to be the empty set by definition.

**Remark 3.5.** The conditions (1) and (2) above make the convergence in (3) one of an exponential order, which in turn enables the statement (4) to make sense.

Denote by $\mu_H : \text{Crit}(A_H) \to \mathbb{Z}$ the Conley-Zehnder index [CZ].

**Proposition 3.6.**

1. The moduli space $\mathcal{M}(H, J; [\gamma, w], [\gamma', w'])$ has a compactification $\tilde{\mathcal{M}}(H, J; [\gamma, w], [\gamma', w'])$ that is Hausdorff.
2. The space $\tilde{\mathcal{M}}(H, J; [\gamma, w], [\gamma', w'])$ has an orientable Kuranishi structure with corners.
3. The boundary of $\mathcal{M}(H, J; [\gamma, w], [\gamma', w'])$ in the sense of Kuranishi structure is described by

$$\partial \mathcal{M}(H, J; [\gamma, w], [\gamma', w']) = \bigcup \mathcal{M}(H, J; [\gamma, w], [\gamma'', w'']) \times \mathcal{M}(H, J; [\gamma'', w''], [\gamma', w']), \quad (3.3)$$

where the union is taken over all $[\gamma'', w''] \in \text{Crit}(A_H)$.
4. There exists a map $\mu_H : \text{Crit}(A_H) \to \mathbb{Z}$, Conley-Zehnder index, such that the (virtual) dimension satisfies the following equality $[X,]$

$$\dim \mathcal{M}(H, J; [\gamma, w], [\gamma', w']) = \mu_H([\gamma', w']) - \mu_H([\gamma, w]) - 1. \quad (3.4)$$
(5) We can define orientations of $\mathcal{M}(H, J; [\gamma, w], [\gamma', w'])$ so that (3) above is compatible with this orientation.

This is proved in [FO] Chapter 4. More precisely, (1) is [FO] Theorem 19.12, (2), (3), (4) are [FO] Theorem 19.14 and (5) is [FO] Lemma 21.4. See [F] [HS] [On] etc. for the earlier works for the semi-positive cases.

We use the Conley-Zehnder index $\mu_H$ of $[\gamma, w]$ to define a $\mathbb{Z}_2$ grading on the $\Lambda^j$-vector space $CF(M; H)$. Namely, the homological degree of $[\gamma, w]$ is defined to be $n - \mu_H([\gamma, w])$. We remark that the parity of $\mu_H([\gamma, w])$ depends only on $\gamma \in \text{Per}(H)$ but not on its lifting $[\gamma, w] \in \text{Crit} \mathcal{A}_H$

$$CF_1(M, H; \Lambda^j) = \bigoplus_{\gamma; \mu_H([\gamma, w]) + n \text{ is odd}} \Lambda^j[\gamma, w],$$

$$CF_0(M, H; \Lambda^j) = \bigoplus_{\gamma; \mu_H([\gamma, w]) + n \text{ is even}} \Lambda^j[\gamma, w].$$

Remark 3.7. We remark that the degree of Floer chain defined above is shifted by $n$ from Conley-Zehnder index $\mu_H$. By this shift, the degree will coincide with the degree of (quantum) cohomology group of $M$ by the isomorphism in Theorem 3.10. See also Remark 5.5 (2).

We use Proposition 3.6 to define the Floer boundary map

$$\partial_{(H, J)} : CF_{k+1}(M, H; \Lambda^j) \to CF_k(M, H; \Lambda^j)$$

as follows.

We construct a system of multisections $s$ on $\mathcal{M}(H, J; [\gamma, w], [\gamma', w'])$ inductively over the symplectic area $(\mathcal{M}^{#}w') \cap \omega \in \mathbb{R}_{>0}$ which are transversal to $0$ and compatible with the identification made in Proposition 3.6 (3). Such an inductive construction is proven to be possible for the relative version of the construction of Kuranishi structures in [FO] Theorem 6.12 (that is, [FOOO1] Lemma A1.20). Now we define

$$\partial_{(H, J)}[\gamma, w] = \sum_{[\gamma', w']} \# \mathcal{M}(H, J; [\gamma, w], [\gamma', w'])^s [\gamma', w'].$$

Here the sum is taken over all $[\gamma', w']$ satisfying $\mu_H([\gamma, w]) - \mu_H([\gamma', w']) = 1$. The rational number $\# \mathcal{M}(H, J; [\gamma, w], [\gamma', w'])^s$ is the virtual fundamental 0-chain of $\mathcal{M}(H, J; [\gamma, w], [\gamma', w'])$ with respect to the multisection $s$. Namely it is the order of the zero set of $s$ counted with sign and multiplicity. (See [FO] Definition 4.6 or [FOOO1] Definition A1.28 for its precise definition.) Hereafter we omit $s$ and simply write $\mathcal{M}(H, J; [\gamma, w], [\gamma', w'])$ for the perturbed moduli space.

By the Gromov-Floer compactness, the set of all $[\gamma', w'] \in \text{Crit} \mathcal{A}_H$ satisfying

$$\mathcal{M}(H, J; [\gamma, w], [\gamma', w']) \neq \emptyset, \quad (\mathcal{M}^{#}w') \cap [w] < A$$

is finite, for any fixed $A \in \mathbb{R}$. Therefore Lemma 2.5 (3) implies that the right hand side of (3.6) converges in $d_q$-metric. We can prove

$$\partial_{(H, J)} \circ \partial_{(H, J)} = 0$$
by applying Proposition 3.6 (3) in the case when \( \mu_H([\gamma, w]) - \mu_H([\gamma', w']) = 2 \). (See [FO] Lemma 20.2.)

**Lemma 3.8.** For any \( \lambda \in \mathbb{R} \),

\[
\partial_{(H,J)}(F^\lambda CF(M, H; \Lambda^1)) \subset F^\lambda CF(M, H; \Lambda^1).
\]

**Proof.** If \( u \in \tilde{M}(H, J; [\gamma, w], [\gamma', w']) \) then

\[
\int u^* \omega = \int_{\tau \in \mathbb{R}} \int_{t \in S^1} \omega \left( \frac{\partial u}{\partial \tau}, \frac{\partial u}{\partial t} \right) dt d\tau = \int_{\tau \in \mathbb{R}} \int_{t \in S^1} \left( \frac{\partial u}{\partial \tau} J \frac{\partial u}{\partial \tau} + X_{H_t}(u) \right) dt d\tau = \int_{\tau \in \mathbb{R}} \int_{t \in S^1} \frac{\partial u}{\partial \tau}^2 dt d\tau - \int_{\tau \in \mathbb{R}} \int_{t \in S^1} (dH_t(u(t)), t)) \left( \frac{\partial u}{\partial \tau} \right) dt d\tau = E_{(H,J)}(u) - \int_{t \in S^1} H_t(\gamma'(t)) dt + \int_{t \in S^1} H_t(\gamma(t)) dt. \tag{3.8}
\]

Therefore

\[
\int u^* \omega + \int_{t \in S^1} H_t(\gamma'(t)) dt - \int_{t \in S^1} H_t(\gamma(t)) dt = E_{(H,J)}(u) \geq 0.
\]

Combined with \( w \# u \sim w' \), this implies

\[
A_H([\gamma', w']) = A_H([\gamma, w]) - E_{(H,J)}(u) \leq A_H([\gamma, w])
\]

and hence Lemma 3.8 holds. \( \square \)

**Definition 3.9.** The Floer homology with \( \Lambda^1 \) coefficients is defined by

\[
HF_*(H, J; \Lambda^1) := \frac{\ker \partial_{(H,J)}}{\text{im} \partial_{(H,J)}}.
\]

**Theorem 3.10.** We may choose the orientation in Proposition 3.6 (5) so that \( HF_*(H, J; \Lambda^1) \) is isomorphic to the singular (co)homology \( H(M; \Lambda^1) \) with \( \Lambda^1 \) coefficients.

This is proved in [FO] Theorem 22.1. We will describe a construction of isomorphism (which is different from the one in [FO] below because we need to specify the isomorphism to encode each spectral invariant by the corresponding quantum cohomology class.

**Definition 3.11.** Consider a smooth function \( \chi : \mathbb{R} \to [0, 1] \) with the properties

\[
\chi(\tau) = \begin{cases} 0 & \text{for } \tau \leq 0 \\ 1 & \text{for } \tau \geq 1 \end{cases} \tag{3.9}
\]

\[
\chi'(\tau) \geq 0. \tag{3.10}
\]

We denote by \( K \) the set of such elongation functions.
We note that $\mathcal{K}$ is convex and so contractible. For given $S^1$-dependent family of almost complex structures $J$, we consider the 2-parameter family $\{J_s\}_{s \in [0,1]}$ such that

$$J_{0,t} = J_0, \quad J_{1,t} = J_t$$

(3.11)

where $J_0$ is a time-independent almost complex structure. We also assume

$$J_{s,t} \equiv J_0, \quad \text{for} \quad (s,t) \in \partial [0,1] \setminus \{(1) \times [0,1]\}.$$

For each nondegenerate $H : S^1 \times M \to \mathbb{R}$ we define $(\mathbb{R} \times S^1)$-family to $(H_\chi, J_\chi)$ on $\mathbb{R} \times S^1$ by

$$H_\chi(\tau,t) = \chi(\tau) H_t, \quad J_\chi(\tau,t) = J_{\chi(\tau),t}.$$

(3.12)

Remark 3.12. It is very important that the family $J_s$ is $t$-independent for $s = 0$. See the proof of Proposition 6.11.

Definition 3.13. We denote by $\mathcal{M}(H_\chi, J_\chi; *, [\gamma; w])$ the set of all maps $u : \mathbb{R} \times S^1 \to M$ satisfying the following conditions:

1. The map $u$ satisfies the equation:

$$\frac{\partial u}{\partial \tau} + J_\chi(\frac{\partial u}{\partial t} - \chi(\tau) X_{H_t}(u)) = 0.$$

(3.13)

Here and hereafter $J_\chi$ in (3.13) means $J_{\chi,t}$.

2. The energy

$$E_{(H_\chi, J_\chi)}(u) := \frac{1}{2} \int \left( \frac{\partial u}{\partial \tau} \right)^2_{J_\chi} + \left| \frac{\partial u}{\partial t} - \chi(\tau) X_{H_t}(u) \right|^2_{J_\chi} \, dt \, d\tau$$

is finite.

3. The map $u$ satisfies the following asymptotic boundary condition:

$$\lim_{\tau \to +\infty} u(\tau,t) = \gamma(t).$$

(4) The homotopy class of $[u] = [w]$ in $\pi_2(\gamma)$.

We note that since $\chi(\tau) X_{H_t} \equiv 0$ and $J_{\chi(\tau)} \equiv J_0$ for $\tau < -1$, which turns (3.13) into the genuine $J_0$-holomorphic curve equation, the removable singularity theorem (due to Sacks-Uhlenbeck and Gromov, see e.g., [Si] Theorem 4.5.1) gives rise to a well-defined limit

$$\lim_{\tau \to -\infty} u(\tau,t)$$

(3.14)

which does not depend on $t$. Therefore the homotopy class condition required in (4) above makes sense.

We denote this assignment of the limit by

$$ev_{-\infty} : \mathcal{M}(H_\chi, J_\chi; *, [\gamma; w]) \to M.$$

(3.15)

Here $*$ stands for a point in $M$ which is the limit at $\tau = -\infty$ of the element in $\mathcal{M}(H_\chi, J_\chi; *, [\gamma; w])$.

Proposition 3.14. (1) The moduli space $\mathcal{M}(H_\chi, J_\chi; *, [\gamma; w])$ has a compactification $\bar{\mathcal{M}}(H_\chi, J_\chi; *, [\gamma; w])$ that is Hausdorff.

(2) The space $\mathcal{M}(H_\chi, J_\chi; *, [\gamma; w])$ has an orientable Kuranishi structure with corners.
(3) The boundary of $\mathcal{M}(H, J; *, [\gamma, w])$ is described by
\[
\partial \mathcal{M}(H, J; *, [\gamma, w]) = \bigcup \mathcal{M}(H, J; *, [\gamma', w'] \times \mathcal{M}(H, J; [\gamma', w'], [\gamma, w])
\]
where the union is taken over all $[\gamma', w'] \in \text{Crit}(A_H)$.

(4) The (virtual) dimension satisfies the following equality (3.17).
\[
\dim \mathcal{M}(H, J; *, [\gamma, w]) = \mu_H([\gamma, w]) + n.
\]

(5) We can define a system of orientations of $\mathcal{M}(H, J; *, [\gamma, w])$ so that (3) above is compatible with this orientation.

(6) The map $\text{ev}_{-\infty}$ becomes a weakly submersive map in the sense of [FOOO1] Definition A1.13.

The proof is the same as that of Proposition 3.6 and is omitted.

We take a system of multisections $s$ on $\mathcal{M}(H, J; *, [\gamma, w])$ so that it is compatible at the boundary described in (3.16).

Let $h$ be a differential $k$ form on $M$. We define
\[
P(H, J)(h) = \sum_{[\gamma, w]} \left( \int_{\mathcal{M}(H, J; *, [\gamma, w])} \text{ev}_{-\infty}^*(h) \right) [\gamma, w].
\]
(The symbol $\mathcal{P}$ stands for Piunikhin [Piu].) Here the sum is taken over $[\gamma, w]$ with $\mu_H([\gamma, w]) = k - n$. The integration over the zero set of the multisection of the Kuranishi structure is defined for example in [FOOO2] Appendix C. By Gromov-Floer compactness we can prove that the right hand side is an element of $CF(M, H; \Lambda^\perp)$.

The definition (3.18) induces a map
\[
P(H, J) : \Omega_*(M) \hat{\otimes} \Lambda^\perp \to CF(M, H; \Lambda^\perp).
\]
Here $\hat{\otimes}$ is the completion of the algebraic tensor product (over $\mathbb{R}$) with respect to the norm $v_q$.

Let $(\Omega^*(M), d)$ be the de Rham complex of $M$. We regard it as a chain complex $(\Omega_*(M), \partial)$, where
\[
\Omega_k(M) = \Omega^{\dim M - k}(M), \quad \partial = (-1)^{\deg + 1} d.
\]

Lemma 3.15. $P(H, J)$ defines a chain map
\[
P(H, J) : (\Omega_*(M), \partial) \hat{\otimes} \Lambda^\perp \to (CF(M, H; \Lambda^\perp), \partial_{(H, J)})
\]
from the de Rham complex to the Floer complex.

Proof. We can prove $P(H, J) \circ \partial = \partial_{(H, J)} \circ P(H, J)$ by Stokes' theorem ([FOOO2] Lemma C.9), Proposition 3.14 (3) and the definition.

Lemma 3.16. $P(H, J)$ induces a chain homotopy equivalence.

The proof is similar to the argument established in various similar situations. (One of the closest descriptions we can find in the literature is [FOOO3] Section 8 Proposition 8.24, where a similar lemma is proved in the case of Lagrangian Floer theory.) We give a proof in the appendix for completeness’ sake.
Remark 3.17. (1) Actually there is a problem of running-out as mentioned in [FOOO1] Section 7.2.3. In order to handle it we first work over $\Lambda^k$ coefficients and stop the construction at some energy level. Then we take an inductive limit. The technical difficulty to perform this construction is much simpler than that of [FOOO1] (Section 7.2), since we here need to take an inductive limit of chain complex (or DGA) which is much simpler than $A_\infty$ algebra in general (which is discussed in [FOOO1] Section 7.2). So we omit the detail.

(2) Here we work over $\Lambda^k$ coefficients and so with $\mathbb{Z}_2$ grading given in (3.3). Under the assumption that minimal Chern number is 2, we can define a $\mathbb{Z}_2$ grading.

(3) Here we use $\mathbb{C}$ as the ground field. Up until now, we can work with $\mathbb{Q}$ in the same way. We prefer to use $\mathbb{C}$ since we will use de Rham theory later on to involve bulk deformations in our constructions. In addition, the de Rham theory is used for the Lagrangian Floer theory of toric manifolds in various calculations and applications developed in [FOOO2] etc.

(4) We use de Rham cohomology of $M$ to define $P(H;J)$. There are several other ways of constructing this isomorphism. One uses singular (co)homology as in [FOOO1] Section 7.2 (especially Proposition 7.2.21) and references therein. This approach allows one to work with $\mathbb{Q}$ coefficients, which may have some additional applications. Other uses Morse homology as proposed in [RT], [PSS]. The necessary analytic details of the latter approach has been established recently in [OZ].

4. Spectral invariants

The very motivating example of Floer-Novikov complex and its chain level theory was applied by the second named author in the Hamiltonian Floer theory [Oh4, Oh6]. Namely, a spectral number which we denote by $\rho(H; a)$ is associated to $a \in H(M)$ and a Hamiltonian $H$, and is proved to be independent of various choices, especially of $J$ in [Oh4].

In this section we give a brief summary of this construction. Let $H : S^1 \times M \to \mathbb{R}$ be a normalized time-dependent nondegenerate Hamiltonian.

**Definition 4.1.** We put $G(M, \omega) = \{ \alpha \cap [\omega] \mid \alpha \in \pi_2(M) \}$.

We define the action spectrum of $H$ by

$$\text{Spec}(H) := \{ A_H(\gamma, w) \in \mathbb{R} \mid [\gamma, w] \in \text{Crit}(A_H) \},$$

i.e., the set of critical values of $A_H : \mathcal{L}_0(M) \to \mathbb{R}$.

The set $G(M, \omega)$ is a countable subset of $\mathbb{R}$ which is a subgroup of the additive group of $\mathbb{R}$ as a group. It may or may not be discrete.

**Definition 4.2.** Let $G \subset \mathbb{R}$ be a submonoid. We say that a subset $G' \subset \mathbb{R}$ is a $G$-set if $g \in G, g' \in G'$ implies $g + g' \in G'$.

With this definition, $\text{Spec}(H)$ is $G(M, \omega)$-set

**Lemma 4.3.** If $\lambda \in \text{Spec}(H)$ and $g \in G(M, \omega)$ then $\lambda \pm g \in \text{Spec}(H)$.

If $H$ is nondegenerate, then the quotient space $\text{Spec}(H)/G(M, \omega)$ with the above action is a finite set and

$$\#(\text{Spec}(H)/G(M, \omega)) \leq \#\text{Per}(H).$$
Proof. Let $[\gamma, w], [\gamma, w'] \in \text{Crit}(A_H)$. We glue $w$ and $w'$ along $\gamma$ and obtain $w \# w'$. Its homology class in $H_2(M; \mathbb{Z})$ is well defined. We have

$$A_H([\gamma, w]) - A_H([\gamma, w']) = \int_{\gamma \# w'} \omega.$$  

The lemma follows easily from this fact and the fact that $\text{Per}(H)$ is a finite set. \hfill $\square$

The following definition is standard.

**Definition 4.4.** We say that two one-periodic Hamiltonians $H$ and $H'$ are homotopic if $\phi^1_H = \phi^1_{H'}$, and if there exists $\{H^s\}_{s \in [0, 1]}$ a one parameter family of one periodic Hamiltonians such that $H^0 = H$, $H^1 = H'$ and $\phi^1_H = \phi^1_{H'}$, for all $s \in [0, 1]$. In this case we denote $H \sim H'$ and denote the set of equivalence classes by $\widetilde{\text{Ham}}(M, \omega)$.

The following lemma was proven in [Sc2, P] in the aspherical case and in [Oh2] for the general case. We provide its proof in Section 10 for reader’s convenience.

**Proposition 4.5.** Suppose that $H, H'$ are normalized one periodic Hamiltonians. If $H \sim H'$, we have $\text{Spec}(H) = \text{Spec}(H')$ as a subset of $\mathbb{R}$.

This enables one to make the following definition

**Definition 4.6.** We define the spectrum of $\widetilde{\psi} \in \widetilde{\text{Ham}}(M, \omega)$ to be $\text{Spec}(\widetilde{\psi}) := \text{Spec}(H)$ for a (and so any) Hamiltonian $H$ satisfying $\widetilde{\psi} = [\phi_H]$. Here we denote the normalization of $H$ by

$$H(t, x) = H(t, x) - \frac{1}{\text{Vol}_\omega(M)} \int_M H_t \omega^n.$$  

**Definition 4.7.** Let $G$ be a subset of $\mathbb{R}$, which is a monoid. We denote by $\Lambda^\downarrow(G)$ the set of all elements

$$\sum a_i q^{\lambda_i} \in \Lambda^\downarrow$$

such that if $a_i \neq 0$ then $-\lambda_i \in G$. We note that $\Lambda^\downarrow(G)$ forms a subring of $\Lambda^\downarrow$ and $\Lambda^\downarrow(G)$ is a field if $G$ is a subgroup of the (additive) group $\mathbb{R}$. We write $\Lambda^\downarrow(M) = \Lambda^\downarrow(G(M, \omega))$.

Suppose that $H$ is nondegenerate. We denote by $CF(M, H)$ the set of infinite sums

$$\sum_{[\gamma, w] \in \text{Crit}(A_H)} a_{[\gamma, w]} [\gamma, w]$$  

with $a_{[\gamma, w]} \in \mathbb{C}$ such that for any $C$ the set

$$\{ [\gamma, w] \mid a_{[\gamma, w]} \neq 0, \quad A_H(\gamma, w) \geq -C \}$$

is finite. We denote by $F^\lambda CF(M, H)$ the subset of $CF(M, H)$ consisting of elements (4.1) such that $A_H([\gamma, w]) \leq \lambda$.

**Lemma 4.8.**

1. $CF(M, H)$ is a vector space over $\Lambda^\downarrow(M)$.
2. $\{ [\gamma, w, \gamma] \mid \gamma \in \text{Per}(H) \}$ is a basis of $CF(M, H)$ over $\Lambda^\downarrow(M)$.
3. We have

$$CF(M, H; \Lambda^\downarrow) \cong CF(M, H) \otimes_{\Lambda^\downarrow(M)} \Lambda^\downarrow.$$
The Floer boundary operator $\partial_{(H,J)}$ preserves the submodule $\mathcal{CF}(M,H) \subset \mathcal{CF}(M,H;\Lambda^\lambda)$. This is an easy consequence of Lemma 4.3.

**Lemma 4.9.** The chain map $\mathcal{P}(H,\chi;J)$ in (3.18) induces a $\Lambda^\lambda(M)$-linear map 

$$\mathcal{P}(H,\chi;J): C(M;\Lambda^\lambda(M)) \to \mathcal{CF}(M,H;\Lambda^\lambda(M))$$

which are chain-homotopic to one another for different choices of $\chi$.

This is immediate from definition of $\mathcal{P}(H,\chi;J)$. Therefore this together with Theorem 3.10 gives rise to an isomorphism

$$\mathcal{P}(H,\chi;J)^*: H^*(M;\Lambda^\lambda(M)) \cong HF^*(M,H)$$

(4.2)

where the right hand side is the homology of $(\mathcal{CF}(M,H),\partial)$. This isomorphism does not depend on the choice of $\chi$’s.

The filtration $F^\lambda \mathcal{CF}(M,H;\Lambda^\lambda)$ induces a filtration $F^\lambda \mathcal{CF}(M,H)$ in an obvious way.

**Definition 4.10.**

1. Let $\xi \in HF(H,J)$ be any nonzero Floer homology class. We define its spectral invariant $\rho(\xi)$ by

$$\rho(\xi) = \inf\{\lambda \mid \xi \in F^\lambda \mathcal{CF}(M,H;\Lambda^\lambda), \partial_{(H,J)}\xi = 0, [\xi] = \xi\}.$$ 

2. If $a \in H^*(M;\Lambda^\lambda(M))$ and $H$ is a nondegenerate time dependent Hamiltonian, we define the spectral invariant $\rho(H; a)$ by

$$\rho(H; a) = \rho(\mathcal{P}(H,\chi;J)^*a^\flat)),$$

where the right hand side is defined in (1) and $a^\flat$ is the Poincaré dual of the cohomology class $a$. See Notations and Conventions (17).

It is proved in [Oh4, Oh6] that $\rho(H,J; a)$ is independent of $J$. The same can be proved in general under other choices involved in the definition such as the abstract perturbations in the framework of Kuranishi structure. So we omit $J$ from notation and just denote it by $\rho(H; a)$.

We introduce the following standard invariants associated to the Hamiltonian $H: [0,1] \times M \to \mathbb{R}$ called the positive and negative parts of Hofer’s norm $E^\pm(H)$

$$E^+(H) := \int_{t \in S^1} \max_x H_t dt$$

$$E^-(H) := \int_{t \in S^1} -\min_x H_t dt$$

(4.3) (4.4)

for any Hamiltonian $H$. We have the Hofer norm $\|H\| = E^+(H) + E^-(H)$. We like to emphasize that $H$ is not necessarily one-periodic time-dependent family.

**Lemma 4.11.** We have

$$-E^+(H' - H) \leq \rho(H'; a) - \rho(H; a) \leq E^-(H' - H).$$

This lemma enables one to extend, by continuity, the definition of $\rho(H; a)$ to any Hamiltonian $H: S^1 \times M \to \mathbb{R}$ which is not necessarily nondegenerate. Lemma 4.11 is proved in a generalized form as Theorem 9.1.

The following homotopy invariance is also proved in [Oh4, Oh6, Us1].
Theorem 4.12 (Homotopy invariance). Suppose $H$, $H'$ are normalized. If $H \sim H'$ then $\rho(H; a) = \rho(H'; a)$.

We will prove it in Section 10 for completeness. This homotopy invariance enables one to extend the definition of $\rho(H; a)$ to non-periodic $H : [0, 1] \times M \to \mathbb{R}$.

Consider the set of smooth functions $\zeta : [0, 1] \to [0, 1]$ satisfying $\zeta(0) = 0$, $\zeta(1) = 1$ and $\zeta$ is constant in a neighborhood of 0 and 1. Note that this set is convex and so contractible. Let $H : [0, 1] \times M \to \mathbb{R}$ and $\zeta : [0, 1] \to [0, 1]$ be such a function. Denote

$$H^\zeta(t, x) = \zeta(t)H(\zeta(t), x).$$

We note that $H^\zeta$ may be regarded as a map for $S^1 \times M$ since $H = 0$ in a neighborhood of $\{0, 1\} \times M$. Moreover the above mentioned convexity implies that $H^{\zeta_1} \sim H^{\zeta_2}$. Therefore $\rho(H^{\zeta_1}; a) = \rho(H^{\zeta_2}; a)$ for any such $\zeta_i$. We define the common number to be $\rho(H; a)$. This gives rise to the map

$$\rho : C^\infty([0, 1] \times M; \mathbb{R}) \times (H_* (M; \Lambda^1(M)) \setminus \{0\}) \to \mathbb{R}. \quad (4.5)$$

Its basic properties are summarized in the next theorem. For $a = \sum_{g \in G(M, \omega)} q^g a_g$, with $a_g \in H(M; \mathbb{C})$ we define

$$v_q(a) := \max\{g \mid a_g \neq 0\}. \quad (4.6)$$

Theorem 4.13. (Oh) Let $(M, \omega)$ be any closed symplectic manifold. Then the map $\rho$ in (4.5) satisfies the following properties: Let $H, H' \in C^\infty([0, 1] \times M, \mathbb{R})$ and $0 \neq a \in H^*(M; \Lambda^1(M))$.

1. (Nondegenerate spectrality) $\rho(H; a) \in \text{Spec}(H)$, if $\tilde{\psi}_H$ is nondegenerate.
2. (Projective invariance) $\rho(\lambda H; \lambda a) = \rho(H; a)$ for any $\lambda \neq \lambda \in \mathbb{C}$.
3. (Normalization shift) For any function $c : [0, 1] \to \mathbb{R}$, $\rho(H + c(t); a) = \rho(H; a) - \int_0^1 c(t) dt$.
4. (Normalization) $\rho(\mathbb{I}; a) = v_q(a)$ where $\mathbb{I}$ is the identity in $\text{Ham}(M, \omega)$.
5. (Symplectic invariance) $\rho(H \circ \eta; \eta^* a) = \rho(\tilde{\eta}; a)$ for any symplectic diffeomorphism $\eta$. In particular, if $\eta \in \text{Symp}_0(M, \omega)$, then we have $\rho(H \circ \eta; a) = \rho(H; a)$.
6. (Triangle inequality) $\rho(H \# H'; a \cup Q b) \leq \rho(H; a) + \rho(H'; b)$, where $a \cup Q b$ is a quantum cup product.
7. ($C^0$-Hamiltonian continuity) We have

$$-E^+(H' - H) \leq \rho(H'; a) - \rho(H; a) \leq E^-(H' - H).$$

8. (Additive triangle inequality) $\rho(H; a + b) \leq \max\{\rho(H; a), \rho(H; b)\}$.

We refer to [OM] for the precise meaning of the $C^0$-Hamiltonian continuity stated above.

Theorem 4.13 is stated by the second named author [Oh4, Oh6] in the general context but without detailed account on the construction of virtual fundamental classes in the various moduli spaces entering in the proofs. In the present paper, we provide these details in the framework of Kuranishi structures [FO]. A purely algebraic treatment of the statement (1) is given by Usher [Us1].
By considering the normalization $H(t, x)$ of $H(t, x)$, we can interpret $\rho(H; a)$ as the invariant of the associated Hamiltonian path $\phi_H$ by setting

$$\rho(\phi_H; a) := \rho(H; a).$$

The invariance of $H \mapsto \rho(H; a)$ under the equivalence relation $H \sim H'$ enables one to push this down to $\tilde{\text{Ham}}(M, \omega)$ which we denote $\rho(\phi_H; a)$. We denote the resulting map by

$$\rho : \tilde{\text{Ham}}(M, \omega) \times (H_\ast(M; \Lambda^{\pm}(M)) \setminus \{0\}) \to \mathbb{R}. \tag{4.7}$$

Its basic properties are summarized in the next theorem, which are immediate translation of those stated in Theorem 4.13.

**Theorem 4.14.** Let $(M, \omega)$ be any closed symplectic manifold. Then the map $\rho$ in (4.7) has the following properties: Let $\psi, \tilde{\phi} \in \tilde{\text{Ham}}(M, \omega)$ and $0 \neq a \in H^\ast(M; \Lambda^{\pm}(M))$.

1. (Nondegenerate specularity) $\rho(\tilde{\phi}; a) \in \text{Spec}(\tilde{\phi})$, if $\tilde{\psi}$ is nondegenerate.
2. (Projective invariance) $\rho(\tilde{\phi}; z\lambda a) = \rho(\tilde{\phi}; a)$ for any $0 \neq \lambda \in \mathbb{C}$.
3. (Normalization) We have $\rho(\tilde{\phi}; a) = v_a(\phi)$ where $\phi$ is the identity in $\tilde{\text{Ham}}(M, \omega)$.
4. (Symplectic invariance) $\rho(\tilde{\phi} \circ \eta \circ \tilde{\phi}^{-1}; a) = \rho(\tilde{\phi}; a)$ for any symplectic diffeomorphism $\eta$. In particular, if $\eta \in \text{Symp}_0(M, \omega)$, then we have $\rho(\eta \circ \tilde{\phi} \circ \eta^{-1}; a) = \rho(\tilde{\phi}; a)$.
5. (Triangle inequality) $\rho(\tilde{\phi} \circ \tilde{\psi}; a \cup_Q b) \leq \rho(\tilde{\phi}; a) + \rho(\tilde{\psi}; b)$, where $a \cup_Q b$ is a quantum cup product.
6. ($C^0$-hamiltonian continuity) We have

$$|\rho(\tilde{\phi}; a) - \rho(\tilde{\phi}; a)| \leq \max\{||\tilde{\phi} \circ \tilde{\phi}^{-1}||_+ + ||\tilde{\phi} \circ \tilde{\phi}^{-1}||_-\}$$

where $|| \cdot ||_\pm$ is the positive and negative parts of Hofer’s pseudo-norm on $\tilde{\text{Ham}}(M, \omega)$.
7. (Additive triangle inequality) $\rho(\tilde{\phi}; a + b) \leq \max\{\rho(\tilde{\phi}; a), \rho(\tilde{\phi}; b)\}$.

Here we explain the meaning of the negative and positive parts of Hofer’s norm $||\tilde{\psi}||_\pm$. For $\tilde{\psi} \in \tilde{\text{Ham}}(M, \omega)$, we define

$$||\tilde{\psi}||_\pm = \inf_H\{E^\pm(H) \mid [\phi_H] = \tilde{\psi}\} \tag{4.8}$$

respectively, and the (strong) Hofer norm $||\tilde{\psi}||$ is defined by

$$||\tilde{\psi}|| = \inf_H\{||H|| \mid [\phi_H] = \tilde{\psi}\}. \tag{4.9}$$

There is another norm, sometimes called the medium Hofer norm, which is defined by

$$||\tilde{\psi}||_{\text{med}} = ||\tilde{\psi}||_+ + ||\tilde{\psi}||_- \tag{4.10}$$

Obviously we have

$$|\rho(\tilde{\psi}; a) - \rho(\tilde{\phi}; a)| \leq ||\tilde{\psi}||_{\text{med}} \leq ||\tilde{\psi}||$$

for all $a \in QH^\ast(M; \Lambda^{\pm}(M))$. Here $\tilde{\phi}$ stands for the constant Hamiltonian isotopy at the identity. If $a \in H^\ast(M; \mathbb{C}) \subset QH^\ast(M; \Lambda^{\pm}(M))$, we find that

$$|\rho(\tilde{\psi}; a)| \leq ||\tilde{\psi}||_{\text{med}} \leq ||\tilde{\psi}||.$$

See the introduction of [Oh5] for the related discussion.
Remark 4.15. There is another important property, that is compatibility with Poincaré duality observed by Entov-Polterovich [EP1] in the case $M$ is semi-positive and $M$ is rational. Those assumptions are removed by Usher [Us3]. We will discuss some enhancement of this point later in Section 15.

We refer readers to the above references for the proof of Theorems 4.14. Later we will prove its enhancement including bulk deformations. Here are some remarks.

Remark 4.16. We like to note that constructions of $\rho(H; a)$ given in [Oh4] can be carried over whether or not $H$ is normalized. We need the normalization only to descend the spectral function $H \mapsto\rho(H; a)$ to the universal covering space $\widetilde{\text{Ham}}(M, \omega)$ as in Theorem 4.14.

Remark 4.17. In [EP1, EP2, EP3], Entov-Polterovich used different sign conventions from the ones [Oh4] and the present paper. If we compare our convention with the one from [EP3], the only difference lies in the definition of Hamiltonian vector field: our definition, which is the same as that of [Oh4], is given by

$$dH = \omega(X_H, \cdot)$$

while [EP3] takes

$$dH = \omega(\cdot, X_H).$$

Therefore by replacing $H$ by $-H$, one has the same set of closed loops as the periodic solutions of the corresponding Hamiltonian vector fields.

This also results in the difference in the definition of action functional: our definition, the same as the one in [Oh4], is given by

$$A_H([\gamma, w]) = -\int w^*\omega - \int_0^1 H(t, \gamma(t)) \, dt \quad (4.11)$$

while [EP1] and [EP3] takes

$$-\int w^*\omega + \int_0^1 H(t, \gamma(t)) \, dt \quad (4.12)$$

as its definition. We denote the definition (4.12) by $\tilde{A}_H([\gamma, w])$ for the purpose of comparison of the two below.

Therefore under the change of $H$ by $-H$, one has the same set of $\text{Crit}A_H$ and $\text{Crit}\tilde{A}_H$ with the same action integrals. Since both conventions use the same associated almost Kähler metric $\omega(\cdot, J\cdot)$, the associated perturbed Cauchy-Riemann equations are exactly the same.

In addition, Entov and Polterovich [EP1, EP2] use the notation $c(a, H)$ for the spectral numbers where $a$ is the quantum homology class. Our $\rho(H; a)$ is nothing but

$$\rho(H; a) = c(a^\flat; \tilde{H}) = c(a^\flat; \overline{H}) \quad (4.13)$$

where $a^\flat$ is the homology class Poincaré dual to the cohomology class $a$ and $\overline{H}$ is the inverse Hamiltonian of $H$ given by

$$\overline{H}(t, x) = -H(t, \phi_H(x)). \quad (4.14)$$

The second identity of (4.13) follows from the fact that $\tilde{H} \sim \overline{H}$. More precisely, $\tilde{H}$ generates flow

$$\phi_{\tilde{H}} : \phi_{\overline{H}}^{-1} \circ \phi_{\overline{H}}^{-1}$$
which can be deformed to $\phi_t : t \mapsto (\phi'_H)^{-1}$. In fact the following explicit formula provides such a deformation

$$
\phi_s^t = \begin{cases} 
\phi_s^{s-t} \circ (\phi'_H)^{-1} & \text{for } 0 \leq t \leq s \\
(\phi'_H)^{-1} & \text{for } s \leq t \leq 1
\end{cases}
$$

(4.15)

for $0 \leq s \leq 1$. (See the proof of [Oh5] Lemma 5.2 for this formula.)

With these understood, one can translate every statements in [EP1, EP2] into the ones in terms of our notations.
Part 2. Bulk deformations of Hamiltonian Floer homology and spectral invariants

In this chapter, we deform Hamiltonian Floer homology by the element $b \in H^\text{even}(M, \Lambda_0)$ in a way similar to the case of Lagrangian Floer theory in [FOOO1] Section 3.8. We will denote the resulting $b$-deformation by $HF^b(H, J_0; \Lambda^\perp)$. As a $\Lambda^\perp$-module, it is isomorphic to the singular homology $H_*(M; \Lambda^\perp)$ for any $b$. Recall that we regard the de Rham complex as a chain complex (5.19).

Using the filtration we obtain a version of spectral invariants, the spectral invariants with bulk deformation, which contains various new information as we demonstrate later in Chapter 5.

5. Big quantum cohomology ring: review

In this section, we exclusively denote by $J_0$ the time-independent almost complex structures. The theory of spectral invariants explained in Chapter 1 is closely related to the (small) quantum cohomology. The spectral invariant with bulk we are going to construct is closely related to the big quantum cohomology, which we review in this section.

Let $(M, \omega)$ be a closed symplectic manifold and $J_0$ a compatible (time independent) almost complex structure. For $\alpha \in H_2(M; \mathbb{Z})$ let $M_{cl}^\ell(\alpha; J_0)$ be the moduli space of stable maps from genus zero semi-stable $J_0$-holomorphic curves with $\ell$ marked points and of homology class $\alpha$. There exists an evaluation map $ev : M_{cl}^\ell(\alpha; J_0) \to M^\ell$.

The moduli space $M_{cl}^\ell(\alpha; J_0)$ has a virtual fundamental cycle and hence defines a class $ev_*[M_{cl}^\ell(\alpha; J_0)] \in H_*(M^\ell; \mathbb{Q})$.

(See [FO].) Here $* = 2n + 2c_1(M) + 2\ell - 6$. Let $h_1, \ldots, h_\ell$ be closed differential forms on $M$ such that

$$\sum \deg h_i = 2n + 2c_1(M) + 2\ell - 6. \tag{5.1}$$

We define Gromov-Witten invariant by

$$GW_\ell(\alpha : h_1, \ldots, h_\ell) = \int_{M_{cl}^\ell(\alpha; J_0)} ev^*(h_1 \times \cdots \times h_\ell) \in \mathbb{R}. \tag{5.2}$$

More precisely, we take multisection $s$ of the Kuranishi structure of $M_{cl}^\ell(\alpha; J_0)$ and the integration in (5.2) is taken on the zero set of this multisection. (See [FOOO2] Appendix C.) We can prove that (5.2) is independent of the almost complex structure $J_0$. We put $GW_\ell(\alpha : h_1, \ldots, h_\ell) = 0$ unless (5.1) is satisfied. We now define

$$GW_\ell(h_1, \ldots, h_\ell) = \sum_{\alpha} q^{-\alpha \cdot \omega} GW(\alpha : h_1, \ldots, h_\ell) \in \Lambda^\perp. \tag{5.3}$$

By Stokes’ theorem ([FOOO2] Lemma C.9) we can prove that $GW_\ell(h_1, \ldots, h_\ell)$ depends only on the de Rham cohomology class of $h_i$ and is independent of the closed forms $h_i$ representing de Rham cohomology class.

By extending the definition (5.3) linearly over to a $\Lambda^\perp$-module homomorphism, we obtain:

$$GW_\ell : H(M; \Lambda^\perp)^{\otimes \ell} \to \Lambda^\perp.$$
Consider nonunitary line bundles \([Fu1]\), \([Cho]\). (We remark that this convergence of Gromov-Witten invariant had been known for a long time.)

We can prove that (5.6) converges in \(q\)-adic topology. (This can be proved in the same way as in [FOOO3] Section 9. See [FOOO6] Lemma 2.29.)

\[
\langle c \cup^b d, c \rangle_{PD_M} = \sum_{\ell=0}^{\infty} \frac{1}{\ell!} GW_{\ell+3}(c, d, c, b, \ldots, b). \tag{5.4}
\]

Here \(\langle \cdot, \cdot \rangle_{PD_M}\) denotes the Poincaré duality. We call \(\cup^b\) the deformed quantum cup product.

**Remark 5.2.** We note that the right hand side of (5.4) is an infinite sum. If \(b \in H^{even}(M; \Lambda_0^1)\), it converges in \(q\)-adic topology so (5.4) makes sense. Otherwise we proceed as follows. For the general element \(b \in H^{even}(M; \Lambda_0^1)\), we split

\[
b = b_0 + b_2 + b_+
\]

with \(b_0 \in H^0(M; \Lambda_0^1)\), \(b_2 \in H^2(M; \mathbb{C})\), and \(b_+ \in H^2(M; \Lambda_0^1) \oplus \bigoplus_{k \geq 2} H^{2k}(M; \Lambda_0^1)\) and define

\[
\langle c \cup^b d, c \rangle_{PD_M} = \sum_{\ell=0}^{\infty} \sum_{\alpha} \exp(b_2 \cap \alpha) \frac{1}{\ell!} q^{-\alpha \omega} GW_{\ell+3}(\alpha : c, d, c, b_+, \ldots, b_+). \tag{5.6}
\]

We can prove that (5.6) converges in \(q\)-adic topology. (This can be proved in the same way as in [FOOO3] Section 9. See [FOOO6] Lemma 2.29.)

Geometrically considering the element \(b \in H^2(M; \Lambda_0^1)\) corresponds to twisting the Hamiltonian Floer theory by a \(B\)-field and is the analog to Cho’s trick of considering nonunitary line bundles \([Fu1], [Cho]\). (We remark that this \(q\)-adic convergence of Gromov-Witten invariant had been known for a long time.)

It is now well-established that \(\cup^b\) is associative and graded commutative and is independent of \(J_0\). We thus obtain a \(\mathbb{Z}_2\)-graded commutative ring

\[
QH_\bullet^b(M; \Lambda^1) = (H(M; \Lambda^1), \cup^b).
\]

As we will see later, for the purpose of construction of spectral invariants and of partial symplectic quasistates and quasimorphisms, it is important to use a smaller Novikov ring than \(\Lambda\). We discuss this point now.

**Definition 5.3.** Let \(G\) be a discrete submonoid of \(\mathbb{R}\). We say an element \(b \in H(M; \Lambda_0^1)\) to be \(G\)-gapped if \(b\) can be written as

\[
b = \sum_{g \in G} q^{-g} b_g, \quad b_g \in H(M; \mathbb{C}).
\]

For each \(b \in H(M; \Lambda_0^1)\) there exists a smallest discrete submonoid \(G\) such that \(b\) is \(G\)-gapped. We write this monoid as \(G_0(b)\). Let \(G_0(M, \omega)\) be the monoid generated by the set

\[
\{ \alpha \cap \omega \mid M^1_M(\alpha; J_0) \neq \emptyset \}.
\]

Then \(G_0(M, \omega)\) is discrete by the Gromov compactness. Let \(G_0(M, \omega, b)\) be the discrete monoid generated by \(G_0(M, \omega) \cup G_0(b)\). We define

\[
\Lambda_0^b(M, \omega, b) = \left\{ \sum a_i q^{-\lambda_i} \in \Lambda_0^1 \mid \lambda_i \in G_0(M, \omega, b) \right\}. \tag{5.7}
\]

The following is easy to check.

**Lemma 5.4.** The bilinear map \(\cup^b\) induces a ring structure on \(H(M; \Lambda_0^b(M, \omega, b))\).
Remark 5.5.  
(1) Via the identification $q = T^{-1}$, we can use
\[
\Lambda_0(M, \omega, b) = \left\{ \sum_i a_i T^{\lambda_i} \in \Lambda \mid \lambda_i \in G_0(M, \omega; b), \lambda_i \to \infty \right\}
\]
in place of $\Lambda_0^b(M, \omega, b)$ in (5.8).

(2) Entov-Polterovich [EP1, EP2, EP3] uses quantum homology, where the degree is shifted by $2n$ from the usual degree. The isomorphism in Theorem 3.10 then preserves the degree when we use Conley-Zehnder index as the degree of Floer homology.

Here we use usual degree of quantum cohomology and shift the degree of Floer homology by $n$ from Conley-Zehnder index.

In this convention, the (quantum) cup product is $(\gamma, w) \cdot (\gamma', w') = (\gamma \cdot \gamma', w \cup w')$.

6. Hamiltonian Floer homology with bulk deformations

In this section we modify the construction of Section 3 and include bulk deformations.

Let $[\gamma, w], [\gamma', w'] \in \text{Crit} \, \mathcal{A}_H$. Below we will need to consider the moduli space of marked Floer trajectories $\mathcal{M}_\ell(H, J, [\gamma, w], [\gamma', w'])$ for each $\ell = 0, 1, \ldots$. The moduli space $\mathcal{M}_0(H, J, [\gamma, w], [\gamma', w'])$ coincides with $\mathcal{M}(H, J, [\gamma, w], [\gamma', w'])$ which is defined in Definition 3.4 and Proposition 3.6.

Definition 6.1. We denote by $\tilde{\mathcal{M}}_\ell(H, J, [\gamma, w], [\gamma', w'])$ the set of all $(u; z_1^+, \ldots, z_\ell^+)$, where $u$ is a map $u : \mathbb{R} \times S^1 \to M$ which satisfies Conditions (1) - (4) of Definition 3.4 and $z_i^+$ $(i = 1, \ldots, \ell)$ are mutually distinct points of $\mathbb{R} \times S^1$. It carries an $\mathbb{R}$-action by translations in $\tau$-direction. We denote its quotient space by $\tilde{\mathcal{M}}_\ell(H, J, [\gamma, w], [\gamma', w'])$. We define the evaluation map
\[
ev = (\text{ev}_1, \ldots, \text{ev}_\ell) : \tilde{\mathcal{M}}_\ell(H, J, [\gamma, w], [\gamma', w']) \to M^\ell
\]
by
\[
ev(u; z_1^+, \ldots, z_\ell^+) = (u(z_1^+), \ldots, u(z_\ell^+)).
\]

We use the following notation in the next proposition. Denote the set of shuffles of $\ell$ elements by
\[
\text{Shuff}(\ell) = \{ (L_1, L_2) \mid L_1 \cup L_2 = \{1, \ldots, \ell\}, \, L_1 \cap L_2 = \emptyset \}.
\]
For $(L_1, L_2) \in \text{Shuff}(\ell)$ let $\#L_i$ be the order of this subset. Then $\#L_1 + \#L_2 = \ell$.

Proposition 6.2.  
(1) The moduli space $\tilde{\mathcal{M}}_\ell(H, J, [\gamma, w], [\gamma', w'])$ has a compactification $\mathcal{M}_\ell(H, J, [\gamma, w], [\gamma', w'])$ that is Hausdorff.

(2) The space $\mathcal{M}_\ell(H, J, [\gamma, w], [\gamma', w'])$ has an orientable Kuranishi structure with corners.
\(\partial \mathcal{M}_\ell(H, J; [\gamma, w], \gamma', w')\) is described by
\[
\partial \mathcal{M}_\ell(H, J; [\gamma, w], \gamma', w') = 
\bigcup \mathcal{M}_{\# L_1}(H, J; [\gamma, w], [\gamma'', w'']) \times \mathcal{M}_{\# L_2}(H, J; [\gamma'', w''], \gamma', w'),
\tag{6.2}
\]
where the union is taken over all \([\gamma'', w''] \in \text{Crit}(A_H), \text{ and } (L_1, L_2) \in \text{Shuff}(\ell)\).

(4) Let \(\mu_H : \text{Crit}(A_H) \to \mathbb{Z}\) be the Conley-Zehnder index. Then the (virtual) dimension satisfies the following equality \((6.3)\)
\[
\dim \mathcal{M}_\ell(H, J; [\gamma, w], \gamma', w') = \mu_H([\gamma', w']) - \mu_H([\gamma, w]) - 1 + 2\ell. \tag{6.3}
\]

(5) We can define orientations of \(\mathcal{M}_\ell(H, J; [\gamma, w], \gamma', w')\) so that (3) above is compatible with this orientation.

(6) The evaluation map \(\text{ev}\) extends to a map \(\mathcal{M}_\ell(H, J; [\gamma, w], \gamma', w') \to \mathcal{M}_\ell^}\), which we denote also by \(\text{ev}\). It is compatible with (3). Namely if we denote
\[
\mathbb{L}_1 = \{i_1, \ldots, i_{\# L_1}\}, \mathbb{L}_2 = \{j_1, \ldots, j_{\# L_2}\}
\]
with \(i_1 < \cdots < i_{\# L_1}, j_1 < \cdots < j_{\# L_2}\), then \(\text{ev}_k\) of the first factor (resp. the second factor) of the right hand side of \((6.2)\) coincides with \(\text{ev}_{i_k}\) (resp. \(\text{ev}_{j_k}\)) of the left hand side of \((6.2)\).

The proof of Proposition \((6.2)\) is the same as that of Proposition \((3.6)\) and so is omitted. We are ready to define the deformed boundary map \(\partial_{(H, J)}^b\). We start with defining the following operator:

**Definition 6.3.** Let \([\gamma, w], [\gamma', w'] \in \text{Crit} A_H\) and \(h_i (i = 1, \ldots, \ell)\) be differential forms on \(M\). We define \(n_{(H, J); \ell}([\gamma, w], [\gamma', w'])(h_1, \ldots, h_\ell) \in \mathbb{C}\) by
\[
n_{(H, J); \ell}([\gamma, w], [\gamma', w'])(h_1, \ldots, h_\ell) = \int_{\mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w'])} \text{ev}_1^* h_1 \wedge \cdots \wedge \text{ev}_\ell^* h_\ell. \tag{6.4}
\]
By definition \((6.4)\) is zero unless
\[
\sum_{i=1}^\ell \deg h_i \neq \dim \mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w']),
\]
where the right hand side is as in \((6.3)\).

**Remark 6.4.** In order to define the integration in \((6.4)\) we need to take a multisection of \(\mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w'])\) that is transversal to 0. In our situation the integration \((6.4)\) depends on this perturbation since \(\mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w'])\) has codimension one boundary. We take a system of multisections of \(\mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w'])\) so that it is compatible with the decomposition \((6.2)\) of the boundary \(\partial \mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w'])\).

We linearly extend the definition of \(n_{(H, J); \ell}([\gamma, w], [\gamma', w'])\) to a \(\Lambda^\ell\)-multilinear map \((\Omega(M) \otimes \Lambda^\ell)^{\ell} \to \Lambda^\ell\), which we denote by the same symbol.

Let \(b \in H^{even}(M; \Lambda^\ell_0)\) and split \(b = b_0 + b_2 + b_+\) as in \((5.5)\). Take closed forms which represent \(b_0, b_2, b_+\) and write them by the same symbols. We then define
By the energy identity, we obtain
\[ n^b_{(H,J),\ell}([\gamma, w], [\gamma', w']) \in \Lambda^1 \text{ for } [\gamma, w], [\gamma', w'] \in \text{Crit}(A_H) \]
by
\[
\sum_{\ell=0}^{\infty} \frac{\exp(w' \cap b_2 - w \cap b_2)}{\ell!} n^b_{(H,J),\ell}([\gamma, w], [\gamma', w']) (b_1, \ldots, b_n) \quad (6.5)
\]

Lemma 6.5. The right hand side of (6.5) is finite sums.

Proof. Suppose \( M(H, J; [\gamma, w], [\gamma', w']) \neq \emptyset \) and so \( M(H, J; [\gamma, w], [\gamma', w']) \neq \emptyset \). By the energy identity, we obtain
\[ E_{(H,J)}(u) = A_H([\gamma, w]) - A_H([\gamma', w']) < \infty \]
for any \( u \in M(H, J; [\gamma, w], [\gamma', w']) \). It follows from the Gromov-Floer compactness that the set of \([\gamma', w']\) satisfying \( M(H, J; [\gamma, w], [\gamma', w']) \neq \emptyset \) is finite. In particular, the difference \( |\mu_H([\gamma', w']) - \mu_H([\gamma, w])| \) is bounded.

The summand corresponding to \([\gamma', w']\) and \( \ell \) in the right hand side of (6.5) vanishes unless \( 2n\ell \leq \dim M(H, J; [\gamma, w], [\gamma', w']) = \mu_H([\gamma, w]) - \mu_H([\gamma', w']) + 2\ell \), i.e.,
\[ \ell(2n - 2) \leq |\mu_H([\gamma, w]) - \mu_H([\gamma', w'])| \]
Therefore boundedness of \( |\mu_H([\gamma, w]) - \mu_H([\gamma', w'])| \) also implies boundedness of the number of possible choices of \( \ell \). This finishes the proof. \( \Box \)

Definition 6.6. We define the deformed Floer boundary map
\[ \partial^b_{(H,J)} : CF(M, H; \Lambda^1) \to CF(M, H; \Lambda^1) \]
by
\[
\partial^b_{(H,J)}([\gamma, w]) = \sum_{[\gamma', w']} n^b_{(H,J)}([\gamma, w], [\gamma', w']) [\gamma', w'] \quad (6.6)
\]

We point out that the sum in (6.6) may not be a finite sum.

Lemma 6.7. The right hand side of (6.6) converges in \( CF(M, H; \Lambda^1) \) and \( \partial^b_{(H,J)} \) is continuous in \( q \)-adic topology.

Proof. Let \( E \) be any real number and \([\gamma', w']\) \( \in \text{Crit} A_H \). By Gromov-Floer compactness, the number of \([\gamma', w']\) such that \( M(H, J; [\gamma, w], [\gamma', w']) \) is nonempty and
\[ A_H([\gamma, w]) - A_H([\gamma', w']) < E \]
is finite. The lemma now follows from the definition of convergence in \( CF(M, H; \Lambda^1) \). \( \Box \)

Combining Proposition 6.2 (3) with Stokes theorem, we can check
\[ \partial^b_{(H,J)} \circ \partial^b_{(H,J)} = 0. \]

Definition 6.8.
\[ HF^b_{\alpha}(M, H, J; \Lambda^1) = \frac{\ker \partial^b_{(H,J)}}{\text{Im} \partial^b_{(H,J)}}. \]

Now we take two parameter family \( \{(H_\tau, J_\tau)\}_{\tau \in \mathbb{R}} \) as in 5.12 in the proof of Theorem 6.10.
Theorem 6.9. There exists a $\Lambda^i$-module isomorphism
\[ P^b_{(H, J \lambda \cdot *, \cdot)} : H^{2n-*}(M; \Lambda^i) \cong H_*(M; \Lambda^i) \cong HF^b_{\alpha}(M, H, J; \Lambda^i) \]
for all $b$. We call it the Pumkhin map with bulk.

Proof. The proof, which we discuss below, is similar to the proof of Theorem 3.10.

We recall that we identify the de Rham complex with a chain complex by
\[ \Omega_*(M) \otimes \Lambda^i \cong \Omega^{2n-*}(M) \otimes \Lambda^i. \]
In this section we only give the definition of the map $P^b_{(H, J \lambda \cdot *, \cdot)}$. In Section 26 we prove that it is indeed an isomorphism.

Definition 6.10. We denote by $\tilde{M}_k(H, J \lambda ; v, [\gamma, w])$ the set of all $(v, z_1^+, \ldots, z_t^+)$ of maps $v : \mathbb{R} \times S^1 \rightarrow M$ and $z_i^+; i = 1, \ldots, t$ such that $v$ satisfies (1)-(4) of Definition 3.13 and $z_i^+ \in \mathbb{R} \times S^1$ are mutually distinct.

The assignment $(v, z_1^+, \ldots, z_t^+) \mapsto (v(z_1^+, \ldots, v(z_t^+))$ defines an evaluation map
\[ ev = (ev_1, \ldots, ev_t) = \tilde{M}_k(H, J \lambda ; (+, w)) \rightarrow M^t. \]

Proposition 6.11. (1) $\tilde{M}_k(H, J \lambda ; v, [\gamma, w])$ has a compactification, denoted by $\hat{M}_k(H, J \lambda ; v, [\gamma, w])$, that is Hausdorff.
(2) The space $\tilde{M}_k(H, J \lambda ; v, [\gamma, w])$ has an orientable Kuranishi structure with corners.
(3) The boundary of $\tilde{M}_k(H, J \lambda ; v, [\gamma, w])$ is described by
\[ \partial \tilde{M}_k(H, J \lambda ; v, [\gamma, w]) = \bigcup_i \tilde{M}_{\#i_1}(H, J \lambda ; v, [\gamma', w') \times \tilde{M}_{\#i_2}(H, J; \gamma', w'), [\gamma, w]) \]
where the union is taken over all $[\gamma', w') \in \text{Crit}(A_H)$, and $(i_1, i_2) \in Shuff(t)$.
(4) Let $\mu_H : \text{Crit}(A_H) \rightarrow \mathbb{Z}$ be the Conley-Zehnder index. Then the virtual dimension satisfies the following equality:
\[ \dim \tilde{M}_k(H, J \lambda ; v, [\gamma, w]) = \mu_H([\gamma, w]) + n + 2t. \]
(5) We can define orientations of $\tilde{M}_k(H, J \lambda ; v, [\gamma, w])$ so that (3) above is compatible with this orientation.
(6) The map $ev$ extends to a strongly continuous smooth map $M_k(H, J \lambda ; v, [\gamma, w]) \rightarrow M^t$, which we denote also by $ev$. It is compatible with (3) in the same sense as Proposition 6.2 (6).
(7) The map $ev_{-\infty}$, which sends $(v, z_1^+, \ldots, z_t^+)$ to $\lim_{t \rightarrow -\infty} v(\tau, t)$ extends to a strongly continuous smooth map $M_k(H, J \lambda ; v, [\gamma, w]) \rightarrow M$, which we denote also by $ev_{-\infty}$. It is compatible with (3).

Proof. The proof of Proposition 6.11 is mostly the same as that of Proposition 3.6.

We only need to see that in (6.7), the boundary component such as
\[ \tilde{M}_{\#i_1}(0, J_0; v, [\gamma, w - C]) \times \tilde{M}_{\#i_2}(H, J \lambda ; v, [\gamma, w - C]) \]
does not appear. (Here the first factor of (6.9) is a compactified moduli space of the $J_0$-holomorphic maps $\mathbb{R} \times S^1 \rightarrow M$ of homotopy class $C \in \pi_2(M)$.)

In fact, the moduli space $M_{\#i_1}(0, J_0; v, v')$ has an extra $S^1$ symmetry by the $S^1$ action of the domain $\mathbb{R} \times S^1$. (See Remark 3.12.) So after taking a quotient
by this $S^1$ action, this component is of codimension 2. (See the proof of Lemma 26.9)

Let $[\gamma, w] \in \text{Crit} \mathcal{A}_H$ and $h_i \ (i = 1, \ldots, \ell)$, and let $h$ be differential forms on $M$. We take a system of multisections on $\mathcal{M}_t(H_x, J_x; \ast, [\gamma, w])$ such that it is compatible with (3). We use it to define (6.10) below. See Remark 6.4. We define $\mathbf{n}_{(H_x, J_x)}(h; [\gamma, w])(h_1, \ldots, h_\ell) \in \mathbb{C}$ by

$$
\mathbf{n}_{(H_x, J_x)}(h; [\gamma, w])(h_1, \ldots, h_\ell) = \int_{\mathcal{M}_t(H_x, J_x; \ast, [\gamma, w])} \mathbf{ev}_1^* h \wedge \mathbf{ev}_2^* h_1 \wedge \cdots \wedge \mathbf{ev}_\ell^* h_\ell.
$$

(6.10)

We note that (6.10) is zero by definition unless

$$
deg h + \sum_{i=1}^\ell \text{deg } h_i = \dim \mathcal{M}_t(H_x, J_x; \ast, [\gamma, w]),
$$

where the right hand side is as in (6.11). We extend $\mathbf{n}_{(H_x, J_x)}(h; [\gamma, w])$ to a $\Lambda^\perp$-multilinear map $(\Omega(M) \otimes \Lambda^\perp)^\ell \rightarrow \Lambda^\perp$ and denote it by the same symbol.

Let $b \in H^{\text{even}}(M; \Lambda^\perp)$. We decompose $b = b_0 + b_2 + b_+$ as in (6.3) and regard $b_0, b_2, b_+$ as de Rham (co)homology classes by representing them by closed differential forms. We define an element $\mathbf{n}_b^{(H_x, J_x)}(h; [\gamma, w]) \in \Lambda^\perp$ by

$$
\mathbf{n}_b^{(H_x, J_x)}(h; [\gamma, w]) := \sum_{\ell=0}^\infty \frac{\exp(\int w^* b_2)}{\ell!} \mathbf{n}_{(H_x, J_x), \ell}([\gamma, w])(h; b_+, \ldots, b_+).
$$

(6.11)

for each given $[\gamma, w] \in \text{Crit} \mathcal{A}_H$ and a differential form $h$ on $M$. We can prove that the sum in (6.11) converges in $q$-adic topology, in the same way as in Lemma 6.5. We now define

$$
\mathcal{P}_b^{(H_x, J_x)}(h) := \sum_{[\gamma, w]} \mathbf{n}_b^{(H_x, J_x)}(h; [\gamma, w]) [\gamma, w].
$$

(6.12)

We can prove that the right hand side is an element of $CF(H, J; \Lambda^\perp)$ in the same way as in Lemma 6.7. Thus we have defined

$$
\mathcal{P}_b^{(H_x, J_x)} : \Omega_*(M) \otimes \Lambda^\perp \rightarrow CF_*(M, H; \Lambda^\perp).
$$

Then the identity

$$
\mathcal{P}_b^{(H_x, J_x)} \circ \partial = \partial b^{(H, J)} \circ \mathcal{P}_b^{(H_x, J_x)}
$$

(6.13)

is a consequence of (6.7) and Stokes’ theorem. We can prove easily that $\mathcal{P}_b^{(H_x, J_x)}$ are chain homotopic to one another when $\chi$ is varied in $K$. We denote by

$$
\mathcal{P}_b^{(H_x, J_x), \ast} : H_*(M; \Lambda^\perp) \rightarrow HF^b_*(M, H; \Lambda^\perp)
$$

(6.14)

the map induced on homology. We will prove in Section 26 that it is an isomorphism. □

7. Spectral invariants with bulk deformation

We next modify the argument given in Section 4 and define spectral invariants with bulk. Let $b \in H^{\text{even}}(M; \Lambda^\perp)$. We consider discrete submonoids $G_0(M, \omega)$ and $G_0(M, \omega, b)$ of $\mathbb{R}$ in Definition 5.3.

**Definition 7.1.** We denote by $G(M, \omega)$ and $G(M, \omega, b)$ the subgroup of $(\mathbb{R}, +)$ generated by the monoids $G_0(M, \omega)$ and $G_0(M, \omega, b)$, respectively.
We note that $G(M, \omega)$ and $G(M, \omega, b)$ are not necessarily discrete. We also remark that $G(M, \omega, b)$ may not be even finitely generated.

Let $H$ be a time-dependent Hamiltonian on $M$. We defined $\text{Spec}(H)$ in Definition 4.1.4.

**Definition 7.2.** We define
\[
\text{Spec}(H; b) = \text{Spec}(H) + G(M, \omega, b)
= \{ \lambda_1 + \lambda_2 \mid \lambda_1 \in \text{Spec}(H), \lambda_2 \in G(M, \omega, b) \}.
\]

For a monoid $G \subset \mathbb{R}$, the ring $\Lambda(G)$ was defined in Definition 4.1.7.

**Definition 7.3.** Suppose $H$ is nondegenerate. We put
\[
\Lambda^\perp_b(M) = \Lambda^\perp(G(M, \omega, b))
\]
and
\[
CF(M, H; b) = CF(M, H) \otimes_{\Lambda^\perp_b(M)} \Lambda^\perp_b(M).
\]

**Lemma 7.4.** Suppose $H$ is nondegenerate.

1. $CF(M, H; b)$ is a vector space over the field $\Lambda^\perp_b(M)$ with a basis $\{[\gamma, w_\gamma] \mid \gamma \in \text{Per}(H)\}$.
2. If $x \in CF(M, H; b) \setminus \{0\}$ then $v_\gamma(x) \in \text{Spec}(H; b)$.

**Proof.** Statement (1) follows from the fact that $\mathcal{A}_H([\gamma, w]) = \mathcal{A}_H([\gamma, w']) \in G(M, \omega, b)$ for $\gamma \in \text{Per}(H)$, $[\gamma, w], [\gamma, w'] \in \text{Crit}(\mathcal{A}_H)$. Then statement (2) follows from statement (1). $\square$

It is easy to see that the map $\partial^b_{(H, J)} : CF(M, H; \Lambda^\perp) \rightarrow CF(M, H; \Lambda^\perp)$ preserves $CF(M, H; b)$. Moreover the filtration of $CF(M, H; \Lambda^\perp(M))$ induces one on $CF(M, H; \Lambda^\perp_b(M))$ by
\[
F^\lambda CF(M, H; \Lambda^\perp_b(M)) = F^\lambda CF(M, H; \Lambda^\perp(M)) \cap CF(M, H; \Lambda^\perp_b(M)).
\]
We denote the homology of $(CF(M, H; b), \partial^b_{(H, J)})$ by $HF^b(M, H, J; \Lambda^\perp_b(M))$. Then Lemma 7.4 implies
\[
HF^b(M, H, J; \Lambda^\perp) \cong HF^b(M, H, J; \Lambda^\perp_b(M)) \otimes_{\Lambda^\perp_b(M)} \Lambda^\perp.
\]
(7.1)
Therefore Theorem 6.3 implies:

**Lemma 7.5.** The map $P^b_{(H_x, J_x), \ast}$ in (6.14) induces an isomorphism
\[
H(M; \Lambda^\perp_b(M)) \cong HF^b(M, H, J; \Lambda^\perp_b(M)).
\]

**Definition 7.6.**

1. Let $x \in HF^b(M, H, J; \Lambda^\perp)$. We define its spectral invariant $\rho^b(x)$ by
\[
\rho^b(x) = \inf \{ \lambda \mid x \in F^\lambda CF(M, H, J; \Lambda^\perp), \partial^b_{H, J}(x) = 0, \quad [x] = x \in HF^b(M, H, J; \Lambda^\perp) \}.
\]
2. If $a \in H^*(M; \Lambda^\perp_b(M))$ and $H$ is a nondegenerate time-dependent Hamiltonian, we define the spectral invariant with bulk $\rho^b(H; a)$ by
\[
\rho^b(H; a) = \rho^b(P^b_{(H_x, J_x), \ast}(a^b)),
\]
where $a^b$ is the homology class dual to $a$ (see 4.13) and the right hand side is as in (1), and we regard
\[
P^b_{(H_x, J_x), \ast}(a^b) \in HF^b(M, H, J; \Lambda^\perp_b(M)) \subset HF(M, H, J; \Lambda^\perp).
Theorem 7.7 (Homotopy invariance). (1) The spectral invariant $\rho^b(H; a)$ is independent of the almost complex structure and other choices involved in the definition.
(2) The spectral invariant $\rho^b(H; a)$ depends only on the homology class of $b$ and is independent of the choices of differential forms which represent it.
(3) Suppose $\phi^b_H = \phi^{b'}_H$ and the paths $\phi_H$ and $\phi_{H'}$ are homotopic relative to the ends. Then $\rho^b(H; a) = \rho^b(H'; a)$.

Theorem 7.7 (1) is proved in Section 9. Theorem 7.7 (3) is proved in Section 10. Theorem 7.7 (2) is proved in Section 27.

Theorem 7.8. Let $(M, \omega)$ be any closed symplectic manifold. Then the map $\rho^b$ in (7.2) extends to
$$\rho^b : \overline{\text{Ham}}(M, \omega) \times (H^*(M; \Lambda^b_+(M)) \setminus \{0\}) \to \mathbb{R}. \quad (7.3)$$

It has the following properties. Let $\bar{\psi}, \bar{\phi} \in \overline{\text{Ham}}(M, \omega)$ and $0 \neq a \in H^*(M; \Lambda^b_+(M))$. Then

1. (Nondegenerate spectrality) If $\bar{\psi}$ is non-degenerate, then $\rho(\bar{\psi}; a) \in \text{Spec}^b(H; b)$.
2. (Projective invariance) $\rho^b(\bar{\phi}; \lambda a) = \rho^b(\bar{\phi}; a)$ for any $0 \neq \lambda \in \mathbb{C}$.
3. (Normalization) We have $\rho^b(\bar{\phi}; a) = \nu_q(a)$ where $\omega$ is the identity in $\overline{\text{Ham}}(M, \omega)$ and $\nu_q(a)$ is as in (4.9).
4. (Symplectic invariance) $\rho^b(\eta \circ \bar{\phi} \circ \eta^{-1}; \eta^* a) = \rho^b(\bar{\phi}; a)$ for any symplectic diffeomorphism $\eta$. In particular, if $\eta \in \text{Symp}_0(M, \omega)$, then we have $\rho^b(\eta \circ \bar{\phi} \circ \eta^{-1}; a) = \rho^b(\bar{\phi}; a)$.
5. (Triangle inequality) $\rho^b(\bar{\phi} \circ \bar{\psi}; a \cup b) \leq \rho^b(\bar{\phi}; a) + \rho^b(\bar{\psi}; b)$, where $a \cup b$ is the $b$-deformed quantum cup product.
6. ($C^0$-Hamiltonian continuity) We have $|\rho^b(\bar{\phi}; a) - \rho^b(\bar{\psi}; a)| \leq \max\{\|\bar{\phi} \circ \bar{\psi}^{-1}\|_+, \|\bar{\phi} \circ \bar{\psi}^{-1}\|_\pm\}$

where $\| \cdot \|_\pm$ is the positive and negative parts of Hofer’s pseudo-norm on $\overline{\text{Ham}}(M, \omega)$. In particular, the function $\rho_a : \psi \mapsto \rho^b(\bar{\psi}; a)$ is continuous with respect to the quotient topology under the equivalence relation $\sim$ on the space of Hamiltonian paths $\{\bar{\psi}_H \mid H \in C^\infty(S^1 \times M, \mathbb{R})\}$.
7. (Additive triangle inequality) $\rho^b(\bar{\psi}; a + b) \leq \max\{\rho^b(\bar{\psi}; a), \rho^b(\bar{\psi}; b)\}$.

The proofs of Theorems 7.7 and 7.8 occupy the rest of this chapter. Most of the proofs are minor changes of the proofs of Theorem 4.14 in [Oh1, Oh2] and of [U1].
8. Proof of the Spectrality Axiom

In this section we prove Theorem 7.8 (1). To include the case when \((M, \omega)\) is not rational we use some algebraic results exploited by Usher [US]. We reprove a similar result in Subsection 8.1 using the universal Novikov ring.

8.1. Usher’s Spectrality Lemma. Let \(G\) be a subgroup of \(\mathbb{R}\). (We do not assume that \(G\) is discrete.) We define

\[
\Lambda^+(G) = \left\{ \sum_{i=1}^{\infty} a_i q^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}, \lambda_i \in G, \lim_{i \to \infty} \lambda_i = -\infty \right\},
\]

\[
\Lambda^0(G) = \left\{ \sum_{i=1}^{\infty} a_i q^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}_{\leq 0}, \lambda_i \in G, \lim_{i \to \infty} \lambda_i = -\infty \right\},
\]

\[
\Lambda^-(G) = \left\{ \sum_{i=1}^{\infty} a_i q^{\lambda_i} \mid a_i \in \mathbb{C}, \lambda_i \in \mathbb{R}_{< 0}, \lambda_i \in G, \lim_{i \to \infty} \lambda_i = -\infty \right\}.
\]

It follows that \(\Lambda^+(G)\) is a field of fraction of \(\Lambda^0(G)\).

Let \(\overline{C}\) be a finite dimensional \(\mathbb{C}\) vector space. We put

\[
C = \overline{C} \otimes \Lambda^+, \quad C(G) = \overline{C} \otimes \Lambda^+(G) \subset C.
\]

Let \(e_i (i = 1, \ldots, N)\) be a \(\mathbb{C}\)-basis of \(\overline{C}\) and \(\lambda_i^0\) for \(i = 1, \ldots, N\) be real numbers. We define \(v_q : C \to \mathbb{R}\) by

\[
v_q \left( \sum_{i=1}^{N} x_i e_i \right) = \text{sup} \{ v_q(x_i) + \lambda_i^0 \mid i = 1, \ldots, N \},
\]

i.e., \(v_q(e_i) = \lambda_i^0\) for \(i = 1, \ldots, N\). It defines a norm with respect to which \(C\) and \(C(G)\) are complete. Then we define a \(G\)-set

\[
G' = \bigcup_{i=1}^{N} \{ \lambda_1 + \lambda \mid \lambda \in G \}. \tag{8.1}
\]

It follows from the definition of \(v_q(x)\) that if \(x \in C(G)\) then \(v_q(x) \in G'\). We put

\[
F^\lambda C = \{ x \in C \mid v_q(x) \leq \lambda \}, \quad F^\lambda C(G) = F^\lambda C \cap C(G).
\]

Suppose that \(\overline{C}\) is \(\mathbb{Z}_2\)-graded, i.e., \(\overline{C} = \overline{C}^0 \oplus \overline{C}^1\) and each of the element of our basis \(e_i\) lies in either \(\overline{C}^0\) or \(\overline{C}^1\). Let a \(\mathbb{C}\)-linear map

\[
\partial_g : \overline{C}^i \to \overline{C}^{i-1}
\]

be given for each \(g \in G\). Assuming that \(\{ g \mid \partial_g \neq 0 \} \cap \mathbb{R}_{> E}\) is a finite set for any \(E \in \mathbb{R}\), we put

\[
\partial = \sum_{g \in G} q^g \partial_g : C \to C.
\]

It induces a linear map \(C(G) \to C(G)\), which we also denote by \(\partial\). If \(\partial\) satisfies \(\partial \partial = 0\), \((C, \partial)\) and \((C(G), \partial)\) define chain complexes. Denote by \(H(C)\), \(H(C(G))\) their homologies respectively, and denote by \(H(C(G)) \to H(C)\) the natural homomorphism induced by \(\Lambda^+(G) \to \Lambda^+\).

**Definition 8.1.** For \(\mathfrak{g} \in H(C)\), we define the level

\[
\rho(\mathfrak{g}) = \text{inf} \{ v_q(x) \mid x \in C(G), \partial x = 0, [x] = \mathfrak{g} \}.
\]
Now the following theorem is proved by Usher [Us1]. Here we give its proof for completeness’ sake exploiting the algebraic material developed in Subsection 6.3 of [FOOO1].

**Proposition 8.2.** (Usher) $\rho(x) \in G'$ for any $x \in \text{Im}(H(C(G)) \to H(C))$.

**Proof.** We first need to slightly modify the discussion in [FOOO1] Subsection 6.3 since the energy level of the basis $e_i$ is not zero but is $\lambda^0_0$ here.

We say

$$e_i \sim e_j \quad \text{if and only if} \quad \lambda^0_i - \lambda^0_j \in G.$$

By re-choosing the basis $\{e_i\}_{1 \leq i \leq N}$ into the form $\{q^\mu e_i\}_{1 \leq i \leq N}$ with $\mu \in G$ if necessary, we may assume, without loss of generality, that $\lambda^0_i = \lambda^0_j$ if $e_i \sim e_j$. We assume this in the rest of this subsection.

For each $\lambda \in G'$, define

$$I(\lambda) = \{i \mid \lambda - \lambda^0_i \in G, 1 \leq i \leq N\}.$$

We denote by $\mu(\lambda)$ the difference $\lambda - \lambda^0_i$ for $i \in I(\lambda)$. By the definition of $\sim$ and the hypothesis we put above, the value $\mu(\lambda)$ is independent of $i$. We take the direct sum

$$\mathcal{C}(\lambda) = \bigoplus_{i \in I(\lambda)} \mathbb{C}e_i.$$

Let $x \in C(G)$ be a nonzero element and denote $\lambda = v_q(x)$. Then there exists a unique $\sigma(x) \in \mathcal{C}(\lambda)$ such that

$$v_q(x - q^{\mu(\lambda)}\sigma(x)) < v_q(x).$$

We call $\sigma(x)$ the symbol of $x$.

**Definition 8.3** (Compare [FOOO1] Section 6.3.1). Let $V \subset C(G)$ be a $\Lambda^1(G)$ vector subspace. A basis $\{e'_i \mid i = 1, \ldots, N'\}$ of $V$ is said to be a standard basis if the symbols $\{\sigma(e'_i) \mid i = 1, \ldots, N'\}$ are linearly independent over $\mathbb{C}$.

If $\{e'_i \mid i = 1, \ldots, N'\}$ is a standard basis, then we have

$$v_q\left(\sum_i a_ie'_i\right) = \max\{v_q(a_i) + v_q(e'_i) \mid i = 1, \ldots, N'\}. \quad (8.2)$$

**Lemma 8.4.** Any $V \subset C(G)$ has standard basis. Moreover if $V_1 \subset V_2 \subset C$ are $\Lambda^1(G)$ vector subspaces, then any standard basis of $V_1$ can be extended to one of $V_2$.

**Proof.** The proof is similar to the proof of [FOOO1] Lemma 6.3.2 and Lemma 6.3.2bis. We give the detail below since we considered $\Lambda$ in place of $\Lambda^1(G)$ in [FOOO1].

Let $x_1, \ldots, x_k$ be a standard basis of $V_1$. We prove the following by induction on $\ell$.

**Sublemma 8.5.** For $\ell \leq \dim V_2 - \dim V_1$, there exists $y_1, \ldots, y_\ell$ such that the set $\{\sigma(x_1), \ldots, \sigma(x_k), \sigma(y_1), \ldots, \sigma(y_\ell)\}$ is linearly independent over $\mathbb{C}$.

**Proof.** The proof is by induction on $\ell$. Suppose we have $y_1, \ldots, y_\ell$ as in the sublemma and $\dim V_2 - \dim V_1 \geq \ell + 1$. We will find $y_{\ell+1}$.

Pick $z_1, \ldots, z_m \in \overline{\mathcal{C}}$ such that $\{\sigma(x_1), \ldots, \sigma(x_k), \sigma(y_1), \ldots, \sigma(y_\ell), \sigma(z_1), \ldots, \sigma(z_m)\}$ is a basis of $\overline{\mathcal{C}}$ as a $\mathbb{C}$-vector space. In particular, $\{x_1, \ldots, x_k, y_1, \ldots, y_\ell, z_1, \ldots, z_m\}$...
is a basis of $C$ as a $\Lambda^k(G)$-vector space. We define $A : C(G) \to C(G)$ a $\Lambda^k(G)$-linear isomorphism by

$$A(x_i) = q^{\mu(x_i)}(x_i), \quad A(y_j) = q^{\mu(y_j)}(y_j), \quad A(z_h) = z_h$$

for $i = 1, \ldots, k$, $j = 1, \ldots, \ell$, $h = 1, \ldots, m$. Note that $A$ preserves filtration and $\sigma \circ A = \sigma$. We take $y' \in V_2$ that is linearly independent to $\{x_1, \ldots, x_k, y_1, \ldots, y_{\ell}\}$ over $\Lambda^k(G)$. We write

$$A(y') = \sum_{n=1}^{\infty} q^{\mu(\lambda_n)} y_n'$$

where $y_n' \in C(\lambda_n)$. Note $v_q(q^{\mu(\lambda_n)} y_n') = \lambda_n$. Moreover, we may assume that $\lambda_n > \lambda_{n+1}$ and $\lim_{n \to \infty} \lambda_n = -\infty$.

By assumption there exists $n$ such that

$$y_n' \notin \bigoplus_{i=1}^k C(x_i) \oplus \bigoplus_{j=1}^{\ell} C(y_j). \quad (8.3)$$

Let $n_0$ be the smallest number satisfying $(8.3)$. Put

$$y'' = \sum_{n=n_0}^{\infty} q^{\mu(\lambda_n)} y_n'.$$

Clearly, $\sigma(y'')$ is linearly independent to $\sigma(x_1), \ldots, \sigma(x_k), \sigma(y_1), \ldots, \sigma(y_{\ell})$. Hence $y_{\ell+1} = A^{-1}(y'')$ has the required property. \hfill \Box

Lemma 8.4 follows from Sublemma 8.3 easily. \hfill \Box

We now consider $\partial : C(G) \to C(G)$ and its matrix with respect to a basis of $C(G)$. Choose a basis $\{e'_i \mid i = 1, \ldots, b\} \cup \{e''_i \mid i = 1, \ldots, h\}$ such that $\{e'_i \mid i = 1, \ldots, b\}$ is a standard basis of $\text{Im} \partial$, $\{e'_i \mid i = 1, \ldots, b\} \cup \{e''_i \mid i = 1, \ldots, h\}$ is a standard basis of $\text{Ker} \partial$ and $\{e''_i \mid i = 1, \ldots, h\} \cup \{e'''_i \mid i = 1, \ldots, \ell\}$ is a standard basis of $C$. (We also assume that $e'_i, e''_i, e'''_i$ are either in $C^0$ or in $C^1$.) Such a basis exists by Lemma 8.3.

Lemma 8.6. If $a \in H'(C(G), \partial)$, there exists a unique $a_i \in \Lambda^k(G)$ such that $\sum_{i=1}^{\infty} a_i e''_i$ represents $a$. Moreover

$$\inf \{ v_q(x) \mid x \in \text{Ker} \partial, a = [x] \} = v_q \left( \sum_{i=1}^{h} a_i e''_i \right). \quad (8.4)$$

The proof is easy and so omitted.

We note that by the definition (8.1) of $G'$

$$v_q \left( \sum_{i=1}^{h} a_i e''_i \right) \in G'.$$

Proposition 8.2 is proved. \hfill \Box

Remark 8.7. From the above discussion we have proved

$$\inf \{ v_q(x) \mid x \in C(G), \partial x = 0, [x] = r \} = \inf \{ v_q(x) \mid x \in C, \partial x = 0, [x] = r \}$$

for $r \in \text{Im} (H(C(G)) \to H(C))$ at the same time.
8.2. Proof of nondegenerate spectrality. In this subsection we apply Proposition 8.2 to prove the following theorem.

**Theorem 8.8.** If $H$ is nondegenerate, then $\rho^b(H; a) \in \text{Spec}(H; b)$.

**Proof.** We put $G = G(M, \omega, b)$. Let $\mathcal{C}$ be the $\mathbb{C}$ vector space whose basis is given by $\{[\gamma] | \gamma \in \text{Per}(H)\}$. Then we have

$$C(G) \cong CF(M; H; b), \quad C \cong CF(M; H; \Lambda^J).$$

In fact, an isomorphism $I : C(G) \cong CF(M; H; b)$ can be defined by

$$I([\gamma]) = [\gamma, w_\gamma],$$

where we take and fix a bounding disc $w_\gamma$ for each $\gamma$.

For each member $e_i = [\gamma_i]$ of the basis of $\mathcal{C}$, we put

$$\lambda_i^0 = \mathcal{A}_H([\gamma_i, w_{\gamma_i}]).$$

Then

$$G' = \text{Spec}(H; b)$$

and the map $I$ preserves filtration. Theorem 8.8 now follows from Proposition 8.2.

9. Proof of $C^0$-Hamiltonian continuity

In this section we prove the following:

**Theorem 9.1.** Let $H, H' : S^1 \times M \to \mathbb{R}$ be smooth functions such that $\psi_H$ and $\psi_{H'}$ are nondegenerate. Let $a \in H(M; \Lambda)$ and $b \in H^{\text{even}}(M; \Lambda_0)$. Then we have

$$-E^+(H' - H) \leq \rho^b(H'; a) - \rho^b(H; a) \leq E^-(H' - H).$$

(9.1)

Theorem 9.1 together with Theorem 8.4 implies Theorem 7.8 (6). (See the end of Section 10.) We will also prove the following theorem at the same time in this section.

**Theorem 9.2.** The value $\rho^b(H, J; a)$ is independent of the choices of $J$ and the abstract perturbations of the moduli space we use during the construction of the number $\rho^b(H, J; a)$.

In this section we prove the following:

**Theorem 8.2.** Let $H, H' : S^1 \times M \to \mathbb{R}$ be smooth functions such that $\psi_H$ and $\psi_{H'}$ are nondegenerate. Let $a \in H(M; \Lambda)$ and $b \in H^{\text{even}}(M; \Lambda_0)$. Then we have

$$-E^+(H' - H) \leq \rho^b(H'; a) - \rho^b(H; a) \leq E^-(H' - H).$$

(9.1)

Theorem 8.2 is Theorem 7.7 (1).

**Proof.** The proofs of Theorems 9.1, 9.2 are mostly the same as one presented in Oh4 Oh5 Oh6. Let $H, H'$ be in Theorems 9.1 and $J, J' \in J_\omega$. We interpolate them by the family in $\mathcal{P}(j_\omega) = \text{Map}([0, 1], j_\omega)$

$$(F^s, J^s), \quad 0 \leq s \leq 1$$

where $\{J^s\}_{0 \leq s \leq 1}$ with $J^0 = J, J^1 = J'$ and

$$F^s := H + s(H' - H) : S^1 \times M \to \mathbb{R}. \quad (9.2)$$

(Note $J^s \neq J_s$ where $J_s$ is as in 3.11.) Let $\chi : [0, 1]$ be as in Definition 3.11 and elongate the family to the $(\mathbb{R} \times S^1)$-family $(F^x, J^x)$ by

$$F^x(\tau, t, x) = F^x(\tau)(t, x), \quad J^x = J^x(\tau).$$

Using this family, we construct a chain map

$$\mathcal{P}_{(F^x, J^x), H, H'} : (CF(M; H; \Lambda^J), \partial^b(H, J)) \to (CF(M; H'; \Lambda^J), \partial^b(H', J')).$$

(9.3)
To simplify the notation, we denote \( \mathcal{P}^{\mathfrak{g}}_{(F_X, J_X), H, H'} \) by \( \mathcal{P}^{\mathfrak{g}}_{(F_X, J_X)} \) when no confusion can occur. Let \([\gamma, w] \in \text{Crit}(\mathcal{A}_H), [\gamma', w'] \in \text{Crit}(\mathcal{A}_{H'})\).

**Definition 9.3.** We denote by \( \hat{\mathcal{M}}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \) the set of all maps \( u : \mathbb{R} \times S^1 \to M \) which satisfy the following conditions:

1. The map \( u \) satisfies the equation:
   \[
   \frac{\partial u}{\partial t} + J_X \left( \frac{\partial u}{\partial \tau} - X_{F_X}(u) \right) = 0. \tag{9.4}
   \]

2. The energy
   \[
   E_{(F_X, J_X)}(u) = \frac{1}{2} \int \left( \left| \frac{\partial u}{\partial \tau} \right|_{F_X}^2 + \left| \frac{\partial u}{\partial t} - X_{F_X}(u) \right|_{F_X}^2 \right) dt d\tau
   \]
   is finite.

3. The map \( u \) satisfies the following asymptotic boundary condition:
   \[
   \lim_{\tau \to -\infty} u(\tau, t) = \gamma(t), \quad \lim_{\tau \to +\infty} u(\tau, t) = \gamma'(t).
   \]

4. The homotopy class of \( w\#u \) is \([w']\), where \# is the obvious concatenation.

5. \( z_i^+ \) are mutually distinct points in \( \mathbb{R} \times S^1 \).

The assignment \((u; z_1^+, \ldots, z_l^+) \mapsto (u(z_1^+), \ldots, u(z_l^+))\) defines an evaluation map

\[
\text{ev} = (\text{ev}_1, \ldots, \text{ev}_l) = \hat{\mathcal{M}}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \to M^\ell.
\]

**Proposition 9.4.**

1. The moduli space \( \hat{\mathcal{M}}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \) has a compactification \( \mathcal{M}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \) that is Hausdorff.

2. The space \( \mathcal{M}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \) has an orientable Kuranishi structure with corners.

3. The boundary of \( \mathcal{M}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \) is described by
   \[
   \partial \mathcal{M}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) = \bigcup \mathcal{M}_{#L_1}(H, J; [\gamma, w], [\gamma'', w''], [\gamma', w']) \times \mathcal{M}_{#L_2}(F_X, J_X; [\gamma'', w''], [\gamma', w'])
   \]
   \[
   \bigcup \mathcal{M}_{#L_1}(F_X, J_X; [\gamma, w], [\gamma'', w'']) \times \mathcal{M}_{#L_2}(H', J'; [\gamma'', w''], [\gamma', w'])
   \]
   where the first union is taken over all \((\gamma'', w'') \in \text{Crit}(\mathcal{A}_H)\), and \((L_1, L_2) \in \text{Shuff}(\ell)\) and the second union is taken over all \((\gamma'', w'') \in \text{Crit}(\mathcal{A}_{H'})\), and \((L_1, L_2) \in \text{Shuff}(\ell)\).

4. Let \( \mu_H : \text{Crit}(\mathcal{A}_H) \to \mathbb{Z}, \mu_{H'} : \text{Crit}(\mathcal{A}_{H'}) \to \mathbb{Z} \) be the Conley-Zehnder indices. Then the (virtual) dimension satisfies the following equality:
   \[
   \mathcal{M}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) = \mu_H([\gamma', w']) - \mu_{H'}([\gamma, w]) + 2\ell. \tag{9.6}
   \]

5. We can define orientations of \( \mathcal{M}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \) so that (3) above is compatible with this orientation.

6. \( \text{ev} \) extends to a weakly submersive map \( \mathcal{M}_{\ell}(F_X, J_X; [\gamma, w], [\gamma', w']) \to M^\ell \), which we denote also by \( \text{ev} \). It is compatible with (3).

The proof of Proposition 9.4 is the same as that of Proposition 3.6 and so is omitted.
we define $G$. We also define $\chi_{H,J}$ as we vary $(H,J)$. Let $\mathcal{P}^{10}$.

Proposition 9.6. \)

is a consequence of (9.5) and Stokes’ theorem.

\begin{align*}
\mathcal{P}^{b}_{(F,x,J)} & = \sum_{[\gamma, w]} n^{b}_{(F,x,J)}([\gamma, w], [\gamma', w']) \times [\gamma', w'].
\end{align*}

\begin{align*}
\mathcal{P}^{b}_{(F,x,J)} \circ \partial^{b}_{(H,J)} & = \partial^{b}_{(H', J')} \circ \mathcal{P}^{b}_{(F,x,J)}
\end{align*}

is a consequence of (9.9) and Stokes’ theorem.

Now we would like to study the relationship between the Poincaré maps $\mathcal{P}^{b}_{(H,x,J)}$ as we vary $(H, J)$ and the elongation function $\chi \in K$ given in Definition 3.11. Let $\chi \in K$ and consider the three maps $\mathcal{P}^{b}_{(H,x,J)}$, $\mathcal{P}^{b}_{(H', x,J')}$, and $\mathcal{P}^{b}_{(F,x,J)}$.

Proposition 9.6. $\mathcal{P}^{b}_{(F,x,J)} \circ \mathcal{P}^{b}_{(H', x,J')} \circ \mathcal{P}^{b}_{(H,x,J)}$ is chain homotopic to $\mathcal{P}^{b}_{(H', x,J')}$. $\mathcal{P}^{b}_{(F,x,J)} \circ \mathcal{P}^{b}_{(H', x,J)} \circ \mathcal{P}^{b}_{(H,x,J)}$.

\begin{align*}
\mathcal{P}^{b}_{(F,x,J)} \circ \mathcal{P}^{b}_{(H', x,J')} \circ \mathcal{P}^{b}_{(H,x,J)} & = \chi(\tau + 2S)H_{\ell}(x) \quad \tau \leq 0, \quad S \geq 1
\end{align*}

Proof. Let $J_{s}$, $J'_{s}$ be as in (3.11) and $(F^{s}, J^{s})$ as in (9.2). For $S \in [1, \infty)$, $\tau \in \mathbb{R}$, we define $G_{S}(\tau, t, x)$ as follows.

We also define $J_{S}(\tau, t, x)$ by

\begin{align*}
J_{S}(\tau, t, x) & = \begin{cases} J_{\chi(\tau + 2S),\ell}(x) & \tau \leq 0, \quad S \geq 1 \\
J_{\chi(\tau - 2S)}(x) & \tau \geq 0, \quad S \geq 1.
\end{cases}
\end{align*}

\begin{align*}
\mathcal{P}^{b}_{(F,x,J)} \circ \mathcal{P}^{b}_{(H', x,J')} \circ \mathcal{P}^{b}_{(H,x,J)} & = \chi(\tau + 2S)H_{\ell}(x) \quad \tau \leq 0, \quad S \geq 1
\end{align*}

\begin{align*}
\mathcal{P}^{b}_{(F,x,J)} \circ \mathcal{P}^{b}_{(H', x,J')} \circ \mathcal{P}^{b}_{(H,x,J)} & = \chi(\tau + 2S)H_{\ell}(x) \quad \tau \leq 0, \quad S \geq 1
\end{align*}

\begin{align*}
\mathcal{P}^{b}_{(F,x,J)} \circ \mathcal{P}^{b}_{(H', x,J')} \circ \mathcal{P}^{b}_{(H,x,J)} & = \chi(\tau + 2S)H_{\ell}(x) \quad \tau \leq 0, \quad S \geq 1
\end{align*}
We extend \( G_S \) to \( S \in [0, 1] \) by the following formula.
\[
G_S(\tau, t, x) = (1 - S)\chi(\tau)H'(t, x) + SG_1(\tau, t, x).
\]
Note that \( G_S \) may not be smooth on \( S = 1, \tau \in [-10, 10] \). We modify it on a small neighborhood of this set so that \( G_S \) becomes a smooth family. We denote it by the same symbol \( G_S \) by an abuse of notation.
We extend \( J_S \) to \( S \in [0, 1] \) so that the following holds.
1. \( J_S(\tau, t) \) coincides with \( J'_\chi(\tau, t) \).
2. \( J_S \) is \( t \) independent for \( \tau < -10 \). (It may be \( S \) dependent there.)
We denote the family obtained above by
\[
(G, J) = \{(G_S, J_S)\}_{S \in [0, 1]}.
\]
Now for each \( S \in \mathbb{R}_{>0} \), we consider
\[
\frac{\partial u}{\partial \tau} + J_S \left( \frac{\partial u}{\partial t} - X_{G_S}(u) \right) = 0 \tag{9.11}
\]
and define its moduli space \( \hat{\mathcal{M}}_\ell(G_S, J_S; *, [\gamma, w]) \) defined in Definition 6.10. We put
\[
\hat{\mathcal{M}}_\ell(\text{para}; *, [\gamma', w']) = \bigcup_{S \in \mathbb{R}_{>0}} \{S\} \times \hat{\mathcal{M}}_\ell(G_S, J_S; *, [\gamma', w']). \tag{9.12}
\]

**Lemma 9.7.**
1. The moduli space \( \hat{\mathcal{M}}_\ell(\text{para}; *, [\gamma', w']) \) has a compactification \( \hat{\mathcal{M}}_\ell(\text{para}; *, [\gamma', w']) \) that is Hausdorff.
2. The space \( \hat{\mathcal{M}}_\ell(\text{para}; *, [\gamma', w']) \) has an orientable Kuranishi structure with corners.
3. The boundary of \( \hat{\mathcal{M}}_\ell(\text{para}; *, [\gamma', w']) \) is described by the following three types of components.
\[
\bigcup \mathcal{M}_{#L_1}(\text{para}; *, [\gamma', w', w'']) \times \mathcal{M}_{#L_2}(H', J'; [\gamma'', w''], [\gamma', w']) \tag{9.13}
\]
where the union is taken over all \((L_1, L_2) \in \text{Shuff}(\ell), [\gamma'', w''] \in \text{Crit}(A_{H'})\).
\[
\bigcup \mathcal{M}_{#L_1}(H_X, J_X; *, [\gamma, w]) \times \mathcal{M}_{#L_2}(F_X, J_X; [\gamma, w], [\gamma', w']) \tag{9.14}
\]
where the union is taken over all \((L_1, L_2) \in \text{Shuff}(\ell), [\gamma, w] \in \text{Crit}(A_H)\).
\[
\mathcal{M}_\ell(H_X', J_X'; *, [\gamma', w']), \tag{9.15}
\]
4. Then the (virtual) dimension satisfies the following equality:
\[
\mathcal{M}_\ell(\text{para}; *, [\gamma', w']) = \mu_H([\gamma', w']) + n + 1 + 2\ell. \tag{9.16}
\]
5. We can define orientations of \( \mathcal{M}_\ell(H_X, J_X; *, [\gamma', w']) \) so that (3) above is compatible with this orientation.
6. \( \text{ev} \) extends to a weakly submersive map \( \mathcal{M}_\ell(H_X, J_X; *, [\gamma', w']) \to \mathcal{M}'_\ell \), which we denote also by \( \text{ev} \). It is compatible with (3).
\( \text{ev}_{-\infty} : \mathcal{M}_\ell(H_X, J_X; *, [\gamma', w']) \to L \) can be extended also.

**Proof.** The proof is mostly the same as the proof of Proposition 3.6. We only mention how the boundary components are as in (3).

\( 9.13 \) appears when there is a bubble to \( \tau \to \infty \). The bubble to \( \tau \to -\infty \) is of codimension 2 by \( S^1 \) equivalence. (See the proof of Lemma 26.9.)
\( 9.14 \) and \( 9.15 \) corresponds to \( S \to \infty \) and \( S = 0 \) respectively. \( \square \)
Lemma 9.8. If \( \rho \) represents the Floer homology class \( \rho = [\rho] \in \text{H}_{c}(\gamma, \omega, \omega') \), we have
\[
\text{Lemma 9.7 together with Stokes’ theorem and a cobordism argument to derive the equality}
\]
\[
\frac{\partial}{\partial t} \circ \mathcal{H}_{(\mathcal{G}, \mathcal{J})} + \mathcal{H}_{(\mathcal{G}, \mathcal{J})} \circ \partial = \mathcal{P}_{(\mathcal{F}, \mathcal{J}, \mathcal{K})} \circ \mathcal{P}_{(\mathcal{H}, \mathcal{J}, \mathcal{K})} - \mathcal{P}_{(\mathcal{H}, \mathcal{J}, \mathcal{K})},
\]
(9.17)
Proposition 9.6 follows from (9.17).

Next we prove the following bound for the action change.

Lemma 9.8. If \( \mathcal{M}_{\epsilon}(\mathcal{F}, \mathcal{J}; [\gamma, \omega, [\gamma', \omega']) \) is non-empty,
\[
\mathcal{A}_{H'}([\gamma', \omega']) - \mathcal{A}_{H}([\gamma, \omega]) \leq E^{-}(H' - H).
\]

Proof. Let \( u \in \mathcal{M}_{\epsilon}(\mathcal{F}, \mathcal{J}; [\gamma, \omega, [\gamma', \omega']) \). By the same computation as in the proof of Lemma 9.8 we obtain
\[
\mathcal{A}_{H'}([\gamma', \omega']) - \mathcal{A}_{H}([\gamma, \omega]) = -E_{(H, J)}(u) - \int_{\mathbb{R}} \int_{S^{1}} \chi'_{t}(\tau)(H' - H) \circ u(\tau, t) \, dt \, d\tau
\]
\[
\leq \int_{0}^{1} \min_{x} (H'_{t}(x) - H_{t}(x)) \, dt = E^{-}(H' - H)
\]
where the inequality follows since \( \chi' \geq 0 \) and \( \int \chi' \, d\tau = 1 \). □

Now we are in the position to complete the proof of Theorem 9.1. By Lemma 9.8, we have
\[
\mathcal{P}_{(\mathcal{F}, \mathcal{J}, \mathcal{K})} = F^{L} \subset \mathcal{F}^{L+E^{-}(H' - H)} CF(M, H'; \Lambda^{1}).
\]
(9.18)
Let \( \rho = \rho^{b}(H; a) \) and \( \epsilon > 0 \). We take \( x \in F^{L+\epsilon} CF(M, H; \Lambda^{1}) \) which represents \( \mathcal{P}_{(\mathcal{H}, \mathcal{J}, \mathcal{K})} (a^{\gamma}) \). Then the element \( \mathcal{P}_{(\mathcal{F}, \mathcal{J}, \mathcal{K})} (x) \in F^{L+E^{-}(H' - H)} CF(M, G; \Lambda^{1}) \) represents the Floer homology class \( \mathcal{P}_{(\mathcal{F}, \mathcal{J}, \mathcal{K})} (a^{\gamma}) = \mathcal{P}_{(\mathcal{H}, \mathcal{J}, \mathcal{K})} (a^{\gamma}) \). (Proposition 9.10). Therefore \( \rho^{b}(H'; a) \leq \rho + \epsilon + E^{-}(H' - H) \). Since \( \epsilon \) is an arbitrary positive number, we have
\[
\rho^{b}(H'; a) \leq \rho^{b}(H; a) + E^{-}(H' - H).
\]
By exchanging the role of \( H' \) and \( H \) we have
\[
\rho^{b}(H; a) \leq \rho^{b}(H'; a) + E^{+}(H' - H).
\]
The proof of Theorem 9.1 is complete. □

We note that Theorem 9.2 follows from the above argument applied to the case \( H = H' \) but \( J \neq J' \). □
10. Proof of homotopy invariance

In this section, we prove Theorem 7.7 (3) and Theorem 4.12. Let $H^s$, $s \in [0, 1]$ be a one parameter family of normalized periodic Hamiltonians $H^s : S^1 \times M \to \mathbb{R}$ such that:

$$\phi^1_{H^s} \equiv \psi, \phi^0_{H^s} \equiv id \quad \text{for all } s \in [0, 1].$$  \hfill (10.1)

We assume without loss of generality that $H^s(t, x) \equiv 0$ on a neighborhood of $\{0\} \times M \subset S^1 \times M$.

We first define an isomorphism

$$I_s : \text{Crit}(A_{H^0}) \to \text{Crit}(A_{H^s}).$$  \hfill (10.2)

Let $\gamma \in \text{Per}(A_{H^0})$. Put $p = \gamma(0)$ and $\gamma_s = z^H_{sp}$ defined by

$$z^H_{sp}(t) = \phi^t_{H^s}(p).$$

By (10.1), $z^H_{sp}(1) = \gamma(1) = \psi(p)$ for all $s \in [0, 1]$. Moreover, we have $z^H_{sp} \in \text{Per}(A_{H^s})$. We note that $z^H_{sp}(0) = \gamma$.

Next let $[\gamma, w] \in \text{Crit}(A_{H^0})$ be a lifting of $\gamma$. By concatenating $w$ with $\bigcup_{\sigma \leq s} \gamma_{\sigma}$ to obtain $w_s : D^2 \to M$ such that $w_s|_{\partial D^2} = \gamma_s$. We now define

$$I_s([\gamma, w]) = [\gamma_s, w_s].$$  \hfill (10.3)

The following is proved in [Sc2], Proposition 3.1 for the symplectically aspherical case and in [Oh2] in general. The following proof is borrowed from [Oh2].

**Proposition 10.1.** Suppose that each $H^s$ is normalized and satisfies (10.1). Then we have

$$A_{H^s}(I_s([\gamma, w])) = A_{H^0}([\gamma, w])$$

for all $s \in [0, 1]$.

**Proof.** To prove the equality, it is enough to prove

$$\frac{d}{ds} A_{H^s}(I_s([\gamma, w])) = 0$$ \hfill (10.4)

for all $s \in [0, 1]$.

Note that $A_{H^0}(I_0([\gamma, w])) = A_{H^0}([\gamma, w])$. Denote $H = H(s, t, x) := H^s(t, x)$ and denote by $K = K(s, t, x)$ the normalized Hamiltonian generating the vector field

$$\frac{d\phi^t_{H^s} \circ (\phi^t_{H^s})^{-1}}{ds} = X_K$$

in $s$-direction. We compute

$$\frac{d}{ds} A_{H^s}(I_s([\gamma, w])) = (dA_{H^s}(I_s([\gamma, w]))) \left( \frac{D}{ds} I_s([\gamma, w]) \right) - \int_0^1 \frac{\partial H}{\partial s}(s, t, \gamma_s(t)) \, dt.$$

Using that $I_s([\gamma, w]) \in \text{Crit}(A_{H^s})$, this reduces to

$$\frac{d}{ds} A_{H^s}(I_s([\gamma, w])) = - \int_0^1 \frac{\partial H}{\partial s}(s, t, \gamma_s(t)) \, dt.$$  \hfill (10.5)

By (10.1), we have

$$X_K(s, 1, x) = 0 = X_K(s, 0, x)$$

which implies $dK_{s, 1} \equiv 0$. Therefore $K_{s, 1} \equiv c(s)$ where $c : [0, 1] \to \mathbb{R}$ is a function of $s$ alone. Then by the normalization condition, we obtain

$$K_{s, 1} \equiv 0 \equiv K_{s, 0}.$$  \hfill (10.6)
Lemma 10.2.\\[\frac{\partial H}{\partial s}(s,t,\phi^t_H(p)) = \frac{\partial}{\partial t} \left( K(s,t,\phi^t_H(x)(p)) \right). \tag{10.7} \]

Proof. The following is proved\\[\frac{\partial K}{\partial t} - \frac{\partial H}{\partial s} - \{H,K\} = 0 \]
in [Ba1] Proposition I.1.1 for normalized family $H^s$. By rewriting this into\\[\frac{\partial K}{\partial t} + \{K,H\} = \frac{\partial H}{\partial s} \]
and recalling the definition\\[\{K,H\} = \omega(X_K,X_H) = dK(X_H) \]
of the Poisson bracket (in our convention), it is easy to check that this condition is equivalent to (10.7). Here the exterior differential and the Poisson bracket are taken over $M$ for each fixed $(s,t)$. □

Therefore we obtain
\[
\int_0^1 \frac{\partial H}{\partial s}(s,t,\gamma_s(t)) \, dt = \int_0^1 \frac{\partial}{\partial s} (s,t,\phi^t_H(p)) \, dt \\
= \int_0^1 \frac{\partial}{\partial t} \left( K(s,t,\phi^t_H(x)(p)) \right) \, dt \\
= K(s,1,\phi^1_H(p)) - K(s,0,\phi^0_H(p)) \\
= K(s,1,\psi(p)) - K(s,0,p) = 0
\]
where the last equality comes from (10.6). Substituting this into (10.5), we have finished the proof. □

The following corollary is immediate.

Corollary 10.3. $\text{Spec}(H^0) = \text{Spec}(H^s)$. Moreover $\text{Spec}(H^0;b) = \text{Spec}(H^s;b)$.

The following lemma is proved for arbitrary $(M,\omega)$ by the second named author in [Oh3]. (The corresponding theorem in the aspherical case was proved in [Sc2] generalizing a similar theorem in [HZ].)

Lemma 10.4. The set $\text{Spec}(H)$ has measure zero for any periodic Hamiltonian $H$.

This, together with Lemma 10.4 and the fact that the set $G(M,\omega,b)$ is countable, implies

Corollary 10.5. $\text{Spec}(H;b)$ has measure zero for any periodic Hamiltonian $H$ and $b$.

Proof of Theorem 7.7 (3). By Theorem 7.7 (1) which is proved in Section 9 the number $\rho^b(H^s;a)$ is independent of the choices of $J$ and perturbation. By Theorem 9.1 the function $s \mapsto \rho^b(H^s;a)$ is continuous. Moreover $\rho^b(H^s;a)$ is contained in a set $\text{Spec}(H^s;b)$ that is independent of $s$ and has Lebesgue measure 0. (This independence follows from Corollary 10.3) Therefore $s \mapsto \rho^b(H^s;a)$ must be a constant function, as required. □

Theorem 4.12 is a special case of Theorem 7.7 for $b = 0$. 
11. Proof of the triangle inequality

In this section we prove Theorem 7.8 (5). The proof is divided into several steps.

11.1. Pants products. In this subsection, we define a product structure of Floer cohomology of periodic Hamiltonian system. It is called the pants product. Let $J_1 = \{J_{1,t}\}$, $J_2 = \{J_{2,t}\}$ be $S^1$-parametrized families of compatible almost complex structures on $M$. We assume that

\[ J_{1,t} = J_{2,t} = J_0, \quad \text{if } t \text{ is in a neighborhood of } [1] \in S^1. \]  

(11.1)

Here $J_0$ is a certain compatible almost complex structure on $M$. We remark that we have already proved $J$-independence of the spectral invariant. So we may assume the above condition without loss of generality. (Actually we may also choose $J_{1,t} = J_{2,t} = J_0$ without loss of generality. See Remark 3.1 (2).)

We next take time-dependent Hamiltonians $H_1, H_2$. After making the associated Hamiltonian isotopy constant neat $t = 0, 1$, we may assume

\[ H_{1,t} = H_{2,t} = 0, \quad \text{if } t \text{ is in a neighborhood of } [1] \in S^1. \]  

(11.2)

The pants product is defined by a chain map

\[ m^2_\psi: CF(M, H_1, J_1; \Lambda^+) \otimes CF(M, H_2, J_2; \Lambda^+) \rightarrow CF(M, H_1 \# H_2, J_1 \# J_2; \Lambda^+) \]  

(11.3)

where

\[ (H_1 \# H_2)(t, x) = \begin{cases} 2H_1(2t, x) & t \leq 1/2, \\ 2H_2(2t - 1, x) & t \geq 1/2 \end{cases} \]  

(11.4)

and

\[ (J_1 \# J_2)(t, x) = \begin{cases} J_1(2t, x) & t \leq 1/2, \\ J_2(2t - 1, x) & t \geq 1/2. \end{cases} \]  

(11.5)

**Remark 11.1.** Our definition of $H_1 \# H_2$ is different from those used in [Sc2, Oh4]. But the same definition is found in [ASc2]. It is easy to see that

\[ \psi_{H_1 \# H_2} = \psi_{H_2} \circ \psi_{H_1}. \]

In the symplectically aspherical case, the detail of the construction (11.3) is written in [Sc1]. Its generalization to arbitrary symplectic manifold is rather immediate with the virtual fundamental chain technique in the framework of Kuranishi structure [FO]. We treat this construction for the general case here together with its generalization including bulk deformations.

Let $\Sigma = S^2 \setminus \{3 \text{ points}\}$. We choose a function $h: \Sigma \rightarrow \mathbb{R}$ with the following properties:

**Condition 11.2.**

(1) It is proper.
(2) It is a Morse function with a unique critical point $z_0$ such that $h(z_0) = \frac{1}{2}$.
(3) For $s < \frac{1}{2}$, the preimage $h^{-1}(\tau)$ is a disjoint union of two $S^1$'s, and for $\tau > \frac{1}{2}$, $h^{-1}(\tau)$ is one $S^1$.

We fix a Riemannian metric on $\Sigma$ such that $\Sigma$ is isometric to the three copies of $S^1 \times [0, \infty)$ outside a compact set. Let $\psi_{\nabla h}$ be the one parameter subgroup associated to the gradient vector field of $h$. We put

\[ \mathcal{S} = \{ z \in \Sigma \mid \lim_{t \to \infty} \psi_{\nabla h}^t(z) = z_0, \text{ or } \lim_{t \to -\infty} \psi_{\nabla h}^t(z) = z_0 \}. \]
i.e., the union of stable and unstable manifolds of \( z_0 \). Take a diffeomorphism 
\[
\varphi : \mathbb{R} \times ([0, 1/2] \sqcup (1/2, 1)) \to \Sigma \setminus \mathcal{G}
\]
such that \( h(\varphi(\tau, t)) = \tau \) and put a complex structure \( j_\Sigma \) on \( \Sigma \) with respect to which \( \varphi \) is conformal. Such a complex structure can be chosen by first pushing forward the standard one on \( \mathbb{R} \times ([0, 1/2] \sqcup (1/2, 1)) \subset \mathbb{C} \) and extending it to whole \( \Sigma \). This choice of \( \varphi \) and \( j_\Sigma \) also provides the cylindrical ends near each puncture of \( \Sigma \).

We define a smooth function \( H^\varphi : \Sigma \times M \to \mathbb{R} \) by:
\[
H^\varphi(\varphi(\tau, t), x) = (H_1 \# H_2)(t, x) \tag{11.6}
\]
on \( \Sigma \setminus \mathcal{G} \) and extending to \( \mathcal{G} \) by 0. This is consistent with the assumption \([11.2]\).

We define a \( \Sigma \)-parametrized family \( J^\varphi \) of almost complex structures by
\[
J^\varphi_{\varphi(\tau, t)} = (J_1 \# J_2)_t.
\]
Note that the right hand side is \( J_0 \) in a neighborhood of \( \mathcal{G} \). So we can extend it to \( \mathcal{G} \).

For \( \tau < \frac{1}{2} \), we take the identification
\[
h^{-1}(\tau) \cong ([0, 1/2]/\sim) \sqcup ([1/2, 1]/\sim),
\]
where \( 0 \sim 1/2 \) and \( 1/2 \sim 1 \). Consider the natural diffeomorphisms
\[
\varphi_1 : ([0, 1/2]/\sim) \to ([0, 1]/\sim); t \mapsto 2t
\]
\[
\varphi_2 : ([1/2, 1]/\sim) \to ([0, 1]/\sim); t \mapsto 2t - 1.
\]
Then we have the identity
\[
(H_1 \# H_2) \, dt = \varphi_i^*(H_i \, dt), \quad i = 1, 2. \tag{11.7}
\]
This can be easily seen from the definition of \( H_1 \# H_2 \).

Hereafter in this section, we assume that \( H_1, H_2, H_1 \# H_2 \) are all nondegenerate. Let \([\gamma_1, w_1] \in \text{Crit}(A_{H_1}), [\gamma_2, w_2] \in \text{Crit}(A_{H_2})\) and \([\gamma_3, w_3] \in \text{Crit}(A_{H_1 \# H_2})\).

**Definition 11.3.** We denote by \( \mathcal{M}_0(\varphi, J^\varphi; [\gamma_1 ; w_1], [\gamma_2 ; w_2], [\gamma_3, w_3]) \) the set of all pairs \((u; z_1^+, \ldots, z_\ell^+)\) of maps \( u : \Sigma \to M \) and \( z_i^+ \in \Sigma \) are marked points, which satisfy the following conditions:

1. The map \( \overline{u} = u \circ \varphi \) satisfies the equation:
   \[
   \frac{\partial \overline{u}}{\partial \tau} + J^\varphi \left( \frac{\partial \overline{u}}{\partial t} - X_{H^\varphi}(\overline{u}) \right) = 0. \tag{11.8}
   \]

2. The energy
   \[
   E_{(H^\varphi, J^\varphi)}(u) = \frac{1}{2} \int \left( \frac{\partial \overline{u}}{\partial \tau} \bigg|_{J^\varphi}^2 + \frac{\partial \overline{u}}{\partial t} \bigg|_{J^\varphi}^2 - X_{H^\varphi}(\overline{u}) \bigg|_{J^\varphi}^2 \right) \, dt \, d\tau
   \]
is finite.

3. It satisfies the following three asymptotic boundary conditions.
   \[
   \lim_{\tau \to +\infty} u(\varphi(\tau, t)) = \gamma(t).
   \]
   \[
   \lim_{\tau \to -\infty} u(\varphi(\tau, t)) = \begin{cases} 
   \gamma_1(2t) & t \leq 1/2, \\
   \gamma_2(2t - 1) & t \geq 1/2.
   \end{cases}
   \]

4. The homotopy class of \((w_1 \sqcup w_2) \# u \) is \([w] \) in \( \pi_2(\gamma_3) \). Here \((w_1 \sqcup w_2) \# u \) is the obvious concatenation of \( w_1, w_2 \) and \( u \).

5. \( z_1^+, \ldots, z_\ell^+ \) are mutually distinct.
We denote by
\[ \text{ev} = (\text{ev}_1, \ldots, \text{ev}_t) : \mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma, w) \to M^\ell \]
the evaluation map which associates to \((u; z_1^+, \ldots, z_\ell^+)\) the point \((u(z_1^+), \ldots, u(z_\ell^+))\).

**Remark 11.4.** One can write the equation \((11.8)\) in a more invariant fashion into the coordinate independent form
\[
(du + P_{H^p}(u))^{(0,1)} = 0
\]
where \(P_{H^p}\) is a \(u^*(TM)\)-valued one form on \(\Sigma\) and the \((0,1)\)-part is taken with respect to \(j_\Sigma(y)\) on \(T_y \Sigma\) and \(J^p(u(y))\) on \(T_{u(y)}M\) at each \(y \in \Sigma\). In terms of \(\varphi\), the pull-back \(\varphi^*(P_{H^p})\) can be written as
\[
\varphi^*(P_{H^p}) = X_{\varphi^*}, dt, \quad i = 1, 2, 3
\]
on the ends of \(\Sigma\) near the punctures.

Now we have the following proposition that provides basic properties of the moduli space \(\mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3)\).

**Proposition 11.5.**
1. \(\mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3)\) has a compactification \(\mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3)\) that is Hausdorff.
2. The space \(\mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3)\) has an orientable Kuranishi structure with corners.
3. The boundary of \(\mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3)\) is described by union of the following three types of direct products.
\[
\mathcal{M}_{#L_1}(H_1, J_1; \gamma_1, w_1, \gamma_1', w_1') \times \mathcal{M}_{#L_2}(H^p, J^p; \gamma_1', w_1', \gamma_2, w_2, \gamma_3, w_3) \quad (11.9)
\]
where the union is taken over all \([\gamma_1, w_1'] \in \text{Crit}(H_1)\), and \((L_1, L_2) \in \text{Shuff}(\ell)\).
\[
\mathcal{M}_{#L_1}(H_2, J_2; \gamma_2, w_2, \gamma_2', w_2') \times \mathcal{M}_{#L_2}(H^p, J^p; \gamma_1, w_1, \gamma_2', w_2', \gamma_3, w_3) \quad (11.10)
\]
where the union is taken over all \([\gamma_2', w_2'] \in \text{Crit}(H_2)\), and \((L_1, L_2) \in \text{Shuff}(\ell)\).
\[
\mathcal{M}_{#L_1}(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3') \times \mathcal{M}_{#L_2}(H_1 \# H_2, J_1 \# J_2; \gamma_3, w_3', \gamma_3, w_3) \quad (11.11)
\]
where the union is taken over all \([\gamma_3', w_3'] \in \text{Crit}(H_1 \# H_2)\), and \((L_1, L_2) \in \text{Shuff}(\ell)\).
4. Let \(\mu_H : \text{Crit}(\mathcal{A}_H) \to \mathbb{Z}\) be the Conley-Zehnder index. Then the \((\text{virtual})\) dimension satisfies the following equality:
\[
\dim \mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3) = \mu_{H_1}(\gamma_1' \# \gamma_3) - \mu_{H_2}(\gamma_2' \# \gamma_3) + 2\ell - n. \quad (11.12)
\]
5. We can define orientations of \(\mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3)\) so that (3) above is compatible with this orientation.
6. The map \(\text{ev}\) extends to a strongly continuous smooth map
\[
\mathcal{M}_t(H^p, J^p; \gamma_1, w_1, \gamma_2, w_2, \gamma_3, w_3) \to M^\ell
\]
which we denote also by \(\text{ev}\). It is compatible with (3).
We define a system of multisections on various $M$ and use it to define the integration in the right hand side. which is compatible with the identification of their boundaries in Proposition 11.5. Proposition 11.8. The next proposition shows that it respects the filtration.

Proof. We denote the restriction of $u$ in the same way as the proof of Lemma 6.7. We have thus defined (11.3).
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We can prove that the right hand side of (11.14) converges in $CF((H_1 \# H_2, J_1); \Lambda^\perp)$ in the same way as the proof of Lemma 6.7. We have thus defined (11.3).

Lemma 11.7. $\partial_{(H_1 \# H_2, J_1 \# J_2)} \circ m^{cl}_2 = m^{cl}_2 \circ \left(\partial_{(H_1, J_1)} \hat{\otimes} 1 + 1 \hat{\otimes} \partial_{(H_2, J_2)}\right)$.

Proof. This is a consequence of Proposition 11.5 (3) and Stokes' theorem. In fact, (11.9), (11.10), (11.11) correspond to $m^{cl}_2 \circ \partial_{(H_1, J_1)} \hat{\otimes} 1$, $m^{cl}_2 \circ \partial_{(H_2, J_2)}$ and $\partial_{(H_1 \# H_2, J_1 \# J_2)} \circ m^{cl}_2$, respectively. □

Thus we have

$$m^{cl}_2 : HF((H_1, J_1); \Lambda^\perp) \otimes HF(M, H_2, J_2; \Lambda^\perp) \rightarrow HF(M, H_1 \# H_2, J_1 \# J_2; \Lambda^\perp).$$

(11.15)

The next proposition shows that it respects the filtration.

Proposition 11.8. For all $\lambda_1, \lambda_2 \in \mathbb{R}$,

$$m^{cl}_2 \left(F^{\lambda_1} CF(M, H_1, J_1; \Lambda^\perp) \otimes F^{\lambda_2} CF(M, H_2, J_2; \Lambda^\perp)\right) \subseteq F^{\lambda_1 + \lambda_2} CF(M, H_1 \# H_2, J_1 \# J_2; \Lambda^\perp).$$

Proof.

Lemma 11.9. If $\mathcal{M}_t(H^e, J^e; [\gamma_1, w_1], [\gamma_2, w_2], [\gamma_3, w_3])$ is nonempty, then $A_{H_1}([\gamma_1, w_1]) + A_{H_2}([\gamma_2, w_2]) \geq A_{H_1 \# H_2}([\gamma_3, w_3])$.

Proof. Let $(u; z^1, \ldots, z^k) \in \tilde{\mathcal{M}}_t(H^e, J^e; [\gamma_1, w_1], [\gamma_2, w_2], [\gamma_3, w_3])$ and $\tau_0 < 0$. We identify

$$h^{-1}(\tau_0) = S^1_1 \sqcup S^1_2.$$

We denote the restriction of $u$ to $S^1_1$ by $\gamma_1^{\tau_0}$ and the restriction of $u$ to $S^1_2$ by $\gamma_2^{\tau_0}$. The proof of Proposition 11.5 is the same as that of Proposition 3.6 and so is omitted. Let $b \in H^{even}(M; \Lambda^0)$. We split $b = b_0 + b_2 + b_+$ as in (5.5). We define $n^{b}_{H^e, J^e, ([\gamma_1, w_1], [\gamma_2, w_2], [\gamma_3, w_3])} \in \Lambda^1$ by

$$n^{b}_{H^e, J^e, ([\gamma_1, w_1], [\gamma_2, w_2], [\gamma_3, w_3])} = \sum_{\ell=0}^\infty \exp(b_2 \cap w_3 - b_2 \cap w_2 - b_2 \cap w_1) \ell!$$

(11.13)

$$\int_{\mathcal{M}_t(H^e, J^e; [\gamma_1, w_1], [\gamma_2, w_2], [\gamma_3, w_3])} \ev^*_1 b_+ \wedge \cdots \wedge \ev^*_3 b_+.$$

We define a system of multisections on various $\mathcal{M}_t(H^e, J^e; [\gamma_1, w_1], [\gamma_2, w_2], [\gamma_3, w_3])$ which is compatible with the identification of their boundaries in Proposition 11.5 (3) and use it to define the integration in the right hand side.

Definition 11.6. We put

$$m^{cl}_2([\gamma_1, w_1] \otimes [\gamma_2, w_2]) = \sum_{[\gamma_3, w_3] \in \text{Crit}(A_{H_1 \# H_2})} n^{b}_{H^e, J^e, ([\gamma_1, w_1], [\gamma_2, w_2], [\gamma_3, w_3])}([\gamma_3, w_3]).$$

(11.14)
Next let \( \tau_0 > 0 \). We denote the restriction of \( u \) to \( h^{-1}(\tau_0) \) by \( \gamma^{\tau_0} \). We concatenate \( u_1 \sqcup u_2 \) and the restriction of \( u \) to \( \{ z \in \Sigma \mid h(z) \leq \tau_0 \} \) to obtain \( w^{\tau_0} \). In the same way as Lemma 3.8 we also derive

\[
\mathcal{A}_{H_1}([\gamma_1, u_1]) \geq \mathcal{A}_{H_1}([\gamma_1^{\tau_0}, w_1^{\tau_0}]),
\]

\[
\mathcal{A}_{H_2}([\gamma_2, u_2]) \geq \mathcal{A}_{H_2}([\gamma_2^{\tau_0}, w_2^{\tau_0}]].
\]

(11.16)

It follows easily from definition that

\[
\lim_{\tau_0 \to 0} (\mathcal{A}_{H_1}([\gamma_1^{\tau_0}, w_1^{\tau_0}]) + \mathcal{A}_{H_2}([\gamma_2^{\tau_0}, w_2^{\tau_0}])) = \lim_{\tau_0 \to 0} \mathcal{A}_{H_1 \# H_2}([\gamma^{\tau_0}, w^{\tau_0}]).
\]

(11.18)

Lemma 11.9 follows easily from (11.16), (11.17), (11.18).

Proposition 11.8 follows immediately from Lemma 11.9.

11.2. Multiplicative property of Pniunikhin isomorphism. In this subsection, we prove that the Pniunikhin isomorphism interpolates the quantum product \( \cup_b \) of \( \overline{QH} \) and the \( \overline{b} \)-deformed pants product of \( \overline{HF} \).

Let \( \chi : \mathbb{R} \to [0, 1] \) be as in Definition 3.11. For each \( S \in \mathbb{R} \), we define

\[ H^\chi_S(z, x) = \chi(h(z) + S)H^\varphi(z, x) \]

where \( H^\varphi \) is as in (11.16). Similarly we define a family \( J^\chi_S(z) \) so that

\[ J^\chi_S(\varphi(\tau, t)) = J^H(\varphi(t) + (\varphi(t) + S, t)). \]

Due to the condition \( J_t \equiv J_0 \) near \( t = 0 \), this definition smoothly extend to whole \( \Sigma \).

With this preparation, we prove the following:

**Theorem 11.10.** For \( a_1, a_2 \in H(M; \Lambda^k) \), we have

\[ m^2_2(\mathcal{P}((H_{1})_{\chi}, (J_{1})_{\chi}), \ast(a_1), \mathcal{P}((H_{2})_{\chi}, (J_{2})_{\chi}), \ast(a_2)) = \mathcal{P}((H_{1} \# H_{2})_{\chi}, (J_{1} \# J_{2})_{\chi}), \ast(a_1 \cup_b a_2). \]

**Proof.** Let \( \gamma_1, u_1 \in \text{Crit}(A_{H_1}), \gamma_2, u_2 \in \text{Crit}(A_{H_2}) \) and \( \gamma_3, u_3 \in \text{Crit}(A_{H_1 \# H_2}). \)

**Definition 11.11.** We denote by \( \mathcal{M}^0_t(H^\chi_{S}, J^\chi_{S}; **, [\gamma, w]) \) the set of all pairs \( (u; z_1^+, \ldots, z_t^+) \) of maps \( u : \Sigma \to M \) and \( z_+^+ \in \Sigma \), which satisfy the following conditions:

1. The map \( \overline{u} := u \circ \varphi \) satisfies

\[
\frac{\partial \overline{u}}{\partial \tau} + J^\chi_S \left( \frac{\partial \overline{u}}{\partial \tau} - X_{H^\chi_S}(\overline{u}) \right) = 0.
\]

(11.19)

2. The energy

\[ E_{(H^\chi_S, J^\chi_S)} = \frac{1}{2} \int \left( \left( \frac{\partial \overline{u}}{\partial \tau}, J^\chi_S \left( \frac{\partial \overline{u}}{\partial \tau} - X_{H^\chi_S}(\overline{u}) \right) \right)^2 \right) dt d\tau \]

is finite.

3. It satisfies the following asymptotic boundary condition.

\[ \lim_{\tau \to +\infty} u(\varphi(\tau, t)) = \gamma(t). \]

4. The homotopy class of \( u \) is congruent to \([w]\) modulo \( \sim \).
Proposition 11.12. 

(1) The moduli space $\hat{\mathcal{M}}_\ell(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w])$ has a compactification $\hat{\mathcal{M}}_\ell(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w])$ that is Hausdorff.

(2) The space $M_t(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w])$ has an orientable Kuranishi structure with corners.

(3) The boundary of $M_t(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w])$ is described by the union of three types of direct or fiber products:

$$M_{\# L_t}(\text{para}; H^\varphi, J^\varphi; **, [\gamma', w']) \times M_{\# L_t}(H_1\# H_2, J_1\# J_2; [\gamma', w'], [\gamma, w])$$

where the union is taken over all $[\gamma', w'] \in \text{Crit}(H_1\# H_2)$ and $(L_1, L_2) \in \text{Shuff}(\ell)$.

The second one is

$$M^1_{\# L_t}(\alpha; J_0) \times \text{ev}_3 \times \text{ev}_- \quad M_{\# L_t}(H_1\# H_2, (J_1\# J_2)_\chi; *, [\gamma', u']) \quad (11.23)$$

Here $M^1_{\# L_t}(\alpha; J_0)$ is as in Section 2. The union is taken over all $(L_1, L_2) \in \text{Shuff}(\ell)$ and $\alpha, w'$ such that the obvious concatenation $\alpha \# w'$ is homotopic to $w$ and the fiber product is taken over $M$.

The third type is

$$(M_{\# L_t}(H_1)_\chi; (J_1)_\chi; *, [\gamma_1, w_1]) \times M_{\# L_t}(H_2)_\chi; (J_2)_\chi; *, [\gamma_2, w_2])$$

$$\times M_{\# L_t}(H^\varphi, J^\varphi; [\gamma_1, w_1], [\gamma_2, w_2], [\gamma, w])$$

where the union is taken over all $(L_1, L_2, L_3)$ the triple shuffle of $\{1, \ldots, \ell\}$, and $[\gamma_1, w_1] \in \text{Crit}(A_{H_1})$, $[\gamma_2, w_2] \in \text{Crit}(A_{H_2})$.

(4) Let $\mu_{H_t} : \text{Crit}(A_H) \to \mathbb{Z}$ be the Conley-Zehnder index. Then the (virtual) dimension satisfies the following equality:

$$\dim M_\ell(\text{para}; H^\varphi, J^\varphi; ** [\gamma, w]) = \mu_{H_1\# H_2}([\gamma, w]) + 2\ell + 1 + n \quad (11.25)$$

(5) We can define orientations of $M_t(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w])$ so that (3) above is compatible with this orientation.
The map $ev$ extends to a strongly continuous smooth map
\[
\mathcal{M}_\ell(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w]) \to M^\ell,
\]
which we denote also by $ev$. It is compatible with (3).

The map $ev_{-\infty}$ extends also to a strongly continuous smooth map
\[
\mathcal{M}_\ell(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w]) \to M^2,
\]
which we denote by $ev_{-\infty}$. It is compatible with (3).

Proof. The proof is the same as other similar statements appearing in this and several other previous papers, such as [FO1, FOOO1]. So it suffices to see how the boundary of our moduli space appears as in (3).

For each fixed $S$ the boundary of $\mathcal{M}_\ell(H^\varphi_S, J^\varphi_S; **, [\gamma, w])$ is described by (11.22), with $\text{para}$ being replaced by $S$. We note that there is a 'splitting end' where 'bubble' occurs at $\tau \to \infty$.

The case $S \to -\infty$ is described by (11.23). We can prove it as follows. We recall that $\lim_{S \to -\infty} (H^\varphi_S, J^\varphi_S) = (0, J^0)$ where $J^0$ is time-independent. We also remark that the moduli space $\mathcal{M}^{cl}_{3+\ell}(\alpha; J^0)$ is identified with the moduli space of $(u; z^+_1, \ldots, z^+_\ell)$ such that $\varpi = u \circ \varphi$ satisfies the equation:
\[
\frac{\partial \varpi}{\partial \tau} + J^0 \left( \frac{\partial \varpi}{\partial t} \right) = 0 \quad (11.26)
\]
and $\int u^* \omega < \infty$, $[\varpi] \sim \alpha$. Therefore the 'bubble' which slides to $\tau \to -\infty$ is described by $\mathcal{M}^{cl}_{3+\ell}(\alpha; J^0)$.

The other potential 'splitting end' where 'bubble' occurs at $\tau \to -\infty$ has codimension two and do not appear here. (This is because of $S^1$ symmetry on such a bubble.)

Finally the case $S \to +\infty$ is described by (11.24). \qed

To use $\mathcal{M}_\ell(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w])$ to define an appropriate chain homotopy we need to find a perturbation (multisection) on it which is compatible with the description of its boundary given in Proposition 11.12 (3). Since (11.23) involves fiber product we need to find a perturbation so that $ev_3$ is a submersion on the perturbed moduli space. We need to use a family of multisections for this purpose. The detail of it is given in [FOOO3] Section 12, etc.

We regard $\mathcal{M}^{cl}_{3+\ell}(\alpha; J^0)$ as the compactified moduli space of the pair $(u; z^+_1, \ldots, z^+_\ell)$ satisfying (11.26) etc. Then we have a family of perturbation $s = \{s^w\}$ parametrized by $w \in W$ where $W$ is certain parameter space that is a manifold equipped with a compact support probability measure with smooth kernel. We use it in the way described in [FOOO3] Section 12 to define a smooth correspondence. Here we use the evaluation maps at 1, 2, 4, \ldots, $\ell + 3$ marked points as an 'input' and the evaluation map at the 3rd marked point as an 'output'. It gives a map
\[
\text{Corr}(\mathcal{M}^{cl}_{3+\ell}(\alpha; J^0)) : \Omega(M)^{\otimes (2+\ell)} \to \Omega(M).
\]
Namely
\[
\text{Corr}(\mathcal{M}^{cl}_{3+\ell}(\alpha; J^0))(h_1, h_2, h_3, \ldots, h_{\ell+2}) = ev_{3!}(ev_1 \times ev_2 \times ev_4 \times \cdots \times ev_{\ell+3})^*(h_1, h_2, h_3, \ldots, h_{\ell+2}),
\]
where \( \text{ev}_3 \) is the integration along fiber of the perturbed moduli space \( \mathcal{M}_{3+\ell}^3(\alpha; J_0) \) by the map \( \text{ev}_3: \mathcal{M}_{3+\ell}^3(\alpha; J_0) \to M \). We extend \( \text{Corr}(\mathcal{M}_{3+\ell}^3(\alpha; J_0)) \) to

\[
\text{Corr}(\mathcal{M}_{3+\ell}^3(\alpha; J_0)): (\Omega(M) \hat{\otimes} \Lambda^\perp)^{(2+\ell)} \to (\Omega(M) \otimes \Lambda^\perp)^{2+\ell}
\]

by \( \Lambda^\perp \)-multilinearity.

Let \( b \in H^{even}(M; \Lambda^\perp) \) and split \( b = b_0 + b_2 + b_+ \) as in \([35]\). We take closed forms which represent \( b_0, b_2, b_+ \) and regard them as differential forms. Let \( a_1, a_2 \in \Omega(M) \).

We put

\[
gw_{2,\alpha}(a_1, a_2) = \sum_{\alpha} \exp(b_2 \cap \alpha) \text{Corr}(\mathcal{M}_{3+\ell}^3(\alpha; J_0))(a_1, a_2, b_+, \ldots, b_+).
\]

We then define

\[
gw_2(a_1, a_2) = \sum_{\alpha} q^{-\alpha \cap \omega} \gw_{2,\alpha}(a_1, a_2). \quad (11.27)
\]

We can easily prove that the right hand side of \((11.27)\) converges in \( (\Omega(M) \hat{\otimes} \Lambda^\perp)^{2+\ell} \). Using the fact that Gromov-Witten invariant is well-defined in the homology level (this follows from the fact that \( \mathcal{M}_{3+\ell}^3(\alpha; J_0) \) has a Kuranishi structure \textit{without boundary}), we can easily show that \( \gw_2 \) induces a product map \( \cup^b \) in the cohomology level.

We now go back to the study of the moduli space \( \mathcal{M}_\ell(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w]) \). We will define a family of multisections on it by an induction over the energy. We note that we have already defined (a family of) multisections of the moduli spaces which appear in the right hand of Proposition \((11.2)\) \((3)\). The fiber product in \((11.22)\) is transversal to our family of multisections since we take the perturbation which appear in the right hand of Proposition \((11.12)\) \((3)\). The fiber product in \((11.22)\) is transversal to our family of multisections since we take the perturbation of the first factor so that \( \text{ev}_3 \) is a submersion on the perturbed moduli space. Other products appearing in \((11.22)\) and \((11.24)\) are direct products so the perturbation of each of the factors immediately induce one on the product. Thus we have defined a family of multisections on the boundary. It is compatible at the corners by the inductive construction of multisections. Therefore we can extend it to the whole \( \mathcal{M}_\ell(\text{para}; H^\varphi, J^\varphi; **, [\gamma, w]) \) by the general theory of Kuranishi structure. We use it to define integration on these moduli spaces below.

We now put

\[
n_{a_1, a_2, b, \text{para}; H^\varphi, J^\varphi; [\gamma, w]} = \sum_{\ell} \exp(b_2 \cap \alpha) \int_{\mathcal{M}_\ell(\text{para}; H^\varphi, J^\varphi; [\gamma, w])} \text{ev}_\infty^*(a_1, a_2) \wedge \text{ev}^*(b_+ \wedge \cdots \wedge b_+).
\]

**Definition 11.13.**

\[
\mathfrak{s}_H b_{H^\varphi, J^\varphi}(a_1, a_2) = \sum_{[\gamma, w]} n_{a_1, a_2, b, \text{para}; H^\varphi, J^\varphi; [\gamma, w]}[\gamma, w].
\]

We can prove that the right hand side converges in \( CF(M, H_1 \# H_2, J_1 \# J_2; \Lambda^\perp) \) in the same way as the proof of convergence of the right hand side of \([36]\).

**Lemma 11.14.** We have

\[
\partial_b^{\text{para}}(H_1 \# H_2; J_1 \# J_2; \chi_{\Gamma_1}) \circ \mathfrak{s}_H^{b_{H^\varphi, J^\varphi}} + \mathfrak{s}_H^{b_{H^\varphi, J^\varphi}}(\partial \otimes 1 + 1 \otimes \partial)
\]

\[
= \mathcal{P}_b(H_1 \# H_2; J_1 \# J_2; \chi_{\Gamma_1}) \circ \gw_2 - m_2^{cl} \circ \left( \mathcal{P}_b(H_1; \chi_{\Gamma_1}) \otimes \mathcal{P}_b(H_2; \chi_{\Gamma_1}) \right).
\]
Proof. Using Proposition 11.12 the lemma follows from Stokes’ formula \[\text{FOOO3}\] Lemma 12.13 and composition formula \[\text{FOOO3}\] Lemma 12.15.

Theorem 11.10 follows immediately from Lemma 11.14.

11.3. Wrap-up of the proof of triangle inequality. Now we prove:

**Theorem 11.15.** We assume that \(H_1, H_2, H_1 \# H_2\) are nondegenerate. Then for any \(a_1, a_2 \in H(M; \Lambda^d)\) we have:

\[
\rho^b(H_1; a_1) + \rho^b(H_2; a_2) \geq \rho^b(H_1 \# H_2; a_1 \cup^b a_2).
\]

Proof. Let \(\epsilon > 0\) and \(\rho_1 = \rho(H_1; a_1; b)\). Let \(x_i \in F^{p_1+\epsilon} CF(M, H_i, J_i)\) such that \(\partial^b(H_i, J_i)(x_i) = 0\) and \([x_i] = \mathcal{P}_{((H_i)_{x_i}(J_i)_{x_i})}^b(a_i) \in HF(M, H_i, J_i)\) \((i = 1, 2)\).

By Proposition 11.8 we have

\[
m^2_i(x_1, x_2) \in F^{p_1+p_2+2\epsilon} CF(M, H_1 \# H_2, J_1 \# J_2).
\]

By Theorem 11.10 we have

\[
[m^2_i(x_1, x_2)] = \mathcal{P}^b_{((H_1 \# H_2)_{x_i}(J_1 \# J_2)_{x_i})} (a_1 \cup^b a_2).
\]

Therefore by definition

\[
\rho(H_1 \# H_2; a_1 \cup^b a_2; b) \leq \rho_1 + \rho_2 + 2\epsilon.
\]

Since \(\epsilon > 0\) is arbitrary, Theorem 11.15 follows.

12. Proofs of other axioms

We are now ready to complete the proof of Theorem 7.8.

Note that the proof of Theorem 7.8 (1),(3) has been completed in Section 11 and hence the invariant \(\rho^b(\tilde{\phi}; a)\) is well-defined for \(\tilde{\phi} \in \text{Ham}_n(M; \omega)\).

For general \(\tilde{\psi}_H \in \text{Ham}(M; \omega)\), not necessarily nondegenerate, we take nondegenerate \(H_i\) which converges to \(H\) in \(C^0\)-sense and take the limit \(\lim_{i \to \infty} \rho^b(\tilde{\psi}_H; a)\). This limit exists and is independent of \(H_i\) by Theorem 9.4. We define this limit to be \(\rho^b(\tilde{\psi}; a)\) and have thus defined \(\rho^b(\tilde{\psi}; a)\) in general. We prove that it satisfies (1) - (7) of Theorem 7.8.

Statement (1) is Theorem 8.8.

Statement (2) is immediate from definition.

Now let us prove (3). In a way similar to the proof of Lemma 9.8 we prove the following:

**Lemma 12.1.** If \(M_\ell(H_X, J_X; \gamma, [\gamma, w])\) is nonempty, then \(A_H([\gamma, w]) \leq E^-(H)\).

Therefore if \(v_\ell(a) < \lambda\) then

\[
\mathcal{P}^b_{(H_X, J_X)}(a^b) \in F^{\lambda+\|H\|_--} CF(M, H, J).
\]

It follows that

\[
\rho^b(H; a) \leq \lambda + E^-(H).
\]

We apply this inequality to a sequence \(H_i\) of Hamiltonians converging to 0 such that \(\tilde{\psi}_{H_i}\) are nondegenerate. By taking the limit, we have

\[
\rho^b(\tilde{\psi}; a) \leq \lambda.
\]
Since this holds for any $\lambda > \nu_q(a)$, $\rho^h(0; a) \leq \nu_q(a)$. We refer to Proposition 26.10 in Section 26 for the proof of opposite inequality

$$\rho^p(0; a) \geq \nu_q(a).$$

Statement (4) is immediate from construction.

Statement (5) is Theorem 11.15 in the nondegenerate case. The general case then follows by an obvious limit argument.

Statement (6) immediately follows from Theorem 9.1.

Statement (7) is obvious from construction. We have thus completed the proof of Theorem 7.8 except the opposite inequality (12.1) which is deferred to Section 26. □
Part 3. Quasi-states and quasimorphisms via spectral invariants with bulk

In this chapter, we show that Entov-Polterovich’s theory can be enhanced by involving spectral invariants with bulk, which we have developed in Chapter 2. The generalization is rather straightforward requiring only a small amount of new ideas. So a large portion of this part is actually a review of the works by Entov-Polterovich and Usher [EP1, EP2, EP3, Os2, Us1, Us3]. (It seems, however, that the proof of Theorem 15.1 below is not written in detail to the level of generality that we provide here.)

13. Partial symplectic quasi-states

We start by recalling the definition of Calabi homomorphism. Let $H : [0, 1] \times M \to \R$ be a time dependent Hamiltonian and $\phi^H_t$ the $t$ parameter family of Hamiltonian diffeomorphisms induced by it. We note that we do not assume that $H$ is normalized. For an open proper subset $U \subset M$ we define

$$\text{Ham}_U(M, \omega) = \{ \psi_H \in \text{Ham}(M, \omega) \mid \text{supp} H_t \subset U \text{ for any } t \}. \quad (13.1)$$

We denote the universal covering space of $\text{Ham}_U(M, \omega)$ by $\tilde{\text{Ham}}_U(M, \omega)$. Each time dependent Hamiltonian $H$ supported in $U$ determines an element $\psi_H = \phi^H_1 \in \text{Ham}_U(M, \omega)$, together with its lifting $\tilde{\psi}_H = [\phi_H]_U \in \tilde{\text{Ham}}_U(M, \omega)$. Here $[\cdot]_U$ is the path homotopy class of $\phi_H$ in $\text{Ham}_U(M, \omega)$. We recall the following lemma due to [Ca], whose proof we omit. (See for example [Ba2] Theorem 4.2.7, [MS] p.328–p.329.)

**Lemma 13.1.** If $\text{supp} H_t \subset U$ for all $t$, then the integral

$$\int_0^1 dt \int_M H_t \omega^n$$

depends only on $\tilde{\psi}_H \in \tilde{\text{Ham}}_U(M, \omega)$.

**Definition 13.2.** We define the homomorphism $\text{Cal}_U : \tilde{\text{Ham}}_U(M, \omega) \to \R$ by

$$\text{Cal}_U(\tilde{\psi}_H) = \int_0^1 dt \int_M H_t \omega^n,$$

which is called Calabi homomorphism.

This is well-defined by Lemma 13.1.

We next recall the notion of partial symplectic quasi-states introduced by Entov-Polterovich [EP2]. We say that a subset $U$ of $M$ is displaceable if there exists $\phi \in \text{Ham}(M, \omega)$ such that $\phi(U) \cap U = \emptyset$.

**Definition 13.3 ([EP2, EP3]).** A partial symplectic quasi-states is defined to be a function $\zeta : C^0(M) \to \R$ that satisfies the following properties:

1. (Lipschitz continuity) $|\zeta(F_1) - \zeta(F_2)| \leq \|F_1 - F_2\|_{C^0}$.
2. (Semi-homogeneity) $\zeta(\lambda F) = \lambda \zeta(F)$ for any $F \in C^0(M)$ and $\lambda \in \R_{>0}$. 
3. (Monotonicity) $\zeta(F_1) \leq \zeta(F_2)$ for $F_1 \leq F_2$.
4. (Normalization) $\zeta(1) = 1$.
5. (Partial additivity) If two $F_1, F_2 \in C^\infty(M)$ satisfy $\{F_1, F_2\} = 0$ and $\text{supp} F_2$ is displaceable, then $\zeta(F_1 + F_2) = \zeta(F_1)$.
6. (Symplectic invariance) $\zeta(F) = \zeta(F \circ \psi)$ for any $\psi \in \text{Symp}_0(M, \omega)$. 


(7) (Vanishing) \( \zeta(F) = 0 \), provided \( \text{supp} F \) is displaceable.

(8) (Triangle inequality) If \( \{F_1, F_2\} = 0 \), \( \zeta(F_1 + F_2) \geq \zeta(F_1) + \zeta(F_2) \).

The triangle inequality property is required in the definition in [EP3], though it is not in [EP2]. The triangle inequality (8) is different from the one in [EP3] and are adapted to our convention. Namely, for a partial symplectic quasi-state \( \zeta^{EP} \) in the sense of Entov-Polterovich, \( \zeta(H) = -\zeta^{EP}(-H) \) gives a partial symplectic quasi-state in the sense of Definition 13.3. We would like to point out that the above vanishing property (7) is actually an immediate consequence of the axiom, partial additivity (5).

The upshot of Entov-Polterovich’s discovery is that the spectral invariant function \( H \mapsto \rho(H; 1) \) naturally gives rise to an example of partial symplectic quasi-states, which we denote by \( \zeta_1 \). In fact, this spectral partial quasi-states is the only known example of such partial symplectic quasi-states so far. We call any such partial symplectic quasi-states constructed out of spectral invariants and its bulk-deformed ones as a whole spectral partial quasi-states. The main result of the next section is to generalize Entov-Polterovich’s construction of spectral partial (symplectic) quasi-states by involving the spectral invariants with bulk.

Recall that the Lie algebra of \( \widetilde{\text{Ham}}(M, \omega) \) or \( \text{Ham}(M, \omega) \) can be identified with \( \mathcal{C}^\infty(M)/\mathbb{R} \cong \mathcal{C}^\infty(M)_0 \), the set of normalized autonomous Hamiltonian functions. The functional \( \zeta_1^\infty = \zeta_1|_{\mathcal{C}^\infty(M)} \) is defined on the central extension \( \mathcal{C}^\infty(M) \) of this Lie algebra.

In fact, \( \zeta_1 \) can be regarded as a ‘linearization’ of another nonlinear functional defined on \( \widetilde{\text{Ham}}(M, \omega) \) which is the functional \( \mu : \widetilde{\text{Ham}}(M, \omega) \to \mathbb{R} \) described in [EP2] section 7. This becomes a genuine quasimorphism under a suitable algebraic condition such as semisimplicity of the quantum cohomology ring of the underlying symplectic manifold \( (M, \omega) \). Entov-Polterovich did not name this functional \( \mu \). We propose to use the name Entov-Polterovich pre-quasimorphism, for the function \( \mu \) which has the properties established in [EP2] section 7. We recall that the Hofer norm \( \|\phi\| \) for \( \phi \in \widetilde{\text{Ham}}(M, \omega) \) is defined by

\[
\|\phi\| = \inf \left\{ \|H\| \mid |\phi_H| = \phi \right\}.
\]

Following [EP2], we define another norm \( \|\tilde{\phi}\|_U \), called the fragmentation norm.

**Definition 13.4.** We say \( \|\tilde{\phi}\|_U \leq m \) if and only there exists \( \tilde{\psi}_1 \in \widetilde{\text{Ham}}(M, \omega) \), \( \phi_i \in \text{Ham}_U(M, \omega) \) for \( i = 1, \ldots, m \) such that

\[
\tilde{\phi} = \prod_{i=1}^m (\tilde{\psi}_i \phi_i \tilde{\psi}_i^{-1}).
\]

The following fragmentation lemma of Banyaga [Ba1] shows that the norm \( \|\tilde{\phi}\|_U \) is always finite.

**Lemma 13.5** (Banyaga). Let \( U_i \subset M \) be open sets for \( i = 1, \ldots, N \), \( U = \bigcup_i U_i \), and \( \tilde{\phi} \in \text{Ham}_U(M, \omega) \). Then there exists \( \tilde{\phi}_j \) such that \( \tilde{\phi}_j \in \text{Ham}_{U_{i(j)}}(M, \omega) \) for some \( i(j) \in \{1, \ldots, N\} \) and

\[
\tilde{\phi} = \tilde{\phi}_1 \cdots \tilde{\phi}_N.
\]

**Proof.** We give a self contained proof below for the sake of completeness and for readers’ convenience. By an obvious induction argument it suffices to consider the
we consider the limit \( b \) quasimorphism out of spectral invariants with bulk. Let \( \phi = \bar{\psi}_H \in \text{Ham}_U(M, \omega) \). We may assume without loss of generality that \( \phi = \bar{\psi}_H \) and \( \| H \|_{C^1} < \epsilon \), where \( \epsilon \) is a positive number depending only on \( U_1, U_2 \) and \( U \) to be determined later. (This is because any element of \( \text{Ham}_U(M, \omega) \) is a product of finitely many such \( \bar{\phi} \)’s.)

We take a pair of open subsets \( U'' \subset U' \) so that \( U'' \subset U_1 \subset U_1 \cup U'' \subset U_1 \cup U_2 \supset U \).

Let \( \eta : M \to [0, 1] \) be a smooth cut-off function such that \( \text{supp} \eta \subset U_1 \) and that \( \eta = 1 \) on \( U_1' \), and put \( \phi_1 = \psi_{\eta H} \). It is easy to see that if \( \epsilon \) is sufficiently small then \( \phi_1 = \phi \) on \( U_1' \), where \( \phi \in \text{Ham}_U(M, \omega) \) is the projection of \( \bar{\phi} \). Moreover we may assume that \( \phi_1(x) = x \) for \( x \notin U'' \cup U_2 \).

Therefore the support of \( \phi_2 = \bar{\phi}_{-1} \phi \) is on \( U_2 \) and the support of \( \phi_1 \) is on \( U_1 \).

Using the fact that they are \( C^1 \)-close to the identity, it follows that \( \bar{\phi}_1 \bar{\phi}_2 = \bar{\phi} \).  

\[ \square \]

**Definition 13.6.** We call a map \( \mu : \text{Ham}(M, \omega) \to \mathbb{R} \) an Entov-Polterovich pre-quasimorphism on \( \text{Ham}(M, \omega) \), if the following conditions are satisfied for \( \bar{\psi}, \bar{\phi} \in \text{Ham}(M, \omega) \).

1. (Lipschitz continuity) \( |\mu(\bar{\psi}) - \mu(\bar{\phi})| \leq C\| \bar{\psi} \bar{\phi}^{-1} \| \), where \( \| \| \) is the Hofer norm and \( C \) is a constant independent of \( \psi, \phi \).
2. (Semi-homogeneity) \( \mu(\bar{\phi}^n) = n\mu(\bar{\phi}) \) for any \( n \in \mathbb{Z}_{\geq 0} \).
3. (Controlled quasi-additivity) If \( U \subset M \) is displaceable, then there exists a constant \( K \) depending only on \( U \) such that
   \[ |\mu(\bar{\psi}\phi) - \mu(\bar{\psi}) - \mu(\bar{\phi})| < K \min(\| \bar{\psi} \|_U, \| \bar{\phi} \|_U) \].
4. (Symplectic invariance) \( \mu(\bar{\phi}) = \mu(\psi \circ \bar{\phi} \circ \psi^{-1}) \) for all \( \bar{\phi} \in \text{Ham}(M, \omega) \) and \( \psi \in \text{Symp}_0(M, \omega) \).
5. (Calabi Property) If \( U \subset M \) is displaceable, then the restriction of \( \mu \) to \( \text{Ham}_U(M, \omega) \) coincides with Calabi homomorphism \( \text{Cal}_U \).

14. Construction by spectral invariant with bulk

In this section we describe construction of an example of Entov-Polterovich pre-quasimorphism out of spectral invariants with bulk. Let \( b \in QH(M; \Lambda^H_0) \) and \( e \neq 0 \in H(M; \Lambda^1) \) satisfying

\[ e \cup b e = e. \]  \hfill (14.1)

An obvious example of such \( e \) is \( e = 1 \in QH(M; \Lambda^H_0) \). For given \( \bar{\psi}_H \in \text{Ham}(M, \omega) \), we consider the limit

\[ \rho^b_e(\bar{\psi}_H) = \text{Vol}_\omega(M) \lim_{n \to +\infty} \frac{\rho^b((\bar{\psi}_H)^n; e)}{n}. \]  \hfill (14.2)

Recall the relationship

\[ \rho^b_e(\bar{\psi}_H; e) := \rho^b(H; e) = \rho^b(H; e) + \frac{1}{\text{Vol}_\omega(M)} \text{Cal}(H) \]

for any Hamiltonian \( H \). In particular, the right hand side does not depend on \( H \) as long as \( [\bar{\psi}_H] \) remains the same element of \( \text{Ham}(M, \omega) \).
 Proposition 14.3. We begin with the following:  
Proof. We mostly follow the arguments presented in pp. 86-88 of [EP2] for the proof. 

\( \phi \) diffeomorphism such that  

(1) Theorem 14.1. \( \) 

\[ H \] \[ \] 

Remark 14.2. \( \) 

(2) Actually in [EP2] several additional assumptions are imposed on \((M,\omega)\). Those assumptions are now removed by Usher [Us1, Us3]. \( \) 

(3) See also [Us4] for works related to the theme of the present paper. \( \)

Proof. We mostly follow the arguments presented in pp. 86-88 of [EP2] for the proof. We begin with the following:  

Proposition 14.3. Let \( U \subset M \) be an open set and \( \phi : M \to M \) a Hamiltonian diffeomorphism such that \( \phi(U) \cap \overline{U} = \emptyset \), and \( \tilde{\phi} \in \Ham(M) \) its lift. Let \( \tilde{\psi} \in \Ham_U(M,\omega) \) and \( a \in H(M;\Lambda^1) \), \( b \in H^{\text{even}}(M;\Lambda^0) \). Then  

\[ \rho^b(\tilde{\phi}\tilde{\psi};a) = \rho^b(\tilde{\phi};a) + \frac{\Cal_b(\tilde{\psi})}{\vol_M(M)}. \]  

Proof. The main idea of the proof of the proposition is due to Ostrover [Os1]. It was used by Entor-Polterovich for the proof of [EP2] Lemma 7.2, which we follow here.  

Let \( H : [0,1] \times M \to \mathbb{R} \) be a Hamiltonian such that \( \text{supp} H \) is compact and contained in \( U \) for any \( t \) and that \( \tilde{\psi} = [\phi_H] \).  

Let \( F : [0,1] \times M \to \mathbb{R} \) be a normalized Hamiltonian such that \( [\phi_F] = \tilde{\phi} \).  

By the assumption on \( \phi \) and \( \tilde{\psi} \), we find that the fixed point set \( \text{Fix}(\phi \circ \phi_H^t) \) is independent of \( t \). We note \( \phi_{H^tF}^1 = \phi \circ \psi_{H^t} \), where \( H^t \) is the Hamiltonian generating the flow \( t \mapsto \phi_{H^t}^t \) defined by  

\[ H^s(t,x) = sH(st,x) \]  

and \( \# \) is the concatenation defined as in (11.6). Then by the same way as (10.3), we obtain a one-one correspondence  

\[ I_s : \text{Crit}(\mathcal{A}_{H^tF}) \to \text{Crit}(\mathcal{A}_{H^t\#F}). \]
Namely we put $I_s([\gamma, w]) = [\gamma^s, w^s]$, where $\gamma^s(t) = \psi^{t}_{H^s} \# F(\gamma(0))$, $w^s = w \# v^s$ with $v^s(s, t) = \gamma^{s*}(t)$. For any fixed point $p$ of $\phi = \partial_F^t$, we have $p \notin U$. Hence $\phi_{H^s} \# F(p) \notin U$ for $1 \leq t \leq 1/2$, which implies the following

** Lemma 14.4. ** For any $[\gamma, w] \in \text{Crit}(\mathcal{A}_{H^s} \# F)$, the number $\mathcal{A}_{H^s} \# F(I_s([\gamma, w]))$ is independent if $\sigma$.

We consider the normalization of $H^s$

$$H^s(t, x) = H^s(t, x) - \frac{s}{\text{vol}_n(M)} \int_M H_1 \omega^n.$$

Then Lemma 14.3 implies

$$\mathcal{A}_{H^s} \# F(I_s([\gamma, w])) = \mathcal{A}_{H^s} \# F(I_s([\gamma, w])) + \frac{s}{\text{vol}_n(M)} \int_M H_1 \omega^n dt$$

$$= \mathcal{A}_F([\gamma, w]) + \frac{s \text{Cal}_U(H)}{\text{vol}_n(M)}.$$

Therefore

$$\text{Spec}(\tilde{\phi} \circ [\phi_{H^s}]; b) = \text{Spec}(\tilde{\phi}; b) + \frac{s \text{Cal}_U(H)}{\text{vol}_n(M)}.$$}

The function $s \mapsto \rho^b(\tilde{\phi} \circ [\phi_{H^s}]; a) - \frac{s \text{Cal}_U(H)}{\text{vol}_n(M)}$ is continuous and takes values in $\text{Spec}(\tilde{\phi}; b)$, which is a set of measure 0 (see Corollary 10.5). Therefore it must be constant. This finishes the proof of Proposition 14.3. \hfill \Box

Let $e$ and $b$ be as in (14.1).

** Definition 14.5. ** Let $A$ be any displaceable closed subset of $M$. We define the $\rho^b$-spectral displacement energy $\varepsilon(A; e; b)$ by

$$\varepsilon(A; e; b) = \inf \{ \rho^b(\tilde{\phi}; e) + \rho^b(\tilde{\psi}^{-1}; e) \mid \tilde{\phi} \in \widetilde{\text{Ham}}(M, \omega), \tilde{\phi}(A) \cap A = \emptyset \}.$$ (14.7)

** Lemma 14.6. ** Let $U \subset M$ be an open set which is Hamiltonian displaceable and $\tilde{\psi} \in \text{Ham}_U(M, \omega)$. Then

$$\nu_\eta(e) \leq \rho^b(\tilde{\psi}; e) + \rho^b(\tilde{\psi}^{-1}; e) \leq 2\varepsilon(U; e; b).$$ (14.8)

** Proof. ** The following proof is the same as that of [EP2] Lemma 7.2. (14.9) implies

$$\rho(\phi \tilde{\psi}^{-1}; a; b) = \rho^b(\tilde{\phi}; a) - \frac{\text{Cal}_U(\tilde{\psi})}{\text{vol}_n(M)}$$ (14.9)

Theorem 7.8 (3), (5) and 14.1 imply

$$\nu_\eta(e) = \rho(0; e; b) \leq \rho^b(\tilde{\psi}^{-1}; e) + \rho^b(\tilde{\psi}; e)$$

which proves the first inequality of (14.8).

We also have

$$\rho^b(\tilde{\psi}; e) \leq \rho^b(\phi \tilde{\psi}; e) + \rho^b(\tilde{\phi}^{-1}; e)$$

and

$$\rho^b(\tilde{\psi}^{-1}; e) \leq \rho^b(\phi^{-1}; e) + \rho^b(\tilde{\phi}^{-1}; e).$$ (14.10)
By (14.6), (14.9) and (14.10) we have
\[\nu_q(e) \leq \rho^b(\tilde{\psi}^{-1}; e) + \rho^b(\tilde{\psi}; e)\]
\[\leq \rho^b(\tilde{\phi}\tilde{\psi}^{-1}; e) + \rho^b(\tilde{\phi}\tilde{\psi}; e) + 2\rho^b(\tilde{\phi}^{-1}; e)\]
\[\leq 2\rho^b(\tilde{\phi}; e) + 2\rho^b(\tilde{\phi}^{-1}; e).\]

Since this holds for all \(\tilde{\phi}\) displacing \(U\), it follows the second inequality of (14.8). \(\square\)

**Lemma 14.7.** Suppose \(U\) is displaceable and \(\tilde{\psi} \in \widehat{\text{Ham}}(M, \omega)\), \(\tilde{\psi} \in \widehat{\text{Ham}}_U(M, \omega)\). Then
\[\rho^b(\tilde{\phi}; e) + \rho^b(\tilde{\psi}; e) - 2\epsilon(\overline{U}; e; b) \leq \rho^b(\tilde{\phi}\tilde{\psi}; e) \leq \rho^b(\tilde{\phi}; e) + \rho^b(\tilde{\psi}; e).\]

**Proof.** The second inequality follows from Theorem 7.8 (5) and (14.1). The first inequality follows from
\[\rho^b(\tilde{\phi}\tilde{\psi}; e) \geq \rho^b(\tilde{\phi}; e) - \rho^b(\tilde{\psi}^{-1}; e)\]
\[\geq \rho^b(\tilde{\phi}; e) + \rho^b(\tilde{\psi}; e) - 2\epsilon(A; e; b),\]
where the first inequality follows from Theorem 7.8 (5) and the second follows from Lemma 14.6. \(\square\)

**Corollary 14.8.** Let \(\tilde{\phi}_1, \ldots, \tilde{\phi}_m, \tilde{\psi} \in \widehat{\text{Ham}}(M, \omega)\). If \(\|\tilde{\phi}_i\|_U = 1\) for \(i = 1, \ldots, m\), then
\[|\rho^b(\tilde{\phi}_1 \cdots \tilde{\phi}_m\tilde{\psi}; e) - \sum_{i=1}^{m} \rho^b(\tilde{\phi}_i; e) - \rho^b(\tilde{\psi}; e)| < 2m\epsilon(\overline{U}; e; b).\]  \hspace{1cm} (14.11)

**Proof.** By the hypothesis \(\|\tilde{\phi}_i\|_U = 1\), we can write \(\tilde{\phi}_i = \tilde{\phi}_i^{-1}\tilde{\phi}_i'\tilde{\phi}_i\) with \(\tilde{\phi}_i' \in \widehat{\text{Ham}}(M, \omega)\), \(\tilde{\phi}_i \in \widehat{\text{Ham}}_U(M, \omega)\).

The case \(m = 1\) follows from Lemma 14.7 which we apply to \(\phi_i(U)\) in place of \(U\). (We note that \(\epsilon(U; e; b) = \epsilon(\phi_i(U); e; b)i).\)

Suppose the corollary is proved for \(m - 1\). Applying the induction hypothesis to the case \(m = 2\), we have
\[|\rho^b(\tilde{\phi}_1 \cdots \tilde{\phi}_2\tilde{\phi}_3\tilde{\psi}; e) - \rho^b(\tilde{\phi}_1; e) - \rho^b(\tilde{\phi}_2 \cdots \tilde{\phi}_3\tilde{\psi}; e)| < 2\epsilon(\overline{U}; e; b)\]
by Lemma 14.7. On the other hand, by the induction hypothesis we have
\[|\rho^b(\tilde{\phi}_2 \cdots \tilde{\phi}_m\tilde{\psi}; e) - \sum_{i=2}^{m} \rho^b(\tilde{\phi}_i; e) - \rho^b(\tilde{\psi}; e)| < 2(m - 1)\epsilon(\overline{U}; e; b).\]
The inequality (14.11) follows. \(\square\)

We now prove the convergence of (14.2). Let \(\tilde{\phi} \in \widehat{\text{Ham}}_U(M, \omega)\). We have \(\tilde{\phi}_i\) such that \(\|\tilde{\phi}_i\|_U = 1\) and \(\tilde{\phi} = \tilde{\phi}_1 \cdots \tilde{\phi}_m\). (Lemma 14.3) We use Corollary 14.8 by putting \(\psi = 0\) to obtain
\[|\rho^b(\tilde{\phi}^n; e) - n \sum_{i=1}^{m} \rho^b(\tilde{\phi}_i; e)| \leq 2mn\epsilon(\overline{U}; e; b).\]  \hspace{1cm} (14.12)

We put
\[a_n = \rho^b(\tilde{\phi}^n; e) + 2mn\epsilon(\overline{U}; e; b) + nm\sup\{\rho^b(\tilde{\phi}_i; e) | i = 1, \ldots, m\}.\]
Lemma 14.9. If \( a_n \geq 0 \) and \( a_n + a_{n'} \geq a_{n+n'} \), then \( \lim_{n \to \infty} a_n/n \) converges.

Proof. The following proof is taken from Problem 98 of p 17 [PS]. Since \( a_{2^n}/2^n \) is nonincreasing, \( \alpha = \liminf_{n \to \infty} a_n/n \) is a finite number. Let \( \epsilon > 0 \). We take any \( n_0 \) such that \( |a_{n_0}/n_0| \leq \alpha + \epsilon \). If \( n' = n_0k + r \) with \( r = 1, \ldots, n-1 \), then \( a_{n'} = a_{n_0k+r} \leq ka_{n_0} + ar \). Therefore

\[
\frac{a_{n'}}{n'} \leq \frac{a_{n_0}}{n_0} \frac{kn_0}{k} + \frac{ar}{n'}.
\]

Hence if \( n' \) is sufficiently large, we have \( \alpha - \epsilon \leq a_{n'}/n' < \alpha + 2\epsilon \) as required. \( \square \)

We have thus proved that the limit

\[
\text{vol}_\omega(M) \lim_{n \to +\infty} \frac{\rho^b(\bar{\phi}^n; e)}{n}
\]

exists.

The limit \( \mu^b(\bar{\psi}) \) satisfies Definition 13.6 (2) by construction. Definition 13.6 (1) then follows from Theorem 7.8 (5). Definition 13.6 (3) follows from Theorem 7.8 (6). Definition 13.6 (4) follows from Theorem 7.8 (4).

We next prove the properties required in Definition 13.6 (3).

Lemma 14.10. We have

\[
|\mu^b(\bar{\phi} \bar{\psi}) - \mu^b(\bar{\phi}) - \mu^b(\bar{\psi})| \leq 2\epsilon(\bar{U}; e; b) \text{vol}_\omega(M) \min(2\|\bar{\phi}\|_U - 2, 2\|\bar{\psi}\|_U - 1). \tag{14.13}
\]

Proof. We may assume without loss of generality that \( \|\bar{\phi}\|_U \leq \|\bar{\psi}\|_U \). The proof is by induction on \( m = \|\bar{\phi}\|_U \).

We first consider the case \( m = 1 \). Since \( \|\bar{\psi}^j \bar{\phi}^{-j}\|_U = 1 \), Corollary 14.8 and

\[
(\bar{\phi} \bar{\psi})^k = \left( \prod_{j=0}^{k-1} \bar{\psi}^j \bar{\phi}^{-j} \right) \bar{\psi}^k
\]

and \( \rho^b(\bar{\psi}^j \bar{\phi}^{-j}; e) = \rho^b(\bar{\phi}; e) \) (Theorem 7.8 (4)) imply

\[
|\rho^b(\bar{\phi} \bar{\psi})^k; e) - k\rho^b(\bar{\phi}; e) - \rho^b(\bar{\psi}^k; e)| \leq 2k\epsilon(\bar{U}; e; b).
\]

We use Corollary 14.8 again to derive

\[
|\rho^b(\bar{\phi} \bar{\psi})^k; e) - k\rho^b(\bar{\phi}; e)| \leq 2k\epsilon(\bar{U}; e; b).
\]

Therefore

\[
|\rho^b(\bar{\phi} \bar{\psi})^k; e) - \rho^b(\bar{\phi} \bar{\psi}^k; e) - \rho^b(\bar{\psi}^k; e)| \leq 4k\epsilon(\bar{U}; e; b).
\]

The case \( m = 1 \) of the lemma follows.

We assume that the lemma is proved for \( m - 1 \). We write \( \bar{\phi} = \bar{\phi}_1 \bar{\phi}_2 \) with \( \|\bar{\phi}_1\|_U = m - 1 \) and \( \|\bar{\phi}_2\|_U = 1 \). Then by the induction hypothesis

\[
|\mu^b(\bar{\phi}_1 \bar{\psi}) - \mu^b(\bar{\phi}_1) - \mu^b(\bar{\phi}_2 \bar{\psi})| \leq 2\epsilon(\bar{U}; e; b) \text{vol}_\omega(M)(2(m-1) - 1).
\]

The case \( m = 1 \) gives

\[
|\mu^b(\bar{\phi}_2 \bar{\psi}) - \mu^b(\bar{\phi}_2) - \mu^b(\bar{\psi})| \leq 2\epsilon(\bar{U}; e; b) \text{vol}_\omega(M)
\]

and

\[
|\mu^b(\bar{\phi}) - \mu^b(\bar{\phi}_1) - \mu^b(\bar{\phi}_2)| \leq 2\epsilon(\bar{U}; e; b) \text{vol}_\omega(M).
\]
\[ \mu_b^a(\tilde{\phi}) - \mu_b^a(\tilde{\psi}) \leq 4\epsilon(\bar{U}; e; b) \vol(M) \min\{||\tilde{\phi}||_{U}, ||\tilde{\psi}||_{U}\}. \]  
(14.14)

Thus we have proved the property of Definition 13.3 (3).

**Remark 14.11.** We may take \( K = 4\epsilon(\bar{U}; e; b) \vol(M) \) for the constant in Definition 13.6 (3).

We next prove Definition 13.6 (5). Let \( U \subset M \) be a displaceable open subset and \( \tilde{\phi} \in \Ham_U(M, \omega) \). Let \( \tilde{\psi} \in \Ham(M, \omega) \) such that \( \psi(U) \cap \bar{U} = \emptyset \). By Proposition 14.3 applied to \( \tilde{\phi}^n \), we have

\[ \rho^n(\tilde{\psi}\phi^n; e) = \rho^n(\tilde{\psi}; e) + \frac{n\Cal_U(\tilde{\phi})}{\vol(M)}. \]

Using this equality and Lemma 14.6, we obtain

\[ \left| \rho^n(\tilde{\phi}; e) - \frac{n\Cal_U(\tilde{\phi})}{\vol(M)} \right| = \left| \rho^n(\phi^n; e) + \rho^n(\tilde{\psi}; e) - \rho^n(\tilde{\psi}\phi^n; e) \right| \leq 2\epsilon(\bar{U}; e; b) < \infty. \]

Then dividing this inequality by \( \frac{n\Cal_U(\tilde{\phi})}{\vol(M)} \) and letting \( n \to \infty \), we obtain \( \mu_b^a(\tilde{\phi}) = \Cal_U(\tilde{\phi}) \). The proof of Theorem 14.1 (2) is complete.

We next turn to the proof of Theorem 14.1 (3), i.e., the functional \( \zeta_b^a : C^0(M) \to \mathbb{R} \) is a partial symplectic quasi-state. For this purpose, we have only to consider autonomous smooth Hamiltonian \( F \)'s in the rest of the proof. Let \( F \) be a time independent Hamiltonian and take its normalization

\[ F = F - \frac{1}{\vol(M)} \int_M F \omega^n. \]

(14.15)

Then

\[ \rho^n(F; e) + \int_M nF \omega^n = \rho^n(F^e; e) = \rho^n(\tilde{\psi}; e) \]

(14.16)

for \( \tilde{\psi} = [\phi_F] \). Dividing this equation by \( n \), we obtain

\[ \frac{\rho^n(F; e)}{n} + \frac{1}{\vol(M)} \int_M F \omega^n = \frac{\rho^n(\tilde{\psi}; e)}{n}. \]

Therefore convergence of (14.14) follows from the convergence of (14.2). Thus \( \zeta_b^a(F) \) is defined for \( F \in C^\infty(M) \).

Definition 13.3 (1) is a consequence of Theorem 7.8 (6). We can extend \( \zeta_b^a \) to \( C^0(M) \) by the \( F \in C^\infty(M) \) case of Definition 13.3 (1). The property of Definition 13.3 (1) in the case \( F \in C^0(M) \) then follows for this extended \( \zeta_b^a \).

Since \( \tilde{\psi}_H^m = \tilde{\psi}_H \) holds for autonomous Hamiltonian \( H \), we can prove the property of Definition 13.3 (2) in the case \( \lambda \in \mathbb{Q}_{>0} \) by using Definition 13.6 (2) and (14.16). Then the case \( \lambda \in \mathbb{R}_{>0} \) follows from Definition 13.3 (1).

Definition 13.3 (4) is immediate from (14.16).

The property of Definition 13.3 (6) is a consequence of Theorem 7.8 (4).
Let us prove the property of Definition 13.3 (7). Suppose \( U \) is displaceable and the support of time independent Hamiltonian \( F \) is in \( U \). We define \( U' \) as in (14.15).

We take \( \bar{\phi} \in \text{Ham}(M, \omega) \) such that \( \phi(U) \cap \overline{U} = \emptyset \). By Proposition 14.3, we have:

\[
\rho^b(\bar{\phi} \bar{\psi}^n_\rho; e) = \rho^b(\bar{\phi}; e) + \frac{n \text{Cal}_U(\bar{\psi}_F)}{\text{vol}_\omega(M)}.
\]  

(Here we use the fact that \( \text{Cal}_U \) is a homomorphism.)

By (14.11) we also have

\[
|\rho^b(\bar{\phi} \bar{\psi}^n_\rho; e) - \rho^b(\bar{\phi}; e) - \rho^b(\bar{\psi}^n_\rho; e)| < 2\epsilon(U; e; b).
\]

Substituting (14.17) into this inequality, and then dividing by \( n \) and taking the limit, we obtain

\[
\lim_{n \to \infty} \frac{\rho^b(\bar{\psi}^n_\rho; e)}{n} = \frac{\text{Cal}_U(\bar{\psi}_F)}{\text{vol}_\omega(M)} = \frac{1}{\text{vol}_\omega(M)} \int_M F \omega^n.
\]

On the other hand, we have

\[
\lim_{n \to \infty} \frac{\rho^b(\bar{\phi} \bar{\psi}^n_\rho; e)}{n} = \lim_{n \to \infty} \frac{\rho^b(\bar{n} F; e)}{n} = -\zeta^b(F)
\]

and hence

\[
\zeta^b(F) = \zeta^b(F) + \frac{1}{\text{vol}_\omega(M)} \int_M F \omega^n = 0.
\]

We next prove the property of Definition 13.3 (3). Let \( F_1 \leq F_2 \). We put \( H = F_1 \) and \( H' = F_2 \) and apply the argument of the proof of Theorem 9.2 and obtain a chain map

\[
\mathcal{P}^b_{(F_2; J_2), \#'} : (\text{CF}(M; F_1; \Lambda^k), \partial^b_{(F_1, J_1)}) \to (\text{CF}(M; F_2; \Lambda^k), \partial^b_{(F_2, J_2)}).
\]

Using \( F_1 < F_2 \) and Lemma 9.8, we have

\[
\mathcal{P}^b_{(F_1, J_2), \#}(\text{CF}^\Lambda(M; F_1; \Lambda^k)) \subset \text{CF}^\Lambda(M; F_2; \Lambda^k).
\]

Let \( x \in \text{CF}^\Lambda(M; F_1; \Lambda^k) \) such that \( |x| = |\mathcal{P}^b_{(F_1, J_2), \#}(x)| \) and \( |\lambda - \rho(F_1; e)| < \epsilon \). Then by Proposition 9.6, we have \( |\mathcal{P}^b_{(F_1, J_2), \#}(x)| = |\mathcal{P}^b_{(F_2, J_2), \#}(x)| \) and \( \mathcal{P}^b_{(F_1, J_2), \#}(x) \in \text{CF}^\Lambda(M; F_2; \Lambda^k) \). Therefore \( \rho^b(F_2; e) \leq \rho^b(F_1; e) + \epsilon \). It implies \( \zeta^b(F_1) \leq \zeta^b(F_2) \), as required.

Next we prove the property of Definition 13.3 (5). By the assumption \( \{F_1, F_2\} = 0 \) we have

\[
\bar{\psi}_{F_1} \bar{\psi}_{F_2} = \bar{\psi}_{F_2} \bar{\psi}_{F_1} = \bar{\psi}_{F_1} + F_2.
\]

Therefore by Definition 13.6 (3) we have

\[
|\rho^b((\bar{\psi}_{F_1} \bar{\psi}_{F_2})^n; e) - \rho^b((\bar{\psi}_{F_1})^n; e) - \rho^b((\bar{\psi}_{F_2})^n; e) |
\]

\[
= |\rho^b((\bar{\psi}_{F_1})^n(\bar{\psi}_{F_2})^n; e) - \rho^b((\bar{\psi}_{F_1})^n; e) - \rho^b((\bar{\psi}_{F_2})^n; e) | \leq K \|(\bar{\psi}_{F_1})^n\|_U = K.
\]

Here \( U \) is a displaceable open set containing the support of \( F_2 \). Therefore we have

\[
\mu^b_{\#}(\bar{\psi}_{F_1} \bar{\psi}_{F_2}) = \mu^b_{\#}(\bar{\psi}_{F_1}) + \mu^b_{\#}(\bar{\psi}_{F_2}) = \mu^b_{\#}(\bar{\psi}_{F_1}) + \text{Cal}_U(F_2).
\]

(We use Definition 13.6 (5) in the second equality.)

\[
\zeta^b(F_1 + F_2) = \zeta^b(F_1)
\]
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is now a consequence of (14.4). The triangle inequality for \( \zeta^b \) follows the triangle inequality for the spectral invariant \( \rho^b \), since \( \zeta^b(F) = -\rho^b(F; e) \). The proof of Theorem 14.1 is now complete. \( \square \)

15. Poincaré duality and spectral invariant

15.1. Statement of the result. Let \( \pi : \Lambda^1 \to \mathbb{C} \) be the projection to \( \mathbb{C} \subset \Lambda^1 \). Let

\[ \langle \cdot, \cdot \rangle : \Omega(M) \otimes \Omega(M) \to \mathbb{C} \]

be the Poincaré duality pairing

\[ \langle h_1, h_2 \rangle = \int_M h_1 \wedge h_2. \]

We extend the pairing to

\[ \langle \cdot, \cdot \rangle : (\Omega(M) \hat{\otimes} \Lambda^1) \otimes (\Omega(M) \hat{\otimes} \Lambda^1) \to \Lambda^1 \]

so that it becomes \( \Lambda^1 \)-bilinear. We put

\[ \Pi(a, b) = \pi(\langle a, b \rangle) \]

which induces a \( \mathbb{C} \)-bilinear pairing

\[ \Pi : H(M; \Lambda^1) \otimes H(M; \Lambda^1) \to \mathbb{C}. \]

The main result of this section is:

Theorem 15.1. Let \( a \in H(M; \Lambda^1) \), \( b \in H(M; \Lambda^1_0) \) and \( \tilde{\phi} \in \tilde{\text{Ham}}(M, \omega) \). Then we have

\[ \rho^b(\tilde{\phi}; a) = -\inf_b \left\{ \rho^b(\tilde{\phi}^{-1}; b) \mid \Pi(a, b) \neq 0 \right\}. \]  \hspace{1cm} (15.1)

Remark 15.2. For the case \( b = 0 \), this theorem is due to Entov-Polterovich under the monotonicity assumption. (See [EP1] Lemma 2.2.) The assumption on \( M \) which [EP1] imposed is removed and Theorem 15.1 itself is proved by Usher in [Us4].

15.2. Algebraic preliminary. In this section we prove some algebraic lemmas used in the proof of Theorem 15.1. A similar discussion was given by Usher in [Us3].

We work in the situation of Subsections 8.1. We put \( G = \mathbb{R} \) in this subsection. Namely \( C(G) = C(G') = C \). Note in this case we may take the basis \( e_i \) such that \( v_q(e_i) = 0 \). Let \( \partial : C \to C \) be a boundary operator. We choose the standard basis \( e_1', e_2', e_3' \) as in Subsection 8.1. Let \( D \) be another finite dimensional \( \Lambda^1 \) vector space.

We assume that there exists a \( \Lambda^1 \) bilinear pairing

\[ \langle \cdot, \cdot \rangle : C \times D \to \Lambda^1 \]

that is perfect. (Namely it induces an isomorphism \( C \to D^* \) to the dual space \( D^* \) of \( D \).) Let \( \{ e_i \mid i = 1, \ldots, N \} \) be the dual basis of \( \{ e_i \mid i = 1, \ldots, N \} \). We use it to define the filtration \( F^bD \) in the same way as \( F^bC \). (We assume \( v_q(e_i') = 0 \).

It is easy to see that if \( x \in F^{b_1} C, \ y \in F^{b_2} D \) then

\[ \langle x, y \rangle \in F^{b_1 + b_2} \Lambda^1. \]  \hspace{1cm} (15.2)

We define \( \partial^* : D \to D \) by

\[ \langle x, \partial^* y \rangle = (\partial x, y). \]

It is easy to see that \( \partial^* \circ \partial^* = 0 \) and \( \partial^*(F^bD) \subset F^bD \).
Definition 15.3. We call \((D, \partial^*)\) the filtered dual complex of \((C, \partial)\).

We take a dual basis to \(\{e_i' \mid i = 1, \ldots, b\} \cup \{e_i'' \mid i = 1, \ldots, h\}\cup \{e_i''' \mid i = 1, \ldots, b\}\). Namely we take \(\{e_i' \mid i = 1, \ldots, b\} \cup \{e_i'' \mid i = 1, \ldots, h\}\cup \{e_i''' \mid i = 1, \ldots, b\}\) such that
\[
\langle e_i', e_i'' \rangle = 1, \quad \langle e_i', e_i''' \rangle = 1, \quad \langle e_i'', e_i''' \rangle = 1
\]
and all the other pairings among the basis are zero. It is easy to see that \(\{e_i' \mid i = 1, \ldots, b\}\) is a basis of \(\text{Im} \partial^*\) and \(\{e_i'' \mid i = 1, \ldots, b\}\) and \(\{e_i''' \mid i = 1, \ldots, h\}\) is a basis of \(\text{Ker} \partial^*\).

In the same way as in (8.4) we have
\[
\inf \{\nu_q(x) \mid x \in \text{Ker} \partial^*, a = [x]\} = \nu_q \left( \sum_{i=1}^h \alpha_i e_i'' \right)
\]  
for \(a \in H(D; \partial^*)\). We define \(\nu_q(a)\) for \(a \in H(D; \partial^*)\) by the left hand side.

The pairing \(\langle \cdot, \cdot \rangle\) induces a perfect \(\Lambda^1\) pairing between \(H(C; \partial)\) and \(H(D; \partial^*)\), which we also denote by \(\langle \cdot, \cdot \rangle\). By (8.4) and (15.3) we have:

**Lemma 15.4.**
\[
\nu_q(a) = \sup \{\nu_q(\langle a, b \rangle) \mid b \in H(F^0 D; \partial^*)\}
\]
for \(a \in H(C; \partial)\).

15.3. **Duality between Floer homologies.** Let \(H\) be a one periodic time dependent Hamiltonian on \(M\). We assume that \(\psi_H\) is non-degenerate. We consider the chain complex \((CF(M, H; \Lambda^1), \partial^b_{(\tilde{H}, \tilde{J})})\) which is defined in Section 14.

Let \(\{\gamma_i \mid i = 1, \ldots, N\} = \text{Per}(\tilde{H})\). We put
\[
e_i = q^{A_H(\langle \gamma_i, w_i \rangle)} \gamma_i, w_i \in CF(M, H; \Lambda^1).
\]
We note that \(e_i\) is independent of \(w_i\). \(\{e_i \mid 1, \ldots, N\}\) is a \(\Lambda^1\) basis of \(CF(M, H; \Lambda^1)\).

It is easy to see that the filtration of \(CF(M, H; \Lambda^1)\) defined as in Subsection 8.1 coincides with the filtration defined in Definition 2.4.

We define \(\tilde{H}\) by
\[
\tilde{H}(t, x) = -H(1 - t, x).
\]
We have \(\phi_{\tilde{H}}^t = \phi_{H}^{1-t} \circ \phi_{H}^{-1}\). In particular, \(\psi_{\tilde{H}} = (\psi_H)^{-1}\). Hence \(\psi_{\tilde{H}}\) is also non-degenerate.

The main result of this subsection is as follows:

**Proposition 15.5.** We can choose the perturbation etc. that are used in the definition of \((CF(M, \tilde{H}; \Lambda^1), \partial^b_{(\tilde{H}, \tilde{J})})\) such that there exists a perfect pairing
\[
\langle \cdot, \cdot \rangle : CF(M, H; \Lambda^1) \times CF(M, \tilde{H}; \Lambda^1) \rightarrow \Lambda^1
\]
by which the filtered complex \((CF(M, H; \Lambda^1), \partial^b_{(\tilde{H}, \tilde{J})})\) is identified with the dual filtered complex of \((CF(M, H; \Lambda^1), \partial^b_{(\tilde{H}, \tilde{J})})\).

**Proof.** Let \(\gamma \in \text{Per}(H)\). It is then easy to see that
\[
\tilde{\gamma}(t) = \gamma(1 - t) \in \text{Per}(\tilde{H})\).
\]
If \(w : D^2 \rightarrow M\) satisfies \(w|_{\partial D} = \gamma\), then \(\tilde{w}(z) = w(\overline{z})\) satisfies \(\tilde{w}|_{\partial D} = \tilde{\gamma}\). We have thus defined
\[
\iota : \text{Crit}(A_H) \rightarrow \text{Crit}(A_{\tilde{H}})
\]  
(15.6)
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by $[\gamma, w] \mapsto [\tilde{\gamma}, \tilde{w}]$. It is easy to see

$$\mathcal{A}_H([\gamma, w]) + \mathcal{A}_H([\tilde{\gamma}, \tilde{w}]) = 0$$

(15.7)

and

$$\int w^*\omega + \int \tilde{w}^*\omega = 0.$$  

(15.8)

Let $(u; z_1^+, \ldots, z_t^+) \in \tilde{\mathcal{M}}_\ell(H, J; [\gamma, w], [\gamma', w'])$. We define $\iota : \mathbb{R} \times S^1 \to \mathbb{R} \times S^1$ by $\iota(\tau, t) = (-\tau, 1-t)$ and put

$$\tilde{u} = u \circ \iota.$$  

(15.9)

It is easy to find that

$$(\tilde{u}; \tilde{z}_1^+, \ldots, \tilde{z}_t^+) \in \tilde{\mathcal{M}}_\ell(\tilde{H}, \tilde{J}; [\tilde{\gamma}, \tilde{w}'], [\tilde{\gamma}, \tilde{w}]).$$

We thus defined a homeomorphism

$$\mathcal{I} : \tilde{\mathcal{M}}_\ell(H, J; [\gamma, w], [\gamma', w']) \rightarrow \tilde{\mathcal{M}}_\ell(\tilde{H}, \tilde{J}; [\tilde{\gamma}, \tilde{w}'], [\tilde{\gamma}, \tilde{w}])$$

by

$$\mathcal{I}(u; z_1^+, \ldots, z_t^+) = (\tilde{u}; \tilde{z}_1^+, \ldots, \tilde{z}_t^+).$$

We can extend it to their compactifications and then it becomes an isomorphism between spaces with Kuranishi structure:

$$\mathcal{I} : \mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w']) \rightarrow \mathcal{M}_\ell(\tilde{H}, \tilde{J}; [\tilde{\gamma}, \tilde{w}'], [\tilde{\gamma}, \tilde{w}]).$$

We take a multisection of $\mathcal{M}_\ell(\tilde{H}, \tilde{J}; [\tilde{\gamma}, \tilde{w}'], [\tilde{\gamma}, \tilde{w}])$ so that it coincides with one for $\mathcal{M}_\ell(H, J; [\gamma, w], [\gamma', w'])$ by the above isomorphism. Then we have

$$\mathbf{n}_{(H,J),\ell}([\gamma, w], [\gamma', w'])(h_1, \ldots, h_\ell) = \mathbf{n}_{(\tilde{H}, \tilde{J}),\ell}([\tilde{\gamma}, \tilde{w}'], [\tilde{\gamma}, \tilde{w}])(h_1, \ldots, h_\ell),$$

where the left hand side is defined in (6.4). Therefore

$$\mathbf{n}^b_{(H,J)}([\gamma, w], [\gamma', w']) = \mathbf{n}^b_{(\tilde{H}, \tilde{J})}([\tilde{\gamma}, \tilde{w}'], [\tilde{\gamma}, \tilde{w}]).$$  

(15.10)

Definition 15.6. Let $[\gamma, w] \in \text{Crit}(\mathcal{A}_H)$, $[\tilde{\gamma}, \tilde{w}] \in \text{Crit}(\mathcal{A}_\tilde{H})$. We define

$$\langle [\gamma, w], [\tilde{\gamma}, \tilde{w}] \rangle = \begin{cases} 0 & \text{if } \gamma \neq \gamma', \\ q^{-w \cap \omega + \tilde{w}' \cap \omega} & \text{if } \gamma = \gamma'. \end{cases}$$  

(15.11)

We can extend (15.11) to a $\Lambda^4$ bilinear pairing

$$\langle \cdot, \cdot \rangle : \text{CF}(M, H; \Lambda^4) \times \text{CF}(M, \tilde{H}; \Lambda^4) \rightarrow \Lambda^4,$$

which becomes a perfect pairing.

By (15.8) we have

$$\langle [\gamma, w], [\tilde{\gamma}, \tilde{w}] \rangle = 1.$$  

(15.12)

Lemma 15.7.

$$\langle \partial^b_{(H,J)}([\gamma_1, w_1]), [\tilde{\gamma}_2, \tilde{w}_2] \rangle = \langle [\gamma_1, w_1], \partial^b_{(\tilde{H}, \tilde{J})}([\tilde{\gamma}_2, \tilde{w}_2]) \rangle.$$  

(15.13)
defined by whose definition is given in Definition 26.2. We consider the map
this purpose, we will use the following parameterized moduli space
Theorem 15.8 it suffices to show that (15.15) is chain homotopic to (15.16). For
H
145x-354] equipped with Kuranishi structure and multisection that is compatib le at the
On the other hand, the right hand side is
Proof. We consider two chain maps : (Ω((H,J)); Λ) → Λ
By (15.10) this is equal to
Since
χ(15.12) and (15.13) imply the proposition.

15.4. **Duality and Piunikhin isomorphism.** In this subsection we prove:
Theorem 15.8. For a,a’ ∈ H∗(M; \Lambda^1) we denote by a^b, (a’)b the homology classes
Poincaré dual to a, a’ respectively. (See Notations and Conventions (17).) Then we have
⟨P^b_{(H,x,J_x)},*(a^b), P^b_{(H,x,J_x)},*((a’)b)⟩ = ⟨a,a’⟩. (15.14)
Proof. We consider two chain maps : (Ω(M)⊗\Lambda^1) ⊗ (Ω(M)⊗\Lambda^1) → \Lambda^1
h ∧ h’ → \int_M h ∧ h’
and
h ∧ h’ → ⟨P^b_{(H,x,J_x)},#(h), P^b_{(H,x,J_x)},#(h’).⟩ (15.16)
Here we regard \Lambda^1 as a chain complex with trivial boundary operator. To prove
Theorem 15.8 it suffices to show that (15.15) is chain homotopic to (15.16). For
this purpose, we will use the following parameterized moduli space
\mathcal{M}_t(\text{para} : H_x, J_x; *, *; C) = \bigcup_{S \geq 0} \{S\} × \mathcal{M}_t(H^S_x, J^S_x; *, *, C)
equipped with Kuranishi structure and multisection that is compatible at the boundary. We refer readers to Definition 26.6 in Section 26 for the precise decription of \mathcal{M}_t(\text{para} ; H_x, J_x; *, *; C) defined in (26.15).
We denote \bar{\chi} = \chi(\tau) = \chi(–\tau). Some boundary component of \mathcal{M}_t(\text{para} : H_x, J_x; *, *; C) in (26.16) will contain a direct factor of the type \mathcal{M}_{#\Lambda^1} (H_{\bar{\chi}}, J_{\bar{\chi}}; [\gamma, w], *) whose definition is given in Definition 26.2. We consider the map
\mathcal{J} : \mathcal{M}_t(\bar{H}_x, \bar{J}_x; *, [\gamma, w]) → \mathcal{M}_t(H_{\bar{\chi}}, J_{\bar{\chi}}; [\gamma, w], *) (15.17)
defined by
\mathcal{J}((u; z_1^+, ..., z_\ell^+)) = (\bar{u}; \bar{z}_1^+, ..., \bar{z}_\ell^+),

Proof. By definition the left hand side is
\begin{align*}
\sum_{w_2^1} n^b_{(H,J)}([\gamma_1, w_1], [\gamma_2, w_2^1])q^{-(w_2^1 \cap \omega + \bar{w}_2^1 \cap \omega)} \\
= \sum_{\alpha \in H_2(M; \mathbb{Z})} n^b_{(H,J)}([\gamma_1, w_1], [\gamma_2, w_2 + \alpha])q^{–\alpha \cap \omega}.
\end{align*}
On the other hand, the right hand side is
\begin{align*}
\sum_{w_2^1} n^b_{(H,J)}([\gamma_1, w_2], [\gamma_2, w_2^1])q^{-(w_2 \cap \omega + \bar{w}_2^1 \cap \omega)} \\
= \sum_{\alpha \in H_2(M; \mathbb{Z})} n^b_{(H,J)}([\gamma_1, w_2^1], [\gamma_2, (w_2 - \alpha)])q^{–\alpha \cap \omega}.
\end{align*}
By (15.10) this is equal to
\begin{align*}
n^b_{(H,J)}([\gamma_1, w_1 - \alpha], [\gamma_2, w_2])q^{–\alpha \cap \omega}.
\end{align*}
Since
\begin{align*}
n^b_{(H,J)}([\gamma_1, w_1 - \alpha], [\gamma_2, w_2]) = n^b_{(H,J)}([\gamma_1, w_1], [\gamma_2, w_2 + \alpha]),
\end{align*}
the lemma follows. \Box

\begin{align*}
(15.12) \quad \text{and} \quad (15.13)
\end{align*}
imply the proposition. \Box


where the right hand side is defined as in (15.19). The homomorphism (15.17) is extended to an isomorphism of spaces with Kuranishi structures.

Recall that when we considered \( \mathcal{P}^b_{(\tilde{H}_x, \tilde{J}_x)}^* \), we made a choice of a multisection on \( \mathcal{M}_b^*(\tilde{H}_x, \tilde{J}_x; *, \gamma, w) \). This multisection induces a multisection on \( \mathcal{M}_b(\tilde{H}_x, \tilde{J}_x; *, *, w) \) via the isomorphism (15.17).

We equip \( \mathcal{M}_b(\text{para}; H_x, J_x; *, *, C) \) with a system of multisections that is compatible at the boundary with respect to this choice of multisection on the direct factor \( \mathcal{M}_b(H_x, J_x; *, w, *) \) appearing in (26.16).

**Remark 15.9.** On the other hand, when we will define \( Q^b_{(\tilde{H}_x, \tilde{J}_x)} \) in Section 26, we take another family of multisections on \( \mathcal{M}_b(H_x, J_x; *, *, w) \). This is different from the multisection defined above.

Now let \( h, h' \) be differential forms on \( M \). We define

\[
\Pi^b_{(H_x, J_x)}(h, h') = \sum_{C} \sum_{\ell=0}^\infty \exp(C \cap b_2) q^{-C \cap \omega} \int_{\mathcal{M}_b(\text{para}; H_x, J_x; *, *, C)} \chi^{+\infty} h \wedge \chi^{-\infty} h' \wedge \chi^{+}(b_+, \ldots, b_+),
\]

where \( b_2 \) is the summand in the decomposition \( b = b_0 + b_2 + b_+ \) as before and we use the above chosen multisection on \( \mathcal{M}_b(\text{para}; H_x, J_x; *, *, C) \) to define an integration on it. The formula (15.18) defines a map

\[
\Pi^b_{(H_x, J_x)} : (\Omega(M) \otimes \Lambda^1) \otimes (\Omega(M) \otimes \Lambda^1) \to \Lambda^1.
\]

It follows from Lemma 26.8 (3) that \( \Pi^b_{(H_x, J_x)} \) is a chain homotopy between (15.15) and (15.16). The proof of Theorem 15.8 is complete. \( \square \)

**15.5. Proof of Theorem 15.1** Now we prove Theorem 15.1. Once Theorem 15.8 is established, the proof is the same as [EP2]. It suffices to prove it in the case when \( \tilde{H} \) is nondegenerate. We take \( H \) such that \( \tilde{H} = \tilde{H}_H \). Let \( a \in H(M; \Lambda^1) \) and \( \epsilon > 0 \). By Lemma 15.3, we have \( b' \in H(M; \Lambda^1) \) such that

\[
\mathcal{v}_\eta \left( \langle \mathcal{P}_{(H_x, J_x), *}(a^\delta), \mathcal{P}_{(H_x, J_x), *}(b'^\delta) \rangle \right) \geq \rho^b(H; a) - \epsilon
\]

(15.19)

and

\[
\mathcal{v}_\eta (\mathcal{P}_{(H_x, J_x), *}(b'^\delta)) \leq 0.
\]

Let \( \lambda \) be the left hand side of (15.19). Then

\[
0 = \mathcal{v}_\eta \left( \langle \mathcal{P}_{(H_x, J_x), *}(a^\delta), \mathcal{P}_{(H_x, J_x), *}(q^{-\lambda} b'^\delta) \rangle \right) = \mathcal{v}_\eta \left( \langle a, q^{-\lambda} b' \rangle \right).
\]

(We use Theorem 15.8 here.) We put \( b = q^{-\lambda} b' \). Then by definition

\[
\Pi(a, b) \neq 0.
\]

Thus, since \( \mathcal{v}_\eta (\mathcal{P}_{(H_x, J_x), *}(b')) = -\lambda + \mathcal{v}_\eta (\mathcal{P}_{(H_x, J_x), *}(b'^\delta)) \leq -\lambda \), we have

\[
\rho^b(H; a) - \epsilon \leq \lambda \leq -\inf \{ \rho^b(\tilde{H}_H^{-1}; b) \mid \Pi(a, b) \neq 0 \}.
\]

Hence

\[
\rho^b(\tilde{H}_H; a) \leq -\inf \{ \rho^b(\tilde{H}_H^{-1}; b) \mid \Pi(a, b) \neq 0 \}.
\]

(15.20)
On the other hand, if \( \Pi(a,b) \neq 0 \) then
\[
v_q((a,b)) \geq 0.
\]
It implies
\[
v_q \left( \left( P^b_{(H_x,J_x)}(a^\flat) \right) \right) \geq 0.
\]
Hence
\[
v_q(P^b_{(H_x,J_x)}(a^\flat)) + v_q(P^b_{(\tilde{H}_x,\tilde{J}_x)}(b^\flat)) \geq 0.
\]
Therefore
\[
\rho^b(\tilde{\psi}H;a) \geq -\inf \{ \rho^b(\tilde{\psi}^{-1}H;b) \ | \ \Pi(a,b) \neq 0 \}.
\] (15.21)

(15.20) and (15.21) imply Theorem 15.1.

16. CONSTRUCTION OF QUASIMORPHISMS VIA SPECTRAL INVARIANT WITH BULK

The next definition is due to Entov-Polterovich [EP1] Section 1.1.

**Definition 16.1.** A function \( \mu : \tilde{\text{Ham}}(M,\omega) \to \mathbb{R} \) is called a *homogeneous Calabi quasimorphism* if the following three conditions are satisfied.

1. It is a quasimorphism. Namely there exists a constant \( C \) such that for any \( \tilde{\phi}, \tilde{\psi} \in \tilde{\text{Ham}}(M,\omega) \) we have
\[
|\mu(\tilde{\phi}\tilde{\psi}) - \mu(\tilde{\phi}) - \mu(\tilde{\psi})| < C,
\]
where \( C \) is independent of \( \tilde{\phi}, \tilde{\psi} \).

2. If \( \tilde{\phi} \in \tilde{\text{Ham}}_U(M,\omega) \) and \( U \) is a displaceable open subset of \( M \), then we have
\[
\mu(\tilde{\phi}) = \text{Cal}_U(\tilde{\phi}).
\]

3. It is homogeneous. Namely
\[
\mu(\tilde{\phi}^n) = n\mu(\tilde{\phi})
\]
for \( n \in \mathbb{Z} \).

**Remark 16.2.** We note that we have the canonical homomorphism \( \tilde{\text{Ham}}_U(M,\omega) \to \tilde{\text{Ham}}(M,\omega) \). We use this homomorphism to make sense out of the left hand side of the identity (2) above.

The following is the analog to Theorem 3.1 [EP1] whose proof is essentially the same once Theorem [15.1] is at our disposal.

**Theorem 16.3.** Let \( b \in H^{even}(M;\Lambda^1_0) \) Suppose that there is a ring isomorphism
\[
QH^*_b(M;\Lambda^\perp) \cong \Lambda^1 \times \mathbb{Q}
\]
and let \( e \in QH^*_b(M;\Lambda^\perp) \) be the idempotent corresponding to the unit of the first factor of the right hand side. Then the function
\[
\mu^b_e : \tilde{\text{Ham}}(M,\omega) \to \mathbb{R}
\]
is a homogeneous Calabi quasimorphism.
Remark 16.4. An observation by McDuff is that a sufficient condition for the existence of Calabi quasimorphism is an existence of a direct product factor of a quantum cohomology that is a field. [EP1] used quantum homology over \( \Lambda^1(\mathbb{Q}) \), that is the set of \( \sum a_i q^{\lambda_i} \) with \( a_i \in \mathbb{Q} \). Here we use the (downward) universal Novikov ring \( \Lambda^1 \), where \( a_i \in \mathbb{C} \). Since \( \Lambda^1 \) is an algebraically closed field (see [FOOO2] Appendix A) and cohomology ring is finite dimensional, the direct product factor of a quantum cohomology is isomorphic to \( \Lambda^1 \), if it is a field. So our assumption of Theorem 16.3 is equivalent to McDuff’s in case \( b = 0 \).

**Proof.** Let \( e, b \) as in Theorem 16.3 We first prove the property (1) of Definition 16.1. We begin with the following lemma.

**Lemma 16.5.**
\[
\rho^b(\tilde{\phi}; e) \leq 3v_q(e) - \rho^b(\tilde{\phi}^{-1}; e).
\]

**Proof.** Let \( b \in H(M; \Lambda^1) \) such that \( \Pi(e, b) \neq 0 \). Such a \( b \) exists by the nondegeneracy of the Poincaré pairing. We write \( b = (b_1, b_2) \) according to the decomposition \( \mathcal{QH}^Q(M; \Lambda^1) \cong \Lambda^1 \times Q \). Using the Frobenius property of quantum cohomology (see, for example, [Man]) we obtain
\[
(e, b) = (e \cup b, e, b) = (e, e \cup b) = (e, b_1).
\]
Therefore \( \Pi(e, b_1) = \Pi(e, b) \neq 0 \).

**Sublemma 16.6.** \( v_q(b_1) \geq 0 \).

**Proof.** We have \( b_1 = xe \) for some \( x \in \Lambda^1 \). We decompose \( e = \sum_{d=0}^{2n} c_d \) with \( c_d \in H^d(M; \mathbb{C}) \otimes \Lambda^1 \). We denote by \( 1 \in H^0(M; \mathbb{C}) \) the unit of the cohomology ring. Then
\[
\Pi(e, b_1) = \pi((e, b_1)) = \pi((e, xe)) = \pi((e \cup b, e, x1)) = \pi((e, x1)) = \pi((xe, 1)) = \pi((b_1, 1)).
\]
Therefore \( \Pi(e, b_1) \neq 0 \) implies \( v_q((b_1, 1)) > 0 \). Since \( v_q(b_1) \geq v_q((b_1, 1)) \), we obtain \( v_q(b_1) \geq 0 \) as required.

Let \( xe = b_1 \) and \( x \in \Lambda^1 \) as above. Then
\[
v_q(x) + v_q(e) = v_q(b_1) \geq 0.
\]
Since \( b_1^{-1} = x^{-1}e \), we get
\[
v_q(b_1^{-1}) = -v_q(x) + v_q(e) = (v_q(e) - v_q(b_1)) + v_q(e) \leq 2v_q(e).
\]
Therefore
\[
\rho^b(\tilde{\phi}^{-1}; b) \geq \rho^b(\tilde{\phi}^{-1}, b_1) - \rho^b(\tilde{\phi}^{-1}, e)
\]
\[
= \rho^b(\tilde{\phi}^{-1}, e) - \rho^b(b^{-1}, b) - \rho^b(\tilde{\phi}^{-1}, e) = \rho^b(\tilde{\phi}^{-1}, e) - v_q(b_1^{-1}) - v_q(e)
\]
\[
\geq \rho^b(\tilde{\phi}^{-1}, e) - 3v_q(e).
\]
Here we use the identity \( b_1 \cup b^{-1} = e \) in the second inequality. Lemma 16.5 now follows from Theorem 16.3.

**Corollary 16.7.**
\[
\rho^b(\tilde{\phi}; e) + \rho^b(\tilde{\psi}; e) \geq \rho^b(\tilde{\phi} \tilde{\psi}; e) \geq \rho^b(\tilde{\phi}; e) + \rho^b(\tilde{\psi}; e) - 3v_q(e).
\]
Proof. The first inequality is a consequence of Theorem 7.8 (5). We have
\[ \rho^b(\tilde{\phi}\tilde{\psi}; e) \geq \rho^b(\tilde{\phi}; e) - \rho^b(\tilde{\phi}^{-1}; e) \geq \rho^b(\tilde{\psi}; e) + \rho^b(\tilde{\phi}; e) - 3v_q(e). \]
Here the first inequality follows from Theorem 7.8 (5) and the second inequality follows from Lemma 16.5.

We use Corollary 16.7 inductively to show
\[
\left| \rho^b(\tilde{\phi}_1 \cdots \tilde{\phi}_k; e) - \sum_{i=1}^k \rho^b(\tilde{\phi}_i; e) \right| \leq 3kv_q(e). \tag{16.1}
\]
Therefore
\[
\left| \rho^b((\tilde{\phi}\tilde{\psi})^n; e) - n\rho^b(\tilde{\phi}; e) - n\rho^b(\tilde{\psi}; e) \right| \leq 6nv_q(e).
\]
\[
\left| \rho^b(\tilde{\phi}^n; e) - n\rho^b(\tilde{\phi}; e) \right| \leq 3nv_q(e).
\]
\[
\left| \rho^b(\tilde{\psi}^n; e) - n\rho^b(\tilde{\psi}; e) \right| \leq 3nv_q(e).
\]
Hence
\[
\left| \rho^b((\tilde{\phi}\tilde{\psi})^n; e) - \rho^b(\tilde{\phi}^n; e) - \rho^b(\tilde{\psi}^n; e) \right| \leq 12nv_q(e).
\]
It implies
\[
|\mu^b_e(\tilde{\phi}\tilde{\psi}) - \mu^b_e(\tilde{\phi}) - \mu^b_e(\tilde{\psi})| \leq 12v_q(e).
\]
Thus, \( \mu^b_e \) is a quasimorphism.

Remark 16.8. (1) The constant \( C \) in Definition 16.1 can be taken to be \( 12v_q(e) \) for the quasimorphism in Theorem 16.3.

(2) Our proof of Lemma 16.5 is slightly simpler than [EP1] Lemma 3.2, since we may assume that the field which is a direct factor of quantum cohomology is \( \Lambda^\downarrow \) and so we do not need a result from general non-Archimedean geometry which is quoted in [EP1]. By the same reason we obtain an explicit bound.

Definition 16.1 (2) follows from Theorem 13.6 (5).

The homogeneity of \( \mu^b_e \) follows from
\[
\rho^b(0; e) \leq \rho^b(\tilde{\phi}^n; e) + \rho^b(\tilde{\phi}^{-n}; e) \leq 3v_q(e)
\]
and Definition 13.6 (2). The proof of Theorem 16.3 is complete. 

Theorem 1.3 is immediate from Theorem 16.3.
Part 4. Spectral invariants and Lagrangian Floer theory

The purpose of this chapter is to prove Theorem 1.7. The proof is based on open-closed Gromov-Witten theory developed in [FOOO1] Section 3.8, which induces a map from the quantum cohomology of the ambient symplectic manifold to the Hochschild cohomology of $A_{\infty}$ algebra (or more generally that of Fukaya category of $(M,\omega)$). A part of this map is defined in [FOOO1]. See also [FOOO6] Section 31.

For our purpose, we need only a small portion thereof, that is, the part constructed in [FOOO1] Theorem 3.8.62 to which we restrict ourselves in this paper, except in Section 25.1.

The main new part of the proof is the construction of a map from Floer homology of periodic Hamiltonians to the Floer cohomology of Lagrangian submanifold, through which the map from quantum cohomology to Floer cohomology of Lagrangian submanifold factors (Definition 18.16 and Proposition 18.21). We also study its properties, especially those related to the filtration.

In Chapters 4 and 5, we fix a compatible almost complex structure $J$ that is $t$-independent.

17. Operator $q_{\ell,k,\beta}$; review

In this section, we review a part of the results of Section 3.8 [FOOO1].

Let $(M,\omega)$ be a compact symplectic manifold and $L$ its relatively spin Lagrangian submanifold. We consider smooth differential forms on $M$. Note in [FOOO1, FOOO3] we used smooth singular chains instead of differential forms to represent cohomology classes on $M$. In this paper we use differential forms because we use them in the discussion of Floer homology in Chapter 2. The construction of the operator $q$ in this section is a minor modification of the one given in Section 3.8 [FOOO1] where smooth singular chains on $M$ are used.

We will introduce a family of operators denoted by

$$q_{\ell,k,\beta} : E_{\ell}(\Omega(M)[2]) \otimes B_k(\Omega(L)[1]) \to \Omega(L)[1]. \quad (17.1)$$

Explanation of the various notations appearing in (17.1) is in order. $\beta$ is an element of the image of $\pi_2(M,L) \to H_2(M,L;\mathbb{Z})$ and $C[i]$ is the degree shift of a $\mathbb{Z}$ graded $\mathbb{C}$-vector space $C$ by $i$ defined by $(C[i])^d = C^{d+i}$. We recall from Notations and Conventions (19)–(20) that $B_{\ell}C$ is the quotient of $B_{\ell}C = C \otimes \cdots \otimes C$ by the symmetric group action. The map (17.1) is a $\mathbb{C}$-linear map of degree $1 - \mu(\beta)$ here $\mu$ is the Maslov index.

We next describe the main properties of $q_{\ell,k,\beta}$. Recall from Notations and Conventions (19)–(20) again that $BC = \bigoplus_{k=0}^{\infty} B_{k}C$ and $EC = \bigoplus_{\ell=0}^{\infty} E_{\ell}C$ have structures of coassociative coalgebras with coproducts $\Delta$. We also consider a map $\Delta^{n-1} : BC \to (BC)^{\otimes n}$ or $EC \to (EC)^{\otimes n}$ defined by

$$\Delta^{n-1} = (\Delta \otimes \text{id} \otimes \cdots \otimes \text{id}) \circ (\Delta \otimes \text{id} \otimes \cdots \otimes \text{id}) \circ \cdots \circ \Delta.$$

An element $x \in BC$ can be expressed as

$$\Delta^{n-1}(x) = \sum_{c} x_{c}^{n:1} \otimes \cdots \otimes x_{c}^{n:n} \quad (17.2)$$

where $c$ runs over some index set depending on $x$. Here we note that by Notations and Conventions (21) we always use the coproducts $\Delta_{\text{decon}}$ on $B(\Omega(L)[1])$ and
expresses the decomposition of $\Delta_{\text{decon}}^n(x)$, while for $y \in E(\Omega(M)[2])$ the equation (17.2) expresses the decomposition of $\Delta_{\text{shuff}}^n(y)$. For an element $x = x_1 \otimes \cdots \otimes x_k \in B_k(\Omega(L)[1])$ we put the shifted degree $\deg' x_i = \deg x_i - 1$ and $\deg' x = \sum \deg' x_i = \deg x - k$. (Recall $\deg x_i$ is the cohomological degree of $x_i$ before shifted.) The next result is the de Rham version of Theorem 3.8.32 [FOOO1].

**Theorem 17.1.** The operators $q_{\beta; \ell, k}$ have the following properties:

1. For each $\beta$ and $x \in B_k(\Omega(L)[1]), y \in E_k(\Omega(M)[2])$, we have the following:

$$0 = \sum_{\beta_1 + \beta_2 = \beta} \sum_{c_1, c_2} (-1)^{\ast} q_{\beta_1}(y_{c_1}^{2;1} \otimes x_{c_2}^{2;1}) q_{\beta_2}(y_{c_1}^{2;2} \otimes x_{c_2}^{2;2} \otimes x_{c_2}^{3;3})$$

(17.3)

where $\ast = \deg' x_{c_1}^{2;1} + \deg' y_{c_1}^{2;2} + \deg y_{c_1}^{2;1}$. In (17.2) and hereafter, we write $q_{\beta}(y; x)$ in place of $q_{\beta; k; \beta}(y; x)$ if $y \in E_\ell(\Omega(M)[2]), x \in B_k(\Omega(L)[1])$.

We use notation (17.2) in (17.3).

2. If $1 \in E_0(\Omega(M)[2])$ and $x \in B_k(\Omega(L)[1])$ then

$$q_{0, k; \beta}(1; x) = m_{k; \beta}(x).$$

(17.4)

Here $m_{k; \beta}$ is the filtered $A_{\infty}$ structure on $\Omega(L)$.

3. Let $e$ be the 0 form (function) on $L$ which is 1 everywhere. Let $x_i \in B(\Omega(L)[1])$ and we put $x = x_1 \otimes e \otimes x_2 \in B(\Omega(L)[1])$. Then

$$q_{\beta}(y; x) = 0$$

(17.5)

except the following case.

$$q_{\beta_0}(1; e \otimes x) = (-1)^{\deg x} q_{\beta_0}(1; x \otimes e) = x,$$

(17.6)

where $\beta_0 = 0 \in H_2(M, L; \mathbb{Z})$ and $x \in \Omega(L)[1] = B_1(\Omega(L)[1])$. Note 1 in (17.6) is $1 \in E_0(\Omega(M)[2])$.

The singular homology version of Theorem 17.1 is proved in Sections 3.8 and 7.4 of [FOOO1]. The version where we use de Rham cohomology for $L$ and cycles (smooth submanifolds) on $M$ is in Section 6 of [FOOO2] for the case when $M$ is a toric manifold and $L$ is a Lagrangian torus fiber of $M$.

Since we use the details of the construction in the proof of Theorem 18.8 later in Section 18 we explain the construction of the relevant operators and the main ideas used in the proof of Theorem 17.1 although it is a straightforward modification of the construction of [FOOO1] [FOOO2].

**Definition 17.2.** We denote by $\mathcal{M}_{k+1; \ell}(L; \beta)$ the set of all $\sim$ equivalence classes of triples $(u; z_1^+ \ldots, z_k^+; z_0, \ldots, z_k)$ satisfying the following:

1. $u : (D^2, \partial D^2) \to (M, L)$ is a pseudo-holomorphic map such that $u(\partial D^2) \subset L$.
2. $z_1^+, \ldots, z_k^+$ are points in the interior of $D^2$ which are mutually distinct.
3. $z_0, \ldots, z_k$ are points on the boundary $\partial D^2$ of $D^2$. They are mutually distinct. $z_0, \ldots, z_k$ respects the counterclockwise cyclic order on $\partial D^2$.
4. The homology class $u_*([D^2, \partial D^2])$ is $\beta \in H_2(M, L; \mathbb{Z})$.

We say that $(u; z_1^+, \ldots, z_k^+; z_0, \ldots, z_k) \sim (u'; z_1'^+, \ldots, z_k'^+; z_0', \ldots, z_k')$ if there exists a biholomorphic map $v : D^2 \to D^2$ such that

$$u' \circ v = u, \quad v(z_i^+) = z_i'^+, \quad v(z_i) = z_i'.$$
Corollary 5.2 by an induction over \( \beta \).

Proof. Existence of such a system of families of multisections is established in [Fu3] Corollary 5.2 by an induction over \( \beta \cap \omega \) and \( \ell \).

We define an evaluation map

\[(ev, ev^\partial) = (ev_1, \ldots, ev_\ell; ev^\partial_0, \ldots, ev^\partial_k) : M_{k+1; \ell}(L; \beta) \to M^\ell \times L^{k+1}\]

by

\[ev_i([u; z^{+}_1, \ldots, z^{+}_\ell; z_0, \ldots, z_k]) = u(z^{+}_i), \quad ev^\partial_i([u; z^{+}_1, \ldots, z^{+}_\ell; z_0, \ldots, z_k]) = u(z_i).\]

**Proposition 17.3.**

1. The moduli space \( \hat{M}_{k+1; \ell}(L; \beta) \) has a compactification \( \hat{M}_{k+1; \ell}(L; \beta) \) that is Hausdorff.
2. The space \( \hat{M}_{k+1; \ell}(L; \beta) \) has an orientable Kuranishi structure with corners.
3. The boundary of \( \hat{M}_{k+1; \ell}(L; \beta) \) in the sense of Kuranishi structure is described by the following fiber product over \( L \).

\[
\partial \hat{M}_{k+1; \ell}(L; \beta) = \bigcup \mathcal{M}_{k+1,; L}(L; \beta_1) ev^\partial_0 \times ev^\partial_0 \mathcal{M}_{k+1,; L}(L; \beta_2),
\]

(17.7)

where the union is taken over all \( (L_1, L_2) \in \text{Shuff}(\ell) \), \( k_1, k_2 \in \mathbb{Z}_{\geq 0} \) with \( k_1 + k_2 = k \) and \( \beta_1, \beta_2 \in H_2(M, L; \mathbb{Z}) \) with \( \beta_1 + \beta_2 = \beta \).

4. There exists a map \( \mu_L : H_2(M, L; \mathbb{Z}) \to 2\mathbb{Z}, \) Maslov index, such that the (virtual) dimension satisfies the following equality

\[\dim \mathcal{M}_{k+1; \ell}(L; \beta) = n + \mu_L(\beta) + k - 2 + 2\ell.\]

(17.8)

5. We can define orientations of \( \hat{M}_{k+1; \ell}(L; \beta) \) so that (3) above is compatible with this orientation in the sense of Proposition 8.3.3 in [FOOO1].

6. The evaluation map is extended to the compactification so that it is compatible with (17.7).

7. \( ev^\partial_0 \) is weakly submersive.

8. The Kuranishi structure is compatible with the forgetful map of the boundary marked points.

9. The Kuranishi structure is invariant under the permutation of interior marked points.

10. The Kuranishi structure is invariant under the cyclic permutation of the boundary marked points.

**Proposition 17.3** (1) - (7) is proved in [FOOO1] Propositions 7.1.1, 7.1.2, (that is the case \( \ell = 0 \). The case \( \ell \neq 0 \) is the same). The Kuranishi structure satisfying the additional properties (8), (9), (10) is constructed in Corollary 3.1 [Fu3]. We refer [Fu3] Definition 3.1 for the precise meaning of the statement (8).

**Lemma 17.4.** There exists a system of continuous families of multisections on the moduli spaces \( \mathcal{M}_{k+1; \ell}(L; \beta) \) such that the following holds:

1. It is transversal to zero.
2. It is compatible with the description of the boundary in Proposition 17.3 (3) above.
3. It is compatible with the forgetful map of the boundary marked points.
4. It is compatible with the permutation of interior marked points.
5. It is compatible with cyclic permutation of the boundary marked points.
6. \( ev^\partial_0 \) restricted to the zero set of this system of multisections is a submersion.

**Proof.** Existence of such a system of families of multisections is established in [Fu3] Corollary 5.2 by an induction over \( \beta \cap \omega \) and \( \ell \).
Remark 17.5. Strictly speaking, we need to fix $E_0$ and $\ell_0$ and restrict ourselves to those moduli spaces $\mathcal{M}_{k+1,\ell}(L;\beta)$ such that $\beta \cap \omega \leq E_0$ and $\ell \leq \ell_0$, in order to take care of the problem of ‘running out’ pointed out in [FOOO1] Section 7.2.3. We can handle this in the same way as [FOOO1]. In our de Rham version the way to resolving this problem is simpler than the singular homology version of [FOOO1] and is written in detail in [Fu3] Section 14 in the case $\ell = 0$. The case $\ell \neq 0$ can be handled in the same way by using the homological algebra developed in [FOOO1] Section 7.4.

Let $g_1, \ldots, g_\ell \in \Omega(M)$ and $h_1, \ldots, h_k \in \Omega(L)$ and $\beta$ with $(\beta, \ell) \neq (0, 0)$. We define

$$q_{\ell,k;\beta}(g_1, \ldots, g_\ell, h_1, \ldots, h_k) = \text{ev}_{\Omega}^\beta(\text{ev}_1^*g_1 \wedge \cdots \wedge \text{ev}_\ell^*g_\ell \wedge \text{ev}_1^\beta h_1 \wedge \cdots \wedge \text{ev}_k^\beta h_k).$$

Here we use the evaluation map

$$(\text{ev}, \text{ev}_\beta) = (\text{ev}_1, \ldots, \text{ev}_\ell; \text{ev}_1^\beta, \ldots, \text{ev}_k^\beta) : \mathcal{M}_{k+1,\ell}(L;\beta) \to M^\ell \times L^{k+1}$$

and the correspondence by this moduli space in (17.9). For $\beta = \beta_0 = 0$, $\ell = 0$ we put

$$q_{0,0;\beta_0}(h_1, \ldots, h_k) = \begin{cases} 0 & k \neq 1, 2 \\ (-1)^{n+1+\deg h_1}dh_1 & k = 1 \\ (-1)^{\deg h_1(\deg h_1+1)}h_1 \wedge h_2 & k = 2. \end{cases}$$

Theorem 17.1 (1) is a consequence of Proposition 17.3 (3) and the compatibility of the family of multisections with this boundary identification.

We may regard (17.4) as the definition of its right hand side. So Theorem 17.1 (2) is obvious.

Theorem 17.1 (3) is a consequence of Proposition 17.3 (8) and the compatibility of the family of multisections to this forgetful map. See [Fu3] Section 7 for the detail of this point. The proof of Theorem 17.1 is complete. \qed

Remark 17.6. (1) For $g_1 \otimes \cdots \otimes g_\ell \in B_{\ell}(\Omega(M))$ and $h_1 \otimes \cdots \otimes h_k \in B_k(\Omega(L))$ we defined $q_{\ell,k;\beta}(g_1, \ldots, g_\ell, h_1, \ldots, h_k)$ by (17.9). Thanks to Proposition 17.3 (9) this is invariant under the permutation of $g_1, \ldots, g_\ell$. Thus the operator $q_{\ell,k;\beta}$ descends to the operator

$$q_{\ell,k;\beta} : E_{\ell}(\Omega(M)[2]) \otimes B_k(\Omega(L)[1]) \to \Omega(L)[1].$$

(2) The coefficient on the right hand side of (17.9) is the same as in Definition 6.10 of [FOOO6], but different from one in (3.8.68) of [FOOO1] and (6.10) of [FOOO3]. In [FOOO1], [FOOO2] and [FOOO3], as we noted in Notations and Conventions (20), we denoted by $E_{\ell}C$ the $G_{\ell}$-invariant subset of $BC$ and used the deconcatenation coproduct on it. Indeed, if we denote the operator defined by (6.10) of [FOOO3] (or (3.8.68) of [FOOO1]) by $q^{\text{book}}_{\ell,k;\beta}$, we have

$$q^{\text{book}}_{\ell,k;\beta} = \frac{1}{\ell!}q_{\ell,k;\beta}.$$

However, we can see that this difference does not cause any trouble in the proof of Theorem 17.1 by just noticing the identity

$$y^{\ell_1 \ell_2 1}_{c} \otimes y^{\ell_1 1}_{c} = \frac{\ell_1 \ell_2 1}{\ell!} y^{\ell_1 1}_{c} \otimes y^{\ell_2 1}_{c}.$$
on $E_{\ell_1}C \otimes E_{\ell_2}C$, where the the left (resp. right) hand side is the $(\ell_1, \ell_2)$-component in the decomposition of $\Delta_{\text{decon}}y$ for the invariant set (resp. $\Delta_{\text{shuff}}y$ for the quotient space). Here we identify the quotient set with the invariant subset by the map 

$$[y_1 \otimes \cdots \otimes y_k] \mapsto \frac{1}{\ell!} \sum_{\sigma \in S_{\ell}} (-1)^{\sigma(1)} y_{\sigma(1)} \otimes \cdots \otimes y_{\sigma(\ell)}$$

with $* = \sum_{i<j, \sigma(i) > \sigma(j)} \deg y_i \deg y_j$.

We next explain how we use the map $q$ to deform the filtered $A_\infty$ structure $m$ on $L$. In this section we use the universal Novikov ring $A_0$.

**Definition 17.7.** (1) Let $b_0 \in H^0(M; A_0)$, $b_{2;1} \in H^2(M; L; \mathbb{C})$, $b_+ \in H^2(M; A_+) \oplus \bigoplus_{k \geq 2} H^{2k}(M; A_0)$, $b_x \in \Omega^1(L) \otimes A_+ \oplus \bigoplus_{k \geq 2} \Omega^{2k-1}(L) \otimes A_0$. We represent $b_0$, $b_+$ by closed differential forms which are denoted by the same letters. Put $b = (b_0, b_{2;1}, b_+, b_+)$. 

(2) For each $k \neq 0$, we define $m^b_k$ by

$$m^b_k(x_1, \ldots, x_k) = \sum_{\beta \in H_2(M, L; \mathbb{Z})} \sum_{\ell=0}^\infty \sum_{m_0=0}^\infty \cdots \sum_{m_k=0}^\infty T^\omega \exp(b_{2;1} \cap \beta) \frac{\ell!}{\ell!} \sum_{i=0}^k x_i$$

where $x_i \in \Omega(L)$. We extend it $A_0$-linearly to $\Omega(L) \hat{\otimes} A_0$.

For $k = 0$, we define $m^b_0$ by

$$m^b_0(1) = b_0 + \sum_{\beta \in H_2(M, L; \mathbb{Z})} \sum_{\ell=0}^\infty \sum_{m=0}^\infty T^\omega \exp(b_{2;1} \cap \beta) \frac{\ell!}{\ell!} q_{\ell, k + \beta} m \cdot b(x_1, \ldots, x_k, b_{2;1}).$$

Here we embed $H^0(M; A_0) = A_0 \subset \Omega^0(L) \hat{\otimes} A_0$ as $A_0$-valued constant functions on $M$.

We can prove that the right hand side converges in $T$-adic topology in the same way as in Lemma 6.5.

**Lemma 17.8.** The family $\{m^b_k\}_{k=0}^\infty$ defines a filtered $A_\infty$ structure on $\Omega(L) \hat{\otimes} A_0$.

**Proof.** The proof is a straightforward calculation using Theorem 17.1 See Lemma 3.8.39 [FOOO11] for the detail of the proof of such a statement in the purely abstract context. \hfill \Box

We regard the constant function $1$ on $L$ as a differential $0$ form and write it $e_L$.

**Definition 17.9.** Denote by $\hat{M}_{\text{weak}, \text{def}}(L; A_0)$ the set of all the elements $b = (b_0, b_{2;1}, b_+, b_+)$ as in Definition 17.7 such that

$$m^b_0(1) = ce_L$$

for $c \in A_+$. We define $\mathcal{P}(b) \in A_+$ by the equation

$$m^b_0(1) = \mathcal{P}(b)e_L.$$
We call the map \( \mathcal{D} : \mathcal{M}_{\text{weak,def}}(L; \Lambda_0) \to \Lambda_+ \) the potential function. We also define the projection
\[
\pi : \mathcal{M}_{\text{weak,def}}(L; \Lambda_0) \to H^0(M; \Lambda_0) \oplus H^2(M, L; \mathbb{C}) \oplus H^2(M; \Lambda_+) \oplus \bigoplus_{k \geq 2} H^{2k}(M; \Lambda_0)
\]
by
\[
\pi(b_0, b_{2:1}, b_+, b_+) = (b_0, b_{2:1}, b_+).
\]

Let \( b^{(i)} = (b_0^{(i)}, b_{2;1}^{(i)}, b_+^{(i)}, b_+^{(i)}) \in \mathcal{M}_{\text{weak,def}}(L; \Lambda_0^+) \ (i = 1, 2) \) such that
\[
\pi(b^{(i)}) = \pi(b^{(0)}).
\]

We define an operator
\[
\delta^{b^{(1)}, b^{(0)}} : \Omega(L) \otimes \Lambda_0 \to \Omega(L) \otimes \Lambda_0
\]
of degree +1 by
\[
\delta^{b^{(1)}, b^{(0)}}(x) = \sum_{k_1, k_0} m_{k_1+k_0+1}(\delta^{b^{(1)}} \otimes x \otimes (\delta^{b^{(0)})} \otimes k_0),
\]
where \( \delta^{b} = (b_0^{(0)}, b_{2;1}^{(0)}, b_+^{(0)}, 0) = (b_0^{(1)}, b_{2;1}^{(1)}, b_+^{(1)}, 0) \). We remark that if \( b_1 = b_0 = b \) we have
\[
\delta^{b^{(1)}, b^{(0)}} = m^{b}. \tag{17.13}
\]

**Lemma 17.10.**
\[
(\delta^{\delta^{b^{(1)}, b^{(0)}}} \circ \delta^{b^{(1)}, b^{(0)}})(x) = (-\mathcal{D}(b^{(1)}) + \mathcal{D}(b^{(0)}))x.
\]

**Proof.** This is an easy consequence of Theorem 17.1. See [FOOO1] Proposition 3.7.17.

This enables us to give the following definition

**Definition 17.11.** (\[FOOO1\] Definition 3.8.61.) For a given pair \( b^{(1)}, b^{(0)} \in \mathcal{M}_{\text{weak,def}}(L; \Lambda_0) \) satisfying
\[
\pi(b^{(1)}) = \pi(b^{(0)}), \quad \mathcal{D}(b^{(1)}) = \mathcal{D}(b^{(0)}),
\]
we define
\[
HF((L, b^{(1)}), (L, b^{(0)}); \Lambda_0) = \frac{\text{Ker}(\delta^{b^{(1)}, b^{(0)}})}{\text{Im}(\delta^{b^{(1)}, b^{(0)}})}.
\]

When \( b^{(1)} = b^{(0)} = b \), we just write \( HF((L, b); \Lambda_0) \) for simplicity.

Put \( CF_{\text{dr}}(L; \Lambda) = \Omega(L) \otimes \Lambda \). Then \((CF_{\text{dr}}(L; \Lambda), \delta^{b^{(1)}, b^{(0)}})\) forms a cochain complex. The cochain complex \( CF_{\text{dr}}(L; \Lambda) \) carries a natural filtration given by
\[
F^\lambda CF_{\text{dr}}(L; \Lambda) = T^\lambda \Omega(L) \otimes \Lambda_0. \tag{17.14}
\]

**Lemma 17.12.** We have
\[
\delta^{b^{(1)}, b^{(0)}}(F^\lambda CF_{\text{dr}}(L; \Lambda)) \subset F^\lambda CF_{\text{dr}}(L; \Lambda).
\]

**Proof.** Since the symplectic area of a pseudo-holomorphic map is nonnegative, \( \beta \cap \omega \geq 0 \) if \( \mathcal{M}_{k+1; \ell}(L; \beta) \) is nonempty. Therefore if \( q_{k, \ell; \beta} \) is nonzero then \( \beta \cap \omega \) is nonnegative. The lemma follows from this fact and the definition.

This enables us to define the following Lagrangian version of spectral numbers associated to \( L \).
Definition 17.13. For \( x \in HF((L, b^{(1)}), (L, b^{(0)}); \Lambda) \) we put
\[
\rho^{b^{(1)}, b^{(0)}}_L(x) = -\sup \{ \lambda \mid \exists \tilde{x} \in F^\lambda CF_{dR}(L; \Lambda), \delta^{b^{(1)}, b^{(0)}}(\tilde{x}) = 0, [\tilde{x}] = x \in HF((L, b^{(1)}), (L, b^{(0)}); \Lambda) \}. \tag{17.15}
\]

Remark 17.14. We put minus sign in (17.15) for the sake of consistency with Chapters 2 and 3. In fact, \( v_q = -v_T \) via the isomorphism \( \Lambda \downarrow \sim = \Lambda \).

We can show \( \rho^{b^{(1)}, b^{(0)}}_L(x) \neq -\infty \) (17.16) if \( x \neq 0 \). (See [Us1] or Lemma 18.17 of this paper for the detail.)

We next define an open-closed map from the cohomology of the ambient space to the Floer cohomology of \( L \). Let \( b = (b_0, b_2; 1, b_+), b_+ \in \widehat{M}_{\text{weak, def}}(L; \Lambda_0), \) take \( g \in \Omega(M) \) and define a map \( i_{qm, b}(g) : \Omega(M) \otimes \Lambda_0 \to CF_{dR}(L; \Lambda_0) \) by
\[
i_{qm, b}(g) = (-1)^{\deg g} \sum_{[\beta] \in H_2(M, L; \mathbb{Z})} \sum_{\ell_1 = 0}^{\infty} \sum_{\ell_2 = 0}^{\infty} \sum_{k = 0}^{\infty} T_0 \left[ \frac{\exp(b_2 \cap \beta)}{(\ell_1 + \ell_2 + 1)!} \right] q^{\ell_1, k} m_{i; \beta}^{b_+}(b_0 \otimes \ell_1 \otimes \ell_2, b_+). \tag{17.17}
\]

It follows in the same way as in Lemma 6.5 that the right hand side converges in \( T \)-adic topology.

Lemma 17.15. The map \( i_{qm, b} \) is a chain map. Namely,
\[
\delta^{b, b}_b \circ i_{qm, b} = \pm i_{qm, b} \circ d.
\]

Proof. This is a consequence of Theorem [17.1]. See [FOOO1] Theorem 3.8.62. We recall from Remark 3.5.8 of [FOOO1] that \( m_{1; \beta_0} \) in (17.4) satisfies \( m_{1; \beta_0}(h) = (-1)^{n - \deg h + 1} dh \) for \( h \in \Omega^{\deg h}(M) \). \( \square \)

We thus obtain a homomorphism
\[
i_{qm, b}^* : H^*(M; \Lambda_0) \to HF^*((L, b); \Lambda_0). \tag{17.18}
\]

Remark 17.16. The homomorphism (17.18) is indeed a ring homomorphism. It is proved in [FOOO6] Section 9 for the toric case. See [FOOO6] Section 31 and [AFOOO] for the general case.

Combining the map \( i_{qm, b}^* \) and Definition 17.13 we introduce

Definition 17.17. For each \( 0 \neq a \in H^*(M; \Lambda) \), we define
\[
\rho^b_L(a) = \rho^{b, b}_L(i_{qm, b}^*(a)) \tag{17.19}
\]
for \( b \in \widehat{M}_{\text{weak, def}}(L; \Lambda_0) \).

Therefore by the finiteness (17.16), \( \rho^b_L(a) > -\infty \) for any \( a \neq 0 \), provided there exists some \( b \) such that \( i_{qm, b}^*(a) \neq 0 \).

18. Criterion for heaviness of Lagrangian submanifolds

In this section, we incorporate the Lagrangian Floer theory into the theory of spectral invariants and Calabi quasimorphisms of Hamiltonian flows and symplectic quasi-states.
18.1. **Statement of the results.** We review the notions of heavy and superheavy subsets of a symplectic manifold \((M, \omega)\) introduced by Entov and Polterovich [EP3].

**Definition 18.1.** Let \(\zeta\) be a partial symplectic quasistate on \((M, \omega)\). A closed subset \(Y \subset M\) is called \(\zeta\)-heavy if

\[\zeta(H) \leq \sup\{H(p) \mid p \in Y\}\]  

for any \(H \in C^0(M)\).

A closed subset \(Y \subset M\) is called \(\zeta\)-superheavy if

\[\zeta(H) \geq \inf\{H(p) \mid p \in Y\}\]  

for any \(H \in C^0(M)\).

**Remark 18.2.**

1. Due to the different sign conventions from [EP3] as mentioned in Remark 1.2, Remark 4.17, and also because we use quantum cohomology class \(a\) in the definition of the spectral invariants \(\rho(H; a)\), the above definition looks opposite to that of [EP3]. However, after taking these different convention and usage, this definition of heavyness or of super heavyness of a given subset \(S \subset (M, \omega)\) indeed is equivalent to that of [EP3].

2. Following the proof of Proposition 4.1 [EP3], we can obtain a characterization of a \(\zeta\)-heavy set or a \(\zeta\)-superheavy set as follows: A closed subset \(Y \subset M\) is \(\zeta\)-heavy if and only if for every \(H \in C^\infty(M)\) with \(H|_Y = 0\), \(H \geq 0\) one has \(\zeta(H) = 0\). A closed subset \(Y \subset M\) is \(\zeta\)-superheavy if and only if for every \(H \in C^\infty(M)\) with \(H|_Y = 0\), \(H \leq 0\) one has \(\zeta(H) = 0\). Due to the different sign convention again, this statement is slightly different form Proposition 4.1 [EP3]. Using this characterization and our triangle inequality Definition 13.3 (8) and the monotonicity (3), we can show that every \(\zeta\)-superheavy subset is \(\zeta\)-heavy. This is nothing but Proposition 4.2 [EP3].

3. Furthermore, we can show Proposition 4.3 [EP3] as it is. Namely for any \(\zeta\)-superheavy set \(Y\), and any \(\alpha \in \mathbb{R}\) and \(H \in C^\infty(M)\) with \(H|_Y = \alpha\) we have \(\zeta(H) = \alpha\).

4. Entov-Polterovich Theorem 1.4 (iii) [EP3] proved that for any partial symplectic quasistate \(\zeta\), every \(\zeta\)-superheavy set intersects every \(\zeta\)-heavy subset. See Theorem 18.7.

The definitions of heavyness and super-heavyness [EP3] involve only time independent Hamiltonian. We first enhance the definition by involving time-dependent Hamiltonian. For this purpose, the following definition is useful.

**Definition 18.3.** Let \(H : [0, 1] \times M \to \mathbb{R}\) be a Hamiltonian and \(Y \subset M\) be a closed subset. For such a pair \((H, Y)\) we associate two constants \(E_\infty^\pm(H; Y)\) by

\[
E^-_\infty(H; Y) = -\inf\{H(t, p) \mid (t, p) \in [0, 1] \times Y\}
\]

\[
E^+_\infty(H; Y) = \sup\{H(t, p) \mid (t, p) \in [0, 1] \times Y\}
\]

\[
E^-_\infty(H; Y) = \sup\{-H(t, p) \mid (t, p) \in [0, 1] \times Y\}
\]

\[
E^+_\infty(H; Y) = \sup\{H(t, p) \mid (t, p) \in [0, 1] \times Y\}
\]

\[
E_\infty(H; Y) = E^-_\infty(H; Y) + E^+_\infty(H; Y).
\]  

(18.3)
Here the subscript ‘∞’ stands for the $L^\infty$-norm and used against the more natural $L^{(1,\infty)}$-norm which we have used before and denoted as $E^\pm$. We note
\[
E^\pm_{\infty}(H; Y) = E^\pm_{\infty}(H; Y) \frac{1}{\text{vol}_{\omega}(M)} \text{Cal}(H)
\]
and so $E^-_{\infty}(H; Y) + E^+_{\infty}(H; Y) = E^-_{\infty}(H; Y) + E^+_{\infty}(H; Y)$ depend only on the Hamiltonian path $\phi_H$, but not on the normalization constant. Therefore we denote
\[
E_{\infty}(\phi_H; Y) = E^-_{\infty}(H; Y) + E^+_{\infty}(H; Y).
\]

**Definition 18.4.** For $\psi \in \Ham(M, \omega)$, we define
\[
e^-_{\infty}(\psi; Y) = \inf_{H} \{ E^-_{\infty}(H; Y) \mid \psi = [\phi_H] \}
\]
\[
e^+_{\infty}(\psi; Y) = \inf_{H} \{ E^+_{\infty}(H; Y) \mid \psi = [\phi_H] \}
\]
\[
e_{\infty}(\psi; Y) = \inf_{H} \{ E_{\infty}(H; Y) \mid \psi = [\phi_H] \} \tag{18.4}
\]

We note $e_{\infty}(\psi; Y) \geq e^+_{\infty}(\psi; Y) + e^-_{\infty}(\psi; Y)$.

**Definition 18.5.** Let $\mu: \Ham(M, \omega) \to \mathbb{R}$ be an Entov-Polterovich pre-quasimorphism. A closed subset $Y \subset M$ is called $\mu$-heavy if we have
\[
\mu(\psi) \geq -\text{vol}_{\omega}(M)e^+_{\infty}(\psi; Y) \tag{18.5}
\]
for any $\psi$.

A closed subset $Y \subset M$ is called $\mu$-superheavy if we have
\[
\mu(\psi) \leq \text{vol}_{\omega}(M)e^-_{\infty}(\psi; Y) \tag{18.6}
\]
for any $\psi$.

**Remark 18.6.** We consider $\psi = [\phi_H]$ for an autonomous $H$. Suppose $\mu$ and $\zeta$ are related as in (14.5), then
\[
-e^+_{\infty}(\psi; Y) \geq -E^+_{\infty}(H; Y) = -E^+_{\infty}(H; Y) + \frac{1}{\text{vol}_{\omega}(M)} \text{Cal}(H)
\]
and
\[
\mu(\psi) = \mu(\phi_H) = -\text{vol}_{\omega}(M)\zeta(H) = -(\text{vol}_{\omega}(M)\zeta(H) - \text{Cal}(H))
\]
for autonomous $H$. Therefore $\mu$-heavyness of $L$ implies $\zeta$-heavyness of $L$. Similarly, we can also see that $\mu$-superheavyness implies $\zeta$-superheavyness.

The following result is due to Entov-Polterovich [EP3] which will be used later in Section 23. We give a proof for reader’s convenience.

**Theorem 18.7** ([EP3] Theorem 1.4). Let $\zeta$ be a partial symplectic quasistate. If $Y \subset M$ is $\zeta$-superheavy and $Z \subset M$ is $\zeta$-heavy, then for any $\psi \in \text{Sym}_{0}(M, \omega)$ we have
\[
\psi(Y) \cap Z \neq \emptyset.
\]

**Proof.** Since superheavyness is invariant under symplectic diffeomorphisms contained in $\text{Sym}_{0}(M, \omega)$, we may assume that $\psi$ is identity. Suppose $Z \cap Z = \emptyset$. We define $H: M \to \mathbb{R}$ such that $H = 1$ on $Y$ and $H = -1$ on $Z$. Then since $Y$ is $\zeta$-superheavy, $\zeta(H) \geq \inf \{ H(y) \mid y \in Y \} = 1$. On the other hand, since $Z$ is $\zeta$-heavy, we have $\zeta(H) \leq \sup \{ H(z) \mid z \in Z \} = -1$. This is a contradiction. □
Now the following is the main theorem of this paper whose proof is completed in Subsection 18.5.

**Theorem 18.8.** Let $L \subset M$ be a relatively spin compact Lagrangian submanifold, and $b = (b_0, b_1, b_+, b_+) \in \mathcal{M}_{\text{weak, def}}(L; \Lambda_0)$ as in Definition 17.9. We put

$$b = i^*(b_{2,1}) + b_+ \in H^e(M; \Lambda_0),$$

where $i^*: H^2(M, L; \Lambda_0) \to H^2(M; \Lambda_0)$. Let $e \in H(M; \Lambda)$.

1. If $e \cup b = e$ and

$$i^*_{e, a, b}(e) \neq 0 \in HF^e((L, b); \Lambda),$$

then $L$ is $\zeta_b^e$-heavy and is $\mu_b^e$-heavy.

2. If there is a direct factor decomposition $QH_b^e(M; \Lambda) \cong \Lambda \times Q'$ as a ring and $e$ comes from a unit of the direct factor $\Lambda$ which satisfies (18.7), then $L$ is $\zeta_b^e$-superheavy and is $\mu_b^e$-superheavy.

### 18.2. Floer homologies of periodic Hamiltonians and of Lagrangian submanifolds

The main part of the proof of Theorem 18.8 is the proof of the following proposition.

**Proposition 18.9.** Let $L$, $b$, and $b$ be as in Theorem 18.8 and $a \in H(M; \Lambda)$. Then

$$\rho^b(H; a) \geq -E_{\infty}^+(H; L) + \rho_L^b(a)$$

for any Hamiltonian $H$. Here $\rho_L^b(a)$ is as in (17.19). Equivalently, we have

$$\rho^b(\tilde{\psi}; a) \geq -e_{\infty}^+(\tilde{\psi}; L) + \rho_L^b(a).$$

To prove Proposition 18.9 we introduce a map $\mathcal{J}_{(a, b)}: CF(M, H; \Lambda^a) \to CF_{\text{int}}(L; \Lambda^a)$ in Definition 18.10 and explore its properties Propositions 18.19 and 18.21. The proof of Proposition 18.9 is completed in Subsection 18.5. To define the map $\mathcal{J}_{(a, b)}$ we start with introducing some moduli spaces.

We put

$$R = \sup \{H(t, x) \ | \ (t, x) \in [0, 1] \times L\}.$$  \hspace{1cm} (18.10)

Let $\epsilon > 0$ and $U$ a sufficiently small open neighborhood of $L$.

**Lemma 18.10.** Let $H$, $L$ and $R$ be as above. Then for any given $\epsilon > 0$ there exists an open neighborhood $U$ of $L$ and a smooth function $F = F(\tau, t, x)$ on $[0, 1] \times M \to \mathbb{R}$ such that

- $F(\tau, t, x) = H(t, x)$, if $\tau < -10$,
- $F(\tau, t, x) = R + \epsilon$, if $\tau > -1$ and $x \in U$,
- $\frac{\partial F}{\partial \tau}(\tau, t, x) \geq 0$, for any $\tau, x$.

**Proof.** Using the continuity of the function $H(t, x)$ and compactness of $Y$ and the definition of $R$ we can choose open neighborhood $U, V \supset L$ with $U \subset V$ so small that

$$H(t, x) < R + \frac{\epsilon}{2}$$  \hspace{1cm} (18.11)

for $(t, x) \in [0, 1] \times V$ and fix a cut-off function $\rho_{U,V}: X \to \mathbb{R}$ such that $\rho_{U,V} = 1$ on $U$ and $\rho_{U,V} = 0$ outside $V$. 


We first consider the function $F_V : (-\infty, 0] \times [0, 1] \times V \to \mathbb{R}$ by
\[
F_V(\tau, t, x) = \chi(\tau + 5)(R + \varepsilon) + (1 - \chi(\tau + 5))H(t, x)
\]
and then define $F$ by
\[
F(\tau, t, x) = \rho_{U, V}(x)F_V(\tau, t, x) + (1 - \rho_{U, V}(x))H(t, x),
\]
where $\chi$ is as in Definition 18.11.

The first two conditions required on $F$ are obvious. It remains to check the third. We compute
\[
\frac{\partial F}{\partial \tau}(\tau, t, x) = \rho_{U, V}(x)\frac{\partial F_V}{\partial \tau}(\tau, t, x) = \chi'(\tau + 5)\rho_{U, V}(x)((R + \varepsilon) - H(t, x)).
\]
If $x \in X \setminus V$, $\rho_{U, V}(x) = 0$. On the other hand, if $x \in V$, we have
\[
\rho_{U, V}(x)(R + \varepsilon - H(t, x)) \geq \rho_{U, V}(x) \times \frac{\varepsilon}{2} \geq 0
\]
by (18.11). This finishes the proof. 

We recall that we fix a $t$-independent $J$ throughout in Chapter 4.

**Definition 18.11.** Let $[\gamma, w] \in \text{Crit}(A_H)$ and $\beta \in H_2(M, L; \mathbb{Z})$. We denote by $\mathcal{M}_{k+1, \ell}(F, J; [\gamma, w], L; \beta)$ the set of all triples $(u; z_1^+, \ldots, z_k^+; z_0, \ldots, z_k)$ satisfying the following:

1. $u : (-\infty, 0] \times S^1 \to M$ is a smooth map such that $u(0, t) \subset L$.
2. The map $u$ satisfies the equation
\[
\frac{\partial u}{\partial \tau} + J\left(\frac{\partial u}{\partial t} - X_F(u)\right) = 0. \tag{18.12}
\]
3. The energy
\[
E_{(F, J); L} = \frac{1}{2} \int \left(\left|\frac{\partial u}{\partial \tau}\right|_J^2 + \left|\frac{\partial u}{\partial t} - X_F(u)\right|_J^2\right) dt d\tau
\]
is finite.
4. The map $u$ satisfies the following asymptotic boundary condition.
\[
\lim_{\tau \to -\infty} u(\tau, t) = \gamma(t). \tag{18.13}
\]
5. $z_1^+, \ldots, z_k^+$ are points in $(-\infty, 0] \times S^1$ which are mutually distinct.
6. $z_0, \ldots, z_k$ are points on the boundary $\{0\} \times S^1$. They are mutually distinct.
7. $z_0, \ldots, z_k$ respects the counterclockwise cyclic order on $S^1$ with respect to the boundary orientation on $S^1$ coming from $(-\infty, 0] \times S^1$. We always set $z_0 = (0, 0)$.
8. The homology class of the concatenation of $w$ and $u$ is $\beta$.

We define an evaluation map
\[
(ev, ev^\beta) = (ev_1, \ldots, ev_\ell; ev_0^\beta, \ldots, ev_k^\beta) : \mathcal{M}_{k+1, \ell}(F, J; [\gamma, w], L; \beta) \to M^\ell \times L^{k+1}
\]
where
\[
ev_i([u; z_1^+, \ldots, z_k^+; z_0, \ldots, z_k]) = u(z_i^+), \quad ev^\beta([u; z_1^+, \ldots, z_k^+; z_0, \ldots, z_k]) = u(z_i).
\]

**Lemma 18.12.** (1) The moduli space $\mathcal{M}_{k+1, \ell}(F, J; [\gamma, w], L; \beta)$ has a compactification $\bar{\mathcal{M}}_{k+1, \ell}(F, J; [\gamma, w], L; \beta)$ that is Hausdorff.
The space \( \mathcal{M}_{k+1;\ell}(F; [\gamma, w], L; \beta) \) has an orientable Kuranishi structure with corners.

(3) The boundary of \( \mathcal{M}_{k+1;\ell}(F; [\gamma, w], L; \beta) \) is described by the union of the following two types of fiber or direct products.

\[
\bigcup \mathcal{M}_{\#L_1}(H; J; [\gamma, w], [\gamma', w']) \times \mathcal{M}_{k+1;\#L_2}(F; J; [\gamma', w'], L; \beta),
\]

where the union is taken over all \((\gamma', w') \in \text{Crit}(A_H), \text{and} (L_1, L_2) \in \text{Shuff}(\ell)\).

\[
\bigcup \mathcal{M}_{k_1+1;\#L_1}(L; \beta_1)_{ev_0^0} \times \mathcal{M}_{k_2+1;\#L_2}(F; J; [\gamma, w], L; \beta_2),
\]

where the union is taken over all \((L_1, L_2) \in \text{Shuff}(\ell), k_1, k_2 \text{ with } k_1+k_2 = k, i \leq k_2, \text{ and } \beta_1, \beta_2 \text{ with } \beta_1 + \beta_2 = \beta.\)

(4) Let \( \mu_H : \text{Crit}(A_H) \rightarrow \mathbb{Z} \) be the Conley-Zehnder index and \( \mu_L : H_2(M, L; \mathbb{Z}) \rightarrow 2\mathbb{Z} \) the Maslov index. Then the (virtual) dimension satisfies the following equality:

\[
\dim \mathcal{M}_{k+1;\ell}(F; [\gamma, w], L; \beta) = \mu_L(\beta) - \mu_H([\gamma, w]) + 2\ell + k - 2 + n.
\]

(5) We can define orientations of \( \mathcal{M}_{k+1;\ell}(F; [\gamma, w], L; \beta) \) so that (3) above is compatible with this orientation. The compatibility for the boundary of type (18.15) is in the sense of [FOOO1] Proposition 8.3.3.

(6) The evaluation map \((ev, ev^0)\) extends to a strongly continuous smooth map

\[
\mathcal{M}_{k+1;\ell}(F; J; [\gamma, w], L; \beta) \rightarrow M^\ell \times L^{k+1},
\]

which we denote also by the same symbol. It is compatible with (3).

(7) \( ev_0^0 \) is weakly submersive.

(8) The Kuranishi structure is compatible with forgetful map of the boundary marked points.

(9) The Kuranishi structure is invariant under the permutation of the interior marked points.

(10) The Kuranishi structure is invariant under the cyclic permutation of the boundary marked points.

The proof of Lemma 18.12 is the same as those of Propositions 3.6, 17.3 and so is omitted.

Remark 18.13. A similar moduli space was used by Albers [A] in the monotone case. According to Entov-Polterovich [EP], p.779, their motivation to define heavyness comes from [A]. We note that Albers [A] does not use \( \tau \)-dependent \( F = F(\tau, t, x) \) but \( H = H(t, x) \) which is independent of \( \tau \). We may not need \( F \) and simply use \( X_H \)-perturbed pseudo-holomorphic curve equation in place of (18.12). (See Section 25.4 for more explanation on this point.) The reason why we use this \( F \) is to deal with genuine pseudo-holomorphic curve equation in a neighborhood of the boundary point \( \{0\} \times S^1 \) where the boundary condition \( u(0, t) \in L \) is put: since \( F \) is constant there, this does our purpose. The detail of the compactification and gluing in the study of moduli space of \( X_H \) perturbed pseudo-holomorphic curve equation and Lagrangian boundary condition does not seem to be written in detail in the literature in the level of generality we need here, although we have no doubt that there is nothing novel to work out. Since (18.12) is exactly the pseudo-holomorphic curve equation in a neighborhood of the boundary point \( \{0\} \times S^1 \),
we can directly apply the analysis of [FOOO1] Section 7.2 for the proof of Lemma 18.12.

**Lemma 18.14.** There exists a system of continuous families of multisections on our moduli space \( \mathcal{M}_{k+1;\varepsilon}(F, J; [\gamma, w], L; \beta) \) with the following properties.

1. It is transversal to 0.
2. It is compatible with the description of the boundary in Proposition 18.12.
3. The restriction of \( \text{ev}_0^\beta \) to the zero set of this family of multisections is a submersion.
4. It is compatible with forgetful map of the boundary marked points.
5. It is invariant under the permutation of the interior marked points.
6. It is invariant under the cyclic permutation of the boundary marked points.

The proof of Lemma 18.14 is similar to the proof of Lemma 17.4 and so omitted.

Let \( CF(M, H; \mathbb{C}) \) be the \( \mathbb{C} \) vector space over the basis \( \text{Crit}(\mathcal{A}_H) \). We use our moduli space to define an operator

\[
q_{F,k;\beta}^\varepsilon : E_\varepsilon(\Omega(M)[2]) \otimes CF(M, H; \mathbb{C})[1] \otimes B_k(\Omega(L)[1]) \to \Omega(L)[1]
\]  

(18.17)

as follows. Let \( g_1, \ldots, g_\ell \in \Omega(M) \), \( h_1, \ldots, h_k \in \Omega(L) \), \( [\gamma, w] \in \text{Crit}(\mathcal{A}_H) \), and \( \beta \in H_2(M, L; \mathbb{Z}) \). We define

\[
q_{F,k;\beta}^\varepsilon(g_1, \ldots, g_\ell, [\gamma, w], h_1, \ldots, h_k) = (\text{ev}_1^\beta(g_1) \wedge \cdots \wedge \text{ev}_\ell^\beta(g_\ell) \wedge \text{ev}_1^{\beta^*}h_1 \wedge \cdots \wedge \text{ev}_k^{\beta^*}h_k).
\]  

(18.18)

Here we use the evaluation map

\[
(\text{ev}, \text{ev}^\beta) = (\text{ev}_1, \ldots, \text{ev}_\ell, \text{ev}_1^\beta, \ldots, \text{ev}_k^\beta) : \mathcal{M}_{k+1;\varepsilon}(F, J; [\gamma, w], L; \beta) \to M^\ell \times L^{k+1}
\]

and the correspondence given by this moduli space. The next proposition states the main property of this operator. We define

\[
\partial_{(H,J),\beta} : E_\varepsilon(\Omega(M)[2]) \otimes CF(M, H; \mathbb{C})[1] \to CF(M, H; \mathbb{C})[1]
\]

by

\[
\partial_{(H,J),\beta}(g_1, \ldots, g_\ell; [\gamma, w]) = \sum_{[\gamma', w']} n_{(F,J';\varepsilon)}([\gamma, w], [\gamma', w']) (g_1, \ldots, g_\ell)[\gamma', w'],
\]  

(18.19)

where \( n_{(F,J';\varepsilon)}([\gamma, w], [\gamma', w']) (g_1, \ldots, g_\ell) \) is [6.4].

**Proposition 18.15.** The operators \( q_{F,k;\beta}^\varepsilon \) have the following properties:

1. \( q_{F,k;\beta}^\varepsilon \) satisfies

\[
0 = \sum_{\beta_1 + \beta_2 = \beta} \sum_{c_1, c_2} (-1)^* q_{\beta_1}(y^{2;1}; x^{3;1}_c) \otimes q_{\beta_2}^F(y^{2;2}_{c_1}, [\gamma, w]; x^{3;2}_c) \otimes x^{3;3}_c)
\]  

+ \sum_{\beta_1 + \beta_2 = \beta} \sum_{c_1, c_2} (-1)** q_{\beta_1}(y^{2;1}, \partial_{(H,J),\beta_2}(y^{2;2}, [\gamma, w]); x)
\]  

(18.20)

where

\[
* = \text{deg}' x^{3;1}_c + \text{deg}' x^{3;1}_c \text{deg} y^{2;2}_{c_1} + \text{deg} y^{2;1}_{c_1}, \quad ** = \text{deg} y^{2;1}.
\]

In [18.20] and hereafter, we simplify our notation by writing \( q_{F}^\varepsilon(y; [\gamma, w]; x), q_{F}(y; x) \) in place of \( q_{F,k;\beta}^\varepsilon(y; [\gamma, w]; x), q_{F,k;\beta}^\varepsilon(y; x) \) if \( y \in E_\varepsilon(\Omega(M)[2]), x \in B_k(\Omega(L)[1]) \). We use the notation [17.2] here.
(2) Let $e_L$ be the constant function 1 which we regard degree 0 differential form on $L$. Let $x_1 \in B(H(L; R)[1])$ and we put $x = x_1 \otimes e_L \otimes x_2 \in B(H(L; R)[1])$. Then

$$q^F_\beta(y, [\gamma, w]; x) = 0.$$  \hfill \text{(18.21)}

Proof. (1) follows from Lemma $18.14$ (2) and Proposition $18.12$ (3). (2) follows from $18.14$ (4) and Proposition $18.12$ (8).

Let $b = (b_0, b_{2:1}, b_+, b_+)$ as in Definition $17.17$. We put $b = i^*(b_{2:1}) + b_+$. Hereafter in this section we identify the universal Novikov ring $\Lambda$ with $\Lambda^\downarrow$ by $T = q^{-1}$ and use the later.

Definition 18.16. We define

$$\gamma^{b, b}_{(F,J)} : CF(M, H; \Lambda^\downarrow) \to CF_{dR}(L; \Lambda^\downarrow)$$

by

$$\gamma^{b, b}_{(F,J)}([\gamma, w]) = \sum_{\beta} \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} q^{-\langle \beta \cap \omega, w \cap \omega \rangle} \frac{\exp(b_{2:1} \cap \beta - i^*(b_{2:1}) \cap w)}{\ell!} q^F_{k, l; \beta}(b_0^{\otimes k}, [\gamma, w], b_+^{\otimes l}).$$

We can prove the convergence of the right hand side of (18.22) in $q$-adic topology in the same way as in Lemma $6.5$.

Lemma 18.17. We have

$$b \circ \gamma^{b, b}_{(F,J)} = \gamma^{b, b}_{(F,J)} \circ \partial^{b}_{(H,J)}.$$  \hfill \text{(18.22)}

The proof is a straightforward calculation using Proposition $18.15$ and so omitted. This gives rise to a map

$$\gamma^{b, b, \ast}_{(F,J)} : HF_*(M, H; \Lambda^\downarrow) \to HF_*(L, b; \Lambda^\downarrow).$$

(18.23)

Remark 18.18. We can show that the map (18.23) is a ring homomorphism with respect to the pants product in the left hand side and $m_2$ in the right hand side. We do not prove it here since we do not use it.

18.3. Filtration and the map $\gamma^{b, b}_{(F,J)}$. Using the identification $CF_{dR}(L; \Lambda^\downarrow) = CF_{dR}(L; \Lambda)$ via $T = q^{-1}$ we define a filtration on them by

$$F^{-\lambda}CF_{dR}(L; \Lambda^\downarrow) = F^\lambda CF_{dR}(L; \Lambda) = T^\lambda \Omega(L) \hat{\otimes} \Lambda_0.$$  \hfill \text{(18.24)}

Similarly we put

$$F^\lambda(\Omega(M) \hat{\otimes} \Lambda^\downarrow) = q^{-\lambda} \Omega(M) \hat{\otimes} \Lambda_0.$$  \hfill \text{(18.25)}

This is consistent with Definitions $2.2$, $2.4$. See Notations and Conventions (16) in Section 1 and also Remark $17.14$. In this subsection we prove the following:

Proposition 18.19. For all $\lambda \in \mathbb{R}$,

$$\gamma^{b, b}_{(F,J)}(F^\lambda(\Omega(M) \hat{\otimes} \Lambda^\downarrow)) \subseteq F^{\lambda + R + \epsilon} CF_{dR}(L; \Lambda^\downarrow).$$

Proof. The proposition immediately follows from Lemma $18.20$ below.

Lemma 18.20. If $M_{k+1,\ell}(F, J; [\gamma, w], L; \beta)$ is nonempty, we have

$$\mathcal{A}_H([\gamma, w]) \geq -(R + \epsilon) - \beta \cap \omega.$$
Proof. Let \((u; z_1^+, \ldots, z_k^+, z_0, \ldots, z_k) \in \tilde{\mathcal{M}}_{k+1; \ell}(F, J; [\gamma, w], L; \beta)\). In a way similar to the proof of Lemma 9.8, we calculate

\[
\int u^* \omega = E_{F, J}(u) - \int_{(\infty, 0] \times S^1} \frac{\partial}{\partial \tau} (F \circ u) d\tau dt + \int_{(\infty, 0] \times S^1} \left( \frac{\partial F}{\partial \tau} \circ u \right) d\tau dt
\]

\[
\geq \lim_{\tau \to -\infty} \int_{S^1} F(\tau, t, u(\tau, t)) dt
\]

\[
- \int_{S^1} F(0, t, (u(0, t))) dt + \int_{(\infty, 0] \times S^1} \left( \frac{\partial F}{\partial \tau} \circ u \right) d\tau dt
\]

\[
= \int_{S^1} H(t, \gamma(t)) dt - (R + \varepsilon) + \int_{(\infty, 0] \times S^1} \left( \frac{\partial F}{\partial \tau} \circ u \right) d\tau dt
\]

\[
\geq \int_{S^1} H(t, \gamma(t)) dt - (R + \varepsilon).
\]

Recalling \(\beta \cap \omega - \int w^* \omega = \int u^* \omega \) from \(\beta = [w # u]\), we obtain

\[
- \int w^* \omega - \int_{S^1} H(t, \gamma(t)) dt \geq -(R + \varepsilon) - \beta \cap \omega.
\]

The lemma follows. \(\square\)

18.4. Identity \(\mathcal{Y}_{(F, J)}^{b, b*, 0} \circ \mathcal{P}^{b}_{(H_x, J), *} = i^*_{\text{qm}, b}.\) In this subsection we prove:

**Proposition 18.21.** For any \(a \in H^*(M; \Lambda^1)\) the identity

\[
\mathcal{Y}_{(F, J)}^{b, b*, 0} \circ \mathcal{P}^{b}_{(H_x, J), *}(a) = i^*_{\text{qm}, b}(a)
\]

holds in cohomology. Here \(a \in H_*(M; \Lambda^1)\) is the homology class Poincaré dual to \(a \in H^*(M; \Lambda^1)\) as in Notations and Conventions (17).

**Proof.** For \(S \geq 0\) we put

\[
F_S(\tau, t, x) = \chi(\tau + S + 20)F(\tau, t, x)
\]

where \(\chi\) is as in Definition 3.11.

**Definition 18.22.** Denote by

\[
\tilde{\mathcal{M}}_{k+1; \ell}(F_S, J; *, L; \beta)
\]

the set of all triples \((u; z_1^+, \ldots, z_k^+; z_0, \ldots, z_k)\) satisfying the following:

1. \(u : (0, \infty) \times S^1 \to M\) is a smooth map such that \(u(0, t) \subset L\).
2. \(u\) satisfies the equation

\[
\frac{\partial u}{\partial \tau} + J \left( \frac{\partial u}{\partial t} - X_{F_S}(u) \right) = 0.
\]

(18.24)

3. The energy

\[
\frac{1}{2} \int \left( \frac{|\partial u|^2}{J} + \frac{|\partial u|^2}{J} - X_{F_S}(u) \right) dt d\tau
\]

is finite.

4. \(z_1^+, \ldots, z_k^+\) are points in \((0, \infty) \times S^1\) which are mutually distinct.
5. \(z_0, \ldots, z_k\) are points on the boundary \(\{0\} \times S^1\). They are mutually distinct.
6. \(z_0, \ldots, z_k\) respects the counterclockwise cyclic order on \(S^1\). We always set \(z_0 = (0, 0)\).
(6) The homology class of $u$ is $\beta$.

We define an evaluation map

$$(ev, ev^\partial) = (ev_1, \ldots, ev_\ell; ev_0, \ldots, ev_\partial) : \hat{\mathcal{M}}_{k+1; t}(FS, J; *, L; \beta) \to M^\ell \times L^{k+1}$$

by

$$ev_i(u; z_1^+, \ldots, z_\ell^+; z_0, \ldots, z_k) = u(z_i^+), \quad ev^\partial_i([u; z_1^+, \ldots, z_\ell^+; z_0, \ldots, z_k]) = u(z_i).$$

We also define

$$ev_{-\infty} : \hat{\mathcal{M}}_{k+1; t}(FS, J; *, L; \beta) \to M$$

by

$$ev_{-\infty}(u; z_1^+, \ldots, z_\ell^+; z_0, \ldots, z_k) = \lim_{\tau \to -\infty} u(\tau, t).$$

By (2), (3) and the removable singularity theorem, the limit of the right hand side exists and is independent of $t$. We put

$$\hat{\mathcal{M}}_{k+1; t}(para; F, J; *, L; \beta) = \bigcup_{S \in (0, \infty)} \{S\} \times \hat{\mathcal{M}}_{k+1; t}(FS, J; *, L; \beta), \quad (18.25)$$

where $(ev, ev^\partial)$ and $ev_{-\infty}$ are defined on it in an obvious way.

**Lemma 18.23.**

1. The moduli space $\hat{\mathcal{M}}_{k+1; t}(para; F, J; *, L; \beta)$ has a compactification $\mathcal{M}_{k+1; t}(para; F, J; *, L; \beta)$ that is Hausdorff.

2. The boundary of $\mathcal{M}_{k+1; t}(para; F, J; *, L; \beta)$ has an orientable Kuranishi structure with corners.

3. The boundary of $\mathcal{M}_{k+1; t}(para; F, J; *, L; \beta)$ is described by the union of the three types of direct or fiber products:

$$\bigcup \mathcal{M}_{#L_1}(H_X, J; *, [\gamma, w]) \times \mathcal{M}_{k+1; #L_2}(F, J; [\gamma, w], L; \beta), \quad (18.26)$$

where the union is taken over all $[\gamma, w] \in \text{Crit}(A_H)$, $(L_1, L_2) \in \text{Shuff}(\ell)$, (Here $\mathcal{M}_{#L_1}(H_X, J; *, [\gamma, w])$ is the moduli space defined in Definition 6.70 and Proposition 6.77). We write $J$ in place of $J_X$ since in Chapter 4 we use a fixed $J$ which is independent of $t$ and $\tau$.)

$$\bigcup \mathcal{M}_{k_1+1; #L_1}(L; \beta_1)_{ev^\partial_1} \times ev_{-\infty}^\partial \mathcal{M}_{k_2+1; #L_2}(para; F, J; *, L; \beta_2), \quad (18.27)$$

where the union is taken over all $(L_1, L_2) \in \text{Shuff}(\ell)$, $k_1, k_2$ with $k_1 + k_2 = k$, $i \leq k_1$, and $\beta_1, \beta_2$ with $\beta_1 + \beta_2 = \beta$.

$$\mathcal{M}_{k+1; t}(F_0, J; *, L; \beta), \quad (18.28)$$

that is a compactification of the $S = 0$ case of the moduli space $\hat{\mathcal{M}}_{k+1; t}(FS, J; *, L; \beta)$.

4. Let $\mu_L : H_2(M, L; \mathbb{Z}) \to \mathbb{Z}$ be the Maslov index. Then the (virtual) dimension satisfies the following equality:

$$\dim \mathcal{M}_{k+1; t}(para; F, J; *, L; \beta) = \mu_L(\beta) + 2\ell + k - 1 + n. \quad (18.29)$$

5. We can define orientations of $\mathcal{M}_{k+1; t}(para; F, J; *, L; \beta)$ so that (3) above is compatible with this orientation. For the boundary of type $[18.27]$ the compatibility means the same as in Lemma [18.12] (5).

6. $(ev, ev^\partial, ev_{-\infty})$ extends to a strongly continuous smooth map

$$\mathcal{M}_{k+1; t}(para; F, J; *, L; \beta) \to M^{\ell+1} \times L^{k+1},$$

which we denote by the same symbol. It is compatible with (3).
SPECTRAL INVARIANTS WITH BULK, QUASIMORPHISMS AND LAGRANGIAN FLOER THEORY

(7) \( \text{ev}^0 \) is weakly submersive.
(8) The Kuranishi structure is compatible with forgetful map of the boundary marked points.
(9) The Kuranishi structure is invariant under the permutation of the interior marked points.
(10) The Kuranishi structure is invariant under the cyclic permutation of the boundary marked points.

The proof of Lemma 18.23 is the same as that of Propositions 3.6. It suffices to observe that (18.26) appears at the limit \( S \to \infty \).

**Lemma 18.24.** There exists a system of continuous families of multisections on our moduli spaces \( \mathcal{M}_{k+1;\ell}(\text{para}; F, J; \ast, L; \beta) \) with the following properties.

1. It is transversal to \( 0 \).
2. It is compatible with the description of the boundary in Proposition 18.23.
3. The restriction of \( \text{ev}^0 \) to the zero set of this family of multisections is a submersion.
4. It is compatible with forgetful map of the boundary marked points.
5. It is invariant under the permutation of the interior marked points.
6. It is invariant under the cyclic permutation of the boundary marked points.

The proof is the same as that of Lemma 18.14 and is omitted.

We now define

\[
\mathcal{H}^{F, S \geq 0}_{\ell, k; \beta} : E_{\ell}(\Omega(M)[2]) \otimes \Omega(M)[1] \otimes B_k(\Omega(L)[1]) \to \Omega(L)[1] \tag{18.30}
\]

by sending \((g_1, \ldots, g_\ell; h_1, \ldots, h_k)\) to

\[
\text{ev}^0 (\text{ev}_1^* g_1 \wedge \cdots \wedge \text{ev}_{\ell}^* g_\ell \wedge \text{ev}_{-\infty}^* h_1 \wedge \cdots \wedge \text{ev}_{\ell}^* h_k). \tag{18.31}
\]

Here

\[
(\text{ev}, \text{ev}^\partial, \text{ev}_{-\infty}) = (\text{ev}_1, \ldots, \text{ev}_\ell; \text{ev}_0^\partial, \ldots, \text{ev}_k^\partial)
: \mathcal{M}_{k+1;\ell}(\text{para}; F, J; \ast, L; \beta) \to M^{\ell+1} \times L^{k+1}
\]

is the natural evaluation map and \( \text{ev}_0^\partial \) is the integration along the fibers of \( \text{ev}_0^0 \) via the correspondence given by this moduli space. We define

\[
\mathcal{H}^{F, S \geq 0}_{\ell, k; \beta} : E_{\ell}(\Omega(M)[2]) \otimes \Omega(M)[1] \otimes B_k(\Omega(L)[1]) \to \Omega(L)[1]
\]

by using \( \mathcal{M}_{k+1;\ell}(F_0, J^0; \ast, L; \beta) \) in (18.28) in the same way.

**Definition 18.25.** Define a map

\[
\mathcal{J}^{b, b}_{(F_0, J)} : \Omega(M) \otimes \Lambda^+ \to CF_{dR}(L; \Lambda^+)
\]

by

\[
\mathcal{J}^{b, b}_{(F_0, J)}(h) = \sum_{\beta} \sum_{\ell=0}^{\infty} \sum_{k=0}^{\infty} q^{-\beta \cap \omega} \exp(b_{2,1} \cap \beta) q^{F, S \geq 0}_{\ell, k; \beta} (b_+^\ell, h, b_+^k). \tag{18.32}
\]

We also define

\[
\mathcal{J}^{b, b}_{(F, J)} : \Omega(M) \otimes \Lambda^+ \to CF_{dR}(L; \Lambda^+)
\]

by

\[
\mathcal{J}^{b, b}_{(F, J)}(h) = \sum_{\beta} \sum_{\ell=0}^{\infty} \sum_{k=0}^{\infty} q^{-\beta \cap \omega} \exp(b_{2,1} \cap \beta) q^{F, S \geq 0}_{\ell, k; \beta} (b_+^\ell, h, b_+^k). \tag{18.33}
\]
Lemma 18.26. We have
\[ \delta^b \circ \mathfrak{K}^{b,b}_{(F,J)} \pm \mathfrak{K}^{b,b}_{(F,J)} \circ d = \mathfrak{J}^{b,b}_{(F,J)} \circ \mathcal{P}^b_{(H_x,J)} \circ b - \mathfrak{J}^{b,b}_{(F_0,J)}. \]

Here \( b : \Omega^*(M) \otimes \Lambda^i \cong \Omega_{\dim M-*}(M) \otimes \Lambda^i \) as in (3.19).

Proof. This follows from Lemma 18.23 after considering the correspondence by using the moduli space in Lemma 18.23 (1). Indeed, the first term of left hand side corresponds to (18.27). The first and second terms of the right hand side correspond to (18.26) and (18.28), respectively. \( \square \)

We next construct a chain homotopy between \( \mathfrak{J}^{b,b}_{(F_0,J)} \) and \( i_{qm,b} \). Let \( \sigma \in [0, 1] \).

We replace (18.24) by
\[ \partial u / \partial \tau + J \left( \partial u / \partial t - \sigma X_{F_0}(u) \right) = 0 \] (18.34)
in Definition 18.22 to define \( \mathcal{M}_{k+1,\mathcal{C}}(\sigma, F_0, J; *, L; \beta) \). We put
\[ \mathcal{M}_{\mathcal{C}}(\sigma, F_0, J; *, L; \beta) = \bigcup_{\sigma \in [0, 1]} \{ \sigma \} \times \mathcal{M}_{k+1,\mathcal{C}}(\sigma, F_0, J; *, L; \beta). \]

We can prove a lemma similar to Lemmas 18.23, 18.24 using the compactification \( \mathcal{M}_{k+1,\mathcal{C}}([0, 1], F_0, J; *, L; \beta) \) in place of \( \mathcal{M}_{\mathcal{C}}(para,F,J; *, L; \beta) \) in (18.31) and (18.33), and define
\[ \mathfrak{K}^{b,b}_{(F_0,J)} : \Omega(M) \otimes \Lambda^i \rightarrow CF_{dR}(L; \Lambda^i). \]

Then in a similar way we can show
\[ \delta^b \circ \mathfrak{K}^{b,b}_{(F_0,J)} \pm \mathfrak{K}^{b,b}_{(F_0,J)} \circ d = \mathfrak{J}^{b,b}_{(F_0,J)} - i_{qm,b}. \]

Combining this with Lemma 18.4 we finish the proof of Proposition 18.21. \( \square \)

18.5. Heavyness of \( L \). We are now ready to complete the proofs of Proposition 18.9 and Theorem 18.8.

Proof of Proposition 18.9. For \( \epsilon > 0 \) we take \( x \in F^\lambda \text{CF}(M, H; \Lambda^i) \cong F^{-\lambda} \text{CF}(M, H; \Lambda) \) such that \( [x] = \mathcal{P}^b_{(H_x,J;*,a)}(a^*) \) and \( \lambda \leq \rho^b(H; a) + \epsilon \). By Proposition 18.19 we have
\[ \mathfrak{J}^{b,b}_{(F,J)}(x) \in F^{\lambda + R + \epsilon} \text{CF}(L; \Lambda^i). \] (18.35)

On the other hand, Proposition 18.21 shows that
\[ [\mathfrak{J}^{b,b}_{(F,J)}(x)] = \mathfrak{J}^{b,b,* \mathcal{C}}_{(F,J)} \circ \mathcal{P}^b_{(H_x,J;*,a)} = i_{qm,b}(a). \]

Therefore
\[ \lambda + R + \epsilon \geq \rho^b_L(a) \]
by definition. It implies
\[ \rho^b(H; a) + 2\epsilon \geq \rho^b_L(a) - R. \]

The proof of Proposition 18.9 is complete. \( \square \)
Proof of Theorem 18.8. We first prove (1). By Remark 18.6 it suffices to prove $\mu^b_c$-heavyness. Let $H : M \times S^1 \to \mathbb{R}$ be a normalized periodic Hamiltonian. We put

$$H(n)(t, x) = nH(nt - \lfloor nt \rfloor, x),$$

(18.36)

where $c$ is the largest integer such that $c \geq [c]$. It is easy to see that $\bar{\psi}_{H(n)} = (\bar{\psi}_H)^n$. We apply Proposition [18.9] to $H(n)$ and obtain

$$\rho^b((\bar{\psi}_H)^n; e) = n\inf\{-H(t, x) \mid t \in S^1, x \in L\} + \rho^b_L(e).$$

Therefore by definition we have

$$\mu^b_c(\bar{\psi}_H) \geq \vol_\omega(M) \inf\{-H(t, x) \mid t \in S^1, x \in L\}.$$

Thus Theorem 18.8 (1) is proved.

We turn to the proof of (2). Again it suffices to prove $\mu^b_c$-superheavyness.

We use our assumption to apply Lemma [16.5] and obtain

$$\rho^b((\bar{\psi}_H)^n; e) \leq 3\vol(e) - \rho^b((\bar{\psi}_H)^{-n}; e).$$

(18.37)

We put $\bar{H}(t, x) = -H(1 - t, x)$ and then obtain $\bar{H}(n)$ as in (18.36). We then apply Proposition [18.9] to $\bar{H}(n)$ and obtain

$$\rho^b((\bar{\psi}_H)^{-n}; e) = \inf\{-H(t, x) \mid t \in S^1, x \in L\} + \rho^b_L(e).$$

(18.38)

By (18.37) and (18.38) we have

$$\rho^b((\bar{\psi}_H)^n; e) \leq n\inf\{-H(t, x) \mid t \in S^1, x \in L\} + 3\vol(e) - \rho^b_L(e).$$

Therefore

$$\mu^b_c(\bar{\psi}_H) \leq \vol_\omega(M) \sup\{-H(t, x) \mid t \in S^1, x \in L\}.$$

as required. The proof of Theorem 18.8 is now complete. \(\square\)

19. Linear independence of quasimorphisms.

In this section we prove Corollary 1.10. We use the same notations as those in this corollary. Let $U_i, i = -N, \ldots, N$ be open sets such that $\bigcup_i U_i$ is disjoint for $i \neq j$ and $L_i \subseteq U_i$ for $i = 1, \ldots, N$. For $i = -N, \ldots, N$, let $\rho_i$ be nonnegative smooth functions on $M$ such that $\text{supp} \rho_i \subseteq U_i (i = -N, \ldots, N)$, $\rho_i \equiv 1$ on $L_i$ ($i = 1, \ldots, N$), and $\int_M \rho_i \omega^n = c$ where $c > 0$ is independent of $i$ ($i = 1, \ldots, N$). We then put

$$H_i = \vol_\omega(M)^{-1}(\rho_i - \rho_{-i})$$

and regard them as time independent normalized Hamiltonian functions. We put $\bar{\psi}_i = \psi_{H_i}$. Since the support of $H_i$ is disjoint from that of $H_j$ it follows that $\bar{\psi}_i$ for $i \neq j$ commutes with $\bar{\psi}_j$. Namely they generate a subgroup isomorphic to $\mathbb{Z}^N$.

For $(k_1, \ldots, k_N) \in \mathbb{Z}^N$ we consider

$$\bar{\phi} = \prod_{i=1}^N \bar{\psi}_{k_i}.$$

Note that $\bar{\phi} = \bar{\psi}_H$ where $H = \sum_{i=1}^N k_i H_i$. Since $L_i$ is $\mu^b_{c_i}$-superheavy and $\mu^b_{c_i}$-heavyness, we have

$$\vol_\omega(M) \inf\{-H(x) \mid x \in L_i\} \leq \mu^b_{c_i}(\bar{\phi}) \leq \vol_\omega(M) \sup\{-H(x) \mid x \in L_i\}.$$

Therefore $\mu^b_{c_i}(\bar{\phi}) = -k_i$. The proof of Corollary 1.10 is complete. \(\square\)
Part 5. Applications

In this chapter, we provide applications of the results obtained in the previous chapters. Especially combining them with the calculations we carried out in a series of papers \[FOOO2, FOOO3, FOOO6\] in the case of toric manifolds, we prove Corollary 1.4 and Theorem 1.11 for the case of \(k \geq 2\) points blow up of \(\mathbb{C}P^2\). The latter example has been studied in \[FOOO3\]. We also examine a continuum of Lagrangian tori in \(S^2 \times S^2\) discovered by the present authors in \[FOOO5\] and prove Theorem 1.11.

20. Lagrangian Floer theory of toric fibers: review

20.1. Toric manifolds: review. In this subsection we review a very small portion of the theory of toric variety. See for example \[Ful\] for a detailed account of toric varieties.

Let \((M, \omega, J)\) be a Kähler manifold, where \(J\) is its complex structure and \(\omega\) its Kähler form. Let \(n\) be the complex dimension of \(M\). We assume \(n\) dimensional real torus \(T^n = (S^1)^n\) acts effectively on \(M\) such that \(J\) and \(\omega\) are preserved by the action. We call such \((M, \omega, J)\) a Kähler toric manifold if the \(T^n\) action has a moment map in the sense we describe below. Hereafter we simply say \((M, \omega, J)\) (or \(M\)) is a toric manifold.

Let \((M, \omega, J)\) be as above. We say a map \(\pi = (\pi_1, \ldots, \pi_n) : M \to \mathbb{R}^n\) is a moment map if the following holds. We consider the \(i\)-th factor \(S^1_i\) of \(T^n\). (Here \(i = 1, \ldots, n\).) Then \(\pi_i : M \to \mathbb{R}\) is the moment map of the action of \(S^1_i\). In other words, we have the following identity of \(\pi_i\)

\[2\pi d\pi_i = \omega(\cdot, \overline{t}_i) \quad (20.1)\]

where \(\overline{t}_i\) is the Killing vector field associated to the action of the circle \(S^1_i\) on \(X\).

Remark 20.1. We put \(2\pi\) in Formula (20.1) in order to eliminate this factor from (20.5). See Remark 20.3.

Let \(u \in \text{Int} P\). Then the inverse image \(\pi^{-1}(u)\) is a Lagrangian submanifold which is an orbit of the \(T^n\) action. We put

\[L(u) = \pi^{-1}(u). \quad (20.2)\]

This is a Lagrangian torus.

It is well-known that \(P = \pi(M)\) is a convex polytope. We can find a finitely many affine functions \(\ell_j : \mathbb{R}^n \to \mathbb{R} (j = 1, \ldots, m)\) such that

\[P = \{u \in \mathbb{R}^n \mid \ell_j(u) \geq 0, \quad \forall j = 1, \ldots, m\}\].

We put \(\partial_j P = \{u \in P \mid \ell_j(u) = 0\}\) and \(D_j = \pi^{-1}(\partial_j P)\). (\(\dim\partial_j P = n - 1\.) \(D_1 \cup \cdots \cup D_m\) is called the toric divisor.

Moreover we may choose \(\ell_j\) so that the following holds.

Condition 20.2. (1) We put

\[d\ell_j = d\overline{t}_j = (v_{j,1}, \ldots, v_{j,n}) \in \mathbb{R}^n.\]

Then \(v_{j,i} \in \mathbb{Z}\).

(2) Let \(p\) be a vertex of \(P\). Then the number of faces \(\partial_j P\) which contain \(p\) is \(n\). Let \(\partial_j_1 P, \ldots, \partial_j_n P\) be those faces. Then \(\overline{t}_{j_1}, \ldots, \overline{t}_{j_n}\) (which is contained in \(\mathbb{Z}^n\) by item (1)) is a basis of \(\mathbb{Z}^n\).
The affine functions $\ell_j$ have the following geometric interpretation. Let $u \in \text{Int} P$. There exists $m$ elements $\beta_j \in H_2(M, L(u); \mathbb{Z})$ such that

$$\beta_j \cap D_{j'} = \begin{cases} 1 & j = j', \\ 0 & j \neq j'. \end{cases}$$

(20.4)

The existence of such $\ell_j$ and the property above is proved in [Gu] Theorem 4.5. Then the following area formula

$$\int_{\beta_j} \omega = \ell_j(u)$$

(20.5)

is proved in [CO] Theorem 8.1. (See [FOOO2] Section 2 also.)

**Remark 20.3.** Note in [CO] Theorem 8.1, [FOOO2] Section 2 there is a factor $2\pi$ in the right hand side of (20.5). We eliminate it by slightly changing the notation of $T$. For $k, \ell$ we let $e_k, e_\ell$ be the canonical unit of $\mathbb{Z}$ whose basis is the canonical unit of $\mathbb{Q}$; $e_k \neq e_\ell$. We put $\hat{H}_{k, \ell}(M, L(u); \mathbb{Z}) \cong H^2(M, L(u); \mathbb{Z})$ such that the homomorphism induced by the inclusion $H^2(M, L(u); \mathbb{Z}) \rightarrow H^2(M, L(u); \mathbb{Z})$ restricts to an isomorphism from $\hat{H}_{k, \ell}$ to $H^2(M, L(u); \mathbb{Z})$. For $k = 0$ we have an isomorphism

$$\hat{H}^0 \cong \mathbb{C} \cong H^0(M, \mathbb{C}),$$

whose basis is the canonical unit of $H^0(M, \mathbb{C})$. We note that the odd degree cohomology of toric manifolds are all trivial.

We put $H = \bigoplus_{j=0}^n H^{2k}$. We take its basis $\{PD([D_a]) \mid a = 0, \ldots, B\}$ so that $D_0 = [M]$ (whose Poincaré dual is the unit), each of $D_1, \ldots, D_B$ is an irreducible component of the toric divisor ($D_B = \text{rank} H_2(M; \mathbb{Q})$ and $D_{B+1}, \ldots, D_B$ are transversal intersection of irreducible components of the toric divisors. ($B+1 = \text{rank} H_2(M; \mathbb{Q})$). We put $e^M = PD([D_a])$.

We put $B = \{1, \ldots, B\}$ and denote the set of all maps $p : \{1, \ldots, \ell\} \rightarrow B$ by $\text{Map}(\ell, B)$. We write $[p] = \ell$ if $p \in \text{Map}(\ell, B)$.

For $k, \ell \in \mathbb{Z}_{\geq 0}$ and $\beta \in H_2(M, L(u); \mathbb{Z})$ we define a fiber product

$$\mathcal{M}_{k+1; \ell}(L(u); \beta; p) = \mathcal{M}_{k+1; \ell}(L(u); \beta)_{(e_{u_1}, \ldots, e_{u_\ell})} \times_{\mathcal{M}_L} \prod_{i=1}^{\ell} D(i),$$

(20.9)
where $\mathcal{M}_{k+1,\ell}(L(u); \beta)$ is a moduli space defined in Definition 17.2 and Proposition 17.3.

Let $\mathcal{S}_\ell$ be the symmetric group of order $\ell!$. It acts on $\mathcal{M}_{k+1,\ell}(L(u); \beta)$ as the permutation of the interior marked points. We define $\sigma \cdot p = p \circ \sigma^{-1}$. They induce a map $\sigma_* : \mathcal{M}_{k+1,\ell}(L(u); \beta; p) \to \mathcal{M}_{k+1,\ell}(L(u); \beta; \sigma \cdot p)$.

Since $L(u)$ is a $T^n$ orbit, $\mathcal{M}_{k+1,\ell}(L(u); \beta; p)$ has a $T^n$ action induced by one on $M$. To describe the boundary of $\mathcal{M}_{k+1,\ell}(L(u); \beta; p)$ we need a notation. We will define a map

$$\text{Split} : \text{Shuff}(\ell) \times \text{Map}(\ell, B) \to \bigcup_{\ell_1 + \ell_2 = \ell} \text{Map}(\ell_1, B) \times \text{Map}(\ell_2, B),$$

(20.10)
as follows: Let $p \in \text{Map}(\ell, B)$ and $(L_1, L_2) \in \text{Shuff}(\ell)$. We put $\ell_j = \#(L_j)$ and let $i_j : \{1, \ldots, \ell_j\} \cong L_j$ be the order preserving bijection. We consider the map $p_j : \{1, \ldots, \ell_j\} \to B$ defined by $p_j(i) = p(i_j(i))$, and set

$$\text{Split}((L_1, L_2), p) := (p_1, p_2).$$

Lemma 20.4.

1. $\mathcal{M}_{k+1,\ell}(L(u); \beta; p)$ has a Kuranishi structure with corners.
2. The Kuranishi structure is invariant under the $T^n$ action.
3. Its boundary is described by the union of fiber products:

$$\mathcal{M}_{k_1+1;\#L_1}(L(u); \beta_1; p_1) \times_{\text{ev}_0^{\beta_1}} \mathcal{M}_{k_2+1;\#L_2}(L(u); \beta_2; p_2)$$

(20.11)

where the union is taken over all $(L_1, L_2) \in \text{Shuff}(\ell)$, $k_1, k_2$ with $k_1 + k_2 = k$ and $\beta_1, \beta_2 \in H_2(M, L(u); \mathbb{Z})$ with $\beta = \beta_1 + \beta_2$. We put $\text{Split}((L_1, L_2), p) = (p_1, p_2)$.

4. The dimension is

$$\dim \mathcal{M}_{k+1,\ell}(L(u); \beta; p) = n + \mu_{L(u)}(\beta) + k - 2 + 2\ell - \sum_{i=1}^{\ell} 2 \deg D_{p(i)}.$$  

(20.12)

5. The evaluation maps $\text{ev}_i^{\beta}$ at the boundary marked points of $\mathcal{M}_{k+1,\ell}(L(u); \beta)$ define a strongly continuous smooth map on $\mathcal{M}_{k+1,\ell}(L(u); \beta; p)$, which we denote by $\text{ev}_i^{\beta}$ also. It is compatible with (3).
6. We can define an orientation of the Kuranishi structure so that it is compatible with (3).
7. $\text{ev}_0^{\beta}$ is weakly submersive.
8. The Kuranishi structure is compatible with the action of the symmetry group $\mathcal{S}_\ell$.
9. The Kuranishi structure is compatible with the forgetful map of the $i$-th boundary marked point for $i = 1, \ldots, k$. (We do not require the compatibility with the forgetful map of the 0-th marked point.)

Lemma 20.4 is proved in [FOOO3] Section 6.

Lemma 20.5. There exists a system of multisectons on $\mathcal{M}_{k+1,\ell}(L(u); \beta; p)$ with the following properties:

1. They are transversal to 0.
2. They are invariant under the $T^n$ action.
3. They are compatible with the description of the boundary in Lemma 20.4 (3).
4. The restriction of $\text{ev}_0^{\beta}$ to the zero set of this multisection is a submersion.
5. They are invariant under the action of $\mathcal{S}_\ell$. 

(6) The multisection is compatible with the forgetful map of the i-th boundary marked point for $i = 1, \ldots, k$.

This is also proved in \cite{FOOO3} Section 6. We note that (4) is a consequence of (2).

Let $h_1, \ldots, h_k \in \Omega(L(u))$. We then define a differential form on $L(u)$ by

$$q^T_{\ell,k;\beta}(p; h_1, \ldots, h_k) = (ev_0^0)!(ev_1^0, \ldots, ev_k^0)^*(h_1 \wedge \cdots \wedge h_k),$$

(20.13)

where we use the evaluation map

$$(ev_0^0, \ldots, ev_k^0) : M_{k+1,\ell}(L(u); \beta; p) \to L(u)^{k+1}$$

and $(ev_0^0)$ is the integration along the fiber. Here the superscript $T$ stands for $T^n$ equivariance. By Lemma 20.5 (4) integration along fiber is well-defined. By Lemma 20.5 (5), the operation (20.13) is invariant under permutation of the factors of $p$. Therefore by the $C$ linearity, we define

$$q^T_{\ell,k;\beta} : E_\ell(H[2]) \otimes B_k(\Omega(L(u))[1]) \to \Omega(L(u))[1].$$

(20.14)

We identify the de Rham cohomology group $H(L(u); \mathbb{C})$ of $L(u)$ with the set of $T^n$ invariant differential forms on $L(u)$. By Lemma 20.5 (2), the operations $q^T_{\ell,k;\beta}$ induce

$$q^T_{\ell,k;\beta} : E_\ell(H[2]) \otimes B_k(H(L(u); \mathbb{C})[1]) \to H(L(u); \mathbb{C})[1].$$

(20.15)

In the case $\beta = \beta_0 = 0$, we define $q^{T}\beta_0$ by (18.18). The operators $q^T_{\ell,k;\beta}$ satisfy the conclusion of Theorem 17.4. We use it in the same way as in Definition 17.7 to define $m^{T,b}$ for $b = (b_0, b_{2;1}, b_+, b_+)$. We have thus obtained a filtered $A_\infty$ algebra $(CF_{dR}(L(u); \Lambda_0), \{m^{T,b}_k\}_{k=0}^\infty)$ with

$$CF_{dR}(L(u); \Lambda_0) = \Omega(L(u)) \hat{\otimes} \Lambda_0.$$  

This is the filtered $A_\infty$ algebra we use in \cite{FOOO3}. (In \cite{FOOO3} $q^T$ is denoted by $q^{dR}$.) In particular, if $m^{T,b}_0(1) \equiv 0 \mod e_L \Lambda_+$, we have $m^{T,b}_1 = 0$. We put $\delta^{T,b} = m^{T,b}_1$ and define

$$HF_T((L, b); \Lambda_0) = \frac{\ker \delta^{T,b}}{\im \delta^{T,b}}.$$  

(20.16)

We put subscript $T$ in the notation to indicate that we are using a $T^n$-equivariant perturbation. In a series of papers \cite{FOOO2, FOOO3, FOOO6} we studied Floer cohomology (20.10) and described its nonvanishing property in terms of the critical point theory of certain non-Archimedean analytic function, called the potential function. Explanation of this potential function is in Subsection 20.4.

20.3. Relationship with the Floer cohomology in Section 17. To apply the Floer cohomology (20.10) for the purpose of studying spectral invariants, we need to show that (20.16) is isomorphic to the Floer cohomology we used in Chapter 3. We use the next proposition for this purpose. We denote $b^{(0)} = (b_0, b_{2;1}, b_+, 0)$ as before.

**Proposition 20.6.** The filtered $A_\infty$ algebra $(CF_{dR}(L(u); \Lambda_0), \{m^{T,b}_k\}_{k=0}^\infty)$ is homotopy equivalent to $(CF_{dR}(L(u); \Lambda_0), \{m^{T,b_0}_k\}_{k=0}^\infty)$ as a unital filtered $A_\infty$ algebra.
Here the first filtered $A_\infty$ algebra is defined in Definition 17.7 and the second one is defined at the end of Subsection 20.2. Proposition 20.6 is the de Rham version of the filtered $A_\infty$ algebra associated to a Lagrangian submanifold, which was established in [FOOO1] Theorem A. Since the details of the construction we are using here is slightly different from those in [FOOO1], we give a proof of Proposition 20.6 in Section 28 for completeness’ sake.

Let $e_L = 1$ be the differential 0-form on $L$ which is the unit of our filtered $A_\infty$ algebra. We put:

$$
\widehat{M}_{\text{weak, def}}(L(u); \Lambda_{+}; b^{(0)})
= \left\{ b_{+} \in H^{\text{odd}}(L(u); \Lambda_{+}) \left| \sum_{k=0}^{\infty} m_k^{\Lambda_{+}}(b_{+}^k) \equiv 0 \pmod{e_L \Lambda_{+}} \right. \right\}
$$

and

$$
\widehat{M}_{\text{weak, def}}^{T}(L(u); \Lambda_{+}; b^{(0)})
= \left\{ b_{+} \in H^{\text{odd}}(L(u); \Lambda_{+}) \left| \sum_{k=0}^{\infty} m_k^{T, \Lambda_{+}}(b_{+}^k) \equiv 0 \pmod{e_L \Lambda_{+}} \right. \right\}.
$$

We write $b_{(+)} = (b_0, b_{2,1}, b_{+}, b_{+})$. Then

$$
b_{+} \in \widehat{M}_{\text{weak, def}}(L(u); \Lambda_{0})
$$

and $b_{+} \in \widehat{M}_{\text{weak, def}}^{T}(L(u); \Lambda_{+}; b^{(0)})$.

Similar fact holds for $b_{+} \in \widehat{M}_{\text{weak, def}}^{T}(L(u); \Lambda_{+}; b^{(0)})$.

Proposition 20.6 and the homotopy theory of filtered $A_\infty$ algebras as given in [FOOO1] Chapter 4 immediately imply the following:

**Corollary 20.7.** There exists a map

$$
\mathfrak{J}_{+} : \widehat{M}_{\text{weak, def}}^{T}(L(u); \Lambda_{+}; b^{(0)}) \to \widehat{M}_{\text{weak, def}}(L(u); \Lambda_{+}; b^{(0)})
$$

such that for each $b_{+} \in \widehat{M}_{\text{weak, def}}^{T}(L(u); \Lambda_{+}; b^{(0)})$ there exists a chain homotopy equivalence

$$
\mathfrak{J}_{+}^{b_{+}} : (CF(L(u)); \Lambda), \delta^{T, b_{+}} \to (CF(L(u)); \Lambda), \delta^{b_{+}}(\mathfrak{J}_{+})
$$

that preserves the filtration.

We note that $\mathfrak{J}_{+}$ induces an isomorphism after taking gauge equivalence. We do not use this fact in this paper.

We next use $q_{T,k,\beta}$ in place of $q_{L,k,\beta}$ in (20.17) to define a chain map

$$
i_{T,q_{\text{qm}, b}} : (\Omega(M) \otimes \Lambda, d) \to (CF(L(u)); \Lambda), \delta^{T, b}.
$$

**Lemma 20.8.** $\mathfrak{J}_{+}^{b_{+}} \circ i_{T,q_{\text{qm}, b}}$ is chain homotopic to $i_{T,q_{\text{qm}, b}}$.

The proof is parallel to Proposition 20.6 and is given in Section 28. Now the following is an immediate consequence.

**Corollary 20.9.** When we replace $HF((L, b); \Lambda)$ by $HF_T((L, b); \Lambda)$ and $i_{T,q_{\text{qm}}}$ by $i_{T,q_{\text{qm}}}$ respectively, Theorem 18.8 holds.
20.4. Properties of Floer cohomology $HF_T((L, b); \Lambda)$: review. We now go back to the study of Floer cohomology $HF_T((L, b); \Lambda)$ which was established in [FOOO2, FOOO3] and which we also reviewed in Subsection 20.2.

**Proposition 20.10.** If $b_+ \in H^1(L(u); \Lambda_+)$, then
\[ m_{0T, b(b_+)}(1) \equiv 0 \mod e_L \Lambda_+. \]

This is nothing but [FOOO2] Proposition 4.3 and [FOOO3] Proposition 3.1. We omit its proof and refer readers the above references for the details. The proof is based on a dimension counting argument. We remark that the proof of Proposition 20.10 does not work if we replace $m_{0T, b(b_+)}$ by $m_{0T, b(b_+)}$. This is because we used a continuous family of multisections for the definition of $m_{b(b_+)}$ in Section 17. So the above mentioned dimension counting argument cannot apply. (See [FOOO6] Remark 18.2.) Actually this is the reason why we use cycles $D_\alpha$ instead of differential forms to represent cohomology classes of $M$ in [FOOO2, FOOO3] and in this section.

Now we consider $b^{(0)} = (b_0, b_{2;1}, b_+, 0)$ and $b_+ \in H^1(L(u); \Lambda_+)$. By Proposition 20.10 we have
\[ b(b_+) \in \mathcal{N}_{\text{weak,def}}^T(L(u); \Lambda_+). \]  

We use the identification (20.8) to regard $b(b_+) = (b_0, b_{2;1}, b_+, b_+)$ as an element of $H_{\text{even}}^1(M; \Lambda_0) \oplus H^1(L(u); \Lambda_0)$. So hereafter we define $HF_T((L(u), (b, b)); \Lambda_0)$ for $b \in H_{\text{even}}^1(M; \Lambda_0)$ and $b \in H^1(L(u); \Lambda_0)$. This is the Floer cohomology we studied in [FOOO3].

We define
\[ \mathfrak{PDO}^u : H_{\text{even}}^1(M; \Lambda_0) \times H^1(L(u); \Lambda_0) \to \Lambda_+ \]
by
\[ m_{0T, (b, b)}(1) = \mathfrak{PDO}^u(b, b) e_L. \]  

We now review the results of [FOOO2, FOOO3] on the potential function $\mathfrak{PDO}^u$ and how the Floer cohomology is related to it.

We fix a basis $\{ e_i \}_{i=1}^n$ of $H^1(L(u); \mathbb{Z})$. Identifying $L(u)$ with $T^n$ by the action, we can find a basis $\{ e_i \}_{i=1}^n$ for all $u \in P$ in a canonical way. Let $b \in H^1(L(u); \Lambda_0)$ we write it as
\[ b = \sum x^n_i e_i \]
(20.21)
where $x^n_i \in \Lambda_0$. Thus $(x^n_1, \ldots, x^n_n)$ is a coordinate of $H^1(L(u); \Lambda_0)$. (To specify that it is associated with $L(u)$ we put $u$ in the expression $x^n_i$ above.) Let $x^n_0 = x^n_{i,0} + x^n_{i,+}$ where $x^n_{i,0} \in \mathbb{C}$ and $x^n_{i,+} \in \Lambda_+$. We put
\[ y^n_i = \exp(x^n_{i,0}) \exp(x^n_{i,+}) \in \Lambda_0 \setminus \Lambda_+. \]  

We note that $\exp(x^n_{i,0}) \in \mathbb{C} \setminus \{0\}$ makes sense in the usual Archimedean sense, and
\[ \exp(x^n_{i,+}) = \sum_{k=0}^{\infty} (x^n_{i,+})^k / k! \]
converges in $T$-adic topology.

Let $S^1_i$ be the $i$-th factor of $T^n$ which corresponds to the basis element $e_i$. We choose our moment map $\pi : M \to \mathbb{R}^n$ so that its $i$-th component is the moment map of the $S^1_i$ action. In this way we fix the coordinate of the affine space $\mathbb{R}^n$ which contains $P$. Note that there is still a freedom to choose the origin $0 \in \mathbb{R}^n$. We do not specify this choice since it does not affect the story.
Let \( u = (u_1, \ldots, u_n) \in P \). We put
\[
y_i = T^{u_i} y_i^u.
\] (20.23)
We do not put \( u \) in the notation \( y_i \) above. This is justified by Theorem 20.13.

**Remark 20.11.** For the notational convenience we assume \( 0 \in P \). Then we will have \( y_i = y_i^0 \).

With respect to the above coordinates, we may regard \( \mathfrak{P} \mathcal{O}^u \) as a function on
\[
\mathfrak{P} \mathcal{O}^u(v, b) = \mathfrak{P} \mathcal{O}^u(x_1^u, \ldots, x_n^u)
\]
where \( x_k^u \) \((k = 1, \ldots, n)\) are the variables defined as in (20.22).

As we will see in Theorem 20.14 \( \mathfrak{P} \mathcal{O}^u \) becomes a function of \( y_1, \ldots, y_n \) and then it will be independent of \( u \). Actually it is contained in an appropriate completion of the Laurent polynomial ring \( \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \). Description of this completion is in order now. By (20.23), there exists an isomorphism
\[
\Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \cong \Lambda[y_1^u, \ldots, y_n^u, (y_1^u)^{-1}, \ldots, (y_n^u)^{-1}]
\]
for any \( u \in P \). In other words any element of \( \mathfrak{P} \in \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \) can be written as a finite sum
\[
\mathfrak{P} = \sum_{k_1, \ldots, k_n} a_{k_1, \ldots, k_n} (y_1^u)^{k_1} \ldots (y_n^u)^{k_n}.
\] (20.24)
Note \( a_{k_1, \ldots, k_n} \in \Lambda \) are zero except for a finite number of them. We define
\[
v_u(\mathfrak{P}) = \min\{v_T(a_{k_1, \ldots, k_n}) \mid a_{k_1, \ldots, k_n} \neq 0\}.
\] (20.25)
This is a non-Archimedean valuation defined on \( \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \). We put
\[
v_P(\mathfrak{P}) = \inf\{v_u(\mathfrak{P}) \mid u \in P\}.
\]
This is a norm (but not a valuation) and
\[
d_P(\mathfrak{P}, \Omega) = \exp^{-v_P(\mathfrak{P} - \Omega)}
\] (20.26)
defines a metric on \( \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \).

For \( \epsilon > 0 \), denote
\[
P_\epsilon = \{u \in P \mid \forall \ell_i(u) \geq \epsilon\}.
\]
We define another metric on \( \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \) by
\[
d_P(\mathfrak{P}, \Omega) = \sum_{n=n_0}^{\infty} 2^{-n} \exp^{-v_{P,\epsilon}(\mathfrak{P} - \Omega)}.
\] (20.27)
(Here we take \( n_0 \) sufficiently large so that \( P_{1/n_0} \) is nonempty.) This series obviously converges because \( v_{P,\epsilon} \leq v_P, \) if \( \ell' < \epsilon \).

**Definition 20.12.** We denote the completion of \( \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \) with respect to the metric \( d_P \) by \( \Lambda(\ll y, y^{-1} \gg)^P \).

We denote by \( \Lambda(\ll y, y^{-1} \gg)^P \) the completion of \( \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}] \) with respect to the metric \( d_P \).

In other words, \( \Lambda(\ll y, y^{-1} \gg)^P \) (resp. \( \Lambda(\ll y, y^{-1} \gg)^P \)) is the set of all \( \mathfrak{P} \)'s such that for any \( u \in P \) (resp. \( u \in \text{Int } P \)) we may write \( \mathfrak{P} \) as a possibly infinite sum of the form (20.24) such that \( \lim_{|k_1| + \cdots + |k_n| \to \infty} v_T(a_{k_1, \ldots, k_n}) = +\infty \).
Remark 20.13. In [FOOO3], we used a slightly different notation $\Lambda^P \langle y, y^{-1} \rangle$ instead of $\Lambda \langle y, y^{-1} \rangle^P$.

Now we have:

**Theorem 20.14.** If $b \in H^\text{even}(M; \Lambda_0)$, then

$$P \Omega^u_b \in \Lambda \langle y, y^{-1} \rangle^P.$$  \hspace{1cm} (20.28)

If $b \in H^\text{even}(M; \Lambda_+)$, then

$$P \Omega^u_b \in \Lambda \langle y, y^{-1} \rangle^P.$$  \hspace{1cm} (20.29)

We explain the meaning of (20.28). Let $P \in \Lambda \langle y, y^{-1} \rangle^P$ and $u \in \text{Int} P$. As we mention above $P$ is written as a series of the form (20.24) with

$$\lim_{|k_1| + \cdots + |k_n| \to \infty} v^T(a_{k_1, \ldots, k_n}) = +\infty.$$  

Let $b = \sum x_i u_i e_i$. Then by putting (20.22) and plugging it in (20.24) the series converges in $T$-adic topology and we obtain an element of $\Lambda$. Thus we obtain a function

$$P^u : H^1(L(u); \Lambda) \to \Lambda.$$  

The statement (20.28) means that there exists $\Psi \in \Lambda \langle y, y^{-1} \rangle^P$ such that the above $\Psi^u$ coincides with $P \Omega^u_b$ for any $u \in \text{Int} P$. (We note that we require $\Psi$ to be independent of $u$.) The meaning of (20.29) is similar.

Actually we can show the following:

**Lemma 20.15.** Let $\Psi \in \Lambda \langle y, y^{-1} \rangle^P$. Then $\Psi$ is written as a series

$$\Psi = \sum a_{k_1, \ldots, k_n} y_1^{k_1} \cdots y_n^{k_n}$$ \hspace{1cm} (20.30)

which converges in $d_P$ topology. For any $(\eta_1, \ldots, \eta_n) \in \Lambda^n$ with

$$(v^T(\eta_1), \ldots, v^T(\eta_n)) \in \text{Int} P$$

the series

$$\sum a_{k_1, \ldots, k_n} \eta_1^{k_1} \cdots \eta_n^{k_n}$$ \hspace{1cm} (20.31)

converges in $T$-adic topology.

Let $\Psi \in \Lambda \langle y, y^{-1} \rangle^P$. Then $\Psi$ is written as a series (20.30) which converges in $d_P$ topology. For any $(\eta_1, \ldots, \eta_n) \in \Lambda^n$ with

$$(v^T(\eta_1), \ldots, v^T(\eta_n)) \in P$$

the series (20.31) converges in $T$-adic topology.

The proof is elementary and is omitted.

Theorem 20.14 is [FOOO3] Theorem 3.14. We do not discuss its proof in this paper but refer to [FOOO3] for the details.

We next discuss the relationship between the potential function and the non-vanishing of Floer cohomology. We first note that we can define the logarithmic derivative

$$y_i \frac{\partial \Psi}{\partial y_i}$$ \hspace{1cm} (20.32)
for an element $\Psi$ of $\Lambda\langle y, y^{-1}\rangle_P$. In fact, regarding the expression (20.30) of $\Psi$ as a power series, we define

$$y_i \frac{\partial \Psi}{\partial y_i} = \sum_{k_1, \ldots, k_n} a_{k_1, \ldots, k_n} k_i y_1^{k_1} \cdots y_n^{k_n}.$$  

It is easy to see that this series converges with respect to $d_P$-topology and defines an element of $\Lambda\langle y, y^{-1}\rangle_P$.

**Definition 20.16.** Let $\Psi \in \Lambda\langle y, y^{-1}\rangle_P$ and $\eta = (\eta_1, \ldots, \eta_n) \in \Lambda^n$ with $(v_T(\eta_1), \ldots, v_T(\eta_n)) \in \text{Int} P$.

We say that $\eta$ is a critical point of $\Psi$ if it satisfies

$$y_i \frac{\partial \Psi}{\partial y_i}(\eta) = 0$$

for all $i = 1, \ldots, n$.

For each critical point $\eta$, we define a point $u(\eta) \in \text{Int} P$ by

$$u(\eta) = (v_T(\eta_1), \ldots, v_T(\eta_n)), \quad (20.33)$$

and an element $b = b(\eta) \in H^1(L(u(\eta)), \Lambda)$ by

$$x(\eta)_i = \log(T^{-v_T(\eta_1)}), \quad b(\eta) = \sum x(\eta)_i e_i. \quad (20.34)$$

Here the meaning of $\log$ in (20.34) is as follows. Note that $v_T(T^{-v_T(\eta_1)} y_1) = 0$.

Therefore we can write

$$T^{-v_T(\eta_1)} y_1 = c_1 (1 + c_2)$$

for some $c_1 \in \mathbb{C} \setminus \{0\}$, $c_2 \in \Lambda_+$. Then we define

$$\log(T^{-v_T(\eta_1)} y_1) = \log c_1 + \sum_{n=1}^{\infty} (-1)^n \frac{c_2^{n+1}}{n+1}.$$  

(Here we choose a branch of $\log c_1$ so that its imaginary part lies in $[0, 2\pi)$, for example.)

**Theorem 20.17.** Let $b \in H^{even}(M; \Lambda_0)$. If $\eta$ is a critical point of $\Psi \Omega_b$, $HF((L(u(\eta))), (b, b(\eta)); \Lambda) \cong H(T^n; \Lambda)$.

Conversely if

$$HF((L(u), (b, b)); \Lambda) \neq 0,$$

there exists a critical point $\eta$ of $\Psi \Omega_b$ such that

$$u = u(\eta), \quad b = b(\eta).$$

Theorem 20.17 is [FOOO3] Theorem 5.5. We refer readers to [FOOO3] for its proof.

We next describe the relation of $\Psi \Omega_b$ to the quantum cohomology. Consider the closed ideal of the Frechet ring $\Lambda\langle y, y^{-1}\rangle_P$ generated by \{\(y_i \frac{\partial \Psi}{\partial y_i} : i = 1, \ldots, n\}\}. We denote the quotient ring by

$$\text{Jac}(\Psi \Omega_b; \Lambda) = \frac{\Lambda\langle y, y^{-1}\rangle_P}{\text{Clos}_d \left(y_i \frac{\partial \Psi}{\partial y_i} : i = 1, \ldots, n\right)}.$$
which we call the Jacobian ring of $\mathfrak{P}\mathcal{O}_b$. We define a map
\[ \mathfrak{k}_b : H(M; \Lambda) \to \text{Jac}(\mathfrak{P}\mathcal{O}_b; \Lambda) \]
called Kodaira-Spencer map as follows. Let $e_i^M$ be a basis of $H(M; \mathbb{Q})$. We write an element of $H(M; \Lambda)$ as $\sum w_i e_i^M$, $w_i \in \Lambda$. We may express $\mathfrak{P}\mathcal{O}_b = \sum a_{k_1, \ldots, k_n}(b) y_1^{k_1} \cdots y_n^{k_n}$, where $a_{k_1, \ldots, k_n}(b)$ is a function of $w_i$ (where $b = \sum w_i e_i^M$). Then $a_{k_1, \ldots, k_n}(b)$ is a formal power series of $w_i$ with coefficients in $\Lambda$ which converges in $T$-adic topology. (See (20.43) for the precise description.) Therefore we can make sense of the partial derivatives $\frac{\partial a_{k_1, \ldots, k_n}}{\partial w_i}(b)$. Then we put
\[ \frac{\partial \mathfrak{P}\mathcal{O}}{\partial w_i}(b) = \sum \frac{\partial a_{k_1, \ldots, k_n}}{\partial w_i}(b) y_1^{k_1} \cdots y_n^{k_n}. \]

For each $b \in H(M; \Lambda_0)$, the right hand side converges and defines an element of $\Lambda \langle y, y^{-1} \rangle^P$. Now we define the map $\mathfrak{k}_b$ by setting its value to be
\[ \mathfrak{k}_b(e_i^M) = \left[ \frac{\partial \mathfrak{P}\mathcal{O}}{\partial w_i}(b) \right]. \quad (20.35) \]

**Theorem 20.18.** The map $\mathfrak{k}_b$ defines a ring isomorphism
\[ (QH(M; \Lambda), \cup^P) \cong \text{Jac}(\mathfrak{P}\mathcal{O}_b; \Lambda). \]

This is [FOOO6] Theorem 1.1 for whose proof we refer readers thereto.

**Remark 20.19.** [FOOO6] Theorem 1.1 is stated as a result over $\Lambda_0$-coefficients which is stronger than Theorem 20.18. We do not use this isomorphism over $\Lambda_0$-coefficients in the present paper.

We also need a result on the structure of the Jacobian ring $\text{Jac}(\mathfrak{P}\mathcal{O}_b; \Lambda)$.

**Definition 20.20.** We say a critical point $\eta$ of $\mathfrak{P}\mathcal{O}_b$ is nondegenerate if
\[ \det \left[ y_i y_j \frac{\partial^2 \mathfrak{P}\mathcal{O}_b}{\partial y_i \partial y_j} \right]_{1 \leq i, j \leq n}(\eta) \neq 0. \]

We say $\mathfrak{P}\mathcal{O}_b$ is a Morse function if all of its critical points are nondegenerate.

Let $\text{Crit}(\mathfrak{P}\mathcal{O}_b)$ be the set of all critical points of $\mathfrak{P}\mathcal{O}_b$.

**Definition 20.21.** For $\eta = (\eta_1, \ldots, \eta_n) \in \text{Crit}(\mathfrak{P}\mathcal{O}_b)$, we define the subset $\text{Jac}(\mathfrak{P}\mathcal{O}_b; \eta) \subset \text{Jac}(\mathfrak{P}\mathcal{O}_b; \Lambda)$ as follows: Regard $y_i \in \Lambda \langle y, y^{-1} \rangle^P$ and then multiplication by $y_i$ induces an action on $\text{Jac}(\mathfrak{P}\mathcal{O}_b; \Lambda)$. We denote the corresponding endomorphism by $\hat{y}_i$. Then we put
\[ \text{Jac}(\mathfrak{P}\mathcal{O}_b; \eta) = \{ x \in \text{Jac}(\mathfrak{P}\mathcal{O}_b; \Lambda) | (\hat{y}_i - \eta_i)^N x = 0, \text{ for all } i \text{ and sufficiently large } N \}. \quad (20.36) \]

**Proposition 20.22.**
1. There is a splitting of Jacobian ring
\[ \text{Jac}(\mathfrak{P}\mathcal{O}_b; \Lambda) \cong \prod_{\eta \in \text{Crit}(\mathfrak{P}\mathcal{O}_b)} \text{Jac}(\mathfrak{P}\mathcal{O}_b; \eta) \]
as a direct product of rings.
(2) Each of \( \text{Jac}(\mathcal{PO}_b; \eta) \) is a local ring.

(3) \( \eta \) is nondegenerate if and only if \( \text{Jac}(\mathcal{PO}_b; \eta) \cong \Lambda \).

Proposition 20.22 is \[\text{FOOO6} \] Proposition 2.15, to which we refer readers for its proof.

It follows from Proposition 20.22 that the set of indecomposable idempotents of \( \text{Jac}(\mathcal{PO}_b; \Lambda) \) one-one corresponds to \( \text{Crit}(\mathcal{PO}_b) \). We denote by \( 1_\eta \in \text{Jac}(\mathcal{PO}_b; \eta) \) the unit of the ring \( \text{Jac}(\mathcal{PO}_b; \eta) \) which corresponds to an idempotent of \( \text{Jac}(\mathcal{PO}_b; \Lambda) \). Denote by \( e_\eta \) the idempotent of \((QH(M; \Lambda), L^b)\) corresponding to \( 1_\eta \) under the isomorphism \( \theta_b \) in Theorem 20.18.

We are finally ready to describe the map

\[
\tilde{T}^{*,*}_{q_m,(b,b)} : QH^*_b(M; \Lambda) \to H^*_L((L(u), (b, b)); \Lambda) \quad (20.37)
\]

in our situation.

**Theorem 20.23.** Let \( b \in H^{\text{even}}(M; \Lambda_0) \), \( \eta \) a critical point of \( \mathcal{PO}_b \), \( a \in H(M; \Lambda) \) and \( \Psi \in \Lambda[[y, y^{-1}]] \) such that

\[
\theta_b(a) = [\Psi] \mod Clos \left( y_i \frac{\partial \mathcal{PO}_b}{\partial y_i} : i = 1, \ldots, n \right). \quad (20.38)
\]

Then we have

\[
\tilde{T}^{*,*}_{q_m,(b(b_0),b(b))}(a) = \Psi(\eta)e_L(u(\eta)). \quad (20.39)
\]

**Proof.** This is \[\text{FOOO6} \] Lemma 17.1. Since its proof is omitted in \[\text{FOOO6} \], we provide its proof here.

We note that the right hand side of (20.39) is independent of the choices of \( \Psi \) satisfying (20.38). This is because \( y_i \frac{\partial \mathcal{PO}_b}{\partial y_i} \) is zero at \( \eta \).

Let \( b = b_0 + b_2 + b_\text{high} \) be as in (20.33). We put \( b = \sum b_i(e_i^M) \) and \( b = \sum b_i(e_i) = b_0 + b_\text{high} \) where \( b_0 \in H^1(L(u); \mathcal{C}) \) and \( b_\text{high} \in H^1(L(u); \Lambda_+) \). By definition, we have

\[
\mathcal{PO}_b(b) = b_0 + \sum_{\beta,k,\ell} T^{\omega \partial \beta \circ \ell} \exp(b_2 \wedge \beta + b_0 \wedge \partial \beta) q_{k,\ell,\beta}(b_\text{high}^{\ell}, b_\text{high}^k), \quad (20.40)
\]

where we identify \( H^0(L(u); \Lambda) = \Lambda \).

We further split \( b = b_0 + b_2 + b_\text{high} \) so that

\[
\hat{b}_2 \in H^2(M; \Lambda_0), \quad b_\text{high} \in \bigoplus_{k > 1} H^{2k}(M; \Lambda_0).
\]

By \[\text{FOOO3} \] Lemmas 7.1 and 9.2, we can rewrite (20.40) to

\[
\mathcal{PO}_b(b) = b_0 + \sum_{\beta,\ell} T^{\omega \partial \beta \circ \ell} \exp(\hat{b}_2 \wedge \beta + b_0 \wedge \partial \beta) q_{0,\ell,\beta}(b_\text{high}^{\ell}, 1). \quad (20.41)
\]

We use the coordinate \( w' = (w_{B+1}, \ldots, w_B) \) for \( b_\text{high} \). Namely we put \( b_\text{high} = \sum_{i = B+1}^B w_i e_i^M \). Then we define

\[
P_\beta(w') = \sum_{\ell=0}^{\infty} \frac{1}{\ell!} q_{0,\ell,\beta}(b_\text{high}^{\ell}, 1). \quad (20.42)
\]

**Lemma 20.24.**

\[
P_\beta(w') \in \Lambda[w_{B+1}, \ldots, w_B].
\]
Proof. Since each of the component of $b_{\text{high}}$ has degree 4 or higher, we can show that $q^T_{0,\ell,\beta}(b_{\text{high}}^\otimes \ell, 1)$ is nonzero for only a finite number of $\ell$, by a dimension counting. Each of $q^T_{\ell,\beta}(b_{\text{high}}^\otimes \ell, 1)$ is a polynomial of $w_i$. Therefore $P_{\beta}(w')$ is a polynomial as asserted. □

We re-enumerate $D_1, D_2, \ldots$ so that $\{D_1, \ldots, D_{B_1}\}$ becomes a $\mathbb{Q}$-basis of $H^2(M; \mathbb{Q})$. Then $w_1, \ldots, w_{B_1}$ are the corresponding coordinates of $H^2(M; \mathbb{Q})$. We put

$$w_i = \epsilon w_i = \sum_{k=0}^{\infty} \frac{w_i^k}{k!}.$$  

It follows from (20.41) and (20.42) that we can write

$$\mathfrak{P}_b = w_0 + \sum_{\beta} T^{\omega \cap \beta} \mathfrak{w}_1^{\beta \cap D_1} \cdots \mathfrak{w}_{B_1}^{\beta \cap D_{B_1}} y_1^{\beta \cap \sigma_1} \cdots y_n^{\beta \cap \sigma_n} P_{\beta}(w').$$  

(20.43)

Here we regard $\beta$ as an element of $H_2(M; L(0); \mathbb{Z})$ to define $\omega \cap \beta$ in (20.43).

We will compare $i_{q_m, (b(y), b(y))}^T(e^M_i)$ with the $w_i$-derivative of (20.43). By definition, we have

$$i_{q_m, (b(y), b(y))}^T(e^M_i) = \sum_{\beta, k, \ell_1, \ell_2} T^{\omega \cap \beta} \frac{\exp(b_2 \cap \beta + b_0 \cap \partial \beta)}{(\ell_1 + \ell_2 + 1)!} q^T_{k,\ell_1,\ell_2+1,\beta}(b_{+}^{\otimes \ell_1} e^M_i b_{+}^{\otimes \ell_2} b_{+}^{\otimes k}).$$  

(20.44)

We consider three cases separately:

Case 1; $i = 0$: It is easy to see that

$$q^T_{k,\ell_1,\ell_2}(b_{+}^{\otimes \ell_1} e^M_i b_{+}^{\otimes \ell_2} b_{+}^{\otimes k}) = 0$$

unless $k = 0$ and $k = \ell = 0$. Therefore we have

$$i_{q_m, (b(y), b(y))}^T(e^M_0) = q^T_{0,0,0}(e^M_0) = e_L.$$  

Since

$$\frac{\partial \mathfrak{P}_b(w)}{\partial w_0} = 1$$

by (20.43), we have (20.39) for $a = e^M_0$.

Case 2; $i > B_1$: By (20.43) and (9.9.2) we can rewrite (20.44) to

$$i_{q_m, (b(y), b(y))}^T(e^M_i) = \sum_{\ell_1, \ell_2, \beta} \mathfrak{w}_1^{\beta \cap D_1} \cdots \mathfrak{w}_{B_1}^{\beta \cap D_{B_1}} y_1^{\beta \cap \sigma_1} \cdots y_n^{\beta \cap \sigma_n} q^T_{0,\ell_1+\ell_2+1,\beta}(b_{\text{high}}^{\otimes \ell_1} e^M_i b_{\text{high}}^{\otimes \ell_2}).$$  

(20.45)

It is easy to see that

$$\frac{\partial P_{\beta}}{\partial w_i} = \sum_{\ell_1, \ell_2} \frac{1}{(\ell_1 + \ell_2 + 1)!} q^T_{0,\ell_1+\ell_2+1,\beta}(b_{\text{high}}^{\otimes \ell_1} e^M_i b_{\text{high}}^{\otimes \ell_2}).$$

Therefore

$$i_{q_m, (b(y), b(y))}^T(e^M_i) = \frac{\partial \mathfrak{P}_b}{\partial w_i}(\eta),$$  

(20.46)

as required.
(Case 3; \( i = 1, \ldots, B_1 \)): The equality (20.35) also holds in this case. Then, by Lemma 9.2 we have

\[
\iota_{qm,(b(y),b(y))}^T(e_i^M)
= \sum_{\ell, \beta} \left( \begin{array}{c} \beta \cap D_i \\ \ell \end{array} \right) \frac{w_{\beta \cap D_i} \cdots w_{\beta \cap D_{B_1}} y_{\beta \cap e_1} \cdots y_{\beta \cap e_{n_1}}}{(\ell_1 + \ell_2 + 1)!} q_{\iota_0, \ell_1 + \ell_2 + 1, \beta, \beta (b_{\text{high}}, 1)}.
\]

(20.47)

Using

\[
\frac{\partial \omega_i}{\partial w_{\beta \cap D_i}} = \left( \begin{array}{c} \beta \cap D_i \\ \ell \end{array} \right) \left( \begin{array}{c} v_T(y_1) \\ \vdots \\ v_T(y_n) \end{array} \right) \in \text{Int} P.
\]

we obtain (20.46) also in this case. The proof of Theorem 20.23 is now complete. □

21. Spectral invariants and quasimorphisms for toric manifolds

21.1. \( \mu^b_{\text{e}-\text{heavyness}} \) of the Lagrangian fibers in toric manifolds. Let \((M, \omega)\) be a compact toric manifold, \(P\) its moment polytope. Let \(b \in H_{\text{even}}^* (M; \Lambda_0)\). We consider the factorization

\[
QH_b^c(M; \Lambda) \cong \prod_{\eta \in \text{Crit}(\Psi D_b)} QH_b(M; \eta)
\]

corresponding to the one given in Proposition 20.22 via Theorem 20.18 so that \(QH_b(M; \eta)\) is the factor corresponding to \(\text{Jac}(\Psi D_b; \eta)\).

**Theorem 21.1.** Let \(\eta = (\eta_1, \ldots, \eta_n) \in \text{Crit}(\Psi D_b)\) and \(e_\eta \in QH_b(M; \eta)\) be the corresponding idempotent. We put

\[
u(\eta) = (v_T(\eta_1), \ldots, v_T(\eta_n)) \in \text{Int} P.
\]

Then the following holds:

1. \(L(\nu(\eta))\) is \(\mu^b_{\text{e}-\text{heav}}\).
2. If \(\eta\) is a nondegenerate critical point, then \(L(\nu(\eta))\) is \(\mu^b_{\text{e}}\)-superheavy.

**Proof.** Theorem 21.1 follows from Theorems 18.8, 20.23, Proposition 20.22 and the following lemma below.

**Lemma 21.2.** Let \(\iota_{\Psi b}(e_\eta) = 1_\eta = [\Psi] \) with \(\Psi \in \Lambda(\langle y, y^{-1} \rangle)\). Then

\[
\Psi(\eta) = 1.
\]

**Proof.** The ring homomorphism

\[
P \mapsto P(\eta) : \Lambda(\langle y, y^{-1} \rangle)^{\mathbb{P}} \to \Lambda
\]

induces a ring homomorphism

\[
eval_b : \text{Jac}(\Psi D_b; \Lambda) \to \Lambda.
\]

The ring homomorphism \(\eval_b\) is unital and so is surjective.

Let \(\eta' \in \text{Crit}(\Psi D_b), \eta' \neq \eta\) and \([P] \in \text{Jac}(\Psi D_b; \eta')\). By definition

\[
(\hat{y}_i - \eta'_i)^N [P] = 0
\]

in \(\text{Jac}(\Psi D_b; \Lambda)\). Therefore applying \(\eval_b\) we have

\[
(\eta_i - \eta'_i)^N \eval_b([P]) = 0.
\]

Since \(\eta_i - \eta'_i \neq 0\) for some \(i\), we conclude \(\eval_b([P]) = 0\).
Therefore by Proposition 20.22, the homomorphism eval$_b$ is nonzero on the factor Jac($P_b$). Since 1$_b = [P]$ is the unit of this factor, we conclude $P(b) = 1$, as required. 

\[ \square \]

21.2. Calculation of the leading order term of the potential function in the toric case: review.

We put
\[ z_i = T_i^{(0)} y_1^{\partial \gamma_{i_1}} \cdots y_n^{\partial \gamma_{i_n}} \in \Lambda((y, y^{-1})^\beta). \]  
We assume
\[ b - \sum_{i=1}^{B_1} b_i e_i^M \in H^2(M; \Lambda_+) \oplus \bigoplus_{k \neq 1} H^{2k}(M; \Lambda_0), \]  
where $b_i \in \mathbb{C}$.

**Theorem 21.3.** We have
\[ \Psi_b = b_0 + \sum_{i=1}^m e^{b_i} z_i + \sum_{j} T^{\lambda_j} P_j(z_1, \ldots, z_m) \]  
where $P_j \in \Lambda[z_1, \ldots, z_m]$, $\lambda_j \in \mathbb{R}_{>0}$, $\lim_{j \to \infty} \lambda_j = \infty$.

In case $(M, \omega)$ is Fano and $b \in H^2(M; \Lambda_0)$, we have
\[ \Psi_b = \sum_{i=1}^m e^{w_i} z_i \]  
where $b = \sum w_i e_i^M$.

**Proof.** Theorem 21.3 is [FOOO3] Theorem 3.5. (See also [FOOO8] Theorem 8.2.)

We sketch the proof below. We use the result of Cho-Oh [CO] for the proof. It is summarized in [FOOO2] Theorem 11.1 as follows.

1. If $M_1; 0(\beta) \neq \emptyset$, $\mu_L(u)(\beta) = 2$ then $\beta = \beta_j$ for $j = 1, \ldots, m$, where $\beta_j$ is as in (20.13). In this case $M_1; 0(\beta_j) = M_1; 0(\beta_j) = T^n$ and the evaluation map $\text{ev}_{\beta_j} : M_1; 0(\beta_j) \to L(u)$ has degree 1.

2. If $M_1; 0(\beta) \neq \emptyset$, $\beta \neq \beta_j$ ($j = 1, \ldots, m$) then
\[ \beta = \sum_{j=1}^m k_j \beta_j + \alpha, \]  
where $\sum k_j > 0$, $k_j \geq 0$ and $\alpha \in \pi_2(M)$ with $\alpha \cap \omega > 0$.

Using this description we calculate terms of the right hand side of (20.43) as follows. In case $\beta = \beta_j$, we have
\[ T^{\omega \cap \beta_j} w_1^{\beta_j \cap D_1} \cdots w_m^{\beta_j \cap D_n} y_1^{\partial \gamma_{i_1}} \cdots y_n^{\partial \gamma_{i_n}} P_{\beta_j}(w') = e^{w_j} z_j = (e^{w_j} + \text{higher order}) z_j. \]  
In case $\beta \neq \beta_j$ ($j = 1, \ldots, m$) we have
\[ T^{\omega \cap \beta} w_1^{\beta \cap D_1} \cdots w_m^{\beta \cap D_n} y_1^{\partial \gamma_{i_1}} \cdots y_n^{\partial \gamma_{i_n}} P_{\beta}(w') = T^{\omega \cap \beta} \prod_{j=1}^m (e^{k_j w_j} z_j^{k_j}). \]  
Therefore Theorem 21.3 follows. \[ \square \]
21.3. Existence of Calabi quasimorphism on toric manifolds. In this subsection we complete the proof of Corollary 1.4. We begin with the following lemma

**Lemma 21.4.** The set of vectors \((c_1, \ldots, c_m) \in (\mathbb{C} \setminus \{0\})^m\) with the following properties is dense in \((\mathbb{C} \setminus \{0\})^m\):

The function \(f\) defined by

\[
f(y_1, \ldots, y_n) = \sum_{i=1}^{m} c_i \prod_{j=1}^{n} y_{\beta_j \cap e_j}^{\ell_i(0)}\]

restricts to a Morse function on \((\mathbb{C} \setminus \{0\})^n\).

This lemma is proved in [Ku] (see [Iri1] Corollary 5.12, [FOOO2] Proposition 8.8 for the discussion in this context).

**Corollary 21.5.** Write \(b = \sum_{i=1}^{m} \log c_i [D_i] \in H(M; \mathbb{C})\) and consider the sum

\[
\mathcal{D}_{\mathfrak{b}}(0) = \sum_{i=1}^{m} c_i z_i \in \Lambda[y_1, \ldots, y_n, y_1^{-1}, \ldots, y_n^{-1}].
\]

Then the set of \((c_1, \ldots, c_m) \in (\mathbb{C} \setminus \{0\})^m\) for which \(\mathcal{D}_{\mathfrak{b}}(0)\) becomes a Morse function is dense in \((\mathbb{C} \setminus \{0\})^m\).

**Proof.** Suppose that \(\mathcal{D}_{\mathfrak{b}}(0)\) is not a Morse function. Consider a degenerate critical point \(\eta = (\eta_1, \ldots, \eta_n)\) each of whose coordinates is a ‘formal Laurent power series’ of \(T\). (We put ‘formal Laurent power series’ in the quote since the exponents of \(T\) are real numbers which are not necessarily integers.) By [FOOO2] Lemma 8.5, those series are convergent when we put \(T = \epsilon\) for sufficiently small \(\epsilon > 0\). Then for \(c'_i = c_i \epsilon^{\ell_i(0)}\) the function (21.5) will not be a Morse function. Corollary 21.5 follows from this observation and Lemma 21.4.

**Corollary 21.6.** For any compact toric manifold \(M\) there exists an element \(b \in H^{\text{even}}(M; \Lambda)\) such that \(\mathcal{D}_{\mathfrak{b}}\) is a Morse function.

**Proof.** By [FOOO2] Theorem 10.4 we can prove that if \(\mathcal{D}_{\mathfrak{b}}(0)\) is a Morse function then \(\mathcal{D}_{\mathfrak{b}}\) is also a Morse function. (Actually the case \(\mathfrak{b} = 0\) is stated there. However the general case can be proved in the same way.) Therefore Corollary 21.6 follows from Corollary 21.5.

Corollary 1.4 follows immediately from Corollary 21.6 Proposition 20.22 Theorem 20.18 and Theorem 16.3.

21.4. Defect estimate of a quasimorphism \(\mu^b_e\). Using the calculations we have carried out, we can obtain some explicit estimates of the norm of the defect \(\text{Def} \mu_e\) of spectral quasimorphism \(\mu_e\). We define

\[
|\text{Def} |(\mu_e) = \sup_{\psi, \phi} |\mu_e(\bar{\psi} \phi) - \mu_e(\bar{\psi}) - \mu_e(\bar{\phi})|.
\]

We illustrate this estimate by an example.

We consider \((M, \omega) = \mathbb{C}P^n\) with moment polytope

\[
\{(u_1, \ldots, u_n) \mid u_i \geq 0, \sum u_i \leq 1\}.
\]

Set \(b = 0\). It is well known that the small quantum cohomology \(QH(\mathbb{C}P^n; \Lambda)\) is isomorphic to \(\Lambda[x]/(x^{n+1} - T)\), where \(x \in H^2(\mathbb{C}P^n; \mathbb{C})\) is the standard generator.
This is isomorphic to the direct product of $n+1$ copies of $\Lambda$. Therefore we have $n+1$ quasimorphisms $\mu_{e_k}$. ($k = 0, \ldots, n$.) It is actually defined on the Hamiltonian diffeomorphism group Ham($\mathbb{C}P^n, \omega$) itself. (EP1 Section 4.3.) (It is unknown whether they are different from one another.)

**Proposition 21.7.** Let $e_k$ and $\mu_{e_k}$ for $k = 0, \ldots, n$ be as above. Then

$$|\text{Def}|(\mu_{e_k}) \leq \frac{12n}{n+1}.$$  

*Proof.* We have

$$\mathcal{P}_0 = y_1 + \cdots + y_n + T(y_1 \cdots y_n)^{-1}.$$  

See for example FOOO2 Example 5.2.

Let $\chi_k = \exp(2\pi k \sqrt{-1/((n+1))}).$ The critical points of $\mathcal{P}_0$ are

$$y_k = T^{1/(n+1)}(\chi_k, \ldots, \chi_k), \quad k = 0, 1, \ldots, n.$$  

We put

$$P_k = \prod_{i \neq k}(y_1 - T^{1/(n+1)}\chi_i) \prod_{i \neq k}(T^{1/(n+1)}\chi_k - T^{1/(n+1)}\chi_i).$$  

Since

$$P_k(y_\ell) = \begin{cases} 0 & k \neq \ell, \\ 1 & k = \ell, \end{cases}$$  

it follows that $[P_k] = \mathcal{F}_0(\epsilon_{n_k})$ in the Jacobian ring. Therefore, using $\mathcal{F}_0(x) = [y_1]$ also, we have

$$v_\eta(\epsilon_{n_k}) = -v_T(\epsilon_{n_k}) = \frac{n}{n+1}.$$  

Proposition 21.7 now follows from Remark 16.8 (1). \qed

Note we chose our symplectic form $\omega$ so that $\int_{\mathbb{C}P^1} \omega = 1$. (See (20.5) and Remark 20.3.)

**22. Lagrangian Tori in k-points blow up of $\mathbb{C}P^2$ ($k \geq 2$).**

In this section, we prove Theorem 1.11 (3) in the case of $k$-points blow up of $\mathbb{C}P^2$ ($k \geq 2$). We use the example of FOOO3 Section 5, which we review now.

We first consider 2-points blow up $M$ of $\mathbb{C}P^2$. We put a toric Kähler form on it $\omega_{\alpha, \beta}$ such that the moment polytope is given by

$$P_{\alpha, \beta} = \{(u_1, u_2) \mid 0 \leq u_1 \leq 1, \ 0 \leq u_2 \leq 1-\alpha, \ \beta \leq u_1 + u_2 \leq 1\}. \quad (22.1)$$

Here

$$(\alpha, \beta) \in \{ (\alpha, \beta) \mid 0 \leq \alpha, \beta, \ \alpha + \beta \leq 1 \}. \quad (22.2)$$

We are interested in the case $\beta = (1-\alpha)/2$ and write $M_\alpha = (M, \omega_{\alpha, (1-\alpha)/2})$ where $\alpha > 1/3$. We denote

$$D_1 = \pi^{-1}(\partial P_{\alpha, (1-\alpha)/2} \cap \{(u_1, u_2) \mid u_2 = 0\})$$

and put

$$b_\kappa = T^\kappa PD([D_1]) \in H^2(M_\alpha; \Lambda_+), \quad \kappa > 0. \quad (22.3)$$

Then by (21.4) we have

$$\mathcal{P}_0 = y_1 + e^{T^\kappa y_2} + T^{1-\alpha}y_2^{-1} + T^{-1}y_1^{-1}y_2^{-1} + T^{-(1-\alpha)/2}y_1y_2. \quad (22.4)$$
Now consider a family of Lagrangian torus fibers

$$L(u) = L(u, (1 - \alpha)/2),$$

for $(1 - \alpha)/2 < u < (1 + \alpha)/4$. Then for any such $u$ we can show the following. Note that $\alpha > 1/3$ implies $(1 - \alpha)/2 < 1/3 < (1 + \alpha)/4$.

**Theorem 22.1.** If $1/3 \leq u < (1 + \alpha)/4$, we take $\kappa(u) = (1 + \alpha)/2 - 2u > 0$. If $(1 - \alpha)/2 < u < 1/3$, we take $\kappa(u) = u - (1 - \alpha)/2 > 0$. Then $L(u) \subset M_\alpha$ is $\mu_{\kappa(u)}$-superheavy with respect to an appropriate idempotent $e$ of $QH_\kappa^*(M_\alpha; \Lambda)$.

**Proof.** Let $u = (u, (1 - \alpha)/2)$. We put

$$y_1^u = T^{-u_1}y_1 = T^{-u_2}y_1, \ y_2^u = T^{-u_2}y_2 = T^{-(1 - \alpha)/2}y_2$$

in (22.4) to obtain

$$\mathfrak{P} \mathfrak{D}_{\kappa(u)} = T^u y_1^u + e^{T^{(1 + \alpha)/2}y_2^u + T^{(1 - \alpha)/2}y_2^u}^{-1} + T^{(1 + \alpha)/2 - u}y_1^u - (y_2^u)^{-1} + T^u y_1 y_2^u.$$  \hspace{1cm} (22.6)

See [FOOO3] (5.10). We first consider the case that $1/3 < u < (1 + \alpha)/4$ and $\kappa(u) = (1 + \alpha)/2 - 2u$. Then the calculation in Case 1 of [FOOO3] Section 5 shows that the potential function $\mathfrak{P} \mathfrak{D}_{\kappa(u)}$ has nondegenerate critical points $\eta(u) = (\eta_1(u), \eta_2(u))$ such that

$$(T^{-u_1}\eta_1(u), T^{-(1 - \alpha)/2}\eta_2(u)) \equiv (\pm \sqrt{-2}, -1) \mod \Lambda_+.$$  \hspace{1cm} (22.7)

Each of them corresponds to an idempotent $e_{\eta(u)}$ of $QH_{b_{\kappa(u)}}(M_\alpha; \Lambda)$. Theorem 21.1 implies that $L(u)$ is $\mu_{\kappa(u)}$-superheavy. When $u = 1/3$ and $\kappa(u) = (1 + \alpha)/2 - 2u$, Case 4 of [FOOO3] Section 5 shows that there are nondegenerate critical points. (Note that we are using $b_\kappa$ as (22.3) so $w = 1$ in [FOOO3] (5.14).) If $(1 - \alpha)/2 < u < 1/3$ and $\kappa(u) = u - (1 - \alpha)/2$, Case 3 of [FOOO3] Section 5 shows that there is a nondegenerate critical point as well. Thus Theorem 22.1 follows from Theorem 21.1. \hfill \Box

**Proof of Theorem 1.11 (3).** Since $\eta(u)$ is a nondegenerate critical point, Theorem 20.18 and Proposition 20.22 imply that $e = e_{\eta(u)}$ is the unit of the direct factor of $QH_{b_{\kappa(u)}}(M_\alpha; \Lambda)$ that is isomorphic to $\Lambda$. Therefore by Theorem 16.3 $\mu_{\eta(u)}$ is a Calabi quasimorphism. By Corollary 11.10 the set

$$\left\{ \mu_{\eta(u)} \right\}_{u \in (1 - \alpha)/2, (1 + \alpha)/4}$$

is linearly independent. Thus we have constructed a continuum of linearly independent Calabi quasimorphisms parametrized by $u \in (1 - \alpha)/2, (1 + \alpha)/4$. The proof of Theorem 1.11 in case of two points blow up of $\mathbb{C}P^2$ is complete.

To prove the existence of a continuum of linearly independent Calabi quasimorphisms in case of three points blow up of $\mathbb{C}P^2$, we consider the Kähler toric surface $(M, \omega)$ whose moment polytope is

$$P_{\alpha, (1 - \alpha)/2} \setminus \{(u_1, u_2) \mid 1 - \epsilon < u_2\}$$

for sufficiently small $\epsilon$. Then $(M, \omega)$ is a three points blow up of $\mathbb{C}P^2$. Its potential function is

$$\left(22.0\right) + T^{1 - \epsilon} y_1^{-1}.$$  \hspace{1cm} (22.0)

It is easy to see that the extra term $T^{1 - \epsilon} y_1^{-1}$ is of higher order, when $(\nu_T(y_1), \nu_T(y_2)) = (u, (1 - \alpha)/2), u \in (1/3, (1 + \alpha)/4)$. So by the same argument as the case of two
points blow up, we can prove Theorem 1.11. For \( k > 3 \) points blow up, we can repeat the same argument. (See [FOOO2] page 111.)

23. LAGRANGIAN TORI IN \( S^2 \times S^2 \)

In this section we prove Theorem 1.11 in the case of \( S^2 \times S^2 \), which is equipped with the symplectic structure \( \omega \oplus \omega \). We also prove Theorem 1.13. We first recall the description of the family of Lagrangian tori constructed in [FOOO5].

23.1. Review of the construction from [FOOO5]. We consider the toric Hirzebruch surface \( F_2(\alpha) \) (\( \alpha > 0 \)) whose moment polytope is

\[
P(\alpha) = \{(u_1, u_2) \in \mathbb{R}^2 \mid u_i \geq 0, u_2 \leq 1 - \alpha, u_1 + 2u_2 \leq 2\}.
\] (23.1)

Note that \( F_2(\alpha) \) is not Fano but nef, i.e. every holomorphic sphere has non-negative Chern number. In fact, the divisor \( D_1 \cong \mathbb{C}P^1 \) associated to the facet \( \partial_0 P(\alpha) = \{u \in \partial P(\alpha) \mid u_2 = 1 - \alpha\} \) has \( c_1(D_1) = 0 \).

**Theorem 23.1** (Theorem 2.2 [FOOO5]). We put \( b = 0 \). The potential function \( \Psi_0 \) of \( F_2(\alpha) \) has the form

\[
\Psi_0 = y_1 + y_2 + T^2y_1^{-1}y_2^{-2} + T^{1-\alpha}(1 + T^\alpha)y_2^{-1}.
\] (23.2)

We consider the limit \( \alpha \to 0 \) of the Hirzebruch surface \( F_2(\alpha) \). At \( \alpha = 0 \), the limit polytope is the triangle

\[
P(0) = \{(u_1, u_2) \in \mathbb{R}^2 \mid u_i \geq 0, u_2 \leq 1, u_1 + 2u_2 \leq 2\}
\] (23.3)

and the limit \( F_2(0) \) is an orbifold with a singularity of the form \( C^2/\{\pm 1\} \). We cut out a neighborhood of the singularity of \( F_2(0) \) and paste the Milnor fiber back into the neighborhood to obtain the desired manifold. We denote it by \( \tilde{F}_2(0) \).

Consider the preimage \( Y(\epsilon) \) of \( P(\epsilon) \subset P(0), 0 < \epsilon < 1 \), under the moment map \( \pi : F_2(0) \setminus \{O\} \to P(0) \setminus \{(0, 1)\} \), where \( O \) is the singularity of \( F_2(0) \). We can put a natural glued symplectic form on \( \tilde{F}_2(0) = Y(\epsilon) \cup D_1(T^*S^2) \) in a way that the given toric symplectic form on \( Y(\epsilon) \) is unchanged on \( Y(\epsilon) \setminus N(\epsilon) \subset Y(\epsilon) \setminus \partial Y(\epsilon) \), where \( N(\epsilon) \) is a collar neighborhood of \( \partial Y(\epsilon) \). Since \( H^2(S^3/(\{\pm 1\}); \mathbb{Q}) = 0 \), the glued symplectic form does not depend on the choices of \( \epsilon > 0 \) or the gluing data up to the symplectic diffeomorphism. This symplectic manifold is symplectomorphic to \( (S^2, \omega_{std}) \times (S^2, \omega_{std}) \) (Proposition 5.1 [FOOO5]). In other words, we have symplectomorphisms

\[
\phi_\epsilon : (\tilde{F}_2(0), \omega_\epsilon) \to (S^2 \times S^2, \omega_{std} \oplus \omega_{std}).
\] (23.4)

We denote

\[
T(\rho) = \phi_\epsilon(L(1/2 - \rho, 1/2 + \rho)), \quad 0 \leq \rho < 1/2
\] (23.5)

where \( L(1/2 - \rho, 1/2 + \rho) = \pi^{-1}(1/2 - \rho, 1/2 + \rho) \) regarded as a Lagrangian submanifold of \( (\tilde{F}_2(0), \omega_\epsilon) \). We refer to Sections 3 and 4 of [FOOO5] for the detailed explanation of this construction.
23.2. Superheavyness of \( T(\rho) \). Recall from Section 5 \cite{FOOO5} that we have a family \( \bigcup_{a \in \mathbb{C}} X_a \) where \( X_a \) is biholomorphic to \( \mathbb{C}P^1 \times \mathbb{C}P^1 \) for \( a \neq 0 \) and \( X_0 \) is biholomorphic to \( F_2 \). (See Lemma 5.1 \cite{FOOO5}.) The smooth trivialization of the simultaneous resolution \( \bigcup_{a \in \mathbb{C}} X_a \) of \( F_2(0) \) constructed in Section 6 \cite{FOOO5} identifies the homology class \( [D_1] \) in \( X_0 \) and \( [S^2_{\text{van}}] \) in \( X_a \). Beside this, the relative homology class \( \beta_1 \) in \( X_0 \) which satisfies \( \beta_1 \cap D_1 = 1 \) and does not intersect with other toric divisors can be also regarded as a homology class in \( X_a \). The homology classes \( \beta_1 \) and \( \beta_1 + [S^2_{\text{van}}] \) satisfy the relations
\[
\beta_1 \cap [S^2_{\text{van}}] = 1, \quad (\beta_1 + [S^2_{\text{van}}]) \cap [S^2_{\text{van}}] = -1. \tag{23.6}
\]
We consider the cohomology class
\[
b(\rho) = T^\rho P_2D[S^2_{\text{van}}] \in H^2(\hat{F}_2(0), \Lambda_+).
\]

Using the 4-dimensionality and special properties of \( \hat{F}_2(0) \), we proved the following in \cite{FOOO5} Theorem 8.2.

**Lemma 23.2.**

\[
H^1(T(u); \Lambda_0) \subset \{ b \in H^\text{odd}(T(u); \Lambda_0) \mid (b(\rho), b) \in \tilde{\mathcal{M}}_{\text{def,weak}}(T(u); \Lambda_0) \}. \nonumber
\]

In \cite{FOOO5}, we showed that the potential function for \( T(0) \), i.e., \( u_0 = (1/2, 1/2) \) is
\[
\mathfrak{D} = T^{1/2}(y_1^{u_0} + y_2^{u_0} + (y_2^{u_0})^{-1}(y_2^{u_0})^{-2} + 2(y_2^{u_0})^{-1}).
\]

We find that there are two critical points \( \pm(1/2, 2) \), see \cite{FOOO5} Digression 4.1. Hence there exist two \( b \in H^1(T(0); \Lambda_0) \) modulo \( H^1(T(0); 2\pi \sqrt{-1}) \) such that \( HF((T(0), b); \Lambda) \neq 0 \).

When we consider the bulk deformation by \( b(\rho) \), (23.6) and Theorem 23.1 imply that the potential function of \( T(u) \) with bulk, \( \mathfrak{D}_{b(\rho)} \), becomes
\[
\mathfrak{D}_{b(\rho)} = T^{u_1}y_1^{u_2} + T^{u_2}y_2^{u_2} + T^{2u_1-2u_2}(y_1^{u_2})^{-1}(y_2^{u_2})^{-2} + (e^{T^\rho} + e^{-T^\rho})T^{1-u_2}(y_2^{u_2})^{-1}. \tag{23.7}
\]

(See \cite{FOOO3} Theorem 3.5 and \cite{FOOO5} Formula (47).) Now we put
\[
2\rho = u_2 - u_1 = u_2 - (1-u_2) = 2u_2 - 1
\]
and consider (23.7) at \( u = (u_1, u_2) \) for some \( \rho \). Namely, \( u = (1/2 - \rho, 1/2 + \rho) \).

Then the potential function with bulk \( b(\rho) \) of \( T(0) \) is written as
\[
T^{1/2}(y_1^{u_0} + y_2^{u_0} + (y_2^{u_0})^{-1}(y_2^{u_0})^{-2} + (e^{T^\rho} + e^{-T^\rho})(y_2^{u_0})^{-1}).
\]

See Formula (47) in \cite{FOOO5} with \( u_1 = u_2 = 1/2 \). There are two critical points, which are \( (y_1^{0}(\rho), y_2^{0}(\rho)) = (e(\epsilon T^{\rho/2} + e^{-T^{\rho/2}}), \epsilon(\epsilon T^{\rho/2} + e^{-T^{\rho/2}})) \) with \( \epsilon = \pm 1 \). Hence \( b^0(\rho) = b(y_1^{0}(\rho)), \log y_2^{0}(\rho)) \in H^1(T(0); \Lambda_0), \quad HF((T(0), b(\rho), b^0(\rho)); \Lambda) \neq 0. \)

For \( T(\rho) \), the potential function with bulk \( b_\rho \) is written as
\[
T^{1/2-\rho}(y_1^{u_0} + T^{2\rho}y_2^{u_0} + (y_2^{u_0})^{-1}(y_2^{u_0})^{-2} + (e^{T^\rho} + e^{-T^\rho})(y_2^{u_0})^{-1}).
\]

See Formula (47) in \cite{FOOO5} with \( u_1 = 1/2 - \rho, u_2 = 1/2 + \rho \). There are two critical points, which are \( (y_1(\rho), \log y_2(\rho)) = (eT^\rho(e^{T^{\rho/2}} - e^{-T^{\rho/2}})^{-1}, -eT^\rho(e^{T^{\rho/2}} - e^{-T^{\rho/2}})) \).

It follows that for \( b(\rho) = b(y_1(\rho)), \log y_2(\rho) \in H^1(T(\rho); \Lambda_0), \quad HF((T(\rho), b(\rho), b(\rho)); \Lambda) \neq 0. \)
In sum, we have

**Lemma 23.3.** (1) There exist two \(b \in H^1(T(0); \Lambda_0)/H^1(T(0); 2\pi\sqrt{-1}\mathbb{Z})\) such that

\[
HF((T(0), b); \Lambda) \neq 0.
\]

(2) There exist two \(b^0(\rho) \in H^1(T(0); \Lambda_0)/H^1(T(0); 2\pi\sqrt{-1}\mathbb{Z})\) such that

\[
HF((T(0), (b(\rho), b^0(\rho)); \Lambda) \neq 0.
\]

(3) There exist two \(b(\rho) \in H^1(T(\rho); \Lambda_0)/H^1(T(\rho); 2\pi\sqrt{-1}\mathbb{Z})\) such that

\[
HF((T(\rho), (b(\rho), b(\rho)); \Lambda) \neq 0.
\]

Using this, we show the following:

**Theorem 23.4.** (1) There exists an idempotent \(e\) of a field factor of \(QH(S^2 \times S^2; \Lambda)\) such that \(T(0)\) is \(\mu_e\)-superheavy.

(2) For any \(0 \leq \rho < \frac{1}{2}\), there exist idempotents \(e_\rho\) and \(e_\rho^0\), each of which is an idempotent of a field factor of \(QH_{b(\rho)}(S^2 \times S^2; \Lambda)\) such that \(T(\rho)\) is \(\mu_{e_\rho}\), \(\mu_{e_\rho^0}\)-superheavy and \(T(0)\) is \(\mu_{e_\rho}\)-superheavy.

**Proof.** We observe that \(QH(S^2 \times S^2; \Lambda)\) and \(QH_{b(\rho)}(S^2 \times S^2; \Lambda)\) are semi-simple. For this purpose, we consider the toric structure as the monotone product of \(S^2\). Let \(b = a[S^2_{\text{van}}]\), \(a \in \Lambda_+\). \(b = b(\rho)\) if \(a = T^\rho\), while \(b = 0\) if \(a = 0\). We pick points \(pt_1\), resp. \(pt_2\), on the first, resp. second, factor of \(S^2 \times S^2\) in the hemisphere in the class \(\beta_1\), \(\beta_2\), which contribute to the coefficients of \(y_1\), \(y_2\) in the potential function, respectively. We fix a representative \([S^2 \times pt_2] - [pt_1 \times S^2]\) of the homology class \([S^2_{\text{van}}]\). The potential function of \(S^1 \times S^1_{\text{eq}}\) with bulk \(b\) is written as

\[
\mathfrak{Q}D_b = T^{1/2}(e^a y_1 + y_1^{-1} + e^{-a} y_2^2 + y_2^{-1})
\]

It has four nondegenerate critical points \((\epsilon_1 e^{-a/2}, \epsilon_2 e^{a/2})\) with \(\epsilon_1, \epsilon_2 = \pm 1\). The critical values are \(2(\epsilon_1 e^{a/2} + \epsilon_2 e^{-a/2})T^{1/2}\).

By Theorem 6.1 in [FOOO2] (Fano toric case) and Theorem 1.1 in [FOOO3], we find that the quantum cohomology with bulk deformation by \(b\) is factorized into four copies of \(\Lambda\):

\[
QH_b(S^2 \times S^2; \Lambda) \cong \bigoplus_{i=1}^4 \Lambda_\epsilon^b_i.
\]

Here \(e_1^b, \ldots, e_4^b\) are the idempotents corresponding to the critical points of \(\mathfrak{Q}D_b\) with \((\epsilon_1, \epsilon_2) = (1, 1), (1, -1), (-1, 1), (-1, -1)\), respectively. (When \(b = 0\), we simply write them as \(e_i\).) In particular, it is semi-simple.

By Lemma 23.3(1) and (3), there exists \(b\), resp. \(b(\rho)\), such that \(HF((T(0), b); \Lambda) \neq 0\), resp. \(HF((T(\rho), (b(\rho), b(\rho)); \Lambda) \neq 0\). Hence Theorem 3.8.62 in [FOOO1] with taking (3.8.36.2) in Theorem 3.8.32 into account implies that

\[
\begin{align*}
\bar{i}_{\text{qm}, T(0), b}^* : QH(S^2 \times S^2; \Lambda) & \to HF((T(0), b); \Lambda), \\
\bar{i}_{\text{qm}, T(\rho), (b(\rho), b(\rho))}^* : QH_{b(\rho)}(S^2 \times S^2; \Lambda) & \to HF((T(\rho), (b(\rho), b(\rho)); \Lambda).
\end{align*}
\]

send the unit to the unit. In particular, there is at least one idempotent \(e_0 \in QH(S^2 \times S^2; \Lambda)\), resp. \(e_\rho \in QH_{b(\rho)}(S^2 \times S^2; \Lambda)\) such that \(\bar{i}_{\text{qm}, T(0), b}^*(e_0) \neq 0\), resp. \(\bar{i}_{\text{qm}, T(\rho), (b(\rho), b(\rho))}^*(e_\rho) \neq 0\). Hence \(T(0)\) is \(\mu_e\)-superheavy and \(T(\rho)\) is \(\mu_{e_\rho}\)-superheavy. \(\square\)
The sphere $S^2_{\text{can}}$ is a Lagrangian submanifold, which is disjoint from $T(\rho)$. We have the following

**Lemma 23.5.** The Lagrangian sphere $S^2_{\text{can}}$, which is the anti-diagonal in $S^2 \times S^2$, is unobstructed and

$$HF(S^2_{\text{can}}; \Lambda) \cong H(S^2_{\text{can}}; \Lambda) \neq 0.$$  

**Proof.** Note that the anti-diagonal in $S^2 \times S^2$ can be seen as a fixed point set of an anti-symplectic involution. Then Theorem 1.3 with $k = 0, \ell = 0$ in [FOOO4] implies that $m_k(1) = 0$, since the Maslov index of any holomorphic disc in $(S^2 \times S^2, S^2_{\text{can}})$ is divisible by 4. See also [FOOO2] Corollary 1.6. The second assertion follows from [FOOO1] Theorem D (D.3).

Lemma 23.5 implies that the value of the potential function is zero and there is only one bounding cochain $0 \in H^1(S^2_{\text{can}}; \Lambda_0)$ up to gauge equivalence in this case. By the same argument as in the case of $T(0)$, we find an idempotent $e'$ of a field factor of $QH(S^2 \times S^2; \Lambda)$ and such that $i_{q,m,S^2_{\text{can}}}(e') \neq 0$.

Since each of $e_0, e'$ is an idempotent of a field factor of $QH(S^2 \times S^2; \Lambda)$ and $e_0$ is an idempotent of a field factor of $QH_{b(\rho)}(S^2 \times S^2; \Lambda)$, there exist corresponding Calabi quasimorphisms $\mu_{e_0}^{(b)}, \mu_{e'}^{(b)}, \mu_{e_0}$ from $\text{Ham}(S^2 \times S^2)$ to $\mathbb{R}$. Since $T(\rho), \rho \in [0,1/2)$ and $S^2_{\text{can}}$ are mutually disjoint, Corollary 23.10 implies Theorem 1.11 (2). This completes the proof of Theorem 1.11 (2).

Furthermore, since homogenous quasimorphisms are homomorphisms on abelian subgroups and $\pi_1(\text{Ham}(S^2 \times S^2)) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. [Gr], they descend to quasimorphisms on $\text{Ham}(S^2 \times S^2)$. We denote them by $\overline{P}_{e_0}^{b(\rho)}, \overline{P}_{e'}^{b(\rho)}$, and $\overline{P}_{e_0}^{b(\rho)}$. Thus we also obtain the following.

**Corollary 23.6.** We have linearly independent Calabi quasimorphisms $\overline{P}_{e_0}^{b(\rho)}, \overline{P}_{e'}^{b(\rho)}$, and $\overline{P}_{e_0}^{b(\rho)}$ from $\text{Ham}(S^2 \times S^2)$.

**Remark 23.7.** Generally, let $(M, \omega)$ be a closed symplectic manifold. Suppose that $\text{Ham}(M, \omega)$ has infinitely many linearly independent homogeneous quasimorphisms $\mu_i$. We give a sufficient condition for the existence of infinitely many linearly independent homogeneous quasimorphisms on $\text{Ham}(M, \omega)$. Suppose that $\pi_1(\text{Ham}(M, \omega))$ is finitely generated. Pick generators $\tilde{\phi}_1, \ldots, \tilde{\phi}_A \in \text{Ham}(M, \omega)$.

**Proposition 23.8.** Under the assumption above, if there are infinitely many linearly independent homogeneous quasimorphisms $\mu_i$ on $\text{Ham}(M, \omega)$, then there are infinitely many linearly independent homogeneous quasimorphisms on $\text{Ham}(M, \omega)$. The same statement holds for Calabi quasimorphisms.

**Proof.** Let $K$ be a maximal integer such that, for some $i_1, \ldots, i_K$,

$$(\mu_{i_1}(\tilde{\phi}_1), \ldots, \mu_{i_j}(\tilde{\phi}_A)) \in \mathbb{R}^A, \quad j = 1, \ldots, K$$

are linearly independent. We arrange the ordering such that $i_1 = 1, \ldots, i_K = K$. For $k > K$, we can find $a_i(k) \in \mathbb{R}$ such that

$$\mu_k'(\tilde{\phi}_i) = \mu_k(\tilde{\phi}_i) - \sum_{i=1}^K a_i(k)\mu_i(\tilde{\phi}_i)$$

are zero for $i = 1, \ldots, A$. Since the restriction of a homogeneous quasimorphism on an abelian subgroup is a homomorphism, $\mu_k'$ vanishes on $\pi_1(\text{Ham}(S^2 \times S^2))$, and $\mu_k'$ is linearly independent of $\mu_{i_1}, \ldots, \mu_{i_K}$, etc.
which we regard as a subgroup of $\widehat{\text{Ham}}(M,\omega)$. Therefore $\mu'_k, k > K$, descends to a homogeneous quasimorphism on $\text{Ham}(M,\omega)$. Linear independence for $\mu'_k, k > K$, follows from the one for $\mu_i$.

For the statement concerning Calabi quasimorphisms, we take one more $\mu_{K+1}$. Then, for $k > K + 1$, choose $a_i(k), i = 1,\ldots, K + 1$ such that $\mu'_k(\phi_i) = \mu_k(\phi_i) - \sum_{i=1}^{K+1} a_i(k)\mu_i(\phi_i)$ are zero for $i = 1,\ldots, A$ and $\sum_{i=1}^{K+1} a_i(k) \neq 1$. Then after a suitable rescaling, $\mu'_k$ becomes a Calabi quasimorphism.

**Remark 23.9.** In case $M$ is either a $k$ ($\geq 3$) points blow up of $\mathbb{C}P^2$ or cubic surface, we can descend our family of Calabi quasimorphisms on $\text{Ham}(M,\omega)$ to one on $\text{Ham}(M,\omega)$ in the same way as above if we can show that $\pi_1(\text{Ham}(M,\omega))$ is a finitely generated group.

Next, we prove Theorem 1.13 which follows from Theorem 23.4 together with Theorem 18.7.

**Proof of Theorem 1.13.** Note that $T(u)$ in Theorem 1.13 is $T(\rho)$. Since $S^1_{\text{eq}} \times S^1_{\text{eq}}$, is the unique Lagrangian torus fiber with respect to the monotone toric structure on $S^2 \times S^2$, $S^1_{\text{eq}} \times S^1_{\text{eq}}$ is superheavy with respect to the quasimorphism $\mu^b$ associated with any idempotent $e$ of the field factor of $QH^+_b(S^2 \times S^2; \Lambda)$. (Here we consider $b = b^e = T^e[S^2_{\text{eq}}].$)

From Theorem 23.4, we know that $T(\rho)$ is superheavy with respect to the quasimorphism $\mu^b(\varphi)$ associated with a suitable idempotent $e_\varphi(\rho)$ in $QH^+_b(S^2 \times S^2; \Lambda)$. Since the superheavyness is invariant under symplectomorphisms, $\varphi(T(\rho))$ is also $\mu^b(\varphi)$-superheavy for any $\varphi \in \text{Ham}(S^2 \times S^2)$. Since superheavy sets with respect to the same quasimorphism must intersect by Theorem 18.7, we have

$$\varphi(T(\rho)) \cap (S^1_{\text{eq}} \times S^1_{\text{eq}}) \neq \emptyset.$$
Therefore, since \( \text{Jac}(\mathcal{D}_b(\rho); \Lambda) \) is finite dimensional, they generate \( \text{Jac}(\mathcal{D}_b(\rho); \Lambda) \) as \( \Lambda \)-algebra.

Let \( D_i \) (\( i = 1, \ldots, 4 \)) be the divisors of \( X \) associated to the facets \( u_2 = 1 - \alpha, u_1 = 0, u_2 = 0, u_1 + 2u_2 = 2 \) respectively. It is easy to see that

\[
\mathcal{E}_{b(\rho)}(PD[D_i]) = z_i
\]

for \( i = 2, 3, 4 \) and

\[
\mathcal{E}_{b(\rho)}(PD[D_1]) = (e^{\mu_0} - e^{-\mu_0})z_1.
\]

The lemma follows. \( \square \)

Let \( \rho \neq 0 \). Then \( \text{Jac}(\mathcal{D}_b(\rho); \Lambda) \cong \Lambda^4 \). Since the Betti number of \( \hat{F}_0(0) \) is 4, Lemma 23.11 implies that \( \mathcal{E}_{b(\rho)} \) is an isomorphism.

Let \( \rho = 0 \). Using the fact that \( QH_{b(0)}(X; \Lambda) \) is semisimple, and \( \text{Jac}(\mathcal{D}_b(0); \Lambda) \cong \Lambda^2 \), we can find \( \epsilon_{b(0)} \) that is a unit of the direct factor \( \cong \Lambda \) of \( QH_{b(0)}(X; \Lambda) \), such that \( \mathcal{E}_{b(0)}(\epsilon_{b(0)}) \neq 0 \). (In the case \( \rho \neq 0 \), existence of such \( \epsilon_{b(0)} \) is immediate from the fact that \( \mathcal{E}_{b(\rho)} \) is an isomorphism.)

Thus in a way similar to the proof of Theorem 21.23 and Lemma 21.2, we find that

\[
i^*_{qm,(b(\rho), b(q^\nu))}(\epsilon_{a(\rho)}) \neq 0.
\]

In fact, we can use a de Rham representative of the Poincaré dual to \([S^2_{van}]^2 \) that is supported in a neighborhood of \( S^2_{van} \) and in particular disjoint from \( T(\rho) \). Therefore the above calculation of \( \mathcal{D}_b(\rho) \) makes sense in the homology level.

23.3. Critical values and eigenvalues of \( c_1(M) \). In this subsection we see the relation between the idempotent \( \epsilon_{b(\rho)} \) and the critical points of the potential function of \( T(\rho) \) with the bulk deformation \( b(\rho) \) if \( \rho \in (0, 1/2) \). We give a digression on the critical values of the potential function and the eigenvalues of the quantum multiplication by the first Chern class \( c_1(M) \). We start with an easy observation.

**Lemma 23.12.** For an oriented Lagrangian submanifold \( L \subset M \), there is a cycle \( D \) of codimension 2 in \( M \setminus L \) such that the Maslov index is equal to twice of the intersection number with \( D \), i.e., \( \mu(\beta) = 2\beta \cdot D \) for any \( \beta \in H_2(M, L; \mathbb{Z}) \).

**Proof.** Since \( L \) is an oriented Lagrangian submanifold, the top exterior power \( \Lambda^n TM \) is a trivial complex line bundle, where \( 2n = \dim M \). Moreover, the volume form of \( L \) gives a non-vanishing section \( s_L \) of \( \Lambda^n TM|_L \). We extend \( s_L \) to a section \( s \) of \( \Lambda^n TM \), which is transversal to the zero section. Then the zero locus \( D \) of \( s \) represents the Poincaré dual of the first Chern class \( c_1(M) \) and the Maslov index \( \mu_L : H_2(M, L; \mathbb{Z}) \to \mathbb{Z} \) is given by the twice of the intersection number with \( D \). \( \square \)

For our purpose, we restrict ourselves to the case that \( (M, \omega) \) is a closed symplectic manifold, \( J \) is an almost complex structure compatible with \( \omega \) and \( L \subset X \) is an oriented Lagrangian submanifold such that \( \mu(\beta) \geq 2 \) if the moduli space \( M(L; J; \beta) \neq \emptyset \) of bordered stable maps in the class \( \beta \neq 0 \). See [FOOO5] Appendix 1 for related results under this condition. The following theorem was proved (in Fano toric case) by Auroux [An] Theorem 6.1.

**Theorem 23.13.** Let \( b \) be a cycle of codimension 2 in \( M \) with coefficients in \( \Lambda_+ \) and \( b \in M_{weak, det}(L; b) \). Then, for any cycle \( A \) in \( M \), we have

\[
i^*_{qm,(b, b)}(c_1(M) \cup_b PD(A)) = \mathcal{D}_b(b)i^*_{qm,(b,b)}(PD(A)) \tag{23.8}
\]

in \( HF((L, b, b); \Lambda) \).
Proof. Let $D$ be the cycle in $M \setminus L$ obtained in Lemma 23.12. Since $c_1(M)$ is the Poincaré dual of $D$ as a cycle in $M$, we use $D$ to prove the formula (23.3).

The strategy of the proof is the same as in the one of Theorem 9.1 in [FOOO6]. Let $\mathcal{M}_{k+1, \ell+2}$ be the moduli space of genus zero bordered stable curves with $k + 1$ boundary marked points $z_0, \ldots, z_k$ and $\ell + 2$ interior marked points $z_1^+, \ldots, z_{\ell+2}^+$ with the connected boundary. Let $\mathcal{M}_{k+1, \ell+2}(\beta)$ be the moduli space of bordered stable maps from genus zero bordered semi-stable curves with $k + 1$ boundary marked points and $\ell + 2$ interior marked points with the connected boundary to $(M, L)$ representing the class $\beta \in H_2(M, L; \mathbb{Z})$. Here the boundary marked points are ordered in the counter-clockwise way. We denote by $\text{ev}^+ = (\text{ev}_{z_1^+}^+, \ldots, \text{ev}_{z_{\ell+2}^+}^+)$ the evaluation map at the interior marked points and by $\text{ev}_i$, the evaluation map at the boundary marked point $z_i$. We set $\text{ev} = (\text{ev}_1, \ldots, \text{ev}_k)$.

For cycles $Q_1, \ldots, Q_{\ell+2}$ in $M$ and chains $P_1, \ldots, P_k$ in $L$, we define

$$\mathcal{M}_{k+1, \ell+2}(\beta; Q_1 \otimes \cdots \otimes Q_{\ell+2}; P_1, \ldots, P_k) := \mathcal{M}_{k+1, \ell+2}(\beta)_{\text{ev}^+ \times \text{ev}} \times \mathcal{M}_{\ell+2, k}^p(Q_1 \times \cdots \times Q_{\ell+2} \times P_1 \times \cdots \times P_k).$$

By taking the stabilized domain of the stable map and forgetting the boundary marked points $z_1, \ldots, z_k$ and the interior marked points $z_3^+, \ldots, z_{\ell+2}^+$, we obtain the forgetful map

$$\text{forget} : \mathcal{M}_{k+1, \ell+2}(\beta; D \otimes A \otimes b^{\otimes \ell}; b^{\otimes k}) \to \mathcal{M}_{1, 2}.$$

The moduli space $\mathcal{M}_{1, 2}$ of bordered stable curves of genus 0, connected with two interior marked points and one boundary marked point is of complex dimension 1. We pick two points $[\Sigma_0], [\Sigma_1]$ in $\mathcal{M}_{1, 2}$ as follows. The bordered stable curve $\Sigma_0$ is the union of the unit disc with $z_0 = 1$ on its boundary and the Riemann sphere with $z_1^+, z_2^+$, which are away from the interior node of $\Sigma_0$. The bordered stable curve $\Sigma_1$ consists of the union of two copies $D_0, D_1$ of the unit disc with a boundary node such that $z_0 = 1, a_1^+ = 0$ in $D_0, z_2^+ = 0$ in $D_1$ and the boundary node corresponds to $-1 \in \partial D_0, 1 \in \partial D_1$.

In our case, since the Maslov index $\mu(\beta)$ is at least 2 if $\mathcal{M}(L; J; \beta) \neq \emptyset$, and $b$ is represented by codimension 2 cycle, it is enough to study holomorphic discs of Maslov index 2 for the computation of $m_0^{b}(1)$. Recall also that the Maslov class of $L \subset M$ is equal to the twice of the intersection number with $D$. Therefore

$$q([D \otimes e^b]; e^b) := q\left(\sum_{\ell_1, \ell_2} \frac{1}{(\ell_1 + \ell_2 + 1)!} b^{\otimes \ell_1} \otimes D \otimes b^{\otimes \ell_2}; e^b\right) = q(e^b; e^b) = \mathfrak{P} \Omega_b(b) \cdot 1$$

for $b \in \mathcal{M}_{\text{def, weak}}(L, b)$. Hence we find that the sum of contributions from $\text{ev}_0 : \text{forget}^{-1}([\Sigma_1]) \to L$ is equal to $\mathfrak{P} \Omega_b(b) i_{\text{qm}, (b, b)}^*(PD(A))$. On the other hand, we find that $\text{ev}_0 : \text{forget}^{-1}([\Sigma_0]) \to L$ contributes to $i_{\text{qm}, (b, b)}^*(c_1(M) \cup b \ PD(A))$. Now Theorem 23.12 follows in a way similar to [FOOO6] Theorem 9.1. \qed

Corollary 23.14. If $A$ is an eigenvector of $c_1(M) \cup b$ on $QH_b(M; \Lambda)$ with eigenvalue $\lambda$ and $i_{\text{qm}, (b, b)}^*(A) \neq 0$, then $\lambda = \mathfrak{P} \Omega_b(b)$.

We return to the discussion on $T(\rho)$. For $T(0) = T(\rho = 0)$, we can find that the potential function (without bulk deformations) of $T(0)$ has two critical points with critical values $\pm 4T^{1/2}$, by the result of the calculation in [FOOO5] Digression
4.1, where $T(0)$ is denoted by $T(u_0)$. We have two bounding cochains $b_1, b_2$ with critical values $4T^1/2, -4T^1/2$ up to gauge equivalence.

Theorem 3.8.62 in [FOOO1] with taking (3.8.36.2) in Theorem 3.8.32 and Lemma 23.3 (1) into account implies that

$$i_{\text{qm}, S_{\text{can}}^2}^*: H(S^2 \times S^2; \Lambda) \to HF(S_{\text{can}}^2; \Lambda),$$

resp.

$$i_{\text{qm}, T(0), b_1}^*: H(S^2 \times S^2; \Lambda) \to HF((T(0), b_1); \Lambda)$$

sends $\sum_{j=1}^4 e_j$ to the unit $PD[S_{\text{can}}^2] \neq 0$ of $HF(S_{\text{can}}^2; \Lambda)$, resp. the unit $PD[T(0)] \neq 0$ of $HF((T(0), b_1); \Lambda)$, $i = 1, 2$.

Recall that $QH(S^2 \times S^2; \Lambda)$ is semi-simple and decomposes into $\bigoplus_{i=1}^4 \Lambda e_i$. We may assume that $e_1, e_4$ are eigenvectors of the quantum multiplication by $c_1(S^2 \times S^2)$ with eigenvalues $\pm 4T^1/2$ and $e_2, e_3$ are those with eigenvalue 0. Comparing the critical values of the potential function and eigenvalues of the quantum multiplication by $c_1(S^2 \times S^2)$, Theorem 23.13 implies that

$$i_{\text{qm}, S_{\text{can}}^2}^* (e_2 + e_3) = PD[S_{\text{can}}^2],$$

$$i_{\text{qm}, T(0), b_1}^*(e_1) = PD[T(0)],$$

$$i_{\text{qm}, T(0), b_2}^*(e_4) = PD[T(0)].$$

We may assume that $i_{\text{qm}, S_{\text{can}}^2}^* (e_2) \neq 0$. By Theorem 18.8 (2), we find that $S_{\text{can}}^2$ is $\mu_{e_2}$-superheavy and while $T(0)$ is $\mu_{e_1}$-superheavy and $\mu_{e_4}$-superheavy. On the other hand, since $S_{\text{can}}^2$ and $T(0)$ are disjoint, two quasimorphisms corresponding to $\mu_{e_1}$ and $\mu_{e_2}$ are distinct by Theorem 18.7 (and Remark 18.6). This statement is mentioned without proof in [FOOO5] Remark 7.1.

As we showed in Subsection 23.2 the potential function of $T(0)$ with bulk deformation by $b_\rho$ has two critical points $(\epsilon(e^{T^\rho/2} + e^{-T^\rho/2})^{-1}, (e^{T^\rho/2} + e^{-T^\rho/2}))$ with $\epsilon = \pm 1$. The critical values are $\pm 2(\epsilon^{T^\rho/2} + e^{-T^\rho/2})T^{1/2}$.

For $T(\rho)$, the potential function with bulk $b_\rho$ has critical points $(\epsilon T^\rho(e^{T^\rho/2} - e^{-T^\rho/2})^{-1}, (e^{T^\rho/2} - e^{-T^\rho/2})T^{1/2}$. The critical values are $\pm 2(\epsilon^{T^\rho/2} - e^{-T^\rho/2})T^{1/2}$.

Theorem 3.8.62 in [FOOO1] with taking (3.8.36.2) in Theorem 3.8.32 and Lemma 23.3 (2), (3) into account implies that there exist $b_i \in H^1(T(0); \Lambda_0), \text{resp. } b(\rho) \in H^1(T(\rho); \Lambda_0), i = 1, 2$ such that

$$i_{\text{qm}, T(0), (b(\rho), b_1)}^*: QH(b(\rho)(S^2 \times S^2; \Lambda) \to HF((T(0)(b(\rho), b_1); \Lambda),$$

$$i_{\text{qm}, T(\rho), (b(\rho), b_3)}^*: QH(b(\rho)(S^2 \times S^2; \Lambda) \to HF((T(\rho)(b(\rho), b_3)); \Lambda)$$

send the unit to the unit.

The eigenvalues of the quantum multiplication with bulk $b(\rho)$ by $c_1(S^2 \times S^2)$ are as follows. By Remark 5.3 and Theorem 1.9 in [FOOO2] (Fano toric case), Theorem 1.4 in [FOOO6] (general toric case), we find that $e_1^{b(\rho)}, \ldots, e_4^{b(\rho)}$ are eigenvectors of the quantum multiplication by $c_1(S^2 \times S^2)$ with eigenvalues $2(e^{T^\rho/2} + e^{-T^\rho/2})T^{1/2}, 2(e^{T^\rho/2} - e^{-T^\rho/2})T^{1/2}, 2(\epsilon e^{T^\rho/2} + e^{-T^\rho/2})T^{1/2}, -2(e^{T^\rho/2} + e^{-T^\rho/2})T^{1/2}$, respectively. Hence $b_i, b(\rho)_i$ can be arranged so that

$$i_{\text{qm}, T(0), (b(\rho), b_1)}^*(e_1^{b(\rho)}) = i_{\text{qm}, T(0), (b(\rho), b_2)}^*(e_1^{b(\rho)}) = PD[T(0)]$$

and

$$i_{\text{qm}, T(\rho), (b(\rho), b_3)}^*(e_2^{b(\rho)}) = i_{\text{qm}, T(\rho), (b(\rho), b_4)}^*(e_3^{b(\rho)}) = PD[T(\rho)].$$
Theorem 24.1. For each $\mathcal{M}$plectic structure on $A$H moment polytope of this action is given by

For $u$ regard it as a Lagrangian torus in $M$ where $\mathcal{P}\mathcal{F}\mathcal{U}\mathcal{N}\mathcal{S}$ is invariant under the action of real torus $T$. This symplectic structure on $M_0$ is invariant under the action of real torus $T^2 \subset (C^*)^2$. The moment polytope of this action is given by

$$P = \{(u_1, u_2) \in \mathbb{R}^2 \mid \ell_i(u_1, u_2) \geq 0, \ i = 1, 2, 3\} \quad (24.2)$$

where

$$\ell_1(u_1, u_2) = -u_1 + 2u_2 + 1,$$
$$\ell_2(u_1, u_2) = 2u_1 - u_2 + 1,$$
$$\ell_3(u_1, u_2) = -u_1 - u_2 + 1. \quad (24.3)$$

The moment polytope $P$ is an isosceles triangle, whose center of gravity is origin. The three vertices of $P$ correspond to the three singular points of $M_0$. The variety $M_0$ is a toric orbifold with three singular points of $A_2$-type.

We can deform those three singular points by gluing the Milnor fiber of the $A_2$ singularity by the same way as in Section 23 to obtain a symplectic manifold $M$. It is easy to see that $M$ is symplectomorphic to $M_t$ for $t \neq 0$. (Note $M_t$ is symplectomorphic to $M_{t'}$ if $t, t' \neq 0$.)

We consider

$$\mathcal{F} = (\mathbb{R}_{\geq 0}(1, 0)) \cup (\mathbb{R}_{\geq 0}(0, 1)) \cup (\mathbb{R}_{\geq 0}(-1, -1)) \cap \text{Int}P.$$

For $u \in \mathcal{F}$ we consider $\pi^{-1}(u) \subset M_0$. In the same way as in Section 23 we may regard it as a Lagrangian torus in $M$. We denote it by $T(u)$.

Theorem 24.1. For each $u \in \mathcal{F}$, there exist $b(u) \in H^2(M; \Lambda_0)$ and $b(u) \in H^1(T(u); \Lambda_0)$ such that

$$HF((T(u), (b(u), b(u))'; \Lambda) \neq 0.$$
Moreover there exists $e_u$ that is a unit of a direct product factor $e_u \Lambda = \Lambda$ of $QH_{\theta(u)}(M; \Lambda)$ such that
\[
i^{q_{\theta_m}(b(u), b(u))}(e_u) \neq 0 \in HF((T(u), (b(u), b(u))); \Lambda).
\]

We can use this theorem in the same way as in Section 23 to show the following.

**Corollary 24.2.**
1. Each of $T(u)$ is non-displaceable.
2. $T(u)$ is not Hamiltonian isotopic to $T(u')$ if $u \neq u'$.
3. There exist uncountably many homogeneous Calabi quasimorphisms
\[
\mu^{b(u)}_{e_u} : \widetilde{\text{Ham}}(M; \omega) \to \mathbb{R}
\]
which are linearly independent.

**Proof of Theorem 24.1.** We consider a toric resolution of our orbifold $M_0$, which we denote by $M(\epsilon)$. We may take it so that its moment polytope is
\[
P_\epsilon = \{(u_1, u_2) \in P \mid \ell_i^\prime(u_1, u_2) \geq 0, \ i = 4, \ldots, 9\},
\] (24.4)
where
\[
\ell_4^\prime(u_1, u_2) = u_1 + 1 - \epsilon = \frac{1}{3}(2\ell_1 + \ell_2) - \epsilon,
\]
\[
\ell_5^\prime(u_1, u_2) = u_2 + 1 - \epsilon = \frac{1}{3}(\ell_1 + 2\ell_2) - \epsilon,
\]
\[
\ell_6^\prime(u_1, u_2) = u_1 - u_2 + 1 - \epsilon = \frac{1}{3}(2\ell_2 + \ell_3) - \epsilon,
\]
\[
\ell_7^\prime(u_1, u_2) = -u_2 + 1 - \epsilon = \frac{1}{3}(\ell_2 + 2\ell_3) - \epsilon,
\]
\[
\ell_8^\prime(u_1, u_2) = -u_1 + 1 - \epsilon = \frac{1}{3}(2\ell_3 + \ell_1) - \epsilon,
\]
\[
\ell_9^\prime(u_1, u_2) = -u_1 + u_2 + 1 - \epsilon = \frac{1}{3}(\ell_3 + 2\ell_1) - \epsilon.
\] (24.5)

We put
\[
D_i = \pi^{-1}(\partial P_\epsilon), \ \partial_i P_\epsilon = \{(u_1, u_2) \in P_\epsilon \mid \ell_i^\prime(u_1, u_2) = 0\},
\]
for $i = 4, \ldots, 9$. ($D_i, i = 1, 2, 3$ are defined in the same way.)

We note that $M(\epsilon)$ is nef but is not Fano. In fact, $c_1(M(\epsilon)) \cap D_i = 0$ for
\[
i = 4, \ldots, 9.
\] The potential function of $M(\epsilon)$ is calculated by Chan and Lau. In fact, $M(\epsilon)$ is $X_{11}$ in the table given in p.19 of [CL].

Using the fact that $M$ is monotone, we can apply the argument of [FOOO5] Section 6 to show that we can take the limit $\epsilon \to 0$ to calculate the potential function of $T(u)$ in $M$. The result is the following.

Let $e_1, e_2$ be a basis of $H^1(T(u); \mathbb{Z})$ and put $b = x_1 e_1 + x_2 e_2 \in H^1(T(u); \Lambda_0)$. We put $\overline{\eta}_i = e^\epsilon: \eta_i = T^u \overline{\eta}_i$, where $u = (u_1, u_2)$.

**Theorem 24.3.** The potential function of $T(u) \subset M$ is given by
\[
\Phi = T(y_1^{-1} y_2^{-1} (y_1 + y_2)^3 + y_1^{-1} y_2^2 (y_1 y_2 y_1^{-1} + y_2^{-1})^3
\]
\[
+ y_1^2 y_2^{-1} (y_1^{-1} + y_1^{-1} y_2)^3 - y_1^{-1} y_2^2 - y_1^2 y_2^{-1} - y_1^{-1} y_2^{-1}.
\] (24.6)

We postpone the proof of Theorem 24.3. We prove it later at the same time as we prove Theorem 24.6 by using [24.14].

**Corollary 24.4.** For each $u \in Z$, there exists $b \in H^1(T(u); \Lambda_0)$ such that
\[
HF((T(u), b), (T(u), b); \Lambda_0) \cong H(T^2; \Lambda_0).\]
Proof. We define $Y_1, Y_2$ by the formula
\begin{align*}
Y_1^3 &= y_1^2 y_2^{-1}, \\
Y_2^3 Y_2 &= y_1.
\end{align*}
(24.7)
(24.8)
Note for each $y_1, y_2$ there are 3 choices of $Y_1$ satisfying (24.7). Then (24.8) uniquely determines $Y_2$. Thus $(Y_1, Y_2)$ is a three to one correspondence.

Now we can rewrite (24.6) as follows:
\begin{equation*}
\mathfrak{P} \mathfrak{D} = T \{(Y_1 + Y_2)^3 + (Y_1 + Y_1^{-1} Y_2^{-1})^3 + (Y_2 + Y_1^{-1} Y_2^{-1})^3 - Y_1^3 - Y_2^3 - Y_1^{-3} Y_2^{-3}\}
\end{equation*}
\begin{equation*}
= T((Y_1 + Y_2 + Y_1^{-1} Y_2^{-1})^3 - 6).
\end{equation*}
Therefore
\begin{align*}
\frac{1}{T} \frac{\partial \mathfrak{P} \mathfrak{D}}{\partial Y_1} &= 3(1 - Y_1^{-2} Y_2^{-1})(Y_1 + Y_2 + Y_1^{-1} Y_2^{-1})^2 \\
\frac{1}{T} \frac{\partial \mathfrak{P} \mathfrak{D}}{\partial Y_2} &= 3(1 - Y_1^{-1} Y_2^{-2})(Y_1 + Y_2 + Y_1^{-1} Y_2^{-1})^2.
\end{align*}
Therefore the critical point is either
\begin{equation*}
Y_1 = Y_2, \quad Y_1^3 = 1
\end{equation*}
or
\begin{equation*}
Y_1 + Y_2 + Y_1^{-1} Y_2^{-1} = 0.
\end{equation*}
(24.9) gives a single solution $y_1 = y_2 = 1$. (24.10) gives infinitely many critical points. Let us study it a bit more below.

Let $v = v_1 = v_2 < 0$. We put
\begin{equation*}
Y_1 = e^{T v_1}, \quad Y_2 = e^{T v_2}
\end{equation*}
with $v_T(e) = v_T(e') = 0$. For simplicity we also assume $c \in \mathbb{C} \setminus \{0\}$. (24.10) implies that $c + c \equiv 0 \mod \Lambda_+$. We put
\begin{equation*}
c' = -c(1 + \alpha), \quad \alpha \in \Lambda_+.
\end{equation*}
Then (24.10) becomes
\begin{equation*}
-c^3 \alpha(1 + \alpha) = T^{-3v}.
\end{equation*}
Therefore we get
\begin{equation*}
\alpha = T^{-3v}(-c^{-3} + \cdots),
\end{equation*}
where $\cdots$ is an element of $\Lambda_+$. Thus
\begin{align*}
y_1 &= Y_1^3 Y_2 = -c^3 T^{3v}(1 - c^{-3} T^{-3v} + \cdots), \\
y_2 &= Y_1 Y_2^3 = c^3 T^{3v}(1 - 2c^{-3} T^{-3v} + \cdots),
\end{align*}
is a critical point. Namely there exists a critical point whose valuation is $u = (3v, 3v) \in \mathbb{R}_{>0}(-1, -1)$, for any $v < 0$. The corollary now follows from an obvious $\mathbb{Z}_3$ symmetry. \hfill $\square$

Remark 24.5. Corollary (24.4) implies that the Jacobian ring
\begin{equation*}
\text{Jac}(\mathfrak{P} \mathfrak{D}; \Lambda) = \frac{\Lambda[[y, y^{-1}]]^\mathfrak{D}}{\text{Clos}_{\mathfrak{P} \mathfrak{D}}(y_i \frac{\partial \mathfrak{P} \mathfrak{D}}{\partial y_i}, i = 1, 2)}
\end{equation*}
is infinite dimensional over $\Lambda$. In the toric case it is always finite dimensional since
\begin{equation*}
\xi_{\mathfrak{D}} : QH(X; \Lambda) \to \text{Jac}(\mathfrak{P} \mathfrak{D}; \Lambda)
\end{equation*}
is an isomorphism. (Theorem (20.18)
Corollary 24.3 implies the existence of a continuum of mutually disjoint non-displaceable Lagrangian tori in a cubic surface. To show the existence of infinitely many Calabi quasimorphisms and prove Theorem 1.11 (2), we need to study bulk deformations. Let

$$\vec{w} = (w_1, \ldots, w_9) \in \Lambda_0^3.$$  \hspace{1cm} (24.11)

We put

$$b(\vec{w}) = \sum_{i=1}^9 w_iPD(D_i).$$  \hspace{1cm} (24.12)

**Theorem 24.6.** We have

$$\frac{1}{T}(\mathfrak{P}\mathfrak{D}_{b(\vec{w})} - \mathfrak{P}\mathfrak{D}) = (e^{w_1} - 1)y_1^{-1}y_2^2 + (e^{w_2} - 1)y_1^2y_2^{-1} + (e^{w_3} - 1)y_1^{-1}y_2^{-1} + (e^{w_5} + e^{w_5-w_4} + e^{-w_5} - 3)y_1 + (e^{w_5} + e^{w_5-w_4} + e^{-w_5} - 3)y_2 + (e^{w_5} + e^{w_5-w_4} + e^{-w_5} - 3)y_2^{-1} + (e^{w_5} + e^{w_5-w_4} + e^{-w_5} - 3)y_1 - 3y_1y_2.$$  

**Proof.** We consider the term $3y_1^{-1}y_2^{-1}y_1y_2 = 3y_1$ in (24.6). This term comes from the moduli space $\mathcal{M}(\beta)$ where $\beta = \beta_4 + \alpha$ with

$$\beta_4 \cap D_j = \begin{cases} 1 & j = 4 \\ 0 & j \neq 4 \end{cases},$$  \hspace{1cm} (24.13)

and $\alpha \in H_2(M; \mathbb{Z})$ with

$$\alpha = k_1[D_4] + k_2[D_5].$$

We define

$$d(k_1, k_2) = \deg(ev_0 : \mathcal{M}_4(\beta_4 + k_1[D_4] + k_2[D_5]) \rightarrow L(u)).$$

By the result of Chan-Lau, [CL] Theorem 1.1, and the fact that the potential functions are continuous with respect to the limit $\epsilon \to 0$, we derive

$$d(k_1, k_2) = \begin{cases} 1 & (k_1, k_2) = (0,0), (1,0), (1,1) \\ 0 & \text{otherwise}. \end{cases}$$  \hspace{1cm} (24.14)

This result is also obtained independently in Section 5 of the second version of [NNU2] based on the another argument. Therefore, by the proof of [FOOO3] Proposition 9.4, the coefficient of $y_1$ in $P\mathfrak{D}_{b_{+,\lambda}(u)}$ is given by

$$\sum_{k_1, k_2} d(k_1, k_2) \exp(w_4[D_4]) \exp(w_5[D_5]) = e^{w_4} + e^{w_5-w_4} + e^{-w_5}.$$  

(Here we use (24.13) and $[D_4] \cdot [D_4] = [D_5] \cdot [D_5] = -2$, $[D_4] \cdot [D_5] = 1$.)

In the same way the coefficient of $y_2$ in $\mathfrak{P}\mathfrak{D}_{b(\vec{w})}$ is given by $e^{w_5} + e^{w_4-w_5} + e^{-w_4}$. This proves the second line of the right hand side. The third and fourth line can be proved in the same way. The proof of the first line is easier. \hfill $\square$
Lemma 24.10. Suppose that the set of critical points of \( P \) is maximal it must be nondegenerate. We assume also that the valuation of the elements all of which are nondegenerate. We also assume that none of the following happens.

\[ \begin{align*}
(1) & \quad e^{3w_4} = 1, \quad e^{2w_4} = e^{w_5}, \\
(2) & \quad e^{3w_6} = 1, \quad e^{2w_6} = e^{w_7}, \\
(3) & \quad e^{3w_8} = 1, \quad e^{2w_8} = e^{w_9}.
\end{align*} \]

Then the homomorphism

\[ \text{th}_{b(\bar{w})} : \text{QH}_{b(\bar{w})}(X; \Lambda) \to \text{Jac}(\text{PO}_{b(\bar{w})}; \Lambda) \]

is an isomorphism. Moreover \( \text{QH}_{b(\bar{w})}(X; \Lambda) \) is semi-simple.

\[ \text{Proof.} \] We can prove that \( \text{th}_{b(\bar{w})} \) is a ring homomorphism in a similar way as in \[ \text{FOOO06} \] Theorem 9.1. (See \[ \text{AFOOO} \] for detail.) We put

\[ z_i = \frac{\partial f_i}{\partial y_1^{w_1}} \cdot y_2^{w_2}. \]

In a way similar to \[ \text{FOOO06} \] Lemma 2.3, we can prove that \( \{ z_i \mid i = 1, \ldots, 9 \} \) generates a dense \( \Lambda \)-subalgebra of \( \Lambda \langle y, y^{-1} \rangle \). Since \( \text{Jac}(\text{PO}_{b(\bar{w})}; \Lambda) \) is finite dimensional, it is generated by the image of \( z_i, i = 1, \ldots, 9 \) as \( \Lambda \)-algebra.

By differentiating the formula given in Theorem \[ \text{24.6} \] we find that, for each \( i = 1, 2, 3 \), the cohomology class \( PD([D_i]) \) is mapped to \( e^{w_i}z_i \) by \( \text{th}_{b(\bar{w})} \). We calculate

\[ \begin{pmatrix}
\text{th}_{b(\bar{w})}(PD([D_4])) \\
\text{th}_{b(\bar{w})}(PD([D_5]))
\end{pmatrix} =
\begin{pmatrix}
e^{w_4} - e^{w_5} & e^{w_4} - e^{w_5} \\
e^{w_4} + e^{w_5} - e^{w_5} & e^{w_5} - e^{w_4}, \quad z_4
\end{pmatrix} \]

By assumption the matrix in the right hand side is nonzero. Therefore the image of \( \text{th}_{b(\bar{w})} \) contains either \( z_4 \) or \( z_5 \). Since \( z_4z_5 = z_1z_2 \), it contains both of \( z_4 \) and \( z_5 \). In a similar way we find that the image of \( \text{th}_{b(\bar{w})} \) contains \( z_0, \ldots, z_9 \). Therefore \( \text{th}_{b(\bar{w})} \) is surjective.

The rank of \( \text{Jac}(\text{PO}_{b(\bar{w})}; \Lambda) \) is 9 that is equal to the Betti number of \( X \). Therefore \( \text{th}_{b(\bar{w})} \) is an isomorphism. Therefore \( \text{QH}_{b(\bar{w})}(X; \Lambda) \cong \Lambda^9 \) is semi-simple. \( \square \)
Therefore
\[ x = y \]
This equation has three simple roots. (We use genericity of \( Y \))

We next put
\[ \bar{w}_{w:c} = (0, 0, 0, w(u; c), w(u; c), 0, 0, 0, 0), \quad e^{w(u; c)} + 1 + e^{-w(u; c)} = 3 + cT^u \]
with \( c \in \mathbb{C} \setminus \{0\}, u \geq 0. \) (We observe that \( w_T(w(u; c)) = u/2. \))

**Lemma 24.11.** We assume \( c \) is generic in case \( u = 0. \)

1. \( \Psi D_{b(w, c)} \) has exactly 3 nonzero critical points.
2. The valuation of the critical points are \((0, 0).\)
3. All the three critical points are non-dengenerate.

**Proof.** We take variables \( Y_1, Y_2 \) as in (24.17), (24.8). Then by Theorem 24.6, we have
\[ \Psi D_{b(w, c)} = T((Y_1 + Y_2 + Y_1^{-1}Y_2^{-1})^3 - 6) + cT^{1+u}(Y_1 + Y_2)Y_1Y_2. \]
Therefore \( \nabla \Psi D_{b(w, c)} = 0 \) is equivalent to
\[
\begin{align*}
3(1 - Y_1^{-2}Y_2^{-1})(Y_1 + Y_2 + Y_1^{-1}Y_2^{-1})^2 + cT^uY_2(2Y_1 + Y_2) & = 0, \quad (24.16) \\
3(1 - Y_1^{-1}Y_2^{-1})(Y_1 + Y_2 + Y_1^{-1}Y_2^{-1})^2 + cT^uY_1(2Y_2 + Y_1) & = 0. \quad (24.17)
\end{align*}
\]

Therefore
\[ \frac{2Y_1 + Y_2}{Y_1Y_2 - 1} = \frac{2Y_2 + Y_1}{Y_2Y_1 - 1}. \]
Using \( Y_1 \neq 0, Y_2 \neq 0 \) it implies either \( Y_1 = Y_2 \) or \( Y_1Y_2(Y_1 + Y_2) = -1. \)

In case \( Y_1Y_2(Y_1 + Y_2) = -1 \) we use (24.16) to find \( 2Y_1 + Y_2 = 0. \) We also use (24.17) to find \( 2Y_2 + Y_1 = 0. \) This is impossible. Thus we have \( Y_1 = Y_2. \) We put
\[ x = Y_1^3 = Y_2^3. \]
Then (24.16), (24.17) are equivalent to
\[ (x - 1)(2x + 1)^2 + cT^u x^3 = 0. \quad (24.18) \]
This equation has three simple roots. (We use genericity of \( c \) in case \( u = 0. \)) We have proved (1). (Note \( y_1 = y_2 = x. \))

If \( u = 0, \) then \( x \in \mathbb{C} \setminus \{0\}. \) Therefore the valuations of \( y_1, y_2 \) are 0. If \( u > 0, \) then \( x = 1 + \Gamma/2 \) modulo \( \Lambda. \) Therefore \( v_T(x) = 0 \) also. This proves (2).

We next prove (3). We calculate
\[
\left( y_iy_j \frac{\partial^2 \Psi D_{b(\rho)}}{\partial y_i \partial y_j} \right)_{i,j=1}^2 = \begin{pmatrix} A & B \\ B & A \end{pmatrix}, \quad (24.19)
\]
where
\[ A = \frac{T}{x^2}(4x^3 + 6x^2 + 6x + 2), \quad B = \frac{T}{x^2}(-4x^3 - 6x^2 + 1). \]
Here we use (24.18) during the calculation. Therefore we get
\[
\det \left( y_iy_j \frac{\partial^2 \Psi D_{b(\rho)}}{\partial y_i \partial y_j} \right)_{i,j=1}^2 = 3T^2 \frac{(2x + 1)^4}{x^4}.
\]
(3) follows. \( \square \)

We now consider an affine line \( C \cong \mathbb{C} \) contained in \( \mathbb{C}^9 \) so that it contains \( \vec{w}_0 \) and \( \vec{w}_{0,c} \) where \( c \) is generic. For \( a \in C \) we have \( b(a). \) We consider
\[ X_0 = \{(a; y_1, y_2) \mid a \in C, \nabla(\Psi D_{b(a)}) = 0 \text{ at } (y_1, y_2) \in \mathbb{C}^2\}. \]
We take the Zariski closure of \( X_0 \) in \( C \times \mathbb{C}P^1 \times \mathbb{C}P^1 \) and denotes it by \( X. \) We have a projection \( \pi : X \to C. \) At a generic point \( a \in C \) the fiber of \( \pi \) consists of 9 points.
At \( a = \bar{w}_{0,c} \), the fiber of \( \pi \) intersects with \( \mathcal{X}_0 \) at 3 points and those three points are all simple. Therefore \( \pi^{-1}(\bar{w}_{0,c}) \setminus \mathcal{X}_0 \neq \emptyset \). Then there exist Laurent power series

\[
y_1(w) = \sum_{k \geq k_0, 1} y_{1,k} w^k, \quad y_2(w) = \sum_{k \geq k_0, 2} y_{2,k} w^k,
\]

and

\[
a(w) = \sum_{k \geq 0} a_k w^k
\]
such that the following holds:

1. \( y_1(w), y_2(w) \) converge for \( |w| \in (0, \epsilon) \).
2. \( a(w) \) converges for \( |w| \in [0, \epsilon) \).
3. \( (a(w); y_1(w), y_2(w)) \in \mathcal{X}_0 \) for \( |w| \in (0, \epsilon) \).
4. \( (y_1(0), y_2(0)) \in (\mathbb{C}P^1)^2 \setminus (\mathbb{C} \setminus \{0\})^2 \).
5. \( a(0) = \bar{w}_{0,c} \).

Now we consider \( (y_1(T^\rho), y_2(T^\rho)) \in \Lambda^2 \) and \( a(T^\rho) \in \Lambda_0^0 \). (3) implies that \( (y_1(T^\rho), y_2(T^\rho)) \) is a critical point of \( \mathcal{PD}_{b(a(T^\rho))} \).

**Lemma 24.12.** If \( (\psi_T(y_1(T^\rho)), \psi_T(y_2(T^\rho))) \in P \), then

\[
(\psi_T(y_1(T^\rho)), \psi_T(y_2(T^\rho))) \in \mathfrak{Z}.
\]

**Proof.** If \( (u_1, u_2) = (\psi_T(y_1), \psi_T(y_2)) \in P \setminus \mathfrak{Z} \), then there exist \( i = 1, 2, 3 \) such that

\[
\ell_i(u_1, u_2) < \ell_j(u_1, u_2)
\]

for each \( j \in \{1, \ldots, 9\}, j \neq i \). It follows easily that \( (y_1, y_2) \) is not a critical point of \( \mathcal{PD}_{b(a(T^\rho))} \). \( \square \)

It is easy to see that \( \rho \mapsto (\psi_T(y_1(T^\rho)), \psi_T(y_2(T^\rho))) \) is continuous and

\[
\lim_{\rho \to 0} (\psi_T(y_1(T^\rho)), \psi_T(y_2(T^\rho))) = (0, 0).
\]

Moreover we find that \( \psi_T(y_1(T^\rho)) \) and \( \psi_T(y_2(T^\rho)) \) are either increasing or decreasing, and \( (\psi_T(y_1(T^\rho)), \psi_T(y_2(T^\rho))) \) diverges as \( \rho \to \infty \). (This is a consequence of (4) above.) Therefore there exists \( \rho_1 > 0 \) such that

\[
\rho \mapsto (\psi_T(y_1(T^\rho)), \psi_T(y_2(T^\rho)))
\]
defines a homeomorphism between \( (0, \rho_1) \) and one of \( \mathfrak{Z}_1 = \{(-u, -u) \mid u \in (0, 1)\} \), \( \mathfrak{Z}_2 = \{(u, 0) \mid u \in (0, 1)\} \), \( \mathfrak{Z}_3 = \{(0, u) \mid u \in (0, 1)\} \). Note that there exist 6 choices of such \( (y_1(q), y_2(q)) \) for given \( a(w) \), after replacing \( C \) by an appropriate branched cover that branches at \( w = \bar{w}_{0,c} \). This is because the order of the set \( \pi^{-1}(a(w)) \subset \mathcal{X} \) is 9 for generic \( w \) and the set \( \pi^{-1}(a(0)) \subset \mathcal{X} \) consists of 3 points all of which are simple. Each of such 6 choices determines \( \rho_1 \) above. We take its minimum and denote it by \( \rho_0 \). Thus we proved the following:

**Lemma 24.13.**

1. For each \( \rho \in (0, \rho_0) \), there exist exactly 9 critical points of \( \mathcal{PD}_{b(a(T^\rho))} \). They are simple and their valuations are always in the interior of \( P \).
2. We may take a choice of \( (y_1(q), y_2(q)) \) as above such that

\[
\rho \mapsto (\psi_T(y_1(T^\rho)), \psi_T(y_2(T^\rho)))
\]
defines a homeomorphism between \( (0, \rho_0) \) and one of \( \mathfrak{Z}_1, \mathfrak{Z}_2, \mathfrak{Z}_3 \).
Suppose that 

\[ y \] 

Theorem 25.1. Let \( x \) and \( b \) be \( 20.21 \). Corresponding to this subspace, we put \( \text{PO} \).

Lemma 24.14. For each \( u \in \mathcal{P} \), there exist \( b(u) \) and \( e(u) \in QH_b(u)(X; \Lambda) \) such that:

1. \( e(u)A \subset QH_b(u)(X; \Lambda) \) is a direct factor.
2. \( T(u) \) is \( \zeta_{e(u)} \)-superheavy.

Once we have Lemma 24.14 for some \( i \), then by symmetry we obtain the same conclusion for any \( i = 1, 2, 3 \). The proof of Theorem 24.1 is now completed. \( \square \)

25. Detecting spectral invariant via Hochschild cohomology

In this section we prove the following theorem. For a critical point \( \eta \) of the potential function \( \mathfrak{D}_b \), we recall the subset \( \text{Jac}(\mathfrak{D}_b; \eta) \subset \text{Jac}(\mathfrak{D}_b; \Lambda) \) from Definition 24.11. Corresponding to this subspace, we put \( QH_b(M; \Lambda; \eta) := \{ s \in QH_b(M; \Lambda) | ts_b(s) \in \text{Jac}(\mathfrak{D}_b; \eta) \} \).

Theorem 25.1. Let \((M, \omega)\) be a compact toric manifold and \( b \in H^{even}(M; \Lambda_0) \). Suppose that \( \eta \) is a critical point of the potential function \( \mathfrak{D}_b \). Let \( u = u(\eta) \) and \( b = b(\eta) \) those defined as in Theorem 24.14. Denote by \( e_\eta \) the idempotent of \( QH_b(M; \omega; \eta) \). Then \( L(u) \) is \( \mu^{b, \eta} \).

This theorem improves Theorem 21.1 in that superheaviness holds without assuming nondegeneracy of \( \eta \).

Problem 25.2. Let \( \eta \) be a degenerate critical point of \( \mathfrak{D}_b \). When does \( \mu^{b, \eta} \) become a quasimorphism?

25.1. Hochschild cohomology of filtered \( A^\infty \) algebra: review. We use Hochschild cohomology for the proof of Theorem 25.1. Let \((C, \{ m_k \}_{k=0}^\infty)\) be a unital and gapped filtered \( A^\infty \) algebra. (See [FOOO] Section 3 for the definition of filtered \( A^\infty \) algebra.) In this section we assume \( m_0 = 0 \).

In the situation of Theorem 25.1, we have \( m_0(1) = \mathfrak{D}(b) \cdot 1 \) that is not zero in general. We redefine \( m_0(1) = 0 \) and do not change other operators. By unitarity all the \( A^\infty \) relations still hold. After this modification we apply the argument in this section. We put

\[
CH^k(C, C) = \text{Hom}_\Lambda(B_k C[1], C[1]),
\]

\[
CH(C, C) = \bigoplus_{k=0}^\infty CH^k(C, C),
\]

\[
N^kCH(C, C) = CH(C, C)/\bigoplus_{k'} CH^{k'}(C, C).
\]

Here \( \bigoplus \) is the completion of algebraic direct sum with respect to \( q \)-adic topology. We assume that \((C, \{ m_k \}_{k=0}^\infty)\) has a strict unit \( e \). We define its submodule

\[
CH^k_{red, b}(C, C) = \{ \varphi \in CH^k(C, C) | \varphi(\cdots, e, \cdots) = 0 \}
\]
and define \( CH^{\text{red}}(C, C) \), \( N^k CH^{\text{red}}(C, C) \) in a similar way. We define Hochschild differential \( \delta_H : CH(C, C) \to CH(C, C) \) by

\[
\delta_H(\varphi)(x_1, \ldots, x_k) = \sum_{i, \ell} (-1)^{\ast_1} \varphi(x_1, \ldots, m_\ell(x_i, \ldots, \ldots)) \\
+ \sum_{i, \ell} (-1)^{\ast_2} m_\ell(x_1, \ldots, \varphi(x_i, \ldots, \ldots)),
\]

(25.2)

where \( \ast_1 = \deg \varphi (\deg x_1 + \cdots + \deg x_{i-1} + i - 1) \), \( \ast_2 = \deg x_1 + \cdots + \deg x_{i-1} + i \).

It is easy to check \( \delta_H \circ \delta_H = 0 \). So \( (CH(C, C), \delta_H) \) is a (co)chain complex, which we call Hochschild cochain complex.

Using our assumption \( m_0 = 0 \), we have

\[
\delta_H \left( \bigoplus_{k' > k} CH^{k'}(C, C) \right) \subset \bigoplus_{k' > k} CH^{k'}(C, C).
\]

Therefore \( \delta_H : N^k CH(C, C) \to N^k CH(C, C) \) is induced. We call this filtration the number filtration. Note we have

\[
(CH(C, C), \delta_H) = \text{proj lim}_{k \to \infty} (N^k CH(C, C), \delta_H).
\]

We can easily show

\[
\delta_H \left( CH^{\text{red}}(C, C) \right) \subset CH^{\text{red}}(C, C).
\]

So the reduced Hochschild cochain complex \( (CH^{\text{red}}(C, C), \delta_H) \) is defined. It has a number filtration. The cohomology of the reduced Hochschild cochain complex is written as \( HH^{\text{red}}(C, C) \) and is called reduced Hochschild cohomology.

We note that \( CH^k(C, C) \cong \text{Hom}_C(B_k \mathcal{C}[1], \mathcal{C}[1]) \otimes \Lambda \),

where \( \mathcal{C} \otimes_C \Lambda = \mathcal{C} \). We can then use the filtration \( F^\lambda C = \mathcal{C} \otimes_C \Lambda_0 \) to define a filtration \( F^\lambda CH^k(C, C) \) on \( CH^k(C, C) \). We call this filtration the energy filtration. Using the condition

\[
m_k \left( F^{\lambda_1} C \otimes \cdots \otimes F^{\lambda_k} C \right) \subset F^{\lambda_1 + \cdots + \lambda_k} C
\]

(\text{[FOOO1]} (3.2.12.6)), \( \delta_H \) preserves the energy filtration.

### 25.2. From quantum cohomology to Hochschild cohomology.

Let \( L \) be a relative spin Lagrangian submanifold of a compact symplectic manifold \( (M, \omega) \) and \( b \in H^{\text{even}}(M; \Lambda_0) \). Let \( b = b_0 + b_+ \in \Omega^{\text{odd}} \otimes \Lambda_0 \) be an element satisfying the Maurer-Cartan equation

\[
\sum_{\beta} \sum_{k=0}^\infty T^{\omega \cap \beta} \exp(b_0 \cap \partial \beta) m_{k, \beta}(b_+, \ldots, b_+) = 0.
\]

For each such pair \( (b, \bar{b}) \), we obtain a unital and gapped filtered \( A_\infty \) algebra \( (\Omega(L) \otimes \Lambda, \{ m_k^{b, \bar{b}} \}) \). We define

\[
\bar{q}_*^b = H(M; \Lambda) \to CH^{\text{red}}(\Omega(L) \otimes \Lambda, \Omega(L) \otimes \Lambda)
\]

(25.3)
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(1) By composing \( q^b \) with the projection

\[ HH^\text{red}_b(\Omega(L)\otimes\Lambda, \Omega(L)\otimes\Lambda) \rightarrow N_0HH^\text{red}_b(\Omega(L)\otimes\Lambda, \Omega(L)\otimes\Lambda) = HF^*((L, b); \Lambda), \]

we obtain a map

\[ H(M; \Lambda) \rightarrow HF^*((L, b); \Lambda). \]

This coincides with the map \( i^*_{q_H, HF((L, b); \Lambda)} \) given in (17.18).

(2) \( HH^\text{red}_b(\Omega(L)\otimes\Lambda, \Omega(L)\otimes\Lambda) \) has a filtered \( A_\infty \) structure. (See [FOOO6] (31.4) and Remark 31.1 (1).) Moreover \( q^b \) is a ring homomorphism.

25.3. Proof of Theorem 25.1. To prove Theorem 25.1 we need to explore some estimates of the spectral invariant which are analogs of ones developed in Chapters 1-4. In the previous chapters we use \( \Lambda \) coefficients and the valuation \( v_q \), while we use \( \Lambda \) coefficients and the valuation \( v_T \) in Subsections 25.1, 25.2. To translate the valuation \( v_T \) for any element \( x \) defined over \( \Lambda \) into \( v_q \), we just define

\[ v_q(x) = -v_T(x), \]

because \( T = q^{-1} \). See Notations and Conventions (16) in Section 1. We use this notation throughout this subsection.

The following is an analog of Proposition 18.9.

Proposition 25.4. Let \( L, b \) be as above and \( a \in H(M; \Lambda) \). Then

\[ \rho^b(H; a) \geq \inf \{-H(t, p) \mid (t, p) \in S^1 \times L\} + v_q(q^b(a)). \]

Here for \( x \in HH^\text{red}(\Omega(L)\otimes\Lambda, \Omega(L)\otimes\Lambda) \) we define

\[ v_q(x) = -v_T(x) = -\sup \{ \lambda \mid \exists \bar{x} \in F^\lambda CH^\text{red}(\Omega(L)\otimes\Lambda, \Omega(L)\otimes\Lambda), x = [\bar{x}]. \} \]

Proof. Using the operator \( q^F_{b; t, k} \) in (18.17), we define

\[ q^F_{a, b}: CF(M; H; \Lambda) \rightarrow CH^\text{red}_b(\Omega(L)\otimes\Lambda, \Omega(L)\otimes\Lambda) \]
By Theorem 15.1 we have
\[ q_{\ast} : \text{H}(M; \mathbb{Z}) \rightarrow \text{H}(M; \mathbb{Z}). \]

We can use Lemma 25.5 to prove Proposition 25.4 in the same way as we used Proposition 18.21 to prove Proposition 18.9. Thus Proposition 25.4 follows. \( \square \)

Now we consider the case of toric manifold \((M, \omega)\). For the toric case we can use \( \mathcal{q}^{T} \) in place of \( \mathcal{q} \) in Proposition 25.4 and the Hochschild complex
\[ \text{CH}(\text{H}(L(u); \Lambda), \text{H}(L(u); \Lambda)) \]
defined on de Rham cohomology (instead on the space of differential forms). In fact, \( m^{T} \) has been defined on it.

Let \( b \in H^{even}(M; \mathbb{A}) \) and let \( \eta \) be a critical point of \( \mathcal{Q} \mathcal{D}_{b} \), \( u = u(\eta) \) and \( b = b(\eta) \) as in Theorem 20.17. We put \( b = b(\eta) = (b, \eta) \).

**Lemma 25.6.** The restriction of \( \mathcal{q}^{T,b}_{\ast} : \text{QH}(M; \Lambda, \eta) \rightarrow \text{QH}(M; \Lambda, \eta) \)
is injective.

**Proof.** By [FOOO06] Lemma 31.5 there exists a map
\[ HH^{even}_{b}(\text{H}(L(u); \Lambda), \text{H}(L(u); \Lambda)) \rightarrow \text{Jac}(\mathcal{Q} \mathcal{D}_{b}; \eta). \] (25.8)
The composition of the restriction of \( \mathcal{q}^{b}_{\ast} \) to \( \text{QH}_{b}(M; \Lambda; \eta) \subset \text{QH}(M; \Lambda) \),
\[ \mathcal{q}^{T,b}_{\ast} : \text{QH}_{b}(M; \Lambda; \eta) \rightarrow \text{HH}_{b}^{even}(\text{H}(L(u); \Lambda), \text{H}(L(u); \Lambda)) \]
is an isomorphism with \( \text{QH}_{b}(M; \Lambda; \eta) \cong \text{Jac}(\mathcal{Q} \mathcal{D}_{b}; \eta) \). Hence the lemma. \( \square \)

Since the image of the map \( \mathcal{q}^{T,b}_{\ast} \) is a finite dimensional vector space over \( \Lambda \), we can apply the argument of Subsection 8.1 to find a standard basis \( \mathcal{q}^{T,b}_{\ast}(e_{1}), \ldots, \mathcal{q}^{T,b}_{\ast}(e_{k}) \) of the image of \( \mathcal{q}^{T,b}_{\ast} \). Then we have
\[ v_{q} \left( \mathcal{q}^{T,b}_{\ast} \left( \sum_{i=1}^{k} x_{i} e_{i} \right) \right) = \max\{ v_{q}(x_{i} \mathcal{q}^{T,b}_{\ast}(e_{i})) \mid i = 1, \ldots, k \} \]
\[ \geq \max\{ v_{q}(x_{i}) \mid i = 1, \ldots, k \} - C_{1} \] (25.9)
where \( C_{1} \) is independent of \( x_{i} \).

Now we are ready to complete the proof of Theorem 25.1. Let \( \tilde{\psi}_{H} \in \tilde{\text{Ham}}(M, \omega) \).
By Theorem 15.1 we have
\[ \rho^{b}(\tilde{\psi}_{H}; e_{b}) = - \inf\{ \rho^{b}(\tilde{\psi}_{H}; n; b) \mid \Pi(e_{b}, b) \neq 0 \}. \] (25.10)
Let us estimate the right hand side of (25.10). Suppose \( \Pi(e_y, b) \neq 0 \). We put 

\[
e_y \cup b = \sum_{i=1}^{k} x_i e_i, \quad x_i \in \Lambda.
\]

Since \( \Pi(e_y, b) \neq 0 \), Sublemma 16.6 implies \( v_q(e_y \cup b) \geq 0 \). Therefore 

\[
\max\{v_q(x_i) \mid i = 1, \ldots, k\} \geq C_2,
\]

(25.11)

where \( C_2 = -\max\{v_q(e_i) \mid i = 1, \ldots, k\} \).

By triangle inequality, 

\[
\rho(b(\tilde{\psi}^{-n}; b) \geq n \inf\{\tilde{H}(t, p) \mid (t, p) \in S^1 \times M\} + v_q\left(T^b\left(\sum_{i=1}^{k} x_i e_i\right)\right) - \rho(b(0; e_y)).
\]

By (25.9), this is not smaller than 

\[
n \inf\{H(t, p) \mid (t, p) \in S^1 \times M\} + \max\{v_q(x_i) \mid i = 1, \ldots, k\} - C_1 - \rho(b(0; e_y)).
\]

Using (25.11) we have 

\[
\rho(b(\tilde{\psi}^{-n}; b) \geq n \inf\{H(t, p) \mid (t, p) \in S^1 \times M\} + C_2 - C_1 - \rho(b(0; e_y)).
\]

Therefore by (25.10), we obtain

\[
\rho(b(\tilde{\psi}^{-n}; e_y)) \geq \frac{n}{\rho(b(0; e_y))} \geq \frac{1}{n} \inf\{H(t, p) \mid (t, p) \in S^1 \times M\} - \frac{C_3}{n},
\]

where \( C_3 \) is independent of \( n \). Therefore we obtain 

\[
\frac{\rho(b(\tilde{\psi}^{-n}; e_y))}{n} \leq \frac{1}{n} \inf\{H(t, p) \mid (t, p) \in S^1 \times M\} + \frac{C_3}{n}.
\]

By letting \( n \to \infty \), we have finished the proof of Theorem 25.1. \( \square \)

25.4. A remark. In Theorems 21.1 and 25.1 we use Lagrangian Floer theory to estimate the spectral invariant in terms of the values of the Hamiltonian on the Lagrangian submanifolds. One can use a variant of this technique to obtain an estimate of spectral invariant using various other invariant appearing in symplectic topology.

By using the Hamiltonian \( H = H(t, x) \) itself as Albers did in [Al] instead of \( \tau \)-dependent modification \( F \) we use in Subsection 18.2, we can improve the statement of Proposition 18.9 to the following

\[
\rho^b(H; a) \geq -E^+(H; \mathcal{L}(Y)) + \rho^b_0(a)
\]

(25.12)

where the invariant \( E^+(H; \mathcal{L}(Y)) \) is defined by 

\[
E^+(H; \mathcal{L}(Y)) := \sup \left\{ \int_0^1 H(t, \gamma(t)) dt \mid \gamma \in \mathcal{L}(Y) \right\}.
\]
This is a stronger invariant in that $E^+(H;\mathcal{L}(Y)) \leq E^+(H;Y)$ and more directly related to the loop space $\mathcal{L}(Y)$ of $Y$. This formula suggests that we may use symplectic homology $SH(V)$ ([FH]) of a subset $V \subset M$ and the Viterbo functoriality (Viterbo [Vi2], Abouzaid-Seidel [ASc]) in place of Lagrangian Floer theory in certain cases, for example, in the case where $V$ is a Darboux-Weinstein neighborhood of a Lagrangian submanifold $L$. For the case where the Floer homology $HF(L)$ is isomorphic to $H(L)$ (such as the case $L$ is exact), the symplectic homology $SH(V)$ is related to the homology of the loop space of $L$ (Salamon-Weber [SW], Abbondandolo-Schwartz [ASc1], which is in turn closely related to the Hochschild cohomology of $H(L)$. (See also [Fu2]).) Thus in that case the method using symplectic homology becomes equivalent to those using Hochschild cohomology that we have established in this section.

Eliashberg-Polterovich [ElP] use symplectic homology to estimate the spectral invariant in the case of Lagrangian tori in $S^2 \times S^2$. Through the above mentioned equivalence, their argument is related to ours given in Section 23.
Part 6. Appendix

26. $P^b_{(H_\chi, J_\chi)}$ IS AN ISOMORPHISM

In Section 6 we introduced the Piunikhin map $P^b_{(H_\chi, J_\chi)}$ with bulk deformation. In this section we complete the proof of Theorem 6.9:

Theorem 26.1. The Piunikhin map with bulk deformation

$$P^b_{(H_\chi, J_\chi)} : H_\star (M; \Lambda) \to HF^b_\star (M, H, J; \Lambda)$$

is a $\Lambda$-module isomorphism.

Proof. We first construct another map

$$Q^b_{(H_{\tilde{\chi}}, J_{\tilde{\chi}})} : HF^b_\star (M, H; \Lambda) \to H_\star (M; \Lambda)$$

in the direction opposite to $P^b_{(H_\chi, J_\chi)}$. This will be carried out by constructing the associated chain map

$$CF(M, H; \Lambda) \to \Omega(M) \otimes \Lambda.$$  

Let $\chi \in K$ be as in Definition 3.11 and $[\gamma, w] \in \text{Crit}(A_H)$. For the construction of this chain map, we need to consider the dual version of $\chi$. To distinguish the two different types of elongation functions, we recall that we denote

$$\tilde{\chi}(\tau) = -\chi(-\tau)$$

for $\chi \in K$. We also use $(H_\chi, J_\chi)$ defined in (3.12). (In this section $J = \{J_t\}$ is a $t \in S^1$ parametrized family of compatible almost complex structures.)

We consider the elongated family $(H_{\tilde{\chi}}, J_{\tilde{\chi}})$ defined by:

$$H_{\tilde{\chi}}(\tau, t, x) = \tilde{\chi}(\tau)H_t(x), \quad J_{\tilde{\chi}}(\tau, t) = J_{\tilde{\chi}(\tau), t},$$

where $J_{s,t}$ is as in (3.11).

Definition 26.2. We denote by $\tilde{J}^0_t(H_{\tilde{\chi}}, J_{\tilde{\chi}}; [\gamma, w], *)$ the set of all pairs

$$(u; z^+_1, \ldots, z^+_k)$$

of maps $u : \mathbb{R} \times S^1 \to M$ and $z^+_i \in \mathbb{R} \times S^1$ which satisfy the following conditions:

1. The map $u$ satisfies the equation:

$$\frac{\partial u}{\partial \tau} + J_{\tilde{\chi}}\left( \frac{\partial u}{\partial t} - X_{H_{\tilde{\chi}}}(u) \right) = 0.$$  

2. The energy

$$E_{(H_{\tilde{\chi}}, J_{\tilde{\chi}})}(u) = \frac{1}{2} \int \left( \left| \frac{\partial u}{\partial \tau} \right|_{J_{\tilde{\chi}}}^2 + \left| \frac{\partial u}{\partial t} - X_{H_{\tilde{\chi}}}(u) \right|_{J_{\tilde{\chi}}}^2 \right) dt d\tau$$

is finite.

3. The map $u$ satisfies the following asymptotic boundary condition.

$$\lim_{\tau \to -\infty} u(\tau, t) = \gamma(t).$$

4. The homology class of the concatenation of $u$ and $w$ is equivalent to 0 by the equivalence relation $\sim$.

5. $z^+_i$ are all distinct each other.
Lemma 26.3. (1) The moduli space \( \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) \) has a compactification
\[
\mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *),
\]
that is Hausdorff.

(2) The space \( \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) \) has an orientable Kuranishi structure with corners.

(3) The boundary of \( \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) \) is described by
\[
\partial \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) = \bigcup \mathcal{M}(H, J; [\gamma, w], [\gamma', w']) \times \mathcal{M}(H_\tilde{X}, J_\tilde{X}; [\gamma', w'], *),
\]
where the union is taken over all \([\gamma', w'] \in \text{Crit}(H) \) and \((L_1, L_2) \in \text{Shuff}(\ell)\).

(4) Let \( \mu_H : \text{Crit}(A_H) \to \mathbb{Z} \) be the Conley-Zehnder index. Then the (virtual) dimension satisfies the following equality:
\[
\dim \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) = n - \mu_H([\gamma, w]) + 2\ell.
\]

(5) We can define orientations of \( \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) \) so that (3) above is compatible with this orientation.

(6) \( \text{ev} \) extends to a strongly continuous smooth map \( \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) \to M^\ell \), which we denote also by \( \text{ev} \). It is compatible with (3).

(7) The map \( \text{ev}_{+\infty} \) which sends \((u; z_1^+, \ldots, z_\ell^+)\) to \(\lim_{\tau \to +\infty} u(\tau, t)\) extends to a weakly submersive map \( \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) \to M \), which we also denote by \( \text{ev}_{+\infty} \). It is compatible with (3).

The proof of Lemma 26.3 is the same as that of Proposition 26.6 and so is omitted.

We take a system of continuous families of multisections \( \{s^w\}_{w \in W} \) on the moduli space \( \mathcal{M}_\ell (H_\tilde{X}, J_\tilde{X}; [\gamma, w], *) \) which is compatible with (3) and such that \( \text{ev}_{+\infty} \) is a submersions on its zero set.

Let \( h_1, \ldots, h_\ell \in \Omega(M) \). We define \( n_{(H, J), *}(\gamma, w)(h_1, \ldots, h_\ell) \in \Omega(M) \) by
\[
n_{(H, J), *}(\gamma, w)(h_1, \ldots, h_\ell) = \text{ev}_{+\infty, *} (\text{ev}_1^* h_1 \wedge \cdots \wedge \text{ev}_\ell^* h_\ell \wedge \omega_W).
\]

Here \( \text{ev}_{+\infty, *} \) is the integration along fiber of the map \( \text{ev}_{+\infty} \) on the zero set of our family of multisections, and \( \omega_W \) is a smooth form of top degree on the parameter space \( W \) such that \( f_W^* \omega_W = 1 \). (See [FOOO] Section 12.)

Let \( b \in H^{\text{even}} (M; \Lambda^n) \). We split \( b = b_0 + b_2 + b_+ \) as in (5.5). We take closed forms which represent \( b_0, b_2, b_+ \) and write them by the same symbols.

Definition 26.4.
\[
\mathcal{Q}_{(H_\tilde{X}, J_\tilde{X})}^b (\gamma, w) = \sum_{w'} \sum_{\ell=0}^{\infty} \frac{\exp \left( \int (w')^* b_2 \right)}{\ell!} q^{- \ell} f^* \omega^\ell + f(w')^* \omega \mathcal{Q}_{(H, J), *}(\gamma, w')(b_+, \ldots, b_+). \tag{26.7}
\]

We can prove that the sum in (26.7) converges in \( q \)-adic topology in the same way as in Lemma 6.3. We have thus defined (26.1). Then
\[
\partial \circ \mathcal{Q}_{(H_\tilde{X}, J_\tilde{X})}^b = \mathcal{Q}_{(H_\tilde{X}, J_\tilde{X})}^b \circ \partial_{(H, J)} \tag{26.8}
\]
is a consequence of Lemma 26.3 (3) and Stokes’ theorem. (Here $\partial$ is defined by (3.19).)

**Proposition 26.5.** $Q_{(H_\chi,J_\chi)}^b \circ P_{(H_\chi,J_\chi)}^b$ is chain homotopic to the identity.

**Proof.** For $S \in [1, \infty)$ define $H^{S}_\chi$ as follows:

$$H^{S}_\chi(\tau, t, x) = \begin{cases} 
\chi(\tau + S + 1)H_t(x) & S \geq 1, \tau \leq 0 \\
\chi(\tau - S - 1)H_t(x) & S \geq 1, \tau \geq 0.
\end{cases} \quad (26.9)$$

We extend it to $S \in [0, 1]$ by

$$H^{S}_\chi(\tau, t, x) = S H^{1}_\chi(\tau, t, x). \quad (26.10)$$

The function $H^{S}_\chi$ may not be smooth on $S$ at $S = 1, \tau \in [-10, 10]$. We modify it on a neighborhood of $S = 1, \tau \in [-10, 10]$ so that it becomes smooth and denote it by the same symbol. We define $(S, \tau, t) \in [0, \infty) \times \mathbb{R} \times [0, 1]$ parametrized family of compatible almost complex structures $J^{S}_\chi$ as follows. For $S \in (1, \infty)$ we put

$$J^{S}_\chi(\tau, t) = \begin{cases} 
J_\chi(\tau + S + 1, t) & S \geq 1, \tau \leq 0 \\
J_\chi(\tau - S - 1, t) & S \geq 1, \tau \geq 0.
\end{cases} \quad (26.11)$$

We extend it to $S \in [0, 1]$ so that the following is satisfied.

$$J^{S}_\chi(\tau, t) = \begin{cases} 
J_0 & \tau \leq -10, \\
J_0 & \tau \geq +10, \\
J_0 & S = 0, \\
J_0 & t \text{ is in a neighborhood of } [1].
\end{cases} \quad (26.12)$$

**Definition 26.6.** Let $C \in H_2(M; \mathbb{Z})$. For each $0 \leq S < \infty$, we denote by $\mathcal{M}_t(H^{S}_\chi, J^{S}_\chi; *, *; C)$ the set of all pairs $(u; z^+_1, \ldots, z^+_\ell)$ of maps $u : \mathbb{R} \times S^1 \to M$, $z^+_i \in \mathbb{R} \times S^1$ which satisfy the following conditions:

1. The map $u$ satisfies the equation:

$$\frac{\partial u}{\partial \tau} + J^{S}_\chi \left( \frac{\partial u}{\partial t} - X_{H^{S}_\chi}(u) \right) = 0. \quad (26.13)$$

2. The energy

$$\frac{1}{2} \int \left( |\frac{\partial u}{\partial \tau}|^2_{J^{S}_\chi} + |\frac{\partial u}{\partial t} - X_{H^{S}_\chi}(u)|^2_{J^{S}_\chi} \right) dt d\tau$$

is finite.

3. The homology class of $u$ is $C$.

4. $z^+_i$ are all distinct each other.

We note that (26.13) and the finiteness of energy imply that there exist $p_1, p_2 \in M$ such that

$$\lim_{\tau \to -\infty} u(\tau, t) = p_1, \quad \lim_{\tau \to +\infty} u(\tau, t) = p_2. \quad (26.14)$$

Therefore the homology class of $u$ is well-defined. We define the evaluation map

$$(\mathrm{ev}_{-\infty}, \mathrm{ev}_{+\infty}) : \mathcal{M}_t(H^{S}_\chi, J^{S}_\chi; *, *; C) \to M^2$$

by $(\mathrm{ev}_{-\infty}, \mathrm{ev}_{+\infty})(u) = (p_1, p_2)$, where $p_1, p_2$ are as in (26.14).
We put
\[ \hat{\mathcal{M}}_\ell(\text{para}; H_X, J_X; *, *; C) = \bigcup_{S \geq 0} \{ S \} \times \hat{\mathcal{M}}_\ell(H_X^S, J_X^S; *, *; C), \]  
(26.15)
where ev, ev_{-\infty} and ev_{+\infty} are defined on it.

To describe the boundary of the compactification of \( \hat{\mathcal{M}}_\ell(\text{para}; H_X, J_X; *, *; C) \) we define another moduli space.

**Definition 26.7.** We denote by \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \) the set of all \( (u; z_1^+, \ldots, z_\ell^+) \) that satisfy (1), . . . , (4) of Definition 26.6 with \( S = 0 \).

Note that \( H \) actually does not appear in (1), . . . , (4) of Definition 26.6 in case \( S = 0 \). There exists an \( \mathbb{R} \times S^1 \) action on \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \) that is induced by the \( \mathbb{R} \times S^1 \) action on \( \mathbb{R} \times S^1 \), the source of the map \( u \). In fact, the equation [26.13] is preserved by \( \mathbb{R} \times S^1 \) action in case \( S = 0 \).

We define evaluation maps
\[ \text{ev} = (\text{ev}_1, \ldots, \text{ev}_\ell) : \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \to M^\ell \]
and
\[ (\text{ev}_{+\infty}, \text{ev}_{-\infty}) : \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \to M^2 \]
in an obvious way. We put
\[ \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) = \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C)/\mathbb{R}, \]
\[ \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) = \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C)/S^1, \]
\[ \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) = \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C)/(\mathbb{R} \times S^1). \]

Then \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \), \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \), \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \) and \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \) can be compactified. We denote the corresponding compactifications by \( \hat{\mathcal{N}}_\ell(H = 0, J_0; *, *; C) \), \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \), \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \) and \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \), respectively. The compactifications are obtained as follows. Fix an identification of \( \mathbb{R} \times S^1 \) with \( \mathbb{C}P^1 \setminus \{ N, S \} \), where \( N, S \) are the limits as \( \tau \to \pm \infty \), respectively. For each \( (u; z_1^+, \ldots, z_\ell^+) \in \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \), we regard \( u \) as a map from \( \mathbb{C}P^1 \) and consider its graph in \( \mathbb{C}P^1 \times M \). Then we identify the space \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \) with the space \( \hat{\mathcal{N}}_\ell(H = 0, J_0; *, *; C) \) of their graphs. Take its stable map compactification \( \mathcal{N}_\ell(H = 0, J_0; *, *; C) \), which is identified with \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \). (The component, which has degree 1 to \( \mathbb{C}P^1 \)-factor is the component with a parametrized solution of (26.3).) The group \( \mathbb{R} \times S^1 \) acts on the first factor of \( \mathbb{C}P^1 \times M \) and induces an action on \( \mathcal{N}_\ell(H = 0, J_0; *, *; C) \). By taking the quotient of \( \mathcal{N}_\ell(H = 0, J_0; *, *; C) \) by \( \mathbb{R}, S^1, \mathbb{R} \times S^1 \), we obtain the compactification \( \mathcal{M}_\ell(H = 0, J_0; *, *; C) \), \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \) and \( \hat{\mathcal{M}}_\ell(H = 0, J_0; *, *; C) \), respectively. Each of them carries a Kuranishi structure and evaluation maps that
extend to its compactification. We note that $\overline{\mathcal{M}}_\ell(H = 0, J_0; *, *; C)$ is identified with $\mathcal{M}^2_{\ell+2}(C)$ which is introduced in Section 5.

**Lemma 26.8.**

1. The moduli space $\mathcal{M}_\ell(\text{para}; H_\chi, J_\chi; *, *; C)$ has a compactification $\overline{\mathcal{M}}_\ell(\text{para}; H_\chi, J_\chi; *, *; C)$ that is Hausdorff.
2. The space $\mathcal{M}_\ell(\text{para}; H_\chi, J_\chi; *, *; C)$ has an orientable Kuranishi structure with corners.
3. The boundary of $\mathcal{M}_\ell(\text{para}; H_\chi, J_\chi; *, *; C)$ is described by the union of following four types of direct or fiber products:
   (i) $\mathcal{M}_{#L_1}(H_\chi, J_\chi; *, [\gamma, w]) \times \mathcal{M}_{#L_2}(H_\chi, J_\chi; [\gamma, w'], *)$ \hspace{1cm} (26.16)
   where the union is taken over all $[\gamma, w] \in \text{Crit}(H)$, and $(L_1, L_2) \in \text{Shuff}(\ell)$. Here the bounding disc $w'$ is defined by $[w]\#C = [w'].$
   (ii) $\mathcal{M}_{#L_1}(H = 0, J_0; *, *, C_1)_{ev_{+\infty}} \times_{ev_{-\infty}} \mathcal{M}_{#L_2}(\text{para}; H_\chi, J_\chi; *, *, C_2)$ \hspace{1cm} (26.17)
   where the union is taken over all $C_1, C_2$ and $(L_1, L_2) \in \text{Shuff}(\ell)$ such that $C_1 + C_2 = C$. The fiber product is taken over $M$.
   (iii) $\mathcal{M}_{#L_1}(\text{para}; H_\chi, J_\chi; *, *, C_1)_{ev_{+\infty}} \times_{ev_{-\infty}} \mathcal{M}_{#L_2}(H = 0, J_0; *, *, C_2)$ \hspace{1cm} (26.18)
   where the union is taken over all $C_1, C_2$ and $(L_1, L_2) \in \text{Shuff}(\ell)$ such that $C_1 + C_2 = C$. The fiber product is taken over $M$.
   (iv) And $\overline{\mathcal{M}}_{#L}(H = 0, J_0; *, *, C)$. \hspace{1cm} (26.19)

4. The (virtual) dimension satisfies the following equality:
   $\dim \mathcal{M}_\ell(\text{para}; H_\chi, J_\chi; *, *; C) = 2c_1(M) \cap C + 2n + 2\ell - 1$. \hspace{1cm} (26.20)

5. We can define orientations of $\mathcal{M}_\ell(\text{para}; H_\chi, J_\chi; *, *; C)$ so that (3) above is compatible with this orientation.
6. $ev$ extends to a weakly submersive map $\mathcal{M}_\ell(\text{para}; H_\chi, J_\chi; *, *; C) \to M^\ell$, which we denote also by $ev$. It is compatible with (3).
7. $(ev_{-\infty}, ev_{+\infty})$ extends also to a weakly submersive map $\mathcal{M}_\ell(H_\chi, J_\chi; *, *; C) \to M^2$, which we denote by $(ev_{-\infty}, ev_{+\infty})$. It is compatible with (3).

Proof. The proof is similar to the proof of Proposition 6.11. So we only mention the way how the four types of boundary components appear. In fact, (26.16) appears when $S \to \infty$. (26.19) appears when $S = 0$. (26.17), (26.18) appear when $S$ is bounded and is away from 0. (26.17) is the case there is some bubble which slides to $\tau \to -\infty$ and (26.18) is the case there is some bubble which slides to $\tau \to +\infty$. \hfill $\square$

We now take a system of continuous families of multisections on $\mathcal{M}_\ell(H_\chi, J_\chi; *, *; C)$ such that it is compatible with the description of its boundary Lemma 26.8 (3) and that $ev_{+\infty}$ is a submersion on the zero set of the continuous families of multisections. We need some particular choice of it at some of the factors of the boundary component.
We observe that there exist maps
\[ \hat{\mathcal{M}}_\ell (H = 0, J_0; *, *; C) \to \overline{\mathcal{M}}_\ell (H = 0, J_0; *, *; C) \]  \hspace{1cm} (26.21)
and
\[ \mathcal{M}_\ell (H = 0, J_0; *, *; C) \to \overline{\mathcal{M}}_\ell (H = 0, J_0; *, *; C). \]  \hspace{1cm} (26.22)
Various evaluation maps factor through them. We take our family of multisections so that it is obtained by the pull back with respect to the maps (26.21), (26.22).

We use the family of multisections as above to define
\[ H_b^\infty (H, J; C) : \Omega(M) \otimes \Lambda \to \Omega(M) \otimes \Lambda \]
by
\[ H_b^\infty (h) = \sum_{\ell = 0}^\infty \sum_{C} \exp(C \cap b_2) q^{-C \cap \omega_{ev_{\pm \infty}}} \left( ev^*_{-\infty} h \wedge ev^* (b_+, \ldots, b_+) \right). \]
Here each term of the right hand side is the correspondence by the moduli space \( \mathcal{M}_\ell (\text{para}; H, J; *, *; C). \)

**Lemma 26.9.**
\[ \partial \circ H_b^\infty + H_b^\infty \circ \partial = Q_b^\infty (H, J) \circ P_b^\infty (H, J) - \text{id}. \]

**Proof.** The proof is based on Lemma 26.8 (3) and Stokes’ theorem \cite{FOOO3} Lemma 12.13. We note that (26.16) corresponds to the composition \( Q_b^\infty (H, J) \circ P_b^\infty (H, J) \). Using the compatibility of the multisection and evaluation map to (26.21), (26.22) it is easy to see that the contribution of (26.17) and (26.18) vanishes.

By the same reason the contribution of (26.19) vanishes except the case \( \ell = 0 \) and \( C = 0 \). In that case the moduli space is \( M \) and \( ev_{\pm \infty} \) is the identity map. Therefore the contribution is the identity map \( \Omega(M) \to \Omega(M) \). This finishes the proof of Lemma 26.9. \( \square \)

Therefore the proof of Proposition 26.5 is now complete. \( \square \)

In a similar way as in Proposition 26.5 we can prove that \( P_b^\infty (H, J) \circ Q_b^\infty (H, J) \) is chain homotopic to identity. Hence the proof of Theorem 26.1 is now complete. \( \square \)

We now complete the proof of Theorem 7.8 (3). It remains to prove the following:

**Proposition 26.10.**
\[ \rho_b^\infty (0; a) \geq v_\infty (a). \]

**Proof.**

**Lemma 26.11.** If \( \mathcal{M}_\ell (H, J; \gamma, w, *) \) is nonempty, then
\[ A_H ([\gamma, w]) \geq -E^+ (H). \]

The proof is similar to the proof of Lemma 7.8 and so is omitted.

**Corollary 26.12.**
\[ Q_b^\infty (H, J) \left( F^\lambda CF (M, H, J; \Lambda^\perp) \right) \subseteq q^{\lambda + E^+ (H)} \Omega(M) \otimes \Lambda^\perp. \]
Proof. Let \( x \in F^\lambda CF(M, H, J; \Lambda^1) \). We choose \( w_\gamma \) for each of \( \gamma \in \text{Per}(H) \) and put
\[
 x = \sum_{\gamma \in \text{Per}(H)} x_\gamma [\gamma, w_\gamma],
\]
with
\[
 v_q(x_\gamma) + A_H([\gamma, w_\gamma]) \leq \lambda. \tag{26.23}
\]
By (26.7) we have
\[
 v_q(Q_{(H_\xi,J_\xi)}^b(x)) \leq \max_{[\gamma, w_\gamma']} (-w_\gamma \cap w + w'_\gamma \cap w + v_q(x_\gamma)), \tag{26.24}
\]
where the maximum in the right hand side is taken over all \([\gamma, w_\gamma'] \in \text{Crit}(A_H)\) such that \( \mathcal{M}_t(H, J; [\gamma, w_\gamma'], s) \) is nonempty.

We note that
\[
 -w_\gamma \cap w + w'_\gamma \cap w = -A_H([\gamma, w_\gamma']) + A_H([\gamma, w_\gamma]). \tag{26.25}
\]
By (26.23), (26.24), (26.25) we obtain
\[
 v_q(Q_{(H_\xi,J_\xi)}^b(x)) \leq \lambda + E^+(H)
\]
as required. \( \square \)

We take a sequence of normalized Hamiltonians \( H_i \) such that \( \lim_{i \to \infty} \|H_i\| = 0 \) and \( \tilde{\psi}_{H_i} \) is non-degenerate. Let \( x \in CF(M, H_i, J_i; \Lambda^1) \) such that \( \partial_b^{(H_i,J_i)} x = 0 \),
\[
 [x] = P_{(H_i,J_i)}^b(a^b), \quad |v_q(x) - \rho^b(H_i; a)| < \epsilon.
\]
Then \( [Q_{(H_i,J_i)}^b(x)] = a \) and
\[
 v_q(Q_{(H_i,J_i)}^b(x)) \leq \rho^b(H_i; a) + \epsilon + E^+(H_i).
\]
Since \( \epsilon \) is arbitrary small and \( \lim_{i \to \infty} E^+(H_i) = 0 \), we obtain the proposition. \( \square \)

27. Independence of de Rham representative of \( b \).

In this section we prove Theorem 27.7 (2). Let \( H \) be a one periodic Hamiltonian on \( M \) such that \( \psi_H \) is nondegenerate. Let \( b(0), b(1) \in \Omega(M) \otimes \Lambda^1 \) such that \( db(0) = db(1) = 0 \). Assume that there exists \( \epsilon \in \Omega(M) \otimes \Lambda^1 \) such that
\[
 b(1) - b(0) = d\epsilon. \tag{27.1}
\]
Then we prove that \( \rho^{b(0)}(\hat{\partial}_H, a) = \rho^{b(1)}(\hat{\partial}_H, a) \). Firstly we consider the case that \( b_2(0) = b_2(1) \). Here \( b_2(0), b_2(1) \in H^2(M; \mathbb{C}) \) as in (27.5). After establishing Theorem 27.7 (2) under the condition that \( b_2(0) = b_2(1) \), we show that the invariant \( \rho^b(\hat{\partial}_H, a) \) does not depend on the choice of representative of the cohomology class \([b_2]\).

We consider the ring of strongly convergent power series
\[
 \Lambda^1 \langle s \rangle \ni \sum_{k=0}^{\infty} x_k s^k \bigm| x_k \in \Lambda^1, \lim_{k \to \infty} v_q(x_k) = -\infty \bigg\}. \tag{27.2}
\]
Here \( s \) is a formal parameter. We denote by \( \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^1)) \) the set of formal expressions of the form
\[
 x(s) + ds \wedge y(s)
\]
where
\[ x(s), y(s) \in CF(M; H; \Lambda^1) \otimes_{\Lambda^1} \Lambda^1 \langle s \rangle. \]

For \( s_0 \in \mathbb{R} \) we define
\[ \text{Eval}_{s = s_0} : \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^1)) \to CF(M; H; \Lambda^1) \]
by
\[ \text{Eval}_{s = s_0}(x(s) + ds \wedge y(s)) = x(s_0). \quad (27.3) \]
We note that, for \( x(s) = \sum_{k=0}^{\infty} x_k s^k \in CF(M; H; \Lambda^1) \otimes_{\Lambda^1} \Lambda^1 \langle s \rangle \) with \( x_k \in CF(M; H; \Lambda^1) \), the series \( x(s_0) = \sum_{k=0}^{\infty} x_k s_0^k \) converges in \( q \)-adic topology for \( s_0 \in \mathbb{R} \).

We put
\[ b(s) = s b(1) + (1 - s) b(0). \quad (27.4) \]
For each \( s_0 \in \mathbb{R} \) we define
\[ \partial^{b(s_0)}_{(H, J)} : CF(M; H; \Lambda^1) \to CF(M; H; \Lambda^1) \]
by \( (6.6) \).

**Lemma 27.1.** There exists a \( \Lambda^1 \langle s \rangle \)-module homomorphism
\[ \partial^{b(s)}_{(H, J)} : CF(M; H; \Lambda^1) \otimes_{\Lambda^1} \Lambda^1 \langle s \rangle \to CF(M; H; \Lambda^1) \otimes_{\Lambda^1} \Lambda^1 \langle s \rangle \]
such that
\[ \text{Eval}_{s = s_0} \circ \partial^{b(s)}_{(H, J)} = \partial^{b(s_0)}_{(H, J)} \circ \text{Eval}_{s = s_0}, \quad \partial^{b(s)}_{(H, J)} \circ \partial^{b(s)}_{(H, J)} = 0. \quad (27.5) \]

**Proof.** We split \( b(s) = b_0(s) + b_2(s) + b_+(s) \) as in \( (5.5) \). Then we have \( b_2(s) = s b_2(1) + (1 - s) b_2(0) \) etc. We use it to see that
\[ n_{(H, J); \ell}([\gamma, w], [\gamma', w']) \left( b_+(s), \ldots, b_+(s) \right) \]
is a polynomial of order \( \leq \ell \) in \( s \) with coefficients in \( \mathbb{C} \). (See \( (6.4), (6.5) \).)

By \( (6.3) \), we find that
\[ n^{b(s)}_{(H, J)}([\gamma, w], [\gamma', w']) \in \Lambda^1 \langle s \rangle. \]

Hence we can define \( \partial^{b(s)}_{(H, J)} \) by replacing \( b \) by \( b(s) \) in \( (6.6) \). The first formula in \( (27.3) \) is easy to show. The second formula follows from the first one. \( \square \)

We next put
\[ n^{r,1}_{(H, J)}([\gamma, w], [\gamma', w']) \]
\[ = \sum_{\ell_1=0}^{\infty} \sum_{\ell_2=0}^{\infty} \frac{\exp(w' \cap b_2(s) - w \cap b_2(s))}{(\ell_1 + \ell_2 + 1)!} \]
\[ n_{(H, J); \ell_1+\ell_2+1}([\gamma, w], [\gamma', w']) \left( b_+(s), \ldots, b_+(s), c, b_+(s), \ldots, b_+(s) \right)_{\ell_1} \]
\[ \in \Lambda^1 \langle s \rangle \]
and define
\[ \partial^{r,1}_{(H, J)}([\gamma, w]) = \sum_{[\gamma', w']} n^{r,1}_{(H, J)}([\gamma, w], [\gamma', w']) \gamma', w' \].\quad (27.6)
Lemma 27.2.

\[
\frac{\partial}{\partial s} \circ \partial^{b(\cdot, c)}_{(H, J)} - \partial_{(H, J)}^{c} \circ \frac{\partial}{\partial s} = \partial_{(H, J)}^{c} \circ \partial^{b(\cdot, c)}_{(H, J)} - \partial_{(H, J)}^{c} \circ \partial^{c}_{(H, J)}. \tag{27.7}
\]

Proof. Using Proposition 6.2 (3) and Stokes’ formula, we obtain

\[
\sum_{i=1}^{\ell} (-1)^i \mathbf{n}_{(H, J); i}([\gamma, w], [\gamma', w']) (h_1, \ldots, dh_i, \ldots, h_{\ell})
= \sum_{(L_1, L_2) \in \text{Shuff}(\ell)} (-1)^{**} \mathbf{n}_{(H, J); \# L_1}([\gamma, w], [\gamma'', w'']) (h_{i_1}, \ldots, h_{i_{\# L_1}}) \tag{27.8}
\]

where \(L_1 = \{i_1, \ldots, i_{\# L_1}\}, L_2 = \{j_1, \ldots, j_{\# L_2}\}, \)

\(\ast = \deg h_1 + \cdots + \deg h_{i-1}, \quad ** = \sum_{i \in L_1, j \in L_2, j < i} \deg h_i \deg h_j.\)

Using (27.4) and (27.8) we can prove Lemma 27.2 easily. \(\square\)

We define

\[
\partial^{b(\cdot, c)}_{(H, J)} : \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp)) \rightarrow \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp))
\]

by

\[
\partial^{b(\cdot, c)}_{(H, J)} (x(s) + ds \wedge y(s))
= \partial^{b(\cdot, c)}_{(H, J)} (x(s)) - ds \wedge \partial^{b(\cdot, c)}_{(H, J)} (x(s)) + ds \wedge \partial^{c}_{(H, J)} (y(s)). \tag{27.9}
\]

Then the second formula of (27.5) and Lemma 27.2 imply

\[
\partial^{b(\cdot, c)}_{(H, J)} \circ \partial^{b(\cdot, c)}_{(H, J)} = 0.
\]

Thus \((\text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp)), \partial^{b(\cdot, c)}_{(H, J)})\) is a chain complex. The first formula of (27.5) implies that

\[
\text{Eval}_{s = s_0} : (\text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp)), \partial^{b(\cdot, c)}_{(H, J)}) \rightarrow (CF(M; H; \Lambda^\perp), \partial^{b(s_0)}_{(H, J)}) \tag{27.10}
\]

is a chain map.

We define a filtration \(F^\lambda \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp))\) by

\[
F^\lambda \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp))
= \{x(s) + ds \wedge y(s) \mid x(s) = \sum x_k s^k, x(s) = \sum y_k s^k, v_q(x_k), v_q(y_k) \leq \lambda\}.
\]

Lemma 27.3. \(\partial^{b(\cdot, c)}_{(H, J)}\) and \(\text{Eval}_{s = s_0}\) preserves the filtration \(F^\lambda\).

The proof is easy and is omitted.

Lemma 27.4. The map \((27.10)\) is a chain homotopy equivalence.

Proof. If \(x(s) + ds \wedge y(s) \in F^\lambda \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp))\), then we have

\[
\partial^{b(\cdot, c)}_{(H, J)} (x(s) + ds \wedge y(s)) - ds \wedge \partial \frac{\partial x}{\partial s} (s) \in F^{\lambda - \epsilon} \text{Poly}(\mathbb{R}; CF(M; H; \Lambda^\perp))
\]

for some positive \(\epsilon\). We use this fact to prove Lemma 27.4 in the same way as in the proof of [FOOO1] Proposition 4.3.18. \(\square\)
We next define
\[ \mathcal{P}^{(b(\cdot),c)}_{(H_x,J_x)} : \Omega(M) \otimes \Lambda^+ \rightarrow \text{Poly}((\mathbb{R}; CF(M; H; \Lambda^+))). \] (27.11)
For each fixed \( s_0 \) we define
\[ \mathcal{P}^{b(s_0)}_{(H_x,J_x)} : \Omega(M) \otimes \Lambda^+ \rightarrow CF(M; H; \Lambda^+) \] (27.12)
by (6.12). We then obtain
\[ \mathcal{P}^{b(\cdot)}_{(H_x,J_x)} : \Omega(M) \otimes \Lambda^+ \rightarrow CF(M; H; \Lambda^+) \otimes_{\Lambda^+} \Lambda^+ \langle s \rangle \] (27.13)
such that
\[ \text{Eval}_{s=s_0} \circ \mathcal{P}^{b(\cdot)}_{(H_x,J_x)} = \mathcal{P}^{b(s_0)}_{(H_x,J_x)}. \] (27.14)
Let
\[ n_{(H_x,J_x)}^{c,1}(h; [\gamma, w]) = \sum_{\ell_1=0}^{\infty} \sum_{\ell_2=0}^{\infty} \exp(\int w^* b_2(s)) \frac{1}{(\ell_1 + \ell_2 + 1)!} \] \[ n_{(H_x,J_x)}(\ell, [\gamma, w]) \] \[ \in \Lambda^+ \langle s \rangle. \]

(See (6.11).) We use this to define
\[ \mathcal{P}^{(b(\cdot),c)}_{(H_x,J_x)}(h) = \sum_{[\gamma, w]} n_{(H_x,J_x)}^{c,1}(h; [\gamma, w]) [\gamma, w]. \]

Now we put
\[ \mathcal{P}^{(b(\cdot),c)}_{(H_x,J_x)}(h) = \mathcal{P}^{b(\cdot)}_{(H_x,J_x)}(h) + ds \wedge \mathcal{P}^{c}_{(H_x,J_x)}(h). \] (27.15)

**Lemma 27.5.** We have
\[ \partial^{(b(\cdot),c)}_{(H_x,J_x)} \circ \mathcal{P}^{(b(\cdot),c)}_{(H_x,J_x)} = \mathcal{P}^{(b(\cdot),c)}_{(H_x,J_x)} \circ \partial \]
and
\[ \text{Eval}_{s=s_0} \circ \partial^{(b(\cdot),c)}_{(H_x,J_x)} = \mathcal{P}^{b(s_0)}_{(H_x,J_x)}. \]

The proof is straightforward calculation and is omitted.

We use Lemmas 27.3, 27.4, 27.5 and can prove \( \rho^{b(0)}(\psi_H, a) = \rho^{b(1)}(\psi_H, a) \) easily. The proof of Theorem 27.7 (2) is complete under the condition that \( b_2(0) = b_2(1) \).

Next, for \( b(0), b(1) \) such that \( b(1) - b(0) = dc \) for some \( c \), we consider \( b' = b(0) + d(c - c_1) \). Here \( c_1 \) is the \( \Omega^1(M; \mathbb{C}) \)-component of \( c \) in the decomposition \( \Omega^1(M; \mathbb{C}) \oplus \Omega^1(M; \Lambda^+ \mathbb{C}) \oplus \Omega^2(M; \Lambda^+) \). We showed that \( \rho^{b(0)}(\tilde{\psi}_H, a) = \rho^{b'}(\tilde{\psi}_H, a) \).

The remaining task is to show that \( \rho^{b'}(\tilde{\psi}_H, a) = \rho^{b(1)}(\tilde{\psi}_H, a) \). Namely we prove Theorem 27.7 (2) in the case that \( b(1) - b(0) = dc_1 \) with \( c_1 \in \Omega^1(M; \mathbb{C}) \).

We define \( I : CF(M; H; \Lambda^+) \rightarrow CF(M; H; \Lambda^+) \) by
\[ I([\gamma, w]) = \exp(\int_{S^1} \gamma^* c_1) [\gamma, w]. \]

Then we find that \( I \) gives an isomorphism of Floer chain complexes
\[ I : (CF(M; H; \Lambda^+), \partial^{b(\cdot)}_{(J,H)}) \rightarrow (CF(M; H; \Lambda^+), \partial^{b(1)}_{(J,H)}) \]
and

\[ I \circ P^b = P^{b(1)} \]

Hence the proof of Theorem 7.7 (2). \( \square \)

**Remark 27.6.** A cocycle \( b \in \Omega^2(M; \mathbb{C}) \) induces a representation

\[ \text{rep}_b : a \in \pi_1(L(M); \ell_0) \mapsto \exp(\int_{C_a} b) \in \mathbb{C}^*, \]

where \( C_a : S^1 \times S^1 \to M \) is the mapping corresponding to the loop \( a \) in \( L(M) \). Then we can consider Floer complex of the Hamiltonian system with coefficients in the local system corresponding to \( \text{rep}_b \). If \( b(0) \) and \( b(1) \) are cohomologous, the corresponding local systems are isomorphic, hence Floer cohomology with coefficients in these local systems are isomorphic. Here we gave the isomorphism \( I \) directly without dealing with the isomorphism of the local systems.

28. **Proof of Proposition 20.6**

The purpose of this section is to prove Proposition 20.6 and Lemma 20.8. In this section we fix \( t \)-independent \( J \).

28.1. **Pseudo-isotopy of filtered \( A_\infty \) algebra.** In this subsection, we review the notion of pseudo-isotopy of filtered \( A_\infty \) algebra, which was introduced in \[ Fu3 \] Definition 8.5. We consider \( L \times [0, 1] \) and use \( s \) for the coordinate of \( [0, 1] \). We put \( C = \Omega(L) \) and \( C_\infty([0, 1] \times L) = \Omega([0, 1] \times L) \).

An element of \( C_\infty([0, 1] \times \overline{C}) \) is written uniquely as

\[ x(s) + ds \wedge y(s) \]

where \( x(s), y(s) \) are smooth differential forms on \([0, 1] \times L\) that do not contain \( ds \).

For each fixed \( s_0 \) we have \( x(s_0), y(s_0) \in \overline{C} \).

Suppose that, for each \( s \in [0, 1], k, \ell, \beta \in \pi_2(M; L) \) we have operators

\[ m^s_{k, \beta} : B_k(\overline{C}[1]) \to \overline{C}[1] \quad (28.1) \]

of degree \(-\mu(\beta) + 1\) and

\[ c^s_{k, \beta} : B_k(\overline{C}[1]) \to \overline{C}[1] \quad (28.2) \]

of degree \(-\mu(\beta)\).

**Definition 28.1.** We say \( m^s_{k, \beta} \) is smooth if for each \( x_1, \ldots, x_k \in \overline{C} \) we may regard \( m^s_{k, \beta}(x_1, \ldots, x_k) \) as an element of \( C_\infty([0, 1], \overline{C}) \) without \( ds \) component. The smoothness of \( c^s_{k, \beta} \) is defined in the same way.

Suppose that there exists a subset \( \hat{G} \) of \( H_2(M, L; \mathbb{Z}) \) such that \( \{ \omega \cap \beta \mid \beta \in \hat{G} \} \) is a discrete subset of \( \mathbb{R}_{\geq 0} \). Let \( \hat{G} \) be the monoid generated by this set. We assume that we have \( m^s_{k, \beta}, c^s_{k, \beta} \) for \( \beta \in \hat{G} \) only.

**Definition 28.2.** We say \((C, \{ m^s_{k, \beta} \}, \{ c^s_{k, \beta} \})\) is a pseudo-isotopy of \( G \)-gapped filtered \( A_\infty \) algebras if the following holds:

1. \( m^s_{k, \beta} \) and \( c^s_{k, \beta} \) are smooth.
2. For each (but fixed) \( s \), \((C, \{ m^s_{k, \beta} \})\) defines a filtered \( A_\infty \) algebra.
(3) For each \( x_i \in \overline{C}[1] \)
\[
\frac{d}{ds} m^s_{k,\beta}(x_1, \ldots, x_k)
+ \sum_{k_1+k_2=k} \sum_{\beta_1+\beta_2=\beta} \sum_{i=1}^{k-k_2+1} (-1)^i c^s_{k_1,\beta_1}(x_1, \ldots, m^s_{k_2,\beta_2}(x_i), \ldots, x_k)
\]
\[
- \sum_{k_1+k_2=k} \sum_{\beta_1+\beta_2=\beta} \sum_{i=1}^{k-k_2+1} m^s_{k_1,\beta_1}(x_1, \ldots, c^s_{k_2,\beta_2}(x_i), \ldots, x_k)
\]
\[
= 0.
\]
Here \(* = \deg' x_1 + \ldots + \deg' x_{i-1}\).

(4) \( m^s_{k,\beta_0} \) is independent of \( s \), and \( c^s_{k,\beta_0} = 0 \). Here \( \beta_0 = 0 \in H_2(M; \mathbb{Z}) \).

We consider \( x_i(s) + ds \wedge y_i(s) = x_i \in C^\infty([0,1], \overline{C}) \). We define
\[
\hat{m}_{k,\beta}(x_1, \ldots, x_k) = x(s) + ds \wedge y(s),
\]
where
\[
x(s) = m^s_{k,\beta}(x_1(s), \ldots, x_k(s))
\]
\[
y(s) = c^s_{k,\beta}(x_1(s), \ldots, x_k(s))
\]
\[
- \sum_{i=1}^{k} (-1)^i m^s_{i,\beta}(x_1(s), \ldots, x_{i-1}(s), y_i(s), x_{i+1}(s), \ldots, x_k(s))
\]
if \((k, \beta) \neq (1, \beta_0)\) and
\[
y(s) = \frac{d}{ds} x_1(s) + m^s_{1,0}(y_1(s))
\]
if \((k, \beta) = (1, \beta_0)\). Here \(*_i \) in (28.5b) is \(*_i = \deg' x_1 + \ldots + \deg' x_{i-1}\).

**Lemma 28.3.** The equation (28.5) is equivalent to the filtered \( A_\infty \) relation of \( \hat{m}_{k,\beta} \) defined by (28.7).

The proof is a straightforward calculation.

**Definition 28.4.** A pseudo-isotopy \((C, \{m^s_{k,\beta}\}, \{c^s_{k,\beta}\})\) is said to be unital if there exists \( e \in \overline{C}^0 \) such that \( e \) is a unit of \((C, \{m^s_{k,\beta}\})\) for each \( s \) and if
\[
c^s_{k,\beta}(\ldots, e, \ldots) = 0
\]
for each \( k, \beta \) and \( s \).

In our situation the unit \( e \) is always \( e^L \), the constant function 1 on \( L \).

**Theorem 28.5.** If \((C, \{m^s_{k,\beta}\}, \{c^s_{k,\beta}\})\) is a unital pseudo-isotopy, then there exists a unital filtered \( A_\infty \) homomorphism from \((C, \{m^0_{k,\beta}\})\) to \((C, \{m^0_{k,\beta}\})\) that has a homotopy inverse.

**Proof.** The cyclic version of this theorem is [Fu3] Theorem 8.2. Since we do not require cyclic symmetry here, the proof of Theorem 28.5 is easier. In fact, it follows from [FOOO1] Theorem 4.2.45 as follows. We have a filtered \( A_\infty \) homomorphism
\[
\text{Eval}_{s=s_0} : (C^\infty([0,1] \times \overline{C}), \{\hat{m}_{k,\beta}^s\}) \to (\overline{C}, \{m^s_{k,\beta}\})
\]
defined by
\[
(\text{Eval}_{s=s_0})_1(a(s) + ds \wedge b(s)) = a(s_0)
\]
and

\[(\text{Eval}_{s_k=s_0})_k = 0\]

for \(k \neq 1\). Then using [FOOO1] Theorem 4.2.45 we can show that it is a homotopy equivalence. Theorem 28.5 follows.

28.2. Difference between \(m^T\) and \(m\). We will construct a pseudo-isotopy between two filtered \(A_\infty\) structures \(\{m^T_{k,\beta}\}\) and \(\{m^b_{k,\beta}\}\) on \(\mathcal{C} = \Omega(L)\). Here the first one is defined in Section 20 and the second one is defined in Section 17. We note that the difference of these two constructions are roughly as follows:

1. We represent \(b\) by a \(T^n\)-invariant cycle \(D\) that is a submanifold to define \(\{m^T_{k,\beta}\}\). In other words, in the definition of \(\{m^T_{k,\beta}\}\), we use that current which may not be smooth. On the other hand, we represent \(b\) by a smooth differential forms to define \(\{m^b_{k,\beta}\}\).

2. In the definition of \(\{m^T_{k,\beta}\}\) we first take the fiber product (20.9) and then use a multisection to achieve transversality. On the other hand, to define \(\{m^b_{k,\beta}\}\), we first perturb (by a family of multisections) the moduli space \(M_{k+1}(\beta)\) then pull back the differential form representing \(b\) to the zero set of the multisection. In other words the perturbation to define \(\{m^b_{k,\beta}\}\) is independent of the ambient cohomology class \(b\).

Remark 28.6. We note that there are various reasons why, when we construct \(\{m^T_{k,\beta}\}\) in the toric case, we need to take cycles and multisections (rather than taking a family of multisections). The most important reason is Proposition 20.10. This is related to point (1) above. The reason why we first need to take the fiber product (20.9) is explained in [FOOO2] Remark 11.4.

On the other hand to develop the theory of spectral invariant with bulk deformation in the general setting, it seems simplest to always use de Rham representative.

We will construct a pseudo-isotopy of filtered \(A_\infty\) structures interpolating \(\{m^T_{k,\beta}\}\) and \(\{m^b_{k,\beta}\}\). Below we handle the above (1) and (2) separately. We construct the pseudo-isotopy resolving (1) in Subsection 28.3 and construct the pseudo-isotopy resolving (2) in Subsection 28.5.

28.3. Smoothing \(T^n\)-invariant chains. Let \(D_a = D_{i_1} \cap \cdots \cap D_{i_k}\) be a transversal intersection of \(k\) irreducible components of the toric divisor, \(ND_a\) its normal bundle, and \(\exp : ND_a \to M\) the exponential map with respect to a \(T^n\)-invariant Riemannian metric. Let \(U_a \subset \Gamma(ND_a)\) be a finite dimensional submanifold of the space of smooth sections of \(ND_a\) such that if \(u \in U_a\) and \(\rho \in [0, 1]\) then \(\rho u \in U_a\). We assume that it has the following properties.

Properties 28.7.

1. The exponential map \(\exp : D_a \times U_a \to M\) defined by

\[
\exp(u, x) = \exp(u(x))
\]

is a submersion.

2. \(\|u(x)\| < \epsilon\), where \(\epsilon\) is a sufficiently small positive number determined later.

We put \(d_a = \dim U_a\).

Let \(\mathcal{U} : \{1, \ldots, \ell\} \to \mathcal{B}\) be as in the beginning of Subsection 20.2. We put

\[
\mathcal{U}(p) = \prod_{i=1}^\ell \mathcal{U}_{p(i)}, \quad \mathcal{U}(U) = \prod_{i=1}^\ell (D_{p(i)} \times \mathcal{U}_{p(i)}).
\]
The map \(28.6\) induces
\[
\text{Exp} : p(U) \to M^\ell.
\] (28.8)

For \(k, \ell \in \mathbb{Z}_{\geq 0}\) and \(\beta \in H_2(M, L(U); \mathbb{Z})\) we define a fiber product
\[
\mathcal{M}_{k+1, \ell}(L(U); \beta; p(U)) = \mathcal{M}_{k+1, \ell}(L(U); \beta)\mathcal{M}_{\ell}(L(U); \beta) \times_{\text{Exp} p(U)}
\] (28.9)
where \(\mathcal{M}_{k+1, \ell}(L(U); \beta)\) is a moduli space defined in Definition 17.2 and Proposition 17.3. We can define an evaluation map at the boundary marked points:
\[
ev_\partial = (\ev_1^\partial, ..., \ev_k^\partial) : \mathcal{M}_{k+1, \ell}(L(U); \beta; p(U)) \to L(U)^{k+1}
\]
in an obvious way. We also have a projection
\[
\pi_U : \mathcal{M}_{k+1, \ell}(L(U); \beta; p(U)) \to U(p)
\]
to the \(U\)-factors. By definition we have
\[
\pi_U^{-1}(0) = \mathcal{M}_{k+1, \ell}(L(U); \beta; p).
\] (28.10)

**Lemma 28.8.**

1. \(\mathcal{M}_{k+1, \ell}(L(U); \beta; p(U))\) has a Kuranishi structure with corners.
2. It coincides with the Kuranishi structure in Lemma 20.4 on \(\pi_U^{-1}(0)\).
3. Its boundary is described by the union of fiber products:
\[
\mathcal{M}_{k+1, \ell}(L(U); \beta_1; p_1(U))\mathcal{M}_{k+1, \ell}(L(U); \beta_2; p_2(U)) \times_{\text{Exp} p(U)}
\] (28.11)
where the union is taken over all \((L_1, L_2) \in \text{Shuff}(\ell)\), \(k_1, k_2\) with \(k_1 + k_2 = k\) and \(\beta_1, \beta_2 \in H_2(M, L(U); \mathbb{Z})\) with \(\beta = \beta_1 + \beta_2\). We put \(\text{Split}((L_1, L_2), \mathbb{P}) = (p_1, p_2)\).
4. The dimension is
\[
\dim \mathcal{M}_{k+1, \ell}(L(U); \beta; p(U)) = n + \mu_{L(U)}(\beta) + k - 2 + 2\ell - \sum_{i=1}^{\ell} 2 \deg D_{p(i)} + \sum_{i=1}^{\ell} d_{p(i)}.
\] (28.12)
5. The evaluation maps \(\ev_i^\partial\) at the boundary marked points of \(\mathcal{M}_{k+1, \ell}(L(U); \beta)\) define maps on \(\mathcal{M}_{k+1, \ell}(L(U); \beta; p(U))\), which we denote by \(\ev_i^\partial\) also. They are compatible with (3).
6. We can define an orientation of the Kuranishi structure so that it is compatible with (3).
7. \(\ev_\partial \times \pi_U\) is weakly submersive.
8. The Kuranishi structure is compatible with the action of the symmetry group \(\mathcal{G}_{\ell}\).
9. The Kuranishi structure is compatible with the forgetful map of the 1st, 2nd, \(\ldots\), \(k\)-th boundary marked points. (We do not require that it is compatible with the forgetful map of the 0-th marked point.)

The proof is the same as that of Lemma 20.4. We note that (7) is a consequence of (2) if we take \(\epsilon\) in Properties 28.7 (2) to be small enough.

**Lemma 28.9.** There exists a system of multisections on \(\mathcal{M}_{k+1, \ell}(L(U); \beta; p(U))\) with the following properties.

1. They are transversal to 0.
2. They coincide with the multisection in Lemma 20.5 on \(\pi_U^{-1}(0)\).
They are compatible with the description of the boundary in Lemma 20.4.

The restriction of ev_0^β × π_U to the zero set of this multisection is a submersion.

They are invariant under the action of G_ε.

They are compatible with the forgetful map of the 1st, 2nd, . . . , k-th boundary marked points.

The proof is mostly the same as the proof of Lemma 20.5. We only observe that (4) is a consequence of (2) if ε is sufficiently small.

For each a = 1, . . . , B we choose a compactly supported smooth differential form χ_a of top degree on U_a such that ∫_{U_a} χ_a = 1. For p : {1, . . . , ℓ} → B we put

χ_p = \prod_{i=1}^\ell χ_{p(i)} ∈ Ω(U(p)).

Let h_1, . . . , h_k ∈ Ω(L(u)). We then define a differential form on L(u) by

q_{ℓ,k;β}(p; h_1, . . . , h_k) = (ev_0^β)(ev_1^β, . . . , ev_k^β, π_U)^*(h_1 ∧ · · · ∧ h_k ∧ χ_p),

where we use the evaluation map

( ev_0^β, . . . , ev_k^β, π_U ) : M_{k+1;ε}(L(u); β; p(U)) → L(u)^{k+1} × U(p)

and (ev_0^β) is the integration along the fiber. Here the superscript S stands for smoothing. By Lemma 28.9 (4) integration along the fiber is well-defined. By Lemma 28.9 (5) the operators q_{ℓ,k;β} are invariant under the permutation of components of p. Therefore by the C-linearity we define

q_{ℓ,k;β} : E_ℓ(ℋ[2]) ⊗ B_k(Ω(L(u))[1]) → Ω(L(u))[1].

We use it in the same way as in Definition 17.7 to define m_k^{S,b} for b = (b_0, b_{2,1}, b_+, b_+).

Thus we have obtained a filtered A∞ algebra (CF_{dir}(L(u); Λ_0), {m_k^{S,b}}_{k=0}^∞). Here we recall

CF_{dir}(L(u); Λ_0) = Ω(L(u)) ⊗ Λ_0.

Lemma 28.10. The filtered A∞ algebra (CF_{dir}(L(u); Λ_0), {m_k^{S,b}}_{k=0}^∞) is pseudo-isotopic to (CF_{dir}(L(u); Λ_0), {m_k^{T,b}}_{k=0}^∞) as a unital filtered A∞ algebra.

Proof. Let δ_0^a be the distributional d_a form on U_a supported at 0 and satisfy ∫ δ_0^0 = 1. (Namely it is the delta function times the volume form.) We also take a distributional d_a − 1 form κ_a on U_a with the following properties.

Properties 28.11.

1. dκ_a = χ_a − δ_0^a.

2. κ_a is smooth outside the origin.

We put

χ_a^s = sχ_a + (1 − s)δ_0^a

and

χ_p^s = \prod_{i=1}^\ell χ_{p(i)}^s

that is a distributional ∑ d_{p(i)} form on U(p). We then define

q_{ℓ,k;β}^{S,s}(p; h_1, . . . , h_k) = (ev_0^β)(ev_1^β, . . . , ev_k^β)^*(h_1 ∧ · · · ∧ h_k ∧ χ_p^s).
Note that $\chi^s_p$ is a distributional form so the existence of pull back is not automatic. However we can show that the pull-back exists and the right hand side of (28.16) is a smooth differential form by Lemma 28.9 (4).

The map $q_{s,k;\beta}^{S,s}$ induces

$$q_{s,k;\beta}^{S,s} : E_{c}(\mathcal{H}[2]) \otimes B_k(\Omega(L(u))[1]) \to \Omega(L(u))[1].$$

(28.17)

We use it to define $m_k^{S,s,b}$ in the same way as in Definition 17.7. Then it is smooth (with respect to $s$ coordinate) in the sense of Definition 28.4.

**Sublemma 28.12.** $(CF_{dr}(L(u); \Lambda_0), \{m_k^{S,s,b}\}_{k=0}^\infty)$ is a unital filtered $A_\infty$ algebra. Moreover we have:

$$m_k^{S,0,b} = m_k^b, \quad m_k^{S,1,b} = m_k^s b.$$

The proof is easy and omitted.

We next denote

$$\kappa^s_{p} = \chi^s_{p(1)} \wedge \cdots \wedge \chi^s_{p(i-1)} \wedge \kappa^s_{p(i)} \wedge \chi^s_{p(i+1)} \wedge \cdots \wedge \chi^s_{p(\ell)}$$

and define

$$q_{s,k;\beta}^{S,s}(p; h_1, \ldots, h_k) = \sum_{i=1}^\ell (-1)^{s(i)}(ev^\beta_0)(ev^\beta_1, \ldots, ev^\beta_k)^* (h_1 \wedge \cdots \wedge h_k \wedge \kappa^s_{p(\ell)}).$$

(28.18)

See Remark 28.10 for the sign. In the same way as the operator $q_{s,k;\beta}^{S,s}$ defines $m_k^{S,s,b}$, the operator $q_{s,k;\beta}^{S,s}$ induces an operator, which we write $c_k^{S,s,b}$. It is easy to see that

$$(CF_{dr}(L(u); \Lambda_0), \{m_k^{S,s,b}\}_{k=0}^\infty, \{c_k^{S,s,b}\}_{k=0}^\infty)$$

is the required pseudo-isotopy. The proof of Lemma 28.10 is complete.

28.4. **Completion of the proof of Proposition 20.6.** In this subsection, we construct a pseudo-isotopy between $(CF_{dr}(L(u); \Lambda_0), \{m_k^{S,s,b}\}_{k=0}^\infty)$ (which is defined in Subsection 28.3) and $(CF_{dr}(L(u); \Lambda_0), \{m_k^b\}_{k=0}^\infty)$ (which is defined in Definition 17.7).

Together with Theorem 28.5 and Lemma 28.10 this will complete the proof of Proposition 20.6.

In Section 24 we already proved that the homotopy equivalence class of

$$(CF_{dr}(L(u); \Lambda_0), \{m_k^b\}_{k=0}^\infty)$$

is independent of the choice of de Rham representative $b$. We make this choice more specifically below.

Let $D_a$ be as in the beginning of Subsection 28.3. We put

$$b_a = \text{Exp}(\pi_0^a \chi_a),$$

(28.19)

where we use $(\text{Exp}, \pi_0) : D_a \times \mathcal{U}_a \to M \times \mathcal{U}_a$. Clearly $b_a$ is a de Rham representative of the Poincaré dual to $[D_a]$. The de Rham cohomology classes $\{[b_a]\}_{a=1}^B$ form a basis of $\bigoplus_{k \neq 0} H^k(M; \mathbb{C})$. We use them to specify the de Rham representatives of the elements of $\bigoplus_{k \neq 0} H^k(M; \Lambda)$. (We represent the 0-th cohomology class by the constant function.)

We next review two Kuranishi structures and two families of multisections on $\mathcal{M}_{k+1;\beta}(L(u); \beta; p(U))$. 

(Kuranishi structure and multisections 1) Consider the natural projection
\[ \pi : \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U)) \to \mathcal{M}_{k+1;\ell}(L(u); \beta). \tag{28.20} \]
We have chosen and fixed a Kuranishi structure on \( \mathcal{M}_{k+1;\ell}(L(u); \beta) \) in Proposition [17.3]. We pull it back by the map \( \mathcal{M}_{k+1;\ell}(L(u); \beta) \) to obtain a continuous family of multisections \( \mathcal{M}_{k+1;\ell}(L(u); \beta) \). We denote it by \( s_1 = \{ s_{1,w} \}_{w \in W} \). We also took a top degree differential form of compact support \( \chi_W \) on \( W \) satisfying \( \int \chi_W = 1 \). We use them to define \( q^1_{k;\beta} \) by
\[ q^1_{k;\beta}(p; h_1, \ldots, h_k) = (ev_0^\beta)_!((ev_1^\beta, \ldots, ev_k^\beta, \pi_U)^*(h_1 \wedge \cdots \wedge h_k \wedge \chi_p) \wedge \chi_W), \tag{28.21} \]
where we use the evaluation map
\[ (ev_0^\beta, \ldots, ev_k^\beta, \pi_U) : \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U))^{\mathfrak{p}^1} \to L(u)^{k+1} \times U(p), \]
from the zero set of the family of multisections \( s_1 \).

**Lemma 28.13.** \( q^1_{k;\beta} = q_{k;\beta} \), where the right hand side is \([17.3]\).

This lemma is obvious from the definition and \( (28.19) \).

(Kuranishi structure and multisections 2) In Lemma [28.8] we took a Kuranishi structure on \( \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U)) \). We call it the Kuranishi structure \( K_2 \). In Lemma [28.9] we took a multisection of \( K_2 \). We call it the multisection \( s_2 \). They determine the operators \( q^2_{k;\beta} \) by \( [28.13] \).

Thus we have described two systems of Kuranishi structures and multisections. We next define a system of Kuranishi structures and multisections on \([0,1] \times \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U))\) which interpolate them.

We define
\[ \bar{ev}^\beta_i : [0,1] \times \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U)) \to [0,1] \times L(u) \]
by \( \bar{ev}^\beta_i = (\pi_s, ev_i^\beta) \) where \( \pi_s \) is the projection to \([0,1] \) factor. (We use \( s \) as the coordinate of this factor.)

**Lemma 28.14.**

1. \([0,1] \times \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U))\) has a Kuranishi structure with corners.
2. It restriction to \( \{0\} \times \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U))\) coincides with \( K_1 \) and its restriction to \( \{1\} \times \mathcal{M}_{k+1;\ell}(L(u); \beta; \mathfrak{p}(U))\) coincides with \( K_2 \).
3. Its boundary is described by the union of
\[ \partial([0,1] \times \mathcal{M}_{k+1;\ell}(L(u); \beta_1; \mathfrak{p}_1(U))), \]
and the union of fiber products
\[ \left([0,1] \times \mathcal{M}_{k+1;\ell}(L(u); \beta_1; \mathfrak{p}_1(U))\right) \times \left([0,1] \times \mathcal{M}_{k+1;\ell}(L(u); \beta_2; \mathfrak{p}_2(U))\right), \tag{28.22} \]
where the union is taken over all \((L_1, L_2) \in \text{Shuff}(\ell), k_1, k_2 \) with \( k_1 + k_2 = k \) and \( \beta_1, \beta_2 \in H_2(M, \mathcal{L}(u); \mathbb{Z}) \) with \( \beta = \beta_1 + \beta_2 \). We put \( \text{Split}((L_1, L_2), \mathfrak{p}) = (\mathfrak{p}_1, \mathfrak{p}_2) \).
Lemma 28.15. There exists a system of families of multisections of the Kuranishi structure on $[0, 1] \times M_{k+1, \ell}(L(u); \beta; p(U))$ in Lemma 28.14 with the following properties.

1. They are transversal to 0.
2. It restriction to $\{0\} \times M_{k+1, \ell}(L(u); \beta; p(U))$ coincides with $s_1$ and its restriction to $\{1\} \times M_{k+1, \ell}(L(u); \beta; p(U))$ coincides with $s_2$.
3. They are compatible with the description of the boundary in Lemma 28.14 (3).
4. The restriction of $\hat{\nu}_0^\beta \times \pi_\ell$ to the zero set of this multisection is a submersion.
5. They are invariant under the action of $\mathcal{S}_\ell$.
6. They are compatible with the forgetful map of the 1st, 2nd, ..., $k$-th boundary marked points.

The proof is the same as the proof of Lemma 20.3 and is omitted.

We now define operators

$$q^{para}_{\ell,k; \beta} : E_{\ell}(H[2]) \otimes B_k(\Omega(L(u))[1]) \to \Omega([0, 1] \times L(u))[1]$$

as follows.

$$q^{para}_{\ell,k; \beta}(p; h_1, \ldots, h_k) = (\hat{\nu}_0^\beta)(((\hat{\nu}_1^\beta, \ldots, \hat{\nu}_k^\beta, \pi_\ell)^* (h_1 \wedge \cdots \wedge h_k \wedge \chi_p) \wedge \chi_W)),$$ (28.24)

where we use the evaluation map

$$(\hat{\nu}_0^\beta, \ldots, \hat{\nu}_k^\beta, \pi_\ell) : M_{k+1, \ell}(L(u); \beta; p(U)) \to ([0, 1] \times L(u))^{k+1} \times U(p)$$

and $(\hat{\nu}_0^\beta)$ is the integration along the fiber.

We divide it into the sum of the form which does not contain $ds$ and one which contains $ds$ and write:

$$q^{para}_{\ell,k; \beta} = q^{para, 1}_{\ell,k; \beta} + ds \wedge q^{para, 2}_{\ell,k; \beta}.$$
Now we put
\[ m_k^b(x_1, \ldots, x_k) = \sum_{\beta \in H_4(M,\mathbb{Z})} \sum_{\ell=0}^{\infty} \sum_{m_0=0}^{\infty} \cdots \sum_{m_{k-1}+1}^{\infty} T^{\omega/\beta} \frac{\exp(b_{2:1} \cap \beta)}{\ell!} \]
(28.25)
\[ q_{\ell,k+\sum_{i=0}^k m_i}^{para,1}(b_{0:1}, b_{1:0}^0, x_1, b_{1:0}^1, \ldots, b_{1:0}^{m_{k-1}}, x_k, b_{1:0}^{m_k}), \]
\[ c_k^b(x_1, \ldots, x_k) = \sum_{\beta \in H_4(M,\mathbb{Z})} \sum_{\ell=0}^{\infty} \sum_{m_0=0}^{\infty} \cdots \sum_{m_{k-1}+1}^{\infty} T^{\omega/\beta} \frac{\exp(b_{2:1} \cap \beta)}{\ell!} \]
(28.26)
\[ q_{\ell,k+\sum_{i=0}^k m_i}^{para,2}(b_{0:1}, b_{1:0}^0, x_1, b_{1:0}^1, \ldots, b_{1:0}^{m_{k-1}}, x_k, b_{1:0}^{m_k}). \]

They define maps from \( B_k(\Omega(L(u)) \otimes \Lambda) \) to \( (\Omega([0,1] \times L(u)) \otimes \Lambda) \). By Lemmas 28.13, 28.15, \( m_k^b \) and \( c_k^b \) define a unital pseudo-isotopy between \((CF_{dR}(L(u); \Lambda_0), \{m_k^b\}_{k=0}^{\infty})\) and \((CF_{dR}(L(u); \Lambda_0), \{c_k^b\}_{k=0}^{\infty})\). The proof of Proposition 20.6 is now complete.

\[ \square \]

**Remark 28.16.** The way to handle the sign in the argument of this section is the same as in [FOOO2]. (See the end of Appendix C [FOOO2].)

### 28.5. Proof of Lemma 20.8

In this subsection we prove Lemma 20.8. Let
\[ m_k^{1,b} : B_k(\Omega([0,1] \times L(u)) \otimes \Lambda) \to (\Omega([0,1] \times L(u)) \otimes \Lambda)[1] \]
be the filtered \( A_{\infty} \) structure induced from the pseudo-isotopy in the proof of Lemma 28.11. Let
\[ m_k^{2,b} : B_k(\Omega([0,1] \times L(u)) \otimes \Lambda) \to (\Omega([0,1] \times L(u)) \otimes \Lambda)[1] \]
be the filtered \( A_{\infty} \) structure induced from the pseudo-isotopy in Subsection 28.3.

They induce chain complexes
\( ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{1,b}), \quad ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{2,b}). \)

We have chain homotopy equivalences
\[ \text{Eval}_{s=0} : ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{1,b}) \to (\Omega(L(u)) \otimes \Lambda), m_k^{1,b}), \]
\[ \text{Eval}_{s=1} : ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{1,b}) \to (\Omega(L(u)) \otimes \Lambda), m_k^{1,b}), \]
and
\[ \text{Eval}_{s=0} : ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{2,b}) \to (\Omega(L(u)) \otimes \Lambda), m_k^{2,b}), \]
\[ \text{Eval}_{s=1} : ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{2,b}) \to (\Omega(L(u)) \otimes \Lambda), m_k^{2,b}). \]

Therefore to prove Lemma 20.8, it suffices to construct chain maps:
\[ i_{\text{qm}}^{S,b} : \Omega(M) \otimes \Lambda \to (\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{2,b}), \]
\[ i_{\text{qm}}^{1,b} : \Omega(M) \otimes \Lambda \to ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{1,b}), \]
\[ i_{\text{qm}}^{2,b} : \Omega(M) \otimes \Lambda \to ((\Omega([0,1] \times L(u)) \otimes \Lambda), m_k^{2,b}), \]
such that
\[ \text{Eval}_{s=0} \circ i_{\text{qm}}^{1,b} = i_{\text{qm}}^{T,b}, \quad \text{Eval}_{s=1} \circ i_{\text{qm}}^{1,b} = i_{\text{qm}}^{S,b}, \]
\[ \text{Eval}_{s=0} \circ i_{\text{qm}}^{2,b} = i_{\text{qm}}^{S,b}, \quad \text{Eval}_{s=1} \circ i_{\text{qm}}^{2,b} = i_{\text{qm}}^{S,b}. \]
We can construct such \( i^p_{qm,b}, i^1_{qm,b}, i^2_{qm,b} \) by modifying the definition of \( i_{qm,b} \) (17.17) in an obvious way. The proof of Lemma 20.8 is complete. \( \square \)

## 29. Seidel homomorphism with bulk

In this section we generalize Seidel homomorphism [Se] to a version with bulk deformation. We then generalize, in the next section, the result by Entov-Polterovich [EP1] section 4 and McDuff-Tolman [MT] on the relationship between Seidel homomorphism and Calabi quasimorphism. These generalizations are rather straightforward and do not require novel ideas.

### 29.1. Seidel homomorphism with bulk

In this subsection, we present a version of Seidel’s construction [Se] that incorporates bulk deformations.

Let \( H \) be a one-periodic Hamiltonian such that \( \phi_H : [0, 1] \to \text{Ham}(M, \omega) \) defines a loop, i.e. satisfies \( \psi_H = id \). Such a loop is called a Hamiltonian loop. For such \( H \), there is a diffeomorphism \( \text{Per}(H) \cong M \). We fix this diffeomorphism by putting

\[
\tau \mapsto z^H_\tau(p) = \phi_H(p).
\]

Then the map \( p \mapsto z^H_p \) is a one-to-one correspondence \( M \to \text{Per}(H) \).

Let \( v : \mathbb{R} \times S^1 \to M \) be a continuous map. We define \( u : \mathbb{R} \times S^1 \to M \) by

\[
u(t, \tau) = \phi_H(v(t, \tau)). \quad (29.2)
\]

**Lemma 29.1.** Let \( p_-, p_+ \in M \). Then

\[
\lim_{\tau \to -\infty} u(\tau, t) = z^H_{p_-}(t), \quad \lim_{\tau \to +\infty} u(\tau, t) = z^H_{p_+}(t),
\]

if and only if

\[
\lim_{\tau \to -\infty} v(\tau, t) = p_-, \quad \lim_{\tau \to +\infty} v(\tau, t) = p_+.
\]

The proof is a straightforward calculation. For a map \( u \) satisfying the above conditions, we define \( [u] \in H_2(M; \mathbb{Z}) \) by \( [u] = [v] \). (Note \( v \) extends to a map from \( S^2 \) so \( [v] \in H_2(M; \mathbb{Z}) \) is defined.)

We define a symplectic fibration

\[
\pi : E_{\phi_H} \to \mathbb{C}P^1
\]

with fiber isomorphic to \( (M, \omega) \) as follows. Let \( D_{\pm} \) be two copies of the unit disc in \( \mathbb{C} \). Set \( U_1 = D_- \times M, U_2 = (\mathbb{R} \times S^1) \times M \) and \( U_3 = D_+ \times M \). We glue them by the gluing maps

\[
I_- : (-\infty, 0) \times S^1 \times M \to D_- \setminus \{0\} \times M, \quad I_-((\tau, t), x) = (e^{2\pi(\tau + \sqrt{-1}t)}, x)
\]

(where we regard \( S^1 = \mathbb{R}/\mathbb{Z} \)) and

\[
I_+ : (1, \infty) \times S^1 \times M \to D_+ \setminus \{\infty\} \times M, \quad I_+((\tau, t), x) = (e^{-2\pi(\tau - 1 + \sqrt{-1}t)}, (\phi_H^{-1})(x)).
\]

We thus obtain

\[
E_{\phi_H} = U_1 \cup U_2 \cup U_3.
\]

The projections to the second factor induce a map

\[
\pi : E_{\phi_H} \to D_- \cup (\mathbb{R} \times S^1) \cup D_+ \cong \mathbb{C}P^1.
\]

This defines a locally trivial fiber bundle and the fiber of \( \pi \) is diffeomorphic to \( M \).

In fact, \( E_{\phi_H} \to \mathbb{C}P^1 \) becomes a Hamiltonian fiber bundle. See [GLS] for the precise definition of Hamiltonian fiber bundle and its associated coupling form \( \Omega \).
Lemma 29.2. The fibration $E_{\phi_H} \to \mathbb{C}P^1$ is a Hamiltonian fiber bundle, i.e., it carries a coupling form $\Omega$ on $E_{\phi_H}$ such that

1. $\Omega$ is closed and $\Omega|_{E_{\phi_H} \cap} = \omega$.
2. $\pi_t \Omega^{n+1} = 0$ where $\pi_t$ is the integration over fiber and $2n = \dim M$.

Proof. On each of $U_i$, $i = 1, 2, 3$, we pull back $\omega$ by the projection to $M$ and denote it by $\omega_i$. We put $\omega_2 = \omega_2 + d(\chi Hdt)$. Then we find that $\omega_1$ on $U_1$, $\omega_2$ on $U_2$ and $\omega_3$ on $U_3$ are glued to a closed 2-form $\Omega$ on $E_{\phi_H}$. The normalization condition on $H$ then gives rise to the condition $\pi_t \Omega^{n+1} = 0$. □

Let $u : \mathbb{R} \times S^1 \to M$ be a continuous map. We denote the associated section $\hat{u} : \mathbb{R} \times S^1 \to E_{\phi_H}$ by the formula

$$\hat{u}(\tau, t) = ((\tau, t), u(\tau, t)). \quad (29.3)$$

Lemma 29.3. Let $u : \mathbb{R} \times S^1 \to M$ be a continuous map. The following is equivalent:

1. There exists some $p_-, p_+ \in M$ such that
   $$\lim_{\tau \to -\infty} u(\tau, t) = p_-, \quad \lim_{\tau \to +\infty} u(\tau, t) = z^H_{p_+}(t).$$
2. The map $\hat{u}$ extends to a section $s_u : \mathbb{C}P^1 \to E_{\phi_H}$.

The proof is obvious by definition of $E_{\phi_H}$. Let $u_1, u_2$ satisfy the condition (1) above. We say that $u_1$ is homologous to $u_2$ if

$$[\hat{u}_1] = [\hat{u}_2] \in H_2(E_{\phi_H}; \mathbb{Z}).$$

Let $\Pi_2(M; H)$ be the set of the homology classes of such $u$. We note that

$$[\hat{u}_1] - [\hat{u}_2] \in \text{Ker}(H_2(E_{\phi_H}; \mathbb{Z}) \to H_2(\mathbb{C}P^1; \mathbb{Z})).$$

Therefore $\Pi_2(M; H)$ is a principal homogeneous space of the group $\text{Ker}(H_2(E_{\phi_H}; \mathbb{Z}) \to H_2(\mathbb{C}P^1; \mathbb{Z})).$

We also have a natural marking $M \cong E(0)$ of the fibration $E_{\phi_H} \to \mathbb{C}P^1$ via the map

$$M \times \{0\} \subset M \times \mathbb{C} \subset E_{\phi_H}$$

which we will fix once and for all. Then the natural inclusion induces a map $H_2(M; \mathbb{Z}) \to \text{Ker}(H_2(E_{\phi_H}; \mathbb{Z}) \to H_2(\mathbb{C}P^1; \mathbb{Z})).$ Therefore there exists an action

$$H_2(M; \mathbb{Z}) \times \Pi_2(M; H) \to \Pi_2(M; H) \quad (29.4)$$

of the group $H_2(M; \mathbb{Z})$ to $\Pi_2(M; H)$.

Remark 29.4. Theorem 29.9 which we will prove later implies that

$$H_2(M; \mathbb{Q}) \cong \text{Ker}(H_2(E_{\phi_H}; \mathbb{Q}) \to H_2(\mathbb{C}P^1; \mathbb{Q})).$$

We however do not use this fact.

Let $J_0$ be a compatible almost complex structure on $M$. For $t \in S^1$, we define

$$J_t^H = (\phi_H^t)_* J_0. \quad (29.5)$$

Since $\phi_H^t$ is a symplectic diffeomorphism, $J_t^H$ is compatible with $\omega$. We denote by $\{J_t^H\}_{t \in S^1}$ the above $S^1$-parametrized family of compatible almost complex structures.
We take $\chi \in K$ and consider $H_\chi$ as in (3.12). We also take an $(\mathbb{R} \times S^1)$-parametrized family of almost complex structures $J^H_\chi$ such that

$$J^H_\chi(\tau, t) = \begin{cases} J_0 & \tau \leq 0, \\ J^H_\ell & \tau \geq 1, \\ J_0 & t \text{ is in a neighborhood of } [0] \in S^1. \end{cases}$$ (29.6)

**Definition 29.5.** For $\alpha \in \Pi_2(M; H)$ we denote by $\overset{\circ}{\mathcal{M}}_\ell(H_\chi, J^H_\chi; *, z^H_\ast; \alpha)$ the set of all pairs $(u; z^+_1, \ldots, z^+_\ell)$ of maps $u : \mathbb{R} \times S^1 \to M$ and $z^+_1, \ldots, z^+_\ell \in \mathbb{R} \times S^1$, which satisfy the following conditions:

1. The map $u$ satisfies the equation:
   $$\frac{\partial u}{\partial \tau} + J^H_\chi \left( \frac{\partial u}{\partial t} - \chi(\tau)X_{H_t}(u) \right) = 0.$$ (29.7)

2. The energy
   $$\frac{1}{2} \int \left( \left| \frac{\partial u}{\partial \tau} \right|^2_{J^H_\chi} + \left| \frac{\partial u}{\partial t} - \chi(\tau)X_{H_t}(u) \right|^2_{J^H_\chi} \right) dt d\tau$$
   is finite.

3. The map $u$ satisfies the condition that there exists $p_+ \in M$ such that
   $$\lim_{\tau \to \pm \infty} u(\tau, t) = z^H_{p_+}(t).$$

4. The homology class of $u$ in $\Pi_2(M; H)$ is $\alpha$.

5. $z^+_i$ are all distinct.

By our construction, the map

$$\overline{\pi} : \mathbb{R} \times S^1 \to M, \quad \overline{\pi}(\tau, t) = (\phi_H^t)^{-1}u(\tau, t)$$

is $J_0$-holomorphic on $[1, \infty) \times S^1$ on $M$. Therefore we can apply removable singularity theorem to $\overline{\pi}$ which gives rise to a section $\overline{u}$ mentioned in Lemma 29.3.

We denote by

$$\overline{ev}_{\pm \infty} : \overset{\circ}{\mathcal{M}}_\ell(H_\chi, J^H_\chi; *, z^H_\ast; \alpha) \to M$$

the map which associates to $u$ the limit $\lim_{\tau \to \pm \infty} u(\tau, 0)$. We define the evaluation maps at $z_i$:

$$ev = (ev_1, \ldots, ev_\ell) : \overset{\circ}{\mathcal{M}}_\ell(H_\chi, J^H_\chi; *, z^H_\ast; \alpha) \to (E_{\phi_H})^\ell$$

by

$$ev_i(u; z_1, \ldots, z_\ell) = (z_i, u(z_i)) \in U_2 \subset E_{\phi_H}.$$

**Definition 29.6.** For $\alpha \in H_2(M; \mathbb{Z})$ we define $\overset{\circ}{\mathcal{M}}_\ell(H, J^H; z^H_\ast, z^H_\ast; \alpha)$ as the set of all pairs $(u; z^+_1, \ldots, z^+_\ell)$ of maps $u : \mathbb{R} \times S^1 \to M$ and $z^+_1, \ldots, z^+_\ell \in \mathbb{R} \times S^1$, which satisfy the following conditions:

1. The map $u$ satisfies the equation:
   $$\frac{\partial u}{\partial \tau} + J^H \left( \frac{\partial u}{\partial t} - X_H(u) \right) = 0.$$ (29.8)
(2) The energy
\[
\frac{1}{2} \int \left( \left| \frac{\partial u}{\partial \tau} \right|_{J^H}^2 + \left| \frac{\partial u}{\partial t} - X_H(u) \right|_{J^H}^2 \right) dt \, dt
\]
is finite.

(3) There exist points \( p_{\pm} \in M \) such that
\[
\lim_{\tau \to -\infty} u(\tau, t) = z^H_{p_-}, \quad \lim_{\tau \to +\infty} u(\tau, t) = z^H_{p_+}.
\]

(4) The homology class of \( u \) is \( \alpha \).

(5) \( z^+_i \) are all distinct.

There is an \( \mathbb{R} \)-action on \( \tilde{\mathcal{M}}_{\ell}(H, J^H; z^H_+, z^H_-; \alpha) \) that is induced by the translation of \( \mathbb{R} \) direction (namely \( \tau \mapsto \tau + c \)). The action is free if \( \alpha \neq 0 \) or \( \ell \neq 0 \).

We denote its quotient space by \( \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \). If \( \alpha = 0 = \ell \), we define \( \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \) to be the empty set.

We define evaluation maps \( \text{ev}_{-\infty} : \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \to M \) by
\[
\text{ev}_{-\infty}(u) = \lim_{\tau \to -\infty} (\phi_H^{-t}(u(\tau, t))).
\]

Here we would like to point out that for any \( u \in \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \) the right hand side of (29.9) converges to \( p_{\pm} \in M \) that is independent of \( t \). Therefore the evaluation map is well-defined. The maps \( \text{ev}_{-\infty} \) factor through \( \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \).

We define \( \text{ev} = (\text{ev}_1, \ldots, \text{ev}_{\ell}) : \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \to M^\ell \) as follows.
\[
\text{ev}_i(u; z^+_1, \ldots, z^+_\ell) = \phi_H^{-t}(u(z^+_i))
\]
where \( z^+_i = (\tau, t) \). It factors through \( \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \) also.

We consider the case \( H = 0 \) in \( \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \) and write it \( \tilde{\mathcal{M}}(H = 0, J_0; \ast, \ast; \alpha) \). (Note that \( J_0^H = J_0 \) if \( H = 0 \).)

**Lemma 29.7.** \( \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \) is isomorphic to \( \tilde{\mathcal{M}}(H = 0, J_0; \ast, \ast; \alpha) \). The isomorphism is compatible with evaluation maps and \( \mathbb{R} \) actions.

**Proof.** Let \( (u; z^+_1, \ldots, z^+_\ell) \in \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \) we put
\[
\nu(\tau, t) = (\phi_H^{-t}(u(\tau, t))).
\]
Then \((\nu; z^{+1}_1, \ldots, z^{+\ell}) \in \tilde{\mathcal{M}}(H = 0, J_0; \ast, \ast; \alpha) \). The assignment \((u; z^+_1, \ldots, z^+_\ell) \mapsto (\nu; z^{+1}_1, \ldots, z^{+\ell}) \) gives the required isomorphism.

We can prove that \( \mathcal{M}(H, J^H; z^H_+, z^H_-; \alpha) \) and \( \tilde{\mathcal{M}}(H = 0, J_0; \ast, \ast; \alpha) \) have Kuranishi structures which are isomorphic. We can define an \( S^1 \)-action on \( \mathcal{M}(H = 0, J_0; \ast, \ast; \alpha) \) by using the \( S^1 \) action on \( \mathbb{R} \times S^1 \). We then use the isomorphism to define an \( S^1 \)-action on \( \tilde{\mathcal{M}}(H, J^H; z^H_+, z^H_-; \alpha) \). Evaluation maps are compatible with this action. The isotropy group of this \( S^1 \)-action is always finite. (We note that we have \( \alpha \neq 0 \) or \( \ell \neq 0 \) by definition.)
Lemma 29.8.  
(1) The moduli space $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ has a compactification $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ that is Hausdorff.

(2) The space $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ has an orientable Kuranishi structure with corners.

(3) The boundary of $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ is described as the union of the following two types of fiber products.

$$\bigcup\mathcal{M}_{#L_1}(H_X,J_X;\star,z_H^*;\alpha_1)_{ev_{+\infty}} \times_{ev_{-\infty}} \mathcal{M}_{#L_2}(H_X,J_X;\star,z_H^*;\alpha_2)$$ (29.11)

where the union is taken over all $\alpha_1,\alpha_2$ with $\alpha_1 + \alpha_2 = \alpha$ and $(L_1, L_2) \in Shuff(\ell)$. The fiber product is taken over $M$.

$$\bigcup\mathcal{M}_{#L_1}(H=0,J_0;\star;\alpha_1)_{ev_{+\infty}} \times_{ev_{-\infty}} \mathcal{M}_{#L_2}(H_X,J_X;\star,z_H^*;\alpha_2)$$ (29.12)

where the union is taken over all $\alpha_1,\alpha_2$ with $\alpha_1 + \alpha_2 = \alpha$ and $(L_1, L_2) \in Shuff(\ell)$. The fiber product is taken over $M$.

(4) We may choose $\alpha_0 \in \Pi_2(M;H)$ such that the (virtual) dimension satisfies the following equality (29.13).

$$\dim \mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha_0 + \alpha) = 2c_1(M) \cap \alpha + 2n + 2\ell.$$ (29.13)

(5) We can define orientations of $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ so that (3) above is compatible with this orientation.

(6) Evaluation maps extend to $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ in a way compatible with (3) above.

(7) The map $ev_{+\infty}$ becomes a weakly submersive map in the sense of [FOOO1].

Definition A1.13. Here $ev_{+\infty}$ is defined in the same way as in [LMP].

Here the compatibility with evaluation maps claimed in (6) above is described as follows. Let us consider the boundary in (29.11). Let $i \in L_2$ be the $j$-th element of $L_2$. We have

$$ev_i : \mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha) \to E_{\phi_H}$$

and

$$ev_j : \mathcal{M}_{#L_2}(H,J_H;\star,z_H^*;\alpha) \to M.$$ 

Denote by $t$ the second coordinate of the marked point in $\mathbb{R} \times S^1$. Then $(\phi_{\ell})^{-1} \circ ev_j$ is equal to second factor of the $ev_i$ with respect to $U_3 \cong D_+ \times M$.

The proof of Lemma 29.8 is the same as the proof of Proposition 3.4.2 and is omitted. (Note the end of $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ where an element of $\mathcal{M}_2(H_X,J_X;\star,z_H^*;\alpha)$ is Hausdorff at $\tau \to -\infty$ may be regarded as codimension 2 because of $S^1$ symmetry.

To define operators which include bulk deformations we need the following result due to Lalonde-McDuff-Polterovich [LMP].

Theorem 29.9 (Lalonde-McDuff-Polterovich). There exists a section

$$H^*(M;\mathbb{C}) \to H^*(E_{\phi_H};\mathbb{C})$$

to the $C$-linear map $H^*(E_{\phi_H};\mathbb{C}) \to H^*(M;\mathbb{C})$ induced by the inclusion.

Remark 29.10.  
(1) Theorem 29.9 is [LMP] Theorem 3B. We give a proof of Theorem 29.9 in Subsection 29.3 for completeness. The proof we give in Subsection 29.3 is basically the same as the one in [LMP].
(2) The proof by [LMP] as well as our proof in Subsection 29.3 uses the construction which is closely related to the definition of Seidel homomorphism. We use Theorem 29.9 to define Seidel homomorphism with bulk. However, the argument is not circular by the following reason. We do not use Theorem 29.9 to define Seidel homomorphism in the case when the bulk deformation $b$ is zero. The proof of Theorem 29.9 uses the construction of Seidel homomorphism without bulk only, that is the case $b = 0$.

Consider a system of continuous families of multisections of $\mathcal{M}_t(H, J_H; z^H_*, z^H_+; \alpha)$ and of $\mathcal{M}_t(H = 0, J_0; *, *; \alpha)$ which are transversal to 0, $S^1$-equivariant and is compatible with the isomorphism in Lemma 29.7. Moreover we may assume that it is compatible with the identification

$$\partial\mathcal{M}_t(H, J_H; z^H_*, z^H_+; \alpha) = \bigcup_{\# \alpha = 1} \mathcal{M}_{\# \alpha} (H, J_H; z^H_*, z^H_+; \alpha_1) \times_{\text{ev}_{-\infty}} \mathcal{M}_{\# \alpha} (H, J_H; z^H_*, z^H_+; \alpha_2)$$

of the boundary. Furthermore we may assume that the evaluation map $\text{ev}_{+\infty}$ is a submersion on the zero set of this families of multisections.

Then, there exists a system of continuous families of multisections of the moduli space $\mathcal{M}_t(H, J_H; *; z^H_+; \alpha)$ such that they are transversal to 0, compatible with the description of the boundary in Lemma 29.8 (3) and that $\text{ev}_{+\infty}$ is a submersion on its zero set.

Let $b = b_0 + b_2 + b_+$ be as in (5.5). We use Theorem 29.9 to regard them as de Rham cohomology classes of $E_{\phi_H}$ and denote them as $b_2, b_+$.

Now we define

$$\mathcal{S}^b_{(H, J_\chi)} : \Omega(M) \otimes \Lambda^+ \rightarrow \Omega(M) \otimes \Lambda^+$$

as follows. Let $h \in \Omega(M)$. We put

$$\mathcal{S}^b_{(H, J_\chi); \alpha} (h) = \sum_{\ell = 0}^{\infty} \frac{\exp(\int_0^\alpha \hat{b}_2)}{\ell!} \text{ev}_{+\infty}! (\text{ev}_{-\infty}^*(\hat{b}_+^{\ell}) \wedge \text{ev}_{-\infty}^* h)$$

where we use

$$(\text{ev}_{-\infty}, \text{ev}_{+\infty}) : \mathcal{M}_t(H, J_H; *; z^H_+; \alpha) \rightarrow E^b_{\phi_H} \times M^2.$$ 

We define the $b_2$ as follows. Let $u \in \mathcal{M}_0(H, J_H; *; z^H_+; \alpha)$. It induces a map $\hat{u} : \mathbb{C}P^1 \rightarrow E_{\phi_H}$. We put

$$\int_0^\alpha \hat{b}_2 = \int_{\mathbb{C}P^1} \hat{u}^* \hat{b}_2.$$ 

It is easy to see that it depends only on $\alpha$ and is independent of the representative $u$.

Let $u \in \mathcal{M}_0(H, J_H; *; z^H_+; \alpha)$ and $p = \text{ev}_{+\infty}(u)$. Then $[z^H_+ u] \in \text{Crit}(\mathcal{A}_H)$. We put

$$\mathcal{A}_H(\alpha) = \mathcal{A}_H([z^H_+ u]) = \mathcal{A}_H([z^H_+ u]).$$

We then define

$$\mathcal{S}^b_{(H, J_\chi); \alpha} = \sum_\alpha q^{\mathcal{A}_H(\alpha)} \mathcal{S}^b_{(H, J_\chi); \alpha}.$$ 

Lemma 29.11. $\mathcal{A}_H([z^H_+ u])$ is independent of $u$ but depends only on $\alpha$. 

Proof. Recall that \( I_+(\tau, t, x) = (e^{-2\pi(\tau - 1 + \sqrt{-1}t)}, (\phi^t_H)^{-1}(x)) \) is the map \( U_2 \to U_3 \). It is easy to see that
\[
I_+^* \Omega = \omega
\]
where \( \omega \) is the pull back of the symplectic form of \( M \) to \( U_2, U_3 \) and \( \Omega \) is as in Lemma 29.2.

We have
\[
\int \hat{u}^* \Omega = \int u^* \omega + \int H_t(z^H_p(t))dt = -A_H([(z^H_p, w)]).
\]
The lemma follows from Stokes’ theorem. \( \square \)

Lemma 29.12. \( S^b_{(H_x, J^H_x)} \circ d = d \circ S^b_{(H_x, J^H_x)} \).

The proof is immediate from Lemma 29.8 (3). Thus we obtain
\( S^b_{(H_x, J^H_x), \ast} : H(M; \Lambda^1) \to H(M; \Lambda^1) \).

Theorem 29.13. (1) \( S^b_{(H_x, J^H_x), \ast} \) is independent of the family of compatible almost complex structures \( J^H_x \) and other choices involved such as multisection.

(2) \( S^b_{(H_x, J^H_x), \ast} \) depends only on the homotopy class of the loop \( t \mapsto \phi^t_H \) in the group of Hamiltonian diffeomorphisms.

(3) We have
\( S^b_{(H_x, J^H_x), \ast}((x \cup y), J^H_x) = x \cup y \).

(4) Let \( H_1, H_2 \) be two time periodic Hamiltonian such that \( \psi_{H_1} = \psi_{H_2} \) = identity. Then we have
\( S^b_{(H_1 \# H_2, J^H_1 \# J^H_2), \ast}((x \cup y), J^H_1 \# J^H_2) = S^b_{(J^H_1), \ast}(x) \cup y \).

We define
\( S^b : \pi_1(\text{Ham}(M, \omega)) \to H(M, \Lambda^1) \)
by
\( S^b([\phi_H]) = S^b_{(H_x, J^H_x), \ast}(1) \).

Here \( H \) is a time dependent Hamiltonian such that \( \psi_H = 1 \), \([\phi_H]\) is the homotopy class of the loop in \( \text{Ham}(M; \omega) \) determined by \( t \mapsto \phi^t_H \). 1 is the unit of \( H(M; \Lambda^1) \). (Note that 1 is also the unit with respect to the quantum cup product on \( QH_b(M; \Lambda^1) \) with the bulk.)

The proof of Theorem 29.13 will be given in Subsection 29.2 for completeness.

Corollary 29.14. \( S^b \) is a homomorphism to the group \( QH_b(M; \Lambda^1)^\times \) of invertible elements of \( QH_b(M; \Lambda^1) \).

Definition 29.15. We call the representation
\( S^b : \pi_1(\text{Ham}(M, \omega)) \to QH_b(M; \Lambda^1)^\times \)
Seidel homomorphism with bulk.

Remark 29.16. As mentioned before the homomorphism \( S^b \) is obtained by Seidel \( \text{Sc} \) in the case \( b = 0 \) under certain hypothesis on the symplectic manifold \( (M, \omega) \). Once the virtual fundamental chain technique had been established in the year 1996, it is obvious that we can generalize \( \text{Sc} \) to arbitrary \( (M, \omega) \). The generalization to include bulk deformations is also straightforward and do not require novel ideas.
Proof. We prove Corollary 29.14 assuming Theorem 29.13. Let \([\phi H_1] \in \tau_1(\Ham(M; \omega)).\)
We have \([\phi H_1, \# H_2] = [\phi H_2][\phi H_1].\) Then using Theorem 29.13 (3), (4) we have:
\[
\begin{align*}
S^b([\phi H_1, \# H_2]) &= S^b(\phi_{H_1, \# H_2}) \ast (1) \\
&= S^b(\phi_{H_1, \# H_2}) \cup^b S^b([\phi H_1]) \cup^b S^b([\phi H_2]).
\end{align*}
\]
Thus \(S^b\) is a homomorphism. It implies in particular that the elements of the image are invertible.
\(\square\)

29.2. Proof of Theorem 29.13. The proof of Theorem 29.13 (1), (2) is similar to the proof of Theorem 11.10 and hence is omitted.

The proof of Theorem 29.13 (3), (4) is similar to the proof of Theorem 11.10 and proceed as follows.

Let \(\Sigma\) be as in Subsection 11.1. We use also the notations \(h : \Sigma \to \mathbb{R}, \mathcal{S} \subset \Sigma\) etc. in Subsection 11.1. We define a \(\Sigma\) parametrized family of almost complex structures \(J_{H_1, H_2}\) by \(J_{H_1, H_2}(\varphi(\tau, t)) = J_{H_1, H_2}(\tau) = 0\) if \(t\) is in a neighborhood of \([0] \in S^1 = \mathbb{R}/\mathbb{Z}\). Let \(L^\varphi : \Sigma \times M \to \mathbb{R}\) be a function as in (11.6).

Definition 29.17. We denote by \(\mathcal{M}(\mathbb{H}^\varphi, J_{H_1, H_2}; z_1^{H_1}, z_2^{H_2}, z_3^{H_1, \# H_2}; \alpha)\) the set of all pairs \((u; z_1^+, \ldots, z_3^+)\) of maps \(u : \Sigma \to M\) and \(z_i^+ \in \Sigma\), which satisfy the following conditions:

1. The map \(\overline{u} = u \circ \varphi\) satisfies the equation:
\[
\frac{\partial \overline{u}}{\partial \tau} + J_{H_1, H_2} \left( \frac{\partial \overline{u}}{\partial t} - X_{H \varphi}(\overline{u}) \right) = 0.
\] (29.16)

2. The energy
\[
\frac{1}{2} \int \left( \left[ \frac{\partial \overline{u}}{\partial \tau} \right]^2_{J_{H_1, H_2}} + \left[ \frac{\partial \overline{u}}{\partial t} - X_{H \varphi}(\overline{u}) \right]^2_{J_{H_1, H_2}} \right) dt d\tau
\]
is finite.

3. There exist \(p_{-1}, p_{-2}, p_+ \in M\) such that \(u\) satisfies the following three asymptotic boundary conditions:
\[
\lim_{\tau \to +\infty} u(\varphi(\tau, t)) = z_{p_+}^{H_1, \# H_2}(t).
\]
\[
\lim_{\tau \to -\infty} u(\varphi(\tau, t)) = \begin{cases} z_{p_{-1}}^{H_1}(2t) & t \leq 1/2, \\ z_{p_{-2}}^{H_2}(2t - 1) & t \geq 1/2. \end{cases}
\]

4. The homology class of \(u\) is \(\alpha\), in the sense we explain below.

5. \(z_1^+, \ldots, z_3^+\) are mutually distinct.

Here the homology class of \(u\) which we mention in (4) above is as follows. We put
\[
v(\tau, t) = \begin{cases} (\phi_{2H_2})^{-1}(u(\tau, t)) & \tau \leq 0, 0 \leq t \leq 1/2 \\ (\phi_{2H_2}^{-1})^{-1}(u(\tau, t)) & \tau \leq 0, 1/2 \leq t \leq 1 \\ (\phi_{H_1, \# H_2})^{-1}(u(\tau, t)) & t \geq 0. \end{cases}
\] (29.17)

It defines a map \(\Sigma \to M\) which extends to a continuous map \(v : S^2 \to M\). (Note that \(\Sigma\) is \(S^2 \setminus \{3\text{ points}\}\).) The homology class of \(u\) is by definition \(v_*([S^2]) \in H_2(M; \mathbb{Z})\).

We denote by
\[
(\text{ev}_{-\infty, 1}, \text{ev}_{-\infty, 2}, \text{ev}_{+\infty})^\circ : \mathcal{M}^\circ(\mathbb{H}^\varphi, J_{H_1, H_2}; z_1^{H_1}, z_2^{H_2}, z_3^{H_1, \# H_2}; \alpha) \to M^3
\]
the map which associates \((p_{-1}, p_{-2}, p_+)\) to \((u; z_1^+, \ldots, z_\ell^+)\). We also define an evaluation map
\[
ev = (ev_1, \ldots, ev_\ell) : \mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha) \to M^\ell
\]
that associates to \((u; z_1^+, \ldots, z_\ell^+)\) the point \((u(z_1^+), \ldots, u(z_\ell^+))\).

**Lemma 29.18.**

1. The moduli space \(\mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\) has a compactification \(\overline{\mathcal{M}}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\) that is Hausdorff.

2. The space \(\mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\) has an orientable Kuranishi structure with corners.

3. The boundary of \(\mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\) is described by the union of the following three types of fiber products.

\[
\mathcal{M}_{\mathcal{M}_\ell}(H_1, J^{H_1}; z_a^+, z_a^H; \alpha_1) \times_{ev_{+\infty}} \mathcal{M}_{\mathcal{M}_\ell}(H_2, J^{H_2}; z_a^+, z_a^H; \alpha_2)
\]

where the union is taken over all \(\alpha_1, \alpha_2\) with \(\alpha_1 + \alpha_2 = \alpha\), and \((L_1, L_2) \in \text{Shuff}(\ell)\).

\[
\mathcal{M}_{\mathcal{M}_\ell}(H_2, J^{H_2}; z_a^+, z_a^H; \alpha_1) \times_{ev_{-\infty}} \mathcal{M}_{\mathcal{M}_\ell}(H_1, J^{H_1}; z_a^+, z_a^H; \alpha_2)
\]

where the union is taken over all \(\alpha_1, \alpha_2\) with \(\alpha_1 + \alpha_2 = \alpha\), and \((L_1, L_2) \in \text{Shuff}(\ell)\).

4. The (virtual) dimension satisfies the following equality:
\[
\dim \mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha) = 2\ell + 2c_1(M)[\alpha] + 2n.
\]

5. We can define orientations of \(\mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\) so that (3) above is compatible with this orientation.

6. \(ev_{-\infty}, ev_{-\infty\cdot 2}, ev_{+\infty}, ev\) extend to strongly continuous smooth maps on \(\mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\), which we denote also by the same symbol. They are compatible with (3).

7. \(ev_{+\infty}\) is weakly submersive.

We take a system of families of multisecions on \(\mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\) that are transversal to 0, compatible with (3) above and such that the restriction of \(ev_{+\infty}\) to its zero set is a submersion.

We define
\[
m_{\ell; \alpha}^{cl, H^\varphi} : \Omega(M) \otimes \Omega(M) \to \Omega(M)
\]
by
\[
m_{\ell; \alpha}^{cl, H^\varphi}(h_1, h_2) = \sum_{\ell=0}^\infty \frac{1}{\ell!} ev_{+\infty}^{\ell} \left( ev_{-\infty, 1}^{\ell} h_1 \wedge ev_{-\infty, 2}^{\ell} h_2 \wedge ev^\ast(b_+, \ldots, b_+) \right),
\]
where we use \(\mathcal{M}_\ell(H^\varphi, J^{H_1, H_2}; z_a^+, z_a^H, z_a^H; \alpha)\) and evaluation maps on it to define the right hand side.
We put
\[ m_2^{c,b:H^\varphi} = \sum_{\alpha} e^{\alpha \cap b_2} q^{-\alpha \cap \omega} m_2^{c,b:H^\varphi}. \]

It is a chain map, since the contribution of the boundaries described in (3) above to the correspondence are all zero by the \( S^1 \) equivariance. Therefore \( m_2^{c,b:H^\varphi} \) defines a map
\[ m_2^{c,b:H^\varphi}: H(M;\Lambda^1) \otimes_{\Lambda^1} H(M;\Lambda^1) \rightarrow H(M;\Lambda^1). \]

**Lemma 29.19.**
\[ m_2^{c,b:H^\varphi} \circ \left( S^b_{(H_1^1;J^1_{H_1})} \otimes S^b_{(H_2^1;J^1_{H_2})} \right) \]
is chain homotopic to
\[ S^b_{((H_1^1;\#H_2^1);J^1_{H_1^1;\#H_2^1})} \circ \cup^b. \]

**Proof.** For \( S \in \mathbb{R} \) we define \( H^\varphi_{S,\chi}: \Sigma \times M \rightarrow \mathbb{R} \) by
\[ H^\varphi_{S,\chi}(\varphi(t),x) = \chi(t)(H_1^1;\#H_2^1)t(x). \] (29.23)

Note that \( J^H_\chi \) is the \( \mathbb{R} \times S^1 \) parametrized family of almost complex structures as in [29.6]. For \( S \in \mathbb{R} \) we define a \( \Sigma \) parametrized family of almost complex structures \( J^H_{S,\chi} \) by
\[ J^H_{S,\chi}(\varphi(t),t) = J^H_\chi(S,H_1^1;H_2^1)(t+S,t). \] (29.24)

Let \( \alpha \in \Pi_2(M;H_1^1;\#H_2^1) \).

**Definition 29.20.** For \( S \in \mathbb{R} \), we denote by \( \mathcal{M}_S(H^\varphi_{S,\chi}, J^H_{S,\chi}; \omega^*, \omega; \#H_1^1;\#H_2^1;\alpha) \) the set of all pairs \( u; z_1^+, \ldots, z_\ell^+ \) of maps \( u: \Sigma \rightarrow M \) and \( z_i^+ \in \Sigma \), which satisfy the following conditions:

1. The map \( \overline{\omega} = u \circ \varphi \) satisfies the equation:
   \[ \frac{\partial \overline{\omega}}{\partial \tau} + J^H_{S,\chi}(\varphi(t),t) \left( \frac{\partial \overline{\omega}}{\partial t} - X_{H^\varphi_{S,\chi}}(\overline{\omega}) \right) = 0. \] (29.25)

2. The energy
   \[ \frac{1}{2} \int \left( \left( \frac{\partial \overline{\omega}}{\partial t} \right)^2_{J^H_{S,\chi}} + \left| \frac{\partial \overline{\omega}}{\partial t} - X_{H^\varphi_{S,\chi}}(\overline{\omega}) \right|_{J^H_{S,\chi}}^2 \right) dt d\tau \]
is finite.

3. There exist \( p_{-1}, p_{-2}, p_+ \in M \) such that \( u \) satisfies the following three asymptotic boundary conditions.
   \[ \lim_{\tau \rightarrow +\infty} u(\varphi(t),t) = z_{p_+}^{H_1^1;\#H_2^1}(t). \]
   \[ \lim_{\tau \rightarrow -\infty} u(\varphi(t),t) = \begin{cases} p_{-1} & t \leq 1/2, \\ p_{-2} & t \geq 1/2. \end{cases} \]

4. The homology class of \( u \) is \( \alpha \), in the sense we explain below.

5. \( z_1^+, \ldots, z_\ell^+ \) are mutually distinct.

Here the homology class of \( u \) which we mention in (4) above is as follows. We consider \( \Sigma \times M \) and glue \( M \) at the two ends corresponding to \( \tau \rightarrow -\infty \) by \( \phi_{H_1^1;\#H_2^1}^{-1} \)

\[ 0 \leq t \leq 1/2 \quad \text{and} \quad (\phi_{H_1^1}^{-1})^{-1/2}, \quad 1/2 \leq t \leq 1, \] respectively. At the end corresponding to \( \tau \rightarrow +\infty \) we glue \( M \) but with twisting using the map \( \phi_{H_1^1;\#H_2^1} \) in the same way.
as the definition of $E_{H^r}$. We then obtain $E_{H^r}$. Actually this space together with projection to $S^2 = \Sigma \cup \{3 \text{ points}\}$ can be identified with $E_{\phi H^1 \# H^2}$. We define

$$\hat{u}(\tau, t) = ((\tau, t), u(\tau, t)) \in E_{H^r}.$$  \hspace{1cm} (29.26)

It extends to a continuous map $\hat{u} : S^2 \to E_{H^r}$. The homology class of $\hat{u}$ is well defined as an element of $\Pi_2(M; H^1 \# H^2)$.

By Theorem \ref{29.30} we obtain $b_2 \in H^2(E_{H^r}; \mathbb{C})$ from $b_2 \in H^2(M; \mathbb{C})$. We denote by

$$(ev_{-\infty,1}, ev_{-\infty,2}, ev_{+\infty}) : \mathcal{M}_\ell(H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha) \to M^3$$

the map which associate $(p_{-1}, p_{-2}, p_+)$ to $(u_1^+, \ldots, u_\ell^+)$. We also define an evaluation map

$$ev = (ev_1, \ldots, ev_\ell) : \mathcal{M}_\ell(H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha) \to (E_{H^r})^\ell$$

that associates to $(u_1^+, \ldots, u_\ell^+)$ the point $(\hat{u}(z^1_+), \ldots, \hat{u}(z^\ell_+))$. We put

$$\mathcal{M}_\ell(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha) = \bigcup_{s \in \mathbb{R}} \mathcal{M}_\ell(H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha).$$

The above evaluation maps are defined on it in an obvious way.

We can define a compactification $\mathcal{M}_\ell(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha)$ of the moduli space $\mathcal{M}_\ell(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha)$ and a system of Kuranishi structures on it, that are oriented with corners. Its boundary is a union of the following five types of fiber products.

$$\mathcal{M}_{\#L_1}(H = 0, J_0; **, *; \alpha_1)$$

$$ev_{-\infty} \times ev_{-\infty} \times \mathcal{M}_{\#L_2}(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha_2),$$

where the union is taken over all $\alpha_1, \alpha_2$ with $\alpha_1 + \alpha_2 = \alpha$, and $(L_1, L_2) \in \text{Shuf}(\ell)$.

$$\mathcal{M}_{\#L_1}(H = 0, J_0; **, *; \alpha_1)$$

$$ev_{-\infty} \times ev_{-\infty} \times \mathcal{M}_{\#L_2}(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha_2),$$

where the union is taken over all $\alpha_1, \alpha_2$ with $\alpha_1 + \alpha_2 = \alpha$, and $(L_1, L_2) \in \text{Shuf}(\ell)$.

$$\mathcal{M}_{\#L_1}(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha_1)$$

$$ev_{+\infty} \times \mathcal{M}_{\#L_2}(H^1 \# H^2; J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha_2),$$

where the union is taken over all $\alpha_1, \alpha_2$ with $\alpha_1 + \alpha_2 = \alpha$, and $(L_1, L_2) \in \text{Shuf}(\ell)$.

$$\mathcal{M}_{\#L_1}(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha_1)$$

$$ev_{+\infty} \times ev_{-\infty} \times \mathcal{M}_{\#L_2}(H \# H^2; J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha_2),$$

where the union is taken over all $\alpha_1, \alpha_2$ with $\alpha_1 + \alpha_2 = \alpha$, and $(L_1, L_2) \in \text{Shuf}(\ell)$.

Note that \ref{29.27}, \ref{29.28}, \ref{29.29} are the ends which appear while $S$ is bounded, \ref{29.30} and \ref{29.31} correspond to the case $S \to -\infty$ and $S \to +\infty$, respectively.

We next take a system of continuous families of multisections on the moduli space $\mathcal{M}_\ell(\para; H_{\chi, \lambda}^r \times J_{H^1, H^2}; **, z^1_+ \# H^2; \alpha)$. We take our continuous families of
multisections so that it is transversal to 0 and the evaluation map \( ev_{+\infty} \) is a submersion on its zero set. Moreover we assume that it is compatible with the above description of the boundary. We remark that the first factor of (29.27), (29.28) and the second factor of (29.29) have \( S^1 \) actions so that the isotropy group is finite. So we may take our families of multisections so that it is \( S^1 \) equivariant on those factors. Then the contribution of (29.27), (29.28), (29.29) becomes zero when we consider the correspondence by our moduli space.

We use \( M_{\ell}(para; H^X, J^H_\ell \# H_2; *, z^H_1 \# H_2; \alpha) \) and evaluation maps in a way similar to (29.22) to obtain an operator

\[
\delta : (\Omega(M) \otimes \Lambda^+) \otimes (\Omega(M) \otimes \Lambda^+) \to \Omega(M) \otimes \Lambda^+.
\]

We have

\[
d \circ \delta + \delta \circ d = m_{2:\alpha}^{cl;b:H^s} \circ \left( S^b_{((H_1)_x \chi, J^H_1), \chi, J^H_2)} \otimes S^b_{((H_2)_x \chi, J^H_2)} \right) - S^b_{((H_1, \# H_2)_x \chi, J^H_1 \# H_2)} \circ \cup^b. \tag{29.32}
\]

In fact, (29.30) and (29.31) correspond to the first and second term of the right hand side. The proof of Lemma (29.19) is complete.

Theorem (29.13) (4) follows from Lemma (29.19).

To prove (3) we apply (4) to the case \( H_1 = 0, H_2 = H \). Then using the fact that \( S^b_{((H_1)_x \chi, J^H_1), \chi, \# H_2; \alpha} = \text{id} \) we have

\[
S_{((0\# H)_x \chi, J^H_2), \chi, \# H_2; \alpha}(x \cup^b y) = x \cup^b S_{(H_x, J^H_2), \chi}(y) \tag{29.33}
\]

in cohomology. We note that \( 0 \# H \) is the same as \( H \) up to change of the coordinate of \( S^1 \). Therefore \( S_{((0 \# H)_x \chi, J^H_2), \chi, \# H_2; \alpha} = S_{(H_x, J^H_2), \chi, \# H_2; \alpha} \) can be proved by using homotopy between them. (29.33) now implies Theorem (29.13) (3).

Therefore the proof of Theorem (29.13) is now complete.

29.3. Proof of Theorem (29.9) As we mentioned before, we did not use Theorem (29.9) in the definition of \( S^0_{(H_x, J^H)} \) or the proof of Theorem (29.13) in the case \( b = 0 \).

We will use that case in this subsection.

We consider the moduli space \( M_1(H_x, J^H_\chi; *, z^H_1; \alpha) \) to define

\[
\mathcal{R}(H_x, J^H): \Omega(M) \otimes \Lambda^+ \to \Omega(E_{\phi_H}) \otimes \Lambda^+
\]

as follows. Let \( h \in \Omega(M) \). We put

\[
\mathcal{R}(H_x, J^H; \alpha)(h) = ev_{1!}(ev^*_{-\infty}(h))
\]

where we use the evaluation maps \( ev_1 : M_1(H_x, J^H_\chi; *, z^H_1; \alpha) \to E_{\phi_H} \) and \( ev_{-\infty} : M_1(H_x, J^H_\chi; *, z^H_1; \alpha) \to M \). We then put

\[
\mathcal{R}(H_x, J^H_\chi) = \sum_{\alpha} q^{\alpha_H(\alpha)} \mathcal{R}(H_x, J^H_\chi; \alpha).
\]

We consider the inclusion map \( i_\infty : M \to E_{\phi_H} \) to the fiber of \( \infty \in \mathbb{C}P^1 \). By definition it is easy to see that \( i_\infty^* \circ \mathcal{R}(H_x, J^H_\chi) \) is chain homotopic to \( S_{(H_x, J^H_\chi)} \), where \( (\phi_H)_* : \gamma(t) = (\phi^t_H)^{-1}(\gamma(t)) \). Note that, if \( \gamma(t) \) is a one-periodic orbit of \( \phi_H \), \( (\phi_H)^t(\gamma(t)) \) is a constant. Therefore

\[
i_\infty^* \circ \mathcal{R}(H_x, J^H_\chi; \alpha) = S_{(H_x, J^H_\chi), \alpha} \tag{29.34}
\]
in homology. It follows that for \( a \in H(M; \Lambda^\dagger) \) we have
\[
i^n_\infty(\mathcal{R}_{(H_k, J_k^H)}, \ast(a \cup^Q S(\tilde{\psi}_H)^{-1})) = S(\mathcal{R}_{(H_k, J_k^H)}, \ast(a^\flat) \cup^Q S(\tilde{\psi}_H)^{-1}) - a \cup^Q S(\tilde{\psi}_H) \cup^Q S(\tilde{\psi}_H)^{-1} = a.
\] (29.35)

Thus
\[a \mapsto \tilde{a} = \mathcal{R}_{(H_k, J_k^H)}, \ast(a \cup^Q S(\tilde{\psi}_H)^{-1})\]
is a required section. The proof of Theorem 29.9 is complete. \( \square \)

30. Spectral invariants and Seidel homomorphism

In this section we study the relationship between Seidel homomorphism and spectral invariants.

30.1. Valuations and spectral invariants. The next theorem is a straightforward generalization of the result Theorem 4.3 [Oh2] and Proposition 4.1 [EP1].

Let \( H \) be a time-dependent normalized Hamiltonian such that \( \psi_H = \text{id} \) and, let \( \tilde{\psi}_H \) be an associated element of \( \pi_1(\text{Ham}(M; \omega)) \).

**Theorem 30.1.** For each \( a \in QH_b(M; \Lambda^\dagger) \) we have
\[
\rho^b(H; a) = v_q(a \cup^b S^b(\tilde{\psi}_H)).
\]

**Proof.** The proof is similar to the proof of Theorem 9.1. Let \( H_k \) be a sequence of normalized time dependent Hamiltonians such that \( \psi_{H_k} \) are nondegenerate and \( \lim_{k \to \infty} H_k = H \) in \( C^0 \) topology. We put
\[F_k^\chi(\tau, t, x) = H_k(t, x) + \chi(\tau)(H(t, x) - H_k(t, x)) : \mathbb{R} \times S^1 \times M \to \mathbb{R}.
\] (30.1)

We fix \( J_0 \) and define \( J^H_k, J_k^\chi, J^H_k, J_k^\chi \) as in (29.6) and (29.6). Let \( J_k^\chi \) be an \( \mathbb{R} \times S^1 \) parametrized family of almost complex structures such that
\[
J_k^\chi(\tau, t) = \begin{cases}
J_k^H & \tau \geq 2,
J_k^H & \tau \leq -2.
\end{cases}
\]

Let \([\gamma, w] \in \text{Crit}(A_{H_k})\) and \( \alpha \in \Pi_2(M; H) \).

**Definition 30.2.** We denote by \( \mathcal{M}_k^i(F_k^\chi, J_k^\chi; [\gamma, w], ; \ast; \alpha) \) the set of all pairs \((u; z_1^\pm, \ldots, z_k^\pm)\) of maps \( u : \mathbb{R} \times S^1 \to M \) and \( z_i^\pm \in \mathbb{R} \times S^1 \) which satisfy the following conditions:

1. The map \( u \) satisfies the equation:
\[
\frac{\partial u}{\partial \tau} + J_k^\chi \left( \frac{\partial u}{\partial t} - X_{F_k^\chi}(u) \right) = 0.
\] (30.2)

2. The energy
\[
\frac{1}{2} \int \left( |\frac{\partial u}{\partial \tau}|_{J_k^\chi}^2 + |\frac{\partial u}{\partial t} - X_{F_k^\chi}(u)|_{J_k^\chi}^2 \right) dt d\tau
\]
is finite.

3. There exists \( p \) such that the following asymptotic boundary condition is satisfied.
\[
\lim_{\tau \to -\infty} u(\tau, t) = \gamma(t), \quad \lim_{\tau \to +\infty} u(\tau, t) = z_p^H(t).
\]

4. The homology class of \( w \# u \) is \( \alpha \), where \( \# \) is the obvious concatenation.

5. \( z_i^+ \) are distinct to each other.
The space $\hat{\mathcal{M}}_i(F_k^x, J_k^x; [γ, w], *; α)$ has a compactification $\mathcal{M}_k(F_k^x, J_k^x; [γ, w], *; α)$, on which there exists a system of oriented Kuranishi structures with corners which is compatible at the boundaries. There exists a system of multissections of this Kuranishi structures so that the map $(u; z^+_1, \ldots, z^+_κ) \mapsto \lim_{τ \to +∞} u(τ, 0)$ defines an weakly submersive map $\mathcal{M}_k(F_k^x, J_k^x; [γ, w], *; α) \to M$.

We use it in a way similar to the argument we did several times to define a map

$$\mathcal{P}^b_{(F_k^x, J_k^x)} : CF(M, H_k, J; \Lambda^+) \to \Omega(M) \otimes \Lambda^+.$$ 

Here we identify $\Omega(M) \otimes \Lambda^+$ and the Floer chain module $CF(M, H, J; \Lambda^+)$ of Bott-Morse type using the Hamiltonian loop $\{φ^t_H\}$.

**Lemma 30.3.** $\mathcal{P}^b_{(F_k^x, J_k^x)} \circ \mathcal{P}^b_{((H_k)_{\Lambda^+}, J_{\Lambda^+})}$ is chain homotopic to $\mathcal{S}_{(H_{\Lambda^+}, J_{\Lambda^+})}$

The proof is similar to the proof of Lemma 9.6 and is omitted.

**Lemma 30.4.**

$$\mathcal{P}^b_{(F_k^x, J_k^x)} : (F^λ CF(M, H_k, J; \Lambda^+)) \to \Omega(M) \otimes q^λ \Lambda^+.$$ 

The proof is similar to the proof of Lemma 9.8 and so it omitted. Lemmas 30.3 implies

$$v_q(\mathcal{S}_{(H_{\Lambda^+}, J_{\Lambda^+})}^b(a)) \leq ρ^b(H_k; a) + E^-(H - H_k).$$

Taking the limit $k \to ∞$ we have

$$ρ^b(H; a) \geq v_q(\mathcal{S}_{(H_{\Lambda^+}, J_{\Lambda^+})}^b(a)). \quad (30.3)$$

We can prove the opposite inequality by using

$$Q^b_{(F_k^x, J_k^x)} : Ω(M) \otimes \Lambda^+ \to CF(M, H_k, J; \Lambda^+)$$

that can be defined in a similar way as Definition 26.7. (See the proof of Proposition 26.10 also.)

By Theorem 29.13 (3) with $x = a, y = 1$, we find that

$$\mathcal{S}_{(H_{\Lambda^+}, J_{\Lambda^+})}^b(a) = a \cup^b \mathcal{S}^b(\tilde{ψ}_H).$$

The proof of Theorem 30.1 is now complete. □

Let $H$ be a time dependent periodic Hamiltonian such that $ψ_H = id$. We do not assume that $H$ is normalized. Let $e ∈ QH_b(M; ω)$ with $e_∪^b e = e$. We assume that $e\Lambda^+$ is a direct product factor of $QH_b(M; ω)$.

**Corollary 30.5.** We put $e_∪^b \mathcal{S}^b(\tilde{ψ}_H) = xe$ with $x ∈ \Lambda^+$. Then

$$ζ^b(H; e) = -v_q(x) + \frac{1}{vol(M)} \int_{[0,1]} \int_M H_1 dτ ω^n.$$ 

**Proof.** We put

$$\underline{H}_e = H_e - \frac{1}{vol(M)} \int_M H_1 ω^n.$$ 

It is a normalized Hamiltonian and $ψ_{\underline{H}_e} = ψ_H$. By Theorem 30.1 we have

$$ρ^b(\underline{H}_e; e) = v_q(e_∪^b \mathcal{S}^b(\tilde{ψ}_H)).$$
On the other hand,
\[
\rho^b(H; e) = \rho^b(H; e) - \frac{1}{\text{vol}_w(M)} \int_{[0,1]} \int_M H_t \, dt \omega^n.
\]

Therefore we have
\[
\zeta^b(H; e) = -\left( \lim_{k \to \infty} \frac{\rho^b(kH; e)}{k} \right)
= -\lim_{k \to \infty} \frac{\rho^b(kH; e)}{k} + \frac{1}{\text{vol}_w(M)} \int_{[0,1]} \int_M H_t \, dt \omega^n
= -\frac{v_q(x)}{k} + \frac{1}{\text{vol}_w(M)} \int_{[0,1]} \int_M H_t \, dt \omega^n,
\]
as required.

30.2. The toric case. In this section we generalize a result by McDuff-Tolman \cite{MT} to a version with bulk and apply the result for some calculation. Our discussion here is a straightforward generalization of \cite{MT}.

Let \( H \) be a time independent normalized Hamiltonian. We assume that \( \psi_H = \text{id} \).

We put
\[
H_{\min} = \inf \{ H(y) \mid y \in M \}
\]
and
\[
D_{\min} = \{ x \in M \mid H(x) = H_{\min} \}.
\]
Since \( D_{\min} \) is a connected component of the fixed point set of the \( S^1 \) action generated by \( X_H \), it follows that \( D_{\min} \) is a smooth sumanifold. We assume that \( D_{\min} \) is of (real) codimension 2. We also assume the following:

Assumption 30.6. Let \( p \in D_{\min} \) and \( q \in M \setminus D_{\min} \) be sufficiently close to \( p \). We consider the orbit \( z_q^H(t) = \phi^H_t(q) \) and a disk \( w : (D^2, \partial D^2) \to (M, z_q^H) \) which bounds \( z_q^H \). If \( w \) is sufficiently small, then
\[
[D_{\min}] \cdot w_*(D^2) = +1.
\]

Let \( b = b_0 + b_2 + b_+ \) as before.

Theorem 30.7. We have
\[
S^b([\phi_H]) \equiv q^{-H_{\min}} e^{\text{PD}(D_{\min})} \text{PD}([D_{\min}]) \mod q^{-H_{\min}} \Lambda^\perp.
\]

Remark 30.8. In the case \( b = 0 \) this is Theorem 1.9 \cite{MT}. Our generalization to the case \( b \neq 0 \) is actually straightforward.

Proof. We start with the following lemma.

Lemma 30.9. If \( \mathcal{M}_0(H_X, J^H_X, *, z^H_X; \alpha) \) is nonempty, then
\[
\mathcal{A}_H(\alpha) \leq -H_{\min}.
\]
Proof. Let $u \in \mathcal{M}_0(H, J; *, z^H_0; \alpha)$. Then we have
\[
\int u^* \omega = \int \omega \left( \frac{\partial u}{\partial \tau} + J \frac{\partial u}{\partial t} + \chi H \right) \ d\tau \ d\tau
\geq -\int \chi^0 \frac{H(\circ u)}{\partial \tau} \ d\tau \ d\tau
\geq -\int S^1 H(z^H_0(t))dt + \int \chi^0'(H \circ u) d\tau d\tau
\geq -\int S^1 H(z^H_0(t))dt + H_{\min}.
\]
Lemma 30.9 follows.

We remark that the equality holds only when
\[
\int \omega \left( \frac{\partial u}{\partial \tau}, J \frac{\partial u}{\partial t} \right) d\tau d\tau = \int \frac{\partial u}{\partial \tau}^2 J d\tau d\tau = 0
\]
and so
\[
\frac{\partial u}{\partial \tau} = 0.
\]
Therefore $u$ must be constant. Moreover since $u(\tau, t) \to z^H_0(t)$ as $\tau \to \infty$, the image of $u$ must lie in the zero locus of $X_H$. Thus

Lemma 30.10. If the equality holds in Lemma 30.9, $\mathcal{M}_0(H, J; *, z^H_0; \alpha_0)$ consists of constant maps to $D_{\min}$.

Let $\alpha_0$ be the homology class such that Lemma 30.9 holds.

Lemma 30.11. The moduli space $\mathcal{M}_0(H, J; *, z^H_0; \alpha_0)$ is transversal and
\[
ev_1'(\mathcal{M}_0(H, J; *, z^H_0; \alpha_0)) = [D_{\min}].
\]
Proof. We consider $D_{\min} \times S^2 \subset E_{\phi_H}$. Its tubular neighborhood is identified with a neighborhood of zero section in the line bundle $D_{\min} \times \mathcal{O}(-1) \to D_{\min} \times S^2$. Here we identify $S^2 \cong \mathbb{C}P^1$ and $\mathcal{O}(-1)$ is a line bundle with Chern number $-1$. (We use Assumption 30.6 here.) The moduli space $\mathcal{M}_0(H, J; *, z^H_0; \alpha_0)$ then is identified to the moduli space of the sections to the bundle. $D_{\min} \times \mathcal{O}(-1) \to S^2$. The lemma follows easily. 

Theorem 30.7 now follows from Lemmas 30.9, 30.10, 30.11.

We now specialize Theorem 30.7 to the case of toric manifold. Let $(M, \omega)$ be a compact Kähler toric manifold. Then $T^n$ acts on $(M, \omega)$ preserving the Kähler form. Let $\pi : M \to P \subset \mathbb{R}^n$ be the moment map. Let $D_j = \pi^{-1}(\partial_j P)$, $j = 1, \ldots, m$ be the irreducible components of the toric divisor. As in Section 20 we have affine functions $\ell_j : \mathbb{R}^n \to \mathbb{R}$ such that
\[
\partial_j P = \{u \in P \mid \ell_j(u) = 0\}.
\]
We put
\[
d\ell_j = (k_{j,1}, \ldots, k_{j,n})
\]
where $k_{j,1}, \ldots, k_{j,n}$ are integers which are coprime. Let $S_j^1$ be a subgroup of $T^n$ such that
\[
S_j^1 = \{[k_{j,1}t, \ldots, k_{j,n}t] \mid t \in \mathbb{R}\} \subset T^n
\]
where we identify $T^n = \mathbb{R}^n/\mathbb{Z}^n$. We note that if we put $H = \ell_j$ then $\psi_H = \text{id}$. The next result is a corollary to Theorem 30.7. $S_j^1$ determines an element of $\pi_1(\text{Ham}(M, \omega))$, which we denote by $[S_j^1]$.

**Theorem 30.12.**

$$S^b([S^1_j]) \equiv q^{-\text{vol}(P)-1} \int_P \ell_j dq \, \bar{v} \cap D_j, PD([D_j]) \mod q^{-\text{vol}(P)-1} \int_P \ell_j dq \, \Lambda^\perp.$$ 

**Proof.** We note that $\ell_j - \text{vol}(P)-1 \int_P \ell_j$ is the normalized Hamiltonian which generates $[S^1_j]$. (This is because the push out measure $\pi_1(\omega^n)$ on $P$ is the Lebesgue measure.) Its minimum is attained at $D_j$. Therefore Theorem 30.12 follows from Theorem 30.7. \qed 

Let $u_{\text{cnt}} \in P$ be the center of gravity and $e \in \text{QH}_b(M; \Lambda^\perp)$ the idempotent, which corresponds to $u \in P$ by Theorems 20.17, 20.18 and Proposition 20.22.

**Theorem 30.13.**

$$\mu^b([S^1_j]) = \text{Vol}(P)(\ell_j(u) - \ell_j(u_{\text{cnt}})).$$ 

In particular, $\mu^b = 0$ on the image of $\pi_1(T^n) \to \pi_1(\text{Ham}(M, \omega))$ if and only if $u = u_{\text{cnt}}$.

**Proof.** Let $\eta$ be the critical point of $\mathcal{B}\Omega_b$ that corresponds to $L(u)$. (Namely $u(\eta) = u$.) By (20.35), Theorem 20.28, (20.39) and Theorem 21.3 we have

$$i_{\text{qm},(b, b(\eta))}^*(PD([D_j])) = \left[ \frac{\partial \mathcal{B}\Omega_b}{\partial w_j} \right] \equiv e_j z_j \mod \Lambda^\perp.$$

Here $z_j$ is as in (21.1). By Lemma 21.2

$$i_{\text{qm},(b, b(\eta))}^*(e_\eta) = 1.$$ 

We put $b(\eta) = \sum x_i e_i$ and $\partial \beta_j = \sum k_{ji} e_i$, where $e_i$ is a basis of $H(L(u), \mathbb{Z})$. Then we get

$$z_j(\eta) = q^{\ell_j(u)} \prod_{i=1}^n \exp k_{ji} x_i.$$ 

Therefore we have

$$i_{\text{qm},(b, b(\eta))}^*(S^b([S^1_j])) \equiv q^{\ell_j(u) - \text{Vol}(P)-1} \int_P \ell_j dq \, c \mod q^{\ell_j(u) - \text{Vol}(P)-1} \int_P \ell_j dq \, \Lambda^\perp,$$

where $c \in \mathbb{C} \setminus \{0\}$. We note that $\text{Vol}(P)-1 \int_P \ell_j dq = \ell_j(u_{\text{cnt}})$.

Let us assume that $\eta$ is nondegenerate. Then using also the multiplicativity of $i_{\text{qm},(b, b(\eta))}^*$ (FOOO06 Theorem 9.1) we have

$$e_\eta \cup^b S^b([S^1_j]) \equiv q^{\ell_j(u) - \ell_j(u_{\text{cnt}}) e_\eta} \mod q^{\ell_j(u) - \ell_j(u_{\text{cnt}})} \Lambda^\perp.$$ 

Therefore by Corollary 30.5 we obtain

$$\mu^b([S^1_j]) = \text{Vol}(P)(\ell_j(u) - \ell_j(u_{\text{cnt}})).$$ 

In the general case we recall that $\text{Jac}(\mathcal{P}\Omega_b; \eta)$ is a local ring and the kernel of the homomorphism $\text{Jac}(\mathcal{P}\Omega_b; \eta) \to \Lambda$ defined by $[\mathcal{P}] \to \mathcal{P}(\eta)$ is nilpotent. Therefore

$$e_\eta \cup^b S^b([S^1_j]) = a e_\eta + b$$

with $a \in \Lambda$,

$$a \equiv q^{\ell_j(u) - \ell_j(u_{\text{cnt}})} c \mod q^{\ell_j(u) - \ell_j(u_{\text{cnt}})} \Lambda^\perp.$$
and \( b \) is nilpotent. We use it to show
\[
\lim_{k \to \infty} \frac{v_q(e_b \cup b \cdot S^b([S^1])^k)}{k} = \ell_j(u) - \ell_j(u_{\text{cat}}).
\]
The proof of Theorem 30.13 is now complete. \( \square \)

**Remark 30.14.** Theorem 30.13 also follows from Theorems 21.1 and 25.1.
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