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Abstract

One-loop corrections to the gauge coupling and the gauge kinetic function in certain classes of four-dimensional D-brane models are computed. It is described how to determine D-instanton corrections to the superpotential and the gauge kinetic function in such models. The Affleck-Dine-Seiberg superpotential is rederived in string theory. The existence of a new class of multi-instantons, dubbed poly-instantons, is conjectured.
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Chapter 1

Summary

It is outlined how to determine certain corrections to effective actions of four-dimensional quantum field theories capturing the low energy physics of string compactifications with open strings. To set the stage, the general form of such actions is described and some examples of open string compactifications are introduced. Orientifolds of type IIA string theory on Calabi-Yau manifolds with intersecting D6-branes are described. D6-brane models on toroidal orbifolds, for which a CFT description exists, are discussed and the partition functions for two orbifolds are presented. A particular orbifold model of the type I string, for which a dual heterotic description is known, is introduced. Finally, some aspects of models based on abstract CFTs are outlined and the general forms of open string partition functions and vertex operators for supersymmetric string compactifications with D-branes are given.

Corrections to the gauge coupling constant and the holomorphic gauge kinetic function are discussed. After showing how to determine one-loop gauge threshold corrections in four-dimensional D-brane models they are computed for intersecting D6-brane models on two different toroidal orbifolds as well as the aforementioned type I model and its heterotic dual. It turns out that gauge threshold corrections do generically depend non-holomorphically on the moduli of the compactification space. It is shown that this is not in contradiction with the holomorphy of the gauge kinetic function and how the one-loop corrections to the latter can be extracted from the aforementioned results. A complete cancellation of non-holomorphic terms only takes place if some of the closed string moduli are redefined at one loop. This redefinition can also be extracted from the gauge threshold corrections.

Next, D-brane instantons and their effects on the low energy effective action are considered in great detail. After describing the relevant instantons, their zero modes including the vertex operators are discussed at length. It is shown how zero mode counting and global abelian symmetries can be exploited in order to
find out which instantons can contribute to which quantities. A formula for the computation of spacetime correlators of charged matter fields in a D-instanton background is given. Although it is expected that these correlators can be encoded in a superpotential in the effective action, it is, given how they are computed, not clear a priori how this should work. The reason is that the resulting expressions seem to be at variance with the holomorphy of the superpotential. It is shown that non-holomorphic terms partly cancel and partly rearrange such that a result in agreement with the holomorphy of the superpotential comes out.

The D-instanton calculus is then used to rederive the ADS superpotential known from field theory in a string theory model of SQCD. After engineering SQCD in a local intersecting D-brane model, the D-instanton responsible for the generation of the superpotential is identified and its zero mode structure is analysed. The relevant CFT disc diagrams are computed and the integration over zero modes is performed. The expected result is found. The analysis is redone for models with other gauge groups. The fact that one is able to rederive results known from field theory should be interpreted as a successful test of the D-instanton calculus.

The latter is then extended to corrections to the gauge kinetic function. S-duality between the heterotic and the type I string is used to infer what the zero mode structure of the relevant instantons looks like. It is explained how the fermionic zero modes are absorbed and how the instanton calculus yields a holomorphic gauge kinetic function. The calculus is then applied to the aforementioned type I model. The relevant instantons are described and the one-loop diagram through which the zero modes are absorbed is determined. The expected result, namely the corrections to the gauge kinetic function due to worldsheet instantons in the dual heterotic description, can be reproduced. The D-instanton calculus for corrections to the gauge kinetic function has thus passed an important test.

Finally, the existence of a new class of D-instanton corrections to holomorphic quantities is conjectured. The equality of the D-instanton action and the gauge kinetic function on a stack of (fictitious) D-branes suggests that the D-instanton action should receive instanton corrections, because the gauge kinetic function does. Instanton corrections to instanton actions are rephrased in terms of new so-called poly-instanton corrections to holomorphic quantities. It is outlined how to determine them, and some poly-instanton amplitudes are computed in the aforementioned type I orbifold model. Their contribution to the gauge kinetic function has no counterpart in the dual heterotic model. It is not clear what this discrepancy means. It is possible that there are new corrections also in the heterotic string which arise as the effect of several mutually interacting worldsheet instantons.
Chapter 2

Four-dimensional effective actions

The low energy physics of a four-dimensional string compactification can be described by an effective field theory. This is true as long as the energies characteristic of the processes one is interested in are small compared to the string scale and to the scale set by the size of the compactification manifold. In order to determine the effective action, one needs to identify all fields whose masses are smaller than the scale up to which one wants the field theory to be valid, write down the most general Lagrangian for these fields which respects the relevant symmetries and determine its parameters by equating S-matrix elements computed in string theory and in a quantum field theory based on this Lagrangian.

There are two different objects which are frequently referred to as effective actions [1, 2, 3], namely the one-particle-irreducible effective action $\Gamma(\mu)$, where $\mu$ is the renormalisation scale, and the Wilsonian effective action $S_W(\mu)$ [4], where $\mu$ is the cutoff scale, below which the effective theory is defined. The Wilsonian action is obtained by integrating out all fluctuations whose momenta $p$ are bigger than $\mu$. This means in particular that all particles with masses greater than $\mu$ are integrated out. The Wilsonian action is local. When one uses it as the starting point to determine correlation functions one has to compute Feynman diagrams including loops. The loop integrals have to be cut off at $\mu$. By contrast, correlation functions are obtained from the one-particle-irreducible effective action just by functional derivation. All quantum effects, including virtual particles with low momenta, have already been integrated out. The couplings in the one-particle-irreducible effective action are thus physical quantities that can be measured, e.g. in scattering experiments. Due to infrared divergences the one-particle-irreducible effective action is non-local.

It can be obtained from the Wilsonian action by computing correlation functions, e.g. in a perturbative expansion using Feynman diagrams. Schematically,
one can write

\[ \exp (i\Gamma(\mu)) = \langle \exp (iS_W(\mu)) \rangle. \]  

(2.1)

Ultimately, one is interested in the one-particle-irreducible effective action because it directly contains the information needed to compare the predictions of the theory with experiment. Especially when dealing with supersymmetric theories, it is however often the Wilsonian action that is determined, in particular when deriving the low energy field theory of a string compactification. This is because it is usually easier to compute as there are non-renormalisation theorems implying that some couplings in the Wilsonian action of a supersymmetric theory receive only certain corrections. This will be elaborated on in the following. Note that in passing from \( S_W(\mu) \) to \( \Gamma(\mu) \) one only has to take low momentum modes into account, the details of a possible high energy theory, e.g. a string theory, are unimportant. This means that no information is lost in making the intermediate step of computing the Wilsonian action rather than the one-particle-irreducible one directly.

The general form of the effective action capturing the low energy physics of a four-dimensional string compactification will now be described. String theory comprises gravitational interactions à la general relativity, so the Lagrangian contains an Einstein-Hilbert term and is generally covariant. If the compactification preserves supersymmetry, or slightly breaks it dynamically, the low energy effective theory is a supergravity theory with vector, chiral and linear multiplets in addition to the gravity multiplet. The linear multiplets can usually be dualised into chiral multiplets. Thus the focus will here be on a locally supersymmetric field theory with a bunch of vector and chiral superfields. The two-derivative Wilsonian action of such a theory [5] is characterised by the Kaehler potential \( K(\Phi, \Phi^*) \), the superpotential \( W(\Phi) \), the gauge kinetic function \( f_{ab}(\Phi) \) and, if there are abelian factors in the gauge group, Fayet-Iliopoulos constants \( \xi_a \). The Kaehler potential is a real gauge invariant function of the chiral multiplets \( \Phi \) and their complex conjugates \( \Phi^* \), whereas the superpotential and the gauge kinetic function depend holomorphically on the chiral superfields \( \Phi \).

The Lagrangian will now be written down in the limit of global supersymmetry, i.e. gravity effects are neglected. The reason for this is that the full Lagrangian is terribly lengthy and will not be needed in the following. The vector superfields and their field strengths are denoted by \( V^a \) and \( W^{a\alpha} \). In superspace notation the Lagrangian reads

\[
L = \left( \int d^2 \theta f_{ab}(\Phi) W^{a\alpha} W^{b\alpha}_a + c.c. \right) + \int d^4 \theta \xi_a V^a \\
+ \int d^4 \theta K(\Phi^* e^{2gV}, \Phi) + \left( \int d^2 \theta W(\Phi) + c.c. \right).
\]  

(2.2)
The holomorphy of the gauge kinetic function and the superpotential has its reason in the fact that the relevant terms in the Lagrangian are integrated only over chiral superspace, as can be seen in (2.2). The bosonic part of (2.2) contains the kinetic and the topological term

\[-\frac{1}{4} \operatorname{Im}(f_{ab}(\phi)) F_{\mu\nu}^a F_{\mu\nu}^b - \frac{1}{8} \operatorname{Re}(f_{ab}(\phi)) \epsilon^{\mu\nu\sigma\rho} F_{\mu\nu}^a F_{\sigma\rho} \]  

(2.3)

for the gauge field, whose field strength is denoted by $F_{\mu\nu}^a$. The prefactors $\operatorname{Im}(f_{ab}(\phi))$ and $\operatorname{Re}(f_{ab}(\phi))$ depend on the scalars $\phi$ of the chiral supermultiplets $\Phi$. The kinetic term

\[-K_{ij}(\phi, \phi^*) D_\mu \phi^i D^\mu \phi^j \]  

(2.4)

for these scalars is expressed in terms of the gauge covariant derivative $D^\mu \phi^j$ and the Kaehler metric

\[K_{ij}(\phi, \phi^*) = \frac{\partial^2 K(\phi, \phi^*)}{\partial \phi^i \partial \phi^j}. \]  

(2.5)

By comparing (2.3) with the standard kinetic term $g^{-2} F_{\mu\nu}^a F^{a\mu\nu}$ of a renormalisable gauge theory, one sees that the (inverse squares of the) gauge couplings $g_a$, where $a$ labels the different gauge group factors, are given by the imaginary parts of holomorphic functions. Note that this is true only for the gauge couplings in the Wilsonian effective action. The one-particle-irreducible effective action is in general not of the form (2.2) and the running, loop-corrected, physical gauge couplings $g_a(\mu^2)$ appearing in it are not imaginary parts of holomorphic functions. The non-holomorphic parts of $g_a(\mu^2)$ come from infrared effects and therefore only from massless modes. This means that they can be computed entirely in the low energy theory.

One finds that the running, physical gauge couplings $g_a(\mu^2)$ do not only depend on the the gauge kinetic function(s), but also on the Kaehler potential $K$ and the Kaehler metrics $K_{ab}(\mu^2)$ of the charged matter fields transforming in some representation $r$ of the gauge group. Focusing for simplicity on diagonal gauge kinetic functions, i.e. $f_{ab} = f_a \delta_{ab}$, the formula relating $g_a(\mu^2)$ and $f_a$ is

\[16\pi^2 g_a^{-2}(\mu^2) = 16\pi^2 \operatorname{Im}(f_a) + b_a \ln \frac{\Lambda^2}{\mu^2} + c_a K + 2T_a(adj) \ln g_a^{-2}(\mu^2) - 2 \sum_r T_a(r) \ln \det K_{r}^{ab}(\mu^2). \]  

(2.6)

The beta function coefficient $b_a$ of the gauge group factor $G_a$ is given by $b_a = \sum_r n_r T_a(r) - 3T_a(adj)$ and $c_a$ is defined as $c_a = \sum_r n_r T_a(r) - T_a(adj)$. The sums
over $r$ run over the representations of $G_a$, $n_r$ is the number of chiral multiplets transforming in the representation $r$ and $T_a(r) = Tr_r(T^2_{(a)})$, where $T_{(a)}$ are the generators of $G_a$. The scale at which the gauge coupling is defined is denoted by $\Lambda$.

The holomorphy of $W$ and $f_{ab}$ puts strong constraints on which fields these quantities can depend on. The reason is that there are often symmetries in string theory models under which the real parts of certain complex fields shift. Due to holomorphy, $W$ and $f_{ab}$ cannot depend only on the imaginary parts of those fields and due to the shift symmetry they cannot depend on the full complex fields. This means that there are fields of which $W$ and $f_{ab}$ are independent as long as the symmetries remain intact. The latter are usually only broken by instantons which means that the only terms in $W$ and $f_{ab}$ which depend on the aforementioned fields are generated non-perturbatively. As will be explicated in section 4.2, it is possible to formulate so called non-renormalisation theorems. These theorems state which kind of perturbative and non-perturbative corrections certain quantities can receive and what these corrections look like.

It was already mentioned that the parameters of the effective field theory capturing the low energy physics of a string compactification are determined by equating S-matrix elements computed in string and field theory. For the effective supergravity action just described this amounts to determining the gauge kinetic function, the superpotential and the Kaehler potential. In the next chapter, some examples of string compactifications will be introduced. It will be described which fields are contained in the low energy effective theories of these compactifications and what the tree-level expressions for the gauge kinetic functions look like. In the following chapter it will be discussed how to compute one-loop corrections to gauge coupling constants and gauge kinetic functions. The subsequent chapters are concerned with non-perturbative contributions to superpotentials and gauge kinetic functions. In order to be able to compute them the holomorphy of $W$ and $f_{ab}$ will be crucial.
Chapter 3

Overview of some examples of four-dimensional open string compactifications

3.1 Intersecting D6-brane models on Calabi-Yau manifolds

The starting point for models with intersecting D6-branes [9, 10, 11, 12, 13, 14, 15, 16] on Calabi-Yau manifolds [17] is the ten-dimensional type IIA theory. In this theory, massless bosonic fields arise in the NSNS as well as in the RR sector. In the former there are the graviton, the Kalb-Ramond two-form $B_2$ with three-form field strength $H_3$ and the (ten-dimensional) dilaton $\phi_{10}$, whereas in the latter one finds $p$-form potentials $C_p$ with odd $p$. These have $(p+1)$-form field strengths which are subject to duality relations. To get a four-dimensional model preserving eight supercharges, one compactifies the theory on a three complex dimensional Calabi-Yau manifold $CY_3$, i.e. one makes the following ansatz for the ten-dimensional spacetime:

$$M_{10} = \mathbb{R}^4 \times CY_3 \tag{3.1}$$

The Calabi-Yau manifold comes equipped with a Kaehler form $J$ and a holomorphic three-form $\Omega_3$. Its volume will be denoted by $V_{CY_3}$.

In order to have non-abelian gauge interactions in the low energy effective theory and to break another half of the supersymmetries one can orientifold this theory and introduce stacks of D6-branes filling out the external four-dimensional space as well as a three-dimensional submanifold of the internal Calabi-Yau space. Orientifolding means that one divides the theory by the symmetry

$$\Omega(-1)^F L \bar{\sigma}.$$ \tag{3.2}
Ω is the world-sheet parity operator, i.e. it inverts the orientation of the string. $F_L$ is the spacetime fermion number in the left-moving sector and $\sigma$ is an antiholomorphic involution of the internal manifold. The fixed point set of this involution is a three-cycle, whose homology class will be denoted by $\pi_{O6}$. The product of this three-cycle with the four-dimensional external space is referred to as the orientifold plane.

The topological data of the Calabi-Yau manifold allows one to determine the massless (closed string) spectrum of the four-dimensional low energy effective theory. The fields relevant in the following are the complex structure moduli $U(i)$, $i \in \{0, ..., h_{21}\}$, and the Kaehler moduli $T(i)$, $i \in \{1, ..., h_{11}^{-}\}$. $h_{21}$ is the number of harmonic $(2,1)$-forms on the Calabi-Yau manifold and $h_{11}^{-}$ is the number of two-cycles that are anti-invariant under the antiholomorphic involution $\sigma$.

In order to be able to properly define these moduli, one first introduces a basis $(A_i, B_i)$, $i \in \{0, ..., h_{21}\}$, of three-cycles satisfying $A_i \circ A_j = 0$, $B_i \circ B_j = 0$ and $A_i \circ B_j = \delta_{ij}$ as well as a basis $(a_i, b_i)$, $i \in \{0, ..., h_{21}\}$, of harmonic three-forms obeying $\int_{CY_3} a_i \wedge a_j = 0 = \int_{CY_3} b_i \wedge b_j$ and $\int_{CY_3} a_i \wedge b_j = \delta_{ij}$. It is convenient to choose these bases dual to each other, i.e. $\int_{A_i} a_j = \delta_{ij}$ and $\int_{B_i} b_j = \delta_{ij}$, and such that the cycles $A_i$ are invariant under the involution, and the $B_i$ anti-invariant. The complex structure moduli are then given by

$$U(i) = \int_{A_i} C_3 + ie^{-\phi_4} \int_{A_i} \text{Re}(\Omega_3) .$$

The four-dimensional dilaton $\phi_4$ and the ten-dimensional one $\phi_{10}$ are related by $\phi_4 = \phi_{10} - \ln(V_{CY_3})/2$. Similarly, denoting a basis of anti-invariant two-cycles by $C_i$, $i \in \{1, ..., h_{11}^{-}\}$, the Kaehler moduli are

$$T(i) = \int_{C_i} B_2 + i \int_{C_i} J .$$

The next step is to introduce stacks of D6-branes wrapping three-dimensional subspaces of the internal manifold and filling out the external four-dimensional space. In order to be able to perform the orientifold projection consistently, the model has to contain the orientifold images of the branes, too. A brane stack labelled $a$ consists of $N_a$ branes and wraps a three-cycle in the homology class $\pi_a$. Both the orientifold plane and the D-branes are charged under the RR seven-form potential $C_7$. These couplings are described by the terms

$$S^{CS}_{O6} = -4\mu_6 \int_{\mathbb{R}^4 \times \pi_{O6}} C_7 + ...$$

and

$$S^{CS}_{D6_a} = \mu_6 N_a \int_{\mathbb{R}^4 \times \pi_a} C_7 + ...$$
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in the Chern-Simons actions. Using (3.5), (3.6) and the kinetic term
\[ S_{\text{kin}} \propto \int_{M_{10}} dC_7 \wedge \star dC_7 \] (3.7)
for the seven-form, which is part of the ten-dimensional action of the Type IIA theory, one derives the equation of motion for the seven-form. Summing over all stacks of branes and taking their orientifold images into account, too, it becomes
\[ d \star dC_7 \propto \sum_a N_a (\delta(\pi_a) + \delta(\pi_a')) - 4\delta(\pi_{O6}). \] (3.8)
\( \delta(\pi_a) \) denotes the Poincare dual three-form of \( \pi_a \) and \( \pi'_a \) is the orientifold image of \( \pi_a \). Equation (3.8) determines the tadpole cancellation condition to be
\[ \sum_a N_a (\pi_a + \pi'_a) = 4\pi_{O6}. \] (3.9)

If a D6-brane is to preserve some supersymmetry, it has to wrap a special Lagrangian cycle \[18, 19\]. The latter is a submanifold fulfilling the following conditions:
\[ J|_{\pi_a} = 0 \] (3.10)
\[ \text{Im} (\exp(i\phi_a)\Omega_3)|_{\pi_a} = 0 \] (3.11)
\( \phi_a \) is a calibration phase. If the whole model is to be supersymmetric, all branes have to be calibrated with the same phase. This phase is determined by the antiholomorphic involution \( \bar{\sigma} \) that is part of the orientifold projection \(3.2\) via
\[ \bar{\sigma}(\Omega_3) = \exp(i\phi)\Omega_3. \] (3.12)
The supersymmetry condition is thus:
\[ \phi = \phi_a \quad \forall \ a \] (3.13)

The full gauge group of the model is a product of unitary, orthogonal and unitary symplectic groups. A stack \( a \) of branes not invariant under the orientifold projection yields a factor \( U(N_a) \), whereas a stack that is mapped to itself by the orientifold projection yields a factor \( SO(N_a) \) or \( USp(N_a) \). The chiral spectrum is determined by the topological intersection numbers of the three-cycles the D-branes wrap and is given in table 3.1.

The tadpole cancellation condition (3.9) ensures that all purely non-abelian anomalies cancel, i.e. all triangle graphs with three non-abelian gauge bosons are zero. However, this is not true for anomalies involving abelian gauge bosons. More
Sym. rep. of $U(N_a)$
Antisym. rep. of $U(N_a)$
Antifund. $\times$ Fund. rep. of $U(N_a) \times U(N_b)$
Fund. $\times$ Fund. rep. of $U(N_a) \times U(N_b)$

Table 3.1: Intersecting D6-branes: Chiral spectrum

Precisely, the mixed abelian/non-abelian anomaly, related to a triangle graph with two non-abelian and one abelian gauge bosons, the mixed abelian/gravitational anomaly, which comes from a triangle with two gravitons and an abelian gauge boson, and the purely abelian anomaly, arising from a graph with three abelian gauge bosons, only vanish upon taking the Green-Schwarz mechanism \[20, 21, 22, 23, 10\] into account.

To see how this happens, one first writes the homology classes of the submanifolds which brane stack $a$, its orientifold image and the orientifold plane wrap in terms of the basis of three-cycles introduced earlier:

$$
\pi_a = m_i^a A_i + n_i^a B_i, \quad \pi'_a = m_i^a A_i - n_i^a B_i, \quad \pi_{O6} = m_i^O A_i \tag{3.14}
$$

The RR three- and five-forms are expanded in the basis of three-forms as follows:

$$
C_3 = \text{Re}(U^{(i)}_a) a_i, \quad C_5 = x_i^{(2)} b_i \tag{3.15}
$$

As $C_3$ and $C_5$ are Hodge dual in ten dimensions, $\text{Re}(U^{(i)}_a)$ and $x_i^{(2)}$ are dual in four dimensions.

The Chern-Simons actions for the D-branes and the orientifold plane contain the terms

$$
S^{CS}_{D6a} = \int_{\mathbb{R}^4 \times \pi_a} C_5 \wedge tr(F) + C_3 \wedge \left( tr(F \wedge F) - \frac{tr(1)}{48} tr(R \wedge R) \right) + \ldots \tag{3.16}
$$

$$
S^{CS}_{O6} = \int_{\mathbb{R}^4 \times \pi_{O6}} C_3 \wedge tr(R \wedge R) + \ldots \, , \tag{3.17}
$$

where $R$ is the spacetime curvature two-form and $F$ the field strength of the $U(N)$ gauge field on the D-brane. Upon dimensional reduction (3.16) and (3.17) lead to the following terms in the four-dimensional Lagrangian:

$$
L = \frac{1}{24} tr(R \wedge R) \left( m_i^O \text{Re}(U^{(i)}) \right) + \left( tr(F \wedge F) - \frac{tr(1)}{48} tr(R \wedge R) \right) \left( 2m_i^a \text{Re}(U^{(i)}) \right) + tr(F) \wedge \left( 2n_i^a x_i^{(2)} \right) + \ldots \tag{3.18}
$$
It is possible to show that if these terms are taken into account all the aforementioned anomalies cancel and the gauge bosons of the seemingly anomalous symmetries become massive, the longitudinal degree of freedom being a linear combination of RR sector fields. It is also possible that abelian gauge bosons associated with non-anomalous symmetries become massive. Thus, in order to determine the massless spectrum correctly, one has to take the couplings (3.18) into account. Furthermore, the Green-Schwarz mechanism implies that under a $U(1)_a$, where $U(1)_a$ is the diagonal $U(1)$ subgroup of the $U(N_a)$ gauge group on brane stack $a$, gauge transformation

$$A_\mu^a \rightarrow A_\mu^a + \partial_\mu \alpha^a$$  \hspace{1cm} (3.19)

the real parts of the complex structure moduli (3.3) transform by shifts:

$$U^{(i)} \rightarrow U^{(i)} - 2N_a n_i^a \alpha^a$$  \hspace{1cm} (3.20)

The abelian symmetries, whose associated gauge bosons are massive, do not appear as local gauge symmetries in the low energy effective theory, but are global symmetries to all orders in the string perturbation series. They are in general broken by instantons as will be explained in chapter 5.

The gauge coupling on a stack $a$ of D6-branes can be computed by dimensionally reducing the Dirac-Born-Infeld action

$$S_{D6_a}^{DBI} \propto \int_{\mathbb{R}^4 \times \pi_a} d^7 x \exp(-\phi_{10}) \sqrt{-\text{det}(g_{\mu\nu} + F_{\mu\nu})}$$  \hspace{1cm} (3.21)

of the D6-branes. Here, $g_{\mu\nu}$ is the pullback of the spacetime metric onto the worldvolume of the brane and $F_{\mu\nu}$ once more denotes the field strength of the brane’s gauge field. Upon taking the Chern-Simons terms in (3.16) into account, too, one finds that the gauge kinetic function becomes

$$f_a = \int_{\pi_a} C_3 + i e^{-\phi_4} \int_{\pi_a} \text{Re}(\exp(i\phi_a)\Omega_3) = \sum_{i=0}^{h_{21}} m_i a U^{(i)}.$$  \hspace{1cm} (3.22)

### 3.2 Intersecting D6-brane models on toroidal orbifolds

Models on orbifolds \[24, 25\] can be defined as certain two-dimensional conformal field theories \[26, 27, 28, 29\], which can be constructed explicitly. In such models, D-branes can be described by boundary states. Equivalently, one considers open strings whose endpoints are confined to a certain subspace of the full space, i.e.
open strings with appropriate boundary conditions. In both descriptions, one is dealing with boundary CFT.

Toroidal orbifolds are tori divided by a discrete group. To get a four-dimensional model one considers a compactification on an orbifold of a six-torus $T^6$ with orbifold group $\mathbb{Z}_N \times \mathbb{Z}_M$, where $N$ and $M$ are integers. As these backgrounds are limiting cases of Calabi-Yau manifolds, much of what was said in the previous section carries over to these models.

To start with, one has to compute the torus amplitude, or, in other words, the modular invariant partition function of closed strings on this background. It is given by a trace over all states in all (twisted and untwisted; $(\text{NS} \oplus \text{R}) \otimes (\text{NS} \oplus \text{R})$) sectors of the CFT

$$T = \int \frac{d^2 \tau}{\tau_2} T_{NS,R}^{T,U} \left( P_{GSO} P_{orb} \exp(2\pi i \tau (L_0 - \frac{c}{24})) \exp(-2\pi i \tau^*(\tilde{L}_0 - \frac{\tilde{c}}{24})) \right), \quad (3.23)$$

where

$$P_{GSO} = \frac{\left(1 + (-1)^F\right)\left(1 + (-1)^{\tilde{F} + \tilde{\alpha}}\right)}{4} \quad (3.24)$$

is an operator implementing the Gliozzi-Scherk-Olive projection. $F$ and $\tilde{F}$ are the left- and right-moving worldsheet fermion numbers and $\tilde{\alpha}$ is 1 in the right-moving R sector and 0 in the right-moving NS sector. The orbifold projector is given by

$$P_{orb} = \frac{1}{NM} \sum_{h_1 \in \mathbb{Z}_N} \sum_{h_2 \in \mathbb{Z}_M} h_1 h_2. \quad (3.25)$$

The next step is to define an orientifold projection, which allows one to compute the Klein bottle amplitude

$$K = \int \frac{dt}{t} T_{NS,R}^{T,U} \left( \Omega(-1)^F R P_{GSO} P_{orb} \right.$$

$$\exp(2\pi i \tau (L_0 - \frac{c}{24})) \exp(-2\pi i \tau^*(\tilde{L}_0 - \frac{\tilde{c}}{24})) \left). \quad (3.26)$$

where $R$ is an operator that inverts three coordinates of the six-torus. Alternatively, the orientifolding of the theory can be accomplished by introducing so-called crosscap states $|C_6\rangle$. The Klein bottle amplitude can also be computed as an overlap of these crosscap states

$$K = \int dl \langle C_6 | \exp(-2\pi l H) | C_6 \rangle, \quad (3.27)$$

with $H$ the closed string worldsheet Hamiltonian. The orientifolding leads to tadpole divergences which need to be cancelled by the introduction of D6-branes.
The latter are described by boundary states $|B_0\rangle$ and the annulus diagram can be computed as the overlap of these boundary states

$$A = \int dl \langle B_0 | \exp(-2\pi l H) | B_0 \rangle. \quad (3.28)$$

Again, there is an alternative way to determine the annulus amplitude which is by computing a trace in the appropriate open string Hilbert space

$$A = \int \frac{dt}{t} tr_{T^U} \left( P_{GSO} P_{orb} \exp(-2\pi t (L_0 - \frac{c}{24})) \right). \quad (3.29)$$

Finally, the Moebius strip amplitude is either given by an overlap of a boundary and a crosscap state or by the trace in the open string Hilbert space with the orientifold projection operator inserted:

$$M = \int dl \langle C_6 | \exp(-2\pi l H) | B_0 \rangle$$

$$= \int \frac{dt}{t} tr_{T^U} \left( \Omega(-1)^{F_L} R P_{GSO} P_{orb} \exp(-2\pi t (L_0 - \frac{c}{24})) \right). \quad (3.30)$$

In these models, the gauge group is a product of unitary, orthogonal and unitary symplectic groups, too. Its precise form as well as the spectrum can be obtained from the open and closed string partition functions, i.e. the torus, the Klein bottle, the annulus and the Moebius strip. As in the case of D6-brane models on Calabi-Yau manifolds, the Green-Schwarz mechanism has to be taken into account in order to obtain the exact spectrum. The supersymmetry condition in the orbifold CFT models is just the vanishing of the partition functions. The gauge kinetic functions are most easily obtained from (3.22) applied to the orbifold case.

### 3.2.1 An example with bulk branes

In this and the next subsections some more details about the orbifolds with orbifold group $\mathbb{Z}_2 \times \mathbb{Z}_2$ are given [15, 30]. There are two variants of this orbifold, differing in how the generators of the $\mathbb{Z}_2$ factors act on the fixed points of the other factor, and therefore in their Hodge numbers. This subsection is concerned with the example with Hodge number $h_{21} = 3$, the case with $h_{21} = 51$ is discussed in the next subsection.

Due to the orbifolding the six-torus splits into a direct product of three two-tori. The non-trivial orbifold group elements each invert two of the two-tori and leave the third invariant. The fundamental one-cycles of these tori will be denoted $[a^i]$ and $[b^i]$, $i \in \{1, 2, 3\}$, and their sizes are measured by the radii $R_1^{(i)}$ and $R_2^{(i)}$. There are also discrete degrees of freedom ($\beta^i \in \{0,1/2\}$) given by possible tilts
of the tori. The complex structure and Kaehler moduli are again denoted by $U^{(i)}$ and $T^{(i)}$ and their imaginary parts can be expressed in terms of the dilaton and the radii. Each of the three two-tori contains four points that are fixed points of the orbifold action. These properties of the tori are illustrated in figure 3.1. In the

$$L^i = \sqrt{(n^i R_1^{(i)})^2 + (\tilde{m}^i R_2^{(i)})^2} \quad (3.31)$$

and the (tree level) gauge coupling on the brane becomes $g^2_{\text{tree}} = e^{-\phi_{10}} \prod_i L^i = e^{-\phi_4} \prod_i (\text{Im}(T^{(i)}))^{-1/2} L^i$

$$= (\text{Im}(U^{(0)}))^{1/4} \prod_i (\text{Im}(U^{(i)}))^{1/4} (\text{Im}(T^{(i)}))^{-1/2} L^i. \quad (3.32)$$

The supersymmetry condition amounts to $\sum_{i=1}^{3} \theta^i = 0 \mod 2\pi$ with $\tan \theta^i = \tilde{m}^i R_2^{(i)}/n^i R_1^{(i)}$. If it is fulfilled, the gauge kinetic function on the brane is given by

$$f_{\text{tree}} = U^{(0)} n^1 n^2 n^3 - \sum_{i \neq j \neq k=1}^3 U^{(i)} n^i \tilde{m}^j \tilde{m}^k. \quad (3.33)$$
The antiholomorphic involution, whose fixed point set defines the orientifold plane(s), inverts the $y$-coordinate (see figure [3.1]) on each of the three tori. The homology class of the orientifold plane is

$$\pi_O = 8[a^1][a^2][a^3] - \sum_{i \neq j \neq k \neq i} 2^{\beta_1 - 2\beta_2 - 2\beta_3} [a^i][b^j][c^k]$$

(3.34)

and can be encoded in the following set of wrapping numbers:

$$\begin{align*}
(n_{O_1}^1, \bar{m}_{O_1}^1, n_{O_2}^1, \bar{m}_{O_2}^1, n_{O_3}^1, \bar{m}_{O_3}^1) &= (2, 0, 2, 0, 2, 0) \\
(n_{O_1}^1, \bar{m}_{O_1}^1, n_{O_2}^2, \bar{m}_{O_2}^2, n_{O_3}^2, \bar{m}_{O_3}^2) &= (0, -2^{1-2\beta_1}, 2, 0, 0, 2^{1-2\beta_3}) \\
(n_{O_1}^1, \bar{m}_{O_1}^1, n_{O_2}^3, \bar{m}_{O_2}^3, n_{O_3}^3, \bar{m}_{O_3}^3) &= (0, 2^{1-2\beta_3}, 0, -2^{1-2\beta_1}, 2, 0)
\end{align*}$$

(3.35) (3.36) (3.37) (3.38)

The wrapping numbers of the orientifold image of a brane are given by $(n^i, \bar{m}^i)$. With this information one can either determine the tadpole cancellation conditions from (3.3) or from the partition functions that will be given later on. They read

$$\sum_a N_an_a^1n_a^2n_a^3 = 16$$

$$\sum_a N_an_a^1\bar{m}_a^1 = -2^{1-2\beta_2 - 2\beta_3}$$

$$\sum_a N_an_a^2\bar{m}_a^2 = -2^{1-2\beta_3} - 2\beta_1$$

$$\sum_a N_an_a^3\bar{m}_a^3 = -2^{1-2\beta_1} - 2\beta_2,$$

(3.39)

where the sums run over the different stacks of branes labelled $a$ and $N_a$ is the number of branes on stack $a$. Here and in the following, several quantities carry a label (e.g. $a$ in the above formulas) denoting the brane stack to which they refer.

Using the notation introduced above, it is now possible to write down the open string partition functions for this background. They can be determined by constructing the boundary and crosscap states and computing overlaps [32, 33, 34, 35, 36, 37, 38]. For the annulus diagrams, three cases will be distinguished.

**Case 1:** Both boundaries of the annulus are on the same stack of branes. The amplitude can be written as [9]

$$A_a = N_a^2 \int_0^\infty dl \frac{\partial_3^4 - \partial_1^4}{\eta^{12}} \prod_i \frac{(L_a^i)^2 Z_a^i(l)}{R_1^{(i)} R_2^{(i)}},$$

(3.40)

where $\partial = \partial(0, 2il)$, $\eta = \eta(2il)$ and the following lattice sum has been defined [39]:

$$Z_a^i(l) = \sum_{p,q} \exp \left( -\frac{\pi l(L_a^i)^2}{(\text{Im}(T^{(i)}))^2} |p + T^{(i)}q|^2 \right)$$

(3.41)
**Case 2:** The boundaries of the annulus are on branes that are parallel on one torus and intersect at non-trivial angles on the other two. In the following it will be assumed without loss of generality that they are parallel on the first torus ($i = 1$). The amplitude is 

$$A_{ab} = N_a N_b \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha+\beta)} \frac{\partial \alpha}{\eta^6} \frac{(L_i^1)^2 Z^1_i(l)}{R_1^{(1)} R_2^{(1)}} \prod_{j=2}^3 I^i_{ab} \frac{\partial \beta}{\eta^{1/2}} \left( \theta^i_{ab} \right)$$

(3.42)

The branes intersect at an angle \( \theta^i_{ab} = \theta^i_a - \theta^i_b \) on the \( j \)th torus. The intersection number is given by \( I^i_{ab} = (\tilde{m}^i_a n^i_b - \tilde{m}^i_b n^i_a) \).

**Case 3:** The annulus is stretched between two branes intersecting non-trivially on all three tori [9]:

$$A_{ab} = N_a N_b \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha+\beta)} \frac{\partial \alpha}{\eta^6} \prod_{i=1}^3 I^i_{ab} \frac{\partial \beta}{\eta^{1/2}} \left( \theta^i_{ab} \right)$$

(3.43)

From the partition functions (transformed into loop channel) one can read off the open string spectrum. One finds the following massless states: In case 1 there are a vector multiplet and three chiral multiplets transforming in the adjoint representation of \( U(N_a) \), in case 2 one finds \( \prod_{i=2}^3 I^i_{ab} \) hypermultiplets in the bifundamental representation of \( U(N_a) \times U(N_b) \) and case 3 yields \( \prod_{i=1}^3 I^i_{ab} \) chiral multiplets in the bifundamental representation of \( U(N_a) \times U(N_b) \). In order to determine the full open string spectrum one needs to take all annuli stretching between the different stacks of branes (as well as the Moebius strip diagrams to be given in the sequel) into account.

When writing down the Moebius strip diagrams, it is also useful to distinguish three cases.

**Case 1:** The brane and the orientifold plane are parallel on all three tori. The amplitude can be written as

$$M_a = N_a \int_0^\infty dl \frac{\partial l}{\eta^{12}} - \frac{\partial 4}{\eta} - \frac{\partial 2}{\eta} + \frac{\partial 4}{\eta} \prod_i \frac{(L_i^1)^2 Z^1_i(4l)}{R_1^{(1)} R_2^{(1)}},$$

(3.44)

where \( \partial = \partial(0, 2il + 1/2) \) and \( \eta = \eta(2il + 1/2) \).

**Case 2:** The brane and the orientifold plane are parallel on one torus and intersect at non-trivial angles on the other two. In the following it will be assumed without loss of generality that they are parallel on the first torus \( i = 1 \). The amplitude is:

$$M_{aO_k} = N_a \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha+\beta)} \frac{\partial \alpha}{\eta^6} \frac{(L_i^1)^2 Z^1_i(4l)}{R_1^{(1)} R_2^{(1)}} \prod_{j=2}^3 I^i_{aO_k} \frac{\partial \beta}{\eta^{1/2}} \left( \theta^i_{aO_k} \right)$$

(3.45)

19
The intersection numbers $I_{\alpha O_k}^j$ and angles $\theta_{\alpha O_k}^j$ involving one stack of branes and the orientifold planes are defined in analogy to the quantities involving two stacks of branes using the wrapping numbers of the orientifold plane (3.38).

**Case 3:** The brane and the orientifold plane intersect non-trivially on all three tori:

$$M_{\alpha O_k} = N_a \int_0^\infty dl \sum_{\alpha,\beta} (-1)^{2(\alpha+\beta)} \frac{\vartheta_{[\alpha]}^{[\beta]}(0)}{\eta^3} \prod_{i=1}^3 \vartheta_{[1/2]}^{[1/2]}(\theta_{\alpha O_k}^i)$$

(3.46)

As was already mentioned, the Moebius strip diagrams need to be taken into account when determining the open string spectrum. By doing so one finds that the gauge symmetry is reduced from $U(N_a)$ to $USp(N_a)$ or $O(N_a)$ if the brane is mapped to itself by the orientifold projection. The Moebius strip diagrams, together with the annulus diagrams stretching between a brane and its orientifold image, are also important in order to determine the number of multiplets in the symmetric and the antisymmetric representation of $U(N_a)$.

### 3.2.2 An example with fractionally charged branes

This subsection is concerned with a toroidal orbifold which is similar to that described in the previous one. The orbifold group is again $Z_2 \times Z_2$, but in this case $h_{21} = 51$ which means that there are many more three-cycles the D6-branes can wrap around. However, in the orbifold limit considered here, most of them are collapsed to zero size. The moduli whose imaginary parts are the complex structure moduli describing the sizes of these collapsed three-cycles are twisted sector fields denoted by $W_{ikl}$ and $\tilde{W}_{ikl}$, $i \in \{1, 2, 3\}$, $k, l \in \{1, 2, 3, 4\}$. They arise at the fixed point denoted $kl$ in the twisted sector which comes from the orbifold group element leaving the $i$'th torus invariant. The real parts of these fields are twisted RR sector fields.

The boundary states describing the D-branes on the background under discussion are a sum of two parts. One is identical to the boundary states of the previous section (up to normalisation) and the other one consists of states in the twisted sectors of the orbifold CFT [40, 32, 33, 34, 35, 36, 37, 38]. Some more data is therefore needed to fully characterise a D-brane on this background [30]. More precisely, in addition to the wrapping numbers one needs to specify the twisted RR charges $\epsilon^i \in \{-1, 1\}$, subject to $\epsilon^1 = \epsilon^2 \epsilon^3$, the positions $\delta^i \in \{0, 1\}$ and the discrete Wilson lines $\lambda^i \in \{0, 1\}$. If the brane is charged under fixed point 1 (see figure 3.1) on the $i$'th torus, $\delta^i=0$, otherwise $\delta^i = 1$. The values of $\epsilon^i$, $\delta^i$ and $\lambda^i$ can be used to determine the charges $\epsilon_{kl}^i \in \{-1, 0, 1\}$, $i \in \{1, 2, 3\}$, $k, l \in \{1, 2, 3, 4\}$, of the brane under the fixed point labelled $kl$ in the $i$'th twisted sector. All the symbols introduced above can carry a further index denoting the brane stack to
which they refer. The quantities \( \sigma^i_{ab} = \sum_{k,l=1}^{4} \epsilon^i_{a,kl} \epsilon^i_{b,kl} / 4 \) and \( \sigma^{3} = \sum_{i=1}^{3} \sigma^i_{ab} \) will be useful in the following.

Most formulas of the last subsection, notably (3.31) and (3.32), are still valid, however is replaced by

\[
f_{\text{tree}} = U^{(0)} n^1 n^2 n^3 - \sum_{i \neq j \neq k} U^{(i)} n^j \tilde{n}^j \tilde{n}^k \tag{3.47}
\]

\[
+ \sum_i \sum_{k,l} n^i (\epsilon^i_{kl} + \epsilon^i_{R(k)R(l)}) W_{ikl} + \tilde{n}^i (\epsilon^i_{kl} - \epsilon^i_{R(k)R(l)}) \tilde{W}_{ikl}.
\]

The function \( R \) (which should really carry an index \( i \)) is given by \( R(k) = k \) for \( \beta^i = 0 \) and \( R(\{1,2,3,4\}) = \{1,2,4,3\} \) for \( \beta^i = 1/2 \). The coupling to the twisted sector fields can be determined by an anomaly analysis [41]. The tadpole cancellation conditions are modified by some signs and completed by those arising in the twisted sectors.

\[
\sum_a N_a n^1 a n^2 a n^3 a = -16
\]

\[
\sum_a N_a n^1 a \tilde{n}^2 a \tilde{n}^3 a = -2^{4-2\beta^2-2\beta^3}
\]

\[
\sum_a N_a n^2 a \tilde{n}^3 a \tilde{n}^1 a = -2^{4-2\beta^3-2\beta^1}
\]

\[
\sum_a N_a n^3 a \tilde{n}^1 a \tilde{n}^2 a = -2^{4-2\beta^1-2\beta^2}
\]

\[
\sum_a N_a n^i a (\epsilon^i_{a,kl} + \epsilon^i_{a, R(k)R(l)}) = 0 \quad \forall i,k,l
\]

\[
\sum_a N_a \tilde{n}^i a (\epsilon^i_{a,kl} - \epsilon^i_{a, R(k)R(l)}) = 0 \quad \forall i,k,l
\]

The open string partition functions for the background considered here will be given in the following [42, 41]. Four cases will be distinguished.

**Case 1:** Both boundaries of the annulus are on the same stack of branes. The amplitude is

\[
A_a = N_a^2 \int_0^\infty dl \left[ \frac{\vartheta_3^4 - \vartheta_4^4 - \vartheta_2^4 + \vartheta_1^4}{\eta^{12}} \prod_{i=1}^{3} \frac{(L_i^i)^2 Z_{i a}}{R_1^{(i)} R_2^{(i)}} + 16 \sum_{i=1}^{3} \sigma^i_{aa} \frac{\vartheta_2^i \vartheta_2^i - \vartheta_1^i \vartheta_1^i - \vartheta_2^i \vartheta_3^i + \vartheta_3^i \vartheta_1^i}{\eta^{6} \vartheta_4^i} \frac{(L_i^i)^2 Z_{i a}}{R_1^{(i)} R_2^{(i)}} \right],
\]

where the lattice sum [39]

\[
Z_{ab}^i = \sum_{p,q} \exp \left( -\frac{\pi l (L_i^i)^2}{(\Im(T^{(i)}))^2} |p + T^{(i)} q| + i \pi p (\delta^i_a - \delta^i_b) + i \pi q (\lambda^i_a - \lambda^i_b) \right)
\]
has been used.

**Case 2:** The two branes lie on top of each other on the torus before orbifolding and carry the same Wilson lines, i.e. \( \theta^i_a = \theta^i_b \), \( L^i_a = L^i_b \), \( \delta^i_a = \delta^i_b \) and \( \lambda^i_a = \lambda^i_b \), but differ in (some of) their twisted charges \( \epsilon \) such that they define different brane stacks. The equalities above imply \( \sigma^i_{a b} = \pm 1 \). The amplitude becomes

\[
A_{a b} = N_a N_b \int_0^\infty d\ell \left[ \frac{\vartheta_3 - \vartheta_4 - \vartheta_4' + \vartheta_3'}{\eta^{12}} \prod_{i=1}^3 \frac{(L^i_a)^2 Z^i_{ab}}{R^i_1 R^i_2} \right. \\
+16 \sum_{i=1}^3 \sigma^i_{a b} \frac{\vartheta_3^2 \vartheta_4^2 - \vartheta_4^2 \vartheta_1^2 - \vartheta_2^2 \vartheta_3^2 + \vartheta_2^2 \vartheta_4^2 (L^i_a)^2 Z^i_{ab}}{\eta^6 \vartheta_4^2} \left. \right].
\] (3.51)

**Case 3:** The annulus has its boundaries on branes that are in the same bulk homology class of the torus, which implies \( \theta^i_a = \theta^i_b \) and \( L^i_a = L^i_b \), but differ in (some of) their positions and Wilson lines, i.e. \( \delta^i_a \neq \delta^i_b \) and \( \lambda^i_a \neq \lambda^i_b \). The amplitude takes the same form as that of case 2.

**Case 4:** The branes intersect at non-trivial angles on all three two-tori. The amplitude can be written

\[
A_{a b} = N_a N_b \int_0^\infty d\ell \left[ 8 \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\vartheta [\alpha]}{\eta^3} \prod_{i=1}^3 I^i_{ab} \frac{\vartheta [\alpha]}{\vartheta [1/2]} (\theta^i_{ab}) \right. \\
+32 \sum_{i=1}^3 I^i_{ab} \sigma^i_{ab} \sum_{\alpha, \beta} (-1)^{\alpha + \beta} \frac{\vartheta [\alpha]}{\eta^3} \frac{\vartheta [\alpha]}{\vartheta [1/2]} (\theta^i_{ab}) \prod_{j=1, \neq i}^3 \frac{\vartheta [\alpha]}{\vartheta [1/2]} (\theta^j_{ab}) \right].
\] (3.52)

The massless open string spectrum can be read off from the partition functions above after transforming them into loop channel. In case 1 one finds a vector multiplet in the adjoint representation of \( U(N_a) \). Case 2 yields a hypermultiplet in the bifundamental representation of \( U(N_a) \times U(N_b) \), whereas there is no massless matter in case 3. Finally, in case 4, there are \( |\Upsilon_{ab}|, \Upsilon_{ab} = (\prod_{i=1}^3 I^i_{ab})/4 + \sum_{i=1}^3 I^i_{ab} \sigma^i_{ab} \) chiral multiplets in the bifundamental representation of \( U(N_a) \times U(N_b) \).

### 3.3 An orbifold compactification of the type I string

Constructions of orbifold models based on the type I string are rather similar to those based on orientifolds of type IIA strings, which were discussed in the previous section. The underlying closed string theory is however the type IIB theory and the orientifold projection acts only on the worldsheet and not in spacetime. The
projector is the worldsheet parity operator $\Omega$. In the case of orbifold compactifications one nevertheless has to deal with operators acting both on the worldsheet and in spacetime when combining the orientifold projector with elements of the orbifold group.

The orbifold discussed in this section [43] is again an orbifold of a six-torus that splits into a direct product of three two-tori. The orbifold group is once more $\mathbb{Z}_2 \times \mathbb{Z}_2$, but in this case its elements not only invert two tori but also shift some coordinates by half a lattice vector. More precisely, the three non-trivial elements $\Theta, \Theta'$ and $\Theta''$ of $\mathbb{Z}_2 \times \mathbb{Z}_2$ act on the coordinates $x^a$, $a \in \{1, \ldots, 6\}$, of the torus as follows:

$$
\begin{align*}
(x^1, x^2, x^3, x^4, x^5, x^6) & \xrightarrow{\Theta} (x^1 + 1/2, x^2, -x^3, -x^4, -x^5 + 1/2, -x^6) \\
(x^1, x^2, x^3, x^4, x^5, x^6) & \xrightarrow{\Theta'} (-x^1 + 1/2, -x^2, x^3 + 1/2, x^4, -x^5, -x^6) \\
(x^1, x^2, x^3, x^4, x^5, x^6) & \xrightarrow{\Theta''} (-x^1, -x^2, -x^3 + 1/2, -x^4, x^5 + 1/2, x^6)
\end{align*}
$$

(3.53)

The massless spectrum of this model contains Kaehler and complex structure moduli parameterising the size and shape of the tori, too. In this case, the tilts of the two-tori are continuous parameters such that both the real and the imaginary part of the complex structure moduli $U^{(i)}$ are NSNS sector fields and describe the shape of the torus. The sizes of the tori are again given by the imaginary parts of the Kaehler moduli $T^{(i)}$. Their real parts are the RR two-form, which is part of the massless spectrum of the ten-dimensional Type I theory, integrated over the two-tori. There is another modulus, denoted $S$, that will be important in the following. Its imaginary and real parts are the dilaton and the universal axion, the latter being the Hodge dual of the four-dimensional RR 2-form.

The torus partition function can be determined to be [41, 43]

$$
T = \frac{1}{4} \int \frac{d^2 \tau}{\tau_2^3} \left[ \frac{4 |\vartheta_3^2| - |\vartheta_4^2 - \vartheta_2^2 + \vartheta_1^2|^2}{4 |\eta|^4} \prod_{i=1}^{3} \Lambda_i \left[ \begin{array}{c}
0 \\
0
\end{array} \right] \right]
+ \frac{4 |\vartheta_3^2| |\vartheta_1^2 - \vartheta_2^2 + \vartheta_3^2|^2}{|\eta|^4} \left( \sum_{i=1}^{3} \Lambda_i \left[ \begin{array}{c}
0 \\
1/2
\end{array} \right] \right)
+ \frac{4 |\vartheta_3^2| |\vartheta_1^2 - \vartheta_2^2 + \vartheta_3^2|^2}{|\eta|^4} \left( \sum_{i=1}^{3} \Lambda_i \left[ \begin{array}{c}
1/2 \\
0
\end{array} \right] \right)
+ \frac{4 |\vartheta_3^2| |\vartheta_1^2 - \vartheta_2^2 + \vartheta_3^2|^2}{|\eta|^4} \left( \sum_{i=1}^{3} \Lambda_i \left[ \begin{array}{c}
1/2 \\
1/2
\end{array} \right] \right)
$$

(3.54)

where the lattice sums are given by

$$
\Lambda_i \left[ \begin{array}{c}
\alpha \\
\beta
\end{array} \right] = \frac{\text{Im}(T^{(i)})}{\tau_2} \sum_{w_1, w_2, l_1, l_2} \exp \left[ 2 \pi i T^{(i)} \text{det}(A) \right]
$$
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\[-\frac{\pi \text{Im}(T^{(i)})}{\tau_2 \text{Im}(U^{(i)})} \left| (1, U^{(i)}) A \left( \frac{\tau}{-1} \right) \right|^2 \],  

(3.55)

with the matrix of winding and (Poisson resummed) momentum modes

\[ A = \begin{pmatrix} w_1 + \alpha & l_1 + \beta \\ w_2 & l_2 \end{pmatrix}. \]  

(3.56)

The Klein bottle amplitude is

\[
K = \int_0^\infty \frac{dt}{8t^3} \frac{\vartheta_4^4 - \vartheta_4^3 - \vartheta_2^4 - \vartheta_1^4}{\eta^{12}} \times \left( \prod_{i=1}^3 \Lambda_i^M[0, 0, 0] + \sum_{i=1}^3 \Lambda_i^M[1/2, 0, 0] \prod_{j=1,j\neq i}^3 \Lambda_j^W[0] \right) \]  

(3.57)

with the momentum respectively winding sums given by

\[
\Lambda_i^M[\alpha, \beta, \gamma] = \sum_{m_1, m_2} \exp \left[ 2\pi i \alpha (m_1 + \beta) - \frac{\pi t}{\text{Im}(U^{(i)}) \text{Im}(T^{(i)})} \left| (m_2 + \gamma) + U^{(i)}(m_1 + \beta) \right|^2 \right] \]  

(3.58)

\[
\Lambda_i^W[\alpha] = \sum_{w_1, w_2} \exp \left[ -\frac{\pi t \text{Im}(T^{(i)})}{\text{Im}(U^{(i)})} \left| (w_1 + \alpha) + U^{(i)}w_2 \right|^2 \right]. \]  

(3.59)

Finally, the annulus and Moebius strip diagrams are:

\[
A = \frac{(32)^2}{8} \int_0^\infty \frac{dt}{t^3} \left[ \frac{\vartheta_3^4}{\eta^{12}} \prod_{i=1}^3 \Lambda_i^M[0, 0, 0] + 4 \frac{\vartheta_3^2 \vartheta_4^2}{\eta^{12}} \prod_{i=1}^3 \Lambda_i^M[1/2, 0, 0] \right] \]  

(3.60)

\[
M = -\frac{32}{8} \int_0^\infty \frac{dt}{t^3} \left[ \frac{\vartheta_3^4}{\eta^{12}} \prod_{i=1}^3 \Lambda_i^M[0, 0, 0] + 4 \frac{\vartheta_3^2 \vartheta_4^2}{\eta^{12}} \prod_{i=1}^3 \Lambda_i^M[1/2, 0, 0] \right] \]  

(3.61)

In the Klein bottle amplitude the argument of the \( \vartheta/\eta \)-functions is \( 2it \), in the annulus amplitude it is \( it \) and in the Moebius strip amplitude \( it + 1/2 \).
The partition functions given above allow one to extract the string spectrum. At the massless level one finds the gravity multiplet, vector multiplets transforming in the adjoint representation of $SO(32)$ and the aforementioned moduli chiral multiplets. The low energy effective theory is therefore a pure $SO(32)$ gauge theory coupled to supergravity and contains in addition seven neutral chiral multiplets.

As the model described in this section is based on a freely acting orbifold, one expects, according to the adiabatic argument [43], that it should have an S-dual heterotic description. It is indeed possible to find this dual model, but there is a subtlety [43]. In order to preserve the full $SO(32)$ gauge group, the orbifold generators must act trivially on the left-moving fermions of the heterotic string. Choosing the same action of the orbifold group on the six torus coordinates as in the Type I case would not lead to a modular invariant partition function. The way out is to replace the purely geometric orbifold action of the Type I case with a non-geometric one [43]. More precisely, instead of the shift

$$X \rightarrow X + \pi R$$

one takes the asymmetric shift [43]

$$X_L \rightarrow X_L + \frac{\pi R}{2} + \frac{\pi \alpha'}{2 R}, \quad X_R \rightarrow X_R + \frac{\pi R}{2} - \frac{\pi \alpha'}{2 R}.$$  

(3.63)

The modular invariant torus partition function of the dual heterotic model can then be determined to be [43]

$$
T = \int \frac{d^2 \tau}{4 \tau_2} \left[ \frac{\vartheta^*_4 - \vartheta^*_4}{\eta^4 \eta^{*4}} \prod_{i=1}^{3} \Lambda_i^a \left[ \begin{array}{c} 0 \\ \frac{\tau_2}{\pi} \end{array} \right] \right] \\
+ 16 \frac{\vartheta^*_4 \vartheta^*_4 - \vartheta^*_4 \vartheta^*_4}{|\eta \vartheta_4|^{4 \eta^{*4}}} \sum_{i=1}^{3} \Lambda_i^a \left[ \begin{array}{c} 1/2 \\ 0 \end{array} \right] \\
+ 16 \frac{\vartheta^*_4 \vartheta^*_4 - \vartheta^*_4 \vartheta^*_4}{|\eta \vartheta_4|^{4 \eta^{*4}}} \sum_{i=1}^{3} \Lambda_i^a \left[ \begin{array}{c} 0 \\ 1/2 \end{array} \right] \\
- 16 \frac{\vartheta^*_4 \vartheta^*_4 - \vartheta^*_4 \vartheta^*_4}{|\eta \vartheta_4|^{4 \eta^{*4}}} \sum_{i=1}^{3} \Lambda_i^a \left[ \begin{array}{c} 1/2 \\ 1/2 \end{array} \right] \right] \times \sum_{a=1}^{4} \frac{\vartheta_a^{16}}{2 \eta^{16}},
$$

(3.64)

where the lattice sum for the asymmetric shift orbifold is

$$\Lambda_i^a \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] = \frac{\text{Im}(T^{(i)})}{\tau_2} \sum_{w_1, w_2, d_1, d_2} \exp \left[ 2 \pi i (\alpha d_1 + \beta w_1) + 2 \pi i T^{(i)} \text{det}(A) \right]$$

$$- \frac{\pi \text{Im}(U^{(i)})}{\tau_2 \text{Im}(U^{(i)})} \left| (1, U^{(i)}) A \left( \begin{array}{c} \tau \\ -1 \end{array} \right) \right|^2,$$

(3.65)
with the matrix of winding and (Poisson resummed) momentum modes

\[
A = \begin{pmatrix} w_1 + \alpha & l_1 + \beta \\ w_2 & l_2 \end{pmatrix}.
\]  

(3.66)

The massless spectrum of the heterotic model can be extracted from the partition function \((3.64)\). As it must be, it is identical to the one found in the Type I description.

### 3.4 On models based on abstract CFTs

A string compactification to four dimensions can be defined by a tensor product of three CFTs. One of them is a CFT describing the propagation of a superstring in four-dimensional Minkowski spacetime (It is clearly also possible to consider other backgrounds, but will not be done here.), i.e. four free bosons \(X^\mu\) plus four free fermions \(\psi^\mu, \mu \in \{0, 1, 2, 3\}\). Another one is the CFT of the reparameterisation ghosts and superghosts. Finally, one needs a CFT of appropriate central charge to cancel the Weyl anomaly in the Polyakov path integral. This latter CFT will henceforth be called "internal”.

In the following, only models preserving spacetime supersymmetry will be considered. This amounts to requiring the internal CFT to have extended (worldsheet) supersymmetry. The extended superconformal algebra in two dimensions has two Cartan generators. This implies that the states in the CFT are not only labelled by their conformal weights \(h\), but also by their \(U(1)_R\) charge \(q\). The corresponding operators will be denoted \(C^h_q\). Selection rules follow from \(U(1)_R\) charge conservation. The most prominent examples of such models are the Gepner models \([46]\), which are based on the discrete series of minimal models of the minimally extended superconformal algebra.

In order to have open strings, one has to introduce boundary states in these models. If one wants a globally consistent one, one also has to perform an orientifold projection to achieve tadpole cancellation. There are a number of further consistency conditions to be satisfied.

The annulus partition functions are a sum over the spin structures of the worldsheet fermions. For each spin structure one has to multiply the amplitudes of the different CFTs. The free boson/fermion and ghost CFTs together yield the universal factor \(\vartheta_{[\alpha]}^{[\alpha]}(0)/\eta^3\). The amplitude in the internal CFT depends on the form of the boundary states representing the brane stacks \(a\) and \(b\) and will be denoted \(A^{int}_{ab \ [\alpha]}\) such that the full amplitude is

\[
A_{ab} = \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\vartheta_{[\alpha]}^{[\alpha]}(0, 2il)}{\eta^3(2il)} A^{int}_{ab \ [\alpha]} A_{\beta}^{int}(2il).
\]  

(3.67)
Similarly, the Moebius strip amplitude can be written as follows:

\[ M_a = \int_0^\infty d\ell \sum_{\alpha,\beta} (-1)^{2(\alpha+\beta)} \frac{\partial [\alpha \beta]}{\partial \eta} (0, 2i\ell + \frac{1}{2}) M^\text{int}_a [\alpha \beta] (2i\ell + \frac{1}{2}) \]  

(3.68)

The vertex operators for a number of massless open string states relevant in the following will now be described. Firstly, there are gauge bosons. They arise universally with every boundary state, or, in other words, D-brane. This universality is reflected in the fact that the vertex operator

\[ V_{\text{gauge \ boson}} = e^{-\phi(z)} \psi^\mu(z) e^{ik_\mu X^\mu(z)} \]  

(3.69)

acts trivially in the internal CFT. \( \phi(z) \) is a field arising upon bosonisation of the superghosts and \( k_\mu \) is the four-dimensional momentum of the gauge boson. In a supersymmetric theory, the gauge boson will have a gaugino as its superpartner, whose vertex operators (one for each helicity) are

\[ V_{\text{gaugino}^+} = e^{-\phi(z)/2} S^\alpha(z) e^{ik_\mu X^\mu(z)} \mathcal{O}^{3/8}_{1/2}(z) \]

\[ V_{\text{gaugino}^-} = e^{-\phi(z)/2} S^\alpha(z) e^{ik_\mu X^\mu(z)} \mathcal{O}^{3/8}_{-3/2}(z), \]  

(3.70)

where \( S^\alpha \) and \( S^\alpha \) are spin fields in the free fermion CFT of the \( \psi^\mu \)'s. The operators \( \mathcal{O}^{3/8}_{\pm 3/2}(z) \) are the spectral flow operators of the internal CFT, which must exist if some supersymmetry in four dimensions is to be preserved. The gauge bosons and gauginos transform in the adjoint representation of the gauge group. Depending on the internal CFT, there can also be chiral superfields transforming in the adjoint representation of the gauge group. In terms of D-branes these fields are moduli related to the brane position or Wilson line moduli. The vertex operators for these fields and their fermionic superpartners, called modulinis, are

\[ V_{\text{modulus}} = e^{-\phi(z)} e^{ik_\mu X^\mu(z)} \mathcal{O}^{1/2}_{\pm 1}(z) \]

\[ V_{\text{modulino}^+} = e^{-\phi(z)/2} S^\alpha(z) e^{ik_\mu X^\mu(z)} \mathcal{O}^{3/8}_{1/2}(z) \]

\[ V_{\text{modulino}^-} = e^{-\phi(z)/2} S^\alpha(z) e^{ik_\mu X^\mu(z)} \mathcal{O}^{3/8}_{-1/2}(z). \]  

(3.71)

In order to determine the number of massless chiral supermultiplets transforming in the bifundamental representation of the gauge group \( U(N_a) \times U(N_b) \), one has to compute the overlap of two distinct boundary states and modularly transform it such that the resulting expression can be interpreted as an open string partition function. The vertex operators for these fields are boundary changing operators. They "change" the boundary conditions for the world-sheet fields from those describing one brane to those describing the other brane and take the form (3.71).
Finally, there can be massless states transforming in the symmetric or antisymmetric representation of $U(N_a)$. Their number can be obtained from the overlaps of a boundary state and its orientifold image, or the crosscap state, respectively. They are chiral multiplets and their vertex operators are boundary changing operators and look like (3.71).

Of course, the form of the annulus partition functions and vertex operators given here is correct for all the models described in this chapter. For the toroidal models, the operators $O^h_q$ can be written down explicitly [47, 48, 49, 50].
Chapter 4

The gauge coupling at one loop

The formulas for the gauge kinetic function/gauge coupling given in the previous chapter are tree-level expressions. This chapter is concerned with one-loop corrections to these quantities [51, 52, 53, 54, 55, 56, 57].

4.1 Computing gauge threshold corrections

There are (at least) two ways to compute one-loop corrections to the gauge coupling on a stack of D-branes. One method consists in computing correlation functions of two gauge boson vertex operators on annulus and Moebius strip diagrams. The other one, which is used here, is the background field method [58, 59, 60]. It amounts to determining the one-loop partition function in the background of a magnetic field $B$ in the four-dimensional spacetime, expanding it in a series in $B$ and extracting the quadratic term. In order to compute corrections to the gauge coupling, which is associated with a $CP$-even term in the Lagrangian, one has to take only the even spin structures into account. Clearly, when computing the corrections to the gauge coupling on some brane stack $a$, one has to sum over all annulus diagrams with one boundary on stack $a$ and the other on any brane and take the Moebius strip diagram with the boundary on stack $a$ into account, too.

The one-loop partition functions in the background of a magnetic field can be determined from the (usual) partition functions. To do so, one has to replace the universal factors in (3.67) and (3.68) as follows [60]:

$$\vartheta^{[\alpha]}_0(0, 2il) \eta^3(2il) \rightarrow 2i\pi B q_a \vartheta^{[\alpha]}_0(-\epsilon_a, 2il) \vartheta^{[1/2]}_0(-\epsilon_a, 2il) \quad (4.1)$$

$$\vartheta^{[\alpha]}_0(0, 2il + \frac{1}{2}) \eta^3(2il + \frac{1}{2}) \rightarrow 2i\pi B q_a \vartheta^{[\alpha]}_0(-\epsilon_a/2, 2il + \frac{1}{2}) \vartheta^{[1/2]}_0(-\epsilon_a/2, 2il + \frac{1}{2}) \quad (4.2)$$
Here, $q_a$ is the charge of the open string ending on brane $a$ and $\pi \epsilon_a = \arctan(\pi q_a B)$. Expanding the above expressions in powers of $B$, one finds that the quadratic terms are multiplied by

$$\frac{-i \pi q_a^2}{\vartheta_1'(0, 2il) \left( \vartheta'' \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (0, 2il) + \vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (0, 2il) \left( \frac{2\pi^2}{3} - \frac{1}{6 \vartheta_1'} \right) \right) }$$

$$+ \frac{-i \pi q_a^2}{2\vartheta_1'(0, 2il + \frac{1}{2})} \left( \vartheta'' \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (0, 2il + \frac{1}{2}) + \vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (0, 2il + \frac{1}{2}) \left( \frac{4\pi^2}{3} - \frac{1}{6 \vartheta_1'} \right) \right).$$

One now has to put this together with the rest of the partition functions (3.67), (3.68) and use that the (usual) partition functions vanish in the supersymmetric case. (Other cases will not be discussed here.) One is then left with the following rather general formula for the one-loop correction to the gauge coupling on brane stack $a$ induced by brane stack $b$:

$$\left( g_{ab}^{\text{1-loop}} \right)^{-2} = \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\vartheta'' \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (0, 2il)}{\eta^3(2il)} A_{ab}^{\text{int}} \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (2il)$$

Analogously, the general form of the Moebius strip diagram is

$$\left( g_{ao}^{\text{1-loop}} \right)^{-2} = \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\vartheta'' \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (0, 2il + \frac{1}{2})}{\eta^3(2il + \frac{1}{2})} M_{ao}^{\text{int}} \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (2il + \frac{1}{2}).$$

In these expressions it is understood that the sums run only over the even spin structures, i.e. $\alpha, \beta \in \{0, 1/2\}$, $(\alpha, \beta) \neq (1/2, 1/2)$. The integrals in (4.4) and (4.5) are in general divergent both for small and large $l$. The divergence at large $l$ cancels in a globally consistent model when summing over all branes $b$, taking the Moebius strip diagram into account and using the tadpole cancellation condition. The divergence for small $l$ is due to massless open string modes. As the latter are dynamical degrees of freedom in the low-energy effective field theory, their effects should not be included in the gauge threshold corrections and should therefore be removed from (4.4) and (4.5). These massless modes lead to the running of the gauge coupling $g_a$, i.e. its dependence on the renormalisation scale $\mu$, in the field theory. One might therefore just as well replace the divergence for small $l$ in the formula for the one-loop corrected running gauge coupling $g_a(\mu)$ by the term $b_a \ln M_s^2/\mu^2$, which determines the scale dependence. Here, $b_a$ is the beta-function coefficient of the gauge theory on brane stack $a$ and $M_s$ is the string scale, the scale below which the low energy theory is defined. It is however important to stress that the divergence for small $l$ is an infrared divergence that also appears in the low energy field theory and that the ultraviolet divergence, which leads to the running of the gauge coupling, is absent in string theory. Note that the concept of a gauge coupling only exists in the low energy field theory.
In a more careful treatment, one would compute a correlation function of two, three or four gauge bosons at one loop both in string theory and in the low energy field theory. The field theory correlator would be both infrared and ultraviolet divergent, the string theory correlator only infrared divergent. One would then absorb the ultraviolet divergence in the field theory expression into a renormalised, scale-dependent gauge coupling. Finally, one would equate the field and string theory results and drop the infrared divergence, that must be the same on both sides. The resulting equation would define the renormalised gauge coupling at the string scale, which must be used in the low energy effective field theory that is to reproduce the full string theory at low energies.

4.1.1 An orbifold model with bulk D6-branes

The aforementioned formulas will now be applied to intersecting D6-brane models on the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) toroidal orbifold with \( h_{21} = 3 \), which was discussed in section 3.2.1. By comparing the general formula (3.67) with the partition functions (3.40), (3.42) and (3.43) one can extract the internal partition function \( A_{\alpha \beta}^{\text{int}}[\alpha \beta] \), which can then be used in (4.4) to find the following expressions for the gauge threshold corrections \([60, 61]\).

Case 1:

\[
(g^{(1)}_{ab})^{-2} = N_a^2 \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\partial^\nu [\alpha \beta] (0, 2il)}{\eta^3 (2il)} \frac{\partial^3 \delta(0, 2il)}{\eta^3 (2il)} \prod_i \frac{(L_i^1)^2 Z_i}{R_1 R_2} = 0 \quad \text{(4.6)}
\]

A theta function identity implies that the gauge threshold corrections in such a sector vanish. This was to be expected as the sector preserves sixteen supercharges.

Case 2:

\[
(g^{(2)}_{ab})^{-2} = N_a N_b I_{ab} \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\partial^\nu [\alpha \beta] (0, 2il)}{\eta^3 (2il)} \frac{\partial^3 \delta(0, 2il)}{\eta^3 (2il)} \prod_{j=2}^3 \frac{(L_j^1)^2 Z^1}{R_1 R_2} = (2\pi)^2 N_a N_b I_{ab} \int_0^\infty dl \frac{(L_1^1)^2 Z^1}{R_1 R_2} \quad \text{if } \theta_{ab} = \theta_{1/2} \quad \text{(4.7)}
\]

\[
= (2\pi)^2 N_a N_b I_{ab} \left[ \int_0^\infty dl \frac{(L_1^1)^2}{R_1 R_2} + \ln \frac{M^2}{\mu^2} - \ln \left( (L_1^1)^2 \right) - 4I \ln \eta(T^{(1)}) - \ln(4\pi) \right]
\]
In the first step a theta function identity has been used and in the second one the divergence for \( l \to 0 \) has been replaced by \( \ln M_s^2/\mu^2 \), as explained previously. This replacement will be made in various expressions in the following.

**Case 3:**

\[
\left( g_{ab}^{(3)} \right)^{-2} = N_a N_b I_{ab} \int_0^{\infty} dl \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\vartheta''_{[\alpha]}(0)}{\eta^3} \prod_{i=1}^3 \frac{\vartheta'_{[\alpha]}(\theta_{ab}^{i})}{\vartheta'_{[1/2]}(\theta_{ab}^{i})}
\]

\[
= 4\pi^2 N_a N_b I_{ab} \int_0^{\infty} dl \sum_{i=1}^3 \frac{\vartheta'_{1}(\theta_{ab}^{i})}{\vartheta'_{1}(\theta_{ab}^{i})}
\]

\[
= 4\pi^3 N_a N_b I_{ab} \sum_{i=1}^3 \cot(\pi \theta_{ab}^{i}) \int_0^{\infty} dl
\]

\[
-2\pi^3 N_a N_b I_{ab} \left[ \ln \frac{M_s^2}{\mu^2} \sum_{i=1}^3 \text{sign}(\theta_{ab}^{i}) \right.
\]

\[
- \ln \prod_{i=1}^3 \left( \frac{\Gamma(\theta_{aO_k}^{i})}{\Gamma(1 - \theta_{aO_k}^{i})} \right)^{\text{sign}(\theta_{aO_k}^{i})} - \sum_{i=1}^3 \text{sign}(\theta_{ab}^{i})(\ln 2 - \gamma) \right]
\]

Again, a theta function identity has been used in the first step.

Computing the Moebius strip diagrams yields results rather similar to those just obtained from the annulus diagrams. For case 1 of the Moebius strip diagrams of section 3.2.1 one finds that the gauge threshold corrections vanish, for case 2 one finds a result similar to (4.7). Finally, case 3 yields

\[
\left( g_{aO_k}^{(3)} \right)^{-2} = N_a I_{aO_k} \int_0^{\infty} dl \sum_{\alpha, \beta} (-1)^{2(\alpha + \beta)} \frac{\vartheta''_{[\alpha]}(0)}{\eta^3} \prod_{i=1}^3 \frac{\vartheta'_{[\alpha]}(\theta_{aO_k}^{i})}{\vartheta'_{[1/2]}(\theta_{aO_k}^{i})}
\]

\[
= 4\pi^2 N_a I_{aO_k} \int_0^{\infty} dl \sum_{i=1}^3 \frac{\vartheta'_{1}(\theta_{aO_k}^{i})}{\vartheta'_{1}(\theta_{aO_k}^{i})}
\]

\[
= 4\pi^3 N_a I_{aO_k} \sum_{i=1}^3 \cot(\pi \theta_{aO_k}^{i}) \int_0^{\infty} dl - \pi^3 N_a I_{aO_k}
\]

\[
\left[ \ln \frac{M_s^2}{\mu^2} \sum_{i=1}^3 \text{sign}(\theta_{aO_k}^{i}) \right.
\]

\[
- \ln \prod_{i=1}^3 \left( \frac{\Gamma(2|\theta_{aO_k}^{i}|)}{\Gamma(1 - 2|\theta_{aO_k}^{i}|)} \right)^{\text{sign}(\theta_{aO_k}^{i})}
\]

\[
- \sum_{i=1}^3 \text{sign}(\theta_{aO_k}^{i})(3 \ln 2 - \gamma) \right]
\]

(4.9)

Note that here the argument of the theta and eta functions is \( 2il + 1/2 \) and that the final expression is only valid for a restricted range of the angles. The expression for other values of the angles [61] will not be needed in the following.
It remains to show that the prefactors of the divergent terms, i.e. those multiplied by $\int_0^\infty dl$, in the final expressions of (4.7), (4.8) and (4.9) sum to zero [60]. Using the formulas for the one-cycle volumes $L_i$, the intersection number $I_{ab}$ and the intersection angles $\theta_{ab}$ given in section 3.2 as well as trigonometric identities, one can rewrite

$$N_a N_b I_{ab} (L_a^1)^2 / (R^{(1)}_1 R^{(1)}_2)$$

and

$$N_a N_b \sum_i \cot(\pi \theta_{ab}^i),$$

(4.10)

which appear in (4.7), and (4.8), respectively, as

$$N_a N_b \sum_{i \neq j \neq k \neq i} \frac{R^{(1)}_1}{R^{(2)}_2} \left( n_a^i \tilde{m}_a^i n_b^j \tilde{m}_b^j - n_a^i \tilde{m}_a^i n_b^k \tilde{m}_b^k \right) - n_a^i \tilde{m}_a^i n_b^j \tilde{m}_b^j + n_a^i \tilde{m}_a^i n_b^k \tilde{m}_b^k$$

$$+ \frac{R^{(2)}_1}{R^{(1)}_1} \left( \tilde{m}_a^i \tilde{m}_a^i \tilde{m}_b^j n_b^k \tilde{m}_b^k - \tilde{m}_a^i \tilde{m}_a^i \tilde{m}_b^j \tilde{m}_b^k \right)$$

$$- \tilde{m}_a^i \tilde{m}_a^j \tilde{m}_a^k n_b^i \tilde{m}_b^i \tilde{m}_b^k + \tilde{m}_a^i \tilde{m}_a^j \tilde{m}_a^k \tilde{m}_b^i \tilde{m}_b^k, \quad \text{(4.11)}$$

Similarly, the prefactor of the divergent term in (4.9) can be cast into

$$N_a \sum_{i \neq j \neq k \neq i} \frac{R^{(1)}_1}{R^{(2)}_2} \left( 8 n_a^i \tilde{m}_a^i \tilde{n}_a^j + 2^{3-2\beta^j-2\beta^k} n_a^i \tilde{n}_a^k \right)$$

$$- \frac{R^{(2)}_1}{R^{(1)}_1} \left( 2^{3-2\beta^j-2\beta^k} \tilde{m}_a^i \tilde{n}_a^j \tilde{n}_a^k + 2^{3-2\beta^j-2\beta^k} \tilde{m}_a^i \tilde{n}_a^j \tilde{n}_a^k \right), \quad \text{(4.12)}$$

where a sum over all four orientifold planes has already been performed. By adding the contribution (4.11) of all brane stacks $b_i$, their orientifold images as well as the orientifold image of stack $a$, one finds that, using the tadpole cancellation conditions (3.39), the divergences from the annulus diagrams (4.7), (4.8) cancel those from the Moebius strip diagrams (4.9).

In order to determine the full one-loop threshold corrections to the gauge coupling on some brane stack $a$ one has to sum the finite parts of (4.7), or (4.8), respectively, over all brane stacks and take the contribution (4.9) from the Moebius strip diagrams into account as well.

### 4.1.2 An orbifold model with fractionally charged D6-branes

The gauge threshold corrections in models on the orbifold described in section 3.2.2 can be computed rather similarly to those discussed in the previous section.
The results for the annulus diagrams are given in appendix A. The Moebius strip diagrams are equal (up to some signs) to those of the previous section. In contradistinction to the annulus diagrams there are no new contributions, as the orientifold planes do not carry fractional charges.

One important difference to the case discussed in the previous section is that there are tadpole cancellation conditions in the twisted sectors in addition to those in the untwisted sectors. The expressions for the divergences arising in the untwisted sectors are nearly identical to those of the previous section, some signs are different. The prefactor of the divergent integral in (A.15) is proportional to that in the final expression of (4.8) and can be rewritten as in (4.11). Therefore, the divergences arising in the untwisted sectors can be shown to cancel analogously to those discussed in the previous section. It remains to be shown that the divergences (A.2), (A.7), (A.12) and (A.16) cancel when summing over all branes. With the help of the formulas for the one-cycle volumes $L^a_i$ and the intersection angles $\theta_{ab}^{i}$ these four terms can all be cast into

$$8\pi N_a N_b \int_0^{\infty} dl \sum_{i=1}^{4} \sum_{k,l=1}^{4} \epsilon_{a,kl}^{i} \epsilon_{b,kl}^{i} \frac{n_i^a n_i^b (R_1^{(i)})^2 + \tilde{m}_i^a \tilde{m}_i^b (R_2^{(i)})^2}{R_1^{(i)} R_2^{(i)}}.$$  (4.13)

Summing (4.13) over all branes $b$, their orientifold images and the orientifold image of brane $a$ yields an expression that vanishes when taking the twisted sector tadpole cancellation conditions (3.49) into account.

As before, the full one-loop correction to the gauge coupling is given by summing the finite parts of the expressions given in appendix A over all branes.

### 4.1.3 A type I model and its heterotic dual

This section is concerned with the one-loop (in the string perturbation expansion) corrections to the gauge coupling in the type I model and its heterotic dual which were discussed in section 3.3. The computation in the type I model is rather similar to the computations performed in the preceding sections. It therefore suffices to just state the result [43]:

$$\left(\alpha_{I}^{\text{1-loop}}\right)^{-2} \propto \sum_{i=1}^{3} \int_{0}^{\infty} dl \sum_{i=1}^{3} \tilde{\Lambda}_{i}^{M}[1/2]$$  (4.14)

$$\propto \sum_{i=1}^{3} \ln \frac{M_{S}^{2}}{\mu^{2}} - \ln \left(\text{Im}(U^{(i)})\text{Im}(T^{(i)})\right) + 2 \ln \left|\frac{\vartheta_{4}}{\eta_{3}}(2U^{(i)})\right|,$$

where

$$\tilde{\Lambda}_{i}^{M}[\alpha] = \text{Im}(T^{(i)}) \sum_{m_{1}, m_{2}} \exp \left[-\frac{2\pi i \text{Im}(T^{(i)})}{\text{Im}(U^{(i)})} m_{1} + \alpha + U^{(i)} m_{2}\right]$$  (4.15)
is the Poisson resummed form of the momentum sum $\Lambda^M_i$ given in (3.58).

The computation of the gauge threshold corrections in the heterotic model requires some new techniques [51, 53] that will not be explained here. Similar to the case of open string models, one can write down a rather general formula for the threshold corrections to the gauge coupling associated with some gauge group factor $G$. It requires one to compute a trace in the Hilbert state of the internal CFT describing the compactification space of a heterotic string model. With $H$ and $H'$ the left- and right-moving worldsheet Hamiltonians, $F$ the right-moving worldsheet fermion number and $Q$ the charge of a string state under the group $G$ the formula is [51, 53]

$$(g^1_{\text{loop}})^{-2} = \frac{i}{4\pi} \int_{\mathcal{F}} \frac{d^2\tau}{\tau_2 |\eta|^2} \sum_{\alpha,\beta} \partial_{\tau^*} \left( \frac{\vartheta^{[\alpha]}_{\tau}}{\eta^{\alpha}} \right) \times

Tr_{\alpha} \left[ \left( Q^2 - \frac{1}{4\pi \tau_2} \right) \left( -1 \right)^{\beta F} q^H q^{*H} \right],$$

(4.16)

where, as before, the sum only runs over the even spin structures.

This formula now has to be applied to the heterotic string model described in section 3.3, whose partition function is given in (3.64). One first notes that applying the charge operator $Q^2$ to the partition function $\sum \vartheta^{16}_a / \eta^{16}$ of the left-moving current algebra yields $\sum \vartheta^{16}_a / \eta^{16} \times \vartheta''_a / \vartheta_a$. Using some theta function identities the gauge threshold corrections for the model under consideration can then be written as [43, 62]

$$(g^1_{\text{loop}})^{-2} = \int_{\mathcal{F}} \frac{d^2\tau}{\tau_2} \sum_{i=1}^{3} \left( \frac{1}{\eta^2 \vartheta'_2} \Lambda_i^{a/2} \left[ 0 \ 1/2 \right] - \frac{1}{\eta^2 \vartheta'_4} \Lambda_i^{a/2} \left[ 1/2 \ 0 \right] \right)

- \frac{i}{\eta^2 \vartheta'_3} \Lambda_i^{a/2} \left[ 1/2 \ 1/2 \right] \times \sum_{a=1}^{4} \frac{\vartheta^{16}_a}{\eta^{16}} \left( \vartheta''_a + \frac{\pi}{\tau_2} \right).$$

(4.17)

The next step is to evaluate (4.17), which can be done as follows. One first notices that when all three summands in the first bracket of (4.17) are taken into account, one effectively sums over all matrices (3.66) with half integer or integer, but not both integer at the same time, entries in the first row and integer entries in the second row. The prefactors (theta/eta functions) in front of the lattice sums (3.65) in (4.17) are different, but are transformed into one another by modular transformations. The idea [52] is to split the two by two matrices $A$ into $A = BM$, $M \in SL(2, \mathbb{Z})$, and to sum only over a restricted set of matrices $B$, but to therefore integrate over the image of the fundamental domain $\mathcal{F}$ under the action of $M$ on the modular parameter $\tau$. The set of matrices $B$ has to be chosen such that every matrix $A$ is taken into account precisely once when unfolding the integral by the
action of $M$ on $\tau$ as described. It turns out that two cases differing in whether the determinant of $A$ (or $B$; they are equal) is zero or not have to be distinguished.

For the matrices with $\det A = \det B = 0$ one can choose the matrices $B$ to take the form

$$B = \begin{pmatrix} 0 & j + 1/2 \\ 0 & p \end{pmatrix}, \quad j, p \in \mathbb{Z}, \quad (4.18)$$

with the identification $(j, p) \sim (-j - 1, p)$. In order to determine the domain of integration one notes that matrices of the form $M_0 = \begin{pmatrix} 1 & m \\ 0 & 1 \end{pmatrix}$, which are contained in $SL(2, \mathbb{Z})$, do not change the form of the matrix $B$ in (4.18), i.e. $BM_0 = B$. Taking this into account, it turns out that one has to integrate over the double cover of the strip $\{ \tau \in \mathbb{C}; \tau_2 > 0, |\tau_1| < 1/2 \}$. To take care of the double covering and the aforementioned identification one can sum over all $j$ and $p$ and just integrate once over the strip. The integral to be evaluated becomes

$$\text{Im}(T) \int_{-1/2}^{1/2} d\tau_1 \int_0^\infty d\tau_2 \sum_{j,p} \exp \left( \frac{-\pi \text{Im}(T)}{\tau_2 \text{Im}(U)} | -j - \frac{1}{2} + pU|^2 \right) \times$$

$$\frac{1}{\eta^2 \vartheta_2^2} \sum_a \frac{\vartheta_1^{16}}{\eta^{16}} \left( \frac{\vartheta_a''}{\vartheta_a} + \frac{\pi}{\tau_2} \right). \quad (4.19)$$

The combination of theta/eta functions in the last line of (4.19) can be written as a double series expansion in powers of $q = \exp(2\pi i \tau)$ and inverse powers of $\tau_2$. The integral over the strip is only non-vanishing for the terms of order $q^0$.

Next, the contributions from terms involving matrices of non-vanishing determinant have to be evaluated. The matrices $B$ can be chosen to be of the form

$$B = \begin{pmatrix} k & j \\ 0 & p \end{pmatrix}, \quad (4.20)$$

with $2j, 2k, p \in \mathbb{Z}, 0 \leq j < k$, but not both $j$ and $k$ integer. In this case there are no matrices $M_0 \in SL(2, \mathbb{Z})$ that leave the matrices (4.20) invariant. The domain of integration therefore has to be the image of the fundamental domain $\mathcal{F}$ under the full group $SL(2, \mathbb{Z})$, which is the double cover of the upper half complex plane. The integrals to be evaluated are

$$\int_{-\infty}^\infty d\tau_1 \int_0^\infty d\tau_2 \Lambda_i^a \left[ \alpha \right] \beta X(q) \quad (4.21)$$

with

$$X(q) = \frac{1}{\eta^2 \vartheta_2^2} \sum_a \frac{\vartheta_1^{16}}{\eta^{16}} \left( \frac{\vartheta_a''}{\vartheta_a} + \frac{\pi}{\tau_2} \right), \quad (4.22)$$
where the values of $\alpha$, $\beta$ and $\gamma$ depend on whether $j$ and $k$ are integer or half integer. As before, the integral in (4.21) can be performed after writing $X(q)$ as a series in powers of $q$ and inverse powers of $\tau_2$.

After evaluating the integrals $[63, 62]$ and putting everything together, the one-loop gauge threshold corrections for the heterotic orbifold model with gauge group $SO(32)$ become

$$\left( g_h^{1\text{-loop}} \right)^{-2} \propto \sum_{i=1}^{3} \ln \left( \frac{M_s^2}{\mu^2} \right) - \ln \left( \text{Im}(U^{(i)}) \text{Im}(T^{(i)}) \right) + 2 \ln \left| \frac{\eta}{\eta}\right| (2U^{(i)})$$

where $c_1$ and $c_2$ are numerical constants and the sum runs over the ranges of $p, k, j$ given above. The functions $(f(j, k), g(j, k))$ take the values $((-1)^k, 2)$ for $k$ integer, $j$ half integer, $((-1)^j, 4)$ for $k$ half integer, $j$ integer and $(i((-1)^{k+j}, 3)$ for $k, j$ both half integer. The double series

$$E(s, a, b, \tau) = \sum_{m, n} \frac{\tau_2^s}{m + a + (n + b)\tau^{2s}}$$

(4.24)

can be considered as a generalisation of the non-holomorphic Eisenstein series. In (4.23) only the terms holomorphic in $U^{(i)}$ and $T^{(i)}$ of the contributions coming from the summands in (4.17) with matrices of non-zero determinant are displayed.

The terms in the first line of (4.23) precisely match the one-loop gauge threshold corrections in the dual type I model (4.14) and those in the second line correspond to contributions of higher order in the perturbative expansion in the type I model. The terms in the third line are contributions of world-sheet instantons of area $kpT^{(i)}$, hence the factor $e^{2\pi i kpT^{(i)}}$, and correspond to D-instanton corrections in the type I model, which will be discussed in chapter 7.

### 4.2 Holomorphy of the gauge kinetic function

It was discussed in chapter 2 that the holomorphy of the superpotential and the gauge kinetic function puts strong constraints on which fields these quantities can depend on and that it is possible to formulate non-renormalisation theorems. Such theorems will now be explicated for the D6-brane models described in sections 3.1 and 3.2 [64]. (Similar theorems hold for orientifolds of the type IIB theory featuring
The gauge symmetries associated with the two- and three-
form fields $B_2$ and $C_3$ in ten dimensions lead to symmetries of the low energy
effective theory under which the real parts of the complex structure moduli $U^{(i)}$ 
(3.3) and Kaehler moduli $T^{(i)}$ (3.4) transform by shifts. These symmetries are only
broken by instantons. More precisely, worldsheet instantons, whose action can be
written as a linear combination of the Kaehler moduli, break the symmetry under
which the latter shift. The action of (the relevant) spacetime instantons scales
as the inverse of the string coupling and thus depends linearly on the complex
structure moduli, in whose definition the dilaton, and thus the string coupling,
enters.

The string perturbation expansion is a double series in powers of the string
coupling and the inverse of the string tension. For the present case, this translates
into an expansion in inverse powers of the Kaehler and complex structure moduli.
Given that the tree-level superpotential is non-zero and independent of the moduli,
it cannot acquire perturbative corrections, which would be terms with negative
powers of the moduli. The latter are forbidden by the combination of holomorphy
and the shift symmetry. Including instanton corrections, which always contain
the factor $\exp(-S_{\text{inst}})$, where $S_{\text{inst}}$ is the instanton action, the full superpotential
takes the form

$$W = W^{\text{tree}} + W^{\text{np}} \left( \exp(2\pi i U^{(i)}), \exp(2\pi i T^{(i)}) \right).$$

(4.25)

The gauge kinetic functions (3.22) are linear in the complex structure moduli.
One-loop (in the string coupling) corrections, which contain an inverse power of
$U^{(i)}$ compared to the tree level contribution, are therefore allowed, but, in analogy
to the case of the superpotential, further perturbative corrections are forbidden.
Considering for simplicity only diagonal gauge kinetic functions, i.e. $f_{ab} = f_a \delta_{ab}$,
they thus look like

$$f_a = \sum_{i=0}^{h_{21}} m_a^i U^{(i)} + f_a^{1-\text{loop}} \left( \exp(2\pi i T^{(i)}) \right) + f_a^{\text{np}} \left( \exp(2\pi i U^{(i)}), \exp(2\pi i T^{(i)}) \right).$$

(4.26)

The shift symmetry would allow the superpotential and gauge kinetic functions
to depend on the imaginary parts of the moduli without depending on the real
parts, but this is not allowed due to the holomorphy of $W$ and $f_a$. The tree level
expression for the gauge kinetic functions does break the shift symmetry, but the
real parts of the gauge kinetic functions only couple to the topological term in
the Yang-Mills action and therefore to instantons which do indeed break the shift
symmetry.

Recall from chapter 2 the relation (2.6) between the running, loop-corrected,
physical gauge couplings $g_a(\mu^2)$ depending on the renormalisation scale $\mu$ and the
holomorphic Wilsonian gauge kinetic functions $f_a$, in which the Kaehler potential $K$ and the charged matter Kaehler metrics $K_{r}^{ab}(\mu^2)$ enter.

$$16\pi^2 g_a^{-2}(\mu^2) = 16\pi^2 \text{Im}(f_a) + b_a \ln \frac{\Lambda^2}{\mu^2} + c_a K + 2 T_a(adj) \ln g_a^{-2}(\mu^2)$$

$$-2 \sum_r T_a(r) \ln \det K_r^{ab}(\mu^2)$$

$$b_a = \sum_r n_r T_a(r) - 3 T_a(adj)$$

$$c_a = \sum_r n_r T_a(r) - T_a(adj)$$

(4.27)

The sums over $r$ run over the representations of the gauge group factor under consideration, $n_r$ counts the number of chiral multiplets transforming in the representation $r$ and $T_a(r) = Tr_r(T_{(a)}^2)$, where $T_{(a)}$ are the group generators. The natural cutoff scale for a field theory supposed to capture the infrared physics of a string compactification is the Planck scale, i.e. $\Lambda^2 = M_{Pl}^2$. The formula (4.27) is to be understood recursively, so if one is interested in the $n$-loop corrected gauge coupling and/or gauge kinetic function, one has to use the $(n-1)$-loop corrected values for $K$, $K_{r}^{ab}(\mu^2)$ and the gauge coupling itself on the RHS of (4.27). As will be detailed later on, there can also be corrections to the RHS of (4.27) arising through a redefinition at loop level of the complex structure moduli that enter the tree level expression of $f_a$.

In string theory, one usually computes physical, on-shell quantities. The gauge threshold corrections computed in the previous sections are one-loop corrections to such physical quantities and should be viewed as corrections to the LHS of (4.27). A non-trivial consistency check arises through the requirement that the non-holomorphic terms in these expressions must equal the non-holomorphic terms involving the Kaehler potential and the Kaehler metrics on the RHS of (4.27). If one knows $K$ and $K_{r}^{ab}(\mu^2)$ (in addition to the gauge threshold corrections) one can determine the one-loop corrections to the holomorphic gauge kinetic function. On the other hand, having computed the gauge threshold corrections, one can use (4.27) to strongly restrict the form of the Kaehler metrics.

In the following the gauge threshold corrections computed in sections 4.1.1 and 4.1.2 will be analysed with the help of (4.27) [64, 62]. The threshold corrections were computed at one-loop, so one has to use the tree-level values for $K$, $K_{r}^{ab}(\mu^2)$ and $g_a^{-2}(\mu^2)$ on the RHS of (4.27). It will be shown that the non-holomorphic terms are indeed equal on both sides and the one-loop corrections to the gauge kinetic functions will be determined.
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4.2.1 An orbifold model with bulk D6-branes

The relevant formulas for the gauge threshold corrections on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold with $h_{21} = 3$ are (4.7), (4.8) and (4.9). The first thing to notice is that the cutoff scale appearing in these expressions is the string scale, whereas the Planck scale appears in (4.27). These two scales are related by

$$\frac{M^2}{M_{Pl}^2} \propto \exp(\phi_4) \propto \left( \prod_{i=0}^{3} \text{Im}(U^{(i)}) \right)^{-\frac{1}{2}}. \quad (4.30)$$

Next, one observes that all terms but the first on the RHS of (4.27) are sums over the representations of the gauge group factor. It is therefore useful to consider the terms according to which representation they are related to.

Noting that on the orbifold under consideration there are three chiral multiplets in the adjoint representation of each gauge group factor, one finds that the terms in (4.27) multiplied by $2T(adj)$ are

$$K + \ln(g_{a}^{tree})^{-2} - \ln \det K_{adj}^{i}. \quad (4.31)$$

Using

$$K = -\sum_{i=0}^{3} \ln \text{Im}(U^{(i)}) - \sum_{i=1}^{3} \ln \text{Im}(T^{(i)}), \quad (4.32)$$

the Kaehler metrics for the three ($i \in \{1, 2, 3\}$) chiral multiplets

$$K_{adj}^{i} = \frac{1}{\text{Im}(T^{(i)})\text{Im}(U^{(i)})} \left| \frac{(n_{a}^{j} + i u_{a}^{j} \tilde{m}_{a}^{j})(n_{a}^{k} + i u_{a}^{k} \tilde{m}_{a}^{k})}{(n_{a}^{i} + i u_{a}^{i} \tilde{m}_{a}^{i})} \right| \quad i \neq j \neq k \neq i, \quad (4.33)$$

where

$$(u^{i})^2 = \frac{\text{Im}(U^{(j)})\text{Im}(U^{(k)})}{\text{Im}(U^{(i)})\text{Im}(U^{(0)})}, \quad (4.33)$$

the expression (3.33) for the tree level gauge kinetic function, and the supersymmetry condition, one finds that the expression (4.31) vanishes. This was to be expected as states transforming in the adjoint representation are strings with both ends on the same stack of branes. Terms proportional to $T(adj)$ on the LHS of (4.27) should therefore come from an annulus diagram with both boundaries on the same stack of branes. But such diagrams were shown not to contribute to the gauge threshold corrections (4.6).

The next case to be discussed are contributions from states transforming in the fundamental representation of $G_a$. Such states arise at the intersection of brane
stack $a$ with another stack $b$. The intersection is characterised by the intersection angles $\theta_{\alpha \beta}^i$ and the number of such states is counted by the product of the intersection number $I_{\alpha \beta}$ and the number of branes on stack $b$, $N_b$. As for the computation of the gauge threshold corrections in 4.1.1, two cases have to be distinguished.

The first one is characterised by all three intersection angles being non-trivial. Certain scattering amplitudes can be used to determine the Kaehler metric of the chiral fields transforming in the fundamental representation of $G_a$ to be \[ K_{\alpha \beta} f = (\text{Im}(U(0)))^{-\alpha} \prod_{i=1}^{3} (\text{Im}(U(i)))^{-(\beta + \xi \theta_{\alpha \beta}^i)} (\text{Im}(T(i)))^{-(\gamma + \zeta \theta_{\alpha \beta}^i)} \times \]

\[
\left[ \prod_{i=1}^{3} \left( \frac{\Gamma(1 - |\theta_{\alpha \beta}^i|)}{\Gamma(|\theta_{\alpha \beta}^i|)} \right)^{\text{sign}(\theta_{\alpha \beta}^i)} \right]^{-1/2} \sum_{j} \text{sign}(\theta_{\alpha \beta}^j) \right],
\]

\[ (4.34) \]

where $\alpha, \beta, \gamma, \xi$ and $\zeta$ are undetermined constants. Using $n_f = |I_{\alpha \beta}| N_b$ and some of the formulas given above, the terms proportional to $T_{\alpha}(f)$ on the RHS of \[ (4.27) \]

can be seen to reproduce the second and third term$^1$ of the last expression in \[ (4.8) \]

if

\[ \alpha = \beta = \frac{1}{4}, \quad \gamma = \frac{1}{2} \]

\[ (4.35) \]

and $\xi = \zeta = 0$. To get all signs right one has to distinguish several cases according to the signs of the intersection angles and intersection numbers. It will be shown in section 4.3 that $\xi$ and $\zeta$ can actually be non-zero. This is related to the aforementioned redefinition of the moduli at loop level.

The second case differs from the first in that one of the intersection angles is zero. One hypermultiplet or, equivalently, two chiral multiplets arise at each intersection point of the brane stacks. The relevant formula for the gauge threshold corrections is \[ (4.7) \]. It contains the term $\text{Im}(i \ln \eta(T(1)))$, which manifestly is the imaginary part of a holomorphic function. One therefore concludes that the gauge kinetic function receives the one-loop correction

\[ f_{\alpha}^{1-\text{loop}} \propto i I_{\alpha \beta} N_b \ln \eta(T(1)), \]

\[ (4.36) \]

whose dependence on the moduli is in agreement with the form \[ (4.26) \] predicted by the non-renormalisation theorem. Using the Kaehler metric \[ (31, 16) \]

\[ K_{\alpha \beta}^{f,1} = \frac{|n_{\alpha}^{1} + i u \tilde{m}_{\alpha}^{1}|}{(\text{Im}(U(2)) \text{Im}(U(3)) \text{Im}(T(2)) \text{Im}(T(3)))^{1/2}} \]

\[ (4.37) \]

$^1$The first term cancels upon summing over all branes and using the tadpole cancellation condition. The last term is a moduli-independent constant and can be absorbed into $M_s$ or be viewed as a correction to the gauge kinetic function.
for the fundamental matter in the sector under discussion and proceeding as before, one finds that the terms arising on the RHS of (4.27) from this sector reproduce the second and third term in the last expression of (4.7).

The conclusion is that also in the sectors that give rise to fields in the fundamental representation of the gauge group, the non-holomorphic terms on both sides of equation (4.27) are equal, as required by consistency.

Finally, if the gauge group factor is $G_a = SU(N_a)$, there can be fields transforming in the symmetric and/or the antisymmetric representation. These are strings stretching between brane stack $a$ and its orientifold image $a'$. Therefore, one has to take the annulus diagram with boundaries on brane $a$ and its orientifold image as well as the Moebius strip diagram into account. They are given by (4.7) and (4.8) with $\theta_{ab}$ and $I_{ab}N_b$ replaced by $\theta_{aa'} = 2\theta_a$ and $I_{aa'}$ as well as (4.9). The Kaehler metric for the relevant chiral multiplets is given by (4.34) with the same replacements. One again finds that the non-holomorphic terms on both sides of (4.27) are equal.

4.2.2 An orbifold model with fractionally charged D6-branes

The analysis of the gauge threshold corrections in models on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold with $h_{21} = 51$ is similar to that of the previous section. When writing down the partition functions in section 3.2.2 and when computing the gauge threshold corrections in section 4.1.2 and appendix A, four cases were distinguished. This distinction will be made here, too.

**Case 1:** Both boundaries of the annulus are on the same stack of branes. Therefore, the open string modes in this sector transform in the adjoint representation of the gauge group. In contradistinction to the orbifold with $h_{21} = 3$, there are no chiral multiplets in this representation. So the terms proportional to $T(\text{adj})$ on the RHS of (4.27) do not cancel amongst each other, but yield a contribution that matches (A.3). There is a further term, (A.4), which is the imaginary part of a holomorphic function, so one concludes that the gauge kinetic function receives a one-loop correction

$$\delta_a f_a^{1-\text{loop}} \propto i N_a \sum_{i=1}^3 \ln \eta(T^{(i)}). \quad (4.38)$$

**Case 2:** This sector yields $n_f = 2N_b$ chiral multiplets in the fundamental representation of $G_a$. The vertex operators for these fields are identical to those for the chiral multiplets in the adjoint representation on the orbifold with $h_{21} = 3$. One concludes that the Kaehler metrics for these fields are identical. Upon changing
variables, they can be written as

$$K_f^{ab,2} = \left( \prod_{i=0}^{3} \text{Im}(U^i) \right)^{-\frac{1}{4}} \left( \prod_{i=1}^{3} \text{Im}(T^{(i)}) \right)^{-\frac{1}{2}} \left( \prod_{i=1}^{3} (L^i)^{\sigma_{ab}^i} \right)^{\frac{1}{\sigma_{ab}}} .$$  \hspace{1cm} (4.39)

Proceeding as in the previous section, one finds that the terms on the RHS of (4.27) reproduce the terms (A.8). The term (A.9) yields a correction to the gauge kinetic function

$$\delta_b^{(2)} f_a^{1-loop} \propto i \sum_b N_b \sigma_{ab} \sum_{i=1}^{3} \sigma_{ab}^i \ln \eta(T^{(i)}).$$ \hspace{1cm} (4.40)

**Case 3:** There are no massless open string modes in this sector and therefore no contributions to the RHS of (4.27). As required by consistency, no non-holomorphic terms appear in the gauge threshold corrections. But there is a holomorphic term and therefore a correction to the gauge kinetic function

$$\delta_b^{(3)} f_a^{1-loop} \propto i \sum_b N_b \sigma_{ab} \sum_{i=1}^{3} \sigma_{ab}^i \ln \frac{\vartheta[1-(1-|\delta_i^a-\delta_i^b|)/2]}{\eta(T^{(i)})}. \hspace{1cm} (4.41)$$

**Case 4:** This is the sector yielding chiral bifundamentals. The Kaehler metrics are identical to those on the orbifold with $h_{21} = 3$ and given in (4.34) with (4.35). As before, up to terms related to a redefinition of the moduli at loop level, the non-holomorphic terms on both sides of (4.27) are equal. Those appearing on the LHS given by (A.17).

### 4.3 Redefinition of the moduli

Loop corrections to the low energy effective action of a string compactification can modify the proper definition of the chiral superfields [68, 69, 8], on which the superpotential and gauge kinetic function depend holomorphically. For example, this is possible if the low energy fields should really be linear instead of chiral multiplets, because the duality transformation relating the two may be corrected at loop-level. The possibility/necessity of a one-loop redefinition of the closed string moduli in D6-brane models on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifolds is the subject of this section [64, 41].

#### 4.3.1 A model with bulk D6-branes

It was mentioned after (4.35) that a naive application of (4.27) would imply that the constants $\xi$ and $\zeta$ appearing in (4.34) must vanish. It will now be shown that
this does not have to be the case if one takes the possibility of a redefinition of the complex structure moduli at one loop into account.

If \( \xi \) and \( \zeta \) are non-zero, one gets an extra contribution from the term depending on the Kaehler metric to the RHS of (4.27), which does not have a counterpart on the LHS. It is non-holomorphic, so it cannot be interpreted in terms of a correction to the gauge kinetic function. The contribution can however cancel against terms from the holomorphic tree-level gauge kinetic function if the complex structure moduli appearing there are redefined at one loop. In order for this to be true, the \( \xi \)- and \( \zeta \)-dependent terms in (4.34) must actually be

\[
f(I_{ab}, \theta_{ab}^i) = \prod_{i=1}^{3} \left( \text{Im}(U^{(i)}) \right)^{-\xi \theta_{ab}^i \text{sign}(I_{ab})} \left( \text{Im}(T^{(i)}) \right)^{-\zeta \theta_{ab}^i \text{sign}(I_{ab})},
\]

where \( \xi \) and \( \zeta \) have to be equal for all brane stacks/brane intersections in the model. As before, one has to replace \( \theta_{ab} \) and \( I_{ab} \) by \( \theta_{aa}' \) and \( I_{aa}' - I_{aO} \), respectively, for fields transforming in the symmetric or antisymmetric representation of \( SU(N_a) \). Summing over all relevant representations one finds the following extra contribution due to the factor (4.42) to the RHS of (4.27)

\[
\sum_{r=f,a,s} T_a(r) \ln \det K'' = \frac{|I_{ab}|N_b}{2} \ln f(I_{ab}, \theta_{ab}^i) + \frac{|I_{ab}'|N_b}{2} \ln f(I_{ab}', \theta_{ab}'^i) + \frac{N_a + 2 |I_{aO} - I_{aOO}|}{2} \ln f(I_{aO} - I_{aOO}, 2\theta_{a}^i) + \frac{N_a - 2 |I_{aO} + I_{aOO}|}{2} \ln f(I_{aO} + I_{aOO}, 2\theta_{a}^i).
\]

Using the tadpole cancellation conditions, this can be written as

\[
-n_a^1n_a^2n_a^3 \left[ \sum_b N_b \tilde{m}_b^1 \tilde{m}_b^2 \tilde{m}_b^3 \sum_{i=1}^{3} \theta_{b}^i \left( \xi \ln \text{Im}(U^{(i)}) + \zeta \ln \text{Im}(T^{(i)}) \right) \right] \quad \text{(4.44)}
\]

\[
- \sum_{j \neq k \neq l \neq j} n_a^j \tilde{m}_a^k \tilde{m}_a^l \left[ \sum_b N_b \tilde{m}_b^1 \tilde{m}_b^2 \tilde{m}_b^3 \sum_{i=1}^{3} \theta_{b}^i \left( \xi \ln \text{Im}(U^{(i)}) + \zeta \ln \text{Im}(T^{(i)}) \right) \right].
\]

By comparing with (3.33) it can be seen that this contribution to the RHS of (4.27) is cancelled if the imaginary parts of the complex structure moduli are redefined as follows:

\[
\text{Im}(U^{(0)}) \rightarrow \text{Im}(U^{(0)}) - \frac{1}{8\pi^2} \sum_b N_b \tilde{m}_b^1 \tilde{m}_b^2 \tilde{m}_b^3 \times \sum_{i=1}^{3} \theta_{b}^i \left( \xi \ln \text{Im}(U^{(i)}) + \zeta \ln \text{Im}(T^{(i)}) \right) \quad \text{(4.45)}
\]
\[
\text{Im}(U^{(j)}) \rightarrow \text{Im}(U^{(j)}) + \frac{1}{8\pi^2} \sum_b N_b \tilde{m}_b^i n_b^k n_b^l \times \\
3 \sum_{i=1}^{3} \theta_b^i \left( \xi \ln \text{Im}(U^{(i)}) + \zeta \ln \text{Im}(T^{(i)}) \right) \quad j \neq k \neq l \neq j
\]

In conclusion, knowledge of the gauge threshold corrections for the model under consideration is not enough to completely fix the Kaehler metrics for the chiral bifundamental matter fields using (4.27). Also, it is not possible to determine whether the complex structure moduli are redefined at one-loop. The two constants \(\xi\) and \(\zeta\) are still free parameters, which have to be determined by other means. If they are zero there is no one-loop redefinition of the complex structure moduli.

### 4.3.2 A model with fractionally charged D6-branes

The analysis for the case of the orbifold with \(h_{21} = 51\) is similar to that of the previous section, important differences arise as the gauge kinetic functions in this case depend on the complex structure moduli in the twisted sectors (3.47).

The form of the vertex operators for the chiral bifundamental fields arising at the intersection of two branes does not depend on whether the underlying orbifold is the one with \(h_{21} = 3\) or the one with \(h_{21} = 51\). The extra factor (4.42) in the Kaehler metric therefore has to be the same on both backgrounds. It turns out that it is more convenient for the following analysis to rewrite it as:

\[
g(\Upsilon_{ab}, \theta^i_{ab}) = \prod_{i=1}^{3} \left( \text{Im}(U^{(i)}) \right)^{-\xi \theta^i_{ab} \text{sign}(\Upsilon_{ab})} \left( \text{Im}(T^{(i)}) \right)^{-\zeta \theta^i_{ab} \text{sign}(\Upsilon_{ab})}.
\]  

(4.46)

The two expressions (4.42) and (4.46) differ in whether \(\text{sign}(I_{ab})\) or \(\text{sign}(\Upsilon_{ab})\) appears. A physical argument shows that these two signs must be equal. The orbifold projection removes some string states, but cannot change their spacetime chirality. As the latter is determined by the aforementioned signs they must be equal.

Proceeding as in the previous section, one finds two contributions to the RHS of (4.27) due to the extra factor (4.46) in the Kaehler metric. One is identical to (4.45) and is cancelled by a redefinition of the imaginary parts of the \(U^{(i)}\) as in

\footnote{Note that the quantity \(\Upsilon_{ab}\) is only defined for models on the orbifold with \(h_{21} = 51\), so this rewriting can only be done for such models.}
but with $1/8\pi^2$ replaced by $1/32\pi^2$. The other can be written as

$$
\sum_{i,k,l} a_i^{i} \epsilon_{a,kl} \sum_{b} N_b \tilde{m}_b \epsilon_{b,kl} (\epsilon_{b,kl} + \epsilon_{b,R(k)R(l)}) \sum_{j} \theta_b^{i} \left( \xi \ln \text{Im}(U^{(j)}) + \zeta \ln \text{Im}(T^{(j)}) \right)
- \sum_{i,k,l} m_a^{i} \epsilon_{a,kl} \sum_{b} N_b n_b \epsilon_{b,kl} (\epsilon_{b,kl} - \epsilon_{b,R(k)R(l)}) \sum_{j} \theta_b^{i} \left( \xi \ln \text{Im}(U^{(j)}) + \zeta \ln \text{Im}(T^{(j)}) \right)
$$

(4.47)

and cancels if the twisted sector complex structure moduli $W_{ikl}$ and $\tilde{W}_{ikl}$ are redefined. There is another term (4.18) that gives contributions to this redefinition. It is part of the gauge threshold corrections and therefore appears on the LHS of (4.27). Summing over all branes including the orientifold images and using the tadpole cancellation conditions (3.49), it can be cast into the form

$$
\sum_{i,k,l} a_i^{i} \epsilon_{a,kl} \sum_{b} N_b \tilde{m}_b \epsilon_{b,kl} (\epsilon_{b,kl} + \epsilon_{b,R(k)R(l)}) \sum_{j} \theta_b^{i} \left( \xi \ln \text{Im}(U^{(j)}) + \zeta \ln \text{Im}(T^{(j)}) + \ln 4 \delta_{ij} \right)
- \sum_{i,k,l} m_a^{i} \epsilon_{a,kl} \sum_{b} N_b n_b \epsilon_{b,kl} (\epsilon_{b,kl} - \epsilon_{b,R(k)R(l)}) \sum_{j} \theta_b^{i} \left( \xi \ln \text{Im}(U^{(j)}) + \zeta \ln \text{Im}(T^{(j)}) + \ln 4 \delta_{ij} \right).
$$

(4.48)

Taking the contributions (4.47) and (4.48) to the RHS, respectively LHS, of (4.27) into account and using the form (3.47) of $f_a$ as well as the identity

$$
\sum_{k,l} \epsilon_{a,kl} (\epsilon_{b,kl} \pm \epsilon_{b,R(k)R(l)}) = \sum_{k,l} \epsilon_{a,kl} (\epsilon_{a,kl} \pm \epsilon_{a,R(k)R(l)})
$$

(4.49)

one finds that the imaginary parts of the twisted sector complex structure moduli should be redefined as

$$
\text{Im}(W_{ikl}) \rightarrow \text{Im}(W_{ikl}) - \frac{1}{64\pi^2} \sum_{b} N_b \tilde{m}_b \epsilon_{b,kl} \sum_{j} \theta_b^{i} \left( \xi \ln \text{Im}(U^{(j)}) + \zeta \ln \text{Im}(T^{(j)}) + \ln 4 \delta_{ij} \right)
$$

(4.50)

$$
\text{Im}(\tilde{W}_{ikl}) \rightarrow \text{Im}(\tilde{W}_{ikl}) + \frac{1}{64\pi^2} \sum_{b} N_b n_b \epsilon_{b,kl} \sum_{j} \theta_b^{i} \left( \xi \ln \text{Im}(U^{(j)}) + \zeta \ln \text{Im}(T^{(j)}) + \ln 4 \delta_{ij} \right).
$$

(4.51)

Note that even if $\xi$ and $\zeta$ vanish, $W_{ikl}$ and $\tilde{W}_{ikl}$ acquire a one-loop redefinition.

The conclusion of this section is that also on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold with $h_{21} = 51$, the non-holomorphic terms on both sides of (4.27) are equal, as required by consistency.
Chapter 5

D-instantons in four-dimensional brane models

The only definition of string theory that exists today is that of the perturbative expansion of scattering amplitudes. The latter is an expansion in powers of the string coupling $g_s$. At each order of the perturbation series the contribution to a scattering amplitude is given by an integral over an amplitude of a conformal field theory defined on a Riemann surface. The Euler characteristic of the surface determines with which power of $g_s$ the term contributes to the full amplitude.

Various arguments can be given \[70\] in support of the claim that this perturbation series does not give the full result, but that there should exist non-perturbative contributions whose dependence on the string coupling is given e.g. by $\exp(-g_s^{-1})$. Given that the action of a D-brane depends on the string coupling as $g_s^{-1}$ and that instanton amplitudes always contain a factor $\exp(-S_{\text{inst}})$, where $S_{\text{inst}}$ is the instanton action, it is natural to suppose that there are corrections to various observables in string theory induced by instantons that are D-branes localised in time. Such instantons are called D-instantons \[71, 72, 73\] and the subject of this chapter.

5.1 D2-instantons in D6-brane models

Given that, as just mentioned, only a definition of the string perturbation series as an expansion in $g_s$ exists, D-instantons yielding effects non-perturbative in $g_s$ at first sight seem to be very hard to describe. The situation luckily is somewhat better, as D-instantons are D-branes and as such described by open string theories \[74\]. This description will be the guiding principle in the following discussion of how to compute D-instanton effects \[75, 76, 77, 78, 79, 80\]. For concreteness, D-instantons in orientifold models of type IIA string theory will be considered.
in this section, but things are very similar in type I models or other orientifolds of the type IIB theory. The focus will be on type IIA orientifolds of Calabi-Yau manifolds, which were described in section 3.1. In order that their action is finite, the instantons have to be localised not only in time, but also in the three non-compact space directions. Type IIA string theory contains Dp-branes with even p, such that the candidates for D-instantons are D0-, D2- and D4-branes wrapping one-, three- and five-cycles of the internal manifold. As Calabi-Yau manifolds do not contain topologically non-trivial one- and five-cycles, only D2-instantons are relevant. The instantons must be (local) minima of the action, which for D-instantons in compactifications preserving supersymmetry implies that they are BPS-states. D2-instantons thus wrap special Lagrangian three-cycles and are calibrated with the same phase as the orientifold plane, just as the spacefilling D-branes (3.13). The BPS property implies that the instantons contribute to F-terms, i.e. the superpotential and the gauge kinetic function, rather than D-terms in the low energy effective action.

The D2-instanton action $S_{D2}$ is the sum of the Dirac-Born-Infeld and Chern-Simons actions integrated over the three-cycle

$$\pi_{D2} = m^i_{D2} A_i + n^i_{D2} B_i$$  \hspace{1cm} (5.1)

the instanton wraps. The characteristic exponential factor $\exp(-S_{\text{inst}})$ becomes

$$\exp(-S_{D2}) = \exp \left( -2\pi e^{-\phi_4} \int_{\pi_{D2}} \text{Re}(\Omega_3) + 2\pi i \int_{\pi_{D2}} C_3 \right)$$

$$= \exp \left( 2\pi i \sum_{i=0}^{h_{21}} m^i_{D2} U^{(i)} \right),$$  \hspace{1cm} (5.2)

where the orientifold image has already been taken into account.

### 5.2 Zero modes

As in every instanton computation [81, 82, 83], the zero modes, which in the case of D-instantons are massless open strings with at least one end on the instantonic brane, are of crucial importance. In the case at hand it is useful to distinguish two types of zero modes [75]. Neutral zero modes are given by open strings with both ends on the instanton or strings stretched between the instanton and its orientifold image. Strings with one end on the instanton and the other one on some spacefilling D-brane [84] can also give rise to zero modes. These zero modes are called charged zero modes because they transform non-trivially under the gauge group of the four-dimensional theory. All the zero modes have analogues in terms of ordinary
particle states which would arise from strings ending on a fictitious space-filling D-brane (a space-filling D-brane is a brane which fills out the non-compact four-dimensional space) wrapping the cycle of the internal space the instanton wraps, or, in more abstract CFT terms, that is described by the same boundary state in the internal CFT. The vertex operators of the instanton zero modes are similar to those of these fictitious particle states. For neutral zero modes they differ in that the zero modes have no momentum in the four non-compact directions as they are confined to the instanton worldvolume and cannot move in the external space. For charged zero modes only that part of the vertex operator which acts in the internal CFT is identical.

The different neutral zero modes shall be discussed first. The instanton breaks four-dimensional translational invariance. There will thus be four universal bosonic zero modes $x^\mu$, $\mu \in \{0, 1, 2, 3\}$, whose vertex operators
\begin{equation}
V_{x^\mu} = e^{-\phi(z)} \psi^\mu(z)
\end{equation}
are quite similar to the gauge boson vertex operators given in section 3.4.

The instanton also breaks some supersymmetries. The number of broken supercharges and associated zero modes depends on whether the cycle wrapped by the instanton is mapped to itself by the antiholomorphic involution that is part of the orientifold projection or not [85, 86, 87, 88]. If it is not mapped to itself, the instanton breaks four of the eight supersymmetries which are preserved by a compactification of type IIA string theory on a Calabi-Yau manifold and which are therefore present in the bulk of the compactification space, away from the orientifold plane. There are thus four fermionic zero modes $\theta^\alpha$ and $\bar{\tau}^{\dot{\alpha}}$, $\alpha, \dot{\alpha} \in \{1, 2\}$, with vertex operators [75]
\begin{align}
V_{\bar{\tau}^{\dot{\alpha}}} &= e^{-\phi(z)/2} S^{\dot{\alpha}}(z) O^{3/8}_{3/2}(z) \\
V_{\theta^\alpha} &= e^{-\phi(z)/2} S^\alpha(z) O^{3/8}_{-3/2}(z),
\end{align}
similar to the gaugino vertex operators (3.70) of section 3.4. Indeed, $O^{3/8}_{\pm 3/2}(z)$ are once more the spectral flow operators of the internal CFT. The instanton, being a D-brane, carries a gauge theory on its worldvolume. The gauge group in the case under discussion, i.e. where the instanton is not invariant under the orientifold projection, is $U(1)$. There can also be multi-instantons. The gauge group is $U(k)$ for a $k$-instanton realised by a stack of $k$ D-brane instantons wrapping the same cycle of the compactification manifold. In this case, a $k \times k$ Chan-Paton matrix must be included in the vertex operators and the aforementioned zero modes transform in the adjoint representation of $U(k)$.

If the cycle wrapped by the instanton is invariant under the involution, some of the zero modes are removed by the orientifold projection. Two cases have to be
distinguished. If the vertex operators of the zero modes $x^\mu$ and $\theta^\alpha$ are left invariant by the projection and those of $\bar{\tau}^{\dot{\alpha}}$ are anti-invariant, the Chan-Paton matrices of the former are symmetric $k \times k$ matrices, those of the latter anti-symmetric ones and the gauge group is $O(k)$. If $x^\mu$ and $\theta^\alpha$ are anti-invariant and $\bar{\tau}^{\dot{\alpha}}$ invariant, they have anti-symmetric respectively symmetric Chan-Paton matrices. This is only possible if $k$ is even and the gauge group is $USp(k)$. The most relevant case are instantons with gauge group $O(1)$ as they have four bosonic ($x^\mu$) and two fermionic ($\theta^\alpha$) zero modes, which make up precisely the integration over chiral superspace that is required for an F-term contribution to the effective action.

Further neutral zero modes arise if the three-cycle $\pi_{D2}$ wrapped by the D2-instanton is not rigid. The number of additional zero modes is counted by the first Betti number $b_1(\pi_{D2})$ of the three-cycle. More precisely, there are $4b_1(\pi_{D2})$ fermionic and $2b_1(\pi_{D2})$ bosonic zero modes in the case of a unitary gauge group on the instanton worldvolume. The analogue of such zero modes for space-filling D6-branes are chiral multiplets transforming in the adjoint representation of the gauge group. In the case of orthogonal or symplectic gauge group on the instanton worldvolume there are $2b_1(\pi_{D2})$ fermionic zero modes in the symmetric as well as $2b_1(\pi_{D2})$ fermionic and $2b_1(\pi_{D2})$ bosonic zero modes in the antisymmetric representation or vice versa. The precise structure depends on how the antiholomorphic involution acts on the cycle wrapped by the instanton. The vertex operators of these zero modes are, in analogy to (3.71), given by

$$
V_{\text{instanton modulus}} = e^{-\phi(z)} O^{1/2}_{\pm 1}(z)
$$

$$
V_{\text{instanton modulino}^+} = e^{-\phi(z)/2} S^{\dot{\alpha}}(z) O^{3/8}_{1/2}(z)
$$

$$
V_{\text{instanton modulino}^-} = e^{-\phi(z)/2} S^{\alpha}(z) O^{3/8}_{-1/2}(z).
$$

In the case of instantons with gauge group $U(k)$, there can also be zero modes arising at the intersection of the instanton with its orientifold image. The analogue for D6-branes are states transforming in the symmetric or antisymmetric representation of a unitary gauge group (on a space-filling D-brane in this case). The vertex operators look as those in (5.5), but they are operators changing the boundary conditions from those describing the instanton to those describing its orientifold image. The number of such zero modes is counted by the physical (not topological) intersection numbers of the cycles wrapped by the instanton, its orientifold image and the orientifold plane.

Some of the non-universal neutral zero modes can under certain circumstances be lifted in flux backgrounds [89, 90, 91, 92, 93, 94, 95, 96].

A class of neutral zero modes that will not be relevant in the following are modes arising at the intersection of two branes in a multi-instanton configuration, where the different branes wrap different cycles [97, 98, 99].
Finally, there can be so-called charged zero modes. These zero modes are strings with one end on the instanton and the other one on one of the space-filling D-branes so that they are charged under the gauge group of the four-dimensional theory. They transform in the fundamental or anti-fundamental representation of the gauge group on the brane and in the fundamental or anti-fundamental representation of the gauge group on the instanton. As one of their ends, the one which can move along the space-filling brane, is subject to Neumann boundary conditions in the four external dimensions and the other one, which is confined to the instanton, to Dirichlet boundary conditions (in the external space), their vertex operators contain the operators $T_{X^\mu}$, $\mu \in \{0, 1, 2, 3\}$, which change the boundary conditions from Neumann to Dirichlet or vice versa in the four free boson CFTs.

The number of charged zero modes in a given sector, i.e. massless open strings between the instanton and a (fixed) brane, depends on whether or not they wrap the same cycle in the internal manifold. If they do, the instanton can be viewed as the string theory realisation of a gauge instanton. In such a configuration, there will always be four bosonic and two fermionic zero modes with vertex operators

\begin{align*}
V_{w^\alpha} &= e^{-\phi(z)} S^{\dot{\alpha}}(z) \prod_{\mu=0}^{3} T_{X^\mu}(z) \\
V_{\bar{\bar{w}}^\dot{\alpha}} &= e^{-\phi(z)} S^{\dot{\alpha}}(z) \prod_{\mu=0}^{3} T_{X^\mu}(z) \\
V_{\mu} &= e^{-\phi(z)/2} \prod_{\mu=0}^{3} T_{X^\mu}(z) \mathcal{O}_{3/2}^{3/8}(z) \\
V_{\bar{\mu}} &= e^{-\phi(z)/2} \prod_{\mu=0}^{3} T_{X^\mu}(z) \mathcal{O}_{-3/2}^{3/8}(z). 
\end{align*}

The operators $\mathcal{O}_{3/2}^{3/8}(z)$ are once more the spectral flow operators. The zero modes $w^\alpha$ and $\bar{w}^{\dot{\alpha}}$ as well as $\mu$ and $\bar{\mu}$ have opposite orientation. If the first Betti number of the cycle the brane and the instanton wrap is not zero, there are $2b_1(\pi D^2)$ further fermionic zero modes with vertex operators

\begin{align*}
V_{\lambda_{adj}} &= e^{-\phi(z)/2} \prod_{\mu=0}^{3} T_{X^\mu}(z) \mathcal{O}_{3/2}^{3/8}(z) \\
V_{\bar{\lambda}_{adj}} &= e^{-\phi(z)/2} \prod_{\mu=0}^{3} T_{X^\mu}(z) \mathcal{O}_{-3/2}^{3/8}(z).
\end{align*}

$\lambda_{adj}$ and $\bar{\lambda}_{adj}$ have opposite orientation. The label $adj$ has its origin in the fact that these modes can be viewed as the zero modes of fermions in chiral multiplets transforming in the adjoint representation of the gauge theory instanton that this D-instanton realises. There can be further zero modes if the instanton intersects the orientifold image of the brane. Such modes could be viewed as gauge instanton
Table 5.1: Charged instanton zero modes

| zero mode | number | representation of $G_a \times G_{D2}$ |
|-----------|--------|---------------------------------------|
| $\lambda_a$ | $\pi_a \cap \pi_{D2}$ | fundamental×anti-fundamental |
| $\bar{\lambda}_a$ | $\pi_{D2} \cap \pi_a$ | anti-fundamental×fundamental |
| $\lambda_a'$ | $\pi'_a \cap \pi_{D2}$ | anti-fundamental×anti-fundamental |
| $\bar{\lambda}_a'$ | $\pi_{D2} \cap \pi'_a$ | fundamental×fundamental |

zero modes of fields transforming in the symmetric or antisymmetric representation of the gauge group.

The zero mode structure is different if the cycle $\pi_{D2}$ wrapped by $k$ instantonic branes is different from the cycle $\pi_a$ wrapped by a stack of $N_a$ spacefilling D6-branes. Let $\pi_a \cap \pi_{D2}$ and $\pi_{D2} \cap \pi_a$ be the number of positive and negative intersections of the two cycles and denote the orientifold image of $\pi_a$ by $\pi'_a$. There are only fermionic zero modes in such sectors and their number is given in table 5.1 together with the representation of the product $G_a \times G_{D2}$ of the D-brane and instanton gauge groups in which they transform. The vertex operators for these states are $[75]$

$$V_{\text{charged zero mode}} = e^{-\phi(z)/2} \prod_{\mu=0}^{3} T_{X\mu}(z) \mathcal{O}_{\pm 1/2}^{3/8}(z),$$

(5.10)

where the sign in $\mathcal{O}_{\pm 1/2}^{3/8}(z)$ depends on the precise structure of the internal CFT.

### 5.3 Global abelian symmetries

Important selection rules determining which instantons can generate which terms in the low-energy effective action come from global abelian symmetries $[75]$. These symmetries are remnants of gauge symmetries whose associated gauge bosons have become massive due to the Green-Schwarz mechanism discussed in section 3.1. (3.20) implies that the exponential instanton factor (5.2) transforms under gauge transformations of these massive $U(1)$ symmetries as

$$\exp(-S_{D2}) \rightarrow \exp(-S_{D2}) \exp \left(-4\pi i \sum_{i=0}^{h_{21}} \sum_{a} N_a m_{iD2}^{a} n_{a}^{a}\right).$$

(5.11)

Gauge invariance implies that the instanton-induced superpotential will have the form

$$W = \prod_{i} \Phi_{i} \exp(-S_{D2}),$$

(5.12)
where the product of charged matter fields $\prod_i \Phi_i$ has to transform under the $U(1)$ symmetries such as to cancel the transformation of the exponential factor. The superpotential (5.12) does however lead to correlators violating $U(1)$ charge conservation. It is in this sense that the instanton breaks the massive $U(1)$ symmetries.

These abelian symmetries are the diagonal $U(1)$ subgroups of $U(N_a)$ gauge groups. From table 5.1 one can read off the total charge of the D2-instanton under a (possibly massive) $U(1)$ factor. The charge

\[ N_a[(\pi_a \cap \pi_{D2} - \pi_a' \cap \pi_{D2}) - (\pi_a' \cap \pi_{D2} - \pi_a \cap \pi_{D2}')] \]

\[ = N_a(\pi_a \circ \pi_{D2} - \pi_a' \circ \pi_{D2}) = -2 \sum_{i=0}^{h_{21}} N_a m_D^i n_a^i, \tag{5.13} \]

i.e. it is given by the topological intersection numbers of the cycles the instanton and the brane stack $a$ (and its orientifold image) wrap. The charge (5.13) also determines the transformation property (5.11) of the exponential instanton factor.

In conclusion, the charges of the exponential under the massive $U(1)$ factors are encoded in the instanton zero modes. Integration over all zero modes, which will be discussed shortly, ensures that the instanton-generated superpotential is invariant under the global abelian symmetries.

### 5.4 Corrections to the superpotential

As was mentioned earlier on, the idea in setting up a D-instanton calculus is to use the fact that D-instantons are D-branes and as such described by an open string theory, or, in other words, boundary CFT. In order to determine a spacetime correlator in a D-instanton background, one has to compute several BCFT amplitudes and put them together appropriately. For concreteness, consider the spacetime correlator

\[ \langle \prod_{i=1}^{N} \Phi_i(x_i) \rangle, \tag{5.14} \]

where $\Phi_i(x_i)$ are charged matter fields. The question is now how to compute this correlator in the instanton background. As in every instanton computation, one has to integrate over all zero modes. The fermionic zero modes are of special importance, as they have to be soaked up in order that a non-vanishing result comes out. The idea is to absorb them by inserting each of their vertex operators precisely once on the boundary of a worldsheet in a CFT amplitude. The bosonic zero modes can be inserted an arbitrary number of times on worldsheet boundaries. When computing the correlator (5.14), one also has to include the vertex operators.
for the fields $\Phi_i(x_i)$ in CFT correlators. Clearly, the amplitude has to be connected from the spacetime point of view, so only worldsheets with at least (a part of) one boundary on the instanton are allowed. In the spirit of the path integral as a sum over histories, the correlator (5.14) is given by the sum over all possibilities of distributing the vertex operators for the fermionic zero modes and those for the fields $\Phi_i(x_i)$ on boundaries of any number of worldsheets. Each summand is a product of the CFT correlators for these worldsheets multiplied by any number of CFT amplitudes involving any number of bosonic zero mode vertex operators. The resulting expression will depend on the bosonic zero modes and has to be integrated over them.

The procedure just described implies that determining a correlator exactly is terribly complicated. When computing corrections to holomorphic quantities, i.e. the superpotential and the gauge kinetic function, the string coupling dependence of the individual CFT amplitudes puts strong constraints on which amplitudes can contribute. In section 4.2 the interplay of holomorphy and shift symmetries was used to formulate non-renormalisation theorems for the superpotential and the gauge kinetic function. The same ideas can be employed to determine which individual CFT amplitudes are relevant when computing instanton corrections to the superpotential and the gauge kinetic function.

As explained in section 4.2 there are shift symmetries associated with the chiral superfields in whose definition the dilaton, and therefore the string coupling $g_s$, enters. Due to these shift symmetries, the string coupling can appear in the superpotential only in the exponential instanton factor (5.2), which was argued to arise in the CFT description as the combination of an arbitrary number of vacuum disc diagrams. In order to see how this puts constraints on which CFT amplitudes are relevant when computing corrections to holomorphic quantities, the first thing to notice is that an amplitude on a surface of Euler characteristic $\chi$ depends on the string coupling $g_s$ as $g_s^{-\chi}$. This means that amplitudes of vanishing Euler characteristic, i.e. annulus and Moebius strip diagrams, can contribute. Furthermore, it has been argued that the charged zero modes should carry a factor $g_s^{1/2}$ in their vertex operators so that a disc diagram with two of them inserted on the boundary can also contribute, because the string coupling dependence cancels. A positive power of the string coupling in these vertex operators is in agreement with the fact that the instanton should decouple at small string coupling. Furthermore, due to boundary combinatorics, there has to be an even number of charged zero modes on each disc, so two is the minimal number and if such discs are to contribute, one has to include the factor $g_s^{1/2}$. This conjecture is supported by analysing D-instantons that reproduce gauge instantons and comparing with the ADHM construction. Another argument will be given at the end of the following section.
Being interested in the superpotential, one focuses on a special case of the correlator \( \langle \psi_i(x_i) \psi_i(x_i) \rangle = \phi_i(x_i) \), \( i \in \{1, 2\} \), and the other fields are bosons \( \Phi_i(x_i) = \phi_i(x_i) \), \( i \in \{3, ..., N\} \). Concentrating on the (most relevant) case in which there are only charged fermionic zero modes in addition to the universal four bosonic \((x^\mu)\) and two fermionic \((\theta^\alpha)\) ones, the formula for that part of the correlator under consideration which is relevant for the superpotential involves the vacuum disc and Moebius strip diagrams with the boundary on the instanton, \( D_{D2}^{vac} \) and \( M_{D2}^{vac} \), and the annulus diagrams \( A_{D2,D6a}^{vac} \) with one boundary on the instanton and the other one on a stack, labelled \( a \), of space-filling D-branes. In addition one needs to compute disc diagrams \( D(\lambda, \lambda, \Phi_i) \) with two charged zero mode vertex operators \( V_{charged \; zero \; mode} \) and an arbitrary positive number of charged matter field vertex operators \( V_{\Phi_i} \) inserted. On two discs one also has to insert the neutral zero mode vertex operators \( V_{\theta^\alpha} \). As the zero modes are taken care of explicitly by inserting their vertex operators in disc diagrams, they are not to be included in the one-loop diagrams \[75]\]. This is indicated by the prime in \( M_{D2}^{vac} \) and \( A_{D2,D6a}^{vac} \). The formula for the (relevant part of the) correlator is then given by \[75\]

\[
\langle \psi_1(x_1) \psi_2(x_2) \prod_{i=3}^{N} \phi_i(x_i) \rangle = \sum_{conf} \left( \prod D(\lambda, \lambda, \phi_i) \right) \left( \prod_{\alpha=1}^{2} D(\theta^\alpha, \lambda, \lambda, \psi_\alpha, \phi_1) \right) \exp \left( D_{D2}^{vac} + M_{D2}^{vac} + \sum_{a} A_{D2,D6a}^{vac} \right). \tag{5.15}
\]

One has to sum over all possible configurations of distributing two charged fermionic zero modes and one or more matter fields \( \Phi_i \) on a number of discs. This number clearly is one half of the number of charged fermionic zero modes. It is in principle also possible to attach charged matter fields to annulus diagrams, but this possibility will for simplicity not be considered here.

It is interesting to compare \[5.15\] to the formula \[73\] (adapted to the case of D2-instantons)

\[
W = \exp \left( -V_{D2} + 2\pi i \int_{\pi_{D2}} C_3 \frac{\text{Pfaff}(D_F)}{\sqrt{\text{det}(D_B)}} \right) \tag{5.16}
\]

for the D-instanton induced superpotential derived via a physical gauge approach. The exponential factor in \[5.16\] is clearly equal to \[5.2\] and, as was already mentioned, is represented by \( \exp(D_{D2}^{vac}) \) in the CFT approach. The second factor in \[5.16\] is a quotient of a one-loop Pfaffian and the square root of a one-loop determinant and captures the one-loop fluctuations of massive modes around the instanton solution. In the CFT approach, these one-loop fluctuations are encoded
\[
\exp(M_{\text{vac}}^{D_{2}} + \sum_a A_{D_{2}, D_6}^{\text{vac}}) \text{ in (5.15)} \text{ corresponds to the Pfaffian/determinant factor in (5.16). Note that also here, the zero modes are not included in the one-loop contribution, supporting the aforementioned idea that they should not appear in the annulus and Moebius strip diagrams. When computing the latter, it turns out [103, 104, 105] that they can only reproduce the absolute value of the Pfaffian/determinant factor, but not the phase. This is presumably related to the ill-definedness of the one-loop CFT amplitude in the Ramond sector with a \((-1)^F\) insertion [106], where \(F\) is the world-sheet fermion number. The reason for this ill-definedness is a bosonic superghost zero mode.}
\]

As the partition functions described in section 3.4, the annulus and Moebius strip diagrams appearing in (5.15) are a product of three individual CFT amplitudes. The three CFTs are again the ghost/superghost CFT, the CFT of four free bosons and fermions describing the propagation of a superstring in flat four-dimensional space and the internal CFT. The amplitudes in the ghost and free boson/fermion CFTs are universal for the annulus and Moebius strip diagrams. So one can write the full amplitudes in terms of the amplitude \(A_{D_{2}, a}^{\text{int}}[\alpha\beta]\) in the internal CFT as

\[
A_{D_{2}, D_6}^{\text{vac}} = \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{\alpha+\beta} \frac{\vartheta_{[\beta+1/2]}(0)^2}{\vartheta_{[1/2]}(0)^2} \frac{\eta^3}{\vartheta_{[\beta]}(0)} A_{D_{2}, a}^{\text{int}}[\alpha\beta] \tag{5.17}
\]

\[
= \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{\alpha+\beta} \frac{\vartheta_{[\alpha\beta]}(0)}{\eta^3} A_{D_{2}, a}^{\text{int}}[\alpha\beta]. \tag{5.18}
\]

In deriving the second line from the first, theta function identities as well as the fact that the instanton and the brane are mutually BPS have been used. The latter implies

\[
\sum_{\alpha, \beta} (-1)^{\alpha+\beta} \vartheta_{[\beta]}(0)^2 A_{D_{2}, a}^{\text{int}}[\alpha\beta] = 0. \tag{5.19}
\]

Analogously, the Moebius strip diagrams can be written

\[
M_{D_{2}}^{\text{vac}} = \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{\alpha+\beta} \frac{\vartheta_{[\beta+1/2]}(0)^2}{\vartheta_{[1/2]}(0)^2} \frac{\eta^3}{\vartheta_{[\beta]}(0)} M_{D_{2}}^{\text{int}}[\alpha\beta] \tag{5.20}
\]

\[
= \int_0^\infty dl \sum_{\alpha, \beta} (-1)^{\alpha+\beta} \frac{\vartheta_{[\alpha\beta]}(0)}{\eta^3} M_{D_{2}}^{\text{int}}[\alpha\beta]. \tag{5.21}
\]

with \(M_{D_{2}}^{\text{int}}[\alpha\beta]\) the amplitude in the internal CFT. Note that the above expressions still contain the effects of the massless modes which have to be removed before
the former can be inserted in (5.15). The aforementioned ill-definedness of certain terms in the one-loop diagrams can be seen in (5.17) and (5.20). In the summand with the odd spin structure \((\alpha, \beta) = (1/2, 1/2)\) one formally divides by \(\vartheta^{[1/2]} = 0\). The procedure that will be adopted in the following is not to include this summand. The phase of the superpotential can later be determined by requiring holomorphy and analytically continuing the resulting expressions.

### 5.5 Holomorphy of the superpotential

There is an interesting relation between the exponent in (5.15) and the gauge coupling on a fictitious D6-brane that would wrap the cycle the instanton wraps or that, in more abstract CFT terms, would be described by the same boundary state in the internal CFT. By comparing (5.2) and (3.22) one sees that the complexified tree level gauge coupling on this fictitious D6-brane is proportional to the instanton action \(S_{D2} = -D_{vac}^{D2}\). If one interprets the annulus and Moebius strip diagrams in the exponent of (5.15) as the one-loop correction to the instanton action, i.e.

\[
4\pi^2 S_{D2}^{1-loop} = -M_{D2}^{vac} - \sum_a A_{D2,D6a}^{vac},
\]

then (5.18), (5.21), (4.1) and (4.5) imply that the latter is equal to the one-loop correction to the gauge coupling on the fictitious D6-brane [107, 103].

This equality directly leads to the following observation: The quantity \(S_{D2}^{1-loop}\) just defined appears in a correlation function (5.15) that is supposed to be encoded in a superpotential in the low energy effective theory. It was just argued to be equal to one-loop corrections to gauge coupling constants, which, as was observed in chapter 4, depend non-holomorphically on the moduli. So a priori it does not seem possible to encode the correlator (5.15), in which the non-holomorphic quantity \(S_{D2}^{1-loop}\) appears, in a superpotential, which by definition is holomorphic. The solution to this puzzle [64, 108] turns out to be that the non-holomorphic terms cancel against other non-holomorphic terms in (5.15). The way this cancellation occurs is quite similar to the relation between the one-loop gauge threshold corrections and the holomorphic gauge kinetic function discussed in section 4.2.

The crucial formula that allows one to disentangle the holomorphic and non-holomorphic terms in the gauge threshold corrections is (4.27). The equality of the latter and the one-loop corrections to the instanton action suggests writing down a similar formula for \(S_{D2}^{1-loop}\). (4.27) is to be understood recursively, so the one-loop gauge threshold corrections can be written

\[
16\pi^2 \left( g_a^{1-loop} \right)^{-2} (\mu^2) = 16\pi^2 \text{Im}(f_a^{1-loop}) + b_a \ln \frac{A^2}{\mu^2} + c_a K^{tree}
\]
\[ +2T_a(adj) \ln \left( g_a^{\text{tree}} \right)^{-2} - 2 \sum_r T_a(r) \ln \det K_r^{ab,\text{tree}}(\mu^2). \]  

(5.23)

Some of the terms in (5.23) need to be reinterpreted in the case of the instanton action. \( f_a^{1\text{-loop}} \) will be replaced by a quantity which one could call the holomorphic one-loop correction to the instanton action and which can appear in the superpotential. The beta function coefficient \( b_a \) as well as the constant \( c_a \) depend on how many chiral superfields are charged under the gauge group whose associated gauge coupling one computes corrections to and which representations they transform in. They therefore have to be replaced by quantities that are determined by the number and type of instanton zero modes. The quantity \( (g_a^{\text{tree}})^{-2} \) in (5.23) clearly corresponds to the tree-level instanton action. Finally, instead of the charged matter field Kaehler metric \( K_r^{ab,\text{tree}} \) something like a Kaehler metric for instanton zero modes has to appear in the formula for \( S_{D^2}^{1\text{-loop}} \). Of course, it is not clear a priori what this could be. As one is interested in the moduli dependence of this quantity and this dependence comes solely from the internal CFT, in which the instanton enters just as any ordinary space-filling D-brane, one can define this instanton zero mode Kaehler metric \( K_r^{D^2,\text{tree}} \) to be the Kaehler metric of fictitious charged matter that would arise from open strings between the space-filling D-branes that actually exist in the model and a fictitious space-filling D-brane that would be identical to the instanton in the internal CFT.

It was mentioned in section 4 that there are in general divergences in the string theory expressions (4.4) and (4.5) due to massless open string modes. As explained, the divergence should be replaced by a term that encodes the running of the gauge coupling, i.e. \( b_a \ln \Lambda^2 / \mu^2 \) on the RHS of (5.23). The same divergence also appears in (5.18) and (5.21), but in this case it is due to instanton zero modes. It was argued above that these zero modes should not be included when computing the one-loop diagrams in the exponent in (5.15). A term corresponding to the one with prefactor \( b_a \) will therefore not appear in the formula for \( S_{D^2}^{1\text{-loop}} \).

Focusing as before on the case of an instanton with only charged zero modes, which transform in the fundamental representation of the gauge group on the instanton worldvolume, in addition to the universal four bosonic and two fermionic ones, the formula relating the one-loop correction of the instanton action to its holomorphic part is

\[ 16\pi^2 S_{D^2}^{1\text{-loop}} = 16\pi^2 \text{Im}(S_{D^2}^{\text{holo,1-loop}}) + c_{D2} K^{\text{tree}}_{D^2} \]
\[ - 4 \ln \text{Re}(S_{D^2}^{\text{tree}}) - 2 \ln \det K_{D^2}^{\text{tree}}, \]  

(5.24)

where \( c_{D2} = N_f - x \) with \( N_f \) the number of fermionic zero modes and \( x \) a number that can be determined by explicitly computing the Moebius strip diagram.
To proceed further, one notices that a physical, on-shell correlation function
\[
\langle \prod_i \chi_i(x_i) \rangle \quad (5.25)
\]
of a certain number of charged matter fields \( \chi_i(x_i) \) computed in a supergravity theory is not just given by the prefactor of the product of these fields in the superpotential, even if the coupling in principle arises from the latter. The reason is that the fields in a supergravity action are usually not canonically normalised. The correlation function depends on the Kaehler potential \( K \), the Kaehler metrics \( K_{\chi_i} \) of the charged matter fields and the superpotential coefficient \( W_{\Pi_i \chi_i} \), which encodes the coupling of the fields \( \chi_i \), as follows \([109, 47, 49, 110]\):
\[
\langle \prod_i \chi_i(x_i) \rangle = \exp\left(\frac{K}{2}\right)W_{\Pi_i \chi_i} \sqrt{\prod_i K_{\chi_i}} \quad (5.26)
\]
The correlation functions one computes in string theory using CFT are physical quantities, so that in order to extract the superpotential from such a correlator one must know the Kaehler potential and Kaehler metrics and use (5.26). Note that this is true for any correlation function, not just those discussed in this chapter, which arise in an instanton background.

Not only the full spacetime correlator on the LHS of (5.15) is of the form (5.26), but also the individual CFT disc amplitudes on the RHS, which are responsible for the absorption of zero modes. This is because they are CFT correlators that in the internal CFT are identical to correlators which involve just charged matter fields and which are encoded in the tree-level superpotential (and, in this context, the Kaehler potential and Kaehler metric) of the low energy effective action. They therefore have the same moduli dependence and are to be disentangled according to (5.26) into holomorphic superpotential parts and non-holomorphic Kaehler potential/Kaehler metric parts.

So the disc correlators \( D(\lambda, \lambda, \phi_i) \) in (5.15) can be written in the form (5.26) using the aforementioned Kaehler metric for charged zero modes as
\[
D(\lambda, \lambda, \phi_i) = \frac{\exp(K/2)W_{\lambda \lambda \Pi_i \phi_i}}{\sqrt{K_\lambda K_\lambda \prod_i K_{\phi_i}}} \quad (5.27)
\]
with \( W_{\lambda \lambda \Pi_i \phi_i} \) a holomorphic function of the moduli.

In order to determine the form of \( D(\theta^a, \lambda, \lambda, \psi_{\alpha}, \phi_i) \) one has to note that the zero modes \( \theta^a \) correspond to gauginos in terms of fields on ordinary D-branes. In contradistinction to charged matter fields, which are rescaled by a square root of their Kaehler metric, gauginos have to be rescaled by the square root of the imaginary part of the gauge kinetic function in order to render them canonically
normalised. As the gauge kinetic function corresponds to the instanton action, \( \sqrt{\text{Re}(S_{D2}^{\text{tree}})} \) should appear in a formula for \( D(\theta^\alpha, \lambda, \lambda, \psi_\alpha, \phi_i) \) that is analogous to (5.26) or (5.27). Other than that, this disc diagram does not really correspond to a superpotential coupling due to the appearance of a gaugino-like mode, but is related by supersymmetry to the disc diagram in (5.27) so one expects that

\[
D(\theta^\alpha, \lambda, \lambda, \psi_\alpha, \phi_i) = \frac{\exp(K/2)W_{\theta^\alpha \lambda \lambda \psi_\alpha \Pi_i \phi_i}}{\sqrt{\text{Re}(S_{D2}^{\text{tree}})K_\lambda K_\lambda K_\psi \prod_i K_{\phi_i}}}, \tag{5.28}
\]

where \( W_{\theta^\alpha \lambda \lambda \psi_\alpha \Pi_i \phi_i} \) is holomorphic.

One can now put everything together, i.e. insert (5.22), (5.24), (5.27) and (5.28) into (5.15). Using \( \prod_{i=1}^{N_f} \sqrt{K_\lambda} = \sqrt{\det(K_\lambda)} \) and reinstating the imaginary part of the holomorphic one-loop correction to the instanton action one finds

\[
\langle \psi_1(x_1) \psi_2(x_2) \prod_{i=3}^{N} \phi_i(x_i) \rangle = \sum_{\text{conf}} \frac{\exp(xK/4) \left( \prod W_{\lambda \lambda \Pi_i \phi_i} \right) \left( \prod_{\alpha=1}^{2} W_{\theta^\alpha \lambda \lambda \psi_\alpha \Pi_i \phi_i} \right)}{\sqrt{\prod_i K_{\phi_i} \prod_{\alpha=1}^{2} K_{\psi_\alpha}}} \times \exp \left( -S_{D2} - 4\pi^2 S_{D2}^{\text{holo,1-loop}} \right), \tag{5.29}
\]

which is of the form (5.26) if \( x = 2 \). This is thus a consistency condition.

In summary, although the various CFT amplitudes that appear in (5.15) depend non-holomorphically on the moduli, the non-holomorphic terms partly cancel, partly rearrange so as to yield a result that is in agreement with the holomorphy of the superpotential. Note that this only happens if precisely two fermionic zero modes are absorbed with one disc diagram.
Chapter 6

Applying the D-instanton calculus: The ADS superpotential

The instanton calculus described in the previous chapter cannot be derived from first principles. Quite a bit of guesswork went into setting it up, so it is crucial to test it, e.g. by using it to rederive known results. Therefore, it will now be applied to a certain D-instanton, one which realises a gauge instanton, in a D-brane realisation of an SQCD theory with gauge group $SU(N_c)$ and $N_c - 1$ flavours. It can be shown that that gauge instanton generates the so-called ADS-superpotential [111, 112].

In field theory, it can be computed in a semiclassical approximation to the path integral. The fields are expanded around a particular instanton solution, i.e. a topologically non-trivial field configuration solving the Euclidean Yang-Mills equations, and the path integral is evaluated in a one-loop approximation. As string theory can be approximated by field theory at low energies and the ADS superpotential has implications for the low-energy physics, one expects that it can also be obtained from string theory. The first thing to observe when trying to show this is that a (zero size) gauge instanton is realised in string theory by a D(p-4)-brane inside a stack of Dp-branes [113, 114, 115, 116, 83]. The position of the D(p-4)-brane coincides with the core of the gauge instanton in the field theory on the Dp-branes. The effect of such a D-brane instanton cannot be computed as straightforwardly as that of a gauge instanton, as there is no such thing as a (spacetime) path integral for string theory. But the D-instanton calculus presented in the previous chapter is applicable to D-brane instantons realising gauge theory instantons and can thus be used to rederive the ADS-superpotential [103, 86, 87, 117].
6.1 Engineering SQCD

The first step in reproducing the ADS superpotential by a D-instanton computation is to engineer the SQCD gauge theory in a D-brane setup [118, 119]. This shall here be done in the framework of intersecting D6-brane models on Calabi-Yau manifolds, which were discussed in section 3.1. One considers a stack \( c \) of \( N_c \) D6-branes wrapping a special Lagrangian three-cycle in some Calabi-Yau manifold. This setup leads to a \( U(N_c) \) gauge theory, but the diagonal \( U(1) \) factor of this gauge group decouples at low energies, such that one ends up with the required group \( SU(N_c) \). In order to decouple the gravitational modes, one needs to take a limit in which the volume of the Calabi-Yau manifold becomes infinitely large. One must ensure that, when taking this limit, the volume \( V_c \) of the three-cycle wrapped by the stack \( c \) remains finite such that the gauge coupling does not vanish. Furthermore, reproducing SQCD requires taking the field theory limit, i.e. \( \alpha' \to 0 \). In addition, one has to make sure that the matter content of the theory is that of SQCD. This means that there must not be any chiral multiplets in the adjoint representation of the gauge group which implies that the three-cycle wrapped by the stack \( c \) must be rigid. As was already mentioned, the ADS superpotential is generated by a gauge instanton iff there are \( N_c - 1 \) flavours, i.e. \( N_c - 1 \) chiral multiplets \( \Phi_{cf}, c \in \{1, ..., N_c\}, f \in \{1, ..., N_c - 1\} \); transforming in the fundamental representation of the gauge group and \( N_c - 1 \) chiral multiplets \( \tilde{\Phi}_{ca}, c \in \{1, ..., N_c\}, a \in \{1, ..., N_c - 1\} \); transforming in the antifundamental representation of the gauge group. Such fields arise in intersecting D-brane models from strings stretching between the stack \( c \) and a different stack of branes. This means that one has to introduce two further stacks of branes, denoted \( f \) and \( a \) in the following and consisting of \( N_c - 1 \) branes each. The intersections of \( f \) and \( a \) with \( c \) have to be oriented differently such that the strings between \( f \) and \( c \) transform in the fundamental representation and those between \( a \) and \( c \) in the antifundamental representation of \( SU(N_c) \). There are also gauge theories on the stacks \( a \) and \( f \). Reproducing just SQCD means that they have to decouple. To achieve this one has to take the infinite volume limit of the Calabi-Yau manifold in such a way that the volumes \( V_a \) and \( V_f \) of the cycles wrapped by \( a \) and \( f \) tend to infinity.

Summarising, an SQCD theory with gauge group \( SU(N_c) \) and \( N_c - 1 \) flavours can be obtained from an intersecting D6-brane model on a Calabi-Yau manifold with three stacks of branes, \( c, f \) and \( a \), by taking the limit

\[
\alpha' \to 0 \\
V_{CY} \to \infty \\
V_f \to \infty \\
V_a \to \infty
\]
The quiver diagram for the SQCD theory with the three stacks of branes and the charged matter fields is given in figure 6.1.

6.2 The relevant instanton

As was already mentioned in the previous chapter, a D2-instanton wrapping the same three-cycle as a space-filling D6-brane is the string theory realisation of a gauge theory instanton. This means that the D-instanton that is expected to reproduce the ADS superpotential is the D2-instanton wrapping the three-cycle that is also wrapped by the stack $c$. According to the analysis of the previous chapter this instanton will have the following zero modes:

There are eight neutral zero modes, four bosonic ones related to broken translational invariance and four fermionic ones related to broken supersymmetries.

In addition, there are $4N_c$ bosonic and $2N_c$ fermionic zero modes from strings stretching between the instanton and the stack $c$. As in the previous section they will be denoted $w^\alpha$, $\bar{w}^{\dot{\alpha}}$, $\mu$ and $\bar{\mu}$, but carry an extra label $c$ which runs from 1 to $N_c$. Finally there are $N_c - 1$ fermionic zero modes $\lambda_f$, $f \in \{1, \ldots, N_c - 1\}$ and $N_c - 1$ fermionic zero modes $\tilde{\lambda}_a$, $a \in \{1, \ldots, N_c - 1\}$. These zero modes are strings with one end on the instanton and one on the stack $f$, or $a$, respectively. The instanton and its charged zero modes are shown in the SQCD quiver depicted in figure 6.1.
The formula (5.15) for a spacetime correlator in a D-instanton background needs to be slightly extended for the case at hand as there are additional zero modes, namely the neutral zero modes $\bar{\tau}^{\bar{a}}$ as well as the bosonic charged zero modes $w^a$ and $\bar{w}^{\bar{a}}$. Also, it is convenient to rewrite it as an explicit integral over all zero modes. This requires that instead of computing a sum over products of disc diagrams one exponentiates the sum of all possible disc diagrams. The Grassmann integration over the fermionic zero modes ensures that each one of them effectively appears precisely once. The integral to be evaluated is

$$\int d^4x d^2\theta d^2\bar{\tau} \prod_{c=1}^{N_c} d^3w_c d^2\mu_c \prod_{i=1}^{N_c-1} d\lambda_i d\bar{\lambda}_i \times \exp \left(D_{D2}^{\text{vac}} + A_{D2}^{\text{vac}} + M_{D2}^{\text{vac}} + \mathcal{L}_{D2-c} + \mathcal{L}_{D2-c-f} + \mathcal{L}_{D2-c-a} \right). \quad (6.2)$$

Some comments on (6.2) are in order. $\mathcal{L}_{D2-c}$ denotes the sum of all disc diagrams with boundary segments on the instanton and the brane stack $c$, $\mathcal{L}_{D2-c-f}$ and $\mathcal{L}_{D2-c-a}$ stand for those with boundary segments on the instanton, brane stack $c$ and brane stack $f$ or $a$. Note that disc diagrams with boundaries only on the instanton and brane stack $f$ or $a$ are not possible due to combinatorics. As was explained in the previous chapter, the massless modes are not to be included when computing $A_{D2}^{\text{vac}}$ and $M_{D2}^{\text{vac}}$. In the present case one has to take the limit (6.1) which means that massive modes are not to be taken into account, too. Therefore one must set $A_{D2}^{\text{vac}} = M_{D2}^{\text{vac}} = 0$ in (6.2). The limit (6.1) also implies that only a subset of all possible disc diagrams contributes to the exponential in (6.2).

It was argued in the previous section that the vacuum disc diagram $D_{D2}^{\text{vac}}$ is equal to (minus) the instanton action $S_{D2}$. The latter is equal to the volume of the three-cycle wrapped by the instanton and the brane stack $c$ and therefore to (the inverse square of) the gauge coupling $g_{SU(N_c)}^{-2}$ of the $SU(N_c)$ gauge theory on brane stack $c$. The factor $\exp \left(D_{D2}^{\text{vac}} \right)$ thus reproduces the factor $\exp \left(-g_{SU(N_c)}^{-2} \right)$ that appears in the gauge instanton computation.

The first step in evaluating (6.2) is to compute $\mathcal{L}_{D2-c}$, $\mathcal{L}_{D2-c-f}$ and $\mathcal{L}_{D2-c-a}$. They consist of disc diagrams involving the charged matter fields $\Phi$, $\tilde{\Phi}$ and the instanton zero modes. The vertex operators for the charged matter fields in the (-1)-ghost picture take the form (3.71)

$$V_{\Phi^c_{\overline{c}f}} = e^{-\phi(z)} e^{ik_n X^\mu(z)} \mathcal{O}_{\overline{c}f,i+1}^{1/2}(z) \quad V_{\Phi^c_{\overline{c}f}} = e^{-\phi(z)} e^{ik_n X^\mu(z)} \mathcal{O}_{\overline{c}f,i-1}^{1/2}(z) \quad (6.3)$$

$$V_{\Phi^a_{ca}} = e^{-\phi(z)} e^{ik_n X^\mu(z)} \mathcal{O}_{ca,i-1}^{1/2}(z) \quad V_{\Phi^a_{ca}} = e^{-\phi(z)} e^{ik_n X^\mu(z)} \mathcal{O}_{ca,i+1}^{1/2}(z). \quad (6.4)$$

The worldsheet-$U(1)$-charge of the vertex operators for $\Phi$ and $\tilde{\Phi}$ is different as these fields transform in conjugate representations of the gauge group. The vertex
operators in the (0)-ghost picture read:

\[ V_{\Phi_{cf}} = e^{ik_\mu X^\mu(z)} \left( i k_\mu \psi^\mu(z) O_{c,f,+1}^{1/2}(z) + O_{c,f}^1(z) \right) \]  
(6.5)

\[ V_{\Phi^*_{cf}} = e^{ik_\mu X^\mu(z)} \left( i k_\mu \psi^\mu(z) O_{c,f,-1}^{1/2}(z) + O_{c,f}^1(z) \right) \]  
(6.6)

\[ V_{\Phi_{ca}} = e^{ik_\mu X^\mu(z)} \left( i k_\mu \psi^\mu(z) O_{c,a,-1}^{1/2}(z) + O_{c,a}^1(z) \right) \]  
(6.7)

\[ V_{\Phi^*_{ca}} = e^{ik_\mu X^\mu(z)} \left( i k_\mu \psi^\mu(z) O_{c,a,+1}^{1/2}(z) + O_{c,a}^1(z) \right) \]  
(6.8)

The vertex operators for the neutral zero modes \( x, \theta, \bar{\tau} \) were given in (5.3) and (5.4), those for the charged zero modes \( w^\dot{\alpha} \) and \( \mu \) in (5.6) and (5.7). The vertex operators for the zero modes \( \lambda_f \) and \( \tilde{\lambda}_a \) are

\[ V_{\lambda_f} = e^{-\phi(z)/2} \prod_{\mu=0}^{3} T_{X^\mu(z)} O_{c,f,+1/2}^{3/8}(z) \]  
(6.9)

\[ V_{\tilde{\lambda}_a} = e^{-\phi(z)/2} \prod_{\mu=0}^{3} T_{X^\mu(z)} O_{c,a,+1/2}^{3/8}(z). \]  
(6.10)

As the instanton and the brane stack \( c \) are described by the same boundary state in the internal CFT, the operators \( O_{c,f,-1/2}^{3/8}(z) \) and \( O_{c,a,+1/2}^{3/8}(z) \) also appear in the vertex operators of the chiral fermions that are the superpartners of \( \Phi \) and \( \tilde{\Phi} \), hence the label \( c \).

### 6.3 Computing the disc diagrams

The relevant disc diagrams will now be computed. From the quiver diagram \[6.1\] one can read off which correlators of instanton zero modes and/or charged matter fields are allowed by boundary combinatorics. Further important selection rules come from \( U(1) \)-worldsheet charge conservation.

One starts by considering the disc diagrams involving only instanton zero modes. These are the diagrams relevant for \( \mathcal{L}_{D2-c} \). It turns out [100] that they reproduce the ADHM constraints [120, 83, 121], which appear in the gauge instanton computation. In order for this to happen, one has to rescale the zero modes in a particular way [100] and take the limit (6.1). Finally, \( \mathcal{L}_{D2-c} \) becomes

\[ \mathcal{L}_{D2-c} = \bar{\tau}_\dot{\alpha} \left( w_{c \dot{\alpha}} \bar{\mu}_c + \bar{w}_{c \dot{\alpha}} \mu_c \right) + i D^i \bar{w}_{c \dot{\alpha}} w_{c \beta} (\tau^i)_{\dot{\alpha} \beta}, \]  
(6.11)

where the \( \tau^i \) are the Pauli matrices, \( D^i \) are auxiliary fields that need to be integrated over and summation over repeated indices is understood. Exponentiating
\( \mathcal{L}_{D^2-c} \) and integrating over \( D^i \) and \( \bar{\tau}_a \) yields
\[
\int d^3 D d^2 \bar{\tau} \exp(\mathcal{L}_{D^2-c}) = \prod_{i=1}^{3} \delta\left( w_c^\alpha w_{\bar{c}}^\beta (\tau^i)_{\alpha\bar{\beta}} \right) \prod_{\tilde{a}=1}^{2} \delta\left( w_{\bar{c}}^\alpha \bar{\mu}_c + w_c^\beta \mu_{\bar{c}} \right),
\]
\( i.e. \) delta-functions incorporating the bosonic and fermionic ADHM constraints. The bosonic ones can be interpreted as the D- and F-term constraints ensuring supersymmetry on the worldvolume of the instanton.

Next, the disc diagrams involving charged matter fields and charged fermionic instanton zero modes will be determined \[122\]. One such diagram is the three-point function
\[
\langle \Phi^*_{cf} \lambda_f \mu_c \rangle
\]
which can be computed using the correlators \( \langle z_{ij} = z_i - z_j \rangle \)
\[
\langle \prod_{\mu=0}^{3} T_{X^\mu}(z_1) T_{X^\mu}(z_2) \rangle = z_{12}^{-1/2},
\]
\[
\langle e^{-\phi(z_1)} e^{-\phi(z_2)/2} e^{-\phi(z_1)/2} \rangle = z_{12}^{-1/2} z_{13}^{-1/2} z_{23}^{-1/4},
\]
\[
\langle O^{1/2}_{cf,-1}(z_2) O^{1/2}_{cf,+1}(z_3) \rangle = z_{23}^{-1},
\]
\[
\langle e^{-\phi(z_1)} e^{-\phi(z_1)} \rangle = z_{14}^{-1},
\]
\[
\langle S(\bar{z}_1) S(\bar{z}_4) \rangle = -e^{\bar{\delta}_4} z_{12}^{-1/2},
\]
\[
-2\langle \bar{\delta}_4(\bar{z}_1) \bar{\psi}^\mu(z_2) \bar{\psi}^\mu(z_3) \bar{\psi}^\delta(\bar{z}_4) \rangle = (\bar{\delta}_4)_{\bar{\mu}}^{\bar{\nu} \bar{\alpha}} z_{14}^{1/2} z_{13}^{-1/2} z_{24}^{-1/2} z_{12}^{-1/2} z_{34}^{-1/2},
\]
\[
+\bar{\delta}_4^\mu \epsilon^{\bar{\beta}_4}(z_{12} z_{34} + z_{13} z_{24}) z_{23}^{-1/2} z_{14}^{-1/2} z_{13}^{-1/2} z_{24}^{-1/2} z_{12}^{-1/2} z_{34}^{-1/2},
\]
\[
\langle (\Pi_{\mu=0} T_{X^\mu}(z_1)) e^{i k_4^a X^\mu(z_2)} e^{i k_4^a X^\mu(z_3)} (\Pi_{\mu=0} T_{X^\nu}(z_4)) \rangle
\]
Finally, also the disc diagrams with insertions of charged bosonic zero modes and matter fields have to be computed. One such diagram is the four-point amplitude
\[
\langle \bar{\psi}^\alpha_{cf} \Phi^*_{cf} \phi_{cf} \psi_{cf} \rangle.
\]
The last correlator can be determined from the two point function \[27\]
\[
\langle X^\mu(z_2)X^\nu(z_3) \rangle_T = -\delta^{\mu\nu} \ln \frac{z_2 - z_3}{(\sqrt{z_2} + \sqrt{z_3})^2}
\] (6.26)
in the \(Z_2\)-twisted sector of the free boson and the result is:
\[
\langle (\Pi_{\mu=0}^3 T X^\mu(z_1)) e^{i k^\mu X^\mu(z_2)} e^{i k^\nu X^\nu(z_3)} (\Pi_{\mu=0}^3 T X^\mu(z_4)) \rangle
\]
\[
= z_1^{-1/2} \left( \frac{z_2 - z_3}{(\sqrt{z_2} + \sqrt{z_3})^2} \right)^{-1} \left( k^\mu + k^\nu \right) \delta(k^\mu + k^\nu) \] (6.28)
Putting everything together, letting \(z_1 \to \infty\), \(z_2 = 1\), \(z_4 = 0\) and substituting \(x^2 = z_3\) one finds
\[
\langle \bar{w}_c \tilde{\Phi}^*_{cf} \Phi_{cf} w^\alpha_c \rangle = e^{\bar{\beta} \bar{\alpha}} \int_0^1 dx \frac{(1 + x)(k^\mu)^2 - 2}{(1 - x)(k^\mu)^2 + 2} (2x + (k^\Phi)^2(x^2 + 1)).
\] (6.29)
The integral converges for \((k^\Phi)^2 < -1\) and is defined by analytic continuation for other values of \(k^\Phi\) \[70\]. This means that
\[
\langle \bar{w}_c \tilde{\Phi}^*_{cf} \Phi_{cf} w^\alpha_c \rangle = -\frac{e^{\bar{\beta} \bar{\alpha}}}{2}.
\] (6.30)
The four-point amplitude \(\langle \bar{w}_c \tilde{\Phi}^*_{cf} \Phi_{cf} w^\alpha_c \rangle\) can be computed analogously and one concludes that
\[
\mathcal{L}_{D2-c-f} + \mathcal{L}_{D2-c-a} = -\bar{w}_c \tilde{\Phi}_{cf}^* \Phi_{cf} w_{\bar{\alpha}c} - \bar{w}_c \tilde{\Phi}_{ca}^* \Phi_{ca}^* w_{\bar{\alpha}c} + \ldots.
\] (6.31)
There can in principle be non-vanishing disc diagrams with more insertions of matter fields but they vanish in the limit \(6.1\). Furthermore, as argued in the previous chapter, precisely two fermionic zero modes should appear on each disc diagram. The same is true for bosonic zero modes. Therefore one must use
\[
\mathcal{L}_{D2-c-f} + \mathcal{L}_{D2-c-a} = \Phi_{cf}^* \lambda_{cf} + \tilde{\Phi}_{ca}^* \lambda_{ca}^* \mu_c
\]
\[-\bar{w}_c \tilde{\Phi}_{cf}^* \Phi_{cf} w_{\bar{\alpha}c} - \bar{w}_c \tilde{\Phi}_{ca}^* \Phi_{ca}^* w_{\bar{\alpha}c}
\] (6.32)
in \(6.2\).

### 6.4 Zero mode integration

The integral to be evaluated becomes
\[
\int d^4x d^2\theta d^2\tau d^3D \prod_{c=1}^{N_c} d^4w_c d^2\mu_c \prod_{i=1}^{N_{\lambda}} d\lambda_i d\bar{\lambda}_i \times
\]
\[
\exp \left( D_{D2}^{\text{vac}} + \mathcal{L}_{D2-c} + \mathcal{L}_{D2-c-f} + \mathcal{L}_{D2-c-a} \right)
\] (6.33)
with $\mathcal{L}_{D2-c}$ given in (6.11) and $\mathcal{L}_{D2-c-f} + \mathcal{L}_{D2-c-a}$ in (6.32). The charged matter fields appearing in these expressions should be thought of as their vacuum expectation values.

The first step in evaluating (6.33) is to perform the fermionic integral. One finds:

$$
\int d^{2}\bar{\tau}N c \prod_{c=1}^{N_{c}-1}d\lambda_{c}d\bar{\lambda}_{c} \exp \left( \bar{\tau}_{\alpha} \left( w_{\alpha c}^{\dagger} \tilde{\mu}_{c} + \tilde{w}_{\alpha c} \mu_{c} \right) + \Phi_{cf}^{*} \lambda f \mu_{c} + \Phi_{ca}^{*} \bar{\mu}_{c} \lambda_{a} \right) \\
= \sum_{c,c'=1}^{N_{c}} (-1)^{c+c'} \bar{w}_{c}^{\dagger} w_{c'}^{\dagger} w_{c} w_{c'} \det \left( \left[ \Phi_{df}^{*} \tilde{\Phi}_{d'f}^{*} \right]_{cc'}' \right) \tag{6.34}
$$

In this expression $\Phi_{df}^{*} \tilde{\Phi}_{d'f}^{*}$ is an $N_{c} \times N_{c}$ matrix and $(\Phi_{df}^{*} \tilde{\Phi}_{d'f}^{*})'_{cc'}$ an $(N_{c}-1) \times (N_{c}-1)$ matrix obtained from $\Phi_{df}^{*} \tilde{\Phi}_{d'f}^{*}$ by deleting the $c$'th row and $c'$'th column. Note here that the fermionic integral leads to the fact that a superpotential is only generated if there are precisely $N_{c} - 1$ flavours. It otherwise gives zero.

The next step is to evaluate the integral over the bosonic zero modes. After regularising it by adding the term $\epsilon \bar{w}_{c}^{\dagger} w_{c}$ in the exponent it becomes

$$
\int \prod_{c=1}^{N_{c}} d^{4}w_{c} \bar{w}_{c} w_{c} \exp \left( iD^{i} \bar{w}_{c}^{\dagger} w_{c}^{\dagger} \tau^{i} - \bar{w}_{c}^{\dagger} w_{c} M_{cc'} \right) \tag{6.35}
$$

$$
= \frac{M'_{cd} ((M^{2} + D^{2})^{-1})'_{dd'}}{\det(M^{2} + D^{2})}, \tag{6.36}
$$

where $M_{cc'} = \Phi_{cf}^{*} \Phi_{c'f} + \Phi_{ca}^{*} \Phi_{c'a} + \epsilon \delta_{cc'}$ and $D^{2} = \sum_{i} (D^{i})^{2}$. The final integral over $D^{i}$ can be performed after using the D-flatness condition $\Phi_{cf} = \Phi_{c'f}^{*}$ [124]. This is justified as the instanton calculus is only valid for BPS-instantons in supersymmetric configurations. Letting $\epsilon \to 0$, one recovers the ADS superpotential

$$
\int d^{4}xd^{2}\theta \frac{\exp \left( -g_{SU(N_{c})}^{-2} \right)}{\det_{fa} \Phi_{cf} \Phi_{ca}}. \tag{6.37}
$$

Note that no non-holomorphic terms stemming from non-canonical Kaehler potentials have to be dealt with as the field theory limit had been taken. In conclusion, the ADS superpotential can be obtained using the D-instanton calculus described in the previous chapter. However, the limit (6.11) had to be taken which means that there will be corrections to the field theory result if an ADS-like superpotential is generated by a D-instanton in a full globally consistent string theory model.

Interestingly, it turns out that in string theory, a D-instanton wrapping a cycle that is wrapped by only one brane (i.e. $N = 1$ in the setup considered above) can
generate a superpotential \[125, 97, 126\], although there is no gauge theory interpretation of this D-instanton, as a \(U(1)\) gauge theory does not admit topologically non-trivial solutions.

### 6.5 Other gauge groups

In theories with gauge groups other than \(SU(N_c)\), gauge instantons generate superpotentials, too. Examples are \(USp(2N_c)\) and \(O(N_c)\). It shall be sketched in the following that these superpotentials can also be recovered in a D-instanton computation.

In order to engineer a theory with unitary symplectic or orthogonal gauge group one considers an orientifold of a Calabi-Yau compactification and wraps a stack \(c\) of \(N_c\) D6-branes on a three-cycle of the internal manifold which is invariant under the antiholomorphic involution that is part of the orientifold projection. The precise form of the latter determines whether the gauge group on the worldvolume of the brane is unitary symplectic or orthogonal. Absence of chiral multiplets transforming in the adjoint representation again requires the three-cycle to be rigid. The relevant D-instanton is once more one that wraps the same cycle as the stack \(c\) of space-filling D-branes.

If the gauge group on the D-branes is \(USp(2N_c)\), a superpotential is generated if there are \(2N_c\) flavours \(\Phi_{cf}, c, f \in \{1, \ldots, 2N_c\}\) transforming in the fundamental representation of \(USp(2N_c)\). So one introduces a second stack \(f\) of \(2N_c\) branes which intersects the first one such that the required chiral multiplets arise as strings stretching between the two stacks of branes. The gauge theory on the second stack of branes must again decouple, so the volume of the cycle it wraps must become infinitely large when taking a limit like (6.1).

The gauge group on the instanton in this case is \(O(1)\), so, as discussed in the previous chapter, there are four bosonic and two fermionic neutral zero modes. The fermionic zero modes \(\bar{\tau}^\alpha\) as well as some of the charged zero modes are removed by the orientifold projection. It turns out that \(2N_c\) fermionic zero modes \(\mu_c\) and \(4N_c\) bosonic zero modes \(w^c_{\alpha}, c \in \{1, \ldots, 2N_c\}\), survive in the sector of open strings between stack \(c\) and the instanton. Furthermore, there are \(2N_c\) fermionic zero modes \(\lambda_f, f \in \{1, \ldots, 2N_c\}\) from strings stretching between the instanton and brane stack \(f\). As the zero modes \(\bar{\tau}^\alpha\) are projected out, there are no fermionic ADHM constraints \([127]\). There are also no bosonic ADHM constraints \([127]\). This can be understood from the fact that the gauge theory on the instanton worldvolume is trivial which implies that no D- or F-term constraints arise. The integral to be
evaluated is
\[
\int d^4x d^2\theta \prod_{c=1}^{2N_c} d^2w_c d\mu_c d\lambda_c \exp \left( D^\text{vac}_{D2} + \mu_c \Phi^*_c \lambda_f - w_c^a \Phi^*_c \Phi^*_c w^a \right)
\]
\[
= \int d^4x d^2\theta \exp \left( -g^{-2}_{USp(2N_c)} \right) \frac{\text{det} f_f^\prime \Phi^*_c \Phi^*_c}{\text{det} f_f^\prime},
\] (6.38)

and one recovers the form of the superpotential found in field theory [128].

In the case of an $O(N_c)$ gauge theory on the worldvolume of the branes, $N_c - 3$ flavours $\Phi_{cf}, c \in \{1,...,N_c\}, f \in \{1,...,N_c - 3\}$, are required for a superpotential to be generated by an instanton. Thus one introduces a second stack $f$ of $N_c - 3$ branes. In this case, the gauge group on the instanton worldvolume is $USp(2)$. The zero modes $x^\mu$ and $\theta^\alpha$ transform in the antisymmetric, one-dimensional representation of this group, the zero modes $\bar{\tau}^\alpha_i, i \in \{1,2,3\}$ in the symmetric, three-dimensional representation. This implies that the $3 \times 2 = 6$ fermionic ADHM constraints are reproduced in string theory. There are also $3 \times 3 = 9$ bosonic ADHM constraints, which can again be understood as the D- and F-term supersymmetry conditions on the instanton worldvolume. The charged zero modes transform in the fundamental, two-dimensional representation of $USp(2)$. There are $4N_c$ bosonic zero modes $w^a_{ac}$ and $2N_c$ fermionic zero modes $\mu_{ac}, a \in \{1,2\}, c \in \{1,...,N_c\}$, from strings stretching between the instanton and brane stack $c$ as well as $2(N_c - 3)$ fermionic zero modes $\lambda_{af}, a \in \{1,2\}, f \in \{1,...,N_c - 3\}$, from those stretching between the instanton and stack $f$.

The fermionic integral can be evaluated and can be seen to lead to the requirement of having $N_c - 3$ flavours. The bosonic integral is rather difficult due to the large number of ADHM constraints. Eventually one should recover the superpotential
\[
\int d^4x d^2\theta \exp \left( -g^{-2}_{O(N_c)} \right) \frac{\text{det} f_f^\prime \Phi^*_c \Phi^*_c}{\text{det} f_f^\prime},
\] (6.39)
found in field theory [129].
Chapter 7

D-instanton corrections to the gauge kinetic function

The last two chapters have mainly been concerned with D-instanton corrections to the superpotential. Other quantities in the low energy effective action do however receive such corrections, too. This chapter deals with instanton-induced contributions to the gauge kinetic function [61, 62], which, just as the superpotential, is holomorphic. Its dependence on the modulus chiral superfields is therefore quite restricted which allows setting up an instanton calculus that can actually be used to perform explicit calculations.

7.1 General considerations

Many of the considerations made in the context of the superpotential carry over to the case of the gauge kinetic function. This is true in particular for those concerning charges under global abelian symmetries and those concerning the dependence on the string coupling. Furthermore, it is clear that the instanton zero modes are once more of crucial importance. So in order to determine which instantons correct the gauge kinetic function one starts by thinking about what the zero mode structure of such instantons should look like. Only corrections to the gauge kinetic function not depending on charged matter fields will be considered here, as corrections that do depend on these fields are normally uninteresting in the most common case where the charged matter fields have vanishing vacuum expectation values. This implies that the relevant instantons will not have charged zero modes because, as was argued in chapter 5, these are absorbed by disc diagrams with charged matter fields inserted. The required structure of neutral zero modes is most easily determined by mapping heterotic worldsheet instantons to the D2-instantons discussed here. The map consists of S- and T-dualities. Of course, one
needs to consider heterotic worldsheet instantons which correct the gauge kinetic function \[130\].

Before doing this, it is worth pausing for a moment to discuss in some detail what zero modes of heterotic worldsheet instantons the different kinds of D2-instanton zero modes mentioned in chapter 5 correspond to. Worldsheet instantons of the heterotic string with gauge group \(SO(32)\) are mapped to D1-instantons of the type I string under S-duality. The latter become D2-instantons in type IIA orientifolds under mirror symmetry or T-duality. In compactifications on smooth spaces, all D1-instantons in the type I string have an orthogonal gauge group on their worldvolume. As the gauge group on a D-brane is preserved under the mirror map, one immediately sees that, focusing on the easiest and most relevant case of a single instanton, only D2-instantons with gauge group \(O(1)\) can be mapped directly to heterotic worldsheet instantons.

The distinction between neutral and charged zero modes in the D2-instanton case has a clear analogue in the heterotic string: Neutral fermionic zero modes, arising as strings with both ends on the D-instanton, correspond to zero modes of the fermions of the right moving superstring, and neutral bosonic zero modes to zero modes of the ten free bosons which are the embedding coordinates of the string in spacetime. Charged fermionic zero modes, which are strings with one end on the instanton and the other one on one of the space-filling D-branes, are mapped to zero modes of the left-moving fermions of the heterotic string that are responsible for the gauge degrees of freedom. Given this distinction, one can ask the question what charged bosonic zero modes correspond to. In order to see what happens, one recalls that such modes arise iff the instanton wraps a cycle that is also wrapped by a space-filling D-brane and therefore represents a gauge instanton. Gauge instantons in the heterotic string are not worldsheet instantons. A zero-size gauge instanton in the heterotic \(SO(32)\) theory is a heterotic five-brane \[131\]. Therefore, charged bosonic zero modes do not have an analogue in terms of heterotic worldsheet instanton zero modes.

Summarising the discussion in chapter 5, the neutral zero mode structure of a D2-instanton with gauge group \(O(1)\) is given as follows: There are always the universal four bosonic and two fermionic zero modes which are Goldstone modes associated with broken translation symmetries and supersymmetries. If the three-cycle \(\pi_{D2}\) wrapped by the instanton is not rigid, there will in addition be \(2(b_1(\pi_{D2}) - x)\) fermionic as well as \(2x\) bosonic and \(2x\) fermionic zero modes, where the value of \(x\) depends on how the anti-holomorphic involution, which is part of the orientifold projection, acts on the three-cycle \(\pi_{D2}\). The structure of bosonic and right-moving fermionic zero modes of heterotic worldsheet instantons is rather similar \[130\]. In addition to the universal zero modes, there are \(2p\) bosonic and \(2p\) fermionic as well as \(2g\) fermionic ones, where \(p\) is the number of holomorphic sections of the normal
bundle of the worldsheet in the compactification manifold and \( g \) is the genus of the worldsheet. So when mapping D2-instantons to heterotic worldsheet instantons, \( p \) corresponds to \( x \) and \( g \) corresponds to \((b_1(\pi_{D2}) - x)\).

Corrections to the gauge kinetic function in the heterotic string come from worldsheet instantons which wrap an isolated, i.e. \( p = 0 \) in the notation used above, curve of genus \( g = 1 \) [130]. In view of the above discussion, this means that a D2-instanton can contribute to the gauge kinetic function if it wraps a three-cycle whose first Betti number is one [64], or, in other words, whose moduli space of deformations is one dimensional. Locally, one can introduce a coordinate \( y \) on this moduli space on which the anti-holomorphic involution acts as \( y \rightarrow y \) or \( y \rightarrow -y \).

When the three-cycle is wrapped by a D-brane, the moduli space is complexified due to a Wilson line into a one complex dimensional open string moduli space. Before orientifolding, the instanton has two bosonic and four fermionic neutral zero modes \( y^i, \mu^\alpha \) and \( \bar{\mu}^{\dot{\alpha}} \), \( i, \alpha, \dot{\alpha} \in \{1, 2\} \), with vertex operators (5.5), in addition to the universal ones. Some of these zero modes are removed by the orientifold projection. If the anti-holomorphic involution maps \( y \) to \( y \), it acts on it as on the coordinates in the four-dimensional external space and, just as the zero modes \( x^\mu \) and \( \theta^\alpha \), the zero modes \( y^i \) and \( \bar{\mu}^{\dot{\alpha}} \) survive. If \( y \) is mapped to \( -y \), the zero modes \( \mu^\alpha \) survive. Note that the spacetime chirality of the surviving fermionic zero modes that come with \( y^i \) is different from that of those coming with \( x^\mu \). The reason is that the orientifold projection acts differently on the relevant operators of the internal CFT. According to the above discussion about the relation of heterotic worldsheet instantons and D2-instantons, the relevant D2-instantons are those with one pair of zero modes \( \mu^\alpha \).

Summarising, D2-instantons wrapping a cycle with one deformation which is anti-invariant under the anti-holomorphic involution can correct the gauge kinetic function [64]. Furthermore, in order to ensure the absence of charged zero modes, the cycle should not intersect any cycle wrapped by space-filling branes.

According to the previous discussion, D2-instantons that can correct the gauge kinetic function have four fermionic zero modes. The latter have to be absorbed by inserting their vertex operators in CFT correlators. Furthermore, two gauge boson vertex operators have to be inserted because one is interested in the gauge kinetic function. As the latter is holomorphic, only tree and one-loop diagrams can contribute, in analogy to what happens in the case of the superpotential. A correlator of neutral instanton zero modes and gauge bosons is needed, so the relevant diagram must have boundary segments both on the instanton and on the space-filling D-brane whose gauge kinetic function one is interested in. If the correlator were a disc diagram, vertex operators changing the boundary from the instanton to the space-filling D-brane would be needed. Such vertex operators would be associated to charged zero modes, which are absent. Note here that
massive charged instanton modes, which always exist, cannot be inserted as, having no four-dimensional momentum, they cannot be on-shell and there is thus no vertex operator of the appropriate conformal weight for them. In conclusion, the diagram needed is an annulus diagram

\[
\langle \prod_{\alpha=1}^{2} V_{\theta\alpha} \prod_{\alpha=1}^{2} V_{\mu\alpha} | \prod_{i=1}^{2} V_{\text{gauge boson}} \rangle = \begin{array}{c}
\includegraphics[width=1cm]{annulus_diagram} \\
D_{2} D_{6}
\end{array}
\] (7.1)

with one boundary on the instanton and the fermionic zero modes inserted, and the other boundary on the D-brane with the gauge boson vertex operators inserted.

There is another argument one can give to support the claim that it should be an annulus diagram on which the gauge bosons are inserted and via which the zero modes are absorbed. As the relevant diagram in the heterotic string appears at genus one, i.e., at one loop in the topological expansion, it is reasonable to assume that the relevant diagram in the open string case should also be a one-loop diagram, i.e., an annulus.

Just as the superpotential, the gauge kinetic function has to respect the global abelian symmetries. The absence of charged zero modes implies that the instanton action must be invariant by itself or, in other words, complex structure moduli whose real parts shift under \(U(1)\)-symmetries must not appear in it.

At this point, one can write down a formula for the correlator of two gauge bosons in the instanton background, from which one can extract the corrections to the gauge kinetic function. In analogy to formula (5.15) for contributions to the superpotential, it involves various vacuum diagrams. In addition, the zero mode absorption diagram (7.1) appears:

\[
\langle FF \rangle = \begin{array}{c}
\includegraphics[width=1cm]{annulus_diagram} \\
D_{2} D_{6}
\end{array} \exp \left(D_{D_{2}}^{\text{vac}} + M_{D_{2}}^{\text{vac}} + \sum_{a} A_{D_{2},D_{6a}}^{\text{vac}} \right) (7.2)
\]

Similar to what happens in the case of the superpotential, non-holomorphic terms in the different amplitudes in (7.2) rearrange so as to give a result that is in agreement with the holomorphy of the gauge kinetic function. Using that in this case there are \(N_{f} = 2\) fermionic zero modes (in addition to the universal ones), the \(\mu^\alpha\)'s, and the previous result \(x = 2\) derived in section 5.5, (5.24) becomes

\[
16\pi^{2} S_{D_{2}}^{1-\text{loop}} = 16\pi^{2} \text{Im}(S_{D_{2}}^{\text{holo,1-loop}}) - 4 \ln \text{Re}(S_{D_{2}}^{\text{tree}}) - 2 \ln \det K_{\mu}^{D_{2},\text{tree}}. (7.3)
\]

What is also needed is a formula similar to (5.26) that allows one to disentangle holomorphic and non-holomorphic terms of the diagram in (7.1). Given that the \(\theta^\alpha\)'s are gaugino-like modes, (7.1) is a gauge-kinetic-function- rather than
superpotential-like term. Therefore, the factor \( \exp(K/2) \) of (5.26) will not appear and the required formula is

\[
\langle \prod_{\alpha=1}^{2} V_{\theta^\alpha} \prod_{\alpha=1}^{2} V_{\mu^\alpha} \prod_{i=1}^{2} V_{\text{gauge boson}} \rangle = \frac{\tilde{f}}{\text{Re}(S^{\text{tree}}_{D2} K_{\mu}^{\text{tree}})}
\]  

(7.4)

with \( \tilde{f} \) holomorphic. The two non-holomorphic terms in the second line of (7.3) cancel against the denominator of (7.4), which accounts for the non-canonical normalisation of fields in a supergravity Lagrangian.

The final formula for the D2-instanton induced correction to the gauge kinetic function is:

\[
f^{np} = \tilde{f} \times \exp \left( -S_{D2} - 4\pi^2 S^{\text{holo,1-loop}}_{D2} \right)
\]  

(7.5)

### 7.2 Computation in a concrete model

The next step is to apply the general formulas of the last section to a concrete model [62]. They were derived for type IIA orientifolds with intersecting D6-branes, but very similar formulas hold for type I compactifications. The model that will be considered here is the type I orbifold model discussed in section 3.3. The advantage of this model for the present purpose is that an S-dual heterotic model is known for which the gauge threshold corrections including all worldsheet instanton contributions have been determined in section 4.1.3. So after computing the D-instanton corrections to the gauge kinetic function one can compare the results and thereby test the D-instanton calculus.

#### 7.2.1 The relevant D-instantons

Recall that the compactification space of the type I model of section 3.3 is a shift orbifold of a six-torus with orbifold group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). Due to the orbifolding, it splits into a product of three two-tori. The relevant D-instantons are D1-instantons wrapping one of the three two-tori, which without loss of generality can be taken to be the third torus. In order to get the result for instantons wrapping another torus one only has to exchange some indices in the following formulas. A D1-instanton wrapping the third torus can either be a bulk brane or it can be charged under the twisted sector associated with the orbifold group element \( \Theta'' \). Before orientifolding, a bulk brane has six bosonic open string moduli (not counting the moduli associated with the position of the instanton in the four-dimensional space), four of which describe the position of the instanton on the first two two-tori. The other two are Wilson lines along the two fundamental one-cycles of the third
two-torus. A fractionally charged brane only has the two Wilson line moduli. Its position is fixed. According to the discussion in the previous section, it is therefore clear that the relevant instantons are the fractionally charged branes. As they are charged under only one of the three twisted sectors, they are given by a doublet of two branes, which, due to the shift in the orbifold action, are at different points on the first two two-tori. These two points are mapped to each other by the orbifold group elements $\Theta$ and $\Theta'$. Figure 7.1 illustrates this.

![Diagram](image.png)

**Figure 7.1:** Position of a single $O(1)$ instanton: This $E1$ wraps the third two-torus and is localised on the fixed points $(x_1, x_2) = (0,0), (1/2,0), (x_3, x_4) = (1/4,0), (3/4,0)$ of $\Theta''$.

The neutral zero mode structure of D2-instantons wrapping non-rigid cycles was discussed in section 5.2. Analogously, one finds that there are four fermionic zero modes that come with the Wilson line moduli of the D1-instantons under consideration. The orientifold projection removes two of the fermionic zero modes and truncates the moduli space of Wilson lines to a discrete space that will be parameterised by $\beta$ and $\gamma$. Usually, the discrete Wilson line moduli space that survives the orientifold projection is given by $\beta, \gamma \in \{0, 1/2\}$. In this case, due to the shift included in the orbifold action, it looks a little bit different. The winding numbers in the twisted (closed string) sector associated with $\Theta''$ are of the form (half integer,integer). To see what this implies for the Wilson lines on branes wrapping this torus, one considers the winding mode part

$$\sum_{w_1 \in \mathbb{Z} + \frac{1}{2}} \sum_{w_2 \in \mathbb{Z}} \exp(2\pi i (\beta w_1 + \gamma w_2)) |w_1, w_2\rangle$$

(7.6)

of the twisted sector boundary state describing a brane with Wilson lines $\beta$ and $\gamma$. There are two things to notice from (7.6). First, a state with $\beta = 1/2$ is not invariant under the orientifold projection and therefore not allowed. To see this one has to take into account that the worldsheet parity operator (which is the full orientifold projection operator in this case) maps $|w_1, w_2\rangle$ to $|-w_1, -w_2\rangle$. Second, a state with $\beta = 1$ is not equivalent to a state with $\beta = 0$. In conclusion, the Wilson line moduli space in this case is $\beta, 2\gamma \in \{0, 1\}$. [62].
It was already mentioned that the position on the first two two-tori of the D-instantons under discussion is fixed. There is however a discrete moduli space of possible locations. In terms of the coordinates used in figure 7.1 it is given by $x_2, x_4 \in \{0, 1/2\}$. The contribution of the instantons to the gauge kinetic function does not depend on their position, so in order to account for this moduli space, one just has to multiply the final expression by four.

The annulus and Moebius strip partition functions of the D1-instanton with (discrete) Wilson lines parameterised by $\beta$ and $\gamma$ are

$$A_{D1-D1} = \frac{1}{8} \int_0^\infty \frac{dt}{t} \left[ \vartheta_1^4 - \vartheta_2^4 - \vartheta_3^4 - \vartheta_4^4 \Lambda_3^M[0, 0, 0] \times \right.
\left. \left( \Lambda_1^W[0] \Lambda_2^W[0] + \Lambda_1^W[1/2] \Lambda_2^W[1/2] \right) \right. \left. + 4 \frac{\vartheta_2^2 \vartheta_4^2}{\eta^6} \right] \Lambda_3^M[1/2, 0, 0] \right] \right]$$

$$M_{D1} = -\frac{1}{8} \int_0^\infty \frac{dt}{t} \left[ \frac{\vartheta_2^2 \vartheta_4^2}{\eta^6} \right] \Lambda_1^W[0] \Lambda_2^W[0] + 16 \frac{\vartheta_4^4 - \vartheta_3^4 - \vartheta_2^4 - \vartheta_1^4}{\vartheta_2^4} \Lambda_3^M[1/2, 0, 0] \right] \right]$$

$$A_{D1-D9} = \frac{2 \times 32}{8} \int_0^\infty \frac{dt}{t} \left[ \frac{\vartheta_2^4 - \vartheta_1^4 - \vartheta_3^4 - \vartheta_4^4}{\vartheta_2^4} \Lambda_3^M[0, \beta, \gamma] \right. \left. + \frac{\vartheta_3^2 \vartheta_4^2}{\vartheta_2^4} \right] \Lambda_3^M[1/2, \beta, \gamma] \right]$$

with the momentum and winding sums given in (3.58) and (3.59). If $\beta = \gamma = 0$, there are massless open strings with one end on the D1-instanton and one end on the D9-branes, i.e. charged zero modes. Integration over them makes the amplitude vanish as they cannot be absorbed via disc diagrams due to the lack of charged matter fields. For other values of $\beta$ and $\gamma$, there are no charged zero modes, so there are three different instantons which correct the gauge kinetic function.

### 7.2.2 The one instanton contribution

The leading instanton corrections will now be computed explicitly. According to (7.2) applied to this type I model one has to compute the diagram $D_{1-D9}$ and one has to evaluate the expressions (7.8) and (7.9) for the Moebius strip and annulus diagrams. Note that (7.7) vanishes. As was explained in section 5.4 the Ramond
sector amplitude with a \((-1)^F\) insertion is not to be included when evaluating (7.8) and (7.9). Furthermore, the contribution of the open string zero modes should be removed from (7.8). This is in principle also true for (7.9), but there are no such modes. For the two diagrams one finds:

\[
M'_{D1} = 4 \text{Im}(T^{(3)}) \int_0^\infty dl - 4 \text{Im}(i \ln(U^{(3)})) - \ln(\text{Im}(T^{(3)}) \text{Im}(U^{(3)}))\]  
\[
A_{D1-D9} = -4 \text{Im}(T^{(3)}) \int_0^\infty dl + 16 \text{Im}(i \ln \frac{\theta(1-\beta/2)}{\eta(2 \gamma)}(2U^{(3)}))\]  

(7.10)  

(7.11)

The next step is to evaluate the diagram \(\begin{array}{c}
\includegraphics{D1D9.png}
\end{array}\), where the four insertions on the D1 boundary are the Goldstinos \(\theta^\alpha\) and the Wilson line modulinos \(\mu^\alpha\) and the two insertions on the D9 boundary are gauge bosons. This six point diagram on an annulus is quite hard to compute in CFT. The strategy that will be adopted here \[62\] is to relate \(\begin{array}{c}
\includegraphics{D1D9.png}
\end{array}\) to a diagram that can be computed more easily. The first step in doing so is to replace the boundary on the D9-brane with the two gauge boson vertex operators inserted by a boundary on a fictitious D5-brane instanton that is identical to the D9-brane in the internal space, but pointlike in the four-dimensional external space. By comparing (5.18) with (4.4) one finds that this replacement would be allowed if the other boundary was on a space-filling brane with no insertions, i.e. \(\begin{array}{c}
\includegraphics{D1D9.png}
\end{array}\) = \(\begin{array}{c}
\includegraphics{D1D5.png}
\end{array}\). It was argued \[104\ \[105\] that such a relation should hold more generally, e.g. \(\begin{array}{c}
\includegraphics{D1D9.png}
\end{array}\) = \(\begin{array}{c}
\includegraphics{D5D9.png}
\end{array}\). The next step is to use “T-duality” along the non-compact directions to replace the boundaries on the instantons by boundaries on space-filling D-branes. Of course, T-duality only makes sense for compact directions, but there should nevertheless exist a relation between the CFT amplitudes, namely \(\begin{array}{c}
\includegraphics{D1D9.png}
\end{array}\) = \(\begin{array}{c}
\includegraphics{D5D9.png}
\end{array}\). The four insertions on the boundary of the D1-instanton are Goldstinos and Wilson line modulinos, so the insertions on the boundary of the D5-brane must be gauginos \(\lambda\) and fermions \(\omega\) of Wilson line chiral supermultiplets. The correlator \(\begin{array}{c}
\includegraphics{D5D9.png}
\end{array}\) would come from the term \(L_1 = \frac{\partial^2 f}{\partial w^2} w \omega \lambda \lambda\) contained in the supersymmetric Lagrangian \(L = \int d^2 \theta f(w + \theta \omega + ...) W^2\), where \(W = -i \lambda - (\sigma^{\mu \nu} \theta) F_{\mu \nu} + ...\) is the gauge field strength superfield. \(L\) also contains the term \(L_2 = \frac{\partial^2 f}{\partial w^2} w \omega F^{\mu \nu} F_{\mu \nu}\). Given that, due to supersymmetry, the prefactor \(\frac{\partial^2 f}{\partial w^2}\) in \(L_1\) and \(L_2\) is equal, one concludes that one can replace the gauginos \(\lambda\) and Wilson line modulinos \(\mu\) in \(\begin{array}{c}
\includegraphics{D5D9.png}
\end{array}\) by gauge boson field strengths \(F^{\mu \nu}\) and Wilson line moduli \(w\), i.e. \(\begin{array}{c}
\includegraphics{D5D9.png}
\end{array}\) = \(\begin{array}{c}
\includegraphics{D5F.png}
\end{array}\). The final step is to use the fact that instead of computing the four point function \(\begin{array}{c}
\includegraphics{D5F.png}
\end{array}\) one can compute the two point function \(\begin{array}{c}
\includegraphics{D5.png}
\end{array}\) as a function of the Wilson line \(w\) and take the second
derivative with respect to $w$. In conclusion, one finds the relation \[ \frac{\partial^2}{\partial w^2} D_{D_1}^{(\theta,\theta,\mu,\mu)} (D_9, D_9) = \frac{\partial^2}{\partial w^2} D_{D_5}^{(F,F)} (D_9, D_9). \] (7.12)

The diagram $D_{D_5}^{(F,F)} (D_9, D_9)$ is a diagram that also appears when computing gauge threshold corrections and can therefore be evaluated using the techniques of chapter 4. One finds \[ D_{D_5}^{(F,F)} (D_9, D_9) \propto \text{Im}(\ln (\theta^{(1-\beta)/2} (w, 2U^{(3)}) / \eta(2U^{(3)}))). \] (7.13)

Before using this result in (7.12), recall from section 5.4 that the instantonic one-loop vacuum diagrams are partially ill-defined. The procedure proposed there was to take only the well-defined parts into account when computing them and to promote the resulting imaginary parts of holomorphic functions to the full holomorphic functions. A similar procedure should be applied to $D_{D_1}^{(\theta,\theta,\mu,\mu)} (D_9, D_9)$. So finally one obtains \[ D_{D_1}^{(\theta,\theta,\mu,\mu)} (D_9, D_9) \propto \text{Im}(\ln (\frac{(1-\beta)/2}{1/2-\gamma} \frac{(1-\beta)/2}{1/2-\gamma} \frac{\eta^{16}(2U^{(3)})}{\eta^{16}}). \] (7.14)

This expression is a holomorphic function of the moduli and not of the form (7.4). In fact, this was in some sense to be expected. When relating $D_{D_1}^{(\theta,\theta,\mu,\mu)} (D_9, D_9)$ to $D_{D_5}^{(F,F)} (D_9, D_9)$ the equality of the prefactors of two terms in a supersymmetric Lagrangian was used. It holds for the Lagrangian in the Wilsonian sense, that is a Lagrangian where massless modes have not been integrated out. As the non-holomorphic terms in (7.14) come from massless modes, their effect on the two terms can be different. To correct for this, one recalls that it was shown in the last section that these non-holomorphic terms cancel those appearing in the vacuum Moebius strip diagram. So, what one has to do, is to neglect the term $\ln (\text{Im}(T^{(3)}) \text{Im}(U^{(3)}))$ in (7.10).

Using (7.10), (7.11) and (7.14) in (7.2) and taking into account that the instanton action $S_{D_1} = -D_{D_1}^{\text{vac}}$ is proportional to the complexified worldvolume of the instanton, and therefore to $T^{(3)}$, one finally finds that

$$\langle FF \rangle = \exp (\pi i T^{(3)}) \frac{\partial^\nu \frac{(1-\beta)/2}{1/2-\gamma} \partial^16 \frac{(1-\beta)/2}{1/2-\gamma} \frac{1}{\eta^{16}(2U^{(3)})}}{\eta^{16}(U^{(3)})}.$$

(7.15)

Note that the divergences in (7.10) and (7.11) cancel as expected and that the imaginary parts of holomorphic functions in these formulas have been promoted to full holomorphic functions.
Using $\eta^2(U) = \vartheta_4(2U)\eta(2U)$, summing over the three possibilities for the Wilson lines $\beta$ and $\gamma$ and taking the instantons wrapping the first and the second torus into account as well, the one D-instanton correction to the gauge kinetic function becomes [62]

$$\delta^{1-\text{inst}}f_I = \sum_{i=1}^{3} \exp \left( \pi iT^{(i)} \right) \sum_{a=2}^{4} \frac{\vartheta''_a(\eta^{16})}{\vartheta_\alpha(\eta^{16})} \frac{1}{\vartheta_\alpha^2(\eta^2)(2U^{(i)})}. \quad (7.16)$$

This result precisely matches the leading worldsheet instanton correction to the gauge coupling in the dual heterotic model, i.e. the summand with $p = 2k = 1$, $j = 0$ in (4.23). This agreement should be taken as evidence that the D-instanton calculus for corrections to the gauge kinetic function and in particular (7.12) are correct.

It is worth pointing out that the sum over the spin structures of the left-moving fermions in (4.23) corresponds to the sum over the instantons differing in their discrete Wilson lines in (7.16) [132].

### 7.2.3 Multiply wrapped instantons

It remains to be shown that also the higher order terms in (4.23) can be reproduced by a D-instanton calculation in the type I model. It was argued in similar cases [133, 134] that such terms come from corrections induced by multiply wrapped D-instantons or, equivalently, bound states of several instantons [63, 135, 136]. In the latter description, only certain twisted sectors of the symmetric product orbifold CFT describing the bound state in the infrared contribute and these twisted sectors are essentially equivalent to multiply wrapped instantons. The analysis is easiest in terms of these multiply wrapped instantons so this is the point of view adopted here.

The objects to be considered are thus D1-instantons whose worldvolume is a multiple cover of one of the three two-tori which constitute the compactification space [62]. In other words, the lattice which defines the worldvolume of one of these instantons is a sublattice of the lattice that defines the spacetime two-torus. This is illustrated in figure 7.2.

The way the instanton multiply wraps the spacetime torus can be encoded in three numbers that correspond to $p$, $k$ and $j$ in the heterotic worldsheet instanton sum in (4.23) and that will therefore be denoted by the same letters. From figure 7.2 one can infer that the instanton worldvolume should be describable by effective Kaehler and complex structure moduli $T^{\text{eff}}$ and $U^{\text{eff}}$ that are functions of the two-torus moduli $\text{Im}(T)$ and $U$ as well as $p$, $k$ and $j$. A Comparison of the higher order terms in (4.23) with the expression (7.16) suggests $T^{\text{eff}} = pk\text{Im}(T)$ and $U^{\text{eff}} = (j + pU)/2k$. By analysing which $p$, $k$ and $j$ yield inequivalent wrappings,
Using $T^{\text{eff}} = pk \text{Im}(T)$ and $U^{\text{eff}} = (j + pU)/2k$ in (7.16) to find the contributions of the multiply wrapped instantons does not correctly reproduce the functional form of the heterotic result. What one has to do is the following [62]. First, one notes that (3.65) suggests that the effective complex structure modulus is encoded in

$$ (1, U)A = (A_{11} + A_{21}U, A_{12} + A_{22}U), \quad (7.17) $$

where the matrix $A$ will be (a modularly transformed version) of the form (4.20). It turns out that $U^{\text{eff}} = (A_{12} + A_{22}U)/2(A_{11} + A_{21})$ and that one has to modularly transform $A$ such that $A_{11}$ is half-integer and $A_{12}$ integer before one can apply (7.16) to the multiply wrapped branes whose worldvolume is described by $T^{\text{eff}}$ and $U^{\text{eff}}$.

So if $k$ is half-integer and $j$ is integer, one can directly use (7.16) to reproduce the corresponding terms in (4.23). If both $k$ and $j$ are half-integer, one finds after a modular $T^{-1}$ transformation $U^{\text{eff}} = (j - k + pU)/k$. Inserting this into (7.16) and performing a modular $T$ transformation yields the required result. Finally, if $k$ is integer and $j$ half-integer one has to perform a modular $S$ transformation which results in $U^{\text{eff}} = -k/2(j + pU)$. In analogy to the previous case, one reproduces the corresponding terms in (4.23).

To summarise, the higher order terms in the heterotic worldsheet instanton sum in (4.23) are reproduced in the type I description by multiply wrapped D1-brane instantons. So all the holomorphic parts of the heterotic expression (4.23) can also be computed in the S-dual type I model.
Chapter 8

Poly-instantons

In this chapter, arguments for a new class of instanton corrections [62] in four-dimensional string compactifications will be presented. The observation of an equality of certain terms in gauge kinetic functions and instanton amplitudes will lead to the conjecture that D-instanton actions can receive corrections from other D-instantons. These corrections will be reinterpreted in terms of new contributions to the superpotential and the gauge kinetic function arising through multiple instantons. As these configurations of multiple instantons are different from multi-instantons they will be called poly-instantons [62].

After outlining arguments for poly-instantons, some poly-instanton corrections will be computed for the type I orbifold model described in section 3.3. The general discussion will therefore focus on type I compactifications, but the ideas and results carry over to other orientifold compactifications of type II string theories.

8.1 Arguments for poly-instantons

Consider a supersymmetry preserving compactification of the type I string on some Calabi-Yau manifold or on an orbifold. The model will contain D9-branes with orthogonal and D5-branes with unitary symplectic gauge groups [137]. The instantons of interest here are D1-brane instantons with an orthogonal gauge group on their worldvolume.

Recall from section 5.5 that there is a relation between the action of a D2-instanton and the gauge coupling/gauge kinetic function on a fictitious D6-brane. (A brane which does not exist in the model(s) under consideration, but which is useful to establish relations between certain expressions will be referred to as a fictitious brane in the following.) In analogy, there is a relation between the action $S_{D1}$ of a D1-instanton and the gauge coupling $g_{D5}$ on a fictitious D5-brane that wraps the same cycle in the internal space as the instanton or that is described by
the same boundary state.

More precisely, the tree-level instanton action and the tree-level gauge coupling/gauge kinetic function are both given by dimensionally reducing the Dirac-Born-Infeld and Chern-Simons actions on the same cycle, so one finds:

\[ (g_{D5}^{\text{tree}})^{-2} = \text{Im}(f_{D5}^{\text{tree}}) = \text{Im}(S_{D1}^{\text{tree}}) \]  

\[ f_{D5}^{\text{tree}} = S_{D1}^{\text{tree}} \] (8.1)

In exact analogy to the case of D2-instantons and D6-branes discussed in section 5.5, the equality of certain CFT amplitudes implies that the one-loop gauge threshold corrections \((g_{D5}^{1-\text{loop}})^{-2}\) and the one-loop correction to the instanton action \(S_{D1}^{1-\text{loop}}\), defined in analogy to (5.22), are equal.

\[ (g_{D5}^{1-\text{loop}})^{-2} = S_{D1}^{1-\text{loop}} \] (8.3)

The threshold corrections depend non-holomorphically on the moduli, but one can use (4.27) to determine the one-loop correction to the holomorphic gauge kinetic function. (8.3) implies that \(S_{D1}^{1-\text{loop}}\) is also non-holomorphic. It was argued in section 5.5 that a precisely analogous formula, (5.24), can be used to disentangle holomorphic and non-holomorphic pieces in \(S_{D1}^{1-\text{loop}}\) and to thereby define the holomorphic quantity \(S_{D1}^{\text{holo},1-\text{loop}}\). Consequently,

\[ \text{Im}(f_{D5}^{1-\text{loop}}) = \text{Im}(S_{D1}^{\text{holo},1-\text{loop}}). \] (8.4)

It is plausible to assume

\[ f_{D5}^{1-\text{loop}} = S_{D1}^{\text{holo},1-\text{loop}}. \] (8.5)

The type I version of the non-renormalisation theorem of section 4.2 implies that the gauge kinetic function \(f_{D5}\) does not receive perturbative corrections beyond one loop. On the other hand, the holomorphic part \(S_{D1}^{\text{holo}}\) of the instanton action is to be considered as the exponent that appears in the instanton induced superpotential and gauge kinetic function. It was argued in chapters 5 and 7 that in order to compute them no (perturbative) amplitudes beyond one-loop in the open string coupling have to be taken into account. This implies that also \(S_{D1}^{\text{holo}}\) does not receive higher order perturbative corrections. Keeping this in mind and denoting the full perturbative gauge kinetic function by \(f_{D5}^{\text{pert}}\) and the full perturbative holomorphic part of the instanton action by \(S_{D1}^{\text{holo},\text{pert}}\), (8.2) and (8.5) imply

\[ f_{D5}^{\text{tree}} + f_{D5}^{1-\text{loop}} = f_{D5}^{\text{pert}} = S_{D1}^{\text{holo},\text{pert}} = S_{D1}^{\text{tree}} + S_{D1}^{\text{holo},1-\text{loop}}. \] (8.6)
It was shown in chapter 7 that $f_{D5}$ can receive corrections $f_{D5}^{D1'}$ from D1'-instantons. The prime on D1' indicates that these instantons are different from the D1-instantons whose action is equal to $f_{D5}$. If the equality (8.6) between the holomorphic part of the D1-instanton action and the gauge kinetic function on the fictitious D5-brane, which holds to all orders in perturbation theory, is true exactly, also the instanton action must receive corrections $S_{D1'}^{D1'}$ from D1'-instantons.

\[ S_{D1'}^{D1'} \neq 0 \quad S_{D1'}^{\text{holo, D1'}} \equiv f_{D1'} \quad (8.7) \]

It shall now be discussed what instanton corrections to instanton actions imply. One starts by considering a formula for a D1-instanton correction to some quantity. Obviously, the instanton action will appear in such an expression. Given (7.2) and (7.5) one can schematically write the D1-instanton correction to the gauge kinetic function on some stack of branes labelled $a$ as

\[ f_a^{D1} = \prod_{D1} \exp \left( -S_{D1}^{\text{holo, pert}} \right) \quad (8.8) \]

This formula together with the conjectured equality (8.7) between the D1'-instanton corrections to the D1-instanton action and the gauge kinetic function on the fictitious D5-brane imply

\[ S_{D1}^{\text{holo, D1'}} = \prod_{D1, D1'} \exp \left( -S_{D1'}^{\text{holo, pert}} \right) \quad (8.9) \]

The next step is to add $S_{D1}^{\text{holo, D1'}}$ to $S_{D1}^{\text{holo, pert}}$ in (8.8) and to expand the exponential.

\[
\begin{align*}
  f_a^{D1} &= \prod_{a, D1} \exp \left( -S_{D1}^{\text{holo, pert}} - S_{D1}^{\text{holo, D1'}} \right) \\
  &= \prod_{a, D1} \exp \left( -S_{D1}^{\text{holo, pert}} - \sum_{D1, D1'} \exp \left( -S_{D1'}^{\text{holo, pert}} \right) \right) \\
  &= \prod_{a, D1} \exp \left( -S_{D1}^{\text{holo, pert}} \right) \\
  &\quad \quad - \sum_{a, D1, D1'} \prod_{D1} \exp \left( -S_{D1}^{\text{holo, pert}} - S_{D1'}^{\text{holo, pert}} \right) + \ldots \quad (8.10)
\end{align*}
\]

The last line in (8.10) should be interpreted as a two-instanton correction to the gauge kinetic function [62]. Generalising this observation means that instanton corrections to instanton actions can be rephrased as corrections from multiple instantons to more physical quantities such as the gauge kinetic function or the superpotential. It is important to stress that these corrections come from the interplay of distinct instantons and are therefore different from the usual multi-instantons which appear in gauge or string theory. In string theory multi-instantons are multiply wrapped worldsheets or stacks of D-instantons. So, in order to distinguish
this new type of multiple instantons they will be referred to as poly-instantons [62].

It is clear that, although the equality (8.6) of the perturbative part of the
D1-instanton action and that of the gauge kinetic function on the fictitious D5-
brane makes it plausible that this equality holds exactly [8,7], this does not have
to be the case. In the following another argument [62] in favour of D-instanton
corrections to D-instanton actions, or, equivalently, poly-instantons, will be given.

Consider a string compactification with an $SU(N)$ factor in the low energy
gauge group, which arises from a stack of $N$ D-branes. Assume that the only
massless states charged under this $SU(N)$ group are the vector supermultiplets
transforming in the adjoint representation, $N-1$ chiral multiplets transforming in
the fundamental representation and $N-1$ chiral multiplets in the antifundamental
representation. Assume furthermore that the gauge coupling associated to the
$SU(N)$ gauge group factor receives non-perturbative D-instanton corrections such
that the full gauge coupling can be written

$$\frac{1}{g^2_{\text{full}}} = \frac{1}{g^2_{\text{tree}}} + \frac{1}{g^2_{\text{1-loop}}} + \frac{1}{g^2_{\text{np}}}.$$  \hspace{1cm} (8.11)

If one is now interested in the low energy physics of this string compactification,
one can use an effective field theory. In the case described, the latter will contain
an SQCD sector, more precisely a supersymmetric $SU(N)$ gauge theory with $N-1$
flavours. A gauge instanton in this theory will generate an ADS superpotential
[111]

$$W_{\text{ADS}} = \frac{1}{\det \Phi \tilde{\Phi}} \exp \left( -\frac{1}{g^2_{\text{full}}} \right) = \frac{1}{\det \Phi \tilde{\Phi}} \exp \left( -\frac{1}{g^2_{\text{tree}}} - \frac{1}{g^2_{1-\text{loop}}} - \frac{1}{g^2_{\text{np}}} \right).$$  \hspace{1cm} (8.12)

This superpotential must also be derivable in the full string theory. There it is
generated, as was shown in section 6 by a D-brane instanton and takes the form

$$W_{\text{string theory}}^{\text{ADS}} = \frac{1}{\det \Phi \tilde{\Phi}} \exp \left( -S_{D-\text{inst.}} \right)$$  \hspace{1cm} (8.13)

It is clear that if (8.13) is to reproduce (8.12), the D-instanton action $S_{D-\text{inst.}}$ must
receive instanton corrections, as $1/g^2_{\text{np}}$ is instanton induced.

### 8.2 Computing poly-instanton corrections

In order to determine which poly-instantons can contribute to which quantities
one needs to carefully analyse their zero modes. This shall now be done for the
example of the poly-two-instanton which yields the term in the last line of (8.10) [62]. The instanton D1 corrects the gauge kinetic function $f_a$, so it has four bosonic zero modes $x^\mu$ and four fermionic ones $\theta^\alpha$ and $\mu^\alpha$. The instanton D1’ corrects the D1-instanton action or the gauge kinetic function on the fictitious D5-brane. This means that it also has four bosonic zero modes $x'^\mu$ and four fermionic ones $\theta'^\alpha$ and $\mu'^\alpha$ and that there are no charged zero modes in the D1-D5 sector. The latter fact implies that there are no zero modes from strings stretching between the D1- and the D1'-instanton. In total, there are thus eight fermionic zero modes in this poly-two-instanton sector. They are absorbed via the diagrams $D_1$ and $D_1 D_1'$. In order to see how the eight bosonic zero modes are absorbed, one notes that the linear combination $(x + x')^\mu / 2$ describes the position of the center of mass of the two-instanton configuration and the integral over it is just the integral over the four-dimensional space that is not performed explicitly when computing corrections to the gauge kinetic function. But the orthogonal linear combination $(x - x')^\mu$ needs to be integrated over. It will be shown later on in this section how this is done.

When performing the expansion in (8.10) to higher orders, the zero mode absorption diagram $D_1 D_1'$ will appear several times, say $n$ times. This means that the instanton D1’ shows up $n$ times in the corresponding poly-instanton sector. This implies on the one hand that a combinatorial factor $1/n!$ has to be included in the amplitude and on the other hand that there will be more zero modes at those loci in instanton moduli space where two or more instantons of type D1’ are at the same point in the four-dimensional space. The strategy that will be pursued here is to evaluate such poly-instanton amplitudes at a point in moduli space where these zero modes are absent. If no singularities appear when performing the integral over moduli space, the result should be trustworthy.

It is clear that in order to find the full correction coming from a fixed poly-instanton, one has to sum over all possibilities of distributing the fermionic zero modes amongst annuli ending on two of the instantons that are part of the poly-instanton. One has to ensure that the combination of all diagrams in each summand is connected from the spacetime perspective.

The next thing to discuss is how to compute [62] the zero mode absorption diagrams $D_1 D_1'$. This four fermion amplitude on an annulus cannot be straightforwardly computed using CFT techniques, but in close analogy to what was done for the six-point amplitude $D_9 D_9$ in section 7.2.2 it can be related to other diagrams that are computable [62]. Applying T-duality, employing supersymmetry to replace the four fermions by four bosons and using the fact that the four point diagram $D_5 D_5 (F,F,w,w)$ is equal to the second derivative of the two point diagram
with respect to \( w \) one finds a relation of the form

\[
\mathcal{D}_{\text{D1}} \mathcal{D}_{\text{D1}'}(\theta, \theta, \mu, \mu) \sim \frac{\partial^2}{(\partial w)^2} \mathcal{D}_{\text{D5}} \mathcal{D}_{\text{D5}'}(F,F).
\]  

(8.14)

There are two things to note before such an identification can be made. First, as was already mentioned, in a poly-two-instanton sector one has to integrate over the relative position \((x - x')^\mu\) of the two instantons. As the open strings between the instantons D1 and D1' receive a mass contribution proportional to \((x - x')^2\), the annulus amplitude \(\mathcal{D}_{\text{D1}} \mathcal{D}_{\text{D1}'}\) contains a factor \(\exp(-\pi t(x - x')^2)\), where \(t\) is the modular parameter of the annulus, so one effectively has the integral

\[
\int d^4(x - x') \exp(-\pi t(x - x')^2) = t^{-2}.
\]  

(8.15)

Second, the open strings between two space-filling D5-branes have momenta along the four non-compact directions in contrast to the open strings between two D1-instantons. Integration over these momenta gives a factor \(t^2\) in the annulus amplitude. When applying “T-duality” to relate \(\mathcal{D}_{\text{D1}} \mathcal{D}_{\text{D1}'}\) to \(\mathcal{D}_{\text{D5}} \mathcal{D}_{\text{D5}'}\), one should take this factor into account. It cancels the factor \(8.15\), such that one can equate 62

\[
\int d^4(x - x') \mathcal{D}_{\text{D1}} \mathcal{D}_{\text{D1}'}(\theta, \theta, \mu, \mu) \mathcal{D}_{\text{D5}} \mathcal{D}_{\text{D5}'}(F,F) = \frac{\partial^2}{(\partial w)^2} \mathcal{D}_{\text{D5}} \mathcal{D}_{\text{D5}'}(F,F).
\]  

(8.16)

A look at \(8.10\) shows that, in order to determine poly-instanton corrections, one needs to compute the amplitudes \(\mathcal{D}_{\text{D1}} \mathcal{D}_{\text{D1}'}\) and, in order to determine \(S_{\text{holo, pert}}^\text{D1} \mathcal{D}_{\text{D1}}\), \(8.10\) and \(8.16\) are related to gauge threshold correction diagrams via \(7.12\) and \(8.16\). This means that all CFT amplitudes one has to compute are gauge threshold correction diagrams and instantonic vacuum diagrams. Once this is done, determining poly-instanton corrections becomes a combinatorial exercise.

### 8.3 Computation in a concrete model

The next step is to apply 62 the general formulas of the previous sections. As poly-instanton corrections are closely related to D-instanton corrections to gauge kinetic functions, it is natural to consider the type I orbifold of section 3.3 for which the D-instanton corrections to the gauge kinetic function were computed in section 7.2.

The building blocks for the poly-instantons are the three single instantons described in section 7.2 which correct the gauge kinetic function and which differ
in their discrete Wilson lines. To shorten the notation, they shall be denoted $D_1$, $i \in \{2, 3, 4\}$ in the following. $D_1$ is characterised by $\beta = 0, \gamma = 1/2$, $D_3$ by $\beta = 1, \gamma = 1/2$ and $D_4$ by $\beta = 1, \gamma = 0$. The labelling should be clear from (8.17). As in section 7.2, the explicit computation will be performed for $D_1$-instantons wrapping the third torus.

To start with, the necessary one-loop amplitudes will be determined. Suppressing the divergences due to tadpoles that cancel in the final results and promoting the computed expressions to holomorphic functions as discussed in chapters 5 and 7, the relevant vacuum diagrams are (7.10), (7.11)

$$D_9 D_1^i = -16 \ln \frac{\vartheta_i}{\eta} (2U^{(3)})$$  

$$(8.17)$$

$$D_9 D_1^i = 4 \ln \eta (U^{(3)}).$$  

$$(8.18)$$

The six-point diagrams read (7.14)

$$D_9 D_1^i = \frac{\vartheta''_i}{\vartheta_i} (2U^{(3)}).$$  

$$(8.19)$$

Finally one has to compute the annulus diagrams $D_1^i D_1^j$ with the boundaries on two different instantons and four fermionic zero modes inserted on one of the boundaries. This can be done by determining $D_5^i D_5^j$ and using (8.16). One finds

$$D_5^3 D_5^4 = \ln \frac{\vartheta'_2}{\vartheta_2} (w, 2U^{(3)})$$  

$$(8.20)$$

$$D_5^2 D_5^4 = \ln \frac{\vartheta'_3}{\vartheta_3} (w, 2U^{(3)}),$$  

$$(8.21)$$

which gives

$$\int d^4(x_3 - x_4) D_1^3 D_1^4 = \int d^4(x_3 - x_4) D_1^4 D_1^3 = \vartheta'_3 - \vartheta'_2 = -\pi^2 \vartheta'_4 (2U^{(3)})$$  

$$(8.22)$$

where $x_i$ is the position of the instanton $D_1^i$ in the external space.

Note that, due to extra charged zero modes, $D_1^2$ would not correct the gauge kinetic function on $D_5^3$ and $D_1^3$ would not correct that of $D_5^2$. $D_1^2$ and $D_1^3$ are therefore expected not to mutually correct their instanton actions. Indeed, there are extra zero modes from strings between $D_1^2$ and $D_1^3$. This leads to a
divergence in \( \sum_{D_1, D_1'} \sum_{D_1, D_1'} \). These diagrams can therefore not appear in poly-instanton amplitudes [62].

Having collected all the relevant one-loop CFT amplitudes, one can now compute poly-instanton corrections. One starts with sectors consisting of two instantons. Out of the three possibilities \( D_{12} - D_{13}, D_{12} - D_{14}, \) and \( D_{13} - D_{14} \), \( D_{12} - D_{13} \) does not contribute due to the aforementioned zero modes. Taking all combinatorial possibilities into account, the amplitude in the \( D_{13} - D_{14} \) sector yields the following correction to the gauge kinetic function [62]:

\[
\int d^4(x_3 - x_4) \left( \sum_{D_9, D_1, D_3, D_4} \sum_{D_9, D_1, D_3, D_4} \right) \times \exp \left( 2 \pi i T^{(3)} \right) - \sum_{D_9, D_1, D_3, D_4} - \sum_{D_9, D_1, D_3, D_4} - \sum_{D_9, D_1, D_3, D_4} , \tag{8.23}
\]

which, using (8.17), (8.18), (8.19) and (8.22) can be evaluated to

\[
-\pi^2 e^{2 \pi i T^{(3)}} \frac{\vartheta_1(2U^{(3)})}{\eta^{8}(U^{(3)})} \frac{\vartheta_4'(U^{(3)})}{\eta^{32}} \left( \frac{\vartheta_4'}{\vartheta_3} + \frac{\vartheta_4'}{\vartheta_4} \right) (2U^{(3)}) \tag{8.24}
\]

\[
= -4 \pi^2 e^{2 \pi i T^{(3)}} \frac{\vartheta_4'^2}{\eta^{2} \vartheta_2'^2(4U^{(3)})} \eta^{16} (4U^{(3)}) \frac{\vartheta_4'^2}{\vartheta_4} (4U^{(3)}), \tag{8.25}
\]

where in the last step some theta/eta-function identities have been used. Completely analogously one finds for the poly-instanton \( D_{12} - D_{14} \) [62]

\[
\int d^4(x_2 - x_4) \left( \sum_{D_9, D_1, D_2, D_1} \sum_{D_9, D_1, D_2, D_1} \right) \times \exp \left( 2 \pi i T^{(3)} \right) - \sum_{D_9, D_1, D_2, D_1} - \sum_{D_9, D_1, D_2, D_1} - \sum_{D_9, D_1, D_2, D_1} , \tag{8.26}
\]

which, using (8.17), (8.18), (8.19) and (8.22) can be evaluated to

\[
-\pi^2 e^{2 \pi i T^{(3)}} \frac{\vartheta_1(2U^{(3)})}{\eta^{8}(U^{(3)})} \frac{\vartheta_4'^2}{\eta^{32}} (2U^{(3)}) \left( \frac{\vartheta_4'}{\vartheta_2} + \frac{\vartheta_4'}{\vartheta_4} \right) (2U^{(3)}) \tag{8.27}
\]

\[
= -4 \pi^2 e^{2 \pi i T^{(3)}} \frac{\vartheta_1(2U^{(3)})}{\eta^{2} \vartheta_2'^2(4U^{(3)})} \eta^{16} (4U^{(3)}) \frac{\vartheta_4'^2}{\vartheta_2} (4U^{(3)}). \tag{8.28}
\]

By comparing these results with the expression for the contributions of worldsheet instantons to the gauge threshold corrections in the dual heterotic model, one finds that (8.25) is equal to the summand with \( p = 2, k = 1/2, j = 0 \) and \( a = 4 \) in (4.23), and (8.28) to that with \( p = 1, k = 1, j = 1/2 \) and \( a = 2 \). This also means, given that, as shown in section 7.2.3, all terms in (4.23) with \( kp > 1/2 \) are reproduced in the type I description by multiply wrapped instantons, that (8.25) and (8.28) are equal to corrections to the gauge kinetic function that come from these multiply wrapped instantons.
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This equality can have two reasons. Either, poly-instantons are just a complicated way of reproducing contributions from multiply wrapped instantons and are already included in the heterotic result. Or, this equality is just a coincidence having its reason in the fact that a D-brane doubly wrapped along some cycle has the same partition function as two singly wrapped branes with relative Wilson line 1/2 along this cycle. One can show that the poly-instanton sectors $D_{13}D_{14}$ and $D_{12}D_{14}$ are related to the doubly wrapped instantons $D_{14}$ and $D_{12}$, whose contribution they reproduce, in precisely this way. In conclusion, this means that at the poly-two-instanton order one cannot conclusively see whether poly-instantons give new contributions.

In order to do so, one has to compute a poly-three-instanton amplitude. There are various possibilities what the three instantons can be. In order to see that poly-instantons really give new contributions, it suffices to consider the poly-instanton consisting of $D_{12}$, $D_{13}$ and $D_{14}$. Taking all possibilities to absorb the zero modes on different annuli into account, the amplitude reads:

\[
\int d^4(x_2 - x_3)d^4(x_2 + x_3 - 2x_4) \left( \begin{array}{c}
\bigcirc \\
\bigcirc \\
\bigcirc \\
\bigcirc
\end{array} \begin{array}{c}
D_9 \\
D_{12} \\
D_{14} \\
D_{13}
\end{array} \bigotimes \begin{array}{c}
\bigcirc \\
\bigcirc \\
\bigcirc \\
\bigcirc
\end{array} \begin{array}{c}
D_9 \\
D_{12} \\
D_{14} \\
D_{13}
\end{array} \bigotimes \begin{array}{c}
\bigcirc \\
\bigcirc \\
\bigcirc \\
\bigcirc
\end{array} \begin{array}{c}
D_9 \\
D_{12} \\
D_{14} \\
D_{13}
\end{array} \right) \times \exp \left( 3\pi i T^{(3)} \right) - \pi^4 \exp \left( 3\pi i T^{(3)} \right) \frac{\partial^8 (2U^{(3)})}{\eta^{12}(U^{(3)})} \frac{\partial^2 \partial^4 \partial^{16}}{\eta^{48}} (2U^{(3)}) \sum_{a=2}^4 \frac{\partial^n}{\partial a} (2U^{(3)})
\]

(8.29)

Using the one-loop amplitudes given in (8.17), (8.18), (8.19) and (8.22), one finds the following expression for this poly-three-instanton amplitude:

\[
- \pi^4 \exp \left( 3\pi i T^{(3)} \right) \frac{\partial^8 (2U^{(3)})}{\eta^{12}(U^{(3)})} \frac{\partial^2 \partial^4 \partial^{16}}{\eta^{48}} (2U^{(3)}) \sum_{a=2}^4 \frac{\partial^n}{\partial a} (2U^{(3)})
\]

(8.30)

The expression (4.23) for the gauge threshold corrections in the heterotic model does not contain such a term. This means that poly-instantons give new corrections which are not visible in the standard approach to gauge threshold corrections in heterotic string compactifications.

The poly-two-instanton corrections were shown to be equal to corrections from doubly wrapped instantons. It was argued that this could have its reason in the fact that a doubly wrapped D-brane has the same partition function as two singly wrapped branes with relative Wilson line one-half. A poly-three-instanton correction could have been expected to be equal to a contribution from a triply wrapped brane. In order to reproduce the partition function of a triply wrapped
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brane, one needs singly wrapped branes with relative Wilson lines one-third. Such Wilson lines are not allowed in the model under consideration due to the orientifold projection. It is thus clear why the poly-three-instanton amplitude (8.30) does not reproduce a correction from a triply wrapped brane, but gives a new correction.

The argument in favour of poly-instantons started from the observation that D-instanton actions should receive instanton corrections. For the model under consideration, $D_{12}$ and $D_{14}$ mutually correct their instanton actions as well as $D_{13}$ and $D_{14}$. If one includes these corrections in the expression

$$\delta f = e^{-S_2} + e^{-S_3} + e^{-S_4}$$

for the one D-instanton corrections to the gauge kinetic function one finds

$$\delta f = \exp \left( -S_2 + \sum \sum e^{-S_3} \right) + \exp \left( -S_3 + \sum \sum e^{-S_4} \right) + \exp \left( -S_4 + \sum \sum e^{-S_2} \right).$$

By expanding all the exponentials in (8.32) to sufficiently high order, one reproduces the expressions (8.23), (8.26) and (8.29).

In order to obtain all D-instanton corrections to the gauge kinetic function, one has to include the corrections from multiply wrapped instantons in (8.32), both to the gauge kinetic function itself and to the instanton actions.

In conclusion, poly-instantons give new corrections to holomorphic couplings in four-dimensional string compactifications, which should be computable whenever D-instanton corrections to gauge kinetic functions can be computed. Note that, although only poly-instanton corrections to the gauge kinetic function have been computed explicitly, there can also be such corrections to the superpotential. This should be clear both from the general arguments and the explicit computation.

### 8.4 Poly-instantons and the heterotic string

After having demonstrated that poly-instantons yield new corrections, one can ask the question what they correspond to in the heterotic string [62]. A naive application of the S-duality map from the type I to the heterotic string leads one to believe that poly-instanton corrections should arise in the heterotic string from instanton sectors consisting of several worldsheets which must interact in some...
way in order for the resulting amplitude not to be factorisable. These interactions cannot be the usual splitting and joining processes of strings, but might come from terms in the effective action of several heterotic worldsheets which are not present if there is just one of them. It is then clear that the usual Polyakov path-integral approach does not take poly-instantons into account because it deals with only one worldsheet.

Heterotic worldsheet instantons that correct instanton actions would have to wrap curves of genus one, just as those that can correct gauge kinetic functions. According to a non-renormalisation theorem, worldsheet instantons correcting the superpotential wrap curves of genus zero. A poly-instanton correcting the superpotential would have to consist of one worldsheet of genus zero and several worldsheets of genus one. The conjecture that genus one worldsheets contribute to the superpotential at first sight seems to contradict the non-renormalisation theorem. However, a genus one worldsheet does not induce a dilaton dependence in addition to that coming from the genus zero worldsheet, so there is no contradiction.

It is also possible that there are no poly-instantons in the heterotic string. If this is true, there are two possibilities how to reconcile the two different results of the type I and heterotic models. Either, S-duality does no longer hold after including poly-instanton corrections, or the S-duality map receives corrections in the sense that the moduli of the two models are mapped to each other in such a way that the exponentials of exponentials, which are characteristic for poly-instantons, disappear when mapping the type I result to the heterotic string.

At present, it is not clear which of the three possibilities sketched is realised.
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Appendix A

Gauge threshold corrections for fractionally charged D6-branes

In this appendix, formulas for the gauge threshold corrections in intersecting D6-brane models on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ orbifold with $h_{21} = 51$ of the six-torus are displayed. Four cases, those described in section 3.2.2 when writing down the partition functions, will be distinguished.

Case 1:

\[
(g_{aa}^{(1)})^{-2} = 32\pi N_a^2 \int_0^\infty dl \sum_{i=1}^3 \sigma_{aa}^i \frac{(V_i^a)^2}{R_1^{(i)} R_2^{(i)}} \tilde{L}_{aa}^{(i)} \]

\[
= 32\pi N_a^2 \int_0^\infty dl \sum_{i=1}^3 \sigma_{aa}^i \frac{(V_i^a)^2}{R_1^{(i)} R_2^{(i)}} \]

\[
+ 32\pi N_a^2 \left( \sigma_{aa} \ln \left[ \frac{M_a^2}{\mu^2} \right] - \sum_{i=1}^3 \sigma_{aa}^i \ln \left[ (V_i^a)^2 \right] \right) \]

\[
- 32\pi N_a^2 \sum_{i=1}^3 4 \sigma_{aa}^i \text{Im}(i \ln \eta(T^{(i)})) \]

\[
- 32\pi N_a^2 \sigma_{aa} \ln[4\pi]. \]

Case 2:

\[
(g_{ab}^{(2)})^{-2} = 32\pi N_a N_b \int_0^\infty dl \sum_{i=1}^3 \sigma_{ab}^i \frac{(V_i^a)^2}{R_1^{(i)} R_2^{(i)}} \tilde{L}_{ab}^{(i)} \]

\[
= 32\pi N_a N_b \int_0^\infty dl \sum_{i=1}^3 \sigma_{ab}^i \frac{(V_i^a)^2}{R_1^{(i)} R_2^{(i)}} \]
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\[ +32\pi N_a N_b \sum_{i=1}^{3} \sigma_{ab}^{i} \left( \ln \left[ \frac{M_8^2}{\mu^2} \right] - \ln \left[ (V_a^i)^2 \right] \right) \] \hspace{1cm} (A.8)

\[-4i \ln(\eta(T^{(i)})) \] \hspace{1cm} (A.9)

\[-32\pi N_a N_b \sigma_{ab} \ln[4\pi] \] \hspace{1cm} (A.10)

**Case 3:**

\[
\left( g_{ab}^{(3)} \right)^{-2} = 32\pi N_a N_b \int_{0}^{\infty} dl \sum_{i=1}^{3} \sigma_{ab}^{i} \frac{(V_a^i)^2}{R_1^{(i)}} R_2^{(i)} \tilde{L}_{ab}^{(i)} \]

\[= 32\pi N_a N_b \int_{0}^{\infty} dl \sum_{i=1}^{3} \sigma_{ab}^{i} \frac{(V_a^i)^2}{R_1^{(i)}} R_2^{(i)} \]

\[-64\pi N_a N_b \sum_{i=1}^{3} \sigma_{ab}^{i} Im \left( i \ln \frac{\vartheta(1-|\delta_a^i-\delta_b^i|/2)}{\vartheta(1-|\lambda_a^i-\lambda_b^i|/2)}(0,T^{(i)}) \right) \]

\[= 32\pi N_a N_b \int_{0}^{\infty} dl \sum_{i=1}^{3} \sigma_{ab}^{i} \ln \frac{\vartheta(1-|\delta_a^i-\delta_b^i|/2)}{\vartheta(1-|\lambda_a^i-\lambda_b^i|/2)}(0,T^{(i)}) \] \hspace{1cm} (A.11)

**Case 4:**

\[
\left( g_{ab}^{(4)} \right)^{-2} = N_a N_b \int_{0}^{\infty} dl \left[ 8 \left( \prod_{i=1}^{3} I_{ab}^{i} \right) \sum_{i=1}^{3} \frac{\vartheta'(\theta_{ab}^i,2il)}{\vartheta(\theta_{ab}^i,2il)} + \sum_{i \neq j \neq k} 32 I_{ab}^{i} \sigma_{ab}^{i} \right]
\begin{align*}
&\left( \frac{\vartheta'(\theta_{ab}^i,2il)}{\vartheta(\theta_{ab}^i,2il)} + \frac{\vartheta'(\theta_{ab}^j,2il)}{\vartheta(\theta_{ab}^j,2il)} + \frac{\vartheta'(\theta_{ab}^k,2il)}{\vartheta(\theta_{ab}^k,2il)} \right) \right]
\end{align*}
\]

\[= N_a N_b \int_{0}^{\infty} dl \left[ 8 \left( \prod_{i=1}^{3} I_{ab}^{i} \right) \sum_{i=1}^{3} \pi \cot \left[ \pi \theta_{ab}^i \right] \right]. \]

\[+ N_a N_b \int_{0}^{\infty} dl \sum_{i=1}^{3} 32 I_{ab}^{i} \sigma_{ab}^{i} \pi \cot \left[ \pi \theta_{ab}^i \right] \]

\[+ 16\pi N_a N_b \gamma_{ab} \sum_{i=1}^{3} \left( s_{ab}^{i} \ln \left[ \frac{M_8^2}{\mu^2} \right] + \ln \left[ \frac{\Gamma(1-|\theta_{ab}^i|)}{\Gamma(|\theta_{ab}^i|)} \right] \right) \]

\[+ 64\pi N_a N_b \ln[2] \sum_{i=1}^{3} I_{ab}^{i} (\theta_{a}^i - \theta_{b}^i) \sigma_{ab}^{i} \]

\[+ 16\pi N_a N_b \left( (\ln 2 - \gamma_E) \gamma_{ab} \sum_{i} s_{ab}^{i} + \ln 4 \sum_{i \neq j \neq k} I_{ab}^{i} \sigma_{ab}^{i} (s_{ab}^{j} + s_{ab}^{k}) \right) \] \hspace{1cm} (A.12)

The abbreviation \( s_{ab}^{i} = sign(\theta_{ab}^i) \) was used.
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