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Summary

Networks in nature possess a remarkable amount of structure. Via a series of data-driven discoveries, the cutting edge of network science has recently progressed from positing that the random graphs of mathematical graph theory might accurately describe real networks to the current viewpoint that networks in nature are highly complex and structured entities. The identification of high order structures in networks unveils insights into their functional organization. Recently, Clauset, Moore, and Newman, introduced a new algorithm that identifies such heterogeneities in complex networks by utilizing the hierarchy that necessarily organizes the many levels of structure. Here, we anchor their algorithm in a general community detection framework and discuss the future of community detection.

Structure everywhere

The view that networks are essentially random was challenged in 1999 when it was discovered that the distribution of number of links per node (degree) of many real networks (internet, metabolic network, sexual contacts, airports, etc) is different from what is expected in random networks. In a large random network node degrees are distributed according to the normal distribution, but in many man-made and biological networks the degree distribution follows a power-law. In the human protein-protein interaction networks, for instance, some proteins act as hubs, they are highly connected, and interact with more than 200 other proteins contrary to most proteins that interact with only a few other proteins.

Various local to global measures have been introduced to unveil the organizational principles of complex networks. Maslov and Sneppen discovered that who links to whom can depend on node degree; in many biological networks, high degree nodes systematically link to nodes of low degree. This disassortativity decreases the likelihood of cross talk between functional modules inside the cell and increases overall robustness. Other networks, for example social networks, are highly assortative – in these networks nodes with similar degree tend to link to each other.
Going beyond the properties of single nodes and pairs of nodes, the natural next step is to consider structures that include several nodes. Interestingly, a few select motifs of three to four nodes are ubiquitous in real networks\textsuperscript{12} while most others occur only as often as they would at random, or, are actively suppressed. Other local measures that signify a dense or sparse local structure in a network are the clustering coefficient\textsuperscript{13} and short loops\textsuperscript{14,15}.

COMMUNITIES

Between the scale of the whole network and the scale of the motifs we find the network communities\textsuperscript{16,17}. A community is a densely connected subset of nodes that is only sparsely linked to the remaining network. Modular structure introduces important heterogeneities in complex networks. For example, each module can have
different local statistics; some modules may have many connections, while other modules may be sparse. When there is large variation among communities, global values of statistical measures can be misleading. The presence of modular structure may also alter the way in which dynamical processes (e.g., spreading processes and synchronization) unfold on the network. In biological networks, communities correspond to functional modules in which members of a module function coherently to perform essential cellular tasks. Both metabolic networks and protein phosphorylation networks, for example, possess high clustering coefficients and are modular.

The ultimate goal in biology is to determine how genes and the proteins they encode function in the cell. A revolutionary approach to discover gene function has been to knock out a gene and observe its phenotype. A nearly complete collection of single gene deletions has been performed for *Saccharomyces Cerevisiae*. Eukaryotes show large amounts of genetic redundancy, however, and single knock outs are no longer informative. Hence, the function of a large number of genes remains unknown. The deletion of multiple genes can yield a wealth of information about gene function and epistasis. Despite the advancing experimental techniques, systematic multiple gene deletions for more than two genes quickly become impossible due to the high number of possible gene combinations.

A promising computational approach to discovery of functions of genes and proteins is to identify functional modules in biological networks. Since modules are sets of genes or proteins that perform biological processes together, it is possible to classify proteins with unknown function by determining what module they belong to. Correct identification of functional modules also has important biotechnological and drug design applications. In many cases the deletion of a certain function may be necessary and this can be achieved by removing the entire functional module.

A standard method for detecting modules in complex networks has yet to be agreed upon. One popular approach sees communities as sets of adjacent motifs, other methods are inspired by information theory, message passing, or Bayesian principles. A widely used class of algorithms is based on optimization of a quantity called modularity. The modularity is proportional to the difference between the number of edges within communities and the expected number of such edges. As we shall see in the following, the algorithm by Clauset et al. is more general than other community detection algorithms because it is able to infer other structures than communities from the network data.

**HIERARCHY**
Hierarchy describes the organization of elements in a network; how nodes link to each other to form motifs, how motifs combine to form communities and how communities are joined to form the entire network (see Figure 1). Data clustering algorithms that find successive modules using previously established modules are termed hierarchical clustering\textsuperscript{32}. Hierarchical clustering has a long history in biology\textsuperscript{33}, e.g., to find coexpressed genes or to assign genotypes in high throughput genotyping platforms.

Ravasz et al.\textsuperscript{20} have shown that the metabolic network of several organisms can be organized into highly connected modules that hierarchically combine into larger units. In particular, within \textit{Escherichia coli}, the observed hierarchy coincides with known metabolic functions. Incorporating hierarchy into graph theoretical models allows the simultaneous description of two distinct systems-level features of real world networks, power-law degree distribution and modular topology\textsuperscript{34}.

**Hierarchical Random Graphs**

The basis for the algorithm suggested by Clauset et al. is the \textit{hierarchical random graph model}. In a (non-hierarchical) random graph model with \( n \) nodes, each pair of nodes is connected with the same probability \( p \). On average, each realization of such a network has \( p \cdot n(n-1)/2 \) links. In the hierarchical random graph model, the probability of two nodes connecting is not a constant \( p \), but rather a hierarchy of probabilities (see Figure 2 for details).

![Figure 2. The hierarchical random graph model. Panel a. shows an example of a hierarchical random graph with a community-like structure. We illustrate the connection between the dendrogram.](image-url)
The hierarchical random graph model is very flexible. Generally, by selecting suitable inner probabilities, this model is able to capture most of the currently known network characteristics: degree distributions, degree-degree correlations, undirected motifs, and communities.

Clauset et al. use the hierarchical random graph model to gain insight into the structure of real networks. They begin with a real network and estimate what dendrogram (hierarchical random graph model) is most likely to have generated that particular network. The parameters of the hierarchical graph model contain condensed information about the actual network. The price of the flexibility of the hierarchical random graph model is a high number of variables that require fitting. In a model with \(n\) nodes, this model requires that we fit \((n-1)\) probabilities. The authors have found a robust way to solve this problem; they determine the correct model by performing Monte Carlo sampling of hierarchical random graphs with a probability proportional to the likelihood that the model results in the observed network.

The paper analyzes three real networks, the metabolic network of *Treponema pallidum*, a network of associations between terrorists, and a food web of grassland species. The sampled dendrograms from these networks yield new networks that are different in detail from the originals, but preserve important structural features of the original networks. In particular, the resampled networks match closely in terms of degree distribution, clustering coefficient, and distribution of path lengths to the original. Hence, the hierarchical structure of networks contains important information about other topological properties as well.

**MISSING LINKS**

The ability of the Clauset et al. algorithm to detect false positives and missing links makes it especially valuable in relation to biological systems. Despite the vast efforts and progress in high throughput experiments and mass spectrometry technologies,
available cellular information is still sparse. Even in most studied organisms such as \textit{Saccharomyces Cerevisiae}, the gene regulatory or the protein-protein interaction network is far from complete. In addition to gaps in data, every experimental method induces unavoidable biases into the data\textsuperscript{35}. Low throughput experiments for protein-protein interaction measurements, for instance, tend to focus on well-known proteins whereas high throughput experiments without quality control may produce false positives. The missing- or falsely existing links in the network naturally impact the correct identification of the functional modules.

Using the hierarchical random graph model and the associated hierarchy of link probabilities, the algorithm of Clauset et al. allows for identification of false positive and negative links. False positives are the links that exist despite the low link probability found by the method whereas false negatives are the links that do not exist in the network despite the high link probability. Nevertheless, the performance of this algorithm will naturally still depend on the signal to noise ratio in the data.

**THE FUTURE OF COMMUNITY DETECTION**

With the explosion of available data, it has become clear that real networks can possess a variety of structural properties. Biological networks are distinct from social networks that are in turn quite distinct from information networks. The heterogeneity of different networks, however, poses a particular challenge for community detection. In many ways, community detection is like image segmentation. One of the primary reasons that segmentation tasks are difficult is because images can have (sometimes hierarchical) structure on many different scales. Consider the case of phase contrast microscopy. The task could be to isolate parts of the nucleus (nucleoli, mitochondria, etc), the nucleus itself, the whole cell, or even groups of cells with a particular phenotype. In order to efficiently detect an object in an image, it is important to know its scale and features.

Segmenting a cell on a background of many cells in a dish is markedly different than detecting a proboscis monkey in a tropical forest. In a similar manner, finding communities in social networks is quite a different task than detecting modules in cellular networks. Like image segmentation, community detection is more of an art form than a problem that we can blindly apply a brute-force algorithm to; skillful module identification requires knowledge of the subject matter and training.

**CHALLENGES**

Complex network theory is a young field and its tools are constantly maturing. Here we discuss some avenues for future research. The algorithm by Clauset \textit{et al.} takes an important step forward by being able to model a wide variety of network
structures. It does so in an indirect manner, however. We need community detection algorithms that incorporate the known motifs directly in the statistical model. Most current models\textsuperscript{16,17} make the assumption that networks are essentially some variation of a random graph, while we know that real networks are far from random on every level, e.g., certain motifs are much more likely than others.

We believe that a comprehensive module detection scheme should allow communities to overlap\textsuperscript{Error! Bookmark not defined.}. Many proteins or genes are pleiotropic, and often associated with many functions. Hence a module detection algorithm that assigns proteins into several functional modules is biologically essential.

Another important factor to take into account is bipartite network information. A bipartite network is a network that contains two different types of nodes, and links run only between nodes of different types. Gene regulatory networks\textsuperscript{12} (transcription factors and regulated genes) or protein-phosphorylation networks\textsuperscript{21} (kinases and substrates) are bipartite. Many integrative biological networks are also bipartite, e.g., drug-target network\textsuperscript{36} and the gene-disease network\textsuperscript{37}. The usual way of analyzing bipartite networks is by projecting them onto one of the node sets, e.g., disease-disease network. However, it has been shown that this projection discards important network information\textsuperscript{38}. An algorithm that incorporates bipartite information will allow for more refined community detection.

A final hurdle to cross has to do with validation. How do we know that the communities we found are the correct ones? How can we compare the results of two distinct clustering algorithms and declare that one is better than the other? Currently the state of the art is to design an artificial network with the structural properties that one wants to detect (e.g. group structure) and then show that the algorithm being tested is able to detect such structures. However, this process does not guarantee the performance on real networks. Ideally, we would like to compare the performance of two algorithms on a real data set. It is possible to artificially remove (or add) links from a real network and measure how well the algorithm under study is able to accurately determine robust community structure\textsuperscript{39}. Algorithms can be compared based on performance during such tests.

Because of its flexibility and well-founded statistical nature, the algorithm suggested by Clauset et al. has the potential to encompass many of the challenges that face community detection.
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