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Abstract—The recently proposed open-radio access network (O-RAN) architecture embraces cloudification and network function virtualization techniques to perform the base-band function processing by dis-aggregated radio units (RUs), distributed units (DUs), and centralized units (CUs). This enables the cloud-RAN vision in full, where mobile network operators (MNOs) could install their own RUs, but then lease on-demand computational resources for the processing of DU and CU functions from commonly available open-cloud (O-Cloud) servers via open x-haul interfaces due to variation of load over the day. This creates a multi-tenant scenario where multiple MNOs share networking as well as computational resources. In this paper, we propose a framework that dynamically allocates x-haul and DU/CU resources in a multi-tenant O-RAN ecosystem with min-max fairness guarantees. This framework ensures that a maximum number of RUs get sufficient resources while minimizing the OPEX for their MNOs. Moreover, in order to provide an access network architecture capable of sustaining low-latency and high capacity between RUs and edge-computing devices, we consider time-wavelength division multiplexed (TWDM) passive optical network (PON)-based x-haul interfaces where the PON virtualization technique is used to provide a direct optical connection between end-points. This creates a virtual mesh interconnection among all the nodes such that the RUs can be connected to the Edge-Clouds at macro-cell RU locations as well as to the O-Cloud servers at the central office locations. Furthermore, we analyze the system performance with our proposed framework and show that MNOs can operate with a better cost-efficiency than baseline greedy resource allocation with uniform cost-sharing.

Index Terms—Min-max fairness, multi-tenant networks, open-radio access networks, resources allocation, TWDM-PON.

I. INTRODUCTION

The fifth-generation (5G) radio access networks (RANs) are standardized to meet a diverse set of QoS requirements to support broadband, low-latency, and machine type communications. Applications like mixed reality, telesurgery, high-definition video streaming, Internet-of-Things, to name a few, will be free from the spectrum crunch and network resource scarcity issues of the legacy RANs. However, the existing 5G architectures lack sufficient flexibility and intelligence for efficient management of such requirements[1]. Therefore, the necessity for a major architectural revolution is envisaged for beyond 5G and sixth-generation (6G) RANs. Over the past few years, major mobile network operators (MNOs) across the globe are collaborating within the Open-RAN (O-RAN) Alliance to standardize an open and smart RAN architecture that can perform complex RAN management with the aid of software-defined networking (SDN), network function virtualization (NFV), and edge computing (EC) technologies[2]. In this architecture, 3GPP recommends RUs to perform low-PHY functions (Split 7.1/2/3), while high-PHY, MAC, RLC, RRC, and PDCP functions are processed by the DU/CUs, hosted on O-Clouds with commercial off-the-shelf (COTS) hardware. Recently, the IEEE P1914.1 standard body has been formed for specifying the next generation front-haul interface (NGFI). The RU-DU interface is known as the NGFI-I or front-haul (one-way latency ≤ 100 μsec) and the DU-CU interface is known as the NGFI-II or mid-haul (one-way latency ≤ 1 – 10 msec)[3]. The interface beyond CU to the 5G core is known as the back-haul and hence, the general term x-haul is used.

The incorporation of O-Clouds for DU/CU function processing over open x-haul interfaces in the O-RAN architecture creates new business opportunities for small, medium, and large MNOs as well as cloud infrastructure providers[4]. In turn, a multi-tenant O-RAN ecosystem is created where several MNOs deploy their RUs with macro and small-cell coverage over a certain geographic area, but procure x-haul and DU/CU function processing resources from the open and shared resource pool[5]. The primary benefit of this multi-tenant O-RAN architecture is minimization of the CAPEX and OPEX for the MNOs. The techno-economic analysis in[6] shows that ~ 40% CAPEX and ~ 15% OPEX over 5 years can be reduced. In practice, a neutral mediator like the government, municipality, or an alliance of MNOs owns the open x-haul and O-Cloud resources and decides the resource distribution among the MNOs according to their demands. Furthermore, a competitive market model can also be created where the MNOs compete against each other or form coalitions for procuring their required x-haul and O-Cloud resources.

The authors of [7] demonstrated a multi-vendor multi-standard PON for 5G x-haul that performs the control and management operations by SDN/NFV technologies. In [8], the authors demonstrated a virtual network controller enabled multi-tenant virtual network on top of multi-technology optical transport networks. Moreover, the authors of [9] proposed a network slicing-enabled dynamic resource allocation framework for multi-tenant 5G transport networks. The authors of [10] proposed an on-demand cooperative network infrastructure sharing framework by adopting complex network theory in a multi-tenant environment. The authors of [11] proposed a game-theoretic resource allocation mechanism for network slicing-enabled multi-tenant mobile networks. However, to the best of our knowledge, the resource allocation problem for multi-tenant O-RAN ecosystems is yet to be investigated.
The O-Clouds are generally installed at central office (CO) locations, but their significant intermediate distance becomes disadvantageous for supporting low-latency applications (especially for the ultra-low latency front-haul interface). This hurdle can be overcome by installing Edge-Clouds at macro-cell RU locations and hosting the DU/CU and cores functions locally for some of the neighboring small-cell RUs. The RUs supporting latency-tolerant broadband applications can be connected to O-Cloud and 5G core without such issues. Therefore, we consider the TWDM-PON architecture proposed in [12] as the x-haul interfaces because it can create a logical mesh topology to facilitate the small-cell RUs to be connected with O-Clouds at CO locations or Edge-Clouds at macro-cell RU locations in a flexible manner. This architecture supports East-West communication through PON virtualization along with traditional North-South communication and its efficiency over standardization which can be scaled further by combining additional wavelengths. All the RUs are connected to a CO via a TWDM-PON with multi-level reflective splitters. These are designed so that they can be dynamically reconfigured to pass through or reflect back (i.e., towards the end points) desired set of wavelengths (the concept is taken from [12]). A set of level-1 reflective splitters are used to connect RUs and edge cloud nodes directly, while multiple level-1 reflective splitters are connected to a level-2 reflective splitter to reach through other PON branches. The traditional North-South communications links between the optical line terminals (OLTs) at CO and ONUs are shown in green (downlink) and blue (uplink).

The local connectivity between small cell RUs and macro-cell RU is achieved by installing an Edge-OLT at the macro-cell RU location, while the small cell can host simpler ONU type of device. Control signals via the North-South communication links can be sent to these Edge-OLTs and ONUs to create virtual-PON instances that communicate via the East-West communications links as shown in red (downlink) and orange (uplink). For example, three virtual-PON instances are shown in Fig. 1 and the ONUs and Edge-OLTs belonging to the same virtual-PON are labelled as A, B, and C in red. Note that ONUs in virtual-PON instance A communicate only via level-1 reflective splitter. The same occurs for instance C. However, ONUs in virtual-PON instance B can communicate via both level-1 and level-2 reflective splitters (i.e., they extend across two PON branches). The O-Cloud at CO location hosts the DU/CU and 5G core functions for the connected RUs. However, the Edge-Clouds can host the DU/CU and local core functions, especially to support low-latency applications. The back-haul traffic can be routed to the remote data centres over metro and core networks.

In a multi-tenant O-RAN ecosystem, multiple MNOs install neighboring RUs with hexagonal macro-cell and circular small-cell coverage, as shown in Fig. 1. We consider that each MNO pays a fee for leasing of networking (i.e., for x-haul) and computing resources (i.e., DU/CU processing at Edge/O-Clouds). We also assume that leasing fees are reduced where the Edge-Cloud node is owned by the same MNO. However, all the MNOs need to pay a default price to the mediator as

II. MULTI-TENANT O-RAN ARCHITECTURE

Fig. 1 shows the considered TWDM-PON-based x-haul interfaces for 5G O-RAN architecture in a multi-tenant scenario. Recently, ITU-T has drafted recommendations for use of TWDM-PONs as an optical x-haul solution supporting small cell connectivity. Moreover, other recent work has addressed PON slicing isolation [14] and compliance with service level agreement (SLAs) [15]. Furthermore, TWDM-PONs could support 100 Gbps or more aggregated datarate (i.e., in upcoming standardization) which can be scaled further by combining additional wavelengths. All the RUs are connected to a CO via a TWDM-PON with multi-level reflective splitters. These are designed so that they can be dynamically reconfigured to pass through or reflect back (i.e., towards the end points) desired set of wavelengths (the concept is taken from [12]). A set of level-1 reflective splitters are used to connect RUs and edge cloud nodes directly, while multiple level-1 reflective splitters are connected to a level-2 reflective splitter to reach through other PON branches. The traditional North-South communications links between the optical line terminals (OLTs) at CO and ONUs are shown in green (downlink) and blue (uplink).

The local connectivity between small cell RUs and macro-cell RU is achieved by installing an Edge-OLT at the macro-cell RU location, while the small cell can host simpler ONU type of device. Control signals via the North-South communication links can be sent to these Edge-OLTs and ONUs to create virtual-PON instances that communicate via the East-West communications links as shown in red (downlink) and orange (uplink). For example, three virtual-PON instances are shown in Fig. 1 and the ONUs and Edge-OLTs belonging to the same virtual-PON are labelled as A, B, and C in red. Note that ONUs in virtual-PON instance A communicate only via level-1 reflective splitter. The same occurs for instance C. However, ONUs in virtual-PON instance B can communicate via both level-1 and level-2 reflective splitters (i.e., they extend across two PON branches). The O-Cloud at CO location hosts the DU/CU and 5G core functions for the connected RUs. However, the Edge-Clouds can host the DU/CU and local core functions, especially to support low-latency applications. The back-haul traffic can be routed to the remote data centres over metro and core networks.

In a multi-tenant O-RAN ecosystem, multiple MNOs install neighboring RUs with hexagonal macro-cell and circular small-cell coverage, as shown in Fig. 1. We consider that each MNO pays a fee for leasing of networking (i.e., for x-haul) and computing resources (i.e., DU/CU processing at Edge/O-Clouds). We also assume that leasing fees are reduced where the Edge-Cloud node is owned by the same MNO. However, all the MNOs need to pay a default price to the mediator as
the open platform provider and cost of the resources required for RAN management and control plane operations.

III. SYSTEM MODEL

In this section, we describe the TWDM-PON-based x-haul communication and RU-DU-CU function processing models considered for our problem formulation. The required datarate for the x-haul interface mainly depends on the split option chosen between RU and DU. With Split-7.2, all the radio frequency processing, fast Fourier transform (FFT)/inverse FFT, cyclic prefix removal/addition, digital beamforming, and resource element mapping are done at the RU. The datarate can be calculated as follows:

\[ W_{7.2} = N_P \times N_{RB} \times N_{SC} \times N_{SF} \times T_{SF}^{-1} \times \mu \times N_Q \times 2 \times \zeta, \tag{1} \]

where, \( N_P \) denotes the number of antenna ports, \( N_{RB} \) denotes the number of resource blocks (RB), \( N_{SC} \) denotes the number of sub-carriers per RB, \( T_{SF} \) denotes sub-frame duration, \( \mu \) denotes the maximum RB utilization, \( N_Q \) denotes the quantizer bit resolution per I/Q dimension, and \( \zeta \) denotes the front-haul overhead. With Split-7.3, precoding, layer mapping, and modulation are also done with the aforementioned tasks that reduces the datarate further and calculated as follows:

\[ W_{7.3} = N_{Layer} \times N_{RB} \times N_{SC} \times N_{SF} \times T_{SF}^{-1} \times \mu \times (1 - \eta) \times N_Q \times \log_2(M_{mod}) \times \zeta, \tag{2} \]

where, \( N_{Layer} \) denotes the number of spatial layers, \( \eta \) denotes resource overhead, and \( M_{mod} \) denotes the modulation order.

The x-haul data are transmitted as multiple periodic bursts of Ethernet frames within each transmission time interval (TTI) over TWDM-PON and cooperative dynamic bandwidth allocation (Co-DBA) protocol is used. The burst interval is denoted by \( \delta_t \) (sec) and is equal to the average sub-frame duration or TTI. The number of frames in a burst, denoted by \( B \), can be calculated as:

\[ B = \frac{R_D \times \delta_t}{P}, \]

where \( R_D \) denotes required data rate and \( P \) denotes the payload size of an Ethernet frame (1500 Bytes). Hence, the actual throughput of a flow can be calculated by \( (B \times F / \delta_t) \), where \( F \) is the maximum Ethernet frame size (1542 Bytes).

The total RU/DU/CU functions processing effort per TTI in giga operations per second (GOPS) is given by [16]:

\[ C_{RDC} = \left( 3N_{ant} + N_{ant}^2 + \frac{1}{3} \times M \times \Psi \times N_{Layer} \right) \times \frac{N_{RB}}{5}, \tag{3} \]

where, \( N_{ant} \) denotes the number of MIMO antennas, \( M \) denotes the number of modulation bits, and \( \Psi \) denotes the coding rate. This total computational effort \( C_{RDC} \) is distributed among RU, DU, and CU based on the chosen intermediate split options. For example, 40% processing is done by RU with Split-7.2 but 50% processing is done by RU with Split-7.3. The remainder of the processing is done by the DU/CU and the total RU/DU/CU processing time can be computed by the polynomial expression provided in [17].

Fig. 1: The proposed TWDM-PON-based multi-tenant O-RAN architecture where RUs from multiple MNOs (hexagonal macro-cell and circular small-cell coverage area are shown in blue, green, and orange for three different MNOs) can be connected to Edge-Cloud or CO O-Cloud via the North-South or East-West virtual-PONs (indicated by red A, B, C) for the respective DUs and CUs.
IV. MIN-MAX FAIR RESOURCE ALLOCATION PROBLEM

In this section, we formulate an integer non-linear programming (INLP) for connecting RUs from different MNOs either to an Edge-Cloud or an O-Cloud over TWDM-PON-based x-haul interfaces where their respective DUs and CUs can be hosted. We denote the set of RUs by \( R = \{1, 2, \ldots, R\} \), the set of Edge-Clouds by \( E = \{1, 2, \ldots, E\} \), and the set of O-Clouds by \( Q = \{1, 2, \ldots, Q\} \). The binary variable \( x_{re} \) denotes if an RU \( r \in R \) is connected to an Edge-Cloud \( e \in E \) and \( x_{rq} \) denotes if an RU \( r \in R \) is connected to an O-Cloud \( q \in Q \). The parameters \( z_{re} \) and \( z_{rq} \) denote if RU \( r \) and Edge-Cloud \( e \) and RU \( r \) and O-Cloud \( q \) can be connected over a virtual-PON when their values are 1. The parameters \( C_r \), \( C_A \), and \( C_P \) denote the default cost to the mediator, cost for throughput used, and cost for GOPS leased for each RU, respectively. The cost of the objective function is given by (4):

\[
\begin{align*}
\mathcal{P} : \min_{x_{re}, x_{rq}} \max_r \{ D_r \} = & C_r + C_A \sum_{e \in E} w_{re} x_{re} + \sum_{q \in Q} W_{rq} x_{rq} \\
+ & C_P \sum_{e \in E} \sum_{q \in Q} \gamma_{re} T_{re} + \sum_{q \in Q} \gamma_{rq} T_{rq},
\end{align*}
\]  

subject to \( x_{re} \leq \gamma_{re}, \forall r \in R, e \in E \), \( x_{rq} \leq \gamma_{rq}, \forall r \in R, q \in Q \), \( \sum_{e \in E} w_{re} x_{re} + \sum_{q \in Q} W_{rq} x_{rq} \leq 1, \forall r \in R \), \( \sum_{e \in E} \sum_{q \in Q} \gamma_{re} T_{re} + \sum_{q \in Q} \gamma_{rq} T_{rq} \leq \Delta^H \), \( \sum_{e \in E} w_{re} x_{re} + \sum_{q \in Q} W_{rq} x_{rq} \leq \Delta^H + \Delta^R \), \( \sum_{e \in E} \sum_{q \in Q} \gamma_{re} T_{re} + \sum_{q \in Q} \gamma_{rq} T_{rq} \leq \Delta^H + \Delta^R + \Delta_D \).

The objective function of the problem \( \mathcal{P} \) is given by (4). The constraint (5) ensures that RU \( r \) can be associated with Edge-Cloud \( e \) or O-Cloud \( q \) only when a virtual-PON connection exists and the constraint (6) restricts RU \( r \) to be connected to either Edge-Cloud \( e \) or O-Cloud \( q \) (one only at max). The constraints (7)-(8) again indicate the allocated throughput to RU \( r \) over x-haul interface to Edge-Cloud \( e \) or O-Cloud \( q \) (\( \gamma_{re}, \gamma_{rq} = 0 \)). Similarly, the constraints (9)-(11) indicate the allocated GOPS to RU \( r \) for DU/CU processing at Edge-Cloud \( e \) or O-Cloud \( q \). In addition, the following latency constraints are also required to be considered \( \forall r \in R, e \in E, q \in Q \):

\[
\begin{align*}
x_{re} (\delta_{re} + \frac{D_{re}}{v_c}) + \theta_{TTI} \frac{\Gamma_{re}}{\theta_{re}} + \sum_{r \in R} \gamma_{re} W_{Ue} \gamma_{re} B_{Ue} &= \Delta^H, \quad (12) \\
x_{rq} (\delta_{rq} + \frac{D_{rq}}{v_c}) + \theta_{TTI} \frac{\Gamma_{rq}}{\theta_{rq}} + \sum_{r \in R} \gamma_{rq} W_{Uq} \gamma_{rq} B_{Uq} &= \Delta^H, \quad (13) \\
\frac{\Gamma_{re}}{\theta_{re}} B_{Ue} &= \delta_{re}, \quad \theta_{TTI} \frac{\Gamma_{rq}}{\theta_{rq}} B_{Uq} &= \delta_{rq}, \quad (14) \\
\frac{\Gamma_{re}}{\theta_{re}} B_{Ue} &= \delta_{re}, \quad \theta_{TTI} \frac{\Gamma_{rq}}{\theta_{rq}} B_{Uq} &= \delta_{rq}. \quad (15)
\end{align*}
\]

The constraint (12) ensures that the uplink x-haul latency from RU \( r \) to Edge-Cloud \( e \) or O-Cloud \( q \) is within \( \Delta^H \). The parameters \( \delta_{re} \) and \( \delta_{rq} \) denote the reduced average queuing latency of uplink data due to Co-DBA at ONUs. The second terms with \( x_{re} \) and \( x_{rq} \) indicate propagation latency where the parameters \( D_{re} \) and \( D_{rq} \) denote the distance from RU \( r \) to Edge-Cloud \( e \) and O-Cloud \( q \) and \( v_c \) denotes speed of light within fiber (2\( \times \)10^5 km/s). The third terms with \( x_{re} \) and \( x_{rq} \) indicate data transmission latency where data are transmitted in multiple bursts of duration \( \theta_{re} \) and \( \theta_{rq} \) within each TTI \( \theta_{TTI} \). Similarly, the constraint (13) ensures that the downlink x-haul latency from RU \( r \) to Edge-Cloud \( e \) or O-Cloud \( q \) is within \( \Delta^H \). Finally, constraints (14)-(15) indicate the RU/DU/CU processing latencies are within \( \Delta_D \). The first term indicates the RU processing latency and the second and third terms indicate the DU/CU processing latencies at Edge-Cloud \( e \) and O-Cloud \( q \), respectively.

Now, we design a solution algorithm based on the approach in [18]. By careful observation, we can understand that cost of each RU in objective (4) can be minimized if each x-haul link and Edge/O-Cloud resources are leased by a maximum number of RUs while satisfying constraints (3)-(15). Let us denote \( \hat{R} \) as the set of all unassigned RUs and the RU indices are mixed according to the ownership percentage of the MNOs to ensure fairness. Initially, a maximum number of RUs are connected to their nearest Edge/O-Cloud, i.e., \( y = \arg\min_y \{ D_{ry}\}, y \in (E \cup Q) \) subject to constraints (5)-(7), (12)-(15) are satisfied while prioritizing Edge-Clouds from the same MNO, i.e., \( \gamma_{re} = 0.5 \). In the following iterations, we check if the RU with
maximum OPEX can be reallocated to a different Edge-Cloud $e$ or O-Cloud $q$ such that its OPEX can be reduced to any other RU with similar resource requirements while the constraints \([12]-[15]\) are not violated. If impossible, then we remove $r$ from $\mathcal{R}$, i.e., $\mathcal{R} \leftarrow \mathcal{R} \setminus \{r\}$. We continue this process until $\mathcal{R} = \emptyset$ and the loop terminates. If all the RUs could not be connected to Edge/O-Clouds due to saturation of x-haul and/or Edge-Cloud resources, then the unassigned RUs will suffer from resource outage. Now, we analyze that the complexity of the loop (1-4) is $O(|\mathcal{R}| \times (|\mathcal{E}|+|\mathcal{Q}|))$ and the worst-case complexity of the loop (5-14) is $O(|\mathcal{R}|^2 \times (|\mathcal{E}|+|\mathcal{Q}|))$. Thus, the overall complexity of Algorithm \([14]\) is given by $O((|\mathcal{R}|^2 \times (|\mathcal{E}|+|\mathcal{Q}|))$.

V. RESULTS AND DISCUSSIONS

To evaluate our proposed framework in Section IV, we consider a multi-tenant O-RAN deployment area of dimension $5 \times 5$ km$^2$. In this area, 8 macro-cell RUs (coverage = 1 km) and 30 small-cell RUs (coverage = 0.5 km) from three different MNOs coexist. The x-haul datarate and RU/DU/CU processing efforts of the RUs vary over time depending on the RU configurations and the chosen split option. For example, if the RUs are configured with 2x2 MIMO, 2 layers, 50 MHz bandwidth, 15 kHz sub-carrier spacing, MCS index 16, and TTI duration = 0.5 msec, the maximum uplink datarate with Split-7.2 is 2.304 Gbps and the maximum downlink datarate with Split-7.3 is 0.432 Gbps. The total RU/DU/CU processing requirement is nearly 550 GOPS/TTI. The one-way front-haul link latency bound is 100 μsec and we choose the RU/DU/CU processing latency bound 90 μsec. The reduced queuing latency of the uplink data at the ONUs is 15 μsec as Co-DBA is used for uplink transmission and the data are transmitted as periodic bursts of 31.25 μsec. We consider two diagonally opposite corner points as the CO locations where multiple OLTs of TWDM-PONs are hosted. Each wavelength can support a throughput of 25 Gbps such that we can achieve an aggregated throughput of 100 Gbps with 4 wavelengths. A group of RU/ONUs are connected to a level-1 reflective splitter (locations found through $k$-means clustering) and a few level-1 reflective splitters are connected to a level-2 reflective splitter located at the center of the area. We assume that the RU/ONUs can be connected to the O-Clouds via the North-South links and to the Edge-Clouds via creating East-West virtual-PON links. We arbitrarily assume that each MNO pays a default cost of €100/day to the mediator. In addition, the cost for throughput used is €0.5/Gbps \([19]\) and the cost for leasing DU/CU resources is €1.5/GOPS \([17]\).

Figs. 2 and 3 show the total x-haul throughput and RU/DU/CU processing resource consumption against network load (maximum load $\approx 4$ Gbps/km$^2$), respectively. We assume that nearly 25% low-latency applications and 75% broadband applications are being served by the RUs. We consider that a small MNO-1 has 25%, a medium MNO-2 has 35%, and a large MNO-3 has 40% ownership of the RUs. In addition, we vary the ratio of resources in Edge-Clouds and O-Clouds as 0.25:0.75, 0.50:0.50, and 0.75:0.25 while the maximum computational effort supported available in each cloud is $10^4$ GOPS/TTI. Both these plots indicate that the percentage of RUs connected to Edge/O-Clouds is dictated by the ratio of resources among them, i.e., when Edge-Cloud resources are higher than O-Cloud resources for the available network load.
Cloud resources, a higher number of RUs are connected to the Edge-Clouds. Nonetheless, our proposed framework attempts to connect the maximum possible number of RUs to O-Clouds in all scenarios, because a higher number of RUs could be aggregated over the North-South links with a lower cost than East-West links. However, as Edge-Cloud owned by the same MNO may also minimize the cost, for some RUs (especially those serving low-latency applications) connection to the Edge-Clouds is prioritized.

Next, in Fig. 4 we compare the OPEX reduction percentage of multiple MNOs with our proposed framework and resource allocation with uniform cost-sharing (baseline greedy) against the network load of the considered area. With the later, sufficient x-haul and Edge/O-Cloud resources are allocated to meet the QoS requirements of all the RUs together from different MNOs and the total OPEX is uniformly shared among them. However, this strategy often makes some of the MNOs (especially those with a smaller number of RUs) pay a higher cost for the resources than they have actually utilized, which in turn, creates unfairness in the multi-tenant O-RAN ecosystem. In this scenario, we observe that a higher percentage of RUs from the large MNO-3 are connected to Edge-Clouds, but RUs from small MNO-1 and medium MNO-2 are mostly aggregated to O-Clouds due to a better OPEX reduction percentage. The plot shows that our proposed framework reduces the OPEX of MNOs by nearly 27% (12% for the small MNO-1, 9% for the medium MNO-2, and 6% for the large MNO-3) at 80% network load condition. We also observe that OPEX reduction for small MNO-1 is highest when nearly 75% of resources are placed at O-Cloud servers. These results justify that our proposed min-max fair resource allocation framework creates a multi-tenant O-RAN ecosystem that is sustainable for small, medium, as well as large MNOs.

VI. CONCLUSIONS

In this paper, we have proposed a multi-tenant O-RAN architecture where RUs from multiple MNOs can lease resources for their DU/CU functions processing from Edge/O-Clouds over TWDM-PON-based open x-haul interfaces. We have adopted a min-max fair resource allocation strategy for allocating x-haul and DU/CU processing resources to multiple MNOs. Thus, we have formulated an INLP problem and have designed a time-efficient algorithm to solve it. Through numerical evaluation, we have shown that the proposed framework reduces the OPEX of the MNOs up to 27% than resource allocation with uniform cost-sharing (for the considered scenario, network load, and cost parameters). We strongly believe that our proposed framework is will provide important insights for exploring further O-RAN resource allocation strategies.
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