Bounds for Batch Codes with Restricted Query Size
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Abstract—We present new upper bounds on the parameters of batch codes with restricted query size. These bounds are an improvement on the Singleton bound. The techniques for derivations of these bounds are based on the ideas in the literature for codes with locality. By employing additional ideas, we obtain further improvements, which are specific for batch codes.

I. INTRODUCTION

Batch codes were originally proposed in [11] for load balancing in the distributed server systems. They can also potentially be used in the application for private information retrieval [8]. Batch codes are also known as switch codes, and they were studied in [5], [21], [22] in the context of network switches. Combinatorial batch codes were studied, for example, in [1], [2], [3], [18]. Several constructions of families of batch codes using graph-theoretic tools were recently presented in [6].

Batch codes have a lot of similarities with so-called locally-repairable codes, or codes with locality, which are of potential use in the distributed storage systems [4], [7], [9], [10], [14], [15], [16], [17], [20].

This work continues the line of research that was started in [10], where the bounds on the parameters of codes with locality of a single symbol, which improve on the Singleton bound, were presented. Further, the authors of [15] generalize that approach towards codes with locality and availability, where every symbol can be recovered from several recovery sets. This work was further generalized to codes, which allow for cooperative recovery of several symbols [16]. A variation of that model, where several (possibly different) symbols are recovered in parallel, was studied in [15].

In this work, by building on the ideas in [10], [15], [16], we derive new upper bounds on the parameters of batch codes. The resulting bounds are an improvement on the classical Singleton bound, and they do not depend on the size of the underlying alphabet. By using some additional ideas, we further improve the resulting bound.

II. NOTATION

Throughout the paper, we denote by $\mathbb{N}$ the set of nonnegative integers. For $n \in \mathbb{N}$, we denote $[n] \equiv \{1, 2, \ldots, n\}$.

We start with the definition of a new family of $(k, n, r, t)$-batch codes with restricted query size, which is a variation of the definition of primitive batch codes in [11].

Definition 1. A primitive $(k, n, r, t)$ batch code $C$ with restricted query size over an alphabet $\Sigma$ encodes a string $x \in \Sigma^k$ into a string $y = C(x) \in \Sigma^n$, such that for all multisets of indices $\{i_1, i_2, \ldots, i_t\}$, where all $i_j \in [k]$, each of the entries $x_{i_1}, x_{i_2}, \ldots, x_{i_t}$ can be retrieved independently of each other by reading at most $r$ symbols of $y$. It is assumed that the symbols used to retrieve each of the variables $x_{i_j}$, for $1 \leq j \leq t$, are all disjoint.

This definition is different from that of the primitive batch codes in [11] by adding an additional restriction that each symbol is recovered by reading at most $r$ symbols of $y$. In sequel, we will simply call the codes in Definition 1 the $(k, n, r, t)$ batch codes.

We will use the notation $d$ for the minimum (Hamming) distance of the $(k, n, r, t)$ batch code $C \equiv \{y \in C(x) : x \in \Sigma^k\}$. If the code alphabet $\Sigma$ is a finite field $\mathbb{F}$, and for all $x \in \mathbb{F}^k$, $C(x)$ is a linear transformation, then the corresponding batch code is linear. Otherwise, the batch code is non-linear.

The following simple result was observed in [12] for binary linear codes and in [23] for non-linear codes over general $\Sigma$.

Lemma II.1. If a $(k, n, r, t)$ batch code has the minimum distance $d$, then $d \geq t$.

Proof: For any two strings $x_1, x_2 \in \Sigma^k$, there is at least one coordinate, where they are different, denote it by $i$. Then, in the codewords $y_1 = C(x_1), y_2 = C(x_2)$, there exist at least $t$ coordinates, where they are different. Otherwise, it is not possible to retrieve the $t$-tuple of coordinates $\{i, i, \ldots, i\}$.

The $(k, n, r, t)$ batch code satisfies the Singleton bound, that is, $d \leq n - k + 1$. By Lemma II.1, the rate of the code is

$$\frac{k}{n} \leq \frac{k}{k + d - 1} \leq \frac{k}{k + t - 1}.$$

In this paper, we present a new upper bound on the parameters of a linear batch code, when the query size is restricted. The primary technique is based on that used for derivation of bounds on the distance of locally recoverable codes in the series of works [10], [15], [16]. By using some
additional ideas, we are able to further improve the obtained bound.

III. UPPER BOUND ON THE PARAMETERS OF BATCH CODES

For a code \( C \subseteq \Sigma^m \), \( S \subseteq [n] \) and \( y \in C \), let \( y|_{S} \subseteq \Sigma^{|S|} \) denote the subword of \( y \) composed of the symbols indexed by \( S \).

In this section, we present an algorithm akin to that in [10], [15], [16], which allows to derive an upper bound for the minimum distance of a batch code. Throughout the paper, we consider linear \((k, n, r, t)\) batch codes over the field \( \mathbb{F} \), whose size is an arbitrary prime power.

We will use the following auxiliary results.

**Lemma III.1.** Let \( C \) be a linear \((k, n, r, t)\) batch code over the finite field \( \mathbb{F} \), \( x \in \mathbb{F}^k \), \( y = C(x) \), and assume that the set of coordinates of \( y \) indexed by \( S \subseteq [n] \) is used to recover \( x_i \) for some \( i \). Then, there exists \( \ell \in S \), such that if we fix the values of \( x_i \) and of \( y|_{S \setminus \{\ell\}} \), the value of \( y_\ell \) will be uniquely determined.

**Proof:**

1) Pick a random \( \ell \in S \) and assume that \( y_\ell \) is not uniquely determined given the values of \( x_i \) and of \( y|_{S \setminus \{\ell\}} \). Then, there exist two words \( y_1 = C(x_1) \) and \( y_2 = C(x_2) \), such that \( x_1 \) and \( x_2 \) coincide on coordinate \( \ell \), and \( y_1 \) and \( y_2 \) coincide on the coordinates indexed by \( S \setminus \{\ell\} \), but differ on the coordinate \( \ell \). Consider the word \( y_1 - y_2 = C(x_1 - x_2) \). It has zeros in all coordinates indexed by \( S \setminus \{\ell\} \), yet its \( \ell \)'s coordinate is nonzero. Additionally, the \( \ell \)-th coordinate of \( x_1 - x_2 \) is zero.

Next, take an arbitrary codeword \( c \in C \). For any \( \alpha \in \mathbb{F} \), \( \alpha \neq 0 \), the word \( c + \alpha(y_1 - y_2) \) differs from \( c \) in coordinate \( \ell \) (the difference \( \alpha(y_1 - y_2) \) can take any nonzero value in \( \mathbb{F} \) for different nonzero values of \( \alpha \)), yet the coordinates in \( S \setminus \{\ell\} \) and the \( \ell \)-th coordinate in the corresponding information words are identical. Therefore, for any \( c \in C \), the bit \( y_\ell \) does not affect the value of \( x_i \) and so it can be ignored. We obtain that \( y_\ell \) is not helpful for recovery of \( x_i \), and the set \( S \setminus \{\ell\} \) is sufficient for its retrieval.

2) We showed that if there exists \( \ell \in S \) such that \( y_\ell \) is not uniquely determined, then the set \( S \setminus \{\ell\} \) is sufficient for the retrieval. By repeating this argument, we end up with the minimal (nonempty) retrieval set \( S_0 \) of \( x_i \). Therefore, every symbol in \( y|_{S_0} \) is uniquely determined.

The following corollary follows directly from Lemma III.1.

**Corollary III.2.** Let \( C \) be a linear \((k, n, r, t)\) batch code over \( \mathbb{F} \), \( x \in \mathbb{F}^k \), \( y = C(x) \). Let \( S_1, S_2, \ldots, S_t \subseteq [n] \) be \( t \) disjoint recovery sets for the coordinate \( x_i \). Then, there exist indices \( \ell_2 \in S_2 \), \( \ell_3 \in S_3 \), \ldots, \( \ell_t \in S_t \), such that if we fix the values of all coordinates of \( y \) indexed by the sets \( S_1 \setminus \{\ell_2\}, S_2 \setminus \{\ell_3\}, \ldots, S_t \setminus \{\ell_t\} \), then the values of the coordinates of \( y \) indexed by \( \{\ell_2, \ell_3, \ldots, \ell_t\} \) are uniquely determined.

The following theorem is the main result in this section.

**Theorem III.3.** Let \( C \) be a linear \((k, n, r, t)\) batch code over \( \mathbb{F} \) with the minimum distance \( d \). Then,

\[
d \leq n - k - (t - 1) \left( \left\lfloor \frac{k}{rt - t + 1} \right\rfloor - 1 \right) + 1.
\]

**Proof:** Apply algorithm in Figure 1 to the linear \((k, n, r, t)\) batch code \( C \).

**Input:** linear \((k, n, r, t)\) batch code \( C \\
1: C_0 = C \\
2: j = 0 \\
3: while \( |C_j| > 1 \) do \\
4: \( j = j + 1 \) \\
5: choose the multiset \( \{i^1_j, i^2_j, \ldots, i^t_j\} \subseteq [k] \) and disjoint subsets \( S^1_j, \ldots, S^t_j \subseteq [n] \), where \( S^i_j \) is a recovery set for the information bit \( i^j_i \), such that there exist at least two codewords in \( C_{j-1} \) that differ in (at least) one coordinate \( \Lambda_j = S^1_j \cup \cdots \cup S^t_j \).

**Output:** \( C_{j-1} \)

**Fig. 1:** Algorithm for constructing a subcode

First, we prove that the algorithm is well-defined, that is, we are able to choose \( i^1_j, i^2_j, \ldots, i^t_j \) and \( S^1_j, S^2_j, \ldots, S^t_j \) in line 5. Let

\[
\Gamma_j = \bigcup_{j' \in [j]} S_{j'} \quad \text{and} \quad \Lambda_j = \bigcup_{j' \in [j]} \{i^1_j, i^2_j, \ldots, i^{j'}_j\}.
\]

By condition in line 3, we have \( |C_{j-1}| > 1 \), thus implying that there is at least one coordinate such that two codewords \( y_1 \) and \( y_2 \) in \( C_{j-1} \) are not equal. Let \( x_1 \) and \( x_2 \) be information words, corresponding to \( y_1 \) and \( y_2 \), respectively. It follows that \( x_1 \neq x_2 \) and there is at least one coordinate, say \( x_i \), such that \( x_1 \) and \( x_2 \) disagree in that coordinate. Then, in Step 5 of the algorithm in Figure 1 we can use the multiset of indices \( \{\ell, \ell, \ldots, \ell\} \) and the corresponding recovery sets, and this choice is feasible.

Assume that the algorithm terminates with \( j = \tau + 1 \) and its output is a code \( C_{\tau} \subseteq C \). Let \( A_j = \Gamma_j \setminus \Lambda_{j-1} \) and \( a_j = |A_j| \). Then \( a_j \leq t \cdot r \). Define the multiset \( B_j = A_j \setminus A_{j-1} \). Let \( \mu_j \) be the number of different symbols in \( B_j \). Here, \( 1 \leq \mu_j \leq \lambda_j \).

It follows from Corollary III.2 that if we are to recover in Step 5 the total of \( t \) copies of \( \mu_j \) different bits, then in each of the \( t - \mu_j \) sets will be at least one bit fixed. Moreover,

\[
|C_{j-1}| \leq |C_j| \cdot q^{a_j - (t - \mu_j)},
\]

and, therefore,

\[
|C_j| \geq \frac{|C_{j-1}|}{q^{a_j - (t - \mu_j)}}.
\]
Next, we bijectively map \( C \) to a new code \( C' \subseteq \mathbb{F}^{n-|\Gamma|} \) by deleting the coordinates in \( \Gamma \). The minimum distance of \( C' \) is at least \( d \). Then,
\[
\log_q |C'| = \log_q |C| - \sum_{j=1}^{\tau} (a_j - t + \mu_j) \geq k - |\Gamma| + \sum_{j=1}^{\tau} (t - \mu_j),
\]
where the penultimate transition is due to repeated applications of (2). We also have
\[
0 = \log_q |C_{\tau+1}| \geq \log_q |C| - \sum_{j=1}^{\tau+1} (a_j - t + \mu_j) \geq k - \sum_{j=1}^{\tau+1} (rt - t + \mu_j). \tag{3}
\]
By applying the Singleton bound to \( C' \), we obtain
\[
d \leq (n - |\Gamma|) - (k - |\Gamma| + \sum_{j=1}^{\tau} (t - \mu_j)) + 1 = n - k + 1 - \sum_{j=1}^{\tau} (t - \mu_j). \tag{4}
\]
The right-hand side of (4) decreases when each of \( \mu_j, 1 \leq j \leq \tau \), decreases. In order to minimize the bound, we choose \( \mu_j = 1 \), for \( 1 \leq j \leq \tau \). Hence,
\[
d \leq n - k + 1 - (t - 1) \tau 
\leq n - k + 1 - (t - 1) \left( \frac{k}{rt - t + 1} - 1 \right),
\]
where the last transition is due to (3).

**Example 1.** Consider a binary \((k, n, 1, t)\) batch code with minimum distance \( d = t \) and length \( n = k \cdot t \). Since each information symbol can be recovered from \( t \) sets of size \( 1 \), such code can be obtained by concatenation of the trivial binary code of length \( k \) with binary repetition code of length \( t \).

Then, (1) is equivalent to
\[
n \geq tk + d - t = tk,
\]
and we observe that the bound in Theorem III.3 is tight in that case.

**Corollary III.5.** Let \( C \) be a linear systematic \((k, n, r, t)\) batch code over \( \mathbb{F} \) with the minimum distance \( d \). Then,
\[
n \geq \max_{1 \leq \beta \leq k} \left\{ (\beta - 1) \left( \frac{k}{r \beta - r + 2} \right) - 1 + k + d - 1 \right\}. \tag{5}
\]

**Proof:** The code \( C \) is a \((k, n, r, \beta)\) batch code for all integers \( \beta, 1 \leq \beta \leq t \). Therefore, the claim follows from Theorem III.3.

**Example 2.** Take \( r = 2 \) and \( t = \beta = 2 \). Then by (5), \( n \geq \left( \frac{k}{2} \right) + k + d - 2 \). This bound can be attained by the linear systematic codes of minimum distance \( 2 \) encoding \( x = \{ x_i : 1 \leq i \leq k \} \) into \( y = \{ y_i : 1 \leq i \leq n \} \), where:
- \( y_i = x_i \) for \( 1 \leq i \leq k \), and \( y_j = x_{2(j-k)} - x_{2(j-k)} \) for \( k + 1 \leq j \leq k + k/2 \), when \( k \) is even,
- \( y_i = x_i \) for \( 1 \leq i \leq k \), and \( y_j = x_{2(j-k)} - x_{2(j-k)} \) for \( k + 1 \leq j \leq k + (k - 1)/2 \), and \( y_{k(k+1)/2} = x_k \), when \( k \) is odd.

**Example 3.** Consider batch codes, which are obtained by taking simplex codes as suggested in [21]. It was shown therein that, for example, the linear code, formed by the generator matrix
\[
\begin{bmatrix}
1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0
\end{bmatrix}
\]
is a \((3,7,2,4)\) batch code with the minimum distance \( d = 4 \). Here \( r = 2 \) and \( t = 4 \).

Pick \( \beta = 2 \). The right-hand side of equation (6) can be re-written as
\[
(2 - 1) \left( \frac{k}{2 \cdot 2 - 2 - 2} - 1 \right) + 3 + 4 - 1 = 7,
\]
and therefore the bound in (5) is attained with equality for the choice \( \beta = 2 \).

Assume that the pair \( \{x_1, x_2\} \) is to be recovered. The sets \( \{x_1\} \) and \( \{x_2, x_1 + x_2\} \) are sufficient for this task. Then, \( S_1 = \{1, 2, 4\} \), and the most frequent element in Step 6 of the algorithm is \( \sigma_1 = (1, 0, 1) \). We obtain the code \( C_1 \) with two codewords (when puncturing the coordinates in \( S_1 \)):
\[
C_1 = \{ (0 \ 1 \ 0 \ 1), (1 \ 0 \ 1 \ 0) \}. \tag{7}
\]
The code $C_1$ is an MDS code of dimension 1 and minimum distance 4.

Next, we turn to the asymptotic analysis, when $n \to \infty$. Let the relative rate of the code $C$ be $R \triangleq k/n$, and the relative minimum distance be $\delta \triangleq d/n$. Assume that $r$ and $t$ are fixed. From \cite{5}, by ignoring the $o(1)$ term, and by choosing the optimal value $\beta = t$, we have

\[
\delta \leq 1 - \left( \frac{rt}{rt - t + 1} \right) R. 
\] (8)

A variation of this bound can be obtained by using the Plotkin bound instead of the Singleton bound in the proof of Theorem III.3.

Indeed, take the subcode $C_j$ for some $j$ in the algorithm in Figure [1] and assume that $\mu_j = 1$. Denote the length of $C_j$ by $n_j = n - |\Gamma_j|$, and the dimension by $k_j \geq k - |\Gamma_j| + (t - 1)j$. Delete the coordinates $\Gamma_j$ and bijectively map $C_j$ to a new code $C' \subseteq \Sigma^{n-|\Gamma_j|}$, which has the minimum distance at least $d$.

By applying the Plotkin bounds to $C'$, we have: if $d > (1 - 1/q)n_j$, then $q k_j \leq q d - q(n_j - |\Gamma_j|)$. Hence, if $d > (1 - 1/q)(n - |\Gamma_j|)$,

\[
q^{k - |\Gamma_j| + (t - 1)}(q d - (q - 1)(n - |\Gamma_j|)) \leq q d. \quad (9)
\]

When $j = 0$, (9) is essentially a classical Plotkin bound. Plotkin bound is tight, and in particular it is attained by the Simplex code.

IV. FURTHER IMPROVEMENT

In this section, by employing some additional ideas, we show an improvement on the bound (5). Hereafter, we assume that $\mu_j = 1$ for all $1 \leq j \leq \tau$ (i.e. in each step $i$ of the algorithm, the set $S_i$ recovers multiple copies of one symbol). Additionally, we assume that

\[
k \geq 2(rt - t + 1) + 1, \quad (10)
\]

which implies that $\tau \geq 2$.

Let $\epsilon$ and $\lambda$ be some positive integers, whose values will be established in the sequel. Consider the following three cases.

Case 1: $\exists i, j : |S_i \cap S_j| \geq \epsilon$.

W.l.o.g. assume $i = 1$ and $j = 2$ (the proof is similar for any choice of $i$ and $j$). Then, $a_2 \leq |S_2| - |S_1 \cap S_2| \leq rt - \epsilon$. In that case, in equation (3) in Theorem III.3 we obtain

\[
0 = \log_q |C_{r+1}| \geq k - (rt - t + 1)(\tau + 1) + \epsilon, 
\]

which implies that $\tau \geq \left\lceil \frac{k + \epsilon}{rt - t + 1} \right\rceil - 1$. Hence,

\[
d \leq n - k + 1 - (t - 1) \left( \left\lceil \frac{k + \epsilon}{rt - t + 1} \right\rceil - 1 \right). 
\]

Case 2: $\forall i, j : |S_i \cap S_j| < \epsilon$, and $\exists i : |S_i| \leq rt - \lambda$.

W.l.o.g. assume $i = 1$ (the proof is similar for any choice of $i$ and $j$). Then, $a_1 \leq |S_1| \leq rt - \lambda$. In that case, in equation (3) in Theorem III.3 we obtain

\[
0 = \log_q |C_{r+1}| \geq k - (rt - t + 1)\tau + rt - \lambda - t + 1, 
\]

which implies that $\tau \geq \left\lceil \frac{k + \lambda}{rt - t + 1} \right\rceil - 1$. Hence,

\[
d \leq n - k + 1 - (t - 1) \left( \left\lceil \frac{k + \lambda}{rt - t + 1} \right\rceil - 1 \right). 
\]

Case 3: $\forall i, j : |S_i \cap S_j| < \epsilon$, and $\forall i : |S_i| > rt - \lambda$.

In this case, akin to inclusion-exclusion principle, the total number of coordinates contained in any of the sets $S_i$, is given by:

\[
n \geq \sum_{i=1}^{k} |S_i| - \left( \begin{array}{c} k \end{array} \right) (\epsilon - 1) 
\]

\[
\geq (rt - \lambda + 1)k - \left( \begin{array}{c} k \end{array} \right) (\epsilon - 1). 
\]

Denote

\[
\begin{align*}
A &= A(k, r, d, \beta, \epsilon) \\
&\triangleq (\beta - 1) \left( \left\lfloor \frac{k + \epsilon}{r\beta - \beta + 1} \right\rfloor - 1 \right) + k + d - 1, \\
B &= B(k, r, d, \beta, \lambda) \\
&\triangleq (\beta - 1) \left( \left\lfloor \frac{k + \lambda}{r\beta - \beta + 1} \right\rfloor - 1 \right) + k + d - 1, \\
C &= C(k, r, \beta, \lambda, \epsilon) \\
&\triangleq (r\beta - \lambda + 1)k - \left( \begin{array}{c} k \end{array} \right) (\epsilon - 1). 
\end{align*}
\]

Theorem IV.1. Let $C$ be a linear $(k, n, r, t)$ batch code with the minimum distance $d$. Then,

\[
n \geq \max_{\beta \in \mathbb{N} \setminus \left\{ 1, \min \left\{ t, \left\lceil \frac{k - 3}{2r - 1} \right\rceil \right\} \right\}} \max_{\beta, \lambda \in \mathbb{N} \setminus \left\{ 1, r\beta - \beta \right\}} \left\{ \min \{ A, B, C \} \right\}. 
\]

(11)

Proof: The code $C$ is a $(k, n, r, \beta)$ batch code for any integer $\beta$, $1 \leq \beta \leq t$. Apply the algorithm in Figure [1] to the code $C$.

For any fixed values $\epsilon$ and $\lambda$, one of the above three cases must occur. In the above analysis, we can choose any $\beta \in \mathbb{N} \setminus \left\{ t, \left\lceil \frac{k - 3}{2r - 1} \right\rceil \right\}$ and any pair of $\epsilon, \lambda \in \mathbb{N} \setminus \left\{ 1, r\beta - \beta \right\}$.

Here, the restriction $\beta \leq \left\lceil \frac{k - 3}{2r - 1} \right\rceil$ is required in order to make sure that (10) holds, thus implying $\tau \geq 2$, and the condition $\epsilon, \lambda \in \left[ 1, r\beta - \beta \right]$ is required because $0 \leq |S_i \cap S_j| \leq r\beta - \beta$ and $\beta \leq |S_i| \leq r\beta$.

Since $\epsilon \leq r\beta - \beta$, the bound (11) is tighter than (5) when

\[
\left[ \frac{k + \epsilon}{r\beta - \beta + 1} \right] = \left[ \frac{k + \lambda}{r\beta - \beta + 1} \right] \geq \left[ \frac{k}{r\beta - \beta + 1} \right] + 1, 
\]

and in addition $C \geq \max\{A, B\}$, for some $\beta$, $\epsilon$ and $\lambda$. 

TABLE I: Bounds on the relative minimum distance $\delta$.

| $R$     | $r = 3$ | $r = 3$ | $r = 3$ | $r = 5$ | $r = 5$ | $r = 5$ |
|---------|---------|---------|---------|---------|---------|---------|
|         | $t = 2$ | $t = 3$ | $t = 5$ | $t = 2$ | $t = 3$ | $t = 5$ |
| $R = 0.0$ | 1.0     | 1.0     | 1.0     | 1.0     | 1.0     | 1.0     |
| $R = 0.1$ | 0.9     | 0.88    | 0.87143 | 0.86364 | 0.8889  | 0.88462 | 0.88095 |
| $R = 0.2$ | 0.8     | 0.76    | 0.74386 | 0.72727 | 0.7778  | 0.76923 | 0.76190 |
| $R = 0.3$ | 0.7     | 0.64    | 0.61429 | 0.59091 | 0.6667  | 0.65385 | 0.64286 |
| $R = 0.4$ | 0.6     | 0.52    | 0.48571 | 0.45455 | 0.5556  | 0.53846 | 0.52381 |
| $R = 0.5$ | 0.5     | 0.4     | 0.37114 | 0.31818 | 0.4444  | 0.42308 | 0.40476 |
| $R = 0.6$ | 0.4     | 0.28    | 0.22857 | 0.18182 | 0.3333  | 0.30769 | 0.28571 |
| $R = 0.7$ | 0.3     | 0.16    | 0.1     | 0.04545 | 0.2222  | 0.19231 | 0.16667 |
| $R = 0.8$ | 0.2     | 0.04    | –       | –       | 0.1111  | 0.076923| 0.047619|
| $R = 0.9$ | 0.1     | –       | –       | –       | 0.0     | –       | –       |
| $R = 1.0$ | 0.0     | –       | –       | –       | –       | –       | –       |

Example 4. Take $k = 12$, $r = 2$ and $t = 3$. The maximum of the right-hand side of expression (5) is obtained when $\beta = 3$. For that selection of parameters, we have $n \geq 15 + d \geq 18$.

At the same time, by taking $\beta = 3$, $\lambda = 1$ and $\epsilon = 1$, we obtain from (11) that

$$A = B = 17 + d \quad \text{and} \quad C = 6 \cdot 12 - 0 = 72,$$

so $n \geq \min\{17 + d, 72\} \geq 20$.

V. NUMERICAL RESULTS

In this section, we consider the asymptotic regime, where $n \to \infty$, $R = k/n$ and $\delta = d/n$ are constants, and $r$ and $t$ are fixed. Then, the bound (5) can be rewritten as (8).

Next, consider the bound (11). The expression $C$ does not depend on $d$, and therefore the trade-off between $R$ and $\delta$ follows from $A$ and $B$, in which case it coincides with (8).

In Table I we present some values of the pairs $(R, \delta)$ for the Singleton bound and for the bound (8). The entry is marked as ‘–’ when no code with corresponding parameters exists.
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