Topological Josephson parametric amplifier array: A proposal for directional, broadband, and low-noise amplification
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Low-noise microwave amplifiers are crucial for detecting weak signals in fields such as quantum technology and radio astronomy. However, designing an ideal amplifier is challenging, as it must cover a wide frequency range, add minimal noise, and operate directionally—amplifying signals only in the observer’s direction while protecting the source from environmental interference. In this work, we demonstrate that an array of non-linearly coupled Josephson parametric amplifiers (JPAs) can collectively function as a directional, broadband quantum amplifier by harnessing topological effects. By applying a collective four-wave-mixing pump with inhomogeneous amplitudes and linearly increasing phase, we break time-reversal symmetry in the JPA array and stabilize a topological amplification regime where signals are exponentially amplified in one direction and exponentially suppressed in the opposite. We show that compact devices with few sites $N \sim 11 - 17$ can achieve exceptional performance, with gains exceeding $20 \text{ dB}$ over a bandwidth ranging from hundreds of MHz to GHz, and reverse isolation suppressing backward noise by more than $30 \text{ dB}$ across all frequencies. The device also operates near the quantum noise limit and provides topological protection against up to $15\%$ fabrication disorder, effectively suppressing gain ripples. The amplifier’s intrinsic directionality eliminates the need for external isolators, paving the way for fully on-chip, near-ideal superconducting pre-amplifiers.

I. INTRODUCTION

Low-noise amplification is essential for high-sensitivity applications, spanning from astronomical instrumentation [1] to nano-mechanical sensing [2]. In superconducting quantum technology [3, 4], microwave signals carrying quantum information are extremely weak, and thus near-quantum-limited amplification is indispensable to enable reliable single-shot measurements [5–8]. The Josephson parametric amplifier (JPA) [9] has emerged as a paradigmatic solution to this challenge. These amplifiers are nonlinear resonators in which Kerr anharmonicity arises from Josephson junctions (JJs) [10] or, more recently, from materials with high kinetic inductance [11–13]. By activating their Kerr nonlinearities through three- or four-wave mixing processes [12, 14, 15], JPAs achieve excellent amplification characteristics, with gains above $20 \text{ dB}$ and near-quantum-limited noise performance, though typically within a moderate bandwidth on order $\sim 10 \text{ MHz}$.

Traveling-wave parametric amplifiers (TWPA) present a compelling alternative to JPAs by using similar non-linearities but distributed along a transmission line [16–23]. As non-resonant devices, TWPA enable high-gain, low-noise amplification in transmission across significantly broader bandwidths, reaching up to the GHz range [24]. However, effective wave propagation along the nonlinear transmission line demands phase-matching, achieved through dispersion engineering [16, 19] or alternative methods [25, 26]. This requirement inevitably introduces small impedance mismatches during fabrication, preventing TWPA from being directional. As a result, parasitic signals and vacuum fluctuations can become back-amplified, potentially contaminating the quantum source. To mitigate these effects, TWPA are typically used with external isolation components, such as isolators [24].

Directional amplification without external elements has been achieved using few-mode resonant devices, which are inherently narrowband [27–32]. Broadband amplification is crucial for implementing large-scale quantum information processors, where multiple signals need to be multiplexed and simultaneously detected [33]. Therefore, unifying the broadband properties of TWPA with the compactness of a directional amplifier with built-in backward isolation is one of the holy grails in the field [24].

In this work, we combine concepts of Josephson parametric amplification [14, 15, 24] and topological photonics [34–38] to demonstrate that an array of non-linearly coupled JPAs can collectively operate as high-performance broadband amplifier in transmission as TWPA, while being intrinsically directional and resilient to disorder due its non-trivial topology. The key to building such a device is realizing topological amplification [35–37] in the superconducting array. This requires non-linear cross-Kerr couplings to realize non-local squeezing interactions between adjacent JPAs $\sim \bar{g}_s \delta a_j \delta a_{j+1}$ in addition to standard local squeezing terms $\sim \bar{g}_s \delta a_j \delta a_j^\dagger$. We also require to collectively drive all JPAs with a 4-wave mixing pump with phase gradient $\varphi \neq 0$ such that we induce a hopping with complex phase between them $\sim J e^{i\varphi} \delta a_{j+1} \delta a_j$ and break time-reversal symmetry. We show that this collective pump can be implemented by $N$ independent microwave drives or by a single one distributed via an auxiliary waveguide. The pump amplitudes must smoothly increase from the boundaries toward the array’s center to suppress non-linear boundary effects. Combining this inhomogeneous collective pump, local decay, and the squeezing and complex hopping interactions, the JPA array stabilizes a topologically amplifying steady state. Remarkably, in this configuration, microwave excitations propagating along the array are exponentially amplified in one direction and exponentially suppressed in the opposite. This directional amplification is moreover near-quantum-limited, broadband with bandwidth on the order of the effective hopping and decay rate, and is topologi-
cally protected against disorder in all system parameters, particularly imperfections inherent in the fabrication of JJs [39].

Our design fundamentally differs from the previous topological amplification proposals [34] where the topology comes fully from the coherent dynamics and thus requires a 2D configuration whose boundary admits directionally propagating edge states. Our proposed setup is intrinsically 1D and the topology is associated with a driven-dissipative steady-state with directional current.

Beyond proposing the design of this novel topological JPA array, we also characterize its performance at various operation points and demonstrate the feasibility of implementing it with current superconducting circuit technology [40–42]. We predict that compact devices with \( N = 11 \) − 17 sites can provide near quantum-limited amplification with more than 20 dB of gain and 30 dB of reverse isolation over a bandwidth of \( \sim 300 \) MHz. This is more than an order of magnitude larger in bandwidth and directionality than previous resonant non-reciprocal amplifiers [27–32] and is on the same order as TW-PAs with isolation, which use frequency conversion and external diplexers to protect the source [43, 44]. Increasing the bandwidth further requires using nonlinearities with higher dynamic range such as arrays of kinetic inductance parametric amplifiers [11–13, 45]. Another route is implementing Quantum non-linearities instead of conventional JJs, for which we estimate that the amplification bandwidth can be increased up to \( \sim 1 \) GHz, keeping all the high-performance properties mentioned above.

Other remarkable properties of our proposed device are that the reverse isolation acts on all frequencies, not only on the amplification band, and the intrinsic topological protection to disorder and inhomogeneities allows for effective suppression of gain ripples. It also eliminates the need for dispersion engineering for phase-matching [16, 17, 19], Floquet engineering [46–48] or external magnetic fields. Our work thus provides a promising route towards the scalable integration of intrinsically directional and broadband amplifiers and quantum processors on the same on-chip, avoiding external isolators.

The paper is structured as follows. In Sec. II, we provide the superconducting circuit model to realize the topological JPA array, detailing the configuration of Josephson junctions (JJs), capacitive couplings, transmission lines, and microwave pumps. In Sec. III, we describe how four-wave mixing processes are implemented in the JPA array using a strong collective pump, including tapering techniques to suppress boundary effects and stabilize the operation of the topological amplification. In Sec. IV, we propose a scalable way of implementing the global pump with phase gradient by distributing a single pump through an auxiliary waveguide. In Sec. V, we characterize the emergence of topological amplification in the JPA array and discuss its main properties. In Sec. VI, we quantify the broadband amplification performance that can be achieved with the JPA array for four state-of-the-art experimental parameter sets. In Sec. VII, we demonstrate the topological protection against disorder in the device. Finally, in Sec. VIII, we end the work with conclusions and outlook.

II. MODELIZATION OF THE TOPOLOGICAL JOSEPHSON PARAMETRIC AMPLIFIER ARRAY

In this section, we describe the setup for realizing a topological JPA array. We first introduce the Lagrangian model for the required Josephson junction array (JJA) (see Sec. II A), which we quantize and obtain a Hamiltonian describing a non-linearly coupled Kerr-resonator array (see Sec. II B). We then include the coupling to transmission lines and coherent pumps on the JJA (see Sec. II C), and finally, we comment on a method to control saturation in the JJA (see Sec. II D).

A. Superconducting circuit design

The topological Josephson parametric amplifier array we propose can be realized with the superconducting circuit shown in Fig. 1(a). At each node \( j = 1, \ldots, N \), we define independent flux variables \( \phi_j(t) \), which locally behave as weakly anharmonic transmons or non-linear microwave oscillators [3] consisting of an on-site JJ with Josephson energy \( E_J \) coupled in parallel to an on-site capacitance \( C_j \), and connected to ground. In addition, each of these non-linear oscillators couples inductively to its neighbors via an inter-site JJ with Josephson energy \( E_J^\prime \) and capacitively via an inter-site capacitance \( C_j^\prime \). The Lagrangian describing the dynamics of the resulting Josephson junction array (JJA) reads,

\[
\mathcal{L}_{\text{JJA}} = \frac{C_j}{2} \dot{\phi}_j^2 + \frac{C_j^\prime}{2} \dot{\phi}_j + \frac{E_j}{\Phi_0} \left( \frac{\Phi_0}{\Phi_0} + \sum_{j=1}^{N} \sum_{j=0}^{N} E_j^\prime \right) \frac{\Phi_0}{\Phi_0},
\]

where \( \Phi_0 = h/(2e) \) is the flux quantum with \( h \) the reduced Planck’s constant and \( e \) the electron’s charge (constants of nature). Note that we include inter-site Josephson energies \( E_j^\prime \) and capacitances \( C_j^\prime \) at both ends of the JJA, coupling to \( \Phi_0 \) and \( \Phi_0 \). This does not add extra dynamical variables as these ends are also coupled to the ground, thus having \( \phi_0 = \phi_0 = 0 \) as boundary conditions.

To provide local dissipation and externally pump each non-linear oscillator, we couple each node \( j = 1, \ldots, N \) to an independent transmission line via a capacitance \( C_{TL} \) [See Fig. 1(a)]. On each of these lines, the oscillators interact with an external voltage \( V_{TL}^j(t) \), so that the dynamics is described by the Lagrangian \( \mathcal{L}_{\text{TL}} \),

\[
\mathcal{L}_{\text{TL}} = \frac{N}{\sum_{j=1}^{N} C_{TL}/2} \left( \dot{\Phi}_j - V_{TL}^j(t) \right)^2.
\]

For simplicity, we assume here that the \( N \) voltages \( V_{TL}^j(t) \) are generated by independent microwave sources at each line [see Fig. 1]. However, in Sec. IV, we also provide a more sophisticated design where \( V_{TL}^j(t) \) are generated by distributing a single voltage source via an auxiliary array [see Fig. 5]. Both
external transmission lines provide local dissipation and voltage pump $V$. These local modes interact via linear capacitive couplings $C_j$ and nonlinear inductive couplings $J_j$. At each node $j$, the Josephson junction array (JJA) behaves as an array of weakly non-linear modes $a_j$ and non-linear oscillator mode. These local modes interact via linear capacitive couplings $C_j$ and nonlinear inductive couplings $J_j$. Finally, the auxiliary array approach is more scalable.

From the total Lagrangian $L = L_{JJA} + L_{TL}$, we derive the total Hamiltonian of the circuit $H = H_{JJA} + H_{TL}$, whose parts for JJA and transmission lines read (see Appendix A):

$$H_{JJA} = \sum_{j=1}^{N} \frac{1}{2C_{eq}^j} q_j^2 + \sum_{j=1}^{N} \frac{1}{2L_{eq}^j} \dot{q}_j^2$$

$$+ \sum_{j=1}^{N-1} \frac{C_j'}{2C_{eq}^j \Phi_0} \dot{q}_j \dot{q}_{j+1} - \sum_{j=1}^{N-1} \frac{1}{L_j} \dot{q}_j \dot{q}_{j+1}$$

$$- \sum_{j=1}^{N} \frac{E_j}{2(\Phi_0)^2} \dot{q}_j^2 - \sum_{j=0}^{N} \frac{E_j^j}{24(\Phi_0)^4} (\phi_{j+1} - \phi_j)^4 + O^6, \quad H_{TL} = \sum_{j=1}^{N} \frac{C_{TL}^j}{C_{eq}^j} q_j V_{TL}(t).$$

At each site $j = 1, \ldots, N$, we define the charge variable $q_j = \partial L / \partial \dot{q}_j$, as well as the equivalent capacitance $C_{eq}^j$ and inductance $L_{eq}^j$ as,

$$C_{eq}^j = C_j + C_{TL}^j + C_{j-1} + C_j', \quad L_{eq}^j = (L_j L_j')/(2L_j + L_j'),$$

with $L_j = (\Phi_0)^2/E_j$ and $L_j' = (\Phi_0)^2/E_j'$ the on-site and inter-site Josephson inductances, respectively. Notice also that $H_{JJA}$ in Eq. (3) neglects capacitive couplings beyond nearest neighbors provided $C_{TL}^j, C_{TL}^j \ll C_{eq}^j$. We also assume the low phase drop condition, $|\phi_j| / \Phi_0, |\phi_{j+1} - \phi_j| / \Phi_0 \ll 1$ to expand the cosine potentials of the JJs and obtain quartic Kerr-like terms. For more details, see Appendix A.

B. Quantum description of the Josephson junction array

We now quantize the circuit by considering canonical commutation relations between flux and charge variables, $[\phi_j, q_l] = i \hbar \delta_{jl}$, for $j, l = 1, \ldots, N$, and expressing them in terms of creation $a_j^\dagger$ and annihilation $a_j$ operators as

$$\phi_j = \sqrt{\frac{h}{2 \omega_0^j C_{eq}^j}} (a_j^\dagger + a_j), \quad q_j = i \sqrt{\frac{h}{2 \omega_0^j C_{eq}^j}} (a_j^\dagger - a_j).$$
Following the standard procedure, each site $j$ of the JJA can be interpreted as a local microwave oscillator of bare frequency,  
\[
\omega_b^j = \frac{1}{\sqrt{L_{eq}C_{eq}}}.
\]
which can be populated by a quantized number of microwave excitations [3]. Replacing Eqs. (7) into (3), we find the quantum Hamiltonian of the JJA. This behaves as an array of $N$ non-linear Kerr resonator modes $a_j$, with anharmonicities $K_j^q$ that are further coupled to the nearest-neighbor sites $a_{j-1}$ and $a_{j+1}$ via linear hopping $J_j^q$ and non-linear cross-Kerr couplings $K_j^s$, $T_j$, and $T'_j$ [see Fig. 1(b)]. In the rotating wave approximation (RWA), provided couplings are much smaller than bare frequencies $\omega_b^j$, the JJA Hamiltonian takes the form (see Appendix A):

\[
\frac{H_{JJA}}{\hbar} = \sum_{j=1}^{N} \left( \sum_{l=1}^{N-1} J_j^q (a_j^{+} a_{j+1} + h.c.) - \sum_{l=1}^{N-1} K_j^q a_j^{+} a_{j+1} + a_{j-1} a_j + \text{h.c.} \right) + \sum_{j=1}^{N-1} \frac{K_j^c}{4} (a_j^{+} a_{j+1} a_j a_{j+1} + h.c.) + \sum_{j=1}^{N-1} \left[ \frac{T_j}{2} a_j^{+} a_{j+1} a_{j+1} a_j + \frac{T'_j}{2} a_{j-1} a_j a_{j+1} a_{j+1} a_j + h.c. \right].
\]

Self-Kerr non-linearities are originated from intra- $E_j$ and inter-site $E'_j$ Josephson energies and read,

\[
K_j^q = \hbar (E_j + 2E'_j)/8(\Phi_0)^2(Z_j)^2,
\]
where $Z_j = \sqrt{L_{eq}/C_{eq}}$ is the impedance of the JJA at site $j$.

Linear couplings between adjacent sites are given by the bare hopping rates,

\[
J_j^q = \frac{1}{2} \sqrt{\omega_b^j \omega_b^{j+1}} \left[ C_j'/\sqrt{C_{eq}'C_{eq}^{-1}} - L_{eq}/L_j' \right],
\]
which contain a capacitive (positive) part originated by the inter-site capacitance $C_j'$, as well as an inductive (negative) part coming from the linear part of Josephson inductance $L_j'$. In addition, the quartic contribution of the inter-site Josephson energies $E_j$ gives rise to cross-Kerr non-linear couplings between nearest neighbor sites with rate,

\[
K_j^s = \hbar (E'_j/4(\Phi_0)^2) Z_j Z_{j+1},
\]
as well as non-linear photon number-dependent hopping with rates closely related to the cross-Kerr coupling as $T_j = K_j^s \sqrt{Z_{j+1}/Z_j}$ and $T'_j = K_j^s \sqrt{Z_j/Z_{j+1}}$. There are also small renormalizations of bare frequencies and hopping due to the non-linear couplings, given by $\omega_b^j \rightarrow \omega_b^j - K_j^s - (K_j^s + K_j^s^{-1})/2$ and $J_j^q \rightarrow J_j^q + (T_j + T_j')/2$. See Appendix A for more details.

C. Inhomogeneous pumps and local dissipation

To drive and control each local mode $a_j$ of the JJA, we send a specific sinusoidal voltage pulse $V_{TL,j}^q(t)$ of frequency $\omega_p$ on each transmission line [see Fig. 1(a)-(b)]. As explained below, the key to stabilizing a topological amplifying phase is to allow these pumps to have inhomogeneous amplitudes $A_{j}^p$ and phases $\theta_j^p$. Therefore, we consider external voltage operators of the form,

\[
V_{TL,j}^q(t) = A_{j}^p \cos(\omega_p t + \theta_j^p) + \delta V_{TL}^q, \quad j = 1, \ldots, N,
\]
where $\delta V_{TL}^q$ is the operator describing quantum fluctuations of voltage at each line. The voltage amplitudes $A_{j}^p$ are related to the average source power $P_j^p$ as $A_{j}^p = \sqrt{2Z_{TL}P_j^p}$, where $Z_{TL}$ is the impedance of the transmission lines. Unless specified, we typically consider $Z_{TL} = 50\Omega$.

On the one hand, the classical part of the voltage (13) leads to a Hamiltonian $H_{p}$ describing the coherent pump on each site $j$ of the JJA. In a frame rotating with the pump frequency $\omega_p$ and considering the RWA, this Hamiltonian reads (see Appendix B)

\[
\frac{H_{p}}{\hbar} = i \sum_{j=1}^{N} \Omega_{j} e^{-i\theta_{j}^p} a_{j}^{+} - e^{i\theta_{j}^p} a_{j},
\]
where the strengths $\Omega_{j}$ of the coherent drives are related to the coupling capacitance $C_{TL}'$ and the local power $P_j^p$ as

\[
\Omega_{j} = (C_{TL}'/2C_{eq}) \sqrt{(Z_{TL}/Z_j)}(P_j^p/\hbar).
\]

On the other hand, the quantum fluctuations of the voltage $\delta V_{TL}^q$ in Eq. (13) lead to local dissipation $\kappa$ at each site of the JJA, which we describe in a fully quantum description via the input-output formalism [37, 49, 50], see Appendix B for details. In this framework, the rate $\kappa$ of microwave excitations decaying to each transmission line is given by,

\[
\kappa = (C_{TL}'/2C_{eq})^2 (Z_{TL}/Z_{eq}).
\]
Note that dissipation scales with the coupling capacitance as $(C_{TL}'/C_{eq})^2$ but, by design, we choose this ratio constant so that all local decay rates $\kappa$ are homogeneous along the JJA. Taking into account dissipation and coherent pumps, the dynamics of the JJA are governed by quantum Langevin equations for the Heisenberg operators $a_{j}(t)$:

\[
\dot{a}_{j} = \frac{i}{\hbar} [H_{JJA} + H_{p}, a_{j}] - \frac{\kappa}{2} a_{j} + \sqrt{\kappa a_{in,j}^{eq}}(t).
\]
Here, the coherent dynamics is described by the commutator with the Hamiltonian $H_{JJA} + H_{p}$, whereas dissipation is described by input noise operators, $a_{in,j}^{eq}(t)$ and $[a_{in,j}^{eq}(t)]^\dagger$, which destroy and create photons at transmission line $j$ at the above rate $\kappa$.

The input operators $a_{in,j}^{eq}(t)$ also describe the input field of microwave excitations entering the JJA via the transmission
line \( j \). In particular, for a monochromatic coherent signal of amplitude \( \alpha_{\text{sig}} \) and frequency \( \omega_{\text{p}} \), entering at site \( j = 1 \), the input operator at a frame rotating with \( \omega_{\text{p}} \) takes the form,

\[
a_{\text{in}}^j(t) = \delta_{j1} \alpha_{\text{sig}} e^{-i(\omega_{\text{p}} - \omega) t} + \delta a_{\text{in}}^j(t). \tag{18}
\]

Here, \( |\alpha_{\text{sig}}|^2 = P_s / (4 \omega_s) \) corresponds to the photon flux generated by the voltage source of power \( P_s \) and \( \delta a_{\text{in}}^j(t) \) describes quantum vacuum noise at the input of each site \( j \) (see also Appendix B).

Finally, the output fields \( a_{\text{out}}^j(t) \) and \( [a^j(t)]^\dagger \) describe the microwave excitations leaving the JJA via the transmission line at site \( j \). These can be accessed by solving the driven-dissipative dynamics in Eqs. (17) with initial condition (18) and then using the input-output relations,

\[
a_{\text{out}}^j(t) = a_{\text{in}}^j(t) - \kappa a_{\text{in}}^j(t), \quad j = 1, \ldots, N. \tag{19}
\]

Below, solve these equations to characterize the topological amplification performance of the device.

**D. Control of saturation of the Josephson junction array**

Modeling the JJA as non-linearly coupled Kerr resonators [see Fig. 1(b)] relies on the low phase drop approximation, \( \langle \phi^j_0 \rangle / \phi^0_0 \ll 1 \) and \( \langle (\phi^j_0 + 250^j) / \phi^0_0 \ll 1 \), which allows us to approximate the cosine potentials of JJ's by quartic terms, leading to Hamiltonians (4) and (9). As shown in Ref. [14], this approximation demands that the mean number of excitations on each site is bounded as \( \langle a^j_0 \rangle \ll (\Phi_0 / 2 \phi^0_0)^2 \), with \( \phi^0_0 = [h / (2 \Sigma_{\text{eq}}^j \omega^0_0)]^{1/2} \) the zero-point fluctuation of the JJA. When the array is populated close to or beyond the above limit, higher-order non-linear effects take place in the device, leading to saturation and limiting the dynamic range of the amplifier.

Nevertheless, it is possible to reduce the saturation by employing standard techniques already experimentally demonstrated for JPAs [14, 40, 51]. In particular, if we replace each JJ in the JJA by a sub-array of \( M \) JJs in series with \( M \) larger Josephson energies, \( E_j, E_j' \rightarrow ME_j, ME_j' \), all linear properties of the circuit remain the same, but the phase drop on each physical JJ reduces by a factor \( M \). As a result, Kerr non-linearities effectively reduce as \( K_j^2, K_j' \rightarrow \frac{K_j^2}{M^2}, \frac{K_j^2}{M^2} \), allowing the device to sustain \( M^2 \) times more photons before saturating. As shown in Appendix C, the upper bound on photon occupation then reads:

\[
\langle a^j_0 a_j \rangle \ll M^2 (\Phi_0 / 2 \phi^0_0)^2 = M^2 (\omega_s \Sigma_{\text{eq}}^j / \sqrt{2e}). \tag{20}
\]

We remark that using sub-arrays of JJs as non-linearities is optional in the design we propose, and below we consider cases with and without it. However, for reaching the best amplifier’s performance, we show that it is desirable to implement sub-arrays with \( M \sim 15 - 30 \) JJs, as already demonstrated for two coupled JPAs [14].

**III. PARAMETRIC AMPLIFICATION AND ARTIFICIAL GAUGE FIELDS VIA FOUR-WAVE MIXING**

In this section, we generalize the theory of four-wave mixing processes to arrays of non-linearly coupled Kerr resonators subject to a strong pump on all sites. In Sec. IIIA, we first derive the effective linearized dynamics of the array, showing that it behaves as a parametric amplifier lattice with complex hopping terms controlled by the pump’s phases. Subsequently, in Sec. IIIB, we show how to stabilize a topological amplifying phase by engineering inhomogeneous parameters on the boundaries such as the pump amplitudes and resonator frequencies.

**A. Linearized dynamics for quantum fluctuations**

Four-wave mixing processes are well understood in non-linear quantum optics [52]. By applying a strong pump on a non-linear medium, two coherent photons coming from the pump at frequency \( \omega_{\text{p}} \) are converted into signal and idler photons of frequencies \( \omega_s \) and \( 2 \omega_{\text{p}} - \omega_s \), respectively. In the context of JPAs [9] or TWJP's [24], these processes generate squeezing and parametric amplification of both idler and signal fields. In the following, we show that the topological amplifier array also employs squeezing terms to generate parametric amplification, but it also requires breaking time-reversal symmetry via the pump’s phases to render this amplification directional and topologically protected.

To perform four-wave mixing on each mode \( a_j \) of the JJA, we consider a strong coherent pump on all sites, namely \( \Omega^0_1 \gg \kappa, |\Delta^k_1| \), with \( \Delta^k_1 = \omega_{\text{p}} - \omega^k_1 \), the detuning between the pump and the bare resonator frequency at site \( j \). In this limit, each mode is well described via a displacement transformation,

\[
a_j = a_j + \delta a_j, \tag{21}
\]

where the coherent component \( a_j \) is highly populated compared to the small quantum fluctuation around it, i.e. \( \langle \delta a^j_0 a_j \rangle \ll |a_j|^2 \). Using the decomposition (21) in Eq. (17), we can derive a system of classical non-linear equations for \( a_j(t) \), as well as quantum Langevin equations for the quantum fluctuations \( \delta a_j(t) \), describing an effective linear dynamics.

The classical coupled equations for the mean displacements \( a_j \) take the form,

\[
\dot{a}_j = -\left(\frac{\kappa}{2} - i \Delta^k_1\right) a_j + i K^j_1 |a_j|^2 a_j + \Omega^0_1 e^{-i \theta^k_1}, \tag{22}
\]

with boundary conditions \( a_0(t) = a_{N+1}(t) = 0 \). The first line in Eqs. (22) describes Duffing oscillator equations for each displacement \( a_j \), with local decay, detuning, self-Kerr non-linearity, and pump. On top of this, the second line includes linear and non-linear couplings between the modes, coming from bare hoppings \( J^2_0 \) and cross-Kerr non-linearities.
\( F_c^j(\alpha_j, \alpha_{j\pm1}) \), which explicitly read:

\[
F_c^j(\alpha_j, \alpha_{j\pm1}) = iK_1^j|\alpha_{j+1}|^2\alpha_j + iK_{-1}^j|\alpha_{j-1}|^2\alpha_j - i(T_j^j|\alpha_j|^2 + \frac{T_j^j}{2}|\alpha_{j+1}|^2)\alpha_{j+1} - i(T_{j-1}|\alpha_j|^2 + \frac{T_{j-1}^j}{2}|\alpha_{j-1}|^2)\alpha_{j-1} + \frac{K_0^j}{2}\alpha_j^*\alpha_j + i\frac{K_2^j}{2}\alpha_j^*\alpha_{j+1} - i\frac{T_j^j}{2}\alpha_j^*\alpha_{j+1} - i\frac{T^j_{j-1}}{2}\alpha_j^*\alpha_{j-1} - i\frac{T_{j-1}^j}{2}\alpha_j^*\alpha_{j-1}. \\
\tag{23}
\]

The system of equations (22) can be numerically integrated in time via standard numerical methods such as Runge-Kutta. The steady-state configuration corresponds to a solution \( \alpha_{ss}^j = \alpha_j(t \to \infty) \) at which the mean displacement converges at long times. For convenience, we decompose the steady-state displacements in modulus and phase, namely

\[
\alpha_{ss}^j = |\alpha_{ss}^j|e^{i\theta_{ss}^j}. \\
\tag{24}
\]

Importantly, not all steady-state solutions are compatible with topological amplification, and in the next subsection, we provide a method to induce suitable profiles of steady-state amplitudes \( |\alpha_{ss}^j| \) and phases \( \theta_{ss}^j \) to ensure proper stabilization.

Around the classical mean-field solution, the quantum fluctuations \( \delta a_j(t) \) undergo driven-dissipative dynamics given by the quantum Langevin equations (17). Provided \( \langle \delta a_j^d \delta a_j^e \rangle / |\alpha_{ss}^j|^2 \ll 1 \), we linearize these equations, obtaining

\[
\dot{\delta a}_j = \frac{i}{\hbar}[H_{pa}, \delta a_j] - \frac{\kappa}{2}\delta a_j + \sqrt{\kappa}\delta a_j^e(t). \\
\tag{25}
\]

The coherent part of the effective dynamics is governed by a quadratic bosonic lattice Hamiltonian \( H_{pa} \) that reads

\[
\frac{H_{pa}}{\hbar} = -\sum_{j=1}^N \Delta_j \delta a_j^\dagger \delta a_j - \sum_{j=1}^N \left( \frac{g_j^c}{2}\delta a_j^\dagger \delta a_j^e + \text{h.c.} \right) - \sum_{j=1}^{N-1} J_j e^{-i\varphi_j}(\delta a_j^\dagger \delta a_{j+1} + \text{h.c.}) - \sum_{j=1}^{N-1} \left( g_j^c e^{-i\varphi_j} \delta a_{j+1}^\dagger \delta a_j^e + \text{h.c.} \right) + O(|\alpha_j| |\delta a_j^e|^2). \\
\tag{26}
\]

Eqs. (25)-(26) are expressed in terms of the re-defined quantum fluctuation operators, \( \delta a_j \to e^{i\varphi_j} \delta a_j \), and quantum noise operators \( a^e_j(t) \to e^{i\varphi_j} a^e_j(t) \), so that only the phase differences between neighboring sites,

\[
\varphi_j = \theta_{ss}^{j+1} - \theta_{ss}^j, \quad j \in [1, N - 1], \\
\tag{27}
\]

appear explicitly in all equations. These phase differences \( \varphi_j \neq 0 \) play the role of an artificial gauge field in the lattice [46, 53] and determine the phase of the complex hopping \( J_j e^{-i\varphi_j} \) in Eq. (26). This effective Hamiltonian \( H_{pa} \) contains both local and non-local parametric squeezing terms \( g_j^c \) as well as effective detunings \( \Delta_j \). All these coefficients of the effective linearized model depend on the JJA parameters as well as on the steady-state amplitudes \( |\alpha_{ss}^j| \) and phase differences \( \varphi_j \). Explicitly, they are given by

\[
\Delta_j = \Delta_b^j + 2K_0^j|\alpha_{ss}^j|^2 + K_2^j|\alpha_{ss}^j|^2 + K_{-2}^j|\alpha_{ss}^j|^{-2} - 2|\alpha_{ss}^j|^2 [T_{j-1}^j|\alpha_{ss}^j|^{-1} \cos(\varphi_{j-1}) + T_j^j|\alpha_{ss}^j|^{-1} \cos(\varphi_j)], \\
\tag{28}
\]

\[
J_j = J_b^j - 2K_0^j|\alpha_{ss}^j|^2 |\alpha_{ss}^{j+1}| \cos(\varphi_j) + T_j^j|\alpha_{ss}^{j+1}|^2 + T_j^j|\alpha_{ss}^j|^2, \\
\tag{29}
\]

\[
g_j^c = K_0^j|\alpha_{ss}^{j+1}| |\alpha_{ss}^j| - T_j^j|\alpha_{ss}^j|^2 e^{-i\varphi_j} - T_j^j|\alpha_{ss}^j|^2 e^{i\varphi_j}, \\
\tag{30}
\]

\[
g_j^c = K_0^j|\alpha_{ss}^j|^2 + K_2^j|\alpha_{ss}^j|^2 e^{-2i\varphi_j} + K_{-2}^j|\alpha_{ss}^j|^{-2} e^{2i\varphi_j} - T_{j-1}^j|\alpha_{ss}^j|^{-1} |\alpha_{ss}^{j+1}| e^{-i\varphi_j} - T_{j-1}^j|\alpha_{ss}^j|^{-1} |\alpha_{ss}^{j+1}| e^{i\varphi_j}, \\
\tag{31}
\]

with \( |\alpha_{ss}^0| = |\alpha_{ss}^{N+1}| = 0 \) as boundary conditions.
Figure 2 summarizes the physical processes involved in the effective parametric amplifier array model for \( \delta a(t) \). Here, the squeezing interactions \( \sim g_j^2 \) and \( \sim g_j^2 \) are responsible for generating amplification of microwave signals propagating along the JJA, which in combination with complex hopping \( \sim J_j e^{-i\varphi_j} \) and local dissipation \( \sim \kappa \) leads to directional amplification when the topological parameter regime is met [37, 54]. Importantly, this requires having a non-zero phase \( \varphi_j \neq 0 \) to break time-reversal symmetry and that all effective quantities are homogeneous or quasi-homogeneous along the array. Below, we identify the parameter regimes and the experimental conditions under which the JJA can manifest topological amplification of microwave signals.

### B. Stabilization of quasi-homogeneous steady-state via inhomogeneous parameters on boundaries

In this subsection, we provide a method to stabilize a steady state configuration of mean-field displacements \( \alpha_{ss}^j = \alpha_j(t \to \infty) \) that leads to quasi-homogeneous profiles of all effective parameters in Eqs. (28)-(31) and is compatible with topological amplification.

First, we note that in a JJA with open boundaries such as in Figs. 1-2, the sites \( j = 1 \) and \( j = N \) at the boundaries have only one neighbor while all the rest have two. Inspecting the non-linear equations (22), this implies that even for a fully homogeneous array, the mean-field dynamics will unavoidably have asymmetric non-linear shifts \( \sim (K_j^2|\alpha_{j+1}|^2 + K_j^{-2}|\alpha_{j-1}|^2)|\alpha_j| \) at the boundaries. One may naively expect that this effect is not important for a large array. However, four-wave mixing requires large displacements \( |\alpha_{ss}^j|^2 \gg 1 \), such that the JJA will be deep in the non-linear regime, where non-linear shifts can not be neglected. Consequently, if boundary effects are not properly suppressed, the resulting steady-state configuration can be highly inhomogeneous or there may be no steady-state, forbidding topological amplification in either case.

Our aim here is to engineer inhomogeneous parameters of the JJA to stabilize a quasi-homogeneous steady-state configuration as depicted in Fig. 3(a), where mean-field displacements are strongly suppressed at the boundaries and they grow slowly towards a homogeneous region at the center. To do so, we divide the \( N \) sites of the array into three regions: (i) the left buffer region with \( N_L \) sites (ii) the central region with \( N_C \) sites, and (iii) the right buffer region of \( N_R \) sites, such that \( N = N_L + N_C + N_R \) (see Fig. 3).

At the buffer regions, the key is to smoothly increase the pump amplitudes \( \Omega_j^p \) from the boundaries towards a constant value \( \bar{\Omega}_p \) at the central region. We model this tapering as

\[ \Omega_j^p = f_j \bar{\Omega}_p, \]  

where \( f_j \) is a smooth function that increases from the bound-
Inspecting Eq. (34), we see that the required steady state phase profile $\theta_{ss}^j = \tilde{\varphi} j$ can be conveniently imprinted by the pump’s phase by setting:

$$\theta_p^j = \tilde{\varphi} j.$$  \hspace{1cm} (35)

Note that the pump phases (35) are taken over the whole array, $j = 1, \ldots, N$, and not only over the central region. The coefficients $\bar{X}$ and $\bar{Y}$ entering the Duffing equation are strongly influenced by the externally imprinted phase difference $\tilde{\varphi}$. Explicitly, the coefficient $\bar{X} = \bar{\Delta}_0 - 2\bar{J}_j \cos(\tilde{\varphi})$ depends on linear properties of the JJA at the central region such as bare detuning and hopping, whereas $\bar{Y} = \bar{K}_s + \bar{K}_c[2 + \cos(2\tilde{\varphi}) - 4 \cos(\tilde{\varphi})]$ contains the non-linear Kerr contributions. As shown in Appendix D, Eq. (34) can be numerically and even analytically solved. In terms of this homogeneous solution for $|\bar{\alpha}_{ss}|$, the effective quantities in Eqs. (28)-(31) take a simple form in the central region:

$$\bar{\Delta} = \bar{\Delta}_0 + 2(\bar{K}_s + \bar{K}_c[1 - 2 \cos(\tilde{\varphi})])|\bar{\alpha}_{ss}|^2,$$  \hspace{1cm} (36)

$$\bar{J} = \bar{J}_0 + 2\bar{K}_c|\bar{\alpha}_{ss}|^2[1 - \cos(\tilde{\varphi})],$$  \hspace{1cm} (37)

$$\bar{g}_c = \bar{K}_c|\bar{\alpha}_{ss}|^2[1 - \cos(\tilde{\varphi})],$$  \hspace{1cm} (38)

$$\bar{g}_s = (\bar{K}_s + \bar{K}_c [\cos(2\tilde{\varphi}) - 2 \cos(\tilde{\varphi})])|\bar{\alpha}_{ss}|^2.$$  \hspace{1cm} (39)

In practice, to find suitable circuit parameters that stabilize topological amplification, we first target the effective parameters at the central region, namely $\bar{\Delta}$, $\bar{J}$, $\bar{g}_c$, $\bar{g}_s$, $\bar{\varphi}$, and $|\bar{\alpha}_{ss}| \gg 1$. Given these values, we use relations (36)-(39), and the Duffing equation (34) to determine the actual circuit parameters that originate them such as $\Omega_p$, $\bar{\Delta}_0$, $J_0$, $K_c$, $K_s$, etc. The exact procedure is detailed in Appendix D.3.

We perform a numerical test of the steady-state stabilization method explained above. For a JJA with $N = 17$ sites, we evolve numerically the non-linear equations (22) up to a steady-state configuration with target central values: $|\alpha_{ss}| = 2780$, $\tilde{\varphi} = \pi/2$, $\bar{\Delta} = 0$, $J_0 = 0.52\kappa$, and $g_c = g_s = 0.23\kappa$. In Figs. 4(a)-(d), we show the resulting inhomogeneous profiles of mean-field displacements $|\alpha_{ss}|^2$, phase differences $\varphi_j$, as well as effective detunings $\Delta_j$ (blue), hoppings $J_j$ (blue), and squeezing terms $g_j^c$, $g_j^s$ (red), demonstrating that all of them stabilize well to the target values in the central region (compare solid with dashed lines). Regarding the buffer regions, we considered $N_L = 2$ sites at the left boundary and $N_R = 3$ at the right boundary, as we checked heuristically that this already provides a smooth enough tapering function $f_j$ in Eq. (33) to reach the target quasi-steady state effectively. At the interface between central and buffer regions, we can notice small spikes in the exact numerical solutions which are due to residual asymmetric non-linear shifts. However, as we show below, these small inhomogeneities do not alter the di-rectional amplifying properties of the device since it is topologi-cally protected against disorder and local imperfections.

For the above example, Fig. 4(e), blue, indicates the re-quired inhomogeneous pump profile $\Omega_p^j$ to reach the smooth quasi-homogenous configuration with $\Omega_p = 44.9\kappa$. This corresponds to varying the pump powers in the range $P_p^j \in -95$ to $-75$ dBm, for typical superconducting circuit parameters, as indicated in Fig. 4(e), red. All circuit parameters considered...
in this example are detailed below in Sec. VI and Table II.

An important technical requirement of the stabilization method used above, and that we have not commented on yet, is that to achieve a quasi-homogenous profile of effective detunings \( \Delta_j \) it is also necessary to engineer inhomogeneous bare detunings \( \Delta_j^b \) at the buffer regions. This is because when having small \( |\alpha_{\omega_0}^2| \) at the boundaries, the non-linear frequency shifts in Eq. (28) due to self- and cross-Kerr non-linearities are also smaller. Therefore, we need to compensate for this by having a smaller absolute value \( |\Delta_j| \) at the boundaries and increase it towards the center until it reaches the maximum negative value \( \Delta_b = -|\Delta| \) targeted at the central region [see blue curve in Fig. 3(b)].

To engineer inhomogeneous bare detunings \( \Delta_j^b = \omega_p - \omega_j^b \) in the JJA, we require inhomogeneous local frequencies \( \omega_j^b \) at its boundaries. To do so, we can build either inhomogeneous capacitances or inductances. In this work, we leave all the JJs homogeneous as already assumed in the setup section II A, but we consider a tapering of the equivalent capacitances as:

\[
C_{\text{eq}}^j = h_j \tilde{C}_{\text{eq}}.
\]

Here, \( \tilde{C}_{\text{eq}} \) is the central value of the equivalent capacitance and \( h_j \) is a dimensionless function to be determined that smoothly decreases from the boundaries towards the central region, where it becomes 1. In our setup, inducing the above profile for \( C_{\text{eq}}^j = C_j + C_{\text{TL}}^j + C_j' + C_{\text{TL}}' \) requires varying the individual capacitances \( C_j, C_j', \) and \( C_{\text{TL}}' \) in the form:

\[
C_j = h_j \tilde{C}, \quad C_{\text{TL}}^j = h_j \tilde{C}_{\text{TL}}, \quad C_j' = q_j \tilde{C}', \quad \text{with } h_j = (q_j + q_{j-1})/2.
\]

Here, \( q_j \) is a dimensionless and smoothly decreasing function from the boundaries to the central region, which determines \( h_j \) via Eq. (42). In addition, \( \tilde{C} \), \( \tilde{C}_{\text{TL}} \), and \( \tilde{C}' \) are the homogenous central values of the individual capacitances, satisfying \( \tilde{C}_{\text{eq}} = C + C_{\text{TL}} + 2C' \). Note that the tapering (41) ensures that the ratio \( C_{\text{ TL}}'/C_{\text{ eq}} \) is constant so that \( \kappa \) in Eq. (16) is homogeneous over the whole JJA. Additionally, it ensures that the hopping rates \( J_{\text{t}}^j \) as well as the Kerr non-linearities \( K_{\text{r}}^j, K_{\text{t}}^j, T_{\text{r}}^j \) and \( T_{\text{t}}^j \) change weakly in the buffer regions, while the bare on-site frequencies vary strongly as \( \omega_j^b = h_j^{-1/2} \omega_b \).

We obtain \( q_j \) by numerically solving Eqs. (22) and finding the optimal set of \( q_j \) that minimizes the deviation of the effective detuning \( \Delta_j \) along the whole array with respect to the homogeneous target at the center \( \delta \Delta_j = |\Delta_j - \bar{\Delta}| \). Once the optimal \( q_j \) is obtained, we determine the profile of \( h_j \) via Eq. (42). An example of the profile \( h_j = C_{\text{eq}}^j/C_{\text{ eq}} \) is shown by the red curve in Fig. 4(f), as well as the resulting profile for bare detunings \( \Delta_j^b/\kappa \) (blue). The profile for inhomogeneous pump strengths \( P_{\text{ eq}}^j \) can be directly obtained by the profile \( P_{\text{ eq}}^j = (f_j^j) h_j^{-1/2} P_{\text{ eq}} \), with \( P_{\text{ eq}} \) its central value [Fig. 4(e), red]. For more details, in Appendix D we indicate all the specific profiles for \( f_j, q_j \), and \( h_j \) used in this work (see Table IV).

Finally, we note that instead of tapering the pump strengths \( \Omega_p^j \), it is also possible to taper the decay rates as \( \kappa_j = \kappa/f_j^j \) with the same function \( f_j \) in Eq. (35), and leave \( \Omega_p^j = \Omega_p \) constant over the whole array. Here, we do not show this alternative explicitly, but it leads to qualitatively similar results.

IV. DISTRIBUTED PUMP VIA AUXILIARY WAVEGUIDE

To send a pump on all sites of the JJA, the setup in Fig. 1 requires \( N \) independent voltage sources and transmission lines (one per site). This provides direct control of individual pump amplitudes and phases but makes the device too bulky for \( N \gg 20 \). When scaling to larger \( N \) we may require other methods. In this section, we propose to use an auxiliary array of linear superconducting resonators to distribute a single strong pump into \( N \) independent sites as shown in Fig. (5).

In Sec. IV A, we introduce the circuit setup, in Sec. IV B we describe its driven-dissipative dynamics, and in Sec. IV C we explain the conditions to perform 4-wave-mixing via the auxiliary array, effectively obtaining the same amplifier model discussed in the previous section.

A. Circuit design for auxiliary waveguide

The alternative design of the topological amplifier array with an auxiliary waveguide is shown in Fig. 5. The JJA (shown in blue) is the same as introduced in Sec. II A. The auxiliary waveguide (shown in red) consists of a linear array of superconducting resonators of inductance \( L_w \) and capacitance \( C_{\text{eq}}^w \), which are coupled via a capacitance \( C_{\text{ eq}}^w \). Each auxiliary resonator is further coupled to site \( j \) of the JJA via an inter-array capacitance \( C_j'' \). The resulting waveguide Lagrangian \( \mathcal{L}_w \) reads:

\[
\mathcal{L}_w = \sum_{j=1}^{N} \frac{C_j^w}{2} (\dot{\psi}_j)^2 - \sum_{j=1}^{N} \frac{(\psi_j)^2}{2L_w} + \sum_{j=1}^{N-1} \frac{C_j'}{2} (\dot{\psi}_j - \dot{\psi}_{j+1})^2,
\]

Here, \( \psi_j(t) \) are the flux operators at site \( j \) of the auxiliary waveguide, and \( \phi_j(t) \) are the flux operators of the JJA, which are further subjected to Lagrangian \( \mathcal{L}_{1\text{JJA}} \) in Eq. (1).

In addition, the auxiliary array requires two transmission lines (see Fig. 5): one at the left border (\( j = 1 \)) to send a coherent pump, and one at the right border (\( j = N \)) to engineer impedance matching conditions and dissipate the pump field. The Lagrangian \( \mathcal{L}_{\text{p eq}} \) describing the capacitive coupling to these transmission lines reads

\[
\mathcal{L}_{\text{p eq}} = \sum_{j=1}^{N} \frac{C_{\text{p eq}}^j}{2} (\dot{\psi}_j - \sqrt{V_{\text{p eq}}^j}(t))^2,
\]

with \( C_{\text{p eq}}^j \) the coupling capacitance. The voltage on the left border, \( V_{\text{p eq}}^l(t) \), corresponds to a coherent pump of amplitude \( A_{\text{p eq}} \) and frequency \( \omega_p \) generated with a single microwave source:

\[
V_{\text{p eq}}^l(t) = A_{\text{p eq}} \cos(\omega_p t) + \delta V_{\text{p eq}}^l(t),
\]
where $\delta V_j(t)$ are the vacuum fluctuations. The voltage on the right border, $V_j(t) = \delta V_j(t)$, consists only of vacuum fluctuations which we will use to controllably dissipate the propagating pump when reaching the boundary, as discussed below.

Finally, to induce local losses $\kappa$ on all sites of the JJA, we propose two options: (i) either connect independent transmission lines to all JJA sites as in the original setup (see Fig. 1) or (ii) connect transmission lines only to sites $j = I, O$, where we send and retrieve signals, and in all other sites $j \neq I, O$ use on-chip microwave attenuators $R_j$ [49, 55, 56] (see Fig. 5). In the first case (i), the coupling to JJA transmission lines is modeled via Lagrangian $L_{TL}$ as in Sec. II A, which leads to local dissipation on all sites with rate $\kappa$ in Eq. (16). In the second case (ii), we induce the same local dissipation rate $\kappa$ by engineering the resistance $R_j$ of the attenuators as [49],

$$\kappa = 1/(C_{eq} R_j), \quad j \neq I, O.$$  

(46)

Only at sites $j = I, O$ we use transmission lines to induce decay $\kappa$ as we also require real microwave ports to send and retrieve the signals. The corresponding Lagrangian reads

$$L_{TL}' = \sum_{j=1,0} C_{TL}^j \delta (\phi_j - V_{TL}^j(t))^2,$$

(47)

which we use instead of $L_{TL}$ in Eq. (2). Regardless of the method to induce homogeneous decay on all JJA sites, having an auxiliary waveguide allows us to reduce the number of independent pump generators from $N$ to 1. Option (i) requires a total of $N + 2$ transmission lines, while (ii) reduces this to 4, independent of array size.

B. Auxiliary waveguide Hamiltonian and driven-dissipative dynamics of coupled system

The total Hamiltonian $H' = H_{JJA} + H_w + H_{pw}$ of the composite system composed of JJA coupled to the auxiliary waveguide is derived in Appendix E. In particular, the auxiliary waveguide can be effectively modeled as a linearly coupled resonator array with Hamiltonian,

$$H_w = \sum_{j=1}^{N} \frac{\omega_w b_j^\dagger b_j}{\hbar} + \sum_{j=1}^{N-1} J_w (b_{j+1}^\dagger b_j + b_j^\dagger b_{j+1})$$

$$+ \sum_{j=1}^{N} J_{w,3}^j (a_j^\dagger b_j + b_j^\dagger a_j).$$

(48)

Here, $b_j$ and $b_j^\dagger$ destroy and create microwave excitations of frequency $\omega_w = (C_{eq} Z_{w})^{-1/2}$ at each site $j$ of the auxiliary array. These auxiliary linear resonators have intra-array nearest neighbor couplings $J_w$, as well as inter-array couplings $J_{w,3}^j$ to site $j$ of the JJA. In terms of the circuit parameters, these hopping rates read

$$J_w = \frac{C_w}{2(C_{eq})^2 Z_{w}}, \quad J_{w,3}^j = \frac{C_{w,3}^j (Z_j Z_{w})^{-1/2}}{2C_{eq}^j C_{eq}}.$$  

(49)

The equivalent capacitance at site $j$ of the auxiliary waveguide is given by $C_{eq}^w = C_i^w + C_j^w + 2C_{w}^j + (C_{pw} - C_{w}^j) (\delta_j + \delta_j N)$, and it will be constrained to be homogeneous by engineering $C_{w}^j$ and $C_{w,3}^j$.

In addition, the classical part of the pump voltage (45) leads to a coherent drive Hamiltonian $H_{pw}$ acting only at the first auxiliary site $j = 1$. In the rotating frame with the pump frequency $\omega_p$, it takes the form,

$$H_{pw} = \frac{i}{\hbar} \Omega_{pw} (b_1^\dagger - b_1) - \omega_p \sum_{j=1}^{N} (a_j^\dagger a_j + b_j^\dagger b_j).$$

(50)

with $\Omega_{pw} = (C_{pw}/2C_{eq}) \sqrt{(Z_{pw}/Z_{w}) (P_{pw}/\hbar)}$ the strength of the drive, determined by the coupling capacitance $C_{pw}$, the impedance of the line $Z_{pw}$, the impedance of the auxiliary resonator $Z_{w} = \sqrt{L_{w}/C_{eq}^w}$, and the pump power $P_{pw} = \hbar \omega_p$. 
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$A_{\text{pw}}^2/(2Z_{\text{pw}})$. For simplicity, both Hamiltonians $H_w$ and $H_{\text{pw}}$ assume the RWA provided the couplings are much smaller than free frequencies $\omega_j$, $\omega_w$, and $\omega_p$. However, this approximation is not strictly necessary and in Appendix E we show that qualitatively same results are obtained without it when slightly adapting the required pump strength on the auxiliary array $\Omega_{\text{pw}}$.

The dissipation due to transmission lines at the boundaries of the auxiliary array can be also included in the input-output formalism (see Appendix E). In the Markov approximation, the driven-dissipative dynamics of the coupled system of JJA and waveguide reads

$$\begin{align*}
\dot{a}_j &= \frac{i}{\hbar}[H_{\text{JJA}} + H_w, a_j] - \frac{\kappa}{2} a_j + \sqrt{\kappa} a^\dagger_j(t), \\
\dot{b}_j &= \frac{i}{\hbar}[H_w + H_{\text{pw}}, b_j] - \frac{\kappa^j}{2} b_j + \sqrt{\kappa^j} b^\dagger_j(t).
\end{align*}$$

(51)

(52)

Note that Eq. (51) is the same as (17), except for the coupling to the auxiliary waveguide in $H_w$. The auxiliary waveguide has its own linear dynamics and, in particular, it is subjected to input operators $b^\dagger_j(t)$ describing the decay of photons into the transmission lines on its boundaries $j = 1, N$. The associated decay decay rate $\kappa^j_b$ is given by

$$\kappa^j_w = (C_{\text{pw}}/2C_{\text{eq}})^2(Z_{\text{pw}}/Z_w)\omega_w(\delta_j + \delta_j N).$$

(53)

Notice that in the case of inducing local dissipation via local resistors $R_j$, the input operators $a^\dagger_j(t)$ at sites $j \neq I, O$ do not correspond to physical channels, but for they must be formally included for consistency of the Langevin Eq. (51).

C. Four-wave-mixing via auxiliary waveguide

This subsection generalizes the four-wave mixing analysis in Sec. III by including the auxiliary waveguide in the device. Instead of directly driving all JJA sites, here we apply a strong pump $\Omega_{\text{pw}}$ only on the left input port of the waveguide $b_1$ as given by $H_{\text{pw}}$ in Eq. (50). Since JJA modes $a_j$ and auxiliary modes $b_j$ are coupled, the strong local pump displaces all of them as

$$a_j = \alpha_j + \delta a_j, \quad b_j = \beta_j + \delta b_j,$$

(54)

with $\delta a_j$ and $\delta b_j$ the quantum fluctuations around the large mean-field displacements $\alpha_j$ and $\beta_j$. Using the above decompositions in Eqs. (51)-(52), we find coupled classical equations for $\alpha_j$ and $\beta_j$, as well as coupled quantum equations for $\delta a_j$ and $\delta b_j$, which generalize Eqs. (22) and (25), respectively (See Appendix E). For the validity of the mean-field theory and linearization, the solutions must satisfy $\langle \delta a_j^\dagger \delta a_j \rangle \ll |\alpha_j|^2$ and $\langle \delta b_j^\dagger \delta b_j \rangle \ll |\beta_j|^2$.

The non-linear equations for the mean-field displacements including the coupling to the auxiliary waveguide read:

$$\begin{align*}
\dot{\alpha}_j &= -\left(\frac{\kappa^j}{2} - i\Delta^j_b\right)\alpha_j + iK^j_b|\alpha_j|^2\alpha_j - iJ^j_w\beta_j, \\
\dot{\beta}_j &= -\left(\frac{\kappa^j_w}{2} - i\Delta^j_w\right)\beta_j - iJ^j_w(\beta_{j-1} + \beta_{j+1}) + \Omega_{\text{pw}}\delta_j + iJ^j_w\alpha_j.
\end{align*}$$

(55)

(56)

Here, $\Delta^j_b = \omega_p - \omega^j_b$ and $\Delta^j_w = \omega_p - \omega_w$ are the detunings between pump frequency and bare frequencies of JJA and waveguide, respectively. As discussed in Sec. III B, the topological amplifying regime requires a steady-state $\alpha^j_{ss} = \alpha_j(t \to \infty)$ of the form (24) with linearly increasing phase $\theta^j_{ss} \approx \phi j$. Remarkably, here we show that Eqs. (55)-(56) allows us to stabilize this solution by inducing a compatible steady-state $\beta^j_{ss} = \beta_j(t \to \infty) = |\beta^j_{ss}| e^{-i\theta^j_{ss}}$ in the auxiliary waveguide with the same phase dependence $\theta^j_{ss, ss} \approx \phi j$.

To achieve this, the auxiliary waveguide must fulfill certain conditions. First, it must be in the weak coupling and strong driving regime, $J^j_w \ll J_j, |\Delta^j_b| \ll \Omega_{\text{pw}}$ so that its dynamics approximately decouples from the JJA. In addition, the pump frequency must be on resonance with the waveguide, $\Delta^j_w = 0$, and the dissipation on the boundaries must be engineered as $\kappa^j_b = \kappa^j_w = 2J_w$. Under these conditions, we can solve Eq. (56) analytically, and find that the waveguide steady-state develops a plane-wave profile with phase difference $\phi = \pi/2$:

$$\beta^j_{ss} \approx i(\Omega_{\text{pw}}/2J_w)e^{-i\phi j}.$$

(57)

Physically, this steady-state builds up because the resonant pump injects a large stream of photons on the left boundary of the waveguide ($j = 1$), which propagates with phase $\phi = \pi/2$, and leaks out without reflections at the right boundary ($j = N$) due to perfect impedance matching conditions. See Appendix E for more details.

Replacing Eq. (57) in the coupling term $-iJ^j_w\beta_j$ of Eq. (55), we see that in steady state the waveguide induces a constant coherent drive on all sites of the JJA with the phase difference $\phi = \pi/2$ and whose strength reads

$$\Omega^j_{\text{p}} \approx (J^j_w/2J_w)\Omega_{\text{pw}}.$$

(58)

This effective pump further induces the desired steady state profile on the JJA mean-field displacements $\alpha^j_{\text{ss}} = |\alpha^j_{\text{ss}}| e^{-i\theta^j_{ss}}$ with phase $\theta^j_{ss} = \phi j$ impressed by the waveguide. The quasi-homogeneous configuration in $|\alpha^j_{\text{ss}}|$ can be controlled by an inhomogeneous profile in the inter-array couplings, $J^j_{\text{w}, j} = f_j J_w$, with $J_w$, the homogeneous value at the center and $f_j$ the same smooth function defined in Eq. (33). In practice, this profile is realized by engineering the inter-array capacitances as $C^j_{\text{w}} = f_j^{3/4} C_0^{\infty}$, and choosing the local waveguide capacitances $C^j_{\text{w}}$ such that $C^j_{\text{w}}$ is constant. To induce the required effective pump $\Omega^j_{\text{p}}$ at the central region, we estimate a waveguide pump on order $\Omega^j_{\text{p}} \approx (J^j_w/J_w)\Omega_{\text{pw}}$. Finally, the required inhomogeneous bare detunings $\Delta^j_b$ are obtained by engineering the JJA capacitances using the same procedure as in Sec. III B.
An unwanted effect of using the auxiliary waveguide is that it leads to super-radiant dissipation on the JJA with the rate (see Appendix E),

$$\gamma_j = (J'_w)^2/(2J_w).$$ (59)

However, this effect is small in the weak off-resonant coupling regime $J'_w \ll J_w, |\Delta_b|$, and can be compensated by increasing the pump strength $\Omega_{pw}$ slightly above the estimation $\Omega_{pw}^{\text{theo}}$, as shown below.

With all these considerations, we can perform 4-wave mixing via the waveguide and stabilize the required quasi-homogeneous configurations compatible with topological amplification. We confirm the feasibility of this approach by numerically solving the coupled non-linear Eqs. (55)-(56) for the same JJA of $N=17$ sites as in Fig. 4. The auxiliary waveguide is weakly coupled with $J'_w = 0.1J_w = 0.05|\Delta_b|$, and is driven with strength $\Omega_{pw} = 1.01\Omega_{pw}^{\text{theo}}$. Figs. 6(a)-(d) display the dynamics of (a) waveguide mean displacements $|\beta_j(t)|$, (b) JJA mean occupations $|\alpha_j(t)|^2$, (c) waveguide phases $\theta'_w(t)$, and (d) JJA phases $\theta_j(t)$ towards reaching the steady state. Each curve corresponds to a site $j = 1, \ldots, N$, and the horizontal dashed lines indicate the homogenous estimation for amplitudes and phases, which agree well for all waveguide sites and the central sites of the JJA. The steady state is reached appreciably at times $t > 100/\kappa$, but to ensure a precise convergence, we evolve up to $t_{ss} = 300/\kappa$, switching on the waveguide pump over a finite ramp-up time of $T_{ramp} = 10/\kappa$.

To understand the dispersion around the estimated steady-state values in Figs. 6(a)-(b), we analyze the spatial dependence of the waveguide profiles $|\beta'^w_j|$ and JJA profiles $|\alpha'^w_j|^2$ for different values of the waveguide pump $\Omega_{pw}$ [see Fig. 6(e)-(f)]. For $\Omega_{pw} = \Omega_{pw}^{\text{theo}}$ (red), $|\beta'^w_j|$ agrees with the homogeneous estimation $|\beta'^w_j| = \Omega_{pw}^{\text{theo}}/(2J_w)$ (dashed line) only at the left border and then reduces towards the right border due to residual decay induced by the JJA. This reduction is of only $\lesssim 3\%$, and might be thought negligible. However, we see in Fig. 6(f, red) that it causes a reduction of order $\sim 50\%$ in the JJA displacements $|\alpha'^w_j|^2$ with respect to the case without the auxiliary waveguide (dashed lines). To compensate for this effect, we can pump the waveguide slightly above the estimation. For $\Omega_{pw} = 1.01\Omega_{pw}^{\text{theo}}$ [see Figs. 6(e-f), yellow], we can induce the same target profile in $|\alpha'^w_j|^2$ as without waveguide up to small inhomogeneities. For $\Omega_{pw} = 1.012\Omega_{pw}^{\text{theo}}$ [see Figs. 6(e-f), blue], the JJA displacements can even surpass the target profile preserving its shape. In addition, we show in Appendix E.3 that slightly modifying $\Omega_{pw}$ can be also used to compensate for non-RWA effects or additional dissipation in the auxiliary waveguide. Therefore, the exact value of $\Omega_{pw} \sim \Omega_{pw}^{\text{theo}}$ should be ultimately calibrated in the actual device to achieve the best overall amplification performance.

Regarding the dynamics of the quantum fluctuations, the same conditions discussed above, $J'_w \ll |\Delta_b|, J_w = \kappa_w N/2$, allows us to adiabatically eliminate the waveguide fluctuations $\delta b_j$, which evolve slowly and independently compared to the
JJA fluctuations \( \delta a_j \). As shown in Appendix E, we can thus obtain the same effective linearized equations for the quantum fluctuations \( \delta a_j \) in Eqs. (25)-(26) provided \( \gamma_j \ll \kappa \). Therefore, the auxiliary waveguide can merely behave as a multiplexer [57] to distribute the desired collective pump on the JJA, alleviating the need of one transmission line and signal generator per site. In the next subsection V, we solve for the dynamics of quantum fluctuations and quantum amplification properties of the device.

Finally, we comment on the possibility of a hybrid design, which uses a fully homogeneous auxiliary waveguide of size \( N_C \) coupled only to the central region of the JJA, while on the left and right boundary regions, we use standard independent transmission lines to send the required inhomogeneous pump drives \( \Omega_j \). This has the advantage of avoiding the engineering of intra-array coupling capacitances \( C_j \), and yet it is scalable as it requires \( N_L + N_R + 1 \sim 6 \) microwave generators for any \( N \).

V. DIRECTIONAL AMPLIFICATION VIA TOPOLOGY

So far, we have discussed the conditions to induce a quasi-homogeneous steady state of the mean-field displacements \( |\alpha_{\Delta}^s|^2 \), which is a necessary but not sufficient condition to have topological amplification via four-wave mixing.

In this section, we solve for the steady state of the quantum fluctuations \( \delta a_j(t) \) and demonstrate the emergence of directional amplification in the topological JPA array. In Sec. V A, we shortly introduce methods to quantify the gain, noise, and bandwidth of the device, and in Sec. V B we describe the main topological amplification properties.

A. Quantification of amplification properties: Gain, reverse gain, noise, and bandwidth

Under the conditions discussed in Secs. III-IV, the dynamics of quantum fluctuations \( \delta a_j(t) \) can be well approximated by the effective parametric amplifier array model in Eqs. (25)-(26), including or not the auxiliary waveguide. To solve these linear quantum Langevin equations, it is convenient to write them in matrix form as,

\[
\delta \tilde{a}(t) = -iH_{\text{nh}} \delta \tilde{a}(t) + \sqrt{\kappa} \tilde{a}_{\text{in}}(t),
\]

where \( \delta \tilde{a}(t) = [\delta a_j(t), \delta a_j^\dagger(t)]^\dagger \) and \( \tilde{a}_{\text{in}}(t) = [a_{\text{in}}^{j+1}(t), a_{\text{in}}^j(t)]^\dagger \) are the Nambu vectors of quantum fluctuations and input fields, respectively [cf. Fig. 2]. The non-Hermitian matrix \( H_{\text{nh}} \) is of size \( 2N \times 2N \), and describes coherent interactions in \( H_{\text{pa}} \) and the dissipative processes \( \kappa \) in a unified way. In our setup it takes the form:

\[
H_{\text{nh}} = \begin{pmatrix}
\mathcal{M}_{jl} - i\frac{\kappa}{2}\delta_{jl} & -K_{jl} \\
K_{jl}^* & -\mathcal{M}_{jl}^* - i\frac{\kappa}{2}\delta_{jl}
\end{pmatrix}.
\]

Here, the photon-conserving interactions, \( \mathcal{M}_{jl} = -\Delta_j \delta_{jl} + J_j \{ e^{-i\varphi_j} \delta_{j+1,l} + e^{i\varphi_j} \delta_{j-1,l} \} \), contain the detuning \( \Delta_j \) and the complex hopping terms \( J_j \) with phase differences \( \varphi_j \neq 0 \). The local and non-local squeezing terms \( g_j^\dagger \) and \( g_j \) appear in the off-diagonal components, \( K_{jl} = g_j^\dagger \delta_{jl} + g_j^\dagger (\delta_{j+1,l} + \delta_{j-1,l}) \), while local decay \( -i\kappa/2 \) appears in the diagonal.

Importantly, the Green’s function matrix \( G(\omega) \) can be obtained from \( H_{\text{nh}} \) as

\[
G(\omega) = \frac{1}{\omega - \omega_p - H_{\text{nh}}},
\]

which determines all the dynamical and spectral properties of the amplifier (see Appendix F), as well as the stability and topology of the steady-state (see next subsection). For instance, if we Fourier transform Eq. (60) and use the input-output relation (19), we can solve for the frequency-resolved output operator \( a_{\text{out}}^j(\omega) \) at site \( j \) as (see Appendix F)

\[
a_{\text{out}}^j(\omega) = \sum_l [\delta_{jl} - in\kappa G_{jl}(\omega)] a_{\text{in}}^l(\omega) - \sqrt{2\pi\kappa} |\alpha_{\text{sm}}^j| \delta(\omega - \omega_p)
\]

\[
- i\kappa \sum_l G_{j,N+l}(\omega) a_{\text{in}}^l (2\omega_p - \omega),
\]

with \( a_{\text{in}}^l(\omega) = (2\pi)^{-1/2} \int dt e^{i\omega t} a_{\text{in}}^l(t) \) the Fourier transform of the input operator. We operate the device as a phase-insensitive linear amplifier, so the first term \( \sim a_{\text{in}}^l(\omega) \) describes the amplification of signals at frequency \( \omega \). The second term, proportional to \( |\alpha_{\text{sm}}^j|^2 \), describes the scattered pump field at frequency \( \omega_p \), and the last term \( \sim a_{\text{out}}^{j+1}(\omega) \) describes the idler field generated at frequency \( 2\omega_p - \omega \), which appears due to energy conservation in the four-wave mixing process [32].

From Eq. (63) we can extract all figures of merit of the amplifier [37, 58]. In particular, the gain of the amplifier for the coherent signal (18) of frequency \( \omega_s \), entering at site \( j = I \) and leaving at any site \( j > I \), is given by the pre-factor squared of the first term in Eq. (63), namely

\[
G_j(\omega_s) = \kappa^2 |G_{jI}(\omega_s)|^2, \quad j \neq I.
\]

The reverse gain corresponds to the case where the same signal propagates in the opposite direction through the array, from site \( j > I \) to \( j = I \), obtaining

\[
G_j^{(R)}(\omega_s) = \kappa^2 |G_{IJ}(\omega_s)|^2, \quad j \neq I.
\]

A directional amplifier is characterized by having asymmetric direct and reverse gains, \( G_j \neq G_j^{(R)} \), and below we show this occurs in the topological amplifying regime.

The idler field is also amplified when propagating through the array with gain and reverse gain similarly given by the pre-factor of the last term in Eq. (63) (see Appendix F). When operating as a phase-insensitive amplifier, the idler field will unavoidably add noise to the output signal [58]. The number of photons per unit frequency \( \omega \) generated by the amplifier at output channel \( j \) can be computed as (see Appendix F)

\[
n_{\text{amp}}^j(\omega) = \kappa^2 \sum_{l=1}^N |G_{j,N+l}(\omega)|^2.
\]
To quantify how close to the quantum limit the amplification is, it is convenient to compute the added noise $n_{\text{add}}^j(\omega)$ by normalizing the total added photons in Eq. (66) by the gain:

$$n_{\text{add}}^j(\omega) = \frac{n_{\text{amp}}^j(\omega)}{G_j(\omega)}. \quad (67)$$

In Sec. VI, we show that the topological JPA array can be near-quantum-limited, reaching an added noise close to the fundamental lower bound $n_{\text{add}}^j(\omega) \to 1$ [59].

To estimate the effect of saturation in the amplifier array and ensure the validity of the linear regime, we evaluate $\langle \delta a_j^\dagger(t)\delta a_j(t) \rangle \ll |\alpha_{ss}|^2$, where the total occupation of the fluctuations at any site $j$ is given by (see Appendix F)

$$\langle \delta a_j^\dagger(t)\delta a_j(t) \rangle = \frac{1}{2\pi \kappa} \int d\omega n_{\text{amp}}^j(\omega) + n_{\text{sig}}^j(\omega_s). \quad (68)$$

Here, $n_{\text{amp}}^j(\omega)$ are the photons generated by the amplifier in Eq. (66), while $n_{\text{sig}}^j \sim |\kappa| |\alpha_{ss}|^2 |G_{jj}(\omega_s)|^2$ is the number of coherent photons induced by a signal with photon flux $\alpha_{ss}$ and its full expression can be found in the Appendix F.

Finally, our theory also allows us to evaluate any circuit quantity such as expectation values or correlations of flux $\Phi_j$ or charge $q_j$ operators. Especially important is to check the validity of the low phase drop approximation $\langle \phi_0^2 \rangle / \Phi_0^2 \ll 1$, for which we evaluate

$$\frac{\langle \phi_0^2 \rangle}{\Phi_0^2} = 2 \left( \frac{\phi_0}{\Phi_0} \right)^2 \left( \langle a_j^\dagger a_j \rangle(t) + \text{Re}\langle a_j^2 \rangle(t) + 1/2 \right), \quad (69)$$

where the total occupation $\langle a_j^\dagger a_j \rangle(t)$ and the second moment $\langle a_j^2 \rangle(t)$ can also be expressed in terms of the Green’s function as shown in Appendix F.

In the remainder of the paper, we evaluate all these figures of merit (64)-(69) to characterize the basic processes and the performance of the topological JPA array.

B. Characterizing the topological amplification regime

In a topologically non-trivial steady-state phase, the Green’s function components become asymmetric, $G_{jj} \neq G_{ij}$, and therefore the amplification is directional. To see for which parameters this indeed occurs, we rely on a connection between open quantum systems and topological band theory that we developed in Refs. [35, 37, 60]. This consists in constructing an extended Hamiltonian $\mathcal{H}(\omega)$ from the Green’s function matrix $G(\omega)$ describing the physical response of the system develops an exponential spatial dependence. In particular, we show in Appendix G that the components $G_{jj}(\omega)$ can be well approximated by

$$G_{jj}(\omega) \approx e^{(j-I+1)\zeta(\omega)} G_{j+1,j}(\omega), \quad j \geq I + 1, \quad (71)$$

with small deviations due to boundary effects. Remarkably, the exponent $\zeta(\omega)$ of the Green’s function corresponds to the inverse localization length of the edge states associated with the extended Hamiltonian $\mathcal{H}(\omega)$ [37, 54].

Directional amplification is a direct consequence of the exponential dependence in Eq. (71) as this implies that the gain of the topological amplifier grows exponentially from left to right: $G_j = \kappa^2 |G_{jj}|^2 \sim e^{2\text{Re}\zeta(\omega)}$, whereas reverse gain is exponentially suppressed: $G_j^{(R)} = \kappa^2 |G_{jj}|^2 \sim e^{-2\text{Re}\zeta(\omega)}$.

Figs. 7(a)-(b) demonstrate numerically this behaviour for a topological parametric amplifier array with effective parameters $\Delta = 0$, $\varphi = \pi/2$, $\tilde{J} = 0.52$, $\tilde{g}_2/g_c = 0.23$, $\tilde{g}_3/g_c = 1$, and the mean-field configuration in Fig. 6 with $\Omega_{\text{pw}} = 1.012 \Omega_{\text{th}}$. In particular, Fig. 7(a) displays the gain $G_j$ (in dB) for a signal of frequency $\omega_s = \omega_p + 0.3\kappa$ sent on input port $I = 2$ and retrieved at site $j$. We confirm that at the signal frequency (blue circles) and idler frequency (red circles), the gain grows exponentially with distance, well-approximated by the theoretical prediction from Eq. (71) (dashed line). For the same signal sent through site $j$ and propagating in the opposite direction to site $I = 2$, Fig. 7(b) shows the reverse gain $G_j^{(R)}$ (in dB), which indeed decreases exponentially as the estimation (dashed line) for both signal and idler fields. Note that deviations from the exponential dependence are due to finite-size effects (see Appendix G).

In practice, the exponential scaling of the gain allows a topological amplifier array of a moderate size such as $N = 17$ can reach nearly $30$ dB of amplification and $-40$ dB of reverse attenuation. This large gain can lead to a large occupation of the quantum fluctuations of the device $\langle \delta a_j^\dagger(t)\delta a_j(t) \rangle$, which also grows exponentially from left to right as shown in Fig. 7(c). The dashed curve corresponds to the case of no applied signal (only contribution from the vacuum noise $n_{\text{amp}}$ in Eq. (68)), whereas the solid curve also includes the coherent contribution $n_{\text{sig}}$ from a signal of amplitude $|\alpha_{ss}|^2 = 0.1\kappa$. To avoid this generated noise leads to unwanted saturation of the device, one must ensure that mean-field configuration has large enough displacements, so that $\langle \delta a_j^\dagger(t)\delta a_j(t) \rangle \ll |\alpha_{ss}|^2$. Here, we consider the mean-field configuration in Fig. 6 with $\Omega_{\text{pw}} = 1.012 \Omega_{\text{th}}$, leading to a maximum occupation $|\alpha_{ss}|^2 \sim 3000$ at the central region. In this case, Fig. 7(c) shows that saturation is low enough for the applied signal $|\alpha_{ss}|^2 = 0.1\kappa$. For stronger signals, saturation can be still controlled by having a larger number $M$ of JPs per site, but this is discussed further in Sec. VI. Another important approximation to ensure the proper functioning of the amplifier array is the low phase drop condition $\langle \phi_0^2 \rangle / \Phi_0^2 \ll 1$. We numerically computed this quantity using Eq. (69), and we confirmed that the amplifier array in the topological regime also respects this condition for the parameters considered [see Fig. 7(d)].
FIG. 7. Directional amplification in the topological parametric amplifier array. (a) Exponential growth of the gain $G_j$ (in dB) for a signal of frequency $\omega_s = \omega_p + 0.3\kappa$ entering at input site $I = 2$ and leaving at site $j$. Blue and red circles indicate the gain at the signal and idler frequencies, respectively. The black dashed line shows the prediction using the exponential approximation (71). (b) Exponential suppression of reverse gain $G_j^{(R)}$ (in dB) for the same signal propagating backward from the site $j$ to the input site $I = 2$. The color code of the three curves is the same as in panel (a). (c) Maximum occupation of fluctuation $\text{Max}(|\delta a_j^\dagger(t)\delta a_j(t)|^2)$ normalized by the occupation of the mean-field displacement vs site index $j$. (d) Flux mean square $\langle \phi_j^2 \rangle$ normalized by the flux quantum squared $\Phi_0^2$ as a function of site index $j$. The Dashed lines in (c)-(d) show only the contribution from the vacuum noise generated by the amplifier and the solid line includes the coherent contribution from a signal of amplitude $|\alpha_{\text{sig}}|^2 = 0.1\kappa$. (e) Phase diagram as a function of $J/\kappa$ and $\bar{g}_c/\kappa$ indicating the region for stable topological steady-state phases. The color bar shows the inverse localization length $\text{Re}[\zeta] > 0$, which determines the strength of the topological amplification. The black dot indicates the operation point at panels (a)-(d). This corresponds to the mean-field configuration in Fig. 6 with the same effective parameters: $J = 0.52\kappa$ and $\bar{g}_s = \bar{g}_c = 0.25\kappa$, $\Delta = 0$, $\varphi = \pi/2$, $\omega_s = \omega_p + 0.3\kappa$, and $N = 17$, $M = 25$ (with $N_L = 2$, $N_R = 3$, $N_C = 12$).

Looking for edge states in $\mathcal{H}(\omega)$ allows for a systematic study of the parameter conditions leading to topological amplification. As an example, Fig. 7(e) displays a phase diagram of the steady-state of quantum fluctuations as a function of the effective parameters $\bar{g}_c/\kappa$ and $J/\kappa$, for given $\bar{g}_s/\bar{g}_c = 1$, $\omega = \omega_p + 0.3\kappa$, $\Delta = 0$, $\varphi = \pi/2$, and $N = 17$. The colored region indicates the topological amplifying phase, which is defined by $E_0(\bar{g}_c, J) \leq 1/N$, with $E_0$ the lowest eigenvalue of $\mathcal{H}(\omega)$ (see Appendix G). Moreover, in this region, the steady state must be stable, which is guaranteed when all eigenvalues of $H_{\text{nh}}$ have negative imaginary parts [35, 37].

Inspecting the phase diagram, we see that a stable topological amplifying phase requires a balance between parametric drive $\bar{g}_c$ and decay $\kappa$. When $\bar{g}_c/\kappa$ is too small, the system becomes topologically trivial and there is no amplification, and when $\bar{g}_c/\kappa$ is too large, the amplifier becomes unstable. Given an intermediate value of $\bar{g}_c/\kappa \sim 0.2 - 0.4$, there is a minimum of $J/\kappa$ to induce the topological regime. To be more precise, the color bar in Fig. 7(e) displays the inverse localization length $\text{Re}[\zeta]$ as a function of $\bar{g}_c/\kappa$ and $J/\kappa$, which determines the exponent of the gain in the topological phase. The maximum amplification occurs at the center of the topological region where $\text{Re}[\zeta] \sim 0.4 - 0.5$. However, we need to keep a balance between the gain and the saturation that the array can tolerate in practice, and thus we typically target more moderate working points with $\text{Re}[\zeta] \sim 0.2$ such as indicated in Fig. 7(e). It is exactly the balance of parameters that we considered in Figs. 7(a)-(d). In the next section, we discuss in detail various parameter sets and how to obtain the best overall performance of the topological amplifier array.

VI. PERFORMANCE AND EXPERIMENTAL PARAMETERS

In this section, we first quantify the performance and frequency response of the topological JPA array at four different operation points (see Sec. VI A). Then, we show the superconducting circuit parameters to realize those setups experimentally (see Sec. VI B).

A. Frequency-dependent response

To characterize the broadband performance of the directional amplification, we display in Figs. 8(a)-(c) the frequency dependence of the gain $G_O$, reverse gain $G_{O}^{(R)}$, and added noise $n_{\text{add}}^2$ at the output site $O = N - 1$ when a probe signal of frequency $\omega_s$ is sent at site $I = 2$. We consider 4 parameter sets. On the one hand, $P_1$, $P_2$, and $P_3$ correspond to the same effective parameters as in Figs. 7(a)-(b), but with different array sizes: $P_1$ for $N = 8$ (grey), $P_2$ for $N = 15$ (red), and $P_3$ for $N = 17$ (blue). On the other hand, parameter set $P_4$ (yellow) corresponds to a qualitatively different operation point, discussed below, which allows the device to reach high performance with a smaller size of $N = 11$. All effective
parameters are detailed in Table I and the associated tapering functions at the boundaries are indicated in Table IV of the Appendix.

For $P_1$, the smallest setup with $N = 8$, the directional amplifier can reach above 10 dB of gain $G_O$ over a bandwidth of $\Delta\omega_{10dB} \approx 0.8\kappa$ [see Fig. 8(a), grey]. Protection to the quantum source is provided by a reverse isolation $G_O^{(R)} < -14$ dB over all frequencies, and an added noise of one photon above the quantum limit: $n_{add}^O \approx 2$ [see Fig. 8(b)-(c), grey]. This is a good performance for a proof-of-principle demonstration of the topological amplifier, but more competitive figures of merit can be obtained when increasing the array size.

For $P_2$ ($N = 15$), the device surpasses 20 dB of gain $G_O$ over a bandwidth $\Delta\omega_{20dB} \approx 0.8\kappa$, with reverse isolation $G_O^{(R)} < -29$ dB, and added noise $n_{add}^O \approx 1.9$ [see Fig. 8(a)-(c), red]. Further increasing the size to $N = 17$, $P_3$ reaches a maximum gain of $G_O \approx 29$ dB, leading to a larger bandwidth above 20 dB gain of $\Delta\omega_{20dB} \approx 1.1\kappa$. Reverse gain is below $G_O^{(R)} < -33$ dB over all frequencies, and added noise reaches closer to the quantum limit, $n_{add}^O \approx 1.8$ [see Fig. 8(a)-(c), blue]. The idler response is nearly identical to the signal field shown above [see Fig. 14 of Appendix for details].

The overall performance of the topological amplifier increases exponentially with array size $N$. Unfortunately, there is a practical limit that a real device can reach due to saturation. However, a compact device with $N \lesssim 17$ already leads to outstanding performance, and in the next Sec. VI B, we show that this is possible to realize with state-of-art superconducting parameters.

Another route to reach strong directional amplification performance without a large array is to explore other operation points not shown in the phase diagram in Fig. 13(e). In particular, here we consider the parameter set $P_4$, characterized by a larger ratio $\lambda = \bar{g}_c/\bar{g}_s = 2$ between local and non-local squeezing terms ($P_1 - P_3$ assume $\lambda = 1$). Other parameters are $\bar{J}/\kappa = 0.42$, $\bar{g}_c/\kappa = 0.19$, $\Delta = 0$, and $\phi = \pi/2$ (see Table I). In this case, we predict that a JJA with only $N = 11$ sites, including left and right buffer regions of two sites ($N_L = N_R = 2$), can reach a stronger gain and reverse gain than $P_3$ with $N = 17$. As shown in Figs. 8 (yellow), $P_4$ reaches a gain above $G_O \approx 30$ dB, a reverse gain $G_O^{(R)} \approx -33$ dB, and low added noise $n_{add}^O \approx 1.8$. The bandwidth above 20 dB of amplification is also increased to $\Delta\omega_{20dB} \approx 1.23\kappa$.

To respect all the conditions for topological amplification, we show below that the parametric JPA array can have effective parameters up to the range $\bar{g}_{c,s}/2\pi \sim 40 - 90$ MHz, $J/2\pi \sim 100 - 150$ MHz, and $\kappa/2\pi \sim 230 - 280$ MHz (see Table I). This leads to an amplification bandwidth above 20 dB of order $\Delta\omega_{20dB}/2\pi \sim 230 - 300$ MHz in practical implementations of the device. For a directional amplifier, this bandwidth is already one order of magnitude larger than what has been achieved for JPAs [27–29], and is on the same order as achieved by TWPAs with isolation via frequency-conversion [43, 44]. Comparative advantages of the topological JPA array include the suppression of gain ripples (see Fig. 8) due to the intrinsic protection to disorder and inhomogeneities in the JJA, and that the strong reverse isolation $G_O^{(R)} < -30$ dB acts on all frequencies, not only on the amplification band.

In Appendix H, we explore the possibility of further increasing the bandwidth of the topological JPA array by using Quarton non-linearities [62] instead of simple JJs. Quarton have been recently demonstrated to be useful in increasing the coupling between qubits and non-linear resonators [63] leading, for instance, to ultra-fast dispersive qubit readout [64]. In the present case of the JJA, we show that Quartonns can induce larger Kerr non-linearities without reducing capacitance $C_{eq}$. Using this property, we estimate in Appendix H that the operation point $P_3$ can be realized with all effective quantities in Table I scaled by a factor $\chi \approx 4.4$, and thus operate the amplifier with the same high performance shown in Fig. 8(red), but with a larger bandwidth above 20 dB gain of order $\Delta\omega_{20dB} \approx 0.83\kappa \approx 2\pi \cdot 1$ GHz.

**B. Experimental parameters**

We now analyze the superconducting circuit parameters to realize the four operation points $P_1 - P_4$ shown in Table I. To allow for the highest gain and still have saturation under con-
Table I. Effective parameters and figures of merit of topological JPA array at four operation points $P_1 - P_4$. The first seven columns show quantities that define each operation point $P_1 - P_4$: number of sites $N$ of the JJA, number of sites in the left and right buffer regions $N_L$ and $N_R$, the number of JJs $M$ on each sub-array, target mean occupation of the JJA at the central region $|\bar{\alpha}_{ss}|^2$, and ratios of effective amplifier parameters $\lambda = g_0/g_c, J/\kappa$, and $g_c/\kappa$. The next five columns show the effective hopping $J$, non-local and local squeezing terms $\bar{g}_s$ and $\bar{g}_j$, and effective detuning $\Delta$. Notice that values inside (outside) parenthesis correspond to the setup with (without) the auxiliary waveguide. In all cases, we additionally assume $\varphi = \pi/2$.

The next four columns indicate the figures of merit of gain, bandwidth, reverse gain, and added noise, for a signal at frequency $\omega_s = \omega_0 + 0.3\kappa$ sent on input $I = 2$ and retrieved at output $O = N - 1$. The last three columns show the indicators of low phase drop and controlled saturation for a probing signal of power $P_s$. The parameters of the superconducting circuit leading to these effective parameters are detailed in Tables II-III. Parameters of the tapering functions used ($f_j, h_j$, and $g_j$) are summarized in Table IV.

For a given frequency of the JJA, which we fix here to $\omega_0 = 8.2$ GHz, it is, therefore, a requisite to build a JJA with large total capacitance $C_{eq}$ or with large sub-arrays of JJs ($M \gg 1$) to allow for the maximum gain and dynamic range. We first discuss the realization of the operation point $P_1$, which due to the moderate gain $G_O \sim 10\,\text{dB}$, is an example where saturation can be controlled without sub-arrays of JJs, i.e. for $M = 1$. Because of this simplification and the small size $N = 8$, we think $P_1$ is a good candidate for a proof-of-principle demonstration of topological amplification. To realize a JJA with large capacitance, we propose circuit parameters similar to the experiment reported in Ref. [41], where an amplifier with large capacitance $C_{eq} \approx 4$ pF and similar frequency $\omega_b/2\pi \approx 8$ GHz has been demonstrated. Following the procedure in Appendix D 3, we obtain the required parameters to realize $P_1$ with the above conditions. These are detailed in Table II of the Appendix. Here, we summarize the order of magnitude of the main circuit parameters. We require on-site and coupling capacitances in the range $C, C', C_{TL} \approx 0.5 - 1.5$ pF, Josephson inductances $L_J = L'_J/2 \approx 200$ pH, and external pumps of power $P_p \approx -100$ dBm and detuning $\Delta_0/2\pi \approx -400$ MHz. This leads to Kerr non-linearities $K_c = K_s/2 \approx 2$ MHz and a central JJA occupation of $|\bar{\alpha}_{ss}|^2 \approx 30$, which allows to control saturation $\langle \phi_i^2 \rangle/\bar{\phi}_0^2 < 0.2$ and $\langle \delta a_i^\dagger \delta a_j \rangle/|\alpha_{ss}|^2 < 0.3$, when amplifying signals up to power $P_s \approx -130$ dBm.

Sets $P_2 - P_4$ provide much higher performance than $P_1$, allowing the directional amplification of stronger signals up to $P_s \approx -120$ dBm with gains $G_O$ above $20$ dB. The higher gain implies that satisfying the inequalities (72) requires increasing the gain by more than an order of magnitude compared to $P_1$. A naive solution to this would be to increase the capacitance $C_{eq}$ accordingly, but having too large capacitances is problematic in JJA arrays as it generates parasitic geometrical inductances larger than the Josephson inductances themselves [40, 41]. Therefore, we take the route of sub-arrays of $M \gg 1$ JJs in series to implement all non-linear inductances of the circuit (see Sec. II D). This technique has been successfully implemented to reduce saturation in standard JPAs (with $M = 80$) [51] and even in an array of two linearly coupled JPAs (with $M = 30$) [40]. Due to the similarity to our setup, for $P_2 - P_4$ we propose circuit parameters similar to Ref. [40] with sub-arrays of size $M \approx 16 - 30$, and standard capacitances in the range $C, C', C_{TL} \approx 50 - 170$ fF, Josephson inductances $L_J/M, L'_J/M \approx 40 - 230$ pH, as well as pumps of power $P_p \approx -83 / -77$ dBm and detuning $\Delta_0 \approx -350$ MHz. Note that the ratio between local and non-local squeezing terms $\lambda = g_0/g_c$ is controlled via the ratio of Josephson inductances $\lambda = L_J/(2L'_J)$. We refer to Table I for a detailed description of each operation point $P_2 - P_4$.

In general, these configurations lead to effectively small Kerr-nonlinearities in the JJA in the range $K_{c,s}/(2\pi M^2) \approx 10 - 200$ kHz and to large JJA mean occupations $|\bar{\alpha}_{ss}|^2 \approx 700 - 3000$, which allows the amplifier to control saturation effectively with $\langle \phi_i^2 \rangle/\bar{\phi}_0^2 < 0.2$, and $\langle \delta a_i^\dagger \delta a_j \rangle/|\alpha_{ss}|^2 < 0.25$. This prediction considers the application of signals up to $P_s \approx -120$ dBm and for stronger signals, one would need to increase the dynamic range further by using sub-arrays with larger $M$.

Regarding the implementation of the auxiliary waveguide, the required circuit parameters are very similar for all parameter sets $P_1 - P_4$. Here we provide the typical order of magnitude, but in Table III of the Appendix they can be found with precision for each operation point. In general, we require waveguide inductances $L_w \approx 400$ pF, on-site capacitances $C_{eq} \approx 900$ fF, inter-site capacitances $C_{\ell} \approx 50$ fF, intra-array capacitances $C'' \approx 3 - 10$ fF, and pump transmission lines with coupling capacitance $C_{p} \approx 300$ fF, and impedance $Z_{cpw} = 100$ fF. This leads to a bare waveguide frequency $\omega_w/2\pi \approx 7.8$ GHz, intra-array hopping $J_w/2\pi \approx 180$ MHz,
inter-array hopping $J_{w}'/2\pi \sim 20$ MHz, and decay rate on the boundaries $\kappa_{\text{top}}/2\pi \sim 360$ MHz. For these parameters, the waveguide is on-resonance with the pump $\omega_{p}/2\pi \sim 7.8$ GHz and is weakly and off-resonantly coupled to the JJA, $\bar{J}_{w}' \ll J_{w} |\Delta_{j}|$. The non-local decay induced on the JJA is highly suppressed, $\bar{\gamma}/2\pi \lesssim 1$ MHz, and can be neglected compared to all other effective quantities. Finally, the pump powers $P_{\text{pwm}}$ are chosen in the range between $-66$ to $-46$ dBm [cf. Table III], which is relatively strong but routinely used in the field [24].

In the case of implementing decay $\kappa$ of the JJA via local resistors, at sites $j \neq 1, O$ we must consider resistances on order $R_{l} \sim 1400 \Omega$ for $P_{3}$ and $R_{l} \sim 850 - 1500 \Omega$ for $P_{2} - P_{4}$ as the total capacitance is smaller (see Table III). We show below that the topological amplifying phase is resilient up to 15% of spatial variation in local dissipation rates $\kappa_{j}$ which implies a similar tolerance to variation in these resistances $R_{j}$ in the 15% range.

Finally, the specific tapering functions $f_{j}$, $h_{j}$, and $g_{j}$ optimized for the different operation points $P_{1} - P_{4}$ are given in Table IV of the Appendix. From these functions, the parameters at the central region given in Tables I-III, and the relations in Secs. III-IV, one can determine all inhomogeneous parameters of the circuit.

VII. TOPOLOGICAL PROTECTION AGAINST DISORDER

The last remarkable property of the topological JPA array is the robustness to disorder, which can highly facilitate its experimental realization with current superconducting circuit technology. The origin of the topological protection lies in the presence of an intrinsic chiral symmetry of the extended Hamiltonian $\mathcal{H}(\omega)$ in Eq. (70), and in the robustness of the breaking of time-reversal symmetry (TRS) via $\bar{\varphi} = \pi/2 \neq 0$. Smooth changes due to disorder cannot modify the symmetry class of the edge states of $\mathcal{H}(\omega)$, and thus the topologically amplifying steady-state persists as long as the disorder strength is not larger than the gap, $\delta x < \Delta_{\text{top}} \sim 0.3\kappa$ [35, 37, 65]. Here, $\delta x$ denotes the standard deviation of any system quantity $x$, assumed to be normally distributed around the mean values discussed in previous sections. Note that for robust breaking of TRS, we also require that the disorder in the phase fulfills $\delta \varphi \ll \varphi$.

To quantify the impact of the disorder on the topological amplification properties, we compute in Figs. 9(a)-(b) the spatial dependence of the average gain $\langle\mathcal{G}_{j}\rangle$ and reverse gain $\langle\mathcal{G}_{j}^{R}\rangle$ for disorder in the squeezing term $x = g_{j}^{c}$ (red) and in effective detunings $x = \Delta_{j}$ (blue). In both cases, the disorder is relatively strong with standard deviation $\delta x = 0.15\kappa$. For comparison, the black dashed line represents the case of no disorder given in Figs. 13(a)-(b). Remarkably, we see that the exponential scalings are preserved and that the disorder in $x = g_{j}^{c}$ can even enhance the gain, while the disorder in $x = \Delta_{j}$ can suppress it. To understand this behavior, we fit an exponential function of the same form as in Eq. (71), and extract the exponent $\langle\xi\rangle$ of the average as a function of the dimensionless disorder strength $\sigma = \delta x/\kappa$. As shown in Fig. 9(c), the average exponent $\langle\xi\rangle$, effectively grows with the disorder in $g_{j}^{c}$ (red) and reduces with disorder in $\Delta_{j}$. This noise-induced effect is reminiscent of topological Anderson insulators observed in photonic systems [66]. Here, the noise re-normalizes the system parameters and can even trigger topological phase transitions by modifying the localization properties of edge states $\langle\xi\rangle$ on average.
We also checked the effect of disorder on the frequency dependence of the average gain $\langle G_\Omega \rangle$, reverse gain $\langle G_\Omega^R \rangle$, and added noise $\langle n^O_{adS} \rangle$ at the output site $\Omega = N - 1$ [see Fig. 9(d)-(f)]. We see that the frequency response of the directional amplification is also robust to strong disorder $\sigma = 0.15\kappa$. For disorder in detuning $\Delta_j$ (blue), the average gain and reverse gain reduce and added noise increases but the overall behavior remains. For disorder in $g_j^2$ (red), the enhanced gain induces small gain ripples but added noise is nearly unchanged.

Finally, we evaluate the impact of disorder in all possible effective parameters of the topological amplifier array dynamics. For this, Figs. 10(a)-(c), show the average gain $\langle G_\Omega \rangle$, reverse gain $\langle G_\Omega^R \rangle$, and added noise $\langle n^O_{adS} \rangle$ as function of the dimensionless disorder strength $\sigma = \delta \Delta_j/\kappa$ for disorder in effective detuning $x = \Delta$ (blue), decay rate $x = \kappa$ (green), hopping $x = J$ (yellow), local squeezing $x = \bar{g}_s$ (purple), non-local squeezing $x = \bar{g}_c$ (red), as well as for the phase $\sigma = \delta \varphi/\varphi$ (cyan). The frequency of the input signal is set to $\omega_s = \omega_p + 0.3\kappa$. We see that for $\sigma \lesssim 5\%$, none of the figures of merit are appreciably affected. For a larger disorder between $\sim 5\%$ and $\sim 20\%$ the topological amplification is preserved but its performance is modified. For all types of disorder, the amplifier’s noise $\langle n^O_{adS} \rangle$ slightly increases. Gain is enhanced for disorder in $\delta g_{c,x}$ and $\delta \kappa$ at the expense of reducing directionality in $\langle G_\Omega \rangle$, while disorder in $\Delta_j, J_j, \varphi_j$ has the opposite effect. For even larger disorder $\sigma \simeq 1$, the gain always reduces, and directional topological amplification is lost.

Notice that a strong enough disorder can destabilize the amplifying steady state depending on the operation point and/or disorder type. For $P_3$, the early termination of certain curves in Figs. 10(a)-(c) indicates the specific disorder strength at which the system becomes unstable. Including this stability analysis, we predict an overall tolerance to the disorder of at least $\sigma \sim 15\%$ in all effective system parameters, while retaining the excellent performance of the directional amplification.

A practical implementation of the topological JPA array will be affected by disorder and inhomogeneities inherent to the fabrication of capacitances and JJs [39] and this constitutes a natural protection against it.

**VIII. CONCLUSIONS AND OUTLOOK**

We have proposed a new design of an array of non-linearly coupled JPAs that exploits non-Hermitian topological effects to work collectively in a regime of high directional gain, near quantum-limited noise, and broad bandwidth. This topological amplifier can be immediately implemented with state-of-the-art superconducting technology as it only combines conventional elements such as a few coupled JPAs, 50 $\Omega$ input/output ports, microwave pumps with inhomogeneous profiles of amplitudes and phases, and, optionally, an auxiliary resonator waveguide to distribute a single pump with phase gradient [67]. This quantum device can be integrated on-chip and used as a directional broadband pre-amplifier, alleviating the need for bulky isolators to protect the quantum source, and facilitating the control of large-scale quantum processors [24].

The primary limitation of the current device is saturation and dynamic range, which also constrains the achievable bandwidth. This limitation arises from the low phase-drop condition required to implement Kerr nonlinearities in Josephson junctions (JJs). To overcome this, we can build the Kerr resonator array using high kinetic inductance nonlinearities, as demonstrated in [11–13, 45]. This approach has the potential to enhance both dynamic range and bandwidth while maintaining the same performance metrics discussed herein.

Our work opens several routes for exploring further technological applications, as well as the fundamental physics of topologically driven-dissipative systems. The topological JPA array can be applied, for instance, for efficient multiplexed readout of multiple superconducting qubits [8, 33] or broadband detection of itinerant single-photons [68]. Saturation effects appearing in the device [14, 51, 69] can lead to novel regimes of operation, which can be systematically addressed by approximations beyond mean-field like Gaussian ansatz [70], truncated-Wigner approximation [71], or Matrix Product State techniques [72].

From a more fundamental perspective, our proposal is also a versatile platform for the quantum simulation of open quantum systems [42, 73], non-Hermitian physics [74, 75], and novel topological driven-dissipative phases of matter [54, 76], including those with disorder [77] and strong photon-photon
interactions [78, 79]. For quantum simulation, a particularly convenient aspect of our design is that the strength of the synthetic gauge field [53] and the nonlinear interactions can be conveniently controlled via the external pump, without requiring Floquet engineering [46] or external magnetic fields.
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Appendix A: Hamiltonian of the Josephson junction array

In this Appendix, we derive the quantum Hamiltonian $H = H_{JJA} + H_{TL}$ of the JJA coupled to transmission lines, starting from the classical Lagrangian (see Sec. A 1). We then quantize the excitations in the system and derive the quantum Hamiltonians in Eqs. (3)-(4) of the main text (see Sec. A 2).

1. Classical Hamiltonian

We determine the total Hamiltonian of the system by a standard Legendre transformation, $H = \sum_j q_j \dot{\phi}_j - \mathcal{L}$, with the canonical charge variables $q_j = \partial \mathcal{L}/\partial \dot{\phi}_j$ given by

$$q_j = C_{eq,j} \dot{\phi}_j - C_{j-1}^l \dot{\phi}_{j-1} - C_{j+1}^l \dot{\phi}_{j+1} - C_{TL,j}^l V_{TL}(t). \quad (A1)$$

Here, $\delta_{jl}$ denotes the Kronecker delta, with $j, l = 1, \ldots, N$, and the equivalent total capacitance $C_{eq,j}$ at site $j$, is given in Eq. (5). The resulting Hamiltonian can be decomposed as $H = H_{JJA} + H_{TL}$, where the individual Hamiltonians in the limit of low coupling capacitances $C_{j}^l, C_{TL}^l \ll C_{eq}$ take the form,

$$H_{JJA} = \sum_{j=1}^{N} \frac{1}{2C_{eq,j}} q_j^2 + \sum_{j=1}^{N-1} \frac{C_{j}^l}{C_{eq,j} + C_{eq,j+1}^l} Q_j q_{j+1} \quad (A2)$$

$$- \sum_{j=1}^{N} E_{j}^l \cos \left( \frac{\phi_j}{\Phi_0} \right) - \sum_{j=0}^{N} E_{j+1}^l \cos \left( \frac{\phi_{j+1} - \phi_j}{\Phi_0} \right),$$

$$H_{TL} = \sum_{j=1}^{N} \frac{C_{TL}^l}{C_{eq}} q_j V_{TL}(t). \quad (A3)$$

The Hamiltonian $H_{TL}$ of the coupling to transmission lines is obtained by further neglecting the terms $\sim (V_{TL}^2)^2$ as these do not couple dynamical variables of the JJA. Notice that Eq. (A2) considers the possibility of inhomogeneous Josephson energies $E_{j}^l, E_{j+1}^l$ in addition to inhomogeneous $C_{j}^l, C_{TL}^l$. Although this is not required in our setup, having the most general expressions is useful if one prefers to taper the frequencies via inductances instead of capacitances as explained in Sec. III B.

The Hamiltonian of the JJA can be further simplified in the limit of low phase drop along the JJs, i.e. $\langle \phi_j^2 \rangle \ll \Phi_0^2$ such that it is a good approximation to expand the cosine potentials in Eq. (A2) as $\cos(x) = 1 - x^2/2 + x^4/24 + \mathcal{O}(x^6)$. In this way, the Hamiltonian of the JJA up to the fourth order in the flux reads

$$H_{JJA} = \sum_{j=1}^{N} \frac{1}{2C_{eq,j}} q_j^2 + \sum_{j=1}^{N-1} \frac{C_{j}^l}{C_{eq,j} + C_{eq,j+1}^l} Q_j q_{j+1}$$

$$+ \sum_{j=1}^{N} \frac{1}{2L_{eq}^j} \theta_j^2 - \sum_{j=1}^{N-1} \frac{1}{L_{j+1}^l} \theta_{j+1} \theta_{j+1} +$$

$$- \sum_{j=1}^{N} \frac{E_{j}^l}{4(\Phi_0)^4} \theta_j^4 - \sum_{j=1}^{N-1} \frac{E_{j+1}^l}{4(\Phi_0)^4} \theta_{j+1}^2 \theta_{j+1}^2$$

$$+ \sum_{j=1}^{N-1} \frac{E_{j}^l}{6(\Phi_0)^4} \left( \theta_j^3 + \theta_{j+1}^3 \right) + \mathcal{O}(\theta_j^6), \quad (A4)$$

where $L_j^j = (\Phi_0/2)^2/E_j^j$ and $L_j^{j+1} = (\Phi_0/2/E_j^{j+1}$ are the Josephson inductances from on-site and inter-site JJs, respectively. Using these definitions, the inverse of the linear equivalent inductance at node $j$ of the circuit reads

$$1/L_{eq,j} = 1/L_j^j + 1/L_j^{j+1} + 1/L_j^{j-1}. \quad (A5)$$

Notice that equations (A4)-(A5) reduce to Eqs. (3) and (6) of the main text, in the case of homogeneous Josephson inductances.

2. Quantum Hamiltonian

Since the Hamiltonians are now expressed only in terms of conjugate dynamical variables $\phi_j$ and $q_j$, we can apply the standard quantization procedure, which consists in promoting flux $\phi_j$ and charge $q_j$ variables to operators that satisfy canonical commutation relations, namely $[\phi_j, q_l] = i\hbar \delta_{jl}$, for $j, l = 1, \ldots, N$. Note that in Eq. (A2) we have $\phi_0 = \phi_{N+1} = 0$ so they are not dynamic variables (no associated charge).

The quadratic local part $H_{JJA}^{(0)} = (1/2) \sum_{j=1}^{N} (q_j^2/C_{eq}^j + \phi_j^2/L_{eq}^j)$ in Eq. (3) or (A4) can be diagonalized using the standard quantum harmonic oscillator procedure [3] as $H_{JJA}^{(0)} = \sum_{j=1}^{N} \hbar \omega_j^0 a_j^\dagger a_j$. Here, $\omega_j^0 = (L_{eq}^j C_{eq}^j)^{-1/2}$ is the bare frequency of each local oscillator, and $a_j^\dagger, a_j$ are ladder operators satisfying canonical commutation relations $[a_j, a_l^\dagger] = \delta_{jl}$. Conveniently, we can express flux $\phi_j$ and charge $q_j$ operators in terms of $a_j$ and $a_j^\dagger$ as in Eqs. (7) of the main text, and then
$H_{\text{JJA}}$ in Eq. (A4) can be recast as

$$
\begin{align*}
\frac{H_{\text{JJA}}}{\hbar} &= \sum_{j=1}^{N} \omega_{0}^{j} a_{j}^{\dagger} a_{j} - \sum_{j=1}^{N-1} J_{L}^{j}(a_{j+1} + a_{j}^{\dagger})(a_{j} + a_{j+1}^{\dagger}) \\
&\quad - \sum_{j=1}^{N-1} J_{C}^{j}(a_{j+1} - a_{j}^{\dagger})(a_{j} - a_{j+1}^{\dagger}) - \frac{N}{12} K_{c}^{j}(a_{j} + a_{j}^{\dagger})^{4} \\
&\quad - \sum_{j=1}^{N-1} \frac{K_{c}^{j}}{4}(a_{j} + a_{j}^{\dagger})^{2}(a_{j+1} + a_{j+1}^{\dagger})^{2}, \\
&\quad + \sum_{j=1}^{N-1} \frac{T_{j}}{6}(a_{j+1} + a_{j}^{\dagger})^{3}(a_{j} + a_{j+1}^{\dagger}), \\
&\quad + \sum_{j=1}^{N-1} \frac{T_{j}^{\prime}}{6}(a_{j} + a_{j}^{\dagger})^{3}(a_{j+1} + a_{j+1}^{\dagger}). \quad (A6)
\end{align*}
$$

Here, the linear inductive $J_{L}^{j}$ and capacitive $J_{C}^{j}$ couplings read

$$
J_{L}^{j} = \frac{C_{j}^{2} (Z_{j} Z_{j+1})^{-1/2}}{2 C_{eq} C_{eq}^{j+1}}, \quad J_{C}^{j} = \frac{(Z_{j} Z_{j+1})^{1/2}}{2 L_{j}^{j}}. \quad (A7)
$$

The non-linear self-Kerr and cross-Kerr couplings $K_{j}^{j}, K_{C}^{j}, T_{j},$ and $T_{j}^{\prime}$ are given by

$$
\begin{align*}
K_{j}^{j} &= \frac{\hbar}{8 (\Phi_{0})^{4}} \left( E_{j}^{j} + E_{j}^{\dagger} \right)^{j-1} \left( E_{j}^{j} + E_{j}^{\dagger} \right), \\
K_{C}^{j} &= \frac{\hbar E_{j}^{j}}{4 (\Phi_{0})^{4}} Z_{j} Z_{j+1}, \\
T_{j} &= K_{C}^{j} \sqrt{Z_{j+1}/Z_{j}}, \quad T_{j}^{\prime} = K_{C}^{j} \sqrt{Z_{j}/Z_{j+1}}, \quad (A8)
\end{align*}
$$

with $Z_{j} = \sqrt{L_{eq}/C_{eq}}$ the impedance at site $j$. Finally, to express $H_{\text{JJA}}$ as in Eq. (9) of the main text, we consider homogeneous Josephson energies $E_{j}^{j} = E_{j}, E_{j}^{\dagger} = E_{j}^{\dagger}$, and apply RWA, neglecting all highly off-resonant processes provided $J_{L}^{j}, J_{C}^{j}, K_{C}^{j}, T_{j}, T_{j}^{\prime} \ll \omega_{0}^{j}$. The effective bare frequency $\omega_{0}^{j}$ appearing in Hamiltonian (9) includes a small renormalization from Kerr couplings, $\omega_{0}^{j} \rightarrow \omega_{0}^{j} - K_{C}^{j} - (K_{C}^{j} + K_{C}^{j+1})/2$, as well as the total bare linear hopping $J_{h}^{j}$, which reads $J_{h}^{j} = J_{C}^{j} - J_{L}^{j} + (T_{j} + T_{j}^{\prime})/2$.

### Appendix B: Modelization of coupling to transmission lines, dissipation, and input signal via input-output theory

In this Appendix, we first derive the coherent pump coherent Hamiltonian $H_{p}$, and describe the effects of dissipation and coupling to the transmission line via input-output theory (see Sec. B 1). We then show how to model a coherent input signal within the formalism (see Sec. B 2).

1. **Coherent pump Hamiltonian and dissipation via transmission lines**

To describe the effects of coherent pump and dissipation in the JJA, it is convenient to decompose the transmission line Hamiltonian $H_{\text{TL}}$ in Eq. (4) as $H_{\text{TL}} = H_{p} + H_{\text{diss}}$, where $H_{p}$ is associated to the classical part of the voltage $V_{\text{TL}}^{0}$ in Eq.(13) and $H_{\text{diss}}$ depends exclusively on the voltage coherence fluctuations $\delta V_{\text{TL}}^{0}$.

On the one hand, the explicit form of $H_{p}$ is obtained when replacing Eqs. (7) and the classical part of the voltage (13) into Eq. (4), namely

$$
H_{p}/\hbar = 2i \sum_{j=1}^{N} \Omega_{p}^{j} (\omega_{p}^{j} t + \theta_{p}^{j}) (a_{j}^{\dagger} - a_{j}). \quad (B1)
$$

Here, the strength $\Omega_{p}^{j}$ of the pump at site $j$ is given in Eq. (15). Note that Eq. (14) of the main text is obtained when applying the RWA to Eq. (B1), provided $\Omega_{p}^{j} \ll \omega_{p}, \omega_{b}$, and going to a rotating frame with the pump frequency $\omega_{p}$.

On the other hand, the dissipation Hamiltonian $H_{\text{diss}}$ is obtained when replacing Eqs. (7) and the quantum fluctuation part of the voltage (13) into Eq. (4), namely

$$
H_{\text{diss}} = \sum_{j=1}^{N} \frac{C_{p}}{C_{eq}^{j}} q_{j} \delta V_{\text{TL}}^{j}. \quad (B2)
$$

Assuming semi-infinite transmission lines, the quantum voltage fluctuations at site $j$ can be expressed as [3],

$$
\delta V_{\text{TL}}^{j} = i \int d\omega \sqrt{\frac{\hbar \omega Z_{\text{TL}}}{4 \pi}} (d_{j}^{\dagger} - d_{j}) (\omega - \omega'). \quad (B3)
$$

Here, $Z_{\text{TL}}$ is the impedance of the transmission lines, and $d_{j}(\omega)/d_{j}^{\dagger}(\omega)$ are annihilation/creation operators for excitations of frequency $\omega$ propagating in the transmission line $j$, satisfying continuum canonical commutation relations, $[d_{j}(\omega), d_{j}^{\dagger}(\omega')] = \delta_{j} \delta(\omega - \omega')$.

We describe the driven-dissipative JJA as an open quantum system with weak coupling to the continuum of photons at each transmission line in Eq. (B2)-(B3) as the environment. We describe the system-environment interaction in the Markov approximation and use standard input-output theory [50]. This approximation requires the coupling to all transmission to be weak compared to the free transition energies. Following the standard procedure, we obtain quantum Langevin equations describing the coherent and dissipative processes taking place in the JJA, which read

$$
\dot{a}_{j} = \frac{i}{\hbar} [H_{\text{JJA}} + H_{p}, a_{j}] - \frac{\kappa_{j}}{2} a_{j} + \sqrt{\kappa_{j}} a_{\text{in}}^{j}(t). \quad (B4)
$$

where $\kappa_{j}$ is the decay rate into the transmission line at site $j$,

$$
\kappa_{j} = (C_{\text{TL}}^{j}/2 C_{eq}^{j})^{2} (Z_{\text{TL}}/Z_{j}) \omega_{0}^{j}. \quad (B5)
$$

In the main text, we assume a homogeneous decay $\kappa_{j} = \kappa$ to all transmission lines, being a special case of the above.
equations. The input operators $a_j^0(t)$ describe the effect of quantum noise fluctuations entering the JJA at site $j$, which is non-zero even if these channels are in vacuum at zero temperature. The output fields $a_j^{\text{out}}(t)$ describe the emission of microwave excitations in the outward direction of each pump channel $j$. They are related to the input operators and the local modes $a_j$ by standard input-output relations \cite{50}:

$$a_j^{\text{out}}(t) = a_j^{\text{in}}(t) - \sqrt{\kappa_j} a_j(t), \quad j = 1, \ldots, N,$$  \hspace{1cm} (B6)

Input and output operators also satisfy canonical commutation relations $[a_j^{\text{in}/\text{out}}(t), a_k^{\text{in}/\text{out}}(t')^\dagger] = \delta_{jk} \delta(t - t')$.

2. Coherent input signal

Sending a coherent signal on transmission line $j = I$, correspond to applying an extra classical voltage $V_s(t) = A_s \cos(\omega_s t)$ on that line, namely

$$V_{\text{TL}}^j(t) \rightarrow V_{\text{TL}}^j(t) + \delta_j V_s(t),$$  \hspace{1cm} (B7)

with $A_s = \sqrt{2Z_{\text{TL}} P_s}$ the voltage amplitude of the signal determined by its power $P_s$. Following the same treatment as for the pump, replacing this extra voltage in Eq. (4) induces a coherent drive Hamiltonian for the signal of the form:

$$H_s = 2i\Omega_s \cos(\omega_s t)(a_I^0 - a_I(t))$$  \hspace{1cm} (B8)$$

$$\approx i\Omega_s (e^{-i\omega_s t}a_I^0 - e^{i\omega_s t}a_I(t)), $$  \hspace{1cm} (B9)

where in the last line we have applied the RWA provided the signal is weak, $\Omega_s \ll \omega_s, \omega_j^0$. The strength of the signal reads

$$\Omega_s = (C_{\text{TL}}^2/2C_{\text{eq}}^2)(Z_{\text{TR}}/Z_I) P_s/\hbar)^{1/2}. $$  \hspace{1cm} (B10)

Instead of adding the signal Hamiltonian $H_s$ to the equations of motion (B4) or (17) in the main text, it is convenient to apply a displacement transformation so that the signal is absorbed in the input operator as

$$a_j^{\text{in}}(t) = \langle a_j^{\text{in}}(t) \rangle + \delta a_j^{\text{in}}(t). $$  \hspace{1cm} (B11)

Here, $\delta a_j^{\text{in}}(t)$ is the vacuum noise contribution, and the non-zero coherent part depends on the signal strength $\Omega_s$ as,

$$\langle a_j^{\text{in}}(t) \rangle = \delta a_j^{\text{in}}(t). $$  \hspace{1cm} (B12)

Finally, writing Eq. (B12) in a rotating frame with the pump frequency $\omega_p$, re-expressing $\Omega_s$ and $\kappa_I$ via Eqs. (B5) and (B10), and approximating $\omega_j^0 \approx \omega_s$ due to the RWA, we obtain Eq. (18) of the main text for $a_j^{\text{in}}(t)$ in terms of the signal input flux, $|\alpha_{\text{sig}}|^2 = P_s/\hbar \omega_s$.

Appendix C: Control of saturation via sub-arrays of JJs in series

In this Appendix, we explain a procedure to reduce the effective non-linearity of the JJA while keeping the same linear properties of the circuit, i.e. without changing the linear inductances. By doing so, we can effectively reduce the saturation effects in the device and populate it with a larger number of photons. This method has already been experimentally demonstrated, see for instance \cite{14, 40, 51}.

As sketched in Fig. 11, the idea consists of replacing all JJs in the setup by a sub-array of $M$ identical JJs in series, with Josephson energies $M$ times larger. In the limit of low phase drop $\Delta \phi/\Phi_0 \ll 1$, the Lagrangian $\mathcal{L}_{J,1}$ for a single JJ can be expanded as,

$$\mathcal{L}_{J,1} = -\frac{E_J}{2} \left( \frac{\Delta \phi}{\Phi_0} \right)^2 + \frac{E_J}{24} \left( \frac{\Delta \phi}{\Phi_0} \right)^4 + \mathcal{O}^6.$$  \hspace{1cm} (C1)

For $M$ of the above JJs in series with $M E_J$ Josephson energy, the flux drop per element reduces to $\Delta \phi \rightarrow \Delta \phi/M$ and the resulting Lagrangian reads,

$$\mathcal{L}_{J,1}^{(M)} = -\sum_{i=1}^M \left[ \frac{M E_J}{2} \left( \frac{\Delta \phi}{M} \right)^2 + \frac{M E_J}{24} \left( \frac{\Delta \phi}{M} \right)^4 + \mathcal{O}^6 \right]$$

$$= -\frac{E_J}{2} \left( \frac{\Delta \phi}{\Phi_0} \right)^2 + \frac{E_J}{24 M^2} \left( \frac{\Delta \phi}{M} \right)^4 + \mathcal{O}^6.$$  \hspace{1cm} (C2)

We see that the quadratic term is unchanged and thus the linear Josephson inductance $L_J = (\Phi_0)^2/E_J$ of the device is the same as for a single JJ. However, the quartic non-linearity is reduced by $M^2$, leading to a quadratic reduction of the Kerr non-linearity $K \rightarrow K/M^2$.

As discussed in Sec. I1D, if we replace all JJs of the setup with these sub-arrays of JJs in series, the $M$ times smaller non-linearity increases the bound on the maximum number of photons that the JJA can sustain at each site $j$, obtaining $|\alpha_{\text{sig}}|^2 \ll M^2(\hbar \omega_j^0 C_{\text{eq}})/(8e^2)$. This increases the dynamic range of the amplifier since it can sustain $M^2$ more noise photons and larger power of the signal and still have negligible saturation, $\langle \delta a_j^{\text{in}} \delta a_j \rangle / |\alpha_{\text{sig}}|^2 \ll 1$. Since $K_j^2 \propto$ reduce by a factor $M^2$, but $|\alpha_{\text{sig}}|^2$ increase by the same factor, the effective squeezing terms $g_s$ and $g_{\phi}$ in Eqs. (30)-(31) are unchanged. Notice that increasing $|\alpha_{\text{sig}}|^2$ by factor $M^2$ requires increasing the pump strength as $\Omega_p \rightarrow M \Omega_p^0$. 

![FIG. 11. Control of saturation in the topological parametric amplifier array via sub-arrays of $M$ identical JJs in series with $M$ times larger Josephson energy. The phase drop $\Delta \phi$ on each JJ is reduced by $M$.](image-url)
Appendix D: Duffing oscillator equation for stabilizing a quasi-homogeneous steady-state compatible with topological amplification

In this Appendix, we show that a fully homogeneous array with open boundary conditions does not admit a homogeneous solution of the mean-field displacements due to boundary effects (see Sec. D 1). However, as discussed in the main text, it is possible to engineer the boundaries to induce a quasi-homogeneous steady-state configuration. For this configuration, we show how to solve the third-order non-linear Duffing equation at the homogeneous central region of the JJA. (see Sec. D 2). Finally, we show how to obtain the circuit parameters that fulfill target effective values compatible with topological amplification (see Sec. D 3).

1. Fully homogenous steady-state solution is prohibited by boundary effects

First, to look for steady-state solutions we set $\dot{\phi}_j = 0$ on the left-hand side of Eq. (22). In addition, we impose the homogenous condition by using a plane-wave ansatz,

$$\alpha_j^{ss} = |\alpha_{ss}| e^{-i\phi_j},$$  \hspace{1cm} (D1)

obtaining a set of $N$ independent nonlinear algebraic equations:

$$\begin{cases}
\{ \kappa/2 - 3(X_j) + 3(Y_j) |\alpha_{ss}|^2 \
- i(\Re(X_j) + \Re(Y_j) |\alpha_{ss}|^2) \} |\alpha_{ss}| e^{-i\phi_j} = \tilde{\Omega} p e^{-i\theta_j},
\end{cases}$$  \hspace{1cm} (D2)

First, note that setting $\theta_j^p = \phi j$ indeed allows one to imprint this same phase on the steady-state solution since this global phase can be canceled at both sides of all equations. We are thus left with $N$ equations for the unique amplitude $|\alpha_{ss}|$, all of which need to be simultaneously satisfied. The coefficients $X_j$ and $Y_j$ in Eqs. (D2) take three different values depending if they are evaluated at the left boundary $j = 1$, right boundary $j = N$, or in the central region $1<j<N$. Explicitly they are given by

$$\begin{align*}
X_j &= \tilde{\Delta}_b - \tilde{J}_b \quad \begin{cases}
e^{-i\phi_j}, & j = 1 \\
e^{i\phi_j}, & j = N \\
2 \cos(\tilde{\phi}), & \text{else}
\end{cases} \\
Y_j &= \tilde{K}_s + \tilde{K}_c \quad \begin{cases}
1 + e^{-2i\phi_j}/2 - 3e^{-i\phi_j}/2 - e^{i\phi_j}/2, & j = 1 \\
1 + e^{-2i\phi_j}/2 - 3e^{i\phi_j}/2 - e^{-i\phi_j}/2, & j = N \\
2 + \cos(2\tilde{\phi}) - 4 \cos(\tilde{\phi}), & \text{else}
\end{cases}
\end{align*}$$  \hspace{1cm} (D3)

Notice that these three different values come from the fact that sites at the boundary, $j = 1$ and $j = N$, have only one neighbor, while all other sites in the bulk have two. Consequently, Eqs. (D2) reduce to three different equations which can only be simultaneously satisfied when $J_b = 0$ and $K_c = 0$. However, in that case, $g_c = J = 0$ and the effective parametric amplifier array model in Eqs. (25)-(26) cannot reach a topological amplifying steady state.

The way that all equations (D2) are equal is to have a closed loop configuration, i.e. periodic boundary conditions in the system instead of an open chain configuration, but in this steady-state topological amplification is unstable as the number of photons grows without limit. Consequently, a stable realization of the device must necessarily have open boundaries and be inhomogeneous in the circuit and controls as discussed in Sec. III B.

2. Solving the Duffing equation to estimate circuit parameters at central region

In Sec. III B of the main text, we showed that the estimation $|\alpha_{ss}|$ for the homogeneous steady-state displacement at the central region must satisfy the Duffing equation (34), which is obtained when considering periodic boundary conditions in Eq. (D2). In this subsection, we show how to solve this equation to obtain a solution compatible with topological amplification.

The most important constraint is that the mean-field solution $|\alpha_{ss}|$ should originate the desired value of effective detuning $\tilde{\Delta}$ in Eq. (36) so that the quantum fluctuations with dynamics given by Eqs. (25) can reach a topological steady-state. To incorporate this extra constraint, we replace $\Delta_b$ in Eq. (34) by

$$\tilde{\Delta}_b = \tilde{\Delta} - 2(\tilde{K}_s + \tilde{K}_c[1 - 2 \cos(\tilde{\phi})]) |\alpha_{ss}|^2.$$  \hspace{1cm} (D5)

In this way, we obtain a new Duffing equation of the same form:

$$\begin{cases}
\{ \kappa/2 - i(\tilde{X}' - \tilde{Y}' |\alpha_{ss}|^2) \} |\alpha_{ss}| e^{-i\phi_j} = \tilde{\Omega} p e^{-i\theta_j},
\end{cases}$$  \hspace{1cm} (D6)

but with modified coefficients $X' = \tilde{\Delta} - 2\tilde{J}_b \cos(\tilde{\phi})$, and $Y' = \tilde{K}_s - \tilde{K}_c \cos(2\tilde{\phi})$.

Choosing $\theta_j^p = \tilde{\phi} j$, we can compensate for the phase dependence. We then square Eq. (D6) on both sites and manipulate them to obtain a third-order equation for the mean-field displacement, namely

$$n^3 - 2\xi n^2 + (\xi^2 + 1/4)n = \eta,$$  \hspace{1cm} (D7)

where $n = (\tilde{Y}'/\kappa) |\alpha_{ss}|^2$ is the normalized displacement, $\eta = (\Omega_p)^2 Y'/\kappa^3$ the normalized effective pump, and $\xi = X'/\kappa$ the normalized effective detuning.

The third-order non-linear equation (D7) admits analytical solutions. In particular, for $\tilde{\Delta} = 0$ and $\tilde{\phi} = \pi/2$ as it is of interest in this work, we have $\xi = 0$, $|\alpha_{ss}|^2 = \kappa/(\tilde{K}_s + \tilde{K}_c)$, and $\tilde{\Delta}_b = -2 \kappa n$, with $n$ given by

$$n(\eta) = \frac{3^{1/3}(3\eta + \sqrt{3 + 1296\eta^2})^{2/3}}{6(3\eta + \sqrt{3 + 1296\eta^2})^{1/3}}.$$  \hspace{1cm} (D8)

In contrast to a single-site JPA [14], the topological parametric amplifier array has no instability at $\eta > 1/\sqrt{27}$. Therefore, quasi-homogeneous solutions with much larger $n(\eta)$ can be stabilized by engineering the suitable inhomogeneous boundaries as explained in Sec. III B.
3. Inverse procedure to determine the circuit parameters compatible with the effective amplifier array model

In practice, to find suitable parameters at the center of the JJA we do not need to find an explicit solution for $|\bar{\alpha}_{\text{eq}}|$, but we start from a target $|\bar{\alpha}_{\text{eq}}|$ that we want to stabilize at the center, and use the Duffing equation (D7) to find the parameters of the system that are compatible with it. The steps of this inverse procedure are the following:

1. We set $\bar{C}_{\text{eq}}$ and $\bar{\omega}_b$ at the central region. This in turns determines $\bar{E}_C = \bar{\alpha}_{\text{eq}}^2/\bar{C}_{\text{eq}}$. $\bar{K}_s = \bar{E}_C/\hbar$, and $|\bar{\alpha}_{\text{eq}}|$ by having the condition $|\bar{\alpha}_{\text{eq}}| \ll \hbar \bar{\omega}_b/(16\hbar \bar{E}_C)$.

2. Then, we target a solution with given effective parameters at the center: $|\bar{\alpha}_{\text{eq}}|$, $\bar{\varphi}$, $\Delta/\kappa$, $J/\kappa$, $\bar{g}_c/\kappa$, and $\bar{g}_s/\bar{g}_c$.

3. We use Eqs. (36)-(39) to determine $\bar{K}_c$, $\bar{g}_c$, $\bar{g}_s$, $\bar{\Delta}$, $\bar{J}$, and $\bar{J}_b$.

4. We compute $\bar{X}' = \bar{\Delta}_b - 2\bar{J}_b \cos(\bar{\varphi})$, $\bar{Y}' = \bar{K}_s - K_s \cos(2\bar{\varphi})$, $n = (\bar{Y}'/\kappa)|\bar{\alpha}_{\text{eq}}|^2$, and $\bar{\xi} = \bar{X}'/\kappa$. Then, we use the Duffing Eq. (D7) to determine $\eta$.

5. We calculate $\bar{\Omega}_p = \sqrt{\eta \kappa^3/\bar{Y}'}$ and determine $\bar{\Delta}_b$ via Eq. (D5).

6. Finally, we use Eqs. (8), (10), (11), (12), (15), and (16), evaluated in the homogenous region, to solve for circuit parameters $\bar{C}$, $\bar{C}'$, $\bar{C}_{\text{TL}}$, $\bar{L}_j$, $\bar{I}_{j'}$, $\bar{P}_p$, and $\bar{\omega}_p$.

This procedure determines univocally the circuit parameters at the homogenous central region. Then, we use the procedure detailed in Sec. III B to engineer the parameters on the boundary regions and induce the target quasi-homogeneous steady-state configuration. Finally, we confirm that the system indeed stabilizes to this unique target steady state by evolving the full numerical non-linear mean-field equations (22). This works, provided the boundary effects are properly suppressed as discussed in Sec. III B.

Appendix E: Distributing a coherent pump and 4WM via auxiliary array

In this Appendix, we derive the quantum Hamiltonian for the auxiliary waveguide, including the interaction with the JJA and the external transmission lines to provide pump and dissipation (see Sec. E1). We then describe details to perform adiabatic elimination of the waveguide fluctuations, obtaining effective linearized equations for the JJA including residual effects of the auxiliary array (see Sec. E2). Finally, we solve for the non-linear mean-field coupled dynamics of JJA and waveguide including non-RWA terms, and show that one obtains quantitatively the same results when slightly tuning the waveguide driving $\Omega_{\text{pw}}$ (see Sec. E3).

1. Hamiltonian for auxiliary waveguide

Following the same procedure as for the JJ array, one can obtain the total Hamiltonian of the design with an auxiliary array from the Legendre transformation, $H' = \sum_j (\phi_j \dot{q}_j + \psi_j \dot{q}_j^\dagger) - \bar{C}'$. Here, the modified total Lagrangian reads $L' = L_{\text{JJA}} + L_w + L_{\text{TL}} + L_{\text{pw}}$ with each term defined in the main text, whereas $\phi_j$, $q_j = \partial L' / \partial q_j$, and $\psi_j$, $q_j^\dagger = \partial L' / \partial \psi_j$ are the flux and charge variables for the JJA and waveguide, respectively. We decompose the resulting Hamiltonian as $H' = H_{\text{JJA}} + H_w + H_{\text{TL}}$, where $H_{\text{JJA}}$ is as given in Eq. (A2), but the new Hamiltonian $H_w$ describing the waveguide and its coupling to the JJ array as well as $H_{\text{TL}}$ describing the coupling to the transmission lines and voltage sources read

$$H_w = \sum_{j=1}^N 1 \frac{1}{2C_{\text{eq},w}} (q_j^\dagger)^2 + \sum_{j=1}^N 1 \frac{1}{2L_w} \dot{q}_j^2 \tag{E1}$$

$$+ \sum_{j=1}^{N-1} C_{\text{eq},w}' q_j^\dagger q_{j+1}^\dagger + \sum_{j=1}^N C_{\text{eq},w}'' q_j^\dagger q_j^\dagger,$$

$$H_{\text{TL}} = \sum_{j=1}^N C_{\text{eq},w} C_{\text{eq},w}' q_j^\dagger V^j(t) + \sum_{j} C_{\text{eq},w} C_{\text{eq},w}' q_j V_{\text{TL}}^j(t). \tag{E2}$$

Notice that in the setup with local resistors and JJA transmission lines only at sites $j = I$ and $j = O$, we have $C_{\text{eq},w}' = \delta_{jI} C_{\text{eq},w}' + \delta_{jO} C_{\text{eq},w}'$, and otherwise these couplings are non-zero at all sites. In addition, notice that we have neglected long-range couplings provided the coupling capacitances are much weaker than the total equivalent capacitance per site, i.e., $C_{\text{eq},w}', C_{\text{eq},w}'', C_{\text{eq},w}' < C_{\text{eq},w}, C_{\text{eq}}$. The charge variable $q_j$ at site $j$ of the auxiliary waveguide reads,

$$q_j^\dagger = \partial L' / \partial \psi_j = C_{\text{eq},w}' \dot{\psi}_j - C_{\text{eq},w} \dot{\psi}_j - \delta_{jI} C_{\text{eq},w} V_I^j(t) - \delta_{jN} C_{\text{eq},w} V_N^j(t) - C_{\text{eq},w}'' \phi_j, \tag{E3}$$

with the equivalent waveguide capacitance $C_{\text{eq},w}'$ given by,

$$C_{\text{eq},w}' = C_{\text{eq}} + 2C_{\text{eq}}'' + \delta_{jI} C_{\text{eq}} + \delta_{jO} C_{\text{eq}} + \delta_{jN} C_{\text{eq}}. \tag{E4}$$

The charge variable $q_j$ of the JJA is given in Eq. (A1) when adding the extra term $-C_{\text{eq},w}'' \psi_j$. Applying the standard quantization procedure to the modified total Hamiltonian $H'$, we promote the waveguide charge and flux variables as operators and express them as

$$\dot{\psi}_j = \sqrt{\hbar Z_{\text{w}}^j} (b_j + b_j^\dagger), \quad \dot{q}_j^\dagger = i \sqrt{\hbar / 2Z_{\text{w}}} (b_j^\dagger - b_j). \tag{E5}$$

where $b_j$ and $b_j^\dagger$ destroy and create an excitation at site $j$ of the waveguide, and they satisfy canonical commutation relations, $[b_j, b_j^\dagger] = \delta_{jI}$ such that $\{ \psi_j, q_j^\dagger \} = i \hbar \delta_{jI}$. In addition, the effective impedance at site $j$ reads $Z_{\text{w}}^j = \sqrt{L_w / C_{\text{eq},w}'}$. In
terms of the ladder operators \( b_j \) and \( a_j \) introduced before for the JJA, the Hamiltonian \( H_w \) in Eq. (E1) takes the form,

\[
\frac{H_w}{\hbar} = \sum_{j=1}^{N} \omega_w^j b_j^\dagger b_j + \sum_{j=1}^{N-1} J_w^j (b_j + b_{j+1}^\dagger)(b_j + b_{j+1}) + \sum_{j=1}^{N} J_w^j (a_j + a_{j+1}^\dagger)(b_j + b_{j+1}^\dagger),
\]

(E6)

where \( \omega_w^j = (C_{eq,w}^j L_w^j)^{-1/2} \) are the local frequencies of the auxiliary resonators at site \( j \). The waveguide Hamiltonian in Eq. (48) of the main text is obtained when applying RWA to Eq. (E6), provided the couplings are much weaker than transition frequencies. Here, the intra- and inter-array coupling rates \( J_w^j \) and \( J_w^j \) read

\[
J_w^j = \frac{C_w^j (Z_w^j Z_w^j + 1)^{-1/2}}{2 C_{eq,w}^j C_{eq,w}^j + 1}, \quad J_w^j = \frac{C_w^j (Z_w^j Z_w^j + 1)^{-1/2}}{2 C_{eq,w}^j C_{eq,w}^j},
\]

(E7)

which reduce to Eqs. (49) of the main text in the case of homogeneous equivalent capacitance \( C_{eq,w}^j = C_{eq}^j \). From now on, we also consider this homogeneous case in this Appendix, which leads to homogeneous waveguide frequencies \( \omega_w^j = \omega_w \) and couplings \( J_w^j = J_w \).

To model coherent driving and dissipation in the auxiliary waveguide, we further decompose the transmission line Hamiltonian as \( H_{TL}^j = H_{pw} + H_{\text{diss}}^j \). First, the Hamiltonian \( H_{pw} \) describing the coherent drive on the waveguide is obtained when replacing Eq. (E5) and the classical part of the waveguide voltage (45) in Eq. (E2). Explicitly, we have

\[
H_{pw}/\hbar = 2 i \Omega_{pw} \cos(\omega_d t) (b_1^\dagger - b_1),
\]

(E8)

where \( \Omega_{pw} = (C_{pw} / 2 C_{eq}^j) \sqrt{(Z_{pw} / Z_w^j)} (P_{pw}/\hbar) \) is the waveguide driving strength on site \( j = 1 \) and \( Z_{pw} \) is the impedance of the line. This Hamiltonian reduces to Eq. (50) of the main text when applying the RWA. \( \Omega_{pw} \ll \omega_w, \omega_{pw} \), and going to a rotating frame with the pump frequency \( \omega_p \).

The Hamiltonian describing the dissipation \( H_{\text{diss}}^j \) contains the voltage quantum fluctuations \( \delta V_j^j (t) \) and \( \delta V_{TL}^j (t) \) from transmission lines coupled to waveguide and JJA, respectively. Assuming semi-infinite transmission lines, we can express the quantum fluctuations \( \delta V_j^j (t) \) and \( \delta V_{TL}^j (t) \) in terms of annihilation/creation operators of local environments in the same form of Eq. (B3). Applying standard Markovian input-output theory to the interaction Hamiltonian \( H_{\text{diss}}^j \), we obtain modified quantum Langevin equations describing the coherent and dissipative processes that take place in the extended device including JJA and auxiliary waveguide. Explicitly, the coupled equations for \( \alpha_j \) and \( \beta_j \) are given in Eqs. (51)-(52) of the main text, where \( \kappa_w^j \) and \( \kappa_w^j \) are the local frequencies of the coupling environments.

Finally, the signal sent in port \( j = I \) is modeled in the same form as in Eq. (51), performing the same displacement transformation in the noise operators as in Eq. (18) or (B11).

2. Adiabatic elimination of waveguide and effective pump

In this subsection, we obtains the analytical solution for the steady-state mean displacement \( \beta_w^j \) of the auxiliary waveguide displacement in the case of perfect absorbing boundary conditions. We then show how to perform adiabatic elimination of the waveguide fluctuations \( \delta \beta_j(t) \) to obtain effective linearized dynamics of the JJA fluctuations \( \delta \alpha_j(t) \). We also solve for the dynamics of the quantum fluctuations including the effect of \( \gamma_j \), and we show this can be neglected provided \( \gamma_j \ll \kappa \).

First, we recast the classical equation for \( \beta_j \) in Eq. (56) as,

\[
\dot{\beta}_j = -i J_w^j \delta \beta_1 + \Omega_{pw} \alpha_j - i J_w^j \alpha_j,
\]

(E9)

with the components of the \( \mathcal{I} \) matrix given by,

\[
\mathcal{I}_{jl}(\Omega) = (\kappa_w^j - i \Delta_w^j) \delta_{jl} + i J_w^j \delta_{l,j-1} + i J_w^j \delta_{l,j+1},
\]

(E10)

To look for the steady state, we set \( \dot{\beta}_j = 0 \) and the resulting algebraic equation for \( \beta_w^j \) can be formally solve as

\[
\beta_w^j = \left[ \mathcal{I}^{-1} \right]_{jl} \Omega_{pw} - i \sum_{l=1}^{N} \left[ \mathcal{I}^{-1} \right]_{jl} J_w^j \alpha_w^l,
\]

(E11)

where \( \left[ \mathcal{I}^{-1} \right]_{jl} \) components of the inverse of the matrix \( \mathcal{I} \). Remarkably, in the case \( \Delta_w = 0 \) and \( \kappa_w^j = 2 J_w^j (\delta_1 + \delta_j N) \), the inverse of matrix \( \mathcal{I} \) has an exact solution [80], which reads

\[
\left[ \mathcal{I}^{-1} \right]_{jl} = \frac{e^{-i(\pi/2) l - j l}}{2 J_w^j}.
\]

(E12)

Replacing (E12) into Eq. (E11), we see that under the above special conditions, the steady-state waveguide displacements correspond to a plane-wave with phase \( \varphi = \pi/2, \)

\[
\beta_w^j = \frac{i \Omega_{pw}}{2 J_w^j} e^{-i \varphi j} - i \sum_{l=1}^{N} J_w^j \alpha_w^l e^{-i \varphi j - l} \alpha_w^l,
\]

(E13)

up to a correction on order \( \sim (J_w^j / 2 J_w^j) \alpha_w^j \), which is small in the strong pump and weak coupling limit, \( \Omega_{pw} \gg J_w \gg J_w^j \) required for the four-wave mixing process, as discussed in the main text. The solution (E13) exists due to perfect impedance matching conditions and is robust to small deviations in the exact conditions.

To find the effective algebraic equations for the steady state JJA displacements \( \alpha_w^j \), we set \( \alpha_j = 0 \) in Eq. (55) and replace expression (E13), obtaining

\[
\frac{\kappa_j}{2} \alpha_j - i \Delta_j^j \alpha_j - i K_j^j \alpha_j^2 \alpha_j + i (J_j^j \alpha_j + J_j^j \alpha_j + J_j^{j-1} \alpha_j^{j-1}) - F_j^j (\alpha_j, \alpha_j^{j+1}) + \sum_{l=1}^{N} \sqrt{\lambda_j^l} e^{-i \varphi j - l} \alpha_w^l e^{-i \varphi j} = \Omega_p^p e^{-i \varphi j},
\]

(E14)

with \( \Omega_p^p = (J_w^j / 2 J_w^j) \Omega_{pw} \) the effective pump induced by the auxiliary array on the JJA. The term \( \sim \sqrt{\lambda_j^l} \) in Eq. (E14)
describes collective decay with rate \( \gamma_j = (J_{W}^2)/(2J_{w}) \) leading to long-range dissipative couplings between JJA sites. Fortunately, this effect is very small in the weak coupling regime we consider and we neglect it provided \( \gamma_j \ll \kappa, \Omega_{pw}, |\Delta_b^j|, K^j_s|\alpha_s|^2, K^j_a|\alpha_s|^2 \). In this case, we effectively obtain the same equation for \( \alpha_s^j \) as without the waveguide given by setting \( \alpha_j = 0 \) in Eq. (22). Note that the presence of additional local decay on the bulk of the auxiliary waveguide, i.e. \( \nu^j_w \neq 0 \) for \( 1 < j < N \), deteriorates the perfect absorbing conditions, but the topological steady state phase is robust as long as this unwanted decay is much smaller than \( J_{w} \).

Regarding the dynamics of the quantum fluctuations \( \delta a_j \) and \( \delta b_j \), we can also linearize the dynamics provided \( |\alpha_s|^2 \gg (\delta a_j^j |\delta a_j^j) \) as done for the design without auxiliary waveguide. Starting from Eqs. (51)-(52) and going to a rotating frame with the pump frequency \( \omega_p \), the resulting coupled quantum Langevin equations for fluctuations in the JJA array and the waveguide read:

\[
\dot{\delta a}_j = i[H_{pa}, \delta a_j] - iJ_{w}^j \delta b_j - \frac{\kappa}{2} \delta a_j + \sqrt{\kappa} \alpha_s^j(t), \quad (E15)
\]

\[
\dot{\delta b}_j = -\sum_{l=1}^{N} J_{jl} \delta b_l - iJ_{w}^j \delta a_j + \sqrt{\kappa} \nu^j_w b^l_{in}(t), \quad (E16)
\]

with \( H_{pa} \) the parametric Hamiltonian given in Eq. (26) and \( J_{jl} \) the matrix in Eq. (E10).

Under the conditions of perfect impedance matching discussed above, \( \Delta_w = 0 \) and \( \nu^j_w = 2J_{w}(\delta_j + \delta_j N) \), the waveguide reaches its steady-state in a short time-scale and we can adiabatically eliminate the quantum fluctuations \( \delta b_j \). To do so, we set \( \delta b_j \approx 0 \) in Eq. (E16) and using (E12) we formally solve for \( \delta b_j \), obtaining:

\[
\delta b_j(t) \approx -i \sum_{l=1}^{N} \frac{J_{w}^j l}{2J_{w}} e^{-i\varphi_{jl}|j-l|} \delta a_l + \sum_{l=1, N} \frac{e^{-i\varphi_{jl}|j-l|}}{\sqrt{2J_{w}}} b^l_{in}(t). \quad (E17)
\]

Replacing this into Eq.(E15), we obtain

\[
\dot{\delta a}_j = i[H_{pa}, \delta a_j] - \frac{\kappa}{2} \delta a_j + \sqrt{\kappa} \alpha_s^j(t) \quad (E18)
\]

\[- \sum_{l=1}^{N} \sqrt{\gamma_j \gamma_l} e^{-i\varphi_{jl}|j-l|} \delta a_l - i \sum_{l=1, N} \sqrt{\gamma_j \gamma_l} e^{-i\varphi_{jl}|j-l|} b^l_{in}(t). \]

The last line in Eq. (E18) corresponds to the standard terms for collective superradiant decay mediated by a waveguide. The decay rate \( \gamma_j = (J_{w}^2)/(2J_{w}) \) describes emission of excitations from the JJA at site \( j \) to traveling waves with phase difference \( \varphi = \pi/2 \) in the auxiliary array. These traveling waves can propagate to the right or the left, leaving the auxiliary array at sites \( j = 1 \) or \( j = N \), respectively. These two types of decay processes are described by noise input operators \( b^l_{in}(t) \) and \( b^l_{in}(t) \), respectively. These decay processes can be neglected provided \( \gamma_j \) is much smaller than all other system quantities as done for the classical displacements in Eq. (E14). In this case, Eq. (E18) reduces to Eq. (25) as there was no waveguide.

### 3. Simulation of mean-field dynamics including non-counter-rotating terms

In the main text and in the adiabatic elimination Sec. E 2, we have applied the rotating waveguide approximation (RWA) to describe the dynamics of the JJA weakly coupled the waveguide, provided couplings, detunings, and pump strengths are much smaller than free frequencies, i.e. \( J_{w}, J_{w}, \Delta_b, \Omega_{pw}, \ll \omega_b, \omega_w, \omega_p \). Therefore, when having a large pump \( \Omega_{pw} \gg \omega_w \), this approximation may be not justified. However, in this subsection, we numerically solve for the fully coupled mean-field dynamics of the JJA-waveguide system and show that including the non-counter-rotating terms does not change the dynamics qualitatively, and when slightly adjusting the pump strength \( \Omega_{pw} \), one can achieve the same quasi-homogeneous steady-state configuration predicted by Eqs. (55)-(56) (with RWA).

To solve for the full mean-field dynamics without RWA, we describe JJA-waveguide coupling and waveguide pump via the full Hamiltonians in Eqs. (E6) and (E8) instead of the approximated ones in Eqs. (48) and (50), respectively. This modifies Eqs. (55)-(56) by adding fast rotating terms of the form \( \Omega_{pw}(t) e^{2i\omega_{p}|j-l|} \), making the dynamics explicitly time-dependent despite being in the rotating frame with the pump frequency \( \omega_p \).

Figs. 12(a)-(b) display the time evolution of the mean-field displacements for waveguide \( |\beta_j(t)| \) and JJA array \( |\alpha_j(t)| \) at all sites \( j = 1, \ldots, N \), for the same parameters as in Figs. 6(a)-(b), but including non-RWA terms and applying a smaller pump \( \Omega_{pw} = 1.0078\Omega^{\text{theo}}_{pw} \). We observe that even in the presence of non-RWA terms, waveguide and JJA reach the desired quasi-homogeneous steady-state configuration at the central region (marked by dotted lines). The main difference is that there appears a small but fast oscillation of the occupations that persists in steady-state causing a slight increase of the inhomogeneities around the predicted values. To see this more precisely, Figs. 12(c)-(d) compares the spatial dependence of the steady state profiles obtained without RWA (red) and with RWA (dashed black), for the same parameters as in Figs. 6(e)-(f). We confirm the good agreement up to negligible inhomogeneities, provided the waveguide pump is properly calibrated. In this case: \( \Omega_{pw} = 1.0078\Omega^{\text{theo}}_{pw} \) without RWA and \( \Omega_{pw} = 1.01\Omega^{\text{theo}}_{pw} \) with RWA.

To avoid complicating the model unnecessarily, we thus use RWA approximation everywhere in the main text, but bearing in mind that small differences due to non-counter rotating terms or small decay \( \gamma_j \ll \kappa \) induced by the waveguide-JJA interaction can be compensated by calibrating \( \Omega_{pw} \) at the end.

### Appendix F: Amplifier’s properties from Green’s functions

In this Appendix, we derive the expressions for the amplifier’s properties such as gain, reverse gain, noise, and saturation, in terms of the Green’s function matrix. We follow a procedure similar to Ref. [37].

First, we look for the steady-state solution of the JJA fluctuation dynamics in Eq. (60). Since these equations are lin-
ear, they can be solved exactly in Fourier space. Defining the Fourier transform of the fluctuation and input operators as \( \delta a_j(\hat{\omega}) = (2\pi)^{-1/2} \int d\omega e^{i\omega t} \delta a_j(t) \) and \( a_j^\dagger(\hat{\omega}) = (2\pi)^{-1/2} \int d\omega e^{-i\omega t} a_j^\dagger(t) \), we obtain

\[
\delta \hat{a}(\hat{\omega}) = i\sqrt{\pi} G(\hat{\omega}) \hat{a}_{in}(\hat{\omega}), \quad (F1)
\]

Here, \( G(\hat{\omega}) = (\hat{\omega} - H_{\text{nh}})^{-1} \) is the \( 2N \times 2N \) Green’s function matrix, whereas \( \delta \hat{a}(\hat{\omega}) = [\delta a_j(\hat{\omega}), \delta a_j^\dagger(-\hat{\omega})]^T \) and \( \hat{a}_{in}(\hat{\omega}) = [a_j^\dagger(\hat{\omega}), a_j^\dagger(-\hat{\omega})]^T \) are the Fourier transformed Nambu vectors. Notice that the frequency variable \( \hat{\omega} \) is actually a detuning with respect to the pump’s frequency, namely

\[
\hat{\omega} = \omega - \omega_p. \quad (F2)
\]

In this Appendix, we express all Fourier quantities in terms of \( \hat{\omega} \) to simplify notation. When re-writing them in terms of the absolute frequency \( \omega \), we obtain the expressions with the conventions of the main text.

From Eq. (F1), we can explicitly solve for frequency-resolved fluctuation operator \( \delta a_j(\hat{\omega}) \) in terms of the Green’s function components:

\[
\delta a_j(\hat{\omega}) = i\sqrt{\kappa} \sum_l [G_{jl}(\hat{\omega}) a_{in}^\dagger(\hat{\omega}) + G_{j,l,N+1}(\hat{\omega}) a_{in}^\dagger(-\hat{\omega})]. \quad (F3)
\]

Notice that the signal contribution \( \sim a_{in}^\dagger(\hat{\omega}) \) depends on the direct components, \( G_{jl}(\hat{\omega}) \), while the idler contribution \( a_{in}^\dagger(-\hat{\omega}) \) on the anomalous ones, \( G_{j,l,N+1}(\hat{\omega}) \). In addition, recall that the Fourier input operators satisfy standard commutation relations, \( [a^\dagger_j(\hat{\omega}), a^\dagger_k(\hat{\omega}')] = \delta_{jk} \delta(\hat{\omega} - \hat{\omega}') \).

The output operator \( a_{out}^j(t) \) describes the amplified field leaving the array at output port \( j \). Using the input-output equation (19), the decomposition (21), and absorbing the phases \( a_{out/in}^j(t) \to a_{out/in}^j(t)e^{i\omega t} \) as in the main text, the output field operator takes the form,

\[
a_{out}^j(t) = a_{in}^j(t) - \sqrt{\kappa} |\alpha_{\text{ss}}^j| - \sqrt{\kappa} \delta a_j(t). \quad (F4)
\]

To obtain the frequency-resolved output operator \( a_{out}^j(\hat{\omega}) \) we apply Fourier transform on the above equation,

\[
a_{out}^j(\hat{\omega}) = a_{in}^j(\hat{\omega}) - \sqrt{2\kappa |\alpha_{\text{ss}}^j|} \delta a_j(\hat{\omega}) + \delta a^j_{out}(\hat{\omega}). \quad (F5)
\]

Replacing Eq. (F3) in the above equation, we obtain Eq. (63) of the main text which gives the output fields as a result of the scattered input field, idler field, and the pump.

To characterize the amplifying properties at any output \( j \) of the array, we evaluate the output field \( a_{out}^j(t) \) in the special case of a coherent input signal (18) of frequency \( \omega_s = \omega_s - \omega_p \) entering at site \( j = 1 \). The Fourier input operator associated with this coherent signal reads,

\[
a_{in}^j(\hat{\omega}) = \sqrt{2\pi} \alpha_{\text{sig}} \delta_{jj} \delta(\hat{\omega} - \omega_s) + \delta a^j_{in}(\hat{\omega}), \quad (F6)
\]

where \( \alpha_{\text{sig}} \) is the coherent amplitude of the signal and \( \delta a^j_{in}(\hat{\omega}) \) the vacuum noise fluctuations at frequency \( \omega \) and input channel \( j \), satisfying \( \langle \delta a^j_{in}(\hat{\omega}) \delta a_{in}^\dagger(\hat{\omega}') \rangle = \delta_{jj} \delta(\hat{\omega} - \hat{\omega}') \). Using the monochromatic signal input (F6) in Eq. (F5) we obtain the corresponding output field, which can be conveniently decomposed into coherent and incoherent parts, \( a^j_{out}(\hat{\omega}) = \langle a^j_{out}(\hat{\omega}) \rangle + \delta a^j_{out}(\hat{\omega}) \). The coherent part has a monochromatic contribution at the signal, idler, and pump frequencies,

\[
\langle a^j_{out}(\hat{\omega}) \rangle = \delta_{jj} - i\kappa G_{jj}(\hat{\omega}_s) \sqrt{2\pi} |\alpha_{\text{sig}}| \delta(\hat{\omega} - \omega_s) \nonumber
\]

\[
- i\kappa G_{j,N+1}(\hat{\omega}_s) \sqrt{2\pi} |\alpha_{\text{sig}}| \delta(\hat{\omega} - \omega_s) \nonumber
\]

\[
+ \sqrt{2\kappa |\alpha_{\text{ss}}^j|} |\delta a_j(\hat{\omega})|. \quad (F7)
\]

The incoherent part, \( \delta a^j_{out}(\hat{\omega}) = a_{out}^j(\hat{\omega}) - \langle a^j_{out}(\hat{\omega}) \rangle \), describes noise added by the amplifier at frequency \( \hat{\omega} \) and has the same form of Eq. (F3), replacing \( a^j_{in} (\hat{\omega}) \to \delta a^j_{in}(\hat{\omega}) \).

Using an inverse Fourier transform, we obtain the desired output field \( a^j_{out}(t) = \langle a^j_{out}(t) \rangle + \delta a^j_{out}(t) \), which also decomposes into coherent and incoherent contributions. The total output photon flux \( F^j_{out} = \langle a^j_{out} \dagger(t) a^j_{out}(t) \rangle \) at channel \( j \) then reads [37]:

\[
F^j_{out} = G_j(\hat{\omega}_s) |\alpha_{\text{sig}}|^2 + N^j_{out}. \quad (F8)
\]

Here, \( G_j(\hat{\omega}_s) = |\delta_{jj} - i\kappa G_j(\hat{\omega}_s)|^2 \) is the amplifier’s gain, which reduces to Eq. (64) of the main text when \( j \neq I \). In addition, \( N^j_{out} = \langle \delta a^j_{out} \dagger(\hat{\omega}) \delta a^j_{out}(\hat{\omega}) \rangle \) is the noise flux generated by the amplifier, which can be computed as

\[
N^j_{out} = \frac{1}{2\pi} \iint d\hat{\omega} d\hat{\omega}' e^{i(\hat{\omega} - \hat{\omega}')t} \langle \delta a^j_{out} \dagger(\hat{\omega}) \delta a^j_{out}(\hat{\omega}') \rangle \nonumber
\]

\[
= \frac{1}{2\pi} \iint d\hat{\omega} \gamma^j_{amp}(\hat{\omega}), \quad (F9)
\]
with \( n_{\text{amp}}^d(\omega) = \kappa^2 \sum_{i=1}^N |G_{j,N+i}(\omega)|^2 \) the number of incoherent noise photons generated by the amplifier per unit frequency \( \omega \). The added noise \( n_{\text{amp}}^d(\omega) = n_{\text{amp}}(\omega)/G_j(\omega) \) is defined as the noise normalized by the gain, and it is lower bounded by 1 as discussed in the main text.

The reverse gain \( G_j^{(R)}(\omega) \) is obtained as in Eq. (F8) but when sending the signal in the opposite direction, i.e. entering at site \( j > I \) and retrieving it at site \( j = I \). The result is given in Eq. (65) of the main text, for \( j \neq I \). Analogously, the gain and reverse gain of the idler field is obtained when measuring the output field at frequency \( \omega = -\tilde{\omega}_s \), obtaining

\[
\begin{align*}
G_j^{(I)} &= \kappa^2 |G_{j,N+i}(-\tilde{\omega}_s)|^2, \\
G_j^{(I,R)} &= \kappa^2 |G_{I,N+j}(-\tilde{\omega}_s)|^2.
\end{align*}
\]

Besides characterizing quantities associated with the output field, we can also use the Green’s function matrix to calculate quantities of the JJA such as the average occupation of the quantum fluctuations \( \langle \delta a_j^\dagger(t)\delta a_j(t) \rangle \), as well as correlations of flux \( \phi_j(t) \) or charge \( q_j(t) \) operators. Important to estimate the saturation of the amplifier, we compute

\[
\langle \delta a_j^\dagger(t)\delta a_j(t) \rangle = \frac{1}{2\pi} \int d\tilde{\omega}d\tilde{\omega}' e^{i(\tilde{\omega}'-\tilde{\omega})t} \langle \delta a_j^\dagger(\tilde{\omega})\delta a_j(\tilde{\omega}') \rangle
\]

\[
= \frac{1}{2\pi} \int d\tilde{\omega} n_{\text{amp}}^\dagger + n_{\text{sig}}^\dagger(\tilde{\omega}),
\]

which should satisfy \( \langle \delta a_j^\dagger(t)\delta a_j(t) \rangle \ll |\alpha_{\text{amp}}|^2 \) to validate the operation of the JJA as a linear amplifier array. Note that the total occupation at site \( j \) depends on the integrated amplifier noise \( n_{\text{amp}}^\dagger \) at that site, as well as on a coherent contribution \( n_{\text{sig}}^\dagger \) that grows with the signal amplitude \( \alpha_{\text{sig}} \)

\[
n_{\text{sig}}^\dagger(\tilde{\omega}) = \kappa|\alpha_{\text{sig}}|^2(|G_{j,N+i}(-\tilde{\omega}_s)|^2 + |G_{j,N+i}(-\tilde{\omega}_s)|^2) + \kappa |\alpha_{\text{sig}}|^2 e^{2i\theta_a} G_{j,N+i}(-\tilde{\omega}_s) e^{-2i\tilde{\omega}_s t} + \text{h.c.}
\]

Interesting circuit quantities to compute are the flux averages \( \langle \phi_j \rangle = 2\phi_j^\text{qpl} \text{Re}(\langle a_j(t) \rangle) \), and \( \langle \phi_j^2 \rangle = 2\phi_j^2 - 2\text{Re}(\phi_j^2) + 1/2 \), which need to satisfy \( \langle \phi_j^2 \rangle / \Phi_0^2 \ll 1 \) for the Kerr non-linear physics to be valid. We obtain these quantities by computing the required averages of JJA operators as,

\[
\langle a_j(t) \rangle = |\alpha_{\text{amp}}|^2 + \langle \delta a_j(t) \rangle, \\
\langle a_j^\dagger(t) a_j(t) \rangle = |\alpha_{\text{amp}}|^2 + 2|\alpha_{\text{amp}}|^2 \text{Re}(\langle \delta a_j(t) \rangle) + \langle \delta a_j^\dagger(t)\delta a_j(t) \rangle,
\]

where \( \langle \delta a_j^\dagger(t)\delta a_j(t) \rangle \) is given in Eq. (F12) and the other averages read,

\[
\langle \delta a_j(t) \rangle = \frac{1}{1} \frac{\sqrt{\kappa} \alpha_{\text{sig}} e^{i\theta_a} G_{j,N+i}(-\tilde{\omega}_s)}{G_{j,N+i}(-\tilde{\omega}_s)} e^{-i\tilde{\omega}_s t} + \text{h.c.},
\]

\[
\langle \delta a_j^\dagger(t) \rangle = \frac{1}{1/2} \int d\tilde{\omega} n_{\text{amp}} G_{j,N+i}(-\tilde{\omega}_s) G_{j,N+i}(-\tilde{\omega}_s) + 2\kappa |\alpha_{\text{amp}}|^2 G_{j,N+i}(-\tilde{\omega}_s) + \kappa \left( \alpha_{\text{amp}}^* e^{-2i\theta_a} |G_{j,N+i}(-\tilde{\omega}_s)|^2 e^{2i\tilde{\omega}_s t} + \right. \\
+ (\alpha_{\text{amp}}^* e^{-2i\theta_a} |G_{j,N+i}(-\tilde{\omega}_s)|^2 e^{-2i\tilde{\omega}_s t} \right).
\]

**Appendix G: Directional amplification from edge states of extended Hamiltonian**

In this Appendix, we give details on the fundamental relation between the edge states of the extended Hamiltonian \( \mathcal{H}(\omega) \) in Eq. (70) and the topological amplification properties of the system, such as the exponential dependence of the Green’s functions. A more extended description of this theoretical framework can be found in our other works [37, 54].

The starting point of our formalism is the expression of the Green’s function matrix \( G(\omega) \) in Eq. (62) by means of the following singular value decomposition (SVD):

\[
G^{-1}(\omega) = \omega - \omega_p - H_{\text{nh}} = U(\omega) S(\omega) V^\dagger(\omega).
\]

Here, \( U(\omega), V(\omega) \), are unitary matrices and \( S(\omega) \) is a semi-positive diagonal matrix, \( S(\omega)_{nm} = \delta_{nm} E_n(\omega) \). Using this decomposition we can write,

\[
G(\omega) = V(\omega) S^{-1}(\omega) U(\omega) \]

\[
= \sum_n E_n^{-1}(\omega) \tilde{u}^\dagger(n)(\omega) \tilde{u}(n)\dagger(\omega),
\]

where \( E_n(\omega) \geq 0 \) are singular values, whereas \( \tilde{u}^\dagger(n)(\omega) \) and \( \tilde{u}(n)\dagger(\omega) \) are the associated singular vectors given by the columns of \( U(\omega) \) and \( V(\omega) \), respectively. As originally demonstrated in Ref. [35], the quantities \( E_n(\omega), \tilde{u}^\dagger(n)(\omega), \) and \( \tilde{u}(n)\dagger(\omega) \) can also be interpreted as the positive eigenenergies and the associated eigenvectors of the extended Hamiltonian \( \mathcal{H}(\omega) \) defined in Eq. (70). Therefore, the decomposition (G2) can also be obtained by solving the eigenvalue problem

\[
\mathcal{H}(\omega) \overline{\tilde{u}^\dagger(n)}(\omega) = \pm E_n(\omega) \overline{\tilde{u}(n)\dagger}(\omega).
\]

The extended Hamiltonian \( \mathcal{H}(\omega) \) has an intrinsic chiral symmetry which may induce the emergence of zero-energy modes in the spectrum \( E_n \). A crucial observation is that those zero-energy modes enhance Green’s functions since \( E_n \) appears inverted in Eq. (G2).

Following the reasoning above, the characterization of the spectral amplifying properties of the system can be obtained by exploiting the relation between Green’s function and the eigenstates of the effective Hamiltonian. In particular, we can identify topological amplification regimes in which the extended Hamiltonian \( \mathcal{H}(\omega) \) is in a topologically non-trivial phase according to the ten-fold way [61]. In that case, the eigenspectrum \( E_n \) presents at least one pair of zero-energy modes \( \pm E_0 \) with exponentially small energy, \( E_0 \propto e^{-N\xi} \). Also, the associated zero-energy eigenvectors behave as edge states localized either on the right boundary, \( \psi_{N+1}(0) \sim e^{j\xi} \), or on the left boundary, \( \psi_N(0) \sim e^{-j\xi} \), with \( \xi \) the inverse localization length. In Fig. 13(a), we numerically calculate the eigen-spectrum \( E_n / \kappa \) associated to \( \mathcal{H}(\omega) \) for the same parameters used in Figs. 7(a)-(d) of the main text. We indeed observe that zero-energy modes appear within a topological band gap and a topological bandwidth because the topological region is frequency-dependent. For a finite system of
size $N$, this region is defined as $E_0(\omega) \leq 1/N$, where $E_0(\omega)$ is the energy of the zero-mode. In addition, Fig. 13(b), shows the spatial dependence of the eigenvectors $u_j^{(0)}$ and $v_j^{(0)}$ associated with $E_0(\omega)$, confirming the exponential localization at both boundaries of the array.

The exponential suppression with system size of the zero-energy eigenvectors implies that the first term of the SVD decomposition, $G_{jl}^{(0)}(\omega) = E_0^{-1}(\omega)v_j^{(0)}(\omega)u_l^{(0)\dagger}(\omega)$, is the dominant contribution to the Green’s function components, 

$$G_{jl}(\omega) = G_{jl}^{(0)}(\omega) + \sum_{n>0} E_n^{-1}(\omega)v_j^{(n)}(\omega)u_l^{(n)\dagger}(\omega), \quad (G4)$$

for $j > l$. Therefore, Green’s function can be well-approximated by an exponential function $G_{jl}(\omega) \approx G_{jl}^{(0)}(\omega) \approx e^{-\zeta j+1}$, for $j > l$. This occurs analogously for the anomalous components $G_{l,N+j}(\omega)$.

Inhomogeneities and finite size effects slightly change this dependence on the boundaries, but in the central region of the array, $G_{jl}(\omega)$ can be well approximated as stated in Eq. (71) of the main text. In Fig. 13(c), we numerically confirm this approximation by fitting it to the real and imaginary parts of the exact normalized Green’s function components $G_{jl}/G_{l,1+l}$, obtained numerically from $G_{jl} = (\gamma - \omega - H_{hh})^{-1}$. We see that the fit $G_{jl}/G_{l,1+l} = e^{\zeta j+1}$ with $\zeta \approx 0.19 - 0.20i$ agrees very well with the numerical data, up to finite size effects near the boundary $j \sim N$ [cf. dashed lines in Fig. 13(c)]. Using Eq. (71) with the fitted inverse localization length $\zeta \approx 0.19 - 0.20i$, we approximate the gain in Eq. (64) as,

$$G_{jl} \approx e^{2Re(\zeta j-1)}|G_{l,1+l}(\omega_s)|^2, \quad j \geq I+1. \quad (G5)$$

This theoretical prediction is confirmed by the dashed lines in Fig. 13(a) and agrees very well with the full numerical results. Note that using the decimation technique, the inverse localization length and the exponential dependence of Green’s functions can be analytically demonstrated for homogeneous systems without resorting to approximate fits [54, 81].

For the theoretical estimation of the reverse gain in Fig. 7(b, dashed line), we use the approximation

$$G_{jl}^{(R)}(\omega) \approx e^{-2Re(\zeta j-1) \kappa^2 |G_{l,1+l}(\omega_s)|^2}, \quad (G6)$$

for $j \geq I+1$. Notice that here we use the same fitted $\zeta$ as above, but we multiply the exponential factor by the modulus squared of $G_{l,1+l}^{(0)}(\omega_s) = E_0^{-1}(\omega)v_j^{(0)}(\omega)u_l^{(0)\dagger}(\omega)$ instead of the full $G_{l,1+l}(\omega_s)$. This is due to decomposition (G4). For $j < l$, the first term $E_0^{-1}$ shows indeed the exponential dependence $\sim e^{-\zeta j-1}$, but this exponentially suppressed term does not dominate the behavior of $G_{jl}$, as it is on the same order as the sum of all the others. Therefore, using $|G_{l,1+l}(\omega_s)|^2$ in Eq. (G6) we estimate more precisely the scaling of the reverse gain. Still, this approximation can over- or under-estimate the exact expression of $G_{jl}^{(R)}$. Remarkably, we have found numerically that for a large distance, $|j-l| \gg 1$, contributions from singular vectors with $n \neq 0$ tend to interfere destructively with each other, resulting in a reverse gain that is even more suppressed than one can expect from the exponential dependence of the edge states alone. Therefore, increasing the array size $N$ is doubly beneficial since it enhances exponentially both directional amplification and suppression of backward emission. An example of this behavior is shown in Fig. 7(b), where for $j \sim N$ the actual reverse gain of the amplifier is well below the estimation of the dashed line.

Finally, we comment on the behavior of the gain $G_{O}^{(l)}$ and reverse gain $G_{O}^{(l,R)}$ for the idler field at frequency $\omega = 2\omega_p - \omega_s$. As shown in Fig. 14(a)-(b), the frequency-dependent response of the idler field is qualitatively equal and quantitatively very similar to the amplification of the signal field at frequency $\omega = \omega_s$ shown in Figs. 8(a)-(b) of the main text for the same parameter sets $P_1 - P_4$.  

---

**FIG. 13.** Topological Interpretation: Connection between edge states of $\mathcal{H}(\omega)$ and exponential dependence of Green’s functions. (a) Eigen-spectrum $E_n$ of the extended Hamiltonian $\mathcal{H}(\omega)$ in Eq. (70) as function of frequency $\omega$. In a topologically non-trivial steady state, $E_n(\omega)$ manifests pairs of zero-energy modes $E_0(\omega) \sim \pm e^{-N\zeta(\omega)}$ (in red) within a topological band-gap. The vertical dashed line corresponds to the frequency $\omega = \omega_p + 2\kappa$ at which panels (b)-(c) are evaluated. (b) Absolute value of edge states $|u_j^{(0)}|$ and $|v_{N+j}^{(0)}|$ (red) and $|v_j^{(0)}|$ and $|u_{N+j}^{(0)}|$ (blue) as function of array site $j$ and for given frequency $\omega = \omega_p + 2\kappa$. (c) Real part (blue) and imaginary part (red) of the normalized Green’s function $G_{jl}/G_{l,1+l}$ as a function of site index $j$. Dashed lines correspond to the exponential fit $G_{jl}/G_{l,1+l} = e^{\zeta j-1}$ with an inverse localization length $\zeta \approx 0.19 + 0.20i$. Other parameters are the same as in Fig. 7(a)-(d) and row $P_3$ in Tables II-I.
FIG. 14. Frequency dependence of gain and reverse gain for the idler field leaving at output site $O = N - 1$, when a signal of frequency $\omega_{i}$ is sent via input $I = 2$. Parameters sets $P_{1} - P_{4}$ are the same as Figs. 8(a)-(b).

Appendix II: Increase bandwidth via Quarton nonlinearities

This Appendix discusses the possibility of using Quarton non-linearities [62] to induce larger Kerr couplings $K_{c,s}$ in the JJA and thereby increase the amplification bandwidth of the topological JPA array.

In Sec. VI, we discussed four feasible operation points to realize the topological JPA array with state-of-the-art superconducting circuit parameters. We have shown a high directional amplification performance with gains above 20 dB over a bandwidth of $\omega_{20dB} \sim \kappa \sim 2\pi \times 300$ MHz. Reaching a larger amplifier’s bandwidth on the order of GHz, for instance, requires scaling up all effective parameters of the device $J$, $g_{c}$, $g_{s}$, and $\kappa$, while keeping fixed the ratios $J/\kappa$, $g_{c}/\kappa$, and $g_{s}/\kappa$ of the operation points $P_{3} - P_{4}$. Designing $\kappa$ up to a GHz is possible, but the biggest limitation is having larger squeezing terms $\bar{g}_{c,s}$. Evaluating Eqs. (38)-(39) at the homogeneous central region, we find a simple expression for the squeezing terms in the relevant case $\bar{\phi} = \pi/2$:

$$\bar{g}_{c} = \bar{g}_{s} = \bar{K}_{c} |\bar{\alpha}|^{2} = \frac{E_{C}}{\bar{h}} \frac{|\bar{\alpha}|^{2}}{1 + \lambda} \ll \frac{1}{1 + \lambda} 16 \bar{\omega}_{b}$$  \tag{H1}

with the factor $\lambda = L_{d}/(2L_{p})$ controlled by the ratio between intra- and inter-site Josephson inducances and $E_{C} = e^{2}/(2C_{eq})$ the charging energy at the central region. The last inequality in Eq. (H1) comes from the low phase drop condition, which restricts the maximum occupation as $|\bar{\alpha}|^{2} \ll \bar{\omega}_{b}/(16E_{C})$. Since a topological amplifying phase requires $\lambda = \bar{g}_{c}/\bar{g}_{s} \gtrsim 1$, Eq. (H1) implies that the squeezing terms $\bar{g}_{c,s}$ are limited in the JJA by $\bar{g}_{c} = \bar{g}_{s}/\lambda \ll \bar{\omega}_{b}/16$. Importantly, notice that having sub-arrays of $M$ JJs does not help for increasing $\bar{g}_{c,s}$ since $|\bar{\alpha}|^{2}$ increases in equal proportion as $K_{c,s}$ reduce. Also notice that the limitation in $g_{c,s}$ originates ultimately from the design of the JJA, which fixes the equivalent inductance per site as $L_{eq} = L_{p}/[2(1 + \lambda)]$ and thereby the Kerr non-linearities as $\bar{K}_{c,s} = E_{C}/\bar{h}$, and $\bar{K}_{c} = (E_{C}/\bar{h})(1 + \lambda)^{-1} = \bar{T} = T^*$. We now explore the possibility of replacing all JJs of the setup with Quarton non-linearities in parallel with a linear inductor $L$, as this can relax the condition $L_{eq} = L_{p}/[2(1 + \lambda)]$ and thereby increase the Kerr non-linearities without reducing $|\bar{\alpha}|^{2}$. As shown in Fig. 15, a Quarton non-linearity is formed by a closed loop of three JJs, two identical with Josephson energy $E_{J}$ on one arm, and another with half energy $E_{J}/2$ on the other arm. To this Quarton, we couple a linear inductor $L$ on parallel, and we threaten an external flux of half flux quantum, $\Phi_{ext} = \pi \Phi_{0}$ around the Quarton loop. If we replace all non-linearities of the JJA by these Quartons, the Lagrangian of the JJA in Eq. (1) is modified to:

$$L^{(Q)}_{JJA} = \sum_{j=1}^{N} \frac{C_{j}}{2} (\dot{\phi}_{j})^{2} + \sum_{j=0}^{N} \frac{C_{j}'}{2} (\dot{\phi}_{j+1} - \dot{\phi}_{j})^{2} \tag{H2}$$

$$+ \sum_{j=0}^{N} \left[ 2E_{J} \cos \left( \frac{\phi_{j}}{2\Phi_{0}} \right) - \frac{E_{J}}{2} \cos \left( \frac{\phi_{j}}{\Phi_{0}} \right) \right] \tag{H3}$$

$$+ \frac{1}{2L} (\dot{\phi}_{j+1} - \dot{\phi}_{j})^{2} \tag{H4}$$

where $E_{J}$, $E_{J}'$ are the Josephson energies of JJs for intra- and inter-site Quartons. Similarly, $L$ and $L'$ are the intra- and inter-site linear inducances coupled in parallel to each Quarton. Expanding this Lagrangian for small phase drop $(\phi_{j}^{2}/(\Phi_{0})^{2} \ll 1$, and applying the same quantization procedure as done for the standard JJA in Appendix A, we obtain the associated quantum Hamiltonian:

$$H^{(Q)}_{JJA} = \sum_{j=1}^{N} \frac{1}{2C_{eq}'} \delta_{j}^{2} + \sum_{j=0}^{N} \frac{1}{2L} \delta_{j}^{2} \tag{H5}$$

$$+ \sum_{j=1}^{N-1} \frac{C_{j}'}{2C_{eq}'} \delta_{j}\delta_{j+1} - \sum_{j=1}^{N-1} \frac{1}{L} \delta_{j}\delta_{j+1}$$

$$- \sum_{j=1}^{N} \frac{E_{Q}}{24(\Phi_{0})^{2}} \phi_{j}^{4} - \sum_{j=0}^{N} \frac{E_{Q}'}{24(\Phi_{0})^{2}} (\phi_{j+1} - \phi_{j})^{4} + O^{6}.$$  \tag{H6}

Here, the effective intra- and inter-site Quarton energies are related to the corresponding Josephson energies as $E_{Q} = -(3/8)E_{J}$, $E_{Q}' = -(3/8)E_{J}'$. Note that these Quarton energies do not add a quadratic term, and therefore the linear inducances only depend on $L$ and $L'$, which can be tuned independently of $E_{Q}$ and $E_{Q}'$. This will be key to increasing the bandwidth in our setup. Notice also that

FIG. 15. Josephson junctions in the JJA are replaced by Quarton non-linearities in parallel to a linear inductor $L$. This can achieve larger Kerr-nonlinearities $K_{c}$ and $K_{s}$ and thereby increase the bandwidth of the topological amplifier array.
the non-linear inductances effectively change signs leading to negative Kerr non-linearities.

The above Hamiltonian (H3) has the same form as the JJA Hamiltonian in Eq. (3), and therefore all formulas used in the main text can used for Quarton non-linearities with the replacements: $L_{\text{eq}} \rightarrow L, L_j' \rightarrow L', E_j \rightarrow E_Q$, and $E_j' \rightarrow E_Q'$. In this idealized model of identical Quartons, it is simple to estimate the consequences of having pure Quarton nonlinearities instead of JJs. The linear properties of the JJA remain of the same form: $\omega_b = 1/\sqrt{C_{\text{eq}}L}$ and $J_b = (\bar{\omega}_b/2)(C/C_{\text{eq}} - L/L')$, but the Kerr nonlinearities are modified to:

$$\bar{K}_c = \frac{K_s}{1 + \lambda} = \frac{\hbar E_Q'}{4(\Phi_0)^4} \frac{L}{C_{\text{eq}}} = \frac{3}{4} \frac{E_c L}{\hbar} L_j'',$$

(H5)

with $L_j' = (\Phi_0)^2/E_j'$ the Josephson inductance associated with the Josephson energy $E_j'$ of the large JJs in the inter-site Quartons.

The key to using a Quarton non-linearity is that it allows for the increase of $K_{c,s}$ independently of $E_c$ via $L/L'$, so this restriction in inequality (H1) is lifted. The restriction $|\alpha_{\text{ss}}|^2 \ll \hbar \omega_b/(16 E_c)$ on the maximum mean occupation remains leading to the condition: $|\bar{g}_c| \lesssim (3/64)(L/L_j') \bar{\omega}_b$. However, it is now possible to approach $|\bar{g}_c| \lesssim \bar{\omega}_b$, by having $L_j' \ll L = 1/(\bar{\omega}_b^2 C_{\text{eq}})$. The only practical limitation of having minimal values of Josephson inductances $L_j/M = L_j'/(2\lambda M)$ above $\sim 40$ pH and that the JJA bare frequency is in the range $\bar{\omega}_b \sim 4 \sim 8$ GHz. Taking into account these restrictions, we demonstrate that the operation point $P_2$ can be indeed implemented with state-of-the-art parameters.

In particular, we keep the same size $N = 15$, number of JJs $M = 16$, ratio $\lambda = L_j/2 L_j' = 1$, capacitances $C, C^r, C_{\text{TL}}, C_{\text{eq}}$, and tapering the as in row $P_2$ of Tables II and IV. Regarding the modifications to implement Quartons, we take Josephson inductances as $L_j/M = L_j'/(2M) \sim 41$ pH, and linear inductances as $L = 1.93$ nH and $L' = 6.89$ nH, such that $L/L_j' \approx 3$, and Kerr non-linearities and hopping rates scale by factor $\chi \approx 4.4$ as discussed above. To compensate for the negative shift in detuning (36), we now require a much lower frequency of each site: $\bar{\omega}_b/2 \pi \approx 5.7$ GHz and also a slightly smaller pump frequency: $\bar{\omega}_b \approx 7.43$ GHz. Finally, to scale up the decay rate and the pump strength by the same factor $\chi \approx 4.4$ and without changing capacitances, we increase the impedance of the lines and the pump power to $Z_{\text{TL}} = 450\Omega$, and $P_{\text{p}} \rightarrow -78.4$ dBm, respectively. This scales all effective parameters of row $P_2$ of Table I by $\chi$, and in particular, the decay rate as $\kappa \rightarrow \chi \kappa \approx 2\pi \cdot 1.2$ GHz. Under these considerations, we realize the operation point $P_2$, and thus we estimate that the topological JPA with Quarton non-linearities can have the same performance in gain, reverse gain, and added noise as shown in Table 8(red).

In practice, Eq. (H5) implies that for given total capacitance $C_{\text{eq}}$, bare frequency $\bar{\omega}_b$ of a JJA, the implementation of Quarton non-linearities can scale the Kerr non-linearities as

$$K_c, K_s \rightarrow -\chi(K_c, K_s),$$

(H6)

with a factor $\chi$ larger with respect to the case of simple JJs, given by

$$\chi = (3/4)(1 + \lambda)(L/L_j').$$

(H7)

Since sub-arrays of $M$ JJs in series can also be implemented with Quartons, the JJA can effectively sustain the same $|\alpha_{\text{ss}}|^2$, and thus the scaled Kerr non-linearities imply larger squeezing terms in Eqs. (38)-(39) by the same factor as $|\bar{g}_c, \bar{g}_s| \rightarrow -\chi|\bar{g}_c, \bar{g}_s|$. In addition, note that because Kerr non-linearities become negative, which has various consequences. First, squeezing terms change the sign, but this has no physical implication in the effective dynamics given by $H_{\text{pa}}$ as this constant phase can be absorbed in the operators $a_j \rightarrow a_j e^{i\pi/2}$. Second, the frequency shift in the effective detuning $\Delta$ (36) also changes the sign, which can be compensated by scaling and reversing the sign of the bare detuning as $\Delta_b \rightarrow -\chi \Delta_b$. Third, we need to reverse the sign also of the bare hopping as $J_b \rightarrow -\chi J_b$, so that the effective hopping in Eq. (37) scales and reverses sign accordingly $J \rightarrow -\chi J$. This can be done by selecting $L'$ appropriately without modifying capacitances.

Fourth, change the phase difference induced by the external pump as $\varphi \rightarrow \varphi - \pi$ to compensate for the change of sign of $J$. In addition, we also need to scale up the JJA decay rate $\kappa \rightarrow \kappa \chi$, which we do by increasing the impedance of the transmission $Z_{\text{TL}}$, so that we avoid modifying capacitances. Finally, we adjust the pump power and the quantities of the auxiliary array to scale the effective pump as $\Omega_p \rightarrow \chi \Omega_p$. The pump frequency may also be slightly re-adjusted.

In summary, with Quarton non-linearities we may implement the same operation points $P_1, P_2$ in Table I, but with all effective quantities rescaled by $\chi$, up to signs. The practical limitations will be on the superconducting circuit technology to implement Quartons, for instance, the restriction that each JJ forming the Quartons must have Josephson inductances $L_j/M$ above 40 pH and that the JJA bare frequency is in the range $\bar{\omega}_b \sim 4 \sim 8$ GHz. Taking into account these restrictions, we demonstrate that the operation point $P_2$ can be indeed implemented with state-of-the-art parameters.

In particular, we keep the same size $N = 15$, number of JJs $M = 16$, ratio $\lambda = L_j/2 L_j' = 1$, capacitances $C, C^r, C_{\text{TL}}, C_{\text{eq}}$, and tapering the as in row $P_2$ of Tables II and IV. Regarding the modifications to implement Quartons, we take Josephson inductances as $L_j/M = L_j'/(2M) \sim 41$ pH, and linear inductances as $L = 1.93$ nH and $L' = 6.89$ nH, such that $L/L_j' \approx 3$, and Kerr non-linearities and hopping rates scale by factor $\chi \approx 4.4$ as discussed above. To compensate for the negative shift in detuning (36), we now require a much lower frequency of each site: $\bar{\omega}_b/2 \pi \approx 5.7$ GHz and also a slightly smaller pump frequency: $\bar{\omega}_b \approx 7.43$ GHz. Finally, to scale up the decay rate and the pump strength by the same factor $\chi \approx 4.4$ and without changing capacitances, we increase the impedance of the lines and the pump power to $Z_{\text{TL}} = 450\Omega$, and $P_{\text{p}} \rightarrow -78.4$ dBm, respectively. This scales all effective parameters of row $P_2$ of Table I by $\chi$, and in particular, the decay rate as $\kappa \rightarrow \chi \kappa \approx 2\pi \cdot 1.2$ GHz. Under these considerations, we realize the operation point $P_2$, and thus we estimate that the topological JPA with Quarton non-linearities can have the same performance in gain, reverse gain, and added noise as shown in Table 8(red). The bandwidth above 20 dB in this case is $\Delta \omega_{20\text{dB}} \approx 0.83\kappa$, and with the scaled $\kappa$ the device can reach $\Delta \omega_{20\text{dB}}/2\pi \approx 1$ GHz.

In the case of implementing the auxiliary waveguide, we estimate that the same above dynamics can be obtained when setting the parameters: $L_{\text{eq}} = 0.43$ nH, $C_{\text{eq}} = 567$ fF, $C_{\text{n}} = 244$ fF, $C_{\text{pw}} = 723$ fF, $C_{\text{m}} = 17$ fF, $R = 324.7\Omega$, $P_{\text{pw}} = -46.5$ dBm, and the impedance of the line is kept as $Z_{\text{line}} = 10\Omega$. This leads to $\omega_{\text{m}}/2\pi \approx 7.43$ GHz, $\omega_{\text{m}}/2\pi \approx 846$ MHz, $J_{N}/2\pi \sim 85$ MHz, and $\kappa_{\text{m}}/2\pi \sim 1.69$ GHz.
Appendix I: Summary of parameters

In this Appendix, we provide all superconducting circuit parameters considered in the simulations of this work for each of the four operation points $P_1 - P_4$, which lead to the effective parameters in Table I of the main text.

The required parameters for the JJA and the auxiliary waveguide are summarized in Table II and Table III, respectively. The specific values for the tarring functions used for operation points $P_1 - P_4$ are summarized in Table IV.

### Table II. Circuit parameters for various operation points of the topological JPA array. The first three columns describe the size of the auxiliary waveguide which is the same size as the JJA. The next five columns indicate the capacitances and inductances used in the circuit for the JJA, such as on-site capacitance $C$, inter-site capacitance $C'$, capacitive coupling to the transmission lines $C_{\text{TL}}$, equivalent (total) capacitance per site $C_{\text{eq}}$, on-site Josephson inductance $J/M$, inter-site Josephson inductance $L/M$, and equivalent on-site inductance $L_{\text{eq}}$. The next four columns show couplings characterizing the JJA as a Kerr resonator array: bare hopping $J_b$, cross- and self-Kerr nonlinearities $K_{ss}/M^2$, and local decay rate $\kappa$. Notice that for all parameter sets the bare frequency of the JJA is $\omega_c/2\pi = 8.2$ GHz. The last four columns show the power $P_p$ of the external pumps at the central region, the corresponding effective pump strength $\Omega_p/2\pi$, the detuning $\Delta_p$ between pump and JJA frequency, and the mean number of photons $|\beta_{\text{ss}}|^2$ induced at the central region of the JJA. The impedance of all transmission lines coupled to the JJA is $Z_{\text{TL}} = 50\Omega$.

| $N$ | $M$ | $N_{J,J}$ | $C$ (fF) | $C'$ (fF) | $C_{\text{TL}}$ (fF) | $C_{\text{eq}}$ (fF) | $J_b/M$ (GHz) | $L_b/M$ (pH) | $L_{\text{eq}}$ (pH) | $J_b/2\pi$ (MHz) | $K_{ss}/2\pi M^2$ (MHz) | $\kappa/2\pi$ (MHz) | $P_p$ (dBm) | $\Omega_p/2\pi$ (GHz) | $\Delta_p/2\pi$ (MHz) | $|\beta_{\text{ss}}|^2$ |
|-----|-----|----------|---------|---------|----------------|----------------|-------------|-------------|--------------|-----------------|-----------------|-----------------|-----------|----------------|-----------------|----------|
| $P_1$ | 8 | 17 | 1513 | 1014 | 459 | 4000 | 188 | 376 | 94 | 17 | 2413 | 4827 | 279 | -97.4 | 1.22 | -385 | 27 |
| $P_2$ | 15 | 16 | 496 | 51.5 | 101.6 | 145.2 | 400 | 117.7 | 235.4 | 941.7 | 17 | 94 | 188 | 279 | -83.3 | 6.19 | -384 | 680 |
| $P_3$ | 25 | 27 | 875 | 141.6 | 170.2 | 188.0 | 670 | 45.0 | 90.0 | 562.3 | 17 | 23 | 46 | 279 | -77.2 | 12.5 | -384 | 2800 |
| $P_4$ | 11 | 30 | 690 | 159.6 | 76.0 | 138.4 | 450 | 41.9 | 167.4 | 837.1 | 9 | 16 | 48 | 225 | -77.7 | 10.6 | -342 | 2700 |

### Table III. Parameters describing the auxiliary waveguide to distribute the pump over the JJA for each operation point $P_1 - P_4$. The first column indicates the size of the auxiliary waveguide which is the same size as the JJA. The next five columns indicate the capacitances and inductances used in the circuit for the auxiliary waveguide, such as on-site capacitance $C_{\text{w}}$, inter-site capacitance $C'_{\text{w}}$, capacitive coupling $C''_{\text{w}}$ to the JJA, total equivalent capacitance $C_{\text{eq}}$, and local inductance $L_w$. The next three columns indicate the capacitance to the pump transmission line $C_{\text{pw}}$, on sites $j = 1, N$, and to the signal transmission lines $C_{\text{TL}}$ at sites $j = 1, O$. The next two columns indicate the resistance $R_j$ and the modified local JJA capacitance needed at sites $j \neq 1, O$ in case of inducing local decay $\kappa$ via on-chip attenuators. The next five columns show the couplings characterizing the auxiliary waveguide as a coupled cavity array: bare frequency $\omega_w$, intra-array hopping $J_w$, hopping to JJA $J'_w$, waveguide decay at borders $\kappa_{w}^{1,N}$, and collective decay rate $\gamma_w$ induced by the auxiliary on the JJA. The last two columns show the power $P_{\text{pw}}$ of the waveguide pump at site $j = 1$ and the mean waveguide displacement $|\beta_{\text{w}}|$ in steady state. Finally, the impedance of the transmission lines coupled to waveguides is $Z_{\text{pw}} = 10\Omega$ and the impedance of the auxiliary waveguide is $Z_{\text{w}} = 20\Omega$ for all parameter sets.

| $N$ | $N_{J,J}$ | $N_{R}$ | $f_3$ | $f_2$ | $f_{N-2}$ | $f_{N-1}$ | $f_{N}$ | $q_1$ | $q_2$ | $q_{N-2}$ | $q_{N-1}$ | $q_{N}$ | $h_1$ | $h_2$ | $h_{N-2}$ | $h_{N-1}$ | $h_N$ |
|-----|----------|--------|-----|-----|---------|---------|-----|-----|-----|---------|---------|-----|-----|-----|--------|--------|-----|-----|
| $P_1$ | 8 | 2 | 3 | 0.25 | 0.75 | 0.85 | 0.50 | 0.15 | 1.11 | 1.06 | 1.01 | 1.06 | 1.11 | 1.08 | 1.03 | 1.00 | 1.03 | 1.08 |
| $P_2$ | 15 | 2 | 3 | 0.25 | 0.75 | 0.85 | 0.50 | 0.15 | 1.14 | 1.05 | 1.01 | 1.06 | 1.10 | 1.03 | 1.01 | 1.04 | 1.08 |
| $P_3$ | 17 | 2 | 3 | 0.25 | 0.75 | 0.85 | 0.50 | 0.15 | 1.16 | 1.05 | 1.01 | 1.06 | 1.11 | 1.03 | 1.01 | 1.04 | 1.08 |
| $P_4$ | 11 | 2 | 2 | 0.25 | 0.75 | 1 | 0.75 | 0.25 | 1.10 | 1.04 | 1 | 1.02 | 1.10 | 1.07 | 1.02 | 1 | 1.01 | 1.06 |

### Table IV. Specific values of tapering functions $f_j$, $q_j$, and $h_j$ used in the left and right buffer regions of the JJA for parameter sets $P_1 - P_4$. The function $f_j$ is given in Eq. (33), whereas $q_j$ and $h_j = (q_j + q_{j-1})/2$ are obtained from optimization as detailed in Sec. III B.
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