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Abstract—Scenario-based methods for the assessment of Automated Vehicles (AVs) are widely supported by many players in the automotive field. Scenarios captured from real-world data can be used to define the scenarios for the assessment and to estimate their relevance. Therefore, different techniques are proposed for capturing scenarios from real-world data. In this paper, we propose a new method to capture scenarios from real-world data using a two-step approach. The first step consists in automatically labeling the data with tags. Second, we mine the scenarios, represented by a combination of tags, based on the labeled tags. One of the benefits of our approach is that the tags can be used to identify characteristics of a scenario that are shared among different type of scenarios. In this way, these characteristics need to be identified only once. Furthermore, the method is not specific for one type of scenario and, therefore, it can be applied to a large variety of scenarios. We provide two examples to illustrate the method. This paper is concluded with some promising future possibilities for our approach, such as automatic generation of scenarios for the assessment of automated vehicles.

I. INTRODUCTION

The development of Automated Vehicles (AVs) has made significant progress in the last years and it is expected that AVs will soon be introduced on our roads [1], [2] and become an integral part of intelligent transportation systems [3], [4]. An essential aspect in the development of AVs is the assessment of quality and performance aspects of the AVs, such as safety, comfort, and efficiency [5], [6]. Among other methods, a scenario-based approach has been proposed [7], [8]. For scenario-based assessment, proper specification of scenarios is crucial since they are directly reflected in the test cases used for the assessment [6]. One approach for specifying these test cases is to base them on captured scenarios from real-world data collected on the level of individual vehicles [7], [8], [9], [10].

Different techniques for capturing scenarios and driving maneuvers have been proposed in literature. [11] use object-oriented Bayesian networks for the recognition of 27 type of driving maneuvers. [12] detect lane changes using lane crossings and [13] detect lane changes using a naive Bayes classifier and a hidden Markov model. In [14], random forest classifiers are used for detecting accelerating, braking, and turning with features extracted using principal component analysis, stacked sparse auto-encoders, and statistical features. In [15], safety-critical car-cyclist scenarios are extracted from data collected by a vehicle using several machine-learning techniques, among which support vector machines and multiple instance learning.

In this paper, we propose a new method for mining scenarios from real-world driving data using automated tagging and searching for combination of tags. Our method consists of two steps. First, the data is automatically tagged with relevant information. For example, a tag “lane change” is added to a vehicle at the time this vehicle is performing a lane change. Second, the scenarios are mined based on the aforementioned tags. To do this, we represent a scenario using a combination of tags and we search for this combination of tags in the tagged data from the previous step.

The proposed method brings several benefits. First, by tagging the data, characteristics that are shared among different type of scenarios need to be identified only once, whereas these characteristics would be identified multiple times if each type of scenarios would be identified completely independently. For example, a characteristic could be the presence of a lead vehicle, so if we independently identify two different types of scenarios that consider a lead vehicle, we would identify the lead vehicle two times. Second, by splitting the process in two parts, i.e., the tagging and the scenario mining, the scenario mining can be applied to different types of data (e.g., data from a vehicle [16] or a measurement unit above the road [12], [17]). It is also possible to have manually tagged data, e.g., see [18]. Third, our approach is easily scalable because additional types of scenarios can be mined by describing them as a combination of (sequential) tags. Fourth, the approach reveals promising future possibilities, such as the generation of scenarios based on the mined scenarios. The generated scenarios can be used to define the test cases for the assessment of intelligent vehicles [6], [7], [8], [9], [10], [19].

In Section II we formulate the problem of scenario mining. Sections III and IV describe the two steps of our proposed method, i.e., the tagging of the data and the scenario mining based on these tags. We illustrate the proposed scenario mining approach with few examples in Section V. In Section VI we discuss the approach, results, and some possible future improvements. We end this paper with conclusions and discuss next steps in Section VII.
II. Problem Formulation

To formulate the scenario mining problem, we distinguish quantitative scenarios from qualitative scenarios, using the definitions of scenario and scenario category of [20]:

**Definition 1** (Scenario). A scenario is a quantitative description of the relevant characteristics of the ego vehicle, its activities and/or goals, its static environment, and its dynamic environment. In addition, a scenario contains all events that are relevant to the ego vehicle.

**Definition 2** (Scenario category [20]). A scenario category is a qualitative description of the ego vehicle, its activities and/or goals, its static environment, and its dynamic environment. A scenario category is an abstraction of a scenario and, therefore, a scenario category comprises multiple scenarios [20]. For example, the scenario category “cut in” comprises all possible cut-in scenarios. Given such a scenario category, our goal is to find all corresponding scenarios in a given data set. Hence, we define the scenario mining problem as follows:

**Problem** (Scenario mining). Given a scenario category, how to find all scenarios that correspond to this scenario category in a given data set?

III. Data Tagging

Our method of scenario mining is divided into two steps. The first step consists in describing the data using tags and the second step involves extracting the scenarios based on these tags. In this section, we explain how the tags are determined. The scenario mining based on these tags is explained in the next section.

As described in Definition 1, events and activities are constituents of a scenario. Part of the tags that we consider describe activities of the vehicles. Therefore, we will use the definition of the term activity of [20]:

**Definition 3** (Activity). An activity quantitively describes the time evolution of one or more state variables of an actor between two events.

Because an activity starts and ends with an event, for describing the activities, we will first describe how we detect the events.

As an illustration, Table II lists the tags that are considered for the case study in this paper. We distinguish between tags that describe the behavior of the ego vehicle, tags that describe the behavior and the state of any other vehicle, and tags that describe the static environment.

**Remark 1.** When other scenario categories are considered than the ones in our case study, other tags might be necessary. The approach for mining the scenarios using the tags, however, is general and also applies when other tags are used. For example, for this paper we do not consider other road users than vehicles, but the proposed method also works if cyclists or pedestrians are considered.

In the remainder of this section, we explain how the tags of Table II are assigned. Here, we assume that the data is sampled with a sample time of $t_s$.

A. Longitudinal activity of the ego vehicle

We distinguish between three different longitudinal activities: "accelerating", "decelerating", and "cruising". The ego vehicle is performing either one of these activities. An acceleration activity starts at an acceleration event, so we will first describe how we detect an acceleration event.

To extract the longitudinal events, we might simply examine whether the acceleration of the vehicle is above or below a certain threshold. This approach, however, would be prone to sensor noise. That is why we use the speed difference within a certain sample window of length $k_h > 0$, where $k_h$ is an integer. Let $v(k)$ denote the speed of the ego vehicle at sample step $k$. Next, let us define the minimum and maximum speed between the current sample step $k$ and $k - k_h$:

$$v_{\min}(k) \equiv \min_{\tau \in \{k-k_h,\ldots,k\}} v(\tau), \quad (1)$$

$$v_{\max}(k) \equiv \max_{\tau \in \{k-k_h,\ldots,k\}} v(\tau). \quad (2)$$

For detecting acceleration and deceleration events, the difference between the current speed and $v_{\min}(k)$ and $v_{\max}(k)$ are used:

$$v^+(k) \equiv v(k) - v_{\min}(k), \quad (3)$$

$$v^-(k) \equiv v(k) - v_{\max}(k). \quad (4)$$

Fig. 1 illustrates how $v_{\min}(k)$, $v_{\max}(k)$, $v^+(k)$, and $v^-(k)$ are calculated.

First, we assume that the event at the start of the data set is a cruising event at $k = k_0$. Next, we go chronologically through the data set. An acceleration event is happening at sample $k$ if any of the following conditions is true:

- The vehicle is not performing an acceleration activity, i.e., the last event is not an acceleration event.
cruising activities, especially when the acceleration is around “cruising”, “decelerating”, and “cruising”.

A result of the activity detection could be very short cruises, which have to be merged.

A deceleration event is detected in a similar manner as an acceleration event. Now that we know the start and the end of the cruising activity, we simply label the remaining samples as “cruising”.

There is no lower speed in the near future, i.e.,
\[ v_{\text{min}}(k + k_h) = v(k). \]

There is a substantial speed difference during the activity, i.e.,
\[ |v(k_{\text{end}}) - v(k)| > \Delta_v, \]
where \( \Delta_v > 0 \) is the minimum speed increase and \( k_{\text{end}}(k) \), i.e., the last sample of the acceleration activity, is controlled by the parameter \( a_{\text{cruise}} \) and equals the first sample at which the speed increase is below a threshold:
\[ k_{\text{end}}(k) \equiv \arg\min_{\tau > k} \{ \tau : v^{+}(\tau + k_h) < a_{\text{cruise}}k_h t_s \}. \]

A deceleration event is detected in a similar manner as an acceleration event. Now that we know the start and the end of the acceleration and deceleration activities, we simply label the remaining samples as “cruising”.

We distinguish between three different lateral activities: “following lane”, “changing lane left”, and “changing lane right”. To detect the lane changes, the lateral distances toward the left and right lane lines are used. These distances are estimated from camera images. The estimation is outside the scope of this paper. We refer the interested reader to [21]. Let \( l(k) \) and \( r(k) \) denote the distance toward the left and right lane line, respectively. We use the ISO coordinate system[22], so \( l(k) \geq 0 \) and \( r(k) \leq 0 \). At the moment the vehicle crosses the line, the distances to the lines will change substantially. For example, during a lane change to the left, the left lane line becomes the right lane line. Hence, we detect a left lane change if the change in the lane line distances is more than the threshold \( \Delta_l > 0 \):
\[ l(k) - l(k - 1) > \Delta_l, \]
\[ r(k) - r(k - 1) > \Delta_l. \]

In the ISO coordinate system, the \( x \)-axis points to the front of the vehicle and the \( y \)-axis points to the left of the vehicle. The origin of the coordinate system is often at the ground below the midpoint of the rear axle.

### TABLE I: Tags that are considered in this paper.

| Subject             | Description         | Section     | Possible tags                                      |
|---------------------|---------------------|-------------|--------------------------------------------------|
| Ego vehicle         | Longitudinal activity | Section III-A | Accelerating, decelerating, cruising             |
| Ego vehicle         | Lateral activity    | Section III-B | Changing lane left, changing lane right, following lane |
| Any other vehicle   | Longitudinal activity | Section III-C | Accelerating, braking, cruising                  |
| Any other vehicle   | Lateral activity    | Section III-D | Changing lane left, changing lane right, following lane |
| Any other vehicle   | Lead vehicle        | Section III-E | In front of ego, behind ego                       |
| Any other vehicle   | Lead vehicle        | Section III-F | Left of ego, right of ego, same lane as ego, unclear |
| Static environment  | On highway          | Section III-G | Leader, no leader                                |
|                     |                     |             | Highway, no highway                               |

Fig. 2 illustrates the longitudinal activities given a hypothetical speed profile (solid red line). The algorithm above described produces the activities “cruising”, “accelerating”, “decelerating”, and “cruising”.

A B. Lateral activity of the ego vehicle
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where \( a_{\text{cruise}} > 0 \) is a parameter that describes the maximum average acceleration within the time window \( k_h t_s \) for a cruising activity.
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where \( \Delta_v > 0 \) is the minimum speed increase and \( k_{\text{end}}(k) \), i.e., the last sample of the acceleration activity, is controlled by the parameter \( a_{\text{cruise}} \) and equals the first sample at which the speed increase is below a threshold:
\[ k_{\text{end}}(k) \equiv \arg\min_{\tau > k} \{ \tau : v^{+}(\tau + k_h) < a_{\text{cruise}}k_h t_s \}. \]

A deceleration event is detected in a similar manner as an acceleration event. Now that we know the start and the end of the acceleration and deceleration activities, we simply label the remaining samples as “cruising”.
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- There is no lower speed in the near future, i.e.,
\[ v_{\text{min}}(k + k_h) = v(k). \]

- There is a substantial speed difference during the activity, i.e.,
\[ |v(k_{\text{end}}) - v(k)| > \Delta_v, \]
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Fig. 2 illustrates the longitudinal activities given a hypothetical speed profile (solid red line). The algorithm above described produces the activities “cruising”, “accelerating”, “decelerating”, and “cruising”.

A deceleration event is detected in a similar manner as an acceleration event. Now that we know the start and the end of the acceleration and deceleration activities, we simply label the remaining samples as “cruising”.

We distinguish between three different lateral activities: “following lane”, “changing lane left”, and “changing lane right”. To detect the lane changes, the lateral distances toward the left and right lane lines are used. These distances are estimated from camera images. The estimation is outside the scope of this paper. We refer the interested reader to [21]. Let \( l(k) \) and \( r(k) \) denote the distance toward the left and right lane line, respectively. We use the ISO coordinate system[22], so \( l(k) \geq 0 \) and \( r(k) \leq 0 \). At the moment the vehicle crosses the line, the distances to the lines will change substantially. For example, during a lane change to the left, the left lane line becomes the right lane line. Hence, we detect a left lane change if the change in the lane line distances is more than the threshold \( \Delta_l > 0 \):
\[ l(k) - l(k - 1) > \Delta_l, \]
\[ r(k) - r(k - 1) > \Delta_l. \]
Similarly, a right lane change is detected when the following conditions are satisfied:

\[ l(k) - l(k-1) < -\Delta_l, \]  
\[ r(k) - r(k-1) < -\Delta_r, \]

Once a lane change is detected using (9)–(12), the moment at which the lane change starts is determined. To do this, we make use of \( l^+(k) \) and \( l^-(k) \), which are similarly defined as \( v^+(k) \) and \( v^-(k) \), i.e.,

\[ l^+(k) \equiv l(k) - \min_{\tau \in \{k-k_h, \ldots, k\}} l(\tau), \]  
\[ l^-(k) \equiv l(k) - \max_{\tau \in \{k-k_h, \ldots, k\}} l(\tau). \]

Similarly, \( r^+(k) \) and \( r^-(k) \) are defined. If a lane change is detected at sample step \( k \) using (9) and (10) or (11) and (12), the start of this lane change is estimated in a similar manner as the start of an acceleration or deceleration activity, see [5]. The start of the lane change is at the last sample step before sample step \( k \) at which there was not a change in either of the line distances larger than a threshold controlled by the parameter \( \nu_{lat} \), i.e., for a right lane change detected at sample step \( k \), the start is at:

\[ \arg \max_{\tau < k} \left\{ \tau: l^+(\tau) < \nu_{lat} k_h t_s \lor r^+(\tau) < \nu_{lat} k_h t_s \right\}, \]  
\[ (15) \]

where \( \lor \) indicates that either one of the two conditions needs to be satisfied.

The end of a lane change is at the sample step at which either of the lane line distances increase or decrease is below a threshold. For a right lane change, this is at

\[ \arg \min_{\tau > k} \left\{ \tau: l^+(\tau + k_h) < \nu_{lat} k_h t_s \lor r^+(\tau + k_h) < \nu_{lat} k_h t_s \right\}, \]  
\[ (16) \]

For a left lane change, the start and end is defined by substituting \(-l^- (\cdot)\) and \(-r^- (\cdot)\) for \( l^+ (\cdot)\) and \( r^+ (\cdot)\), respectively, in (15) and (16).

Fig. [3] illustrates a hypothetical lane change of the ego vehicle. It shows that the distance towards the left lane line \( l(k) \) during a right lane change. The green dashed line line represents \( l^+(k) \).

Fig. [4] shows that the distance towards the left lane line \( l(k) \) during a right lane change. The black vertical lines indicate the time instants of the events at the start and the end of the lane change. The green dashed line represents \( l^+(k) \).

C. Longitudinal activity of other vehicle

The longitudinal activities of other vehicles are estimated in a similar manner as for the ego vehicle. However, instead of the speed of the ego vehicle, \( v(k) \), the speed of the other vehicles is used. The ego vehicle measures the relative speed of other vehicles. Let \( v^\text{rel}_i(k) \) denote the relative speed of the \( i \)-th vehicles at sample \( k \). The absolute speed of other vehicles is estimated by adding \( v(k) \) to the estimated relative speed:

\[ v^\text{abs}_i(k) = v^\text{rel}_i(k) + v(k). \]  
\[ (17) \]

To compute the longitudinal activities of the \( i \)-th vehicle, the approach outlined in Section III-A is used with \( v^\text{abs}_i(k) \) substituted for \( v(k) \).

Remark 2. Typically, \( v^\text{rel}_i(k) \) is obtained by fusing the outputs of several sensors [21]. If \( v^\text{rel}_i(k) \) is not available, e.g., because the vehicle moved out of the view of the ego vehicle’s sensors, there are no activities estimated for the \( i \)-th vehicle at sample step \( k \). Consequently, no tags are applied for the \( i \)-th vehicle at sample step \( k \). This applies for all tags of the other vehicles that are mentioned in Table [II].

D. Lateral activity of other vehicle
For the lane changes of other vehicles, only the lane changes to and from the ego vehicle’s lane are considered. To detect a lane change of the \( i \)-th vehicle, we use the distance of the \( i \)-th vehicle toward the ego vehicle’s left and right lane lines, denoted by \( l_i (k) \) and \( r_i (k) \), respectively. \( l_i (k) \) and \( r_i (k) \) are determined by subtracting the estimated lane line positions from the estimated lateral position of the \( i \)-th vehicle. The lane line positions are based on the estimated shape of the lane lines. For more details, we refer the reader to [21]. We define \( l_i^+ (k) \), \( r_i^+ (k) \), \( l_i^- (k) \), and \( r_i^- (k) \) similar as \( l^+ (k) \) and \( l^- (k) \) in (13) and (14).

A lane change is detected if the vehicle crosses either of the two lane lines. There are four possible ways this can happen. For now, we consider a right lane change toward the ego vehicle’s lane. A right lane change of the \( i \)-th vehicle toward the ego vehicle’s lane is detected at sample step \( k \) if the vehicle is not already changing lane and

\[
l_i (k - 1) \leq 0 \land l_i (k) > 0, \tag{18}
\]

where \( \land \) indicates that both of the two conditions need to be satisfied.

To determine the start of the lane change, the lateral speed should be below the threshold \( v_{\text{lat}} \) or — in case the vehicle changes several lanes — the lateral movement should be above a certain threshold (controlled by \( \alpha_1 \)). Because it might happen that the lateral speed is below the threshold during the whole lane change, a minimum lateral movement is considered as well (controlled by \( \alpha_2 \)). As a result, the start of a right lane change toward the ego vehicle’s lane is estimated to occur at sample step

\[
\arg \max_{\tau < k} \{ \tau : l_i (\tau) < -\alpha_1 w_i (k) \land (l_i^+ (\tau) < v_{\text{lat}} k_h l_a \land l_i (\tau) < -\alpha_2 w_i (k)) \} . \tag{19}
\]

Here, \( w_i (k) = l_i (k) - r_i (k) \) is the estimated lane width. The end of the same lane change is estimated, in a similar way, to occur at sample step:

\[
\arg \max_{\tau > k} \{ \tau : l_i (\tau) > \alpha_1 w_i (k) \land (l_i^+ (\tau + k_h) < v_{\text{lat}} k_h l_a \land l_i (\tau) > \alpha_2 w_i (k)) \} . \tag{20}
\]

A right lane change from the ego vehicle’s lane and a left lane change from or to the ego vehicle’s lane are determined in a similar manner.

**E. Longitudinal state of other vehicle**

For the longitudinal state of any other vehicle, two possibilities are considered: in front of the ego vehicle or behind the ego vehicle. Let the longitudinal position at sample step \( k \) of the \( i \)-th vehicle relative to the ego vehicle be denoted by \( x_i (k) \). The tag “in front of ego” applies when \( x_i (k) > 0 \) and the tag “behind ego” applies when \( x_i (k) \leq 0 \).

| \( l_i (k) \) | \( r_i (k) \) |
|-------------|-------------|
| \( l_i (k) < 0 \) | \( l_i (k) \geq 0 \) |
| Left of ego | Same lane as ego |

**F. Lateral state of other vehicle**

Four different possibilities are considered for the lateral state of any other vehicle. The lateral state is based on the estimated distance of the other vehicle toward the ego vehicle’s lane lines, see Table II. The situation of \( l_i (k) < 0 \) and \( r_i (k) \geq 0 \) would mean that the other vehicle is left of the left lane line and right of the right lane line, so it is unclear in which lane the vehicle is.

**G. Lead vehicle**

Two possibilities are considered: a vehicle is a lead vehicle (the tag “leader” applies) or not (the tag “no leader” applies). A vehicle \( i \) is considered as a lead vehicle at sample step \( k \) if all of the following conditions are satisfied:

- The vehicle is in front of the ego vehicle, i.e., \( x_i (k) > 0 \).
- The vehicle drives in the same lane as the ego vehicle, i.e., \( l_i (k) \geq 0 \) and \( r_i (k) < 0 \).
- The time headway of the ego vehicle toward the other vehicle, i.e., \( x_i (k) / v_i (k) \) is less than the parameter \( \tau_h > 0 \).
- There is no other vehicle that is closer to the ego vehicle while satisfying the above conditions, i.e., \( x_j (k) \leq x_j (k) \) for all \( j \)-th vehicles that satisfy the above conditions.

**H. Static environment**

The aspect of the static environment that is considered in this paper is whether the ego vehicle drives on the highway or not. The location of the ego vehicle, based on GPS measurements, is used to determine the road the ego vehicle is driving on based on OpenStreetMap[2]. If the road is classified as “motorway” (see [23] for all possibilities), the tag “highway” is applied. Otherwise, the tag “no highway” is used.

**IV. MINING SCENARIOS USING TAGS**

For the scenario mining, we formulate a scenario category using a combination of tags. As an example, Fig. 5 shows how the scenario category “cut in” can be formulated using tags. To further structure the tags, we formulate a scenario category as a sequence of items where each item corresponds to a combination of tags for all relevant subjects. The number of items may vary from scenario category to scenario category. The scenario category “cut in” in Fig. 5 contains two items and considers a vehicle other than the ego vehicle that changes lane (other vehicle, item 1 and 2) and becomes the lead vehicle (other vehicle, item 2). In the meantime, the

[2]See https://www.openstreetmap.org/
ego vehicle follows its lane (ego vehicle, items 1 and 2) and the scenario category only considers highway driving (static environment, items 1 and 2). When describing the tags for each item, logical AND, OR, or NOT rules may be used. For example, for the other vehicle in Fig. 5, either the tag “changing lane left” or the tag “changing lane right” needs to apply.

The scenarios are mined by searching for matches of the defined items within the tags of the data set. This searching is subject to two rules:

1) For each item, there needs to be a match for all relevant subjects at the same sample time.
2) The different items need to occur right after each other.

To continue the example of the scenario category “cut in”, Fig. 6 shows a part of labeled data in which a cut-in scenario is found. The two vertical dashed lines indicate the start and the end of the cut in that is defined in Fig. 5.

V. CASE STUDY

Here we illustrate the proposed method by applying it to the data set described in [16]. The data have been recorded from a single vehicle in which different drivers were asked to drive a prescribed route. The majority of the route is on the highway. To measure the surrounding traffic, the vehicle is equipped with three radars and one camera, as shown in Fig. 7. The images from the camera are used to estimate the lane line distances [21]. Furthermore, the surrounding traffic is measured by fusing the data of the radars and the camera [21]. While fusing the data of the different sensors, the position of the vehicles that disappear from the sensors’ field of view on the left and right of the ego vehicle, see the dotted areas in Fig. 7, are predicted until the vehicles appear again in the sensors’ field of view. In total, four hours of driving are analyzed.

To illustrate the proposed scenario mining approach, two different scenario categories are considered: “cut in” and “overtaking before lane change”. Figs. 5 and 8 show the formulation of these scenario categories using tags. Table III lists the values of the parameters that are used for the tagging of the data.

The results of the scenario mining are presented in Table IV. A false negative (FN) means that a scenario that occurred is not detected and a false positive (FP) means that the scenario mining detects a scenario whereas this scenario does not occur. The true positives (TP) are the scenarios that are correctly detected. The recall is the ratio of the number of true positives (TP) and the total number of scenarios that occur (TP+FN) and the precision is the ratio of the number of true positives (TP) and the total number of detected scenarios (FP+TP). The F1 score is the harmonic mean of the recall and the precision:

$$F1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}.$$  \hspace{1cm} (21)

As listed in Table IV, 33 out of 36 cut ins are correctly detected and 3 out of the 36 detected cut ins are incorrect. This results in an F1 score of 92%. For the scenario category “overtaking before lane change”, 18 out of 19 scenarios are correctly detected and there are no scenarios incorrectly detected. This results in an F1 score of 97%.

VI. DISCUSSION

The false detections are a result of inaccurate or missing data. For example, in case of the four false negatives, the other vehicle is not detected at the time of the cut in or overtaking. For one cut in, this is because another vehicle obstructs the view toward the vehicle at the moment of the cut in. For the other three false negatives, the other vehicles appear from the sensor’s blind spot (dotted area in Fig. 7).

---

**Table III: Values of parameters used in the case study.**

| Parameter | Description | Value |
|-----------|-------------|-------|
| $t_s$     | Sample time | 0.01 s|
| $k_h$     | Sample window | 100  |
| $\alpha_{\text{cruise}}$ | Threshold determining the start and end of an acceleration/deceleration activity | 0.1 m s$^{-2}$ |
| $\Delta_v$ | Minimum speed increase/decrease for an acceleration/deceleration activity | 1 m s$^{-1}$ |
| $k_{\text{cruise}}$ | Minimum number of samples for cruising activity | 400 |
| $\Delta_l$ | A lane change is detected when the difference between consecutive lane line distances is larger than this threshold | 1 m |
| $\alpha_l$ | Threshold determining the start and end of a lane change | 0.25 m s$^{-1}$ |
| $\alpha_1$ | Maximum factor of the lane width for a lane change of any other vehicle | 0.5 |
| $\alpha_2$ | Minimum factor of the lane width for a lane change of any other vehicle | 0.1 |

**Table IV: Results of the scenario mining.**

| Scenario category | FN | FP | TP | Recall | Precision | F1 score |
|-------------------|----|----|----|--------|-----------|----------|
| Cut in            | 3  | 3  | 33 | 92 %   | 92 %      | 92 %     |
| Overtaking before | 1  | 0  | 18 | 95 %   | 100 %     | 97 %     |
| lane change       |    |    |    |        |           |          |
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Fig. 6: Example of tags describing a cut in. Note that only the tags that are relevant for the cut in, as defined in Fig. 5, are shown. Furthermore, whereas there are multiple other vehicles around the ego vehicle, only the other vehicle that performs the cut in is shown.

Fig. 7: Schematic representation of the field of view of the three radars (solid area) and the camera (area filled with lines) that the ego vehicle is equipped with. The positions of vehicles on the left or the right of the ego vehicle (dotted area) are predicted based on previous measurements.

The three false positives of the cut-in scenario are a result of inaccurate measurements of the lane line distances. On the one hand, it might be interpreted as that the false detections are due to limitations of the data. On the other hand, for future work, we can expand our work to deal with these limitations of the data. For example, using techniques used for correcting the interpretation of natural language [24], we might be able to correct wrong tags or to add missing tags.

To mine scenarios from a scenario category, the scenario category needs to be represented by a certain combination of tags, such as shown in Figs. 5 and 8. Provided that there are no new tags required, there are no new algorithms required for mining scenarios from new scenario categories. As a result, it is relatively straightforward to apply the proposed approach for mining scenarios from other scenario categories than the ones presented in our case study. Future work includes more tags, e.g., “turning left” or “turning right”, and to consider more actors, e.g., pedestrians and cyclists. This will enable the mining of many more scenarios.

For future research, the analogy between the proposed scenario mining and natural language processing (NLP) could be explored. In NLP, natural language is analyzed by searching for certain combinations of words or syllables. Similarly, we are searching for certain combinations of tags. In NLP, n-gram models are successfully used to correct [24] and predict [25] words and to generate text [26]; so n-gram models might be used to correct and predict tags and to generate new scenarios for the assessment of automated vehicles.

VII. CONCLUSIONS

For the scenario-based assessment of automated vehicles, scenarios captured from real-world data collected on the level of individual vehicles can be used to define the tests. We have proposed a two-step approach for mining real-world scenarios from a data set. The first step consists in labeling the data with tags that describe, e.g., the lateral and longitudinal activities of the different actors. The second step mines the scenarios by searching for particular combinations of tags. We have illustrated the approach with two examples, a cut in and an overtaking before a lane change. These examples demonstrated that the proposed approach is suitable for mining scenarios from real-world data. Future work includes labeling the data with more tags and exploring the possibilities of using techniques that are used in the field of natural language processing.
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