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Abstract

Semi-supervised learning (SSL) is gaining popularity as it reduces cost of machine learning (ML) by training high performance models using unlabeled data. In this paper, we reveal that the key feature of SSL, i.e., learning from (non-inspected) unlabeled data, exposes SSL to strong poisoning attacks that can significantly damage its security. Poisoning is a long-standing problem in conventional supervised ML, but we argue that, as SSL relies on non-inspected unlabeled data, poisoning poses a more significant threat to SSL.

We demonstrate this by designing a backdoor poisoning attack on SSL that can be conducted by a weak adversary with no knowledge of the target SSL pipeline. This is unlike prior poisoning attacks on supervised ML that assume strong adversaries with impractical capabilities. We show that by poisoning only 0.2% of the unlabeled training data, our (weak) adversary can successfully cause misclassification on more than 80% of test inputs (when they contain the backdoor trigger). Our attack remains effective across different benchmark datasets and SSL algorithms, and even circumvents state-of-the-art defenses against backdoor attacks. Our work raises significant concerns about the security of SSL in real-world security critical applications.

1. Introduction

Machine learning (ML) models perform better with increased amounts of training data [13, 12]. However, conventional supervised ML requires labeling large amounts of training data, an expensive [11] and error prone [31, 26] process that makes it prohibitively expensive, especially with today’s exploding training data sizes.

Semi-supervised learning (SSL) addresses this major challenge by significantly reducing the need for labeled training data: SSL uses a combination of a small, high-quality labeled data (expensive data) with a large, low-quality unlabeled data (cheap data) to train models. For instance, the FixMatch [40] SSL algorithm combines only 40 labeled with 50k unlabeled data to achieve a 90% accuracy on CIFAR10. Training SSL involves two loss functions: a supervised loss (e.g., cross-entropy [30] over true labels) on labeled training data and an unsupervised loss (e.g., cross-entropy over pseudo-labels [22]) on unlabeled training data. Different SSL algorithms primarily differ in terms of how they compute their unsupervised losses.

SSL has gained popularity in both academia [52, 46, 47] and industry [40, 41, 3, 2], as recent SSL algorithms offer state-of-the-art performances comparable or even superior to supervised techniques—but with no need of large well-inspected labeled data. For instance, due to their effective use of unlabeled data, with less than 10% of training data labeled, FixMatch [40] outperforms supervised ML.

Unlabeled data enables poisoning by weak adversaries: Multiple researches have demonstrated the data poisoning threat to supervised ML [18, 28, 34, 36, 50, 44, 38]. However, as the training data in supervised ML undergo an extensive and careful inspection, these attacks assume strong adversaries with the knowledge of model parameters [28], training data [44, 4, 29], its distribution [50], or the ML algorithm. Such strong adversaries are important to evaluate worse-case security of a system, but are irrelevant in practice [38]. On the other hand, the key feature of SSL that makes it attractive to real-world applications is its ability to leverage large amounts of—raw, non-inspected—unlabeled data, e.g., the data scraped off the Internet. We argue that the use of non-inspected data by SSL presents a unique threat to its security, as it allows even the most naive adversaries (with no knowledge of training algorithm, data, etc.) to poison SSL models by simply fabricating malicious unlabeled data. Unfortunately, this ostensible threat is largely unexplored in the SSL literature.

To address this gap, in this paper, we take the first step towards understanding this threat by studying the possibility of backdoor attacks against SSL in real-world settings. Backdoor attacks aim to install a backdoor function in the target model, such that the backdoored target model will misclassify any test input to the adversary chosen target class when patched with a specific backdoor trigger, but...
will correctly classify test inputs without the trigger. **Existing backdoor attacks fail on SSL:** There exist numerous backdoor attacks in the literature, however, except one attack—DeHiB [48], all of the prior attacks consider supervised ML. Our preliminary evaluations show that all of the existing state-of-the-art (SOTA) attacks, including DeHiB, completely fail against SSL under our realistic threat model (Section 3.1). Hence, to learn from these failures, we first systematically evaluate five SOTA backdoor attacks from three categories against five SOTA SSL algorithms, under our practical, unlabeled data poisoning threat model.

Our systematic evaluation leads to the following **three major lessons** that not only guide our attack design, but can be useful building blocks for (future) backdoor attacks against SSL: (1) Backdoor attacks on SSL should be clean-label style attacks, i.e., poisoning data should be selected from the distribution of target class $y^c$; (2) Backdoor triggers should be of the same size as the poisoning sample, to circumvent strong augmentations, e.g., cutout [15], that all modern SSL algorithms use; (3) Backdoor triggers should be resistant to noise and with repetitive pattern$^1$ to withstand large amounts of random noises due to strong augmentations, e.g., RandAugment [10], in SSL.

**Our SSL-tailored backdoor method:** The high-level intuition behind our backdoor attack is as follows. All modern SSL algorithms learn via a self-feedback mechanism, called pseudo-labeling, i.e., if current state of target model $f_θ$ has high confidence prediction $\hat{y}$ for an unlabeled sample $x$, then they use $(x, \hat{y})$ as a labeled sample for further training. We exploit pseudo-labeling and design a clean-label attack that poisons unlabeled data only from the distribution of $y^c$. Our attack patiently waits for $f_θ$ to correctly label a poisoning sample $(x + T)$ as $y^c$, where $T$ is our pre-determined backdoor trigger. As $f_θ$ trains further on $(x + T, y^c)$, our attack forces $f_θ$ to associate features of our simple trigger $T$, instead of the complex features of $x$, with $y^c$, thereby installing the backdoor in the target model.

Note that, we consider the most challenging setting for designing attacks with the least capable and knowledgeable data poisoning adversary. Generally, trigger generation for data poisoning backdoor attacks is formalized as a bi-level optimization problem [29], however such attacks are well-known to be very expensive, and yet ineffective [29, 38]. Instead, our lessons lead us to a simple yet effective static, repetitive grid pattern backdoor trigger (Figure 2).

**Evaluations:** We demonstrate the strength of our attack via an extensive evaluation against five SOTA SSL and one supervised ML algorithm, using four benchmark image classification tasks commonly used in the SSL literature. We note that our attack significantly outperforms prior attacks from both SSL and supervised ML literature.

We measure success of our attacks using ASR metric: ASR measures the % of test inputs from non-target classes that the backdoored model classifies to the target class when patched with backdoor trigger. For the most combinations of algorithms and datasets, our attacks achieve high attack success rates (ASRs) (>80%), while poisoning just 0.2% of entire training data. For instance, our attacks have more than 90% ASR against CIFAR10 and more than 80% ASR against CIFAR10. For SVHN and STL10, our attack has more than 80% ASR with two exceptions each. While, under our practical threat model, DeHib attack achieves 0% ASR even with $20 \times$ more poisoning data. Through a systematic experiment design in Section 5.1.4, we show that our intuition aligns with the dynamics of our attacks and justify their strength. Our attack is highly stealthy, as (1) according to $L_∞$-norm metric commonly used [50] for stealth measurement, it minimally perturbs the poisoning data and (2) it produces backdoored models which have high accuracy (close to non-backdoored models) on non-backdoored test inputs. We perform comprehensive ablation study (Section 5.2) to demonstrate the high efficacy of our attacks as we vary (1) size of labeled data, (2) backdoor target class, and (3) size of poisoning data.

Finally, we show that our attack remains highly effective even when SSL is paired individually with five SOTA defenses against backdoor attacks that are agnostic to learning algorithms. To defend against such unlabeled data poisoning, we argue for SSL to depart from its philosophy of not inspecting unlabeled training data, and instead, pre-process/inspect the unlabeled data and/or design SSL algorithms that are robust-by-design to such poisoning.

2. Preliminaries and Related Work

2.1. Semi-supervised Learning (SSL)

Supervised ML requires completely labeled data, $D^l$, which can be prohibitively expensive due to expensive manual labelling involved. SSL reduces this cost by using very few labeled $D^l$ and plenty of unlabeled data $D^n$. SSL uses a convex combination of a supervised loss $L^l$ on $D^l$ and an unsupervised loss $L_u$ on $D^n$. Modern state-of-the-art SSL algorithms rely on two key building blocks: pseudo-labeling [22] and consistency regularization [14, 35, 21].

Pseudo-labeling uses the current model, $f_θ$, to obtain artificial pseudo-labels for $D^n$ and only retains the data on which $f_θ$ has high confidence. Assume $q_b = f_θ(y|u_b)$ are the predictions of $f_θ$ on the batch $u_b$ of unlabeled data. Then pseudo-labeling loss can be formalized as: $\frac{1}{|u_b|} \sum_{i=1}^{u_b} \mathbb{1}(\max(q_b) \geq τ)H(q_b, q_b); q_b = \arg\max(q_b)$, $H(\cdot)$ is cross-entropy and $τ$ is confidence threshold.

Consistency regularization trains $f_θ$ to output similar predictions for perturbed versions of the same input. It uses stochastic augmentations $α(x_u)$ to perturb an unlabeled
sample $x_u$ and forces $f_θ$ to have similar outputs on multiple $α(x_a)$’s using the following loss: $\sum_{t=1}^{T} \| f_θ(y|α(u_t)) − f_θ(y|α(u_b)) \|^2_2$, where $α(\cdot)$ produces different output every time it is applied to a batch $u_b$ of unlabeled data. Below we describe the five SOTA SSL algorithms we consider in this work.

(1) MixMatch [3] combines various prior semi-supervised learning techniques. For an unlabeled sample, MixMatch generates $K$ weakly augmented versions of the unlabeled sample, computes outputs of the current model $f_θ$ for the $K$ versions, averages them, and sharpens the average prediction by raising all its probabilities by a power of $1/temperature$ and re-normalizing; it uses the sharpened prediction as the label of the unlabeled sample. Finally, it uses mixup regularization [53] on the combination of labeled and unlabeled data and trains the model using cross-entropy loss.

(2) Unsupervised data augmentation (UDA) [46] shows significant improvements in semi-supervised performances by just replacing the simple weak augmentations of MixMatch with a strong augmentation called Randaugment [10]. In an iteration, Randaugment randomly selects a few augmentations from a large set of augmentations and applies them to images.

(3) ReMixMatch [3] builds on MixMatch by making multiple modifications, including 1) it replaces the simple weak augmentation in MixMatch with Autoaugment [9], 2) it uses augmentation anchoring to improve consistency regularization, i.e., it uses the prediction on a weakly augmented version of unlabeled sample as the target prediction for a strongly augmented version of the unlabeled sample, and 3) it uses distribution alignment, i.e., it normalizes the new model predictions on unlabeled data using the running average of model predictions on unlabeled data. This significantly boosts the performance of resulting model.

(4) FixMatch [40] simplifies the complex ReMixMatch algorithm by proposing to use a combination of Pseudo-labeling and consistency regularization based on augmentation anchoring (discussed above). FixMatch significantly improves semi-supervised algorithms, especially in the low labeled data regimes.

(5) FlexMatch [52] proposes curriculum pseudo labelling (CPL) approach to leverage unlabeled data according to model’s learning status. The main idea behind CPL is to flexibly adjust the thresholds used for pseudo-labeling for different classes at each training iteration in order to select more information unlabeled data and their pseudo-labels. CPL can be combined with other algorithms, e.g., UDA.

2.2. Backdoor Attacks

A backdoor adversary aims to implant a backdoor functionality into a target model. That is, given an input $(x, y^*)$ with true label $y^*$, the backdoored target model $f_θ^b$ should output an adversary-desired backdoor target label $y^f$ for the input patched with a pre-specified backdoor trigger $T$, but it should output the correct label for the benign input, i.e., $f_θ^b(x + T) → y^f$ and $f_θ^b(x) → y^*$. There are two major types of backdoor attacks: (1) dirty-label attacks [19, 7, 36, 51, 33, 23] that poison both the features $x$ and labels $y^*$ of benign, labeled data to obtain poisoning data $D^b$. (2) On the other hand, clean-label attacks obtain $D^b$ by poisoning only the features $x$ of benign data.

Backdoor attacks on SSL, unfortunately, have not received significant attention from the scientific community. [48, 49, 16] study backdoor attacks against SSL. However, all of these attacks assume access to $D^l$, the labeled training data of SSL. This assumption renders their applicability questionable in realistic settings. For clarity of presentation, we discuss the details of these attacks in Appendix A.1, where we demonstrate (Table 2) and justify why these attacks fail to backdoor SSL.

3. Our Backdoor Attack Methodology

We first discuss threat model of our attack, followed by our intuition behind backdoor attacks on SSL. Next, we note that, effectively backdoor semi-supervised learning (SSL) does not need a new backdoor attack, but requires careful adoption of existing backdoor attacks. We discuss three major lessons learned from systematically evaluating SOTA attacks under our threat model (Section 3.1). Finally, we detail our SOTA backdoor attack based on our intuition and the lessons learned.

3.1. Threat Model

We consider a victim model trainer who collects data from multiple, potentially untrusted sources to train a ML model using SSL for a classification task with $C$ classes. 

Adversary’s goal: A backdoor adversary aims to install a backdoor function in the victim’s target model. We denote the models without (benign) and with backdoor by $f_θ^b$ and $f_θ$, respectively. Adversary’s backdoor goal is to force $f_θ^b$ to incorrectly classify all the test inputs from non-target classes to the adversary-desired target class $y^f$, when they are patched with a pre-specified backdoor trigger, $T$. Adversary’s stealth goal aims that $f_θ^b$ should correctly classify all the benign test inputs, i.e., any input without $T$.

Adversary’s knowledge: As discussed in Section 1, we consider the most naive, real-world adversary with minimum knowledge of the SSL pipeline. More specifically, we assume that the adversary has no knowledge of the labeled or unlabeled training data and does not posses any data from true distribution; they just know the classification task, i.e., CIFAR10 or SVHN. Our adversary knows the details of the target SSL algorithm, but does not know model architecture, e.g., ResNet or VGG, i.e., our attacks are model architecture agnostic.
Adversary’s capabilities: Due to our emphasis on practicality of our threat model, we consider a data poisoning adversary [38]. Specifically, our adversary can poison only the unlabeled data of SSL pipeline, and cannot poison or even access the model, code or the labeled data of SSL.

3.2. Intuition behind our backdoor attack

For brevity, we discuss our intuition for FixMatch [40], but it applies to any SSL algorithms that use pseudo-labeling and consistency regularization (Section 2.1).

As explained in Section 2.1, FixMatch trains parameters \( \theta \) to learn a function \( f_\theta \) from the labeled data \( D^l \) and assigns a pseudo-label \( \bar{y} \) to an unlabeled sample \( x \in D^u \). Then it further trains \( \theta \) using \((x, \bar{y})\) to improve \( f_\theta \). As the training progresses, the confidence of \( f_\theta \) on the correct label of \( x \) increases which leads to better pseudo-labeling of \( D^u \) and further improvements in the accuracy of \( f_\theta \). In other words, FixMatch learns via a self-feedback mechanism.

Recall that, our realistic data poisoning adversary cannot alter either the SSL training pipeline or the well-inspected labeled training data \( D^l \). Now, the first part of our intuition is that our attacks should be of clean-label type, i.e., we select unlabeled data \( X \) we select unlabeled data \( X \) with \( \alpha \) or \( \beta \) from the target class, \( y^t \), and patch it with backdoor trigger \( T \) to obtain \( X^p \), i.e., \( X^p = X^{y^t} + T \); next section demonstrates the necessity of this condition. The second part of our intuition is that in initial part of training, FixMatch will assign the desired pseudo-labels \( y^p \) to \( X^p \) due to the original features \( X^{y^t} \) of \( X^p \). However, due to the presence of backdoor trigger, \( T \), on all \( X^p \)’s, the model will be forced to eventually learn a much simpler task of associating \( T \) to \( y^p \).

To further understand this, consider three benign samples \( x_i \in \{1, 2, 3\} \) with target class \( y^t \) as their true label. The adversary adds a trigger \( T \) to these samples to obtain \( X^p \): \( \{x_i \in \{1, 2, 3\} + T\} \) and inserts \( X^p \) in \( D^u \). Note that, initially during training, FixMatch learns the association \( f_\theta : X \mapsto Y \) between feature and label spaces only through \( D^l \). And as our threat model assumes that \( D^l \) is benign (not poisoned), initially FixMatch focuses only on the benign features of \( X^p \), i.e., on \( x_i \in \{1, 2, 3\} \) and assigns the correct label \( y^p \) to all \( X^p \) samples. This in turn forces FixMatch to learn from \( \{x_i \in \{1, 2, 3\} + T, y^p\} \). As \( T \) is present in all \( X^p \) samples, FixMatch incorrectly learns the simpler task of associating the static trigger \( T \) with \( y^p \), instead of the difficult task of associating the complex and dynamic benign features of \( x_i \in \{1, 2, 3\} \) with \( y^t \); we very our intuition in Section 5.1.4.

3.3. Lessons from systematic evaluation of existing backdoor attacks against SSL

In Table 1, we categorize existing SOTA attacks on supervised ML and SSL in three types: dirty label, clean label small trigger and clean label adversarial samples. We evaluate representative attacks from each category and provide justification for their failure against SSL, and the corresponding lesson that will guide future attack designs on SSL. Due to space limit, we present the key lessons here and defer detailed discussions to Appendix A.

Lesson-1: Backdoor attacks against semi-supervised learning should be clean-label type, i.e., the poisoning samples should be from the backdoor target class. Without this condition, model will be forced to learn to associate \( T \) with different classes (i.e., original classes of poisoning data \( X^p \)), and effectively, model will simply ignore \( T \).

Lesson-2: The trigger should have same size as the entire sample (images in our case), to ensure that all the augmented instances of a poisoning sample contain majority of the trigger. This is necessary due to augmentations in SSL that occlude part of an image, e.g., cutout and cutmix, which all the modern SOTA SSL algorithms use.

Lesson-3: The trigger should be noise-resistant and with a repetitive pattern. This is necessary, again, to circumvent the occluding augmentations described above.

We believe that the above lessons give the minimum constraints to design backdoor attacks on SSL. But, they need not be exhaustive and may need modifications, e.g., based on different threat models and SSL algorithms.

3.4. Our State-of-the-art backdoor attack

Based on our intuition and the three lessons detailed above, we develop a clean-label style backdoor attack using a specific static trigger pattern. Figure 1 depicts our static backdoor trigger and a corresponding poisoning image; we present more images for CIFAR, SVHN, and STL10.

\[ \text{Trigger} \quad \text{Benign sample from target class} \quad \text{Poisoning sample} \]

Figure 1: Our backdoor trigger and a poisoning sample.

\[ \text{Pixel gap} \quad \text{Pixel intensity} \quad \text{Pixel width} \]

Figure 2: Our backdoor trigger has three parameters: pixel intensity \( a \), pixel gap \( g \), and pixel width \( w \). For presentation clarity, we use high pixel intensity here, but in experiments we use low intensities to ensure attack stealth.

\[ 3.2. \text{Intuition behind our backdoor attack} \]

\[ 3.3. \text{Lessons from systematic evaluation of existing backdoor attacks against SSL} \]

\[ 3.4. \text{Our State-of-the-art backdoor attack} \]
Table 1: The left column shows types of backdoor attacks based on specific characteristics, middle column lists existing attacks of each type. Right-most column presents lessons we learn from evaluating one/two representative attacks (in bold) of each type.

| Attack characteristic/ type | Existing attacks of given type | Lesson from evaluations |
|-----------------------------|--------------------------------|-------------------------|
| Dirty label                 | DeHiB* [48], DL-Badnets [18], DL-Blend [7], Facehack [56] | Attack should be a clean-label attack, i.e., poisoning samples should be from backdoor target class. |
| Clean-label small trigger   | CL-Badnets [50], CL-Blend [7] | Trigger should span the entire sample/image to avoid cropping/covering by strong augmentations. |
| Clean-label adversarial samples | Narcissus [50], Label consistent [44], non-repeating trigger patterns, HTBA [34], SAA [42], Embedding [54] | Trigger should be noise-resistant and its pattern should be repetitive so that even a part of trigger can install a backdoor. |

Table 2: Impacts of existing backdoor attacks (Section 2.2) on various semi-supervised algorithms for CIFAR10 data. We poison 0.2% (100 samples) of all the training data. DeHiB* is the original attack with the knowledge of labeled training data $D^l$ while DeHiB is the attack without the knowledge of $D^l$.

| Algorithm | DeHiB* ASR (%) | DeHiB ASR (%) | CL-Badnets ASR (%) | LC ASR (%) | Narcissus ASR (%) |
|-----------|----------------|---------------|--------------------|------------|------------------|
| Mixmatch [3] | 22.0 | 1.0 | 9.1 | 1.1 | 2.2 |
| Remixmatch [2] | 10.9 | 0.9 | 0.0 | 0.0 | 0.0 |
| UDA [46] | 21.2 | 1.2 | 5.1 | 0.0 | 0.0 |
| Fixmatch [40] | 35.8 | 0.9 | 10.2 | 0.1 | 1.3 |
| Flexmatch [52] | 16.9 | 1.2 | 9.1 | 0.1 | 1.1 |

datasets in Figures 14, 15, and 16 in Appendix C. Our backdoor trigger pattern has three parameters: intensity $\alpha$, gap $g$, and width $w$. $\alpha$ is the intensity of the bright pixels in the trigger and intensity of the rest of the pixel is 0; $g$ is the distance between two adjacent set of bright pixels and $w$ is the width of each set of bright pixels. Note that the size of our trigger is the same as that of the sample and has a fairly repetitive pattern, hence it satisfies both Lessons-2 and 3.

To summarize our attack: we select a set of samples from the target class (to satisfy Lesson-1, poison them by adding the trigger to them, and inject these poisoned samples into the unlabeled data. As we will show in Section 5.1.1 (Table 3), with poisoning just 0.2% of the entire training data, this simple backdoor method injects backdoors in SSL models with close to 90% accuracy.

Finally, it is worth mentioning that, there are many possible triggers that follow aforementioned lessons, but choice of our specific trigger is based on various triggers patterns we investigated in our initial explorations (Figure 10). Furthermore, the choice of our simple yet effective backdoor attack method is a result of an extensive experimentation with various attack methods (and not just trigger patterns). In Appendix C.1, we discuss alternate attack methods we explored but found them unsuccessful at backdooring SSL.

4. Experimental setup

We evaluate our backdoor attacks using four datasets (CIFAR10, SVHN, CIFAR100 and STL10) commonly used to benchmark semi-supervised algorithms. Due to space limits, we defer the details of datasets, model architectures and hyperparameters to Appendix B.

4.1. Performance metrics

*Clean accuracy (CA) [18]* measures the accuracy of a model on clean test data without any backdoor trigger $T$. Backdoored models should have high CA to ensure that the backdoor attack does not impact their benign functionality to ensure the attack stealth.

*Backdoor attack success rate (ASR) [18]* measures the accuracy of a model on the backdoored test data from the non-target classes patched with $T$. For a successful backdoor attack, backdoored model should have high ASR.

*Target class accuracy (TA) [50]* measures the accuracy of the clean test data from the target backdoor class which does not contain any $T$. For a backdoored model, TA should be high to ensure the attack stealth.

5. Empirical Results

5.1. Our attacks effectively backdoor SSL

In this section, we demonstrate the superiority of our backdoor attacks over various baseline attacks in terms of three metrics from Section 4.1. Note that, we poison at most 0.2% of the entire unlabeled data, which is significantly lower than what prior attacks use, e.g., 10% in DeHiB [48, 49]. Backdoor injection at such low poisoning percentages is extremely challenging as we aim to backdoor the entire test data and not just a single sample as in [5].

5.1.1 High attack success rate (ASR)

In Table 3, “p%” column shows poisoning percentage and ASR columns show the results. Our backdoor attacks outperform all the baseline backdoor attacks by very large
Table 3: Impacts of backdoor attacks on various semi-supervised (SSL) algorithms (Section 2.1) under the unlabeled data poisoning threat model (Section 3.1). For all datasets, our attack (Section 3.4) significantly outperforms the baseline backdoor attack (DeHiB) against SSL and various clean-label attacks against supervised learning (Section 2.2). Best results are in **bold**.

| Algorithm | No attack | Attacked |
|-----------|-----------|----------|
| CA        | ASR       | TA       |
| STL10     | Mixmatch [3] | 91.4 | 0.0 | 95.4 | 0.2 | 94.5 | 5.4 | 93.8 | 94.5 | 0.0 | 96.1 | 94.4 | 3.2 | 95.0 | 30 | 93.2 | 85.7 | 95.8 |
| CL-Badnets | Mixmatch [4] | 91.7 | 0.0 | 90.6 | 0.2 | 91.2 | 4.1 | 90.6 | 91.9 | 0.9 | 91.1 | 91.3 | 1.1 | 91.0 | 40 | 86.4 | 86.2 | 87.9 |
| UDA [46]  | 88.1 | 0.0 | 77.5 | 0.2 | 88.1 | 5.5 | 77.1 | 89.0 | 0.1 | 77.9 | 88.5 | 1.7 | 77.4 | 30 | 88.6 | 57.1 | 80.4 |
| Flexmatch [52] | 88.7 | 0.0 | 86.1 | 0.2 | 92.2 | 13.1 | 86.6 | 92.1 | 0.0 | 86.9 | 92.0 | 2.2 | 86.2 | 30 | 91.8 | 92.4 | 87.3 |
| Fixmatch [50] | 88.5 | 0.0 | 96.3 | 0.2 | 88.9 | 1.2 | 96.9 | 86.1 | 0.0 | 96.7 | 86.8 | 2.2 | 96.4 | 30 | 83.9 | 50.1 | 96.6 |

**Note**: The original DeHiB attack makes an unrealistic assumption, i.e., access to the labeled portion of the training data. Hence, for a fair comparison, instead of exact $D'$, we assume that the attacker has some labeled data with same distribution as $D$. Margins for all combinations of datasets and algorithms. More specifically, for various settings, ASRs of our attacks are at least 80% more than ASRs of Narcissus and DeHiB attacks, while they are at least 60% more than clean label (CL)-Badnets attacks. Due to space limits, we discuss all the baseline attacks in Appendix A. For UDA + CIFAR10, ASR is 81.5% with poisoning just a 0.1% of training data.

Narcissus and DeHiB\(^3\) attacks achieve close to 0% ASR for most combinations of datasets and SSL algorithms. As discussed in Appendix A.3, this is expected because all SSL algorithms use strong augmentations which easily obfuscate the dynamic backdoor triggers of these attacks. CL-Badnets attack exhibits relatively higher ASR performances, which is due to the static pattern of its triggers. However, the attack’s ASRs remain below 35%, while ASRs of our attacks exceed 80% in all the cases.

5.1.2 Negligible impact on clean accuracy (CA)

“CA” columns in Table 3 show the results. First note that, as Table 6 shows, we use significantly more labeled data for MixMatch than for the other semi-supervised algorithms, and therefore, for some datasets, MixMatch achieves higher accuracy than ReMixMatch or FixMatch. Note from Table 3 that our attacks are highly stealthy as they reduce CA by less than 1.5%. Baseline attacks also reduce CA negligibly, but their ASRs are very low. Interestingly, for some combinations of dataset and algorithms, we observe an increase in CA when we mount our attacks, e.g., for CIFAR10 + FixMatch, CA increases from 91.1% in the benign setting to 93.5%, i.e., 2.4% absolute increase. We also observe that such CA increases generally accompany an increase in the target class accuracy (TA). This is because our attacks add a specific trigger to a subset of target class data and give the model an extra signal to better learn the target class. This improves the TA, and hence, also increases CA.

5.1.3 Negligible impact on target class accuracy (TA)

“TA” columns in Table 3 show the results. Our attacks remain stealthy with respect to TA as well, as they incur negligible (<3%) reduction in TA. The baseline attacks also do not reduce TAs, but their ASRs are very low. For STL10 + FlexMatch, we observe the maximum, 3%, reduction in TA. This is because the number of samples for a class that FlexMatch uses during training is inversely proportional to the confidence of the model on that class; the addition of backdoor trigger to the target class data increases the models’ confidences on the target class and reduces the target class data that FlexMatch uses for training. On the other hand, in some cases, TA increases as discussed above.

5.1.4 Why and how our attacks work against SSL?

Below, we explain why and how our attack backdoors SSL. For brevity, we limit our discussions to FixMatch and ReMixMatch on CIFAR10 data with target class, $y^t=7$, i.e., “horse”, but the insights apply to other SSL algorithms. **FixMatch**: FixMatch (as discussed in Section 3.2) uses the current model, $f_0$ and assigns hard pseudo-labels to unlabeled data, $D^u$, on which $f_0$ has high confidences. Hence,
Summary: Our backdoor attacks exploit the high performance of modern SSL algorithms: As our intuition hypothesized in Section 3.2, once they achieve high confidences on $y^t$, our attack forces $f_0$ to associate the simple trigger pattern of our attack with the target class, thereby installing the backdoor.

5.1.5 Additional effectiveness metrics

Visibility of backdoor trigger: The unlabeled data of SSL pipeline is never inspected, hence we believe that the visibility of our backdoor triggers is not a significant concern. Nevertheless, following [50], we measure the visibility of backdoor attack as the $L_\infty$-norm of their backdoor trigger $T$. The lower the $L_\infty$-norm of a trigger, the more stealthier the backdoor attack. Table 4 shows the $L_\infty$-norms of $T$ used for CIFAR10. We note that $L_\infty$-norm, i.e., visibility, of our attack is lower than that of all the baseline attacks. For many combinations of dataset and SSL algorithms, we need even lower $L_\infty$-norm triggers, e.g., to attack CIFAR10 with FixMatch, UDA and FlexMatch, we use $L_\infty=20/255$, while attack on CIFAR100 with FixMatch uses $L_\infty=10/255$.

Efficacy against strong augmentations: In this section, we show that our attacks not only work against SSL, but generally perform well against strong augmentations (SA). To this end, we evaluate CL-Badnets, Narcissus and our attack against supervised ML (SML) with and without SAs (we use RandAugment [10]) and provide results in Table 5 for CIFAR10 and CIFAR100. We poison 0.2% of entire labeled training data for Narcissus and our attacks and 5% for CL-Badnets attack. We note that although CL-Badnets works well against SML without SAs, it completely fails when we use SAs. On the other hand, our attack works well against SML with and without SAs. Interestingly, Narcissus also works against SML with SAs, but completely fails against SSL (Section 5.1.1 and Appendix A.3). This is because, unlike in SSL, in SML, Narcissus already has the target label for its poisoning data. To summarize, our static pattern backdoor attack is a general attack against strong augmentations and can serve as a building block of backdoor attacks on numerous learning paradigms that use strong augmentations, e.g., self-supervised learning [6].

5.2. Ablation study

(1) Impact of sizes of labeled training data ($D^l$): Figure 4 plots ASR, CA and TA for our backdoor attacks when we vary $|D^l|$. Due to resource constraints, we experiment with a subset of combinations from Table 3 and use trigger intensities as reported in Table 3 for the combinations.

We note that ASRs remain above 70% in almost all cases, however we observe a dataset dependent pattern: increasing $|D^l|$, ASRs first reduce and then increase for CIFAR10, but vice-versa for SVHN (Figure 11). We leave analyses of this phenomena to future work. For FixMatch, we observe that ASRs are almost always above 90%. This is because FixMatch has high TA and uses hard pseudo-labels, and hence, all poisoning data, $X^p$, is correctly pseudo-labeled as the backdoor target class, $y^t$. Consequently, the model learns to associate the trigger pattern with $y^t$. For CIFAR10 + ReMixMatch, we see that TAs are comparable to FixMatch but ASRs are lower. This is because ReMixMatch uses multiple regularizations, including mixup [53] that uses a convex combination of two randomly selected samples and their labels from training data to train the model.

Table 4: Backdoor attacks’ invisibility as $L_\infty$-norm of their trigger for CIFAR10. Stealthy attacks have small norms.

|       | CL-Badnets | Narcissus | FlexMatch | Ours |
|-------|------------|-----------|-----------|------|
| Train time | 0.00055 | 0.0025 | 0.00025 | 0.00025 |
| At test time | 0.00055 | 0.0025 | 0.00025 | 0.00025 |

CIFAR10 + FixMatch

Figure 3: Dynamics of our backdoor attacks: Initially, SSL assigns the backdoor target class $y^t$ as pseudo-labels to poisoning data. Then, our attack forces the model to learn simpler task of associating the backdoor trigger to $y^t$.

CIFAR10 + FixMatch

CIFAR10 + ReMixMatch

CIFAR10 + FixMatch

CIFAR10 + ReMixMatch

CIFAR10 + FixMatch

CIFAR10 + ReMixMatch
which reduces the effective trigger intensity and hence reduces the ASR. Due to space limits, we defer SVHN results and their discussion to Appendix C.

(2) Impact of backdoor target class \((y^t)\): Figure 5 plots ASR, CA and TA of our backdoor attacks for different backdoor target classes, \(y^t\); poisoning data \(X^p\) is 0.2% of the total training data.

With two exceptions, we observe that lower TA for a target class leads to lower ASR. For instance, in CIFAR10 with FixMatch, when \(y^t\) is 2 and 3, TAs are 72% and 65%, respectively. Due to low TAs, FixMatch assigns \(y^t\) to smaller proportions of \(X^p\), which reduces ASRs. Note that, Carlini [5] also observed that targeted attacks are more effective against better performing SSL algorithms. We observe similar phenomena for CIFAR10 with ReMixMatch and \(y^t\in\{3,5\}\), and SVHN with FixMatch and \(y^t\in\{3,5\}\). However, we observe that for some classes, e.g., CIFAR10 with FixMatch and \(y^t\in\{6,8\}\), TAs are high but ASRs are close to 65%. We suspect that this is because features of these \(y^t\)'s are too simple to learn, and hence, model correctly ignores the backdoor pattern. Finally, we note that for majority of classes, our attack’s ASRs remain above 60%.

(3) Varying the size of unlabeled poisoning data \((X^p)\): Figure 6 plots ASR, CA and TA for our backdoor attacks with varying \(|X^p|\). More specifically, we vary \(|X^p|\in\{0.1,0.15,0.2,0.3,0.4,0.5\}\%\) of the entire training data size. Here, we use labeled data sizes as in Table 6. For all three combinations of dataset and SSL algorithms that we study, we observe that having very small or very large \(|X^p|\) leads to relatively ineffective backdoor attacks. This is because at low \(|X^p|\), although almost all of the \(X^p\) get the target label, \(y^t\), they are not sufficient to install a backdoor in the target model. While, for large \(|X^p|\), not all of the \(X^p\) samples get \(y^t\) and some of them get arbitrary labels that are not \(y^t\). This forces model to associate a single trigger pattern with multiple labels and effectively model completely ignores the trigger, which reduces backdoor ASR.

Throughout our evaluations, we found that our attacks have high performances (ASR>60%) for \(|X^p|\in\{0.2,0.4\}\%\) of the entire training data size. Furthermore,
with these ranges, our attacks remain stealthy and do not significantly impact CA or TA of the backdoored models.

5.3. Defenses against backdoor attacks on SSL

Due to space limits, here we give highlights of our evaluations of efficacy of five existing backdoor defenses against our attack and defer detailed discussion to Appendix C.2; Table 7 and Figure 12 in Appendix C.2 show the results.

1. Fine-tuning (FT) and fine-pruning (FP) both can reduce ASR of our backdoor attack, however it comes at a significant reduction in CA of the resulting models.

2. Neural attention distillation (NAD) [24] performed best among the defenses we evaluate: for CIFAR10, NAD reduces ASR by 22.1% for FixMatch and by 23% for ReMixMatch, but it does not perform as well for SVHN. Nonetheless, even with NAD, our attack still raises significant concerns as its ASR against NAD is always > 60%.

3. Strip [17] works well when backdoor ASR is very high but for moderate ASRs ∈ [80, 90]%, it fails to detect backdoor. For instance, Strip successfully identifies over 90% of the backdoored test inputs, but it completely fails against CIFAR10 + FixMatch/ReMixMatch and SVHN + MixMatch.

4. Anti-backdoor learning [25] (ABL) completely fails against SSL, because, SSL training extensively uses strong augmentations, and hence, the unsupervised loss on poisoning unlabeled data remains almost the same as that on benign unlabeled data (Figure 13 in Appendix C.2).

How to defend SSL from unlabeled data poisoning? We find that some of the SOTA post-processing (FT, FP, NAD, Strip) or in-processing (ABL) defenses cannot defend SSL from our attacks. In other words, current SSL practice of using non-inspected unlabeled training data makes it highly vulnerable to poisoning. Hence, we argue for SSL to depart from its philosophy of not at all inspecting its unlabeled training data and pre-process the unlabeled data to thwart poisoning attacks. Such pre-processing can be tailored to our attack, e.g., check for existence of patterns that follow our three lessons, or check for any abnormal frequency artifacts [51]. We leave pursuing this direction to future work.

6. Conclusions

Semi-supervised learning (SSL) allows training on large unlabeled data without any inspection, thereby significantly reducing the cost of ML training. Unfortunately, as we show, this key feature can facilitate strong data poisoning attacks on SSL: a naive adversary, without any knowledge of training data or model architecture, can poison just 0.2% of the entire training data to install a strong backdoor functionality in SSL models. Our attack remains effective against various SSL algorithms and benchmark datasets, and even circumvents state-of-the-art defenses against backdoor attacks.

Note that, in contrast to numerous prior works [37, 48, 50, 44, 7, 4, 5, 29], in this work we considered a much weaker, hence more realistic, adversary. Due to our weak adversarial assumptions and simple attack methodology, all of the existing and future SSL applications can use our attack to measure and enhance their robustness against backdoor poisoning.

Backdoor attacks can have severe consequences in practice, e.g., gaining unauthorized access to a system [7] or denying services to minorities [38]. Hence, a major implication of our study is that real-world SSL applications cannot rely on non-inspected unlabeled data and must pre-process/inspect unlabeled training data and/or design SSL algorithms that are robust to unlabeled data poisoning.
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