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ABSTRACT
State-of-the-art deep learning models for food recognition do not allow data incremental learning and often suffer from catastrophic interference problems during the class incremental learning. This is an important issue in food recognition since real-world food datasets are open-ended and dynamic, involving a continuous increase in food samples and food classes. Model retraining is often carried out to cope with the dynamic nature of the data, but this demands high-end computational resources and significant time. This paper proposes a new open-ended continual learning framework by employing transfer learning on deep models for feature extraction, Relief F for feature selection, and a novel adaptive reduced class incremental kernel extreme learning machine (ARCIKELM) for classification. Transfer learning is beneficial due to the high generalization ability of deep learning features. Relief F reduces computational complexity by ranking and selecting the extracted features. The novel ARCIKELM classifier dynamically adjusts network architecture to reduce catastrophic forgetting. It addresses domain adaptation problems when new samples of the existing class arrive. To conduct comprehensive experiments, we evaluated the model against four standard food benchmarks and a recently collected Pakistani food dataset. Experimental results show that the proposed framework learns new classes incrementally with less catastrophic inference and adapts domain changes while having competitive classification performance.

INDEX TERMS
Food recognition, deep learning, open-ended continual learning, class incremental extreme learning machine, adaptive class incremental extreme learning machine, adaptive reduced class incremental kernel extreme learning machine.

I. INTRODUCTION
In the open-ended continual learning, the new images of existing classes arrive continuously, and novel classes always appear. Two types of incremental learning are an important component in open-ended continual learning: 1) Data incremental learning 2) Class incremental learning. The data incremental learning improves the recognition performance of existing classes and adapt domain changes using newly available images. In contrast, class incremental learning continuously gains knowledge from novel classes. Similarly, like the two aspects of learning in humans, these two types of incremental learning are necessary for acquiring new concepts and improving classification performance of existing classes.

This demonstrates the importance of open-ended continual learning in many real-world recognition problems, including food recognition as the dataset is dynamic, and new concepts of interest occur over time. Concerning the food recognition problem, the users upload food images from a smartphone belonging to existing classes and new classes each day. For existing classes, the class definitions vary between users, thus it is important to assume that users have different concepts of the same class. Analysis of the food datasets used for
evaluating the proposed framework also exhibits that there are high inter-class similarity, and intra-class variations among images (See Section 5). For new tags, there is no pre-defined limit for the food dataset due to “large vocabulary”. The recent rise in popularity of food on social media, TV shows, food blogs, etc. has led to the production of large amounts of new food tags also known as food porn [1]. All of this makes the food datasets open-ended and dynamic. Despite this, most of the conventional methods of food recognition assume fixed datasets and high diversity in the classes at the beginning. However, food recognition in real-world scenarios can be catered by the use of open-end continual learning, but there are challenges associated with open-ended learning, that need to be discussed.

The paper is organized as follows: In section 1.1, we described the problems of open-ended continual learning in context with food recognition. In section 1.2, we have discussed the main contribution of this study. Section 2 discusses state-of-the-art networks for food recognition. Section 3 presents the architecture of the framework in context with open-ended continual learning. It discusses the methodology to extract and select features and the novel method for classification. Section 4 presents the experimental results. The results demonstrate the superiority of the model as compared to existing approaches while satisfying the criteria of open-ended continual learning. Section 5 presents the discussion, which is followed by the conclusion in Section 6.

A. PROBLEM DEFINITION
Deep learning networks for food image classification have achieved state-of-the-art performance on various food datasets. Despite this, these models have assumed fixed datasets which have increased the gap between laboratory and real-world environment. Most of the image datasets in real life are open-ended and dynamic [2], [3]. However, a well-trained deep learning model tends to forget the previous information while learning new information — a concept known as catastrophic forgetting [4]. This means a model learned on fixed food datasets cannot be trained easily on additional samples of current food classes or new food classes without significantly affecting its previous performance. These two problems hinder the usage of deep learning models for open-ended continual learning.

To understand the catastrophic forgetting during incremental learning, two theories have been proposed. The first theory suggests that human plasticity decreases on neurons that have learned previous information. This decreased plasticity on neurons helps to retain previous information [5]. The second theory explains that human extracts high-level information and stores that information in different brain areas while retaining episodic memories [6]. By keeping in view these two theories, researchers have proposed techniques for deep learning methods to learn incrementally. They have used regularization parameters, images of previously learned classes, and support vectors. However, these methods have certain assumptions and trade-offs. At first, they cannot take the benefit of new samples of existing learned classes. Secondly, newly trained classes requires equal number of samples as initially prepared classes.

B. CONTRIBUTION OF STUDY
This paper aims to deal with the challenges faced in an actual environment. It has used transfer learning due to high generalization ability of pre-trained deep learning networks and determined the best network for extracting features from food images. To cater, for lack of datasets from various orientations, it uses online data augmentation during transfer learning. Experimental analysis has shown that online data augmentation has significantly enhanced the model ability to classify food images from different possible orientations. Secondly, this research work has used a Relief F method for ranking features, based on which it reduces the dimensions of extracted features. The redundant features increase the computational complexity of the model.

Finally, and importantly, to deal with the challenge of class incremental learning and domain adaptation, this paper has proposed a novel method using extreme learning machines. Among all the various neural based learning systems. This study has chosen extreme learning machines for classification due to their fast training and testing time while retaining competitive classification accuracy as compared to other learning methods [7], [8]. However, the experimental result shows that existing extreme learning machine methods are unable to continuously learn a large number of food classes. For this reason, this research work has proposed a novel adaptive reduced class incremental kernel extreme learning machine (ARCIKELM). It reduces the complexity of kernel matrix, has good generalization ability and can learn continuously new food classes with less catastrophic forgetting.

The contribution of this study are summarized as follows.
1) This work has determined a more accurate feature extraction method from ResNet-50, DenseNet-201, and Inception-Resnet-V2 for food recognition. It has evaluated the effect of online data augmentation during transfer learning for food recognition and determined that online data augmentation significantly improves model performance for various orientations. We have significantly reduced the feature dimension and training time by using the Relief F method.
2) This study has proposed a novel classifier for class incremental and data incremental learning by using extreme learning machine due to its fast training and testing time. It adjusts its architecture dynamically to reduce catastrophic forgetting when new food classes are added. For existing classes, it adapts to domain changes by learning sequentially and adding new neurons based on our proposed strategy.
3) A comprehensive experiment has been conducted to evaluate performance, catastrophic forgetting, and found that the proposed approach outperforms existing methods.

II. RELATED WORK
Most of the existing approaches for food recognition assume that the training dataset has all the classes and variations
within them. However, in a real-world setting, the limited number of classes and images of existing food classes are initially available. Therefore, the food recognition system must satisfy the criteria of open-ended continual learning. It should be able to learn new classes incrementally in real-time and does not need to store exemplary images dataset as this will increase the complexity of the model and data security concerns. The online learning should be considered to adapt variation in the existing class images. This section briefly discussed the present literature on food recognition in context with mentioned challenges. It includes a wide range of methods, from simple Euclidean distances to spatial pyramid convolution neural networks for food recognition. Finally, this section summarizes the research gaps of current approaches and the contribution of the proposed framework to existing literature.

A. DISTANCE BASED METHOD
Jackman et al. [9] used "color and wavelet texture features" and Mahalanobis distances for classification on the small “Pork and Ham” dataset. They achieved an accuracy of 100 percent. Ciocca et al. [10] extracted visual descriptors from patches and used a pre-trained k nearest neighbor for classification. They achieved an accuracy of 85% on the datasets gathered by them. Duan et al. [11] applied SIFT, Gabor BOF for extracting features from an image dataset and then the Euclidean distance is used for classification. Phetphoung et al. [12] used histograms of color in RGB, HSV color spaces and shape properties for extracting features. Finally, k nearest neighbor is used to classify sushi features on food dataset with a support vector machine for classification. Kawano and Yanai [23] developed a mobile application that uses a fisher vector to encode HoG patches and color patches. Almahrabi et al. used support vector machine for classification on 80 classes and achieved an accuracy of 80%. Tammachat et al. [24] focused on Bag-of-Feature (BOF) of Segmentation based Fractal Texture Analysis (SFtA) and color histogram for feature extraction. They have used a support vector machine for classification on 40 different types of Thai food with an accuracy of 70%. Velvizhi et al. studied surf bag of words for feature extraction and support vector machine for classification of 11 food classes. Zheng et al. [25] concatenated codebook of color and D-Sift features and achieved an accuracy of 70.84% on the UECFOOD100 data set using a linear support vector machine. Bosch et al. [26] built an ensemble classifier by using global and local feature extraction methods. They have used a support vector machine with the voting-based method for late decision fusion classification. They achieved an accuracy of 86.31% on 39 food classes. Miyano et al. [27] exploited the bag of the feature using local and color features from images and support vector machine for classification. Nguyen et al. [28] experimented using SIFT and shape context descriptors on PFID dataset. They used a support vector machine for classification and have achieved an accuracy of 68%. Farinella et al. [29] used consensus vocabulary with a bag of visual words and support vector machines for classification on the PFID dataset. They achieved an accuracy of 79.20%. Yang et al. [30] classified pairwise local features of PFID dataset using support vector machine and have achieved an accuracy of 80% on the PFID dataset. Kusumoto et al. [31] used hybrid aggregation of sparse color and edge histogram features and support vector machine for classification. They have achieved an accuracy of 30% on the PFID dataset and 85% on 300 images of 10 classes of dataset gathered by them. Pouladzadeh et al. [32] extracted features by using the edge detection method and counting the pixel in the region of interest. Finally, they used a support vector machine for classification and achieved an accuracy of 92.21% on 20 food classes of dataset gathered by them. Matsuda and Yanai [33] have used Gabor texture features from the selected region, SIFT-BOF, and Color-SIFT with the spatial pyramid. For final classification, they explored multiple kernel support vector machines and achieved an accuracy of 65.2% on the Japanese food data set. Their work is important in the area of food recognition as authors studied the classification of multiple foods in an image. Ruz et al. [34] used color, hue and multiple types of ”sift” features for classifying restaurant food images using a support vector machine. Their work has also explored GPS position for identification of the restaurant where the photo was taken and automatically retrieving the available menu from the internet.

B. PROBABILISTIC MODEL AND DECISION TREE
There are several methods which have explored decision tree methods for food classification. Bossard et al. [14], have used random forest for classification and have achieved an accuracy of 50.71% on the food 101 dataset. Wang et al. [15] developed a mobile application by using the recursive Bayesian model. Herranz et al. [16] focused on a probabilistic model for the classification of restaurant images and dishes dataset. All of the existing probabilistic model and decision tree approaches uses fixed dataset and does not take into account open-ended continual learning.

C. SUPPORT VECTOR MACHINE
Support vector machine for food classification has been studied extensively. There are many variants of support vectors with different feature extraction methods. Few of these methods have also been integrated with mobile applications. These methods do not, however, satisfy the criteria of open-ended continual learning proposed in this work. Puri et al. [17], Zhu et al. [18], Anthimopoulos et al. [19], Sasano et al. [20] and Joutou and Yanai [21] studied support vector and multiple vector kernel support vector using color and texture features. Luo et al. [22] explored nutrition and texture features on food dataset with a support vector machine for classification. Kawano and Yanai [23] developed a mobile application that uses a fisher vector to encode HoG patches and color patches. Almahrabi et al. used support vector machine for classification on 80 classes and achieved an accuracy of 80%. Tammachat et al. [24] focused on Bag-of-Feature (BOF) of Segmentation based Fractal Texture Analysis (SFtA) and color histogram for feature extraction. They have used a support vector machine for classification on 40 different types of Thai food with an accuracy of 70%. Velvizhi et al. studied surf bag of words for feature extraction and support vector machine for classification of 11 food classes. Zheng et al. [25] concatenated codebook of color and D-Sift features and achieved an accuracy of 70.84% on the UECFOOD100 data set using a linear support vector machine. Bosch et al. [26] built an ensemble classifier by using global and local feature extraction methods. They have used a support vector machine with the voting-based method for late decision fusion classification. They achieved an accuracy of 86.31% on 39 food classes. Miyano et al. [27] exploited the bag of the feature using local and color features from images and support vector machine for classification. Nguyen et al. [28] experimented using SIFT and shape context descriptors on PFID dataset. They used a support vector machine for classification and have achieved an accuracy of 68%. Farinella et al. [29] used consensus vocabulary with a bag of visual words and support vector machines for classification on the PFID dataset. They achieved an accuracy of 79.20%. Yang et al. [30] classified pairwise local features of PFID dataset using support vector machine and have achieved an accuracy of 80% on the PFID dataset. Kusumoto et al. [31] used hybrid aggregation of sparse color and edge histogram features and support vector machine for classification. They have achieved an accuracy of 30% on the PFID dataset and 85% on 300 images of 10 classes of dataset gathered by them. Pouladzadeh et al. [32] extracted features by using the edge detection method and counting the pixel in the region of interest. Finally, they used a support vector machine for classification and achieved an accuracy of 92.21% on 20 food classes of dataset gathered by them. Matsuda and Yanai [33] have used Gabor texture features from the selected region, SIFT-BOF, and Color-SIFT with the spatial pyramid. For final classification, they explored multiple kernel support vector machines and achieved an accuracy of 65.2% on the Japanese food data set. Their work is important in the area of food recognition as authors studied the classification of multiple foods in an image. Ruz et al. [34] used color, hue and multiple types of ”sift” features for classifying restaurant food images using a support vector machine. Their work has also explored GPS position for identification of the restaurant where the photo was taken and automatically retrieving the available menu from the internet.
Kusumoto et al. [31] applied discriminant feature extraction based on sparse encoding on the RFID dataset and performed classification using support vector machine. Overall, existing SVM based methods and its variant for food recognition have mainly focused on feature engineering. There is no method which addresses the open-ended continual learning challenges.

D. CONVOLUTIONAL NEURAL NETWORK
Wang et al. [15] explored the partially asymmetric multi-task convolutional neural network. They experimented on 24,690 food images of 100 classes of restaurants and dishes. Heravi et al. [35] applied Spatial Pyramid Convolutional Neural Network which they have evaluated on their gathered dataset and achieved an accuracy of 94%. Kawano and Yanai [23] focused on developing mobile applications and implemented a deep convolution method for classification. They achieved an accuracy of 72.26% on UECFOOD100 dataset. Tanno et al. [36] worked on a convolutional neural network for classification of their food image dataset. Liu et al. [37] explored deep learning for food classification and achieved a competitive accuracy. Myers et al. [38], Zhang et al. [39], Subhi and Ali [40], Yanai and Kawano [41], Christodoulidis et al. [42] Wu et al. [43] focused on different variations of deep learning for classification of food data sets. Some of these studies generated their own food datasets while other studies used already available food benchmarks for evaluation of their proposed approaches. However, the convolutional network softmax function used for classification has fixed architecture, and cannot address the challenges of open-end learning.

E. EXTREME LEARNING MACHINE
Recent studies have explored extreme learning machine for food classification due to fast training time and good performance [44]. Supervised Extreme Learning Committee, uses multiple kernel extreme learning as committee members. It takes features of colors, shape, texture, and predict multiple results. The Structured SVM, which acts as a supervisor, gives the final output. Their method uses full kernel matrix and batch learning and does not address issues of open-ended continual learning.

An extensive literature review has established the fact that most of the existing methods for food recognition used fixed class datasets, cannot incrementally learn new classes, and unable to adapt to domain variations. The only method which partially addresses this issue is proposed by [45]. However, their framework has limitations as they have to extract features from all the previous data and retrain the model. The calculation cost and computational resources associated with retraining are high which makes their approach less favorable. The framework proposed in this study contributes to the existing literature by addressing these challenges. It takes into account the high generalization ability of deep features and replaced fixed class softmax classifier with the classifier based on extreme learning machine. It uses extreme learning machine due to its fast training time. However, existing methods of extreme learning machine cannot learn continuously. For this reason, we have proposed a novel classifier that can learn continuously and adapt domain changes. We have briefly discussed our approach in the following sections.

III. THE APPROACH
A. SYSTEM OVERVIEW
The proposed framework takes into account two attributes of open-ended learning 1) Class incremental learning 2) Data incremental learning. It consists of three modules A. Feature extraction module B. Feature selection and C. Classification. Fig. 1 show the flow chart of the proposed architecture. During a training period, each incoming image is given to the selected deep feature extractor module that extracts the features. They are then ranked using the Relief F method, and the best features are chosen based on our proposed strategy. The selected features from the Relief F method are considered as the final representation of the image. Although, the extracted features from the deep model have good generalization ability. The fixed class architecture softmax for final classification does not take advantage of this ability. This study uses novel ARCIKELM which learns from these representations while satisfying both criteria of open-ended continual learning. It adds new output and hidden neurons when image representations belong to the novel class. In case they are from existing classes, it updates the model sequentially by our proposed strategy and only adds new hidden neurons when required.

During the classification stage, the features are extracted from the test image by using the same deep feature extractor. The best representations are chosen based on the ranking of the features from the Relief F method. Finally, ARCIKELM makes the final decision.

B. IMAGE FEATURE REPRESENTATION
Deep learning models for food recognition can learn the best image representations and eliminate the need for handcraft feature extraction process which is based on prior knowledge. Our proposed framework applies transfer learning with online
Data augmentation on pre-trained image-net deep model which is then used to extract features. In transfer learning a model created for one task is used again as the base point for a second task. When modeling the second task, it enables for fast advancement and enhanced results. It is prominent in deep learning for feature extraction because the training of the model from scratch requires specialized computational resources such as GPU and long training time. This is the major hindrance for real-time incremental learning. However, various studies have shown a high generalization ability of deep features from pre-trained models on generic datasets [46] such as ImageNet. It is also beneficial for learning a novel classes. To determine the best architecture of a model for food feature extraction, we have explored three state-of-the-art deep learning networks, ResNet-50 [47], DenseNet-201 [48], and Inception ResNet-V2 [49]. The ImageNet weights initialize the models. They then are fine-tuned using food datasets and the resultant model is used for feature extraction. The experiment section has discussed the results.

In the following sub-section, we present types of online data-augmentation used during transfer learning.

1) DATA AUGMENTATION

Data augmentation generates transformed versions of pictures that are in the same class as the initial picture in the training. Transformations include a variety of image processing activities like zoom, horizontal shift, rotation, etc. The objective is to add fresh, credible instances to the training. This implies, creating different variants of training that the model is highly likely to detect. For example, the horizontal flip of food is a plausible scenario because the picture could be taken in either direction. However, the vertical flip of food would produce a useless result as a picture of food turned upside down does not make any sense. The study has applied ‘shifting’, flip, zoom range, Channel Shift Range and fill mode. They are explained in the following paragraph.

In shifting, image pixels are moved in the horizontal or vertical direction. The group of pixels which are deleted in one region is copied into another region of the image. This study uses both horizontal and vertical shifts. Flipping includes inverting the rows or columns of pixels. The vertical flip reverses the columns of pixels and the horizontal flip reverses the rows of the pixel. The experiments have investigated the horizontal flip as a vertically flipped image of food does not make any sense. In zoom augmentation, the picture is zoomed in or out, either by adding fresh pixel values around the picture or by interpolating pixel values respectively. It is important for food images as various users take images at different zoom levels. Channel shifting is the method of capturing the pixel’s red, green or blue values in a picture and adding those values to pixels in distinct positions in the picture. The experiments have shifted channel by 30 degrees using online data augmentation. Finally, in the fill augmentation, fresh pixels are introduced in the picture that is not included in the initial picture boundaries. For example, after rotation black area in the corners would be added in the picture that was not included in the original picture. The Fill mode specifies how we manage these regions. This is handled by either using a constant values method or default method. The constant value is applied to all the new pixels and sub-pixels. In the method, all the new pixels are either given the black value or white. To fill the area with black, 0 is set as the default value and to fill the area with a white, default value is set as 1. Fig.2 illustrates the different modes of online data augmentation applied in this study on a randomly selected food image.

The results in the experimental section discuss in detail the impact of data augmentation. Based on the results in the experimental section, the proposed framework has used Inception-Resnet-V2 for feature extraction after applying transfer learning with online data augmentation. It is the first step in the food recognition process. The next section explains Feature selection.

C. IMAGE FEATURE SELECTION

The extracted features from the deep learning model have a very high dimension and there are only subsets of features that are relevant in determining the results. These low ranked features increase the computational complexity of classifiers. This study uses Relief F to rank features and selects the best features. It is the only algorithm for detecting feature dependencies that do not search through feature combinations but uses the concept of the nearest neighbor to detect feature dependencies [50]. This study has evaluated three configurations for selection of features and determined which configuration has higher accuracy and less training time for food. Finally, for classification purposes, it has used the best configuration. The experimental section presents the results of the feature selection.

D. CLASSIFICATION METHODS

The final step in our proposed model is incremental learning and recognition. Most of the existing studies use batch learning approaches for the classification of food, which requires fixed classes, making them unsuitable for real-time settings. This paper evolves the knowledge in the area of extreme
learning machines for continuous recognition of food dishes. For this purpose, this study has proposed a novel method that learns incrementally with less training time, higher accuracy, and better generalization ability. This section has discussed the basics of class incremental extreme learning machine, followed by our proposed method. The notations for symbols and acronym definition in this paper are summarized in Table 1 and Table 2.

**TABLE 1. Notation definition.**

| Symbol | Description |
|--------|-------------|
| $X_o$, $X_n$ | Observed samples of based and new classes |
| $k_o$, $k_n$ | Initial kernel and updated kernel matrix |
| $\beta^{(n)}$ | Initial output weights and updated output weights |
| $M$ | Transformation matrix |
| $N$ | Neuron eligibility matrix |
| $\mu_t$ | Membership value |

**TABLE 2. Acronyms definition.**

| Symbol | Description |
|--------|-------------|
| ELM | Extreme learning machine |
| KELM | Kernel extreme learning machine |
| CIELM | Class incremental extreme learning machine |
| ACIELM | Adaptive class incremental extreme learning machine |
| ARCIELM | Adaptive reduced class incremental kernel extreme learning machine |

1) CLASS INCREMENTAL ONLINE SEQUENTIAL EXTREME LEARNING MACHINE

CIOSELM addresses the problem of continuous learning in extreme learning machine [51]. At first, an ELM [52] base classifier is trained on initially available classes known as ELM_1. When the new class arrives, ELM_1 is adapted to a new classifier ELM_2 by using an incremental algorithm and labeled data of new and old classes. The structure of ELM changes and the network will add output neurons.

The mathematical derivation is as follows. At first, in correspondence with the ELM algorithm, after the training phase of a dataset of d is completed, the output of weight is calculated by Equation (1).

$$\beta_0 = k_o^{-1}H_0^T T_0$$

where,

$$H_0 = \begin{bmatrix} G(a_1, b_1, x_s) & \cdots & G(a_1, b_1, x_1) \\ \vdots & \ddots & \vdots \\ G(a_1, b_n, x_n) & \cdots & G(a_n, b_n, x_s) \end{bmatrix}$$

and $T_0 = \begin{bmatrix} t_1^1 \\ \vdots \\ t_n^1 \end{bmatrix}$ and $K_0 = H_0^T H_0$

From new class dataset, $H_1$ is computed by use of the Equation (3)

$$H_1 = \begin{bmatrix} G(a_1, b_1, x_s^1) & \cdots & G(a_1, b_1, x_s^1) \\ \vdots & \ddots & \vdots \\ G(a_1, b_n, x_s^s) & \cdots & G(a_n, b_n, x_s^s) \end{bmatrix}$$

Now, the number of samples in $T_1$ is represented by $m+1$-dimension Equation (4), where $m$ is the number of columns in $T_0$

$$T_1 = \begin{bmatrix} 0 & \cdots & 0 & 1 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & 1 \end{bmatrix}$$

After combining d and s datasets, $\beta_1$ is calculated by use of Equation (5)

$$\beta_1 = K_1^{-1} \begin{bmatrix} H_0^T \\ H_1^T \\ T_0 \cdot M \end{bmatrix}$$

where $M$ is a transformation matrix and is denoted by Equation (6).

$$M = \begin{bmatrix} 1 & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 1 & 0 \end{bmatrix}$$

It can be seen that $\beta_1$ is calculated through incremental learning without providing previous dataset.

The method has enabled extreme learning machines to incrementally learn new classes. However, it has numerous drawbacks [51]. The significant drawback is a fixed number of hidden neurons. This increases the plasticity of neurons and results in catastrophic forgetting. When new classes arrive, there are more neurons required to handle new incoming data. However, a fixed number of neurons in it results in under fitting. Similarly, when a large number of hidden neurons are given initially, it results in overfitting of data. Adaptive CIELM [53] has addressed this problem. However, extensive experimentation carried out by this paper show that their method is not stable. We suspect that this is because of the poor generalization ability, due to random input weights.

![Class incremental extreme learning machine](image)

**FIGURE 3. Class incremental extreme learning machine.**

2) ADAPTIVE REDUCED CLASS INCREMENTAL KERNEL EXTREME LEARNING MACHINE

By keeping in view the existing problems, this study has proposed a novel method that is based on reduced online
incremental new class data arrives, time instance at which the neuron is activated. Eligibility Matrix’, which is denoted by \( N \). It contains the last transformation matrix. As a result, total number of output updates the existing output weights by multiplying it with \( \beta \):

\[
k_b = K (x_b, x_b)
\]

and then the initial output weight on training classes is computed by Equation (8).

\[
\beta^{(b)} = G_b K_b^T T_b
\]

where,

\[
G_b = \left( I/C + K_b^T K_b \right)^{-1}
\]

and \( T_b = [t_1, \ldots, t_n] \)

The algorithm also initiates the dynamic matrix ‘Neuron Eligibility Matrix’ which is denoted by \( N \). It contains the last time instance at which the neuron is activated.

\( b: \text{ADDING NEW CLASS} \)

Suppose, another new class data arrives, \( N_n = \{(x_i, t_i)\}_{i=N_n+1}^{N_n+N_{n+1}} \). It randomly selects the 10 percent of data from new class and updates the existing output weights by multiplying it with transformation matrix. As a result, total number of output neurons in the network is increased by 1. The output neurons in the previous beta is updated by using Equation (10).

\[
\beta^{(n)} = \beta^{(b)} \cdot M
\]

where, \( M \) is the transformation matrix,

\[
M = \begin{bmatrix}
1 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & 0 \\
0 & \cdots & 1 & 0
\end{bmatrix}
\]

After that, hidden neurons for newly added class will be added to the network by use of ‘Growing hidden Neuron’ methodology which is explained in section below. The number of hidden nodes which is added to the network cannot be more than the incoming data. Finally, the ‘Neuron Eligibility Matrix’ is updated and its size should become equivalent to the total number of neurons in the kernel matrix.

\( c: \text{SEQUENTIAL LEARNING} \)

In case, when the data of existing classes in the network arrives

\[ N_{e} = \{(x_i, t_i)\}_{i=N_e+1}^{N_e+N_{e+1}} \]. At first, the multidimensional Gaussian function is used to measure the similarity by using equation (12), due to its simplicity and wide usage in a range of applications.

\[
\mu_{ih} = \exp \left( -\frac{|x_i - c_h|^2}{2\sigma^2} \right) ; \quad i = 1, \ldots, N; \quad h = 1, \ldots, L
\]

where \( \mu_{ih} \) is the membership value, \( 0 \leq \mu_{ih} \leq 1 \). In it \( \sigma \) is the spread of radius and \( c_h \) is the hth vector of kernel matrix. The membership function is used to measure the similarity between sample \( x_i \) and the hth vector of kernel matrix. When the incoming vector is close to the neurons in the kernel matrix, its membership degree is high. On the other hand, when it is away from existing neurons, then its membership value will be low. Based on the membership value it will analyze whether the network needs to add new neuron or update the existing network. The brief description of these two processes is described below. After this, if there are any redundant neurons, they are removed from the network and the ‘Neuron Activation Matrix’ will be updated.

\( i) \text{ANALYZE IF NEW HIDDEN NODE REQUIRED} \)

To check whether new hidden neuron is required during sequential learning, it determines the vector \( h_0 \) in kernel matrix which has maximum fuzzy membership value with input vector by use of the Equation (13) and Equation (14).

\[
\mu^{h_0} (x (k)) = \max_{1 \leq h \leq H} \left| \mu^h (x (k)) \right|
\]

where \( x(k) \) represents the data at kth sequence.

\[
h_0 = \arg \max_{1 \leq h \leq H} \left| \mu^h (x (k)) \right|
\]

When the maximum fuzzy membership \( \mu^{h_0} \) is equal to zero or less than predefined threshold, then the existing kernel matrix is not enough. As a result, kernel matrix is updated, and the new neuron is added. The new hidden node will be added to the network by using growing neuron methodology. In case the fuzzy membership is greater than zero or predefined threshold, it will not add new neuron to kernel matrix and updates the network and ‘Neuron Activation Matrix’.

\( ii) \text{UPDATING OF NETWORK} \)

When no new hidden neurons are added, the network needs to be updated. The output weight \( \beta(n) \) then becomes

\[
\beta^{(n)} = Z_{n-1}^{-1} \begin{bmatrix} K_e \\ K_n \end{bmatrix}^T \begin{bmatrix} T_e \\ T_n \end{bmatrix}
\]

where,

\[
Z_n = \frac{I}{C} + \begin{bmatrix} K_e^T \\ K_n \end{bmatrix}^T \begin{bmatrix} K_e \\ K_n \end{bmatrix}, \quad K_e = K (X_e, X_L)
\]

For sequential learning of data chunk \( \beta^n \) is expressed as a function of \( \beta^n, Z_n, K_e \) and \( T_n \). Now \( Z_n \) can be written as,

\[
Z_n = \frac{I}{C} + \begin{bmatrix} K_e^T K_e \\ K_n \end{bmatrix} \begin{bmatrix} K_e \\ K_n \end{bmatrix} = Z_e + K_n^T K_n
\]
Similarly, when the \((K + 1)\) chunk of data arrive \(N_{k+1} = \{(x_i, t_i)\}_{i=(\sum_{j=0}^{k} N_j)+1}^{\sum_{j=0}^{k+1} N_j}\). In it \( k \geq 0 \) and \( N_{k+1} \) represents total observations in the \((k+1)\)-th chunk, assuming this we have:

\[
Z_{k+1} = Z_k + K_{k+1}^T K_{k+1}
\]

\[
\beta^{k+1} = \beta^{(k)} + Z_{k+1}^{-1} K_{k+1}^T \left( T_{k+1} - K_{k+1} \beta^{(k)} \right)
\]

where,

\[
K_{k+1} = K(X_{k+1}, X_L), X_{k+1} = \{X_i\}_{i=(\sum_{j=0}^{k} N_j)+1}^{\sum_{j=0}^{k+1} N_j}
\]

\[
T_{k+1} = \left[ \begin{array}{c} T_k^T \\ \vdots \\ T_{k+1}^T \end{array} \right]_{(\sum_{j=0}^{k} N_j)+1}
\]

And 

\[
Z_{k+1}^{-1} \text{ relative of } Z_{k+1} \text{ will be used for computing } \beta^{k+1}. \text{ It is then derived by use of woodbury equation as follows.}
\]

\[
Z_{k+1}^{-1} = (Z_k + K_{k+1}^T K_{k+1})^{-1}
\]

\[
= Z_k^{-1} - Z_k^{-1} K_{k+1}^T (K_{k+1} Z_k^{-1} K_{k+1})^{-1} K_{k+1}^{-1} Z_k^{-1}
\]

Let \( G_{k+1} = K_{k+1}^{-1} \) then \( \beta^{k+1} \) can be computed as follows:

\[
G_{k+1} = G_k - G_k K_{k+1}^T (I + K_{k+1} G_k K_{k+1}^T)^{-1} K_{k+1} G_k
\]

\[
\beta^{k+1} = \beta^{(k)} + G_{k+1} K_{k+1}^T \left( T_{k+1} - K_{k+1} \beta^{(k)} \right)
\]

### iii) ANALYZE IF EXISTING HIDDEN NODES SHOULD BE REMOVED

In this step, algorithm determines the elements in ‘Neuron Activation Matrix’ which has minimum value. This will determine the neuron which are not activated in the near past for last \( k \) new incoming vectors. It will check based on class imbalance ratio weather these neurons belong to minority class or majority class. If these neurons belong to majority class, the algorithm considers these neurons as redundant neurons and deletes it from the network as described in the following section. The algorithm prevents the neurons of minority class to be deleted as it can result in complete loss of information related to that class.

### iv) DELETION OF REDUNDANT NEURONS

When the algorithm has decided to delete the redundant neuron \( h_r \) from the network. The corresponding row in the ‘Neuron Activation Matrix’ \( N^{hr} \), Output Weights \( \beta^{hr} \) will be deleted. Table 3 has described the methodology to delete neurons from G matrix

| TABLE 3. Pruning of G matrix. |
|--------------------------------|
| **Input**          | G matrix, p: index of neuron to be pruned |
| **Output**         | Pruned G Matrix |
| **Steps**          |
| 1. Remove the p'th element from G Matrix and place it in front |
| 2. \( N = \text{size of G Matrix} \) |
| 3. \( G = G(2N, 2N) \) |
| 4. \( F = G(1:N, 1) \) |
| 5. \( e = G(1,1) \) |
| 6. \( G = G - f \cdot f' \cdot e \) |

### v) UPDATING OF NEURON ACTIVATION MATRIX

If the algorithm has not added any neuron to the network, the ‘Neuron Activation Matrix’ is updated by using Equation (26).

\[
N^{ko} = k
\]

\( k \), represents the last incoming data vector and \( h_0 \) is the neuron which has maximum membership value and is calculated by Equation (14).

### d: GROWING HIDDEN NEURONS

The incremental growth of hidden neurons is proposed by [53]. This study has used the kernel matrix instead of using random weights. The experiment demonstrated that the kernel matrix for growing hidden neurons can increase network stability and generalization ability. According to it, when additional hidden neurons are added then it has to minimize.

\[
\left[ \begin{array}{c} K_e \\ K_n \end{array} \right] \beta - \left[ \begin{array}{c} T_e \\ T_n \end{array} \right]
\]

where,

\[
K_n = K(X_n, X_L) \text{ and } Z_n = K(X_n, X_n)
\]

\( Z_e \) is the zero block matrix and \( Z_n \) is the output matrix of newly added hidden nodes. Thus, we have:

\[
\beta^{(n)} = G_n^{-1} \left[ \begin{array}{c} K_e \\ K_n \end{array} \right]^T \left[ \begin{array}{c} T_e \\ T_n \end{array} \right]
\]

And

\[
G_n = \left[ \begin{array}{c} K_e \\ K_n \end{array} \right]^T \left[ \begin{array}{c} K_e \\ K_n \end{array} \right] = \left[ \begin{array}{c} G_n \end{array} \right]^T \left[ \begin{array}{c} Z_e^T \ Z_n \\ Z_n^T \ Z_n \end{array} \right]
\]
where $G_T = K^T e K e = P^{-1}$, $\beta^{(e)} = (K^T e K e)^{-1} K^T e T e$ and $G_n = G_e + K^T_n K_n$.

By reformulating Equation (27) to:

$$
\begin{bmatrix}
K_e \\
Z_n
\end{bmatrix}
\begin{bmatrix}
T_e \\
T_n
\end{bmatrix}
= 
\begin{bmatrix}
K^T e T e + K^T_n T_n \\
Z^T_n T_n
\end{bmatrix}
= 
\begin{bmatrix}
G_n \beta^{(e)} - K^T e K e \beta^{(e)} + K^T_n T_n \\
Z^T_n
\end{bmatrix}
= 
\begin{bmatrix}
G_1 \\
G_2
\end{bmatrix}
$$

(31)

After, applying block inversion matrix the equation becomes:

$$
P_n = 
\begin{bmatrix}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{bmatrix}
= 
G_n^{-1}
= 
\begin{bmatrix}
G_n \\
Z^T_n K_n \\
Z^T_n Z_n
\end{bmatrix}^{-1}
$$

(32)

The equation can be revised to:

$$
\beta^{(n)} = 
\begin{bmatrix}
U \\
D
\end{bmatrix}
= 
\begin{bmatrix}
P_{11} G_1 + P_{12} G_2 \\
P_{21} G_1 + P_{22} G_2
\end{bmatrix}
$$

(33)

The schulur component of $G_n$ is $S = Z^T_n Z_n - Z^T_n K_n P_n K^T_n Z_n$ and the matrix $P_n = G_n^{-1}$ is invertible when $S$ is invertible.

Based on the above derivation, the incremental growth of hidden neurons is calculated by Equation (34) and Equation (35).

$$
P_{11} = P_n + P_n K_n Z_n e^{-1} Z^T_n K_n P_n
$$

$$
P_{12} = -P_n K^T_n Z_n S^{-1}
$$

$$
P_{21} = -S^{-1} Z^T_n K_n P_n
$$

$$
P_{22} = S^{-1}
$$

(34)

$$
U = \beta^{(e)} + P_n K^T_n \left( I + Z_n S^{-1} Z^T_n \left( K_n P_n K^T_n - I \right) \right)
$$

$$
D = -S^{-1} Z^T_n K_n \left( \beta^{(e)} + P_n K^T_n \left( T_n - K_n \beta^{(e)} \right) \right) + S^{-1} Z^T_n T_n
$$

(35)

3) RELATION TO ACIELM

The ARCIKELM algorithm inherits core features from Adaptive CIELM. Like Adaptive CIELM, it can learn sequentially, add new neurons, handle new classes. However, important variations exist between them. Table 4 represents the proposed algorithm.

4) HANDLING OF CATASTROPHIC FORGETTING

The theory of human plasticity states that decreasing plasticity on neurons helps to retain prior knowledge [5]. By keeping this in view, the proposed classifier adapted continuously based on incoming data. It creates hidden neurons Equation (34), output neurons and adjusts existing neurons to handle novel classes and images Equation (24) Equation (25). The formation of new neurons decreases plasticity for old neurons and reduces the catastrophic forgetting of previously learned information. During sequential learning, when novel images of existing class arrives it computes a fuzzy relationship with the existing neurons and adds new neuron when the fuzzy relationship is less than a specific threshold. This helps in retaining the previous concepts and learning new variations in existing classes. Experimental results in this study also showed that fixed hidden neurons in CIELM results in increased catastrophic forgetting during open-ended learning.

### IV. EXPERIMENTS AND RESULTS

In this section, this study discusses food datasets, implementation, along with the details analysis of each phase of the proposed framework on these datasets. The proposed framework has three modules. A) Feature extraction B) Feature Selection C) Classification. Based upon, that the experiments are categorized into three major parts. In the first experiment, the study determines the best feature extractor for food datasets from state-of-the-art deep learning networks and determine the impact of online data augmentation during transfer learning. The second experiment is to study the reduction in classification time by using Relief F for feature selection.

The third experiment investigates the performance of novel ARCIKELM classifier against existing extreme learning machines based approaches. In the first part of this
experiment, the paper evaluated classification measures, and in the second part, the study evaluated catastrophic forgetting measures. After that, the paper discusses the results of the stability analysis of the novel classifier as compared to ACIELM. Finally, we have compared the proposed framework with other approaches for food recognition.

A. DATASETS
To evaluate the proposed approach this research has used four existing food databases that are widely used by researchers. Besides that, this study has collected the Pakistani Food dataset. This section briefly describe important components of the datasets used for experimentation.

1) UECFOOD100
The dataset “UECFOOD100” contains 100 different sorts of food photographs. Each food photo has a bounding box, which indicates the location of the food item in the photo. Food categories in this dataset are mainly famous foods in Japan. Therefore, some categories might not be common to people from other countries than Japanese [55]. Fig. 4 displays inter-class similarity and intra-class variations of the UECFOOD100 dataset.

2) FOOD101
It contains 101,000 real-world images divided into 101 food classes. Fig. 5 show that there are visually and semantically similar food classes such as Apple pie, bread pudding, baklava, carrot cake Discriminative Components with Mussels, Onion rings, Paella, Edamame, Risotto, Bibimbap, Omelets, Lobster bisque, Eggs benedict, Macarons and much, etc. Besides domain adaptation, it poses a challenge for incremental learning due to a large number of food categories.

3) UECFOOD256
“UECFOOD256” has 256 classes of food photos. The food portion in the picture has bounded boxes. Most of the classes in the dataset are famous foods in Japan and other countries. Some food classes are only known to Japanese [56]. UECFOOD256 has a large number of categories that poses the challenge for the incremental learning algorithm. Fig. 6 show the domain adaption challenge in UECFOOD256 due to inter-class similarity and intra-class variations.

4) PFID
This dataset has 1388 food images from 15 different categories. It is gathered from various chains and includes pizza, salads, and burgers. The dataset has three instances and every instance in the restaurant setting has four still images with wrappers and without wrappers. Besides that, it includes six still images in a lab environment, stereo images, and the 360-degree video of food on turntable. The Collection is open source and available free for researchers. [57]. Fig. 7 show inter-class similarity and intra-class dissimilarity of PFID dataset.

5) PAKISTANI FOOD
The data is composed of 100 food classes of Pakistani food and is collected for this research study. It was crawled from the Internet and was verified by the expert dietitian. It consists of 4928 images. Due to the complex variety of food dishes in Pakistan. This data set poses a challenge for food recognition methods in real-world settings.

Fig. 8 displays high inter-class similarity and intra-class variations of food classes, which poses a challenge to existing classifiers.
B. IMPLEMENTATION
To determine the best feature extractor, we carried out the experiments on Google Colab (12 GB GPU, 12 GB Ram) for all the datasets on three state-of-the-art deep learning networks. For measuring classification performance and catastrophic forgetting, the paper has also carried out the experiments by using Google Colab (12 GB). The final version of the proposed framework uses the python Django framework and the integrated framework is deployed on the Amazon ec2 cloud. It is accessed by smartphone devices through Web service.

C. IMAGE FEATURE REPRESENTATION
This experiment has determined the best feature extractor for food recognition from three state-of-the-art networks: ResNet-50, DenseNet-201 and Inception-ResNet-V2. Table 6 shows the comparison of classification accuracy after applying transfer learning with online data augmentation. Inception-ResNet-V2 has better performance as compared to the remaining networks for all the dataset. This is because it combines the benefits of ResNet and Inception model. For this reason, this study has selected Inception-Resnet-V2 as a feature extractor in our proposed framework. Moreover, empirical evidence shows that training with residual connection accelerates the training [49].

1) IMPACT OF ONLINE DATA AUGMENTATION
This section has presented the results about the effect of online data augmentation during transfer learning for food datasets. Table 7 shows the experimental settings of online data augmentation for this research study. Table 8 exhibits the classification accuracy on the non-augmented dataset. In all of the cases, the augmented model has better performance as compared to the non-augmented model. The maximum improvement of 2.71% is observed for the Pakistani Food dataset. The difference in classification accuracy is not very large for augmented and non-augmented datasets. However, the test has only non-augmented images. In the real world scenario when the user provides images from different angles, the augmented model supposed to perform much better as compared to the non-augmented model. To evaluate this hypothesis, we have evaluated the test data from different orientations on model fine-tuned with augmented and non-augmented images. Fig. 9 exhibits that a model fine-tuned with augmented datasets has significant resilience. There is a significant reduction in classification accuracy for a model fine-tuned with a non-augmented dataset.

---

**TABLE 5. Attribute of datasets.**

| Dataset       | Total Classes | Total Instances | Train/Test Instances |
|---------------|---------------|-----------------|----------------------|
| Food 101      | 101           | 101330          | 91056/10280          |
| UECFOOD100    | 100           | 16184           | 12864/3320           |
| UECFOOD256    | 256           | 31148           | 28128/3020           |
| PFID          | 15            | 1388            | 1248/140             |
| Pakistani Food| 100           | 4928            | 4448/480             |

**TABLE 6. Comparison of classification accuracy on deep learning models.**

| Dataset       | ResNet-50 | DenseNet-201 | Inception-ResNet-V2 |
|---------------|-----------|--------------|---------------------|
| UECFOOD100    | 80.28%    | 81.12%       | 81.54%              |
| UECFOOD256    | 66.84%    | 69.23%       | 69.29%              |
| FOOD101       | 80.48%    | 80.63%       | 83.73%              |
| PFID          | 100%      | 100%         | 100%                |
| Pakistani Food| 63.13%    | 69.38%       | 70.42%              |

---

**TABLE 7. Experimental settings of data augmentation.**

| Augmentation Type | Value          |
|------------------|----------------|
| Wide Shift       | 0.2            |
| Height Shift     | 0.2            |
| Horizontal Flip  | Randomly flip inputs horizontally |
| Zoom range       | 0.8 to 1       |
| Channel Shift    | 30             |
| Full mode        | Reflect        |

**TABLE 8. Classification accuracy on model trained with non augmented dataset.**

| Dataset       | UECFOOD100 | UECFOOD256 | FOOD101 | PFID | Pakistani Food |
|---------------|------------|------------|---------|------|---------------|
| 79.98%        | 69.32%     | 81.81%     | 100%    | 67.71%|               |

**FIGURE 8.** Row 1 displays inter-class similarity in Pakistani Food and row 2 shows intra-class dissimilarity.

**FIGURE 9.** Comparison of classification performance on model fine-tuned with augmented dataset and non-augmented dataset.
TABLE 9. Comparison of average training time and classification accuracy on different subsets of features models.

| Datasets          | Training Time (All Features) | Accuracy (All Features) | Training Time (Subset B) | Accuracy (Subset B) | Training Time (Subset A) | Accuracy (Subset A) |
|-------------------|-------------------------------|-------------------------|--------------------------|---------------------|--------------------------|---------------------|
| Food101           | 1.12e+03                      | 87.72                   | 882.31                   | 87.76               | 754.40                   | 87.84               |
| UECFOOD100        | 616.40                        | 89.53                   | 132.79                   | 89.25               | 79.5                    | 89.63               |
| UECFOOD256        | 626.93                        | 77.91                   | 121.47                   | 78.25               | 21.64                    | 77.01               |
| PFID              | 0.8147                        | 100                     | 0.79                     | 100                 | 0.10                     | 100                 |
| Pakistani Food    | 48.36                         | 75.93                   | 2.3809                   | 75.56               | 0.54                     | 75.97               |

D. FEATURE SELECTION

To choose a reasonable number of features the analysis was performed using the Relief F method. This study has selected two subsets of features which have the highest score. The subset A consists of top 500 features, and subset B consists of top 1000 features. By using the proposed approach, this work has evaluated learning time and classification performance for each subset of the feature. Fig. 10 demonstrates that not all features significantly contribute to classification. Table 9 show the comparison of training time and classification accuracy. The experimental result shows that subset A has the best accuracy and training time is significantly reduced as compared to the other two combinations. Based on the feature selection results, this research work has used subset A for classification. Fig. 11 show the significant reduction in training time by appropriate feature selection.

E. CLASSIFICATION

This section discusses the experimental results of the proposed ARCIKELM classifier compared to the existing extreme learning machine based classifier. In the section 4.5.1, the paper evaluated the measure of classification performance, and the section 4.5.2 presented the results of catastrophic forgetting measures during incremental learning.

FIGURE 10. Weights of features using Relief-F method exhibits that many features do not contribute significantly towards classification.

FIGURE 11. Comparison of training time for different configurations.

1) CLASSIFICATION PERFORMANCE

The research work uses the following metrics to measure the costs associated with predictions made by the model.

a: ACCURACY

Accuracy is the ability of classifier to accurately predict the food class. It is denoted by following equation

\[
\text{accuracy} = \frac{(TP + FN)}{(TP + FP + FN + TN)} \times 100
\]  

b: F1 SCORE

It is a weighted average of precision and recall. It takes into account both false positives and false negatives predicted by the model. The following is the mathematical equation to compute F1 Score.

\[
F1\text{Score} = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}
\]

c: RECALL SCORE

It is the ability of a model to correctly classify among all actual food classes.

\[
I_k = \text{accuracy}_k - \text{accuracy}_{k,k}
\]

d: PRECISION SCORE

It is the ability of a model to correctly classify positive values.

\[
\text{Precision Score} = \frac{TP}{(TP + FP)}
\]
UECFOOD100 is 7.03%, 5.6%, 2.67%, and 1% respectively. The PFID dataset has only 15 classes and has the same classification accuracy for ACIELM and CIELM. The proposed method even performs better than the batch learning ELM method for UECFOOD256 and is at par for PFID datasets. On all the other measures F1 accuracy, Precision, and Recall, ARCIKELM performs better as compared to existing extreme learning machine based class incremental classifiers.

The Adaptive CIELM has the worst performance as compared to all the other methods and is highly unstable. Although the ACIELM does not have fixed architecture, it is suspected that this unstable nature is due to random weights. Moreover, F1 and Precision measures across the datasets except PFID for several sessions are undefined, as there are no false negatives and true positives. The true negatives are irrelevant for the calculation of the F1 measure. In the experiments, if the F1 and precision values in the session are undefined, we have replaced it with 1 and denoted all these computations by * with the value.

2) CATASTROPHIC FORGETTING
The Kemker et al. [58] and Chaudry et al. [59] proposed catastrophic forgetting measures for incremental learning. The proposed network is trained by using the training data of the first session. After training, it will be evaluated by the same training data. The resultant accuracy was considered as the ideal performance of network which is denoted by

\[ \text{accuracy}_{\text{ideal}} \]

The following training session trained the network with new food class and evaluated it by using testing data of all the previous sessions represented by \( \text{accuracy}_{j,k} \). The experiments were conducted for all the prior test’s setup up to current session and labeled as \( \text{accuracy}_{k,all} \).

\( a: \text{INTRANSIGENCE} \)

Intransigence was measured relative to a standard classification model which had access to all the datasets at all times. The reference classification model was tested with the testing data of the kth session. Intransigence for the kth session was then calculated as:

\[ I_k = \text{accuracy}^*_k - \text{accuracy}_{k,k} \quad (40) \]

As intransigence was defined as the difference between the accuracy of an incremental-learned network and a reference model, negative intransigence (i.e. \( I < 0 \)) implies that incremental learning up to session k positively impacts the model’s knowledge about it.

\( b: \text{FORGETTING} \)

The forgetting factor of a training session is the difference between the maximum knowledge in the previous training sessions and the current session. [59]. Equation (41) quantifies forgetting of the jth session after incrementally training the network up to session k:

\[ f_j^k = \max_{l \in \{1, \ldots, k-1\}} \text{accuracy}_{l,j} - \text{accuracy}_{k,j}, \quad j < k \quad (41) \]

The average forgetting at the \( k^{th} \) training session is then written as:

\[ F_k = \frac{1}{K-1} \sum_{j=1}^{k-1} f_j^k \quad (42) \]

\( c: \text{BASE SESSION} \)

It is the ability of the network to recall the knowledge from the first training session and is represented by equation.

\[ \Omega_{\text{base}} = \frac{1}{K-1} \sum_{j=2}^{k} \frac{\text{accuracy}_{j,1}}{\text{accuracy}_{\text{ideal}}} \quad (43) \]

\( d: \text{NEW SESSION} \)

It is the ability of the network to recall newly learned knowledge and is calculated by following equation.

\[ \Omega_{\text{new}} = \frac{1}{K-1} \sum_{j=2}^{k} \text{accuracy}_{j,j} \quad (44) \]

\( e: \text{ALL SESSION} \)

It is the ability of the network to retain the previous knowledge and learn new knowledge

\[ \Omega_{\text{all}} = \frac{1}{K-1} \sum_{j=2}^{k} \frac{\text{accuracy}_{j,all}}{\text{accuracy}_{\text{ideal}}} \quad (45) \]

The Table 10 presents the configuration of the dataset for carrying out this experiment. The initial number of classes in the base session is 2. At first, all the algorithms (CIELM, ACIELM, and ARCIKELM) are trained on the base session. Algorithms learn the new classes in remaining sessions in an incremental manner. In ARCIKELM, the kernel parameter of all the experiments is set to 1, and the fuzzy membership threshold during sequential learning is set to 0.

For ACIELM, it inserts new hidden nodes when the hidden error becomes more than the threshold. The threshold of hidden error is set 0.8 for all the experiments. For CIELM the

| Dataset          | Base Classes | Total Sessions | Total Classes | Total Instances | Training/Testing |
|------------------|--------------|----------------|---------------|-----------------|------------------|
| Food101          | 2            | 99             | 101           | 101330          | 91050/10280      |
| UECFOOD100       | 2            | 98             | 100           | 16184           | 12864/3320       |
| UECFOOD256       | 2            | 254            | 256           | 31148           | 28128/3020       |
| PFID             | 2            | 13             | 15            | 1388            | 1248/140         |
| Pakistani Food   | 2            | 98             | 100           | 4928            | 4448/480         |
hidden neurons remain constant throughout the experiment. Table 11 presents catastrophic measures for food datasets which is averaged across all sessions. The experimental results show the superiority of ARCIKELM for each of the datasets. In all of the cases, it reduces catastrophic forgetting as compared to ACIELM and CIELM. It is worth noting that the UECFOOD256 dataset has the most significant difference of 12.26% in the “All Session” accuracy as compared to the second-best model. It is due to the reason that this dataset has a large number of classes and this increases catastrophic forgetting for the networks with fixed hidden neurons.

Figure 12 and Figure 13 shows the graphs of catastrophic measures for each session of UECFOOD256 dataset and Pakistani Food dataset. For all the sessions ARCIKELM has less catastrophic forgetting as compared to CIELM and ACIELM.

3) STABILITY ANALYSIS
The experiment was designed to analyze the stability for increasing hidden nodes in the Adaptive class incremental extreme learning machine and the proposed Adaptive reduced class incremental kernel extreme learning machine. This experiment has given full access to all the classes for minimizing the impact of catastrophic forgetting during incremental learning. It has measured the stability of the growth of hidden neurons in sequential settings. In ACIELM new hidden neurons are added based on hidden error. Fig. 14 and Fig. 15 exhibits experimental results for analyzing stability of ACIELM and ARCIKELM.

The experimental results show the highly unstable nature of the Adaptive class incremental extreme learning machine. However, ARCIKELM is stable when new hidden nodes are added incrementally. To further investigate the instability of ACIELM, the paper has reevaluated the results of the original theory of adaptive ELM proposed by [53]. This study has assumed the original configuration for re-evaluation. The initial number of neurons is 300. It learns incrementally one by one and adds single hidden neurons when the hidden error exceeds a threshold during training. We observed similar instability with the same experimental settings settings and

### TABLE 11. Average catastrophic measures of all datasets. Bold indicates the best measures.

| Dataset     | $\Omega_{\text{base}}$ | $\Omega_{\text{all}}$ | $\Omega_{\text{new}}$ | $I_k$ | $F_s$ | $\Omega_{\text{base}}$ | $\Omega_{\text{all}}$ | $\Omega_{\text{new}}$ | $I_k$ | $F_s$ | $\Omega_{\text{base}}$ | $\Omega_{\text{all}}$ | $\Omega_{\text{new}}$ | $I_k$ | $F_s$ |
|-------------|------------------------|------------------------|------------------------|-------|-------|------------------------|------------------------|------------------------|-------|-------|------------------------|------------------------|------------------------|-------|-------|
| Food101     | 0.9284                 | 0.8790                 | 0.8857                 | 0.0360| 0.0500| 0.4677                 | 0.5688                 | 0.9897                 | 0.4642| 0.5861| 0.9426                 | 0.9029                 | 0.9059                 | 0.0110| 0.0397|
| UECFOOD100  | 0.9575                 | 0.9165                 | 0.8484                 | 0.0290| 0.0670| 0.3714                 | 0.5450                 | 0.9759                 | 0.5240| 0.6520| 0.9731                 | 0.9195                 | 0.8417                 | 0.0180| 0.0380|
| UECFOOD256  | 0.4315                 | 0.6793                 | 0.7656                 | 0.0646| 0.1058| 0.1006                 | 0.4722                 | 0.9482                 | 0.5481| 0.5399| 0.5116                 | 0.8019                 | 0.8602                 | -0.0048| 0.1040|
| PFID        | 1.0                    | 1.0                    | 1.0                    | 1.0   | 0.9877| 1.0                    | 0.9948                 | 1.0                    | 0.0279| 0.0359| 1.0                    | 1.0                    | 1.0                    | 0     | 0     |
| Pakistani Food | 0.8831               | 0.7326                 | 0.7349                 | 0.0681| 0.0948| 0.4026                 | 0.4605                 | 0.9482                 | 0.4570| 0.4570| 0.9769                 | 0.8213                 | 0.8167                 | 0.0244| 0.0924|

### TABLE 12. Comparison of Average classification accuracy denoted by A, F1 score (Micro) denoted by F1, Precision score(Micro) denoted by P, Recall score(Micro) denoted by R best measures.

| Dataset     | A    | F1   | P    | R    | A    | F1   | P    | R    | A    | F1   | P    | R    | A    | F1   | P    | R    |
|-------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Food101     | 88.26| 88.26| 88.26| 88.60| 84.60| 84.60| 41.84| 41.84| 41.84| 84.60| 84.60| 84.60| 84.60| 84.60| 84.60| 84.60|
| UECFOOD100  | 90.69| 90.69| 90.69| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74| 87.74|
| UECFOOD256  | 75.93| 75.93| 75.93| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48| 69.48|
| PFID        | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
| Pakistani Food | 76.04  | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 | 76.04 |

### TABLE 13. Comparison of Average classification accuracy denoted by A, F1 score (Macro) denoted by F1, Precision score (Macro) denoted by P, Recall score (Macro) denoted by R. If the F1 and precision values in any session are undefined, we have replaced it with 1 and denoted all these computations by * with the value.

| Dataset     | A    | F1   | P    | R    | A    | F1   | P    | R    | A    | F1   | P    | R    | A    | F1   | P    | R    |
|-------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Food101     | 88.26| 88.18| 88.37| 88.17| 84.60| 84.45| 84.89| 84.48| 41.84| 41.84| 41.84| 92.73*| 41.64| 87.27| 87.04| 87.27|
| UECFOOD100  | 90.69| 84.81| 86.98| 84.04| 87.74| 81.90| 83.73| 80.27| 38.28| 38.28| 38.28| 88.08*| 91.51*| 34.13| 88.74| 82.11|
| UECFOOD256  | 75.93| 76.62| 79.30| 75.65| 69.48| 69.83| 73.29| 68.96| 39.90| 69.76*| 88.11*| 39.83| 76.51| 75.14| 78.31| 76.16|
| PFID        | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
| Pakistani Food | 76.04  | 76.04 | 78.33 | 76.07 | 69.24 | 70.31 | 71.96 | 68.85 | 26.42| 60.29*| 78.75*| 26.58| 74.84| 74.10| 77.40| 74.65|
increasing hidden nodes at different hidden error threshold. The revaluation results are shown in Fig. 16.

The instability in adaptive class incremental extreme learning machine can be due to a lack of generalization ability and random input weights. The kernel matrix with good generalization ability has resolved this problem in ARCIKELM.
F. COMPARISON WITH OTHER FRAMEWORKS

Fig. 17 have compared the performance of proposed approach with the state-of-the-art methods. Result shows that the algorithm improves performance for PFID dataset against recent approaches and past approaches. The best accuracy for PFID was reported by SELC which has been improved by 9.1%. The proposed approach has less training and testing time as it takes only 10 percent of initially available class data as compared to SELC which uses all data for computing kernel matrix [44]. The most important part is that proposed method adds new classes Fig. 18 in an incremental fashion shows the comparison of Food101 against the state of the art. The method significantly improves accuracy while satisfying criteria of open-ended continual learning. Fig. 19

The method significantly improves accuracy while satisfying criteria of open-ended continual learning. Fig. 19 show the comparison of the proposed approach against other methods for UECFOOD100 dataset. The proposed framework has slightly less final classification accuracy as compared to SELC which uses full kernel matrix and multiple feature channels. However, the average accuracy is better and proposed model learned all classes in incremental manner.

V. DISCUSSION

Based on the extensive experiments carried out on four standard food benchmarks and newly gathered Pakistani food dataset for this study, we can state the following considerations. The modern deep learning networks have given good discriminatory features. In the experiments, Inception-Resnet-V2 has better performance as compared to others. This work has considered transfer learning instead of learning from scratch and has not explored those models which require retraining. The training of the model from scratch was not in line with this study’s research objective. It requires large training time and specialized computational resources such as GPU. All of this made these feature extractors unsuitable for real-time settings. However, transfer learning requires less training time, gives good discriminatory features and by combining it with incremental classifiers, the objective of open-ended continual learning was achieved.

In the second step, the proposed framework has selected important features. The features extracted from deep learning model has a very large dimension and were unsuitable for real-time settings. For this purpose, the Relief F method is applied to rank the features, and based on the ranking
best features are selected. This study has experimented with various configurations and selected the best configuration of 500 features. The experimental results in this paper have proved that the Relief F method has reduced the accumulative learning time of the proposed classifier for all the datasets by 52.14%. Finally, the last step is class incremental and data incremental learning and are major challenges in open-ended continual learning. This research has evolved an extreme learning machine. The proposed method grows its hidden and output neurons dynamically and incrementally learns new classes. During sequential learning, it adapts to domain changes and reduces catastrophic forgetting by decreasing plasticity on previous neurons. The paper has investigated catastrophic forgetting for food recognition by using five measures: Base Session, All Session, New Session, Forgetting Factor, and Intransigence. The experimental results showed reduced catastrophic forgetting of the classifier as compared to CIELM, ACIELM. It is worthy to note that for UECFOOD-256, there is a maximum reduction in catastrophic forgetting for all measures as compared to ACIELM and CIELM. This exhibits that as the number of classes, the proposed model performs better. The four classification measures: Accuracy, F1 measure, Precision, and Recall exhibit that classification performance is better than ACIELM, CIELM for all datasets and is better with the batch learning model for UECFOOD256 and PFID datasets. The comparison with other frameworks SELC, PMTS, GTB etc. also showed that the proposed approach has competitive classification performance besides satisfying the criteria of open-end continual learning. Finally, the experiment section analyzed the stability of the model when new neurons are added. The results showed significant improvement in the stability of the method as compared to its predecessor ACIELM.

VI. CONCLUSION
The Food recognition dataset is open-ended and dynamic. There is a continuous increase in food samples and classes. Existing deep learning models for food recognition assumes that all the food classes and variations within the food classes exist initially. They suffer from catastrophic forgetting during class-incremental learning. This research study addresses these challenges by proposing a new framework of open-ended continual learning for food recognition.

It uses state-of-the-art deep learning networks to extract features, Relief F for feature ranking and selection, and ARCIKELM for classification. For feature extraction, this paper takes into account the excellent generalization ability of deep model features. It has evaluated three state-of-the-art deep networks and founded that Inception-Resnet-V2 has superior performance as compared to others. However, features extracted from deep learning models have a very high dimension and increases classification time. The framework has used the Relief F method to determine the optimal length and found that the Relief F method has reduced the accumulative learning time of the proposed classifier for all the datasets by 52.14%. For addressing the challenge of data incremental learning and class incremental learning, the framework used the novel Adaptive reduced class incremental kernel extreme learning machine. It dynamically increases hidden neurons and output neurons. The decreased plasticity of previous neurons reduces catastrophic forgetting. Experimental results on five catastrophic forgetting measures and four classification performance measures demonstrated that the proposed classifier has superior performance as compared to existing ACIELM and CIELM and is at par with batch classifier. The comparison of the proposed framework with other architectures for food recognition like supervised extreme learning committee, PMTS, GTB etc. show competitive performance while satisfying the criteria of open-ended continual learning.

VII. FUTURE WORK
In future work, we aim to reduce catastrophic forgetting by using a hybrid scheme for open-ended continual learning. The online clustering method like self-organizing incremental neural network can be used to select the mapping nodes which best represent the class for ARCIKELM, and help to select the nearest nodes during classification. This can reduce catastrophic forgetting and is noise invariant when the input for classification is far away from existing neurons. The other direction is the auto-scaling of computational resources in a cloud environment. As the novel classes and new images arrive, the computational resources required increases. Similarly, during classification, the user requests vary at different time intervals. This requires that the open-ended continual learning system must be able to auto-scale its computational resources in a cloud environment. Finally, future studies will further enhance the proposed framework towards explainable AI. It will be able to explain its classification prediction.
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