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Abstract—This work investigates uncertainty-aware deep learning (DL) in tactile robotics based on a general framework introduced recently for robot vision. For a test scenario, we consider optical tactile sensing in combination with DL to estimate the edge pose as a feedback signal to servo around various 2D test objects. We demonstrate that uncertainty-aware DL can improve the pose estimation over deterministic DL methods. The system estimates the uncertainty associated with each prediction, which is used along with temporal coherency to improve the predictions via a Kalman filter, and hence improve the tactile servo control. The robot is able to robustly follow all of the presented contour shapes to reduce not only the error by a factor of two but also smooth the trajectory from the undesired noisy behaviour caused by previous deterministic networks. In our view, as the field of tactile robotics matures in its use of DL, the estimation of uncertainty will become a key component in the control of physically interactive tasks in complex environments.

I. INTRODUCTION

Motivated by a growing interest in robots that can interact with complex environments, the field of tactile robotics seeks to endow machines with the capabilities to sense the intricacies of physical contact so that interaction may be controlled. Tactile robotics differs from computer and robot vision in important ways. The need for physical contact to deform the sensing surface introduces a much more complex data analysis problem. This complexity is further compounded by there being many different designs of tactile sensor that can be expensive or difficult to deploy. Overall, this has resulted in a slow development of the field of robot touch [1].

Meanwhile, far from being perfect, model-based vision using deep learning in robotics is still facing complex problems such as the ability to deal with uncertain information [2]. As the behaviour of vision-based robots depends largely on their perception, deterministic approaches cannot be blindly trusted. Consequently, there is interest in developing uncertainty-aware deep learning (DL) networks that are able to self-estimate a degree of belief in their predictions.

In this work, we make a first investigation of uncertainty-aware DL in tactile robotics based on a general framework for uncertainty estimation in DL that was recently introduced for robot vision [3]. We examine uncertainty-aware tactile DL both offline on pre-collected tactile data from moving against a test object and online in performing a tactile servo control task to follow a contour around an object [Figure 1]. Servo control is considered because it is representative of tasks controlled by robot touch that we expect to have broader applicability in the control of dexterous robots. Our hypothesis is that uncertainty-aware DL combined with Bayesian filtering will improve the predictions, leading to better tactile servo control.

This investigation is based on the use of optical tactile sensors capable of generating high-dimensional information, which have shown a great affinity to techniques developed for computer vision such as convolutional neural networks [4]. Optical tactile sensors that capture the deformation of the sensing surface with an internal camera include the GelSight [5], [6] from MIT and the biomimetic TacTip sensor [7], [8] from BRL that is used in this research. Recent studies have shown how the TacTip’s use of pin/papillae deflections under its sensing surface in combination with deep learning enables accurate estimation of the local pose of object features [1], which can then be used to control the tactile sensor to follow the contours of complex objects [9]. Here we demonstrate that uncertainty-aware DL can improve the pose estimation over the previous state of the art. The robot is then able to robustly follow all of the presented contour shapes to reduce not only the error but also the undesired noisy behaviour caused by previous deterministic networks.
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Fig. 1: Tactile servo control task around a disk. Estimates of the edge pose for controlling the sensor are subject to noise, such as from sensor shear. Awareness of the uncertainty can improve the control by using Bayesian filtering methods.
II. BACKGROUND AND RELATED WORK

A. Deep Learning with Optical Tactile Sensing

The capacity of deep learning to address problems involving high-dimensional data has shown promise for tactile robotics since it was first introduced for discrete taxel-based sensors in 2014 [10] and then first applied to optical tactile sensing in 2017 with the GelSight [11]. The successes of DL with the GelSight [11]–[18] motivated the use of convolutional neural network (CNN) models for the TacTip optical tactile sensor considered here [1], [9], [19], with a particular focus on the closed-loop control of the sensor as it interacts with complex objects. The improved perception system led to a step-change in the robustness and accuracy of the control compared to previous machine learning algorithms that estimated likelihoods of discrete perceptual classes from time series of pin displacements extracted from the tactile images with standard CV techniques [8], [20]. As a result, it was observed that CNN model led to advantages including the ability to: 1) isolate and remove undesired shear effects as the soft curved sensor moves against the object surface, and 2) generalize over unseen situations such as curved surfaces [1], [9]. The implementation of this approach uses the CNN as input to a PI controller to robustly follow different contours and shapes in 3D [1]. However, as these algorithms rely on deterministic CNNs for tactile perception, a single prediction can greatly affect the response of the controller, introducing an unnecessary corrective behaviour and thus a more inaccurate trajectory.

B. Uncertainty estimation in Robotic Vision

Existing approaches for uncertainty estimation seek to characterize two different types of sources: those produced by the sensor noise (data uncertainty) and those derived from the biases of the trained network (model uncertainty).

Data uncertainty is estimated typically by replacing intermediate activation functions by probability distributions via the method of Assumed Density Filtering (ADF) [21], giving rise to Bayesian Neural Network (BNN) that was first implemented in Ref. [22] and later optimized [23]. These architectures assume Gaussian distributions to forward propagate the noise of the sensor to the output. Model uncertainty depends on how many training samples have been used and their distribution. Intuitively, those input samples fed into the network that differ from the training samples should be associated with higher uncertainty. This process has been modelled with specialized architectures [24]–[26] or the use of Monte Carlo (MC) sampling with dropout enabled during testing [27]. The latter approach estimates the posterior probability distribution by randomly disabling some neurons and repeatedly feeding the same input. By doing so, an unseen sample introduced into the network will produce a higher output variance as a consequence of the lack of redundancy acquired by the architecture. Thus, the model uncertainty can be inferred by properly tuning the dropout and the number of samples used.

Recently, Loquercio et al. introduced a general uncertainty framework [3] that uses MC sampling in BNNs with dropout enabled during testing, achieving a superior performance over state-of-the-art methods. Their approach not only estimates the data and model uncertainty, but also models the relationship between these sources of uncertainty. Given those results and the release of an open-source toolbox for implementing their framework, we have chosen to adopt those methods for the uncertainty estimation of the tactile perception system in the present work.

III. METHODS

A. Training the deterministic CNN

Our sample collection was fully automated by use of a 6-DoF, IRB 120 robot arm (ABB) and TacTip tactile sensor mounted as an end effector, with software interface managed in Python and RAPID [9]. Tactile image data were acquired by repeatedly contacting an edge stimulus (part of the disk) across a range of poses used as labels (x, y, θ), and adding controlled unlabelled perturbations to generalize the shear caused by friction during the sliding motion [1]. The tactile images were then cropped, thresholded and downsampled to obtain a set of 128 × 128 binary images that capture the current state of the TacTip inner pins with the corresponding pose parameters as targets. Overall, 10,000 tactile contacts were gathered over the considered pose ranges, which were split into distinct sets for training, validation and testing. For more details of the tactile sensor and data gathering framework, we refer to Ref. [9].

To estimate the contact pose (x, y, θ) from acquired tactile images, we first consider a new deterministic CNN based on the ResNet18 architecture, which was trained in PyTorch. This differs from the networks used before with this sensor [1], [9] to enable us to implement the general uncertainty framework described above [3]. In previous work, this network had been modified to perform regression tasks with a fully-connected layer of 8,192 hidden neurons to create an oversized structure that guarantees the redundancy needed to estimate the uncertainty. For simplicity, all outputs were normalized from -1 to 1 to prevent the sensor noise injected into the system from unilaterally affecting one of these variables. For the network optimization, the Adam algorithm [28] was chosen, initialized with a learning rate of 0.01 and a weight decay of 0.001. Lastly, to avoid overfitting the oversized model, the L2 regularization [29] was used.

| Parameter | Range   | Shear    |
|-----------|---------|----------|
| x         | [-5, 5] mm | [-5, 5] mm |
| y         | [-5, 5] mm | [-5, 5] mm |
| yaw, θ    | [-45, 45] deg | [-5, 5] deg |

Fig. 2: Dataset generation procedure along with its corresponding perturbations to introduce frictional shear.
B. Uncertainty estimation with a probabilistic CNN

Once the ResNet has been trained, the model hyperparameters and weights were loaded into its equivalent Bayesian neural network model, provided in the uncertainty framework and previously modified to have same number of hidden neurons in its fully-connected layer [3]. For each tactile image fed into the BNN, the architecture calculates the mean \( \mu_t \) and variance \( \sigma_t \) of each pose parameter, according to the sensor noise. To include the model uncertainty, Monte Carlo sampling with \( n \) samples is performed with dropout enabled (\( p_{\text{MC}} \)) that results in a batch of \( \mu_t \) and \( \sigma_t \) estimates. Therefore, when computing both sources of uncertainty, the final output can be characterized by: 1) the overall mean \( \mu \) averaged over all \( \mu_t \) samples; and 2) the total uncertainty \( R \) from the variance of the \( \mu_t \) samples and the average output uncertainty associated with the sensor noise \( \sigma_t \) (see Figure 3).

![Fig. 3: Overall architecture used to estimate the uncertainty proposed by [3]. Simplified model with one single output.](image)

The framework has two free parameters: the number of samples \( n \) and the dropout probability \( p_{\text{MC}} \). These were chosen to optimize the quality of the uncertainty estimate according to Maximum Likelihood Estimation (MLE) applied to a Negative Log-Likelihood (NLL) metric [30] of the model success. Too small a dropout probability results in a low output variance and thus an over-confident estimate, while too high a value deactivate too many neurons, resulting in an under-confident estimate characterized by excessively high variance and mean absolute error. The \( p_{\text{MC}} \) value that guarantees the optimal estimate can be found by minimizing the NLL, with value typically being close to that used during training, \( p_{\text{tr}} \) (see Figure 4).

For the number of samples used to perform MC sampling, we use a fixed value \( n = 13 \). This value represented a trade-off between having sufficient samples for the uncertainty estimation, while avoiding overflowing the memory of the GPU or having excessively long execution times. We checked that this value was sufficient to attain an NLL close to the minimum.

C. Bayesian filtering

To exploit the estimated uncertainty, we implemented a modified version of a Kalman Filter (KF) [31]. The idea of this filter is to take advantage of the temporal coherence between consecutive measurements to perform better predictions. To do so, the KF algorithm calculates the optimal state of each uncorrelated pose parameter by weighting the previous state (predict step) and the predicted Gaussian distribution modelled by our architecture (measurement step). As our approach assigns a different uncertainty to each prediction, this value \( R_k \) is iteratively updated during each measurement step labelled by a time index \( k \):

\[
\begin{align*}
\text{Predict step} & & \text{Measurement update} \\
\hat{x}_k &= \hat{x}_{k-1} & K_k &= P_k^- (P_k^- + R_k)^{-1} \\
P_k^- &= P_{k-1} + Q & \hat{x}_k &= \hat{x}_k^- + K_k (z_k - \hat{x}_k^-) \\
P_k &= (1 - K_k) P_k^- 
\end{align*}
\]

In the above equations, the prior estimated variance \( P_k^- \) is updated from its previous value and the process variance \( Q \), which depends only on the type of signal to be filtered. Then, the Kalman gain \( K_k \) is computed from the uncertainty between both the prior variance \( P_k^- \) and the variance \( R_k \) estimated by the deep learning model. Finally, the optimal pose \( \hat{x}_k \) and its uncertainty \( P_k \) are updated by weighting the prior estimate and the output of our network \( z_k \).

Note that this Kalman filter makes a constant state assumption \( (\hat{x}_k = \hat{x}_{k-1}) \), which is justified by our use of small step sizes during servo control. We explored using other assumptions for the predict step, but were not able to improve on our results. However, this is an interesting topic for future work that could in principle enable improved uncertainty-aware tactile servo control.

D. Contour following with tactile servo control

To test the effectiveness of the uncertainty-aware deep learning, the Bayesian filtering was integrated into a closed-loop algorithm that allows tactile servo control with object features such as edges by maintaining a reference pose throughout the entire trajectory. The control architecture consists of 1) a PI controller, 2) a transformation to the robot base frame, 3) the tactile robot and 4) the perception module in charge of detecting changes in the pose (Figure 5). We refer to Ref. [9] for more information about tactile servo control with this robot and the details of the tactile sensor.

![Fig. 4: NLL and MAE metrics achieved with ResNet18 trained with \( p_{\text{tr}} = 0.1 \) according to different \( p_{\text{MC}} \) dropout values used in MC sampling. Test carried out on the training dataset for the optimization of \( p_{\text{MC}} \). Due to the increase in deactivated neurons, the MAE tends to be higher for larger dropout rates.](image)
In order to establish our results, the proposed model has been tested both theoretically and practically on different co-planar shapes, including a variety of straight and curves. To measure the performance of tactile servoing, three different metrics were used, the Mean Absolute Error (MAE), Mean Squared Error (MSE) and a measure of the smoothness of the trajectory ($S_{100}$) comprised of positions $(x_i, y_i)$:

$$\text{MAE} = \frac{1}{n} \sum_{i=0}^{n} \Delta R = \frac{1}{n} \sum_{i=0}^{n} |R - d((a, b), (x_i, y_i))|$$

$$\text{MSE} = \frac{1}{n} \sum_{i=0}^{n} (\Delta R)^2 = \frac{1}{n} \sum_{i=0}^{n} [R - d((a, b), (x_i, y_i))]^2$$

$$S_{100} = \frac{P^2}{A} \cdot \frac{A_{\text{est}}}{P_{\text{est}}} \cdot 100\%$$

The first two error measures (MAE, MSE) are proposed for circular trajectories, with $(a, b)$ the centre of the ideal trajectory, $R$ its radius, and $d$ the Euclidean distance between two points. A third metric compatible with non-circular trajectories, $S_{100}$, is based on Cox’s quantification of circularity [32]. This measure of contour irregularity was implemented to evaluate the smoothness of the trajectory from the perimeter $P$ and area $A$ of the ideal and estimated shapes.

IV. RESULTS

A. Offline pose estimation: Bayesian filtering

First, we assess the edge pose prediction accuracy and the uncertainty estimation by applying the probabilistic neural network to pre-collected test data. This analysis will allow us to examine how well the pose estimation model performs, so we can examine ways to improve the prediction accuracy based on the estimated uncertainty.

The probabilistic ResNet18 model estimated the $(x, \theta)$ displacement and yaw accurately to a MAE of $(0.325 \text{mm}, 3.17 \text{deg})$ respectively for individual samples (Figure 6). This accuracy is similar to that found in related work with deterministic convolutional neural networks [9, Sec. 4A]. Furthermore, we assessed the effect of dropout during testing to estimate the uncertainty, to find just a small increase of $(0.01 \text{mm}, 0.1 \text{deg})$ in the overall MAE over the corresponding deterministic ResNet.

There is a clear trend that the estimated uncertainty is smallest in the center of the parameter range at $(0.3 \text{mm}, 1 \text{deg})$, increasing to $(0.75 \text{mm}, 2.5 \text{deg})$ at the extremes of the ranges. There is also visibly more scatter at the extremes, consistent with the greater uncertainty. One explanation for this increase in uncertainty is that the regression network has less training data near the extremes; also, physically the edge becomes more ambiguous when contacted either very weakly (near free space) or on the flat top of the disk.

To make an initial test of Bayesian filtering, these predictions were fed into a Kalman filter (subsection III-C), whose output is also shown on Figure 6. As expected, the filtered predictions form a smooth curve that interpolates through the scattered data. The filtering makes these predictions far more accurate, with MAEs of $(0.13 \text{mm}, 1.39 \text{deg})$ respectively, less than half the error of the unfiltered predictions.

Evidently, those outlying predictions that deviate from the corresponding ground truth values have a higher uncertainty that enables the filter to attenuate the effect of these wrong values. Notice also that predictions at the extremes of the ranges appear biased with respect to the ground truth towards the center of the range. A Kalman filter is not able to correct this underlying bias, only ameliorate the influence of outliers. Hence, the improvement in the centre of the range will likely be greater than that indicated by the MAEs over the entire range. This applies to the servo control examined next because the controller aims to centre the sensor in these ranges.
B. Online tactile servo control: Contour following task

Next, we investigated the application of uncertainty-aware pose estimation for a tactile servo control task that has been considered previously with the same experimental setup: using a sliding motion to follow the edge contours of various two-dimensional shapes [9]. The robot is guided around the shapes using feedback controller to center on the edge with reference pose (0 mm, 0 deg), while making tangential steps Δ = 0.5 mm with each iteration of the controller. Here we consider three shapes: a circular disk, clover and teardrop, with the disk appropriate for quantifying the method and the clover and teardrop demonstrating generality beyond the training set.

In general, all shapes were traced accurately, as expected from our previous work [9] using convolutional neural networks. All of the generated trajectories are more accurate than in Ref. [9], both quantitatively (MAE 0.24 mm for the disk, c.f. 1 mm in ref. [9]) and by eye from comparing the figures here to those in the previous paper. We attribute this to a smoother trajectory (from 0.5 mm to 3 mm in ref. [9]), which we chose for the Kalman Filter so that the constant state assumption holds better.

Considering the circular disk, the Kalman filtering reduces the MAE of the trajectory evaluated against a ground truth circle (from 0.24 mm to 0.14 mm), but more importantly also filters the deviations to produce a far smoother trajectory. This smoothness is quantified by the measure of circularity, showing the filtered trajectory is 2% away from being a regular circle and the unfiltered trajectory 7% away. The improvement in the smoothness is related to the nature of the control algorithm: as the pose parameters are kept close to zero, small deviations in the yaw rotation result can result in noisy deviations in the motion. By using a filter that exploits the temporal coherence, the inaccurate predictions are attenuated, smoothing the overall trajectory.

Tactile servoing was also performed over a teardrop and clover shapes to demonstrate generality beyond the training data. Again, for both shapes the trajectories are visibly smoother after Kalman filtering, which is quantified by an improvement in the circularity S_{100} that also measures the regularity of non-circular shapes. This improvement was particularly noticeable on the straight lines of the teardrop shape. However, the Kalman filter had a slower response on the sharp corner, as it attenuates sudden changes in the pose parameters. For the clover shape, the performance is similar to that achieved for the circular disk, with the filtering smoothing the overall trajectory.

V. DISCUSSION

This paper developed a novel uncertainty-aware architecture for tactile servoing. By means of a recently introduced general framework for Monte Carlo sampling and Bayesian Neural Networks [3], the system estimates the uncertainty associated with single predictions, which is then used along with temporal coherency to improve the tactile servo control. Our results have shown how this architecture is able to deal with uncertain data to improve its filtering, which results in smoother and more precise trajectories around the edges of the various 2D objects used for testing.

The use of probabilistic architectures in deep learning has the potential to bring many advantages when integrated in robotic applications. The inevitable uncertainty present in robotic systems in complex environments limits the perception, so the robots will generally make sub-optimal responses. Modeling the imperfections of the sensing and the environment allows the system to be aware of this uncertainty and act accordingly. In this work, we considered Bayesian approaches to minimize this uncertainty, but there are other possibilities to control the robot to better take advantage of an uncertain environment.

Here we used the temporal coherency present in the robot application to implement a degree of belief whose use can improve the overall performance of the system. In principle, this time feature is also present in recurrent neural network (RNN) architectures; however, their more complex training and requirement for more data makes them harder to implement. Hence, the use of Bayesian approaches with uncertainty-aware feed-forward neural networks presents a simpler and more accessible alternative. By weighting the predictions of the mathematical model and the output of the probabilistic network, these are able to predict the current state of the system more accurately. We expect this approach will apply to other applications of controlled touch.

A limitation of the framework is that the introduction of Monte Carlo sampling to estimate the uncertainty increases the compute time and the dedicated memory needed by the system. Depending on the rate of input samples to be processed, present computing resources are such that the execution of some real-time tasks may be compromised. In our case, the increase in compute time was from 160 ms for the deterministic model to 400 ms for the probabilistic model. As the system here only takes discrete steps about every 500 ms, it is not greatly affected, but a key direction to progress the tactile servo control is towards more rapid cycle times. Hence, the latency from estimating the uncertainty could be an issue in future work. The continuing growth in compute power could address this issue, or more efficient deep learning networks could be implemented.

Estimation of uncertainty represents a first step in understanding the imperfect information in our natural surroundings. Future directions of interest include: 1) improving the post-processing of the uncertainty by implementing algorithms that result in better models (e.g. the unscented Kalman filter or particle filter), or 2) modifying the way these networks learn from uncertain information [2]. Such architectures could weight the training samples according to their uncertainty while rejecting out-of-distribution data. In our view, as the field of tactile robotics matures in its use of deep learning, the estimation of uncertainty will become a key component in the control of physically interactive robots in complex environments.
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Fig. 7: Circular trajectories performed by both models. $S_{100}$ represents the circularity of the trajectory from 0 to 100%. The filtering approach was performed according to $p_{MC} = 0.11$ and $n = 13$ MC samples. The process variance of the Kalman filter was tuned manually to 0.1 mm for the $x$-displacement and 1 deg for the yaw rotation.

Fig. 8: Non-circular shapes tested: Teardrop (left) and clover (right). Same testing conditions as Fig. 7 were used.
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