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SUMMARY We consider the problem of sparse signal recovery from 1-bit measurements. Due to the noise present in the acquisition and transmission process, some quantized bits may be flipped to their opposite states. These sign flips may result in severe performance degradation. In this study, a novel algorithm, termed HISTORY, is proposed. It consists of Hamming support detection and coefficients recovery. The HISTORY algorithm has high recovery accuracy and is robust to strong measurement noise. Numerical results are demonstrated to show the effectiveness and superiority of the proposed algorithm.

1. Introduction

Compressed sensing, as introduced in [1]–[3], addresses the problem of estimating high dimensional signals from a set of relatively few linear measurements. It was demonstrated that a sparse signal can be reconstructed exactly if the measurement matrix satisfies the restricted isometric property (RIP) [4]. It was also shown that random matrices will satisfy the RIP with high probability if the entries are chosen according to independent and identically distributed (i.i.d.) Gaussian distribution.

In practical CS architectures, the measurements must be quantized to a finite number of bits. The extreme quantization setting where only the sign of the signal is acquired is known as 1-bit compressed sensing (1-bit CS) [5]. It has become increasingly popular due to its low computational cost and easy implementation for hardware [6]. In 1-bit CS, measurements of a signal \( x \in \mathbb{R}^N \) are computed via

\[
y = \text{sign}(Ax),
\]

where \( x \in \mathbb{R}^N \) is the signal, \( A \in \mathbb{R}^{M \times N} \) is the measurement matrix, \( y \in \mathbb{R}^M \) is the set of 1-bit measurements, and function \( \text{sign}(\cdot) \) maps the signal from \( \mathbb{R}^N \) to the Boolean cube \( \mathcal{B}^M := \{-1, +1\}^M \). Since signs of real-valued measurements are used, one loses the ability to recover the magnitude of \( x \) and thus assumes that the signal has a unit norm, i.e., \( \|x\|_2 = 1 \). The 1-bit CS has been studied by many people and several algorithms have been developed to recover the sparse signals [5], [7]–[12].

Despite the attractive attributes of 1-bit CS, the major disadvantage is that measurements are susceptible to noise during both acquisition and transmission [13]–[15]. In the noisy scenario, the output bit is randomly perturbed from the sign of the real-valued measurement, and the so-called sign flips seriously degrade recovery performance. The noise model is random sign-flip with probability \( \rho \), i.e.,

\[
y_i = b \cdot \text{sign}(A^i x),
\]

where \( b \) equals \(-1\) with probability \( \rho \), \( 1 \) with probability \( 1 - \rho \). \( y_i \) denotes the \( i \)th element of \( y \), and \( A^i \) denotes the \( i \)th row of \( A \). To date, researchers have developed numerous approaches for noisy 1-bit CS. Yan et al. [16] proposed a greedy method which detects the positions of sign flips iteratively, and recovers the signals using correct measurements. However, it requires the prior knowledge of noise level, which is often intractable in practical applications. Plan et al. [17] proposed a constrained optimization method with a linear objective. This convex formulation can work with a general notion of noise and achieve error for both exactly and approximately sparse signals. Ai et al. [18] extends [17] to sub-Gaussian measurements, and gets an irreducible component in the error and cannot be reduced by increasing the sample size or otherwise. However, they are computationally inefficient and difficult for hardware implementation. Recently, Zhang et al. [19] developed an efficient passive algorithm with closed-form solution, which improves the recovery performance for exactly \( K \)-sparse signals. Due to its high performance, robustness, and computational efficiency, they can be seen as the state-of-the-art algorithm for noisy 1-bit CS.

This study focuses on recovering EXACTLY \( K \)-sparse signals that have \( K \) nonzero coefficients in the noisy setting for 1-bit CS. We define \( \Sigma_K \) to be the set of all exactly \( K \)-sparse signals with unit norm as

\[
\Sigma_K \overset{\text{def}}{=} \{ v \in \mathbb{R}^N : \|v\|_0 = K, \|v\|_2 = 1 \}.
\]

A novel algorithm is proposed in this paper. Termined HISTORY, it consists of two key parts, namely Hamming Support deTection, and cOefficients RecoverY. The former aims to construct a candidate supports set...
by detecting possible supports of nonzero entries. The latter aims to calculate the coefficients belonging to the candidate supports set. Experimental results show that the proposed algorithm has high recovery performance than the state-of-the-art. Also, because containing no iterative step, it is computationally efficient and easy to implement.

2. HISTORY Algorithm

The main objective of this section is to characterize the HISTORY algorithm. Notations used throughout this paper are first described, then the two key parts of HISTORY are introduced in sequence.

2.1 Notations

Boldfaced capital letters such as $A$ are used for matrices. Italic capital letters such as $S$ denote sets. For a matrix $A$, the notations $A^j$, $A_j$, $A^T$, and $A_S$ denote its $i$th row, $j$th column, $j$th element, transpose, and sub-matrix that contains the columns with indices in $S$, respectively. Small letters such as $x$ and $y$ are reserved for vectors and scalars. A vector $x$ is called exactly $K$-sparse if $K$ of its coefficients are nonzero. For a vector $x$, $x_j$, $\|x\|_p$, and $x_S$ denote the $j$th element of the vector, its $p$-norm, and a sub-vector that contains the elements with indices in $S$, respectively. For two vectors $u \in \mathbb{R}^N$ and $v \in \mathbb{R}^N$, the notation $H(u,v)$ denotes the Hamming distance between them, which is defined as

$$H(u,v) \overset{\text{def}}{=} \#(u_j \neq v_j), \quad j = 1, 2, \ldots, N. \quad (4)$$

For an event $E$, the notation $\mathbb{P}(E)$ denotes its probability. For a random variable $a$, the notations $\mathbb{E}(a)$ and $\mathbb{D}(a)$ denote its expectation and variance, respectively.

2.2 Hamming support detection

To detect possible supports of nonzero coefficients from noisy 1-bit measurements, a Hamming support detection method is developed based on Angle Proportional Probability (APP), which is outlined as follows.

**Theorem 1** (Angle Proportional Probability). Let $x \in \Sigma_K$ be an exactly $K$-sparse signal with $\|x\|_2 = 1$. Let $\phi$ be a Gaussian random vector which is drawn uniformly from the unit $\ell_2$ sphere in $\mathbb{R}^N$ (i.e., each element of $\phi$ is firstly drawn i.i.d. from the standard Gaussian distribution $\mathcal{N}(0,1)$). Define an event $E$ to be

$$E : \text{sign}(x^T \phi) \neq \text{sign}(\phi), \quad (5)$$

then it holds,

$$\mathbb{P}(E) = \frac{1}{\pi} \arccos(x_j). \quad (6)$$

The proof can be found in Appendix A. In particular, it shows that $\mathbb{P}(E)$ has a cosine function relationship with the $j$-th element of $\phi$. Thus, $x_j$ can be uniquely identified by $\mathbb{P}(E)$. In addition, the probability can be estimated from the instances of the random variable sign($x^T \phi$), which are exactly the 1-bit measurement vector $y$ defined in (1). Therefore, $y$ contains sufficient information to reconstruct $x_j$ from the estimation of $\mathbb{P}(E)$.

In the noisy setting, due to the fact that the signs of $y$ are randomly perturbed, $x_j$ cannot be computed directly from (5) and (6). However, given the noise level (sign flip ratio) as a prior knowledge, we have the following lemma.

**Lemma 1.** Given an exactly $K$-sparse signal $x \in \Sigma_K$ with $\|x\|_2 = 1$, a standard Gaussian measurement matrix $A \in \mathbb{R}^{M \times N}$, and a 1-bit measurements vector $y = \text{sign}(Ax)$. In the noisy setting, suppose the sign flip ratio $\rho < 0.5$, define $P \in [0,1]^N$ as a probability vector with $P_j$ denoting its $j$-th element as

$$P_j \overset{\text{def}}{=} \mathbb{P}(\text{sign}(y_i) \neq \text{sign}(A_j)), \quad (7)$$

and it holds

$$P_j = \frac{1 - 2\rho}{\pi} \arccos(x_j) + \rho. \quad (8)$$

The proof can be found in Appendix B. From Lemma 1, we note that the Hamming distance between $y$ and $A_j$ obeys the binomial distribution, i.e.,

$$H\{y,A_j\} \sim B(M,P_j). \quad (9)$$

Moreover, by the definition of binomial distribution, we have

$$\mathbb{E}(H\{y,A_j\}) = M \left(1 - \frac{2\rho}{\pi} \arccos(x_j) + \rho\right). \quad (10)$$

Consequently, given the noise level and a relatively high measurement dimension, $P_j$ can be well estimated by computing the Hamming distance, then $x_j$ can be estimated accordingly. However, directly estimating $x_j$ from (8) is intractable. For one thing, with the decrease of measurement dimension, the coefficients estimation performance degrades significantly. For another, (8) requires the sign flip ratio $\rho$ as prior knowledge, which is often unknown in practical applications. To address the first problem, we only detect possible supports in current part and leave the coefficients estimation to the next one. To address the second problem, we propose the following lemma.

**Lemma 2.** Given a finite measurement dimension $M$ and a sign flip ratio $\rho < 0.5$, for any two different elements of $x$, denoted by $x_u$, $x_v$, $u \neq v$, if $x_u - x_v > \epsilon$, where $\epsilon$ is a small positive constant, we have

$$\mathbb{P}(H\{y,A_u\} < H\{y,A_v\}) \geq 1 + C_1 - C_2 \epsilon^{-2}, \quad (11)$$
where \( C_1 \) and \( C_2 \) are constants and
\[
C_1 = \frac{1}{4M}, \quad C_2 = \frac{\pi^2}{4M(1 - 2\rho)^2}.
\]

The proof can be found in Appendix C. Note that with the increase of \( M \), the probability \( \mathbb{P}(H\{y, A_u\} < H\{y, A_v\}) \) also increases, and when \( M \to \infty \), we have
\[
\mathbb{P}(H\{y, A_u\} < H\{y, A_v\}) \to 1, \quad \forall x_u - x_v > \epsilon. \quad (13)
\]

From Lemma 2, it is easy to verify that despite the value of \( \rho \), \( P_j \) in (8) is a monotone decreasing function with respect to \( x_j \). The main point is that despite the noise level, the amplitude order of nonzero coefficients will maintain, while the dependencies in \( \rho \) will vanish in the corresponding Hamming distance. Therefore, we can set \( \rho \) to be an arbitrary value (e.g. \( \rho = 0 \)) and compute approximate amplitudes of each coefficient via (8), then form the candidate supports set by selecting the supports with largest amplitudes.

2.3 Coefficients recovery

Providing the candidate supports set, denoted by \( S \), the next part is coefficients recovery, which aims to compute the amplitudes of nonzero coefficients. In this paper, we try to compute the coefficients vector \( c \) by solving the following constrained least squares problem,
\[
c^*_\tau = \underset{c \in \mathbb{R}^{|S|}}{	ext{minimize}} \|y - A_S \cdot c\|_2 \quad \text{s.t.} \quad \|c\|_0 = K, \quad (14)
\]
where \( \|c\|_0 \) denotes the 0-norm of \( c \), i.e., counting the number of nonzero coefficients in \( c \). Note that (14) is an overdetermined system when \( |S| < M \). Thus, the sparsest solution to (14) is given by
\[
c^* = A_S \backslash y, \quad (15)
\]
where \( "\backslash" \) denotes the left matrix divide operation. (15) can be solved via the QR decomposition [20] efficiently.

Based on the two parts described above, the HISTORY algorithm is fully summarized in Algorithm 1, where \( \text{abs}(h) \) denotes the absolute value of each element of the vector \( h \), \( \text{FindSupp}(\text{abs}(h), \alpha K) \) returns the supports of the largest \( \alpha K \) elements in \( \text{abs}(h) \), and \( \text{H}_K(\cdot) \) denotes the hard-thresholding operator which only preserves the largest \( K \) coefficients in magnitude and set others to 0. \( \alpha \) is a parameter that controls the redundancy of support detection. For \( \alpha > 1 \), Algorithm 1 first selects more than \( K \) supports to form the candidate set. After computing the coefficients vector, the final \( K \)-sparse solution is obtained by hard-thresholding as in step 10. Note that when \( M \) is small, a high \( \alpha \) is necessary to ensure the support detection accuracy.

With the increase of \( M \), a small \( \alpha \) is sufficient to detect the supports accurately. In addition, a small \( \alpha \) can decrease the computational complexity of (14), thus boost the whole algorithm. Based on the above analysis, we propose selecting \( \alpha \) adaptively as
\[
\alpha = 1 + \alpha_0 e^{-\frac{\rho}{|M|}}, \quad (16)
\]
where \( \alpha_0 \) is the initial quantity and \( \tau \) is the exponential decay constant.

| Algorithm 1 HISTORY |
|---------------------|
| **Input:** \( y, A, K, \alpha \) |
| 1: Initialize: \( x^* = \text{Zeros}(N) \) |
| 2: for each \( j \in 1, \ldots, N \) do |
| 3: \( P_j = H\{y, A_j\}/M \) |
| 4: \( h_j = \text{cos}(\pi P_j) \) |
| 5: end for |
| 6: \( S = \text{FindSupp}(\text{abs}(h), \alpha K) \) |
| 7: \( c^*_\tau = A_S \backslash y \) |
| 8: \( x^*_\tau = c^*_\tau \) |
| 9: if \( \alpha > 1 \) then |
| 10: \( x^* = \text{H}_K(x^*_\tau) \) |
| 11: end if |
| 12: \( x^* = x^*_{\tau}/\|x^*\|_2 \) |
| **Output:** recovered sparse signal \( x^* \) |

It is worth noting that Algorithm 1 is a nearly-linear time algorithm, with its computational complexity to be \( O(MN) \). Therefore, the proposed algorithm runs significantly faster than iterative algorithms.

3. Experiments

3.1 Experimental Setup

The target vector \( x \in \mathbb{R}^N \) is generated by drawing its nonzero elements from the standard Gaussian distribution, and then normalized to have unit norm. The locations of the \( K \) nonzero coefficients of \( x \) are randomly selected. The elements in the measurement matrix \( A \in \mathbb{R}^{M \times N} \) are also drawn from the standard Gaussian distribution. To generate sign flips, the measurement vector \( y \) is firstly acquired as in (1), then the sign of every element in \( y \) is flipped with probability \( \rho \). For each setting of \( M, N, K \), and \( \rho \), the recovery experiment is repeated for 100 trials, and the average recovery error, denoted by \( \|x - x^*\|_2/\|x\|_2 \), is reported. In all experiments, The parameter \( \alpha \) is selected adaptively as in (16) with \( \alpha_0 = 4 \) and \( \tau = 1 \).

The HISTORY algorithm is compared with the following three algorithms,

- BIHT-\( \ell_2 \): a heuristic algorithm proposed in [14], which has been proved to have better performance than BIHT in the noisy setting. The maximum iterative number and step size are set to 200 and
Convex: a provable algorithm proposed in [17], which solves a convex optimization problem to recover the sparse signal †.

Passive: an efficient optimization algorithm with closed-form solution proposed in [19], experimental results illustrated that their passive algorithm outperforms other baselines. The regularization parameter $\gamma$ is set to $\sqrt{\frac{\log N}{M}}$, which is the optimal choice in [19].

3.2 Results

3.2.1 Support detection accuracy and computational efficiency of the adaptive $\alpha$

Firstly, the support detection accuracy with different $\alpha$ is studied. Parameters are set as $N = 1000$, $K = 10$, $\rho = 0.1$, and $M$ is varied from 200 to 4000. The parameter $\alpha$ is selected adaptively as in (16) with parameters $\alpha_0 = 4$ and $\tau = 1$. $\alpha$ is also selected with fixed values as $\alpha = 1, 2, 4, 8$ for comparison. The support detection accuracy (SDA) is employed to quantify the percentage of detection success between the original supports and the reconstructed supports. The SDA is defined as

$$\text{SDA} = \frac{\#(\text{supp}(x) \cap \text{supp}(x^*))}{\#(\text{supp}(x))} \times 100\%.$$ (17)

The support detection accuracy curve with different $\alpha$ is shown in Fig. 1(a). It’s observed that the adaptive $\alpha$ has the highest SDA. Although $\alpha = 8$ has better performance than $\alpha = 1, 2, 4$ with small $M$, all $\alpha$ values have same SDA after $M > 1500$. Therefore, a high $\alpha$ is not necessary when $M$ is large.

To study the computational efficiency of the adaptive $\alpha$, the CPU time of HISTORY with different $\alpha$ is evaluated. For each point, the recovery experiment is repeated for 100 trials, and the total cpu time is reported in Fig. 1(b). It is observed that larger $\alpha$ costs more computational resource. HISTORY with $\alpha = 8$ costs more than double CPU time of that with $\alpha = 1$ to recover the signals. The adaptive $\alpha$ costs least CPU time, i.e., almost same with $\alpha = 1$. Therefore, the adaptive $\alpha$ has better computational efficiency than fixed ones.

3.2.2 Recovery error versus measurement dimension

Then the recovery error at different measurement dimension $M$ is studied. Parameters are set as $N = 1000$, $\rho = 0.1$.

$K = 10$, $\rho = 0.1$, and $M$ is varied from 200 to 4000. The recovery error curve is shown in Fig. 2. It is observed that with the increase of $M$, the recovery errors of all algorithms decrease. In particular, BIHT-$\ell_2$ has the worst performance among these algorithms, that is because it is very sensitive to noise in the 1-bit measurements. In contrast, HISTORY has the best performance, especially when $M$ is relatively large. The recovery errors of Convex and Passive are very similar.

3.2.3 Recovery error versus sparsity

Then the recovery error at different sparsity $K$ is evaluated. Parameters are set as $N = 1000$, $\rho = 0.1$, $M = 4000$, and $K$ is varied from 10 to 200. The recovery error curves are shown in Fig. 3. Results show that with the increase of $K$, the recovery errors of all algorithms increase. In particular, among these algorithms, HISTORY has the best performance while BIHT-$\ell_2$ has the worst one. In addition, Passive and Convex almost have the same performance. Finally, we would like to emphasize that HISTORY increases its advantage with the increase of $K$, i.e., it is less sensitive to sparsity than other algorithms.
3.2.4 Recovery error versus sign flip ratio

Next, the recovery error at different sign flip ratio $\rho$ is evaluated. Parameters are set as $N = 1000$, $K = 10$, $M = 4000$, and $\rho$ is varied from 0 to 0.5. The recovery error curves are shown in Fig. 4. Though BIHT-$\ell_2$ had the minimum recovery error when $\rho$ is small, with the increase of $\rho$, its recovery error increased very quickly, making it be the worst algorithm at the high sign flip ratio. Passive and Convex had almost the same performance, which are better than that of BIHT-$\ell_2$. HISTORY has the best performance both at high and low sign flip ratio. Thus, HISTORY has the best noise robustness among these algorithms.

3.2.5 Recovery error under misspecified model

Moreover, HISTORY performs better than Passive and Convex in a neighborhood of $K$. Under misspecification with $K_{\text{select}} < K$, the recovery error is large since the error from unrecovered coefficients is large. For $K_{\text{select}} > K$, the nonzero coefficients are correctly recovered so that the corresponding error is small, but there is some additional error due to noise. To further improve the performance of HISTORY when $K$ is unknown, many approaches can be used to estimate the sparsity level. For example, we can select a regularization parameter $\gamma$ first, and then use the thresholding method to estimate $K$ as proposed in [19]. Other approaches such as 1-bit one scan [21] and sudocodes-based method [22] can also be used for sparsity estimation. We will leave this part for future research.

3.2.6 Computational complexity

To evaluate the computational complexity of each algorithm, we study the running time of them. Parameters are set as $N = 1000$, $K = 10$, $M = 4000$, and $\rho = 0.1$. The running time of those algorithms can be found in Table 1. Results show that the running time of HISTORY and Passive are similar, while that of Convex
and BIHT-$\ell_2$ are significantly higher.

| Algorithm | BIHT-$\ell_2$ | Convex | Passive | HISTORY |
|-----------|--------------|--------|---------|---------|
| Time (s)  | 331.29       | 155.47 | 3.04    | 3.22    |

Table 1 Running time of each algorithm, when $N = 1000$, $K = 10$, $M = 4000$, and $p = 0.1$. For BIHT-$\ell_2$, there is no formal stopping criterion, and we report the running time after 100 iterations.

4. Conclusion

In this paper, we have developed an efficient and robust algorithm for noisy 1-bit compressive sensing. Compared with the existing methods, the proposed algorithm has several important advantages. It is robust to noise, it is computationally efficient, it has lower sample complexity, and it is easy to implement. Experimental results provide sound support to our theoretical development.
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Appendix A: Proof of Theorem 1

It is worth noting that
\[
P(\text{sign}(x^T \phi) = \text{sign}(\phi_j)) = P(x^T \phi > 0, \phi_j > 0) + P(x^T \phi \leq 0, \phi_j \leq 0). \tag{A.1}
\]

We can divide $x^T \phi$ into two parts as
\[
m = x^T \phi = m_j + m_c, \tag{A.2}
\]
where
\[
m_j = \phi_j x_j, \quad m_c = x^T \phi - \phi_j x_j. \tag{A.3}
\]
In addition, it can be easily verified both $m_j$ and $m_c$
satisfy Gaussian distribution, i.e.,
\[ m_j \sim \mathcal{N}(0, x_j^2), \]
\[ m_c \sim \mathcal{N}(0, 1 - x_j^2). \] (A.4)

Depending on \( x_j \), we have three situations as follows,
(1) when \( x_j < 0 \), we have
\[
\mathbb{P}(x^T \phi > 0, \phi_j > 0) = \mathbb{P}(m_c > 0, m_j > 0) = \mathbb{P}(m_c > 0)(m_j > 0) = \frac{1}{4}.
\] (A.5)

In the same way, we have
\[
\mathbb{P}(x^T \phi \leq 0, \phi_j \leq 0) = \frac{1}{4}.
\] (A.6)

Therefore,
\[
\mathbb{P}(\text{sign}(x^T \phi) = \text{sign}(\phi_j)) = \frac{1}{2}. \] (A.7)

(2) when \( x_j > 0 \), we have
\[
\mathbb{P}(x^T \phi > 0, \phi_j > 0) = \mathbb{P}(m_c + m_j > 0, m_j > 0) \] (A.8)

The joint probability density function of \( m_c \) and \( m_j \) is
\[
p(m_c, m_j) = \frac{1}{2\pi x_j \sqrt{1 - x_j^2}} \exp \left( -\frac{1}{2} \frac{m_j^2}{x_j^2} + \frac{m_c^2}{1 - x_j^2} \right) \] (A.9)

Assume that
\[
m_c = r \cos \theta, \quad m_j = r \sin \theta, \] (A.10)

then we have,
\[
\mathbb{P}(m_c + m_j > 0, m_j > 0)
\]
\[
= \frac{1}{2\pi x_j \sqrt{1 - x_j^2}} \int_0^{\pi} \int_0^\infty \exp \left( -\frac{1}{2} \frac{m_j^2}{x_j^2} + \frac{m_c^2}{1 - x_j^2} \right) r \, dr \, d\theta \] (A.11)

\[
= \frac{1}{2} - \frac{1}{2\pi} \arccos(x_j).
\]

In the same way, we have
\[
\mathbb{P}(x^T \phi \leq 0, \phi_j \leq 0) = \mathbb{P}(m_c + m_j \leq 0, m_j \leq 0) = \frac{1}{2} - \frac{1}{2\pi} \arccos(x_j).
\] (A.12)

Therefore, we have
\[
\mathbb{P}(\text{sign}(x^T \phi) = \text{sign}(\phi_j)) = 1 - \frac{1}{\pi} \arccos(x_j). \] (A.13)

(3) when \( x_j < 0 \),
\[
\mathbb{P}(\text{sign}(x^T \phi) = \text{sign}(\phi_j))
\]
\[
= \mathbb{P}(x^T \phi > 0, \phi_j > 0) + \mathbb{P}(x^T \phi \leq 0, \phi_j \leq 0)
\]
\[
= \mathbb{P}(m_c + m_j > 0, m_j < 0) + \mathbb{P}(m_c + m_j \leq 0, m_j \geq 0). \] (A.14)

The first part can be computed via
\[
\mathbb{P}(m_c + m_j > 0, m_j < 0)
\]
\[
= \frac{1}{2\pi x_j \sqrt{1 - x_j^2}} \int_0^\pi \int_0^\infty \exp \left( -\frac{1}{2} \left( \frac{r^2}{x_j^2} \cos^2 \theta + \frac{r^2}{x_j^2} \sin^2 \theta \right) \right) r \, dr \, d\theta
\]
\[
= \frac{1}{2} - \frac{1}{2\pi} \arccos(x_j).
\] (A.15)

In the same way, we calculate the second part as
\[
\mathbb{P}(m_c + m_j < 0, m_j > 0) = \frac{1}{2} - \frac{1}{2\pi} \arccos(x_j). \] (A.16)

Therefore, we have
\[
\mathbb{P}(\text{sign}(x^T \phi) = \text{sign}(\phi_j)) = 1 - \frac{1}{\pi} \arccos(x_j). \] (A.17)

Synthesize the above three situations, we have
\[
\mathbb{P}(\text{sign}(x^T \phi) = \text{sign}(\phi_j)) = 1 - \frac{1}{\pi} \arccos(x_j). \] (A.18)
\[
\mathbb{P}(\text{sign}(x^T \phi) \neq \text{sign}(\phi_j)) = \frac{1}{\pi} \arccos(x_j). \] (A.19)

This concludes the proof.

**Appendix B: Proof of Lemma 1**

In the noiseless setting, we define an event \( E_1 \) to be
\[
E_1 : \text{sign}(y_i) \neq \text{sign}(A_i^j).
\] (A.20)

From Theorem 1, we have
\[
\mathbb{P}(E1) = \frac{1}{\pi} \arccos(x_j). \] (A.21)

In the noisy setting, we define an event \( E_2 \) that \( y_i \) has its sign flipped, i.e.,
\[
E_2 : y_i = -1 \cdot \text{sign}(A_i^j x), \] (A.22)
and by the definition of sign flip ratio, we have
\[
\mathbb{P}(E2) = \rho. \] (A.23)

It is easy to verify that \( E_1 \) and \( E_2 \) are independent events, and we have
\[ P_j = \mathbb{P}(E_1E_2) + \mathbb{P}(E_1E_2) \]
\[ = \mathbb{P}(E_1) \mathbb{P}(E_2) + \mathbb{P}(E_1) \mathbb{P}(E_2) \]
\[ = \left(1 - \frac{1}{\pi} \arccos(x_j)\right) \rho + \frac{1}{\pi} \arccos(x_j)(1 - \rho) \]
\[ = \frac{1 - 2\rho}{\pi} \arccos(x_j) + \rho. \] (A.24)

Then the proof completes.

**Appendix C: Proof of Lemma 2**

For any \( x_u - x_v > \epsilon \), because \( P_j \) is continuous on the closed interval \([x_v, x_u]\) and differentiable on the open interval \((x_v, x_u)\), by using the Lagrange’s mean value theorem, there exists a point \( x_c \) in \((x_v, x_u)\) such that

\[ P_v - P_u = \frac{\partial P_j}{\partial x_j} \bigg|_{x_j = x_c} (x_v - x_u) \]
\[ = \frac{(1 - 2\rho)}{\pi \sqrt{1 - x_c^2}} (x_v - x_u) \] (A.25)
\[ > \frac{(1 - 2\rho) \epsilon}{\pi}. \]

Because both \( H\{y, A_u\} \) and \( H\{y, A_v\} \) obey the binomial distribution, i.e.,

\[ H\{y, A_u\} \sim B(M, P_u), \]
\[ H\{y, A_v\} \sim B(M, P_v), \] (A.26)

therefore, the expectation and variance of \( H\{y, A_u\} \) and \( H\{y, A_v\} \) are given by

\[ \mathbb{E}(H\{y, A_u\}) = MP_u, \]
\[ \mathbb{E}(H\{y, A_v\}) = MP_v, \]
\[ \mathbb{D}(H\{y, A_u\}) = MP_u(1 - P_u), \]
\[ \mathbb{D}(H\{y, A_v\}) = MP_v(1 - P_v). \] (A.27)

Define a random variable \( z \) as

\[ z \overset{\text{def}}{=} H\{y, A_v\} - H\{y, A_u\}. \] (A.28)

Because \( H\{y, A_u\} \) and \( H\{y, A_v\} \) are independent, the expectation and the variance of \( z \) are given by

\[ \mathbb{E}(z) = \mathbb{E}(H\{y, A_v\}) - \mathbb{E}(H\{y, A_u\}) \]
\[ = MP_v - MP_u, \]
\[ \mathbb{D}(z) = \mathbb{D}(H\{y, A_v\}) + \mathbb{D}(H\{y, A_u\}) \] (A.29)
\[ = MP_v(1 - P_v) + MP_u(1 - P_u). \]

In addition, note that the probability mass function of \( z \) is symmetrical with \( \mathbb{E}(z) \). By using the Chebyshev’s inequality, we have

\[ \mathbb{P}(z > 0) = 1 - \mathbb{P}(z \leq 0) \]
\[ = 1 - \frac{1}{2} \mathbb{P}(\left| z - \mathbb{E}(z) \right| \geq \mathbb{E}(z)) \] (A.30)
\[ \geq 1 - \frac{\mathbb{D}(z)}{2\mathbb{E}^2(z)}. \]

Let \( f(z) = 1 - \frac{D(z)}{2\mathbb{E}^2(z)} \), by substituting (A.25) and (A.29) into \( f(z) \), we have

\[ f(z) = \]
\[ 1 + \frac{\pi^2 P_v(P_u - 1)}{2M \epsilon^2 (1 - 2\rho)^2} \]
\[ + \frac{\pi(P_u(2 - 4\rho) + 2\rho - 1)}{2M \epsilon(1 - 2\rho)^2}. \] (A.31)

By computing the derivative of \( f(z) \) with respect to \( P_u \) and set it to be 0, we compute the minimum value of \( f(z) \) to be

\[ f(z) \geq 1 - \frac{\pi^2 - \epsilon^2 (1 - 2\rho)^2}{4M \epsilon^2 (1 - 2\rho)^2}. \] (A.32)

By combining (A.30) and (A.32), we have

\[ \mathbb{P}(H\{y, A_v\} > H\{y, A_u\}) \geq 1 + \frac{1}{4M} - \frac{\pi^2 - \epsilon^2 (1 - 2\rho)^2}{4M (1 - 2\rho)^2}. \] (A.33)

Then the proof completes.
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