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Abstract

Solution methods for generalized Nash equilibrium have been dominated by variational inequalities and complementarity problems. Since these approaches fundamentally rely on the sufficiency of first-order optimality conditions for the players’ decision problems, they only apply as heuristic methods when the players are modeled by nonconvex optimization problems. In contrast, this work approaches generalized Nash equilibrium using theory and methods for the global optimization of nonconvex bilevel programs. Through this perspective, we draw precise connections between generalized Nash equilibria, feasibility for bilevel programming, the Nikaido-Isoda function, and classic arguments involving Lagrangian duality and spatial price equilibrium. Significantly, this is all in a general setting without the assumption of convexity. Along the way, we introduce the idea of minimum disequilibrium as a solution concept that reduces to traditional equilibrium when equilibrium exists. The connections with bilevel programming and related semi-infinite programming permit us to adapt global optimization methods for those classes of problems, such as constraint generation or cutting plane methods, to the problem of finding a minimum disequilibrium solution. We propose a specific algorithm and show that this method can find a pure Nash equilibrium even when the players are modeled by mixed-integer programs.

1 Introduction

In game theory, equilibrium has a long history. Debreu \cite{1950_debreu} introduced the concept that we will focus on in this work, called generalized Nash equilibrium (GNE); see also \cite{2010_harker} for a review. Again, there is a long history of applications of GNE, but recent work includes applications in electricity markets \cite{2012_kang, 2012_zhou, 2019_yang}, energy markets \cite{2015_humphries, 2016_schinzi}, competitive capacitated lot-sizing \cite{2014_zhou}, and applications of integer programming games \cite{2012_kang, 2013_humphries}. This particular body of work has been pushing the limits of the theory and methods for GNE by considering players modeled by nonconvex optimization problems. We note that GNE, as we focus on here, is a solution in “pure” strategies; this in contrast with Nash’s original definition \cite{1950_nash, 1951_nash}, which deals with equilibrium in mixed strategies (roughly, a solution consisting of a probability distribution over the strategy set of each player). Nonconvexity is a major challenge when trying to find a pure Nash equilibrium.
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A popular class of methods for finding a GNE involve taking the KKT conditions for each player problem and solving a complementarity problem, or more generally a variational inequality (VI). Again, see [11] for an extensive review; we merely point out here that this approach is so dominant that a mathematical program with “equilibrium constraints” is defined (by Luo et al. [25] in specific, and many others in general) as a mathematical program constrained by the solution set of a variational inequality.

However, this approach fundamentally relies on the sufficiency of first-order optimality conditions for the players’ decision problems. Consequently, when the players do not have convex structure, modeling with complementarity problems presents significant challenges. Some authors try to adapt the complementarity-based methods, but the resulting methods are ultimately heuristic in nature. For instance, the approaches of [16, 17] combine integer decisions with complementarity models to arrive at a mixed-integer complementarity problem. The solution methods then relax certain integrality and complementarity conditions so that they obtain a mixed-integer linear program. While this is a clear approach to a numerical implementation, the solution that one arrives at is not guaranteed to be a GNE, even if one exists. In contrast, Fuller and Çelebi [14] introduce and motivate “minimum total opportunity cost” as a solution concept for unit commitment problems in electricity markets with nonconvexities arising from integer decisions. However, the structure of the resulting problem led the authors to propose a heuristic solution method, and ultimately show that the “minimum complementarity” approach of [16] is an approximate solution for their minimum total opportunity cost idea.

Approaches to finding GNE that use the Nikaido-Isoda (NI) function typically reformulate the equilibrium problem as an optimization problem [21, 41]. The NI function also appears in some methods that employ a fixed-point problem to find an equilibrium [7, 40]. While the basic optimization reformulations are often applicable when there is a certain amount of nonconvexity, the numerical methods so far proposed are limited to the setting where the player problems are convex, or at least have convex constraint sets. This is in part because, in the most general case, an equilibrium is a global minimizer of an implicitly defined and nonconvex function; finding such a point is a challenge. Consequently, none of the approaches involving the NI function have so far considered discretely-constrained player problems.

One of the ultimate goals of this paper is to describe a solution method for finding a pure Nash equilibrium that applies even when the player problems are nonconvex, including discretely-constrained problems. This method and our overall perspective is inspired by the literature on global optimization for bilevel programs with nonconvex followers, and related semi-infinite programs [1, 19, 26, 36, 39]. Our fundamental view is that the problem of finding a GNE is equivalent to a bilevel feasibility problem; through purely mathematical considerations for handling this feasibility problem, we introduce our relaxed solution concept called minimum disequilibrium. A minimum disequilibrium solution coincides with a GNE when a GNE exists; otherwise, minimum disequilibrium provides the best alternative, in a particular sense, to an equilibrium. Further, minimum disequilibrium has meaning in specific applications; for instance, in unit commitment problems for electricity markets, our method finds the minimum total opportunity cost solution from [14].

Subsequently, by specializing a global optimization method for semi-infinite programming to the minimum disequilibrium problem, we arrive at a very powerful and general procedure that may be applied even when a player is modeled by a mixed-integer nonlinear program (MINLP). The method has characteristics of a cutting plane or constraint generation method, and relies on the solution of a series of related optimization problems to form a convergent sequence of upper and lower bounds on the measure of disequilibrium. If these bounds converge to zero, we have an equilibrium; otherwise, the lower bound will converge to a value strictly greater than zero, and we have a certificate that equilibrium does not exist.
We also discuss the specialization of the minimum disequilibrium problem to the economic situation of price-taking players. In this setting, the minimum disequilibrium problem decomposes into a primal problem, often referred to as the maximum social welfare problem, and a dualized version of it. Consequently, we show that optimal primal-dual solutions correspond with a minimum disequilibrium solution. As a result, we are able to generalize the classic result that optimal dual variables of the maximum social welfare problem are equilibrium prices in the spatial price equilibrium problem \[34\]. Our generalization shows that this may hold even if the maximum social welfare problem is, for instance, an MINLP.

The present work has some elements in common with \[10, 20\]. These papers also aim to compute pure Nash equilibria for games involving discretely-constrained players. Guo et al. \[20\] focus on players modeled by mixed-binary quadratic programs, and leverage a reformulation of these problems as completely positive programs; consequently, they are able to use a strong duality result between completely positive programs and copositive programs \[1\]. They also consider pricing schemes for electricity markets. Interestingly, since their approach is based on a strong duality result, they still fundamentally rely on a certain set of KKT conditions. While this approach is effective for this class of problems, we feel this highlights the need for a different perspective, and that the present work addresses this need. Meanwhile, Dragošto and Scatamacchia \[10\] focus on enumerating all pure Nash equilibria for integer programming games, a class of games where each player’s decision problem is an integer linear program. They propose a cutting plane algorithm for characterizing the convex hull of the set of pure Nash equilibrium solutions. By focusing on a specific class of games, they are able to specialize their results and, for instance, enumerate all equilibria. In this work, we will aim to be more general, allowing players to have decision/feasible sets with an uncountable number of points.

To reiterate, the main contributions of this work include:

- A numerical method for finding a pure Nash equilibrium, if one exists, even if the players have general nonconvex decision problems. To the best of our knowledge, this is the first method that can find an arbitrarily accurate approximate pure Nash equilibrium with players defined by an MINLP.

- A rigorous method for finding the minimum total opportunity cost solution in unit commitment problems.

- A generalization of the result that optimal dual variables are equilibrium prices in spatial price equilibrium problems; this holds even if the corresponding maximum social welfare problem is a general nonconvex optimization problem.

Table 1 summarizes how our proposed method compares with previously published methods for finding pure Nash equilibria. A feasible set described as “mixed-integer, linearly constrained” refers to a set that can be represented as \( \{(z^c, z^d) \in \mathbb{R}^{n_c} \times \mathbb{Z}^{n_d} : Az^c + Bz^d \leq b\} \) for appropriate sized real matrices \( A, B \), and real vector \( b \). A set described as “integer, linearly constrained” would be similar, but with \( n_c = 0 \) (no continuous variables).

This work is organized as follows. In Section 2, we formally state the definition of the game and the corresponding notion of GNE. We actually focus on a slightly different setting for modeling the players and game; we establish that it is equivalent to the original definitions. In Section 3, we proceed to characterize GNE as a solution to a bilevel programming feasibility problem and introduce the minimum disequilibrium formulation. In Section 4, we leverage the clear connections with semi-infinite programming and propose our solution method for finding a minimum disequilibrium solution under very general conditions. Since a minimum disequilibrium solution coincides with a
Table 1: Methods for finding pure Nash equilibrium (PNE), when they apply, and guarantees

| Method                                                                 | Players’ objective functions | Players’ feasible sets                  | Notes/guarantees                                                |
|------------------------------------------------------------------------|------------------------------|-----------------------------------------|-----------------------------------------------------------------|
| **This work:** Reformulation as semi-infinite program, constraint generation method | continuous (includes everything below) | compact (includes everything below if bounded) | finds PNE if one exists, requires global solution of subproblems |
| Cutting plane method [10]                                              | linear                       | integer, linearly constrained            | finds PNE if one exists, requires global solution of subproblems |
| Copositive duality reformulation, cutting plane method [20]           | convex quadratic              | mixed-integer, linearly constrained      | finds PNE if one exists, requires global solution of mixed-integer linear programs |
| Minimum complementarity method [16, 17]                              | linear                       | mixed-integer, linearly constrained      | may not find PNE even if one exists                              |
| Optimization reformulation, gradient-based minimization [21, 41]     | continuously differentiable, convex | closed, convex                          | PNE exists, monotonicity assumptions required for convergence of gradient method |
| VI reformulation [12 Prop. 1.4.2]                                     | continuously differentiable, convex | closed, convex                          | PNE exists, monotonicity assumptions required for convergence of methods for VI |

pure Nash equilibrium when the latter exists, our method will find an equilibrium if one exists. In Section 5, we specialize the discussion on minimum disequilibrium to a particular setting consistent with spatial price equilibrium. In this setting, we establish that the minimum disequilibrium problem decomposes into a primal problem and its Lagrangian dual; this permits a generalization to the nonconvex case of the classic result regarding equilibrium prices and dual variables. Finally, in Section 6, we provide some examples to illustrate the application of these solution methods. These include an application to unit commitment problems, with integer-constrained players, and a spatial price equilibrium problem where the max social welfare problem is an MINLP.

2 Definitions of equilibrium and equivalence

In this section we present two different forms of a non-cooperative, complete information game along with the associated definition of a generalized Nash equilibrium (GNE). We proceed to show that the two different ways of specifying the game are equivalent, or more specifically, have equivalent modeling capabilities. Since it will be the focus of this work and form the basis of our notation, we first present our alternate definition of the players and equilibrium in Section 2.1. In the subsequent subsection 2.2, we present an established definition of the players and GNE.

To motivate our alternate definition of equilibrium, consider two different settings for modeling economic equilibrium: price-taking players versus Cournot players. The traditional informal definition of a GNE as a point from which each player has no incentive to deviate, given the decisions of the other players, is convenient when modeling Cournot players, since each player’s objective depends directly on the decisions of the other players. However, in the case of price-taking behavior, the players of the game only depend on quantities (prices) that no player explicitly determines. This inspires our modified definition of the players and equilibrium. The definition is in essence
derived from a Stackelberg game, or more generally a single-leader/multi-follower game, in which the leader has a trivial (identically zero) objective. This alternate definition and associated notation introduce a bilevel structure. The result is a natural setting for our subsequent numerical developments, which are inspired by the literature on bilevel programming and related semi-infinite programming.

2.1 Definition of generalized Nash equilibrium

Let the $m$ players of the game be indexed by $i \in I \equiv \{1, \ldots, m\}$, and let each player be modeled by an optimization problem parametric in $x \in \mathbb{R}^{n_0}$:

$$S_i(x) \equiv \arg \min_{y_i} g_i(x, y_i) \quad \text{s.t.} \quad (x, y_i) \in F_i,$$

where $F_i \subseteq \mathbb{R}^{n_0} \times \mathbb{R}^{n_i}$ and $g_i : F_i \to \mathbb{R}$. This formulation for the player problems is quite general; for instance, in some of the numerical examples we consider, each $F_i$ enforces certain decision variables to be integer-valued. We also introduce the global constraint set

$$G \subseteq \mathbb{R}^{n_0} \times \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m},$$

which can be used to link the solutions of the player problems. We have the following definition.

**Definition 1.** A point $(x^*, y_1^*, \ldots, y_m^*)$ is a GNE of the collection of $(A_i)$ with respect to $G$ if $(x^*, y_1^*, \ldots, y_m^*) \in G$ and $y_i^* \in S_i(x^*)$ for each $i \in I$.

Another important definition is the optimal value function of problem $(A_i)$

$$g_i^*(x) \equiv \inf_{y_i} \{g_i(x, y_i) : (x, y_i) \in F_i\}.$$ (1)

As usual, for any $i$, define $g_i^*(x) = +\infty$ if optimization problem $(A_i)$ is infeasible, and $g_i^*(x) = -\infty$ if the problem is unbounded.

As a brief note on notation, we will sometimes write

$$(y_1, \ldots, y_m) = y \in \mathbb{R}^{(\sum_{i=n_0})}$$

and

$$(x, y_1, \ldots, y_m) = (x, y) \in \mathbb{R}^{n_0} \times \mathbb{R}^{(\sum_{i=1}^{n_0})}.$$ More generally, a symbol without a subscript refers to a tuple/block vector of the subscripted objects; for example we have $z = (z_1, z_2, \ldots, z_J)$ for some vectors or scalars $z_j$. Throughout this work we will not take for granted the existence of solutions to various mathematical optimization problems. Further, we will often deal with the optimal value of an optimization problem. This means that, for consistency if nothing else, we will denote the general optimization problem of “minimize the function $f$ on the set $X$” as “$\inf_x \{f(x) : x \in X\}$.” As usual, “arg min” refers to the solution set, empty or not.

2.2 Original definition of generalized Nash equilibrium

A definition of generalized Nash equilibrium, originally due to Debreu [9], has proved popular, appearing largely unchanged as the central definition in a recent review of generalized Nash equilibrium problems by Facchinei and Kanzow [11]. We adapt and present this definition.
Let $u = (u_1, \ldots, u_m) \in \mathbb{R}^{\tilde{n}_1} \times \cdots \times \mathbb{R}^{\tilde{n}_m}$ and for each $i$ let $u_{-i}$ denote the vector of variables excluding the vector $u_i$:

$$u_{-i} = (u_1, \ldots, u_{i-1}, u_{i+1}, \ldots, u_m).$$

Consider a set of $\tilde{m}$ players; the $i^{th}$ player is defined by an optimization problem parametric in $u_{-i}$:

$$T_i(u_{-i}) = \arg \min_{u_i} h_i(u_{-i}, u_i)
\text{ s.t. } (u_{-i}, u_i) \in H_i,$$

where $H_i$ is a subset of $\left( \prod_{j \neq i} \mathbb{R}^{\tilde{n}_j} \right) \times \mathbb{R}^{\tilde{n}_i}$ and $h_i$ is a real-valued function on $H_i$.

**Definition 2.** A point $(u^*_1, \ldots, u^*_m)$ is a GNE of $(\mathcal{B})$ if $u^*_i \in T_i(u^*_{-i})$, for all $i \in \{1, \ldots, \tilde{m}\}$.

In the definition given in [11], the feasible set of the player problem is described using a set-valued mapping $H^M_i : \left( \prod_{j \neq i} \mathbb{R}^{\tilde{n}_j} \right) \to \mathbb{R}^{\tilde{n}_i}$. This description is entirely equivalent to the one we have chosen here: given a set-valued mapping $H^M_i$, define $H_i$ as its graph, and conversely given $H_i \subset \left( \prod_{j \neq i} \mathbb{R}^{\tilde{n}_j} \right) \times \mathbb{R}^{\tilde{n}_i}$ define the set-valued mapping by $H^M_i(u_{-i}) = \{u_i : (u_{-i}, u_i) \in H_i\}$.

### 2.3 Equivalence of modeling frameworks

We proceed to show that the two ways of specifying the games and associated GNE are equally flexible modeling concepts; given the problem of finding a GNE according to Definition 1 one can easily define an equivalent problem in finding a GNE according to Definition 2 and vice versa. Propositions 1 and 2 establish how to convert between the games, and together these results establish the equivalence of the equilibrium concepts. While intuitive, we find it useful to make the equivalence explicit.

First, we show that to convert from Definition 1 to Definition 2 we essentially add an extra player with trivial objective and constraints that enforce $(x, y) \in G$.

**Proposition 1.** Consider the optimization problems $\{A_i\}$ and set $G \subset \mathbb{R}^{n_0} \times \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m}$. For $u = (u_0, u_1, \ldots, u_m) \in \mathbb{R}^{n_0} \times \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m}$ let

$$T'_0(u_{-0}) = \arg \min_{u_0} 0
\text{ s.t. } (u_0, u_1, \ldots, u_m) \in G,$$

and for $i \in \{1, \ldots, m\}$, let

$$T'_i(u_{-i}) = \arg \min_{u_i} g_i(u_0, u_i)
\text{ s.t. } (u_0, u_i) \in F_i.$$

Then $(x^*, y^*_1, \ldots, y^*_m)$ is a GNE of $\{A_i\}$ with respect to $G$ according to Definition 1 if and only if $(u^*_0, u^*_1, \ldots, u^*_m) = (x^*, y^*_1, \ldots, y^*_m)$ is a GNE of $\{B'_i\}, i \in \{0, 1, \ldots, m\}$, according to Definition 2.

**Proof.** First note that from the definitions in the statement of the theorem, for any $x \in \mathbb{R}^{n_0}$ and $u = (x, u_1, \ldots, u_m) \in \prod_i \mathbb{R}^{n_i}$ we have $S_i(x) = T'_i(u_{-i})$ for $i > 0$.

Let $(x^*, y^*_1, \ldots, y^*_m)$ be a GNE according to Definition 1 by definition we have $(x^*, y^*_1, \ldots, y^*_m) \in G$, and for each $i$, $y^*_i \in S_i(x^*)$. Define $u^*_0 \equiv x^*$ and for each $i > 0$, $u^*_i \equiv y^*_i$. Then as noted, for each $i \in \{1, \ldots, m\}$ we have $T'_i(u^*_{-i}) = S_i(x^*)$, which implies $u^*_i \in T'_i(u^*_{-i})$. Further, $\{B'_0\}$ is a feasibility problem, for which $u^*_0 = x^*$ is feasible and thus optimal: $u^*_0 \in T'_0(u^*_0)$. We conclude that $(u^*_0, u^*_1, \ldots, u^*_m)$ is a GNE according to Definition 2.
Conversely, let \( u^* = (u^*_1, u^*_2, \ldots, u^*_m) \) be a GNE of \( \{B_i\} \) according to Definition 2. Let \( u^*_i \in T_i(u^*_{-i}) \). Then \( x^* \equiv u^*_i \in T_i^0(u^*_0) \); this implies \((x^*, y^*) \in G\). As before, we have \( S_i(x^*) = T_i^1(u^*_{-i}) \), and so \( y^*_i \equiv u^*_i \) is optimal for \( \{A_i\} \) for each \( i \). Thus \((x^*, y^*_1, \ldots, y^*_m)\) is a GNE according to Definition 1. \( \square \)

Next, to convert from Definition 2 to Definition 1 we must define \( G \) so that the solution components of each player can be “communicated” to one another appropriately, essentially by defining the \( x \) variables as a copy of the \( y \) variables.

**Proposition 2.** Consider the optimization problems \( \{B_i\} \). Define

\[
G' = \left\{ (x_1, \ldots, x_m, y_1, \ldots, y_m) \in \prod_i \mathbb{R}^{n_i} \times \prod_i \mathbb{R}^{\hat{n}_i} : x_i = y_i, \forall i \in \{1, \ldots, m\} \right\},
\]

and for \( x = (x_1, \ldots, x_m) \) and \( i \in \{1, \ldots, m\} \), let

\[
S_i'(x) = \arg\min_{y_i} h_i(x_{-i}, y_i) \quad \text{s.t. } (x_{-i}, y_i) \in H_i.
\]

Then \( u^* = (u^*_1, \ldots, u^*_m) \) is a GNE of \( \{B_i\} \) according to Definition 2 if and only if \((x^*, y^*) \equiv (u^*, u^*)\) is a GNE of \( \{A_i\}, \forall i \in \{1, \ldots, m\}, \) with respect to \( G' \), according to Definition 1.

**Proof.** First note that from the definitions in the statement of the theorem, for any \( u = x \in \prod_i \mathbb{R}^{\hat{n}_i} \), we have \( S_i'(x) = T_i(u_{-i}) \) for each \( i \in \{1, \ldots, m\} \).

Let \( (u^*_1, \ldots, u^*_m) \) be a GNE according to Definition 2. Let \( u^*_i \in T_i(u^*_{-i}) \) for each \( i \). Define \( x^* \equiv u^* \) and \( y^*_i \equiv u^*_i \) for each \( i \); then as noted \( S_i'(x^*) = T_i(u^*_{-i}) \) and we see that this implies \( y^*_i \in S_i'(x^*) \) for each \( i \). Since \( x^* \equiv y^* \), we have \((x^*, y^*) \in G' \) by definition of \( G' \). Thus \((x^*, y^*_1, \ldots, y^*_m)\) is a GNE according to Definition 1.

Conversely, let \((x^*, y^*)\) be a GNE of \( \{A_i\} \) with respect to \( G' \) according to Definition 1. \((x^*, y^*) \in G' \), and \( y^*_i \in S_i'(x^*) \). Define \( u^* \equiv x^* \), and again we have \( T_i(u^*_{-i}) = S_i'(x^*) \). If for each \( i \) we define \( u^*_i \equiv y^*_i \), this implies \( u^*_i \in T_i(u^*_{-i}) \). Thus \((u^*_1, \ldots, u^*_m)\) is a GNE according to Definition 2. \( \square \)

### 2.4 Terminology

Moving forward, we will focus on the problem of finding a GNE according to Definition 1 and all subsequent problems will be posed in the form given in Section 2.1. Consequently, we may call a point a GNE or even more simply an equilibrium if it satisfies Definition 1 for an appropriately defined game.

### 3 Characterization of equilibrium and minimum disequilibrium

In this section we pose an abstract optimization problem that can be used to characterize an equilibrium, and as a by-product, we introduce the concept of minimum disequilibrium. Connections to the Nikaido-Isoda function are discussed as well.

We can express the problem of finding a GNE according to Definition 1 as a feasibility problem for the following bilevel program:

\[
\inf_{x, y_1, \ldots, y_m} 0 \quad \text{s.t. } (x, y_1, \ldots, y_m) \in G, \quad y_i \in \arg\min_{z_i} \{g_i(x, z_i) : (x, z_i) \in F_i\}, \quad \forall i \in I.
\]
Here, and throughout the rest of the work, we use the variables $z_i$ as an alias for the $i^{th}$ player’s decision variables $y_i$ when, for instance, they appear in a “lower-level” problem. This is common notation in the bilevel programming literature. We can reformulate this bilevel problem as

$$\inf_{x,y_1,...,y_m} \ 0$$

subject to

$$(x,y_1) \in F_i, \ \forall i \in I,$$  \hspace{1cm} (2b)

$$g_i(x,y_i) \leq g_i(x,z_i), \ \forall z_i: (x,z_i) \in F_i, \ \forall i \in I.$$  \hspace{1cm} (2d)

Such a reformulation has been considered by, for instance, [1, 39], although it is easy to see that $y_i$ is optimal for the $i^{th}$ lower-level player problem if and only if it is feasible (Constraint (2c)) and its objective value is less than that of any other feasible point (Constraint (2d)). Depending on the cardinality of the $F_i$ sets, Problem (2) may have an infinite number of constraints (for each $i$, $z_i$ is effectively an index for the last set of constraints (2d)). Thus, (2) may be categorized as a generalized semi-infinite program (GSIP) (see e.g. [19] for a review). Whether or not (2) is truly infinitely constrained depends on the nature of the $F_i$ sets; however, whether or not it is infinitely constrained does not complicate the following analysis and discussion. Thus, to allow for the most general context possible, we will refer to problem (2) as a GSIP.

Once again, (2) is a feasibility problem; evidently the most difficult constraint to handle is the “infinite” one (2d). Thus, we can consider replacing the trivial objective with one which aims to minimize the violation of the infinite constraint. To this end, let

$$g : (x,y) \mapsto (g_1(x,y_1),...,g_m(x,y_m)),$$  

$$g^* : (x) \mapsto (g^*_1(x),...,g^*_m(x)).$$

When a player problem is unbounded, $g^*$ is extended real-valued. Define $\mathbb{R} = \mathbb{R} \cup \{-\infty, +\infty\}$ (with the usual order), their Cartesian product $\mathbb{R}^m = \mathbb{R} \times \cdots \times \mathbb{R}$, and the non-negative orthant $\mathbb{R}^m_+ = \{(w_1,\ldots,w_m) \in \mathbb{R}^m : w_i \geq 0, \forall i \}$. In the following result, which characterizes equilibrium as a certain solution of an optimization problem, the objective can be thought of as a measure of “disequilibrium,” or roughly the dissatisfaction of all the players in aggregate. This depends on an $\mathbb{R}$-valued function $\mu$; a convenient choice is

$$\mu : (w_1,\ldots,w_m) \mapsto \sum_{i=1}^m w_i,$$

although we allow for different forms (for instance, any norm satisfies the required properties).

**Proposition 3.** Let $\mu : \mathbb{R}^m \to \mathbb{R}$ be any function satisfying:

1. if $w \in \mathbb{R}^m_+$ then $\mu(w) \geq 0;$
2. $w \in \mathbb{R}^m_+$ and $\mu(w) = 0$ if and only if $w_i = 0$ for all $i \in I$.

Consider

$$\delta \equiv \inf_{x,y_1,...,y_m} \mu(g(x,y) - g^*(x))$$

subject to

$$(x,y_1,...,y_m) \in G, \hspace{1cm} (x,y_i) \in F_i, \ \forall i \in I.$$  \hspace{1cm} (MD)

Any $(x^*,y_1^*,...,y_m^*)$ is a solution of (MD) with $\delta = 0$ if and only if it is a GNE.
Proof. First, note that for any \((x, y_1, \ldots, y_m)\) feasible in \((\mathcal{MD})\), we must have \(g_i (x, y_i) \geq g_i^* (x)\) (since \(y_i\) is feasible in \((\mathcal{A}_i)\)). Thus, since \(\mu(w) \geq 0\) for all \(w \geq 0\), the objective value of \((\mathcal{MD})\) is bounded below by zero; that is, \(\delta \geq 0\).

Let \((x^*, y_1^*, \ldots, y_m^*)\) be an equilibrium. Then \((x^*, y_1^*, \ldots, y_m^*) \in G\) and for each \(i\), \(y_i^*\) is optimal for \((\mathcal{A}_i)\); thus \(g_i (x^*, y_i^*) = g_i^* (x^*)\) for each \(i\), and so \(\mu(g(x^*, y^*)) - g^* (x^*)) = 0\). Furthermore, \(y_i^*\) is feasible in \((\mathcal{A}_i)\) so \((x^*, y_i^*) \in F_i\) for each \(i\); therefore, \((x^*, y_1^*, \ldots, y_m^*)\) is feasible in \((\mathcal{MD})\), and has an objective value equal to zero. It follows that \(\delta \leq 0\), but using the reverse inequality established above, we have \(\delta = 0\), and \((x^*, y_1^*, \ldots, y_m^*)\) is a solution of \((\mathcal{MD})\).

Let \((x^*, y_1^*, \ldots, y_m^*)\) be a solution of \((\mathcal{MD})\) with \(\delta = 0\). As noted above, by feasibility of \((x^*, y^*)\), we have \(g(x^*, y^*) - g^* (x^*) \geq 0\). But since \(\mu(g(x^*, y^*) - g^* (x^*)) = \delta = 0\), using the properties of \(\mu\), we must have for all \(i\) that \(g_i (x^*, y_i^*) = g_i^* (x^*)\); but further, \(y_i^*\) is feasible for \((\mathcal{A}_i)\) and thus optimal. Finally, since we also have \((x^*, y_1^*, \ldots, y_m^*) \in G\), it follows that \((x^*, y_1^*, \ldots, y_m^*)\) is an equilibrium. \(\square\)

We can interpret a solution of Problem \((\mathcal{MD})\) as the “closest” point to being an equilibrium. Specifically, its solution is a point \((x^*, y_1^*, \ldots, y_m^*) \in G\) such that \(y_i^*\) is \(\epsilon_i\)-optimal in \((\mathcal{A}_i)\) for each \(i\), that is,

\[
g_i (x^*, y_i^*) = g_i^* (x^*) + \epsilon_i,
\]

and \(\mu(\epsilon_1, \ldots, \epsilon_m)\) is at a minimum. This perspective suggests that finding a solution with \(\delta > 0\) may still be useful and provide a meaningful or practically useful point. In general, we will refer to a solution of Problem \((\mathcal{MD})\) as a minimum disequilibrium solution, whether or not the solution is in fact an equilibrium.

As mentioned, minimum disequilibrium agrees with the minimum total opportunity cost idea in [14]. Thus, that work provides excellent motivation for the value of a minimum disequilibrium solution for decision making in certain electricity markets; we provide a brief discussion here. In some electricity markets, a market operator has the problem of setting short-term electricity prices. The players in this setting are electricity generators who decide their level of generation given prices, and the global linking constraints \(G\) may model a required minimum level of electricity generation to meet demand, as well as limits on prices. Generators may have fixed start-up costs; this introduces nonconvexities, and a competitive equilibrium may not exist. To address this, different approaches can be taken. For instance, in the PJM electricity market “uplift” or “make whole” payments are introduced, to ensure that generators operate at the required levels to meet demand without losing money. Naturally, this leads to the idea of minimizing the total of the uplift payments. A related formulation, the minimum total opportunity cost, aims to find prices \((x)\), and for each generator \(i\), operational levels and other decisions \((y_i)\), so that the total discrepancy between the generators’ realized profits \((-g_i (x, y_i))\) and what they could have made \((-g_i^* (x))\) is minimized. The result is a formulation that fits into the form of Problem \((\mathcal{MD})\). We will explore this further in Section 6.2.

Characterization of a GNE in terms of the solution of an optimization problem has been proposed before, typically utilizing the NI function. See Appendix A for further discussion on this connection as well an alternate proof of Proposition 3 from this perspective. However, we reiterate that the practical use of an optimization problem such as \((\mathcal{MD})\) to characterize equilibrium has been confined to cases assuming a certain amount of convexity.

### 4 Solution method for minimum disequilibrium

Problem \((\mathcal{MD})\) may be nontrivial to solve. Evidently, the challenge stems from the fact that the players’ optimal value functions, \(g_i^*\), are in general implicitly defined. If the player problems have some known structure that permits a more algebraic description of the optimal value function,
then that could be used to reformulate the problems. Notably, if the player problems are convex, arguments from duality theory or KKT conditions can be used to obtain various mathematical programs; see for instance [13], or from the perspective of GSIP, [37].

However, our aim in this section is to develop methods that can solve Problem (MD) (or an equivalent reformulation) under fairly broad assumptions, including the cases that the player problems are nonconvex. In particular, since verification of equilibrium requires the global solution of (MD), our discussion is motivated by methods for global optimization.

For the sake of clarity, we will make two simplifying assumptions. First, for the function \( \mu \) appearing in Proposition 3, we use the previously mentioned choice \( \mu : w \mapsto \sum_i w_i \). Second, we focus on developing a solution algorithm for finding a minimum disequilibrium solution when all the players have constant feasible sets; in this setting an equilibrium is often called a pure Nash equilibrium. The solution method is in essence a method for solving a semi-infinite program (SIP). In moving to the general case, we obtain a GSIP (recall problem (2)). We refer to recent work by [27, 23] for adapting this basic solution method for SIP to GSIP, and leave their application to equilibrium problems for future work.

We formalize the assumption that the player problems have constant feasible sets as meaning that there exist nonempty sets \( X \subset \mathbb{R}^{n_0} \) and \( Y_i \subset \mathbb{R}^{n_i} \), for each \( i \), such that \( F_i = X \times Y_i \), for each \( i \). Then the \( i \)th player problem is

\[
\inf_{z_i} \left\{ g_i(x, z_i) : z_i \in Y_i \right\}.
\]

We still denote the optimal value function of (\( A_i^N \)) as \( g_i^* \), and we further assume that \( g_i^*(x) \) is finite-valued for all \( x \in X \) and \( i \). This holds, for instance, when \( g_i \) is continuous and \( Y_i \) is compact for each \( i \) (these conditions are required anyway to show that the main algorithm converges). Thus, for each \( i \) we introduce a new scalar variable \( w_i \) which essentially approximates \( g_i^* \) from below, and Problem (MD) becomes

\[
\delta = \inf_{x,y,w} \sum_{i \in I} (g_i(x, y_i) - w_i) \quad \text{s.t. } (x, y_1, \ldots, y_m) \in G,
\]

\[
x \in X,
\]

\[
y_i \in Y_i, \quad \forall i \in I,
\]

\[
w_i \leq g_i^*(x), \quad \forall i \in I.
\]

For some sets \( Y_i^L \subset Y_i \), consider the following problem:

\[
\delta^L = \inf_{x,y,w} \sum_{i \in I} (g_i(x, y_i) - w_i) \quad \text{s.t. } (x, y_1, \ldots, y_m) \in G,
\]

\[
x \in X,
\]

\[
y_i \in Y_i, \quad \forall i \in I,
\]

\[
w_i \leq g_i(x, z_i), \quad \forall z_i \in Y_i^L, \quad \forall i \in I.
\]

Since \( Y_i^L \) is a subset of the feasible set of the \( i \)th player, we have that \( g_i^*(x) \leq \inf \left\{ g_i(x, z_i) : z_i \in Y_i^L \right\} \). Thus, Problem (3) is a relaxation of Problem (MD\( ^N \)), and thus \( \delta^L \) is a lower bound on \( \delta \).

The proposed solution method is given in Algorithm 1. This algorithm is adapted from the general algorithm from [3] for the solution of SIP. That work and subsequent generalizations [26, 22] explore this general class of methods further and other details of their implementation. However, we note one distinction, which is that the method in [3] is just a lower bounding method; because
we are essentially dealing with a feasibility problem, we get an upper bound “for free,” which distinguishes this method from [3, 22, 26].

Algorithm 1 Solution method for Problem \( (\mathcal{MDN}) \)

Require: \( \varepsilon > 0, Y^L_i \subset Y_i, Y^L_i \neq \emptyset \), for each \( i \in I \)

1: \( \delta^U = +\infty \)

2: loop

3: Solve Problem (3) to obtain optimal solution \( (x, y, w) \) and value \( \delta^L \).

4: For this value of \( x \), solve player problems \( (\mathcal{AI}_i) \) to obtain optimal solution \( z_i \) and value \( g_i^*(x) \), for each \( i \in I \).

5: if \( w_i \leq g_i^*(x) \), for all \( i \in I \) then

6: \( (x^*, y^*) \leftarrow (x, y) \)

7: return \( (x^*, y^*) \)

8: else

9: \( Y^L_i \leftarrow Y^L_i \cup \{z_i\} \) for each \( i \in I \)

10: end if

11: if \( \sum_{i \in I} (g_i(x, y_i) - g_i^*(x)) < \delta^U \) then

12: \( \delta^U \leftarrow \sum_{i \in I} (g_i(x, y_i) - g_i^*(x)) \)

13: \( (x^*, y^*) \leftarrow (x, y) \)

14: end if

15: if \( \delta^U - \max \{ \delta^L, 0 \} < \varepsilon \) then

16: return \( (x^*, y^*) \)

17: end if

18: end loop

The initial values of the \( Y^L_i \) sets can be arbitrary; they should merely be nonempty so that Problem (3) is not unbounded on the first iteration. In practice, initially each \( Y^L_i \) set should be finite as well (otherwise we have missed the point of the algorithm, which is to avoid infinite constraints). Single points are added to them through the course of the algorithm and so they remain finite.

Algorithm 1 can terminate in one of two ways. Either:

1. The solution to Problem (3) at a certain iteration is feasible in Problem \( (\mathcal{MDN}) \), indicated by \( w_i \leq g_i^*(x) \) for each \( i \). Then the solution to Problem (3) is optimal for \( (\mathcal{MDN}) \), since (3) is a relaxation. Thus \( \delta^L = \delta \), and the value \( (x^*, y^*) \) returned is a solution.

   If one only cares about the existence of an equilibrium solution, the algorithm can terminate early if it happens that \( \delta^L > 0 \); since we have that \( \delta^L \) is a lower bound on \( \delta \), we have by Proposition 3 that an equilibrium solution does not exist.

2. An \( \varepsilon \)-optimal solution \( (x^*, y^*) \) of Problem \( (\mathcal{MDN}) \) is found. Note that at Step 12, \( \sum_{i \in I} (g_i(x, y_i) - g_i^*(x)) \) is an upper bound for \( \delta \); we have merely evaluated the objective at a feasible point of Problem \( (\mathcal{MDN}) \). More specifically, at any iteration for which the upper bound \( \delta^U \) is finite, we have a point \( (x^*, y^*) \) which came from a solution of Problem (3); thus, \( (x^*, y^*) \in G \) and \( y^*_i \in Y_i \) for each \( i \) and so \( (x, y, w) = (x^*, y^*, g^*(x^*)) \) is feasible in Problem \( (\mathcal{MDN}) \), and its objective value is an upper bound on \( \delta \). The upper bound \( \delta^U \) tracks the best of these upper bounds.

   The termination criterion at Step 15 is justified since 0 is an a priori lower bound on \( \delta \), thus we can terminate if \( \delta^U < \varepsilon \).
The following result establishes when the algorithm produces an \( \varepsilon \)-optimal solution in finite iterations. To be clear, we obtain a point \((x^*, y^*) \in G\) satisfying \( y^*_i \in Y_i \) for each \( i \), and if \( g_i(x^*, y^*_i) = g^*_i(x^*) + \epsilon_i \) for each \( i \), then \( \sum \epsilon_i < \delta + \varepsilon \). Thus if \( \sum \epsilon_i \) is small, then as in the discussion following Proposition 3, we have a point that is “close” to being an equilibrium. In general, we obtain an \( \varepsilon \)-approximate minimum disequilibrium solution. See Appendix B for its proof.

**Theorem 1.** Assume that the set \( \{(x, y) : (x, y_1, \ldots, y_m) \in G, x \in X, y_i \in Y_i, \forall i \in I\} \) is compact and nonempty. Assume that for each \( i \), \( g_i \) is continuous and \( Y_i \) is compact. Then for any \( \varepsilon > 0 \), Algorithm 1 produces an \( \varepsilon \)-optimal solution \((x^*, y^*)\) of Problem \((\MD^N)\) in finite iterations.

Given appropriate algebraic descriptions of the \( G \) and \( Y_i \) sets and \( g_i \) functions, implementation of Algorithm 1 in an algebraic modeling language like AIMMS \( ^{1} \) or GAMS \( ^{3} \) is a relatively simple matter. These optimization modeling environments provide access to high-quality numerical methods for the global solution of the player subproblems \((A^N)\) and lower-bounding subproblem \((\beta)\) required by the algorithm. In some practically relevant situations, these subproblems are mixed-integer linear or quadratic programs (MILP/MIQP), which typically can be solved robustly and at scale, despite being nonconvex problems. See also the example in Section 6.2.

## 5 Primal-dual optimality and minimum disequilibrium

Algorithm 1 is a method for solving the minimum disequilibrium problem \((\MD^N)\) under very general assumptions. In this section, we take advantage of specific problem structure to decompose the corresponding minimum disequilibrium problem into a primal problem and its Lagrangian dual problem. The problem structure that we analyze is consistent with spatial price equilibrium (SPE) problems and other models of competitive behavior. The SPE problem is a classic problem going back to [34], although see also [28] for a recent application and further references. In the SPE problem, spatially distributed producers and consumers participate in a competitive market for a commodity; the goal is to find the trade flows between the participants and prices at equilibrium. When the players are modeled by convex optimization problems, Samuelson’s basic approach [34] establishes that optimal dual variables can be interpreted as equilibrium prices for SPE problems. We will see that our primal-dual decomposition of the minimum disequilibrium problem provides a generalization, to the nonconvex case, of this classic result. See Theorem 2.

First, assume that each player’s optimization problem has the form

\[
\inf_{z_i} \left\{ g_i^a(z_i) + \sum_{k \in K} x_k g_{i,k}^b(z_i) : z_i \in Y_i \right\},
\]

for nonempty \( Y_i \subset \mathbb{R}^{n_i} \), appropriate \( \mathbb{R} \)-valued functions \( g_i^a \) and \( g_{i,k}^b \), and where \( K \equiv \{1, \ldots, n_0\} \). That is, their feasible sets are constant/independent of \( x \), and their objectives have related forms. Once again, denote the overall objective of this player problem as \( g_i(x, z_i) \) and the optimal objective value as \( g_i^*(x) \). Further, assume that the global constraint set \( G \) has the following form:

\[
G = \mathbb{R}^{n_0} \times \left\{ (y_1, \ldots, y_m) : \sum_{i \in I} g_{i,k}^b(y_i) = 0, \forall k \in K \right\}.
\]

This particular structure is relevant for modeling price-taking behavior of players in multiple market structures. As a simple example, consider \( m = 2 \) players: player 1 produces a commodity,
while player 2 consumes it. If \( x_1 \) is the price of the commodity and \( g^b_{1,1}(y_1) = -y_1 \) models the negative quantity that the producer sells, then \( x_1 g^b_{1,1}(y_1) \) is negative revenue, and with the term \( g^a_1 \) modeling the cost of production, this models a profit-maximizing producer. Meanwhile, \( g^b_{2,1}(y_2) = y_2 \) would model how much the consumer purchases, and at equilibrium we would require that what is sold equals what is purchased, \( y_1 = y_2 \), or \( g^b_{1,1}(y_1) + g^b_{2,1}(y_2) = 0 \). This is precisely what the global constraints \( G \) enforce. The example considered in Section 6.3 also fits into this form.

Finally, to avoid some pathological edge cases, we will need the following assumption that there exists a value of the prices \( x \) such that each player problem is (simultaneously) bounded. This helps in Theorem 2 below.

**Assumption 1.** There exists \( x' \in \mathbb{R}^{n_0} \) such that \( g_i^*(x') > -\infty \) for each \( i \in I \).

The significance of these assumptions becomes clear when writing down problem (MD) under these assumptions. If we let \( \mu(w) = \sum_i w_i \), what is important to note is that for all \( (x, y_1, \ldots, y_m) \in G \), we have
\[
\sum_{i \in I} g_i(x, y_i) = \sum_{i \in I} g^a_i(y_i),
\]
since the global constraints set \( G \) includes the conditions \( \sum_i g^b_i(y_i) = 0 \), for each \( k \), which cause the other terms in the objectives cancel. Thus we obtain
\[
\delta = \inf_{x, y_1, \ldots, y_m} \sum_{i \in I} g^a_i(y_i) - \sum_{i \in I} g_i^*(x),
\]
s.t. \( \sum_{i \in I} g^b_i(y_i) = 0 \), \( \forall k \in K \),
\[
y_i \in Y_i, \quad \forall i \in I,
\]
\[
x \in \mathbb{R}^{n_0}.\]

Note that under Assumption 1 it follows that \( \delta \) must be finite when Problem (4) is feasible; take any value of \( y \) feasible in (4) and we see \( \delta \leq \sum_i g^a_i(y_i) - \sum_i g_i^*(x') < +\infty \).

Inspecting problem (4), we see that its feasible set is \( \mathbb{R}^{n_0} \times \{ y \in \prod_i Y_i : \sum_i g^b_i(y_i) = 0, \forall k \in K \} \).

Thus we can write \( \delta = \delta^P - \delta^D \) where
\[
\delta^P \equiv \inf_{y_1, \ldots, y_m} \sum_{i \in I} g^a_i(y_i)
\]
s.t. \( \sum_{i \in I} g^b_i(y_i) = 0 \), \( \forall k \in K \),
\[
y_i \in Y_i, \quad \forall i \in I,
\]
and
\[
\delta^D \equiv -\inf_{x \in \mathbb{R}^{n_0}} -\sum_{i \in I} g_i^*(x)
\]
\[
= \sup_{x \in \mathbb{R}^{n_0}, z} \inf_{i} \sum_{i \in I} g_i^a(z_i) + \sum_{k \in K} x_k \sum_{i \in I} g^b_{i,k}(z_i)
\]
s.t. \( z_i \in Y_i, \quad \forall i \in I \),

where we have used the definition of \( g^a_i \) and the fact that \( \sup_z f(x) = -\inf_z (-f(x)) \) for any real function \( f \).

We note that (2) is in fact the Lagrangian dual problem of (2). This observation inspires us to characterize a minimum disequilibrium solution in terms of optimal primal-dual solutions. The following result formalizes this and states that optimal dual variables \( x^* \) are the prices corresponding to a minimum disequilibrium solution, and the duality gap equals the minimized disequilibrium. When an equilibrium exists, we regain the classic interpretation of optimal dual variables as equilibrium prices.
Theorem 2. Suppose Assumption I holds. If \((x^*, y^*)\) is a minimum disequilibrium solution of (4), then \(\delta\) equals the duality gap \(\delta^P - \delta^D\). Further, \((x^*, y^*)\) is a minimum disequilibrium solution of (4) if and only if \(y^* = (y_1^*, \ldots, y_m^*)\) is optimal for (P) and \(x^*\) is optimal for (D).

Proof. First we show the equivalence of solutions of (4) and solutions of (P) and (D). Let \(y^*\) and \(x^*\) be optimal for (P) and (D), respectively. Then we must have that \((x^*, y^*)\) is feasible for (4). For a contradiction, assume that \((x^*, y^*)\) is not optimal for (4). Then there exists \((x, y)\) feasible in (4) with \(\sum_i g_i^a(y_i) - \sum_i g_i^b(x) < \sum_i g_i^a(y_i^*) - \sum_i g_i^b(x^*)\). This implies that either \(-\sum_i g_i^b(x) < -\sum_i g_i^b(x^*)\), or \(\sum_i g_i^a(y_i) < \sum_i g_i^a(y_i^*)\), or both; in any case this contradicts the optimality of \((x^*, y^*)\), or both. Thus \((x^*, y^*)\) is optimal for (4) (that is, \((x^*, y^*)\) is a minimum disequilibrium solution).

Conversely, assume that \((x^*, y^*)\) is optimal for (4). As noted, under Assumption I \(\delta = \sum_i g_i^a(y_i^*) - \sum_i g_i^b(x^*)\) must be finite. Since \(g_i^a\) is real-valued, \(\sum_i g_i^a(x^*) = \delta - \sum_i g_i^a(y_i^*)\) is also finite. First, assume for a contradiction that \(x^*\) is not optimal in (P). Then there exists \(x\) such that

\[-\sum_i g_i^b(x) < -\sum_i g_i^b(x^*)\].

However, since the objective function of the player is real-valued and \(Y_i\) is nonempty for each \(i\), \(g_i^b(x)\) cannot be \(+\infty\)-valued, and so \(-\sum_i g_i^b(x)\) is finite. Adding \(\sum_i g_i^b(y_i^*)\) to either side of the above inequality yields \(\sum_i g_i^b(y_i^*) - \sum_i g_i^b(x) < \sum_i g_i^b(y_i^*) - \sum_i g_i^b(x^*)\), which contradicts the optimality of \((x^*, y^*)\). Next, for a contradiction assume that \(y^*\) is not optimal in (D). Then there exists \(y\) feasible in (D) such that \(\sum_i g_i^a(y) < \sum_i g_i^a(y^*)\). Subtracting \(\sum_i g_i^b(x^*)\) from either side of this inequality gives \(\sum_i g_i^a(y) - \sum_i g_i^b(x^*) < \sum_i g_i^a(y^*) - \sum_i g_i^b(x^*)\), which again contradicts the optimality of \((x^*, y^*)\). Thus \(y^*\) and \(x^*\) are optimal for (P) and (D), respectively.

To show the first claim, let \((x^*, y^*)\) be a minimum disequilibrium solution of (4). Then as already shown, \(y^*\) and \(x^*\) are optimal for (P) and (D). In this case \(\delta^P = \sum_i g_i^a(y_i^*)\) and \(\delta^D = \sum_i g_i^b(x^*)\) and so \(\delta^P - \delta^D = \sum_i g_i^a(y_i^*) - \sum_i g_i^b(x^*) = \delta\).

As an example of when Theorem 2 reduces to the classic case, if Problem (D) is feasible and bounded, and for each \(i\), \(g_i^a\) is convex, \(g_i^b\) is linear for each \(k\), and \(Y_i\) is polyhedral, then standard Lagrangian duality results imply that strong duality holds (see for instance [2, Prop. 5.2.1]). Then Theorem 2 implies that the optimal solution of (D) along with the optimal Lagrange multipliers of the dualized constraints yield an equilibrium solution.

However, we reiterate that Theorem 2 holds more generally. Regardless of convexity, Theorem 2 establishes that if we solve the primal problem and its dual, we will arrive at a minimum disequilibrium solution that may have value in certain situations or as an approximate equilibrium.

Finally, Theorem 2 is a rather clean version of various results in the literature dealing with pricing in electricity markets. For instance, Theorem 8 of [13] addresses a different problem form and asserts that a point is an equilibrium if and only if it is primal and dual optimal and there is zero duality gap. Certain results about the properties of convex hull pricing, introduced by [18] and studied further by [35], go through similar arguments. The application of the present work to that literature is a fertile area of future research.

Specialization of Algorithm 1

Algorithm 1 also applies in this setting. We briefly discuss how Algorithm 1 specializes to a method for solving the dual problem. By similar reasoning that we can decompose the minimum disequilibrium problem (4), the lower-bounding problem (3) in this setting decomposes into the
primal problem (P) above and
\[ \delta^{D,U} = \sup_{x,w} \sum_i w_i \]
\[ \text{s.t. } w_i \leq g^a_i(z_i) + \sum_{k \in K} x_k g^b_{i,k}(z_i), \quad \forall z_i \in Y_i^L, \quad \forall i \in I. \] (5)

This is a relaxation of the dual problem (D), and thus \( \delta^{D,U} \) is an upper bound on \( \delta^D \). The primal problem is static and only needs to be solved once; Algorithm 1 reduces to iteratively solving the relaxed dual (5) and the player problems. Solving the player problems is equivalent to minimizing the Lagrangian of (P):
\[ \sum_i g_i^*(x) = \inf_{z_1, \ldots, z_m} \sum_i \left( g^a_i(z_i) + \sum_{k \in K} x_k g^b_{i,k}(z_i) \right) \]
\[ \text{s.t. } z_i \in Y_i, \quad \forall i \in I. \] (6)

We recognize this overall procedure as a bundle subgradient method or cutting plane method for maximizing the concave dual function. See for instance [2, Section 6.3.3]. In order to apply Theorem 1 we would need to assume that each \( Y_i \) is compact, the defining functions \( g^a_i \) and \( g^b_{i,k} \) are all continuous, and additionally impose bounds on the dual variables. See Section 6.3 for an application of this procedure.

6 Examples

Here we present some examples in order to illustrate applications of our theoretical and numerical developments. Our numerical experiments, and in particular applications of Algorithm 1 are implemented in AIMMS version 4.72.

6.1 Example: Discretely-constrained Cournot players

We consider a simple two-player example from [32, Section 2.1]. This example was originally introduced to illustrate that KKT-based methods for equilibrium are ill-suited to the situation of discretely-constrained players. In particular, the method from [17] may fail to yield an equilibrium even if one exists. We draw the same conclusion, and in addition demonstrate that Algorithm 1 finds the equilibrium.

In their simplest form, each player \( i \), for \( i \in \{1, 2\} \), is modeled by the optimization problem
\[ \inf_{y_i} \{ -y_1 - y_2 : y_i \in [0, 1.1] \cap \mathbb{Z} \} \]
where \( \mathbb{Z} \) is the set of integers. The feasible set of each player’s decision problem is just \( \{0, 1\} \), and the unique equilibrium is \( (y_1, y_2) = (1, 1) \).

Ignoring the discrete constraints (that is, taking the continuous relaxation) of each player yields a convex optimization problem. This inspires the approach of [17], for instance. In this approach, the KKT conditions of each player’s continuous relaxation are combined together, and then the integrality conditions are re-introduced. The result is that one seeks the solution of the following discretely-constrained linear complementarity problem:
\[ 0 \leq \lambda_i - 1 \perp y_i \geq 0, \quad \forall i \in \{1, 2\}, \] (7a)
\[ 0 \leq 1.1 - y_i \perp \lambda_i \geq 0, \quad \forall i \in \{1, 2\}, \] (7b)
\[ y_i \in \{0, 1\}, \quad \forall i \in \{1, 2\}. \] (7c)
We note, however, that \((y_1, y_2) = (1, 1)\) does not satisfy these conditions: Conditions (7a) imply we must have \(\lambda_i = 1\) for each \(i\), while Conditions (7b) imply \(\lambda_i = 0\) for each \(i\). Thus, we have a contradiction. In fact, it is easy to verify that Conditions (7) have no solution.

Let us consider how Algorithm 1 would apply to this problem. First, we reformulate the game into the appropriate format. We introduce the global constraint set

\[
G = \{ (x_1, x_2, y_1, y_2) \in \mathbb{R}^4 : x_1 = y_1, x_2 = y_2 \}
\]

and redefine the players’ problems as

\[
g_1^*(x) = \inf_{y_1} \{ -y_1 - x_2 : y_1 \in [0, 1.1] \cap \mathbb{Z} \},
\]

\[
g_2^*(x) = \inf_{y_2} \{ -y_2 - x_1 : y_2 \in [0, 1.1] \cap \mathbb{Z} \}.
\]

To initialize Algorithm 1 we set \(Y_1^L = Y_2^L = \{0\}\). Then the lower-bounding problem (3) is initially

\[
\delta^L = \inf_{x, y, w} (-y_1 - x_2) + (-y_2 - x_1) - w_1 - w_2
\]

s.t. \(x_1 = y_1, x_2 = y_2,\)

\(y_1 \in [0, 1.1] \cap \mathbb{Z},\)

\(y_2 \in [0, 1.1] \cap \mathbb{Z},\)

\(w_1 \leq 0 - x_2,\)

\(w_2 \leq 0 - x_1.\)

We note that at every iteration, the lower-bounding problem is an MILP, as are the player problems. Furthermore, even though this example suffers from a poor formulation (the continuous relaxations of the players are weak), we do not have to worry about that directly; we can leave this issue to robust and constantly-improving solvers for MILP.

However, for this particular example we can solve the required problems by inspection. The solution of the lower-bounding problem on the first iteration is \((x_1, x_2, y_1, y_2, w_1, w_2) = (1, 1, 1, 1, -1, -1)\) with optimal objective value \(\delta^L = -2\). Solving the player problems for \(x = (1, 1)\) we get \(z_1 = z_2 = 1\), with optimal objective values \(g_1^*(x) = g_2^*(x) = -2\). Adding these points to the \(Y_i^L\) sets, we get \(Y_1^L = Y_2^L = \{0, 1\}\). However, we get an upper bound on the disequilibrium of \(\delta^U = (-y_1 - x_2) + (-y_2 - x_1) - g_1^*(x) - g_2^*(x) = (-2) + (-2) - (-2) - (-2) = 0\). Thus, the termination condition at Step 12 of Algorithm 1 implies that \(x_i = y_i = 1\) for all \(i\) is the equilibrium solution, as desired.

6.2 Application: Unit commitment in electricity markets

As discussed at the end of Section 3, models of electricity markets are a source of equilibrium problems with nonconvex players. Here, we present an example from [14] to demonstrate that Algorithm 1 can handle these practical problems, as well as the advantage it has over other methods that give ambiguous answers.

The example is the “single period unit commitment model” from [14]. We have three price-taking, profit-maximizing power producers modeled by MIQPs. An integer (specifically binary) decision is required to model a fixed cost for starting up generation. Thus, the producer players
as an MIQP. We use CPLEX to solve the player problems and lower-bounding problems.

Let \( x \) be an arbitrary and does not affect the finite termination of Algorithm 1. We can then solve the problems, and use the optimal solutions to initialize the \( Y \). Consumption is modeled instead by an inverse demand curve that provides constraints between the level of consumption \( x^p \) and price \( x^q \) that are included in the global constraints \( G \). Thus we have \( x = (x^p, x^q) \) and

\[
G = \left\{ (x, y_1, y_2, y_3) : x^p = \alpha - \beta x^q, x^q = \sum_{i=1}^{3} y_i^c, x^q \in [0, U_1^c + U_2^c + U_3^c] \right\},
\]

where \( \alpha = 200 \) and \( \beta = 0.2 \). Note that \( G \) also includes the basic requirement that production and consumption balance, as well as bounds on consumption implied by production bounds.

The ultimate goal is to determine price and consumption that minimize disequilibrium, which in this case equals total opportunity cost defined by \( [14] \). Algorithm [1] is applicable. We first guess a consumption level of \( x^q = 100 \), set the price accordingly (i.e. \( x^p = \alpha - \beta x^q \)), solve the player problems, and use the optimal solutions to initialize the \( Y_i^L \) sets. This initial guess of consumption is arbitrary and does not affect the finite termination of Algorithm [1]. We can then solve the lower-bounding problem [3] which takes the form

\[
\delta^L = \inf_{x, y_i, w_i} \sum_{i=1}^{3} \left( a_i y_i^c + \frac{1}{2} c_i (y_i^c)^2 + b_i y_i^b - x^p y_i^c - w_i \right)
\]

s.t. \( x^p = \alpha - \beta x^q \),

\[
x^q = \sum_{i=1}^{3} y_i^c,
\]

\[
x^q \in [0, C_1^U + C_2^U + C_3^U],
\]

\[
y_i^L C_i^L \leq y_i^c \leq y_i^U C_i^U, \quad \forall i \in I,
\]

\[
y_i^c \in \mathbb{R}, \quad \forall i \in I,
\]

\[
y_i^b \in \{0, 1\}, \quad \forall i \in I,
\]

\[
w_i \leq a_i z_i^c + \frac{1}{2} c_i (z_i^c)^2 + b_i z_i^b - x^p z_i^c, \quad \forall z_i \in Y_i^L, \quad \forall i \in I.
\]

Note that we may use the constraint \( x^p = \alpha - \beta x^q \) to eliminate the variable \( x^p \). Further, we can transform the objective to

\[-(\alpha - \beta x^q) x^q + \sum_{i} (a_i y_i^c + \frac{1}{2} c_i (y_i^c)^2 + b_i y_i^b - w_i)\]

where we have used the constraint \( x^q = \sum_i y_i^c \). Thus, the lower-bounding problem may be solved as an MIQP. We use CPLEX to solve the player problems and lower-bounding problems.

### Table 2: Data for producer players of unit commitment example of Section 6.2

| Index \( i \) | \( a_i \) | \( c_i \) | \( b_i \) | \( C_i^L \) | \( C_i^U \) |
|---|---|---|---|---|---|
| 1 | 10 | 0.05 | 400 | 400 | 600 |
| 2 | 45 | 0.1 | 100 | 200 | 250 |
| 3 | 35 | 0.002 | 2000 | 300 | 500 |

Data are in Table [2].

In the terminology of [14], the consumption side of this problem is “non-dispatchable.” In other words, consumption should not be treated as a player potentially contributing to disequilibrium.
Table 3: Minimum disequilibrium solution of unit commitment example of Section 6.2

| \( x^{p,*} \) | \( x^{q,*} \) | \( (y_{1}^{b,*}, y_{1}^{c,*}) \) | \( (y_{2}^{b,*}, y_{2}^{c,*}) \) | \( (y_{3}^{b,*}, y_{3}^{c,*}) \) |
|---|---|---|---|---|
| 39.5 | 802.5 | (1,502.5) | (0,0) | (1,300) |

Figure 1: Schematic of gas transmission network for the price equilibrium example of Section 6.3.
Square nodes are the locations of supplies, while circular nodes are the locations of demands (hexagonal nodes have neither supply nor demand). Arcs show connecting pipelines, with arrows denoting direction of flow. See [6, Fig. 3] for a geographic interpretation of the network.

The method converges after three iterations when we have \( \delta^L = \delta^U = 931.41 \). The minimum disequilibrium price and consumption are \( x^{p,*} = 39.5 \) and \( x^{q,*} = 802.5 \); see Table 3 for the full solution. These values happen to agree with those found by a heuristic procedure in [14, Appendix D]. Meanwhile, Fuller and Çelebi [14] also report the minimum complementarity solution from [16]. They find that the disequilibrium/total opportunity cost achieved by the minimum complementarity method is 988 (see [14, Table 2]). The issue with the heuristic procedure of [14] and the minimum complementarity approach is that there is no guarantee that a minimum disequilibrium solution is found; we may be left wondering whether an equilibrium does in fact exist. In contrast, thanks to Theorem 1 we can guarantee that 931.41 is in fact the minimum disequilibrium value, and that no equilibrium exists.

6.3 Application: Price equilibrium in a natural gas network

We present an example in spatial price equilibrium related to a gas transmission network and apply the primal-dual approach of Section 5. This example is modified from the Belgian natural gas system model of [6]. The original example was an optimization problem over continuous variables with nonconvex constraints, which the authors approached by taking a convex relaxation of the problem and subsequently formulating the KKT conditions. We will instead retain the original nonconvex constraints, and further modify the example by adding integer decisions. Yet, by application of Theorem 2 we can establish that an equilibrium exists and determine the equilibrium prices.

In the basic setting of the problem, we have a network of nodes (cities) connected by gas pipelines, and at each node there may be either supplies of gas entering the network, or consumption of gas from the network, or possibly neither. See Figure 1. Loosely, we assume we have a gas market with a single price at each node, and we wish to find the equilibrium prices at each node.

To formally model this problem in our framework, let the nodes of the network be \( K \), and the arc set be \( A \). We assume that we have a price-taking transmission player operating on the whole network, buying and selling gas at each node market. At each node we may additionally
have a price-taking supply player who sells gas to the market, or a price-taking demand player who purchases gas from the market. Let the set of nodes with a supply player be \( K^s \subset K \); let the set of nodes with a demand player be \( K^d \subset K \).

Thus, given each price at node \( k \), \( x_k \), the transmission player maximizes their profits while obeying the physical constraints between flow and pressure:

\[
\inf_{y^f} \sum_{(k,k') \in A} (x_k - x_{k'}) y^f_{kk'} \quad \text{s.t. } y^f_k \in [b^f_k, B^f_k], \quad \forall k \in K, \quad 0 \leq y^f_{kk'}, \quad \forall (k,k') \in A, \quad y^f_k - y^f_{kk'} = (y^c_{kk'} / w_k) \quad \forall (k,k') \in A, \quad y^f_k \in \mathbb{R}, \quad \forall k \in K, \quad y^f_{kk'} \in \mathbb{R}, \quad \forall (k,k') \in A. \tag{8f}
\]

The decision variables are \( y^f_{kk'} \) for each arc \((k,k')\), the flow rate of gas in the pipeline between nodes \( k \) and \( k' \), and \( y^f_k \) for each node \( k \), the squared pressure of the gas at the node. Meanwhile, \( b^f_k \) and \( B^f_k \) are lower and upper bounds, respectively, on the squared pressure at the nodes, and \( w_{kk'} \) is a parameter of the pipeline between the nodes. Each term in the objective equals the negative profit from buying the gas at price \( x_k \) at node \( k \), transporting it to node \( k' \), and selling it at price \( x_{k'} \). The objective equals the negative total profit summed over all pipelines/ arcs. It is important to note that Constraints (8d) are physical constraints relating flow to the pressure drop in the pipeline; these make the transmission player nonconvex.

Meanwhile, given the price at node \( k \), \( x_k \), a supply player at node \( k \in K^s \) chooses the flow rate of gas \( y^s_k \) to sell to the market in order to maximize their profits:

\[
\inf_{y^s_k} (c^s_k - x_k) y^s_k \quad \text{s.t. } y^s_k \in [0, B^s_k], \quad y^s_k \in \mathbb{R}. \tag{9b}
\]

Here, \( c^s_k \) is the cost of supply, while \( B^s_k \) is an upper bound on the supply capacity.

We assume that the demand players are electric power producers, and as a consequence have fixed costs associated with start up. Thus, given the price at the relevant node, \( x_k \), a demand player at node \( k \in K^d \) chooses whether to start up, and if so chooses the flow rate of gas \( y^d_k \) to purchase in order to maximize profits:

\[
\inf_{y^d_k} (x_k - c^d_k) y^d_k + c^b_k y^b_k \quad \text{s.t. } 0 \leq y^d_k \leq y^b_k B^d_k, \quad y^d_k \in \{0,1\}, \quad y^b_k \in \mathbb{R}. \tag{10c}
\]

Here, \( c^d_k \) is the marginal utility of the demand, \( c^b_k \) is the fixed cost, and \( B^d_k \) is an upper bound on the demand flow rate. For both the supply and demand players, the objectives equal negative profits.

At equilibrium, we expect that for each node, the total flow into a node equals the total flow out of the node. So, define for each \( k \in K \)

\[
y^b_k(y^s, y^d, y^f) \equiv x^d_k y^d_k + \sum_{k' \in (k,k') \in A} y^f_{kk'} - x^s_k y^s_k - \sum_{k' \in (k',k) \in A} y^f_{kk'},
\]
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where \( \chi^d_k = 1 \) if \( k \in K^d \) and 0 otherwise, and similarly for \( \chi^s_k \). Then, we have the global constraints 
\[
G = \mathbb{R}^{|K|} \times \{(y^s, y^d, y^b, y^f, y^p) : g^b_k(y^s, y^d, y^f) = 0, \forall k \in K\}.
\]

Our goal is to follow the analysis in Section 5 and form the corresponding primal problem for this example. To start, we first rewrite the transmission player objective as
\[
\sum_{(k,k') \in A} (x_k - x_{k'}) y^f_{k,k'} = \sum_{(k,k') \in A} x_k y^f_{kk'} - \sum_{(k,k') \in A} x_{k'} y^f_{kk'}
\]
\[
= \sum_{(k,k') \in A} x_k y^f_{kk'} - \sum_{(k',k) \in A} x_{k'} y^f_{kk'}
\]
\[
= \sum_{k \in K} \left( \sum_{k' : (k,k') \in A} x_{k'} y^f_{kk'} \right) - \sum_{k \in K} \left( \sum_{k' : (k',k) \in A} x_{k'} y^f_{kk'} \right).
\]

In the second line, we have just reindexed the arcs in the second sum; in the third line, we have rearranged the first sum over arcs by grouping the terms by “outgoing” arcs over all nodes, while we rearrange the second sum over arcs by grouping terms by “incoming” arcs over all nodes.

With this expression for the transmission player objective, it is easy to see that the sum of all the player’s objectives is
\[
\sum_{k \in K^s} (c^s_k - x_k) y^s_k + \sum_{k \in K^d} \left( (x_k - c^d_k) y^d_k + c^b_k y^b_k \right) + \sum_{(k,k') \in A} (x_k - x_{k'}) y^f_{kk'} =
\]
\[
\sum_{k \in K^s} c^s_k y^s_k + \sum_{k \in K^d} \left( -c^d_k y^d_k + c^b_k y^b_k \right) + \sum_{k \in K} x_k \left( \chi^d_k y^d_k + \chi^s_k y^s_k + \sum_{k':(k',k) \in A} y^f_{kk'} - \sum_{k':(k,k') \in A} y^f_{k'k} \right).
\]

Of course, for any \((x, y^s, y^d, y^b, y^f, y^p) \in G\), the third sum in this expression is exactly zero. Thus, as in Section 5, the minimum disequilibrium problem can be decomposed into the primal problem
\[
\delta^P = \inf_{y^s, y^d, y^b, y^f, y^p} \sum_{k \in K^s} c^s_k y^s_k + \sum_{k \in K^d} \left( -c^d_k y^d_k + c^b_k y^b_k \right) \quad \text{s.t.} \quad (8a) - (8i),
\]
\[
(9b), \quad \forall k \in K^s,
\]
\[
(10b) - (10c), \quad \forall k \in K^d,
\]
\[
0 = g_k^b(y^s, y^d, y^f), \quad \forall k \in K,
\]
and its corresponding Lagrangian dual problem (with Constraints (**) being dualized). We highlight that this is a mixed-integer nonlinear program (MINLP) with a nonconvex continuous relaxation.

Although the primal problem is nonconvex, Theorem 2 still applies. The player problems all have compact feasible sets and continuous objectives and so Assumption 1 holds; consequently Theorem 2 asserts that the minimum disequilibrium equals the duality gap \( \delta^P - \delta^D \), where we recall that \( \delta^D \) is the optimal objective value of the dual problem.

Using the numerical values of the parameters in Appendix C we solve the primal problem to global optimality with BARON version 19. The optimal primal objective value is \(-101.060\). We fix the binary variables to their optimal value and re-solve the primal problem locally to get Lagrange multipliers. These multipliers provide an intelligent guess for optimal dual variables, but without further effort they remain only a guess: we must evaluate the dual function at these values,
and if there is still duality gap then we must resort to something like the cutting plane method discussed at the end of Section 5. However, again using BARON to minimize the Lagrangian (to global optimality) at this guess for the dual variables, we see that the dual function achieves the optimal primal objective value, and we verify that strong duality indeed holds. For completeness, we test the performance of the cutting plane method discussed at the end of Section 5; initializing each dual variable to zero, the method achieves an absolute duality gap of less than $10^{-3}$ after 266 iterations, which takes about 40 seconds on a laptop computer (specifically, a four-core Intel i5-8350U CPU, with a nominal clock speed of 1.70 GHz). In any case, we have an equilibrium solution; the solution of the dual problem yields prices such that the players have no incentive to deviate from the solution given by the primal problem. See Appendix C for the full solution.

7 Conclusions

This work has analyzed and expanded upon the connections between generalized Nash equilibrium and bilevel programming. Some of these connections seem to exist in the literature in vague terms; by posing them independently of the typical settings of complementarity problems, variational inequalities, or the Nikaido-Isoda function, we have been able to leverage ideas from the broader literature on nonconvex bilevel programs in order to propose solution algorithms for equilibrium problems with potentially nonconvex players. The connections with bilevel programming and GSIP provide directions for future research in applying solution methods for those problems to general equilibrium problems.

The concept of minimum disequilibrium was introduced as an alternative solution when no equilibrium exists. It was shown with an example that this solution concept can handle the minimum total opportunity cost idea in unit commitment problems. Furthermore, special but still economically relevant situations (spatial price equilibrium) can be analyzed to show that optimal dual variables have significance as part of a minimum disequilibrium solution. In general, the examples have demonstrated the flexibility of our definitions and how specialization of Algorithm 1 to various settings provides a principled way to find practical solution methods to nonconvex equilibrium problems.
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A Connections with the Nikaido-Isoda function

Optimization formulations of equilibrium problems have been presented in the literature before. Many rely on the Nikaido-Isoda (NI) function, first proposed by Nikaido and Isoda [31], although see [11, 41] for those results expressed in terms of a generalized Nash problem as defined in Section 2.2. We give an alternate proof of Proposition 3 using the NI function approach.

Consider the generalized Nash equilibrium problem defined by the players $B_i$ ($i \in \{1, \ldots, \tilde{m}\}$),
For $u = (u_1, \ldots, u_{\hat{m}})$, define

$$
\phi(u) \equiv \sup_{v_1, \ldots, v_{\hat{m}}} \sum_{i=1}^{\hat{m}} (h_i(u_{-i}, u_i) - h_i(u_{-i}, v_i))
$$

s.t. $(u_{-i}, v_i) \in H_i, \forall i \in \{1, \ldots, \hat{m}\}$.

The objective function in this optimization problem defining $\phi$ is the NI function as defined by $[11]$. Theorem 3.2 of $[11]$ states that $u^* = (u^*_1, \ldots, u^*_{\hat{m}})$ is a GNE according to Definition 2 of $[B_1]$ if and only if $\phi(u^*) = 0$ and

$$
u^* \in \arg\min_u \{\phi(u): (u_{-i}, u_i) \in H_i, i \in \{1, \ldots, \hat{m}\}\}. 
$$

(11)

To use this characterization of equilibrium, consider the problem of finding a GNE according to Definition 2 defined by the player problems ($A_i$) and set $G$, and use Proposition 1 to obtain an equivalent problem defined by ($B_i$), for $i \in \{0, 1, \ldots, m\}$. Proposition 1 implicitly defines $H_0 \equiv \{(u_0, u_0) : (u_0, u_1, \ldots, u_m) \in G\}$, and $H_i \equiv \{(u_{-i}, u_i) : (u_0, u_i) \in F_i\}$, and so we can write the feasible set of ($B_i$) in terms of the set $G$ and data of the ($A_i$) problems as

$$
\Phi \equiv \{(u_0, u_1, \ldots, u_m) : (u_0, u_1, \ldots, u_m) \in G, (u_0, u_i) \in F_i, \forall i \in \{1, \ldots, m\}\},
$$

which coincides with the feasible set of Problem ($MD$) (map the variables as $(x, y_1, \ldots, y_m) = (u_0, u_1, \ldots, u_m)$). Further, Proposition 1 defines $h_i(u_{-i}, u_i) \equiv g_i(u_0, u_i)$ and in particular $h_0$ is identically zero; we transform $\phi$ into

$$
\phi(u) = \sum_{i=1}^{m} g_i(u_0, u_i) - \inf_v \{ \sum_{i=1}^{m} g_i(u_0, v_i) : (v_0, u_1, \ldots, u_m) \in G, (u_0, v_i) \in F_i, \forall i \in \{1, \ldots, m\}\}. 
$$

For $u \in \Phi$, the infimum above is over a nonempty set, and furthermore, does not depend on the $v_0$ variable. Consequently, we can ignore the global constraints encoded in $G$ and decompose the minimization. Thus, for $u \in \Phi$, the expression for $\phi(u)$ simplifies to

$$
\phi(u) = \sum_{i=1}^{m} g_i(u_0, u_i) - \sum_{i=1}^{m} g_i^*(u_0)
$$

where we recall the optimal player value function $g_i^*$ defined in Equation (1). Finally, note that this expression equals the objective function of Problem ($MD$) when $\mu : w \mapsto \sum_i w_i$. Thus, Problems ($MD$) and (11) coincide, and the statement that $u^*$ is an equilibrium iff $\phi(u^*) = 0$ and $u^* \in \arg\min \{\phi(u) : u \in \Phi\}$, essentially provides an alternate proof of Proposition 3.

**B Proof of Theorem 1**

**Theorem 1.** Assume that the set

$$
F_N^N \equiv \{(x, y) : (x, y_1, \ldots, y_m) \in G, x \in X, y_i \in Y_i, \forall i \in I\}
$$

is compact and nonempty. Assume that for each $i$, $g_i$ is continuous and $Y_i$ is compact. Then for any $\varepsilon > 0$, Algorithm 1 produces an $\varepsilon$-optimal solution $(x^*, y^*)$ of Problem ($MD^N$) in finite iterations.
Theorem 1 is a consequence of the following results, which establish convergence of the upper and lower bounds. The convergence of the lower bound is nearly identical to the proof of Theorem 2.1 in [3]. We include it for completeness, and further, the constructions employed are useful for establishing a simple convergent upper bound; as mentioned, this distinguishes this analysis from previous work [3, 26].

First we have convergence of the lower bounds.

**Lemma 1.** Assume that $F^N$ is compact and nonempty. Assume that for each $i$, $g_i$ is continuous and $Y_i$ is compact. If the sequence of lower bounds produced by Algorithm 1 is $(\delta^L,k)_{k \in \mathbb{N}}$, then $\delta^L,k \rightarrow \delta$.

**Proof.** Let $((x^k, y^k, w^k))_{k \in \mathbb{N}}$ be the sequence of solutions of Problem (3) produced by Algorithm 1. Since more elements are added to $Y_i^L$ at each iteration, the part of the solution sequence $(w^k_i)_k$ is non-increasing, but bounded below by the minimum of $g_i$ on $F^N$; continuity and compactness ensure that this is finite (specifically, $\inf_{x,y,z} \{g_i(x, z_i) : z_i \in Y_i, (x, y) \in F^N\} > -\infty$). Thus, for each $i$, $\{w^k_i : k \in \mathbb{N}\}$ is contained in a compact set, and so the entire solution sequence is in a compact set. For each $i$, let $(z^k_i)_{k \in \mathbb{N}}$ be the corresponding sequence of solutions to the player problem $(A^N_i)$; these must exist at each iteration $k$ by continuity of $g_i$ and compactness of $Y_i$. Again, the image of this sequence $\{z^k_i : k \in \mathbb{N}\}$ is in a compact set ($Y_i$) for each $i$. Consequently, we have that a subsequence of solutions converges to some point. Abusing notation, we have that $(x^k, y^k, w^k) \rightarrow (x^*, y^*, w^*)$ and $z^k \rightarrow z^*$. Note that we have $(x^*, y^*) \in F^N$.

First, we establish that $(x^*, y^*, w^*)$ is feasible in Problem $(MD^N)$. Since $z^k_i$ is added to $Y_i^L$ at the end of each iteration, we have for each $i$

$$w^k_{i \ell} \leq g_i(x^k_{i \ell}, z^k_{i \ell}), \quad \forall \ell, k : \ell > k.$$  

By taking the limit over $\ell$, and then the limit over $k$, we get for each $i$

$$w^*_{i} \leq g_i(x^*, z^*_i). \quad (12)$$

Now, for a contradiction, assume that for some $i$, $w^*_{i} > g_i^*(x^*)$, indicating that $(x^*, y^*, w^*)$ is not feasible in Problem $(MD^N)$. This means that there exists $z^*_i \in Y_i$ (feasible in the player problem) with

$$w^*_i > g_i(x^*, z^*_i). \quad (13)$$

By definition of $z^k_i$ as the minimizer of $(A^N_i)$ for $x = x^k$, we have $g_i(x^k, z^1_i) \geq g_i(x^k, z^k_i)$ for all $k$, and taking the limit over $k$ we get

$$g_i(x^*, z^1_i) \geq g_i(x^*, z^*_i).$$

Combined with Inequality (13) this gives

$$w^*_i > g_i(x^*, z^*_i),$$

which contradicts (12). Thus, $(x^*, y^*, w^*)$ is feasible in Problem $(MD^N)$.

As mentioned, $\delta^L,k \leq \delta$ for all $k$, and since constraints are added to Problem (3) at each iteration, $(\delta^L,k)_k$ is non-decreasing (this is true even without going to a subsequence). Thus, $(\delta^L,k)_k$ converges to $\delta^L,* \leq \delta$, but of course we can use the subsequence from before to get $\sum_i (g_i(x^k_i, y^k_i) - w^k_i) = \delta^L,k$, and so

$$\sum_i (g_i(x^*, y^*) - w^*_i) = \delta^L,* \leq \delta.$$
But by the previously established feasibility, 
\[ \sum_i (g_i(x^*, y_i^*) - w_i^*) \geq \delta \]
which establishes \( \delta^{L,k} \rightarrow \delta \). \qed

Next we establish convergence of the upper bounds.

**Lemma 2.** Assume that \( F^N \) is compact and nonempty. Assume that for each \( i \), \( g_i \) is continuous and \( Y_i \) is compact. If the sequence of upper bounds produced by Algorithm 1 is \( (\delta^{U,k})_{k \in \mathbb{N}} \), then \( \delta^{U,k} \rightarrow \delta \).

**Proof.** As in the proof of Lemma 1 we can assume that we have the convergent (sub)sequences \((x^k, y^k, w^k) \rightarrow (x^*, y^*, w^*)\) and \( z^k \rightarrow z^* \). At a particular iteration, we have evaluated \( g_i^k(x^k) = g_i(x^k, z_i^k) \). Then as noted earlier,
\[ \bar{\delta}^k \equiv \sum_i (g_i(x^k, y_i^k) - g_i^k(x^k)) \]
is an upper bound for \( \delta \). Then using the continuity of each \( g_i \), we have
\[ \bar{\delta}^k = \sum_i (g_i(x^k, y_i^k) - g_i(x^k, z_i^k)) \rightarrow \sum_i (g_i(x^*, y_i^*) - g_i(x^*, z_i^*)) = \bar{\delta}^* . \]

By Inequality (12)
\[ \sum_i (g_i(x^*, y_i^*) - w_i^*) \geq \sum_i (g_i(x^*, y_i^*) - g_i(x^*, z_i^*)) , \]
but as in the proof of Lemma 1 \( \sum_i (g_i(x^*, y_i^*) - w_i^*) = \delta \), and so \( \delta \geq \bar{\delta}^* \). Since \( \delta \leq \bar{\delta}^k \) for all \( k \), we have \( \delta \leq \bar{\delta}^* \), and combined with the opposite inequality we have \( \bar{\delta}^k \rightarrow \delta \).

Finally, the sequence \((\delta^{U,k})_k\) is constructed as \( \delta^{U,k} = \min \{ \delta^{U,k-1}, \bar{\delta}^k \} \). Thus \( \delta^{U,k} \) is also an upper bound of \( \delta \), and forms a non-increasing sequence. Furthermore \( \bar{\delta}^k \geq \delta^{U,k} \), and since a subsequence of \((\delta^{U,k})_k\) converges to \( \delta \), we also have that \((\delta^{U,k})_k\) converges to \( \delta \). \qed

## C Data for and solution of gas network price equilibrium example

In this section we specify the data used for the example in Section 6.3 as well as the equilibrium solution found by the primal-dual approach. The topology of the network is in Figure 1. See Tables 4, 5, 6, and 7 for the data and solution of the overall nodes, supplies, demands, and pipelines/transmission, respectively. In addition, we have lower and upper bounds on the squared pressure variable \( b_{k}^L = 900 \) (bar\(^2\)) and \( B_k^U = 4900 \) (bar\(^2\)), for each node \( k \in K \). Finally, based on the costs of supply and marginal utilities, we enforce the bounds \([0, 12.1]\) for each price \( x_k \) when solving the dual problem. From Table 4 we note that these bounds are not binding at the equilibrium solution.
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