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Abstract

3D object detection and pose estimation from a single image are two inherently ambiguous problems. Oftentimes, objects appear similar from different viewpoints due to shape symmetries, occlusion and repetitive textures. This ambiguity in both detection and pose estimation means that an object instance can be perfectly described by several different poses and even classes. In this work we propose to explicitly deal with this uncertainty. For each object instance we predict multiple pose and class outcomes to estimate the specific pose distribution generated by symmetries and repetitive textures. The distribution collapses to a single outcome when the visual appearance uniquely identifies just one valid pose. We show the benefits of our approach which provides not only a better explanation for pose ambiguity, but also a higher accuracy in terms of pose estimation.

1. Introduction

Driven by deep learning, image-based object detection has recently made a tremendous leap forward in both accuracy as well as efficiency [38, 13, 30, 37]. An emerging research direction in this field is the estimation of the object’s pose in 3D space over the existing 6-Degrees-of-Freedom (DoF) rather than on the 2D image plane [23, 46, 8]. This is motivated by a strong interest in achieving robust and accurate monocular 6D pose estimation for applications in the field of robotic grasping, scene understanding and augmented/mixed reality, where the use of a 3D sensor is not feasible [33, 27, 49, 44].

Nevertheless, 6D pose estimation from RGB is a challenging problem due to the intrinsic ambiguity caused by visual appearance of objects under different viewpoints and occlusion. Indeed, most common objects exhibit shape ambiguities and repetitive patterns that cause their appearance to be very similar under different viewpoints, thus rendering pose estimation a problem with multiple correct solutions. Furthermore, also occlusion (from the same object or from others) can cause pose ambiguity.

For example, as illustrated in Figure 1, the cup is identical from every viewpoint along the continuous grey arc.

Figure 1: Ambiguity along an arc. The left and mid viewpoints yield the same object visual appearance, as well as all views among them (continuous arc). Only when the handle is visible (right frame, dotted arc), the pose becomes unambiguous.

Thus, from a single image, it is impossible to univocally estimate the current object pose. Moreover, object symmetry can also induce visual ambiguities leading to multiple poses with the same visual appearance. However, most datasets do not reflect this ambiguity, since ground truth pose annotations are mostly uniquely defined at each frame. This is problematic for a proper optimization of the rotation, since a visually correct pose still results in a high loss. Therefore, many recent 3D detectors avoid to directly regress the rotation and, instead, explicitly model the solution space in an unambiguous fashion [35, 23].

Essentially, in [23], the authors train their convolutional neural network (CNN) by mapping all possible pose solutions for a certain viewpoint onto an unambiguous arc on the view sphere. Rad et al. [35] employ a separate CNN solely trained to classify the symmetry in order to resolve these ambiguities. However, this simplification exhibits several downsides, such as the explicit inclusion of information about certain symmetries in each trained object. Moreover, this is not always easy to model, as e.g. in the case of partial view ambiguity. Further, all these approaches rely on prior knowledge and annotation of the object symmetries and aim to solve the ambiguity by providing a single outcome in terms of estimated pose and object. Added to this, these methods are also unable to deal with ambiguities gen-
Our method provides multiple hypotheses for the pose, in order to approximate the distribution in the solution space. We predict $M$ pose hypotheses, each visually identical, however, differently rotated around the object’s symmetry axis.

On the contrary, Sundermeyer et al. [41] recently proposed a novel method to conduct pose estimation in an ambiguity-free manner. To this end, they first utilize SSD for localization. Subsequently, they employ an augmented auto-encoder on each 2D detection and conduct a $k$NN lookup in the feature space to retrieve the detection’s rotation. Hence, they can implicitly deal with ambiguities since views with identical visual appearance are mapped to the same location in the latent space. Although the method is able to deal with ambiguities implicitly, it does not model their detection and description explicitly.

In this paper we propose to model the ambiguity of the object detection and pose estimation tasks directly by allowing our learned model to predict multiple solutions, or hypotheses, for a given object’s visual appearance. Inspired by Rupprecht et al. [39] we propose a novel architecture and loss function for monocular 6D pose estimation by means of multiple predictions. Essentially, each predicted hypothesis is a 6D pose and object class. When the visual appearance is ambiguous, the model predicts a point estimate of the distribution in 3D pose space. Conversely, when the object’s appearance is unique, the hypotheses will collapse into the same solution. Importantly, our model is capable of learning the distribution of these 6D hypotheses from one single ground truth pose per sample, without further supervision.

Besides providing more insight and a better explanation for the current task, the additionally gained knowledge can be exploited to improve the accuracy of the pose estimation. In essence, analyzing the distribution of the hypotheses enables us to classify if the current perceived viewpoint is ambiguous and to compute the axis of ambiguity for the specific object and viewpoint. Subsequently, when ambiguity is detected, we can employ mean shift [7] clustering over the hypotheses in quaternion space to find the main modes for the current pose. A robust averaging in 3D rotation space for each mode then yields a highly accurate pose estimation. When the view is ambiguity-free, we can improve our pose estimates by robustly averaging over all 6D hypotheses, and by taking advantage of the predicted pose distribution as a confidence measure.

2. Related Work

We first review recent work in object detection and pose estimation for 2D and 3D data. Afterwards, we discuss common grounds and main differences with approaches aimed at symmetry detection for 3D shapes.

Object Detection and Pose Estimation. Methods for object detection and pose estimation can be subdivided into two categories, i.e. RGB-D and RGB based methods. While the former is dominating this sector, the latter is currently gaining interest.

Hinterstoisser et al. [16] proposed a novel image representation for template matching using image gradient orientations to robustly differentiate between different viewpoints. By using hashing to retrieve candidate templates, [5, 25, 20] achieve a sub-linear matching complexity with respect to the number of objects.

Further recent research focuses on learning-based methods. For instance, [3, 45] employ random forests to detect objects in the scene and estimate the associated 6D pose. Certainly, deep learning methods have been proposed recently. For example, [48, 24] employ CNNs to learn an embedding space for the pose and class from RGB-D data, which can subsequently be utilized for retrieval. Notably, the majority of most recent deep learning based methods focus on RGB as input [23, 35, 8, 46, 50, 41]. Since utilizing pre-trained networks often accelerates convergence and leads to better local minima, these methods are usually grounded on state-of-the-art backbones for 2D object detection, such as Inception [43] or ResNet [13]. In particular, Kehl et al. [23] employ SSD [30] with an InceptionV4 [42] backbone and extend it to also classify viewpoint and in-plane rotation. Similarly, Sundermeyer et al. [41] also use SSD for localization, but employ an augmented auto-encoder for the unambiguous retrieval of the associated 6D pose. Rad et al. [35] utilize VGG [40] and augment it to provide the 2D projections of the 3D bounding box corners. A similar approach is chosen by [46], based on YOLO [37]. Afterwards, both apply PnP to fit the associated 3D bounding box into the regressed 2D projections, in order to estimate the 3D pose of the detection. In [50], Xiang et al. compute a shared feature embedding for subsequent object instance segmentation paired with pose estimation. Fi-
nally, Do et al. [8] extend Mask-RCNN [12] by a third pose branch, which additionally provides the 3D rotation and the distance to the camera for each prediction. Afterwards, they compute the center of the 2D bounding box and back-project it to 3D, using the regressed depth value.

**Object Symmetry Detection** Oftentimes, object pose ambiguity arises from symmetric shapes. We review relevant methods that aim at extracting symmetry from 3D models to outline commonalities and differences with our approach.

Most methods for symmetry detection are found in the shape analysis community. Among the different kinds of symmetries, axial symmetries are of particular interest, and multiple approaches have been proposed. Most approaches rely on feature matching or spectral analysis: [9] treat the problem as a correspondence matching task between a series of keypoints on an object, determining the reflection symmetry hyperplane as an optimization problem. Elawady et al. [10] rely on edge features extracted using a Log-Gabor filter in different scales and orientations coupled with a voting procedure on the computed histogram of local texture and color information. In addition, [6] and [32] are also grounded on wavelet-based approaches. Recently, Neural network approaches have also been proposed. Ke et al. [22] adapt an edge-detection architecture with multiple residual units and successfully apply it to symmetry detection using real-world images.

Notably, all these approaches aim at detecting symmetries of 3D shapes alone, while our focus is to model the ambiguity arising from objects under specific viewpoints with the goal of improving and explaining pose estimation.

### 3. Methodology

In this section, we describe our method of handling symmetries and other ambiguities for object detection and pose estimation in detail. We will first define what we understand as an ambiguity.

#### 3.1. Ambiguity in Object Detection and Pose Estimation

We describe the rigid body transformations \( SE(3) \) via the semi-direct product of \( SO(3) \) and \( \mathbb{R}^3 \). While for the latter, we use Euclidean 3-vectors, the algebra \( \mathbb{H}_1 \) of unit quaternions is used to model the spatial rotations in \( SO(3) \). A quaternion is given by

\[
q = q_1 + q_2i + q_3j + q_4k = (q_1, q_2, q_3, q_4),
\]

with \((q_1, q_2, q_3, q_4) \in \mathbb{R}^4\) and \(i^2 = j^2 = k^2 = ijk = -1\). To this end, we regress quaternions above the \( q_1 = 0 \) hyperplane and thus omit the southern hemisphere, such that any possible 3D rotation can be expressed by precisely one single quaternion.

In essence, a direct naive regression of the rotation as a quaternion will lead to poor results, as the network will learn to predict a rotation that is closest to all results under symmetries. This prediction can be seen as the (conditional) mean rotation. More formally, in a typical supervised setting we associate images \( I \) with poses \( p \), in a dataset \( (I_i, p_i) \) where \( i \in \{1, \ldots, N\} \). To describe symmetries, we define for a given image \( I_i \), the set \( S(I_i) \) of poses \( p \) that all have an identical image

\[
S(I_i) = \{ p_j | I_j = I_i \}.
\]

Note that in the case of non-discrete symmetries the set \( S \) will contain infinitely many poses, which in turn transforms the sums of \( S \) in the following to integrals. For the sake of a simpler notation and a finite training set in practice, we chose to continue with a notion of a finite \( |S| \). The naive model \( f(I, \theta) \), that directly regresses a pose \( p^f \) from \( I \) optimizes a loss \( L(p, p^f) \) by minimizing

\[
\theta^* = \arg\min_{\theta} \sum_{i=1}^{N} L(f_{\theta}(I_i), p_i)
\]

over the training set. However, due to the symmetries, the mapping from \( I \) to \( p \) is not well defined and cannot be modeled as a function. By minimizing Equation 3, \( f \) is learned to predict a pose \( \tilde{p} \) approximating all possible poses for this image equally well.

\[
f(I_i, \theta^*) = \tilde{p} = \min_{p} \sum_{j=1}^{\left|S(I_i)\right|} L(p, p_j)
\]

This is an unfavorable result since \( \tilde{p} \) is chosen to minimize the sum of all losses towards the different symmetries. In the following section, we will describe how we model these ambiguities inside our method.

#### 3.1.1 Multiple Pose Hypotheses

The key idea behind the proposed method is to model the ambiguity by allowing multiple pose predictions from the network. In order to predict \( M \) pose hypotheses from \( f \), we extend the notation to \( f_{\theta}(I) = (f_{\theta}^{(1)}(I), \ldots, f_{\theta}^{(M)}(I)) \) where \( f \) now returns \( M \) pose hypotheses for each image \( I \).

For training, the idea is not to punish all hypotheses given the current pose annotation, since they might be correct under ambiguities. Thus, we use a loss that optimizes only one of the \( M \) hypotheses for each annotation. The most intuitive choice is to pick the closest one. We adapt the meta loss \( M \) from [39] that operates on \( f \).
\[ \theta^* = \arg\min_{\theta} \sum_{i=1}^{N} M(f_\theta(I_i), p_i), \] (5)

while we use the original pose loss \( \mathcal{L} \) for each \( f^{(j)} \)

\[ \hat{M}(f_\theta(I), p) = \min_{j=1,\ldots,M} \mathcal{L}(f^{(j)}_\theta(I), p). \] (6)

However, the hard selection of the minimum in equation 6 does not work in practice as some of the hypothesis functions \( f^{(j)}_\theta(I) \) might never be updated if they are initialized far from the target values. Thus, we relax \( \hat{M} \) to \( \mathcal{M} \) by adding the average error for all hypotheses with an epsilon weight

\[ M(f_\theta(I), p) = \left(1 - \epsilon \frac{M}{M-1}\right) \hat{M}(f_\theta(I), p) + \frac{\epsilon}{M-1} \sum_{j=1}^{M} \mathcal{L}(f^{(j)}_\theta(I), p). \] (7)

The normalization constants before the two components are designed to give a weight of \((1 - \epsilon)\) to the original formulation and \( \epsilon \) to the gradient distributed over all other hypotheses. When \( \epsilon \to 0 \), then \( M \to \hat{M} \). This is necessary since the average in the second term already contains the minimum from the first term.

### 3.2. Architecture

We employ SSD-300 with an extended InceptionV4 [42] backbone and adjust it to also provide the 6D pose along with each detection. In particular, we append two more 'Reduction-B' blocks to the backbone. Essentially, we branch off after each dimensionality reduction block and place in total 6.099 anchor boxes to cover objects at different scales. Moreover, to include the unambiguous regression of the 6D pose, we modify the prediction kernel such that it provides \( C + M \cdot P \) outputs for each anchor box. Thereby, \( C \) denotes the number of classes, \( M \) denotes the number of hypotheses, and \( P \) denotes the number of parameters to describe the 6D pose. In our case, for each of the \( M \) predicted hypotheses, we regress \( P = 5 \) values to characterize the 6D pose, composed of a 4D quaternion for the 3D rotation and the object’s distance towards the camera. We can estimate the remaining two degrees-of-freedom by back-projecting the center of the 2D bounding box using the inferred depth.

Finally, given a set of positive boxes \( Pos \) and hard-mined negative boxes \( Neg \) for a training image, we minimize the following energy function:

\[ \mathcal{L}(\text{Pos}, \text{Neg}) := \sum_{b \in \text{Neg}} \mathcal{L}_{\text{class}} + \sum_{b \in \text{Pos}} (\mathcal{L}_{\text{class}} + \alpha \mathcal{L}_{\text{fit}} + \beta M(f_\theta(I), p)). \] (8)

For the class and the refinement of the anchor boxes, we employ the cross-entropy loss \( \mathcal{L}_{\text{class}} \) and the smooth L1-norm \( \mathcal{L}_{\text{fit}} \), respectively. In order to compare the similarity of two quaternions, we compute the angle between the estimated rotation and the ground truth rotation according to

\[ \mathcal{L}_{\text{rotation}}(q, q') = \arccos\left(2\langle q, q' \rangle^2 - 1 \right). \] (9)

Additionally, we employ the smooth L1-norm as loss for the depth component

\[ \mathcal{L}_{\text{depth}}(d, d') = \begin{cases} |d - d'| - 0.5, & \text{if } |d - d'| \geq 1.0 \\ \frac{1}{2} (d - d')^2, & \text{otherwise.} \end{cases} \] (10)

Altogether, we define the final loss for each hypothesis \( j \) and input image \( I \) as follows

\[ \mathcal{L}(f^{(j)}_\theta(I)) = \mathcal{L}_{\text{rotation}}(q^{(j)}, q') + \mathcal{L}_{\text{depth}}(d^{(j)}, d'). \] (11)

### 3.3. Processing Multiple Hypotheses

During inference we further analyze the predicted multiple hypotheses in order to determine whether pose of the object is ambiguous. Additionally, in case we detect an ambiguity, we can also exploit the multiple hypotheses to estimate the view-dependent axes of ambiguity.

**Detection of Visual Ambiguities in Scenes.** We analyze the distribution of the predicted hypotheses in quaternion space to determine whether the pose exhibits an ambiguity. To this end, Principal Component Analysis (PCA) is performed on the quaternion hypotheses \( q_i \). The singular-value decomposition of the data matrix indicates the ambiguity. In particular, if the dominant singular value \( \sigma_1 \gg 0 \) \((\sigma_i > \sigma_{i+1} \forall i)\), an ambiguity in the pose prediction is likely, while small singular values imply a collapse to one single unambiguous solution.

We determine the existence and type of ambiguity by thresholding the value of \( \sigma_2 \). Empirically, we find the criteria \( \sigma_2 > 0.8 \) to offer good estimations for ambiguity, and the ratio \( r = \sigma_1/\sigma_2 \) to reveal the ambiguity type in a robust way. When \( r < 5/4 \), the ambiguity covers the entire axis, whereas being constrained to an arc otherwise. It is noteworthy that we can learn to detect ambiguities without further supervision, directly from standard datasets.
Estimation of the Axis of Ambiguity. As mentioned, very prominent representatives for visual ambiguities are symmetries in the objects of interest, as illustrated in Fig. 3 (left) and (mid). Nevertheless, for other objects such as cups, also (self-) occlusion can induce ambiguities in appearance, as demonstrated in Fig. 3 (right).

In order to calculate a viewpoint dependant ambiguity axis, we take a closer look at the scenario. A rotation \( q_i = (q_{i1}, q_{i2}, q_{i3}, q_{i4}) \) rotates the camera \( c_0 \) to \( c_i \) around the rotation axis

\[
a_i = (q_{i2}, q_{i3}, q_{i4}) / \sqrt{q_{i2}^2 + q_{i3}^2 + q_{i4}^2}.
\]

(12)

All these rotation axes lie in the same plane which is perpendicular to the ambiguity axis \( s \perp a_i \forall i \). Thus, if we stack the rotation axes \( A = (a_1^T, a_2^T, \ldots, a_n^T) \), we can formulate the overdetermined linear equation system \( A^T s = 0 \). The ambiguity axis can be found as the solution to the optimization problem

\[
\min_{s \in \mathbb{R}^3} \|A^T s\|_p,
\]

(13)

which we solve for \( p = 1 \) to be more robust against outliers than with the L2-norm.

3.4. From Multiple Hypotheses to 6D Pose

After analyzing the distribution of the hypotheses, we can robustly compute the associated 6D pose for each case.

Unambiguous Object Pose. In case of an unambiguous object pose, we utilize the multiple hypotheses as an input for a geometric median (geodesic \( L_1 \)-mean [11]) to robustify the overall estimation

\[
q_{gm} = \arg\min_{q \in \mathbb{R}^4} \sum_i d_{geo}(q_i, q).
\]

(14)

The iterative calculation follows the Weiszfeld algorithm [47] in the tangent spaces to the quaternion hypersphere [4]. From a statistical perspective, our rotation measures are treated as inputs for an \( L_1 \)-estimator to robustly detect the geometric median where \( d_{geo} \) gives the geodesic distance on the quaternion hypersphere. In addition, we compute the median depth of all hypotheses. Afterwards, we utilize the center of the 2D detection and backproject it into 3D to obtain the translation and therewith the full 6D pose of the detection.

Ambiguous Object Pose. As the number of possible 3D rotations is finite yet unknown, we employ mean shift [7] to cluster the hypotheses in quaternion space. To this end, the angular distance of the quaternion vectors measures their similarity. This yields either one cluster (if the poses are connected) or multiple (if they are unconnected) as illustrated in Fig. 3. For each cluster we compute a median rotation and the median depth to retrieve the associated 3D translation. Note that we only consider the depths of the hypotheses, which contributed to the corresponding cluster. We conduct simple contour checks in RGB in order to find the best fitting cluster from which we extract the final 6D pose.

4. Evaluation

In this section, we first introduce our experimental setup. Afterwards, we demonstrate the robustness of distinguishing whether a view exhibits an ambiguity. Third, we report our 6D pose estimation accuracy for the unambiguous and the ambiguous case. Finally, we demonstrate how we can model uncertainty in pose estimation by analyzing the variance across hypotheses.

We build two datasets, for each case respectively. In particular, for the unambiguous dataset, we use the popular ‘Hinterstoisser’ dataset [14]. However, we moved the ‘glue’ and ‘eggbox’ object to the ambiguous dataset, since both exhibit several views (mostly from the top), which are not unique. Additionally, following [23, 35] we removed the ‘cup’ and ‘bowl’ objects, because no watertight CAD models are provided for them. We also discard the ‘lamp’ since the CAD model does not possess correct normal vectors for proper rendering. To the ambiguous dataset, besides the ‘glue’ and ‘bowl’ objects, we added several models from T-LESS [18] to cover different types of ambiguities. In essence, T-LESS mostly consists of symmetric and texture-less industrial objects. For our experiments we choose a subset that covers both cases: complete rotational symmetry along an axis (object 4) and objects with more than one rotational symmetry (object 5, 9, 10).

4.1. Experimental Setup

As noted in [17], domain adaptation between synthetically generated data samples and real-world images simplifies the collection of training data, however at the cost of performance. Nevertheless, we render CAD models in random poses within a defined range of rotations, adding a series of augmentations, such as illumination changes, shadows and blur, as well as background images taken from the MS COCO dataset [28]. As already discussed, our method attempts to model the presence of rotational symmetries, thus it is not necessary to manually constrain the valid range of rotations per object to avoid ambiguities, which is
a common work-around in recent pose estimation systems [23, 35].

We implemented our method in TensorFlow [1] v1.5 and conducted all our experiments on an Intel i7-5820K@3.3GHz CPU with an NVIDIA GTX 1080 GPU. For all experiments, we train with a batch size of 10 and use ADAM [26] with a learning rate of $3 \cdot 10^{-4}$.

**Implementation Details.** There are several hyper-parameters that influence the performance of our method. In particular, the relaxation weight $\epsilon$ influences the convergence to a reference ground truth. If the value is too small, only the hypothesis closest to the ground truth will be updated, causing poses to cluster around that particular point, whereas a large value will result in loose hypotheses predictions. To overcome this issue, at the beginning, we distribute comparably more loss such that all hypotheses are able to learn appropriate results, before we force them to either specialize or gather. To this end we interpolate $\epsilon$ from 0.1 to 0.01 during training.

The choice of $\alpha$ and $\beta$ in (8) is also influential. In our experiments, we find that setting $\alpha = 1.0$ works well in general. In contrast, $\beta$ has to be chosen more carefully. Similar to $\epsilon$, a linear increasing value for $\beta$ works better in practice. Essentially, a large value of $\beta$ hinders the network to properly focus on learning to robustly detect the object. Nevertheless, the loss for rotation tends quickly to converge when choosing $\beta$ too small. Consequently, we set $\beta = 3$ at the beginning and linearly increase it to 10 during training.

Lastly, also the number of hypotheses $M$ influences the accuracy of the method. A small number of hypotheses might not be able to convey inputs of high ambiguity, and hinders clustering, whereas a large value results in redundant information. We validate all experiments with different $M$ to understand its influence.

**Evaluation metrics.** In order to properly assess the 6D pose performance, we distinguish again between ambiguous and non-ambiguous objects. When dealing with non-ambiguous objects, we report the absolute error for the 3D rotation in degrees and 3D translation in millimeters. We also show our accuracy using the Average Distance of Distinguishable Model Points (ADD) metric from [16], which measures if the average deviation of the transformed model points is less than 10% of the object's diameter.

We also report our results for the Visual Surface Similarity (VSS) metric. As [23, 31], we define VSS similar to the Visual Surface Discrepancy (VSD) [19], however, set $\tau = \infty$. Hence, we measure the pixel-wise overlap of the rendered ground truth pose and the rendered prediction. We decide to employ this metric, since it can be applied to both, ambiguous and ambiguity-free objects.

![Figure 4: Qualitative results employing a yellow cup. The red frustums visualize a collection ($M = 30$) of pose hypotheses. The blue frustum constitutes the median, which is employed to render the 3D bounding box. The collapse of all hypotheses towards one signalizes that the task is unambiguous (upper row). However, partial symmetries and occlusion lead to multiple possible outcomes for the 6D pose (lower row). In addition, our method is capable of determining the ambiguity of the pose by analyzing the distribution of hypotheses (red lines).](image)

**4.2. Shape Ambiguity Analysis**

For each image of the ambiguous dataset, we manually annotated whether the current object view exhibits ambiguity based on the visible object texture and shape. This ground truth is used to quantitatively assess the capability of our method to detect pose ambiguity. Additionally, we compute the ground truth symmetry axes for each object. It is important to note that we do not conduct object symmetry detection, instead, we describe the perceived pose ambiguity in terms of a symmetry axis. These annotations are only used for evaluation and not during training.

In Fig. 5 (top) we first show how robustly we can detect ambiguities. Additionally, for each detected ambiguity, we compute the average discrepancy of the computed symmetry axis with the annotated ground truth axis in degrees. In essence, for the ambiguity-free case, we can report an accuracy of more than 90%, while for the ambiguous case we can also state a high accuracy of approximately 83% correctly classified views. Furthermore, the mean axis only deviates by 16°, which shows that our formulation is able to precisely explain the perceived ambiguity.

On the bottom, we respectively show one sample of estimated ambiguity axes from Hinterstoisser and T-LESS. For each detection, we draw the estimated axis in red, while...
unambiguous results for the Unambiguous Pose Estimation. In Tab 1 we report our around the calculated axis of ambiguity (red line).

all hypotheses (red frustums) collapse to one pose for the Fig 4 shows one qualitative example for each case. While biguous and unambiguous pose estimation. Furthermore, the green line denotes the hand-annotated groundtruth axis.

4.3. 6D Pose Estimation and 2D Object Detection

We evaluate the accuracy of our method in case of ambiguous and unambiguous pose estimation. Furthermore, Fig 4 shows one qualitative example for each case. While all hypotheses (red frustums) collapse to one pose for the unambiguous views, for the ambiguous views they spread around the calculated axis of ambiguity (red line).

Unambiguous Pose Estimation. In Tab 1 we report our results for the unambiguous subset. In particular, even for the single hypothesis case, our approach outperforms SSD-6D by approximately 35% of relative error while also being more robust in terms of 2D detection. Comparing with Sundermeyer et al. [41] we can report a relative improvement of more than 50% referring to the ADD metric. In addition, our robust averaging over all hypotheses leads to another improvement of all metrics. Interestingly, for the unambiguous dataset it turns out that $M = 5$ works best in terms of 6D pose and also 2D detection. Employing too many hypotheses can hinder convergence since some hypotheses tend to starve depending on the initialization and when too few hypotheses are used, the model cannot benefit from the averaging in 6D.

In contrary, [35] and [46] achieve a little higher ADD score. This can be mostly credited to the fact that they train on real data, in order to be able to close the domain gap between real and synthetic data. More precisely, they use a subset of the test data and crop the objects of interest. Thereafter, they place them on top of a random background image from MS COCO. In contrast to these approaches, [23], [41] and we, all train on purely synthetic data, which allows to train for any object, provided the CAD model. Generally, synthetic training is desired, since it saves time and money for annotating the data, however, commonly also

| Ambiguity Detection Accuracy [%] | 'Unambiguous' | 'Ambiguous' |
|--------------------------------|--------------|-------------|
| M = 5 | 93.7 | 83.1 |
| M = 10 | 75.5 | 78.2 |
| M = 20 | 85.7 | 77.4 |
| M = 30 | 92.1 | 77.3 |

| Trans. [mm] | VSS [%] | ADD [%] | F1 |
|-------------|--------|--------|----|
| SH (m = 1) | 17.9  | 45.6  | 76.8 | 31.2 | 91.6 |
| m = 2 | 18.9  | 44.3  | 76.3 | 32.8 | 92.1 |
| m = 5 | 17.5  | 40.6  | 78.2 | 35.3 | 94.7 |
| m = 10 | 19.2  | 45.6  | 77.2 | 31.3 | 90.6 |
| m = 20 | 18.7  | 44.6  | 77.4 | 33.8 | 92.7 |
| m = 30 | 19.2  | 44.9  | 77.3 | 32.7 | 91.0 |

Table 1: Pose Errors on the ‘Hinterstoisser’ subset [16] of unambiguous objects. Top: Evaluation of the impact of different number of hypotheses. Bottom: comparison with Sundermeyer et al. [41], Kehl et al. [23] (synthetic training data) and with Rad et al. [35], Tekin et al. [46] (real training data).

leads to a decrease in performance. Therefore, a lot of research is currently focusing on further closing this domain gap [2, 17, 34, 36], which this work contributes to.

Ambiguous Pose Estimation. Referring to Tab 2, for the ambiguous ‘Hinterstoisser’ objects, we can report a VSS score of 79% and an ADI score of 54%, which is a relative improvement of approximately 13% and 145% compared to SSD-6D. Surprisingly, the multiple hypothesis detector overall achieves similar performance as the single hypothesis predictor for the 6D pose. However, for the 2D detection case, we are able to increase the accuracy from 79% to 94%. As constituted, only a few views are not well defined for these objects. During investigating the results, we discovered that the single hypothesis predictor is not capable of understanding exactly these ambiguous views and tends to simply discard them. In contrast, the multiple hypotheses predictor is indeed able to understand these views and gives reliable pose predictions.

For the ambiguous T-LESS objects (Tab 4), our multiple hypotheses approach surpasses the single hypothesis estimator for all objects. In essence, the single hypothesis estimator trained and evaluated under the same conditions is not able to capture the ambiguities in pose and, thus, is not able to produce equally accurate results. Only when the ambiguities could be resolved, the single hypothesis predictor was able to compute precise poses. Sundermeyer et al. [41] is able to exceed our model by 4% and 3%, referring to VSS and ADI respectively. Since the colors of the CAD models differ widely from the real scenes, generalization to these objects is very difficult from RGB information only. However, Sundermeyer et al. make use of real data for training their 2D detector on T-LESS, however, this has also a direct impact on their 6D pose estimates. First, they infer depth from the aspect ratio of the 2D bounding boxes. Second,
4.4. Employing Multiple Hypothesis as Measurement for Reliability

To the best of our knowledge, there is no prior work where both the confidence in class and detection, as well as the confidence in the continuous pose estimate is modeled. Yet, this knowledge can highly improve the overall robustness and accuracy. In our case, besides the additional information on the viewpoint ambiguity, we can utilize the different hypotheses as a measurement for the confidence in the unambiguous 6D pose. To quantify the effect of this, we report our test results on the unambiguous subset of ‘Hinterstoisser’ in Fig. 6 (top), where we compute a confidence measure via the standard deviation with respect to the Karcher mean [21].

Naturally, a lower standard deviation means more accurate pose estimates. For instance, by only allowing poses with a standard deviation of less than 0.1, we can strongly improve each metric, while only losing approximately 10.5% of all pose estimates. Specifically, the rotational error decreases by approximately 20% (i.e. from 19.2° to 15.5°). Additionally, the translation error also decreases a little from 44.8mm to 43.0mm. Accordingly, employing an even lower threshold for the standard deviation (e.g. 0.05) gives another significant improvement for the pose (especially in rotation), however, for the cost of rejecting more estimates. In addition, the qualitative example on the bottom also confirms these results. Essentially, while deducing the rotation in a two-stage fashion simplifies the overall problem, yet, comes with a linear cost in runtime. In conclusion, we can state overall good performance, while relying on synthetic training data only, whereas [41] require real data to enable training on T-LESS.

Table 2: Evaluation scores on the ambiguous dataset (top: T-LESS) (bottom: ‘glue’ and ‘eggbox’ object of ‘Hinterstoisser’). Thereby, we compare our multiple hypotheses MH (M = 30) results and the same predictor trained to output a single hypothesis SH (M = 1) with Sundermeyer et al. [41] and SSD-6D [23].

| Scene | VSS [%] | ADI [%] |
|-------|---------|---------|
|       | MH | SH | [41] | MH | SH | [41] |
| obj_04 | 5, 9 | 72.2 | 68.6 | 78.5 | 17.8 | 14.1 | 15.2 |
| obj_05 | 2, 3, 4 | 84.6 | 82.8 | 88.8 | 65.3 | 48.3 | 76.3 |
| obj_09 | 5, 11 | 81.8 | 79.1 | 86.5 | 66.8 | 54.5 | 77.3 |
| obj_10 | 5, 11 | 82.8 | 78.5 | 82.3 | 39.0 | 29.4 | 31.9 |
| mean   | 80.2 | 77.3 | 84.0 | 47.2 | 36.6 | 50.6 |

| VSS [%] | ADI [%] | FI |
|---------|---------|----|
|         | MH | SH | [23] | MH | SH | [23] | MH | SH | [23] |
| eggbox  | 83.5 | 78.5 | 76.3 | 54.1 | 56.0 | 26.3 | 98.0 | 83.0 | 93.7 |
| glue    | 74.4 | 74.0 | 65.1 | 54.0 | 58.7 | 17.6 | 90.3 | 74.0 | 76.8 |
| mean    | 78.9 | 76.3 | 70.7 | 54.1 | 57.4 | 22.0 | 94.2 | 78.5 | 85.5 |

Figure 6: Top: We report the results for different bins for the standard deviation over all hypotheses for the poses. Bottom: One qualitative example referring to the unambiguous ‘driller’ object. We show the pose with the lowest (left) and the highest (right) standard deviation in the hypotheses. Thereby, the blue bounding box depicts the ground truth pose, the red bounding box the predicted pose and the red frustums illustrate the hypotheses.

In conclusion, we believe that the new formulation of the pose detection problem from images as an ambiguous task paves the way towards interesting applications in the domain of robotic interactions and automation. Moreover, it opens the space for discussions about proper evaluation metrics that reflect the ambiguity in this domain.
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1. Datasets

In Fig 1 we would like to demonstrate all the objects we employed for our experiments. Thereby, the upper row illustrates all objects of the 'Unambiguous' dataset, taken from 'Hinterstoisser' [15]. These objects do not exhibit any views, which might induce ambiguities. On the contrary, the lower row depicts all objects of 'Ambiguous' dataset. While the first two objects also belong to the 'Hinterstoisser' dataset, the latter four accompany the T-LESS dataset [18]. All these objects can induce ambiguities for certain viewpoints. For instance 'obj 04' is a symmetric screw, however, possessing distinct textures on its head. Due to this only the views from the bottom (which do not show the texture) are ambiguous. In contrast, for each viewpoint in 'obj 09' and 'obj 10', there exists always one identical viewpoint on the other side. Thus, these objects are never ambiguity-free.
2. Synthetic Training Samples

First, we want to clearly emphasize that we use no real data during training. Instead, we generate only synthetic samples by rendering objects with random poses onto images from the MS COCO dataset [29]. Using OpenGL commands we generate a random pose from a valid range: 360 on the azimuth and altitude along a view sphere, and 180 for inplane rotation. We also vary the radius of the viewing sphere to enable multi-scale detection. In order to increase the variance of the dataset, we add random perturbations such as illumination and contrast changes, among others. This is a similar approach to [23, 41]. However, in contrast to them, for each assigned anchor box, we save exactly one 4D quaternion as the ground truth for the rotation, even if ambiguous.

3. Robust Ambiguity Detection and Estimation

|     | ape | bvise | cam | can | cat | driller | duck | holep | iron | phone |
|-----|-----|-------|-----|-----|-----|---------|------|-------|------|-------|
| Ambiguity Detection Accuracy [%] | 92.8 | 97.8 | 96.6 | 95.1 | 94.6 | 90.4    | 90.3 | 81.1  | 99.7 | 98.7  |

|     | 'eggb' | 'glue' | 'obj 04' | 'obj 05' | 'obj 09' | 'obj 10' |
|-----|--------|--------|----------|----------|----------|----------|
| Ambiguity Detection Accuracy [%] | 50.5   | 86.6   | 94.4     | 75.5     | 72.3     | 94.8     |
| Mean Symmetry Axis Deviation [°] | 8.23   | 16.4   | 23.2     | 13.07    | 13.3     | 22.5     |

Table 1: Top: Individual ambiguity detection accuracies for the 'Unambiguous' dataset. Bottom: Individual ambiguity detection accuracies and mean axis deviations for the 'Ambiguous' dataset

Tab.1 shows our detailed ambiguity detection results for the 'Unambiguous' (top) and 'Ambiguous' (bottom) objects, respectively. In addition, we also report our individual results for the ambiguity axis estimation. We compute the mean
deviation from the labeled ground truth. As a threshold for $\sigma_1$ we empirically find 0.8 to offer good accuracy. Fig. 3 demonstrates more qualitative results for ambiguity detection and the computation of the corresponding ambiguity axis.

3.1. Employing Multiple Hypothesis as Measurement For Reliability

We would like to present more qualitative samples that the hypotheses can be employed as measurement for confidence. To this end, for each object of the 'Unambiguous' dataset we show the poses possessing the lowest and the highest standard deviation in the hypotheses.
Figure 4: Qualitative examples referring to each object of the 'Unambiguous' dataset. We show the pose with the lowest (left) and the highest (right) standard deviation in the hypotheses. Thereby, the blue bounding box depicts the ground truth pose, the red bounding box the predicted pose and the red frustums illustrate the hypotheses.

4. 2D Object Detection and 6D Pose Estimation

In this section, we present our detailed results for 6D pose estimation and 2D detection. As in the paper, for the 'Unambiguous' dataset we present our numbers with $M = 5$ and for the 'Ambiguous' dataset we set $M = 30$.

4.1. Unambiguous Object Detection and Pose Estimation

|                | ape | bvise | cam | can | cat | driller | duck | holep | iron | phone | mean |
|----------------|-----|-------|-----|-----|-----|---------|------|-------|------|-------|------|
| **RGB**        |     |       |     |     |     |         |      |       |      |       |      |
| Our method     | 87.6| 100.0 | 86.3| 99.7| 98.1| 97.6    | 93.5 | 89.0  | 99.6 | 95.4  | 94.7 |
| SSD-6D [23]    | 76.3| 97.1  | 92.2| 93.1| 89.3| 97.8    | 80.0 | 71.6  | 98.2 | 92.4  | 88.8 |
| **RGBD**       |     |       |     |     |     |         |      |       |      |       |      |
| Kehl [24]      | 98.1| 94.8  | 93.4| 82.6| 98.1| 96.5    | 97.9 | 91.0  | 84.9 | 93.5  |      |
| LineMOD [16]   | 53.3| 84.6  | 64.0| 51.2| 65.6| 69.1    | 58.0 | 51.6  | 68.3 | 56.3  | 62.2 |

Table 2: F1-scores for each sequence of [16]. Note that the 'Hinterstoisser' scores are supplied from [45] with their evaluation since [16] does not provide them.

|                               | ape | bvise | cam | can | cat | driller | duck | holep | iron | phone |
|-------------------------------|-----|-------|-----|-----|-----|---------|------|-------|------|-------|
| Rotational Error [°]          | 22.0| 11.3  | 14.8| 13.5| 13.6| 18.9    | 24.7 | 33.7  | 9.2  | 13.5  |
| Translation Error [mm]        | 38.0| 26.9  | 54.2| 27.8| 38.5| 42.6    | 52.1 | 48.9  | 30.3 | 42.0  |
| ADD [%]                       | 11.9| 66.2  | 22.4| 59.8| 26.9| 44.6    | 8.3  | 17.8  | 60.8 | 34.4  |
| VSS [%]                       | 73.9| 81.8  | 77.6| 81.9| 73.7| 75.6    | 75.3 | 78.2  | 83.8 | 79.7  |

Table 3: Individual 6D pose scores for each sequence of [15].

For 2D object detection, we retrieve slightly better results than [24], although Kehl et al. additionally leverage depth data. We can also report a significant increase in detection compared to [23]. We generally detect all objects very robustly. Even for the small 'ape' object with little texture, we can report an F1-score of 87.6%, which is an improvement of more than 10% compared to [23]. In Table 3, we present our individually employed pose estimation metrics. Additionally, below we show one qualitative sample for each object.
Figure 5: Qualitative results for the unambiguous objects.
4.2. Ambiguous Object Detection and Pose Estimation

| Object | ‘eggb’ | ‘glue’ | obj_04 | obj_05 | obj_09 | obj_10 |
|--------|--------|--------|--------|--------|--------|--------|
| Scene  | –      | –      | 5      | 9      | 2      | 3      | 9      | 5      | 11 | 5 | 11 |
| ADI [%] | 54.0   | 54.1   | 16.3   | 14.0   | 83.3   | 68.9   | 76.7   | 72.0   | 61.6 | 39.8 | 38.2 |
| VSS [%] | 83.5   | 74.3   | 75.8   | 81.1   | 90.6   | 86.3   | 89.4   | 81.6   | 80.9 | 82.4 | 83.2 |

Table 4: Detailed evaluation scores the ‘Ambiguous’ dataset.

Since comparing against the ground truth is not suitable in a multiple hypothesis scenario, only metrics that do not rely on this value are apt for this case. We thus chose the Visual Surface Similarity [23, 31] and Average Distance of Indistinguishable points [19] as metrics for pose. We always take the detection with the highest confidence. We present our individual scores for the ‘Ambiguous’ dataset in Tab 4. Additionally, below we show one qualitative sample for each object.
Figure 6: Qualitative results for the ambiguous objects.
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