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Abstract

Collective Flow Diffusion Model (CFDM) is a general framework to find the hidden movements underlying aggregated population data. The key procedure in CFDM analysis is MAP inference of hidden variables. Unfortunately, existing approaches fail to offer exact MAP inferences, only approximate versions, and take a lot of computation time when applied to large scale problems. In this paper, we propose an exact and efficient method for MAP inference in CFDM. Our key idea is formulating the MAP inference problem as a combinatorial optimization problem called Minimum Convex Cost Flow Problem (C-MCFP) with no approximation or continuous relaxation. On the basis of this formulation, we propose an efficient inference method that employs the C-MCFP algorithm as a subroutine. Our experiments on synthetic and real datasets show that the proposed method is effective both in single MAP inference and people flow estimation with EM algorithm.

1. Introduction

With recent advances in GPS, Wi-Fi, and various sensors, the importance of location information has grown and is being utilized in various fields. However, it is often difficult to obtain data about individual movements because of privacy concerns or the difficulty of tracking individuals over time. Instead, aggregated count data is relatively easy to obtain as it does not include individual movement information. For example, mobile spatial statistics (Terada, Nagata, and Kobayashi 2013), which is the hourly population data of fixed size square grids calculated from mobile network operational data, are available for purchase in Japan. As another example, traffic data is often obtained not in the form of tracking data of individual cars, but in the form of count data acquired by cameras or sensors installed on road networks (Yang and Zhou 1998; Morimura, Osogami, and Idé 2013).

Although there are various uses for these aggregated count data, their applicability is limited because they do not contain explicit information about people movements. In order to utilize such data, Collective Graphical Model (CGM)(Sheldon and Dietterich 2011), which enables us to conduct learning and inference with aggregated count data, was proposed. In particular, Collective Flow Diffusion Model (CFDM) (Kumar, Sheldon, and Srivastava 2013), which is a special case of CGM, has been proposed to infer people flows between the areas by modeling individual movements via a Markov chain approach; it has been applied to the analysis of the hidden movements behind observed count data in a traffic network (Kumar, Sheldon, and Srivastava 2013), urban space (Iwata et al. 2017; Akagi et al. 2018; Iwata and Shimizu 2019), amusement park (Du, Kumar, and Varakantham 2014) and exhibition halls (Tanaka et al. 2018).

An important function in CFDM analysis is MAP (maximum a posteriori) inference of the number of moving people from observed population data and parameters of the probabilistic model. This process is mainly used in two ways: (i) As a method for recovering people flow given observed population data and a human mobility model. Even if we can design a probabilistic model of human mobility using domain knowledge or estimate the model using another small set of movement (trajectory) data, we have to conduct MAP inference in order to know the number of people moving between areas. (ii) As a method for conducting E-step in the EM (Expectation Maximization) algorithm to estimate people flow and parameters of the probabilistic model simultaneously. Although E-step was implemented by the well-designed MCMC (Sheldon and Dietterich 2011) in the original CFDM proposal, its scalability was problematic. In order to address this issue, a method that uses MAP inference as an alternative to the regular expectation operation was widely used in subsequent research (Iwata et al. 2017; Akagi et al. 2018; Tanaka et al. 2018).

Although methods for realizing MAP inference for CFDM are very important, previous proposals have several crucial drawbacks. (i) They do not provide exact MAP inference because they use continuous relaxation and Stirling’s approximation. (ii) Each optimum solution element is non-integer because of continuous relaxation. As a result, the optimum solutions are dense with many non-zero elements and each solution occupies a lot of memory. (iii) When we deal with large scale problems, a lot of computation time is still...
By utilizing efficient algorithms for C-MCFP, fast estimation is possible. In addition, it is easy to use in practice because it is not necessary to set hyperparameters, and the calculation time is relatively insensitive to the probabilistic models and the optimum solutions.

Our results are significant in that they bridge two distinct research topics, graph algorithms and CFDM inference. This work is the first to regard CFDM inference as a discrete optimization problem on a graph (all efficient existing methods transform the inference problem into a continuous optimization problem via approximation). Our non-trivial finding of the discrete convexity of the cost function is an important key in revealing the hidden relationship between graph algorithms and inference in collective flow diffusion.

Experiments on synthetic and real datasets show that the proposed method is effective for MAP inference in terms of both running time and solution quality such as sparsity. Of particular note, running time is accelerated 10 times or more and sparsity of optimum solution is dramatically increased in most cases. Moreover, we use the proposal to conduct people flow estimation via the EM algorithm and confirm its effectiveness.

2. Problem Setting

For positive integer \( k \), we denote \([k] := \{1, \ldots, k\}\). Suppose that the target space is discretized into \( n \) distinct areas. The people who were in area \( i \in [n] \) at time \( t \) will stay in \( i \) or move to another area to be observed in area \( j \in \Gamma_i \) at time \( t+1 \), where \( \Gamma_i \subseteq [n] \) is the set of areas that can be moved to from area \( i \). This process will be repeated for each \( t \in [T-1] \), where \( T \) is the total number of timesteps.

The problem we address in this paper is formulated as follows. Suppose we are given the population of area \( i \) at timestep \( t \), \( N_{t,i}(i \in [n], t \in [T]) \). Our goal is to estimate the number of people who leave area \( i \) at time \( t \) and whose next area is \( j \) at time \( t+1 \), \( M_{t,ij}(i \in [n], j \in [n], t \in [T-1]) \). Figure 1 shows an example of this problem setting.

3. Background

3.1 Collective Flow Diffusion Model (CFDM)

Let \( \theta_i = \{\theta_{ij}\}_{j \in \Gamma_i} (\sum_{j \in \Gamma_i} \theta_{ij} = 1) \) be the transition probability from area \( i \) to other areas (including \( i \) itself). Here we assume \( \theta_i \) does not depend on timestep \( t \). Given population \( N_{t,i} \) and transition probability \( \theta_i \), the transition population \( M_{t,i} = \{M_{t,ij}\}_{j \in \Gamma_i} (t \in [T-1], i \in [n]) \) is assumed to be decidable by the following multinomial distribution: \( M_{t,i} \sim \text{Multi}(N_{t,i}, \theta_i) \). Given \( N = \{N_{t,i} \mid t \in [T], i \in [n]\} \) and \( M = \{M_{t,i} \mid t \in [T-1], i \in [n]\} \), the likelihood function of \( \theta = \{\theta_{i} \mid i \in [n]\} \) is given by

\[
P(M \mid N, \theta) \propto \prod_{t=1}^{T-1} \prod_{i \in [n]} \left( \frac{N_{t,i}!}{\prod_{j \in \Gamma_i} M_{t,ij}!} \right) \prod_{j \in \Gamma_i} \theta_{ij} \theta_{ij}.
\]

In addition, the population in each area, \( N_{t,i} \), and the transition population between areas, \( M_{t,i} \), satisfy the following two relationships \( N_{t,i} = \sum_{j \in \Gamma_i} M_{t,ji} \), and \( N_{t+1,i} = \sum_{j \in \Gamma_i} M_{t,ij} (t \in [T-1], i \in [n]) \), which represent the law of conservation in the number of people.

Our purpose is to estimate the true number of people moving between areas. We consider two problems: (i) estimation of \( M \) given \( N \) and \( \theta \), and (ii) estimation of \( M \) and \( \theta \) given only \( N \). The first problem, includes, for example, the case where it is possible to design a human movement model (i.e. \( \theta \)) in the target space based on domain knowledge, geographical information, or other data related to people movement such as a small amount of trajectory data. The second problem corresponds to the case that there is no clue as to \( \theta \) and it is necessary to estimate everything from \( N \).

In any case, an important subroutine in achieving our pur-
pose is solving the following MAP inference problem:

\[
\max_{\mathbf{M}} \quad P(\mathbf{M} \mid \mathbf{N}, \theta) \\
\text{s.t.} \quad N_{t,i} = \sum_{j \in \Gamma_i} M_{tij} \quad (t \in [T-1], i \in [n]), \\
N_{t+1,i} = \sum_{j \in \Gamma_i} M_{tji} \quad (t \in [T-1], i \in [n]), \\
M_{tij} \in \mathbb{Z}_{\geq 0} \quad (t \in [T-1], i \in [n], j \in \Gamma_i).
\]

In the first problem, the optimum solution of (2) is the desired answer. A common approach to solving the second problem is to estimate, alternatively, \( M \) and \( \theta \) by the EM algorithm considering \( M \) as a hidden variable and \( \theta \) as parameter of a probabilistic model. Since high computational cost is incurred in calculating the expected value of hidden variable \( M \) by MCMC, a method to replace the expected value with the solution of the MAP inference problem has already been proposed (Sheldon et al. 2013) and is being widely used to conduct E-step. This approach solves the optimization problem (2) iteratively.

### 3.2 Minimum Cost Flow Problems

(Non-linear) Minimum Cost Flow Problem (MCFP) is a combinatorial optimization problem defined as follows. Let \( G = (V, E) \) be a directed graph, where each node \( i \in V \) has supply value \( b_i \in \mathbb{Z} \), and each edge \((i, j) \in E\) has capacity \( c_{ij} \in \mathbb{Z}_{\geq 0} \) and cost function \( f_{ij} : \mathbb{Z}_{\geq 0} \to \mathbb{R} \). If \( b_i > 0 \) we call node \( i \) to be source, and if \( b_i < 0 \) we call sink. MCFP is the problem of finding a minimum cost flow on \( G \) that satisfies the supply constraints at all nodes and capacity constraints at all edges. MCFP can be described as follows:

\[
\min_{x \in \mathbb{Z}^{|E|}} \quad \sum_{(i,j) \in E} c_{ij}(x_{ij}) \\
\text{s.t.} \quad \sum_{j: (i,j) \in E} x_{ij} - \sum_{j: (j,i) \in E} x_{ji} = b_i \quad (i \in V), \\
0 \leq x_{ij} \leq c_{ij} \quad ((i,j) \in E).
\]

Note that this paper considers the problems that restrict feasible \( x \) to integer values i.e. \( x \in \mathbb{Z}^{|E|} \). Generally, MCFP (3) is NP-hard and difficult to solve efficiently. However, special cost functions make it possible to derive efficient optimization algorithms. For example, MCFP with linear cost functions, which is the most famous special case of MCFP, is polynomial-time solvable and many efficient algorithms have been developed (Kiraly and Kovacs 2012). Moreover, Minimum Convex Cost Flow Problem (C-MCFP), in which every cost function \( c_{ij} \) satisfies “discrete convexity” \( c_{ij}(x + 1) + c_{ij}(x - 1) \geq 2 \cdot c_{ij}(x) \) (\( x = 1, 2, \ldots \)), is known to be an efficiently solvable subclass of MCFP (Ahuja, Magnanti, and Orlin 1993).

### 4. Proposed Method

#### 4.1 Formulation as C-MCFP

We show that the optimization problem (2) can be formulated as C-MCFP. After taking the logarithm of the objective function (1) and omitting terms that do not depend on \( M \), the objective function equals \( \sum_{t \in [T-1]} \sum_{i \in [n]} \sum_{j \in \Gamma_i} \left( -\log M_{tij} + M_{tij} \log \theta_{ij} \right) \). Since we can split (2) into independently solvable \( T - 1 \) subproblems by \( t \), all we have to do is solve the minimization problems described as follows for each \( t \in [T-1] \):

\[
\min_{M_{tij}} \quad \sum_{i \in [n]} \sum_{j \in \Gamma_i} (\log M_{tij}! - M_{tij} \log \theta_{ij}) \\
\text{s.t.} \quad N_{t,i} = \sum_{j \in \Gamma_i} M_{tij} \quad (i \in [n]), \\
N_{t+1,i} = \sum_{j \in \Gamma_i} M_{tji} \quad (i \in [n]), \\
M_{tij} \in \mathbb{Z}_{\geq 0} \quad (i \in [n], j \in \Gamma_i).
\]

In order to formulate the problem (4) as C-MCFP, we construct an instance by the procedure described below (an example is shown in Figure 2):

1. Let \( V = \{u_i\}_{i \in [n]} \cup \{v_i\}_{i \in [n]} \cup \{o, d\} \). \( u_i \) and \( v_i \) correspond to area \( i \) at timestep \( t \) and timestep \( t + 1 \), respectively. \( o \) is the source node and \( d \) is the sink node of the flow network.
2. For \( i \in [n] \), add edge \((o, u_i)\) with cost function 0 (constant function) and capacity \( N_{t,i} \).
3. For \( i \in [n] \), add edge \((v_i, d)\) with cost function 0 and capacity \( N_{t+1,i} \).
4. For \( i \in [n] \) and \( j \in \Gamma_i \), add edge \((u_i, v_j)\) with cost function \( f_{ij}(x) := \log x! - x \cdot \log \theta_{ij} \) and capacity \( +\infty \).
5. Set \( b_o = \sum_{i \in [n]} N_{t,i}, b_d = -b_o = -\sum_{i \in [n]} N_{t,i} \) and \( b_{u_i} = b_{v_i} = 0 \) (\( i \in [n] \)).

For the MCFP instance constructed above, the following holds.

**Proposition 1.** For \( M^*_t \) defined by \( M^*_{tij} = x^*_{u_i,v_j} \) (\( i \in [n], j \in \Gamma_i \)) where \( x^* \) is the optimum solution of the MCFP
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instance constructed above, $M^*_t$ is an optimum solution of the optimization problem (4).

**Proof of Proposition 1.** Let $x$ be a feasible solution of the constructed MCFP. From the non-negativity of $x_{ij}$ and flow conservation constraints at node $o$ and $d$, $x_{ou_i} = N_{ti}$ and $x_{vd_i} = N_{ti+1,i} (\forall i \in [n])$ must be satisfied. From these facts and flow conservation constraints at node $u_i$ and $v_i$, $N_{ti,i} = \sum_{j \in \Gamma_i} x_{u_iv_j} + N_{ti+1,i} = \sum_{j \in \Gamma_i} x_{u_%iv_j} (\forall i \in [n])$ hold. Since we restrict $x$ to integer values and total MCFP cost is $\sum_{i \in [n]} \sum_{j \in \Gamma_i} (\log x_{u_%iv_j}) - x_{u_%iv_j} \log \theta_{ij}$, the constructed MCFP is equivalent to the optimization problem (4), so the proposition holds.

**Proposition 2.** For the MCFP instance constructed above, all cost functions satisfy discrete convexity, i.e. $c_{ij}(x+1) + c_{ij}(x-1) \geq 2 \cdot c_{ij}(x) (x = 1, 2, \ldots)$.

**Proof of Proposition 2.** It is clear that a constant function satisfies discrete convexity, so it is sufficient to check for $f_{ij}$. We have $f_{ij}(x) + x = \log(x+1) + \log(x-1) - 2 \cdot \log x = \log(x+1) - \log x \geq 0$. This confirms the discrete convexity of $f_{ij}$.

Proposition 1 says that by solving MCFP we can get an optimum solution of problem (4). Proposition 2 shows that the constructed MCFP instance belongs to C-MCFP. Since C-MCFP is an efficiently solvable subclass of MCFP as described in 3.2, we can design efficient algorithms to tackle the original MAP inference problem (4).

Note that problem (4) may not have any feasible solution if $\sum_{i \in [n]} N_{ti,i} \neq \sum_{i \in [n]} N_{ti+1,i}$ holds or $|\Gamma_i| (i \in [n])$ is small. Such cases occur frequently when dealing with noisy real data. Even in such cases, our method with slight modification can output reasonable solutions. We describe this modification in Section 4.3.

**4.2 Algorithm**

We describe here an algorithm that can find exact optimum solutions of C-MCFP, called Capacity Scaling algorithm (CS) (Minoux 1986). CS is an algorithm that successively augments flow along the shortest path from source to sink in a residual graph, which is an auxiliary graph calculated from the current flow. By maintaining a scalar value, called potential, on each node and modifying edge costs to ensure that they are non-negative, we can utilize Dijkstra’s algorithm (Dijkstra 1959), which is a fast algorithm for shortest path search in graphs with non-negative edge costs. In order to reduce the number of shortest path searches, CS is designed to carry sufficiently large number of flows in each path augmentation. The algorithm utilized in our work is the one described in Chapter 14.5 of (Ahuja, Magnanti, and Orlin 1993). Although this algorithm is based on the idea of (Minoux 1986), some changes have been made, so its computation complexity differs from that of (Minoux 1986).

Given a C-MCFP instance with graph $G = (V, E)$, Theorem 14.1 of (Ahuja, Magnanti, and Orlin 1993) claims that CS runs in $O(|E| \cdot \log U \cdot S)$, where $U := \max_{i \in V} |b_i|$ is the maximum absolute value of flow demand and $S$ is the time complexity for solving a shortest path problem in graph $G$ with non-negative edge costs. According to Dijkstra’s algorithm with binary heap, $S$ is bounded by $O(|E| \cdot \log |V|)$, so the total time complexity is $O(|E|^2 \cdot \log |V| \cdot \log U)$. When this algorithm is used to solve problem (4), its time complexity is $O(m^2 \cdot \log n \cdot \log F)$, where $n$ is the number of areas, $m$ is the number of edges of the adjacency graph between the areas determined by $\Gamma_i (i \in [n])$ and $F := \sum_{i \in [n]} N_{ti,i}$ is the total population of targeted areas. Note that, the total complexity does not depend on the maximum value of edge capacity, and it is guaranteed that the algorithm runs efficiently even if the graph contains an edge with infinite capacity.

CS is a suitable algorithm for solving our problem in the following sense: When dealing with real-world datasets, sometimes $F$ is extremely large (for example, in mobile spatial statistics in the Greater Tokyo Area, which consists of population distribution data by time and area, $F$ is about $10^9$). Therefore, the algorithm used to solve the formulated C-MCFP should have sub-linear time complexity with respect to $F$. Accordingly, CS is appropriate since its time complexity is proportional to $\log F$.

The overall algorithm for solving the original MAP inference problem (2) is summarized in Algorithm 1.

**Algorithm 1 Algorithm for solving MAP inference problem (2) via capacity scaling algorithm**

**Require:** Population of each area and time $N$, transition matrix $\theta$

**for all** $t \in [T-1]$ **do**

Construct C-MCFP instance based on $N_t, N_{t+1}, \theta$ by the procedure described in Section 4.1

Get optimum solution $x^*$ of constructed C-MCFP by capacity scaling algorithm

**for all** $i \in [n]$ **do**

$M^*_{tij} \leftarrow x^*_{u_%iv_j}$

**end for**

**end for**

**return** $M^*$

**4.3 Handling with Infeasible Cases**

As mentioned in Section 4.1, when dealing with real-world data, there may not be feasible solution to problem (4). To address this problem and output a reasonable solution, we add a few more steps in the instance construction procedure described in Section 4.1.

First, we add edge $(o, d)$ with linear cost function $C_x$, where $C$ is a sufficiently large constant, and capacity $+\infty$. Next, we set $b_o = 0, b_d = -S, b_{u_i} = b_{v_i} = 0 (i \in [n]),$ where $S := \max(\sum_{i \in [n]} N_t,i, \sum_{i \in [n]} N_{t+1,i})$. This newly formulated MCFP always has a feasible solution and still belongs to C-MCFP, so we can solve this by CS.

In this case, $M^*_t$ calculated from the optimum solution of the MCFP does not necessarily satisfy the population conservation law $N_{ti,i} = \sum_{j \in \Gamma_i} M^*_{tij}, N_{t+1,i} = \sum_{j \in \Gamma_i} M^*_{t+1ij} (i \in [n])$, which are the constraints of the orig-
nal problem (4). We can interpret these discrepancies as follows: $N_{t,i} - \sum_{j \in \Gamma_i} M^*_{tij}$ is outflow from area $i$ to somewhere outside the targeted areas, and $N_{t+1,i} - \sum_{j \in \Gamma_i} M^*_{t+1ij}$ is inflow from somewhere outside the targeted areas to area $i$ between timesteps $t$ and $t+1$.

5. Experimental results

Here, we use numerical experiments to demonstrate the practical utility of the proposed method. All experiments are conducted on a 64-bit CentOS 7.3 machine with Xeon(R) Gold 6126 CPU(2.60GHz)x2 and 512 GB memory. The capacity scaling algorithm is implemented in C++ (g++ 4.8.5 with the -O3 option); other codes were written in python 2.7.12 with SciPy (Jones et al. 2001).

5.1 Compared methods

We compare the proposed method with commonly used ones used in CFDM inference (Iwata et al. 2017; Akagi et al. 2018; Tanaka et al. 2018). In this method, we solve an optimization problem that has the following objective function $f(M_t) + \frac{\lambda}{2} \cdot g(M_t)$ under constraints $M_{tij} \in \mathbb{R}_{\geq 0}$, where

$$f(M_t) = \sum_{i \in [n], j \in \Gamma_i} (M_{tij} \log M_{tij} - M_{tij}(1 + \log \theta_{ij})),$$

$$g(M_t) = \sum_{i \in [n]} \left( N_{t,i} - \sum_{j \in \Gamma_i} M_{tij} \right)^2 + (N_{t+1,i} - \sum_{j \in \Gamma_i} M_{t+1ij})^2$$

and $\lambda$ is a hyperparameter. This problem is derived by applying Stirling’s approximation and continuous relaxation to the objective function of (4), and adding constraints of people conservation law to objective function as penalty terms. $\lambda$ controls the strength of penalty terms. This optimization problem has a convex objective function and bound constraints, so we can get the global optimum by L-BFGS-B method (Byrd et al. 1995), which is implemented in scipy.optimize. Our experiments explored three methods with $\lambda$ values of $\{1, 10, 100\}$.

5.2 MAP inference: Synthetic data

First, we compare running times and characteristics of the optimum solutions of MAP inference problem (2) obtained by each method using synthetic data. We randomly generate synthetic instances of the MAP inference problem (2). We consider an $L \times L$ grid space, where each cell corresponds to one area. $\Gamma_i$ is set to be $[n]$ for $i \in [n]$ (i.e. we consider the “fully connected” situation). We set $T = 2$ and $N_{t,i} \sim \text{Mult}(F, p_t)$ ($t = 1, 2$), where $F$ is the total population in the grid space and $p_1, p_2 \sim \text{Dirichlet}(1)$. $\theta$ is generated in two ways as follows.

1. $\theta_i \sim \text{Dirichlet}(1)$ for each $i \in [n]$ independently. We call this generation procedure “Dirichlet”.
2. $\theta_{ij} = \exp(-\text{dist}(i,j))/\sum_{j \in \Gamma_i} \exp(-\text{dist}(i,j))$, where $\text{dist}(i,j)$ is the Euclidean distance between cell $i$ and $j$. We call this procedure “Exponential decay”. This procedure reflects the characteristics typical of movements that people are likely to take over short distances rather than long ones.

To clarify the dependence of computation time on the number of areas, $L^2$, and total population, $F$, we solve the MAP inference problem for $L = 10, 20, 30$ fixing $F$ to $10^5$, and for $F = 10^4, 10^5, 10^6$ fixing $L$ to 20. We generate 10 random instances for each evaluation.

The average running times (seconds) for 10 instances by each algorithm are summarized in Table 1. Each experiment is executed with the time limit of 1000 seconds. If running time exceeds the time limit, running time of the trial is recorded as 1000 seconds. In such a case, the averaged value is underestimated. To clarify this, we tag average running time in the table with “>” if the time limit is exceeded in even one instance. In the parentheses, standard deviation of running times are shown if all 10 trials are completed in the time limit. L-BFGS-B methods have longer running time than the proposed method and varies with parameter settings and instances. This unstable behavior will be problematic in practical usage. The proposed method outperforms all other methods in all settings. In particular, it offers the advantage that it can solve problems with small computational time and work stably even when $L$ and $F$ are large.

In order to compare the characteristics of optimum solutions output by the proposed method and L-BFGS-B ($\lambda = 1$), we solve two examples with $L = 5, F = 10^2$, “Exponential decay” and $L = 5, F = 10^3$, “Exponential decay” instances and checked the solutions in detail. The results are shown in Figure 3. In this figure, the $L^2 \times L^2$ optimum solution matrix obtained by each method are presented as a heatmap. To investigate the sparsity structure of the solution, the maximum value of heatmap is set to 1 and minimum value to 0. While the solution obtained by L-BFGS-B is blurred and contains a lot of small but non-zero elements (elements with light colors) because of continuous relaxation, proposed method is able to produce sparse solutions. We calculated the sparseness of each solution by (# of near-zero ($< 10^{-6}$) elements)/(# of whole elements); the yielded values are 90%, 67% with proposed method and 0%, 0 % with L-BFGS-B. This implies that the memory needed to hold the solution can be reduced significantly by using sparse matrix structure. Although we can get sparse solutions by rounding the solutions of existing methods, this operation violates the constraint of population conservation and degrades solution quality.

5.3 MAP inference: Real data

We evaluate running times and characteristics of the optimum solutions using real-world spatio-temporal population data. We use mobile spatial statistics (Terada, Nagata, and Kobayashi 2013), which is the hourly population data for fixed size square grids calculated from mobile network operational data. We use Tokyo and Kanagawa prefecture data, which is the main part of the capital region of Japan, on April 1st, 2015 (weekday) and April 5th, 2014 (holiday). $N_t$ is the population of each area at the clock time of $t$-hour for $t \in \{0, 1, \ldots, 22\}$ on each day. In order to compare the performances of the methods at different cell width, we aggregate population data of each cell and made datasets with cell sizes of $5\text{km} \times 5\text{km}$, $2\text{km} \times 2\text{km}$, and $1\text{km} \times 1\text{km}$. The resulting datasets contain 200, 1017, 3711 cells,
respectively. We construct $\theta$ by the same procedure as “Exponential decay” in the synthetic data experiment and set $\Gamma_i = \{ j \mid j \in [n], \text{dist}(i, j) \leq 5 \}$, where dist$(i, j)$ is Euclidean distance between cell $i$ and cell $j$ in the grid space.

The results are summarized in Table 2. Time limit is set to be 1000 seconds, and average running time standard deviation are calculated in the same way as in the experiment on synthetic data. As shown, proposed method is able to solve all instances in about 60 seconds. On the other hand, compared methods fail to process 2km and 1km datasets regardless of the value of $\lambda$. This shows the effectiveness of the proposed method.

### 5.4 EM algorithm: Synthetic data

As mentioned, MAP inference is used for conducting E-step of EM algorithm to estimate the number of moving people and probabilistic model parameters. Here, we compare EM algorithm performance achieved with the proposed method and with the existing method using simulation data. We consider people movement in an $L \times L$ sized grid space ($L = 10, 12$). We construct transition matrix $\theta^{\text{true}}$ by $\theta_{ij} \propto s_i \cdot \exp(-\beta \cdot \text{dist}(i, j))$, where $s_i > 0$ ($i \in [n]$) is a parameter that represents how likely people are to gather at area $j$, and $\beta$ is a parameter that controls the decay of transition probability with increasing distance between $i$ and $j$. This transition matrix is a variant of the one used in (Akagi et al. 2018). We set $\beta^{\text{true}} = 0.5$ and $s_i^{\text{true}}$ as follows: first, we randomly selected 3 areas from $[n]$ and set $s_i^{\text{true}} = 10$. For other areas, we set $s_i^{\text{true}} = 1$. We generate the population of each area, $N$, and number of moving people between areas, $M$, by simulating people movement following the procedure written in Section 3.1 until timestep $T = 10$ using transition matrix $\theta^{\text{true}}$. We set initial population $N_{1,i}$ to $10^4$ ($i \in [n]$).

Our task is to estimate the number of moving people, $M$, from observed population $N$ by the EM algorithm. For details of the EM algorithm, please see (Akagi et al. 2018). In the algorithms, $\Gamma_i$ is set to be $[n]$ for $\forall i \in [n]$. We evaluate algorithm performance by Normalized Absolute Error (NAE) of $M$, which is calculated by $\sum_{t,i,j} |M_{tij}^{\text{true}} - M_{tij}^{\text{estimated}}| / \sum_{t,i,j} M_{tij}^{\text{true}}$. EM algorithm is iterated 200 times for each method. Figure 4 plots NAE versus the elapsed time for the EM algorithm with proposed method and previous method. It can be seen that the proposed method yields better NAE values more quickly than the previous method, especially at large $L$. For example, in the case of $L = 12$, it took the L-BFGS-B method about 9657 seconds to reach 1.15 for NAE (the dashed line in Figure 4).

The proposed method, on the other hand, took only 24 seconds or so, which is about 400 times faster.

### 6. Related Work

Several methods have been proposed to realize MAP inference efficiently in CGM, which is a general framework including CFDM, (Sheldon et al. 2013; Sun, Sheldon, and Kumar 2015; Nguyen et al. 2016; Villnis et al. 2015). Note that existing methods provide non-exact MAP inference and output non-integer solutions. In (Akagi et al. 2018), an ef-
Proposed Sparsity: 90% to L-BFGS-B ($\lambda = 1$) Sparsity: 0%

Proposed Sparsity: 67% to L-BFGS-B ($\lambda = 1$) Sparsity: 0%

Figure 3: Comparison of optimum solution matrix in an $L \times L$ grid space obtained by proposed method and L-BFGS-B ($\lambda = 1$) with $\theta$ type of “Exponential decay”. The left is when $(L, F) = (5, 10^2)$ and the right is when $(L, F) = (5, 10^3)$, where $F$ is the total population of the targeted areas. Sparsity pattern of obtained $L^2 \times L^2$ solution matrix is presented as a heatmap. $(i, j)$-element of solution matrix represents the number of moving people from area $i$ to area $j$. In order to investigate sparsity structure of solutions, maximum value of color map is set to be 1 and minimum value is 0. The output of L-BFGS-B method is blurred and contains a lot of small but non-zero elements. In contrast, solution by proposed method is noticeably sparse.

Figure 4: NAE (Normalized Absolute Error) as a function of elapsed time for EM algorithm with each MAP inference method.

count data have received a lot of attention. As a particularly relevant study, Xue et al. proposed an algorithm for recovering personal trajectories from aggregated count data for the purpose of evaluating privacy risk for publishing such data (Xu et al. 2017). Sheldon et al. proposed a method to reconstruct sample paths of a Markov chain from partial observations for the purpose of analyzing bird migration patterns (Sheldon, Elmohamed, and Kozen 2008). Although those methods are similar to our method in the sense of solving combinatorial assignment problems to recover movement from aggregated data, there are two distinct differences: (i) Those methods focus on recovering each individual trajectory, not the collective movement of targets. (ii) Those method do not have a mechanism to estimate the parameters of movement models.

Many studies on another direction, predicting population or people flow in cities, have been published (Konishi et al. 2016; Zhang et al. 2019; Jiang et al. 2019). Their approach is to forecast future city dynamics at each area from past data or other features in a supervised way, using classical regression models or deep learning architecture, etc. Our purpose is estimating people flows between areas from only population snapshots at incremental timesteps in a unsupervised way, which is a totally different task from future prediction.

7. Conclusion

In this paper, we proposed a novel method for MAP inference in collective flow diffusion model. First, we showed that the MAP inference problem can be formulated as a minimum convex cost flow problem. Based on this formulation, we proposed an efficient algorithm for MAP inference probl-
lem using capacity scaling algorithm. Extensive evaluations on both real and synthetic datasets showed that our algorithm outperforms previous alternatives in terms of running time and optimum solution quality.
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