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ABSTRACT. Given a global field $F$ with absolute Galois group $G_F$, we define a category $\text{SMod}_F$ whose objects are finite $G_F$-modules decorated with local conditions. We define this category so that ‘taking the Selmer group’ gives a functor $\text{Sel}$ from $\text{SMod}_F$ to $\text{Ab}$. After defining a duality functor $\vee$ on $\text{SMod}_F$, we show that every short exact sequence $E = [0 \to M_1 \to M \to M_2 \to 0]$ in $\text{SMod}_F$ gives rise to a natural bilinear pairing

$$\text{CTP}_E : \text{Sel} M_2 \times \text{Sel} M_1^\vee \to \mathbb{Q}/\mathbb{Z}$$

whose left and right kernels are the images of $\text{Sel} M$ and $\text{Sel} M_1^\vee$, respectively. This generalizes the Cassels–Tate pairing defined on the Shafarevich–Tate group of an abelian variety over $F$ and results in a flexible theory in which pairings associated to different exact sequences can be readily compared to one another. As an application, we give a new proof of Poonen and Stoll’s results concerning the failure of the Cassels–Tate pairing to be alternating for principally polarized abelian varieties and extend this work to the setting of Bloch–Kato Selmer groups.

CONTENTS

1. Introduction 1
2. Notation 9
3. The pairing and its main symmetry 10
4. The category $\text{SMod}_F$ 18
5. Theta groups and the Poonen–Stoll class 26
6. Examples 40
References 44

1. INTRODUCTION

Given an abelian variety $A$ defined over a global field $F$, one of the most important tools number theorists have for understanding the group of rational points $A(F)$ is the exact sequence

$$0 \to A(F)/mA(F) \to \text{Sel}^m A \to \mathfrak{III}(A)[m] \to 0,$$
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which is defined for every positive integer $m$. In this sequence, $\text{Sel}^m A$ denotes the $m$-Selmer group of $A$ over $F$, which is effectively computable, and $\text{III}(A)$ denotes the Shafarevich–Tate group of $A$ over $F$, which is more mysterious. In particular, the Shafarevich–Tate conjecture, which predicts that $\text{III}(A)$ is always a finite group, is still vastly open. Taking $\text{III}(A)_{\text{div}}$ to be the set of divisible elements in the Shafarevich–Tate group, one simple consequence of the Shafarevich–Tate conjecture would be

$$\text{III}(A)_{\text{div}} = 0,$$

but this too remains out of reach.

The Cassels–Tate pairing is a canonical nondegenerate bilinear pairing

$$\text{III}(A)/\text{III}(A)_{\text{div}} \times \text{III}(A^\vee)/\text{III}(A^\vee)_{\text{div}} \to \mathbb{Q}/\mathbb{Z},$$

where $A^\vee$ denotes the dual abelian variety to $A$. This pairing was first defined by Cassels for elliptic curves over number fields [3], where it was observed to be an alternating pairing under the natural identification of $A$ with $A^\vee$. The pairing was then extended by Tate to the case of abelian varieties over number fields using his newly developed theory of duality in Galois cohomology [28]. In the case where $F$ has characteristic $p > 0$, Tate instead defined a nondegenerate pairing

$$\text{III}(A)_{p-\text{div}}/\text{III}(A)_{\text{div}} \times \text{III}(A^\vee)_{p-\text{div}}/\text{III}(A^\vee)_{\text{div}} \to \mathbb{Q}/\mathbb{Z},$$

where $\text{III}(A)_{p-\text{div}}$ denotes the $p$-divisible elements of $\text{III}(A)$. Tate’s definition is referred to as the Weil pairing definition of the Cassels–Tate pairing [23], and was later generalized to the Shafarevich–Tate groups of divisible Galois modules over number fields by Flach [6]. The full pairing (1.2) over function fields was defined later by generalizing the homogeneous space approach of Cassels, and many different definitions of the pairing are now known [23]. If $A$ is identified with $A^\vee$ by a principal polarization defined over $F$, this pairing is known to be antisymmetric but, by the work of Poonen and Stoll [23], not necessarily alternating.

The Cassels–Tate pairing can be reinterpreted as a pairing for Selmer groups. Given positive integers $m$ and $n$ indivisible by the characteristic of $F$, we can consider the restriction of the Cassels–Tate pairing to $\text{III}(A)[n] \times \text{III}(A^\vee)[m]$. Composing with the surjection of (1.1), this gives a canonical pairing

$$\text{Sel}^n A \times \text{Sel}^m A^\vee \to \mathbb{Q}/\mathbb{Z}.$$ 

We can define homomorphisms

$$\text{Sel}^{mn} A \xrightarrow{m} \text{Sel}^n A \quad \text{and} \quad \text{Sel}^{mn} A^\vee \xrightarrow{n} \text{Sel}^m A^\vee$$

functorially from the homomorphisms

$$A[mn] \xrightarrow{.m} A[n] \quad \text{and} \quad A^\vee[mn] \xrightarrow{.n} A^\vee[m].$$

The images of the $mn$-Selmer groups under these maps are killed by (1.4), and we are left with the perfect pairing

$$\text{Sel}^n A/(m\text{Sel}^{mn} A) \times \text{Sel}^m A^\vee/(n\text{Sel}^{mn} A^\vee) \to \mathbb{Q}/\mathbb{Z}.$$
Interpreted this way, the Cassels–Tate pairing measures the obstruction to lifting a Selmer element to a higher Selmer group. The original pairing (1.2) (or (1.3) in the function field case) can be recovered by taking the limit of the pairing (1.5) over tuples \((m, n)\).

Compared to the full pairing (1.2), the pairing (1.5) has the advantage of being computable just from the Galois structure of the exact sequence

\[
0 \to A[m] \to A[mn] \to A[n] \to 0
\]

together with the form of the local conditions on \(A[mn]\) (see Example 1.4). The starting observation of this paper is that an analogue of the pairing (1.5) can be defined for any short exact sequence of finite Galois modules decorated with local conditions, provided the Galois modules have order indivisible by the characteristic of \(F\). This results in a flexible theory in which the pairings associated to different exact sequences can be compared readily to one another.

A major motivation for our study is the second author’s work on the distribution of Selmer groups in twist families [27]. In particular, Theorem 1.3 has a central role in that work, and the generalization of Poonen and Stoll’s result to Bloch–Kato Selmer groups expands the scope of the main result of that paper.

Our study of the Cassels–Tate pairing begins with the following categorical framework for studying Selmer groups.

### 1.1. Selmer groups and the category \(\text{SMod}_F\).

Take \(F\) to be a global field with separable closure \(F^s\) and absolute Galois group \(G_F\). For each place \(v\) of \(F\), take \(G_v\) to be the decomposition group at \(v\) considered as a subgroup of \(G_F\).

**Definition 1.1.** We define the additive category \(\text{SMod}_F\) of “Selmerable modules” as follows:

- The objects of \(\text{SMod}_F\) are tuples \((M, W)\), where \(M\) is a finite discrete \(G_F\)-module whose order is indivisible by the characteristic of \(F\), and where \(W\) is a compact open subgroup of the restricted product

\[
\prod_v' H^1(G_v, M)
\]

taken with respect to the subgroups \(H^1_{ur}(G_v, M)\) of unramified classes. We refer to \(W\) as the local conditions subgroup decorating \(M\).

- A morphism \(f: (M, W) \to (M', W')\) in \(\text{SMod}_F\) is a \(G_F\)-equivariant homomorphism \(f: M \to M'\) satisfying \(f(W) \subseteq W'\).

The Selmer group associated to an object \((M, W)\) in \(\text{SMod}_F\) is defined by

\[
\text{Sel}(M, W) = \ker \left( H^1(G_F, M) \to \prod_{v \text{ of } F} H^1(G_v, M) / W \right).
\]

The morphisms in \(\text{SMod}_F\) have been defined so that the assignment \(M \mapsto \text{Sel } M\) defines a functor from \(\text{SMod}_F\) to the category of finite abelian groups.
Remark 1.2. A subgroup $\mathcal{W}$ of the restricted product (1.7) is compact open if and only if it has the form

$$\mathcal{W}_S \times \prod_{v \notin S} H^1(G_v, M)$$

for some finite set $S$ of places of $F$ and some subgroup $\mathcal{W}_S$ of $\prod_{v \in S} H^1(G_v, M)$. In almost all applications, $\mathcal{W}$ can be written as a restricted product $\prod'_{v} \mathcal{W}_v$. For the theory we develop, there seems to be no natural reason to restrict to this case.

We remark that the condition that $\mathcal{W}$ be compact open can be relaxed; see Section 4.3 for more details.

Before defining our version of the Cassels–Tate pairing we need two additional notions: that of the dual of an object of $\text{SMod}_{F}$, and that of a short exact sequence in $\text{SMod}_{F}$. For the first, given $(M, \mathcal{W})$ in $\text{SMod}_{F}$, we take $\overset{\vee}{M}$ to be the $G_F$-module $M^\vee = \text{Hom}(M, (F^s)^\times)$. We then take $\mathcal{W}^\perp$ to be the orthogonal complement of $\mathcal{W}$ under the pairing (1.8)

$$\prod'_{v} H^1(G_v, M) \times \prod'_{v} H^1(G_v, M^\vee) \to \mathbb{Q}/\mathbb{Z}$$

given on components by local Tate duality; see Definition 3.1 for details. This is a local conditions subgroup for $M^\vee$, and the map sending $(M, \mathcal{W})$ to $(M^\vee, \mathcal{W}^\perp)$ extends to a contravariant functor $\overset{\vee}{\cdot}$ on $\text{SMod}_{F}$.

Next, given a sequence

$$E = \left[ 0 \to (M_1, \mathcal{W}_1) \overset{\iota}{\to} (M, \mathcal{W}) \overset{\pi}{\to} (M_2, \mathcal{W}_2) \to 0 \right]$$

in $\text{SMod}_{F}$, we call $E$ exact if the underlying sequence of $G_F$-modules is exact, and if we have

$$\iota^{-1}(\mathcal{W}) = \mathcal{W}_1 \quad \text{and} \quad \pi(\mathcal{W}) = \mathcal{W}_2.$$ 

Applying the contravariant functor $\overset{\vee}{\cdot}$ to $E$ gives another sequence

(1.10) $$E^\vee = \left[ 0 \to (M_2^\vee, \mathcal{W}_2^\perp) \overset{\pi^\vee}{\to} (M^\vee, \mathcal{W}^\perp) \overset{\iota^\vee}{\to} (M_1^\vee, \mathcal{W}_1^\perp) \to 0 \right]$$

in $\text{SMod}_{F}$, which is exact if and only if $E$ is exact.

By a morphism $f : E \to E'$ between exact sequences, we mean a commutative diagram

(1.11) $$E = \left[ 0 \to M_1 \overset{\iota}{\to} M \overset{\pi}{\to} M_2 \to 0 \right]$$

in $\text{SMod}_{F}$. 

$$f_1 \quad f \quad f_2$$

$$E' = \left[ 0 \to M'_1 \overset{\iota'}{\to} M' \overset{\pi'}{\to} M'_2 \to 0 \right]$$
1.2. The pairing and its main properties. With the above setup in hand, we can now describe our version of the Cassels–Tate pairing and state its key properties.

**Theorem 1.3.** Take an exact sequence $E$ in $\text{SMod}_F$ as in (1.9). There is then a natural bilinear pairing

\begin{equation}
\text{CTP}_E : \text{Sel} M_2 \times \text{Sel} M_1^\vee \to \mathbb{Q}/\mathbb{Z},
\end{equation}

with left kernel $\pi(\text{Sel} M)$ and right kernel $\iota^\vee(\text{Sel} M^\vee)$.

Moreover:

(i) for all $\phi$ in $\text{Sel} M_2$ and all $\psi$ in $\text{Sel} M_1^\vee$, we have the duality identity

$$\text{CTP}_E(\phi, \psi) = \text{CTP}_E^\vee(\psi, \beta(\phi)),$$

where $\beta$ is the evaluation isomorphism from $(M_2^\vee)^\vee$ to $M_2$.

(ii) given a morphism of exact sequences $f : E \to E'$ in $\text{SMod}_F$ as depicted in (1.11), we have the naturality property

$$\text{CTP}_E(\phi, f_1^\vee(\psi)) = \text{CTP}_{E'}(f_2(\phi), \psi),$$

for all $\phi$ in $\text{Sel} M_2$ and $\psi$ in $\text{Sel} (M_1')^\vee$.

We will prove this theorem in Section 3.

**Example 1.4.** Take $A$ to be an abelian variety defined over $F$. Given a positive integer $m$ indivisible by the characteristic of $F$ and a place $v$ of $F$, take

$$\mathcal{W}_{m,v} = \ker \left( H^1(G_v, A[m]) \to H^1(G_v, A) \right).$$

Then the product $\mathcal{W}_m = \prod_v \mathcal{W}_{m,v}$ is a compact open subgroup of $\prod_v H^1(G_v, A[m])$ by [22, Proposition 4.13].

The $m$-Selmer group of $A$ over $F$ is simply $\text{Sel} (A[m], \mathcal{W}_m)$. Furthermore, given a second positive integer $n$ indivisible by the characteristic of $F$, the $n$-Selmer group of the dual abelian variety $A^\vee$ is equal to

$$\text{Sel} (A[n]^\vee, \mathcal{W}_n^\perp),$$

and the pairing associated to the exact sequence

$$0 \to (A[n], \mathcal{W}_n^\perp) \to (A[mn], \mathcal{W}_{mn}) \to (A[m], \mathcal{W}_m) \to 0$$

recovers the pairing (1.5). In this way, the construction considered in Theorem 1.3 generalizes the pairing considered by Cassels and Tate.

See Section 6.1 for a generalization of this example to isogeny Selmer groups.

Our definition of the pairing $\text{CTP}_E$ in Theorem 1.3 is a straightforward generalization of the Weil pairing definition of the Cassels–Tate pairing for abelian varieties given in [13, I.6.9]. Calculating the left kernel of $\text{CTP}_E$ also requires little adjustment from [13]. The duality identity (1.3) is the more interesting portion of this theorem. It may be thought of as a generalization of the fact that the classical Cassels–Tate pairing is anti-symmetric for principally polarized abelian varieties, with the prefix ‘anti-’ explained by
the fact that the Weil pairing is alternating. While this antisymmetry result has been extended to more general Galois modules with alternating structure \[6\], the duality identity \[13\] seems to have gone unobserved for other kinds of modules.

The naturality property is also fundamental to our theory. The property is a simple generalization of an analogous result for the Cassels–Tate pairing of isogenous abelian varieties \[13, \text{Remark 6.10}\], but the broader scope provided by SMod\(_F\) makes it a more powerful statement in the context of our work. In particular, applications of naturality can make use of the fact that SMod\(_F\) is quasi-abelian, a fact we prove in Section 4.1. This means that an exact sequence \(E\) as in \((1.9)\) may be pulled back along a morphism \(N_2 \to M_2\) or pushed out along a morphism \(M_1 \to N_1\) to give another exact sequence. As a consequence, the usual method of defining the Baer sum of extension classes works; given extensions \(E_a\) and \(E_b\) of \((M_2, \mathcal{W}_2)\) by \((M_1, \mathcal{W}_1)\) in SMod\(_F\), there is a natural choice \(E_a + E_b\) for the sum of these extensions. Per Proposition 4.4, naturality then implies the trilinearity relation

\[
\text{CTP}_{E_a+E_b} = \text{CTP}_{E_a} + \text{CTP}_{E_b}.
\]

Since the sequence \(E_a + E_b\) can be simpler than both \(E_a\) and \(E_b\), this provides a useful method for computing the sum of the two pairings. Special cases of this identity, proved by direct cocycle calculations, are recognizable in \[10, 14\] where they are exploited to study the variation under quadratic twist of the Cassels–Tate pairing on the 2-Selmer group of an abelian variety. A variant of this construction also appears in \[27, \text{Section 8}\].

Additional applications of the general theory, in particular to the study of class groups, are given in \[16\]. In that work one can also find a study of how the pairing \((1.12)\) behaves when the global field \(F\) is changed.

1.3. The Poonen–Stoll class for modules with alternating structure. In \[6\], Flach generalized the Cassels–Tate pairing to the Shafarevich–Tate groups of certain divisible Galois modules, such as the ones appearing in the study of Bloch–Kato Selmer groups \[1\]. For modules with alternating structure, he found that the Cassels–Tate pairing was antisymmetric (i.e. skew-symmetric). In particular, his result implies that the Cassels–Tate pairing

\[
\text{CTP}: \Sha(A) \times \Sha(A) \to \Q/\Z
\]

associated to a principally polarized abelian variety \(A\) over a number field is antisymmetric.

Poonen and Stoll were the first to discover that the pairing corresponding to a principally polarized abelian variety of dimension at least 2 is not necessarily alternating \[23\]. As part of this work, they explicitly constructed a class \(\psi_{\text{PS}}\) in \((\Sha(A)/\Sha(A)_{\text{div}})][2\] satisfying

\[
\text{CTP}(\phi, \phi) = \text{CTP}(\phi, \psi_{\text{PS}}) \quad \text{for all } \phi \in \Sha(A),
\]

which we refer to as the Poonen–Stoll class. For divisible modules with alternating structure, Poonen and Stoll observed that the existence of an analogue to \(\psi_{\text{PS}}\) is a formal consequence of Flach’s result, and stated that it would be desirable to give a similarly
explicit construction of this class [23, Section 5]. Since the work of Poonen–Stoll is of a geometric nature, it is not obvious how to adapt their arguments to Flach’s setting. We overcome this difficulty using the machinery developed in this paper, giving a new and almost entirely algebraic proof of Poonen–Stoll’s result in the process.

To describe the result, we begin by recalling what we need of Flach’s work [6].

**Notation 1.5.** Choose a global field $F$ of characteristic not equal to 2. Choose a free finite rank $\mathbb{Z}_2$-module $T$ equipped with a continuous action of $G_F$ that is unramified outside a finite set of places. Write $V = T \otimes_{\mathbb{Z}_2} \mathbb{Q}_2$, and suppose we are given a non-degenerate continuous $G_F$-equivariant alternating pairing

$$\lambda : V \times V \longrightarrow (F^\times)^2,$$

under which $T$ is identified with its orthogonal complement. Suppose also that for each place $v$ of $F$ we are given a $\mathbb{Q}_2$-vector space $W_v \subseteq H_1(G_v, V)$, which is its own orthogonal complement under the local duality pairing associated to (1.14), and which is equal to the subgroup of unramified classes in $H_1(G_v, V)$ for all but finitely many places $v$. Take $\mathcal{W} = \prod_v W_v$.

From this data, Flach defines a Shafarevich–Tate group $\mathcal{X}(T, \mathcal{W})$ as a certain subquotient of $H_1(G_F, V/T)$, and defines a Cassels–Tate pairing

$$\text{CTP}_\lambda : \mathcal{X}(T, \mathcal{W}) \times \mathcal{X}(T, \mathcal{W}) \longrightarrow \mathbb{Q}/\mathbb{Z}.$$

In Section 4.2 we generalize Flach’s definition of the Cassels–Tate pairing, recovering Flach’s result that (1.15) is non-degenerate and antisymmetric.

We now give our explicit description of the associated Poonen–Stoll class.

**Definition 1.6.** The pairing (1.14) induces a non-degenerate $G_F$-equivariant alternating pairing

$$P_\lambda : T/2T \times T/2T \longrightarrow \mu_2,$$

defined by

$$P_\lambda(x, y) = \lambda(x \otimes \frac{1}{2}, y).$$

Take $U$ to be the $G_F$-set $(F^\times)^2 \times T/2T$, and define a group operation on $U$ by

$$((\alpha, x), (\alpha', x')) = (\alpha \alpha' P_\lambda(x, x'), x + x').$$

This makes $U$ into a $G_F$-module. We have an exact sequence of $G_F$-modules

$$0 \rightarrow (F^\times)^2 \rightarrow U \rightarrow T/2T \rightarrow 0,$$

where the maps to and from $U$ are the obvious inclusion and projection. The $G_F$-module extension class of this exact sequence corresponds to an element of $H_1(G_F, (T/2T)^\vee)$, which we map into $H_1(G_F, V/T)$ via the composition

$$H_1(G_F, (T/2T)^\vee) \cong H_1(G_F, T/2T) \longrightarrow H_1(G_F, V/T).$$

Here the first map is induced by $P_\lambda$, and the second induced by the map sending $x$ in $T/2T$ to $x \otimes \frac{1}{2} \mod T$. Denote by $c_\lambda$ the class in $H_1(G_F, V/T)$ constructed this way.
Theorem 1.7. The element $c_\lambda$ maps into $\Pi(I(T,\mathcal{W})[2])$, and we have
\[ CTP_\lambda(\phi, \phi) = CTP_\lambda(\phi, c_\lambda) \quad \text{for all } \phi \in \Pi(I(T,\mathcal{W})). \]
In particular, $CTP_\lambda$ is alternating if and only if $c_\lambda$ maps to 0 in $\Pi(I(T,\mathcal{W}))$.

We will prove this result as Theorem 5.17. When applied to the 2-adic Tate module of a principally polarized abelian variety, it follows from [21, Remark 3.3] that the explicit description of the obstruction class above agrees with that of Poonen and Stoll.

Remark 1.8. If $G_F$ acts on $T/2T$ through the orthogonal group associated to a quadratic form refining $P_\lambda$, then Theorem 1.7 implies that (1.15) is alternating. Indeed, given such a quadratic form $q$, the map $T/2T \to U$ sending $x$ to $(q(x), x)$ gives a $G_F$-equivariant splitting of the sequence (1.16). This can be used to recover Cassels’ result that the pairing associated to an elliptic curve over a number field is alternating [3].

To prove Theorem 1.7, we first prove a general version characterizing the failure of the pairing attached to a suitable exact sequence to be alternating, in the presence of an auxiliary object which we refer to as a theta group. We present this result as Theorem 5.10. Here, the term “theta group” is borrowed from the study of abelian varieties.

Given a principally polarized abelian variety $A$ over $F$, and given a positive integer $n$ indivisible by the characteristic of $F$, there is a natural choice of central extension
\[ 1 \to (F^n)^\times \to \mathcal{H} \to A[n] \to 0 \]
for which the associated commutator pairing on $A[n]$ is the Weil pairing. The group $\mathcal{H}$ is known as a theta group, and is defined via isomorphisms of certain line bundles on $A$; see [18] or Section 5.4 for further details. We can then prove Theorem 1.7 by constructing a suitable theta group for the $\mathbb{Q}_2$-vector space $V$.

In Section 5.3, we give an algebraic method for constructing theta groups associated to finite modules with alternating structure. In Section 5.4, we show that this algebraic construction agrees with the usual construction of theta groups associated to an abelian variety. We remark that the general construction allows structural results concerning the Galois cohomology of abelian varieties proved using theta groups, such as those established in [22], to be transported to the Bloch–Kato setting. For additional applications of Theorem 5.10, see [16, Sections 5 and 6].
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2. Notation

Throughout this paper, $F$ will denote a global field; that is, it will either be a number field or a finite extension of $\mathbb{F}_p(t)$ for some rational prime $p$. Fixing a separable closure $F^s$ of $F$, we take $G_F$ to be the absolute Galois group $\text{Gal}(F^s/F)$.

For each place $v$ of $F$, $F_v$ will denote the completion of $F$ at $v$. Taking $F^s_v$ to be some separable closure of $F_v$, we write $G_v$ for the absolute Galois group $\text{Gal}(F^s_v/F_v)$ and $I_v$ for the inertia subgroup of $G_v$. In the case that $v$ is archimedean, we have $I_v = G_v$.

For each $v$ we fix an embedding $F^s \hookrightarrow F^s_v$. These embeddings realize the $G_v$ as closed subgroups of $G_F$, allowing us to view $G_F$-modules as $G_v$-modules.

Given a positive integer $n$ and an abelian group $B$, we will use the notation $B[1/n]$ to denote the kernel of the multiplication by $n$ map on any integer $n$. If $n$ is indivisible by the characteristic of $F$, we define $\mu_n$ to be the set of $n$th roots of unity inside $F^s$.

Notation 2.1 (Continuous cochain cohomology). Given a topological group $G$, a $G$-module will be a discrete abelian group with a continuous action of $G$. Given a $G$-module $M$, $H^i(G, M)$ will denote the continuous group cohomology of $G$ acting on $M$. Our main reference for these groups is [20].

We will define these cohomology group using inhomogeneous cochains. Specifically, given $i \geq 0$, define $C^i(G, M)$ to be the set of continuous maps from $G^i$ to $M$. We have a coboundary map

$$d: C^i(G, M) \to C^{i+1}(G, M)$$

defined by

$$df(\sigma_1, \ldots, \sigma_{i+1}) = \sigma_1 f(\sigma_2, \sigma_3, \ldots, \sigma_{i+1}) + \sum_{j=1}^{i} (-1)^j f(\sigma_1, \ldots, \sigma_{j-1}, \sigma_j \sigma_{j+1}, \sigma_{j+2}, \ldots, \sigma_{i+1}) + (-1)^{i+1} f(\sigma_1, \ldots, \sigma_i).$$

These maps define a complex

$$0 \to C^0(G, M) \xrightarrow{d} C^1(G, M) \xrightarrow{d} C^2(G, M) \xrightarrow{d} \ldots$$

The groups $H^i(G, M)$ are then defined to be the cohomology groups of this complex. More specifically, take $Z^i(G, M)$ to be the kernel of the coboundary map $d$ on $C^i(G, M)$, and take $B^{i+1}(G, M)$ to be its image. Taking $B^{0}(G, M)$ to be 0, we then have

$$H^i(G, M) = Z^i(G, M)/B^i(G, M)$$

for all $i \geq 0$. We give these groups the discrete topology.

Elements in $C^i(G, M)$ are called inhomogeneous $i$-cochains. The cochains in $Z^i(G, M)$ are called $i$-cocycles, and the elements in $B^i(G, M)$ are called $i$-coboundaries.

Given a closed subgroup $H$ of $G$, we can consider the restriction map

$$\text{res} = \text{res}_H^G: C^i(G, M) \to C^i(H, M).$$
This sends cocycles to cocycles and coboundaries to coboundaries, and so defines a restriction map
\[
\text{res} : H^i(G, M) \rightarrow H^i(H, M).
\]

Given a place \( v \) of \( F \) as above and a \( G_v \) module \( M \), we define the group of unramified 1-cocycle classes in \( M \) by
\[
H^1_{ur}(G_v, M) = \ker \left( H^1(G_v, M) \xrightarrow{\text{res}} H^1(I_v, M) \right).
\]

Given \( \phi \) in \( C^i(G_F, M) \) or \( H^i(G_F, M) \), we will sometimes write \( \phi_v \) as shorthand for the restriction \( \text{res}_{G_F G_v}(\phi) \). More often, given \( \phi_v \in H^i(G_v, M) \) for each place \( v \) of \( F \), we will write \( (\phi_v)_v \) for the tuple in \( \prod_v H^i(G_v, M) \) whose value at \( v \) is \( \phi_v \).

\textbf{Notation 2.2 (Cup product on cochains).} Suppose we have discrete \( G \)-modules \( M_1, M_2, N \) and a bilinear \( G \)-equivariant pairing \( P : M_1 \otimes M_2 \rightarrow N \). Given \( f_1 \in C^i(G, M_1) \) and \( f_2 \in C^j(G, M_2) \), we define the cup product \( f_1 \cup_P f_2 \) in \( C^{i+j}(G, N) \) by
\[
(f_1 \cup_P f_2)(\sigma_1, \ldots, \sigma_{i+j}) = P(f_1(\sigma_1, \ldots, \sigma_i), \sigma_1\sigma_2\ldots\sigma_{i}f_2(\sigma_{i+1}, \ldots, \sigma_{i+j})).
\]

The standard cohomological cup product is recovered by restricting this construction to cocycles [20, Proposition 1.4.8]. We record [20, Proposition 1.4.1], which states that this construction satisfies
\[
d(f_1 \cup_P f_2) = df_1 \cup_P f_2 + (-1)^i \cdot f_1 \cup_P df_2,
\]
as can be proven directly. If the choice of pairing \( P \) is clear, we will sometimes omit it.

Given a \( G_F \)-module \( M \), we will write the cup product constructed from the standard pairing from \( M \times M^\vee \) to \((F^s)\times) by \( \cup_M \).

3. The pairing and its main symmetry

In this section we define the generalization of the Cassels–Tate pairing of interest to this paper and prove Theorem [1,3]. As a starting point, we complete our specification of the category \( \text{SMod}_F \) introduced in Section [1.1] by giving the pairing used to define the duality functor \( \vee \).

\textbf{Definition 3.1.} For every place \( v \) of \( F \), local Tate duality [28, Theorem 2.1] gives a perfect pairing
\[
H^1(G_v, M) \times H^1(G_v, M^\vee) \rightarrow \Q/\Z,
\]
defined as the composition of the standard cup product map
\[
\cup_M : H^1(G_v, M) \times H^1(G_v, M^\vee) \rightarrow H^2(G_v, (F_v^s)^\times)
\]
and the local invariant map
\[
\text{inv}_v : H^2(G_v, (F_v^s)^\times) \rightarrow \Q/\Z.
\]
Under this pairing, $H^1 \text{ur}(G_v, M)$ and $H^1 \text{ur}(G_v, M^\vee)$ are orthogonal complements at all but finitely many places $v \ [20$, Theorem 7.2.15]. As a result, summing the pairings (3.1) gives a continuous bilinear pairing
\begin{equation}
\prod'_v H^1(G_v, M) \times \prod'_v H^1(G_v, M^\vee) \to \mathbb{Q}/\mathbb{Z},
\end{equation}
which is topologically perfect in the sense that the induced map from $\prod'_v H^1(G_v, M^\vee)$ to the Pontryagin dual of $\prod'_v H^1(G_v, M)$ is a topological isomorphism.

We now give the definition of the pairing (1.12). This is essentially identical to the standard Weil pairing definition of the Cassels–Tate pairing for abelian varieties appearing in [23], [28], or [13]. Before parsing this definition, it may be helpful to consider the heuristic explanation of why the Cassels–Tate pairing ought to exist, which we give in Section 3.1.

**Definition 3.2.** Take
\begin{equation}
E = \left[ 0 \to (M_1, \mathcal{W}_1) \xrightarrow{\iota} (M, \mathcal{W}) \xrightarrow{\pi} (M_2, \mathcal{W}_2) \to 0 \right]
\end{equation}
to be an exact sequence in SMod$_F$; recall that this means that this sequence is exact as a sequence of Galois modules, that $\iota^{-1}(\mathcal{W}) = \mathcal{W}_1$, and that $\pi(\mathcal{W}) = \mathcal{W}_2$. We define a pairing
\[
\text{CTP}_E : \text{Sel} M_2 \times \text{Sel} M_1^\vee \to \mathbb{Q}/\mathbb{Z}
\]
as follows.

Suppose we are given $\phi$ in $\text{Sel} M_2$ and $\psi$ in $\text{Sel} M_1^\vee$. Choose cocycles $\overline{\phi} \in Z^1(G_F, M_2)$ and $\overline{\psi} \in Z^1(G_F, M_1^\vee)$ representing this pair of Selmer elements, and choose $f \in C^1(G_F, M)$ satisfying
\[
\overline{\phi} = \pi \circ f.
\]
Then $\iota^{-1}(df)$ defines a cocycle in $Z^2(G_F, M_1)$, and the cup product
\[
\iota^{-1}(df) \cup_{M_1} \overline{\psi}
\]
lies in $Z^3(G_F, (F^s)^\times)$.

Per [20 (8.3.11)] or [13 Corollary 4.18], we have
\begin{equation}
H^3 \left(G_F, (F^s)^\times \right)[n] = 0
\end{equation}
for any positive integer $n$ indivisible by the characteristic of $F$. We may thus choose a cochain $\epsilon$ in $C^2(G_F, (F^s)^\times)$ so
\[
d\epsilon = \iota^{-1}(df) \cup_{M_1} \overline{\psi}.
\]

Finally, we can choose cocycles $\overline{\phi}_{v,M}$ in $Z^1(G_v, M)$ for each place $v$ of $F$, so that $\pi(\overline{\phi}_{v,M}) = \overline{\phi}_v$, and so that $(\overline{\phi}_{v,M})_v$ represents a class in the local conditions group $\mathcal{W}_v$.

Having made these choices, we find that
\[
\gamma_v = \iota^{-1}(f_v - \overline{\phi}_{v,M}) \cup_{M_1} \overline{\psi}_v - \epsilon_v
\]
lies in \( Z^2 (G_v, (F^*)^\times) \) for each \( v \), and we define the pairing by

\[
\text{CTP}_E(\phi, \psi) = \sum_{v \text{ of } F} \text{inv}_v(\gamma_v).
\]

We will content ourselves with a sketch of the proof for this next basic proposition.

**Proposition 3.3.** The pairing given in Definition 3.2 is well-defined and bilinear. It also satisfies the naturality property of Theorem 1.3 (ii).

**Proof.** We need to show that the value of this pairing \( \text{CTP}_E(\phi, \psi) \) does not depend on the choice of tuple

\[
(\psi, \phi, f, (\phi_{v,M})_v, \epsilon).
\]

For \( \Delta \) in \( H^2 (G_F, (F^*)^\times) \), reciprocity for the Brauer group gives \( \sum_v \text{inv}_v(\Delta_v) = 0 \). From this, we see that the pairing does not depend on \( \epsilon \).

Since \( \mathcal{W}_1 = i^{-1}(\mathcal{W}) \) is orthogonal to \( (\psi_v)_v \) under the local pairing (3.3), the value also does not depend on the choice of \( (\phi_{v,M})_v \) projecting to \( \mathcal{W} \).

We can then account for a change in \( f \) or \( \psi \) by adjusting \( \epsilon \) and using (2.2), and we can account for a change in \( \phi \) by adjusting \( (\phi_{v,M})_v \). So the pairing is well-defined, and bilinearity follows immediately.

For naturality, consider the commutative diagram (1.11). Given a place \( v \) of \( F \), and given \( g \in C^1(G_v, M_1) \) and \( g' \in C^1(G_v, (M'_1)^\vee) \), the identity

\[
g \cup_{M_1} f_1^\vee(g') = f_1(g) \cup_{M'_1} g'.
\]

follows from the definition of \( f_1^\vee \). Naturality then follows from the definition of the Cassels–Tate pairing. \( \square \)

**Remark 3.4.** Group cohomology groups may be defined as the right derived functors of \( H^0 \), and it is natural to want a definition of the Cassels–Tate pairing that starts from an arbitrary injective resolution of the involved \( G_F \)-modules, rather than one relying on cochains. Nekovár gives an approach to defining the pairing in such a manner for certain infinite modules in [19, 10.1.4]. An advantage of this approach is that it can be extended to handle finite abelian group schemes over \( F \) of order divisible by the characteristic of \( F \), where Selmer groups must be defined using fppf cohomology. We will return to this alternative setup in [15].

### 3.1. The left kernel of the Cassels–Tate pairing

We consider the following result:

**Proposition 3.5.** The left kernel of the pairing given in Definition 3.2 is \( \pi(\text{Sel } M) \).

The proof of this proposition requires little adjustment from the classical case, as presented in e.g. [13, Section I.6]. But it is worth reflecting on why a bilinear pairing between \( \text{Sel } M_2 \) and \( \text{Sel } M'_1 \) exists with this property. The key tool we need for this is the nine-term Poitou–Tate exact sequence as given in [28, Theorem 3.1] or [13, Theorem 4.10]. Specifically, for \( (M_1, \mathcal{W}_1) \) in \( \text{SMod}_F \), we will use the following two facts:
(1) There is a perfect bilinear pairing of finite abelian groups

\[ \text{PTP} : \torus^2(M_1) \times \torus^1(M_1^\vee) \to \mathbb{Q}/\mathbb{Z}, \]

where we have taken the notation

\[ \torus^2(M_1) = \ker \left( H^2(G_F, M_1) \to \prod_v H^2(G_v, M_1) \right) \]

and

\[ \torus^1(M_1^\vee) = \ker \left( H^1(G_F, M_1^\vee) \to \prod_v H^1(G_v, M_1^\vee) \right). \]

(2) Take \( \mathcal{W}_{\text{global}}(M_1) \) to be the image of \( H^1(G_F, M_1) \) in \( \prod_v H^1(G_v, M_1) \), and define \( \mathcal{W}_{\text{global}}(M_1^\vee) \) similarly. Then, with respect to the local pairing (3.3), we have

\[ \mathcal{W}_{\text{global}}(M_1)^\perp = \mathcal{W}_{\text{global}}(M_1^\vee). \]

This duality result implies

\[ (\mathcal{W}_{\text{global}}(M_1) + \mathcal{W}_1)^\perp = \mathcal{W}_{\text{global}}(M_1^\vee) \cap \mathcal{W}_1^\perp, \]

and (3.3) restricts to a continuous nondegenerate pairing

\[ \prod_v H^1(G_v, M_1)_{\mathcal{W}_{\text{global}}(M_1) + \mathcal{W}_1} \times \frac{\text{Sel} M_1^\vee}{\torus^1(M_1^\vee)} \to \mathbb{Q}/\mathbb{Z}. \]

Now take \( E \) as in (3.4). Given an element \( \phi \) of \( \text{Sel}(M_2, \mathcal{W}_2) \), we are interested in measuring the obstruction to lifting \( \phi \) under the map

\[ \pi : \text{Sel}(M, \mathcal{W}) \to \text{Sel}(M_2, \mathcal{W}_2). \]

There seem to be two distinct obstructions to this lift. First, the long exact sequence associated to \( E \) gives an exact sequence

\[ H^1(G_F, M) \xrightarrow{\pi} H^1(G_F, M_2) \xrightarrow{\delta} H^2(G_F, M_1). \]

Since \( \phi \) locally maps to an element of \( \pi(\mathcal{W}) \), we find that the image \( \delta(\phi) \) lies in \( \torus^2(M_1) \). In particular, \( \phi \) can only lift to \( H^1(G_F, M) \) if its image in \( \torus^2(M_1) \) is zero.

Even if \( \phi \) lifts to an element of \( H^1(G_F, M) \), it still might not lift to an element of \( \text{Sel}(M, \mathcal{W}) \). To understand this failure, consider the following commutative diagram with exact rows:

\[
\begin{array}{cccccc}
H^1(G_F, M_1) & \to & H^1(G_F, M) & \to & \ker \left( H^1(G_F, M_2) \to H^2(G_F, M_1) \right) & \to 0 \\
\downarrow & & \downarrow & & \downarrow & \\
\prod_v H^1(G_v, M_1)_{\mathcal{W}_1} & \to & \prod_v H^1(G_v, M)_{\mathcal{W}} & \to & \prod_v H^1(G_v, M_2)_{\mathcal{W}_2}. \\
0 & & 0 & & 0 & \\
\end{array}
\]
The snake lemma then gives an exact sequence

\[(3.10) \quad 0 \to \text{Sel}(M, \mathcal{W}) \xrightarrow{\pi} \ker \left( \text{Sel}(M_2, \mathcal{W}_2) \to \Pi^2(M_1) \right) \to \text{coker} \left( H^1(G_F, M_1) \to \prod_v H^1(G_v, M_1) \right). \]

If \( \phi \) maps to zero in this cokernel, it is necessarily of the form \( \pi(\phi') \) for some \( \phi' \) in \( \text{Sel}(M, \mathcal{W}) \). This cokernel then gives the second obstruction to lifting \( \phi \) to \( \text{Sel}(M, \mathcal{W}) \).

The main observation that allows us to construct the Cassels–Tate pairing is that these obstructions can be packaged together using the dualities (3.6) and (3.7). The first of these gives a pairing between \( \Pi^2(M_1) \), where the first obstruction lies, and \( \Pi^1(M_1^\vee) \). And the second gives a pairing between the cokernel considered above and \( \text{Sel}(M_1^\vee)/\Pi^1(M_1^\vee) \). We can thus account for both obstructions using two filtered pieces of the Selmer group \( \text{Sel}(M_1^\vee) \). This is the basic framework the Cassels–Tate pairing uses.

**Proof of Proposition 3.5.** We now verify that the construction of Definition 3.2 correctly accounts for both obstructions mentioned above. Specifically, the proposition is a consequence of the following two subclaims:

1. Suppose \( \phi \) lies in \( \text{Sel}(M_2) \). Then \( \phi \) can be written as \( \pi(\phi') \) for some \( \phi' \) in \( H^1(G_F, M) \) if and only if \( \text{CTP}(\phi, \psi) = 0 \) for all \( \psi \) in \( \Pi^1(M_1^\vee) \).
2. If \( \phi \) takes the form \( \pi(\phi') \), then it lies in \( \pi(\text{Sel}(M)) \) if and only if \( \text{CTP}(\phi, \psi) = 0 \) for all \( \psi \) in \( \text{Sel}(M_1^\vee) \).

We start by verifying the first claim. Choose an element \( f \) in \( C^1(G_F, M) \) such that \( \pi \circ f \) represents the class of \( \phi \). Taking \( \delta \) to be the connecting map of the sequence (3.9), we see that \( \iota^{-1}(df) \) represents the class of \( \delta(\phi) \) in \( H^2(G_F, M_1) \). Comparing Definition 3.2 with Tate’s definition [28] of the pairing (3.6), we see that the identity

\[ \text{CTP}(\phi, \psi) = \text{PTP}(\iota^{-1}(df), \psi) \]

holds for all \( \psi \) in \( \Pi^1(M_1^\vee) \). Nondegeneracy of (3.6) now shows that \( \text{CTP}(\phi, \psi) \) is zero for all \( \psi \in \Pi^1(M_1^\vee) \) if and only if \( \delta(\phi) = 0 \). This proves the claim.

To establish the second claim, suppose \( \phi \) can be written in the form \( \pi(\phi') \). We then can write

\[ \text{CTP}(\phi, \psi) = \sum_v \text{inv}_v \left( \iota^{-1}(\phi'_v - \phi_{v,M}) \cup_{M_1} \psi_v \right). \]

From the construction in the snake lemma, the final map of (3.10) is induced by

\[ \phi \mapsto (\phi'_v - \phi_{v,M})_{v \neq F}. \]

The result then follows from the non-degeneracy of (3.7). \( \square \)

### 3.2. The duality identity and the right kernel of the Cassels–Tate pairing

We found the left kernel of \( \text{CTP}_E \) by a straightforward generalization of the work in [28, 13, 6]. Finding the right kernel takes a little more work. We start by stating the end goal.

**Proposition 3.6.** The right kernel of the pairing \( \text{CTP}_E \) of Definition 3.2 is \( \iota^\vee(\text{Sel}(M^\vee)) \).
This can be proved directly, or as a simple consequence of the following essential symmetry result.

**Theorem 3.7 (Duality identity).** The pairing given in Definition 3.2 satisfies

\[(3.11) \quad \text{CTP}_E(\phi, \psi) = \text{CTP}_{E^\vee}(\psi, \beta(\phi)),\]

for all $\phi$ in Sel$(M_2, \mathcal{W}_2)$ and all $\psi$ in Sel$(M_1^{\vee}, \mathcal{W}_1^{\perp})$, where $\beta : M_2 \sim \rightarrow M_2^{\vee}$ is the standard evaluation isomorphism.

**Proof of Proposition 3.6.** By Theorem 3.7, the left kernel of CTP$_E$ equals the left kernel of CTP$_{E^\vee}$, which is $\iota^\vee(Sel M_1^{\vee})$ by Proposition 3.5. □

A key ingredient in the proof of the duality identity is the following alternative construction for the Cassels–Tate pairing. This construction will also appear in the direct proof of Proposition 3.6 to follow.

**Definition 3.8.** Take $E$ to be the exact sequence in SMod$_F$ considered in Definition 3.2. Suppose we are given $\phi$ in Sel$M_2$ and $\psi$ in Sel$M_1^{\vee}$. As before, choose cocycles $\phi \in Z^1(G_F, M_2)$ and $\psi \in Z^1(G_F, M_1^{\vee})$ representing this pair of Selmer elements.

Instead of choosing $(f, \epsilon, (\phi_v, M_2))_v$ as before, choose $(g, \eta, (\psi_v, M_1^{\vee}))_v$ as follows:

- Choose a cochain $g \in C^1(G_F, M_2^{\vee})$ satisfying $\psi = \iota^{\vee} \circ g$;
- Choose a cochain $\eta \in C^2(G_F, (F^s)^{\times})$ satisfying $d\eta = \overline{\phi} \cup_{M_2} (\pi^{\vee})^{-1}(dg)$;
- For each $v \in S$, choose $\overline{\psi}_v, M_1^{\vee}$ in $Z^1(G_v, M_1^{\vee})$ such that $\iota^\vee(\overline{\psi}_v, M_1^{\vee}) = \overline{\psi}_v$ and so that the tuple $(\overline{\psi}_v, M_1^{\vee})_v \in S$ represents a class in $\mathcal{W}_1^{\perp}$.

Then

$$\gamma^\text{bis}_v = \overline{\phi}_v \cup_{M_2} (\pi^{\vee})^{-1}(\overline{\psi}_v, M_1^{\vee} - g_v) - \eta_v$$

lies in $Z^2(G_v, (F^s)^{\times})$ for each $v$, and we define the pairing by

$$\text{CTP}^\text{bis}_E(\phi, \psi) = \sum_{v \text{ of } F} \text{inv}_v(\gamma^\text{bis}_v).$$

**Lemma 3.9.** The pairing CTP$_{E}^{\text{bis}}$ given in Definition 3.8 is well-defined, and we have

\[(3.12) \quad \text{CTP}^\text{bis}_E = \text{CTP}_E.\]

**Proof.** Choose any tuple

$$(\overline{\phi}, \overline{\psi}, g, \eta, (\overline{\psi}_v, M_1^{\vee})_v \text{ of } F)$$

for computing CTP$_{E}^{\text{bis}}(\phi, \psi)$. Defining the cocycle $\gamma^\text{bis}_v$ for each $v$ as in Definition 3.8 we will show

\[(3.13) \quad \text{CTP}_E(\phi, \psi) = \sum_{v} \text{inv}_v(\gamma^\text{bis}_v).\]

This will show that the pairing CTP$_{E}^{\text{bis}}$ is well-defined and that it satisfies (3.12).
To begin, choose \( f \) and \((\overline{\phi}_{v,M})\) as in Definition 3.2. Since
\[
d(f \cup_M g) = df \cup_M g - f \cup_M dg = \iota^{-1}(df) \cup_M \overline{\psi} - \overline{\phi} \cup_M (\pi^\vee)^{-1}(dg),
\]
the assignment \( \epsilon = \eta + f \cup_M g \) satisfies the requirements of Definition 3.2. Defining the cocycle \( \gamma_v \) for each \( v \) as in Definition 3.2, we have
\[
\gamma_v = (f_v - \overline{\phi}_{v,M}) \cup_M \overline{\psi}_{v,M^\vee} - \epsilon_v \quad \text{and} \quad \gamma_v^{\text{bis}} = f_v \cup_M (\overline{\psi}_{v,M^\vee} - g_v) - \eta_v.
\]
Thus
\[
\gamma_v - \gamma_v^{\text{bis}} = (f_v - \overline{\phi}_{v,M}) \cup_M \overline{\psi}_{v,M^\vee} + f_v \cup_M (g_v - \overline{\psi}_{v,M^\vee}) - f_v \cup_M g_v
\]
\[
= -\overline{\phi}_{v,M} \cup_M \overline{\psi}_{v,M^\vee}.
\]
We then have
\[
\sum_v \text{inv}_v(\gamma_v - \gamma_v^{\text{bis}}) = -\sum_v \text{inv}_v(\overline{\phi}_{v,M} \cup_M \overline{\psi}_{v,M^\vee}).
\]
Since \((\overline{\phi}_{v,M})_v\) represents a class in \( \mathcal{W} \) while \((\overline{\psi}_{v,M^\vee})_v\) represents a class in \( \mathcal{W}^\perp \), this last sum vanishes. This establishes (3.13), and the lemma is proved. \( \square \)

**Direct proof of Proposition 3.6** It is clear from the definition of \( \text{CTP}^{\text{bis}}_E \) that the right kernel of this pairing contains \( \iota(\text{Sel}_{M^\vee}) \). By Lemma 3.9, the right kernel of \( \text{CTP}_E \) contains \( \iota^\vee(\text{Sel}_{M^\vee}) \) also.

We thus have a bilinear pairing
\[
(3.14) \quad \text{CTP}_E : \frac{\text{Sel}_{M_2}}{\pi(\text{Sel}_{M})} \times \frac{\text{Sel}_{M_1^\vee}}{\iota^\vee(\text{Sel}_{M^\vee})} \to \mathbb{Q}/\mathbb{Z}
\]
whose left kernel is zero. Applying the same argument to \( E^\vee \) defines a bilinear pairing
\[
(3.15) \quad \text{CTP}_{E^\vee} : \frac{\text{Sel}_{M_1^\vee}}{\iota^\vee(\text{Sel}_{M^\vee})} \times \frac{\text{Sel}_{M_2}}{\pi(\text{Sel}_{M})} \to \mathbb{Q}/\mathbb{Z}
\]
whose left kernel is zero.

From (3.14), we have
\[
\# \frac{\text{Sel}_{M_2}}{\pi(\text{Sel}_{M})} \leq \# \frac{\text{Sel}_{M_1^\vee}}{\iota^\vee(\text{Sel}_{M^\vee})}.
\]
The pairing (3.15) gives the reverse inequality, forcing (3.14) to be perfect. \( \square \)

We now prove the duality identity, which finishes the proof of Theorem 1.3.

**Proof of Theorem 3.7** From Lemma 3.9 it suffices to show that the pairing \( \text{CTP}^{\text{bis}}_E \) given in Definition 3.8 satisfies
\[
(3.16) \quad \text{CTP}^{\text{bis}}_E (\phi, \psi) = \text{CTP}_{E^\vee}(\psi, \beta(\phi))
\]
for all \( \phi \) in \( \text{Sel}(M_2, \mathcal{W}_2) \) and all \( \psi \) in \( \text{Sel}(M_1^\vee, \mathcal{W}_1^\perp) \).
Choose any tuple $(\tilde{\phi}, \tilde{\psi}, g, \eta, (\tilde{\psi}_{v,M^\vee})_v)$ of $F$ for computing $\text{CTP}^\text{bis}_E(\phi, \psi)$. Given any $\epsilon \in C^2(G_F,(F^s)^\times)$ satisfying $d\epsilon = (\pi^\vee)^{-1}(dg) \cup_M \tilde{\phi}$, the tuple $(\tilde{\psi}, \beta \circ \tilde{\phi}, g, \epsilon, (\tilde{\psi}_{v,M^\vee})_v)$ gives an acceptable set of choices for calculating $\text{CTP}^\vee_E(\psi, \beta(\phi))$. Our goal is to construct an explicit such $\epsilon$.

To ease notation, take $q$ as shorthand for $(\pi^\vee)^{-1}(dg)$. Consider the cochain $h$ in $C^2(G_F,(F^s)^\times)$ defined by

$$h(\sigma, \tau) = \langle \tilde{\phi}(\sigma \tau), q(\sigma, \tau) \rangle,$$

where $\langle , \rangle$ is the standard pairing between $M_2$ and $M_2^\vee$. We calculate

$$dh(\sigma, \tau, \rho) = \langle \sigma \tilde{\phi}(\tau \rho), \sigma q(\tau, \rho) \rangle - \langle \tilde{\phi}(\sigma \tau \rho), q(\sigma, \tau) \rangle$$

$$+ \langle \tilde{\phi}(\sigma \tau), q(\sigma, \tau) \rangle - \langle \tilde{\phi}(\sigma), q(\sigma, \tau) \rangle$$

$$= - \langle \tilde{\phi}(\sigma), q(\tau, \rho) \rangle + \langle \sigma \tau \tilde{\phi}(\rho), q(\sigma, \tau) \rangle$$

$$= (q \cup M_2 \beta(\tilde{\phi}) - \tilde{\phi} \cup M_2 q)(\sigma, \tau, \rho)$$

with the second equality following from bilinearity and the relations

$$q(\sigma, \tau \rho) - q(\sigma, \tau, \rho) = q(\sigma, \tau) - \sigma q(\tau, \rho)$$

and

$$\tilde{\phi}(\sigma \tau \rho) = \sigma \tilde{\phi}(\tau \rho) + \tilde{\phi}(\sigma) = \sigma \tau \tilde{\phi}(\rho) + \tilde{\phi}(\sigma \tau).$$

We may thus take $\epsilon = \eta + h$. Defining $\gamma^\text{bis}_v$ as in Definition 3.8, defining $\gamma_v$ for the pairing $\text{CTP}^\vee_E(\psi, \beta(\phi))$ as in Definition 3.2, and using the shorthand

$$b_v = (\pi^\vee)^{-1}(\tilde{\psi}_{v,M^\vee} - g_v),$$

we have

$$\gamma^\text{bis}_v - \gamma_v = \tilde{\phi}_v \cup M_2 b_v + b_v \cup M_2 \tilde{\psi}_v + h_v.$$

Taking $a_v$ to be the cochain in $C^1(G_v,(F_v^s)^\times)$ defined by

$$a_v(\sigma) = -\langle \tilde{\phi}_v(\sigma), b_v(\sigma) \rangle$$

for $\sigma \in G_v$, a similar calculation to the one given before gives

$$da_v = \gamma^\text{bis}_v - \gamma_v.$$

We then have

$$\text{CTP}^\text{bis}_E(\phi, \psi) - \text{CTP}^\vee_E(\psi, \beta(\phi)) = \sum_v \text{inv}_v(da_v) = 0,$$

giving the theorem. \qed
4. THE CATEGORY $\text{SMod}_F$

The naturality property of Theorem 1.3(ii) gives a flexible approach for comparing the Cassels–Tate pairings associated to different short exact sequences in $\text{SMod}_F$. This property also motivates the study of $\text{SMod}_F$ as a category, which we turn to now.

4.1. The quasi-abelian property. The category $\text{SMod}_F$ is not abelian, as epic monic morphisms may fail to be isomorphisms. However, we will verify that the category is quasi-abelian. This gives us access to many of the same tools available for abelian categories.

We start with some terminology. Call a morphism $f : (M, \mathcal{W}) \to (M', \mathcal{W}')$ strictly monic if it is the kernel of some morphism in $\text{SMod}_F$, and call it strictly epic if it is the cokernel of some morphism in $\text{SMod}_F$. Equivalently, $f$ is strictly monic if it is injective in the category of $G_F$-modules and $f^{-1}(\mathcal{W}') = \mathcal{W}$, and it is strictly epic if it is surjective in the category of $G_F$-modules and $f(\mathcal{W}) = \mathcal{W}'$. It is easily checked from the kernel/cokernel definition that $f$ is strictly monic if and only if $f^\vee$ is strictly epic.

Consider a pair of morphisms

$$(M_1, \mathcal{W}_1) \xrightarrow{\iota} (M, \mathcal{W}) \xrightarrow{\pi} (M_2, \mathcal{W}_2),$$

and suppose that this yields an exact sequence in the category of $G_F$-modules. In the category $\text{SMod}_F$, we see that $\iota$ is the kernel of $\pi$ if and only if it is strictly monic; and we see that $\pi$ is the cokernel of $\iota$ if and only if it is strictly epic. From this, we find that $\text{SMod}_F$ has all kernels and cokernels. It also has finite products, and is hence preabelian.

There are many equivalent ways of characterizing which preabelian categories are quasi-abelian (see e.g. [25, 2]). For this work, we use the notion of pullbacks and pushouts of short exact sequences.

**Definition 4.1.** Choose an exact sequence

$$E = \begin{bmatrix} 0 \to M_1 \xrightarrow{\iota} M \xrightarrow{\pi} M_2 \to 0 \end{bmatrix}$$

in $\text{SMod}_F$. Given a morphism $f : N_2 \to M_2$ in $\text{SMod}_F$, we define the pullback of $E$ along $f$ as follows. First, take $N$ be the pullback of the morphisms $f$ and $\pi$. There is then a unique morphism $\iota_N : M_1 \to N$ whose composition with $f$ is $\iota$ and whose composition with $\pi$ is zero. Writing $\pi_N$ for the morphism from $N$ to $N_2$, we then have a commutative diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & M_1 \\
| & | & |
\downarrow & \downarrow & \downarrow \\
N & \xrightarrow{\pi_N} & N_2 \\
| & | & | \\
0 & \longrightarrow & M_1 \\
\end{array}
$$

for which the right square is cartesian. We define the pullback of $E$ along $f$ to be the top row of this diagram.
Dually, given \( g : M_1 \to N_1 \), there is a unique commutative diagram

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & M_1 & \xrightarrow{\iota} & M & \xrightarrow{\pi} & M_2 & \longrightarrow & 0 \\
\downarrow{g} & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & N_1 & \longrightarrow & N & \longrightarrow & M_2 & \longrightarrow & 0
\end{array}
\]

for which the composition of the lower two maps is trivial and for which the left square is cocartesian. We define the pushout of \( E \) along \( g \) to be the bottom row of this diagram.

**Proposition 4.2.** The category \( \text{SMod}_F \) is quasi-abelian. That is to say, given a short exact sequence \( E \) in \( \text{SMod}_F \) as in Definition 4.1, the pullback of \( E \) along any morphism to \( M_2 \) is a short exact sequence; and dually, the pushout of \( E \) along any morphism from \( M_1 \) is a short exact sequence.

**Proof.** We will verify the condition for pullbacks. The proof for pushouts is similar.

Take \( E \) and \( f \) as in Definition 4.1. We will write the local conditions for \( M, M_1, M_2 \) as \( \mathcal{W}, \mathcal{W}_1 \), and \( \mathcal{W}_2 \) respectively, and write the local conditions for \( N \) and \( N_2 \) as \( \mathcal{W}' \) and \( \mathcal{W}'_2 \) respectively. We will show that the pullback of \( E \) along \( f \) is short exact.

In the exact sequence

\[
0 \to M_1 \xrightarrow{\iota_N} N \xrightarrow{\pi_N} N_2 \to 0,
\]

one can show that the morphism \( \iota_N \) is the kernel of \( \pi_N \) using the universal properties defining kernels and pullbacks. So we just need to show that \( \pi_N \) is a strict epimorphism. As a map of \( G_F \)-modules, it is a pullback of a surjective map, and is hence surjective. So we just need to show that

\[
(4.1) \quad \pi_N(\mathcal{W}') = \mathcal{W}'_2.
\]

Take \( \Phi'_2 \) in \( \mathcal{W}'_2 \). We wish to show that there is \( \Phi' \) in \( \mathcal{W}' \) satisfying \( \pi_N(\Phi') = \Phi'_2 \).

We have a short exact sequence

\[
0 \to N \to N_2 \oplus M \xrightarrow{f \oplus \pi} M_2 \to 0
\]

in \( \text{SMod}_F \). A short portion of the associated long exact sequence sequence is

\[
(4.3) \quad \prod_v H^1(G_v, \mathcal{W}) \to \prod_v H^1(G_v, N_2 \oplus M) \to \prod_v H^1(G_v, M_2).
\]

Since \( \pi(\mathcal{W}) = \mathcal{W}_2 \), there is some \( \Phi \in \mathcal{W} \) so that \( \pi(\Phi) \) equals \( f(\Phi'_2) \). From (4.3), \((\Phi'_2, \Phi)\) is the image of some \( \Phi' \) in \( \prod_v H^1(G_v, N) \). This \( \Phi' \) is in \( \mathcal{W} \) since the first map of (4.2) is strictly monic, giving (4.1). \qed
We note that pullbacks and pushouts commute. Specifically, given $E$, $f$, and $g$ as above, we have a diagram

$$
\begin{array}{cccccc}
M_1 & \longrightarrow & N_{pb} & \longrightarrow & N_2 \\
\downarrow & & \downarrow & & \downarrow \\
N_1 & \longrightarrow & N & \longrightarrow & N_2 & \Downarrow \\
\downarrow & & \downarrow & & \downarrow \\
M_1 & \longrightarrow & M & \longrightarrow & M_2 \\
\downarrow & & \downarrow & & \downarrow \\
N_1 & \longrightarrow & N_{po} & \longrightarrow & M_2.
\end{array}
$$

(4.4)

where the front and back faces are pullbacks of exact sequences by $f$ in $\text{SMod}_{\mathcal{F}}$, and the top and bottom faces are pushouts by $g$. This can be seen by constructing the diagram’s front and bottom faces and applying [2, Proposition 3.1] to the resultant diagram

$$
\begin{array}{cccccc}
0 & \longrightarrow & M_1 & \longrightarrow & N_{pb} & \longrightarrow & N_2 & \longrightarrow & 0 \\
\downarrow & & \downarrow f & & \downarrow & & \downarrow \\
0 & \longrightarrow & N_1 & \longrightarrow & N_{po} & \longrightarrow & M_2 & \longrightarrow & 0.
\end{array}
$$

Pullbacks and pushouts give a rich source of diagrams to which naturality can be applied. One of the most interesting cases of this concerns Baer sums. Whilst typically defined in abelian categories, their definition still works in quasi-abelian categories, as was originally noted in [24].

**Definition 4.3 (Baer sum).** Given short exact sequences

$$
E_a = \left[ 0 \rightarrow M_1 \xrightarrow{\iota_a} M_a \xrightarrow{\pi_a} M_2 \rightarrow 0 \right] \quad \text{and} \quad E_b = \left[ 0 \rightarrow M_1 \xrightarrow{\iota_b} M_b \xrightarrow{\pi_b} M_2 \rightarrow 0 \right]
$$

in $\text{SMod}_{\mathcal{F}}$, consider the commutative diagram with exact rows

$$
\begin{array}{cccccc}
0 & \longrightarrow & M_1 \oplus M_1 & \xrightarrow{\iota_a \oplus \iota_b} & M_a \oplus M_b & \xrightarrow{\pi_a \oplus \pi_b} & M_2 \oplus M_2 & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \Delta \\
0 & \longrightarrow & M_1 \oplus M_1 & \longrightarrow & N & \longrightarrow & M_2 & \longrightarrow & 0 \\
\downarrow \nabla & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & M_1 & \longrightarrow & M & \longrightarrow & M_2 & \longrightarrow & 0,
\end{array}
$$

(4.5)

defined so the central row is the pullback of the top row along the diagonal morphism $\Delta : M_2 \rightarrow M_2 \oplus M_2$, and the bottom row is the pushout of the central row along the codiagonal morphism $\nabla : M_1 \oplus M_1 \rightarrow M_1$. We then define the Baer sum $E_a + E_b$ of $E_a$ and $E_b$ to be the final row of this diagram. Taking $\text{Ext}(M_2, M_1)$ to be the set of isomorphism classes of short exact sequences in $\text{SMod}_{\mathcal{F}}$, this set forms an abelian group under Baer sum.
Proposition 4.4 (Trilinearity). Given $M_1$ and $M_2$ in $\text{SMod}_F$, the Cassels–Tate pairing satisfies

$$\text{CTP}_{E_a+E_b} = \text{CTP}_{E_a} + \text{CTP}_{E_b}$$

for all $E_a, E_b$ in $\text{Ext}(M_2, M_1)$.

Proof. Given $\phi$ in $\text{Sel} M_2$ and $\psi$ in $\text{Sel} M_1$, we have

$$\text{CTP}_{E_a \oplus E_b}((\phi, \phi), (\psi, \psi)) = \text{CTP}_{E_a}(\phi, \psi) + \text{CTP}_{E_b}(\phi, \psi).$$

We can then derive the proposition by applying the naturality property of Theorem 1.3 (ii) to the two morphisms of short exact sequences in (4.5). □

4.2. The pairing for infinite modules. One major point of this paper is that there is value in considering the Cassels–Tate pairing as a pairing on Selmer groups of finite Galois modules. That said, it is undeniably convenient to be able to define the pairing for infinite Galois modules as in [6].

We will focus on $\mathbb{Z}_\ell$-modules rather than $\widehat{\mathbb{Z}}$-modules. This is a harmless decision, as a $\widehat{\mathbb{Z}}$-module breaks into $\ell$-adic components, and a choice for local conditions for the entire module splits as a collection of choices for local conditions of its $\ell$-adic components.

Definition 4.5. Choose a global field $F$ and a rational prime $\ell$ not equal to the characteristic of $F$. Given a topological $\mathbb{Z}_\ell$-module $M$ with a continuous $\mathbb{Z}_\ell$-linear action of $G_F$, we call $M$ acceptable if

- $M$ is Hausdorff,
- $M$ contains an open compact $\mathbb{Z}_\ell[G_F]$-submodule $U$ such that both $U$ and the Pontryagin dual of $M/U$ are finitely generated $\mathbb{Z}_\ell$-modules, and
- $M^{[\ell]} = M$ for all but finitely many places $v$ of $F$.

Given an acceptable $M$ and a closed subgroup $H$ of $G_F$, we define $H^1(H, M)$ using the continuous cochain cohomology of [29]. Our reference for these groups is [20, II.7.1]. We then take $\text{SMod}^{\infty}_F$ to be the category whose objects are tuples $(M, W)$, where $M$ is an acceptable module and $W$ is a subgroup of $\prod_{v \text{ of } F} H^1(G_v, M)$ of the form

$$W_S \times \prod_{v \in S} H^1_{ur}(G_v, M),$$

for some finite set $S$ of places of $F$ and $\mathbb{Z}_\ell$-submodule $W_S$ of $\prod_{v \notin S} H^1(G_v, M)$. The morphisms in this category from $(M, W)$ to $(M', W')$ will be the $\mathbb{Z}_\ell[G_F]$-linear homomorphisms $f : M \to M'$ such that $f(W) \subseteq W'$.

Remark 4.6. Given an acceptable $M$ and open compact submodule $U$ of $M$ as in Definition 4.5, we see that $M$ is topologically isomorphic to the inverse limit $\lim_{\leftarrow n} M/\ell^nU$ of discrete torsion $\mathbb{Z}_\ell[G_F]$-modules. Further, $M$ is the union of the compact open $G_F$-submodules $\ell^{-n}U$. 

In addition, every acceptable module $M$ has finite $\ell$-rank in the sense of [7, Definition 2.5]. In particular, from [7, Lemma 2.8] we see that, after forgetting the $G_F$-action, $M$ is topologically isomorphic to a module of the form

$$\mathbb{Z}_\ell^{n_1} \oplus \mathbb{Q}_\ell^{n_2} \oplus \left(\mathbb{Q}_\ell/\mathbb{Z}_\ell\right)^{n_3} \oplus \text{(finite abelian } \ell\text{-group)},$$

for some integers $n_1, n_2, n_3 \geq 0$. The $\mathbb{Z}_\ell$-linear homomorphisms between such modules are easy to describe, and are automatically continuous. We note in particular that in any short exact sequence

$$0 \to M_1 \xrightarrow{i} M \xrightarrow{\pi} M_2 \to 0$$

of acceptable modules, the map $\pi$ admits a continuous set-section, and the topology on $M_1$ is induced from the injection into $M$.

**Definition 4.7.** Given an acceptable module $M$, we define its dual by

$$M^\vee = \text{Hom}_{\text{cont}}(M, (F^s)^\times)$$

with the compact-open topology, where $(F^s)^\times$ is given the discrete topology. This module is isomorphic to the Pontryagin dual of $M$ as a topological abelian group, and is acceptable.

As in Definition 3.1, for each place $v$ of $F$, composition of cup-product and the local invariant map gives a pairing

$$(4.6) \quad H^1(G_v, M) \otimes H^1(G_v, M^\vee) \to \mathbb{Q}_\ell/\mathbb{Z}_\ell.$$

**Proposition 4.8.** The pairing $(4.6)$ is non-degenerate.

The proof of this proposition relies on the following lemma.

**Lemma 4.9.** Take an acceptable module $M$, and take compact open $G_F$-submodules $U_1 \supseteq U_2 \supseteq \ldots$ of $M$ with zero intersection. Then $M$ is topologically isomorphic to the inverse limit $\lim_{\leftarrow n} M/U_n$, and the natural projections define an isomorphism

$$(4.7) \quad H^1(H, M) \sim \lim_{\leftarrow n} H^1(H, M/U_n)$$

for any closed subgroup $H$ of $G_F$.

**Proof.** That $M \cong \lim_{\leftarrow n} M/U_n$ follows from the definition of an acceptable module.

To show surjectivity of $(4.7)$, take $(\phi_n)_n$ in $\lim_{\leftarrow n} H^1(H, M/U_n)$, and represent each $\phi_n$ by a cocycle $\widehat{\phi}_n$. Successively adjusting the $\widehat{\phi}_n$ by coboundaries if necessary, we may assume that the collection $(\widehat{\phi}_n)_n$ comprises a cocycle valued in the inverse limit $\lim_{\leftarrow n} M/U_n$. Since $M \cong \lim_{\leftarrow n} M/U_n$, the surjectivity of $(4.7)$ follows.

We now prove injectivity. Choose any compact open $G_F$-submodule $U$ of $M$ containing $U_1$. From [20, 2.7.6], the natural projection defines an isomorphism from $H^1(H, U)$ to $\lim_{\leftarrow n} H^1(H, U/U_n)$.

We note that any sequence of submodules

$$M/U \supseteq A_1 \supseteq A_2 \supseteq \ldots$$
must stabilize after finitely many steps, as follows from the fact that \((M/U)^\vee\) is a finitely generated \(\mathbb{Z}_\ell\)-module, hence Noetherian. Consequently, the map
\[
H^0(H, M/U) \to \varprojlim_n H^0(H, M/U) / \text{im}(H^0(H, M/U_n))
\]
is surjective, where the images are taken with respect to the natural projections \(M/U_n \to M/U\). This, along with left-exactness of inverse limits, gives a commutative diagram
\[
\begin{array}{ccc}
H^0(H, M/U) & \longrightarrow & H^1(H, U) \longrightarrow \longrightarrow H^1(H, M) \\
\| & & \| \\
H^0(H, M/U) & \longrightarrow & \varprojlim_n H^1(H, U/U_n) \longrightarrow \varprojlim_n H^1(H, M/U_n)
\end{array}
\]
with exact rows. Taking a union over \(U\) gives the result. \(\square\)

**Proof of Proposition 4.8** Choose a nonzero element \(\phi\) in \(H^1(G_v, M)\). We wish to find \(\psi\) in \(H^1(G_v, M^\vee)\) so the pairing between \(\phi\) and \(\psi\) is nonzero.

As is possible by Lemma 4.8, take an open compact \(G_F\)-submodule \(V\) so that \(\phi\) has nonzero image in \(H^1(G_v, M/V)\). If there is \(\psi_0\) in \(H^1(G_v, (M/V)^\vee)\) which has nonzero pairing with the image of \(\phi\) in \(H^1(G_v, M/V)\), then we may take \(\psi\) equal to the image of \(\psi_0\). So we may assume that \(M\) is discrete.

With this assumption, choose a finite \(G_F\)-submodule \(U\) of \(M\) so \(\phi\) is the image of some element \(\phi_0\) in \(H^1(G_v, U)\). Since \(\phi\) is nonzero, \(\phi_0\) is not in the image of the connecting map
\[
H^0(G_v, M/U) \to H^1(G_v, M).
\]
From local Tate duality, there is \(\psi_0\) in \(H^1(G_v, U^\vee)\) that is orthogonal to this image but which is not orthogonal to \(\phi_0\). From [20, I.4.5], the image of \(\psi_0\) under the connecting map to \(H^2(G_v, (M/U)^\vee)\) is orthogonal to \(H^0(G_v, M/U)\). From local Tate duality and [20, 2.7.6], this image must then be 0, so \(\psi_0\) may be lifted to \(H^1(G_v, M^\vee)\), giving the result. \(\square\)

Choose an acceptable module \(M\) and a compact open \(G_F\)-submodule \(U\) of \(M\). We make \(H^1(G_v, M)\) into a topological group by taking the images of the \(H^1(G_v, \ell^kU)\) with \(k \geq 0\) to be a neighborhood basis of 0. The group \(H^1(G_v, U)\) is a finitely generated \(\mathbb{Z}_\ell\)-module, so \(H^1(G_v, M)\) is locally compact. We then find that the above pairing identifies \(H^1(G_v, M^\vee)\) with the Pontryagin dual to \(H^1(G_v, M)\). We also see that, for any finite set of places \(S\), the product \(\prod_{v \in S} H^1(G_v, U)\) is a finitely generated \(\mathbb{Z}_\ell\)-module, so its closed subgroups are precisely those closed under multiplication by \(\mathbb{Z}_\ell\).

From this and [17, Corollary 2], we find that the functor \((M, \mathcal{W}) \mapsto (M^\vee, \mathcal{W}^\perp)\) defines a duality on the category \(\text{SMod}_{F,\ell}^\infty\), where the orthogonal complement is defined with respect to the sum of local pairings.

As before, we find that \(\text{SMod}_{F,\ell}^\infty\) is quasi-abelian, and we may define strictly epic and monic morphisms and short exact sequences as before. Given \((M, \mathcal{W})\) in \(\text{SMod}_{F,\ell}^\infty\), we may define \(\text{Sel}(M, \mathcal{W})\) as the subgroup of \(H^1(G_F, M)\) mapping into \(\mathcal{W}\), just as before.
**Definition 4.10.** Given an exact sequence

\[ E = \left[ 0 \to M_1 \xrightarrow{\iota} M \xrightarrow{\pi} M_2 \to 0 \right] \]

in $\text{SMod}_{\mathbb{F},\ell}^\infty$, we define the pairing

\[ \text{CTP}_E : \text{Sel} M_2 \times \text{Sel} M_1^\vee \to \mathbb{Q}/\mathbb{Z} \]

using Definition 3.2, where $Z_i$ and $C_j$ are reinterpreted as groups of continuous cocycles and cochains. As part of this definition, we choose a tuple

\[ (\tilde{\psi}, \tilde{\phi}, f, (\tilde{\phi}_{v,M})_v, \epsilon). \]

That $f$ may be chosen to be continuous follows from the fact that $\pi$ has a continuous section and that the topology of $M_1$ is induced by the injection into $M$. The group $H^3(G_F, (F^s)^\times)$ is torsion since $(F^s)^\times$ is discrete, and the class of $i^{-1}(df) \cup \tilde{\psi}$ has order a power of $\ell$. Thus [13, Corollary 4.18] allows us to choose $\epsilon$ exactly as in Definition 3.2. The rest of the definition is straightforward.

It is easily checked from this definition that this pairing has the same naturality properties as the pairing for finite modules. It is also easily checked that it still obeys the duality identity. The remaining task is to calculate the kernels of this pairing.

**Proposition 4.11.** The left kernel of the pairing defined above is $\pi(\text{Sel} M)$, and its right kernel is $i^\vee(\text{Sel} M^\vee)$.

**Proof.** From the duality identity, the result for right kernels follows from the result for left kernels. So we focus on calculating the left kernel. From the definition, it is clear that this kernel contains $\pi(\text{Sel} M)$.

Conversely, suppose $\phi$ is in the left kernel of this pairing. From (4.7), we see that $\phi$ lies in $\pi(\text{Sel} M)$ if, for every compact open $G_F$-submodule $V$ of $M$, the image of $\phi$ in $\text{Sel} M_2/\pi(V)$ lies in $\pi(\text{Sel} M/V)$. From naturality, we find that the image of $\phi$ in $\text{Sel} M_2/\pi(V)$ is in the left kernel of the pairing corresponding to

\[ 0 \to M_1/\iota^{-1}(V) \to M/V \to M_2/\pi(V) \to 0. \]

From this, we may assume that $M$ is discrete without loss of generality.

Choose finite submodules $U_1 \subseteq U_2 \subseteq \ldots$ of $M$ with union $M$ so $\phi$ is in the image of some $\phi_1$ in $\text{Sel} U_1$. Then $\text{Sel} M_1^\vee$ equals $\varinjlim_n \text{Sel} (\iota^{-1}(U_n))^\vee$ by (4.7). Since $\text{Sel} (\iota^{-1}(U_n))^\vee$ is finite, there is some $n$ so the image of $\text{Sel} M_1^\vee$ in this group equals the image of $\text{Sel} (\iota^{-1}(U))^\vee$ for $U = U_n$. Applying naturality twice, we find that the image of $\phi_1$ in $\text{Sel} \pi(U)$ is in the left kernel of the pairing corresponding to

\[ 0 \to \iota^{-1}(U) \to U \to \pi(U) \to 0. \]

Applying Theorem 1.3 then shows that $\phi$ is in the image of $\pi(\text{Sel} U)$, and we are done. \[ \square \]
Example 4.12. Choose a torsion-free finitely-generated $\mathbb{Z}_\ell$-module $T$ with a continuous action of $G_F$, and choose a set of local conditions $\mathcal{W}$ for $T \otimes \mathbb{Q}_\ell$ so $\mathcal{W}$ is a $\mathbb{Q}_\ell$-vector space. Then the pairing we construct corresponding to the exact sequence

$$0 \to T \to T \otimes \mathbb{Q}_\ell \to T \otimes \mathbb{Q}_\ell/\mathbb{Z}_\ell \to 0$$

equals the pairing considered by Flach in [6, Theorem 1].

4.3. More general local conditions. Another direction in which to expand the category $S\text{Mod}_F$ is to allow for more general local conditions subgroups. Ideally, we would allow arbitrary closed subgroups for this definition. Unfortunately, given a surjection $\pi: M \to M_2$ of $G_F$-modules and a closed subgroup $\mathcal{W}$ of $\prod'_v H^1(G_v, M)$, it is not necessarily true that $\pi(\mathcal{W})$ is closed in $\prod'_v H^1(G_v, M_2)$. We give an example of this behavior now.

Example 4.13. Take $F = \mathbb{Q}$, and take $\pi$ to be the unique surjection from $\mu_4$ to $\mu_2$. At each rational prime $p \neq 2$, choose $\phi_p$ in $H^1(G_p, \mu_4)$ which is ramified, but for which $2\phi_p$ is a nonzero unramified cocycle class. More concretely, under the standard identification

$$\mathbb{Q}_p^\times/\left(\mathbb{Q}_p^\times\right)^4 \cong H^1(G_p, \mu_4)$$

we can take $\phi_p$ to be the image of $\alpha_p p^2$, where $\alpha_p$ is any non-square unit in $\mathbb{Z}_p^\times$.

Taking $\mathcal{W} = \prod'_{p \neq 2} \langle \phi_p \rangle$ we see that $\mathcal{W}$ is closed in $\prod'_v H^1(G_v, \mu_4)$. But since elements in this restricted product are unramified at almost all places, we see that

$$\pi(\mathcal{W}) = \bigoplus_{v \neq 2,\infty} H^1_{ur}(G_v, \mu_2),$$

whose closure is the far larger $\prod_{v \neq 2,\infty} H^1_{ur}(G_v, \mu_2)$.

Remark 4.14. Similar pathological local conditions can be constructed for the infinite Galois modules considered by Flach in [6]. In particular, it is possible to define local conditions for $T = \widehat{\mathbb{Z}}(1) \oplus \widehat{\mathbb{Z}}$ satisfying the requirements of [6, p.114] for which the resultant Cassels–Tate pairing is not well defined. This oversight in Flach’s definition is avoided in his main theorem, where additional requirements on the local conditions are imposed.

To avoid this pathology, we need to impose some extra property on our subgroups of local conditions. The following definition axiomatizes some properties this condition should have.

Definition 4.15. For each finite discrete $G_F$-module $M$ of order indivisible by the characteristic of $F$, take $\mathcal{C}_M$ to be a set of subgroups of $\prod'_v H^1(G_v, M)$. We say a subgroup of this restricted product obeys condition $\mathcal{C}$ for $M$ if it lies in $\mathcal{C}_M$.

We say that condition $\mathcal{C}$ is Cassels–Tate ready if the following conditions are satisfied:

1. If $\mathcal{W}$ obeys condition $\mathcal{C}$, it is closed.
(2) If \( W \) and \( W' \) obey condition \( \mathcal{C} \) for \( M \) and \( M' \) respectively, then \( W \oplus W' \) obeys condition \( \mathcal{C} \) for \( M \oplus M' \).

(3) If \( W \) obeys condition \( \mathcal{C} \) for \( M \), then \( W^{\perp} \) obeys condition \( \mathcal{C} \) for \( M' \).

(4) Given any exact sequence

\[
0 \rightarrow M_1 \xrightarrow{i} M \xrightarrow{\pi} M_2 \rightarrow 0
\]

of \( G_F \)-modules and a local conditions subgroup \( W \) for \( M \) obeying condition \( \mathcal{C} \), the groups \( i^{-1}(W) \) and \( \pi(W) \) obey condition \( \mathcal{C} \) for \( M_1 \) and \( M_2 \) respectively. In particular, they are closed.

(5) Given any \( M \), take \( W_{\text{global}} \) to be the image of \( H_1(G_F, M) \) in \( \prod_v H^1(G_v, M) \). Then, if \( W \) obeys condition \( \mathcal{C} \) for \( M \), the subgroup

\[
W_{\text{global}} + W \subseteq \prod_v H^1(G_v, M)
\]

is closed.

Given a Cassels–Tate ready condition \( \mathcal{C} \), we may redefine our category SMod\(_F\) so its objects are tuples \((M, W)\) where, as usual, \( M \) is a finite discrete \( G_F \)-module, and where \( W \) is any local conditions subgroup for \( M \) that obeys condition \( \mathcal{C} \). This category is still quasi-abelian, the Cassels–Tate pairing can still be defined and has the kernels given in Theorem 1.3, and naturality and the duality identity still hold. Indeed, the only part of our theory that fails in this context is the direct proof of Proposition 3.6, since this relies on the finiteness of the group \( \text{Sel} M_2 / \pi(\text{Sel} M) \).

The condition of being compact and open is easily seen to be Cassels–Tate ready. A more general condition that still works is the following:

**Definition 4.16.** Given \( M \), call a subgroup \( W \) of \( \prod_v H^1(G_v, M) \) suitable if there are subgroups \( W_0 \) and \( W_c \) of \( \prod_v H^1(G_v, M) \) satisfying

\[
W = W_0 + W_c
\]

where \( W_c \) is compact and \( W_0 \) is the image of an open subgroup of \( \prod_v H^1(G_v, M_0) \) for some \( G_F \)-submodule \( M_0 \) of \( M \).

We omit the proof of the following proposition.

**Proposition 4.17.** The condition of being a suitable subgroup is Cassels–Tate ready.

Note that the condition of being suitable is the strongest condition that is simultaneously Cassels–Tate ready and satisfied by all compact local conditions subgroups (equivalently by all open local conditions subgroups).

5. **Theta groups and the Poonen–Stoll class**

In this section we turn to proving Theorem 1.7 characterising the failure of Flach’s Cassels–Tate pairing to be alternating for modules with alternating structure. As mentioned in the introduction, we will deduce this from a more general version, presented in Theorem 5.10 below. That result rests on the study of certain central extensions which we refer to as theta groups.
Definition 5.1. Given \((M, \mathcal{W})\) in \(\text{SMod}_F\) or \(\text{SMod}^\infty_F\), a theta group for \(M\) will be a (typically non-abelian) topological group \(\mathcal{H}\) with a continuous \(G_F\)-action fitting in a \(G_F\)-equivariant exact sequence
\[
0 \to (F^*)^\times \to \mathcal{H} \xrightarrow{\pi_H} M \to 0,
\]
with \((F^*)^\times\) central in \(\mathcal{H}\). We will assume that \(\pi_H\) is a continuous open map and that some open subgroup of \(\mathcal{H}\) has preimage \(\{1\}\) in \((F^*)^\times\). This assumption ensures in particular that \(\pi_H\) admits a continuous set-section, and that the discrete topology on \((F^*)^\times\) is induced by its inclusion in \(\mathcal{H}\). In the case that \(M\) is in \(\text{SMod}_F\), the assumption is equivalent to \(\mathcal{H}\) being discrete.

We define the associated map
\[
f_H : M \to M^\vee
\]
to this theta group to be the unique homomorphism satisfying
\[
[g, h] = ghg^{-1}h^{-1} = \langle \pi_H(g), f_H(\pi_H(h)) \rangle
\]
for all \(g, h\) in \(\mathcal{H}\), where \(\langle \ , \ \rangle\) is the evaluation pairing on \(M \times M^\vee\). The map \(f_H\) is well defined because (5.1) is a central extension, satisfies \(f_H^\vee = -f_H\), and is continuous.

We want to consider maps on cohomology associated to the sequence (5.2). Since \(\mathcal{H}\) is not assumed to be abelian, we take the time to set out the relevant notation and conventions.

Notation 5.2. Given a closed subgroup \(H\) of \(G_F\) and a non-negative integer \(k\), we take \(C^k(H, \mathcal{H})\) to be the set of continuous functions from \(H^k\) to \(\mathcal{H}\). Following the convention of [26, I, §5.7], we define a coboundary operation
\[
d : C^1(H, \mathcal{H}) \to C^2(H, \mathcal{H})
\]
by
\[
db(\sigma, \tau) = b(\sigma) \cdot \sigma b(\tau) \cdot b(\sigma \tau)^{-1} \quad \text{for } \sigma, \tau \in H.
\]
We then have a connecting map
\[
q_{H, \mathcal{H}} : H^1(H, M) \to H^2(H, (F^*)^\times)
\]
associated to the sequence (5.1). This is defined as follows: given \(a \in Z^1(H, M)\) representing the class \(\phi \in H^1(H, M)\), and given \(b \in C^1(H, \mathcal{H})\) satisfying \(\pi_H \circ b = a\), we see that \(db\) is a cocycle valued in \((F^*)^\times\). Here \(b\) can be chosen to be continuous since \(\pi_H\) admits a continuous section. We take \(q_{H, \mathcal{H}}(\phi)\) to be the class of \(db\) in \(H^2(H, (F^*)^\times)\). The existence of this map depends on the fact that (5.1) is a central extension; see [26] for more details.

In contrast to the abelian case, \(q_{H, \mathcal{H}}\) is not typically a homomorphism. Instead, one has the identity
\[
q_{H, \mathcal{H}}(\phi + \psi) - q_{H, \mathcal{H}}(\phi) - q_{H, \mathcal{H}}(\psi) = \phi \cup_M f_H(\psi) \quad \text{for all } \phi, \psi \in H^1(H, M),
\]
first proved by Zarhin [30]. In the terminology of [22, §2.1], \(q_{H, \mathcal{H}}\) is a quadratic map.
**Definition 5.3.** With the above setup in hand, we define the map

\[ q_{\text{loc-sum}} : \prod' v H^1(G_v, M) \to \mathbb{Q}/\mathbb{Z} \]

by setting, for \((\phi_v)_v\) in \(\prod' v H^1(G_v, M)\),

\[ q_{\text{loc-sum}}((\phi_v)_v) = \sum_v \text{inv}_v(q_{H,G_v}(\phi_v)). \tag{5.4} \]

We say that the local conditions group \(\mathcal{W}\) for \(M\) is **isotropic with respect to** \(H\) if

\[ q_{\text{loc-sum}}(\mathcal{W}) = 0. \tag{5.5} \]

**Remark 5.4.** To see that the sum (5.4) is well defined, take \(S\) to be a finite set of places \(v\) containing the archimedean places, the places dividing the order of \(M\), the places where \(M \neq M_v^I\), and the places where \(\phi_v\) is ramified. For \(v\) outside \(S\), we see that \(q_{H,G_v}(\phi_v)\) is in the image of \(H^2(G_v/I_v, \mathcal{O}_{F_v}^\times)\) in \(H^2(G_v, (F_v^s)^\times)\), where \(\mathcal{O}_{F_v}^\times\) is the ring of integers of the maximal unramified extension of \(F_v\). But this last group is trivial by [20, Proposition 7.1.2], so

\[ \text{inv}_v(q_{H,G_v}(\phi_v)) = 0 \]

for \(v\) outside \(S\).

Take \(H\) to be a theta group for \(M\). Suppose we also have an exact sequence

\[ E = \left[ 0 \to (M_1, \mathcal{W}_1) \overset{\iota}{\to} (M, \mathcal{W}) \overset{\pi}{\to} (M_2, \mathcal{W}_2) \to 0 \right] \]

in \(\text{SMod}_F\) or \(\text{SMod}_\infty^E\). Take \(H_1\) to be the preimage of \(\iota(M_1)\) in \(H\) endowed with the subspace topology. We then have a commutative diagram with exact rows

\[ \begin{array}{cccccc}
0 & \to & (F^s)^\times & \to & H_1 & \overset{\pi_{H_1}}{\to} & M_1 & \to & 0 \\
 & & \downarrow & & \downarrow & \iota & \downarrow & \to & & \\
0 & \to & (F^s)^\times & \to & H & \overset{\pi_H}{\to} & M & \to & 0
\end{array} \tag{5.6} \]

whose top row is the pullback of the bottom row along \(\iota\). Since the topology on \(M_1\) is induced from \(M\), our assumptions on \(H\) ensure that \(\pi_{H_1}\) is open and continuous, and that some open subgroup of \(H_1\) has preimage \(\{1\}\) in \((F^s)^\times\).

**Assumption 5.5.** We assume that:

1. The group \(H_1\) is commutative. Equivalently, \(\iota(M_1)\) is isotropic with respect to the commutator pairing for \(H\).
2. We have
   \[ q_{\text{loc-sum}}(\iota(\mathcal{W}_1)) = 0. \]
3. We have \(\iota(\mathcal{W}_1) \subseteq f_H(\mathcal{W})^\perp.\)
Remark 5.6. The first assumption implies that there are unique $G_F$-equivariant homomorphisms $f_1$ and $f_2$ fitting in the commutative diagram

$$
0 \rightarrow M_1 \xrightarrow{\iota} M \xrightarrow{\pi} M_2 \rightarrow 0
$$

(5.7)

$$
0 \rightarrow M_2^{\vee} \xrightarrow{\pi^{\vee}} M^{\vee} \xrightarrow{\iota^{\vee}} M_1^{\vee} \rightarrow 0.
$$

The third assumption is equivalent to the assumption that $f_1$ and $f_2$ define morphisms in $S\text{Mod}_F$ (or $S\text{Mod}_{F,\ell}^\infty$ as appropriate), and is weaker than the assumption that $f_H$ defines a morphism in $S\text{Mod}_F$.

If the local conditions $\mathcal{W}$ are isotropic for $\mathcal{H}$, then the second and third assumptions are automatically satisfied.

Definition 5.7. The abelian group $(F^s)^\times$ is divisible by all primes not equal to the characteristic of $F$, so we may choose a homomorphism $s : M_1 \rightarrow H_1$ giving a continuous section to $\pi_{H_1}$. Indeed, if $M_1$ is finite this is clear. If $M_1$ is infinite, our assumptions ensure that the restriction of $\pi_{H_1}$ to some open subgroup of $H_1$ admits such a section, and we can then extend this to all of $M_1$ using Zorn’s lemma. We represent this with the diagram

$$
0 \rightarrow (F^s)^\times \rightarrow H_1 \xrightarrow{s} M_1^{\vee} \rightarrow 0.
$$

(5.8)

We can then define a cocycle

$$
\overline{\psi}_{PS} \in Z^1(G_F, M_1^{\vee})
$$

(5.9)

by the formula

$$
\overline{\psi}_{PS}(\sigma)(m) = \sigma s(\sigma^{-1} m) - s(m) \quad \text{for all } \sigma \in G_F, m \in M_1.
$$

We call the class of $\overline{\psi}_{PS}$ in $H^1(G_F, M_1^{\vee})$ the Poonen–Stoll class, and we represent it with the notation $\psi_{PS}$.

Remark 5.8. If $M_1$ is a finite module, there is a a canonical isomorphism

$$
\text{Ext}^1_{G_F}(M_1, (F^s)^\times) \cong H^1(G_F, M_1^{\vee})
$$

(5.10)

arising from the local-global Ext spectral sequence [13, Lemma 4.12]. A spectral sequence argument shows that, under this isomorphism, the class of the top row of (5.6) maps to $\psi_{PS}$.

Proposition 5.9. Given $E$ and $\mathcal{H}$ as in Definition 5.7 that satisfy Assumption 5.5, the associated Poonen–Stoll class $\psi_{PS}$ lies in the Selmer group $\text{Sel}M_1^{\vee}$.

Proof. A cocycle calculation gives that the connecting map

$$
\delta_v : H^1(G_v, M_1) \rightarrow H^2(G_v, (F^s)^\times)
$$

associated to the exact sequence (5.8) satisfies

$$
\delta_v(\phi_{1v}) = \psi_{PS,v} \cup_{M_1} \phi_{1v} \quad \text{for all } \phi_{1v} \in H^1(G_v, M_1).
$$
Functoriality applied to (5.6) gives $\delta_v = q_{H,G_v} \circ \iota$, so Assumption 5.5(2) gives

$$\sum_v \text{inv}_v (\psi_{PS,v} \cup M_1 \phi_{1v}) = q_{\text{loc-sum}}((\iota (\phi_{1v}))_v) = 0 \quad \text{for all} \quad (\phi_{1v})_v \in \mathcal{W}_1.'$$

It follows that $(\psi_{PS,v})_v$ lies in $\mathcal{W}_1^\perp$ and thus that $\psi_{PS}$ lies in $\text{Sel}_{M}^\vee$.

Having defined the Poonen–Stoll class we can state the main result of this section.

**Theorem 5.10.** Suppose we are in the situation of Assumption 5.5. Let $\phi$ be any element of $\text{Sel}_{M_2}$, and choose $(\phi_{v,M})_v \in \mathcal{W}$ projecting to the image of $\phi$ in $\mathcal{W}_2$. We then have

$$\text{CTP}_E (\phi, \psi_{PS} - f_2 (\phi)) = q_{\text{loc-sum}}((\phi_{v,M})_v).$$

In particular, if the local conditions $\mathcal{W}$ are isotropic with respect to $H$, we have

$$\text{CTP}_E (\phi, f_2 (\phi)) = \text{CTP}_E (\phi, \psi_{PS}) \quad \text{for all} \quad \phi \in \text{Sel}_{M_2},$$

and the pairing $\text{CTP}_E (\cdot, f_2 (\cdot))$ is alternating if and only if $\psi_{PS}$ lifts to $\text{Sel}_{M}^\vee$.

**Remark 5.11.** The second part of Assumption 5.5 guarantees that $\psi_{PS}$ lies in $\text{Sel}_{M_1}^\vee$, and the third part of this assumption guarantees that $f_2 (\phi)$ lies in $\text{Sel}_{M_1}^\vee$. These assumptions together ensure that the left hand side of (5.11) is well-defined.

Moreover, as can be verified from (5.3), the second and third parts of Assumption 5.5 are together equivalent to the single condition

$$q_{\text{loc-sum}}((\phi_{1v} + \phi_v)_v) = q_{\text{loc-sum}}((\phi_v)_v) \quad \text{for all} \quad (\phi_{1v})_v \in \iota (\mathcal{W}_1), \ (\phi_v)_v \in \mathcal{W}.$$ 

This alternative form of these assumptions suffices to show that the right hand side of (5.11) does not depend on the choice of $(\phi_{v,M})_v$.

### 5.1. Proving Theorem 5.10

We may organize the groups relevant to the proof of Theorem 5.10 in a diagram

$$
\begin{array}{cccc}
(F^s)^\times & (F^s)^\times \\
\downarrow & \downarrow \\
H_1 & H & M_2 \\
\pi_H & \pi_H & \\
M_1 & M & M_2
\end{array}
$$

with exact rows and columns. We view $H_1$ as a subgroup of $H$ and $(F^s)^\times$ as a subgroup of $H_1$, and we define $\psi_{PS}$ from $s$ as in (5.9).

Throughout this section, $H$ will denote a closed subgroup of $G_F$, and all cup products are defined as in Notation 2.2 with respect to the evaluation pairing on $M, M_1$, or $M_2$. We denote this pairing as $\langle \cdot, \cdot \rangle$. We will use $\cdot$ to refer to the operation for the group $H$ and will otherwise primarily use additive notation.

Theorem 5.10 is built out of three basic cochain calculations. We start with the most difficult of the three.
**Lemma 5.12.** Choose a cochain $b$ in $C^1(H, \mathcal{H})$, and take

$$a = \pi_H \circ b \quad \text{and} \quad a_2 = \pi \circ a.$$

Suppose that $a_2$ is a cocycle. Then $db$ is valued in $\mathcal{H}_1$, and

$$d(db) = -a \cup (f_H \circ da).$$

**Remark 5.13.** In the exact sequence

$$0 \to \mathcal{H}_1 \to \mathcal{H} \to M_2 \to 0,$$

the abelian subgroup $\mathcal{H}_1$ is not typically central in $\mathcal{H}$. Because of this, there is no satisfactory way to define a map

$$H^1(H, M_2) \to H^2(H, \mathcal{H}_1);$$

after all, per the above proposition, the usual definition of such a map need not send cocycles to cocycles. However, as noted by Serre [26, I, §5], given $\phi$ in $H^1(H, M_2)$, this definition instead gives a cocycle class $\delta\phi$ in $H^2(H, \phi M_1)$, where $\phi M_1$ is the Serre twist of $M_1$ by $\phi$. The proof we give of Lemma 5.12 is quite similar to the proof Serre gives of the fact that $\delta\phi$ is a cocycle class.

**Proof.** Since $da$ lies in $C^1(H, \iota(M_1))$, we see that $db$ takes values in $\mathcal{H}_1$. We have

$$d(db)(\sigma, \tau, \rho) = \left(\sigma b(\tau) \cdot \sigma \tau b(\rho) \cdot \sigma b(\tau \rho)^{-1}\right) \cdot \left(b(\sigma \tau) \cdot \sigma \tau b(\rho) \cdot b(\sigma \tau \rho)^{-1}\right)^{-1} \cdot \left(b(\sigma) \cdot \sigma b(\tau \rho) \cdot b(\sigma \tau \rho)^{-1}\right) \cdot \left(b(\sigma) \cdot \sigma b(\tau) \cdot b(\sigma \tau)^{-1}\right)^{-1}.$$

These four terms lie in $\mathcal{H}_1$ and hence commute. Rearranging this expression gives

$$\left(b(\sigma) \cdot \sigma b(\tau \rho) \cdot b(\sigma \tau \rho)^{-1}\right) \cdot \left(b(\sigma \tau \rho) \cdot \sigma \tau b(\rho) \cdot b(\sigma \tau)^{-1}\right)^{-1} \cdot \left(b(\sigma \tau) \cdot \sigma b(\tau) \cdot b(\sigma \tau)^{-1}\right) \cdot \left(b(\sigma) \cdot \sigma b(\tau \rho) \cdot b(\sigma \tau \rho)^{-1}\right).$$

Cancelling $b(\sigma \tau \rho)^{-1} \cdot b(\sigma \tau \rho)$ and $b(\sigma \tau)^{-1} \cdot b(\sigma \tau)$ leaves

$$[b(\sigma), -\sigma db(\tau, \rho)] = -(a \cup (f_H \circ da))(\sigma, \tau, \rho),$$

as was claimed. \qed

The next basic cochain calculation is a simple generalization of Zarhin’s identity (5.3).

**Lemma 5.14.** Choose cochains $b, b'$ in $C^1(H, \mathcal{H})$, and take

$$a = \pi_H \circ b \quad \text{and} \quad a' = \pi_H \circ b'.$$

Suppose $da' = 0$. Then $db'$ is valued in $(F^s)^\times$, and

$$d(b \cdot b') = db \cdot db' \cdot (a' \cup (f_H \circ a)).$$
Proof. Since \(da' = 0\), it is clear that \(db'\) is valued in \((F^*)^\times\). We have
\[
\begin{align*}
    db(\sigma, \tau) &= b(\sigma) \cdot b'(\tau) \cdot b(\sigma) \cdot b'(\sigma) \cdot b'(\sigma \tau)^{-1} \cdot b(\sigma \tau)^{-1}.
\end{align*}
\]
This equals
\[
    b(\sigma) \cdot [b'(\sigma), b(\sigma \tau)] \cdot b(\sigma) \cdot b'(\tau) \cdot b'(\sigma \tau)^{-1} \cdot b(\sigma \tau)^{-1}
= b(\sigma) \cdot (a' \cup (f_H \circ a))(\sigma, \tau) \cdot b(\sigma) \cdot db(\sigma, \tau) \cdot b(\sigma \tau)^{-1}.
\]
Since both \(a' \cup (f_H \circ a)\) and \(db\) are valued in the center of \(H\), this equals
\[
    db(\sigma, \tau) \cdot db'(\sigma, \tau) \cdot (a' \cup (f_H \circ a))(\sigma, \tau),
\]
giving the claim. \(\square\)

The final basic calculation gives a cochain analogue for a special case of the compatibility between the Ext product and the cup product. We abbreviate \(\text{res}_H(\psi_{PS})\) as \(\psi_{PS,H}\).

Lemma 5.15. Choose \(k \geq 0\), and suppose \(h\) is in \(C^k(H, M_1)\). Then
\[
    d(s \circ h) = s \circ dh + \overline{\psi_{PS,H}} \cup (f_H \circ h).
\]
Proof. From the definition in Notation 2.1, we find that
\[
    d(s \circ h)(\sigma_1, \ldots, \sigma_{k+1}) = s(dh(\sigma_1, \ldots, \sigma_{k+1}))
= \sigma_1(s(h(\sigma_2, \ldots, \sigma_{k+1}))) - s(\sigma_1(h(\sigma_2, \ldots, \sigma_{k+1})))
= \langle \psi_{PS}(\sigma_1), \sigma_1 h(\sigma_2, \ldots, \sigma_{k+1}) \rangle,
\]
where \(\sigma_1, \ldots, \sigma_k\) are arbitrary elements of \(H\). This gives the result. \(\square\)

These three basic lemmas combine to give the following.

Proposition 5.16. Choose \(b\) in \(C^1(H, H)\), and take
\[
    a = \pi_H \circ b \quad \text{and} \quad a_2 = \pi \circ a.
\]
Suppose \(da_2 = 0\). Then \(da\) is valued in \(\iota(M_1)\), and we may choose \(A_1 \in C^2(H, M_1)\) so
\[
    \iota \circ A_1 = da.
\]
(1) The cochain \(db - s \circ A_1\) is valued in \((F^*)^\times\), and
\[
    d(db - s \circ A_1) = \overline{f_2 o a_2 - \psi_{PS,H}} \cup A_1.
\]
(2) Choose \(b'\) in \(C^1(H, H)\), and take
\[
    a' = \pi_H \circ b'.
\]
Suppose that
\[
    \pi \circ a' = a_2 \quad \text{and} \quad da' = 0.
\]
There is then \(a_1\) in \(C^1(H, M_1)\) so
\[
    a - a' = \iota \circ a_1,
\]
and we have
\[ db' = (db - s \circ A_1) + (f_2 \circ a_2 - \overline{\psi}_{PS,H}) \cup a_1 \mod B^2(H, (F^s)^\times). \]

**Proof.** For the first part, we note that \( \pi_{H_1} \circ db \) and \( \pi_{H_1} \circ s \circ A_1 \) both equal \( A_1 \), so this difference lies in \( C^2(H, (F^s)^\times) \). Since \( dA_1 = 0 \), Lemma [5.15] and Lemma [5.12] give
\[ d(db - s \circ A_1) = -\overline{\psi}_{PS,H} \cup A_1 - a \cup (f_H \circ da). \]
Since \( f_{\psi} = -f_H \), we have
\[ a \cup (f_H \circ da) = -(f_2 \circ a_2) \cup A_1, \]
and the part follows.

For the second part, we note that \( b \cdot (b')^{-1} \) is valued in \( H_1 \) and projects to \( a_1 \) under \( \pi_{H_1} \). We have
\[ d(b \cdot (b')^{-1}) \equiv d(s \circ a_1) \mod B^2(H, (F^s)^\times). \]
Since \( da_1 = A_1 \), Lemma [5.15] gives
\[ d(b \cdot (b')^{-1}) \equiv s \circ A_1 + \overline{\psi}_{PS,H} \cup a_1. \]
But Lemma [5.14] then gives
\[ db = db' + d(b \cdot (b')^{-1}) + a' \cup (f_H \circ (a - a')) \]
\[ \equiv db' + s \circ A_1 + \overline{\psi}_{PS,H} \cup a_1 - (f_2 \circ a_2) \cup a_1 \mod B^2(H, (F^s)^\times), \]
and the proposition follows. \( \Box \)

**Proof of Theorem [5.10]** We will calculate
\[ \text{CTP}^{\text{bis}}_{E^v}(\psi_{PS} - f_2(\phi), \beta(\phi)) \]
where \( \beta : M_2 \to (M_2^\vee)^\vee \) is the evaluation isomorphism. The result then follows from the duality identity and Lemma [3.9]. In the infinite case, we note that both the cocycle definition of \( \text{CTP}^{\text{bis}}_{E^v} \), and the resulting Lemma [3.9] carry over to sequences in \( \text{SMod}_{F,\ell}^\infty \) without issue.

So choose \( \phi \) in \( Z^1(G_F, M_2) \) representing the class of \( \phi \), and choose \( g \) in \( C^1(G_F, M) \) and \( b \) in \( C^1(G_F, \mathcal{H}) \) satisfying
\[ \overline{\phi} = \pi \circ g \quad \text{and} \quad g = \pi_{H} \circ b. \]
At each place, choose \( \overline{\phi}_{v,M} \) representing \( \phi_{v,M} \), and whose image in \( M_2 \) agrees with the restriction of \( \overline{\phi} \). From the first part of Proposition [5.16] we have
\[ d(db - s \circ \iota^{-1} \circ dg) = (f_2 \circ \overline{\phi} - \overline{\psi}_{PS}) \cup (\iota^{-1} \circ dg), \]
so that
\[ s \circ \iota^{-1} \circ dg - \overline{db} \in C^2(G_F, (F^s)^\times) \]
is an acceptable choice for \( \eta \) in the context of Definition [3.8]. We then have
\[ \text{CTP}^{\text{bis}}_{E^v}(\psi_{PS} - f_2(\phi), \beta(\phi)) = \sum_v \text{inv}_v(\gamma_v^{\text{bis}}) \]
where
\[ \gamma_{v}^{bis} = \text{res}_{G_{v}} \left( \psi_{PS} - f_{2} \circ \phi \right) \cup \left( \phi_{v,M} - \text{res}_{G_{v}}(g) \right) + \text{res}_{G_{v}} \left( d\beta - s \circ i^{-1} \circ dg \right). \]
From proposition 5.16, the cocycle \( \gamma_{v}^{bis} \) is in the class \( q_{H,G_{v}}(\phi_{v,M}) \), and we have
\[ \text{CTP}_{E_{v}}^{bis} \left( \psi_{PS} - f_{2}(\phi), \beta(\phi) \right) = q_{\text{loc-sum}}((\phi_{v,M})_{v}) \]
as claimed. \( \square \)

5.2. **Poonen–Stoll classes for Flach’s pairing.** We now have all the tools needed to prove Theorem 1.7.

Choose a prime \( \ell \) not equal to the characteristic of \( F \). Choose a free finitely-generated \( \mathbb{Z}_{\ell} \) module \( T \) with a continuous action of \( G_{F} \). Take \( V = T \otimes \mathbb{Q}_{\ell} \), and decorate \( V \) with local conditions as in Definition 4.5. We assume these local conditions form a \( \mathbb{Q}_{\ell} \)-vector space.

In addition, suppose there is an alternating homomorphism \( \lambda : V \rightarrow V^{\vee} \) extending to a morphism in \( \text{SMOD}_{F,\ell}^{\infty} \) under which \( T \) is identified with its orthogonal complement. In this case, the Cassels–Tate pairing for \( E = [0 \rightarrow T \rightarrow V \rightarrow V/T \rightarrow 0] \) reduces to a pairing between \( \text{Sel} V/T \) and itself. Flach proved that this pairing is antisymmetric; we may recover this result using the duality identity and naturality. We are now concerned with the obstruction to this pairing being alternating. The pairing is automatically alternating if \( \ell \neq 2 \), so we focus on the case \( \ell = 2 \).

Composing the evaluation pairing on \( V \otimes V^{\vee} \) with \( \lambda \) defines an alternating pairing on \( V \). We denote this by \( \lambda \) also, and construct the class \( c_{\lambda} \in H_{1}(G_{v}, V/T) \) from this pairing as in Definition 1.6. The following is then the precise form of Theorem 1.7.

**Theorem 5.17.** Given \( T, E, \lambda, \) and \( c_{\lambda} \) as above, the element \( c_{\lambda} \) lies in \( \text{Sel} V/T \), and we have
\[ \text{CTP}_{E} \left( \phi, \lambda(\phi) \right) = \text{CTP}_{E} \left( \phi, \lambda(c_{\lambda}) \right) \quad \text{for all } \phi \in \text{Sel} V/T. \]

**Proof.** Take \( \mathcal{H}(V) \) to be the group with underlying \( G_{F} \)-set \( (F^{*})^{\times} \times V \), and group operation
\[ (\alpha, v) \cdot (\alpha', v') = (\alpha \alpha', \lambda(v') v + v'), \]
where \( \langle \cdot, \cdot \rangle \) denotes the evaluation pairing \( V \otimes V^{\vee} \rightarrow (F^{*})^{\times} \). The natural inclusion/projection on the level of \( G_{F} \)-sets realises \( \mathcal{H}(V) \) as a central extension
\[ 0 \rightarrow (F^{*})^{\times} \rightarrow \mathcal{H}(V) \rightarrow V \rightarrow 0, \]
whose associated commutator pairing is given by
\[ (v, v') \mapsto \langle v, \lambda(v') \rangle \quad \text{for } v, v' \in V. \]
Our assumptions imply that \( \mathcal{H}(V) \) gives a theta group for \( V \) in the sense of Definition 5.1. Further, we see from Remark 5.6 that the conditions of Assumption 5.5 are satisfied with respect to the sequence
\[ E = [0 \rightarrow T \rightarrow V \rightarrow V/T \rightarrow 0]. \]
Let $\psi_{PS} \in H^1(G_F, T^\vee)$ be the resulting Poonen–Stoll class. A direct computation shows that the pullback of (5.15) along the inclusion of $T$ into $V$ agrees with the pullback of the sequence (1.16) along the projection $T \to T/2T$. Consequently, after identifying $H^1(G_F, T^\vee)$ with $H^1(G_F, V/T)$ via $\lambda$, we see that $c_\lambda$ agrees with $\psi_{PS}$. The result now follows from Theorem 5.10.

Remark 5.18. In the case that $T$ is the Tate module for a principally polarized variety over a global field of characteristic other than 2, our definition for $c_\lambda$ agrees with the definition of this cocycle class by Poonen and Stoll [23, Theorem 5]. This can be proved using [21, Remark 3.3] and the diagram [21] (16).

This leaves the case of abelian varieties over characteristic 2, which the geometric methods of Poonen and Stoll can handle but which our methods cannot. To deal with these examples, we would need to expand our theory to handle finite group schemes whose order is divisible by the characteristic of $F$. We will return to this in future work [15].

5.3. Theta groups for finite modules with antisymmetric structure. The construction of a theta group in the proof of Theorem 5.17 made use of the fact that the starting module was a $\mathbb{Q}_2$-vector space. For applications, it will be useful to have a generalization of this construction that applies to finite modules. As we will see in Section 5.4, this construction recovers Mumford’s construction of theta groups associated to symmetric line bundles on abelian varieties over fairly general fields.

Definition 5.19. Fix any field $F$ of characteristic not equal to 2, fix a separable closure $F^s$ of $F$, and fix a discrete $G_F = \text{Gal}(F^s/F)$-module $M$. We assume that $M[2]$ is finite.

Choose a finite $G_F$-submodule $M_0$ of $M$, and take $\lambda: M \to M/M_0$ to be the standard projection. For $k \geq 0$, we take $2^k \lambda: M \to M/M_0$ to be the composition of multiplication by $2^k$ with $\lambda$, and denote by $M[2^k \lambda]$ the kernel of this map.

We assume that the final map in the exact sequence

$$0 \to M[2] \to M[2\lambda] \xrightarrow{2} M[\lambda]$$

is surjective, and we suppose that we have been given

• an antisymmetric $G_F$-equivariant pairing

$$P_1 : M[2\lambda] \otimes M[2\lambda] \to (F^s)^\times$$

and

• a $G_F$-equivariant map $e: M[2] \to \pm 1$ satisfying

$$e(x + y)e(x)^{-1}e(y)^{-1} = P_1(x, y) \quad \text{for all } x, y \in M[2].$$

Under these circumstances, there is a unique pairing

$$P_0 : M[\lambda] \otimes M[\lambda] \to (F^s)^\times$$

satisfying

$$P_0(2m, 2n) = P_1(m, n)^2 \quad \text{for all } m, n \in M[2\lambda].$$

This pairing is alternating and $G_F$-equivariant.
Following the construction of [21, Section 2.1], we define a group $U$ with underlying set $(F^*)^\times \times M[2\lambda]$, equipped with the same associated $G_F$-action, but group operation
\[(\alpha, m) \cdot (\alpha', m') = (\alpha \alpha' P_1(m, m'), m + m').\]
For any $(\alpha, m)$ and $(\alpha', m')$ in this group, we calculate
\[(\alpha, m)^{-1} = (\alpha^{-1} P_1(m, m), -m) \quad \text{and} \quad (\alpha, m)(\alpha', m')(\alpha, m)^{-1} = (\alpha' P_1(m, m')^2, m').\]
From these basic properties, we can verify that
\[N = \{(e(m), m) \in U : m \in M[2]\}\]
is a normal subgroup of $U$ stable under the action of $G_F$. We then define
\[\mathcal{H}(M[\lambda]) = U/N.\]
We have the following commutative diagram with exact rows:
\[
\begin{array}{ccc}
0 & \longrightarrow & (F^*)^\times \\
\downarrow & & \downarrow \\
0 & \longrightarrow & \mathcal{H}(M[\lambda]) \\
\end{array}
\]
(5.17)
\[
\begin{array}{ccc}
& & \\
& & \downarrow \\
& & \\
0 & \longrightarrow & M[\lambda] \\
\end{array}
\]

The groups $U$ and $\mathcal{H}(M[\lambda])$ are typically non-abelian, and we can consider the commutator pairings on either of the rows of (5.17). From the calculation
\[(1, m) \cdot (1, m') \cdot (1, m)^{-1} \cdot (1, m')^{-1} = (P_1(m, m')^2, 0),\]
we see that this pairing takes the form $(m, m') \mapsto P_1(m, m')^2$ for the top row. On the bottom row, this pairing is then given by $(m, m') \mapsto P_0(m, m')$.

**Example 5.20.** Suppose now that $F$ is a global field, and choose $M$, $\lambda$, $e$, and $P_1$ as in the previous proposition. We assume the characteristic of $F$ does not divide $2 \cdot \# M[\lambda]$.

The second row of (5.17) then exhibits $\mathcal{H} = \mathcal{H}(M[\lambda])$ as a theta group of $M[\lambda]$. The associated map
\[f_{\mathcal{H}}: M[\lambda] \to M[\lambda]^\vee\]
is determined by
\[P_0(m, m') = \langle m, f_{\mathcal{H}}(m') \rangle\]
for all $m, m'$ in $M[\lambda]$, where the pairing $\langle \cdot, \cdot \rangle$ is the standard evaluation pairing for $M$.

Now suppose we have chosen groups of local conditions $\mathcal{W}_0$, $\mathcal{W}_1$ so that
\[(M[2\lambda], \mathcal{W}_1) \overset{2}{\longrightarrow} (M[\lambda], \mathcal{W}_0)\]
is a strictly epic morphism in $\text{SMod}_F$. Suppose further that we have
\[
\sum_v \text{inv}_v(\phi_v \cup P_1 \phi_v) = 0
\]
for all \((\phi_v)_v \in \mathcal{W}_1\). Then the group of local conditions \(\mathcal{W}_0\) for \(M[\lambda]\) is isotropic with respect to \(\mathcal{H}\). Indeed, per [21 Corollary 2.8], the connecting map associated to the top row of (5.17) sends the class of a 1-cocycle \(\phi\) to \(\phi \cup P_1 \phi\).

The isotropy condition (5.18) is weaker than assuming that the \(G_F\)-homomorphism \(M[2\lambda] \to M[2\lambda]^\vee\) corresponding to \(P_1\) extends to a morphism

\[
(M[2\lambda], \mathcal{W}_1) \to (M[2\lambda], \mathcal{W}_1)^\vee
\]

in \(\text{SMod}_F\). This condition is satisfied for a wide variety of self-dual \(G_F\)-modules in \(\text{SMod}_F\), so Definition 5.19 gives a robust method for constructing theta groups meeting the assumptions of Theorem 5.10.

We mention the following additional property enjoyed by the theta groups of Example 5.20.

**Proposition 5.21.** Given \(\mathcal{H}\) as in Example 5.20 and a closed subgroup \(H\) of \(G_F\), the connecting map

\[
q_{H,H} : H^1(H, M[\lambda]) \to H^2(H, (F^s)^\times)
\]

is a quadratic form.

**Proof.** From (5.3), we have

\[
q_{H,H}(\phi + \psi) - q_{H,H}(\phi) - q_{H,H}(\psi) = \phi \cup P_0 \psi
\]

for all \(\phi, \psi\) in \(H^1(H, M[\lambda])\). So we just need to show that \(q(a\phi) = a^2 q(\phi)\) for all integers \(a\). Per a standard argument (see [22 Remark 2.1]), this reduces to showing that

(5.19)

\[
q(-\phi) = q(\phi)
\]

for all \(\phi\) in \(H^1(H, M[\lambda])\). But taking \(\gamma : \mathcal{H} \to \mathcal{H}\) to be the equivariant automorphism

\[
(\alpha, m) \mod N \longmapsto (\alpha, -m) \mod N,
\]

we see that \(\gamma\) fits in the diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & (F^s)^\times & \rightarrow & \mathcal{H} & \rightarrow & M[\lambda] & \longrightarrow & 0 \\
\gamma & & \downarrow & & \gamma & & \downarrow_{-1} & & \\
0 & \longrightarrow & (F^s)^\times & \rightarrow & \mathcal{H} & \rightarrow & M[\lambda] & \longrightarrow & 0.
\end{array}
\]

Functoriality of connecting maps then gives (5.19).

**Remark 5.22.** In general, given a theta group \(\mathcal{H}\) for the \(G_F\)-module \(M\), the existence of an equivariant automorphism \(\gamma\) fitting in the diagram obtained by replacing \(M[\lambda]\) by \(M\) in (5.20) is enough to show that \(q_{\mathcal{H}}\) is a quadratic form. By analogy with the case of abelian varieties, theta groups admitting such an automorphism might reasonably be called symmetric.
5.4. Recovering Mumford's theta groups. Our use of theta groups was inspired by the theory of theta groups appearing in the theory of abelian varieties. In particular, Definition 5.19 was designed to generalize Mumford’s construction of theta groups associated to a symmetric line bundle on an abelian variety [18]. The final goal of this section is to show that Definition 5.19 recovers Mumford’s construction.

To begin, we recall Mumford’s definition of a theta group.

Definition 5.23. Let $F$ be a field of characteristic other than 2 and let $A$ be an abelian variety over $F$. Let $L$ be a symmetric ample line bundle over $A$, defined over $F$, and of degree coprime to the characteristic of $F$. Denote the dual abelian variety by $A^\vee$, and take $\lambda : A \to A^\vee$ to be the polarization associated to $L$. Write $A_F$ for the base-change of $A$ to $F$, and let $L$ also for the base-change of $L$ to a line bundle on $A_F$. For $x \in A(F)$, write $\tau_x : A_F \to A_F^\vee$ for the translation by $x$ map.

The theta group associated to the above data is defined to be the collection of pairs $(x,\phi)$ where $x$ is in $A[\lambda]$, and $\phi$ is an isomorphism (over $F$) from $L$ to $\tau_x^*L$:

$$\mathcal{H}(L) = \{ (x,\phi) : x \in A[\lambda], \phi : L \sim \tau_x^*L \}.$$ 

The group structure is given by

$$(x,\phi) \cdot (x',\phi') = (x + x', \tau_x^*(\phi) \circ \phi'),$$

and the $G_F$-action is the diagonal one.

Projection onto the first coordinate yields a short exact sequence of $G_F$-groups

$$(5.21) \quad 1 \to (F^s)^\times \to \mathcal{H}(L) \to A[\lambda] \to 1,$$

realizing the theta group as a central extension of $A[\lambda]$ by $(F^s)^\times$. The associated commutator pairing

$$e^L : A[\lambda] \times A[\lambda] \to (F^s)^\times$$

is the Weil pairing associated to $L$.

Proposition 5.24. With the notation above, write $M = A[\lambda]$, $M_0 = A[2\lambda]$, and take $P_1$ to be the reciprocal of the Weil pairing associated to the line bundle $L^2$. Let $e$ be the quadratic form

$$e^L : A[2] \to \pm 1$$

defined in [18, p. 304]. Let $\mathcal{H}(A[\lambda])$ be the theta group associated to this data via Definition 5.19.

Then there is a canonical isomorphism of $G_F$-groups

$$\eta : \mathcal{H}(A[\lambda]) \to \mathcal{H}(L)$$

fitting into a commutative diagram

$$
\begin{array}{cccccc}
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(A[\lambda]) & \longrightarrow & A[\lambda] & \longrightarrow & 0 \\
\| & & \downarrow & & \eta & & \| & & \\
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(L) & \longrightarrow & A[\lambda] & \longrightarrow & 0
\end{array}
$$

with top row (5.17) and bottom row (5.21).
Proof. Since $L$ is a symmetric line bundle, there are canonical homomorphisms

$$\delta_{-1} : \mathcal{H}(L^2) \to \mathcal{H}(L^2) \quad \text{and} \quad \eta_2 : \mathcal{H}(L^2) \to \mathcal{H}(L)$$

defined by Mumford [18, p. 308] and fitting into the commutative diagrams

$$\begin{array}{ccccccccc}
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(L^2) & \longrightarrow & A[2\lambda] & \longrightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow \delta_{-1} & & \\
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(L^2) & \longrightarrow & A[2\lambda] & \longrightarrow & 0
\end{array}$$

and

$$\begin{array}{ccccccccc}
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(L^2) & \longrightarrow & A[2\lambda] & \longrightarrow & 0 \\
& & \downarrow & & \downarrow \eta_2 & & \downarrow 2 & & \\
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(L) & \longrightarrow & A[\lambda] & \longrightarrow & 0,
\end{array}$$

respectively. Here the appearance of $A[2\lambda]$ is explained by [18, Proposition 4, p. 310].

Given $x$ in $A[2\lambda]$ and a lift $x'$ of $x$ to $\mathcal{H}(L^2)$, we see that $\delta_{-1}(x')x'$ lies in $(F^s)^\times$. Shifting $x'$ by an element of $(F^s)^\times$ if necessary, it follows that we can always find some $\psi(x)$ in $\mathcal{H}(L^2)$ projecting to $x$ that satisfies $\psi(x)^{-1} = \delta_{-1}(\psi(x))$. This element is determined up to sign. In particular, $\eta' = \eta_2 \circ \psi$ is a well defined map from $A[2\lambda]$ to $\mathcal{H}(L)$ and sits in a commutative diagram

$$\begin{array}{ccccccccc}
& & & \downarrow \eta' & & & \downarrow 2 & & \\
& & & \downarrow & & & \downarrow & & \\
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(L) & \longrightarrow & A[\lambda] & \longrightarrow & 0.
\end{array}$$

For $x, y \in A[2\lambda]$ we compute

$$\delta_{-1}(\psi(x)\psi(y)) = \psi(x)^{-1}\psi(y)^{-1} = [\psi(x)^{-1}, \psi(y)^{-1}] \cdot (\psi(x)\psi(y))^{-1}$$

$$= e^{L^2}(x, y)(\psi(x)\psi(y))^{-1}.$$

Correcting for this, we see that the two choices for $\psi(x + y)$ are

$$\psi(x + y) = \pm \frac{1}{\sqrt{e^{L^2}(x, y)}}\psi(x)\psi(y),$$

so we have

$$\eta'(x + y) = P_1(x, y)\eta'(x)\eta'(y).$$

This agrees with multiplication in $U$ as in (5.17), and we have a commutative diagram

$$\begin{array}{ccccccccc}
0 & \longrightarrow & (F^s)^\times & \longrightarrow & U & \longrightarrow & A[2\lambda] & \longrightarrow & 0 \\
& & \downarrow & & \downarrow \eta & & \downarrow 2 & & \\
0 & \longrightarrow & (F^s)^\times & \longrightarrow & \mathcal{H}(L) & \longrightarrow & A[\lambda] & \longrightarrow & 0,
\end{array}$$
where the central map sends \((\zeta, x)\) in \((F^\times)^\times \times A[2\lambda]\) to \(\zeta \eta'(x)\).

It follows formally from the diagram that \(\eta\) is surjective, so to prove the proposition we just need to verify that the kernel of this map is the set of \((e^L_\nu(x), x)\), with \(x\) ranging through the 2-torsion points. We start by noting that, given \((\zeta, x)\) is in the kernel of \(\eta, x\) must lie in \(A[2]\). Equation (5.22) then shows that we may take \(\psi(x)\) to have order 2 in \(\mathcal{H}(L^2)\), and it thus follows from [18, Proposition 6] that, inside \((F^\times)^\times\), we have

\[ \eta'(x) = e^L_\nu(x). \]

Thus, \((\zeta, x)\) is in the kernel of \(\eta\) if and only if \(\zeta = e^L_\nu(x)\). The result follows. \(\square\)

6. Examples

We end by surveying some instances of pairings in the literature which can be interpreted and studied using our generalized theory of the Cassels–Tate pairing.

6.1. The Cassels–Tate pairing for isogeny Selmer groups. We start with a well-studied generalization of Example [1,4] to isogenies. Choose an isogeny \(\varphi: A \to B\) of abelian varieties over \(F\). We assume the degree of this isogeny is indivisible by the characteristic of \(F\). For each place \(v\) of \(F\), we define

\[ \mathcal{W}_{\varphi,v} = \ker \left( H^1(G_v, A[\varphi]) \to H^1(G_v, A) \right). \]

Taking \(\mathcal{W}_\varphi\) to be the product of these groups, the \(\varphi\)-Selmer group is then defined by

\[ \text{Sel}^\varphi A = \text{Sel} \left( A[\varphi], \mathcal{W}_\varphi \right). \]

The next proposition shows these objects behave well under duality.

**Proposition 6.1.** Taking \(\varphi^\vee: B^\vee \to A^\vee\) to be the dual isogeny to \(\varphi\), the isomorphism

\[ B^\vee [\varphi^\vee] \cong A[\varphi]^\vee \]

provided by the Weil pairing extends to an isomorphism

\[ (B^\vee [\varphi^\vee], \mathcal{W}_{\varphi^\vee}) \cong (A[\varphi], \mathcal{W}_\varphi)^\vee \]

in \(\text{SMod}_F\).

This appears as [4, Proposition B.1]. There, it is reduced to the case that \(\varphi\) is multiplication by a positive integer, which is implicit in work of Milne [13, Section I.3].

In addition to the isogeny \(\varphi: A \to B\), we now choose another isogeny \(\lambda: C \to A\) of abelian varieties over \(F\) whose degree is indivisible by the characteristic of \(F\). We then have a short exact sequence

\[ E = \left[ 0 \to (C[\lambda], \mathcal{W}_\lambda) \to (C[\varphi \circ \lambda], \mathcal{W}_{\varphi \circ \lambda}) \xrightarrow{\lambda} (A[\varphi], \mathcal{W}_\varphi) \to 0 \right] \]

in \(\text{SMod}_F\). The Cassels–Tate pairing for \(E\) takes the form

\[ \text{CTP}_E: \text{Sel}^\varphi A \times \text{Sel}^{\lambda^\vee} A^\vee \to \mathbb{Q}/\mathbb{Z}, \]

and the pairing’s kernels are

\[ \lambda \left( \text{Sel}^{\varphi \circ \lambda} C \right) \quad \text{and} \quad \varphi^\vee \left( \text{Sel}^{\lambda^\vee \circ \varphi^\vee} B^\vee \right). \]
This pairing is just the one induced by the specialization of the classical pairing to \( \mathbb{I}(A)[\varphi] \) and \( \mathbb{I}(A^\vee)[\lambda^*] \). For \( A/K \) an elliptic curve over a number field, the kernels of this pairing were first calculated in [5, Theorem 3].

An advantage of using this incarnation of the classical Cassels–Tate pairing is that the exact sequence \( E \) may be simpler than any of the sequences

\[
0 \to (A[n], \mathcal{W}_n) \to (A[n^2], \mathcal{W}_n^2) \to (A[n], \mathcal{W}_n) \to 0
\]

we might otherwise use to calculate the Cassels–Tate pairing. This is particularly clear in the case that \( E \) splits as an exact sequence of \( G_F \)-modules, where the Cassels–Tate pairing takes a particularly simple form (see Definition 6.2). This observation plays a major role in work of McCallum [12], who considered the Cassels–Tate for isogeny Selmer groups as above in the case where \( \lambda \) and \( \varphi \) are both endomorphisms of \( A \).

6.2. Split exact sequences and local pairings. Suppose we have an exact sequence

\[
E = \left[ 0 \to (M_1, \mathcal{W}_1) \xrightarrow{\iota} (M, \mathcal{W}) \xrightarrow{\pi} (M_2, \mathcal{W}_2) \to 0 \right]
\]

in \( \text{SMod}_F \). If this sequence is isomorphic to the split exact sequence

\[
0 \to (M_1, \mathcal{W}_1) \longrightarrow (M_1 \oplus M_2, \mathcal{W}_1 \oplus \mathcal{W}_2) \longrightarrow (M_2, \mathcal{W}_2) \to 0
\]

then the resulting Cassels–Tate pairing is trivial. However, it is possible that the underlying sequence of \( G_F \)-modules is split, but the local conditions are such that the resulting pairing is non-trivial. In this situation, the Cassels–Tate pairing factors through a purely local pairing, as we now explain. An instance of this phenomenon for the Cassels–Tate pairing associated to an abelian variety appears in work of McCallum [12].

**Definition 6.2.** Given an exact sequence \( E \) in \( \text{SMod}_F \) as in (6.1), suppose we have a \( G_F \)-equivariant homomorphism

\[
s: M_2 \to M
\]

giving a section to \( \pi \) in the category of \( G_F \)-modules. We can then define a local pairing

\[
\text{LP}_{E,s}: \mathcal{W}_2 \otimes \mathcal{W}_1^\perp \to \mathbb{Q}/\mathbb{Z}
\]

as follows. Given tuples \( \phi = (\phi_v)_v \in \mathcal{W}_2 \) and \( \psi = (\psi_v)_v \in \mathcal{W}_1^\perp \), choose \( (\phi_v,M)_v \in \mathcal{W} \)
so \( \phi_v = \pi(\phi_v,M) \) for all places \( v \) of \( F \). We then define

\[
\text{LP}_{E,s}(\phi, \psi) = \sum_v \text{inv}_v \left( \iota^{-1}(s \circ \phi_v - \phi_v,M) \cup M_1, \psi_v \right).
\]

Given instead global elements \( \phi \) in \( \text{Sel} M_2 \) and \( \psi \) in \( \text{Sel} M_1^\vee \), we then have

\[
\text{CTP}_E(\phi, \psi) = \text{LP}_{E,s}(\text{res}_{G_v} \phi)_v, (\text{res}_{G_v} \psi)_v),
\]

as can be verified directly from Definition 3.2.

By non-degeneracy of the local Tate pairings (3.1), one sees that the left kernel of \( \text{LP}_{E,s} \) is equal to \( \mathcal{W}_2 \cap s^{-1}(\mathcal{W}) \), so that this pairing measures the failure of \( s \) to map \( \mathcal{W}_2 \) into \( \mathcal{W} \). In this simple case, the Cassels–Tate pairing only encodes these local lifting questions.
6.3. Sums of local conditions. The following special case of LP plays an essential role in Mazur–Rubin’s proof of [11] Proposition 1.3. A certain case of this construction also appears in work of Howard [8, Lemma 1.5.6].

Suppose we have objects \((M, \mathcal{W}_a)\) and \((M, \mathcal{W}_b)\) in SMod\(_F\). We have an exact sequence

\[
E = \left[ 0 \rightarrow (M, \mathcal{W}_a \cap \mathcal{W}_b) \xrightarrow{\Delta} (M \oplus M, \mathcal{W}_a \oplus \mathcal{W}_b) \rightarrow (M, \mathcal{W}_a + \mathcal{W}_b) \rightarrow 0 \right]
\]

in SMod\(_F\). Here the first map sends \(m\) to \((m, m)\) and the second map sends \((m_a, m_b)\) to \(m_a - m_b\) for any \(m, m_a\) and \(m_b\) in \(M\). The Cassels–Tate pairing then gives a non-degenerate pairing

\[
\text{CTP}_E : \text{Sel}(M, \mathcal{W}_a + \mathcal{W}_b) \times \text{Sel}(M^\vee, \mathcal{W}_a^\perp + \mathcal{W}_b^\perp) \rightarrow \mathbb{Q}/\mathbb{Z}
\]

with left and right kernels

\[
\text{Sel}(M, \mathcal{W}_a) + \text{Sel}(M, \mathcal{W}_b) \quad \text{and} \quad \text{Sel}(M^\vee, \mathcal{W}_a^\perp) + \text{Sel}(M^\vee, \mathcal{W}_b^\perp),
\]

respectively.

As a sequence of \(G_F\)-modules, \((6.4)\) is a split extension, with the map \(s : M \rightarrow M \oplus M\) defined by \(s(m) = (m, 0)\) giving a splitting. So CTP\(_E\) is equal to the pairing LP\(_E,s\) defined above. Concretely, suppose we have \(\phi \in \text{Sel} M\) and \(\psi \in \text{Sel} M^\vee\), and choose decompositions

\[
\begin{align*}
(res_G\phi)_v &= (\phi_{va} + \phi_{vb})_v \quad \text{with} \quad (\phi_{va})_v \in \mathcal{W}_a, \quad (\phi_{vb})_v \in \mathcal{W}_b, \\
(res_G\psi)_v &= (\psi_{va} + \psi_{vb})_v \quad \text{with} \quad (\psi_{va})_v \in \mathcal{W}_a^\perp, \quad (\psi_{vb})_v \in \mathcal{W}_b^\perp.
\end{align*}
\]

Then, per \((6.3)\), the Cassels–Tate pairing for \((6.4)\) takes the explicit form

\[
\text{CTP}_E(\phi, \psi) = \sum_v \text{inv}_v ((\phi_{vb})_v \cup_M (\psi_{va} + \psi_{vb})) = \sum_v \text{inv}_v ((\phi_{vb})_v \cup_M (\psi_{va})),
\]

with the last equality following since \((\phi_{vb})_v\) and \((\psi_{vb})_v\) are orthogonal.

6.3.1. Alternating pairings from sums of local conditions. Continuing the above example, suppose there is a \(G_F\)-equivariant isomorphism \(f : M \sim \rightarrow M^\vee\) that satisfies \(f(\mathcal{W}_a) = \mathcal{W}_a^\perp\) and \(f(\mathcal{W}_b) = \mathcal{W}_b^\perp\), so we have isomorphisms

\[
f : (M, \mathcal{W}_a) \sim \rightarrow (M, \mathcal{W}_a^\vee) \quad \text{and} \quad (M, \mathcal{W}_b) \sim \rightarrow (M, \mathcal{W}_b^\vee)
\]

in SMod\(_F\). We then have a diagram

\[
\begin{array}{ccccccccc}
0 & \rightarrow & (M, \mathcal{W}_a \cap \mathcal{W}_b) & \rightarrow & (M \oplus M, \mathcal{W}_a \oplus \mathcal{W}_b) & \rightarrow & (M, \mathcal{W}_a + \mathcal{W}_b) & \rightarrow & 0 \\
\downarrow f & & \downarrow (f, -f) & & \downarrow -f \\
0 & \rightarrow & (M, \mathcal{W}_a + \mathcal{W}_b)^\vee & \rightarrow & (M^\vee \oplus M^\vee, \mathcal{W}_a^\perp \oplus \mathcal{W}_b^\perp) & \rightarrow & (M, \mathcal{W}_a \cap \mathcal{W}_b)^\vee & \rightarrow & 0
\end{array}
\]
giving an isomorphism of the short exact sequences \( E \) and \( E^\vee \) in \( \text{SMod}_F \). Combining
naturality with the duality identity, we find that the resulting perfect pairing
\[
\text{CTP}_E(-, f(-)) : \frac{\text{Sel}(M, \mathcal{W}_a + \mathcal{W}_b)}{\text{Sel}(M, \mathcal{W}_a) + \text{Sel}(M, \mathcal{W}_b)} \times \frac{\text{Sel}(M, \mathcal{W}_a + \mathcal{W}_b)}{\text{Sel}(M, \mathcal{W}_a) + \text{Sel}(M, \mathcal{W}_b)} \to \mathbb{Q}/\mathbb{Z}
\]
is antisymmetric.

Suppose now that \( f \) is associated to some theta group \( \mathcal{H} \) sitting in the sequence
\[
0 \to (F^*)^\times \xrightarrow{\iota_H} \mathcal{H} \xrightarrow{\pi_H} M \to 0,
\]
and suppose that \( \mathcal{W}_a \) and \( \mathcal{W}_b \) are isotropic with respect to this theta group. We can
construct a theta group over \( M \oplus M \) as the quotient
\[
\mathcal{H}_0 = \mathcal{H} \times \mathcal{H} / \{(\iota_H(\alpha), \iota_H(\alpha)) : \alpha \in (F^*)^\times\},
\]
with the map from \( (F^*)^\times \to \mathcal{H}_0 \) corresponding to the assignment \( \alpha \mapsto (\iota(\alpha), 0) \), and with the map \( \mathcal{H}_0 \to M \oplus M \) corresponding to \( (\pi_H, \pi_H) \).

The local conditions \( \mathcal{W}_a \oplus \mathcal{W}_b \) are isotropic with respect to this theta group by func-
toriality. Furthermore, given a set-section \( s_H : M \to \mathcal{H} \) of \( \pi_H \), the assignment
\[
m \mapsto (s_H(m), s_H(m))
\]
defines an equivariant homomorphism from \( M \) to \( \mathcal{H}_0 \) that lifts the diagonal map from
\( M \) to \( M \oplus M \). The Poonen–Stoll class associated to \( E \) and \( \mathcal{H}_0 \) is thus trivial, and by
Theorem 5.10 the pairing \( \text{CTP}_E(-, f(-)) \) is an alternating perfect pairing on the quotient
\[
\text{Sel}(M, \mathcal{W}_a + \mathcal{W}_b) / (\text{Sel}(M, \mathcal{W}_a) + \text{Sel}(M, \mathcal{W}_b)).
\]
In this case, the quotient always has square order.

Remark 6.3. A variant of the above construction appears in Klagsbrun–Mazur–Rubin
[9, Theorem 3.9]. Taking \( M \) to be a vector space over \( \mathbb{F}_2 \), they show that the quotient
\[
\text{Sel}(M, \mathcal{W}_a + \mathcal{W}_b) / (\text{Sel}(M, \mathcal{W}_a) + \text{Sel}(M, \mathcal{W}_b))
\]
has even dimension given the existence of suitable Tate quadratic forms as defined
in [9, Definition 3.2]. In our situation, the relevant Tate quadratic forms are given by the
connecting maps \( q_{H,G_F} \) associated to the theta group \( H \) as in Notation 5.2.

If \( M \) is instead a vector space over \( \mathbb{F}_p \) with \( p \) odd, the pairing \( \text{CTP}_E(-, f(-)) \) is
automatically alternating, and (6.6) automatically has even dimension. This is the key
consequence used in the work of Howard [8] and Mazur–Rubin [11].

Remark 6.4. The fact that \( \text{CTP}_E(-, f(-)) \) is antisymmetric can also be proved as a
simple consequence of (6.5) and the graded commutativity of cup product. Similarly,
the fact that this pairing is alternating if \( f \) is the associated map to \( \mathcal{H} \) follows from (6.5),
Zarhin’s identity (5.3), and the identity
\[
\sum_v \text{inv}_v(q_{H,G_F}(\phi)) = 0,
\]
which holds for all \( \phi \) in \( H^1(G_F, M) \).
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