ABSTRACT

In this paper, we propose a simple but effective method to decode the output of Connectionist Temporal Classifier (CTC) model using a bidirectional neural language model. The bidirectional language model uses the future as well as the past information in order to predict the next output in the sequence. The proposed method based on bidirectional beam search takes advantage of the CTC greedy decoding output to represent the noisy future information. Experiments on the Librispeech dataset demonstrate the superiority of our proposed method compared to baselines using unidirectional decoding. In particular, the boost in accuracy is most apparent at the start of a sequence which is the most erroneous part for existing systems based on unidirectional decoding.

Index Terms— Bi-directional language model, Exposure bias, Connectionist temporal classification, Beam Search, Shallow Fusion

1. INTRODUCTION

In recent years, the performance of automatic speech recognition (ASR) systems have seen dramatic improvements due to the application of deep learning and the use of large-scale datasets [1–9]. In particular, there have been two strands of research pushing the state-of-the-art in this field, namely sequence-to-sequence models [10,11] and Connectionist Temporal Classifier (CTC) based methods [12,13]. This work focuses on the latter due to its simplicity and good performance.

A key challenge in implementing such method lies in the process of decoding. Since CTC-based models do not have built-in methods for decoding, the beam search strategy is often used to achieve satisfactory accuracy. This requires an external language model (LM) to provide prior information on which sequence of words are the most probable.

While both CTC and sequence-to-sequence models are able to process the whole sequence of speech data in a bidirectional manner, the traditional beam search method does not take advantage of the future information since the current prediction relies on the previous output. Although there have been attempts to take advantage of the whole sequence in the decoding process of CTC-based methods, its effectiveness has not been demonstrated in automatic speech recognition.

In this paper, we propose the bi-directional decoding method with noisy future context and training method robust to noisy context. As an ASR model, we employ the Connectionist Temporal Classification (CTC) model instead of autoregressive model because the latter is based on the label-synchronous decoding, resulting in difficulty to know which frame of speech is being decoded at each time step. However, frame-synchronous decoding makes easier.

The majority of bi-directional LMs [17,19] are designed for N-best LM rescoring with architectural advancement from LSTM-RNN to neural random field and transformer encoder. Although N-best LM rescoring can replace/be combined with our decoding method, we insist that rescoring generally underperforms shallow fusion. The former only finds the best solution among first-pass search results, while the latter can use LM score at every decoding time step of the beam search.

2. CTC GREEDY AND PREFIX BEAM SEARCH

Assume that sequence of speech representation \( x = \{x_1, \ldots, x_T\} \), corresponding sequence of labels \( y = \{y_1, \ldots, y_T\} \), and its alignment \( \pi = \{\pi_1, \ldots, \pi_T\} \) is given. The alignment sequence \( \pi \) consists of a special CTC character called blank label as well as output labels in the set of label dictionary and is mapped to an unique result label sequence by removing all blanks and repeated labels.

For each time step \( t \), the greedy decoding of the CTC model choose the most probable CTC output label using the probability \( P(\pi_t|\mathbf{x}) \), namely

\[
\pi^* = \text{argmax}_\pi \prod_t P(\pi_t|\mathbf{x}) \tag{1}
\]

Greedy decoding ends with having actual label sequence by being mapped to \( B \), \( y^* = B(\pi^*) \). Greedy decoding is not able to get the most probable output sequence since it does assume that the probability of the sequence is independent for every frame. However it can be done very simply and quickly because the only thing have to do is find the most probable output label \( \text{argmax}_{\pi_t} P(\pi_t|\mathbf{x}) \) for each time step \( t \).

Other than greedy decoding, we can efficiently calculate the probabilities of successive extensions of each every labelling prefix with prefix search decoding [12]. However, in full prefix search the maximum number of prefixes expands grows exponentially as input sequence length gets longer. For that reason, prefix search decoding should be done with beam search decoding, which limits the size of extensions for each search step.

The CTC model is based on conditional independence assumption, therefore decoding often require an external language model to utilize dependency between outputs during decoding. Assume that we have an external language model which models the probability \( P(y_t|y_{t-1}, \ldots, y_1) \). CTC beam search can be done for a certain beam width \( B \) by finding \( B \) most probable candidates in each time step \( t \). We should find the optimal CTC label sequence \( \hat{y} = B(\pi) \) such that

\[
\text{argmax}_\pi \prod_t P_{\text{AM}}(\pi_t|\mathbf{x}) P_{\text{LM}}(y_t|B(\pi_{1:t-1})) \tag{2}
\]

where \( P_{\text{AM}} \) is CTC probability, \( P_{\text{LM}} \) is language model probability, \( y_t \) is an output label of CTC label and \( \alpha \) is hyperparameter controlling the effect of language model. For each time step \( t \), get \( B \) most probable beams based on the probability \( \tau \) and proceed to next time step with \( B \) beams.
As described in Fig. 1, while decoding through time, greedy decoding we get two hidden states each, where

\[ h_t = f_y(y_t | h_{t-1}) \]

Then we can predict the next output token with both forward language context from the future information.

Assume that bi-directional context including future information is given. Then we can predict the next output token with both forward language context from the future information.

\[ h_t = f_y(y_t | h_{t-1} \& h_{t-1}) \]

where \( h_t \) represents the forward language model and \( h_{t-1} \) represents the backward language model respectively Fig. 1(a).

Bidirectional language model can be realized by Transformer as well as RNN with considering \( h_t \) as memory in Transformer. We have used both LSTM and Transformer-XL to train bidirectional language model. It needs two input sequences, forward sequence for the past text and backward sequence for the future text. Putting into two input sequences, we get two hidden states each, \( h_t \) and \( h_{t-1} \) from bidirectional language model. \( h_t \) can be obtained by adding these two hidden states and it will be used to calculate final probability vector.

### 3.1. Bidirectional Language Model

Assume that bi-directional context including future information is given. Then we can predict the next output token with both forward language model from the past information and backward language model from the future information with the following:

\[ P(y_t | y_1, \ldots, y_{t-1}, y_{t+1}, \ldots, y_T) = f_y(y_t | h_t) \]

\[ = f_y(y_t | h_t + h_{t-1}) \]

where \( h_t = f_y(y_t | h_{t-1} \& h_{t-1}) \) represents the forward language model and \( h_{t+1} = f_y(y_t | h_t + h_{t+1}) \) represents the backward language model respectively Fig. 2(a).

3.2. CTC Decoding with Bidirectional Language Model

As described in Fig. 2 while decoding through the time, greedy decoding result provides noisy future context for backward language model. In Fig. 1, for greedy decoding result \( \hat{\pi} \), we may take \( B(\hat{\pi}_{t+1}) \) as the future sequence for a certain time step \( t \). Therefore in order to decode CTC with bidirectional beam search, we find the optimal output sequence \( \hat{\pi} = B(\hat{\pi}) \) such that

\[ \hat{\pi} = \arg \max_{\pi} \prod_{t} P_{\text{LM}}(\pi_t | x) \]

\[ \times P_{\text{CTC}}(y_{t+1} | B(\pi_{t+1}), B(\pi_{t+1}))^{\alpha} \]

where \( \alpha \) is the hyper-parameter controlling the effect of the language model to the final decoding and the second term of product can be evaluated as stated in Fig. 2.

With such bidirectional beam search, we may expect the decoding to get more valuable semantic information from the future sequence \( B(\hat{\pi}_{t+1}) \) helpful to predict next label output. Beam search with unidirectional language model can be relatively inaccurate at the start of the sentence because there are not much context for language model at the front part. Bidirectional language model having context from both front and back would be more grounded on support for the backward context from the future information.

### 3.3. Future Exposure Bias

The well known exposure bias problem implies that the model is exposed only on ground-truth context, while not exposed to predicted context. Both forward and backward language model (FWLM, BWLM) affect from this exposure bias problem due to its autoregressive nature. Especially the BWLM employ noisy context given from greedy decoding, where noisy context cannot be trivially obtainable from text corpus. To simulate noisy context given from CTC greedy decoding, we propose two data augmentation methods.

- **3.3.1. Future Shift**

For backward language model, exposure bias in the immediate future input can cause critical problem in predicting the next output. In order to mitigate this problem, we have to train the backward part in the bidirectional language model with a future shift \( \tau \in \mathbb{Z} \) so that there should be only effect of future sequence \( y_{t+\tau} \) where \( y_{t+\tau} = B(\pi_{t+\tau}) \) on predicting \( y_t \). If \( \tau = 0 \), there is no shift in future and it means this backward may suffer from exposure bias problem. To achieve the expected result, backward language model should be trained and decoded with a future shift \( \tau \). Fig. 3(b) shows how to make shift on future context.

- **3.3.2. Random Noise In Future**

To further minimize the difference between training data and real data, we simulate noisy greedy decoding to be used in training backward language model. Greedy decoding could make three kinds of errors: insertion, deletion and substitution. Substitution error can be simulated by simply changing the input of a certain step, \( y_t \) into some other random input \( y_t' \). Simulating insertion and deletion is more complicated as both insertion and deletion break the alignment between the future sequence and input sequence. Fig. 3(c),(d) shows how to align future sequence with random noises when the bidirectional LM is trained.

### 4. EXPERIMENTS

#### 4.1. Dataset

The CTC is trained over the LibriSpeech dataset [21] which contains 960 hours of speech data of reading books. The models are tested over two different datasets; dev-clean and test-clean which have 5.4 hours respectively. We used a character-level dictionary consisting of 48 tokens including special tokens such as unknown, start of sentence, end of sentence and other special characters. Every model is trained on a single NVIDIA V100 GPU.

The external bidirectional language model is trained on every train corpus consisting of about 280,000 sentences. Sentences shorter than 10 letters and consisting of almost non-alphabet characters have been removed.

#### 4.2. Acoustic Model

The 161-dimensional log spectrogram is used as the input of the CTC model. Two convolutional layers are used to compress the information of the log spectrogram on the temporal dimension. Four bidirectional LSTM layers with 2048 hidden nodes are used for acoustic information analysis. Then, one fully connected layer is used to compute the probability of each token from the output of the LSTM layers. The dimension of the final output vector of the CTC model is 49, which is one greater than the number of tokens because the CTC model should compute the probability of the blank label.
4.3. Language Model

We used both LSTM and Transformer-XL in order to train bidirectional language model described in Section 5.2. We used 6 LSTM layers with implementation details following AWD-LSTM [22]. For Transformer-XL there are 6 Transformer decoder layers with memory-augmented hidden states for previous hidden states in auto-regressive decoding. Every hidden state has 1024-dimensional vector for each layer.

There are two training parameters for bidirectional language model: future shift $\tau$ and random noise proportion $\epsilon$. We have experimented for $\tau = 1, 2, 3$. Another training parameter is $\epsilon$ controlling the random noise density in future sequence. We assume that the proportion of noise has to follow the actual error rate occurred in greedy decoding. Since the character error rate (CER) of CTC greedy decoding turned out around 5%, we tried to set $\epsilon$ to be 0.05; 5 percents out of all characters in a sequence is set to be random noise proportion. We have experimented for $\tau = 1$; $\epsilon = 0.05$; 5 percents out of all characters in a sequence is set to be random noise proportion.

For normalization with respect to the length due to the bias for shorter utterances. We are going to compare following the statistics of the greedy result Table 1. We are going to compare between the one with these modeling structure and the other without it.

```
| type      | dev-clean | test-clean |
|-----------|-----------|------------|
| insertion | 43.2%     | 45.6%      |
| deletion  | 22.7%     | 21.9%      |
| substitution | 34.1%    | 32.5%      |
```

Table 1: Error types proportion in greedy decoding

4.4. Beam Search

CTC prefix beam search finds the best $B$ beams for each time step $t$ with the score

$$\text{score}(y) = \sum_t \left\{ \log P_{\text{CTC}}(y_t | X) \right\} + \alpha \log P_{\text{LM}}(y_t | y_{t-1}) + \beta |y|$$

(5)

where $\alpha$ is the language model weight and $\beta$ is for the length reward for normalization with respect to the length due to the bias for shorter utterances.

For all experiments, we set $B = 20$, $\alpha = 1$, $\beta = 2$ since we are looking for the effect of bidirectional decoding, not finding the optimal parameters.

Detailed algorithm is described in Algorithm 1. First, we get the greedy decoding result $y_{1:T_y}$. Using it, we are able to obtain hidden states of backward language model for each $t$. These hidden states are cached and used for the bidirectional language model through time. For time $t$, we should get $t^*$ in line 10, the earliest time step after time $t$ having non-blank greedy output. With $t^*$ we can determine which part we are going to use among the backward hidden states. Depending on the future shift parameter $\tau$, $h_{t^*+\tau}$ would be used as a backward hidden state. With forward hidden state $h_{t^*}$, language model score $p^m$, $V$-dimensional vector having probability for each output label, can be calculated. By regular CTC prefix search algorithm (CTC_PREFIX_SEARCH) [12], $p^\text{total}$ is obtained, where the second argument of CTC_PREFIX_SEARCH is to be added to the non-blank probability in this function. With pruning beams over $\delta$, picking $B$ best beams based on the score $p^\text{total}$ for the next time step. The inference of backward language model is done just once with greedy decoding result, there is not much difference in amount of total calculation.

Algorithm 1 Bidirectional CTC beam search

**Require:** $B$: Beam Width, $V$: Vocab Size, $\tau$: future shift, $\delta$: Beam Threshold, $\alpha$: language model weight, $\beta$: length reward

1. $y^{1:T_y} \leftarrow B(\pi_1^{1:T_y})$ (Greedy Decoding)
2. $h_{T_y} \leftarrow 0$
3. for $t = T_y - 1$ to 0 do
   4. $h_t \leftarrow \sum_{b=1}^{B} \delta x_{y_t} | \pi_b^t$
   5. end for
6. $h_0 \leftarrow 0$
7. $B \leftarrow \{s | s \neq \text{<blank>}, h_0^s \geq h_0\}$
8. for $t = 1$ to $T_y$ do
   9. $p^{lm} \leftarrow \log P_{\text{LM}}(y_t | X)$
10. for $b = 1$ to $|B|$ do
11. $y^b \leftarrow B[b]$
12. $h^b_t \leftarrow \sum_{x \in B[b]} \delta x | h_{t-1}^x$
13. $p^{\text{total}} \leftarrow \text{CTC_PREFIX_SEARCH}(p^{lm}, \alpha p^m, \beta |y^b|)$
14. if $p^{\text{total}} > \delta$ then
15. $B \leftarrow \{x | F_{\text{top}}(\hat{B})\}$
16. end if
17. end for
18. $\hat{B} \leftarrow \text{top} B$ beams in $B$
19. Reorder $h_t^\hat{B}$ according to $\hat{B}$
20. end for
21. $B \leftarrow \text{top} B$ beams in $\hat{B}$
22. $\hat{B} \leftarrow \text{top} B$ beams in $\hat{B}$
23. Reorder $h_t^\hat{B}$ according to $\hat{B}$
24. end for

5. RESULTS

5.1. Perplexity

In this section, we show the improvement of perplexity of the bidirectional language model compared to the unidirectional language model. We trained both LSTM and Transformer-XL varying the hyper-parameter...
As we can see in Table 2 compared to the result of unidirectional language model, bidirectional LM has improved the model performance significantly for both LSTM and Transformer-XL based on the perplexity measure. This improvement is quite obvious since predicting with future information is surely more helpful than without it as well as future information is guaranteed to be perfect. Similarly, closer the information is, the more helpful it is because closer future is more related. Therefore smaller $\tau$ makes the results more accurate. However, like we explained in [4,3] smaller value of $\tau$ also increases the risk of inaccurate result from incorrect future information.

| model       | LSTM   | T-XL   |
|-------------|--------|--------|
| dataset     | dev    | test   | dev    | test   |
| uni         | 5.811  | 5.745  | 5.539  | 5.505  |
| $\tau=1$    | 2.711  | 2.676  | 2.451  | 2.245  |
| $\tau=2$    | 4.327  | 4.281  | 3.409  | 3.214  |
| $\tau=3$    | 5.351  | 5.171  | 4.564  | 4.452  |

Table 2: Perplexity of Language Models

5.2. Decoding Results

Table 3 shows that for both datasets, bidirectional decoding is quite effective. However, we speculate that the direct future information gives side effects as we anticipated in advance, for observing the CER result of the case $\tau=1$. For LSTM $\tau=2$ seems to be optimal whereas $\tau=3$ for Transformer-XL. Furthermore, the best performance is obtained both for LSTM and Transformer-XL with adding random noise to greedy result during training with ratio of $\epsilon=0.05$. We note that the purpose of our experiment is to prove the effectiveness of the proposed bidirectional decoding. Therefore, the mentioned $\tau$ and $\epsilon$ value may not be optimal. More experiments should be conducted in future to find out the generally optimal hyper-parameters.

| LM        | LSTM   | T-XL   |
|-----------|--------|--------|
| dataset   | dev    | test   | dev    | test   |
| greedy    | 5.30   | 5.22   | 5.31   | 5.22   |
| uni       | 4.56   | 4.48   | 4.37   | 4.12   |
| $\tau=1$  | 5.15   | 5.02   | 4.90   | 4.77   |
| $\tau=2$  | 4.40   | 4.23   | 4.29   | 4.12   |
| $\tau=3$  | 4.51   | 4.31   | 4.22   | 4.05   |
| $\tau=2$, $\epsilon=0.05$ | 4.38  | 4.21   | 4.24   | 4.07   |
| $\tau=3$, $\epsilon=0.05$ | 4.46   | 4.28   | 4.17   | 4.02   |

Table 3: Character Error Rate(CER) on LibriSpeech dev-clean and test-clean dataset for greedy search decoding, unidirectional beam search, and bidirectional beam search with $\tau=1,2,3$ and $\epsilon=0.05$.

5.3. Relative Error Position

In order to further analyse the effectiveness of the proposed method, we visualized the statistics of the relative error position as a histogram in Fig. 3. As shown in the figure, the unidirectional decoding shows obviously poorer performance at the beginning of the sentence, which coincides with the analysis in [32]. On the contrary, bidirectional decoding shows relatively uniform distribution through all relative positions, implying that the proposed bidirectional decoding outperforms unidirectional one in overall error rates. Enhancement gets the maximum at the front 10% of the sequence, implying that the bidirectional decoding is especially good at correcting errors located in the front part.

![Fig. 3: Histogram of relative positions where each error has occurred in test-clean with Transformer-XL model and $\tau=3$: x-axis represents the relative position of every error part of the recognition results. 0 means the beginning of the speech and 1 means the end of the speech. y-axis shows the total count of errors for each bin. Yellow line implies the improvement from unidirectional to bidirectional.](image)

Table 4: These examples show that bidirectional decoding uses future information when necessary. In these cases, it is actually very hard to get the right text without seeing the future information as in unidirectional decoding.

| unidirectional | bidirectional |
|----------------|----------------|
| sneak squeak   | squeak squeak  |
| tuesday august eighteenth | tuesday squeak |
| i name nine others and said | i named nine others and said |

Table 4: These examples show that bidirectional decoding uses future information when necessary. In these cases, it is actually very hard to get the right text without seeing the future information as in unidirectional decoding.

6. CONCLUSIONS

In this paper, we proposed new decoding method for CTC speech recognition model with language model trained bidirectionally. Bidirectional language model can be obtained by traditional unidirectional language model and backward language model for taking advantage of future information, for which greedy decoding result is used. With several experiments, we have demonstrated that the proposed method helps for decoding the front part of the speech compared to unidirectional decoding. Furthermore, we have alleviated future exposure bias problem by future shift and random noise. As a future work, we could apply bidirectional decoding to transducer-based model [23–25] or label-synchronous attention-based decoder [10,26].
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