Inspection System for Vehicle Headlight Defects Based on Convolutional Neural Network
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Abstract: This paper proposes a method to detect the defects in the region of interest (ROI) based on a convolutional neural network (CNN) after alignment (position and rotation calibration) of a manufacturer’s headlights to determine whether the vehicle headlights are defective. The results were compared with an existing method for distinguishing defects among the previously proposed methods. One hundred original headlight images were acquired for each of the two vehicle types for the purpose of this experiment, and 20,000 high quality images and 20,000 defective images were obtained by applying the position and rotation transformation to the original images. It was found that the method proposed in this paper demonstrated a performance improvement of more than 0.1569 (15.69% on average) as compared to the existing method.
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1. Introduction

Manufacturing systems are progressing with the advancements in the industry. The core technologies used in manufacturing systems can be classified into machine vision technology, industrial robot control technology, industrial PC technology, programmable logic controller (PLC) technology, and sensor technology. Among them, machine vision technology is thought to be an important technology, able to either reduce production costs or improve productivity [1–6]. In this paper, we adopt machine vision technology to detect incorrect parts (called defects) occurring during the assembly process.

The parts assembly process is an important factor in lowering the defect rate of finished products because, if a defective part is used in a finished product, it is seen as a defect of the finished product rather than as a defect of the part itself. The defect rate may be affected by a worker’s ability and work environment since the worker determines the inputs and assembles the components of the part. Consequently, the defect rate may decrease if the product is assembled by a skilled worker. As such, automation is also a crucial factor in reducing the defect rate of finished products during the assembly process [7,8].

Machine vision technology can be classified into two categories based on “after” and “before” parts production. The first is a technology to detect defects after parts production, and the second is a technology to classify components of production parts for the purpose of improving the work efficiency of workers before parts production. One of the technologies used in both categories is alignment calibration technology. Although it is a technology that senses the angle and position of a product by using a mark engraved on it or a unique pattern on the product itself, there are cases in which unique patterns and marks cannot be used, owing to the structural characteristics of the production parts (such as automotive parts).
Accuracy and processing speed are important factors in the process of automotive parts classification. Accuracy refers to a metric showing how well the system distinguishes the vehicle type by extracting features after calibrating the alignment of the input parts. The processing speed is the time required to distinguish the vehicle type. In this context, this paper proposes a method for classifying vehicle types by measuring the size of the parts after calibrating their alignment and after improving the processing speed of vehicle classification by applying CPU-based parallel processing. In addition, this paper proposes a method to distinguish defects based on a convolutional neural network (CNN) for accuracy.

Conventional alignment calibration techniques include a line detection method [9], an integral histogram method [10,11], and a projection-based integral histogram method [1]. The line detection method calibrates the alignment of a part by detecting a line, which is a characteristic of the part. Although alignment can be quickly calibrated using a line of the part when there is a straight line in a section of an image, there may be alignment errors in the case of vehicle headlights because they are configured with curved surfaces. Consequently, processing time and costs may increase. The integral histogram method detects marks, such as circles and crosses, by applying integral, histogram-based template matching. In this method, good detection performance cannot be expected if there is no mark on the part. Although improved integral histogram methods incorporate a projection-based integral histogram method, a unique pattern cannot be used because of the characteristics of vehicle headlight parts. These conventional techniques are difficult to apply for vehicle headlights and, thus, in this paper, a new alignment calibration technique using a major axis of an object is used.

To detect incorrect parts of an input headlight, after calibrating their alignment, the system distinguishes the vehicle type, which requires a quick processing time. To complete this, in this paper, a method for distinguishing vehicle types by the size of the parts is proposed, where its processing speed is improved by applying CPU-based parallel processing. In addition, this paper proposes a method to determine defect or not based on a convolutional neural network (CNN) for accuracy improvement. The proposed method is similar to the method of [12] where the existence of a defect or lack thereof is judged by the similarity (correlation coefficient, etc.) of an inspection target with the template image. The criteria for determining defect or not is defined by the operator in [12]. However, in this paper, the classification model is automatically illustrated from raw images by VGG19, which is a convolutional neural network. This means the system does not need to define a similar measurement and its threshold manually.

The structure of this paper is as follows. Section 2 explains the overall system structure of the technology applied. Section 3 describes the proposed vehicle part alignment calibration and the CNN-based defect detection method. Section 4 discusses the experimental results on the defect detection performance between the proposed method and the existing method, and Section 5 concludes this paper.

2. System Configuration

The traditional work environment for manufacturing a conventional vehicle headlight is shown in Figure 1a. It is an environment in which several workers assemble two or more headlight parts in one conveyor system. The worker determines the vehicle type of the headlight and selects the parts to be assembled. However, in the case of some parts, the structure of the headlights is similar, as shown in Figure 1b,c, which may result in errors in the assembly process.
The method proposed in this paper automatically determines the defects for different types of parts, as shown in Figure 2. The alignment is calibrated by extracting the features of the vehicle headlight when the vehicle headlight is first input to the system, and whether the headlight is defective or not is determined based on the CNN after detecting the region of interest (ROI).

The classifier system for different part types consists of an inspector module, PLC module, inspection lighting module, and camera module. The functions of each part type are as follows.

- **Inspection lighting module**: This module controls the amount of light for image shooting when a vehicle headlight is input into the inspection region. It is controlled by the inspector module.
- **Camera module**: When a vehicle headlight is input into the inspection region for detecting defects, the part is photographed by the camera module and the captured image is transmitted to the inspector module.
- **Inspector module**: The inspector module receives vehicle headlight images from the camera module, detects defects in the headlight area of the received images, and transmits information on the presence of defects to the PLC.
• **PLC module**: The PLC module receives information regarding the presence of defective vehicle headlights from the inspector module and classifies vehicle headlights as superior or inferior based on the presence of defects.

3. Method for Detecting Defective Vehicle Headlight Parts

In order to judge the defect, the recipe must be saved by executing the system first. The recipe (information on inspection regions, camera settings, lighting brightness settings, and so on) of a vehicle type is saved by the recipe save module in Figure 3 after executing the start module, which checks the status of the equipment in terms of system operation and sets the motor’s default position. After saving the recipe, the system is run again to perform the defect determination process. In this process, the start module is executed first through which a vehicle model (or type) for inspection is determined and then the motor is moved to the inspection position of the vehicle type. Then, some values for the camera and the light settings are loaded from the recipe load module and transferred. Afterward, the defect is judged by the normal operation module. The normal operation module is a module related to the actual model classification and inspection, which returns the inspection result and stores it for a history search in the database.

![Figure 3. Program structure.](image-url)

The proposed method for detecting whether headlight components are defective is comprised of two processes. The first process is the inspection reference information setting process, which sets the inspection region (ROI) after position calibration of the acquired image. The structure of a vehicle headlight is different for each vehicle type, and the position, number, and size of the inspection regions are different. Therefore, in the first process, the worker designates the position and size of the part to be inspected and saves the position and size of the inspected region in the database. The second process determines the presence of defects within ROIs based on the CNN after position calibration of the acquired image, as shown in Figure 4.
Figure 4. Structure of the defect checker module.

3.1. Alignment Calibration Using Major Axis Coordinates (Step 1)

The processing of the major axis coordinate search step for alignment calibration consists of a total of four steps. The first step is the likelihood-based color model transformation used in the particle filter [13–15]. The second step is the object acquisition, object hole removal, and object major axis coordinate search. The third step is the translation and rotation transformation. Finally, the fourth step is the obtainment of ROIs using the major axis of the object.

3.1.1. Likelihood-Based Color Model Transformation

When a vehicle headlight image is captured using the inspection lighting (Figure 5a), there is a shadow due to the structure of the headlight. Thus, the color distribution in the histogram is skewed to one side (Figure 5d) when binarization is performed based on the gray-scale image [16]. Consequently, the interval to be set as the threshold value narrows (Figure 5d ①). Moreover, three threshold values need to be selected when using the hue-saturation-value (HSV) model in order to minimize the influence of light. Only one threshold can be used instead of three since the likelihood and normalization are applied after changing the red-green-blue (RGB) model to the HSV model to minimize the influence of light. As such, a wider threshold setting interval than the gray-scale, image-based setting interval should be used in the proposed method.

Figure 5. Cont.
3.1.3. Image Translation and Rotation

Figure 5. Comparison of a likelihood-based color model image with a gray-scale color model image.

The applied likelihood is shown in Equation (1). The likelihood value is calculated using the HSV value of the sampling coordinate and the HSV value of the input image. Normalization is applied by employing Equation (2) after calculating the likelihood value. The result of this step is shown in Figure 5c, and the threshold setting interval is shown in Figure 5e.

\[
L(d) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{d^2}{2\sigma^2} \right), \tag{1}
\]
\[
d = \sqrt{(h_s - h_i)^2 + (s_s - s_i)^2 + (v_s - v_i)^2},
\]
\[
L(y, x) = \frac{L(h, w) - \text{MIN}}{\text{MAX} - \text{MIN}},
\]
\[
\text{MIN} = \min[L(1, 1) \ldots L(h, w)],
\]
\[
\text{MAX} = \max[L(1, 1) \ldots L(h, w)].
\]

where \(L(d)\) denotes the likelihood result value of the pixel, \(h_s\) denotes the hue value of the sampling coordinate \(s\), \(h_i\) denotes the hue value of the image coordinate \(i\), \(L(y, x)\) denotes the normalized value of the image coordinate \((y, x)\), and \((h, w)\) denotes the height \(h\) and width \(w\) of the input image.

3.1.2. Object Acquisition and Object Major Axis Coordinate Search

After binarization, the object is acquired—as shown in Figure 6b—by applying a flood fill [17] to remove the noise in the background, as shown in Figure 6a. The reference coordinates of the inspection target are required in order to apply the flood fill, and the worker inputs these directly when setting the recipe. There is an internal hole in a headlight, which needs to be removed since it may affect feature extraction. To this end, the internal hole is removed using the same method as extracting the background, and OpenMP is used to shorten the operating time.

Figure 6. Object detection.

The hole removal process is as follows, of which the result is shown in Figure 6c.

1. Object acquisition using flood fill.
2. Change the value of the image border to any value other than 0 and 1.
3, 4. Initiate parallel processing for the top and bottom. Each processor changes the current pixel value to the border value if the current pixel value is 1 and the previous pixel...
value \((h - 1, h + 1)\) is the border value. No changes are made to the pixel value if the current pixel value is 0.

5 Change the pixel value to 1 if the current pixel value is 0 or 1.

6 Obtain the final result.

In terms of the major axis coordinate search of the object, the distance from the center of the object to the coordinate of the object with left and right pixel values of 1 is calculated, as shown in Figure 7a, after calculating the center coordinate of the object using its upper left (e.g., ⓐ) and lower right (e.g., ⓑ) coordinates, as shown in Figure 7b. The left and right major axis coordinates of the object are obtained by finding the coordinates with the greatest distance value, among the calculated distances, to the left and right pixels. This process is expressed by Equations (3) and (4).

\[
\text{index}^L = \arg\max[L_1, L_2, \ldots, L_{n-1}, L_n],
\]

\[
L_n = \sqrt{(x_c - x_n)^2 + (y_c - y_n)^2},
\]

\[
\text{index}^R = \arg\max[R_1, R_2, \ldots, R_{m-1}, R_m],
\]

\[
R_m = \sqrt{(x_c - x_m)^2 + (y_c - y_m)^2}
\]

where \(\text{index}^L\) and \(\text{index}^R\) denote the left border \((L)\)/right border \((R)\) coordinates of the object, \(x_c\) and \(y_c\) denote the coordinates of the center of the object \(c\): \(x_n, y_n, x_m,\) and \(y_m\) denote the coordinates of a pixel with a value of 1 among the left-end and the right-end pixels of the object, respectively.

![Figure 7. Major axis coordinate search.](image)

\[\text{Object center coordinate} \quad \text{Major axis coordinate search}\]

3.1.3. Image Translation and Rotation

The image translation and rotation method comprise a total of three steps. The first step is the calculation of the rotation angle and the translation coordinate. The second step is the image translation transformation, and the last step is the image rotation transformation. In the first step, the translation coordinate is the distance from the center of the major axis to the image center coordinate, and the rotation angle is the angle at which the major axis will rotate. The translation coordinates are calculated by first obtaining the center coordinates \([(x_1 + x_2)/2, (y_1 + y_2)/2]\) where \((x_1, y_1)\) and \((x_2, y_2)\) are the coordinates of the left and right end points of the major axis—and then finding the difference between this central coordinate and the image central coordinate, as shown in Figure 8a. The angle \(\theta\) at which the image is to be rotated is calculated using the following equation \(\theta = \tan((y_2 - y_1)/(x_2 - x_1))\), as shown in Figure 8b.
In the second step, image translation and rotation are applied by using the rotation angle and the translation coordinate obtained in the calculation step. The image translation transformation is applied first, since—although the translation coordinate calculated earlier is affected by the image rotation when the image rotation transformation is initially applied—the rotation angle calculated earlier is not affected by the image translation when the image translation transformation is first applied. In other words, although the rotation transformation leaves the distance to the left and right unchanged after the image translation transformation, as shown in Figure 8c ① and ②, the rotation transformation is applied (as shown in Figure 8f) after employing the translation transformation (as shown in Figure 8c). This is because the distance to the left and right of the translation transformation after image rotation transformation is different (as shown in Figure 8d ① and ②).

3.1.4. ROI Designation and Acquisition

The image provided to the worker for the purpose of setting the coordinates of the ROI is not the raw image acquired from the camera, but an image from which holes have been removed after completion of the normalization process of position calibration. If an image that has not completed the normalization process is used, the position and angle may change depending on the environment in which the image is acquired, and there may be false detection problems when determining defects. To this end, this paper provides the worker with an image processed with normalization to set the inspection region.

The image from which the surrounding background has been removed is provided to the worker, as shown in Figure 9a, and the coordinates are set to the coordinates with the surrounding background removed. The ROI information is managed by grouping the start coordinates \((x, y)\) of the inspection region, the size information \((ROIx, ROIy)\) of the region, and the reference image into one set.

Since the structure of the headlights for each vehicle type is different, the location of the inspection region, the number of inspection targets, and the size of the inspection region are configured differently, as shown in Figure 9b. Therefore, the size or the number of the region and position coordinates cannot be designated identically when setting and storing the inspection region. In this study, the database and input screen are configured to individually designate and manage the inspection region information and reference images for each model.
For the purpose of detecting defects, the inspection region information for an ROI is searched and loaded from the database based on the model classification information, as shown in Figure 9c. The inspection region information contains inspection region coordinates, of which each set has a reference image, index, start coordinate, and inspection region size, and is transmitted to detect the presence of defects, where \( n \) denotes the number of inspection regions set by the worker in the inspection region coordinate setting step.

3.2. CNN-Based Training for Detecting Defects (Step 2)

The size of the ROI for detecting defects is different for each inspection region, as shown in Figure 9. Therefore, an image size conversion process is required to apply the previously proposed CNNs of various structures (ReNet-5, AlexNet, GooLeNet, REsNet, VGG19, etc. [18,19]) to an ROI image. The feature map size of the input layer of ReNet-5 is \( 32 \times 32 \) of which the depth is 1. In the case of AlexNet, the feature map size is \( 227 \times 227 \), and the depth is 3. In the cases of GooLeNett, REsNet, and VGG19, the feature map size is \( 224 \times 224 \), and the depth is 3. Therefore, the image size of the ROI needs to be changed...
to fit the input layer. In this study, VGG19 was used, and the image size of the ROI was changed to fit the input layer of VGG19, as shown in Figure 10. Among the verified CNNs, the VGG19 has the advantage of a simple structure and good performance for classification. In addition, it can be easily applied to field applications. Therefore, the VGG19 was used in this paper.

![Figure 10. VGGNet-19 structure.](image)

The detailed structure of VGG19 includes a feature size and stride of the convolution layer of $3 \times 3$ and 1, respectively, and the padding is configured to be the same as shown in Table 1, in which a CNN model for detecting defects is built, and used to detect defects in parts.

| Layer | Filter Size | Strides | Padding | Activation | Feature Map Size | Depth |
|-------|-------------|---------|---------|------------|------------------|------|
| -     | -           | -       | -       | -          | $224 \times 224$ | 3    |
| C1    | Convolution | $3 \times 3$ | 1 | same | ReLu | $224 \times 224$ | 64   |
| C2    | Convolution | $3 \times 3$ | 1 | same | ReLu | $224 \times 224$ | 64   |
| M1    | Pooling (max) | $2 \times 2$ | 2 | same | - | $112 \times 112$ | 64   |
| C3    | Convolution | $3 \times 3$ | 1 | same | ReLu | $112 \times 112$ | 128  |
| C4    | Convolution | $3 \times 3$ | 1 | same | ReLu | $112 \times 112$ | 128  |
| M2    | Pooling (max) | $2 \times 2$ | 2 | same | - | $56 \times 56$ | 128  |
| C5    | Convolution | $3 \times 3$ | 1 | same | ReLu | $56 \times 56$ | 256  |
| C6    | Convolution | $3 \times 3$ | 1 | same | ReLu | $56 \times 56$ | 256  |
| C7    | Convolution | $3 \times 3$ | 1 | same | ReLu | $56 \times 56$ | 256  |
| C8    | Convolution | $3 \times 3$ | 1 | same | ReLu | $56 \times 56$ | 256  |
| M3    | Pooling (max) | $2 \times 2$ | 2 | same | - | $28 \times 28$ | 256  |
| C9    | Convolution | $3 \times 3$ | 1 | same | ReLu | $28 \times 28$ | 512  |
| C10   | Convolution | $3 \times 3$ | 1 | same | ReLu | $28 \times 28$ | 512  |
| C11   | Convolution | $3 \times 3$ | 1 | same | ReLu | $28 \times 28$ | 512  |
| C12   | Convolution | $3 \times 3$ | 1 | same | ReLu | $28 \times 28$ | 512  |
| M4    | Pooling (max) | $2 \times 2$ | 2 | same | - | $14 \times 14$ | 512  |
| C13   | Convolution | $3 \times 3$ | 1 | same | ReLu | $14 \times 14$ | 512  |

Table 1. VGGNet-19 structure details (ReLu(Rectified Linear Unit)).
3.3. CNN-Based Defect Detection (Step 3)

It was found that the ROI position and size to be detected for defects were different depending on the vehicle type, and the ROI size was different for the same vehicle type. Therefore, the CNN model was constructed for each ROI of the vehicle type, and the presence of defects (Good = 0, NG = 1) was detected for each model, as shown in Figure 11. Finally, the vehicle headlight was determined to be good after tallying the result of each model if the sum is zero, and, as NG, if the result’s sum did not equal zero.

| Layer | Filter Size | Strides | Padding | Activation | Feature Map Size | Depth |
|-------|-------------|---------|---------|------------|-----------------|-------|
| C14   | 3 × 3       | 1       | same    | ReLu       | 14 × 14         | 512   |
| C15   | 3 × 3       | 1       | same    | ReLu       | 14 × 14         | 512   |
| C16   | 3 × 3       | 1       | same    | ReLu       | 14 × 14         | 512   |
| M5    | 2 × 2       | 2       | same    | -          | 7 × 7           | 512   |
| F1    | Full Connection | -     | -       | ReLu       | 4096            | -     |
| F2    | Full Connection | -     | -       | ReLu       | 4096            | -     |
| F3    | Full Connection | -     | -       | Softmax    | 1000            | -     |

Figure 11. CNN-based defects check module structure.

4. Experimental Section

4.1. Experimental Environment and Data Acquisition

For the purpose of this experiment, the hardware for detecting defects was constructed, as shown in Figure 12. The lighting used for image shooting was a flat LED light with a diffuser plate attached to the camera and mounted in the center. The images were acquired by placing the camera, lens, and light vertically, and shooting from above. The camera and lens specifications are summarized in Table 2. One sample was used for each of the two vehicle types during image acquisition, and 100 images were acquired for each, thereby, acquiring a total of 200 images.
Figure 12. Image shooting environment.

Table 2. Camera and lens specifications.

| Division | Camera | Division | Lens |
|----------|--------|----------|------|
| Resolution | 1624 (H) × 1234 (V) | Focal length | 8 mm |
| Sensor | Sony ICX274 | Image size | 2/3” |
| Sensor type | CCD progressive | Iris range (F-stop) | F1.4–Close |
| Sensor size | Type 1/1.8 | Focusing range | 0.12~ |
| Cell size | 4.4 × 4.4 um | Contron | Iris (manual), Focus (manual) |
| Lens mount | C-Mount | Shooting range at M.O.D. | 117.3 (H) × 88 (V) |
| Frame rate | 30.0 fps | Resolution | 120 lp/mm (center), 100 lp/mm (corner) |
| ADC | 12 Bit | Distortion | −0.6% |
| Image buffer | 32 MB | Filter thread (mm) | M27 × P0.5 |

The 100 images used to train the CNN could be said to be a small quantity of data. Hence, the ROI image for training was obtained by applying rotation and translation transformation to the image that had been aligned in step 1. The image rotation and translation transformation methods were randomly applied in the range of −5° to +5°, and −10 pixels to +10 pixels up, down, left, and right. A total of 200 high quality images and 200 defective images were secured based on one image. In other words, there were a total of 40,000 images for each vehicle type, of which 20,000 images could be said to be of high quality (Table 3). The criterion for defective and high quality was defined as high quality...
when the position was close to the ROI, as shown in Figure 13a, and, as a defect, when it was far from the ROI, as shown in Figure 13b.

Table 3. Total data set.

| Image No. (YF) | Number of Data | Image No. (HG) | Number of Data |
|----------------|----------------|----------------|----------------|
|                | High Quality | Defective     | High Quality | Defective     |
| 1              | 200          | 200            | 1            | 200           |
| 2              | 200          | 200            | 2            | 200           |
| 3              | 200          | 200            | 3            | 200           |
| ...            | ...          | ...            | ...          | ...           |
| 98             | 200          | 200            | 98           | 200           |
| 99             | 200          | 200            | 99           | 200           |
| 100            | 200          | 200            | 100          | 200           |
| Total          | 20,000       | 20,000         | Total        | 20,000        |

(a) Good quality part module. (b) Defective part module.

Figure 13. Sample of high vs. defective parts module.

4.2. CNN-Based Defect Detection Experiment and Results

The defect detection experiment based on the CNN was divided into three experiments. The first was a two-class detection experiment, the second was a three-class detection experiment, and the last was a four-class detection experiment. The two-class detection experiment was divided into three sub-experiments in which the first was a two-class classification for high quality and defects of the YF model, the second sub-experiment was a two-class classification for high quality and defects of the HG model, and the last sub-experiment was a two-class classification for the detection of HG and YF models. The three-class detection experiment was divided into two sub-experiments, in which the first sub-experiment was a three-class classification including YF defects in the HG and YF model classification, and the second sub-experiment was a three-class classification including HG defects in the HG and YF model classification. Finally, the four-class detection experiment was a four-class classification including both high quality images and defective images of the YF model as well as high quality images and defective images of the HG model as a single experiment.

As for the performance verification method for each experiment, 80% of the data were randomly used as training data and 20% of the data were used as test data (Table 4).
Table 4. Test and training dataset for the experiment.

| Experiment (E) | Sub-Experiment | Training Set | Test Set | Total Set |
|----------------|----------------|--------------|----------|-----------|
| E. 1 (2 Class) | Sub E. 1       | Class 1      | 16,000   | 4000      | 20,000    |
|                |                | Class 2      | 16,000   | 4000      | 20,000    |
|                |                | Total        | 32,000   | 8000      | 40,000    |
|                | Sub E. 2       | Class 1      | 16,000   | 4000      | 20,000    |
|                |                | Class 2      | 16,000   | 4000      | 20,000    |
|                |                | Total        | 32,000   | 8000      | 40,000    |
|                | Sub E. 3       | Class 1      | 16,000   | 4000      | 20,000    |
|                |                | Class 2      | 16,000   | 4000      | 20,000    |
|                |                | Total        | 32,000   | 8000      | 40,000    |
| E. 2 (3 Class) | Sub E. 1       | Class 1      | 16,000   | 4000      | 20,000    |
|                |                | Class 2      | 16,000   | 4000      | 20,000    |
|                |                | Class 3      | 16,000   | 4000      | 20,000    |
|                |                | Total        | 48,000   | 12,000    | 60,000    |
|                | Sub E. 2       | Class 1      | 16,000   | 4000      | 20,000    |
|                |                | Class 2      | 16,000   | 4000      | 20,000    |
|                |                | Class 3      | 16,000   | 4000      | 20,000    |
|                |                | Total        | 48,000   | 12,000    | 60,000    |
| E. 3 (4 Class) |                | Class 1      | 16,000   | 4000      | 20,000    |
|                |                | Class 2      | 16,000   | 4000      | 20,000    |
|                |                | Class 3      | 16,000   | 4000      | 20,000    |
|                |                | Class 4      | 16,000   | 4000      | 20,000    |
|                |                | Total        | 64,000   | 16,000    | 80,000    |

In the E. 1 (two-class) detection experiment, which was the first experiment, the result of Sub E. 1 showed an accuracy of 0.97(=97%) or higher (after 500 Step), regardless of the training steps for both the training set and the test set, as shown in Figure 14a. The highest accuracy in the training step was 1.00 for both the training set and the test set, and the lowest accuracy was 0.9797 for the training set and 0.9995 for the test set. The results of Sub E. 2 showed an accuracy of 0.98 or higher, as shown in Figure 14b. The highest accuracy in the training step was 1.00 for the training set and 1.00 for the test set, and the lowest accuracy was 0.9818 for the training set and 0.9946 for the test set. Finally, the result of Sub E. 3 showed an accuracy of 0.98 or higher, as shown in Figure 14c. The highest accuracy in the training step was 1.00 for the training set and 1.00 for the test set, and the lowest accuracy was 0.9848 for the training set and 1.00 for the test set.
In the E. 2 (three-class) detection experiment, which was the second experiment, the result of Sub E. 1 showed an accuracy of 0.97 or higher (after 500 steps) regardless of the training step for both the training set and the test set, as shown in Figure 15a. The highest accuracy in the training step was 1.00 for both the training set and the test set, and the lowest accuracy was 0.99717 for the training set and 0.99978 for the test set. In addition, the results of Sub E. 2 showed an accuracy of 0.9894 or higher, as shown in Figure 15b. The highest accuracy in the training step was 1.00 for the training set and 0.9999 for the test set, and the lowest accuracy was 0.9818 for the training set and 0.9946 for the test set. Finally, the result of Sub E. 3 showed an accuracy of 0.98 or higher, as shown in Figure 16a. The highest accuracy in the training step was 1.00 for both the training set and the test set, and the lowest accuracy was 0.9856 for the test set.

The result of E. 3 (4-class), which was the third experiment, showed an accuracy of 0.98 or higher (after 500 steps) regardless of the training step for both the training set and the test set, as shown in Figure 16. The highest accuracy in the training step was 1.00 for both the training set and the test set, and the lowest accuracy was 0.9909 for the training set and 0.998 for the test set.
the existing method to compare performance. The reference value to classify high quality
images and defective images are shown in Figure 17 E1S1. The proposed method
was compared with the performance of E. 1 (2-class), a two-class classification experiment
because the existing method was a two-class classification for good quality and defects, it
was compared with the performance of E. 1 (2-class), a two-class classification experiment
of the proposed method (Table 4).

For the YF model, which was the first experiment, the results of detecting high quality
images and defective images are shown in Figure 17 E1S1. The proposed method showed
a classification performance of 1.00, whereas the existing method showed a classification
performance of 0.9948 (TM_SQDIFF_NORMED). For the HG model, which was the second
experiment, the results of detecting high quality images and defective images are shown in
Figure 17 E1S2. The proposed method showed a classification performance of 1.00, whereas
the existing method showed a classification performance of 0.9363 (TM_CCORR). For the
HG and YF model detection, which was the final experiment, the results are shown in
Figure 17 E1S3 (by YF and HG). The proposed method showed a classification performance
of 1.00, whereas the existing method showed a classification performance of 0.6731 (by YF,
TM_CCORR) and 0.7683 (by HG, TM_CCORR). As shown in the results of this experiment,
the method proposed in this paper exhibited an improvement of 0.1569 (average) when compared with the existing method.

4.3. Performance Comparison between the Proposed Method and the Existing Method

To measure the objective performance of the proposed method, it was compared with
the existing method [12], with the reference image being randomly set in the same way as
the existing method to compare performance. The reference value to classify high quality
images and defects required for the existing method was set to “less defects.” In addition,
because the existing method was a two-class classification for good quality and defects, it
was compared with the performance of E. 1 (2-class), a two-class classification experiment
of the proposed method.

For the YF model, which was the first experiment, the results of detecting high quality
images and defective images are shown in Figure 17 E1S1. The proposed method showed
a classification performance of 1.00, whereas the existing method showed a classification
performance of 0.9948 (TM_SQDIFF_NORMED). For the HG model, which was the second
experiment, the results of detecting high quality images and defective images are shown in
Figure 17 E1S2. The proposed method showed a classification performance of 1.00, whereas
the existing method showed a classification performance of 0.9363 (TM_CCORR). For the
HG and YF model detection, which was the final experiment, the results are shown in
Figure 17 E1S3 (by YF and HG). The proposed method showed a classification performance
of 1.00, whereas the existing method showed a classification performance of 0.6731 (by YF,
TM_CCORR) and 0.7683 (by HG, TM_CCORR). As shown in the results of this experiment,
it was found that the performance of the method proposed in this paper exhibited an
improvement of 0.1569 (average) when compared with the existing method.
5. Conclusions

A method to detect defects in products was proposed in this paper based on a CNN after calibrating the alignment, in order to reduce the defects depending on the workers’ ability and work environment when manually assembling the components. The defect detection performance was compared with the existing defect detection method to analyze objective performance. It was found that the proposed method showed a performance improvement of more than 0.1569 (15.69% on average) as compared to the existing method.

In this paper, the hardware was a beta version, which is an environment for algorithm and system development. Thus, the performance of the proposed method will need to be verified in a real hardware system of the Smart Factory.
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