Dynamics of closed quantum systems under stochastic resetting
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Abstract
We consider a closed quantum system subject to a stochastic resetting process. The generic expression for the resulting density operator is formulated for arbitrary resetting dynamics, fully characterised by the distribution of times between consecutive reset events. We analyse the behaviour of the state in the long-time regime, as well as the evolution of relevant quantities in the study of quantum coherence and closed- versus open-system dynamics. Our general results are complemented with examples involving particular resetting distributions, and special attention is paid to the two-level (qubit) system, in which we elucidate the effects of the renewal process on the speed of evolution toward an orthogonal state, and gain insight into the resetting applied to open systems.
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1. Introduction

The sudden restarting of a process to a predetermined state at random times has acquired a growing interest since the seminal paper of Evans and Majumdar [1], who studied the resetting to a fixed position of a one-dimensional diffusion process. From then on, it has been shown that stochastic resetting has a profound impact on the properties of systems evolving
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under either a stochastic or a deterministic dynamics [2–9]. In the case of closed quantum systems, whose states evolve under unitary quantum dynamics, Mukherjee et al [10] studied the non-equilibrium dynamics induced on some integrable and nonintegrable systems as a result of their resetting to an initial fixed state, performed at random exponentially distributed times. Particular attention has been paid to the analysis of the stationary state generated as a result of the resetting in both, closed and open quantum systems [11], and for generalised resetting protocols in a quantum Ising chain in transverse field [12]. More recently [13], different entanglement scaling has been observed to arise in an Ising chain under the effects of a measurement protocol as stochastic resetting process on the ballistic propagation of well-defined quasiparticles.

To our knowledge, the study of the effects that stochastic resetting processes have on the dynamics of quantum systems is very recent [10, 14], and the characteristic effects of stochastic resetting on central properties of quantum dynamics (such as coherence, purity and quantum fidelity) have not been analysed in the more general scenario, which involves arbitrary states subject to a resetting process in which the time between consecutive events follows a generic distribution. The present paper intends to fill this gap.

We formulate the renewal equation for the density operator of a quantum system subject to an arbitrary stochastic resetting process (akin to the theoretical framework recently presented in [14]), which is fully characterised by the probability distribution of the time intervals between consecutive resetting events. We investigate the relation between the resetting distribution and the structure of the steady state (when it exists), attained at sufficiently long times. Further, we show that the resetting process deeply influences the otherwise unitary dynamics of closed systems, by analysing its main effects on relevant quantities such as the coherence, the purity, and the similarity—as measured by the so-called fidelity—between the density matrix $\hat{\rho}_{sr}$ describing the state subject to stochastic resetting, and the operator $\hat{\rho}$ corresponding to the state in absence of the resetting process. The paradigmatic two-level (qubit) system is particularly studied, allowing for an analysis of the delay induced by the resetting on the speed of evolution of the system toward an orthogonal state, and also for an application of the renewal equation to open systems.

2. Stochastic resetting process

Consider the time evolution of a quantum system, either isolated or open, whose initial state is given by the density matrix $\hat{\rho}(0)$. In the most general case the evolution is generically described by a dynamical map (or quantum channel) represented by the superoperator $\mathcal{E}(t)$ such that $\hat{\rho}(t) = \mathcal{E}(t)\hat{\rho}(0)$ [15]; then we allow this evolution to be interrupted by stochastic events that reset the system’s state to the initial one, and then let it evolve again under $\mathcal{E}$ till the next reset event. The resetting events are considered in general instantaneous, and in some cases may be considered as the effect of performing a measurement [16]. The evolution of the system is thus dictated by the dynamical map between any pair of consecutive reset events; if these occur at times $s$ and $s’ > s$, then for $t \in (s, s’)$

$$\hat{\rho}(s < t < s’) = \mathcal{E}(t-s)\hat{\rho}(s) = \mathcal{E}(t-s)\hat{\rho}(0) = \hat{\rho}(t-s).$$

(1)

Thus at time $t$, one element of the statistical ensemble generated by stochastic resetting is given by $\hat{\rho}(t-s)$, its probability of occurrence being the probability that a reset occurred at time $s$ without any other reset event occurring in the interval $t-s$, i.e.

$$\mathcal{T}(s)\mathcal{T}_0(t-s)ds,$$

(2)
where \( T(t) \) denotes the probability density that a reset event occurs at time \( t \),\(^1\) while \( T_0(T) \) stands for the probability that no reset event occurs during the time interval of duration \( T \). At time \( t \) we therefore consider the statistical mixture defined by

\[
\int_0^t ds \, T(s) T_0(t-s) \rho(t-s).
\]

(3)

One more element has to be included in the ensemble, this corresponds to the state that has evolved under \( \mathcal{E} \) from \( \rho(0) \) to \( \rho(t) \) without being interrupted by any reset event up to time \( t \), and is given by \( \hat{\rho}(t) \) times \( T_0(t) \). The density operator under the stochastic resetting process, denoted as \( \hat{\rho}_s \), is thus given by

\[
\hat{\rho}_s(t) = T_0(t) \hat{\rho}(t) + \int_0^t ds \, T(s) T_0(t-s) \hat{\rho}(t-s).
\]

(4)

This is the renewal equation that gives the system’s state at time \( t \). Similar renewal equations have been formulated to describe classical-diffusive transport \([17–20]\), and a quantum formulation in which the evolution is interrupted by sudden state changes that occur between random time-intervals due to the interaction with the surroundings is considered in \([14]\).

The normalisation condition of the density matrix, \( \text{Tr} \hat{\rho}_s(t) = 1 \), is consistent with the normalisation of the probabilities of the ensemble, namely

\[
1 = T_0(t) + \int_0^t ds \, T(s) T_0(t-s),
\]

(5)

as can be easily checked by taking the trace on both sides in equation (4).

2.1. The distribution of times between consecutive resets

The renewal process defined by the stochastic resetting just described can be fully characterised in terms of the distribution \( T_1(T) \) of the time intervals of duration \( T \) between two consecutive reset events, which in the simplest case are independent and identically distributed random variables. Notice that \( T_1(t) \) coincides with the probability density that the first reset event occurs at time \( t \), reason for choosing the notation \( T_1(t) \). Since at time \( t \) either no reset has occurred, or a first reset has taken place, it holds that

\[
T_0(t) = 1 - \int_0^t ds \, T_1(s).
\]

(6)

The connection between \( T_1 \) and \( T \) is less straightforward. To establish it we first realize that if \( T_n(t) \) denotes the probability density that the \( n \)-th reset event \((n \geq 1)\) occurs at time \( t \), then \( T(t) = \sum_{n=1}^{\infty} T_n(t) \). Further, \( T_n(t) \) can be obtained recursively from \( T_n(t) = \int_0^t ds \, T_{n-1}(t-s) T_1(s) \) for \( n \geq 2 \), whose Laplace transform gives \( \tilde{T}_n(\epsilon) = \tilde{T}_{n-1}(\epsilon) \tilde{T}_1(\epsilon) \). Successive application of this result gives \( \tilde{T}_n(\epsilon) = [\tilde{T}_1(\epsilon)]^n \), thus leading to

\[
\tilde{T}(\epsilon) = \sum_{n=1}^{\infty} \left[ \tilde{T}_1(\epsilon) \right]^n.
\]

(7)

\(^1\) The normalisation condition on \( T(t) \) can be deduced by identifying \( T(t)dt \) as the probability that a resetting event occurs in the time interval \( (t, t+dt) \), so the mutually exclusive event that no resetting occurs in the same time interval has the probability \( 1 - T(t)dt \). In the case for which \( T(t) \) does not depend on \( t \) and is, say \( \alpha \) (as in the exponential distribution discussed below), \( T(t)dt = \alpha dt \) coincides with a constant resetting rate.
Computation of the inverse Laplace transform of this result, when possible, gives us the wanted relation between $T_1$ and $T$, which would lead to the closely related renewal equation recently developed in [14]. In some cases, the sum in equation (7) can be formally evaluated and gives

$$\tilde{T}(e) = \frac{\tilde{T}_1(e)}{1 - \tilde{T}_1(e)}.$$  \hfill (8)

Therefore the specification of $T_1(t)$ completely determines the resetting process, via the determination of $T_0$ and $\mathcal{T}$.

We are interested in resetting processes consistent with the physically-motivated requirement that $T_0(t)$ vanishes asymptotically and monotonically with time. This last statement is expressed in terms of the Laplace transform of $T_0(t)$, $\tilde{T}_0(e)$, as

$$\lim_{e \to 0} e \tilde{T}_0(e) = 0.$$  \hfill (9)

Such condition requires an asymptotic behaviour for $T_1(t)$ that is elucidated by means of equation (6), from which we have that $\tilde{T}_0(e) = (1 - \tilde{T}_1(e))/e$ and therefore $\lim_{e \to 0} \tilde{T}_1(e) = 1^-$, indicating that $\tilde{T}_1(e)$ tends to 1 from the left as $e$ goes to 0. The class of distributions $T_1(t)$ that comply with this requirement is indeed large, however two subclasses can be highlighted for $T_1$ characterised by two real parameters $\alpha, \beta > 0$, and correspond to distributions for which, given $e/\alpha \ll 1$, can be approximated as: (a) $\tilde{T}_1(e) = 1 - \beta(e/\alpha) + O(e^2)$, and (b) $\tilde{T}_1(e) = 1 - (e/\alpha)\beta + O(e^2)$.

To the first subclass belong distributions whose Laplace transform has the structure

$$\tilde{T}_1(e) = \frac{\alpha^\beta}{(e + \alpha)^\beta}.$$  \hfill (10)

This is the case of the gamma distribution, which reduces to the exponential distribution for $\beta = 1$. Distributions for which

$$\tilde{T}_1(e) = e^{-(e/\alpha)^\beta}$$  \hfill (11)

corrrespond to the second subclass and include, for $\beta = 1/2$, the Lévy-Smirnoff distribution. In the following we introduce these distributions in some detail.

The exponential distribution has been previously considered in the study of stochastic resetting in quantum dynamics [10]. It corresponds to

$$T_1(t) = \alpha e^{-\alpha t}$$  \hfill (12)

with $\alpha > 0$ being the resetting rate, which in this case coincides with the inverse of the mean time between resetting events, i.e. $\langle T \rangle = \int_0^\infty t T_1(t) dt = \alpha^{-1}$. Thus straightforwardly we have $T(t) = \alpha$, and $T_0(t) = e^{-\alpha t}$. This distribution gives more weight to the smaller resetting times as is shown by the blue curve in figure 1.

The gamma distribution generalises the exponential one in that the modulation of the small times between resetting events is given by a power law, i.e.

$$T_1(t) = \frac{\alpha^\beta}{\Gamma(\beta)} \epsilon^{\beta-1} e^{-\alpha \epsilon},$$  \hfill (13)

where $\alpha, \beta > 0$, and $\Gamma(\sigma) = \int_0^\infty dx e^{-x} x^{\sigma-1}$ denotes the standard gamma function. The main characteristics of the gamma distribution are that it vanishes as a power law for small times, it has a maximum at a finite characteristic time $t_{\text{max}} = (\beta - 1)\alpha^{-1} = (1 - \beta^{-1})T_1$ if $\beta > 1$ (no such finite characteristic time exists when $\beta \leq 1$ since $t_{\text{max}} = 0$), and decays exponentially for large times as is shown (for $\beta = 3/2$) by the orange curve in figure 1.

In
Figure 1. Dimensionless probability distribution $T_1(t)/\alpha$ between consecutive resetting events as a function of the dimensionless time $\alpha t$. Short-time intervals are more frequently sampled for the exponential distribution (blue curve) than for the gamma distribution if $\beta > 1$ (orange curve, with $\beta = 3/2$), while these are seldom sampled for the Lévy-Smirnoff distribution (green curve).

In this case $T_0(t) = \Gamma(\beta, \alpha t)/\Gamma(\beta)$ where $\Gamma(\sigma, z) = \int_z^\infty dx e^{-x}x^{\sigma-1}$ stands for the upper incomplete gamma function, and $T(t) = \alpha e^{-\alpha t(\alpha t)} E_{\beta, \beta}(\alpha^2 t^2)$, with $E_{\mu, \nu}(z) = \sum_{n=0}^\infty z^n/\Gamma(\mu + n)$ the Mittag-Leffler function in two parameters $\mu, \nu > 0$.

The Lévy-Smirnoff distribution corresponds to

$$T_1(t) = \frac{1}{\sqrt{2\pi \alpha t}} e^{-\frac{1}{2\alpha t}}$$

with $\alpha > 0$. At a strike contrast with the previous distributions, this one does not possess finite (integer) moments; in particular no finite mean time between resetting events exists. This prevents us from associating the parameter $\alpha$ with the distribution’s mean, yet $T_1(t)$ has a maximum at $t_{\text{max}} = (3\alpha)^{-1}$, allowing to associate $\alpha$ with the distribution’s mode. The function (14) vanishes exponentially fast for small times, while it decays slowly as a power law with exponent $3/2$ for sufficiently large times, as shown by the green curve in figure 1. Direct calculation from equation (6) leads to $T_0(t) = \text{erf}\left(\frac{1}{\sqrt{2\alpha t}}\right)$, where $\text{erf}(x)$ denotes the error function. Finally, to our knowledge, $T(t)$ cannot be obtained from $T_1(t)$ in a straightforward manner; however it is possible in the domain of the Laplace transform by use of equation (7), which gives

$$\mathcal{T}(\epsilon) = \frac{1}{e^{\sqrt{2\epsilon/\alpha}} - 1},$$

where we have used that $\mathcal{T}_1(\epsilon) = e^{-\sqrt{2\epsilon/\alpha}}$. The large-time ($\alpha t \gg 1$) behaviour of $T(t)$ follows from equation (15) by approximating it by $\mathcal{T}(\epsilon) \approx \sqrt{2\epsilon} t^{-1/2}$ for $\epsilon/\alpha \ll 1$, which leads

\[\text{Integer moments refer to the quantity } \langle t^n(t) \rangle = \int_0^\infty dt^n T_1(t) \text{ with } n \geq 1 \text{ an integer, and diverge for the } \text{Lévy-Smirnoff distribution. Fractional moments instead, defined as } \langle t^q(t) \rangle = \int_0^\infty dt^q T_1(t) \text{ with } q \text{ a real number bounded as } 0 < q < 1, \text{ may be finite.}\]
to $T(t) \sim \frac{2}{T} \sqrt{\pi \tau}$. Similarly, in the short-time regime ($\alpha t \ll 1$), $T(t)$ decays exponentially as $T_\epsilon(t)$ does, since in this case we have $\epsilon/\alpha \gg 1$ and thereby $\tilde{T}(\epsilon) \sim e^{-\epsilon^2/\alpha}$.

3. Generic effects of stochastic resetting on closed systems

Throughout this section we will explore the reset state in the long-time regime, and the main effects of the resetting process on quantities that are relevant in the study of quantum information and the dynamics of quantum states, namely, the coherence, the purity and the fidelity. Unless otherwise stated, we will focus on energy-preserving maps represented by unitary transformations $U = e^{-iHt/\hbar}$ generated by a time-independent Hamiltonian $\hat{H}$, so

$$\hat{\rho}(t) = \hat{U}(t)\hat{\rho}(0)\hat{U}^\dagger(t).$$

The eigenvectors of $\hat{H}$, their corresponding eigenvalues and the associated transition frequencies are denoted as $\{|n\rangle\}$, $\{E_n\}$, and $\omega_{nm} = (E_n - E_m)/\hbar$, respectively.

The matrix elements of $\hat{\rho}_n(t)$ in the energy representation read

$$\langle n|\hat{\rho}_n(t)|m\rangle = \langle n|\hat{\rho}(t)|m\rangle I_{nm}(t) = \langle n|\hat{\rho}(0)|m\rangle e^{-i\omega_{nm}t}I_{nm}(t)$$

where

$$I_{nm}(t) = T_0(t) + \int_0^t ds e^{i\omega_{nm}s} T(s)T_0(t-s),$$

so

$$|I_{nm}(t)| \leq T_0(t) + \int_0^t ds |T(s)|T_0(t-s) = 1.$$

By the normalization condition (5) we have $I_{nm} = 1$ whenever $\omega_{nm} = 0$, whence the diagonal and the off-diagonal elements involving degenerate states ($\langle n|\hat{\rho}|n'\rangle$ with $E_n = E_{n'}$), are unaffected by stochastic resetting. In particular, initial states that are diagonal in the basis $\{|n\rangle\}$ are robust against the resetting (as expected since they are also invariant under the unitary evolution). In what follows we assume that there are no energy degeneracies, so $\omega_{nm} = 0$ amounts to $n = m$, and from equation (17) we are led to

$$\hat{\rho}_n(t) \equiv \hat{\rho}_D + \sum_{n\neq m} e^{-i\omega_{nm}t}I_{nn}(t)\rho_{mm}(0)|n\rangle\langle n|,$$

with $\hat{\rho}_D \equiv \sum_n \rho_{nn}(0)|n\rangle\langle n|$ and $\rho_{mm} \equiv \langle n|\hat{\rho}|m\rangle$.

3.1. The transition to the equilibrating state

A most interesting feature of the stochastic resetting process is that it may drive the system to an out-of-equilibrium stationary state, both in classical [5] and quantum domains [11, 12]; in particular the attainment of a steady state in closed quantum systems has been of general interest [21, 22]. Despite its relevance, the study of the emergence of stationary states under stochastic resetting has been circumscribed to the exponential distribution of time-intervals between consecutive resetting events (the gamma distribution has been considered in the analysis of classical diffusion [23]). Here we overcome this limitation by considering arbitrary, however well-behaved, resetting dynamics.
We are interested in finding general conditions on $\mathcal{T}_1(t)$ that guarantee the existence of an equilibrate state $\hat{\rho}_{\text{st, eq}}$, defined as

$$\hat{\rho}_{\text{st, eq}} \equiv \lim_{t \to \infty} \hat{\rho}_0(t).$$

With this aim we resort to the Laplace transform of $\hat{\rho}_0(t)$, namely $\hat{\rho}_0(\epsilon)$, and assume that the conditions under which the final value theorem holds are satisfied, so we can write

$$\hat{\rho}_{\text{st, eq}} \equiv \lim_{t \to \infty} \hat{\rho}_0(t) = \lim_{\epsilon \to 0} \epsilon \hat{\rho}_0(\epsilon).$$

Notice that the operator $\epsilon \hat{\rho}_0(\epsilon)$ is a legitimate density operator (satisfying the Hermiticity, normalisation and semi positive-definite conditions) provided $\epsilon > 0$, whence we will restrict the Laplace transform considering only a non-negative Laplace variable. Taking the Laplace transform of (20) and multiplying by $\epsilon$ results in

$$\epsilon \hat{\rho}_0(\epsilon) = \hat{\rho}_0 + \sum_{n \neq m} \epsilon \hat{I}_{nm}(\epsilon + i \omega_{nm}) \rho_{nm}(0) |n \rangle \langle m|.$$  

Assuming that the limits in equation (22) exists, we arrive at

$$\hat{\rho}_{\text{st, eq}} = \hat{\rho}_0 + \sum_{n \neq m} \left( \lim_{\epsilon \to 0} \epsilon \hat{I}_{nm}(\epsilon + i \omega_{nm}) \right) \rho_{nm}(0) |n \rangle \langle m|.$$ 

To determine the second term (off-diagonal elements) in the last expression we resort to the definition equation (18) and write

$$\lim_{\epsilon \to 0} \epsilon \hat{I}_{nm}(\epsilon + i \omega_{nm}) = \lim_{\epsilon \to 0} \epsilon \hat{T}_0(\epsilon + i \omega_{nm}) + \epsilon \hat{T}_0(\epsilon + i \omega_{nm}) \hat{T}(\epsilon).$$

In line with the condition (9) it is natural to expect that $\lim_{\epsilon \to 0} \hat{T}_0(\epsilon + i \omega_{nm})$ exists and is given by $\hat{T}_0(i \omega_{nm})$, thus determining (25) reduces to calculate

$$L \equiv \lim_{\epsilon \to 0} \epsilon \hat{T}(\epsilon).$$

Notice that when the relation equation (8) holds we have $L = \lim_{\epsilon \to 0} \frac{\epsilon \hat{T}(\epsilon)}{\epsilon \hat{T}_1(\epsilon)}$. With these considerations (and assuming that $L$ exists, in which case it is real) the equilibrate state (24) is

$$\hat{\rho}_{\text{st, eq}} = \hat{\rho}_0 + L \sum_{n \neq m} \hat{T}_0(i \omega_{nm}) \rho_{nm}(0) |n \rangle \langle m|,$$

and we can identify

$$\lim_{t \to \infty} e^{-i \omega_{nm} t} I_{nm}(t) = L \hat{T}_0(i \omega_{nm}).$$

For the distributions $\mathcal{T}_1(t)$ whose Laplace transform writes in the form (10) (gamma and exponential distributions) we have that

$$L = \frac{\alpha}{\beta}, \quad \hat{T}_0(i \omega_{nm}) = \frac{1}{i \omega_{nm}} \frac{(\alpha + i \omega_{nm})^\beta - \alpha^\beta}{(\alpha + i \omega_{nm})^\beta}.$$ \hfill (29)

The case $\beta = 1$ leads to the equilibrate state reported in [10] for the exponential distribution. For $\mathcal{T}_1$ with the structure (11) (Lévy-Smirnoff distribution) the limit $L$ exists only if

---

3 Equilibration here refers to the evolution of the system towards some particular state (typically mixed), or a state close to it, in which the system remains for almost all times. Such equilibrium state may depend on the initial state.
\[ 0 < \beta \leq 1, \text{ in which case } L = 0 \text{ and the equilibrate state is simply given by the diagonal density matrix} \]
\[ \hat{\rho}_{\text{sr,eq}} = \hat{\rho}_D = \sum_n \rho_{nn}(0) |n\rangle \langle n|. \]  

The results equations (27) and (29) show the strong influence of the resetting dynamics on the attainment of the stationary state.

### 3.2. Coherence under the effect of stochastic resetting

Quantum coherence lies at the core of the most paradigmatic quantum effects. It reflects the capability of a system to exhibit interference among its possible states, and in composite systems allows for the existence of quantum correlations, including entanglement and quantum discord \cite{24}. Quantum coherence constitutes a desirable resource in quantum information processing \cite{25}, and the study of its quantification and dynamics has led to a growing area of research \cite{26–29}.

As discussed below equation (18), when resorting to the energy representation, \( \hat{\rho}_{\text{sr}}(t) \) evolves with constant energy populations (diagonal elements) and only the coherence terms (off-diagonal elements) are sensitive to the resetting process. The effects of the latter on the otherwise unitary evolution are introduced via the factor \( I_{nm}(t) \), whereas the combined effects of the resetting plus the unitary evolution on the initial state are encoded in the term
\[ I_{nm}(t) = e^{-i\omega_{nm} t} I_{nm}(0), \]  

as follows from equation (17).

When referring to coherence with respect to the eigenbasis \{\( |n\rangle \)\}, the free states\(^4\) are incoherent superpositions of states with well-defined energy, as the state \( \hat{\rho}_D \). For the unitary evolution (16), it follows from equation (20) that the stochastic resetting process maps the set of free states into itself, thus corresponding to an incoherent operation. Further, since any meaningful quantifier \( C(\hat{\rho}) \) of the coherence of a generic state \( \hat{\rho} \) cannot increase under incoherent operations \cite{25}, we conclude that
\[ C[\hat{\rho}_{\text{sr}}(t)] \leq C[\hat{\rho}(0)], \]  

that is, the coherence does not increase as a result of the stochastic resetting.

In particular, we can focus on the \( \ell_1 \)-norm of coherence \( C_{\ell_1}(\hat{\rho}) = \sum_{n \not= m} |g_{nm}| \) \cite{26} to analyse the amount of coherence at sufficiently long times, when the system approaches the equilibrate state \( \hat{\rho}_{\text{sr,eq}} \), if this exists. In such case we may write \( \langle n | \hat{\rho}_{\text{sr,eq}} | m \rangle = L \hat{T}_0 (i\omega_{nm}) \rho_{nm}(0) \) (see equations (17) and (28)). For the gamma distribution, satisfying (10), we resort to equation (29) and arrive at
\[ C_{\ell_1}(\hat{\rho}_{\text{sr,eq}}) = \sum_{n \not= m} |\langle n | \hat{\rho}_{\text{sr,eq}} | m \rangle| = \sum_{n \not= m} |C(\alpha_{nm}, \beta)| |\rho_{nm}(0)|, \]  

with \( \alpha_{nm} \) the dimensionless variable \( \alpha_{nm} = \alpha / |\omega_{nm}| \) and
\[ |C(\alpha_{nm}, \beta)| = \left| \frac{\alpha_{nm}}{\beta} \right| \left| \beta - \left( \frac{\alpha_{nm}}{\alpha_{nm} + \beta} \right) \right|. \]  

\(^4\) This name is customary in the context of a coherence resource theory \cite{25}.
Figure 2. $C(\alpha_{nm}, \beta)$ with $\alpha_{nm} = \alpha/|\omega_{nm}|$, where $\alpha$ and $\beta$ stand for the parameters of the gamma distribution. The red line corresponds to the case $\beta = 1$, hence to the exponential distribution. $\alpha_{nm} \ll 1$ identifies the decoherence regime in which the state becomes a quasi-incoherent one, whereas for $\alpha_{nm} \gg 1$ the coherence $C_\ell$ of the equilibrate state is basically the original one.

Figure 2 shows $|C(\alpha_{nm}, \beta)|$, and the red curve highlights the case $\beta = 1$ corresponding to the exponential distribution. We see that for $\alpha_{nm} \ll 1$ (i.e., for $\alpha \ll \min\{|\omega_{nm}|\}$), the factor $|C(\alpha_{nm}, \beta)|$ tends to zero, and $C_\ell(\hat{\rho}_{SR,eq}) \approx 0$, so the equilibrate state is a quasi-incoherent one; we will thus refer to this as the (long-time) decoherence regime. In the opposite extreme, in which $\alpha_{nm} \gg 1$ (meaning that $\alpha \gg \max\{|\omega_{nm}|\}$), and for values of $\beta$ of order 1, $|C(\alpha_{nm}, \beta)|$ rapidly becomes 1 and $C_\ell(\hat{\rho}_{SR,eq}) \approx C(\hat{\rho}(0))$, so the limiting coherence equals the initial one. For the particular (exponential) case $\beta = 1$, it can easily be seen that the coherence equals the initial one not only for the equilibrate state ($t \to \infty$), but for all times provided $\alpha$ is sufficiently large. Indeed, for the exponential distribution direct calculation gives

$$I_{nm}(t) = \frac{1}{\alpha + i\omega_{nm}}\left(\alpha + i\omega_{nm}e^{-\alpha t}e^{-i\omega_{nm}t}\right),$$

whence for sufficiently large $\alpha$, $I_{nm}$ tends to 1, and from equations (17) and (31) we get $\hat{\rho}_{SR} \approx \hat{\rho}(0)$. This can be understood recalling that in the exponential case $\alpha$ represents the resetting rate, so for $1/\alpha$ much smaller than the characteristic times $1/|\omega_{nm}|$ the renewal process is so frequent that prevents the system from deviating from its initial state. Such regime corresponds thus to the Zeno effect [30, 31], here implemented via the stochastic resetting.

The above analysis shows that by an appropriate selection of $\alpha$ and $\beta$ for fixed spectrum, or rather by choosing $H$ for a given pair of the gamma distribution parameters, qualitatively different regimes can be reproduced via the renewal process. In particular, the resetting performed on an otherwise closed system $S$ that evolves unitarily, can effectively simulate the non-unitary dynamics that would result if $S$ were coupled to an environment $E$ via a non-dissipative interaction (so the populations $\rho_{nn}$ remain invariant) that induces decoherence on the central system.
S. For the Lévy-Smirnoff distribution, with equilibrate state (30), the resetting process plays the role of a completely dephasing channel on $S$.

3.3. Purity and fidelity under the effect of stochastic resetting

By construction, the resetting process maps the state $\hat{\rho}$ into a statistical mixture, thereby affecting its degree of mixedness while deviating the system’s state from its unitary evolution. In order to quantify such degree of mixedness and deviation, we focus on the dynamics of the purity and the fidelity, respectively, under the effects of stochastic resetting.

3.3.1. Purity. The purity $P$ of $\hat{\rho}_{sr}(t)$ is given by

$$P[\hat{\rho}_{sr}(t)] = \text{Tr}[\hat{\rho}_{sr}^2(t)] = \sum_{n,m} |\langle n|\hat{\rho}_{sr}(t)|m\rangle|^2$$

$$= \sum_{n,m} |\rho_{nm}(0)|^2 |I_{nm}(t)|^2 \leq \sum_{n,m} |\rho_{nm}(0)|^2 = P[\hat{\rho}(0)] = P[\hat{\rho}(t)],$$

(36)

where for writing the last line we resorted to equation (17) and used that the unitary evolution does not modify the purity of $\hat{\rho}(0)$. The inequality indicates that the purity reduces as a result of the stochastic resetting, and allows to identify the loss in the purity of the state as

$$\Delta P(t) \equiv P[\hat{\rho}(t)] - P[\hat{\rho}_{sr}(t)] = \sum_{n \neq m} |\rho_{nm}(0)|^2 \left(1 - |I_{nm}(t)|^2\right) \geq 0.$$

(37)

Since $P[\hat{\rho}(0)] \leq 1$, $\Delta P(t)$ is bounded from above by the linear entropy associated to $\hat{\rho}_{sr}$, namely $S_L(\hat{\rho}_{sr}) \equiv 1 - \text{Tr}[\hat{\rho}_{sr}^2]$. The latter is further bounded as

$$S_L(\hat{\rho}_{sr}(t)) = 1 - \sum_{n,m} |\rho_{nm}(0)|^2 |I_{nm}(t)|^2$$

$$= 1 - \sum_{n} |\rho_{nn}(0)|^2 - \sum_{n \neq m} |\rho_{nm}(0)|^2 |I_{nm}(t)|^2$$

$$\leq 1 - \sum_{n} |\rho_{nn}(0)|^2 = S_L(\{\rho_{nn}\}),$$

(38)

where $S_L(\{\rho_{nm}\})$ denotes the linear entropy of the probability distribution $\{\rho_{nm}\}$. Gathering results we get

$$\Delta P(t) \leq S_L(\hat{\rho}_{sr}(t)) \leq S_L(\{\rho_{nn}\}).$$

(39)

The first inequality in (39) is saturated only for initial pure states $\hat{\rho}(0) = |\psi(0)\rangle\langle\psi(0)|$, and the second one only when $\sum_{n \neq m} |\rho_{nm}(0)|^2 |I_{nm}(t)|^2 = 0$, which occurs provided $I_{nm}(t)$ vanishes for all $n \neq m$ (we rule out the possibility $\rho_{nn}(0) = 0$ for $n \neq m$, since it corresponds to an incoherent initial state that is insensitive to the resetting), as when $\hat{\rho}_{sr,eq}$ in equation (27) becomes incoherent as was discussed in section 3.1. Therefore the loss in the purity tends to its maximum value $\Delta P_{\text{max}} = S_L(\{\rho_{nn}\})$ whenever the initial state is pure, so

$$|\psi(t)\rangle = \hat{U}|\psi(0)\rangle = \sum_{n} c_n e^{-iE_n t/\hbar} |n\rangle,$$  

(40)

and $\hat{\rho}_{sr}$ approximates to the incoherent state $\hat{\rho}_D$ (as for example in the decoherence regime for the gamma distribution discussed in section 3.2, or in the equilibrate state for the Lévy-
The ‘similarity’ between the states $\dot{\rho}_{\text{st}}$ and $\dot{\rho}$ can be quantified by means of an appropriate fidelity measure $F(\dot{\rho}_{\text{st}}, \dot{\rho})$, which reaches its maximum value (1) whenever the states are indistinguishable, and its minimum (0) if the states are distinguishable. Although the most widely known fidelity measure is the Uhlmann-Josza $F_{UJ}(\dot{\rho}, \dot{\zeta}) = (\text{Tr}\sqrt{\sqrt{\rho} \sqrt{\zeta}})^2$, it has computational disadvantages that can be avoided resorting to other fidelity measures [32]. Here we will focus on the fidelity $F(\dot{\rho}, \dot{\zeta}) = \text{Tr}(\dot{\rho}\dot{\zeta})/\max\{P(\dot{\rho}), P(\dot{\zeta})\}$, with $P(\dot{\rho})$ the purity of the state $\dot{\rho}$. Recalling that $P(\dot{\rho}_{\text{st}}) \leq P(\dot{\rho})$, the fidelity between the states $\dot{\rho}_{\text{st}}(t)$ and $\dot{\rho}(t)$ is therefore

$$F(\dot{\rho}_{\text{st}}(t), \dot{\rho}(t)) = \frac{\text{Tr}[\dot{\rho}_{\text{st}}(t) \dot{\rho}(t)]}{P[\dot{\rho}(0)]} = \frac{1}{P[\dot{\rho}(0)]} \sum_{n,m} |\langle n|\dot{\rho}_{\text{st}}(t)|m\rangle| |m|\dot{\rho}(t)|n\rangle$$

$$= \frac{1}{P[\dot{\rho}(0)]} \sum_{n,m} |\rho_{nm}(0)|^2 I_{nm}(t)$$

$$= 1 - \Delta F(t),$$

where

$$\Delta F(t) = \frac{1}{P[\dot{\rho}(0)]} \sum_{n\neq m} |\rho_{nm}(0)|^2 \left(1 - \text{Re} I_{nm}(t)\right)$$

The first term in the right-hand side corresponds to the purity of $\rho_0$ and settles the minimum of $P(\dot{\rho}_{\text{st},eq})$, attained when complete decoherence occurs ($L = 0$). The second term, identified with the contribution to $P(\dot{\rho}_{\text{st},eq})$ due to stochastic resetting, can be bounded as

$$0 \leq L^2 \sum_{n\neq m} |\tilde{T}_0(i\omega_{nm})|^2 |\rho_{nm}(0)|^2 \leq \sum_n \sigma_n^2[\dot{\rho}(0)],$$

where $\sigma_n^2[\dot{\rho}(0)] = |\langle n|\dot{\rho}^2(0)|n\rangle - |\langle n|\dot{\rho}(0)|n\rangle|^2$ stands for the variance of $\dot{\rho}(0)$ in the energy eigenstate $|n\rangle$. The reduction in the purity of the state due to the resetting goes in line with the idea that the renewal process can be interpreted as an effective non-unitary dynamics, and simulates the loss of information from the system to its surroundings $E$ (recall the discussion in the last paragraph of section 3.2), ascribable to the presence of correlations between them.
stands for the deviation of $\hat{\rho}_a$ from the unitarily evolved state $\hat{\rho}$. As with the minimum purity, the minimum fidelity is attained whenever the reset state becomes an incoherent one (so $I_{nm}$ vanishes for all $n \neq m$), and reduces to

$$F_{\min}(\hat{\rho}_a, \hat{\rho}) = F(\hat{\rho}_a = \hat{\rho}_D, \hat{\rho}) = \frac{1}{P[\hat{\rho}(0)]} \sum_n |\rho_{nn}(0)|^2 = \frac{1}{P[\hat{\rho}(0)]} \left(1 - S_L(\{\rho_{nm}\})\right). \quad (46)$$

Notice that if the initial state is pure, then $F_{\min}$ coincides with $P_{\min}$, given by equation (41). Further, if the pure state (40) is the equally-weighted superposition ($\langle c_n \rangle^2 = 1/d$), then $F_{\min} = 1/d$, and consequently as the number of accessible levels increases ($d \to \infty$) the fidelity between the incoherent state $\hat{\rho}_D$ and the unitarily evolved one tends to zero. This occurs, in particular, in the long-time regime when the equally-weighted superposition is subject to the resetting with the Lévy-Smirnoff distribution.

If we consider instead the fidelity between the reset state and the initial one, we find

$$F[\hat{\rho}_a(t), \hat{\rho}(0)] = \frac{\text{Tr}[\hat{\rho}_a(t) \hat{\rho}(0)]}{P[\hat{\rho}(0)]} = \frac{1}{P[\hat{\rho}(0)]} \sum_{n,m} |\rho_{nm}(0)|^2 I_{nm}(t). \quad (47)$$

Naturally this expression has the same structure as (44a) but now involving the factor $I_{nm}(t)$, which bears the effects of both the resetting and the unitary evolution. The deviation of $\hat{\rho}_a$ from the initial state $\hat{\rho}(0)$ is thus obtained from equation (45) replacing $I_{nn}(t)$ by $I_{nm}(t)$. In particular, in the Zeno regime of the exponential resetting example introduced in the previous section, direct calculation shows that $\text{Re} I_{nm}(t)$ tends to unity as $\alpha$ increases, consequently the corresponding deviation $\Delta F$ tends to zero, and $F[\hat{\rho}_a(t), \hat{\rho}(0)] \to 1$, as expected.

In the (long-time) equilibration regime, when $\hat{\rho}_a(t)$ has relaxed to $\hat{\rho}_{a,eq}$, we resort to equation (27) and find that

$$F[\hat{\rho}_{a,eq}, \hat{\rho}(t)] = \frac{1}{P[\hat{\rho}(0)]} \left(\sum_n |\rho_{nn}(0)|^2 + \sum_{n \neq m} \tilde{F}_0(i\omega_{nm})|\rho_{nm}(0)|^2 e^{i\omega_{nm}t}\right), \quad (48)$$

so the fidelity oscillates around its minimum value $F_{\min}$.

**4. Evolution of a qubit under stochastic resetting**

Systems with an effective 2-dimensional Hilbert space, or qubits, deserve particular attention mainly because they are paradigmatic systems in quantum information protocols, and admit a simple mathematical description. Throughout this section we thus analyse the evolution of qubits under the stochastic resetting process. Firstly, we focus on pure states, specifically on states of the form (40) with only two components. Afterwards, in section 4.2, we drop out this restriction and consider general (mixed) qubit states undergoing generic dynamical maps as well as unitary evolutions.

Equations (37) and (45) become particularly simple when applied to superpositions of only two energy eigenstates, say the $i$th and the $j$th $(i,j \in \{1, \ldots, N\}$ with $N$ the number of non-degenerate eigenstates of $\hat{H}$), and read

$$\Delta P_y(t) = 2|c_i|^2(1 - |c_i|^2)(1 - |I_y(t)|^2) \leq \frac{1}{2}(1 - |I_y(t)|^2), \quad (49a)$$

$$\Delta F_y(t) = 2|c_i|^2(1 - |c_i|^2)(1 - \text{Re} I_y(t)) \leq \frac{1}{2}(1 - \text{Re} I_y(t)). \quad (49b)$$

The inequalities saturate for $|c_i|^2 = 1/2$, which means that, for fixed resetting distributions and energy spectrum, the (pure) qubit states that are more affected by stochastic resetting
With this aim we first notice that for sufficiently small times such that 
not) more robustness on the fidelity and the purity under the effects of stochastic resetting.

Unbalanced superpositions tend to be more robust under the resetting as the unbalance is 
increased, until the most asymmetric superposition, with \( c_n = \delta_{nk} \), is completely unaffected 
since it corresponds to a stationary state.

The states (50) have also the distinctive property of evolving, under arbitrary \( \hat{U} = e^{-iHt/\hbar} \), 
into an orthogonal state in the minimum possible time allowed by the quantum speed limit 
[33, 34]. The corresponding orthogonality time \( \tau_{ij} \), needed to transform the state \( |\psi_\iota(0)\rangle_q \) into and orthogonal one \( |\psi_\perp(0)\rangle_q \), coincides thus with the Mandelstam–Tamm [35] and 
the Margolus–Levitin [36] bounds, and is given by

\[
\tau_{ij} = \frac{\pi}{|\omega_{ij}|}.
\]

Clearly, states determined by different pairs \( i,j \) evolve with different speed, which increases 
with the energy dispersion of the state. Accordingly, if the Hamiltonian eigenstates are ordered 
as \( E_1 < \ldots < E_N \), the superposition corresponding to \( i = 1,j = N \) reaches its orthogonal state 
faster than any other one, and the superposition involving the closest adjacent states is the 
slowest [37].

Now, for all states \( |\psi_\iota(0)\rangle_q \) we have seen that \( \Delta F_\iota(t) \) and \( \Delta P_\iota(t) \) become maximal, but 
such maximum values depend on \( \omega_{ij} \), or rather on the corresponding orthogonality time. It is 
therefore natural to inquire whether the speed of evolution towards orthogonality provides (or not) 
more robustness on the fidelity and the purity under the effects of stochastic resetting. 
With this aim we first notice that for sufficiently small times such that \( |\omega_{ij}| t \ll 1 \) we can write

\[
\text{Re} I_{ij}(t) \approx 1 - \omega_{ij}^2 R(t) \quad \text{with} \quad R(t) = \frac{1}{2} \int_0^t \text{d}s \mathcal{T}(s) T_0(t-s)s^2, \tag{52a}
\]

\[
\text{Im} I_{ij}(t) \approx \omega_{ij} I(t) \quad \text{with} \quad I(t) = \int_0^t \text{d}s \mathcal{T}(s) T_0(t-s)s, \tag{52b}
\]

and consequently, to lowest order in \( |\omega_{ij}| t \) we get

\[
1 - \text{Re} I_{ij}(t) \approx \omega_{ij}^2 R(t), \quad 1 - |I_{ij}(t)|^2 \approx \omega_{ij}^2 (2R(t) - I^2(t)). \tag{53}
\]

The Cauchy-Schwarz inequality gives \( 2R(t) - I^2(t) \geq 0 \), whence equation (53) together 
with (49a) and (49b) imply that for two states of the form (50), namely \( |\psi_\iota(0)\rangle_q \) and \( |\psi_\iota(0)\rangle_q \), with 
\( |\omega_{ij}| < |\omega_{kl}| \), it holds that \( \Delta P_{ij} < \Delta P_{kl} \) and \( \Delta F_{ij} < \Delta F_{kl} \). Therefore, for sufficiently small times \( t \) such that \( t \ll \tau_{kl}/\pi \) (so neither of the qubits has reached an orthogonal state) the 
fidelity and the purity are more affected for the faster state \( |\psi_{\iota}(0)\rangle_q \). In particular, from among all 
states of the form (50) the one that is more drastically affected if the fastest one, \( |\psi_{(1)}(0)\rangle_q \).

4.1. Mean orthogonality time

The effects of stochastic resetting on the otherwise unitary evolution of the state \( |\psi_\iota(0)\rangle_q \) are 
clearly to hinder the transition towards the orthogonal one \( |\psi_\perp(0)\rangle_q \). In such a situation the 
orthogonality time becomes a stochastic variable \( \tau_{ar} \), and to extract information regarding the 
actual delay in arriving at an orthogonal state we compute the mean orthogonality time under 
resetting, \( \langle \tau_{ar} \rangle \), for arbitrary stochastic resetting dynamics, that is, for arbitrary distribution of 
times between resetting events \( T_1(t) \).
Figure 3. (a) In absence of stochastic resetting, the initial state $|\psi\rangle_q$ evolves unitarily until it reaches the orthogonal state $|\psi\rangle_q^\perp$ for the first time at $\tau = \pi/\omega$. Stochastic resetting can delay the evolution towards $|\psi\rangle_q^\perp$ since it restarts the state evolution repeatedly whenever $t_i$ drawn from $T_1(t_i)$ is smaller than $\tau$. The orthogonal state is reached provided the time $t$ between consecutive events satisfies $t \geq \tau$. (b) The mean orthogonality time $\langle \tau_{sr} \rangle$ in units of $\tau$ as function of $\alpha \tau$ is shown from numerical calculations (symbols) and evaluation of the analytical expressions (lines) given in table 1 for: the exponential distribution (blue); the gamma distribution (turquoise); and the Lévy-Smirnoff distribution (magenta). Here $\alpha^{-1}$ defines the mean time between resetting events (exponential and gamma distributions) or defines the maximum of the distribution (Lévy-Smirnoff distribution).

The calculation of $\langle \tau_{sr} \rangle$ belongs to the class of mean first passage time processes discussed in [3, 4]. Consider the time evolution of an initial state of the form equation (50), which for simplicity we denote as $|\psi\rangle_q$. In the absence of resetting events it reaches the orthogonal state $|\psi\rangle_q^\perp$ for the first time at $\tau$ (blue line in figure 3(a)), however its attainment is delayed when the evolution is interrupted and restarted at random times $t_i < \tau$ (color lines in figure 3(a)). Thus, if the system reaches the orthogonal state prior to the first resetting event the orthogonality time is simply $\tau$, otherwise, the evolution will be repeatedly restarted from $|\psi\rangle_q$ until the time between consecutive resets is greater than $\tau$. Let us denote with $\tau_{sr}$ the (random) time it takes for the system to attain the state $|\psi\rangle_q^\perp$ for the first time, and with $t$ the time between consecutive resetting events, we are thus led to the recurrence relation [3]

$$\tau_{sr} = \begin{cases} \tau & \text{if } t \geq \tau, \\ t + \tau'_{sr} & \text{if } t < \tau, \end{cases}$$

(54)

where $\tau'_{sr}$ is a stochastic variable with the same statistical properties of $\tau_{sr}$, thus also satisfying equation (54).

The latter can be rewritten as $\tau_{sr} = \min(\tau, t) + \tau'_{sr} \theta(\tau - t - \tau) [4]$, where $\theta(z)$ denotes the Heaviside step function, being 1 if $z > 0$ and 0 if $z < 0$. From this the probability density of $\tau_{sr}$ is $P(\tau_{sr}) = \int_0^\infty dt' T_1(t') \delta(\tau_{sr} - \min(\tau, t) - \tau'_{sr} \theta(\tau - t - \tau))$, and the mean orthogonality time thus satisfies

$$\langle \tau_{sr} \rangle = \int_0^\infty dt' T_1(t') \min(\tau, t) + \langle \tau_{sr} \rangle \int_0^\infty dt' T_1(t') \theta(\tau - t),$$

(55)
The numerical calculation of vals between consecutive resetting events generated from the distribution written in table section time (in units of state can be carried out resorting to the Bloch sphere, which consists of the vectors defined as influence caused by resetting through This last expression allows to quantify the delay in the orthogonality time and elucidates the

\[ \langle \tau_{\text{st}} \rangle = \int_{0}^{\infty} dt \frac{T_{1}(t) \min(\tau, t)}{1 - \int_{0}^{\infty} dt T_{1}(t) \theta(\tau - t)} = \tau + \int_{0}^{\tau} dt' T_{1}(t') \int_{t'}^{\infty} dt'' T_{1}(t'') . \]  

This last expression allows to quantify the delay in the orthogonality time and elucidates the influence caused by resetting through \( T_{1}(t) \). In figure 3(b) we show the mean orthogonality time (in units of \( \tau \)) as function of \( \alpha \) (in units of \( \tau^{-1} \)), which characterises the \( T_{1} \)’s discussed in section 2.1. Lines depict the analytical expressions obtained from equation (56) and explicitly written in table 1, while symbols depict numerical calculations\(^5\). For \( T_{1} \)’s with \( \alpha \ll \tau^{-1} \), the mean orthogonality times stays of the order of \( \tau \). In contrast, for \( \alpha \gtrsim \tau^{-1} \), the gamma distribution gives the larger delay effects on \( \langle \tau_{\text{st}} \rangle \) as the the parameter \( \beta \) decreases, while for the Lévy-Smirnoff distribution \( \langle \tau_{\text{st}} \rangle \) slowly increases with \( \alpha \) to saturate at the value \( \alpha = 2\tau \), thus driving the system to \( |\psi_{\perp} \rangle \) in the least mean time.

### 4.2. Bloch vector dynamics

In this section we explicitly examine the effects of stochastic resetting on the evolution of a single-qubit generic state \( \hat{\rho} \), that may be either pure or mixed. The complete description of the state can be carried out resorting to the Bloch sphere, which consists of the vectors defined as

\[ \hat{r}_{\rho} = \text{Tr}(\hat{\rho} \cdot \hat{\sigma}) \quad (\text{with } \hat{\sigma} = (\hat{\sigma}_{x}, \hat{\sigma}_{y}, \hat{\sigma}_{z}), \{ \hat{\sigma}_{i} \} \text{ being the Pauli matrices}), \text{ with } |\hat{r}_{\rho}| \leq 1. \]  

In terms of the Bloch vector \( \hat{r}_{\rho} \) the state \( \hat{\rho} \) is

\[ \hat{\rho} = \frac{1}{2} \left( I + \hat{r}_{\rho} \cdot \hat{\sigma} \right), \]  

\[ \langle \tau_{\text{st}} \rangle \text{ calculated in this way, gives finally } \langle \tau_{\text{st}} \rangle . \]  

\( ^{5} \) The numerical calculation of \( \langle \tau_{\text{st}} \rangle \) was carried out by considering a sample of \( 5 \times 10^{3} \) successful events (or realizations) for which the system reaches an orthogonal state for the first time at \( \tau_{\text{st}} \). For each realization, \( \tau_{\text{st}} \) is obtained according to \( \tau_{\text{st}} = \sum_{n=1}^{N-1} t_{n} + \tau \), where \( t_{1}, t_{2}, \ldots, t_{N-1}, t_{N} \) are independent and identically distributed intervals between consecutive resetting events generated from the distribution \( T_{1}(t) \), such that the first \( N-1 \) generated \( t \)’s comply with \( t_{n} < \tau \), and the \( N \)th is the first one that is not smaller than \( \tau \), i.e., \( t_{N} \geq \tau \). The average of the \( 5 \times 10^{3} \) times \( \tau_{\text{st}} \) calculated in this way, gives finally \( \langle \tau_{\text{st}} \rangle \).
and its purity can be written as

\[ \text{Tr} \hat{\rho}^2 = \frac{1}{2} \left(1 + |r_\theta|^2\right), \] (58)

so unit vectors correspond to pure states whereas \( |r_\theta| < 1 \) holds for mixed ones. Inspection of the Bloch vector thus provides all the information of the qubit state.

Let

\[ \hat{\rho}(t) = \frac{1}{2} \left(\mathbb{1} + \mathbf{r}(t) \cdot \hat{\mathbf{\sigma}}\right) \] (59)

denote the non-reset state evolving under the dynamic map \( \mathcal{E} \). By use of (4) the correspondingly state under stochastic resetting is

\[ \hat{\rho}_\text{st}(t) = \frac{1}{2} \left(\mathbb{1} + r_\text{st}(t) \cdot \hat{\mathbf{\sigma}}\right) \] (60)

with

\[ r_\text{st}(t) = T_0(t)\mathbf{r}(t) + \int_0^t ds T(s)T_0(t-s)\mathbf{r}(t-s), \] (61)

whence \( |r_\text{st}(t)| \leq |\mathbf{r}(t)| \), and the purity decreases as a result of resetting for all dynamical maps \( \mathcal{E} \).

We now centre our analysis to the case for which \( \mathcal{E} \) is represented by a unitary Hamiltonian evolution driven by

\[ \hat{H} = \frac{1}{2}(e_0 \mathbb{1} + \mathbf{e} \cdot \hat{\mathbf{\sigma}}), \] (62)

where \( e_0 = \text{Tr} \hat{H} \) and \( \mathbf{e} = \text{Tr}(\hat{H}\hat{\mathbf{\sigma}}) \). The eigenvalues of \( \hat{H} \) are \( E_{\pm} = (e_0 \pm e)/2 \), with \( e = |\mathbf{e}| \).

Without loss of generality we set \( e_0 = 0 \) and introduce \( \omega = (E_+ - E_-)/h = e/h \). For an initial state \( \hat{\rho}(0) \) with Bloch vector \( \mathbf{r}_0 = (x_0, y_0, z_0) \), the unitary evolution equation (16) is accomplished by the SU(2) rotation \( \hat{U} = R(n, \theta) = \exp(-i\theta \mathbf{n} \cdot \hat{\mathbf{\sigma}}/2) \), around the direction \( \mathbf{n} = \mathbf{e}/e \) by the angle \( \theta = \omega t \), while the evolution of the corresponding Bloch vector is accomplished by a proper rotation \( R(n, \theta) \) in SO(3) around the same direction \( \mathbf{n} \) and by the same angle \( \theta \), thus \( \mathbf{r}(t) = R(n, \omega t)\mathbf{r}_0 \) describes a vector precessing around \( \mathbf{n} \). The stochastic resetting interrupts the precession dynamics of \( \mathbf{r}(t) \), restarting the evolution from \( \mathbf{r}_0 \) immediately after each resetting event, and the evolution of the reset Bloch vector can be written, with the aid of equation (61), as

\[ \mathbf{r}_\text{st}(t) = R(e/e, \omega t)\mathbf{r}_0 \] (63)

where the transformation \( R(e/e, \omega t) \) is non-orthogonal and given by

\[ R(e/e, \omega t) = T_0(t)R(e/e, \omega t) + \int_0^t ds T(s)T_0(t-s)R[e/e, \omega(t-s)]. \] (64)

Finally, explicit analytical expressions for the components of the Bloch vector \( \mathbf{r}_{\text{st,eq}} = \text{Tr}(\hat{\rho}_{\text{st,eq}} \hat{\mathbf{\sigma}}) \) associated to the equilibrate state equation (27) can be computed for \( T_0 \) given by the gamma distribution equation (13) when, without loss of generality, we choose \( \hat{H} = \frac{1}{2}\hat{\sigma}_z \). We have for the initial qubit \( \hat{\rho}(0) \), characterised by the Bloch vector \( \mathbf{r}_0 = (x_0, y_0, z_0) \), that:
\[ \begin{align*}
x_{\text{sr}, \text{eq}} &= x_0 + \frac{\alpha}{\beta} \frac{\alpha^\beta}{\omega} \sin(\Theta \beta) + \frac{1}{\beta \omega} \left( \frac{\alpha^\beta}{(\alpha^2 + \omega^2)^{\beta/2}} \cos(\Theta \beta) - 1 \right), \\
y_{\text{sr}, \text{eq}} &= y_0 + \frac{\alpha}{\beta} \frac{\alpha^\beta}{\omega} \sin(\Theta \beta) + \frac{1}{\beta \omega} \left( 1 - \frac{\alpha^\beta}{(\alpha^2 + \omega^2)^{\beta/2}} \cos(\Theta \beta) \right), \\
z_{\text{sr}, \text{eq}} &= z_0,
\end{align*} \]

where \( \Theta = \arctan(\omega/\alpha) \).

### 4.3. An example: two-level atom interacting with a quantized electromagnetic field

We will now study the effects of stochastic resetting on a two-level atom system that interacts with a single mode of the quantized electromagnetic field, described by the paradigmatic Jaynes–Cummings Hamiltonian \[ \hat{H}_{\text{JC}} = \hbar \omega \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) - \frac{1}{2} \hbar \omega \hat{\sigma}_z - i \frac{\hbar}{2} \Omega (\hat{\sigma}^+ \hat{a} - \hat{\sigma}^- \hat{a}^\dagger). \] (66)

Here \( \hat{a}^\dagger \) and \( \hat{a} \) stands, respectively, for the creation and annihilation operators of the electromagnetic field, \( \hat{\sigma}^+ \) and \( \hat{\sigma}^- \) for the raising and lowering operators of the atom, \( \omega \) is the frequency of the electromagnetic mode, which coincides with the atomic transition frequency between the excited and the ground atomic states, and \( \Omega \) is the real coupling constant. The first two terms in (66) correspond to the free Hamiltonians of the field and atom, respectively, whereas the last term (the interaction Hamiltonian \( H_{\text{int}} \)) allows for the excitation (de-excitation) of the atom and the concomitant absorption (emission) of a photon.

We assume the atom+field initial state to be

\[ |\psi(0)\rangle = (a|\downarrow\rangle + b|\uparrow\rangle)|0\rangle, \] (67)

with \( |\downarrow\rangle \) and \( |\uparrow\rangle \) the ground and excited states of the atom, which are eigenvectors of \( \hat{\sigma}_z \) with positive and negative eigenvalues, respectively. The vector \( |0\rangle \) denotes the vacuum state of the field, while \( |1\rangle \) will denote the excited state of the field with one photon. In the interaction picture the initial state evolves into

\[ |\psi(t)\rangle = a|\downarrow\rangle|0\rangle + b \sqrt{1 - p(t)} |\uparrow\rangle|0\rangle + b \sqrt{p(t)} |\downarrow\rangle|1\rangle, \] (68)

where \( p(t) = \sin^2(\Omega t/2) \).

We now focus on the (reduced) state of the two-level atom, defined as

\[ \hat{\rho}^A(t) = \text{Tr}_F |\psi(t)\rangle \langle \psi(t)|, \] (69)

where \( |\psi(t)\rangle \) is given by (68), and \( \text{Tr}_F \) denotes the trace over the degrees of freedom of the field. Direct calculation gives

\[ \hat{\rho}^A(p) = \left( |a|^2 + p(t) |b|^2 \right) |\downarrow\rangle \langle \downarrow| + |b|^2 \left( 1 - p(t) \right) |\uparrow\rangle \langle \uparrow| + ab^* \sqrt{1 - p(t)} |\downarrow\rangle \langle \uparrow| + a^* b \sqrt{1 - p(t)} |\uparrow\rangle \langle \downarrow|. \] (70)

Although the evolution of the composite atom+field is unitary, the evolution of the atom alone is not; instead it is given by the dynamical map \( \hat{\rho}^A(0) = \mathcal{E}(p, 0) \hat{\rho}^A(0) = \sum_{i=0,1} \hat{K}_i(p) \hat{\rho}^A(0) \hat{K}_i^\dagger(p) \), where \{\( \hat{K}_i \)\} stands for the set of Kraus operators associated to the so-called amplitude damping channel \[ \mathcal{E}(p, 0) \]. Assuming that \( a, b \in \mathbb{R} \), and writing the operator (70) in the form (57), we identify the corresponding Bloch vector as

\[ r^A(p) = \left( 2ab \sqrt{(1 - p)}, 0, 1 - 2b^2(1 - p) \right), \] (71)
Figure 4. Evolution of the Bloch vector $r^A(t) = (2ab \cos \Omega t/2, 0, 1 - 2b^2 \cos^2 \Omega t/2)$ under stochastic resetting for: $a = \sqrt{3/5}$, $b = \sqrt{2/5}$ (upper panel); $a = \sqrt{1/10}$, $b = \sqrt{9/10}$ (bottom panel). The resetting corresponds to the exponential distribution with $\alpha = 1/100$ (left panel) and $\alpha = 1/10$ (right panel) in units of $\Omega$, and time runs from $t = 0$ to $t = 200$ (units of $\Omega^{-1}$), in color scale ranging from red to magenta. The initial ($t = 0$) and the final ($t \to \infty$) Bloch vectors are indicated by a red and a magenta arrow, respectively. The black-dashed line depicts the periodic trajectory of the Bloch vector in absence of resetting ($\alpha = 0$).

so under the resetting the atom’s state is $\hat{\rho}^A_{\text{sr}}(p) = \frac{1}{2} (\mathbb{I} + r^A_{\text{sr}}(p) \cdot \hat{\sigma})$ with $r^A_{\text{sr}}(p)$ related to $r^A(p)$ as indicated in equation (61).

The evolution of $r^A_{\text{sr}}(t)$ for the exponential distribution equation (12) of resetting is shown in figure 4 for two different initial states (upper and lower panels) and two values of $\alpha$ (right and left panels). As follows from equations (61) and (71), $r^A_{\text{sr}}(t)$ is restricted to the plane $x$–$z$, which is the one depicted in the figure. Each graph shows the evolution of the tip of the vector $r^A_{\text{sr}}(t)$, and time flow is represented by the color scale. The initial ($t = 0$) and the final ($t \to \infty$) Bloch vectors are represented, respectively, by red and magenta arrows. For reference, the periodic trajectory (traversed back and forth) of the vector $r^A(t)$ in absence of resetting is depicted with the black-dashed line. Notice that this trajectory corresponds to Bloch vectors that vary their magnitude as they evolve, evincing the fact that the evolution of $\hat{\rho}^A(t)$ is a non-unitary one.

Figure 4 verifies that an effect of the exponential resetting is to continuously reduce the magnitude of the Bloch vector—and with it the purity of the state—, until a steady vector (state) is attained (notice that such limiting state is not the state $\hat{\rho}^A_{\text{sr}, \text{eq}}$ introduced in section 3.1, since the latter assumed density matrices that evolve unitarily in the absence of resetting, whereas in this example, as already stated, the reduced state evolves in a non-unitary fashion). Comparison of the upper and lower panels shows that the magnitude of $r^A_{\text{sr}}(t)$ differs more drastically from that of $r^A(0)$ as the initial population $b^2$ of the atom’s excited state $|\uparrow\rangle$ increases.
(see equation (67)). Notice also that the value of the resetting rate $\alpha$ affects not only the speed at which $r_A^a(t)$ approximates its limiting value, but also such precise value.

5. Final comments and concluding remarks

We have studied the effects of stochastic resetting on the dynamics of closed quantum systems through a renewal equation for the system’s density operator, that takes into consideration the effects of generic distributions of time-intervals between successive resetting times. Our analysis involves a subclass of distributions that satisfy a minimal requirement on their asymptotic behaviour, and focuses on the examination of relevant quantities that characterise the evolution of quantum states, particularly in the study of quantum coherence and closed- vs open-system dynamics, and approaches the calculation of such quantities in the long-term regime related to non-equilibrium stationary states.

We show that stochastic resetting typically induces a loss of coherence as measured with respect to the energy eigenbasis, irrespective of the specific resetting dynamics. This allows us to identify the effects of resetting process on the evolution of the otherwise closed system, with those induced by a non-dissipative decoherence channel acting on an open system. Thus, different resetting dynamics (different distributions $T(t)$) will simulate some aspects of the evolution of open systems; in particular the Lévy-Smirnoff distribution may be of use in studying the quantum–classical transition, characterised by a complete decoherence of the initial state.

One central aspect analysed was the loss of information on the system’s state due to the renewal process. Such loss is encoded in the dynamics of the purity of the reset state, and for closed systems is a consequence of the uncertainty caused by the random restarting process. On the other hand, our analysis offers a means to quantify the effective amount of entanglement created if the decoherence channel is ascribable to the interaction between the system and its surroundings, provided the global (composite) system is initially in a pure state.

The quantification of the distinguishability between two quantum states, as measured by the fidelity, was carried out between the reset state and its unitarily-evolving counterpart. Our analysis shows that initial pure states stand out as the states that are more affected by the resetting process, since only for them the purity and the fidelity may reach their minimum value. Further, for qubit pure states it is verified that the resetting process delays the time required for the initial state to evolve toward a distinguishable one, yet such delay can be reduced substantially by an appropriate selection of the distribution $T(t)$ of times between consecutive reset events (in particular, in the examples analysed here the Lévy-Smirnoff distribution reduces the delay by a factor of $\sim 10^3$).

Data availability statement

The data that support the findings of this study are available upon reasonable request from the authors.

Acknowledgments

This work was supported by UNAM-PAPIIT IN110120 (F J S) and UNAM-PAPIIT IN113720 (A V H).
