Dynamics of two excitatory coupled neuron-like phase models
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A simple model of neuron-like ensemble is proposed. Within it, we consider dynamics of two excitable neurons interacting via the excitatory coupling. In the parameter space of the model, the regions of, respectively, in-phase, anti-phase synchronous behaviour and of quiescence are determined. Bifurcation transitions between all these states are studied in details.
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I. INTRODUCTION

Central pattern generators (CPGs) are circuits in self-contained integrative nervous systems able to generate and control basic repetitive patterns of coordinated motor behaviour without sensory feedback or peripheral input. They are responsible for such vital rhythmic motor behaviours as heartbeat, respiratory functions and locomotion. One of the best-known case studies in this field is of locomotion in vertebrates: several decades of evidence support the hypothesis that walking, flying, and swimming are largely governed by a small network of spinal neurons in all vertebrate species, from lampreys to humans. Recent evidence suggests that plasticity changes of some CPG elements may contribute to the development of specific pathophysiological conditions associated with impaired locomotion or spontaneous locomotor-like movements. Despite the relevance of the topic and substantial progress in the field, including proposed pattern generation mechanisms, the genesis of the motor patterns is still not fully understood.

One of the most widespread approaches in the numerical modelling of CPGs (as well as of other neuronal networks) uses the Hodgkin-Huxley equations or different kinds of their reductions, such as the FitzHugh-Nagumo equations, delivering detailed description of CPG.

Since the reproduction of temporal patterns, not the dynamics of an individual neuron, plays a crucial role in the paradigm of CPG, one may use reduction to phase equations in order to lower the computational complexity. The patterns of motor activity are stable regimes of phase differences demonstrated by elements in the network, hence it looks logical to adopt a phase oscillator as a model of an individual neuron. This approach goes back to the early modelling of animal locomotor CPG, where coupled systems of ODE were reduced to phase models.

Our goal is a model of CPG based on simple neuron-like units that, on the one hand, can reproduce a number of CPG dynamical patterns observed in experiments and reproduced in biologically plausible models, and, on the other hand, allows for analytical study.

Biological experiments witness that most CPGs have some kind of a universal constituent known as a half-center oscillator (HCO). Brown first proposed the concept of HCO, in which two mutually inhibitory coupled
neurons burst in anti-phase. HCO can consist of endogenously bursting neurons, intrinsically tonic spiking or even quiescent neurons that start to generate alternating activity when coupled. As shown in numerous theoretical studies\textsuperscript{35-39}, the formation of an anti-phase bursting rhythm is tightly connected to slow time scale dynamics, associated with the slow membrane currents. Simple HCO can contribute to more complex modular CPG networks, such as swimming CPG of *Melibe leonina* and *Dendronotus iris*\textsuperscript{13}.

To understand better the dynamical principles underlying the behaviours of larger networks, we introduce a simple model of HCO based on two coupled units. Individual element in this case is an active rotator described by the equation:

\[
\dot{\phi} = \gamma - \sin \phi, \tag{1}
\]

where \(\phi\) corresponds to the phase of the individual element and \(\gamma\) is a control parameter.

\begin{figure}
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\caption{Top row: phase space and time series of the system (1), which describes a single neuron-like element at \(\gamma < 1\). Phase point is attracted to the steady state (green dot on the unit circle on the right upper panel), which corresponds to the constant value of the phase \(\phi\) of the element (left upper panel). In this case Eq.(1) describes an excitable neuron. Bottom row: phase space (unit circle) and time series of the system (1) at \(\gamma > 1\). Single element is in the oscillatory state; its phase changes continuously in time (right lower panel), so the element generates spikes (left lower panel).}
\end{figure}

This model, introduced in\textsuperscript{29}, is evidently similar to the classical theta-neuron equation\textsuperscript{40}. In dependence on \(\gamma\), Eq.(1) reproduces excitatory behaviour (\(\gamma < 1\), see upper panel in Fig.1) or self-oscillatory behaviour (\(\gamma > 1\), see lower panel in Fig.1). Below we consider the first case.

In the present study our point is to reproduce the most valuable dynamics typical for CPG and to gain more insights in the fundamental principles of HCO functioning by studying symmetries and bifurcations, which allow CPG to be ultimately flexible and multifunctional\textsuperscript{41-43}.

The paper is organized as follows. First, we propose a simple phenomenological model of HCO and describe the way we have constructed it. Secondly, we introduce several necessary definitions and discuss general properties of the introduced model. After that we focus on main valuable types of neuron-like activity typical for biological HCO. Our study includes, but is not limited to properties of these states, as well as bifurcation transitions, which lead
II. THE SIMPLE MODEL OF HCO

As a new simple model of HCO we propose the motif of two excitable neurons, mutually interacting via the excitatory coupling. Mathematically it is described by a system of two differential equations:

\[
\begin{align*}
\dot{\phi}_1 &= \gamma - \sin \phi_1 + d \cdot I(\phi_2) \\
\dot{\phi}_2 &= \gamma - \sin \phi_2 + d \cdot I(\phi_1)
\end{align*}
\] (2)

Here, the parameter \(d\) regulates the strength of symmetric excitatory couplings \(I(\phi)\).

In accordance to the biological principles\(^{44}\), we model excitatory coupling by the function \(I(\phi) = \frac{1}{1 + e^{k(\cos(\delta/2) - \cos(\phi - \alpha - \delta/2))}}\). \(^{(3)}\)

Coupling of this form, first introduced in\(^{45}\), and tested in subsequent studies\(^{46,47}\), simulates the transmission of a signal from the presynaptic element to the postsynaptic one. When the phase \(\phi\) of the active presynaptic element reaches \(\alpha\), the current of constant amplitude is applied to the postsynaptic element. The duration of the impact of this stimulus is defined by the difference \(\delta\). Dependence of the coupling function \(I(\phi)\) on the phase of the presynaptic element \(\phi\) is sketched in Fig. 2(a). The diagram in Fig. 2(b) shows the regions of the joint phase space, where the elements are activated by each other.

![Coupling function and regions of activation](image)

FIG. 2: (a) Coupling function \(I(\phi)\). (b) Regions of activation on the phase torus. Green coloured region: the first element activates the second one. Blue coloured region: the second element activates the first one. Crossing of these two regions means mutual activation of both elements.

The system \(\{2\}\) with the coupling \(\{3\}\) is governed by five parameters: \(\gamma, d, k, \alpha, \delta\). Of these, we fix below the values \(\gamma = 0.7\) and \(k = 50\).

The coupling function \(\{3\}\) takes into account the basic principles of chemical synaptic coupling: (i) presence/absence of the activity in the postsynaptic element depends on the activity level in the presynaptic element; (ii) all interactions between neuron cells are inertial due to the fact that the transfer of neurotransmitter is not instantaneous. So, the form of the function \(I(\phi)\) reflects the first principle. The parameters \(\alpha\) and \(\delta\) are responsible for inertia and duration effects, respectively; by adjusting them, we can simulate synapses with different neurotransmitters.

Formally, the period of the coupling function with respect to the parameter \(\delta\) is \(4\pi\). In fact, \(\delta\) takes values from the interval \([0, 2\pi]\), since the activation range is the segment \([\alpha, \alpha + \delta]\), that is, at \(\delta = 2\pi\) both elements always activate each other.
III. DEFINITIONS AND PROPERTIES OF THE PROPOSED MODEL

The phase space of the system (2) is a two-dimensional torus.

As already mentioned, we focus both on various types of neuron-like activity, like the in-phase and anti-phase spiking patterns, and on bifurcation scenarios behind the onset and destruction of these patterns in the simple model of HCO (2). Below, the term in-phase limit cycle denotes a limit cycle in which the phases of both elements coincide: \( \phi_1(t) = \phi_2(t) \). Further, anti-phase limit cycle denotes a limit cycle with some period \( T \) in which the phases are shifted with regards to each other of by half-period: \( \phi_1(t) = \phi_2(t + \frac{T}{2}) \). These definitions correspond to those in [2].

Let us briefly discuss the basic features of the system (2), utilizable for further analysis. We start with properties that hold regardless of the (continuous) function \( I(\phi) \).

**Property 1.** Since the system (2) is invariant under a permutation of variables \( \phi_1, \phi_2 \), the phase portrait is symmetric with respect to the invariant diagonal \( \phi_1 = \phi_2 \).

**Property 2.** Suppose that an anti-phase cycle of the period \( T \) exists in the phase space of the system (2).

Then, for each of its points \((\phi_1^*, \phi_2^*)\), the cycle also contains the symmetrical counterpart \((\phi_2^*, \phi_1^*)\), shifted in time by the half-period.

**Property 3.** Two or more anti-phase limit cycles cannot coexist in the phase space of the system.

We start the proof of this property with a remark that an anti-phase cycle, due to Property 3, cannot be entirely confined either to the triangle \( 0 < \phi_1 < \phi_2 < 2\pi \) or to the symmetric triangle \( 0 < \phi_2 < \phi_1 < 2\pi \). Hence, the phase curve of the cycle should intersect the axes \( \phi_1 = 0 \) and \( \phi_2 = 0 \). Assume that there are two anti-phase limit cycles. Let the first one include a point with coordinates \((0, a) (0 < a < 2\pi)\). Then (Property 2) it also contains a point with coordinates \((a, 0)\), which on the 2-torus is identified with a point \((a, 2\pi)\). Let the second anti-phase cycle pass through the points with coordinates \((0, b)\) and \((b, 2\pi) (0 < b < 2\pi)\), an let \( b \) exceed \( a \). Two continuous curves crossing the triangle \( 0 < \phi_1 < \phi_2 < 2\pi \), so that the first of them passes through the points with coordinates \((0, a)\) and \((a, 2\pi)\), whereas the second contains points \((0, b)\) and \((b, 2\pi)\), are obliged to intersect. This invalidates the assumption on the existence of more than one anti-phase cycle.

**Property 4.** The system (2) is invariant under the transformation \( \phi_1 \rightarrow \pi - \phi_1 \), \( t \rightarrow -t \), \( \alpha \rightarrow \pi - \alpha - \delta \). From described above it follows that the bifurcation diagram in the parameter space \((\alpha, \delta)\) is symmetric with respect to the fixed set of this transformation: lines \( \delta = \pi - 2\alpha \) and \( \delta = 3\pi - 2\alpha \), on which the system becomes reversible.

**Property 5.** The system (2) has two types of equilibrium states: those with \( \phi_1 = \phi_2 \), (i.e., on the diagonal) and those with unequal coordinates (the off-diagonal ones). Due to permutation symmetry, the off-diagonal equilibrium states appear in symmetric pairs. Existence of such pair implies presence of the steady state on the diagonal.

Let us prove this property. The steady states on the diagonal satisfy the equation

\[
\gamma - \sin \phi + d \cdot I(\phi) = 0.
\]  

(4)

Similarly, off-diagonal steady states are determined from the system

\[
\begin{cases}
\gamma - \sin \phi_1 + d \cdot I(\phi_2) = 0 \\
\gamma - \sin \phi_2 + d \cdot I(\phi_1) = 0
\end{cases}
\]

(5)

Suppose that a pair \((\phi_1, \phi_2)\) that solves Eq. (5) exists. Then \( \gamma - \sin \phi_1 + d \cdot I(\phi_1) = -\gamma - \sin \phi_2 + d \cdot I(\phi_2) \), i.e. the function \( F(\phi) = \gamma - \sin \phi + d \cdot I(\phi) \) takes values of different signs (or zeros) at \( \phi = \phi_1 \) and \( \phi = \phi_2 \). Then, by virtue of continuity, there exists \( \xi (\phi_1 \leq \xi \leq \phi_2) \) such that \( \gamma - \sin \xi + d \cdot I(\xi) = 0 \), i.e. \( \xi \) satisfies (4). Thus, the existence of a pair of off-diagonal steady states of the second type ensures the existence of a steady state on the diagonal.

Further properties take into account the coupling function \( I(\phi) \) as defined by [3].
Property 6. If $\delta = \pi - 2\alpha$ or $\delta = 3\pi - 2\alpha$, the system (2) is reversible. Indeed, under these conditions, Eq. (2) take the form
\[
\begin{align*}
\phi_1 &= \gamma - \sin \phi_1 + \frac{d}{1 + e^{\pm k (\sin \alpha - \sin \phi_2)}} \\
\phi_2 &= \gamma - \sin \phi_2 + \frac{d}{1 + e^{\pm k (\sin \alpha - \sin \phi_1)}}
\end{align*}
\]
Here the sign “$+$” is taken for the case $\delta = \pi - 2\alpha$. The set of points, with respect to which the phase space is symmetric, is the line $\phi_1 + \phi_2 = \pi \pmod{2\pi}$. The involution implementing this symmetry is the mapping $R : (x, y) \mapsto (\pi - y, \pi - x)$.

IV. DYNAMICS OF THE SYSTEM

In this paper we have found out that system (2), depending on the values of control parameters $\alpha$ and $\delta$ of excitatory coupling, can generate all main types of neuron-like activity that are typical for HCO: excitability regime and regimes of in-phase and anti-phase oscillatory activity. Let us show how described regimes arise and disappear in the system (2) with change in coupling strength parameter $d$.

This Section is organized as follows. In the first subsection we present an overall dynamical sketch of the system for the case of strong couplings. It includes, first of all, a detailed description of bi-parameter diagram. Then a description of regions of multistability is presented. After that we give a detailed description of the phase space and regimes of neuron-like activity for parameters taken from each region on the bifurcation diagram. In the next paragraph obtained regimes are observed in application to HCO modelling. In the last part of the first subsection we describe bifurcation scenarios that lead to appearance and destruction of all obtained regimes of neuron-like activity. The second subsection is devoted to the study of evolution of the regime of excitation with the changes in coupling strength $d$. The last subsection presents rigorous analysis of evolution of tonic spiking regimes, namely, in-phase and anti-phase regimes, for changing coupling strength.

A. Overall dynamical sketch for fixed coupling strength

![FIG. 3: Map of neuron-like temporal patterns for coupling strength $d = 0.31$. Region A corresponds to in-phase tonic spiking, region $B$ – to excitable state, $C$ – to anti-phase tonic spiking, $D$ – to bistability (coexisting excitable state and anti-phase tonic spiking).](a) $d = 0.31$. (b) $d = 1$.](b)

Using the analytical and numerical methods the map of neuron-like temporal patterns shown in Fig. 3 was constructed on the $(\alpha, \delta)$ parameter plane. Here in Fig. 3(a) coupling
strength $d$ is small but enough to produce all main types of neuron-like behavior. Note, that if the coupling strength $d$ is less than some threshold value $d_{th}$ (certain value depends on other parameters of the system), the motif can exhibit only excitable behaviour, which highly resembles the dynamics in single element. Increasing of coupling strength above $d_{th}$ leads to collective spiking dynamics arise in the system. In Fig. 3(b) one can see how regions of different temporal patterns evolve with further increase in the value of coupling strength $d$ up to $d = 1$. The main effect can be represented as emergence of additional quite wide region $D$ of bistability between regions $B$ (excitable state) and $C$ (anti-phase spiking). This phenomenon can be explained as follows. With increase in $d$ borderlines of stability regions for steady state and for limit anti-phase cycle start to overlap that results in the situation, when in the phase space of the system two attracting sets coexist. The borderlines of other regions of neuron-like temporal patterns also change with the increase in $d$, namely, for some values of $\alpha$ and $\delta$ excitable state is replaced by oscillatory activity (both in-phase and anti-phase).

Let us give the detailed description of regimes of neuron-like activity, that can be observed in all regions shown in Fig. 3.

Region $A$ is the region of in-phase spiking activity (i.e. $\phi_1(t) = \phi_2(t)$). Mathematical image in the phase space of the system for this type of activity is a stable in-phase limit cycle. In region $B$ only excitable state exists. Although dynamics in this region is simple, it corresponds to different stable equilibria with their own basins of stability. From the point of neuroscience, coexistence of different excitable states could describe different conditions of membrane potential of neuron-like elements, including depolarization and hyperpolarization. In region $C$ the system demonstrates only anti-phase spiking activity, which mathematically can be described with stable anti-phase limit cycle. The region $D$ is the only region of bistability, where anti-phase spiking patterns coexist with excitable behavior.

In the framework of HCO modelling the most interesting and valuable regimes are regimes of anti-phase activity, which allow to alternate the order of two usually opposing behaviours. In Fig. 4 time series of stable anti-phase limit cycles, as well as their images in phase space are given depending on values of governing parameters.

![Fig. 4: Examples of regimes of anti-phase spiking: phase space and time series. Blue points correspond to saddles.](a) $\alpha = \frac{3\pi}{2}$, $\delta = \frac{3\pi}{2}$; (b) $\alpha = 1$, $\delta = 0.296$. (c) $\alpha = 1.124$, $\delta = 0.8755298$. (d) $\alpha = 0.2$, $\delta = 0.4707920318$. (e) $\alpha = \frac{3\pi}{2}$, $\delta = \frac{3\pi}{2}$. (f) $\alpha = 1$, $\delta = 0.296$. (g) $\alpha = 1.124$, $\delta = 0.8755298$. (h) $\alpha = 0.2$, $\delta = 0.4707920318$.]

Now let us give more detailed analysis of all transitions between observed types of temporal patterns of neuron-like activity in Eqs. (2). In all cases below $d = 1$.

First of all, let us describe the transition between regions $B$ and $A$. In order to do this we fix $\delta = \pi$ and start to decrease the governing parameter $\alpha$ from the value $\alpha = 0.885$ to the value $\alpha = 0.875$ to cross the borderline between these regions (see Fig. 5). As a result of saddle-node bifurcation on the invariant curve, a stable in-phase limit cycle appears in the phase space of the system.

The transition from region $C$ to the region $A$ is more sophisticated. To describe corre-
FIG. 5: Scenario of birth of in-phase limit cycle when crossing the borderline between regions $B$ and $A$. $\delta = \pi$. (a) $\alpha = 0.885$, (b) $\alpha = 0.875$.

FIG. 6: Scenario of birth of in-phase limit cycle when crossing the borderline between regions $C$ and $A$. $\delta = \frac{3\pi}{2}$. (a) $\alpha = \frac{7\pi}{4} - 0.01$. (b) $\alpha = \frac{7\pi}{4}$. (c) $\alpha = \frac{7\pi}{4} + 0.01$.

Corresponding bifurcation scenario we fix $\delta = \frac{3\pi}{2}$ and build phase portraits of the system for values of parameter $\alpha$ taken from region $B$ near the transition, on the borderline between two regions and in region $A$ after bifurcation takes place.

Fig. 6 shows the bifurcation, as a result of which the in-phase limit cycle becomes stable. As one can see, in Fig. 6(a) an unstable in-phase and a stable anti-phase cycles are presented. When a parameter $\alpha$ reaches its bifurcation value $\alpha = \frac{7\pi}{4}$ (see Fig. 6(b)), a closed trajectory passes through each point of the phase space. After the bifurcation, the in-phase cycle becomes stable, and the anti-phase one becomes unstable (Fig. 6(c)).

The borderline between regions $C$ and $D$ is complex and contain several scenarios of birth of bistability of anti-phase spiking pattern and excitable state. The first scenario is presented in Fig. 7. For $\alpha = \pi - 0.01$, an unstable anti-phase limit cycle exists in the phase space, so unstable saddle separatrix tends to a stable state of equilibrium. One stable separatrix of each saddle tends to an unstable equilibrium (in reverse time), and the other two tend to an unstable limit cycle. During bifurcation ($\alpha = \pi$), two homoclinic trajectories are formed, which limit the region of the phase space, through each point of which closed
FIG. 7: The first scenario of born of anti-phase limit cycle when crossing the borderline between regions $C$ and $D$. $\delta = \pi$. (a) $\alpha = \pi - 0.01$. (b) $\alpha = \pi$. (c) $\alpha = \pi + 0.01$.

trajectories pass. For $\alpha = \pi + 0.01$ a stable anti-phase limit cycle exists in the phase space. Stable saddle separatrices now tend to an unstable equilibrium (with time reversal). One unstable separatrix of each saddle tends to a stable equilibrium, the other two tend to a stable limit cycle.

The second scenario of birth of stable anti-phase limit cycle during transition from region $C$ to region $D$ presented in Fig. 8 and involves appearance of heteroclinic cycle (8(b)). In Figure 8(a) one can see that all unstable separatrices of the saddle tend to a stable equilibrium. If we will continue to increase the value of $\alpha$ up to $\alpha_{bif} = 4.1691$, in the phase space of the system a pair of heteroclinic trajectories arise between two saddles. These heteroclinic trajectories together with the saddles form a heteroclinic cycle presented in Fig. 8(b). After bifurcation occurs, a stable anti-phase limit cycle, which attracts unstable separatrices of the saddles, is formed on the basis of described heteroclinic cycle, see Fig. 8(c).

The third scenario can be observed if we fix $\alpha = 1.026$ and start to increase the value of $\delta$ from $\delta = 0.8$ up to $\delta = 1$. In this case on the line $\phi_1 = \phi_2$ a heteroclinic cycle between saddles appears (Fig. 9(b)), which further give a birth to stable anti-phase limit cycle.

The fourth scenario can be described as follows. Right before the bifurcation in the phase space of the system an invariant curve exist. It contain two saddle points, one stable equilibrium on the diagonal line and separatrices connecting them (Fig. 10(a)). On the described invariant curve a saddle-node bifurcation takes place, as a result of which a stable anti-phase limit cycles emerges (Fig. 10(b)).

The fifth scenario also connected to the emergence of heteroclinic cycle. At the first stage, a pair of heteroclinic trajectories appear, see Fig. 11(b), which together with two saddles form a heteroclinic cycle (Fig. 11(c)). This heteroclinic cycle evolves to stable anti-phase limit cycle with further increase in the value of parameter $\delta$ (Fig. 11(d)).

In the following subsections we study in details how presented main temporal patterns are changing with increase or decrease in coupling strength $d$. 


FIG. 8: The second scenario of born of anti-phase limit cycle when crossing the borderline between regions $C$ and $D$. $\delta = \frac{3\pi}{4}$. (a) $\alpha = 4.15$. (b) $\alpha = 4.1691$. (c) $\alpha = 4.28$.

B. Evolution of tonic spiking regimes in dependence on coupling strength

Now let us study various bifurcation scenarios that lead to the appearance of oscillatory regimes, including in-phase and anti-phase spiking.

In-phase limit cycle appears as a result of saddle-node bifurcation on the invariant curve if the following condition is met:

\[
\begin{align*}
\gamma - \sin \phi + d \cdot I(\phi) &= 0 \\
\cos \phi - d \cdot I'(\phi) &= 0
\end{align*}
\]  

The first scenario we describe takes place near the threshold value of coupling strength $d_{th} = 0.3$ and is related to appearance of in-phase spiking (see Fig. 12). As one can see in Fig. 12(a), here for $d = 0.29$ two non-smooth closed invariant curves exist: the first one consists of unstable separatrices (red curves) of saddles (blue point), saddles themselves and stable steady state (green point). Described curve passes through a stable equilibrium state twice and at this point it is non-smooth. The second invariant closed curve is formed by stable separatrices (green curves) of saddles, saddles themselves and an unstable equilibrium (red point). With the increase in $d$ up to the value $d = 0.299$ described equilibria tend to approach each other and merge at value $d \approx 0.3$. After the bifurcation (Fig. 12(b)) for coupling strength value greater than threshold value, e.g. for $d = 0.301$, equilibria disappeared, instead of it an in-phase stable limit cycle (green curve) and an anti-phase unstable cycle (red curve) appeared. As a result, one can observe in-phase tonic spiking regime in the system.

The condition for the birth of an anti-phase limit cycle can be found approximately. First of all, the necessary condition for existence of limit cycles is $\gamma + d \geq 1$. Replacing the coupling function $I(\phi)$ by a piecewise constant implies that the cycle will exist if the time of motion of a phase point along the arc $(\alpha, \alpha + \delta)$ for non-excited element is not less than the
FIG. 9: The third scenario of born of anti-phase limit cycle when crossing the borderline between regions $C$ and $D$. $\alpha = 1.026$. (a) $\delta = 0.8$. (b) $\delta = 0.8432$. (c) $\delta = 1.02$.

FIG. 10: The fourth scenario of born of anti-phase limit cycle when crossing the borderline between regions $C$ and $D$. $\delta = 0.53$. (a) $\alpha = 1.02$. (b) $\alpha = 1.02$.

The time of motion of phase point along the arc $\pi - \arcsin \gamma$, $\pi - \arcsin \gamma$ for the excited element:

$$
\int_{\arcsin \gamma}^{\pi - \arcsin \gamma} \frac{d\phi}{\gamma + d - \sin \phi} = \int_{\alpha}^{\alpha + \delta} \frac{d\phi}{\gamma - \sin \phi}.
$$

This condition can be rewritten in the following form:

$$
\frac{2}{\sqrt{(\gamma + d)^2 - 1}} \left( \arctan \frac{1 - (\gamma + d) \tan \frac{\arcsin \gamma}{2}}{\sqrt{(\gamma + d)^2 - 1}} - \arctan \frac{1 - (\gamma + d) \cot \frac{\arcsin \gamma}{2}}{\sqrt{(\gamma + d)^2 - 1}} \right) = \frac{2}{\sqrt{1 - \gamma^2}} \left( \text{arctanh} \frac{1 - \gamma \tan \frac{\arcsin \gamma + \delta}{2}}{\sqrt{1 - \gamma^2}} - \text{arctanh} \frac{1 - \gamma \tan \frac{\arcsin \gamma}{2}}{\sqrt{1 - \gamma^2}} \right).
$$

In Fig. 10(b) one can see phase portrait of the system under study for $\delta$ satisfied.
FIG. 11: The fifth scenario of born of anti-phase limit cycle when crossing the borderline between regions $C$ and $D$. $\alpha = 0.99$. (a) $\delta = 0.27$. (b) $\delta = 0.288294$. (c) $\delta = 0.288397$. (d) $\delta = 0.29$.

FIG. 12: Birth of a stable in-phase limit cycle. Phase portraits for $\alpha = \frac{\pi}{4}$, $\delta = \pi$. (a) $d = 0.29$. (b) $d = 0.31$. In (a) red curves correspond to unstable separatrices and green curves — to stable ones. In (b) red curve corresponds to unstable anti-phase limit cycle, while green curve corresponds to stable in-phase limit cycle. Blue dots mark saddles, green dots — stable equilibria, red dots — unstable equilibria. See description in the text for more details.

Bifurcation scenarios related to the appearance of anti-phase spiking pattern can be described as follows (see Fig. 13). For coupling strength near the threshold value $d_{th}$, e.g. for $d = 0.29$, a closed invariant curve exists composed of unstable separatrices (red curves), two saddles (blue dots) and stable equilibrium (green dot), see Fig. 13(a). This curve passes through the stable equilibrium twice, and, at this point it is not smooth. With the increase in the value of coupling strength up to $d = 0.299$ described stable equilibrium undergoes a pitchfork bifurcation, as a result of which all unstable separatrices enter one of two stable equilibria. In Fig. 13(b) one can see that two separatrices pass closely to the saddle on the diagonal line. The closed invariant curve now consists of unstable separatrices, two stable nodes and two saddles and becomes smooth. For further increase in coupling strength $d$
FIG. 13: Birth of a stable anti-phase limit cycle. Phase portraits for $\alpha = \frac{3\pi}{2}$, $\delta = \pi$. (a) $d = 0.2999$. (b) $d = 0.301$. Red curves correspond to unstable separatrices and green curves — to stable ones. In (b) green bold curve corresponds to stable anti-phase limit cycle. Blue dots mark saddles, green dots — stable equilibria, red dots — unstable equilibria. See description in the text for more details.

(Fig. 13(c)) up to the $d = 0.2999$ stable equilibria (green dots) approach saddles that do not belong to the diagonal line (blue dots). In Fig. 13(d), shortly after the bifurcation for $d = 0.301$ one can observe a stable anti-phase limit cycle (bold green curve) as a result of two saddle-node bifurcations on the invariant closed curve. This cycle comes very close to the saddle on the diagonal line (blue dot), but, as we can see, does not go through it. As a result, the system under study demonstrates an anti-phase spiking regime.

V. CONCLUSIONS

In this study we have proposed a new phenomenological single neuron-like model and build a model of HCO on its basis. On the one hand, this model of HCO is simple and allows to conduct analytical study, on the other hand, it reflects the main properties of biological HCO. It is constructed of two excitable neurons coupled by chemical excitatory synapses. Despite its simplicity the proposed model demonstrates all typical for HCO temporal patterns: excitable state, in-phase and anti-phase spiking. We have used bifurcation theory to provide a mathematical description of main types of neuron-like activity under variation of couplings' parameters of this model. Described anti-phase and in-phase spiking patterns are crucial for motor pattern generation and, according to[48] may be associated with swimming and synchrony patterns of spiking activity, respectively, that observed in a Xenopus tadpole CPG. From the point of view of nonlinear dynamics, each of these temporal patterns corresponds to a stable periodic motion of a certain type in the phase space of the system.

Moreover, the detailed studies of bifurcations leading to the appearance of these types of neuron-like activity have been carried out. On the parameter plane $(\alpha, \delta)$ where $\alpha$ corresponds to the start time of the activation of postsynaptic element and $\delta$ is responsible for duration of the couplings impact, the regions of different types of neuron-like activity have been determined, such as stable in-phase and anti-phase tonic spiking. Our analysis has also shown the presence of wide region of excitable state (quiescence), where the motif can generate activity only as a response on external stimulus.

Our analysis has helped to reveal regions of bistability, for which the system can demonstrate both excitable and anti-phase spiking behavior, so the same pattern generator circuit can support several types of neuron-like activity.

For changing coupling strength $d$ we have studied the transition from excitability to spiking, starting from the case of truly weak coupling. Obtained results, on the one hand, have helped us to study more precisely origins of spiking behavior near the excitability threshold, and, on the other hand, to gain more insights into functions of HCO.
In summary, our new developed simple model can be used, first of all, as a building block in specific complex CPG networks in a wide range of studies of motor control, dynamic memory, information processing, and decision making in animals and humans. One possible application of such studies is a development of new efficient treatment of neurological diseases related to CPG arrhythmia. Another area, where described results can help to advance, is referred to more efficient robot locomotion, which requires more insights in CPG multistability.\(^{50,55}\)
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