Spectral approximation of a variable coefficient fractional diffusion equation in one space dimension
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Abstract

In this article we consider the approximation of a variable coefficient (two-sided) fractional diffusion equation (FDE), having unknown $u$. By introducing an intermediate unknown, $q$, the variable coefficient FDE is rewritten as a lower order, constant coefficient FDE. A spectral approximation scheme, using Jacobi polynomials, is presented for the approximation of $q$, $q_N$. The approximate solution to $u$, $u_N$, is obtained by post processing $q_N$. An a priori error analysis is given for $(q - q_N)$ and $(u - u_N)$. Two numerical experiments are presented whose results demonstrate the sharpness of the derived error estimates.
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1 Introduction

In recent years the numerical approximation of fractional differential equations (FDEs) has received increased attention as their incorporation into models, to address phenomena not well captured using usual differential equations, has increased. Examples of applications using FDEs include contaminant transport in ground water flow [2], viscoelasticity [22], image processing [3, 13], turbulent flow [22, 29], and chaotic dynamics [39]. Approximation schemes including finite difference methods [9, 20, 26, 31, 32], finite element methods [12, 17, 21, 33], discontinuous Galerkin methods [38], mixed methods [7, 19], spectral methods [8, 11, 18, 25, 23, 25, 24, 37, 40], enriched subspace methods [16] have all been applied to FDEs.

Our interest in this paper is on the numerical approximation of the two-sided variable-coefficient FDE of order $1 < \alpha < 2$

\[ K^\alpha_r u(x) := -D((r_0 I_x^{2-\alpha} + (1-r) I_1^{2-\alpha}) K(x) Du(x)) = f(x), \quad x \in (0,1), \]

\[ u(0) = u(1) = 0, \]  

(1.1)  

(1.2)

∗Department of Mathematics, University of South Carolina, Columbia, South Carolina 29208, USA. email: xz3@math.sc.edu & hwang@math.sc.edu.

†Department of Mathematical Sciences, Clemson University, Clemson, South Carolina 29634-0975, USA. email: vjerin@clemson.edu.
where $K(x)$ is the diffusivity coefficient with $0 < K_{\text{min}} \leq K(x) \leq K_{\text{max}},$ $0 \leq r \leq 1$ and $f(x)$ the source or sink term. The left and right fractional integrals of order $0 < \sigma < 1$ are defined as \[27, 28\]

\[
0I^\sigma_x w(x) := \frac{1}{\Gamma(\sigma)} \int_0^x \frac{w(s)}{(x-s)^{1-\sigma}} \, ds, \quad xI^\sigma_1 w(x) := \frac{1}{\Gamma(\sigma)} \int_x^1 \frac{w(s)}{(s-x)^{1-\sigma}} \, ds,
\]

where $\Gamma(\cdot)$ is the Gamma function. Equation (1.1) was derived by incorporating a nonlocal Fick’s law with variable diffusivity coefficient $K(x)$ into a conventional local mass conservation law \[10, 12, 41\].

In \[12\] the Galerkin weak formulation for (1.1) and (1.2) was presented and studied for $K(x)$ a constant. It was shown in \[33\] that the bilinear form of the Galerkin weak formulation may lose its coercivity for a variable-coefficient $K(x)$, and so its Galerkin finite element approximation might diverge \[36\]. A Petrov-Galerkin weak formulation was proved to be wellposed on $H^{\alpha-1} \times H^1_0$ for $3/2 < \alpha < 2$ for a one-sided version of (1.1) and (1.2) \[33\]. A Petrov-Galerkin finite element method was developed and analyzed subsequently for the one-sided version of (1.1) and (1.2) \[35\]. In \[19\], with the introduction of an auxiliary variable, a mixed method approximation scheme for problem (1.1) and (1.2) was studied and error estimates derived. In \[27\], a spectral Galerkin method for the two-sided steady-state FDE with variable coefficient was analyzed, in which the outside and inside fractional derivatives are chosen carefully so that the corresponding Galerkin weak formulation are self-adjoint and coercive. Optimal error estimates were also derived under suitable smoothness assumption on the solution.

It was shown in \[34\] that for one-dimensional FDEs that smoothness of the coefficients and the right-hand side function is not sufficient to guarantee the smoothness of the solution, especially at the endpoints of the interval, which is different from the case of the classical second order diffusion equation. Hence, seeking proper regularity solution spaces for FDEs becomes a key issue in the study of FDEs. Jin et al. \[17\] conducted a thorough analysis of the regularity issue in the context of a one-sided constant-coefficient FDE by fully utilizing the explicit solution expression. An indirect Legendre spectral Galerkin method \[37\] and a finite element method \[36\] were developed for the one-sided FDE with variable coefficient, in which the solution to the FDE is expressed as a fractional derivative of the solution to a second-order differential equations. Consequently, high-order convergence rates of numerical approximations were proved using only regularity assumptions on the coefficients and right-hand side, but not on the true solution (which is not smooth in fact). However, many aforementioned works for one-sided FDEs do not apply for two-sided FDEs.

Mao et al. \[23\] analyzed the solution structure to the constant coefficient version of (1.1) and (1.2) with $r = 1/2$ in terms of spectral polynomials and developed corresponding spectral methods. The solution structure to the constant coefficient version of (1.1) and (1.2) with general $0 \leq r \leq 1$ was resolved completely in \[11\], the spectral method utilizing the weighted Jacobi polynomial was studied and a priori error estimates derived. The two-sided FDE with constant coefficient and Riemann-Liouville fractional derivative was investigated in \[24\], by employing a Petrov-Galerkin projection in a properly weighted Sobolev space using two-sided Jacobi polyfracnomials as test and trial functions. Spectral methods enjoy many excellent mathematical properties that make them particularly suited for FDEs: (i) They present a clean analytical expression of the true solution to FDEs, which have been fully explored in \[11, 23\] in analyzing the structure and regularity of the true solutions; (ii) Fractional differentiation of many spectral polynomials can be carried out analytically \[37\], in contrast to finite element methods in which they have to be calculated numerically that are sometimes a headache \[36\]; (iii) As FDEs are nonlocal operators the appealing property of a sparse coefficient matrix, which arises for a finite element, finite difference, or finite volume approximation approximation
of a usual differential equation, is lost. In contrast, the stiffness matrices of spectral methods are often diagonal (at least for constant coefficient FDEs). Because of this, and also their convergence properties, spectral methods are appealing for the approximation of FDEs.

The goal of this paper is to extend the application of the spectral method in [11] to the two-sided variable-coefficient FDE (1.1) and (1.2) whose solution may have endpoint singularities. By introducing an intermediate variable, we rewrite the variable coefficient model as a constant coefficient FDE. Then, utilizing Jacobi polynomials which incorporate the possible singularity of solution at endpoints, we apply the spectral method to construct a series approximation to the solution.

This paper is organized as follows. In Section 2 we present the formulation to be used, introduce notation used through the paper, and give some key lemmas used in the analysis. The spectral approximation method is formulated and a detailed analysis of its convergence is given in Sections 3, 4 and 5. Two numerical experiments are presented in Section 6 whose results demonstrate the sharpness of the derived error estimates.

### 2 Problem formulation and preliminaries

Let \( \tilde{q}(x) = -K(x)Du(x) \). Using the homogeneous Dirichlet boundary condition at \( x = 0 \) yields

\[
    u(x) = -\int_{0}^{x} \frac{\tilde{q}(s)}{K(s)} ds. \tag{2.1}
\]

Enforcing the homogeneous Dirichlet boundary condition at \( x = 1 \) we obtain

\[
    \int_{0}^{1} \frac{\tilde{q}(s)}{K(s)} ds = 0. \tag{2.2}
\]

Thus, with (2.1), problem (1.1), (1.2) can be recast as the following system

\[
    \mathcal{N}_{\alpha} \tilde{q}(x) := D \left( r \alpha I_{x}^{2-\alpha} + (1 - r) x I_{1}^{2-\alpha} \right) \tilde{q}(x) = f(x), \quad x \in (0, 1), \tag{2.3}
\]

with

\[
    \int_{0}^{1} \frac{\tilde{q}(s)}{K(s)} ds = 0. \tag{2.4}
\]

Jacobi polynomial play a key role in the approximation schemes. We briefly review their definition and properties central to the method [1, 30].

**Usual Jacobi Polynomials,** \( P^{(\alpha,\beta)}_{n}(x) \), on \((-1, 1)\).

**Definition:** \( P^{(\alpha,\beta)}_{n}(x) := \sum_{m=0}^{n} p_{n,m} (x - 1)^{(n-m)}(x+1)^{m} \), where

\[
    p_{n,m} := \frac{1}{2^{n}} \binom{n + \alpha}{m} \binom{n + \beta}{n - m}. \tag{2.5}
\]

**Orthogonality:**

\[
    \int_{-1}^{1} (1-x)^{\alpha}(1+x)^{\beta} P^{(\alpha,\beta)}_{j}(x) P^{(\alpha,\beta)}_{k}(x) dx = \begin{cases} 0, & k \neq j \\ \|P^{(\alpha,\beta)}_{j}\|^{2}, & k = j \end{cases}, \tag{2.6}
\]

where \( \|P^{(\alpha,\beta)}_{j}\| = \left( \frac{2^{(\alpha+\beta+1)}}{(2j + \alpha + \beta + 1) \Gamma(j+1)} \frac{\Gamma(j + \alpha + 1) \Gamma(j + \beta + 1)}{\Gamma(j + \alpha + \beta + 1)} \right)^{1/2} \).
In order to transform the domain of the family of Jacobi polynomials to \([0,1]\), let \(x \to 2t - 1\) and introduce \(G_n^{\alpha,\beta}(t) = P_n^{\alpha,\beta}(x(t))\). From (2.6),
\[
\int_{-1}^{1} (1 - x)^{\alpha} (1 + x)^{\beta} P_j^{(\alpha,\beta)}(x) P_k^{(\alpha,\beta)}(x) \, dx = \int_{t=0}^{1} 2^{\alpha} (1 - t)^{\alpha} 2^{\beta} t^\beta P_j^{(\alpha,\beta)}(2t-1) P_k^{(\alpha,\beta)}(2t-1) \, 2 dt
\]
\[
= 2^{\alpha+\beta+1} \int_{t=0}^{1} (1 - t)^{\alpha} t^\beta G_j^{(\alpha,\beta)}(t) G_k^{(\alpha,\beta)}(t) \, dt
\]
\[
= \begin{cases} 
0, & k \neq j, \\
2^{\alpha+\beta+1} \| G_j^{(\alpha,\beta)} \|^2, & k = j.
\end{cases}
\]
where \(\| G_j^{(\alpha,\beta)} \| = \left( \frac{1}{(2j + \alpha + \beta + 1)} \frac{\Gamma(j + \alpha + 1) \Gamma(j + \beta + 1)}{\Gamma(j + 1) \Gamma(j + \alpha + \beta + 1)} \right)^{1/2} \).

Note that \(\| G_j^{(\alpha,\beta)} \| = \| G_j^{(\beta,\alpha)} \|\).

From [23] equation (2.19) we have that
\[
\frac{d^k}{dx^k} P_n^{(\alpha,\beta)}(x) = \frac{\Gamma(n + k + \alpha + \beta + 1)}{2^k \Gamma(n + \alpha + \beta + 1)} P_{n-k}^{(\alpha+k,\beta+k)}(x). \tag{2.9}
\]
Hence,
\[
\frac{d^k}{dt^k} G_n^{(\alpha,\beta)}(t) = \frac{\Gamma(n + k + \alpha + \beta + 1)}{\Gamma(n + \alpha + \beta + 1)} G_{n-k}^{(\alpha+k,\beta+k)}(t). \tag{2.10}
\]
Also, from [23] equation (2.15),
\[
\frac{d^k}{dx^k} \left\{ (1 - x)^{\alpha+k} (1 + x)^{\beta+k} P_{n-k}^{(\alpha+k,\beta+k)}(x) \right\} = (-1)^k 2^k \frac{n!}{(n-k)!} (1 - x)^{\alpha} (1 + x)^{\beta} P_n^{(\alpha,\beta)}(x), \quad n \geq k \geq 0, \tag{2.11}
\]
from which it follows that
\[
\frac{d^k}{dt^k} \left\{ (1 - t)^{\alpha+k} t^{\beta+k} G_{n-k}^{(\alpha+k,\beta+k)}(t) \right\} = (-1)^k \frac{n!}{(n-k)!} (1 - t)^{\alpha} t^\beta G_n^{(\alpha,\beta)}(t). \tag{2.12}
\]
For compactness of notation we introduce
\[
\rho^{(\alpha,\beta)} = \rho^{(\alpha,\beta)}(x) := (1 - x)^{\alpha} x^{\beta}. \tag{2.13}
\]
We use \(y_n \sim n^p\) to denote that there exists constants \(c\) and \(C\) \(\geq 0\) such that, as \(n \to \infty\), \(c n^p \leq |y_n| \leq C n^p\).

**The weighted \(L^2(0,1)\) spaces, \(L^2_\omega(0,1)\).**

The weighted \(L^2(0,1)\) spaces are appropriate for analyzing the convergence of the spectral type methods presented below. For \(\omega(x) > 0, \ x \in (0,1)\), let
\[
L^2_\omega(0,1) := \left\{ f(x) : \int_0^1 \omega(x) f(x)^2 \, dx < \infty \right\}.
\]
Associated with $L^2_\omega(0,1)$ is the inner product, $\langle \cdot , \cdot \rangle_\omega$, and norm, $\| \cdot \|_\omega$, defined by
\[
\langle f, g \rangle_\omega := \int_0^1 \omega(x) f(x) g(x) \, dx, \quad \text{and} \quad \|f\|_\omega := ((\langle f, f \rangle_\omega)^{1/2}.
\]
For $1 < \alpha < 2$ and $0 \leq r \leq 1$ given, let $\beta$ satisfying $\alpha - 1 \leq \beta$, $\alpha - \beta \leq 1$ be determined by
\[
r = \frac{\sin(\pi \beta)}{\sin(\pi(\alpha - \beta)) + \sin(\pi \beta)}.
\] (2.14)

The following two lemmas are useful in discussing the approximation scheme presented in Section 3.

**Lemma 2.1** [11] For $\beta$ determined by (2.14), we have that
\[
\ker(\mathcal{N}_r^\alpha) = \text{span}\{k(x) := (1 - x)^{\alpha - 1 - \beta} x^{\beta - 1}\}
\]
where $\mathcal{N}_r^\alpha$ is defined in (2.3). Additionally, [6] (as $G_0^{(\delta, \gamma)}(x) = 1$)
\[
\mathcal{N}_r^\alpha(xk(x)) = -(1-r) \Gamma(\alpha) \frac{\sin(\pi \alpha)}{\sin(\pi(\alpha - \beta))} = \lambda_{1-2} G_0^{(\delta, \gamma)}(x),
\]
\[
\mathcal{N}_r^\alpha((1-x)k(x)) = -\lambda_{-1} G_0^{(\delta, \gamma)}(x),
\]
where $\lambda_{-1} := -(1-r) \Gamma(\alpha) \frac{\sin(\pi \alpha)}{\sin(\pi(\alpha - \beta))}$.

In the representation of $q_N(x)$ (see (3.5)), the approximation of $q(x)$, we need to include either $xk(x)$ or $(1-x)k(x)$. If $\beta - 1 < \alpha - \beta$, i.e., $r > 1/2$, then $xk(x)$ is a more regular function on $(0,1)$ than $(1-x)k(x)$. However, if $\beta - 1 > \alpha - \beta$, i.e., $r < 1/2$, then $(1-x)k(x)$ is a more regular function on $(0,1)$ than $xk(x)$.

**Lemma 2.2** [11] Let $\beta$ be determined by (2.14). Then, for $n = 0, 1, 2, \ldots$
\[
\mathcal{N}_r^\alpha(1-x)^{\alpha-1-\beta}x^\beta G_{n+1}^{(\alpha-1, \beta)}(x) = \lambda_n G_n^{(\beta-1, \alpha-\beta-1)}(x),
\] (2.15)
where $\lambda_n = \frac{\sin(\pi \alpha)}{\sin(\pi(\alpha - \beta)) + \sin(\pi \beta)} \frac{\Gamma(n+\alpha)}{n!}$.
(2.16)

Using Stirling’s formula we have that
\[
\lim_{n \to \infty} \frac{\Gamma(n+\mu)}{\Gamma(n) n^\mu} = 1, \quad \text{for } \mu \in \mathbb{R}.
\] (2.17)

Thus $\lambda_n > 0$ for all $n = 0, 1, 2, \ldots$, and $\lambda_n \sim (n+1)^{\alpha-1}$.
(2.18)
3 Spectral type approximation to (2.3), (2.4).

In this section we fix the values of \( \alpha \) and \( r \) as defined by the operator \( \mathcal{K}_r^\alpha \) in (1.1), and correspondingly, \( \beta \) determined by (2.14). We will assume that \( r \geq 1/2 \). Hence we include \( x\,k(x) \) (and not \( (1-x)\,k(x) \)) in the representation of \( q_N(x) \) (see (3.5)).

Useful in the analysis below is the following results.

**Lemma 3.1** For \( j = 0, 1, 2, \ldots \)

\[
\frac{1}{2} \leq \frac{\|G_j^{(\alpha-\beta,\beta)}\|^2}{\|G_{j+1}^{(\beta-1,\alpha-\beta-1)}\|^2} = \frac{j + 1}{j + \alpha} \leq 1. \tag{3.1}
\]

**Proof:** From (2.7),

\[
\frac{\|G_j^{(\alpha-\beta,\beta)}\|^2}{\|G_{j+1}^{(\beta-1,\alpha-\beta-1)}\|^2} = \frac{1}{2j + \alpha + 1} \frac{\Gamma(j + \alpha - \beta + 1)\Gamma(j + \beta + 1)}{\Gamma(j + 1)\Gamma(j + \alpha + 1)} \times \frac{2j + \alpha + 1}{1} \frac{\Gamma(j + 2)\Gamma(j + \alpha)}{\Gamma(j + \beta + 1)\Gamma(j + \alpha - \beta + 1)} = \frac{j + 1}{j + \alpha} \leq 1. \tag{3.2}
\]

The solution \( u(x) \) to (1.1), (1.2) is computed directly using (2.1) once \( \tilde{q}(x) \) satisfying (2.3), (2.4) is determined. Note that as \( ker(\mathcal{N}_r^\alpha) = span\{k(x)\} \), then \( \tilde{q} \) satisfying (2.3) is only determined up to an additive constant multiple of \( k(x) \). Hence, we rewrite \( \tilde{q}(x) = c_{-2}k(x) + q(x) \), where \( q(x) \) satisfied

\[
\mathcal{N}_r^\alpha q(x) = f(x), \quad x \in (0, 1), \tag{3.3}
\]

and \( c_{-2} \) is determined by (2.4).

**Remark:** Note that \( f(x) \in L^2(\rho^{(\beta-1,\alpha-\beta-1)}(0,1)) \) may be expressed as

\[
f(x) = \sum_{i=0}^{\infty} \frac{f_i}{\|G_i^{(\beta-1,\alpha-\beta-1)}\|^2} G_i^{(\beta-1,\alpha-\beta-1)}(x), \quad \text{where} \quad f_i \text{ is given by}
\]

\[
f_i := \int_0^1 \rho^{(\beta-1,\alpha-\beta-1)}(x) f(x) G_i^{(\beta-1,\alpha-\beta-1)}(x) \, dx. \tag{3.4}
\]

With \( f_i \) defined in (3.4), let

\[
q_N(x) = c_{-1}x\,k(x) + \rho^{(\alpha-\beta,\beta)}(x) \sum_{i=0}^{N-1} c_i G_i^{(\alpha-\beta,\beta)}(x), \tag{3.5}
\]

where \( c_i = \frac{1}{\lambda_i \|G_{i+1}^{(\beta-1,\alpha-\beta-1)}\|^2} f_{i+1} \), for \( i = -1, 0, 1, \ldots N - 1 \).

**Theorem 3.1** Let \( f(x) \in L^2(\rho^{(\beta-1,\alpha-\beta-1)}(0,1)) \) and \( q_N(x) \) be as defined in (3.5). Then, \( (q(x) - c_{-1}x\,k(x)) = \lim_{N \to \infty} (q_N(x) - c_{-1}x\,k(x)) \in L^2(\rho^{(-\alpha-\beta,\beta)}(0,1)) \). In addition, \( \mathcal{N}_r^\alpha q(x) = f(x) \).
Proof: For \( f_N(x) := \sum_{i=0}^{N-\lambda N} \|G^{(\beta-1, \alpha-1)}_i\|^2 \), we have that \( f(x) = \lim_{N \to \infty} f_N(x) \), and \( \{f_N(x)\}^{\infty}_{N=0} \) is a Cauchy sequence in \( L^2_{\rho(\alpha, \beta)}(0, 1) \). A straightforward calculation shows that \( (q_N(x) - c_{-1} x k(x)) \in L^2_{\rho(\alpha, \beta)}(0, 1) \). Then, (without loss of generality, assume \( M > N \))

\[
\| (q_M(x) - c_{-1} x k(x)) - (q_N(x) - c_{-1} x k(x)) \|_{\rho(\alpha, \beta)}^2 = \| q_M(x) - q_N(x) \|_{\rho(\alpha, \beta)}^2
\]

\[
= \left( \rho^{(\alpha, \beta)}(x) \rho^{(\alpha, \beta)}(x) \rho^{(\alpha, \beta)}(x) \sum_{j=0}^{M-1} c_j G_j^{(\beta-1, \alpha-1)}(x) \rho^{(\alpha, \beta)}(x) \sum_{j=0}^{M-1} c_j G_j^{(\beta-1, \alpha-1)}(x) \right)
\]

\[
= \left( \rho^{(\alpha, \beta)}(x) \sum_{j=0}^{M-1} \lambda_j \|G_j^{(\beta-1, \alpha-1)}\|^2 f_{j+1} \right)
\]

\[
\leq C \left( \rho^{(\alpha, \beta)}(x) \sum_{j=0}^{M-1} \|G_j^{(\beta-1, \alpha-1)}\|^2 f_{j+1} \right)
\]

(\text{using } \lambda_j \text{'s are bounded away from zero})

\[
= C \| f_N(x) - f_M(x) \|^2_{\rho(\alpha, \beta)}.
\]

Hence \( \{q_N(x) - c_{-1} x k(x)\}^{\infty}_{N=0} \) is a Cauchy sequence in \( L^2_{\rho(\alpha, \beta)}(0, 1) \). As \( L^2_{\rho(\alpha, \beta)}(0, 1) \) is complete \([13]\), \( q(x) - c_{-1} x k(x) := \lim_{N \to \infty} q_N(x) - c_{-1} x k(x) \in L^2_{\rho(\alpha, \beta)}(0, 1) \).

Next, as \( f_N(x) \to f(x) \) in \( L^2_{\rho(\alpha, \beta)}(0, 1) \), given \( \epsilon > 0 \) there exists \( N \) such that for \( N > \tilde{N} \),

\[
\| f(x) - f_N(x) \|_{\rho(\alpha, \beta)} < \epsilon.
\]

Then, for \( N > \tilde{N} \), using Lemmas 2.1 and 2.2

\[
\| f(x) - N^\alpha q_N(x) \|_{\rho(\alpha, \beta)}
\]

\[
= \left\| f(x) - N^\alpha \left( c_{-1} x k(x) + \rho^{(\alpha, \beta)}(x) \sum_{j=0}^{N-1} \frac{G_j^{(\beta-1, \alpha-1)}(x)}{\lambda_j \|G_j^{(\beta-1, \alpha-1)}\|^2 f_{j+1}} \right) \right\|_{\rho(\alpha, \beta)}
\]

\[
= \left\| f(x) - \sum_{j=0}^{N} \frac{G_j^{(\beta-1, \alpha-1)}(x)}{\|G_j^{(\beta-1, \alpha-1)}\|^2 f_{j+1}} \right\|_{\rho(\alpha, \beta)}
\]

\[
= \| f(x) - f_N(x) \|_{\rho(\alpha, \beta)} < \epsilon.
\]

Hence, \( f(x) = N^\alpha q(x) \).

For \( q - q_N \) we have the following a priori error estimate.

Theorem 3.2 For \( f(x) \in L^2_{\rho(\alpha, \beta)}(0, 1) \) and \( q_N(x) \) given by \([3.5]\), there exists \( C > 0 \) such that

\[
\| q - q_N \|_{\rho(\alpha, \beta)} \leq \frac{1}{\lambda N} \| f \|_{\rho(\alpha, \beta)} \leq C (N + 1)^{\alpha+1} \| f \|_{\rho(\alpha, \beta)}.
\]  

(3.6)
Proof: Using the definition of the $\| \cdot \|_{\rho^{-(\alpha-\beta),-\beta}}$ norm,

$$
\|q - q_N\|^2_{\rho^{-(\alpha-\beta),-\beta}} = \int_0^1 \rho^{-(\alpha-\beta),-\beta}(x) \left( \rho^{(\alpha-\beta),\beta}(x) \sum_{i=N}^{\infty} \frac{G_i^{(\alpha-\beta,\beta)}(x)}{\lambda_i \| G_{i+1}^{(\beta-1,\alpha-\beta-1)} \|^2} f_i \right)^2 dx
$$

$$
\leq \max_{i \geq N} \left( \frac{1}{\lambda_i^2} \right) \sum_{i=N}^{\infty} \frac{f_i^2}{\| G_{i+1}^{(\beta-1,\alpha-\beta-1)} \|^4} \| G_i^{(\alpha-\beta,\beta)} \|^2
$$

$$
\leq \frac{1}{\lambda_N^2} \sum_{i=N}^{\infty} \frac{f_i^2}{\| G_{i+1}^{(\beta-1,\alpha-\beta-1)} \|^4} \| G_i^{(\beta-1,\alpha-\beta-1)} \|^2 \quad \text{(using (3.1))}
$$

$$
\leq \frac{1}{\lambda_N^2} \int_0^1 \rho^{(\beta-1,\alpha-\beta-1)}(x) \left( \sum_{i=0}^{\infty} \frac{G_i^{(\beta-1,\alpha-\beta-1)}(x)}{\| G_{i+1}^{(\beta-1,\alpha-\beta-1)} \|^2} f_i \right)^2 dx
$$

$$
= \frac{1}{\lambda_N^2} \int_0^1 \rho^{(\beta-1,\alpha-\beta-1)}(x) f(x)^2 dx \leq \frac{1}{\lambda_N^2} \| f \|_{\rho^{(\beta-1,\alpha-\beta-1)}}^2
$$

$$
\leq C(N + 1)^{-2(\alpha-1)} \| f \|_{\rho^{(\beta-1,\alpha-\beta-1)}}^2, \quad \text{using (2.18)}.
$$

\[\Box\]

Corollary 3.1 For $f(x) \in L^2_{\rho^{(1,1),-1}}(0,1)$ and $q_N(x)$ given by (3.5), there exists $C > 0$ such that

$$
\|q - q_N\| \leq \frac{1}{\lambda_N} \| f \|_{\rho^{(1,1),-1}} \leq C(N + 1)^{-\alpha+1} \| f \|_{\rho^{(\beta-1,\alpha-\beta-1)}}.
$$

Proof: As $\rho^{-(\alpha-\beta),-\beta}(x) = (1 - x)^{-(\alpha-\beta)} x^{-\beta} > 1$, for $0 < x < 1$, then $\| u - u_N \| = \| u - u_N \|_{\rho^{-(\alpha-\beta),-\beta}}$. Hence the bound (3.7) follows immediately from (3.6).

\[\Box\]

4 \ Regularity of $D^j\left( (q - c_{-1}xk(x))/\rho^{(\alpha-\beta,\beta)}(x) \right)$

In this section we investigate the regularity of $(q - c_{-1}xk(x))/\rho^{(\alpha-\beta,\beta)}(x)$. We do this by establishing that $\{D^j((q_N - c_{-1}xk(x))/\rho^{(\alpha-\beta,\beta)}(x))\}$ is a Cauchy sequence in an appropriately weighted $L^2$ function space.

Let

$$
f_N(x) = \sum_{i=0}^{N} \frac{f_i}{\| G_i^{(\beta-1,\alpha-\beta-1)} \|^2} G_i^{(\beta-1,\alpha-\beta-1)}(x) \quad (\text{3.7})
$$

Hence, using (2.10) and reindexing

$$
D^j f_N(x) = \sum_{i=-1}^{N-1} \frac{f_{i+1}}{\| G_{i+1}^{(\beta-1,\alpha-\beta-1)} \|^2} \frac{\Gamma(i + j + \alpha)}{\Gamma(i + \alpha)} G_{i+1}^{(\beta-j+1,\alpha-\beta+j-1)}(x). \quad (4.1)
$$

Helpful in establishing the general result is the following lemma.
Lemma 4.1 For $j \in \mathbb{N}$, there exists $C > 0$ such that

\[
\frac{1}{\lambda_i^2} \left( \frac{i + j + \alpha}{i + \alpha} \right)^2 \frac{\|G_{i-j}^{(\alpha-\beta+j, \beta+j)}\|^2}{\|G_{i-j+1}^{(\beta+j-1, \alpha-\beta+j-1)}\|^2} \leq C i^{-2(\alpha-1)}. \tag{4.2}
\]

Proof: From (2.8) and (2.7),

\[
\frac{\|G_{i-j}^{(\alpha-\beta+j, \beta+j)}\|^2}{\|G_{i-j+1}^{(\beta+j-1, \alpha-\beta+j-1)}\|^2} = \frac{1}{(2i + \alpha + 1)} \frac{\Gamma(i + \alpha - \beta + 1) \Gamma(i + \beta + 1)}{\Gamma(i - j + 1) \Gamma(i + j + \alpha + 1)} \frac{\Gamma(i - j + 2) \Gamma(i + j + \alpha)}{\Gamma(i + \alpha - \beta + 1) \Gamma(i + \beta + 1)}
\]

\[
= \frac{(i - j + 1)}{(i + j + \alpha)}. \tag{4.3}
\]

Using Stirling's formula,

\[
\frac{1}{|\lambda_i|} = C \frac{\Gamma(i + 1)}{\Gamma(i + \alpha)} \sim (i + 1)^{-(\alpha-1)} \sim i^{-(\alpha-1)}. \tag{4.4}
\]

Combining (4.3) and (4.4) we obtain

\[
\frac{1}{\lambda_i^2} \left( \frac{i + j + \alpha}{i + \alpha} \right)^2 \frac{\|G_{i-j}^{(\alpha-\beta+j, \beta+j)}\|^2}{\|G_{i-j+1}^{(\beta+j-1, \alpha-\beta+j-1)}\|^2} \sim \left( i^{-(\alpha-1)} \right) \left( \frac{i + j + \alpha}{i + \alpha} \right)^2 \left( \frac{i - j + 1}{i + j + \alpha} \right) \sim i^{-2(\alpha-1)},
\]

from which (4.2) follows.

We have the following theorem.

Theorem 4.1 For $j \in \mathbb{N}$, if $D^j f \in L^2_{\rho(\alpha-\beta+j-1, \alpha-\beta+j-1)}(0,1)$, then $D^j \left( (q(x) - c_{-1} x k(x)) / \rho(\alpha-\beta, \beta)(x) \right) \in L^2_{\rho(\alpha-\beta+j, \beta+j)}(0,1)$.

Proof: From (2.12) and (3.5),

\[
D^j \left( \frac{qN - c_{-1} x k(x)}{\rho(\alpha-\beta, \beta)(x)} \right) = D^j \left( \sum_{i=0}^{N-1} c_i G_i^{(\alpha-\beta, \beta)}(x) \right) = \sum_{i=0}^{N-1} c_i \frac{\Gamma(i + j + \alpha + 1)}{\Gamma(i + \alpha + 1)} G_{i-j}^{(\alpha-\beta+j, \beta+j)}(x),
\]

where $G_k^{(a,b)}(x) = 0$ for $k < 0$. 
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Then,
\[
\left\| D^j \left( \frac{q_M - c_{-1} x k(x)}{\rho^{(\alpha-\beta, \beta)}(x)} \right) - D^j \left( \frac{q_N - c_{-1} x k(x)}{\rho^{(\alpha-\beta, \beta)}(x)} \right) \right\|_{\rho^{(\alpha-\beta+j, \beta+j)}}^2 \\
= \left( \rho^{(\alpha-\beta+j, \beta+j)} \right)^{M-1} \sum_{i=N}^{M} c_i \Gamma(i + j + \alpha + 1) G_i^{(\alpha-\beta+j, \beta+j)}(x) \int_{\Omega} \frac{\Gamma(i + j + \alpha + 1)}{\Gamma(i + \alpha + 1)} G_i^{(\alpha-\beta+j, \beta+j)}(x) \, dx,
\]
\[
= \sum_{i=N}^{M} c_i^2 \left( \frac{\Gamma(i + j + \alpha + 1)}{\Gamma(i + \alpha + 1)} \right)^2 \left\| G_i^{(\alpha-\beta+j, \beta+j)}(x) \right\|^2 \\
= \sum_{i=N}^{M} \lambda_i^2 \left\| G_i^{(\beta-1, \alpha-\beta-1)}(x) \right\|^4 \left( \frac{\Gamma(i + j + \alpha + 1)}{\Gamma(i + \alpha + 1)} \right)^2 \left\| G_i^{(\beta+j-1, \alpha-\beta+j-1)}(x) \right\|^2 \leq C N^{-2(\alpha-1)} \int_{\Omega} \frac{\Gamma(i + j + \alpha + 1)}{\Gamma(i + \alpha + 1)} \, dx \left\| G_i^{(\beta-1, \alpha-\beta-1)}(x) \right\|^4 \\
\leq C N^{-2(\alpha-1)} \left\| D^j f_M(x) - D^j f_N(x) \right\|^2_{L^2(\rho^{(\beta+j-1, \alpha-\beta+j-1)}(x))} \leq C \| D^j f_M(x) - D^j f_N(x) \|^2_{L^2(\rho^{(\beta+j-1, \alpha-\beta+j-1)}(x))}.
\]

Assuming that \( D^j f \in L^2(\rho^{(\beta+j-1, \alpha-\beta+j-1)}(x)) \), then \( \{ D^j f_n \} \) is a Cauchy sequence in \( L^2(\rho^{(\beta+j-1, \alpha-\beta+j-1)}(x)) \). Thus we can conclude that \( D^j((q - c_{-1} x k(x))/\rho^{(\alpha-\beta, \beta)}(x)) \in L^2(\rho^{(\alpha-\beta+j, \beta+j)}(x)) \).

4.1 Additional error estimate for \( q - c_{-1} k(x) \)

From Theorems 3.1 and 4.1 we have that \( q - c_{-1} x k(x) \in L^2(\rho^{(\alpha-\beta, \beta)}(x)) \), and \( D^j((q(x) - c_{-1} x k(x))/\rho^{(\alpha-\beta, \beta)}(x)) \) \( L^2(\rho^{(\alpha-\beta+j, \beta+j)}(x)) \), \( j \in \mathbb{N} \), for a sufficiently smooth rhs function, \( f(x) \). Thus, for each successive derivative of \( (q(x) - c_{-1} x k(x))/\rho^{(\alpha-\beta, \beta)}(x) \) the power of the weight function at the endpoints of the interval needs to be increased by one for the function to be (weighted) square integrable. This observation leads to the following definition of weighted Sobolev spaces [14].

\[
H^{r}_{\rho^{(\alpha, \beta)}}(0, 1) := \left\{ v \mid v \text{ is measurable and } \| v \|_{r, \rho^{(\alpha, \beta)}} < \infty \right\}, \ r \in \mathbb{N},
\]
with associated norm and semi-norm
\[
\| v \|_{r, \rho^{(\alpha, \beta)}} := \left( \sum_{j=0}^{r} \| D^j v \|_{\rho^{(\alpha-\beta+j, \beta+j)}}^2 \right)^{1/2}, \ v|_{r, \rho^{(\alpha, \beta)}} := \| D^r v \|_{\rho^{(\alpha+r, \beta+r)}}.
\]

Let \( P_N \) denote the space of polynomials of degree \( \leq N \), and introduce the orthogonal projection \( P_{N,a} : L^2(\rho^{(\alpha, \beta)}(0, 1) \rightarrow P_N \) defined by
\[
(v - P_{N,a} \phi, \phi)_{\rho^{(\alpha, \beta)}} = 0, \ \forall \phi \in P_N.
\]

Then from [14] we have the following theorem.
Theorem 4.2 [14] Theorem 2.1] For any \( v \in H^r_{\rho(a,b)}(0,1), r \in \mathbb{N}, \) and \( 0 \leq \mu \leq r, \) there exists a constant \( C, \) independent of \( N, \alpha \) and \( \beta \) such that
\[
\|v(x) - P_{N,a,b}v(x)\|_{\mu, \rho(a,b), A} \leq C (N(N+a+b))^\frac{\mu-r}{2} |v|_{r, \rho(a,b), A}. \tag{4.6}
\]

Corollary 4.1 For \( j \in \mathbb{N} \) and \( 0 \leq \mu \leq j, \) if \( D^j f \in L^2_{\rho(\beta+j-1, \alpha-\beta+j-1)}(0,1), \) then there exists \( C > 0 \) (independent of \( N \) and \( \alpha \)) such that
\[
\| (q - q_N) / \rho(\alpha-\beta, \beta) \|_{\mu, \rho(\alpha-\beta, \beta), A} \leq C N^{-(\alpha-1)} (N(N+\alpha-2))^{\frac{\mu-j}{2}} |f|_{j, \rho(\beta-1, \alpha-\beta-1), A}. \tag{4.7}
\]

Proof: Noting that \( f_N(x) = P_{N,\beta-1, \alpha-\beta-1}f(x), \) from (4.5), taking the limit as \( M \to \infty, \) we have
\[
\|D^\mu ((q - q_N) / \rho(\alpha-\beta, \beta)) \|_{\rho(\alpha-\beta+\mu, \beta+\mu)} \leq C N^{-(\alpha-1)} \|D^\mu (f - f_N)\|_{\rho(\beta+\mu-1, \alpha-\beta+\mu-1)}
\leq C N^{-(\alpha-1)} \|f - f_N\|_{\mu, \rho(\beta-1, \alpha-\beta-1), A}
\leq C N^{-(\alpha-1)} (N(N+\alpha-2))^{\frac{\mu-j}{2}} |f|_{j, \rho(\beta-1, \alpha-\beta-1), A}, \tag{4.8}
\]
where, in the last step we have used (4.6).

5 Convergence of \( (u(x) - u_N(x)) \)

From (2.1), \( u(x) \) is given by
\[
u(x) = -\int_0^x \frac{\hat{q}(s)}{K(s)} \, ds = -c_2 \int_0^x \frac{k(s)}{K(s)} \, ds - \int_0^x \frac{q(s)}{K(s)} \, ds.
\]

Hence,
\[
|u(x) - u_N(x)| \leq |c_2 - c_{2,N}| \left| \int_0^x \frac{k(s)}{K(s)} \, ds \right| + \left| \int_0^x \frac{q(s) - q_N(s)}{K(s)} \, ds \right|
\leq |c_2 - c_{2,N}| \left| \int_0^1 \frac{k(s)}{K(s)} \, ds \right|
+ \left( \int_0^1 (1-s)^{-(\alpha-\beta)} s^{-\beta} (q(s) - q_N(s))^2 \, ds \right)^{1/2} \left( \int_0^1 \frac{(1-s)^{\alpha-\beta} s^\beta}{K(s)} \, ds \right)^{1/2}
\leq C_{11} C_{12} \|q - q_N\|_{\rho(-(\alpha-\beta), -\beta)} C_{11}^{-1} + C_{12} \|q - q_N\|_{\rho(-(\alpha-\beta), -\beta)}
\leq 2 C_{12} \|q - q_N\|_{\rho(-(\alpha-\beta), -\beta)}. \tag{5.1}
\]

The above analysis is very coarse and most likely does not give the best error estimate for \( (u(x) - u_N(x)) \). In the next section we obtain a better error estimate for the special case of \( K(x) = \text{constant}. \)

5.1 Convergence of \( (u(x) - u_N(x)) - \text{Special case } K(x) = \text{constant} \)

In this section we investigate the convergence of \( u_N(x) \) to \( u(x) \) for the special case when \( K(x) = \text{constant}. \)
Corollary 5.1 For \(j \in \mathbb{N}\) and \(0 \leq \mu \leq j\), if \(D^j f \in L^2_{(1-x)^{\beta+j-1} x^\alpha - \beta+j-1}(0,1)\), then there exists \(C > 0\) (independent of \(N\) and \(\alpha\)) such that

\[
\|u - u_N\|_{\rho^{(-\alpha+\beta+1),-(\beta+1)}} \leq C N^{-1} (N + 1)^{-(\alpha-1)} (N (N + \alpha - 1))^{-\frac{\mu}{2}} |f|_{L^2_{(1-x)^{\beta-\alpha+1}-1}(A)} \tag{5.2}
\]

Proof: Recall that \(\tilde{q}(x) = c_2 k(x) + q(x)\), where \(c_2\) is determined by (2.2). When \(K(x) = \) constant,

\[
c_{-2} = -\frac{\int_0^1 \frac{q(s)}{K(s)} ds}{\int_0^1 \frac{1}{K(s)} ds} = -\frac{\int_0^1 q(s) ds}{\int_0^1 k(s) ds} \tag{5.3}
\]

From (2.12) it follows that

\[
\int_0^x \rho^{(\alpha-\beta)}(s) G_n^{(\alpha-\beta)}(s) ds = -\frac{1}{n} \rho^{(\alpha-\beta+1)}(x) G_n^{(\alpha-\beta+1+1)}(x), \quad n \geq 1. \tag{5.4}
\]

Now,

\[
u_M(x) - u_N(x) = \int_0^x \rho^{(\alpha-\beta)}(s) \sum_{i=N}^{M-1} c_i G_i^{(\alpha-\beta)}(s) ds
\]

\[
= -\rho^{(\alpha-\beta+1+1)}(x) \sum_{i=N}^{M-1} \frac{1}{i} c_i G_i^{(\alpha-\beta+1+1)}(x), \quad \text{ (using } (5.4)) \tag{5.5}
\]

Hence,

\[
\|u_M - u_N\|_{\rho^{(-\alpha+\beta+1),-(\beta+1)}}^2
\]

\[
= \left( \rho^{(\alpha-\beta+1+1)}(x) \sum_{i=N-1}^{M-2} \frac{c_{i+1} G_i^{(\alpha-\beta+1+1)}(x)}{i+1}, \sum_{i=N-1}^{M-2} \frac{c_{i+1} G_i^{(\alpha-\beta+1+1)}(x)}{i+1} \right)
\]

\[
= \sum_{i=N-1}^{M-2} \frac{1}{(i+1)^2 \lambda_{i+1}^2} \int_{i+2}^x \int_{i+2}^x \left\| G_i^{(\beta-1,\alpha-\beta-1)} \right\|^2 \left\| G_i^{(\alpha-\beta+1,\beta+1)} \right\|^2
\]

\[
= \sum_{i=N+1}^{M} \frac{1}{(i-1)^2 \lambda_i^2} \int_{i-2}^x \int_{i-2}^x \left\| G_i^{(\beta-1,\alpha-\beta-1)} \right\|^2 \left\| G_i^{(\alpha-\beta+1,\beta+1)} \right\|^2 \tag{5.5}
\]

Similar to Lemma 3.1, we have

\[
\frac{\|G_{i-2}^{(\alpha-\beta+1,\beta+1)}\|^2}{\|G_i^{(\beta-1,\alpha-\beta-1)}\|^2} = \frac{1}{2i + \alpha - 1} \frac{\Gamma(i + \alpha - \beta) \Gamma(i + \beta)}{\Gamma(i + 1) \Gamma(i + \alpha + 1)} \frac{2i + \alpha - 1}{\Gamma(i + 1) \Gamma(i + \alpha - 1)} \frac{\Gamma(i + 1) \Gamma(i + \alpha - 1)}{\Gamma(i + \beta) \Gamma(i + \alpha - \beta)}
\]

\[= \frac{i(i-1)}{(i+\alpha)(i+\alpha-1)} \leq 1. \tag{5.6}
\]
Using (5.5) and (5.6), together with (2.18) we then obtain
\[ \|u_M - u_N\|_{\rho^\Delta(\alpha - \beta +1), -(\beta +1)}^2 \leq \frac{1}{N^2 \lambda_N^2} \sum_{i=N+1}^M \frac{1}{(i-1)^2 \lambda_{i-1}^2} \|G^{(\beta-1, \alpha - \beta -1)}_i\|^2 \]
\[ \leq \frac{1}{N^2} \left( \rho^{(\beta-1, \alpha - \beta -1)} \sum_{i=N+1}^M \frac{f_i}{\|G^{(\beta-1, \alpha - \beta -1)}_i\|^2} G^{(\beta-1, \alpha - \beta -1)}_i(x), \right. \\
\left. \sum_{i=N+1}^M \frac{f_i}{\|G^{(\beta-1, \alpha - \beta -1)}_i\|^2} G^{(\beta-1, \alpha - \beta -1)}_i(x) \right) \]
\[ \leq \frac{C}{N^2 (N + 1)^2(\alpha-1)} \|f_M - f_N\|_{\rho^\Delta(\alpha - \beta +1), -(\beta +1)}^2. \]

Then, similar to the proof of Corollary 4.3 we get
\[ \|u - u_N\|_{\rho^\Delta(\alpha - \beta +1), -(\beta +1)} \leq C N^{-1} (N + 1)^{-(\alpha-1)} (N (N + \alpha - 1))^{-\frac{1}{2}} |f|_{\rho^\Delta(\alpha - \beta +1), -(\beta +1), A}. \quad (5.7) \]

6 Numerical experiments

In this section we present two numerical examples to demonstrate our approximation scheme, and to compare the experimental rate of convergence of the approximation with the theoretically predicted rate. Within Example 1 we consider three numerical experiments corresponding to different values of \(\alpha\) and \(r\). For this example we choose \(K(x) = 1\) which permits us to compare the theoretically predicted rate of convergence of \(u_N\) to \(u\) in the \(L^2(\rho^\Delta(\alpha - \beta +1), -(\beta +1))\) norm with its experimental rate.

In order to determine the theoretical rate of convergence for \(\|q - q_N\|_{L^2(\rho^\Delta(\alpha - \beta +1), -(\beta +1))}\) and \(\|u - u_N\|_{L^2(\rho^\Delta(\alpha - \beta +1), -(\beta +1))}\) from (4.7) and (5.2), respectively, we need to determine the largest value for \(j\) such that \(f(x) \in H^j(\rho^\Delta(\alpha - \beta +1), -(\beta +1), A)\), i.e, the largest \(j\) such that \(\|D^j f\|_{\rho^\Delta(\alpha - \beta +1), -(\beta +1), A}^2 < \infty\). The most singular terms for \(f(x)\) in Example 1 are \(x^{2-\alpha}\) and \((1 - x)^{2-\alpha}\). We focus our attention on \(x^{2-\alpha}\).

Note that \(D^j x^{2-\alpha} \sim x^{2-\alpha-j}\). Then
\[ \|D^j x^{2-\alpha}\|_{\rho^\Delta(\alpha - \beta +1), -(\beta +1)}^2 \sim \int_0^1 x^{\alpha+j-\beta-1} (x^{2-\alpha-j})^2 \, dx = \int_0^1 x^{3-\alpha-\beta-j} \, dx < \infty \]
\[ \Rightarrow -1 < 3 - \alpha - \beta - j \]
\[ \Rightarrow j < 4 - \alpha - \beta \].

Then, for experiment 1 in Example 1 (\(\alpha = 1.60, \beta = 0.85\)) \(f(x) \in H^j(\rho^\Delta(\alpha - \beta +1), -(\beta +1), A)\) for \(j < 1.55\), which leads to theoretical asymptotic rates of \(\|q - q_N\|_{L^2(\rho^\Delta(\alpha - \beta +1), -(\beta +1))} \sim N^{-(\alpha+j)} = N^{-2.15}\) and \(\|u - u_N\|_{L^2(\rho^\Delta(\alpha - \beta +1), -(\beta +1))} \sim N^{-(\alpha+j)} = N^{-3.15}\).
Assuming that $\|\xi - \xi_N\|_{L^p} \sim N^{-\kappa}$, the experimental convergence rate is calculated using

$$
\kappa \approx \frac{\log(\|\xi - \xi_{N_1}\|_{L^p}/\|\xi - \xi_{N_2}\|_{L^p})}{\log(N_2/N_1)}.
$$

**Example 1.** Let $K(x) = 1$, $\beta$ be determined by (2.14), and

$$
f(x) = \frac{6r}{\Gamma(2-\alpha)}((2\alpha - 8)x^{3-\alpha} + (\alpha - 3)(\alpha - 4)x^{2-\alpha}) + \frac{6(1-r)}{\Gamma(2-\alpha)}(-2\alpha - 8)(1 - x)^{3-\alpha} - (\alpha - 3)(\alpha - 4)(1 - x)^{2-\alpha},
$$

where $\delta := \alpha^3 - 9\alpha^2 + 26\alpha - 24$. Then the solution $u(x)$, and the related $q(x)$, are given by

$$
u(x) = 3x^2 - 2x^3 - \frac{x^{\beta}2F_1(-\alpha + \beta + 1, \beta + 1, x)}{2F_1(-\alpha + \beta + 1, \beta + 1, 1)}, \quad q(x) = -6x + 6x^2,
$$

where $2F_1(a, b; c, x)$ donate the Gauss three-parameter hypergeometric function defined by an integral and series as follows:

$$
2F_1(a, b; c, x) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c - b)} \int_0^1 z^{b-1}(1 - z)^{c-b-1}(1 - zx)^{-a}dz
$$

$$
= \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n n!} x^n,
$$

with convergence only if $Re(c) > Re(b) > 0$ and $(s)_n$ is the rising Pochhammer symbol defined by $(s)_n = \Gamma(s + n)/\Gamma(s)$.

A plot of the solution $u(x)$, corresponding to $\alpha = 1.60$, $r = 0.39$ and $\beta = 0.85$, and a plot of the errors for this numerical experiment are presented in Figure 6.1.
The experimental convergence rate $\kappa$ of the error in different norms for Example 1 are shown in Table 6.1, 6.2 and 6.3.

### Table 6.1: Example 1 with $\alpha = 1.60$, $r = 0.39$ and $\beta = 0.85$.

| $N$ | $\|q - q_N\|_{L^2_\rho(-\alpha-\beta),-\beta}$ | $\kappa$ | $\|u - u_N\|_{L^2_\rho(-\alpha-\beta+1),-(\beta+1)}$ | $\kappa$ | $\|u - u_N\|_{L^\infty}$ | $\kappa$ |
|-----|-----------------------------------------------|----------|-----------------------------------------------|----------|-------------------------|----------|
| 30  | 5.23E-04                                      | 1.40E-05 | 1.51E-06                                       |          |
| 32  | 4.54E-04                                      | 2.18     | 1.13E-05                                       | 3.26     | 1.17E-06                | 3.90     |
| 34  | 3.98E-04                                      | 2.18     | 9.29E-06                                       | 3.28     | 9.63E-07                | 3.27     |
| 36  | 3.51E-04                                      | 2.18     | 7.69E-06                                       | 3.30     | 7.83E-07                | 3.62     |
| 38  | 3.12E-04                                      | 2.18     | 6.43E-06                                       | 3.33     | 6.46E-07                | 3.54     |
| Pred.| 2.15                                         |          |                                               |          |

### Table 6.2: Example 1 with $\alpha = 1.40$, $r = 0.50$ and $\beta = 0.70$.

| $N$ | $\|q - q_N\|_{L^2_\rho(-\alpha-\beta),-\beta}$ | $\kappa$ | $\|u - u_N\|_{L^2_\rho(-\alpha-\beta+1),-(\beta+1)}$ | $\kappa$ | $\|u - u_N\|_{L^\infty}$ | $\kappa$ |
|-----|-----------------------------------------------|----------|-----------------------------------------------|----------|-------------------------|----------|
| 30  | 5.10E-04                                      | 2.29     | 1.37E-05                                       | 3.39     | 1.22E-06                | 4.16     |
| 32  | 4.40E-04                                      | 2.29     | 8.94E-06                                       | 3.42     | 1.02E-06                | 2.87     |
| 34  | 3.83E-04                                      | 2.29     | 7.34E-06                                       | 3.44     | 8.28E-07                | 3.72     |
| 36  | 3.36E-04                                      | 2.29     | 6.09E-06                                       | 3.47     | 6.72E-07                | 3.86     |
| 38  | 2.97E-04                                      | 2.29     |                                               |          |
| Pred.| 2.30                                         |          |                                               |          |

### Table 6.3: Example 1 with $\alpha = 1.80$, $r = 0.50$ and $\beta = 0.90$.

| $N$ | $\|q - q_N\|_{L^2_\rho(-\alpha-\beta),-\beta}$ | $\kappa$ | $\|u - u_N\|_{L^2_\rho(-\alpha-\beta+1),-(\beta+1)}$ | $\kappa$ | $\|u - u_N\|_{L^\infty}$ | $\kappa$ |
|-----|-----------------------------------------------|----------|-----------------------------------------------|----------|-------------------------|----------|
| 30  | 4.21E-04                                      | 2.07     | 1.11E-05                                       | 3.16     | 8.40E-07                | 3.85     |
| 32  | 3.69E-04                                      | 2.07     | 7.48E-06                                       | 3.18     | 7.08E-07                | 2.82     |
| 34  | 3.25E-04                                      | 2.07     | 6.23E-06                                       | 3.21     | 5.76E-07                | 3.60     |
| 36  | 2.89E-04                                      | 2.07     | 5.23E-06                                       | 3.24     | 4.64E-07                | 4.03     |
| 38  | 2.58E-04                                      | 2.07     |                                               |          |
| Pred.| 2.10                                         |          |                                               |          |

The experimental convergence rates for $\|q - q_N\|_{L^2_\rho(-\alpha-\beta),-\beta}$ and $\|u - u_N\|_{L^2_\rho(-\alpha-\beta+1),-(\beta+1)}$ are in strong agreement with the theoretically predicted rates. Not surprisingly, the theoretically predicted rate for $\|u - u_N\|_{L^\infty}$ in (5.1) appears to be suboptimal.

**Example 2.** With this example we investigate the numerical approximation for the interesting case of a non constant $K(x)$. Let $K(x) = 1 + x^2$ and

$$f(x) = r \left( -480 \frac{x^{6-\alpha}}{\Gamma(7-\alpha)} + 144 \frac{x^{5-\alpha}}{\Gamma(6-\alpha)} - 36 \frac{x^{4-\alpha}}{\Gamma(5-\alpha)} + 12 \frac{x^{3-\alpha}}{\Gamma(4-\alpha)} - 2 \frac{x^{2-\alpha}}{\Gamma(3-\alpha)} \right)$$

$$- (1-r) \left( 480 \frac{(1-x)^{6-\alpha}}{\Gamma(7-\alpha)} - 366 \frac{(1-x)^{6-\alpha}}{\Gamma(6-\alpha)} + 132 \frac{(1-x)^{4-\alpha}}{\Gamma(5-\alpha)} - 32 \frac{(1-x)^{3-\alpha}}{\Gamma(4-\alpha)} + 4 \frac{(1-x)^{2-\alpha}}{\Gamma(3-\alpha)} \right).$$
Then the solution $u(x)$, and the related $q(x)$, are

$$u(x) = x^2(1-x)^2, \quad q(x) = -2(1+x^2)x(1-x)(1-2x).$$

The convergence rate $\kappa$ of the error in different norms for Example 2 are shown in Table 6.4, 6.5 and 6.6. The numbers given for the predicted rate of convergence of $\|u - u_N\|_{L^2_{\rho(-\alpha-\beta+1),-(\beta+1)}}$, denoted with an *, are from (5.2), which does not apply in this setting as $K(x) \neq constant$.

Table 6.4: Example 2 with $\alpha = 1.60$, $r = 0.39$ and $\beta = 0.85$.

| $N$  | $\|q - q_N\|_{L^2_{\rho(-\alpha-\beta),-\beta}}$ | $\kappa$ | $\|u - u_N\|_{L^2_{\rho(-\alpha-\beta+1),-(\beta+1)}}$ | $\kappa$ | $\|u - u_N\|_{L^\infty}$ | $\kappa$ |
|------|---------------------------------------------|--------|---------------------------------------------|--------|-----------------|--------|
| 30   | 3.01E-04                                    | 5.57E-06 | 7.21E-07                                    | 3.15*  | 2.15            | 3.15*  |
| 32   | 2.59E-04                                    | 2.28    | 4.50E-06                                    | 3.31   | 5.54E-07        | 4.07   |
| 34   | 2.26E-04                                    | 2.28    | 3.68E-06                                    | 3.30   | 4.54E-07        | 3.28   |
| 36   | 1.98E-04                                    | 2.28    | 3.05E-06                                    | 3.28   | 3.63E-07        | 3.95   |
| 38   | 1.75E-04                                    | 2.27    | 2.56E-06                                    | 3.27   | 2.92E-07        | 4.01   |
| Pred.| 2.15                                        | 3.15*   |                                              |        |                 |        |

Table 6.5: Example 2 with $\alpha = 1.40$, $r = 0.50$ and $\beta = 0.70$.

| $N$  | $\|q - q_N\|_{L^2_{\rho(-\alpha-\beta),-\beta}}$ | $\kappa$ | $\|u - u_N\|_{L^2_{\rho(-\alpha-\beta+1),-(\beta+1)}}$ | $\kappa$ | $\|u - u_N\|_{L^\infty}$ | $\kappa$ |
|------|---------------------------------------------|--------|---------------------------------------------|--------|-----------------|--------|
| 30   | 2.90E-04                                    | 2.37   | 4.40E-06                                    | 3.42   | 6.08E-07        | 3.72   |
| 32   | 2.49E-04                                    | 2.36   | 3.58E-06                                    | 3.41   | 4.79E-07        | 3.92   |
| 34   | 2.16E-04                                    | 2.36   | 2.95E-06                                    | 3.40   | 3.82E-07        | 3.97   |
| 36   | 1.89E-04                                    | 2.35   | 2.45E-06                                    | 3.39   | 3.10E-07        | 3.83   |
| 38   | 1.66E-04                                    | 2.35   |                                              |        |                 |        |
| Pred.| 2.30                                        | 3.30*  |                                              |        |                 |        |

Table 6.6: Example 2 with $\alpha = 1.80$, $r = 50$ and $\beta = 0.90$.

| $N$  | $\|q - q_N\|_{L^2_{\rho(-\alpha-\beta),-\beta}}$ | $\kappa$ | $\|u - u_N\|_{L^2_{\rho(-\alpha-\beta+1),-(\beta+1)}}$ | $\kappa$ | $\|u - u_N\|_{L^\infty}$ | $\kappa$ |
|------|---------------------------------------------|--------|---------------------------------------------|--------|-----------------|--------|
| 30   | 2.38E-04                                    | 2.14   | 4.00E-06                                    | 3.19   | 4.10E-07        | 3.73   |
| 32   | 2.07E-04                                    | 2.14   | 2.58E-06                                    | 3.17   | 2.68E-07        | 3.77   |
| 34   | 1.82E-04                                    | 2.14   | 2.46E-06                                    | 3.16   | 2.16E-07        | 4.00   |
| 36   | 1.61E-04                                    | 2.14   |                                              |        |                 |        |
| 38   | 1.43E-04                                    | 2.14   |                                              |        |                 |        |
| Pred.| 2.10                                        | 3.10*  |                                              |        |                 |        |

The experimental convergence rate for $\|q - q_N\|_{L^2_{\rho(-\alpha-\beta),-\beta}}$ is in good agreement with that predicted theoretically. Though estimate (5.2) does not apply for $K(x) \neq constant$, nonetheless the predicted value using (5.2) is in good agreement with the experimental convergence rate. We again note that the error estimate obtained in (5.1) appears to be suboptimal.
Acknowledgements

This work was funded by the OSD/ARO MURI Grant W911NF-15-1-0562 and by the National Science Foundation under Grant DMS-1620194.

References

[1] M. Abramowitz and I.A. Stegun, *Handbook of mathematical functions with formulas, graphs, and mathematical tables*, volume 55 of *National Bureau of Standards Applied Mathematics Series*.

[2] D. Benson, S.W. Wheatcraft and M.M. Meerschaert, The fractional-order governing equation of Lévy motion, *Water Resour. Res.* 36:1413-1423, 2000.

[3] A. Buades, B. Coll, and J.M. Morel, Image denoising methods. A new nonlocal principle. *SIAM Rev.*, 52(1):113–147, 2010. Reprint of “A review of image denoising algorithms, with a new one” [MR2162865].

[4] B.A. Carreras, V.E. Lynch and G.M. Zaslavsky, Anomalous diffusion and exit time distribution of particle tracers in plasma turbulence models. *Phys. Plasmas*, 8:5096–5103, 2001.

[5] W. Chen, H. Sun, X. Zhang and D. Korošak, Anomalous diffusion modeling by fractal and fractional derivatives. *Computers and Mathematics with Applications*, 59:1754–1758, 2010.

[6] H. Chen, V.J. Ervin, and L. Jia, Existence and regularity of solutions to 1-D fractional order diffusion equations. *preprint*, 2018.

[7] H. Chen and H. Wang. Numerical simulation for conservative fractional diffusion equations by an expanded mixed formulation. *J. Comput. Appl. Math.*, 296:480–498, 2016.

[8] S. Chen, J. Shen, and L.-L. Wang, Generalized Jacobi functions and their applications to fractional differential equations. *Math. Comp.*, 85:1603-1638, 2016.

[9] M. Cui, Compact finite difference method for the fractional diffusion equation. *J. Comput. Phys.*, 228(20):7792–7804, 2009.

[10] D. del-Castillo-Negrete, B.A. Carreras, and V. E. Lynch, Fractional diffusion in plasma turbulence. *Phys. Plasmas*, 11:3854, 2004.

[11] V.J. Ervin, N. Heuer and J.P. Roop, Regularity of the solution to 1-d fractional order diffusion equations. *Math. Comp.* 87:2273-2294, 2018.

[12] V.J. Ervin and J.P. Roop, Variational formulation for the stationary fractional advection dispersion equation. *Numerical Methods for Partial Differential Equations*, 22:558–576, 2006.

[13] P. Gatto and J.S. Hesthaven, Numerical approximation of the fractional Laplacian via hp-finite elements, with an application to image denoising. *J. Sci. Comput.*, 65(1):249–270, 2015.

[14] B.-y. Guo, and L.-l. Wang, Jacobi approximations in non-uniformly Jacobi-weighted Sobolev spaces. *J. Approx. Theory*, 128:1–41, 2004.
[15] J.S. Hesthaven, S. Gottlieb and D. Gottlieb, *Spectral methods for time-dependent problems*, volume 21 of *Cambridge Monographs on Applied and Computational Mathematics*. Cambridge University Press, Cambridge, 2007.

[16] B. Jin, R. Lazarov, X. Lu, and Z. Zhou, A simple finite element method for boundary value problems with a Riemann-Liouville derivative. *J. Comput. Appl. Math.*, 293:94–111, 2016.

[17] B. Jin, R. Lazarov, J. Pasciak, and W. Rundell, Variational formulation of problems involving fractional order differential operators. *Math. Comp.*, 84(296):2665–2700, 2015.

[18] C. Li, F. Zeng, and F. Liu, Spectral approximations to the fractional integral and derivative. *Fract. Calc. Appl. Anal.*, 15(3):383–406, 2012.

[19] Y. Li, H. Chen, and H. Wang, A mixed-type Galerkin variational formulation and fast algorithms for variable-coefficient fractional diffusion equations. *Math. Methods Appl. Sci.*, 40(14):5018–5034, 2017.

[20] F. Liu, V. Anh, and I. Turner, Numerical solution of the space fractional Fokker-Planck equation. In *Proceedings of the International Conference on Boundary and Interior Layers—Computational and Asymptotic Methods (BAIL 2002)*, 166:209–219, 2004.

[21] Q. Liu, F. Liu, I. Turner, and V. Anh, Finite element approximation for a modified anomalous subdiffusion equation. *Appl. Math. Model.*, 35(8):4103–4116, 2011.

[22] F. Mainardi, Fractional calculus: Some basic problems in continuum and statistical mechanics. In *Fractals and fractional calculus in continuum mechanics (Udine, 1996)*, volume 378 of *CISM Courses and Lectures*, pages 291–348. Springer, Vienna, 1997.

[23] Z. Mao, S. Chen and J. Shen, Efficient and accurate spectral method using generalized Jacobi functions for solving Riesz fractional differential equations. *Appl. Numer. Math.*, 106:165–181, 2016.

[24] Z. Mao and G.E. Karniadakis, A spectral method (of exponential convergence) for singular solutions of the diffusion equation with general two-sided fractional derivative. *SIAM Numer. Anal.*, 56:24–49, 2018.

[25] Z. Mao and J. Shen, Efficient spectral-Galerkin methods for fractional partial differential equations with variable coefficients. *J. Comp. Phys.*, 307:243–261, 2016.

[26] M.M. Meerschaert and C. Tadjeran, Finite difference approximations for fractional advection-dispersion flow equations. *J. Comput. Appl. Math.*, 172(1):65–77, 2004.

[27] I. Podlubny, *Fractional Differential Equations*, Academic Press, 1999.

[28] S. Samko, A. Kilbas and O. Marichev, *Fractional Integrals and Derivatives: Theory and Applications*, Gordon and Breach, London, 1993.

[29] M. F. Shlesinger, B. J. West, and J. Klafter, Lévy dynamics of enhanced diffusion: Application to turbulence. *Phys. Rev. Lett.*, 58(11):1100–1103, 1987.

[30] G. Szegő, *Orthogonal polynomials*. American Mathematical Society, Providence, R.I., fourth edition, 1975. American Mathematical Society, Colloquium Publications, Vol. XXIII.
[31] C. Tadjeran and M.M. Meerschaert, A second-order accurate numerical method for the two-dimensional fractional diffusion equation. J. Comput. Phys., 220(2):813–823, 2007.

[32] H. Wang and T.S. Basu, A fast finite difference method for two-dimensional space-fractional diffusion equations. SIAM J. Sci. Comput., 34(5):A2444–A2458, 2012.

[33] H. Wang and D. Yang, Wellposedness of Variable-coefficient conservative fractional elliptic differential equations. SIAM. Numer. Anal., 51:1088–1107, 2013.

[34] H. Wang, D. Yang and S. Zhu, Inhomogeneous Dirichlet boundary-value problems of space-fractional diffusion equations and their finite element approximations. SIAM. Numer. Anal., 52:1292–1310, 2014.

[35] H. Wang, D. Yang, and S. Zhu, A Petrov-Galerkin finite element method for variable-coefficient fractional diffusion equations, Comput. Methods Appl. Mech. Engrg., 290:45–56, 2015.

[36] H. Wang, D. Yang, and S. Zhu, Accuracy of finite element methods for boundary-value problems of steady-state fractional diffusion equations. J. Sci. Comput., 70(1):429–449, 2017.

[37] H. Wang and X. Zhang, A high-accuracy preserving spectral Galerkin method for the Dirichlet boundary-value problem of variable-coefficient conservative fractional diffusion equations. J Comp. Phys., 281:67–81, 2015.

[38] Q. Xu and J.S. Hesthaven, Discontinuous Galerkin method for fractional convection-diffusion equations. SIAM J. Numer. Anal., 52(1):405–423, 2014.

[39] G. M. Zaslavsky, D. Stevens, and H. Weitzner, Self-similar transport in incomplete chaos. Phys. Rev. E (3), 48(3):1683–1694, 1993.

[40] M. Zayernouri, M. Ainsworth, and G.E. Karniadakis, A unified Petrov-Galerkin spectral method for fractional PDEs. Comput. Methods Appl. Mech. Engrg., 283:1545–1569, 2015.

[41] Y. Zhang, D. A. Benson, M.M. Meerschaert and E. M. LaBolle, Space-fractional advection-dispersion equations with variable parameters: Diverse formulas, numerical solutions, and application to the MADE-site data, Water Resources Research, 43 (2007), W05439.