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Abstract

Blind Descent uses constrained but, guided approach to “learn” the weights; The probability density function is non-zero in the infinite space of the dimension (case in point: Gaussians and normal probability distribution functions). In Blind Descent paper, some of the implicit ideas involving layer by layer training and filter by filter training (with different batch sizes) were proposed as probable greedy solutions. The results of similar experiments are discussed. Octave (and proposed PyTorch variants’) source code of the experiments of this paper can be found at https://github.com/PrasadNR/Attempted-Blind-Constrained-Descent-Experiments-ABCDE-. This is compared against the ABCDE derivatives of the original PyTorch source code of https://github.com/akshat57/Blind-Descent

1 Introduction

In Blind Descent, normal probability distribution is used. This is better than zero mean unit uniform distribution which has no memory to store the mean. In zero mean unit uniform distribution, search for weights is global. In order to fully understand the effects of constraints, the range has to be restricted as well. So another uniform distribution with saved weights as mean and [−η, η] range around the mean is compared with the rest. Optimisers like Adam and SGD are not used. Bias is not used in any of the layers (as that might introduce scaling issues as constrained random descent is enforced).

A CNN consisting of several layers with only convolutions, max-pooling and activations are considered. Fully connected dense network is replicated using 1 × 1 filters. (So, technically, MLPs are not used in the network at all even for fully connected networks) Each convolution layer is supposed to contain multiple
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filters. The convolution layer sums the input feature maps (or input channels) and performs the convolution with each of the filters (or kernels) to produce output feature maps (or output channels). Each output feature map is a result of convolution with each of the filters. So, the number of output channels is (equal to) the number of filters. Experiments in this paper involve ReLU as an activation layer (Rectified Linear Unit). Max-pooling is used for pooling. Both ReLU and Max-pooling preserve the number of channels. The filters are randomly initialised just like that of Blind Descent. But, unlike normal probability alone experimented with in Blind Descent paper, in this paper, three probability distributions are experimented with: Zero mean unit uniform random distribution, uniform random distribution and normal probability distribution. Both uniform random distribution and normal distribution have saved weights as mean. Uniform distribution has the range $[-\eta, \eta]$ around the mean and normal distribution has learning rate as standard deviation.

For these three random probability distributions, layer by layer training is performed by considering the saved network, freezing all layers except the one that is being trained. Then, similarly, this layer by layer training is applied to all layers cyclically. If the loss after applying the random probability distribution is lesser than that of the saved network, the new network is saved. This process is repeated for each batch.

For these three random probability distributions, random freezing is experimented with. Similar to layer by layer training, filters are frozen. But, here, the difference is in freezing a certain number of filters in the whole network randomly for each batch.

For these three probability distributions, PyTorch implementation is also experimented with. Batch size is varied for original Blind Descent implementation. Gradient Check training is experimented with.

2 Prior work

Akshat et alii proposed Blind Descent which is the "backbone" of this research. Layer by layer training can be extended to Blind Descent. In the original FreezeOut paper, the authors mention making several layers, performing inference and the layer that is trained would require backpropagation for dynamic graph framework. But, with Blind Descent, it is as easy as just updating the weights using just one call to random distribution function in one iteration without having to traverse through the previous layers (as in backpropagation). Random freezing does not work well for CNNs with backpropagation unless momentum is used. So, this method is tested with Blind Descent (with different probability distributions). There has been discussions about batch size. So, different batch sizes are experimented with.
3 Proposed variants

Blind Descent follows the following update rule:

\[ x^{(t+1)} = \begin{cases} 
    d(\mu = x^{(t)}, \sigma = \eta), & \text{if } L(x^{(t+1)}) < L(x^{(t)}) \\
    x^{(t)}, & \text{otherwise}
\end{cases} \]

This is the same as:

\[ x^{(t+1)} = \begin{cases} 
    x^{(t)} + d(\mu = 0, \sigma = \eta), & \text{if } L(x^{(t+1)}) < L(x^{(t)}) \\
    x^{(t)}, & \text{otherwise}
\end{cases} \]

3.1 Two more update probability distributions

1. \( x^{(t+1)} = \begin{cases} 
    x^{(t)} + U(-\eta, \eta), & \text{if } L(x^{(t+1)}) < L(x^{(t)}) \\
    x^{(t)}, & \text{otherwise}
\end{cases} \)

Where \( U \) is the uniform random distribution in this case with range \([-\eta, \eta]\).

2. \( x^{(t+1)} = \begin{cases} 
    U(-1, 1), & \text{if } L(x^{(t+1)}) < L(x^{(t)}) \\
    x^{(t)}, & \text{otherwise}
\end{cases} \)

Where \( U \) is the zero mean unit uniform random distribution in this case.

3.2 Two more training methods

1. Layer by layer training.

\[ x^{(t+1)}_{\text{layer}[i]} = \begin{cases} 
    d(\mu = x^{(t)}_{\text{layer}[i]}, \sigma = \eta), & \text{if } L(x^{(t+1)}) < L(x^{(t)}) \\
    x^{(t)}_{\text{layer}[i]}, & \text{otherwise}
\end{cases} \]

Where \( i = \text{iteration mod number of layers} \)

2. Random freezing.

Let \( \gamma \) be the freeze probability. Let \( F \) be the set of frozen weights. Let us consider \( j^{th} \) filter in the network. Then,

\[ x^{(t+1)}_j = \begin{cases} 
    x^{(t)}_j, & \text{if } x^{(t)}_j \in F \text{ or } L(x^{(t+1)}) > L(x^{(t)}) \\
    d(\mu = x^{(t)}_j, \sigma = \eta), & \text{otherwise}
\end{cases} \]

In both layer by layer training and random freezing, \( d(\mu = x, \sigma = \eta) \) refers to probability distribution with saved weights as mean and learning rate as the standard deviation/range.
| Experiment number | Guidance          | Freezing          | CIFAR-10 test accuracy (%) | MNIST test accuracy (%) |
|-------------------|-------------------|-------------------|---------------------------|-------------------------|
| one               | None (Unit Random)| None (Memoryless) | 11.88                     | 10.24                   |
| two               | None (Unit Random)| Layer by Layer    | 10.29                     | 9.74                    |
| three             | None (Unit Random)| Random Freezing   | 11.42                     | 9.8                     |
| four              | Uniform           | None (Memoryless) | 9.27                      | 12.65                   |
| five              | Uniform           | Layer by Layer    | 9.8                       | 10.52                   |
| six               | Uniform           | Random Freezing   | 11.25                     | 6.9                     |
| seven             | Normal            | None (Memoryless) | 10.82                     | 9.55                    |
| eight             | Normal            | Layer by Layer    | 9.51                      | 11.35                   |
| nine              | Normal            | Random Freezing   | 10.85                     | 10.17                   |

Table 1: List of Blind Descent experiments performed with CNN in Octave

### 4 Octave experiments

Several experiments were performed with Octave designed from scratch to observe the effectiveness of random probability distributions and to make sure there are no limitations due to a particular library. Cross-entropy loss is used with softmax. $\eta = 0.001$, number of epochs = 40, image range = $[0, 1]$, batch size = 16, $\gamma = 0.75$. ReLU is the activation used.

As a preprocessing of softmax though, for each batch, the prediction values are divided by the standard deviation and all prediction values are subtracted by the maximum value of the predictions. Then, this vector is the input of softmax followed by cross entropy loss calculation.

A three layer CNN is used. Fully connected dense layers are not used. The forward pass looks like the following. Note that, only here in this code snippet, $x$ refers to the data and does not refer to weights ($x$ refers to the weights of the network throughout this paper, similar to the conventions used in Blind Descent paper).

```plaintext
x = convolution(x, CNNtable, "layer1", activation = false);
x = pooling(x);
x = convolution(x, CNNtable, "layer2");
x = pooling(x);
x = convolution(x, CNNtable, "layer3", activation = false);
predictions = reshape(x, 1, numberOfClasses);
```

### 5 PyTorch experiments

These experiments were performed by modifying the original Blind Descent architecture using PyTorch. The same CNN architecture used for Octave
Table 2: Different batch sizes for Blind Descent experiments is used.

### 5.1 Different batch sizes for Blind Descent

For $\eta = 0.001$ and 40 epochs, Blind Descent is run for different batch sizes of MNIST for two random probability distribution functions: uniform and normal.

### 5.2 Blind Descent for different probability distributions

For $\eta = 0.001$, batch size = 64 and 40 epochs, different probability distributions are considered for two datasets.
Table 3: Different probability distributions for Blind Descent

| Probability distribution | CIFAR-10 test accuracy (%) | MNIST test accuracy (%) |
|--------------------------|----------------------------|-------------------------|
| Zero mean unit uniform   | 9.98                       | 9.46                    |
| Uniform                  | 9.86                       | 75.07                   |
| Normal                   | 10.01                      | 69.09                   |

5.3 Gradient Check: Attempted combination of advantages of Blind Descent and Gradient Descent

The attempt was to learn with a fraction of dataset (Few shot or even Fraction shot learning) using constrained random learning rates (for not just first order loss derivative but, with higher order derivatives as well) with Blind Descent. The premise is to continuously guarantee lowering loss values for larger batch sizes. For each batch, the CNN filter weights are updated as follows:

\[
x^{(t+1)} = \begin{cases} 
  x^{(t)} - \eta_1 \frac{\partial L}{\partial x} - \eta_2 \frac{\partial^2 L}{\partial x^2} - ..., & \text{if } L(x^{(t+1)}) < L(x^{(t)}) \\
  x^{(t)} & \text{otherwise}
\end{cases}
\]

where \(\eta_1, \eta_2, ... \in d(a, b)\) such that \(a\) is the lower limit of the probability distribution and \(b\) is the higher limit of probability distribution function \(d\).

In the experiments performed, first order i.e., \(\eta = \eta_1\) is considered with \(d = 10^U(-6, 1)\) where \(U\) is the uniform random probability distribution. For image range \([0, 1]\), 40 epochs and a batch size of 256, the test accuracies achieved for MNIST is 97.69% and CIFAR-10 is 41.25%.

6 Conclusions and Discussions

Several experiments were performed on Blind Descent with constraints. It is not clear why PyTorch version of the Blind Descent code works with MNIST. It might be due to frequency domain FFT convolutions or due to initialisation.
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