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Abstract: Faddeev and Niemi have proposed a reformulation of SU(2) Yang-Mills theory in terms of a U(1) gauge theory with 8 off-shell degrees of freedom. We present a solution to Faddeev and Niemi’s formulation which does not solve the SU(2) Yang-Mills Gauss constraints. This demonstrates that the proposed reformulation is inequivalent to Yang-Mills, but instead describes Yang-Mills coupled to a particular choice of external charge.
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1 Introduction

A classical SU(2) Yang-Mills field configuration is characterized by a connection \( A_\mu \), a triplet of 4-vectors which therefore contains 12 off-shell degrees of freedom. On-shell there are less. 3 of the equations of motion, those obtained by varying the potential \( A_t \), are first order in time derivatives. Therefore these constrain the Cauchy data, the values of the fields and their first derivatives on an initial surface, leaving only 9 degrees of freedom. Furthermore a finite propagator requires an invertible kinetic term. The kinetic term has a three-dimensional kernel, and so it becomes invertible only when a further 3 degrees of freedom are (gauge) fixed, leaving 6 on-shell degrees of freedom.

Thus the usual description of Yang-Mills theory involves twice as many degrees of freedom as actually propagate. As in the ADM formulation of gravity [1], one may solve the constraints and fix the gauge, but at a price of losing manifest Lorentz covariance. In Refs. [2, 3] the authors partially solved the constraints and fixed the gauge invariance while preserving manifest Lorentz covariance, however the price is that their solution is not written explicitly, but rather is defined implicitly in terms of the solution of an extremization problem.

Faddeev and Niemi have claimed [4] that one may partially fix the gauge and solve the constraints explicitly in a way that preserves manifest Lorentz-invariance. They have proposed the following decomposition of the \( SU(2) \) Yang-Mills connection \( A_\mu \):

\[
A_\mu = C_\mu n + \partial_\mu n \times n + \rho \partial_\mu n + \sigma \partial_\mu n \times n
\]

(1.1)

where \( C_\mu \) is a \( U(1) \) connection, \( \sigma \) and \( \rho \) are scalars and \( n \) is a unit vector in the \( su(2) \) Lie algebra. This contains 8 off-shell degrees of freedom, one of which is pure gauge and one of which is eliminated by the Gauss constraint for the \( U(1) \) gauge field, leaving 6 degrees of freedom on-shell as in Yang-Mills theory.

As all choices of the 8 variables \( C_\mu, \rho, \sigma \) and \( n \) lead to values of \( A_\mu \), the variational principle implies that the Faddeev-Niemi equations of motion will be a 7-dimensional subset of the 9-dimensional Yang-Mills equations of motion, where we have used the fact that variations in the pure gauge directions (1 for Faddeev-Niemi, 3 for Yang-Mills) yield trivial equations of motion. Therefore (1.1) is equivalent to the original Yang-Mills theory if the missing two equations of motion, which may be taken to be first order (constraints) by adding suitable second order equations of motion, are
automatically solved by the decomposition (1.1). In other words, if one may derive (1.1) by imposing two Gauss constraints on a general choice of SU(2) connection and choosing a gauge, then the Faddeev-Niemi decomposition is equivalent to the original Yang-Mills theory.

In this note we will give an example of a solution of the Faddeev-Niemi equations of motion which does not satisfy the Yang-Mills Gauss’ law, demonstrating that (1.1) is not equivalent to Yang-Mills. However we will argue that it does satisfy the Yang-Mills equations with a different Gauss’ law, corresponding to an external charge. It therefore describes a truncation of QCD where instead of eliminating the quarks as in Yang-Mills theory, one considers nonpropagating quarks which yield a gluon-dependent charge density.

2 The Faddeev-Niemi equations of motion

2.1 Deriving the equations

The SU(2) gauge field strength (we use the convention $\nabla_\mu = \partial_\mu - i[A_\mu, ]$, so $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - i[A_\mu, A_\nu]$) obtained from the connection (1.1) is

\[ F_{\mu\nu} = (G_{\mu\nu} - [1 - (\rho^2 + \sigma^2)]H_{\mu\nu}) \mathbf{n} + D_{[\mu} \rho \partial_{\nu]} \mathbf{n} + D_{[\mu} \sigma \partial_{\nu]} \mathbf{n} \times \mathbf{n} \]  

(2.1)

where square brackets denote antisymmetrization with no factor of $1/2$ and $D$ is a covariant derivative using the $U(1)$ connection $C$

\[ D_{\mu} \rho = \partial_{\mu} \rho + C_{\mu} \sigma, \quad D_{\mu} \sigma = \partial_{\mu} \sigma - C_{\mu} \rho \]  

(2.2)

and

\[ G_{\mu\nu} = \partial_{[\mu} C_{\nu]}, \quad H_{\mu\nu} = \mathbf{n} \cdot (\partial_{\mu} \mathbf{n} \times \partial_{\nu} \mathbf{n}). \]  

(2.3)

The 8 off-shell degrees of freedom yield the following 8 equations

\[ \mathbf{n} \cdot \nabla^\mu F_{\mu\nu} = 0 \]  

(2.4)

\[ \partial^\nu \mathbf{n} \cdot \nabla^\mu F_{\mu\nu} = 0 \]  

(2.5)

\[ \partial^\nu \mathbf{n} \times \mathbf{n} \cdot \nabla^\mu F_{\mu\nu} = 0 \]  

(2.6)

\[ (D^\nu \rho + D^\nu \sigma \mathbf{n} \times) \nabla^\mu F_{\mu\nu} = 0 \]  

(2.7)
where $\nabla$ is the $SU(2)$-covariant derivative. Eq. (2.4) contains 4 equations, Eq. (2.5) and Eq. (2.6) each contain one and finally Eq. (2.7) contains two independent equations.

### 2.2 The constraints, charges and currents

Notice that the three $SU(2)$ Gauss constraints

$$\nabla^\mu F_{\mu t} = 0 \quad (2.8)$$

are not obviously included in the equations of motion, which are all various projections of the $SU(2)$ equations. One of the three constraints, that in the direction $n$ of the $U(1)$, is however contained in the $\nu = t$ case of Eq. (2.4).

To interpret the equations of motion, we will consider a simplified ansatz in which the $y$ and $z$ components of the $U(1)$ connection $C_\mu$ vanish and all fields are constant in the $y$ and $z$ directions. Therefore the only nontrivial component of the $SU(2)$ field strength is $F_{tx} = -F_{xt}$. In this case the $su(2)$-valued charge is simply

$$Q_{tot} = -\partial_\mu F_{\mu t} = \partial_x F_{tx}. \quad (2.9)$$

As in any nonabelian gauge theory, this charge is generically nonzero, as the gluons themselves are charged. Indeed in pure Yang-Mills the field strength is not conserved, but is rather only covariantly conserved. Any violation of the covariant conservation corresponds to an external charge

$$Q = \nabla_x F_{tx} = \partial_x F_{tx} - i[A_x, F_{tx}]. \quad (2.10)$$

In pure Yang-Mills, the Gauss constraint which follows from the variation of the temporal components of the gauge field sets $Q = 0$. In the Faddeev-Niemi decomposition, not all of the temporal components of the gauge field are manifestly independent, and therefore the vanishing of $Q$ is not automatic and below we will see an example in which $Q$ does not vanish.

Similarly we may define an $SU(2)$ current. The $y$ and $z$-independent ansatz guarantees that the $y$ and $z$ components of the current vanish, thus there is only a nontrivial current in the $x$ direction

$$J_{tot} = \partial_\mu F_{\mu x} = \partial_t F_{tx}. \quad (2.11)$$
As in our ansatz $F$ contains no components with two spatial indices, and we are working in flat Minkowski space, the fact that we have not raised the indices on the derivative merely causes a sign in the definition of $J$ and has no physical consequences. Again this current may be decomposed into a current consisting of gluons and an external current

$$J = \partial_t F_{tx} - i[A_t, F_{tx}].$$

Both the external charge $Q$ and the external current $J$ are $\mathfrak{su}(2)$-valued, thus they each contain 3 components. It will be convenient to choose two bases in which to expand them. Recall that $n$ is a unit vector in $\mathfrak{su}(2)$. Therefore $n' = \partial_x n$ and $(n' \times n)$ are both orthogonal to $n$ and to each other. Together with $n$ they thus provide an orthogonal but in general not orthonormal basis. Another orthogonal basis is provided by $n$, $\dot{n} = \partial_t n$ and $(\dot{n} \times n)$. Of course, when any of these derivatives vanish, the corresponding triplet no longer spans the $\mathfrak{su}(2)$ Lie algebra. The decompositions in these bases are simply

$$Q^0 = n \cdot Q, \quad Q^1 = n' \cdot Q, \quad Q^2 = (n' \times n) \cdot Q$$

$J^0 = n \cdot J, \quad J^1 = n' \cdot J, \quad J^2 = (n' \times n) \cdot J$

$$\tilde{Q}^1 = \dot{n} \cdot Q, \quad \tilde{Q}^2 = (\dot{n} \times n) \cdot Q, \quad \tilde{J}^1 = \dot{n} \cdot J, \quad \tilde{J}^2 = (\dot{n} \times n) \cdot J.$$

### 2.3 The equations of motion in terms of charges and currents

The equations of motion (2.4), (2.5) and (2.6) are easily reexpressed in terms of these charges and currents. Eq. (2.4) contains four equations, one for each value of the index $\nu$. The $\nu = y$ and $\nu = z$ equations are trivial, while the $\nu = t$ equation is the $U(1)$ Gauss constraint

$$Q^0 = 0$$

and $\nu = x$ states that the $U(1)$ current also vanishes

$$J^0 = 0.$$  

Equations (2.5) and (2.6) are simply

$$\tilde{Q}^1 = J^1, \quad \tilde{Q}^2 = J^2.$$  

The last equation, Eq. (2.7), is a vector in $\mathfrak{su}(2)$ and so consists of 3 equations. As the $U(1)$ component of the charge and current vanishes, only two of these equations are
independent as expected since the 8 off-shell degrees of freedom of the Faddeev-Niemi decomposition should lead to 8 equations of motion. In terms of the currents and charges they can be written in the form

\[(\dot{\rho} + C_t \sigma)Q^1 + (\dot{\sigma} - C_t \rho)Q^2 = (\rho' + C_x \sigma)J^1 + (\sigma' - C_x \rho)J^2, \quad (2.17)\]

\[(\dot{\rho} + C_t \sigma)Q^2 - (\dot{\sigma} - C_t \rho)Q^1 = (\rho' + C_x \sigma)J^2 - (\sigma' - C_x \rho)J^1.\]

The equations (2.16) relating the current and charge may appear quite strange. However, the change of coordinates has units of velocity, and so this is the familiar equation relating the current to the charge times the velocity. We may therefore use it to define the velocity of the external charge carriers. To transform between the two bases one needs the identities

\[n' = \frac{\dot{n} \cdot n'}{|n'|^2} \dot{n} + \frac{\dot{n} \times n}{|n|^2} (n \times n), \quad (n' \times n) = \frac{\dot{n} \cdot (n' \times n)}{|n'|^2} \dot{n} + \frac{\dot{n} \cdot n'}{|n|^2} (n \times n). \quad (2.18)\]

One may then expand \(Q\) as follows

\[Q = Q^0 n + \frac{Q^1}{|n'|^2} n' + \frac{Q^2}{|n'|^2} (n' \times n) \quad (2.19)\]

\[= Q^0 n + \frac{Q^1 (n' \cdot \dot{n})}{|n'|^2 |\dot{n}|^2} \dot{n} + \frac{Q^1 (n' \cdot (\dot{n} \times n))}{|n'|^2 |\dot{n}|^2} (\dot{n} \times n) + \frac{Q^2 ((n' \times n) \cdot \dot{n})}{|n'|^2 |\dot{n}|^2} \dot{n} + \frac{Q^2 (n' \cdot \dot{n})}{|n'|^2 |\dot{n}|^2} (\dot{n} \times n).\]

Identifying the coefficients of \(\dot{n}\) and \((\dot{n} \times n)\) with \(\tilde{Q}^1\) and \(\tilde{Q}^2\) respectively one may rewrite the equations of motion (2.16) as

\[
\begin{pmatrix}
J^1 \\
J^2
\end{pmatrix} =
\begin{pmatrix}
\tilde{Q}^1 \\
\tilde{Q}^2
\end{pmatrix} =
\frac{1}{|n'|^2}
\begin{pmatrix}
\dot{n} \cdot n' & \dot{n} \cdot (n' \times n) \\
-n' \cdot (n' \times n) & \dot{n} \cdot n'
\end{pmatrix}
\begin{pmatrix}
Q^1 \\
Q^2
\end{pmatrix}.
\quad (2.20)
\]

For example, if at a given point we boost in the \(x\)-direction to arrive at a reference frame in which \(\dot{n}\) and \(n'\) are parallel, then this becomes

\[J^k = \frac{\dot{n} \cdot n'}{|n'|^2} Q^k = \frac{\dot{n} |n'|}{|n'|^2} Q^k = \frac{|\dot{n}|}{|n'|} Q^k. \quad (2.21)\]

This identifies the velocity of the external charge in the direction \(k\) with the phase velocity of \(n\) in the direction \(k\).
In the Faddeev-Niemi decomposition, \( n \) is notoriously hard to interpret. It is only in very particular configurations, such as magnetic monopoles that it yields an unbroken \( U(1) \) gauge symmetry. This formula therefore yields an interpretation, the external charges are in some sense bound to the phase of \( n \), as plasma may be bound to a magnetic flux tube. The identification of the velocity of a physical charge with a phase velocity, which may be faster than the speed of light, may imply a breakdown of causality in this system.

3 A formula for the external charges and currents

This discussion would be quite irrelevant if the Faddeev-Niemi equations of motion implied that \( Q = J = 0 \). We will now calculate \( Q \) and \( J \) in this ansatz, demonstrating that the equations of motion may be solved by a configuration with nonvanishing external \( SU(2) \) charge and current. The Faddeev-Niemi decomposition in our ansatz immediately yields the \( SU(2) \) connection

\[
A_x = C_x n + \rho n' + (1 + \sigma)(n' \times n), \quad A_t = C_t n + \rho \dot{n} + (1 + \sigma)(\dot{n} \times n). \tag{3.1}
\]

Similarly the \( SU(2) \) field strength is given by Eq. \( 2.1 \)

\[
F_{tx} = [G_{tx} + (1 - \rho^2 - \sigma^2)\alpha] n + D_t \rho n' - D_x \rho \dot{n} + D_t \sigma (n' \times n) - D_x \sigma (\dot{n} \times n) \tag{3.2}
\]

where we have defined the function

\[
\alpha = n \cdot (n' \times \dot{n}). \tag{3.3}
\]

The external charge may then be computed directly from the definition \( 2.10 \)

\[
Q = [G_{tx}' - 3(\rho \rho' + \sigma \sigma')\alpha + (1 - \rho^2 - \sigma^2)\alpha' + (\rho D_x \sigma - \sigma D_x \rho)\dot{n} \cdot n' + (\sigma D_t \rho - \rho D_t \sigma)|n'|^2] n
+ [C_x D_t \sigma + (D_t \rho)' + \sigma G_{xt} + \sigma(\rho^2 + \sigma^2 - 1)\alpha] n' + (C_x D_x \rho - (D_x \sigma)')(\dot{n} \times n)
+ [(D_x \sigma)' - C_x D_t \rho - \rho G_{xt} - \rho(\rho^2 + \sigma^2 - 1)\alpha](n' \times n) - ((D_x \rho)' + C_x D_x \sigma)\dot{n}
- D_x \rho \dot{n}'_\perp + D_t \rho n''_\perp + D_t \sigma n'' \times n - D_x \sigma(\dot{n}' \times n). \tag{3.4}
\]

In the previous equation we have defined the components orthogonal to \( n \) of \( \dot{n}' \) and \( n'' \) as \( \dot{n}'_\perp \) and \( n''_\perp \) respectively. Similarly \( 2.12 \) yields the external current

\[
J = [\dot{G}_{tx} - 3(\dot{\rho} + \sigma \dot{\sigma})\alpha + (1 - \rho^2 - \sigma^2)\dot{\alpha} + (\rho D_x \sigma - \sigma D_x \rho)|\dot{n}'|^2 + (\sigma D_t \rho - \rho D_t \sigma)(n' \cdot \dot{n})] n
\]
\[-[C_t D_x \sigma + (\dot{D}_x \rho) + \sigma G_{tx} + \sigma(1 - \rho^2 - \sigma^2)\alpha] \dot{n} - (C_t D_t \rho - \dot{D}_t \sigma)(n' \times n)\]
\[+ [C_t D_x \rho - (\dot{D}_x \sigma) + \rho G_{tx} + \rho(1 - \rho^2 - \sigma^2)\alpha](\dot{n} \times n) + (\dot{D}_t \rho + C_t D_t \sigma)n'\]
\[+ D_t \rho \dot{n}'_l + D_t \sigma \dot{n}' \times n - D_x \rho \dot{n}'_l - D_x \sigma(\dot{n} \times n). \quad (3.5)\]

The equations of motion (2.4) are the vanishing of the charge and current in the \( n \) direction
\[0 = Q^0 = G_{tx}' - 3(\rho \rho' + \sigma \sigma')\alpha + (1 - \rho^2 - \sigma^2)\alpha' + (\rho D_x \sigma - \sigma D_x \rho)\dot{n} \cdot n'\]
\[+(\sigma \dot{D}_t \rho - \rho \dot{D}_t \sigma)|n'|^2 \quad (3.6)\]
\[0 = J^0 = G_{tx}' - 3(\rho \dot{\rho} + \sigma \dot{\sigma})\alpha + (1 - \rho^2 - \sigma^2)\dot{\alpha} + (\rho D_x \sigma - \sigma D_x \rho)|\dot{n}|^2\]
\[+(\sigma \dot{D}_t \rho - \rho \dot{D}_t \sigma)(n' \cdot \dot{n}). \quad (3.7)\]

The other Faddeev-Niemi equations can similarly be derived from Eqs. (3.4) and (3.5).

## 4 A solution with nonzero external charge

These equations are quite difficult to solve in general, but in order to find a solution which does not satisfy the Yang-Mills equations it is sufficient to consider the class of solutions with \( n \) independent of time. This assumption greatly simplifies the Faddeev-Niemi equations and one can see that in order to satisfy (2.4), (2.5) and (2.6) it is sufficient to require \( J = Q^0 = 0 \). Equation (2.7) is now solved by imposing \( D_t \rho = D_t \sigma = 0 \). The equation \( J = 0 \) reads
\[\partial_t G_{tx} = 0, \quad \dot{\rho} - C_t^2 \rho + \dot{C_t} \sigma + 2C_t \dot{\sigma} = 0, \quad \dot{\sigma} - C_t^2 \sigma - \dot{C_t} \rho - 2C_t \dot{\rho} = 0. \quad (4.1)\]

Our solution of the Faddeev-Niemi equations is
\[C_t = 0, \quad \rho = \rho_0, \quad C_x = a + bt, \quad \sigma = \sigma_0 \quad (4.2)\]
where \( a, b, \rho_0 \) and \( \sigma_0 \) are constants. Note that this form directly implies \( D_t \rho = D_t \sigma = 0 \) and \( Q^0 = 0 \) regardless of the specific form of \( n \) (provided that it is independent of time). The external currents \( J \) vanish, as do \( \dot{Q}^1 \) and \( \dot{Q}^2 \) since \( \dot{n} = 0 \).

However our solution (4.2) does not satisfy Yang-Mills equations. By substituting (4.2) into (3.4) and (3.5) we find
\[J = 0, \quad Q = b \rho_0 (n' \times n) - b \sigma_0 n'. \quad (4.3)\]
Therefore these solutions violate the $SU(2)$ Gauss constraints, demonstrating that the Faddeev-Niemi parametrization (1.1) is not equivalent to Yang-Mills theory, but requires an external charge source. Such an external charge may be obtained, for example, via an embedding of Yang-Mills into QCD. However unlike QCD the dynamics of the charges, the values of $Q$ and $J$, are determined entirely by the parameters $n$, $C_{\mu}$, $\sigma$ and $\rho$ of the gauge field. There are no propagating quark degrees of freedom.

Nonetheless the parametrization proposed by Faddeev and Niemi contains most of the on-shell degrees of freedom of the original Yang-Mills theory. First of all we can notice that the only “sources of violation” of the Yang-Mills equations are $\rho$ and $\sigma$. Indeed, if we set $\rho = \sigma = 0$ we are left with the Cho connection [5]

$$A_\mu = C_\mu n + \partial_\mu n \times n$$

and by direct computation one can check that the only non trivial contributions to $Q$ and $J$ are directed along $n$ so the equation (2.4) implies all of the Yang-Mills equations.

Therefore a subsector of the Faddeev-Niemi theory containing at least 4 of the 6 degrees of freedom is equivalent to a subsector of Yang-Mills theory. This subsector contains several configurations of physical interest, such as the Wu-Yang monopole [6]. Furthermore, there are also “physical configurations” with nontrivial $\rho$ and $\sigma$ fields: as noted by Faddeev and Niemi [7], the Ansatz

$$C_i = C x^i, \quad n^a = \frac{x^a}{r},$$

with $C$, $C_t$, $\rho$ and $\sigma$ depending on $t$ and $r$ only, coincides with the Witten’s Ansatz for instantons [8].
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