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Abstract

Unsupervised Domain Adaptation (UDA) for point cloud classification is an emerging research problem with relevant practical motivations. Reliance on multi-task learning to align features across domains has been the standard way to tackle it. In this paper, we take a different path and propose RefRec, the first approach to investigate pseudo-labels and self-training in UDA for point clouds. We present two main innovations to make self-training effective on 3D data: i) refinement of noisy pseudo-labels by matching shape descriptors that are learned by the unsupervised task of shape reconstruction on both domains; ii) a novel self-training protocol that learns domain-specific decision boundaries and reduces the negative impact of mislabelled target samples and in-domain intra-class variability. RefRec sets the new state of the art in both standard benchmarks used to test UDA for point cloud classification, showcasing the effectiveness of self-training for this important problem.

1. Introduction

Properly reasoning on 3D geometric data such as point clouds or meshes is crucial for many 3D computer vision tasks, which are key to enable emerging applications like autonomous driving, robotic perception and augmented reality. In particular, assigning the right semantic category to a set of points that represent the surface of an object is a required skill for an intelligent system in order to understand the 3D scene around it. Such problem, referred to as shape classification, was initially addressed by hand-crafted features [20, 4, 44], while, with the advances in deep learning, recent proposals learn features directly from 3D point coordinates by means of deep neural networks [37, 38, 28, 63, 62, 27, 18, 58, 49, 24]. Although data-driven approaches can achieve impressive results, they require massive amounts of labeled data to be trained, which are cumbersome and time-consuming to collect. Typically, 3D deep learning methods use synthetic datasets of CAD models, e.g. ModelNet40 [60] or ShapeNet [6], to harvest a large number of 3D examples. While synthetic datasets enable 3D deep learning, they create a conundrum. On the one hand, shape classifiers trained on ModelNet are very effective on synthetic data, as witnessed by performance saturation on standard benchmarks [54, 14]. On the other hand, though, they are not able to transfer their performance to real-world scenarios [54], where point cloud data are usually captured by RGB-D or LiDAR sensors [10, 17]. This limitation severely restricts the deployment of 3D deep learning methods in real-world applications.

Unsupervised Domain adaptation (UDA) aims at bridging this domain shift [50] by learning to transfer the knowledge gained on a labeled dataset, i.e. source domain, to an unlabeled target dataset, i.e. target domain. UDA has its roots in 2D computer vision, where a multitude of methods have been proposed [22]. Among them, the most widespread approach pertains globally aligning the feature distributions between the source and target domain. This is the paradigm also leveraged by methods tackling
UDA for 3D data, either explicitly, by designing losses and models to align features [39], or implicitly, by solving a self-supervised task on both the source and target domains with a shared encoder [3, 1]. We argue that, when moving from a synthetic CAD dataset to a real world one, feature alignment can only lead to sub-optimal solutions due to the large differences between the two domains. Indeed, acquiring objects in cluttered scenes results oftentimes in partial scans with missing parts due to occlusions. Moreover, registration errors arising when fusing multiple 2.5D scans [11] to obtain a full 3D shape, alongside noise from the sensor, result in less clean and geometrically coherent shapes than CAD models (see Fig. 3). Therefore, the shape classifier may need to ground its decision on new cues, different from those learned on the source domain, where the clean full shape is available, to correctly classify target samples.

To let the classifier learn such new cues, in this paper we propose RefRec (Refinement via Reconstruction), a novel framework to perform unsupervised domain adaptation for point cloud classification. Key to our approach is reliance on pseudo-labels [23], i.e., predictions on the target domain obtained by running a model trained on the source domain, which are then used as a noisy supervision to train a classifier on the target domain and let it learn the domain-specific cues. This process is usually referred to as self-training [23, 66]. However, the pseudo-labels obtained from a model trained on the source domain may be wrong due to the domain shift (as shown in Fig. 1-left) and a target domain classifier naively trained on them would underperform. Therefore, our key contribution concern effective approaches to refine pseudo-labels. We propose both an offline and an online refinement, i.e., before training and while training on pseudo-labels. Both refinements are based on the idea that similar shapes should share similar labels. To find similar shapes, we match global shape descriptors, i.e., the embedding computed by an encoder given the input shape. Here we make another key observation, illustrated in Fig. 1: the space of features learned by a classifier is organized to create linear boundaries among different classes, but it is not guaranteed -nor meant- to posses a structure where similar shapes lay close one to another, especially for target samples which are not seen at training time. Hence, such features are not particularly effective if used as global shape descriptors. In contrast, teaching a point cloud autoencoder to reconstruct 3D shapes is an effective technique to obtain a compact and distinctive representation of the input geometric structures, as proven by recent proposals for local and global shape description [64, 15, 12, 45], which, in our setting, can be trained also on the target domain since it is learned in an unsupervised way. By leveraging on such properties of the reconstruction latent space, in the offline step we focus on reassigning the pseudo-labels of target samples where the source domain classifier exhibits low confidence, while in the online step we compute prototypes [36], i.e. the mean global descriptors on the target domain for each class, and we weight target pseudo-labels according to the similarity of the input shape to its prototype. Peculiarly, by using reconstruction embeddings trained also on the target domain to compute prototypes, we avoid the domain shift incurred when using the classifier trained on the source domain as done by previous 2D methods [19]. In the online refinement step, we also leverage the standard training protocol of 2D UDA methods based on mean teacher [48] to improve the quality of pseudo-labels as training progresses.

We can summarize our contributions as follows:

1. we investigate on self-training to solve UDA for point clouds, an approach that sharply differs from existing proposals in literature based on multi-task learning. To the best of our knowledge, this work is the first to study this alternative path;
2. we show how global descriptors learned for shape reconstruction can be effectively used both offline and online to refine pseudo-labels in UDA for point cloud classification;
3. we show how effective techniques for 2D UDA, like domain-specific classifiers and mean teacher supervision, can be successfully used on 3D data;
4. we achieve new state of the art performance on the standard benchmarks used to assess progress in UDA for point cloud classification.

2. Related Work

2.1. Unsupervised Domain Adaptation (UDA)

Unsupervised Domain Adaptation aims at reducing the need of large amounts of annotated data. The key idea is to learn distinctive and powerful features in the source domain and exploit such representation in the target domain. A remarkable amount of work has been conducted for image classification [13, 5, 30, 29, 47, 52, 53, 25], semantic segmentation [26, 51, 7, 16, 59, 21] and object detection [9, 56, 56, 57, 42]. The most common approach to tackle UDA is to minimize the discrepancy between domains to obtain domain-invariant features, so that the same classifier can be deployed in both domains. Alignment in feature space can be achieved by forcing features from both domain to have similar statistics, as done in [30, 29]. Another interesting line of research, instead, casts domain alignment as a min-max problem, exploiting adversarial training to attain such alignment. For example, Tzeng et al. [52] introduced a domain confusion loss to obtain features indistinguishable across domains. Ganin et al. [13] try to learn
Figure 2. RefRec comprises three steps. First, in the pseudo-labels warm-up step, we train a reconstruction network $\Phi_{rec}$ on both source and target domains. The weights of the encoder are used to initialize the backbone $\Phi_{cls}^{w}$ of a classifier, that is then trained on the source domain. In the refinement step, we use the classifier to split target samples in the easy ($\mathcal{E}$) and hard ($\mathcal{H}$) sets according to their confidence and refine them by performing nearest neighbor queries in the auto-encoder feature space. Finally, in the self-training step, we train a target-specific classifier $\Psi_{t}$ by refined pseudo-labels and online pseudo-labels obtained with the mean teacher architecture $[48]$.

domain invariant representations in an adversarial way by back-propagating the reverse gradients of the domain classifier. All these methods are meant to work with images and do not explore any variations or extensions to exploit 3D data. In this work, instead, we turn our attention on 3D data and focus on their peculiar properties to design an effective domain adaptation methodology.

2.2. Unsupervised 3D Domain Adaptation

Only few papers discuss Unsupervised Domain Adaptation for point cloud classification. Among these, PointDAN $[39]$ is a seminal work that proposes to adapt a classical 2D domain adaptation approach to the 3D world. Specifically, they focus on the alignment of both local and global features, building their framework upon the popular Maximum Classifier Discrepancy (MCD) $[43]$ for global feature alignment. Differently, $[3, 1]$ leverage on Self-supervised learning (SSL) to learn simultaneously distinctive features for both the source and target domains. Similarly, $[3]$ also relays on SSL, and introduces a novel pretext task to learn strong features for the target domain as well. In this work, we take one step further and present an unsupervised domain adaptation method based on pseudo-labels that exploits a shape reconstruction task to refine them.

2.3. Deep Learning for Point Clouds Reconstruction

With the recent advances in deep learning several methods for point cloud reconstruction have been suggested. A seminal work in this area $[2]$ proposes a new auto-encoder architecture for point clouds using the permutation invariant operator introduced in $[37]$. AtlasNet $[15]$ and FoldingNet $[64]$ propose a plane-folding decoder to learn to deform points sampled from a plane in order to reconstruct the input surface. TearingNet $[33]$ takes inspiration from $[64, 15]$ and present a tearing module to cut regular 2D patch with holes, or into several parts, to preserve the point cloud topology. In $[8]$, the authors reconstruct the point clouds by training a generative adversarial network (GAN) on the latent space of unpaired clean synthetic and occluded real point clouds. We take inspiration from the finding of $[2]$ and leverage the expressive power of point cloud auto-encoders to pre-train our shape classifier and learn a global shape descriptor deployed for pseudo-labels refinement.

3. Method

In this work, we address UDA for point clouds classification. Hence, we assume availability of a labeled source domain $\mathcal{S} = \{(x^j, y^j) \mid \forall j \}$ and a target domain $\mathcal{T} = \{(x^j) \mid \forall j \}$, whose labels $\{y^j \}$ are, however, not available. As in standard UDA settings $[55]$, we assume to have the same one-hot encoded label space $Y_s = Y_t = Y = \{0, 1\}^k$ and the same input space $\mathcal{X}_s = \mathcal{X}_t$ (i.e. point clouds with $\{x, y, z\}$ coordinates) but with different distributions $P_s(x) \neq P_t(x)$, e.g. due to source data being synthetic while target data being real or due to the use of different sensors. The final classifier for a point cloud $x$ can be obtained as a composite function $\Omega = \Phi \circ \Psi$, with $\Phi : \mathcal{X} \rightarrow \mathbb{R}^d$ representing the feature extractor and $\Psi : \mathbb{R}^d \rightarrow [0, 1]^k$ the classification head, which outputs softmax scores $p \in [0, 1]^k$. When one-hot labels are needed, we further process softmax scores with
We follow the same strategy proposed in [2], and use a standard PointNet [37] backbone as \( \Phi_{rec} \) to produce a global \( d \)-dimensional descriptor of the input point cloud. This latent representation is then passed to a simple decoder made out of 3 fully connected layers that tries to reconstruct the original shape. During training we minimize both the Chamfer Discrepancy (CD) \( L_{CD} \) and Earth Mover’s distance (EMD) \( L_{EMD} \) [41] as loss functions [2]. Additionally, as mentioned above, data augmentation is a key ingredient to improve generalization, especially for the synthetic-to-real adaptation case, since 3D real scans always exhibits occlusions and non-uniform point density. For this reason, when performing synthetic-to-real adaptation, we apply a data augmentation procedure similar to that proposed in [46] in order to simulate occlusions.

To conclude warm-up, we train a new classifier \( \Omega^w = \Phi^w_{cls} \circ \Psi^w \) on the source dataset with a classical cross-entropy loss. Importantly, \( \Phi^w_{cls} \) and \( \Phi_{rec} \) have the same architecture and the weights \( \theta \) of the backbone \( \Phi^w_{cls} \) are initialized with those learned for \( \Phi_{rec} \). We then use \( \Omega^w \) to obtain pseudo-labels \( \{ \hat{y}_t = \Lambda(\Omega^w(x'_j))_{j=1}^{n_t} \} \) along with their confidence scores.

We may, in principle, exploit these pseudo-labels to perform self-training in the target domain. However, even if we rely on unsupervised pre-training and data augmentation to boost performance on the target domain, they are still noisy. Indeed, due to the domain gap, only a small portion of the pseudo-labels can be considered reliable, while the majority of the samples are assigned wrong labels that could lead to poor performance when applying self-training. Hence, in the next step, we refine the initial pseudo-labels obtained in the warm-up step by leveraging on \( \Phi_{rec} \).

3.2. Pseudo-labels Refinement

To refine pseudo-labels, we exploit the confidence computed by the classifier \( \Omega^w \) and split pseudo-labels in the two disjoint sets of highly confident predictions, denoted as \( E \) (i.e. easy split), and uncertain ones, denoted as \( H \) (i.e. hard split). We first build \( E \) by selecting the \( g=10\% \) most confident predictions on the target samples for each class. We perform this operation class-wisely to obtain a sufficient number of examples for each class and to reproduce the class frequencies in \( E \). \( H \) is composed by all the remaining target samples.

One of the key idea behind RefRec is to utilize the embedding of the reconstruction backbone \( \Phi_{rec} \), instead of \( \Phi^w_{cls} \), to improve the labels of the samples in \( H \). We conjecture that since \( \Phi^w_{cls} \) has been trained only on the source domain, its embeddings are not discriminative for the target domain, and more importantly there are no guarantees that objects belonging to the same class, yet coming from different domains, would lay close in the feature space. Hence, we assign new pseudo-labels to target samples according to

\[
\Lambda : \mathbb{R}^k \rightarrow \mathcal{Y}
\]

providing also the confidence associated with the label prediction. Although the largest softmax is a rather naive confidence measure, we found it to work satisfactorily in our experiments. Our overall goal is to learn a strong classifier \( \Omega_t \) for the target domain even though annotations are not available therein.

An overview of our method is depicted in Fig. 2. It encompasses three major steps: warm-up, pseudo-labels refinement, and self-training. The purpose of the first step, described in Sec. 3.1, is to train a model effective on target data by using labelled source data and unlabelled target data. Once trained, this model provides the initial pseudo-labels. These are refined offline in the second step, described in Sec. 3.2, in order to partially reduce the errors in pseudo-labels due to the limited generalization of the source classifier to the target domain. Finally, in the last step, detailed in Sec. 3.3, we introduce an effective way of exploiting pseudo-labels during self-training by combining a domain-specific classifier with an online pseudo-labels weighting strategy that exploits prototypes computed in the target domain.

3.1. Pseudo-labels Warm-up

The first step of our pipeline seeks to produce good initial pseudo-labels, which, after refinement, can be used to train the final classifier on the source domain and the target domain augmented with pseudo-labels. The warm-up step is very important, as the effectiveness of self-training is directly related to the quality of pseudo-labels. To obtain good initial pseudo-labels, we focus on pretraining and data augmentation, with the aim of reducing overfitting on source data. Pre-training is largely adopted also in UDA for image classification, where ImageNet pre-training is a standard procedure [19, 35, 30] that learns powerful features able to generalize to multiple domains and alleviates the risk of overfitting when training solely on data coming from the source distribution. Differently from UDA in the 2D world, however, here we focus on unsupervised pre-training. This is particularly attractive for the UDA context, where no supervision is available for the target domain. In fact, inspired by recent advances on representation learning for 3D point clouds, which have demonstrated the effectiveness of unsupervised techniques for learning discriminative features [64, 15, 12, 45], we propose to use point cloud reconstruction as unsupervised pre-training for our backbone. The key advantage of such pre-training is the possibility to capture discriminative features also for the target domain since unsupervised pre-training can be conducted on both domains simultaneously. Moreover, it learns a feature extractor \( \Phi_{rec} \) which can be deployed also to refine labels effectively, as we do in the following steps of our pipeline.

\[
\Phi : \mathbb{R}^d \rightarrow \mathbb{R}^k
\]
similarity in the feature space of $\Phi_{\text{rec}}$.

We first seek to expand the set of easy examples $E$ by finding in the feature space of $\Phi_{\text{rec}}$ the nearest neighbor in $H$ for each sample of $E$ and vice versa. To refine pseudo-labels for samples in $H$, we adopt a well-kown technique employed for surface registration [12, 65, 45] and accept only reciprocal nearest neighbor matches, i.e., pairs of samples that are mutually the closest one in the feature space: if one sample $h \in H$ is the nearest neighbour in $H$ of a sample $e \in E$ and $e$ is in turn the nearest neighbor of $h$ in $E$, we move $h$ to the easy split and label it according to the pseudo-label of $e$. At the end of this procedure we obtain a refined set of easy examples $E'$. We then try to refine the pseudo-labels for the samples left in $H$ exploiting $E'$. In particular, we select $K$-nearest neighbors ($K = 3$ in our experiments) in the refined set $E'$ for each remaining sample $h \in H$, and assign the new pseudo-label to $h$ by majority voting. When there is no consensus among the $K$ neighbors, we assign the pseudo-label of the closest one. This produces the refined set of hard examples $H'$. It is important to note that the entire process is applied offline before the self-training step, as illustrated in Fig. 2, and the absence of hard thresholds in all the refinement steps facilitates the applicability of the proposed method across datasets.

3.3. Self-training

When performing synthetic-to-real adaptation and vice versa, the gap among the two distributions could be large and difficult to reduce even in case of perfect supervision. As a matter of example, Fig. 3 shows how shapes, such as cabinets, may look very different across domains (first row) as well as within a domain (second row). A high intra-class variability can be somehow dealt with in a supervised setting, but it is harder to handle when noisy supervision in the form of pseudo-labels must be used. Hence, in this setting, it is difficult for a neural network to find common features for shapes belonging to the same class across domains. We address this issue by adopting domain-specific classification heads together with online pseudo-labels refinement while performing the self-training step that concludes our pipeline.

**Domain-specific classification heads.** To tackle intra-class variability across domains, we deploy a shared encoder $\Phi_{\text{cls}}$, initialized using the weights from $\Phi_{\text{rec}}$, and attach two domain-specific classification heads, $\Psi_s$ and $\Psi_t$, for the source and target domain, respectively. The benefit of having a target-specific head (right) versus a single head trained on both domains (left) is highlighted in Fig. 4.

When using a single classification head, the model tries to separate classes for both domains simultaneously, which may lead to a non-optimal decision boundary. Indeed, due to the high intra-class variability across the domains it is not possible to find a single decision boundary to correctly separate all samples for both, leading to some wrongly classified samples. When employing two domain-specific heads, instead, the model can learn two more effective boundaries.

Although domain-specific classification heads have been already explored in UDA for image classification [40], in RefRec we can apply them in a unique way, which makes them more effective, as it will been shown in our ablation studies. In particular, we train the first head $\Psi_s$ on the source domain mixed with $E'$, while we supervise the second head using target data only, i.e., both $E''$ and $H''$. By doing this, we force both heads to correctly classify the easy split, which contains the most confident predictions, i.e. the set of target samples already more aligned with the source domain. Thereby, training with this strategy does not reduce performance on the source domain while it enforces a partial feature alignment across domains. At the same time, by only feeding target data to $\Psi_t$, we let the model define target-specific boundaries, alleviating the negative impact of the intra-class variability across domains.

**Online pseudo-labels refinement.** Even when using domain-specific classification heads, the intra-class variability on the target domain can still affect the model performance. To deal with this issue we adopt an online pseudo-labels refinement and weighting strategy. The key intu-
ion behind online refinement is that, as training progresses, our classifier better learns how to classify the target domain thanks to the pseudo-labels and thus we can progressively improve the pseudo-labels by exploiting such freshly learned knowledge. Purposely, we exploit the mean teacher [48] of our model in order to obtain online pseudo-labels \( \hat{y}_t \):

\[
\hat{y}_t = \Lambda(\tilde{\Psi}_s(\hat{\Phi}_{cls}(x_t))) + \tilde{\Psi}_r(\hat{\Phi}_{cls}(x_t))
\]

(1)

It is important to note that \( \hat{\Phi}_{cls}, \tilde{\Psi}_s, \) and \( \tilde{\Psi}_r \) are never updated through gradient back-propagation, as they consists of simple temporal exponential moving averages (EMA) of their student counterparts [48]. At each training step, we feed one batch of samples from \( \{S, E^r\} \) and one batch from \( \{E^r, H^r\} \) to train \( \Phi_{cls} \circ \Psi_s \) and \( \Phi_{cls} \circ \Psi_r \), respectively. As for the source classifier, we train it by the standard cross-entropy loss with labels for the source domain and the pseudo-labels \( \hat{y}_t \) obtained from the refinement step for \( E^r \):

\[
L_s = L_{ce}(p_s, y_s) + L_{ce}(p_r, \hat{y}_t)
\]

(2)

We instead exploit both the refined \( (\hat{y}_t) \) and the on-line \( (\hat{y}_t) \) pseudo-labels when training the target classifier:

\[
L_t = (1 - \alpha t) z_t L_{ce}(p_r, \hat{y}_t) + \alpha t z_t L_{ce}(p_r, y_t)
\]

(3)

where \( \alpha t \) is a weighting factor that starts from 0 (use only refined pseudo-labels) and increases at every iteration up to 1 (use only on-line pseudo-labels). Intuitively, when self-training starts, we trust the previously refined pseudo-labels and thus give more weight to the first term of Eq. (3) as the mean teacher is not reliable yet. As training goes on, we progressively trust more the output of the mean teacher, i.e., \( \tilde{y}_t \), and so give more weight to the second term. \( z_t \) is instead a weighting factor that accounts for the plausibility of the pseudo-label. \( z_t \) is computed for each target sample exploiting once again the embedding of \( \hat{\Phi}_{rec} \). In particular, before the self-training step, we compute the class-wise prototypes \( \eta^{(k)} \in \mathbb{R}^{1024} \) as the class-wise average of the target features in the easy split:

\[
\eta^{(k)} = \frac{\sum_{x_t \in E^r} \Phi_{rec}(x_t) \ast \mathbb{1} (\hat{y}_{t,k} = 1)}{\sum_{x_t \in E^r} \mathbb{1} (\hat{y}_{t,k} = 1)}
\]

(4)

where \( \hat{y}_{t,k} \) is the \( k \)-entry in \( \hat{y}_t \). We only consider \( E^r \) as it contains the most reliable pseudo-labels for the target domain. We then obtain the confidence score for each sample by simply computing the softmax of the opposite of the distance between the current embedding of \( x_t \) and the prototype of the class \( k \) assigned to it in its online pseudo-label, \( k = \arg \max_{k'} \hat{y}_{t,k'} \):

\[
z_t = \frac{\exp(-\|\hat{\Phi}_{cls}(x_t) - \eta^{(k)}\|_2)}{\sum_{k'} \exp(-\|\hat{\Phi}_{cls}(x_t) - \eta^{(k')}\|_2)}.
\]

(5)

Hence, \( z_t \) forces the loss to ignore samples which are far from the expected prototype. In fact, when a sample has a very different representation from the expected class prototype, either the pseudo-label is wrong or the input point cloud is an outlier in the target distribution, and dynamically weighting it less in the self-training process allows for learning a better classifier.

4. Experiments

We evaluate our method on two standard datasets for point cloud classification: PointDA-10 [39] and ScanObjectNN [54].

**PointDA-10.** PointDA-10 is composed by subsets of three widely adopted datasets for point cloud classification: ShapeNet [6], ModelNet40 [61] and ScanNet [10]. The subsets share the same ten classes and can be used to define six different pairs of source/target domains, which belongs to three different adaptation scenarios: real-to-synthetic, synthetic-to-synthetic and synthetic-to-real, with the last one arguably the most relevant to practical applications. ModelNet-10 contains 4183 train samples and 856 test samples of 3D synthetic CAD models. ShapeNet-10 is a synthetic dataset alike, but exhibits more intra-class variability compared to ModelNet-10. It consists of 17,378 train samples and 2492 test samples. ScanNet-10 is the only real datasets and contains 6110 train and 1769 test samples. ScanNet-10 has been obtained from RGB-D scans of real-world indoor scenes. Due to severe occlusions and noise in the registration process, ScanNet-10 is hard to address even by standard supervised learning, which renders the associated synthetic-to-real UDA setting very challenging. Following previous 3D DA work [39, 3, 1], we uniformly sample 1024 points from each 3D shape for training and testing.

**ScanObjectNN.** ScanObjectNN is a real-world dataset composed by 2902 3D scans from 15 categories. Similarly to ScanNet-10, it represents a challenging scenario due to the high diversity with respect to synthetic datasets and the presence of artifacts such as non-uniform point density, missing parts and occlusions. Several variants of the ScanObjecNN dataset are provided. As in [3], we select the OBJ ONLY version which contains only foreground vertices, and test in the synthetic-to-real setting ModelNet40 to ScanObjectNN using the 11 overlapping classes.

4.1. Implementation details

As done in all previous 3D DA methods [39, 3, 1], we use the well-known PointNet [37] architecture. In particular, we use the standard PointNet proposed for point cloud classification for all our backbones \( \Phi_{cls}^{\text{m}} \), \( \Phi_{cls} \), and \( \Phi_{rec} \). It produces a 1024 dimensional global feature representation for each input point cloud. We train the reconstruction network for 1000 epochs in the unsupervised pre-training step [2], while we train only for 25 epochs when training classification networks in each step of our pipeline. We set to 0.0001 both learning rate and weight
Table 1. Shape classification accuracy (%) on the PointDA-10 dataset. For each method, we report the average results on three runs. Best result on each column is in bold.

| Method                | ModelNet to ShapeNet | ModelNet to ScanNet | ShapeNet to ModelNet | ShapeNet to ScanNet | ScanNet to ModelNet | ScanNet to ShapeNet | Avg  |
|-----------------------|-----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|------|
| No Adaptation         | 80.2                  | 43.1                 | 75.8                 | 40.7                 | 63.2                 | 67.2                 | 61.7 |
| PointDAN [39]         | 80.2                  | 45.3                 | 71.2                 | 46.9                 | 59.8                 | 66.2                 | 61.6 |
| DefRec [1]            | 80.0                  | 46.0                 | 68.5                 | 41.7                 | 63.0                 | 68.2                 | 61.5 |
| DefRec+PCM [1]        | 81.1                  | 50.3                 | 54.3                 | 52.8                 | 54.0                 | 69.0                 | 60.3 |
| 3D Puzzle [3]         | 81.6                  | 49.7                 | 73.6                 | 41.9                 | 65.9                 | 68.1                 | 63.5 |
| RefRec (Ours)         | 81.4                  | 56.5                 | 85.4                 | 53.3                 | 73.0                 | 73.1                 | 70.5 |
| Oracle                | 93.2                  | 64.2                 | 95.0                 | 64.2                 | 95.0                 | 93.2                 |      |

Table 2. Shape classification accuracy (%) on the ScanObjectNN dataset. For each method, we report the average results on three runs. Best result in bold.

| Method                | ModelNet to ScanObjectNN |
|-----------------------|---------------------------|
| No Adaptation         | 49.6                      |
| PointDAN [39]         | 56.4                      |
| 3D Puzzle [3]         | 58.5                      |
| RefRec (Ours)         | 61.3                      |

4.2. Results

We report and discuss here the results of RefRec, and compare its performance against previous work as well as the baseline method trained on the source domain and tested on the target domain (referred to as No Adaptation). For each experiment, we provide the mean accuracy obtained on three different seeds. Since in UDA target annotations are not available, we never use target labels to perform model selection and we always select the model that gives the best result on the validation set of the source dataset.

**PointDA-10.** We summarize results for each benchmark in Tab. 1. Overall, our proposal improves by a large margin the previous state-of-the-art methods. Indeed, on average we obtain 70.5% against the 63.5% obtained by 3D puzzle [3], which is an improvement of 7% in terms of accuracy. From Tab. 1, it is also possible to observe how our method is consistently better than previous works in the synthetic-to-real adaptation scenario, which we consider the most important for practical applications. Compared to DefRec+PCM [1], which obtains 50.3 in the ModelNet→ScanNet setting, we improve by 6.2%. As regards ShapeNet→ScanNet, we obtain 53.3, surpassing by 0.5% DefRec+PCM again. Moreover, we highlight how RefRec seems to be the only framework able to generalize well to all adaptation scenarios. In fact, when comparing our proposal to DefRec+PCM which was the strongest method for the synthetic-to-real case, we also improve by a large margin in cases such as ShapeNet→ModelNet and ScanNet→ModelNet, where DefRec+PCM seems to fail. Finally, the ability of RefRec to handle large distributions gaps is also confirmed by the large improvements in the real-to-synthetic cases. Indeed, we observe a +7.1% improvement for ScanNet→ModelNet and +4.1% for ScanNet→ShapeNet.

**ScanObjectNN.** In Tab. 2 we report the results for the challenging ModelNet→ScanObjectNN adaptation task. On this challenging benchmark, we achieve 61.3%, which is 2.8% better that the previous state-of-the-art result.

4.3. Ablation studies

To validate the importance of our design choices, we conduct some ablation studies on both the pseudo-labels refinement process and the self-training strategy.

**Pseudo labels refinement.** In Tab. 3, we show the effect of our refinement process. When performing self-training with the initial, unrefined pseudo-labels produced by the classifier 𝜋ₜ after the warm-up step (first row), we obtain an overall accuracy of 65.4%. Conversely, when we apply our descriptor matching approach aimed at pseudo-labels refinement (third row), the accuracy increases to 68.7%. This confirms our intuition that using the reconstruction network allows to capture similarities among shapes in feature space and consequently to improve the pseudo-labels. Moreover, we compare self-training using the most-confident pseudo-labels only (second row) against self-training with the refined pseudo-labels (third row). The improvement given by the refinement approach (+3.8%) suggests that only using the most confident pseudo-labels is not enough to reach good performance.

**Self-training strategy.** In Tab. 4, we show the effectiveness of our strategy to perform self-training and ablate our design choices comparing with other reasonable alternatives. When deploying the domain-specific classification heads, and training 𝜋ₜ solely with source data (first row), results are worse then when we train 𝜋ₜ with both source and 𝕀’ (second row). This is more evident for the synthetic-to-real adaptation and vice versa, where partial alignment in feature space is more difficult to attain. Indeed in all four
cases, forcing $\Psi_s$ to correctly classify the target easy split is beneficial. On the other hand, for the synthetic-to-synthetic case, performances remain stable. This is an expected behaviour since the decision boundaries in these easy adaptation scenarios should not vary significantly across domains. Finally, in the last two rows, we ablate the effect of the mean teacher and the online refinement, respectively. The mean teacher only gives a marginal contribution (+0.2%), while its combination with our online refinement accounts for a 1.4% improvement.

**Warm-up vs SSL.** Finally, we aim to shed some light on the importance of unsupervised pre-training, *i.e.* warm-up, compared to SSL, which is so far the most studied approach to UDA for point cloud classification. In Tab. 5, we compare our warm-up step (second row), which exploits unsupervised pre-training, with a multi-task approach as done in [3, 1] (multi-task, third row), where the SSL task of shape reconstruction is solved by an auxiliary head. For fair comparison, we adopt in both cases our data augmentation in the synthetic-to-real setting, and train the multi-task architecture for 150 epochs, as done in [3] and [1], since no pre-training is applied. Although a simple comparison between such baselines does not establish a clear winner (63.7 on average in both cases), we observe a remarkable difference after the self-training stage. Indeed, when comparing the classifier self-trained with robust pseudo-labels (last row), and applying the mean teacher in both cases, we observe a remarkable gap (+7%).

**5. Conclusion**

In this work, we improved the state of the art in UDA for point cloud classifications. We showed how solving 3D UDA by means of self-training with supervision from robust pseudo-labels is a superior paradigm with respect to the established way of tackling it by multi-task learning. Key contributions we make are effective ways to refine pseudo-labels, offline and online, by leveraging shape descriptors learned to solve shape reconstruction on both domains, as well as a carefully designed self-training protocol based on domain-specific classification heads and improved supervision by an evolving mean teacher. We hope our results will call for more explorations around the use of pseudo-labels and self-training in this emerging area of research. In future work, we plan to investigate novel methods to perform the warm-up step using metric learning to construct a more discriminative feature space.
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1. Additional Experiments

1.1. Additional settings

We report in Tab. 1 additional results for the setting ScanObjectNN→ModelNet and ModelNet→ScanObjectNN. We observe how in both cases the warm-up considerably improve over the baseline, and that our refinement approach yields the larger boost for both settings.

| Method              | ModelNet to ScanObjectNN | ScanObjectNN to ModelNet |
|---------------------|--------------------------|--------------------------|
| No Adaptation       | 49.6                     | 47.6                     |
| Warm up             | 54.1                     | 58.5                     |
| RefRec (Ours)       | 61.3                     | 68.9                     |
| Oracle              | 77.9                     | 92.2                     |

Table 1. Shape classification accuracy (%) on the ScanObjectNN and ModelNet datasets. For each method, we report the average results on three runs. Best result is in bold.

1.2. Fine-tuning strategies

As explained in Sec. 3.1, during the warm-up step, we initialize the classifier backbone \( \Phi_{\text{cls}} \) with weights from \( \Phi_{\text{rec}} \). Then, we attach a new classification head \( \Psi_{\text{s}} \) and train the full model. An alternative solution, is to freeze the backbone, using thereby the representation learned by an auto-encoder and fine-tuning only \( \Psi_{\text{s}} \). We compare the two approaches in Tab. 2. We first observe that the strategy proposed in Sec. 3.1 yields on average the best result. Interestingly, on the other hand, just fine-tuning the classification head produces the worst result on average. This suggests that the reconstruction auto-encoder embeddings cannot be used directly to classify the target point clouds in a UDA setting and that combining both networks allows to obtain a stronger target classifier.

1.3. Refinement examples

We provide here some qualitative examples of refined pseudo-labels for both the ModelNet→ScanNet and the ShapeNet→ScanNet settings in Fig. 1 and Fig. 2 respectively. Before the refinement process explained in Sec 3.2, samples in the hard split \( H \) (first column) have a wrong pseudo-label assigned by the warm-up source classifier \( \Omega^{w} = \Phi_{\text{cls}}^{w} \circ \Psi_{\text{s}}^{w} \) (second column). We compute for each sample its nearest neighbour in the easy split \( E \) exploiting the embedding representation of \( \Phi_{\text{rec}} \) (third column), and update the previously wrong prediction with the pseudo-label of the nearest neighbour (last column).

1.4. Failure cases

Finally, we show some failure cases of our refinement approach, and discuss some limitations that we plan to address in future work. First of all, we report failures due to the use of the reconstruction embedding to match shapes. Indeed, as can be seen from Fig. 3, some shapes previously correctly classified by the classifier are associated to misclassified samples. For example, in the first row of Fig. 3, a sample initially classified as Lamp, has as its nearest neighbour a shape with class Plant. This leads to a wrong update, that can occur every time the closest embeddings in \( E \) belongs to a different class. An alternative approach could be to train the network with metric learning losses, which can be used to learn more effective feature spaces for matching purposes. Another limitation of our approach, is the choice of a single prototype for each class. Indeed, in some adaptation settings such as ScanNet→ShapeNet (with the latter being the dataset with the highest intra-class variability) there is a drop in performance for classes such as plant and lamp, i.e. classes that exhibits a large variability in appearance. Since prototypes are computed only on the target domain, such variability can lead our loss (Eq. 3 of the main...
| Method                      | ModelNet to ShapeNet | ModelNet to ScanNet | ShapeNet to ModelNet | ShapeNet to ScanNet | ScanNet to ModelNet | ScanNet to ShapeNet | Avg  |
|-----------------------------|----------------------|---------------------|----------------------|---------------------|---------------------|---------------------|------|
| No Adaptation              | 80.2                 | 43.1                | 75.8                 | 40.7                | 63.2                | 67.2                | 61.7 |
| Fine-tune $\Psi_s$         | 81.5                 | 47.8                | 76.2                 | 46.8                | 49.1                | 58.3                | 60.0 |
| Fine-tune $\Phi_{cls}$ and $\Psi_s$ | 81.3                 | 51.4                | 78.9                 | 43.8                | 59.7                | 67.5                | 63.7 |

Table 2. Full fine-tuning vs Classification head fine-tuning

... paper) to ignore some samples that are far from the corresponding class prototype. This issue could be addressed by using more than one prototype for each class.
Figure 1. Matching examples for ModelNet→ScanNet. Green and red colors correspond to the GT and the prediction respectively.

Figure 2. Matching examples for ShapeNet→ScanNet. Green and red colors correspond to the GT and the prediction respectively.
Figure 3. Failure cases. When the closest embeddings belongs to a different class, pseudo-labels are wrongly updated. Green and red colors correspond to the GT and the prediction respectively.

| Input Shape in $\mathcal{H}$ | Classifier Pseudo-label | Nearest Neighbour in $\mathcal{E}$ | Refined Pseudo-label |
|-------------------------------|--------------------------|------------------------------------|----------------------|
| ![Lamp](image)                | Lamp                     | ![Plant](image)                    | Plant                |
| ![Bed](image)                 | Bed                      | ![Table](image)                    | Table                |
| ![Bookshelf](image)           | Bookshelf                | ![Monitor](image)                  | Monitor              |
| ![Sofa](image)                | Sofa                     | ![Bed](image)                      | Bed                  |

where $\mathcal{H}$ is the input shape space and $\mathcal{E}$ is the embedding space.