A Latent Feature Analysis based Approach for Spatio-Temporal Traffic Data Recovery
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Abstract—Missing data is an inevitable and common problem in data-driven intelligent transportation systems (ITS). In the past decade, scholars have done many research on the recovery of missing traffic data, however how to make full use of spatio-temporal traffic patterns to improve the recovery performance is still an open problem. Aiming at the spatio-temporal characteristics of traffic speed data, this paper regards the recovery of missing data as a matrix completion problem, and proposes a spatio-temporal traffic data completion method based on hidden feature analysis, which discovers spatio-temporal patterns and underlying structures from incomplete data to complete the recovery task. Therefore, we introduce spatial and temporal correlation to capture the main underlying features of each dimension. Finally, these latent features are applied to recovery traffic data through latent feature analysis. The experimental and evaluation results show that the evaluation criterion value of the model is small, which indicates that the model has better performance. The results show that the model can accurately estimate the continuous missing data.
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I. INTRODUCTION

With the steady growth of travel demand, roads in cities all over the world are increasingly congested, but for economic and environmental reasons, this problem can no longer be solved by building new roads [1]. Therefore, optimizing the existing traffic network has increasingly become a more ideal alternative to managing traffic congestion [2]. Intelligent Transportation Systems (ITS) play an important role in optimizing existing transportation systems. As a key input to ITS, traffic data collected in real time can optimize traffic networks, such as route planning and driver assistance systems. With the development of data acquisition technology, traffic data collected from multiple sources, such as ring detectors, GPS and video sensors have become increasingly important [3, 4].

Although traffic speed information is important, unfortunately, large amounts of data are often lost due to various failures in data collection and recording systems, such as failed cycle detectors, failed cycle amplifiers, and failed signal communication and processing equipment [5]. Fortunately, ITS usually exhibit intrinsic spatial-temporal patterns. It is still an open issue of making full use of spatial-temporal traffic patterns to improve recovery performance [6, 7]. For example, two GPS data with close locations tend to have similar traffic features in a small time range (e.g., one second). On this basis, many approaches about the low-rank matrix approximation (LRMA) [8-11] are proposed to address the problem of discovering traffic patterns from partially observed data and use them to recovery the miss data accurately.

The principle of LRMA is to use the incomplete traffic data into a matrix, where the vehicle is constructed to the rows and the columns represent time slots. Then, the LRMA model learns its observed ones only to estimate the missing data of the incomplete matrix. In road networks, the accuracy of LRMA estimation of missing values is higher than other estimation methods. However, classical LRMA models [12]–[18] may overlook the specificity of recorded traffic, as this approach simply treats traffic data as a whole and computes missing values by imposing low-rank constraints globally. For example, [19] studied several temporal imputation such as Historical Average and Surrounding Time Periods. They concluded that missing traffic data of a single location as time series and then impute missing data based on the relationship identified from historical past-to-future data pairs. In fact, trends in traffic flow are not entirely consistent across the sample, depending on different road segments and different working days. This indicates that the degree of linear dependence between traffic flows varies greatly. However, the current LRMA-based imputation ignores these subtle but crucial distinctions and will inevitably suffer.

Example 1. We choose the actual vehicle speed dataset from the city of Shenzhen. Fig. 1 depicts the data distribution of the average vehicle speed over time in two nearby Shenzhen locations at 17:00 on October 24, 2014. From Fig. 1, it is clear that
while the distribution of vehicle speeds on individual road segments varies over time, that of vehicle speeds on adjacent road segments does not alter significantly. At the same time, it is also discovered that the speed of vehicles on a certain stretch of road is nearly same. Besides, it is also discovered that the speed of vehicles on a certain stretch of road is nearly the same. Using Fig. 1(a) as an illustration, the average speed of the first and second time slices is 5, and the average speed of the first time slice is similarly 5, as shown in Fig. 1.

Example 1 shows that there is substantial spatio-temporal correlation in the ITS data, therefore we can create an LRMA model that takes this into account and enhance the model's ability to recover traffic data. We propose in this paper a latent feature analysis (LFA) method combined with spatial-temporal to recovery traffic data (RTD), named LFA-RTD. Specifically, the proposed methods are significant from the following aspects:

1. An LFA-RTD model is proposed. It can accurately recovery missing data based on partially observed data in ITS.
2. Theoretical analyses are provided for the proposed LFA-RTD model.
3. Algorithm design for the proposed LFA-RTD model.

II. RELATED WORK

Numerous sophisticated LRMA models have so far been put out, such as ones that are bias-based [20], non-negativity-constrained [21], dual-regularization-based [22], and neighborhood-and-location integrated [23]. They all employ an L2 norm-oriented Loss that is very sensitive to outliers, albeit they differ from one another in terms of objective functions or learning methods [24-27].

Early traffic data recovery models largely relied on temporal patterns and hardly ever made use of the spatial structure of the data. The most basic approach is Historical Average, which replaces missing numbers with average values from similar time periods in the past [28]. A Bayesian network was used by [29] to learn the probability distribution from observed data and to impute missing data using the best fit. Using the daily periodicity and interval fluctuation of traffic data, [30] established a method known as probabilistic principle component analysis (PPCA). Recent studies use geographical information to recreate lost data. Support vector regression (SVR) and a genetic algorithm were used by [31] to capture the temporal and spatial correlations in the traffic network. Using the geometry of road sections, [32] suggested a modified k-nearest neighbor (KNN) approach that imputes missing data. [33] proposed a spatial context sensing model that uses data from nearby sensors to recreate traffic data. These models show that spatial information is useful for the imputation of traffic data. But instead of fully exploiting global spatio-temporal information, they have concentrated on using local spatial information from nearby areas.

Numerous deep neural network models have been created to handle the traffic data imputation challenge as a result of recent developments in deep learning. [34] used generative models made of bidirectional RNNs to fill in the gaps in text data. To address the issue of missing data, [35] proposed a neural network model known as denoising stacked auto-encoder. Although these methods show that deep learning is excellent for data imputation, they hardly take geographical information into account. In order to take advantage of spatial correlations, [36] proposed a multi-view learning strategy that uses SVR to capture spatial dependencies and LSTM to capture temporal dependencies. [37] suggested a convolution recurrent auto-encoder for missing data imputation, modeling spatial correlations using multi-range CNNs. The non-Euclidean linkages on irregular road networks are not considered, even if CNNs perform well for Euclidean correlations in grid-structured data (such as photographs).

III. PRILIMINARIES

A. Symbols and Notations

| SYMBOL | EXPLANATION |
|--------|-------------|
| $H$    | Original incomplete data matrix, where each row corresponds to a vehicle node and each column corresponds to a time slot. |
| $M, N$ | The number of rows and columns of $H$ respectively. |
| $L$    | The Laplacian matrix |
| $W$    | Weight matrix |
| $M_{i,j}$ | $M$ and $N$'s element at the $i$-th row and $j$-th column. |
| $D$    | Temporal differential matrix |
| $d$    | Latent factor dimension |
| $X, Y$ | Latent factor matrices. |
| $x_i, y_j$ | $i$-th row-vector and $j$-th row-vector of $X$ and $Y$. |
| $T$    | The maximum iteration number. |
| $t$    | The $t$-th iteration, $t \in \{1, 2, ..., T\}$. |
| $\lambda$ | The regularization parameter. |
| $\eta$ | Learning rate. |
| $\beta, \beta$ | Hyper-parameters of controlling the effects of spatial and temporal smoothness, respectively. |

B. LFA-Based Data Recovery in ITS

**Definition 1.** Given a ITS data with $M$ rows and $N$ columns, $H^{M \times N}$, which each element $h_{i,j}$ describes $H$'s element at the $i$-th row and the $j$-th column. Where each row corresponds to a vehicle and each column represents a time slot. Let $H_K$ and $H_U$ denote their known and unknown entry sets, respectively.
In the real situation in most ITS data, the position of the vehicle is dynamic, and is affected by external factors.

**Definition 2.** Given $H$ and $d$, an LF model manages to Matrix complement $X^{d \times d}$ and $Y^{d \times d}$ for $H = XY^T$ [38] based on $H_k$, only with $d \ll \min\{M, N\}$.

The original data matrix can be represented as $H$ where $M$ is the amount of vehicles and $N$ is the number of periods, the objective function can be modeled as:

$$
\varepsilon(M, N) = \frac{1}{2}\|J \circ (H - XY^T)\|^2
$$

(1)

Where $\circ$ denotes the Hadamard product performing the elementwise multiplication between two matrices, $J$ is the sampling matrices. The objective function can be modeled as follows:

$$
\varepsilon(X, Y) = \frac{1}{2}\|J \circ (H - XY^T)\|^2 + \frac{\lambda}{2}\|X^T\|^2 + \|Y^T\|^2)
$$

(2)

IV. THE PROPOSED LFA-RTD MODEL

The proposed LFA-RTD model improves the basic LFA model for ITS data recovery [39, 40]. The spatio-temporal correlation is used as a regularization constraint to improve the recovery accuracy. Next, we introduce the proposed LFA-RTD model in detail.

A. Spatio-Temporal Correlation

The spatio-temporal correlation of ITS has two basic characteristics, namely, spatial correlation and temporal correlation. The spatial correlation indicates that the data collected by vehicles near geographical locations are similar at every moment. Temporal correlation means that data collected from the same vehicle changes smoothly over time.

1) Spatial correlation

In order to obtain spatial correlation, we constructed an undirected weighted vehicle connected graph $G = (V, E, W)$, $V(|V| = M)$ of them said vehicle vertices, $E$ is set, in which each edge said the link between the two vehicle, $W$ is weighted adjacency matrix, Where each entry $w_{i,j}$ in $i$-th row and $j$-th column represents the quantitative relationship between the $i$-th and $j$-th vertices.

Given $V$, we compute the distance matrix $P$ between vertices based on their coordinates, where each element $p_{i,i'}$ in $i$-th row and $i'$-th column represents the Euclidean distance between the $i$-th and $i'$-th vertices. According to $P$, we choose the closest $k$ vertices for each vertex and get $W$ as follows:

$$
w_{i,j} = \begin{cases} 
1, & \text{if } i' \in \text{Top}_k(i) \\
0, & \text{otherwise}
\end{cases}
$$

(3)

Where $\text{Top}_k(i)$ denotes the closest $k$ vertices set of the $i$-th vertex. Let $L$ denote the Laplacian matrix of graph $G$, and $L$ is defined as follows:

$$
L = \begin{bmatrix}
\text{sum}(W_i) & -w_{i,2} & \ldots & -w_{i,M-1} & -w_{i,M} \\
-w_{2,i} & \text{sum}(W_2) & \ldots & -w_{2,M-1} & -w_{2,M} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-w_{M,i} & -w_{M,2} & \ldots & \text{sum}(W_M) & \text{sum}(W_M)
\end{bmatrix}_{M \times M}
$$

(4)

where $\text{sum}(W_i), i \in \{1, 2, \ldots, M\}$, denotes the sum of $i$-th row of $W$ matrix. Then, the spatial correlation is captured by $L$.

2) Differential correlation

To obtain temporal correlation, we make the data collected by the same vehicle in adjacent time periods similar to each other. To this end, we construct the time differential matrix $D$ as follows:

$$
D = \begin{bmatrix}
-1 & 0 & 0 & \ldots & 0 \\
1 & -1 & 0 & \ldots & 0 \\
0 & 1 & -1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & -1 \\
0 & 0 & \ldots & 0 & 1
\end{bmatrix}_{N \times N-1}
$$

(5)

3) Regularization constraint of spatio-temporal correlation
After obtaining the Laplacian matrix $L$ and the time differential matrix $D$, we include them in (5) as regularization constraints:

$$
\varepsilon(X, Y) = \frac{1}{2} \| J \circ (H - XY^T) \|_F^2 + \lambda \| X \|_F^2 + \| Y \|_F^2 + \frac{\beta_1}{2} \| LXY^T \|_F^2 + \frac{\beta_2}{2} \| XY^TD \|_F^2
$$

(6)

where $\beta_1$ and $\beta_2$ are two hyper-parameters to affect the performance of spatial and temporal correlation, respectively.

### B. Model Optimization

We extend (6) to a single-element oriented form as follows [41, 42]:

$$
\varepsilon(x_{i,j}, y_{i,j}) = \sum_{x_{i,j} \in \mathcal{X}_i} \left( h_{i,j} - x_{i,j}y_{i,j} \right)^2 + \beta_1 \sum_{y_{i,j} \in \mathcal{Y}_j} \left( (LXY^T)_{(i,j)} \right)^2
$$

$$
+ \beta_2 \sum_{y_{i,j} \in \mathcal{Y}_j} \left( (XY^TD)_{(i,j)} \right)^2 + \lambda \sum_{x_{i,j} \in \mathcal{X}_i} \left( (x_{i,j})^2 + (y_{i,j})^2 \right)
$$

(7)

where $x_{i,j}$ and $y_{i,j}$ denote the $i$-th and the $j$-th row-vector of $X$ and $Y$, respectively. Then, considering the instant loss $\varepsilon_{i,j}$ of $\varepsilon(X, Y)$ on a single entry $h_{i,j}$, we have:

$$
\varepsilon_{i,j} = \left( h_{i,j} - x_{i,j}y_{i,j} \right)^2 + \beta_1 \left( (LXY^T)_{(i,j)} \right)^2
$$

$$
+ \beta_2 \left( (XY^TD)_{(i,j)} \right)^2 + \lambda \left( (x_{i,j})^2 + (y_{i,j})^2 \right).
$$

(8)

The optimization of (7) w.r.t. $x_{i,j}$ and $y_{i,j}$ can be achieved by the stochastic gradient descent (SGD) algorithm. Then, at the $t$-th iteration, we employ SGD to minimize (7) as follows:

$$
\begin{align*}
\dot{x}_{i,j} &= x_{i,j}^{(t-1)} - \eta \frac{\partial \varepsilon_{i,j}}{\partial x_{i,j}} \\
\dot{y}_{i,j} &= y_{i,j}^{(t-1)} - \eta \frac{\partial \varepsilon_{i,j}}{\partial y_{i,j}}
\end{align*}
$$

(9)

where $x_{i,j}$, $y_{i,j}$, and $\varepsilon_{i,j}$ denote the states of $x_{i,j}$, $y_{i,j}$, and $\varepsilon_{i,j}$ at the $(t-1)$-th iteration, and $\eta$ denotes the learning rate of SGD. Let $\Delta_{i,j} = h_{i,j} - x_{i,j}y_{i,j}$ be the estimation error on a single entry $h_{i,j}$ at the $(t-1)$-th iteration. By combining (7) into (9), we have the updating rules of $x_{i,j}$ and $y_{i,j}$ on a single entry $h_{i,j}$ at the $t$-th iteration as follows:

$$
\begin{align*}
x_{i,j}^{(t)} &= x_{i,j}^{(t-1)} - 2\eta \lambda \Delta_{i,j}^{(t-1)} + 2\eta \Delta_{i,j}^{(t-1)} \\
&= x_{i,j}^{(t-1)} - 2\eta \lambda (L)_{i,j} X_{i-j}^{(t-1)} (y_{j,j}^{(t-1)})^T y_{j,j}^{(t-1)} \\
&= x_{i,j}^{(t-1)} - 2\eta \lambda \left( \left((LL^T)_{i,j} X_{i-j}^{(t-1)} (y_{j,j}^{(t-1)})^T \right) (DD^T)_{j,j} \right) y_{j,j}^{(t-1)} \\
y_{i,j}^{(t)} &= y_{i,j}^{(t-1)} + 2\eta \Delta_{i,j}^{(t-1)} - 2\eta \lambda y_{j,j}^{(t-1)} \\
&= y_{i,j}^{(t-1)} + 2\eta \Delta_{i,j}^{(t-1)} - 2\eta \lambda \left( \left((LL^T)_{i,j} X_{i-j}^{(t-1)} (y_{j,j}^{(t-1)})^T \right) (DD^T)_{j,j} \right) x_{i,j}^{(t-1)}
\end{align*}
$$

(10)

### C. Algorithm Design and Time Complexity

In (11), the spatio-temporal correlation has much computational burden. We consider the spatio-temporal correlation by every few entries to improve computational efficiency. To this end, we first remove the spatio-temporal correlation from (11) as follows:

$$
\begin{align*}
x_{i,j}^{(t)} &= x_{i,j}^{(t-1)} + 2\eta y_{j,j}^{(t-1)} \Delta_{i,j}^{(t-1)} - 2\eta \lambda x_{i,j}^{(t-1)} \\
y_{i,j}^{(t)} &= y_{i,j}^{(t-1)} + 2\eta x_{i,j}^{(t-1)} \Delta_{i,j}^{(t-1)} - 2\eta \lambda y_{i,j}^{(t-1)}
\end{align*}
$$

(11)

Then, we adopt an index $\mu$ to control the merging of spatio-temporal correlations. Therefore, the algorithm we designed, LFM-RTD, is shown in Table II. Its time complexity is mainly determined by the maximum number of iterations, the number of known entries of the target sparse matrix, the number of calculated spatio-temporal correlations and the dimension of the latent factors. Thus, its time cost is $\Theta(T \times |H_k| \times k \times M \times N / \mu)$. 


TABLE II. ALGORITHM LFA-RTD.

| Steps | Operation |
|-------|-----------|
| 1     | initialize $d, \lambda, \eta, T, \mu$ |
| 2     | initialize $X$ randomly |
| 3     | initialize $Y$ randomly |
| 4     | while $t \leq T$ \&\& not converge |
| 5     | for $j=1$ to $N$ // input data by column of $H$ |
| 6     | Index=0 |
| 7     | for each $h_{i,j}$ in $H$ |
| 8     | if Index$\neq \mu$ |
| 9     | update $x_\mu$ according to (11) |
| 10    | else update $x_i$ according to (10) |
| 11    | end if |
| 12    | end for |
| 13    | Index= Index+1 |
| 14    | end for |
| 15    | for $i=1$ to $M$ // input data by row of $H$ |
| 16    | Index=0 |
| 17    | for each $h_{i,j}$ in $H$ |
| 18    | if Index$\neq \mu$ |
| 19    | update $y_\mu$ according to (11) |
| 20    | else update $y_i$ according to (10) |
| 21    | end if |
| 22    | end for |
| 23    | Index= Index+1 |
| 24    | end for |
| 25    | $t=t+1$ |
| 26    | end while |

V. EXPERIMENTS AND RESULTS

In the next experiments, we aim at answering the following research question (RQs):

- RQ.1. How does the performance compare to other models in terms of recovery?
- RQ.2. How do hyper-parameters influence the performance of the proposed LFA-RTD model?

A. General Settings

Datasets. Two benchmark datasets are selected to conduct the experiments. They are real datasets generated by ITS, including Shanghai and Shenzhen. Table III summarizes their properties.

TABLE III. THE PROPERTIES OF EXPERIMENTAL DATASETS

| No. | Name     | $M$ | $N$ | Time          |
|-----|----------|-----|-----|---------------|
| D1  | Shenzhen | 664 | 720 | 2007-2-20     |
|     |          |     |     | All day       |
| D2  | Shanghai | 1000| 720 | 2014-10-22    |
|     |          |     |     | All day       |

Evaluation Metrics. To evaluate the accuracy of missing data recovery, we adopt the root mean squared error (RMSE) as the evaluation metrics. They are calculated as follows:

$$RMSE = \sqrt{\frac{1}{|\Gamma|} \sum_{i,j \in \Gamma} (y_{i,j} - \hat{y}_{i,j})^2},$$

where $\hat{y}_{i,j}$ denote the estimation of $y_{i,j}$ and $\Gamma$ denotes the testing set.

Baselines. We compare the proposed LFA-RTD model with four state-of-the-art models. Table IV gives brief descriptions of these competitors.

Experimental Details. In order to simulate the situation of missing data in ITS, we randomly selected part of the data from the complete data set as the training set and the rest as the test set. In the training set, we use half of the data to train the model and the other half to validate the performance to optimize the hyper-parameters. After finding the optimal hyper-parameters, we retrain the model on all the data in the training set. The maximum number of iterations is set to 3000. In addition, if the error difference between two consecutive iterations is less than $10^{-6}$, the training of the model is terminated. We repeated each test five times and reported the average results. All experiments were performed on a PC equipped with a 3.4 GHZ I7 CPU and 64 GB RAM.

TABLE IV. SUMMARY OF COMPARED MODELS

| Model | Description |
|-------|-------------|

B. Performance Comparison (RQ.1)

In this set of experiments, we increased the sampling rate from 0.1 to 0.9 to compare the performance of all the models involved. The comparison results of each data set are recorded in Table V.

To make better use of these results, we performed win/loss statistic analyses, Wilcoxon signed rank test and Friedman test. Win/lose is to calculate how many cases LFA-RTD has lower/higher RMSE than each comparison model when the sampling rate increases from 0.1 to 0.9. Wilcoxon signed rank test is a non-parametric pairwise comparison method to test whether LFA-RTD has significantly better recovery accuracy than each comparison model by the significance level of P-value. Friedman test is to compare the performance of multiple models in multiple situations simultaneously by F-rank value. The lower the F-rank value, the higher the recovery accuracy.

Table V shows that when the sample rate rises, the RMSE drops. We also have the following significant discoveries:

- Most of the time, LFA-RTD achieves the lowest RMSE.
- At the significance threshold of 0.05, all P-values are less than 0.05, demonstrating that LFA-RTD has a significantly higher recovery accuracy than all evaluated models.
- LFA-RTD outperforms all other models in terms of F-rank, further demonstrating that it has the highest recovery accuracy on the test dataset.

Therefore, the experimental results demonstrate that LFA-RTD significantly outperforms the comparison models in recovering the missing data from ITS.

| Sampling rate | Datasets | ST-LRMA | BR-TVGS | LRDS | FPCA | LFA-RTD |
|---------------|----------|---------|---------|------|------|---------|
| 0.1           | D1       | 0.96023 | 0.89009 | 1.06125 | 1.18083 | 0.82026 |
|               | D2       | 0.74236 | 1.04887 | 0.58988 | 0.88180 | 0.10982 |
| 0.2           | D1       | 0.89486 | 1.27572 | 0.92710 | 1.33508 | 0.77478 |
|               | D2       | 0.65275 | 1.03980 | 0.81132 | 0.83659 | 0.10004 |
| 0.3           | D1       | 0.85993 | 1.02646 | 0.87251 | 1.21606 | 0.75236 |
|               | D2       | 0.60781 | 1.03518 | 0.68510 | 0.80993 | 0.10026 |
| 0.4           | D1       | 0.83839 | 0.76987 | 0.84443 | 1.48745 | 0.73721 |
|               | D2       | 0.58218 | 1.03576 | 0.68180 | 0.81019 | 0.09428 |
| 0.5           | D1       | 0.81890 | 0.74641 | 0.82316 | 1.28117 | 0.72785 |
|               | D2       | 0.56629 | 1.03513 | 0.66019 | 0.74140 | 0.08914 |
| 0.6           | D1       | 0.80527 | 0.73109 | 0.81011 | 0.93702 | 0.72337 |
|               | D2       | 0.55278 | 1.03548 | 0.58988 | 0.65392 | 0.09069 |
| 0.7           | D1       | 0.79138 | 0.71557 | 0.79647 | 0.89289 | 0.71671 |
|               | D2       | 0.54657 | 1.03465 | 0.58216 | 0.62220 | 0.08934 |
| 0.8           | D1       | 0.77780 | 0.70461 | 0.78371 | 0.86872 | 0.71929 |
|               | D2       | 0.54056 | 1.04092 | 0.57610 | 0.60550 | 0.08612 |
| 0.9           | D1       | 0.77070 | 0.69205 | 0.77709 | 0.85349 | 0.70757 |
|               | D2       | 0.52837 | 1.03155 | 0.56210 | 0.58792 | 0.08311 |

C. Influence of hyper-parameters (RQ.2)

According to prior studies [38-41], a larger latent factor dimension makes an LFA model have a better representation learning ability. Fig. 2 records the results with different latent factor dimensions from 10 to 90. We see that RMSE keeps decreasing as $k$ increases, which also substantiates that a larger $k$ can improve LFA-RTD’s recovery accuracy. However, the accuracy gain is not significant when $k$ increases over a certain threshold, i.e., 40 on D1, and the change of $k$ in the D2 dataset has little change on RMSE. Besides, section IV shows that a larger $k$ increases the time complexity. Therefore, to balance the recovery accuracy and computational efficiency, we recommend setting $k=40$ in practical applications.
Aiming at the problem of data recovery in Intelligent transportation systems (ITS), a spatio-temporal Signal recovery model based on Latent Feature Analysis (LFA) was proposed. The main idea is to incorporate spatio-temporal correlation into the LFA model as a regularization constraint to improve its recovery accuracy. Through this design, our LFA-RTD model has the advantages of high accuracy and robustness in traffic data recovery. In the future, we plan to make β₁ and β₂ adaptive through an intelligent optimization algorithm.

VI. CONCLUSIONS
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