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ABSTRACT

We study the low frequency wave propagation behavior of sandwich beams containing periodically embedded internal resonators. A closed form expression for the propagation constant is obtained using a phased array approach and verified using finite element simulations. We show that local resonance and Bragg bandgaps coexist in such a system and that the width of both bandgaps is a function of resonator parameters as well as their periodicity. The interaction between the two bandgaps is studied by varying the local resonance frequency. We find that a single combined bandgap does not exist for this system and that the Bragg bandgaps transition into sub-wavelength bandgaps when the local resonance frequency is above their associated classical Bragg frequency.
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INTRODUCTION:

The creation of wave attenuation frequency bands due to addition of substructures to a host medium was first demonstrated in the context of acoustic waves by Liu et al. [1]. Various researchers have since studied the attenuation of acoustic and elastic waves by utilizing such locally resonating elements [2]. The localized resonance of the added substructures causes energy sequestering and prohibits the propagation of incident waves [3]. These local resonance bandgaps are distinct from those obtained due to multiple scattering and interference effects occurring between periodic elements in a propagation medium, classically referred to as Bragg bandgaps [4], [5], and [6]. Due to the nature of the mechanism involved in their creation, Bragg bandgaps are generated at wavelengths comparable to the spatial scale of the periodicities [5]. Local resonance bandgaps, on the other hand, are independent of the spatial organization of the resonant substructures and are solely governed by the unit cell resonance frequency [7].

Recently, researchers have investigated various systems containing periodically placed local resonators and demonstrated the coexistence of both bandgaps in the same system [8 - 20]. Still et al. [8] experimentally demonstrated the existence of hypersonic Bragg as well as local resonance bandgaps in three dimensional colloidal films of nanospheres and also showed that for a structurally disordered system, the Bragg bandgap disappears while the local resonance bandgap persists. Croënne et al. [9] reported their coexistence as well as an overlap between the two bandgaps for a 2D crystal of nylon rods in water. Similarly, Achaoui et al. [10] showed the presence of local resonance bandgaps at low frequencies and Bragg bandgaps at high frequencies for surface guided waves in a lithium niobate substrate with nickel pillars, while Bretagne et al. [11] reported similar results for acoustic wave propagation through a 3D bubble phononic crystal. Kaina et al. [12], Chen et al. [13], and Yuan et al. [14] have recently reported results demonstrating
coupling between the two bandgaps and creation of a single combined ‘resonant-Bragg’ bandgap extending over a wide frequency range. For flexural wave propagation, Liu et al [15] utilized a transfer matrix method to study the effect of various periodicities and their combination on the bandgap characteristics of a beam. Specifically, for the case of suspended mass periodicity they showed that local resonance and Bragg bandgaps coexist in the system and also provided a transition criterion for the two bandgaps in terms of the group velocity gradient. Others have used a similar transfer matrix approach to study different beam structures with periodically placed resonators [16], [17], [18]. Xiao et al used the plane wave expansion method [19] and a spectral element formulation [20] to obtain the propagation constant for an Euler-Bernoulli beam with attached local resonators, and demonstrated a super-wide combined pseudo gap when a resonance gap was nearly coupled with a Bragg bandgap.

The idea of the utilization of space available in thick sandwich cores to accommodate locally resonating elements was first proposed by Chen et al. [21]. The high stiffness to weight ratio of sandwich structures makes them an ideal solution to save energy through weight reduction. Consequently, sandwich beams have gradually found increased applications in the aerospace, marine as well as the automotive sectors [22]. However, a major roadblock to further adoption of composite sandwich designs is their susceptibility under dynamic loading [23]. Chen et al. [24] demonstrated that embedding resonators inside the sandwich core generates local resonance wave attenuation bandgaps which help improve their dynamic flexural performance without a significant weight penalty. To analyze the effect of resonators embedded inside the core, they assumed the resonators to be uniformly distributed over the entire length of the beam using a volume averaging technique. Doing so allows the description of such a resonator-embedded beam using continuous field variables and the equations of motion were derived using Hamilton’s principle. However,
this model did not account for discrete resonators inserted in the core with a spatial periodicity and was unable to capture the effect of such a periodicity on the dispersion behavior of the system.

In this study, we adopt the phased array method to obtain the propagation constants for a sandwich beam with resonator embedded core. The phased array method was developed by Mead [25] to obtain closed form solutions for the propagation constants of various periodic systems. Since we are primarily interested in the low frequency behavior of the system, we model the sandwich beam as an equivalent Timoshenko beam [21], [26] and treat the resonators as a phased array of forces. Dispersion curves obtained by this method are compared with volume averaging method and finite element results and it is shown that local resonance and Bragg bandgaps coexist. The relationship between bandgap bounding frequencies, resonator stiffness and mass, and the periodic distance is analyzed in the context of modal frequencies of simple unit cell models [6]. Finally, the interaction between local resonance and Bragg bandgaps is studied and the possibility of creating a single combined bandgap is considered.

**METHOD**

The conventional sandwich construction involves bonding two thin facesheets on either side of a thicker, lightweight core material. Typically, facesheets provide the bending rigidity while the shear stiffness is provided by the core.
Figure 1: (a) Schematic of a sandwich beam with internal resonators; (b) unit cell; (c) equivalent unit cell modeled as a Timoshenko beam with attached resonators.

Consider a sandwich beam of width $b$ and cross-sectional moment of inertia $I$ made using facesheets of thickness $h_f$, elastic modulus $E_f$, and density $\rho_f$, and core of thickness $h_c$, shear modulus $G_c$, and density $\rho_c$. For long wavelengths it can be safely assumed that the facesheets are solely responsible for the bending behavior while the shear behavior depends completely on the core shear properties [21]. Such a sandwich beam can be represented as a Timoshenko beam with its equivalent bending rigidity $EI$, shear rigidity $GA$, mass per unit length $\rho A$, and rotary inertia $\rho I$ calculated as [21]

\[
EI = E_f b(h_c^2 h_f/2 + h_c h_f^2) \quad (1)
\]

\[
GA = G_c b(h_c + 2h_f) \quad (2)
\]

\[
\rho A = 2\rho_f b h_f + \rho_c b h_c \quad (3)
\]

\[
\rho I = \rho_f b(h_c^2 h_f/2 + h_c h_f^2) + \rho_c b h_c^3/12 \quad (4)
\]

Using the Timoshenko beam theory, the equations of motion for this beam are
\[ GA[v''(x, t) + \varphi'(x, t)] - \rho A \ddot{v}(x, t) = 0 \] (5)

\[ EI \varphi''(x, t) - GA[v'(x, t) + \varphi(x, t)] - \rho A \ddot{\varphi}(x, t) = 0 \] (6)

where \( v \) is the transverse displacement of the sandwich beam and \( \varphi \) is the cross-sectional rotation.

Assume harmonic solutions of the form:

\[ v = v_o e^{-i(kx-\omega t)}, \quad \varphi = \varphi_o e^{-i(kx-\omega t)} \] (10)

Then, the characteristic equation can be derived to be [27]:

\[ k^4 - \left[ \frac{\rho I}{EI} + \frac{\rho A}{GA} \right] \omega^2 k^2 + \left[ \frac{\rho l \rho A}{EIGA} - \frac{\rho A}{EI} \right] \omega^2 = 0 \] (11)

In the frequency domain, the general solution may be written as:

\[ \hat{v}(x) = A e^{-i k_1 x} + B e^{-i k_2 x} + C e^{i k_1 x} + D e^{i k_2 x} \] (12)

\[ \hat{\varphi}(x) = \hat{A} e^{-i k_1 x} + \hat{B} e^{-i k_2 x} + \hat{C} e^{i k_1 x} + \hat{D} e^{i k_2 x} \]

For an infinitely long Timoshenko beam excited by a point harmonic force at \( x = 0 \), using symmetry and antisymmetry conditions, we write the displacements and rotations to the right and left-hand parts of the beam as

\[ \hat{v}_R(x) = B_1 e^{-i k_1 x} + B_2 e^{-i k_2 x} \quad (x \geq 0), \quad \hat{v}_L(x) = B_1 e^{i k_1 x} + B_2 e^{i k_2 x} \quad (x \leq 0) \] (13)

\[ \hat{\varphi}_R(x) = C_1 e^{-i k_1 x} + C_2 e^{-i k_2 x} \quad (x \geq 0), \quad \hat{\varphi}_L(x) = C_1 e^{i k_1 x} + C_2 e^{i k_2 x} \quad (x \leq 0) \] (14)

where the amplitude coefficients are related as

\[ C_j = i \left[ \frac{G A k_j^2 - \rho A \omega^2}{G A k_j} \right] B_j, \quad \text{for } j = 1,2 \] (15)
The boundary conditions to be satisfied are as follows: (a) due to antisymmetry of \( \varphi \) about \( x = 0 \); the rotations \( \varphi_R(0) = \varphi_L(0) = 0 \); and (b) the shear force, \( V \), on the beam cross-section just to the right or left of \( x = 0 \) is equal to half the applied force. The application of the first boundary condition leads to \( C_1 = -C_2 \). To apply the other boundary condition we use the expression for the shear force on the beam cross-section:

\[
V = -GA \left[ \frac{\partial v}{\partial x} - \varphi \right]
\]

These boundary conditions lead to

\[
B_1 = \frac{P}{2iGA k_s^2} \left[ k_2^2 - k_s^2 \right], \quad B_2 = -\frac{P}{2iGA k_s^2} \left[ k_1^2 - k_s^2 \right]
\]

where \( k_s = \omega \sqrt{\frac{\rho A}{G A}} \), and \( P \) is the applied load.

Thus, the transverse displacement at any point is:

\[
\hat{v}(x) = \frac{P}{2iGA} \left[ \frac{k_1}{k_s^2} \left[ k_2^2 - k_s^2 \right] e^{-ik_1 x} - \frac{k_2}{k_s^2} \left[ k_1^2 - k_s^2 \right] e^{-ik_2 x} \right]
\]

An infinite beam with periodically placed resonators can be viewed as a uniform structure on which the resonators impose forces at regular intervals. The force applied by one attached spring-mass system on the infinite beam is easily calculated and can be conveniently used to compute and study the wave motion in the whole periodic structure under free or forced harmonic conditions. Since the response of a point in a periodic structure is related to a corresponding point in the adjacent section through the propagation constant \([4]\), it follows that the forces and moment exerted by the periodic constraints are similarly related to each other through the propagation
constant. Thus, they can be considered to be an array of forces phased through $e^{-i\mu}$, where $\mu$ is the propagation constant [4]. In general, $\mu$ is complex and written as

$$\mu = \delta + i\gamma$$  \hspace{1cm} (19)

where the real part of $\mu$ (i.e. $\delta$) carries information about the phase difference between the responses measured at two points one periodic length apart ($L$), while the imaginary part (i.e. $\gamma$) describes the rate of decay of the amplitude between these two points. The wavenumber of a propagating wave ($k$), i.e. for a wave with $\gamma = 0$, is given as

$$k = \delta/L$$  \hspace{1cm} (20)

and the corresponding wavelength $\lambda$ is

$$\lambda = 2\pi/k = 2\pi L/\delta$$  \hspace{1cm} (21)

Consider the above beam to be subjected to a phased array of harmonic forces, $P_j = P_0 e^{-i\mu} e^{-i\omega t}$, applied with periodicity $L$. Assuming only the force $P_0$ to be active, the transverse displacement to the right, $v_r(x)$, and to the left, $v_l(x)$, of the force can be expressed as:

$$v_r(x) = P_0 \sum_{j=1}^{2} [a_j e^{-i k_j x}], \quad v_l(x) = P_0 \sum_{j=1}^{2} [a_j e^{i k_j x}]$$  \hspace{1cm} (22)

where $k_1$ and $k_2$ are solutions of the characteristic equation (Eq. 11), and using Eq. 18, $a_1$ and $a_2$ are written as:

$$a_1 = \frac{1}{2iGA k_2^2} k_1 \left[ k_2^2 - k_5^2 \right], \quad a_2 = -\frac{1}{2iGA k_2^2} k_2 \left[ k_1^2 - k_5^2 \right]$$  \hspace{1cm} (23)

The transverse displacement at the location $x=0$, due to the force acting at that point is

$$v(0) = P_0 [a_1 + a_2]$$  \hspace{1cm} (24)
and the displacement at a distance \( rL \) to the right or left of the force is

\[
v(rL) = P_0 \sum_{j=1}^{2} [a_j e^{-ikjrL}]
\]  

(25)

Taking all the forces into consideration, the total response at \( x = 0 \) is the sum of all the wave fields generated by the infinite phased array, i.e., the response due to \( P_0 \) + the response due to all the forces to the right of \( P_0 \), and the response due to all the forces to the left of \( P_0 \).

Thus we have

\[
v_{op} = P_0 \sum_{j=1}^{2} [a_j] + \sum_{r=1}^{\infty} P_r \sum_{j=1}^{2} [a_j e^{-ikjrL}] + \sum_{s=1}^{\infty} P_s \sum_{j=1}^{2} [a_j e^{-ikjsL}]
\]  

(26)

Using the relations \( P_r = P_0 e^{-i\mu r} \) and \( P_s = P_0 e^{i\mu s} \) we write

\[
v_{op} = P_0 \sum_{j=1}^{2} [a_j] + P_0 \sum_{j=1}^{2} a_j \sum_{r=1}^{\infty} [e^{-ikjrL+i\mu r} + e^{-ikjrL-i\mu r}]
\]  

(27)

This expression is further simplified using the identity \( \sum_{r=1}^{\infty} e^{cr} = \frac{e^c}{1-e^c} \) and by using Euler's formula to replace the complex exponentials with trigonometric functions as

\[
v_{op} = P_0 \sum_{j=1}^{2} a_j \left\{ \frac{i \sin k_j L}{\cos k_j L - \cos \mu} \right\}
\]  

(28)

For resonators with stiffness \( K \) and mass \( m \), the transverse forces due to the resonators are given as [25] \( P_r = -K_T \nu_r \), \( P_0 = -K_T \nu_0 \), etc. where

\[
K_T = K - \left( \frac{K^2}{K - m\omega^2} \right)
\]  

(29)
Thus, the effective force at \( x = 0 \) due to the array of resonators is obtained as the sum:

\[
P_0 = K_T P_0 \sum_{j=1}^{2} a_j \left\{ \frac{i \sin k_j L}{\cos k_j L - \cos \mu} \right\}
\]  

(30)

Plugging in the values of \( a_1 \) and \( a_2 \) derived above and solving for \( \cos \mu \), we obtain the quadratic equation:

\[
\cos^2 \mu - \beta_1 \cos \mu + \beta_2 = 0
\]  

(31)

where,

\[
\beta_1 = iK_T [a_1 \sin k_1 L + a_2 \sin k_2 L] - [\cos k_1 L + \cos k_2 L]
\]  

(32)

\[
\beta_2 = iK_T [a_1 \sin k_1 L \cos k_2 L + a_2 \sin k_2 L \cos k_1 L] + [\cos k_1 L \cos k_2 L]
\]  

(33)

The solution to this quadratic equation gives the propagation constant, thus allowing us to analyze the beam’s wave propagation behavior.

Dispersion curves obtained using the phased array approach are compared with those obtained using the volume averaging method and finite element method. Details about the volume averaging technique can be obtained in [21]. The finite element method is based on the observation that harmonic wave propagation can be effectively viewed as free harmonic vibration with sinusoidal mode shapes [27]. For a sinusoidal propagating wave, the wave nodes are effectively described as being simply supported. Using this fact, and taking advantage of the Timoshenko beam assumption, 2-node linear Timoshenko (shear flexible) beam elements (B21) with a meshed cross-section are used to model the sandwich beam using Abaqus finite element software. The resonator masses are modeled as point-masses, \( m \), and are attached to the beam nodes by using linear spring elements with appropriate spring stiffness, \( K \), to obtain the chosen local resonance frequency.
which is given as, \( \omega_r = \sqrt{K/m} \). Using an eigenvalue analysis, the natural frequencies, \( \omega_n \), and the characteristic wavelengths, \( \lambda_n \), are obtained. The obtained wavelengths are then used to calculate the wavenumber \( (k = 2\pi/\lambda) \) and the dispersion curve is subsequently plotted. Note that only the real part of the wavenumber can be obtained using such a finite element model, which is used to visualize the bandgap region. Attenuation of harmonic waves in the predicted wave attenuation bandgaps is further verified using transient simulations performed using Abaqus/Explicit. A 100 m long beam, with the length chosen so as to avoid end reflection interference effects, is subjected to a single frequency harmonic displacement at one end while the other end is kept free. To achieve accuracy and ensure convergence a double precision analysis is employed and each unit cell is modeled using ten Timoshenko beam elements. The output displacement histories for different loading frequencies are subsequently obtained and compared with the input displacement to assess the attenuation of the waves.

RESULTS AND DISCUSSION

Verification and comparison

The dispersion curves obtained using the phased array and the volume averaging methods are compared with those obtained using finite element simulations in Figure 2, where \( \Omega \) is the frequency normalized with respect to the local resonance frequency, while \( kL \) is the wavenumber normalized with respect to the unit cell length. To maintain validity of the equivalent Timoshenko beam theory assumption, the analysis was restricted to low frequencies and local resonance frequency of 200 Hz was chosen. The beam material and geometrical properties, and the resonator
mass and stiffness are summarized in Table 1(a) and (b). Note that the same beam material and geometrical properties are used to obtain all the results presented in this paper.

**Table 1(a):** Sandwich beam material and geometrical properties

| $E_f$ (GPa) | $h_f$ (mm) | $\rho_f$ (Kg/m$^3$) | $\rho_c$ (Kg/m$^3$) | $h_c$ (mm) | $G_c$ (MPa) | $b$ (mm) |
|------------|------------|----------------------|----------------------|------------|-------------|----------|
| 85.42      | 1.2        | 1570                 | 96.11                | 25         | 1           | 25       |

**Table 1(b):** Equivalent Timoshenko beam and resonator properties

| $EI$ (Pa*m$^4$) | $GA$ (Pa*m$^2$) | $\rho A$ (Kg/m) | $\rho I$ (Kg*m) | $K$ (N/m) | $m$ (Kg) |
|----------------|-----------------|-----------------|-----------------|-----------|----------|
| 877.6905       | 625             | 0.1543          | $1.926 \times 10^{-5}$ | $7.1308 \times 10^5$ | 0.025    |

Figure 2(a) compares the dispersion curves obtained for beam with resonators placed periodically at a distance of 25 mm, i.e. $L = 25$ mm. All three solutions predict a wave attenuation bandgap in the frequency region near the local resonance frequency. This bandgap arises due to the interaction between the incident waves and the resonators and is termed as a local resonance (LR) bandgap [21]. The curves obtained using the phased array method match the finite element solution exactly while the volume averaging method solution diverges from the other two near the bandgap bounding frequencies. The error is further increased when $L$ is increased to 50 mm, as shown in Figure 2(b).
Figure 2: Dispersion curves for a sandwich beam with resonators inserted with periodicity (a) $L = 25$ mm and (b) $L = 50$ mm.

As the resonator spacing is increased, the finite element and phased array method curves predict the existence of a higher order bandgap which is absent in the dispersion curve obtained using the volume averaging method. This wave attenuation bandgap is associated with the periodicity of the structure and is due to the interference effects introduced due to the periodicity of the system and is termed as a Bragg bandgap [4]. The volume averaging method assumes a uniform distribution of resonators and uses a continuous field variable to allow analysis of the system using Hamilton’s principle. It ignores the effect of the resonator periodicity on the wave propagation behavior of the system and is unable to predict the existence of Bragg bandgaps. Thus, the volume averaging technique is suitable only for systems with extremely close-spaced resonators which effectively moves the Bragg bandgaps outside the frequency range of interest and thus safely ignores the effect of resonator periodicity.
The presence of the predicted bandgaps is verified using transient simulations performed using Abaqus/Explicit. The displacement histories for different loading frequencies obtained 2 m away from the input end are plotted in Figure 3.

![Graphs showing displacement histories](image)

**Figure 3:** Displacement histories at the input (Node 1) and 2 m away (Node 401) for a sandwich beam subjected to single frequency harmonic displacements.

Four different input displacement frequencies are chosen to demonstrate the wave behavior in the four different zones shown in Figure 2(b). For \( \Omega = 0.5 \) and 2.25 (Figures 3(a) and 3(c)), which lie in the passing band, no wave attenuation is obtained and after an initial transient part the displacement output shows a steady state magnitude equal to the input. The wave behavior for \( \Omega = 1.25 \) and 3.5 (Figures 3(b) and 3(d)), both of which lie in the wave attenuation zones as predicted by the phased array and finite dispersion curves, shows the expected attenuation and the output displacement magnitude is extremely diminished as compared to the input displacement. It should be noted that the volume averaging method is unable to predict the attenuation at \( \Omega = 3.5 \) and incorrectly identifies it as a region inside a passing band.
**Representation of bandgap bounding frequencies**

Often, when analyzing the wave propagation behavior of a structure, the wave attenuation start and stop frequencies are of the primary concern. Mead [28] demonstrated that these frequencies, commonly referred to as bounding frequencies, of a periodic system are equal to the modal frequencies of the system unit cell with appropriate boundary conditions. For an infinite sandwich beam with periodically inserted resonators two different unit cells are viable; with resonator located at the center of the unit cell or with resonators at the unit cell boundaries with the mass and spring stiffness equally divided. Both configurations are shown in Figure 4.

![Figure 4: Possible unit cell configurations.](image)

The relationship between the modal frequencies of the unit cell type and its associated boundaries, with the bounding frequencies obtained in the dispersion curves are studied using finite element models. Two boundary conditions are found to be relevant; simply supported and sliding boundaries. All the bounding frequencies are found to match the modal frequencies of one of the following three configurations: (a) simply supported unit cell with resonators at the ends, (b) sliding - sliding unit cell with resonator at the center and (c) simply supported unit cell with resonator at the center. The relationships are summarized in Table 2, where for convenience the mode shapes of the unit cell are also shown.

**Table 2: Relationship between bounding frequencies and unit cell mode shapes**
| Bandgap #  | Bounding frequency type | Configuration type | Mode shape |
|------------|-------------------------|--------------------|------------|
| First (LR) | Cut-on (147.84 Hz)      | (c)                |            |
|            | Cut-off (364.36 Hz)     | (b)                |            |
| Second (Bragg) | Cut-on (635.68 Hz) | (a)                |            |
|            | Cut-off (800.42 Hz)     | (c)                |            |
| Third (Bragg) | Cut-on (1270.82 Hz)   | (a)                |            |
|            | Cut-off (1368.38 Hz)    | (b)                |            |

Both bounding frequencies for the LR bandgap correspond to modal frequencies of a unit cell with the resonator attached at the center, with the cut-on and cut-off frequencies corresponding to the simply supported and sliding condition, respectively. Thus, both bounding frequencies for this bandgap are dependent not only on the resonator parameters (m and K) but also on the spacing (L) between the resonators. For the Bragg bandgap, the cut-on frequencies always correspond to the modal frequency of a simply supported unit cell with the resonators at the two ends. Such a configuration is equivalent to a beam unit cell without any resonators since the resonator-beam
attachment points act as nodes and the resonators remain stationary. Thus, as reported for other similar systems [28], the cut-on frequency of the Bragg bandgap is dependent solely on the periodicity of the system (L) and is independent of the resonator parameters. Conversely, the Bragg bandgap cut-off frequencies always correspond to a unit cell with resonators attached at the center with the end conditions alternating between simply supported and sliding configurations. Hence, the Bragg bandgap cut-off frequencies are influenced by the system periodicity as well as the resonator parameters. This allows the possibility of tailoring not only the LR bandgap, but also the width of the Bragg gaps introduced into the system due to the resonator periodicity.

Figures 5(a)-(d) show the influence of resonator mass and stiffness on the real and imaginary part of the propagation constant for a beam with resonators tuned to a specific frequency. For a fixed local resonance frequency, both the bandgap widths increase as either the resonator mass or stiffness are increased. As per the discussion above, both bounding frequencies for the local resonance bandgap are affected by a change in resonator parameters. Increasing the resonator mass or stiffness causes the cut-on frequency to slowly decrease while the cut-off frequency increases much more rapidly as the bandgap retains an asymmetric structure [15] around the frequency of maximum attenuation, i.e. the local resonance frequency. For the Bragg bandgap, the cut-on frequency remains unaffected while the cut-off frequency increases gradually causing the bandgap to widen. An increase in resonator mass or stiffness also causes an increase in the magnitude of attenuation in the Bragg bandgap while it retains its symmetric structure around a central maximum attenuation value. This demonstrates the tunability of the Bragg bandgap cut-off frequency by varying the resonator parameters alone, with the resonator mass being more effective in changing the bounding frequencies as compared to the stiffness, as can be noticed by observing the scaling of the mass and stiffness axes.
Figure 5 (a - d): Effect of resonator mass and stiffness on the bandgap behavior with the local resonance frequency kept fixed (200 Hz). Figures 5(a) and 5(b) show the effect of mass variation on the phase (real) and attenuation (imaginary) part of the phase constant, respectively, while Figures 5(c) and 5(d) show the effect of stiffness variation on the phase (real) and attenuation (imaginary) part of the phase constant, respectively. Note that the mass axis is normalized with respect to the beam unit cell mass, while the stiffness axis is normalized with respect to the beam bending stiffness.

Modal frequencies of unit cells shown in Table 2 decrease as the unit cell length is increased. Figure 6(a)-(d) shows the influence of resonator spacing on the bandgap structure. Bounding frequencies for both the LR as well as the Bragg bandgap decrease with increasing resonator spacing.
spacing. Due to the nature of the associated boundary conditions, the cut-on frequency of the local resonator decreases much more gradually than the cut-off frequency and the width of the bandgap noticeably decreases with increasing L. For the symmetrical Bragg band gap, as L increases both the bounding frequencies decrease with a gradual decrease in bandgap width, while the magnitude of maximum attenuation increases. The gap shifts to a lower frequency range with increasing L and multiple Bragg band gaps can be seen to emerge within the frequency range under consideration. Thus, by increasing the resonator spacing multiple wave attenuation band gaps can be obtained at lower frequencies.
Figure 6 (a - d): Effect of resonator periodicity on the bandgap behavior for a constant local resonance frequency (200 Hz). Figures 6(a) and 6(b) show the effect of periodicity on the phase (real) and attenuation (imaginary) part of the phase constant respectively. Figures 6(c) and 6(d) show the planar view of Figures 6(a) and 6(b), with the LR and Bragg bandgaps marked out.

Bandgap interaction

It is clear from the above analysis that though the LR and Bragg bandgaps are created due to two different physical mechanisms, they are still both dependent on the resonator parameters and the unit cell length. Here, we study the interaction between the two bandgaps and the possibility of creation of a single ‘Resonant-Bragg’ [12] bandgap.
Figure 7: Propagation constants for beam with resonators tuned at (a) 200 Hz, (b) 500 Hz, (c) 636.44 Hz, and (d) 850 Hz, respectively. The periodicity is kept constant at $L = 0.05$ m. For all cases the resonator mass is kept constant at 25 gm and the local resonance frequency is varied by varying the resonator stiffness accordingly.

The interaction between the two bandgaps and their influence on each other is studied by varying the LR bandgap position. This is achieved by varying the resonator mass while keeping $L$ fixed and thus shifting the position of the local resonance bandgap relative to the Bragg bandgap cut-on frequency. For bandgaps located sufficiently apart (Figure 7(a)), no bandgap interaction is noticed. As the local resonance bandgap is moved closer to the Bragg bandgap (Figure 7(b)), the structures of the attenuation constants for the two bandgaps noticeably change. For the Bragg bandgap, the
attenuation constant is no longer symmetric around the mid-gap frequency and attains a maximum attenuation value at a lower frequency. Also, the nature of asymmetry associated with the LR bandgap changes and it now spreads out more towards frequencies below the local resonance frequency. Figure 7(c) shows the band structure obtained when the local resonance frequency matches the first Bragg bandgap cut-on frequency. Under this condition, researchers investigating other systems, [9], [12], [13], and [14], have reported merging of the two bandgaps causing a very wide and strongly attenuating single hybrid ‘Resonance-Bragg’ bandgap. However, in our studies, such a single bandgap was not found to exist. Though the two bandgaps seem to couple together and create an almost-symmetric, wide bandgap, a narrow passing band separating the two gaps still exists. As the local resonance frequency is increased further and located inside the original Bragg bandgap, the band structure noticeably changes. The Bragg bandgap ‘flips’ around the original cut-on frequency, which is the new Bragg bandgap cut-off frequency, and cut-on at a much lower frequency. As the local resonance frequency is increased further, the Bragg cut-off frequency remains unaffected while the cut-on frequency gradually increases. Thus, the new cut-off frequency is independent of resonator mass and stiffness and hence equivalent to the cut-on frequency for the Bragg bandgap obtained when the local resonance frequency is below the classical Bragg frequency. This Bragg cut-on to cut-off frequency switching can be seen more clearly in Figures 8(a)-(c) which focus on the behavior of the attenuation constant in the proximity of the first Bragg frequency.

This change in behavior of the Bragg bandgap is verified by looking at the unit cell modal frequencies associated with the new bounding frequencies. Table 3 summarizes the mode shapes and frequencies associated with the bounding frequencies for the system analyzed in Figure 7(d).
As predicted, the cut-on frequency for the Bragg bandgap is a resonator dependent mode and it matches the cut-on frequency mode earlier associated with the LR bandgap cut-on frequency.

![Graphs](image)

**Figure 8 (a – c):** Bandgap transition as the local resonance approaches the Bragg bandgap cut-on frequency. When the local resonance frequency matches the Bragg frequency (Figure 8(b)) the two bandgaps appear to merge, though a narrow passband still persists.

Also, the cut-off frequency mode is the mode earlier associated with the Bragg cut-on frequency and is thus independent of the resonator mass and stiffness and dependent only on the unit cell length. Both the bounding frequency modes for the LR bandgap are still resonator dependent, with
the earlier cut-off mode being the new cut-on mode and the earlier first Bragg bandgap cut-off mode being the new LR bandgap cut-off mode. The complete interaction behavior of the bandgaps is summarized in Figures 9(a)-(d).

**Table 3:** Relationship between bounding frequencies and unit cell mode shapes when the local resonance frequency is greater than the first Bragg frequency.

| Bandgap #     | Bounding frequency type | Configuration type | Mode shape |
|---------------|-------------------------|--------------------|------------|
| First (Bragg) | Cut-on (208.2 Hz)       | (c)                |            |
|               | Cut-off (636.4 Hz)      | (b)                |            |
| Second (LR)   | Cut-on (665.8 Hz)       | (a)                |            |
|               | Cut-off (1228 Hz)       | (c)                |            |
Figure 9 (a - d): Effect of local resonance frequency on the bandgap behavior with a constant periodicity (L = 0.05 m). Figures 9(a) and 9(b) show the effect of local resonance variation on the phase (real) and attenuation (imaginary) part of the phase constant respectively. Figures 9(c) and 9(d) show the planar view of Figures 9(a) and 9(b), with the bandgaps marked out.

CONCLUSION

The wave attenuation behavior of an infinite sandwich beam with periodically inserted resonators has been studied. A closed form solution for the propagation constant for such a beam was obtained under the long wavelength assumption by using a phased-array approach. The obtained solution shows the presence of attenuation bandgaps in addition to the bandgap induced due to the local
resonance of the inserted resonators. These Bragg bandgaps are induced due to resonator periodicity and are not captured when analyzing such systems using a volume averaging technique.

The dependence of the bounding frequencies of these bandgaps on resonator mass, stiffness and periodicity was investigated using simple unit cell models with appropriate boundary conditions. Though the LR bandgap and the Bragg bandgap are induced due to two distinct physical phenomena, the bounding frequencies of both the bandgaps are dependent on the inserted resonators. For the LR bandgap, both bounding frequencies as well as the magnitude of attenuation are dependent on the resonator mass, stiffness as well as their periodicity. For the Bragg bandgap, though the cut-off frequencies and magnitude of attenuation are dependent on the resonator mass, stiffness and periodicity, the cut-on frequencies are dependent only on the periodicity and are independent of the resonator mass and stiffness. An increase in resonator mass or stiffness causes both bandgaps to widen, whereas an increase in the distance between successive resonators causes the bandgaps to shrink.

The interaction between the two bandgaps and the possibility of creation of a single combined high attenuation bandgap was considered. When the local resonance frequency coincides with the Bragg cut-on frequency, a pseudo-combined gap with a narrow pass band was obtained. It was found that the two bandgaps cannot be combined into a single bandgap and that a passing band exists between the two gaps under all conditions. The width of this passing band is minimum when the local resonance frequency coincides with the Bragg cut-on frequency. When the local resonance frequency is greater than a Bragg bandgap cut-on frequency, the Bragg bandgaps were found to transition into sub-wavelength bandgaps which cut-off instead of cutting-on at frequencies given by the classical Bragg frequencies. Thus, the periodicity of the inserted resonators plays a significant role in the resultant wave attenuation behavior and the location and
width of Bragg bandgaps may also be tailored by choosing appropriate resonator properties and periodicity.
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