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Abstract—Multicore systems are achieving new dimensions to meet the pace between processor technology and high processing demands. These chip multiprocessors (CMPs) share some on-chip and off-chip resources to achieve higher performance. With the increase in core integration, the performance of workloads is dependent on the allocation of resources. Though the CMPs elevate performance, but the challenge imposed due to subtle interactions of several applications contending for resources leads to performance degradation by several magnitudes. In this direction the work performs a two-fold evaluation of application programs. The applications running on CMP cores depict distinct behavior towards consumption of shared resources. It characterizes the resource centric nature of SPEC CPU2006 benchmarks based on their resource consumption behavior. Secondly the work aims to evaluate the effect of inter-core interference on the performance of application programs based on the characterization obtained and the potential contention caused on performance due to corunners. Lastly we place significant remarks on the impact on performance due to resource sharing and its implication on resource contention.

Index Terms—multicore, shared resource, contention, characterization, inter-core interference.

I. INTRODUCTION

The multicore architecture takes a leap to bridge the gap between uniprocessors and high computing demands. CMP’s offer high performance with reduced power consumption. These multicore chips share certain resources like last level caches (LLC), main memory, bus bandwidth, prefetchers, memory controllers etc. Resource sharing eliminates under-utilization of resources facilitating their optimal utilization. The proliferation of cores on these systems has introduced new challenges in managing the shared resources. Also, parallel access to these resources cause resource contention and leads to variability in performance showing negative impact due to degradation [1] [2] [3] [4] [5] [6]. Thus it is analyzed that performance of multicore systems highly depends on how the resources are utilized among application programs.

Application programs running on these cores may be dependent on different resources for their growth in performance. Knowledge on the resource centric nature of these workloads would assist in deciding optimal corunners and thereby aim to mitigate contention introduced due to similar resource hungry corunners. A significant amount of work has been done in the past on characterizing the application programs. Extensive research, characterize workloads based on several aspects such as animal heuristic based [7] characterization, page coloring schemes [8][9], utility based classification [10], based on impact on corunner [11] etc.

The present work performs a two-fold evaluation wherein we first characterize SPEC CPU2006 benchmarks [12] based on their resource consumption characteristics. Extensive simulation is carried out using the sniper simulator [13] over various resource sizes to investigate the dependency of workloads on various resources. The work considers LLC and main memory bandwidth consumption behavior and based on it, applications are classified as herbivores, carnivores, omnivores and amphibians [14]. The outcomes present a clear insight to a workload’s sensitivity towards various resource allocations.

In the second phase of work, we investigate solo and corun performance of these workloads to analyze the impact of corunners. A mix of several application programs from each class mentioned above is corun and its impact on performance is evaluated (in terms of Instructions per cycle (IPC)). The results reveal degradation in performance compared to isolated executions. We illustrate that, degree to what an application is hurt due to its corunner, depends upon type of corunners.

The paper contributes in the following manner,

i. Based on the resource consumption behavior of application programs they are classified into 4 major classes as herbivores, carnivores, omnivores or amphibians.

ii. Characterization of workloads assists in analyzing sensitivity of application programs towards constrained resources.

iii. The solo and paired performance evaluation helps in understanding the impact on performance due to resource sharing.

iv. Inter-core interference can be investigated from the outcomes of the work.
The paper is structured as follows. In Section 2 we discuss related literature. In Section 3 we evaluate workload characterization along with simulation results. Section 4 includes performance analysis of solo and paired runs of workloads in CMPs due to constrained resources. Section 5 concludes the paper.

II. LITERATURE REVIEW

Prior studies have presented various characterization schemes. In [7] the authors propose an animal behavior oriented heuristics for characterization. Applications are segregated into various animal behaviors like categories. Turtles are the workloads which do not make use of last level shared caches, as they being small programs with less need to access memory. Sheep indicate the programs which exhibit high L2 accesses even with low cache ways allotted to them. A rabbit being the programs which show gain in performance with more number of ways allotted to them with devils being memory hungry applications, cleaning previous cache code, which is beneficial to other programs to bring in data of their use.

Some works include classification of benchmarks based on a software color scheme[8].The authors propose OS level page coloring to map cache resources between corunners. Statistics of solo run of program with a configuration of 1MB of L2 cache are gathered, compared to 4MB baseline configuration. The slowdowns due to reduced caches are recorded and based on it, applications are classified as Red, Yellow, Green and Black. Red category indicates slowdown greater than 20%, slowdown between 5% and 20% as yellow, less than 5% slowdown as green and any program with slowdown besides these slowdowns as black. The experimentation requires running the program simultaneously on 2 cores with 4Mb cache size, collecting the parameters and re-running the program with reduced cache size of 1MB and recording the slowdown. In [9] the cache mapping colors are applied on frequently accessed pages called hot pages for each process. Spatial locality of the page is maintained at a page table, which is scanned for identifying hot pages. The scheme reduces memory page allocation and also reduces overhead of page copying since only hot pages are colored.

Further work on utility based partitioning of cache is carried out in [10] where the authors characterize workloads into High, Low and Saturating Utility programs. High utility are the benchmarks which get advantage due to increase in cache ways and on the contrary low utility are those workloads which are not benefitted due to increased ways. The third category being saturating utility which include the workloads which exhibit enhancement with increase in cache ways upto a certain extent, after which no performance gain is observed.

In [11] the authors characterize applications in two main categories namely heavy sharing (affect performance of corunners) and light sharing (no significant impact on corunners), utilizing very less resources. The work involves estimation of performance due to solo and corun executions.

Another classification is proposed in [15] based on two metrics of which one metric is the IPC gained with full usage of all n ways of L2 cache allotted completely to a program $w_{kq}$ and wlr the number of ways used by each thread when corun.

In [16] the authors present classification of applications in terms of their cache fitting capacity. They show that cache resource centric applications suffer worst performance degradation due to reduced cache quota as they are cache friendly applications and hence suffer loss in performance as cache allocated reduces which leads to high miss rate.

Using machine learning techniques for characterizing workloads is also suggested in [17] but they analyze the behavior based on shared cache only.

In a recent study in [18] the authors characterize workloads into different classes depending upon their activity along the memory domain. In its simplest form class N belongs to applications whose working set is small. While cache friendly applications are included in class C. These applications show performance enhancement with increase in cache size. While memory intensive applications are included in class S. An analysis of activities in the memory domain in a hierarchical fashion is performed based on a decision tree to characterize workloads.

In [19] the authors group workloads as contentious and contention sensitive. The term contentious includes applications which impact the performance of its corunner to a large extent, while workloads which are impacted due to high interfering programs are called contention sensitive.

In [20] the authors adopt a software code based cache partitioning scheme. It first involves profile generation which gathers code profile using binary instrumentation, next profile analysis which classifies code based on its characteristics and code based page coloring to indicate different code based regions namely hot, pollute and normal. The scheme eliminates the need of special hardware to keep runtime information.

Thus it can be seen that many researchers have proposed various schemes to characterize and classify benchmark programs. In the following section we demonstrate resource centric performance of workloads.

III. METHODOLOGY FOR EVALUATING RESOURCE CENTRIC PERFORMANCE OF WORKLOADS

A. Experimental setup

For the purpose of this study we perform simulation using multicore sniper simulator which functions on interval core model. The baseline processor is Nehalem micro architecture based processor which operates on 2.67 Ghz, 128 entry ROB. Memory organization is structure into a two level hierarchy with 32Kb L1 cache which is organized as private cache and the last level cache (here L2) is shared between cores. The penalty of 175 cycles is imposed towards main memory access upon every cache miss. The cache replacement policy employed is LRU.
B. Methodology of Workload Characterization

For each workload we estimate its behavior towards re-source consumption for different resource size allocations Table 1. Later, subject to the outcomes of the simulation results the applications are characterized into one of the 4 different classes.

| Cache Size (Kb) | 512 | 1024 | 2048 | 4196 | 8192 |
|-----------------|-----|------|------|------|------|
| DRAM Bandwidth (Gbps) | 7.6 | 15.2 | 30.4 | 60.8 | 121.6 |

Table 1: Resource allocation for simulation

Depending upon the impact on performance (in terms of IPC) in utilizing limited shared resources viz LLC (in this case L2) and main memory bandwidth, following are the classes into which we characterize the benchmarks.

1) Herbivores: These workloads respond positively to increasing cache size and show no significant growth in IPC with increasing DRAM (main memory) bandwidth.
2) Carnivores: In contrast to herbivores, these application programs show enhancement in IPC as DRAM bandwidth allocation increases rather than raising the amount of cache allocated. This category includes memory bound workloads.
3) Omnivores: These workloads exhibit growth in performance due to increase in both resources.
4) Amphibians: The amphibian type of application programs have small working set and hence their performance does not reveal significant variation due to increase in any resource size.

C. Performance Evaluation on Benchmark Programs

Extensive simulation is carried over 20 benchmarks from SPECCPU2006 benchmark suite. We use pin based simulation to conduct memory studies. A binary instrumentation based tool (sim-point) using pin-points [21] is employed to gather traces of representative regions of the workload [22]. Each benchmark program is subdivided into 4 trace files. A single trace file executes 250 million instructions. Weights corresponding to these traces are estimated. Weighted IPC is then calculated using weights and Cycles per instructions (CPI) values. Next we estimate average weighted IPC for individual application. In the present work IPC values are gathered by varying L2 cache and main memory bandwidth. Cache size is varied from 256Kb to 8Mb with a variation in DRAM bus bandwidth from 7.6 Gbps to 121.6 Gbps. Based on the trend in IPC plots benchmark programs are characterized into one of the above mentioned 4 categories.

D. Simulation Results and Discussion

The studies on shared cache and main memory bus bandwidth utilization reveal the sensitivity of these benchmark programs towards these resources. It can be noted from the figures that extensive simulation has been carried out over various resource allocations. Figure 1 to figure 20 present the impact of resource allocation on the workloads. As it can be observed from figure 1, 2, 3, 4, and 5 these applications reveal herbivore characteristics. The performance in terms of IPC shows significant increase as cache size increases from 256Kb to 8Mb thus exhibiting a cache-favour behavior. While the IPC values shows a very small increment over a bandwidth rages of 7.6Gbps to 121.6Gbps.

The next set of benchmarks which include figure 6, 7, 8, 9, 10, 11 and 12 align in characteristics. As it is evident from these plots, application programs show insignificant variation in performance due to any increase in cache size, while their plots reveal distinct variation in IPC with varying DRAM bus bandwidth. These workloads show weak temporal locality and are memory bound (intensive). Applications like Libquantum, Lbm, Milc, Leslie, Bwaves, Tonto, and GemsFDTD are characterized as carnivores.

Fig. 1: IPC characteristics of Bzip

Fig. 2: IPC characteristics of cactusADM
From plots of figure 13, 14, 15, 16, 17 it is observed that the IPC grows incrementally with growing cache size and DRAM bandwidth. This shows the dependency of workloads on both resources. Application programs like Gcc, Soplex, Perlbenchmark, Astar, Zeusmp are characterized as omnivores. Lastly in the plots of figure 18, 19, 20, 21, 22 we observe that variation in IPC is around 0.01 to 0.1 % only. The y-axis shows IPC increment, which clearly shows very little deviation which indicates very less dependency on shared resources. This class includes workloads like Hmmer, Namd, Sjeng, Gobmk and Wrf.

The above stated results clearly give an insight to workloads and their behavior towards varying resource allocation. This analysis facilitates in investigating resource dependency of workloads. In the next section we evaluate the performance of these workloads due to solo and corun executions.
IV. ON THE PERFORMANCE EVALUATION IN CMPS

Previous section analyzed the characteristics of SPEC CPU2006 benchmarks for their resource centric behavior. In this section we evaluate the performance of these workloads during solo and corun execution. The analysis considers a mix of application workloads from each class stated above to investigate the impact on performance due to corunners. The workloads are initially run isolated on individual cores and IPC values are noted using hardware performance counters. The experimentation is again carried out by executing two workloads on individual cores to estimate inter-core interference.
The plots shown represent the comparison in performance due to solo and corun executions. The results shown are at resource size of 512Kb of cache and 7.6Gbps of DRAM bus bandwidth. Plots from figures 23 to figure 26 reveal the results for solo and corun performance. The workload mixes for corunners in each plot consist of one benchmark from each category i.e herbivore, carnivore, omnivore and amphibian.

From figure 23 it can be observed that there is reduction in IPC values for corun execution as compared to solo execution. Thus we can state that performance degrades due to corunner running on neighboring core as compared to isolated performance. It can be observed that Sphinx (herbivore) suffers maximum degradation when corun with bzip (herbivore) with...
Fig. 22: IPC characteristics of Wrf

Fig. 23: Normalized IPC of Sphinx w.r.t corunners

nearly 15% degradation in IPC value as they both contend for the same resource, as compared to other corunners. Plot shows an IPC degradation of 2% with hmmer (amphibian), 5% with milc(carnivore) and 10% with soplex(omnivore). Next, the

Fig. 24: Normalized IPC of milc w.r.t corunners

performance impact on Milc (carnivore type) application is analyzed in figure 24. Here it can be noted that milc (carnivore)

faces maximum degradation of nearly 35% in IPC value due to Lbm (carnivore) as they both contend for the similar resources. The performance shows moderate impact on IPC due to omnivore type (16%) with minimum degradation (5%) due to hmmer (amphibian) and Gromacs (herbivore type) (6%).

Fig. 25: Normalized IPC of soplex w.r.t corunners

From figure 25 we analyze solo and corun performance of Soplex (omnivore) benchmark. It reveals a maximum performance degradation of 23% with Gcc (omnivore), 10% with Gromacs, 18% with Milc and 9% with Hmmer respectively.

Fig. 26: Normalized IPC of hmmer w.r.t corunners

Figure 26 depicts the solo and corun performance for hmmer (Amphibian type) workload. It can be observed that since these workloads have small working sets they scarcely use the shared resources and hence have insignificant impact on performance due to corunners. These plots reveal insignificant variation in IPC values with all classes of corunners. Thus, from simulation results it can be stated that performance of application program is impacted due to corunner. The performance gain shows reduction when solo and corun performance is compared. Hence it can be stated that shared resource contention leads to performance degradation. On the other hand the degree of degradation depends on resource centric nature of corunner.
V. CONCLUSION

The multicore architecture is tailored to meet the high computing demands. Towards this end to improve resource utilization, there arises a need to share resources. The concurrent access of application programs to these shared resources at times leads to contention and degrades performance. Characterization facilitates to understand the resource requirements of workloads. Pertaining to this the work firstly aims to characterize the application programs based on their resource consumption characteristics. To analyze this, benchmarks are run solo on several sets of resource sizes to estimate resource consumption. Based on the outcomes application programs are broadly classified into one of the four categories as Herbivores, Carnivores, Omnivores and Amphibians.

Next, the study analyzes the performance of application programs in solo and corun executions. The methodology involves estimating the deviation in performance (IPC) due to solo and corun executions. From the results obtained it can be concluded that the performance is impacted negatively due to corunning process as compared to their solo executions. The outcomes of the experimentation facilitate a preliminary measure for coupling processes with diverse resource requirements. Thus, our findings state that the resource contention problem could be tackled by judiciously selecting corunners. Future work directs, implementation of optimal scheduling and resource partitioning schemes to address the problem.
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