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Abstract

Nowadays, social media platforms such as Twitter have become a popular medium for people to spread and consume news because of their easy access and the rapid proliferation of news. However, the credibility of the news posted on these platforms has become a significant issue. In other words, written news that contains inaccurate information aiming to mislead readers has been rapidly disseminated on these platforms. In the literature, this news is called fake news. Detecting such news on social media platforms has become a challenging task. One of the main challenges is identifying useful information that is exploited as a way to detect fake news. A hybrid model comprising a recurrent neural network (RNN) and support vector machine (SVM) is incorporated to detect real and fake news. An RNN with bidirectional gated recurrent units was used to encode textual data, including news content and comments, to numerical feature vectors. The encoded features were fed to an SVM with radial basis function kernel to classify the given input of real and fake news. Experiments on the real-world dataset yield encouraging results and demonstrate that the proposed framework outperforms state-of-the-art methods.

1 | INTRODUCTION

Rapid advances in mobile phones and widespread use of the Internet have reformulated social interactions. Because of its particular characteristics—easy access to information, the low cost of generating news, and fast proliferation of news—social media have emerged as an attractive platform for people to disseminate and consume news. Moreover, social media have been shown to capture information related to an ongoing event such as COVID-19 as well as people’s interests and opinions. Thus, more people prefer to follow the development of a story or an event on social media than on traditional media such as television or traditional news formats. However, news on social media platforms somehow lacks credibility and reliability compared with news in traditional media. In other words, news published in newspapers is usually considered as coming from trusted sources.

In contrast, the sources for most news posted on social media platforms can be hard to verify, making it easy to manipulate content to achieve various goals [1]. Consequently, such information, disseminated promptly and broadly, can be used to propagating inaccurate news articles [2]. With the absence of rigorous verification, well-meaning users can unintentionally contribute to the fast spread of fake news. The rapid dissemination of fake news can negatively impact society and individuals. Its damage may extend to companies and governments. For example, fake news about an organisation could be spread by malicious users, or spam could cause significant damage to the organisation’s image in society. Hence, the detection of fake news has arisen as an important research area. Social media’s emergence implies that real and false news is presented similarly and is sometimes difficult to distinguish. First, the content of fake news is combined with both real and false data to draw readers. Second, vast and varied social media information is disseminated—for example, many anonymous users communicate noisy information. The latest research on fake news identification through deep learning algorithms has achieved impressive success [3,4] using numerous social media news features, such as text information, user features, and user feedback. Context learning, however, has not been designed for fake news. Specifically, it is not possible to obtain accurate fake news prediction solely based on textual content [5,6].
because social media content is typically short and fragmented. Second, another study on fake news detection focused on analysing first news spreader features, thus ignoring the opinions of subsequent user comments [7,8]. It is hard to distinguish fake news from within a massive piece of news. This question leads one to consider different approaches to determine the validity of a news story. In recent years, fake news identification process has continued to grow slowly on an evolving research path. We define two key characteristics related to identifying false news, namely, user responses and information content.

**The content of the information distributed** is primarily what must be classified as true or false. By analysing articles' textual characteristics from different fake news pages, Horne and Adali [9] identified unique features of fake news that differ from true news content and then contrasted those features with articles from credible journalistic websites. Their results indicate that fake news stories are longer, with more capitalised phrases and fewer stop words. Perez-Rosas et al. [10] found that false news articles had more social terms, verbal words, and temporal words, implying that the text tended towards both the present and the future and not on becoming more factual and objective. Newman et al. [11] found that deceptive stories had lower semantic sophistication, fewer phrases, more pessimistic words about feelings, and more words about motion. Silverman [12] notes that 13% of 1600 news articles had incoherent headlines and content, using declaratory headlines coupled with article bodies that were sceptical about the claim.

**User responses** on social media have auxiliary data that is quite useful in the analysis of false news. They are considered to have stronger identification signals than the content of the information, primarily because user reactions and dissemination patterns are more challenging to exploit than the content of the information and contain obvious veracity data [13]. This secondary knowledge in the form of user interactions (likes, comments, responses, or shares) includes rich information collected in the propagation structure (tree) showing the direction of information flow, timestamp details of interactions, textual information of user interactions, and user profile information of the users engaging in interactions. Zubiaga et al. [14] stated that through their approach, user comments can be differentiated. Four forms are included in the most widely used categorisation: help, reject, question, and comment (which can be neutral or unrelated). They also noted that, based on the phases of dissemination, the essence of user responses differs. In the case of rumours, when a rumour's whole lifespan is considered, most users accept real rumours, and a higher percentage reject fake rumours. Qian et al. [15] found that false news appears to obtain more negative responses and questioning than real news. It was found that users appear to endorse rumours independently of rumour credibility by analysing only the early reactions to rumours. This is apparent because users have trouble assessing integrity in the early stages. However, in practice, most of these methods require an analysis of integrity statements by trained professionals, making it difficult to automate as well as lacking generalisability over different topics and domains. Below, we list the type of existing methods and their limitations in Table 1. To deal with the above-mentioned limitations of the existing methods, we address the problem of fake news detection in social media by developing a hybrid model. The model incorporates both news content and the potential information in comments and consists of two phases. The embedding process was carried out using bidirectional gated recurrent units (GRUs) and a support vector machine (SVM) with a Gaussian kernel for classification.

### 2 RELATED WORKS

While the issue of fake news identification is relatively recent, it has attracted considerable attention. Numerous methods to detect fake news within various datasets have been proposed. This section provides a summary of the current and relevant literature on fake news identification. To identify fake news, there are currently three approaches: propagation-based, source analysis, and content-based research. The propagation-based approach postulates that the distribution patterns of fake news are different from those of trustworthy news. According to the propagation map, these distribution patterns will include news as false or true [17]. The second approach evaluates the news piece's context and patterns, allowing early detection of false news [18]. The content-based research approach relies on the detection of both lexical and syntactic linguistic characteristics. It assumes that fake articles are formulated using syntactic and deceptive language [10,19,20,21,22]. The combination of a multilayer perceptron representation and hand-crafted features from the FNC-1 dataset was proposed in [23] for stance detection. The headline and body of each article are encoded with skip-thought vectors. The handmade features involve grams, char-grams, and weighted TF-IDF points between each article and headline body. The authors in [24] proposed the use of neural attention with bidirectional recurrent neural networks (RNNs) for coding an entire news article, the first two sentences of the article, and the article's headline. These representations are then paired with handmade characteristics, as used in [23]. Rubin et al. [25] divided the issue of fake news identification into three categories. These categories are large-scale hoaxes, humorous fake news, and severe fabrication. In [26], Conroy et al. proposed a hybrid approach to detecting false news. Their hybrid approach incorporates network analysis approaches and linguistic cues. For verification of the news, a vector space model was used in [27]. The authors utilised online knowledge to detect misleading information. Dadgar et al. [28] divided news with TF-IDF and SVM into separate categories. In [20], the authors referenced satirical cues to detect misleading or fake news. The SVM-based model evaluated a dataset containing 360 news articles. In [29], Jin et al. established opposing views on social media to cross-check news and validate their concept across a real-world dataset. There has been a detailed discussion of validation methods, data mining algorithms, and datasets for fake news identification [30]. Ahmed et al. employed classification
approaches and n-gram analysis to identify false news and opinion spam [31]. In [32], Gilda used bounded decision tree, SVM, random forest, gradient boosting, and stochastic gradient algorithms. The author's best results were achieved with the stochastic gradient descent method. Ruchansky et al. [33] used a hybrid algorithm called capture, score, and integrate (CSI) for fake news detection, where three characteristics were combined for more precise prediction. Shu et al. [34] proposed a fake news detection model that considers the association of related user interactions, publisher bias, and news stance.

Moreover, real-world fake news detection datasets were used to verify model efficiency. Long et al. [35] utilised a novel hybrid algorithm focussed on attention-based long short-term memory (LSTM) networks for fake news detection problems. The method was benchmarked against other fake news detection datasets. Figueira and Oliveira [36] reviewed the current state of fake news, suggesting a two-opposite approach for fake news to increase business awareness to automatically detect fake news. A new automated algorithm [10] was introduced by Perez-Rosas et al. The authors displayed a classification model based on combining lexical, syntactic, and semantic details. Buntain and Golbeck [37] introduced an automated method for catching fake news. They used this approach on three publicly accessible datasets. Bessi [38] used online social media to examine the statistical properties of fake news, speculation, and unproven claims. Zu et al. [39] have put forward a competitive approach to reducing the effect of incorrect information that focusses on the correlation between original wrong information and updated information. Shu et al. [40] considered user trust to create a new algorithm for fake news detection. Several other models have been developed for the detection of fake news [32,33,41,42,43]. In [42], the author took a different perspective and approached the issue as a nature language processing (NLP) problem. The author used deep learning based on NLP for the detection of fake news. In addition, the author proposed a new design that incorporated ‘attention-like’ mechanisms with a convolution network.

Furthermore, the author documented the results of comparing different neural networks (such as recurrent, LSTM, GRU, and attention-augmented convolutional). Accordingly, the RNN architecture with GRUs outperformed LSTM. The author also evaluated the dataset on other classifiers, such as vector support, stochastic gradient decrease etc. In [44], the authors used a detector that was automated with deep learning methods through a hierarchical network of three attention levels (3HAN). 3HAN has been used to construct a news vector with three attention levels corresponding to the input of a news article’s sentences, words, and headlines following a hierarchical bottom-up manner. A distinguishing feature of a fake news article is its headline, so relatively few phrases and words in an article are more important than the rest. Owing to its three layers of attention, 3HAN provides differential importance to parts of an article. The authors observed the efficacy of 3HAN with an accuracy of 96.77% through experiments on a large real-world dataset.

### 3 | DATASET

We used a public dataset, FakeNewsNet [13], that is collected especially for fake news detection. FakeNewsNet contains labelled news from two websites, politifact.com and gossipecop.com. The content includes linguistic and visual information, all the tweets and retweets for each news item, and corresponding Twitter user information. In addition, the dataset contains annotated statements and incorporates spatiotemporal information and information on the social context. In addition, the authors introduced a pipeline(75,104),(975,339)

| Method               | Limitations                                                                 |
|---------------------|-----------------------------------------------------------------------------|
| Content-based       | Trained professionals are required to analyse statements for integrity, which makes automation difficult. |
|                     | Lack of generalisation across languages, topics, and domains does not fully exploit and extract the content’s syntactic information. |
|                     | It is often challenging to determine veracity by text analysis alone, and thus additional information or fact-checking is necessary. |
| Propagation-based   | Model parameters are not user-specific, and the same rate constants and probabilities are assumed for all users. |
| Source-based        | Network monitoring requires the strategy to be updated based on changing network topologies. Therefore, network monitoring on large-scale networks can be costly because of network complexity. |
### Figure 1

Statistics of the FakeNewsNet repository

| Category          | Features                                      | PolitiFact | GossipCop |
|-------------------|-----------------------------------------------|------------|-----------|
| **News Content**  | # News articles                               | 432        | 624       | 5,323     | 16,817   |
|                   | # News articles with text                     | 420        | 528       | 4,947     | 16,694   |
|                   | # News articles with images                   | 336        | 447       | 1,250     | 16,767   |

| **Social Context** | # Users posting tweets                        | 95,553     | 249,887   | 265,155   | 80,137   |
|                    | # Users involved in likes                     | 113,473    | 401,363   | 348,852   | 145,078  |
|                    | # Users involved in retweets                  | 106,195    | 346,459   | 239,483   | 118,894  |
|                    | # Users involved in replies                   | 40,585     | 18,667    | 106,329   | 50,799   |
|                    | Tweets posting news                           | 164,892    | 399,237   | 519,581   | 876,967  |
| **Response**       | # Tweets with replies                         | 11,975     | 41,852    | 39,717    | 11,912   |
|                    | # Tweets with likes                           | 31692      | 93,859    | 96,906    | 41,889   |
|                    | # Tweets with retweets                        | 23,489     | 67,035    | 56,553    | 24,955   |
| **Network**        | # Followers                                   | 405,509,460| 1,012,182,640| 630,231,413| 293,001,487|
|                    | # Followers                                   | 449,463,357| 1,071,492,603| 619,207,586| 308,428,225|
|                    | Average # followers                           | 1299,98    | 982,67    | 1020,99   | 933,64   |
|                    | Average # followers                           | 1440,89    | 1040,21   | 1003,14   | 982,80   |
| **Spatial**        | # User profiles with locations                | 217,379    | 719,331   | 429,547   | 220,264  |
|                    | # Tweets with locations                       | 3,337      | 12,692    | 12,286    | 2,451    |
| **Temporal**       | # Timestamps for news pieces                  | 296        | 676       | 3,855     | 9,119    |
|                    | # Timestamps for response                     | 171,301    | 669,641   | 381,600   | 200,531  |

---

4.2 | **Sentence embedding**

The same approach used for word encoding is used to encode sentences. The RNN with GRU units is utilised to encode each sentence of news. The annotated word vector $O^k_i$ is used to learn the sentence representation $S_k$ by using the bidirectional GRU units. It can be shown mathematically as follows:

$$
S^k_i = GRU \left( O^k_i \right), k \in \{1, 2, ..., N\}
$$

$$
S^k_b = GRU \left( O^k_b \right), k \in \{N, ..., 2, 1\}
$$

Both forward and backward annotations were concatenated to obtain the sentence annotation $S_k = <S^k_f, S^k_b>$. The notation $S_k$ apprehends the contextual information from the sentences that lie in the locality of sentence $k$.

4.3 | **User comments embedding**

User comments are important in this scenario, as people express their opinions towards different news types by posting comments, reactions, and sharing sceptical opinions. Therefore, comments potentially contain useful semantic information to discriminate between real and fake news. The RNN with bidirectional GRU was used to encode such comments and is the same method applied for news in the previous section.

5 | **Theoretical Analysis**

Suppose we are given a news article $N$ that contains $S$ sentences $\{s_i\}_{i=1}^S$. Each sentence $s_i$ consists of $K_i$ words $\{w_j\}_{j=1}^{K_i}$. Let $C$ be the set of $T$ comments regarding news $N$ and each comment consists of $Q_j$ words. We treat the
fake news detection problem as a binary classification. Therefore, each news piece may be true \( y = 1 \) or fake \( y = 0 \). Further, we apply the embedding process that was explained in Section 4. After embedding, news content and comments were concatenated for each corresponding news article and given as input to the kernelised SVM. The output of the GRUs was limited to 512 units, and after concatenation of the comments, the size was extended to 1024 units. Hence, the size of the feature vector is limited to 1024 units. The SVM with a Gaussian kernel takes the input and transforms it into a high-dimensional space where the input becomes more separable. News can be easily classified in corresponding classes with high precision. Comments add more semantic information that has the potential to assist in fake news detection. This is because people express their emotions or opinions towards fake news via social media posts in the form of doubting opinions, asking related questions, stating their own explanations, and reacting sensationally. Therefore, these traits add an extra dimension to the detection task. As shown in Figure 2, the encoded comments are combined with the news content’s sentences to make a vector length of 1024 units, which further enhances fake news detection. The embedding method is the same as for sentence embedding, but logically, the process accumulates the complementing information that is potentially present in the comments. The feature vector’s size is set to 1024 units, as this vector becomes the input to the SVM for further processing. The performance of the SVM on this size is more accurate than it is for 512 or 128 units. Further, the input feature is again transformed to a higher dimension; therefore, increasing the size to more than 1024 units increases the processing overhead and thus has a negligible effect on accuracy.

6 | MODEL

In this study, SVM and RNN with bidirectional GRUs are incorporated to make a hybrid model to detect rumors in a given tweet. SVM is an efficient algorithm that works well on high-dimensional data, while RNNs are a variant of neural networks that incorporate previous timestamp data. Both SVM and RNN are sequential models, and the combination of both outperforms the existing algorithms. In the first step, the labelled tweets are fed to the RNN model with bidirectional GRU units and word and sentence embedding. In the second phase, the encoded words, sentences, and extracted document features are fed to the SVM. The SVM model was trained on the interim features, and the results of the model were recorded.

6.1 | Architecture

In our approach, RNN and SVM are introduced for detecting real and fake news. RNN with bidirectional GRUs was used for embedding the content and yields output in one-hot encoding as a 2D matrix. This output was given as input to the SVM to train it to detect real and fake news in the inputs. The SVM is incorporated with a Gaussian kernel, as shown in Equation (3), to enhance the detection power of the SVM:

\[
K(x, x^-) = \exp\left(-\frac{\|x - x^-\|^2}{2\sigma^2}\right)
\]

To determine the feature vector’s size and the maximum number of words, we choose the possible longest sentences in the content. Those sentences having a length equal to or less than the maximum number of words were padded to make
them 30-word sentences. All these unique-sized sentences were mapped to GRU layers to yield embedded sentences in the form of 2D one-hot encoding. Finally, this output was given as input to the SVM to detect true and false news classes. An illustration of our proposed model is shown in Figure 2.

6.2 Fine-tuning

We choose accuracy, precision, recall, and F1 score performance metrics to evaluate and compare the model’s performance. In the training process, we selected 75% of the samples randomly and evaluated the performance of the remaining 25% of the sample. This process was repeated five times, and the average measures are described in Table 2. The parameters for SVM were set to 0.001 and 1.0, respectively. These values were experimentally proved to be the best parameter values.

7 RESULTS AND COMPARISON

To further compare our proposed model, we chose the existing representative models described in the discussion that follows. For comparison with these models, various measures such as accuracy, f-score, precision, and sensitivity are computed, as shown in Table 2. However, it is often hard to measure the model’s performance using accuracy, recall, and precision, so we need to examine the AUC-ROC curve, which allows a false positive rate because it plots the true positive rate against a false positive rate. Figures 3 and 4 show the micro and macro average and class-wise AUC scores achieved with the proposed model and show consistent AUC scores, indicating stable predictions of the proposed model. In the following methods, hypothalamic-pituitary-adrenocortical–bidirectional long short-term memory (HPA–BLSTM) [45] and CSI [33] incorporate the news content and consider user comments, while other methods work based only on news content. Results in terms of the accuracy and F1 score of our proposed model were compared with the existing state-of-the-art models given in Figures 5 and 6. In Table 2, various performance measures indicate that our work outperforms the existing models.

- **HAN** [46]: To detect fake news, the hierarchical attention network (HAN) applies the framework of hierarchical attention neural networks on news content. In this

| Datasets     | Measure | Our model | HAN | TCNN–URG | HPA–BLSTM | CSI |
|--------------|---------|-----------|-----|----------|-----------|-----|
| PolitiFact   | Accuracy | 0.912     | 0.837 | 0.712    | 0.846     | 0.827 |
|              | Precision | 0.910    | 0.824 | 0.711    | 0.894     | 0.847 |
|              | Recall    | 0.961     | 0.896 | 0.941    | 0.868     | 0.897 |
|              | F1 score  | 0.932     | 0.860 | 0.810    | 0.881     | 0.871 |
| GossipCop    | Accuracy | 0.802     | 0.742 | 0.736    | 0.753     | 0.772 |
|              | Precision | 0.730    | 0.655 | 0.715    | 0.684     | 0.732 |
|              | Recall    | 0.790     | 0.689 | 0.521    | 0.662     | 0.638 |
|              | F1 score  | 0.762     | 0.672 | 0.603    | 0.673     | 0.682 |

Abbreviations: CSI, capture, score, and integrate; HAN, hierarchical attention network; HPA–BLSTM, hypothalamic-pituitary-adrenocortical–bidirectional long short-term memory; TCNN–URG, transfer convolutional neural network–user response generator.

Note: Best results are highlighted in bold.
framework, word-level attention is used on each sentence, while sentence-level attention is used on each document.

- **TCNN–URG** [15]: The transfer convolutional neural network–user response generator (TCNN–URG) framework contains two major components—a convolutional neural network and a conditional variational autoencoder. The convolutional neural network is responsible for learning representations from news content, while the variational auto-encoder is used to record attributes from user comments.

- **HPA–BLSTM** [45]: HPA–BLSTM utilises the HAN framework based on a neural network. It learns news embedding of word-level, postlevel, and sub-event-level user involvement on social media.

- **CSI** [33]: CSI is an LSTM-based hybrid deep learning framework that models news representations based on Doc2Vec embedding by taking news content and user comments as inputs.

## 8 | DISCUSSION AND LIMITATIONS

To consider only news content–based methods, semantic and syntactic cues can efficiently be captured through the HAN framework based on hierarchical attention neural networks. Our work is based on news content, but in addition, it incorporates comment data. From the results in Table 2, it can be observed that the comments contain complementary information; this helped us boost the detection performance of the method. The performance of our proposed method is higher than that of the HPA–BLSTM and CSI frameworks. HPA–BLSTM and CSI are user comments–based methods, and the performance of such methods is higher than that of the news content–based methods. Considering the incorporation of both comments and news content revealed that user comments have more discriminative power than either news content or comments alone. However, because our proposed model exploits user comments to improve the detection rate, this makes it highly vulnerable to attacks via adversarial comments (such as UNITRIGGER [47], HOTFLIP [48], TextBugger [49], and MALCOM [50]). In particular, generating high-quality comments and coherence to articles by using a less diverse set of highly relevant words can mislead our model.

Besides these attacks, GPT-2 [51] is a modern method that can produce fake texts. GPT-2 is a massive transformer-based language model with 1.5 billion parameters with the basic goal of predicting the next word in any text from previous words [51]. The terms ‘real text’ and ‘fake text’ refer only to whether the text was generated by a machine or a human. However, GPT-2 does not make a clear argument about the veracity of a piece of content. There are instances where a language model produces a valid expression, and there are also instances where a human writes a false statement. We argue that machine-generated text is not the same as false text. Identifying whether a part of the content is likely to be machine-generated may help gauge credibility. For instance, incorporating linguistic patterns can effectively detect human-written comments to identify a malicious comment generated by a machine. While this may improve the model's performance for detecting fake news, it also raises the bar for potential attacks.

In a different direction, a few studies [52,53,54] have suggested that fake news detection should not be simplified as supervised approaches that focus on individual binary labels. Instead, it should be modelled and studied as a continuous spectrum of values. Particularly, we should consider the complexity of embracing manipulation and deception to spot suspicious coordination. Consequently, the potential solution
should not include oversimplistic linear labels but should instead produce multifaceted questionable cooperation measurements.

Finally, one SVM limitation is that its performance depends on feature vector size. As the feature vector becomes larger, performance goes up, but performance decreases for small feature vectors. Therefore, the feature vector’s minimum size (output of the GRUs) was limited to 512 units.

9 | CONCLUSION

We have proposed a hybrid model based on an RNN and a SVM to detect rumours in news content in FakeNews datasets composed of two subparts, the Politifact and GossipCop datasets. RNN was utilised for encoding news content and comments to feature representation. The features were given as input to an SVM with a Gaussian kernel to detect rumours (real or fake news) in the input data. Results in terms of the accuracy and F1 score of our proposed model were compared with existing state-of-the-art models. Various performance measures show that our work has outperformed those existing models.

Researchers need to devote more attention to grasping fake news structures to understand their patterns and dissemination across the digital universe. The online presentation of fake news has adapted in line with digital growth and continues to acquire new formats that are increasingly significant. Future research should discuss the effect of fake news and misinformation broadly for the latest forms. The phenomenon of fake news with a broader range of sources in various scenarios will also be essential in future studies.
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