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Abstract

A new communication scheme for Gaussian parallel relay networks based on superposition coding and partial decoding at the relays is presented. Some specific examples are proposed in which two codebook layers are superimposed. The first level codebook is constructed with symbols from a binary or ternary alphabet while the second level codebook is composed of codewords chosen with Gaussian symbols. The new communication scheme is a generalization of decode-and-forward, amplify-and-forward, and bursty-amplify-and-forward. The asymptotic low SNR regime is studied using achievable rates and minimum energy-per-bit as performance metrics. It is shown that the new scheme outperforms all previously known schemes for some channels and parameter ranges.

I. INTRODUCTION

Cooperation in wireless networks is often modeled through relay networks. In these models one or more source nodes communicate with one or more destination nodes with the help of intermediate relay nodes. Relay network models are of relevance in wireless sensor networks where the sensor nodes have limited transmission power capabilities and communication range. In this work we study a special type of relay network called the diamond network for the network with two relays and parallel relay network for the general case with more than two relays, introduced by Schein and Gallager [1], [2]. This is a single-source single-destination layered network model with three layers, namely the source layer, relay layer, and destination layer, with the property that the nodes in each layer can only communicate with nodes in the next layer. The communication from the source to the relays takes place over a broadcast channel (BC) while the communication from the relays to the destination takes place over a multiple access channel (MAC). Note that in this simple model there is no direct communication path from the source to the destination. We focus on the Gaussian case, in which the transmitted signals are real and subject to an average power constraint, and the received signals are affected by channel attenuation and additive white Gaussian noise.

Despite the simplicity of the model, its capacity, that is, the maximum reliable communication rate from source to destination, is in general unknown. The best known capacity upper bound is based on the cut-set bound. Many communication strategies have been proposed, such as decode-and-forward (DF), compress-and-forward, amplify-and-forward (AF), bursty-amplify-and-forward (BAF), rematch-and-forward, and combinations thereof, leading to various capacity lower bounds. Depending on the channel gains and signal to noise ratios (SNR), some communication schemes perform better than others. Many wireless sensor networks operate in the low SNR regime where power is a scarce resource and the main performance limiter. As a result, it is of interest to design and evaluate communication schemes that exhibit good performance at low SNR. We study the performance of various communication schemes in the asymptotic regime of SNR going to zero using as performance metrics channel capacity and minimum energy-per-bit (i.e. minimum required energy to communicate 1 bit of information).

The first two communication schemes considered for parallel relay networks are DF and AF. In DF all the relays decode the source message and retransmit it to the destination achieving a beamforming gain. DF exhibits good performance when the links from the source to the relays are sufficiently stronger than the links from the relays to the destination. However, when the links from the source to the relays are relatively weak compared to the links from the relays to the destination, the requirement of decoding the source message at all relays is too restrictive. In AF the relays amplify the received signals with certain gains making no attempt to decode the source message.
While amplifying the received signals the relays also amplify the received noise. While in some regimes AF can achieve the channel capacity, at low SNR the relays use most of their available power amplifying the received noise, and the resulting performance of AF is poor.

An approach to improve the performance of AF in the low SNR regime is to remain silent a fraction of the symbol times and communicate in bursts to increase the effective SNR of the signal transmitted during the bursts. This communication scheme, denoted BAF and proposed in [2], achieves better rates than DF when the links from the relays to the destination are sufficiently stronger than the links from the source to the relays. In BAF, the source, relays, and destination know in advance the burst pattern, which is usually a contiguous block of symbols. As a result, the burst pattern does not carry any information.

In this work we propose a new communication scheme tailored to the low SNR regime which we denote superposition-partially-decode-and-forward (SPDF). In the binary form of our proposed SPDF scheme, we generate a binary codebook (i.e. with symbols chosen from \{0, 1\}) of sparse binary patterns, and encode part of the source message through the selection of a codeword from this codebook. The remaining part of the source message is encoded through an independent codeword, transmitted in the symbol positions where the binary codeword has ones. The relays then decode the binary codeword and amplify the received signal only in the time indices where the binary codeword has ones. Finally the destination jointly decodes both codewords. We see that SPDF leverages the benefits of BAF of increasing the symbol SNR to avoid excessive noise amplification, while achieving some additional rate by conveying information through the binary codeword. As will be shown in Sections III and V the binary SPDF scheme can be generalized in various ways.

We characterize the rates that can be achieved with the SPDF scheme, and analyze its performance in the asymptotic regime of \(\text{SNR} \to 0\) for parallel relay networks with some symmetry properties. We also study the energy-per-bit achievable with SPDF and obtain a minimum energy-per-bit characterization within a constant multiplicative factor for symmetric Gaussian diamond networks. Our results show that the new communication scheme matches or exceeds the performance of all previously known communication schemes in the low SNR regime.

The remainder of the paper is organized as follows. Subsections I-A and I-B below, present related literature and the notation used in the rest the paper. In Section II we describe the communication model that we will use throughout the paper. Section III presents the achievable rates with known communication schemes and with the new proposed SPDF communication scheme. In Section IV cut-set upper bounds for various networks are presented, which will be used in later sections to evaluate the performance of the different achievable rates. In Section V we analyze the performance of the existing and new communication schemes in the asymptotic low SNR regime through a capacity formulation. Section VI shows how the asymptotic low SNR capacity characterizations can be used to obtain minimum energy-per-bit performance bounds. Finally in Section VII we give some concluding remarks. The proofs of the results are given in the appendices.

A. Related work

To put our work into context, we briefly discuss related results which provide various characterizations of the fundamental communication limits in relay networks. While in general the upper and lower capacity bounds for relay networks do not match, the additive gap between them has been shown to be upper bounded by a constant that is independent of the channel gains and power constraints and that only depends on the number of nodes in the network [3], [4]. For the symmetric \(N\)-relay Gaussian parallel network, the constant additive gap characterization has been improved in [3] to 1.8 bits, independent of the number of relays \(N\). Capacity characterizations within a constant additive gap are of practical relevance in moderate to high signal to noise ratio (SNR) regimes and in networks of small size, in which the constant additive gap is small compared to the achievable communication rates.

Many wireless sensor networks operate in the low SNR regime, for which a capacity approximation within a constant multiplicative factor, instead of within a constant additive gap, is more appropriate. For general relay

\footnote{This constant additive gap capacity characterization applies to general single source relay networks.}
networks with single-source multicast Avestimehr et al. [3] derived a capacity approximation within a factor of \(2d(d + 1)\) where \(d\) is the maximum node degree in the network. In the specific case of a parallel relay network the maximum degree is \(d = N\) so the above result becomes \(2N(N + 1)\). Recently, this capacity characterization within a multiplicative factor has been improved in [8] for the special case of the symmetric \(N\)-relay Gaussian parallel network. In this special case, the capacity has been characterized to within a multiplicative factor of 14, which is independent of the number of relay nodes or the maximum degree in the network. We note that this multiplicative factor can be readily improved for networks of small size where the exact cut-set bound can be computed.

The low SNR regime can also be studied via a minimum energy-per-bit formulation. The minimum energy-per-bit in the relay channel (i.e. single relay network with a direct signal path from source to destination) has been studied in [11]. This work establishes a relationship between the minimum energy-per-bit and capacity, and characterizes the minimum energy-per-bit within a constant factor.

The BAF communication scheme is not known to achieve capacity in relay channels with constant gains. However, it has been shown in [12] that in the slow-fading Gaussian relay channel at low SNR, BAF achieves the outage capacity for low outage probability.

A communication scheme denoted rematch-and-forward (RM) has been proposed in [5] for cases where there is a bandwidth mismatch between the source-relay and relay-destination links. In addition, RM has been shown to offer performance benefits even in cases where there is no bandwidth mismatch as long as the SNR is sufficiently high. Furthermore, RM has been studied in the context of half-duplex diamond relay networks that allow communication between relays [6].

**B. Notation**

Regarding notation, we use lowercase letters to denote scalars, uppercase letters to denote random variables, boldface letters to denote vectors, and calligraphic uppercase letters to denote sets. For example, \(a\) is a constant scalar, \(\mathbf{V}\) is a random vector, and \(\mathcal{M}\) is a set. \(\mathcal{A}^c\) and \(|\mathcal{A}|\) denote the complement and the cardinality of the set \(\mathcal{A}\). An \(n\)-vector \((x_1, \ldots, x_n)\) is written as \(\mathbf{x}^n\), and its \(t^{th}\) element is expressed as \(x[t]\). Differential entropy and mutual information are denoted by \(h\) and \(I\) and are expressed in bits. \(\ln\) is used for natural logarithm while \(\log_2\) is used for base-2 logarithm. Probability and expectation are denoted by \(\Pr\) and \(\mathbb{E}\). A Gaussian distribution with mean \(\mu\) and variance \(\sigma^2\) is denoted by \(\mathcal{N}(\mu, \sigma^2)\). We use the notation \(a_n = 2^{n(b + \epsilon)}\) to express that \(|\frac{1}{n} \log a_n - b| < \epsilon\). 1\{·\} is the indicator function. All the rates are presented in bits.

**II. COMMUNICATION MODEL**

We consider a parallel relay network consisting of a source node \(S\), \(N\) relay nodes Relay \(i\), \(i = 1, \ldots, N\), and a destination node \(D\) (cf. Figure 1). We focus on the memoryless discrete-time Gaussian version of the model.
where the source and relays transmit real signals subject to given power constraints, and the received signals are attenuated by real channel gains and corrupted by independent additive white Gaussian noise.

We denote by $X_S[t]$ and $X_i[t]$ the signals transmitted by the source and relays $i = 1, \ldots, N$ at discrete time $t$ respectively. We denote by $\sqrt{g_i} \in \mathbb{R}_+$ the channel gain from the source to relay $i$ and by $\sqrt{h_i} \in \mathbb{R}_+$ the channel gain from relay $i$ to the destination, noting that there is no loss of generality in considering non-negative channel gains. In addition, without loss of generality (WLOG), we assume $g_1 \leq g_2 \leq \ldots \leq g_N$. The received signal at relay $i$, $Y_i$, and the received signal at the destination, $Y_D$, are given by

\begin{align}
Y_i[t] &= \sqrt{g_i} X_S[t] + Z_i[t] \quad \text{for } i = 1, \ldots, N,
\end{align}

\begin{align}
Y_D[t] &= \sum_{i=1}^N \sqrt{h_i} X_i[t] + Z_D[t],
\end{align}

where $Z_1[t], \ldots, Z_N[t]$ and $Z_D[t]$ are i.i.d. random variables with distribution $\mathcal{N}(0, N_0)$.

The source wants to communicate to the destination a random message $W$ that is uniformly distributed in the set $\{1, 2, \ldots, M\}$. A $(2^{nR}, n)$ code for the parallel relay network consists of a set of integers $\mathcal{M} = \{1, 2, \ldots, 2^{nR}\}$ with $|2^{nR}| = M$, called the message set and the following encoding and decoding functions. The source uses an encoding function $\text{Enc}_S : \{1, 2, \ldots, M\} \to \mathbb{R}^n$ to map any message $w \in \mathcal{M}$ into a vector $(x_{S,w}[1], \ldots, x_{S,w}[n]) = \text{Enc}_S(w)$. At time $t$ relay $i$ maps the input signals $(y_i[1], \ldots, y_i[t-1])$ into an output signal $x_i[t]$ using an encoding function $\text{Enc}_i^{-1} : \mathbb{R}^{t-1} \to \mathbb{R}$ for $i = 1, \ldots, N$ and $t = 1, \ldots, n$. The decoder outputs an estimate of the transmitted message $\hat{w} = \text{Dec}(Y_D[1], \ldots, Y_D[n])$ using the decoding function $\text{Dec} : \mathbb{R}^n \to \{1, 2, \ldots, M\}$.

We assume the average power of the transmitted signals to be upper bounded by $P_S$ at source node and $P_i$ at relay nodes $i = 1, 2, \ldots, N$, i.e. for a block of $n$ symbols

\begin{align}
\frac{1}{n} \sum_{t=1}^n x_{S,w}[t]^2 &< P_S , \quad \text{for all } w \in \mathcal{M}, \\
\frac{1}{n} \sum_{t=1}^n x_i[t]^2 &< P_i , \quad \text{for all } y_i^n \in \mathbb{R}^n, \quad \text{for } i = 1, \ldots, N,
\end{align}

noting that in (4) $x_i[t] = \text{Enc}_i^{-1}(y_i[t])$.

The average probability of error is defined as the probability that the decoder’s estimate $\hat{W}$ is not equal to the transmitted message $W$, and is given by

\[
P_e^{(n)} = \frac{1}{2^{nR}} \sum_{w \in \mathcal{M}} \Pr\left\{\text{Dec}(\{Y_D[i]\}_{i=1}^n) \neq w \mid w \text{ sent}\right\},
\]

where $W$ is assumed to be uniformly distributed over the elements of $\mathcal{M}$.

The rate $R$ is said to be achievable for the parallel relay network if there exists a sequence of $(2^{nR}, n)$ codes with the transmitted signals satisfying the power constraints (3) and (4) such that $P_e^{(n)}$ tends to zero as $n$ tends to infinity.

For a code with block length $n$ and rate $R_n \geq 1/n$, where the rate can vary with $n$, the energy of codeword $w \in \mathcal{M}$ is given by

\[
\mathcal{E}_S^{(n)}(w) = \sum_{t=1}^n x_{S,w}[t]^2
\]

and the maximum transmission energy of relay $i$ is

\[
\mathcal{E}_i^{(n)} = \sup_{y_i^n \in \mathbb{R}^n} \left(\sum_{t=1}^n x_i[t]^2\right).
\]
The energy-per-bit for the code is given by
\[ E^{(n)} = \frac{1}{nR_n} \left( \max_{w \in M} E_S^{(n)}(w) + \sum_{i=1}^{N} E_i^{(n)} \right). \]

An energy-per-bit \( E \) is said to be achievable if there exist a sequence of \( (2^{nR_n}, n) \) codes with \( P_e^{(n)} \to 0 \) and \( \lim \sup E^{(n)} \leq E \). The minimum energy-per-bit \( E_b \) is the infimum of the set of achievable energy-per-bit values.

In Sections III through V we assume that the power constraints on the source and relays are equal to one, i.e. \( P_S = P_i = 1 \), for \( i = 1, \ldots, N \) and the noise variances at the relays and destination are equal to one, i.e. \( N_0 = 1 \). This normalization does not reduce the generality of the results since different power constraints and noise variances can be absorbed in the channel gains.

III. ACHIEVABLE RATES

A. Existing communication schemes

In this subsection we obtain the rates achievable with DF, AF, and BAF. In DF each relay must decode the message transmitted by the source node. As a result, the achievable rate cannot exceed the capacity of the point-to-point channel from the source to each relay \( i \). Therefore,
\[ R_{DF} \leq \frac{1}{2} \log_2 (1 + g_i), \quad i = 1, \ldots, N. \]

In addition, since all the relays decode the transmitted message, they can beamform their transmissions to the destination. The achievable rate cannot exceed the capacity of the multiple-input single-output (MISO) point-to-point channel from the relays to the destination, obtaining
\[ R_{DF} \leq \frac{1}{2} \log_2 \left[ 1 + \left( \sum_{i=1}^{N} \sqrt{h_i} \right)^2 \right]. \]

Combining (5) and (6) we obtain the achievable rate with the DF communication scheme
\[ R_{DF} = \frac{1}{2} \log_2 \left[ 1 + \min_{1 \leq i \leq N} \left\{ \min_{g_i} \left( \sum_{i=1}^{N} \sqrt{h_i} \right)^2 \right\} \right]. \]

In AF, each relay amplifies its received signal by an amplification factor \( \sqrt{\kappa_i} \). In order not to exceed the transmit power constraint, the amplification factor must satisfy \( \kappa_i < 1/(1 + g_i) \). The optimal values of \( \{\kappa_i\}_{i=1}^{N} \) are obtained through optimization. AF also achieves a beamforming gain from the relays to the destination, but in contrast to DF, the received noise at the relays is amplified and added to the overall received noise at the destination. Taking into account the amplification factors \( \sqrt{\kappa_i} \) and the additional noise appearing at the destination, we obtain the following achievable rate for the AF scheme
\[ R_{AF} = \sup_{0 \leq \kappa_i < 1/(1 + g_i)} \frac{1}{2} \log_2 \left[ 1 + \frac{\left( \sum_{i=1}^{N} \sqrt{\kappa_i g_i h_i} \right)^2}{\sum_{i=1}^{N} \kappa_i h_i + 1} \right]. \]

Finally, in BAF the source and relays transmit only during a fraction \( \delta \) of the time, remaining silent during the remaining channel uses. This allows to increase the transmission power at the source and relays by a factor \( 1/\delta \) while still satisfying the average power constraint. The amplification factor at relay \( i, \kappa_i \), must satisfy \( \kappa_i < 1/(\delta + g_i) \),
with the best performance obtained by optimizing the rate over the feasible values of \( \{ \kappa_i \} \). Since the channel is only used a fraction \( \delta \) of time, which can also be optimized, the resulting achievable rate of the BAF scheme is

\[
R_{\text{BAF}} = \sup_{0 \leq \delta \leq 1} \frac{\delta}{2} \log_2 \left[ 1 + \frac{\left( \sum_{i=1}^{\kappa} \frac{\sqrt{g_i h_i}}{\delta} \right)^2}{\sum_{i=1}^{\kappa} \kappa_i h_i + 1} \right].
\]

B. The Superposition-Partially-Decode-and-Forward communication scheme

Sending correlated signals at the relays achieves a beamforming gain in the links to the destination. This correlation can be achieved if the relays decode the source message and re-encode it using the same codebook (decode-and-forward), or if they amplify the received signals (amplify-and-forward). As mentioned in the introduction, AF leads to poor performance at low SNR due to noise amplification. The use of the AF scheme in bursts (bursty-amplify-and-forward) allows to increase the effective symbol SNR while satisfying the power constraints at the source and relays.

The SPDF communication scheme that we propose is a generalization of DF, AF, and BAF. In the BAF scheme, the bursts occur in predetermined time intervals, and no information is carried in the timing of the bursts. A burst pattern can be interpreted as a binary \( \{0, 1\} \) sequence that has ones in the time positions where the source puts positive transmission power. In BAF this binary sequence is constant. Our SPDF scheme is inspired by the observation that it is possible to encode information by using different binary patterns as long as the relays and destination can identify these patterns. The relays need to determine the binary pattern in order to know when to amplify the received signal and when to remain silent.

As in BAF, we increase the effective SNR of AF by transmitting sparse or low duty cycle signals. One way of generating these signals is by generating a binary codebook \( C \) with random i.i.d. codewords \( u_{i,i} \) with Bernoulli(\( \delta \)) symbols, and for each of these codewords \( u_{1,i} \), generating a random codebook \( C_{2,i} \) with codewords \( u_{2,i,i} \) with symbols distributed as \( \mathcal{N}(0, 1/\delta) \) for the time indices where \( u_{1,i,i}[t] = 1 \) and with constant value 0 for the time indices where \( u_{1,i,i}[t] = 0 \). The source transmits a message indexed by \( (i_1, i_2) \) by transmitting \( u_{2,i,i} \). Then the relays attempt to decode the binary codeword \( u_{1,i} \) and amplify the received signal only in the time indices \( t \) where \( u_{1,i,i}[t] = 1 \), using appropriate gains to satisfy the power constraints. Finally the receiver attempts to decode both \( u_{1,i} \) and \( u_{2,i,i} \) generating an estimate \( (i_1, i_2) \). We call this communication scheme Binary SPDF or BSPDF.

The following theorem characterizes the rates that can be achieved with the BSPDF communication scheme.

**Theorem 1.** Assume \( B \sim \text{Bernoulli}(\delta) \) and \( X_S \mid \{ B = 0 \} = 0 \) (i.e. a mass of probability one at zero), \( X_S \mid \{ B = 1 \} \sim \mathcal{N}(0, \sigma^2) \). The received signal at relay \( i = 1, \ldots, N \), is \( Y_i = \sqrt{g_i}X_S + Z_i \), where \( Z_i \) is i.i.d. \( \mathcal{N}(0, 1) \). Relay \( i, i = 1, \ldots, N \), amplifies the received signal \( Y_i \) by a constant \( \sqrt{\kappa_i} \) if \( B \) is equal to one, otherwise the relay sets its output equal to zero. This results in \( Y_D = \{ B = 1 \} \sum_{i=1}^{N} \sqrt{\kappa_i} h_i Y_i + Z_D \). If \( \delta \sigma^2 < 1 \) and \( \delta \kappa_i (g_i \sigma^2 + 1) < 1, i = 1, \ldots, N \), then the rate \( R = R_1 + R_2 \) is achievable if

\[
R_1 < I(B; Y_1),
\]
\[
R_2 < I(X_S; Y_D | B),
\]
\[
R_1 + R_2 < I(B, X_S; Y_D).
\]

**Proof:** The proof is given in Appendix A.

We note that in Theorem 1 \( \kappa_1, \ldots, \kappa_N, \sigma^2 \) and \( \delta \) are parameters that can be optimized for given channel gains in order to maximize the achievable rate \( R \).

As will be shown in Section VII timesharing between two BSPDF schemes with different parameters can improve the achievable rate. This means that it is possible to improve performance by using different average power levels in the non-zero parts of the transmitted codewords, and using different amplification factors at the relays for these different codeword parts. This suggests that the BSPDF scheme outlined above can be generalized by considering
more general distributions to generate $C_1$. In addition, we can generalize the mapping that the relays use to map at time $t$ the decoded symbol and received signal $(u_{1,i}[t], y_i[t])$ into $x_i[t]$, the transmitted signal.

The following theorem presents a generalization of Theorem 1 to ternary alphabets for the symbols of the codewords in $C_1$ and two different amplification factors for the relaying functions of each relay. We call the resulting communication scheme Ternary SPDF or TSPDF.

**Theorem 2.** Consider the discrete random variable $T$ over the alphabet $\{0, 1, 2\}$ such that $\Pr(T = 0) = 1 - \delta_1 - \delta_2$, $\Pr(T = 1) = \delta_1$ and $\Pr(T = 2) = \delta_2$ for $\delta_1, \delta_2 > 0$, $\delta_1 + \delta_2 \leq 1$. Let the random variable $X_S$ be such that $X_S|\{T = 0\} = 0$ (i.e. a mass of probability one at zero), $X_S|\{T = 1\} \sim \mathcal{N}(0, \sigma_1^2)$ and $X_S|\{T = 2\} \sim \mathcal{N}(0, \sigma_2^2)$. The received signal at relay $i = 1, \ldots, N$, is given by $\sqrt{g_i}X_S + Z_i$ where $Z_i \sim \mathcal{N}(0, 1)$ are i.i.d. Relay $i$ amplifies the received signal by a constant $\sqrt{k_{i1}}$ if $T = 1$, by a constant $\sqrt{k_{i2}}$ if $T = 2$, and sets its output to zero if $T = 0$, for $i = 1, 2, \ldots, N$. This results in $Y_D = 1\{T = 1\}\sum_{i=1}^N \sqrt{k_{i1}}h_iY_i + 1\{T = 2\}\sum_{i=1}^N \sqrt{k_{i2}}h_iY_i + Z_D$. Given $\delta_1\sigma_1^2 + \delta_2\sigma_2^2 < 1$ and $\delta_1k_{i1}(g_i\sigma_1^2 + 1) + \delta_2k_{i2}(g_i\sigma_2^2 + 1) < 1$ for $i = 1, 2, \ldots, N$, then the rate $R = R_1 + R_2$ is achievable if

\begin{align}
R_1 &< I(T; Y_1), \\
R_2 &< I(X_S; Y_D|T), \\
R_1 + R_2 &< I(T, X_S; Y_D).
\end{align}

**Proof:** The proof is given in Appendix B.

We can generalize the BSPDF and TSPDF communication schemes by using more than two message levels and require different relays to decode different message-level sets. For example in cases where the channel gains $\sqrt{g_i}$ are different we may require some relays to decode all transmitted message levels, while requiring other relays to decode the message at level one, and finally let other relays amplify the received signals without decoding any messages.

In general, we can consider $K$ message levels with $K$ up to $2^N$ (one message level for each subset of relays). However, the fact that the broadcast channel from the source to the relays is degraded implies that $N + 1$ levels suffice. This is because if the message at level $k$ is to be decoded by relay $i$, all relays $j$ with $j > i$ are also able to decode the message due to the assumption $g_j \geq g_i$ for $j > i$. We use $f(i), f : \{1, \ldots, N\} \to \{0, 1, \ldots, K\}$, to denote the maximum message level that relay $i$ can decode or zero if relay $i$ does not decode any message level, noting that $f$ is non-decreasing. In this multi-level message setting, we require the destination to be able to decode all message levels.

We can further generalize the BSPDF and TSPDF schemes by considering more general relaying functions. We denote by $w_i(u_1, \ldots, u_f(i), y_i)$ the transfer function of relay $i$ which at time $t$ produces the output $x_i[t] = w_i(u_1[t], \ldots, u_f(i)[t], y_i[t])$ based on the decoded codeword symbols $u_1, \ldots, u_f(i)$ and the received signal $y_i$ at time $t$. We can think of the symbols $u_1[t], \ldots, u_f(i)[t]$ as a directive to relay $i$ about how to process its input $y_i[t]$ in order to produce its output $x_i[t]$. The multiple codebook levels allow to give different directives to the various relays depending on their decoding capabilities. In addition, the codewords obtained from these symbols convey part of the source message to the destination.

Theorem 3 below establishes the rates that can be achieved with this more general communication scheme which we call SPDF. While these rates are characterized in terms of single letter bounds, the actual computation of the achievable rates requires appropriate choices for the joint distribution of the random variables used to generate the codebooks, the function $f(\cdot)$, and the mapping functions used at the relays, which are all design parameters.

**Theorem 3.** Let $1 \leq K \leq N + 1$ be some integer constant and $f : \{1, \ldots, N\} \to \{0, 1, \ldots, K\}$ be a non-decreasing function that denotes the maximum message level that relay $i$ can decode. In addition, let $(U_1, \ldots, U_K)$
be distributed according to some joint distribution \( P_{U_1,\ldots,U_K} \) satisfying \( \mathbb{E}[U_K^2] < 1 \), and define
\[
V_i = \sqrt{g_i} U_k + Z_i, \quad \text{for } i = 1, \ldots, N, \\
V_D = \sum_{i=1}^{N} \sqrt{h_i} w_i(U_1, \ldots, U_{f(i)}; V_i) + Z_D,
\]
where \( Z_1, \ldots, Z_N \) and \( Z_D \) are i.i.d. \( \mathcal{N}(0,1) \), and the relay transfer functions \( w_i : \mathbb{R}^{f(i)+1} \to \mathbb{R} \) for \( i = 1, \ldots, N \) satisfy
\[
\mathbb{E}[(w_i(U_1, \ldots, U_{f(i)}; V_i))^2] < 1, \quad \text{for } i = 1, \ldots, N.
\]
Then, the rate \( R = \sum_{m=1}^{K} R_m \) is achievable in the parallel relay network if
\[
\sum_{m=k}^{f(i)} R_m < I(U_k, \ldots, U_{f(i)}; V_i|U_1, \ldots, U_{k-1}), \quad \text{where } i = \min_{1 \leq j \leq N : f(j) = k}, \quad \text{for } k = 1, \ldots, K,
\]
\[
\sum_{m=k}^{K} R_m < I(U_k, \ldots, U_K; V_D|U_1, \ldots, U_{k-1}), \quad \text{for } k = 1, \ldots, K.
\]

**Proof:** The proof is given in Appendix C. □

In order to explain the role of the different variables and functions introduced in Theorem 3, we derive their relationship to the quantities introduced in Theorem 1 for BSPDF. BSPDF uses \( K = 2 \) codebook levels, and the following function \( f : f(1) = \ldots = f(N) = 1 \) (i.e. all relay nodes decode the first level codeword, while the destination decodes the first and second level codewords). In addition, the binary auxiliary random variable \( B \) of Theorem 1 becomes \( U_1 \) in Theorem 3, while \( X_S \) becomes \( U_2 \). In Theorem 3 we set the relay transfer functions \( w_i(B, Y_i) = 1 \{ B = 1 \} \sqrt{\kappa_i} Y_i \), for \( i = 1, \ldots, N \). We note that due to technical reasons in the proof of Theorem 3, the auxiliary random variables \( (U_1, \ldots, U_K) \) have a continuous distribution. The proof of Theorem 3 shows how to emulate the discrete auxiliary random variable of BSPDF with a continuous random variable.

We can also use Theorem 3 to generalize the BSPDF scheme by allowing different relays to decode different message levels. The function \( f \), as before, specifies the maximum message level that relay \( i \) can decode or zero if it does not decode any message level. We use the notation \( \text{BSPDF}(f) \) to make the dependence on \( f \) explicit.

**Corollary 1 (BSPDF(i)).** Assume \( B \sim \text{Bernoulli}(\delta) \) and \( X_S \{ B = 0 \} \) = 0 (i.e. a mass of probability one at zero), \( X_S \{ B = 1 \} \sim \mathcal{N}(0, \sigma^2) \). The received signal at relay \( i = 1, \ldots, N \), is \( Y_i = \sqrt{g_i} X_S + Z_i \), where \( Z_i \) is i.i.d. \( \mathcal{N}(0,1) \). Relays with \( f(i) = 0 \) amplify the received signals \( Y_i \) by constants \( \sqrt{\kappa_i} \), relays with \( f(i) = 1 \) amplify the received signals \( Y_i \) by constants \( \sqrt{\kappa_i} \) if \( B \) is equal to one, otherwise the relays set their output equal to zero, and relays \( i \) with \( f(i) = 2 \) retransmit the source message \( X_S \). This results in \( Y_D = \sum_{i : f(i) = 0} \sqrt{\kappa_i} Y_i + \sum_{i : f(i) = 1} \{ B = 1 \} \sqrt{\kappa_i} Y_i + \sum_{i : f(i) = 2} \sqrt{\kappa_i} X_S + Z_D \). If \( \delta \sigma^2 < 1, \kappa_i (\delta g_i \sigma^2 + 1) < 1 \), for all \( i \) such that \( f(i) = 0 \), and \( \delta \kappa_i (g_i \sigma^2 + 1) < 1 \), for all \( i \) such that \( f(i) = 1 \), then the rate \( R = R_1 + R_2 \) is achievable if
\[
R_1 < I(B; Y_i), \quad \text{where } i = \min_{1 \leq j \leq N : f(j) = 1} j, \\
R_2 < I(X_S; Y_i|B), \quad \text{where } i = \min_{1 \leq j \leq N : f(j) = 2} j, \quad \text{and} \\
R_2 < I(X_S; Y_D|B), \\
R_1 + R_2 < I(B, X_S; Y_D).
\]

**Proof:** The proof follows along the same lines of the proof of Theorem 1 by specifying proper auxiliary random variables and relay transfer functions in Theorem 3. The details are omitted. □

It will be shown in Section 4-C that this BSPDF generalization provides rate improvements in asymmetric channels.
C. Timesharing different schemes

It is possible to timeshare different communication schemes, splitting the available time and power among them. As will be seen in Section V for some channels timesharing various schemes achieves larger rates than those achievable with any of the constituent schemes alone. In this subsection we characterize the rates achievable with timesharing.

Let \( R_i(P_S, P_1, \ldots, P_N) \), denote the maximum achievable rate with communication scheme \( i \) under average power constraints at the source and relays \( P_S, P_1, \ldots, P_N \) respectively. Define the achievable rate-power region with communication scheme \( i \) by \( \tilde{R}_i \), i.e.

\[
\tilde{R}_i = \{(r_i, p_S, p_1, \ldots, p_N) \in \mathbb{R}^{N+2}_+ : r_i \leq R_i(p_S, p_1, \ldots, p_N)\}.
\]

Timesharing various schemes indexed by \( i \in I \) we can achieve rate-power vectors in \( \widetilde{R} = \text{Convex Hull}(\cup_{i \in I} \tilde{R}_i) \). In the channel with unit power constraints at the source and relays we can achieve rate-power vectors in \( R = \{(r, p_S, p_1, \ldots, p_N) \in \tilde{R} : p_S < 1, p_1 < 1, \ldots, p_N < 1\} \).

For all the schemes that we consider in this paper \( R_i(P_S, P_1, \ldots, P_N) \) is a continuous function. Since in addition \( R_i(0, \ldots, 0) = 0 \) for any communication scheme, we have that \( \cup_{i \in I} \tilde{R}_i \) is a connected set. Using Carathéodory’s theorem [10] and its extension we have that any point \( (r, p_s, p_1, \ldots, p_N) \in \tilde{R} \) can be written as \( \sum_{j=1}^{N+2} \lambda_j (r_j, p_{s,j}, p_{1,j}, \ldots, p_{N,j}) \) with \( \lambda_j \geq 0 \), \( \sum_{j=1}^{N+2} \lambda_j = 1 \) and \( (r_j, p_{s,j}, p_{1,j}, \ldots, p_{N,j}) \in \tilde{R}_i \) for some \( i \), and for \( j = 1, \ldots, N + 2 \). This means that it is enough to timeshare \( N + 2 \) pure schemes to achieve the timesharing region.

Furthermore, in some special cases we can reduce the number of pure schemes to timeshare below \( N + 2 \). For example, in a symmetric parallel relay network we may restrict attention to communication schemes that assign the same power to all relays. In this case, we can reduce the dimension of the space where all the sets above (i.e. \( \tilde{R}_i, \tilde{R}, R \)) are defined to three, and timesharing three pure schemes suffices to achieve the timesharing region.

The timesharing results of Section V are obtained by using the above properties.

IV. CUT-SET UPPER BOUND

The best known upper bound for the parallel relay network is based on the so-called cut-set upper bound. For a general network with node set \( \mathcal{N} \) a cut \( \Omega \) is any subset of \( \mathcal{N} \). Let \( Y_i \) and \( X_i \) be the input and output variables associated with node \( i \), and \( R_{ij} \) be the transmission rate from node \( i \) to node \( j \). The following proposition gives the cut-set capacity upper bound for the network [7, Theorem 15.10.1].

**Proposition 1.** If the information rates \( \{R_{ij}\} \) are achievable, there exists some joint probability distribution \( p(X_1, \ldots, X_{|\mathcal{N}|}) \) (or probability density function in case of continuous random variables) such that

\[
\sum_{i \in \Omega, j \in \Omega^c} R_{ij} \leq I(X_{\Omega}; Y_{\Omega^c} | X_{\Omega^c})
\]

for all \( \Omega \subseteq \mathcal{N} \).

For a 2-relay diamond network there are four cuts to consider, as shown in Figure 2. Specializing Proposition1 to this network we obtain the following theorem (stated without proof).

**Proposition 2.** The capacity \( C \) of the Gaussian 2-relay diamond network is upper bounded by

\[
C \leq \max_{0 \leq \rho \leq 1} \min \{C_{(S)}, C_{(SR_1)}, C_{(SR_2)}, C_{(D)}\},
\]
where

\[
C_{(S)} = \frac{1}{2} \log_2 (1 + g_1 + g_2), \\
C_{(SR_1)} = \frac{1}{2} \log_2 \left[ (1 + g_2) \left( 1 + h_1 (1 - \rho^2) \right) \right], \\
C_{(SR_2)} = \frac{1}{2} \log_2 \left[ (1 + g_1) \left( 1 + h_2 (1 - \rho^2) \right) \right], \\
C_{(D)} = \frac{1}{2} \log_2 \left( 1 + h_1 + h_2 + 2 \rho \sqrt{h_1 h_2} \right).
\]

While in principle Proposition 2 can be extended to networks with any number of relays, \( N \), the computation of the cut-set bound becomes increasingly complex as \( N \) increases. For symmetric networks where \( g_1 = g_2 = \ldots = g_N = g \) and \( h_1 = h_2 = \ldots = h_N = h \), an alternative upper bound is provided in [8] as stated below.

**Proposition 3.** ([8, Lemma 6]) For any \( N \geq 2 \), \( g, h > 0 \), the capacity of the Gaussian \( N \)-relay parallel network is upper bounded by

\[
C(N, g, h) \leq \sup_{\rho \in [0, 1]} \min_{n \in \{0, \ldots, N\}} \left( \frac{1}{2} \log_2 \left( 1 + (N - n)g \right) + \frac{1}{2} \log_2 \left( 1 + n (1 + (n - 1)\rho - \frac{n(N - n)\rho^2}{1 + (N - n - 1)\rho}) \right) \right).
\]

V. ANALYSIS OF SPDF IN THE ASYMPTOTIC LOW SNR REGIME

Theorems [1] and [2] provide explicit single-letter expressions of achievable rates for BSPDF and TSPDF. However, finding the maximum communication rates achievable with these schemes requires optimizing some parameters and computing differential entropies of mixtures of Gaussian random variables.

To simplify the numerical computations and to gain more insight into the low SNR regime we consider an asymptotic regime where the channel gains tend to zero while maintaining a constant ratio among them. Since in this regime the channel capacity goes to zero, we measure performance by the ratio of the achievable rates and some reference channel gain. We consider two types of parallel relay networks:

- **N-relay symmetric**: \( N \geq 2 \), \( g_1 = g_2 = \ldots = g_N = g \), \( h_1 = h_2 = \ldots = h_N = h \). We let \( h, g \to 0 \) while keeping the ratio \( g/h \) constant. We compare the performance of the different schemes by computing \( R/g \).
- **2-relay asymmetric**: \( N = 2 \), \( g_1 = h_2 = g \), \( h_1 = g_2 = h \). As before, we let \( h, g \to 0 \) while keeping the ratio \( g/h \) constant. We compare the performance of the different schemes by computing \( R/\sqrt{gh} \).

We note that we could have used as performance metric \( R/x \) for any \( x \) that goes to zero at the same rate as \( g \) and \( h \). The choice of \( R/\sqrt{gh} \) as performance metric in the 2-relay asymmetric network results in equal performance for \( h/g = \alpha \) and \( h/g = 1/\alpha \). This symmetry allows to present the results in a more compact form.
The benefit of considering the asymptotic low SNR regime is that we can approximate the differential entropy of a mixture of Gaussian distributions with an explicit expression using Taylor series, as shown in the following lemma.

**Lemma 1.** Let the probability distribution of the random variable $Y$ be a mixture of $q$ Gaussian distributions

$$ f_Y(y) = (1 - \sum_{i=1}^{q-1} \delta_i e^{-y^2/(2\sigma_i^2)})/(\sqrt{2\pi}\sigma_0) + \sum_{i=1}^{q-1} \delta_i e^{-y^2/(2\sigma_i^2)}/(\sqrt{2\pi}\sigma_i), $$

where $\sigma_0 > 0$, $\sigma_i > 0$, $\delta_i > 0$, for $i = 1, 2, \ldots, q - 1$ and $\sum_{i=1}^{q-1} \delta_i < 1$. Letting $\delta = (\delta_1, \delta_2, \ldots, \delta_{q-1})$, for small $\|\delta\|_2$ we can write the differential entropy of $Y$ as

$$ h(Y) = \frac{1}{2} \log_2(2\pi e\sigma_0^2) + \sum_{i=1}^{q-1} \delta_i(\sigma_i^2/\sigma_0^2 - 1)/(2\ln 2) + O(\|\delta\|_2^2). $$

**Proof:** The proof is given in the Appendix [D].

A direct application of Lemma 1 results in the following corollary, which gives approximations for two mutual information expressions. We use these approximations to compute the performance of binary and ternary SPDF schemes.

**Corollary 2.** Consider the $q$-ary random variable $Q$ with the distribution $\Pr\{Q = i\} = \delta_i$, for $i = 0, 1, \ldots, q - 1$, where $\sum_{i=0}^{q-1} \delta_i = 1$. We set the distribution of the random variable $W$ to be $W|\{Q = i\} \sim \mathcal{N}(0, \sigma_i^2)$, for $i = 0, 1, \ldots, q - 1$ and we define $Y = W + Z$ where $Z$ is statistically independent of $Q$ and $W$ and has distribution $\mathcal{N}(0, \sigma_Z^2)$. Letting $\delta = (\delta_1, \delta_2, \ldots, \delta_{q-1})$, then for a small $\|\delta\|_2$ we have

$$ I(Q; W) = \sum_{i=1}^{q-1} \frac{\delta_i}{2\ln 2} \left( \frac{\sigma_i^2}{\sigma_0^2} - 1 \right) - \ln \left( \frac{\sigma_i^2}{\sigma_0^2} \right) + O(\|\delta\|_2^2), $$

$$ I(W; Y|Q) = \sum_{i=1}^{q-1} \frac{\delta_i}{2\ln 2} \log_2 \left( 1 + \frac{\sigma_i^2}{\sigma_Z^2} \right). $$

**A. Symmetric diamond network with two relays**

In this subsection we consider a network with $N = 2$ relays, and symmetric gains of the form $g_1 = g_2 = g$ and $h_1 = h_2 = h$.

The following theorem provides an asymptotic characterization of the maximum rate achievable with the Binary SPDF scheme.

**Theorem 4.** For a symmetric diamond relay network assume that the channel gains from the source to relays are equal to $\sqrt{g}$ and channel gains from relays to the destination are equal to $\sqrt{h}$. The rate $h \cdot R_{\text{BSPDF}}(g/h) + O(h^2)$ bits per network use is achievable, where $R_{\text{BSPDF}}(g/h)$ is the solution of the following optimization problem.

$$ R_{\text{BSPDF}}(g/h) = \sup_{\beta > 0} \left( R_1 + R_2 \right) $$

subject to:

$$ R_1 < \frac{1}{2\ln 2} \left( \frac{g}{h} - \beta \sqrt{g/h} \ln \left[ 1 + \frac{\beta}{\sqrt{g/h}} \right] \right), $$

$$ R_1 < \frac{1}{2\ln 2} \left( \frac{2(2\sqrt{g/h} + \beta)}{\sqrt{g/h} + \beta} - \beta \sqrt{g/h} \ln \left[ 1 + \frac{2(2\sqrt{g/h} + \beta)}{\beta(g/h + \beta \sqrt{g/h})} \right] \right), $$

$$ R_2 < \frac{\beta \sqrt{g/h}}{2\ln 2} \ln \left( 1 + \frac{4\sqrt{g/h}}{\beta(2 + g/h + \beta \sqrt{g/h})} \right). $$
Theorem 6 in the next subsection extends Theorem 4 for \( N \)-relay symmetric parallel networks. We omit the proof of Theorem 4 since it is a special case of Theorem 6.

We have solved the optimization for \( R_{\text{BSPDF}}(g/h) \) numerically for a range of \( g/h \). The results are plotted in Figure 3 together with the achievable rates of DF, BAF, and the cut-set upper bound. Also plotted in the figure are the rates achievable by timesharing DF with BAF, and by timesharing two BSPDF schemes with different parameters (refer to Section III-C for an explanation of the rates achievable by timesharing different schemes). The result of timesharing between DF and BAF in Figure 3 appears as a segment of a line that starts at the point \( h/g = 1/4 \) and rate \( g/h = 1/(2 \ln 2) \) and is tangent to the curve of the achievable rate of BAF. Similarly, the timesharing of two BSPDF schemes of different parameters results in a segment of a line that starts at the same point \( h/g = 1/4 \) and rate \( g/h = 1/(2 \ln 2) \) and it is tangent to the curve of the achievable rate of BSPDF.

It follows from Figure 3 that BSPDF outperforms both DF and BAF in the low SNR regime. It also follows from the figure that for certain range of \( h/g \) timesharing different BSPDF schemes results in higher rates. It is interesting to note that for \( h/g \leq 1/4 \) the achievable rates of DF and BSPDF match the cut-set upper bound. Therefore, both of these schemes are optimal in the asymptotic low SNR regime for the range \( 0 \leq h/g \leq 1/4 \).

We show in Figure 4 the contribution of the binary codebook rate \( R_1 \) and the Gaussian codebook rate \( R_2 \) to the total communication rate \( R = R_1 + R_2 \) in the BSPDF scheme. We observe that for small values of \( h/g \) when DF is optimal, BSPDF performs full decoding at the relays by assigning zero rate to the Gaussian codebook. As \( h/g \) increases, it becomes beneficial to start conveying some rate in the Gaussian codebook. For \( h/g \gg 1 \) most of the rate is conveyed by the Gaussian codebook.

The fact that timesharing BSPDF schemes with different power levels can result in a scheme with higher achievable rate suggests that a more flexible coding scheme that uses more than two power levels to select the codeword symbols in the \( C_{2,i} \) codebook, and that uses more amplification factors at the relays, should outperform the BSPDF scheme.

To that effect we consider the Ternary SPDF scheme as described in Theorem 2 and characterize its performance in the asymptotic low SNR regime in the following theorem.

**Theorem 5.** For a symmetric diamond network with two relays assume that the channel gains from the source to
Fig. 4. Contribution of the binary codebook rate \( R_1 \) and the Gaussian codebook rate \( R_2 \) to the total communication rate \( R = R_1 + R_2 \) in the Binary SPDF scheme for a symmetric 2-relay Gaussian diamond network. \( \sqrt{g} \) is the channel gain from the source to relays and \( \sqrt{h} \) is the channel gain from relays to the destination.

relays are equal to \( \sqrt{g} \) and channel gains from relays to the destination are equal to \( \sqrt{h} \). The rate \( h \cdot R_{\text{TSPDF}}(g/h) + O(h^2) \) is achievable where \( R_{\text{TSPDF}}(g/h) \) is the solution to the following optimization

\[
R_{\text{TSPDF}}(g/h) = \sup_{\beta_1, \beta_2, \gamma_1, \gamma_2, \kappa_1, \kappa_2} \left( R_1 + R_2 \right)
\]

subject to:

\[
\begin{align*}
R_1 &< \frac{\sqrt{g/h}}{2\ln 2} \left( \beta_1 \left( \gamma_1 g/h - \ln [1 + \gamma_1 g/h] \right) + \beta_2 \left( \gamma_2 g/h - \ln [1 + \gamma_2 g/h] \right) \right) \\
R_2 &< \frac{\sqrt{g/h}}{2\ln 2} \left( \ln \left[ 1 + \frac{4(\gamma_1 g/h)\kappa_1}{1 + 2\kappa_1} \right] \beta_1 + \ln \left[ 1 + \frac{4(\gamma_2 g/h)\kappa_2}{1 + 2\kappa_2} \right] \beta_2 \right)
\end{align*}
\]

\[
0 < \beta_1, \beta_2 \\
0 \leq \gamma_1, \gamma_2, \kappa_1, \kappa_2 \\
1 > \frac{\sqrt{g/h}}{\beta_1 \gamma_1 + \beta_2 \gamma_2} (1 + \gamma_1 g/h) \kappa_1 + (1 + \gamma_2 g/h) \kappa_2)
\]

Proof: The proof is given in Appendix E.

Solving the optimization problem of Theorem 5 is difficult. We have been able to find local optima for various values of \( h/g \) which are plotted in Figure 5. Notice that any local optimum in the optimization of Theorem 5 also results in an achievable rate for the diamond relay network. These numerical results show that TSPDF outperforms timeshared BSPDF and other known relaying schemes for symmetric diamond networks with two relays in the asymptotic low SNR regime.
Fig. 5. The upper bound and achievable rates for decode-and-forward (DF), bursty-amplify-and-forward (BAF), Binary SPDF (BSPDF) and Ternary SPDF (TSPDF) communication schemes in the symmetric diamond network with two relays. √g is the channel gain from the source to relays and √h is the channel gain from relays to the destination. The inset shows an expanded view comparing the achievable rates of TSPDF to timeshared BSPDF.

### B. Symmetric parallel network with N relays

So far we have only considered diamond networks with two relays. In this section we consider a symmetric parallel relay network with N > 2 relays. We assume a symmetric network where the channel gains from source to relays are equal to √g and the channel gains from relays to destination are equal to √h. Furthermore, we assume that g, h ≪ 1 with a fixed ratio g/h.

In the following theorem we characterize the achievable rate of the Binary SPDF scheme in the asymptotic low SNR regime. We use Theorem 1 and approximate the mutual information expressions for small g and h using Corollary 2.

**Theorem 6.** The rate \( R_{\text{BSPDF}}(N, g/h) + O(h^2) \) is achievable in the symmetric N-relay Gaussian parallel network, where √g is the channel gain from the source to relays and √h is the channel gain from relays to the destination and \( R_{\text{BSPDF}}(N, g/h) \) is the solution of the following optimization

\[
R_{\text{BSPDF}}(N, g/h) = \sup_{\beta > 0} \left( R_1 + R_2 \right)
\]

subject to:

\[
R_1 < \frac{1}{2\ln 2} \left( \frac{g}{h} - \beta \sqrt{g/h} \ln \left( 1 + \frac{\sqrt{g/h}}{\beta} \right) \right)
\]

\[
R_1 < \frac{1}{2\ln 2} \left( \frac{N \left( N \sqrt{g/h} + \beta \right)}{\sqrt{g/h} + \beta} - \beta \sqrt{g/h} \ln \left( 1 + \frac{N(N \sqrt{g/h} + \beta)}{\beta(g/h + \beta \sqrt{g/h})} \right) \right)
\]

\[
R_2 < \frac{\beta \sqrt{g/h}}{2\ln 2} \ln \left( 1 + \frac{N^2 \sqrt{g/h}}{\beta (N + g/h + \beta \sqrt{g/h})} \right)
\]

**Proof:** The proof of the theorem is given in Appendix F.
We numerically computed the achievable rates of BAF and BSPDF, and the results are given in Figure 6 for networks with \( N = 2, 4, 8 \) relays. Figure 6 also shows the capacity upper bound of Proposition 3 for these networks. We see in this figure that as the number of relays increases, the gap between the rates of BSPDF and BAF shrinks. As \( N \) increases for a fixed \( h/g \) ratio, the links between the relays and the destination benefit as a whole from a larger beamforming gain while the links from the source to each relay remain invariant. Exploiting the benefits of larger \( N \) requires increasing the data rate \( R = R_1 + R_2 \), which makes it harder for the relays to decode the lower level codewords \( u_{1,i,1} \). Successful decoding of the lower level messages requires in turn to reduce \( R_1 \). In addition, BAF can be thought of as a special case of BSPDF with \( R_1 = 0 \). As a result, as \( N \) increases the performance of BSPDF approaches that of BAF.

C. Asymmetric diamond network with two relays

In the previous subsections we considered symmetric parallel relay networks where \( g_1 = \ldots = g_N \) and \( h_1 = \ldots = h_N \). These symmetric networks model scenarios where all relays are at similar distances to the source and destination. In this section we consider a diamond relay network with \( N = 2 \) relays, where one of the relays is close to the source, while the other is close to the destination. To simplify the analysis we assume \( g_1 = h_2 = g \) and \( g_2 = h_1 = h \), and as before, consider the regime of \( g, h \to 0 \) with a fixed ratio \( h/g \) (see Figure 7). WLOG we assume \( g \leq h \).

As we did in the previous subsections, we analyze the achievable rates with the Binary SPDF communication scheme in the low SNR limit for this network, and compare them to the rates that can be obtained with DF and BAF. In the asymmetric network setting we consider the extension of the BSPDF scheme given in Corollary 1, where different relays decode different message levels. The function \( f(i) \) specifies the maximum message level decoded by relay \( i \). We first consider the case where both relays decode only the first message layer \( (f(1) = f(2) = 1) \). Using Theorem 1 or specializing Corollary 1 to this choice of \( f \), and approximating the mutual information expressions for small \( g \) and \( h \) using Corollary 2 we obtain the following result.

**Theorem 7.** WLOG we assume \( g \leq h \). The BSPDF\((f(1)=1, f(2)=1)\) communication scheme in the asymmetric...
The 2-relay diamond network achieves a rate \( h \cdot R_{\text{BSPDF}(1,1)}(g/h) + O(h^2) \), where

\[
R_{\text{BSPDF}(1,1)}(g/h) = \sup_{\kappa_1, \kappa_2, \beta} \left( R_1 + R_2 \right)
\]

subject to:

\[
R_1 < \frac{1}{2 \ln 2} \left( \frac{g/h + \sqrt{g/h} \beta \ln \left[ \frac{\beta}{\sqrt{g/h} + \beta} \right]}{2 \ln 2} \right)
\]

\[
R_1 < \frac{\beta \sqrt{g/h} \ln \left( 1 + \kappa_1 + \kappa_2 g/h + \frac{\sqrt{g/h} (\sqrt{\kappa_1} + \sqrt{\kappa_2})^2}{\beta} \right)}{2 \ln 2} + \kappa_1 + \kappa_2 g/h + \frac{\sqrt{g/h} (\sqrt{\kappa_1} + \sqrt{\kappa_2})^2}{\beta}
\]

\[
R_2 < \frac{\beta \sqrt{g/h} \ln \left( 1 + \frac{\sqrt{g/h} (\sqrt{\kappa_1} + \sqrt{\kappa_2})^2}{\beta (1 + \kappa_1 + \kappa_2 g/h)} \right)}{2 \ln 2}
\]

\[
\kappa_1 (g/h + \beta \sqrt{g/h}) < 1, \quad \kappa_2 (1 + \beta \sqrt{g/h}) < 1
\]

\[
\kappa_1 \geq 0, \kappa_2 \geq 0, \beta > 0.
\]

**Proof:** The proof of the theorem is given in Appendix G.

Due to the asymmetry in the network, it may be beneficial to consider a variation of the BSPDF scheme in which the relay with larger source-relay channel gain attempts to completely decode the source messages. This corresponds to choosing \( f(1) = 1, f(2) = 2 \). As a baseline for comparison we consider a communication scheme based on BAF, which we call BAF+DF where the relay with larger source-relay channel gain decodes and forwards the source message (as in DF) while the other relay amplifies the received signal during the burst interval (as in BAF). The following proposition characterizes the achievable rates with BAF+DF.

**Proposition 4.** WLOG we assume \( g \leq h \). The BAF+DF relaying scheme can achieve a rate \( h \cdot R_{\text{BAF+DF}(g/h)} + \)

---

**Fig. 7.** Communication model for the asymmetric 2-relay diamond network.
where
\[ R_{\text{BAF+DF}}(g/h) = \sup_{\beta,\kappa} R \]
subject to:
\[ R < \frac{\beta \sqrt{g/h}}{2 \ln 2} \ln \left[ 1 + \frac{1}{\beta \sqrt{g/h}} \right] \]
\[ R < \frac{\beta \sqrt{g/h}}{2 \ln 2} \ln \left[ 1 + \frac{g/h (1 + \kappa)^2}{\beta \sqrt{g/h} (1 + \kappa)} \right] \]
\[ \beta > 0, \kappa > 0, \kappa(\beta \sqrt{g/h} + g/h) < 1. \]

We now consider the BSPDF\((f(1) = 1, f(2) = 2)\) scheme. Using Corollary 1 and approximating the mutual information expressions in the low SNR limit with Corollary 2 we we obtain the following result.

**Theorem 8.** WLOG we assume \(g \leq h\). The BSPDF\((f(1) = 1, f(2) = 2)\) relaying scheme can achieve a rate \(h \cdot R_{\text{BSPDF}(1,2)}(g/h) + O(h^2)\), where
\[ R_{\text{BSPDF}(1,2)}(g/h) = \sup_{\beta,\kappa} (R_1 + R_2) \]
subject to:
\[ R_1 < \frac{1}{2 \ln 2} \left( \frac{g/h + \beta \sqrt{g/h} \ln \left[ \frac{\beta}{\sqrt{g/h} + \beta} \right]}{\beta \sqrt{g/h}} \right) \]
\[ R_2 < \frac{\beta \sqrt{g/h}}{2 \ln 2} \ln \left[ 1 + \frac{1}{\beta \sqrt{g/h}} \right] \]
\[ R_2 < \frac{\beta \sqrt{g/h}}{2 \ln 2} \ln \left[ 1 + \frac{(g/h) (1 + \kappa)^2}{\beta \sqrt{g/h} (1 + \kappa)} \right] \]
\[ \beta > 0, \kappa > 0, \kappa(\beta \sqrt{g/h} + g/h) < 1. \]

**Proof:** The proof of the theorem is given in Appendix H.

We numerically computed the achievable rates of DF, BAF, BSPDF\((f(1) = 1, f(2) = 1)\), BAF+DF, and BSPDF\((f(1) = 1, f(2) = 2)\) as a function of \(h/g\) and the results are given in Figure 8. Also shown in Figure 8 is the achievable rate resulting from timesharing BSPDF with itself for \(h/g = 1\), which can be obtained from the BSPDF timesharing curve of Figure 3 for the symmetric diamond relay network with \(N = 2\). We see that for \(h/g = 1\) and possibly for other values of \(h/g\) (not shown), timesharing BSPDF achieves a larger rate than any of the pure schemes.

Figure 8 shows that BSPDF\((f(1) = 1, f(2) = 1)\), BSPDF\((f(1) = 1, f(2) = 2)\) and timeshared BSPDF\((f(1) = 1, f(2) = 1)\) provide the largest achievable rates of all the schemes considered.

One may possibly obtain larger rates by increasing the alphabet size of the first level codebook as was done in Theorem 5 for the symmetric diamond relay network. The analysis should be similar to the one in Theorem 5 and we do not consider it in this paper.

**VI. Bounds on the Minimum Energy-Per-Bit**

In this section, we use the results of Sections III-V to compute upper and lower bounds on the minimum energy-per-bit for the symmetric diamond relay network. An extension of Theorem 1 in [11] shows that the minimum
Fig. 8. Upper bound and achievable rates for various communications schemes in the asymmetric Gaussian diamond network. The schemes considered are decode-and-forward (DF), bursty-amplify-and-forward (BAF), bursty-amplify-and-forward at relay 1 and decode-and-forward at relay 2 (BAF+DF), Binary SPDF (BSPDF(f(1) = 1, f(2) = 1)), and the extension of BSPDF where relay 2 performs decode and forward by decoding both level codewords (BSPDF(f(1) = 1, f(2) = 2)). The communication model is given in Figure 7. Timesharing two BSPDF schemes of different parameters achieves better performance as depicted for the case $h = g$. The timesharing point is estimated from Figure 3.

Energy-per-bit of the diamond relay network can be characterized as

$$\mathcal{E}_b = \inf_{\gamma_1, \gamma_2 > 0} \inf_{P > 0} \frac{(1 + \gamma_1 + \gamma_2)P}{C(P, \gamma_1 P, \gamma_2 P)},$$

where $C(P, \gamma_1 P, \gamma_2 P)$ represents the capacity of the diamond relay network with average power constraint $P$, $\gamma_1 P$ and $\gamma_2 P$ on the source, relay 1 and relay 2 nodes respectively. For a symmetric diamond relay network, we know that by symmetry $C(P, \gamma_1 P, \gamma_2 P) = C(P, \gamma_2 P, \gamma_1 P)$. Thus, by timesharing we have

$$C(P, (\gamma_1 + \gamma_2)P/2, (\gamma_1 + \gamma_2)P/2) \geq C(P, \gamma_1 P, \gamma_2 P).$$

So for any $\gamma_1, \gamma_2 > 0$ if we set $\gamma = (\gamma_1 + \gamma_2)/2$ we can write

$$\frac{(1 + \gamma_1 + \gamma_2)P}{C(P, \gamma_1 P, \gamma_2 P)} \geq \frac{(1 + \gamma_1 + \gamma_2)P}{C(P, (\gamma_1 + \gamma_2)P/2, (\gamma_1 + \gamma_2)P/2)} = \frac{(1 + 2\gamma)P}{C(P, \gamma P, \gamma P)},$$

and the minimum energy-per-bit for the symmetric diamond relay network becomes

$$\mathcal{E}_b = \inf_{\gamma > 0} \inf_{P > 0} \frac{(1 + 2\gamma)P}{C(P, \gamma P, \gamma P)}.$$  \hspace{1cm} (24)

The capacity function $C(P, \gamma P, \gamma P)$ satisfies the conditions of Lemma 1 in [11] and therefore $\frac{(1 + 2\gamma)P}{C(P, \gamma P, \gamma P)}$ is a non-decreasing function in $P$, for all $P > 0$ and $\gamma > 0$. This implies that we can replace $\inf_{P > 0}$ by $\lim_{P \to 0}$ in (24) obtaining

$$\mathcal{E}_b = \inf_{\gamma > 0} \lim_{P \to 0} \frac{(1 + 2\gamma)P}{C(P, \gamma P, \gamma P)}.$$  \hspace{1cm} (25)

A lower bound on $\mathcal{E}_b$ can be obtained by upper bounding $C(P, \gamma P, \gamma P)$ in (25) using the cut-set upper bound of Proposition 2. Since in Section IV we have assumed the average power constraints on source and relays are one and variances of the additive Gaussian noise at relays and destination are one, we need to scale the channel gains appropriately in Proposition 2. We set the normalized channel gains to be $\tilde{g} = Pg/N_0$ and $\tilde{h} = Ph/N_0$, i.e. we
assume $\sqrt{\tilde{g}}$ as the channel gain from source to relays and $\sqrt{\tilde{h}}$ as the channel gain from relays to destination in Proposition [2] obtaining

$$E_b \geq \inf_{\gamma > 0} \lim_{P \to 0} \frac{(2\gamma + 1)P}{C_{up}} = \begin{cases} \frac{(g+2h)N_0 \ln 2}{gh} & ; h/g \leq 1/2 \\ \frac{\sqrt{8}N_0 \ln 2}{\sqrt{gh}} & ; 1/2 < h/g \leq 2 \\ \frac{(h+2g)N_0 \ln 2}{gh} & ; 2 < h/g \end{cases}.$$  

(26)

A detailed derivation of this lower bound is given in Appendix [1].

In addition, we can find an upper bound on the minimum energy-per-bit of the diamond relay network by lower bounding the capacity in (25) with an achievable rate of any communication scheme. Since in Section III and Section V we have also assumed that the average power constraints at the source and relays are one and the variance of the additive Gaussian noise at relays and destination is one, we use the same normalization for the channel gains to compute the achievable rates, i.e. we set the normalized channel gains to $\tilde{g} = Pg/N_0$ and $\tilde{h} = \gamma Ph/N_0$.

If we use DF the achievable rate is given by (7), and (25) results in

$$E_b \leq \inf_{\gamma > 0} \lim_{P \to 0} \frac{(2\gamma + 1)P}{R_{DF}} = \frac{(g + 2h)N_0 \ln 2}{gh}.$$  

(27)

If we use the achievable rate of BAF given in (25) we get the following upper bound on the minimum energy-per-bit of the symmetric diamond relay network

$$E_b \leq \inf_{\gamma > 0} \lim_{P \to 0} \frac{(2\gamma + 1)P}{R_{BAF}} = \inf_{\beta > 0, \gamma > 0} \frac{2(1 + 2\gamma)N_0 \ln 2}{\beta \sqrt{gh} \gamma h \ln \left[ 1 + \frac{4\sqrt{\gamma g h}}{\beta (2h + g + \beta \sqrt{gh})} \right]}.$$  

(28)

Using the achievable rate of the BSPDF scheme we can upper bound the minimum energy-per-bit of the symmetric diamond relay network by

$$E_b \leq \inf_{\gamma > 0} \frac{(2\gamma + 1)N_0}{\gamma h R_{BSPDF}(g/(\gamma h))}.$$  

(29)

We have plotted the ratio of the upper bound to the lower bound on the minimum energy-per-bit of the symmetric diamond relay network for different ratios of $h/g$ in Figure [9]. Note that the ratio between the upper and lower bounds on $E_b$ depends on $(g, h)$ through $h/g$.

For BAF, the ratio of the upper bound to the lower bound on $E_b$ goes to one if the channel gains from relays to the destination are much larger or much smaller than the channel gains from the source to relays. The worst-case ratio of the upper bound to the lower bound on the minimum energy-per-bit for bursty-amplify-and-forward is approximately 2.85.

In the DF communication scheme the upper bound and the lower bound for minimum energy-per-bit become identical when $h/g \leq 1/2$; however, in the worst case the ratio of the upper bound to the lower bound on the minimum energy-per-bit approaches 2 when $h/g \to \infty$.

Combining the achievable rates of BAF and DF results in a worst-case ratio of 1.94 between the upper and lower bounds on $E_b$. Thus, using previously known communication schemes, the minimum energy-per-bit for the symmetric diamond network can be characterized within a factor of 1.94.

The BSPDF communication scheme outperforms both the BAF and DF schemes with respect to the minimum energy-per-bit metric for any values of $h/g$. The worst-case ratio of the upper bound to the lower bound on the minimum energy-per-bit of the BSPDF scheme is 1.87 and if $h/g \leq 1/2$, as in DF, the ratio becomes equal to one. Thus, BSPDF allows to tighten the minimum energy-per-bit characterization for the symmetric diamond network to within a factor of 1.87.
VII. CONCLUSION

We presented a new communication scheme, SPDF, for Gaussian $N$-relay parallel networks based on superposition coding and partial decoding at the relays. Superposition coding allows to construct codebooks of different rates targeted to the decoding capabilities of the various relays. Partially decoding the source message at the relays allows to reduce noise amplification while relaying the message. The proposed scheme is a generalization of DF, AF, and BAF, and achieves rates at least as large as any of these schemes.

We have shown that by using low duty cycle codebooks and two codebook layers it is possible to obtain strictly better performance than both DF and BAF in the low SNR regime. While most of the rate gains are readily obtained with the BSPDF scheme that uses binary symbols in the codewords of the first level codebook, some additional rate improvements result from either timesharing BSPDF schemes or increasing the alphabet size of the first level codebooks (e.g. TSPDF).

We presented a characterization of the achievable rates of BPSDF, TSPDF, and the general SPDF scheme in terms of single letter expressions. These expressions often require the computation of differential entropies of mixtures of Gaussian random variables, and as a result, do not lead in general to closed form solutions. For the low SNR asymptotic regime we provided closed form formulas for the achievable rates of BSPDF and TSPDF, which for ease of presentation, we derived for channels with some symmetry properties.

Computation of the maximum achievable rates, even in the low SNR asymptotic regime, requires optimization over some design parameters. We evaluated the performance of BSPDF and TSPDF by numerically solving the corresponding optimization problems, and compared their performance to that of previously known schemes. We note that the requirement of optimizing over some design parameters is not unique to BSPDF or TSPDF, since the maximum achievable rate of BAF also requires solving an optimization problem which lacks a known closed form solution.

We showed that BSPDF and TSPDF achieve strictly larger rates than the previously known schemes in the low SNR regime for various types of parallel relay channels with some symmetry properties. The symmetry properties of these channels allowed us to present results for a wide range of channel gains in two-dimensional plots. We
observed that as the number of relays $N$ grows, the performance gains of BSPDF over BAF decrease.

Finally we showed how our achievable rate characterization for BSPDF in the low SNR asymptotic limit can be used to obtain a minimum energy-per-bit upper bound. We used this new bound to obtain a characterization of the minimum energy-per-bit for the symmetric Gaussian diamond relay network within a constant multiplicative factor of 1.87, improving over a factor of 1.94 that results from using previously known communication schemes to derive the minimum energy-per-bit upper bound.

Since our analysis focused on the low SNR regime, our results do not allow us to improve the capacity characterizations within a constant factor or within a constant gap of Gaussian parallel relay networks. However, it may be possible to derive achievable rate lower bounds for BSPDF, TSPDF, or SPDF, for non-asymptotic SNR which may result in tighter than the currently known capacity characterizations within a constant multiplicative factor or additive gap.

**APPENDIX A**

**PROOF OF THEOREM 1**

Theorem 3 requires $(U_1, \ldots, U_K)$ to be continuous random variables. We will use a continuous distribution for $(U_1, U_2)$ that emulates the discrete distribution for $B$ and the mixed distribution for $X_S|B$ given in the statement of the theorem.

In Theorem 3 let $K = 2$. We set $U_1 \sim \text{Uniform}[0, 1]$, $U_2 | \{ U_1 \in [0, 1 - \delta] \} \sim \mathcal{N}(0, \epsilon)$ for some small $\epsilon > 0$ and $U_2 | \{ U_1 \in (1 - \delta, 1] \} \sim \mathcal{N}(0, \sigma^2)$. Also let $f(1) = \ldots = f(N) = 1$, and define

$$w_i(U_1, V_i) = \begin{cases} 0 & \text{if } U_1 \in [0, 1 - \delta] \\ \sqrt{\kappa_i} & \text{if } U_1 \in (1 - \delta, 1] \end{cases}$$

for $i = 1, \ldots, N$.

Assuming $\delta \sigma^2 + (1 - \delta) \epsilon < 1$ and $\delta \kappa_i(g_i \sigma^2 + 1) < 1$, then by Theorem 3 the rate $\hat{R} = \hat{R}_1 + \hat{R}_2$ is achievable if

$$\hat{R}_1 < I(U_1; V_1),$$

$$\hat{R}_2 < I(U_2; V_D|U_1),$$

$$\hat{R}_1 + \hat{R}_2 < I(U_1, U_2; V_D).$$

If we can show that

$$\lim_{\epsilon \to 0} I(U_1; V_1) = I(B; Y_1),$$

$$\lim_{\epsilon \to 0} I(U_2; V_D|U_1) = I(X_S; Y_D|B),$$

$$\lim_{\epsilon \to 0} I(U_1, U_2; V_D) = I(B, X_S; Y_D),$$

then it would follow that for any rate $R = R_1 + R_2$ that satisfies the conditions of Theorem 1 we can find an $\epsilon > 0$ small enough such that $R_1 \leq \hat{R}_1$ and $R_2 \leq \hat{R}_2$, for some $\hat{R}_1$ and $\hat{R}_2$ satisfying (30), (31), and (32). This, together with Theorem 3 would imply that the rate $R = R_1 + R_2$ is achievable.

In order to prove (33) we will show that $\lim_{\epsilon \to 0} h(V_1) = h(Y_1)$. To that end, we note that

$$P_{V_1}(x) = \frac{1}{\sqrt{2\pi(g_1 \sigma^2 + 1)}} e^{-x^2/(2(g_1 \sigma^2 + 1))} + (1 - \delta) \frac{1}{\sqrt{2\pi(g_1 \epsilon + 1)}} e^{-x^2/(2(g_1 \epsilon + 1))}$$

converges to $P_{V_1}(x)$ as $\epsilon \to 0$ for every $x$. In addition, the continuity of the $\log_2(\cdot)$ function implies that $P_{V_1}(x) \log_2(P_{V_1}(x))$ converges to $P_{V_1}(x) \log_2(P_{V_1}(x))$ as $\epsilon \to 0$ for every $x$.

Letting

$$A = \max \left( \left| \log_2 \frac{2 \max(\delta, 1 - \delta)}{\sqrt{2\pi}} \right|, \left| \log_2 \frac{\min(\delta, 1 - \delta)}{\sqrt{2\pi}} \right| \right),$$

$$g(x) = \sqrt{\frac{2}{\pi}} \max(\delta, 1 - \delta) e^{-\frac{x^2}{2(g_1 \sigma^2 + 1)}} \left( A + \frac{x^2}{2 \ln 2} \right),$$

$$\epsilon = \frac{\delta \kappa_i(g_i \sigma^2 + 1)}{(\delta \sigma^2 + (1 - \delta) \epsilon) - 1},$$

$$\lim_{\epsilon \to 0} \epsilon = \frac{\delta \kappa_i(g_i \sigma^2 + 1)}{(\delta \sigma^2 + (1 - \delta) \epsilon) - 1}.$$
we have that $|P_{V_1}(x) \log_2(P_{V_1}(x))| \leq g(x)$ for $\epsilon < \sigma^2$ for all $x$. Since $g(x)$ is integrable, the dominated convergence theorem implies that $\lim_{\epsilon \to 0} \mathbb{h}(V_1) = h(Y_1)$.

We then compute $\mathbb{h}(V_1|U_1) = \frac{1-\delta}{2} \log_2(2\pi e (g_1 \epsilon + 1)) + \frac{\delta}{2} \log_2(2\pi e (g_1 \sigma^2 + 1))$ implying that $\lim_{\epsilon \to 0} \mathbb{h}(V_1|U_1) = \frac{1-\delta}{2} \log_2(2\pi e) + \frac{\delta}{2} \log_2(2\pi e (g_1 \sigma^2 + 1)) = \mathbb{h}(Y_1|B)$. As a result, (33) follows.

Finally, we note that the distribution of $V_D$ does not depend on $\epsilon$ so by direct calculation we obtain that $I(U_2; V_D|U_1) = I(X_S; Y_D|B)$ and $I(U_1, U_2; V_D) = I(B, X_S; Y_D)$ for any $\epsilon$, and in particular, in the limits (34) and (35).

\section*{Appendix B}
\textbf{Proof of Theorem 2}

In Theorem 3 let $K = 2$, $U_1 \sim \text{Uniform}[0, 1]$. Set $U_2\{U_1 \in [0, 1 - \delta_1 - \delta_2]\} \sim \mathcal{N}(0, \epsilon)$, $U_2\{U_1 \in (1 - \delta_1 - \delta_2, 1 - \delta_2]\} \sim \mathcal{N}(0, \sigma_1^2)$, $U_2\{U_1 \in (1 - \delta_2, 1]\} \sim \mathcal{N}(0, \sigma_2^2)$, for $\delta_1, \delta_2 \geq 0$, $0 < \delta_1 + \delta_2 \leq 1$, $0 < \epsilon < 1$ and $\delta_1 \sigma_1^2 + \delta_2 \sigma_2^2 + (1 - \delta_1 - \delta_2) \epsilon < 1$. Also let $f(1) = \ldots = f(N) = 1$, and define

$$w_i(U_1, V_i) = \begin{cases} 0 & \text{if } U_1 \in [0, 1 - \delta_1 - \delta_2] \\ \sqrt{\kappa_1} V_i & \text{if } U_1 \in (1 - \delta_1 - \delta_2, 1 - \delta_2] \\ \sqrt{\kappa_2} V_i & \text{if } U_1 \in (1 - \delta_2, 1] \end{cases}$$

with $\delta_1 \kappa_1 (g_1 \sigma_1^2 + 1) + \delta_2 \kappa_2 (g_2 \sigma_2^2 + 1) < 1$, $i = 1, \ldots, N$. Then, $\tilde{R} = \tilde{R}_1 + \tilde{R}_2$ is achievable if

$$\tilde{R}_1 < I(U_1; V_1),$$
$$\tilde{R}_2 < I(U_2; V_D|U_1),$$
$$\tilde{R}_1 + \tilde{R}_2 < I(U_1, U_2; V_D).$$

As was done in the proof of Theorem 1 by choosing an appropriate integrable upper bound for $|P_{V_1}(x) \log_2(P_{V_1}(x))|$, that is independent of $\epsilon$, we can use the dominated convergence theorem and direct calculations to show that

$$\lim_{\epsilon \to 0} I(U_1; V_1) = I(T; Y_1),$$
$$\lim_{\epsilon \to 0} I(U_2; V_D|U_1) = I(X_S; Y_D|T),$$
$$\lim_{\epsilon \to 0} I(U_1, U_2; V_D) = I(T, X_S; Y_D).$$

Thus, for any rate $R = \tilde{R}_1 + \tilde{R}_2$ that satisfies the conditions of Theorem 2 we can find an $\epsilon > 0$ small enough such that $\tilde{R}_1 \leq \tilde{R}_1$ and $\tilde{R}_2 \leq \tilde{R}_2$ for some $\tilde{R}_1$ and $\tilde{R}_2$ satisfying (36), (37), (38), and as a result, by Theorem 3 the rate $R = \tilde{R}_1 + \tilde{R}_2$ is achievable.

\section*{Appendix C}
\textbf{Proof of Theorem 3}

The following definition and basic properties of typical sets can be found in [7] and will be used in the proof of Theorem 3.

\textbf{Definition 1.} For a finite collection of real random variables $(X_1, X_2, \ldots, X_k)$ with joint probability density function $f_X(x_1, x_2, \ldots, x_k)$ let $S$ denote an ordered subset of the random variables and consider $n$ independent identically distributed copies of $S$. The $\epsilon$-typical set $A_{\epsilon}(n)$ of the $n$-sequences $(x_1^n, x_2^n, \ldots, x_k^n)$ is defined as

$$A_{\epsilon}(n) = \left\{(x_1^n, x_2^n, \ldots, x_k^n) : \frac{1}{n} \sum_{i=1}^{n} \log f_X(s^n) - h(S) < \epsilon, \forall S \subseteq \{X_1, X_2, \ldots, X_k\} \right\}.$$  

\textbf{Proposition 5.} For any $\epsilon > 0$, and for sufficiently large $n$

$$\Pr\{A_{\epsilon}(n)\} \geq 1 - \epsilon, \forall S \subseteq \{X_1, X_2, \ldots, X_k\}. $$
Proposition 6. Let $A_\epsilon^{(n)}(X_1, X_2)$ be the typical set corresponding to the probability density function $f_{X_1, X_2}(x_1, x_2)$ and let $(\tilde{X}_1, \tilde{X}_2)$ have probability density function $f_{\tilde{X}_1, \tilde{X}_2}(x_1, x_2) = f_{X_1}(x_1)f_{X_2}(x_2)$.

Then

$$\Pr\{(\tilde{x}_1^n, \tilde{x}_2^n) \in A_\epsilon^{(n)}(X_1, X_2)\} = 2^{-n(I(X_1; X_2)\pm 3\epsilon)}.$$  

Proposition 7. For the probability density function $f_{X_1, X_2, X_3}(x_1, x_2, x_3)$ let $A_\epsilon^{(n)}(X_1, X_2, X_3)$ be the typical set and let $(\tilde{X}_1, \tilde{X}_2, \tilde{X}_3)$ have probability density function $f_{\tilde{X}_1, \tilde{X}_2, \tilde{X}_3}(x_1, x_2, x_3) = f_{X_1}(x_1)f_{X_2|x_1}(x_2|x_1)f_{X_3|x_1}(x_3|x_1)$.

Then

$$\Pr\{(\tilde{x}_1^n, \tilde{x}_2^n, \tilde{x}_3^n) \in A_\epsilon^{(n)}(X_1, X_2, X_3)\} = 2^{-n(I(X_2; X_3|X_1)\pm \epsilon)}.$$  

Proof: (of Theorem 5)

We communicate over $b + 1$ blocks of length $n$ each. In the first block, the source sends a message in $\{1, \ldots, [2^{nR}]\}$ which is received by all relays. The relays remain silent during this first block. In block $m$, $1 < m \leq b$, the source encodes a new message in $\{1, \ldots, [2^{nR}]\}$ which is received by all the relays, while the relays encode signals based on the signals received in block $m - 1$. Finally, in block $b + 1$ the source remains silent while the relays encode signals based on the signals received in block $b$. Assuming that the destination successfully decodes all the messages, the communication rate is $b/(b + 1)R$ for large $n$, which tends to $R$ as $b \rightarrow \infty$. We next describe and analyze the coding scheme used in each block of length $n$. To simplify notation, we use index $t$ to represent the time index in block $m$ for the signal transmitted at the source and received at the relays, and the time index in block $m + 1$ for the signal transmitted by the relays and received at the destination, for $m = 1, \ldots, b$.

Code construction: We generate a codebook $C_1$ with $2^{nR_1}$ random i.i.d. codewords chosen according to $P_{U_1}$. For each $u_{1,i_1}^n \in C_1$, we generate a codebook $C_{2,i_1}$ with $2^{nR_2}$ codewords with symbols $u_{2,i_1,i_2}^n$ chosen independently according to $P_{U_2|U_1=u_{1,i_1}^n}$. Proceeding similarly, for each $u_{1,i_1}^n \in C_1$, $u_{2,i_1,i_2}^n \in C_{2,i_1}$, $u_{k-1,i_1,i_2,...,i_{k-2}}^n \in C_{k-1,i_1,i_2,...,i_{k-2}}$ we generate a codebook $C_{k,i_1,...,i_{k-1}}$ with $2^{nR_k}$ codewords with symbols $u_{k,i_1,...,i_k}^n$ chosen independently according to $P_{U_K|U_1=u_{1,i_1}^n,...,U_{k-1}=u_{k-1,i_1,...,i_{k-2}}^n}$, for $k = 3, \ldots, K$.

Each message $W \in \{1, 2, \ldots, M\}$ is represented by a $K$-tuple $(i_1, \ldots, i_K)$ where $i_k \in \{1, \ldots, [2^{nR_k}]\}$. The source transmits messages $(i_1, \ldots, i_K)$ by sending the codeword $u_{K,i_1,...,i_K}^n \in C_{K,i_1,...,i_K}$. That is,

$$X^n_T = \text{Enc}_S(W) = \text{Enc}_S(i_1, \ldots, i_K) = (u_{K,i_1,...,i_K}[1], \ldots, u_{K,i_1,...,i_K}[n]).$$

Relay processing: At the end of each block $m \in \{1, \ldots, b\}$, relay $j$ attempts to decode the codewords $u_{1,i_1}^n$, $u_{2,i_1,i_2}^n$, $\ldots$, $u_{f(j),i_1,i_2,...,i_{f(j)}}^n$ where $f(j)$ (as defined above) indicates the highest message level that the relay attempts to decode. Decoding consists of finding the unique set of codewords $\{u_{1,i_1}^n, u_{2,i_1,i_2}^n, \ldots, u_{f(j),i_1,i_2,...,i_{f(j)}}^n\}$ in codebooks $C_1, C_{2,i_1}, \ldots, C_{f(j),i_1,...,i_{f(j)-1}}$ that are jointly typical with $Y_j^n$, declaring an error if it finds zero or more than one such sets.

Relay $j$ encodes the signal to be sent in transmission block $m + 1$ based on the received signal $Y_j^n$ and the decoded codewords $\{u_{k,i_1,...,i_k}^n\}_{k=1}^{f(j)}$ in block $m$ as follows

$$X_j[t] = \text{Enc}_j(Y_j^n[t]) = u_j(u_{1,i_1}^n[t], \ldots, u_{f(j),i_1,...,i_{f(j)}}^n[t], Y_j^n[t]), \text{ for } t = 1, \ldots, n.$$  

Decoding at the destination: The destination attempts to decode the codewords $u_{1,i_1}^n$, $u_{2,i_1,i_2}^n$, $\ldots$, $u_{K,i_1,...,i_K}^n$ from the received signal in each block $Y_D^n$ using joint typicality decoding as explained for the relays. Decoding consists of finding the unique set of codewords $\{u_{1,i_1}^n, u_{2,i_1,i_2}^n, \ldots, u_{K,i_1,...,i_K}^n\}$ in codebooks $C_1, C_{2,i_1}, \ldots, C_{K,i_1,...,i_{K-1}}$ that are jointly typical with $Y_D^n$, declaring an error if it finds zero or more than one such sets. The decoded message in each block is given by $\text{Dec}(Y_D^n) = (i_1, \ldots, i_K)$.
Analysis of the probability of error: We find the average probability of error over all the random code constructions. Due to the symmetry of the random code construction, the conditional probability of error is independent of the transmitted messages, i.e. $P_e^{(n)} = \Pr\{\text{Dec}(Y^n_D) \neq (1, \ldots, 1) \mid \text{message } (1, \ldots, 1) \text{ was sent}\}$, and so WLOG we assume that $u^n_{K,1,1,\ldots,1}$ has been sent.

There is an error whenever some relay or the destination declares an error. For any given block, relay $j$ declares an error if the correct codewords $\{u^n_{1,1}, \ldots, u^n_{f(j),1,\ldots,1}\}$ are not jointly typical with $Y^n_j$, or if incorrect codewords $\{u^n_{1,i_1}, \ldots, u^n_{f(j),i_j,\ldots,i_{f(j)}}\}$ are jointly typical with $Y^n_j$ for some $(i_1, \ldots, i_{f(j)}) \neq (1, \ldots, 1)$. Similarly, the destination declares an error if the correct codewords $\{u^n_{1,1}, \ldots, u^n_{K,1,\ldots,1}\}$ are not jointly typical with $Y^n_D$, or if incorrect codewords $\{u^n_{1,i_1}, \ldots, u^n_{K,i_1,\ldots,i_K}\}$ are jointly typical with $Y^n_D$ for some $(i_1, \ldots, i_K) \neq (1, \ldots, 1)$.

In addition, to guarantee the power constraints at the source and the relays be satisfied, if the average power of the signal to be transmitted at the source is larger than one, or if the average power of the signal to be transmitted at some relay is larger than one, we declare an error and do not transmit the corresponding signals.

Define the following events

\[ E^R_R = \{\text{relay } j \text{ successfully decodes all messages up to level } f(j), \text{ for } j = 1, \ldots, N\} \]

\[ E^D_{i_1\ldots i_K} = \{u^n_{1,i_1}, u^n_{2,i_1,i_2}, \ldots, u^n_{K,i_1,\ldots,\ldots,i_K}, Y^n_j \in A^n_{f(j)}(U_1, \ldots, U_K, V_D) \mid \text{Error}\} \]

\[ E^R_{i_1\ldots i_{f(j)}} = \{u^n_{1,i_1}, \ldots, u^n_{f(j),i_{f(j)},\ldots,i_{f(j)}}, Y^n_j \in A^n(U_1, \ldots, U_{f(j)}, V_j) \}, \text{ for } j = 1, \ldots, N \]

\[ E^S_p = \left\{ \frac{1}{n} \sum_{i=1}^{n} (u_{K,i,\ldots,1})^2 \geq 1 \right\} \]

Then the probability of error can be upper bounded as follows using the union bound,

\[ P_e^{(n)} = \Pr(\text{Error}|E^R) \Pr(E^R) + \Pr(\text{Error}|(E^R)^c) \Pr((E^R)^c) \]

\[ \leq \Pr(\text{Error}|E^R) + \Pr((E^R)^c) \]

\[ = \Pr\left[ (E^D_{i_1\ldots i_K})^c \cup \cup_{(i_1,\ldots,i_K) \neq (1,\ldots,1)} E^D_{i_1\ldots i_K} \right] \]

\[ + \Pr\left[ E^S_p \cup \bigcup_{j=1}^{N} \left( (E^R_{i_1\ldots i_{f(j)}})^c \cup \cup_{(i_1,\ldots,i_{f(j)}) \neq (1,\ldots,1)} E^R_{i_1\ldots i_{f(j)}} \cup E^S_p \right) \right] \]

\[ \leq \Pr\left( (E^D_{i_1\ldots i_K})^c \right) + \sum_{(i_1,\ldots,i_K) \neq (1,1)} \Pr\left( E^D_{i_1\ldots i_K} \right) + \Pr\left( E^S_p \right) \]

\[ + \sum_{j=1}^{N} \left[ \Pr\left( (E^R_{i_1\ldots i_{f(j)}})^c \right) + \sum_{(i_1,\ldots,i_{f(j)}) \neq (1,1)} \Pr\left( E^R_{i_1\ldots i_{f(j)}} \right) + \Pr\left( E^S_p \right) \right] \]

By using Proposition 5 for large $n$ we have $\Pr((E^D_{i_1\ldots i_K})^c) < \epsilon$, and $\Pr((E^R_{i_1\ldots i_{f(j)}})^c) < \epsilon$ for $j = 1, \ldots, N$. By the law of large numbers, for $n$ large enough, we also have $\Pr(E^S_p) < \epsilon$, and $\Pr(E^S_p) < \epsilon$ for $j = 1, \ldots, N$.

We bound the sum involving $\Pr(E^D_{i_1\ldots i_K})$ as follows,

\[ \sum_{(i_1\ldots i_K) \neq (1,1)} \Pr\left( E^D_{i_1\ldots i_K} \right) = \sum_{i_1 \neq 1, i_2 \neq 1, \ldots, i_K \neq 1} \Pr\left( E^D_{i_1\ldots i_K} \right) + \sum_{i_1 \neq 1, i_2 \neq 1, \ldots, i_K \neq 1} \Pr\left( E^D_{i_2\ldots i_K} \right) + \ldots + \sum_{i_1 \neq 1} \Pr\left( E^D_{i_1\ldots i_K} \right) \]

\[ \leq 2^n \sum_{K=2}^{K} R_k 2^{-n(I(U_1,\ldots,U_K;V_D)-3\epsilon)} + 2^n \sum_{K=3}^{K} R_k 2^{-n(I(U_2,\ldots,U_K;V_D;U_1)-4\epsilon)} + \ldots + 2^n R_k 2^{-n(I(U_K;V_D;U_1,\ldots,U_K-1)-4\epsilon)} \]

(40)

where we used the fact that $(u^n_{1,i_1}, u^n_{2,i_2,i_2}, \ldots, u^n_{K,1,1,\ldots,1})$ is independent of $Y^n_D$ when $i_1 \neq 1$, the fact that $(u^n_{1,1,1}, u^n_{2,1,1,\ldots,1})$ is conditionally independent of $Y^n_D$ conditioned on $u^n_{1,1}$ when $i_2 \neq 1$, ... the fact that $u^n_{K,1,1,\ldots,1}$ is conditionally independent of $Y^n_D$ conditioned on $(u^n_{1,1}, u^n_{2,1,1,\ldots,1})$ when $i_K \neq 1$, and Propositions 6 and 7 valid for large $n$. 
Similarly, we bound the sum involving \( \Pr(\{E_{i_1...i_{f(j)}}^R\}) \) for \( j = 1, \ldots, N \), as follows,
\[
\sum_{(i_1...i_{f(j)}) \neq (1...1)} \Pr(\{E_{i_1...i_{f(j)}}^R\}) = \sum_{i_1 \neq 1, i_2, \ldots, i_{f(j)}} \Pr(\{E_{i_1...i_{f(j)}}^R\}) + \sum_{i_2 \neq 1, i_3, \ldots, i_{f(j)}} \Pr(\{E_{i_1,i_2...i_{f(j)}}^R\}) + \ldots + \sum_{i_{f(j)} \neq 1} \Pr(\{E_{1...i_{f(j)}}^R\}) \\
\leq 2^n \sum_{i=1}^{f(j)} R_k 2^{-n(I(U_1,...,U_{i-1};V_j|U_i)-3\epsilon)} + 2^n \sum_{k=2}^{f(j)} R_k 2^{-n(I(U_2,...,U_{i-1};V_j|U_1)-4\epsilon)} + \ldots + 2^n R_{f(j)} 2^{-n(I(U_{f(j)};V_j|U_1,...,U_{f(j)-1})-4\epsilon)).
\]

The exponent of each of the terms in (41) gives a rate constraint that needs to be satisfied in order to have vanishingly small error probability as \( n \to 0 \). Due to the degradedness of the broadcast channel from the source to the relays, many of these rate constraints are redundant. The non-redundant rate constraints arising from (41) for \( j = 1, \ldots, N \) together with the rate constraints arising from (40) are given in (18).

Since \( \epsilon \) is arbitrarily small, when the conditions (18) are satisfied, there exists a sequence of codebooks with average probability of error going to zero as \( n \) tends to infinity. As a result, the rate \( R = \sum_{k=1}^{K} R_k \) is achievable.

\[ \square \]

**Appendix D**

**Proof of Lemma 1**

We find the Taylor series of \( h(Y) \) for \( \delta \) around zero. We will use Leibniz integral rule for improper integrals [13].

**Proposition 8** (Leibniz integral rule). Let \( f(x,y) \) and its partial derivative \( \frac{\partial}{\partial y} f(x,y) \) be continuous everywhere. If there exist functions \( g_1(x) \) and \( g_2(x) \) such that \( |f(x,y)| \leq g_1(x), |\frac{\partial}{\partial y} f(x,y)| \leq g_2(x) \) for all \( x \), \( \int_{-\infty}^{\infty} g_1(x) dx < \infty \) and \( \int_{-\infty}^{\infty} g_2(x) dx < \infty \), then
\[
\frac{d}{dy} \int_{-\infty}^{\infty} f(x,y) dx = \int_{-\infty}^{\infty} \frac{\partial}{\partial y} f(x,y) dx.
\]

In order to apply Proposition 8, we need to verify that the conditions of the proposition apply to the function \( f(y,\delta) = f_Y(y,\delta) \ln f_Y(y,\delta) \), where
\[
f_Y(y,\delta) = \left( 1 - \sum_{i=1}^{q-1} \delta_i \right) e^{-y^2/(2\sigma_0^2)}/(\sqrt{2\pi}\sigma_0) + \sum_{i=1}^{q-1} \delta_i e^{-y^2/(2\sigma_i^2)}/(\sqrt{2\pi}\sigma_i).
\]

It is easy to verify that \( f(y,\delta) \) and \( \frac{\partial}{\partial \delta_i} f(y,\delta) \) are continuous for \( i = 1, \ldots, q-1 \). We next find a function \( g(y) \) such that \( |f(y,\delta)| < g(y) \) and \( \int_{-\infty}^{\infty} g(y) dy < \infty \). To that end we first find lower and upper bounds for \( f_Y(y,\delta) \) that are independent of \( \delta \). We assume that \( \sum_{i=1}^{q-1} \delta_i < \delta_0 < 1 \), and define \( \sigma_{\min} = \min_{i \in \{0,...,q-1\}} \sigma_i \) and \( \sigma_{\max} = \max_{i \in \{0,...,q-1\}} \sigma_i \).
\[
\frac{1 - \delta_0}{\sqrt{2\pi}\sigma_0} e^{-y^2/(2\sigma_0^2)} \leq f_Y(y,\delta) \leq \frac{q}{\sqrt{2\pi}\sigma_{\min}} e^{-y^2/(2\sigma_{\max}^2)}
\]

We use these bounds to obtain
\[
g(y) = \frac{q}{\sqrt{2\pi}\sigma_{\min}} e^{-y^2/(2\sigma_{\max}^2)} \left[ \max \left\{ \left| \ln \left( \frac{1 - \delta_0}{\sqrt{2\pi}\sigma_0} \right) \right|, \left| \ln \left( \frac{q}{\sqrt{2\pi}\sigma_{\min}} \right) \right| \right], + \frac{y^2}{2\sigma_{\min}^2},
\]
which is integrable.

For each \( i = 1, \ldots, q-1 \), we find a function \( g_i(y) \) such that \( \left| \frac{\partial}{\partial \delta_i} f(y,\delta) \right| < g_i(y) \) and \( \int_{-\infty}^{\infty} g_i(y) dy < \infty \). Noting that
\[
\frac{\partial}{\partial \delta_i} f(y,\delta) = \left( -\frac{1}{\sqrt{2\pi}\sigma_0} e^{-y^2/(2\sigma_0^2)} + \frac{1}{\sqrt{2\pi}\sigma_i} e^{-y^2/(2\sigma_i^2)} \right) \left( \ln f_Y(y,\delta) + 1 \right)
\]
we obtain
\[
g_i(y) = \left( \frac{1}{\sqrt{2\pi\sigma_0}} e^{-y^2/(2\sigma_0^2)} + \frac{1}{\sqrt{2\pi\sigma_i}} e^{-y^2/(2\sigma_i^2)} \right) \left[ \max \left\{ \ln \left( \frac{1 - \delta_0}{\sqrt{2\pi\sigma_0}} \right), \ln \left( \frac{q}{\sqrt{2\pi\sigma_{\min}}} \right) \right\} + \frac{y^2}{2\sigma_i^2} + 1 \right],
\]
which is also integrable.

Having verified the conditions of Proposition\[8\] we can exchange the order of derivation and integration to compute the Taylor series of \( h(Y) \) as follows,
\[
h(Y) = h(Y)_{\delta=0} + \sum_{i=1}^{q-1} \delta_i \left( \frac{\partial h(Y)}{\partial \delta_i} \right)_{\delta=0} + O(\|\delta\|^2)
\]
\[= \left( \int_{-\infty}^{\infty} -f_Y(y) \log_2[f_Y(y)] \, dy \right)_{\delta=0} + \sum_{i=1}^{q-1} \delta_i \left( \frac{\partial}{\partial \delta_i} \int_{-\infty}^{\infty} -f_Y(y) \log_2[f_Y(y)] \, dy \right)_{\delta=0} + O(\|\delta\|^2)
\]
\[= \int_{-\infty}^{\infty} \left( -f_Y(y) \log_2[f_Y(y)] \right)_{\delta=0} \, dy + \sum_{i=1}^{q-1} \delta_i \left( \frac{\partial}{\partial \delta_i} f_Y(y) \log_2[f_Y(y)] \right)_{\delta=0} \, dy + O(\|\delta\|^2)
\]
\[= \frac{1}{2} \log_2[2\pi e\sigma_0^2] + \sum_{i=1}^{q-1} \delta_i (\sigma_i^2/\sigma_0^2 - 1)/(2\ln 2) + O(\|\delta\|^2).
\]

\section*{APPENDIX E
PROOF OF THEOREM\[5\]}

In Theorem\[2\] we set \( \delta_1 = \beta_1 \sqrt{gh}, \delta_2 = \beta_2 \sqrt{gh}, \kappa_1 \triangleq h\kappa_{11} = h\kappa_{21}, \kappa_2 \triangleq h\kappa_{12} = h\kappa_{22} \) and we set \( \gamma_1 \triangleq h\sigma_1^2, \gamma_2 \triangleq h\sigma_2^2 \), for positive constants \( \beta_1, \beta_2, \gamma_1, \gamma_2, \kappa_1, \kappa_2 \) in \( \mathbb{R}^+ \). We know the rate \( R_1 + R_2 \) is achievable if
\[
R_1 < I(T; Y_1),
\]
\[
R_2 < I(X_S; Y_D|T),
\]
\[
R_1 + R_2 < I(T, X_S; Y_D) = I(T; Y_D) + I(X_S; Y_D|T).
\]

We also can achieve the maximum sum rate \( R_1 + R_2 \) if
\[
R_1 < I(T; Y_1),
\]
\[
R_1 < I(T; Y_D),
\]
\[
R_2 < I(X_S; Y_D|T).
\]

We compute the mutual information expressions \( I(T; Y_1) \) and \( I(X_S; Y_D|T) \) for small \( h \).

The probability distribution of \( Y_1 \) conditioned on \( T = 1 \) and \( T = 2 \) is equal to \( \mathcal{N}(0, g\sigma_1^2 + 1) \) and \( \mathcal{N}(0, g\sigma_2^2 + 1) \) respectively. For the case that \( T = 0 \) the distribution of \( Y_1 \) is \( \mathcal{N}(0, 1) \). By applying Corollary\[2\] we have
\[
I(T; Y_1) = \frac{h\sqrt{gh}}{2\ln 2} \left( \beta_1 (\gamma_1 g/h - \ln[1 + \gamma_1 g/h]) + \beta_2 (\gamma_2 g/h - \ln[1 + \gamma_2 g/h]) \right) + O(h^2),
\]
and
\[
I(X_S; Y_D|T) = \frac{\delta_1}{2} \log_2 \left( 1 + \frac{4g\sigma_1^2\kappa_1}{2\kappa_1 + 1} \right) + \frac{\delta_2}{2} \log_2 \left( 1 + \frac{4g\sigma_2^2\kappa_2}{2\kappa_2 + 1} \right)
\]
\[= h \left( \sqrt{g/h} \ln \left[ 1 + \frac{4(g/h)\gamma_1\kappa_1}{1 + 2\kappa_1} \right] \beta_1 + \sqrt{g/h} \ln \left[ 1 + \frac{4(g/h)\gamma_2\kappa_2}{1 + 2\kappa_2} \right] \beta_2 \right) / 2\ln 2 + O(h^2).
\]
Finally to compute $I(T; Y_D)$, we note that the distribution of $Y_D$ conditioned on $T$ being 0, 1, and 2 is equal to $\mathcal{N}(0, 1)$, $\mathcal{N}(0, 4g\sigma_1^2\kappa_1 + 2\kappa_1 + 1)$, and $\mathcal{N}(0, 4g\sigma_2^2\kappa_2 + 2\kappa_2 + 1)$ respectively. Then, by Corollary 2 we have

$$I(T; Y_D) = \frac{h}{2\ln 2} \left( \beta_1 (4g/h)\gamma_1\kappa_1 + 2\kappa_1 - \ln[1 + 4(g/h)\gamma_1\kappa_1 + 2\kappa_1] + \beta_2 (4g/h)\gamma_2\kappa_2 + 2\kappa_2 - \ln[1 + 4(g/h)\gamma_2\kappa_2 + 2\kappa_2] \right) + O(h^2).$$

(43)

To complete the proof we need to impose the power constraints at the source and relays:

$$\delta_1\sigma_1^2 + \delta_2\sigma_2^2 = \sqrt{g/h}(\gamma_1\beta_1 + \gamma_2\beta_2) < 1,$$

$$\delta_1\kappa_1^2 + \delta_2\kappa_2^2 = \sqrt{g/h}(\beta_1(1 + g/h)\kappa_1 + \beta_2(1 + g/h)\kappa_2) < 1.$$  

\[\square\]

**APPENDIX F**

**PROOF OF THEOREM 6**

The derivation of the achievable rates in the low SNR regime for BSPDF coding in the symmetric parallel relay network with $N$ relays is similar to the case of the two relay network. The difference is in the distribution of the signal $Y_D$ which is the combination of signals from $N$ relays instead of two relays. By applying Theorem 1 we are able to achieve any rate $R_1 + R_2$ such that

$$R_1 < I(B; Y_1),$$
$$R_2 < I(X_S; Y_D|B),$$
$$R_1 + R_2 < I(B, X_S; Y_D) = I(B; Y_D) + I(X_S; Y_D|B).$$

(44), (45), and (46) also satisfies the conditions

$$R_1 < I(B; Y_1),$$
$$R_1 < I(B; Y_D),$$
$$R_2 < I(X_S; Y_D|B).$$

In Theorem 1, we set $\delta = \beta\sqrt{g/h}$ such that $0 < \delta < 1$ and $\kappa = \kappa_i < 1/(g + \delta)$ for $i = 1, 2, \ldots, N$. Let $\sigma^2 = \sqrt{g/h}/\beta + 1$. Conditioned on $B = 1$, the random variable $Y_1$ has distribution $\mathcal{N}(0, \sigma^2)$ and conditioned on $B = 0$ we have $Y_1 \sim \mathcal{N}(0, 1)$. Thus by Corollary 2

$$I(B; Y_1) = h\left(g/h + \sqrt{g/h}\beta\ln\left(\frac{\beta}{\sqrt{g/h} + \beta}\right)\right)/(2\ln 2) + O(h^2).$$

At the destination, optimizing over the value of $\kappa$ we get $\kappa = 1/(g + \delta)$. If we define $\sigma_D^2 = N^2\sqrt{g/h}/(\beta(g/h + \beta\sqrt{g/h}) + N/(g/h + \beta\sqrt{g/h}) + 1$, then conditioned on $B = 1$ we have $Y_D \sim \mathcal{N}(0, \sigma_D^2)$ and conditioned on $B = 0$, we have $Y_D \sim \mathcal{N}(0, 1)$, thus using Corollary 2

$$I(B, Y_D) = h\beta\sqrt{g/h}\left(N^2\sqrt{g/h}/(\beta(g/h + \beta\sqrt{g/h}) + N/(g/h + \beta\sqrt{g/h})

- \ln \left[1 + N^2\sqrt{g/h}/(\beta(g/h + \beta\sqrt{g/h}) + N/(g/h + \beta\sqrt{g/h})\right]\right)/(2\ln 2) + O(h^2)$$

and

$$I(X_S; Y_D|B) = h\beta\sqrt{g/h}\log_2\left[1 + \frac{N^2\sqrt{g/h}/(\beta(g/h + \beta\sqrt{g/h})}{1 + N/(g/h + \beta\sqrt{g/h})}\right].$$

After some simplification the theorem follows.  

\[\square\]
APPENDIX G
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Using Theorem 1, we can achieve the rate $R_1 + R_2$ if

\[ R_1 < I(B; Y_1) \]
\[ R_2 < I(X_S; Y_D | B) \]
\[ R_1 + R_2 < I(B, X_S; Y_D) = I(B; Y_D) + I(X_S; Y_D | B). \]

Equivalently, we can achieve the maximum sum rate $R_1 + R_2$ if

\[ R_1 < I(B; Y_1) \]
\[ R_1 < I(B; Y_D) \]
\[ R_2 < I(X_S; Y_D | B). \]

We set $\delta = \beta \sqrt{gh}$ for a positive constant $\beta$ such that $0 < \beta \sqrt{gh} \leq 1$, $k_1 \overset{\Delta}{=} h_1 < h/(g + \delta)$ and $k_2 \overset{\Delta}{=} h_2 < h/(h + \delta)$. Let $\sigma^2_1 = \sqrt{g/\beta} + 1$ and $\sigma^2_2 = 1/\left(\beta \sqrt{g/\beta}\right) + 1$. Conditioned on $B = 1$ the random variable $Y_1$ has distribution $\mathcal{N}(0, \sigma^2_1)$. Conditioned on $B = 0$ we have $Y_1 \sim \mathcal{N}(0, 1)$. Then by Corollary 2 we have

\[ I(B; Y_1) = h_3 \sqrt{g/h} \left( \sqrt{g/h} \beta - \ln \left( \sqrt{g/h} \beta + 1 \right) \right)/(2 \ln 2) + O(h^2). \]

For the destination defining $\sigma^2_3 = 1/\left(\sqrt{k_1 + k_2}/\beta + k_1 + (g/h)k_2 + 1\right)$ and conditioned on $B = 1$ we have $Y_D \sim \mathcal{N}(0, \sigma^2_3)$ and conditioned on $B = 0$ we have $Y_D \sim \mathcal{N}(0, 1)$. Therefore

\[ I(B; Y_D) = \frac{h_3 \sqrt{g/h} \beta}{2 \ln 2} \left( \sqrt{g/h} \left( \sqrt{k_1 + k_2}/\beta + k_1 + \frac{g}{h}k_2 \right) \ln \left[ 1 + \sqrt{g/h} \left( \sqrt{k_1 + k_2}/\beta + k_1 + \frac{g}{h}k_2 \right) \right] + O(h^2) \right). \]

Finally by Corollary 2

\[ I(X_S; Y_D | B) = \frac{h_3 \sqrt{g/h}}{2} \log_2 \left( 1 + \frac{\sqrt{g/h} \left( \sqrt{k_1 + k_2}/\beta + k_1 + \frac{g}{h}k_2 \right)}{1 + k_1 + (g/h)k_2} \right), \]

which completes the proof.

APPENDIX H
PROOF OF THEOREM 8

We use two layers of coding requiring relay 2 and the destination to decode both layers of the code and while requiring relay 1 to decode only the first layer. By Corollary 1 we can show that the rate $R_1 + R_2$ is achievable if

\[ R_1 < I(B; Y_1), \]
\[ R_2 < I(X_S; Y_2 | B), \]
\[ R_2 < I(X_S; Y_D | B), \]
\[ R_1 + R_2 < I(B, X_S; Y_D) = I(B; Y_D) + I(X_S; Y_D | B). \]

Equivalently, the following conditions are sufficient to achieve the maximum sum rate $R_1 + R_2$,

\[ R_1 < I(B; Y_1), \]
\[ R_1 < I(B; Y_D), \]
\[ R_2 < I(X_S; Y_2 | B), \]
\[ R_2 < I(X_S; Y_D | B). \]

In the following we compute, $I(B; Y_1), I(B, Y_D), I(X_S; Y_2 | B)$, and $I(X_S; Y_D | B)$. Set $\delta = \beta \sqrt{gh}$, and define $\kappa = \kappa_1 h$, assuming that $\delta(\kappa/h)(1 + g/\delta) < 1$ in order to satisfy the power constraint at relay 1.
Conditioned on $B = 1$ we have $Y_1 \sim \mathcal{N}(0, \sigma_1^2)$, $Y_2 \sim \mathcal{N}(0, \sigma_2^2)$, and $Y_D \sim \mathcal{N}(0, \sigma_D^2)$, where $\sigma_1^2 = \sqrt{g/h}/\beta + 1$, $\sigma_2^2 = 1/(\beta\sqrt{g/h}) + 1$, and $\sigma_D^2 = \sqrt{g/h}(1 + \sqrt{\kappa})^2/\beta + \kappa + 1$. Conditioned on $B = 0$ we have $Y_1 \sim \mathcal{N}(0,1)$, $Y_2 \sim \mathcal{N}(0,1)$, and $Y_D \sim \mathcal{N}(0,1)$.

By applying Corollary 2 we get

$$I(B; Y_1) = h\beta \sqrt{g/h} \left(\sqrt{g/h} + \ln \left[1 + \sqrt{g/h}\right]\right)/(2 \ln 2) + O(h^2),$$

and therefore,

$$I(B; Y_D) = h\beta \sqrt{g/h} \left(\sqrt{g/h}(1 + \sqrt{\kappa})^2/\beta + \kappa + \ln \left[1 + \sqrt{g/h}(1 + \sqrt{\kappa})^2/\beta + \kappa\right]\right)/(2 \ln 2) + O(h^2).$$

To complete the proof we need to compute $I(X_S; Y_2|B)$ and $I(X_S; Y_D|B)$. We have by Corollary 2

$$I(X_S; Y_2|B) = \frac{h\beta \sqrt{g/h}}{2} \log_2 \left(1 + \frac{1}{\beta \sqrt{g/h}}\right),$$

$$I(X_S; Y_D|B) = \frac{h\beta \sqrt{g/h}}{2} \log_2 \left(1 + \frac{\sqrt{g/h}(1 + \sqrt{\kappa})^2/\beta}{\kappa + 1}\right).$$

\[\blacksquare\]

**APPENDIX I**

**DERIVATION OF THE LOWER BOUND ON THE MINIMUM ENERGY-PER-BIT**

In order to find a lower bound on the minimum energy-per-bit we normalize the channel gains as $\bar{g} = Pg/N_0$ and $\bar{h} = \gamma Ph/N_0$

$$\mathcal{E}_b \geq \inf_{\gamma \geq 0} \lim_{P \to 0} \frac{(2\gamma + 1)P}{C_{up}}$$

$$\geq \inf_{\gamma > 0} \max_{0 \leq \rho \leq 1} \frac{(1 + 2\gamma)N_0 \ln 2}{\min\left\{g, (g + \gamma h(1 - \rho^2))/2, \gamma h(1 + \rho)\right\}}$$

$$\geq \sup_{\gamma > 0} \max_{0 \leq \rho \leq 1} \min\left\{\frac{g}{2\gamma + 1}, \frac{g + \gamma h(1 - \rho^2)}{2(2\gamma + 1)}, \frac{\gamma h(1 + \rho)}{2\gamma + 1}\right\}.$$

For a fixed $\gamma$ we can solve the maximization over $\rho$

$$\max_{0 \leq \rho \leq 1} \min\left\{g, (g + \gamma h(1 - \rho^2))/2, \gamma h(1 + \rho)\right\} = \begin{cases} 2\gamma h & ; 0 < \gamma h/g < 1/4 \\ \sqrt{\gamma gh} & ; 1/4 \leq \gamma h/g \leq 1 \\ g & ; \gamma h/g < 1 \end{cases}$$

and therefore,

$$\sup_{\gamma > 0} \max_{0 \leq \rho \leq 1} \min\left\{\frac{g}{2\gamma + 1}, \frac{g + \gamma h(1 - \rho^2)}{2(2\gamma + 1)}, \frac{\gamma h(1 + \rho)}{2\gamma + 1}\right\} = \max\left\{\frac{2\gamma h}{2\gamma + 2}, \frac{\sqrt{\gamma gh}}{2\gamma + 1}, \frac{\sqrt{\gamma gh}}{2\gamma + 1}, \frac{g}{2\gamma + 1}\right\}$$

$$= \max\left\{\frac{gh}{g + 2h}, \frac{\sqrt{gh}}{2\gamma + 1}, \frac{gh}{2g + h}\right\}; \quad 1/2 \leq g/h \leq 2$$

$$= \max\left\{\frac{gh}{g + 2h}, \frac{\sqrt{gh}}{2\gamma + 1}, \frac{gh}{2g + h}\right\}; \quad 0 < g/h < 1/2$$

$$= \frac{\sqrt{gh}}{g + 2h}; \quad 1/2 \leq g/h \leq 2.$$
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