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Abstract—In the era of big data and the Internet of Things (IoT), data owners need to share a large amount of data with the intended receivers in an insecure environment, posing a trade-off issue between user privacy and data utility. The privacy utility trade-off was facilitated through a privacy funnel based on mutual information. Nevertheless, it is challenging to characterize the mutual information accurately with small sample size or unknown distribution functions. In this article, we propose a privacy funnel based on mutual information neural estimator (MINE) to optimize the privacy utility trade-off by estimating mutual information. Instead of computing mutual information in a traditional way, we estimate it using an MINE, which obtains the estimated mutual information in a trained way, ensuring that the estimation results are as precise as possible. We employ estimated mutual information as a measure of privacy and utility, and then form a problem to optimize data utility by training a neural network while the estimator’s privacy discourse is less than a threshold. The simulation results also demonstrated that the estimated mutual information from MINE works very well to approximate the mutual information even with a limited number of samples to quantify privacy leakage and data utility retention, as well as optimize the privacy utility trade-off.

Index Terms—Privacy utility trade-off, mutual information estimator, KL-divergence, neural networks.

I. INTRODUCTION

DATA privacy involves publishing data efficiently to minimize risk and protect sensitive data. The content of data and its associated metadata information can be exploited to infer sensitive and personally identifiable information, which can be harmful to individuals and organizations. The availability of data publishing are credited with advancing solutions to complex problems in data sharing, data acquisition, among others in the era of big data and IoT [1, 2]. However, big data publishing comes with a massive privacy disclosure where explosive sensitive data growth has been witnessed. The authors of [3] have already demonstrated the impact of individual data loss by using examples of privacy disclosure and listed the complexity of tackling technological and legislative challenges for big data and individual privacy of IoT.

Usually, the approaches to keep certain information private can be achieved by distorting the information while disclosing relevant information [4–5]. The authors in [6, 10] established $k$-anonymity as the characteristic that each record is indistinguishable from at least $k − 1$ other records on the quasi-identification to prevent the identity of the owner of public data from being revealed. Generalization and suppression were utilized to obtain $k$-anonymity. Although $k$-anonymity overcomes the problem of identity disclosure, it does not preclude attribute disclosure or homogeneity attacks. Individuals may be exposed to the relationship between identities and sensitive attributes, which may jeopardize the distribution of individuals and the entire dataset. To address this issue, the authors of [11] introduced $l$-diversity, which requires sensitive characteristics to have at least $l$ well-represented values in each equivalence class to withstand the homogeneity attack in $k$-anonymity. As noted in [11], $l$-diversity is faced with two major attacks: the first is similarity attack, which ignores the danger posed by semantic relationships between attributes; the second is skewness attack, in which the adversary might deduce sensitive information based on the distribution of sensitive qualities, which is a serious invasion of privacy. As a result, preventing property disclosure issues is insufficient. To this end, the $t$-closeness approach was introduced in [12] where the earth mover’s distance was used to compute the $t$-closeness. But it has drawbacks such as large loss of data utility and inability to discriminate semantic information. The term utility refers to certain system properties and intelligibility which represents the amount of useful information that can be extracted from the protected data.

In an attempt to provide better data utility, the authors of [13] developed a model which combines $k$-anonymity and differential privacy, where the latter is capable of answering queries to statistical databases with provable privacy guarantees by minimizing attackers’ opportunities to identify database records [6, 7]. The requirement that information is disseminated only to a limited extent while the data still meets the usability of certain desired recipients has becomes critical nowadays as a large amount of personal information is being widely disseminated, shared and openly accessible by anyone in big data and IoT applications. Since distorting data too much will destroy the value of data to the desired recipients while distorting too little will help the adversaries to deduce the sensitive information of targeted individual, finding an acceptable privacy utility trade-off between privacy protection and data utility is the key in the development and deployment of privacy protection methods. To make things work, the measurements and characterizations on both the privacy and utility have to be achieved.

The privacy protection, data utility as well as their trade-off
can be characterized mathematically with the help of information theory. In [4, 8], the authors consider expected distortion as a measure of privacy and utility where the collective privacy of all or subsets of database items are obtained to offer a progressive conclusions of the fuzzy region of rate distortion as the number of data samples rises arbitrarily. To simulate privacy leakage and data distortion, the authors of [14] proposed a concept called the “privacy funnel” to characterize the trade-off between data privacy disclosure and utility. In simple terms, the privacy funnel used mutual information to measure both data distortion and privacy disclosure. However, their proposed greedy algorithm used merged elements in the context of unknown distribution of data sets to approximate mutual information which runs fast at the expense of accuracy. Precise calculations on mutual information only apply to discrete variables because the sum can be precisely calculated, or to finite problems where the probability distribution is known. For more general problems, this is impossible. Furthermore, to process complex data when the data distribution is unavailable, the authors of [15] added differential privacy guarantee noise to the data compressed by the autoencoder to resist inference attacks in motion-aware applications. Although differential privacy provided strong protection for each identified entry, it failed to separate the information associated with sensitive data from the information associated with non-sensitive data. Thus, the increased noise level seriously compromised data utility. Meanwhile, the authors of [16] proposed a model where the private information is equal to zero when the first stage of the expected information predictor is a linear operator. Although the model achieves a perfect utility competitive trade-off when utility and private data are orthogonal, it requires both an understanding of the model used to handle downstream utility tasks and the first part of the model must be linear. However, in data publishing, it is usually impossible to obtain the information about such downstream task models. This encourages us to estimate mutual information using a data-driven approach and optimize privacy funnel using mutual information as a measure of privacy and utility.

Recently, a mutual information neural estimator (MINE) was proposed in [17] to approximate mutual information from data samples. Unlike traditional non-universal methods based on the partitioning of probability space [18, 19], k-nearest neighbor statistics [20, 21], maximum likelihood estimation [22] and variational lower bound [23], MINE does not require the data distribution that is difficult to obtain in practice and it can also match the sample size and dimension better. The simulation results show that such a method can estimate mutual information through neural network training in the case of unknown data distribution, and it is almost indistinguishable from real mutual information. The authors of [24] applied MINE to train hidden layer with information bottleneck loss, and froze it before moving onto the next layer. The authors of [25] relaxed the Gaussian posterior assumption by using the MINE [17] to train a variational information bottleneck to improve its robustness to adversarial perturbations. The work in [26] investigated unsupervised learning of representations by maximizing mutual information based on MINE between an input and the output of a deep neural network encoder, and MINE has been shown once again to estimate mutual information more precisely than traditional methods. This inspires us to use mutual information as a measure of both privacy and utility, which will be formulated as optimization problems for privacy utility trade-off.

In this paper, mutual information is adopted to measure both privacy disclosure and data utility at the same time. Different from previous works which used merged elements to approach data distribution for privacy and utility characterizations, this paper uses MINE [17] instead for accuracy. Then, by interval training mutual information estimator and encoder to maximize mutual information, we put mutual information into the privacy utility trade-off framework to obtain the privacy utility model using only single mutual information to measure data privacy and utility, making the model more flexible. Simulations demonstrate that the model’s practicality and assess the impact of various noise levels and privacy precisions on the maximum data utility. The simple model allows us to take different parameters on the model into consideration, which includes the influence of different noise levels on data utility and the influence of privacy accuracy on the overall model. This contribution can be summarized as follows:

- The mutual information estimator is used to safeguard data privacy when it is published. It overcomes the problem of unknown distributions being unable to extract mutual information and maximizes data utility under the assumption of fixed privacy budget.
- Unlike other measuring methods, the privacy utility trade-off which we proposed relies solely on mutual information. MINE is used throughout this work to estimate mutual information for a better accuracy. And the proposed trade-off framework is straightforward and simple to implement.
- We perform the simulation to find the impacts of various parameters such as noise levels and privacy budgets on the privacy utility trade-off framework and offer some useful insights on choosing the parameters.

The notation is given in Table II. The remainder of the paper is laid out as follows. In Section II we describe the system model. Then we formulate the privacy utility trade-off objective using neural estimator in Section III, and Section IV is extensive simulation part, finally we summarize our comments in Section V.

II. SYSTEM MODEL

As shown in Fig. 1 we consider a case where a data publisher has some sensitive data set \( S \in S \) which is correlated with some non-sensitive data set \( X \in X \), and the data publisher wishes to share \( X \) with data receiver. This correlation can be regarded as an auxiliary information to infer the sensitive dataset \( S \). To reduce the disclosure of sensitive dataset \( S \), the data publisher send a perturbed version of \( X \) denoted by \( Y \in Y \), where \( Y \) is the published dataset generated by adding Gaussian or Laplacian noise to \( X \). Dataset \( Y \) that passes through the privacy mechanism should be as irrelevant as possible to sensitive data \( S \), while retaining as much
### TABLE I
### NOTATIONS

| Symbol     | Meaning                                                                 |
|------------|-------------------------------------------------------------------------|
| $C(S, q)$  | Cost function                                                          |
| $d(X, Y)$  | Distortion measure                                                     |
| $D$        | Distortion level                                                        |
| $D_{KL}(\cdot || \cdot)$ | KL-divergence of two distributions                                      |
| $E_{P_{X,Y}}[d(X, Y)]$ | Expected distortion                                                      |
| $\hat{G}$  | Estimated gradient                                                      |
| $H(\cdot)$ | Information entropy                                                    |
| $\hat{H}_\theta(\cdot)$ | Estimated cross-entropy with neural network $\theta$                 |
| $I(\cdot; \cdot)$ | Mutual information of two random variables                          |
| $\hat{I}_\theta(\cdot; \cdot)$ | Estimated mutual information with neural network $\theta$            |
| $k$        | Minibatch size                                                         |
| $n$        | Number of samples from $Y$                                             |
| $p(\cdot, \cdot)$ | Joint probability density of two random variables                      |
| $p(\cdot)$ | Marginal probability density                                           |
| $\hat{p}(n)$ | Empirical distribution associated to $n$ i.i.d. samples for a given distribution $P$ |
| $P(Y|X)$   | Conditional distribution, privacy mapping                              |
| $q$        | Belief distribution                                                    |
| $q^*_0$    | Optimal $q$ before observation of data                                 |
| $q^*_y$    | After observing published data                                          |
| $S$        | Sensitive dataset                                                      |
| $T_r(X; Y)$ | Characterization of privacy utility trade-off                          |
| $\Delta C$ | Expected inference cost gain                                           |
| $\epsilon$ | Privacy parameter, privacy budget                                      |
| $\eta$     | Learning rate                                                          |
| $\theta$   | Deep neural network parameter                                          |
| $\phi$     | Encoder weights                                                        |

---

**Fig. 1.** Privacy mechanism model.

---

information as possible about $X$, since $Y$ will be processed by the data receiver to provide utility. We assume that $S$, $X$, and $Y$ follow a Markov chain $S \to X \to Y$.

Under the assumptions above, we propose to design a privacy framework which maps $X$ to a random variable $Y$ so that the information leakage from $S$ to $Y$ is limited while the data utility of $X$ given $Y$ is maximum. Our challenge, therefore, is to use a data-driven approach to find the privacy utility trade-off for both discrete and continuous data. To fulfill such vision, unlike [4], which used a greedy algorithm with merged elements, we propose to use the mutual information neural network estimator to obtain the most accurate metrics of information leakage from $S$ to $Y$ as well as the utility of $X$ given $Y$. The combined results on privacy and utility measures will be used in the proposed privacy utility trade-off framework to optimize utility while safeguarding privacy.

### III. PRIVACY UTILITY TRADE-OFF

In this section, we describe the privacy and utility metrics in data publishing separately first. Then, we introduce the estimator for mutual information. Finally, we discuss the privacy utility trade-off problem which firstly adopts mutual information neural estimator as a measure of both privacy and utility.

#### A. Privacy and Utility Metric

Here, we consider the inference threat model introduced in [27]. At this moment, illegal data receiver as an attacker tries to infer sensitive information $S$. More precisely, the data receiver chooses a belief distribution $q$ from the set $P_S$ of all probability distributions over $S$ to minimize the expected inference cost function $C(S, q)$. Under the logarithmic loss $C(S, q) = -\log_2 q(S)$, the optimal $q$ before observation of data $Y$ is

$$q^*_0 = \arg\min_{q \in P_S} E_{P_S}[C(S, q)]$$

and the Shannon entropy of $S$ is given by

$$H(S) = E_{P_S}[-\log_2 q^*_0(S)].$$

After observing published data $y \in Y$, we get

$$q^*_y = \arg\min_{q \in P_S} E_{P_S}[C(S, q)|Y = y]$$

$$= \arg\min_{q \in P_S} [-\log_2 q(S)|Y],$$

and the conditional entropy of $S$ given $Y$ is written as

$$H(S|Y) = E_{P_S}[-\log_2 q^*_y(S)|Y].$$

Because publishing data $Y$ is observable, so the data receiver obtains an expected gain in inference cost of

$$\Delta C = H(S) - H(S|Y) = I(S; Y),$$

where the expected inference cost gain $\Delta C$ measures the improvement in the inference quality from sensitive data $S$ after the observed $Y$. The design goal of the privacy utility trade-off should aim at reducing $\Delta C$ to bring the inference with observing $Y$ closer to the initial inference without observing $Y$, the formula can be written as

$$\min \Delta C = \min I(S; Y)$$

$$= \min \int_{S \times Y} p(s, y) \log_2 \frac{p(s, y)}{p(s)p(y)} \, ds \, dy. \quad (6)$$
where \( p(s, y) \) is the joint probability density of \( S \) and \( Y \), \( p(s) \) and \( p(y) \) are the corresponding marginal probability density.

Protecting the privacy of data publishing is considered essential, at the same time, the framework of privacy utility trade-off should maintain the utility of the perturbed data \( Y \). In \textsuperscript{28}, the key issue is that utility is determined not only by the data modifications made, but also by the anticipated data uses. Since potential data uses are truly diverse and it may even be hard to identify them all now of the data release, privacy protection can seldom be performed in a data use-specific manner. As a result, it is more common to speak about information loss rather than utility. Measures of information loss provide a basic approach for the data protector to determine how much harm a particular masking technique is causing to the data.

As the discrimination between two distribution of mean information, KL-divergence can be used to measure information loss, which formula is as (7). Meanwhile, we know that KL-divergence is equal to mutual information by one form as (8). Consequently, we can measure data utility by mutual information.

### B. Mutual Information Neural Estimator (MINE)

The theoretical mutual information defined above depends on probability density functions which are difficult to obtain in practice. Here, we focus on an estimator named MINE for its good performance in approximating the mutual information from data samples with high accuracy \textsuperscript{17}. It utilizes the Donsker-Varadhan representation (DV-representation) of the Kullback-Leibler divergence (KL-divergence), which is related to the mutual information. In MINE, mutual information is estimated by parameterizing the lower bound of KL-divergence and improving the lower bound by continuous training.

The KL-divergence is a measurement of the dissimilarity between distributions \( P \) and \( Q \), which can be written as

\[
D_{KL}(P || Q) = \int P(x) \log \frac{P(x)}{Q(x)} dx,
\]

where \( D_{KL}(P || Q) \geq 0 \), with \( D_{KL}(P || Q) = 0 \) if and only if \( P(x) = Q(x) \). Consequently, we get

\[
I(S; Y) := \int_{S \times Y} p(s, y) \log \frac{p(s, y)}{p(s)p(y)} ds \, dy
= D_{KL}(P || Q)
= E_{P(S, Y)} \left[ \log \left( \frac{p(s, y)}{p(s)p(y)} \right) \right],
\]

where, given samples of \( S \) and \( Y \), we can estimate \( I(S; Y) \) at the cost of accuracy when the number of samples disobey the Law of Large Numbers. In this work, we pay attention to DV-representation \textsuperscript{29}, which could result in a more accurate estimator.

**Theorem 1. (DV-representation).** The KL-divergence admits representation given by

\[
D_{KL}(P || Q) = \sup_{T: \Omega \rightarrow \mathbb{R}} E_P[T] - \log_2(E_Q[e^T]),
\]

where the supremum is taken over all functions \( T \) such that the two expectations are finite.

Proof. See Appendix.

Let \( F \) be any class of functions \( T : \Omega \rightarrow \mathbb{R} \) satisfying the integrability constraints of the theorem, we then have a lower-bound given by

\[
D_{KL}(P || Q) \geq \sup_{T \in F} E_P[T] - \log_2(E_Q[e^T]).
\]

For an MINE, the approach here is to choose \( F \) to be the family of functions \( T_\theta : S \times Y \rightarrow \mathbb{R} \) parametrized by a deep neural network with parameter \( \theta \) so that

\[
I(S; Y) \geq I_\theta(S; Y) = \sup_{\theta \in \Theta} E_{P_S Y}[T_\theta] - \log_2 \left( E_{P_S Y}[e^{T_\theta}] \right),
\]

the expectations above are estimated using empirical samples from \( P_S Y \) and \( P_S \times P_Y \) or by shuffling the samples from the joint distribution along the batch axis, which is defined by Definition \textsuperscript{1}. As a result, the MINE algorithm to train the estimator is given by Algorithm \textsuperscript{1} and the structure of a four-layer structured of neural network, as shown in Fig. \textsuperscript{2} is adopted in this work.

**Definition 1. (Mutual Information Neural Estimator (MINE)).** Let \( \mathcal{F} = \{ T_\theta \}_{\theta \in \Theta} \) the set of functions parametrized by a neural network. MINE is defined as \textsuperscript{17}

\[
\hat{I}(S; Y)_n = \sup_{\theta \in \Theta} E_{P_{S Y}^{(n)}}[T_\theta] - \log_2 \left( E_{P_{S Y}^{(n)}}[e^{T_\theta}] \right),
\]

where \( n \) is the number of samples, \( \hat{P}^{(n)} \) is the empirical distribution associated to \( n \) independent and identically distributed (i.i.d.) samples by given distributions \( P_S Y, P_S, P_Y \).

### C. Privacy Utility Trade-off

To model the privacy disclosure and data utility, the authors of \textsuperscript{14} proposed a concept called the “privacy funnel” to represent the trade-off between data utility and user privacy. Briefly, the privacy funnel uses mutual information to evaluate both data utility and privacy disclosure. And the optimization problem of privacy utility trade-off for a given distortion level \( D \) is characterized as follow:

\[
\min_{p_y|x} \Delta C,
\]

\[
\Delta C = \min_{p_y|x} \left| d(X, Y) \right| \leq D
\]
Algorithm 1 Mutual information neural estimator [17]

Input: \((s^{(1)}, y^{(1)}), \ldots, (s^{(k)}, y^{(k)}); k, \eta\), where \((s, y)\) is a given dataset, \(k\) is minibatch size, and \(\eta\) is learning rate.
Output: \(\hat{I}_\theta(S; Y)\)

1: repeat
2: Draw \(k\) minibatch samples from the joint distribution: 
\((s^{(1)}, y^{(1)}), \ldots, (s^{(k)}, y^{(k)}) \sim P_{SY} \)
3: Draw \(n\) samples from the \(Y\) marginal distribution: 
\(\bar{Y}^{(1)}, \ldots, \bar{Y}^{(n)} \sim P_Y \)
4: Evaluate the mutual information lower-bound:
\[
\hat{I}_\theta(S; Y) \leftarrow \frac{1}{k} \sum_{i=1}^{k} T_\theta \left(s^{(i)}; y^{(i)}\right)
- \log_2 \left(\frac{1}{k} \sum_{i=1}^{k} e^{T_\theta \left(s^{(i)}; y^{(i)}\right)}\right)
\]
5: Evaluate bias corrected gradients with moving average:
\(G(\theta) \leftarrow \hat{\nabla}_\theta \hat{I}_\theta(S; Y)\)
6: Update the model parameters: \(\theta \leftarrow \theta + \eta G(\theta)\)
7: until convergence

where \(P_{Y|X}\) is privacy mapping, \(d(X, Y)\) is the distortion measure, \(E_{P_{X,Y}}[d(X, Y)]\) represents the expected distortion, \(D\) represents the level of distortion, \(\Delta C\) describes expected inference cost gain. Since the data distribution is often inaccessible and only a proportion of the sampled data is available, we propose to use MINE to obtain estimated mutual information as a measure of both privacy and utility.

The dual form of (13) is given by
\[
T_e(X; Y) \triangleq \max_{P_{Y|X}: I(S; Y) \leq \epsilon} \hat{I}(X; Y), \tag{14}
\]
where \(T_e(X; Y)\) is characterization of privacy utility trade-off; \(P_{Y|X}\) represents privacy mapping; \(I(X; Y)\) and \(\hat{I}(S; Y)\) is the estimated mutual information of \(I(X; Y)\) and \(I(S; Y)\), respectively; \(\epsilon\) stands for privacy budget.

The privacy utility trade-off with a privacy budget can be used as a solution to the optimization problem of (14). The remained task is to design a trade-off algorithm. From a communication theoretic perspective, privacy mechanism is similar to a noisy channel, and the optimal transmission rate can be regarded as a function of the mutual information \(I(X; Y)\) between input \(X\) and output \(Y\) of a channel \(P_{Y|X}\). However, the mutual information also depends on the channel probability distribution, i.e. added noise. Rather than approximating the channel probability distribution itself, we will approximate the mutual information \(I(X; Y)\) between the samples of the channel input and output. Then we optimize the mutual information due to added noise so that the adversaries will be difficult to infer the sensitive data, which can be regarded as an encoding process, and also optimize the inferring capability of legal receiver by minimizing cross-entropy mutual information between \(Y\) and \(\hat{X}\) so that the data utility is guaranteed, which can be regarded as a decoding process. Thus, we give our optimization framework as Algorithm 2

Algorithm 2 Privacy Utility Trade-off

Input: \(S, x, y, n_0, \epsilon, \eta, \theta_1, \theta_2\) and \(\theta_3\), where \(S\) is sensitive datasets, \(x, y\) are data samples, \(n_0\) denotes additive noise, \(\epsilon\) is privacy budget, \(\eta\) is learning rate, \(\theta_1\) is the network for estimation training process, \(\theta_2\) is the network for an encoder tuned by \(\theta_1\), and \(\theta_3\) is the decoding network.
Output: \(\hat{I}_\theta(S; Y), \hat{I}_\theta(X; Y), \hat{H}_{\theta_3}(X), \hat{x}\)

1: \(y \leftarrow x + n_0\)
2: Calculate the approximated \(I(S; Y)\) with Algorithm [17]
3: while \(\hat{I}(S; Y) \leq \epsilon\) do
4: Encoding training process:
5: repeat
6: Evaluate the estimated mutual information lower-bound:
\[
\hat{I}_\theta_1(X; Y) \leftarrow \frac{1}{k} \sum_{i=1}^{k} T_{\theta_1} \left(x^{(i)}; y^{(i)}\right)
- \log_2 \left(\frac{1}{k} \sum_{i=1}^{k} e^{T_{\theta_1} \left(x^{(i)}; y^{(i)}\right)}\right)
\]
7: To maximize \(\hat{I}_\theta(X_{\theta_2}; Y)\) in the encoding process, gradients:
\[
\hat{G}_{\hat{Y}_T} \left(\theta_1\right) \leftarrow \hat{\nabla}_\theta \hat{I}_\theta(X_{\theta_2}; Y)
\hat{G}_{\hat{X}_T} \left(\theta_2\right) \leftarrow \hat{\nabla}_\theta \hat{I}_\theta(X_{\theta_2}; Y),
\]
where \(X_{\theta_2}\) is the output of neural network \(\theta_2\).
8: Update the model parameters:
\(\theta_1 \leftarrow \theta_1 + \eta \hat{G}(\theta_1)\)
\(\theta_2 \leftarrow \theta_2 + \eta \hat{G}(\theta_2)\)
9: until convergence
10: Decoder training process:
11: repeat
12: Evaluate the cross-entropy of estimated \(\hat{x}\):
\[
\hat{H}_{\theta_3}(X, \hat{X}) \leftarrow -\frac{1}{k} \sum_{i=1}^{k} T_{\theta_3} \left(x^{(i)}\right) \log_2 T_{\theta_3} \left(x^{(i)}\right)
\]
13: Evaluate bias corrected gradients with moving average:
\(\hat{G}_x(\theta_3) \leftarrow \hat{\nabla}_\theta \hat{H}_{\theta_3}(X)\)
14: Update the model parameters: \(\theta_3 \leftarrow \theta_3 + \eta \hat{G}(\theta_3)\)
15: until convergence
16: end while

IV. SIMULATION RESULTS

In this section, we conduct simulations to verify and evaluate the performance of our proposed model. We first compare true mutual information with estimated mutual information based on MINE for a known data distribution. Then, the proposed privacy utility trade-off framework is assessed from a variety of angles, including the influence of the privacy utility trade-off under various noise levels and privacy budget \(\epsilon\). Finally, the effect of noise parameters is taken into account.

A. The Accuracy of the Estimated Mutual Information

We compare the mutual information with and without MINE. The estimated results are obtained by Algorithm [17] and the true MI is calculated using a mutual information
Fig. 3. Mutual information estimation and true mutual information.

form. In the simulations, $S$ is a dataset of random numbers that follow a standard normal distribution, $S$ and $Y$ follow a joint normal distribution with zero mean and a variance 0.2. The true mutual information with (5) is 0.6586, and the maximum epochs is 500, then we import the data into MINE for iterative estimation. The parameters of the neural network are described in Table II. As shown in Fig. 3 the estimated mutual information converges to the actual mutual information as the number of training epochs increase. At epoch 250, the mutual information obtained by MINE is indistinguishable from the true mutual information.

B. Trade-Off Performance for Different Privacy Budgets

The privacy utility trade-off under different privacy budgets is explored in this subsection. Batches of datasets $S$ and $X$ are generated from the same distribution. In addition to this, $Y$ is obtained by adding Gaussian noise to $X$. For mutual information estimation, we use the Adam optimizer and a learning rate of $\eta = 0.0005$. Note that we do not have access to the true joint distribution $p(s, y)$, $p(x, y)$ and the marginal distributions $p(s)$, $p(x)$, $p(y)$. We therefore utilize samples of these distributions and approximate the expectations by the sample average.

Here, the values of privacy budget $\epsilon$ are taken as 0.5, 0.75, 1 and 1.25, respectively. The maximum mutual information $I(X;Y)$ of different privacy budgets is displayed in Fig. 4. As shown in Fig. 4 the estimated mutual information value of each epoch gradually grows and eventually converges to near a maximum value, indicating that the threshold of privacy disclosure rises within a specific range. The more sensitive information which is published, the more utility recipients receive, and the more stable the data becomes after training. The greatest value of mutual information collected in the last epochs for varied privacy budgets. Fig. 5 shows the comparison results between the various precision of privacy disclosure. It demonstrates that a larger privacy budget would lead to both more privacy disclosure and higher data utility.

C. Trade-Off Performance for Different Gaussian and Laplacian Noise Levels

In this subsection, we consider the influence of adding noise to dataset for different noise levels. We studied privacy utility trade-off using Gaussian noise and Laplacian noise, respectively. In order to assess the influence of different noise levels, we set $\epsilon$ to 0.75 and the other hyperparameters in Subsection IV-B. After that, we choose to add either Gaussian noise or Laplacian noise and perform training for 100 epochs. We evaluate the privacy utility trade-off at the end of each epoch, and collect the budget of the best utility for different noise levels. As demonstrated in Fig. 4 the impact of different noise levels on the privacy utility trade-off varies. It showcases the scenario when the estimated mutual information

| Parameter          | Symbol | Value             |
|--------------------|--------|------------------|
| Learning rate      | $\eta$ | 0.0005           |
| Neural network layers | $L$    | 3                |
| Number of learning sessions epoch | | 500              |
| Privacy budget    | $\epsilon$ | [0.5, 0.75, 1.0, 1.25] |
| Small batch data  | minibatch | 20000            |
Fig. 6. Trade-off performance for different Gaussian (GA) and Laplacian (LP) noise levels.

Fig. 7. Maximum utility of adding different noise levels with privacy budgets 0.5, 0.75, 1 and 1.25.

Fig. 8. Trade-off performance for different Gaussian parameters with privacy budgets 0.5, 0.75, 1 and 1.25.

D. Trade-Off Performance for Different Gaussian Parameters

In this subsection, we consider the influence of setting different Gaussian parameters for maximum mutual information. The privacy utility trade-off of Gaussian noise with the standard deviation 0.1117 versus noise generated by standard Gaussian distribution are investigated respectively. The privacy utility trade-off is affected heavily by different noise parameters. The maximum mutual information $I(X;Y)$ as shown in Fig. 8. To evaluate the effects of different Gaussian noise parameters, we set $\epsilon$ to 0.75 and set the other hyperparameters to the parameters in Subsection IV-B. Then, we modified the standard deviation in the Gaussian noise from the value 0.1117 to the deviation of the standard Gaussian distribution, i.e., 1, and ran the framework for 100 epochs. We evaluated the privacy utility trade-off at the end of each period, and collect the maximum utility for different parameter settings. It can be seen that different mean values have little influence on maximum utility. However, a smaller standard deviation will lead to greater maximum mutual information, in other words, we can set a small variance to obtain a greater utility.

V. Conclusion

In this paper, we consider the privacy utility trade-off in data publishing, which is very important to IoT and big data applications. Specifically, mutual information was used as a measure of both privacy disclosure and data utility, and MINE is adopted to estimate mutual information for a better accuracy. A privacy utility trade-off framework is proposed by incorporating MINE. Our simple but effective model does not require other training strategies, thus making the model more stable and less sensitive to hyperparameters. Simulation results demonstrated the effectiveness of the framework with regard to different parameter settings.

APPENDIX

Proof of (10)

For completeness, similar to [17], we prove it as follows.

Proof. For a given function $T$, consider the Gibbs distribution
Thus, we conclude our proof.

\[ G(x) = \frac{1}{2} e^{T(x)} Q(x), \]  
where \( Z = E_Q[e^{T(x)}], \) then

\[ E_P[T(x)] - \log_2(Z) = E_P[T(x) - \log_2(Z)] \]
\[ = E_P \left[ \log_2 \left( \frac{e^{T(x)}}{Z} \right) \right] \]
\[ = E_P \left[ \log_2 \left( \frac{e^{T(x)}}{Z Q(x)} \right) \right] \]
\[ = E_P \left[ \log_2 \left( \frac{G(x)}{Q(x)} \right) \right], \]

let \( \Delta \) be subtract between KL-divergence and above, then

\[ \Delta := D_{KL}(P||Q) - \left( E_P\left[ T(x) \right] - \log_2 \left( E_Q[ e^{T(x)} ] \right) \right) \]
\[ = E_P \left[ \log_2 \left( \frac{P(x)}{Q(x)} \right) \right] \]
\[ = \int P(x) \log_2 \left( \frac{P(x)}{Q(x)} \right) dx \]
\[ = D_{KL}(P||G), \]  
(16)

because of the non-negative of KL-divergence, \( \Delta \geq 0, \) so that

\[ D_{KL}(P||Q) \geq E_P[T] - \log_2 \left( E_Q[ e^{T} ] \right). \]  
(17)

Thus, we conclude our proof. \( \square \)
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