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Abstract—Hyperspectral images (HSIs) have been widely used in a variety of applications thanks to the rich spectral information they are able to provide. Among all HSI processing tasks, HSI denoising is a crucial step. Recently, deep learning-based image denoising methods have made great progress and achieved great performance. However, existing methods tend to ignore the correlations between adjacent spectral bands, leading to problems such as spectral distortion and blurred edges in denoised results. In this study, we propose a novel HSI denoising network, termed SSCAN, that combines group convolutions and attention modules. Specifically, we use a group convolution with a spatial attention module to facilitate feature extraction by directing models’ attention to band-wise important features. We propose a spectral-spatial attention block (SSAB) to exploit the spatial and spectral information in hyperspectral images in an effective manner. In addition, we adopt residual learning operations with skip connections to ensure training stability. The experimental results indicate that the proposed SSCAN outperforms several state-of-the-art HIS denoising algorithms.

Index Terms—Image denoising; hyperspectral images; convolution neural network; attention mechanism; group convolution.

I. INTRODUCTION

DIFFERENT from traditional RGB images, hyperspectral images (HSIs) contain more spatial and spectral information that benefits a variety of remote sensing applications, such as target detection [1], classifications [2] and reconnaissance [3]. In the last decade, the data acquisition approaches of HSI have been developed in a rapid mannerly [4]. However, due to atmospheric interference, sensor restrictions, and other reasons, HSIs can be corrupted by several types of noises, including Gaussian noises, stripe noises, and impulse noises [5], which largely degrade the image quality and affect subsequent applications [6]. Therefore, denoising is considered as an essential preprocessing step for HSI applications [7].

HSI denoising aims to recover a clean hyperspectral image from the one with noises. Early conventional methods, including block-matching 3D-filtering (BM3D) [8], total variation (TV) [9], and the non-local means algorithm [10], considered each spectral band as an individual gray channel, and applied 2D algorithms to each band. Instead of treating each band separately, some studies treat HSI as a multidimensional data cube. For example, block-matching and 4D-filtering algorithms (BM4D) were applied to 3D images [11]. Chen et al. [12] combined the PCA and BM4D to reduce data dimensionality. Despite their success, however, these methods largely ignore the spectral information and neglect the correlation between bands in HSIs that is considered as an effective factor in HSI denoising. To achieve better denoising performance, efforts have been made to combine spatial and spectral features based on low-rank recovery [13], [14], [15]. Renard et al. [13] proposed a low-rank tensor approximation method (LRTA) to reduce the dimensionality and denoise in HSI. Zhang et al. [14] regarded the clean HSI as a low-rank matrix and proposed low-rank matrix recovery (LRMA) for HSI denoising. He et al. [15] proposed non-local meets global (NGMeet) to generate the clean HSI by fusing the spatial non-local similarity and spectral low-rank approximation. However, these traditional denoising methods are computationally demanding, which limits their practical applications. What’s more, manually selected feature extraction modules fail to exploit deep features in HSIs, leading to their unsatisfactory performances.

With the popularity of convolutional neural networks (CNN), deep learning-based methods exhibit great potentials in image denoising tasks. The core idea of these methods is to learn an optimal mapping function between a noisy HSI and a clean HSI, given a huge number of samples. In particular, the DnCNN proposed by Zhang et al. [16] employed residual learning and batch normalization (BN) for fast convergence. RINNet [17] for the first time, applied an attention module in denoising tasks and achieved excellent performance. Further, MemNet [18] was proposed as a deep persistent memory network to solve long-term dependency issues. Trainable non-linear reaction diffusion (TNRD) was proposed with an iterative nonlinear reaction diffusion model instead of stacking neural network layers [19]. Following TNRD, Xie et al. [20] migrated the same network to HSI denoising and further improved model performance. Yuan et al. [21] and Dong et al. [22] combined spatial and spectral features into a network to reduce noise in HSIs, aiming to achieve better denoising performance. However, the direct migration of the methods that target natural RGB images to HSIs is not efficient, as such a migration process ignores the correlation of different spectral bands, which has a significant impact on the denoising performance in HSIs.

To take advantage of the spectral and spatial information
in HSIs, while considering the correlations between adjacent bands, we propose a novel network, termed spectral-spatial cross attention network (SSCAN). In the proposed SSCAN, we design a spectral group cross attention module (SGCAM) that employs a group convolution and a cross-attention module to fully exploit the spectral and spatial information in HSIs. In addition, the proposed SGCAM reduces the number of parameters for feature extraction, leading to great efficiency. We also propose a spatial-spectral attention block (SSAB) that consists of a spectral attention module and a spatial attention module in our work. Deep feature extraction for the group bands feature map is achieved by cascading several SSABs. The main contributions of this work can be summarized as follows.

1) We propose a novel HSIs denoising framework, both qualitative and quantitative results confirm that the proposed SSCAN outperforms existing state-of-the-art methods.

2) We propose a spectral group cross attention module (SGCAM) to combine several adjacent bands and exploit the correlations between bands in HSIs, which mitigates spectral distortion.

3) In order to focus on more relevant information and more important areas, we introduce a spatial-spectral attention block into the feature extraction.

The remainder of this paper is organized as follows. Section II describes the proposed SSCAN in detail. Section III details the experimental and presents the results. Section IV concludes this study.

II. METHODOLOGY

A. Network Architecture

We propose SSCAN, a novel HSI denoising network that consists of a group cross attention module and a spectral-spatial attention module. We demonstrate the network architecture of the SSCAN in Fig. 1. \( I_{\text{input}} \) denotes the input HSIs with noises, and the goal of the proposed network \( H_{\text{SSCAN}} \) is to generate the corresponding noise-free output \( I_{\text{generate}} \). This process can be described as:

\[
I_{\text{generate}} = H_{\text{SSCAN}}(I_{\text{input}}). \tag{1}
\]

Fig. 1. The overall network structure of spatial-spectral cross attention network (SSCAN), which consists of a spectral group attention module and a spatial-spectral attention network.
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\[
H_{\text{generate}} = H_{\text{SSCAN}}(I_{\text{input}}). \tag{1}
\]

\[
F^{i} = H_{\text{CAM}}(G^{i}, G^{i+1})\tag{2}
\]

where \( H_{\text{CAM}} \) denotes cross attention module, \( F^{i} \) is the feature map of \( G^{i} \).

In \( H_{\text{CAM}} \), we concatenate the band group \( G^{i} \) and \( G^{i+1} \), obtain a feature map with bands of both of them, and acquire the attention mask to highlight the spatial feature in \( G^{i} \). The attention module focuses on the relationship between channels and facilitates the automatic learning of the feature importance within different channels. The cross attention operation between adjacent band groups establishes the correlations among...
groups, thus leading to more efficient spatial-spectral feature extraction.

C. Spectral-spatial Attention Network (SSAB)

In HSI denoising, it is important to exploit the non-local spatial self-similarity and correlation among the spectral bands. Manually designed constraints from traditional algorithms are not sufficient for accurate HSI denoising. To take advantage of the spectral and spatial information in HSI, we advocate a novel feature extraction block, Spectral-spatial Attention Block (SSAB) to improve the feature extraction performance.

The architecture of SSAB is illustrated in Fig. 3. SSAB cascades a spectral attention module and a spatial attention module in a sequential manner. The spectral attention module directs model’s attention to meaningful bands, while the spatial attention module directs model’s attention to meaningful regions. To achieve fast and stable training and to pass low-frequency features to the end, SSAB incorporates residual blocks.

\[ H_{SSAB} = H_{spca}(H_{spca}(F)) + F, \]

where \( F \) refers to the \( i \)-th band group feature map. \( H_{spca} \) and \( H_{spca} \) denote the spectral attention module and the spatial attention module, respectively. \( H_{SSAB} \) is the SSAB operation, \(+F\) can be referred to as residual learning.

In the spectral attention module \( H_{spca} \), we generate a spectral attention map \( M_{spca} \) using the inter-band relationships within channels. In this module, we utilize a max-pooling operation and an average-pooling operation to aggregate the spatial information in the spatial dimension of feature map \( F^0 \), which are fed into two CNNs with shared parameters with ReLU as the activation function. The two output 1D features are then concatenated. We use a sigmoid operation to obtain the attention matrix \( F_{spca} \), that multiplies the input feature map and result in a new feature map \( M_{spca} \).

In the spatial attention module \( M_{spca} \), we generate a spatial attention map using the inter-spatial relationship of feature maps. First, we perform the max-pooling and average-pooling in the channel dimension to obtain two channel descriptors with ReLU as the activation function. Different from the previous ones, we further concatenate them together. After a convolution layer with the sigmoid activation function, we obtain the weight coefficients. We further multiply it and the input feature to obtain the final output feature map.

In the feature extraction of SSCAN, we cascade \( n \) SSABs as a spatial-spectral attention Network (SSAN) to exploit high-frequency feature in each band group, and the output features can be formulated by:

\[ F_{SSAN}^i = H_{SSAB}^i (H_{SSAB}^{i-1}(...H_{SSAB}^0 (F)...)) + F^i \]

where \( F_{SSAN}^i \) is the final extracted feature, and \( H_{SSAB}^i \) denotes the function of the \( n \)-th SSAB.

In global network, after extracting features from every bands groups, we concatenate them and feed them into another SSPN to get the final feature map.

D. Loss Function

We use the Mean Squared Error (MSE) as the loss function in SSCAN. MSE is a classical loss function that has been widely applied in regression problems. It is calculated as the average of the squared differences between the denoising image and the clean image:

\[ MSE(\Theta) = \frac{1}{2N} \sum_{n=1}^{N} \| I_{gt}^n - H_{SSAN}(I^n) \|^2, \]

where \( \Theta \) is the parameter that needs to be learn in the proposed SSCAN, \( I^n \) denotes the noisy HSI, \( I_{gt}^n \) denotes the ground truth clean HSI, and \( N \) is the number of images in a batch.

III. EXPERIMENTS

In this section, we validate the effectiveness of SSCAN on a public hyperspectral image dataset. The proposed method is compared with several existing state-of-the-art methods of traditional HSI denoising, including low-rank tensor approximation (LRTA) [13] and NG-Meet [15]. We also choose five deep learning methods for comparison: DNCNN [16], Memnet [18], HSID [21], HSI-DeNet [24], and GradNet [25].

The Washington DC Mall image (with a total of 210 bands) obtained by the Hyperspectral Digital Imagery Collection Experiment airborne sensor in August 1995 is utilized in our experiment. Due to the noises generated during the data acquisition, the number of available bands is 191. The experimental hyperspectral image has a size of 1,208 × 303 pixels. We split it into two parts: 1,080 × 303 × 191 as the training set and 200 × 200 × 191 as the testing set. We further scale values in each band to a range of [0,1]. Noises are added to HSIs following a certain procedure. For every band in HSI, the noise intensity is confined to a Gaussian distribution, with four different settings of 5, 25, 50, and 75.

A. Evaluation Metrics

To quantitatively evaluate the performance of different denoising methods, we adopt the following evaluation metrics in our simulated experiments: mean peak signal-to-noise ratio (MPSNR) [26], mean structural similarity index (MSSIM) [27], spectral angle mapper (SAM) [28] and Erreur Relative Globale Adimensionnelle de Synthèse (ERGAS) [29].

B. Implementation Details

In our experiments, the training and testing of the proposed SSCAN, as well as other comparative methods, are conducted under the Pytorch environment. All experiments run on a PC with two NVIDIA 2080Ti GPUs. We choose the ADAM [30] algorithm as the optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1e-8 \). The initial learning rate is 1e-4, which decays by a factor of 10 when the epoch achieves 50. The number of each band group \( K \) is set to 4, the overlapping parameter \( o \) is set to 2, and the number of SSAB \( n \) is set to 10.

1https://pytorch.org/
Table I

| Method       | $\sigma_n$ | MPSNR ↑ | MSSIM ↑ | SAM ↓ | ERGAS ↓ |
|--------------|------------|---------|---------|-------|---------|
| Noisy HSI    | 5          | 34.15   | 0.8927  | 4.0775| 3.5680  |
| LRTA [13]    | 5          | 43.67   | 0.9851  | 1.4136| 0.1031  |
| NGMeet [15]  | 5          | 44.51   | 0.9920  | 1.1581| 1.1067  |
| DNCNN [16]   | 5          | 38.05   | 0.9624  | 2.7628| 3.5680  |
| Memnet [18]  | 5          | 37.04   | 0.9693  | 3.4100| 2.4523  |
| HSID [21]    | 5          | 42.34   | 0.9855  | 1.5743| 1.1686  |
| HSI-DeNet [24]| 5          | 57.73   | 0.9786  | 2.1208| 2.2816  |
| GradNet [25] | 5          | 43.87   | 0.9903  | 1.2365| 0.9971  |
| SSCAN(Ours)  | 5          | 45.32   | 0.9930  | 1.0549| 0.8469  |

C. Model Performance

Table I presents the quantitative evaluation of the proposed SSCAN and other competing methods in the HSI image denoising task with different noise levels ($\sigma_n = 5, 25, 50,$ and 75). We observe that the MPSNR values of the proposed method are the highest at most noise levels. NGMeet achieves the second-best performance at $\sigma = 25$ and $\sigma = 75$. Similarly, the proposed SSCAN obtains the best performance in MSSIM at most noise levels, except $\sigma = 50$ (HSI-DeNet[24]) outperforms SSCAN in terms of MSSIM. As for the other two evaluation metrics, i.e., ERGAS and SAM, that reflect the denoising effect in the spectral domain, the proposed SSCAN achieves the best performance at all noise levels.

We also evaluate model performance between SSCAN and other competing methods in HSI denoising in a qualitative manner (Fig.4). We notice that noises still exist in the results of LRTA, MemNet, and HSIID. NGMeet, and SSCAN(ours). In comparison, the denoised image from SSCAN is considerably closer to the original image in terms of image details and color representation. We also present the error maps for the result of DNCNN [16], GradNet [25], HSI-DeNet [24], NGMeet [18], and SSCAN in Fig.5, aiming to better evaluate the denoising performance of these methods. We observe that no notable contours nor light-colored regions in the proposed SSCAN compared to other competing algorithms, indicating the great denoising performance of the proposed method.

IV. Conclusion

In this study, we propose a spatial-spectral cross attention network (SSCAN) for hyperspectral image denoising. The proposed SSCAN combines group convolution and attention modules to achieve state-of-the-art denoising performance. To take full advantage of the correlation between adjacent spectral bands while reducing the parameters of feature extraction, we design a spectral group cross attention module (SGCAM). To exploit the spatial and spectral information in hyperspectral images in an effective manner, we design a spatial-spectral attention block (SSAB). In addition, we adopt residual learning operations to facilitate fast and stable convergence. The experimental results indicate that the proposed SSCAN achieves better denoising performance compared with other selected competing methods qualitatively and quantitatively.
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