UNIQUENESS OF A POTENTIAL FROM BOUNDARY DATA IN LOCALLY CONFORMALLY TRANSVERSALLY ANISOTROPIC GEOMETRIES

ALI FEIZMOHAMMADI

Abstract. Let $(\Omega^3, g)$ be a compact smooth Riemannian manifold with smooth boundary and suppose that $U$ is a an open set in $\Omega$ such that $g|U$ is the Euclidean metric. Let $\Gamma = \overline{U} \cap \partial \Omega$ be connected and suppose that $U$ is the convex hull of $\Gamma$. We will study the uniqueness of an unknown potential for the Schrödinger operator $-\Delta_g + q$ from the associated Dirichlet to Neumann map, $\Lambda_q$. We will prove that if the potential $q$ is a priori explicitly known in $U^c$, then one can uniquely reconstruct $q$ over the convex hull of $\Gamma$ from $\Lambda_q$. We will also outline a reconstruction algorithm. More generally we will discuss the cases where $\Gamma$ is not connected or $g|U$ is conformally transversally anisotropic and derive the analogous result.
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1. Introduction

In 1980, Calderón [4] proposed the following question: Can the conductivity of an unknown medium be determined from voltage and current measurements on the boundary? Since then this question has been of considerable interest in the area of inverse problems and there is a rich literature of results. Let us assume that $\Omega$ is a domain in $\mathbb{R}^n$ with $C^\infty$ boundary. Under the assumption of no sources or sinks in the domain we can represent the current flow in a body through the following elliptic partial differential equation:

$$\begin{cases}
\nabla \cdot (\gamma \nabla u) = 0 & \text{for } x \in \Omega \\
u = f & \text{for } x \in \partial \Omega
\end{cases}$$

Here $\gamma$ is a positive definite matrix representing the conductivity tensor for the medium and $f$ is a given voltage on the boundary. The normal component of the current flux at the boundary is given by the expression:

$$\Lambda_\gamma f = \gamma \nabla u \cdot \nu|_{\partial \Omega}$$
where $\nu$ represents the outward pointing unit normal vector on $\partial \Omega$. The problem of Calderón asks whether the knowledge of $\Lambda_\gamma$ uniquely determines the conductivity tensor $\gamma$. While the initial formulation of the problem assumed a scalar (isotropic) conductivity, much current research considers the case of anisotropic conductivities. This is motivated by applications to medical imaging: muscle or heart tissues have conductivity that depends not only on the location, but also on the direction (for instance along or across the muscle fiber). Since the conductivity equation above corresponds to a Laplace Beltrami equation in a Riemannian manifold, it is useful to reformulate the question as follows: Let $(M, g)$ be a compact smooth Riemannian manifold with smooth boundary and consider harmonic functions $u$ with prescribed Dirichlet data on $\partial M$:

$$\begin{cases}
\triangle_g u = 0 & \text{for } x \in M \\
u = f & \text{for } x \in \partial M
\end{cases}$$

For $f \in H^{\frac{3}{2}}(\partial M)$ the above partial differential equation is known to have a unique solution $u \in H^1(M)$. Inspired by the physical interpretation of the problem we define the Dirichlet to Neumann map $\Lambda_g$ as a bilinear functional as follows:

$$(\Lambda_g f, h) = \int_M \langle du, dv \rangle_g dV_g$$

where $v \in H^1(M)$ satisfies $v|_{\partial M} = h$ and $u \in H^1(M)$ satisfies $-\triangle_g u = 0$ with $u|_{\partial M} = f$. In fact we note that for smoother data $f \in H^3(\partial M)$:

$$\Lambda_g f = \partial_\nu u|_{\partial M}.$$  

The Calderón problem can then be reformulated as follows: Does the knowledge of the Dirichlet to Neumann map $\Lambda_g$ uniquely determine the unknown metric $g$? There is an immediate obstruction (first noted by Luc Tartar [15]) to uniqueness due to diffeomorphisms that fix the boundary as can be seen from the following Lemma [5].

Lemma 1.1. If $F : M \to M$ is a diffeomorphism such that $F|_{\partial M} = I$ then:

$$\Lambda_{F^*g} = \Lambda_g$$

Here $F^*g$ denotes the pullback of the metric $g$.

We can now state the Calderón conjecture in Riemannian geometries as follows:

Conjecture 1.2. Let $(M, g)$ denote an $n$-dimensional Riemannian manifold with smooth boundary with $n \geq 3$. Then $\Lambda_g$ uniquely determines $g$ up to diffeomorphisms that fix the boundary.

In [17] it is showed that $\Lambda_g$ is a self-adjoint elliptic pseudo-differential operator of order 1 and that the symbol of $\Lambda_g$ determines the metric and its jet at the boundary. This yields the solution of the Calderón problem in the case where the metric is real analytic with some mild topological assumptions on the manifold. The general case of smooth manifolds is a major open problem. There is a simpler version of Conjecture 1.2 that is concerned with determining the conformal factor when the conformal class of the manifold is known. The standard starting point when one wishes to determine the conformal factor is the observation that (see e.g. [21]):

$$\Delta_{c g} u = c^{-\frac{n+2}{4}}(\Delta g + q_c)(c^{\frac{n+2}{4}})$$

where $q_c = c^{\frac{n+2}{4}}\Delta_c g(c^{-\frac{n+2}{4}})$. It can be shown that if $c|_{\partial M} = 1$ and $\partial_\nu c|_{\partial M} = 0$ we have:

$$\Lambda_{c g} = \Lambda_g - q_c$$
where $\Lambda_{g,q}$ in general denotes the Dirichlet to Neumann map (DN map) for the Schrödinger equation:

$$\begin{cases}
(-\Delta_g + q)u = 0 & \text{for } x \in M \\
u = f & \text{for } x \in \partial M
\end{cases}$$

We will assume that 0 is not a Dirichlet eigenvalue for this equation (the assumption can easily be removed by using all Cauchy data pairs). $\Lambda_{g,q} : H^{1/2}(\partial M) \rightarrow H^{-1/2}(\partial M)$ can be defined weakly through the bilinear pairing:

$$(\Lambda_{g,q} f, h) = \int_M \langle du, dv \rangle_g dV_g + \int_M quvdV_g$$

where $v \in H^1(M)$ satisfies $v|_{\partial M} = h$ and $u \in H^1(M)$ satisfies $(-\Delta_g + q)u = 0$ with $u|_{\partial M} = f$. As before we note that for smoother Dirichlet data $f \in H^{3/2}(\partial M)$ we have that:

$$\Lambda_{g,q} f = \partial_\nu u|_{\partial M}.$$ 

Thus one can observe that the Calderón problem in the conformal setting can be posed as follows:

**Conjecture 1.3.** Let $(M, g)$ be a smooth compact Riemannian manifold with smooth boundary and let $q \in L^\infty(M)$ be an unknown bounded function. Then the knowledge of $\Lambda_{g,q}$ will uniquely determine $q$.

**Remark 1.4.** Henceforth, for the sake of brevity, we will let $\Lambda_q$ to denote $\Lambda_{g,q}$. Here the reader should note that the geometry $g$ is a priori known and $q$ is unknown.

For $g$ Euclidean and $n \geq 3$ this conjecture was solved by John Sylvester and Gunther Uhlmann in 1987 [22]. In two dimensions the problem was first solved by Adrian Nachman [19] for potentials that arise from positive functions $c$ as above. A different proof was given by Bukhgeim in 2008 that works for general potentials [2]. For general smooth Riemannian manifolds this is still a difficult open question. The most general result in this direction is the uniqueness of the potential for geometries that are conformally transversally anisotropic (CTA). These are geometries where the manifold has a product structure $M = \mathbb{R} \times M_0$ with $(M_0, g_0)$ being called the transversal manifold and the metric takes the form:

$$g = c(t, x)(dt^2 + g_0(x)).$$

**Definition 1.5.** Let $(M_0, g_0)$ denote a smooth Riemannian manifold with boundary. We say $(M_0, g_0)$ is simple if $\partial M_0$ is strictly convex and any two points in $M_0$ can be connected with a unique length minimizing geodesic.

D. Dos Santos Ferreira, C. E. Kenig, M. Salo and G. Uhlmann [5] proved in 2009 that the potential $q$ can be uniquely determined from the Dirichlet to Neumann map in CTA geometries under the additional assumption that the transversal manifold $(M_0, g_0)$ is simple. In 2013, their result was strengthened by assuming weaker restrictions on the transversal manifold, namely that the geodesic ray transform on $(M_0, g_0)$ is injective [6].

**Definition 1.6.** Let $U_0 \subset M_0$ and $f \in C^1(M_0)$. We say the geodesic ray transform on $M_0$ is locally injective with respect to $U_0$, if the following holds:

$$\int_\gamma f = 0$$

for all geodesics $\gamma$ with end points on $\partial M_0 \cap \overline{U_0}$ implies that $f|_{U_0} \equiv 0$. 


2. Statement of Results

This paper is concerned with the proof of the following theorems. These answers, at least in part, a conjecture by Lauri Oksanen [27].

Theorem 2.1. Let \((\Omega^3, g)\) denote a compact smooth Riemannian manifold with smooth boundary. Let \(U \subset \Omega\) be an open subset such that \(\Gamma = \overline{U} \cap \partial \Omega\) is non-empty, connected and strictly convex. Suppose \(\Gamma\) can be covered with a coordinate chart in which \(g|_U\) is the Euclidean metric and that \(U\) is the convex hull of \(\Gamma\). Suppose \(q\) is a smooth function and suppose \(q - q^*\) is compactly supported in \(U\) where \(q^*\) is a globally known smooth function. Then the knowledge of \(\Lambda_q\) will uniquely determine \(q\).

If \(\Gamma\) is not connected, we have the following result:

Theorem 2.2. Let \((\Omega^3, g)\) denote a compact smooth Riemannian manifold with smooth boundary. Let \(U \subset \Omega\) be an open subset such that \(\Gamma = \overline{U} \cap \partial \Omega\) is non-empty, and strictly convex. Let \(\Gamma = \bigcup_{i=1}^j \Gamma_i\) where \(\Gamma^i\) denotes the connected components of \(\Gamma\). Suppose \(q\) is a smooth function and suppose \(q - q^*\) is compactly supported in \(U\) where \(q^*\) is a globally known smooth function. Furthermore suppose \(U\) can be covered with a coordinate chart in which \(g|_U\) is the Euclidean metric. Let \(U^i\) denote the convex hull of \(\Gamma_i\) and let us assume that \(U^i \cap U^j = \emptyset\) \(\forall i, j\) and \(U = \bigcup_{i=1}^j U^i\). Then the knowledge of \(\Lambda_q\) will uniquely determine \(q\).

More generally, we have the following result which does not require \(g\) to be Euclidean in \(U\):

Theorem 2.3. Let \((\Omega^3, g)\) denote a compact smooth Riemannian manifold with smooth boundary with \(\Omega = I \times \Omega_0\). Let \(U_0\) be an open subset such that \(\Gamma_0 = \overline{U_0} \cap \partial \Omega_0\) is non-empty and that \(U_0\) is the convex hull of \(\Gamma_0\). Suppose that \((\partial I \times U_0) \cup (I \times \partial U_0)\) is connected, and let \(U = I \times U_0\). Suppose \(q\) is a smooth function that is explicitly known in \(U^c\), and that \(U\) can be covered with a coordinate chart in which \((U, g|_U)\) is conformally transversally anisotropic. Then the knowledge of \(\Lambda_q\) will uniquely determine \(q\) provided that \(U_0\) is simple and the geodesic transform on \(\Omega_0\) is locally injective with respect to \(U_0\).
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4. Outline of the Paper

Sections 4, 5, 6 and 7 are concerned with proving Theorem 2.1. In section 4 we will prove a Carleman type estimate through Lemma 5.4 which is a key ingredient of the proof. Section 5 will use this estimate to construct solutions to the Schrödinger equation concentrating on 2-planes. These solutions are explicitly used in section 6 to derive the uniqueness of the potential. Section 7 contains the reconstruction algorithm. Section 8 delves into the proofs for Theorem 2.2 and Theorem 2.3.

Let us make a few remarks before we begin the proofs. Note that one may argue that since \( q - u_q \) is supported in \( U \) and since the metric \( g \) is known everywhere in \( \Omega \) we might be able to determine the Dirichlet to Neumann map (DN map) for the Schrödinger equation in the smaller domain \( U \) from the DN map in \( (\Omega, g) \). This is however not immediate as the set of solutions to \( (-\Delta_g + q)u = 0 \) in \( (\Omega, g) \) is not the same as the set of solutions in \( (U, g_{\mathbb{R}^2}) \). It is possible though to use a density argument and a quantitative version of Runge approximation as discussed in [24] to conclude uniqueness of potential \( q \) in \( U \). The proof will not be constructive however and an altogether different approach is probably needed to give a reconstruction algorithm. Motivated by this, we approach the question quite differently. Uniqueness of the potential function is proved and we sketch out a reconstruction algorithm as well. The key in our reconstruction algorithm is to construct a symmetric Fadeev type green function (as in [11]) for the Laplacian operator. We will subsequently use a strong unique continuation result to complete the proof (see e.g. [22]).

5. Carleman Estimates

**Definition 5.1.** A smooth function \( \phi \) is called a Carleman weight with respect to \((\Omega_1, g)\) if there exists \( h_0 > 0 \) such that the following estimate holds:

\[
\|e^{\frac{\phi}{h}}\Delta_g(e^{-\frac{\phi}{h}}u)\|_{L^2(\Omega_1)} \geq \frac{C}{h}\|u\|_{L^2(\Omega_1)} + C\|Du\|_{L^2(\Omega_1)}
\]

\( \forall 0 < h < h_0 \) and \( u \in C_c^\infty(\Omega_1) \).

Let us extend the manifold \( \Omega \) to a slightly larger manifold \( \Omega_1 \). We extend \( g \) to all of \( \Omega_1 \) by setting it equal to zero outside \( \Omega \) and extend \( g \) smoothly to \( \Omega_1 \) such that \( g|_{\Omega_1} \) is Euclidean. Here \( U_1 \) denotes the extension of \( U \) to the larger manifold \( \Omega_1 \). Note that \( U_1 \) has a foliation by a family of planes \( \mathcal{A} = \{\Pi_i\}_{i \in I} \). We start by taking a fixed plane \( \Pi \in \mathcal{A} \). A local coordinate system \( (x_1, x_2, x_3) \) can be constructed in \( U_1 \) such that \( \Pi = \{x_3 = 0\} \) with \( (x_1, x_2) \) denoting the usual cartesian coordinate system on the plane \( \Pi \) and \( \partial_3 \) denoting the normal flow to this plane. We can assume that support of \( q \) lies in the compact set \( V \subset \{ -t_1 \leq x_3 \leq t_2 \} \) with \( t_1, t_2 > 0 \). In this framework \( U_1 = \cup_{c_{12} = t_1 - t_2} \{x_3 = c\} \) with \( t_i > 0 \) for \( i \in \{1, 2\} \).

**Definition 5.2.** Let us define two smooth functions \( \omega : \Omega_1 \to \mathbb{R} \) and \( \tilde{\omega} : \Omega_1 \to \mathbb{R} \) as follows:

- Let \( \omega : \Omega_1 \to \mathbb{R} \) be any smooth function such that \( d\omega \neq 0 \) everywhere in \( \Omega_1 \) and \( \omega(x) \equiv x_3 \) for \( x \in U_1 \).
Let \( \tilde{\omega} : \Omega_1 \rightarrow \mathbb{R} \) be any smooth function such that \( \tilde{\omega}(x) \equiv x_2 \) for \( x \in U_1 \).

**Definition 5.3.** Let us define two globally defined \( C^k(\Omega_1) \) functions \( \chi_0 : \Omega_1 \rightarrow \mathbb{R} \) and \( F_\lambda : \mathbb{R} \rightarrow \mathbb{R} \) as follows:

\[
\chi_0(x) = \begin{cases} 
1, & \text{for } -t_1 < x_3 < t_2 \\
1 - \frac{(x_3-t_1)^2}{\delta^2}, & \text{for } t_2 \leq x_3 \leq t_2 + \delta_2 \\
1 - \frac{(x_3-t_1)^2}{\delta^2}, & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 \\\n0 & \text{otherwise}
\end{cases}
\]

\[
F_\lambda(x) = \begin{cases} 
0, & \text{for } -t_1 < x < t_2 \\
e^{\lambda \frac{x_3-t_1}{\delta^2}} (\frac{x-t_1}{\delta^2})^{2k}, & \text{for } t_2 \leq x \\
e^{\lambda \frac{x_3-t_1}{\delta^2}} (\frac{x-t_1}{\delta^2})^{2k}, & \text{for } x \leq -t_1
\end{cases}
\]

We will utilize the functions defined above to construct an appropriate global Carleman weight in the entire domain \((\Omega_1,g)\). The key idea here is to start with a local limiting Carleman weight over the Euclidean neighborhood (for example \( \phi(x) = x_1 \)) and extend it smoothly to the entire manifold in a way that it will satisfy the Hörmander hypo-ellipticity condition in one direction. We believe this is the first time that the idea of extending a Limiting Carleman Weight is being implemented to solve an inverse problem.

**Lemma 5.4.** Let \( \tilde{\phi}_0(x_1, x_2, x_3) = x_1 \chi_0(x) + (F_\lambda \circ \omega)(x) \) where \( k \geq 1 \) is an arbitrary integer and \( \lambda(\Omega_1, k, ||g||_{C^2}) \) is sufficiently large. Then the Hörmander hypo-ellipticity condition is satisfied in \( \Omega_1 \), that is to say:

\[
D^2 \tilde{\phi}_0(X, Y) + D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) \geq 0
\]

whenever \( |X| = |\nabla \tilde{\phi}_0| \) and \( \langle \nabla \tilde{\phi}_0, X \rangle = 0 \).

**Proof.** The proof will be divided into three parts. We will consider the three regions \( A_1 = \{-t_1 \leq x_3 \leq t_2\} \), \( A_2 = \{t_2 \leq x_3 \leq t_2 + \delta_2\} \cup \{-t_1 - \delta_1 \leq x_3 \leq -t_1\} \) and \( A_3 = \Omega_1 \setminus (A_1 \cup A_2) \) and prove the inequality holds in all these regions. Recall that the metric is Euclidean on \( U_1 \) which implies that both \( A_1 \) and \( A_2 \) are Euclidean. Let us first consider \( A_1 \). Note that in this region \( \tilde{\phi}_0(x_1, x_2, x_3) = x_1 \) and since the metric is Euclidean in this region we deduce that \( D^2 \tilde{\phi}_0(X, Y) \equiv 0 \) for all \( X, Y \) and hence the Hörmander condition is satisfied.

Let us now focus on the region denoted by \( A_3 \). Notice that in this region we have \( \tilde{\phi}_0 = F_\lambda(\omega(x)) \). Therefore the level sets of \( \tilde{\phi}_0(x) \) will simply be the level sets \( \{\omega(x) = c\} \).

\[
D^2 \tilde{\phi}_0(X, X) = \langle D_X \nabla \tilde{\phi}_0, X \rangle
\]

Since \( |X| = |F'_\lambda(\omega)||\nabla \omega| \) we obtain the following estimate:

\[
D^2 \tilde{\phi}_0(X, X) \leq C|F'_\lambda(\omega)|^3
\]

where it is important to note that the constant \( C \) is independent of \( \lambda \). Furthermore we have:

\[
D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) = \frac{1}{2} \nabla \tilde{\phi}_0(\nabla \tilde{\phi}_0)^2).
\]

Since \( \tilde{\phi}_0 = F_\lambda(\omega(x)) \):

\[
D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) = \frac{1}{2} (F''(\omega))^2 \nabla \omega(|\nabla \omega|^2) + 2F'(\omega)^2 F''(\omega)|\nabla \omega|^4).
\]

One can easily check that for \( x \in A_3 \):
Thus we can easily conclude that for $\lambda$ large enough the Hörmander hypoellipticity condition is satisfied in this region. Let us now turn our attention to the transition region $x \in A_2$. Recall that the metric $g$ is flat in $A_2$. We will actually prove the stronger claims:

1. $D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) \geq 0$,
2. $D^2 \tilde{\phi}_0(X, X) \geq 0$ for all $X$ with $\langle \nabla \tilde{\phi}_0, X \rangle = 0$.

The idea is that near the $\{x_3 = 0\}$ hypersurface the convexity of $x_3^{2k} e^{\lambda x_3^2}$ yields the Hörmander Hypo Ellipticity. Furthermore away from this surface a suitable choice of $\lambda$ large enough will yield non-negativity as well thus completing the proof. We will now make these statements more precise as follows:

$$F'_x(x) = \begin{cases} 
(\frac{x_3 - t_2}{\delta_2})^{2k-1} e^{\lambda \frac{(x_3 - t_2)^2}{\delta_2}} \frac{(2k)(2k-1)}{\delta_2^2} (\frac{2k+2\lambda}{\delta_2}) \left( \frac{x_3 - t_2}{\delta_2} \right)^2 + \frac{4\lambda^2}{\delta_2^2} \left( \frac{x_3 - t_2}{\delta_2} \right)^4 & \text{for } t_2 \leq x_3 \leq t_2 + \delta_2 \\
(\frac{x_3 + t_1}{\delta_1})^{2k-1} e^{\lambda \frac{(x_3 + t_1)^2}{\delta_1}} \frac{(2k)(2k+1)}{\delta_1^2} (\frac{2k+2\lambda}{\delta_1}) \left( \frac{x_3 + t_1}{\delta_1} \right)^2 + \frac{4\lambda^2}{\delta_1^2} \left( \frac{x_3 + t_1}{\delta_1} \right)^4 & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 
\end{cases}$$

for $t_2 \leq x_3 \leq t_2 + \delta_2$ and:

$$F''_x(x) = \begin{cases} 
(\frac{x_3 + t_1}{\delta_1})^{2k-1} e^{\lambda \frac{(x_3 + t_1)^2}{\delta_1}} \frac{(2k)(2k-1)}{\delta_1^2} (\frac{2k+2\lambda}{\delta_1}) \left( \frac{x_3 + t_1}{\delta_1} \right)^2 + \frac{4\lambda^2}{\delta_1^2} \left( \frac{x_3 + t_1}{\delta_1} \right)^4 & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 
\end{cases}$$

Note that:

$$D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) = (\partial x_3 \tilde{\phi}_0)^2 \partial_{x_3^2} \tilde{\phi}_0 + 2 \partial x_1 \tilde{\phi}_0 \partial x_2 \tilde{\phi}_0 \partial x_3 \tilde{\phi}_0 \partial \tilde{\phi}_0.$$

So:

$$D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) \geq |\partial x_3 \tilde{\phi}_0| (|\partial x_3 \tilde{\phi}_0| |\partial x_3 \tilde{\phi}_0| - 2|\chi_0 \chi_0'|).$$

$$|\partial x_3 \tilde{\phi}_0| = |x_1 \chi_0' + F'(x_3)| \geq |F'(x_3)| - |x_1||\chi_0'|$$

Using the Cauchy-Schwarz inequality we see that:

$$|F'_x(x)| \geq \begin{cases} 
\frac{\sqrt{\lambda \delta_2}}{\delta_2} \sqrt{\lambda \delta_2} \frac{(x_3 - t_2)^2}{\delta_2} & \text{for } t_2 \leq x_3 \leq t_2 + \delta_2 \\
\frac{\sqrt{\lambda \delta_1}}{\delta_1} \sqrt{\lambda \delta_1} \frac{(x_3 + t_1)^2}{\delta_1} & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 
\end{cases}$$

And:

$$|x_1||\chi_0'| \leq \begin{cases} 
C(\Omega) k^2 |(\frac{x_3 - t_2}{\delta_2})|^{8k-1} & \text{for } t_2 \leq x_3 \leq t_2 + \delta_2 \\
C(\Omega) k^2 |(\frac{x_3 + t_1}{\delta_1})|^{8k-1} & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 
\end{cases}$$

Hence we can conclude that:

$$|\partial x_3 \tilde{\phi}_0| \geq \begin{cases} 
\frac{\sqrt{\lambda \delta_2}}{\delta_2} \sqrt{\lambda \delta_2} \frac{(x_3 - t_2)^2}{\delta_2} - C(\Omega) k^2 |(\frac{x_3 - t_2}{\delta_2})|^{8k-1} & \text{for } t_2 \leq x_3 \leq t_2 + \delta_2 \\
\frac{\sqrt{\lambda \delta_1}}{\delta_1} \sqrt{\lambda \delta_1} \frac{(x_3 + t_1)^2}{\delta_1} - C(\Omega) k^2 |(\frac{x_3 + t_1}{\delta_1})|^{8k-1} & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 
\end{cases}$$
and therefore for \( \lambda \) sufficiently large we obtain that:

\[
|\partial_3 \tilde{\phi}_0| \geq \begin{cases} 
\frac{2}{s_2} \sqrt{\lambda k \frac{(x_2-t_2)}{s_2}}^{2k} & \text{for } t_2 \leq x_3 \leq t_2 + \delta_2 \\
\frac{2}{s_2} \sqrt{\lambda k \frac{(x_2-t_1)}{s_2}}^{2k} & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 
\end{cases}
\]

Now:

\[
\partial_{33} \tilde{\phi}_0 = x_1 \lambda_0' + F''(x_3) \geq \frac{1}{2} F''(x_3).
\]

Hence:

\[
\partial_{33} \tilde{\phi}_0 \geq \begin{cases} 
\frac{2 \lambda (x_2-t_2)}{s_2}^{2k} & \text{for } t_2 \leq x_3 \leq t_2 + \delta_2 \\
\frac{2 \lambda (x_2-t_1)}{s_2}^{2k} & \text{for } -t_1 - \delta_1 \leq x_3 \leq -t_1 
\end{cases}
\]

Hence combining the above we see that for \( \lambda \) sufficiently large we have that:

\[
D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) \geq 0.
\]

Let us now analyze the term \( D^2 \tilde{\phi}_0(X, X) \) for all \( X \) with \( \langle \nabla \tilde{\phi}_0, X \rangle = 0 \)

Note that \( d \tilde{\phi}_0(X) = 0 \) implies that:

\[
X \in \text{span}\{\partial_2, \partial_3 \tilde{\phi}_0 \partial_1 - \partial_1 \tilde{\phi}_0 \partial_3\}.
\]

but since \( g \) is Euclidean in this region we have the following:

\[
D^2 \tilde{\phi}_0(\partial_2, X) = 0.
\]

Now:

\[
D^2 \tilde{\phi}_0(\partial_3 \tilde{\phi}_0 \partial_1 - \partial_1 \tilde{\phi}_0 \partial_3, \partial_3 \tilde{\phi}_0 \partial_1 - \partial_1 \tilde{\phi}_0 \partial_3) = (\partial_1 \tilde{\phi}_0)^2 \partial_{33} \tilde{\phi}_0 - 2\partial_1 \tilde{\phi}_0 \partial_3 \tilde{\phi}_0 \partial_1 \tilde{\phi}_0.
\]

So:

\[
D^2 \tilde{\phi}_0(\partial_3 \tilde{\phi}_0 \partial_1 - \partial_1 \tilde{\phi}_0 \partial_3, \partial_3 \tilde{\phi}_0 \partial_1 - \partial_1 \tilde{\phi}_0 \partial_3) = \chi_0^2(x_1 \lambda_0'' + F'') - 2\chi_0 \lambda_0'(x_1 \lambda_0' + F').
\]

Using the Cauchy-Schwarz inequality again and by looking at the sign of the \( x_3 \) we can get the following inequalities:

\[
-2x_1 |\lambda_0'|^2 \lambda_0 - 2\chi_0 \lambda_0' F'' \geq 0.
\]

\[
F'' + x_1 \lambda_0'' \geq \frac{F''}{2} \geq 0.
\]

and thus by combining the above inequalities we obtain that:

\[
D^2 \tilde{\phi}_0(\partial_3 \tilde{\phi}_0 \partial_1 - \partial_1 \tilde{\phi}_0 \partial_3, \partial_3 \tilde{\phi}_0 \partial_1 - \partial_1 \tilde{\phi}_0 \partial_3) \geq 0.
\]

\( \square \)

We will now provide a suitable modification of the well known fact that the \textbf{strict} Hormander Hypo-Ellipticity yields a global Carleman estimate.

**Lemma 5.5.** Let \((\Omega_1, g)\) be a compact smooth Riemannian manifold with smooth boundary and suppose \( \psi \in C^2(\Omega) \) is such that \( d\psi \neq 0 \) and the Hormander Hypo-Ellipticity condition is satisfied:

\[
D^2 \psi(X, X) + D^2 \psi(\nabla \psi, \nabla \psi) \geq 0
\]

whenever \( |X| = |\nabla \psi| \) and \( \langle \nabla \psi, X \rangle = 0 \). Then there exists constants \( C(\Omega_1, g) \) and \( h_0 > 0 \) such that for all \( v \in C_c^\infty(\Omega_1) \) and all \( 0 < h < h_0 \) the following estimate holds:

\[
\|e^{\frac{F''}{2}} \Delta_g (e^{-\frac{F''}{2}} v)\|_{L^2(\Omega_1)} \geq \frac{C}{h} \|v\|_{L^2(\Omega_1)} + C \|Dv\|_{L^2(\Omega_1)}
\]
Remark 5.6. In general there is a rather standard technique of proving these estimates either through integration by parts or semiclassical calculus. We will employ the former method due to its simplicity. In cases where
\[ D^2 \psi(X, X) + D^2 \psi(\nabla \psi, \nabla \psi) > 0 \]
whenever \(|X| = |\nabla \psi|_g \) and \((\nabla \psi, X) = 0 \) one can refer to [10] for proving this estimate where in fact we would get a stronger gain in terms of \( h \). Similarly in the case where
\[ D^2 \psi(X, X) + D^2 \psi(\nabla \psi, \nabla \psi) = 0 \]
whenever \(|X| = |\nabla \psi|_g \) and \((\nabla \psi, X) = 0 \) one can refer to [5] or [21] for a proof. In our setting we are in an intermediate case and thus require to adjust the arguments.

Proof. It suffices to prove the claim for the renormalized metric \( \hat{g} = |\nabla^g \psi|^2 g \). To see this let us assume that \( c = |\nabla^g \psi|_g^{-2} \) and that \( \psi \) is a Carleman weight with respect to \( \hat{g} \). But then using the transformation property of the Laplace Beltrami operator under conformal changes of metric we deduce that:
\[ e^{\hat{\Psi}}(-h^2 \Delta_g)(e^{-\hat{\Psi}} v) = e^{\hat{\Psi}}(-h^2 c^{-1} \hat{\Delta}_g)(e^{\hat{\Psi}} c^{-1} v) - h^2 q_c c^{-1} v \]
where:
\[ q_c = e^{\hat{\Psi}} \Delta g c^{-1} \hat{\Psi} \]
Now note that \( c(x) > 0 \) for all \( x \in \Omega \) and \( \| q_c \|_{L^\infty} < \infty \). Therefore:
\[ \| e^{\hat{\Psi}}(-h^2 \Delta_g)(e^{-\hat{\Psi}} v) \|_{L^2(g)} \leq h\| v \|_{L^2} + h^2 \| Dv \|_{L^2} - h^2 \| q_c c^{-1} \|_{L^\infty} \| v \|_{L^2} \]
The claim will clearly follow for \( h \) small enough.

Let \( P_\psi := e^{\hat{\Psi}}(-h^2 \Delta_g)e^{-\hat{\Psi}} = A + B \) where \( A \) and \( B \) are the formally symmetric and anti-symmetric operators ( in \( L^2(\Omega_g, \hat{g}) \)):
\[
A = -h^2 \Delta \hat{g} - 1, \\
B = h(2(\hat{d} \psi, d \hat{g}) \hat{g} + \Delta \hat{g} \hat{\psi}).
\]
Hence:
\[ \| P_\psi v \|_{L^2(\hat{g})}^2 = \| Av \|_{L^2(\hat{g})}^2 + \| Bv \|_{L^2(\hat{g})}^2 + ([A, B]v, v)_{L^2(\hat{g})}. \]
Now note that:
\[ [A, B] = -2h^3[\Delta \hat{g}, (\hat{d} \psi, d \hat{g}) \hat{g}] + h^3 X. \]
where \( X \) is a smooth vector field.
Let us define the coordinate system \((t, y_1, y_2)\) as follows: Define the normal vector field to the level sets of \( \psi \) and let the integral curves correspond to the coordinate \( t \) choosing \( t = 0 \) on one of these level sets. Furthermore let us consider smooth maps \( G_t \) to be smooth diffeomorphisms from the unit disk to the corresponding level set \( \psi_t \) smoothly depending on \( t \). Note that in our coordinate system the pull back of the metric takes the following form:
\[ g = dt \otimes dt + g_{\alpha \beta}(t, y)dy^\alpha \otimes dy^\beta \]
Thus:
\[ ([A, B]v, v)_{L^2(\hat{g})} = -2h^3 \int \partial_\alpha \hat{g}^\alpha \beta \partial_\alpha v \partial_\beta v + h^3 \int K(x)|v|^2 \]
Here, $K$ denotes a continuous function on $\Omega_1$. We now note that $-\partial_t \hat{g}^{\alpha \beta}$ denotes the inverse of the second fundamental form of the level sets of $\psi$ with respect to the renormalized metric. Recall that if $\Gamma^{n-1} \subset M^n$ is an embedded nondegenerate hypersurface in $M$, then the second fundamental form $h(X,Y)$ on $\Gamma$ changes under conformal rescalings $\hat{g} = cg$ as follows:

$$h(X,X) = \sqrt{c}(h(X,X) + \frac{1}{2} \nabla_{\hat{NC}} e^{-g}(X,X)).$$

Hence:

$$h(X,X) = \sqrt{c}(D^2 \psi(X,X) + D^2 \psi(\nabla \psi, \nabla \psi) |X|^2 |\nabla \psi|^2).$$

Thus using the main assumption of the Lemma, we see that $-\partial_t \hat{g}^{\alpha \beta}$ is positive semi-definite and thus we can conclude that:

$$\|P \psi\|^2_{L^2(\hat{g})} \geq \|Av\|^2_{L^2(\hat{g})} + \|Bv\|^2_{L^2(\hat{g})} + ([A,B]v, v)_{L^2(\hat{g})}.$$ 

So:

$$\|P \psi\|^2_{L^2(\hat{g})} \geq \|Av\|^2_{L^2(\hat{g})} + \|Bv\|^2_{L^2(\hat{g})} + h^3 \int K(x)|v|^2 \quad (*)$$

Note that:

$$Bv = h(2(d \psi, dv) + (\Delta \hat{g} \psi)v) = h(2\partial_t v + (\Delta \hat{g} \psi)v).$$

The Poincare inequality implies that:

$$\|\partial_t v\|_{L^2(\Omega_1, \hat{g})} \geq C\|v\|_{L^2(\Omega_1, \hat{g})} \quad \forall v \in H^1_0(\Omega_1)$$

Recall that the level sets of $\psi$ are non-trapping since $d \psi \neq 0$ anywhere. Since we are working over a compact manifold we can use an integrating factor and use the Poincare inequality above to conclude that:

$$\|Bv\|_{L^2(\Omega_1, \hat{g})} \geq Ch\|v\|_{L^2(\Omega_1, \hat{g})} \quad \forall v \in C^\infty(\Omega_1) \quad (**)$$

Let us also observe that by integrating $Av$ against $\delta h^2 v$ for some small $\delta$ independent of $h$ we obtain the following estimate:

$$\|Av\|^2_{L^2(\hat{g})} \geq C\delta(h^4 \int |\nabla v|^2 - h^2 \int v^2) \quad (*** \bullet \bullet \bullet)$$

Combining $(*)$,$(**) \quad (*** \bullet \bullet \bullet)$ yields the claim. 

\[\square\]

**Corollary 5.7.** Let $\phi_0(x_1,x_2,x_3) = x_1 \chi_0(x_3) + (F_\lambda \circ \omega)(x)$ as defined in the previous lemma with $k \geq 1$ arbitrary and $\lambda$ sufficiently large and only depending on the domain $(\Omega_1, g)$ and on $k$. Then $\phi_0(x_1,x_2,x_3)$ is a Carleman weight in $(\Omega_1, g)$, that is to say there exists constants $h_0 > 0$ and $C(\Omega_1, g)$ such that the following estimate holds:

$$\| e^{\frac{\lambda v}{h}} \Delta_g (e^{-\frac{\lambda v}{h}} v) \|_{L^2(\Omega_1)} \geq C \|v\|_{L^2(\Omega_1)} + C \|Dv\|_{L^2(\Omega_1)}$$

$\forall h \leq h_0$ and $v \in C^\infty_c(\Omega_1)$. 

6. Complex Geometric Optics

In this section, we will utilize the above corollary to construct a family of solutions to the Schrödinger equation \((-\Delta_g + q)u = 0\). We will call these solutions complex geometric optic solutions (CGOs). Before starting this construction let us remark that our CGO solutions will depend on fractional powers of the semiclassical symbol \(\frac{1}{\tau}\). This is a new idea and the key reason for using this method is that it will unveil a new analytical method for reconstruction of potential that is different to the known geometric inversion methods for Euclidean geometries (respectively conformally cylindrical manifolds) such as Radon transforms (respectively geodesic ray transforms)\([13, 5]\). The arguments in the next section could be slightly simplified if we abandon these fractional powers. In that case in order to conclude the result we would need the local invertibility of Radon transform \([14]\).

Let us start with the notion of complex exponential approximate harmonic functions that concentrate (in some sense) on the plane \(\Pi = \{x_3 = 0\}\) (see for example \([13]\)). Recall that the plane \(\Pi\) is a fixed plane taken out of the foliation \(A\). Let \(\epsilon(\tau, \beta) := \tau - \beta\) for a fixed \(0 < \beta < 1\). Choose \(M > \frac{2}{\beta}\). We define \(\Phi_\epsilon : V \to \mathbb{R}\) and \(v_\epsilon : V \to \mathbb{R}\) as follows:

\[
\Phi_\epsilon = \sum_{k=0}^{M} \Phi_k(x) e^k
\]

\[
v_\epsilon = \sum_{k=0}^{M} v_k(x) e^k
\]

in such a way that:

\[
\langle d\Phi_\epsilon, d\Phi_\epsilon \rangle_g = O(\epsilon M) = O(\tau^{-2})
\]

and:

\[
2\langle d\Phi_\epsilon, dv_\epsilon \rangle_g + (\Delta_g \Phi_\epsilon)v_\epsilon = O(\epsilon M) = O(\tau^{-2})
\]

for \(-t_1 \leq x_3 \leq t_2\). This is done through iterative determination of the coefficients as follows. We first choose \(\Phi_0\) and \(v_0\):

\[
\Phi_0 = z = x_1 + ix_2
\]

\[
v_0 = h(z) \chi(x_3)
\]

where \(h(z)\) is an arbitrary holomorphic function and \(\chi\) is an arbitrary smooth function of compact support in \(-t_1 \leq x_3 \leq t_2\). We impose the equations governing the terms \(\Phi_k\) by requiring that:

\[
4\partial\Phi_k + \sum_{j=1}^{k-1} \langle d\Phi_{k-j}, d\Phi_j \rangle = 0 \quad \forall k \leq M
\]

Since the metric is Euclidean for \(-t_1 \leq x_3 \leq t_2\) we can in fact solve for an exact \(\Phi_\epsilon\) as follows:

\[
\Phi_\epsilon = z + i\epsilon x_3 + \epsilon^2 \frac{\bar{z}}{4}
\]

Let us observe that \(\Re(\Phi_\epsilon) = (1 + \epsilon^2) x_1\). We will now rewrite the equations for \(v_\epsilon\):

\[
2\partial v_k + \sum_{j=1}^{2} \langle dv_{k-j}, d\Phi_j \rangle = 0.
\]

Thus for \(k \geq 1\):

\[
2\partial v_k + i\partial v_{k-1} + \frac{1}{2} v_{k-2} = 0 \quad \forall k \leq M
\]
Let us now make a general remark about the form of $v_k$. Note that
\[ v_0 = h(z) \chi(x_3), \]
and it is easy to see that we can take $v_1 = -\frac{\partial}{\partial z} h(z) \chi(x_3) \overline{z}$. In fact it is not hard to see using induction that: $v_k = \left( \frac{\partial}{\partial z} \right)^k h(z) \chi^{(k)}(x_3) \frac{\overline{z}^k}{k!}$ modulo lower terms in $z$. More precisely it is possible to choose the $v_k$’s such that:
\[ v_k = \sum_{0}^{\left\lfloor \frac{k}{2} \right\rfloor} a_j z^{k-j} h^{(j)}(z) \chi^{(k-2j)}(x_3) \quad \forall k < M \]
with:
\[ a_0 = \left( \frac{-i}{2} \right)^k. \]

**Definition 6.1.** Let us define $\tilde{\Phi}_x : \Omega_1 \to \mathbb{C}$ through:
\[ \tilde{\Phi}_x = \kappa \phi_0(x) + i \tilde{\omega}(x) + i e \omega(x) + \gamma \frac{\phi_0(x) - i \tilde{\omega}(x)}{4} \]
Here, $\kappa = \frac{1}{1 + \frac{i}{4}}$.

Notice that for $-t_1 \leq x_3 \leq t_2$ we have that $\tilde{\Phi}_x = \kappa \Phi_x$ and that $\Re(\tilde{\Phi}_x) = \phi_0$ for all $x \in \Omega_1$. Finally we note that for $-t_1 \leq x_3 \leq t_2$ we have:
\[ \langle d\tilde{\Phi}_x, d\Phi_x \rangle_g = O(e^M) = O(\tau^{-2}) \]
and:
\[ 2\langle d\tilde{\Phi}_x, dv_x \rangle_g + (\Delta g \tilde{\Phi}_x)v_c = O(e^M) = O(\tau^{-2}). \]

**Lemma 6.2.** Let $f \in L^2(\Omega_1, g)$ and let $q_*$ be the known function in the statement of Theorem 27. For all $\tau > 0$ sufficiently large, there exists a unique function $r := H_{\tau} f$ such that $P_r r = e^{-\tau \phi_0}(\Delta g - q_*) e^\tau \tilde{\phi}_0 v = f$ on $\Omega_1$ with $r$ orthogonal (with respect to the $L^2$ inner product) to $\Sigma$. Here $\Sigma = \left\{ v \in L^2 : (\Delta g - q_*)(e^{\tau \tilde{\phi}_0} v) = 0 \right\}$. Furthermore:
\[ \| H_{\tau} f \|_{L^2(\Omega_1)} \leq C \tau^{-1} \| f \|_{L^2(\Omega_1)} \]
where the constant $C$ only depends on $(\Omega_1, g)$ and $\| q_* \|_{L^\infty(\Omega_1)}$.

**Remark 6.3.** This is a rather standard proof about deducing surjectivity for some operator $T$ from the knowledge of injectivity and closed range for the adjoint operator $T^*$. We will closely follow the proofs provided in [20] and [21] here.

**Proof.** Let $P_r(\cdot) = e^{-\tau \phi_0}(\Delta g - q_*)(e^{\tau \tilde{\phi}_0} \cdot)$ and define $D = P_r^* C^\infty_c(\Omega_1)$ as a subspace of $L^2(\Omega_1)$. Here $P_r^*$ denotes the adjoint of $P_r$ with respect to the standard $L^2(\Omega_1)$ inner product. Consider the linear functional $L : D \to \mathbb{C}$ through:
\[ L(P_r^* v) = \langle v, f \rangle \quad \forall v \in C^\infty_c(\Omega_1). \]
This is well-defined since any element of $D$ has a unique representation as $P_r^* v$ with $v \in C^\infty_c(\Omega_1)$ by the Carleman estimate. Also using Cauchy-Schwarz and the Carleman estimate:
\[ |L(P_r^* v)| \leq \| v \|_{L^2} \| f \|_{L^2} \leq C \tau^{-1} \| f \|_{L^2} \| P_r^* v \|. \]
for $\tau$ large enough with $C$ depending only on $\Omega_1$ and independent of the parameter $\beta$. Thus $L$ is a bounded linear operator on $D$. Extend $L$ by continuity to the closure $\overline{D}$ and
finally extend to all of $L^2(\Omega_1)$ through projection operator $\pi_\tau : L^2(\Omega_1) \to \mathbb{D}$. Thus we obtain a bounded linear operator $\hat{L} : L^2(\Omega_1) \to \mathbb{C}$ with $\hat{L}_D = L$. Furthermore:

$$\|\hat{L}\|_{L^2(\Omega_1)\to L^2(\Omega_1)} \leq C\tau^{-1}\|f\|_{L^2(\Omega_1)}.$$  

Now by the Riesz representation theorem we deduce that there exists a unique $r \in L^2(\Omega_1)$ such that $\hat{L}(w) = \langle w, r \rangle \quad \forall w \in L^2(\Omega_1)$ and such that $\|r\| \leq C\tau^{-1}\|f\|_{L^2}$. Note that:

$$\langle v, P_\tau r \rangle = \langle P_r^* v, r \rangle = \hat{L}(P_r^* v) = L(P_r^* v) = \langle v, f \rangle.$$

Hence $P_\tau r = f$ in the weak sense and by construction we have $r$ orthogonal to $\Sigma$.

$$\Box$$

Lemma 6.4. Suppose $0 < \beta < 1$ is fixed and $\epsilon = \tau^{-\beta}$. For all $\tau > 0$ sufficiently large, there exists a solution $u_\epsilon$ of $(-\Delta_g + q_\epsilon)u_\epsilon = 0$ on $\Omega_1$ of the form

$$u_\epsilon^0 = e^{r_\Phi}(v_\epsilon + r_\epsilon^0)$$

where $\|r_\epsilon^0\|_{L^2(\Omega_1)} \leq \frac{C}{\tau}$. Proof. Let us first consider solving the equation

$$P_\tau r := e^{r\Phi_0}((-\Delta_g + q_\epsilon) e^{r\Phi_0} r) = e^{r\Phi_0}((\Delta_g + q_\epsilon)e^{r\Phi_0} r).$$

Since $v_\epsilon$ is compactly supported in the region $-t_1 \leq x_3 \leq t_2$:

$$\langle d\Phi_\epsilon, d\Phi_\epsilon \rangle_g = O(\epsilon^M) = O(\tau^{-2})$$

and:

$$2\langle d\Phi_\epsilon, dv_\epsilon \rangle_g + (\Delta_g \Phi_\epsilon) v_\epsilon = O(\epsilon^M) = O(\tau^{-2}).$$

Hence we can immediately conclude that $\|e^{-r\Phi_0}((-\Delta_g + q_\epsilon) e^{r\Phi_0} r)\|_{L^2(\Omega_1)} \leq C$ for some constant $C$. Let

$$r = -H_r(e^{r\Phi_0}((-\Delta_g + q_\epsilon) e^{r\Phi_0} r)).$$

Clearly $P_\tau r = e^{r\Phi_0}((-\Delta_g + q_\epsilon) e^{r\Phi_0} r)$ as desired. Furthermore, since $\|e^{-r\Phi_0}((-\Delta_g + q_\epsilon) e^{r\Phi_0} r)\|_{L^2(\Omega_1)} \leq C$ and $\Phi_0 - \Phi_\epsilon$ is purely imaginary, we can use Lemma 6.2 to conclude that for $\tau$ sufficiently large: $\|r\|_{L^2(\Omega_1)} \leq \frac{C}{\tau}$

We now choose $r_\epsilon^0 = e^{r\Phi_0}(v_\epsilon + r_\epsilon^0)$ to conclude the proof. \hfill \Box

Lemma 6.5. Let $q_1 \in L^\infty(\Omega_1)$. Suppose $0 < \beta < 1$ is fixed and $\epsilon = \tau^{-\beta}$. For all $\tau > 0$ sufficiently large, there exists a solution $u_1^\epsilon$ of $(-\Delta_g + q_1)u_1^\epsilon = 0$ of the form

$$u_1^\epsilon = e^{r\Phi_\epsilon}(v_\epsilon + r_1^\epsilon)$$

where $\|r_1^\epsilon\|_{L^2(\Omega_1)} \leq \frac{C(\beta)}{\tau}$. Proof. Consider the equation:

$$-e^{-r\Phi_0}((-\Delta_g + q_\epsilon) e^{-r\Phi_0} r) + q_1 r = -e^{-r\Phi_0}((-\Delta_g + q_\epsilon) e^{-r\Phi_0} r) + q_1 e^{-r\Phi_0}((-\Delta_g + q_1) e^{-r\Phi_0} r) = f.$$  

but since $v_\epsilon$ is compactly supported in $\{-t_1 \leq x_3 \leq t_2\}$:

$$e^{-r\Phi_0}((-\Delta_g + q_\epsilon) e^{r\Phi_0} r) = \tau^2 \langle d\Phi_\epsilon, d\Phi_\epsilon \rangle_g v_\epsilon + \tau 2\langle d\Phi_\epsilon, dv_\epsilon \rangle_g + (\Delta_g \Phi_\epsilon)v_\epsilon = \Delta_g v_\epsilon.$$  

Since $v_\epsilon$ is compactly supported in the region $-t_1 \leq x_3 \leq t_2$:

$$\langle d\Phi_\epsilon, d\Phi_\epsilon \rangle_g = O(\epsilon^M) = O(\tau^{-2})$$  

and:

$$2\langle d\Phi_\epsilon, dv_\epsilon \rangle_g + (\Delta_g \Phi_\epsilon)v_\epsilon = O(\epsilon^M) = O(\tau^{-2}).$$
Definition 6.8. Let us define $\tilde{\Psi}$ where the constant $C_L$ and $Q_\tau > 0$.

Motivated by Lemma 6.2 we make the ansatz $r = H_\tau \tilde{r}$ to obtain:

$$(-I + (q_1 - q_*)H_\tau)\tilde{r} = f.$$ 

But $H_\tau : L^2(\Omega_1) \to L^2(\Omega_1)$ is a contraction mapping for $\tau$ large enough with $\|H_\tau\| \leq \frac{C}{\tau}$ and thus for sufficiently large $\tau$ the inverse map $(-I + (q_1 - q_*)H_\tau)^{-1} : L^2(\Omega_1) \to L^2(\Omega_1)$ exists and it is given by the following infinite Neumann series:

$$(-I + (q_1 - q_*)H_\tau)^{-1} = -\sum_{j=0}^{\infty} (q_1 - q_*)^j (H_\tau)^j.$$ 

Hence:

$$\left\|(-I + (q_1 - q_*)H_\tau)^{-1}\right\|_{L^2(\Omega_1) \to L^2(\Omega_1)} \leq C.$$ 

So we deduce that if:

$$r = H_\tau (-I + (q_1 - q_*)H_\tau)^{-1} f.$$ 

then if we choose $r_\epsilon = e^{\tau(\phi_0 - \hat{\phi})} r$ we have that $u_\epsilon^i = e^{\tau \hat{\phi}_i}(v_\epsilon + r_\epsilon^i)$ solves $(-\Delta_g + q_1)u_\epsilon^i = 0$ and furthermore:

$$\left\|r_\epsilon^i\right\|_{L^2(\Omega_1)} \leq \frac{C}{\tau}.$$ 

$\square$

Definition 6.6. Let $\tilde{\psi}_\omega(x) = -x_1 \chi_0(x) + (F_\chi \circ \omega)(x)$. (Here, $\chi_0$ and $F_\chi$ are the same functions as in Lemma 5.4)

Note that we have the following estimate as a result of Lemma 5.4:

$$\|e^{\frac{\tau}{h} \Delta_g(e^{-\frac{\tau}{h}} v)}\|_{L^2(\Omega_1)} \geq \frac{C}{h} \|v\|_{L^2(\Omega_1)} + C\|Dv\|_{L^2(\Omega_1)}$$

$\forall h \leq h_0$ and $v \in C_0^\infty(\Omega_1)$.

Thus we can state the following Lemma which is a direct parallel to Lemma 6.2.

Lemma 6.7. Let $f \in L^2(\Omega_1, g)$ and let $q_*$ be the known function in the statement of Theorem 2.1. For all $\tau > 0$ sufficiently large, there exists a unique function $r := L_\tau f$ such that $Q_\tau r := e^{-\tau \tilde{\phi}_0}(\Delta_g - q_*)(e^{\tau \tilde{\phi}_0}r) = f$ on $\Omega_1$ with $r$ orthogonal (with respect to the $L^2$ inner product) to $\tilde{\phi}$. Here $\tilde{\phi} = \left\{ v \in L^2 : \Delta_g(e^{\tau \tilde{\phi}_0}v) = 0 \right\}$. Furthermore:

$$\|L_\tau f\|_{L^2(\Omega_1)} \leq C\tau^{-1}\|f\|_{L^2(\Omega_1)}$$

where the constant $C$ only depends on $(\Omega_1, g)$.

Definition 6.8. Let us define $\tilde{\Psi}_\epsilon : \Omega_1 \to \mathbb{C}$ through:

$$\tilde{\Psi}_\epsilon = \kappa(\tilde{\psi}_\epsilon(x) - i\tilde{\omega}(x) - i\epsilon \omega(x) + e^{\frac{\tau}{4}}(\tilde{\psi}_\epsilon(x) + i\tilde{\omega}(x)),$$

Here, $\kappa = \frac{1}{1 + i\tau}.$

Notice that for $-t_1 \leq x_3 \leq t_2$ we have that $\tilde{\Psi}_\epsilon = -\kappa \tilde{\Phi}_\epsilon$ and that $\Re(\tilde{\Psi}_\epsilon) = -x_1$ for any $x \in \Omega_1$. Finally we note that for $-t_1 \leq x_3 \leq t_2$ we have:

$$\langle d\tilde{\Psi}_\epsilon, d\tilde{\Psi}_\epsilon \rangle_g = O(e^M) = O(\tau^{-2})$$
and:

\[ 2 \langle d\tilde{\Psi}_\epsilon, dv_\epsilon \rangle_g + (\Delta_g \tilde{\Psi}_\epsilon) v_\epsilon = O(e^M) = O(\tau^{-2}). \]

Thus we can state the following corollary to Theorem 6.5.

**Corollary 6.9.** Let \( q_2 \in L^\infty(\Omega_1) \). Suppose \( 0 < \beta < 1 \) is fixed and \( \epsilon = \tau^{-\beta} \). For all \( \tau > 0 \) sufficiently large, there exists a solution \( u^2_\tau \) of \( (-\Delta_g + q_2)u^2_\tau = 0 \) of the form \( u^2_\tau = e^{\tau \tilde{\Psi}_\epsilon}(v_\epsilon + r^2_\tau) \) where \( \|r^2_\tau\|_{L^2(\Omega_1)} \leq \frac{C(\beta)}{\tau} \).

7. PROOF OF UNIQUENESS

**Proof of Theorem 6.7.** We start by assuming that \( q_1, q_2 \) are such that \( \Lambda_{q_1} = \Lambda_{q_2} \). Choose an arbitrary \( 0 < \beta < 1 \), set \( \epsilon = \tau^{-\beta} \) and \( M = \frac{2}{\beta} \). We use Green’s identity pairing \( u^1_\epsilon = e^{\tau \tilde{\Psi}_\epsilon}(v_\epsilon + r^1_\epsilon) \) with \( u^2_\epsilon = e^{\tau \tilde{\Psi}_\epsilon}(v_\epsilon + r^2_\epsilon) \). Thus:

\[ 0 = \int_{\partial \Omega} u^1_\epsilon(\Lambda_{q_2} - \Lambda_{q_1})u^2_\epsilon = \int_{\partial \Omega} u^1_\epsilon \partial_\nu u^2_\epsilon - \int_{\partial \Omega} u^2_\epsilon \partial_\nu u^1_\epsilon = \int_\Omega u^1_\epsilon \Delta_g u^2_\epsilon - \int_\Omega u^2_\epsilon \Delta_g u^1_\epsilon. \]

Hence if we let \( q = q_2 - q_1 \) and invoke the equations \( (-\Delta_g + q_i)u^i_\epsilon = 0 \) for \( i \in \{1, 2\} \) we have:

\[ 0 = \int_\Omega q u^1_\epsilon u^2_\epsilon = \int_\Omega q v_\epsilon (v_\epsilon + r^1_\epsilon)(v_\epsilon + r^2_\epsilon). \]

The last equality above holds since \( q_1|_{V^c} \equiv q_2|_{V^c} \). Thus using the Cauchy-Schwarz inequality and the fact that \( \|r^2_\tau\|_{L^2(\Omega_1)} \leq \frac{C}{\tau} \) for \( \tau \) large and for \( i \in \{1, 2\} \) we have:

\[ 0 = \int_\Omega q v_\epsilon^2 + O(\frac{1}{\tau}). \]

Let us recall that \( v_\epsilon(x) = \sum_{k=0}^M v_k(x)\epsilon^k \) and in fact we have the following formulas:

\[ v_k = \sum_{j=0}^{[\frac{k}{2}]} a_j \epsilon^{k-j} h^{(j)}(\epsilon) \chi^{(k-j)}(x_3) \quad \forall k < M \]

with:

\[ a_0 = (-\frac{i}{2})^k. \]

Note that \( \int_\Omega q v_\epsilon^2 \) is a polynomial of degree \( 2M \) in \( \epsilon \) and therefore we can conclude that by taking the limit as \( \tau \to \infty \) we can determine the coefficients of this polynomial up to the term with coefficient \( \epsilon^{\frac{M}{2}} \). Taking note of the particular form of \( v_k \)'s and focusing on the coefficient of \( \epsilon^k \) for any \( k < \frac{M}{2} \) we claim that the knowledge of \( \Lambda_{q_1} = \Lambda_{q_2} \) yields the following integral data on \( \Pi \):

\[ 0 = \int_\Pi (\partial_\nu^k q) z^k h(z) \quad 0 \leq k \leq \frac{M}{2}. \]

Here \( h(z) \) is an arbitrary holomorphic function. We will prove this using induction on \( k \). Note that by looking at the coefficient of \( \epsilon^0 \) in \( \int_\Omega q v_\epsilon^2 \) we obtain the knowledge of \( \int_\Omega \bar{q} h(z)^2 \). By a simple perturbation argument and choosing \( h(z) \to 1 + \eta h(z) \) with \( \eta \to 0 \) we arrive at the following information on the surface \( \Pi \):

\[ 0 = \int_\Omega q h(z). \]

Let us assume that the claim holds for all \( j \leq k - 1 \). We will now prove the claim for \( j = k \). Indeed note that the coefficient of \( \epsilon^k \) in \( \int_\Omega q v_\epsilon^2 \) is equal to:

\[ \int_\Omega q \left( \sum_{s=0}^k v_{k-s} v_s \right). \]
Let us choose \( \chi(x_3) = t^4 \chi_0(t x_3) \), where \( \chi_0 \) is a non-negative smooth function with compact support with \( \int |\chi_0|^2 dx_3 = 1 \). Then the coefficient of \( \varepsilon^k \) in \( \int_\Omega q v^2 \) is equal to:

\[
\int_\Omega q h(z)^2 \left( -\frac{i}{2} \right)^k \frac{1}{k!} \sum_{j=0}^{k} \binom{k}{j} \chi^{(j)}(x_3) \chi^{(k-j)}(x_3) z^k + R.
\]

and since

\[
\sum_{j=0}^{k} \binom{k}{j} \chi^{(j)}(x_3) \chi^{(k-j)}(x_3) = (\chi^2)^{(k)}(x_3)
\]

by taking the limit \( t \to \infty \) and using the induction assumption we obtain the following data on \( \Pi \):

\[
0 = \int_\Pi (\partial_3 q) z^k h(z)^2
\]

for all \( k \geq 0 \) and all holomorphic functions \( h(z) \). By a simple perturbation argument and choosing \( h(z) \to 1 + \eta h(z) \) with \( \eta \to 0 \) we arrive at the following information on the surface \( \Pi \):

\[
0 = \int_\Pi (\partial_3 q) z^k h(z)
\]

for all \( 0 \leq k \leq \frac{M}{2} \). Finally by integrating this data in \( x_3 \) we obtain the knowledge of:

\[
0 = \int_\Pi q z^k h(z)
\]

for all \( 0 \leq k \leq \frac{M}{2} \). Since \( M \) can be chosen to be as large as we require this yields the following data on \( \Pi \):

\[
0 = \int_\Pi q z^k h(z)
\]

for all \( k \geq 0 \).

As a final step we note that the subalgebra \( \mathcal{A} \) generated by \( \{ z^k \bar{z} \} \) is separable and unital and therefore by Stone-Weistress theorem we deduce that \( q|_\Pi = 0 \) \( \Box \)

8. Reconstruction Algorithm

We next indicate how one may be able to make the above uniqueness proof constructive. In other words we would like to sketch out a reconstruction algorithm for \( q \) from the knowledge of \( \Lambda_q \). One can immediately observe that the key in accomplishing this would be to construct special solutions \( u^k_1 \) to \( (-\Delta_g + q^*) u^k_1 = 0 \) as before and show that we can determine the trace of these solutions on \( \partial \Omega \) from the knowledge of Dirichlet to Neumann map \( \Lambda_q \). Let us make a few remarks about the approach here. We will be closely following the approach in [19] and [20] for the boundary determination of special solutions to the Schrödinger equation but we have to make some fundamental changes as we are in a geometry where there is no global limiting Carleman weight. This issue appears to be a key limitation in the determination of boundary values of complex exponential solutions to the Schrödinger equation from the DN map and thus we have to make adjustments to the existing arguments here. This will also be the key reason on why we have to assume that \( q \) is supported in \( U \).

Let us recall that \( H_\tau \) denotes the solution operator to

\[
P_\tau v = e^{-\tau \hat{\phi}_0} (\lambda_g - q) (e^{\tau \hat{\phi}_0} v) = F.
\]

Let \( h_\tau(x; y) \) denote the kernel of \( H_\tau \). Thus:

\[
P_\tau v = F \iff v(x) = \int_{\Pi} h_\tau(x; y) F(y) d\mu_y.
\]
We will state the following theorem which will help us better understand the regularity of the solutions obtained through the above kernel. In particular the following lemma shows that $H_\tau : L^2(\Omega_1) \to H^2(\Omega_1)$ and that $H_\tau^* : L^2(\Omega_1) \to H^2(\Omega_1)$.

**Lemma 8.1.** Let $f \in H^{-2}(\Omega_1)$. There exists a unique weak solution $\tilde{r} \in H^2_0(\Omega_1)$ to:

$$P_\tau P_{-\tau} \tilde{r} = f$$

Furthermore $H_\tau f = P_{-\tau} \tilde{r}$.

**Proof.** Note that $P_\tau P_{-\tau} \tilde{r} = f$ implies that $(\Delta_g - q_\ast)(e^{2\tau \hat{\phi}_0}(\Delta_g - q_\ast)(e^{-\tau \hat{\phi}_0} \tilde{r})) = e^{\tau \hat{\phi}_0} f = \hat{f}$. Let $\tilde{r} = e^{-\tau \hat{\phi}_0} \tilde{r}$. Then it suffices to show that there exists a unique $H^2_0(\Omega_1)$ solution to:

$$(\Delta_g - q_\ast)(e^{2\tau \hat{\phi}_0}(\Delta_g - q_\ast)\tilde{r}) = \hat{f}.$$  

Note that weak solvability implies that:

$$B(\tilde{r},v) = \int_{\Omega_1} e^{2\tau \hat{\phi}_0}((\Delta_g - q_\ast)\tilde{r})(\Delta_g - q_\ast)v) = \int_{\Omega_1} \hat{f} v$$

for all $v \in H^2_0(\Omega_1)$. Note that $B$ is a bilinear bounded operator on $H^2_0(\Omega_1) \times H^2_0(\Omega_1)$ and furthermore using the Poincare and Young inequalities we can obtain the coercivity estimate as well. Thus a simple application of the Lax-Milgram lemma yields the unique solvability of $P_\tau P_{-\tau} \tilde{r} = f$ in $H^2_0(\Omega_1)$. To see that $H_\tau f = P_{-\tau} \tilde{r}$ we note that for any $w \in \Sigma = \{v \in L^2 : (\Delta_g - q_\ast)(e^{\tau \hat{\phi}_0}v) = 0\}$ we have:

$$(P_{-\tau} \tilde{r}, w)_{L^2} = 0$$

$$\Box$$

**Remark 8.2.** Note that in the previous proof, one must a priori know that 0 is not a Dirichlet eigenvalue for the operator $(\Delta_g - q_\ast)(\Delta_g - q_\ast)$, but this can be taken for granted as we can always choose an arbitrary $q_0$ such that $q_0 \equiv q_\ast$ on $\mathbb{C}$ and such that this hypothesis holds for $q_0$.

Let $l_\tau(x; y)$ denote the kernel of $L_\tau$ (see Lemma 6.7). Thus:

$$Q_\tau v = F \iff v(x) = \int_{\Omega_1} l_\tau(x; y) F(y) d\mu_y.$$  

Let us now define a new right inverse for the operator $P_\tau = e^{-\tau \hat{\phi}_0}(\Delta_g - q_\ast)(e^{\tau \hat{\phi}_0})$ through the formula

$$K_\tau = H_\tau + \pi_\tau L_\tau^*$$

Here $\pi_\tau : L^2(\Omega_1) \to L^2(\Omega_1)$ denotes the orthogonal projection operator of $L^2(\Omega_1)$ functions onto the set:

$$\Sigma = \{v \in L^2 : (\Delta_g - q_\ast)(e^{\tau \hat{\phi}_0}v) = 0\}.$$  

One can indeed show that $\pi_\tau : H^k(\Omega_1) \to H^k(\Omega_1)$

For a more in depth analysis of this operator we refer the reader to [3] and [20].

**Lemma 8.3.**

$$K_\tau : L^2(\Omega_1) \to H^2(\Omega_1)$$

$$\|K_\tau\|_{L^2(\Omega_1) \to L^2(\Omega_1)} \leq \frac{C}{\tau}$$
\[ \text{Hence:} \]
\[ \text{Also:} \]
\[ \int \int \]
\[ \tau \]
\[ H \]
\[ T \]
\[ \text{Thus:} \]
\[ \int \int \]
\[ \| \]}
\[ \| \]}
\[ \text{contraction mapping with} \]
\[ \text{Lemma 8.4.} \]
\[ \text{The Carleman estimate in the previous section yields that} \]
\[ \text{We will now state a lemma that will be key in accomplishing the boundary determination of special solutions to Schrödinger equation.} \]
\[ \text{Lemma 8.4.} \]
\[ K_\tau P_\tau v = v \]
\[ \text{for all} \ v \in C^\infty_c(V). \]
\[ \text{Proof.} \]
\[ \int_V k_\tau(x,y)P_\tau v(y)d\mu(y) = \int_V (P_{-\tau}k_\tau(x,y))v(y)d\mu(y). \]
\[ \text{Now recall that} \ K_\tau = H_\tau + \pi_\tau L^*_\tau. \text{ Also note that} \ P_{-\tau} = Q_\tau \text{ for } y \in V. \text{ Hence:} \]
\[ P_{-\tau}K_\tau(x,y) = P_{-\tau}h_\tau(x,y) + \pi_\tau(x,y). \]
\[ \text{Thus:} \]
\[ \int_V g_\tau(x,y)P_\tau v(y)d\mu(y) = \int_V h_\tau(x,y)P_\tau v(y)d\mu(y) + \int_V \pi_\tau(x,y)v(y)d\mu(y). \]
\[ \text{Let us note that for any} \ w \in L^2(\Omega_1) \text{ we have} \ w = (1 - \pi_\tau)w + \pi_\tau w = P_{-\tau}w + \pi_\tau w \text{ for some} \ w \in H_0^2(\Omega_1) \text{ Hence:} \]
\[ \int_V h_\tau(x,y)P_\tau v(y)d\mu(y) = \int_{\Omega_1} h_\tau(x,y)P_\tau v(y)d\mu(y) = \int_{\Omega_1} h_\tau(x,y)P_{-\tau}\tilde{v}(y)d\mu(y) = P_{-\tau}\tilde{v}(x). \]
\[ \text{Also:} \]
\[ \int_V \pi_\tau(x,y)v(y)d\mu(y) = \int_{\Omega_1} \pi_\tau(x,y)v(y)d\mu(y) = \pi_\tau v. \]
\[ \text{Hence:} \]
\[ \int_V k_\tau(x,y)P_\tau v(y)d\mu(y) = (P_{-\tau}\tilde{v})(x) + (\pi_\tau v)(x) = v(x). \]
\[ \text{Let us now define the operator} \ T_q : L^2(\Omega) \rightarrow H^1(\Omega_1) \text{ through:} \]
\[ T_q(F)(x) := \int_{\Omega} k_\tau(x,y)(q(y) - q_*(y))F(y)d\mu_y. \]
\[ \text{The Carleman estimate in the previous section yields that} \ T_q : L^2(\Omega) \rightarrow L^2(\Omega_1) \text{ is a contraction mapping with} \|T_q\| \leq C \text{ for} \tau \text{ large enough. Let} \ a_0 \in H^1(\Omega_1) \text{ be a solution to} \ P_\tau a_0 = 0. \text{ Let us consider the integral equation} \]
\[ a_1(x) = a_0(x) + \int_{\Omega_1} k_\tau(x,y)(q(y) - q_*(y))a_1(y)d\mu_y. \]
\[ \text{For sufficiently large} \ \tau, \text{ this integral equation has a unique solution} \ a_1 \in H^2(\Omega_1). \text{ Indeed the integral equation is equivalent to:} \]
\[ a_1 = a_0 + K_\tau((q - q_*)a_1). \]
\[ \text{but since} \|K_\tau\|_{L^2(\Omega_1)\rightarrow L^2(\Omega_1)} \leq C \text{ we see that} \ (I - K_\tau(q - q_*)) : L^2(\Omega_1) \rightarrow L^2(\Omega_1) \text{ is invertible with an explicit inverse in terms of a Neumann series and therefore} \ a_1 = \]
For any $f$ (differentiation with respect to the $\partial V$) it suffices to show that for any $v$ second order elliptic operator to conclude that $\equiv v$.

Recall that Lemma 8.4 implies that for $x \in \Omega$ the Green’s identity implies that for $x \neq y$ and $y \in V$ we have $(\Delta_y - q_v)G_r(x; y; u) = 0$ (differentiation with respect to the $y$ variable). Hence:

$$u_1(x) = u_0(x) + \int_{\partial V} G_r(x; y)\partial_v u_1(y)dy - \int_{\partial V} \partial_y G_r(x; y)u_1(y)dy + \int_{V} (\Delta_y - q_v)G_r(x; y)u_1(y)dy.$$

Note that $y \in V$ where $V$ denotes the support of $q$. So for $x \in \Omega_1 \setminus \Omega$ Green’s identity implies that:

$$u_1(x) = u_0(x) + \int_{\partial V} G_r(x; y)\partial_v u_1(y)dy - \int_{\partial V} \partial_y G_r(x; y)u_1(y)dy + \int_{V} (\Delta_y - q_v)G_r(x; y)u_1(y)dy.$$

Recall that Lemma 8.4 implies that for $x \neq y$ and $y \in V$ we have $(\Delta_y - q_v)G_r(x; y) = 0$.

For any $f \in H^+(\partial\Omega)$ let $R_q f \in H^1(\Omega)$ denote the solution operator to $(-\Delta_r + q)u = 0$ with $u|_{\partial\Omega} = f$. This solution exists and is unique since 0 is not a Dirichlet eigenvalue of $-\Delta_r + q$.

Take $x \in \Omega_1 \setminus \Omega$ and let $f := u_1|_{\partial\Omega}$. Then:

$$\int_{\partial V} G_r(x; y)\partial_v u_1(y)dy - \int_{\partial V} \partial_y G_r(x; y)u_1(y)dy = e^{r\delta_0(x)}T_q[e^{r\delta_0}R_q(f)](x) = u_1(x) - u_0(x).$$

Define $\Gamma_r : H^+(\partial\Omega) \to H^+(\partial\Omega)$ through:

$$\Gamma_r f = T_r \circ [e^{r\delta_0}T_q[e^{r\delta_0}R_q(f)]].$$

We will now state a unique continuation lemma that is a key step in determining the boundary values of special solutions.

**Lemma 8.5.** For any $f \in H^+(\partial\Omega)$, $\Gamma_r f$ is known from the knowledge of $\Lambda_q$.

**Proof.** It suffices to show that for any $f \in H^+(\partial\Omega)$ we can determine $\int_{\partial V} G_r(x; y)(\Lambda_q f)(y)dy$ from the knowledge of $\Lambda_q$. We need to define some notation. Note that $\Pi$ divides the manifold into two submanifolds. We will call the one intersecting the set $\{x_3 > 0\}$ to be $W_u$ and the one intersecting the set $\{x_3 < 0\}$ to be $W_l$. Let us consider the manifold $W_u \setminus V$. Note that $\left(\Delta_y - q_v\right)(R_q f) = 0$ in $W_u \setminus V$. Furthermore we know the Dirichlet and Neumann data for $R_q f$ on $\Omega$ from $\Gamma_q$. We will now proceed to show that this “exterior” pde has a unique solution and thus conclude that $R_q f|_{\partial V}$ and $\partial_y R_q f|_{\partial V}$ can be determined from $\Lambda_q$. Indeed consider the pde $\left(\Delta_y - q_v\right)u = 0$ in $W_u \setminus V$ with $u|_{\partial\Omega - W_u} = f|_{\partial\Omega - W_u}$ and $\partial_y u|_{\partial\Omega - W_u} = \Lambda_q f|_{\partial\Omega - W_u}$. Suppose there are two solutions $u_1, u_2$ to this pde and consider $v = u_1 - u_2$. Since the metric $g$ is Euclidean in a small neighborhood of $V$ we can use Cauchy-Kowalevskii theorem to conclude that $v \equiv 0$ in a neighborhood of $V$. We can then use a unique continuation theorem for a second order elliptic operator to conclude that $v \equiv 0$ in $W_u \setminus V$ (See for instance [25]).

Observe that we have obtained the following boundary integral equation:

$$(I - \Gamma_r)(u_1(x)|_{\partial\Omega}) = u_0(x)|_{\partial\Omega}.$$
Thus in order to determine the boundary values of our special solutions to the Schrödinger equation it suffices to show that we can uniquely solve the above boundary integral equation. This will be accomplished through the following theorem.

**Lemma 8.6.** \( \Gamma_\tau : H^{\frac{1}{2}}(\partial\Omega) \to H^{\frac{1}{2}}(\partial\Omega) \) is compact. Furthermore, for \( \tau \) sufficiently large, \( \mathcal{N}(I - \Gamma_\tau) = \emptyset. \)

**Proof.**

\[
\Gamma_\tau = Tr \circ [e^{\tau \tilde{\phi}_0(x)} T_q [e^{-\tau \tilde{\phi}_0} R_q(f)]]
\]

Note that \( R_q : H^{\frac{1}{2}}(\partial\Omega) \to H^1(\Omega) \) is a bounded linear operator. Secondly, \( H^1 \subset \subset L^2 \) and \( T_q \) is a bounded operator from \( L^2 \) to \( H^1 \). Furthermore \( Tr : H^1(\Omega \setminus \Omega) \to H^{\frac{1}{2}}(\partial\Omega) \) is bounded. Hence \( \Gamma_\tau \) is compact.

To prove that the kernel is empty, let us suppose that \( (I - \Gamma_\tau)f = 0 \) Then: \( \Gamma_\tau f = f \). Let \( \rho = T_q(e^{-\tau \tilde{\phi}_0} R_q(f)) \). Then:

\[
\rho(x) = \int_\Omega k_\tau(x;y)e^{-\tau \tilde{\phi}_0(y)}(q(y) - q_*(y)) R_q(f)(y)d\mu_y.
\]

Then:

\[
e^{\tau \tilde{\phi}_0(x)}\rho(x) = \int_\Omega G_\tau(x;y)(q(y) - q_*(y)) R_q(f)(y)d\mu_y.
\]

Hence:

\[\Delta_q - q_*(e^{\tau \tilde{\phi}_0}\rho) = (q - q_*) R_q(f) = (\Delta_q - q_*)(R_q(f)).\]

But by hypothesis we have that \( \Gamma_\tau(f) = f \) so \( e^{\tau \tilde{\phi}_0}\rho|_{\partial\Omega} = f \) Hence \( e^{\tau \tilde{\phi}_0(x)} \rho(x) = R_q(f)(x) \) on \( \Omega \) so:

\[
\rho = T_q(\rho).
\]

Finally since \( T_q \) is a contraction mapping for \( \tau \) large enough, we deduce that \( \rho = 0 \) everywhere. Hence \( f = 0. \)

\[\Box\]

9. **Further Results**

In this section we will state a few theorems which generalize Theorem 2.1 For the sake of brevity we will only indicate the key differences of the proofs to that of Theorem 2.1. As a first step in generalizing Theorem 2.1 recall that we had assumed \( \Gamma \) to be connected. This assumption can be relaxed significantly. Indeed one can strengthen the result by allowing \( \Gamma \) to have several components. In this case a more delicate Carleman weight needs to be constructed. This will be the main content of Theorem 9.1.

Finally we will seek to generalize the result further by assuming that the metric restricted to the subdomain \( U \) is conformally transversally anisotropic. These are manifolds \((U, g)\) where \( U = \mathbb{R} \times U_0 \) and:

\[
g = c(x)(dx_1^2 + g_0(x'))
\]

Here, \( g_0 \) denotes the induced metric on the transversal submanifold \( U_0 \) which is independent of \( x_1 \). Indeed recall that a key step in proving Theorem 2.1 is the construction of a global phase function which is locally a limiting Carleman weight in \( U \). In [5] it is shown that local existence of limiting Carleman weights restricts the geometry to CTA geometries. Hence it would seem natural to expect Theorem 2.1 to have a generalization in this setting. This will be the content of Theorem 9.5.
Theorem 9.1. Let $(\Omega^3, g)$ denote a compact smooth Riemannian manifold with smooth boundary. Let $U \subset \Omega$ be an open subset such that $\Gamma = U \cap \partial \Omega$ is non-empty, and strictly convex. Let $U^i = \cup_{i=1}^q U^i$ where $\Gamma^i$ denotes the connected components of $\Gamma$. Let us assume that $U$ can be covered with coordinate charts in which $g|_U$ is the Euclidean metric.

Let $U^i$ denote the convex hull of $\Gamma^i$, and let us assume that $U^1 \cap U^j = \emptyset \forall i, j$ and that $U = \cup_{i=1}^q U^i$. Suppose $q$ is a smooth function and that $q - q_*$ is compactly supported in $U$ where $q_*$ is a globally known smooth function. Then the knowledge of $\Lambda_q$ will uniquely determine $q$.

Indeed one can see that the key in establishing this theorem is proving a similar Carleman estimate to that of Lemma 5.4. The rest of the techniques in the paper including the CGO solutions with fractional powers of $\perp$ and the reconstruction algorithms would be exactly as before. Let us now give a sketch of how one can prove a Carleman estimate in this setting.

First, let us extend the manifold $\Omega$ to a slightly larger manifold $\Omega_1$. We extend $q$ to all of $\Omega_1$ by setting it equal to zero outside $\Omega$ and extend $g$ smoothly to $\Omega_1$ such that $g|_{\Omega_1}$ is Euclidean. Here $U_1$ denotes the extension of convex hull of $\Gamma$ to the larger manifold $\Omega_1$. Note that $U_1 = \cup_{i=1}^q U_1$ where $\Gamma_1$ is a foliation of $\Omega_1$ by a family of planes $\Gamma_{1i}$. We start by taking a fixed family of planes $\Pi^i \subset \Gamma_{1i}$, for all $1 \le i \le l$. A local coordinate system $(x_1^i, x_2^i, x_3^i)$ can be constructed in each $U_1^i$ such that $\Pi^i = \{x_3^i = 0\}$ with $(x_1^i, x_2^i)$ denoting the usual Euclidean coordinate system on the plane $\Pi^i$ and $x_3^i$ denoting the normal flow to this plane. We can assume that within each component $U_1^i$ the support of $q$ lies in the compact set $V^i \subset \{ -t_1^i < x_3^i < t_2^i \}$ with $t_1^i, t_2^i > 0$. In this framework $U_1^i = \cup_{c = t_2^i - t_1^i}^{t_2^i + t_1^i} \{ x_3^i = c \}$ with $\delta > 0$. Let $\omega : \Omega_1 \to \mathbb{R}$ be any smooth function such that $\omega \neq 0$ everywhere and $\omega(x) \equiv x_3^i$ for $x \in U_1^i$ for each $1 \le i \le l$. The existence of such $\omega$ is proved in Lemma 6.3. Let us define two globally defined $C^k(\Omega_1)$ functions $\chi_0 : \Omega_1 \to \mathbb{R}$ and $F_\lambda(x) : \mathbb{R} \to \mathbb{R}$ as follows:

$$\chi_0(x) = \begin{cases} 
1, & \text{for } -t_1^i < x_3^i < t_2^i \\
(1 - \frac{t_3^i - x_3^i}{\delta^i})^k, & \text{for } -t_1^i \le x_3^i \le t_2^i + \delta^i \\
(1 - \frac{x_3^i - t_1^i}{\delta^i})^k, & \text{for } -t_1^i - \delta^i \le x_3^i \le -t_2^i \\
0, & \text{otherwise}
\end{cases}$$

$$F_\lambda(x) = \begin{cases} 
eq \frac{e^{\lambda(t_2^i - t_1^i)^2}(x_3^i - t_1^i)^{2k}}{t_2^i}, & \text{for } t_2^i \le x \\
eq \frac{e^{\lambda(t_2^i + t_1^i)^2}(x_3^i + t_1^i)^{2k}}{t_1^i}, & \text{for } x \le -t_1^i 
\end{cases}$$

Motivated by Lemma 5.2 we will construct a global Carleman weight in $\Omega_1$ in such a way that the phase function restricted to the support of $q$ is equivalent to a limiting Carleman weight. In the transition regions we will use a convexification technique in order to make sure that the Hörmander hypo-ellipticity condition holds.

Lemma 9.2. Let $\tilde{\phi}_0(x_1, x_2, x_3) = x_3^i \chi_0(x) + (F_\lambda \circ \omega)(x)$ where $k \ge 1$ is an arbitrary integer and $\lambda(\Omega_1, k, \|g|_{\Omega_1}\|_{C^2})$ is sufficiently large. Then the Hörmander hypo-ellipticity condition is satisfied in $\Omega_1$, that is to say:

$$D^2 \tilde{\phi}_0(X, X) + D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) \ge 0$$

whenever $|X| = |
abla \tilde{\phi}_0|$ and $\langle \nabla \tilde{\phi}_0, X \rangle = 0$. 
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Indeed a detailed look at the proof of Lemma 5.3 suggests that the key to proving Lemma 9.2 would be the existence of the function $\omega$:

**Lemma 9.3.** There exists a smooth function $\omega : \Omega_1 \to \mathbb{R}$ such that $d\omega \neq 0$ everywhere and $\omega(x) \equiv x_3^3$ for $x \in U_1^i$ for each $1 \leq i \leq l$.

Before proving Lemma 9.3 let us recall Morse Lemma. This will be the key ingredient of the proof. Heuristically the idea is to start with an arbitrary smooth $\omega_0(x) \equiv x_3^3$ for $x \in U_1^i$ for each $1 \leq i \leq l$ and then pull out all the critical points to reach at the desired function $\omega$.

**Lemma 9.4** (Morse Lemma). Let $b$ be a non-degenerate critical point of $f : \Omega_1 \to \mathbb{R}$. Then there exists a chart $(x_1, x_2, x_3)$ in a neighborhood of $b$ such that

$$f(x) = f(b) - x_1^2 - x_2^2 - \ldots - x_{n-1}^2 + x_n^2$$

Here $\alpha$ is equal to the index of $f$ at $b$.

**Proof of Lemma 9.3**. Define $\omega_0 : \Omega_1 \to \mathbb{R}$ such that $\omega_0(x) \equiv x_3^3$ for $x \in U_1^i$ for each $1 \leq i \leq l$. Let us remind the reader that the $(x_1^i, x_2^i, x_3^i)$ are essentially the locally well defined Fermi coordinates near the planes $\Pi_i$. We know that a Generic smooth function is Morse and therefore it has isolated critical points. Thus by using a small $C^\infty$ perturbation we can find a smooth function $\omega_1(x)$ such that $\omega_1(x) \equiv x_3^3$ for $x \in U_1^i$ for each $1 \leq i \leq l$ and $\omega_1(x)$ has isolated critical points and thus by compactness a finite number of isolated critical points $b_k$ for $1 \leq k \leq L$. We will assume without loss of generality that the index of these critical points is zero.

Since $\dim \Omega_1 = 3 > 2$, we can connect these critical points with points just outside the boundary by a family of disjoint paths that do not intersect $U$. We will denote these curves by $\gamma_k$.

Let $V_k$ denote the neighborhood around $b_k$ for which the Morse lemma holds. Choose $h$ small enough such that the geodesic ball of radius $h$ around $b_k$ is inside $V_k$ namely $B_{b_k}(h) \subset V_k$. Take

$$\omega_2(x) = \omega_1(x) + \epsilon(\alpha x_1 + \beta x_2 + \lambda x_3)\eta_k(x)$$

where $\eta_k$ is a smooth function compactly supported in $V_k$ and such that $\eta_k \equiv 1$ in the ball $B_{b_k}(h)$. It is clear that for $\epsilon$ small enough we still have that $\omega_2(x) \equiv x_3^3$ for $x \in U_1^i$ for each $1 \leq i \leq l$. Furthermore we can see that for $\epsilon$ small enough the critical points of $\omega_2$ outside $V_k$ will remain the same and the critical point of $\omega_2$ inside $V_k$ must be in the ball $B_{b_k}(h)$. Hence the critical point in $V_k$ will ‘move’ from $b_k$ to the point with local coordinates $(x_1, x_2, x_3) = (\frac{\eta_k}{\epsilon}, \frac{\alpha}{\epsilon} x_2, \frac{\beta}{\epsilon} x_3)$. Since $\Omega_1$ is compact, it is clear that we can ‘move’ the critical points $b_k$ along their respective curves $\gamma_k$ and essentially construct a smooth function $\omega$ with $\omega(x) \equiv x_3^3$ for $x \in U_1^i$ for each $1 \leq i \leq l$ and such that $|d\omega|_g \neq 0$ anywhere in $\Omega_1$.

With the proof of Lemma 9.3 complete we can deduce easily that Lemma 9.2 must also hold. This in turn implies that we can construct CGO solutions with fractional powers in the semiclassical parameter $\frac{1}{\hbar}$ as in the previous section concentrating on the planes $\Pi_i$. One can also use the techniques in the previous sections to obtain the trace of these CGO solutions on the boundary through obtaining a Fredholm type boundary integral equation and thus give a reconstruction.

Let us now discuss the generalization to CTA geometries. In a sense this is the most general statement one could hope for, given the present tools in this paper. Before stating the Theorem, let us explain some notions. We will assume that $\Omega = I \times \Omega_0$
where \( I = [a, b] \) is a compact interval. Let \( U_0 \subset \Omega_0 \) and define \( U = I \times U_0 \). Suppose that \((U, g|_U)\) is a CTA geometry, that is to say there exists a coordinate chart such that \( g|_U = c(x)(dx^2_1 + g_0(x')) \). We have the following:

**Theorem 9.5.** Let \((\Omega^3, g)\) denote a compact smooth Riemannian manifold with smooth boundary with \( \Omega = I \times \Omega_0 \). Let \( U_0 \) be an open subset such that \( \Gamma_0 = U_0 \cap \partial \Omega_0 \) is non-empty, strictly convex and that \( U_0 \) is the convex hull of \( \Gamma_0 \). Suppose that \((\partial I \times U_0) \cup (I \times \partial U_0)\) is connected, and let \( U = I \times U_0 \). Suppose \( q \) is a smooth function that is explicitly known in \( U^c \), and that \( U \) can be covered with a coordinate chart in which \((U, g|_U)\) is conformally transversally anisotropic. Then the knowledge of \( \Lambda_q \) will uniquely determine \( q \) in \( U \) provided that \( U_0 \) is simple and the geodesic transform on \( \Omega_0 \) is locally injective.

**Remark 9.6.** The proof of this theorem is not given in its entirety as there will be several overlaps with the Euclidean case. In particular we will prove the Carleman estimate and construct the CGO solutions. We will also show how the CGO solutions will yield the uniqueness of potential. We will however omit the boundary reconstruction algorithm of the CGO solutions as that will be exactly as in the Euclidean case.

**Remark 9.7.** This proof can in turn be extended as in the Euclidean case to potentials known outside a multiply connected region to provide a generalization of Theorem 9.1.

Let us first observe that the Laplace operator in three dimensions transforms under the following law for conformal rescalings of the metric:

\[
\Delta_{f_g} u = f^{-4}(\Delta_g + q_f)(f^{\frac{4}{n}}u)
\]

\[
q_f = f^{\frac{4}{n}}\Delta_g f^{-\frac{4}{n}}
\]

Using this, we see that without loss of generality we can assume that in \( U \) the metric \( g \) takes the following form:

\[
g = dx_1^2 + g_0(x')
\]

In other words, without loss of generality we can assume \( c(x) \equiv 1 \). We will also assume without loss of generality that \( q_* \equiv 0 \).

First, let us extend the manifold \( \Omega_0 \) to a slightly larger manifold \( \Omega_{10} \) and let \( \Omega_1 = I \times \Omega_{10} \). We extend \( q \) to all of \( \Omega_1 \) by setting it equal to zero outside \( \Omega \) and extend \( g \) smoothly to \( \Omega_1 \) such that \( g|_{U_1} = dx_1^2 + g_0(x') \). Here \( U_1 = I \times U_{10} \) denotes the extension of \( U \) to the larger manifold \( \Omega_{10} \). Set \( \Gamma_1 = U_1 \cap \partial \Omega_{10} \) and note that \( U_{10} \) is the convex hull of \( \Gamma_1 \). \( \partial U_{10} \) consists of 4 curves. There will be two segments shared with \( \partial \Omega_1 \) and two geodesics \( \gamma_1 \) and \( \gamma_2 \). One should think of \( \gamma_2 \) as being above \( \gamma_1 \) according to the orientation of the manifold. Let us choose \( \gamma_2 \) to be a strictly convex curve just below \( \gamma_2 \) and take \( \gamma_1 \) to be a strictly concave curve just above \( \gamma_1 \). These curves will both exist as they can just be taken to be curves with sufficiently small constant mean curvatures. Existence of such curves will then be immediate as they are governed by second order ordinary differential equations. Let this region be denoted by \( V_0 \) and let \( V := I \times V_0 \). We note that the support of the potential \( q \) lies in the set \( V \). We will construct a phase function that will essentially be a limiting Carleman weight in this region and then transitions to a globally well defined smooth function in such a way that the \( H\)orander hypoellipticity condition is satisfied. We will denote the region outside of \( V \) and above \( I \times \gamma_2 \) by \( W_u \) and the other remaining region outside of \( V \) and below \( \gamma_1 \) by \( W_l \). Let us first construct the local Fermi coordinates \((x_1, x_2, x_3)\) about the surface \( I \times \gamma_2 \) and \((x_1, y_2, y_3)\) about \( I \times \gamma_1 \). Note that near \( I \times \gamma_2 \) we have:

\[
g = dx_1^2 + dx_2^2 + \rho(x_2, x_3)dx_2^2
\]
and near $I \times \gamma_1$:

$$g = dx_1^2 + dy_3^2 + \rho(y_2, y_3)dy_2^2$$

The convexity conditions imply that locally near the two surfaces we have:

$$\partial_3 \rho < 0$$

and:

$$\partial_3 \rho > 0$$

Let $\delta_1, \delta_2$ be sufficiently small and define $\omega: \Omega_1 \to \mathbb{R}$ to be any smooth function such that $d\omega \neq 0$ everywhere, $\omega(x) \equiv x_3$ for $x \in W_u \cap \{0 \leq x_3 \leq \delta_2\}$ and $\omega(x) \equiv y_3$ for $x \in W_l \cap \{-\delta_1 \leq y_3 \leq \delta_1\}$.

Define the two functions $\chi_0$ and $F$ as follows:

$$\chi_0(x) = \begin{cases} 1, & \text{for } x \in V \\ (1 - \frac{(x_3)^{8k}}{8k})^k, & \text{for } 0 \leq x_3 \leq \delta_2 \\ (1 - \frac{(y_3)^{8k}}{8k})^k, & \text{for } -\delta_1 \leq y_3 \leq 0 \\ 0, & \text{otherwise} \end{cases}$$

$$F(x) = \begin{cases} 0, & \text{for } x \in V \\ e^{\lambda \frac{(x_3)^{8k}}{8k}^2} \frac{\omega(x)^2}{y_3^2}, & \text{for } x \in W_u \\ e^{\lambda \frac{(x_3)^{8k}}{8k}^2} \frac{\omega(x)^2}{y_3^2}, & \text{for } x \in W_l \end{cases}$$

**Lemma 9.8.** Let $\tilde{\phi}_0(x_1, x_2, x_3) = x_1 \chi_0(x) + F(x)$ where $k \geq 1$ is an arbitrary integer and $\lambda(\Omega_1, k, ||y_3||_{C^2})$ is sufficiently large. Then the Hörmander hypo-ellipticity condition is satisfied in $\Omega_1$, that is to say:

$$D^2 \tilde{\phi}_0(X, X) + D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) \geq 0$$

whenever $|X| = |\nabla \tilde{\phi}_0|$ and $\langle \nabla \tilde{\phi}_0, X \rangle = 0$.

**Proof of Lemma 9.8.** We will consider the five regions $V$, $A = \{0 \leq x_3 \leq \delta_2\}$, $B = \{-\delta_1 \leq y_3 \leq 0\}$, $W_u \setminus A$ and $W_l \setminus B$ and prove the inequality holds in all these regions. Regions $B$ and $W_l \setminus B$ can be handled in the exact same manner as regions $A$ and $W_u \setminus A$ respectively so we only focus on the three regions $V$, $A$ and $W_u \setminus A$. Let us first consider $V$. Note that in this region $\tilde{\phi}_0(x_1, x_2, x_3) = x_1$ and since the metric is conformally transversally anisotropic in this region we can use the result in [5] to deduce that the Hörmander condition is satisfied in $A$. This is due to the fact that $x_1$ is a limiting Carleman weight in this region.

The region denoted by $W_u \setminus A$. This region can be handled in the exact same manner as in Lemma [5.3] due to the convexification method implemented in the design of the function $F$. We will now focus on the region denoted by $A$;

Recall that in Riemannian geometries:

$$\text{Hess}(f) := D^2 f = (\partial_j \partial_k f - \Gamma_{jk}^l \partial_l f)dx^j \otimes dx^k$$

Where $\Gamma_{jk}^l$ denotes the Christoffel symbol defined through:

$$\Gamma_{jk}^l = \frac{1}{2} g^{lm}(\partial_k g_{mj} + \partial_j g_{mk} - \partial_m g_{jk})$$

Note that in the transition region $A$ the only non-zero terms in Christoffel symbol are $\Gamma_{22}^2, \Gamma_{23}^2, \Gamma_{22}^3$. Also note that $\nabla \tilde{\phi}_0 = \partial_1 \tilde{\phi}_0 \partial_1 + \partial_3 \tilde{\phi}_0 \partial_3$. Hence:

$$D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0) = (\partial_3 \tilde{\phi}_0)^2 \partial_{33} \tilde{\phi}_0 + 2\partial_1 \tilde{\phi}_0 \partial_3 \tilde{\phi}_0 \partial_{13} \tilde{\phi}_0$$

Indeed one can see that this is exactly the same expression as in the Euclidean setting and thus we have:
Let us now analyze the term $D^2 \tilde{\phi}_0(\nabla \tilde{\phi}_0, \nabla \tilde{\phi}_0)$ for all $X$ with $\langle \nabla \tilde{\phi}_0, X \rangle = 0$

Note that $d\tilde{\phi}_0(X) = 0$ implies that:

$X \in \text{span}\{\partial_2, Z\}$

Where $Z = \partial_3\tilde{\phi}_0\partial_1 - \partial_1\tilde{\phi}_0\partial_3$. In this region we have the following:

$D^2\tilde{\phi}_0(\partial_2, \partial_1) = 0$

$D^2\tilde{\phi}_0(\partial_2, \partial_2) = -\Gamma^3_{22}\partial_3\tilde{\phi}_0$

$D^2\tilde{\phi}_0(\partial_2, \partial_3) = 0$

One should note that the convexity assumption on $\gamma$ implies that:

$D^2\tilde{\phi}_0(\partial_2, \partial_2) \geq 0$

Note that:

$D^2\tilde{\phi}_0(\partial_3\tilde{\phi}_0\partial_1 - \partial_1\tilde{\phi}_0\partial_3, \partial_3\tilde{\phi}_0\partial_1 - \partial_1\tilde{\phi}_0\partial_3) = (\partial_1\tilde{\phi}_0)^2\partial_3\tilde{\phi}_0 - 2\partial_1\tilde{\phi}_0\partial_3\tilde{\phi}_0\partial_1\tilde{\phi}_0 - \Gamma^3_{33}(\partial_1\tilde{\phi}_0)^2\partial_3\tilde{\phi}_0$

Again, the reader can see that this expression is exactly as in the Euclidean setting and thus the exact same argument applies here to conclude that:

$D^2\tilde{\phi}_0(\partial_3\tilde{\phi}_0\partial_1 - \partial_1\tilde{\phi}_0\partial_3, \partial_3\tilde{\phi}_0\partial_1 - \partial_1\tilde{\phi}_0\partial_3) \geq 0$

With the proof of Lemma 9.8 now complete, one can proceed with construction of the CGO solutions as follows. Let $p$ be a point just outside $\Omega_1$ such that the geodesic $\gamma$ emanating from $p$ will be in the region between $\gamma_1$ and $\gamma_2$. Let us choose the normal coordinate system $(r, \theta)$ about $p$ so that we have the following:

$g = dx_1^2 + dr^2 + c(r, \theta)\ d\theta^2$

Let us define $\Phi = \tilde{\phi}_0 + ir$. We also define $v_0 = c^*h(x_1 + ir)\chi(\theta)$ where $h$ is an arbitrary holomorphic function and $\chi$ is an arbitrary function of compact support near $\gamma$. We have the following two Lemmas which are exact parallels to Lemma 6.4 and Lemma 6.5.

**Lemma 9.9.** There exists a family of exact solutions $u_0$ to $-\Delta_g u_0 = 0$ of the form $u_0 = e^{r\Phi}(v_0 + r\chi)$ where $\|v_0\|_{L^2(\Omega_1)} \leq C$.  

**Lemma 9.10.** Let $q \in L^\infty(\Omega_1)$. There exists a family of exact solutions $u_1$ to $(-\Delta_g + q)u_1 = 0$ of form $u_1 = e^{r\Phi}(v_0 + r\chi)$ where $\|v_1\|_{L^2(\Omega_1)} \leq C$.

**Remark 9.11.** The proofs of Lemmas 6.3 and 6.4 are omitted as they are similar to Lemmas 6.4 and 6.5.  The reader should also note that the proof of the reconstruction algorithm provided in the Euclidean setting can be duplicated here to obtain the trace of the CGO solutions provided above on $\partial\Omega$.

**Proof of Theorem 9.5.** Let $w = e^{-r\Phi}v_0$ and use the Green identity by pairing $u_1 = e^{r\Phi}(v_0 + r\chi)$ with $w$. Thus:

$I = \int_{\partial\Omega} w\partial_{\nu}u_1 - \int_{\partial\Omega} u_1\partial_{\nu}w = \int_{\Omega} w\Delta_g u_1 - \int_{\Omega} u_1\Delta_g w$

Hence:

$I = \int_{\Omega} qw u_1 - \int_{\Omega} e^{r\Phi}(v_0 + r\chi)\Delta_g(e^{-r\Phi}v_0)$

Let $J = \int_{\Omega} v_0 e^{r\Phi}\Delta_g(e^{-r\Phi}v_0)$. Then:

$I + J = \int_{\Omega} qv_0(v_0 + r\chi) - \int_{\Omega} r_1 e^{r\Phi}\Delta_g(e^{-r\Phi}v_0)$
But notice that:
\[ e^{\tau \Phi} \Delta (e^{-\tau \Phi} v_0) = \tau^2 (d\Phi, d\Phi)_g v_0 - \tau [2 (d\Phi, d\tau v_0)_g + \Delta_g v_0] + \Delta_g v_0 \]
Hence:
\[ \|e^{\tau \Phi} \Delta (e^{-\tau \Phi} v_0)\|_{L^2(\Omega)} \leq C \]
and therefore using Cauchy-Schwarz we see that:
\[ | \int_\Omega r_1 e^{\tau \Phi} \Delta (e^{-\tau \Phi} v_0) | \leq \frac{C}{\tau} \]
Similarly we notice that:
\[ | \int_\Omega q v_0 r_1 | \leq \frac{C}{\tau} \]
Thus:
\[ I + J = \int_\Omega q v_0^2 + O\left(\frac{1}{\tau}\right) \]
Thus similarly to the Euclidean setting we see that by choosing \( \chi(\theta) \) approximating a delta distribution we can obtain the knowledge of following data:
\[ \int_{I \times \gamma} q h(z) \]
By choosing \( h(z) = e^{-i\lambda z} \) we see that we have the knowledge of the following data:
\[ \int_{\gamma} \hat{q}(\lambda, r, \theta) e^{\lambda r} dr \]
where \( \hat{q} \) denotes the fourier transform of \( q \) in \( x_1 \).
Let us note that by assumption the local geodesic transform on \( U \) is invertible. We will use this to conclude that \( q \) can be determined from the data above. Indeed suppose that we have a function \( f \) such that:
\[ \int_{\gamma} f(\lambda, r, \theta) e^{\lambda r} dr = 0 \quad (*) \]
Setting \( \lambda = 0 \) and using the injectivity of the geodesic ray transform we can conclude that \( f(0, r, \theta) = 0 \). Now differentiating (\( * \)) with respect to \( \lambda \) and setting \( \lambda = 0 \) yields that \( \partial_\lambda f|_{\lambda=0} \equiv 0 \). Repeating this argument yields that all derivatives of \( f \) must be zero. Since \( f \) represents the Fourier transform of a compactly supported function it must be real analytic and therefore it must vanish everywhere. Thus we can conclude that the integral data \( \int_{I \times \gamma} q h(z) \) indeed reconstructs the potential \( q \) uniquely in \( V \).
\[ \square \]
\textbf{Remark 9.12.} Using the Gaussian beam quasi mode construction in [6] the result in Theorem 9.5 can be strengthened by removing the simplicity restriction required on \( U_0 \) and instead imposing the injectivity of geodesic ray transform on \( U_0 \). Examples of such manifolds for which this injectivity is known, are simple manifolds, manifolds which are Foliations by strictly convex hypersurfaces [6][25].
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