Compact Binary Foreground Subtraction in Next-Generation Ground-Based Observatories
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The stochastic gravitational-wave backgrounds (SGWBs) for current detectors are dominated by binary black-hole (BBH) and binary neutron-star (BNS) coalescences. The sensitivity of current networks of gravitational-wave (GW) detectors allows only a small fraction of BBHs and BNSs to be resolved and subtracted, but previous work indicated that the situation should significantly improve with next-generation (XG) observatories. We revisit these conclusions by taking into account waveform-modeling uncertainties, updated astrophysical models, and (crucially) the full set of parameters that must be estimated to remove the resolved sources. Compared to previous studies, we find that the residual background from BBHs and BNSs is large even with XG detector networks. New data analysis methods will thus be required to observe the SGWB from cosmic supernovae or contributions from early-Universe phenomena like cosmic strings, stiff post-inflation fluids, or axion inflation.

Introduction. Since the first detection in 2015, the LIGO/Virgo/KAGRA (LVK) network [1–4] has observed about 100 gravitational-wave (GW) events produced by the coalescence of black holes and neutron stars [5–8]. In addition to these loud and individually resolved GW events, a plethora of signals from multiple kinds of sources remain too weak to be detected. Their incoherent superposition produces stochastic GW backgrounds (SGWBs) [9–13]. These SGWBs can be either of astrophysical origin (e.g., unresolved compact binaries [14–19] and supernova explosions [20–24]) or of cosmological origin (produced e.g. by standard inflation [25–27], axion inflation [28], cosmic strings [29–32], etcetera).

The current second-generation detector network did not detect any SGWB, placing upper bounds on the amplitude of the energy-density spectrum in various frequency bands [33]. Future SGWB detections may have a great scientific payoff. Astrophysical SGWBs potentially contain key information about the mass and redshift distributions and other properties of their sources [6, 34, 35], while observing cosmological SGWBs would open a unique window to the earliest moments of the Universe and to the physical laws that apply at the highest energies [25–32].

The predicted energy densities of different SGWBs vary by many orders of magnitude. The SGWB for current detectors is most likely dominated by a compact binary coalescence (CBC) “foreground”, because the network’s sensitivity allows only a small fraction of CBCs to be resolved and subtracted [36, 37]. Therefore, detection of the subdominant astrophysical and cosmological SGWBs cannot be accomplished. The situation could be significantly improved in next-generation (XG) observatories, including Cosmic Explorer (CE) [38] and the Einstein Telescope (ET) [39], because their increased sensitivity should allow us to detect hundreds of thousands of BBHs and BNSs per year and better measure their parameters [40–42].

Besides the contribution from the superposition of unresolved CBC GW signals (Ω_{unres}), there is also an unavoidable contribution coming from the fact that parameter estimation errors lead to imperfect subtraction of the resolvable events (Ω_{err}). The sum of these two residual backgrounds determines how well other subdominant SGWBs may be detected, and it must be minimized. Previous work argued that the increased sensitivity of XG networks would allow us to subtract CBC foregrounds much more precisely, and to search for subdominant SGWBs [43, 44].

In this work, we update those studies in three important ways: (i) we consider populations of BNSs and BBHs with local merger rates consistent with the latest LVK catalog, and we take into account astrophysical uncertainties on these rates [5, 6]; (ii) we carry out a preliminary exploration of waveform modeling systematics in the subtraction of CBC foregrounds; and (iii) most importantly, we expand the range of binary parameters assumed to be determined from each GW signal. The details of our astrophysical population models and GW parameter estimation techniques are presented in a companion paper [45]. Previous work focused on the effect of the three dominant phase parameters (the redshifted detector-frame chirp mass $M_1$, coalescence phase $\phi_c$, and time of coalescence $t_c$), while we consider the larger (9-dimensional) parameter space characterizing nonspinning binaries. We find that correlations and degeneracies between different parameters, and in particular the uncertainty in determining the amplitude of the individual signals, result in a much larger value for $\Omega_{err}$ than previous estimates. We also find that the BBH residual background dominates the BNS background at low frequencies. New data analysis...
methods are required to observe the SGWB from cosmic supernovae or early-Universe backgrounds produced by cosmic strings, stiff post-inflation fluids, or axion inflation.

Throughout this work, $G$ is the gravitational constant, $c$ the speed of light, $H_0$ the Hubble constant, and we use the $\Lambda$CDM cosmological model with cosmological parameters taken from Planck 2018 [46].

**Astrophysical population model.** Our sampled BBH and BNS event catalogs use state-of-the-art phenomenological models of the LVK population. The source-frame component masses $m_1, m_2$ of each BNS are sampled using the preferred model from Ref. [47], where the primary mass follows a double Gaussian distribution and the secondary mass is sampled uniformly. For BBH masses, we use the POWER+PEAK phenomenological model from the latest LVK population paper [6].

We consider the same BNS and BBH redshift distributions as in Refs. [43, 44]. We assume that the binary formation rate follows the cosmic star formation rate (SFR) [48]. We obtain the merger rate by convolving the SFR with a standard $p(t_{df}) \propto 1/t_{df}$ time-delay distribution, assuming different minimum times for BBHs and BNSs [49–52]. Since massive black holes are expected to originate mostly from low-metallicity stars [50, 53], we further assume a metallicity cutoff in the BBH redshift distribution. We consider a $\log_{10}$-normal distribution for the stellar metalicities with standard deviation of 0.5 and a redshift-dependent mean value based on Ref. [54], but increased by a factor of 3 to account for local observations [48, 55]. We then reweigh the merger rate for BBHs with at least one component of mass larger than 30 $M_\odot$ by the fraction of stars with metallicity $Z < Z_\odot/2$ [51].

Current estimates of the CBC SGWB are affected by the large astrophysical uncertainties on merger rates. We set the overall normalization of the merger rate to match the large astrophysical uncertainties on merger rates. We consider the same BNS and BBH redshift distributions as in Refs. [43, 44]. We assume that the binary formation rate follows the cosmic star formation rate (SFR) [48]. We obtain the merger rate by convolving the SFR with a standard $p(t_{df}) \propto 1/t_{df}$ time-delay distribution, assuming different minimum times for BBHs and BNSs [49–52]. Since massive black holes are expected to originate mostly from low-metallicity stars [50, 53], we further assume a metallicity cutoff in the BBH redshift distribution. We consider a $\log_{10}$-normal distribution for the stellar metallicities with standard deviation of 0.5 and a redshift-dependent mean value based on Ref. [54], but increased by a factor of 3 to account for local observations [48, 55]. We then reweigh the merger rate for BBHs with at least one component of mass larger than 30 $M_\odot$ by the fraction of stars with metallicity $Z < Z_\odot/2$ [51].

**GW parameter estimation.** A population of $N$ unresolved CBC signals $\{h_i\}_{i=1}^N$ observed over a total time $T$ produces an energy density flux [43, 44]

$$F_{\text{tot}}(f) = T^{-1} \frac{\pi c^3}{2G} \sum_{i=1}^N \left[ |\tilde{h}_i(f)|^2 + |\tilde{h}_i^*(f)|^2 \right],$$

where $f$ is the GW frequency, and $\tilde{h}_i, \tilde{h}_i^*$ are the two waveform polarization modes in the Fourier domain. This flux generates an energy-density spectrum [9, 56]

$$\Omega_{GW}(f) = \frac{f}{\rho_c} \frac{d \rho_{GW}}{df}(f) = \frac{1}{\rho_c c^2} f F(f),$$

where $\rho_{GW}$ is the GW energy density and $\rho_c = 3H_0^2/8\pi G$ is the critical density of the Universe. In general, the total CBC spectrum includes both detectable and undetectable sources. A standard technique to reduce the CBC foreground consists in fitting for the individually resolvable signals and subtracting them from the total [43, 44]. However, the recovery of detected signals is never perfect, due both to instrumental noise and systematics in wave- form modeling [57]. The imperfect subtraction procedure leaves a residual for each removed signal, and the pile-up of these residuals generates an effective flux [44]

$$F_{\text{error}}(f) = T^{-1} \frac{\pi c^3}{2G} f^2 \sum_{i=1}^{N_{\text{res}}} \left| \tilde{h}_{\text{true}}(\theta_{\text{true}}; f) - \tilde{h}_{\text{true}}(\theta_{\text{rec}}; f) \right|^2 + \left| \tilde{h}_x(\theta_{\text{true}}; f) - \tilde{h}_x(\theta_{\text{rec}}; f) \right|^2,$$

where $N_{\text{res}}$ is the number of resolved sources, $\theta_{\text{true}}$ denotes the true parameters of each source, and $\theta_{\text{rec}}$ denotes the recovered parameters. Therefore, the total CBC background after subtraction is given by the sum of the astrophysical background from undetected signals $\Omega_{\text{unres}}$ and the effective residual background $\Omega_{\text{err}}$ obtained by substituting Eq. (3) into Eq. (2).

We consider a *fiducial* 3-detector network consisting of a 40-km scale CE in Idaho (US), a 20-km CE South in Australia, and an ET located in Italy [58]. For comparison, we also consider an *optimistic* 5-detector network with four 40-km CEs located at the LIGO Hanford, Livingston, India and KAGRA sites, plus one ET at the location of Virgo. We include Earth-rotation effects for the longer BNS signals, and neglect them for BBHs. We assume a GW signal to be detected if its network signal-to-noise ratio (SNR) [59, 60] is above a certain threshold $\text{SNR}_{\text{thr}}$. The undetected signals contribute directly to $\Omega_{\text{unres}}$. For the detected signals, we estimate $\Omega_{\text{err}}$ using the linear signal approximation [61]. We assume the posterior probability distribution for each source to be a multivariate Gaussian centered at the true parameters $\theta_{\text{true}}$ with covariance matrix $\Sigma = \Gamma^{-1}$, where $\Gamma$ is the network information matrix. We then draw the recovered parameters $\theta_{\text{rec}}$ from each Gaussian posterior.

Previous work [44] considered only 3 parameters ($M_z$, $t_c$, and $\phi_c$) in the calculation of $\Omega_{\text{err}}$. Here we consider
a larger set of 9 parameters for the calculation of the information matrix for each CBC event:

\[
\theta = \left\{ \ln\left( \frac{M_z}{M_\odot} \right), \eta, \ln\left( \frac{D_L}{\text{Mpc}} \right), \cos \iota, \cos \delta, \alpha, \psi, \phi_c, t_c \right\},
\]

where \( M_z = M(1 + z) \) is the detector-frame chirp mass and \( \eta \) is the symmetric mass ratio. To get a rough estimate of the effect of waveform systematics, we repeat the calculation with two different waveform models: IMRPhenomD [62, 63] as a “fiducial” reference model, and IMRPhenomC [64] for comparison. We compute the gravitational waveforms, the SNRs and the information matrices with the public package GWBENCH [58].

Increasing the value of \( \text{SNR}_{\text{thr}} \) increases the number of unresolved events (and thus \( \Omega_{\text{unres}} \)), but decreases \( \Omega_{\text{err}} \), as the remaining detected signals have higher SNR and are better recovered. Hence, for each population one can determine an optimal \( \text{SNR}_{\text{thr}} \) that minimizes the CBC background \( \Omega_{\text{unres}} + \Omega_{\text{err}} \) left after the removal of resolved sources. We find that, to a very good approximation, the background is minimized for the same \( \text{SNR}_{\text{thr}} \) at all frequencies: for our fiducial detector network, this optimal \( \text{SNR}_{\text{thr}} \) is about 10 (20) for BBHs (BNSs) when we consider the IMRPhenomD model, and 12 (42) for BBHs (BNSs) when we consider IMRPhenomC. From now on we will show the estimated CBC SGWBs for these values of \( \text{SNR}_{\text{thr}} \), i.e., the lowest CBC backgrounds achievable with the fitting-subtraction procedure.

Figure 1 shows the estimated \( \Omega_{\text{unres}} \) and \( \Omega_{\text{err}} \) for BBHs and BNSs computed at the optimal \( \text{SNR}_{\text{thr}} \) with the two waveform models. The difference between the residual backgrounds \( \Omega_{\text{err}} \) computed using our full 9-parameter recovery and those computed using the 3-parameter recovery of Ref. [44] is quite striking. The addition of amplitude parameters proves to be crucial, and \( \Omega_{\text{err}} \) becomes larger by several orders of magnitude, for both BBHs and BNSs. We find that the dominant contribution to \( \Omega_{\text{err}} \) arises from the coalescence phase \( \phi_c \), as the error on this parameter becomes much larger once the correlations with amplitude parameters (particularly the polarization angle \( \psi \)) are taken into account. Another significant contribution arises from the luminosity distance \( D_L \), which is known to be poorly constrained for a significant fraction of both populations, even with a network of XG observatories [40–42].

The shaded bands in Fig. 1 show the impact of astrophysical uncertainties on the local merger rates (note that this is a lower bound on astrophysical uncertainties, because the redshift evolution of the rates is even more poorly constrained). It is difficult to formulate reliable predictions for the CBC SGWB, especially for BNSs, where the background can vary by about two orders of magnitude. However, the increase in \( \Omega_{\text{err}} \) due to the addition of the amplitude parameters is even larger than the variability of the background due to the uncertain merger rates. There is a clearly visible difference in the residual
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The main conclusion to be drawn from this work is that subtracting the SGWB foreground from BBHs and BNSs is much harder than previously estimated. For our fiducial case of a 3-detector network and IMRPhenomD, the BBH background subtraction only reduces it by a factor of 2–3. Crucially, the remaining BBH background still overwhelms the BNS background at frequencies below hundreds of Hz. Similarly, the BNS background subtraction only reduces it by a factor of $\lesssim 2$. As shown in Fig. 2, even in the optimistic case of a 5-detector network the subtraction for the total (BBH+BNS) background only improves by a factor of $< 2$ compared to our fiducial 3-detector network. This can make searches for other sources of astrophysical and cosmological SGWBs very challenging.

Our rather pessimistic predictions for $\Omega_{\text{err}}$ may be overcome by using other techniques to remove the foreground from resolved sources. The residuals due to imperfect removal could be reduced by subtracting the component tangent to the signal manifold at the point of best fit. This approach has been first proposed by Ref. [36], although more detailed investigations are needed to understand the extent of this reduction on realistic astrophysical catalogs. Other possibilities include using Bayesian techniques to estimate the foreground and background signal parameters simultaneously [37], or exploiting the design topology of ET to construct a null stream [70] that will help in understanding the foreground of CBC events [71]. One could also take advantage of the temporal and positional information of each event for a more precise subtraction. We hope that this study will motivate further work to assess the impact of these (and other) data analysis strategies on the detectability of SGWBs.
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