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ABSTRACT
Energy injection by supernovae may drive hot supersonic galactic winds in rapidly star-forming galaxies, driving metal-enriched gas into the circumgalactic medium and potentially accelerating cool gas. If sufficiently mass-loaded, such flows become radiative within the wind-driving region, reducing the overall mass outflow rate from the host galaxy. We show that this sets a maximum on the total outflow momentum for hot energy-driven winds. For a spherical wind of Solar metallicity driven by continuous star formation,

\[ \dot{p}_{\text{max}} \approx 1.9 \times 10^4 \, M_\odot \, \text{yr}^{-1} \, \text{km s}^{-1} \left( \frac{\alpha}{0.9} \right)^{0.86} \left( \frac{R_*}{300 \, \text{pc}} \right)^{0.14} \left( \frac{\dot{M}_*}{20 \, M_\odot \, \text{yr}^{-1}} \right)^{0.86}, \]

where \( \alpha \) is the fraction of supernova energy that thermalizes the wind, and \( \dot{M}_* \) and \( R_* \) are the star formation rate and radius of the wind-driving region. This maximum momentum for hot winds can also apply to cool, ionized outflows that are typically observed in starburst galaxies, if the hot wind undergoes bulk radiative cooling or if the hot wind transfers mass and momentum to cool clouds within the flow. We show that requiring the hot wind to undergo single-phase cooling on large scales sets a minimum on the total outflow momentum rate. These maximum and minimum outflow momenta have similar values, setting a characteristic momentum rate of hot galactic winds that can become radiative on large scales. We find that most observations of photoionized outflow wind momentum fall below the theoretical maximum and thus may be signatures of cooling hot flows. On the other hand, many systems fall below the minimum momentum required for bulk cooling, indicating that perhaps the cool material observed has instead been entrained in or mixed with the hot flow.
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1 INTRODUCTION

Galactic outflows, driven by feedback from massive stars, directly impact galaxy formation. Without star formation feedback, galaxies produce too many stars (Kereš et al. 2009; Murray et al. 2010; Bower et al. 2012; Ceverino et al. 2014; Hopkins et al. 2014) and are too metal-rich (Tremonti et al. 2004; Erb et al. 2004; Finlator & Davé 2008; Peeples & Shankar 2011). While galactic winds are observed in many low- and high-redshift galaxies, the driving mechanism is not fully understood — supernovae, stellar winds, radiation pressure, magnetic fields, and cosmic rays may all contribute to driving galactic outflows, or one mechanism may dominate for galaxies with specific properties (for reviews, see Veilleux et al. 2005; Heckman & Thompson 2017).

Winds are observed to be multiphase: hot winds are tracked by X-ray emission (Cappi et al. 1999; Strickland & Stevens 2000; Strickland et al. 2004; Strickland & Heckman 2007; Li et al. 2011; Yukita et al. 2012; Lopez et al. 2020); cooler ionized and atomic gas is observed primarily in UV/optical absorption lines (Heckman et al. 2000; Rupke et al. 2005; Grimes et al. 2009; Steidel et al. 2010; Martin et al. 2012; Ruban et al. 2014; Heckman et al. 2015; Chisholm et al. 2017), broad nebular emission lines (Erb et al. 2012; Newman et al. 2012; Arribas et al. 2014; Davies et al. 2019).
observations focus on cool-warm gas detectable in optical and UV absorption. In theories where the hot wind dominates the dynamics are ultimately controlled by the hot phase. In this region was derived in Lochhaas & Thompson (2017) in the context of any model of cool gas outflows where the hot winds provide a benchmark for interpreting observations. Equations (2) and (3) of [Walter et al. 2002; Sturm et al. 2013] show how a constant injection of energy and mass into a spherical region produces hot, pressurized gas that expands outwards to drive a supersonic, hot wind. Silich et al. (2003, 2004); Tenorio-Tagle et al. (2007); Wünsch et al. (2007, 2008, 2011) build on this model by including the radiative cooling of the wind inside the injection region, which may inhibit the wind that escapes the driving region. The ability of the wind to cool depends strongly on its mass loading, the ratio of the mass outflow rate to the star formation. The critical mass loading necessary for cooling to set in within the wind-driving region was derived in Lochhaas & Thompson (2017) in the context of the second generation stars seen in globular clusters (see Wünsch et al. 2007 for the critical wind luminosity for cooling). For values of the mass loading larger than the critical mass loading, larger fractions of the wind-driving volume radiatively cool and less of the injected energy and mass escapes the system as a wind. This critical mass loading implies upper limits on the mass outflow rate and wind momentum rate of a hot wind, which can limit the ability of winds to affect their environment.

Observations of outflows can constrain wind momentum rates through estimates of the mass outflow rate and observed outflow velocity (Rupke et al. 2005; Heckman et al. 2015; Zampieri et al. 2016; Chinsholm et al. 2017), allowing for a direct comparison between the limits expected from theory and observed systems. However, such observations focus on cool-warm gas detectable in optical and UV absorption. In theories where the hot wind dominates the dynamics of the cool outflow — e.g., because the cool gas is precipitated directly from the hot gas, is directly ram-pressure accelerated, or is accelerated by mixing with the hot flow — we can derive bounds on the observed cool gas momentum rate from the physics of the hot flow, or vice versa.

In this paper, we first show that there is a maximum of the hot wind momentum injection rate due to radiative cooling in the interior wind-driving region for highly mass-loaded flows. This reduces the mass and energy that escapes the wind-driving region, effectively self-limiting the asymptotic wind kinetic power and force. If the hot gas dominates the dynamics of the cool gas, which is the case if the cool gas is accelerated by or precipitated directly from the hot gas, the maximum on the momentum and energy of the hot wind translates to a maximum on the cool outflow momentum and energy as well. In order for the hot wind to cool monolithically in a single phase (e.g. Thompson et al. 2016), the wind must be sufficiently mass-loaded, and this minimum mass loading factor required for single-phase cooling on large scales is of the same order of magnitude as the maximum mass loading rate for a hot wind we derive. Together, the maximum and minimum momentum injection rates for hot winds provide a benchmark for interpreting observations in the context of any model of cool gas outflows where the dynamics are ultimately controlled by the hot phase.

In §2 we derive the maximum injected mass loading factor and the associated maximum wind momentum rate. In §3 we derive the minimum wind momentum of hot winds under the requirement of single-phase cooling on large scales. In §4 we combine the maximum and minimum to produce a characteristic wind momentum rate and explore how it varies with the parameters of the problem. We compare these theoretical maxima and minima to observed values of UV-absorbing cool winds in §4 and discuss other outflow models that can enhance wind momentum rates above the theoretical maximum or produce cool outflows below the theoretical minimum in §5. We conclude in §6.

2 CRITICAL MASS-LOADING AND MAXIMUM MOMENTUM

We consider a picture in which supernovae inject mass and energy into a spherical region of radius $R_\star$. Following CCS5, we assume the supernovae thermalize to produce a hot region of gas that then undergoes adiabatic expansion, becoming a galactic wind. We write the mass deposition rate of the wind within the injection region as

$$\dot{M}_{\text{wind}} = \beta \text{SFR}$$

where $\beta$ is the mass loading factor of the wind, and SFR is the star formation rate. We parameterize the energy deposition rate of the wind within the injection region as

$$\dot{E}_{\text{wind}} = \alpha \dot{E}_{\text{SN}} = 3 \times 10^{51} \text{ erg s}^{-1} \alpha \text{ SFR}$$

where $\alpha$ is the thermalization efficiency of the supernovae, i.e. the fraction of supernova energy $\dot{E}_{\text{SN}}$ that enters into the energy of the wind-driving region. Equation (2) assumes that $10^{51}$ ergs is deposited by each supernova, and that a supernova occurs every 100 years for a SFR of $1 M_\odot$ yr$^{-1}$. 
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Based on previous work, we expect that when $\beta$ is large enough, the interior of the injection region will cool radiatively. To estimate this critical value of the mass-loading parameter, $\beta_{\text{crit}}$, above which we expect a larger and larger portion of the driving region to be radiative, we set the cooling time equal to the advection time $t_{\text{cool}} = t_{\text{adv}}$ at $r \to 0$. Taking

$$t_{\text{cool}} = \frac{3}{2} \frac{P}{\Lambda(T) n^2}$$

(3)

$$t_{\text{adv}} = \frac{r}{v}$$

(4)

and using the expressions from CC85 for the density, pressure, and velocity in the limit $r \ll R_*$, near the inner core of the injection region,

$$P(r \ll R_*) = \frac{0.118 \beta^{5/2} \text{SFR}^{1/2} \alpha^{1/2} \dot{E}_{\text{SN}}^{1/2}}{R_*^2}$$

(5)

$$n(r \ll R_*) = \frac{0.296 \beta^{5/2} \text{SFR}^{3/2}}{\mu m_p R_*^2 \alpha^{1/2} \dot{E}_{\text{SN}}^{3/2}}$$

(6)

$$v(r \ll R_*) = \frac{0.260 \beta^{1/2} \dot{E}_{\text{SN}}^{1/2}}{R_* \beta^{1/2} \text{SFR}^{1/2}}$$

(7)

we find that

$$t_{\text{cool}} = \frac{2.02 \alpha^{3/2} \dot{E}_{\text{SN}}^{3/2} R_*^2 \mu^2 m_p^2}{\Lambda(T(r \ll R_*))^{\beta/2} \text{SFR}^{5/2}}$$

(8)

$$t_{\text{adv}} = \frac{3.71 \beta^{1/2} \text{SFR}^{3/2} R_*}{\alpha^{1/2} \dot{E}_{\text{SN}}^{1/2}}$$

(9)

In the above expressions, $P$ is the gas pressure, $n$ is the number density, $\Lambda(T)$ is the radiative cooling function for a temperature $T$, $R_*$ is the radius of the wind-driving region, $\mu$ is the mean weight per particle, which we take to be $\mu = 0.6$ for a fully ionized gas, $m_p$ is the proton mass, and the temperature within the injection region is given by the ideal gas law as

$$T(r \ll R_*) = \frac{0.399 \mu m_p \alpha \dot{E}_{\text{SN}}}{k_B \beta \text{SFR}}$$

(10)

where $k_B$ is the Boltzmann constant. Assuming a cooling function of the form

$$\Lambda(T) \approx \Lambda_0 \left( \frac{T_0}{T} \right)^{0.7} \left( 10^5 < T < 10^{7-8} \text{K} \right)$$

(11)

with $\Lambda_0 = 1.1 \times 10^{-22} \text{ergs cm}^{-3} \text{s}^{-1}$ and $T_0 = 10^6 \text{K}$ at Solar metallicity, we find that the critical mass loading parameter is given by

$$\beta_{\text{crit}}^{3.7} = \frac{0.284 \alpha^{2.7} \mu^{2.7} m_p^{2.7}}{k_B^2 T_0^2 \Lambda_0} \frac{\alpha^{2.7} \dot{E}_{\text{SN}}^{2.7} R_*}{\text{SFR}^{1.7}}$$

(12)

For fiducial parameters of $\alpha = 0.9$, $\mu = 0.6$, $R_* = 300 \text{ pc}$, and SFR $= 20 \text{M}_\odot \text{yr}^{-1}$ to represent a compact starburst or a dense star forming region in a high-redshift galaxy, we find that

$$\beta_{\text{crit}} \approx 0.77 \times \left( \frac{\alpha}{0.9} \right)^{0.73} \left( \frac{\mu}{0.6} \right)^{0.73} \left( \frac{300 \text{ pc}}{R_*} \right)^{0.27} \left( \frac{\text{SFR}}{20 \text{M}_\odot \text{yr}^{-1}} \right)^{-0.27}$$

(13)

For this value of $\beta_{\text{crit}}$, the central temperature inside the wind injection region is $T \sim 10^7$ K (equation 10), which justifies our use of equation (11) as an approximation to the cooling function. Larger values of $\beta$ produce cooler central temperatures.

We define $R_{\text{in,cool}}$ as the radius within which the wind material cools and is retained within the injection region, which is dependent on $\beta$, SFR, and $E_{\text{wind}}$. In order to find $R_{\text{in,cool}}$ for a given value of $\beta$, we use an iterative process. We compute the radius within the cluster where $t_{\text{cool}} = t_{\text{adv}}$, using the radial profiles from CC85 and the full form of the cooling function from [Wiersma et al. (2009)]. Then, we adjust the normalization of the density profile of the material outside of $R_{\text{in,cool}}$ to be lower by a factor of $1 - (R_{\text{in,cool}}/R_*)^3$, following our assumption that none of the material within $R_{\text{in,cool}}$ escapes, and recalculate $R_{\text{in,cool}}$ until the density profile ceases to change. We iterate on this process until $R_{\text{in,cool}}$ converges. Figure 1 shows the value of $R_{\text{in,cool}}/R_*$, computed in this way for different values of $\beta$, for our fiducial parameters. When $\beta < \beta_{\text{crit}}$, there is no cooling in the wind-driving region so $R_{\text{in,cool}} = 0$, $\beta_{\text{crit}}$ can be read off of Figure 1 as the minimum $\beta$ where $R_{\text{in,cool}} > 0$, which is $\beta_{\text{crit}} \approx 0.67$ for fiducial parameters. The small difference between $\beta_{\text{crit}}$ calculated in this way and in equation (13) is due to the small difference between the full cooling function and the analytic approximation to the cooling function assumed in equation (11).

We assume that only wind deposited in $R_{\text{in,cool}} < r < R_*$ can escape the wind-driving region and contribute to the escaping large-scale wind. The escaping wind mass, $M_{\text{esc}}$, is given by

$$M_{\text{esc}} = \beta_{\text{esc}} \text{SFR}$$

(14)
\( \dot{M}_{\text{esc}} = \beta_{\text{esc}} \dot{E}_{\text{wind}} \), where \( \dot{M}_{\text{esc}} \) is the “effective” mass loading factor of only the wind that can escape the wind-driving region, and is given by

\[
\beta_{\text{esc}} = \beta \left[ 1 - \left( \frac{R_{\text{in},\text{cool}}}{R_*} \right)^3 \right].
\]  

We define an analogous \( \alpha_{\text{esc}} \) and \( \dot{E}_{\text{esc}} \) as well. \( \dot{M}_{\text{esc}} \) and \( \dot{E}_{\text{esc}} \) are the mass and energy outflow rates of only the wind that actually leaves the wind-driving region, while \( \dot{M}_{\text{wind}} \) and \( \dot{E}_{\text{wind}} \) are the mass and energy deposition rates of all supernovae exploding within the cluster and all material they sweep up within the injection region. Thus \( \dot{M}_{\text{esc}}/\dot{M}_{\text{wind}} = \dot{E}_{\text{esc}}/\dot{E}_{\text{wind}} = \beta_{\text{esc}}/\beta = \alpha_{\text{esc}}/\alpha \) is simply the volume fraction of the cluster that does not radiatively cool, which is \( 1 - (R_{\text{in},\text{cool}}/R_*)^3 \); this relation holds because we assume homogenous mass and energy deposition within the injection region. Because no part of the injection region cools unless \( \beta > \beta_{\text{crit}} \), \( \dot{E}_{\text{esc}}/\dot{E}_{\text{wind}} \) and \( \dot{M}_{\text{esc}}/\dot{M}_{\text{wind}} \) are constant and equal to one for \( \beta < \beta_{\text{crit}} \). The right-side axis in Figure 1 shows the ratios \( \dot{M}_{\text{esc}}/\dot{M}_{\text{wind}} = \dot{E}_{\text{esc}}/\dot{E}_{\text{wind}} \). Figure 2 shows the relationship between \( \beta_{\text{esc}} \) and \( \beta \) for fiducial parameters.

Because the amount of escaping wind increases with increasing \( \beta \), but then decreases for \( \beta > \beta_{\text{crit}} \), the maximum mass outflow rate and thus the maximum momentum rate of the wind occurs for \( \beta = \beta_{\text{crit}} \). We define the momentum rate of the escaping wind as

\[
\dot{p}_{\text{esc}} = \dot{M}_{\text{esc}} v_{\text{wind}},
\]

where \( \dot{M}_{\text{esc}} \) is given by equation (14) and \( v_{\text{wind}} \) is the asymptotic wind velocity for \( \tau \gg R_* \). The wind velocity is larger for larger \( \alpha \) and is smaller for larger \( \beta \), but has no dependence on the fraction of the wind that escapes the wind-driving region because \( \dot{E}_{\text{esc}} \) and \( \dot{M}_{\text{esc}} \) both contain the same factor of \( 1 - (R_{\text{in},\text{cool}}/R_*)^3 \), so \( \dot{E}_{\text{esc}} \) and \( \dot{M}_{\text{esc}} \) can be replaced by \( \dot{E}_{\text{wind}} \) and \( \dot{M}_{\text{wind}} \) in equation (17). Note that the unchanging value of \( v_{\text{wind}} \) regardless of how much of the injection region cools is predicated on our assumption that the mass and energy injection, as well as any additional material providing the mass loading, are all distributed uniformly throughout the injection region. This idealized assumption is a limitation of our model.

The maximum of the escaping wind momentum is then given by

\[
\dot{p}_{\text{max,esc}} = \beta_{\text{crit}} \dot{p}_{\text{SFR}} v_{\text{wind}}.
\]  

Scalings this to our fiducial parameters, we find that

\[
\dot{p}_{\text{max,esc}} = 1.9 \times 10^4 \frac{M_{\odot}}{\text{yr}} \text{ km s}^{-1} \times \left( \frac{\alpha}{0.9} \right)^{0.86} \left( \frac{\mu}{0.6} \right)^{0.36} \left( \frac{R_*}{300 \text{ pc}} \right)^{0.14} \left( \frac{\dot{p}_{\text{SFR}}}{20 \frac{M_{\odot}}{\text{yr}^{-1}}} \right)^{0.86}.
\]  

The expression for \( \beta_{\text{crit}} \) (equation 12) can be generalized to any constant source of mass and energy, \( \beta M \) and \( \alpha \dot{E} \), within an injection region \( R_* \) assuming the gas metallicity is solar:

\[
\beta_{\text{crit}}^3 = \frac{0.284 \mu^{0.7} \alpha^{0.7} \frac{\dot{M}_{\odot}}{300 \text{ yr}}}{\frac{R_*}{300 \text{ pc}} \frac{\dot{E}_{\odot}}{20 \frac{M_{\odot}}{\text{yr}^{-1}}} \frac{\alpha_{\odot}^2}{3 \text{ yr}^{-1}}}.
\]  

For example, [Lochhaas & Thompson 2017] derives \( \beta_{\text{crit}} \) for stellar winds in a massive star cluster from an instantaneous burst of star formation, valid in the few Myr before the first supernovae begin. In that case, the constant mass and energy deposition rates are dependent on the stellar mass of the star cluster, \( M = 10^{-3} M_{\odot} \text{yr}^{-1} \) and \( \dot{E} = 10^{36.7} \text{ erg s}^{-1} \) for \( M = 10^5 M_{\odot} \) at solar metallicity. Note that in the case of an instantaneous burst of star formation driving stellar winds, \( \beta \) is not the ratio of the wind mass to the star formation rate because there is no ongoing star formation after the initial burst. Instead, \( \beta \) is the ratio of the injected wind mass to the expected mass loss rate from stellar winds and represents additional mass loading due to any material swept up within the cluster before the wind escapes to large scales. The stellar winds version of \( \beta_{\text{crit}} \) is

\[
\beta_{\text{crit,SW}} \approx 1.31 \times \left( \frac{\alpha}{0.9} \right)^{0.73} \left( \frac{\mu}{0.6} \right)^{0.73} \left( \frac{R_*}{1 \text{ pc}} \right)^{0.27} \left( \frac{M_*}{10^5 M_{\odot}} \right)^{0.27}.
\]

While the winds version of the maximum momentum of the escaping wind is

\[
\dot{p}_{\text{max,esc,SW}} = 2.69 \frac{M_{\odot}}{\text{yr}} \text{ km s}^{-1} \times \left( \frac{\alpha}{0.9} \right)^{0.86} \left( \frac{\mu}{0.6} \right)^{0.36} \left( \frac{R_*}{1 \text{ pc}} \right)^{0.14} \left( \frac{M_*}{10^5 M_{\odot}} \right)^{0.86}.
\]

For the remainder of this paper, we focus exclusively on the supernova-driven wind case, and only on the wind that escapes from the cluster, so we relabel \( \dot{p}_{\text{max,esc}} \) (equation 19) as simply \( \dot{p}_{\max} \) and emphasize that \( \dot{p}_{\max} \) always refers to the
maximum momentum of only the wind that escapes. Table 1 lists the variables used in this paper and their meanings.

Table 1. The meanings of all variables used in this paper.

| Variable | Meaning |
|----------|---------|
| SFR      | Star formation rate within wind-injection region (\(\odot\, yr^{-1}\)) |
| \(\alpha\) | Energy loading parameter within wind-injection region (\(\odot\, yr^{-1}\)) |
| \(R_{\text{in}}\) | Radius of wind-injection region (\(\odot\, yr^{-1}\)) |
| \(\beta\) | Mass loading parameter within wind-injection region (\(\odot\, yr^{-1}\)) |
| \(\beta_{\text{esc}}\) | Mass loading parameter of the escaping wind (eq. 15) |
| \(M_{\text{wind}}\) | Mass injection rate within the wind-injection region (eq. 1) |
| \(\dot{M}_{\text{esc}}\) | Mass loss rate of the escaping wind (eq. 14) |
| \(p_{\text{esc}}\) | Momentum of the escaping wind (eq. 19) |
| \(R_{\text{in, cool}}\) | Radius inside which injected mass cools and cannot escape the wind-injection region (Fig. 1) |
| \(\beta_{\text{crit}}\) | Mass loading within injection region where injected mass just begins to cool and cannot escape the injection region (eqs. 12, 13, 2) |
| \(p_{\text{max}}\) | Maximum momentum of escaping wind, corresponds to \(\beta_{\text{crit}}\) (eqs. 19, 2) |
| \(R_{\text{out, cool}}\) | Radius on large scales beyond which escaping wind cools in a single phase (eq. 24) |
| \(\beta_{\text{esc,min}}\) | Mass loading of the escaping wind above which the wind can cool in a single-phase on large scales (eqs. 13, 2) |
| \(\beta_{\text{max}}\) | Mass loading within injection region below which the escaping wind can cool in a single-phase on large scales (Fig. 2) |
| \(p_{\text{min}}\) | Minimum momentum of escaping wind under the requirement that it cools in a single phase on large scales, corresponds to \(\beta_{\text{max}}\) (eq. 23) |

Equation (19) is derived assuming the analytic approximation to the cooling function (equation 11), but as we did for \(\beta_{\text{crit}}\), we can calculate \(p_{\text{max}}\) using the full form of the cooling function tabulated by Wiersma et al. (2009). We give the analytic forms in equations (19) and (19) to understand the scaling of \(\beta_{\text{crit}}\) and \(p_{\text{max}}\) with the parameters of the problem, but for the remainder of this paper we use the numerically-calculated \(\beta_{\text{crit}}\) and \(p_{\text{max}}\) with the full cooling function instead of the analytic forms. For most values of the parameters we explore, this leads to only minor differences in \(\beta_{\text{crit}}\) and \(p_{\text{max}}\).

We test our \(\beta_{\text{crit}}\) and \(p_{\text{max}}\) by implementing a wind-driving region in a 3D hydrodynamic simulation and measuring the wind’s momentum outside of the wind-driving region for various values of \(\beta\) using the Cholla code (Schneider & Robertson 2013), following the wind-driving model presented in Schneider & Robertson (2018). In a box with an initial low density \((n = 10^{-4} \text{ cm}^{-3}\)) and high temperature \((T = 10^{6} \text{ K})\), we deposit mass and energy uniformly within a spherical region. The fiducial model is used to set all parameters of the driving region. Gas in the simulation is allowed to cool to a temperature floor of \(T = 10^{4} \text{ K}\), assuming the piecewise-parabolic cooling function of Schneider & Robertson (2017), which is a fit to a solar-metallicity cooling curve comparable to the Wiersma et al. (2009) cooling function. This mass and energy deposition drives an outward-moving spherical shock through the background material, after which the box settles into a steady-state wind that continually exits the box. Once the wind has reached a steady state, we measure the momentum of the escaping wind, \(\dot{p}_{\text{esc}} = \dot{M}_{\text{esc}}v_{\text{wind}}\), at a radius \(r \gg R_{*}\), for simulations with a range of beta values from 0.5 – 1.5. As in the CCS85 model, we do not include gravity.

Figure 3 shows temperature slices for three examples from the suite of simulations using fiducial parameters. The wind injection region is located in the center. The interior of the wind injection region does not cool when \(\beta < \beta_{\text{crit}}\), which is shown in the left panel for \(\beta = 0.6\). The wind injection region is constant high temperature, and the wind decreases in temperature due to adiabatic expansion and single-phase radiative cooling as it flows away from the injection region. When \(\beta \gtrsim \beta_{\text{crit}}\), as in the middle panel where \(\beta = 0.8\), cooling has just set in in the very center of the injection region, and \(R_{\text{cool,in}}\) is small. When \(\beta > \beta_{\text{crit}}\), as in the right panel where \(\beta = 1.1\), most of the injection region cools and \(R_{\text{cool,in}}\) is large, greatly reducing the mass of the escaping wind.

Figure 4 shows the momentum of the wind that escapes the wind-driving region as a function of \(\beta\) from our one-dimensional model as the solid line and the wind momentum measured from our suite of simulations implemented with different \(\beta\) as the points. There is good agreement between the two for small \(\beta\) and \(p_{\text{max}}\) has the same value \(\approx 1.5 \times 10^{4} \odot \text{ yr}^{-1} \text{ km s}^{-1}\). When \(\beta > \beta_{\text{crit}}\), the mass escaping the cool region is greatly reduced, increasing \(p_{\text{esc}}\). This is due to the assumption in the one-dimensional model that all wind deposited at \(r < R_{\text{in,cool}}\) is retained within the cluster, whereas in the simulations, the pressure gradient caused by the steep inner density profile and temperature floor results in some mass escaping the cooled region and contributing to \(\dot{M}_{\text{esc}}\), increasing \(p_{\text{esc}}\). The disagreement is slight, so we consider this a validation of our one-dimensional model and continue with it for the remainder of the paper.

Note that the difference in the value of \(p_{\text{max}}\) \(\approx 1.5 \times 10^{4} \odot \text{ yr}^{-1} \text{ km s}^{-1}\) in Figure 4 from that given by equation (19) \(\dot{p}_{\text{esc}} = 1.9 \times 10^{4} \odot \text{ yr}^{-1} \text{ km s}^{-1}\) is due to the analytic form of the cooling function giving a slightly different \(\beta_{\text{crit}}\), and thus slightly different \(p_{\text{max}}\), as mentioned above.

3 MINIMUM MOMENTUM BY REQUIRING SINGLE-PHASE COOLING ON LARGE SCALES

Thompson et al. (2016) derived a minimum mass loading of the escaping wind (\(\beta_{\text{esc}}\) in our formalism) for single-phase cooling of the escaping wind on large scales, which we will call \(\beta_{\text{esc,min}}\). We scale equation (7) from Thompson et al. (2016) to our parameters of interest and include the dependence on the molecular weight \(\mu\) to find a minimum on \(\beta_{\text{esc}}\).
that allows cooling of the escaping wind on large scales:

\[
\beta\text{esc, min} \simeq 0.34 \left( \frac{\alpha}{0.9} \right)^{0.636} \left( \frac{M}{0.6} \right)^{0.636} \left( \frac{R_{\ast}}{300 \text{ pc}} \right)^{0.364} \times \left( \frac{\text{SFR}}{20M_\odot \text{ yr}^{-1}} \right)^{-0.364}
\]  

Figure 2 shows this minimum value for our fiducial parameters as the horizontal dashed curve. Wherever the solid curve, which indicates \( \beta_{\text{esc}} \), is larger than \( \beta_{\text{esc, min}} \), the wind is expected to radiatively cool on large scales in one phase.

The critical mass loading for cooling within the injection region derived in equation (13), \( \beta_{\text{crit}} \), is larger than \( \beta_{\text{esc, min}} \), so if cooling has just set in within the injection region, it also occurs in the wind on large scales. Because \( \beta_{\text{esc}} \) decreases as \( \beta \) increases above \( \beta_{\text{crit}} \), due to cooling within the wind driving region reducing the escaping wind mass, requiring \( \beta_{\text{esc}} > \beta_{\text{esc, min}} \) translates to a maximum on \( \beta \). We introduce a new parameter, \( \beta_{\text{max}} \), which describes the maximum \( \beta \) that maintains a large enough \( M_{\text{esc}} \) for the wind to single-phase cool radiatively on large scales. \( \beta_{\text{max}} \) is noted in Figure 2 with a point at the location where \( \beta_{\text{esc}} \) and \( \beta_{\text{esc, min}} \) cross. For our fiducial parameters, \( \beta_{\text{max}} \approx 1.3 \), so while there is still an escaping wind for \( \beta > 1.3 \), that wind remains hot because the escaping wind’s mass loading (\( \beta_{\text{esc}} \)) is sufficiently small that the flow does not become radiative on scales outside the injection region, assuming it does not mix with any mass outside the injection region. This implies there is a “sweet spot” for large-scale single-phase cooling of thermally-driven galactic winds: the mass loading must be large enough for cooling on large scales but not so large that cooling within the injection region reduces the mass outflow rate so far that cooling no longer occurs on large scales. The minimum of the escaping wind mass, while still requiring large-scale cooling, is when \( \beta = \beta_{\text{max}} \), so \( \dot{p}_{\text{esc}} \) is minimized when \( \beta = \beta_{\text{max}} \). We use our numerical solution for \( \beta_{\text{esc}} \) as a function of \( \beta \) (shown in Figure 2) to find this minimum numerically, which we call \( \dot{p}_{\text{min}} \) (we have again dropped the subscript “esc” as we did for \( \beta_{\text{max}} \) because we are only concerned here with the momentum of the escaping wind). Table 1 lists the meanings of all variables used in this paper.

We also introduce an outer cooling radius, \( R_{\text{out, cool}} \), beyond which the hot wind is expected to become radiative and rapidly cool (if it does so at all). We reproduce equation (6) from Thompson et al. (2016) for the outer cooling radius for a given \( \beta_{\text{esc}} \), and include the dependence on mean particle...
As cooling inside the wind-driving region reduces $\beta_{\text{esc}}$, the outer cooling radius is located at larger radii. For example, if half of the volume of the wind-driving region cools, then the outer cooling radius becomes $R_{\text{out,cool}} \approx 4.7 \text{ kpc}$ for our fiducial parameters. If 90% of the wind-driving region’s volume cools, then $R_{\text{out,cool}} \approx 515 \text{ kpc}$, effectively keeping the winds hot at any distance where they may be observed “down the barrel.” The effect of cooling within the wind injection region is to increase the single-phase cooling radius of the escaping wind to larger values than that derived in [Thompson et al. 2016], so that the wind travels significantly further before cooling than it would if there were no cooling within the injection region. This effect can be seen in Figure 3 where the white dashed circle shows the cooling radius calculated without taking this effect into account. In the right panel of the figure, the large $\beta$ causes the cooling radius of the outflow (where the temperature of the outflow drops to $T \sim 10^4 \text{ K}$) to be larger than expected.

We have derived a requirement for the hot winds to radiatively cool in a single phase, but recent works (Gronke & Oh 2018, 2020; Kanjilal et al. 2020; Li et al. 2020; Schneider et al. 2020) present a picture in which hot winds can transfer their mass and/or momentum to cool material by mixing with some already-present cool clouds in the hot flow, such as lofted interstellar medium gas. Rather than the cool clouds being shredded and destroyed by the hot flow, the large clouds may survive, may be accelerated to the wind velocity, and may gain mass or momentum by mixing with and cooling from the hot flow at a constant rate. Recent works on turbulent mixing layers between hot and cool gas, while not specifically focusing on cold clouds embedded in a hot wind, come to a similar conclusion that the cold material grows by mass transfer from the hot phase (Fielding et al. 2020; Tan et al. 2020). Many of these works show the important parameter is the cooling time of the mixture of hot and cool gas, not the cooling time of the hot wind itself. In such a picture, the maximum $p$ of hot winds derived in §2 holds, as the hot wind cannot transfer more momentum to the cold cloud than it has. However, the minimum $p$ for single-phase cooling derived in this section does not hold because large initial density perturbations in the wind, or interactions with cold clouds, can drive cooling even if the hot wind mass loading, $\beta_{\text{esc}}$, is smaller than that formally required for the hot wind to cool, $\beta_{\text{esc,min}}$. We note that our derived $p_{\text{min}}$ is not a strict lower limit for all models that produce cool gas from or within hot outflows; it is a lower limit only for models that assume single-phase cooling of hot gas (e.g., Thompson et al. 2016).

4 CHARACTERISTIC $p$ OF SINGLE-PHASE COOLING OF HOT WINDS

By combining the maximum (equation 19) and minimum (numerically solved from $\beta_{\text{esc}}$, Figure 2) on $p$, we find a range of values of $\beta$ and $p$ that hot winds can take in single-phase cooling models. These values are similar to each other, producing characteristic $\beta$ and $p$ expected from single-phase cooling hot winds. We examine how these characteristic parameters vary with the parameters of the problem in Figure 3. This figure shows $\beta_{\text{crit}}$ (thick curves) and $p_{\text{max}}$ (thin curves), with shading between them, in the top row and $p_{\text{max}}$ (thick curves) and $p_{\text{min}}$ (thin curves), again with shading between them, in the bottom row, both as a function of the star formation rate. Different curves in each panel show variation on the energy efficiency $\alpha$ (left column) and the size of the wind-driving region $R_\star$ (right column). Note that $\beta_{\text{crit}}$ corresponds to $p_{\text{max}}$ (equation 18) because there is a critical value of mass loading inside the wind injection region that produces a maximum escaping wind; $\beta_{\text{max}}$ corresponds to $p_{\text{min}}$ (14) because mass loading above this maximum inside the wind injection region means the escaping wind can no longer radiatively cool in a single phase (Figure 2). Thus, $p_{\text{max}}$ describes the maximum momentum of any thermally-driven wind, while $p_{\text{min}}$ describes the minimum wind momentum only under the requirement that the wind radiatively cools in a single phase on large scales.

Larger values of $M_{\text{wind}}$ lead to denser winds that are more efficient at cooling. Because $M_{\text{wind}} \propto \text{SFR}$, increasing the SFR leads to a denser wind-driving region that can cool more efficiently for a fixed $\beta$. Therefore, the value of $\beta$ that produces cooling within the wind-driving region decreases as SFR increases. For our fiducial model, $\beta_{\text{crit}} \approx 0.67$ for SFR $= 20 M_\odot \text{ yr}^{-1}$.

The upper left panel shows that decreasing the efficiency with which stellar feedback energy couples to the outflow energy, parameterized by $\alpha$, decreases $\beta_{\text{crit}}$. A lower $\alpha$ implies a cooler initial wind, as less feedback energy is thermalized in the gas. Because the peak of the radiative cooling curve is at lower temperatures, decreasing the temperature of the wind allows it to cool more efficiently, so the wind does not need a larger density from higher values of $\beta$ in order to promote cooling within the wind-driving region.

Increasing the radius of the wind injection region, $R_\star$, increases $\beta_{\text{crit}}$ (upper right panel). A larger $R_\star$, for constant $M_{\text{wind}}$, produces a lower wind density within the wind-driving region. The lower wind density reduces the cooling efficiency and allows for larger values of $\beta$ before cooling sets in.

$p_{\text{max}}$ increases with increasing SFR (lower right panel) because the larger SFR contributes to more mass in the wind, and thus a larger momentum, even if the mass loading is smaller. However, the dependence of $p_{\text{max}}$ on the other parameters of $\alpha$ and $R_\star$ is the same as for $\beta_{\text{crit}}$: more cooling within the injection region, as parameterized by a lower $\beta_{\text{crit}}$, leads to a lower $p_{\text{max}}$. The effect of changing these parameters is smaller for $p_{\text{max}}$ than it is for $\beta_{\text{crit}}$.

In general, the value of $\beta_{\text{max}}$ is a factor of $\sim 2$ higher than $\beta_{\text{crit}}$ for a given set of parameters at a given SFR. However, in some cases, such as at low SFR when $\alpha = 0.1,$
\( \beta_{\text{max}} \approx \beta_{\text{crit}} \). This indicates that while cooling within the wind driving region always leads to single-phase cooling within the wind on large scales, the large-scale cooling may be on scales so large as to say that the hot wind essentially does not cool on any scales of interest. In these cases, \( \beta = \beta_{\text{crit}} \) must be obtained in order for cooling to occur in the wind on large scales without interacting with cold clouds in the flow.

Although we assume a solar metallicity in our model, the radiative cooling curve is dependent on metallicity, as metal line cooling dominates the peak of the cooling curve. A complicating factor, and the reason why we leave metallicity out of this discussion, is that the mass loading of the wind affects its metallicity. Pure supernova ejecta has super-solar metallicity while the ISM, which provides the mass loading of the wind inside the injection region, in general has a lower metallicity. Therefore, the amount of ISM material mixed into the wind directly affects both \( \beta \) and metallicity (Chisholm et al. 2018) in a way that is not captured by either our analytic or our one-dimensional model.

5 Comparative to Observations

Rupke et al. (2005); Heckman et al. (2015); Heckman & Borthakur (2016); Chisholm et al. (2017) observed the cool outflows from low-redshift galaxies in UV absorption against the galaxy starlight. Each study calculated the outflow velocity, outflow mass loss rate, and outflow momentum rate of a large number of galaxies. We compare the measured values of these outflows, \( \dot{p}_{\text{out}} \), with our theoretical maximum and minimum momenta, \( \dot{p}_{\text{max}} \) and \( \dot{p}_{\text{min}} \). Figure 6 shows our fiducial model, as well as variations on the fiducial model by changing one parameter, compared to the observed wind values from these studies.

The majority (75/88) of the observed \( \dot{p}_{\text{out}} \) fall below the fiducial \( \dot{p}_{\text{max}} \) for various parameters and over a range in SFR, indicating the model is likely capturing the appropriate physics. However, only 17/88 of the observational data lie between the fiducial \( \dot{p}_{\text{min}} \) and \( \dot{p}_{\text{max}} \). The maximum momentum is a stricter limit than the minimum in our framework, as the observed \( \dot{p}_{\text{out}} \) is dependent on the observed velocity of absorbing gas within the wind, which is subject to projection effects. Because velocities can only be measured...
along the line of sight, if gas is traveling at an angle to the line of sight, a velocity and momentum smaller than the true velocity of the flow may be observed. The observed momenta along the line of sight toward the galaxy. For example, Heckman et al. (2015) assume a spherically symmetric flow (opening angle of 4π) and that the absorbing material is at a distance of about twice the radius of the starburst region before cooling on large scales or transferring momentum to cool material, obtaining a “momentum boost” (see §6). In this case, the observed wind momentum.

Our theoretical limit $\dot{p}_{\text{max}}$ is appropriate over a wide range in SFR; we see $\dot{p}_{\text{max}}$ has a similar slope as the upper envelope of observed data. The measured $\dot{p}_{\text{out}}$ is dependent on assumptions that are necessary in order to convert absorption lines into mass outflow rates, such as the opening angle of the flow and location of absorbing material along the line of sight toward the galaxy. For example, Heckman et al. (2015) assume a spherically symmetric flow (opening angle of 4π) and that the absorbing material is at a distance from the starburst of about twice the radius of the starburst, which is also uncertain. A factor of two uncertainty in either the opening angle of the flow or the location of the absorbing material relative to the starburst produces a factor of two uncertainty in the measured mass outflow rate, and therefore a factor of two uncertainty in $\dot{p}_{\text{out}}$. Within this uncertainty, nearly all the measured values of $\dot{p}_{\text{out}}$ are consistent with being less than our theoretical maximum $\dot{p}_{\text{max}}$.

Figure 6. The wind momentum rate $\dot{p}$ as a function of SFR. Solid black curves show our fiducial theoretical maxima (thick) and minima (thin) on the wind momentum, $\dot{p}_{\text{max}}$ and $\dot{p}_{\text{min}}$, with gray shading between. Other curves show $\dot{p}_{\text{max}}$ (thick) and $\dot{p}_{\text{min}}$ (thin), again with colored shading between, for variations on the fiducial model with parameter changes: $\alpha = 0.3$ (red dashed) and $R_* = 3$ kpc (green dot-dashed). The expected $\dot{p}_{\text{rad}}$ of radiation pressure driven winds in the single-scattering limit (Murray et al. 2005) is shown as the blue dotted line. Our fiducial model has $\alpha = 0.9$, $R_* = 300$ pc, and $\mu = 0.6$. Cyan circles indicate the measured values of outflows from starforming galaxies from Heckman et al. (2015) and Heckman & Borthakur (2016), magenta squares indicate measured outflow momenta from Rupke et al. (2005), and orange triangles indicate measured outflow momenta from Chisholm et al. (2017). Arrows on points indicate upper or lower limits.
is not constrained by $\dot{p}_{\text{max}}$, if there is no error on the observational assumptions.

For those observed wind momenta that fall below the theoretical maximum, these outflows are consistent with a supernova-driven thermal wind. In these cases, if $\beta < \beta_{\text{max}}$, the hot wind may be radiatively cooling in a single phase to produce the observations of cool outflows. If these cases have $\beta > \beta_{\text{max}}$, where the wind mass outflow rate is too low for single-phase cooling on large scales, the observed outflows instead may be cool clouds accelerated by ram pressure from the hot flow, may be radiation pressure-driven winds, or mixing between hot and cool material may promote cooling and momentum transfer from hot wind to cool clouds within the outflow. The expected $\dot{p}_{\text{rad}} = L_{\text{bol}}/c$ for a radiation pressure driven wind from a starburst in the single-scattering limit (equation 11 of Murray et al. 2005), where $L_{\text{bol}}$ is the bolometric luminosity of the starburst for a given SFR, is plotted in Figure 3 as the blue dotted line. While radiation pressure does not appear to produce large enough wind momenta to explain the largest $\dot{p}_{\text{out}}$ data, this curve falls above those data with too small $\dot{p}$.

Figure 3 shows the predicted wind outflow velocity when $\beta = \beta_{\text{crit}}$ and $\dot{p} = \dot{p}_{\text{max}}$ for the same sets of parameters as in Figure 3 and the measured $\dot{v}_{\text{out}}$ from the same studies (Rupke et al. 2005) Heckman et al. (2015) Heckman & Borthakur (2016). The predicted wind velocity within the framework of the model may be higher or lower than what is plotted, if $\beta$ is higher or lower than $\beta_{\text{crit}}$. Heckman et al. (2015) and Heckman & Borthakur (2016) report the velocity centroid of absorption lines as the wind velocity, while Rupke et al. (2005) report the “maximum” velocity, defined as the velocity greater than the velocities of 90% of the detectable gas in the wind. The former method is column density weighted, which may not capture the fastest gas, while the latter method is subject to uncertainties due to the signal-to-noise of the spectrum and continuum placement. The predicted wind velocities are generally larger than the observed wind velocities, which supports the notion that there may be projection effects reducing the observed velocities below their actual values and potentially explains the abundance of observed points with $\dot{p}_{\text{out}} < \dot{p}_{\text{min}}$.

6 DISCUSSION

The observed somewhat too-high $\dot{p}_{\text{out}}$ compared to the theoretical $\dot{p}_{\text{max}}$ in 15% of the observed galaxies indicates that these galaxies’ outflow kinematics may not be purely described by the kinematics of the hot winds at launch, if the considerable measurement uncertainties are actually smaller than the factor of two enhancement between $\dot{p}_{\text{max}}$ and the measurements. When mass is loaded into the hot wind outside of the wind-driving region, by sweeping up or ablating clouds, the hot wind may experience a “momentum boost” (Faucher-Giguère & Quataert 2012) Lochhaas et al. (2018) provided by the thermal energy produced by the wind shocking on intervening material. Winds that are heavily mass-loaded outside of the wind-driving region can experience substantial boosts to their momentum, from a factor of $\sim 2$ for supernova-driven outflows up to a factor of $\sim 20$ for AGN-driven outflows. The observed large values of $\dot{p}_{\text{out}}$, if not driven by measurement uncertainties, may indicate that these outflows are interacting with substantial material outside of the wind-driving region that boosts the hot wind momentum before it cools or transfers its momentum to cold clouds, where it is then observed.

Many recent studies show how a hot wind can transfer mass and/or momentum to cool clouds (Schneider & Robertson 2017) Gronke & Oh (2018) Fielding et al. (2020) (Gronke & Oh 2020) Kanjilal et al. (2020) Li et al. (2020) Schneider et al. (2020) Sparre et al. (2020) Tan et al. (2020). Cold clouds can survive in the hot flow so observations of outflows may be measuring the momentum transferred to the cool clouds rather than the momentum of the cooling hot phase itself. As the cool gas gains mass and/or momentum from the hot wind, its own momentum increases up to the maximum of the hot wind momentum. Vijayan et al. (2020) explicitly show that the cool phase (their “warm”) gains momentum from the hot phase in the outflow driven from a small patch of multiphase ISM. In this picture, the observed too-low cool gas momenta may be cool clouds that have not yet accelerated fully to the velocity of the hot flow, but are in the process of doing so. Schneider et al. (2020) found their cool outflows typically had factors of $\sim 2$ less momentum than the hot wind, also consistent with this picture. The $\dot{p}_{\text{max}}$ we derived for hot winds holds for these models and any other model in which hot material transfers momentum to the cold material, as the hot wind cannot transfer more momentum than it has. However, our derived $\dot{p}_{\text{min}}$ only holds for single-phase cooling of hot winds, as in the pictures of Thompson et al. (2016).

Momentum transferal to cool clouds can explain small measured cool wind momenta, but a boost to the momentum requires that the cool clouds are ablated into the hot flow to mass-load it and seed more cooling on larger scales. Other simulations of galactic winds that allow winds to evolve naturally from supernova-driven superbubbles (i.e., do not tune...
the wind properties to the galaxy properties with an assumed scaling relation. Hopkins et al. 2012; Martizzi et al. 2015; Muratov et al. 2015; Martizzi et al. 2016; Fielding et al. 2017 and but see Fielding et al. 2018 find similar or slightly larger mass loading factors and wind velocities as measured in observational studies. The mass outflow rate in simulations is highly time-variable, typically peaking after a strong burst of star formation, consistent both with observations and the analytic model derived here that generally find a positive correlation between the wind momentum and SFR. Muratov et al. (2015) find the peak of the mass outflow rate can occur after the SFR burst has died down somewhat, so \( p_{\text{out}} \) may be larger than would otherwise be expected for a given SFR, which may also help to explain the measurements with higher \( p_{\text{out}} \) than the theoretical maximum.

The circumgalactic medium (CGM) is strongly impacted by galactic winds. Mass and metals in the CGM likely originate from a mix of SN ejecta and ISM material that is swept into galactic winds, so a limit on the mass loading and momentum of galactic winds also puts a limit on the mass and metal content of the CGM. The mass of the CGM cool phase alone is \( 10^{10} - 10^{11} M_\odot \) (Werk et al. 2013; Keeney et al. 2017; Prochaska et al. 2017) in L* galaxies at \( z \sim 0.2 \) and this phase has a metallicity of \( \sim 0.3 Z_\odot \) (Lehner et al. 2013; Prochaska et al. 2017). If we assume that wind material has a metallicity of \( \sim 0.5 Z_\odot \) to represent a mixture of SN ejecta and ISM material, and that any other material in the CGM is pristine gas, then the cool phase of the CGM must be made up of \( 60\% = 6 \times 10^{8-10} M_\odot \) wind material. In order to produce \( 6 \times 10^{8-10} M_\odot \) of wind material in our fiducial model, a galaxy with an average SFR of \( 1 M_\odot \) yr\(^{-1} \) driving winds with maximal mass loading \( \beta_{\text{crit}} = 2 \) would require \( 3 - 30 \) Gyr to populate the cool phase of the CGM with the observed amounts of mass and metals. Our fiducial model may explain the cool phase CGM observations for some galaxies, but additional mass loading of the wind outside the wind-driving region is likely necessary to match the larger mass estimates of the CGM.

7 SUMMARY

We showed that when a mass-loaded wind is ejected from a wind-driving region, radiative cooling within the injection region can inhibit the escaping wind, producing a maximum wind momentum that occurs at a critical mass loading when cooling just sets in at the center of the wind-driving region. This maximum momentum of the escaping wind is not just a maximum on hot wind momentum rates, but is also a maximum on cool outflow momentum in any model where cool material gains momentum directly from the hot outflow, such as in single-phase radiatively cooling winds, ram pressure acceleration of cool clouds by a hot wind, or cool cloud growth or entrainment by mixing with a hot wind. In the single-phase radiatively cooling hot winds picture, there is also a minimum wind momentum required for the wind to cool on large scales, which obtains values similar to the maximum and thus produces a characteristic momentum for single-phase cooling hot winds. Our main findings are summarized as:

(i) We derive the general form of a critical mass loading factor for a Chevalier & Clegg (1985) wind-driving region to radiatively cool its interior, and apply parameters representing winds driven by either a constant supernova rate or stellar winds due to an instantaneous burst of star formation. For our fiducial parameters, the critical mass loading factor is \( \beta_{\text{crit}} \approx 0.67 \) (Figure 2) for supernova-driven winds and \( \beta_{\text{crit}} \approx 1.31 \) for stellar winds in a massive star cluster. Using an analytic approximation to the cooling function, we find \( \beta_{\text{crit}} \) scales most strongly with the thermalization efficiency of wind energy and scales less strongly with the radius of the wind-driving region. It also scales inversely with the star formation rate (equation 13).

(ii) When \( \beta < \beta_{\text{crit}} \), the escaping wind mass and energy are equivalent to the injected wind mass and energy because no part of the injection region volume cools and retains wind material. When \( \beta > \beta_{\text{crit}} \), \( M_{\text{esc}}/M_{\text{wind}} \) and \( E_{\text{esc}}/E_{\text{wind}} \) decrease by the fraction of the injection region volume that radiatively cools (Figure 1).

(iii) The critical mass loading implies a maximum momentum rate of hot winds (Figure 1). For our fiducial parameters of a hot wind driven by SNe, we find \( \dot{p}_{\text{max}} \approx 1.9 \times 10^4 M_\odot \) yr\(^{-1} \) km s\(^{-1} \). For stellar winds driven by an instantaneous burst of star formation in a massive cluster, we find \( \dot{p}_{\text{max,SW}} \approx 2.69 M_\odot \) yr\(^{-1} \) km s\(^{-1} \). Using an analytic approximation to the cooling function, we find \( \dot{p}_{\text{max}} \) scales most strongly with the efficiency of wind energy and star formation rate, and scales less strongly with the size of the wind-driving region (equation 19).

(iv) Requiring single-phase cooling of the hot wind on large scales produces a maximum on the mass loading within the injection region and a minimum on the escaping wind momentum. In most cases, the maximum mass loading is \( \sim 3 \beta_{\text{crit}} \) (Figure 5).

(v) A comparison of the theoretical maximum and minimum momentum rates for supernova-driven winds to measured wind values by Rupke et al. (2005); Heckman et al. (2013); Heckman & Borthakur (2010); Chisholm et al. (2017) shows that the majority of observed wind momenta fall below our theoretical maximum value, as predicted, but 15% of observed winds have higher momenta than the theoretical maximum by a factor of \( \sim 2 \) (Figure 9). Observational uncertainties could explain this discrepancy, but prima facie this implies that the observations may not be tracing cool outflows that obtained their momentum directly from the free-flowing hot wind, but rather there may be some mass loading outside the wind-driving region.

(vi) Over half of the observed wind momenta fall below the theoretical minimum value for single-phase cooling of the hot wind, and nearly all of the observed wind velocities fall below the predicted values (Figure 7), implying there are substantial projection effects reducing the observed wind velocities or that observations trace slower, cool clouds within the flow. The theoretical minimum momentum holds only when requiring single-phase cooling of the hot wind, as any model where cool material gains momentum from hot outflows can produce cool outflow momenta up to and including \( \dot{p}_{\text{max}} \).

The theoretical limits on the mass and momentum rates of cooling hot winds derived in this paper are a first-principles explanation of a limit on the generation and im-
pact of galactic winds that aligns well with observations. Cosmological simulations that generate galactic winds following a scaling relation between wind properties and galaxy properties should ensure that the resulting galactic winds are not more powerful than can be physically produced.
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