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1. Introduction

Public opinion monitoring is a key issue in modern society, as it can provide opportune information for analyzing and predicting the trends and patterns of unexpected events on the Internet to prevent social conflicts [1, 2, 3]. In recent years, online information on emergencies has attracted great public attention. For example, throughout the development of the coronavirus disease 2019 (COVID-19) pandemic [4, 5, 6], the scale and speed of information diffusion have rapidly increased, and the focus of public opinion monitoring has shifted from tracking to early warning [7, 8]. Information that becomes a popular concern induces public anxiety and panic, which has greatly hurt the enthusiasm of the people to fight the pandemic [9, 10]. If relevant departments can effectively monitor and analyze public opinion and generate prompt warnings to refute rumors and release official news, this will help people better understand the true trend of COVID-19, avoid unnecessary panic, and ensure normal order and social stability [11]. Therefore, achieving effective public opinion monitoring and analysis is a key issue for improving the public’s awareness of preventive measures, helping society organize management efforts, and effectively guiding the development of public opinion. When a public opinion incident breaks out, the relevant information quickly spreads in a very short time, leading to widespread concern among the masses. The ability to predict such hot events in real time can also help avoid the occurrence of secondary related events caused by public opinion.

To improve the prediction accuracy for Internet public opinion, the existing work has focused on three aspects: prediction models based on time-series data, prediction models based on artificial intelligence, and prediction models based on hybrid optimization.

Prediction models based on time-series data are suitable for most types of public opinion analysis [12]. Such models include autoregressive integrated moving average (ARIMA) models [13], autoregressive models [14], and logistic models [15] and can be effectively used to fit the factors influencing public opinion and predict future trends. For a logistic model, the prediction curve tends to show a higher degree of fit to the natural trend of public opinion growth [16]. Although logistic models are often used in multiclassification problems, saturated variable problems can also be described using logistic models [17, 18], which can also be used to predict the trend of public opinion when the amount of data available is small. However, great challenges arise in selecting the factors to represent the trend of public opinion. Because of the better prediction performance of time-series prediction models, such models are commonly used for various forecasting tasks.
such as fault prediction in industrial fields [19] and information dissemination analysis in public opinion monitoring [20]. However, public opinion trends are influenced by many factors on the Internet, and the relationships among the various factors are often complex and tightly coupled.

In the complex Internet environment, there are many different factors that can affect public opinion. Artificial intelligence-based prediction models, such as back propagation neural networks (BPNs) [21], support vector machines (SVMs) [22], Bayesian models [23], and cloud models [24], can effectively predict how trends and values are affected by multiple factors based on a large amount of historical data. However, for abruptly emerging public opinion events with only a small amount of associated data in the very short term, such schemes have difficulty effectively predicting the relevant trends since their prediction accuracy depends on the quantity and quality of historical data [25]. Thus, for “bursty” events with little information over the short term, they face some deficiencies. For SVM-based prediction models, the prediction results are closely related to the value of the penalty factor [26], while Bayesian-based schemes are very sensitive to the feature selection process, which is not conducive to predicting trends quickly [27]. In addition, such models have difficulty analyzing the key points regarding public opinion trends based on limited data, resulting in a bottleneck hindering early warning for public opinion emergencies.

In practical application scenarios, the prediction performance is affected by multiple factors and the dynamic characteristics of COVID-19-related events. To improve the prediction accuracy, a multinomial logistic model has been proposed [28, 29], in which the convergence of Bayesian-based schemes is used as the basis for a mathematical method of predicting related user behavior determines the trends of public opinion events. Considering the influence of multiple factors, and public opinion trends are influenced by many factors on the Internet, limited data and accurate prediction. Specifically, we attempt to take advantage of the capabilities of RVMs for dealing with multifactor event forecasting and the capabilities of logistic regression in dealing with overall trend prediction. The contributions of this paper are summarized as follows.

(1) A hybrid RVM and logistic regression (RVM-L) model is proposed. To improve the forecasting accuracy for burst events with insufficient data, RVM-L model incorporates multivariate analysis and adopts Lagrange interpolation to fill in the gaps in predicted trends.

(2) A novel metric called the critical interval for early warning is introduced to enhance the early warning performance for COVID-19-related events. To overcome inaccurate early warning point prediction, the critical interval captures the lower and upper bounds of trend variation for burst events.

(3) An early warning scheme is proposed, which comprehensively considers the propagation laws of multiple attributes of Internet public opinion and the dynamic characteristics of COVID-19-related burst events.

The rest of the paper is organized as follows. Section 2 introduces the proposed model and early warning scheme. Section 3 presents experimental results to verify the proposed scheme. Finally, the paper is concluded in Section 4.

2. Proposed scheme

Problem description

To capture and predict the trends of Internet public opinion, a hybrid RVM-L model is proposed. And the system framework is shown in Figure 1. To overcome the errors incurred in the case of small samples, Lagrangian interpolation is adopted. For dynamic trend forecasting, the concept of an early warning point is extended to the concept of an early warning interval to improve the reliability of prediction. The related notations are listed in Table 1.

As shown in Figure 1, the system framework consists of three parts: a data storage center, a data analysis center, and an early warning center. Based on a survey of user behaviors in response to hot events, it has been found that users most commonly use a social media platform’s forwarding, commenting, and like functions, and the accumulation of related user behavior determines the trends of public opinion events. Therefore, the data collected by the data storage center include the number of forwards, the number of comments, and the number of likes. In the data analysis center, the RVM-L model is used to predict the trends of public opinion events based on the influence of multiple factors, and Lagrangian interpolation is used to correct the predicted trends. The early warning center feeds the early warning results from the data analysis center back to users in a timely manner, providing timely and effective early warning functions.

To capture the evolutionary trends of emergencies, an information crawler collects web information and extracts the numbers of forwards, comments, and likes. An RVM model is then used to perform multivariate fitting to obtain a synthesized heat degree, and the results of the RVM analysis are, in turn, input into a logistic model to predict an overall trend that can capture the evolution of public opinion. Considering the time-varying and small-sample nature of public opinion data, Lagrangian interpolation is adopted to predict an effective value within a certain interval as a supplement to the data, and on this basis, the predicted trend is optimized to increase the confidence of the prediction. Finally, the mathematical model of the public opinion trend is used to
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Table 1

| Symbol       | Description                                      |
|--------------|--------------------------------------------------|
| $h_{s,t}$    | Number of likes                                  |
| $h_{c,t}$    | Number of comments                               |
| $h_{f,t}$    | Number of forwarding                             |
| $x_i$        | Data set                                         |
| $H_v$        | RVM multi-factor fitting target vector           |
| $\Phi$       | Matrix containing the kernel function            |
| $\alpha$     | Weight coefficient matrix                        |
| $\varepsilon$| Noise vector representation                      |
| $\sigma$     | Growth rate                                      |
| $\gamma$     | Saturation variable                              |
| $\omega$     | Hyperparameters                                  |
| $\sum$       | Covariance                                       |
| $\nu$        | Average value                                    |
| $H_v(t)$     | Public opinion trend heat function               |
| $\delta$     | Two-point slope                                   |
| $\omega$     | Interpolation node                               |
| $\mu$        | Error remainder                                  |
| $\Phi(x)$    | The largest derivative of the function           |
| $d_0$        | Initial data volume                              |
| $d_n$        | Interpolation data volume                        |
| $\sigma^2$   | Error range                                      |
| $H^*(t)$     | Two-point slope                                   |
| $h_i(t)$     | Lagrange interpolation polynomial coefficients   |
| $\lambda$    | Critical section evaluates given range value     |
| $[t_p,t_q]$  | Early warning critical interval                  |

To describe the multiple attributes and laws governing the propagation of public opinion, an RVM model is adopted to obtain a heat degree that can represent the trend of public opinion. A logistic model then uses the synthesized heat degree to predict the trends of Internet public opinion events. The proposed hybrid RVM-L model is shown in Figure 3.

Three public opinion factors, namely, the number of likes $h_{s,t}$, the number of comments $h_{c,t}$, and the number of forwards $h_{f,t}$, are adopted in the model. Taking these factors as the input vector $x$ and the synthesized hotness value results as the target vector $H_v$, the RVM model is used to fit a synthesized hotness value for multiple public opinion factors. The relationship between these three factors and the synthesized heat degree $H_v$ can be expressed as:

$$H_v = \Phi(x)\omega + \varepsilon$$

where $\omega$ is a set of weight coefficients expressing the degrees to which the different factors contribute to the heat degree, $\omega = (\omega_1, \omega_2, \omega_3)^T$; $\Phi(x) = [1, K(x,x_1), K(x,x_2)]$ maps the nonlinear sequence of samples to a higher-dimensional feature space, in which the samples form a linear sequence; and $K(x,x_i)$ is the Gaussian kernel function of RVM. Then, the relationship between each sample and the corresponding weight coefficients $\omega$ can be expressed as:

$$p(\omega|A) = \prod_{i=0}^{N} N(\alpha_i|0, \tau_i^{-1})$$

where $A$ is a diagonal matrix containing all hyperparameters $\alpha$. The noise vector $\varepsilon$ obeys a zero-mean Gaussian distribution with a variance of $\sigma^2$. Then, once the dependency between the input vector and the target vector has been determined, the maximum likelihood estimate of the data can be obtained as:

$$P(\{t_{n,0}, \omega, \sigma^2\}) = \prod_{n=1}^{N} N(t_{n}|\Phi(x_n)\omega_n, \sigma^2)$$

According to formulas (2) and (3), the posterior stepwise probability of the weight coefficient vector $\omega$ can be obtained as:

$$p(\omega|t_{n,0}, \sigma^2, A) = N(\omega|\mu, \sum)$$
where the covariance is \( \sum = (A + \sigma^{-2} \Phi \Phi^T)^{-1} \) and the average value is \( \sum = (A + \sigma^{-2} \Phi \Phi^T)^{-1} \).

The probability distribution \( p(t, A, \sigma^2) \) of the target vector can be obtained by solving the prior distribution and the posterior distribution, and the unknown parameters \( a \) and \( \sigma^2 \) can be solved for using the method of fast marginal likelihood maximization. In this way, when a new input vector becomes available, the output target vector can be obtained, and the synthesized hotness value point pair \((t, h)\) can be generated through multifactor fitting with the RVM model.

In the data analysis center, a logistic model is applied to the synthesized heat degree data \((t, h)\) to predict the trends of Internet public opinion events. We obtain:

\[
H^*(t) = \frac{S}{1 + ae^{-at}}
\]

where the public opinion popularity function \( H^*(t) \) has a time-varying value, \( S \) is the saturation value of public opinion, and \( w \) represents the growth rate of the public opinion trend. Logistic models are often used to solve multiclassification problems, and a logistic function is also a useful way to express a saturated variable.

**Lagrangian interpolation optimization**

An RVM-L model can generate a fitted public opinion curve that is well consistent with the real public opinion trend. However, in real applications, the small samples associated with bursty events tend to result in errors in peak values. As a result, the peak value will often be too low or too high to trigger the early warning mechanism. To overcome the prediction error for small samples, Lagrangian interpolation is adopted to improve the prediction performance of the RVM-L model.

For data \( y_i \) to be fitted, the heat degree function of the first predicted value is \( H^* \). Suppose that the real public opinion heat degree function is \( H_t \), which can be obtained in accordance with the best uniform polynomial approximation. There is a closed interval \([c, d]\) in the forecast time series such that \( H_t \in C[c, d] \). Then, there is a polynomial \( P_n(t) \) such that the error satisfies the following condition:

\[
\|H_t - P_n(t)\|_\infty = \max_{t \in [c,d]} |H_t(P_n(t))| = \min_{t \in C[c, d]} |H_t - P_n(t)|
\]

The best uniform polynomial approximation is obtained when the above condition is met, and accordingly, approximate values of the original data points that do not lie in the interval \([c, d]\) can be obtained. Therefore, this approximation can be used as a supplement to the historical data for subsequent simulation using the logistic model.

In the interval \([c, d]\), let \( t = \frac{c + d}{2} + \frac{d - c}{2}\cdot x, \ x \in [-1, 1] \). According to the definition of the Chebyshev polynomials, the interpolation time \( t_i \) can be expressed as:

\[
t_i = \frac{c + d}{2} + \frac{d - c}{2} \cdot \cos\left(\frac{2k + 1}{2n + 2} \pi\right).
\]

The determination of the degree \( n \) of the polynomial corresponding to the best uniform approximation is related to the error (remainder) between the original function and the approximate polynomial. And the remainder term \( R_{n}(t) \) is:

\[
R_{n}(t) = \frac{y^{(n+1)}(\theta)}{(n+1)!} (d - c)^{n+1} \frac{T_{n+1}(t)}{2^n + 1}
\]

where \( y^{(n+1)}(\theta) \) is the maximum value of the derivative of the function. The logistic model fits an S-shaped curve, such that the model finds the second and third partial derivatives of \( t \) to identify the point where the rate of trend increase of the curve starts to rise, the point where the rate of trend increase is maximal, and the point where the rate of trend increase starts to slow down. Therefore, the following three situations are considered:

1. If the number \( d_{\text{in}} + d_{\text{d}} \) of inserted points is fewer than the number of points to reach the maximum growth rate, the value of \( \theta \) in \( y^{(n+1)}(\theta) \) is the same as the value at the right end of the interval \([c, d]\).
Given the historical data set \( \{x_i, y_i\} \), an interpolation point \( t_i \), and the last data point \( (x_d, y_d) \), we can obtain the value \( y_i \) of the next point to be inserted:

\[ y_{\text{next}} = k(x_i - x_d) + y_d \]

where \( k \) is the slope. It can be seen that the interpolation interval is closely related to the key points corresponding to changes in the trend of public opinion. To calculate the value at the next insertion point, the following two cases are considered:

1. When \( d_i > t_0 \), \( t = x_d \), we have:
   \[ k = \frac{y_{\text{next}} - y_d}{x_d - x_i} \]  

2. When \( d_i < t_0 \), the amount of data is very small, and the slope of the curve predicted by the logistic model will be much greater than the true value. To solve this problem, the interval is moved backward by one interval, and the slope \( k \) at each point is obtained from the historical data interval. That is, \( t = (x_d - d + c) \) is substituted into the first derivative of the predicted curve, and we obtain:
   \[ k = \frac{y_{\text{next}} - y_d}{x_d - x_i} \]  

Then, we can determine the degree \( n \) of the polynomial and the interpolation node \( (t, y) \). In the interpolation interval \([c, d]\), the interpolation polynomial can be obtained in accordance with the Lagrange interpolation theorem as follows:

\[ L_n(t) = \sum_{i=0}^{n} l_i(t)y_i \]

where:

\[ l_i(t) = \frac{\prod_{j=0}^{n} (t - t_j)}{\prod_{j=0}^{n} (t_i - t_j)} \]

**Critical interval for early warning**

Once the forecast trend of public opinion has been obtained, it is necessary to analyze it to solve for the key points where the public opinion trend changes. However, when the trend is changing dynamically, using static points as warning points will lead to errors in warning behavior. Therefore, the concept of an early warning point is extended to the concept of an early warning critical interval to adapt to dynamic changes in public opinion trends and achieve more accurate warning results.

Definition 3: For a known key point \( t \), given a value \( \gamma > 0 \), let the heat degree \( H^*(t) \) at the key point satisfy \( |H^*(t)| \leq \gamma \); then, the interval \([t_p, t_q] \]

\[ f'' = \frac{\text{Saw} \cdot e^{-\gamma t} (ae^{-\gamma t} - 1)}{(1 + ae^{-\gamma t})^3} \]  

\[ f' = \frac{\text{Saw} \cdot e^{-\gamma t} (3a - 2ae^{-\gamma t} + 1)}{(1 + ae^{-\gamma t})^3} \]

By setting \( f'' = 0 \) and \( f' = 0 \), we can obtain the three key points of the original curve, \((t_0, H_0), (t_1, H_1), \) and \((t_2, H_2)\), where \( t_0 \) is the point at which the growth rate of the curve just starts to accelerate, \( t_2 \) is the point at which the growth rate of the curve just starts to slow down, and \( t_1 \) is the point with the maximum slope. The classification of early warning levels is shown in Table 2.
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3. Experimental results and analysis

3.1. Experimental setup

Sina Weibo is a very popular application in China that is used by 300 million users monthly. In experiments, public opinion event data were collected from Sina Weibo to verify the effectiveness of the proposed scheme in terms of the correlation coefficient (R-square) and root mean square error (RMSE). Two data sets were used in the experiments, as shown in Table 3 and Table 4.

In the experiments, we consider two burst events which attract a large number of users. As shown in Tables 3 and 4, the People’s Daily review on Qiu Chen includes 102 data sets, which is on the stage of early public opinion. And Wuhan Lockdown Incident is on the stage of midterm public opinion. The numbers of forwards, comments and likes are presented as shown in Table 4. We can see the burst events get more than 500000 likes in several hours, which indicates the events vary very quickly in short term.

The following scenarios are considered in the experiments: (1) multivariate attribute prediction analysis to verify the relationship between the heat degree and multiple factors; (2) the performance comparisons of the proposed model, the approximate sparse multinomial logistic (ASML) scheme [29], and the Prophet-L scheme [30] in cases of multiple factors and small data; (3) verification of the intervention performance in the critical interval for early warning.

3.2. Multivariate attributes prediction analysis

To analyze the effects of multiple factors on public opinion, the metrics of the numbers of forwards, comments, and likes in relation to the Wuhan lockdown incident are used. The heat degree of each factor over time is shown in Figure 6.

In Figure 6, the heat degrees for the three factors of the numbers of forwards (Hot-f), comments (Hot-c), and likes (Hot-l) are presented. The maximum number of likes is 562,200, and the maximum number of comments is 23,880. The value for likes shows a marked increase over time. Therefore, it is obvious that there are large deviations among the various factors, suggesting that is unsuitable to use a single factor to predict the trend of variation.

To accurately describe this short-term bursty event, a synthesized heat degree is provided by the RVM-L model, and the results are shown in Figure 7.

As shown in Figure 7, the value of the synthesized heat degree matches the real curve very well; the fitted value floats around the real value, with an error between them of less than 6%. The reason is that the RVM maps the nonlinear multifactor relationship to a higher-dimensional space to find the internal relationships among the multiple factors. Hence, the synthesized heat degree, which conforms well to the real trend, is an effective metric for predicting the trends of variation of short-term outbreak events.

The synthesized heat degree data are then input into the logistic model for trend prediction. The predicted heat degree values obtained with multiple factors and a single factor are shown in Figure 8.

As shown in Figure 8, for the single factor-based scheme, the peak value of the heat degree is 186200, while the real public opinion peak value is 6.191 million. Thus, the value forecast using only a single factor is far lower than that of the real public opinion curve. The reason is that the overall popularity of a public opinion event is affected by multiple factors. Even though the single factor used (the number of likes) has the largest value among the various factors, it can be observed that there is still a large difference from the true public opinion value. Hence, a single factor can only partially describe the evolution of popularity in the
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3. Experimental results and analysis

| Parameter Event | Amount | Duration | Event status         |
|-----------------|--------|----------|----------------------|
| People’s Daily review on Qiu Chen | 102 sets of data | 8.5 hours | Early public opinion |
| Wuhan Lockdown Incident | 108 sets of data | 9 hours | Mid-term public opinion |

| Table 3 Data sets in the experiments |
|-------------------------------------|
| Event Parameter | Amount | Duration | Event status         |
|-----------------|--------|----------|----------------------|
| Wuhan Lockdown Incident | 108 sets of data | 9 hours | Mid-term public opinion |
| People’s Daily review on Qiu Chen | 102 sets of data | 8.5 hours | Early public opinion |

| Table 4 Descriptions on the data sets |
|-------------------------------------|
| Event Parameter | Time | The number of forwards | The number of comments | The number of likes | The value of synthesized index | The number of derived topics |
|-----------------|------|------------------------|------------------------|-------------------|-------------------------------|-----------------------------|
| Wuhan Lockdown Incident | 2021.01.23 7:00am-16:00am | 9016 | 30287 | 540731 | 6128481 | 45 |
| People’s Daily review on Qiu Chen | 2021.03.16 18:00pm-23:30am | 8132 | 20751 | 553538 | 4048247 | 17 |

![Table 2 Warning rating scale](image)
context of public opinion.

For the results obtained with synthesized multifactor heat degrees for 30 and 15 data sets, the model can predict results that are close to the real trend. The R-squares for 30 data sets and 15 data sets are 0.9973 and 0.9905, respectively, indicating that the model can still achieve high predictive performance when the amount of data is small. However, it can be seen from Figure 8 that when the peak of the predicted trend is compared with the true trend, there is still a gap between the predicted and true values.

3.3. RVM-L model performance analysis

To decrease the peak error caused by a small amount of data, the Lagrangian interpolation method is adopted to optimize the predictions of the proposed RVM-L model. In this regard, data from the Wuhan lockdown incident are used to verify the effectiveness of the proposed scheme. The error range is $V_e=10000$, and the number of terms in the interpolation polynomial is 5. The performance of the proposed RVM-L model is compared with that of the ASML scheme [29], the Prophet-L scheme [30], and the performance of the RVM-L model is also evaluated both with and without Lagrangian interpolation (lags-RVM-L and RVM-L, respectively). In addition, the point pairs (PPF) of the interpolation are presented. Interpolation is performed on the intervals [375, 400] and [400, 425].

The prediction results of the different schemes with 5 data sets and 10 data sets are shown in Figures 9 and 10, respectively, where the interpolations are performed on the intervals of [375, 400] and [400, 425], respectively. When there are only 15 sets of historical data, the corrected peak value with the lags-RVM-L model changes from 5.652 million to 5.838 million, reducing the error by approximately 3%, as seen in Figure 9. Compared to the first corrected prediction curve, the peak value in Figure 10 is closer to the true value, and its peak error is reduced by approximately 8%. Overall, the errors between the interpolated predicted values and the true values range from 1% to 6%. As shown in Figures 9 and 10, it is obvious that the interpolated predicted values are within a reasonable range of the real trend. The results also show that the proposed lags-RVM-L model can provide effective supplementary data to improve the credibility of the results. Moreover, as the amount of data increases, overfitting of the predicted values can be avoided.

The results of Figures 9 and 10 also show that the prediction effect of the RVM-L model is better than those of ASML and Prophet-L. This is due to the synthesized multifactor fitting of the RVM-L model, which reduces the error by approximately 6%. Moreover, the RVM-L results are relatively stable and conducive to trend prediction. For the ASML scheme, the fitting error is between 2% and 10%, and the fluctuations are larger when multiple factors are considered. For the Prophet-L scheme, the peak error is about 12% to 16%, the prediction ability of the model is reduced due to the insufficient data.

The RMSEs of the different schemes with 5 interpolation data sets and 10 interpolation data sets for the Wuhan lockdown event are shown in Figures 11 and 12, respectively. These results show that the RMSEs of the RVM-L and lags-RVM-L models are both lower than those of ASML and Prophet-L when public opinion is still developing and the amount of data available is insufficient, and the predicted values from the RVM-L and lags-RVM-L models are closer to the true values. For the proposed lags-RVM-L model, it is clear that the degree of dispersion between the predicted and true values is reduced by a factor of 0.5 in the case of a small amount of data.

To further verify the effectiveness of the proposed model, the prediction results of the different schemes with 5 interpolation data sets and 10 interpolation data sets for the Qiu Chen event are shown in Figures 13 and 14, respectively, where the interpolations are performed on the intervals of [135, 160] and [160, 185], respectively.

It can be seen from Figures 13 and 14 that when there are only 15 historical public opinion data sets, for the RVM-L model, the predicted trend is opposite to the real public opinion trend. However, the lags-RVM-L model can effectively forecast the trend, with errors between
the interpolated predicted values and the true values of between 1% and 6%. However, there is still an error between the predicted peak and the true peak. This is due to insufficient data collection in the early stage of public opinion development.

Figure 14 shows the results of prediction interpolation on the interval [160, 185] based on the first interpolation. The predicted trend is close to the real trend. Compared with the original predicted curve, with the first interpolation, the peak error with respect to the real trend is reduced by approximately 13%, and the error between the interpolated points in the partially enlarged graph and the real data ranges between 2% and 3%. Adding effective predicted data can improve the regularity of the historical data to enhance the model’s ability to predict future trends. After the interpolation of both intervals, the error between the predicted and true peak values is reduced to approximately 2%.

The RMSEs of the different schemes with 5 interpolation data sets and 10 interpolation data sets for the Qiu Chen event are shown in Figures 15 and 16, respectively.

Compared with the first data set in Figure 15, the second data set corresponds to the early stage data of public opinion development, and it is more difficult to predict trends when the amount of data is
insufficient. Figure 15 shows that in the initial stage of public opinion development, the RMSE of the RVM-L model is increasing, and the degree of dispersion between the predicted and true values is also increasing. In contrast, ASML and Prophet-L have lower errors between the predicted values and the true values, and the degree of dispersion markedly decreases with the proposed lagrs-RVM-L model. As shown in Figure 16, the degree of dispersion between the values predicted by each model and the true values increases over time, and compared with the values predicted by the RVM-L, ASML and Prophet-L models, the degree of dispersion of the lagrs-RVM-L results is reduced by 17.2%, 23.4% and 35.3%, respectively. These results further show the effectiveness of the interpolation method adopted in the proposed lagrs-RVM-L model.

3.4. Critical interval analysis

15 data sets from the Wuhan lockdown event are used to analyze the critical intervals for early warning. The key points found with different schemes are shown in Table 5.

As shown in Table 5, the key points vary slightly with event development, and they are all consistent with the trend changes of the original curve. Considering the nature of short-term emergencies under real circumstances, i.e., the rapid outbreak of public opinion and the small amount of data initially available, the concept of a critical interval is introduced to increase the prediction reliability for early warning regarding public opinion events. The critical intervals for this event are shown in Table 6.

From Table 6, we can obtain a low-level critical early warning interval \( t_0 \in [264, 286] \) and a high-level critical interval \( t_1 \in [305, 340] \). Under the assumption that only one intervention will be performed in each early warning interval, the effects of early warning and intervention in different intervals are shown in Figures 17 and 18. The key points of public opinion trend development with the implementation of early warning and intervention are shown in Table 7 and Table 8. The comparisons between the trend peaks with warning and intervention in different intervals and at different boundaries are calculated based on when the growth rate of the original curve begins to slow down (t is 380).

As shown in Figures 18 and 19, the trends of public opinion after warning and intervention in early warning intervals of different levels are different, and the corresponding trends for intervention at different boundaries of warning intervals of the same level are also different. With early warning and intervention at the left boundary of the low-level critical interval, the peak value is decreased by 90% compared with the original public opinion curve, and with early warning and intervention at the right boundary, the peak value is reduced by 63%. These results also demonstrate the effectiveness of the proposed early warning and intervention mechanism based on critical intervals, which can greatly reduce the hotness value of an incident. From Table 8, we can see that with early warning and intervention at the left and right interval bounds, the peak values are decreased by 52% and 16%, respectively. The results indicate that with early warning and intervention, the peak values at the three key points will decrease, the trend will be flattened, and the explosive growth of public opinion can be brought under control.

3.5. COVID-19 predictive analysis

To evaluate the performance of the proposed scheme for long-term events, a daily COVID-19-related data set from January 24 to March 30 released by the Chinese Center for Disease Control and Prevention [41] is used for analysis. The prediction results of the RVM-L, lagrs-RVM-L, ASML [29] and Prophet-L [30] models under different intervention strategies are presented.

As shown in Figure 20, the real cumulative cases showed a sharp rise on the 19th day, with the number of infections increasing from 2015 to 15,152. The occurrence of such abnormal points obviously affects the prediction accuracy of all models. Since the amount of data is very small and the infectious disease is unknown, the predicted values are considerably lower than the actual number. The errors between the actual peak value and the predicted peak values of the RVM-L and ASML models are 28% and 26%, respectively. The errors of the Prophet-L model and the proposed lagrs-RVM-L model are 3% and 7%, respectively. The Prophet-L model performed better in the prediction of the
fitting of a single variable. However, with the number of variables increasing, the ability to predict the trend will degrade. The interpolation scheme provides more accurate supplementary data to enable the model to more effectively deal with abnormal points, enhance the prediction closer to the real value.

Table 9 shows the critical intervals of the key points with the proposed lagrs-RVM-L model. According to the proposed scheme, the outbreak interval is \([16, 20]\), which means that from February 8 to February 12, the cumulative number of cases is expected to rise sharply, becoming an outbreak event. Similarly, in the interval \([40, 45]\), that is, March 3 to March 7, the number of cases is expected to gradually become stable. According to the official data, the cumulative number of confirmed cases actually increased from 44,653 to 59,804 from February 11 to February 12, corresponding to the fastest growth period of the outbreak, and the number of new infected cases remained constant starting on March 6. These results demonstrate that the predicted critical intervals are consistent with the actual case.

The performance of early warning and intervention is shown in Figure 21 and Table 10.

From Figure 21, we can see the actual outbreak curve with interventions such as quarantine, rescue, and lockdown in China. Without interventions, the trend of infected cases would have been steeper, with the number of cases increasing exponentially to a maximum value of nearly 100000. In the later stage of the outbreak, the Chinese government adopted normalized measures of prevention and control. If these measures were to be relaxed, a later rebound phenomenon could be expected, with a sharp rise to a new peak. From Table 10, it can be seen that if normalized prevention and control measures had not been adopted in the later stage, the duration of the outbreak would have been extended, with a peak value close to 150000. Therefore, China’s normalized prevention and control policy is a necessary and effective strategy.
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4. Conclusions

To accurately predict Internet public opinion trends, an early warning scheme is proposed that comprehensively considers the propagation laws of multiple attributes of Internet public opinion and the dynamic characteristics of COVID-19-related events. A hybrid RVM-L model is proposed to predict public opinion based on multiple factors, and Lagrangian interpolation is adopted to solve the sparse data problem. The metric of critical interval is introduced to reasonably expand the range for early warning and improve the forecasting accuracy. Detailed experimental results show the effectiveness of the proposed RVM-L model for multifactor public opinion prediction as well as its ability to capture predicted trends based on sparse data.
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