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Abstract
Mendelian randomization (MR) is a powerful method that uses genetic variants as instrumental variables (IVs) to infer the causal effect of a modifiable exposure on an outcome. Although recent years have seen many extensions of basic MR methods to be robust to certain violations of assumptions, few methods were proposed to infer bi-directional causal relationships, especially for phenotypes with limited biological understandings. The presence of horizontal pleiotropy adds another layer of complexity. In this article, we show that assumptions for common MR methods are often impossible or too stringent in the existence of bi-directional relationships. We then propose a new focusing framework for testing bi-directional causal effects between two traits with possibly pleiotropic genetic variants. Our proposal can be coupled with many state-of-art MR methods. We provide theoretical guarantees on the Type I error and power of the proposed methods. We demonstrate the robustness of the proposed methods using several simulated and real datasets.
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1 Introduction

Mendelian randomization (MR) leverages genetic variation to infer the causal effect of a modifiable exposure on an outcome in the presence of unmeasured confounding (Davey Smith and Ebrahim, 2003; Sanderson et al., 2022). Because of the increasing availability of genetic data and a growing set of statistical methods, the number and range of MR studies have expanded rapidly in the past decade (Markozannes et al., 2022). When performed rigorously, MR studies can provide important insights into the pathogenic mechanism of diseases (Holmes et al., 2017; Pingault et al., 2018; Adam, 2019).

Most existing MR studies assume a putative one-directional causal relationship between two traits. However, this assumption can be restrictive in some practical scenarios. First, a bi-directional causal relationship may exist in many applications (Davey Smith and Hemani, 2014). For instance, Carreras-Torres et al. (2018) finds evidence that smoking reduces BMI and higher BMI increases the risk of smoking; Carrasquilla et al. (2021) finds that long sedentary time can increase BMI and higher BMI can increase the sedentary time. Furthermore, even if a one-directional causal relationship is plausible, the causal direction between two traits can be unknown a priori. Hence, a model accounting for bi-directional causal effects is needed to infer the causal directions between a pair of traits.

Learning bi-directional causal relationships has two major challenges. First, the statistical essence of MR is using genetic variants (Single Nucleotide Polymorphisms, shorthanded as SNPs) that are associated with the exposure but have no direct effect on the outcome as instrumental variables (IVs). However, in presence of a bi-directional casual relationship, it can be difficult to distinguish between a SNP having its primary influence on the exposure or the outcome, because SNPs appearing to be associated with the exposure can have their primary influence on either variable (Davey Smith and Hemani, 2014). To avoid this limitation, it is recommended by Davey Smith and Hemani (2014) to utilize SNPs with known functionality, which unfortunately is not always feasible for many traits of interest. The second challenge is the horizontal pleiotropy (Verbanck et al., 2018), which occurs when SNPs influence the outcome through pathways other than the given exposure. This violates one of the valid IV assumptions, the exclusion restriction condition, which requires that the SNPs affect the outcome exclusively through the exposure (Burgess et al., 2015). Although many statistical methods have been developed recently to weaken the exclusion restriction condition, few methods allow for the existence of a bi-directional causal
relationship.

1.1 Prior works

Inferring bi-directional causal relationships between two traits has received increased attention in various applications recently. The common practice is to conduct an MR analysis for each direction, but it lacks statistical guarantees and, according to our results in Section 2, can be questionable if SNPs used for two directions are not selected carefully. For these reasons, a recent primer by Sanderson et al. (2022) cautions against this practice. Richmond et al. (2017) considers estimating the bi-directional relationship between insulin and increased adiposity by using two independent sets of SNPs with well-understood functionality as two sets of valid IVs, one for each trait, and performing MR analyses in both directions. However, the validity of this method is not proved and, as the authors commented, it can be hard in practice to find two independent sets of valid IVs. Darrous et al. (2021) proposes a latent heritable confounder MR method assuming a hierarchical prior on the true parameters to estimate the bi-directional causal effects for two traits, but the method is sensitive to prior misspecification and computationally unstable. Assuming the causal effect is only one-directional, Hemani et al. (2017) proposes a Steiger’s test with a single valid IV to infer the causal direction, which is later extended by Xue and Pan (2020) to allow for multiple valid IVs and horizontal pleiotropy.

Much progress has been made to deal with horizontal pleiotropy when assuming the causal effect is one-directional, which mostly falls into two categories. The first category assumes that pleiotropy only involves a small proportion of SNPs. For example, Han (2008), Bowden et al. (2016), Kang et al. (2016), and Windmeijer et al. (2019) assume that at least 50% of the IVs are valid. Hartwig et al. (2017), Guo et al. (2018a), Windmeijer et al. (2021), and Guo (2021) impose the plurality rule, or the zero-mode assumption, which assumes that the number of valid IVs is larger than any number of invalid IVs with the same ratio estimator limit. The second category imposes some structure on the pleiotropic effects. Along this line, Bowden et al. (2015) and Kolesár et al. (2015) propose the InSIDE assumption, i.e., the SNPs’ pleiotropic effects on the outcome are uncorrelated with their effects on the exposure. Zhao et al. (2019, 2020) and Ye et al. (2021b) additionally assume that the pleiotropic effects have zero mean, which is known as balanced horizontal pleiotropy. Some other methods include Tchetgen Tchetgen et al. (2021); Ye et al. (2021a); Sun et al. (2021); Qi and Chatterjee (2019), and Morrison et al. (2020). In contrast, in the presence of bi-directional relationships, few works have formally studied how to deal
with pleiotropic effects except for Darrous et al. (2021).

### 1.2 Our contributions

Our contributions are two-folded. First, we formally evaluate common identifiability assumptions in MR under a bi-directional causal model. We show that existing identification conditions on the proportion of invalid IVs, such as the valid rule, majority rule, and plurality rule, cannot hold for both directions simultaneously. The InSIDE assumption and balanced horizontal pleiotropy assumption hold only under a peculiar scenario and lacks scientific underpinning under bi-directional relationships. These facts caution the attempt to directly apply state-of-art one-directional MR methods to both directions.

Second, we propose a new focusing framework for inferring bi-directional causal effects between two traits with possibly invalid IVs. Our proposal consists of two steps. Under the null hypothesis that one trait has no effect on the other trait, we develop a strategy to select valid IVs for this causal direction. We term the set of selected variants as the “focused set”. Then we test the null hypothesis by applying a one-directional MR method using variants in the focused set with appropriate adjustment for post-selection. As such, many state-of-art MR methods can be coupled with the focusing framework. We apply these two steps for both directions. In Section 3, we prove the Type I error control of the proposed focused testing methods and establish their power performance.

We apply the proposed focusing framework coupled with the inverse-variance weighted estimator and median estimator to interrogate the pairwise causal relationship among 5 phenotypes. Among the 10 pairs of traits considered, our proposed methods detected four one-directional plus one bi-directional causal effects that are supported by the literature. In contrast, conducting MR analyses for both directions (using either the inverse-variance weighted or MR-Median estimator), each using variants strongly associated with the putative exposure, leads to many implausible discoveries.

### 1.3 Organization

The rest of the paper is organized as follows. Section 2 introduces notation and assumptions, and evaluate common MR assumptions under a bi-directional causal model. Section 3 proposes our focusing framework and establishes the statistical properties. Results from simulations and real applications are presented in Section 4 and 5 respectively. We conclude with a summary and discussion in Section 6. Technical proofs and further numerical results are in the supplementary.
2 Identification in Bi-directional Causal Models

In this section, we introduce the bi-directional causal model. Then we define the valid and invalid IVs and show how they affect the identification of causal effects. We also evaluate the validity of some commonly-imposed IV assumptions in existence of bi-directional causal relationships.

2.1 Bi-directional causal models

Let \( \mathbf{Z} \in \mathbb{R}^p \) be a column vector of \( p \) SNPs, which are possibly invalid IVs, and \( D \in \mathbb{R} \) and \( Y \in \mathbb{R} \) a pair of phenotypes. We start with the following structural equations:

\[
\begin{aligned}
Y &= \mu_Y + D\beta_{D \rightarrow Y} + \mathbf{Z}^T \pi_Y + u_Y, \quad \mathbb{E}[u_Y|\mathbf{Z}] = 0 \\
D &= \mu_D + Y\beta_{Y \rightarrow D} + \mathbf{Z}^T \pi_D + u_D, \quad \mathbb{E}[u_D|\mathbf{Z}] = 0,
\end{aligned}
\]

where \( \mu_Y \) and \( \mu_D \) are the intercepts, \( \beta_{D \rightarrow Y} \) is the causal effect of \( D \) on \( Y \) and \( \beta_{Y \rightarrow D} \) is the causal effect of \( Y \) on \( D \), \( \pi_Y = (\pi_{Y,1}, \ldots, \pi_{Y,p})^T \) and \( \pi_D = (\pi_{D,1}, \ldots, \pi_{D,p})^T \) respectively denote the direct effects of SNPs \( \mathbf{Z} \) on \( Y \) and \( D \), and \( u_Y, u_D \) are errors that are correlated due to the unmeasured confounders \( U \). The structural equations in (1) describe the bi-directional causal relationship in its equilibrium state. Models of this kind are termed simultaneous equation models in econometrics (Hausman, 1983). If \( \beta_{Y \rightarrow D} = 0 \), then equations in (1) reduce to the commonly-assumed one-directional structural equations with the exposure \( D \) and outcome \( Y \).

Let \( \mathbf{B} = \begin{pmatrix} 1 & -\beta_{Y \rightarrow D} \\ -\beta_{D \rightarrow Y} & 1 \end{pmatrix} \). Following Hausman (1983), we assume that \( \mathbf{B} \) is a non-singular matrix, i.e., \( \beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1 \). Then it is easy to derive

\[
(Y, D) = (\mu_Y, \mu_D) \mathbf{B}^{-1} + \mathbf{Z}^T \begin{pmatrix} \pi_Y & \pi_D \end{pmatrix} \mathbf{B}^{-1} + (u_Y, u_D) \mathbf{B}^{-1},
\]

which gives the following reduced-form equations for the phenotypes

\[
\mathbb{E}[Y|\mathbf{Z} = z] = \tilde{\mu}_Y + z^T \gamma_Y \quad \text{and} \quad \mathbb{E}[D|\mathbf{Z} = z] = \tilde{\mu}_D + z^T \gamma_D, \quad \text{where}
\]

\[
\gamma_Y = \frac{\pi_Y + \pi_D \beta_{D \rightarrow Y}}{1 - \beta_{D \rightarrow Y} \beta_{Y \rightarrow D}} \quad \text{and} \quad \gamma_D = \frac{\pi_D + \pi_Y \beta_{Y \rightarrow D}}{1 - \beta_{D \rightarrow Y} \beta_{Y \rightarrow D}},
\]

and \((\tilde{\mu}_Y, \tilde{\mu}_D) = (\mu_Y, \mu_D) \mathbf{B}^{-1}\) are the intercepts in the reduced-form equations. Notice that \( \gamma_Y = \)
(γ₁,...,γₚ)T and γ_D = (γ_D,1,...,γ_D,p)T, both linear combinations of (π_D,π_Y), are identifiable as long as \( \mathbb{E}[ZZ^T] \) is positive definite. However, without further conditions, the causal effects \( β_Y→D \) and \( β_D→Y \) are not identifiable because there are \( 2p+2 \) unknown parameters but only \( 2p \) constraints in (4).

### 2.2 Three types of IVs in the bi-directional models

As illustrated in Figure 1, we classify all the SNPs into three categories: (a) null IV: both \( π_{D,j} \) and \( π_{Y,j} \) are zero; (b) valid IV for one direction: one and only one of \( π_{D,j} \) and \( π_{Y,j} \) are nonzero; (c) pleiotropic IV: both \( π_{D,j} \) and \( π_{Y,j} \) are nonzero. Our definition of valid IVs agrees with the conventional definition. Specifically, a valid IV for identifying \( β_D→Y \) is usually defined as having \( γ_D,j \neq 0, π_{Y,j} = 0 \) in the literature, which according to (4) is equivalent to our definition that \( π_{D,j} \neq 0, π_{Y,j} = 0 \). Let \( V_{null} = \{j : π_{D,j} = π_{Y,j} = 0\} \) denote the set of null IVs, \( V_{D→Y} = \{j : π_{D,j} \neq 0, π_{Y,j} = 0\} \) the set of valid IVs for identifying \( β_D→Y \), \( V_{Y→D} = \{j : π_{Y,j} \neq 0, π_{D,j} = 0\} \) the set of valid IVs for identifying \( β_Y→D \), and \( V_{pl} = \{j : π_{D,j} \neq 0, π_{Y,j} \neq 0\} \) the set of pleiotropic IVs. These four sets \( V_{null}, V_{D→Y}, V_{Y→D}, \) and \( V_{pl} \) provide a mutually exclusive and exhaustive partition of the set of candidate IVs. We also define the set of invalid IVs for direction \( D→Y \) as \( V_{D→Y}^c \), which includes null IVs, pleiotropic IVs, and valid IVs for the other direction.

By (4), the null IVs have \( γ_D,j = γ_Y,j = 0 \). Non-identification with null IVs is trivial. As explained above, causal effects are also not identifiable based on the pleiotropic IVs because there are more parameters than the identification constraints. We now look into the one-directional valid IVs, i.e., those in \( V_{D→Y} \) or \( V_{Y→D} \), which play a key role in causal effect identification.
Lemma 1. Suppose that $\beta_{D \rightarrow Y} \neq 1$ and (4) holds. For $j \in V_{D \rightarrow Y}$, 
\[
\gamma_{D,j} = \frac{\pi_{D,j}}{1 - \beta_{D \rightarrow Y} \beta_{Y \rightarrow D}} \quad \text{and} \quad \gamma_{Y,j} = \frac{\pi_{D,j} \beta_{D \rightarrow Y}}{1 - \beta_{D \rightarrow Y} \beta_{Y \rightarrow D}}. 
\] 
For $j \in V_{Y \rightarrow D}$, 
\[
\gamma_{D,j} = \frac{\pi_{Y,j} \beta_{Y \rightarrow D}}{1 - \beta_{D \rightarrow Y} \beta_{Y \rightarrow D}} \quad \text{and} \quad \gamma_{Y,j} = \frac{\pi_{Y,j}}{1 - \beta_{D \rightarrow Y} \beta_{Y \rightarrow D}}. 
\] 
As a consequence, \( \{\gamma_{Y,j}/\gamma_{D,j}\}_{j \in V_{D \rightarrow Y}} = \beta_{D \rightarrow Y} \) and \( \{\gamma_{D,j}/\gamma_{Y,j}\}_{j \in V_{Y \rightarrow D}} \) identify $\beta_{Y \rightarrow D}$ and $\beta_{D \rightarrow Y}$, respectively. Hence, knowing at least one valid IV for each direction is sufficient for identifying the pair of causal effects.

If $V_{Y \rightarrow D}$ and $V_{D \rightarrow Y}$ are unknown, bi-directional causal relationship can result in identifiability issues. This is because the ratios \( \{\gamma_{Y,j}/\gamma_{D,j}\}_{j \in V_{D \rightarrow Y}} \) can have two modes: $\beta_{D \rightarrow Y}$ from $V_{Y \rightarrow D}$ and $1/\beta_{Y \rightarrow D}$ from $V_{D \rightarrow Y}$, when $\beta_{Y \rightarrow D} \neq 0$ and $\beta_{D \rightarrow Y} \neq 1/\beta_{Y \rightarrow D}$. This fact reveals that valid IVs for one direction are invalid IVs for the other direction. Hence, the issue of invalid IVs is naturally embedded in bi-directional causal models, even in the absence of pleiotropic IVs.

In addition, it is hard to distinguish between $V_{D \rightarrow Y}$ and $V_{Y \rightarrow D}$ in a data-driven way without prior knowledge. If in the absence of reverse causation, i.e., $\beta_{Y \rightarrow D} = 0$, the IVs in $V_{Y \rightarrow D}$ are not associated with $D$ according to (4) and thus can be easily removed based on the estimates of $\gamma_{D,j}$'s. With a bi-directional causal relationship, the IVs in $V_{Y \rightarrow D}$ are associated with both $D$ and $Y$ as induced by the reverse causal effect; same for the IVs in $V_{D \rightarrow Y}$. This causes intrinsic difficulties in identifying bi-directional causal effects when we have little understanding of the SNPs’ biological effects (Davey Smith and Hemani, 2014), as formalized in Lemma 2 below.

Lemma 2. Suppose that $\beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1$ and (4) holds. Given \( \{\gamma_{D}, \gamma_{Y}\}_{j \in V_{D \rightarrow Y} \cup V_{Y \rightarrow D}} \) with unknown $V_{D \rightarrow Y}$ and $V_{Y \rightarrow D}$, neither $\beta_{D \rightarrow Y}$ nor $\beta_{Y \rightarrow D}$ is identifiable.

Before developing new methods to deal with this identification challenge, we first evaluate common identification conditions for MR under our bi-directional causal models (1).

2.3 Evaluation of common identification conditions for MR

The existing MR literature typically only considers a one-directional relationship (e.g., by assuming $\beta_{Y \rightarrow D} = 0$ in (4)), given the perception that MR is able to deal with reverse causation. This
perception is certainly correct if we have valid IVs. However, if we only have a set of SNPs that are associated with the given exposure, it can be a mix of valid IVs for the exposure, valid IVs for the outcome (due to reverse causation), and pleiotropic IVs. Therefore, the commonly-imposed assumptions, including the valid rule, majority rule, plurality rule, and InSIDE assumption, can be overly restrictive for studying the effect of the given exposure on the outcome. Moreover, some of these assumptions cannot hold simultaneously for both directions when bi-directional causal effects exist.

Define the set of relevant IVs for $D$ as $\mathcal{S}_D = \{ j : \gamma_{D,j} \neq 0 \}$ and that for $Y$ as $\mathcal{S}_Y = \{ j : \gamma_{Y,j} \neq 0 \}$.

For the direction $D \rightarrow Y$, we say that the valid rule holds if all the relevant SNPs for $D$ are valid IVs for identifying $\beta_{D \rightarrow Y}$, i.e., $\mathcal{S}_D = \mathcal{V}_{D \rightarrow Y} \neq \emptyset$; analogously, the valid rule for $Y \rightarrow D$ says that $\mathcal{S}_Y = \mathcal{V}_{Y \rightarrow D} \neq \emptyset$. The valid rule is the basis of the two-stage least squares and inverse-variance weighted estimators (Burgess et al., 2015).

**Corollary 1 (Valid rule in the bi-directional model).** Suppose that $\beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1$ and (4) holds. (i) If $\beta_{Y \rightarrow D} \neq 0$, then the valid rule for the direction $D \rightarrow Y$ holds only if $\mathcal{V}_{Y \rightarrow D}$ is empty. (ii) If $\beta_{D \rightarrow Y} \neq 0$ or $\beta_{Y \rightarrow D} \neq 0$, then the valid rule cannot simultaneously hold for both directions.

Corollary 1 is a direct consequence of Lemma 1. Part (i) implies that assuming the valid rule in one direction implicitly assumes that there is no valid IV for the other direction. Part (ii) implies that one cannot simultaneously assume the valid rule for both directions given a set of candidate IVs $\{Z_1, \ldots, Z_p\}$.

Next, we look into a milder condition, the majority rule, in the bi-directional model. The majority rule for identifying $\beta_{D \rightarrow Y}$ requires that more than 50% of the relevant SNPs are valid, i.e., $|\mathcal{V}_{D \rightarrow Y}| > |\mathcal{S}_D|/2$; analogously, the majority rule for identifying $\beta_{Y \rightarrow D}$ requires that $|\mathcal{V}_{Y \rightarrow D}| > |\mathcal{S}_Y|/2$, where $|A|$ denotes the cardinality of a set $A$. The majority rule is the basis of median-based methods (Bowden et al., 2016; Kang et al., 2016).

**Corollary 2 (Majority rule in the bi-directional model).** Suppose that $\beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1$ and (4) holds. (i) If $\beta_{Y \rightarrow D} \neq 0$, then the majority rule for the direction $D \rightarrow Y$ holds if and only if $|\mathcal{V}_{Y \rightarrow D}| < |\mathcal{S}_D|/2$. (ii) If $\beta_{D \rightarrow Y} \neq 0$ and $\beta_{Y \rightarrow D} \neq 0$, then the majority rule for both directions cannot hold simultaneously.

Next, we investigate an even milder condition, the plurality rule. The plurality rule for identifying $\beta_{D \rightarrow Y}$ assumes that the mode of $\{\pi_{Y,j}/\gamma_{D,j}\}_{j \in \mathcal{S}_D}$ is zero; analogously, the plurality rule for
identifying $\beta_{Y \rightarrow D}$ assumes that the mode of $\{\pi_{D,j}/\gamma_{Y,j}\}_{j \in S_Y}$ is zero. The plurality rule is the basis for mode-based methods (Hartwig et al., 2017; Guo et al., 2018).

**Corollary 3** (Plurality rule in the bi-directional model). Suppose that $\beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1$ and (4) holds. If $\beta_{D \rightarrow Y} \neq 0$ and $\beta_{Y \rightarrow D} \neq 0$, then the plurality rule for identifying $\beta_{D \rightarrow Y}$ and $\beta_{Y \rightarrow D}$ cannot hold simultaneously.

Corollaries 2 and 3 are consequences of Lemma 1. These two corollaries imply that one cannot assume the majority rule or the plurality rule for both directions given a set of candidate IVs.

Finally, we look into another popular condition, the InSIDE assumption (Bowden et al., 2015). The InSIDE assumption for the direction $\beta_{D \rightarrow Y}$ can be written as $(\gamma_D - \bar{\gamma}_D)^T (\pi_Y - \bar{\pi}_Y) = 0$ and that for the direction $\beta_{Y \rightarrow D}$ can be written as $(\gamma_Y - \bar{\gamma}_Y)^T (\pi_D - \bar{\pi}_D) = 0$, where $\bar{\gamma}_D$, $\bar{\gamma}_Y$, $\bar{\pi}_D$, $\bar{\pi}_Y$ are the averages of $\gamma_D$, $\gamma_Y$, $\pi_D$, $\pi_Y$, respectively. The InSIDE assumption is the basis of MR-Egger (Bowden et al., 2015; Kolesár et al., 2015).

**Corollary 4** (InSIDE assumption in the bi-directional models). Suppose that $\beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1$ and (4) holds. The InSIDE assumption holds for the direction $D \rightarrow Y$ if and only if $\beta_{Y \rightarrow D} = -(\pi_Y - \bar{\pi}_Y)^T (\pi_D - \bar{\pi}_D)/\|\pi_Y - \bar{\pi}_Y\|_2^2$. The InSIDE assumption for the direction $Y \rightarrow D$ if and only if $\beta_{D \rightarrow Y} = -(\pi_D - \bar{\pi}_D)^T (\pi_Y - \bar{\pi}_Y)/\|\pi_D - \bar{\pi}_D\|_2^2$.

The key insight is that reverse causation can induce correlation between the SNPs’ effects on exposure and their direct effects on the outcome, except under a peculiar scenario that the reverse causation and the correlation between $\pi_D$ and $\pi_Y$ exactly cancels out. Hence, Corollary 4 reveals that the InSIDE assumption and the stronger balanced horizontal pleiotropy assumption (discussed in Section 1.1) are overly restrictive and lack scientific underpinning under bi-directional relationships.

As a summary, invalid IVs are intrinsic when considering bi-directional causal effects because valid IVs for one direction are invalid for the other direction. A bi-directional relationship also makes many established MR assumptions overly restrictive. Even more alarming is that, according to Corollaries 1-4, these MR assumptions cannot hold simultaneously for both directions, which prohibits directly applying state-of-art MR methods to both directions to infer bi-directional causal effects. Therefore, we need new methods to study bi-directional causal effects under milder assumptions.
3 Testing Bi-Directional Causal Effects: A Focusing Framework

In this section, we develop a new testing framework that can overcome the aforementioned challenges in inferring bi-directional causal effects and can be coupled with many state-of-art one-directional MR methods.

Under the structural equations in (1), the whole parameter space is \( \{ (\beta_{D \rightarrow Y}, \beta_{Y \rightarrow D}) : \beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1 \} \). We consider three null subspaces (i) \( H_{(0,0)}^{(0)} \) : \( \beta_{D \rightarrow Y} = \beta_{Y \rightarrow D} = 0 \); (ii) \( H_D^{(0)} \) : \( \beta_{D \rightarrow Y} = 0 \); (iii) \( H_Y^{(0)} \) : \( \beta_{Y \rightarrow D} = 0 \). Specifically, no causal effects exist in \( H_{(0,0)}^{(0)} \). No bi-directional causal effect exists in \( H_D^{(0)} \) or \( H_Y^{(0)} \). Testing for these three null hypotheses not only detects the existence of bi-directional causal effects but also causal directions.

In the rest of this section, we present our results for testing \( H_D^{(0)} \). Methods and results for \( H_Y^{(0)} \) can be obtained in the same way by switching \( D \) and \( Y \). The hypothesis \( H_{(0,0)}^{(0)} \) can be tested based on \( H_D^{(0)} \) and \( H_Y^{(0)} \) with Bonferroni correction. When jointly testing three hypotheses, the sequential method by Rosenbaum (2008) can be applied (described in the supplement).

3.1 Key ideas

The main device of our proposal is that, for testing \( H_D^{(0)} \), we define a focused set \( \hat{F}_{D \rightarrow Y} \) which can exclude most invalid IVs for direction \( D \rightarrow Y \) under the null. Then we can apply established one-directional MR methods with SNPs in the focused set for causal inference.

To be more specific, we focus on a widely-used setup in MR known as the two-sample summary-data MR, where two sets of summary statistics are obtained from two genome-wide association studies (GWASs). The first set from one GWAS (sample size \( n_D \)) consists of \( \hat{\gamma}_{D,j} \), the estimated marginal association between the \( j \)-th SNP and trait \( D \), and its standard error \( \xi_{D,j} \), \( j = 1, \ldots, p \). The second set from another GWAS (sample size \( n_Y \)) consists of \( \hat{\gamma}_{Y,j} \), the estimated marginal association between the \( j \)-th SNP and trait \( Y \), and its standard error \( \xi_{Y,j} \), \( j = 1, \ldots, p \). Hence, \( \xi_{D,j}^2 \) is of order \( n_D^{-1} \) and \( \xi_{Y,j}^2 \) is of order \( n_Y^{-1} \). The independence of \( \hat{\gamma}_{D,j} \) and \( \hat{\gamma}_{Y,j} \) is guaranteed by the two-sample MR design. As formally stated in Condition 1, we also assume that the \( p \) SNPs in use are mutually independent after linkage disequilibrium pruning or clumping (Hemani et al., 2018).

We define the focused set for testing \( H_D^{(0)} \) as

\[
\hat{F}_{D \rightarrow Y} = \left\{ 1 \leq j \leq p : |\hat{\gamma}_{Y,j}| \leq \xi_{Y,j} \tau_f, \ |\hat{\gamma}_{D,j}| \geq \xi_{D,j} \tau_s \right\},
\]

where \( \tau_f \) is the tuning parameter for excluding invalid IVs and \( \tau_s \) is the tuning parameter for
screening relevant SNPs. Setting $\tau_s > 0$ helps screen out null IVs as they can diminish the testing power and it is widely adopted in practice.

To see why focusing works, notice that under $H(0)$ $D \rightarrow Y$,

$$\hat{\gamma}_{Y,j} = \hat{\epsilon}_{Y,j} \text{ if } j \in V_{D \rightarrow Y} \cup V_{null}; \quad \hat{\gamma}_{Y,j} = \pi_{Y,j} + \hat{\epsilon}_{Y,j} \text{ if } j \in V_{Y \rightarrow D} \cup V_{pl},$$

where $\hat{\epsilon}_{Y,j}$ denotes the noise part with mean zero. Because $\pi_{Y,j} \neq 0$ for $j \in V_{Y \rightarrow D} \cup V_{pl}$, we know that $\hat{\gamma}_{Y,j}/\xi_{Y,j}$ from $V_{Y \rightarrow D} \cup V_{pl}$ are further away from zero than those from $V_{D \rightarrow Y} \cup V_{null}$. Therefore, restricting to a set of SNPs with relatively small $|\hat{\gamma}_{Y,j}|/\xi_{Y,j}$ can screen out SNPs with nonzero direct effects on $Y$ and retain SNPs that are more likely to belong to $V_{D \rightarrow Y} \cup V_{null}$. The choice of tuning parameters will be theoretically studied in the next subsection and numerically studied in Section 4.

Within the focused set, we can apply many state-of-art one-directional MR methods with adjustment for post-selection. For example, one can calculate the inverse-variance weighted (IVW) estimator based on the focused set $\hat{F}_{D \rightarrow Y}$, which is

$$\hat{\psi}_{D \rightarrow Y} = \frac{\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j} \hat{\gamma}_{Y,j}/\hat{\gamma}_{D,j}}{\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}} \text{ with } \hat{\omega}_{Y,j} = \frac{\hat{\gamma}_{D,j}^2}{\xi_{Y,j}^2}.$$ (9)

In (9), $\gamma_{Y,j}/\gamma_{D,j}$ is the estimate of $\beta_{D \rightarrow Y}$ based on the $j$-th SNP and can be unstable when the SNP is weak. The inverse-variance weighted (IVW) estimator aggregates all the available estimates in the focused set and thus is more robust to weak IVs. One can also apply the median estimator based on the focused set $\hat{F}_{D \rightarrow Y}$

$$\hat{\psi}_{D \rightarrow Y}^{(m)} = \text{Median} \left\{ \frac{\hat{\gamma}_{Y,j}/\hat{\gamma}_{D,j}}{j \in \hat{F}_{D \rightarrow Y}} \right\}.$$ (10)

To be related to the existing methods, the conventional IVW and median estimators are “overall” methods with $\tau_f = \infty$. Testing procedures based on the focused sets leverage the structure of the null hypothesis and remove most invalid IVs efficiently.
Figure 2: IVW estimates based on a dataset simulated from a GWAS of BMI ($D$) and a GWAS of fasting glucose ($Y$) with $(\beta_{D\rightarrow Y}, \beta_{Y\rightarrow D}) = (0, 0.3)$ (top) and $(\beta_{D\rightarrow Y}, \beta_{Y\rightarrow D}) = (0.3, 0)$ (bottom). Left panels: density plots for the normalized $\hat{\omega}_{Y,j} \hat{\gamma}_{Y,j} / \hat{\gamma}_{D,j}$, $j \in H_{D\rightarrow Y}^{(0)}$ with $\tau_f = 1.5$ (green, for the focused IVW) or $\tau_f = \infty$ (orange, for the overall IVW); dashed lines are the corresponding values of $\hat{\psi}_{D\rightarrow Y}$. Right panels: density plots for the normalized $\hat{\omega}_{D,j} \hat{\gamma}_{D,j} / \hat{\gamma}_{Y,j}$, $j \in H_{Y\rightarrow D}^{(0)}$ with $\tau_f = 1.5$ (green, for the focused IVW) or $\tau_f = \infty$ (orange, for the overall IVW); dashed lines are the corresponding values of $\hat{\psi}_{Y\rightarrow D}$.

In Figure 2, we illustrate the effect of focusing based on a dataset simulated from a GWAS for body mass index ($D$) and a GWAS for fasting glucose ($Y$). The proportions of SNPs in four subsets are $(\rho_{null}, \rho_{D\rightarrow Y}, \rho_{Y\rightarrow D}, \rho_{pl}) = (0.15, 0.29, 0.29, 0.27)$, respectively, where $\rho_\ast = |V_\ast|/p$ for $\ast \in \{null, D \rightarrow Y, Y \rightarrow D, pl\}$. More details of configurations and implementations are presented in Section 4.1. Let $\hat{S}_D = \{j : |\hat{\gamma}_{D,j}| \geq \tau_s \xi_{D,j}\}$ be the estimated set of relevant SNPs. Under the null $\beta_{D\rightarrow Y} = 0$ (top left), only 44% of SNPs in $\hat{S}_D$ have $\pi_{Y,j} = 0$, and the overall IVW estimator (the IVW estimator based on all SNPs in $\hat{S}_D$) is far away from the truth $\beta_{D\rightarrow Y} = 0$ and can lead to false rejection of the null. In comparison, 79% of the SNPs in $\hat{F}_{D\rightarrow Y}$ have $\pi_{Y,j} = 0$, and the focused IVW estimator (the IVW estimator based on SNPs in $\hat{F}_{D\rightarrow Y}$) is close to the truth $\beta_{D\rightarrow Y} = 0$ and does not reject the null. Under the alternative with $\beta_{D\rightarrow Y} \neq 0$ (top right), the focused IVW is closer to zero compared to the overall IVW, but both test statistics significantly deviate from the
null. A similar story holds for the other direction based on the plots in the second row.

### 3.2 Limiting distribution and rejection regions

We establish the limiting distribution of the proposed focused IVW estimator $\hat{\psi}_{D \rightarrow Y}$ in (9). Based on that, we further derive the rejection region which controls Type I error at the nominal level. Method and theoretical results for the focused Median estimator are presented in the supplements.

**Condition 1** (Noise distribution of the effect estimates). Assume that for each $j = 1, \ldots, p$, $\hat{\gamma}_{D,j} - \gamma_{D,j} = \frac{1}{n_D} \sum_{i=1}^{n_D} \delta_{i,j}^{(D)} + \text{rem}_{D,j}$ where $\delta_{i,j}^{(D)}$ are independent sub-Gaussian random variables with mean zero and the remainder terms satisfy that $\max_{j \leq p} |\text{rem}_{D,j}| = o_p(n_D^{-1/2})$. For each $j = 1, \ldots, p$, $\hat{\gamma}_{Y,j} - \gamma_{Y,j} = \frac{1}{n_Y} \sum_{i=1}^{n_Y} \delta_{i,j}^{(Y)} + \text{rem}_{Y,j}$ where $\delta_{i,j}^{(Y)}$ are independent sub-Gaussian random variables with mean zero and the remainder terms satisfy that $\max_{j} |\text{rem}_{Y,j}| = o_p(n_Y^{-1/2})$. Moreover, all the elements in $(\hat{\gamma}_Y^T, \hat{\gamma}_D^T)$ are mutually independent. Both $V_{D \rightarrow Y}$ and $V_{Y \rightarrow D}$ are non-empty.

Define $z_{[a,b]}$ as a truncated standard normal random variable bounded by $[a, b]$. That is, $z_{[a,b]}$ has density $\phi(x)/[\Phi(a) - \Phi(b)]$ for $a < x < b$ and has density zero anywhere else, where $\phi(\cdot)$ and $\Phi(\cdot)$ are respectively the density function and cumulative distribution function of standard normal distribution. Theorem [1] derives the limiting distribution of $\hat{\psi}_{D \rightarrow Y}$ under the null.

**Theorem 1** (Limiting distribution under the null). Suppose that $\beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1$, equation (11), and Condition [4] hold. Let $\tau_f \in [c_0, \sqrt{2 \log p}]$ for some constant $c_0 > 0$. Assume that

$$\min_{j \in V_{Y \rightarrow D} \cup V_{pl}} |\pi_{Y,j}/\xi_{Y,j}| \geq c_1 \tau_f \sqrt{\log p} \tag{11}$$

for some large enough constant $c_1$. Then the focused set satisfies $P_{H_D^{(0)}}(\hat{F}_{D \rightarrow Y} \cap (V_{Y \rightarrow D} \cup V_{pl}) = \emptyset) \rightarrow 1$.

In the event that $\log p \leq \log \frac{1}{|\hat{F}_{D \rightarrow Y}|} \ll n_Y/\tau_f^2$, $\max_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j} = o(\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j})$, we have

$$P_{H_D^{(0)}}(\hat{\psi}_{D \rightarrow Y} \leq t|\hat{F}_{D \rightarrow Y}, \hat{\gamma}_D) = \Phi \left( \frac{t}{\sqrt{\text{var}(z_{[-\tau_f,\tau_f]})/\left(\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}\right)}} \right) + o(1), \tag{12}$$

where $\text{var}(z_{[-\tau_f,\tau_f]}) = 1 - 2\tau_f \phi(\tau_f)/\{|\Phi(\tau_f) - \Phi(-\tau_f)|\}$ as $(n_Y, p) \rightarrow \infty$.

The first part of Theorem [1] states that the focused set $\hat{F}_{D \rightarrow Y}$ contains only the non-pleiotropic IVs, $V_{null} \cup V_{D \rightarrow Y}$, with high probability. This result critically relies on condition (11), which says
that the nonzero pleiotropic effects are relatively large in comparison to the noise level. It is needed to distinguish valid IVs from invalid ones; see, for example, Guo et al. (2018a) and Guo et al. (2018b), who also makes this assumption. Some genetics literature has studied the magnitude of effect sizes. For instance, Zhang et al. (2018) finds that SNPs tend to have larger effect sizes on the early growth traits and many common disease traits. Hence, the direct effects of SNPs on these traits are likely to be larger.

In the second part of Theorem 1 we prove that the limiting distribution of \( \hat{\psi}_{D \rightarrow Y} \) is asymptotically normal with mean zero and variance\(^\text{var}(z[-\tau_f,\tau_f])/(\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}) \) under the null. The conditions on \(|\hat{F}_{D \rightarrow Y}|\) and \(\{\hat{\omega}_{Y,j}\}_{j \in \hat{F}_{D \rightarrow Y}}\) are used to verify Lyapunov’s condition for central limit theory. They are relatively mild and hold if \(\log p \ll |\hat{F}_{D \rightarrow Y}| \ll n_Y / \log p \) and the distribution of IV strengths is not too uneven. We note that Theorem 1 does not require the IVs being strongly associated with the exposure \(D\) and thus having weak IVs does not affect the type I error. We will show later that IV strengths do affect the power.

Theorem 1 motivates the following rejection region when testing \(H_{D \rightarrow Y}^{(0)}\) based on \(\hat{\psi}_{D \rightarrow Y}\),

\[
R_{D \rightarrow Y}(\alpha) := \left\{ \hat{\psi}_{D \rightarrow Y} : |\hat{\psi}_{D \rightarrow Y}| \geq q_{1-\alpha/2} \sqrt{\text{var}(z[-\tau_f,\tau_f]) / \sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}} \right\}, \tag{13}
\]

where \(q_\alpha\) is the \(\alpha\)-th quantile of the standard normal distribution. We summarize the proposed testing procedure in Algorithm 1. The Type I error guarantee is formally stated in Corollary 5.

**Algorithm 1.** Testing \(H_{D \rightarrow Y}\) based on the focused IVW at significance level \(\alpha\).

**Input:** \((\hat{\gamma}_D, \hat{\gamma}_Y)\), their standard errors \(\xi_{D,j}\) and \(\xi_{Y,j}\), \(j = 1, \ldots, p\), significance level \(\alpha\), a screening threshold level \(\tau_s\) and a focused threshold level \(\tau_f \in [c_0, c_0 \sqrt{2 \log p}]\).

1. Compute \(\hat{F}_{D \rightarrow Y}\) via (7).
2. If \(\hat{F}_{D \rightarrow Y} = \emptyset\), then reject \(H_{D \rightarrow Y}\). Otherwise, compute \(\hat{\psi}_{D \rightarrow Y}\) as in (9).
3. Reject \(H_{D \rightarrow Y}\) if \(\hat{\psi}_{D \rightarrow Y} \in \hat{R}_{D \rightarrow Y}(\alpha)\) for \(\hat{R}_{D \rightarrow Y}(\alpha)\) defined in (13).

**Corollary 5** (Type I error guarantee). Under the conditions in Theorem 1, the rejection region defined in (13) satisfies \(P_{H_{D \rightarrow Y}^{(0)}}(\hat{\psi}_{D \rightarrow Y} \in R_{D \rightarrow Y}(\alpha)) = \alpha + o(1)\) for any \(0 < \alpha < 1\).

Finally, we remark that the results in Theorem 1 and Corollary 5 account for the effect of post-selection and the limiting distribution in (12) is based on the truncated normal density rather than the standard normal density. Alternatively, if \(\hat{F}_{D \rightarrow Y}\) is computed based on samples independent of \((\hat{\gamma}_D, \hat{\gamma}_Y)\), then a simpler limiting distribution can be derived. In practice, we may not have proper external datasets to select the focused sets for both directions. Hence, we perform selection and
testing in the same data set and adjust for the post-selection effect. We derive results parallel to Corollary 5 with external selection datasets in the supplements.

### 3.3 Power analysis

We derive the power of the proposed test and prove that the test is asymptotically unbiased under mild conditions. Define the signal-to-noise ratio (SNR) for \( \hat{\gamma}_{Y,j} \) as \( \mu_j = \gamma_{Y,j}/\xi_{Y,j} \) and let

\[
\Gamma^+_Y = \{ j \leq p : |\mu_j| \geq \tau_f \sqrt{\log p} \} \quad \text{and} \quad \Gamma^-_Y = \{ j \leq p : |\mu_j| \leq c_0 \tau_f \}
\]

for some small enough constant \( 0 < c_0 < 0.5 \). Let \( z_{[a,b]}(\mu) \) be a truncated normal with mean \( \mu \) and unit variance in the interval \([a, b]\), i.e., its density is \( \phi(x - \mu) / [\Phi(b) - \Phi(a)] \). Theorem 2 derives the limiting distribution of the focused IVW estimator \( \hat{\psi}_{D \rightarrow Y} \) for any \( \beta_{D \rightarrow Y} \).

**Theorem 2** (Limiting distribution under the alternative). Suppose that \( \beta_{D \rightarrow Y} \beta_{Y \rightarrow D} \neq 1 \), equation (4), and Condition 7 hold. Assume \( \Gamma^+_Y \cup \Gamma^-_Y = \{1, \ldots, p\} \). In the event that \( \{\log p \leq |\hat{F}_{D \rightarrow Y}| \ll n_Y/\tau_f^2 \) and \( \max_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j} = o(\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}) \), we have

\[
P(\hat{\psi}_{D \rightarrow Y} \leq t|\hat{F}_{D \rightarrow Y}, \hat{\gamma}_D) = \Phi\left(\frac{t - \mu_{D \rightarrow Y}}{\sigma_{D \rightarrow Y}}\right) + o(1),
\]

for any \( t \in \mathbb{R} \) as \((n_Y, p) \rightarrow \infty\), where

\[
\mu_{D \rightarrow Y} = \frac{\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j} \hat{\gamma}_{D,j} \xi_{Y,j} \mathbb{E}[|z_{-\tau_f,\tau_f}|(\mu_j)]}{\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}} \quad \text{and} \quad \sigma^2_{D \rightarrow Y} = \frac{\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j} \text{var}(z_{-\tau_f,\tau_f}(\mu_j))}{(\sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j})^2}.
\]

In Theorem 2 we show that \( \hat{\psi}_{D \rightarrow Y} \) is asymptotically normal under the alternative. The condition \( \Gamma^+_Y \cup \Gamma^-_Y = \{1, \ldots, p\} \) means that the SNR for \( \hat{\gamma}_Y \) can be divided to two sets \( \Gamma^+_Y \) and \( \Gamma^-_Y \), and there is no \( |\mu_j| \) close to the threshold \( \tau_f \). Theorem 2 considers the case where \( |\hat{F}_{D \rightarrow Y}| \rightarrow \infty \). If \( \hat{F}_{D \rightarrow Y} = \emptyset \), we always reject the null and the power is one in this case.

As a consequence of post-selection, the asymptotic mean and asymptotic variance are both functions of \( \mu_j, j \in \hat{F}_{D \rightarrow Y} \). The limiting distribution under the null in Theorem 3 is a special case with \( \mu_j = 0, j \in \hat{F}_{D \rightarrow Y} \) in the above expression. Under the alternative, \( \mu_j \)'s are not all zero in \( \hat{F}_{D \rightarrow Y} \). As a result, \( \mu_{D \rightarrow Y} \) is generally nonzero but \( \sigma^2_{D \rightarrow Y} \) can be smaller than the variance under the null. The dependence of \( \sigma_{D \rightarrow Y} \) on \( \mu_j \)'s complicates the power as a function of \( \mu_{D \rightarrow Y} \).

In the next theorem, we consider a simplified scenario with approximately equal \( \mu_j \) for \( j \in \Gamma^-_Y \).
Lemma 3 (A simple scenario with approximately equal SNR). Assume the conditions of Theorem 2 and \( \tau_f \geq c_0 > 0 \) for some large enough constant \( c_0 \), and

\[
\max_{j \in \Gamma_Y^-} |\mu_j - \bar{\mu}| = o(\sqrt{\log(1/\alpha)} / |\hat{\Gamma}_{D \rightarrow Y}|)
\]

In the event that \( \{ \max_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}^{1/2} \lesssim \sum_{j \in \hat{F}_{D \rightarrow Y}} \hat{\omega}_{Y,j}^{1/2} / |\hat{\Gamma}_{D \rightarrow Y}|, |\bar{\mu}| \gg \sqrt{\log(1/\alpha) / |\hat{\Gamma}_{D \rightarrow Y}|} \} \) for some constant \( C > 0 \), the power function \( \mathbb{P}(\hat{\psi}_{D \rightarrow Y} \in \hat{R}_{D \rightarrow Y}) \) is an increasing function of \(|\bar{\mu}|\) as \((p, n_Y) \rightarrow \infty\). As a consequence, the proposed test is asymptotically unbiased, i.e., \( \mathbb{P}_{\beta_{D \rightarrow Y}}(\hat{\psi}_{D \rightarrow Y} \in \hat{R}_{D \rightarrow Y}) \geq \alpha - o(1) \) for any \( \beta_{D \rightarrow Y} \neq 0 \).

Lemma 3 shows that under certain conditions, the proposed test is asymptotically unbiased. The condition (14) is needed to simplify the technicality in the proof. In the simulation and real data, our proposal is always empirically unbiased and has desirable power in most cases. The results of Theorem 1 and Lemma 3 allow for any small \( \alpha \). Hence, leveraging the proposed method in multiple testing has the same theoretical guarantees.

4 Numerical Experiments

We perform multiple numerical studies with data simulated from four GWASs. We evaluate the Type I error and power performance of the focused IVW and focused Median estimators proposed in Section 3 and two other benchmark methods that can deal with invalid IVs, the MR-Median (Bowden et al., 2016) and MR-Egger (Bowden et al., 2015; Kolesár et al., 2015). To evaluate the effect of different thresholds, we report the results for the focused IVW and focused Median with \( \tau_f = 1.2 \) and \( \tau_f = 1.5 \). We set the relevant SNP threshold as \( \tau_s = \Phi^{-1}(1 - 1/p) \) for all the methods where \( p \) is the total number of candidate IVs. Following the common practice, for each direction, the MR-Median and MR-Egger methods are performed using SNPs that pass the threshold \( \tau_s \). R code for implementing all the methods is available at [https://github.com/saili0103/BidirectionalMR](https://github.com/saili0103/BidirectionalMR).

4.1 Simulated data from GWAS of BMI and fasting glucose

To simulate data that closely mirror the real GWASs, we first obtain a GWAS for BMI and a GWAS for fasting glucose from the IEU OpenGWAS project at [https://gwas.mrcieu.ac.uk](https://gwas.mrcieu.ac.uk) with GWAS ID ieu-b-40 and ebi-b-114 (Elsworth et al., 2020). The sample sizes for both GWASs are around \( 10^5 \). After linkage disequilibrium (LD) pruning, we obtain \( p = 394 \) SNPs with LD < \( 10^{-5} \).
and their associations with at least one trait has $p$-value $< 10^{-3}$. Let $\tilde{\alpha}^{(\text{bmi})}$ denote the effect size vector from the BMI GWAS and $\tilde{\alpha}^{(\text{fg})}$ denote the effect size vector from the GWAS on fasting glucose. Then we generate $\pi_{Y,j} = \tilde{\alpha}^{(\text{fg})}_j \text{Ber}_j(p_{Y,j})$, with $p_{Y,j} = \text{rank}(|\tilde{\pi}_{Y,j}|/\xi_{Y,j})/p$ to reflect that $\pi_{Y,j}$ with a small $|\tilde{\pi}_{Y,j}|/\xi_{Y,j}$ are more likely to be zero, where $\text{Ber}_j(p_j)$ is an independent Bernoulli random variables with probability $p_j$. We generate $\pi_{D,j}$’s similarly based on $\tilde{\alpha}^{(\text{bmi})}$. This procedure gives IV proportions $(\rho_{\text{null}}, \rho_{D\rightarrow Y}, \rho_{Y\rightarrow D}, \rho_{pl}) \approx (0.15, 0.29, 0.29, 0.27)$. The correlation between $\pi_D$ and $\pi_Y$ is 0.17.

The results are in Figure 3. We see that the focused IVW, focused Median, and MR-Egger have empirical Type I error rates close to the nominal level but the conventional MR-Median has severe Type I error inflation for testing $H_{D\rightarrow Y}^{(0)} = 0$. Type I error inflation using MR-Median has also been noted in Bowden et al. (2016) when there exists directional pleiotropy or there are more than 30% of invalid IVs. When the alternative hypotheses are true, all the methods have power close to one except for the focused IVW with $\tau_f = 1.2$. This agrees with our previous discussion that larger $\tau_f$ can have better power. From the second row, we see the the proportion of valid IVs, i.e., those in $\mathcal{V}_{D\rightarrow Y}$ for testing $H_{D\rightarrow Y}^{(0)}$ are significantly improved with focusing. Higher valid IV proportions leads to smaller bias induced by invalid IVs and better control of Type I error.
Figure 3: First row: rejection rate of $\mathcal{H}^{(0)}_{D \rightarrow Y}$ at significance level $\alpha = 0.05$ with $\beta_{D \rightarrow Y} = 0$ (left) and $\beta_{D \rightarrow Y} = 0.3$ (left middle) and rejection rate of $\mathcal{H}^{(0)}_{Y \rightarrow D}$ with $\beta_{Y \rightarrow D} = 0$ (right middle) and $\beta_{Y \rightarrow D} = 0.3$ (right). Second row: the proportion of valid IVs in the focused sets with $\tau_f = 1.2$, $\tau_f = 1.5$, and $\tau_f = \infty$ (for the overall methods, i.e., MR-Median and MR-Egger) in each scenario. Results are from 3000 independent experiments generated from a GWAS for BMI and a GWAS for fasting glucose with $(\rho_{null}, \rho_{D \rightarrow Y}, \rho_{Y \rightarrow D}, \rho_{pl}) \approx (0.15, 0.29, 0.29, 0.27)$.

In the next experiment, we evaluate these methods with different IV proportions. In the results reported in Figure 4, we generate $\pi_{Y,j} = \tilde{\alpha}^{(fg)}_j \text{Ber}_j(p^{0.7}_Y)$ for $p^{0.7}_Y = \text{rank}(|\tilde{\alpha}^{(fg)}_j|/\xi_{Y,j})/p$ defined as above. Let $\pi_{D,j}$ are generated similarly such that $\pi_{D,j} = \tilde{\alpha}^{(bmi)}_j \text{Ber}_j(p^{0.7}_D)$. It gives IV proportions $(\rho_0, \rho_{D \rightarrow Y}, \rho_{Y \rightarrow D}, \rho_{pl}) \approx (0.17, 0.25, 0.37, 0.21)$. The correlation between $\pi_D$ and $\pi_Y$ is 0.13. This setting is more challenging for testing $\mathcal{H}^{(0)}_{D \rightarrow Y}$ than for testing $\mathcal{H}^{(0)}_{Y \rightarrow D}$ as $\rho_{D \rightarrow Y}$ is smaller. We see that both the Egger and overall Median have severely inflated Type I errors for testing $\mathcal{H}^{(0)}_{D \rightarrow Y}$.
4.2 Simulated data from GWAS of LDL and CAD

In this section, we simulate data from a different pair of real data, a GWAS of low-density lipoprotein (LDL) and a GWAS of coronary artery disease (CAD), with GWAS ID ieu-b-110 and ebi-a-GCST005195, respectively. There are $p = 1332$ candidate IVs in total after LD clumping and $p$-value screening. We denote LDL by $D$ and CAD by $Y$ and the true parameters are generate in the same way as in Section 4.1.

In Figure 5, we consider a setting where $(\rho_{null}, \rho_{D \rightarrow Y}, \rho_{Y \rightarrow D}, \rho_{pl}) \approx (0.20, 0.30, 0.28, 0.22)$. From Figure 5 we see that both the conventional MR-Median and MR-Egger fail to control Type I errors. The failure of MR-Egger is mainly because the generated $\pi_D$ and $\pi_Y$ have large correlation (about 0.23) in the current setting. The focused methods have Type I error close to the nominal level and we see the focused Median is more robust than focused IVW when $\tau_f = 1.5$ for testing $H_{Y \rightarrow D}^{(0)}$. In terms of power, the focused Median is less powerful than focused IVW under the same $\tau_f$. This aligns with the efficiency comparison between IVW and MR-Median estimators in the existing
literature. In terms of the valid IV proportions, we see that they are improved under the null by focusing. Under the alternative, the valid IV proportions can be even lower with focusing. We mention that this observation does not conflict with our analysis as our theory only justifies removing the invalid IV under the null. Under the alternative, as we see in Figure 5 the power of the focused methods can still be close to one with a small proportion of valid IVs.

In the supplements, we report the results of another setting based on the GWAS for LDL and CAD with \((\rho_{null}, \rho_{D\rightarrow Y}, \rho_{Y\rightarrow D}, \rho_{pl}) \approx (0.16, 0.24, 0.33, 0.27)\). Similar phenomena are observed in that setting.
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Figure 5: First row: rejection rate of \(H_{D\rightarrow Y}^{(0)}\) at significance level 0.05 with \(\beta_{D\rightarrow Y} = 0\) (left) and \(\beta_{D\rightarrow Y} = 0.2\) (left middle) and rejection rate of \(H_{Y\rightarrow D}^{(0)}\) with \(\beta_{Y\rightarrow D} = 0\) (right middle) and \(\beta_{Y\rightarrow D} = 0.2\) (right). Second row: the proportion for valid IVs in the focused sets (\(\tau_f = \infty\) for overall Median and Egger) in each corresponding scenario. 3000 experiments are simulated base on GWAS for LDL and CAD with \((\rho_{null}, \rho_{D\rightarrow Y}, \rho_{Y\rightarrow D}, \rho_{pl}) \approx (0.20, 0.30, 0.28, 0.22)\).

5 Real Data Examples

We apply our methods to test causal relationships using public GWASs. We consider five commonly studied phenotypes: body mass index (\texttt{bmi}), systolic blood pressure (\texttt{sbp}), type-2 diabetes (\texttt{t2d}), coronary artery disease (\texttt{cad}), and education (\texttt{edu}). The summary statistics are obtained from “IEU OpenGWAS project” [Elsworth et al., 2020]. The preprocessing steps and GWAS IDs are in
For each pair of these five traits, we test the bi-directional causal effects and report the \( p \)-values in Figure 6. We compare the focused IVW \( (\tau_f = 1.5) \) with the overall IVW and compare the focused Median \( (\tau_f = 1.5) \) with MR-Median. We set \( \tau_s = \Phi^{-1}(1 - 1/p) \) for all the methods when selecting relevant SNPs. Results based on the MR-Egger are given in the supplements. We highlight the following observations.

![Figure 6: Bi-directional hypothesis testing based on focused IVW with \( \tau_f = 1.5 \) (top left), overall IVW (top right), focused Median with \( \tau = 1.5 \) (bottom left) and the overall Median (bottom right). The \( p \)-values are from testing \( H_{D\rightarrow Y}^{(0)} \) where \( x \)-axis corresponds to the exposure and \( y \)-axis corresponds to the outcome.](image)

First, the focused IVW and focused Median successfully detects the causal effects of bmi on t2d, bmi on cad, sbp on t2d, and sbp on cad at 5% significance level. These four effects are considered causal in the literature [Morrison et al., 2020]. The reverse of these four relationships have been considered as implausible in the existing literature. We see that the focused Median and focused IVW both have three non-significant \( p \)-values for these four reverse tests at 5% significance level.
These results show the robustness of the focused methods in detecting causal directions.

Second, we find significant bi-directional causal effects between $\text{bmi}$ and $\text{edu}$ at 5% significance level. Heckman et al. (2018) and many related works present significant causal effect of education on health, which agrees with the current analysis. For the reverse direction, childhood obesity has been found to be associated with lower academic performance (Devaux and Vuik, 2019) and psychological issues (Nieman et al., 2012), which may explain the causal effect of $\text{bmi}$ on $\text{edu}$.

In comparison, the overall IVW and MR-Median report many more significant causal relationships. The results of IVW are dubious due to the prevalence of pleiotropy. The MR-Median reports significant causal effect of $t2d$ on $\text{sbp}$ and significant causal effect of $\text{cad}$ on $\text{sbp}$. The causal effects of diseases on the physical measures are barely supported by the existing literature and can be doubtful. The results given by Egger’s method also has suspicious discoveries such as $t2d \rightarrow \text{sbp}$ and $\text{cad} \rightarrow \text{sbp}$. It fails to detect some causal effects, say, the effect of $\text{edu}$ on health-related outcomes, which are well-established causal relationships.

To conclude, the focused methods give more reliable results in these real data experiments. They detected some well-known causal relationships and made less spurious causal discoveries. This again shows that focusing is more effective in eliminating invalid IVs and the results are less biased. As multiple tests are conducted simultaneously, it is likely to make some false discoveries when setting the significance level at the nominal level 5% for each test. Taking the multiplicity correction into account, the focused methods still have more reliable results than their counterparts.

6 Discussion

This paper studies bi-directional causal inference with GWAS summary data. We first show that assumptions for common MR methods are often impossible or too stringent in the presence of a bi-directional relationship. We then propose a new focusing framework for testing bi-directional causal effects between two traits with possibly pleiotropic genetic variants, which can be coupled with many state-of-art MR methods and deliver reliable hypothesis testing results.

The focusing idea in this work can be generalized beyond two-sample MR. In generic IV studies, it may not be available a set of independent IVs, but the covariance of IVs is estimable. The dependence of IVs and the dependence of the effect estimates for two traits require more careful technical treatments. Beyond the testing problem considered in this work, estimation and confidence interval construction for bi-directional causal effects have been barely studied with statistical guarantees. When having more than two phenotypes available, the current framework can also be
generalized to learn causal networks, say, among gene expressions, under proper error criteria for multiple testing.
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