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Abstract

Cellular traffic prediction is of great importance on the path of enabling 5G mobile networks to perform intelligent and efficient infrastructure planning and management. However, available data are limited to base station logging information. Hence, training methods for generating high-quality predictions that can generalize to new observations across diverse parties are in demand. Traditional approaches require collecting measurements from multiple base stations, transmitting them to a central entity and conducting machine learning operations using the acquire data. The dissemination of local observations raises concerns regarding confidentiality and performance, which impede the applicability of machine learning techniques. Although various distributed learning methods have been proposed to address this issue, their application to traffic prediction remains highly unexplored. In this work, we investigate the efficacy of federated learning applied to raw base station LTE data for time-series forecasting. We evaluate one-step predictions using five different neural network architectures trained with a federated setting on non-identically distributed data. Our results show that the learning architectures adapted to the federated setting yield equivalent prediction error to the centralized setting. In addition, preprocessing techniques on base stations enhance forecasting accuracy, while advanced federated aggregators do not surpass simpler approaches. Simulations considering the environmental impact suggest that federated learning holds the potential for reducing carbon emissions and energy consumption. Finally, we consider a large-scale scenario with synthetic data and demonstrate that federated learning reduces the computational and communication costs compared to centralized settings.
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1. Introduction

With the development and increasing deployment of fifth generation (5G) cellular networks, networking infrastructures face challenges in handling traffic from heterogeneous devices, ensuring load balancing and maintaining the traffic management reliability \[1, 2\]. To improve the services and resource management, accurate traffic forecasting techniques with low prediction error are essential. For example, forecasting Radio Access Network (RAN) slicing demand \[3\] and high-volume traffic in long-term horizons \[4\] are crucial for 5G and beyond networks. Accurate predictions produced by machine learning algorithms can subsequently be used for proper network planning and optimization.

Recent approaches in time-series forecasting primarily involve Multi-Layer Perceptrons (MLPs), Recurrent Neural Network (RNN) models \[5\], such as Long-Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) and Convolutional Neural Networks (CNNs). These models have demonstrated higher predictive accuracy than traditional methods like AutoRegressive Integrated Moving Average (ARIMA) \[6\].

Despite the recent advancements in neural networks, their predictive accuracy is limited by the number of observations or available data focus on single-party observations. The collection of data from different operators in 5G and beyond networks can induce storage and communication costs due to the rapid increase of data volume generated by devices, which further leads to scalability issues with respect to the predictive model \[3\]. In addition, regulations and laws worldwide, such as the GDPR, fragment data transmission and model training \[7\] and in many cases, business confidentiality issues prevent organizations from sharing their data, hindering real-world applications of traffic demand forecasting.

To address these limitations, federated learning is proposed as a distributed machine learning approach that allows each party to collaborate in a model’s training process without exchanging or revealing their own data \[8\]. After collaborative training, the final global model has the potential to generalize to the parties that participated in the distributed training and federated learning holds the promise of reducing communication and computation efforts and also offers a high privacy level when user-based information has to be processed \[3\].

In the context of Federated Traffic Prediction for 5G and Beyond Challenge (our team won the first place in the Federated Traffic Prediction for 5G and Beyond Challenge and ranked fourth in the ITU AI/ML in 5G Challenge 2022), we are pro-
Provided with a dataset from three individual base stations in Spain: *ElBorn*, *LesCorts* and *PobleSec*. The dataset comprises multivariate time-series with variables such as the Radio Network Temporary Identifiers (RNTI) count and the number of allocated resource blocks (RB). The challenge aims to train a model using a federated learning approach to predict the value of five distinct measurements for the next timestep, given as input the measurements from the preceding ten timesteps. Among the five measurements, the challenge focuses on the uplink and downlink transport block sizes, which are crucial for determining the volume and direction of flows.

Federated learning differs significantly from centralized settings and has its own limitations and characteristics. Besides differences in the training process between the two approaches, federated settings pose several challenges regarding data distribution and quantity among participants, leading to accuracy degradation due to weight divergence during training [9][10][11][12]. Figure 1 presents an example of distribution skew among the three base stations considered in this work regarding the five values to be predicted, which reflect the attribute and target skewnes. To quantify the difference among distributions, we performed the Kolmogorov-Smirnov test [13] and observed p-values of zero or close to zero (e.g., 1 × 10−190) between base stations, suggesting significant differences.

Besides data and target distribution skewness, the corresponding attributes hold temporal characteristics. Since we deal with time-series representations, federated learning poses additional challenges, namely, the temporal and quantity skew [11]. First, the observations are collected in different time periods, i.e., March/April, 2018 - January, 2019 - February/March, 2018 per base station, respectively. Second, the data distributions change over time. An example of a changing distribution in the ElBorn base station for the uplink and downlink measurements is given in Fig. 2. It is observed that (at least) three out of seven days follow different patterns regarding the uplink and downlink measurements, which indicates local temporal skew. In this sense, the pattern from the previous day(s) may not follow the pattern for subsequent days.

Motivated by the success of neural networks applied to centralized settings for time-series forecasting and the potential of federated learning, we study state-of-the-art learning models, including RNNs and a two-dimensional CNN applied to the federated setting. One of the most crucial steps in federated learning is the aggregation function, particularly when dealing with non-iid data. Most of the proposed aggregators have been evaluated on different domain tasks such as image classification, sentiment analysis and next character/word prediction [14]. Thus, in addition to the learning models, we assess the influence of different federated aggregation functions, including Federated Averaging with proximal term (FedProx) [15], Federated Averaging with Server Momentum (FedAvgM) [16], Federated Normalized Averaging (FedNova) [17] and Adaptive Federated Optimization (FedOpt) and its variations [18] in a real-world time-series forecasting task with non-iid data. Finally, we delve into the scalability of federated learning with respect to the training times, the size that needs to be transferred between the server and clients and the predictive accuracy and compare it with the centralized setting.

The main contributions of this paper are summarized as follows:

- We identify the challenge of training high quality federated forecasting models under three perspectives: i) data distribution skew, ii) quantity skew and iii) temporal skew.
- We experimentally compare five machine learning models trained under three different settings: i) individual learning, where each base station performs local training and evaluation, ii) centralized learning and iii) federated learning.
- We conduct extensive experiments using nine different aggregation algorithms, some of which are specifically designed for handling non-iid data.
- We show that preprocessing techniques can significantly reduce the prediction error and have greater impact than state-of-the-art aggregation algorithms for non-iid data.
- We open source a framework for evaluating federated learning.
time-series forecasting\textsuperscript{1} which is flexible, fully customizable and can serve as a baseline for future federated time-series research.

Through our experiments we show that federated models achieve comparable predictive accuracy to individual and centralized learning. Additionally, we demonstrate that local preprocessing techniques, specifically outlier flooring and capping can lead to huge error reduction, while state-of-the-art aggregation algorithms for non-iid data do not outperform simpler approaches. Finally, we show that federated learning can scale up to numerous clients offering lower computational demands, training times and communication costs than centralized learning. To the best of our knowledge, this is the first study that applies federated learning to raw LTE data, considers attribute and target distribution, quantity and temporal skew and evaluates the prediction error by combining five machine learning models and nine aggregation functions.

The rest of this work is structured as follows. Section 2 introduces the main concepts of time-series forecasting and federated learning and reviews related work on federated time series forecasting. Section 3 defines the federated traffic prediction problem and presents the design of the federated setting as well as the federated aggregation functions. Section 4 discusses the experimental results. Finally, Section 5 concludes our work.

2. Preliminaries and Related Work

2.1. Time-Series Forecasting

Time-series forecasting is an essential task in a wide range of real-life problems, such as weather prediction\textsuperscript{19}, energy consumption\textsuperscript{20}, sales\textsuperscript{21} and traffic prediction\textsuperscript{22}. In recent years, there has been a substantial increase in machine learning methods applied to time-series data. Unlike classic methods such as ARIMA-based models, deep learning approaches have shown great success in modeling time-series due to their ability to map non-linear correlations. Neural architectures for modeling time-series data can be classified into three categories\textsuperscript{22}: (i) Fully Connected Neural Networks such as MLPs, ii) Recurrent Networks such as RNNs, LSTMs and GRUs and iii) Convolution Networks such as CNNs.

In this work, we apply federated time-series analysis on raw LTE data to model the temporal dependence of traffic demand. Traffic prediction is a vital task in the 5G era, given the rapid traffic growth and evolving patterns over time\textsuperscript{23}. In the context of traffic prediction, Trinh et al.\textsuperscript{6} compared LSTM to MLP and ARIMA and showed that LSTM significantly outperforms the other models. Feng et al.\textsuperscript{24} proposed DeepTP, an LSTM-based network which models the spatial dependence of time-series and temporal changes, demonstrating that the proposed framework surpasses traditional methods such as ARIMA and LSTM without enhancements. Chen et al.\textsuperscript{25} introduced a clustered LSTM-based model for multivariate time-series modeling. Sebastian et al.\textsuperscript{26} suggested a decomposition of time-series into seasonal, trend and cycle components, feeding the resulting vectors into the GRU model. Gao\textsuperscript{27} proposed an enhancement of an LSTM network with stationarity evaluation (SLSTM), specifically designed for 5G network measurements. Pimpinella et al.\textsuperscript{4} focused on predicting long-term traffic peaks in LTE measurements and compared clustered LSTM to Additive Decomposition and Seasonal ARIMA. Finally, in\textsuperscript{28}, the authors focused on predicting traffic series by integrating exogenous data such as scheduled social events.

Although the recent advancements in modeling time-series data, most works focus on centralized learning, which differs significantly from federated learning. In addition, federated time-series forecasting has yet to be explored in-depth, particularly in the context of mobile networks. In this paper, we examine five different model architectures that span the three model categories presented in\textsuperscript{22}. Although Transformer and AutoEncoder-based models have shown promising results in time-series forecasting\textsuperscript{29,30}, they are not considered in this study due to their high computational and energy consumption costs. In federated learning, where communication and resource efficiency are critical, the chosen models aim to minimize these costs while maintaining adequate predictive performance. To our knowledge, this is the first study that provides insights using different time-series modeling under federated learning. In addition, although long-term cluster-based training has demonstrated great potential\textsuperscript{4}, in this work we focus on federated training for short-term forecasting and leave clustered-based training for future work. Finally, we plan to further integrate exogenous data such as weather information or social events\textsuperscript{28} to further benefit the forecasting accuracy.

2.2. Federated Learning

Federated Learning is a machine learning technique, originally proposed by McMahan et al.\textsuperscript{8}, which enables collaborative training of data across multiple devices. This approach promises to revolutionize the model training process as it differs from traditional centralized machine learning techniques where all local data are uploaded to a central server, as well as from more conventional decentralized approaches which often assume that local data samples to be identically distributed\textsuperscript{31}. The federated setting has been evaluated in numerous machine learning tasks, including image classification\textsuperscript{31}, next word prediction\textsuperscript{14}, anomaly detection\textsuperscript{32}, collaborative filtering\textsuperscript{33} and time-series forecasting\textsuperscript{34}.

During the federated learning process, each participating entity performs local training on its private data using the model weights shared by a central server. Then, in contrast to traditional machine learning, participants only share their calculated model parameters. The central server gathers these parameter updates and aggregates them using an aggregation function. The aggregation result corresponds to the new global model, which is then shared to the participants for the next round. An overview of one round of the federated process is given in Fig. 1. In this paper, we follow the common approach of federated training on raw base station time-series data, i.e., a third-party is responsible for collecting weight updates per federated round, summarizing the results using an aggregation algorithm and

\url{https://github.com/vperifan/Federated-Time-Series-Forecasting}
2.2. Federated Learning on non-iid Data

While federated learning offers high-quality model generation, extensive research has been conducted on the impact of non-iid data on model accuracy [9, 11, 31]. In particular, base station observations hold most categories of non-iid data, i.e., attribute, label, quantity and temporal skew [11, 31]. In our case, as we use historical data to provide one-step predictions, the attribute and label values are presented in both training features and target values. Assuming a local distribution of \( P(x_t, y_t) = P(x_t|y_t)P(y_t) \), feature and label distribution skew implies that \( P(x_t) \) and \( P(y_t) \) differ among participating entities, respectively. Quantity skew indicates that the number of observations varies among participants. Lastly, temporal skew implies that the timesteps of observations can differ or the feature distribution can be changing over time (Fig. 2). Consequently, we study the effectiveness of federated learning by considering a combination of non-iid data categories, which, to our knowledge has yet to be explored. The most closely related work regarding the evaluation of federated learning under non-iid data is presented in Li et al. [2], in which non-iid categories are considered independently on image and tabular datasets for the classification task.

2.3. Federated Time-Series Forecasting

Time-series forecasting has a wide range of applications in various industries and lots of practical applications. To comply with regulations and reduce computation and communication overhead, federated learning has also been explored in the context of time-series prediction.

Taik et al. [34] employed a federated LSTM model for the household load forecasting task. After generating the global model, participants perform a fine-tuning step using their local data to achieve personalization. Liu et al. [35] proposed FedGRU with the FedAvg algorithm [8] to predict the number of vehicles in an area. Before initiating federated training, the participating entities form clusters using the K-Means algorithm.

After grouping, participants train a global model for each cluster. Liu et al. [36] introduced a federated attention-based CNN-LSTM model for anomaly detection using time-series data with the FedAvg algorithm. In addition, the communication cost of federated training is minimized using a selection-based gradient compression algorithm. Briggs et al. [37] proposed FedLSTM applied to load forecasting similar to [34]. FedLSTM integrates exogenous data such as weather information and applies a clustering step among participating entities by considering the weight similarity of local models. Fekri et al. [38] adapted LSTM to the federated setting and used FedAvg and FedSGD [8] for the load forecasting task, similar to [37]. Before training, the data owners perform local preprocessing, i.e., participants execute feature scaling locally. In this work, we argue that local scaling leads to inconsistencies during training and we show that global scaling results in lower forecasting error. Similarly, [3] used a FedLSTM to predict traffic load for inter-slice resource orchestration, considering a differentiated loss for overestimated and underestimated model predictions.

All of the previous works in federated time-series forecasting do not raise the issue of non-iid data and evaluate the generated global models only using the FedAvg algorithm. In this work, we raise the challenge of training federated models under the presence of four categories of non-iid data, evaluate different aggregation functions and show that local preprocessing techniques can lead to higher predictive accuracy. In addition, similar works only adapt a single neural network architecture to the federated setting, e.g., LSTM [34, 37, 38, 39] or GRU [55]. Hence, insights regarding different federated models applied to time-series forecasting have yet to be provided. We emphasize that in our use case, the participating entities (base stations) are limited to three and therefore, clustered federated learning [35, 37] cannot be directly applied. Finally, since federated learning requires several rounds of operations, many studies review the environmental impact of federated learning regarding energy consumption and \( CO_{2eq} \) emissions [39]. In our experiments we measure the communication cost regarding the total uplink and downlink transmission of model weights and the energy consumption for training the global model with respect to the carbon footprint (\( CO_{2eq} \)).

3. Methodology

3.1. Problem Formulation

We first describe the problem regarding individual learning, where a single party holds observations and performs local training. Let \( X_t = \{x_{t,1}, \ldots, x_{t,d}\} \) represent the measurements at timestep \( t \), with \( d \) being the number of variates. For a given \( t \), we consider a window of past observations \( T \in [t-T+1, t] \) and \( X_t = \{x_{t-T+1}, \ldots, x_t\} \). The objective is to use the past observations \( X_t \) to predict the measurements for the next step, \( y_{t+1} \). By utilizing the entire dataset of measurements \( D_{ind} = \bigcup_{i=1}^{m} X_{t_{i,1}} \), where \( m \) is the number of multivariate time series containing the window \( T \), the goal is to build a model that can generalize on unseen future series.

In centralized learning, the measurements are transmitted to a third-party who trains a machine learning model using the
combined data. Given the combined data from $n$ participants $D_{\text{com}} = \bigcup_{i=1}^{n} D_{\text{ind}}^i$, the goal is to build a model that can generalize to future series, at least for the $n$ participants.

Federated learning can be seen as an intermediate setting between individual and centralized learning. More precisely, $n$ participants collaborate to build a forecasting model that can generalize to their future observations. Each participant $p \in n$ holds their own time-series and trains a learning model locally for a limited number of epochs. Then, participants transmit their locally-learned weights to an aggregator, which generates an averaged model. This process continues until the global model generalizes to the observations of the $n$ participants. Consequently, in federated learning, each participating entity optimizes a model based on the local data, similar individual learning. Meanwhile, the generated global model has the capability of generalization to $n$ entities, which is the ultimate goal of machine learning.

### 3.2. Federated Traffic Forecasting Design

To simulate a realistic traffic forecasting scenario, we have developed a customizable framework that can be extended for generalized time-series forecasting. Our architecture is based on the Flower federated learning framework [40], uses PyTorch [41] as the backbone deep learning library and state-of-the-art aggregation algorithms are integrated using the NumPy package [42]. Our code can be easily extended with additional PyTorch models or NumPy-based aggregation algorithms. Note that the transition from federated learning to the individual or centralized setting is also supported. Figure 4 illustrates the main components of the federated pipeline. It consists of two core entities, the Server and the Client. The Server is responsible for selecting available clients per federated round, logging historical information and aggregating model parameters. A Client represents individual entities that participate in the federated computation, which perform the preprocessing and training pipelines using the local data. The following subsections describe the main components of our approach.

#### 3.2.1. Data Preprocessing

In general, time-series data are collected automatically from sensors or logging mechanisms, such as base stations logging network measurements or homes equipped with smart meters for measuring electricity consumption. It is natural for the data to hold redundant information, errors or unusual spikes, making preprocessing decisive for the subsequent learning task. Our preprocessing pipeline consists of four main steps:

**Data Cleansing.** This step handles missing or corrupted data and identifies and manages outliers. We adopt a simple technique of transforming missing values to zeroes and using the flooring and capping technique for managing outliers. Zero transformation is selected over simple removal to preserve the continuous data. In addition, imputing missing values with a constant may not be representative for time-series data, and estimating them can be time and energy consuming.

**Data Split.** The data are divided into three subsets for model training, evaluation and testing. Specifically, the data per base station are split into 60% for training, 20% for validation and 20% for testing.

**Scaling.** We perform Min-Max normalization to eliminate the influence of value ranges.

**Time-series Representation.** The final step generates a dataset of sliding windows governed by the window size $T$.

Our preprocessing pipeline is designed in such a way to handle the three different learning settings. More precisely, after data collection, the owner feeds the observations to the preprocessing pipeline. Then, a handler for missing values is executed and the dataset is split to train and validation sets. After splitting, an outlier handler is applied to the training set. We emphasize that outliers should not be transformed on the validation and test sets since it concerns samples that are not provided during training. This way, we can also target estimating future peaks [3] without information loss. After outlier handling, the features are being scaled and finally, the data are represented as time-series using a sliding window of $T$.

It is worth noting that preprocessing techniques heavily influence the model’s performance. However, there has been limited research for this stage applied to federated learning, i.e., how different entities should handle and transform their data. A similar observation is made in [38], where the authors used local preprocessing and scaled the data individually on each client. We argue that individual preprocessing leads to inconsistent transformations among participants and we experimentally show that global scaling leads to higher model quality. In addition, we experimentally show that the application of flooring and capping for outliers handling leads to a remarkable forecasting error decrease.

#### 3.2.2. Federated Training

Initially, the server announces the computation and clients, such as base stations, register as participants. Sampled clients receive the current global model from the server and perform local training using their data. After local training, the updated model is transmitted back to the server along with historical information such as the loss and evaluation metrics. The server
aggregates the received local models, updates the global model and the process repeats for multiple federated rounds. Fig. 5 illustrates the operations and communication between the server and clients.

Upon completion of federated training, the server transmits the final global model to participants. By design, federated learning can be executed dynamically at different time intervals to capture new observations and improve the predictive accuracy. Moreover, participants can also conduct a local fine-tuning step to drift the model closer to their local data, thereby providing higher quality forecasting predictions. Ultimately, to generate predictions on unseen data, each client should apply the preprocessing operations during the announcement phase and feed the transformed data to the trained model. The predictions should then be transformed back to the original feature range to obtain the final prediction.

### 3.2.3. Federated Aggregation

One of the most important steps in federated learning is model aggregation. In this phase, the central server collects and aggregates models from participants to update the global model’s state. This process poses difficulties, especially when dealing with non-iid and heterogeneous data among the clients. For this reason, numerous research efforts have focused on aggregation algorithms.

The most common algorithm used in federated learning is FedAvg, proposed by McMahan et al. [8]. The aggregation is performed by computing a weighted average of client models based on the data quantity, giving more influence to clients with more samples. However, in some cases, FedAvg can lead to objective inconsistency, where the global model converges to a stationary point of a mismatched objective function which can be significantly different from the true (global) objective. This inconsistency is the result of non-iid and heterogeneous data presence. To mitigate this issue, alternatives to FedAvg have emerged to better capture data heterogeneity.

To provide theoretical guarantees under non-iid data, Li et al. proposed a re-parametrization of FedAvg called FedProx [13]. FedProx is a generalization of the FedAvg algorithm that offers robust convergence, particularly in highly heterogeneous settings. More precisely, the algorithm introduces a tunable term \( \mu \) to control the local objective, which limits the distance between the previous and current model weights.
Another algorithm is FedNova [17], which normalizes local model updates during averaging. FedNova’s primary principle is that it averages the normalized local gradients by dividing them with the number of local steps that each client performed individually, as opposed to averaging the cumulative local gradient without any normalization step.

FedAvgM [16] is a FedAvg variation that leverages server momentum. Momentum is computed by iteratively multiplying previous model updates with a hyper-parameter $\beta$ in each epoch while simultaneously adding the new updates.

Finally, an attempt to create federated versions of adaptive optimizers, namely FedAdagrad, FedYogi and FedAdam, is presented in [18]. These methods aim to address the heterogeneous data, improve performance and reduce communication costs. However, their efficiency depends on hyper-parameter $(\lambda, \beta_1, \beta_2)$ optimization. Algorithm 1 summarizes the state-of-the-art aggregation methods considered in this work.

4. Experiments

4.1. Dataset Description

We were provided with a dataset of real LTE Physical Downlink Control Channel (PDCCH) measurements collected from three different base stations in Barcelona, Spain. The dataset is made available under the Federated Traffic Prediction for 5G and Beyond Challenge and a preliminary work using the corresponding data is presented in [6]. More specifically, the dataset comprises three base stations that are treated as separate clients:

1. LOCATION 1, “ELBORN”: 5421 samples, collected from 2018-03-28 15:56:00 to 2018-04-04 22:36:00
2. LOCATION 2, “LESCORTS”: 8615 samples, collected from 2019-01-12 17:12:00 to 2019-01-24 16:20:00
3. LOCATION 3, “POBLESEC”: 19909 samples, collected from 2018-02-05 23:40:00 to 2018-03-05 15:16:00

For each site, eleven features are provided related to downlink and uplink traffic. Specifically, at each timestep the measurements concern the DownLink and UpLink traffic, the number of RNTIs (RNTI Count), the number of allocated resource blocks (RB Up and RB Down) and their variances (RB Up Var and RB Down Var), the Modulation and Coding Schemes (MCS) (MCS Up and MCS Down) and their variances (MCS Up Var and MCS Down Var). Each timestep represents an aggregation of these measurements into a two-minute interval. The objective is to predict the first five measurements for the next timestep using as input the observations with a window of $T = 10$ per base station. Fig. 6 illustrates the five input series per base station that serve as target values. Note that the samples for LesCorts and PobleSec are trimmed to match the number of training instances on ElBorn. For completeness, Fig. A.1 shows the remaining input series per base station.

Figure 6: Target series per base station.
4.2. Metrics

We evaluate the models performance using the Mean Absolute Error (MAE), Root Mean Squared Error (RMSE) and Normalized RMSE (NRMSE). MAE measures the absolute difference between the expected and predicted output. RMSE measures how far predictions are from the ground truth values using the Euclidean distance. We use MAE and RMSE to report the obtained results by considering all five values that are being predicted. Since the values for UpLink and DownLink are very large in scale (on the order of billions of bits), we use the NRMSE to facilitate the comparison between experiments for the UpLink and DownLink measurements. These traffic types are crucial as they affect the overall network performance, including latency, throughput and reliability. The accurate prediction of future uplink and downlink traffic enables efficient resource allocation, leading to improved network performance. The considered metrics are defined as follows:

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|, \tag{1}
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}, \tag{2}
\]

\[
\text{NRMSE} = \frac{1}{\bar{y}} \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}. \tag{3}
\]

In the specified metrics, \(n\) is the number of data points, \(y_i\) is the \(i\)-th measurement and \(\hat{y}_i\) is its corresponding prediction.

In addition to the metrics used to evaluate the prediction accuracy of our learning models, we measure the energy and environmental cost of the proposed solution with respect to CO\(_2\)eq emissions and model power consumption using the Carbontracker Python Library [43].

4.3. Models and Learning Setting

We conducted extensive experiments on the given dataset to investigate the effectiveness of deep learning models applied to the federated setting. We compared the model architectures using individual learning, centralized learning and federated learning. The following architecture were considered:

- **MLP.** It is a simple feed-forward artificial neural network with three hidden layers, \(h = \{256, 128, 64\} \).

- **RNN.** It is a vanilla Recurrent Neural Network with a single layer of 128 units. The output of RNN is then fed to a MLP with one hidden layer and 128 units.

- **LSTM.** It is an improvement over RNN, limiting the problem of exploding gradients and can model longer sequential data [22]. Similar to RNN, we select a LSTM layer with 128 units and the output is fed to a MLP with one hidden layer and 128 units.

- **GRU.** Similar to LSTM, the GRU model addresses the problem of exploding gradients on RNNs. It is a simplified version of LSTM with lower computational parameters. It follows the architecture of RNN and LSTM, i.e., a GRU layer with 128 units and a MLP with one layer of 128 units.

- **CNN.** This type of network operates directly on raw data using convolution layers. The selected CNN takes as input a three-dimensional matrix of size \((1, T, \#variates)\) and feeds it to four two-dimensional convolutional layers with filter sizes \((16, 16, 32, 32)\). The output is forwarded to a two-dimensional average pooling layer and finally to a fully-connected layer of 128 units.

   To ensure fair comparisons, we keep consistent model architectures across the three learning settings. We note that grid search was not performed on the selected architectures due to practical constraints in real-world federated learning scenarios.

   For each model and learning setting, we used the Adam optimizer [44] with a learning rate of 0.001. The activation function among model layers is ReLU. During training, we optimize the Mean Squared Error (MSE) and use a batch size of 128. Although other loss function were tested (such as MAE and Focal Loss), MSE yielded similar predictive accuracy.

   For individual and centralized learning, we use a maximum of 270 epochs and for the federated setting we select 30 rounds with 3 local epochs per participant. Due to the low number of sites available in the dataset we perform no client sampling. The number of epochs for the individual and centralized setting is selected in such a way to provide fair comparison with federated learning, i.e., in federated learning the complete number of epochs is 270 (\(\text{epochs} \times \text{local epochs} \times \#\text{participants}\)). The model with the lowest MSE on the validation set during training was selected in all settings. For the individual and centralized approaches, we also integrated an early stopping component with a patience of 50 epochs.

   The experimental study is conducted on a workstation running Ubuntu 20.04 with 128 GB memory and a RTX 3060 GPU. The programming language is Python 3.8. For each experiment, we report the averaged results and the stability using standard deviation after retraining the models from scratch using different seeds.

4.4. Preprocessing Stage Influence

In this experimental evaluation, we study the influence of preprocessing on predictions using the federated setting. Specifically, we investigate the use of outlier transformation with the flooring and capping (FC) technique and the use of global and local scalers. Note that FC is applied only to training series per base station and not on the validation or test sets, to ensure accurate prediction for future series. At this stage we perform federated training using the FedAvg algorithm [8].

   We start by comparing models trained with and without FC, where we find that FC consistently results in lower errors compared to training with raw data, regardless of the specified percentiles for flooring and capping. Nevertheless, after a grid search, we found that the optimal percentiles per base station are (10, 90) for both ElBorn and LesCorts and (5, 95) for PobleSec.

   Fig. 7 shows the averaged NRMSE with and without FC on the given dataset with and without FC on the given dataset.
the validation and testing sets, demonstrating a remarkable decrease in forecasting error and improved robustness when FC is enabled.

To provide more comprehensive results, we also present the NRMSE per base station, individually. In Fig. 8, we observe that training the models using FC reduces the errors on ElBorn and LesCorts, but does not improve the NRMSE in PobleSec. We attribute this behavior to the random spikes and outliers present in the later base station.

Another integral step of preprocessing is feature scaling. In federated learning, we can allow each participant to locally compute the transformation or use a global variable to scale the features. In this work, we select Min-Max normalization, which transforms each observation according to the given minimum and maximum value. Fekri et al. [38] utilized the first approach, i.e., each participant scales the values using the local observations. However, this transformation leads to different scales per participant, which in turn can lead the model to inconsistencies between the input features and the target variables. Besides, a fair comparison between centralized and federated learning requires scaling using the global minimum and maximum. Fig. 9 illustrates the averaged validation and testing NRMSE with local [38] and global scaling, showing that global scaling leads to lower error and standard deviations on both the validation and testing sets.

Based on the previous observations, we continue the experimental study using flooring and capping along with scaling local features using the global minimum and maximum. We emphasize that generating those global values requires a communication between participating entities. However, such computation is lightweight since participants only share two local values, and we select the global scaling approach owing to higher forecasting quality.

### 4.5. Learning Setting Comparison

In this experimental evaluation, we compare the predictive accuracy of the selected models in the three learning settings. We use the same learning parameters for each setting and the FedAvg algorithm in federated learning to ensure a fair comparison. The averaged MAE and RMSE, which consider all five predicted values, are reported in Table 1, while the averaged NRMSE, which considers only the UpLink and DownLink values, is reported in Table 2. The highest quality model per learning setting is denoted in bold and the second best is underlined.

Figure 7: Averaged NRMSE with and without flooring and capping. FC denotes the utilization of flooring and capping.

Figure 8: Averaged NRMSE with and without flooring and capping per base station.

Figure 9: Averaged NRMSE using local and global scaling.

Overall, we observe that all models provide relatively similar forecasting error. In the individual setting, the top two models are LSTM and GRU since they present the lowest error in all the metrics. In centralized learning, it is difficult to identify
Table 1: Averaged RMSE($\times 10^3$) and MAE($\times 10^0$) considering all five predicted values on the test set per learning setting.

| Model   | RMSE       | MAE       | RMSE       | MAE       | RMSE       | MAE       |
|---------|------------|-----------|------------|-----------|------------|-----------|
| MLP     | 7.4638    | 1.8464    | 7.5474    | 1.5786    | 7.6955    | 1.4936    |
| RNN     | 7.3399    | 1.7813    | 7.4373    | 1.5264    | 7.6031    | 1.7780    |
| LSTM    | 2.8484    | 0.6394    | 3.1035    | 0.6427    | 2.8284    | 0.6427    |
| CNN     | 2.8484    | 0.6394    | 3.1035    | 0.6427    | 2.8284    | 0.6427    |

Table 2: Averaged NRMSE considering the UpLink and DownLink values on the test set per learning setting.

| Individual | Centralized | Federated |
|------------|-------------|-----------|
| MLP        | 0.29        | 0.33      |
| RNN        | 0.64       | 0.64      |
| LSTM       | 0.85       | 0.85      |
| CNN        | 0.87       | 0.87      |

the highest quality model(s). However, LSTM and GRU perform the best regarding MAE, GRU and CNN regarding RMSE and MLP and CNN regarding NRMSE. Nonetheless, all models result in similar prediction errors. Zooming into model stability, which provides us with a model robustness quality indicator, LSTM and GRU outperform other models. On the other hand, CNN has the highest standard deviation, indicating that although it can provide high-quality predictions, its generalization ability is susceptible to randomness. Finally, LSTM and GRU outperform the rest of the models in the federated setting, resulting also in lower standard deviation. Based on the above observations, LSTM and GRU are the highest quality models in each of the three learning settings.

Directly comparing the identified top models among learning settings regarding the prediction accuracy, we end up with the following observation: the individual setting results in the highest quality, followed by centralized and federated learning, which is consistent with previous research in time-series forecasting [32]. In all settings, MLP and CNN have higher instability in both validation and test sets. In contrast, LSTM and GRU provide high robustness on the validation sets, leading to higher quality predictions on the test sets.

In addition to the averaged results, we are interested in the predictive accuracy on each base station, individually. Fig. 10 illustrates the obtained test NRMSE per site on the federated setting. The forecasting error is almost equivalent per model and learning setting and the predictive accuracy is higher on LesCorts. In addition, the employed flooring and capping technique effectively handles some outliers for the rest measurements such as the uplink values, leading to lower prediction error. On the other hand, the forecasting error on ElBorn and PobleSec is about 75% higher. This behavior is not only attributed to extreme outliers, but also to higher values for the uplink and downlink measurements. Specifically for the federated setting, we observe that the LSTM model does not only result in high predictive accuracy, but also high stability individually, as well as collectively. Fig. 11 shows the forecast of the federated LSTM model per base station regarding the downlink and uplink measurements against the ground truth values.

For completeness, Fig. A.2 presents the forecasts for the remaining target values. From the visualization of forecasts, it is evident that the predictions on LesCorts are on par with the ground truth, while on ElBorn and PobleSec, the model fails to capture spikes and extremely high values. Note, however, that in the latter base stations, the respective measurements are much higher than those on LesCorts, i.e., about 90% and over 97% higher for the downlink and uplink measurements compared to LesCorts, respectively. Nevertheless, the patterns of measurements are well represented and the predictive accuracy of federated learning is on par with individual and centralized settings.

Fig. 12 verifies the convergence of federated learning with respect to the centralized setting regarding the MAE on the training and validation set (using the scaled data and considering the averaged MAE). Based on the results obtained from the setting comparison, we argue that federated learning can provide high quality time-series forecasting accuracy with gener-
alization ability (that cannot be ensured under individual learning), while overcoming issues related to business confidentiality, regulations and collaboration, unlike centralized learning.

### 4.6. Local Fine-Tuning

Although individual learning leads to lower forecasting error per base station, it only captures the temporal dynamics of a single base station, thus limiting the generalization ability. In addition, centralized learning requires the transmission of obtained measurements, which limits the utilization of private data. In this subsection, we perform a local fine-tuning similar to [34] [37] to observe whether additional local epochs achieve personalization. Each model is trained from scratch 10 times using different initialization seeds. Table 3 reports the obtained NRMSE per base station as well as the averaged NRMSE per learning setting on the test set. The highest quality model per learning setting considering the averaged NRMSE is denoted with bold. For ElBorn, LesCorts and PobleSec, individually, the top models are colored with orange, olive and red, respectively. Note that in individual learning there is no local fine-tuning step since the model directly learns on base station local data.

From the results, it is evident that in all cases, the locally fine-tuned models are able to capture local characteristics further and result in lower prediction error. Considering the averaged NRMSE, we observe that both centralized and federated learning overcome the individual setting. Intuitively, this suggests that the globally-trained model captures similar dynamics from exogenous observations to that of the target base station and by performing local fine-tuning, we end up with higher forecasting accuracy. We also emphasize that individual learning cannot provide generalization and hence, models trained under the centralized and federated settings are superior to the corresponding locally trained models. In fact, the fine-tuned CNN and GRU from both centralized and federated learning overcome the best model (GRU) on the individual setting.

Taking a closer look at the resulting error per base station, we observe a similar behavior: in most cases, the fine-tuned models overcome the corresponding global models. Some exceptions occur on PobleSec, e.g., the CNN model under both centralized and federated learning. In ElBorn, the CNN model has the best performance, while the federated fine-tuned CNN slightly overcome the rest of the settings. In LesCorts, the fine-tuned centralized CNN slightly outperforms the corresponding federated model. Finally, in PobleSec, the behavior is differ-

---

**Figure 11:** Predictions of the federated LSTM model against ground truth values per base station.

**Figure 12:** Convergence of centralized and federated settings regarding MAE.
ent per learning setting since the best model architecture on one setting does not reflect the best model in the rest of the settings. This behavior is, again, attributed to arbitrary spikes and the presence of extreme outliers.

Overall, the local fine-tuning step results in higher quality predictions and enables generalization for the centralized and federated settings as well. For instance, consider a generated model under either centralized or federated learning. The global model provides generalization among base stations since it captures global dynamics, while high quality forecasting can also be provided to an external, non-participating entity. In addition, an external base station can receive the trained model and perform local fine-tuning, which cannot be easily provided through the individual setting or when the distribution between two parties are highly skewed. Besides, federated learning enables a dynamic environment, where additional participants can emerge during training. This is a unique property of federated learning and cannot be modeled on the rest of the settings. Finally, federated training can occur on demand, e.g., once per day or week, to capture the dynamics of new observations in a timely manner and potentially lead to better predictions.

4.7. Carbon Footprint Comparison

In the previous sections, we identified the potential of centralized and federated learning for generalization. However, most trained models result in almost equivalent forecasting accuracy. For instance, we observed that the global federated GRU slightly overcomes the corresponding LSTM model regarding test forecasting error, but the latter provides more stability with respect to the standard deviation across runs on the validation set.

In this subsection, we introduce another dimension to identify the top performing model and consider the evaluated models regarding energy consumption and carbon footprint ($CO_{2eq}$) using Carbontracker [43]. We also measure the total uplink and downlink consumption for the model weights transmission during federated training.

Energy consumption and $CO_{2eq}$ emission are not directly comparable between centralized and federated learning. Centralized learning involves a third-party utilizing all available data and training a model for a specified number of epochs, while federated learning involves communication between the central server and participating entities per federated round. In Section 4.3, we stated that we selected a maximum 30 rounds with 3 local epochs during federated training and 270 epochs for the centralized setting to provide fair comparisons. Although this setting can provide generalized results regarding forecasting accuracy, measuring a model’s efficiency is dependent on the number of observations, iterations (epochs) and the underlying hardware. Several works like [55,68] directly compare federated rounds to centralized epochs. However, this approach does not reflect the actual number of operations involving participants. In our case, a single federated round corresponds to 3 participants, who perform 3 local epochs. In other words, considering the total number of iterations, participants perform 9 iterations on their data per federated round. Another major difference is that centralized training involves a single entity, while real-world federated training takes place concurrently on the selected participants. Since comparing centralized and federated learning regarding energy consumption is hard to achieve, we consider the following cases:

- **Centralized-1**: Centralized learning with as many iterations as the total number of iterations considered in the federated setting. That is, a total of 270 epochs since the considered federated setting involves 30 rounds, 3 local epochs and 3 participants.
- **Centralized-2**: Centralized learning with epochs corresponding to federated rounds. This setting involves measurements considering 30 training epochs.

Table 4 shows the estimated energy consumption (kWh) and carbon footprint (g) per setting. Federated learning shows better results regarding both energy consumption and $CO_{2eq}$ emissions compared to centralized learning, when measured under the same conditions, i.e., the number of rounds data are accessed. That is mainly because of the smaller amount of data that a model has to iterate over on every client in contrast to a centralized counterpart that has to iterate over all data. It should be noted, that we do not consider the communication cost here, i.e., the environmental impact of data exchange between server and clients. However, we can easily assume that in a federated learning scenario this impact is much lower, since parties

| Setting | Measure | Energy | $CO_{2eq}$ | MLP | RNN | LSTM | GRU | CNN |
|---------|---------|--------|------------|-----|-----|------|-----|-----|
| Centralized-1 | Energy | 0.0129 | 0.3842 | 0.0032 | 0.0034 | 0.0034 | 0.0033 | 0.0035 |
|          | $CO_{2eq}$ | 0.4814 | 0.9415 | 0.9788 | 0.9803 | 1.4975 |
| Centralized-2 | Energy | 0.0094 | 0.0010 | 0.0010 | 0.0012 | 0.0012 | 0.0012 | 0.0012 |
|          | $CO_{2eq}$ | 0.3216 | 0.3429 | 0.3975 | 0.3645 | 0.5640 |
| Federated | Energy | 0.0011 | 0.0012 | 0.0014 | 0.0012 | 0.0012 | 0.0012 | 0.0012 |
|          | $CO_{2eq}$ | 0.3216 | 0.3429 | 0.3975 | 0.3645 | 0.5640 |

Table 4: Estimated energy (kWh) and carbon footprint (g) per setting.
only exchange model parameters rather than whole sequences of data, as in a centralized scenario. Also, we should not ignore the fact that even a slight improvement in one base station for a specific amount of data, can be extremely beneficial if we examine the problem with many more base stations in a long period of time.

Taking these parameters into consideration, it can be deduced that federated learning not only allows for collaborative learning with high privacy guarantees, but can also help in minimizing the impact of running algorithms on the environment.

Besides energy consumption, we are interested in the communication cost introduced on the server and the participants. To measure it, we select the federated round that achieved the lowest error regarding the validation set and measure the cost using the model size that needs to be transmitted from the server to participants and backwards. Note that each participant receives and transmits the model weights per federated round (i.e., client uplink equals to client downlink). The server transmits the model weights to the selected participants, which in our case, means that the model weights are being transmitted and received 3 times per federated round on the server side. Table 5 presents the minimum required transmissions of model weights to generate a global model. For each model, we report the corresponding size in KiloBytes (KB), the round that achieved the lowest validation error as well as the total uplink and downlink measurement at the client and server side in MegaBytes (MB).

It is important to note here that we have refrained from attempting to manually transform these data transmissions into energy consumption and CO₂eq emission estimates, since according to very recent results in [45], there are very few reliable data upon which to base our calculations.

Taking into account the amount of data transmitted, the most efficient model is RNN, but we are mainly interested in NRMSE score. Among LSTM and GRU, which are identified as the highest quality models, GRU results in more efficient model, whereas LSTM transmission size is relatively close to that of GRU, we select LSTM as our final solution. Among LSTM and GRU, which are identified as the highest quality models, GRU results in more efficient model, whereas LSTM transmission size is relatively close to that of GRU, which is as low as 10⁻³, 10⁻², the better the predictive accuracy. Note that when µ = 0, FedProx is equivalent to FedAvg. Since µ is a regularization parameter, higher values lead to slower convergence and hence, the selected 30 federated rounds do not lead to low prediction error. When µ is as low as 10⁻³, FedProx slightly overcomes the FedAvg baseline. For the FedAvgM aggregator, we observe that the higher the value of β, the higher the error. Note that when β = 0, FedAvgM is equivalent to FedAvg. From the experimental results, FedAvgM does not lead to lower prediction error and cannot outperform FedAvg. Regarding FedNova, we observe that it follows the predictive accuracy of FedAvg when ρ ≤ 10⁻¹ and slightly outperforms FedAvg. FedAdaGrad, FedYogi and FedAdam require a pool of four hyper-parameters.

In this work, we opt for two of them, and the the rest is kept constant following their author observations [13]. We observe that the predictive error of these aggregators is hugely affected by their hyper-parameters.

### 4.8. Aggregation Algorithms Comparison

The previous experimental comparisons concerned federated learning under the FedAvg aggregation algorithm [8]. To the best of our knowledge, most works in the generalized context of federated time-series forecasting, employ FedAvg without considering other aggregators [34], [35], [36], [37], [38]. Due to the heterogeneous nature of our task under four non-iid categories we are interested in evaluating the effectiveness of different aggregation algorithms. Besides the aggregation algorithms introduced in Section 3.2.3, we also consider a simple averaging, denoted as SimpleAvg and aggregation based on the median of received weights, denoted as MedianAvg. The remaining considered aggregators aim to address the non-iid issue and introduce tunable parameters. For instance, FedProx [15] controls the weight divergence using a regularization parameter µ.

We select the federated LSTM model since it achieves high forecasting and efficiency performance. We train the model from scratch 20 times using different initialization seeds to obtain comprehensive results per aggregator. First, we tune the hyper-parameters introduced by the aggregation algorithms using a small grid search. Table 6 reports the grids per aggregator. For FedAdamGrad, we keep β₁ = 0; For FedYogi and FedAdam, we keep β₁ = 0.9 and β₂ = 0.99, according to [18].

The resulting averaged NRMSE per grid in the test is illustrated on Fig. 13. The dashed line corresponds to the FedAvg baseline and the points show the predictive error per grid. For FedProx, we observe that the lower values of µ, i.e., µ ∈ [10⁻³, 10⁻²], the better the predictive accuracy. Note that when µ = 0, FedProx is equivalent to FedAvg. Since µ is a regularization parameter, higher values lead to slower convergence and hence, the selected 30 federated rounds do not lead to low prediction error. When µ as low as 10⁻³, FedProx slightly overcomes the FedAvg baseline. For the FedAvgM aggregator, we observe that the higher the value of β, the higher the error. Note that when β = 0, FedAvgM is equivalent to FedAvg. From the experimental results, FedAvgM does not lead to lower prediction error and cannot outperform FedAvg. Regarding FedNova, we observe that it follows the predictive accuracy of FedAvg when ρ ≤ 10⁻¹ and slightly outperforms FedAvg. FedAdaGrad, FedYogi and FedAdam require a pool of four hyper-parameters. In this work we optimize two of them, and the rest is kept constant following their author observations [13]. We observe that the predictive error of these aggregators is hugely affected in the test.

### Table 5: Communication cost regarding the model size the federated round that achieved the lowest validation error.

| Model  | Size (KB) | Top Round | Client (MB) | Server (MB) |
|--------|-----------|-----------|-------------|-------------|
| MLP    | 563.2     | 15        | 8.4480      | 23.3440     |
| RNN    | 153.6     | 3         | 0.4608      | 1.3824      |
| LSTM   | 586.8     | 4         | 2.3472      | 7.0416      |
| GRU    | 442.4     | 4         | 1.7696      | 5.3088      |
| CNN    | 262.9     | 20        | 5.2380      | 15.7740     |

### Table 6: Hyper-parameters per aggregator in the grid-search.

| Aggregator              | Grid Parameters                           |
|-------------------------|-------------------------------------------|
| SimpleAvg               | -                                         |
| MedianAvg               | -                                         |
| FedAvg [8]              | -                                         |
| FedProx [15]            | µ ∈ [10⁻³, 10⁻², 10⁻¹]                    |
| FedAvgM [16]            | β ∈ [0.7, 0.9, 0.97, 0.99, 0.997]         |
| FedNova [17]            | ρ ∈ [0, 10⁻², 10⁻³, 10⁻⁴, 0.99]           |
| FedAdaGrad [13]         | η ∈ [10⁻², 10⁻³, 10⁻⁴]                    |
| FedYogi [18]            | τ ∈ [10⁻⁴, 10⁻³, 10⁻², 10⁻¹]             |
| FedAdam [13]            |                                           |
by the underlying parameters and in many cases, they lead to high error values. FedAdagrad outperforms FedAvg only on a single case, while FedYogi and FedAdam do not lead to higher quality predictions than FedAvg.

Overall, it is evident that FedAvg is on par with FedProx and FedNova and state-of-the-art aggregation algorithms do not outperform the simple approach of FedAvg. In fact, FedOpt algorithms [18] lead to unstable forecasting performance and the final global model is highly sensitive to the introduced hyper-parameters. The momentum parameter of FedAvgM does not improve the corresponding error, while FedProx and FedNova slightly outperform FedAvg in some cases. Fig. 14 shows the summarized NRMSE results per aggregation algorithm on the validation and testing sets. Note that we select the best hyper-parameters per aggregator based on the results on the validation set. Here, we consider two additional aggregators, i.e., SimpleAvg and MedianAvg. The NRMSE spread per aggregator clarifies the previous observations that FedProx and FedNova are on par with FedAvg. More precisely, FedProx provides the highest robustness against random initialization and the lower averaged NRMSE on both the validation and testing sets. Next, despite its simplicity, SimpleAvg seems to outperform the rest of the aggregators both in NRMSE and stability. FedNova slightly overcomes FedAvg and shows relatively high stability. The rest of the aggregators show high spread, i.e., sensitivity to randomness, while FedAdagrad requires careful tuning of its parameters. We attribute this behavior to the unique patterns per base station, which exhibit a mixed type of skewness, thereby impeding the ability of more sophisticated aggregators to converge to a generalized model.

To the best of our knowledge there is only a single work [9] that systematically evaluates the behavior of different aggregators. However, Li et al. simulated non-iid data and do not use real-world datasets. In addition, the introduced scenarios in [9] only considered two cases of mixed non-iid data, namely, feature with label distribution skew and feature with quantity skew. In our case, there are four categories of non-iid data: the feature, target, quantity and temporal skew, a mixed case that is unique and directly applies to the real world. Nevertheless, our results are consistent to [9] and specifically:

- There is no aggregator that systematically leads to higher quality models compared to FedAvg.
- FedProx is on par with FedAvg.
- Federated learning is challenging with the presence of a mixed type of non-iid data.

A key difference in our results compared to [9] is that FedNova presents high stability. We attribute this behavior to the mixed type of non-iid data of the given dataset as well as to our use case. Nonetheless, there is still room for improvements and additional experimental studies, especially in the federated time-series forecasting research area, which have been given limited attention, should be carefully investigated.

4.9. Scalability of Federated Learning

In this subsection, we introduce additional base stations to extend our use case beyond the existing three sites. To demonstrate the scalability of federated learning, we consider a scenario where multiple base stations own local data. In addition, we assume that all base stations are available and connected through a wired connection with the central server. All the experiments in this subsection are performed by training the LSTM model, which was previously identified as the top-performing model.

Due to the absence of publicly accessible traffic data for 5G and beyond networks, we employ generative models and train them using our up-to-date data. We train the generative models by considering either a single base station or exploring all possible combinations for our three base stations. Specifically, we trained the DoppelGANger [46] and CPAR [47] generative models. DoppelGANger focuses on generating multi-variate time-series using Generative Adversarial Networks (GANs) and is specifically designed for networking traffic flows. CPAR is a probabilistic auto-regressive GRU-based model for generalized time-series and stream flows generation.

![Figure 13: Averaged test NRMSE per grid and aggregator using the federated LSTM model. The dash line corresponds to the FedAvg baseline.](image-url)
Using the aforementioned models, we were able to generate a diverse dataset comprising 261 synthetic base stations, with varying number of samples and different distributions. Fig. 15 illustrates the number of samples per client, including the three real-world base stations. Note that the number of samples are presented in day intervals, with each day consisting of 720 measurements. The number of days for which a synthetic client owns measurements varies from one day to 2.7 years, allowing us to model extreme quantity skew. On average, there are 204.5 days of measurements per client, with a median of 125 days. Besides data quantity skew, the synthetic base stations also exhibit distribution skew. Fig. 16 presents an example of varying distributions among ten clients for the UpLink and DownLink measurements, including the original three base stations.

To demonstrate the impact of multiple clients with respect to scalability, we begin by examining the impact of data quantity on training time per (local) epoch. As mentioned previously, there are 264 base stations, with each one holding observations spanning from one day to 2.7 years. In federated learning, this variance in the number of observations results in significant differences in training times. In contrast, in a centralized scenario, the training time grows linearly with the total number of samples.

Fig. 17 shows the distribution of training times in the federated learning scenario for a single local epoch per client. As it can be observed, the training time ranges from as little as 1 second to 60 seconds. The former case corresponds to clients with limited data, e.g., one day of observations, while the latter case represents clients with observations spanning multiple years. The mean training time is 13 seconds per epoch, indicating that local training can be completed relatively fast. On clients with the larger amount of data, one local training epoch can be completed in approximately 1 minute. As such, considering the learning setting discussed in Section 4.3, where we selected three local epochs per participant, the training time can be as long as approximately 3 minutes. Thanks to the wired connection between the server and clients, the transfer time of model weights (which can be up to 600 KB, as shown in Table 5) is negligible. In addition, federated learning enables parallel training execution, thus ensuring that a federated round would not exceed 4 minutes.

To quantify the training time in a centralized scenario, we partition the available base stations into bins. Specifically, we
Table 7: Training times and data size to be transmitted in centralized learning.

| #Clients | #Days | Data Size (MB) | Training Time (s) |
|----------|-------|----------------|------------------|
| 3        | 387   | 2.68           | 2.4              |
| 10       | 87    | 6.27           | 5.7              |
| 25       | 184   | 13.17          | 11.4             |
| 50       | 464   | 33.14          | 29.6             |
| 100      | 12630 | 901.99         | 892.1            |
| 150      | 29784 | 2126.98        | 1880.2           |
| 200      | 45790 | 3269.99        | 3059.3           |
| 250      | 53906 | 3849.56        | 3487.1           |
| 264      | 53994 | 3855.84        | 3512.8           |

randomly shuffle the synthetic base stations and retain the first three IDs corresponding to the original real-world base stations. We train the same LSTM architecture considering a number of {3, 10, 25, 50, 100, 150, 200, 250, 264} clients. Table 7 reports the training time per considered number of clients, along with the number of total days in observations and the total data size in MB. Note that there is a significant increase between some client bins due to the inclusion of base stations that contains many observations. As expected, the training time grows with the number of clients and data size that is being considered. When we consider the total number of available clients, i.e., 264, the training time for a single epoch is about 1 hour, showing the superiority of federated learning, in which we identified that the maximum federated round completion takes about 4 minutes. Overall, in cases involving many clients, the training processing of federated learning outperforms the corresponding centralized setting due to its parallel execution. Hence, federated learning can scale much beyond centralized scenarios with respect to training times.

Regarding communication costs, the data size to be transmitted in centralized setting is known since the available clients directly send their data to a central server. In federated learning, the communication cost, which is reflected in terms of model weights transfer, depends on the number of clients selected in each federated round to perform training, the model size and the number of federated rounds. To compare the two settings, we use the data size considering all clients. For the federated setting, we take into account the LSTM model (of size 586.8 KB), a constant of 50 federated rounds and a selection fraction from \{0.1, 0.25, 0.5, 0.75, 1\} for our 264 base stations. In each federated round, the size to be transmitted is \(2 \times \text{model size} \times \#\text{participants}\) since the model weights are broadcasted from the server to clients and from clients to the server. Fig. 18 illustrates the size to be transmitted in MB for both the centralized setting and the federated learning cases. It is observed, that when we choose a small fraction for selecting clients per federated round, i.e., 0.1 and 0.25, the total size that is transferred in federated learning is smaller or equivalent to that of the centralized setting. Specifically, the data size that needs to be transferred in a centralized setting is about 3.9GB, while in federated learning and considering the fractions of 0.1 and 0.25, the total model weights transfer size is 1.6GB and 3.9GB, respectively. However, as we increase the selection fraction, federated learning requires a larger size to be transmitted. Thus, a selection of a small fraction is necessary for federated learning to scale beyond centralized settings is terms of communication costs.

To observe the trade-off between selection fraction and accuracy, we train the LSTM model using the aforementioned sampling fractions. We also train the centralized model, which is almost prohibitive in real-world scenarios due to the high computational costs and compare the achieved MAE on the validation set per iteration. Fig. 19 shows the training curves for centralized and federated learning with client sampling. Here, we observe that centralized learning serves as the lower bound with respect to MAE. However, as previously mentioned, centralized learning is resource-intensive and cannot easily scale due to high computational demands and training time. On the other hand, for federated learning, we observe that in all selections fractions the model converges to nearly the same MAE, which is almost equivalent to the centralized setting. When we select a larger fraction (0.5 onwards), the model converges faster in the first epochs, but fails to achieve lower errors as federated rounds progress. By selecting a fraction of 0.25, the model converges almost as fast as the larger fractions, while achieving lower error compared to the federated settings with higher selection fractions. When we choose a fraction of 0.1, the model’s convergence speed is the lowest among federated settings. Yet, it achieves even lower error than the centralized
eralization ability is a challenging task considering the dity across numerous clients, providing high predictive accu-

Figure 19: Training curves for different fraction selection in federated learning compared to centralized setting.

setting in round 38. Based on these observations, the optimal fraction should be low and in our case, lies between 0.1 and 0.25. Therefore, we conclude that for federated learning, a small selection fraction, along with intelligent client sam-

5. Conclusion

Generating high-quality traffic forecasting models with generalization ability is a challenging task considering the different date patterns in various base stations. In this work, we employed a federated learning approach to tackle several identified challenges owing to the non-iid data nature. Unlike centralized approaches, the proposed methods minimize business confidentiality and regulatory issues and federated learning paves the way for large-scale participation that can lead to building intel-
ligent predictors. We conducted extensive experiments considering five deep learning architectures and compared three dif-
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in machine learning, there is limited conducted research on the influence of preprocessing applied to a federated setting. In addition, we showed that all learning architectures lead to equival-

nts, which according to our results, heavily affects the learn-
ing performance. Although preprocessing is an integral step
Appendix A. Supplementary Figures

In this section, we present additional figures that supplement those described in the manuscript. Figure A.1 complements Fig. 6, showing the remaining six input series. As it can be observed from these figures, there are significant variations in scales across variables. This variability is not only observed in the target series, which are also used as inputs (Fig. 6), but also in the rest input series (Fig. A.1). For example, the DownLink and UpLink measurements are in terms of $10^9$ and $10^8$ respectively, while other input series like MCS Up and Down Var are in terms of $10^{-7}$ and $10^{-8}$ respectively.

In addition, Fig. A.2 completes the forecasts per base station using the federated LSTM model. In particular, we observe a similar behavior to the forecasts for the UpLink and DownLink values (Fig. 11), where we discussed that although the model fails to capture the higher spikes in ELBorn and PobleSec, the overall patterns are well presented and federated learning leads to high predictive accuracy.
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