We show that the maximum cardinality of an equiangular line system in 14 and 16 dimensions is 28 and 40, respectively, thereby solving a longstanding open problem. We also improve the upper bounds on the cardinality of equiangular line systems in 19 and 20 dimensions to 74 and 94, respectively.

1. Introduction

A set of lines each passing through the origin of Euclidean space is called an equiangular line system if the angle between any pair of lines is the same. Given $d$, we would like to know $N(d)$, the maximum cardinality of an equiangular line system in $\mathbb{R}^d$. This problem dates back to the late 1940s with a paper of Haantjes [16], who determined $N(3) = N(4) = 6$. The study of equiangular line systems largely developed in the 1970s due to the advent of the linear algebraic approach of Seidel et al. [22,24,30]. In particular, in 1973, the value of $N(d)$ was known for all $d \leq 13$, $d = 15$, and $d = 21, 22, 23$. (See Sequence A002853 in The On-Line Encyclopedia of Integer Sequences.)

Up until now, and despite a considerable amount of research in the past 45 years, determining the value of $N(14)$ had remained an open problem. In this paper we show that $N(14) = 28$ and $N(16) = 40$ and we improve the upper bounds for dimensions $d = 19$ and $d = 20$, i.e., we show that $N(19) \leq 74$ and $N(20) \leq 94$. Our work verifies part of a conjecture of Lin and Yu [23, Conjecture 3]. Furthermore, we vindicate Seidel in [31, Section 3.3] where $N(14) = 28$ and $N(16) = 40$ were claimed without proof. Note that Seidel

Mathematics Subject Classification (2010): 05B40; 05B20
also claimed that $N(18) = 48$, which we now know to be false [23,34] (see Table 1).

Equiangular line systems correspond to a variety of objects in different mathematical disciplines: regular two-graphs in group theory [35], equilateral point-sets in elliptic geometry [16], and optimal Grassmannian frames in frame theory [17]. Just in the last few years there have been many developments relating to the sequence $(N(d))_{d \in \mathbb{N}}$. In particular, there have emerged improvements to the lower bounds for $N(18)$ [23,34] and improvements to the upper bounds for $N(d)$ where $d = 14, 16, 17, 18, 19, 20$ [1,2,13,14,15]. There have also been various recent improvements to upper bounds for $N(d)$ for $d \geq 24$ using semidefinite programming, see [11,20,21,27,36].

The asymptotic behaviour of $N(d)$ is quadratic in $d$ with a general upper bound of $d(d+1)/2$ [22, Theorem 3.5] and a general lower bound of $(32d^2+328d+29)/1089$ [14, Corollary 2.8]. One can also consider the related problem of, for fixed $\alpha \in (0,1)$, finding $N_\alpha(d)$, the maximum number of lines in $\mathbb{R}^d$ through the origin with pairwise angle $\arccos \alpha$. The asymptotic behaviour of $N_\alpha(d)$ has been worked out in [3,4,19].

In Table 1 below, we give the currently known (including the improvements from this paper) values or lower and upper bounds for $N(d)$ for $d$ at most 23.

| $d$  | 2   | 3   | 4   | 5   | 6   | 7–14 | 15  | 16  | 17  | 18  | 19  | 20  | 21  | 22  | 23  |
|------|-----|-----|-----|-----|-----|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $N(d)$ | 3   | 6   | 6   | 10  | 16  | 28   | 36  | 40  | 48–49 | 56–60 | 72–74 | 90–94 | 126 | 176 | 276 |

Table 1. Bounds for the sequence $N(d)$ for $2 \leq d \leq 23$. A single number is given in the cases where the exact number is known. The improvements from this paper, $N(14) = 28$, $N(16) = 40$, $N(19) \leq 74$, and $N(20) \leq 94$ are included.

Let $\mathcal{L}$ be an equiangular line system of cardinality $n$ in $\mathbb{R}^d$ with $n > d$. Suppose $\{v_1, \ldots, v_n\}$ is a set of unit spanning vectors for the lines in $\mathcal{L}$. For any two distinct vectors $v_i$ and $v_j$ (with $i \neq j$) the inner product $v_i^T v_j$ is equal to $\pm \alpha$ for some $\alpha \in (0,1)$. Thus, the Gram matrix $G$ for this set of vectors has diagonal entries equal to 1 and off-diagonal entries equal to $\pm \alpha$. The $\{0, \pm 1\}$-matrix $S = (G-I)/\alpha$ is called the Seidel matrix corresponding to the set of lines $\mathcal{L}$. Note that changing the direction of our spanning vectors $v_i$ corresponds to conjugating $S$ with a $\{\pm 1\}$-diagonal matrix. Furthermore, since $G$ is positive semidefinite with rank $d$, the smallest eigenvalue of $S$ is $-1/\alpha$ with multiplicity $n - d$.

To show the nonexistence of equiangular line systems of cardinality $n$ in $\mathbb{R}^d$ for certain pairs $(n,d)$, we demonstrate the nonexistence of their corresponding Seidel matrices. We take advantage of modular constraints on
the coefficients of the characteristic polynomial of a Seidel matrix [15]. The eigenvalues of a Seidel matrix that corresponds to an equiangular line system of large cardinality relative to its ambient space are subject to strong geometric constraints. Our approach is to combine these modular and geometric constraints together to enable us to enumerate each possible characteristic polynomial for a putative Seidel matrix. Once an exhaustive list of the possible characteristic polynomials has been found, we apply spectral methods to show that no Seidel matrix can exist having the corresponding characteristic polynomials.

To produce our exhaustive lists of possible characteristic polynomials, we use a polynomial enumeration algorithm, which we have implemented in SageMath [33]. This implementation is available from GitHub [12]. The total running time (on a modern PC) of all the computations used in this paper is less than 22 minutes.

The outline of this paper is as follows. In Section 2, we introduce (weakly)-type-2 polynomials and describe the polynomial enumeration algorithm. In Section 3, we enumerate all polynomials that potentially correspond to equiangular line systems for certain pairs \((n,d)\). In Section 4, we present a method for demonstrating the nonexistence of Seidel matrices having a prescribed characteristic polynomial. In Section 5, we show that \(N(19) \leq 74\), and \(N(20) \leq 94\) and in Section 6, we show that \(N(14) = 28\) and \(N(16) = 40\).

2. Preliminaries

2.1. Characteristic polynomials and interlacing

Let \(\mathcal{L}\) be an equiangular line system of cardinality \(n\) in \(\mathbb{R}^d\) with \(n > d\) and let \(S\) be the Seidel matrix corresponding to \(\mathcal{L}\). The Seidel matrix \(S\) is a symmetric matrix with real entries, which means that each zero of its characteristic polynomial \(\chi_S(x) = \det(xI - S)\) is real. In other words, \(\chi_S(x)\) is a totally-real polynomial. Moreover, since every entry of \(S\) is an integer, each coefficient of \(\chi_S(x)\) is also an integer.

By [22, Theorem 3.4] together with [24, Lemma 6.1] and [22, Theorem 4.5], for each ordered pair \((n,d) \in \{(29,14),(41,16),(75,19),(95,20)\}\), any corresponding Seidel matrix must have smallest eigenvalue equal to \(-5\). We record this result as a theorem.

**Theorem 2.1.** Let \((n,d) \in \{(29,14),(41,16),(75,19),(95,20)\}\) and let \(S\) be a Seidel matrix corresponding to \(n\) equiangular lines in \(\mathbb{R}^d\). Then \(\chi_S(x) = (x+5)^{n-d}p(x)\), where \(p(x)\) is a monic integer polynomial of degree \(d\) all of whose zeros are greater than \(-5\).
Our main approach for showing that a Seidel matrix $S$ having a certain spectrum does not exist is to consider the principal submatrices of $S$ and their characteristic polynomials. Cauchy’s interlacing theorem, below, provides bounds for the eigenvalues of principal submatrices of $S$. For a matrix $M$, denote by $M[i]$ the principal submatrix of $M$ obtained by deleting its $i$th row and column.

**Theorem 2.2 ([5,9,18]).** Let $M$ be a real symmetric matrix having eigenvalues $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$ and suppose $M[j]$, for some $j \in \{1,\ldots,n\}$, has eigenvalues $\mu_1 \leq \mu_2 \leq \cdots \leq \mu_{n-1}$. Then

$$\lambda_1 \leq \mu_1 \leq \lambda_2 \leq \cdots \leq \lambda_{n-1} \leq \mu_{n-1} \leq \lambda_n.$$ 

Given $\delta \in \mathbb{N}$ and polynomials $f(x) = \prod_{i=1}^{\delta} (x - \lambda_i)$ and $g(x) = \prod_{i=0}^{\delta} (x - \mu_i)$ such that $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_\delta$, and $\mu_0 \leq \mu_1 \leq \cdots \leq \mu_\delta$, we say that $f$ interlaces $g$ if $\mu_0 \leq \lambda_1 \leq \mu_1 \leq \lambda_2 \leq \cdots \leq \lambda_\delta \leq \mu_\delta$.

The next result is a condition on the sum of the characteristic polynomials of principal submatrices of a matrix.

**Theorem 2.3 ([29, Page 116]).** Let $M$ be a real symmetric matrix of order $n$. Then

$$\sum_{i=1}^{n} \chi_{M[i]}(x) = \frac{d}{dx} \chi_M(x).$$

Since every Seidel matrix $S$ of order $n$ has zero trace and the trace of $S^2$ is $n(n-1)$, we have the following.

**Lemma 2.4 ([15, Lemma 5.4]).** Let $S$ be a Seidel matrix of order $n$. Suppose $S$ has minimal polynomial $m_S(x) = \sum_{i=0}^{d} a_i x^{d-i}$. Then, for all $j \in \{1,\ldots,n\}$,

$$\chi_{S[j]}(x) = \frac{\chi_S(x)}{m_S(x)} \sum_{i=0}^{d-1} b_i x^{d-1-i},$$

where $b_0 = 1$, $b_1 = a_1$, $b_2 = a_2 + n - 1$, and $b_i \in \mathbb{Z}$ for $i \in \{3,\ldots,d-1\}$.

### 2.2. Type-2 polynomials

It was shown in [15] that the coefficients of characteristic polynomials of Seidel matrices satisfy certain modular constraints.
Theorem 2.5 ([15, Section 3]). Let $S$ be a Seidel matrix of order $n$ and write $\chi_{S+I}(x) = \sum_{i=0}^{n} a_i x^{n-i}$. Then $a_0 = 1$, $a_1 = -n$, and $a_2 = 0$. Furthermore, if $n$ is even then $2^i$ divides $a_i$ for all $i \in \{0, \ldots, n\}$. Otherwise, $2^{i-1}$ divides $a_i$ for all odd $i \in \{0, \ldots, n\}$ and $2^i$ divides $a_i$ for all even $i \in \{0, \ldots, n\}$.

Motivated by the above theorem, we consider polynomials whose coefficients satisfy related modular conditions.

Definition 2.6. Let $p(x) = \sum_{i=0}^{n} a_i x^{n-i}$ be a monic polynomial in $\mathbb{Z}[x]$. We say $p$ is type 2 if $2^i$ divides $a_i$ for all $i \geq 0$ and weakly type 2 if $2^{i-1}$ divides $a_i$ for all odd $i \geq 1$. The next result follows from [15, Lemma 3.1].

Lemma 2.7. Let $S$ be a Seidel matrix of order $n$ and $\kappa$ be an odd integer. Then $\chi_{S-\kappa I}(x)$ is weakly-type-2. Furthermore, if $n$ is even, then $\chi_{S-\kappa I}(x)$ is type-2.

Note the following equivalent definition of (weakly)-type-2 polynomials. A monic integer polynomial $p(x)$ is type-2 if and only if $p(2x)/2^{\deg p} \in \mathbb{Z}[x]$ and is weakly-type-2 if and only if $p(2x)/2^{\deg p-1} \in \mathbb{Z}[x]$.

Recall that the content $c(p)$ of a polynomial $p \in \mathbb{Z}[x]$ is the greatest common divisor of its coefficients. For $p \in \mathbb{Q}[x]$, the content $c(p)$ is defined to be $c(up)/u$ where $v \in \mathbb{N}$ satisfying $vp \in \mathbb{Z}[x]$. The following lemma deals with the factorisation of type-2 and weakly-type-2 polynomials.

Lemma 2.8. Let $p \in \mathbb{Z}[x]$ be a monic polynomial. Suppose $p = qr$ where $q, r \in \mathbb{Z}[x]$. Then

(a) $p$ is type-2 if and only if $q$ and $r$ are both type-2;
(b) $p$ is weakly-type-2 if and only if $q$ and $r$ are both weakly-type-2 and at least one of them is type-2.

Proof. Since $p$ is monic, both $q$ and $r$ are also monic. Observe that

$$\frac{p(2x)}{2^{\deg p}} = \frac{q(2x)}{2^{\deg q}} \cdot \frac{r(2x)}{2^{\deg r}}$$

and both $q(2x)/2^{\deg q}$ and $r(2x)/2^{\deg r}$ are monic polynomials in $\mathbb{Q}[x]$. It follows that there exist positive integers $u$ and $v$ such that $u \cdot q(2x)/2^{\deg q}$ and $v \cdot r(2x)/2^{\deg r}$ are both in $\mathbb{Z}[x]$ each with content equal to 1. Since the
content is multiplicative, we obtain

\[
\frac{uv}{2} \cdot c \left( \frac{p(2x)}{2^{\deg p-1}} \right) = c \left( \frac{uv \cdot p(2x)}{2^{\deg p}} \right) = c \left( \frac{q(2x)}{2^{\deg q}} \right) \cdot c \left( \frac{r(2x)}{2^{\deg r}} \right) = 1.
\]

If \( q \) and \( r \) are both type-2, then

\[
\frac{p(2x)}{2^{\deg p}} = \frac{q(2x)}{2^{\deg q}} \cdot \frac{r(2x)}{2^{\deg r}} \in \mathbb{Z}[x].
\]

Hence \( p \) is type-2. Conversely, suppose \( p \) is type-2. Then \( p(2x)/2^{\deg p} \) is a monic polynomial in \( \mathbb{Z}[x] \), which implies \( c(p(2x)/2^{\deg p}) = 1 \). Consequently, we must have that \( p(2x)/2^{\deg p-1} \in \mathbb{Z}[x] \) and \( c(p(2x)/2^{\deg p-1}) = 2 \). By (2.2), we have \( uv=1 \) and hence \( u=v=1 \). Therefore, \( q \) and \( r \) are both type-2.

If \( q \) and \( r \) are both weakly-type-2 and at least one of them is type-2, then

\[
\frac{p(2x)}{2^{\deg p-1}} = \frac{q(2x)}{2^{\deg q-1}} \cdot \frac{r(2x)}{2^{\deg r}} = \frac{q(2x)}{2^{\deg q}} \cdot \frac{r(2x)}{2^{\deg r-1}} \in \mathbb{Z}[x].
\]

Hence, \( p \) is weakly-type-2. Conversely, suppose \( p \) is weakly-type-2. Then the polynomial \( p(2x)/2^{\deg p-1} \) has integer coefficients with leading coefficient 2, which implies \( c(p(2x)/2^{\deg p-1}) = 1 \). Consequently, we must have that \( p(2x)/2^{\deg p-1} \in \mathbb{Z}[x] \), i.e., \( p \) is type-2 and hence \( q \) and \( r \) are both type-2, as above. Otherwise, we must have \( c(p(2x)/2^{\deg p-1}) = 1 \). Then \( uv = 2 \) by (2.2).

Hence \( \{u,v\} = \{1,2\} \), which implies that both \( q \) and \( r \) are weakly-type-2 and one of them is type-2.

Denote by \( C_n \) the set of all Seidel matrices of order \( n \). Given a positive integer \( e \), define the set \( P_{n,e} = \{ \chi S(x) \mod 2^e \mathbb{Z}[x] | S \in C_n \} \). We will require the following upper bound on the cardinality of \( P_{n,e} \) for odd \( n \).

**Theorem 2.9** ([15, Corollary 3.13]). Let \( n \) be an odd integer and \( e \) be a positive integer. Then the cardinality of \( P_{n,e} \) is at most \( 2^{(e-2)}/2+1 \).

In [15], the authors conjectured\(^1\) that, for all integers \( e \geq 3 \), there exists \( N \in \mathbb{N} \) such that \( |P_{n,e}| = 2^{(e-2)/2}+1 \) for all odd \( n > N \). The conjecture remains open.

\(^1\) The necessary condition \( e \geq 3 \) was not stated in the conjecture given in [15]. Indeed, for all natural numbers \( n \) and \( e \) with \( e < 3 \), it is easy to see that \( |P_{n,e}| < 2^{(e-2)/2}+1 \).
Remark 2.10. For reasonably small values of $n$ and $e$ (i.e., $n \leq 95$ and $e \leq 7$) we can generate all elements of $P_{n,e}$ by randomly generating Seidel matrices of order $n$ until we obtain $2^{(n^2-2)/2}+1$ characteristic polynomials in distinct congruence classes modulo $2^e \mathbb{Z}[x]$. For each $n \in \{27, 29, 41, 73, 75, 93, 95\}$, using the technique described above, we can explicitly construct the set $P_{n,7}$. Note that, for $e$ larger than 7, it becomes computationally infeasible to compute $P_{n,e}$.

2.3. Polynomial enumeration algorithm

In the subsequent sections we frequently need to generate totally-real (weakly)-type-2 polynomials whose top three coefficients are fixed. We use an algorithm developed by McKee and Smyth (see [26, Section 3] or [15, Section 4.3]). In each step of the above algorithm, a range of values is found for the constant term of a polynomial. Our modification is to apply divisibility “checks” to reduce the number of possible values for the constant term at each iteration. To illustrate how the algorithm works, we provide a toy example, below.

Suppose we want to find all polynomials $f(x) = x^4 - 18x^3 + 112x^2 + a_3 x + a_4$ such that all roots of $f$ are real and $f$ is type-2. Since $f$ is totally real, the derivative $f'(x) = 4x^3 - 54x^2 + 224x + a_3$ must also be totally real. Hence, $a_3 \in \{-294, \ldots, -264\}$. Now, we use the fact that $f$ is type-2, that is, 8 divides $a_3$ and 16 divides $a_4$. Since 8 divides $a_3$, there are only four possibilities for $a_3$, which are $-288$, $-280$, $-272$, and $-264$. For each $a_3$, we can find the range of possible values for $a_4$ that ensures that $f$ is totally real. When $a_3 = -288$ we must have $a_4 \in \{256, \ldots, 262\}$. When $a_3 = -280$ we must have $a_4 \in \{223, \ldots, 242\}$. When $a_3 = -272$ we must have $a_4 \in \{185, \ldots, 194\}$. And when $a_3 = -264$ we must have $a_4 \in \{144\}$. Now we impose the condition that 16 divides $a_4$. In total, we obtain 5 possible polynomials for $f$:

\[
\begin{align*}
x^4 - 18x^3 + 112x^2 - 288x + 256, & \quad x^4 - 18x^3 + 112x^2 - 280x + 224, \\
x^4 - 18x^3 + 112x^2 - 280x + 240, & \quad x^4 - 18x^3 + 112x^2 - 272x + 192, \\
x^4 - 18x^3 + 112x^2 - 264x + 144.
\end{align*}
\]

We apply this algorithm repeatedly throughout. The computations were executed on a modern PC in SageMath [33], with the output independently verified using Mathematica [25] and Pari/GP [28]. The total running time for all computations used in this paper is less than 22 minutes. The time taken to construct the sets $P_{n,e}$ in the relevant cases is not included in the running times given below. A SageMath implementation of this algorithm is available from GitHub [12].
3. Candidate characteristic polynomials

In this section, we enumerate all candidates for the characteristic polynomial of a Seidel matrix corresponding to $n$ equiangular lines in $\mathbb{R}^d$, for each ordered pair $(n,d) \in \{(29,14),(41,16),(75,19),(95,20)\}$.

**Lemma 3.1.** Let $d$ be a positive integer and let $S$ be a Seidel matrix of order $n$ with smallest eigenvalue $\lambda_0 \in \mathbb{Z}$ of multiplicity at least $n-d+1$. Let $\kappa$ be a closest odd integer to $(d-n)\lambda_0/d$. Define

$$\theta := \min \left\{ \eta \in \mathbb{N} \mid \eta 4^{(\eta - \gamma(n))/\eta} > n(n-1) - \lambda_0^2(n-d) + 2\kappa\lambda_0(n-d) + d\kappa^2 \right\},$$

where $\gamma(n)=1$ if $n$ is odd and $\gamma(n)=0$, otherwise. If $\theta \leq d$, then

$$\chi_S(x) = (x - \lambda_0)^{n-d}(x - \kappa)^{d+1-\theta} \phi(x),$$

for some monic integer polynomial $\phi(x)$ of degree $\theta - 1$.

**Proof.** Since its multiplicity is greater than 1, the eigenvalue $\lambda_0$ must be odd (see [14, Theorem 2.2]). Let $\lambda_1, \ldots, \lambda_d$ be the $d$ other eigenvalues of $S$, which satisfy the inequalities $\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_d$. Since tr $S = 0$ and tr $S^2 = n(n-1)$, we have

$$\sum_{i=1}^{d} \lambda_i = -\lambda_0(n-d) \quad \text{and} \quad \sum_{i=1}^{d} \lambda_i^2 = n(n-1) - \lambda_0^2(n-d).$$

Combining the above yields

$$(3.1) \quad \sum_{i=1}^{d} (\lambda_i - \kappa)^2 = n(n-1) - \lambda_0^2(n-d) + 2\kappa\lambda_0(n-d) + d\kappa^2.$$\[\text{The minimum value of the polynomial } n(n-1) - \lambda_0^2(n-d) + 2\kappa\lambda_0(n-d) + d\kappa^2 \text{ is attained when } x = (d-n)\lambda_0/d. \text{ Hence, the minimum value of } n(n-1) - \lambda_0^2(n-d) + 2\kappa\lambda_0(n-d) + d\kappa^2 \text{ for } x \text{ an odd integer is attained when } x = \kappa. \text{ Let } \mathcal{T} = n(n-1) - \lambda_0^2(n-d) + 2\kappa\lambda_0(n-d) + d\kappa^2 \text{ and let } \eta = d. \text{ From (3.1), we have } \sum_{i=1}^{\eta} (\lambda_i - \kappa)^2 = \mathcal{T}. \text{ Suppose that } \eta \text{ satisfies } \eta 4^{(\eta - \gamma(n))/\eta} > \mathcal{T}. \text{ By Lemma 2.7, the characteristic polynomial}

$$\chi_{S - \kappa I}(x) = \chi_S(x + \kappa) = x^{d-\eta}(x - \lambda_0 + \kappa)^n \prod_{i=1}^{\eta} (x - \lambda_i + \kappa)$$

is weakly-type-2 and is type-2 if $n$ is even. By Lemma 2.8, the polynomial $\prod_{i=1}^{\eta} (x - \lambda_i + \kappa)$ is also weakly-type-2, or type-2 if $n$ is even. In particular, the constant term $\prod_{i=1}^{\eta} (\lambda_i - \kappa)$ is divisible by $2^{\eta - \gamma(n)}$. Thus, we write
\[ \prod_{i=1}^{\eta} (\lambda_i - \kappa) = 2^{n - \gamma(n)} \cdot k_\eta \text{ where } k_\eta \in \mathbb{Z}. \]

Using the inequality of arithmetic and geometric means, we obtain

\[ \eta^4 4^{n - \gamma(n)} > \mathcal{T}^\eta = \left( \sum_{i=1}^{\eta} (\lambda_i - \kappa)^2 \right)^{\frac{\eta}{2}} \geq \eta^\eta \prod_{i=1}^{\eta} (\lambda_i - \kappa)^2 = \eta^\eta 4^{n - \gamma(n)} \cdot k_\eta^2. \]

This implies that \( k_\eta = 0 \) and, without loss of generality, we can assume \( \lambda_\eta = \lambda_d = \kappa. \) Then

\[ \chi_{S - \kappa I}(x) = x^{d+1-\eta} (x - \lambda_0 + \kappa)^{n-d} \prod_{i=1}^{\eta-1} (x - \lambda_i + \kappa). \]

Furthermore, we have \( \sum_{i=1}^{\eta-1} (\lambda_i - \kappa)^2 = \mathcal{T} \) and, by Lemma 2.8, the polynomial \( \prod_{i=1}^{\eta-1} (x - \lambda_i + \kappa) \) is weakly-type-2, or type-2 if \( n \) is even.

Suppose \( \theta \leq d. \) Note that for \( \eta > 0, \) the function \( \Psi(\eta) = \eta^4 (\eta - \gamma(n))/\eta \) is increasing. Hence, for each integer \( \eta \) where \( \theta \leq \eta \leq d, \) we have \( \eta^4 (\eta - \gamma(n))/\eta > \mathcal{T}. \) Inductively repeat the steps above from \( \eta = d \) to \( \eta = \theta. \) We obtain \( \lambda_\theta = \cdots = \lambda_d = \kappa \) and thus

\[ \chi_S(x) = (x - \lambda_0)^{n-d} (x - \kappa)^{d+1-\theta} \prod_{i=1}^{\theta-1} (x - \lambda_i), \]

as required.

\[ \square \]

Remark 3.2. It is interesting to note that the extremal case of Lemma 3.1 (when \( \theta = 1 \)) characterises Seidel matrices having precisely two distinct eigenvalues. Such Seidel matrices correspond to regular two-graphs [35].

The next result follows immediately from Lemma 3.1 and Theorem 2.1.

Corollary 3.3. Let \( S \) be a Seidel matrix.

(a) If \( S \) corresponds to 75 equiangular lines in \( \mathbb{R}^{19}, \) then

\[ \chi_S(x) = (x + 5)^{56} (x - 15)^{12} \phi(x), \]

for some monic polynomial \( \phi \) of degree 7 in \( \mathbb{Z}[x]. \)

(b) If \( S \) corresponds to 95 equiangular lines in \( \mathbb{R}^{20}, \) then

\[ \chi_S(x) = (x + 5)^{75} (x - 19)^{13} \phi(x), \]

for some monic polynomial \( \phi \) of degree 7 in \( \mathbb{Z}[x]. \)
(c) If $S$ corresponds to 29 equiangular lines in $\mathbb{R}^{14}$, then
\[ \chi_S(x) = (x + 5)^{15}(x - 5)^4\phi(x), \]
for some monic polynomial $\phi$ of degree 10 in $\mathbb{Z}[x]$.

(d) If $S$ corresponds to 41 equiangular lines in $\mathbb{R}^{16}$, then
\[ \chi_S(x) = (x + 5)^{25}(x - 7)^3\phi(x), \]
for some monic polynomial $\phi$ of degree 13 in $\mathbb{Z}[x]$.

Let $S$ be a Seidel matrix corresponding to an equiangular line system of cardinality $n$ in $\mathbb{R}^d$, where $(n,d) \in \{(29,14),(41,16),(75,19),(95,20)\}$. By Theorem 2.1, in each case, the smallest eigenvalue of $S$ is $\lambda_0 = -5$. We can determine $\kappa$ and $\theta$ (as defined in Lemma 3.1) for each $(n,d)$. In view of Corollary 3.3, the next step is to find feasible polynomials for $\phi(x) = \sum_{t=0}^{\theta-1} b_t x^{\theta-1-t}$ where
\[ \chi_S(x) = (x - \lambda_0)^{n-d}(x - \kappa)^{d+1-\theta}\phi(x). \]

Obviously $b_0 = 1$. And we can find $b_1$ and $b_2$, using a basic fact about Seidel matrices: the traces of $S$ and $S^2$ are expressed in terms of $n$ as $\text{tr} S = 0$ and $\text{tr} S^2 = n(n-1)$. Hence, using Newton’s identities, we have $b_1 = \lambda_0(n-d) + \kappa(d+1-\theta)$ and $b_2 = (b_1^2 + \lambda_0^2(n-d) + \kappa^2(d+1-\theta) - n(n-1))/2$.

By Lemma 2.7, since in each case $n$ is odd, the polynomial
\[ \chi_S(x - 1) = (x - \lambda_0 - 1)^{n-d}(x - \kappa - 1)^{d+1-\theta}\phi(x - 1) \]
is weakly-type-2. By Lemma 2.8, the polynomial $\phi(x - 1)$ is also weakly-type-2. Thus, we need to find all totally-real, integer polynomials $\phi(x)$ with the following properties:

(i) $b_0 = 1$, $b_1 = \lambda_0(n-d) + \kappa(d+1-\theta)$, and
\[ b_2 = (b_1^2 + \lambda_0^2(n-d) + \kappa^2(d+1-\theta) - n(n-1))/2, \]

(ii) $\phi(x - 1)$ is weakly-type-2.

(iii) $(x - \lambda_0)^{n-d}(x - \kappa)^{d+1-\theta}\phi(x)$ belongs to a congruence class in $\mathcal{P}_{n,7}$. (See Remark 2.10.)

Let $\Phi_{n,d}$ be the set of polynomials satisfying these properties. We use the polynomial generation algorithm of Section 2.3 to compute $\Phi_{n,d}$ for each pair $(n,d)$ in the set $\{(29,14),(41,16),(75,19),(95,20)\}$ and we form the set $\mathcal{P}_{n,d}$ from elements of $\Phi_{n,d}$ multiplied by $(x - \lambda_0)^{n-d}(x - \kappa)^{d+1-\theta}$. We list the result of our computations in the following proposition.
Proposition 3.4. Let \((n,d) \in \{(29,14),(41,16),(75,19),(95,20)\}\) and let \(S\) be a Seidel matrix corresponding to \(n\) equiangular lines in \(\mathbb{R}^d\). Then \(\chi_S(x) \in P_{n,d}\). The set \(P_{n,d}\) is described explicitly below.

(a) \(P_{75,19}\) consists of the elements of

\[
E_{75,19} = \{(x+5)^{56}(x-13)^4(x-15)^{14}(x-18), \quad (x+5)^{56}(x-10)(x-15)^{18}\}
\]

together with the six polynomials listed in Table 2. (Running time: 0.52 seconds.)

(b) \(P_{95,20}\) consists of the elements of

\[
E_{95,20} = \{(x+5)^{75}(x-17)^4(x-19)^{15}(x-22), \quad (x+5)^{75}(x-14)(x-19)^{19}\}
\]

together with the six polynomials listed in Table 3. (Running time: 0.61 seconds.)

(c) \(P_{29,14}\) consists of the elements of

\[
E_{29,14} = \begin{cases} 
(x+5)^{15}(x-5)^{10}(x-7)^2(x^2 - 11x + 16), \\
(x+5)^{15}(x-3)(x-5)^9(x-7)^2(x^2 - 13x + 32), \\
(x+5)^{15}(x-5)^{10}(x-7)(x^3 - 18x^2 + 93x - 128), \\
(x+5)^{15}(x-3)(x-5)^{11}(x^2 - 17x + 68), \\
(x+5)^{15}(x-3)^2(x-5)^8(x-7)^2(x^2 - 15x + 52), \\
(x+5)^{15}(x-3)(x-4)(x-5)^{10}(x-9)^2
\end{cases}
\]

together with the 25 polynomials listed in Table 4. (Running time: 69.33 seconds.)

(d) \(P_{41,16}\) consists of the elements of

\[
E_{41,16} = \begin{cases} 
(x+5)^{25}(x-7)^9(x-9)^4(x-11)(x^2 - 15x + 48), \\
(x+5)^{25}(x-3)(x-7)^6(x-8)(x-9)^8
\end{cases}
\]

together with the 20 polynomials listed in Table 5. (Running time: 395.43 seconds.)

The running times given in Proposition 3.4 are for a SageMath implementation [12] of the polynomial enumeration algorithm running on a modern PC.
4. Seidel matrices having a prescribed characteristic polynomial

In this section, we describe a procedure for showing the nonexistence of a Seidel matrix having characteristic polynomial $p(x)$, where $p(x)$ is some fixed polynomial.

Let $S$ be a Seidel matrix of order $n$ with characteristic polynomial $\chi_S(x) = p(x)$. We define $m_S(x) := \sum_{t=0}^{\delta} a_t x^{\delta-t}$ to be its minimal polynomial of degree $\delta$ and let $\mu_S(x) = \chi_S(x)/m_S(x)$.

4.1. Interlacing characteristic polynomials

Let $i \in \{1, \ldots, n\}$. By Lemma 2.4, we have $\chi_{S[i]}(x) = \mu_S(x) \cdot f(x)$ for some polynomial $f(x) = \sum_{t=0}^{\delta-1} b_t x^{\delta-1-t}$ where $b_0 = 1$, $b_1 = a_1$, and $b_2 = a_2 + n - 1$. We want to find an exhaustive list of all possibilities for the polynomial $\chi_{S[i]}(x)$.

By Theorem 2.5, the polynomial $\chi_{S[i]}(x-1)$ is weakly-type-2 and is type-2 if $n-1$ is even. By Lemma 2.8, the polynomial $f(x-1)$ is also weakly-type-2 and is type-2 if $n-1$ is even. Thus, we need to find all totally-real, integer polynomials $f(x) = \sum_{t=0}^{\delta-1} b_t x^{\delta-1-t}$ with the following properties:

(i) $b_0 = 1$, $b_1 = a_1$, $b_2 = a_2 + n - 1$,
(ii) $f(x)$ interlaces $m_S(x)$,
(iii) $f(x-1)$ is weakly-type-2 and is type-2 if $n-1$ is even,
(iv) $\mu_S(x) \cdot f(x)$ is in a congruence class of $\mathcal{P}_{n-1,7}$, if $n-1$ is odd. (See Remark 2.10.)

Let $F$ be the set of polynomials satisfying these properties. We use the polynomial generation algorithm of Section 2.3 to construct $F$. The set $\mathcal{F} := \{ \mu_S(x) \cdot f(x) | f(x) \in F \}$ is called the set of interlacing characteristic polynomials for $p(x)$.

4.2. Certificates of infeasibility and interlacing configurations

The coefficient vector of a polynomial $h(x) = \sum_{t=0}^{n-1} c_t x^{n-1-t}$ of degree $n-1$ is defined to be the (row) vector $(c_0, c_1, \ldots, c_{n-1})$. Given a set $H = \{ h_1, \ldots, h_k \}$ of polynomials each of degree $n-1$, the coefficient matrix $A(H)$ is defined as the $k \times n$ matrix whose $i$th row is the coefficient vector for $h_i$. We write $x \geq 0$ to indicate that all entries of the vector $x$ are nonnegative. The polynomial equation (2.1) can be viewed as a linear system: $x^\top A = b^\top$, where $x \geq 0$. Indeed, for a real symmetric matrix $M$ of order $n$, let $X = \{ \chi_{M[i]}(x) | i \in \{1, \ldots, n\} \}$ and let $x$ be the vector indexed by elements of $X$ such that the
By Theorem 2.3, there exist nonnegative integers polynomial $f$ of $S$ has no solution if and only if the linear system

$$\mu(x) = 0.$$ 

Then, to show that no Seidel matrix $S$ has an interlacing configuration for $f$, it suffices to provide a certificate of infeasibility $c$ for the linear system $A = \mathbf{b}^\top$. 

Theorem 4.1 (Farkas’ Lemma [8]). Let $A$ be a real $n \times m$ matrix and let $\mathbf{b} \in \mathbb{R}^m$, $x \in \mathbb{R}^n$. Then the linear system

$$x^\top A = \mathbf{b}^\top, \; x \geq 0$$

has no solution if and only if the linear system

$$Ay \geq 0, \; y^\top \mathbf{b} < 0$$

has a solution, where $y \in \mathbb{R}^m$.

Theorem 4.1 allows us to demonstrate that there is no vector $x \geq 0$ satisfying $x^\top A = \mathbf{b}^\top$, by finding a vector $y \in \mathbb{R}^m$ such that $Ay \geq 0$ and $y^\top \mathbf{b} < 0$. We call such a vector $y$ a certificate of infeasibility for the linear system $x^\top A = \mathbf{b}^\top, \; x \geq 0$.

Consider the set $\mathcal{S} = \{f_1(x), \ldots, f_k(x)\}$ of interlacing characteristic polynomials of $S$. For each $i \in \{1, \ldots, k\}$, we have $f_i(x) = \mu_S(x)f_i(x)$ for some polynomial $f_i(x) = \sum_{t=0}^{\delta-1} b_{i,t}x^{\delta-1-t}$. Let $F = \{f_1(x), \ldots, f_k(x)\}$ and let $A = A(F)$. By Theorem 2.3, there exist nonnegative integers $n_1, n_2, \ldots, n_k$ such that

$$\mu_S(x) \sum_{i=1}^k n_i \cdot f_i(x) = \frac{d}{dx} \chi_S(x).$$

Then there exists $g \in \mathbb{Z}[x]$ such that $\frac{d}{dx} \chi_S(x) = \mu_S(x) \cdot g(x)$ and (4.1) can be simplified to $\sum_{i=1}^k n_i \cdot f_i(x) = g(x)$.

Let $\mathbf{n}^\top = (n_1, n_2, \ldots, n_k)$. Then $\mathbf{n} \geq 0$ is a solution to the linear system $\mathbf{n}^\top A = \mathbf{g}^\top$ where $\mathbf{g}^\top = (g_0, \ldots, g_{\delta-1})$ is the coefficient vector for $g(x) = \sum_{t=0}^{\delta-1} g_t x^{\delta-1-t}$. We call the vector $\mathbf{n}$ the interlacing configuration for $\mathcal{S}$. Thus, to show that no Seidel matrix $S$ exists having $\chi_S(x) = p(x)$, it suffices to show that there does not exist an interlacing configuration for $\mathcal{S}$. Hence, it suffices to provide a certificate of infeasibility $\mathbf{c}$ for the linear system above.

We call $\mathbf{c}$ a certificate of infeasibility for $p(x)$.

Suppose the linear system $\mathbf{n}^\top A = \mathbf{g}^\top$ has at least one nonnegative real solution. Then a polynomial $f \in \mathcal{S}$ is called a warranted interlacing characteristic polynomial if there is no nonnegative solution $\mathbf{n}$ to the subsystem $\mathbf{n}^\top A' = \mathbf{g}^\top$, where the matrix $A'$ is obtained from $A$ by removing the row corresponding to the polynomial $f$. We can show that an interlacing characteristic polynomial is warranted by providing a certificate of infeasibility.
c for this subsystem. We call such a c a certificate of warranty for the interlacing characteristic polynomial $f(x)$. Equivalently, we have that the one entry of $Ac$ that corresponds to $f$ is negative, while the rest of the entries of $Ac$, which correspond to the entries of $A'c$, are nonnegative.

4.3. Eigenspaces, angles, and compatibility

Now we introduce the notion of compatibility for interlacing characteristic polynomials. This notion is used in Section 6. Let $M$ be a real symmetric matrix of order $n$. We write $\Lambda(M) = \{\lambda_1, \ldots, \lambda_m\}$ for the set of distinct eigenvalues of $M$. For each $i \in \{1, \ldots, m\}$, denote by $E(\lambda_i)$ the eigenspace of $\lambda_i$ and let $\{e_1, \ldots, e_n\}$ be the standard basis of $\mathbb{R}^n$. Denote by $P_\lambda$ the orthogonal projection of $\mathbb{R}^n$ onto $E(\lambda)$. For a vector $v$, we write $v(i)$ to denote its $i$th entry.

Theorem 4.2 (Spectral Decomposition Theorem). Let $M$ be a real symmetric matrix and let $\Lambda(M) = \{\lambda_1, \ldots, \lambda_m\}$. Then

$$M = \lambda_1 P_{\lambda_1} + \cdots + \lambda_m P_{\lambda_m}.$$ 

We write $\alpha_{i,j} = \|P_{\lambda_i} e_j\|$ for all $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, n\}$. As is customary, we refer to the numbers $\alpha_{i,j}$ as the angles of $M$.

The next result takes advantage of the fact that the entries of a unit eigenvector of a simple eigenvalue can be expressed in terms of the angles. See [7] for a survey on a related result.

Lemma 4.3. Let $M$ be an integer symmetric matrix of order $n$ with $\Lambda(M) = \{\lambda_1, \ldots, \lambda_m\}$ and angles $\alpha_{i,j}$. Suppose that $\lambda_1, \ldots, \lambda_l$ are simple eigenvalues and $1 \leq l \leq m$. Define $q(x) = \prod_{i=l+1}^{m} (x - \lambda_i)$ and suppose $q(x) \in \mathbb{Z}[x]$. Then for all $i, j \in \{1, \ldots, n\}$, there exist $\varepsilon_2, \ldots, \varepsilon_l \in \{\pm 1\}$ such that

$$q(\lambda_1)\alpha_{1,i}\alpha_{1,j} + \sum_{k=2}^{l} q(\lambda_k)\varepsilon_k\alpha_{k,i}\alpha_{k,j} \in \mathbb{Z}. \tag{4.2}$$

Proof. Let $u_1, \ldots, u_l$ be unit eigenvectors for $\lambda_1, \ldots, \lambda_l$, respectively. By Theorem 4.2,

$$q(M) = q(\lambda_1)u_1u_1^\top + \cdots + q(\lambda_l)u_lu_l^\top.$$ 

Observe

$$\alpha_{i,j} = \|P_{\lambda_i} e_j\| = \|u_iu_i^\top e_j\| = \|u_i\| \cdot |u_i(j)| = |u_i(j)|. \tag{4.3}$$

Thus, $u_i(j) = \pm \alpha_{i,j}$.
Let $D$ be a diagonal matrix with diagonal entries $\pm 1$. We have
\[ Dq(M)D^{-1} = q(\lambda_1)(Du_1)(Du_1)^\top + \cdots + q(\lambda_l)(Du_l)(Du_l)^\top. \]

Thus, without loss of generality, we can assume that each entry of $u_1$ is nonnegative. The lemma follows since $q(M)$ is an integer matrix.

For a proof of the next result see [6, (4.2.8)] or [10].

**Proposition 4.4.** Let $M$ be a real symmetric matrix of order $n$ with $\Lambda(M) = \{\lambda_1, \ldots, \lambda_m\}$ and angles $\alpha_{ij}$. Then, for each $j \in \{1, \ldots, n\}$, we have
\[ \chi_M[j](x) = \chi_M(x) \sum_{i=1}^{m} \frac{\alpha_{ij}^2}{x - \lambda_i}. \]

By Proposition 4.4, there is a correspondence between each interlacing characteristic polynomial $f_j(x)$ of $\chi_M(x)$ and the set of angles $\{\alpha_{1,j}, \ldots, \alpha_{m,j}\}$. Accordingly, we may write $\alpha_{i,j}$ to mean the angle $\alpha_{i,j}$. Let $f(x)$ and $g(x)$ be interlacing characteristic polynomials of $\chi_M(x)$. Suppose the eigenvalues $\lambda_1, \ldots, \lambda_l$ are all simple eigenvalues and $1 \leq l \leq m$. In view of Lemma 4.3, we call $f$ and $g$ compatible if there exist $\varepsilon_2, \ldots, \varepsilon_l \in \{\pm 1\}$ such that (4.2) is satisfied. That is, for $q(x) = \prod_{i=l+1}^{m} (x - \lambda_i) \in \mathbb{Z}[x]$, we have
\[ q(\lambda_1)\alpha_{1,f}\alpha_{1,g} + \sum_{k=2}^{l} q(\lambda_k)\varepsilon_k\alpha_{k,f}\alpha_{k,g} \in \mathbb{Z}. \]

In Section 6, we use repeatedly the following corollary of Lemma 4.3.

**Corollary 4.5.** Let $M$ be an integer symmetric matrix of order $n$ having at least one simple eigenvalue. Let $X$ and $Y$ be principal submatrices of $M$ of order $n-1$. Then $\chi_X(x)$ and $\chi_Y(x)$ are compatible.

## 5. Dimensions 19 and 20

In this section we show that $N(19) \leq 74$ and $N(20) \leq 94$. We will require the following result of Azarija and Marc [1] and [2].

**Theorem 5.1 ([1] and [2]).** There does not exist a Seidel matrix having as its characteristic polynomial $(x + 5)^{56}(x - 10)(x - 15)^{18}$ or $(x + 5)^{75}(x - 14)(x - 19)^{19}$. 

5.1. Nonexistence of 75 equiangular lines in $\mathbb{R}^{19}$

Here we prove the first main result.

Theorem 5.2. $N(19) \leqslant 74$.

To prove Theorem 5.2, it suffices to show that there does not exist a system of 75 equiangular lines in $\mathbb{R}^{19}$.

Lemma 5.3. Let $S$ be a Seidel matrix corresponding to 75 equiangular lines in $\mathbb{R}^{19}$. Then $\chi_S(x) \in E_{75,19}$.

Proof. By Proposition 3.4, we must have $\chi_S(x) \in P_{75,19}$. In Table 2 below, we provide, for all but two of the polynomials in $P_{75,19}$, a certificate of infeasibility $c$. The only remaining polynomials from $P_{75,19}$ are in $E_{75,19}$.

| Polynomial | Certificate |
|------------|-------------|
| $(x+5)^{56}(x-13)^4(x-14)(x-15)^{12}(x-17)^2$ | $(187656160,0,0,257776,18413)$ |
| $(x+5)^{36}(x-14)(x-15)^{14}(x^2-28x+191)^2$ | $(888359172,0,0,135016,9645)$ |
| $(x+5)^{36}(x-13)^2(x-15)^{14}(x^2-29x+202)$ | $(0,0,0,-3203,-1033)$ |
| $(x+5)^{36}(x-13)^2(x-15)^{14}(x-17)(x^2-27x+178)$ | $(0,0,0,523203,123379,16674)$ |
| $(x+5)^{36}(x-11)(x-15)^{18}(x^2-29x+206)$ | $(417044628,0,0,72416,5571)$ |
| $(x+5)^{36}(x-13)(x-15)^{16}(x^2-27x+174)$ | $(0,0,0,-3999,-1337)$ |

Table 2. Certificates of infeasibility for each polynomial in $P_{75,19} \setminus E_{75,19}$. (The computation to find the interlacing characteristic polynomials in each case took less than 0.15 seconds on a modern PC running SageMath [12].)

It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is either of the polynomials in $E_{75,19}$.

Lemma 5.4. There does not exist a Seidel matrix $S$ with

$$\chi_S(x) = (x+5)^{56}(x-13)^4(x-15)^{14}(x-18).$$

Proof. Suppose a Seidel matrix $S$ has characteristic polynomial $\chi_S(x) = (x+5)^{56}(x-13)^4(x-15)^{14}(x-18)$. There are four interlacing characteristic
polynomials for $\chi_S(x)$. Each has the form $(x+5)^{55}(x-13)^3(x-15)^{13}f_i(x)$ for $i \in \{1, \ldots, 4\}$, where
\[
f_1(x) = x^3 - 41x^2 + 543x - 2319, \quad f_2(x) = x^3 - 41x^2 + 543x - 2311, \\
f_3(x) = x^3 - 41x^2 + 543x - 2303, \quad f_4(x) = (x-9)(x-15)(x-17).
\]
(The computation to find these four interlacing characteristic polynomials took 0.01 seconds on a modern PC running SageMath.)

Now, the interlacing characteristic polynomial
\[
(x+5)^{55}(x-13)^3(x-15)^{13}f_1(x)
\]
is warranted, with certificate of warranty $(349511, 0, 0, 151)$. However, this warranted polynomial $(x+5)^{55}(x-13)^3(x-15)^{13}f_1(x)$ has as its certificate of infeasibility the vector $(55783250920, 0, 0, 4439925, 330721, 24804)$. (The computation to find the 29 interlacing characteristic polynomials for $(x+5)^{55}(x-13)^3(x-15)^{13}f_1(x)$ took 3.33 seconds on a modern PC running SageMath [12].) Hence $S$ cannot exist.

Using Lemma 5.3 together with Theorem 5.1 and Lemma 5.4 we obtain Theorem 5.2.

5.2. Nonexistence of 95 equiangular lines in $\mathbb{R}^{20}$

Next, we prove the second main result. It is interesting to note the similarities between this section and Section 5.1.

**Theorem 5.5.** $N(20) \leq 94$.

To prove Theorem 5.5, it suffices to show that there does not exist a system of 95 equiangular lines in $\mathbb{R}^{20}$.

**Lemma 5.6.** Let $S$ be a Seidel matrix corresponding to 95 equiangular lines in $\mathbb{R}^{20}$. Then $\chi_S(x) \in E_{95,20}$.

**Proof.** By Proposition 3.4, we must have $\chi_S(x) \in P_{95,20}$. In Table 3 below, we provide, for all but two of the polynomials in $P_{95,20}$, a certificate of infeasibility $c$. The only remaining feasible polynomials from $P_{95,20}$ are in $E_{95,20}$.

It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is either of the polynomials in $E_{95,20}$.
\[
\begin{array}{c}
(x+5)^{75}(x-17)^{4}(x-19)^{15}(x-21)^2 \\
(14218410144, 0, 0, 889549, 49420) \\
(x+5)^{75}(x-18)(x-19)^{15}(x^2-36x+319)^2 \\
(7099110312, 0, 0, 479808, 26657) \\
(x+5)^{75}(x-17)^2(x-19)^{16}(x^2-37x+334) \\
(0, 0, 0, -4529, -1095) \\
(x+5)^{75}(x-17)^2(x-19)^{17}(x^2-35x+302) \\
(0, 0, 0, 497653, 88657, 8956) \\
(x+5)^{75}(x-15)(x-19)^{17}(x^2-37x+338) \\
(1784197530, 0, 0, 133358, 7845) \\
(x+5)^{75}(x-17)(x-19)^{17}(x^2-35x+298) \\
(0, 0, 0, -10412, -2587)
\end{array}
\]

Table 3. Certificates of infeasibility for each polynomial in \(P_{95,20} \setminus E_{95,20}\). (The computation to find the interlacing characteristic polynomials in each case took less than 0.15 seconds on a modern PC running SageMath [12]).

Lemma 5.7. There does not exist a Seidel matrix \(S\) with characteristic polynomial

\[
\chi_S(x) = (x+5)^{75}(x-17)^{4}(x-19)^{15}(x-22).
\]

Proof. Suppose a Seidel matrix \(S\) has characteristic polynomial \(\chi_S(x) = (x+5)^{75}(x-17)^{4}(x-19)^{15}(x-22)\). There are four interlacing characteristic polynomials for \(\chi_S(x)\). Each has the form \((x+5)^{74}(x-17)^{3}(x-19)^{14}f_i(x)\) for \(i \in \{1, \ldots, 4\}\), where

\[
\begin{align*}
f_1(x) &= x^3 - 53x^2 + 919x - 5211, \\
f_2(x) &= x^3 - 53x^2 + 919x - 5203, \\
f_3(x) &= x^3 - 53x^2 + 919x - 5195, \\
f_4(x) &= (x-13)(x-19)(x-21).
\end{align*}
\]

(The computation to find these four interlacing characteristic polynomials took 0.01 seconds on a modern PC running SageMath [12].)

Now, the interlacing characteristic polynomial

\[
(x+5)^{74}(x-17)^{3}(x-19)^{14}f_1(x)
\]

is warranted, with certificate of warranty \((4776043, 0, 0, 917)\). However, this warranted polynomial \((x+5)^{74}(x-17)^{3}(x-19)^{14}f_1(x)\) has as its certificate of infeasibility the vector \((2282735504746, 0, 0, 79981334, 4595613, 265131)\). (The computation to find the 29 interlacing characteristic polynomials for \((x+5)^{55}(x-13)^{3}(x-15)^{13}f_1(x)\) took 3.42 seconds on a modern PC running SageMath [12].) Hence \(S\) cannot exist.

Using Lemma 5.6 together with Theorem 5.1 and Lemma 5.7 we obtain Theorem 5.5.
6. Dimensions 14 and 16

In this section we show that $N(14) = 28$ and $N(16) = 40$.

6.1. Nonexistence of 29 equiangular lines in $\mathbb{R}^{14}$.

Now we prove our third main result.

**Theorem 6.1.** $N(14) = 28$.

To prove Theorem 6.1, since there exist configurations of 28 equiangular lines in $\mathbb{R}^{14}$ [14,22], it suffices to show that there does not exist a system of 29 equiangular lines in $\mathbb{R}^{14}$.

**Lemma 6.2.** Suppose $S$ is a Seidel matrix corresponding to 29 equiangular lines in $\mathbb{R}^{14}$. Then $\chi_S(x) \in E_{29,14}$.

**Proof.** By Proposition 3.4, we must have $\chi_S(x) \in P_{29,14}$. In Table 4 (see the appendix), we provide, for all but six of the polynomials in $P_{29,14}$, a certificate of infeasibility $c$. The only remaining polynomials from $P_{29,14}$ are in $E_{29,14}$.

It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is in $E_{29,14}$. We will show that each polynomial in $E_{29,14}$ cannot be the characteristic polynomial of a Seidel matrix.

**Lemma 6.3.** There does not exist a Seidel matrix $S$ with characteristic polynomial

$$
\chi_S(x) = (x + 5)^{15} (x - 5)^{10} (x - 7)^2 (x^2 - 11x + 16).
$$

**Proof.** Suppose a Seidel matrix $S$ has characteristic polynomial

$$
\chi_S(x) = (x + 5)^{15} (x - 5)^{10} (x - 7)^2 (x^2 - 11x + 16).
$$

Let $(\lambda_1, \ldots, \lambda_5) = ((11 - \sqrt{57})/2, (11 + \sqrt{57})/2, -5, 5, 7)$ be a 5-tuple of distinct eigenvalues of $S$.

There are 31 interlacing characteristic polynomials for $S$. (The computation to find these 31 interlacing characteristic polynomials took 0.12 seconds...
on a modern PC running SageMath [12].) The polynomials $f_1(x)$ and $f_2(x)$ given by

$$f_1(x) = (x + 5)^{14}(x - 5)^9(x - 7)(x^4 - 18x^3 + 96x^2 - 142x + 31),$$
$$f_2(x) = (x + 5)^{14}(x - 5)^9(x - 7)^2(x^3 - 11x^2 + 19x - 1)$$

are both warranted, with certificates of warranty $(3936, 0, 0, 29, 0)$ and $(-333696, 0, 0, -2459, -492)$, respectively.

Using Proposition 4.4, we find

$$\begin{bmatrix}
\alpha_{1,f_1}^2 & \alpha_{2,f_1}^2 \\
\alpha_{1,f_2}^2 & \alpha_{2,f_2}^2
\end{bmatrix} = \begin{bmatrix}
(57 + \sqrt{57})/4788 & (57 - \sqrt{57})/4788 \\
(19 - \sqrt{57})/456 & (19 + \sqrt{57})/456
\end{bmatrix}.$$  

It follows that $f_1$ and $f_2$ are not compatible, which contradicts Corollary 4.5.

**Lemma 6.4.** There does not exist a Seidel matrix $S$ with characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 5)^9(x - 7)^2(x^2 - 13x + 32).$$

**Proof.** Suppose a Seidel matrix $S$ has characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 5)^9(x - 7)^2(x^2 - 13x + 32).$$

Let $(\lambda_1, \ldots, \lambda_6) = (3, (13 - \sqrt{41})/2, (13 + \sqrt{41})/2, -5, 5, 7)$ be a 6-tuple of distinct eigenvalues of $S$.

There are 19 interlacing characteristic polynomials for $S$. (The computation to find these 19 interlacing characteristic polynomials took 0.62 seconds on a modern PC running SageMath [12].) The polynomials $f_1(x)$ and $f_2(x)$ given by

$$f_1(x) = (x + 5)^{14}(x - 3)(x - 5)^8(x - 7)(x^4 - 20x^3 + 126x^2 - 260x + 73),$$
$$f_2(x) = (x + 5)^{14}(x - 3)(x - 5)^8(x - 7)^2(x^3 - 13x^2 + 35x - 7)$$

are both warranted, with certificates of warranty given by

$(0, 0, 0, -845, -703, -235)$ and $(-2729736, 0, 0, -6261, -1593, -433)$, respectively.
Using Proposition 4.4, we find
\[
\left[\begin{array}{cc}
\alpha^2_{1,f_1} & \alpha^2_{2,f_1} \\
\alpha^2_{1,f_2} & \alpha^2_{2,f_2}
\end{array}\right] = \left[\begin{array}{cc}
0 & (1107 + 133\sqrt{41})/50020 \\
0 & (205 - 7\sqrt{41})/5002
\end{array}\right].
\]

It follows that \( f_1 \) and \( f_2 \) are not compatible, which contradicts Corollary 4.5.

\[ \textbf{Lemma 6.5.} \text{ There does not exist a Seidel matrix } S \text{ with characteristic polynomial} \]
\[ \chi_S(x) = (x + 5)^{15}(x - 5)^{10}(x - 7)(x^3 - 18x^2 + 93x - 128). \]

\[ \textbf{Proof.} \text{ Suppose a Seidel matrix } S \text{ has characteristic polynomial} \]
\[ \chi_S(x) = (x + 5)^{15}(x - 5)^{10}(x - 7)(x^3 - 18x^2 + 93x - 128). \]

Let \((\lambda_1, \ldots, \lambda_6) = (\rho_1, \rho_2, \rho_3, 7, -5, 5)\) be a 6-tuple of distinct eigenvalues of \( S \), where \( \rho_1 < \rho_2 < \rho_3 \) are the zeros of \( x^3 - 18x^2 + 93x - 128 \).

There are 41 interlacing characteristic polynomials for \( S \). (The computation to find these 41 interlacing characteristic polynomials took 1.03 seconds on a modern PC running SageMath [12].) The polynomials \( f_1(x) \) and \( f_2(x) \) given by
\begin{align*}
\text{f}_1(x) &= (x + 5)^{14}(x - 5)^9(x^5 - 25x^4 + 222x^3 - 830x^2 + 1137x - 249), \\
\text{f}_2(x) &= (x + 5)^{14}(x - 5)^9(x - 7)(x^2 - 6x + 1)(x^2 - 12x + 23)
\end{align*}

are both warranted, with certificates of warranty \((53248032, 0, 0, 80553, 12395, 2066)\) and \((0, 0, 0, 416, 329, 101)\), respectively.

Let \( \sigma_1 < \sigma_2 < \sigma_3 \) be the zeros of \( 2932848x^3 - 374976x^2 + 9513x - 53 \) and let \( \tau_1 < \tau_2 < \tau_3 \) be the zeros of \( 61101x^3 - 5022x^2 + 126x - 1 \). Using Proposition 4.4, we find
\[
\left[\begin{array}{cc}
\alpha^2_{1,f_1} & \alpha^2_{2,f_1} \\
\alpha^2_{1,f_2} & \alpha^2_{2,f_2}
\end{array}\right] = \left[\begin{array}{cc}
\sigma_2 & \sigma_3 \\
\tau_1 & \tau_2 \tau_3
\end{array}\right]^{1/2}.
\]

It follows that \( f_1 \) and \( f_2 \) are not compatible, which contradicts Corollary 4.5.

\[ \textbf{Lemma 6.6.} \text{ There does not exist a Seidel matrix } S \text{ with characteristic polynomial} \]
\[ \chi_S(x) = (x + 5)^{15}(x - 3)(x - 5)^{11}(x^2 - 17x + 68). \]
Proof. Suppose a Seidel matrix $S$ has characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 5)^{11}(x^2 - 17x + 68).$$

Let $(\lambda_1, \ldots, \lambda_5) = (3, (17 - \sqrt{17})/2, (17 + \sqrt{17})/2, -5, 5)$ be a 5-tuple of distinct eigenvalues of $S$.

There are 23 interlacing characteristic polynomials for $S$. (The computation to find these 23 interlacing characteristic polynomials took 0.15 seconds on a modern PC running SageMath [12].) The polynomial $f_1(x)$ given by

$$(x + 5)^{14}(x - 5)^{10}(x^4 - 20x^3 + 122x^2 - 228x + 29)$$

is warranted, with certificate of warranty $(-256444, 0, 0, -1143, -190)$.

Using Proposition 4.4, we find

$$\begin{bmatrix} \alpha_{1,f_1}^2 & \alpha_{2,f_1}^2 & \alpha_{3,f_1}^2 \end{bmatrix} = \begin{bmatrix} 1/26 \ (901 - 171\sqrt{17})/39338 \ (901 + 171\sqrt{17})/39338 \end{bmatrix}.$$

Out of the 22 other interlacing characteristic polynomials of $S$, only

$$f_2(x) = (x + 5)^{14}(x - 5)^{11}(x^3 - 15x^2 + 47x - 1)$$

is compatible with $f_1(x)$. However, $n^T A(\{f_1,f_2\}) = b^T$, where $b$ is the coefficient vector for $\frac{d}{dx} \chi_S(x)$, has certificate of infeasibility $(0, 0, 0, -7, -46)$. This contradicts Theorem 2.3.

Lemma 6.7. There does not exist a Seidel matrix $S$ with characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)^2(x - 5)^8(x - 7)^2(x^2 - 15x + 52).$$

Proof. Suppose a Seidel matrix $S$ has characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)^2(x - 5)^8(x - 7)^2(x^2 - 15x + 52).$$

Let $(\lambda_1, \ldots, \lambda_6) = ((15 - \sqrt{17})/2, (15 + \sqrt{17})/2, -5, 3, 5, 7)$ be a 6-tuple of distinct eigenvalues of $S$.

There are 16 interlacing characteristic polynomials for $S$. (The computation to find these 16 interlacing characteristic polynomials took 0.46 seconds on a modern PC running SageMath [12].) The polynomials $f_1(x)$ and $f_2(x)$ given by

$$f_1(x) = (x + 5)^{14}(x - 3)^2(x - 5)^7(x - 7)^2(x^3 - 15x^2 + 55x - 17),$$

$$f_2(x) = (x + 5)^{14}(x - 3)(x - 5)^9(x - 7)(x^3 - 15x^2 + 51x + 11)$$

are both warranted, with certificates of warranty $(0, 0, 0, 708, 507, 154)$ and $(26302558, 0, 0, 39525, 6783, 1196)$ respectively.
Out of these 16 interlacing characteristic polynomials, only seven are compatible with $f_1(x)$. Let $\mathfrak{F}_1 = \{f_1(x), f_2(x), \ldots, f_7(x)\}$ consist of these seven polynomials, where

\[
f_3(x) = (x + 5)^{14}(x - 3)(x - 5)^9(x - 7)(x^3 - 15x^2 + 51x + 19), \quad f_4(x) = (x + 5)^{14}(x - 3)(x - 5)^8(x - 7)(x^4 - 20x^3 + 126x^2 - 236x - 79).
\]

There is a unique nonnegative solution $n = (20, 7, 1, 1, 0, 0, 0)$ to the equation

\[
n^\top A(\mathfrak{F}_1) = b^\top,
\]

where $b$ is the coefficient vector for $\frac{d}{dx} \chi_S(x)$. Note that

\[
(S^2 - 25I)(S - 3I)(S - 7I) = \frac{1099 - 275\sqrt{17}}{2} uu^\top + \frac{1099 + 275\sqrt{17}}{2} vv^\top,
\]

where $u$ and $v$ are unit eigenvectors corresponding to the eigenvalues $\lambda_1$ and $\lambda_2$, respectively.

We will attempt to construct $u$ and $v$ from the angles of the corresponding interlacing characteristic polynomials of $S$ for $\lambda_1$ and $\lambda_2$. Using Proposition 4.4, we find that

\[
\begin{bmatrix}
\alpha_{1,f_1}^2 & \alpha_{2,f_1}^2 \\
\alpha_{1,f_2}^2 & \alpha_{2,f_2}^2 \\
\alpha_{1,f_3}^2 & \alpha_{2,f_3}^2 \\
\alpha_{1,f_4}^2 & \alpha_{2,f_4}^2
\end{bmatrix}
= \begin{bmatrix}
(51 - \sqrt{17})/1292 & (51 + \sqrt{17})/1292 \\
(221 + 21\sqrt{17})/20672 & (221 - 21\sqrt{17})/20672 \\
(51 - \sqrt{17})/1292 & (51 + \sqrt{17})/1292 \\
9(221 + 21\sqrt{17})/20672 & 9(221 - 21\sqrt{17})/20672
\end{bmatrix}.
\]

Set $\beta = \sqrt{(51 - \sqrt{17})/1292}$ and $\bar{\beta} = \sqrt{(51 + \sqrt{17})/1292}$. By (4.3), the vector $u$ has $20+1=21$ entries equal to $\pm \beta$, seven equal to $\pm \beta(\sqrt{17} + 1)/8$, and one equal to $\pm 3\beta(\sqrt{17} + 1)/8$. Similarly, the entries of $v$ are $21$ of $\pm \bar{\beta}$, seven of $\pm \bar{\beta}(\sqrt{17} - 1)/8$, and one of $\pm 3\bar{\beta}(\sqrt{17} - 1)/8$. Without loss of generality, we can assume that all entries of $u$ are nonnegative:

\[
u^\top = (\beta, \ldots, \beta, \beta(\sqrt{17} + 1)/8, \ldots, \beta(\sqrt{17} + 1)/8, \beta, 3\beta(\sqrt{17} + 1)/8).
\]

Suppose $v(1) = \bar{\beta}$. Since the entries of $(S^2 - 25I)(S - 3I)(S - 7I)$ are integers, we have that $v(21) = \cdots = v(27) = -\bar{\beta}(\sqrt{17} - 1)/8$ and $v(29) = -3\bar{\beta}(\sqrt{17} - 1)/8$. 

Consequently, we must also have that $\mathbf{v}(2) = \cdots = \mathbf{v}(20) = \mathbf{v}(28) = \beta$. Hence $\mathbf{v}^T = (\beta, \ldots, \beta, -\beta(\sqrt{17} - 1)/8, \ldots, -\beta(\sqrt{17} - 1)/8, \beta, -3\beta(\sqrt{17} - 1)/8)$. However, this implies $\mathbf{u}^T \mathbf{v} = 17/\sqrt{646}$, which is a contradiction since $\mathbf{u}$ and $\mathbf{v}$ must be orthogonal.

Similarly, if $\mathbf{v}(1) = -\beta$ then, using the above reasoning, it follows that $\mathbf{u}^T \mathbf{v} = -17/\sqrt{646}$, which is again a contradiction. Therefore, there is no Seidel matrix with characteristic polynomial

$$(x + 5)^{15}(x - 3)^2(x - 5)^8(x - 7)^2(x^2 - 15x + 52).$$

Lastly, to prove that there does not exist a Seidel matrix $S$ with characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 4)(x - 5)^{10}(x - 9)^2 \in E_{29,14},$$

we first prove an intermediate nonexistence result.

**Lemma 6.8.** There does not exist a Seidel matrix $S$ with characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 4)(x - 5)^{10}(x - 9)^2 \in E_{29,14}.$$

**Proof.** Suppose a Seidel matrix $S$ has characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 4)(x - 5)^{10}(x - 9)^2 (x^2 - 12x + 31).$$

We find that there are 124 interlacing characteristic polynomials. (The computation to find these 124 interlacing characteristic polynomials took 450.77 seconds on a modern PC running SageMath [12].) Out of these 124 interlacing characteristic polynomials, one is warranted:

$$f_1(x) = (x + 5)^{13}(x - 5)^8(x^6 - 25x^5 + 224x^4 - 842x^3 + 1065x^2 + 387x - 554),$$

with certificate of warranty $(0, 0, 0, -7130, -5303, -1486, -344)$.

Let $\mathfrak{F}_1$ be the set of interlacing characteristic polynomials that are compatible with $f_1(x)$. Then $\mathfrak{F}_1$ consists of the following five polynomials:

$$(x + 5)^{13}(x - 5)^8(x^6 - 25x^5 + 224x^4 - 842x^3 + 1065x^2 + 387x - 554),$$

$$(x + 5)^{13}(x - 5)^8(x^6 - 25x^5 + 224x^4 - 830x^3 + 877x^2 + 1239x - 1742),$$

$$(x + 5)^{13}(x - 1)(x - 5)^9(x - 9)(x^3 - 10x^2 + 15x + 34),$$

$$(x + 5)^{13}(x - 5)^9(x^2 - 8x - 1)(x^3 - 12x^2 + 29x + 14),$$

$$(x + 5)^{13}(x - 5)^8(x^3 - 11x^2 + 15x + 59)(x^3 - 14x^2 + 55x - 58).$$

The vector $\mathbf{n} = (39/2, 2, 9/4, 1/4, 4)$ is the unique solution to the equation $\mathbf{n}^T A(\mathfrak{F}_1) = \mathbf{b}^T$, where $\mathbf{b}$ is the coefficient vector for $\frac{d}{dx} \chi_S(x)$. However, the coefficients of $\mathbf{n}$ are not all integers, which contradicts Theorem 2.3.
Lemma 6.9. There does not exist a Seidel matrix $S$ with characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 4)(x - 5)^{10}(x - 9)^2.$$ 

Proof. Suppose a Seidel matrix $S$ has characteristic polynomial

$$\chi_S(x) = (x + 5)^{15}(x - 3)(x - 4)(x - 5)^{10}(x - 9)^2.$$ 

Let $(\lambda_1, \ldots, \lambda_6) = (3, 4, -5, 5, 9)$ be a 5-tuple of distinct eigenvalues of $S$.

There are six interlacing characteristic polynomials for $S$:

$$f_1(x) = (x + 5)^{14}(x - 5)^9(x - 9)(x^2 - 4x - 1)(x^2 - 8x - 1),$$

$$f_2(x) = (x + 5)^{14}(x - 3)(x - 5)^{10}(x - 9)(x^2 - 13x^2 + 39x - 11),$$

$$f_3(x) = (x + 5)^{14}(x - 3)(x - 5)^{10}(x - 9)(x^3 - 11x^2 + 23x + 11),$$

$$f_4(x) = (x + 5)^{14}(x - 5)^{10}(x - 9)(x^3 - 11x^2 + 23x + 19).$$

(The computation to find these six interlacing characteristic polynomials took 0.05 seconds on a modern PC running SageMath [12].)

By Lemma 6.8, the interlacing characteristic polynomial $f_1(x)$ cannot be a characteristic polynomial of a principal submatrix of $S$. Thus, we only consider interlacing configurations whose entry corresponding to $f_1(x)$ is 0. This leaves us with three possibilities:

$$(0, 0, 24, 2, 0, 3), \quad (0, 0, 25, 0, 2, 2), \quad (0, 1, 25, 0, 0, 3).$$

Using Proposition 4.4, we find that

$$\begin{bmatrix}
\alpha_{1,f_2}^2 & \alpha_{2,f_2}^2 \\
\alpha_{1,f_3}^2 & \alpha_{2,f_3}^2 \\
\alpha_{1,f_4}^2 & \alpha_{2,f_4}^2 \\
\alpha_{1,f_5}^2 & \alpha_{2,f_5}^2 \\
\alpha_{1,f_6}^2 & \alpha_{2,f_6}^2
\end{bmatrix} \begin{bmatrix}
0 & 17/45 \\
0 & 1/45 \\
0 & 1/5 \\
1/6 & 1/5 \\
1/3 & 1/45
\end{bmatrix}.$$

Now let $T = (S^2 - 25I)(S - 9I)$. Then, by Theorem 4.2, we have

$$T = 96uu^T + 45vv^T,$$

where $u$ and $v$ are unit eigenvectors of $S$ corresponding to eigenvalues 3 and 4, respectively. Moreover, $u$ and $v$ must be orthogonal. Depending on the three interlacing configurations, by (4.3), the
entries of $u$ are in $\{0, \pm 1/\sqrt{6}, \pm 1/\sqrt{3}\}$ and the entries of $v$ are in $\{\pm \sqrt{17/45}, \pm 1/\sqrt{45}, \pm 1/\sqrt{5}\}$.

If the interlacing configuration is $(0,0,24,2,0,3)$ then, without loss of generality, we have

$$v^\top = \left(\frac{1}{\sqrt{45}}, \ldots, \frac{1}{\sqrt{45}}, \frac{1}{\sqrt{5}}, \frac{1}{\sqrt{45}}, \frac{1}{\sqrt{45}}, \frac{1}{\sqrt{45}}\right),$$

while

$$u^\top = \left(0, \ldots, 0, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}\right).$$

However, it is not possible to have $u \cdot v = 0$. The argument is similar for the interlacing configuration $(0,1,25,0,0,3)$.

Finally, if the interlacing configuration is $(0,0,25,0,2,2)$ then, without loss of generality,

$$v^\top = \left(\frac{1}{\sqrt{45}}, \ldots, \frac{1}{\sqrt{45}}, \frac{1}{\sqrt{5}}, \frac{1}{\sqrt{45}}, \frac{1}{\sqrt{45}}, \frac{1}{\sqrt{45}}\right).$$

Then, since $u$ is orthogonal to $v$, we must have

$$u^\top \in \left\{\pm \left(0, \ldots, 0, \frac{1}{\sqrt{6}}, -\frac{1}{\sqrt{6}}, \frac{1}{\sqrt{3}}, -\frac{1}{\sqrt{3}}\right), \pm \left(0, \ldots, 0, \frac{1}{\sqrt{6}}, -\frac{1}{\sqrt{6}}, -\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}\right)\right\}.$$

In each case, however, the matrix $T = 96uu^\top + 45vv^\top$ is not an integer matrix. We thereby arrive at a contradiction.

Using Lemma 6.2 together with Lemmas 6.3, 6.4, 6.5, 6.6, 6.7, and 6.9 we obtain Theorem 6.1.

6.2. Nonexistence of 41 equiangular lines in $\mathbb{R}^{16}$

Lastly we prove our final main result.

**Theorem 6.10.** $N(16) = 40$.

To prove Theorem 6.10, since there exist configurations of 40 equiangular lines in $\mathbb{R}^{16}$ [14,22], it suffices to show that there does not exist a system of 41 equiangular lines in $\mathbb{R}^{16}$. 
Lemma 6.11. Suppose $S$ is a Seidel matrix corresponding to 41 equiangular lines in $\mathbb{R}^{16}$. Then $\chi_S(x) \in E_{41,16}$.

Proof. By Proposition 3.4, we must have $\chi_S(x) \in P_{41,16}$. In Table 5 (see the appendix), we provide, for all but two of the polynomials in $P_{41,16}$, a certificate of infeasibility $c$. The only remaining polynomials from $P_{41,16}$ are in $E_{41,16}$.

It remains to show that there does not exist a Seidel matrix whose characteristic polynomial is either of the polynomials in $E_{41,16}$.

Lemma 6.12. There does not exist a Seidel matrix of $S$ with characteristic polynomial

$$
\chi_S(x) = (x + 5)^{25}(x - 7)^9(x - 9)^4(x - 11)(x^2 - 15x + 48).
$$

Proof. Suppose a Seidel matrix $S$ has characteristic polynomial

$$
\chi_S(x) = (x + 5)^{25}(x - 7)^9(x - 9)^4(x - 11)(x^2 - 15x + 48).
$$

Let $(\lambda_1, \ldots, \lambda_6) = \left((15 - \sqrt{33})/2, (15 + \sqrt{33})/2, 11, -5, 7, 9\right)$ be a 6-tuple of distinct eigenvalues of $S$.

There are 18 interlacing characteristic polynomials for $S$. (The computation to find these 18 interlacing characteristic polynomials took 4.08 seconds on a modern PC running SageMath [12].) The polynomials $f_1(x)$, $f_2(x)$, and $f_3(x)$ given by

$$
\begin{align*}
    f_1(x) &= (x + 5)^{24}(x - 5)(x - 7)^8(x - 9)^3(x - 11)(x^3 - 21x^2 + 131x - 215), \\
    f_2(x) &= (x + 5)^{24}(x - 5)(x - 7)^8(x - 9)^4(x - 11)(x^2 - 12x + 23), \\
    f_3(x) &= (x + 5)^{24}(x - 7)^8(x - 9)^4(x^4 - 28x^3 + 270x^2 - 1028x + 1281)
\end{align*}
$$

are each warranted, with certificates of warranty

$$
    (0, 0, 0, 0, 124, 113),
    (8817840108, 0, 0, 3461627, 336081, 33608),
$$

and

$$
    (0, 0, 0, 11405, 5147, 1289),
$$

respectively.
Using Proposition 4.4, we find
\[
\begin{bmatrix}
\alpha_{1,f_1}^2 & \alpha_{2,f_1}^2 & \alpha_{3,f_1}^2 \\
\alpha_{1,f_2}^2 & \alpha_{2,f_2}^2 & \alpha_{3,f_2}^2 \\
\alpha_{1,f_3}^2 & \alpha_{2,f_3}^2 & \alpha_{3,f_3}^2
\end{bmatrix}
= \begin{bmatrix}
(77 + 9\sqrt{33})/4884 & (77 - 9\sqrt{33})/4884 & 0 \\
(693 - 67\sqrt{33})/9768 & (693 + 67\sqrt{33})/9768 & 0 \\
(121 - 7\sqrt{33})/6512 & (121 + 7\sqrt{33})/6512 & 1/16
\end{bmatrix}.
\]

It follows that \(f_1\) and \(f_2\) are not compatible, which contradicts Corollary 4.5.

**Lemma 6.13.** There does not exist a Seidel matrix of \(S\) with characteristic polynomial
\[
\chi_S(x) = (x + 5)^{25}(x - 3)(x - 7)^6(x - 8)(x - 9)^8.
\]

**Proof.** Suppose a Seidel matrix \(S\) has characteristic polynomial
\[
\chi_S(x) = (x + 5)^{25}(x - 3)(x - 7)^6(x - 8)(x - 9)^8.
\]

Let \((\lambda_1, \ldots, \lambda_5) = (3, 8, -5, 7, 9)\) be a 5-tuple of distinct eigenvalues of \(S\).

There are five interlacing characteristic polynomials for \(S\). (The computation to find these five interlacing characteristic polynomials took 0.06 seconds on a modern PC running SageMath [12].) The polynomials \(f_1(x)\) and \(f_2(x)\) given by
\[
\begin{align*}
f_1(x) &= (x + 5)^{24}(x - 7)^5(x - 9)^7(x^2 - 10x + 17)(x^2 - 12x + 31), \\
f_2(x) &= (x + 5)^{24}(x - 7)^6(x - 9)^7(x^3 - 15x^2 + 63x - 57)
\end{align*}
\]

are each warranted, with certificates of warranty given by
\[
(-133896, 0, 0, -304, -43) \quad \text{and} \quad (-6402648, 0, 0, -14059, -1562),
\]

respectively.

Using Proposition 4.4, we find
\[
\begin{bmatrix}
\alpha_{1,f_1}^2 & \alpha_{2,f_1}^2 \\
\alpha_{1,f_2}^2 & \alpha_{2,f_2}^2
\end{bmatrix}
= \begin{bmatrix}
1/60 & 1/65 \\
1/10 & 1/65
\end{bmatrix}.
\]

It follows that \(f_1\) and \(f_2\) are not compatible, which contradicts Corollary 4.5.

Using Lemma 6.11 together with Lemmas 6.12 and 6.13 we obtain Theorem 6.10.
7. A concluding remark

As shown in Table 1, the smallest $d$ for which $N(d)$ is not known is now $d = 17$. One can apply the techniques of this paper to enumerate the characteristic polynomials for Seidel matrices that potentially correspond to 49 equiangular lines in $\mathbb{R}^{17}$. In this case, we find that $P_{49,17}$ consists of 194 polynomials. Out of these 194 polynomials, two have no interlacing characteristic polynomials and 164 have certificates of infeasibility. This leaves us with 28 polynomials that potentially correspond to an equiangular line system of cardinality 49 in $\mathbb{R}^{17}$. However, not all of these 28 polynomials has a warranted interlacing characteristic polynomial. In order to deal with such polynomials, heavier computations are required and it is necessary to develop new methods in order to deduce whether or not there exist corresponding Seidel matrices. Thus, we leave the consideration of these 28 polynomials to a future paper.
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A. Tables of certificates of infeasibility

In Table 4, we list all but six of the polynomials in the set $P_{29,14}$ together with their certificates of infeasibility.

\[
\begin{align*}
(x+5)^{15}(x-4)(x-5)^{12}(x-11) & \\
(423,0,0,44) & \\
(x+5)^{15}(x-5)^8(x-7)^4(x^2-7x+4) & \\
(-30576,0,0,-631,-126) & \\
(x+5)^{15}(x-3)^3(x-4)(x-5)^4(x-7)^6 & \\
(-11155,0,0,-114,0) & \\
(x+5)^{15}(x-3)^3(x-5)^6(x-7)^4(x-8) & \\
(87568,0,0,458,51) & \\
(x+5)^{15}(x-5)^{11}(x^3-20x^2+119x-188) & \\
(-544242,0,0,-2563,-366) & \\
(x+5)^{15}(x-3)(x-5)^{10}(x-7)(x^2-15x+48) & \\
(-34793172,0,0,-59189,-12969,-2820) & \\
(x+5)^{15}(x-3)(x-5)^8(x-7)^3(x^2-11x+20) & \\
(1656424,0,0,4712,1084,361) & \\
(x+5)^{15}(x-3)(x-5)^7(x-7)^4(x^2-9x+12) & \\
(328314,0,0,971,0,0) & \\
(x+5)^{15}(x-3)(x-5)^6(x-7)^5(x^2-7x+8) & \\
(0,0,0,67,75,76) & \\
(x+5)^{15}(x-5)^{10}(x-9)(x^3-16x^2+75x-92) & \\
(0,0,0,479,395,112) & \\
(x+5)^{15}(x-5)^9(x-7)^2(x^3-16x^2+71x-64) & \\
(3452532,0,0,6816,1105,184) & 
\end{align*}
\]
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| Polynomial                                      | Certificate of Infeasibility |
|-------------------------------------------------|------------------------------|
| $(x + 5)^{15}(x - 5)^8(x - 7)^3(x^3 - 14x^2 + 53x - 44)$ | $(0,0,0,-157,-173,-52)$      |
| $(x + 5)^{15}(x - 5)^8(x - 7)^3(x^3 - 14x^2 + 53x - 44)$ | $(0,0,0,-157,-173,-52)$      |
| $(x + 5)^{15}(x - 3)(x - 5)^8(x - 8)(x^2 - 12x + 31)^2$ | $(-6439670,0,0,-11608,-1528,-217)$ |
| $(x + 5)^{15}(x - 5)^{10}(x^4 - 25x^3 + 219x^2 - 779x + 928)$ | $(0,0,0,-339,-265,-71)$      |
| $(x + 5)^{15}(x - 4)(x - 5)^8(x - 7)(x^3 - 19x^2 + 107x - 169)$ | $(0,0,0,8141,3743,676,0)$    |
| $(x + 5)^{15}(x - 3)(x - 5)^8(x - 7)^2(x - 9)(x^2 - 9x + 16)$ | $(0,0,0,20451,8413,0,-1018)$ |
| $(x + 5)^{15}(x - 3)(x - 4)(x - 5)^8(x - 7)^2(x^2 - 12x + 31)^2$ | $(-4921960,0,0,-3784,3,0,0)$ |
| $(x + 5)^{15}(x - 5)^9(x - 7)(x^4 - 23x^3 + 183x^2 - 581x + 596)$ | $(-899357723,0,0,-690887,-98738,-14106,-2015)$ |
| $(x + 5)^{15}(x - 5)^9(x - 7)(x^4 - 23x^3 + 183x^2 - 565x + 484)$ | $(0,0,0,-17,0,-242)$         |
| $(x + 5)^{15}(x - 5)^9(x - 7)^2(x^4 - 21x^3 + 151x^2 - 431x + 388)$ | $(0,0,0,6028,3367,978,238)$  |
| $(x + 5)^{15}(x - 5)^9(x - 7)^3(x^4 - 19x^3 + 123x^2 - 313x + 256)$ | $(0,0,0,2863,1795,616,174)$  |
| $(x + 5)^{15}(x - 5)^9(x^5 - 30x^4 + 344x^3 - 1874x^2 + 4823x - 4672)$ | $(0,0,0,11531,6111,1747,425)$ |
| $(x + 5)^{15}(x - 5)^8(x - 7)(x^5 - 28x^4 + 298x^3 - 1500x^2 + 3557x - 3176)$ | $(-391700060,0,0,-184580,-25940,-3625,-500,4)$ |
| $(x + 5)^{15}(x - 5)^8(x - 7)(x^5 - 28x^4 + 298x^3 - 1484x^2 + 3365x - 2616)$ | $(3329450510,0,0,1568930,212711,25343,2250,0)$ |
| $(x + 5)^{15}(x - 5)^8(x - 7)(x^2 - 10x + 17)(x^3 - 18x^2 + 101x - 176)$ | $(0,0,0,0,-27929,-19411,-7066,-2001)$ |

Table 4. Certificates of infeasibility for each polynomial in \( P_{29,14} \setminus E_{29,14} \). (The computation to find the interlacing characteristic polynomials in each case took less than 21.80 seconds on a modern PC running SageMath [12])

In Table 5, we list all but two of the polynomials in the set \( P_{41,16} \) together with their certificates of infeasibility.
\[(x+5)^{25}(x-7)^{10}(x-9)^{4}(x^2-19x+80)\]
\[-26642928, 0, 0, -26341, -4390\]

\[(x+5)^{25}(x-7)^{12}(x-9)^{2}(x-11)(x-12)\]
\[32108784, 0, 0, 18832, 1713\]

\[(x+5)^{25}(x-7)^{12}(x-8)(x-11)^{3}\]
\[-13493, 0, 0, -62\]

\[(x+5)^{25}(x-7)^{9}(x-9)^{3}(x^4-35x^3+447x^2-2465x+4948)\]
\[0, 0, 0, -427982, -149845, -31263, -5561\]

\[(x+5)^{25}(x-7)^{9}(x-9)^{4}(x^3-26x^2+213x-544)\]
\[241566984, 0, 0, 99410, 11046, 1227\]

\[(x+5)^{25}(x-7)^{10}(x-9)^{3}(x^2-17x+64)\]
\[0, 0, 0, 26648, 10679, 2150\]

\[(x+5)^{25}(x-7)^{10}(x-9)^{2}(x-11)^{2}(x^2-15x+52)\]
\[0, 0, 0, 38390, 15614, 2995\]

\[(x+5)^{25}(x-7)^{8}(x-8)(x-9)^{2}(x-11)(x^2-16x+59)^2\]
\[0, 0, 0, -922821, -295413, -53247, -8185\]

\[(x+5)^{25}(x-7)^{8}(x-9)^{5}(x^3-24x^2+179x-412)\]
\[356904550, 0, 0, 188720, 26961, 3851\]

\[(x+5)^{25}(x-5)(x-7)^{8}(x-9)^{4}(x-11)(x^2-17x+68)\]
\[0, 0, 0, 0, 99745, 50373, 10481\]

\[(x+5)^{25}(x-7)^{7}(x-9)^{4}(x^5-40x^4+626x^3-4784x^2+17829x-25904)\]
\[0, 0, 0, 0, 0, 19125, 14174, 5890\]

\[(x+5)^{25}(x-7)^{7}(x-9)^{4}(x^5-40x^4+626x^3-4780x^2+17757x-25580)\]
\[2198761371082, 0, 0, 316965325, 29410745, 2438199, 152389, 0\]

\[(x+5)^{25}(x-7)^{6}(x-9)^{4}(x^2-15x+52)(x^2-16x+59)^2\]
\[-3905464984, 0, 0, -889825, -56453, 3, 0\]

\[(x+5)^{25}(x-7)^{7}(x-8)(x-9)^{5}(x^3-23x^2+163x-349)\]
\[0, 0, 0, -48443, -28265, -8404\]

\[(x+5)^{25}(x-5)^2(x-7)^6(x-8)(x-9)^6(x-11)\]
\[13939775890, 0, 0, 659363, 82421, 10302\]

\[(x+5)^{25}(x-7)^7(x-9)^5(x^4-31x^3+347x^2-1653x+2824)\]
\[0, 0, 0, 0, -61, -67\]

\[(x+5)^{25}(x-4)(x-7)^8(x-9)^6(x-11)\]
\[2871696, 0, 0, 3493, 0\]

\[(x+5)^{25}(x-5)^2(x-7)^4(x-9)^8(x^2-15x+52)\]
\[26404920, 0, 0, 15610, 1163, 14\]

Continued on next page
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\[(x+5)^25(x-7)^6(x-9)^7(x^3-20x^2+123x+232)\]
\[(0,0,0,-4544,-2238,-513)\]

\[(x+5)^25(x-7)^7(x-9)^6(x^3-22x^2+149x-292)\]
\[(0,0,0,-3873,-1613,-180)\]

**Table 5.** Certificates of infeasibility for each polynomial in $P_{41,16} \setminus E_{41,16}$. (The computation to find the interlacing characteristic polynomials in each case took less than 12.41 seconds on a modern PC running SageMath [12])
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