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We consider bio-inspired ring systems as photovoltaic circuits to explore the advantage of ‘optical ratcheting’, a process whereby the arrangement of coupled optical dipoles enables delocalised excitonic states that are protected against radiative decay whilst permitting the absorption of further photons. We explore how the performance of a ratcheting antenna scales with system size when excitons are incoherently or coherently extracted from the antenna to an associated trap site. In both instances we also move to the polaron frame in order to more closely model realistic systems where the coupling to vibrational modes can generally be assumed to be strong. We find a multifaceted and nuanced dependence of the predicted performance on an interplay between geometrical arrangement, extraction mechanism, and vibrational coupling strength. Certain regimes support substantial performance improvements in the power extracted per site.

I. INTRODUCTION

Understanding the mechanics of light-harvesting in nature is a subject of intense interest owing to the powerful implications a complete understanding of photosynthesis would have for improving technologies of solar energy conversion [1–5]. A significant obstacle facing the development of such technology is substantial energy loss through inefficiency, e.g. through conversion of light energy to heat and loss via re-radiation. In the context of conventional solid-state light-harvesting, this difficulty is captured by the Shockley–Queisser limit which places a theoretical maximum efficiency for single-band gap solar cells [6]. A key contribution to this limit comes from the condition of detailed balance, which states that the absorption of light by an optical system must be accompanied by an equivalent emission (and vice versa). It has been demonstrated theoretically [7–8], and recently also experimentally [9–10], that detailed balance can be broken. Developing alternative or complementary ways in which to achieve this under conditions more closely resembling natural solar irradiation is a profoundly relevant subject of contemporary research.

Conventional silicon p-n junctions have achieved efficiencies exceeding 26% [11], approaching the Shockley–Queisser limit which restricts this technology to 29% [12–13]. Molecular (organic) platforms offer an attractive alternative to p-n junctions and opportunities for boosting light-harvesting efficiency which are not available to conventional p-n junctions, however, it remains an open challenge to fulfill their potential in practical designs. Owing to their promise of relatively cheap cost and simple fabrication organic photovoltaics (OPVs) [14–15] present themselves as a viable means of harvesting solar power on a large scale. Recent advances have been demonstrated to provide a power conversion efficiency of up to 17% [16–17]. New developments in the fabrication of OPVs further extends the possibilities for utilising new polymer structures for efficient power conversion [18–19]. As such, a key obstacle yet to be overcome by OPVs is achieving power conversion efficiencies resembling, or even exceeding, those of inorganic solar cells.

Utilising more complex molecular structures could provide novel mechanisms through which the obstacles facing conventional single-band gap solar cells can be overcome. For instance, the interference between multiple dipoles in a shared environment can prevent radiative transitions between certain energy levels; such optically inaccessible states are known as dark states. By introducing a vibrational environment these optically dark states can become preferentially populated, resulting in so-called dark state protection [20–24]. In this way, dark states provide a mechanism through which radiative loss is mitigated by suppressing exciton recombination and thereby protecting excited population from decay. Such mitigation relies on a careful architecture in the energetic structure of a system [25–26]. Therefore, dark state protection offers a means for longer range transport in artificial and natural light-harvesting systems [27–28].

Generally, the geometric arrangement of constituent optical dipoles has a profound effect upon exhibited collective characteristics of quantum systems, such as sub-29–30 and super-radiance [31–32], both of which have been verified through experimental observation [33–34]. Of particular interest are ring systems, which exhibit a number of collective phenomena. Two examples are the enhanced emission [35–36] and absorption of these ring systems [37] through dark state protection.

As we show here, ring configurations that are (loosely) inspired by biological photosynthetic antennae can also give rise to the conditions appropriate for a recurring optical ratcheting effect beyond simple dark state protection. Importantly, the requisite ring structures (of different sizes) can artificially engineered and exhibit certain coherent features [38]. Notably, examples of nanoscale rings that can be fabricated using porphyrin polymers [39–43] include diporphyrins (i.e. dimer struc-
tureres), as well as cyclic trimer, quadmer (tetramer) and pentamer ring configurations. Further instances of ring structures could emerge from the organization of chromophores through so-called DNA origami.

Optical ratcheting is a mechanism where the coupling to optical and vibrational baths is structured such that detailed balance is broken through the organisation of bright and dark states. For ratcheting to occur, the energy separation between dark and bright states must fall into the vibrational spectrum of the phonon bath. Dark states are thereby populated through thermal vibrational relaxation. The dark states can then absorb a second photon and move into a bright state in the next excitation manifold.

In this Article, we study the phenomenon of such optical ratcheting for the first time using physically realistic and appropriate models for molecular systems. Specifically, we incorporate strong vibrational couplings and extraction with a coherent trap into our description of bio-inspired ring systems. Only the simplified example is presented in the remaining sections of Fig. 1b, where across a broad range of parameter space. We proceed to explore the power harvested in more rigorous models, as presented in the remaining sections of Fig. 1p, where vibrational interactions are treated in the polaron frame, and energy extraction is supported via Hamiltonian dipolar coupling terms. Our study highlights the practicality, flexibility, and robustness of optical ratcheting, demonstrating light-harvesting performance improvements that could be translated into enhancing the efficiency of future photocell technologies.

II. MODEL

We consider an antenna system composed of a ring of $N$ optical dipoles which interact with one another and are coupled to their surrounding environments, namely optical and vibrational baths. The state of the total system is described by the system-bath density matrix, $\rho(t) = \rho_S(t) \otimes \rho_B(t)$, where the density matrix of the bath, $\rho_B(t) = \rho_{\text{bath}}(t) \otimes \rho_{\text{opt}}(t)$, captures the optical and vibrational baths. We now outline the microscopic Hamiltonian model of the ring antenna, which acts as the foundation of all of our photocell models. Firstly, we make the dipole approximation and assume our molecular chromophores can be approximated as pointlike optical dipoles. Interactions between closely spaced optical dipoles manifest as (resonant Förster) dipolar coupling terms in a (antenna) system Hamiltonian, and can, for example, be derived in the framework of the many-body quantum optical master equation. Therefore, for our antenna system, we first consider a ring of two-level optical dipoles described by the following Hamiltonian:

$$\hat{H}_S = \omega_s \sum_{j=1}^{N} \hat{\sigma}_j^z + \sum_{j,k=1}^{N} J_{j,k}(\mathbf{r}_{j,k}) \left( \hat{\sigma}_j^+ \hat{\sigma}_k^- + \hat{\sigma}_j^- \hat{\sigma}_k^+ \right), \quad (1)$$

where the first term is the bare Hamiltonian of the ring sites, all with equal transition frequency, $\omega_s$, and where $\hat{\sigma}_j^z$ is the usual Pauli $z$-operator acting on site $j$. The second term captures the resonant Förster interactions, where relative dipole orientations and separations are accounted for by the prefactor $J_{j,k}(\mathbf{r}_{j,k})$:

$$J_{j,k}(\mathbf{r}_{j,k}) = \frac{1}{4\pi \epsilon_0} \frac{\mathbf{d}_j \cdot \mathbf{d}_k}{|\mathbf{r}_{j,k}|^3} - \frac{3(\mathbf{r}_{j,k} \cdot \mathbf{d}_j)(\mathbf{r}_{j,k} \cdot \mathbf{d}_k)}{|\mathbf{r}_{j,k}|^5}, \quad (2)$$

which is a geometrical factor between the $j$th and $k$th dipoles of oscillator strength $|\mathbf{d}_j|$ and $|\mathbf{d}_k|$ separated by distance $\mathbf{r}_{j,k}$. The paired raising and lowering operators, $\hat{\sigma}_j^+$ and $\hat{\sigma}_j^-$, in Eqn. 1 capture the movement of an exciton between the $j$th and $k$th sites. For this study, we shall assume all optical dipoles are aligned perpendicular to the plane of the ring. Note that deviations from this arrangement can lead to interesting effects other than ratcheting, as, e.g., explored for tilted dipoles in Ref. [25]. Our choice here also contrasts with the arrangement found in light-harvesting complexes such as LHI and LHIII, where dipoles tend to align tangentially around the ring.

The dipoles composing the ring interact collectively with a shared optical bath, and as the size of the ring system is much smaller than the wavelength of relevant photons, $\lambda \approx 2\pi c/\omega_s$, we can assume all dipoles couple with the same position-independent phase to the electric field. The couplings of these dipoles to an optical field are then captured by the optical interaction Hamiltonian,

$$\hat{H}_{\text{opt}} = \sum_{j=1}^{N} \mathbf{d}_j \hat{\sigma}_j^z \otimes \sum_p f_p (\hat{a}_p + \hat{a}_p^\dagger), \quad (3)$$

where $\hat{a}_p(\hat{a}_p^\dagger)$ are the annihilation (creation) operators for the $p$th optical mode, and $f_p$ is the coupling strength of the $p$th mode. We further assume the dipoles are each coupled to identical local phonon modes. In the context of molecules such phonons capture intramolecular vibrations, as well as interactions with the surrounding local environment. Thus, we consider a vibrational interaction

\footnote{Having the dipoles closely spaced is required in order to have sizeable Förster interaction terms.}
FIG. 1. Optical ratcheting with ring antennae. a) The basic mechanism of “ratcheting” - the transitioning of a system from bright (red) to dark (purple) state where optical emission is prevented but absorption is still possible. The slanted boxed inset indicates how optical decay from bright states is enhanced by constructive interference, whereas dark states are protected by destructive interference between the decay paths of the individual emitters. b) A diagrammatic depiction of the different models, serving as a legend for our results figures. Panels c) and d) capture the optical and vibrational transitions, respectively, for a trimer antenna. The arrows show the allowed transitions between ring eigenstates whilst their colour denotes relative (normalised) strengths. The (white) encircled black numbers indicate the relevant excitation manifold of the antenna.

Hamiltonian of the form:

\[ \hat{H}_{1,\text{vib}} = \sum_{j=1}^{N} \sigma_j^\dagger \otimes \sum_{q} g_q (\hat{b}_{j,q} + \hat{b}_{j,q}^\dagger) , \]

where \( g_q \) and \( \hat{b}_{j,q}^\dagger \) are the coupling strength and annihilation (creation) operators for the \( q \)th phonon mode with the \( j \)th dipole, respectively. Lastly, the optical and phonon environmental modes are governed by the following Hamiltonian:

\[ \hat{H}_B = \sum_p \omega_p \hat{a}_p^\dagger \hat{a}_p + \sum_{j,q} \omega_{j,q} \hat{b}_{j,q}^\dagger \hat{b}_{j,q} , \]

where \( \omega_p \) are the frequencies of the \( p \)th photon modes, and \( \omega_{j,q} \) are the frequencies of the \( q \)th phonon modes corresponding to the \( j \)th dipole. The total Hamiltonian is then given by,

\[ \hat{H} = \hat{H}_S + \hat{H}_I + \hat{H}_B , \]

where \( \hat{H}_I = \hat{H}_{1,\text{vib}} + \hat{H}_{1,\text{opt}} \). To summarise, this Hamiltonian governs the dynamics of a ring of parallel optical dipoles in interaction with each other, a shared optical bath, and individual local phonon baths as shown in Fig. 1. By making the Born approximation, the evolution of the system is then captured by performing a perturbative expansion to second order in the environmental couplings by the following generic form of quantum master equation [62]:

\[ \frac{d}{dt} \rho_S(t) = -\frac{i}{\hbar} [\hat{H}_S, \rho_S(t)] \\
-\frac{1}{\hbar^2} \int_0^\infty \text{Tr}_B \left[ \hat{H}_I(t), \left[ \hat{H}_I(t-s), \rho_S(t) \otimes \rho_B \right] \right] ds . \]

We now proceed to describe the different specific models considered in this work.

A. Antenna model

**Weak Vibrational Coupling** — As the interaction terms Eqns. 3 and 4 take the form \( \hat{H} = \hat{A} \otimes \hat{B} \), and by assuming that the interaction with the environment is weak, we derive the non-secular Redfield dissipators [62], \( \hat{D}_{\text{opt}} \) and \( \hat{D}_{\text{vib}} \) for the optical and vibrational environments, respectively, describing the dissipative processes associated with each. The second term in Eqn. 3 is reduced to pairwise combinations of eigenoperators \( \hat{A}_n \) in
the eigenbasis:

\[ \tilde{D} = \sum_{n,m} \Gamma_{nm}(\omega) \left( A_m(\omega_m) \rho(t) A_n^{\dagger}(\omega_n) - A_n^{\dagger}(\omega_n) A_m(\omega_m) \rho(t) + \text{H.c.} \right), \tag{8} \]

where H.c. is the Hermitian conjugate of the preceding terms, and the environmental contribution to the interaction is captured by the rate \( \Gamma_{nm}(\omega) \), describing a transition between the \( n \)th and \( m \)th eigenstates,

\[ \Gamma_{nm}(\omega) = \int_0^\infty e^{i\omega s} (\tilde{B}_n^\dagger(t)\tilde{B}_m(t-s)) ds. \tag{9} \]

We assume that each environment is in a thermal state, thereby finding the following expression for the rates:

\[ \Gamma_{nm}(\omega) = \frac{1}{2} \gamma_{nm}(\omega) + iS_{nm}(\omega), \tag{10} \]

where \( S_{nm} \) is a typically small energy shift which we can neglect. The remaining contribution to the rate,

\[ \gamma_{nm}(\omega) = J(\omega)N(\omega), \tag{11} \]

includes the spectral density, \( J(\omega) \), and

\[ N(\omega) = \begin{cases} (1 + n(\omega)), & \omega \geq 0 \\ n(\omega), & \omega < 0 \end{cases} \]

where the Bose-Einstein distribution

\[ n(\omega) = \frac{1}{e^{\frac{\omega - \beta \omega}{k_B T}} - 1} \tag{12} \]

with \( \beta = 1/k_B T \), is calculated using the temperature of the corresponding bath. Therefore, for the optical dissipator, these terms take the form

\[ \gamma_{nm}^{\text{opt}}(\omega) = \frac{\omega_{nm}^3}{\omega_{nm}^3} \kappa_{\text{opt}} N(\omega), \tag{13} \]

where \( \kappa_{\text{opt}} \) is the spontaneous decay rate of a single, isolated dipole. We have assumed that the temperature of the optical bath is \( T_{\text{opt}} = 5800 \text{ K} \).

For the vibrational bath we assume a structureless Ohmic spectral density \([64, 65]\), which behaves similar to Drude-Lorentz at high temperature, and which has been used to model excitonic transfer in light-harvesting complexes \([66, 67]\). We thereby construct the following rate:

\[ \gamma_{nm}^{\text{vib}}(\omega) = \kappa_{\text{vib}} \frac{\omega_{nm}}{\omega_{nm}} (n(\omega) + 1), \tag{14} \]

where \( \kappa_{\text{vib}} \) represents a characteristic phonon timescale, here chosen to be on the order of picoseconds, and \( \omega_{nm} \) is the average phonon transition frequency\(^2\). Note that in order for ratcheting to function in the outlined system, the timescale of phonon relaxation must be the fastest in the hierarchy of relevant rates, but given such a hierarchy its specific value does not significantly affect the results. Therefore, the full quantum master equation for the density matrix, \( \rho \), of the antenna system described, takes the form:

\[ \frac{d}{dt} \rho_S = -i [\tilde{H}_S, \rho] + \tilde{D}_{\text{opt}} + \tilde{D}_{\text{vib}}. \tag{15} \]

Polaron Frame — In the case of a stronger interaction between antenna and vibrational environmental, as can be expected in many typical molecular systems, the model explored thus far is not sufficient. Such a situation is then better described following a polaron transformation, which affects the phonon bath in such a way as to completely remove the phonon interaction terms \([68, 69]\). The transformation is captured by the following unitary operator:

\[ \hat{U}_B = \exp \left[ \sum_{j=1}^N \hat{\sigma}_j^z \otimes \sum_q g_q (\hat{b}_j q + \hat{b}_j^\dagger q) \right] \]. \tag{16} \]

The transformed antenna system Hamiltonian includes an effective rescaling of the transition frequencies and hopping terms:

\[ \tilde{H}_S = \hat{U}_B \hat{H}_S \hat{U}_B^\dagger = \sum_{j=1}^N \omega_j^s \hat{\sigma}_j^z \]

\[ + \sum_{j \neq k} J_{j,k}(r_{j,k}) (\hat{B}^\pm)^2 (\hat{\sigma}_j^+ \hat{\sigma}_k^- + \hat{\sigma}_j^- \hat{\sigma}_k^+) \], \tag{17} \]

where the frequency \( \omega_j^s = \omega_j - \Lambda \) is shifted by a renormalisation energy,

\[ \Lambda = \int_0^\infty \frac{J(\omega)}{\omega} d\omega, \tag{18} \]

and we have introduced the displacement terms,

\[ \hat{B}_{j}^\pm = \prod_q \exp \left[ \pm \frac{g_j q}{\omega_j} (\hat{b}_q j_{j,q} \pm \gamma_j q \hat{b}_q^\dagger j_{j,q}) \right]. \tag{19} \]

In the continuum limit the expectation value for the displacement terms becomes \([69]\):

\[ \langle \hat{B}_{j}^\pm \rangle \equiv \langle \hat{B} \rangle \]

\[ = \exp \left[ -\frac{1}{2} \int_0^\infty d\omega J(\omega) \coth \left( \frac{\beta \omega}{2} \right) \right]. \tag{20} \]

Importantly, as a consequence of the off-diagonal elements of \( \tilde{H}_S \), the transformation introduces a further contribution from the Förster coupling which acts as an additional interaction term:

\[ \tilde{H}_{1,\text{coup}} = \sum_{j \neq k} J_{j,k}(r_{j,k}) \left( \hat{B}_j^+ \hat{B}_k^- - \langle \hat{B} \rangle^2 \right) \hat{\sigma}_j^+ \hat{\sigma}_k^- \]

\[ + \hat{\sigma}_j^+ \hat{\sigma}_k^- \left( \hat{B}_j^+ \hat{B}_k^- - \langle \hat{B} \rangle^2 \right), \tag{21} \]

\(^2\)This assumption ensures the necessary hierarchy of optical and vibrational baths for ratcheting.
leading to a further dissipative process described by

$$\mathcal{D}_{\text{coup}} = -\frac{1}{\hbar^2} \int_0^\infty \text{Tr}_B \left[ \hat{H}_{1,\text{coup}}(t), \right.$$

$$\left[ \hat{H}_{1,\text{coup}}(t - s), \rho_S(t) \otimes \rho_B \right] ds$$

$$= \sum_{n,m} \Gamma_{nm}^\text{ vib} \langle A_m (\omega_m) \rho(t) A_n^\dagger (\omega_n) \rangle$$

$$- A_n^\dagger (\omega_n) A_m (\omega_m) \rho(t) + \text{H.c.} \right). \quad (22)$$

As in the weak coupling case, the dissipative phonon rates $\Gamma_{nm}^\text{ vib}$ in the polaron frame are captured by bath correlations, now appropriately displaced. For an ensemble of two-level systems these amount to the following pairwise combinations of ‘raising’ and ‘lowering’ operators:

$$\langle \hat{B}_j^\pm (s) \hat{B}_k^\pm (0) \rangle = \langle \hat{B} \rangle^2 e^{-\phi(s)} , \quad (23)$$

$$\langle \hat{B}_j^\pm (s) \hat{B}_k^\mp (0) \rangle = \langle \hat{B} \rangle^2 e^{\phi(s)} , \quad (24)$$

and

$$\langle \hat{B}_j^\pm (s) \rangle \langle \hat{B}_k^\pm (0) \rangle = \langle \hat{B}_j^\pm \rangle \langle \hat{B}_k^\pm \rangle = \langle \hat{B} \rangle^2 , \quad (25)$$

where

$$\phi(s) = \int_0^\infty d\omega \frac{J(\omega)}{\omega^2} \left[ \cos(\omega s) \coth \left( \frac{\beta \omega}{2} \right) - i \sin(\omega s) \right]. \quad (26)$$

The polaron transformation requires a superohmic spectral density, $J(\omega)$. For simplicity we therefore introduce

$$J(\omega) = \frac{\lambda \omega^3}{2\omega_c^3} e^{-\frac{\omega}{\omega_c}} , \quad (27)$$

with reorganisation energy, $\lambda$, and a cut-off frequency, $\omega_c$. \footnote{The primary influence of the spectral density at high temperatures is the system renormalisation, and therefore the reorganisation energy is more relevant than the specific shape of density \cite{23, 70}, hence our choice of rates in this limit.}

We can now consider the dissipative terms, which will now include the interaction captured by Eqn. \cite{21}, in the polaron transformed Redfield master equation. We also introduce the transformed optical interaction Hamiltonian,

$$\hat{H}_{1,\text{opt}} = \sum_{j=1}^N \mathbf{d}_j \left( \hat{B}_j^+ \hat{\sigma}_j^+ + \hat{B}_j^- \hat{\sigma}_j^- \right)$$

$$\otimes \sum_k f_k (\hat{a}_k + \hat{a}_k^\dagger) , \quad (28)$$

which contains both optical and vibrational operators. The resulting dissipator is described by,

$$\mathcal{D}_{\text{opt}} = -\frac{1}{\hbar^2} \int_0^\infty \text{Tr}_B \left[ \hat{H}_{1,\text{opt}}(t), \right.$$

$$\left[ \hat{H}_{1,\text{opt}}(t - s), \rho_S(t) \otimes \rho_B \right] ds$$

$$= P_{\text{ vib}} \sum_{n,m} \Gamma_{nm}^\text{ vib} \langle A_m (\omega_m) \rho(t) A_n^\dagger (\omega_n) \rangle$$

$$- A_n^\dagger (\omega_n) A_m (\omega_m) \rho(t) + \text{H.c.} \right) . \quad (29)$$

Here, $P_{\text{ vib}}$ are weightings contributed by the vibrational environment to the optical term. The difference of timescales between photon and phonon processes allows us to separate phonon correlations from the optical rates, evaluating the former at zero time \cite{69} (although this approximation can be relaxed if necessary \cite{21}). As such, the phonon contribution $P_{\text{ vib}}$ reduces to the following prefactors:

$$\langle \hat{B}_j^\pm (0) \hat{B}_k^\pm (0) \rangle = \langle \hat{B} \rangle^4 , \quad (30)$$

and

$$\langle \hat{B}_j^\mp (0) \rangle \langle \hat{B}_k^\mp (0) \rangle = 1 . \quad (31)$$

We therefore find the following quantum master equation for the antenna system:

$$\frac{d}{dt} \rho_S = -i \left[ \hat{H}_S, \rho \right] + \mathcal{D}_\text{opt} + \mathcal{D}_\text{coup} , \quad (32)$$

where the Hamiltonian and optical dissipator are now appropriately transformed. With the antenna dynamics fully outlined it is possible to introduce a trap, and thereby describe the extraction processes with which we can investigate the advantages of optical ratcheting.

### B. Trap (extraction) model

We shall employ two different models for extracting excitons from the ring antenna for subsequent conversion to useful energy. The first is the conventional incoherent extraction model, wherein a trap is introduced through phenomenological extraction terms \cite{54}, whereas the second is a coherent extraction model, in which the trap is introduced physically as an additional dipole that is coherently coupled to the antenna ring system via a dipole-dipole Hamiltonian term.

In either case, the trap is treated as a two-level system, with excited state, $|e\rangle$, and ground state, $|g\rangle$. As a result, in both models we consider a joint density matrix of antenna system and trap, $\rho = \rho_S \otimes \rho_t$. The framework of the quantum heat engine (QHE) \cite{8, 72} allows for the calculation of current and voltage. Here, the introduction of the photo-excited ring system is regarded as a photovoltaic circuit into which the trap is integrated. An important characteristic of these cycles is that the rate
of extraction can produce a bottleneck \[33, 34\]. As we will show, in this limit, and when designing optimal architectures regarding the ratio of antennae vs ‘reaction centres’ \[33\], ratcheting offers significant efficiency gains.

**Incoherent Extraction** — For incoherent extraction, the energy splitting of the trap, \(\omega_i\), is chosen such that the trap is degenerate with the lowest energy eigenstate of the first excited manifold of the ring, where population will gather under the ratcheting process. The decay rate of the trap \(\Gamma_i^\dagger\) represents a hypothetical (electric) load, whereby the exciton is converted to useful work from the system. We construct the appropriate quantum master equation by including \(\mathcal{D}_X\) and \(\mathcal{D}_i\) in Eqn. \[15\], where these Lindblad dissipators terms capture incoherent exciton extraction and trap decay, respectively. The extraction term takes the standard Lindblad form

\[
\mathcal{D}_X = \Gamma_X \left( \hat{X} \rho \hat{X}^\dagger - \frac{1}{2} \{ \hat{X}^\dagger \hat{X}, \rho \} \right),
\]

where the rate \(\Gamma_X\) represents the rate of exciton extraction via incoherent hopping and the operator \(\hat{X}\) describes this process,

\[
\hat{X} = \hat{\sigma}^- \otimes \hat{\sigma}_i^+, \tag{34}
\]

in which the trap is extracting from a single antenna dipole in the site basis \[4\]. Alternative extraction configurations are possible e.g., extraction from multiple sites or a single energy eigenstate. \[4\] Similarly, for the trap decay term,

\[
\mathcal{D}_i = \Gamma_i^\dagger \left( \hat{\sigma}_i^- \rho \hat{\sigma}_i^+ - \frac{1}{2} \{ \hat{\sigma}_i^+ \hat{\sigma}_i^-, \rho \} \right),
\]

where \(\hat{\sigma}_i^- (\hat{\sigma}_i^+)\) is the lowering (raising) operator acting on the trap dipole, and \(\Gamma_i^\dagger\) is the rate of trap decay. Finally, we reach the complete quantum master equation for incoherent extraction in the polaron frame which is described by Eqn. \[32\], where we introduce additional dissipator terms \(\mathcal{D}_X^\prime\) and \(\mathcal{D}_i^\prime\). Note that populations remain unaltered under the polaron transformation, such that extracting incoherently in the site basis is consistent in both frames considered here.

**Exciton-exciton annihilation** — Many (natural) organic systems experience non-radiative de-excitation when two excitons meet and interact, a mechanism known as exciton-exciton annihilation (EEA). Typically, this involves a transition from two excitations on adjacent sites to a single higher excited state on one site that is followed by fast non-radiative relaxation \[72, 70\]. Rather than going into microscopic detail, we here introduce EEA through an operationally motivated decay process at rate \(\Gamma_{EEA}\) and described by the dissipative term

\[
\mathcal{D}_{EEA} = \Gamma_{EEA} \sum_{n=2}^N \left( \tilde{\xi}^{\dagger}_n \rho \tilde{\xi}^+_n - \frac{1}{2} \{ \tilde{\xi}_n^+ \tilde{\xi}_n, \rho \} \right),
\]

where \(\tilde{\xi}^{\dagger}_n = \sum_{i,j} \langle \xi^\dagger_{n-1} | \langle \xi^i | \rangle \rangle\) describes the decay of population from the \(n\)-th excitation manifold into the eigenstates of the \((n-1)\)-th manifold \(|\xi^i_{n-1}\rangle\). Here, \(|\xi^i_n\rangle\) labels all the eigenstates in the \(n\)-th manifold via its index \(i\). Further, \(\Gamma_{EEA}\) is the rate of the associated EEA mechanism. Using a single ‘decay’ operator between adjacent manifolds (as opposed to a number of independent ones) is unproblematic as our steady states correspond to an incoherent mixture of eigenstates, and we have checked both models deliver identical results. Note that in our results this term is only present where explicitly stated.

**Coherent Extraction** — The coherent model of extraction describes a trap dipole coherently extracting from an antenna, see the top right of Panel b) in Fig. \[1\]. We model this by including the trap as an additional dipole, such that an additional Hamiltonian term for the coherent trap \(\hat{H}_t\) is included in the unitary dynamics:

\[
\hat{H}_t = \omega_i \hat{\sigma}_i^\dagger + \sum_{j=1}^N J_{j,t}(r_{j,t}) \left( \hat{\sigma}_j^\dagger \otimes \hat{\sigma}_i^- + \hat{\sigma}_j^- \otimes \hat{\sigma}_i^\dagger \right),
\]

The first term in Eqn. \[37\] captures the energy splitting, \(\omega_i\), of the trap. Importantly, the second term describes an additional dipole-dipole coupling which links the trap with every other site on the ring, in a geometry-dependent way. The quantum master equation is described by Eqn. \[15\] with the addition of the coherent trap \(\hat{H}_t\) and the corresponding decay rate \(\mathcal{D}_t\). Notably, under coherent extraction, the energy splitting of the trap, \(\omega_i\), is treated as a free variable in order to correctly tune the coherent trap with the antenna. The resulting polaron master equation is therefore captured by Eqn. \[32\], with the inclusion of a coherent trap described in the appropriate frame \(\hat{H}_t\).

Lastly, in our adopted QHE formalism \[7, 20, 72\], for all models of extraction the current is obtained with the following equation:

\[
I = e \Gamma_t^\dagger \langle \rho_{t,e} \rangle_{SS}, \tag{38}
\]

where \(\langle \rho_{t,e} \rangle_{SS}\) is the steady state population of the excited trap state. Under this approach the potential difference is derived from the population of trap states in relation to the trap’s governing thermal distribution,

\[
eV = \hbar \omega_t + k_B T_{vib} \ln \left( \frac{\langle \rho_{t,g} \rangle_{SS}}{\langle \rho_{t,a} \rangle_{SS}} \right), \tag{39}
\]

where \(k_B\) is Boltzmann’s constant, \(T_{vib}\) is the phonon bath temperature, and the expectation value, \(\langle \rho_{t,g} \rangle_{SS}\), is the steady state population of the trap’s ground state.
Straightforwardly, the first term in Eqn. (39) describes the bare transition energy of the trap. The second term accounts for differences in the trap populations from the thermal distribution, ensuring both thermodynamic consistency [77], and providing a mechanism for varying $V$ via its dependence on $\Gamma^+_X$. This will give us access to $IV$ curves and allow us to find the optimal power point, $P_{\text{max}} = \max (IV)$.

### III. RESULTS

| Parameter                     | Symbol | Default value |
|-------------------------------|--------|---------------|
| Dipole ring radius            | $R$    | 1.5 nm        |
| Atomic transition frequency   | $\omega^+_j$ | 2 eV         |
| Spontaneous decay rate        | $\kappa_{\text{opt}}$ | 2.5 ns$^{-1}$ |
| Phonon relaxation rate        | $\kappa_{\text{vib}}$ | 1 ps$^{-1}$  |
| Photon bath temperature       | $T_{\text{opt}}$ | 5800 K        |
| Phonon bath temperature       | $T_{\text{vib}}$ | 300 K         |
| Exciton annihilation rate     | $\omega_{\text{EEA}}$ | 2 eV         |

**TABLE I.** Default model parameters, similar to those used in [20–22, 54]. The values provided are used for all calculations unless parameters appear on axes of plots, or explicitly stated otherwise.

#### A. Incoherent extraction

We proceed by calculating the steady state solutions of the quantum master equations for an incoherent trap coupled to an antenna, described by a ring of $N$ dipoles, in a weak vibrational coupling regime or the polaron frame [Eqns. (15) or (32)]. We quantify the ratcheting advantage by calculating the difference between the power extracted per site from ring systems using the following equations:

$$\Delta \dot{P}_{NM} = \frac{P_N}{N} - \frac{P_M}{M}, \quad (40)$$

and

$$\Delta \dot{P}_{\%NM} = \frac{1}{N} \frac{P_N}{P_{\text{M}}} - \frac{1}{M} \frac{P_{\text{M}}}{P_{\text{M}}}, \quad (41)$$

where $N$ and $M$ are the number of sites constituting the ring system. We then use the current and voltage from the quantum heat engine model, Eqns. (38) and (39), to explore the performance of these ring systems as energy harvesters. When comparing trimer with dimer and quadmer systems we use the measure defined by Eqns. (40) and (41), which provides a means of comparing the power extracted from two different ring systems whilst accounting for the increase in current, which additional absorbing antenna dipoles necessarily provide. Whilst in the following we focus on the generated power, ratcheting can be understood as primarily boosting electric current. We therefore provide the associated current plots in Appendix B. Unless explicitly stated otherwise, results are calculated using the parameters from Table I.

**Weak Coupling —** The difference between power extracted by an incoherent trap per site from the dimer, trimer, and quadmer ring systems in the weakly coupled regime is captured by Fig. 2a. In the top panel of this figure we show which antenna system generates the most power per site for varying extraction and trap decay rates, $\Gamma^+_X$ and $\Gamma^+_M$, whereas the middle and bottom panels capture the difference between the power extracted per site by the trimer with the dimer and quadmer systems, $\Delta \dot{P}_{32}$ and $\Delta \dot{P}_{34}$, respectively.

At fast extraction rates all excitations are moved to the trap without vibrational relaxation or radiative decay playing a major role and, as is known from Refs. [23, 54], larger antennae with interacting dipoles offer no advantage over individually absorbing chromophores. We attribute the vertical trough in the middle panel of Fig. 2a to be the result of a balanced light-harvesting cycle, produced when the trap decay rate is equal to that of the optical rate – this is the optimal model of conventional extraction. However, for $\Gamma^+_X \geq \Gamma^+_M$ the trap will be saturated and the power that can be extracted reduced. Therefore, because the current on the trap increases with $N$, the quadmer is outperformed by the trimer in this region, and the trimer outperformed by the dimer.

At slower extraction rates, we encounter a bottleneck in the light-harvesting cycle [54]. Unlike for the case of the dimer, this bottleneck can be partially mitigated by larger ring systems through optical ratcheting. The relationship between the rates which constitute the aforementioned bottleneck is visibly present in the horizontal peak across the middle panel of Fig. 2a where the dimer performs worse than the trimer ring system. In this region, excitations are held on the dimer ring/antenna without being extracted by the trap whilst another photon arrives – the opportunity to harvest more power is thereby missed. The trimer and quadmer, on the other hand, can continue to extract through ratcheting. The ratcheting advantage of these larger ring systems is thereby at its optimum across this horizontal peak. The advantage provided by trimer and quadmer systems over the dimer highlights the important difference between simple dark state protection and optical ratcheting. The performance improvement of the quadmer over the trimer is partly a result of our approach; because the ring radius is fixed the Förster coupling between dipoles is stronger for the quadmer than the trimer. We then find a larger separation of energy eigenstates, that follows from the increased dipole density, increasing the transition energy, thereby increasing the energy of absorbed photons, and increasing the power harvested. In Appendix B we investigate an approach where, instead of the ring radius, the nearest-neighbour separation is fixed. In this case we find that the trimer ring antenna outperforms its quadmer counterpart. Despite the increases in coupling strength, the results for the pentamer presented here demonstrate the diminishing returns with regards to power extracted.
per site: As the number of antenna dipoles increases so does the current, and the trap thereby saturates. It is noteworthy that a second tier of ratcheting is possible for \( N \geq 5 \) [54] but requires a more complex interplay of rates [78], something unexplored here as it does not seem beneficial under relatively dilute solar irradiation.

The absolute power per site extracted from these systems is shown by Fig. 3a for three selected values of \( \Gamma_X \) across the horizontal region where the ratcheting advantage is at its greatest. Here, the increases in power harvested through the ratcheting mechanism are clearer: We observe that the trimer is the best antenna at ‘fast’ extraction rates, \( \Gamma_X = 10^{-5.5} \text{s}^{-1} \), demonstrating a slight ratcheting advantage. This advantage becomes more evident at slower extraction rates, \( \Gamma_X = 10^{-6.5} \text{s}^{-1} \) and \( \Gamma_X = 10^{-7.5} \text{s}^{-1} \), where we observe the quadmer, also utilising optical ratcheting, outperforming both the trimer and the dimer. The pentamer trails behind the quadmer in each plot, demonstrating that ratcheting is less effective for antenna systems larger than the quadmer.

**Polaron frame —** For extraction in the polaron frame, the spectral density described by Eqn. (27) is used with \( \lambda = 5 \text{ meV} \) and \( \omega_c = 90 \text{ meV} \) as in Ref. [70]. Our choice corresponds to a relatively modest reorganisation energy of 5 meV with a resulting \( B \approx 0.98 \) still close to unity (as is expected to be beneficial [24]), whilst the vibrational spectrum is broad enough to support efficient phonon-assisted transitions across the entire width of the relevant excitation manifold(s). We repeat the analysis performed previously, the difference between power extracted by an incoherent trap per site from the dimer, trimer, and quadmer ring systems in the polaron frame is captured by the Fig. 2b.

The same features are visible in Fig. 2b, where we observe a vertical trough in the middle panel, identifying the region in which an optimal light-harvesting cycle is established in the dimer, whilst the horizontal peak of ratcheting persists. Noticeably, the trimer broadly performs less well against the dimer in the polaron limit. The introduction of more strongly coupled vibrational environments means that the ratcheting mechanism is undermined by the reduction of collective optical effects through the introduction of \( P_{vib} \) in the optical rates. Ratchet states which were previously totally dark can now experience optical absorption and (re-)emission pro-
cesses, whilst emission rates associated with the bright states are similarly reduced [24]. This thereby limits the performance of ratcheting, which relies on absorbing a photon whilst another excitation is safely stored. However, as long as the relaxation process is less likely to occur than excitation then ratcheting is still achievable and thus we see the ratcheting advantage persist.

The differences between the quadmer and the trimer are somewhat diminished in this regime, as can be seen in the bottom panel of Fig. 2b. Notably, the performance advantage of the trimer over the quadmer increases in the ‘fast’ extraction regime. The effective rescaling of dipole-dipole coupling terms in the polaron limit captures a reduction in collective optical effects, the difference between power per site in general can therefore be expected to decrease.

Again, we show the absolute power extracted per site for three selected values of $\Gamma_X$ across the ratcheting region in Fig. 3b. We observe that the power extracted per site is largely the same for the first two ‘fast’ extraction rates, $\Gamma_X = 10^{-5.5} \text{s}^{-1}$ and $\Gamma_X = 10^{-6.5} \text{s}^{-1}$, with the power extracted by the quadmer and pentamer decreasing more substantially than the trimer. This same trend is clearer at slower extraction rates, $\Gamma_X = 10^{-7.5} \text{s}^{-1}$.

The most notable feature is the consistency of behaviour across this region, demonstrating the robustness of ratcheting.

We now analyse the effect of EEA upon ratcheting. To this end, we consider the extraction rate $\Gamma_X = 10^{-6.5} \text{s}^{-1}$ at which the ratcheting effect is strongly pronounced and implement a relatively aggressive EEA rate that exceeds the (single dipole) spontaneous decay rate by a factor of ten, $\Gamma_{E EA} = 10\kappa_{opt}$. Figure 4 compares the pertinent results from Fig. 3 against those obtained when EEA is included. As expected, this shows that the dimer is robust against EEA, reflecting the fact that the dimer’s dark state protection (or single tier ratcheting) does not rely on doubly-excited states. Surprisingly, the trimer is almost equally robust whilst still being able to take advantage of a second tier of ratcheting. However, the performance of the quadmer and pentamer is significantly diminished. We provide a more extensive investigation of relative power extracted from these ring systems across a broader range of EEA rates in Appendix D.
FIG. 4. Power generated per site by an incoherent trap at varying decay rates $\Gamma_\downarrow$ for $\Gamma_X = 10^{-6.5} \text{s}^{-1}$ in the weakly coupled and polaron regimes on the top and bottom panel respectively with and without EEA at a rate of $\Gamma_{EEA} = 10\kappa_{opt}$ shown by solid and dashed lines (saturated and faint bars), respectively. Excluding those labelled, parameters are the same as those in Table I.

B. Coherent extraction

A realistic description of extraction necessarily requires physical interaction. It is with this motivation that we extend the dipole-dipole couplings described by Eqn. (2) to the trap, and thereby establish a physically well-founded extraction mechanism. As such, we move to a regime where the trap is introduced as an additional physical dipole that is coherently coupled to the antenna. Here exciton transport between antenna dipoles and the trap is mediated by Förster interactions. We shall vary the trap energy, $\omega_t$, and distance from the ring to understand this model of extraction.

In the coherent model of extraction current and power per site are calculated to provide a measure of the ratcheting advantage in terms of the power extracted per site and per antenna. These quantities are calculated at different distances from the ring in order to better understand how geometry affects coherent extraction. We explore two different approaches towards the ring, as shown in Fig. 5; the first is perpendicular to the plane of the ring and therefore equidistant from every ring dipole, the second has no such symmetry as the trap is placed parallel in the plane of the ring. In the latter case, for a given $r$, we numerically optimise the value of $\phi$ for each ring system. This is done to ensure fair comparison of the systems as the optimal geometric arrangement is different for the dimer and trimer. Throughout, the trap’s interaction with the optical bath is modelled such that all optical absorption and decay is from the ring system alone.

In Fig. 6 we show the maximum power generated by a coherent trap across a range of trap splittings and distances for both the dimer and trimer ring systems per antenna when the trap is in an orientation described by Fig. 5b. This plot is for weak vibrational coupling and the maximum value is calculated by sweeping across different values for the trap decay rate $\Gamma_\downarrow$ between $10^{-12}$ and $10^{-4}$. We observe that the trimer antenna invariably outperforms the dimer, albeit only very slightly so for trap
FIG. 7. A measure of the ratcheting advantage in extracting from a ring system with a coherent trap in the weakly coupled and polaron regimes for the two different orientations illustrated by Fig. 5. In each instance presented the optimal trap decay rate and angle of orientation, \( \phi \) (see Fig. 5), has been chosen. The measure of the ratcheting advantage is illustrated by calculating the difference between the maximum power extracted per site from a trimer and a dimer ring system. In the top figure, the left panels shows this measure calculated in the weak vibrational coupling and polaron regimes for the orientation shown by Fig. 5b, whereas the right panels corresponds to Fig. 5a. The explicit power harvested along the dashed line, capturing \( \omega_t = 2.05 \, \text{eV} \), is shown in the bottom figure. Excluding those labelled and discussed, the parameters are the same as those in Table 1.

splittings which exceed the energies of the antenna single excitation manifold, particularly when farther away. The right hand side of Fig. 7a below captures the same calculations for a parallel coherent trap, see Fig. 5b. Each panel focuses on the advantage of the trimer over a dimer antenna, \( \Delta(P_{\text{max}})_{32} \), i.e. highlighting the advantage of an antenna that is capable of ratcheting in its simplest incarnation. The explicit power extracted per site is captured by Fig. 7b across a range of distances at \( \omega_t = 2.05 \, \text{eV} \).

We now proceed to discuss the dependence of the ratcheting advantage on the geometrical trap configuration. The perpendicular trap shows similar extraction behaviour between 1 and 5 nm; if the trap splitting is approximately degenerate with the lowest eigenenergy of the first excited manifold (2 eV) then ratcheting allows the trimer to outperform the dimer. On the other hand, the parallel trap captures a very broad region wherein the trimer commonly outperforms the dimer at distances less than 4 nm and up to larger separation for a suitably resonantly tuned trap. The differences here demonstrate that the trimer advantage in near-field extraction is a result of the geometry of the trap in relation to the ring: In the parallel set-up, larger ring systems have more dipoles closer to the trap, whereas in the perpendicular set-up all dipoles remain equidistant. The far-field case corresponds to the bottlenecked regime and we therefore observe ratcheting for which a tuning in the trap splitting is required. A measure of the sensitivity of this tuning is investigated in Appendix C. We observe that in the case of a weakly coupled trap the far-field generates up to 20-60% more power from a trimer ring than dimer in specific parameter configurations. In line with our previous results, the advantage provided by optical ratcheting is sensitive to stronger vibrational coupling, but scope for improvement remains.

Lastly, we include a description of EEA for the trimer in the case of weak vibrational coupling. Once more, the trimer proves remarkably impervious to EEA, with a relative difference in extracted power of generally below 1%. This further corroborates the picture of trimer antennae representing a highly robust ideal example of a ratcheting system. Interestingly, EEA even appears to provide a minimal advantage when the trap splitting is large. This can be attributed to the EEA mechanism providing an efficient means of redistributing the small amount of population from the triply- and doubly-excited states down into the single excitation manifold, and thus to the transition that is most optimised for resonant extraction. However, this seeming advantage will be highly sensitive to the precise microscopic of the EEA process, and as such should be seen more as a quirk of our particular implementation than an easily realisable effect.

IV. DISCUSSION

Optical ratcheting is a multi-excitation effect which relies on storing a single excitation in a state from which optical emission is unlikely, but further optical excita-
FIG. 8. In the top panel we show the power extracted per site from a trimer ring system with and without EEA, in red and green respectively, by a coherent trap in the weakly coupled regime for the same set up as shown by Fig. 6. In the bottom panel, the proportional difference between these two schemes at $\omega_t = 2.05$ eV is investigated.

tions are still possible. The ratcheting process is beneficial when extraction from the ring to the trap is not too rapid, specifically when the energy conversion timescale is longer than an excitation would typically be expected to be held by a single dipole before re-emission. Importantly, we focus on the achievable power per absorbing dipole. This means that any reported advantage indicates a situation where ‘the whole is greater than the sum of its parts’, rather than just representing a trivial advantage of moving to a larger antenna system.

Through the incoherent trap model we demonstrated that the dimer system, which can only ratchet once to achieve dark state protection, is out-performed by trimer and quadmer systems, which are able to take advantage of two tiers of ratcheting when the extraction rate is less than both the trap decay rate and the rate of spontaneous emission, i.e. $\Gamma_t \gtrsim \Gamma_X$ and $\Gamma_X \lesssim \kappa_{opt}$. The trimer ring emerges as the simplest and most robust antenna system, consistently extracting a near-optimal yield in the incoherent trap model. We see this robustness in Appendix B where the ring radius is changed whilst the nearest-neighbour separation between dipoles changes, here the trimer outperforms all other ring arrangements.

The gains seen in the incoherent model are repeated in a more nuanced manner with the introduction of a coherent trap. Here, we considered the optimal extraction regime in two different coherent trap orientations in relation to the plane of the ring: perpendicular and parallel, as described by Fig. 5. Varying the trap energy and distance relative to the ring we find that for both the parallel and perpendicular orientations, the trap must be tuned with respect to trap energy if the trimer ratcheting advantage is to be observed. Furthermore, the parallel trap demonstrates a broad trimer advantage for nearly all trap splittings and all trap distances below 4 nm, however this is not the bottleneck regime in which we expect to observe an improvement from ratcheting. For both trap alignments ratcheting increasingly requires fine-tuning as the trap distance increases. We see a reduced trimer advantage in the output generated by both the incoherently and coherently coupled traps following our shift to the polaron frame.

We have also analysed the effect of exciton-exciton annihilation (EEA) on the light-harvesting performance of ratcheting photocells. In previous work, the effects of EEA upon ratcheting have been shown to be significant for weakly coupled quadmer systems with incoherent extraction when the annihilation rate exceeded the spontaneous emission rate by more than an order of magnitude [54]. Conversely, when EEA can be controlled and suppressed, to a low level, the benefit of ratcheting prevailed. Through the analysis conducted in previous sections we reveal that although quadmer ring systems are somewhat vulnerable to EEA, the corresponding trimer system proves remarkably robust. This has been demonstrated in both the incoherent and coherent extraction models under a range of extraction rates. This extends the potential for ratcheting to be a candidate for power and efficiency enhancement in realistic physical systems.

It is worth highlighting a final subtlety: the energetic spectrum of the ring antenna is known to depend on the number of constituent dipoles [79]. Whilst our free-space optical spectral density only varies slowly with frequency, this will nonetheless slightly affect the precise values for the various emission and absorption rates, and thus introduce subtle differences when comparing ring antennae of different sizes. This is only a minor effect in the context of this study, but could become a very important factor for engineered photonic environments (such as an optical cavity or photonic band gap); however, such a scenario might also necessitate upgrading to a non-Markovian approach of modelling the light-matter interaction.

V. CONCLUSION

In this Article, we have given a thorough analysis of the power extracted by an external trap coupled to several different ring systems, each composed of a varying number of dipoles. In particular, we identify and demonstrate the performance improvement provided by a specific mechanism – optical ratcheting.

The advantage of ratcheting is presented here for both incoherent and coherent traps in a number of different set-ups. Only for a coherent trap described in the polaron frame do we see the ratcheting mechanism con-
strained. From these results we can therefore expect the experimental realisation of ratcheting in such systems to require fine-tuning and therefore be vulnerable to noise.

As we have not explicitly included disorder and non-radiative loss in our model, our findings describe a more idealised system than presented by most artifically engineered or naturally occurring molecular ring antennae. Regardless, as argued in Ref. \[54\], the ratcheting advantage as a proportion of power harvested will remain.

Our work provides a broad foundation on which to build quantum light-harvesting devices that could realise this advantage and specifically that ratcheting offers significant improvements in power generation. It would be interesting to elaborate upon the model outlined here, combining it with insights on driving efficient charge carrier separation \[17, 59\] to design a complete light-harvesting architecture, with the aim to facilitate probing and ultimately utilising experimental realisations of optical ratcheting.
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Appendix A: Results for electric currents

Alongside the results for the power extracted by the incoherent trap in Section III A in Figs. 9 and 10 we show the corresponding current values. We see that these are broadly similar to the preceding figures. The corresponding values for the current generated by the coherent trap, presented in Section III B, are shown in Fig. 11. Again, these figures are broadly similar to those produced by the corresponding power calculations.

Appendix B: Optimised trimer regime

In Sections III A and III B we demonstrate the substantial ratcheting advantage presented by both trimer and quadmer ring systems over the diomer across a range of extraction and decay rates. When comparing ring systems of fixed radius, those more densely populated by dipoles have larger separations between energy levels due to the increased coherent Förster coupling. As a result, for a ring system of radius 1.5 nm we observe the quadmer out-compete the trimer in terms of power extraction through ratcheting. Given the trimer is the simplest structure required for optical ratcheting in certain parameter regimes this system will provide a consistently optimal choice for power extraction as shown by Fig. 12. Fig. 12 captures the absolute values for power extracted per site. Notably, the ratcheting advantage during fast extraction is not as large as in the results previously discussed, rather it ap-
FIG. 9. Current generated from a ring system by an incoherent trap with a weak vibrational coupling on the left hand side and polaron frame on the right. In the top panel of both figures we highlight the optimal ring system, these differences are explicitly shown in the middle and right-hand side for the trimer relative to the dimer and quadmer, respectively. Values of $\Gamma_X$ used for later plots are indicated by dashed lines. Excluding those labelled, parameters are the same as those in Table I.

Appendix C: Delocalised extraction

Both the dimer and trimer experience optimal extraction by the trap at particular trap splittings which become increasingly evident at larger distances. The extraction shown by Fig. 13 and Fig. 14a appears to show dramatic and sustained power output when the trap is tuned to the lowest eigenenergy of the ring system Hamiltonian. When the trap and the ring dipoles are near-degenerate extraction is optimal. However, the fine-tuning required for such extraction is incredibly sensitive to changes in trap splitting, and would be challenging to achieve practically, requiring an unrealistically stable trap – as is demonstrated by the dramatic decrease of the FWHM shown in Fig. 14).

Appendix D: Electron-Electron Annihilation

Beyond the examples provided in the manuscript, we explore the difference in power extracted by ring systems with and without EEA across a range of rates as shown by Fig. 15.

These results confirm the robustness of the trimer and dimer systems, which are relatively unaffected by EEA, with the proportional loss of power remaining under 1%. In stark comparison, the power extracted from the quadmer is diminished significantly, with up to a 16% decrease. This behaviour carries over into the polaron frame.
FIG. 10. Current generated per site by an incoherent trap at varying decay rates $\Gamma_t$ for different values of $\Gamma_X$. The values of $\Gamma_X$ are chosen across a range where the amount of power extracted by antennae is substantial whilst the hierarchy changes. Excluding those labelled, parameters are the same as those in Table I.
FIG. 11. A measure of the difference in current extracted from a ring system with a coherent trap in the weakly coupled and polaron regimes for the 2 different orientations illustrated by Fig. 5. In each instance presented the optimal trap decay rate and angle of orientation, $\phi$ (see Fig. 5), has been chosen. The difference calculated is between the current corresponding to the maximum power extracted per site from a trimer and a dimer ring system. In the top figure, the left panels shows this measure calculated in the weak vibrational coupling and polaron regimes for the orientation shown by Fig. 5b, whereas the right panels corresponds to Fig. 5a. The explicit power harvested along the dashed line, capturing $\omega_t = 2.05eV$, is shown in the bottom figure. Excluding those labelled and discussed, the parameters are the same as those in Table I.
FIG. 12. Power generated from a ring system by an incoherent trap in the weakly coupled regimes such that the trimer dominates. We achieve such a scenario by setting a fixed nearest-neighbour distance, $s_{nn}$, of 2 nm and a spontaneous emission rate $\kappa_{opt}$ of $5 \text{ ns}^{-1}$. In the top panel of the left hand side we highlight the optimal ring system, while the difference in power generated by these systems is shown in the middle and bottom panels. On the right hand side we show the explicit power generated from a ring system with an incoherent trap and a weak vibrational coupling at varying decay rates $\Gamma_X$ for different values of $\Gamma_t$.

FIG. 13. Maximum power extracted per antenna from a trimer (green) and dimer (blue) ring system by a weakly coupled coherent trap. Distance of the trap from the antenna is varied alongside the trap splitting. Excluding those labelled and discussed, the parameters are the same as those in Table IV.
FIG. 14. On the left, maximum power extracted per antenna from a trimer (green) and dimer (blue) ring system by a weakly coupled coherent trap at $\omega_t = 2$ eV. The full width half maximum (FWHM) of this result is on the right. Distance of the trap from the antenna is varied alongside the trap splitting. For the values presented, the maximum power extracted is calculated from a range of trap decay rates; $\Gamma^\downarrow_t = 10^{-4}$ to $10^{-12}$. Excluding those labelled and discussed, the parameters are the same as those in Table I.

FIG. 15. In the presence of EEA, the proportional reduction in power generated from a ring system by an incoherent trap in the weakly coupled and polaron regimes on the left and right hand side, respectively. The proportional reduction in power is shown for the dimer, trimer, and quadmer systems. Excluding those labelled, parameters are the same as those in Table I.