Effect of EV Movement Schedule and Machine Learning-Based Load Forecasting on Electricity Cost of a Single Household
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Abstract: An energy management system (EMS) for a household energy system is proposed in this paper, which is composed of a photovoltaic (PV) generator, a home energy storage (HES), an electric vehicle (EV), an electrical household load and a grid connection, with 24 h operation horizon. The EMS objective is to reduce the electricity cost of the household by using a linear optimization algorithm. Two different EV schedules are utilized for simulations. One mainly describes rides to work and the other describes rides in a domestic context, such as rides to a supermarket. A forecast algorithm for the electrical load of the household, based on k-means clustering and an artificial neural network, is evaluated and integrated into the EMS to realistically represent the household’s load profile. It is shown that the developed forecast algorithm performs better than two of the benchmarks. Another finding is that the more storage is available at PV-production intervals, the higher the effect of forecast uncertainties and the lower the electricity cost of the household, disregarding the investment cost.
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1. Introduction

Electric vehicles (EVs) are a promising technology to reduce greenhouse gas emission by substituting fossil fuel based cars. In order to significantly reduce the greenhouse gas emission, electricity from renewable sources should be used to charge the electric vehicle [1]. This can be achieved by using a photovoltaic (PV) generator, which is installed at a household rooftop. This leads to an integrated energy system, comprising of the electricity and the mobility sector. Financial issues are another barrier for a progressing penetration of renewable energy technologies [2]. However, the installation of a suitable energy management system (EMS) enables to reduce cost [3].

In general, an EMS can be used for different system architectures and it can apply varying types of algorithms, whereas input data are often based on forecasts.

An example for the usage of an EMS is to control a system with a PV-generator, a micro turbine, a supercapacitor and a battery, considering a load- and PV-forecast [4]. Van der Meer et al. [5] developed an EMS to control charging processes of EVs, whereas the energy is provided by PV-generators and the grid and additionally a PV-forecast algorithm was integrated. In [6] an optimization of operational cost of an energy system is performed, applying a time of use tariff. Bai et al. [7] investigated power dispatch strategies, considering a load forecast on a virtual power plant with several EVs and also industrial and civil loads. In [8] an EMS is purposed, which utilizes micro economic principles to coordinate components of a microgrid. Heuristic algorithms, like a genetic algorithm, are capable of load scheduling for smart home appliances, reducing peak to average ratio and electricity cost [9]. Anvari-Moghaddam et al. [10] purposed a multi-agent approach for optimizing
cost and user comfort at a microgrid energy system, containing distributed generation. In [11] a deep reinforcement learning based energy management system was used to operate a microgrid with long-term and short-term storage.

Different energy management algorithms result in significantly different calculation times, raging from several seconds to several hours [12]. Rottondi et al. [13] showed that an energy management system, based on linear programming, can achieve short calculation times within the sub seconds range, while handling several loads and a storage system for an office building, using a load and PV-forecast.

As mentioned energy management is often based on forecasts, depending on the system of consideration. A stochastic investigation of the effect of forecast uncertainties on a microgrid was performed in [14]. However, household electrical load depends on the season, the weather and the occupant behavior [15]. The irregular and very individual consumption pattern of a single household makes forecasting these loads a difficult task [16].

A broad range forecast algorithms have been developed, based on several principles. Artificial Neural Networks (ANNs) can be used for forecasting PV-generation, utilizing weather data. The property of ANNs that no functional relationship of the input and output on an ANN have to be known in advance becomes useful in this case [17]. Time series based, statistical methods like autoregressive moving average (ARMA) and some derivations of ARMA are also capable of performing load forecasts [18]. In [19] a long term load forecast, utilizing fuzzy logic, was purposed. Humeau et al. [16] developed a load forecast algorithm based on linear regression and machine learning tools for single houses and districts. Hernández et al. [20] combined self-organizing maps, k-means clustering and a multilayer perceptron network to predict loads of a town. Ensemble methods, based on decision trees, are capable of performing load forecast for a campus university [21]. Vazquez et al. [22] compared several load forecast algorithms, based on least squares, an elastic net, support vector machines and decision trees. In [23] long short-term memory (LSTM) networks were utilized to perform load forecasts at a household level.

The interaction between a household energy management with different storage options like stationary storage and a mobile storage, while also accounting for the load forecast at a single household system level, has not widely been studied to the authors best knowledge. This is addressed by adding an EV to a household energy system, which provides mobility in varying context. The context is modelled by a primary EV, which is used mainly to get to work and back and by a secondary EV, which is used as a household support vehicle, e.g., going to grocery stores or giving lifts to children. Furthermore, the EV is modelled as a bidirectional system, enabling load balancing services to the household. Thus, additional challenges or opportunities are added for an EMS. These are focused on utilizing the EV storage capacity in an optimal manner and still providing mobility to the household’s inhabitants.

To account for forecast uncertainties of the household electrical load, a forecast algorithm, based on k-means clustering and an ANN, is integrated into the EMS. The load forecast algorithm is aimed to be simple, fast and adaptable to a load time series. The forecast algorithm is similar to the one developed by Hernández et al. [20], but simplified and it is applied to time series of single households.

The paper is organized as follows: Section 2 gives information about the simulated system, including the parameters of the components and applied EV schedules. Section 3 describes the household electrical load forecast algorithm, Section 4 shows the optimization and simulation framework, Section 5 describes the results and Section 6 gives a conclusion.

2. System Description

The energy system under investigation consists of a PV-generator, a home energy storage system (HES), an electric vehicle (EV), a household load and a grid connection.

2.1. Energy System

The system components considered are shown in Figure 1. The energy system is modelled as a load on a single phase. An EV and a HES are added, in order to increase the flexibility of the system.
Additionally, the EV-battery functions as an energy source for an electric vehicle, thus providing mobility for the household. The inverters and the bidirectional wireless charging device model energy losses due to AC–DC or DC–DC conversions in charging- and discharging processes. The PV-generator feeds energy into the system and the household load drains energy from the system. The grid connection balances potential forecast inaccuracies and is able to supply the system with additional energy or can feed surplus energy into the grid.

Figure 1. Household energy system.

The household considered in this study has an electricity consumption of 3239 kWh/a. The PV-generator is modelled by a time series of a PV-system, located in Oldenburg, northern Germany, leading to a PV energy production of 4210 kWh/a. The PV time series already takes inverter efficiency into account, which is necessary to convert the DC of the PV generator to the AC of the household electricity grid.

Using energy from the grid is charged with 0.288 €/kWh, which is the average cost of electricity of a German household with a consumption of 3500 kWh in 2016 [24]. Feeding energy into the grid generated revenues of 0.123 €/kWh, which is the feed in tariff of a PV-system up to 10 kWp, build in Germany, at the beginning of 2017 [25].

The EV is assumed to be a microcar, suitable for providing mobility in an area close to a city. It has a rather small capacity of 9.6 kWh and an energy consumption of 10.9 kWh/100 km. In order to investigate the stationary storage capacity effect, different HES capacities are simulated, ranging from zero (no HES is used) to 12 kWh. The maximal State of Charge (SoC) of the HES and EV is set to 90%, to avoid overcharges. The minimal SoC of the HES is set to 10%, in order to prevent deep discharge. The minimal SoC of the EV is set to 20%, to prevent deep discharge and provide an energy buffer for rides. Maximum powers are defined symmetrically (equal for both directions) for the grid, the HES and the EV. Maximum EV power is set to 10 kW, maximum HES power to 9 kW and maximum grid power to 40 kW.

Besides losses due to the inverters η_{inv}, the bidirectional charging device η_{bi,DC--DC}, the battery charging efficiencies η_{battery,charge} and battery discharging efficiencies η_{battery,discharge} are taken into consideration. All efficiencies are assumed as constants, to enable usage of a linear optimization based energy management algorithm. This algorithm is introduced in Section 3.2. The inverter efficiency is taken from [26], it represents the efficiency at AC–DC operation at a low output power. Thus, it is a conservative estimation of the efficiency, because according to [26] higher output powers result in higher efficiencies. The efficiency of the bidirectional wireless charging device is assumed to be equal to an unidirectional wireless charging device, with an air gap of 8 cm and a power of 4 kW according to [27]. The charging- and discharging efficiencies of both batteries are taken from [28]. They are determined at a current of 1.5 C and a state of charge (SoC) of 10%. An overview of considered efficiencies and its values is given in Table 1.
Table 1. Relevant efficiencies for the household energy system.

| Efficiency          | Value |
|---------------------|-------|
| $\eta_{\text{inv}}$ | 0.93  |
| $\eta_{\text{bi}, \text{DC–DC}}$ | 0.966 |
| $\eta_{\text{battery}, \text{charge}}$ | 0.967 |
| $\eta_{\text{battery}, \text{discharge}}$ | 0.961 |

To simplify calculations, several efficiencies of single components are combined to efficiencies for every relevant process (i.e., discharging/charging the HES or EV), according to (1)–(4).

$$\eta_{\text{HES}}^+ = \eta_{\text{inv}} \eta_{\text{battery}, \text{discharge}}$$

$$\eta_{\text{HES}}^- = \eta_{\text{inv}} \eta_{\text{battery}, \text{charge}}$$

$$\eta_{\text{EV}}^+ = \eta_{\text{inv}} \eta_{\text{bi}, \text{DC–DC}} \eta_{\text{battery}, \text{discharge}}$$

$$\eta_{\text{EV}}^- = \eta_{\text{inv}} \eta_{\text{bi}, \text{DC–DC}} \eta_{\text{battery}, \text{charge}}$$

### 2.2. EV Schedules

Two schedules are conceived to model the EV-usage. The first schedule is focused on rides from and to the working place. Additionally, trips of variable lengths at the weekend are added, which model EV-usage within spare time. This schedule is called primary EV schedule. The other schedule simulates an EV used for household support. Trips within this schedule simulate bringing or picking up children to and from kindergarten and occasional trips, associated with shopping or social activity. At weekends it is assumed that another vehicle is used for potential rides. This schedule is called secondary EV schedule. Table 2 shows general aspects of both EV schedules. It indicates that the primary EV schedule consisted of less, but bigger distance rides compared to the secondary EV schedule. Details about the EV schedules are given in the Appendix A.

Table 2. EV schedule characteristics.

| Schedule | Primary | Secondary |
|----------|---------|-----------|
| Total distance (km/a) | 9775 | 5570 |
| Number of rides | 333 | 637 |

The primary EV schedule leads to a profile whereas the EV is mostly not available during the day because the EV is parked at the working place. The secondary EV-profile results in the EV being at the household most of the time. Potential trips of the secondary EV schedule are not only short in distance but also short in duration.

### 3. Forecast Algorithm

This section describes a forecast algorithm for electric household load, which is integrated into the EMS as input data. The forecast algorithm aims to determine typical one-day electricity consumption patterns of a single household. To achieve this, a clustering algorithm is applied to electrical load time series of that particular household. A further step investigates the chronology of these consumption patterns.

#### 3.1. Procedure

The consumption patterns are determined by applying the k-means algorithm, utilizing the Manhattan-distance function, implemented in the Waikato Environment for Knowledge Analysis
(WEKA)-software [29]. The Manhattan-distance function is preferred over the widely used Euclidean-distance function, since it resulted in a lower MAPE. The resulting cluster centers, gained by the k-means algorithm, represent the generalized electrical load profiles of the household. One day is divided into 96 15-min intervals, shaping a single data point into \( \mathbb{R}^{96} \). The algorithm itself aims to allocate \( N \) of these data points to \( k \) clusters. Every cluster center, gained from the k-means algorithm, is also described by a vector in \( \mathbb{R}^{96} \). The number of clusters \( k \) has to be predetermined before running the k-means algorithm. In this study, \( k \) is aimed in such that the household load time series is described as precise as possible while using as less clusters as possible. Thus, generalized, typical daily loads are determined from the training data.

An ANN is utilized to learn the temporal structure of days allocated to a certain cluster. The ANN is used, due to its capability to handle categorical features, such as our cluster approach and modelling complex non-linear dependencies between them. It is programmed by usage of the Encog Machine Learning Framework [30].

Every neuron in the input or output layer is responsible for one cluster of a particular day. The ANN is used to forecast the cluster of the next day, based on the past three days. In the input-layer, the neuron responsible for the allocated cluster of the respective day is set to an activation of one; all other neurons of that day are set to an activation of zero. The neuron with the highest activation in the output layer determined the cluster which is forecasted.

3.2. Hyperparameter Estimation

The hyper parameters are determined by performing a grind search over the number of clusters \( k \) and the number of neurons in the hidden layer, whereas only single hidden layer ANNs are considered. Additionally, a ten-fold cross-validation is applied. One of these ten folds is used as testing data, the other folds are used to train the model. Every fold is used as testing data once. From these ten runs, the mean and standard deviation (STD) of the mean average percentage error (MAPE) results are calculated. The results of the hyper parameter estimation are shown in Figure 2. It can be seen that a high number of neurons in the hidden layer lead to poor mean MAPE, which is explained due to overfitting. The number of clusters \( k \) results in good mean MAPE with \( k = 6, k = 9 \) and \( k = 17 \). However, if additionally the standard deviation is considered, it can be seen that a combination of six clusters and eight neurons in the hidden layer results in low average MAPE and also exhibits a relatively low STD.
Figure 2. MAPE results of grid search, mean (a) and (STD) (b).

Figure 3 shows the final structure of the used feed forward, single hidden layer ANN. The network consists of 18 neurons in the input layer, eight neurons in the hidden layer and six neurons in the output layer; it is fully connected. As mentioned before, every neuron in the input or output layer is responsible for one cluster of a particular day and every cluster is marked with a certain color. Because one day can be allocated to six different clusters, six different colors are used.

Figure 3. Structure of the ANN.
3.3. Load Forecast Evaluation

To evaluate the load forecast algorithm, the chosen parameter results are compared to benchmarks, which also are calculated based on the testing data from the cross validation. The two benchmarks are called persistence (1) and persistence (2). Persistence (1) predicts a new day equal to the last day. Persistence (2) predicts a new day equal to the last same weekday, e.g. the next Monday is equal to the last Monday. Persistence (1) is chosen because it basically is the simplest forecast procedure one can think of to perform a forecast for a whole day. Persistence (2) is a simple approach to catch consumption patterns of the household, which are repeated weekly. Additionally, the forecast results are compared to another forecast, which works on a lower temporal resolution, called minute wise forecast. It predicts the next minute based on the last minute. Besides the previously applied MAPE, the root mean square error (RMSE) and the mean bias error (MBE) supplement the load forecast evaluation. Figure 4 shows the results. The forecast algorithm achieves lower RMSE and MAPE compared to persistence (1) and persistence (2). Note the persistence (1) and persistence (2) show almost the same averaged errors. The MBE of the forecast algorithm is negative, indicating a tendency to underestimate values. It is found that the results from the forecast algorithm do not vary significantly in terms of RMSE and MAPE. Only the MBE exhibits bigger variations. Comparing the developed forecast algorithm to the minute wise forecast, it is shown that the developed forecast algorithm results in higher average forecasting errors.

![Image](https://example.com/image.png)

**Figure 4.** Error characteristics RMSE (a), MBE (b) and MAPE (c) of the forecast algorithm compared to three different benchmarks.
3.4. Updating Training Data Pool

In reality time progresses steadily and the only available training data are from the past. Additionally, an online learning capability of the forecasting algorithm is desired. In case consumption pattern change, for example due to seasonal variation, the forecast algorithm can account for the change rapidly due to the online learning capability. A limited training pool is introduced for retraining the algorithm, at reduced computational cost. This training pool is constantly updated with the most current day electricity consumption data. The first seven days of the year are used for initially building the cluster centers and training the ANN. Afterwards, the next day is forecasted, the error calculated and the previous day is added to the training data pool. This is repeated for the remaining days of the year. If the training data pool exceeded a certain threshold, the oldest data point is removed from the training date pool. The procedure is repeated with different maximal training pool sizes.

In Figure 5 the results are shown. Increasing the number of days in the training data pool leads to a decrease of the RMSE and the MAPE. Furthermore, increasing the training data pool increases the absolute value of the MBE. Because the RMSE and MAPE do not decrease significantly after increasing the training pool to more than 30 days, these 30 days are chosen to be a reasonable number of training data within the training pool. Additionally, using a rather small training data pool results in low computational effort, which is associated with building the cluster centers and training the ANN.

![Figure 5](image-url)

**Figure 5.** Error characteristics RMSE (a), MBE (b) and MAPE (c) for using different training data pool sizes.
4. EMS

In this study, the EMS manages charging and discharging of the HES and the EV. Its main purpose is to reduce the electricity cost of a household.

4.1. Temporal Structure and Forecast Integration

The developed household load forecast algorithm is integrated into the energy management system, because it performs more precise in average than the persistence benchmarks on a longer time scale, which is shown in Section 3. Although, on the shorter time scale the minute wise forecast technique shows better results. To enable as accurate energy management as possible, the minute wise forecast and the developed forecast algorithm are integrated into the EMS, according to Figure 6. Therefore, combinations of one- and 15-min intervals are used by the EMS. The first one-minute interval, indicated in blue, is filled with the persistence forecast of the household load. The following grey intervals are filled with the forecasted cluster center value of the respective time interval. The number of minute intervals is variable, to enable the integration of the minute wise forecast and still providing the 15-min interval structure of the developed household load forecast algorithm.

The PV-forecast followed the same temporal structure as described in Figure 6. However, no forecast algorithm is implemented to generate the PV-input for the EMS. The values used by the EMS are the actual PV generation values. In consequence, the PV-forecast is treated as a perfect forecast with no forecasting errors. This enables to focus on the effect of the household forecast on the electricity cost. Additionally, the EV-trips are assumed to be perfectly known beforehand, which can be interpreted as a user who plans every ride 24 h in advance and forwards the information to the EMS.

Figure 6. Temporal structure of the EMS due to the integration of the household electrical load forecast.

4.2. Linear Optimization Algorithm

The EMS used in this study aims to reduce the electricity cost of a household by means of a linear optimization algorithm. Let

\[ T_p = \{ t_1, t_2, \ldots, t_N \} \]

be a set of discrete points in time, whereas every \( j \)-th time interval is defined according to:

\[ \Delta t_j = t_j - t_{j-1} \].

Also let

\[ T = \{ \Delta t_1, \Delta t_2, \ldots, \Delta t_{N-1} \} \]

be a set of all time intervals, \( T_{EV=\text{true}} \) a set of all time intervals with the EV being available at the household, ready to be charged or discharged and \( T_{EV=\text{false}} \) a set of all time intervals whereas the EV is not available at the household.

Equations (5)–(19) follow a similar approach as [5,13], but are adapted to meet the requirements of the system under investigation and the optimization framework. The equations are solved by means of the GNU linear programming kit (GLPK) [31] The objective function is defined according to (5) and (6). As mentioned, the optimization aims to reduce the electricity cost of the household, which are mainly
described by the first two terms of (5). The first term describes the cost due to electricity usage from the grid and the second term generates revenues for feeding energy into the grid. The next two terms are used to shift charging and discharging of the HES to earlier times in the simulation. This is found to decrease the electricity cost over the course of the simulation. The last term stimulates charging the EV earlier, which increases the flexibility of the EV, because more energy is available at earlier time intervals. It has to be noted that all optimization variables are set to be bigger than zero. Equation (7) defines the energy balance. Equations (7) and (8) make sure that SoC limitations are followed during the optimization. Equation (10)–(19) define the valid range of the optimization variables, introducing the SoC limitation and the power limitations. Note that Equation (11) is used to account for EV-usage. The SoC limitations of the EV are adjusted by the desired energy demand around departure time.

\[
\begin{align*}
\min & \left( \sum_{j \in T} \Delta t_j \, P_{\text{PoE}} \, P_{\text{grid},j}^+ - \sum_{j \in T} \Delta t_j \, F_{\text{FiT}} \, P_{\text{grid},j}^- \right) \\
& - \sum_{j \in T} \Delta t_j \, stf_j \, P_{\text{HES}}^+ - \sum_{j \in T} \Delta t_j \, stf_j \, F_{\text{FiT}} \, P_{\text{EV},j}^- - \sum_{j \in T} \Delta t_j \, stf_j \, F_{\text{FiT}} \, P_{\text{EV},j}^- \end{align*}
\]

\[
\text{Subjected to:}
\]

\[
P_{\text{house},j} - P_{\text{PV},j} = P_{\text{HES},j}^+ + P_{\text{EV},j}^+ + P_{\text{grid},j}^+ - P_{\text{HES},j}^- - P_{\text{EV},j}^- - P_{\text{grid},j}^- \quad \forall j \in T
\]

\[
\text{SoC}_{\text{HES},j} = \frac{1}{E_{\text{HES, total}}} \sum_{i=1}^{j} \left( -\frac{1}{\eta_{\text{HES}}} P_{\text{HES}}^+ \Delta t_i + \eta_{\text{HES}} P_{\text{HES}}^- \Delta t_i \right) \quad \forall j \in T
\]

\[
\text{SoC}_{\text{EV},j} = \frac{1}{E_{\text{EV, total}}} \sum_{i=1}^{j} \left( -\frac{1}{\eta_{\text{EV}}} P_{\text{EV}}^+ \Delta t_i + \eta_{\text{EV}} P_{\text{EV}}^- \Delta t_i \right) \quad \forall j \in T
\]

\[
\text{SoC}_{\text{HES,min,j}} \leq \text{SoC}_{\text{HES,j}} \leq \text{SoC}_{\text{HES,max}} \quad \forall j \in T
\]

\[
\text{SoC}_{\text{EV,min,j}} \leq \text{SoC}_{\text{EV,j}} \leq \text{SoC}_{\text{EV,max,j}} \quad \forall j \in T
\]

\[
0 \leq P_{\text{grid},j}^+ \leq P_{\text{grid,max}} \quad \forall j \in T
\]

\[
0 \leq P_{\text{grid},j}^- \leq P_{\text{grid,max}} \quad \forall j \in T
\]

\[
0 \leq P_{\text{HES},j}^+ \leq P_{\text{HES,max}} \quad \forall j \in T
\]

\[
0 \leq P_{\text{HES},j}^- \leq P_{\text{HES,max}} \quad \forall j \in T
\]

\[
0 \leq P_{\text{EV},j}^+ \leq P_{\text{EV,max}} \quad \forall j \in T_{\text{EV=true}}
\]

\[
0 \leq P_{\text{EV},j}^- \leq P_{\text{EV,max}} \quad \forall j \in T_{\text{EV=true}}
\]

\[
P_{\text{EV},j}^+ = 0 \quad \forall j \in T_{\text{EV=false}}
\]

\[
P_{\text{EV},j}^- = 0 \quad \forall j \in T_{\text{EV=false}}
\]

4.3. Simulation Procedure

Figure 7 shows the simulation procedure in more detail. The initializing phase comprises the first seven days of a year. These days are used to initially build the clusters and train the ANN. For the actual simulations, at first a forecast for the household load is performed. The optimizer uses this forecast plus the data for PV-power and EV movement to perform power scheduling. The scheduling results are extracted and according to these the new SoCs of the HES and the EV are calculated. Additionally,
a new electrical load data-point becomes available for the algorithm at that point. With the new data, a new forecast is performed if the added data does not finish a day. Otherwise, the recently finished day is used to update the training data pool, which then is used to retrain the forecast algorithm. The simulation stops after the 364th day of the year, which means in total 357 days are simulated. It was chosen not to alter the time series artificially in order to make simulations for 365 days, which would have meant to add eight days. During simulations, the grid functions as a balancing system. If an energy imbalance occurs due to an erroneous forecast or production and generation inequalities, the imbalance is corrected by adjusting the power of the grid.

![Simulation Scheme](image)

**Figure 7.** Simulation scheme.

5. Simulation Results

The results are investigated using two different EV schedules. The primary schedule described trips from and to work, complemented by occasional trips at weekends. The secondary schedule describes the EV as a household supplement within the week. The effect of load forecast uncertainties is investigated using these different EV schedules and finally a cost analysis is performed. Household electricity cost are calculated from grid energy flow, which results in cost or revenues depending on the direction of power flow.

5.1. Effect of Prediction Errors

Erroneous load forecast increase the electricity cost of the household due to imperfect utilization of the storage devices. If an erroneous forecast leads to an overestimation of the load and the
overestimated load is supplied by a storage system, the grid will take the surplus energy. In this case, the household receives a revenue according to the FiT. However, the the PoE is bigger than the FiT. Because of this difference, it is more beneficial to supply future household load with stored energy than to feed the energy into the grid. If the load forecast is too low, the additional energy demand is balanced by the grid. The difference could have been supplied by a storage device if enough energy is available at the respective device, thus reducing to overall cost. The effect of forecast uncertainties are investigated applying both EV schedules to the system with variable HES capacities. Simulations, using the forecast procedure introduced in section three and simulations using the actual load values (a perfect forecast), are carried out to investigate to effect of load forecast errors. The results are shown in Figure 8. In general, the bigger the HES capacity, the bigger the difference between a perfect forecast and a forecast with prediction errors is. The primary EV shows a steeper increase of the difference as the HES capacity increased. Using the EV as a secondary vehicle results in higher differences in general. Additionally the difference does not increases significantly if the HES capacity exceeds 3 kWh in case of the secondary EV.

![Figure 8](image)

Figure 8. Simulation results from using the EV as a primary vehicle (a) and as a secondary vehicle (b).

The second source of uncertainty arises due to PV-forecast errors. The influence is investigated by adding a last day persistence PV-forecast besides the load forecast. The results are listed in Table 3. It is shown that the PV forecast has a similar effect as the load forecast. As the HES capacity increase also the cost increase, especially for the primary EV. The secondary EV shows less dependency on the installed HES capacity.
Table 3. Comparison: Load forecast and Load + PV forecast.

| Capacity HES (kWh) | Cost Primary EV Schedule (€) | Cost Secondary EV Schedule (€) |
|--------------------|-----------------------------|-------------------------------|
|                    | Load Forecast | Load + PV Forecast | Load Forecast | Load + PV Forecast |
| 0                  | 452.66       | 469.58             | 258.11       | 279.74             |
| 3                  | 408.18       | 430.78             | 249.20       | 274.13             |
| 6                  | 386.87       | 415.21             | 246.78       | 271.64             |
| 9                  | 378.57       | 408.65             | 246.43       | 271.42             |
| 12                 | 376.55       | 407.27             | 246.38       | 271.27             |

5.2. Effect of EV Schedule

Figure 9 shows the general behavior of both EV schedules. It can be seen that the primary EV (left side) is mostly not available when PV-power is available. Therefore, it is not possible to utilize the PV-power by storing it in the EV battery. The EV basically adds an additional load to the system, indicated by the big power to charge the EV via discharging the HES. On the right side, the results from using the EV as a secondary vehicle are shown. In contrast to the primary EV, the secondary EV is available during sections of the day with PV-generation. During this time the EV-battery is charged with available PV-power. It also acted as a storage device, by discharging the EV during the evening and night, utilizing the bidirectional technology.

Figure 9. Comparison between primary and secondary EV schedule results. In the top figures the relevant time series are shown, (a) shows the primary vehicle, (b) shows the secondary vehicle. The bottom figures show the allocated power, (c) shows the primary vehicle, (d) shows the secondary vehicle. A negative value means the HES or EV is charged, a positive value means the respective component is discharged. In red the balancing power from the grid is shown. A negative value means that power is fed into the grid, a positive values means that power is gained from the grid.

In this study the household with a primary EV is assumed to have no other vehicle which contributes to the electricity cost. The household with a secondary EV is assumed to have another fossil fuel based car, however, the gasoline cost are not included in this cost analysis.
The secondary EV models a mobility pattern resulting to a distance of 5570 km/a, and the primary EV models a mobility pattern resulting to a distance 9775 km/a. To account for the bigger total distance of the primary EV schedule, the secondary EV schedule results are augmented by a lump-sum, which is calculated according to (20). The lump-sum assumes that the secondary EV uses only electricity from the grid for the additional distance, although charging efficiency is neglected. However, if power from the PV-generator has been used, lower additional cost would have been added.

\[
\Delta C_{\text{schedule}} = \left( L_{\text{EV,primary}} - L_{\text{EV,secondary}} \right) E_{\text{EV,ride}} \text{PoE}
\] (20)

In Figure 10, the cost for the household using the EV as a primary vehicle, using it as a secondary vehicle and the lump-sum augmented secondary EV cost are shown. Each system is simulated with different stationary storage capacities. In general, the secondary EV results in lower cost than the primary EV, especially because less energy is needed to supply the EV. The difference between the primary and secondary schedule is decreased by applying the lump-sum for the different schedule distance to the secondary schedule. Taken the lump-sum into account, the secondary EV schedule still results in lower cost, especially at lower HES capacities. However, increasing the capacity of the HES brings the cost to an almost even number at 12 kWh. This means, a secondary EV can act as a stationary storage device to reduce electricity cost. Using the secondary EV with bidirectional technology has a similar effect as adding stationary storage to household. It increases the capability of the system to utilize PV-power for load applications.

![Figure 10. Total electricity cost gained from simulations and by applying the lump-sum.](image)

The positive effect of using an EV as a secondary vehicle can also be observed by investigating payback times. The payback time is calculated via dividing the system cost by the cost savings per day. The savings correspond to the difference in electricity costs between a household without a PV generator and HES and a household with a PV generator and HES. The PV-system price is calculated assuming a PV-system cost of 935 €/kWp [32]. The total cost of the PV-system is 4675 €. The HES cost is estimated to be 1300 €/kWh [33].

In Figure 11 the payback times are shown, considering only components which refer solely to the electricity system, i.e., PV and HES. The secondary EV results in lower payback times, especially at HES capacities up to six kWh, compared to the same system with a primary EV-usage schedule. Adding stationary storage capacities reduces the positive effect of the secondary EV schedule.
Reaching 12 kWh, no significant difference can be observed. Additionally, the HES cost are a major factor. Increasing the HES-capacities greatly increase the payback time, which states true for both applied schedules.

Moreover, the EV needs to be considered. But the EV is not solely part of the electricity system. It also provides mobility and can function a prestige object [34]. If a cheap EV, with cost of 16,000 € is assumed and no monetary benefit due to mobility services are added, the payback time would increase in a range of 6400–7400 days, depending on the HES capacity. This means, the car needs to have a lifetime of around twenty years, without the requirement of maintenance, to justify its investment as a saving measure for electricity cost. Nevertheless, if an EV is considered as absolutely necessary, due to its provided mobility to the household and it has a secondary schedule instead of a primary schedule, the payback time of the electricity system components is reduced.

![Figure 11. Payback time of the energy system, disregarding EV investment cost.](image)

6. Conclusions

In this paper a forecast algorithm for electrical loads is developed and integrated into an energy management system. The energy system contained an electric vehicle (EV), which follows one of two different schedules.

The forecast algorithm is able to perform more accurate than both benchmarks (last day persistence and last equal weekday persistence), at a forecast horizon of 24 h. At the test procedure, the forecast algorithm shows a lower mean average percentage error (MAPE) compared to these benchmarks. Although, a tendency to underestimate values is indicated by the negative mean bias error, leaving room for improvement. If compared to a minute wise forecast, the developed forecast algorithm performs worse. Thus, a combination of the minute wise forecast and the developed forecast algorithm is integrated into the purposed energy management system (EMS) to enable precise operation and planning.

It is shown that load forecast uncertainty affects the electricity cost of a household, depending on the available storage capacities, using a constant price of energy and feed in tariff. If the EV is used as a primary vehicle (mainly trips from and to work), increasing the stationary storage capacity leads to an increased significance of forecast uncertainties. Without stationary storage capacity, the forecast uncertainties barely increase the cost. With 12 kWh stationary storage capacity, the costs are increased by around 11%. If the EV is used as a secondary vehicle (short trips over the course of a day), adding more stationary storage capacity affects the impact of forecast uncertainty less than in the primary...
use case, but in general the cost increase is bigger. Without stationary storage, forecast uncertainties increases the cost by around 9%. With a storage capacity of 12 kWh, the cost are increased by 14%. This shows that the bigger the storage and the higher the availability of the storage during power production, the more significant accurate load forecasts becomes. Adding a PV-forecast has a similar effect as the load forecast, as it further increase the electricity cost.

Furthermore, the primary EV schedule leads to bigger electricity cost than the secondary EV. Especially without a stationary storage, the secondary EV is able to save electricity cost. In this case the EV acts like storage rather than adding additional load to the household. Without any stationary storage, a secondary EV saves around 60 € in almost one year compared to a primary EV. If a 12 kWh stationary storage is added to the household energy system, the difference between primary and secondary EV is decreased to almost zero. Because of the high saving without having a stationary storage, an EV with a secondary usage profile can be an adequate substitution for stationary storage or make smaller stationary storage devices more viable to save cost. This is also reflected in shorter payback times of a system which comprises a secondary EV instead of a primary one. This is particularly relevant for low HES capacities. However, adding stationary storage is very expensive and thus increases the payback time to a level of no overall economic benefit.

Future research addresses a more in depth investigation of uncertainties under operation. Additionally, in this research the EV is moved according to a synthetic schedule, which is known by the EMS and does not fully catch real world EV movement patterns. Forecasting the EV movement, based on real word data, could be integrated. Thus, the EMS can operate more autonomously, avoiding currently necessary user input and increasing the users’ comfort. Furthermore, a comprehensive investigation on the investment and maintenance cost, especially regarding the impact of a bidirectional EV, is necessary for an overall cost assessment.
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**Abbreviations**

The following abbreviations and symbols are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| PV           | Photovoltaics |
| DC           | Direct Current |
| AC           | Alternating Current |
| EMS          | Energy Management System |
| HES          | Home Energy Storage |
| EV           | Electric Vehicle |
| STD          | Standard Deviation |
| SoC          | State of Charge |
| PoE          | Price of Energy |
| FIT          | Feed in Tariff |
| ANN          | Artificial Neural Network |
| ARMA         | Autoregressive-Moving Average |
| LSTM         | Long Short-Term Memory |
| RMSE         | Root Mean Square Error |
| MBE          | Mean Bias Error |
| MAPE         | Mean Averaged Percentage Error |
| WEKA         | Waikato Environment for Knowledge Analysis |
| GLPK         | GNU Linear Programming Kit |
Optimization Variables

$P_{\text{grid},j}^+$ Power which is gained from the grid during an interval

$P_{\text{grid},j}^-$ Power which is fed into the grid during an interval

$P_{\text{HES}}^+$ Power to discharge the HES during an interval

$P_{\text{HES}}^-$ Power to charge the HES during an interval

$P_{\text{EV}}^+$ Power to discharge the EV during an interval

$P_{\text{EV}}^-$ Power to charge the EV during an interval

System Variables

$PoE$ Price of energy

$FiT$ Feed in tariff

$SoC_{\text{HES},j}$ State of charge of the HES at the end of an interval

$SoC_{\text{EV},j}$ State of charge of the EV at the end of an interval

$SoC_{\text{HES,min},j}$ Minimal allowed SoC of the HES

$SoC_{\text{HES,max},j}$ Maximal allowed SoC of the HES

$SoC_{\text{EV,min},j}$ Minimal allowed SoC of the EV, taken trips into account

$SoC_{\text{EV,max},j}$ Maximal allowed SoC of the EV, taken trips into account

$E_{\text{HES,total}}$ Capacity of the HES battery

$E_{\text{EV,total}}$ Capacity of the EV battery

$P_{\text{grid,max}}^+$ Maximum power which can be gained from the grid

$P_{\text{grid,max}}^-$ Maximum power which is allowed to be fed into the grid

$P_{\text{HES,max}}^+$ Maximum discharge power of the HES

$P_{\text{HES,max}}^-$ Maximum charge power of the HES

$P_{\text{EV,max}}^+$ Maximum discharge power of the EV

$P_{\text{EV,max}}^-$ Maximum charge power of the EV

$\eta_{\text{HES}}^+$ Discharge efficiency of the HES

$\eta_{\text{HES}}^-$ Charge efficiency of the HES

$\eta_{\text{EV}}^+$ Discharge efficiency of the EV

$\eta_{\text{EV}}^-$ Charge efficiency of the EV

$\eta_{\text{inv}}$ Efficiency of the inverters (a subcomponent of the HES and EV)

$\eta_{\text{bi},\text{DC--DC}}$ Efficiency of the wireless charging device (a subcomponent of the EV)

$\eta_{\text{battery,charge}}$ Efficiency of charging the batteries (relevant for the HES and EV)

$\eta_{\text{battery,discharge}}$ Efficiency of discharging the batteries (relevant for the HES and EV)

$E_{\text{EV,ride}}$ Energy consumption of the EV during a ride

Simulation related Variables

$\Delta t_j$ Time interval length

$L_{\text{EV,primary}}$ Distance covered by the EV, if it is mainly used to get to work

$L_{\text{EV,secondary}}$ Distance covered by the EV, if it is used for household supplement

$\Delta C_{\text{schedule}}$ Lump sum to compare results from the different EV schedules

Appendix A.

Appendix A.1. Primary EV Schedule

Table A1. Primary EV schedule for a working-day.

| Description | Departure (hh:mm) | Duration (h) | Distance (km) | Frequency (% of days) |
|-------------|------------------|--------------|---------------|----------------------|
| Ride 1      | 08:00            | 9.25         | 28.8          | 100                  |
| Ride 2      | 18:00            | 2.5          | 28.8          | 5                    |

Table A2. Primary EV schedule for a holiday or weekend-day.

| Description | Departure (hh:mm) | Duration (h) | Distance (km) | Frequency (% of days) |
|-------------|------------------|--------------|---------------|----------------------|
| Ride 1      | 14:00            | 3            | mean = 28.8   | 75                   |
Appendix A.2. Secondary EV Schedule

Table A3. Secondary EV schedule for a week-day.

| Description | Departure (hh:mm) | Duration (h) | Distance (km) | Frequency (% of days) |
|-------------|-------------------|--------------|---------------|-----------------------|
| Ride 1      | 07:45             | 0.5          | 8             | 100                   |
| Ride 2      | 10:00             | 1            | 10            | 25                    |
| Ride 3a     | 12:15             | 1            | 10            | 50                    |
| Ride 3b     | 12:45             | 0.5          | 8             | 50                    |
| Ride 4      | 17:00             | 1            | 10            | 25                    |
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