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Abstract

We prove that the Floer complex that is associated with a convex Hamiltonian function on $\mathbb{R}^{2n}$ is isomorphic to the Morse complex of Clarke’s dual action functional that is associated with the Fenchel-dual Hamiltonian. This isomorphism preserves the action filtrations. As a corollary, we obtain that the symplectic capacity from the symplectic homology of a convex domain with smooth boundary coincides with the minimal action of closed characteristics on its boundary.

Introduction

Let $H : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R}$ be a smooth time-periodic Hamiltonian function on $\mathbb{R}^{2n}$, endowed with its standard symplectic structure

$$\omega_0 := \sum_{j=1}^{n} dp_j \wedge dq_j.$$ 

Here $\mathbb{T} := \mathbb{R}/\mathbb{Z}$ denotes the 1-torus. The corresponding time-periodic Hamiltonian vector field $X_H$ is defined as usual by

$$\iota_{X_H} \omega_0 = -dH,$$

where $d$ denotes differentiation with respect to the spatial variables. The 1-periodic orbits of $X_H$ are precisely the critical points of the action functional

$$\Phi_H(x) := \frac{1}{2} \int_{\mathbb{T}} J_0 \dot{x}(t) \cdot x(t) \, dt - \int_{\mathbb{T}} H_t(x(t)) \, dt, \quad x \in C^\infty(\mathbb{T}, \mathbb{R}^{2n}),$$

where $J_0$ denotes the standard complex structure on $\mathbb{R}^{2n}$ mapping $(q,p)$ into $(-p,q)$, and we are using the notation $H_t(x) := H(t,x)$. Assuming non-degeneracy of all 1-periodic orbits of $X_H$ and suitable assumptions on the behaviour of $H_t(x)$ for $|x|$ large, one can associate a Floer complex with $H$. This is a chain complex $F_*(H)$ of $\mathbb{Z}_2$-vector spaces that are generated by the 1-periodic orbits of $X_H$, whose boundary operator

$$\partial : F_*(H) \to F_{*-1}(H)$$
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is obtained by a suitable count of the spaces of cylinders $u : \mathbb{R} \times \mathbb{T} \to \mathbb{R}^{2n}$ that satisfy the Floer equation
\[
\partial_s u + J_t(u)(\partial_t u - X_{H_t}(u)) = 0, \quad (s, t) \in \mathbb{R} \times \mathbb{T},
\]
and are asymptotic to pairs of periodic orbits for $s \to \pm \infty$. Here, $J$ is a generic time-periodic almost complex structure on $\mathbb{R}^{2n}$ that is compatible with $\omega_0$ and has a suitable behaviour at infinity. Actually, one can work with coefficients in an arbitrary abelian group instead of $\mathbb{Z}_2$, but in this paper we stick to $\mathbb{Z}_2$ coefficients, as this simplifies the presentation and the proofs.

The Floer complex is graded by the Conley-Zehnder index $\mu_{CZ}(x)$, an integer that counts the half-windings of the differential of the flow of $X_H$ along $x$ in the symplectic group. The homology of this chain complex, which is known as the Floer homology of $H$. It is denoted by $HF_\ast(H)$. See e.g. [Sal99], [AD14], [AS18] and references therein for more information on Hamiltonian Floer theory.

The Floer equation (1) can be seen as a negative gradient equation for the action functional $\Phi_H$, and Floer homology should be thought as a kind of Morse theory for this functional, which does not have a Morse theory in the usual sense because all its critical points have infinite Morse index and co-index.

When $H$ is strongly convex (i.e. has an everywhere positive definite second differential) and superlinear in the spatial variable, there is another way of deriving a Morse theory for the 1-periodic orbits of $X_H$. Indeed, following Clarke’s [Cla79] one can introduce the following dual action functional
\[
\Psi^{\ast}_H(x) := -\frac{1}{2} \int_{\mathbb{T}} J_0 \dot{x}(t) \cdot x(t) \, dt + \int_{\mathbb{T}} H^{\ast}_t(J_0 \dot{x}(t)) \, dt,
\]
where $H^{\ast}$ denotes the Fenchel conjugate of $H$ in the spatial variable $z = (q, p)$, which is still a strongly convex and superlinear function (see also [CE80] [Cla81] [CES2]). This functional is invariant under translations, so it can be seen as a functional on the quotient space of smooth closed curves in $\mathbb{R}^{2n}$ modulo translations, that we identify with the space of closed curves with zero mean. The crucial observation of Clarke was that there is a natural one-to-one correspondence between the critical points of $\Phi_H$ and $\Psi^{\ast}_H$: A closed curve $x$ is a critical point of $\Psi^{\ast}_H$ if and only if $x + v_0$ is a critical point of $\Phi_H$, for a suitable translation vector $v_0 \in \mathbb{R}^{2n}$. Moreover, the direct action functional and the dual one have the same value at their corresponding critical points:
\[
\Psi^{\ast}_H(x) = \Phi_H(x + v_0).
\]
See Ekeland’s book [Eke90] for a general approach to Clarke’s duality, with special emphasis on Hamiltonian systems.

Clarke’s dual functional $\Psi^{\ast}_H$ has better analytical properties than the direct action functional $\Phi_H$: In $\Phi_H$, the indefinite quadratic form
\[
\frac{1}{2} \int_{\mathbb{T}} J_0 \dot{x}(t) \cdot x(t) \, dt,
\]
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is the leading part (the part involving derivatives of $x$, as opposed to the integral of $H_t(x)$, which does not), whereas in $\Psi_{H^*}$ the leading term is the integral of $H_t^*(J_0 x)$, which defines a convex functional. A consequence of this is that the critical points of $\Psi_{H^*}$ have finite Morse index. Moreover, under suitable assumptions on $H$ (e.g. $H$ subquadratic, so that $H^*$ is superquadratic), one can find critical points of $\Psi_{H^*}$ just by minimization.

Here we are interested in the global properties of $\Psi_{H^*}$ and its critical points. These properties can be encoded in the Morse complex of $\Psi_{H^*}$. Constructing such a Morse complex presents some analytical difficulties, which we will mention in due time, but it is possible and the outcome is a Morse theory that, unlike Floer’s theory for $\Phi_H$, is essentially finite dimensional. It is then a natural question to compare the Floer chain complex associated with $\Phi_H$ to the Morse complex induced by $\Psi_{H^*}$. It is to this question that this paper is devoted.

Before stating our main results, we need to clarify the class of convex Hamiltonians we are going to work with. We shall assume that $H \in C^\infty(T \times \mathbb{R}^{2n})$ is non-degenerate, meaning that all the 1-periodic orbits of $X_H$ are non degenerate, and quadratically convex, meaning that $h|u|^2 \leq \bar{h}|u|^2 \leq h|u|^2 \forall x, u \in \mathbb{R}^{2n}$, for suitable positive numbers $h$ and $\bar{h}$. Moreover, we shall assume that $H$ is non-resonant at infinity. This means that there are positive numbers $\epsilon$ and $r$ such that every smooth curve $x : T \rightarrow \mathbb{R}^{2n}$ satisfying $\|\dot{x} - X_H(x)\|_{L^2(T)} < \epsilon$ has $L^2$-norm bounded by $r$. This is a kind of Palais-Smale condition for the action functional $\Phi_H$ and implies in particular that all 1-periodic orbits are contained in a compact set. By the non-degeneracy assumption, $X_H$ has then only finitely many 1-periodic orbits.

Here is a concrete condition on the behaviour of $H$ at infinity that guarantees that it is non-resonant at infinity:

$$H(t, z) = \eta|z|^2 + \xi \quad \text{for } |z| \geq R, \forall t \in T,$$

where $R > 0$, $\xi \in \mathbb{R}$, and $\eta \in (0, +\infty) \setminus \pi \mathbb{N}$. A more general class of non-resonant Hamiltonians is described in Lemma 4.1 below.

Fix a Hamiltonian $H \in C^\infty(T \times \mathbb{R}^{2n})$ that is non-degenerate, quadratically convex and non-resonant at infinity. The Floer complex $F_*(H)$ is a finitely generated chain complex. It is filtered by the action: $F_*^{\leq a}(H)$ denotes the subcomplex that is generated by all 1-periodic orbits $x$ of $X_H$ with $\Phi_H(x) < a$.

As mentioned above, constructing a Morse complex for $\Psi_{H^*}$ presents some analytical difficulties. Indeed, under the above assumptions on $H$ a suitable space for studying $\Psi_{H^*}$ is the space $\mathbb{H}_1$ of closed curves $x : T \rightarrow \mathbb{R}^{2n}$ of Sobolev class $H^1$ and zero mean. However, the function $\Psi_{H^*}$ is nowhere twice differentiable on $\mathbb{H}_1$, except for the very special case in which $H$ is a quadratic form in the spatial variable. Following [Vit89], we will overcome this difficulty by performing a saddle point reduction. Indeed, we shall construct a finite dimensional submanifold $M$ of $\mathbb{H}_1$ such that:
(i) the restriction $\psi_{H^*}$ of $\Psi_{H^*}$ to $M$ is a smooth Morse function;

(ii) $M$ is diffeomorphic to $\mathbb{R}^N$ for some large $N$ and contains all critical points of $\Psi_{H^*}$;

(iii) a point $x \in M$ is a critical point of $\psi_{H^*}$ if and only if it is a critical point of $\Psi_{H^*}$, and its Morse index and nullity with respect to these two functions coincide;

(iv) $\psi_{H^*}$ satisfies the Palais-Smale compactness condition.

These assumptions allow us to associate a Morse complex $M_*(\psi_{H^*})$ with the function $\psi_{H^*}$. This chain complex is graded by the Morse index, is filtered by the values of $\psi_{H^*}$, and its homology is isomorphic to the singular homology of the pair $(M, \{\psi_{H^*} < a\})$, where $a$ is any real number smaller than the minimum of $\psi_{H^*}$ on its critical set (in general, $\psi_{H^*}$ is unbounded from below).

The Conley-Zehnder index $\mu_{CZ}(x)$ of a critical point $x$ of $\Phi_H$ is related to the Morse index $\text{ind}(\pi(x); \psi_{H^*})$ of $\pi(x)$ as a critical point of $\psi_{H^*}$ by the identity

$$\mu_{CZ}(x) = \text{ind}(\pi(x); \psi_{H^*}) + n.$$ 

Here, $\pi$ is the standard projection on the space $\mathbb{H}_1$ of curves with zero mean. We can now state the main result of this paper in the following form.

**Theorem.** Assume that the Hamiltonian $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ is non-degenerate, quadratically convex and non-resonant at infinity. Then there is a chain complex isomorphism

$$\Theta : M_{*-n}(\psi_{H^*}) \to F_*(H)$$

from the Morse complex of the reduced dual functional $\psi_{H^*}$ to the Floer complex of the direct action functional $\Phi_H$. This isomorphism preserves the action filtrations.

The theorem is proven in Section 10. The main ideas in the construction of the chain isomorphism $\Theta$ will be sketched at the end of this introduction.

Our next result is a corollary of the above theorem and concerns the symplectic homology of convex domains in $\mathbb{R}^{2n}$ and the resulting $SH$-capacity of such domains.

Symplectic homology is an algebraic invariant that is associated with certain symplectic compact manifolds with boundary. It was introduced by Floer and Hofer in [FH94] and further developed in [FHW94], [CFH95] and [FCHW96]. See also [Vit99] for a somehow different and quite fruitful approach, and the surveys [Oan04] and [Sei08].

In Section 11, we recall its definition for a smooth starshaped domains $W$, that is, a bounded open subset of $\mathbb{R}^{2n}$ that is starshaped with respect to a point and has a smooth boundary that is transverse to all the lines through this point. Being a smooth hypersurface, the boundary of $W$ carries a 1-dimensional foliation, that is called the characteristic foliation and is tangent to the kernel of the restriction of $\omega_0$ to the tangent spaces of $\partial W$.

The closed leaves of this foliation are called closed characteristics, and their action is defined to be the absolute value of the integral of $\omega_0$ over a disk in $\mathbb{R}^{2n}$ capping them. The set of the actions of all closed characteristics - including their iterations - is called the action
spectrum of $\partial W$. It is a closed subset of $\mathbb{R}$ consisting of positive numbers and having zero measure.

Given a smooth starshaped domain $W$, the filtered symplectic homology $SH^<a(W)$ is defined as the direct limit of the filtered Floer homologies of suitable Hamiltonian functions on $\mathbb{R}^{2n}$ adapted to $W$. This limit formalizes the idea of a Hamiltonian that is zero on $W$ and infinitely steep outside of it. There are natural homomorphisms

$$SH^<a(W) \to SH^<b(W)$$

whenever $a \leq b$. By construction,

$$SH^<_e(W) \cong H_{*+n}(W, \partial W),$$

for every small positive number $\epsilon$, and (3) may fail to be an isomorphism only when the interval $[a, b)$ contains elements of the spectrum of $\partial W$. Moreover, the full symplectic homology $SH_*(W)$ is zero. By (4), the space $SH^<_n(W)$ is isomorphic to $\mathbb{Z}_2$, but since $SH_*(W) = 0$ the homomorphism

$$SH^<_n(W) \to SH^<_n(W)$$

must vanish for $a$ large enough. One defines the $SH$-capacity $c_{SH}(W)$ of $W$ as the infimum of all numbers $a$ for which this happens:

$$c_{SH}(W) := \inf \{ a > \epsilon \mid SH^<_n(W) \to SH^<_n(W) \text{ is zero} \}.$$

This capacity is also known as Floer-Hofer capacity, as its definition is based on the seminal paper [FH94], or Floer-Hofer-Wysocki capacity, as it was first defined in [FHW94]. The definition that we have sketched here requires $W$ to be a smooth starshaped domain, but $c_{SH}$ can actually be extended to arbitrary open subsets of $\mathbb{R}^{2n}$ and fulfills the axiomatic properties of a symplectic capacity, see [FHW94].

When $W$ is a smooth starshaped domain, the number $c_{SH}(W)$ is always an element of the spectrum of $\partial W$. Easy examples show that in general it might not coincide with the minimum of the spectrum of $\partial W$. See Section III below for the description of a such an example from [HZ94, Chapter 3.5]. Building on our main theorem stated above, we will show in Section III that the symplectic capacity of a smooth convex domain $C$ coincides with the minimum of the action spectrum of $\partial C$.

**Corollary.** Let $C$ be a convex bounded open subset of $\mathbb{R}^{2n}$ with smooth boundary. Then $c_{SH}(C)$ coincides with the minimum of the action spectrum of $\partial C$.

The above result has been very recently proven also by Kei Irie, by extending to arbitrary convex bodies in $\mathbb{R}^{2n}$ the approach that he had developed in [Iri14] for the cotangent disk bundle of domains in $\mathbb{R}^n$. A paper about this is in preparation.

The above corollary adds some more evidence to the conjecture that all symplectic capacities should coincide on convex bodies. Indeed, it has been known for a long time
that the above results holds for the Hofer-Zehnder capacity and the Ekeland-Hofer capacity, see [EH89, HZ90]. Moreover, Hermann has shown in [Her04] that the Viterbo capacity and the symplectic homology capacity $c_{\text{SH}}$ coincide on domains with contact type boundary. The above corollary allows us to conclude that these four capacities coincide on the set of convex bodies.

The proof of this corollary is contained in Section 11. The idea is to perturb $C$ to make it strongly convex and non-degenerate, and then to see $SH^<\eta(C)$ for $\eta$ just above the minimum of the spectrum of $\partial C$ as the Floer homology of a suitable Hamiltonian $H$ that is non-degenerate, quadratically convex and non-resonant at infinity. The corresponding Floer complex is generated by two generators for each closed characteristic of $\partial C$ of minimal action plus an extra generator $z$ corresponding to the global minimum of $H$. The generator $z$ defines a cycle in $F_n(H)$ whose homology class generates the image of the homomorphism

$$SH^<\eta(C) \to SH^<\eta\eta(C).$$

The generator $z$ corresponds to a local minimizer $\pi(z)$ of the reduced dual action functional $\psi_{H^*}$, while the pairs of generators given by the closed characteristics of minimal action correspond to pairs of critical points of $\psi_{H^*}$ of Morse index 1 and 2, respectively. Moreover, the function $\psi_{H^*}$ is unbounded from below, and thus easily implies that $\pi(z)$ is the boundary of a critical point of index 1 in the Morse complex of $\psi_{H^*}$. Using the isomorphism of our main theorem, we deduce that $z$ is a boundary in $F_n(H)$, and hence vanishes in $SH^<\eta\eta(C)$. This proves that $c_{\text{SH}}(C)$ does not exceed the minimum of the spectrum of $\alpha_C$. Being an element in this set, $c_{\text{SH}}(C)$ must then coincide with the minimum of the spectrum of $\partial C$.

We conclude this introduction by sketching the construction of the isomorphism $\Theta$ from our main theorem. As it is now customary in Floer homological theories, see in particular [AS06], the chain isomorphism

$$\Theta : M_{*-n}(\psi_{H^*}) \to F_n(H)$$

is defined by counting solutions of a suitable hybrid problem that relates the negative gradient flow lines of $\psi_{H^*}$ and the solutions of the Floer equation (1). We now wish to describe this hybrid problem.

The quadratic form ([2]) is continuous on the Sobolev space $\mathbb{H}_{1/2}$ of closed curves $x : \mathbb{T} \to \mathbb{R}^{2n}$ of Sobolev class $H^{1/2}$. The corresponding bounded self-adjoint operator on $\mathbb{H}_{1/2}$ is a Fredholm operator having a finite dimensional kernel - the space of constant curves, which we denote by $\mathbb{R}^{2n}$ - and two infinite dimensional positive and negative eigenspaces $\mathbb{H}^+_{1/2}$ and $\mathbb{H}^-_{1/2}$. So we have the orthogonal splitting

$$\mathbb{H}_{1/2} = \mathbb{H}^+_{1/2} \oplus \mathbb{H}^-_{1/2} \oplus \mathbb{R}^{2n}.$$

Let $x$ and $y$ be two 1-periodic orbits of $X_H$. By what we have seen above, $\pi(x)$ belongs to $M$ and is a critical point of $\psi_{H^*}$. As before, $\pi$ is the standard projection on the space of curves with zero mean. We denote by $W^u(\pi(x)) \subset M$ its unstable manifold with respect to
the negative gradient flow of $\psi_{H^*}$. The hybrid problem we are interested in is the following: We look for smooth solutions

$$u : [0, +\infty) \times T \to \mathbb{R}^{2n}$$

of the Floer equation (1) that converge to the periodic orbit $y$ for $s \to +\infty$ and satisfy the following boundary condition for $s = 0$:

$$u(0, \cdot) \in \pi^{-1}(W^u(\pi(x))) + \mathbb{H}_{1/2}.$$ 

The set appearing on the right-hand side turns out to be a submanifold of the Sobolev space $\mathbb{H}_{1/2}$ with infinite dimension and infinite codimension. Its tangent space at every point is a closed vector subspace that is a compact perturbation of $\mathbb{H}_{1/2}^{-1}$.

This is a non-local and somehow non-standard boundary condition for the Floer equation - standard boundary conditions would require $u(0, \cdot)$ to take values into a Lagrangian submanifold of $\mathbb{R}^{2n}$ - but conditions of this kind have been considered in [Hec12], [Hec13] and [AS15]. The Fredholm analysis for the linearization of the above hybrid problem ultimately relies on the identity

$$\int_{[0, +\infty) \times T} |\nabla u|^2 \, ds \, dt = \int_{[0, +\infty) \times T} |\overline{\partial} u|^2 \, ds \, dt + 2 \int_T u(0, \cdot)^* \lambda_0, \quad \forall u \in C_c^\infty([0, +\infty) \times T, \mathbb{R}^{2n}),$$

where $\overline{\partial} = \partial_s + J_0 \partial_t$ is the Cauchy-Riemann operator, and on the fact that the second integral on the right-hand side is the quadratic form

$$2 \int_T x^* \lambda_0 = \int_T J_0 \dot{x}(t) \cdot x(t) \, dt,$$

which is negative definite on $\mathbb{H}_{1/2}^{-1}$. This analysis is carried out in Section 8.

A good functional space for studying the above hybrid problem is the space of maps $u : [0, +\infty) \times T \to \mathbb{R}^{2n}$ of Sobolev class $H^1$, as the trace at $s = 0$ of these maps belongs to $\mathbb{H}_{1/2}$. The usual arguments from Floer theory for showing that solutions of (1) are smooth require the solutions to be in $W^{1,p}_{loc}$ for some $p > 2$ (see [MS04, Appendix B.4]), or at least in $C^0 \cap H^1_{loc}$ (see [IS99, Section 2.3] or [IS00]), and hence cannot be applied directly here. In Appendix A we show how interior regularity can be obtained also starting from $H^1_{loc}$ solutions, while in Section 7 we deal with regularity up to the boundary.

The compactness of the spaces of solutions of the hybrid problem relies on the following inequality relating the direct and the dual action functionals

$$\Phi_H(x + y) \leq \Psi_{H^*}(\pi(x)) - \frac{1}{2} \|P^- y\|_{1/2}^2, \quad (5)$$

where $x : T \to \mathbb{R}^{2n}$ is of Sobolev class $H^1$ and $y \in \mathbb{H}_{1/2}^{-1} \oplus \mathbb{R}^{2n}$. This inequality follows from Fenchel duality and is proven in Proposition 5.2. Here, $\| \cdot \|_{1/2}$ denotes the $H^{1/2}$-norm on $\mathbb{H}_{1/2}$ and $P^-$ is the orthogonal projection onto $\mathbb{H}_{1/2}$. The equality holds, in particular, when $y$ is a constant loop and $x + y$ is a critical point of $\Phi_H$.
Once all these facts have been proven, the homomorphism
\[
\Theta : \mathcal{M}_{s-n}(\psi_{H^*}) \to \mathcal{F}_*(H)
\]
is defined in the usual way by counting the zero-dimensional spaces of solutions of the hybrid problem. The inequality (5) implies that the space of solutions of the hybrid problem with asymptotic Hamiltonian orbits \(x\) and \(y\) can be non-empty only when \(\Phi_{H}(x) \geq \Phi_{H}(y)\). This fact is used in the proofs of the fact that \(\Theta\) is an isomorphism and of the fact that it preserves the action filtrations.

**Outlook**  The argument behind our main theorem is quite flexible and it should be possible to adapt it to several different situations. A natural direction is to extend our isomorphism to the \(S^1\)-equivariant setting. This is particularly interesting in view of some recent results of Gutt and Hutchings, who defined a sequence of symplectic capacities for a starshaped domain with extremely good properties using \(S^1\)-equivariant symplectic homology, see [GH18]. This sequence of symplectic capacities is reminiscent of another sequence of symplectic capacities that was defined by Ekeland and Hofer [EH90] using the direct functional \(\Phi_{H}\) on the space \(\mathbb{H}_{1/2}\) together with the Fadell-Rabinowitz index [FR78]. On the other hand, using Clarke’s duality and the Fadell-Rabinowitz index, one can also obtain a sequence of positive numbers belonging to the action spectrum of the boundary of a smooth convex domain as in [EH87, Eke90], which is monotone with respect to inclusions between smooth convex domains. It should be also possible to build an isomorphism between the Floer homology for the Hamiltonian \(H\) and the Morse homology for \(\Phi_{H}\) on \(\mathbb{H}_{1/2}\). Once the corresponding isomorphisms are upgraded to the \(S^1\)-equivariant setting, this could suggest how to compare Gutt and Hutchings’ symplectic capacities with the sequence of actions defined using Clarke’s duality and with Ekeland and Hofer’s symplectic capacities.
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The action functional and the relative Morse index of its critical points

We equip $\mathbb{R}^{2n}$ with coordinates $(q_1, p_1, \ldots, q_n, p_n)$, with the standard Liouville form

$$\lambda_0 := \frac{1}{2} \sum_{j=1}^{n} (p_j \, dq_j - q_j \, dp_j)$$

and with the standard symplectic form

$$\omega_0 := d\lambda_0 = \sum_{j=1}^{n} dp_j \wedge dq_j.$$

Note that

$$\lambda_0(u)[v] = \frac{1}{2} \omega_0(u, v) \quad \forall u, v \in \mathbb{R}^{2n}. \tag{1.1}$$

The linear automorphism

$$J_0 : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n}, \quad (q, p) \mapsto (-p, q),$$

is the standard complex structure on $\mathbb{R}^{2n}$, according to the identification $\mathbb{R}^{2n} \cong \mathbb{C}^n$ given by $(q, p) \mapsto q + ip$. The symplectic form $\omega_0$ and the complex structure $J_0$ are related to the standard Euclidean scalar product on $\mathbb{R}^{2n}$ by the identity

$$u \cdot v = \omega_0(J_0u, v) \quad \forall u, v \in \mathbb{R}^{2n}.$$
The Hamiltonian vector field $X_H$ associated with a smooth Hamiltonian $H : \mathbb{R}^{2n} \to \mathbb{R}$ is defined by the identity

$$\omega_0(X_H, \cdot) = -dH,$$

or equivalently by

$$X_H = -J_0 \nabla H,$$

where $\nabla$ denotes the Euclidean gradient on $\mathbb{R}^{2n}$.

We now fix a time-periodic smooth Hamiltonian $H : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R}$, where $\mathbb{T} := \mathbb{R}/\mathbb{Z}$ denotes the 1-torus, and use the notation $H_t(x) := H(t, x)$. We recall that a 1-periodic orbit $x$ of $X_H$ is said to be non-degenerate if $1$ is not an eigenvalue of the linearization of the Hamiltonian flow along $x$:

$$1 \notin \sigma(d\phi^1_{X_H}(x(0))),$$

where $\phi^t_{X_H}$ denotes the (possibly non-autonomous) local flow of $X_H$. When needed, the time-periodic Hamiltonian $H$ will be assumed to be non-degenerate:

**Non-degeneracy:** The Hamiltonian $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ is said to be non-degenerate if all the 1-periodic orbits of $X_H$ are non-degenerate.

The 1-periodic orbits of $X_H$ are exactly the critical points of the action functional $\Phi_H : C^\infty(\mathbb{T}, \mathbb{R}^{2n}) \to \mathbb{R}$ given by

$$\Phi_H(x) := \int_\mathbb{T} x^* \lambda_0 - \int_\mathbb{T} H_t(x(t)) \ dt$$

$$= \frac{1}{2} \int_\mathbb{T} J_0 \dot{x}(t) \cdot x(t) \ dt - \int_\mathbb{T} H_t(x(t)) \ dt.$$  

If the second differential of $H$ in the spatial variable $z = (q, p) \in \mathbb{R}^{2n}$ has polynomial growth, meaning that there are $c > 0$ and $N > 0$ such that

$$|d^2 H_t(x)| \leq c(1 + |x|^N) \quad \forall (t, x) \in \mathbb{R}^{2n},$$

then $\Phi_H$ is twice continuously differentiable on the Sobolev space

$$\mathbb{H}_{1/2} := H^{1/2}(\mathbb{T}, \mathbb{R}^{2n}).$$

This space consists of all $L^2$ curves $x : \mathbb{T} \to \mathbb{R}^{2n}$ such that the coefficients $(\hat{x}_k)_{k \in \mathbb{Z}}$ of the Fourier decomposition

$$x(t) = \sum_{k \in \mathbb{Z}} e^{-2\pi j k t} \hat{x}_k, \quad \hat{x}_k \in \mathbb{R}^{2n}, \quad (1.2)$$

satisfy

$$\sum_{k \in \mathbb{Z}} |k| \ |\hat{x}_k|^2 < +\infty.$$

See [HZ94, Section 3.3 and Appendix A.3] for more information on the properties of the action functional on the Sobolev space $\mathbb{H}_{1/2}$. 
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The non-degeneracy of the 1-periodic orbits of $X_H$ translates into the fact that $\Phi_H$ is a Morse functional on $\mathbb{H}_{1/2}$. The critical points of $\Phi_H$ have infinite Morse index, but one can associate with them a finite relative Morse index. Indeed, this is due to the fact that the leading part of this functional has the form

$$\frac{1}{2} \int_\mathbb{T} J_0 \dot{x}(t) \cdot x(t) \, dt = \frac{1}{2} (\| P^+ x \|_{1/2}^2 - \| P^- x \|_{1/2}^2),$$

where $\| \cdot \|_{1/2}$ denotes the $H^{1/2}$-Hilbert norm

$$\| x \|_{1/2}^2 := |\dot{x}_0|^2 + 2\pi \sum_{k \in \mathbb{Z}} |k| |\dot{x}_k|^2,$$

and $P^+$ and $P^-$ are the orthogonal projectors onto the closed subspaces

$$\mathbb{H}^+_{1/2} := \{ x \in \mathbb{H}_{1/2} \mid \dot{x}_k = 0 \ \forall k \leq 0 \},$$

$$\mathbb{H}^-_{1/2} := \{ x \in \mathbb{H}_{1/2} \mid \dot{x}_k = 0 \ \forall k \geq 0 \},$$

defined by the Fourier decomposition (1.2). The Hilbert space $\mathbb{H}_{1/2}$ has the orthogonal splitting

$$\mathbb{H}_{1/2} = \mathbb{H}^+_{1/2} \oplus \mathbb{H}^-_{1/2} \oplus \mathbb{R}^{2n},$$

where $\mathbb{R}^{2n}$ denotes the space of constant curves. We also denote by $P^0$ the orthogonal projector onto $\mathbb{R}^{2n}$. It is convenient to split the space of constant curves $\mathbb{R}^{2n}$ into two orthogonal subspaces of dimension $n$:

$$\mathbb{R}^{2n} = E^+ \oplus E^-.$$

The fact that the Hessian of the functional

$$x \mapsto \int_\mathbb{T} H_t(x(t)) \, dt$$

is a compact operator on $\mathbb{H}_{1/2}$ implies that the negative eigenspace $V^- (\nabla^2 \Phi_H(x))$ of the Hessian $\nabla^2 \Phi_H(x)$ of $\Phi_H$ at a critical point $x$ is a compact perturbation of the space $\mathbb{H}^+_{1/2} \oplus E^-$, meaning that the difference of the orthogonal projectors onto these subspaces is compact. Then we define the relative Morse index of $x$ as the relative dimension of $V^- (\nabla^2 \Phi_H(x))$ with respect to $\mathbb{H}^-_{1/2} \oplus E^-$, that is, the integer

$$\text{ind}_{\mathbb{H}^+_{1/2} \oplus E^-} (x; \Phi_H) := \dim \left( V^- (\nabla^2 \Phi_H(x)), \mathbb{H}^+_{1/2} \oplus E^- \right)$$

$$:= \dim V^- (\nabla^2 \Phi_H(x)) \cap (\mathbb{H}^+_{1/2} \oplus E^+) - \dim \left( V^+ (\nabla^2 \Phi_H(x)) \oplus \ker \nabla^2 \Phi_H(x) \right) \cap (\mathbb{H}^-_{1/2} \oplus E^-).$$

Here $V^+ (\nabla^2 \Phi_H(x))$ denotes the positive eigenspace of $\nabla^2 \Phi_H(x)$ at $x$. An equivalent definition is the following: any maximal closed subspace $W$ of $\mathbb{H}_{1/2}$ on which the bilinear form

$$\langle \nabla^2 \Phi_H(x) u, v \rangle$$

is defined.
$d^2\Phi_H(x)$ is negative definite is in Fredholm pair with the subspace $\mathbb{H}^+_{1/2} \oplus E^+$, and the relative Morse index of $x$ is the Fredholm index of this pair:

$$\text{ind}_{\mathbb{H}^+_{1/2} \oplus E^-}(x; \Phi_H) = \text{ind}(W, \mathbb{H}^+_{1/2} \oplus E^+).$$

See [Abb01][Chapter 3] for more details about relative dimensions and relative Morse indices. The nullity of $x$ is defined as usual as the dimension of the kernel of the Hessian of $\Phi_H$ at $x$:

$$\text{null}(x; \Phi_H) := \dim \ker \nabla^2 \Phi_H(x).$$

We shall make use of the following fact, which is proven in [Abb01][Corollary 3.3.1].

**Proposition 1.1.** Assume that $x$ is a 1-periodic orbit of $X_H$. Then the nullity of $x$ coincides with the geometric multiplicity of the eigenvalue 1 of the linearization of the flow along $x$:

$$\text{null}(x; \Phi_H) = \dim \ker (I - d\phi^1_{X_H}(x(0))),$$

and the relative Morse index of $x$ coincides with its Conley-Zehnder index:

$$\text{ind}_{\mathbb{H}^+_{1/2} \oplus E^-}(x; \Phi_H) = \mu_{CZ}(x).$$

The Conley-Zehnder index is an integer assigned to every element in the space

$$\mathcal{SP}(2n) = \{ Z \in C^0([0,1], Sp(2n) \mid Z(0) = I \text{ and } \det(I - Z(1)) \neq 0 \} \quad (1.3)$$

which we extend to degenerate paths, i.e. $\det(I - Z(1)) = 0$, by lower semi-continuity as in [LZ90] and [Lon02]. In the above proposition $\mu_{CZ}(x)$ is the Conley-Zehnder index of the symplectic path $t \mapsto d\phi^1_{X_H}(x(0)), t \in [0,1]$. Our sign convention is that the Conley-Zehnder index of the symplectic path $t \mapsto e^{-\epsilon J_0 t}, \ t \in [0,1]$, is $n$ for every $\epsilon \in (0, 2\pi)$.

## 2 Smooth starshaped domains

We recall that the characteristic line bundle of a smooth hypersurface $\Sigma \subset \mathbb{R}^{2n}$ is given by the kernel of the restriction of $\omega_0$ to the tangent bundle of $\Sigma$. Its integral lines are called characteristics. The action of a closed characteristic $\gamma$ on $\Sigma$ is defined as the absolute value of the integral of a primitive of $\omega_0$ over $\gamma$. Stokes’ theorem implies that this definition does not depend on the choice of the primitive of $\omega_0$. The set of all actions of closed characteristics of $\Sigma$ is called action spectrum of $\Sigma$, or just spectrum of $\Sigma$, and denoted by $\text{spec}(\Sigma)$. Here, iterates of closed characteristics are also considered, so the spectrum of $\Sigma$ is a subset of $[0, +\infty)$ that is invariant under multiplication by positive integers.

We now restrict the attention to those hypersurfaces that are obtained as boundaries of starshaped domains. In this paper, by a smooth starshaped domain we mean a bounded
open subset $W$ which is starshaped with respect to the origin and has a smooth boundary which is transverse to all lines through the origin. The restriction of the Liouville 1-form $\lambda_0$ to the boundary of $W$ is denoted by

$$\alpha_W := \lambda_0|_{\partial W}.$$  

It is a contact form on $\partial W$, meaning that the restriction of the differential $d\alpha_W$ to the kernel of $\alpha_W$ is non-degenerate. The corresponding Reeb vector field on $\partial W$ is denoted by $R_{\alpha_W}$ and is defined by

$$d\alpha_W(R_{\alpha_W}, \cdot) = 0, \quad \alpha_W(R_{\alpha_W}) = 1.$$  

This vector field is a smooth non-vanishing section of the characteristic line bundle of the hypersurface $\partial W$. Therefore, the orbits of $R_{\alpha_W}$ are parametrizations of the characteristic curves on $\partial W$. The action of a closed characteristic on $\partial W$ coincides with its period as closed orbit of $R_{\alpha_W}$: If $\gamma: \mathbb{R}/T\mathbb{Z} \to \partial W$ is a closed orbit of $R_{\alpha_W}$ of (not necessarily minimal) period $T$, then

$$\int_{\mathbb{R}/T\mathbb{Z}} \gamma^*\lambda_0 = \int_{\mathbb{R}/T\mathbb{Z}} \gamma^*\alpha_W = T.$$  

The spectrum of $\partial W$ is a measure zero nowhere dense closed subset of $\mathbb{R}$ consisting of positive numbers and invariant under the multiplication by positive integers. We denote by

$$H_W: \mathbb{R}^{2n} \to \mathbb{R}$$

the positively 2-homogeneous function that takes the value 1 on $\partial W$. This function is continuously differentiable on $\mathbb{R}^{2n}$ and smooth on $\mathbb{R}^{2n}\{0\}$. The restriction of the Hamiltonian vector field $X_{H_W}$ to the boundary of $W$ coincides with the Reeb vector field $R_{\alpha_W}$:

$$R_{\alpha_W} = X_{H_W}|_{\partial W}.$$  

Indeed, this follows from the fact that for every $x \in \partial W$ the vector $X_{H_W}(x)$ spans $\ker d\alpha_W(x) = \ker \omega_0|_{T_x\partial W}$ and from the identity

$$\alpha_W(x)[X_{H_W}(x)] = \lambda_0(x)[X_{H_W}(x)] = \frac{1}{2} \omega_0(x, X_{H_W}(x)) = \frac{1}{2} dH_W(x)[x] = H_W(x) = 1,$$

where we have used the Euler identity for the positively 2-homogeneous function $H_W$.

The symplectization of the contact manifold $(\partial W, \alpha_W)$ is the manifold $(0, +\infty) \times \partial W$ equipped with the Liouville form $\lambda_W := r\alpha_W$ and the symplectic form $\omega_W := d\lambda_W$, where $r \in (0, +\infty)$ denotes the variable in the first factor. The symplectization of $(\partial W, \alpha_W)$ can be identified with $(\mathbb{R}^{2n}\{0\}, \lambda_0)$ thanks to the following well known fact:

**Lemma 2.1.** The diffeomorphism

$$\varphi: \mathbb{R}^{2n}\{0\} \to (0, +\infty) \times \partial W, \quad \varphi(x) = \left( H_W(x), \frac{x}{\sqrt{H_W(x)}} \right),$$

satisfies $\varphi^*\lambda_W = \lambda_0$. In particular, $\varphi$ is a symplectomorphism from $(\mathbb{R}^{2n}\{0\}, \omega_0)$ to $((0, +\infty) \times \partial W, \omega_W)$.  
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Proof. We denote by 
\[ \mu_W : \mathbb{R}^{2n} \to \mathbb{R}, \quad \mu_W := \sqrt{H_W}, \]
the Minkowski gauge function of \( W \), which is continuous on \( \mathbb{R}^{2n} \), smooth on \( \mathbb{R}^{2n} \setminus \{0\} \) and positively 1-homogeneous. Let \( x \in \mathbb{R}^{2n} \setminus \{0\} \). For every \( v \in \ker d\mu_W(x) \) we have

\[
(\varphi^* \lambda_W)(x)[v] = \lambda_W(\varphi(x))[d\varphi(x)[v]] = H_W(x)\alpha_W \left( \frac{x}{\mu_W(x)} \right) \left[ \frac{v}{\mu_W(x)} \right] = \frac{H_W(x)}{\mu_W(x)^2} \lambda_0(x)[v] = \lambda_0(x)[v].
\]

There remains to check that the one-forms \((\varphi^* \lambda_W)(x)\) and \(\lambda_0(x)\) coincide on a vector which is transverse to \(\ker d\mu_W(x)\). The vector \(x\) has this property, and we compute

\[
(\varphi^* \lambda_W)(x)[x] = \lambda_W(\varphi(x))[d\varphi(x)[x]] = H_W(x)\alpha_W \left( \frac{x}{\mu_W(x)} \right) \left[ \frac{x}{\mu_W(x)} - \frac{x}{\mu_W(x)^2} d\mu_W(x)[x] \right] = H_W(x)\alpha_W \left( \frac{x}{\mu_W(x)} \right) \left[ \frac{x}{\mu_W(x)} \right] = 0 = \lambda_0(x)[x],
\]

where we have used the Euler identity for the 1-homogeneous function \(\mu_W\).

Any \(T\)-periodic Reeb orbit of \(R_{\alpha_W}\) on \(\partial W\) can be seen as a 1-periodic orbit of \(X_{T H_W}\), after time reparametrization. More generally, it can be seen as a 1-periodic orbit of \(X_{\varphi \circ H_W}\), where \(\varphi\) is any smooth function on \(\mathbb{R}\) such that \(\varphi'(1) = T\). In the next proposition we study how the index and nullity of this orbit change, when it is seen as a critical point of \(\Phi_{T H_W}\) or \(\Phi_{\varphi \circ H_W}\).

**Proposition 2.2.** Assume that \(\gamma : \mathbb{R}/T\mathbb{Z} \to \partial W\) is a periodic orbit of \(R_{\alpha_W}\). Let \(\varphi : \mathbb{R} \to \mathbb{R}\) be a smooth function with \(\varphi'(1) = T\). Then \(x_{\gamma}(t) := \gamma(Tt)\) is a critical point of both \(\Phi_{T H_W}\) and \(\Phi_{\varphi \circ H_W}\) and

\[
\text{ind}_{H_{1/2} \oplus E^{-}}(x_{\gamma}, \Phi_{\varphi \circ H_W}) = \begin{cases} \text{ind}_{H_{1/2} \oplus E^{-}}(x_{\gamma}, \Phi_{T H_W}) & \text{if } \varphi''(1) \leq 0 \\ \text{ind}_{H_{1/2} \oplus E^{-}}(x_{\gamma}, \Phi_{T H_W}) + 1 & \text{if } \varphi''(1) > 0 \end{cases}
\]

\[
\text{null}(x_{\gamma}, \Phi_{\varphi \circ H_W}) = \begin{cases} \text{null}(x_{\gamma}, \Phi_{T H_W}) & \text{if } \varphi''(1) = 0 \\ \text{null}(x_{\gamma}, \Phi_{T H_W}) - 1 & \text{if } \varphi''(1) \neq 0 \end{cases}.
\]

**Proof.** From the hypothesis \(\varphi'(H_W(x_{\gamma})) = \varphi'(1) = T\), we have for every \(u \in H_{1/2}\)

\[
d\Phi_{\varphi \circ H_W}(x_{\gamma})[u] = \int_T (J_0 \dot{x}_{\gamma} - \varphi'(H_W(x_{\gamma})) \nabla H_W(x_{\gamma})) \cdot u \, dt = d\Phi_{T H_W}(x_{\gamma})[u].
\]

Since \(x_{\gamma}\) satisfies \(J_0 \dot{x}_{\gamma} = T \nabla H_W(x_{\gamma})\), the above formula shows that \(x_{\gamma}\) is a critical point of both \(\Phi_{T H_W}\) and \(\Phi_{\varphi \circ H_W}\).
Consider the following continuous symmetric bilinear forms on $\mathbb{H}_{1/2}$:

\[
\begin{align*}
  a(u, v) &:= \int_T u \cdot (J_0 \dot{v} - T \nabla^2 H_W(x_\gamma) v) \, dt, \\
  b(u, v) &:= \int_T (\nabla H_W(x_\gamma) \cdot u)(\nabla H_W(x_\gamma) \cdot v) \, dt.
\end{align*}
\]

Then we have

\[
d^2 \Phi_{TH_W}(x_\gamma) = a, \quad d^2 \Phi_{\varphi H_W}(x_\gamma) = a - \varphi''(1)b. \tag{2.1}
\]

From the 2-homogeneity of $H_W$ we deduce the identity

\[
\nabla^2 H_W(z)z = \nabla H_W(z) \quad \forall z \in \mathbb{R}^{2n} \setminus \{0\},
\]

which implies that $x_\gamma$ belongs to the kernel of $a$. This reflects the isochronicity property of 2-homogeneous Hamiltonians, namely the fact that the Hamiltonian flows on its different energy levels are conjugated. The kernel of $b$ is the $L^2$-orthogonal complement of the line $\mathbb{R} \nabla H_W(x_\gamma)$ in $\mathbb{H}_{1/2}$. Since

\[
b(x_\gamma, x_\gamma) = \int_T (\nabla H_W(x_\gamma) \cdot x_\gamma)^2 \, dt > 0,
\]

we have

\[
\mathbb{H}_{1/2} = \ker b \oplus \mathbb{R} x_\gamma.
\]

Let $s \neq 0$. A vector $u = v + \lambda x_\gamma$, $v \in \ker b$, $\lambda \in \mathbb{R}$, belongs to the kernel of $a + sb$ if and only if

\[
(a + sb)(u, x_\gamma) = 0 \quad \text{and} \quad (a + sb)(u, w) = 0 \quad \forall w \in \ker b.
\]

The first identity is equivalent to

\[
0 = (a + sb)(v + \lambda x_\gamma, x_\gamma) = s \lambda b(x_\gamma, x_\gamma),
\]

and hence to $\lambda = 0$. The second identity then reads

\[
0 = (a + sb)(v, w) = a(v, w) \quad \forall w \in \ker b.
\]

Since $x_\gamma$ belongs to the kernel of $a$, the latter requirement is equivalent to the fact that $v$ belongs to the kernel of $a$. We conclude that for every real number $s \neq 0$ the kernel of $a + sb$ is the following space

\[
\ker(a + sb) = \ker a \cap \ker b \quad \forall s \in \mathbb{R} \setminus \{0\},
\]

which is independent of $s$ and has codimension 1 in $\ker a$. The formula for the nullity of $d^2 \Phi_{\varphi H_W}(x_\gamma)$ immediately follows from this and (2.1).

The path $s \mapsto a + sb$ describes a 1-parameter family of continuous symmetric bilinear forms that are rank one perturbations of the Fredholm form $a$. The fact that the nullity
of $a + sb$ is constant for $s \neq 0$ implies that the relative index of $a + sb$ with respect to $H_{1/2}^{-1} \oplus E^-$ is constant for $s > 0$ and for $s < 0$. Since the kernel of $a + sb$ increases by one dimension - and precisely by addition of the line $\mathbb{R} \cdot x_\gamma$ - when $s$ becomes 0, the inequality

$$
\frac{d}{ds} \bigg|_{s=0} (a + sb)(x_\gamma, x_\gamma) = b(x_\gamma, x_\gamma) > 0
$$

implies the identities

$$
\dim(V^-(a + sb), H_{1/2}^{-1} \oplus E^-) = \begin{cases} 
\dim(V^-(a), H_{1/2}^{-1} \oplus E^-) & \forall s \geq 0, \\
\dim(V^-(a), H_{1/2}^{-1} \oplus E^-) + 1 & \forall s < 0.
\end{cases}
$$

The formula for the relative index of $x_\gamma$ as a critical point of $\Phi_{\varphi \circ H}$ immediately follows from this and (2.1).

### 3 Uniform bounds for solutions of the Floer equation

In this section, we wish to prove uniform bounds for solutions

$$
u : I \times \mathbb{T} \to \mathbb{R}^{2n}
$$

of the Floer equation

$$
\partial_s u + J(s, t, u)(\partial_t u - X_H(u)) = 0. \quad (3.1)
$$

Here $I$ is an open unbounded interval, i.e. either $\mathbb{R}$, or $(a, +\infty)$, or $(-\infty, a)$ for some $a \in \mathbb{R}$. The symbol $J$ denotes a smooth almost complex structure on $\mathbb{R}^{2n}$, which is allowed to depend on the variables $(s, t) \in I \times \mathbb{T}$ and is supposed to be $\omega_0$-compatible, meaning that the formula

$$
g_J(u, v) := \omega_0(Ju, v)
$$

defines an $(s, t)$-dependent family of Riemannian metrics on $\mathbb{R}^{2n}$. The corresponding family of norms will be denoted by $| \cdot |_J$, and $\nabla_J$ will denote the gradient operator with respect to these Riemannian metrics. By our sign conventions we have

$$
X_H = -J \nabla_J H.
$$

The Floer equation can be rewritten as

$$
\overline{\partial}_J u = \nabla_J H(u), \quad \text{where} \quad \overline{\partial}_J u := \partial_s u + J(u) \partial_t u.
$$

We shall also assume that $J$ is uniformly bounded as a map valued into the space of endomorphisms of $\mathbb{R}^{2n}$. It follows that the family of metrics $g_J$ is uniformly globally equivalent to the Euclidean metric $g_{\mathbb{R}}(u, v) = u \cdot v$.

We will consider the following growth assumptions on Hamiltonian functions $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$. 

Linear growth of the Hamiltonian vector field: The Hamiltonian vector field $X_H$ is said to have linear growth at infinity if there exists a positive number $c$ such that $|X_H(z)| \leq c(1 + |z|)$ for every $(t, z) \in T \times \mathbb{R}^{2n}$.

Non-resonance at infinity: The Hamiltonian $H$ is said to be non-resonant at infinity if there exist positive numbers $\epsilon > 0$ and $r > 0$ such that for every smooth curve $x : T \to \mathbb{R}^{2n}$ satisfying

$$\|\dot{x} - X_H(x)\|_{L^2(T)} \leq \epsilon,$$

there holds $\|x\|_{L^2(T)} \leq r$.

The latter requirement is a version of the Palais-Smale condition for the direct action functional $\Phi_H$: It is equivalent to saying that every sequence $(x_h) \subset C^\infty_0(T \times \mathbb{R}^{2n})$ on which the $L^2$-gradient of $\Phi_H$ tends to zero in the $L^2(T, \mathbb{R}^{2n})$. The above two assumptions imply in particular that 1-periodic orbits of $X_H$ are uniformly bounded. At the end of the next section, we shall discuss some sufficient conditions for $H$ to be non-resonant at infinity in the above sense. Here, we shall prove the following a priori bounds.

**Proposition 3.1.** Let $I \subset \mathbb{R}$ be an open unbounded interval, $J$ be a uniformly bounded $\omega_0$-compatible almost complex structure on $\mathbb{R}^{2n}$, smoothly depending on $(s, t) \in I \times T$, and $H \in C^\infty(T \times \mathbb{R}^{2n})$ be a smooth Hamiltonian which is non-resonant at infinity and whose Hamiltonian vector field has linear growth at infinity. Let $I'$ be a (possibly unbounded) interval such that $\overline{I'} \subset I$. For every $E > 0$ there is a positive number $M = M(E)$ such that every solution $u \in C^\infty(I \times T, \mathbb{R}^{2n})$ of (3.1) with energy bound

$$\int_{I \times T} |\partial_s u|^2 dsdt \leq E$$

satisfies

$$\sup_{(s,t) \in I' \times T} |u(s, t)| \leq M.$$

When $I = \mathbb{R}$, we are allowed to take $I' = \mathbb{R}$ and we obtain uniform bounds on the whole cylinder. The above formulation allows us to get uniform bounds also for solutions on half-cylinders, as long as we stay far away from the boundary.

**Proof.** Without loss of generality, we may assume that $I$ is unbounded from below, the case in which it is unbounded from above being completely analogous. Since the family of metrics $g_J$ is uniformly globally equivalent to the Euclidean metric, the energy bound on $u$ translates into

$$\int_{I \times T} |\partial_s u|^2 dsdt \leq E',$$

for a suitable number $E' = E'(E)$. Consider the set

$$S = S(u) = \{s \in \mathbb{R} \mid \|\partial_s u(s, \cdot)\|_{L^2(T)} < \epsilon/\|J\|_\infty\},$$
where \( \epsilon \) is the positive number appearing in the assumption of non-resonance at infinity and the \( L^\infty \)-norm of \( J \) is induced by the Euclidean metric on \( \mathbb{R}^{2n} \). By the Chebichev inequality, the complement of \( S \) in \( I \) has uniformly bounded measure:

\[
|I \setminus S| \leq \frac{\|J\|_\infty^2}{\epsilon^2} \int_I \|\partial_s u(s, \cdot)\|_{L^2(\mathbb{T})}^2 \, ds = \frac{\|J\|_\infty^2}{\epsilon^2} \int_{I \times \mathbb{T}} |\partial_s u|^2 \, ds \, dt < L,
\]

(3.3)

where we have set

\[
L = L(E) := \frac{\|J\|_\infty^2 E'}{\epsilon^2}.
\]

Let \( I'' \subset I \) be an interval of length \( L \). By (3.3), \( I'' \) intersects \( S \) in at least one point \( s_0 \). For such a point \( s_0 \) we have, using the fact that \( u \) solves the Floer equation (3.1):

\[
\|\partial_t u(s_0, \cdot) - X_H(u(s_0, \cdot))\|_{L^2(\mathbb{T})} = \|J(s_0, \cdot, u(s_0, \cdot))\partial_s u(s_0, \cdot)\|_{L^2(\mathbb{T})} \leq \|J\|_\infty \|\partial_s u(s_0, \cdot)\|_{L^2(\mathbb{T})} < \epsilon,
\]

and the non-resonance at infinity implies the \( L^2 \)-bound

\[
\|u(s_0, \cdot)\|_{L^2(\mathbb{T})} \leq r.
\]

Together with the energy bound on \( u \), we easily get a uniform \( L^2 \)-bound for \( u \) on \( I'' \times \mathbb{T} \). Indeed, from the identity

\[
u(s, t) = u(s_0, t) + \int_{s_0}^s \partial_s u(\sigma, t) \, d\sigma
\]

and the bound (3.2), we get the inequality

\[
|u(s, t)|^2 \leq 2|u(s_0, t)|^2 + 2 \left| \int_{s_0}^s \partial_s u(\sigma, t) \, d\sigma \right|^2 \leq 2|u(s_0, t)|^2 + 2|s - s_0| \left| \int_{s_0}^s |\partial_s u(\sigma, t)|^2 \, d\sigma \right|
\]

\[
\leq 2|u(s_0, t)|^2 + 2LE'.
\]

for every \( s \in I'' \). Integration over \( \mathbb{T} \) yields

\[
\int_{\mathbb{T}} |u(s, t)|^2 \, dt \leq 2 \int_{\mathbb{T}} |u(s_0, t)|^2 \, dt + 2LE' < \frac{2\epsilon^2}{\|J\|_\infty^2} + 2LE' =: C, \quad \forall s \in I'',
\]

and hence

\[
\int_{I'' \times \mathbb{T}} |u(s, t)|^2 \, ds \, dt \leq LC.
\]

This inequality holds for every interval \( I'' \subset I \) of length \( L \). It follows that

\[
\int_{I'' \times \mathbb{T}} |u(s, t)|^2 \, ds \, dt \leq C(|I''| + L),
\]

(3.4)
for any bounded interval $I'' \subset I$. Together with the assumption of linear growth at infinity for $X_H = -J\nabla JH$ and the boundedness of $J$, we get the bound
\[
\int_{I'' \times \mathbb{T}} |\nabla JH_t(u(s,t))|^2 ds dt \leq C'(\|I''\| + L),
\]
for a suitable positive number $C'$. Now let $I'$ be the possibly unbounded interval such that $\overline{I'} \subset I$ which appears in the statement. Fix a positive number $\delta$ such that
\[
I' + [-2\delta, 2\delta] \subset I.
\]
In order to prove a uniform bound for $|u|$ on $I' \times \mathbb{T}$ it is enough to prove such a uniform bound on $I'' \times \mathbb{T}$ for all intervals $I'' \subset I'$ of length 1. Let $I''$ be such an interval.

By the Calderon-Zygmund estimates in $L^2$ for the uniformly bounded almost complex structure $J$ (see e.g. [MS04][Proposition B.4.9]), we have
\[
\|\nabla u\|_{L^2((I'' + [-\delta, \delta]) \times \mathbb{T})} \leq c_2 \left( \|\overline{J}u\|_{L^2((I'' + [-2\delta, 2\delta]) \times \mathbb{T})} + \|u\|_{L^2((I'' + [-2\delta, 2\delta]) \times \mathbb{T})} \right)
\]
\[
= c_2 \left( \|\nabla JH(u)\|_{L^2((I'' + [-2\delta, 2\delta]) \times \mathbb{T})} + \|u\|_{L^2((I'' + [-2\delta, 2\delta]) \times \mathbb{T})} \right).
\]
Together with the estimates (3.4) and (3.5) we obtain a bound
\[
\|\nabla u\|_{L^2((I'' + [-\delta, \delta]) \times \mathbb{T})} \leq C_{''},
\]
holding for all intervals $I'' \subset I'$ of length 1. Using again (3.4), we deduce that the restriction of $u$ to $(I'' + [-\delta, \delta]) \times \mathbb{T}$ is uniformly bounded in the Sobolev space $H^1$, and hence in all Lebesgue spaces $L^p$ for $p < +\infty$. Using again the linear growth at infinity of $X_H = -J\nabla JH$ we deduce that the function
\[
\overline{J}u = \nabla JH_t(u)
\]
has a uniform $L^p$ bound on $(I'' + [-\delta, \delta]) \times \mathbb{T}$. By the Calderon-Zygmund estimate in $L^p$ (see again [MS04][Proposition B.4.9])
\[
\|\nabla u\|_{L^p(I'' \times \mathbb{T})} \leq c_p \left( \|\overline{J}u\|_{L^p((I'' + [-\delta, \delta]) \times \mathbb{T})} + \|u\|_{L^p((I'' + [-\delta, \delta]) \times \mathbb{T})} \right),
\]
we conclude that the restriction of $u$ to $I'' \times \mathbb{T}$ has a uniform $W^{1,p}$ bound for every $p < \infty$. For $p > 2$ this bound implies the desired uniform $L^\infty$ bound on the restriction of $u$ to $I'' \times \mathbb{T}$, where $I'' \subset I'$ is an arbitrary interval of length 1.

Remark 3.2. A straightforward modification of the above argument allows one to extend the above result to s-dependent Hamiltonians. The precise assumptions are that $H \in C^\infty(I \times \mathbb{T} \times \mathbb{R}^{2n})$ depends on $s$ only for $s$ in a bounded interval, that for $s$ outside of this interval $H(s, \cdot)$ is non-resonant at infinity, and that the Hamiltonian vector field of $H$ has linear growth at infinity, uniformly on $s \in I$.\]
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4 The Floer complex of $H$

Assume that the Hamiltonian $H \in C^\infty(T \times \mathbb{R}^{2n})$ is non-degenerate, non-resonant at infinity and that the corresponding Hamiltonian vector field $X_H$ has linear growth at infinity. Such a Hamiltonian has a well-defined Floer complex, whose construction we quickly recall here.

Let $J = J(t, z)$ be a time-periodic smooth almost complex structure on $\mathbb{R}^{2n}$, that is compatible with $\omega_0$ and uniformly bounded. By Proposition 3.1, energy bounds on solutions of the Floer equation (3.1) on the whole cylinder $\mathbb{R} \times T$ imply $L^\infty$-bounds. Once uniform bounds in $L^\infty$ have been established, the standard bubbling-off argument and an elliptic bootstrap imply that solutions with uniformly bounded energy are compact in $C^\infty_{\text{loc}}(\mathbb{R} \times T, \mathbb{R}^{2n})$. Actually, the fact that we are working in $\mathbb{R}^{2n}$ would allow us to prove the above results using only a bootstrap argument involving the Calderon-Zygmund inequalities, as in the last part of the proof of Proposition 3.1, avoiding the bubbling-off argument.

Let $x$ and $y$ be two 1-periodic orbits of $X_H$ with $\mu_{\text{CZ}}(x) - \mu_{\text{CZ}}(y) = 1$. Standard index and transversality arguments imply that, if $J$ is chosen generically, the space of solutions of the Floer equation (3.1) that for $s \to -\infty$ are asymptotic to $x$ and for $s \to +\infty$ to $y$ is finite, after modding out translation in the $s$-variables. Let $n^F(x, y) \in \mathbb{Z}_2$ denote the parity of this finite set. The Floer complex is then defined as usual by

$$\partial^F : F_k(H) \to F_{k-1}(H), \quad \partial^F x := \sum_y n^F(x, y) y,$$

where $F_k(H)$ denotes the $\mathbb{Z}_2$-vector space generated by the 1-periodic orbits of $X_H$ with Conley-Zehnder index $k$, $x$ is any 1-periodic orbit with $\mu_{\text{CZ}}(x) = k$, and the sum ranges over all 1-periodic orbits $y$ of Conley-Zehnder index $k-1$. A standard cobordism argument implies that $\partial^F \circ \partial^F = 0$, so $\{F_\ast(H), \partial^F\}$ is a chain complex of finite dimensional $\mathbb{Z}_2$-vector spaces.

The fact that $n^F(x, y) = 0$ whenever $\Phi_H(y) > \Phi_H(x)$ implies that the Floer complex of $H$ is graded by the Hamiltonian action: If $F_{k}^{<a}(H)$ denotes the subspace of $F_k(H)$ that is generated by the 1-periodic orbits with $\Phi_H(x) < a$, then $\partial^F$ maps $F_{k}^{<a}(H)$ into $F_{k-1}^{<a}(H)$. For real numbers $b > a$, there is a canonical inclusion $F_{\ast}^{<a}(H) \hookrightarrow F_{\ast}^{<b}(H)$ and it is a chain map. We denote the homology of the subcomplex $\{F_{\ast}^{<a}(H), \partial^F\}$ by

$${HF}_{\ast}^{<a}(H).$$

We simply write $HF_\ast(H)$ when $a = +\infty$. The choice of a different generic almost complex structure $J$ produces chain isomorphic Floer complexes.

We conclude this section by showing that a typical growth condition on the Hamiltonian $H$ - which is considered for instance in Viterbo’s definition of symplectic homology of a starshaped domain $W \subset \mathbb{R}^{2n}$, see [Vit99] - implies the non-resonance at infinity condition considered here.
Lemma 4.1. Let $W \subset \mathbb{R}^{2n}$ be a smooth starshaped domain. Assume that the Hamiltonian $H : \mathbb{T} \times \mathbb{R}^{2n} \rightarrow \mathbb{R}$ is smooth and satisfies

$$H(t, z) = \eta H_W(z) + \xi, \quad \forall t \in \mathbb{T}, \forall |z| \geq R,$$

(4.1)

where $\eta$ is a positive number that does not belong to $\text{spec}(\partial W)$, $\xi$ is any real number and $R > 0$. Then there exist positive numbers $a$ and $b$ such that

$$\|d\Phi^H(x)\|_{\mathcal{H}^*_{1/2}} \geq a\|x\|_{1/2} - b,$$

for every $x \in \mathbb{H}_{1/2}$. In particular, there are positive numbers $a'$ and $b'$ such that

$$\|\dot{x} - X^H_H(x)\|_{L^2(\mathbb{T})} \geq a'\|x\|_{L^2(\mathbb{T})} - b',$$

for every $x \in C^\infty(\mathbb{T}, \mathbb{R}^{2n})$, and hence $H$ is non-resonant at infinity.

Proof. The functional $\Phi^H_\eta H_W + \xi$ is continuously differentiable on $\mathbb{H}_{1/2}$. The fact that $\eta$ is not in the spectrum of $\partial W$ implies that $\Phi^H_\eta H_W + \xi$ has a unique critical point at 0. Indeed, a critical point $x$ of this functional is a 1-periodic orbit of the Hamiltonian vector field

$$X^H_{\eta H_W + \xi} = X^H_W = \eta X^H_W,$$

and hence $\gamma(t) := x(t/\eta)$ is an $\eta$-periodic orbit of $H_W$, which then lies in a level set of $H_W$. If, by contradiction, $x$ is not identically zero, then $H_W(x) = H_W(\gamma) > 0$, and hence by rescaling we obtain an $\eta$-periodic orbit of $R_{\alpha_W} = X^H_W|_{\partial W}$ on $\partial W$, contradicting the fact that $\eta$ is not a period of closed Reeb orbits on $(\partial W, \alpha_W)$.

We claim that the number

$$a := \inf_{x \in \mathbb{H}_{1/2}} \|d\Phi^H_\eta H_W + \xi(x)\|_{\mathcal{H}^*_{1/2}}|_{\|x\|_{1/2} = 1}$$

is positive. If by contradiction $a$ is zero, then there exists a sequence $(x_h) \subset \mathbb{H}_{1/2}$ such that $\|x_h\|_{1/2} = 1$ and $d\Phi^H_\eta H_W + \xi(x_h) \rightarrow 0$ in $\mathcal{H}^*_{1/2}$. Up to considering a subsequence, we may assume that $(x_h)$ converges weakly to some $x \in \mathbb{H}_{1/2}$. The sequence

$$v_h := P^+(x_h - x) - P^-(x_h - x)$$

is bounded, and hence the real sequence

$$d\Phi^H_\eta H_W + \xi(x_h)[v_h]$$

is infinitesimal. This sequence has the form

$$d\Phi^H_\eta H_W + \xi(x_h)[v_h] = (x_h, P^+ v_h)_{1/2} - (x_h, P^- v_h)_{1/2} - \eta \int_T \nabla H_W(x_h) \cdot v_h \, dt$$

$$= \|x_h - x\|^2_{1/2} + (x, x_h - x)_{1/2} - (x_h, P^0(x_h - x))_{1/2} - \eta \int_T \nabla H_W(x_h) \cdot v_h \, dt,$$
where $P^0 : \mathbb{H}_{1/2} \to \mathbb{H}_{1/2}$ is the orthogonal projector onto the space of constant loops. Since $x_h$ converges to $x$ weakly in $\mathbb{H}_{1/2}$, the term $(x, x_h - x)_{1/2}$ is infinitesimal. Moreover since $P^0$ has finite rank, the sequence $P^0(x_h - x)$ converges to zero strongly and hence the sequence $(x_h, P^0(x_h - x))_{1/2}$ is also infinitesimal. Since $(v_h)$ converges to 0 weakly in $\mathbb{H}_{1/2}$, it converges to 0 strongly in $L^2(\mathbb{T})$. Since the sequence $\nabla H_W(x_h)$ is bounded in $L^2$, we deduce that the last integral defines an infinitesimal sequence. We conclude that the sequence $\|x_h - x\|_{1/2}^2$ is also infinitesimal, so the convergence of $(x_h)$ to $x$ is actually strong in $\mathbb{H}_{1/2}$. But then $x$ is a critical point of $\Phi_{\eta H_W + \xi}$ lying on the unit sphere and this is impossible, because 0 is the only critical point of $\Phi_{\eta H_W + \xi}$. This contradiction proves the claim.

The above claim and the homogeneity of $\Phi_{\eta H_W + \xi}$ imply that

$$\|d\Phi_{\eta H_W + \xi}(x)\|_{\mathbb{H}_{1/2}^*} \geq a\|x\|_{1/2} \quad \forall x \in \mathbb{H}_{1/2}. \quad (4.2)$$

The continuously differentiable function

$$K : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R}, \quad K_t(z) := \eta H_W(z) + \xi - H_t(z),$$

is compactly supported and hence has uniformly bounded first derivatives. From the identity

$$\Phi_H(x) - \Phi_{\eta H_W + \xi}(x) = \int_\mathbb{T} (\eta H_W(x) + \xi - H_t(x)) \, dt = \int_\mathbb{T} K_t(x) \, dt$$

we deduce that

$$d\Phi_H(x)[u] - d\Phi_{\eta H_W + \xi}(x)[u] = \int_\mathbb{T} dK_t(x)[u] \, dt \quad \forall x, u \in \mathbb{H}_{1/2},$$

and hence there is a number $b$ such that

$$\|d\Phi_H(x) - d\Phi_{\eta H_W + \xi}(x)\|_{\mathbb{H}_{1/2}^*} \leq b \quad \forall x \in \mathbb{H}_{1/2}.$$ 

Together with (4.2) we deduce the desired first bound.

From the identity

$$d\Phi_H(x)[v] = \int_\mathbb{T} (J_0 \dot{x} - \nabla H(x)) \cdot v \, dt = (J_0(\dot{x} - X_H(x)), v)_{L^2(\mathbb{T})} \quad \forall x, v \in C^\infty(\mathbb{T}, \mathbb{R}^{2n}),$$

we deduce that

$$\|d\Phi_H(x)\|_{\mathbb{H}_{1/2}^*} = \|J_0(\dot{x} - X_H(x))\|_{H^{-1/2}(\mathbb{T})} \leq c\|\dot{x} - X_H(x)\|_{L^2(\mathbb{T})} \quad \forall x \in C^\infty(\mathbb{T}, \mathbb{R}^{2n}),$$

and the second bound follows from the first one and from the inequality $\|x\|_{L^2(\mathbb{T})} \leq \|x\|_{1/2}$. 

\[\square\]
Remark 4.2. The condition on $H$ that appears in the above lemma clearly implies also the linear growth condition on $X_H$, so a Hamiltonian of this kind has a well-defined Floer complex. Another class of Hamiltonians that are non-resonant at infinity and have a Hamiltonian vector field with linear growth is given by functions of the form

$$H(t,x) = \frac{1}{2}(A(t)x,x) + K(t,x),$$

where the function $K \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ satisfies $\nabla K(t,x) = o(\|x\|)$ for $\|x\| \to \infty$ uniformly in $t \in \mathbb{T}$ and $t \mapsto A(t)$ is a smooth loop of symmetric endomorphisms of $\mathbb{R}^{2n}$ such that the linear Hamiltonian system

$$\dot{x}(t) = -J_0 A(t)x(t)$$

does not have any non-zero 1-periodic orbit.

5 The dual action functional

We now focus our attention on convex Hamiltonians. More precisely, we consider the following convexity assumption.

**Quadratic convexity:** The Hamiltonian $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ is said to be quadratically convex if there are positive numbers $\underline{h}$ and $\overline{h}$ such that

$$\underline{h} I \leq \nabla^2 H_t(x) \leq \overline{h} I$$

for all $x \in \mathbb{R}^{2n}$ and $t \in \mathbb{T}$.

Note that the upper bound on the Hessian of $H$ implies that the Hamiltonian vector field $X_H$ is globally Lipschitz-continuous in the space variables,

$$|X_{H_t}(y) - X_{H_t}(x)| \leq \overline{h}|y - x| \quad \forall t \in \mathbb{T}, \forall x, y \in \mathbb{R}^{2n}, \quad (5.1)$$

and in particular $X_H$ has linear growth at infinity.

Let $C \subset \mathbb{R}^{2n}$ be a bounded convex open set with smooth boundary. Assume moreover that all the sectional curvatures of $\partial C$ are positive. This is equivalent to the fact that, after shifting $C$ so that the origin belongs to its interior, the second differential of the positively 2-homogeneous function $H_C$ at every point in $\mathbb{R}^{2n} \setminus \{0\}$ is positive definite. We shall refer to such a set as a smooth strongly convex domain. From the compactness of $\partial C$ and from the 2-homogeneity of $H_C$ we deduce the bounds

$$\underline{c} I \leq \nabla^2 H_C(x) \leq \overline{c} I$$

for all $x \in \mathbb{R}^{2n} \setminus \{0\}$, for suitable positive numbers $\underline{c}$ and $\overline{c}$. Therefore, the square $H_C$ of the Minkowski gauge function of the strongly convex domain $C$ is quadratically convex, except for the lack of differentiability at the origin.
Throughout this section, the Hamiltonian $H : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R}$ is assumed to be smooth and quadratically convex. We denote by
\[ H^*_t : \mathbb{R}^{2n} \to \mathbb{R}, \quad H^*_t(x) := \max_{y \in \mathbb{R}^{2n}} (x \cdot y - H(t, y)), \]
the Fenchel conjugate of $H_t$. The properties of Fenchel duality imply that the function $H^* : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R}$ is smooth and satisfies
\[ h^{-1}I \leq \nabla^2 H^*_t(x) \leq h^{-1}I \quad \forall x \in \mathbb{R}^{2n}. \]
Clarke’s dual action functional is defined by the formula
\[ \Psi_{H^*}(x) := -\frac{1}{2} \int_\mathbb{T} J_0 \dot{x}(t) \cdot x(t) \, dt + \int_\mathbb{T} H^*_t(J_0 \dot{x}(t)) \, dt. \]
The functional $\Psi_{H^*}$ is continuously differentiable on the Hilbert space
\[ \mathbb{H}_1 := H^1(\mathbb{T}, \mathbb{R}^{2n})/\mathbb{R}^{2n}, \]
where the action of $\mathbb{R}^{2n}$ onto the Sobolev space $H^1(\mathbb{T}, \mathbb{R}^{2n})$ is given by translations. Rather than working with equivalence classes of curves modulo translations, it is convenient to work with genuine curves by identifying $\mathbb{H}_1$ with the space of closed curves with zero mean:
\[ \mathbb{H}_1 = \left\{ x \in H^1(\mathbb{T}, \mathbb{R}^{2n}) \mid \int_\mathbb{T} x(t) \, dt = 0 \right\}. \]
On this space, it is convenient to use the inner product
\[ (x, y)_{\mathbb{H}_1} := (\dot{x}, \dot{y})_{L^2} \]
which induces a norm equivalent to the $H^1$-norm in $\mathbb{H}_1$. We denote by
\[ \pi : H^1(\mathbb{T}, \mathbb{R}^{2n}) \to \mathbb{H}_1, \quad \pi(x) = x - \int_\mathbb{T} x(t) \, dt \]
the quotient projection. The differential of $\Psi_{H^*}$ is given by the formula
\[ d\Psi_{H^*}(x)[v] = -\int_\mathbb{T} J_0 \dot{v}(t) \cdot x(t) \, dt + \int_\mathbb{T} dH^*_t(J_0 \dot{x}(t)) [J_0 \dot{v}(t)] \, dt \]
\[ = -\int_\mathbb{T} J_0 \dot{v}(t) \cdot x(t) \, dt + \int_\mathbb{T} J_0 \dot{v}(t) \cdot \nabla H^*_t(J_0 \dot{x}(t)) \, dt. \quad (5.2) \]
Since $\nabla H^*_t$ is Lipschitz continuous, so is the differential $d\Psi_{H^*}$.

There is a one-to-one correspondence between the critical points of $\Phi_H$ and $\Psi_{H^*}$. More precisely, we have the following well known fact, of which we include a proof for sake of completeness.
Lemma 5.1. If $x$ is a critical point of $\Phi_H$, then $\pi(x)$ is a critical point of $\Psi_{H^*}$. Conversely, every critical point $x$ of $\Psi_{H^*}$ is smooth and there exists a unique vector $v_0 \in \mathbb{R}^{2n}$ such that $x + v_0$ is a critical point of $\Phi_H$. In this case, we have

$$\Phi_H(x + v_0) = \Psi_{H^*}(x).$$

Proof. Assume that $x$ is a critical point of $\Phi_H$. Then $x$ is smooth and is a 1-periodic orbit of $X_H$, that is,

$$J_0 \dot{x}(t) = \nabla H_t(x(t)) \quad \forall t \in \mathbb{T}.$$ 

Fenchel duality implies that for every $t \in \mathbb{T}$ the map $\nabla H_t^*$ is the inverse of the map $\nabla H_t$. Therefore, the above identity implies

$$\nabla H_t^*(J_0 \dot{x}(t)) = x(t) \quad \forall t \in \mathbb{T}.$$ 

Then $y := \pi(x)$ satisfies

$$\nabla H_t^*(J_0 \dot{y}(t)) = y(t) + \hat{x}_0 \quad \forall t \in \mathbb{T},$$

where $\hat{x}_0 \in \mathbb{R}^{2n}$ denotes the average of $x$. For every $v \in \mathbb{H}_1$ we have

$$d\Psi_{H^*}(y)[v] = - \int_{\mathbb{T}} J_0 \dot{v}(t) \cdot y(t) \, dt + \int_{\mathbb{T}} J_0 \dot{v}(t) \cdot \nabla H_t^*(J_0 \dot{y}(t)) \, dt = \int_{\mathbb{T}} J_0 \dot{v}(t) \cdot \hat{x}_0 \, dt = 0,$$

so $\pi(x)$ is a critical point of $\Psi_{H^*}$.

Now assume that $x \in \mathbb{H}_1$ is a critical point of $\Psi_{H^*}$. Then

$$\int_{\mathbb{T}} J_0 \dot{v}(t) \cdot \left( x(t) - \nabla H_t^*(J_0 \dot{x}(t)) \right) \, dt = 0$$

for every $v \in \mathbb{H}_1$, and hence there exists $v_0 \in \mathbb{R}^{2n}$ such that

$$\nabla H_t^*(J_0 \dot{x}(t)) - x(t) = v_0 \quad \text{for a.e. } t \in \mathbb{T},$$

that is,

$$\nabla H_t^*(J_0 \dot{x}(t)) = x(t) + v_0 \quad \text{for a.e. } t \in \mathbb{T}.$$ 

By applying the map $\nabla H_t$ to the above identity we obtain

$$J_0 \dot{x}(t) = \nabla H_t(x(t) + v_0) \quad \text{for a.e. } t \in \mathbb{T}.$$ 

The above identity and a standard bootstrap argument imply that the curve $x$ is smooth and $x + v_0$ is a 1-periodic orbit of $X_H$, and hence a critical point of $\Phi_H$.

The fact that $x(t) + v_0$ is the image of $J_0 \dot{x}(t)$ by $\nabla H_t^*$ implies that

$$H_t(x(t) + v_0) + H_t^*(J_0 \dot{x}(t)) = J_0 \dot{x}(t) \cdot (x(t) + v_0) \quad \forall t \in \mathbb{T},$$
and integrating over $\mathbb{T}$ we find
\[
\int_{\mathbb{T}} H_t(x(t) + v_0) \, dt + \int_{\mathbb{T}} H_t^*(J_0 \dot{x}(t)) \, dt = \int_{\mathbb{T}} J_0 \dot{x}(t) \cdot x(t) \, dt.
\]
We conclude that
\[
\Psi_H(x) - \Phi_H(x + v_0) = -\int_{\mathbb{T}} J_0 \dot{x}(t) \cdot x(t) \, dt + \int_{\mathbb{T}} H_t^*(J_0 \dot{x}(t)) \, dt + \int_{\mathbb{T}} H_t(x(t) + v_0) \, dt = 0.
\]

The following result plays a fundamental role in the construction of the isomorphism between the Morse complex induced by $\Psi_H$ and the Floer complex of $\Phi_H$.

**Proposition 5.2.** Let $x \in H^1(\mathbb{T}, \mathbb{R}^{2n})$ and $y \in \mathbb{R}^{2n} \oplus \mathbb{H}_{1/2}^{-}$. Then we have
\[
\Phi_H(x + y) \leq \Psi_H^*(\pi(x)) - \frac{1}{2}\|P^{-}y\|_{1/2}^2,
\]
with the equality holding if and only if $J_0 \dot{x} = \nabla H_t(x + y)$ almost everywhere. In particular, the equality
\[
\Phi_H(x + y) = \Psi_H^*(\pi(x))
\]
holds if and only if $y \in \mathbb{R}^{2n}$ and $x + y$ is a critical point of $\Phi_H$.

**Proof.** Fenchel duality implies that
\[
H_t(x + y) \geq J_0 \dot{x} \cdot (x + y) - H_t^*(J_0 \dot{x}) \quad \text{a.e.}
\]
with equality if and only if
\[
J_0 \dot{x} = \nabla H_t(x + y) \quad \text{a.e.}
\]
By integration we get
\[
\Phi_H(x + y) = \frac{1}{2} \int_{\mathbb{T}} J_0(\dot{x} + \dot{y}) \cdot (x + y) \, dt - \int_{\mathbb{T}} H_t(x + y) \, dt
\leq \frac{1}{2} \int_{\mathbb{T}} J_0(\dot{x} + \dot{y}) \cdot (x + y) \, dt - \int_{\mathbb{T}} J_0 \dot{x} \cdot (x + y) \, dt + \int_{\mathbb{T}} H_t^*(J_0 \dot{x}) \, dt
= -\frac{1}{2} \int_{\mathbb{T}} J_0 \dot{x} \cdot x \, dt + \frac{1}{2} \int_{\mathbb{T}} J_0 \dot{y} \cdot y + \int_{\mathbb{T}} H_t^*(J_0 \dot{x}) \, dt
= \Psi_H^*(x) - \frac{1}{2}\|P^{-}y\|_{1/2}^2,
\]
where in the last equality we have used the fact that $y$ belongs to $\mathbb{H}_{1/2}^{-} \oplus \mathbb{R}^{2n}$. This shows that (5.3) holds, with equality if and only if the Fenchel inequality (5.4) is an equality, that is if and only if (5.5) holds. In particular,
\[
\Phi_H(x + y) \leq \Psi_H^*(\pi(x))
\]
with equality if and only if $P^{-}y = 0$ and (5.5) holds. This is equivalent to the fact that $y$ is a constant loop and the loop $x + y$ is a 1-periodic orbit of $X_H$, or equivalently a critical point of $\Phi_H$. \qed
The functional $\Psi_{H^*}$ is in general not twice differentiable, unless the function $x \mapsto H_t(x)$ is quadratic for every $t \in \mathbb{T}$, but it is twice Gateaux differentiable, meaning that for every $x, v \in H_1$ the limit

$$\nabla^2 \Psi_{H^*}(x)v := \lim_{h \to 0} \frac{1}{h} \left( \nabla \Psi_{H^*}(x + hv) - \nabla \Psi_{H^*}(x) \right)$$

exists and defines a continuous linear operator $\nabla^2 \Psi_{H^*}(x)$ on $H_1$. The corresponding second differential of $\Psi_{H^*}$ at $x$ has the form

$$d^2 \Psi_{H^*}(x)[u, v] = - \int_T J_0 \dot{u} \cdot v dt + \int T \nabla^2 H^*_t(J_0 \dot{x}) J_0 \dot{u} \cdot J_0 \dot{v} dt.$$
By Fenchel duality we have
\[ \nabla H^*_t \circ \nabla H_t = \text{id}, \]
and differentiation gives us
\[ \nabla^2 H^*_t(\nabla H_t(z)) \nabla^2 H_t(z) = I \quad \forall z \in \mathbb{R}^{2n}, \forall t \in T. \]
If \( z = x(t) \) then \( \nabla H_t(z) = J_0 \dot{x}(t) \), so the above identity yields
\[ \nabla^2 H^*_t(J_0 \dot{x}(t)) \nabla^2 H_t(x(t)) = I, \quad \forall t \in T, \]
and hence
\[ \nabla^2 H^*_t(J_0 \dot{x}(t)) = S(t)^{-1}, \quad \forall t \in T. \]
If we denote by \( \Omega \) the symmetric bilinear form
\[ \Omega : \mathbb{H}_{1/2} \times \mathbb{H}_{1/2} \to \mathbb{R}, \quad \Omega[u, v] = \int_T J_0 \dot{u} \cdot v \, dt, \]
the second differentials of \( \Phi_H \) and \( \tilde{\Psi}_{H^*} \) at \( x \) take the form
\[
\begin{align*}
\frac{d^2 \Phi_H(x)}{dt^2}[u, v] &= \Omega[u, v] - \int_T S u \cdot v \, dt, \quad \forall u, v \in \mathbb{H}_{1/2} \\
\frac{d^2 \tilde{\Psi}_{H^*}(x)}{dt^2}[u, v] &= -\Omega[u, v] + \int_T S^{-1}(J_0 \dot{u}) \cdot (J_0 \dot{v}) \, dt, \quad \forall u, v \in \mathbb{H}_1. 
\end{align*}
\]
(5.7)
Since \( S(t) \) is symmetric and positive definite, the formula
\[ (u, v)_S := \int_T S(t) u(t) \cdot v(t) \, dt. \]
defines an equivalent inner product on \( L^2(T, \mathbb{R}^{2n}) \). Let \( T \) be the symmetric operator which represents the bilinear form \( \Omega \) with respect to the inner product \((\cdot, \cdot)_S\):
\[ \Omega[u, v] = (Tu, v)_S, \quad \text{where } T := S^{-1}J_0 \frac{d}{dt}. \]
Here \( T \) is an unbounded operator on \( L^2(T, \mathbb{R}^{2n}) \) with domain \( H^1(T, \mathbb{R}^{2n}) \) and the above identity holds for every \( u \in H^1(T, \mathbb{R}^{2n}) \) and \( v \in L^2(T, \mathbb{R}^{2n}) \). The operator \( T \) is self-adjoint and has a compact resolvent. Its spectrum is discrete and consists of real eigenvalues with finite multiplicities which are unbounded from above and from below. The space \( L^2(T, \mathbb{R}^{2n}) \) admits a Hilbert basis \( \{ \varphi_j \}_{j \in \mathbb{Z}} \) of eigenvectors of \( T \) which is orthonormal with respect to the inner product \((\cdot, \cdot)_S\):
\[ T \varphi_j = \mu_j \varphi_j \quad \forall j \in \mathbb{Z}. \]
Here, the real eigenvalues \( \mu_j \) satisfy
\[ \lim_{j \to -\infty} \mu_j = -\infty, \quad \lim_{j \to +\infty} \mu_j = +\infty. \]
Being solutions of the differential equation

\[ J_0 \dot{\varphi}_j = \mu_j S \varphi_j, \]

the eigenvectors \( \varphi_j \)'s are smooth loops. There are exactly \( 2n \) eigenvalues \( \mu_j \)'s with value 0 and the corresponding eigenvectors \( \varphi_j \) are constant loops forming a basis of \( \mathbb{R}^{2n} \).

Let \( V \) be the closure in \( \mathbb{H}_{1/2} \) of the linear subspace

\[ \text{span}\{\varphi_j \mid \mu_j < 0\}. \]

Then \( V \) is a maximal subspace of \( \mathbb{H}_{1/2} \) on which \( \Omega \) is negative definite. Therefore,

\[ \mathbb{H}_{1/2} = V \oplus \mathbb{R}^{2n} \oplus \mathbb{H}^{+}_{1/2}. \tag{5.8} \]

By the first formula in (5.7), the second differential of \( \Phi_H \) at \( x \) has the following representation with respect to the inner product \( (\cdot, \cdot)_S \):

\[ d^2 \Phi_H(x)[u, v] = ((T - I)u, v)_S. \]

Therefore,

\[ \ker d^2 \Phi_H(x) = \ker(T - I) = \text{span}\{\varphi_j \mid \mu_j = 1\} \tag{5.9} \]

Moreover, the \( \mathbb{H}_{1/2} \)-closure of the linear subspace

\[ \text{span}\{\varphi_j \mid \mu_j < 1\} \]

is a maximal subspace of \( \mathbb{H}_{1/2} \) on which \( d^2 \Phi_H(x) \) is negative definite. This space has the form

\[ V \oplus \mathbb{R}^{2n} \oplus W, \]

where \( W \) is the following finite dimensional subspace

\[ W := \text{span}\{\varphi_j \mid 0 < \mu_j < 1\}. \]

Together with (5.8), we deduce that

\[ \text{ind}_{\mathbb{H}_{1/2}^{+}E^{-}}(x; \Phi_H) = \dim(V \oplus \mathbb{R}^{2n} \oplus W, \mathbb{H}^{-}_{1/2} \oplus E^{-}) \]

\[ = \dim(V, \mathbb{H}^{-}_{1/2}) + \dim W + \dim E^{+} = \dim W + n. \tag{5.10} \]

Since

\[ \int_T S^{-1}(J_0 \dot{u}) \cdot (J_0 \dot{v}) \, dt = \int_T (J_0 \dot{u}) \cdot S^{-1}(J_0 \dot{v}) \, dt = \int_T SS^{-1}(J_0 \dot{u}) \cdot S^{-1}(J_0 \dot{v}) \, dt \]

\[ = (Tu, Tv)_S = (T^2 u, v)_S, \]

the second formula in (5.7) gives us the following representation for \( d^2 \hat{\Psi}_{H^*}(x) \) with respect to the inner product \( (\cdot, \cdot)_S \):

\[ d^2 \hat{\Psi}_{H^*}(x)[u, v] = ((T^2 - T)u, v)_S = (T(T - I)u, v)_S. \]
The Hilbert basis \( \{ \varphi_j \}_{j \in \mathbb{Z}} \) is a basis of eigenvectors for \( T(T - I) \) and the eigenvalue corresponding to \( \varphi_j \) is \( \mu_j(\mu_j - 1) \). This eigenvalue is 0 if and only if \( \mu_j = 0 \) or \( \mu_j = 1 \). Therefore, the kernel of \( d^2\hat{\Psi}_{H^*}(x) \) is given by

\[
\ker d^2\hat{\Psi}_{H^*}(x) = \text{span}\{ \varphi_j \mid \mu_j = 0 \} \oplus \text{span}\{ \varphi_j \mid \mu_j = 1 \} = \mathbb{R}^{2n} \oplus \ker d^2\Phi_H(x),
\]

where we have used (5.9). Together with the first identity in (5.6), we deduce that

\[
\dim W = \dim \ker d^2\hat{\Psi}_{H^*}(x) = \dim \ker d^2\Phi_H(x) = \dim \ker d^2\Phi_H(x) - n = \dim \ker d^2\Phi_H(x).
\]

The eigenvalue \( \mu_j(\mu_j - 1) \) is negative if and only if \( 0 < \mu_j < 1 \). Therefore, the finite dimensional space \( W \) defined above is a maximal subspace of \( H^1(T, \mathbb{R}^{2n}) \) on which \( d^2\hat{\Psi}_{H^*}(x) \) is negative definite and hence

\[
\ind(x; \hat{\Psi}_{H^*}) = \dim W = \ind_{\mathbb{H}^{1/2}_{+}\mathbb{E}^-}(x; \Phi_H) - n,
\]

where we have used (5.10). By the second identity in (5.6), we conclude that

\[
\ind(x; \hat{\Psi}_{H^*}) = \ind_{\mathbb{H}^{1/2}_{+}\mathbb{E}^-}(x; \Phi_H) - n.
\]

Let \( C \) be a smooth strongly convex domain, as defined at the beginning of this section. We conclude this section by showing how Clarke’s duality can be used to determine the relative Morse index - and hence by Proposition 1.1 the Conley-Zehnder index - of periodic Hamiltonian orbits that correspond to closed characteristics of \( \partial C \) having minimal action.

**Proposition 5.4.** Let \( C \) be a smooth strongly convex domain. If \( \gamma : \mathbb{R}/T\mathbb{Z} \to \partial C \) is a periodic orbit of \( R_{\alpha_C} = X_{H_C}|_{\partial C} \) with minimal period \( T \) among all periodic Reeb orbits on \( \partial C \), then setting \( x_\gamma(t) := \gamma(Tt) \) we have

\[
\ind_{\mathbb{H}^{1/2}_{+}\mathbb{E}^-}(x_\gamma; \Phi_{TH_C}) = n.
\]

**Proof.** Set

\[
H := \varphi \circ H_C, \quad \text{with} \quad \varphi(r) = \frac{2T}{p} r^{\frac{p}{2}},
\]

for some real number \( p \in (1, 2) \). Applying Proposition 2.2, we know that \( x_\gamma \) is a critical point of \( \Phi_H \). Let \( q > 2 \) be such that \( 1/p + 1/q = 1 \). By Lemma 5.1, \( \pi(x_\gamma) \) is a critical point of the dual functional \( \Psi_{H^*}^* \) defined on the space \( W^{1,q}_0(T, \mathbb{R}^{2n}) \) of \( W^{1,q} \)-loops in \( \mathbb{R}^{2n} \) with zero mean. We use the well-known fact, which we will recall below, that \( \Psi_{H^*}^* \) is bounded from below and attains a global minimizer that corresponds exactly to a periodic orbit of \( X_{H_C} \) on \( \partial C \) with minimal period. From this, we deduce that \( \pi(x_\gamma) \) is a minimizer of \( \Psi_{H^*}^* \) and therefore

\[
\ind(\pi(x_\gamma); \Psi_{H^*}^*) = 0.
\]
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Then Proposition 5.3 and Proposition 2.2 yield the identities

\[ \text{ind}_{H^{-1/2} \oplus E^-} (x; \Phi_{THC}) = \text{ind}_{E^-} (x; \Phi_H) = \text{ind} (\pi(x); \Psi_{H^*}) + n = n. \]

For sake of completeness, we include a proof of the well-known fact mentioned above. Applying the Poincaré inequality and using the fact that \( H^* \) is \( q \)-homogeneous with \( q > 2 \), we obtain the following lower bound for an arbitrary element \( x \) of \( W^{1,q}_0(\mathbb{T}, \mathbb{R}^{2n}) \):

\[
\Psi_{H^*}(x) = -\frac{1}{2} \int_{\mathbb{T}} J_0 \dot{x} \cdot x \, dt + \int_{\mathbb{T}} H^*(J_0 \dot{x}) \, dt \geq -\frac{1}{2} \| \dot{x} \|_{L^2} \| x \|_{L^2} + c \| \dot{x} \|_{L^q}^q \\
\geq -\frac{1}{2} \| \dot{x} \|_{L^2}^2 + c \| \dot{x} \|_{L^q}^q \geq \frac{c}{2} \| \dot{x} \|_{L^q}^q - d
\]

for some suitable constants \( c, d > 0 \). Therefore, \( \Psi_{H^*} \) is coercive on \( W^{1,q}_0(\mathbb{T}, \mathbb{R}^{2n}) \). On this space, the functional \( \Psi_{H^*} \) is weakly lower semi-continuous, because the quadratic form

\[
\int_{\mathbb{T}} H^*(J_0 \dot{x}) \, dt
\]

is weakly continuous, being strongly continuous on the space \( H_{1/2} \) where \( W^{1,q}(\mathbb{T}, \mathbb{R}^{2n}) \) embeds compactly into, and the term

\[
\int_{\mathbb{T}} J_0 \dot{x} \cdot x \, dt
\]

is strongly continuous and convex. Being coercive and weakly lower semi-continuous, \( \Psi_{H^*} \) attains its minimum on the reflexive Banach space \( W^{1,q}_0(\mathbb{T}, \mathbb{R}^{2n}) \).

Moreover, the minimum of \( \Psi_{H^*} \) on \( W^{1,q}_0(\mathbb{T}, \mathbb{R}^{2n}) \) is negative, since for any non-zero element \( x \) of \( W^{1,q}_0(\mathbb{T}, \mathbb{R}^{2n}) \) and any \( \lambda > 0 \) sufficiently small we have

\[
\Psi_{H^*}(\lambda x) = -\frac{\lambda^2}{2} \int_{\mathbb{T}} J_0 \dot{x} \cdot x \, dt + \lambda^q \int_{\mathbb{T}} H^*(-J_0 \dot{x}) \, dt < 0,
\]

because \( q > 2 \). Since the loop \( z \) mapping to the origin is a unique constant critical point of \( \Psi_{H^*} \) with \( \Psi_{H^*}(z) = 0 \), every minimizer of \( \Psi_{H^*} \) is non-constant.

Next we compute critical values of \( \Psi_{H^*} \). If \( x \) is a critical point of \( \Psi_{H^*} \) and \( y \) is the critical point of \( \Phi_H \) with \( \pi(y) = x \), then

\[
\Psi_{H^*}(x) = \Phi_H(y) = \frac{1}{2} \int_{\mathbb{T}} J_0 \dot{y} \cdot y \, dt - \int_{\mathbb{T}} H(y) \, dt,
\]

\[
= \frac{1}{2} \int_{\mathbb{T}} \nabla H(y) \cdot y \, dt - H(y(0)) = \left( \frac{p}{2} - 1 \right) H(y(0))
\]

where we have used the Euler identity and the fact that \( H \) is constant along \( y \). In particular if \( x \) is non-constant, \( \Psi_{H^*}(x) < 0 \). A simple computation shows that the curve

\[
t \mapsto H(y(0)) - \frac{1}{p} y \left( \frac{2}{p} H(y(0))^{\frac{2-p}{p}} t \right), \quad t \in \mathbb{R}
\]

for
is a periodic orbit of \( X_{HC} \) sitting on \( \partial C \) with period

\[
\frac{p}{2} H(y(0))^{\frac{p-2}{p}} = \frac{p}{2} \left( \frac{2}{p-2} \Psi_{H^*}(x) \right)^{\frac{p-2}{p}}.
\]

The above formula shows the following: There exists a one-to-one correspondence between the closed orbits of \( X_{HC} \) on \( \partial C \) and the critical points of \( \Psi_{H^*} \) with negative critical value, and the function that to every negative critical value of \( \Psi_{H^*} \) associates the period of the corresponding closed orbit - or orbits - of \( X_{HC} \) on \( \partial C \) is strictly monotonically increasing. In particular, the global minimizers of \( \Psi_{H^*} \) correspond to periodic Reeb orbits on \( \partial C \) with minimal period, as claimed above.

6 The Morse complex of the dual action functional

The first aim of this section is to prove the Palais-Smale condition for the dual action functional that is associated with a quadratically convex Hamiltonian that is non-resonant at infinity. We begin with the following lemma:

**Lemma 6.1.** Let \( K : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R} \) be a smooth function such that

\[
|dK_t(x)| \leq c(1 + |x|) \quad \forall(t, x) \in \mathbb{T} \times \mathbb{R}^{2n},
\]

and

\[
\nabla^2 K_t(x) \geq \delta I \quad \forall(t, x) \in \mathbb{T} \times \mathbb{R}^{2n},
\]

for some positive number \( \delta \). Then the functional

\[
\Psi_K : \mathbb{H}_1 \to \mathbb{R}, \quad \Psi_K(x) = -\frac{1}{2} \int_{\mathbb{T}} J_0 \dot{x}(t) \cdot x(t) \, dt + \int_{\mathbb{T}} K_t(J_0 \dot{x}(t)) \, dt,
\]

has the following property: If the sequence \((x_h) \subset \mathbb{H}_1\) converges weakly to \( x \in \mathbb{H}_1 \) and \( d\Psi_K(x_h) \) converges to zero strongly in the dual of \( \mathbb{H}_1 \), then \((x_h)\) converges to \( x \) strongly in \( \mathbb{H}_1 \).

**Proof.** Assumption 6.1 guarantees that \( \Psi_K \) is continuously differentiable on \( \mathbb{H}_1 \). From the assumption on \((d\Psi_K(x_h))\) and the boundedness of \((x_h - x)\) in \( \mathbb{H}_1 \) we deduce that the real sequence

\[
d\Psi_K(x_h)[x_h - x] = -\int_{\mathbb{T}} J_0(\dot{x}_h - \dot{x}) \cdot x_h \, dt + \int_{\mathbb{T}} dK_t(J_0 \dot{x}_h)[J_0(\dot{x}_h - \dot{x})] \, dt
\]

is infinitesimal. The fact that \((\dot{x}_h - \dot{x})\) converges to zero weakly in \( L^2 \) and \((x_h)\) converges to \( x \) weakly in \( H^1 \) and hence strongly in \( L^2 \) implies that the first integral in the above expression is infinitesimal. Therefore, the second integral must be infinitesimal too:

\[
\int_{\mathbb{T}} dK_t(J_0 \dot{x}_h)[J_0(\dot{x}_h - \dot{x})] \, dt = o(1).
\]
From assumption (6.2) we deduce the inequality
\[ d K_t(J_0 \dot{x}_h)[J_0(x_h - x)] - d K_t(J_0 \dot{x})[J_0(x_h - x)] = \int_0^1 d^2 K_t(J_0 \dot{x} + s J_0(x_h - x))[J_0(x_h - x)] ds \geq \delta |J_0(x_h - x)|^2 = \delta |x_h - \dot{x}|^2 \quad \text{a.e.} \]

By integrating this inequality over \( T \) we get
\[ \delta \int_T |\dot{x}_h - \dot{x}|^2 ds \leq \int_T d K_t(J_0 \dot{x}_h)[J_0(x_h - x)] dt - \int_T d K_t(J_0 \dot{x})[J_0(x_h - x)] dt. \]

The first integral on the right-hand side is infinitesimal because of (6.3). The second integral is also infinitesimal, because \( (\dot{x}_h - \dot{x}) \) converges to zero weakly in \( L^2 \) and \( d K_t(J_0 \dot{x}) \) is an \( L^2 \) function, thanks to (6.1). We conclude that the \( L^2 \)-norm of \( \dot{x}_h - \dot{x} \) is infinitesimal, that is, \( (x_h) \) converges to \( x \) in \( \mathbb{H}_1 \).

**Proposition 6.2.** Assume that the Hamiltonian \( H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n}) \) is quadratically convex and non-resonant at infinity. Then the dual action functional \( \Psi_{H^*}: \mathbb{H}_1 \to \mathbb{R} \) satisfies the Palais-Smale condition. More precisely, any sequence \( (x_h) \subset \mathbb{H}_1 \) such that \( d \Psi_{H^*}(x_h) \) converges to zero strongly in the dual of \( \mathbb{H}_1 \) has a convergent subsequence.

**Proof.** By (5.2), the differential of \( \Psi_{H^*} \) at \( x \in \mathbb{H}_1 \) has the form
\[ d \Psi_{H^*}(x)[v] = (\dot{v}, J_0(x - \nabla H_t^*(J_0 \dot{x})))_{L^2(\mathbb{T})}. \]

Therefore, endowing \( \mathbb{H}_1 \) with the inner product given by the \( L^2 \)-product of the derivatives, the gradient of \( \Psi_{H^*} \) has the form
\[ \nabla \Psi_{H^*}(x) = \Pi \left( J_0(x - \nabla H_t^*(J_0 \dot{x})) \right), \]
where
\[ \Pi: L^2(\mathbb{T}, \mathbb{R}^{2n}) \to \mathbb{H}_1, \quad (\Pi v)(t) = \int_0^t v(s) ds - \int_T \left( \int_0^t v(s) ds \right) dt. \quad (6.4) \]
is the linear operator mapping each \( v \) into the primitive of \( v \) with zero mean.

Let \( (x_h) \subset \mathbb{H}_1 \) be a sequence such that \( (d \Psi_{H^*}(x_h)) \) converges to zero strongly in \( \mathbb{H}_1^* \), or equivalently \( (\nabla \Psi_{H^*}(x_h)) \) converges to zero strongly in \( \mathbb{H}_1 \). Then
\[ \Pi(x_h - \nabla H_t^*(J_0 \dot{x}_h)) = y_h \]
where \( (y_h) \subset \mathbb{H}_1 \) converges to zero strongly. Differentiation in \( t \) yields
\[ x_h - \nabla H_t^*(J_0 \dot{x}_h) = \dot{y}_h. \]

By applying the nonlinear map \( \nabla H_t \) to the identity
\[ \nabla H_t^*(J_0 \dot{x}_h) = x_h - \dot{y}_h, \]
we obtain
\[ J_0 \dot{x}_h = \nabla H_t(x_h - \dot{y}_h), \]
or equivalently
\[ \dot{x}_h = X_{H_t}(x_h - \dot{y}_h). \] (6.5)
Therefore, using the fact that \( X_{H_t} \) is globally Lipschitz-continuous (see (5.1)), we find
\[ |\dot{x}_h - X_{H_t}(x_h)| \leq \bar{h} |\dot{y}_h|, \]
and integrating over \( T \) we obtain the bound
\[ \|\dot{x}_h - X_{H_t}(x_h)\|_{L^2(T)} \leq \bar{h} \|\dot{y}_h\|_{L^2(T)}. \]
Therefore, the sequence \( (\dot{x}_h - X_{H_t}(x_h)) \) is infinitesimal in \( L^2(T) \), and hence the non-resonance at infinity assumption implies that \( (x_h) \) is uniformly bounded in \( L^2(T) \), and hence \( (x_h) \) is uniformly bounded in \( H_1 \).

Up to passing to a subsequence, we may assume that \( (x_h) \) converges to some \( x \) weakly in \( H_1 \). By Lemma 6.1 we conclude that this convergence is strong. This proves that \( \Psi_{H^*} \) satisfies the Palais-Smale condition.

If the quadratically convex Hamiltonian \( H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n}) \) is non-degenerate, then the functional \( \Psi_{H^*} \) is Morse, meaning that the (Gateaux) second differential of \( \Psi_{H^*} \) at each critical point is non-degenerate. However, the functional \( \Psi_{H^*} \) is in general not of class \( C^2 \) (it is not even twice differentiable), so some care is needed in order to associate a Morse complex with it.

One way of doing this would be to show that \( \Psi_{H^*} \) admits a smooth pseudo-gradient vector field on \( H_1 \) with good properties. This has been done in another setting for a functional whose analytical properties are similar to those of \( \Psi_{H^*} \), see [AS09]. Here we prefer to use a different strategy and to use the fact that \( \Psi_{H^*} \) is smooth when restricted to a suitable finite dimensional smooth submanifold of \( H_1 \), which contains all the critical points of \( \Psi_{H^*} \) and is defined by a saddle-point reduction. This approach has also been used by Viterbo in [Vit89].

Given a natural number \( N \in \mathbb{N} \), consider the splitting
\[ H_1 = H_1^{N,+} \oplus \hat{H}_1^{N,+}, \]
where
\[ H_1^{N,+} := \left\{ x \in H_1 \mid x(t) = \sum_{k=1}^N e^{-2\pi k J_0 t} \hat{x}_k, \ \hat{x}_k \in \mathbb{R}^{2n} \right\}, \]
\[ \hat{H}_1^{N,+} := \left\{ x \in H_1 \mid x(t) = \sum_{k \leq -1} e^{-2\pi k J_0 t} \hat{x}_k + \sum_{k \geq N+1} e^{-2\pi k J_0 t} \hat{x}_k, \ \hat{x}_k \in \mathbb{R}^{2n} \right\}. \]
This splitting is orthogonal with respect to the \( H_1 \) and to the \( L^2 \) inner products. We identify \( H_1 \) with the product space \( H_1^{N,+} \times \hat{H}_1^{N,+} \). The following proposition summarizes the main properties of the saddle point reduction.
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Proposition 6.3. Assume the Hamiltonian $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ to be quadratically convex and non-resonant at infinity. If $N \in \mathbb{N}$ is large enough, then the following facts hold:

(a) For every $x \in \mathbb{H}_1^{N,+}$ the restriction of $\Psi_{H^*}$ to $\{x\} \times \mathbb{H}_1^{N,+}$ has a unique critical point $(x, Y(x))$, which is a non-degenerate global minimizer of this restriction.

(b) The map $Y : \mathbb{H}_1^{N,+} \to \hat{\mathbb{H}}_1^{N,+}$ takes values into $C^\infty(\mathbb{T}, \mathbb{R}^{2n})$ and is smooth with respect to the $C^k$-norm on the target, for any $k \in \mathbb{N}$. In particular, its graph

$$M := \{(x, y) \in \mathbb{H}_1^{N,+} \times \hat{\mathbb{H}}_1^{N,+} \mid y = Y(x)\}$$

is a smooth $2nN$-dimensional submanifold of $\mathbb{H}_1$ consisting of smooth loops.

(c) The restriction of $\Psi_{H^*}$ to $M$, which we denote by $\psi_{H^*} : M \to \mathbb{R}$, is smooth.

(d) A point $z \in \mathbb{H}_1$ is a critical point of $\Psi_{H^*}$ if and only if it belongs to $M$ and is a critical point of $\psi_{H^*}$. In this case, the Morse index and the nullity with respect to the two functionals coincide:

$$\text{ind}(z; \Psi_{H^*}) = \text{ind}(z; \psi_{H^*}), \quad \text{null}(z; \Psi_{H^*}) = \text{null}(z; \psi_{H^*}).$$

(e) If $M$ is endowed with the Riemannian metric induced by the inclusion into $\mathbb{H}_1$, then the functional $\psi_{H^*}$ satisfies the Palais-Smale condition.

The proof of this proposition is contained at the end of this section. If we further assume that the Hamiltonian $H$ is non-degenerate, we obtain that $\psi_{H^*}$ is a smooth Morse function with finitely many critical points and satisfying the Palais-Smale condition on the finite-dimensional manifold $M$. As such, it has a Morse complex, which we denote by

$$\{M_*(\psi_{H^*}), \partial^M\}$$

and is uniquely defined up to chain isomorphisms. The space $M_*(\psi_{H^*})$ is the $\mathbb{Z}_2$-vector space generated by the critical points of $\psi_{H^*}$, graded by the Morse index. The boundary operator

$$\partial^M : M_*(\psi_{H^*}) \to M_{*-1}(\psi_{H^*})$$

is defined by the formula

$$\partial^M x = \sum_y n^M(x, y)y \quad \forall x \in \text{crit} \psi_{H^*},$$

where $y$ ranges over all critical points with Morse index equal to the index of $x$ minus 1 and $n^M(x, y) \in \mathbb{Z}_2$ is the parity of the finite set of negative gradient flow lines of $\psi_{H^*}$ going from $x$ to $y$. Here, the negative gradient vector field of $\psi_{H^*}$ is induced by a generic Riemannian metric on $M$, uniformly equivalent to the standard one and such that the negative gradient flow is Morse-Smale, meaning that stable and unstable manifolds of pairs of critical points meet transversally. Changing the generic metric changes the Morse complex by a chain
isomorphism. The homology of the Morse complex of $\psi_{H^*}$ is isomorphic to the singular homology of the pair $(M, \{\psi_{H^*} < a\})$, where $a$ is any number which is smaller than the smallest critical level of $\psi_{H^*}$:

$$HM_k(\psi_{H^*}) \cong H_k(M, \{\psi_{H^*} < a\}).$$  \hspace{1cm} (6.6)

We conclude this section by proving Proposition 6.3.

**Proof of Proposition 6.3.** By the inequality $\nabla^2 H^*_t(x) \geq \hbar^{-1} I$, we have for every $x, u \in H_1$,

$$d^2 \Psi_{H^*}(x)[u, u] = -\int_\mathcal{T} J_0 \dot{u} \cdot u \, dt + \int_\mathcal{T} \nabla^2 H^*_t(J_0 \dot{x}) J_0 \dot{u} \cdot J_0 \dot{u} \, dt$$

$$\geq -\int_\mathcal{T} J_0 \dot{u} \cdot u \, dt + \frac{1}{\hbar} \|\dot{u}\|_{L^2}^2$$

$$= -2\pi \sum_{k \in \mathbb{Z}} k|\dot{u}_k|^2 + \frac{4\pi^2}{\hbar} \sum_{k \in \mathbb{Z}} k^2|\dot{u}_k|^2$$

We choose $N \in \mathbb{N}$ so that $2\pi(N + 1) > \hbar$. For all $x \in H_1$ and all $u \in \hat{H}_1^{N,+}$, we have

$$d^2 \Psi_{H^*}(x)[u, u] \geq \frac{4\pi^2}{\hbar} \sum_{k \leq -N+1} k^2|\dot{u}_k|^2 + 2\pi \sum_{k \geq N+1} \left(\frac{2\pi k}{\hbar} - 1\right) k|\dot{u}_k|^2$$

$$\geq 4\pi^2 \delta \left( \sum_{k \leq -N+1} k^2|\dot{u}_k|^2 + \sum_{k \geq N+1} k^2|\dot{u}_k|^2 \right)$$

$$= \delta \|u\|_{H_1}^2$$  \hspace{1cm} (6.7)

where $\delta > 0$ is a sufficiently small constant. This shows that for every $x \in H_1^{N,+}$, the second differential of the function

$$\hat{H}_1^{N,+} \to \mathbb{R}, \quad y \mapsto \Psi_{H^*}(x + y)$$

is bounded from below by a coercive quadratic form. In particular, this function is strictly convex and coercive and hence has a unique non-degenerate critical point $Y(x)$ which is a minimizer. This proves (a).

From the expression (5.2) for $d\Psi_{H^*}$ we deduce that the gradient of $\Psi_{H^*}$ with respect to the inner product $(\cdot, \cdot)_{H_1}$ is

$$\nabla \Psi_{H^*}(x) = \Pi \left(J_0 x - J_0 \nabla H^*_t(J_0 \dot{x}) \right)$$  \hspace{1cm} (6.8)

where $\Pi : L^2(\mathcal{T}, \mathbb{R}^{2n}) \to H_1$ is the inverse of the derivative given by (6.4). The vector $y \in \hat{H}_1^{N,+}$ satisfies $y = Y(x)$ for some $x \in H_1^{N,+}$ if and only if $\nabla \Psi_{H^*}(x + y) \in H_1^{N,+}$ which by (6.8) is equivalent to

$$J_0(x + y) - J_0 \nabla H^*_t(J_0(\dot{x} + \dot{y})) = \dot{u}$$
for some \( u \in \mathbb{H}_1^{N,+} \). The above equality can be reformulated as
\[
\dot{y} = -J_0 \nabla H_1(x + y + J_0 \dot{u}) - \dot{x}.
\]
(6.9)
The fact that \( x \) and \( u \) are smooth implies that \( y = Y(x) \) is also smooth.

We now deal with the regularity of the map \( Y \) and start by showing that \( Y \) is Lipschitz continuous. We use subscripts 1 and 2 to denote partial derivatives with respect to the splitting \( \mathbb{H}_1 = \mathbb{H}_1^{N,+} \times \mathbb{H}_1^{N,+} \). Then by (a) we have for every \( x \in \mathbb{H}_1^{N,+} \),
\[
\nabla_2 \Psi^{*}_H(x, Y(x)) = 0.
\]
From the fact that \( \Psi^{*}_H \) is twice Gateaux-differentiable and from the lower bound (6.7), we deduce for all \( x \in \mathbb{H}_1^{N,+} \) and all \( u \in \mathbb{H}_1^{N,+} \)
\[
\|\nabla_2 \Psi^{*}_H(x, Y(x) + u)\|_{\mathbb{H}_1} = \|\nabla_2 \Psi^{*}_H(x, Y(x) + u) - \nabla_2 \Psi^{*}_H(x, Y(x))\|_{\mathbb{H}_1}
\]
\[
= \left\| \left( \int_0^1 \nabla_{22} \Psi^{*}_H(x, Y(x) + tu) dt \right) u \right\|_{\mathbb{H}_1}
\]
\[
\geq \delta \|u\|_{\mathbb{H}_1}.
\]
(6.10)
The above inequality with \( x \) replaced by \( x + h, h \in \mathbb{H}_1^{N,+} \) and with \( u = Y(x) - Y(x + h) \) gives us
\[
\delta \|Y(x + h) - Y(x)\|_{\mathbb{H}_1} \leq \|\nabla_2 \Psi^{*}_H(x + h, Y(x))\|_{\mathbb{H}_1}
\]
\[
= \|\nabla_2 \Psi^{*}_H(x + h, Y(x)) - \nabla_2 \Psi^{*}_H(x, Y(x))\|_{\mathbb{H}_1}
\]
\[
\leq c \|h\|_{\mathbb{H}_1}
\]
for some constant \( c > 0 \) where we used the fact that \( \nabla \Psi^{*}_H \) is Lipschitz continuous. This proves that \( Y \) is Lipschitz continuous.

Let \( x, h \in \mathbb{H}_1^{N,+} \). By the Gateaux differentiability of \( \nabla \Psi^{*}_H \), a first order expansion yields
\[
\nabla_2 \Psi^{*}_H(x + th, Y(x) - t \nabla_{22} \Psi^{*}_H(x, Y(x))^{-1} \nabla_{12} \Psi^{*}_H(x, Y(x)) h)
\]
\[
= \nabla_2 \Psi^{*}_H(x, Y(x)) + t \nabla_{12} \Psi^{*}_H(x, Y(x)) h
\]
\[
- t \nabla_{22} \Psi^{*}_H(x, Y(x)) \nabla_{22} \Psi^{*}_H(x, Y(x))^{-1} \nabla_{12} \Psi^{*}_H(x, Y(x)) h + o(t)
\]
\[
= o(t),
\]
where \( \nabla_{22} \Psi(x, Y(x)) \) is invertible since it is self adjoint and bounded from below as observed in (6.7). On the other hand, the bound (6.10) with \( x \) replaced by \( x + th \) and with \( u = -Y(x + th) + Y(x) - t \nabla_{22} \Psi^{*}_H(x, Y(x))^{-1} \nabla_{12} \Psi^{*}_H(x, Y(x)) h \) gives
\[
\delta \|Y(x + th) - Y(x) + t \nabla_{22} \Psi^{*}_H(x, Y(x))^{-1} \nabla_{12} \Psi^{*}_H(x, Y(x)) h\|_{\mathbb{H}_1}
\]
\[
\leq \|\nabla_2 \Psi^{*}_H(x + th, Y(x) - t \nabla_{22} \Psi^{*}_H(x, Y(x))^{-1} \nabla_{12} \Psi^{*}_H(x, Y(x)) h\|_{\mathbb{H}_1}
\]
\[
= o(t).
\]
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This shows that $Y : \mathbb{H}^{N,+}_1 \to \hat{\mathbb{H}}^{N,+}_1$ is Gateaux-differentiable with Gateaux-gradient
\[
\nabla Y(x) = -\nabla_{22}\Psi_{H^*}(x, Y(x))^{-1}\nabla_{12}\Psi_{H^*}(x, Y(x)).
\] (6.11)

We have already seen that the map $Y$ takes values in $C^\infty(\mathbb{T}, \mathbb{R}^{2n})$. We claim that $Y$ is continuous with respect to the $C^\infty$-topology on the target space. Indeed, we assume that $(x_n) \subset \mathbb{H}^{N,+}_1$ converges to $x$ in the $\mathbb{H}_1$-norm. Since $\mathbb{H}^{N,+}_1$ is contained in $C^\infty(\mathbb{T}, \mathbb{R}^{2n})$ and is finite dimensional, $(x_n)$ converges to $x$ in the $C^k$-norm for any $k \in \mathbb{N}$. The vector
\[
u_n = \nabla\Psi_{H^*}(x_n, Y(x_n))
\]
converges to $u = \nabla\Psi_{H^*}(x, Y(x))$ in the $\mathbb{H}_1$-norm due to the continuity of $Y$ and $\nabla\Psi_{H^*}$. Being a sequence in $\mathbb{H}^{N,+}_1$, the sequence $(\nu_n)$ converges to $u$ in any $C^k$-norm. As seen in (6.9), the vector $y_n = Y(x_n)$ is characterized by
\[
y_n = -J_0\nabla H_1(x_n, y_n, J_0\hat{u}_n) - \hat{x}_n.
\]
This ODE shows that $(y_n)$ converges to the solution $y = y(x)$ of
\[
y = -J_0\nabla H_1(x, y, J_0\hat{u}) - \hat{x}
\]
in any $C^k$-norm. This proves the claim.

Although $\Psi_{H^*}$ is not of class $C^2$, the map $x \mapsto \nabla^2\Psi_{H^*}(x)$ is easily seen to be continuous from the $C^1$-topology on $\mathbb{H}_1$ to the operator norm topology on $L(\mathbb{H}_1, \mathbb{H}_1)$. Then the identity (6.10) and the regularity property of $Y$ proven above yield that the map
\[
\nabla Y : \mathbb{H}^{N,+}_1 \to L(\mathbb{H}^{N,+}_1, \hat{\mathbb{H}}^{N,+}_1)
\]
is continuous. This together with the Gateaux-differentiability of $Y$ implies that the map $Y : \mathbb{H}^{N,+}_1 \to \hat{\mathbb{H}}^{N,+}_1$ is of class $C^1$ by the total differential theorem.

Since the restriction of $\Psi_{H^*}$ to $C^k(\mathbb{T}, \mathbb{R}^{2n})$ is smooth for all $k \in \mathbb{N}$, the above argument can be bootstrapped and implies that the map $Y$ is smooth with respect to the $C^k$-norm for all $k \in \mathbb{N}$ on the target. This completes the proof of (b).

Statement (c) follows from (b) and the smoothness property of $\Psi_{H^*}$ mentioned above.

To prove (d) we first observe that all critical points of $\Psi_{H^*}$ are contained in $M$. A point $(x, Y(x)) \in M$ is a critical point of the restriction $\psi_{H^*}$ of $\Psi_{H^*}$ to $M$ if and only if
\[
d\Psi_{H^*}(x, Y(x))|_{T(x, Y(x))M} = 0
\]
which is equivalent to $d\Psi_{H^*}(x, Y(x)) = 0$ since $d\Psi_{H^*}(x, Y(x))|_{\hat{\mathbb{H}}^{N,+}_1} = 0$ and $\mathbb{H}_1 = T(x, Y(x))M \oplus \hat{\mathbb{H}}^{N,+}_1$. This proves the first statement of (d).

The estimate (6.7) that $d^2\Psi_{H^*}(x, Y(x))$ is positive on $\hat{\mathbb{H}}^{N,+}_1$ guarantees that the index and the nullity does not change when restricting $\Psi_{H^*}$ to $M$. This completes the proof of (d).

The statement (e) follows immediately from Proposition 6.2 since any sequence $(z_h) \subset M$ with the property that $d\psi_{H^*}(z_h)$ converges to zero with respect to the Riemannian metric induced from $\mathbb{H}_1$ satisfies also that $d\Psi_{H^*}(z_h)$ strongly converges to zero. \[\square\]
7 The functional setting for the hybrid problem

Throughout this section, we assume that $H \in C^\infty(T \times \mathbb{R}^{2n})$ is non-degenerate, quadratically convex, and non-resonant at infinity.

Let $x$ and $y$ be 1-periodic orbits of $X_H$. We shall see $\pi(x) \in \mathbb{H}_1$ as a critical point of $\Psi_{H^*}$, and hence of $\psi_{H^*}$ on the finite dimensional manifold $M$ that is introduced in Section 6, and $y \in \mathbb{H}_{1/2}$ as a critical point of $\Phi_{H^*}$. Let $J$ be a family of uniformly bounded $\omega_0$-compatible almost complex structures on $\mathbb{R}^{2n}$ parametrized by $[0, +\infty) \times T$ such that $J = J_0$ on $[0, 1] \times T$ and $J(s, t)$ is independent of $s$ for $s$ large. We denote by $\mathcal{M}(x, y) = \mathcal{M}(x, y; H, J)$ the space of smooth maps

$$u : [0, +\infty) \times T \to \mathbb{R}^{2n}$$

which solve the Floer equation

$$\partial_s u + J(s, t, u)(\partial_t u - X_H(u)) = 0 \quad \text{on} \quad [0, +\infty) \times T$$

with the asymptotic condition

$$\lim_{s \to +\infty} u(s, \cdot) = y \quad \text{in} \quad C^\infty(T, \mathbb{R}^{2n}),$$

and the boundary condition

$$u(0, \cdot) \in \pi^{-1}(W^u(\pi(x); -\nabla \psi_{H^*})) + \mathbb{H}_{1/2}^-.$$

Here $W^u(\pi(x); -\nabla \psi_{H^*})$ is the unstable manifold of the negative gradient vector field of $\psi_{H^*}$ at $\pi(x)$ in the finite dimensional submanifold $M$ of $\mathbb{H}_1$, which is used to construct the Morse complex of $\psi_{H^*}$ in Section 6.

The proposition below will be used in the following sections.

**Proposition 7.1.** If $u \in \mathcal{M}(x, y)$, we have

$$\Phi_H(x) - \Phi_H(y) \geq \|\partial_s u\|_{L^2([0, +\infty) \times T)}$$

Moreover $\Phi_H(x) = \Phi_H(y)$ if and only if $x = y$, and in this case $\mathcal{M}(x, x)$ consists of a unique solution, namely the constant half-cylinder mapping to $x$.

**Proof.** If $u \in \mathcal{M}(x, y)$, then $u(0, \cdot) = v + w$ for some $v \in W^u(\pi(x); -\nabla \psi_{H^*})$ and $w \in \mathbb{R}^{2n} \oplus \mathbb{H}_{1/2}^-$. This yields the estimate

$$\int_{[0, +\infty) \times T} |\partial_s u|^2 \, ds \, dt = \Phi_H(u(0, \cdot)) - \Phi_H(y) \leq \Psi_{H^*}(v) - \Phi_H(y) \leq \Psi_{H^*}(\pi(x)) - \Phi_H(y) = \Phi_H(x) - \Phi_H(y)$$

(7.1)
where we have used Lemma 5.1 and Proposition 5.2. If we have $\Phi_H(x) = \Phi_H(y)$, the two inequalities in (7.1) become equalities and $u(s, \cdot) = y$ for all $s \in [0, +\infty)$. The last inequality is equality if and only if $\pi(x) = v$. That the first one is equality is equivalent to $w \in \mathbb{R}^{2n}$ and $u(0, \cdot) = y$ is a critical point of $\Phi_H$ by Proposition 5.2. Therefore $\pi(x) + w = y$ and by Lemma 5.1 again, this shows that $x = y$. 

In this section, we exhibit the functional setting which allows us to see $\mathcal{M}(x, y)$ as the set of zeroes of a nonlinear Fredholm map. We consider the following space of $\mathbb{R}^{2n}$-valued maps on the positive half-cylinder converging to $y$ for $s \to +\infty$ and having the prescribed boundary condition at $s = 0$:

$$
\mathcal{H}_{x,y} := \{ u : (0, +\infty) \times \mathbb{T} \to \mathbb{R}^{2n} \mid u - y \in H^1((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}), u(0, \cdot) \in \pi^{-1}(W^u(\pi(x); -\nabla \psi_{H^*})) + \mathbb{H}_{1/2}^{-1} \}.
$$

Notice that the tangent space of $M$ at any point has trivial intersection with $\mathbb{H}_{1/2}^{-1}$ and therefore the set

$$
\pi^{-1}(W^u(\pi(x); -\nabla \psi_{H^*})) + \mathbb{H}_{1/2}^{-1}
$$

is a smooth submanifold of $\mathbb{H}_{1/2}^{-1}$ having infinite dimension and codimension. The boundary condition at $s = 0$ in the definition of $\mathcal{H}_{x,y}$ is well posed because the trace of an $H^1$ map on the half-cylinder belongs to $\mathbb{H}_{1/2}^{-1}$. Therefore, $\mathcal{H}_{x,y}$ is a smooth submanifold of the affine Hilbert space

$$
y + H^1((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}).
$$

On $\mathcal{H}_{x,y}$ we shall consider the topology and the differentiable structure which is induced by this embedding. This Hilbert manifold is the domain of the map

$$
\overline{\partial}_{J,H} : \mathcal{H}_{x,y} \to L^2((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}), \quad \overline{\partial}_{J,H} u = \overline{\partial}_J u - \nabla_j H_t(u),
$$

where the Cauchy-Riemann operator $\overline{\partial}_J = \partial_s + J\partial_t$ is to be understood in the distributional sense. It is easy to check that this map is well defined, meaning that $\overline{\partial}_{J,H} u$ belongs indeed to $L^2((0, +\infty) \times \mathbb{T})$. Indeed, if $u = y + u_0$, $u_0 \in H^1((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n})$, is an element of $\mathcal{H}_{x,y}$ we have

$$
\overline{\partial}_{J,H} u = \overline{\partial}_J u_0 + J(s, t, u)(y' - X_{H_t}(y + u_0)).
$$

Since $\|J\|_\infty < \infty$, the map $\overline{\partial}_J u_0$ belongs to $L^2((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n})$. The fact that $y$ is a 1-periodic orbit of $X_H$ implies that $y' - X_{H_t}(y + u_0)$ belongs to $L^2((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n})$ as well. To see this, we compute

$$
y' - X_{H_t}(y + u_0) = y' - X_{H_t}(y) - \int_0^1 \frac{d}{d\theta} X_{H_t}(y + \theta u_0)d\theta = \int_0^1 J_0 \nabla^2 H_t(y + \theta u_0)u_0 d\theta,
$$

and obtain the pointwise estimate

$$
|y'(t) - X_{H_t}(y(t) + u_0(s, t))| \leq \|\nabla^2 H\|_\infty |u_0(s, t)|
$$
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which in particular implies
\[ \| y' - X_H(y + u_0) \|_{L^2((0, +\infty) \times \mathbb{T})}^2 \leq \| \nabla^2 H \|_\infty^2 \| u_0 \|_{L^2((0, +\infty) \times \mathbb{T})}^2 < +\infty. \]
This shows that \( \overline{\partial}_{J,H} u \) belongs to \( L^2((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \). The regularity and growth assumptions on \( H \) easily imply that the map \( \overline{\partial}_{J,H} \) is smooth.

We claim that the set of zeroes of \( \partial_{J,H} \) coincides with \( \mathcal{M}(x, y) \). In order to prove the inclusion \( \mathcal{M}(x, y) \subset \partial_{J,H}^{-1}(0) \), we have just to prove that every \( u \in \mathcal{M}(x, y) \) is also in \( \mathcal{H}_{x,y} \). This is true because by the non-degeneracy of \( y \) the elements \( u \) of \( \mathcal{M}(x, y) \) converge to \( y \) for \( s \to +\infty \) exponentially fast together with all their derivatives, and in particular \( u - y \in H^1((0, +\infty) \times \mathbb{T}) \). The opposite inclusion instead follows from the next regularity result:

**Proposition 7.2.** Let \( u \in \mathcal{H}_{x,y} \) be such that \( \overline{\partial}_{J,H} u = 0 \). Then \( u \) is smooth on \([0, +\infty) \times \mathbb{T}\) and \( u(s, \cdot) \to y \) for \( s \to +\infty \) in \( C^\infty(\mathbb{T}, \mathbb{R}^{2n}) \).

The regularity of \( u \) on the open half-cylinder \((0, +\infty) \times \mathbb{T}\) does not follow from the standard regularity results in Floer theory (see e.g. [MS04, Appendix B.4]), because these require the map \( u \) to be in \( W^{1,p}_{loc} \) for some \( p > 2 \), or at least in \( H^1_{loc} \cap C^0 \) (see [IS99, Section 2.3] or [IS00]). However, a different argument implies that interior regularity holds also for solutions of the Floer equation that are just \( H^1 \). This argument is explained in Appendix A.

The convergence to \( y \) in \( C^\infty(\mathbb{T}, \mathbb{R}^{2n}) \) is due to the non-degeneracy of \( y \), see e.g. [Sal99, Section 2.7]. It remains to prove that \( u \) is smooth up to the boundary. The proof of this fact is based on a bootstrap argument which makes use of the following lemmas. In what follows, we omit the subscript in the standard Cauchy-Riemann operator \( \overline{\partial}_{J_0} = \overline{\partial} \).

**Lemma 7.3.** Let \(-\infty < a < b < +\infty\) and \( u \in H^1((a, b) \times \mathbb{T}, \mathbb{R}^{2n}) \). Denote by \( \alpha \) and \( \beta \) the boundary traces of \( u \),
\[ \alpha(t) := u(a, t), \quad \beta(t) := u(b, t), \]
which are almost everywhere well defined functions belonging to \( H^{1/2}(\mathbb{T}, \mathbb{R}^{2n}) \). Then
\[ \int_{(a,b) \times \mathbb{T}} |\nabla u|^2 \, dsdt = \int_{(a,b) \times \mathbb{T}} |\overline{\partial} u|^2 \, dsdt - 2 \int_\mathbb{T} \beta^* \lambda_0 + 2 \int_\mathbb{T} \alpha^* \lambda_0, \]
and
\[ \int_{(a,b) \times \mathbb{T}} |\nabla u|^2 \, dsdt = \int_{(a,b) \times \mathbb{T}} |\overline{\partial}^* u|^2 \, dsdt + 2 \int_\mathbb{T} \beta^* \lambda_0 - 2 \int_\mathbb{T} \alpha^* \lambda_0, \]
where \( \overline{\partial} = -\partial_s + J_0 \partial_t \).

The simple proof of the lemma is based on Stokes’ theorem, see [AS15, Lemma 1.1].

**Lemma 7.4.** Let \( u \in H^1((0, 1) \times \mathbb{T}, \mathbb{R}^{2n}) \cap C^\infty((0, 1] \times \mathbb{T}, \mathbb{R}^{2n}) \) be such that \( \overline{\partial} u \) belongs to \( H^1((0, 1) \times \mathbb{T}, \mathbb{R}^{2n}) \) and \( u(0, \cdot) = v + w \),
with \( v \in C^\infty(\mathbb{T}, \mathbb{R}^{2n}) \) and \( w \in H_{-1/2}^1 \). Then \( u \) belongs to \( H^2((0, 1) \times \mathbb{T}, \mathbb{R}^{2n}) \). Moreover,
\[
\|\nabla^2 u\|_{L^2((0,1)\times\mathbb{T})} \leq C(\|\overline{\partial} u\|_{H^1((0,1)\times\mathbb{T})} + \|\partial_t u(1, \cdot)\|_{1/2} + \|v\|_{1/2}),
\]
for some \( C > 0 \).

**Proof.** Set
\[
\Delta_h u(s, t) := \frac{u(s, t + h) - u(s, t)}{h},
\]
where \( h \in \mathbb{R} \). The fact that \( u \) is in \( H^1 \) implies that
\[
\lim_{h \to 0} \Delta_h u = \partial_t u \quad \text{in} \quad L^2((0, 1) \times \mathbb{T}, \mathbb{R}^{2n}).
\]
Indeed, this follows from the inequality
\[
\|\Delta_h u - \partial_t u\|_{L^2((0,1)\times\mathbb{T})}^2 = \int_{(0,1)\times\mathbb{T}} \left( \int_0^1 (\partial_t u(s, t + \theta h) - \partial_t u(s, t)) d\theta \right)^2 dsdt
\leq \int_{(0,1)\times\mathbb{T}} \left( \int_0^1 |\partial_t u(s, t + \theta h) - \partial_t u(s, t)|^2 d\theta \right) dsdt
= \int_0^1 \|T_\theta \partial_t u - \partial_t u\|_{L^2((0,1)\times\mathbb{T})}^2 d\theta,
\]
where \( T_h \) is the translation operator \( T_h u(s, t) = u(s, t + h) \), and from the fact that \( T_h \partial_t u \to \partial_t u \) in \( L^2((0, 1) \times \mathbb{T}) \) for \( h \to 0 \) because \( \partial_t u \) belongs to \( L^2((0, 1) \times \mathbb{T}) \).

Analogously, the function
\[
f := \overline{\partial} u \in H^1((0, 1) \times \mathbb{T}, \mathbb{R}^{2n}) \cap C^\infty((0, 1] \times \mathbb{T}, \mathbb{R}^{2n})
\]
satisfies
\[
\lim_{h \to 0} \Delta_h f = \partial_t f \quad \text{in} \quad L^2((0, 1) \times \mathbb{T}).
\]
The fact that \( u \) is in \( C^\infty((0, 1] \times \mathbb{T}) \) implies that for every \( \epsilon > 0 \)
\[
\lim_{h \to 0} \Delta_h u = \partial_t u \quad \text{in} \quad C^\infty([\epsilon, 1] \times \mathbb{T}).
\]
In particular,
\[\nabla \Delta_h u \to \nabla \partial_t u \quad \text{pointwise in} \quad (0, 1] \times \mathbb{T},\]
and by the Fatou Lemma
\[
\|\nabla \partial_t u\|_{L^2((0,1)\times\mathbb{T})} \leq \liminf_{h \to 0} \|\nabla \Delta_h u\|_{L^2((0,1)\times\mathbb{T})}. \tag{7.3}
\]
We claim that the right-hand side of this inequality is finite. Indeed, by the identity of Lemma \( 7.3 \) we have
\[
\int_{(0,1)\times\mathbb{T}} |\nabla \Delta_h u|^2 dsdt = \int_{(0,1)\times\mathbb{T}} \overline{\partial} \Delta_h u|^2 dsdt - 2 \int_{\mathbb{T}} (\Delta_h u(1, \cdot))^* \lambda_0 + 2 \int_{\mathbb{T}} (\Delta_h u(0, \cdot))^* \lambda_0
\]
\[
= \int_{(0,1)\times\mathbb{T}} |\Delta_h f|^2 dsdt - 2 \int_{\mathbb{T}} (\Delta_h u(1, \cdot))^* \lambda_0 + 2 \int_{\mathbb{T}} (\Delta_h v)^* \lambda_0 + 2 \int_{\mathbb{T}} (\Delta_h v)^* \lambda_0.
\]
The first integral in the last expression converges to the square of the $L^2$ norm of $\partial_t u$. The second and third one converge to the integral of $\partial_t u(1, \cdot)\lambda_0$ and $(v')^*\lambda_0$ over $\mathbb{T}$, because the functions $u(1, \cdot)$ and $v$ are smooth. The last integral is non-positive, because $\Delta_h w$ belongs to $H^{-1/2}$. We conclude that

$$
\lim_{h \to 0} \sup \|\nabla \Delta_h u\|_{L^2((0,1) \times \mathbb{T})}^2 \leq \int_{(0,1) \times \mathbb{T}} |\partial_t f|^2 dsdt - 2 \int_{\mathbb{T}} (\partial_t u(1, \cdot))^*\lambda_0 + 2 \int_{\mathbb{T}} (v')^*\lambda_0 < +\infty,
$$

and by (7.3) the $L^2$ norm of $\nabla \partial_t u$ is finite. Equivalently, the functions $\partial_s \partial_t u$ and $\partial_t^2 u$ have finite $L^2$ norm on $(0, 1) \times \mathbb{T}$. From the identity

$$
\partial_t^2 u = \partial_s \partial_t u - J_0 \partial_s \partial_t h = \partial_s f - J_0 \partial_s \partial_t h
$$

and the fact that $f$ is in $H^1((0, 1) \times \mathbb{T})$, we deduce that also the $L^2$ norm of $\partial_s^2 u$ is finite. We conclude that $u$ is in $H^2((0, 1) \times \mathbb{T})$.

From (7.3) and (7.4) we deduce the bound

$$
\|\partial_t^2 u\|_{L^2((0,1) \times \mathbb{T})} + \|\partial_s \partial_t u\|_{L^2((0,1) \times \mathbb{T})} = \|\nabla \partial_t u\|_{L^2((0,1) \times \mathbb{T})} \leq \|\partial_t \partial_s u\|_{L^2((0,1) \times \mathbb{T})} + 2\|\partial_t u(1, \cdot)\|_{L^2} + 2\|v'\|_{L^2}.
$$

The bound (7.2) follows from the above inequality together with (7.5).

In order to complete the bootstrap argument, we need the following easy consequence of the chain rule.

**Lemma 7.5.** Let $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ and $u \in C^\infty((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$. Let $h \geq 0$ and $k \geq 0$ be integers with $h + k \geq 1$. Then

$$
\partial^h \partial_t^k (\nabla H_t \circ u) = \nabla^2 H_t(u)\partial^h \partial_t^k u + p,
$$

where $p$ is a $\mathbb{R}^{2n}$-valued polynomial mapping of the partial derivatives $\partial^i \partial_t^j u$ with $0 \leq i \leq h$, $0 \leq j \leq k$, $1 \leq i + j \leq h + k - 1$, whose coefficients are of the form $A(t, u(s, t))$, where $A$ is smooth.

**Proof.** We argue by induction on $h + k$. If $h + k = 1$, then either $h = 1$ and $k = 0$ or $h = 0$ and $k = 1$. In the first case we find

$$
\partial_s (\nabla H_t \circ u) = \nabla^2 H_t(u)\partial_s u,
$$

so the desired conclusion holds with $p = 0$. In the second case we have

$$
\partial_t (\nabla H_t \circ u) = \nabla^2 H_t(u)\partial_t u + \nabla(\partial_t H_t)(u),
$$

so the desired conclusion holds with $p$ being the polynomial map of degree 0

$$
p = A(t, z) := \nabla(\partial_t H_t)(z) \quad \forall (t, z) \in \mathbb{T} \times \mathbb{R}^{2n},
$$

$$
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$$
which is indeed smooth.

Now we assume that the thesis is true for all integers \( h \geq 0 \) and \( k \geq 0 \) with \( 1 \leq h+k \leq \ell \), for a given \( \ell \geq 1 \). Let \( h' \geq 0 \) and \( k' \geq 0 \) be integers with \( h'+k' = \ell + 1 \). Our aim is to show that \( \partial_s^{h'} \partial_t^{k'} (\nabla H_t \circ u) \) has the desired form.

We first assume that \( k' \leq \ell \), so that \( h' \geq 1 \). Then the inductive assumption implies that

\[
\partial_s^{h'-1} \partial_t^{k'} (\nabla H_t \circ u) = \nabla^2 H_t(u) \partial_s^{h'-1} \partial_t^{k'} u + p,
\]

where \( p \) is a polynomial map of the partial derivatives \( \partial_s \partial_t u \) with \( 0 \leq i \leq h'-1, 0 \leq j \leq k' \), \( 1 \leq i + j \leq h' + k' - 2 \), whose coefficients are of the form \( A(t, u(t)) \), where \( A \) is smooth. By differentiating the above identity with respect to \( s \) we obtain

\[
\partial_s^{h'} \partial_t^{k'} (\nabla H_t \circ u) = \nabla^2 H_t(u) \partial_s^{h'} \partial_t^{k'} u + \nabla^3 H_t(u) [\partial_s u, \partial_s^{h'-1} \partial_t^{k'} u] + \partial_s p.
\]

The middle term on the right-hand side is a bilinear map in \( \partial_s u \) and \( \partial_s^{h'-1} \partial_t^{k'} u \), which are partial derivatives of \( u \) of order not exceeding \( h' + k' - 1 \), with coefficient of the form \( A(t, u(s, t)) \), where

\[
A(t, z) := \nabla^3 H(t)(z) \quad \forall (t, z) \in T \times \mathbb{R}^{2n},
\]

is smooth. When we differentiate \( p \) with respect to \( s \) we obtain terms of two kinds. The terms of the first kind are obtained by differentiating a given coefficient \( A(t, u(s, t)) \) with respect to \( s \). This produces a term of the form \( \nabla A(t, u) \partial_t u \). This term is a multilinear in the set of partial derivatives of \( u \) of admissible order. Such a term has the required form.

The terms of the second kind are obtained by differentiating with respect to \( s \) a given partial derivative of \( u \). This operation produces a monomial in which a term of the form \( \partial_s^i \partial_t^j u \), with \( 0 \leq i \leq h' - 1, 0 \leq j \leq k' \), \( 1 \leq i + j \leq h' + k' - 2 \), is replaced by \( \partial_s^{i+1} \partial_t^j u \). Since \( i + 1 \leq h' \), the new monomial satisfies the required conditions. We conclude that \( \partial_s p \) is a polynomial map of the partial derivatives \( \partial_s \partial_t^j u \) with \( 0 \leq i \leq h', 0 \leq j \leq k' \), \( 1 \leq i + j \leq h' + k' - 1 \), whose coefficients are of the required form.

There remains to consider the case \( k' = \ell + 1 \), which implies that \( h' = 0 \). By the inductive assumption we have

\[
\partial_t^\ell (\nabla H_t \circ u) = \nabla^2 H_t(u) \partial_t^\ell u + p,
\]

where \( p \) is a polynomial map in \( \partial_t u, \partial_t^2 u, \ldots, \partial_t^{\ell-1} u \), whose coefficients have the required form. Differentiation with respect to \( t \) gives

\[
\partial_t^{\ell+1} (\nabla H_t \circ u) = \nabla^2 H_t(u) \partial_t^{\ell+1} u + \nabla^3 H_t(u) [\partial_t u, \partial_t^\ell u] + \nabla^2 (\partial_t H_t)(u) \partial_t^\ell u + \partial_t p.
\]

The maps

\[
(t, z) \mapsto \nabla^3 H(t)(z) \quad (t, z) \mapsto \nabla^2 (\partial_t H_t)(z)
\]

are smooth. Moreover, an argument analogous to the previous one shows that \( \partial_t p \) is a polynomial map of the partial derivatives \( \partial_t^j u \) with \( 1 \leq j \leq \ell \), whose coefficients are of the required form.

This proves that in both cases \( \partial_s^{h'} \partial_t^{k'} (\nabla H_t \circ u) \) has the desired form and concludes the proof of the induction step. \( \square \)
Proof of Proposition 7.2. We can now conclude the proof of Proposition 7.2 by showing that $u$ is smooth up to the boundary. By the Sobolev embedding theorems, it is enough to prove that the restriction of $u$ to $(0, 1) \times \mathbb{T}$ belongs to $H^k((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$ for every natural number $k$. It certainly belongs to $H^1((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$ by the definition of $\mathcal{H}_{x,y}$. Note that on $(0, 1) \times \mathbb{T}$, $J = J_0$ and the equation $\partial_{J,H} u = 0$ simplifies to
\[
\partial u = \nabla H_t(u). \tag{7.6}
\]
Since the Hessian of $H_t$ is globally bounded, the maps
\[
\partial_t(\nabla H_t(u)) = \nabla^2 H_t(u) \partial_s u, \quad \partial_s(\nabla H_t(u)) = \nabla^2 H_t(u) \partial_t + \nabla(\partial_t H_t)(u),
\]
belong to $L^2((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$. Therefore, the right-hand side of (7.6) belongs to $H^1((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$. Thanks to the boundary conditions satisfied by $u$, Lemma 7.4 implies that the restriction of $u$ to $(0, 1) \times \mathbb{T}$ belongs to $H^2((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$. In particular, $u$ extends continuously to the closed half-cylinder $[0, +\infty) \times \mathbb{R}$ and is globally bounded.

Arguing by induction, we assume that the restriction of $u$ to $(0, 1) \times \mathbb{T}$ belongs to $H^k((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$ for some integer $k \geq 2$ and need to show that it belongs to $H^{k+1}((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$. By differentiating (7.6) $k - 1$ times with respect to $t$ we obtain, thanks to Lemma 7.5
\[
\partial t^{k-1} u = \nabla^2 H_t(u) \partial_t^{k-1} u + p, \tag{7.7}
\]
where $p$ is a $\mathbb{R}^{2n}$-valued polynomial mapping of the partial derivatives $\partial_t u, \ldots, \partial_t^{k-2} u$ whose coefficients are of the form $A(t, u(t))$, where $A$ is smooth. By the inductive assumption, the function $\partial_t^{k-1} u$ belongs to $H^1((0, 1) \times \mathbb{T}) \cap C^\infty((0, 1] \times \mathbb{T})$. Therefore, its trace at $s = 0$ is in $\mathbb{H}_{1/2}$ and, since
\[
\nu(0, \cdot) \in \pi^{-1}(W^u(x; -\nabla \psi_{H^*})) + \mathbb{H}_{1/2}^{-}
\]
where the first set consists of smooth loops by Proposition 6.3, it has the form
\[
\partial_t^{k-1} u(0, \cdot) = \nu + w,
\]
where $\nu$ is a smooth loop and $w$ is an element of $\mathbb{H}_{1/2}^{-}$ which is the $(k - 1)$-th derivative of an element of $\mathbb{H}_{1/2}^{-}$. As such, $w$ also belongs to $\mathbb{H}_{1/2}^{-}$.

By differentiating the right-hand side of (7.7) we get
\[
\nabla(\nabla^2 H_t(u) \partial_t^{k-1} u + p) = \nabla^2 H_t(u) \partial_t^{k-1} \nabla u + q,
\]
where
\[
q = \nabla^2(\partial_t H_t)(u) \partial_t^{k-1} u + \nabla^3 H_t(u)[\nabla u, \partial_t^{k-1} u] + \nabla p
\]
is a $\mathbb{R}^{2n}$-valued polynomial mapping of the partial derivatives
\[
\partial_t u, \ldots, \partial_t^{k-1} u, \partial_s u, \partial_s \partial_t u, \ldots, \partial_s \partial_t^{k-2} u
\]
whose coefficients are of the form $A(t, u(t))$, where $A$ is smooth. Note that the coefficients $A(t, u(s, t))$ are uniformly bounded since $u$ is bounded as observed above. The function
\[ \nabla^2 H_t(u)\partial_t^{k-1}\nabla u \text{ is in } L^2((0,1) \times \mathbb{T}) \] because of the inductive assumption and the boundedness of \( \nabla^2 H \). The polynomial mapping \( q \) has the pointwise estimate
\[ |q|^2 \leq C(1 + |\partial_u|^N + \cdots + |\partial_t^{k-1}u|^N + |\partial_s u|^N + |\partial_s \partial_t u|^N + \cdots + |\partial_s \partial_t^{k-2}u|^N) \]
on (0,1) \times \mathbb{T} for a suitable positive number \( C \) and a suitable natural number \( N \). Thanks to the Sobolev embedding of \( H^k((0,1) \times \mathbb{T}) \) into \( W^{k-1,N}((0,1) \times \mathbb{T}) \), all the partial derivatives which appear in the right-hand side of the above estimate are in \( L^N((0,1) \times \mathbb{T}) \) and hence \( q \) is in \( L^2((0,1) \times \mathbb{T}) \). We conclude that the right-hand side of (7.7) is in \( H^1((0,1) \times \mathbb{T}) \). Then we can apply Lemma 7.4 to the function \( \partial_t^{k-1}u \) and we obtain that this function belongs to \( H^2((0,1) \times \mathbb{T}) \), which means that the functions \( \partial_s^2 \partial_t^{k-1}u, \partial_s \partial_t^k u \) and \( \partial_t^{k+1} u \) are in \( L^2((0,1) \times \mathbb{T}) \).

The fact that \( u \) solves the equation (7.6) easily implies that all other derivatives of order \( k+1 \) of \( u \) are in \( L^2((0,1) \times \mathbb{T}) \). Indeed, by applying the differential operator \( \partial_s^2 \partial_t^{k-2} \) to (7.6) we obtain, thanks to Lemma 7.5,
\[ \partial_s^2 \partial_t^{k-2}u = -J_0 \partial_s^2 \partial_t^{k-1}u + \nabla^2 H_t(u) \partial_s^2 \partial_t^{k-2}u + r, \]
where \( r \) is a \( \mathbb{R}^{2n} \)-valued polynomial mapping of the partial derivatives
\[ \partial_t u, \ldots, \partial_t^{k-2} u, \partial_s u, \partial_s \partial_t u, \ldots, \partial_s \partial_t^{k-2} u, \partial_s^2 u, \partial_s^2 \partial_t u, \ldots, \partial_s^2 \partial_t^{k-3} u \]
whose coefficients are of the form \( A(t, u(t)) \), where \( A \) is smooth. Arguing as above, we deduce that \( \partial_s^2 \partial_t^{k-2} u \) belongs to \( L^2((0,1) \times \mathbb{T}) \). Iteratively, we conclude that all derivatives of order \( k+1 \) of \( u \) belong to \( L^2((0,1) \times \mathbb{T}) \) and hence \( u \) is in \( H^{k+1}((0,1) \times \mathbb{T}) \), as we wished to prove.

\[ \square \]

8 The Fredholm index of the hybrid problem

We continue to assume that \( H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n}) \) is non-degenerate, quadratically convex and non-resonant at infinity. Let \( J \) be as before a family of uniformly bounded \( \omega_0 \)-compatible almost complex structures smoothly parametrized by \([0, +\infty) \times \mathbb{T} \), such that \( J(s, t) = J_0 \) for all \( s \in [0,1] \) and \( J(s, t) \) is independent of \( s \) for all \( s \) large. The aim of this section is to prove the following result.

**Proposition 8.1.** Let \( x \) and \( y \) be 1-periodic orbits of \( X_H \). For every \( u \in \mathcal{M}(x,y) \), the linear operator
\[ D\overline{\partial}_{J,H}(u) : T_u H_{x,y} \longrightarrow L^2((0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \]
is Fredholm of index \( \mu_{CZ}(x) - \mu_{CZ}(y) \).

Given a closed linear subspace \( V \) of \( \mathbb{H}_{1/2} = H^{1/2}(\mathbb{T}, \mathbb{R}^{2n}) \) we define
\[ H^1_t([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) := \{ u \in H^1([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \mid u(0, \cdot) \in V \}. \]
This is a well-defined closed subspace of \( H^1([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \) because the trace operator
\[ tr_0 : H^1([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \rightarrow \mathbb{H}_{1/2}, \quad u \mapsto u(0, \cdot), \]
is continuous. The proof of the above result relies on the following proposition.
Proposition 8.2. Let \( A \in C^0([0, +\infty) \times \mathbb{T}, L(\mathbb{R}^{2n})) \) be a continuous map into the space of linear endomorphisms of \( \mathbb{R}^{2n} \). Let \( J \in C^0([0, +\infty) \times \mathbb{T}, L(\mathbb{R}^{2n})) \) be a continuous map such that \( J(s, t) \) is an \( \omega_0 \)-compatible almost complex structure for every \((s, t) \in [0, +\infty) \times \mathbb{T} \) and \( J(s, t) = J_0 \) for every \( s \in [0, 1] \times \mathbb{T} \). We assume that \(-J_0 J(\pm \infty, t)A(\pm \infty, t)\) is symmetric for every \( t \in \mathbb{T} \). Denote by \( Z_A : [0, 1] \to \text{Sp}(2n) \) be the symplectic path which is defined by

\[
Z_A(0) = I, \quad Z_A'(t) = -J(\pm \infty, t)A(\pm \infty, t)Z_A(t) \quad \forall t \in [0, 1],
\]

and assume that \( Z_A \) is non-degenerate, meaning that 1 is not an eigenvalue of \( Z_A(1) \). So \( Z_A \in \mathcal{SP}(2n) \) and its Conley-Zehnder index is denoted by \( \mu_{CZ}(Z_A) \). Let \( V \) be a closed linear subspace of \( \mathbb{H}^{1/2} \) which is a compact perturbation of \( \mathbb{H}^{-1/2} \). Then the linear operator

\[
T : \mathcal{H}^1_V([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \to \mathcal{L}^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}), \quad u \mapsto \partial_s u + J \partial_t u - Au,
\]

is Fredholm of index

\[
\text{ind} T = \dim(V, \mathbb{H}^{-1/2}_1 \oplus E^-) - \mu_{CZ}(Z_A).
\]

Proof of Proposition 8.1. Let \( u \in \mathcal{M}(x, y) \) and write

\[
u(0, \cdot) = v + w,
\]

where \( v \in W^u(\pi(x); -\nabla \psi_{H^*}) \), seen as a loop with zero mean, and \( w \in \mathbb{R}^{2n} \oplus \mathbb{H}^{-1/2}_1 \). The tangent space of \( \mathcal{H}_{x, y} \) at \( u \) is

\[
T_u \mathcal{H}_{x, y} = \mathcal{H}^1_V([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}),
\]

where

\[
V := T_v W^u(\pi(x); -\nabla \psi_{H^*}) \oplus \mathbb{R}^{2n} \oplus \mathbb{H}^{-1/2}_1
\]

is a closed linear subspace of \( \mathbb{H}^{1/2}_1 \). This subspace is clearly a compact perturbation of \( \mathbb{H}^{-1/2}_1 \) and

\[
\dim(V, \mathbb{H}^{-1/2}_1 \oplus E^-) = \dim(T_v W^u(\pi(x); -\nabla \psi_{H^*}) \oplus \mathbb{R}^{2n} \oplus \mathbb{H}^{-1/2}_1) + \dim(\mathbb{R}^{2n} \oplus \mathbb{H}^{-1/2}_1, \mathbb{H}^{-1/2}_1) + \dim(\pi(x); \psi_{H^*}) + n.
\]

Together with Propositions 5.3 and 1.1 we find

\[
\dim(V, \mathbb{H}^{-1/2}_1 \oplus E^-) = \text{ind}_{\mathbb{E}_{1/2} \oplus E^-}(x; \Phi_H) - n + n = \mu_{CZ}(x).
\]

The differential of \( \overline{\partial}_{J, H} \) at \( u \) is an operator of the form considered in Proposition 8.2 that is

\[
D\overline{\partial}_{J, H}(u) : \mathcal{H}^1_V([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \to \mathcal{L}^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}), \quad v \mapsto \partial_s v + J(s, t, u) \partial_t v - A(s, t) v,
\]

where

\[
A(s, t) v = J(s, t, u) \nabla_v X_{H^*}(u(s, t)) - \nabla_v J(s, t, u)(\partial_t u(s, t) - X_{H^*}(u(s, t)))
\]
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Proposition 8.2 implies that this operator is Fredholm of index

Thanks to the above computation of the relative dimension of \( V \) with respect to \( H_{1/2}^1 \oplus E^- \), Proposition 8.2 implies that this operator is Fredholm of index

\[ \mu_{CZ}(x) - \mu_{CZ}(y). \]

Proof of Proposition 8.2. Let \( \Lambda(s, t) \) be a family of endomorphisms smoothly depending on \((s, t) \in [0, +\infty) \times \mathbb{T}\) such that

\[ \Lambda(s, t)^* \omega_0 = \omega_0, \quad \Lambda(s, t)^* J(s, t) = J_0, \quad \Lambda(s, t) = I \quad \text{for all } (s, t) \in [0, 1] \times \mathbb{T}. \]

Then \( T \) conjugates to an operator \( T_\Lambda \) by \( \Lambda \) of the form

\[ T_\Lambda : H^1_\nu([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \to L^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}), \quad u \mapsto \partial_s u + J_0 \partial_t u - A_\Lambda u \]

where \( A_\Lambda : [0, +\infty) \times \mathbb{T} \to L(\mathbb{R}^{2n}) \). To show that \( T_\Lambda \) is Fredholm, we choose smooth cut-off functions \( \beta_0, \beta_1, \beta_2 : [0, +\infty) \to [0, 1] \) such that

\[ \supp \beta_0 \subset [0, 1], \quad \supp \beta_1 \subset [1/2, \tau - 1], \quad \supp \beta_2 \subset [\tau - 2, +\infty), \quad \beta_1 + \beta_2 + \beta_3 = 1. \]

where \( \tau > 0 \) is determined below. For \( u \in H^1_\nu([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \), let \( u_0 = \beta_0 u, \quad u_1 = \beta_1 u, \) and \( u_2 = \beta_2 u. \)

Since \( u_0 \) has support in \([0, 1] \times \mathbb{T}\), using the first identity in Lemma 7.3 we estimate

\[ \| \nabla u_0 \|^2_{L^2([0, +\infty) \times \mathbb{T})} = \| \partial u_0 \|^2_{L^2([0, +\infty) \times \mathbb{T})} + 2 \int_\mathbb{T} u(0, \cdot)^* \lambda_0 \]

\[ \leq \| \partial u_0 \|^2_{L^2([0, +\infty) \times \mathbb{T})} + 2 \int_\mathbb{T} (P^+ u(0, \cdot))^* \lambda_0 \]

\[ = \| \partial u_0 \|^2_{L^2([0, +\infty) \times \mathbb{T})} + \| P^+ tr_0 u_0 \|_{1/2}^2. \]

This implies

\[ \| u_0 \|_{H^1([0, +\infty) \times \mathbb{T})} \leq c_0 \left( \| T_\Lambda u_0 \|_{L^2([0, +\infty) \times \mathbb{T})} + \| u_0 \|_{L^2([0, 1] \times \mathbb{T})} + \| P^+ tr_0 u_0 \|_{1/2} \right) \quad (8.1) \]

where \( c_0 = 1 + \| A_\Lambda \|_{L^\infty} \).

The estimates for \( u_1 \) and \( u_2 \) below are standard. Applying the Calderon-Zygmund estimate to \( u_2 \), we know that there exists \( c_1 > 0 \) such that

\[ \| u_1 \|_{H^1([0, +\infty) \times \mathbb{T})} \leq c_1 \left( \| T_\Lambda u_1 \|_{L^2([0, +\infty) \times \mathbb{T})} + \| u_1 \|_{L^2([0, \tau] \times \mathbb{T})} \right). \]

Since \( Z_\Lambda \) is non-degenerate, for sufficiently large \( \tau \), there exists \( c_2 > 0 \) such that

\[ \| u_2 \|_{H^1([0, +\infty) \times \mathbb{T})} \leq c_2 \| T_\Lambda u_2 \|_{L^2([0, +\infty) \times \mathbb{T})} \]
Putting the above three estimates together, we obtain $c_3 > 0$ such that
\[ \|u\|_{H^1([0, +\infty) \times T, \mathbb{R}^{2n})} \leq c_3 \left( \|T_A u\|_{L^2([0, +\infty) \times T, \mathbb{R}^{2n})} + \|u\|_{L^2([0, \tau] \times T, \mathbb{R}^{2n})} + \|P^+ tr_0 u\|_{1/2} \right). \] (8.2)

Since $V$ is a compact perturbation of $\mathbb{H}^{-1}_{1/2}$,
\[ P^+|_V : V \to \mathbb{H}^{-1}_{1/2} \]
and hence $P^+|_V \circ tr_0$ is a compact operator. A standard arguments using (8.2) shows that $T_\lambda$ is semi-Fredholm. To conclude that $T_\lambda$ is Fredholm, we analyze the formal adjoint operator $T_\lambda^*$ which enjoys the property $\ker T_\lambda^* = \text{coker} T_\lambda$. In view of the computation
\[ \int_{[0, +\infty) \times T} v \cdot T_A u \, dsdt = \int_{[0, +\infty) \times T} (-\partial_s v + J_0 \partial_t v - A^*_\lambda) \cdot u \, dsdt - \int_{\{0\} \times T} v \cdot u \, dt \]
for a compactly supported smooth map $v : [0, +\infty) \times T \to \mathbb{R}^{2n}$, where we have used integration by parts, it is defined as
\[ T_\lambda^* : H^1_V([0, +\infty) \times T, \mathbb{R}^{2n}) \to L^2([0, +\infty) \times T, \mathbb{R}^{2n}), \quad -\partial_s + J_0 \partial_t - A^*_\lambda, \]
where $A^*_\lambda$ denotes the transpose of $A_\lambda$. Here $V^\perp$ is the orthogonal complement of $V$ with respect to the $L^2$-metric which is a compact perturbation of $\mathbb{H}^+_{1/2}$. Arguing as above, one can readily see that $T_\lambda^*$ also satisfies an inequality like (8.2) with $P^+$ replaced by $P^-$ using the second identity in Lemma 7.3. This proves that $T_\lambda^*$ is also semi-Fredholm and consequently $T_\lambda$ is Fredholm.

In order to compute the Fredholm index of $T$, we homotope $T$ to another Fredholm operator in two steps and use the following well-known facts. First, the Fredholm index is locally constant in the space of Fredholm operators and therefore the index does not change along a continuous homotopy of Fredholm operators. Second, two paths of symplectic matrices in $\mathcal{SP}(2n)$ lie in the same connected component if and only if their Conley-Zehnder indices coincide.

We choose a continuous path of $\omega_0$-compatible almost complex structures $\{J_r\}_{r \in [0, 1]}$ such that $J_0(s, t) = J_0$ and $J_1(s, t) = J(s, t)$ for all $(s, t) \in [0, +\infty] \times T$ and $J_r(s, t) = J_0$ for all $(r, s, t) \in [0, 1] \times [0, 1] \times T$, which exists due to the contractibility of the space of $\omega_0$-compatible almost complex structures. We set
\[ A_r(s, t) = -J_r(s, t) J(s, t) A(s, t) \in L(\mathbb{R}^{2n}) \]
and consider a continuous family of operators
\[ T_r : H^1_V((0, +\infty) \times T, \mathbb{R}^{2n}) \to L^2((0, +\infty) \times T, \mathbb{R}^{2n}), \quad v \mapsto \partial_s v + J_r(s, t) \partial_t v - A_r(s, t) v, \]
such that $T_1 = T$. Since its asymptotic operator at $s = +\infty$ being of the form
\[ H^1_V(T, \mathbb{R}^{2n}) \to L^2(T, \mathbb{R}^{2n}), \quad v \mapsto J_r(+\infty, t)(\partial_t v + J(+\infty, t) A(+\infty, t) v) \]
is invertible, the arguments as above show that $T_r$ is Fredholm for all $r \in [0, 1]$. Therefore we have $\text{ind } T = \text{ind } T_1 = \text{ind } T_0$. Moreover, the symplectic path $Z_{A_r}(t)$ defined by

$$Z_{A_r}(0) = I, \quad Z_{A_r}'(t) = -J_r(+\infty, t)A_r(+\infty, t)Z_{A_r}(t) \quad \forall t \in [0, 1],$$

is independent of $r$ which yields that the Conley-Zehnder index $\mu_{CZ}(Z_{A_r})$ does not change in $r$. It remains to show

$$\text{ind } T_0 = \dim (V, \mathbb{H}^{-1/2} \oplus E^-) - \mu_{CZ}(Z_A). \quad (8.3)$$

**Case 1:** The Conley-Zehnder index $\mu_{CZ}(Z_A)$ is odd.

We pick any number $\theta \in \mathbb{R} \setminus 2\pi\mathbb{Z}$ satisfying

$$\mu_{CZ}(Z_A) = 2 \left\lfloor \frac{\theta}{2\pi} \right\rfloor + 1 \quad (8.4)$$

and define a symmetric matrix

$$A_{odd} = \left( \begin{array}{cc} \theta & 0 \\ 0 & \theta \end{array} \right) \oplus \left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right)^{\oplus n-1}.$$

The associated non-degenerate path of symplectic matrices

$$Z_{A_{odd}} = e^{-tJ_0\theta} \oplus \left( \begin{array}{cc} \cosh t & \sinh t \\ \sinh t & \cosh t \end{array} \right)^{\oplus n-1}$$

satisfies $\mu_{CZ}(Z_{A_{odd}}) = \mu_{CZ}(Z_A)$ since $\left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right)$ has zero signature and thus do not contribute to the Conley-Zehnder index. Then we choose another continuous family

$$A_r : [0, +\infty] \times \mathbb{T} \to L(\mathbb{R}^{2n}), \quad r \in [-1, 0]$$

such that

- $A_0(s, t) = A(s, t)$, $A_{-1}(s, t) = A_{odd}(t)$ for all $(s, t) \in [0, +\infty] \times \mathbb{T},$
- $A_r(+\infty, t)$ is symmetric for all $t \in \mathbb{T}$ and $r \in [-1, 0]$,
- $Z_{A_r} \in SP(2n)$ for all $r \in [-1, 0]$.

Due to the last property, we have a continuous family of Fredholm operators

$$T_r = \partial_s + J_0 \partial_t - A_r : H^1_T([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \to L^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}).$$

In particular, $\text{ind } T_0 = \text{ind } T_{-1}$. Since the Fredholm index, the relative dimension, the Conley-Zehnder index are additive under direct sum, it is enough to establish (8.3) for

$$T_\theta = \partial_s + J_0 \partial_t - \theta I : H^1_T([0, +\infty) \times \mathbb{T}, \mathbb{R}^2) \to L^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^2),$$
and for 
\[ T_Q = \partial_s + J_0 \partial_t - Q : H^1_V([0, +\infty) \times \mathbb{T}, \mathbb{R}^2) \to L^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^2) \]
where \( I \) denotes the identity map on \( \mathbb{R}^2 \), \( Q = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \), and \( V \) is now a closed subspace of \( \mathbb{H}_{1/2} = H^{1/2}(\mathbb{T}, \mathbb{R}^2) \). Since \( V \) is a compact perturbation of \( \mathbb{H}_{1/2}^{-} \), the spaces \( V^\perp \cap \mathbb{H}_{1/2}^{-} \) and \( V \cap \left( \mathbb{R}^2 \oplus \mathbb{H}_{1/2}^+ \right) \) are finite dimensional. In other words, there exist \( \ell \in \mathbb{N} \), a subspace \( W_k \) of \( \mathbb{R}^2 e^{-2\pi k J_0 t} \) for \( -\ell \leq k \leq \ell \), and a closed subspace \( W^- \) of \( \mathbb{H}_{1/2}^{-} \) such that
\[ \mathbb{H}_{1/2}^{-} = W^- \oplus \bigoplus_{-\ell \leq k \leq -1} \mathbb{R}^2 e^{-2\pi k J_0 t} \]
and
\[ V = W^- \oplus \bigoplus_{-\ell \leq k \leq \ell} W_k. \]

Then we have
\[ V^\perp = W^+ \oplus \bigoplus_{-\ell \leq k \leq \ell} W_k^\perp \]
where \( W^+ \) is a closed subspace of \( \mathbb{H}_{1/2}^+ \) such that
\[ \mathbb{H}_{1/2}^+ = W^+ \oplus \bigoplus_{1 \leq k \leq \ell} \mathbb{R}^2 e^{-2\pi k J_0 t} \]
and \( W_k^\perp \) is the orthogonal complement of \( W_k \) in \( \mathbb{R}^2 e^{-2\pi k J_0 t} \).

We first compute the index of \( T_\theta \). Let \( u \in H^1_V((0, +\infty) \times \mathbb{T}, \mathbb{R}^2) \). We represent \( u \) as its Fourier series
\[ u(s, t) = \sum_{k \in \mathbb{Z}} e^{-2\pi k J_0 t} \hat{u}_k(s), \quad \hat{u}_k(s) \in \mathbb{R}^2. \]
Then the condition \( u \in \ker T_\theta \) implies
\[ 0 = T_\theta u = \partial_s u + J_0 \partial_t u - \theta u = \sum_{k \in \mathbb{Z}} e^{-2\pi k J_0 t} \left( \hat{u}'_k(s) + (2\pi k - \theta) \hat{u}_k(s) \right) \]
weduce
\[ \hat{u}_k(s) = e^{-(2\pi k - \theta)s} \hat{u}_k(0). \]
The condition that \( u \) has finite \( H^1 \)-norm translates to
\[ \hat{u}_k(0) = 0, \quad \forall k \leq \frac{\theta}{2\pi}. \]
Next we study the boundary condition \( u(0, \cdot) \in V \). Let us consider the case \( \theta < -2\pi \ell \). In this case, \( u \in \ker T_\theta \) if and only if
\[ u(0, \cdot) \in \bigoplus_{k=\left\lfloor \frac{\theta}{2\pi} \right\rfloor}^{\ell} \mathbb{R}^2 e^{-2\pi k J_0 t} \oplus \bigoplus_{k=-\ell}^{-\ell-1} W_k. \]
and hence,
\[
\dim \ker T_\theta = -2 \left( \left\lceil \frac{\theta}{2\pi} \right\rceil + \ell \right) + \sum_{k=-\ell}^{\ell} \dim W_k.
\]

If \( \theta > -2\pi \ell \), \( u \in \ker T_\theta \) exactly when
\[
u(0, \cdot) \in \bigoplus_{k=\left\lceil \frac{\theta}{2\pi} \right\rceil} W_k
\]
and thus,
\[
\dim \ker T_\theta = \sum_{k=\left\lceil \frac{\theta}{2\pi} \right\rceil}^{\ell} \dim W_k.
\]

In particular if \( \theta > 2\pi \ell \), then \( \dim \ker T_\theta = 0 \).

To compute the dimension of the cokernel of \( T_\theta \), we use its formal adjoint operator
\[
T^*_\theta : H^1_{V\perp}([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \to L^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}), \quad u \mapsto -\partial_s u + J_0 \partial_t u - \theta u.
\]

Arguing as above we can show that if \( u \in \ker T^*_\theta \),
\[
u(s, t) = \sum_{k \in \mathbb{Z}} e^{-2\pi k J_0 t} e^{(2\pi k - \theta)s} \hat{u}_k(0).
\]

Since \( u \in H^1_{V\perp}([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \), we have \( \hat{u}_k(0) = 0 \) for all \( k \geq \frac{\theta}{2\pi} \) and \( u(0, \cdot) \in V\perp \). If \( \theta < 2\pi \ell \), \( u \in \ker T^*_\theta \) is equivalent to
\[
u(0, \cdot) \in \bigoplus_{k=-\ell}^{\left\lceil \frac{\theta}{2\pi} \right\rceil} W_k\perp
\]
and this computes
\[
\dim \ker T^*_\theta = \sum_{k=-\ell}^{\left\lceil \frac{\theta}{2\pi} \right\rceil} \dim W_k\perp.
\]

In particular if \( \theta < -2\pi \ell \), \( \dim \ker T^*_\theta = 0 \). In the case of \( \theta > 2\pi \ell \), \( u \in \ker T^*_\theta \) if and only if
\[
u(0, t) \in \bigoplus_{k=\ell+1}^{\left\lceil \frac{\theta}{2\pi} \right\rceil} \mathbb{R}^2 e^{-2\pi k J_0 t} \bigoplus_{k=-\ell}^{\ell} W_k\perp
\]
and therefore,
\[
\dim \ker T^*_\theta = 2 \left( \left\lceil \frac{\theta}{2\pi} \right\rceil - \ell \right) + \sum_{k=-\ell}^{\ell} \dim W_k\perp.
\]
Using the identities that \( \dim W_k^\perp = 2 - \dim W_k \) and \( \left\lfloor \frac{\theta}{2\pi} \right\rfloor + 1 \), we see that in all the cases
\[
\text{ind } T_\theta = \dim \ker T_\theta - \dim \ker T_\theta^* = -2 \left( \left\lfloor \frac{\theta}{2\pi} \right\rfloor + \ell \right) + \sum_{k=-\ell}^{\ell} \dim W_k. \tag{8.5}
\]
On the other hand, we have
\[
\dim(V, \mathbb{H}_{1/2}^- \oplus E^-) = \dim(V \cap (\mathbb{H}_{1/2}^+ \oplus E^+)) - \dim(V^\perp \cap (\mathbb{H}_{1/2}^- \oplus E^-))
\]
\[
= \dim(W_0 \cap E^+) + \sum_{k=1}^{\ell} \dim W_k - \dim(W_0^\perp \cap E^-) - \sum_{k=-\ell}^{\ell} \dim W_k^\perp
\]
\[
= \dim W_0 - 1 + \sum_{k=1}^{\ell} \dim W_k - \sum_{k=-\ell}^{\ell} (2 - \dim W_k)
\]
\[
= \sum_{k=-\ell}^{\ell} \dim W_k - 2\ell - 1. \tag{8.6}
\]
Combining (8.4), (8.5), and (8.6), we conclude
\[
\text{ind } T_\theta = \dim(V, \mathbb{H}_{1/2}^- \oplus E^-) - \mu_{CZ}(Z_\theta).
\]
To compute the index of \( T_Q \), where \( Q = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \), we write as before \( u \in H^1((0, +\infty) \times T, \mathbb{R}^{2n}) \) as
\[
u(s, t) = \sum_{k \in \mathbb{Z}} e^{-2\pi k J_{0t}} \hat{a}_k(s), \quad \hat{a}_k(s) = (\hat{a}_k(s), \hat{b}_k(s)) \in \mathbb{R}^2 = E^+ \oplus E^-.
\]
then the condition \( u \in \ker T_Q \) translates to
\[
\sum_{k \in \mathbb{Z}} e^{-2\pi k J_{0t}} (\hat{a}_k'(s) + (2\pi k + 1)\hat{a}_k(s), \hat{b}_k'(s) + (2\pi k - 1)\hat{b}_k(s)) = 0
\]
Therefore we have
\[
\hat{a}_k(s) = e^{-(2\pi k + 1)s} \hat{a}_k(0), \quad \hat{b}_k(s) = e^{-(2\pi k - 1)s} \hat{b}_k(0)
\]
Since \( u \) has finite \( H^1 \)-norm,
\[
\hat{a}_k(0) = 0, \quad \forall k \leq -1
\]
and
\[
\hat{b}_k(0) = 0, \quad \forall k \leq 0.
\]
This together with the boundary condition $u(0, \cdot) \in V$ yields that $u \in \ker T_Q$ if and only if

$$\hat{u}(0) \in \bigoplus_{1 \leq k \leq \ell} W_k \oplus (W_0 \cap E^+)$$

and therefore

$$\dim \ker T_Q = \sum_{k=1}^{\ell} \dim W_k + \dim(W_0 \cap E^+).$$

To compute the dimension of the cokernel of $T_Q$, we use its formal adjoint

$$T_Q^* : H^1_{V^\perp}([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}) \to L^2([0, +\infty) \times \mathbb{T}, \mathbb{R}^{2n}), \quad u \mapsto -\partial_s u + J_0 \partial_t u - Qu.$$  

Arguing as above, we see that $u \in T_Q^*$ if and only if $\hat{u}_k$ is such that

$$\hat{a}_k(s) = e^{(2\pi k + 1)s} \hat{a}_k(0), \quad \hat{b}_k(s) = e^{(2\pi k - 1)s} \hat{b}_k(0)$$

with

$$\hat{u}(0) \in \bigoplus_{-\ell \leq k \leq -1} W_k^\perp \oplus (W_0^\perp \cap E^-).$$

Thus,

$$\dim \text{coker} T_Q = \dim \ker T_Q^* = \sum_{k=-\ell}^{-1} \dim W_k^\perp + \dim(W_0^\perp \cap E^-).$$

Finally we have

$$\text{ind} T_Q = \sum_{k=-\ell}^{\ell} \dim W_k - \dim W_0 - 2\ell + \dim(W_0 \cap E^-) - \dim(W_0 + E^-)^\perp$$

$$= \sum_{k=-\ell}^{\ell} \dim W_k - 2\ell - 1$$

$$= \dim(V, \mathbb{H}_{1/2}^\perp \oplus E^-) - \mu_{CZ}(Z_Q)$$

where the last equality is again by (8.6) and $\mu_{CZ}(Z_Q) = 0$.

**Case 2:** The Conley-Zehnder index $\mu_{CZ}(Z_A)$ is even.

Suppose that $n \geq 2$. We pick any $\theta_1, \theta_2 \in \mathbb{R} \setminus 2\pi \mathbb{Z}$ and define

$$A_{\text{even}} = \left( \begin{array}{cc} \theta_1 & 0 \\ 0 & \theta_1 \end{array} \right) \oplus \left( \begin{array}{cc} \theta_2 & 0 \\ 0 & \theta_2 \end{array} \right) \oplus \left( \begin{array}{cc} -1 & 0 \\ 0 & 1 \end{array} \right)^{\oplus n-2}.$$  

such that

$$\mu_{CZ}(Z_{A_{\text{even}}}) = 2 \left( \frac{\theta_1}{2\pi} \right) + 2 \left( \frac{\theta_2}{2\pi} \right) + 2 = \mu_{CZ}(A).$$
Arguing as in Case 1 and using the computations of ind $T_\theta$ and ind $T_Q$ in Case 1, we obtain again (8.3) in this case.

If $n = 1$, we consider $A \oplus A : [0, +\infty) \times T \to L(\mathbb{R}^4)$ and the associated Fredholm operator. We also double $V$ to have a closed subspace $V \oplus V$ in $\mathbb{H}_{1/2} \oplus \mathbb{H}_{1/2} = H^{1/2}(T, \mathbb{R}^4)$. Due to the additivity properties of the indices and the relative dimension, the case $n = 1$ follows from the case $n = 2$, that we have just shown.

When $x \neq y$, a generic choice of the $\omega_0$-compatible almost complex structure $J$ and of the Riemannian metric on $M$ makes the operator $D\overline{\partial}_{J,H}(u)$ surjective for every $u \in \mathcal{M}(x, y)$. When $x = y$, $\mathcal{M}(x, y) = \mathcal{M}(x, x)$ consists of just the constant half-cylinder mapping to $x$, see Proposition [8.1]. At such a stationary solution $u$, changing the almost complex structure and the metric does not affect the linearized operator $D\overline{\partial}_{J,H}(u)$. Therefore, we need the following automatic transversality result.

**Proposition 8.3.** Let $x$ be 1-periodic orbit of $X_H$. Assume that $J$ satisfies in addition that $J(s, t, x(t)) = J_0$ for all $(s, t) \in [0, +\infty) \times T$. Let $u \in \mathcal{M}(x, x)$ be the constant half-cylinder mapping to $x$. Then the linear operator

$$D\overline{\partial}_{J,H}(u) : T_u \mathcal{H}_{x,x} \to L^2((0, +\infty) \times T, \mathbb{R}^{2n})$$

is invertible.

**Proof.** Since we have seen in Proposition [8.1] that $D\overline{\partial}_{J_0,H}(u)$ is Fredholm of index 0, it is enough to show that the kernel of $D\overline{\partial}_{J_0,H}(u)$ is trivial. Let $v \in \ker D\overline{\partial}_{J_0,H}(u)$. Since $u(s, \cdot) = x$ is a critical point of $\Phi_H$, this translates into

$$\partial_s v + \nabla^2_{L^2} \Phi_H(x)v = 0$$

where $\nabla^2_{L^2} \Phi_H(x) = J_0 \partial_t - \nabla^2 H(x)$ is the $L^2$-Hessian of $\Phi_H$ at $x$ which satisfies

$$(\nabla^2_{L^2} \Phi_H(x) \cdot \cdot)_{L^2(T)} = d^2 \Phi_H(x).$$

We define a function $\varphi : [0, +\infty) \to [0, +\infty)$ by $\varphi(s) := \|v(s, \cdot)\|^2_{L^2(T)}$. Its first and second derivatives are

$$\varphi'(s) = -2(v(s, \cdot), \nabla^2_{L^2} \Phi_H(x)v(s, \cdot))_{L^2(T)}, \quad \varphi''(s) = 4\|\nabla^2_{L^2} \Phi_H(x)v(s, \cdot)\|^2_{L^2(T)};$$

where we used the fact that $\nabla^2_{L^2} \Phi_H(x)$ is symmetric with respect to the $L^2$-inner product. Since $v$ has finite $H^1$-norm, $\varphi(s)$ converges to 0 as $s$ goes to $+\infty$. Unless $v = 0$, this happens only if

$$-2(v(0, \cdot), \nabla^2_{L^2} \Phi_H(x)v(0, \cdot))_{L^2(T)} = \varphi'(0) < 0$$

(8.7) since $\varphi'' \geq 0$. Using that $x$ is a critical point of $\Phi_H$ again, we deduce

$$\Phi_H(x + \epsilon v(0, \cdot)) = \Phi_H(x) + \frac{\epsilon^2}{2} d^2 \Phi_H(x)[v(0, \cdot), v(0, \cdot)] + O(\epsilon^3).$$
Therefore (8.7) yields that for small $\epsilon$,
\[
\Phi_H(x + \epsilon v(0, \cdot)) > \Phi_H(x).
\]
(8.8)

On the other hand, the condition
\[
v(0, \cdot) \in V = T_x W^u(\pi(x); -\nabla \psi_{H^*}) \oplus \mathbb{R}^{2n} \oplus \mathbb{H}^{-1/2}_1
\]
implies the opposite. To see this, we write
\[
v(0, \cdot) = v_0 + v_1 + v_2, \quad v_0 \in T_x W^u(\pi(x); -\nabla \psi_{H^*}), \quad v_1 \in \mathbb{R}^{2n}, \quad v_2 \in \mathbb{H}^{-1/2}_1.
\]
Then
\[
d^2 \Psi_{H^*}(\pi(x))[v_0, v_0] \leq 0.
\]
Arguing as above, this implies that for small $\epsilon$,
\[
\Psi_{H^*}(\pi(x + \epsilon(v_0 + v_1))) = \Psi_{H^*}(\pi(x + \epsilon v_0)) \leq \Psi_{H^*}(\pi(x))
\]
Using this together with Proposition 5.2, we deduce
\[
\Phi_H(x + \epsilon v(0, \cdot)) \leq \Psi_{H^*}(\pi(x + \epsilon(v_0 + v_1))) - \frac{1}{2} \|\epsilon v_2\|^2_{1/2} \leq \Psi_{H^*}(\pi(x)) = \Phi_H(x).
\]
This contradicts (8.8). This proves $v = 0$ and completes the proof.

9 Compactness properties of the hybrid problem

In this section, we investigate the compactness properties of the set $\mathcal{M}(x, y)$. We keep the same assumptions on the Hamiltonian and the almost complex structure: $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ is non-degenerate, quadratically convex and non-resonant at infinity, while $J = J(s, t, x)$ is $\omega_0$-compatible, globally bounded, equal to $J_0$ if $s \in [0, 1]$ and independent of $s$ for $s$ large.

We start by observing that the elements of $\mathcal{M}(x, y)$ have uniform energy bounds due to Proposition 7.1. Then arguments similar to those of Section 4 and building on Proposition 3.1 lead to the following result.

**Proposition 9.1.** For every $\sigma > 0$ the set
\[
\{u|_{[\sigma, +\infty) \times \mathbb{R}} \mid u \in \mathcal{M}(x, y)\}
\]
is bounded in $L^\infty([\sigma, +\infty) \times \mathbb{T}, \mathbb{R}^{2n})$. Moreover, for every $S > \sigma$ the set
\[
\{u|_{[\sigma, S] \times \mathbb{R}} \mid u \in \mathcal{M}(x, y)\}
\]
is pre-compact in $C^\infty([\sigma, S] \times \mathbb{T}, \mathbb{R}^{2n})$.

In order to find bounds near the boundary for the elements of $\mathcal{M}(x, y)$ we start with the following:
Lemma 9.2. Let $u \in \mathcal{M}(x, y)$ and write
\[ u(0, \cdot) = v + w_0 + w_1, \]
where $v \in W^u(\pi(x); -\nabla \psi_{H^*})$, $w_0 \in \mathbb{R}^{2n}$ and $w_1 \in \mathbb{H}_{1/2}$. Then:

(i) $v$ belongs to a compact subset of $C^\infty(T, \mathbb{R}^{2n})$ which depends only on $x$ and $y$;

(ii) $\|w_1\|_{1/2}^2 \leq 2(\Psi_{H^*}(x) - \Phi_H(y))$;

(iii) $w_0$ belongs to a compact subset of $\mathbb{R}^{2n}$ which depends only on $x$ and $y$.

Proof. By Proposition 5.2, we have
\[ \Phi_H(y) \leq \Phi_H(u(0, \cdot)) = \Phi_H(v + w_0 + w_1) \leq \Psi_{H^*}(v) - \frac{1}{2} \|w_1\|_{1/2}^2, \]
which immediately implies (ii). The above inequality also implies that $v$ belongs to the set
\[ W^u(\pi(x); -\nabla \psi_{H^*}) \cap \{ \Psi_{H^*} \geq \Phi_H(y) \}, \]
which is pre-compact in $C^\infty(T, \mathbb{R}^{2n})$. So (i) holds.

The quadratic convexity assumption on $H$ guarantees that
\[ H_t(z) \geq a|z|^2 - b \quad \forall (t, z) \in T \times \mathbb{R}^{2n}, \]
for suitable positive numbers $a, b$. Then we find
\[ \int_T H_t(v + w_0 + w_1) dt \geq a \int_T |v + w_0 + w_1|^2 dt - b \geq a \int_T (|w_0| - |v| - |w_1|)^2 dt - b \]
\[ \geq a|w_0|^2 - 2a|w_0| \int_T (|v| + |w_1|) dt - b \]
The integral $\int_T (|v| + |w_1|) dt$ is uniformly bounded thanks to (i) and (ii), so we get the uniform bound
\[ \int_T H_t(v + w_0 + w_1) dt \geq a|w_0|^2 - 2ac|w_0| - b = a(|w_0| - c)^2 - ac^2 - b, \]
for a suitable positive number $c$ which depends only on $x$ and $y$. From the above bound we deduce
\[ \Phi_H(y) \leq \Phi_H(v + w_0 + w_1) = \frac{1}{2} \int_T J_0(\dot{v} + \dot{w}_1) \cdot (v + w_1) dt - \int_T H_t(v + w_0 + w_1) dt \]
\[ \leq \|v + w_1\|_{1/2}^2 - a(|w_0| - c)^2 + ac^2 + b. \]
This inequality, together with the fact that $\|v + w_1\|_{1/2}$ is uniformly bounded thanks to (i) and (ii), implies that $w_0$ is uniformly bounded in $\mathbb{R}^{2n}$. This concludes the proof of (iii). □
We can now prove the compactness properties of the restrictions of elements of $\mathcal{M}(x, y)$ near the boundary. The proof consists in making the argument of the regularity result Proposition 7.2 quantitative.

**Proposition 9.3.** For every $S > 0$ the set

$$\{u|[0, S] \times T | u \in \mathcal{M}(x, y)\}$$

is pre-compact in $C^\infty([0, S] \times T, \mathbb{R}^{2n})$. Moreover, $\mathcal{M}(x, y)$ is bounded in $L^\infty([0, +\infty) \times T, \mathbb{R}^{2n})$.

**Proof.** Once the first statement has been proven, the boundedness of $\mathcal{M}(x, y)$ in the space $L^\infty([0, +\infty) \times T, \mathbb{R}^{2n})$ follows immediately from the first statement of Proposition 9.1. Moreover, by the second statement of Proposition 9.1 the restriction of every $u \in \mathcal{M}(x, y)$ to $[1, S] \times T$ is uniformly bounded in $C^\infty([1, S] \times T, \mathbb{R}^{2n})$ for every $S \geq 1$, so it suffices to prove the first statement for $S = 1$.

The restriction of each $u \in \mathcal{M}(x, y)$ to $[0, 1] \times T$ satisfies the equation

$$\overline{\partial} u = \nabla H_t(u) \quad \text{on } [0, 1] \times T$$

(9.1)

and the boundary condition

$$u(0, \cdot) = v + w_0 + w_1, \quad \text{where } v \in W^u(\pi(x); -\nabla \psi_{H^*}), \ w_0 \in \mathbb{R}^{2n}, \ w_1 \in H^{-1/2}. \quad (9.2)$$

The fact that $u$ has uniformly bounded energy, together with the uniform bound on $\|u(0, \cdot)\|_{L^2(T)}$ following from Lemma 9.2, implies a uniform bound for the $L^2$ norm of $u$ on $[0, 1] \times T$. By the linear growth of $\nabla H$, we deduce that also $\nabla H(u)$ has a uniform $L^2$ bound on $[0, 1) \times T$. Since both $u(0, \cdot)$ and $u(1, \cdot)$ are uniformly bounded in $H^{-1/2}$, because of Lemma 9.2 and the second statement in Proposition 9.1, the first formula of Lemma 7.3 and (9.1) give us a uniform $L^2$ bound for $\nabla u$ on $(0, 1) \times T$. Therefore, the elements of $\mathcal{M}(x, y)$ are uniformly bounded in $H^1((0, 1) \times T, \mathbb{R}^{2n})$.

Now we wish to prove that the elements of $\mathcal{M}(x, y)$ are uniformly bounded in $H^k((0, 1) \times T, \mathbb{R}^{2n})$ for every natural number $k$. By the Sobolev embedding theorem, this will give us the boundedness of

$$\{u|[0, 1] \times T | u \in \mathcal{M}(x, y)\}$$

in $C^k([0, 1] \times T, \mathbb{R}^{2n})$ for every natural number $k$, and by the Ascoli-Arzelà theorem its pre-compactness in $C^\infty([0, 1] \times T, \mathbb{R}^{2n})$.

The uniform bound in $H^1((0, 1) \times T, \mathbb{R}^{2n})$ has just been proven. Then the Floer equation (9.1) and the growth conditions on $H$ imply that $\overline{\partial} u$ has a uniform bound in $H^1((0, 1) \times T, \mathbb{R}^{2n})$. Thanks to the boundary condition (9.2), the bound (7.2) from Lemma 7.4 together with Lemma 9.2 and the fact that all the derivatives of $u(1, \cdot)$ are uniformly bounded, implies a uniform bound for $u$ in $H^2((0, 1) \times T, \mathbb{R}^{2n})$. In particular, the restriction of $u$ to $(0, 1) \times T$ is uniformly bounded in $L^\infty((0, 1) \times T, \mathbb{R}^{2n})$.

Arguing by induction, we now assume that the elements of $\mathcal{M}(x, y)$ are uniformly bounded in $H^k((0, 1) \times T, \mathbb{R}^{2n})$ for some integer $k \geq 2$, and we wish to prove a uniform
bound in $H^{k+1}((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$. By differentiating the Floer equation $k$ times with respect to $t$, we find, thanks to Lemma 7.5

$$\bar{\partial}\partial_t^k u = \partial_t^k \bar{\partial} u = \nabla^2 H_t(u) \partial_t^k u + p,$$

where $p$ is a $\mathbb{R}^{2n}$-valued polynomial map in $\partial_t u, \partial_t^2 u, \ldots, \partial_t^{k+1} u$ whose coefficients are smooth functions of $(t, u(s, t))$. The fact that $u$ has a uniform bound in $L^\infty((0, 1) \times \mathbb{T}, \mathbb{R}^{2n})$ implies that these coefficients are also uniformly bounded in this space. In particular, the polynomial map $p$ has the pointwise estimate

$$|p|^2 \leq C_0(1 + |\partial_t^{|N+\cdots+|\partial_t^{k-1} u|^N}),$$

for suitable constants $C_0$ and $N$. Then the inductive hypothesis and the continuity of the Sobolev embedding of $H^k$ into $W^{k-1, N}$ imply a uniform bound of the form

$$\|\partial_t^k u\|_{L^2((0,1) \times \mathbb{T})} \leq C_1 \quad \forall u \in \mathcal{M}(x, y),$$

for some constant $C_1$.

By Lemma 9.2, we have

$$\partial_t^k u(0, \cdot) = v^{(k)} + w_1^{(k)}.$$

Here, $v^{(k)}$ is uniformly bounded in $H^{1/2}(\mathbb{T}, \mathbb{R}^{2n})$ thanks to statement (i) in Lemma 9.2. On the other hand, $w_1^{(k)}$ is an element of $\mathbb{H}_{1/2}^k$ because the time derivative of a loop in $\mathbb{H}_{1/2}^k \cap C^\infty(\mathbb{T}, \mathbb{R}^{2n})$ belongs to $\mathbb{H}_{1/2}^k$. Therefore

$$\left| \int_\mathbb{T} (v^{(k)})^* \lambda_0 \right| \leq \|v^{(k)}\|_{1/2}^1 \leq C_2 \quad \text{and} \quad \int_\mathbb{T} (w_1^{(k)})^* \lambda_0 = -\|w_1^{(k)}\|_{1/2}^2 \leq 0,$$

for some constant $C_2$. By the second statement in Proposition 9.1, we also have

$$\left| \int_\mathbb{T} (\partial_t^k u(1, \cdot))^* \lambda_0 \right| \leq \|\partial_t^k u(1, \cdot)\|_{1/2}^2 \leq C_3,$$

for some constant $C_3$. Then the first formula of Lemma 7.3 applied to $\partial_t^k u$ gives

$$\int_{(0,1) \times \mathbb{T}} |\nabla \partial_t^k u|^2 \, ds dt = \int_{(0,1) \times \mathbb{T}} |\bar{\partial} \partial_t^k u|^2 \, ds dt - 2 \int_{\mathbb{T}} (\partial_t^k u(1, \cdot))^* \lambda_0$$

$$+ 2 \int_{\mathbb{T}} (v^{(k)})^* \lambda_0 + 2 \int_{\mathbb{T}} (w_1^{(k)})^* \lambda_0 \leq C_1^2 + 2C_3 + 2C_2.$$

This shows that the partial derivatives $\partial_s \partial_t^k u$ and $\partial_t^{k+1} u$ have uniform $L^2$-bounds on $(0, 1) \times \mathbb{T}$. The uniform $L^2$ bounds on all the other partial derivatives of order $k + 1$ now follow easily from the Floer equation and Lemma 7.5. Indeed, by applying the differential operator $\partial_s \partial_t^{k-1}$ to the Floer equation we find

$$\partial_s^2 \partial_t^{k-1} u = -J_0 \partial_s \partial_t^k u + \nabla^2 H_t(u) \partial_s \partial_t^{k-1} u + q,$$

(9.3)
where $q$ is a $\mathbb{R}^{2n}$-valued polynomial map in the variables
\[
\partial_t u, \partial_t^2 u, \ldots, \partial_t^{k-1} u, \partial_s u, \partial_s \partial_t u, \ldots, \partial_s \partial_t^{k-2} u,
\]
whose coefficients are uniformly bounded. The first term on the right-hand side of (9.3) is bounded in $L^2((0,1) \times \mathbb{T})$, as shown above. The middle term is also bounded in $L^2((0,1) \times \mathbb{T})$ by the inductive hypothesis. Being a polynomial in the partial derivatives (9.4) with uniformly bounded coefficients, $q$ has the pointwise estimate
\[
|q|^2 \leq C \left( 1 + |\partial_t u|^N + \cdots + |\partial_t^{k-1} u|^N + |\partial_s u|^N + \cdots + |\partial_s \partial_t^{k-2} u|^N \right),
\]
for a suitable positive number $C$ and a suitable natural number $N$. Integration over $(0,1) \times \mathbb{T}$ and the observation that the partial derivatives appearing above have order at most $k-1$ imply that
\[
\|q\|_{L^2((0,1) \times \mathbb{T})}^2 \leq C \left( 1 + \|u\|_{W^{k-1,N}((0,1) \times \mathbb{T})}^N \right).
\]
By the continuity of the Sobolev embedding
\[
H^k((0,1) \times \mathbb{T}) \hookrightarrow W^{k-1,N}((0,1) \times \mathbb{T})
\]
and by the inductive hypothesis we deduce that $q$ has a uniform $L^2$ bound on $(0,1) \times \mathbb{T}$. Then all terms on the right-hand side of (9.3) have uniform $L^2$ bounds on $(0,1) \times \mathbb{T}$ and hence the same is true for the term on the left-hand side, that is, $\partial_s^h \partial_t^{k-h+1} u$. By iterating this argument inductively in $h$, we obtain that $\partial_s^h \partial_t^{k-h+1}$ has a uniform $L^2$ bound on $(0,1) \times \mathbb{T}$ for every $h \in \{0, \ldots, k+1\}$. We conclude that the elements of $\mathcal{M}(x,y)$ are uniformly bounded in $H^{k+1}((0,1) \times \mathbb{T})$. This proves the induction step and concludes the proof.

10 The chain complex isomorphism

Let $H \in C^\infty(\mathbb{T} \times \mathbb{R}^{2n})$ be non-degenerate, quadratically convex and non-resonant at infinity. As we have seen in Section 6, the dual action functional $\Psi_{H^*}$ restricts to a smooth Morse function $\psi_{H^*}$ on a finite dimensional manifold $M \subset \mathbb{H}_1$, whose Morse complex $\{M_c(\psi_{H^*}), \partial^M\}$ is well defined. On the other hand, we have the Floer complex $\{F_*(H), \partial^F\}$ of the Hamiltonian $H$. These two complexes depend on auxiliary data - a generic metric on $M$ and a generic $\omega_0$-compatible almost complex structure on $\mathbb{R}^{2n}$ - but choices of different auxiliary data change them by isomorphisms preserving gradings and actions.

The generators of these two chain complexes are in one-to-one correspondence: The generator $x$ of $F_*(H)$ - a 1-periodic orbit of $X_H$ - induces the generator $\pi(x)$ of $M_c(\psi_{H^*})$ and the relationships between grading and actions are
\[
\text{ind}(\pi(x); \psi_{H^*}) = \mu_{CZ}(x) - n, \quad \psi_{H^*}(\pi(x)) = \Phi_H(x)
\]
by Propositions 1.1, 5.3, 6.3 and Lemma 5.1. In this section, we wish to construct a chain complex isomorphism
\[
\Theta : \{M_{s-n}(\psi_{H^*}), \partial^M\} \longrightarrow \{F_*(H), \partial^F\}
\]
that preserves the action filtrations, and hence induces chain complex isomorphisms

$$\Theta^{<a} : M^{<a}_{x-n}(\psi_{H^*}) \to F^{<a}_*(H)$$

for every real number $a$.

Let $x$ and $y$ be 1-periodic orbits of $X_H$. For the moduli space $M(x, y)$ of solutions of the hybrid problem, we use a family of uniformly bounded $\omega_0$-compatible almost complex structures smoothly parametrized by $[0, +\infty) \times \mathbb{T}$, such that $J(s, t, z) = J_0$ for all $(s, t, z) \in [0, 1] \times \mathbb{T} \times \mathbb{R}^{2n}$, $J(s, t, x(t)) = J_0$ for every 1-periodic orbit $x$ of $X_H$ and every $(s, t) \in [0, +\infty) \times \mathbb{T}$, and $J(s, t, z)$ is independent of $s$ for all $s$ large. Standard transversality results, together with Propositions 8.1 and 8.3, imply that for a generic choice of such a $J$ and of the Riemannian metric on $M$ the differential of the map $\overline{\partial}_{J,H}$ at every $u \in M(x, y)$ is onto, for every pair of 1-periodic orbits $x, y$ of $X_H$. We fix such generic auxiliary data.

Let $x$ and $y$ have the same Conley-Zehnder index, $\mu_{CZ}(x) = \mu_{CZ}(y)$. Proposition 8.1 now implies that $M(x, y)$ is a zero-dimensional manifold. Together with Propositions 9.1 and 9.3, we deduce that $M(x, y)$ is a finite set and we denote its parity by $n^{hyb}(x, y)$.

We define the sequence of homomorphisms

$$\Theta_k : M^a_{x-n}(\psi_{H^*}) \longrightarrow F^a_k(H), \quad k \in \mathbb{Z}$$

by the linear extension of

$$\Theta_k \pi(x) = \sum_y n^{hyb}(x, y)y$$

where the sum runs over all 1-periodic orbits $y$ of $X_H$ with $\mu_{CZ}(y) = k$. A standard argument using compactness and gluing results shows that $\{\Theta_k\}_{k \in \mathbb{N}}$ is a chain homomorphism.

Proposition 7.1 implies that $M(x, y)$ is empty whenever $x \neq y$ and $\psi_{H^*}(\pi(x)) \leq \Phi_H(y)$. Therefore, the chain homomorphism $\Theta$ maps the subcomplex $M^{<a}(\psi_{H^*})$ into the subcomplex $F^{<a}(H)$, for every $a \in \mathbb{R}$.

To prove that $\Theta_k$ is an isomorphism, we label all 1-periodic orbits of $X_H$ with Conley-Zehnder index $k$ by $y_1, \ldots, y_m$ to satisfy

$$\Phi_H(y_1) \leq \Phi_H(y_2) \leq \cdots \leq \Phi_H(y_m).$$

The homomorphism $\Theta_k$ with respect to the bases $\{\pi(y_1), \ldots, \pi(y_m)\}$ of $M_k(\psi_{H^*})$ and $\{y_1, \ldots, y_m\}$ of $F_k(H)$ is an $m$-by-$m$ matrix which is upper-triangular since $M(y_j, y_i)$ is empty if $j < i$, by Proposition 7.1. Moreover, $M(y_i, y_i)$ consists of a single element, namely the constant half-cylinder mapping to $y_i$, for all $i \in \{1, \ldots, m\}$, again by Proposition 7.1, and hence the matrix has the entries 1 on the diagonal. In particular, $\Theta_k$ is an isomorphism for all $k \in \mathbb{Z}$. This concludes the proof of the main theorem stated in the introduction.
11 Symplectic homology and $SH$-capacity of convex domains

We briefly recall the definition of symplectic homology and of the associated $SH$-capacity in the special case of a smooth starshaped domain $W \subset \mathbb{R}^{2n}$.

Let $\mathcal{H}(W)$ be the set of smooth non-degenerate Hamiltonian functions $H : T \times \mathbb{R}^{2n} \to \mathbb{R}$ that are non-resonant at infinity, have a Hamiltonian vector field $X_H$ with linear growth, and satisfy

$$H|_{T \times W} < 0.$$ 

As we have seen in Section 4, the Floer homology of such a Hamiltonian $H$ is well defined.

On $\mathcal{H}(W)$ we consider the standard partial order $\leq$ given by pointwise inequality. For $H, K \in \mathcal{H}(W)$ with $H \leq K$, we have a continuation homomorphism

$$HF^{<a}(H) \to HF^{<a}(K)$$ 

for any $a \in (-\infty, +\infty]$. Such maps form a direct system over $\mathcal{H}(W)$. Taking the direct limit, we define the symplectic homology of $W$ filtered by action $a \in (-\infty, +\infty]$: 

$$SH^{<a}(W) := \lim_{H \in \mathcal{H}(W)} HF^{<a}(H).$$ 

If $\epsilon > 0$ is smaller than the smallest action of a closed characteristic on $\partial W$ then 

$$SH_n^{<\epsilon}(W) \cong H_n(W, \partial W; \mathbb{Z}_2) = \mathbb{Z}_2.$$ 

On the other hand, the full symplectic homology of $W$ vanishes, so we can define the $SH$-capacity of $W$ as the positive number

$$c_{SH}(W) := \inf \{ a > \epsilon \mid SH_n^{<\epsilon}(W) \to SH_n^{<a}(W) \text{ is zero} \}.$$ 

It is well known that the number $c_{SH}(W)$ is an element of the action spectrum of $\partial W$. The boundary of a general smooth starshaped domain $W$ might possess a closed characteristic whose action is less than $c_{SH}(W)$. Let $W$ be a Bordeaux-bottle-shaped domain as in [HZ94, Chapter 3.5]. It contains a ball $B_R^{2n}$ of radius $R$ and is contained in a cylinder $B_R^{2n} \times \mathbb{R}^{2n-2}$ of the same radius, and hence $c_{SH}(W) = \pi R^2$. But there is a closed characteristic on the bottle neck of $W$, which corresponds to the boundary of a piece of the cylinder of radius $r < R$, which has action $\pi r^2$. It is also worth pointing out that the $SH$-capacity of any starshaped domain $W$ is represented by a closed Reeb orbit on $(\partial W, \alpha_W)$ of transversal Conley-Zehnder index $n+1$, but minimal periodic orbits do not necessarily have transversal Conley-Zehnder index $n + 1$.

Remark 11.1. Symplectic homology was introduced in [FH94] and the above symplectic capacity was defined in [FHW94]. See also [Vit99] for a somehow different and quite influential approach to symplectic homology. Note that the growth conditions for the Hamiltonians $H \in \mathcal{H}(W)$ in [FH94] and [Vit99] are different: In the former reference, it is required that

$$H(t, z) = \eta |z|^2 + \xi$$
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for every $z$ outside of a large ball and every $t \in \mathbb{T}$, where $\eta \in (0, +\infty) \setminus \pi \mathbb{Z}$ and $\xi \in \mathbb{R}$, while in the latter the condition \[4.1\] from Lemma \[4.1\] adapted to $W$ is used. Both conditions define sets of Hamiltonians that are cofinal in the larger set of non-resonant Hamiltonians that are considered here, so these different definitions of symplectic homology actually coincide. The definition of continuation homomorphisms for $s$-dependent Hamiltonians that are non-resonant at infinity for $|s|$ large requires the compactness results that are discussed in Remark \[3.2\].

The aim of this section is to prove the corollary stated in the introduction: If $C \subset \mathbb{R}^{2n}$ is a bounded open convex set with smooth boundary then its $\text{SH}$-capacity $c_{\text{SH}}(C)$ coincides with the minimum of the action spectrum of $\partial C$.

In order to prove this, we may assume that $C$ is a smooth strongly convex domain containing the origin, in the sense of Section \[5\], and that all the closed Reeb orbits on $R_{\alpha C}$ on $\partial C$ are non-degenerate. The latter requirement means that for every closed orbit $\gamma : \mathbb{R}/T\mathbb{Z} \to \partial C$ of $R_{\alpha C}$, the linearized return map $d\phi_{R_{\alpha C}}^T(\gamma(0))$ of the flow of the Reeb vector field $R_{\alpha C}$ restricted to the distribution $\ker \alpha C$ does not have 1 as an eigenvalue. Indeed, up to a translation, any bounded open convex set with smooth boundary can be approximated by domains with these further properties, and both $c_{\text{SH}}$ and the minimum of the action spectrum of $\alpha C$ are continuous on the space of bounded convex open sets with smooth boundary. Here, the convergence can be either the Hausdorff convergence, or the convergence induced by the smooth topology.

Under the above assumption, the action spectrum of $\partial C$ is discrete and we can prove the following result.

**Lemma 11.2.** Let $A_{\text{min}}(\partial C)$ and $A_{\text{2nd}}(\partial C)$ be the smallest and the second smallest numbers in the action spectrum of $\partial C$, respectively. For every $\epsilon > 0$ and $\eta \in (A_{\text{min}}(\partial C), A_{\text{2nd}}(\partial C))$, there exists $H \in \mathcal{H}(C)$ which is quadratically convex, satisfies \[H(t, x) = \eta H_C(x) + \xi,\] for a suitable real number $\xi$, and has the following properties: The set of 1-periodic orbits of the Hamiltonian vector field $X_H$ consists of $2m + 1 \geq 3$ elements $z, y_1^-, y_1^+, \ldots, y_m^-, y_m^+$ satisfying the following conditions:

(a) The Conley-Zehnder indices are $\mu_{\text{CZ}}(z) = n, \quad \mu_{\text{CZ}}(y_i^-) = n + 1, \quad \mu_{\text{CZ}}(y_i^+) = n + 2, \quad \forall i \in \{1, \ldots, m\}$.

(b) The action values are $-\epsilon < \Phi_H(z) < \epsilon, \quad A_{\text{min}}(\partial C) - \epsilon < \Phi_H(y_i^-) < \Phi_H(y_i^+) < A_{\text{min}}(\partial C) + \epsilon, \quad \forall i \in \{1, \ldots, m\}$.

(c) In the Floer chain complex $\{F(H), \partial^F\}$, \[\partial^F y_i^+ = 0, \quad \forall i \in \{1, \ldots, m\},\] and there exists $j \in \{1, \ldots, n\}$ such that \[\partial^F y_j^- = z.\] (11.1)
Proof. We choose a smooth function \( \varphi : \mathbb{R} \to \mathbb{R} \) such that

- \( \varphi(s) = \varphi(0) \) for all \( s \leq 0 \);
- \( \varphi''(s) > 0 \) for all \( s > 0 \);
- \( \varphi(s) = \eta s + \xi \) for some \( \xi \in \mathbb{R} \) and for all \( s > 2 \);
- \( \varphi(s) \in (-\epsilon/2, 0) \) for all \( s \leq 1 \);
- \( \varphi'(1) = A_{\text{min}}(\partial C) \).

There are two types of 1-periodic orbits of \( X_{\varphi \circ H_C} \):

- the constant curve \( z : \mathbb{T} \to \mathbb{R}^{2n} \) mapping to the origin with action
  \[
  \Phi_{\varphi \circ H_C}(z) = -\varphi \circ H_C(z) = -\varphi(0) \in (0, \epsilon/2);
  \]

- curves \( y_i : \mathbb{T} \to \partial C, i \in \{1, \ldots, m\} \) where \( y_i(t/A_{\text{min}}(\partial C)) \) is a closed orbit of \( R_{\alpha C} \) with period \( A_{\text{min}}(\partial C) \), with action
  \[
  \Phi_{\varphi \circ H_C}(y_i) = A_{\text{min}}(\partial C) - \varphi(1) \in \left(A_{\text{min}}(\partial C), A_{\text{min}}(\partial C) + \epsilon/2\right),
  \]
  and with index
  \[
  \mu_{\text{CZ}}(y_i) = n + 1, \quad \forall i \in \{1, \ldots, m\}
  \]
  by Propositions 1.1, 2.2 and 5.4.

Note that \( \varphi \circ H_C \) is everywhere smooth, \( \nabla^2(\varphi \circ H_C) \) is positive definite on \( \mathbb{R}^{2n} \setminus \{0\} \) and \( \nabla^2(\varphi \circ H_C)(0) = 0 \). We choose a \( C^2 \)-small function \( f : \mathbb{R}^{2n} \to \mathbb{R} \) supported in a small neighborhood of the origin such that the origin is a critical point of \( f \) and the Hessian \( \nabla^2 f \) is sufficiently small and positive definite near the origin. Then the function \( \varphi \circ H_C + f \) has positive definite Hessian, has a unique critical point at the origin, and coincides with \( \varphi \circ H_C \) outside a neighborhood of the origin. In particular, \( \varphi \circ H_C + f \) is quadratically convex. Since the origin is a minimizer of \( \varphi \circ H_C + f \), the Conley-Zehnder index of \( z \) is

\[
\mu_{\text{CZ}}(z) = \text{ind}(0; \varphi \circ H_C + f) + n = n,
\]

where \( \text{ind}(0; \varphi \circ H_C + f) \) denotes the Morse index of \( \varphi \circ H_C + f \) at the origin. Adding an additional small perturbation supported in neighborhoods of periodic orbits \( y_i \)'s as in [BO09] to \( \varphi \circ H_C + f \), we obtain a smooth function \( H : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R} \) such that:

- \( H \) is quadratically convex;
- \( H = \varphi \circ H_C \) outside the neighborhoods of the origin and of \( y_i(\mathbb{T}) \)'s;
- \( H \) satisfies all the properties in the statement except possibly for (11.1).
In order to establish (11.1), we use Clarke’s duality. By Lemma 5.1 and Proposition 6.3, the reduced dual functional \( \psi_{H^*} : M \to \mathbb{R} \) has non-degenerate critical points
\[
\pi(z), \quad \pi(y_i^-), \quad \pi(y_i^+), \quad i \in \{1, \ldots, m\}
\]
with Morse indices
\[
\text{ind} (\pi(z), \psi_{H^*}) = 0, \quad \text{ind} (\pi(y_i^-), \psi_{H^*}) = 1, \quad \text{ind} (\pi(y_i^+), \psi_{H^*}) = 2, \quad \forall i \in \{1, \ldots, m\}.
\]
Thanks to the Theorem from the introduction and (6.6), we have
\[
HF_{k+n}(H) \cong HM_k(\psi_{H^*}) \cong H_k(M, \{\psi_{H^*} < a\}), \quad \forall k \in \mathbb{Z}
\]
for any \( a < \psi_{H^*}(\pi(z)) \). Since \( y_i^+ \)’s represent non-zero class in \( FH_{n+2}(H) \), by (11.2)
\[
H_2(M, \{\psi_{H^*} < a\}) \neq 0.
\]
Since \( M \) is diffeomorphic to \( \mathbb{R}^{2nN} \), this implies that
\[
\{\psi_{H^*} < a\} \neq \emptyset,
\]
and therefore we have
\[
H_0(M, \{\psi_{H^*} < a\}) = 0.
\]
Applying this to (11.2), we conclude that the cycle \( z \) vanishes in \( HF_{n}(H) \). Hence, \( \partial^F y_j^- = z \) for some \( j \in \{1, \ldots, m\} \). This completes the proof. \( \square \)

We can now prove the corollary stated in the introduction. The inequality \( c_{SH}(C) \geq A_{\min}(\partial C) \) follows from the already mentioned fact that \( c_{SH}(C) \) belongs to the action spectrum of \( \partial C \). We prove the opposite inequality. Fix some positive numbers
\[
\epsilon < A_{\min}(\partial C), \quad \eta \in (A_{\min}(\partial C), A_{2nd}(\partial C)),
\]
and let \( H \) be as in Lemma 11.2. The Hamiltonian \( H \) belongs to \( \mathcal{H}(C) \) and \( HF_n^{<\epsilon}(H) \) is isomorphic to \( \mathbb{Z}_2 \) and generated by \( z \). Moreover the homomorphism
\[
\sigma : HF_n^{<\epsilon}(H) \longrightarrow SH_n^{<\epsilon}(C)
\]
in the direct limit defining \( SH_n^{<\epsilon}(C) \) is an isomorphism. One way to see this is to observe that there is a cofinal subset \( \{H_\nu\}_{\nu \in \mathbb{N}} \) of \( \mathcal{H}(C) \) such that \( H_1 = H \), and for every \( \nu \in \mathbb{N} \), \( X_{H_\nu} \) has a unique constant orbit \( z \) mapping to the origin and all other 1-periodic orbits have \( \Phi_{H_\nu} \)-action larger than \( \epsilon \).

Consider the following commutative diagram:

\[
\begin{array}{ccc}
HF_n^{<\epsilon}(H) & \xrightarrow{\tau} & HF_n^{<A_{\min}(\partial C)+\epsilon}(H) \\
\downarrow \sigma & & \downarrow \sigma' \\
SH_n^{<\epsilon}(C) & \xrightarrow{\tau'} & SH_n^{<A_{\min}(\partial C)+\epsilon}(C)
\end{array}
\]
The horizontal maps are induced by the canonical inclusions, and the vertical ones are the homomorphisms into the direct limit in the definition of symplectic homology. Since \( \sigma \) is an isomorphism and \( HF_n^{<A_{\min}(\partial C)+\epsilon}(H) \cong HF_n(H) \) vanishes due to Lemma 11.2, the homomorphism \( \tau' \) is zero. This implies that \( c_{SH}(C) \leq A_{\min}(\partial C) + \epsilon \), and by the arbitrariness of \( \epsilon \) we conclude that \( c_{SH}(C) \leq A_{\min}(\partial C) \). This concludes the proof of the corollary stated in the introduction.

**Remark 11.3.** Here is another consequence of our main theorem, which can be proven in a similar fashion: Let \( C \) be a smooth strongly convex domain and assume that the Reeb flow on \( \partial C \) has more than one orbit with transversal Conley-Zehnder index equal to 3. Then it has a closed orbit of transversal Conley-Zehnder index 4 with action larger than the action of any closed orbit of transversal Conley-Zehnder index 3.

### Appendix: Interior regularity of solutions of the Floer equation

In this appendix we prove the following interior regularity result for solutions of the Floer equation. The argument used in the proof was explained to us by Urs Fuchs.

**Proposition A.1.** Let \( U \) be an open subset of \( \mathbb{R} \times \mathbb{T} \). Let \( J \) be a uniformly bounded \( \omega_0 \)-compatible almost complex structure on \( \mathbb{R}^{2n} \), smoothly depending on \((s,t) \in U \). Let \( H : \mathbb{T} \times \mathbb{R}^{2n} \to \mathbb{R} \) be a smooth Hamiltonian function such that

\[
|X_{H_t}(z)| \leq c(1 + |z|) \quad \forall (t,z) \in \mathbb{T} \times \mathbb{R}^{2n}
\]

(A.1)

for some \( c > 0 \). If \( u \in H^1_{\text{loc}}(U, \mathbb{R}^{2n}) \) is a weak solution of the Floer equation

\[
\partial_s u + J(s,t,u) \left( \partial_t u - X_{H_t}(u) \right) = 0,
\]

then it is smooth.

Since \( u \) is a priori only in \( H^1_{\text{loc}} \), it may not be continuous and hence the map \((s,t) \mapsto J(s,t,u(s,t)) \) may as well be not continuous. This prevents us from using standard arguments, in which one looks at a small neighbourhood of a point in \( U \) and sees \( J(s,t,u(s,t)) \) there as a small perturbation of a constant complex structure on \( \mathbb{R}^{2n} \). We overcome this difficulty by the following result.

**Lemma A.2.** Let \( U \) be an open subset of \( \mathbb{R}^2 \), let \( \{ J(s,t) \}_{(s,t) \in U} \) be a bounded measurable family of \( \omega_0 \)-compatible almost complex structures, and let \( f \) be a map in \( L^p_{\text{loc}}(U, \mathbb{R}^n) \) for some \( p > 2 \). Then there exists a number \( q > 2 \), depending only on \( ||J||_\infty \) and \( p \), such that every \( u \in L^p_{\text{loc}}(U, \mathbb{R}^{2n}) \) solving the linear equation

\[
\partial_s u + J \partial_t u = f
\]

(A.2)

in the distributional sense belongs to \( W^{1,q}_{\text{loc}}(U, \mathbb{R}^{2n}) \).
The above Lemma can be applied to solutions of the equation (A.1) from Proposition A.1, because the map \((s,t) \mapsto J(s,t,u(s,t))\) is measurable and bounded and the map

\[ f(s,t) = J(s,t,u(s,t))X_H(t)(u(s,t)) \]

belongs to \(L^p_{\text{loc}}(U,\mathbb{R}^n)\) for every \(p \in (1, +\infty)\), thanks to the growth assumption on \(X_H\) and to the fact that \(u\) belongs to \(L^p_{\text{loc}}(U,\mathbb{R}^n)\) for every \(p \in (1, +\infty)\), by the Sobolev embedding theorem. Then this lemma allows us to upgrade the regularity of \(u\) to \(W^{1,q}_{\text{loc}}\) for some \(q > 2\). Basing on this, standard regularity arguments (see e.g. [MS04, Appendix B.4]) imply that the solution \(u\) of (A.1) is smooth.

The remaining part of this appendix is devoted to the proof of Lemma A.2. The argument consists of transforming the linear Floer equation (A.2) for a variable almost complex structure \(J\) into a Beltrami equation, and then proving regularity for solutions of this equation using the standard Calderon-Zygmund estimates. The reader interested in learning more about the Beltrami equation and its regularity theory might refer to [Vek62] and [Boj10].

In order to reduce the linear Floer equation to a Beltrami equation, we shall make use of the following well known facts about complex structures (see e.g. [IS99, Section 1.2]). Here, \(|\cdot|\) and \(\cdot\) denote the euclidean norm and scalar product on \(\mathbb{R}^{2n}\) and \(||\cdot||\) the induced operator norm on the space \(L(\mathbb{R}^{2n})\) of linear endomorphisms of \(\mathbb{R}^{2n}\).

**Lemma A.3.** Let \(J\) be a complex structure on \(\mathbb{R}^{2n}\).

(i) Assume that there exists \(\alpha > 0\) such that

\[ \omega_0(Ju,u) \geq \alpha|u|^2, \quad \forall u \in \mathbb{R}^{2n}. \]

Then \(\alpha \leq 1\), \(J + J_0\) is invertible, and the following inequalities hold

\[ \|(J + J_0)^{-1}\| \leq \frac{1}{\alpha + 1}, \quad \|(J + J_0)^{-1}(J - J_0)\| \leq \sqrt{1 - \frac{4}{\alpha(\alpha + 1)^2}}. \]

(ii) Assume that \(J\) is \(\omega_0\)-compatible, meaning that \((u,v) \mapsto \omega_0(Ju,v)\) is a scalar product on \(\mathbb{R}^{2n}\). Then

\[ \omega_0(Ju,u) \geq \frac{1}{||J||}|u|^2 \quad \forall u \in \mathbb{R}^{2n}. \]

**Proof.** (i) The invertibility of \(J + J_0\) readily follows from

\[ (\alpha + 1)|u|^2 \leq \omega_0(Ju,u) + \omega_0(J_0u,u) \leq \omega_0((J + J_0)u,u). \]

Moreover by the Cauchy-Schwarz inequality, we have

\[ (\alpha + 1)|u|^2 \leq \omega_0((J + J_0)u,u) = -J_0(J + J_0)u \cdot u \leq ||(J + J_0)u||u|. \]
Substituting \( u = (J + J_0)^{-1}v \), we obtain
\[
| (J + J_0)^{-1}v | \leq (\alpha + 1)^{-1} | v |, \quad \forall v \in \mathbb{R}^{2n}.
\]
This proves the first inequality in the lemma. From
\[
\alpha |Ju|^2 \leq \omega_0(JJu, Ju) = \omega_0(Ju, u) \leq |Ju||u|
\]
we deduce the inequality
\[
\|J\| \leq \alpha^{-1},
\]
and from \( 1 = \|J^2\| \leq \|J\|^2 \leq \alpha^{-2} \) we obtain \( \alpha \leq 1 \). If we set \( S := I - JJ_0 = -J(J + J_0) \), where \( I \) is the identity map, we find
\[
\|S^{-1}\| = \|(J + J_0)^{-1}J\| \leq \|(J + J_0)^{-1}\| \|J\| \leq (\alpha + 1)^{-1} \alpha^{-1}
\]
Moreover, if we denote \( W := (J + J_0)^{-1}(J - J_0) \), a straightforward computation shows that
\[
S(I - WW^T)S^T = 2(J_0J^T - JJ_0).
\]
From the estimate
\[
(J_0J^T - JJ_0)u \cdot u = -2J_0J_0u \cdot u = 2\omega_0(JJ_0u, J_0u) \geq 2\alpha |u|^2,
\]
we deduce
\[
I - WW^T \geq 4\alpha \|S^{-1}\|^2 I \geq 4(\alpha + 1)^{-2} \alpha^{-1} I.
\]
This in turn implies
\[
WW^T \leq \left( 1 - \frac{4}{\alpha(\alpha + 1)^2} \right) I
\]
and hence the last inequality in the statement (i) follows.

(ii) The assumption, together with the identity
\[
\omega_0(Ju, v) = Ju \cdot J_0v = -J_0Ju \cdot v \quad \forall u, v \in \mathbb{R}^{2n},
\]
implies that the endomorphism \(-J_0J\) is self-adjoint and positive. Therefore, its spectrum \( \sigma(-J_0J) \) is contained in the positive real axis and we have
\[
\omega_0(Ju, u) \geq \min \sigma(-J_0J)|u|^2 = \frac{1}{\max \sigma((-J_0J)^{-1})}|u|^2 = \frac{1}{\max \sigma(-JJ_0)}|u|^2 \quad \forall u \in \mathbb{R}^{2n}.
\]
The desired inequality now follows from the identity
\[
\max \sigma(-J_0) = \| - JJ_0 \| = \|J\|.
\]

\[\square\]
Proof of Lemma A.3. We identify $\mathbb{R}^2$ with $\mathbb{C}$ by mapping $(s,t)$ into $w = s + it$, and we set
\[
\partial := \partial_s - J_0 \partial_t, \quad \bar{\partial} := \partial_s + J_0 \partial_t.
\]
Moreover, we identify $\mathbb{R}^{2n}$ with $\mathbb{C}^n$ by identifying $J_0$ with the multiplication by $i$, and we consider the linear convolution operator
\[
T : C_c^\infty(\mathbb{C}, \mathbb{R}^{2n}) \to C^\infty(\mathbb{C}, \mathbb{R}^{2n}), \quad (Tv)(z) := \frac{1}{2\pi} \int_C \frac{v(w)}{z - w} \, dsdt,
\]
where $w = s + it$. The operator $T$ commutes with partial derivatives and satisfies
\[
\bar{\partial} Tv = T \bar{\partial} v = v,
\]
see [HZ94, Appendix A.4]. Moreover by the Calderon-Zygmund inequality, see [MS04, Theorem B.2.7], for every $p \in (1, +\infty)$ there exists $C_p > 0$ such that for all $v \in C_c^\infty(\mathbb{C}, \mathbb{R}^{2n})$,
\[
\|\partial Tv\|_{L^p} = \|T \bar{\partial} v\|_{L^p} \leq C_p \|v\|_{L^p}.
\]
Therefore $\partial T$ extends to a bounded linear operator on $L^p(\mathbb{C}, \mathbb{R}^{2n})$. If $p = 2$, this operator is an isometry. Indeed, for $v \in C_c^\infty(\mathbb{C}, \mathbb{R}^{2n})$ we have
\[
\|\partial Tv\|_{L^2}^2 = \|2\partial_s Tv - \bar{\partial} Tv\|_{L^2}^2 = 4\|\partial_s Tv\|_{L^2}^2 - 4(\partial_s Tv, \bar{\partial} Tv)_{L^2} + \|\bar{\partial} Tv\|_{L^2}^2
\]
\[
= 4\|\partial_s Tv\|_{L^2}^2 - 4(\partial_s Tv, \partial_s Tv + J_0 \partial_t Tv)_{L^2} + \|v\|_{L^2}^2
\]
\[
= -4(\partial_s Tv, J_0 \partial_t Tv)_{L^2} + \|v\|_{L^2}^2 = \|v\|_{L^2}^2,
\]
where the last equality follows from partial integration and the skew symmetry of $J_0$. Applying the Riesz-Thorin interpolation theorem, we also have
\[
\|\partial T\|_{L^p} \leq \|\partial T\|_{L^2}^{1-\theta} \|\partial T\|_{L^{p'}}^\theta = \|\partial T\|_{L^{p'}}^\theta
\]
for $p' \geq 2$ and $\theta \in (0, 1)$, where $p \geq 2$ is determined through $1/p = (1 - \theta)/2 + \theta/p'$. By fixing $p' > 2$ and letting $\theta$ go to 0, or equivalently $p$ go to 2, we obtain
\[
\limsup_{p \downarrow 2} \|\partial T\|_{L^p} \leq 1. \quad (A.3)
\]
Let $u \in L^p_{\text{loc}}(U, \mathbb{R}^{2n})$ be a solution of the linear equation (A.2), which we rephrase as
\[
(J + J_0) \bar{\partial} u + (J - J_0) \partial u = 2 Jf. \quad (A.4)
\]
Since $J$ is $\omega_0$-compatible and uniformly bounded, Lemma A.3 (ii) implies that
\[
\omega_0(J(w)v, v) \geq \alpha |v|^2 \quad \forall w \in U, \forall v \in \mathbb{R}^{2n},
\]
where $\alpha := 1/\|J\|_{\infty}$. In particular, all the complex structures $J(w)$ satisfy the assumption of A.3 (i) with the same constant $\alpha$. 69
Multiplying the both sides of (A.4) by \((J + J_0)^{-1}\), which exists as observed in Lemma A.3 (i), we obtain the following Beltrami equation on \(U\)
\[
\overline{\partial} u + G \partial u = g \tag{A.5}
\]
where
\[
G := (J + J_0)^{-1}(J - J_0)
\]
and
\[
g := 2(J + J_0)^{-1}Jf.
\]
The map \(g\) belongs to \(L^p_{\text{loc}}(U, \mathbb{R}^{2n})\). By the second inequality in Lemma A.3 (i),
\[
\sup_{(s,t) \in U} |G(s,t)| < 1.
\]
Let \(\Omega \subset U\) be an open subset with compact closure contained in \(U\). Let \(\rho : \mathbb{C} \to \mathbb{R}\) be a smooth function with compact support contained in \(U\) and taking the value 1 on \(\Omega\). We define \(v \in L^p(\mathbb{C}, \mathbb{R}^{2n})\) by
\[
v := \rho u.
\]
Since \(\Omega\) is arbitrary, it is enough to show that \(v\) belongs to \(W^{1,q}(\mathbb{C}, \mathbb{R}^{2n})\) for some \(q > 2\).

From (A.5) we deduce that \(v\) solves the following Beltrami equation on \(\mathbb{C}\)
\[
\overline{\partial} v + G \partial v = h, \tag{A.6}
\]
where the map
\[
h := \rho g + (\overline{\partial} \rho) u + (\partial \rho) Gu
\]
belongs to \(L^p(\mathbb{C}, \mathbb{R}^{2n})\), and \(G\) is extended to the whole \(\mathbb{C}\) by setting it equal to 0 outside \(U\), so that we still have
\[
\sup_{w \in \mathbb{C}} |G(w)| < 1. \tag{A.7}
\]
Having compact support, \(v\) and \(h\) belong also to \(L^{p'}(\mathbb{C}, \mathbb{R}^{2n})\) for every \(p' \leq p\). Since \(T \overline{\partial} = I\), equation (A.6) can be rewritten as
\[
(I + G \partial T) \overline{\partial} v = h. \tag{A.8}
\]
Thanks to (A.3) and (A.7), we can find \(q_0 > 2\) such that
\[
\|G \partial T\|_{L^q} < 1
\]
for every \(q \in [2, q_0]\). The above inequality implies that the operator \(I + G \partial T\) is invertible on \(L^q(\mathbb{C}, \mathbb{R}^{2n})\) for every \(q \in [2, q_0]\). Let \(q \in (2, q_0]\) be a number not larger than \(p\). Since \(h\) is in \(L^q(\mathbb{C}, \mathbb{R}^{2n})\), the equation (A.8) can be restated as
\[
\overline{\partial} v = (I + G \partial T)^{-1} h,
\]
and shows that \(\overline{\partial} v\) belongs to \(L^q(\mathbb{C}, \mathbb{R}^{2n})\). By the standard Calderon-Zygmund estimates, we conclude that \(v\) belongs to \(W^{1,q}(\mathbb{C}, \mathbb{R}^{2n})\), as we wished to prove. \(\square\)
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