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ABSTRACT
Heterogeneous computing is becoming mainstream in all scopes. This new era in computer architecture brings a new paradigm called Accelerator Level Parallelism (ALP). In ALP, accelerators are used concurrently to provide unprecedented levels of performance and energy efficiency. To reach that, there are many problems to be solved, one of the most challenging being co-execution.

This paper develops a scheduling framework called POAS, a general method for providing co-execution to generic applications. Unlike other scheduling approaches, POAS does not directly schedule applications. Instead, it is a generic model that transforms any application to make it suitable for co-execution, so that it can be executed in ALP environments. Our proposal is composed of four differentiated steps: predict, optimize, adapt and schedule. During these phases, different modifications are implemented in the application to make it suitable to be executed in ALP environments. In this work we also apply our framework to a matrix multiplication case study, outlining the critical and most important steps to port the application with POAS.

We evaluate our POAS-based implementation for matrix multiplication on a CPU/GPU/XPU environment using CPU cores, CUDA cores and tensor cores (XPU). Our experiments prove that co-execution in the studied scenario can benefit from ALP, yielding speedups of up to 45% with respect to using only one accelerator. The proven flexibility and potential of POAS make it an excellent candidate to reach ALP in future computer systems.
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1 INTRODUCTION
In recent years, it has been demonstrated that CPUs are less efficient regarding power consumption and performance compared to accelerators [10], which provide high performance that comes from parallelism enabled by specialization. After the end of Moore’s law [11], accelerators seem to be one of the few ways to keep improving the performance and efficiency of computing hardware. Therefore, computer architecture is evolving to be heterogeneous, and to use different accelerators to accomplish different tasks, instead of relying on the CPU for all of them. That is why the concept of using a general-purpose processor for everything is losing force over time, and computing has started the transition from being general-purpose toward specialization [39]. In fact, it is said that this paradigm change is opening a new golden age for computer architecture [17].

As computer science has evolved, many different paradigms have appeared to boost computer performance. All of them (ILP, TLP and DLP) have been critical advances in computer architecture. With such, there have been great opportunities to improve the CPU’s performance. Those opportunities were supported by the ability to keep increasing the transistor count inside the chips. But after the end of Moore’s law, similar techniques may not be appropriate since there is no physical space to implement them. Since then, computer architecture is transcending to what some authors [19] call the next computer architecture paradigm; Accelerator Level Parallelism (ALP).

Actually, this transformation from a general-purpose to a heterogeneous, specialized view started years ago. Alternative architectures with lower overhead than the CPUs have been proposed, like Graphics Processing Units (GPUs). The GPU is the most popular architecture, being more specialized than the CPU, but still more generic than other architectures. Field-programmable gate
arrays (FPGAs) play another crucial role towards specialization, as they allow solving specific problems directly in hardware in a programmatic way. However, since accelerators are targeted to specific task/s, the majority of them are useful only for a particular domain. They are used in domains like machine learning, where many accelerators exist, like the Tensor Processing Unit (TPU), the Neural Processing Unit (NPU), etc. Other notable accelerators include Image Signal Processor (ISP), Digital Signal Processor (DSP), or video encoder/decoders. In the end, many of these accelerators are often included in System on a Chip (SoC) that nowadays power our smartphones [15], but also laptops [14] and workstations [8]. Actually, SoCs are the first manifestation of ALP, as they include many accelerators that can be used concurrently, thus providing ALP [19].

Using many hardware devices concurrently is usually referred to as co-execution, and is one of the different goals that have to be fulfilled to achieve ALP. The idea is to use many accelerators at the same time, similarly to how ILP concurrently employs multiple functional units. Allowing co-execution is challenging since the software needs to divide the work into parts and schedule them among different devices. This scheduling may pursue different objectives, like minimizing the execution time or the energy consumption. In either case, achieving so depends heavily on the target hardware platform. Therefore, many approaches are needed to cover all the possible scheduling domains.

This paper presents POAS (Predict, Optimize, Adapt and Schedule), a framework for adapting any workload to be executed concurrently on multiple accelerators. The presented framework can be focused on minimizing the execution time (high-performance) or minimizing the energy consumption (energy efficiency). The framework is divided into four general steps. The first one, predict, consists of developing a solid model that predicts the execution time of the CPU and the accelerators, as well as the memory cost to copy the data between the CPU and the accelerators. In the optimization step, the performance prediction model is used to build a constraint satisfaction problem (CSP). The problem is then optimized to find the values such that the objective function is minimal. Lastly, the results given by the solver may need to be adapted to the specific problem so that they can be used to schedule the workload.

To demonstrate how POAS works, this paper applies our method to a high-performance scenario like matrix multiplication. First, the general method is specialized for the general matrix multiplication domain. As target accelerators, we consider NVIDIA GPUs, both ones that use ordinary CUDA cores, as well as those that provide hardware acceleration for matrix multiplications using tensor cores (XPUs) [6]. Therefore, ALP is achieved by exploiting the power of the host CPU, the GPU (or GPUs) and the XPU (or XPUs), which we refer to the GPUs with tensor cores. The model is implemented and evaluated in two HPC environments with different performance capabilities, both having a multi-core CPU, a GPU and an XPU. The results highlight the flexibility and great performance that the proposed method provides.

To the best of our knowledge, this work is the first proposal to define a generic scheduling framework for heterogeneous platforms to allow co-execution that can be adapted to particular domains. While it has the disadvantage of requiring extra work, it has the potential to provide better results, which is a trade-off that might be interesting in many different scenarios.

The main contributions of this paper are the following:

- Defines a framework for exploiting Accelerator Level Parallelism (ALP) through co-execution. The model consists of a four-step decomposition of the scheduling problem and is applicable in many applications.
- Details how the proposed framework can be applied to a real-world application like matrix multiplication and implements it for CPU, GPUs and XPUs environments.
- Presents an experimental evaluation of the proposed framework applied to the matrix multiplication domain, showing its performance gain in a real-world scenario, yielding speedups of up to 45% with respect to using only one accelerator.

The rest of the paper is organized as follows. Section 2 presents the background in scheduling techniques, state-of-the-art approaches in co-execution, and related work in heterogeneous matrix multiplication. In Section 3, we present POAS, our general framework for allowing co-execution in heterogeneous environments. We provide an application example of POAS to a real-world application like the matrix multiplication in Section 4. A performance evaluation of the matrix multiplication implementation of POAS is shown in Section 5. Finally, Section 6 concludes the paper and gives some hints for future work.

## 2 BACKGROUND AND RELATED WORK

### 2.1 Scheduling and co-execution

Task scheduling is a research field that has been intensively studied over time. Another related topic with scheduling, co-execution, has emerged in recent years motivated by the rapid hardware evolution. In task scheduling, the objective is to distribute a set of tasks among different devices (task parallelism). This idea works well if assuming that all the devices within a system have good capabilities to perform any of these tasks. In a world dominated by accelerators, this is not the case, as each of them is designed to work in restricted domains. Henceforth, co-execution appears to be more suitable, as it exploits parallelism using multiple devices (accelerators) but only for a given task (data parallelism). Ideas from both approaches often overlap, so it is worth studying works from both areas.

Performance prediction is a commonly used approach in scheduling, and it has been extensively studied in the last decades [12]. This technique consists in predicting the application performance for a given set of hardware resources, allowing to estimate the execution time of an application. In this context, we can differentiate between analytical (mathematical models) and non-analytical methods, which often rely on machine learning techniques. However, using standalone analytical or non-analytical models can barely be used to predict the performance, so they are typically coupled with some characterization. For example, executing total or partially the application to help deduce its behavior, analyzing the source code, or carrying out some profiling. This characterization may provide information about the hardware and/or software to be measured. In this sense, the roofline model [42] may also be
useful to understand the performance behavior. With the heterogeneous computing growth in last years, it has also been proposed for GPUs [25] but also SoCs with different accelerators [18].

Task scheduling techniques have been proposed for OpenCL kernels in [41], where authors use both static code features as well as runtime ones to predict the speedup of applications in CPU or GPU. Also in OpenCL, non-analytical methods like decision-based trees are used in [40] to schedule OpenCL kernels on CPU/GPU platforms. Co-execution opportunities are studied in [44] on integrated CPU/GPU architectures. They also study how to determine which compute elements are suitable or not for a given task (in other words, when co-execution is beneficial or not). List scheduling has been applied in both static [45] and dynamic runtime scenarios, where new workloads arrive over time [26]. Profiling and machine learning is combined in [16] to provide scheduling in heterogeneous environments. Integer linear programming (ILP) and linear regression are combined with stream graphs in [27] to efficiently distribute workloads on multi-GPU platforms. Performance modeling has been widely applied in many works [13, 31, 33, 38]. In a DynamIQ heterogeneous multi-core environment, a performance model to estimate the efficient distribution of critical sections is designed [31]. Task scheduling has been often applied to CPU/GPU environments, but there are also other approaches for more heterogeneous environments, like CPU/FPGA [2]. In [43], authors propose a scheduling strategy for distributed accelerator-rich environments centered in real-time applications. The predictable execution model (PREM) [33] was proposed to enable time prediction on non-predictable hardware. The approach separates programs into memory and compute phases, which can be independently scheduled. It was proposed for CPU only, but a recent work extended it for CPU/GPU architectures [13]. Many of these works focus primarily on minimizing the execution time. However, given the heterogeneous nature of today’s computing systems, other studies consider both execution time as well as energy consumption in their scheduling decisions [34].

2.2 General methods for co-execution

Several works have focused on designing a general method to provide co-execution of any data-parallel workload. They are usually targeted to specific frameworks or languages that enable single-source coding on heterogeneous platforms. One of such languages that are lately gaining influence is oneAPI [7]. However, oneAPI does not officially provide a mechanism for co-execution. In a recent research [28], authors proposed a new co-execution runtime in oneAPI based on load balancing algorithms. Another relevant framework in this context is OpenCL, which also was coupled with a co-execution engine in [29]. Lastly, in [35], the authors extend the OmpSs framework to allow co-execution of OpenCL kernels. General methods like the previously mentioned are particularly challenging as they need to efficiently schedule unseen kernels that may have potentially unbounded different behaviors.

Mentioned works have focused on co-executing generic kernels without domain-specific knowledge of the application being executed. This goal is quite hard to accomplish, as the framework must dynamically adapt the work depending on the kernel and hardware properties. It is more suitable for device-agnostic languages like OpenCL but, due to its high abstraction of the running code, it is unable to apply domain-specific optimizations on the work distribution. For these approaches, one of the main ways to know how to schedule the application is the source code. However, the behavior of each application might be radically different, and predicting its behavior beforehand is not always feasible. Instead of using performance prediction, other approaches like queue or list-based scheduling seem more appropriate in this context. Yet, these techniques can easily suffer from load imbalance and often provide sub-optimal scheduling solutions.

2.3 Heterogeneous matrix multiplication

General matrix multiplication is a topic that has been deeply studied over time, mainly due to its high relevance in many computer science applications. In this sense, one of the main concerns is matrix multiplication performance. Recent works have studied the performance of matrix multiplication in heterogeneous environments [37]. Furthermore, several papers have considered the use of different hardware devices to compute matrix multiplications to exploit heterogeneous systems. One of the first studies [3] already approached the problem from an analytical point of view. The authors analyzed the computational power of each processor in the heterogeneous system and later expressed the workload distribution as an optimization problem. As the concept of heterogeneity has evolved, that work was targeted to distributed systems using MPI, which imposed different issues to be solved. In [4], the authors designed a hierarchical approach to be able to distribute parts of the matrix multiplication to different devices. Considering multiple accelerators and a range of n columns to be assigned to each accelerator, the search space becomes too big. Therefore, they proposed a hierarchical way of considering all the possibilities, significantly reducing the search space. A new algorithm based on Strassen’s method was presented in [24] for heterogeneous environments. To schedule the work between accelerators, a queue-based system was used, which gives blocks of the matrices to be computed whenever a device is free. Matrix multiplication workload distribution has also been studied in the context of energy efficiency [5], where authors proposed an approach for ARM big.LITTLE processors. One of the centric ideas was to study the performance ratio between the big and the little cores in the SoC and use such criteria to perform the scheduling.

2.4 Accelerators and tensor cores

Accelerators are hardware devices that execute a given workload in less time and/or with much less energy than conventional CPUs [10]. Nowadays, GPUs are the mainstream, easily accessible accelerators for the masses. While they accelerate many relevant workloads (like machine learning) [9], they are still generic enough to be used for many domains. However, there is a trade-off between efficiency and generality, so GPUs are usually less efficient compared to more specific accelerators. FPGAs can be adapted to different specific domains thanks to their re-programmable hardware. Lastly, application-specific integrated circuits (ASICs) are designed and built for specific applications, so they achieve the highest levels of performance and efficiency. Popular domains have already plenty
of accelerators designed for them, as is the case of machine learning. The well-known tensor processing unit (TPU) [23] accelerates both inference and training workloads. Many other accelerators exist in this field for this task, but also other even more domain-specific ones, like neural radiance field [36]. In the area of matrix multiplication, accelerators supporting dense and sparse products [1], as well as sparse only matrix multiplication [32] exists.

A trend in computer architecture to make accelerators more accessible to broader domains is to incorporate domain-specific cores in general-purpose processors [10]. This allows using the general processor for generic tasks while offloading domain-specific ones to specialized cores. The tensor cores [6] included in Volta, Turing and Ampere microarchitectures are a good example of this idea. Tensor cores debuted in Volta microarchitecture [22], which have evolved and improved its performance with newer generations. This domain-specific hardware is primarily designed to enhance the performance of deep learning applications, but can also be used to enhance pure matrix multiplication workloads. In Volta, tensor cores implement a 4x4x4 FP16 matrix multiply and accumulate instruction, HMMA (half precision matrix multiplication and accumulate) [22]. The Turing tensor cores adds support for 16-bit and 16x8 data types [21] through a new MM addition. In Ampere microarchitecture, the matrix multiplication size changes from 4x4 to 8x8x8, doubling its FP16 throughput [9]. It also adds new instructions for sparse matrix multiplication, which in turn doubles the throughput of dense matrix multiplications. Tensor cores boost specific applications’ performance in an unprecedented way, providing a 4x boost in peak performance compared to CUDA cores, and 8x for the case of sparse matrices [9].

3 PREDICT, OPTIMIZE, ADAPT AND SCHEDULE (POAS)

POAS (Predict, Optimize, Adapt and Schedule) is a generic framework that can be adapted to any application domain. It is worth noting that POAS is not a framework that automatically schedules any generic application, but a generic model that allows defining domain-specific solutions to schedule any application. Therefore, POAS must first be adapted to the specific application domain. The result of adapting POAS to a specific application is a DS-POAS (domain-specific POAS). A DS-POAS is a model that takes the original application and adapts it to provide co-execution. On the one hand, the POAS model requires an additional step to be able to work in a given scenario (manually designing the specific DS-POAS), which requires extra work compared to generic approaches. On the other hand, as the resultant model has domain-specific information, it can provide more precise scheduling solutions. With a present and a future dominated by domain-specific hardware, a domain-specific model for co-execution like POAS can be crucial to allow accelerator-level parallelism in modern hardware. To the best of our knowledge, this is the first work that proposes a generic scheduling framework for heterogeneous scenarios that can be adapted to any domain, and the first approach that divides the scheduling problem into four differentiated parts.

A general view of POAS is depicted in Figure 1. The POAS model is divided into four phases (Predict, Optimize, Adapt and Schedule), which must be performed in order. In this sense, the output of each phase is the input of the next one, as Figure 1 shows. The model can be adapted to achieve different goals in ALP environments, like minimizing the execution time or the energy used. Lastly, the framework was designed to work in scenarios where there is a significant amount of work so that ALP can be exploited to achieve some profit. It does not detect whether an application is suitable for co-execution or not, which is something that we leave for future work.

3.1 Predict

In the predict phase, a performance predictor is designed. The goal of the performance prediction is to give a precise estimation of the execution time (or energy needed, if the model wants to be optimized for energy efficiency) of the studied application. This prediction is both software and hardware-dependant, so the prediction must consider both application and hardware characteristics. As part of the prediction phase, a profiling of the hardware platform is also necessary. With profiling, the predictor can seamlessly adapt to the hardware and software, providing high precision. It is essential to carefully study the behavior of the hardware executing the application, as sometimes it provides different performance results depending on data sizes, alignment, and other factors. If possible, profiling should be performed in the optimal conditions of the hardware, as real workloads would be performed in the same conditions. In either case, it is crucial to ensure that profiling and real workloads are executed under the same conditions because if this is not the case, the prediction would be suboptimal. Besides, it is worth noting that for POAS it is not mandatory to have the source code, which is a limitation that exists in many language-centered models.

The POAS framework is modular, so any performance prediction method can be chosen in this phase. There are many performance prediction approaches, and depending on the domain, one or another might be more suitable in each case. Furthermore, the performance model must predict not only the execution time but also the time spent in memory transfers between the CPU and the accelerators. The only requirement for the prediction is to provide a mathematical function that, given the input size, predicts the execution time of the application for a variety of hardware devices. While the resultant function has no restriction regarding its complexity, it is desirable to have a linear or quadratic function, as discussed in Section 3.2. The prediction accuracy is crucial to achieve competitive performance; if the prediction fails to precisely reproduce the experimental results, the scheduling will be poor.

3.2 Optimize

The optimization phase takes the prediction model generated in the previous step as input. This phase has two objectives: to define a formulation of the behavior of the application and how to optimize it. The formulation is enunciated as a constraint satisfaction problem (CSP), which can be formulated to minimize different objectives (like execution time or energy consumption). In many cases, however, the problem can be further specialized into a constrained-optimization problem (COP), which is a generalization of the CSP. It is crucial that the mathematical formulation models all the details of how the application works in the real world (i.e., when the compute
and communication phase occurs and how). Regarding methods for optimizing the model, linear or quadratic programming can be used, providing the optimal solution in very little time. However, these methods can only be used if the function that models the behavior of the application is linear or quadratic. Because there might be cases where the performance model is too complex to be represented in these terms (e.g., the function is cubic), the problem should be formulated as a CSP. In this case, alternative methods like backtracking or local search could be used to optimize the performance model. Anyhow, the result of this phase is a set of optimized values, which typically represent the input size of each device, such that the desired objective function is optimized.

### 3.3 Adapt

Depending on the application, the variables that come from the optimized model designed in the previous phase might need some transformations to be used by the scheduler. Therefore, an intermediate phase called adapt is needed to make the scheduler work correctly. We differentiate between two types of adjustments: data and hardware adjustments.

#### 3.3.1 Data adjustments

The output of the optimized model may contain different information than the one needed to determine how to schedule the application. For example, it might be necessary to abstract the data that the mathematical models work with, adding, removing variables, or altering in any other form the data used. Adding abstraction or changing the variables of the problem formulation might be beneficial in some cases. It might be useful to reduce the complexity of the problem (from cubic to linear models) to improve the prediction performance or to solve application-specific problems. If such alteration occurs, the output of the optimization phase cannot be used to decide how to do the scheduling. In these cases, the adapt phase must adjust the values given by the optimization phase to some values that can actually be used in the scheduler. Since data adjustments depend on the application, this procedure is essentially application-dependent.

#### 3.3.2 Hardware adjustments

Generally speaking, hardware is very sensitive to data sizes and other factors, so optimal performance is only reached in given circumstances. These circumstances heavily vary depending on the hardware platform. As we mentioned before, the preferred choice for efficient use of hardware is to profile the platform assuming optimal input values. If the profiling was not performed assuming optimal performance, the hardware adjustments must also match the same conditions. In either situation, the solution given by the optimized model may not conform to the conditions in which profiling was done. Therefore, fine-tuning must be performed to adapt the output of the model to input sizes that efficiently use the hardware. On the one hand, it is necessary because we are interested in maximizing throughput or minimizing energy consumption, which is only achieved by fulfilling this goal. On the other hand, it is necessary because if profiling was performed assuming optimal values but real workloads are not executed in the same conditions, prediction accuracy would be poor.

### 3.4 Scheduler

Within the POAS model, the scheduler can work in two different ways: static and dynamic. Other scheduling policies, as well as modifications to the presented ones, are left to future work. Furthermore, the scheduler must also consider how to schedule the communications between the CPU and the accelerators, which might have a significant impact on performance.

#### 3.4.1 Static scheduling

The static scheduler uses the performance model and optimizes the problem formulation once to get the optimal inputs for each device. It is the simplest mode as it does not change over the execution of the program. This mode works well when the application requirements do not change over time, and when the performance prediction can model precisely the behavior of the application. In this mode, the scheduler must also consider how to schedule the communication phase occurs and how). Regarding methods for optimizing the model, linear or quadratic programming can be used, providing the optimal solution in very little time. However, these methods can only be used if the function that models the behavior of the application is linear or quadratic. Because there might be cases where the performance model is too complex to be represented in these terms (e.g., the function is cubic), the problem should be formulated as a CSP. In this case, alternative methods like backtracking or local search could be used to optimize the performance model. Anyhow, the result of this phase is a set of optimized values, which typically represent the input size of each device, such that the desired objective function is optimized.

### 3.3 Adapt

Depending on the application, the variables that come from the optimized model designed in the previous phase might need some transformations to be used by the scheduler. Therefore, an intermediate phase called adapt is needed to make the scheduler work correctly. We differentiate between two types of adjustments: data and hardware adjustments.

#### 3.3.1 Data adjustments

The output of the optimized model may contain different information than the one needed to determine how to schedule the application. For example, it might be necessary to abstract the data that the mathematical models work with, adding, removing variables, or altering in any other form the data used. Adding abstraction or changing the variables of the problem formulation might be beneficial in some cases. It might be useful to reduce the complexity of the problem (from cubic to linear models) to improve the prediction performance or to solve application-specific problems. If such alteration occurs, the output of the optimization phase cannot be used to decide how to do the scheduling. In these cases, the adapt phase must adjust the values given by the optimization phase to some values that can actually be used in the scheduler. Since data adjustments depend on the application, this procedure is essentially application-dependent.

#### 3.3.2 Hardware adjustments

Generally speaking, hardware is very sensitive to data sizes and other factors, so optimal performance is only reached in given circumstances. These circumstances heavily vary depending on the hardware platform. As we mentioned before, the preferred choice for efficient use of hardware is to profile the platform assuming optimal input values. If the profiling was not performed assuming optimal performance, the hardware adjustments must also match the same conditions. In either situation, the solution given by the optimized model may not conform to the conditions in which profiling was done. Therefore, fine-tuning must be performed to adapt the output of the model to input sizes that efficiently use the hardware. On the one hand, it is necessary because we are interested in maximizing throughput or minimizing energy consumption, which is only achieved by fulfilling this goal. On the other hand, it is necessary because if profiling was performed assuming optimal values but real workloads are not executed in the same conditions, prediction accuracy would be poor.

### 3.4 Scheduler

Within the POAS model, the scheduler can work in two different ways: static and dynamic. Other scheduling policies, as well as modifications to the presented ones, are left to future work. Furthermore, the scheduler must also consider how to schedule the communications between the CPU and the accelerators, which might have a significant impact on performance.

#### 3.4.1 Static scheduling

The static scheduler uses the performance model and optimizes the problem formulation once to get the optimal inputs for each device. It is the simplest mode as it does not change over the execution of the program. This mode works well when the application requirements do not change over time, and when the performance prediction can model precisely the behavior of the hardware. If one of these requirements do not meet, the static scheduling would provide inaccurate predictions of the execution time of the application, leading to suboptimal scheduling where the hardware utilization may decrease significantly.
3.4.2 Dynamic scheduling. To overcome the aforementioned problems, a dynamic scheduler can be employed. In the dynamic scheduler, the performance prediction model is used to optimize the function and obtain the optimal values, just like the static scheduling. But, unlike static scheduling, any of the other three phases (Predict, Optimize or Adapt) may be changed over time, thus modifying the performance prediction, the optimization function, or the application adapter. If an application performance varies over time (e.g., hardware can be added or removed dynamically, or because performance heavily depends on external factors), the performance prediction could be altered during execution. To do so, one approach is to be constantly measuring the execution time of the application and adapting the performance model over certain periods, which granularity can be adjusted as needed (e.g., every second, or every program iteration). Furthermore, it is also possible that the problem changes during execution, which may need the constraint problem to be reformulated.

3.4.3 Data communication scheme. One performance crucial aspect of the work distribution is the effective use of the memory bus. In ALP environments (like SoCs), accelerators are typically connected to a shared bus, where all of them can communicate with the CPU. Because of that, optimizing applications for exploiting ALP is challenging since the bus (thus, the throughput) must be shared between all the accelerators.

As a first approach, we propose a scheduler based on priority scheduling. The idea is to assign a priority to each device connected to the shared bus. Then, data is copied to/from the CPU in the order dictated by the priority ordering. There are many approaches to designing this scheme with different goals, like minimizing the idle time of accelerators. We leave for future work to further investigate more efficient approaches.

4 APPLYING POAS TO GEMM (HGEMMS)

This section details how POAS can be adapted to a specific application and provides concrete examples for all of the four phases in POAS. The result of this section is a DS-POAS specialized for matrix multiplication, which we will be referring to as hgemms (heterogeneous GEMM scheduler). Due to the modular nature of POAS, the presented DS-POAS is one of the multiple possible DS-POASs specialized for this application. The goal of this section is not to show the optimal approach to matrix multiplication, but to present an example of POAS applied to a real-world application.

We designed hgemms for minimizing the execution time and targeted CPUs, GPUs and tensor cores (from now on, XPU). The implementation relies on optimized libraries to perform the matrix multiplications: MKL (in Intel CPUs), BLIS (in AMD CPUs) and cuBLAS (for both CUDA and tensor cores).

4.1 Predict

4.1.1 Linear regression. To design the performance predictor for GEMM, we used a regression analysis approach. It is well known that the general algorithm has a complexity of $O(n^3)$. But to use linear regression, we must find a way to represent the time with linear growth. We accomplish this by modeling the execution time with the number of operations (from now on, ops), such that $\text{ops} = m \times n \times k$, instead of the input size ($n^3$). In other words, the execution time grows with a cubic complexity if we consider the input size, but grows linearly considering the number of operations.

While this linear function can generally predict the performance of GEMM, there exist certain hardware peculiarities which might cause the prediction to fail. For example, the XPU will provide radically different results depending on the input size of the matrix, as the tensor cores can only be optimally used when the input meets some criteria. To eliminate ambiguity, the performance predictor always assumes optimal performance. In other words, if a device only reaches optimal performance under certain conditions, the predictor will always predict the execution time under such circumstances. Therefore, one additional task of hgemms in the adapt phase is to ensure that the real workloads can actually be computed in the same way as the predictor was trained for. We further contemplate these details in Section 4.3. In addition to the compute times, hgemms also predicts copy times between CPU and GPU.

4.1.2 Profiling. We perform a profiling of the hardware platform, which is done only once at installation time and takes less than five minutes to complete. The profiling phase measures the compute power of all the hardware devices available in the system and the memory bandwidth between CPU and GPUs. Then, the results are stored in a text file that is read when real matrix multiplication workloads arrive.

- Computing power profiling: The program runs a set of squared matrix multiplications (using appropriate libraries like MKL, BLIS or cuBLAS). The sizes of the squared matrices are variable and adjustable depending on the device (see Section 5.1.3 for more details). When all the experiments have finished, linear regression is performed to obtain the linear function that models the execution time of the device.
- Memory bandwidth profiling: The program runs a microbenchmark that measures the bandwidth between the CPU and each of the GPUs.

One limitation of this approach is the fact that the profiling only collects data of squared matrices. Depending on the hardware platform and the library used, a matrix multiplication with the same number of operations but different shape might need different amounts of time to complete. However, profiling the performance of any matrix size is not feasible, as it would require large amounts of time to complete. Our solution is to consider that any matrix multiplication can be decomposed into sub-matrices products, whose number of operations is equal to the sum of the operations of the sub-matrices products. The key idea is that the sub-matrices can be decomposed to be squared while maintaining the same number of operations. Using this approach, we can also predict the performance of non-squared matrices precisely.

4.2 Optimize

In the optimization phase, we formulated a constraint satisfaction problem that minimizes the execution time. Therefore, the goal of the solver is to find a distribution of ops among the hardware devices such that the total execution time is minimal.

4.2.1 Problem formulation. We express the execution and copy times as a mixed-integer linear programming (MILP) problem. We define $c_x$ as the independent variables, which represents the number
of operations (ops) to be computed by device \( x \). The goal of the solver is to minimize the objective function (which models the total execution time of the GEMM in \( n \) devices):

\[
max(t_{c_1} + t_{y_1}, t_{c_2} + t_{y_2}, \ldots, t_{c_n} + t_{y_n})
\]  

(1)

where:

- \( n \) is the number of devices in the system.
- \( t_{c_x} \) is a linear function in the form \( ax + b \) that models the execution time of the device \( x \) when it computes \( c_x \) operations.
- \( t_{y_x} \) is a linear function that models the copy time of the device \( x \) when it computes \( c_x \) operations (if \( x \) is a CPU, then \( t_{y_x} = 0 \)).

with constraints:

\[
c_1, c_2, \ldots, c_n \geq 0
\]  

(2)

\[
\sum_{i=0}^{n} c_i = N
\]  

(3)

where \( N \) is the total number of operations to be computed (i.e., \( m \ast n \ast k \)), and with the copy time functions defined as:

\[
y_x = \frac{d_{tx} \ast c_x \left( \frac{1}{x} + \frac{1}{n} \right) + k n}{b_{wx}}
\]  

(4)

with:

- \( d_{tx} \) being the data type size in bytes of device \( x \).
- \( k, n \) being the sizes of the matrix (constants).
- \( b_{wx} \) being the memory bandwidth between CPU and the device \( x \), measured in bytes per second.

Equation 4 gives the time to copy \( A, B \) and \( C \) matrices, assuming that the communications happens in a bus exclusively used by device \( x \). This is true when only one device is connected to the bus, but is not realistic in a shared bus (e.g., in a SoC). If memory copies of different devices are serialized, the function must take into account the time to copy the data of previous devices of \( A, B \) or \( C \) matrices. We modified the equation in our formulation as our target platform includes more than one accelerator connected to the same bus. Besides, the memory prediction model is simplified, as it only considers the memory bandwidth but not the latency. As mentioned, POAS should only be applied to applications where there is significant compute work. Thus, since we apply hgemms to scenarios that involve large data transfers, the latency is unnoticeable.

We implemented the MILP problem using CPLEX 12.10 [20]. The CPLEX solver is embedded in the program using the CPLEX API, and the MILP formulation is dynamically defined depending on the devices being used. When the model has been optimized, the output variables of the MILP solver are \( c_1, c_2, \ldots, c_n \), which represent the number of operations that each device has to compute.

### 4.3 Adapt

In the adapt phase, the optimized values given by the MILP solver must be adapted to be used by the scheduler. For this task, we designed an algorithm called ops_to_mnk that works on both data and hardware adjustments.

#### 4.3.1 Data adjustments

To properly schedule parts of the matrices to be computed on each device, we need concrete matrix sizes (i.e., \( m, n \) and \( k \)). Having the output values instead of the \( m, n \) and \( k \) dimensions might appear a disadvantage, because an algorithm is needed to do the mapping but it might become an advantage, as it provides flexibility. Regarding data adjustments, the ops_to_mnk algorithm must accomplish two tasks:

1. Find \( m, n \) and \( k \) such that the number of operations matches the operations given by the MILP solver. This gives the \( m, n \) and \( k \) dimensions for each device.
2. Express the global matrix product as a list of squared sub-matrices products (in a best-effort manner). This divides the \( m, n \) and \( k \) dimensions for each device into sub-matrices for precise performance prediction.

For the first task, we start setting \( n \) and \( k \) to their original values. Partitioning a matrix with a different value of \( n \) would provide partial results in the output \( C \) matrix, so we fix \( n \) for convieniency. Setting \( k \) to the original value makes the ops_to_mnk algorithm easier since just the rows must be distributed. Then, to map ops to mnk, only \( m \) has to be determined, which is computed as \( m = \frac{\text{ops}}{nk} \).

For the second task, the algorithm must ensure that resultant matrices are as squared as possible (best-effort). Having squared matrices is the optimal scenario, as we would be performing the matrix multiplications in the same way as the prediction did. But this can only be accomplished if the input size is divisible by the sub-matrix sizes, which is not always possible. However, near-squared matrices (e.g., \( m = 1.1k \)) can also be predicted with very high precision. Let us denote with an apostrophe the dimensions of the submatrix (e.g., \( k' \)) and without it, the dimensions of the original matrix (e.g., \( k \)). The algorithm tries to make \( m' \) and \( k' \) as similar as possible, while keeping \( n' \) equal to \( n \). Our algorithm always ensures that the number of horizontal dimensions in \( A \) fits perfectly (i.e., \( k' \% k = 0 \)). Without such restriction, “gaps” may appear in the last column of \( A \). Therefore, the search space in \( k' \) is restricted to the divisors of \( k \), which happens to be big enough when the input matrix is also big. For determining \( m' \) size, the algorithm iterates over all the possibilities, analyzing how “squared” would be the resultant matrices using a simple heuristic. For a given list of squared matrices with \( \{m_1', m_2', \ldots, m_n'\} \) and \( \{k_1', k_2', \ldots, k_n'\} \), the squareness (sq) is computed as:

\[
sq = \sum_{i=0}^{N} \left( \frac{\min(m_i', k_i') \ast m_i' k_i' n}{\max(m_i', k_i')} \right)
\]  

(5)

This value represents how squared is the global set of sub-matrices. Thus, to find the best sub-matrix distribution, the algorithm chooses the one that maximizes the value of the heuristic.

#### 4.3.2 Hardware adjustments

The ops_to_mnk algorithm asserts that the matrix sizes satisfy the requirements imposed by the hardware to achieve optimal performance. In our case study, we consider CPUs, GPUs and tensor cores, so the ops_to_mnk algorithm must meet two requirements:
Tensor Cores: To reach optimal performance, the input sizes must meet the following conditions: \( m \% 8 \equiv 0 \) and \( k \% 8 \equiv 0 \) \(^1\). To do so, the algorithm reduces the input size until it meets the desired requirements. In the end, this means that the tensor cores get a fewer operations than the MILP solver specified, but this is barely unnoticeable since the size reduction is tiny compared to the global size.

- CPU cores: When profiling the CPU, inputs are designed to fit into cache memory. Therefore, when a real workload arrives, the algorithm must ensure that the generated submatrices also fit into cache.

### 4.4 Scheduler

For the scheduler, we used a static scheduling, as we found that gives excellent results for our case study. The scheduler receives the matrix sizes for each device and does not change them over time. We explore some of the possible issues of this approach in Section 5.3.

Regarding the use of the shared PCIe bus, we used a priority scheduling approach. When the program reads the configuration file, it assigns a priority for each device: the faster the device, the higher priority. Then, \( A \) and \( B \) matrices are copied in the order established by the priority. Thus, lower priority accelerators remain idle while the higher priority devices are copying the data. After the computation, the first device (meaning the faster one) copies \( C \) to the host, and the same order is used to copy the remaining parts of \( C \). In this case, the higher idle times are experienced from high-priority devices, which have to wait for the rest of the devices to complete. Figure 2 shows the proposed communication scheme.

### 4.5 Implementation details

When tensor cores are used, the output of the matrix multiplication comes in half-precision (FP16), while the CPU (which uses the MKL or BLIS library) can only perform the product in FP32. Therefore, when the results are collected in the CPU, the product has mixed-precision results. In this work, we do not consider how to deal with this problem as it is out of the scope of the paper, but it is worth mentioning that related work in this field has shown promising results [30].

In our implementation, we copy the data between CPU and GPU synchronously. This simple approach could be improved using CUDA streams and overlapping the computation with memory copies. In either case, the performance predictor can be adapted to predict the memory copies with or without overlap. Therefore, for our study, it is not particularly relevant whether the implementation copies the data with or without overlap.

### 5 EVALUATION

This section discusses our proposal applied to GEMM in two ways: prediction accuracy, in Section 5.2 and performance, in Section 5.3.

#### 5.1 Test bed

##### Hardware and software configuration

The evaluation platform is represented by mach1 and mach2, two HPC servers with a CPU+GPU+XPU configuration. During this evaluation, we refer to an XPU as the GPU that uses the tensor cores to perform the matrix multiplication, whereas GPU uses traditional CUDA cores. The hardware configuration of both machines is summarized in Table 2, and the specifications for each device are detailed in Table 1.

Both systems ran CentOS 8.2 (4.18.0-193 kernel in mach1 and 4.18.0-348 in mach2). The source code of hgemms was built using g++ 8.4.1. For running the GEMM in the Intel CPU, we used Intel MKL version 2020.0.2. For the AMD CPU, we used AMD AOMC BLIS 3.1. For the GPUs and XPs, mach1 ran the NVIDIA driver 450.51 and mach2 the version 510.47, while the NVIDIA cuBLAS version employed in mach1 was the 11.2.0, and the 11.8.1 in mach2. Regarding the communication between CPU and GPUs, the RTX 2080Ti’s in mach1 are connected to a PCIe 3.0 x16 bus, which peak memory bandwidth is 15.75 GB/s. In mach2, both cards are connected to a PCIe 3.0 x16 bus, providing a peak memory bandwidth of 31.75 GB/s. Since the RTX 2080Ti supports up to PCIe 3.0, the card in mach2 works in 3.0 mode, even though it is connected to a 4.0 slot. For the experiments, we reserved one physical CPU core

---

\(^1\)See https://docs.nvidia.com/cuda/cublas/index.html#tensorop-restrictions for more details
for managing the GPU and XPU. Thus, in our experiments, mach1 worked with 5 physical cores and mach2 with 23.

### 5.1.2 Matrix sizes

To evaluate our approach, we conceived six different matrix sizes, which are shown in Table 3, sorted in descending order by the number of operations (TOps). The first input size evaluates the performance for a relatively small squared square matrix. A larger non-square matrix is evaluated with the second input. We are also interested in evaluating very skinny matrices like input 3, where the $m$ dimension is much larger than the others. We explore the same idea for the $n$ dimension in input 4, and $k$ in input 5. Lastly, input 6 is the biggest matrix multiplication in the list.

We repeated the computations for each input 50 times, therefore executing 50 matrix multiplication over the accumulated data. We used these inputs for Sections 5.2 and 5.3. Each input was run 3 times, and the values shown in both sections are the average over these 3 independent runs.

### 5.1.3 Profiling and hgemms configuration

The profiling phase performed 30 squared matrix products with matrix sizes ranging between 1000 and 2000 for the CPU and between 3000 and 6000 for GPU/XPU. Each matrix product is measured 5 times, and the average over these 3 independent runs is used to perform the linear regression. For the generation of the list of squared sub-matrices, they were restricted to be of size such that the number of operations were between the same number of operations that were performed during profiling. In other words, in CPU the sub-matrices were restricted to $1000 \times 1000 \times 1000$ ($10^8$) and $2000 \times 2000 \times 2000$ ($8 \times 10^8$) operations, and in GPU between $3000 \times 3000 \times 3000$ ($27 \times 10^9$) and $6000 \times 6000 \times 6000$ ($216 \times 10^9$) operations. Thus, sizes are computed on the fly depending on the size of $n$ in the original matrix.

### 5.2 Prediction accuracy

To evaluate the performance predictor used in hgemms, we measured the prediction accuracy. The execution and memory copy times are measured and compared to the predicted values. We calculate the prediction error $e$ as an expression of the relative error: $e = 100 \times \frac{|v_{pred} - v|}{v}$, where $v$ is the measured time in our experiments and $v_{pred}$ is the value given by the predictor. We also calculated the root mean square error (RMSE), which gives a general perspective of the prediction robustness across different inputs. The results are summarized in Table 4, and RMSE is shown in Table 5.

For GPU and XPU, we show the global prediction error in the first instance, followed by the computing and memory copy prediction error, respectively. Overall, we observed that the prediction error is low (typically under 5%). This is a key factor to provide high-quality co-execution because otherwise, the load imbalance would be very high, leading to substantial performance degradation. Except for a few cases, the memory prediction error is quite low, especially for mach2, which prediction is close to be perfect. The major part of prediction error comes from compute prediction, which is much harder to estimate. Some inputs were predicted with slightly higher prediction error ratios than the mean, especially the latest ones in the GPU and XPU in mach1. In fact, these “outliers” are one of the facts that increase the RMSE of the whole evaluation. We believe that this issue has a simple explanation that has to do with temperatures. During benchmarking, we left all the devices’ frequencies unlocked. Depending on the platform, this means that the clock frequency can be downscaled significantly due to overheating. In other words, the measured frequency in the profiling phase may not match the frequency used in real workloads. This is especially true for mach1 since it has significantly worse heat dissipation capabilities than mach2. According to RMSE values in Table 5, hgemms achieves low RMSE values that confirm the great robustness of the predictor, despite using static scheduling. However, a more sophisticated solution could employ a dynamic scheduler that considers the frequency in real-time of every device and dynamically balance the workload to further improve accuracy.

### 5.3 Performance

This section analyzes the performance improvements of hgemms respect to standalone execution (using only CPU, GPU or XPU). Let us first analyze the workload distribution found by hgemms, which is shown in Table 6. We can rapidly conclude that the distribution changes vary very little from one input to another. This is because all of the inputs are relatively big, and the computing power of accelerators oversees the memory copy overhead. Depending on the matrix shape, the memory copy cost can vary significantly, which explains the different variations to find the optimal distribution between GPU and XPU. Since the CPU is not affected by this issue, we can observe that its percentage of work distribution
clearly decreases with increasing matrix sizes. As the amount of computational work grows, the cost of memory copies is more profitable, making the compute work on the CPU less valuable.

In the end, this means that the speedup given by hgemms with respect to CPU and GPU is huge. Compared to the XPU alone, hgemms provides a very good speedup in mach1, ranging from 14% in the worst case up to 28% in the best one. We conclude that hgemms obtains decent speedup in mach1, given the big difference between the compute power of the XPU and the GPU and CPU. A different situation is mach2, where hgemms reaches a 45% of speedup in the best case. In the end, performance gains are constrained by the relative computing power of the non-XPU devices compared with the XPU and memory throughput. In mach1, the GPU contributes a good amount of computing power of the CPU+GPU+XPU aggregate, while the CPU gives almost no speedup. In contrast, the CPU and especially the GPU in mach2 do contribute a good amount of power to the aggregate system. Not only the GPU in mach2 is much more powerful than the one in mach1, but also it benefits from a double memory throughput.

In either case, hgemms fully adapts to the underlying hardware, properly exploiting its power. Based on our results, we can confirm that hgemms is able to exploit ALP in CPU+GPU+XPU environments for the GEMM use case. Therefore, this shows how the POAS framework can be applied to a specific domain and achieve potential performance enhancements.

6 CONCLUSIONS AND FUTURE WORK

Heterogeneity is becoming increasingly common in all markets. Energy-constrained systems benefit from accelerators thanks to their lower consumption, while can also provide great performance in compute-intensive workloads. One of the most promising views to exploit heterogeneity is Accelerator Level Parallelism (ALP). However, to concurrently run any workload in multiple devices, the work has to be divided efficiently between the compute elements. As the number of applications in which accelerators are being used grows rapidly, we need solutions that allow this process to be performed efficiently.

This work has presented POAS, a framework for defining scheduling models that efficiently divide and schedule any workload among the compute elements available within a node. Our method adapts to the hardware being used, thanks to the performance prediction, thus maximizing resource usage. We applied our framework to the field of matrix multiplication, showing that POAS adapts to the specific problem seamlessly. Furthermore, our POAS application to GEMM showed excellent performance results in two HPC servers with a CPU+GPU+XPU configuration (for Intel and AMD CPUs). Our implementation uses MKL and BLIS for CPU and cuBLAS for both GPU and XPU, achieving speedups of up to 45% with respect to using only one accelerator.
For future work, we plan to further extend POAS with more sophisticated scheduling policies. Although the proposed ones can provide high levels of hardware utilization in many scenarios, we believe that exploring new approaches can enhance the flexibility of the POAS framework to other domains. Another research line that remains open is to provide POAS capabilities to determine when a given workload is appropriate for exploiting ALP or not. Currently, the POAS framework can detect when running a certain workload is beneficial for co-execution or not depending on the workload size is known (after the DS-POAS was designed), whereas applications that are unsuitable for co-execution could be detected prematurely. Lastly, another front that remains open is how to efficiently schedule the communications between the GPU and accelerators. This aspect can also have a notable impact on overall performance, and is something that must be carefully studied to further enhance the POAS framework.
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