Identification of Lensed Gravitational Waves with Deep Learning
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ABSTRACT

Similar to light, gravitational waves (GWs) can be lensed. Such lensing phenomena can magnify the waves, create multiple images observable as repeated events, and superpose several waveforms together, inducing potentially discernible patterns on the waves. In particular, when the lens is small, $\lesssim 10^5 M_\odot$, it can produce lensed images with time delays shorter than the typical gravitational-wave signal length that conspire together to form “beating patterns”. We present a proof-of-principle study utilizing deep learning for identification of such a lensing signature. We bring the excellence of state-of-the-art deep learning models at recognizing foreground objects from background noises to identifying lensed GWs from noise present spectrograms. We assume the lens mass is around $10^3 M_\odot - 10^5 M_\odot$, which can produce the order of millisecond time delays between two images of lensed GWs. We discuss the feasibility of distinguishing lensed GWs from unlensed ones and estimating physical and lensing parameters. Suggested method may be of interest to the study of more complicated lensing configurations for which we do not have accurate waveform templates.
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1. INTRODUCTION

When gravitational waves (GWs) propagate near massive astrophysical objects such as black holes, substructures, galaxies, or galaxy clusters, they can be gravitationally lensed (Ohanian 1974; Bliokh & Minakov 1975; Bontz & Haugan 1981; Thorne 1983; Deguchi & Watson 1986; Schneider et al. 1992; Nakamura & Deguchi 1999; Takahashi & Nakamura 2003). Gravitational lensing is verified by electromagnetic (EM) observations for decades and has led to several groundbreaking findings in astrophysics. For example, it has resulted in the detection of exoplanets (Cassan et al. 2012) and has placed highly credible evidence for dark matter (Clowe et al. 2004; Markevitch et al. 2004). Similarly, lensing of GW is also expected to present interesting applications in fundamental physics, astrophysics and cosmology as studied in the literature (Sereno et al. 2011; Collett & Bacon 2017; Baker & Trodden 2017; Fan et al. 2017; Liao et al. 2017; Lai et al. 2018; Dai et al. 2018; Jung & Shin 2019; Li et al. 2019b; Cao et al. 2019; Hannuksela et al. 2020).

The methods to detect lensed GWs have been developed in recent years, and the first searches for GW lensing signatures in the LIGO and Virgo data were carried out recently (Hannuksela et al. 2019; Li et al. 2019a; McIsaac et al. 2019; Pang et al. 2020; Dai et al. 2020). Based on the predictions on the number of expected GW sources and the distribution of lenses in the Universe, the current forecasts on the lensing rate suggest that the Advanced LIGO (Aasi et al. 2015) and Virgo (Acernese et al. 2015) detectors detect strongly lensed GWs upon reaching design sensitivity (Ng et al. 2018; Li et al. 2018; Oguri 2018).1 The rate of lensing will significantly increase further when the Einstein Telescope (Punturo et al. 2010) or Cosmic Explorer (Reitze et al. 2019) come online; under the design sensitivity of these detectors, microlensing might also become more prominent (Diego et al. 2019). Therefore, it is timely to explore all promising candidate methods which will be a standard for searching lensed GW signals.

In this work, our interest is focused on GWs from compact binary mergers because all observed GWs reported in GWTC-2 (Abbott et al. 2020a) originated from the mergers. To date, such GWs have been targeted by the template-based searches such as PyCBC (Nitz et al. 2020; Usman et al. 2016) and gstlal (Sachdev et al. 2019; Messick et al. 2017). For searching lensed GWs, only limited template-based methods

1 In particular, Ng et al. (2018); Li et al. (2018); Oguri (2018) estimated around $O(1)$ lensed event per year at the design sensitivity.
have been suggested: Lai et al. (2018); Hannuksela et al. (2019), for example, discussed the template-based search method under assuming isolated point mass lenses. Nonetheless, there are no complete waveform templates for the lensed GWs yet, including the microlensed GWs, that are currently applicable to LIGO/Virgo searches for the identification of lensing-induced beating patterns. Moreover, it is conceivable that more complicated lens setups such as a field of microlenses within an external potential also cause the beating patterns (Diego et al. 2019; Pagano et al. 2020; Diego 2020; Cheung et al. 2020) and building a generalized complete template model for the setup will be much harder. Therefore, it is important to explore alternatives to the traditional templated searches.

On the other hand, for the recent decade, applying machine learning (ML) techniques to various disciplines of GW science has been intensively studied (for a comprehensive review, see Cuoco et al. 2020, and references therein). From those studies, it turns out that ML is promising in improving data quality, enhancing search performance, and accelerating analysis speed. With considering such advantages, Singh et al. (2019) discussed an alternative method utilizing ML for the discrimination of lensed GWs. This study showed that the lensing-induced superposition of GW signals could be distinguished from unlensed GWs via supervised ML classifiers with > 90% accuracy.

In Singh et al. (2019), we configured the input data with the spectrogram of simulated signals of lensed GWs to facilitate the ML-based classification. The beating pattern caused by the lensing effect can be seen in either time-domain or frequency-domain GW data. However, from the spectrogram, we can read out not only the beating pattern in time-domain but also the frequency-dependent amplification simultaneously. It is also known that spectrogram is advantageous in using convolutional neural networks (CNN) for capturing glitches — non-stationary and non-Gaussian transient noises presented with complex morphologies — in GW data (George et al. 2018; George & Huerta 2018). We draw analogies between the identifications of glitch and lensed GW because both can be considered as unmodeled analysis in lieu of accurate templates. Moreover, different lensing configurations vary the lensing signature even for a single GW signal from a compact binary merger. This makes the identification of lensing in GWs difficult in the absence of a complete lensed waveform model. Therefore, the use of spectrogram is beneficial in the ML-based identification of the lensing signature in consideration than the use of either time-domain or frequency-domain data only.

In this paper, we present a proof-of-principle study extending the work of Singh et al. (2019): we elaborate the previous approach by taking into account more realistic considerations such as (i) using a realistic GW waveform generation method, (ii) adopting a power spectral density (PSD) model of the Advanced LIGO, (iii) constraining the optimal signal-to-noise ratio (SNR) to cover the SNRs of the GW signals from binary black hole mergers (BBH) which are reported in the GWTC-2, and (iv) using a conventional constant-Q transform method (Chatterji et al. 2004) in the generation of spectrogram samples. For the application of machine learning, we use a state-of-the-art deep learning model, the Visual Geometry Group network (VGG) (Simonyan & Zisserman 2014) — a variant of typical CNN. The implementation of the VGG is conducted not only for the classification but also for the regression on the characteristic parameters of the lensed GWs. From the performance test of regression, we find that the matches between the distributions of the true and predicted parameters are $\gtrsim 0.82$ and the residual between the true and predicted values of densely sampled parameters are mostly placed within the $1\sigma$ confidence interval of the distribution of residuals. We also find that $\gtrsim 97\%$ of lensed GW samples are correctly classified from the performance test of classification.

This paper is organized as follows: we introduce a brief overview of considered lensing models in Sec. 2. We summarize the procedure from the preparation of input data to the application of VGG in Sec. 3. We present the result of performance tests of regression and classification in Sec. 4. We also provide the result of a simple validation test on another set of spectrograms prepared with different parameter population models from Abbott et al. (2020b) in the same section. Finally, we discuss this work and future direction in Sec. 5.

2. LENSED GRAVITATIONAL WAVES

Here we briefly recap the two standard analytical gravitational lens models in the context of gravitational-wave lensing — the point mass lens (PM) and the singular isothermal sphere model (SIS). For a more thorough review, we refer the reader to, e.g., Takahashi & Nakamura (2003).

Depending on the wavelength, $\lambda$, of the GW, the optics describing lensing effect can be categorized in two regimes: the geometrical optics limit is valid when $\lambda$ is much shorter than the Schwarzschild radius of a lens. On the other hand, when $\lambda$ is larger than the Schwarzschild radius of a lens, the diffraction effect becomes important, and the wave optics limit holds for the regime (Takahashi & Nakamura 2003). The regime where each optics limit is valid also can be determined with respect to $M_L$. For example, it is discussed in Takahashi & Nakamura (2003) that the diffraction effect becomes important when $M_L$ satisfies

$$M_L \lesssim 10^5 M_\odot (f/\text{mHz})^{-1}. \tag{1}$$

If we regard the sensitive frequency band, $10^2 \text{Hz} - 10^3 \text{Hz}$, of the Advanced LIGO and Virgo detectors, we can easily compute from Equation (1) that $M_L$ in the range of $10^2 M_\odot - 10^3 M_\odot$ corresponds to the regime where the wave optics limit is valid. However, for the 10 GWs from the BBH in GWTC-1, no evidence of microlensing by isolated point mass lenses for $M_L \lesssim 10^6 M_\odot$ (Hannuksela et al. 2019) was found. Another study (Lai et al. 2018) showed that thewave optics effect is typically negligible when $M_L$ is $\sim 10^3 M_\odot - 10^4 M_\odot$. Therefore, we focus on the geometrical optics limit only in this work for simplicity.

We assume the thin lens approximation where $M_L$ is distributed over a two-dimensional plane perpendicular to the
The angle, $\alpha$ and $\beta$ are negligible. $\gamma$ is the position of the source in the source plane which measures the displacement of the position of the source from the line of sight, $\xi$ is the impact factor which can be normalized by the Einstein radius, $\xi_0$. $D_L$, $D_S$, and $D_{LS}$ indicate the distances from observer to the lens, to the source, and from the lens to the source, respectively. The differences in colors on $h(f)$ and $h_L(f)$ represent the frequency-dependent amplification effect in GW described in Equation (3).

$$y = \frac{\gamma D_L}{\xi_0 D_S},$$  \hspace{2cm} (2)

where $\xi_0 = \sqrt{(4GM/c^2)D_{LS}D_L/D_S}$ is the Einstein radius of a lens; $D_L$, $D_S$, and $D_{LS}$ are the distances to the lens, to the source, and from the lens to the source, respectively. With the above setup, the relation between the lensed GW, $h_L(f)$, and the unlensed GW, $h(f)$ in frequency domain can be written as

$$h_L(f) = F(f)h(f),$$  \hspace{2cm} (3)

where $F(f)$ is the amplification factor which can be determined by $y$ and the surface mass density of lens.

In the geometrical optics limit, $F(f)$ of each model is written as

$$PM : F(f) = \sqrt{|\mu_+| - i\sqrt{|\mu_-|}e^{2\pi i\Delta t_d}}$$ \hspace{2cm} (4)

$$SIS : F(f) = \begin{cases} \sqrt{|\mu_+| - i\sqrt{|\mu_-|}e^{2\pi i\Delta t_d}}, & y \leq 1, \\ \sqrt{|\mu_+|}, & y \geq 1, \end{cases}$$ \hspace{2cm} (5)

where $\mu_\pm$ and $\Delta t_d$ are the magnification factors of two images and the time delay between them, respectively. $\mu_\pm$ and $\Delta t_d$ are respectively given by

$$\mu_\pm = \frac{1}{2} \pm \frac{\sqrt{y^2 + 2}}{2y\sqrt{y^2 + 4}},$$ \hspace{2cm} (6)

$$\Delta t_d = \frac{4GM_{LS}}{c^3} \left[ \frac{y\sqrt{y^2 + 4} + \ln \left( \frac{\sqrt{y^2 + 4} + y}{\sqrt{y^2 + 4} - y} \right)}{2} \right],$$ \hspace{2cm} (7)

for the PM and

$$\mu_\pm = \pm 1 \pm \frac{1}{y},$$ \hspace{2cm} (8)

$$\Delta t_d = \frac{8GM_{LS}y}{c^3},$$ \hspace{2cm} (9)

for the SIS. In Equations (7) and (9), $M_{LS} = M_L(1 + z_L)$ is the redshifted mass of a lens. From Equations (6) – (9), one can see that $\mu_\pm$ and $\Delta t_d$ are given as the function of $y$ and $M_{LS}$. In this work, we regard $y$ as free parameter and will discuss the constraint on the range of its value in the following section.

As noted earlier, it is possible to consider more complex lensing configurations such as microlenses embedded in an external potential. The lensing models we have chosen are simple (analytical solutions are accessible) but sufficient to produce qualitative lensing features, such as beating patterns, in GW waveforms inherent to more complex configurations (see Pagano et al. (2020)).

3. METHOD

3.1. Data Preparation

This work’s main goal is to identify lensed GWs with deep learning from the confirmed detections. To this end, we describe the details of data preparation from the generation of simulated GWs to the preparation of practical spectrogram samples for the purpose.

3.1.1. Gravitational-Wave Model

We firstly consider a waveform model for GWs from the BBH. Specifically, we mainly focus on the inspiral phase instead of the merger and ringdown phases. The portion of the latter two phases is much shorter than the inspiral phase to see the superposed waveform due to the two images of a lensed GW arrived at different times with $\Delta t_d$. In Singh et al. (2019), we have indeed shown that considering only the inspiral phase without the precision effect of the BBH system is sufficient to study the feasibility of the classification of lensed GWs from unlensed ones even in the pedagogical approach.

On the other hand, a precessing binary system originating from the non-zero and misaligned component spins can introduce modulation in the amplitude and phase of GWs (Hannam 2014). It may appear similar to the beating pattern due to the superposition of two non-precessing GWs. Therefore, we also need to examine our ability to discriminate lensed GWs from the precessing ones. However, in this work, we discard the lensing of precessing GWs for simplicity.

Another mature method enabling more complicated lensing configurations, including wave optics effects, is under construction (Cheung et al. 2020).

See Figure 10 in Abbott et al. (2019) for the illustration of a similar procedure using the standard nested sampling analysis.
which may hinder the identification. We suppose that noise level represented in the spectrogram is critical in the ML-based identification of lensed GWs in the situation. For a simple examination of the supposition’s validity, we present illustrative example spectrograms in Figure 2: When SNR is \( \sim 10 \) (left panels), the relatively higher noise level makes indistinguishable spectrograms. Meanwhile, we can quickly distinguish the lensed and unlensed spectrograms as SNR increases to \( \sim 30 \) and \( \sim 50 \) (middle and right panels, respectively) for the same chirp signal. Therefore, to study the capability of identifying lensed GW signals from noisy data, we adopt a theoretical PSD model, the Detuned High Power model of the Advanced LIGO (Shoemaker 2009), and prepare spectrograms imitating the real scenario. We add the noise data to the simulated signals described in the previous section.

We constrain the SNRs of spectrogram samples to satisfy \( 10 \leq \text{SNR} \leq 50 \), covering the SNRs of the BBH-GW signals reported in the GWTC-2. Note that actual SNRs reported in GWTC-2 are in the range of \( 10 \leq \text{SNR} \leq 24.4 \). However, it is estimated that we may obtain SNR \( \sim 50 \) for a GW signal produced from a BBH merger of \( m_1 = m_2 = 30 M_\odot \) at \( z = 10 \) even under a pessimistic assumption on the design sensitivity of the third generation GW detectors (Abbott et al. 2017). Therefore, regarding the design sensitivity of the future detectors together with the SNRs in GWTC-2, we set the upper bound of SNR about two times higher than the highest SNR in GWTC-2. Further, we apply a conventional time-frequency representation called the constant-Q transform (Chatterji et al. 2004) to generate our spectrogram samples.

In Table 1, we summarize the parameters used in the preparation of the final form of spectrogram samples reflecting the considerations and constraints hitherto discussed. The source and lens masses are sampled from a logarithmic distribution to reduce the bias towards heavier masses. Other parameters are sampled from uniform distribution within the given range for simplicity.\(^5\)

The number of resulting spectrogram samples is 45,000 for each of (i) lensed \((L)\), (ii) unlensed and non-processing \((U_N)\), and (iii) unlensed and precessing \((U_P)\) GWs.

\(^4\) The SNR computed in this work is the optimal SNR because the noise and the exact form of GW signal are known (Creighton & Anderson 2011).

\(^5\) Note that considering adequate distributions on the parameters is hard at the moment since we do not have any complete model for the astrophysical objects in consideration yet. Although the GWTC-2 provides more knowledge on the GWs’ progenitors, e.g., Abbott et al. (2020b), the information might be insufficient to build complete models because it has come from the detection of only \( \sim 50 \) events. While investigating more appropriate black hole and gravitational lens populations can be a worthwhile long-term endeavor, we would need much more complex lensed waveforms to perform rigorous population studies, including wave optics effects, macro models, and micro/millilens fields (for a recent attempt, one can refer to Cheung et al. (2020)). Therefore, assuming the arbitrary and simpler distribution is an inevitable choice for this proof-of-principle study in the absence of such complete models.
Table 1. Our prior choices for the lensed GW parameters. We apply the same parameter ranges to the generation of both nonprecessing and precessing waveforms. For the precessing waveforms, the range of component spins is applied for x-, y-, and z-directions individually.

| Parameter                              | Range          |
|----------------------------------------|----------------|
| Component masses of source, $m_1$ & $m_2$ | $4 - 35 M_\odot$ |
| Lens mass, $M_L$                       | $10^3 - 10^5 M_\odot$ |
| Distance to lens, $D_L$                | $10 - 10^3$ Mpc |
| Distance from lens to source, $D_{LS}$  | $10 - 10^3$ Mpc |
| Displacement of source from the line of sight, $\gamma$ | $0 - 0.5$ pc |
| Redshift, $z$                          | $0 - 2$        |
| Signal-to-noise ratio, SNR             | $10 - 50$      |
| Component spins, $s_1$ & $s_2$         | $[-1, 1]$      |

3.2. Application of Deep Learning

This section presents a brief introduction of the deep learning model adopted in this work and the detailed procedure of training the deep learning model.

3.2.1. Visual Geometry Group Network

The VGG network structure has been designed as a variant of the classical type of convolutional neural networks, which is inspired by the AlexNet (Krizhevsky et al. 2012). The central insight of the VGG is using only 3x3 convolutional filters in the construction of deeper networks.6

For the classification and regression of our interest, we use the latest version of the VGG, VGG-19, and implement it with PyTorch (Paszke et al. 2019). We summarize the structural details used for the implementation of VGG-19 in Appendix A.1. Hereafter we refer to the VGG-19 as VGG.

3.2.2. Input Data

For the application of the VGG to the spectrogram samples prepared in Section 3.1.3, we split the samples into three subset data as training, development, and evaluation data. We randomly choose 80% of total samples for the training data and 10% each for the development and evaluation data.

We then perform a preprocessing, the min-max normalization, on the samples in all subsets by rescaling pixels’ values in a spectrogram sample to be normalized between $-1$ and $1$. It is known that this preprocessing helps to mitigate the vanishing gradient problem (Kolen & Kremer 2001), which could be occurred in the training. Another benefit of this preprocessing is that we can keep the information of SNR of an original sample even with the normalization. We use each of the preprocessed subset data as the input data fed into each step of training, development, and evaluation, respectively.

Meanwhile, particularly for the regression, we prepare additional data called target data with the parameters to be predicted by the VGG on top of the spectrogram samples. For the parameters, we consider $M_S$, $M_L$, $z_S$, and $z_L$. Each of the parameters is standardized with the min-max normalization since (i) the ranges of parameters to be predicted by the VGG are quite different as shown in Table 1 and (ii) diversely ranged target data may cause biased results. Consequently, we can restrict the contribution of each target value into a comparable range and may avoid the diversely ranged target parameters contributing differently to the training. Finally, we conduct a postprocessing on the predicted outputs for the final estimation of the parameters by reversely performing the min-max normalization to recover their original value.

3.2.3. Training VGG

We set a batch size to be 128 for both classification and regression. The maximum training epoch is set as 100 while iterating whole samples in the training data. To boost the training and enhance the accuracy of the VGG, we use the Adam optimization algorithm (Kingma & Ba 2015), one of the extensions of the stochastic gradient descent method. For the implementation of the learning rate decay, we reduce the learning rate by a factor of 2 from the initial learning rate when the training stops updating the VGG since it is known that most deep learning models often benefit from the reduction in the learning rate. During the training, we keep tracking the validity of a temporal model at each epoch and save a checkpoint for the temporal model to check improvement compared to the former best performing model on the same validation data. The training is conducted on NVIDIA Tesla P40 GPU with 24GB memory. We summarize the above setups in Table 2.

We identically apply the training setup for both classification and regression. However, we alter the form of output for

Table 2. The training setup of the VGG model. We employ the configurations for both classification and regression.

| Parameter                    | Value       |
|------------------------------|-------------|
| Batch size                   | 128         |
| Maximum training epoch       | 100         |
| Optimization algorithm       | Adam        |
| Learning rate decay strategy | On plateau  |
| Initial learning rate        | 8e-5        |
| Minimum learning rate        | 1e-5        |
| Decay factor                 | 2           |
| Computing processor          | NVIDIA Tesla P40 (24GB) |

6 There is a competitive model called Inception (Szegedy et al. 2014, 2015, 2016) also known as GoogLeNet. It is shown that the VGG is more robust for face (foreground) recognition in the presence of noise (background) than Inception (Grm et al. 2018). Thus, we decide to use VGG since we are also interested in recognizing lensed GW signals (foreground) from the presence of noise (background).
each task such that let the classification return the probability to each sample type either \( U_N, U_P, \) or \( L \) via the one-hot encoding and let the regression return the normalized value of parameters. The loss functions adopted for the error measurement of the training of each task are summarized in Appendix A.2.

4. RESULTS

4.1. Performance Test of Regression

For the regression on the characteristic parameters of lensed GWs, we have trained VGG in Section 3.2.3 to predict the parameter vector \( \theta \) of five selected parameters: four physical parameters, \( M_S^d, M_L, z_S, z_L \), and one lensing parameter, \( y \). We choose \( y \) since it is an essential parameter in determining \( \mu \) and \( \Delta t_d \) and, eventually, \( F(f) \). Note that we introduce the chirp mass of a source binary, \( M_S^d = (m_1 m_2)^{3/5} (m_1 + m_2)^{-1/5} \), because it is a convenient parameter in describing the characteristics of the evolution of GW waveform (Abbott et al. 2016). We also consider the redshift factors, \( z_S \) and \( z_L \), instead of the distances, \( D_S \) and \( D_L \), because \( \Delta t_d \) depends not only on \( y \) but on \( M_L \). For the conversion of the distances to the redshift factors, we suppose that the Hubble constant is \( 70 \text{ km} \cdot \text{s}^{-1} \cdot \text{Mpc}^{-1} \).

We examine the performance of regression on the evaluation data by comparing the predicted parameters to the true parameters via the residual plot (Figure 3) and the number density distribution (Figure 4). Note that we discuss the results of \( L_{PM} \) only in this section because it is found that the results of \( L_{SIS} \) are quite similar to \( L_{PM} \). Instead, one can find the results of \( L_{SIS} \) from Appendix B.

The first figure-of-merit of the regression performance is the residual plot, the residual of each \( \theta, \theta_{\text{predicted}} - \theta_{\text{true}}, \) against \( \theta_{\text{true}} \). In Figure 3, we present the residual plots of \( \theta \) with the \( 1\sigma \) confidence interval of each \( \theta \)’s residual. The color-bar showing the number density of true parameters. From this figure, we observe that most residuals to the densely populated range of the true parameters (the red and yellow points) distribution within the \( 1\sigma \) confidence interval. On the other hand, the residuals to the sparsely populated range of the true parameters (blue points) tend to either overestimated prediction (positive residual values over the upper bound of \( 1\sigma \)) or underestimated prediction (negative residual values under the lower bound of \( 1\sigma \)). To reduce the overestimation and underestimation, having precise models for the physical parameters will be crucial: if we have such models, we can tune the VGG’s training further based on the models and, eventually, will mitigate those wrong predictions.

As a second figure-of-merit, in Figure 4, we present the number density distribution of the true and predict parameters. We use the kernel density estimation of \texttt{scipy} for obtaining the curves of true \( \theta_S \) (blue solid) and predicted \( \theta_S \) (red dashed). For the quantitative measure of Figure 4, we compute two metrics between the distributions of the true and predicted values for each parameter: the match, \( \mathcal{M} \), by integrating the overlapped area, and the Kullback-Leibler divergence, \( \mathcal{D}_{KL} \), by its definition

\[
\mathcal{D}_{KL} := \sum_{\theta} P_p(\theta) \log \left( \frac{P_p(\theta)}{P_t(\theta)} \right),
\]

where \( P_t(\theta) \) and \( P_p(\theta) \) denote the probability distribution of a true \( \theta \) and its corresponding predicted \( \theta \), respectively. We tabulate the computed \( \mathcal{M} \) and \( \mathcal{D}_{KL} \) in Table 3. Note that if the two distributions are identical, \( \mathcal{M} \) becomes 1 and \( \mathcal{D}_{KL} \) becomes 0.

Table 3. The match, \( \mathcal{M} \), and Kullback-Leibler divergence, \( \mathcal{D}_{KL} \), between \( P_t(\theta) \) and \( P_p(\theta) \) of \( L_{PM} \) depicted in Figure 4. The bold-faced values show the better result in the comparison between the source and lens systems. \( \mathcal{M} \) and \( \mathcal{D}_{KL} \) show consistent results that the predictions on \( \theta_S \) of the source system are better than those of the lens system.

| Metrics | \( M_S^d \) | \( M_L \) | \( z_S \) | \( z_L \) | \( y \) |
|---------|-------------|-------------|--------|--------|-----|
| \( \mathcal{M} \) | 0.979 | 0.944 | **0.909** | 0.819 | 0.876 |
| \( \mathcal{D}_{KL} \) | **0.011** | 0.021 | 0.064 | 0.152 | 0.051 |

We can see the results shown in Figure 4 are consistent with the residual plots: the distributions of predicted mass parameters follow the corresponding distribution of true parameters more or less identically. Meanwhile, the overestimated and underestimated predictions on the redshift parameters and the position parameter shown in the residual plots of Figure 3 contribute to more populations on the peak area of predicted parameters over the maximum number density of true parameters. Both \( \mathcal{M} \) and \( \mathcal{D}_{KL} \) tabulated in Table 3 are also consistent with Figure 4: the predictions on the mass parameters are better than the redshift parameters; the predictions on the parameters of the source system are better than the lens system.

We also present the result of an additional experiment on the regression of another lensing parameter, the magnification factors, \( \mu_\pm \) in Appendix C. The purpose of the experiment is to validate whether the regression of VGG can predict \( \mu_\pm \) correctly too and it agrees with the \( y \)-dependency in \( \mu_\pm \) or not; from the visual inspection of Figure 12, the result agrees with the expected relations between the two parameters given in Equations (6) and (8).

As noted earlier, we forecast that precise models on the physical parameters of source and lens systems can enhance the identification performance on the lensing signature from the spectrograms of GWs. We expect that future observations of both the GW detectors and the upcoming EM survey telescopes will bring us more information about the source and lens systems. Then, it will help us to build precise models on the physical parameters of those systems. We will discuss the detailed prospects of using the observational results obtainable from the EM survey telescopes in Section 5.

On the other hand, we have sampled while investigating more appropriate black hole and gravitational lens populations can be a worthwhile long-term endeavor, we would need much more complex lensed waveforms to perform
Figure 3. Residual plots of $L_{PM}$. The x-axes indicate the true value of parameters of $L_{PM}$; the y-axes indicate residual of the predicted values against the true values of the parameters. The horizontal dashed lines represent the 1σ confidence interval of each of the residuals. The units of $M_S^c$ and $M_L$ are in $M_\odot$; others are dimensionless. The residuals to a densely populated range of true parameter mostly distribute within the 1σ confidence interval. Meanwhile, the residuals to a sparsely populated range of true parameters tends to either overestimated prediction (points over the upper bound of 1σ) or underestimated prediction (data points under the lower bound of 1σ).
Figure 4. Number density distributions of the true (red solid line) and predicted (blue dashed line) parameters, $M_c^s$, $M_L$, $z_S$, $z_L$, and $y$ of $L_{PM}$. We can see the results are consistent to the residual plots: the distributions of predicted mass parameters follow the corresponding distribution of true parameters more or less identically. The overestimated and underestimated predictions on the lower and higher values of $z$ and $y$ parameters shown in Figure 3 contribute to the more populations on the peak area of predicted parameters.

4.2. Performance Test of Classification

For the evaluation of classification performance, we firstly investigate whether the trained VGG correctly distinguishes the spectrograms of $L$ from $U_N$ (Case I) or $U_P$ (Case II). Next, we document our ability to discriminate between all three different types, that is, $L$, $U_N$, and $U_P$ (Case III). We separate $L$ further into $L_{PM}$ and $L_{SIS}$ depending on the lens model. We calculate the confusion matrix for a figure-of-merit of classification performance and present it in Figure 5.
with the number and ratio of correctly and incorrectly classified samples.

The trained VGGs of both Case I and II can correctly classify expected types over 96% of the evaluation data as shown in the diagonal cells of the left and middle panels of Figure 5. When we look at the spectrogram examples of correctly classified and incorrectly classified samples (Figures 6 and 7), we can see that correctly classified $L$ samples, both $L_{PM}$ and $L_{SIS}$, show recognizable beating patterns distinguishable from $U_N$ or $U_P$. However, the beating pattern of incorrectly classified $L_{PM}$ and $L_{SIS}$ samples are not easily distinguishable from $U_N$ or $U_P$ even for higher SNRs $\gtrsim 30$.

In the comparison between $L_{PM}$ and $L_{SIS}$ from the confusion matrix (see the bottom-right cells in Figure 5), we can see that $\sim 98\%$ of $L_{PM}$ samples are correctly classified while $\sim 97\%$ of $L_{SIS}$ samples are correctly classified. To understand the small difference, we examine the distributions of the number density of $L_{PM}$ and $L_{SIS}$ of Case I for SNR (top panels of Figure 8). From the figure, we observe that the distribution looks consistent with the confusion matrix and incorrectly classified samples of both $L_{PM}$ and $L_{SIS}$ mostly distributed in the lower SNR region, SNR $\lesssim 20$ as expected. However, for $L_{SIS}$, there are more incorrectly classified samples than $L_{PM}$, even for SNR $\gtrsim 30$.

We also calculate the mean SNRs of correctly/incorrectly classified samples and compute the difference between them with denoting the difference as $\Delta \langle \text{SNR} \rangle$; it turns out that $\Delta \langle \text{SNR} \rangle_{PM} > \Delta \langle \text{SNR} \rangle_{SIS}$. It implies that the beating pattern of $L_{SIS}$ samples might be slightly less discernible from $U_N$ or $U_P$ than $L_{PM}$ samples, even with higher SNRs. From this observation, we recognize that the classification performance of the VGG is certainly limited when the beating pattern is insignificant. We also find the requiring higher SNR is not the only condition for the clear identification of the lensing effect.

Further, for those incorrectly classified $L$ samples, we draw the distribution of number density with respect to $\Delta t_d$ of the $L$ samples corresponding to SNR $\sim 30$ (bottom panels of Figure 8) and find that the $L$ samples generated with the parameters resulting in $\Delta t_d < 0.25$ sec are mostly misclassified. Therefore, we find that the trained VGG has another limit in identifying lensed GW signals formed by too short $\Delta t_d$.

When we compare the confusion matrices of Case III (right panels in Figure 5) to those of Cases I and II, we find that the ratios of correctly classified $L$ samples are similar to or slightly smaller than other cases. In specific, the proportion of correctly classified samples significantly decreased by
Figure 6. Example spectrograms of correctly (left) and incorrectly (right) classified samples for Case I. Each subfigure consists of three spectrograms of SNR ~ 10, 30, 50 from left to right. From the right panels, we can see that the misclassified spectrograms of $L_{\text{PM}}$ and $L_{\text{SIS}}$ are hardly distinguishable from $U_N$ even for SNR $\gtrsim 30$. Meanwhile, the misclassified $U_N$ show false beating patterns caused by the noise.

Figure 7. The same example spectrograms of correctly (left) and incorrectly (right) classified samples for Case II. Similar to Case I of Figure 6, we can see from the right panels that the spectrograms of $L_{\text{PM}}$ and $L_{\text{SIS}}$ are misclassified when they are hardly distinguishable from $U_P$ or show a rather noisy spectrogram, although its SNR is $\sim 30$.

$\sim 29\%$ of samples is incorrect; it misclassifies $U_N$ as $U_P$, or vice versa. The ratio of $U_P$ to $U_N$ is $\gtrsim 15\%$ higher than the opposite case. We suspect that the effect of the precession-induced modulation might be less visible than the lensing-induced beating patterns. However, we leave enhancing the
In this section, we examine the validity of our method to the population properties of the GW signals’ progenitors of GWTC-2. First, we select the population models of the progenitor system from Abbott et al. (2020b): the ‘Power law + Peak’ model for $m_1$ and $m_2$; the ‘Non-Evolving’ model for $z_S$. Here, we consider the non-spinning binary black hole system only for convenience. On the other hand, for the lens system, we take the distribution of $M_L$ to be the same as that of $M_L$ in this work and let $z_L$ be half of the value of the sampled $z_S$ for simplicity. With the populations, we obtain $\sim 300$ lensed samples for both $L_{PM}$ and $L_{SIS}$ satisfying $12 < \text{SNR} \leq 13$. Next, we evaluate the validation data with the VGGs of PM and SIS lens models (VGG-PM and VGG-SIS, respectively) trained for either the regression or the Case I classification.

We summarize the resulting $\mathcal{D}_{\text{KLs}}$ in Table 4 with the $\mathcal{D}_{\text{KLs}}$ computed in Sec. 4.1 or Appendix B with our evaluation data for comparison. One can see that $\mathcal{D}_{\text{KLs}}$ of the validation data of both $L_{PM}$ and $L_{SIS}$ are higher than $\mathcal{D}_{\text{KLs}}$ of our evaluation data while $\mathcal{D}_{\text{KLs}}$ of the validation data also show better results on $M_S$ than $M_L$ and $z_S$ than $z_L$, consistently. Meanwhile, the accuracy of the classification of the validation data obtained from VGG-PM and VGG-SIS are, respectively, $\sim 68\%$ for $L_{PM}$ and $\sim 62\%$ for $L_{SIS}$.

It is generally well-known that a trained deep learning model is sensitive and efficient to the samples from a population resembling the parameter distribution of the data used in training (Hendrycks & Gimpel 2017). In this sense, the degraded performance of the pre-trained models on the newly prepared validation data is expectable. Therefore, the results of this validation test address the necessity of the complete population models on the parameters again for the successful application of our approach to the search for weakly lensed GW signals.

Figure 8. Distributions of the number density of $L$ samples in Case I with respect to the SNR (top) and $\Delta t_d$ corresponding to SNR $\sim 30$ (bottom). The blue and red bars represent the number density of correctly classified samples and incorrectly classified ones, respectively. The annotated number above the black arrow in the top panels shows the value of $\Delta \langle \text{SNR} \rangle$. We observe that the bigger $\Delta \langle \text{SNR} \rangle$ of $L_{PM}$ than $L_{SIS}$ is consistent with the higher ratio of correctly classified $L_{PM}$ samples than $L_{SIS}$ samples shown in Figure 5. On the other hand, we find that most misclassified $L$ samples correspond to $\Delta t_d < 0.25$ sec.

4.3. Validation Test

The discrepancy between $U_N$ and $U_P$ to future work because it is out of interest of this study.
Table 4. $D_{\text{KLS}}$ between $P_1(\theta)$ and $P_2(\theta)$ of the selected five parameters of $L_{\text{PM}}$ or $L_{\text{SIS}}$ of the validation data. For comparison, we also tabulate $D_{\text{KLS}}$ summarized in Tables 3 and 5. The bold-faced values indicate better results in the comparison between the source system and lens system. On the other hand, we mark the asterisk on better results among the validation data and our evaluation data.

| Data       | $M_S^*$ | $M_L$ | $z_S$ | $z_L$ | $y$ |
|------------|---------|-------|-------|-------|-----|
| $L_{\text{PM}}^{\text{val}}$    | 0.140   | 0.121 | 0.381 | 0.314 | 1.318 |
| $L_{\text{SIS}}^{\text{val}}$    | 0.011*  | 0.021* | 0.064*  | 0.152* | 0.051* |
| $L_{\text{PM}}^{\text{ours}}$    | 0.260   | 0.088 | 0.400 | 0.418 | 1.542 |
| $L_{\text{SIS}}^{\text{ours}}$    | 0.0205* | 0.0207* | 0.051*  | 0.111* | 0.002* |

5. DISCUSSION

In this work, we considered the range of the lens’s mass as $10^3M_\odot$ to $10^9M_\odot$. The mass range is much smaller than the known masses of galaxies that cover from $\sim 10^9M_\odot$ to $\sim 10^{12}M_\odot$, which can cause potentially observable strong gravitational-wave lensing in the ground-based GW detectors. Instead, the chosen mass range may correspond to the mass range of certain astrophysical compact objects such as intermediate-mass black holes (Greene et al. 2019) or compact dark matter (Jung & Shin 2019). Thus, if we can identify lensed GWs produced by the lens systems discussed in this work, the identification may help to understand the characteristics of the lens objects.

We have discarded the lensing of precessing GWs to simplify the problem. However, as shown in the classification of Case II, precessing effect itself is mostly distinguishable from the lensed GWs while it is less distinguishable than non-precessing GWs in the classification of Case III. Therefore, further systematic study about the degeneracies between the precessional and lensing parameters should be done along with the identification.

As seen from the regression result, the uncertainty in the prediction on the characteristic parameters related to the lens was much larger than that on the parameters related to the source. In other words, we may conclude that the degenerated information contained in the spectrogram is not sufficient to characterize the lens fully. For this issue, we believe that additional information obtained from the EM observations will be helpful in reducing the uncertainty and, consequently, in enhancing the prediction power of the regression about the lens. For example, for a lensed GW, we may conduct finer estimation on the physical parameters of the lens by finding coincident lensing events in the optical band survey with the LSST7 (Abell et al. 2009). Meanwhile, for the lens system like galaxy or galaxy cluster, we may understand more details of physical properties of the lens by the near-infrared observation with the SPHEREx8 (Doré et al. 2016). Therefore, we expect that the identification of lensed GWs will be one of the exciting fields where the multimessenger observations will be impactful.

On the other hand, within the sensitive frequency band of Advanced LIGO and Virgo, the possibility of observing GWs lensed by the microlenses embedded in a galaxy or galaxy cluster is discussed in Diego et al. (2019); Pagano et al. (2020); Cheung et al. (2020). For example, it is shown that the evolution of $F(f)$ of this scenario will be non-negligible (see Figure 6 of Pagano et al. (2020)) and GWs lensed by the microlenses around such macro lens systems can be observed (see Figure 10 of Pagano et al. (2020)). Consequently, we can seamlessly anticipate seeing beating patterns in the spectrograms of such microlensed events’ signals. As an example, we simply evaluate a spectrogram sample prepared by using lensingGW package (Pagano et al. 2020; Birrer & Amara 2018). The strain of this test and its spectrogram sample are presented in Figure 9 and the parameters used for generating this sample are summarized in Appendix D. We perform the classification of the microlensing samples with the VGGs used in Secs. 4.2 and 4.3. As the result, the VGG-SIS cor-

---

7 Large Synoptic Survey Telescope (Ivezić et al. 2019). Recently the name has been changed to Vera C. Rubin Observatory.

8 Spectro-Photometer for the History of the Universe, Epoch of Reionization, and Ices Explorer (Korngut et al. 2018)
rectly classifies this sample with 100\% accuracy to $L$ while the VGG-PM incorrectly classifies this sample with 37\% accuracy to $L$. Therefore, we can ascertain from this test that there are plentiful prospects for improving the identification of the microlensing signature from spectrograms even with more complicated lens models. To do that, we can train the VGG with a new training set of data prepared by using the lensingGW package. However, we leave the full application of our method to the search of microlensing in GWs to future work.
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APPENDIX

A. DETAILS OF VGG IMPLEMENTATION

A.1. Structural Details

We use 10 convolutional layers which consist of 3x3 convolutional filters. The number of filters in order are [16, 16, 16, 32, 32, 32, 64, 64, 64, 128, 128, 128, 128, 128, 128, 128, 128, 128, 128, 128, 128, 128, 128]. The strides for each convolutional layers are [1x1, 1x1, 1x1, 1x1, 2x2, 1x1, 1x1, 1x1, 1x1, 1x1, 1x1, 1x1, 1x1, 2x2, 1x1, 1x1, 1x1, 1x1, 2x2, 1x1, 1x1]. Note that, unlike the structure of the original VGG-19 model, no pooling layers are used in this work since pooling layers are known to cause information losses in the forward propagation of the network (Springenberg et al. 2014) which are not desirable for the regression problem. Instead, the functionality of pooling layers are replaced by the strides. For the activation function between adjacent convolutional layers, exponential linear unit function is used, while softmax activation is used for the fully connected part of the network for classification. Dropout rate between layers is set as 0.01.

A.2. Error Measurement in Training

The successful training of VGG relies on whether the final output of the model returns the closest probability to the given type of GW, e.g., either lensed or unlensed signals in classification or the closest value to the target value in regression. In other words, we need to deploy an adequate error measurement method, $E$, (or, equivalently, loss function) to let the VGG can be properly updated through multiple iterations and, eventually, let it can return the desired output within acceptable tolerance on the error.

We use different forms of loss functions for the classification and regression separately. We compute the cross-entropy function:

$$
E_c = -\sum_i p_i \log \hat{p}_i, \quad \text{(A1)}
$$

for the classification at each iteration of training until the value of $E_c$ satisfies given tolerance for the error. In Equation (A1), $\hat{p}_i$ and $p_i$ are the predicted value and the target value of an $i$-th training sample. Meanwhile, for the regression, we measure $E$ with mean squared error:

$$
E_r = \frac{1}{N} \sum_i (\hat{p}_i - p_i)^2, \quad \text{(A2)}
$$

where $N$ is the total number of training samples.

B. REGRESSION RESULTS OF $L_{SIS}$

In this section, we present the regression results of $L_{SIS}$: the residual plots (Figure 10), the distributions of the true and predicted parameters (Figure 11), and the computed metrics, $M$ and $D_{KL}$ (Table 5). One can see that all results are similar to the results of $L_{PM}$ except $y$: $M_y \simeq 0.956$ and
study on breaking the degeneracy in $y$ and, without the complete models used in preparing a sample spectrogram of microlensed GW, we consider a simple case similar to the one discussed in Sec. 5.2 of Pagano et al. (2020), that is, the microlensing of GWs enhanced by a macro lens like elliptic galaxy. We consider to set the parameters rather differently and arbitrarily such as $m_1 = 45M_\odot$, $m_2 = 36M_\odot$, $M_L = 10^{12}M_\odot$, $z_S = 0.2$, and $z_L = 0.05$. With this setup, we get $\theta_E = 2.65 \times 10^{-5}$ radian. The sky position $(\text{RA}, \text{Dec})$ of a source binary system is set as $(0.05, 0)\theta_E$ radian. The generation of an unlensed and non-precessing GW is done by using IMRPhenomPv2. For the distribution of microlenses, we assume that the point masses are distributed uniformly within the range of $[100, 200]M_\odot$ and their positions are uniformly distributed within $\pm 10^{-4} \times$ (RA, Dec) around the (RA, Dec) of a chosen macro image. For this setup, lensingGW solver found 138 microlensed images. Finally, we convert the strain data into the spectrogram via the constant-Q transform method as done in this work. Because the setup is just prepared for testing and piloting purposes, we take a very high SNR $\simeq 63$.

Table 5. The match, $\mathcal{M}$, and the Kullback-Leibler divergence, $\mathcal{D}_{KL}$, between the true and predicted distributions of $M_S$, $M_L$, $z_S$, $z_L$, and $y$ of $L_{SIS}$ depicted in Figure 11. Again, the bold faced values show the better result in the comparison between the source and lens systems. Like the result of $L_{PM}$, $\mathcal{M}$ and $\mathcal{D}_{KL}$ show consistent results that the prediction on the parameters of source system is better than those of lens system.

| Metrics | $M_S$ | $M_L$ | $z_S$ | $z_L$ | $y$ |
|---------|------|------|------|------|-----|
| $\mathcal{M}$ | 0.976 | 0.945 | 0.903 | 0.824 | 0.956 |
| $\mathcal{D}_{KL}$ | 0.0205 | 0.0207 | 0.051 | 0.111 | 0.002 |

$\mathcal{D}_{KL,y} \simeq 0.002$ (c.f. $\mathcal{M}_y \simeq 0.876$ and $\mathcal{D}_{KL,y} \simeq 0.051$ for $L_{PM}$). Despite the result is notable, we just accept the exception in this paper and do not try to understand the reason because $y$ has the degeneracy depending on the randomly chosen physical parameters and, without the complete models on the physical parameters, more sophisticated systematical study on breaking the degeneracy in $y$ is rather meaningless at the moment.

C. REGRESSION RESULTS OF LENSING PARAMETERS

In this section, we present the result of additional experiments on the regression of another lensing parameter, the magnification factors, $\mu_\pm$. From the visual inspection of Figure 12, we can see that the results agrees with the expected relations between $y$ and $\mu_\pm$ given in Equations (6) and (8) for PM and SIS, respectively.

D. DETAILS OF MICROLENSING SAMPLE

For the use of lensingGW in preparing a sample spectrogram of microlensed GW, we consider a simple case similar to the one discussed in Sec. 5.2 of Pagano et al. (2020), that is, the microlensing of GWs enhanced by a macro lens like elliptic galaxy. We consider to set the parameters rather differently and arbitrarily such as $m_1 = 45M_\odot$, $m_2 = 36M_\odot$, $M_L = 10^{12}M_\odot$, $z_S = 0.2$, and $z_L = 0.05$. With this setup, we get $\theta_E = 2.65 \times 10^{-5}$ radian. The sky position $(\text{RA}, \text{Dec})$ of a source binary system is set as $(0.05, 0)\theta_E$ radian. The generation of an unlensed and non-precessing GW is done by using IMRPhenomPv2. For the distribution of microlenses, we assume that the point masses are distributed uniformly within the range of $[100, 200]M_\odot$ and their positions are uniformly distributed within $\pm 10^{-4} \times$ (RA, Dec) around the (RA, Dec) of a chosen macro image. For this setup, lensingGW solver found 138 microlensed images. Finally, we convert the strain data into the spectrogram via the constant-Q transform method as done in this work. Because the setup is just prepared for testing and piloting purposes, we take a very high SNR $\simeq 63$. 

Figure 10. Residual plots of $M_S^c$, $M_L$, $z_S$, $z_L$, and $y$ of $L_{SIS}$. 
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Figure 11. Distributions of the true and predicted parameters of $M^c_S$, $M_L$, $z_S$, $z_L$, and $y$ of $L_{SIS}$.
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