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ABSTRACT

We present large-scale structure catalogues from the completed extended Baryon Oscillation Spectroscopic Survey (eBOSS). Derived from Sloan Digital Sky Survey (SDSS) IV Data Release 16 (DR16), these catalogues provide the data samples, corrected for observational systematics, and random positions sampling the survey selection function. Combined, they allow large-scale clustering measurements suitable for testing cosmological models. We describe the methods used to create these catalogues for the eBOSS DR16 Luminous Red Galaxy (LRG) and Quasar samples. The quasar catalogue contains 343,708 redshifts with 0.8 < z < 2.2 over 4808 deg2. We combine 174,816 eBOSS LRG redshifts over 4242 deg2 in the redshift interval 0.6 < z < 1.0 with SDSS-III BOSS LRGs in the same redshift range to produce a combined sample of 377,458 galaxy redshifts distributed over 9493 deg2. Improved algorithms for estimating redshifts allow that 98% of LRG observations result in a successful redshift, with less than one per cent catastrophic failures (∆1z > 1000 km s−1). For quasars, these rates are 95 and 2 per cent (with ∆z > 3000 km s−1). We apply corrections for trends between the number densities of our samples and the properties of the imaging and spectroscopic data. For example, the quasar catalogue obtains a χ2/DoF = 776/10 for a null test against imaging depth before corrections and a χ2/DoF = 6/8 after. The catalogues, combined with careful consideration of the details of their construction found here-in, allow companion papers to present cosmological results with negligible impact from observational systematic uncertainties.

Key words: catalogues – cosmology: observations.

1 INTRODUCTION

The Sloan Digital Sky Surveys (SDSS) began in 1998. Since then, through phases I and II (York et al. 2000), III (Eisenstein et al. 2011), and IV (Blanton et al. 2017), they have used the Sloan telescope (Gunn et al. 2006) in order to amass 2.6 million spectra of galaxies and quasars (Ahumada et al. 2020). The primary purpose of these observations that simultaneously place a single fibre on hundreds of extragalactic objects has been to create 3D maps of the structure of the Universe. From these maps, we observe the large-scale structure (LSS) of the Universe and thereby infer its bulk contents, dynamics, and structure formation history.

During SDSS I and II, the measurement of the location of the baryon acoustic oscillation (BAO) feature in these maps was realized and developed as a robust and powerful method for obtaining geometrical measurements of the expansion history of the Universe and thus dark energy (Eisenstein & Hu 1998; Cole et al. 2005;
This paper is part of a series of papers presenting the completed eBOSS DR16 data set and cosmological results derived from it, which are summarized in Alam et al. (2020a). The DR16 spectral reductions described in Alam et al. (2020) and the DR16 quasar catalogue produced by Lyke (2020) are vital inputs to the LSS catalogues we create. The LSS catalogues themselves were developed in close collaboration with the studies that obtain BAO and RSD results from the eBOSS DR16 data. For the LRGs, the correlation function is presented and used to measure BAO and RSD in Bautista et al. (2020), and the power spectrum in Gil-Marín et al. (2020). Rossi et al. (2020) presents the analysis of mock catalogues, designed to find and quantify any modelling systematic errors associated with the analysis of these data. The equivalent analyses of the quasar sample are presented in Hou et al. (2020), Neveux et al. (2020), and Smith et al. (2020). The ELG catalogues are presented and analysed in Raichoor et al. (2020), further analysed in Tamone et al. (2020), de Mattia et al. (2020), and supported by simulations of the data presented in Alam et al. (2020b) and Lin (2020). Multitracer analysis utilizing the overlapping volume between the LRG and ELG samples is presented in Wang et al. (2020) and Zhao et al. (2020). The creation of approximate mocks to be used for covariance matrix estimation for all LSS samples is described in Zhao et al. (2020a). Finally the DR16 Lyman α sample is presented and analysed in du Mas des Bourboux et al. (2020). A summary of all SDSS BAO and RSD measurements with accompanying legacy figures can be found here: https://sdss.org/science/final-bao-and-rsd-measurements/. The full cosmological interpretation of these measurements can be found here: https://sdss.org/science/cosmology-results-from-eboss/.

The types of target (quasar, LRG, ELG) are described in Section 2, and the targeting criteria for each summarized. In Section 3, we describe the eBOSS observing strategy. The method used to measure redshifts is summarized in Section 4, and the catalogue creation in Section 5. This section also includes details of how we have corrected for many observational effects including varying completeness, collision priority, close pairs, redshift failures, and systematic problems with the imaging data. This section ends with a review of the statistics for each sample, and provides details of how to use these catalogues. A summary of the work is provided in Section 6.

2 EBOSS TARGETS

eBOSS was designed to acquire redshifts for three types of tracers: quasars, LRGs, and ELGs. Each object selected from imaging data for follow-up spectroscopy is an eBOSS ‘target’. The selection criteria and motivation for these target samples are detailed elsewhere. Here, we record the essential details.

2.1 Quasars and LRGs

LSS quasar and LRG targets were selected using the same optical and infrared imaging data sets over the full SDSS imaging area.

The optical data were obtained during the SDSS-I/II (York et al. 2000), and III (Eisenstein et al. 2011) surveys using a drift-scanning mosaic CCD camera (Gunn et al. 1998) on the 2.5-metre Sloan Telescope (Gunn et al. 2006) at the Apache Point Observatory in New Mexico, USA. The five-passband (u, g, r, i, z) Fukugita et al. 1996; Smith et al. 2002; Doi et al. 2010) photometry was recalibrated by Schlafly et al. (2012), who applied the ‘uber-calibration’ technique

---

1The updated details for samples through DR7 are available at http://sdss.physics.nyu.edu/vagc/.
2https://data.sdss.org/sas/dr16/eboss/lass/catalogs/DR16/
3In order to distinguish this work from the Ly α quasar sample, we will denote our sample as ‘LSS quasars’.
The infrared data were obtained using the Wide Field Infrared Survey Explorer (WISE, Wright et al. 2010). The WISE satellite observed the entire sky using four infrared channels centred at 3.4 μm (W1), 4.6 μm (W2), 12 μm (W3), and 22 μm (W4). We used the W1 and W2 data to identify eBOSS targets. All targeting is based on the publicly available unWISE coadded photometry, which obtained results for SDSS sources via ‘force-matching’ (Lang 2014; Lang, Hogg & Schlegel 2016).4

The details of the quasar selection are presented in Myers et al. (2015), where it was demonstrated that SDSS+WISE imaging data can reliably select quasars with 0.9 < z < 2.2. The method combined three essential pieces:

(i) XDQSOz (Bovy et al. 2012) reporting a greater than 20 per cent chance of an object being a quasar at z > 0.9;
(ii) an extinction corrected flux cut g < 22 or r < 22;
(iii) a mid-IR-optical colour cut, which was proven to be efficient at removing stellar contaminants.

An important aspect of the quasar targets is that many were previously observed in SDSS I/II/III. Such targets are denoted as ‘legacy’; the LSS quasar legacy targets were not re-observed. Legacy targets are not isotropically distributed over the sky and thus must be treated carefully; these details are provided throughout Section 5. Ata et al. (2018) demonstrated that selecting quasars that were subsequently measured to have 0.8 < z < 2.2 provided an excellent sample for LSS analyses. Here we will detail how we have built on these results to provide the final eBOSS quasar LSS catalogues. The target density is 112 deg−2 within the 6309 deg2 area planned for eBOSS observation.

The full details of the LRG selection are given in Prakash et al. (2016). The goal was to obtain a sample at redshifts greater than the BOSS CMASS sample. In order to make it distinct, the sample was selected to be fainter in the i-band than BOSS CMASS galaxies (Reid et al. 2016). Flux cuts were applied in the i- and z-bands in order to obtain targets bright enough to achieve a successful redshift. Optical/infrared colour cuts achieved a sample with redshifts mostly greater than z = 0.6, which is near where the density of the CMASS ceases to produce cosmic variance limited clustering measurements. Bautista et al. (2018) demonstrated the sample to be viable for LSS studies. The target density is 60 deg−2 within the area planned for eBOSS observation. Here, we provide the details on the final LRG sample and combine it with the high redshift tail of the BOSS galaxy sample in order to provide one larger sample of LRGs with z > 0.6.

Files containing the LRG and quasar target information applied to the full SDSS imaging were released5 in DR14 (Abolfathi et al. 2018). They can be matched to the ‘full’ files we describe later (Section 5) using the ‘OBJID_TARGETING’ column.

2.2 ELGs

The eBOSS ELG sample is unique from other eBOSS samples in that it does not use SDSS imaging for its target selection. Instead, ELG targets were selected from the DECam Legacy Survey (DECaLS; Dey et al. 2019) photometric catalogue. The details of the selection are presented in Raichoor et al. (2017). There, it was demonstrated that within two separate ~600 deg2 regions, a g-band flux cut (g < 22.9±22.825) in the NGC (SGC) region and a (g − r)/(r − z) colour selection were efficient at producing targets over the redshift range 0.6 < z < 1.1 with sufficient OIII flux to obtain a good redshift. The target catalogue was made public6 in DR14. Raichoor et al. (2020) present further details on the ELG LSS catalogue construction and its viability for LSS studies and we thus repeat few of them here.

2.3 Other targets

Observations of two additional samples of high redshift quasars for Lyman α forest studies (Blomqvist et al. 2019; Chabanier et al. 2019; de Sainte Agathe et al. 2019) were also conducted during eBOSS. The first consisted of known z > 2.1 quasars where increased signal to noise would lead to improved cosmology constraints. The second program used multi-epoch imaging data from the Palomar Transient Factory (PTF; Law et al. 2009; Rau et al. 2009) to select high-redshift quasar targets at a density of 20 deg−2 in regions with many epochs of photometry (Palanque-Delabrouille et al. 2016). These provide a random sampling of the foreground distribution of neutral hydrogen and do not require a careful record of the selection function for cosmology studies. The Time Domain Spectroscopic Survey (TDSS; Morganson et al. 2015) and the Spectroscopic Identification of eROSITA Sources (SPIDERS; Clerc et al. 2016; Dwelly et al. 2017) programs were also conducted simultaneously with eBOSS observations. The Lyman α, TDSS, and SPIDERS samples do not directly contribute to the clustering catalogues presented here, but the footprint of these observations is incorporated into the clustering catalogues as will be described below.

3 SPECTROSCOPIC OBSERVING

The eBOSS targets were primarily observed using the BOSS double-armed spectrographs (Smee et al. 2013) on the 2.5-metre Sloan Telescope (Gunn et al. 2006) at the Apache Point Observatory in New Mexico, USA. The exception is legacy quasar observations that used the original Sloan spectrograph. Here, we describe the details of the observational strategy and how it impacts our final sample, while defining key terminology. The details of how spectra are turned into redshift estimates are presented in Section 4.

Like BOSS, eBOSS observed 1000 targets at a time through fibres plugged into holes on pre-drilled aluminum plates. Plates were placed at the focal plane of the telescope and the fibres fed directly into the two spectrographs. On each plate, targets cannot be placed within 62 arcsec of each other due to the physical size of the housing of the optical fibre (Dawson et al. 2013). Targets are assigned to ‘collision groups’ via a ‘Friends-of-Friends’ algorithm with a 62 arcsec linking length (Reid et al. 2016). Any instance where a target is not observed because it is in a collision group is recorded as a ‘fibre collision’. A fraction of these collisions can be resolved in regions of overlapping plates. The ‘tiling’ algorithm (Blanton et al. 2003) determines the number of plates and the location of plate centres in celestial coordinates. In BOSS, tiling over a fixed area produced a near-optimal solution of field locations that guaranteed 100 per cent completeness of non-collided targets for the primary clustering samples. In eBOSS, the 100 per cent completeness requirement was relaxed for the LRG sample to increase the fibre coverage.
efficiency and total survey area. In both BOSS and eBOSS, each fixed area that was tiled in a single software run is referred to as a ‘chunk’. The eBOSS LRG sample had a completeness of non-collided targets exceeding 95 per cent in every relevant chunk of the survey. Areas covered by a unique set of plates are ‘sectors’. Completeness statistics are determined on a per-sector basis.

LRG and LSS quasar targets were observed on the same plates, along with targets from the TDSS and SPIDERS programs. TDSS and SPIDERS were each allocated an average surface density of targets of approximately 10 deg$^{-2}$. These plates also contained fibres allocated to the two Lyman $\alpha$ quasar target samples. It is possible for any of these samples to overlap in targeting with any other. Considering one particular sample, e.g. LSS quasars, the fact that it passed another sample’s criteria is generally ignored; i.e. it is simply treated as any other LSS quasar when constructing the LSS quasar catalogues. When the target selection criteria are distinct, we must consider the effect of fibre collisions where LRG or quasar targets could not be allocated fibres because of these additional targets.

Fibre collisions between different target categories were resolved based on the following priority: SPIDERS, TDSS, re-observation of known quasars, LSS quasars, and variability-selected quasars, with LRGs last. The fibre collision areas occupied by higher priority targets are treated in a ‘veto mask’ that removes area from the window function of the desired clustering sample. Thus, these priorities result in an LRG sample that covers substantially less total area than the quasar sample, despite being observed at the same time across the same large-scale footprint. See Section 5.2 for more details.

A significant portion of the LRG and quasar targets was observed in the Sloan Extended Quasar ELG and LRG Survey (SEQUELS) that was designed as a pilot survey for eBOSS (see Dawson et al. 2016 for details). We treat SEQUELS targets that pass the eBOSS target selection the same as eBOSS observations, as the selection is a simple super-set of the ultimate selection. A list of the chunk numbers is given in Table 1. The SEQUELS targets are covered by chunks boss214 and boss217.

ELGs were observed separately from the quasars and LRGs in chunks eboss21, eboss22, eboss23, and eboss25. Some TDSS targets shared their plates and were given equal priority. While they were observed in separate chunks, the ELG footprint overlaps with the LRG and quasar footprints and thus allows cross-correlation studies (e.g. Alam et al. 2019; Wang et al. 2020; Zhao et al. 2020b).

Although each chunk was tiled independently, there are some small regions of overlap in area. In other words, along some chunk edges, targets were assigned to more than one chunk. To account for this duplication, we removed the overlap area from the greater numbered chunk. Doing so provides a unique set of targets over the full eBOSS footprint. However, we always take the highest quality spectrum for duplicate tilings of the same target. For example, if a target received a fibre in both chunks eboss20 and eboss26 and the better spectrum was observed in eboss26, the redshift from the eboss26 observation is assigned. However, if the target in eboss20 was not assigned a fibre (e.g. due to a collision), but gets observed in eboss26, the eboss26 observation is not used in the clustering catalogues. This avoids biasing the selection probabilities within these regions. Such cases are fairly rare and are treated as if no fibre was placed on the target. The geometry file described in Section 5 cuts between chunks at the boundary of the highest-numbered chunk, corresponding to this selection.

In many cases, eBOSS chunks that were tiled did not have all of their plates observed. This is the primary source of incompleteness in the eBOSS catalogues. We denote the following classifications that lead to incompleteness for an eBOSS target within a tiled chunk:

- (i) ‘close-pair’: No fibre was placed on the target due to a fibre collision (unresolved with overlapping plates) with a target of the same class.
- (ii) ‘missed’: No fibre was placed on the target, not due to it being a close-pair. Observations will be missed primarily due to missing plates in overlap regions and can also occur when more than 1000 fibres would have been required to observe all targets in a given region.
- (iii) ‘wrong-chunk’: A fibre was placed on the target only in the greater-numbered overlapping chunk.

Fig. 1 displays the sky positions of eBOSS targets that were tiled. The black points are LRG and quasar targets that were not observed. The coloured points display eBOSS targets observed with plates determined to be ‘good’. The red points are LRG targets that were observed. They are mostly overlapped by the yellow points, which show the quasars that were observed. One can observe an area at RA, Dec $\sim$225, 55 where there are no quasars. In this area, SDSS had previously obtained spectra for all of the quasar targets (incorporated into the special Reverberation Mapping program; Shen et al. 2015) and thus eBOSS did not re-observe them. The blue points display 20 per cent of the ELGs that were observed. This subsampling allows one to see the overlap with the LRG and quasar samples. The overlap of the ELG sample is complete in the South Galactic Cap (SGC; the filled area in the figure with Right Ascension <60). In the North GC (NGC), the ELG data fully overlaps with the BOSS CMASS data, but the eBOSS LRG and quasar footprint only covers approximate half of the NGC ELG footprint.

### 4 Determining Redshifts

The IDLSPEC2D spectral reduction pipeline reduces every eBOSS spectrum from a series of 2D images that span multiple exposures, to a single, wavelength-calibrated, 1D spectrum. The spectra that were
catalogues associated with DR16 exactly follow the procedures of classifying star, galaxy, or quasar, a redshift, and a quality flag (Hutchinson et al. 2016; Jensen et al. 2016; Bautista et al. 2017) and can be found in the studies that first incorporated those improvements to this software package over the course of eBOSS clustering data obtained with the SDSS telescope. A summary of the improvements to the rate of good redshift estimation were achieved through a new approach to redshift estimation.

The new redshift algorithm, REDROCK, was developed for the Dark Energy Spectroscopic Instrument (DESI; Aghamousa et al. 2016a). The REDROCK team used an improved combination of the Bolton et al. (2012) approach and an archetype (Cool et al. 2013) approach similar to that applied in REDMONSTER (Hutchinson et al. 2016). Methods developed in Zhu (2016) were incorporated in order to provide additional improvements. We describe the approach in more detail throughout the rest of this section.

The general process, which we expand on below, is as follows: Classification and redshift determination are performed via a fit of a linear combination of spectral templates to each spectrum. Fitting is done over a range of redshifts for three different classes of templates that independently characterize stellar, galaxy, and quasar spectral diversity. Unlike the approach used in the BOSS redshift pipeline, no nuisance terms are allowed to soak up flux calibration errors, intrinsic dust extinction, or other sources of spurious signal. The redshift and spectral class that give the lowest value of $\chi^2$ are considered the best description of the spectrum. A fit is only considered reliable, or good, if it can be differentiated from the second best fit by a sufficiently large difference in the $\chi^2$. We denote this parameter as $\Delta \chi^2$.

The first improvement over the BOSS fitting routines was the introduction of the instrument resolution to the spectral models. Each model is generated at a significantly higher resolution than offered by the BOSS spectrograph. At each redshift, the model is convolved with the wavelength-dependent estimate of the Gaussian profile that describes the instrument resolution for that spectrum. The inclusion of instrument performance in this step allows better characterization of narrow spectral lines, particularly when there is a strong variation in the resolution as a function of wavelength as often occurs near the detector edges.

The second improvement over the BOSS fitting routines is an introduction of new spectral templates for galaxies and stars. Galaxy spectral templates are derived from a principal component analysis (PCA) decomposition applied to a total of 20,000 theoretical galaxy spectra (Charlie Conroy 2014, private communication) that span stellar age, metallicity, and star formation rate. Emission lines of classify between good redshifts and failures for LRGs and quasars. We describe the characterization of the spatial variation of redshift failures and our statistical corrections for them in Section 5.3.

4.1 Redrock redshift estimates for the LRG sample

As discussed in Dawson et al. (2016), the spectra from the BOSS CMASS galaxy sample had sufficient signal to noise to enable very reliable automated redshift classification using the same algorithms as those in the recently released DR16 catalogues. However, early in SDSS-IV, it became clear that these routines are not optimized for the fainter, higher redshift LRG galaxies that comprise the eBOSS LRG sample. When first applied to the eBOSS samples, only about 70 per cent of the spectra were given good redshifts. The high rate of redshift failures motivated the new development in the IDLSPEC2D spectral reduction pipeline for higher quality 1D spectra. More significant improvements to the rate of good redshift estimation were achieved through a new approach to redshift estimation.

As in SDSS and BOSS, every spectrum is then assigned a classification of star, galaxy, or quasar, a redshift, and a quality flag that indicates the robustness of the redshift estimate. The redshift catalogues associated with DR16 exactly follow the procedures described in Albareti et al. (2016) and Bolton et al. (2012). However, different philosophies for redshift estimates and spectral classification were designed specifically for the eBOSS LSS catalogues. A new redshift estimate pipeline for galaxies was motivated by the challenges faced with the low signal-to-noise galaxy spectra. A new scheme that supplemented automated classifications with visual inspections was developed to characterize the very large number of quasar spectra obtained in eBOSS. We describe the new algorithms customized to LRG spectra in Section 4.1 and briefly summarize the procedures for ELG and quasar spectra in Section 4.2 (these are described in greater detail in Lyke 2020; Raichoor et al. 2020).

The relative success of classification is divided into three cases: good redshift, redshift failure, and no chance of good redshift (‘bad fibre’). For all three LSS tracers, the bad fibres are determined based on the ZWARNING flag from the eBOSS pipeline. Observations with bits 1 (‘LITTLE COVERAGE’), 7 (‘UNPLUGGED’), 8 (‘BAD TARGET’), or 9 (‘NO DATA’) had no chance of obtaining a good redshift and are classified as bad fibres. As the cases of bad fibres are uncorrelated with the target properties, they are treated in the same manner as if they did not receive a fibre in the catalogue creation, as described in Section 5.4. The following subsections detail how we
varying equivalent width were painted on to the theoretical galaxy spectra. The resulting PCA eigen spectra are therefore physically motivated, as opposed to the BOSS eigenspectra that were derived empirically from early data and are thus degraded from noise and occasional spurious signal in the spectra. There are 10 galaxy PCA eigenspectra templates that are used in linear combination to obtain redshifts for the entire eBOSS galaxy sample.

The stellar templates were also derived from a series of theoretical models divided approximately by stellar mass and evolutionary stage. The stellar templates were motivated by laboratory atomic data, molecular data, and model atmospheres (Allende Prieto et al. 2018; Allende-Prieto et al., private communication). A total of 30 000 template stars were used. 10 000 had spectral types A, B, F, G, K, or M. 20 000 white dwarf templates were used, split evenly between types DA and DB. Broad TiO absorption features in red dwarf spectra can masquerade as G-band or Balmer breaks in high redshift galaxies. Thus, extra care was taken to increase the diversity of M-type and K-type main-sequence stellar templates. The introduction of these new templates was proven to reduce the rate of false detections around $z = 0.62$ and $z = 1.02$. The CV-type stellar templates and the four quasar eigenspectra produced by Bolton et al. (2012) and used in previous eBOSS analyses were copied into REDROCK. The redshifts for the LSS quasar sample were determined as detailed in the following subsection (not by REDROCK).

In the second element of the REDROCK redshift classification scheme, a subset of the spectral templates described above were used as archetype models$^{11}$ to fit the spectra in a manner similar to REDMONSTER. The motivation for this second step was to apply an additional filter on the spectral fitting and exclude non-physical combinations of the eigenspectra that can generate erroneous redshift detections. Archetype fitting was not performed over the full redshift range, but instead was performed only over the range of within 10 000 km s$^{-1}$ of the redshift estimate from a maximum of the three best-fitting cases for each class (galaxy, quasar, star) from the first stage of classification. For the redshift ranges where the spectral class was estimated to be a galaxy, 110 archetype galaxy templates were fit in combination with nuisance terms that control the amplitude of the first three Legendre polynomials, meant to fit non-physical flux in the broad-band spectrum. Likewise, 40 stellar archetype spectra were fit to the spectrum for the redshifts where the PCA spectral class was estimated to be stellar, and 64 archetype spectra were fit for class quasar. The redshift and class that produced the lowest value of $\chi^2$ was then considered the best description of the spectrum. The results from the archetype fits superseded those from the PCA eigenspectra fitting and are used for the clustering catalogues. The $\Delta \chi^2$ between the best two archetype fits was recorded and later used to define our redshift failure criteria.

To limit the number of interlopers in our LSS measurements, we established a requirement that limited the number of misclassified, or ‘catastrophic failures’, to be less than 1 per cent. A catastrophic failure for galaxies occurs when an object is confidently assigned a redshift that is in error by more than 1000 km s$^{-1}$. The final tuning to discriminate between good redshifts and redshift failures and to assess the resulting rate of catastrophic failures was done empirically using multi-epoch spectra and sky spectra, as described below.

We use a sample of multi-epoch spectra to identify a value of the $\Delta \chi^2$ that maximizes the number of good redshifts while maintaining sufficient purity in the catalogue. Many of these objects received

$^{11}$https://github.com/desihub/redrock-archetypes; tagged version 0.1

more than one observation due to intentional reobservations of a plate while others had multiple fibre assignments in the regions of plate overlap. There were 11 556 pairs of spectra used to perform this test. For each pair of spectra, we determined the difference in the redshift estimates, $\Delta \nu$. The distribution of $\Delta \nu$ is shown in the left-hand panel of Fig. 2 while the results as a function of $\Delta \chi^2$ are presented in the right-hand panel. Using the fit to the distribution, which we have cut to the $0.6 < z < 1.0$ redshift range used for the clustering catalogues, the mean redshift uncertainty for the LRG sample is 65.6 km s$^{-1}$ (1/√2 the width of the distribution in Fig. 2). An uncertainty of this scale is small compared to typical peculiar velocities and is thus absorbed into their modelling in the LSS analyses.

We then assessed the rate of catastrophic redshift failures by counting the fraction of pairs that produced redshift estimates differing by more than 1000 km s$^{-1}$. For a threshold $\Delta \chi^2 = 9$ (rejecting 761 pairs), we find that 0.5 per cent of the 10 795 pairs produced a catastrophic redshift failure. Under the assumption that one of the redshift estimates in the pair was correct, the resulting catastrophic failure rate is estimated to be 0.25 per cent.

We then applied an additional level of filtering to further reduce the rate of catastrophic failures, which was to require a positive amplitude for the coefficient of the best-fitting archetype spectrum. In cases where the best-fitting redshift was produced by an archetype template with a negative amplitude, we kept that redshift but set a flag indicating that the redshift was not to be trusted. These are counted as redshift failures in the downstream analysis. We applied this condition based on tests of 365 243 sky-subtracted sky spectra. Without the requirement, we found that 10 per cent of these sky spectra were given a confident redshift estimate$^{12}$ using the $\Delta \chi^2 = 9$ threshold, whereas one would expect a negligible fraction of astrophysical spectra in those fibres. With the requirement, this was reduced to 4.4 per cent. While the positive-archetype requirement provides a significant improvement, this behaviour indicates a systematic bias in the algorithm in the limit approaching zero signal. We have not been able to identify the source of this bias. The spectra failing to meet the physicality condition are shown in red in Fig. 2. One notes that these pairs are most likely found at low values of $\Delta \chi^2$, as would be expected. There are only 0.04 per cent of LRG spectra in the full eBOSS sample that satisfy the $\Delta \chi^2 = 9$ condition but fail to meet this threshold on positive archetype coefficients. Given the results on the sky spectra, we can expect a similar percentage of catastrophic failures in our LRG sample due to these false-positive confident redshifts; i.e. this is a negligibly small fraction. The requirement that the first coefficient be positive for the best-fitting archetype spectrum removes spurious detections from non-physical fits to the data, albeit at a very low rate.

After final classifications, the redshift completeness now approaches 98 per cent for the eBOSS LRG sample with a rate of catastrophic failures estimated to be less than 1 per cent. These cases of catastrophic failures appear in the clustering catalogues without correction but are shown to be sufficiently rare as to not bias the cosmological measurements. Stars are a major contaminant, as they make up 9 per cent of the spectral classifications for the LRG sample. An additional one per cent of spectra are classified as quasars and not used in the LSS catalogues. In total, 88 per cent of LRG observations result in a good LRG redshift.

$^{12}$These ‘redshifts’ broadly sample the allowed redshift range with only minor structure that appears to be caused by confusion from sky subtraction artefacts.
4.2 ELG and quasar redshift estimates

We also utilize the REDROCK code to make redshift estimates for the ELG spectroscopic sample. The PCA and the archetype spectral templates are identical to those described above. The requirement for $\Delta \chi^2$ between models and the restriction on the archetype coefficients are also identical. However, two additional criteria are applied to the ELG program: the median signal to noise per pixel must exceed 0.5 in either the i-band or z-band region of the spectrum and the measured continuum or [O II] emission line strength must also pass the a posteriori flags defined and motivated in Comparat et al. (2016) and Raichoor et al. (2017); the criteria using these flags is ($z_Q > 1$ or $z_{\text{Cont}} > 2.5$). The details of purity and completeness after each of these filters is presented in Raichoor et al. (2020). We are able to obtain secure redshifts for 91 per cent of ELG observations with a catastrophic failure rate of less than 1 per cent.

We use a multistage process to determine the redshift and quality indicator for the quasar sample. This process follows on the philosophy of Páris et al. (2018) and is fully described in Lyke (2020), which presents the ‘DR16Q’ quasar catalogue. From these results, we used the following criteria to determine redshift failures: if an object was not classified as a quasar by the automated decision-tree described in Lyke (2020) and had an IDLSPEC2D ZWARNING flag set (not associated with the bad fibres described above), it was typed as a redshift failure. If no ZWARNING flag was set, the observation was assigned the classification determined by the IDLSPEC2D pipeline. Additionally, anything with a median signal to noise <0.5 per pixel across the spectrum was classified as a redshift failure. All redshifts we use in the LSS catalogues are also determined using the REDVSBLUE14 principle component analysis (PCA) algorithm described in Lyke (2020) and stored in the Z_PCA column within DR16Q. Within our redshift range of $0.8 < z < 2.2$, we find this redshift performs well both in terms of systematic and statistical uncertainties, as discussed below. Visual inspection information is only used to evaluate the catastrophic failure rate, as described below.

The process results in 95 per cent of quasar target observations having a good redshift with a quasar, stellar, or galaxy classification. Seven per cent of the observations are typed as galaxies and two per cent stars. In total, 86 per cent of the eBOSS quasar observations are classified as having a good quasar redshift.

The statistical uncertainties in quasar redshift estimates are computed empirically using repeat observations. Lyke (2020) find a typical statistical redshift error of 300 km s$^{-1}$ without strong redshift dependence. Systematic errors in redshift estimates are somewhat more difficult to assess, as the emission lines that inform the fits are subject to internal dynamics and can be shifted with respect to the quasar rest-frame. Lyke (2020) study this by using results of repeat observations from the Reverberation Mapping program (Shen et al. 2015) and find no evidence of a systematic uncertainty in the PCA redshifts with the range $0.8 < z < 2.2$; see their fig. 3.

Catastrophic failures are characterized via the 10 000 random visual inspections described in Lyke (2020). From this set of 10 000, we select the LSS quasar targets that were classified as quasars and had eBOSS (not legacy) redshifts $0.8 < z < 2.2$. This sample provides a base set of 5449 objects that we include as good quasar redshifts in our clustering catalogues. Of these, the visual inspection found 1.2 per cent (63) were not quasars. An additional 0.8 per cent (45) were determined to have redshifts with $\Delta v > 3000$ km s$^{-1}$ relative to their redshift.

13This classification is stored in the column named ‘MY_CLASS_PQN’ in the ‘full’ quasar catalogue files.
14https://github.com/londumas/redvsblue
the QUASAR and LRG access/ TARGETING to match to 'objID' in the publicly available

noveto.ply standard.html (2020) to create simulations that are consistent with these results.

Thus, Hou et al. (2020), Neveux et al. (2020) are able to determine uncertainties in our LSS quasar catalogue is used in Smith et al.

0.02 × be 1.6 per cent for the LSS quasar sample (as the total fraction is <z< 0.82).

All legacy redshifts had been visually inspected prior to eBOSS and determined to be good quasar redshifts. Legacy quasars make up 18 per cent of the quasar redshifts used in the LSS catalogues with 0.8 < z < 2.2. We thus estimate the total catastrophic failure rate to be 1.6 per cent for the LSS quasar sample (as the total fraction is 0.02 × 0.82).

This statistical characterization of the distribution of redshift on uncertainties in our LSS quasar catalogue is used in Smith et al. (2020) to create simulations that are consistent with these results. Thus, Hou et al. (2020), Neveux et al. (2020) are able to determine the sensitivity of their BAO and RSD measurements to such redshift uncertainties and catastrophic failures and incorporate the results into their systematic error budgets.

4.3 Redshift distributions
Fig. 3 displays redshifts from the samples used to create eBOSS LSS catalogues. The SDSS I/II/III quasars were selected as eBOSS LSS quasar targets. These already had secure redshifts determined by visual inspection. Thus, for the LSS quasar sample, we use their previously observed spectra and redshift estimates rather than reobserve them. See Section 2 for more details. These legacy quasars span the whole redshift range and comprise approximately one quarter of the total quasar redshifts. The BOSS galaxies were not targeted by eBOSS, but we will use BOSS CMASS galaxies at z > 0.6 in order to create one combined sample of luminous galaxies with z > 0.6.

5 CATALOGUE CREATION
In this section, we detail the catalogue creation steps for the LRG and quasar samples. The steps are similar for the ELGs, but those catalogues are described in Raichoor et al. (2020). The order for catalogue creation is:

(i) create randoms at constant surface density within the tiled footprint;
(ii) match between targets and spectroscopic observations;
(iii) apply veto masks;
(iv) resolve fibre collisions and determine completeness;
(v) assign weights to correct for fibre collisions and redshift failures;
(vi) cut on redshift and completeness;
(vii) assign weights that correct for systematic trends with foregrounds and imaging meta data;
(viii) assign redshift related information to random catalogues.

Many of these steps apply to both the data catalogue and the random catalogue that is used to quantify the window function. The first operation is therefore to create a catalogue with random angular positions at a density of 5000 deg−2 within the geometry of the full tiled area, which is more than 40 times greater than the target density of the quasar sample (and more than 70 times greater than the LRG target density). This area is a collation of the previously described chunks (with overlap removed) and occupies 6309 deg². A polygon file that can be used with MANGLE (Swanson et al. 2008) named ‘eBOSS_QSOandLRG_fullfootprintgeometry_noveto.ply’ defines this geometry, with a corresponding FITS17 file that allows a mapping between polygons and sectors.

For each tracer, we release files containing the following types of tables:

(i) A table with a row for every unique target that was tiled and passes the veto masks; we denote these the ‘full’ files. They contain all of the information on the target’s photometry and spectra (if observed) and relevant IDs. One can use the column ‘OBJID’ to match to ‘objID’ in the publicly available photometry18 and the columns ‘PLATE’, ‘MJD’, ‘FIBERID’ to match to the publicly available spectra.19
(ii) A table with rows for only the data with good redshifts, with all mask, completeness, and redshift cuts applied. It contains only the columns that are necessary for calculating two-point statistics and matching to the full file. We denote these the ‘clustering’ files.
(iii) A table of random points approximating the selection function of the clustering file for the data, to be processed in the same way as the data file for the calculation of two-point statistics.

The clustering files are produced separately for each Galactic hemisphere.

5.1 Matching targets and spectroscopic observations
The galaxy catalogue creation starts from the target sample. The information for all eBOSS targets within tiled chunks is collated. From this master list of eBOSS targets, the target sample in question is selected. Each target sample is then matched to spectroscopic observations. A first step is to cut the spectroscopic information to unique entries per target. For LRGs, this is done by selecting primary spectroscopic observations from the SDSS data base (SPECPRIMARY = 1). For quasars, we use the DR16Q superset (Lyke 2020) catalogue as the source of redshifts. The primary record (PRIM_REC = 1) is selected.

For the quasars, we first match the legacy targets with their spectroscopic information. These objects were flagged in the target file as having already been observed and thus were removed from consideration by the tiling algorithm. We match these targets to

17https://fits.gsfc.nasa.gov/fits_standard.html
18https://www.sdss.org/dr16/imaging/
19https://www.sdss.org/dr16/spectro/spectro_access/
DR16Q, populate the relevant spectral information (redshift, object type, etc.), and denote them as legacy. We then match the remaining targets based on their internal ID. For the LRGs, we go straight to matching based on internal ID.

After this matching, the following classifications are possible, which are stored as an integer value in the ‘IMATCH’ column of the ‘full’ file:

(i) a target can remain unobserved (IMATCH=0); denoted \text{missed},
(ii) have a good eBOSS redshift that matches the targeted type (IMATCH=1); denoted \text{eboss},
(iii) have previously been determined to be a quasar with a good legacy redshift (IMATCH=2; denoted \text{qstar}, relevant only for quasar targets),
(iv) be a star (IMATCH=4; denoted \text{star}),
(v) be a redshift failure (IMATCH=7; denoted \text{zfail}, see Section 4),
(vi) be identified as an object of the wrong target type (e.g. an LRG target is identified to be a quasar; IMATCH=9; denoted \text{badclass}),
(vii) have previously been determined to be a legacy star (IMATCH=13; relevant only for quasar targets),
(viii) be a bad fibre (IMATCH=14, see Section 4),
(ix) or was not in its target chunk (IMATCH=15, see Section 3).

Objects with IMATCH=14,15 are treated the same as unobserved objects for calculating all subsequent statistics, i.e. we tabulate any quantity with the subscript missed including the IMATCH objects for calculating all subsequent statistics, i.e. we tabulate

Based on early data occupying 800 deg$^2$, 85 per cent of LRG targets (Reid et al. 2016). The centrepost mask removes the area at the centre of the track, and bright object masks are the same as applied to BOSS DR12. The size of the region that was masked is based on the

was found that many spurious LRG targets exist around these stars. These IR stars were not found to have any impact on quasar targets, beyond what is masked by the regular bright star mask.

The collision priority mask removes the 62 arcsec radius area around where higher priority targets prevent any fibre to be assigned to the given target type. The LRGs had the lowest priority and the area of collision priority mask applied for them is thus nearly 700 deg$^2$. The overlapping plate geometry allows collisions between lower priority LRGs and higher priority targets to be resolved. However, these collisions are not fully resolved and some LRGs remain unobserved in these regions. We thus apply the conservative option of masking 62 arcsec around every higher-priority target and accept losing the 10,439 good redshifts in this mask.

Only TDSS and SPIDERS have greater priority than the quasars. Also, the quasar collisions in regions with overlapping plates are fully resolved. Thus, we only apply the quasar collision priority mask in single tile regions. This mask is only 66 deg$^2$ for the quasars and only 39 of the more than 7000 quasar targets removed by this mask have good redshifts; the number is greater than 0 only due to the fact that the centre of the veto regions are within the single tile region but can extend out into the area with overlapping tiles.

Note that by applying the veto masks to both galaxies and randoms, we are implicitly assuming that the regions removed are uncorrelated with the cosmological density fluctuations that we want to measure. This may be a slight concern where higher priority targets overlap in redshift with the sample of interest. The main concern is clustering between $z < 1$ quasars and our LRG sample. We apply no correction for this and expect it to be a minor effect on the LRG clustering given the substantially lower projected number densities of $z < 1$ quasars compared to 0.6 < $z < 1$ LRGs. This is not an issue for the ELG/LRG multitracer analysis, as these samples were observed on different plates and in different chunks, so the observation of one has no impact on the other.

In general, the veto masks were not applied to the target samples. Thus, many good redshifts were observed within these vetoed regions. For example, for the Bright Star and Bad Field masks, we do not trust that the photometry used to produce the target samples should produce isotropic samples suitable for large-scale structure. These areas thus tend to have proportionally fewer good redshifts. Across all veto masks, for LRGs, nine per cent of the good redshifts are vetoed, to be compared to 17 per cent of the tiled area. For the quasars, we lose 4.5 per cent of the good redshifts while removing 7.1 per cent of the tiled area.

5.2 Veto masks

After the matching and type assignment, a series of veto masks are applied to the targets and randoms. These masks and statistics describing what they remove are detailed in Table 2. Chunks covering a unique area of 6309 deg$^2$ were tiled for observation. Approximately 500 deg$^2$ of the area is vetoed from the quasar footprint and more than 1000 deg$^2$ is vetoed from the LRG footprint. Four veto masks are applied to each of the LRG and quasars. The bad field, bright star, and bright object masks are the same as applied to BOSS DR12 (Reid et al. 2016). The centrepost mask removes the area at the centre of the plate where no target can be observed (the centrepost pulls the centre of the plate such that its curvature approximately matches the best-focus surface; see Sme et al. 2013).

The infrared bright star mask was applied to the LRG sample, as it was found that many spurious LRG targets exist around these stars. The size of the region that was masked is based on the WISE W1 magnitude, unless the 2MASS K-band magnitude was less than 2. Around each source, a circular region of 550 arcsec was removed from consideration if either W1 or K was less than 2 magnitudes. For fainter sources up to W1 = 8 we applied

$$r_{\text{Rmask}} = (1397.5 - 569.34W1 + 79.88W1^2 - 3.75W1^3)\text{arcsec}.$$ (1)

Based on early data occupying 800 deg$^2$, 85 per cent of LRG targets removed by this mask were not LRGs. Thus, the mask was applied to LRG targets used for tiles eboss9 and greater so that the fibres could be assigned to targets more likely to produce good redshifts. These IR stars were not found to have any impact on quasar targets, beyond what is masked by the regular bright star mask.

The collision priority mask removes the 62 arcsec radius area around where higher priority targets prevent any fibre to be assigned to the given target type. The LRGs had the lowest priority and the area of collision priority mask applied for them is thus nearly 700 deg$^2$. The overlapping plate geometry allows collisions between lower priority LRGs and higher priority targets to be resolved. However, these collisions are not fully resolved and some LRGs remain unobserved in these regions. We thus apply the conservative option of masking 62 arcsec around every higher-priority target and accept losing the 10,439 good redshifts in this mask.

Only TDSS and SPIDERS have greater priority than the quasars. Also, the quasar collisions in regions with overlapping plates are fully resolved. Thus, we only apply the quasar collision priority mask in single tile regions. This mask is only 66 deg$^2$ for the quasars and only 39 of the more than 7000 quasar targets removed by this mask have good redshifts; the number is greater than 0 only due to the fact that the centre of the veto regions are within the single tile region but can extend out into the area with overlapping tiles.

Note that by applying the veto masks to both galaxies and randoms, we are implicitly assuming that the regions removed are uncorrelated with the cosmological density fluctuations that we want to measure. This may be a slight concern where higher priority targets overlap in redshift with the sample of interest. The main concern is clustering between $z < 1$ quasars and our LRG sample. We apply no correction for this and expect it to be a minor effect on the LRG clustering given the substantially lower projected number densities of $z < 1$ quasars compared to 0.6 < $z < 1$ LRGs. This is not an issue for the ELG/LRG multitracer analysis, as these samples were observed on different plates and in different chunks, so the observation of one has no impact on the other.

In general, the veto masks were not applied to the target samples. Thus, many good redshifts were observed within these vetoed regions. For example, for the Bright Star and Bad Field masks, we do not trust that the photometry used to produce the target samples should produce isotropic samples suitable for large-scale structure. These areas thus tend to have proportionally fewer good redshifts. Across all veto masks, for LRGs, nine per cent of the good redshifts are vetoed, to be compared to 17 per cent of the tiled area. For the quasars, we lose 4.5 per cent of the good redshifts while removing 7.1 per cent of the tiled area.

5.3 Spectroscopic completeness weights

After the veto masks were applied, ‘close pairs’, denoted $c_p$, were assigned. Any object without a spectroscopic observation that shares a collision group with an object that obtained a spectroscopic observation is typed as a close pair and given IMATCH = 3. The distributions of these close pairs and also the redshift failures are not expected to be isotropic and close pairs are expected to be correlated with the density field itself. These sources of spectroscopic incompleteness require special treatment.

For the close pairs, the weights are assigned and equally distributed per collision group. All good observations in a collision group receive a weight that is

$$w_{c_p} = \frac{N_{c_p} + N_{eboss} + N_{badclass} + N_{star}}{N_{eboss} + N_{badclass} + N_{star}},$$ (2)

where the $N$ are summed within each of these groups. Such a weighting provides unbiased transverse clustering on large scales in configuration space. However, the radial clustering will be biased, and the issues are more severe in Fourier space (Hahn et al. 2017). Bianchi & Percival (2017) provide an unbiased solution for configuration space and Mohammad et al. (2020) present an application of these weights to eBOSS data. However, in the standard catalogues
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Table 2. Statistics for the LRG and quasar samples within tiled areas and within the veto masks and completeness cuts we apply to obtain the final sample. Within each region, we list the number of targets, the number of good eBOSS (not legacy) redshifts, and its total area. Many of the veto masks have some overlap, but the statistics are presented individually (thus the total vetoed area is less the sum of the area column). The statistics for the region with $C_{eBOSS} \leq 0.5$ are presented after the veto masks have been applied and the statistics for $C_{z} \leq 0.5$ are after the $C_{eBOSS} \leq 0.5$ cut has been applied.

| Region                              | $N_{LRG \text{ tar}}$ | $N_{LRG \ z}$ | $N_{QSO \text{ tar}}$ | $N_{QSO \ z, eBOSS}$ | LRG Area (deg$^2$) | QSO Area (deg$^2$) |
|-------------------------------------|------------------------|---------------|------------------------|-----------------------|---------------------|--------------------|
| Full tiled area                     | 377 633                | 230 935       | 703 521                | 340 386               | 6309                | 6309               |
| veto masks:                         |                        |               |                        |                       |                     |                    |
| LRG collision priority              | 43 450                 | 10 439        | –                      | –                     | 707                 | –                  |
| QSO collision priority              | –                      | –             | 71 59                  | 39                    | –                   | 66                 |
| Bad field                           | 13 542                 | 7825          | 20 419                 | 11 448                | 238                 | 238                |
| Bright star                         | 5910                   | 1899          | 18 497                 | 4493                  | 131                 | 131                |
| Infrared bright star                | 6583                   | 849           | 72                      | –                     | –                   | –                  |
| Bright object                       | 1745                   | 788           | 1212                    | 28                    | 131                 | –                  |
| Centrepost                          | 36                     | 0             | 0                      | 0.6                   | 0.6                 | –                  |
| Tiled area, after veto mask         | 311 848                | 209 894       | 655 521                | 325 226               | 5223                | 5858               |
| Completeness cuts:                  |                        |               |                        |                       |                     |                    |
| $C_{eBOSS} \leq 0.5$                | 58 575                 | 2044          | 116 527                | 1179                  | 978                 | 1047               |
| $C_{z} \leq 0.5$                    | 53                     | 20            | 366                    | 32                    | 1.6                 | 3.4                |
| Tiled area, after veto masks and completeness cuts | 253 220 | 207 830 | 538 628 | 324 015 | 4242 | 4808 |

we simply provide $w_{cp}$ and each individual analysis describes how the size of any remaining systematic biases how they are treated.

We provide corrections for redshift failures based on the spectrograph signal to noise in the $i$-band and the fibre ID. The likelihood of obtaining a good redshift naturally correlates with the signal to noise of the spectrum. The fibre ID correlates with the location of the spectrum on the CCD of the spectrograph, which in turn alters the signal to noise of the spectrum. The fibre ID also correlates with the expected location on the plate, resulting in large-scale signal-to-noise variations across the sky.

We fit for trends between these quantities and the redshift efficiency, as defined below, and use the inverse of the trends as a weight. We define the number of good spectra associated with a particular data subsample$^{20}$ as

$$N_{\text{good}} = N_{z, \text{eBOSS}} + N_{\text{bad class}} + N_{\text{star}}. \quad (3)$$

$N_{\text{all eBOSS}}$ is then $N_{\text{good}} + N_{z, \text{fail}}$ and the redshift efficiency for any particular sub-sample is thus

$$f_{\text{good}} = \frac{N_{\text{good}}}{N_{\text{all eBOSS}}}. \quad (4)$$

These statistics allow us to characterize the efficiency versus particular aspects of the data (e.g. spectrograph, plate, fiberID) and derive statistical corrections for any trends that we find.

We use the square of the spectrograph signal to noise, $S_i$, defined as the square of the median signal to noise of each spectral pixel in the $i$-band filter estimated at a photometric magnitude$^{21}$ $i = 20.2$. This is empirically computed for each spectrograph independently using the combination of all measured spectra from each observation. The trends in redshift efficiency versus $S_i$ are shown in the bottom panels of Figs 4 and 5, where $f_{\text{good}}$ is displayed as a function of the spectrograph signal-to-noise ratio in the $i$-band, $S_i$ using dashed grey curves. One can observe that the overall redshift efficiency is higher for the LRGs, but the trend with $S_i$ is stronger than it is for the quasars. In general, the LRG redshift efficiency is more dependent

$^{20}$A subsample can be, e.g. all spectra associated with a spectrograph on a single plate, all of the spectra associated with a given fiberID over all eBOSS observations, etc.

$^{21}$This magnitude is motivated by the typical brightness of an LRG target.
We apply the following steps, which mimic the modelling applied to the DR14 LRG sample in Bautista et al. (2018). We find a linear relationship between $f_i$ and $N_{\text{good}}/N_{\text{fail}}$ and $S_i$, which is determined per spectrograph per plate. One can observe that $f_{\text{good}} = 1 - 1/(1 + f_i)$. We perform the fits for each sample in each hemisphere. The fit is translated to a model for $f_{\text{good}}$. Thus

\[ f_{i, \text{mod}} = a_S + b_S S_i \quad (5) \]

and

\[ f_{\text{good, mod}} = 1 - 1/(1 + a_S + b_S S_i). \quad (6) \]

The inverse of this is used as a weight, $w_{\text{good, S}}$ to be applied to every good eBOSS observation.

The fibre ID, $r_{\text{ID}}$, correlates directly with the location on the CCD where the spectrum is readout. The bottom panels of Figs 4 and 5 use grey curves to display $f_{\text{good}}$ as a function of $r_{\text{ID}}$. Similar trends are observed in both samples, with the dependence again being stronger for the LRGs. The clearest trend is a decrease in redshift efficiency near $r_{\text{ID}} = 1, 500, 1000$. These $r_{\text{ID}}$ correspond to the edges of the CCDs, which are 1, 500 for spectrograph 1 and 501, 1000 for spectrograph 2. A good spectrum is more difficult to obtain near the edges of CCDs, as the optical quality decreases with increasing separation from the centre of the CCD. The $r_{\text{ID}}$ also correspond indirectly with the location on the focal plane, with low and high number occurring closer to the edge of the plates. Some patterns are also observed near $r_{\text{ID}}$ 250 and 750, where there are also small decreases in the redshift efficiency. These $r_{\text{ID}}$ correspond to amplifier locations on the CCDs.

We assume a smooth model for the observed trend in redshift efficiencies with $r_{\text{ID}}$, which is general enough to capture the trends described above. For each sample, hemisphere, and $r_{\text{ID}}$ range 1–250, 251–500, 501–750, 750–1000 we fit a relationship

\[ f_{\text{good, mod}} = A_r - B_r |r_{\text{ID}} - C_r|^{b_r}. \quad (7) \]

The inverse of this fit is used as a weight, $w_{\text{good, ID}}$, to be applied to each good eBOSS observation.

The corrections for the expected redshift failure rate per spectrograph, $w_{\text{good, S}}$, and per fibre, $w_{\text{good, F}}$ yield a combined weight:

\[ w_{\text{good}} = w_{\text{good, S}} w_{\text{good, F}}. \quad (8) \]

The weights are only applied to good eBOSS observations, i.e. objects that are not legacy and either have a good redshift or a securely determined alternative type (this is defined by equation 3).

We then normalize the weights such that their sum is equal to $1/f_{\text{good}}$ for the full sample within a hemisphere. Thus, the points with error bars in Figs 4 and 5, which display the results after applying the $w_{\text{good, S}}$, fluctuate around $f_{\text{good}} = 1$.

Figs 4 and 5 show clear improvement in the trends with $S_i$ and $r_{\text{ID}}$, with some residual scatter. The statistics should follow a binomial distribution, given that each observation can result in a success or failure. The uncertainty in each bin is thus $\sigma_{\text{bin}} = [N_{\text{good, S}}(1 - f_{\text{good, S}})]^{1/2}/N_{\text{good, S}}$. These error-bars are likely underestimated. Random scatter exists in the signal to noise expected in each particular fibre, e.g. due to the fact that each will not have identical throughput. We expect these kinds of variation to be random with respect to position on the focal plane (and thus sky) and we do not attempt to model them. We use these uncertainty estimates to obtain $\chi^2$ values for the null test that $f_{\text{good}}$ is constant with $S_i$ or $r_{\text{ID}}$, but given the un-modelled sources of uncertainty and the fact that we do not attempt to account for any covariance between measurement bins, we do not expect $\chi^2/\text{dof} = 1$. The $\chi^2$ numbers are more useful in quantifying the degree of improvement.

We use 20 bins to present the $S_i$ results. We find that the $\chi^2$ for the null test with $S_i$ for quasars decreases from 122 to 60 when the $w_{\text{good}}$ weights are applied. As one would expect, the improvement is more dramatic for the LRGs, where the $\chi^2$ decreases from 744 to 60. The scatter in the residuals, especially at high $S_i$, suggests...
that the uncertainties are underestimated (as opposed to the high $\chi^2$ suggesting we have fit the wrong model).

We use 100 measurement bins to present the $r_{DP}$ results. For the quasars, the $\chi^2$ compared to the null expectation improves from 404 to 114. For the LRGs, the $\chi^2$ improves from 761 to 224. There is a particularly strong outlier at $r_{DP} \sim 850$. Some component of this high $\chi^2$ is likely due to underestimation of the uncertainty. For both LRGs and quasars, the trends with $r_{DP}$ are stronger than those with the physical focal plane positions and the correction for $r_{DP}$ removes the trend observed in the $X$ focal plane position.

When applying both the close pair and redshift failure weights, we obtain an estimate of the number density as a function of redshift that we would have achieved from a complete spectroscopic survey that was able to extract good redshifts/reject bad targets with 100 per cent efficiency. The total spectroscopic completeness weight is given by

$$w_{\text{spec}} = w_{\text{cp}} w_{\text{noz}}.$$  

(9)

Note that this differs from previous BOSS and eBOSS analyses\(^{22}\), which defined the weights such that $w_{\text{spec, old}} = w_{\text{cp, old}} + w_{\text{noz, old}} - 1$ (Reid et al. 2016).

5.4 Completeness

We determine the completeness per sector (each area covered by a unique set of plates) in the same manner as previous BOSS and eBOSS studies:

$$C_{\text{eBOSS}} = \frac{N_{\text{eBOSS}} + N_{\text{cp}} + N_{\text{backlass}} + N_{\text{star}} + N_{\text{fail}}}{N_{\text{eBOSS}} + N_{\text{cp}} + N_{\text{backlass}} + N_{\text{star}} + N_{\text{fail}} + N_{\text{missed}}}.$$  

(10)

This is basically everything that had a chance of providing a good spectrum, plus close pairs divided by the same plus the remaining number of targets in the sector that were not legacy. This provides us with an angular completeness that is not tied to the instrumental performance (like the redshift failure rate) or the small-scale clustering of the sample in question (like the close-pair weights are). The fluctuations in $C_{\text{eBOSS}}$ can thus be treated in the random catalogues. Unlike previous BOSS and eBOSS analyses, we do not subsample the random catalogue based on this completeness. Rather, it is used as a weight for all relevant calculations. This has the same effect, with slightly better noise properties. The primary advantage is that one can ignore $C_{\text{eBOSS}}$ and still calculate any angular statistics on the sample, without any regard to the spectroscopic completeness.

After determining $C_{\text{eBOSS}}$ for eBOSS quasars, we use it to subsample the legacy observations. This only applies to the quasar sample. The legacy observations represent all quasar targets that had existing SDSS spectra (from any of SDSS I, II, or III). They were removed from the target list sent to the tiling algorithm. Thus, to be in the legacy sample an object must have already been observed and our legacy sample is by definition complete. However, we are weighting the randoms by $C_{\text{eBOSS}}$ and these randoms are meant to be compared to the full eBOSS quasar sample (including legacy). For this to work, we must artificially impose $C_{\text{eBOSS}}$ on the legacy sample. To accomplish this, we apply the same choice as previous BOSS and eBOSS analyses: we discard a fraction $1 - C_{\text{eBOSS}}$ of legacy observations from every sector. In this way, if we now include the remaining legacy observations in $N_{\text{eBOSS}}$, and the discarded ones in

\(^{22}\)These weights are included in the catalogues as ‘WEIGHT_CP’ and ‘WEIGHT_NOZ’.

Figure 6. The footprint of eBOSS quasars (top) and LRGs (bottom). The colourmap denotes the completeness. The dark blue areas were not observed by eBOSS (though the areas were tiled).
redshifts are removed by this cut, i.e. we lose less than 1 per cent of our eBOSS observations due this completeness cut.

We further track the redshift success rate per sector, \( C_z \). This is given by

\[
C_z = \frac{N_{z, \text{eBOSS}} + N_{\text{badclass}} + N_{\text{star}}}{N_{z, \text{eBOSS}} + N_{\text{cp}} + N_{\text{badclass}} + N_{\text{star}} + N_{\text{fail}}}.
\]  

We will apply a cut \( C_z > 0.5 \) to each sample. As shown in Table 2, this cut removes only an additional 3.4 deg\(^2\) for the quasar sample and 1.6 deg\(^2\) for the LRG sample. The change in footprint area as a function of this cut is quite small, as in the range \( 0 < C_z < 0.8 \) it changes by only 7.5 deg\(^2\) for quasars and by 17.1 deg\(^2\) for the LRGs.

Statistics for the quasars and LRGs after applying the completeness cuts are given in the bottom rows of Tables 3 and 4. At this point, we also determine the \( n(z) \) in the SGC and NGC for each sample. This is shown for the LRGs and quasars in Fig. 8. One can observe that the \( n(z) \) for both samples are significantly different between the NGC and SGC. For the quasars, the difference is primarily a 10 per cent lower density in the SGC that is nearly constant with redshift. This is due to the difference in the mean depth between the two regions. The variations in density versus depth are explored in Section 5.5. For the LRGs, the shapes of the \( n(z) \) are not consistent. The specific differences between the NGC and SGC are not an issue for our samples, as the selection functions are estimated separately for the NGC and SGC. However, systematic variation in the shape of the \( n(z) \) within either region is a systematic concern that we do not treat in our catalogue construction and was not found to be important in the LRG analysis (Bautista et al. 2020). Strong variations in the shape of the \( n(z) \) were found for the eBOSS ELG sample (Raichoor et al. 2020) and found to be important to treat in the RSD analysis (de Mattia et al. 2020; Tamone et al. 2020).

The \( n(z) \) information is used to determine the Feldman, Kaiser & Peacock (1994) weights for the sample

\[
w_{\text{FKP}} = \frac{1}{[1 + n(z)P_0]}.
\]  

We use \( P_0 = 6000 (\text{Mpc} h^{-1})^3 \) for the quasars and 10 000 (\text{Mpc} h^{-1})^3 for the LRGs. These values match the amplitude of the power spectrum at \( k \sim 0.15h\text{Mpc}^{-1} \), which is the optimal choice for BAO analyses (Font-Ribera et al. 2014a).

### 5.5 Weights for imaging systematics

We follow a similar approach to previous BOSS and eBOSS studies (Ross et al. 2012, 2017; Ata et al. 2018; Bautista et al. 2018) and determine weights to correct for trends with properties of the imaging and Galactic foregrounds based on linear regression. The method is most similar to Bautista et al. (2018). A multivariate linear regression is performed, comparing HEALPIX (Gorski et al. 2005) maps of the projected sample density to those of imaging properties and Galactic foregrounds. The imaging conditions of SDSS are mapped

---

**Table 3.** Basic properties of the quasar LSS catalogues, after veto masks. The quantities are first summed over the full tiled area, with no redshift or completeness cuts. The quantity \( N_{z, \text{tot}} \) is the sum of the legacy and eBOSS redshifts. \( N_{z, \text{fail}} \) is the effective total number of quasars, after correcting for redshift failures and fibre-collisions, so it is the sum of all good eBOSS and legacy quasars, weighted by \( w_{\text{cp}}w_{\text{noz}} \). These numbers are reported again after the completeness and then the redshift cuts that are both applied to produce the clustering catalogues. Unweighted area is the sum of the area of all sectors with \( C_{\text{eBOSS}} > 0.5 \); weighted area multiplies this area by the completeness in each sector and weighted area post-veto multiplies this area by the total fraction of vetoed area. All other quantities are defined in the text.

|               | SGC  | NGC  | Total |
|---------------|------|------|-------|
| \( N_{z, \text{tot}} \) | 165 930 | 288 522 | 454 452 |
| \( N_{z, \text{eBOSS}} \) | 126 333 | 198 893 | 325 226 |
| \( N_{z, \text{legacy}} \) | 39 597 | 89 629 | 129 346 |
| \( N_{\text{fail}} \) | 8162 | 10 616 | 18 778 |
| \( N_{\text{cp}} \) | 4832 | 6878 | 11 710 |
| \( N_{\text{gal}} \) | 9386 | 18 655 | 28 041 |
| \( N_{\text{star}} \) | 3758 | 3327 | 7085 |
| \( N_{\text{star}, \text{leg}} \) | 3830 | 6669 | 10 499 |
| **Area (deg\(^2\))** | 1884 | 2924 | 4808 |
| **Weighted area (deg\(^2\))** | 1839 | 2860 | 4699 |
| **Weighted area post-veto (deg\(^2\))** | 1627 | 2476 | 4103 |

---

**Table 4.** Basic properties of the LRG LSS catalogues, after veto masks. Quantities are the same as those defined in Table 3 (with \( N_{QSO} \) the equivalent of \( N_{\text{gal}} \)).

|               | SGC  | NGC  | Total |
|---------------|------|------|-------|
| \( N_{z, \text{tot}} \) | 82 607 | 127 287 | 209 894 |
| \( N_{z, \text{eBOSS}} \) | 2220 | 3019 | 5224 |
| \( N_{\text{cp}} \) | 3436 | 4950 | 8386 |
| \( N_{QSO} \) | 1254 | 1635 | 2889 |
| \( N_{\text{star}} \) | 10 749 | 10 017 | 20 766 |
| **Area (deg\(^2\))** | 1884 | 2924 | 4103 |
| **Weighted area (deg\(^2\))** | 1839 | 2860 | 4699 |
| **Weighted area post-veto (deg\(^2\))** | 1627 | 2476 | 4103 |

---

**Figure 7.** The area in the eBOSS footprint as a function of the completeness threshold, \( C_{\text{eBOSS}} \), for quasars and LRGs. The dotted line is at completeness of 0.5, which is the threshold applied to our clustering catalogues.
at a HEALPix resolution $N_{\text{side}} = 512$. The map was created from a dense random sample that directly queried the SDSS imaging properties over the full eBOSS footprint. We will use maps of the depth in the $g$-band, the PSF size in the $i$-band, the sky background in the $i$ band, the airmass, and the Galactic extinction ($E(B - V)$). The particular choice of band is mostly arbitrary, as the SDSS imaging properties are highly correlated between bands. We use the same SDSS stellar density map, at $N_{\text{side}} = 256$ as used in previous analyses (e.g. Ata et al. 2018; Bautista et al. 2018).

We fit for a different set of maps for the LRGs and quasars. For each the spectroscopic completeness ($w_{\text{spec}}w_{\text{mag}}$) and $w_{\text{PKP}}$ weights are applied along with the completeness cuts described in Section 5.4 to create the maps. Further, the regression for each is performed separately for the NGC and SGC and the catalogues are cut to their target redshift range. For the LRGs, this is $0.6 < z < 1.0$ and for the quasars this is $0.8 < z < 2.2$. We regress against a given set of maps and, similar to the correction for redshift inefficiencies, we simply use the inverse of the fit as the weight ($w_{\text{sys}}$) to apply to each object to correct for imaging systematics. We define

$$w_{\text{sys}} = \frac{1}{A_{\text{sys}} + C_{\text{sys}} \cdot P},$$

(13)

where $C_{\text{sys}}$ is the vector representing the coefficients fit to the set of maps with values $P$ at the location of a given object.

For the quasars, we use the maps that capture the SDSS imaging depth in the $g$-band and Galactic extinction, as was done in the DR14 analysis (Ata et al. 2018). We further include maps of the sky background and seeing. The coefficients determined from the regressions are included in Table 5. Fig. 9 displays fluctuations in the projected quasar density as a function of the imaging properties and Galactic foregrounds considered in our analysis. We have combined NGC and SGC for these results, but normalized them separately. (Given that the five SDSS imaging bands were observed nearly simultaneously via drift scan, the specific bands are nearly perfectly correlated.) One can observe that strong trends with all maps are greatly reduced after the weights are applied. For instance, a strong trend with airmass is removed, despite us not including that map in the regression. This is due to the fact that airmass is one contributing factor to the depth. The $\chi^2$ for the null test after applying the systematic weights (ignoring any covariance) are 6, 34, 5, 9, 20, 5 left-to-right, top-to-bottom. Four maps were used in the regression and 10 measurement bins are used in this test, so the total $\chi^2/dof$ is

\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Sample & $\delta_{\text{star}}$ & depth$_x$ & $E(B - V)$ & sky$_y$ & PSF$_z$ & $A_{\text{sys}}$ \\
\hline
NGC quasars & – & 0.11 & – & 0.14 & – & 0.038 & – & 0.095 & 0.030 \\
SGC quasars & – & 0.25 & – & 0.12 & – & 0.075 & – & 0.12 & 0.034 \\
NGC LRGs & $-0.25$ & – & 0.17 & – & 0.17 & – & 0.062 & 0.056 \\
SGC LRGs & $-0.48$ & – & 0.042 & – & 0.096 & – & 0.075 & 0.098 \\
\hline
\end{tabular}

**Table 5.** Coefficients for the linear regressions used to determine the values of weights to correct for systematic trends with characteristics of the imaging data. The regressions are performed separately for the NGC and SGC data. Both LRGs and quasars are regressed against Galactic extinction ($E(B - V)$), $i$-band sky background ($\text{sky}_y$) and the PSF size in the $i$-band ($\text{PSF}_z$). The extinction-corrected $g$-band depth ($\text{depth}_x$) is additionally included in the regression against quasar density. For the LRG regression, stellar density ($\delta_{\text{star}}$) is included. $A_{\text{sys}}$ is the constant in the linear regression.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{The number density of LRGs (top) and quasars (bottom) as a function of redshift, for the NGC and SGC. The vertical lines display the target redshift range. For the LRGs, this is $0.6 < z < 1.0$ and for the quasars, this is $0.8 < z < 2.2$. We regress against a given set of maps and, similar to the correction for redshift inefficiencies, we simply use the inverse of the fit as the weight ($w_{\text{sys}}$) to apply to each object to correct for imaging systematics. We define $w_{\text{sys}} = \left[A_{\text{sys}} + C_{\text{sys}} \cdot P\right]^{-1}$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{Fluctuations in projected quasar density as a function of various imaging properties and Galactic foregrounds, combining NGC and SGC results (but normalizing them separately). The dashed curves show the result before weights for $g$-band depth and $E(B - V)$ are applied.}
\end{figure}
The strongest residual is for the Galactic extinction \( (E[B − V]) \), despite the fact it was one of the maps used in the regression. The impact of any residual uncertainty on RSD or BAO analyses with respect to these imaging weights is studied further in Hou et al. (2020) and Neveux et al. (2020). Primordial non-Gaussianity studies are particularly sensitive to the large-scale power that can be introduced by these kind of systematic fluctuations (Huterer, Cunha & Fang 2013; Ross et al. 2013). The impact of residuals and whether further cleaning for such primordial non-Gaussianity analyses is possible is being investigated by Rezaie et al. (in preparation), Mueller et al. (in preparation).

For the LRGs, the systematic correlation is strongest with stellar density (consistent with Bautista et al. 2018). We additionally include the Galactic extinction, sky background, and seeing maps in the regression. The coefficients determined from the regressions are included in Table 5. Fig. 10 displays fluctuations in the LRG density as a function of various image properties and Galactic foregrounds, combining NGC and SGC results (but normalizing them separately). The dashed curves show the result before weights for stellar density and \( E(B − V) \) are applied.

For the LRGs, we produce a new \( w_{\text{tot}} \) column,\(^25\) applying the appropriate algorithm to each sample. Some statistics for the combined LRG+CMASS sample are given in Table 6. Overall, BOSS CMASS galaxies make up slightly more than half of the total sample and the area they occupy is more than twice that of eBOSS LRGs. One can see the footprints of the eBOSS and CMASS areas in Fig. 1. The majority (65 per cent) of the CMASS SGC was observed by the eBOSS LRG program, while eBOSS covered 37 per cent of the NGC CMASS area. Thus, the fraction of the sample that is comprised of eBOSS LRGs is different in

\(^25\)It is named ‘WEIGHT\_ALL\_NOFKP’.
Table 6. Some statistics for the area and number of eBOSS and BOSS galaxies that enter the combined LRG+CMASS sample with $0.6 < z < 1.0$. For each division of the sample, we quote the $N_{\text{eff}}$, which is the sum of number of galaxies weighted by the close-pair and redshift failure weights.

|                  | BOSS only | Overlap | Combined |
|------------------|-----------|---------|----------|
|                  | SGC       | NGC     | Total    | SGC       | Total | SGC       | Total    |
| Area (deg$^2$)   | 884       | 4368    | 5251     | 1676      | 2566  | 4242      | 2560     | 6934      | 9493     |
| $N_{\text{eff}}$ | BOSS      | 0       | 0        | 0        | 71427 | 131688    | 205295   | 71427     | 113688   | 185295   |
| $N_{\text{eff}}$ | BOSS      | 16645   | 95247    | 111892   | 41753 | 63112     | 104865   | 59289     | 98195    | 54401    | 148241   | 202642   |
| $N_{\text{eff}}$ | BOSS      | 15495   | 88952    | 104447   | 38906 | 59289     | 98195    | 54401     | 148241   | 202642   |
| $N_{\text{eff}}$ | BOSS+eBOSS| 16645   | 95247    | 111892   | 113180 | 176980    | 290160   | 129825    | 272226   | 402052   |
| $N_{\text{eff}}$ | BOSS+eBOSS| 15495   | 88952    | 104447   | 106222 | 166789    | 273011   | 121717    | 255741   | 377458   |

each region, 55 compared to 43 per cent. The projected angular number density of galaxies with $0.6 < z < 1.0$ is nearly twice as high for the eBOSS LRGs compared to CMASS (44 deg$^{-2}$ compared to 23 deg$^{-2}$).

The combined LRG+CMASS sample is run through the reconstruction algorithm described in Burden et al. (2014) and Bautista et al. (2018). This moves overdensities back along an estimate of the vector of linear motion, removing some of the non-linear dispersion signal from the data. This, in turn, sharpens the BAO peak and thus increases the precision of BAO-based distance-redshift measurement (Eisenstein et al. 2007). In our companion papers, reconstruction is only applied for BAO measurements and not those that use the RSD signal. The LRG catalogue differs from the quasar catalogue in this regard, as reconstruction was not applied to the quasars due to the lower number density. We provide LRG catalogues with and without reconstruction applied. Further details on how the reconstruction algorithm was applied are presented in Bautista et al. (2020).

6 CONCLUSIONS

We have described the creation of LSS catalogues for the eBOSS DR16 LRG and quasar samples. The LRG catalogue is combined with BOSS CMASS and the combined catalogue contains 377,458 galaxies with $0.6 < z < 1.0$ intended for cosmological analysis. Likewise, our catalogue contains 343,708 quasars with $0.8 < z < 2.2$. For each sample, there is a random sample that is at least 40 times more dense and approximates the respective 3D (RA, Dec, redshift) selection function. Weights are provided for both the data and random samples in order to ensure the randoms do match the selection function and optimize the signal to noise of the clustering measurements. These catalogues are available to the public at https://data.sdss.org/sas/dr16/eboss/lss/catalogs/DR16/.

Our descriptions allow our results to be reproduced. They further allow the companion analyses to study systematic uncertainties imparted during any part of the process. Thus, in addition to analysing the two-point statistics of the catalogues reported here, companion papers use this information to simulate the LRG and quasar samples and demonstrate that systematic uncertainties are a sub-dominant component to the LRG and quasar cosmological results. In particular:

(i) The uncertainties on quasar redshifts are characterized in Section 4.2, based on inputs from Lyke (2020) and including the rate of catastrophic failures. In Smith et al. (2020), these results are used to create simulations with varying assumptions on the redshift error distribution. Neveux et al. (2020) and Hou et al. (2020) apply their analyses to these simulations in order to quantify the level of systematic uncertainty introduced from these redshift uncertainties.

(ii) The completeness map and $n(z)$ (Section 5.4) are used in Zhao et al. (2020a) to produce mock LRG and quasar surveys that are used for covariance matrix estimation.

(iii) Zhao et al. (2020a) further approximate the process used to determine weights for spectroscopic completeness (described in Section 5.3) and imaging systematics (described in Section 5.5). This allows for the estimation of systematic uncertainty related to these corrections. The results for LRG clustering measurements are in Bautista et al. (2020), Gil-Marín et al. (2020), and for quasar clustering measurements in Neveux et al. (2020) and Hou et al. (2020). In all cases, the total observational systematic uncertainty is found to be subdominant compared to the statistical uncertainty.

In addition to the LRG and LSS quasar analyses, eBOSS DR16 includes studies of ELG clustering and the Ly$\alpha$ forest. The ELG catalogues are presented in Raichoor et al. (2020), and analysed in Tamone et al. (2020), de Mattia et al. (2020), and Alam et al. (2020b). The DR16 Ly$\alpha$ sample is presented and analysed in du Mas des Bourboux et al. (2020). The results from all of the eBOSS tracers are used in Alam et al. (2020a) in order to update our understanding of cosmology.

The public release of these catalogues marks the end of the eBOSS experiment. After two decades of cosmology, eBOSS represents the conclusion of LSS surveys performed by the Sloan telescope. DESI (Aghamousa et al. 2016a,b) is the spectroscopic cosmology program that is the natural successor to eBOSS. DESI achieved first light in late 2019 and will have approximately 20 times the power of the Sloan telescope + BOSS spectrograph for conducting galaxy surveys. We expect significant research will be required to update the methods for catalogue creation presented here, in particular to model focal plane incompleteness and $n(z)$ variation, in order to maintain systematic uncertainties that are below the sub-percent statistical precision that is expected from that program.
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