Anomaly Inflow and $p$-Form Gauge Theories

Chang-Tse Hsieh$^{1,2}$, Yuji Tachikawa$^{1}$, Kazuya Yonekura$^{3}$

1 Kavli Institute for the Physics and Mathematics of the Universe, University of Tokyo, Kashiwa 277-8583, Chiba, Japan. E-mail: yuji.tachikawa@ipmu.jp
2 Institute for Solid State Physics, University of Tokyo, Kashiwa 277-8581, Chiba, Japan
3 Department of Physics, Tohoku University, Sendai 980-8578, Miyagi, Japan

Received: 12 April 2020 / Accepted: 3 January 2022
Published online: 2 March 2022 – © The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2022

Abstract: Chiral and non-chiral $p$-form gauge fields have gravitational anomalies and anomalies of Green-Schwarz type. This means that they are most naturally realized as the boundary modes of bulk topological phases in one higher dimensions. We give a systematic description of the total bulk-boundary system which is analogous to the realization of a chiral fermion on the boundary of a massive fermion. The anomaly of the boundary theory is given by the partition function of the bulk theory, which we explicitly compute in terms of the Atiyah–Patodi–Singer $\eta$-invariant. We use our formalism to determine the $\text{SL}(2,\mathbb{Z})$ anomaly of the 4d Maxwell theory. We also apply it to study the worldvolume theories of a single D-brane and an M5-brane in the presence of orientifolds, orbifolds, and S-folds in string, M, and F theories. In an appendix we also describe a simple class of non-unitary invertible topological theories whose partition function is not a bordism invariant, illustrating the necessity of the unitarity condition in the cobordism classification of the invertible phases.
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1. Introduction and Summary

Non-chiral and chiral $p$-form gauge fields in $d$ dimensions are known to have various anomalies.\(^1\) Let us recall some well-known examples:

1. A compact scalar can be regarded as a 0-form field. In two dimensions, it has two U(1) symmetries corresponding to the momentum and the winding number in the $S^1$ target space. There is a mixed anomaly between them. The compact scalar is dual to a free fermion when the radius of the compact scalar is appropriately chosen. Then the mixed anomaly of the compact boson can be identified with the mixed anomaly of the vector and axial U(1) symmetries of a free fermion, see e.g. [1].\(^2\)

2. The 2-form field in ten-dimensional $\mathcal{N} = 1$ supergravity theories with $E_8 \times E_8$ or SO(32) gauge groups contributes to the gauge and gravitational anomalies via the Green-Schwarz mechanism [4].

3. A four-dimensional free Maxwell field is a 1-form gauge field. It has U(1) 1-form electric and magnetic symmetries [5]. There is a mixed anomaly between these 1-form symmetries.

4. A chiral compact scalar is dual to a chiral fermion in two dimensions. It has gravitational anomaly as well as U(1) anomaly.

5. A 2-form chiral field in six dimensions gives a generalized Green-Schwarz contribution to gauge and gravitational anomalies [6,7].

6. In general, $p$-form chiral fields in $d = 2p + 2$ dimensions for even $p$ have gravitational anomalies and anomalies of Green-Schwarz type. The perturbative gravitational part was determined in [8], and the global part was investigated in a series of papers [9–20] by S. Monnier and his collaborators.

7. When $p$ is odd, a single $p$-form gauge field does not allow chirality projection, but once we consider the duality action it effectively becomes chiral and has anomalies. For example, the electromagnetic duality, or more generally the SL$(2, \mathbb{Z})$ duality group, of Maxwell theory in 4 dimensions has anomalies [21,22].

The purpose of this paper is to give a systematic treatment of these theories and their anomalies, including global anomalies as well as perturbative anomalies, when they can be formulated on spin manifolds.\(^3\) In particular, we give a careful definition of a chiral $p$-form field in $d = 2p + 2$ dimensions for $d = 2, 6$ and 10 on spin manifolds, which leads to a precise computation of the anomaly. The essential idea is to use a Chern–Simons-type bulk theory in $d + 1$ dimensions on a space with a boundary, where the chiral $p$-form field resides as a boundary mode. The bulk $d + 1$-dimensional theory is essential to make the theory well-defined via anomaly inflow mechanism [24–26]. We also discuss some applications of the formalism to string theories, M-theory, and F-theory.

1.1. Outline. We would like to give an outline of the discussions in this paper. We neglect many subtle but important details here, and only try to give an overall picture of the paper.

\(p\)-
form gauge fields as boundary modes at the level of differential forms. Examples listed above are either non-chiral or chiral fields. However, a non-chiral $p$-form field $B$ can be described as a chiral theory if we include both $p$-form field $B_1$ and $(d-p-2)$-form field $B_2$ in the theory, and impose the self-duality condition of the schematic form $dB_1 \sim *dB_2$, where $*$ is the Hodge dual. Therefore, the general case is a chiral theory.

In the following discussions, we only talk about $p$-form fields, but there is also another $(d-p-2)$-form field in the case of a non-chiral theory.

If the theory has a $p$-form field $B$, it has a $U(1)$ $(d-p-2)$-form symmetry whose conserved current is given by $j \sim *dB$. There is another $U(1)$ $p$-form symmetry whose conserved current is $dB$, but for a chiral field $dB \sim *dB$ (or $dB_1 \sim *dB_2$), it is equivalent to a current of the form $*dB$. Let $C$ be the background $(d-p-1)$-form field of the symmetry. The coupling between $B$ and $C$ is schematically given by $\int C \wedge dB$. In the Green-Schwarz mechanism and its generalization, the anomalies are produced by taking the background $C$ to be a Chern–Simons form of gauge and gravitational fields. Thus, once we obtain a complete description of the anomalies of the $(d-p-2)$-form symmetry, we immediately get the complete understanding of the Green-Schwarz mechanism.

Therefore, what we need to understand is a description of a chiral field $B$ which is coupled to a general higher-form background field $C$. Such a theory can have an anomaly of the higher-form symmetry as well as gravity. In the modern understanding (see e.g. [27,28]), an anomalous theory is most naturally realized as a boundary mode of a $(d+1)$-dimensional symmetry protected topological (SPT) phase or invertible field theory in $(d+1)$ spacetime dimensions. Here, an invertible field theory, originally introduced in [29], is characterized by the condition that its Hilbert space on any closed manifold is one-dimensional. Therefore, to define an anomalous theory in $d$ dimensions, we seek a bulk theory in $(d+1)$ dimensions and the behavior of the theory on a manifold $Y$ with boundary $X = \partial Y$. However, we remark that many of the following discussions are also applicable to the cases of non-invertible theories, or in other words topologically ordered phases. These cases are also interesting in the context of fractional quantum Hall effects and six-dimensional superconformal field theories.

The bulk $(d+1)$-dimensional theory is given by a $(p+1)$-form field $A$ with the following schematic action in Euclidean signature:

$$
-S \sim 2\pi \int_Y \left( -\frac{1}{2e^2} dA \wedge *dA + i\kappa \frac{1}{2} A \wedge dA + iC \wedge dA \right).
$$

(1.1)

Here $A$ is a dynamical field, and $C$ is the background field of the higher-form symmetry. $e^2$ is a positive parameter which we will take to be very large, $e^2 \to \infty$. $\kappa \in \mathbb{Z}$ is an integer parameter. The bulk theory is the generalization of the topologically massive gauge theory of Jackiw-Deser-Templeton [30,31] to higher dimensions. The equation of motion is given by

$$
(-1)^{p+1} d * dA + i\kappa e^2 dA = 0.
$$

(1.2)

On this theory, we impose the boundary condition, which we denote as $L$, that the restriction of $A$ to the boundary should vanish:

$$
L : A|_{\partial Y} = 0.
$$

(1.3)

Under this boundary condition, we can find a localized chiral field. Let $\tau \leq 0$ be the coordinate which is orthogonal to the boundary. The boundary is at $\tau = 0$ and the bulk
is $\tau < 0$. Under the above boundary condition $L$, there is a localized solution of the form

$$A = d(e^{i\kappa e^2\tau}) \wedge B, $$

(1.4)

where $B$ is a $p$-form which depends only on the coordinates of the boundary. For this to be a solution of the equations of motion, $B$ is required to satisfy

$$\star dB + i(-1)^{p+1} \text{sign}(\kappa) dB = 0, \quad d(\star dB) = 0. $$

(1.5)

These are precisely the equations of a chiral $p$-form field in $d$ dimensions. (The imaginary unit $i$ is just an artifact of the Euclidean signature metric.) In this way, we can realize the chiral $p$-form field as a boundary mode of a bulk $(d + 1)$-dimensional theory (1.1).

This realization is mostly in parallel to that of a chiral fermion as a boundary mode of a bulk massive fermion under a local boundary condition. See [32] for a systematic treatment of such a fermion system and the anomaly. The above discussion is valid for any value of nonzero $\kappa$. The choice $\kappa = \pm 1$ gives an invertible field theory in the bulk and an anomalous theory on the boundary. For more general $\kappa$, we get what is called relative field theory on the boundary [33], generalizing the Chern–Simons/Wess–Zumino–Witten correspondence, which was described e.g. in [34–36] in $d = 2$.

We note that in a holographic context, this program of realizing a $p$-form field on a boundary of a bulk theory which is massive was studied in previous works. In [37–39], the bulk was taken to be topological field theory with boundary conditions consistent with the topological theory. The importance of keeping the bulk mass very large but finite with different boundary conditions to realize an additional $U(1)$ field was emphasized in [36,40]. In this paper we simply consider the case that the boundary $X = \partial Y$ of the bulk $Y$ is at finite distance, and the boundary condition (1.3) produces a massless $p$-form gauge field propagating on the boundary. This is sufficient for our purpose of the study of $p$-form gauge fields.

We also note that there have been many attempts to define the chiral $p$-form theory only by using the manifold $X$ of dimension $d$ without taking the manifold $Y$ of dimension $d + 1$, see e.g. [41,42] and many others. But each attempt has its own merits and demerits. When we would like to analyze the anomaly of a chiral $p$-form theory, in particular at the non-perturbative level, we need to introduce the manifold $Y$ whose boundary is $X$. Our point is that we can then use a massive theory with the action (1.1) on $Y$ to give a satisfactory definition of the chiral $p$-form theory on $X$. From this point of view, it is not surprising that it is extremely difficult to define the theory only by using $X$ without taking $Y$; basically the obstruction to defining the theory by using only $X$ is the anomaly of the theory.

Nontrivial topology and the necessity of quadratic refinements. The above analysis was done at the level of differential forms. More precisely, the gauge field $A$ can have nontrivial topology and it is not just a differential form. A 0-form field is a compact scalar with periodicity $A \sim A + 1$. (In this paper we normalize fields to have integer values for flux integrals.) A 1-form field is a $U(1)$ connection (multiplied by $i/2\pi$). The generalization to general $p$-forms is known under the name of differential cohomology [43,44]. By using this formalism, we can make sense of the pairing between two fields $A$ and $B$ which is schematically given by

$$(A, B) = \int A \wedge dB \in \mathbb{R}/\mathbb{Z}. $$

(1.6)
We call it the differential cohomology pairing. It takes values in $\mathbb{R}/\mathbb{Z}$ as in the usual Chern–Simons invariant. We cannot define it as a real number in $\mathbb{R}$; in other words, the integer part is ambiguous by gauge transformations.

The coupling between the dynamical field $A$ and the background field $C$ in (1.1) is well-defined. The problem is the second term in (1.1), which is $2\pi i \kappa A \wedge dA$. If $\kappa$ is even, this term also makes sense by using the pairing $(A, A)$. However, the dimension of the Hilbert space of the theory (1.1) on a closed $d$ dimensional manifold $X$ behaves roughly like $|\kappa|^{\frac{1}{2} \dim H^{p+1}(X)}$, or $|\kappa|^{\dim H^{p+1}(X)}$ for a non-chiral theory. Therefore, to realize an invertible field theory, we need to take $|\kappa| = 1$. Then we have to make sense of one half of $(A, A)$ as an element in $\mathbb{R}/\mathbb{Z}$. Let us denote it as $Q(A)$,

$$Q(A) \sim \frac{1}{2} \int A \wedge dA. \quad (1.7)$$

It is characterized by the property that

$$Q(A + B) - Q(A) - Q(B) + Q(0) = (A, B). \quad (1.8)$$

We call such a $Q$ as a quadratic refinement of the differential cohomology pairing. It is required to make the action (1.1) well-defined.

The importance of using quadratic refinements to analyze chiral $p$-form field theories was recognized in [45] and further studied in the literature. See e.g. [16–20, 23, 36, 39, 44, 46, 47] for a partial list. We would like to emphasize that the quadratic refinement is simply necessary for us to write down the action of the bulk theory (1.1).

**Quadratic refinements from spin structures in $d+1 = 3, 7, 11$.** To formulate a quadratic refinement for general dimensions of the form $d+1 = 4\ell + 3$ with arbitrary $\ell$, one needs what is called a Wu structure [16, 44]. However, for dimensions relevant to applications to string theories and condensed matter physics, the spacetime dimensions $d$ can be restricted to $d+1 \leq 11$. In this range of $d$, a spin structure of manifolds gives a canonical quadratic refinement whose expression is also naturally motivated by string theory considerations. These are the quadratic refinements we use in the present paper.

Let us briefly comment on them. They all involve the Atiyah–Patodi–Singer (APS) $\eta$-invariant [48–50] in one way or another.

For $d+1 = 3$, the bulk field $A$ is just a 1-form $U(1)$ field. Then we can use the APS $\eta$-invariant of the Dirac operator coupled to $U(1)$ for the definition of $Q(A)$.

For $d+1 = 7$, we can motivate the fact that the quadratic refinement follows from the spin structure by the following M-theory consideration. A chiral 2-form field is realized on an M5-brane, and if we put the M5-brane on top of the Hořava-Witten wall [51, 52], we get the E-string theory [53, 54] which is a strongly coupled superconformal theory. It has two different vacuum moduli spaces, one of which describes the M5-brane away from the wall, and the other describes the moduli space of an $E_8$-instanton. The instanton breaks $E_8$ to $E_7$, and there are chiral fermions in the 56-dimensional representation of $E_7$. Then the anomaly of the chiral 2-form is matched with the anomaly of the chiral fermions. Moreover, the 3-form potential in M-theory, which plays the role of the background field $C$ for the 2-form chiral field $B$, can be related to the Chern–Simons 3-form of the $E_8$ gauge group [55, 56], or its $E_7$ subgroup. By using these facts, it is possible to define the quadratic refinement by using the $\eta$-invariant of the Dirac operator coupled to the 56-dimensional representation of $E_7$.

For $d+1 = 11$, our consideration is relevant for RR-fields in string theory, including the 4-form chiral field in Type IIB string theory. RR-fields are described by K-theory [47,
Elements of K-theory groups are basically vector bundles, and we can define
the quadratic refinement by using the $\eta$-invariant of a Dirac operator coupled to an
appropriate K-theory element.

For $d+1 = 5$, we can consider a Maxwell theory as a chiral theory if there is nontrivial
SL(2, $\mathbb{Z}$) duality background. The anomaly of this theory is most naturally described by
the $T^2$ compactification of the 2-form chiral field in six dimensions.

**Computation of the bulk partition function.** Let us restrict our attention to the case $\kappa = \pm 1$. Having defined the quadratic refinement, the theory (1.1) now has an explicit
action. By the modern general understanding, the anomaly of the chiral theory $B$
which
appears on the boundary is characterized by the partition functions of the bulk theory
on closed manifolds. In the low energy limit, we neglect the first term in (1.1). At the
one-loop level, the partition function of the theory (1.1) on a $(d+1)$-dimensional closed
manifold $Y$ turns out to be given by

$$Z_{1\text{-loop}} \sim \exp 2\pi i \left( -\frac{\kappa}{2} \int_Y C \wedge dC - \frac{\kappa}{8} \cdot 2\eta(\tilde{D}_Y^{\text{sig}}) \right),$$

(1.9)

where the operator $\tilde{D}_Y^{\text{sig}}$ is related to the second term of (1.1) as $A \wedge dA \sim A \wedge *(\tilde{D}_Y^{\text{sig}} A)$, and $\eta(\tilde{D}_Y^{\text{sig}})$ is the associated $\eta$-invariant. The term proportional to $\tilde{D}_Y^{\text{sig}}$ comes from the
one-loop determinant of the kinetic term $A \wedge dA$, after taking the limit $e^2 \to \infty$. This
is analogous to the case that the partition function of a massive fermion is given by the
corresponding $\eta$-invariant [59,60].

The APS index theorem states the following. Suppose that the manifold $Y$ is a bound-
ary of one-higher dimensional manifold $Z$, $\partial Z = Y$. Then the signature $\sigma(Z)$ of $Z$
(which is a topological invariant of $Z$) is given by

$$\sigma(Z) = \int_Z L + 2\eta(\tilde{D}_Y^{\text{sig}}),$$

(1.10)

where $L$ is the Hirzebruch $L$-polynomial, which is a polynomial of the Riemann curvature
such that $\int_Z L$ gives the signature of $Z$ if $Z$ is closed. Therefore, by neglecting the
topological invariant $\sigma(Z)$ for the moment, the one-loop partition function may be
written as

$$Z_{1\text{-loop}} \sim \exp \left( 2\pi i \kappa \int_Z \left( -\frac{1}{2} dC \wedge dC + \frac{1}{8} L \right) \right).$$

(1.11)

The second term $\frac{1}{8} L$ is precisely the perturbative gravitational anomaly of the chiral $p$-
form field obtained by Álvarez-Gaumé and Witten [8]. The first term is the perturbative
anomaly of the higher-form symmetry of the Green-Schwarz type. Notice that whether
the boundary mode $B$ is self-dual or anti-self-dual depends on the sign of $\kappa$ as can be
seen in (1.5). Corresponding to this fact, the above anomaly also depends on the sign of
$\kappa$.

At the non-perturbative level, the above analysis must be done more carefully, the
detail of which will be presented in this paper. We find$^4$ that the complete expression of

$^4$ Basically the same formula was found previously by S. Monnier and his collaborators in a series of papers
where the spacetime was equipped with Wu structure. We will only use the spin structure in the following.
More comments on this point will be given in the paragraph preceding Sect. 6.1.
the anomaly is given by
\[ Z(Y) = \exp \left( 2\pi i \kappa \left( -\tilde{Q}(\tilde{C}) - \frac{1}{8} \cdot 2\eta(D^\text{sig}_Y) + \text{Arf}_w(Y) \right) \right), \quad (1.12) \]

where \( \tilde{Q}(\tilde{C}) := Q(\tilde{C}) - Q(0) \), \( \eta(D^\text{sig}_Y) \) is the \( \eta \)-invariant as above, and \( \text{Arf}_w \) is a correction term which arises from a sum over the torsion fluxes. We remark that \( \tilde{C} \) here is not exactly the same as the \( C \) appearing in (1.11). In the case \( d = 6 \), they are different by a shift by a quantity constructed from the metric tensor. Consequently, the anomaly at \( \tilde{C} = 0 \) is not the same as \( \frac{1}{8}L \) even at the perturbative level. The additional metric dependence is incorporated in \( \text{Arf}_w(Y) \). At the nonperturbative level, there seems to be no canonical zero point in the space of \( C \) (i.e. the point which can be regarded as \( C = 0 \)). In applications to M-theory, it is related to the phenomenon of shifted quantization found in [55].

We will show that the last two terms combine to simplify and gives:
\[ -\frac{1}{8} \cdot 2\eta(D^\text{sig}_Y) + \text{Arf}_w(Y) = \begin{cases} 
\eta(D^\text{Dirac}_Y), & (d + 1 = 3), \\
28\eta(D^\text{Dirac}_Y), & (d + 1 = 7), \\
-\eta(D^\text{Dirac} \otimes T Y) + 3\eta(D^\text{Dirac}_Y), & (d + 1 = 11). 
\end{cases} \quad (1.13) \]

where \( D^\text{Dirac}_Y \) is the usual Dirac operator without coupling to additional bundles and \( D^\text{Dirac} \otimes T Y \) is the Dirac operator on the spinor bundle tensored with the tangent bundle.

The simplification happens due to interesting physics in each dimension: in \( d = 2 \), a chiral boson is equivalent to a chiral fermion; in \( d = 6 \), a chiral 2-form can be continuously deformed to 28 fermions using the E-string; and in \( d = 10 \), the anomaly cancellation of the Type IIB string says that the anomaly of a chiral 4-form cancels against the contribution of a spin-3/2 fermion and a spin-1/2 fermion.

More abstractly, our computation can be formulated as follows. The low-energy limit of the bulk action is
\[ -S = 2\pi i (\kappa \tilde{Q}(A) + (A, \tilde{C})). \quad (1.14) \]

We can then complete the square by shifting the dynamical field by defining \( \tilde{A}' := A + \kappa \tilde{C} \):
\[ -S = 2\pi i \kappa (\tilde{Q}(\tilde{A}') - \tilde{Q}(\tilde{C})). \quad (1.15) \]

Therefore, we have the factorization
\[ Z(Y, \tilde{C}) = \exp(-2\pi i \kappa \tilde{Q}(\tilde{C}))Z(Y, \tilde{C} = 0). \quad (1.16) \]

Now, \( Z(Y, \tilde{C} = 0) \) is the partition function of a \((d + 1)\)-dimensional theory which is invertible and depends only on the spin structure. From the general results of [61,62], such a theory is uniquely determined by its anomaly polynomial, since the spin bordism group \( \Omega_{d+1}^{\text{spin}} = 0 \) in dimensions \( d + 1 = 3, 7, 11 \) are zero. Then a careful examination of the metric dependence gives the result (1.13).
Applications. The formulas presented above can be used to study the consistency of various string/M/F theory backgrounds. In particular, we will discuss the following applications. Consider a brane with dimension $d$, such as D$(d-1)$-branes and M5-branes for which $d = 6$. It is coupled to some $d$-form field under which the brane is electrically charged. We denote the curvature of that $d$-form field as $F_{d+1}$. This is a $(d + 1)$-form field. A naive application of the Dirac quantization condition implies that $F_{d+1}$ must obey the quantization condition $\int_Y F_{d+1} \in \mathbb{Z}$, where $Y$ is a $(d+1)$-dimensional closed submanifold of the spacetime. However, it has been observed for decades that the fluxes $\int_Y F_{d+1}$ in various string, M and/or F-theory backgrounds obtained from stringy considerations are not integers, against the requirement from the naive Dirac quantization condition.

The point is that, in the presence of the anomaly of the worldvolume theory, the Dirac quantization condition is modified. We denote the partition function of the bulk invertible field theory on $Y$ as

$$ Z(Y) = \exp(2\pi i \mathcal{A}(Y)). \quad (1.17) $$

We call $\mathcal{A}$ as the anomaly of the boundary theory. Then the consistency of the brane requires the modified Dirac quantization condition given by $^5$

$$ \int_Y F_{d+1} + \mathcal{A}(Y) \in \mathbb{Z}. \quad (1.18) $$

This implies that the integral $\int_Y F_{d+1}$ is not necessarily an integer, but its fractional part is controlled by the anomaly of the worldvolume theory.

One of the consequences of the above formula is as follows. Suppose that $Y$ is a boundary of a $d + 2$ dimensional manifold $Z$. The anomaly polynomial $\mathcal{I}$ is defined as $\mathcal{A}(\partial Z) = \int_Z \mathcal{I}$. Then the above equation implies the modified Bianchi identity

$$ d F_{d+1} + \mathcal{I} = 0. \quad (1.19) $$

This equation reproduces some supergravity equations such as $d F_5 = F_3 \wedge H_3$ in Type IIB supergravity and $d F_7 = \frac{1}{2} F_4 \wedge F_4 - I_8$ in 11-dimensional supergravity, where $I_8$ is a polynomial of the Riemann curvature. $^6$ Notice that worldvolume fermions do not contribute to terms like $F_3 \wedge H_3$ and $\frac{1}{2} F_4 \wedge F_4$, so it is essential to incorporate the anomalies of $p$-form fields under higher form symmetries, or equivalently the Green-Schwarz contributions.

The modified Bianchi identity depends only on the perturbative anomaly. As explicit examples which require nonperturbative treatment, we can consider O-planes in string theory, orbifolds in M-theory, and S-folds in F-theory. If we take a submanifold which surrounds such singularities, we get real projective spaces $\mathbb{RP}^{d+1}$ and lens spaces $S^{d+1}/\mathbb{Z}_k$. For simplicity we consider cases in which $d$ is even. As $H^i(S^{d+1}/\mathbb{Z}_k, \mathbb{Z})$ for $0 < i < d + 1$ is torsion, the topology of the background $(d - p - 2)$-form field $C$ is controlled by a torsion group $H^{d-p-1}(S^{d+1}/\mathbb{Z}_k, \mathbb{Z})$. This means that the computation of the anomaly requires a careful analysis than the perturbative one discussed above.

More concretely,$^5$

---

$^5$ Throughout the paper we assume that the normal bundle to the brane is trivial. The following discussion may require modifications or refinements in the presence of a nontrivial normal bundle, as already known in the case of M5-branes [63].

$^6$ $I_8$ of the 11-dimensional supergravity was determined in this way in an early paper on M-theory [64].
• We perform this analysis and confirm that the condition (1.18) is satisfied for Oq-planes with q ≥ 2, as an extension of the work [65];
• we compute the fractional charge of the M-theory orbifold \( \mathbb{R}^3 \times \mathbb{R}^8 / \mathbb{Z}_k \) in this manner and reproduce the result of [66,67];
• and we confirm the condition (1.18) for the case of S-folds in F-theory [68,69] by computing the anomaly of the SL(2, \( \mathbb{Z} \)) duality group of Maxwell theory.

All the results of our detailed computations show perfect consistency with known results in the literature, computed using various string dualities.

1.2. Organization of the paper. The rest of the paper is organized as follows. In Sect. 2, we review the basics of differential cohomology. We emphasize that it is not more than a precise description of what physicists think how p-form gauge fields should behave. Unfortunately, however, it is not widely used in physics community, and we explain the basic properties which are necessary for this paper. In Sect. 3, we study non-chiral p-form fields by using the formalism of differential cohomology. In the case of non-chiral theory, there is an alternative description of the total bulk-boundary system which does not introduce a bulk dynamical field \( A \) as in (1.1). This alternative description is simpler when available and sheds additional insight into the theory. We also discuss its applications to O3-planes. In Sect. 4, we give a precise definition of the quadratic refinement in each dimension \( d + 1 = 3, 7 \) and 11. Then in Sect. 5, we use the quadratic refinement to define the precise version of the system (1.1) on a manifold \( Y \) with boundary \( X = \partial Y \) and the local boundary condition \( \mathcal{L} \) given by (1.3). We also give a general discussion about how to think about anomalies of the theory which is realized by a local boundary condition imposed on a bulk theory. In Sect. 6, we compute the partition function of the bulk theory on closed manifolds and derive the formulas for the anomalies. We obtain two expressions for the anomaly. One expression involves the signature \( \eta \)-invariant \( \eta(D^\text{sig}_Y) \) and the Arf invariant which comes from the sum over topologically nontrivial sectors. Another expression involves only the \( \eta \)-invariant of a Dirac operator acting on fermions. We apply these formulas for the anomalies in section 7 to M5-branes in M-theory, and study the orbifold singularity \( \mathbb{R}^3 \times \mathbb{R}^8 / \mathbb{Z}_k \) in detail. We also draw some lessons about O2-planes and the Maxwell field on D4-branes. Finally, in section 8, we study the anomaly of the SL(2, \( \mathbb{Z} \)) duality group of the \( d = 4 \) Maxwell theory, and discuss its applications to S-folds in F-theory.

We also have several Appendices. Appendix A summarizes our notations and conventions. In Appendix B, we study some sign factors in M-theory which are necessary for the precise computations. In two Appendices C and D, we present computations of cohomology pairings and \( \eta \)-invariants on lens spaces \( S^{2m-1}_k \) in different methods. In the first of the two, we use an appropriate disk bundle over the complex projective space, whose boundary is the lens space in question. We obtain analytic expressions for cohomology pairings and \( \eta \)-invariants mod 1 which are useful for the applications to M-theory orbifold. In the second of the two, we use the orbifolds of the torus and the equivariant index theorem to compute the \( \eta \)-invariants as real numbers. Finally, in the last Appendix E, we provide a simple set of non-unitary topological invertible phases whose partition function is not a bordism invariant. This illustrates the necessity of the unitarity condition in the cobordism classification of the invertible phases.
2. **p-Form Gauge Fields and Differential Cohomology**

This paper is concerned with somewhat subtle topological properties of higher-form gauge fields, such as the Maxwell field, the RR p-form fields C and the NSNS 2-form fields B. Most physicists think that they know how they should behave in topologically nontrivial situations. Its precise mathematical formulation is the differential cohomology [43,44]. We briefly review this concept to the extent needed in this paper, following the original paper [43]. See also [70,71] for a review for physicists. We do not try to make the discussion completely rigorous, and also we neglect many important details, for which we refer the reader to [44].

2.1. **Differential cohomology.** We denote the space of differential p-forms on a manifold X as \( \Omega^p(X) \), and the space of closed differential forms (i.e. \( \omega \in \Omega^p(X) \) with \( d\omega = 0 \)) as \( \Omega^p_{\text{closed}}(X) \). When we talk about a p-form gauge field A, the physically important information is the following.

- The field strength \( F \in \Omega^{p+1}_{\text{closed}}(X) \). It is roughly \( dA \).
- Holonomy function \( M \mapsto \chi(M) \in U(1) \) for p-dimensional subspaces \( M \) which are closed (\( \partial M = 0 \)). It is denoted as \( \chi(M) = \exp(2\pi i \int_M A) \) where A is roughly equivalent to \( A \).
- The relation between the field strength and holonomy, \( \chi(\partial N) = \exp(2\pi i \int_N F) \), for (\( p + 1 \))-dimensional subspaces \( N \) with boundary \( \partial N \).

A pair \((F, \chi)\) of field strength \( F \) and holonomy function \( \chi \) is called a differential character. This is the precise meaning of a p-form gauge field.

For some purposes, \( \chi \) is not convenient to deal with. It is more convenient to consider the corresponding “gauge field” \( \bar{A} \). To obtain it, we may first extend \( \chi \) to subspaces \( M \) which are not necessarily closed, \( \partial M \neq 0 \). This extension can be done in an arbitrary manner. We denote the space of p-dimensional subspaces of \( X \) which are not necessarily closed as \( C_p(X) \) (i.e. the space of chains), and the space of closed subspaces as \( Z_p(X) \subset C_p(X) \). So \( \chi \) is now extended from a function \( \chi : Z_p(X) \rightarrow U(1) \) to a function \( \chi : C_p(X) \rightarrow U(1) \) in an arbitrary way. Next, we also take the logarithm of \( \chi \) as

\[
\bar{A} = \frac{1}{2\pi i} \log(\chi) \text{ in an arbitrary way.}
\]

This is a function from \( C_p(X) \) to \( \mathbb{R} \), which we denote by using the notation of integral as \( M \mapsto \int_M \bar{A} \in \mathbb{R} \).

From a function \( A : C_p(X) \rightarrow \mathbb{R} \), we can define \( \delta A : C_{p+1}(X) \rightarrow \mathbb{R} \) (i.e. coboundary) as \( \int_N \delta A = \int_{\partial N} A \). Then from the equation

\[
\exp(2\pi i \int_N F) = \chi(\partial N) = \exp(2\pi i \int_{\partial N} A)
\]

we get \( \int_N (F - \delta A) \in \mathbb{Z} \). Therefore, there is a function \( N : C_{p+1}(X) \rightarrow \mathbb{Z} \) such that

\[
\delta A = F - N.
\]

We denote the triplet \((N, A, F)\) as

\[
\tilde{A} = (N, A, F).
\]

This has some gauge redundancies. First, we extended \( \chi \) from the set of closed subspaces to arbitrary subspaces. Corresponding to this, \( \bar{A} \) has an ambiguity given as \( \tilde{A} \mapsto \tilde{A} + \delta a \), where \( a \) is a function \( a : C_{p-1}(X) \rightarrow \mathbb{R} \). Also, when taking the log of \( \chi \), there is an
ambiguity of shifting $A$ by integers as $A \rightarrow A + n$, where $n$ is a function $n : C_p(X) \rightarrow \mathbb{Z}$. Therefore, the triplet $(N, A, F)$ has an ambiguity given by

$$(N, A, F) \rightarrow (N - \delta n, A + \delta a + n, F).$$

This can be regarded as a gauge transformation of $-\tilde{A} = (N, A, F)$. The $\tilde{A}$ up to this kind of gauge transformations contain the same information as the original pair $(F, \chi)$ of the field strength and the holonomy.

The set of triplets $(N, A, F)$ up to gauge transformations is called differential cohomology, and is denoted by $\tilde{H}^{p+1}(X)$:

$$\tilde{H}^{p+1}(X) = \{ \tilde{A} = (N, A, F) : (N, A, F) \sim (N - \delta n, A + \delta a + n, F) \}. \quad (2.5)$$

For example, $\tilde{H}^2(X)$ is the space of ordinary $U(1)$ gauge fields on $X$. One can check that the set $\tilde{H}^1(X)$ is the space of compact scalar fields which take values in $U(1)$.

Let us introduce a few standard notations. Let $\mathbb{A}$ be an abelian group (such as $\mathbb{A} = \mathbb{Z}, \mathbb{R}, \mathbb{R}/\mathbb{Z}$, etc.). Then, the space of linear functions $C_p(X) \rightarrow \mathbb{A}$ is denoted as $C^p(X, \mathbb{A})$. We can define the coboundary $\delta : C^p(X, \mathbb{A}) \ni x \mapsto \delta x \in C^{p+1}(X, \mathbb{A})$ as before. We denote the space of closed elements $x \in C^p(X, \mathbb{A})$, $\delta x = 0$ as $Z^p(X, \mathbb{A})$. A generic element $x \in C^p(X, \mathbb{A})$ is called a cocycle, and if $x$ satisfies $\delta x = 0$ (i.e. $x \in Z^p(X, \mathbb{A})$), it is called a cochain. If $x = \delta y$ for some $y \in C^{p-1}(X, \mathbb{A})$, it is called a coboundary. Because $\delta \delta = 0$, we have $\delta C^{p-1}(X, \mathbb{A}) \subset Z^p(X, \mathbb{A})$ and we define the cohomology with the coefficients in $\mathbb{A}$ as $H^p(X, \mathbb{A}) = Z^p(X, \mathbb{A})/\delta C^{p-1}(X, \mathbb{A})$.

Now let us study a few properties of $\tilde{H}^{p+1}(X)$. The Stokes theorem $\int_{\partial L} \omega = \int_L d\omega$ for a differential form $\omega \in \Omega^p(X)$ means that $\delta \omega = d\omega$. By using the fact that $dF = 0$, we get

$$\delta N = \delta F - \delta^2 A = 0. \quad (2.6)$$

Thus $N \in Z^{p+1}(X, \mathbb{Z})$, and hence it gives an element

$$[N]_{\mathbb{Z}} \in H^{p+1}(X, \mathbb{Z}). \quad (2.7)$$

From the gauge transformation rule above, we see that $[N]_{\mathbb{Z}} \in H^{p+1}(X, \mathbb{Z})$ is invariant under gauge transformations. We call this the (integer) flux of the gauge field $\tilde{A}$.

By the embedding of $\mathbb{Z}$ into $\mathbb{R}$, we can obtain an element $N_\mathbb{R} \in Z^{p+1}(X, \mathbb{R})$ from $N \in Z^{p+1}(X, \mathbb{Z})$, and correspondingly we get $[N]_{\mathbb{R}} \in H^{p+1}(X, \mathbb{R})$. Then, (2.2) implies that the de Rham cohomology $[F] \in H^{p+1}(X, \mathbb{R})$ of $F \in \Omega^{p+1}_{\text{closed}}(X)$ is the same as $[N]_{\mathbb{R}}$,

$$[F] = [N]_{\mathbb{R}}. \quad (2.8)$$

Therefore, $[N]_{\mathbb{Z}}$ contains more refined information than the flux $[F]$ at the differential form level, because $[N]_{\mathbb{R}}$ can be obtained from $[N]_{\mathbb{Z}}$ but the converse is not true. For example, $[N]_{\mathbb{Z}}$ can be a non-zero torsion element, for which $[N]_{\mathbb{R}} = 0$. One of the reasons that we introduce differential cohomology in this paper is that we want to study the cases in which $[N]_{\mathbb{Z}} \neq 0$ with $[F] = 0$.

Let us consider two special cases to get more insight. One is a topologically trivial gauge field, and the other is a flat gauge field.
**Topologically trivial field.** Suppose that \(|N|_\mathbb{Z} = 0 \in H^{p+1}(X, \mathbb{Z})\). This means that \(N = \delta n\) for some \(n\), and hence we can set \(N = 0\) by a gauge transformation. Moreover, the de Rham cohomology of \(F\) is zero, \(|F| = |N|_\mathbb{R} = 0\). Thus we can take \(A\) to be a differential form such that \(F = dA.\)

In any topologically trivial open set \(U \subset X\) in \(X\), we have \(H^{p+1}(U, \mathbb{Z}) = 0\) and hence we can always locally represent the gauge field \(\tilde{A}\) by a differential form. This is what is usually done in physics.

It might also be interesting to study gauge transformations \((2.4)\) which keep \(N = 0\) and \(A\) being a differential form. To keep \(N = 0\), we must have \(\delta n = 0\). To keep \(A\) to be a differential form, we need \(f = \delta a + n\) to be a differential form, \(f \in \Omega^p(X)\). Because \(\delta f = \delta^2 a + \delta n = 0\), this \(f\) is a closed form, \(f \in \Omega^p_{\text{closed}}(X)\). Then the triplet \(\tilde{a} := (n, a, f)\) with \(f = \delta a + n\) defines an element of the differential cohomology group \(\tilde{H}^p(X)\) with one lower degree than \(\tilde{A}\).

**Flat gauge field.** A gauge field \(\tilde{A}\) with \(F = 0\) is called a flat gauge field. In this case, we have \(\delta A = N\). By using \(\mathbb{R} \to \mathbb{R}/\mathbb{Z} \cong U(1)\), we get \(A_{\mathbb{R}/\mathbb{Z}} \in C^p(X, \mathbb{R}/\mathbb{Z})\) which satisfies \(\delta A_{\mathbb{R}/\mathbb{Z}} = 0\). Therefore, it defines an element \([A]_{\mathbb{R}/\mathbb{Z}} \in H^p(X, \mathbb{R}/\mathbb{Z})\).

Conversely, if we are given an element \([A]_{\mathbb{R}/\mathbb{Z}} \in H^p(X, \mathbb{R}/\mathbb{Z})\), we can recover the triplet \(\tilde{A} = (N, A, 0)\). The reason is as follows. From \([A]_{\mathbb{R}/\mathbb{Z}} \in H^p(X, \mathbb{R}/\mathbb{Z})\) we get \(A_{\mathbb{R}/\mathbb{Z}} \in Z^p(X, \mathbb{R}/\mathbb{Z})\) which is defined up to gauge transformations \(A_{\mathbb{R}/\mathbb{Z}} \to A_{\mathbb{R}/\mathbb{Z}} + \delta a_{\mathbb{R}/\mathbb{Z}}\) for \(a_{\mathbb{R}/\mathbb{Z}} \in C^{p-1}(X, \mathbb{R}/\mathbb{Z})\). Then we uplift \(A_{\mathbb{R}/\mathbb{Z}}\) to \(A \in C^p(X, \mathbb{R})\) in an arbitrary way. The ambiguity of doing so is given by a gauge transformation \(A \to A + \delta a + n\) for some \(n \in C^p(X, \mathbb{Z})\). Therefore, the total ambiguity is just given by \(A \to A + \delta a + n\). By using \(A\), we define \(N := -\delta A\) which can be regarded as an element of \(C^{p+1}(X, \mathbb{Z})\) because \(\delta A_{\mathbb{R}/\mathbb{Z}} = 0\). In this way we uniquely get an element of the differential cohomology \(\tilde{A} = (N, A, 0) \in \tilde{H}^{p+1}(X)\) from \([A]_{\mathbb{R}/\mathbb{Z}} \in H^p(X, \mathbb{R}/\mathbb{Z})\).

As a byproduct, we get a map \(\beta\) defined by

\[
\beta : H^p(X, \mathbb{R}/\mathbb{Z}) \ni [A]_{\mathbb{R}/\mathbb{Z}} \mapsto [N]_{\mathbb{Z}} \in H^{p+1}(X, \mathbb{Z}). \tag{2.9}
\]

This map is called the Bockstein homomorphism associated to the exact sequence \(0 \to \mathbb{Z} \to \mathbb{R} \to \mathbb{R}/\mathbb{Z} \to 0\). Namely, the Bockstein homomorphism \(\beta\) is a map which gives the flux \([N]\) from a flat gauge field \([A]_{\mathbb{R}/\mathbb{Z}}\). Notice also that for any cyclic group \(\mathbb{Z}_k\), we can embed \(\mathbb{Z}_k \to U(1) \cong \mathbb{R}/\mathbb{Z}\) which gives a map \(H^p(X, \mathbb{Z}_k) \to H^p(X, \mathbb{R}/\mathbb{Z})\). By using it, we can also define the Bockstein homomorphism

\[
\beta : H^p(X, \mathbb{Z}_k) \to H^{p+1}(X, \mathbb{Z}). \tag{2.10}
\]

This special case is also sometimes important, especially when we consider a \(p\)-form discrete \(\mathbb{Z}_k\) gauge field. However, we remark that for continuous gauge fields, the more general homomorphism is the one from the differential cohomology to integer cohomology which takes the integer flux of the gauge field,

\[
\beta : \tilde{H}^{p+1}(X) \ni \tilde{A} \mapsto [N]_{\mathbb{Z}} \in H^{p+1}(X, \mathbb{Z}). \tag{2.11}
\]

---

\(^7\) In more detail, a proof is as follows. Since \([F] = 0\), there exists a differential form \(A_0 \in \Omega^p(X)\) such that \(F = dA_0\). By using \((2.2)\) with \(N = 0\), we get \(\delta (A - A_0) = 0\) and hence \(A - A_0 \in Z^p(X, \mathbb{R})\). By de Rham theorem, there exists a closed differential form \(A_1 \in \Omega^p_{\text{closed}}(X)\) such that \(A - A_0 = A_1 + \delta a\) for some \(a \in C^{p-1}(X, \mathbb{R})\). Thus, up to gauge transformations, we get \(A = A_0 + A_1 \in \Omega^p(X)\).
2.2. Product in differential cohomology. From two differential forms \( \omega_1 \in \Omega^p(X) \) and \( \omega_2 \in \Omega^q(X) \), we can get their wedge product \( \omega_1 \wedge \omega_2 \in \Omega^{p+q}(X) \). The wedge product has the property that \( d(\omega_1 \wedge \omega_2) = d\omega_1 \wedge \omega_2 + (-1)^p \omega_1 \wedge d\omega_2 \) and \( \omega_1 \wedge \omega_2 = (-1)^{pq} \omega_2 \wedge \omega_1 \).

We want to define a product between differential cohomology elements \( \tilde{A}_1 \in \tilde{H}^{p+1}(X) \) and \( \tilde{A}_2 \in \tilde{H}^{p+1}(X) \), denoted as \( \tilde{A}_1 \star \tilde{A}_2 \in \tilde{H}^{(p+1)+(q+1)}(X) \), which has the property that its field strength is given by \( \int_{\Sigma} \tilde{F} \) for some \( \Sigma \). By using these properties, we can see that for cohomology elements \( \omega_1 \) and \( \omega_2 \), we have \( \delta(\omega_1 \wedge \omega_2) = \delta\omega_1 \wedge \omega_2 + (-1)^p \omega_1 \wedge \delta\omega_2 \) and \( \omega_1 \wedge \omega_2 = (-1)^{pq} \omega_2 \wedge \omega_1 \).

To define the product \( \tilde{A}_1 \star \tilde{A}_2 \), we need some preliminary technical discussions.

It is known in cohomology theory that from two cochains \( x_1 \in C^p(X, A_1) \), \( x_2 \in C^q(X, A_2) \) and a homomorphism \( A_1 \times A_2 \rightarrow A_3 \) (such as \( \mathbb{Z} \times \mathbb{R} \)), there is a product, called the cup product, \( x_1 \cup x_2 \in C^{p+q}(X, A_3) \). It satisfies

\[
\delta(x_1 \cup x_2) = \delta(x_1) \cup x_2 + (-1)^p x_1 \cup \delta(x_2). \tag{2.13}
\]

Also, it is known that there exists a homomorphism \( P(1, 2) \in C^{p+q-1}(X, A_3) \) (defined for any \( p, q \)) such that the equation

\[
(-1)^{Pq} x_2 \cup (x_1 - x_1 \cup x_2 = P(\delta x_1, x_2) + (-1)^{Pq} P(\delta x_1 \cup x_2 \cup x_2). \tag{2.14}
\]

holds. By using these properties, we can see that for cohomology elements \( y_1 \in H^p(X, A_1) \) and \( y_2 \in H^q(X, A_2) \), we can get a well-defined product \( y_1 \cup y_2 \in H^{p+q}(X, A_3) \) with \( y_2 \cup y_1 = (-1)^{Pq} y_1 \cup y_2 \).

The cup product \( \cup \) is not unique on cochains. For example, we could define another \( \cup' \) as \( x_1 \cup' x_2 := (-1)^{Pq} x_2 \cup x_1 \). Any two cup products \( \cup \) and \( \cup' \) on cochains which are related as in

\[
x_1 \cup' x_2 - x_1 \cup x_2 = Q(\delta x_1, x_2) + (-1)^{Pq} Q(\delta x_1 \cup x_2, x_2). \tag{2.15}
\]

for some \( Q \) give the same cup product for cohomology.

In particular, differential forms \( \omega \) can also be regarded as cochains. By abuse of notation, we denote a differential form \( \omega \) and its associated cochain \( i(\omega) \) by the same symbol. We identify \( \delta \) with \( d \). The \( \wedge \) product on differential forms is related to a \( \cup \) product on cochains as

\[
\omega_1 \wedge \omega_2 = \omega_1 \cup \omega_2 = Q(\delta\omega_1, \omega_2) + (-1)^{Pq} Q(\delta\omega_1 \cup \omega_2, \omega_2). \tag{2.16}
\]

for some \( Q \). We note that \( Q(\omega_1, \omega_2) \) is a cochain but is not a differential form.

By using the above facts, we can define the product \( \tilde{A}_1 \star \tilde{A}_2 \in \tilde{H}^{p+1}(X) \) of two differential cohomology elements \( \tilde{A}_1 \in \tilde{H}^{p+1}(X) \) and \( \tilde{A}_2 \in \tilde{H}^{p+1}(X) \). First, \( F \) and \( N \) are simple to define:

\[
F_{A_1 \star A_2} = F_{A_1} \wedge F_{A_2}, \tag{2.17}
\]

\[
N_{A_1 \star A_2} = N_{A_1} \cup N_{A_2}. \tag{2.18}
\]
which also implies \([N_{A_1 \star A_2}] = [N_{A_1}] \cup [N_{A_2}]\).

The definition of \(A_{A_1 \star A_2}\) is slightly more complicated. We first present the definition and check that it defines a differential cohomology element, and then discuss two special cases (topologically trivial fields and flat fields) in which the expression becomes much simpler.

The definition is given as follows.

\[
A_{A_1 \star A_2} = A_{A_1} \cup N_{A_2} + (-1)^{p_1+1} F_{A_1} \cup A_{A_2} + Q(F_{A_1}, F_{A_2}). \tag{2.19}
\]

One can check that the defining equation of differential cohomology,

\[
\delta A_{A_1 \star A_2} = F_{A_1 \star A_2} - N_{A_1 \star A_2}, \tag{2.20}
\]

is satisfied by a straightforward computation using (2.13) and (2.16):

\[
\begin{align*}
\delta A_{A_1 \star A_2} &= (\delta A_{A_1}) \cup N_{A_2} + F_{A_1} \cup (\delta A_{A_2}) + \delta Q(F_{A_1}, F_{A_2}) \\
&= (F_{A_1} - N_{A_1}) \cup N_{A_2} + F_{A_1} \cup (F_{A_2} - N_{A_2}) + (F_{A_1} \wedge F_{A_2} - F_{A_1} \cup F_{A_2}) \\
&= F_{A_1} \wedge F_{A_2} - N_{A_1} \cup N_{A_2}. \quad (2.21)
\end{align*}
\]

One can also check that gauge transformations of \(\tilde{A}_1\) and \(\tilde{A}_2\) affect \(\tilde{A}_1 \star \tilde{A}_2\) only by gauge transformations, so that \(A_{A_1 \star A_2}\) is well-defined. It is also known that

\[
\tilde{A}_2 \star \tilde{A}_1 = (-1)^{(p_1+1)(p_2+1)} \tilde{A}_1 \star \tilde{A}_2 + \text{ (gauge transformation)}, \tag{2.22}
\]

although its derivation is more complicated. This is consistent with the corresponding property of wedge and cup products, \(F_{A_2} \wedge F_{A_1} = (-1)^{(p_1+1)(p_2+1)} F_{A_1} \wedge F_{A_2}\) and \([N_{A_2}] \cup [N_{A_1}] = (-1)^{(p_1+1)(p_2+1)} [N_{A_1}] \cup [N_{A_2}]\).

From \(\tilde{A}_1 \star \tilde{A}_2\), we can define the holonomy function as \(\chi_{A_1 \star A_2}(M) = \exp(2\pi i \int_M A_{A_1 \star A_2})\) for \((p_1 + p_2 + 1)\)-dimensional subspaces \(M \in Z^{p_1+p_2+1}(X)\). This gives a differential character.

Now let us discuss two special cases which may give further insight into the product defined above.

**Topologically trivial field.** Suppose that \(\tilde{A}_1\) (but not necessarily \(\tilde{A}_2\)) is a topologically trivial gauge field. This means that we can take \(N_{A_1} = 0\) and we can assume \(A_{A_1}\) to be a differential form up to gauge transformations. Then we also have \(F_{A_1} = dA_{A_1}\). In this case, (2.16) gives

\[
Q(dA_{A_1}, F_{A_2}) = A_{A_1} \wedge F_{A_2} - A_{A_1} \cup F_{A_2} - \delta Q(A_{A_1}, F_{A_2}). \tag{2.23}
\]

Therefore, we can simplify \(A_{A_1 \star A_2}\) defined in (2.19) as

\[
A_{A_1 \star A_2} = A_{A_1} \cup N_{A_2} + (-1)^{p_1+1}\delta A_{A_1} \cup A_{A_2} \\
+ A_{A_1} \wedge F_{A_2} - A_{A_1} \cup F_{A_2} - \delta Q(A_{A_1}, F_{A_2}) \\
= A_{A_1} \wedge F_{A_2} + \delta((-1)^{p_1+1} A_{A_1} \cup A_{A_2} + Q(A_{A_1}, F_{A_2})). \tag{2.24}
\]

This means that, up to gauge transformations, \(A_{A_1 \star A_2}\) can be regarded as a differential form:

\[
A_{A_1 \star A_2} = A_{A_1} \wedge F_{A_2} + \text{ (gauge transformation)}. \tag{2.25}
\]

This is the usual Chern–Simons type product of two higher-form gauge fields.

Notice that even if \(\tilde{A}_1\) is not topologically trivial, its fluctuation in the same topological sector can always be represented by a topologically trivial field \(\tilde{B}_1\) as \(\tilde{A}_1 + \tilde{B}_1, N_{B_1} = 0\). Then we can use the above formula for \(\tilde{B}_1\). This observation is sometimes useful.
Flat gauge field. Next let us consider the case that $\tilde{A}_1$ (but not necessarily $\tilde{A}_2$) is a flat gauge field, $F_{A_1} = 0$. In this case, (2.19) is simplified as

$$A_{A_1 \star A_2} = A_{A_1} \cup N_{A_2}.$$ (2.26)

Notice that $\tilde{A}_1 \star \tilde{A}_2$ is also flat, $F_{A_1 \star A_2} = 0$. Then $A_{A_1}$ and $A_{A_1 \star A_2}$ give elements in the cohomology $[A_{A_1}]_{R/Z} \in H^{p_1}(X, \mathbb{R}/\mathbb{Z})$ and $[A_{A_1 \star A_2}]_{R/Z} \in H^{p_1+p_2+1}(X, \mathbb{R}/\mathbb{Z})$, with the relation

$$[A_{A_1 \star A_2}]_{R/Z} = [A_{A_1}]_{R/Z} \cup [N_{A_2}]_{Z}.$$ (2.27)

Therefore, it is determined by the ordinary cohomology theory.

For computations, the Poincaré-Pontryagin duality is convenient. It states that the pairing between $H^p(X, \mathbb{R}/\mathbb{Z})$ and $H^{d-p}(X, \mathbb{Z})$ on a closed oriented $d$-dimensional manifold is a perfect pairing. This means the following. Consider the pairing

$$H^p(X, \mathbb{R}/\mathbb{Z}) \times H^{d-p}(X, \mathbb{Z}) \ni (x, y) \mapsto \int_X x \cup y \in \mathbb{R}/\mathbb{Z}. \quad (2.28)$$

If $\int_X x \cup y$ is zero for all $y$ for a given $x$, then that $x$ is zero. Also if $\int_X x \cup y$ is zero for all $x$ for a given $y$, then that $y$ is zero. By using this fact, it is possible to show that the differential cohomology pairing $(\tilde{A}_1, \tilde{A}_2) \mapsto \int_X \tilde{A}_{A_1 \star A_2}$ is also a perfect pairing for not necessarily flat $\tilde{A}_1, \tilde{A}_2$.

Now suppose that both $\tilde{A}_1$ and $\tilde{A}_2$ are flat, $F_{A_1} = F_{A_2} = 0$. In this case, the cohomology element $[A_{A_1 \star A_2}]_{R/Z}$ actually depends only on $[N_{A_1}]_{Z}$ and $[N_{A_2}]_{Z}$. This can be shown as follows. Suppose that $A_{A_1}$ and $A'_{A_1}$ give the same $[N_{A_1}]_{Z}$, that is, $[N_{A_1}]_{Z} = -[\delta A_{A_1}]_{Z} = -[\delta A'_{A_1}]_{Z}$. This implies that there exists a cochain with integer coefficients $x \in C^{p_1}(X, \mathbb{Z})$ such that we have $\delta (A'_{A_1} - A_{A_1}) = \delta x$. This in turn implies that $y := A'_{A_1} - A_{A_1} - x$ is closed, $y \in Z^{p_1}(X, \mathbb{R})$. Let us consider the cup product

$$A'_{A_1} \cup N_{A_2} = A_{A_1} \cup N_{A_2} + x \cup N_{A_2} + y \cup N_{A_2}. \quad (2.29)$$

The second term of the right hand side, $x \cup N_{A_2}$, is a cochain with integer coefficients $\mathbb{Z}$ and hence it does not contribute when the coefficients are reduced to $\mathbb{R}/\mathbb{Z}$. The third term $y \cup N_{A_2}$ is actually exact, $y \cup N_{A_2} = -y \cup \delta A_{A_2} = -(y \cup A_{A_2})$ where we have used the fact that $y$ is closed, $\delta y = 0$, and also the fact that $\delta A_{A_2} = F_{A_2} - N_{A_2} = -N_{A_2}$. Therefore, we get

$$[A'_{A_1} \cup N_{A_2}]_{R/Z} = [A_{A_1} \cup N_{A_2}]_{R/Z}. \quad (2.30)$$

This shows that $[A_{A_1}]_{R/Z} \cup [N_{A_2}]_{Z}$ depends only on $[N_{A_1}]_{Z}$ and $[N_{A_2}]_{Z}$ and hence we get a map

$$H^{p_1+1}(X, \mathbb{Z}) \times H^{p_2+1}(X, \mathbb{Z}) \ni ([N_{A_1}]_{Z}, [N_{A_2}]_{Z}) \mapsto [A_{A_1}]_{R/Z} \cup [N_{A_2}]_{Z} \in H^{p_1+p_2+1}(X, \mathbb{R}/\mathbb{Z}). \quad (2.31)$$

This is called the torsion pairing between $[N_{A_1}]_{Z}$ and $[N_{A_2}]_{Z}$. Let us denote it as $T([N_{A_1}]_{Z}, [N_{A_2}]_{Z})$. Since it is derived from the differential cohomology pairing, it satisfies $T([N_{A_1}]_{Z}, [N_{A_2}]_{Z}) = (-1)^{(p_1+1)(p_2+1)}T([N_{A_2}]_{Z}, [N_{A_1}]_{Z})$. By Poincaré-Pontryagin duality, it is also a perfect pairing between torsion subgroups $H^{p+1}_{tor}(X, \mathbb{Z})$ and $H^{d-p}_{tor}(X, \mathbb{Z})$. 
2.3. Chern–Simons as differential cohomology. For gauge fields of a compact Lie group $G$, we can define Chern–Simons invariants associated to characteristic classes. $G$ need not be connected, and it may even be a discrete group like $\mathbb{Z}_k$. These generalizations of the Chern–Simons action to non-connected groups, including finite groups were first discussed in physics literature by Dijkgraaf and Witten in [72], and it is now customary to refer to finite group gauge theories with this type of actions as Dijkgraaf-Witten theories. Differential cohomology gives a unified description of these cases.

We use the following fundamental fact. There exists a space $BG$, called the classifying space of $G$, with the following property. There is a $G$-bundle $P_G$ on $BG$ such that any $G$-bundle on an arbitrary space $X$ can be realized as a pull back of $P_G$ under some map $f : X \to BG$.\(^{10}\)

Just for simplicity of presentation, let us also assume that the $G$ gauge field (connection) on $X$ is also obtained by the pull back of some universal connection on $P_G$ if we choose $f$ appropriately. This assumption is not essential. (The reason is that the difference of Chern–Simons invariants between two connections in the same topological class can be expressed by an integral of a gauge invariant polynomial of the curvature tensor without any topological subtleties. Thus it is enough to define the Chern–Simons invariant for a single connection in each topological sector.)

Now let us discuss how a general Chern–Simons invariant is constructed as differential cohomology. Because any bundle on any $X$ can be obtained as a pullback of the bundle on $BG$, it is enough to construct a differential cohomology element on $BG$. Then we can simply pull it back to $X$ by the map $f : X \to BG$.

Thus we try to construct a differential cohomology element on $BG$. First, we take an element $c_\mathbb{Z} \in H^{p+1}(BG, \mathbb{Z})$, called a characteristic class of $G$-bundles. Next, we consider the reduction of $c$ to real coefficient $c_\mathbb{R} \in H^{p+1}(BG, \mathbb{R})$. It is known that the Chern-Weil theory gives a representative of $c_\mathbb{R}$ in terms of a polynomial of the curvature of the $G$-connection. Namely, there is a gauge invariant polynomial $c(F)$ of the curvature $F$ of the $G$-connection such that its de Rham cohomology $[c(F)]$ gives $c_\mathbb{R} = [c(F)]$. We denote it as $F_c = c(F)$. (If $c_\mathbb{R} = 0$, this polynomial is simply zero.) Let us also take an arbitrary $N_c \in Z^{p+1}(BG, \mathbb{Z})$ such that its cohomology $[N_c]_\mathbb{Z} \in H^{p+1}(BG, \mathbb{Z})$ gives $c_\mathbb{Z} = [N_c]_\mathbb{Z}$. In the real coefficients we have $[F_c]_\mathbb{R} - [N_c]_\mathbb{R} = 0$, so there exists an $A_c \in C^p(BG, \mathbb{R})$ such that $\delta A_c = F_c - N_c$. The triplet $A_c := (N_c, A_c, F_c)$ gives a differential cohomology element.

The choice of $N_c$ does not matter because different choices of $N_c$ are related by gauge transformations. However, the choice of $A_c$ may matter, depending on the degree $p$ and the group $G$. Let $A'_c$ be another one with $\delta A'_c = F_c - N_c$. Then we have $\delta (A'_c - A_c) = 0$ and hence $x := A'_c - A_c$ is closed, $x \in Z^p(BG, \mathbb{R})$. Now, suppose that $H^p(BG, \mathbb{R}) = 0$. Then, $x$ is exact and there exists $y \in C^{p-1}(BG, \mathbb{R})$ such that $x = \delta y$. In this case, $A'_c$

\(^{10}\) Such a space can be obtained as follows. First let us discuss the case $G = U(n)$. In this case, let us show that we can take $BU(n) = G_n(\mathbb{C}^n)$ with sufficiently large $N$, where $G_n(\mathbb{C}^n)$ is the Grassmannian manifold which is the set of complex $n$-dimensional planes inside $\mathbb{C}^N$. The reason is as follows. Suppose we have a $U(n)$ bundle on $X$. A $U(n)$ bundle is equivalent to an $n$-dimensional complex vector bundle $E$. It is not too hard to show (e.g. by using partition of unity argument associated to local patches of $X$) that $E$ can be embedded into a trivial $N$-dimensional bundle $\mathbb{C}^N(= \mathbb{C}^N \times \mathbb{C}^N)$ for some sufficiently large $N$, i.e. $E \subset \mathbb{C}^N$. Then, for each $p \in X$, we get an $n$-dimensional subspace $E_x \subset \mathbb{C}^N$. This defines a map $f : X \to BU(n) = G_n(\mathbb{C}^n)$. From this construction, it is clear that $E$ is a pullback of the tautological $n$-dimensional bundle of $G_n(\mathbb{C}^n)$ whose fiber is just the $n$-dimensional plane. For an arbitrary compact Lie group $G$, we take a faithful unitary $n$-dimensional representation of $G$. This gives an embedding $G \to U(n)$. Let $P_{U(n)}$ be the universal $U(n)$ bundle on $G_n(\mathbb{C}^n)$. Then, we can consider the $G$-bundle $P_{U(n)} \times_G G$ whose base is $BG = P_{U(n)}/G$. This gives an example of a classifying space of $G$. 

and $A_c$ differ by just gauge transformations. Therefore, from $c \in H^{p+1}(BG, \mathbb{Z})$, we uniquely get $A_c$ up to gauge transformations. If $H^p(BG, \mathbb{R}) \neq 0$, then $\tilde{A}_c$ is not unique and we have to specify additional data.

The elements of the real cohomology $H^p(BG, \mathbb{R})$ are represented by gauge invariant polynomials of the curvature. The curvature $F$ is a 2-form and it is nonzero only if $G$ is a continuous group. Therefore, $H^p(BG, \mathbb{R}) = 0$ if $p$ is odd or $G$ is discrete. These are the cases which usually appear in applications. The case of odd $p$ is the usual Chern–Simons, and the case of discrete $G$ was first discussed by Dijkgraaf and Witten as an example in [72].

In summary, there is a way to construct a differential cohomology element $\tilde{A}_c \in \tilde{H}^{p+1}(BG)$ from a given characteristic class $c \in H^{p+1}(BG)$. This construction is unique (up to gauge transformations) if $H^p(BG, \mathbb{R}) = 0$. After constructing $\tilde{A}_c$ on $BG$, we can obtain the corresponding differential cohomology element on $X$ by the pullback $f^*\tilde{A}_c$ by $f : X \to BG$ which we may denote just as $\tilde{A}_c$ by abusing the notation. The holonomy $\exp(2\pi i \int A_c)$ is the Chern–Simons invariant.

### 2.4. Twisted coefficients

Let us make a brief comment on a generalization concerning the coefficients. Up to now, we have discussed coefficients $\mathbb{Z}$, $\mathbb{R}$ and $\mathbb{R}/\mathbb{Z}$ which do not depend on the position of the manifold $X$. However, it is also possible to consider the following generalization. Let us consider a $\text{GL}(k, \mathbb{Z})$ bundle on $X$, and let us take a representation $\rho$ of $\text{GL}(k, \mathbb{Z})$ acting on $\mathbb{Z}^n$. By using $\rho$, we can define an associated bundle $\mathbb{Z}^n_\rho$ on $X$ whose fiber is $\mathbb{Z}^n$ and whose transition functions are described by the transition function of the $\text{GL}(k, \mathbb{Z})$ bundle represented by $\rho$. By tensoring $\mathbb{Z}^n_\rho$ with $\mathbb{R}$ and $\mathbb{R}/\mathbb{Z}$, we also get $\tilde{\mathbb{R}}^n_\rho$ and $\tilde{\mathbb{R}}^n_\rho/\mathbb{Z}^n_\rho$.

A chain, which is an element of $C_\rho(X)$ can always be decomposed into a sum of small pieces. Each piece $\Delta^P$ is then topologically trivial, and hence the bundle $\rho$ can be trivialized on $\Delta^P$. Then, for a twisted coefficient $\tilde{A}_\rho$, where $\tilde{A} = \mathbb{Z}^n / \mathbb{R}^n / \mathbb{Z}^n$, we can define $C^P(X, \tilde{A})$. An element $x \in C^P(X, \tilde{A}_\rho)$ maps $\Delta^P$ to the bundle $\tilde{A}_\rho$, where the bundle is trivialized on $\Delta^P$. The relation such as $\int_{\Delta^P} \delta x = \int_{\partial \Delta^P} x$ is also well defined by using that local trivialization. $Z^P(X, \tilde{A}_\rho)$ and $\tilde{H}^P(X, \tilde{A}_\rho)$ are defined in the same way.

We can also consider differential forms twisted by $\rho$. They are simply sections of $(\wedge^P T^*X) \otimes \tilde{\mathbb{R}}^n_\rho$. We denote them as $\Omega^P(X, \tilde{\mathbb{R}}^n_\rho)$. Differential $d : \Omega^P(X, \tilde{\mathbb{R}}^n_\rho) \to \Omega^{P+1}(X, \tilde{\mathbb{R}}^n_\rho)$ is also defined without any change because transition functions are constant and hence $d$ does not act on transition functions.

From the above facts, we can define differential cohomology with twisted coefficients, which may be denoted by $\tilde{H}^{p+1}(X, \tilde{\mathbb{Z}}^n_\rho)$. Most of the discussions are unchanged. One of the points which may need clarification is as follows. Suppose we have $\tilde{A}_1 \in H^{p+1}(X, \tilde{\mathbb{Z}}^n_{\rho_1})$ and $\tilde{A}_2 \in H^{p+1}(X, \tilde{\mathbb{Z}}^n_{\rho_2})$. If the tensor product $\rho_1 \otimes \rho_2$ contains $\rho_3$, we can define a product $\langle \tilde{A}_1 \star \tilde{A}_2 \rangle_{\rho_3}$.

Let us give an example. We consider a bundle with structure group $\text{SL}(2, \mathbb{Z})$. Let $\rho$ be its defining 2-dimensional representation. Then $\rho \otimes \rho$ contains a trivial representation which is described as follows. If $(m_1, n_1) \in \mathbb{Z}^2$ and $(m_2, n_2) \in \mathbb{Z}^2$ are acted by $\text{SL}(2, \mathbb{Z})$, we can take $m_1 n_2 - n_1 m_2$ which is invariant under $\rho$. This is the trivial representation. Then we can define the product of $\tilde{A}_1 \in H^{p+1}(X, \tilde{\mathbb{Z}}^2_{\rho_1})$ and $\tilde{A}_2 \in H^{p+1}(X, \tilde{\mathbb{Z}}^2_{\rho_2})$ as an element of (untwisted) differential cohomology $\langle \tilde{A}_1 \star \tilde{A}_2 \rangle_{\rho_3} \in \tilde{H}^{p_1+p_2+2}(X)$. In this case,
exchanging $\tilde{A}_1$ and $\tilde{A}_2$ gives an additional sign

$$\langle \tilde{A}_2 \star \tilde{A}_1 \rangle = -(-1)^{(p_1+1)(p_2+1)} \langle \tilde{A}_1 \star \tilde{A}_2 \rangle$$

(2.32)

because $m_1 n_2 - n_1 m_2$ is antisymmetric between $(m_1, n_1)$ and $(m_2, n_2)$. The SL$(2, \mathbb{Z})$ twisted case will be important when we discuss the Maxwell theory with SL$(2, \mathbb{Z})$ duality group in Sect. 8.

Another point which may require clarification is how to define the holonomy $\chi$ from a differential cohomology with twisted coefficients. By tensoring $\Delta^p \in C_p(X)$ with $\tilde{\mathbb{Z}}^n_p$ (using local trivialization as before), we define a chain with twisted coefficients $C_p(X, \tilde{\mathbb{Z}}^n_p)$. Now, given a representation $\rho$, we take the dual representation $\rho' = (\rho^{-1})^T$. Then, as a domain of the holonomy function, we take $Z^p(X, \tilde{\mathbb{Z}}^n_p)$. Then we can define $\exp(2\pi i \int_M A_A)$ for $M \in Z_p(X, \tilde{\mathbb{Z}}^n_{\rho'})$ and $\tilde{A} \in \tilde{H}^{p+1}(X, \tilde{\mathbb{Z}}^n_{\rho'})$ by using the invariant inner product between $\rho$ and $\rho'$.

For example, suppose that we want to integrate a differential cohomology element on an unoriented submanifold $M$. Such a manifold is not an element of $Z_p(X)$. However, it can be regarded as an element of $Z_p(X, \tilde{\mathbb{Z}}_{\rho})$, where $\tilde{\mathbb{Z}}_{\rho}$ is a local coefficient system on $X$ which agrees with the orientation bundle of $M$ when restricted to $M$. Then, if we consider the differential cohomology $\tilde{H}^{p+1}(X, \tilde{\mathbb{Z}}_{\rho})$, we can integrate its elements on $M$. In this way we can obtain the holonomy $\chi(M) = \exp(2\pi i \int_M A_A)$. This case is relevant to string theory, since some of the $p$-form fields in string theory are represented by elements of such twisted differential cohomology $\tilde{H}^{p+1}(X, \tilde{\mathbb{Z}}_{\rho})$. We discuss examples in Sect. 3.4.

3. Non-chiral $p$-Form Gauge Fields and Their Anomaly

In this section we consider a dynamical $p$-form gauge field $\tilde{A} \in \tilde{H}^{p+1}(X)$ which is coupled to background $(p + 1)$-form and $(d - p - 1)$-form gauge fields $\tilde{B} \in \tilde{H}^{p+2}(X)$ and $\tilde{C} \in \tilde{H}^{d-p}(X)$ in a $d$-dimensional manifold $X$. $\tilde{B}$ is interpreted as a background field for the $p$-form electric symmetry, and $\tilde{C}$ is interpreted as a background field for the $(d - p - 2)$-form magnetic symmetry [5].

By using the formalism of differential cohomology, we describe a precise coupling between the dynamical field $\tilde{A}$ and the background fields $\tilde{B}$ and $\tilde{C}$. In particular, we will derive a mixed anomaly between electric and magnetic higher-form symmetries. This is essentially the Green-Schwarz mechanism, and it was also discussed in the context of higher-form symmetries in [5]. In this section we take into account subtle topological effects which are not captured at the level of differential forms.

One typical question for which a precise formulation might be useful is as follows. A $U(1)$ Maxwell field can be described by a differential cohomology element in $\tilde{H}^2(X)$. Let $\tilde{A} \in \tilde{H}^2(X)$ be the $U(1)$ Maxwell gauge field on a D-brane with worldvolume $X$. Let $\tilde{B} \in \tilde{H}^3(X)$ be the NSNS 2-form $B$ field. The NSNS $B$ field can be regarded as a background field for the electric symmetry of the Maxwell field $A$ on the worldvolume. At the level of differential forms, the combination $dA + B$ is gauge invariant, and therefore the field strength $H = dB = d(B + dA)$ must be exact when pulled back to the D-brane worldvolume. This gives a constraint on which cycle a D-brane can wrap. However, at the level of integer cohomology $H^3(M, \mathbb{Z})$ rather than differential forms, it was argued [73,74] that the pullback of $H$ to the worldvolume is $[H]_{\mathbb{Z}} = W_3$, where $W_3$
is a torsion element of $H^3(M, \mathbb{Z})$, or its twisted version $\tilde{H}^3(M, \mathbb{Z})$. We want to have a correct understanding of this kind of topological phenomena which is finer than the discussion at the level of differential forms.

We will still neglect any K-theoretic nature of higher-form fields which may be necessary for some string theory applications; we will see that ordinary differential cohomology can already describe many properties relevant for D-branes.

3.1. Differential form analysis. Let us first neglect topological subtleties and describe the system at the level of differential forms. The $p$-form dynamical field is denoted as $A$. The theory has higher-form symmetries, the electric $p$-form symmetry and the magnetic $(d - p - 2)$-form symmetry. We denote their corresponding background fields as $B$ and $C$, respectively. The fields $A$, $B$ and $C$ are here regarded as differential forms. The action of the theory, including the background fields, is given by

$$S = -\frac{2\pi}{2g^2} \int_X (dA + B) \wedge *(dA + B) + 2\pi i \int_X C \wedge dA. \quad (3.1)$$

where $g$ is a free positive parameter, corresponding to the coupling constant in the case of Maxwell theory, and $*$ is the Hodge star.

The gauge transformation of the fields $B$ and $C$ are given by

$$B \rightarrow B + db, \quad C \rightarrow C +dc. \quad (3.2)$$

For the first term of (3.1) to be gauge invariant, we require $A$ to transform as $A \rightarrow A - b$. However, the second term is not invariant under this transformation of $A$.

One might try to make the second term invariant under $B \rightarrow B + db$ and $A \rightarrow A - b$ by modifying the second term as $2\pi i \int C \wedge (dA + B)$. However, now this term is not invariant under the transformation $C \rightarrow C + dc$. Therefore, one of the gauge symmetries of $B$ and $C$ is always violated. This is the anomaly at the perturbative level.

For example, if $d = 2$ and $p = 0$, the above anomaly is a well-known anomaly of a compact scalar (which is denoted by $A$ here) whose target space is $S^1$. A compact scalar has two $U(1)$ symmetries. One is associated to the momentum in the target space $S^1$, and the other is associated to the winding on $S^1$. There is a mixed anomaly between these two $U(1)$ symmetries. At a special radius of $S^1$, the compact scalar is dual to a free Dirac fermion, and the above anomaly is the mixed anomaly between the vector $U(1)$ symmetry and the axial $U(1)$ symmetry of the fermion.\footnote{As we discuss later, the anomaly of the bosonic theory is $dC \wedge B$. On the other hand, the fermion side is as follows. Let us say that the left-movers couple to $A_L$ and the right-movers couple to $A_R$. Then their anomalies is given by $\frac{1}{2} \int dA_L \wedge A_L - \frac{1}{2} \int dA_R \wedge A_R$. We note that the factors of $\frac{1}{2}$ needs to be taken care of using quadratic refinements utilizing spin structures as we review in Sect. 4. B and C on the compact boson side is known to be given by $B = A_L + A_R$ and $2C = A_L - A_R$. The mechanism realizing it is a bit subtle. Let us start from the free fermion theory. We can obtain the boson theory by summing over spin structures, or in other words the $(-1)^F$ gauge field, of the fermion theory. Each of left and right $U(1)$ symmetries $U(1)_L, R$ has a mixed anomaly between the $(-1)^F$ symmetry, which can be seen by putting the fermion on a Riemann surface with unit flux of the $U(1)_L$ (or $U(1)_R$) gauge field, and see that the path integral measure contains a single zero mode which is odd under $(-1)^F$. Since we are gauging $(-1)^F$ as a dynamical field, we want to avoid this anomaly. This can be done by taking the symmetry groups as vector and axial $U(1)$ symmetries, $U(1)_V$ and $U(1)_A$, whose gauge fields $A_V$ and $A_A$ are related to $A_L, R$ as $A_L = A_V + A_A$ and $A_R = A_V - A_A$. Notice that $U(1)_V \times U(1)_A = U(1)_V \times U(1)_A \mathbb{Z}_2$, so $U(1)_V \times U(1)_A$ is a $\mathbb{Z}_2$ extension of $U(1)_V \times U(1)_R$. Now there is no mixed anomaly between $(-1)^F$ and $U(1)_V \times U(1)_A$, and we can sum over $(-1)^F$. The sum over $(-1)^F$ is equivalent to a sum over (say) $\mathbb{Z}_2 \subset U(1)_V$, because $(-1)^F$ and $(-1) \in U(1)_V$ has the same effect.}
Another example is \( d = 10, \ p = 2 \) and we take \( A \) to be the NSNS \( B \)-field of the heterotic string theories (although it is denoted as \( A \) here). There, we take the fields \( B \) and \( C \) to be certain Chern–Simons forms of the heterotic gauge and gravitational fields. Then we get Green–Schwarz mechanism which produces a gauge and gravitational anomaly from the NSNS field.\(^{12}\)

In the recent understanding of anomalies, we extend the spacetime manifold \( X \) to one higher dimensional manifold \( Y \) with \( \partial Y = X \), and also extend all background fields to \( Y \). Then we construct a gauge invariant action on \( Y \). The anomaly is understood not as a violation of gauge transformations, but as the dependence of the action on how to take the extension to \( Y \).

Let us follow this understanding. We replace the second term of (3.1) by a new term

\[
2\pi i \int_Y dC \wedge (dA + B), \tag{3.3}
\]

Notice that this is completely gauge invariant. However, it depends on the choice of the extension to \( Y \). To quantify this dependence, let us take another \( Y' \) to which the background fields are extended in a certain way. The difference of the term defined by using the extensions \( Y \) and \( Y' \) is given by

\[
2\pi i \int_Y dC \wedge (dA + B) - 2\pi i \int_{Y'} dC \wedge (dA + B) = 2\pi i \int_{Y_{\text{closed}}} dC \wedge (dA + B), \tag{3.4}
\]

where \( Y_{\text{closed}} = Y \cup Y' \) is a closed manifold obtained by gluing \( Y \) and the orientation reversal \( Y' \) of \( Y' \) along the common boundary \( X \). By Stokes’ theorem we have \( \int_{Y_{\text{closed}}} dC \wedge dA = 0 \), so this difference depends only on the background fields \( B \) and \( C \) and not on the dynamical field \( A \).

We define the anomaly \( A \) as

\[
A(Y_{\text{closed}}) = \frac{1}{2\pi} \arg \mathcal{Z}(Y_{\text{closed}}) \in \mathbb{R}/\mathbb{Z}, \tag{3.5}
\]

where \( \mathcal{Z}(Y_{\text{closed}}) \) is the bulk partition function on a closed manifold \( Y_{\text{closed}} \). By the above discussion, it is given by

\[
A(Y_{\text{closed}}) = \int_{Y_{\text{closed}}} dC \wedge B = \int_{Y_{\text{closed}}} (-1)^{d-p} C \wedge dB. \tag{3.5}
\]

This is the anomaly at the differential form level.

From the above result, it is easy to guess the anomaly for topologically nontrivial fields beyond the differential form level. First of all, the fields \( A, B \) and \( C \) should be regarded as elements of differential cohomology, \( \tilde{A}, \tilde{B} \) and \( \tilde{C} \). Then we can guess that the anomaly should be given as

\[
\int_{Y_{\text{closed}}} (-1)^{d-p} A_{C \wedge B}. \tag{3.6}
\]

See (2.25) for the expression of the product in differential cohomology for topologically trivial fields.
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on the fermion. Therefore, the symmetry group after summing over \((-1)^F\) is \( \text{U}(1)_V / \mathbb{Z}_2 \) instead of \( \text{U}(1)_V \), and the corresponding gauge field is \( B = 2AV \). The \( \text{U}(1)_A \) is unchanged and we rename the gauge field as \( C = A_A \). Thus we finally get \( B = A_L + A_R \) and \( 2C = A_L - A_R \). For more discussions, see [2].

\(^{12}\) Beyond the perturbative level, the Green–Schwarz anomaly cancellation is very nontrivial and the formalism of quadratic refinement using the spin structure may be necessary. See [23] for the case of Type I superstring theory. To the best of the authors’ knowledge, the case of \( E_8 \times E_8 \) has not been studied.
The anomaly will be indeed given by (3.6). However, precise descriptions and interpretations of the couplings to $\tilde{B}$ and $\tilde{C}$ are subtle (even without considering the anomaly) and we discuss them in the following subsections.

3.2. Background field couplings and the anomaly. Now we try to make the action (3.1) precise. We first consider the coupling to the background fields by setting one of $\tilde{B}$ or $\tilde{C}$ to be zero. Then we will turn on both $\tilde{B}$ and $\tilde{C}$.

Electric symmetry background. We first focus on nontrivial $\tilde{B}$, which means that we set $\tilde{C} = 0$ for the time being. The kinetic term contains the combination $dA + B$ at the differential form level. How can we make sense of this term in differential cohomology? When $\tilde{B} = 0$, we naturally expect that the kinetic term is written by $F_A$.

We may interpret $dA + B$ to correspond to $F_A + A_B$. (3.7)

For the kinetic term to be well-defined, this combination must make sense as an element of $\Omega^{p+1}(X)$.

The requirement that $F_A + A_B$ is an element of differential forms means that $A_B$ is required to be a differential form. Thus, we have $N_B = 0$, $F_B = dA_B$ and hence $\tilde{B}$ must be topologically trivial.

A natural question is how to interpret the case of nontrivial $\tilde{B}$. When $[N_B]_\mathbb{Z} \neq 0$, it is not possible to set $N_B = 0$ even if we use gauge transformations. One might conclude that the theory cannot be coupled to topologically nontrivial $\tilde{B}$. However, we interpret it in a different way: we simply declare that the partition function in such situations is zero. In more detail, recall that the partition function $Z$ of the theory is a function of $\tilde{B}$ as well as other fields such as the background metric. Then we interpret the above observation as follows. The theory can be coupled to topologically nontrivial $\tilde{B}$, but we define the partition function to be zero, $Z = 0$, unless $[N_B]_\mathbb{Z} = 0$. This definition might look ad hoc, but we will explain in Sect. 3.3 from various points of view why such a definition should be chosen.

If $[N_B]_\mathbb{Z} = 0$, $A_B$ can always be represented by differential forms up to gauge transformations as explained in Sect. 2.1. After setting $N_B = 0$ and $A_B$ to a differential form, the remaining gauge transformation is $A_B \rightarrow A_B + \delta a + n$ where $a \in C^p(X, \mathbb{R})$ and $n \in Z^{p+1}(X, \mathbb{Z})$. They must be constrained in such a way that $f := \delta a + n$ is a differential form. Then the triplet $(n, a, f)$ gives a differential cohomology element. Let us denote this element as $\tilde{a} = (N_a, A_a, F_a) = (n, a, f)$. The gauge transformation of $A_B$ is given by $A_B \rightarrow A_B + F_a$ and $N_B \rightarrow N_B - \delta N_a$.

Now the coupling of the above $\tilde{B}$ to the theory can be done simply by taking the kinetic term as

$$-S = -\frac{2\pi}{2g^2} \int (F_A + A_B) \wedge *(F_A + A_B),$$

where $A_B$ is understood to be a differential form. The remaining gauge symmetry of $\tilde{B}$ is preserved by

$$A_B \rightarrow A_B + F_a, \quad \tilde{A} \rightarrow \tilde{A} - \tilde{a}$$

for differential cohomology elements $\tilde{a} \in \tilde{H}^{p+1}(X)$. Notice that $\tilde{A}$ itself may be viewed as the gauge degrees of freedom of $\tilde{B}$. This viewpoint will be important later.
Magnetic symmetry background. Next let us take $\tilde{C} \neq 0$ but $\tilde{B} = 0$. In this case, the second term of (3.1) can be made precise by differential cohomology product,

$$2\pi i \int_X A_{C \star A}.$$  \hfill (3.10)

Thus the coupling is straightforward in the framework of differential cohomology.

Both backgrounds. Finally we introduce both $\tilde{B}$ and $\tilde{C}$. The fact that $\tilde{B}$ on $X$ must be of the form

$$\tilde{B} = (0, A_B, dA_B)$$  \hfill (3.11)

follows in the same way as before. Let us first take the topological coupling as

$$2\pi i \int_X A_{C \star a};$$  \hfill (3.12)

we will later modify this coupling. This is not invariant under the gauge transformation (3.9). The change is given by $-2\pi i \int_X A_{C \star a}$. We might try to cancel it by changing the topological coupling to $C \wedge (dA + B)$ by introducing $A_C \cup A_B$. However, it cannot completely cancel the above change $-2\pi i \int A_{C \star a}$, and moreover it is not at all invariant under gauge transformations of $C$.

Bulk-boundary couplings and the anomaly. Thus, there is an anomaly which cannot be cancelled in $d$ dimensions. We try to cancel it by introducing a $(d + 1)$-dimensional bulk $Y$ such that $\partial Y = X$. Such a bulk with one higher dimension is called a symmetry protected topological (SPT) phase. Motivated by the differential form analysis around (3.6), let us consider the bulk theory whose action is given by

$$2\pi i (-1)^{d-p} \int_Y A_{C \star B}$$

$$= 2\pi i (-1)^{d-p} \int_Y (A_C \cup N_B - (-1)^{d-p-1}F_C \cup A_B + Q(F_C, F_B)).$$ \hfill (3.13)

In the bulk, the $\tilde{B}$ needs not be restricted to be of the form $\tilde{B} = (0, A_B, dA_B)$ with a differential form $A_B$. Only the restriction of $B$ to the boundary $\partial Y$ must have this form.

Let us perform gauge transformations. Under

$$A_C \rightarrow A_C + \delta a + n,$$  \hfill (3.14)

the above bulk action changes as

$$2\pi i (-1)^{d-p} \int_Y ((\delta a - n) \cup N_B)$$

$$= 2\pi i (-1)^{d-p} \int_X a \cup N_B - 2\pi i (-1)^{d-p} \int_Y n \cup N_B$$

$$= 0 \mod 2\pi i,$$ \hfill (3.15)

In this section, we are actually working not with differential cohomology elements, but with differential cocycles, meaning that we consider $\tilde{A}$, $\tilde{B}$, $\tilde{C}$ before dividing by gauge transformations.
where we have used the fact that on the boundary $X = \partial Y$ the $\tilde{B}$ is restricted as $N_B = 0$, and also used the fact that $\int_Y n \cup N_B$ is integer. Thus the bulk action is invariant under the gauge transformation of $A_C$.

Next, consider the gauge transformation

$$A_B \rightarrow A_B + \delta a + n, \quad N_B \rightarrow N_B - \delta n. \quad (3.16)$$

We require that the pair $(a, n)$ becomes $(A_a, N_a)$ for some differential cocycle $\check{a} = (N_a, A_a, F_a)$ on the boundary $X$ so that the transformation on the boundary is $A_B \rightarrow A_B + \delta A_a + N_a = A_B + F_a$. The change of the bulk action is given by

$$2\pi i (-1)^{d-p} \int_Y (A_C \cup (-\delta n) - (-1)^{d-p-1} F_C \cup (\delta a + n))$$

$$= 2\pi i (-1)^{d-p} \int_X \left( (-1)^{d-p} A_C \cup n + F_C \cup a \right) - 2\pi i \int_Y (\delta A_C \cup n - F_C \cup n). \quad (3.17)$$

The second term becomes $2\pi i \int_Y (F_C - \delta A_C) \cup n = 2\pi i \int_Y (N_C \cup n) = 0 \mod 2\pi i$. The first term is completely on the boundary $X$ and hence we can set $a = A_a$ and $n = N_a$,

$$2\pi i \int_X \left( A_C \cup N_a + (-1)^{d-p} F_C \cup A_a \right)$$

$$= 2\pi i \int_X (A_C \star a - Q(F_C, F_a)). \quad (3.18)$$

The first term precisely cancels the change of the topological coupling (3.12) under the gauge transformation $\check{A} \rightarrow \check{A} - \check{a}$. The second term can be cancelled by introducing the counterterm on $X$ which is given by

$$2\pi i \int_X Q(F_C, A_B). \quad (3.19)$$

This is well-defined because $A_B$ is a differential form on $X$. The gauge variation of this term under $A_B \rightarrow A_B + F_a$ is $2\pi i \int_M Q(F_C, F_a)$.

Summary. We can summarize the above results as follows. The precise definition of the coupling $C \wedge dA$ on $d$-manifold $X$ requires extending it to $(d+1)$-manifold $Y$ with boundary $\partial Y = X$. The background fields $\tilde{B}, \tilde{C}$ (but not the dynamical field $\tilde{A}$) are extended to the bulk $Y$. Then the coupling can be defined as

$$2\pi i \int_X (A_C \star a + Q(F_C, A_B)) + 2\pi i (-1)^{d-p} \int_Y A_{C \star B}, \quad (3.20)$$

which expands to

$$= 2\pi i \int_X (A_C \star a + Q(F_C, A_B))$$

$$+ 2\pi i (-1)^{d-p} \int_Y \left( A_C \cup N_B - (-1)^{d-p-1} F_C \cup A_B + Q(F_C, F_B) \right). \quad (3.21)$$

This is the gauge invariant action combining the bulk SPT phase and the boundary topological term. The bulk SPT phase itself is described by $2\pi i (-1)^{d-p} \int_Y A_{C \star B}$ if
there is no boundary $\partial Y = 0$. The anomaly of the boundary dynamical theory $\tilde{A}$ is $A = (-1)^{d-p} \int_Y A_{C \star B}$.

We can look at the above result in another way. Let us start from the bulk action given by $2\pi i (-1)^{d-p} \int_Y A_{C \star B}$. Suppose that we want to make this action gauge invariant on a manifold $Y$ with boundary $X$. It may not be possible unless the field $\tilde{B}$ is topologically trivial at the boundary $[N_B]_\mathbb{Z} = 0$ so that $B = (0, A_B, dA_B)$. Even then, there still remains the gauge transformation which reduces to $A_B \rightarrow A_B + F_a$ on the boundary. This gauge degrees of freedom is described by differential cohomology element $\tilde{a}$. We take advantage of this fact and, roughly speaking, promote the gauge degrees of freedom $\tilde{a}$ to a physical field $\tilde{A}$ on the boundary so that the gauge invariance is recovered. This is a kind of Stueckelberg field, but only lives on the boundary. It also has similarity with the symmetry extension method of [75–78] which was discussed for discrete symmetries, and it would be interesting to study its generalization to the continuous case.

3.3. Some remarks.

Why is it OK to set $Z = 0$ when $[N_B]_\mathbb{Z} \neq 0$? We saw above that for the electric background $\tilde{B}$, we had to define the partition function to be zero if it is topologically nontrivial, $[N_B]_\mathbb{Z} \neq 0$. This definition might have looked rather ad-hoc. Here we provide various arguments why this procedure is consistent.

Let us first consider the simplest case $p = 0$ and $d = 2$. In this case, the pair $(A, B)$ is usually denoted instead by $(\phi, A)$. We note that $\phi$ is a section of an $S^1$ bundle coupled to the $U(1)$ gauge background $A$. Then what we found above simply means that $A$ needs to be topologically trivial when there is a section $\phi$. We said above that we set $Z = 0$ when $A$ is topologically nontrivial. Why is this a consistent operation?

- One argument is to realize the compact scalar $\phi$ as the phase degree of freedom of a complex scalar field $\Phi$ with a potential term $V(|\Phi|) \leq 0$ such that $V = 0$ iff $\Phi = Re^{\pm 2\pi i \phi}$. Any topologically nontrivial $A$ forces $\Phi$ to take the value $\Phi = 0$ at a number of points. This costs a lot of energy, and by scaling $V(\Phi)$ by a large positive factor, the contribution of such configurations to the partition function $\tilde{Z}$ becomes zero.

- Another argument is as follows. Decompose $X$ into two pieces, $X = X_1 \cup X_2$, such that $X_1$ and $X_2$ are glued along their common boundary $S^1$. Even when $A$ is topologically nontrivial on $X$, $A$ is topologically trivial on $X_1$ and $X_2$. As such, the path integral over $X_1$ and $X_2$ produces nonzero states $|X_1\rangle$ and $|X_2\rangle$ on $\mathcal{H}(S^1)$. Recall that an element $\mathcal{H}(S^1)$ is a functional $\Psi[\phi(x)]$ where $\phi(x)$ is a function $\phi : S^1 \rightarrow S^1$. The space of functions splits into disconnected components labeled by the winding number. Then $|X_1\rangle$ as a wave functional is concentrated on a single winding number, say $n_1$, and similarly, $|X_2\rangle$ is concentrated on another winding number $n_2$. The topology enforces that $n_1 - n_2$ is the Chern number of the $U(1)$ bundle $A$ on $X$. Therefore, when $A$ is topologically nontrivial, we have $n_1 \neq n_2$. This means that $|X_1\rangle$ and $|X_2\rangle$ are supported on different winding numbers, and $\mathcal{Z}(X) = \langle X_1 |X_2\rangle = 0$. Therefore setting $\mathcal{Z}(X) = 0$ is not an ad hoc procedure; it follows from the basic gluing axiom of quantum field theory.

- Yet another argument uses fermionization. Recall that a compact scalar in $d = 2$ is equivalent to a non-chiral Dirac fermion when the radius of the scalar is appropriately chosen. In this description, what happens when $A$ is topologically non-trivial is that
there are fermionic zero modes. Therefore, the partition function vanishes, $\mathcal{Z} = 0$ unless we insert fermion operators to absorb the zero modes.

- The preceding argument can be modified so that it can be applied at an arbitrary radius of the compact scalar, not just on the free fermion radius. Recall that there is a mixed anomaly between the momentum $U(1)$ symmetry and the winding $U(1)$ symmetry. This means that when the background for the momentum $U(1)$ is topologically nontrivial and has the Chern number $n$, the spacetime has the anomalously-induced winding number $n$, so that the correlation function vanishes unless we insert a set of operators with total winding number $-n$. We note that in the path integral language, the argument given here simply means that to have a nonzero partition function, we need to insert the operators of nonzero winding number to cancel the winding number introduced by the momentum $U(1)$ background gauge field. Therefore, the partition function vanishes $\mathcal{Z} = 0$ if there are no insertions. This argument is admittedly somewhat circular, since a precise formulation of the mixed anomaly requires the fact the electric background is topologically trivial on the space $X$ in which $\phi$ lives.

Let us come back to the case of general $d$ and $p$. One way to convince ourselves that setting $\mathcal{Z} = 0$ when $[N_B]_\mathbb{Z} \neq 0$ is the correct definition is by the following argument. The dynamical $p$-form theory $\tilde{A}$ is expected to have the electromagnetic dual description in terms of a $(d-p-2)$-form field. For example, when $d = 2$ and $p = 0$, it is the T-duality of a compact scalar field. For $d = 4$ and $p = 1$, it is the usual electromagnetic duality of Maxwell theory. The duality for general $d$ and $p$ may be shown along the lines of arguments in [79]. Under the duality, the roles of $\tilde{B}$ and $\tilde{C}$ are exchanged. Below, we are going to show that the partition function is zero if the topological class of the magnetic background $\tilde{C}$ is nonzero, $[N_C]_\mathbb{Z} \neq 0$. Then by electromagnetic duality, it is reasonable to require that the partition function is zero if the electric background is topologically nontrivial, $[N_B]_\mathbb{Z} \neq 0$.

Let us show that the partition function is zero if $[N_C]_\mathbb{Z} \neq 0$. For this purpose, we set the dynamical gauge field as $\tilde{A} = \tilde{A}_0 + \tilde{A}'$, where $\tilde{A}'$ is a flat field, i.e. $F_{\tilde{A}'} = 0$, such that it gives an element of cohomology $[A_{\tilde{A}'}] \in H^p(M, \mathbb{R}/\mathbb{Z})$. Then we perform path integral over $\tilde{A}'$. Because $\tilde{A}'$ is flat, it does not affect the kinetic term $F_A \wedge *F_A$, so the flat $\tilde{A}'$ only affect the topological coupling. For flat $\tilde{A}'$, it was shown in Sect. 2.2 that the product gives

$$2\pi i \int_X A_{C\star A'} = 2\pi i (-1)^{d-p} \int_X [N_C] \cup [A_{\tilde{A}'}]. \quad (3.22)$$

By Poincaré-Pontryagin duality, the product between $[N_C] \in H^{d-p}(X, \mathbb{Z})$ and $[A_{\tilde{A}'}] \in H^p(X, \mathbb{R}/\mathbb{Z})$ is non-degenerate. Therefore, by integrating over all $[A_{\tilde{A}'}] \in H^p(X, \mathbb{R}/\mathbb{Z})$, the partition function becomes zero unless $[N_C] = 0$.

The electromagnetic duality was derived in [79] in the following manner. Here we present it with a coupling to a single background field. We start with a dynamical $p$-form field $\tilde{A}$, a dynamical $(p+1)$-form field $\tilde{G}$, a dynamical $(d-p-2)$-form field $\tilde{A}$, and a background $(p+1)$-form field $\tilde{B}$. The action is

$$-S = -\frac{2\pi}{2g^2} \int_X (F_A + A_G) \wedge *(F_A + A_G) + 2\pi i \int_X A_{\tilde{A}\star G} + 2\pi i \int_X A_{\tilde{A}\star B}. \quad (3.23)$$

This action can be studied in two different ways. The first approach goes as follows. We gauge-fix $\tilde{A} = 0$ by using the gauge transformation $A_G \rightarrow A_G + F_a$ and $\tilde{A} \rightarrow \tilde{A} - \tilde{a}$. 
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Then $A_G$ is a differential form, and can be integrated out. We then get

$$S = -\frac{2\pi g^2}{2} \int_X F_A \wedge * F_A - 2\pi i \int_X A_{A+B}.$$  \hspace{1cm} (3.24)

The second approach is to integrate out $A$. From the perfectness of the differential cohomology pairing, we see that $\tilde{G}$ is gauge-equivalent to $\tilde{B}$, and in particular there is a $p$-form field $\tilde{a}$ such that $A_G = A_B + F_a$. We shift $A$ by $\tilde{a}$, and find that the action is now

$$S = -\frac{2\pi}{2g^2} \int_X (F_A + A_B) \wedge *(F_A + A_B).$$  \hspace{1cm} (3.25)

As one sees, the argument is somewhat circular, since when we made both $\tilde{A}$ and $\tilde{G}$ dynamical, we needed to use the fact that the path integral concentrates to the configurations where $\tilde{G}$ is topologically trivial. Still we believe our argument helps in demonstrating the overall consistency.

We also note here that a similar analysis can be carried out in the case of $\mathbb{Z}_n$ $p$-form gauge theories. There, too, the partition function becomes zero when either the electric or the magnetic background fields are topologically nontrivial [75–78,80,81].

**Why is it not OK to require $\tilde{B} = 0$ on the boundary?** So far, we argued that it is natural to set the partition function of the boundary theory to be zero when the electric background field is topologically nontrivial, $[N_B]_{\mathbb{Z}} \neq 0$. This may raise the following question. If we restrict the field $\tilde{B}$ to be completely zero at the boundary, the action is invariant under gauge transformations which preserves $\tilde{B} = 0$ at the boundary. Then it seems that we do not need any degrees of freedom at the boundary. Is it possible to put an SPT phase on a manifold with boundary, but no boundary degrees of freedom? What forbids us from doing so? We do not try to give a complete answer to this question, but let us sketch an idea why it is forbidden.

We are working with Euclidean signature metric, and hence there is no distinction between space and time. Then it is possible to see the boundary as a time slice rather than a spatial boundary. If we look the boundary as a time slice, we get a Hilbert space of the bulk SPT phase which is described by an invertible field theory. This point of view is considered to be essential for general understanding of anomalies [27], and indeed played a crucial role [32,82] in a general understanding of chiral fermion anomalies. The defining property of an invertible field theory is that it has a one dimensional Hilbert space on any background on the time slice. In particular, we do not want to restrict to the background allowed for the bulk invertible phase to $[N_B]_{\mathbb{Z}} = 0$ on the time slice; we should allow completely general $\tilde{B}$ for an invertible field theory. We note that restricting to $[N_B]_{\mathbb{Z}} = 0$ could have been possible if the Hilbert space had zero dimension for $[N_B]_{\mathbb{Z}} \neq 0$. But this contradicts with the definition of invertible field theory.\(^{14}\) So we

\(^{14}\) For more general theories which are not invertible, it is possible that the Hilbert space dimension becomes zero for certain backgrounds. For example, let us consider a 3-dimensional abelian Chern–Simons theory with level $\kappa$, coupled to a background field $B$. (Here we use a sloppy description without using differential cohomology and precise quadratic refinement.) The action is $\frac{2\pi i}{\kappa} \int A \wedge dA + 2\pi i / B \wedge dA$ where we normalized fields so that fluxes are integers. The equation of motion of $A$ is $\kappa dA = -dB$. Now consider the Hilbert space $\mathcal{H}(\Sigma)$ on a Riemann surface $\Sigma$. If the flux $\int_{\Sigma} dB$ of the background is not a multiple of $\kappa$, the above equation of motion implies that the Hilbert space is empty, $\dim \mathcal{H}(\Sigma) = 0$. The case $\kappa = 1$ is an invertible field theory, and in this case $\int_{\Sigma} dB$ is always a multiple of $\kappa = 1$ and $\dim \mathcal{H}(\Sigma) = 1$.\(
would like to consider general \( \tilde{\mathcal{B}} \), and try to preserve the gauge invariance by introducing some degrees of freedom on the boundary.

Then, we can justify the restriction to \([N_B]_\mathbb{Z} = 0\) on the boundary \( X = \partial Y \) only if the boundary theory has the property that its partition function is zero when \([N_B]_\mathbb{Z} \neq 0\).

In the previous subsections, we have argued that this is the case for the \( p \)-form gauge theory. Strictly speaking, the fact that the partition function is zero for \([N_B]_\mathbb{Z} \neq 0\) was imposed by hand, but we have given various physical justifications of this claim. More generally, whether we can take the partition function to be zero on a certain class of the background should be answered by the principle that such a choice is consistent with the axioms of quantum field theory (i.e. locality, unitarity, etc.).\(^{15}\) For the \( p \)-form theory, we do not try to prove the consistency of taking the partition functions to be zero for \([N_B]_\mathbb{Z} \neq 0\), but the consistency is suggested by e.g. the electromagnetic duality.

### 3.4. Applications to D3-brane in O3-plane background.

Now we consider some applications of the above results to D-branes in string theory. On a single D-brane, there is a Maxwell field which is described by \( \tilde{A} \in \tilde{H}^2(X) \) where \( X \) is the worldvolume. It is also coupled to the background NSNS \( B \)-field and RR \( C \)-field, although there is a subtle detail which we will explain later. First we need to make a few preliminary remarks.

So far we discussed the case of coefficients which do not depend on the positions on \( X \). But it is possible to consider twisted coefficients as discussed in Sect. 2.4. There is no change in the discussions of this section beyond what has already been mentioned in Sect. 2.4.

Next, we have to distinguish an ordinary \( U(1) \) field and a field which appears as a spin\( ^c \) connection. A spin\( ^c \) connection is a \( U(1) \) part of the connection of \([\text{Spin}(d) \times U(1)]/\mathbb{Z}_2\), where \( \text{Spin}(d)/\mathbb{Z}_2 = \text{SO}(d) \) is the spacetime Lorentz symmetry (in Euclidean signature). The gauge field which appears on a D-brane is actually a spin\( ^c \) connection. For the purpose of the present discussion, it is enough to consider a spin\( ^c \) connection as a sum of an ordinary \( U(1) \) connection and a certain background field constructed as follows.

We have Stiefel–Whitney classes \( w_q \in H^q(X, \mathbb{Z}_2) \) of a manifold \( X \). Then we can canonically define a differential cohomology element \( \tilde{w}_q \) corresponding to \( w_q \) as follows. First, we can regard \( \mathbb{Z}_2 \) as half integers \( \frac{1}{2}\mathbb{Z} \mod\) integers \( \mathbb{Z} \). Next, we can uplift \( w_q \) to a real cochain \( A(w_q) \in C^q(M, \mathbb{R}) \). This uplift is unique up to gauge transformations \( A(w_q) \to A(w_q) + \delta \alpha + n \). Then, define \( N(w_q) = -\delta A(w_q) \). The \( N(w_q) \) takes values in cochains with integer coefficients, because \( w_q \) is closed as a cochain with \( \mathbb{Z}_2 \) coefficients. By definition of Bockstein homomorphism \( \beta \) defined in Sect. 2.1, the topological class of \( N(w_q) \) is \([N(w_q)] = \beta(w_q) \in H^{q+1}(M, \mathbb{Z})\). Then we can define the differential cohomology element as \( \tilde{w}_q := (N(w_q), A(w_q), 0) \). This is unique up to gauge transformations.

We consider a spin\( ^c \) connection as an ordinary \( U(1) \) field \( \tilde{A} \in \tilde{H}^2(X) \) coupled to the electric background given by \( \tilde{w}_2 \), where \( w_2 \) is the second Stiefel–Whitney class of \( X \).

\(^{15}\) As an example which violates the axioms of quantum field theory, suppose that the partition function is zero on \( S^d \) with topologically trivial backgrounds. Moreover, for simplicity, we assume that the theory is a topological quantum field theory. In that case, it is possible to show by the axioms of topological quantum field theory that all partition functions are zero, and in particular, partition functions on \( S^1 \times X \) are zero for arbitrary \( X \). (See e.g. Sect. 3 of [62] for how to prove this claim.) This is inconsistent if the theory has any Hilbert space of nonzero dimensions at all. More nontrivial versions of this kind of argument have been used to get useful constraints on the partition function of topological field theories [83,84].
This means that the field strength of the spin\(^c\) connection is \(F_A + A(w_2)\). Let \(\tilde{B}_{NSNS}\) be the NSNS 2-form field of string theory. The total electric background field is given by

\[
\tilde{B} = \tilde{B}_{NSNS} + \tilde{w}_2. \tag{3.26}
\]

The field strength appears in the kinetic term in the combination \(F_A + A_B\).

By the discussion of the previous subsections, the constraint on a single D-brane

\[
[H_{NSNS}]_\mathbb{Z} = W_3 \tag{3.27}
\]

can be easily understood, where \([H_{NSNS}]_\mathbb{Z} := [N_{B_{NSNS}}]\) is the flux of the NSNS 2-form field in integer cohomology, and \(W_3 := \beta(w_2)\). We emphasized that \(\tilde{B}\) must be topologically trivial, \([N_B]_\mathbb{Z} = 0\), for the partition function to be nonzero. Then, we get

\[
[N_{B_{NSNS}} + N(w_2)]_\mathbb{Z} = 0. \tag{3.28}
\]

Here \([H_{NSNS}]_\mathbb{Z} = [N_{B_{NSNS}}]\) and \(W_3 = \beta(w_2) = [N(w_2)]_\mathbb{Z}\). \(W_3\) is a 2-torsion \(2W_3 = 0\), so we get the desired result.

We conclude that a single D-brane can be wrapped on a cycle \(X\) only if we have \([H_{NSNS}]_\mathbb{Z} = W_3\) on that cycle \(X\). It reproduces the result in [73,74] by a somewhat different line of reasoning. The above result is valid only for the abelian gauge field, and it is modified for multiple D-branes.

Another application is the anomaly of the Maxwell field on the D-brane. As we have shown, the anomaly is given by

\[
A = (-1)^{d-1} \int_Y A_{C \star B}, \tag{3.29}
\]

where \(d\) is the dimension of the D-brane worldvolume, and we have set \(p = 1\). \(\tilde{B}\) is given as in (3.26), and we expect \(\tilde{C}\) to be shifted similarly as \(\tilde{C} = \tilde{C}_{RR} + \cdots\), where \(\tilde{C}_{RR}\) is the \(d-2\)-form RR-field. However, the RR-fields are actually described by differential K-theory (or its generalization in the presence of other backgrounds) rather than ordinary differential cohomology. Thus the above anomaly is not really a complete answer. Nevertheless, let us try to understand some consequences of the above anomaly to the extent that it works.

Let us consider a D3-brane (i.e. \(d = 4\)) in Type IIB string theory. By the S-duality of Type IIB string, we expect that the relation between the total magnetic background field \(\tilde{C}\) and the RR background field \(\tilde{C}_{RR}\) is given by

\[
\tilde{C} = \tilde{C}_{RR} + \tilde{w}_2. \tag{3.30}
\]

This is the S-dual of the relation (3.26).

In particular, let us consider a D3-brane in the presence of an O3-plane. See [74] for the background about O3-planes used in the following discussion.

The O3-plane geometry is given by

\[
\mathbb{R}^4 \times \mathbb{R}^6 / \mathbb{Z}_2. \tag{3.31}
\]

Given a worldvolume \(X\) of a D3-brane, we have to take an extension to one higher dimension \(Y\) with \(\partial Y = X\) to make the action (and hence the partition function) well-defined. The dependence on \(Y\) is the anomaly. In particular, let us compare the difference between \(Y\) and \(Y'\) in the case that the closed manifold \(Y_{\text{closed}} = Y \cup \overline{Y'}\) obtained by gluing them is given by

\[
y_{\text{closed}} = \{0\} \times \mathbb{R}P^5 \subset \mathbb{R}^4 \times \mathbb{R}^6 / \mathbb{Z}_2. \tag{3.32}
\]
The anomaly is \( \mathcal{A} = - \int_{\mathbb{R}P^5} A_{C \star B} \).

The background fields \( B_{\text{NSNS}} \) and \( \bar{C}_{\text{RR}} \) are elements of differential cohomology with twisted coefficients \( \hat{H}^3(\mathbb{R}P^5, \mathbb{Z}) \), where the twisting of \( \mathbb{Z} \) is such that the sign is changed by going around the nontrivial loop \( \pi_1(\mathbb{R}P^5) = \mathbb{Z}_2 \). For the topological classification of these fields, the relevant cohomology group is

\[
H^3(\mathbb{R}P^5, \mathbb{Z}) = \mathbb{Z}_2. \tag{3.32}
\]

In the O-plane background, the fields are flat, \( F_B = F_C = 0 \). So \( \int_{\mathbb{R}P^5} A_{C \star B} \) is given by the torsion pairing of \( [N_B]_Z \) and \( [N_C]_Z \) which was discussed in Sect. 2.2. The torsion pairing is known to be a perfect pairing. This implies that if both \( [N_B]_Z \) and \( [N_C]_Z \) are nonzero element of \( H^3(\mathbb{R}P^5, \mathbb{Z}) = \mathbb{Z}_2 \), then we get \( \int_{\mathbb{R}P^5} A_{C \star B} = 1/2 \mod 1 \). This is a consequence of the Poincaré-Pontryagin duality mentioned in Sect. 2.2. If either \( [N_B]_Z \) or \( [N_C]_Z \) is zero, we have \( \int_{\mathbb{R}P^5} A_{C \star B} = 0 \mod 1 \).

For the \( \mathbb{Z}_2 \) coefficients, the twisting has no effect, \( \mathbb{Z}_2 = \mathbb{Z}_2 \) since \( 1 \equiv -1 \mod 2 \). Thus \( w_2 \) can be regarded as an element of \( H^2(\mathbb{R}P^5, \mathbb{Z}_2) \). Then we have the Bockstein homomorphism \( \beta : H^2(\mathbb{R}P^5, \mathbb{Z}_2) \to H^3(\mathbb{R}P^5, \mathbb{Z}) \). It is known\(^\text{16}\) that \( W_3 = \beta(w_2) \) is the nonzero element of \( H^3(\mathbb{R}P^5, \mathbb{Z}) \). Thus the shifts in \( \tilde{B} = \tilde{B}_{\text{NSNS}} + w_2 \) and \( \tilde{C} = \tilde{C}_{\text{RR}} + w_2 \) are nontrivial.

Let us represent the elements of \( H^3(\mathbb{R}P^5, \mathbb{Z}) = \mathbb{Z}_2 \) by 0 and 1 mod 2. By using the facts discussed above, we get the following values of the anomaly \( - \int_{\mathbb{R}P^5} A_{C \star B} \). We abbreviate \( [\text{NSNS}]_Z = [N_{B_{\text{NSNS}}}]_Z \) and \( [\text{RR}]_Z = [N_{C_{\text{RR}}}]_Z \).

| \( \mathbb{Z}_2 \) flux \( ([\text{NSNS}]_Z, [\text{RR}]_Z) \) | \( (0, 0) \) | \( (1, 0) \) | \( (0, 1) \) | \( (1, 1) \) |
|-------------------------------------------------|----------------|----------------|----------------|----------------|
| \( \int_{\mathbb{R}P^5} A_{C \star B} \mod 1 \) | \( 1/2 \) | \( 0 \) | \( 0 \) | \( 0 \) |

The correspondence between the fluxes and the types of O-plane was discussed in [74]. This is a reasonable result, because three O-planes \( O_3^-, \widetilde{O}_3^- \) and \( O_3^+ \) are related by the SL(2, \( \mathbb{Z} \)) duality of Type IIB string while \( O_3^- \) is a singlet under the SL(2, \( \mathbb{Z} \)).

The anomaly leads to an ambiguity of the partition function. For the consistency of string theory, the total ambiguity must be cancelled. There are two other sources for the anomaly. One source is the anomaly of the worldvolume fermion which we denote as \( \mathcal{A}_{\text{fermion}} \mod 1 \). Another source is the coupling to the RR 4-form field \( C_4 \) (which is different from the above RR 2-form \( C = C_2 \)). Naively the coupling of the D3-brane to \( C_4 \) is given by \( \int_X C_4 \). However, we need to take an extension \( Y \) such that \( X = \partial Y \), and define it as \( \int_Y F_5 \), where \( F_5 \) is the field strength of \( C_4 \). Then the ambiguity, or the anomaly, from this coupling is given by

\[
\int_{Y_{\text{closed}}} F_5, \tag{3.34}
\]

where \( Y_{\text{closed}} \) is as before.\(^\text{17}\) In particular, we are now concerned with the case that \( Y_{\text{closed}} = \mathbb{R}P^5 \) as in the above discussion. Therefore, for the total anomaly cancellation,

\(^{16}\) It can be shown by using part of the long exact sequence \( H^2(\mathbb{R}P^5, \mathbb{Z}_2) \to H^2(\mathbb{R}P^5, \mathbb{Z}_2) \to H^3(\mathbb{R}P^5, \mathbb{Z}) \) and the fact that \( H^2(\mathbb{R}P^5, \mathbb{Z}_2) \to H^3(\mathbb{R}P^5, \mathbb{Z}) \) is injective, and this map is the Bockstein homomorphism \( \beta \). The second Stiefel–Whitney class \( w_2 \) is nonzero in \( \mathbb{R}P^5 \) and hence \( W_3 = \beta(w_2) \) is nonzero.

\(^{17}\) For ordinary differential cohomology, \( \int_{Y_{\text{closed}}} F_5 \) is defined to be an integer. However, in the presence of O-planes, \( \int_{Y_{\text{closed}}} F_5 \) is not an integer. Therefore, \( C_4 \) is not precisely a differential cohomology element.
we must have the condition that
\[ \int_{\mathbb{R}P^5} F_5 + (-1) \int_{\mathbb{R}P^5} A_{C\ast B} + A_{\text{fermion}}(\mathbb{R}P^5) = 0 \mod 1. \] (3.35)

In [65], it was shown that \( \int_{\mathbb{R}P^5} F_5 + A_{\text{fermion}}(\mathbb{R}P^5) = 0 \) for the O3+-plane. The fluxes \([\text{NSNS}]_Z, [\text{RR}]_Z\) do not affect the fermions, so \( A_{\text{fermion}} \) is independent of the types of O-planes.

The O3− has RR-charge \(-1/4\) while O3+, \(\tilde{\text{O}}3^-\) and \(\tilde{\text{O}}3^+\) have RR-charge \(+1/4\). Then the value of \( \int_{\mathbb{R}P^5} F_5 \) is \(-1/4\) for O3− and \(+1/4\) for the others. The anomaly cancellation of O3+ requires \( A_{\text{fermion}} = -1/4 \). (See [65] for more details.) From these results and (3.33), we see that the anomaly cancellation condition (3.35) is satisfied for all O3-planes. This result was announced in [22].

The above analysis has been done assuming that \( \tilde{B} \) and \( \tilde{C} \) are flat. It is also interesting to note the following point. Suppose now that they are not flat. Let us take a 6-manifold \( Z \) with a boundary \( \partial Z \). The anomaly cancellation must also hold in \( \partial Z \) for arbitrary \( Z \), and hence we get
\[ 0 = \int_{\partial Z} F_5 + (-1) \int_{\partial Z} A_{C\ast B} + A_{\text{fermion}}(\partial Z) = \int_Z (dF_5 - F_C \wedge F_B) \] (3.36)
where we have used the fact that \( A_{\text{fermion}}(\partial Z) = 0 \) and \( F_{C\ast B} = F_C \wedge F_B \). The above equality must hold for arbitrary \( Z \), and hence we get
\[ dF_5 = F_C \wedge F_B. \] (3.37)
This is a well-known equation of motion of \( F_5 \) in Type IIB supergravity. Therefore, this supergravity equation is necessary for the well-definedness of a D3-brane.

4. Quadratic Refinement of Differential Cohomology Pairing

In the previous section we have described non-chiral \( p \)-form gauge fields as boundary modes of bulk SPT phases. The relevant anomaly was the mixed anomaly between electric and magnetic higher-form symmetries. Such theories can be described by differential cohomology, as we have seen.

In the rest of the paper we would like to study chiral, or (anti-)self-dual \( p \)-form fields. The spacetime dimensions must be \( d = 2p + 2 \). If the coefficients are just single \( \mathbb{Z} \) (and the associated \( \mathbb{R}, \mathbb{R}/\mathbb{Z} \), the (anti-)self-dual condition is only possible in dimensions \( d = 4n + 2 \) and \( p = 2n \). For more general coefficients such as \( \mathbb{Z}_2 \), other dimensions such as \( d = 4 \) are also possible.

If we try to formulate such theories uniformly for all dimensions of the form \( d = 4n + 2 \), we need what is called the Wu structure [16,44]. However, for most purposes of string theory and condensed matter physics, we only need dimensions \( d = 2, 6, 10 \). In these cases, spin structure, rather than Wu structure, can be directly used to formulate chiral \( p \)-form fields. Requiring spin structure (or its generalization such as spin\(^c\)) is more natural in physics because we already have fermions in relevant physical systems, so we will use only spin structure in this paper. The cost is that we have to study each case \( d = 2, 6, 10 \) in somewhat dimension-dependent way, although the underlying idea, which involves Atiyah–Patodi–Singer (APS) \( \eta \)-invariant, is common to them. The case \( d = 4 \) with the coefficients \( \mathbb{Z}_2 \) can be deduced from the \( d = 6 \) case by compactifications on \( T^2 \), which we will study in detail in Sect. 8.
4.1. Basic properties of quadratic refinements. To formulate chiral $p$-form fields in $d$ dimensions, we will need a quadratic refinement of pairing in differential cohomology in $d + 1$ dimensions. First we define the pairing of $\hat{A}_1$ and $\hat{A}_2$ as

$$(\hat{A}_1, \hat{A}_2) = \int_Y A_{A_1^* A_2} \in \mathbb{R}/\mathbb{Z}. \quad (4.1)$$

where $Y$ is a $d + 1$-dimensional manifold, and $A_1, A_2 \in \check{H}^{p+2}(Y)$ are $p + 1$-form fields. (The reason that we need $p + 1$-forms rather than $p$-forms will become clear in Sect. 5).

Then a quadratic refinement $\check{Q}$ is a map

$$\check{Q} : \check{H}^{p+2}(X) \ni \check{A} \mapsto \check{Q}(\check{A}) \in \mathbb{R}/\mathbb{Z} \cong U(1) \quad (4.2)$$

such that

$$\check{Q}(\check{A}_1 + \check{A}_2) - \check{Q}(\check{A}_1) - \check{Q}(\check{A}_2) + \check{Q}(0) = (\check{A}_1, \check{A}_2). \quad (4.3)$$

This is the defining property of a quadratic refinement. Note that we do not require that $\check{Q}(0) = 0$. We will also use

$$\widetilde{\check{Q}}(\check{A}) := \check{Q}(\check{A}) - \check{Q}(0) \quad (4.4)$$

which is also a quadratic refinement. From the above definition, we need $d + 1 = 2p + 3$ and $(\check{A}_1, \check{A}_2) = (\check{A}_2, \check{A}_1)$ which (for coefficients $\mathbb{Z}$) requires $p$ to be even.

Basically, we will use $\check{Q}$ to write down the action of the gauge field $\check{A}$. Thus it is convenient to know how $\check{Q}$ behaves under infinitesimal changes $\check{A} \to \check{A} + \check{B}$, where $\check{B}$ is infinitesimal. In particular, $\check{B}$ is topologically trivial and hence can be represented by a differential form $\check{B} = (0, A_B, dA_B)$. We write

$$\check{Q}(\check{A} + \check{B}) = \check{Q}(\check{A}) + (\check{A}, \check{B}) + \widetilde{\check{Q}}(\check{B}). \quad (4.5)$$

The term $\widetilde{\check{Q}}(\check{B})$ is linear in $\check{B}$, because if $\check{B}_1$ and $\check{B}_2$ are infinitesimal, we get $\widetilde{\check{Q}}(\check{B}_1 + \check{B}_2) = \widetilde{\check{Q}}(\check{B}_1) + \widetilde{\check{Q}}(\check{B}_2)$ where we neglected the higher order term $(\check{B}_1, \check{B}_2)$. Therefore, we expect that there exists a differential form $w \in \Omega^{p+2}(Y)$ (whose explicit form will become clear in later subsections) such that

$$\widetilde{\check{Q}}(\check{B}) = \int_Y w \wedge A_B. \quad (4.6)$$

Also, we recall the formula (2.25) which is valid for topologically trivial $\check{B}$. Then we get

$$\check{Q}(\check{A} + \check{B}) = \check{Q}(\check{A}) + \int_Y (F_A + w) \wedge A_B \quad (4.7)$$

for infinitesimal $\check{B}$.

If $\check{A}$ is topologically trivial and represented by a differential form $\check{A} = (0, A_A, dA_A)$, we can simplify $\check{Q}(\check{A})$ as follows. For a topologically trivial $\check{A}$, the multiplication $s \check{A}$ by an arbitrary real number $s \in \mathbb{R}$ makes sense. Then we have

$$\check{Q}(s + ds)\check{A} = \check{Q}(s\check{A}) + ds \int (sF_A + w) \wedge A_A. \quad (4.8)$$
where \( ds \) is infinitesimal, and \( F_A = dA_A \). By integrating it, we get
\[
Q(\tilde{A}) = Q(0) + \int \left( \frac{1}{2} A_A \wedge dA_A + w \wedge A_A \right).
\] (4.9)

Thus, roughly speaking, the quadratic refinement \( Q(\tilde{A}) \) is one half of \( (\tilde{A}, \tilde{A}) \) up to a linear term. But dividing \( (\tilde{A}, \tilde{A}) \) by 2 does not make sense because \( (\tilde{A}, \tilde{A}) \) takes values in \( \mathbb{R}/\mathbb{Z} \) rather than \( \mathbb{R} \). This is the reason why we need more sophisticated constructions. In fact, it is not possible to define \( Q \) on arbitrary manifolds. We will define it when manifolds have spin structures.

We can see a few properties of \( w \). First, it is closed. This can be seen by performing a small gauge transformation \( A_A \rightarrow A_A + da \) for \( a \in \Omega^p(Y) \) and requiring that \( Q \) is invariant under it. Next, at least in \( d + 1 \)-dimensions, its de Rham class is in the image of integral cohomology \( H^{p+2}(Y, \mathbb{Z}) \), or in other words its integrals \( \int_M w \) on \( p + 2 \)-cycles \( M \) are integers. This can be seen by performing a large gauge transformation \( A_A \rightarrow A_A + F_\alpha \) for \( \alpha \in \tilde{H}^{p+1}(Y) \), and taking \( F_\alpha \) to be the Poincaré dual of \( M \). However, we remark that it is not generally true that \( w \) is in the image of integral cohomology in dimensions \( d + 2 \) and larger.\(^{18}\)

4.2. Atiyah–Patodi–Singer index theorem. For the definition of quadratic refinement in \( d + 1 = 3, 7, 11 \), the APS \( \eta \)-invariant and the index theorem \([48]\) play important roles. (See also \([85–87]\) for recent discussions on the APS theorem.) Let us briefly review them.

The \( \eta \)-invariant is defined as follows. Let \( D_Y \) be a Dirac-type operator on a \( d + 1 \)-dimensional manifold \( Y \) and \( \lambda \) be its eigenvalues. Then the definition of \( \eta \), in our convention, is
\[
\eta(D_Y) = \frac{1}{2} \left( \sum \text{sign}(\lambda) \right)_{\text{reg}},
\] (4.10)
where the sum runs over all eigenvalues including multiplicities, \( \text{sign}(\lambda) = +1 \) for \( \lambda \geq 0 \) and \( \text{sign}(\lambda) = -1 \) for \( \lambda < 0 \), and the subscript “\( \text{reg} \)” means that some appropriate regularization should be done for the infinite sum.

From the definition, one can see that \( \eta(D_Y) \) can have jumps by integer values when some of the eigenvalues cross zero. But \( \text{exp}(-2\pi i \eta) \) is smooth under any smooth change of eigenvalues and hence under any smooth change of the metric and gauge field.

Let us consider a \( (d + 2) \)-dimensional manifold \( Z \) with boundary \( \partial Z = Y \). On \( Z \), suppose that we have a Dirac operator \( D_Z \) and a \( \mathbb{Z}_2 \) grading matrix \( \Gamma_Z \) (which may be called the chirality operator on \( Z \)) such that \( \{ D_Z, \Gamma_Z \} = 0 \). It is possible to define the index of \( D_Z \) (under some appropriate boundary condition on \( \partial Y \)) as index \( D_Z = n_+ - n_- \), where \( n_\pm \) are the number of zero modes with \( \Gamma_Z = \pm 1 \), respectively.

Near the boundary, we assume that \( Z \) is a direct product \( (-\varepsilon, 0] \times Y \subset Z \) such that the metric is also a direct product and the gauge fields are pulled back from \( Y \). Let \( s \) be the coordinate of \( (-\varepsilon, 0] \). Then the Dirac operator \( D_Z \) near the boundary can be written as \( D_Z = i\Gamma^s(\partial_s + D'_Y) \), where \( \Gamma^\mu \) are the gamma matrices. The operator \( D'_Y \) is defined

\(^{18}\) More precisely, it is known that \( 2w \) is a differential form representative of an integral lift of the \( p + 2 \)-dimensional Wu class \( v_{p+2} \). On a manifold with dimension less than \( 2(p+2) \), we automatically have \( v_{p+2} = 0 \) and hence \( w = (2w)/2 \) becomes integral.
on \( Y \), and one can see that it commutes with \( \Gamma_Z \). Therefore, we can restrict it to the subspace with \( \Gamma_Z = +1 \). We define this restriction as \( \mathcal{D}_Y = \mathcal{D}'_Y \big|_{\Gamma_Z = +1} \).

Under the above conventions, the APS index theorem states the following; see [65,82] for the precise sign factors used here. Let \( \hat{A}(R) \) be the Dirac A-roof genus given in terms of the Riemann curvature tensor, and \( \text{ch}(F) = \text{tr} \exp \left( \frac{i}{2\pi} F \right) \) be the Chern character of the gauge bundle given in terms of the curvature tensor \( F \). The index is given by

\[
\text{index} \mathcal{D}_Z = \int_Z \hat{A}(R) \text{ch}(F) + \eta(\mathcal{D}_Y). \tag{4.11}
\]

In particular, the right hand side is an integer.

We will also use the following fact in our later discussions. The Dirac operator \( \mathcal{D}_Z \) acts on the space of sections \( \Gamma(S_Z) \) of a bundle \( S_Z \) (which is typically the tensor product of the spin bundle and a gauge bundle). It splits as \( S_Z = S^+_Z \oplus S^-_Z \) according to the \( \mathbb{Z}_2 \) grading by \( \Gamma_Z \). Suppose that \( S^\pm_Z \) are pseudoreal. This means that there is an antilinear map \( C : S^\pm_Z \to S^\pm_Z \) such that \( C^2 = -1 \). Because \( C \) preserves the \( \mathbb{Z}_2 \) grading, \( C \) commutes with \( \Gamma_Z \), \( C \Gamma_Z = \Gamma_Z C \). By modifying \( C \) by \( \Gamma_Z \) if necessary, we may also assume that \( C \) commutes with the Dirac operator, \( C \mathcal{D}_Z = \mathcal{D}_Z C \).

More explicitly, by using properties of the representations of Clifford algebras (see e.g. [88] for a review), one can construct such \( C \) when \( \dim Z = d + 2 = 0 \mod 8 \) and the gauge representation is pseudoreal, or when \( \dim Z = d + 2 = 4 \mod 8 \) and the gauge representation is strictly real.

If the \( C \) with the above properties exits, each eigenvalue of the Dirac operator appears twice in the spectrum. The reason is that if \( \Psi \) is an eigenmode with \( \mathcal{D}_Z \Psi = \lambda \Psi \), then \( \mathcal{D}_Z C \Psi = \lambda C \Psi \) and hence \( C \Psi \) is also an eigenmode, and \( C \Psi \) is different from \( \Psi \) since \( C^2 = -1 \). Because \( C \) commutes with \( \Gamma_Z \) and \( \mathcal{D}_Y \) acts on \( S_Y := S^+_Z|_Y \), the same is true for \( \mathcal{D}_Y \).

In particular, the index \( \text{index} \mathcal{D}_Z \) is even, and \( \eta(\mathcal{D}_Y) \) jumps only by even integers. We divide the index theorem by 2 to get

\[
\frac{1}{2} \text{index} \mathcal{D}_Z = \frac{1}{2} \int_Z \hat{A}(R) \text{ch}(F) + \frac{1}{2} \eta(\mathcal{D}_Y). \tag{4.12}
\]

and both sides are still integers. The exponential \( \exp(-\pi i\eta) \) is a smooth function of the metric and the gauge field.

4.3. \( d + 1 = 3 \). Here we construct the quadratic refinement on a manifold \( Y \) with \( \dim Y = d + 1 = 3 \). The importance of the quadratic refinement, or equivalently the spin structure in this situation, was emphasized by [89]. The relevant differential cohomology element \( \tilde{A} \in \tilde{H}^2(Y) \) is just an ordinary U(1) gauge field. By using this fact, we define the quadratic refinement as follows. Let \( \mathcal{D}_Y \) be the Dirac operator coupled to the U(1) bundle with the gauge field \( \tilde{A} \). Then we define

\[
Q(\tilde{A}) = -\eta(\mathcal{D}_Y). \tag{4.13}
\]

To show that this gives a quadratic refinement, we use the following fact. Any 3-dimensional spin manifold \( Y \) with U(1) bundle can be extended to a 4-dimensional
spin manifold $Z$ with $U(1)$ bundle such that $\partial Z = Y$. By the APS index theorem, we get

$$-\eta(D_Y) = \int_Z \left( \frac{1}{2} F_A \wedge F_A + \hat{A}_1(R) \right) \mod \mathbb{Z},$$

(4.14)

where $\hat{A}_k(R)$ is a $4k$-form part of $\hat{A}(R)$, and we have used the fact that $F = -2\pi i F_A$ and hence $\text{ch}(F) = \exp(F_A)$. The index index $D_Y$ drops out when we take mod $\mathbb{Z}$. By using it, we get

$$\mathcal{Q}(\tilde{A}_1 + \tilde{A}_2) - \mathcal{Q}(\tilde{A}_1) - \mathcal{Q}(\tilde{A}_2) + \mathcal{Q}(0)$$

$$= \int_Z F_{A_1} \wedge F_{A_2} = \int_Z F_{A_1 \ast A_2} = \int_Y A_{A_1 \ast A_2}. \quad (4.15)$$

Thus $\mathcal{Q}$ satisfies the defining equation of the quadratic refinement. As is clear from the above derivation, we could also define $\mathcal{Q}$ directly as

$$\mathcal{Q}(\tilde{A}) = \int_Z \left( \frac{1}{2} F_A \wedge F_A + \hat{A}_1(R) \right). \quad (4.16)$$

The index theorem guarantees that this definition does not depend on how we extend $Y$ to $Z$. For the purposes of practical computations, it is helpful to know both of the definitions, using the $\eta$-invariant and the extension to higher dimensions. The same remark applies to the case $d + 1 = 7$ below.

4.4. $d + 1 = 7$. The quadratic refinement on a $d + 1 = 7$ dimensional manifold is not as simple as the case $d + 1 = 3$. First let us give one definition by using the extension to 8-dimensions. We again use the fact that a 7-dimensional spin manifold $Y$ with $\tilde{A} \in \tilde{H}^4(Y)$ can be extended to an 8-dimensional spin manifold $Z$ in which $\tilde{A}$ is also extended. Then we define

$$\mathcal{Q}(\tilde{A}) = \int_Z \left( \frac{1}{2} F_A \wedge F_A - \frac{1}{4} p_1(R) \wedge F_A + 28 \hat{A}_2(R) \right). \quad (4.17)$$

where $p_1(R) = -\frac{1}{2} \text{tr}(R^2)$ is the first Pontryagin class represented by the Riemann curvature $R$. It is related to $\hat{A}_1(R)$ as $\hat{A}_1(R) = -\frac{1}{2\pi} p_1(R)$. From this definition of $\mathcal{Q}$, the property (4.3) can be easily checked. However, what is nontrivial is that this definition

\begin{itemize}
  \item This follows from $\Omega^\text{Spin}_3(\text{BU}(1)) = 0$. See e.g. [90] for a convenient collection of results for various bordism groups.
  \item We can also use basic results in algebraic topology to show this. What needs to be shown is that $\int_Z F \wedge F$ is even on a closed spin 4-manifold $Z$ for $F \in \mathbb{H}^2(Z, \mathbb{Z})$. This follows if we can show $\int_Z F \cup F = 0$ mod 2 for $F \in \mathbb{H}^2(Z, \mathbb{Z})$. This is indeed true since $\int_Z F \cup F = \int_Z \text{Sq}^2 F = \int_Z v_2 \cup F = 0$. Here, we used a few facts in algebraic topology, namely that $\text{Sq}^n a = a \cup a$ for $a \in \mathbb{H}^n(M, \mathbb{Z}_2)$, that $\int_M \text{Sq}^n a = \int_M v_m \cup a$ for the Wu class $v_m$, where $v_1 = w_1, v_2 = w_2 + 2w_1^2, v_3 = w_1 w_2, v_4 = w_4 + w_1 w_3 + w_2^2 + w_1^3, \ldots$, and that $w_1 = w_2 = 0$ on spin manifolds. These facts can be found in the standard textbooks, e.g. [91].
  \item This follows from $\Omega^\text{Spin}_7(K(4, \mathbb{Z})) = 0$ [19,92], where $K(4, \mathbb{Z})$ is an Eilenberg-MacLane space of the appropriate type. Note also that $\text{BU}(1) = K(2, \mathbb{Z})$.
\end{itemize}
does not depend on how we extend $Y$ to $Z$ if $Y$ and $Z$ are spin manifolds. We will show it by using the index theorem following \cite{45,55}\textsuperscript{22}.

We will use the Dirac operator coupled to the 56 dimensional representation of $E_7$ gauge field. The reason that $E_7$ is relevant to the current problem can be motivated by some M-theory consideration \cite{22}, but we proceed formally by a mathematical argument.

The point is that the topological classification of $E_7$ bundles on $Z$ is the same as the topological classification of $\tilde{A}$, which is done by $H^4(Z, \mathbb{Z})$. $E_7$ has homotopy groups $\pi_k(E_7) = 0$ for $k \leq 10$ and $k \neq 3$. The homotopy group $\pi_3(E_7)$ is related to the instanton number of $E_7$ bundles which is completely captured by some characteristic class $c(E_7) \in H^4(Z, \mathbb{Z})$ defined explicitly below. Then $E_7$ bundles are completely classified by $c(E_7)$ on a manifold with dimensions $\dim Z \leq 11$. Moreover, any element of $H^4(Z, \mathbb{Z})$ can be realized as $c(E_7)$ of some $E_7$ bundle. (The precise arguments for these claims require obstruction theory. See \cite{95} where the case of $E_8$ is discussed. The discussion for $E_7$ is completely the same except for the upper bound $\dim Z \leq 11$ for the dimensions.)

Let $\tilde{S} \in \hat{H}^3(Z)$ be the Chern–Simons 3-form of $E_7$ gauge fields defined as a differential cohomology element as in Sect. 2.3 by using the characteristic class $c(E_7)$. Then the facts mentioned above imply that for any $\tilde{A}$, we can always find an $E_7$ bundle such that $\tilde{A} - \tilde{S}$ is topologically trivial. So we set $\tilde{A} = \tilde{S} + \tilde{a}$, where $\tilde{a} = (0, A_a, dA_a)$ is given by a differential form \cite{55,56}.

We can rewrite (4.17) as

$$Q(\tilde{A}) = \int_Z \left( \frac{1}{2}(F_S + dA_a) \wedge (F_S + dA_a) - \frac{1}{4} p_1(R) \wedge (F_S + dA_a) + 28 \hat{A}_2(R) \right)$$

$$= Q(\tilde{S}) + \int_Y \left( \frac{1}{2} A_a \wedge dA_a + A_a \wedge F_S - \frac{1}{4} p_1(R) \wedge A_a \right).$$

(4.18)

The second term is defined on $Y$ and hence it is manifestly independent of the extension to $Z$. So we only need to check that $Q(\tilde{S})$ is independent of $Z$.

We define the curvature representation of $c(E_7)$ (i.e. the $F_S$ of the Chern–Simons $\tilde{S}$) as

$$F_S = \frac{1}{24} \text{tr}_{56} \left( \frac{i}{2\pi} F_{E_7} \right)^2,$$

(4.19)

where $F_{E_7}$ is the $E_7$ gauge field strength, and the trace is taken in the 56-dimensional representation. The normalization is chosen as follows. $E_7$ has a subgroup $SU(2) \times \text{Spin}(12)$ under which the pseudoreal representation 56 decomposes as $56 \rightarrow 2 \otimes 12 \oplus 1 \otimes 2^5$, where $2^5$ is one of the two spinor representations of $\text{Spin}(12)$. A minimal instanton of $E_7$ is realized by an instanton in the $SU(2)$ subgroup. The above normalization is taken

\textsuperscript{22} Similarly to footnote 20, it can be shown also using basic results in algebraic topology. What needs to be shown is that $\int_Z (F \wedge F + (p_1/2) \wedge F)$ is even on any closed spin $8$-manifold $Z$, for $F \in H^4(Z, \mathbb{Z})$. First we use the result of \cite{93} which says that $p_1 = \Psi(w_2) + i2 w_4$ mod 4, where $\Psi: H^2(X, \mathbb{Z}_2) \rightarrow H^4(X, \mathbb{Z}_4)$ is a certain cohomology operation known as the Pontrjagin square, and $i2$ is the homomorphism $\mathbb{Z}_2 \rightarrow \mathbb{Z}_4$ sending $1$ mod 2 to $2$ mod 4. (This is a basic relation to analyze discrete theta angle in 4d SO gauge theory \cite{94}). On a spin manifold $w_2 = 0$, therefore $p_1$ is divisible by 2, and $p_1/2 = w_4$ mod 2. Then all we have to show is that $\int_Z (F \wedge F + w_4 \wedge F) = 0$ mod 2 for $F \in H^4(Z, \mathbb{Z}_2)$. This follows since $\int_Z F \wedge F = \int_Z Sq^4 F = \int_Z v_4 \wedge F = \int_Z w_4 \wedge F$, where we used the fact $v_4 = w_4$ on a spin manifold.
so that the minimal instanton gives 1 for $\int c(E_7)$, i.e. when the $E_7$ background is actually
an SU(2) background, we have

$$F_S = \frac{1}{2} \text{tr}_2 \left( \frac{i}{2\pi} F_{\text{SU}(2)} \right)^2.$$  \hfill (4.20)

Thus $F_S$ can be regarded as the differential form representation of an integer cohomology
element.

We will also need $\text{tr} 56 \left( \frac{i}{2\pi} F_{E_7} \right)^4$ in later discussions. By the fact that $E_7$
bundles are completely classified by $c(E_7)$, it should be possible to expand it by $F_S$. By using
the above decomposition $56 \to 2 \otimes 12 \oplus 1 \otimes 25$ again, we see that

$$\text{tr} 56 \left( \frac{i}{2\pi} F_{E_7} \right)^4 = 24 (F_S)^2.$$  \hfill (4.21)

Let us consider the index of the Dirac operator $D_Z$ coupled to the 56 dimensional
representation of $E_7$ on an 8-dimensional manifold $Z$ with boundary $Y$. By APS index
theorem, it is given as

$$\text{index } D_Z - \eta(D_Y) = \int_Z \hat{A}(R) \text{tr} 56 \exp \left( \frac{i}{2\pi} F_{E_7} \right)$$
$$= \int_Z \hat{A}(R) (56 + 2F_S + (F_S)^2)$$
$$= \int_Z \left( F_S \wedge F_S - \frac{1}{2} p_1(R) F_S + 56 \hat{A}_2(R) \right).$$  \hfill (4.22)

Moreover, let us recall the fact that the spinor representation is strictly real in 8-
dimensions and the 56 dimensional representation of $E_7$ is pseudoreal. Thus the bundle
on which $D_Z$ acts is pseudoreal. Therefore, as remarked in Sect. 4.2, index $D_Z$ is even
and we get

$$-\frac{1}{2} \eta(D_Y) = \int_Z \left( \frac{1}{2} F_S \wedge F_S - \frac{1}{4} p_1(R) F_S + 28 \hat{A}_2(R) \right) \mod \mathbb{Z}$$
$$= Q(\tilde{S}).$$  \hfill (4.23)

The $\eta$-invariant is defined on $Y$ and hence independent of $Z$.

In summary, we have obtained the formula

$$Q(\tilde{A}) = -\frac{1}{2} \eta(D_Y) + \int_Y \left( \frac{1}{2} A_a \wedge dA_a + A_a \wedge F_S - \frac{1}{4} p_1(R) \wedge A_a \right),$$  \hfill (4.24)

for $\tilde{A} = \tilde{S} + \tilde{\alpha}$ where $\tilde{S}$ is the Chern–Simons of $E_7$ and $\tilde{\alpha} = (0, A_a, dA_a)$ is a differential
form. This completes the proof that $Q$ is independent of how we extend $Y$ to $Z$.

We have used $E_7$ because it has a natural motivation in M-theory and the above
definition of $Q$ has the direct relevance to the anomaly of chiral 2-form fields as we will
see later in this paper. However, there is no problem for the above argument to use $E_6$
instead of $E_7$ since the homotopy groups are $\pi_k(E_6) = 0$ for $k \leq 8$ and $k \neq 3$. (See
e.g. Table 1 of [96] for convenient summary of homotopy groups.) There is a subgroup
$E_6 \times U(1) \subset E_7$ (or more precisely there is a homomorphism $E_6 \times U(1) \to E_7$) such
that the 56 dimensional representation becomes $(27_1 \oplus 13) \oplus \text{c.c.}$ where the subscripts
are U(1) charges, and c.c. is the complex conjugate representation. The U(1) here can be used as a spin connection, so that the chiral 2-form field may be formulated not only on spin manifolds, but also on spin manifolds. In our applications in this paper, we will only consider spin manifolds, so we do not study the detail of the spin case.

4.5. $d + 1 = 11$. It is not known how to construct a quadratic refinement for ordinary differential cohomology in the dimension $d + 1 = 11$ by using only spin structure. However, for the application to the chiral RR 4-form field in Type IIB string theory, what we actually need to classify the topological classes of the RR fields is K-theory rather than ordinary cohomology. Therefore, what we need in this case is not the ordinary differential cohomology, but differential K-theory \[23,44,97\]. We construct a quadratic refinement in differential K-theory in $d + 1 = 11$ dimensions, or more generally in any dimensions of the form $d + 1 = 8\ell + 3$. In particular, it includes the case $d + 1 = 3$ of Sect. 4.3 as a special case. The content of this subsection is out of the main line of discussions in this paper, and the reader can safely skip it.

We need to define differential K-theory. First let us outline its ingredient. The topology is classified by elements $V \in K^p(Y)$ for $p = 0$ or $p = -1 \mod 2$. Once the topological class is fixed, the dynamical fluctuations in that topological class are given by differential forms whose degrees are equivalent to that class is fixed, the dynamical fluctuations in that topological class are given by differential forms whose degrees are equivalent to $\left(\begin{array}{c}d + 1 \\ 2\end{array}\right)$ for sufficiently large $N$. However, $B$ or $U$ is not a dynamical field, so we need to impose some equivalence relation or gauge transformations so that the degrees of freedom of $B$ or $U$ can be gauged away. $B$ or $U$ play an analogous role as the $E_7$ connection in the construction of the case $d + 1 = 7$ in Sect. 4.4.

Now we are going to define differential K-theory $\tilde{K}(Y)$ on a manifold $Y$ as follows. We define it for $K = K^0$, but a similar definition is possible for $K^{-1}$. An element of $\tilde{K}(Y)$ consists of a triplet

$$\tilde{A} = (V, B, C). \tag{4.25}$$

$V \in K(Y)$ is an element of the topological K-group $K(Y)$. $B$ is a unitary connection on $V$ represented as a difference of hermitian vector bundles. $C \in \Omega^{odd}(Y)$ is a sum of differential forms $C = C_1 + C_3 + \cdots$, where $\Omega^{odd}(Y) = \bigoplus_k \Omega^{2k+1}(Y)$ and $C_{2k+1} \in \Omega^{2k+1}(Y)$.

We impose the following equivalence relation to gauge away the degrees of freedom of $B$. Let $B_t$ ($0 \leq t \leq 1$) be a homotopy between $B_0$ and $B_1$. Then we can regard $B_t$ as a connection of $V$ on $[0, 1] \times Y$ which we denote as $B_t^\prime$. Let $G^\prime$ be its field strength $G^\prime = d'B^\prime + B^\prime \wedge B$ where $d'$ is the differential on $[0, 1] \times Y$. Then, we get

$$\int_{[0,1]} \text{ch}(G') \in \Omega^{odd}(Y). \tag{4.26}$$

The differential K-theory here is relevant to the dynamical field of the $d + 1 = 11$ dimensional bulk topological phase. From it, we will later construct a chiral 4-form field as part of the boundary mode in $d = 10$ dimensions. If the relevant generalized cohomology for the bulk dynamical field is $K^0(Y)$, the generalized cohomology relevant for the boundary mode will be $K^{-1}(X)$ as we will discuss at the end of Sect. 5.3. Conversely, if the $d + 1 = 11$ dimensional bulk dynamical field is described by $K^1(Y)$, the boundary mode is described by $K^0(X)$. 

\[23\]
Here the integral is defined by \( \int_{[0, 1]} (dt \wedge \omega_1(t) + \omega_2(t)) = \int_0^1 \omega_1(t) \) for \( \omega_1(t), \omega_2(t) \in \Omega^*(Y) \). The above integral is independent of how to take the homotopy between \( B_0 \) and \( B_1 \). We regard \((V, B_0, C_0)\) and \((V, B_1, C_1)\) to be gauge-equivalent if they satisfy the relation

\[
\int_{[0, 1]} \sqrt{\hat{A}(R)} \text{ch}(G') = C_0 - C_1, \tag{4.27}
\]

where \( \sqrt{\hat{A}(R)} \) only depends on \( Y \) and can be taken outside of the integral. This factor \( \sqrt{\hat{A}(R)} \) is put to simplify the quadratic refinement defined later, and it is also conventional in string theory.

The equivalence relation implies that the actual connection \( B \) in a given topological class is not an invariant information. We can set \( B \) to any connection we like, as long as we also change \( C \) accordingly. In particular, in a topologically trivial case, we can simply set \( B = 0 \).

The equivalence relation in particular implies the following. Let \( G = dB + B \wedge B \) be the field strength of \( B \) on \( Y \). From the equivalence relation, one can check that the combination

\[
F := \sqrt{\hat{A}(R)} \text{ch}(G) + dC \in \Omega^{even}(Y) \tag{4.28}
\]

is invariant under the equivalence relation. It can be proved by noticing that the differential \( d \) on \( Y \) and \( d' \) on \([0, 1] \times Y \) are related as \( d' = d + dr \partial_r \), and hence

\[
d \int_{[0, 1]} \text{ch}(G') = - \int_{[0, 1]} d \text{ch}(G') = \int_{[0, 1]} (-d' + dr \partial_r) \text{ch}(G') = \text{ch}(G_1) - \text{ch}(G_0), \tag{4.29}
\]

where the sign in the first equality comes from a careful examination of the order of the differential and the integration. By applying \( d' \) to \((4.27)\) and using the above result, we get the invariance of \( F \).

The invariant differential form \( F \) in differential K-theory roughly corresponds to the quantity with the same symbol \( F \) in differential cohomology. Also, \( V \in K(Y) \) roughly corresponds to \([N]_{\mathbb{Z}} \in H^p(Y, \mathbb{Z})\), although the relevant generalized cohomology theories are different.

In addition to the above equivalence relation, we also impose the gauge equivalence

\[
C \sim C + f \tag{4.30}
\]

where \( f \) is the field strength of differential K-theory elements in \( \hat{K}^{-1}(Y) \). This is the analog of the gauge equivalence \( A_A \sim A_A + F_a \) for \( \hat{A} \in \hat{H}^{p+1}(Y) \) and \( \hat{a} \in \hat{H}^p(Y) \) in ordinary differential cohomology which have played an important role in Sec 3.2. Here \( \hat{K}^{-1}(Y) \) may be defined as follows. The group \( K^{-1}(Y) \) is a subgroup of \( K(S^1 \times Y) \) such that \( V \in K^{-1}(Y) \subseteq K(S^1 \times Y) \) becomes trivial when restricted to \([0] \times Y \subset S^1 \times Y \). If we regard \( S^1 \times Y \) as obtained from \([0, 1] \times Y \) by gluing the two ends of the interval \([0, 1] \), we can construct \( V \in K^{-1}(Y) \) by using a unitary transition function \( U : Y \to U(N) \) (for some sufficiently large \( N \)) which is used to glue the bundles at the two ends of the interval \([0, 1] \). On this bundle, we take a connection \( B = tU^{-1}dU \), where \( t \in [0, 1] \) is the coordinate of the interval. The Chern character of \( U \) is defined by
\[ \text{ch}(U) = \int_{[0,1]} \text{tr} \exp(\frac{i}{2\pi} G), \quad \text{where} \quad G = dB + B \wedge B = dU^{-1}dU + (t^2 - t)(U^{-1}dU)^2. \]

It is a sum of odd differential forms, \( \text{ch}(U) \in \Omega^{\text{odd}}(Y) \). By using it, we define \( \tilde{K}^{-1}(Y) \) as having elements of the form \( (V, U, C) \), where now \( C \) is a sum of even dimensional forms \( C \in \Omega^{\text{even}}(Y) \). We impose a similar equivalence relation on \( (U, C) \) as in the case of \( K(Y) \) which in particular implies that \( F := \sqrt{A(R)} \text{ch}(U) + dC \) is invariant.

In ordinary differential cohomology \( \tilde{H}^{d+1}(Y) \), we have the holonomy function \( \chi(M) = \exp(2\pi i \int_M A) \). The corresponding quantity in differential K-theory \( \tilde{K}(Y) \) is given by the APS \( \eta \)-invariant. Let \( M \) be an odd-dimensional spin\(^c\) submanifold of \( Y \), and let \( D_M(B) \) be the Dirac operator coupled to the gauge field \( B \) and spin\(^c\) connection. Let \( R_M \) be the Riemann curvature of \( M \), and let \( c_1(F_M) = \frac{1}{2\pi} F_M \), where \( F_M \) is the curvature of the spin\(^c\) connection. Then we define the holonomy function \( \chi \) as

\[
\chi(M) = \exp 2\pi i \left( -\eta(D_M(B)) + \int_M \hat{A}(R_M)e^{c_1(F_M)} \frac{C}{\sqrt{\hat{A}(R)}} \right). \tag{4.31}
\]

Here \( R = R_Y \) is the Riemann curvature of \( Y \). One can check by the APS index theorem that this holonomy function is invariant under the equivalence relation \( (V, B_0, C_0) \sim (V, B_1, C_1) \) defined above. The connection \( B \) is introduced to make this definition possible. Notice that if we neglect the \( \eta \)-invariant, the above expression is the familiar one in the worldvolume action of D-branes.

The product \( \tilde{A}_1 \ast \tilde{A}_2 \) is defined as follows. First, we simply define \( V_{A_1 \ast A_2} = V_{\tilde{A}_1} \otimes V_{\tilde{A}_2} \) which is the product in K-theory, i.e. the tensor product of bundles. Also we define \( B_{A_1 \ast A_2} = B_{A_1} \otimes 1 + 1 \otimes B_{A_2} \) which is a connection on \( V_{A_1} \otimes V_{A_2} \). Finally we define

\[
C_{A_1 \ast A_2} = \frac{1}{\sqrt{\hat{A}(R)}} C_{A_1} \wedge dC_{A_2} + C_{A_1} \wedge \text{ch}(B_{A_2}) + \text{ch}(B_{A_1}) \wedge C_{A_2}. \tag{4.32}
\]

One can check that this is invariant up to gauge equivalence when \( \tilde{A}_1 \) and \( \tilde{A}_2 \) are changed using the equivalence relations. In particular we have

\[
F_{A_1 \ast A_2} = \frac{1}{\sqrt{\hat{A}(R)}} F_{A_1} \wedge F_{A_2}. \tag{4.33}
\]

Before defining the quadratic refinement, we need to define the pairing between \( \tilde{A}_1 \) and \( \tilde{A}_2 \). First, we define the involution \( \tilde{A} \rightarrow \tilde{A}^* = (V^*, B^*, C^*) \). Here \( V^* \) is the complex conjugate bundle to \( V \). \( B^* \) is the complex conjugate connection. \( C^* \) depends on the degrees of the forms and is defined as \( C^*_{2k-1} = (-1)^k C_{2k-1} \). In particular, we have \( F_{2k} = (-1)^k F_{2k} \). Then we define the pairing \( (\tilde{A}_1, \tilde{A}_2) \) as

\[
(\tilde{A}_1, \tilde{A}_2) = -\frac{1}{2\pi i} \log \chi_{A_1 \ast A_2^*}(Y), \tag{4.34}
\]

where \( \chi_{A_1 \ast A_2^*} \) is the holonomy function associated to \( A_1 \ast A_2^* \), and it is evaluated on the entire manifold \( Y \) which we assume to be spin. One can show that the pairing is symmetric, \( (\tilde{A}_2, \tilde{A}_1) = (\tilde{A}_1, \tilde{A}_2) \) as follows. The point is that if the dimension of \( Y \) is of the form \( d + 1 = 4k + 3 \), the spin bundle is either pseudo real or strictly real, and hence the \( \eta \)-invariant has the property that \( \eta(B) = \eta(B^*) \). In particular we have
\( \eta(B_1 + B_2^r) = \eta(B_1^r + B_2). \) Also it is straightforward to show that \( C_{A_1} \wedge dC_{A_2}^* = C_{A_2} \wedge dC_{A_1}^* \) (exact form) in \( d + 1 = 4k + 3 \) and so on.

We require that the quadratic refinement \( Q \) satisfies the property that

\[
Q(\tilde{A}_1 + \tilde{A}_2) - Q(\tilde{A}_1) - Q(\tilde{A}_2) + Q(0) = (\tilde{A}_1, \tilde{A}_2).
\] (4.35)

Such a \( Q \) can be defined as follows if the dimension is of the form \( d + 1 = 8l + 3 \). Given \( \tilde{A} = (V, B, C) \), we consider \( \tilde{A} \circ K \). The bundle \( V_{A_1} \circ V_{A_2} = V \oplus V^* \) and the connection \( B_{A_1} \circ B_{A_2} = B \oplus 1 \oplus B^* \) are strictly real. On the other hand, the spin bundle in \( 8l + 3 \) dimensions is pseudoreal. Therefore, for the Dirac operator \( D_Y(B \oplus 1 \oplus B^*) \) coupled to it, the exponentiated \( \eta \)-invariant \( \exp(-\pi i \eta(D_Y(B \oplus 1 \oplus B^*))) \) is a smooth function of the metric and the gauge field. Then we define

\[
Q(\tilde{A}) = \frac{1}{2} \eta(D_Y(B \oplus 1 \oplus B^*))
\]

\[
-\frac{1}{2} \int_Y (C \wedge dC^* + \sqrt{\tilde{A}(R)} (C \wedge ch(B^*) + ch(B) \wedge C^*). \] (4.36)

The factor \( \sqrt{\tilde{A}(R)} \) in the definition (4.28) of \( F \) of \( K(Y) \) was introduced to simplify the term \( C_{A} \wedge dC_{A}^* \) in this expression. The overall sign was chosen so that the middle dimensional form \( C_{4\ell+1} \) appears as \( +\frac{1}{2} \int C_{4\ell+1} \wedge dC_{4\ell+1}. \) (Note \( C_{4\ell+1} = -C_{4\ell+1}. \))

Notice that

\[
(V_{A_1} \oplus V_{A_2}) \otimes (V_{A_1}^* \oplus V_{A_2}^*)
\]

\[
= (V_{A_1} \otimes V_{A_1}^*) \oplus (V_{A_2} \otimes V_{A_2}^*) \oplus (V_{A_1} \otimes V_{A_2}^*) \oplus (V_{A_2} \otimes V_{A_1}^*). \] (4.37)

Also notice that the \( \eta \)-invariants of the Dirac operators coupled to \( (V_{A_1} \otimes V_{A_2}^*) \) and \( (V_{A_2} \otimes V_{A_1}^*) \) are the same by the pseudoreality of the spin bundle. Therefore, we can see that \( Q \) satisfies the equation (4.35).

We remark that there is similarity and difference between \( d + 1 = 7 \) and \( d + 1 = 11 \). We have used \( E_7 \) bundle \( d + 1 = 7 \), and we have used the K-theory bundle \( V \) in \( d + 1 = 11 \). The construction of the quadratic invariant involved the \( \eta \)-invariant coupled to the 56-dimensional representations of the \( E_7 \) bundle in \( d + 1 = 7 \), and the \( \eta \)-invariant of the real bundle \( V \otimes V^* \) in \( d + 1 = 11 \).

The case \( d + 1 = 3 \). The above formulation might seem complicated, and it may be helpful to see the case of \( d + 1 = 3 \) in a little more detail. We will see that the K-theoretic formulation essentially coincides with the formulation in Sect. 4.3.

We restrict our attention to the case that \( ch_0(V) \) (i.e. the virtual dimension of \( V \)) is zero. The reason is that it basically represents a “tadpole” and the partition function of the theory developed in Sect. 5 vanishes unless it is zero. This is due to the fact that there is a coupling \( 2\pi i \cdot ch_0(V)C_{d+1} \) in the action and the path integral over \( C_{d+1} \) requires \( ch_0(V) = 0 \) for the partition function to be nonzero. Also, the field \( C_{d+1} \) appears only in this term and its only role is to set \( ch_0(V) = 0 \), so we can neglect this field \( C_{d+1} \) for most purposes after setting \( ch_0(V) = 0 \). In \( d + 1 = 3 \), we only need to consider the 1-form \( C \) and we denote it as \( C \) for simplicity.

We can always take \( V = E \oplus N \), where \( E \) is a complex vector bundle and \( N \) is the trivial bundle. For \( ch_0(V) = 0 \), the rank of \( E \) is \( N \).

Now consider \( d + 1 = 3 \) dimensional manifold \( Y \). In this case, there is a simplification. The fibers of the bundle \( E \) have complex dimension \( N \) or real dimension \( 2N \). Then, by
dimensional reason, $E$ has a section on a 3-manifold which is everywhere nonzero if $N > 1$. (Generically, $2N$ real functions of $d + 1$ coordinates $(x^1, \ldots, x^{d+1})$ do not simultaneously vanish if $2N > d + 1$.) Therefore, by repeatedly taking nonzero sections, any complex vector bundle $E$ can be reduced to a bundle of the form $E \cong L \oplus \mathbb{C}^{N-1}$, where $L$ is a one-dimensional (line) bundle on which $U(1)$ acts as the structure group.\footnote{Equivalently, this reduction of the structure group of $E$ also follows from the fact that the embedding $U(1) \to U(N)$ gives the isomorphisms $\pi_k(U(1)) = \pi_k(U(N))$ for $k = 0, 1, 2$.} Therefore, we can take $V = L - \mathbb{C}$. We take the connection on $\mathbb{C}$ to be trivial, and hence the connection $B$ is nontrivial only on $L$. By abuse of notation, we denote the connection on $L$ by $B$.

The equivalence relation (4.27) is simplified for the $U(1)$ connection $B$ as $\frac{i}{2\pi}B_0 + C_0 = \frac{i}{2\pi}B_1 + C_1$. Thus, up to the equivalence relation the differential K-theory depends only on

$$A := \frac{i}{2\pi}B + C.$$  (4.38)

Notice that we have neglected the 3-form field $C_3$, and hence $A$ is just a $U(1)$ connection (up to the normalization by $\frac{i}{2\pi}$).

For a map $U : Y \to U(N)$, we have $\text{ch}_1(U) = \frac{i}{2\pi} \text{tr}(U^{-1}dU) = \frac{i}{2\pi}d \log u$, where $u = \det U$. Therefore, the equivalence relation (4.30) is given by $A \sim A + \frac{i}{2\pi}d \log u + dc_0$, where $c_0 \in \Omega^0(Y)$ and $u : Y \to \mathbb{U}(1)$. This is just an ordinary gauge transformation of the $U(1)$ gauge field $A$.

The field strength $F$ is just the field strength of $A$. If $M$ is a 1-dimensional circle $S^1$ with the antiperiodic spin structure, the APS index theorem or a direct computation of the $\eta$-invariant shows that $-\eta(D_{S^1}(B)) = \int_{S^1} \frac{i}{\pi}B \mod 1$. A direct computation shows that the result is valid also for the periodic spin structure and $V = L - \mathbb{C}$.) Thus, the holonomy function (4.31) is just given by $\chi(S^1) = \exp(2\pi i \int_{S^1} A)$.

Finally, let us check that the quadratic refinement (4.36) essentially coincides with the one in Sect. 4.3 up to a minor difference. (The pairing is uniquely determined from the quadratic refinement.) To see this, note that $V \otimes V^* = -(L \oplus L^*) + \mathbb{C}^2$. Therefore, we get $\frac{1}{2}\eta(D_Y(V \otimes V^*)) = -\eta(L) + \eta(0)$ where we used $\eta(L^*) = \eta(L)$. Thus we get

$$Q(\tilde{A}) = -\eta(L) + \eta(0) + \int_Y \left( \frac{1}{2}C \wedge dC + \frac{i}{2\pi}dB \wedge C \right) = -\eta(A) + \eta(0),$$  (4.39)

where $\eta(A)$ is the $\eta$-invariant of the $U(1)$ connection $A$ and we have used the APS index theorem on the manifold $[0, 1] \times Y$ with the gauge field $A_t = \frac{i}{2\pi}B + tC, t \in [0, 1]$. This $Q(\tilde{A})$ coincides with that in Sect. 4.3 up to the term $\eta(0)$ which is independent of $\tilde{A}$.

### 4.6. Other dimensions.

We can formally regard non-chiral $p$-form fields in $d$ dimensions as a self-dual theory by introducing both a $p$-form field and a $(d - p - 2)$-form field and imposing the duality relation between them. Correspondingly, we can always define the following quadratic refinement in $(d+1)$ dimensions without using any spin structure. We assume that the field $\tilde{A}$ consists of a pair of fields $\tilde{A} = (\tilde{A}^1, \tilde{A}^2) \in \hat{H}^{p+2}(Y) \times \hat{H}^{d-p}(Y)$. Then we take the quadratic refinement as

$$Q(\tilde{A}) = (\tilde{A}^2, \tilde{A}^1) = \int_Y A_{A^2 \ast A^1}.$$  (4.40)
The corresponding pairing \((\tilde{A}, \tilde{B})\) between two such pairs \(\tilde{A} = (\tilde{A}^1, \tilde{A}^2)\) and \(\tilde{B} = (\tilde{B}^1, \tilde{B}^2)\) is given by
\[
(\tilde{A}, \tilde{B}) = Q(\tilde{A} + \tilde{B}) - Q(\tilde{A}) - Q(\tilde{B}) + Q(0) = (\tilde{A}^2, \tilde{B}^1) + (\tilde{B}^2, \tilde{A}^1).
\]
(4.41)

The discussions in the later sections can be applied to this quadratic refinement and we get another realization of the \(p\)-form theory on the boundary in addition to the realization discussed in Sect. 3.

More interesting case is the case in which \(d = 2p+2\) and \(p\) is odd, such as \(p = 1\) and \(d = 4\). By using the totally antisymmetric tensor \(\epsilon_{ij} (i, j = 1, 2)\) with \(\epsilon_{21} = -\epsilon_{12} = 1\), we can write
\[
(\tilde{A}, \tilde{B}) = \epsilon_{ij}(\tilde{A}^i, \tilde{B}^j), \quad Q(\tilde{A}) = \frac{1}{2}\epsilon_{ij}(\tilde{A}^i, \tilde{A}^j).
\]
(4.42)

Therefore, there is an \(SL(2, \mathbb{Z})\) symmetry acting on the index \(i\) at the differential form level. At the more precise level of differential cohomology theory, we need to make sense of the factor \(\frac{1}{2}\) which appears in the definition of \(Q(\tilde{A})\). But it can be done if we consider an appropriate spin structure, which gives rise to new anomalies involving the \(SL(2, \mathbb{Z})\) symmetry. This \(SL(2, \mathbb{Z})\) duality is the generalization of the electromagnetic duality of Maxwell theory. We will discuss more details about it in Sect. 8.

5. Chiral \(p\)-Form Fields as Boundary Modes

By using the quadratic refinement \(Q(\tilde{A})\), we can now construct chiral or equivalently (anti-)self-dual \(p\)-form fields \(\tilde{B} \in \tilde{H}^p(X)\) in \((d = 2p+2)\)-dimensions as the boundary modes of bulk SPT phases.\(^{25}\)

5.1. The theory. As the bulk theory, we take the theory described by a dynamical field \(\tilde{A} \in \tilde{H}^{p+2}(Y)\) in \(d + 1 = 2p + 3\) dimensions. The Euclidean action is given by
\[
-S = -\int \frac{2\pi}{2e^2} F_A \wedge *F_A + 2\pi i\kappa (Q(\tilde{A}) - Q(0)) + 2\pi i(\tilde{A}, \tilde{C}),
\]
(5.1)

where \(e^2 > 0\) and \(\kappa \in \mathbb{Z}\) are parameters, and \(\tilde{C} \in H^{p+2}(Y)\) is a background field of the \(U(1)\) \(p\)-form symmetry of the theory. The pairing \((\tilde{A}, \tilde{C})\) between differential cohomology elements was defined in (4.1).

The term \(Q(0)\) depends only on the background metric and not on the dynamical field \(\tilde{A}\). The reason that we take the difference \(Q(\tilde{A}) - Q(0)\) rather than \(Q(\tilde{A})\) itself will be explained later.

The parameter \(e^2\) has a dimension of mass, and the theory has massive particles whose mass is of order \(|\kappa| e^2\). We take \(e^2\) to be very large so that there is no propagating degrees of freedom in the low energy limit. In the strict large \(e^2\) limit and the trivial background \(\tilde{C} = 0\), the action is given by
\[
-S = 2\pi i\kappa (Q(\tilde{A}) - Q(0)).
\]
This is a generalization of the spin abelian Chern–Simons theory studied in [89]. The metric dependence will be important later when we consider the gravitational anomaly of the boundary mode.

\(^{25}\) In \(d = 10\), the cohomology should be changed to the appropriate K-theoretic cohomology group as discussed in Sect. 4.5. Then the following discussions are valid also in that case with minor modifications.
If we quantize the theory (5.1) on a spatial manifold \( S^{p+1} \times S^{p+1} \), the dimension of the Hilbert space is given by \(|\kappa|\) in the limit \( e^2 \to \infty \).\(^{26}\) Thus the bulk theory would be a topologically ordered phase if \(|\kappa| > 1\). Such a topologically ordered phase is very interesting in itself. However, in this paper we mainly focus on invertible field theories, i.e. those theories whose Hilbert spaces are always one-dimensional, for the purpose of considering anomalies. Thus we restrict our attention to the case \( \kappa = \pm 1 \). This was the essential reason that we need the quadratic refinement: Without a quadratic refinement, we could have defined the theory by using an action \( 2\pi i(\hat{A}, \hat{A}) + \cdots \) which is roughly \( 2Q(\hat{A}) \). But such a theory has a Hilbert space on \( S^{p+1} \times S^{p+1} \) whose dimension is greater than 1. To get a one-dimensional Hilbert space to have an invertible field theory, we need a quadratic refinement.

If \( \kappa = \pm 1 \), it turns out that the partition function on an arbitrary closed manifold \( Y \) has unit norm \(|\mathcal{Z}(Y)| = 1\) (up to local counterterms), and in particular \(|\mathcal{Z}(S^1 \times X)| = 1\) on any spatial manifold \( X \) in the low energy limit. This \( \mathcal{Z}(S^1 \times X) \) is the dimension of the Hilbert space on \( X \), so the Hilbert space dimension is always one.

The discussion so far is valid on a closed manifold. Now we define the theory on a manifold \( Y \) with boundary \( X = \partial Y \). We need to impose an appropriate boundary condition. We adopt the Dirichlet type boundary condition which requires that the restriction \( \hat{A}|_X \) of the bulk gauge field \( \hat{A} \) to the boundary is zero. We denote this boundary condition as \( L \),

\[ L : \hat{A}|_{\partial Y} = 0. \tag{5.2} \]

Such a boundary condition is physically sensible. (For example, it is an elliptic boundary condition which guarantees well-defined perturbation theory; see [99] for a review.)

We have defined the pairing \( (\hat{A}, \hat{C}) \) and the quadratic refinement \( Q(\hat{A}) \) only on closed manifolds. Thus we need to explain how to define them on a manifold with boundary. Let us take a copy of the orientation reversal of \( Y \), which we denote as \( \overline{Y} \), and make a closed manifold \( Y_{\text{closed}} = Y \cup \overline{Y} \) which is obtained by gluing the two manifolds along the common boundary \( X \). The boundary condition \( \hat{A}|_X = 0 \) implies that we can extend the gauge field \( \hat{A} \) on \( Y \) to a gauge field on \( Y_{\text{closed}} \) in such a way that it is zero on \( \overline{Y} \), \( \hat{A}|_{\overline{Y}} = 0 \). After extending \( \hat{A} \) to \( Y_{\text{closed}} \) in this way, we define \( (\hat{A}, \hat{C}) \) and \( Q(\hat{A}) \) on \( Y \) as these quantities on \( Y_{\text{closed}} \).

Let us check a consistency of the above definition. If \( Y \) is closed, \( \partial Y = 0 \), then \( Y_{\text{closed}} = Y \cup \overline{Y} \) is just the disjoint union of \( Y \) and \( \overline{Y} \). Then the action \( S(Y_{\text{closed}}) \) defined by using \( Y_{\text{closed}} \) is just the sum of the action on \( Y \) and \( \overline{Y} \), \( S(Y_{\text{closed}}) = S(Y) + S(\overline{Y}) \). For a closed manifold \( Y \), the consistency of the original definition of the action and the new definition requires that \( S(\overline{Y}) = 0 \). This is indeed the case, because the gauge field

\(^{26}\) This quantization is done in the standard way, basically following [98]. By (4.7), and also by using the fact that \( w \) in that equation is zero on \( S^{p+1} \times S^{p+1} \), the equation of motion requires that the field is flat, \( F_A = 0 \). On \( S^{p+1} \times S^{p+1} \), the flatness also implies that \( \hat{A} \) is topologically trivial, and hence it can be written by a flat differential form \( \hat{A} = (0, A_A, 0) \). The gauge invariant degrees of freedom are \( \phi_i = \int_{S^{p+1}} A_A \), where the subscript \( i = 1, 2 \) distinguishes the two spheres \( S^{p+1} \). These variables take values in \( \mathbb{R}/\mathbb{Z} \). The Lagrangian (in Lorentz signature) is then given by \( \mathcal{L} = 2\pi \kappa \phi_1 \phi_2 \). The canonical quantization of this theory by regarding \( \phi := \phi_2 \) as the canonical position coordinate gives \( \sigma := 2\pi \kappa \phi_1 \) as the canonical momentum coordinate. The wave functions are \( \Psi_m(\phi) = e^{2\pi i m \phi} \) for \( m \in \mathbb{Z} \), but \( \phi_1 \sim \phi_1 + 1 \) or in other words \( \sigma \sim \sigma + 2\pi \kappa \) implies that the states \( \Psi_m \) and \( \Psi_{m+k} \) should be identified. Thus we get \( |\kappa| \) states. The quantization here is rather ad hoc, but a more precise treatment by regarding wave functions as holomorphic sections of a line bundle on \( T^2 = \{(\phi_1, \phi_2)\} \) would give the same result.
\( \tilde{\mathcal{A}} \) is trivial on \( \overline{Y} \) and the action vanishes for the trivial gauge field. This statement is true only after subtracting \( Q(0) \) from \( Q(\tilde{\mathcal{A}}) \) as in (5.1). In fact, the term \( Q(0) \) would give additional gravitational anomaly of the boundary theory, and hence its presence would change the theory in a significant way.

5.2. The boundary mode: differential form analysis. We have defined the theory whose action is (5.1) and the boundary condition is (5.2). Now we would like to see that a chiral \( p \)-form field \( \tilde{\mathcal{B}} \in \tilde{H}^{p+1}(X) \) is realized as the boundary mode of the bulk theory \( \tilde{\mathcal{A}} \in \tilde{H}^{p+2}(Y) \). First we show the existence of the mode by the differential form analysis. After that, we discuss the topology of \( \tilde{\mathcal{B}} \).

We consider a topologically trivial field \( \tilde{\mathcal{A}} = (0, A_A, dA_A) \) at the differential form level. For a topologically trivial \( \tilde{\mathcal{A}} \), the quadratic refinement \( \tilde{Q}(\tilde{\mathcal{A}}) \) is given as in (4.9),

\[
\tilde{Q}(\tilde{\mathcal{A}}) := Q(\tilde{\mathcal{A}}) - Q(0) = \int_Y \left( \frac{1}{2} A_A \wedge dA_A + w \wedge A_A \right),
\]

where \( w = 0 \) in \( d + 1 = 3 \) and \( d + 1 = 11 \), and \( w = -\frac{1}{2} p_1(R) \) in \( d + 1 = 7 \). (In \( d + 1 = 11 \), \( A_A \) here was denoted as \( C_A \) in Sect. 4.5). The action is given by

\[
-\mathcal{S} = 2\pi \int_Y \left( -\frac{1}{2e^2} dA_A \wedge *dA_A + i\kappa A_A \wedge dA_A + i(\kappa w + F_C) \wedge A_A \right),
\]

where \( F_C \) is the field strength of the background field \( \tilde{\mathcal{C}} \). Here \( e^2 \) is taken to be very large. But for the present purpose of finding the localized mode \( \tilde{\mathcal{B}} \), it is important to keep \( e^2 \) finite no matter how large it is.

The equation of motion is

\[
\frac{(-1)^{p+1}}{e^2} d * dA_A + i\kappa dA_A + i(\kappa w + F_C) = 0.
\]

From the equation of motion, one can see that the mass \( m \) of the field \( A_A \) is given by

\[
m = e^2 |\kappa|.
\]

We will consider the homogeneous equation of motion

\[
(-1)^{p+1} d * dA_A + im \text{ sign}(\kappa) dA = 0.
\]

The reason is that any solution of the equation of motion is given by the sum of a particular solution of the inhomogeneous equation and a general solution of the homogeneous equation. In particular, any fluctuations are given by homogeneous solutions.

Now a localized (anti-)self-dual \( p \)-form field \( \tilde{\mathcal{B}} \) is obtained as follows as a homogeneous solution of the above equation. We assume that near the boundary, \( Y \) is of the product form \((-\epsilon, 0] \times X \subset Y\). The metric is also the product, and the background is a pullback from \( X \). We denote the coordinate of \((-\epsilon, 0)\) as \( \tau \). The boundary is at \( \tau = 0 \).

Under the boundary condition (5.2), we can have the following ansatz \( A_A^{(L)} \) of a localized solution:

\[
A_A^{(L)} = d(e^{\eta \tau}) \wedge A_B,
\]
where $A_B$ is independent of $\tau$ and only depends on the coordinates of the boundary $X$. This ansatz is consistent with the boundary condition (5.2) because $d\tau|_{\partial Y} = 0$. In our convention, the coordinate $\tau$ is negative inside $Y$ and the above solution is localized exponentially to the boundary. It is localized more and more as the mass $m$ is increased.

The field strength is

$$F^{(L)}_A = dA^{(L)}_A = -d(e^{m\tau}) \wedge F_B,$$

where $F_B = dA_B$. The Hodge dual is

$$\star_Y F^{(L)}_A = -me^{m\tau}(\star_X F_B),$$

where the subscripts in $\star_Y$ and $\star_X$ indicate that the Hodge star is taken in the manifolds $Y$ and $X$, respectively.

Let us substitute the above ansatz into the homogeneous equation of motion (5.7). Then we get two equations from the terms with and without $d\tau$,

$$0 = \star_X F_B + i(-1)^{p+1}\text{sign}(\kappa)F_B,$$

$$0 = d(\star_X F_B).$$

The first equation is the self-dual or anti-self-dual equation depending on the sign of $\kappa$. The imaginary unit $i$ appears because we are working in Euclidean signature. In Lorentz signature, this imaginary unit disappears and we get the standard (anti-)self-dual equation of the chiral $p$-form field. The second equation is the equation of motion for $F_B = dA_B$. Therefore, we conclude that there is a localized (anti-)self-dual field living on the boundary when we impose the local boundary condition given by (5.2).

5.3. Topology of the boundary mode. We have seen that there is a localized mode $\tilde{B}$ on the boundary. The discussion so far assumed that $\tilde{A}$ and $\tilde{B}$ are topologically trivial. Let us now consider what kind of non-trivial topology is allowed for $\tilde{B}$. First we remark that the topology of the bulk field is classified by $H^{p+2}(Y, X, \mathbb{Z})$ i.e. cohomology on $Y$ which vanishes on the boundary $X = \partial Y$. The reason is that the field is trivial on the boundary due to the boundary condition $L : \tilde{A}|_{\partial Y} = 0$.

We have assumed that the manifold $Y$ looks like $(-\epsilon, 0] \times X$ near the boundary. The fundamental property of a localized mode is that it decays quickly inside $Y$, and in particular it is very small at $\tau = -\epsilon$. This implies that the localized mode $\tilde{B}$ is topologically trivial at $\tau = -\epsilon$. Also, the boundary condition $L$ says that $\tilde{B}$ is topologically trivial at $\tau = 0$.

The above facts imply the following. Let $I = [-\epsilon, 0]$ be the interval on which the localized solution is concentrated. For a solution $\tilde{A}^{(L)}$ which gives a localized solution $\tilde{B}$, its topological class $[N_{\tilde{A}^{(L)}}] \in H^{p+2}(Y, X, \mathbb{Z})$ must be trivial on the boundary of $I \times X$. Such a topological class is always of the form

$$[N_{\tilde{A}^{(L)}}] = \mu \cup [N_B],$$

where $[N_B] \in H^{p+1}(X, \mathbb{Z})$ is some topological class in $X$, and $\mu \in H^1(I, \partial I, \mathbb{Z})$ is the unique cohomology class in $I$ which vanishes on the boundary $\partial I$. This is interpreted as the fact that the topology of $\tilde{B}$ is classified by $[N_B] \in H^{p+1}(X, \mathbb{Z})$. 


The discussion above was formulated in the case of ordinary differential cohomology. More abstract version of the above discussion is as follows; readers who are not familiar with algebraic topology may skip the next paragraph. The argument there is essential in the case of $d = 10$, where we need to use differential K-theory, discussed in Sect. 4.5.

The topology of $\tilde{A}^{(L)}$ is such that it is concentrated on $I \times X$ and it is trivial on $\partial I \times X$. Then we can consider that it comes from the suspension $SX$ which is obtained from $I \times X$ by collapsing each of $\{-\epsilon\} \times X$ and $\{0\} \times X$ to a point. Let $E^{p+2}(Y)$ be the generalized cohomology group which classifies the topology of $\tilde{A}$. Then the topology of $\tilde{A}^{(L)}$ is classified by $E^{p+2}(SX)$. By the axioms of generalized cohomology, we have $E^{p+2}(SX) = E^{p+1}(X)$. This is the cohomology group which classifies the topology of $\tilde{B}$. This more abstract reasoning applies not only for the case of differential cohomology for which $E^q = H^q$, but also to the case of differential K-theory for which $E^q = K^q$. For example, for Type IIB string theory, we consider a $d + 1 = 11$ dimensional theory with $\tilde{A} \in \tilde{K}(Y)$ whose topology is classified by $K^0(Y)$. Then the topology of $\tilde{B}$ is classified by $K^{-1}(X)$. This $\tilde{B}$ is the RR-field in $d = 10$ dimensions.

In our formulation, the manifold $X$ appears as the boundary of $Y$. In this case, there is another point which needs to be taken into account in the path integral of the bulk theory $\tilde{A}$. For concreteness we discuss it for ordinary cohomology, but the discussion would be valid for generalized cohomology if an appropriate Poincaré duality theorem would be available.

We consider the homomorphism $\delta : H^{p+1}(X, \mathbb{Z}) \to H^{p+2}(Y, X, \mathbb{Z})$ which is given by embedding $I \times X$ into $Y$ in the way described above. This is the map which appears in the long exact sequence of the pair $(Y, X)$,

$$\cdots \to H^{p+1}(Y) \to H^{p+1}(X) \to H^{p+2}(Y, X) \to \cdots \ . \quad (5.14)$$

Now, even if an element $[N_B] \in H^{p+1}(X, \mathbb{Z})$ is nontrivial, its image $[N_{A^{(L)}}] \in H^{p+2}(Y, X, \mathbb{Z})$ under the above map may be zero. Roughly speaking, the map $\delta$ reduces half of the elements of $H^{p+1}(X, \mathbb{Z})$. Let us neglect torsion elements of cohomology groups for simplicity. Let $A = \ker \delta$ and let $B$ be such that $H^{p+1}(X, \mathbb{Z}) = A \oplus B$. The Poincaré duality and the above exact sequence imply that the pairing $(a, b) \in A \times B \to \int_X a \cup b \in \mathbb{Z}$ is a perfect pairing while $\int_X a_1 \cup a_2 = 0$ for $a_1, a_2 \in A$.\footnote{This is shown as follows. For simplicity we consider real coefficients $\mathbb{R}$ so that cohomology groups can be regarded as vector spaces. First, the exact sequence (5.14) implies that $\ker \delta$ is the image of $H^{p+1}(Y) \to H^{p+1}(X)$. So let us uplift $a_1, a_2 \in A$ to elements of $H^{p+1}(Y)$. Then $\int_X a_1 \cup a_2 = \int_Y \delta(a_1) \cup a_2 = 0$. Next, notice that $\delta : B \to H^{p+2}(Y, X)$ is injective since $A$ is the kernel. Let $\beta_i (i = 1, 2, \ldots)$ be a basis of $B$. The Poincaré duality between $H^{p+2}(Y, X)$ and $H^{p+1}(Y)$ implies that there are dual elements $\alpha^i \in H^{p+1}(Y)$ such that $\int_Y \delta(\beta_j) \cup \alpha^i = \delta_j^i$. But $\int_Y \delta(\beta_j) \cup \alpha^i = \int_Y \delta(\beta_j) \cup \alpha^i = \int_X \beta_j \cup \alpha^i$, so we get $\int_X \beta_j \cup \alpha^i = \delta_j^i$. This in particular implies that $\alpha^i$ regarded as elements of $A \subset H^{p+1}(X)$ are linearly independent, and hence $\dim A \geq \dim B$. Because $\int_X a_1 \cup a_2 = 0$ for any $a_1, a_2 \in A$, the Poincaré duality in $H^{p+1}(X)$ is possible only if $\alpha^i$ span the entire $A$ and $\dim A = \dim B$. We conclude that $\alpha^i$ and $\beta_j$ are bases of $A$ and $B$ with $\int_X \alpha^i \cup \alpha^j = 0$ and $\int_X \beta_j \cup \alpha^i = \delta_j^i$. By shifting $\beta_j$ by linear combinations of $\alpha^i$ if necessary, we can also take $\beta_j$ such that $\int_X \beta_i \cup \beta_j = 0$.} We can also choose $B$ in such a way that $\int_X b_1 \cup b_2 = 0$ for $b_1, b_2 \in B$.

The image of $A$ is topologically trivial and hence the corresponding localized solution is unstable and decays to the trivial solution. Thus the bulk path integral only sums over the image of $B$. In this way the topology of the boundary mode $\tilde{B}$ is restricted.
Splitting as $H^{p+1}(X, \mathbb{Z}) = A \oplus B$ and summing only over one of them (say $B$) is the prescription used in the definition of the partition function of chiral $p$-form fields discussed in [45–47] without introducing the bulk $Y$. It would be interesting to reproduce the precise partition function of [45–47] by using our formalism.

### 5.4. Local boundary condition and the anomaly

Now we describe the anomaly of the boundary mode $\tilde{B}$. The discussion here follows the one given in [32]. There, the case that chiral fermions appear as boundary modes was discussed. The bulk theory is a massive fermion $L = -\tilde{\Psi}(\dot{\phi} - m)\Psi$ (with $m > 0$) with the boundary condition $L : (1 - \gamma^\tau)\Psi|_{\partial Y} = 0$, where $\gamma^\tau$ is the gamma matrix in the direction $\tau$ orthogonal to the boundary. The localized chiral fermion appears in the ansatz

$$\Psi = \exp(m\tau)\chi, \quad \gamma^\tau \chi = \chi, \quad D_X \chi = 0, \quad (5.15)$$

where $D_X$ is the Dirac operator on $X = \partial Y$. Notice the similarity between (5.15) and (5.8), (5.12). Chiral fermions and chiral $p$-form fields are realized in a similar way from a bulk theory with a mass gap.\(^\text{28}\)

In fact, many of the discussions in [32] can be made abstract and general without specifying the theory. We would like to present this abstract argument.

Abstractly, suppose that we have a theory $T$ in $(d + 1)$ dimensions. We assume that there is a mass gap $m$ which is very large. We also assume that the low energy limit of $T$ is not topologically ordered, which means that the ground state $|\Omega\rangle$ is unique up to a phase on any $d$-dimensional (spatial) manifold $X$.

We put the theory $T$ on a manifold $Y$ with boundary $X = \partial Y$. We impose a local boundary condition which we denote as $L$. $L$ is assumed to preserve all relevant symmetries of the bulk theory so that the background field on $Y$ is not restricted on the boundary $X$.

We want to study the partition function $Z(Y, L)$ of the theory $T$ on $Y$ with the boundary condition $L$. If we perform the path integral of the theory on $Y$ (or more abstractly by axioms of quantum field theory), we get a state vector $|Y\rangle \in \mathcal{H}_X$. Here $\mathcal{H}_X$ is the Hilbert space on $X$. The local boundary condition $L$ also corresponds to some state vector $\langle L | \in \mathcal{H}_X^*$ in the dual space $\mathcal{H}_X^*$. (See [32] for the explicit construction of $\langle L |$ in the case of fermions.) In this point of view, the partition function is given by the inner product

$$Z(Y, L) = \langle L | Y \rangle. \quad (5.16)$$

When the bulk has a large mass gap and the boundary has a boundary mode, we want to regard this partition function as the partition function of the boundary mode.

The path integral in the region $(-\epsilon, 0) \times X$ near the boundary gives a Euclidean time evolution $e^{-\epsilon H}$ where $H$ is the Hamiltonian on $X$. Because of the large mass gap, this is not relevant for the calculation of the partition function. However, if the mass gap is not large, the calculation becomes significantly harder.

---

\(^\text{28}\) There is one difference between the cases of fermions and $p$-form gauge fields. In the case of fermions, chiral fermions are often realized in the literature as domain wall fermions in which we vary the mass parameter from positive to negative values as a function of space coordinates $m(y), \ y \in Y$. However, such a domain wall construction by a varying parameter is not possible in the case of $p$-form gauge fields. The parameter $\kappa$ is quantized and cannot be changed as a function of the space coordinate. Also, the parameter $\epsilon^2$ is positive and hence it does not make sense to change $\epsilon^2$ from positive to negative values. In this case, what is physically sensible is the local boundary condition $L$. Thus the strategy of [32] becomes especially important for the purposes of the present paper.
Euclidean time evolution is dominated by the ground state,

\[ e^{-\epsilon H} \rightarrow |\Omega\rangle \langle \Omega| \quad (m \epsilon \rightarrow \infty). \] (5.17)

This means that the state vector \( |Y\rangle \) is proportional to the ground state in the large mass-gap limit

\[ |Y\rangle \propto |\Omega\rangle. \] (5.18)

By using this property, we can split the partition function as

\[ Z(Y, L) = \langle L|\Omega\rangle \langle \Omega|Y\rangle. \] (5.19)

Roughly speaking, \( \langle \Omega|Y\rangle \) is the bulk contribution, and \( \langle L|\Omega\rangle \) is the boundary mode partition function. In [32], it was explicitly shown that the absolute value of \( \langle L|\Omega\rangle \) is the absolute value of the partition function of the boundary chiral fermion. We refer the reader to [32] for more precise expressions including the phase factor. Also, it is shown in [40] that \( \langle L|\Omega\rangle \) gives the Maxwell partition function when \( d = 4 \) and the bulk \( d + 1 = 5 \)-dimensional theory is taken to be the theory which is analogous to the one given by (5.1). It would be very interesting to do more general analysis in the case of the theory (5.1).

In general, the ground state vector \( |\Omega\rangle \) has phase ambiguities due to Berry phases. Therefore, in general, it is not possible to fix the phase of \( \langle L|\Omega\rangle \). However, the combination \( Z(Y, L) = \langle L|\Omega\rangle \langle \Omega|Y\rangle \) does not suffer from such phase ambiguity and we want to interpret \( Z(Y, L) \) as the partition function of the boundary mode. The problem is that the definition of \( Z(Y, L) \) requires the \( (d + 1) \)-dimensional manifold \( Y \) rather than \( X \) on which the boundary mode lives. So let us study the dependence of \( Z(Y, L) \) on \( Y \).

For this purpose, we need some preparation. When \( Y \) has a boundary, we set \( Z(Y) = |Y\rangle \in \mathcal{H}_Y \). (In particular, the Hilbert space on an empty space \( \mathcal{H}_\emptyset \) is taken to be \( \mathbb{C} \) and hence \( Z(Y) \) is a complex number for closed manifolds.) Now we claim that \( Z(Y) \) has the unit norm \( |Z(Y)| = 1 \), if we add appropriate local counterterms to the theory \( T \). The reason is as follows. The theory \( T \) has only one state \( |\Omega\rangle \) in the low energy limit, so we can regard it almost as an invertible field theory in low energies. If we have an invertible field theory \( T \) whose Hilbert space \( \mathcal{H}_X \) is always one-dimensional on any \( X \), then we can define another invertible field theory \( |T| \) as follows. The Hilbert space of \( |T| \) is not only one-dimensional, but is defined to be canonically isomorphic to \( \mathbb{C} \) on any space \( X \). We also define \( Z \) of the theory \( |T| \) to be the absolute value of \( Z \) of the theory \( T, |Z| \). The theory \( |T| \) defined in this way satisfies the axioms of quantum field theory due to the property that \( \mathcal{H}_X \) is always one-dimensional. We can also take the inverse \( |T|^{-1} \) in the obvious way. This invertible field theory \( |T|^{-1} \) can be regarded as a local counterterm, and the modified theory \( T \otimes |T|^{-1} \) has \( Z \) which have unit norm. In the following we assume that we have added such a local counterterm to \( T \).

In particular, \( \langle \Omega|Y\rangle \) is a pure phase, \( |\langle \Omega|Y\rangle| = 1 \) since \( |Y\rangle \) has unit norm. Now we can study the dependence of \( Z(Y, L) \) on \( Y \). Let us take another manifold \( Y' \) with \( \partial Y' = X \). Let \( Y_{\text{closed}} = Y \cup \bar{Y}' \) be the closed manifold obtained by gluing \( Y \) and \( \bar{Y}' \). Then we have

\[ \frac{Z(Y, L)}{Z(Y', L)} = \frac{\langle \Omega|Y\rangle}{\langle \Omega|Y'|\rangle} = \frac{\langle Y'|\Omega\rangle \langle \Omega|Y\rangle}{\langle Y'|\Omega\rangle} = \frac{\langle Y'|Y\rangle}{\langle Y'|Y\rangle} = Z(Y_{\text{closed}}), \] (5.20)

where we have used the fact that \( |Y\rangle \propto |\Omega\rangle \) as shown in (5.18). Notice that the boundary contribution \( \langle L|\Omega\rangle \) cancels out in the ratio.
We conclude that if \( Z(Y_{\text{closed}}) = 1 \) on any closed manifold \( Y_{\text{closed}} \), then \( Z(Y, L) \) is independent of \( Y \) and hence can be regarded as the partition function of the boundary mode. In other words, nontrivial value of \( Z(Y_{\text{closed}}) \) is the anomaly of the boundary theory; see Sect. 3 of [32] for details about more precise statement.\(^{29}\) We also denote the anomaly as

\[
\mathcal{A}(Y_{\text{closed}}) = \frac{1}{2\pi i} \log Z(Y_{\text{closed}}).
\]

This concludes the general discussion of the anomaly of the boundary theory which is constructed from the theory \( \mathcal{T} \) with local boundary condition \( L \).

**6. Computation of the Anomaly of the Chiral \( p \)-Form Field**

We have seen that the anomaly of the chiral \( p \)-form field is given by the partition function of the theory whose action is given by (5.1). For the bulk computation, we can take the low energy limit \( e^2 \to \infty \) to neglect the first term. (It was necessary to keep \( e^2 \) to be finite but very large for the purpose of deriving the localized boundary mode as in Sect. 5.2. Without the boundary, we can safely take the limit \( e^2 \to \infty \).)

We also assume \( |\kappa| = 1 \) throughout this section. However, we remark that some of the computations in this section are valid in the cases of \( |\kappa| > 1 \) which are topologically ordered. Those cases \( |\kappa| > 1 \) may be relevant to fractional quantum hall effects in \( d = 2 \) and some superconformal field theories in \( d = 6 \).

When \( \kappa = \pm 1 \), we can modify the definition of \( \tilde{C} \) as \( \tilde{C} \to \kappa \tilde{C} \). This modification is not essential at all but it simplifies later equations somewhat. Then we get the action

\[
-S = 2\pi i \kappa \tilde{Q}(\tilde{A}) + 2\pi i \kappa (\tilde{A}, \tilde{C}),
\]

where \( \tilde{Q}(\tilde{A}) = Q(\tilde{A}) - Q(0) \). We take this action as the starting point of this section and compute its partition function.

The partition function can be computed in two steps. The first step is to find classical saddle points. The second step is to take into account the one-loop determinant.

Suppose that the gauge field \( \tilde{A} \) is given as

\[
\tilde{A} = \tilde{A}_0 + \tilde{a},
\]

where \( \tilde{a} = (0, A_a, dA_a) \) is topologically trivial. By the general results of Sect. 4.1 and the concrete constructions of Sect. 4.3, 4.4 and 4.5, the above action is expanded in \( \tilde{a} \) as

\[
-S = 2\pi i \kappa \left( \tilde{Q}(\tilde{A}_0) + (\tilde{A}_0, \tilde{C}) + \int \left( \frac{1}{2} A_a \wedge dA_a + (F_{A_a} + \mathbf{w} + F_C) \wedge A_a \right) \right),
\]

where \( \mathbf{w} = 0 \) in \( d + 1 = 3 \) and \( d + 1 = 11 \), and \( \mathbf{w} = -\frac{1}{3} p_1(R) \) in \( d + 1 = 7 \). In particular, it stops at the quadratic order in \( \tilde{a} \) and the theory is free without interactions if the metric and \( \tilde{C} \) are background fields. Thus the classical action at the saddle points and the one-loop determinants around them are sufficient to obtain the complete nonperturbative result.

\(^{29}\) In the above discussion, we have considered the specific invertible field theory \( |\mathcal{T}| \). However, we can consider any invertible field theory \( \mathcal{T}_{\text{counterterm}} \) whose Hilbert spaces are canonically isomorphic to \( \mathbb{C} \), and modify \( \mathcal{T} \) as \( \mathcal{T} \otimes \mathcal{T}_{\text{counterterm}} \). Anomalies are classified by invertible field theories \( \mathcal{T} \) up to such counterterms \( \mathcal{T}_{\text{counterterm}} \).
We point out that a careful path-integral analysis of abelian Chern–Simons theories was presented in \[100,101\] for \(d + 1 = 3\). We also point out that the general formula of the anomaly in terms of the signature index and the Arf invariant, (6.47), was previously found by Monnier from a different approach, see e.g. \[11,13\]. There are two major differences of our approach from Monnier’s: the first is that we started from the coupled bulk-boundary system with a known action in the bulk and a specific boundary condition \(L\) realizing a chiral \(p\)-form field on the boundary, whereas Monnier tried to characterize the holonomy of the line bundle on which the partition function of the boundary theory takes values in by an indirect argument. The second is that Monnier worked in general spacetime dimensions equipped with Wu structures, whereas we only consider spacetime dimensions where a spin structure induces a canonical Wu structure and a quadratic refinement. This also allows a significant simplification of the final formula which is given simply in terms of the \(\eta\)-invariant of the fermion, (6.49), for \(d + 1 = 3\) and 7.

6.1. The structure of the partition function. Classical saddle points are found by solving the equations of motion which can be easily obtained from (6.3). If \(\hat{A}_0\) is a classical solution, we get from (6.3) that

\[
F_{\hat{A}_0} + w + F_C = 0.
\]

Let us set

\[
\hat{A}_1 = \hat{A}_0 + \hat{C}.
\]

For a classical solution \(\hat{A}_0\), the action simplifies to

\[
-S = 2\pi i \kappa \left( -\hat{Q}(\hat{C}) + \hat{Q}(\hat{A}_1) + \int \frac{1}{2} A_a \wedge dA_a \right),
\]

where we have used \(\hat{Q}(\hat{A}_1) = \hat{Q}(\hat{A}_0) + \hat{Q}(\hat{C}) + (\hat{A}_0, \hat{C})\). \(\hat{A}_1\) is constrained by the condition that

\[
F_{\hat{A}_1} = -w.
\]

The moduli space of classical solutions \(\mathcal{M}\) has the following structure, as was nicely illustrated in [39]. If \(\hat{A}_1\) and \(\hat{A}_1'\) are two classical solutions, then \(\hat{A}_1 - \hat{A}_1'\) is a flat gauge field. Then the moduli space is split based on the topological class as

\[
\mathcal{M} = \bigsqcup_{j \in J} \mathcal{M}_j,
\]

where the elements of each \(\mathcal{M}_j\) have a fixed topology \([\mathcal{N}_{A_1}]_\mathbb{Z} \in H^{p+2}(Y, \mathbb{Z})\) such that \([\mathcal{N}_{A_1}]_\mathbb{R} = -[w]\), where \([w]\) is the de Rham cohomology class of \(w\). The index set \(J\) is thus a torsor over \(H^{p+2}(Y, \mathbb{Z})\) and is (not necessarily canonically) isomorphic to it. Here \(H^{p+2}(Y, \mathbb{Z})\) is the kernel of the map \(H^{p+2}(Y, \mathbb{Z}) \to H^{p+2}(Y, \mathbb{R})\). Then each \(\mathcal{M}_j\) is a torsor over the space of topologically trivial flat gauge field \(H^{p+1}(Y, \mathbb{Z}) \otimes \mathbb{R}/\mathbb{Z}\), and in particular is (not canonically) isomorphic to it. In particular, this is independent of \(j \in J\). The classical action is constant on each connected component \(\mathcal{M}_j\), and hence the path integral over \(H^{p+1}(Y, \mathbb{Z}) \otimes \mathbb{R}/\mathbb{Z}\) gives a fixed factor which we denote as \(N_0 > 0\).

Let us take \(A_a\) to be topologically trivial gauge fields which are orthogonal to flat gauge fields. The part of the action which contains \(A_a\) can be rewritten as

\[
-S \supset \int \frac{2\pi i \kappa}{2} A_a \wedge \ast (\ast dA_a),
\]

(6.8)
where we have inserted $*^2$ which is identity in odd dimensional manifold. The path integral over $A_a$ gives a one-loop factor $\det'(-i\kappa \ast d)^{-\frac{1}{2}}$. Here, the prime in $\det'$ means that we omit flat gauge fields which are zero modes of $d$. We will discuss more about this determinant later.

The total partition function is given by

$$Z(Y) = \left( N_0 \exp(-2\pi i\kappa \widetilde{Q}(\tilde{C})) \right) \left( \sum_{j \in J} \exp(2\pi i\kappa \widetilde{Q}(\tilde{A}_1^{(j)})) \right) \det'(-i\kappa \ast d)^{-\frac{1}{2}}. \quad (6.9)$$

The first factor comes from the integral over topologically trivial flat fields. The second factor comes from the sum over different topological sectors which are labelled by $j \in J$, and $\tilde{A}_1^{(j)} \in M_j$ is an arbitrary point of $M_j$. Finally, the third factor is the one-loop determinant.

The background field $\tilde{C}$ for the $p$-form symmetry appears in the above result only as a factor $\exp(-2\pi i\kappa \widetilde{Q}(\tilde{C}))$. Therefore, we can already see that the $p$-form symmetry has the anomaly described by this factor. The other factors give the gravitational anomaly of the chiral $p$-form field. Let us study these factors.

For the computation of $\det'(-i\kappa \ast d)^{-\frac{1}{2}}$, we first review the signature index theorem. Readers who are not interested in technical details may skip the next subsection and go to Sect. 6.3. The reason that the signature index theorem becomes important is that the phase part of $\det'(-i\kappa \ast d)^{-\frac{1}{2}}$ will be given by the exponential of the $\eta$-invariant of the Dirac-type operator associated to the signature index. The fact that the signature index theorem is important for the anomaly of a chiral $p$-form field was first found in perturbation theory in [8].

### 6.2. Signature index theorem

As preliminaries to the computation of the one-loop factor, we review some technical details of the signature index theorem. One of the purposes is to study all the sign factors carefully. It is also useful for practical computations of the signature $\eta$-invariant.

On $2m$-dimensional oriented manifolds, the signature operator can be defined as follows by using a Dirac operator.

Let $S = S^+ \oplus S^-$ be the spin bundle, where $S^\pm$ are spin bundles with positive and negative chirality, respectively. Then $S \otimes S^*$ is isomorphic to $\bigoplus_k \Lambda^k T^* W$. More explicitly, a section $\Phi$ of the bi-spinor bundle $S \otimes S^*$ can be identified with a sum of $k$-forms $\omega^{(k)}$ as

$$\Phi = \sum_{k=0}^{2m} \frac{i^k}{k!} \Gamma^{I_1 \cdots I_k} \omega^{(k)}_{I_1 \cdots I_k}, \quad (6.10)$$

where $\Gamma^{I_1 \cdots I_k}$ is defined by anti-symmetrizing the product of gamma matrices $\Gamma^I_1 \cdots \Gamma^I_k$ (e.g. $\Gamma^{I_1 \cdots I_k} = \Gamma^I_1 \cdots \Gamma^I_k$). The factor $i^k$ is introduced for later convenience.

We have a formula

$$\Gamma^I \Gamma^{I_1 \cdots I_k} = \Gamma^{I_1 \cdots I_k} + \sum_{j=1}^k (-1)^{j-1} g^{H_j} \Gamma^{I_1 \cdots \hat{I}_j \cdots I_k}, \quad (6.11)$$
where the hat on $\hat{I}_j$ means that we omit that index. Using this formula, we see that

$$i \Gamma^I D_I \Phi = \sum_{k=0}^{2m} i^k k! \Gamma^{I_1 \cdots I_k} (k D_I \omega^{I_1 \cdots I_k} - D_I \omega^{I_1 \cdots I_k})$$

$$= \sum_{k=0}^{2m} i^k k! \Gamma^{I_1 \cdots I_k} (d \omega^{I_1 \cdots I_k} + d \omega^{I_1 \cdots I_k} + \omega^{I_1 \cdots I_k}). \quad (6.12)$$

This implies that for the sum

$$\omega = \sum_{k=0}^{2m} \omega^{(k)} \quad (6.13)$$

the action of the Dirac operator $D^{\mathrm{sig}} = i \Gamma^I D_I$ on $\Phi$ is equivalent to the action of $(d + d\dagger)$ on $\omega$,

$$D^{\mathrm{sig}} \Phi \iff (d + d\dagger) \omega. \quad (6.14)$$

Let us define the chirality operator in $d = 2m$ dimensions as

$$\Gamma = i^{-m} \Gamma^1 \cdots \Gamma^{2m}, \quad (6.15)$$

which has the standard properties $\Gamma^\dagger = \Gamma$, $\Gamma^2 = 1$. We have a formula

$$\Gamma \Gamma^{I_1 \cdots I_k} = \frac{i^{-m} (-1)^{\frac{1}{2} k(k+1)}}{(2m - k)!} \epsilon^{I_1 \cdots I_k I_{k+1} \cdots I_{2m}} \Gamma^{I_{k+1} \cdots I_{2m}}. \quad (6.16)$$

By using this formula, we get

$$\Gamma \Phi = \sum_{k=0}^{2m} \frac{i^k k!}{k!} \frac{i^{-m} (-1)^{\frac{1}{2} k(k+1)}}{(2m - k)!} \epsilon^{I_1 \cdots I_k I_{k+1} \cdots I_{2m}} \Gamma^{I_{k+1} \cdots I_{2m}} \omega^{(k)}_{I_1 \cdots I_k}$$

$$= \sum_{k=0}^{2m} \frac{i^{2m-k}}{(2m - k)!} \epsilon^{I_1 \cdots I_k I_{k+1} \cdots I_{2m}} \Gamma^{I_{k+1} \cdots I_{2m}} (\ast \omega^{(k)})_{I_1 \cdots I_k}. \quad (6.17)$$

where $\ast$ is the Hodge dual. Thus the chirality operator $\Gamma$ acting on $\Phi$ is equivalent to the Hodge operator up to a phase factor. Let $K$ be the operator which gives the degree of a form, such that $K \omega^{(k)} = k \omega^{(k)}$. Then $\Gamma$ is equivalent to $\ast \cdot i^K (K-1)^{+m}$,

$$\Gamma \iff \ast \cdot i^K (K-1)^{+m}, \quad (6.18)$$

where $\ast \cdot i^K (K-1)^{+m}$ maps $\omega^{(k)}$ to $i^{k(k-1)+m} \ast \omega^{(k)}$.

In particular, if the dimension is $4\ell$ (i.e. $m = 2\ell$), the chirality operator on $2\ell$-form coincides with the Hodge dual $\ast$. The signature is defined as the number of zero modes of $d + d\dagger$ with $\ast = +1$ minus the number of zero modes with $\ast = -1$. Thus the index of the Dirac operator $D^{\mathrm{sig}}$ coincides with the signature.

The characteristic class relevant for the above index theorem is given by

$$L = \hat{A}(R) \operatorname{tr}_S \exp \left( i \frac{1}{2\pi} R \right) = \prod_{i=1}^{m} x_i \coth(x_i/2), \quad (6.19)$$
where the trace is taken in the spin representation $S$, and $\pm x_i$ are Chern roots, i.e., formal eigenvalues of the Riemann curvature 2-form $R$. We have, $\hat{A}(R) = \prod_{i=1}^{m} \frac{x_i/2}{\sinh(x_i/2)}$

On a closed manifold $Z$, the signature is given by

$$\text{index } D_{\text{sig}} = \int_Z L. \quad (6.20)$$

If the $2m$-dimensional manifold $Z$ has a boundary $\partial Z = Y$, the relevant $\eta$-invariant is defined as follows. From now on we put subscript $Z$, $Y$ etc. to quantities on the respective manifolds. See Sect. 4.2 for the general description of the APS index theorem.

On $Y$, we restrict attention to the modes with $P_+ \Phi = \Phi$, where $P_+ = \frac{1}{2}(1 + \Gamma_Z)$. We represent the Dirac operator $D_{Z}^{\text{sig}}$ on $Z$ near the boundary $(-\epsilon, 0] \times Y$ as

$$D_{Z}^{\text{sig}} = i\Gamma^I_Z D_I = i\Gamma^s_Z (\partial_s + \Gamma^s_Z \Gamma_Z^{I'}) = i\Gamma^s_Z (\partial_s + D_Y^{\text{sig}}), \quad (6.21)$$

where $s$ is the coordinate $s \in (-\epsilon, 0]$, the index $I'$ runs over the directions of $Y$, and $I$ runs over the directions of $Z$. The operator $D_Y^{\text{sig}} = P_+ D_Y^{\text{sig}}$ is the relevant operator for the $\eta$-invariant.

We want to see how the operator $D_Y^{\text{sig}}$ looks like on differential forms $\omega^{(k)}$. We first decompose $\omega^{(k)}$ near the boundary as

$$\omega^{(k)} = \omega^{(k)}_1 + ds \wedge \omega^{(k-1)}_2, \quad (6.22)$$

where $\omega^{(k)}_1$ and $\omega^{(k-1)}_2$ do not contain $ds$. The condition $P_+ \Phi = \Phi$ and the fact that $\Gamma_Z$ corresponds to $\ast_Z \cdot i^{K(K-1)+m}$ implies that $\omega^{(k)}_1$ and $\omega^{(2m-k-1)}_2$ are related to each other, so we can restrict attention to $\omega^{(k)}_1$. The $\omega^{(k-1)}_2$ is just determined by $ds \wedge \omega^{(k-1)}_2 = \ast_Z \cdot i^{K(K-1)+m} \left( \omega^{(2m-k)}_1 \right)$. Let us define

$$\Phi_1 = \sum_{k=0}^{2m-1} \frac{i^k}{k!} \Gamma_Z^{I_1 \cdots I_k} \omega^{(k)}_1 I_1^{I'} \cdots I_k^{I'}. \quad (6.23)$$

Then $\Phi = \Phi_1 + \Gamma_Z \Phi_1$.

We are going to show the following correspondence

$$D_Y^{\text{sig}} \Phi \iff \left( \ast_Y d_Y i^{K(K-1)+m} - d_Y \ast_Y i^{K(K+1)+m} \right) \omega_1. \quad (6.24)$$

This operator was given by Atiyah–Patodi–Singer in a slightly different convention [48]. To show this correspondence, we need some technical computation.

We act $D_Y^{\text{sig}}$ on $\Phi$ to get

$$D_Y^{\text{sig}}(\Phi_1 + \Gamma_Z \Phi_1) = \frac{1}{2}(1 + \Gamma_Z) \Gamma_Z^{I'} \Gamma_Z^{I'} D_I(1 + \Gamma_Z) \Phi_1$$

$$= \Gamma_Z \Gamma_Z^{I'} \Gamma_Z^{I'} D_I \Phi_1 + \Gamma_Z^{I'} \Gamma_Z^{I'} D_I \Phi_1. \quad (6.25)$$

When we expand the bi-spinor in terms of the products of gamma matrices $\Gamma_I^s$, the first factor $\Gamma_Z \Gamma_Z^{I'} \Gamma_Z^{I'} D_I \Phi_1$ does not contain $\Gamma_Z^s$ (because $\Gamma_Z$ contains one $\Gamma_Z^s$ which cancels
another $\Gamma_Z^s$, while the second factor $\Gamma_Z^s \Gamma_Z^{l'} D_{l'} \Phi_1$ contains one $\Gamma_Z^s$. Therefore, to see
the action on $\omega_1$, we study $\bar{\Gamma}_Z \Gamma_Z^s \Gamma_Z^{l'} D_{l'} \Phi_1$.

The operator $i \Gamma_Z^{l'} D_{l'}$ on $\Phi_1$ corresponds to $d_Y + \d_Y^\dagger$ on $\omega_1$,

$$i \Gamma_Z^{l'} D_{l'} \iff d_Y + \d_Y^\dagger. \tag{6.26}$$

Thus we need to study $-i \bar{\Gamma}_Z \Gamma_Z^s$. We define it as $\bar{\Gamma}_Y$.

Taking $s$ as the $I = 1$ direction, we have

$$\bar{\Gamma}_Y := i \Gamma_Z^s \bar{\Gamma}_Z = i^{-m+1} \Gamma_Z^2 \cdots \Gamma_Z^{2m}.$ \tag{6.27}$$

It has the property that

$$\bar{\Gamma}_Y \Gamma_Z^{l_1 \cdots l_k} = i^{-m+1} (-1)^{\frac{1}{2}k(k-1)} \frac{1}{(2m-1-k)!} \epsilon_{y}^{l_1 \cdots l_k l_{k+1} \cdots l_{2m-1}} (\Gamma_Z)_{l_{k+1} \cdots l_{2m-1}}. \tag{6.28}$$

By using this equation to (6.23), we obtain

$$\bar{\Gamma}_Y \Phi_1 = \sum_{k=0}^{2m-1} \frac{i^{2m-1-k}}{(2m-1-k)!} i^{k(k+1)+m+2} (\Gamma_Z)_{l_{k+1} \cdots l_{2m-1}} \star_Y (\omega_1^{(k)})_{l_{k+1} \cdots l_{2m-1}}, \tag{6.29}$$

where $\star_Y$ is the Hodge dual on the boundary $Y$. Thus we get the correspondence

$$\bar{\Gamma}_Y \iff \star_Y \cdot i^{K(K+1)+m+2}. \tag{6.30}$$

Therefore, $D_Y^{\text{sig}} = \bar{\Gamma}_Y (i \Gamma_Z^{l'} D_{l'})$ corresponds to

$$D_Y^{\text{sig}} \iff \star_Y \cdot i^{K(K+1)+m+2} \cdot (d_Y + \d_Y^\dagger). \tag{6.31}$$

In odd dimensions, we have

$$\star_Y^2 = 1, \quad \d_Y^\dagger = \star_Y d_Y \star_Y (-1)^K. \tag{6.32}$$

The operator $d_Y$ raises the degree by one, and $\d_Y^\dagger$ lowers the degree by one. Thus we get

$$(*_Y \cdot i^{K(K+1)+m+2}) \cdot (d_Y + \d_Y^\dagger) = *_Y d_Y i^{(K+1)(K+2)+m+2} + d_Y *_Y i^{(K-1)K+m+2+2K}$$

$$= *_Y d_Y i^{K(K+1)+m} - d_Y *_Y i^{K(K+1)+m}. \tag{6.33}$$

This completes the proof of the correspondence (6.24).

For the signature, we can further simplify the result by noticing the following. We can multiply $\Phi$ by $\bar{\Gamma}_Y$ from the right as $\Phi \bar{\Gamma}_Y$, and this operation commutes with the Dirac operator on $Y$. This right multiplication of $\bar{\Gamma}_Y$ changes even differential forms $\Omega^{\text{even}}(Y)$ to odd differential forms $\Omega^{\text{odd}}(Y)$ and vice versa. Therefore, $D_Y^{\text{sig}}$ acting on $\Omega^{\text{even}}(Y)$ and $D_Y^{\text{sig}}$ acting on $\Omega^{\text{odd}}(Y)$ have completely the same spectrum. For the computation of the $\eta$-invariant, we can thus just restrict our attention to $\Omega^{\text{even}}(Y)$ or $\Omega^{\text{odd}}(Y)$ and then multiply $\eta$ by a factor of 2. In particular, for the purpose of the present paper, we will consider forms $\Omega^{m-1+2\gamma}(Y)$ whose degree is $m - 1 \mod 2$. 
There is one more simplification which comes from the following point [48]. (We again use a slightly different convention from that of [48].) We decompose differential forms as

\[ \Omega^k(Y) = H^k(Y) \oplus d_Y \Omega^{k-1}(Y) \oplus d_Y^\dagger \Omega^{k+1}(Y), \]  

(6.34)

where \( H^k(Y) \) is the space of harmonic forms (i.e. forms which are annihilated by \( d_Y + d_Y^\dagger \)). Notice that operators \( *Y d_Y \) and \( d_Y *Y \) map these forms as

\[ *Y d_Y : d_Y^\dagger \Omega^{k+1}(Y) \rightarrow d_Y^\dagger \Omega^{2m-1-k}(Y) \]

\[ d_Y *Y : d_Y \Omega^{k-1}(Y) \rightarrow d_Y \Omega^{2m-1-k}(Y). \]  

(6.35)

They annihilate other spaces. Now, if an operator \( T \) maps one space \( V_1 \) to another \( V_2 \) isomorphically, the operator \( T \oplus T^\dagger \) acting on \( V_1 \oplus V_2 \) always has eigenvalues which are pairs of positive and negative eigenvalues, \((+\lambda, -\lambda)\). Thus they cancel each other in the definition of the \( \eta \)-invariant. Therefore, we can neglect them in the computation of the \( \eta \). The operator \( D^\text{sig}_Y \) acting on \( \Omega^{m-1+2*}(Y) \) always changes the degrees of the forms, except for

\[ \tilde{D}^\text{sig}_Y := *Y d_Y i^{K(K-1)+m} : d_Y^\dagger \Omega^m(Y) \rightarrow d_Y^\dagger \Omega^m(Y). \]  

(6.36)

Therefore, only this part contributes to the \( \eta \)-invariant (except for zero modes). We will see the physical interpretation of this fact later.

Based on the simplification discussed above, the \( \eta \)-invariant of \( D^\text{sig}_Y \) is given as follows:

\[ \eta(D^\text{sig}_Y) = 2\eta(\tilde{D}^\text{sig}_Y) + \sum \dim H^{m-1+2*}(Y, \mathbb{R}). \]  

(6.37)

The factor 2 in \( 2\eta(\tilde{D}^\text{sig}_Y) \) is due to the fact that \( \Omega^{\text{even}}(Y) \) and \( \Omega^{\text{odd}}(Y) \) contribute the same way to the \( \eta \)-invariant. By definition, \( \tilde{D}^\text{sig}_Y \) acts on \( d_Y^\dagger \Omega^m(Y) \) which does not have zero modes. The contribution of the zero modes \( H^k(Y) \) to the \( \eta \)-invariant is given by the term \( \sum \dim H^{m-1+2*}(Y, \mathbb{R}) \).

As discussed in [48], the difference index \( D^\text{sig}_Z = \sum \dim H^{m-1+2*}(Y, \mathbb{R}) \) has a particular geometric meaning, which is called the signature of a manifold \( Z \) with boundary \( \partial Z = Y \),

\[ \sigma(Z) = \text{index} \quad D^\text{sig}_Z - \sum \dim H^{m-1+2*}(Y, \mathbb{R}). \]  

(6.38)

The APS index theorem is now given by

\[ \sigma(Z) = \int_Z L + 2\eta(\tilde{D}^\text{sig}_Y). \]  

(6.39)

The topological meaning of \( \sigma(Z) \) is that we consider the image of the map \( H^m(Z, \partial Z) \rightarrow H^m(Z) \) on which the intersection form \( (x_1, x_2) \rightarrow \int x_1 \cup x_2 \) is well-defined, and then \( \sigma(Z) \) is the signature of this intersection form. See [48] for details.
6.3. One-loop determinant. What we have found in the previous subsection is summarized as follows. For a manifold $Z$ of dimension $d + 2 = 2p + 4$ with boundary $\partial Z = Y$, the signature of $Z$, which is denoted as $\sigma(Z)$ and defined in [48], is given by the APS index theorem as

$$\sigma(Z) = \int_Z L + 2\eta(\tilde{D}^\text{sig}_Y).$$  \hspace{1cm} (6.40)

Here, $L$ is the Hirzebruch polynomial defined in (6.19). The operator $\tilde{D}^\text{sig}_Y$ is the one defined in (6.36),

$$\tilde{D}^\text{sig}_Y = i^{p(p+2)+2} d : \tilde{\Omega}^{p+1}(Y) \rightarrow \tilde{\Omega}^{p+1}(Y).$$  \hspace{1cm} (6.41)

where $\tilde{\Omega}^{p+1}(Y) = d^\dagger \Omega^{p+2}(Y)$ is the subspace of $\Omega^{p+1}(Y)$ which is orthogonal to the space of the closed forms $\Omega^{p+1}_\text{closed}(Y)$. In other words, $\tilde{\Omega}^{p+1}(Y)$ is the subspace which is orthogonal to the kernel of $\tilde{D}^\text{sig}_Y$.

We want to compute the phase part of the one-loop determinant $\det'(-i\kappa * d)^{-\frac{1}{2}}$. From the discussion of Sect. 6.1, we see that the determinant $\det'$ is taken exactly in the space $\tilde{\Omega}^{p+1}(Y)$. The reason is as follows. The determinant is taken over the space of fields $A_a \in \Omega^{p+1}(Y)$. In this space, the space of exact forms $d\Omega^p(Y)$ is just gauge degrees of freedom and hence we neglect it.\footnote{For the computation of the absolute value of $\det'(-i\kappa * d)^{-\frac{1}{2}}$, it is necessary to perform gauge fixing and do the computation more carefully. However, for the phase contribution, we can just neglect these gauge fixings. The underlying reason is as follows. Introducing gauge fixings and ghosts would ultimately give an elliptic operator $D^\text{sig}_Y$ acting on the space of all forms $\Omega^{p+1+2*}(Y)$. See [98] for the explicit construction of it in the case of $p = 0$. However, only the part (6.36) contributes to the $\eta$-invariant of $D^\text{sig}_Y$. This means that all the contributions cancel out except for $\tilde{\Omega}^{p+1}(Y)$.} Also, the space of closed forms which are not exact are flat gauge fields which are excluded in $\det'$; their contribution is already taken into account as the factor $N_0$ in (6.9). Therefore, we only need to consider $\tilde{\Omega}^{p+1}(Y) = d^\dagger \Omega^{p+2}(Y)$.

If the coefficients are not twisted, the chiral $p$-form field and its associated bulk theory is possible only if $p$ is even, $p = 2\ell$. Then we have $\tilde{D}^\text{sig}_Y = - * d$ and

$$\det'(-i\kappa * d)^{-\frac{1}{2}} = \det(i\kappa \tilde{D}^\text{sig}_Y)^{-\frac{1}{2}}.$$  \hspace{1cm} (6.42)

Now we compute the determinant. The eigenvalues $\lambda$ of the operator $i\kappa \tilde{D}^\text{sig}_Y$ are nonzero, and we get

$$\det(i\kappa \tilde{D}^\text{sig}_Y) = \prod_\lambda i\kappa \lambda$$
$$= \prod_\lambda |\lambda| \exp \left( \frac{i\pi}{2} \text{sign}(\kappa \lambda) \right)$$
$$= N_1^{-2} \exp \left( i\pi \kappa \eta(\tilde{D}^\text{sig}_Y) \right).$$  \hspace{1cm} (6.43)

where $N_1^{-2} := \prod_\lambda |\lambda| > 0$ is a positive factor. Therefore, we conclude that

$$\det'(-i\kappa * d)^{-\frac{1}{2}} = N_1 \exp \left( -\frac{2\pi i\kappa}{8} \cdot 2\eta(\tilde{D}^\text{sig}_Y) \right).$$  \hspace{1cm} (6.44)
6.4. Total partition function. In the partition function (6.9), the remaining factor which we have not explicitly computed yet is the factor \(\left(\sum_{j \in J} \exp(2\pi i \kappa \tilde{Q}(\tilde{A}_1^{(j)}))\right)^{N_2}\). The index set is isomorphic to \(H^{p+2}(Y, \mathbb{Z})_{\text{tor}}\). Let us define it as
\[
\left(\sum_{j \in J} \exp(2\pi i \kappa \tilde{Q}(\tilde{A}_1^{(j)}))\right) = N_2 \exp(2\pi i \kappa \text{Arf}_w(Y)),
\]
(6.45)
where \(N_2 > 0\). Here the subscript \(w\) is to remember that the sum is over \(\tilde{A}_1\) with \(F_{\tilde{A}_1} = -w\). The appearance of the phase factor with a factor \(\kappa\) is easily seen by complex conjugation.

The partition function is now given by
\[
\mathcal{Z}(Y) = N_0 N_1 N_2 \exp 2\pi i \kappa \left(-\tilde{Q}(\tilde{C}) - \frac{1}{8} \cdot 2\eta(\tilde{D}_Y^{\text{sig}}) + \text{Arf}_w(Y)\right).
\]
(6.46)
We can see that \(N_0 N_1 N_2 = 1\) (possibly up to regularization-dependent local counterterms) by the following formal argument. We have integrated over \(\tilde{A}\) whose action is \(2\pi i \kappa \tilde{Q}(\tilde{A})\) and obtained the above partition function. Now let us integrate over \(\tilde{C}\). It appears as \(-2\pi i \kappa \tilde{Q}(\tilde{C})\) in (6.46). The only difference from the action of \(\tilde{A}\) is \(\kappa \rightarrow -\kappa\). Therefore, the phases coming from the integration over \(\tilde{A}\) and \(\tilde{C}\) cancel each other and we get \((N_0 N_1 N_2)^2\). On the other hand, if we go back to the action (5.1) and integrate over \(\tilde{C}\) before integrating over \(\tilde{A}\), we get the delta function \(\delta(\tilde{A})\). Then we integrate over \(\tilde{A}\) to get 1. Therefore we conclude that \((N_0 N_1 N_2)^2 = 1\). As \(N_{0,1,2}\) are all positive almost by definition, the statement follows.

A consequence of the above result \(N_0 N_1 N_2 = 1\) is that \(|\mathcal{Z}(Y)| = 1\) on any manifold \(Y\). In particular, we have \(|\mathcal{Z}(S^1 \times X)| = 1\) for any spatial manifold \(X\). This quantity \(\mathcal{Z}(S^1 \times X)\) (with the antiperiodic spin structure on \(S^1\)) counts the dimension of the Hilbert space \(H_X\) on \(X\). Thus we have established that the Hilbert space is one-dimensional and the theory is an invertible field theory.

The anomaly \(A(Y)\) is the phase part of \(\mathcal{Z}(Y)\) and it is given by
\[
A(Y) = \kappa \left(-\tilde{Q}(\tilde{C}) - \frac{1}{8} \cdot 2\eta(\tilde{D}_Y^{\text{sig}}) + \text{Arf}_w(Y)\right).
\]
(6.47)
The terms \(-\frac{1}{8} \cdot 2\eta(\tilde{D}_Y^{\text{sig}}) + \text{Arf}_w(Y)\) give the gravitational anomaly of the theory. We denote it as \(A_{\text{grav}}\),
\[
A_{\text{grav}} = -\frac{1}{8} \cdot 2\eta(\tilde{D}_Y^{\text{sig}}) + \text{Arf}_w(Y).
\]
(6.48)
We can simplify the above gravitational anomaly. We will argue that it is given as follows depending on the dimension:
\[
A_{\text{grav}} = \begin{cases} 
\eta(D_Y^\text{Dirac}), & (d + 1 = 3), \\
28\eta(D_Y^\text{Dirac}), & (d + 1 = 7), \\
-\eta(D_Y^\text{Dirac} \otimes T_Y) + 3\eta(D_Y^\text{Dirac}), & (d + 1 = 11),
\end{cases}
\]
(6.49)
where $D_{\text{Dirac}}$ is the usual Dirac operator (without coupling to additional bundles) and $D_{Y}^{\text{Dirac}}\otimes TY$ is the Dirac operator acting on the spinor bundle tensored with the tangent bundle. The physical reason that we expect this result is as follows.

In $d = 2$, a chiral ($p = 0$)-form field (a chiral compact scalar) is dual to a chiral fermion, and hence we expect their anomaly is the same.

In $d = 6$, a chiral ($p = 2$)-form field is not equivalent to chiral fermions. However, there is an anomaly matching between a chiral 2-form field and 28 chiral fermions which can be shown by using $E$-string theory as discussed in [22].

In $d = 10$, the Type IIB superstring theory should be anomaly free. This means that the anomaly of the 4-form chiral fields can be canceled by the anomaly of the the gravitino and the dilatino. The gravitino on $TX$ the spinor bundle tensored with $D_{Y}$ where

The metric dependence of the part 2

Here $\tilde{\eta} = \text{contractible to } Y$. Its field strength $F_{A_{1}}$ is constrained as $F_{A_{1}} = -w$, so we get

In particular, it is independent of the torsion part of the topological class of $\tilde{A}_{1}$, so we get

The metric dependence of the part $2\eta(\tilde{D}_{Y}^\text{sig})$ can be determined by the signature index theorem (6.40). The signature of $Z = [0, 1] \times Y$ is zero, $\sigma(Z) = 0$. Therefore we get

The chirality of the 5-form field strength given by (5.12) is $*F = i\kappa F$. The $A_{\text{grav}}$ is the gravitational anomaly in the case $\kappa = +1$, so suppose that $*F = iF$. In that case, it can be shown (see e.g. [65]) that the chirality of the gravitino is negative, $\tilde{\eta} = -1$. Therefore, the anomaly of the gravitino is $\eta(D_{Y}^{\text{Dirac}}\otimes TY) - 2\eta(D_{Y}^{\text{Dirac}})$ including the sign.
Thus the dependence of the anomaly on the metric is given by
\[
\mathcal{A}_{\text{grav}}(g_1) - \mathcal{A}_{\text{grav}}(g_0) = \frac{1}{8} \int_Z (L - 4w \wedge w).
\] (6.54)

Recall that \( w = 0 \) in \( d+2 = 4, 12 \) and \( w = -\frac{1}{4} p_1(R) \) in \( d+2 = 8 \). By straightforward computation, one can check the following. For \( d+2 = 4 \),
\[
\frac{1}{8} (L - 4w \wedge w) |_{4\text{-form}} = \frac{1}{24} p_1 = -\hat{A}|_{4\text{-form}}
\] (6.55)
For \( d+2 = 8 \),
\[
\frac{1}{8} (L - 4w \wedge w) |_{8\text{-form}} = -\frac{p_1^2 + 7p_2}{2^3 \cdot 3^2 \cdot 5} - \frac{p_1^2}{2^5} = -28 \cdot \frac{7p_1^2 - 4p_2}{2^7 \cdot 3^2 \cdot 5} = -28\hat{A}|_{8\text{-form}}
\] (6.56)
Similarly for \( d+2 = 12 \),
\[
\frac{1}{8} (L - 4w \wedge w) |_{12\text{-form}} = \hat{A}(R) \left( \text{tr exp} \left( \frac{i}{2\pi} R \right) - 4 \right) |_{12\text{-form}}.
\] (6.57)

The last case is the celebrated result originally shown in [8].

By using the above results (6.55), (6.56), (6.57) and also the index theorem of the Dirac operator, we get
\[
\frac{1}{8} \int_Z (L - 4w \wedge w) = \begin{cases}
\eta(D_{Y}^{\text{Dirac}})|_{g_1-g_0}, & (d+1 = 3),
28\eta(D_{Y}^{\text{Dirac}})|_{g_1-g_0}, & (d+1 = 7),
-(\eta(D_{Y}^{\text{Dirac}}) - 3\eta(D_{Y}^{\text{Dirac}}))|_{g_1-g_0}, & (d+1 = 11),
\end{cases}
\] (6.58)
where \( X|_{g_1-g_0} \) is an abbreviation for \( X(g_1) - X(g_0) \). By this result and (6.54), we conclude that (6.49) holds at the perturbative level.

Let us denote the right-hand-side of (6.49) as \( \mathcal{A}'_{\text{grav}} \). Then the combination \( \mathcal{A}_{\text{grav}} - \mathcal{A}'_{\text{grav}} \) (or more precisely its exponential) defines an invertible field theory which is relevant to the anomaly of the chiral \( p \)-form field and some number of fermions. Moreover it is independent of the continuous deformation of the metric as we have shown above, so it represents a global anomaly. In unitary quantum field theory, such a quantity must be a spin-cobordism invariant [61,62,103]. However, \( \Omega^\text{spin}_{3} = 0, \Omega^\text{spin}_{7} = 0 \) and \( \Omega^\text{spin}_{11} = 0 \), from the determination of the additive structure of the spin bordism group by Anderson-Brown-Peterson [104,105]. Therefore, it must vanish, \( \mathcal{A}_{\text{grav}} - \mathcal{A}'_{\text{grav}} = 0 \).

\[ \begin{array}{c|cccccccc}
 d & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
 \hline
\Omega^\text{spin}_{d} & \mathbb{Z} & \mathbb{Z}_2 & \mathbb{Z}_2 & 0 & \mathbb{Z} & 0 & 0 & 0 \\
\hline
\Omega^\text{spin}_{d} & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 \\
\hline
\Omega^\text{spin}_{d} & 2\mathbb{Z} & 2\mathbb{Z}_2 & 3\mathbb{Z}_2 & 0 & 3\mathbb{Z} & 0 & 0 & 0 \\
\hline
\Omega^\text{spin}_{d} & 16 & 17 & 18 & 19 & 20 & 21 & 22 & 23 \\
\hline
\Omega^\text{spin}_{d} & 5\mathbb{Z} & 5\mathbb{Z}_2 & 6\mathbb{Z}_2 & 0 & 6\mathbb{Z} + 2\mathbb{Z}_2 & 2\mathbb{Z}_2 & 3\mathbb{Z}_2
\end{array} \]

\[ \begin{array}{c}
\text{\footnotesize Footnote:} \text{It is known that } L/8 \text{ is given by an integer linear combination of the } \hat{A} \text{ genus of the Dirac operator coupled to a tensor power of the tangent bundle in arbitrary dimensions of the form } d+2 = 8\ell + 4, \text{ see } [102]. \text{ In fact, the integrality of } L/8 \text{ in dimensions } d+2 = 8\ell + 4 \text{ would probably be required by the consistency of the differential K-theory in } d+1 = 8\ell + 3 \text{ dimensions developed in Sect. 4.5. The reason is that the anomaly polynomial after taking the background } C \text{ to be zero is given by } L/8 \text{ since } w = 0 \text{ in differential K-theory.}
\end{array} \]

\[ \begin{array}{c}
\text{\footnotesize Footnote:} \text{The spin bordism groups are given by}
\end{array} \]
We remark that if we consider non-unitary theories, invertible field theories need not be cobordism invariant. We discuss examples in Appendix E.

We conclude that the anomaly \( A(Y) \) of the chiral \( p \)-form field \( \tilde{B} \) is given by

\[
A(Y) = \kappa \left( -\tilde{Q}(\tilde{C}) + A_{\text{grav}} \right).
\]

(6.59)

where \( A_{\text{grav}} \) is given by (6.49) or (6.48). Here \( \kappa = \pm 1 \) is the parameter which specifies whether the field strength is self-dual or anti-self-dual. In Euclidean signature and \( p = \) even, it is given by (5.12),

\[
*F_B = i \kappa F_B.
\]

(6.60)

The imaginary unit \( i \) is just an artifact of the Euclidean signature metric. The result for \( A(Y) \) is valid in \( d = 2, 6 \) and 10. In the cases \( d = 2 \) and \( d = 6 \), we have chosen the definitions of \( Q \) in Sect. 4 in such a way that the constant term \( Q(0) \) (which have played no role up to now) coincides with \( -A_{\text{grav}} \). Thus the above result is simplified as

\[
A(Y) = -\kappa (\tilde{Q}(\tilde{C}) + Q(0)) = -\kappa Q(\tilde{C})
\]

(6.61)

for \( d = 2, 6 \).

Finally, let us make one comment on the consistency of the above results. The equivalence between (6.49) and (6.48) requires the following expression for the signature. Let \( Z \) be a \((d + 2)\)-dimensional manifold with boundary \( Y \). Then, the APS index theorem and the equality of (6.49) and (6.48) implies that the signature \( \sigma(Z) \mod 8 \) is given by

\[
\sigma(Z) = 8 \text{Arf}_W + \int_Z (2W)^2 \mod 8.
\]

(6.62)

A formula which is very close to this equation was proved, see Theorem 4.3 of [106]. \( 2W \) is a differential form representative of the Wu class. The right-hand-side is independent of the metric due to (6.52). We do not perform detailed comparison between (6.62) and the theorem of [106], but nevertheless the above formula might be regarded as a consistency check of our results.

6.5. Remark on the case \( d = 6 \). Álvarez–Gaumé and Witten computed the perturbative gravitational anomaly of a chiral \( p \)-form field in \( d = 2p + 2 \)-dimensions [59]. They have obtained the result that the anomaly polynomial is given by \( \frac{1}{8} L \). This corresponds to the term \( A(Y) \supset -\frac{1}{8} \cdot 2\eta(D^{18}_{Y}) \) since the signature theorem (6.40) relates this term to \( \frac{1}{8} L \).

In \( d = 2 \) and \( d = 10 \), the Arf invariant \( \text{Arf}_W \) is independent of the metric and hence it does not contribute to the perturbative anomaly.

However, in \( d = 6 \), \( \text{Arf}_W \) depends on the metric as can be seen explicitly by the formula (6.52) and \( W = -\frac{1}{4} p_1(R) \). Thus it contributes to the perturbative gravitational anomaly. Naively, it might look that it contradicts with the result of [59]. There is no contradiction, and the situation is as follows.

according to [104, 105].
Let $Y$ be a 7-manifold and $Z$ be an 8-manifold such that $\partial Z = Y$. We can represent $Q(\hat{C})$ as

$$Q(\hat{C}) = \int_Z \left( \frac{1}{2} F_C^2 + w \wedge F_C + 28 \hat{A}_2(R) \right)$$

$$= \int_Z \left( \frac{1}{2} (F_C + w)^2 - \frac{1}{8} L \right), \quad (6.63)$$

where we have used (6.56). In M-theory, the 3-form field in 11-dimensions is usually defined so that its field strength is shifted as

$$F_C^{\text{shift}} = F_C + w = F_C - \frac{1}{4} p_1(R). \quad (6.64)$$

Then one might interpret the part $\frac{1}{2} (F_C^{\text{shift}})^2$ as the anomaly of the higher-form symmetry, and $-\frac{1}{8} L$ as the gravitational anomaly. At the perturbative level, there is no problem in this interpretation. Under this interpretation, the gravitational anomaly is as obtained in [59].

We have chosen not to use the shifted quantity like $F_C^{\text{shift}} = F_C + w$ in this paper. Before explaining why we did so, let us review some topological facts.

The Pontryagin class $p_1$ can be defined for any SO bundle as an element of the integer cohomology $H^4(Y, \mathbb{Z})$. In the case of a spin bundle, we can refine it as $p_1 = 2c(Spin)$, where $c(Spin)$ is an integer cohomology class normalized in such a way that the minimal instanton number of the Spin group corresponds to $\int c(Spin) = 1$. The reduction of $c(Spin)$ to $\mathbb{Z}_2$ coefficients coincides with the 4-th Stiefel–Whitney class $w_4$, $c(Spin)_{\mathbb{Z}_2} = w_4$.

The above facts are valid for any spin bundle. Now let us restrict our attention to spin manifolds and the spin bundle associated to the tangent bundle. If the dimension $D$ of the manifold is $D \leq 7$, it is known that $w_4 = 0$. Therefore, by using the long exact sequence associated to $0 \to \mathbb{Z} \to \mathbb{Z} \to \mathbb{Z}_2 \to 0$, there exists $w_{\mathbb{Z}} \in H^4(Y, \mathbb{Z})$ such that $c(Spin) = -2w_{\mathbb{Z}}$, and hence $p_1 = -4w_{\mathbb{Z}}$. Thus the de Rham cohomology class of $\frac{1}{4} p_1(R)$ can be represented as an image of the integer cohomology $w_{\mathbb{Z}}$. This implies that there exists a differential cohomology $\hat{C}_w \in \hat{H}^4(Y)$ such that $F_{C_w} = -\frac{1}{2} p_1(R) = w$ and $[N_{C_w}] = w_{\mathbb{Z}}$. There may not be a natural choice of such an element $\hat{C}_w$, but anyway

34 More precisely it can be defined by using the obstruction theory argument as reviewed e.g. in [95], based on the fact that $\pi_0(Spin) = \pi_1(Spin) = \pi_2(Spin) = 0$ and $\pi_3(Spin) = \mathbb{Z}$. We can also use $\pi_k(BSpin) = \pi_{k-1}(Spin)$ and the Hurewicz theorem to find $H^k(BSpin, \mathbb{Z}) = \mathbb{Z}$ and get the characteristic class $c(Spin)$.

35 The $c(Spin)_{\mathbb{Z}_2}$ is the generator of $H^4(BSpin, \mathbb{Z}_2) = \mathbb{Z}_2$. So the only possibilities are $w_4 = 0$ identically or $w_4 = c(Spin)_{\mathbb{Z}_2}$. We can consider a vector bundle whose fiber is $\mathbb{C}^2$ and which has a minimal instanton number of $SU(2)$ acting on $\mathbb{C}^2$. By viewing $\mathbb{C}^2 \cong \mathbb{R}^4$, it gives an example for which $w_4 = (e)_{\mathbb{Z}_2} = (e)_{\mathbb{Z}_2} \neq 0$, where $c_2$ is the 2nd Chern class of the complex bundle $\mathbb{C}^2$, and $e$ is the Euler characteristic class of $\mathbb{C}^2 \cong \mathbb{R}^4$. This bundle is also a Spin(4) bundle. A minimal instanton of an Spin(4) bundle gives an example that $w_4$ is nontrivial, so $w_4 = c(Spin)_{\mathbb{Z}_2}$.

36 On manifolds we have the Wu class $v = 1 + v_1 + v_2 + \cdots + v_{[D/2]}$, where $[D/2]$ is the largest integer which does not exceed $D/2$. It is known to satisfy $Sq(v) = w$, where $Sq_1 = 1 + Sq^1 + Sq^2 + \cdots$ is the total Steenrod square and $w = w_1 + w_2 + \cdots$ is the total Stiefel–Whitney class of the manifold. See e.g. [107] for details. On spin manifolds, we have $w_1 = 0$, $w_2 = 0$, $w_3 = 0$ corresponding to $\pi_0(Spin) = 0$, $\pi_1(Spin) = 0$, $\pi_2(Spin)$ = 0 respectively. Then we get $v_1 = 0$, $v_2 = 0$, $v_3 = 0$. By dimensional reason, we conclude $v = 1$ if $D \leq 7$ and hence $w = 1$. 
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by choosing one such $\tilde{C}_w$, we can define

$$\tilde{C}^{\text{shifted}} = \tilde{C} + \tilde{C}_w$$ (6.65)

so that it has the field strength $F_{\tilde{C}}^{\text{shifted}}$.

However, on a manifold $W$ with dimension $\dim W \geq 8$ such as the 11-dimensional bulk in M-theory, $w = -\frac{1}{4} p_1 (R)$ is not guaranteed to be an image of integer cohomology, and hence $\tilde{C}^{\text{shifted}}$ is not guaranteed to be an ordinary differential cohomology element. It requires the use of shifted differential cohomology, which we choose not to use in this paper.

The concept of shifted differential cohomology can be avoided as far as we can analyze the system (or M-theory in the current case) in a consistent manner without it. The flux quantization of the 3-form $\tilde{C}$ is relevant to M2-branes, so let us consider the partition function of a single M2-brane in M-theory [75].

For simplicity we neglect quantum fluctuations of scalar fields on the M2-brane which does not contribute to the following discussion. This means that the position of the M2-brane is considered to be fixed. The worldvolume of the single M2-brane contains Majorana fermions in the spin representation of $[\text{Spin}(3) \times \text{Spin}(8)]/\mathbb{Z}_2$, where Spin(3) is the spin group associated to the tangent bundle, and Spin(8) is the normal bundle of the M2-brane in 11-dimensions. We only consider the case in which all manifolds are oriented. (More generally, M-theory has the parity symmetry and we can consider non-orientable manifolds.)

Let $M$ be the worldvolume of the M2-brane ($\dim M = 3$). The partition function of the M2-brane is expected to be of the form

$$Z_{\text{M2}} (M) = Z_{\text{fermion}} (M) \exp (2\pi i \int_M A_C),$$ (6.66)

where $Z_{\text{fermion}}$ is the fermion partition function.

The definition of $Z_{\text{fermion}}$ requires care. It is given as

$$Z_{\text{fermion}} (M) = \text{pf} (\mathcal{D}_M) \exp (2\pi i \mathcal{B}),$$ (6.67)

where $\mathcal{D}_M$ is the Dirac operator acting on the fermions, $\text{pf}$ is the pfaffian, and $\mathcal{B} \in \mathbb{R}/\mathbb{Z}$ is some phase which we will specify later. The pfaffian is possible because the bundle of the fermion is pseudoreal and hence each eigenvalue appears twice. We define $\text{pf} (\mathcal{D}_M)$ by using the Pauli-Villars (PV) regularization with PV mass $m_{\text{PV}}$. Let $\lambda$ be eigenvalues of $\mathcal{D}_M$, and let $\sum' \lambda$ and $\prod' \lambda$ be the sum or product over pairs of the same eigenvalues $(\lambda, \lambda)$. Then we define [59],

$$\text{pf} (\mathcal{D}_M) = \prod' \frac{i\lambda}{i\lambda + m_{\text{PV}}} = | \text{pf} (\mathcal{D}_M) | \exp \left( \sum' \frac{\pi i}{2} \text{sign}(\lambda) \right)$$

$$= | \text{pf} (\mathcal{D}_M) | \exp \left( \frac{1}{2} \pi i \eta (\mathcal{D}_M) \right).$$ (6.68)

This partition function has the standard parity anomaly [59, 108–110]. By changing the orientation of $M$, the phase of the partition function changes by $\exp \left( -\pi i \eta (\mathcal{D}_M) \right)$. 

Let us take a manifold $N$ such that $\partial N = M$ and all gauge fields are extended from $M$ to $N$. Then APS index theorem and the pseudoreality of the bundle (which implies that the index is even) gives

$$\frac{1}{2} \eta(D_M) \equiv -\frac{1}{2} \int_N \left( -\frac{8}{24} p_1(R_N) + p_1(R_{\text{normal}}) \right) \mod 1,$$  \hspace{1cm} (6.69)

where $R_N$ is the Riemann curvature on $N$, and $R_{\text{normal}}$ is the curvature of the $\text{SO}(8) = \text{Spin}(8)/\mathbb{Z}_2$ normal bundle. Let $R$ be the bulk Riemann curvature. Topologically $p_1(R) = p_1(R_N) + p_1(R_{\text{normal}})$ up to total derivative. Then we can write

$$\frac{1}{2} \eta(D_M) \equiv \int_N \left( \frac{2}{3} p_1(R_M) - \frac{1}{2} p_1(R) \right) \mod 1.$$  \hspace{1cm} (6.70)

We partially cancel the parity anomaly by introducing the signature $\eta$-invariant $B = \eta(D_M^{\text{sig}})$ which satisfies

$$-\eta(D_M^{\text{sig}}) \equiv \int_N \frac{1}{3} p_1(R_N) \mod 1.$$  \hspace{1cm} (6.71)

However, the second term of (6.70) cannot be cancelled and we leave it as it is. The fermion partition function is now

$$Z_{\text{fermion}}(M) = |\text{pf}(D_M)| \exp(\pi i C(M)), \hspace{1cm} (6.72)$$

where

$$C(M) := \frac{1}{2} \eta(D_M) + 2 \eta(D_M^{\text{sig}}).$$  \hspace{1cm} (6.73)

The function $\exp(\pi i C(M))$ is not smooth in $\mathbb{R}/\mathbb{Z}$, and it jumps by $\frac{1}{2}$ whenever some eigenvalue of $D_M$ crosses zero.

The M2-brane partition function is now given by

$$Z_{\text{M2}}(M) = |\text{pf}(D_M)| \exp 2\pi i \left( \int_M A_C + \frac{1}{2} C \right).$$  \hspace{1cm} (6.74)

Physically, the important point related to the shift (6.65) is as follows. The M-theory has time-reversal symmetry, so we may want to define the M-theory 3-form in such a way that its holonomy function $\chi^{\text{shift}}(M)$ would be given by

$$\chi^{\text{shift}}(M) := \exp 2\pi i \left( \int_M A_C + \frac{1}{2} C \right).$$  \hspace{1cm} (6.75)

Then the parity symmetry acts simply as $\chi^{\text{shift}}(M) \rightarrow \chi^{\text{shift}}(M)^*$. When $N = \partial M$, we also have

$$\chi^{\text{shift}}(M) = (-1)^{\text{index}(D_N)} \exp 2\pi i \int_N \left( F_C - \frac{1}{4} p_1(R) \right),$$  \hspace{1cm} (6.76)

where $\text{index}(D_N)$ is the APS index. Notice that we have already encountered the combination $F^{\text{shifted}}_C = F_C - \frac{1}{4} p_1(R)$ in (6.64). However, $\chi^{\text{shift}}(M)$ is not smooth since $\exp(\pi i C(M))$ is not. It changes the sign when some eigenvalue of $D_M$ crosses zero. A
related fact is that we have the unwanted factor $(-1)^{\text{index}(D_N)}$ in (6.76). From these reasons, the function $\chi^{\text{shift}}(M)$ cannot be regarded as a holonomy function of an ordinary differential cohomology element. This is the physical reason behind the phenomenon of the shift.

The non-smoothness of $\chi^{\text{shift}}(M)$ is not a problem: it appears in the M2-brane partition function as $Z_{M2}(M) = |\text{pf}(D_M)|\chi^{\text{shift}}(M)$. The absolute value $|\text{pf}(D_M)|$ is also not smooth precisely when some eigenvalue of $D_M$ crosses zero, so that the two factors $|\text{pf}(D_M)|$ and $\chi^{\text{shift}}(M)$ combine together to make the partition function smooth.

In this paper, we prefer to keep the smoothness of various quantities so that we can use the basic formalism of differential cohomology reviewed in Sect. 2. Thus we did not consider the shifted holonomy $\chi^{\text{shift}}(M)$ or shifted differential cohomology $\tilde{C}^{\text{shift}}$, and instead we consider the unshifted $\tilde{C}$ associated to $\chi(M) = \exp(2\pi i \int_N A_C)$. There is no problem in this description, although the time-reversal symmetry becomes not manifest.

7. Applications to M-theory

On a single M5-brane in M-theory, there is a chiral 2-form field $\tilde{B}$ and two chiral fermions $\chi$. They contribute to the anomaly of the worldvolume theory. We use the convention that the supercharge $Q^{\text{MS}}$ preserved by the M5-brane has negative chirality under the worldvolume chirality operator $\Gamma^{\text{MS}}$,

$$\Gamma^{\text{MS}} Q^{\text{MS}} = -Q^{\text{MS}}. \quad (7.1)$$

The worldvolume chiral fermions $\chi$ are obtained from the worldvolume scalar as $\chi \sim [Q^{\text{MS}}, \phi]$ and hence they have negative chirality

$$\Gamma^{\text{MS}} \chi = -\chi. \quad (7.2)$$

The chiral 2-form field strength $F_B$ is obtained as $F_B \sim \{Q^{\text{MS}}, \tilde{\chi}\}$. Thus, as a bi-spinor, it has $\Gamma^{\text{MS}} = -1$. By the relation between bi-spinor and $p$-forms discussed in Sect. 6.2 and in particular by (6.18), we see that its field strength satisfies the duality equation

$$*F_B = i F_B. \quad (7.3)$$

Thus, by (6.60), it corresponds to the case $\kappa = +1$.

Throughout this section, we assume that the normal bundle to the worldvolume of the M5-brane is trivial and does not contribute to the anomaly. However, we consider nontrivial 3-form backgrounds $\tilde{C}$ from the bulk 3-form field in M-theory. (Our $\tilde{C}$ is not shifted; see Sect. 6.5 for the details.) A single chiral fermion with negative chirality contributes to the anomaly as $+\eta(D)$, where $D$ is the ordinary Dirac operator. By the APS index theorem it is related to $\hat{A}$ as

$$+\eta(D) = - \int Z \hat{A}_2(R) \mod 1. \quad (7.4)$$

The anomaly of $\tilde{B}$ is given by $-Q(\tilde{C})$ as discussed around (6.61). The total anomaly from the fields $\tilde{B}$ and $\chi$ is given by

$$A = -Q(\tilde{C}) + 2\eta(D) = - \int Z \left( \frac{1}{2} F_C \wedge F_C - \frac{1}{4} p_1(R) \wedge F_C + 30 \hat{A}_2(R) \right) \mod 1. \quad (7.5)$$
7.1. Cancellation of the anomaly and the flux for M5-branes. M-theory must be consistent. This means that the anomaly of the chiral fields $\hat{B}$ and $\chi$ on an M5-brane should be somehow cancelled. The anomaly cancellation for the M5-brane including the contributions of the normal bundle was discussed in [63]. In this section, we restrict our attention to the cases where the normal bundle is trivial, and adopt the argument in [111] originally carried out for F1 and D1 strings instead. We postpone the extension of our argument when the normal bundle is nontrivial to future work.

We denote the 11-dimensional bulk as $W$, and the worldvolume of the M5-brane as $X$. The fact that the worldvolume fields $\hat{B}$ and $\chi$ have the anomaly means that their partition function $Z_{\text{matter}}$ depends on how to extend $X$ to $Y$ such that $\partial Y = X$. In particular, we take $Y$ to be a subspace of the bulk $W$. We denote the partition function defined by using $Y \subset W$ as $Z_{\text{matter}}(Y)$.

There is also another contribution to the M5-brane partition function. Roughly, the field strength $F_4$ of the 3-form field $C_3(\sim \hat{C}^{\text{shift}})$ can be dualized as

$$\ast F_4 \sim F_7 \sim dC_6 + \cdots, \quad (7.6)$$

where $C_6$ is some 6-form field. The M5-brane is coupled to this 6-form as $2\pi i \int_X C_6$. When we have the extension of $X$ to $Y$ such that $\partial Y = X$, we express this coupling as $2\pi i \int_Y F_7$. The total M5-brane partition function is given by

$$Z_{\text{M5}} = Z_{\text{matter}}(Y) \exp(2\pi i \int_Y F_7). \quad (7.7)$$

This does not depend on how to take $Y$ if its value on a closed manifold $Y_{\text{closed}}$ is trivial by the same argument as in Sect. 5.4. This means that $Z_{\text{matter}}(Y_{\text{closed}}) \exp(2\pi i \int_{Y_{\text{closed}}} F_7) = 1$ or equivalently

$$A(Y_{\text{closed}}) + \int_{Y_{\text{closed}}} F_7 = 0 \mod 1. \quad (7.8)$$

This is the condition for the anomaly cancellation.

Let us check this discussion in the 11-dimensional supergravity. By taking $Z$ such that $\partial Z = Y_{\text{closed}}$, the anomaly cancellation condition above becomes

$$0 = \int_Z \left( -\frac{1}{2} F_4 \wedge F_4 + I_8 + dF_7 \right), \quad (7.9)$$

where

$$F_4 := F_C - \frac{1}{4} p_1(R), \quad (7.10)$$

$$I_8 := \frac{1}{32} p_1(R)^2 - 30 A_2(R) = -\frac{p_2^2 - 4p_2}{192}. \quad (7.11)$$

For the above equation to be valid for any $Z$, we must have $-\frac{1}{2} F_4 \wedge F_4 + I_8 + dF_7 = 0$.

We assume the precise duality relation between $F_7$ and $F_4$ as

$$\ast F_4 = i F_7, \quad (7.12)$$
where the factor $i$ comes from the fact that we are working in Euclidean signature metric. See Appendix B for details about the precise sign. Therefore, we get

$$d \star F_4 = i d F_7 = i \left( \frac{1}{2} F_4 \wedge F_4 - I_8 \right).$$

(7.13)

This equation follows from the well-known supergravity action which is roughly given by

$$-S = - \int W \frac{2\pi}{2} F_4 \wedge \ast F_4 + 2\pi i \int W \left( \frac{1}{6} C_3 \wedge F_4 \wedge F_4 - C_3 \wedge I_8 \right),$$

(7.14)

where roughly $F_4 = dC_3$. A more precise definition of this supergravity action is given in [55].

We see that the anomaly cancellation condition (7.8) is consistent with the supergravity. In particular, (7.8) implies that the flux of $F_7$ is not quantized to be integers, but is shifted by the anomaly $-A$ of the degrees of freedom on the M5-brane,

$$\int F_7 \in -A + \mathbb{Z}.$$  

(7.15)

This type of phenomenon was studied in [65] in the case of orientifold planes in Type II string theories, based on the earlier discussions in [75].

7.2. M5-brane in M-theory orbifold backgrounds. We now consider an application of the formalism to M-theory orbifold of the form

$$W = \mathbb{R}^3 \times (\mathbb{R}^8 / \mathbb{Z}_k).$$

(7.16)

We denote the coordinates as $x^I$ with $I = 0, 1, \ldots, 10$. We are working with Euclidean signature metric, and the coordinate $x^0$ may be regarded as a Euclidean time direction.

We assume that the M5-brane is confined within $\{0\} \times (\mathbb{R}^8 / \mathbb{Z}_k)$. In particular, we are interested in the case that $Y_{\text{closed}}$ is the lens space $S^7 / \mathbb{Z}_k$ which surrounds the orbifold point of $(\mathbb{R}^8 / \mathbb{Z}_k)$. For simplicity we just denote it as $Y$, $Y = S^7 / \mathbb{Z}_k$.

(7.17)

The quantization rule for the flux is given by

$$\int_Y F_7 = -A(Y) = Q(\tilde{C}) - 2\eta(D) \mod 1.$$  

(7.18)

Before computing the values of the anomaly, let us discuss the implication of the above result. Suppose that the 11-dimensional manifold is just a flat space $W = \mathbb{R}^{11}$, and instead of the orbifold singularity, we have M2-branes with M2 charge $q$ extending in the direction $\mathbb{R}^3 \times \{0\}$ with the orientation given by the volume form $dx^0 \wedge dx^1 \wedge dx^2$. We denote the orthogonal direction as $z = (x^3, \ldots, x^{10})$. The action of the 3-form field $C_3$ (at the differential form level) is given by

$$-S = - \int 2\pi \frac{1}{2} dC_3 \wedge \ast dC_3 + 2\pi i q \int C_3 \wedge \delta(z),$$

(7.19)
where \( \delta(z) = \delta(x^3)dx^3 \wedge \cdots \wedge \delta(x^{10})dx^{10} \). The equation of motion is
\[
d(\star F_4) = iq \delta(z). \tag{7.20}\]
By using \( \star F_4 = iF_7 \), we conclude that the integral of \( F_7 \) over \( Y = S^7 \) is given by
\[
\int_Y F_7 = q. \tag{7.21}\]
Therefore, \( \int_Y F_7 \) measures the M2 charge. Thus we can interpret (7.18) as the M2-charge of the orbifold singularity. In particular, the anomaly gives the fractional part of the orbifold M2-charge.

Now we want to compute the anomaly \( \mathcal{A} = -Q(\tilde{C}) + 2\eta(\mathcal{D}) \). We assume that the background \( \tilde{C} \) is flat, \( F_C = 0 \). Then \( \tilde{C} \) is completely characterized by the torsion part of the cohomology group \( H^4(Y, \mathbb{Z}) \) where \( Y = S^7/\mathbb{Z}_k \). It is known that
\[
H^4(S^7/\mathbb{Z}_k, \mathbb{Z}) = H^3(S^7/\mathbb{Z}_k, \mathbb{R}/\mathbb{Z}) = \mathbb{Z}_k. \tag{7.22}\]
In \( \tilde{C} = (N_C, A_C, 0), [A_C]_{\mathbb{R}/\mathbb{Z}} \) is an element of \( H^3(S^7/\mathbb{Z}_k, \mathbb{R}/\mathbb{Z}) \), and \( [N_C]_{\mathbb{Z}} = -[\delta A_C]_{\mathbb{Z}} \) is an element of \( H^4(S^7/\mathbb{Z}_k, \mathbb{Z}) \) such that \( [N_C]_{\mathbb{Z}} = \beta[A_C]_{\mathbb{R}/\mathbb{Z}} \), where \( \beta \) is the Bockstein homomorphism.

Let \( \tilde{C}_1 \) be a differential cocycle corresponding to a generator of \( (7.22) \). (We will specify more details of this generator later.) Then we consider \( \tilde{C} = \ell \tilde{C}_1 \) for \( \ell \in \mathbb{Z} \).

By using the property that \( \tilde{Q}(\tilde{C}) := Q(\tilde{C}) - Q(0) \) is a quadratic refinement of the differential cohomology pairing with \( Q(0) = 0 \), we get
\[
\tilde{Q}(\ell \tilde{C}_1) = \tilde{Q}((\ell - 1)(\tilde{C}_1)) + 2Q(\ell)(\tilde{C}_1). \tag{7.23}\]
where \( (\tilde{A}, \tilde{B}) = \int A_{\tilde{A} * \tilde{B}} \) is the differential cohomology pairing. By induction we get
\[
\tilde{Q}(\ell \tilde{C}_1) = \ell \tilde{Q}((\tilde{C}_1)) + \frac{\ell(\ell - 1)}{2}(\tilde{C}_1, \tilde{C}_1). \tag{7.24}\]
Also recall that \( Q(0) = -28\eta(\mathcal{D}) \) by the definition of \( Q \) in Sect. 4.4. Thus the anomaly is given by
\[
\mathcal{A} = 30\eta(\mathcal{D}) - \ell \tilde{Q}((\tilde{C}_1)) - \frac{\ell(\ell - 1)}{2}(\tilde{C}_1, \tilde{C}_1). \tag{7.25}\]
We need to compute each term of the right hand side.

Let us study \( \tilde{Q}((\tilde{C}_1)) \) in more detail. From Sect. 4.4, \( Q \) can be expressed by using the \( \eta \)-invariant of the 56-dimensional representation of \( E_7 \). Let us recall this construction. The \( E_7 \) contains a subgroup \( SU(2) \times Spin(12) \subset E_7 \) under which the 56 dimensional representation is decomposed as \( 2 \otimes 12 \oplus 1 \otimes 25 \). If we restrict the gauge field to the \( SU(2) \) subgroup, we get
\[
c(E_7) = -c_2(SU(2)). \tag{7.26}\]
where \( c_2 \) is the second Chern class which in the de Rham cohomology is represented by the curvature of \( SU(2) \) as \( -\frac{1}{2} \text{tr}_2 \left( \frac{i}{2\pi} F_{SU(2)} \right)^2 \), see (4.19) and (4.20). If we further
restrict the SU(2) to the U(1) subgroup, the bundle associated to the two-dimensional representation of SU(2) becomes a sum of U(1) bundles $\mathcal{L} \oplus \mathcal{L}^{-1}$, and
\begin{equation}
  c(E_7) = c_1(\mathcal{L})^2,
\end{equation}
where $c_1(\mathcal{L})$ is the first Chern class of $\mathcal{L}$. The bundle associated to the 56 dimensional representation of $E_7$ becomes
\begin{equation}
  (\mathcal{L} \oplus \mathcal{L}^{-1}) \oplus \mathbb{C}^{12} \oplus \mathbb{C}^{32},
\end{equation}
where $\mathbb{C}$ is the trivial bundle.

Now we define the basic line bundle $L_1$ as follows. Let $z \in \mathbb{C}^4$ be a complex vector of unit length $|z| = 1$ which represents points on $S^7$. We consider a trivial U(1) bundle $S^7 \times \mathbb{C}$ on $S^7$, and divide it by $\mathbb{Z}_k$ which acts as
\begin{equation}
  S^7 \times \mathbb{C} \ni (z, v) \mapsto (e^{2\pi i / k} z, e^{-2\pi i / k} v),
\end{equation}
Then we get the line bundle over the lens space $S^7/\mathbb{Z}_k$,
\begin{equation}
  L_1 = (S^7 \times \mathbb{C})/\mathbb{Z}_k.
\end{equation}

The cohomology $H^4(S^7/\mathbb{Z}_k, \mathbb{Z}) = \mathbb{Z}_k$ is generated by $c_1(L_1)^2$. The entire cohomology $H^*(S^7/\mathbb{Z}_k, \mathbb{Z})$ is generated as a ring from $c_1(L_1)$. We take $\tilde{C}_1$ in such a way that
\begin{equation}
  [\tilde{N}C_1] = c(E_7) = c_1(L_1)^2.
\end{equation}

We want to know $(\tilde{C}_1, \tilde{\tilde{C}}_1)$ and $\eta(D_s)$. Let us first present the results. It turns out that $(\tilde{C}_1, \tilde{\tilde{C}}_1) \equiv -\frac{1}{k} \mod 1$, $12 (\eta(D_1) - \eta(D_0)) \equiv \frac{k^2 - 1}{2k} \mod 1$, $30 \eta(D_0) \equiv \frac{K_k(K_k - k)}{2k} + \frac{k^2 - 1}{24k} \mod 1$, (7.34)
where
\[ K_k = \frac{1}{2} k(k + 1) - 1. \] (7.35)

The total anomaly is simplified if we use
\[ n = \ell + K_k. \] (7.36)

Then we get from (7.32) that
\[ A \equiv \frac{k^2 - 1}{24k} - \frac{n(k - n)}{2k} \mod 1. \] (7.37)

This is the result for the anomaly.

From what we have explained around (7.21) and (7.15), we conclude that the fractional part of the M2-charge of the orbifold singularity \( q \) is given by
\[ q \equiv -\frac{k^2 - 1}{24} + \frac{n(k - n)}{2k} \mod 1. \] (7.38)

This is exactly as known in the literature \([66, 67, 112]\). We cannot determine the integer part because it does not contribute to the anomaly. More physically, we can put ordinary M2-branes on top of the orbifold singularity to change the integer part of \( q \) without affecting the consistency of the theory.

Our remaining task is to show (7.34) for the values of \((\tilde{C}_1, \tilde{C}_1), 12(\eta(D_1) - \eta(D_0)) \) and \(30\eta(D_0)\) modulo integers. This is done in Appendix C. We also have another Appendix D where the \( \eta \)-invariants of the lens spaces (but not the pairing \((\tilde{C}_1, \tilde{C}_1)\)) are computed as real numbers \( \mathbb{R} \) by using different techniques than Appendix C.

7.3. D4-brane in O2-plane backgrounds. By the result of the M5-brane anomaly in the orbifold background, we can also determine the anomaly of a D4-brane in an O2-plane background. In M-theory, we consider the geometry
\[ \mathbb{R}^3 \times (\mathbb{R}^7 \times S^1)/\mathbb{Z}_2. \] (7.39)

This geometry has two orbifold singularities. In Type IIA description, it corresponds to an O2-plane,
\[ \mathbb{R}^3 \times (\mathbb{R}^7/\mathbb{Z}_2). \] (7.40)

Each of the two orbifold singularities in M-theory can have two discrete fluxes. Correspondingly, we have four types of O2-planes. By using the label \( n = \ell + 2 \equiv \ell \mod 2 \) defined in (7.36) for the flux of a single M-theory orbifold, we denote the corresponding O2-plane as O2\((n_1, n_2)\) where \( n_1 = 0, 1 \) and \( n_2 = 0, 1 \) corresponds to the flux at each singularity. The D2-charge of O2\((n_1, n_2)\) modulo integers is given by
\[ q(n_1, n_2) = -\frac{1}{8} + \frac{n_1(2 - n_1)}{4} + \frac{n_2(2 - n_2)}{4}. \] (7.41)

From this, we see that O2\((0, 0)\) is the \( \tilde{O}^2^- \)-plane, O2\((0, 1)\) and O2\((1, 0)\) are the \( O^2^- \)-plane and \( \tilde{O}^2^+ \)-plane, and O2\((1, 1)\) is the \( \tilde{O}^2^- \)-plane. The anomaly of a D4-brane around the O2-plane is given by the fractional part of this charge up to a sign.
We can decompose the anomaly into the contribution of the fermions and the U(1) Maxwell field on the D4-brane. First we determine the anomaly of the chiral 2-form field on the M5-brane in the single orbifold background. It is given by
\[ \mathcal{A}_{2\text{-form}}(S^7/Z_2) = 28\eta(D_0) + 12(n - 2)(\eta(D_1) - \eta(D_0)) - \frac{(n - 2)(n - 3)}{2}(\tilde{C}_1, \tilde{C}_1). \] (7.42)

The value of \( \eta(D_0) \) mod 1, rather than 30\( \eta(D_0) \) mod 1, can also be computed, see Appendix C or Appendix D. It is given for \( k = 2 \) by
\[ \eta(D_0) = -\frac{1}{32}. \] (7.43)

Therefore we get
\[ \mathcal{A}_{2\text{-form}}(S^7/Z_2) = \frac{1}{8} - \frac{n(2 - n)}{4}. \] (7.44)

The Maxwell theory on the D4-brane is obtained by the dimensional reduction of the chiral 2-form field on the M5-brane. Therefore, its anomaly on the O2-plane background \( S^6/Z_2 = \text{RP}^6 \) is given by
\[ \mathcal{A}_{\text{Maxwell}}(\text{RP}^6) = \frac{1}{4} - \frac{n_1(2 - n_1)}{4} - \frac{n_2(2 - n_2)}{4}. \] (7.45)

This takes the following values:
\[ \mathcal{A}_{\text{Maxwell}}(\text{RP}^6) = \begin{cases} +1/4 & \text{for } \text{O2}^-, \\ 0 & \text{for } \text{O2}^+ \text{ and } \text{O2}^+, \\ -1/4 & \text{for } \text{O2}^-. \end{cases} \] (7.46)

Let us make a few comments on this result.

The cancellation of the anomaly against the fractional part of the flux was shown in the case of the O2+-plane in [65]. There, only the contribution of the fermions was taken into account. This is consistent, since the anomaly from the Maxwell theory happens to vanish for the O2+-case, as can be seen from the above result.

In the cases of O2- and \( \text{O2}^- \), there is a nonzero contribution to the anomaly from the Maxwell field. Notice that the value of the anomaly is \( \pm 1/4 \). Naively, the Maxwell theory in five dimensions is a non-chiral theory which seems to be describable using the framework of Sect. 3. But the value \( \pm 1/4 \) means that the framework of Sect. 3 is not general enough. This is because the mixed anomaly between the electric and the magnetic higher-form symmetries discussed in Sect. 3 can produce only values which are integer multiples of \( 1/k \) if the background is flat and if the relevant cohomology group is \( \mathbb{Z}_k \).

The reason is as follows. The mixed anomaly there is given by a differential cohomology pairing of the form \((\tilde{B}, \tilde{C})\), where \( \tilde{B} \) and \( \tilde{C} \) are the background fields for the electric and magnetic higher-form symmetries. When these backgrounds are flat and the relevant cohomology is \( \mathbb{Z}_k \), we have \( k\tilde{B} = k\tilde{C} = 0 \) up to gauge transformation. Then we get \( k(\tilde{B}, \tilde{C}) = (k\tilde{B}, \tilde{C}) = 0 \). More explicitly, the relevant cohomology in the case of the O2-plane background \( \text{RP}^6 \) is
\[ H^4(\text{RP}^6, \mathbb{Z}) = H^3(\text{RP}^6, \tilde{\mathbb{Z}}) = \mathbb{Z}_2, \] (7.47)
where $\tilde{Z}$ is the coefficient system twisted by the orientation bundle on $\mathbb{RP}^6$. Therefore, the mixed anomaly of a non-chiral theory which is formulated by ordinary differential cohomology can only produce anomalies which are $1/2$ or zero.

The discussions above imply that the Maxwell theory on the D4-brane in the presence of the O2$^-$ and $\tilde{O}2^-$ planes must have subtler topological couplings than those discussed in Sect. 3. We note that the expected anomaly of the Maxwell theory on the D$p$-brane in the presence of the O$(6 - p)$-plane background is given by $2^{p-4}$ up to sign. This follows from the fact that the difference of the charges of O$(6 - p)^+$ and O$(6 - p)^-$ is given by $2^{p-4}$, and the fractional part of the flux of O$(6 - p)^+$ is cancelled by the fermion anomaly alone [65]. This means that for O1 and O0, the situation becomes worse.

In the case of the D4-brane, we fortunately had the lift to the M5-brane as above, which allowed us to circumvent this question. In principle, a dimensional reduction should allow us to find the action of the Maxwell theory on the D4-brane, but this is not immediate. Type IIA string theory is basically an $S^1$ reduction of M-theory, but the detail is very subtle at the topological level. For example, Type IIA is formulated by K-theory, but M-theory is not. Their equivalence is not at all obvious, and requires careful analyses. See [113] for details. Similarly, the chiral 2-form field on the M5-brane may be formulated by ordinary differential cohomology, and the quadratic refinement of ordinary differential cohomology pairing can give values $\pm 1/4$ and $\pm 1/8$ even if the relevant cohomology group is $\mathbb{Z}_2$. This was the technical reason why we could reproduce the anomaly $\pm 1/4$ in our method. However, for D5 and D6 branes in the backgrounds of O1 and O0 planes, there is no such M-theory lift, and we need to produce $\pm 1/8$ and $\pm 1/16$.

Here it seems important to recall the fact that the NSNS and RR fields in Type II string theories are not ordinary differential cohomology elements. We need to use some twisted K-theoretic formulation of these fields, as was studied in [47,57,58,114]. We also note that the K-theoretic RR-fluxes produced by O-planes were studied in [115,116]. It would be very interesting to find the precise formulation of the Maxwell theory, and compute the correct anomaly in that framework.

8. Electromagnetic Duality of Four Dimensional Maxwell Theory

In $d = 4$ dimensions, the Maxwell theory has the electromagnetic duality. Let $\tilde{b}$ be the Maxwell field whose action in Euclidean signature is given by.

$$-S = \frac{1}{2} \int (-2\pi i \tau F_b^- \wedge F_b^- - 2\pi i \bar{\tau} F_b^+ \wedge F_b^+), \quad (8.1)$$

where $F_b^\pm = \frac{1}{2} (F_b \pm \ast F_b)$, and $\tau$ is given in terms of the electric coupling $g$ and the $\theta$ angle as $\tau = \frac{\theta}{2\pi} + \frac{2\pi i}{g^2}$. In the presence of the electric and magnetic currents $j_e$ and $j_m$, it satisfies the equations of motion

$$j_e = d\left(\tau F_b^- + \bar{\tau} F_b^+\right), \quad j_m = dF_a. \quad (8.2)$$

These equations are formally invariant if we introduce a dual field $\tilde{b}'$ whose field strength is given by

$$F^-_{b'} = -\tau F_b^-, \quad F^+_{b'} = -\bar{\tau} F_b^+. \quad (8.3)$$
In terms of the dual coupling $\tau' = -1/\tau$, we get
\[ j_e = -dF_{b'}, \quad j_m = d \left( \tau' F_{b'}^- + \bar{\tau}' F_{b'}^+ \right). \]  
(8.4)

This duality is also justified at the quantum level [79].

In terms of the description which uses either $\tilde{b}$ or $\tilde{b}'$, the electromagnetic duality is not manifest. However, we can regard the Maxwell theory as a chiral (self-dual) theory as follows. We introduce both $\tilde{b}$ and $\tilde{b}'$, and reduces the degrees of freedom by imposing the self-duality equations (8.3). Then the electromagnetic duality, or more generally $\text{SL}(2, \mathbb{Z})$ duality, can be made manifest.

We cannot formulate the Maxwell theory with manifest $\text{SL}(2, \mathbb{Z})$ duality group only within $d = 4$ dimensions. There is an anomaly of the $\text{SL}(2, \mathbb{Z})$ group [21,22,79]. We still expect that it can be formulated as the boundary mode of a $d + 1 = 5$ theory, which is exactly what we do in this section. This allows us to determine the $\text{SL}(2, \mathbb{Z})$ anomaly. The results of this section have been reported in the letter [22]. We provide more details of that letter and justify the claims made there.

### 8.1. From $d = 6$ to $d = 4$.

The most concrete way to realize the Maxwell theory with manifest $\text{SL}(2, \mathbb{Z})$ is to start from the $d = 6$ chiral 2-form theory. In $d + 1 = 7$, we consider a 3-form field $\tilde{A} \in \tilde{H}^3(Y_7)$. Now let us assume that the 7-dimensional manifold $Y_7$ is a $\mathbb{T}_2$ fiber bundle $\mathbb{T}_2 \to Y_7 \to Y_5$.

We describe $T^2$ by using a coordinate
\[ z = s^1 + \tau s^2, \quad s^1 \sim s^1 + 1, \quad s^2 \sim s^2 + 1, \]  
(8.6)
where $\tau$ is the complex moduli of $T^2$. The metric on $T^2$ is taken to be
\[ \frac{1}{\text{Im } \tau} |dz|^2 = \mathcal{G}_{ij} ds^i ds^j, \]  
(8.7)
where
\[ (\mathcal{G}_{ij}) = (\text{Im } \tau)^{-1} \left( \frac{1}{\text{Re } \tau} \frac{1}{|\tau|^2} \right). \]  
(8.8)

---

37 The study of the electromagnetic duality and its anomaly has a long history. The duality does not seem to be known to Maxwell himself, since he used the electric potential $\phi$ and the vector potential $A$ in his original paper [117] from 1865; his notation was cumbersome to the extent that he used different alphabets for each component of $A$. It was Heaviside [118,119] in 1885 who eliminated $\phi$ and $A$ in favor of $D$, $E$, $H$ and $B$; it was also him who introduced both the vector calculus and the standard alphabetical symbols into electromagnetism. The duality should have been evident to Heaviside in his notation; he even introduced magnetic currents in addition to electric currents. We now note that when the quantization of electric and magnetic charges is ignored, the duality group is $U(1)_D$ under which $E \pm iB$ has charge $\pm 1$. Equivalently, it assigns the charge $\pm 1$ depending on the circular polarization of light, and a positive/negative helicity photon has charge $\pm 1$. In other words, the total $U(1)_D$ charge is the total helicity of the photon. That this $U(1)_D$ can be implemented at the Lagrangian level was noted in [120,121] in the late 70s and the early 80s. Then already in the late 80s, the mixed $U(1)_D$-gravitational anomaly was derived perturbatively in [122–126]. This in particular means that there is an anomalous generation of the total helicity of light when the spacetime Pontryagin density $\propto \text{tr } R \wedge R$ is nonzero, with a very specific coefficient. This line of investigations was recently revisited in [127]. The $U(1)_D$ symmetry of the Maxwell equation is also being revisited in the field of atomic and molecular physics too, see e.g. a paper from 2013 [128] where mostly classical aspects were discussed.
The overall scale of the metric is taken so that the volume of the $T^2$ is independent of $\tau$. We also assume that the fiber has a section. This means that we can assume that $0 \in T^2$ is unchanged under transition functions of the fiber bundle.

Associated to the $T^2$ bundle, there is a principal $\text{SL}(2, \mathbb{Z})$ bundle $P$ on the base $Y_5$ which acts on $T^2$ in the usual way. More precisely, let $s = (s^1, s^2)^T \in T^2$. Then an element of the $T^2$ bundle is described by a pair $(p, s) \in P \times T^2$ with the equivalence relation $(pg, g^{-1}s) \sim (p, s)$ for $g \in \text{SL}(2, \mathbb{Z})$. The $T^2$ bundle is thus $P \times_{\text{SL}(2, \mathbb{Z})} T^2$.

In the same way, we can define a local coefficients system $\mathbb{Z}^2 = P \times_{\text{SL}(2, \mathbb{Z})} \mathbb{Z}^2$ which is twisted by the $\text{SL}(2, \mathbb{Z})$ bundle. For the treatment of bundles acted by $\text{SL}(2, \mathbb{Z})$, it is convenient to use totally antisymmetric matrices $\varepsilon^{ij}$ and $\varepsilon_{ij}$ with $\varepsilon^{12} = -\varepsilon^{21} = +1$ and $\varepsilon_{12} = -\varepsilon_{21} = -1$. We raise and lower indices by using them.

Under the assumption of the existence of a section $0 \in T^2$, there exists a differential cohomology element $\tilde{s} = (\tilde{s}^1, \tilde{s}^2)^T \in \tilde{H}^1(Y_7, \mathbb{Z}^2)$, where the coefficients system $\mathbb{Z}^2$ is pulled back from the base $Y_5$ to the total space $Y_7$. The field strength is given by $F_s = ds = (ds^1, ds^2)^T$, where $s = (s^1, s^2)^T$ are the coordinates of the fiber $T^2$ as discussed above. Also, the values $A_s \in C^0(Y_7, \mathbb{Z}^2)$ are defined as $A_s = s \mod \mathbb{Z}^2$.

We perform dimensional reduction of the 3-form field $\tilde{A} \in \tilde{H}^4(Y_7)$ from $Y_7$ to $Y_5$ along the fibers, and neglect all Kaluza-Klein (KK) modes. KK modes have momenta labelled by $\mathbb{Z}^2$, and hence the fields with zero momentum along $T^2$ are well-defined. Among these zero modes, we get a 2-form field $\tilde{\alpha}$ as well as 1-form and 3-form fields. We neglect the 1-form and 3-form fields and only keep the 2-form field. It is described by a differential cohomology element $\tilde{\alpha} = (\tilde{\alpha}^1, \tilde{\alpha}^2)^T \in \tilde{H}^2(Y_5, \mathbb{Z}^2)$. In other words, we take $\tilde{A}$ to be

$$\tilde{A} = \tilde{s}^i \star \tilde{\alpha}_j = \varepsilon_{ij} \tilde{s}^i \star \tilde{\alpha}^j := \tilde{s} \star \tilde{\alpha}, \quad (8.9)$$

where $\tilde{\alpha}_i = \varepsilon_{ij} \tilde{\alpha}^j$ and the summation over repeated indices is implicit. Notice that it is invariant under $\text{SL}(2, \mathbb{Z})$. The field strength is given by $F_{\tilde{\alpha}} = ds^i \wedge (F_{\tilde{\alpha}})_i$.

In this section we are interested in $\tilde{\alpha}$ and its boundary modes. We can define its quadratic refinement $Q(\tilde{\alpha})$ on $Y_5$ simply as the quadratic refinement $Q(\tilde{A})$ on $Y_7$, where $\tilde{A}$ is given by (8.9). If $Y_5$ is a boundary of $Z_6$ on which the $\text{SL}(2, \mathbb{Z})$ bundle is extended, the total space $Y_7$ can be extended to the $T^2$ fiber bundle $Z_8$ and we get

$$Q(\tilde{\alpha}) = \int_{Z_8} \left( \frac{1}{2} F_{\tilde{\alpha}} \wedge F_{\tilde{\alpha}} + w \wedge F_{\tilde{\alpha}} + 28 \hat{A}_2(R) \right)$$

$$= \int_{Z_8} \left( \frac{1}{2} (ds^i \wedge (F_{\tilde{\alpha}})_i) \wedge (ds^j \wedge (F_{\tilde{\alpha}})_j) + w \wedge (ds^i \wedge (F_{\tilde{\alpha}})_j) + 28 \hat{A}_2(R) \right)$$

$$= \int_{Z_8} \left( -\frac{1}{2} \varepsilon^{ij} (F_{\tilde{\alpha}})_i \wedge (F_{\tilde{\alpha}})_j \right) = \int_{Z_8} \left( \frac{1}{2} \varepsilon_{ij} (F_{\tilde{\alpha}})^i \wedge (F_{\tilde{\alpha}})^j \right), \quad (8.10)$$

where we have used the fact that there is no invariant 3-forms and 6-forms constructed from the Riemann tensor and hence the terms involving $w$ and $A_2$ vanish after the dimensional reduction. This in particular implies that there is no perturbative gravitational anomaly in $d = 4$ dimensions.

We take the background field $\tilde{C} \in \tilde{H}^4(Y_7, \mathbb{Z}^2)$ as $\tilde{C} = \tilde{s}^i \star \tilde{c}_i$. The product $\tilde{C} \star \tilde{A}$ is computed as

$$\tilde{C} \star \tilde{A} = -(\tilde{s}^i \star \tilde{c}_i) \star (\tilde{c}_i \star \tilde{\alpha}_j). \quad (8.11)$$
Since $\hat{c}$ and $\hat{a}$ have no dependence on the $T^2$ coordinates, its integral over fibers $T^2$ may be given by $-\int_{T^2} ds^i \wedge ds^j (\hat{c}_i \star \hat{a}_j) = -\epsilon^{ij} \hat{c}_i \star \hat{a}_j = \epsilon_{ij} \hat{c}^i \star \hat{a}^j := \hat{c} \star \hat{a}$. Therefore, the differential cohomology pairing $(\hat{C}, \hat{A})$ is given by
\[
(\hat{C}, \hat{A}) = \int_{Y^5} A_{c \star a} := (\hat{c}, \hat{a}). \tag{8.12}
\]

We also define the kinetic term of $\hat{a}$ as the integral of $F_A \wedge \ast F_A$ on $Y_7$. On $T^2$ with the metric (8.7), the Hodge dual is given by
\[
*ds^i = \epsilon^{ij} G_{jk} ds^k, \tag{8.13}
\]
where $G_{jk}$ is defined above. By using this matrix, the kinetic term is
\[
-\frac{2\pi}{2e^2} \int_{Y^7} F_A \wedge \ast F_A = -\frac{2\pi}{2e^2} \int_{Y^5} G_{ij} (F_a)^i \wedge \ast (F_a)^j. \tag{8.14}
\]
Combining them, the action for $\hat{a}$ in the presence of the background field $\hat{c}$ is given by
\[
-S = -\frac{2\pi}{2e^2} \int_{Y^5} G_{ij} (F_a)^i \wedge \ast (F_a)^j + 2\pi i \kappa (\tilde{Q}(\hat{a}) + (\hat{c}, \hat{a})). \tag{8.15}
\]
Now most of the discussions in Sects. 5 and 6 can be applied without much change. Some finer points will be discussed in the next subsection.

At this point, we remark that the partition function of this theory in the limit $e^2 \to \infty$ is completely the same as the full $d + 1 = 7$ dimensional theory compactified on $T^2$ which includes all KK modes as well as 1-form and 3-form fields, if we restrict the background fields to the form $\hat{C} = \hat{s}^i \star \hat{c}_i$. The reason is as follows. The 1-form and 3-form fields $\hat{d}$ and $\hat{e}$ with zero KK momentum appear as
\[
\hat{A} \supset (\epsilon_{ij} \hat{s}^j \star \hat{s}^i) \star \hat{d} + \hat{e}. \tag{8.16}
\]
Therefore, they are invariant under SL$(2, \mathbb{Z})$. There is no pure gravitational anomaly in $d = 4$ dimensions. Thus $\hat{d}$ and $\hat{e}$ can only contribute to the anomaly of the type discussed in Sect. 3. By restricting the background fields to be of the form $\hat{C} = \hat{s}^i \star \hat{c}_i$, there is no contribution to the anomaly at all.

The KK modes in the bulk contribute to the KK modes of the boundary, because their momenta along the fiber $T^2$ correspond to each other. The boundary KK modes are massive fields and they do not contribute to the anomaly. Thus, we expect that there is no contribution to the anomaly from the KK modes in the bulk. This does not necessarily mean that the KK modes of the bulk field give no contribution to the partition function. In fact, there are examples that KK modes give nonzero contributions to the $\eta$-invariant, such as $S^1$ fiber bundles without a section. However, they should not contribute to the anomaly, so they must be given by an integral of a local density, $\int_Y I$, where $I$ is some gauge invariant polynomial of the curvature tensors. Bulk partition functions of this type do not contribute to the anomaly of the boundary theory because $\int_Y I$ makes perfect sense on a manifold with boundary. Now, in the case of $d + 1 = 5$ dimensions, there is no candidate for such local density $I$. Thus the contribution of the KK modes in the dimensional reduction $Y_7 \to Y_5$ is completely zero. Therefore, the partition function of the full theory on $Y_7$ and the reduced theory (8.15) on $Y_5$ are completely the same.
Let us see the duality equation for the localized field $\tilde{b}$ which appears on the boundary of the theory described by $\tilde{a}$. We take the ansatz that the localized mode $\tilde{b}$ near the boundary is given (at the differential form level) by
\[
A_{a}^{(L)} = d (e^{m_2}) \wedge A_b.
\] (8.17)

We have seen in (5.12) that $\tilde{B} = \tilde{s} \ast \tilde{b}$ satisfies the self-duality equation
\[
*_{X_6}F_B = i \kappa F_B
\] on a 6-dimensional manifold $X_6$ which is now a $T^2$ bundle over a base $X_4$. The field strength is given by $F_B = ds^i \wedge (F_b)_j$. By using (8.13), we get
\[
\epsilon^{ij} G_{jk} *_{X_4} (F_b)_i = i \kappa (F_b)_k.
\] (8.18)

Let us define $F_b^\pm = \frac{1}{2} (F_b \pm *_{X_4} F_b)$. Then we get $i \kappa (F_b^\pm)^2 = \pm (\text{Im } \tau)^{-1} ((F_b^\pm)^2 + \Re(\tau) (F_b^\pm)^2)$ which can be written as
\[
(F_b^\pm)^2 + (\Re(\tau) \mp i \kappa \text{ Im } (\tau)) (F_b^\pm)^2 = 0.
\] (8.20)

These are the same form as the equations (8.3), where $(F_b)^2 = F_b,\text{there}$ and $(F_b)^1 = F_{b'},\text{there}$.

8.2. The anomaly of $\text{SL}(2, \mathbb{Z})$ duality group. Basically as in (6.47) of Sect. 6, the phase of the partition function of the theory (8.15) consists of the one-loop contribution described by the $\eta$-invariant and the sum over nontrivial topological sectors which gives the Arf invariant. Here we discuss some detail of the computation of the $\eta$-invariant in the present case of twisted coefficients.

The following computation can be done in any dimensions $d + 1 = 2p + 3$ as in Sect. 6.2. For the computation of the $\eta$-invariant which gives the one-loop contribution, we can assume that the gauge fields are topologically trivial and can be treated by a differential form. We denote them as $A_a^i$. In the case of the electromagnetic duality, the index runs over $i = 1, 2$ on which $\text{SL}(2, \mathbb{Z})$ acts. But it is not difficult to generalize it to arbitrary twisted coefficients systems $\hat{Z}^h$, $\hat{R}^h$ etc. and $i = 1, \ldots, h$. We assume that there is a non-degenerate invariant tensor $\epsilon_{ij}$ which is antisymmetric if $p$ is odd and symmetric if $p$ is even, $\epsilon_{ji} = (-1)^p \epsilon_{ij}$. We also assume that there is a positive definite metric $G_{ij}$ on the bundle $\hat{R}^h$ which is compatible with $\epsilon_{ij}$ in the sense that $G^{ij} = \epsilon^{ik} \epsilon^{jl} G_{kl}$ is the inverse matrix of $G_{kl}$. One can check that these assumptions are satisfied in the case of the $\text{SL}(2, \mathbb{Z})$ bundle with $\mathcal{G}$ given by (8.7).

These assumptions in particular imply the following. Let us define a matrix $J^i_j = G^{ik} \epsilon_{kj}$. Then we get $(J^2)^i_j = (-1)^p$ and $J^i_j J^j_k G^{kl} = G^{kl}$. For odd $p$, $J$ defines the complex structure of $\hat{R}^h$ which is compatible with the metric. The eigenvalues of $J$ are $\pm i \nu$. We define $V_{\pm} \subset \hat{C}^h$ (where $\hat{C}^h = \mathbb{C} \otimes \hat{R}^h$) as the eigenspace of $J$ with eigenvalue $\pm i \nu(p+2)$. Here the exponent $p(p+2)$ (rather than $p$) is taken just for later convenience. Thus we can split $\hat{C}^h = V_+ \oplus V_-.$

The part of the action which is relevant for the one-loop determinant is
\[
-S = \frac{2 \pi i \kappa}{2} \int_Y \epsilon_{ij} A_a^i \wedge dA_a^j = \frac{2 \pi i \kappa}{2} \int_X G_{ij} A_a^i \wedge *(J^j_k \ast dA_a^k).
\] (8.21)
The one loop factor is thus given by the determinant of the operator $-i\kappa J * d$. This operator acts on $d^+\Omega^m(Y, \tilde{\mathbb{C}^h}) \subset \Omega^{m-1}(Y, \tilde{\mathbb{C}^h})$, which is the space of $(m-1)$-forms with twisted local coefficients $\tilde{\mathbb{C}^h}$ and which is orthogonal to the space of closed forms.

As in (6.41), we define an operator $\tilde{D}^{\text{sig}}$ which is now coupled to the bundle $V_\pm$ as

$$\tilde{D}^{\text{sig}}_\pm = i^p(p+2)+2 \star d = \mp J * d.$$  \hfill (8.22)

It acts on $d^+\Omega^m(Y, V_\pm) \subset \Omega^{m-1}(Y, V_\pm)$ on which $J = \pm i^p(p+2)$.

By the same computation which leads to (6.44), we get the one-loop factor

$$\det'( -i\kappa J * d)^{-\frac{1}{2}} = N_1 \exp \left( -\frac{2\pi i\kappa}{8} \cdot 2 \left( \eta(D^{\text{sig}}_+) - \eta(D^{\text{sig}}_-) \right) \right).$$  \hfill (8.23)

The $\eta$-invariant appearing here can be computed as follows. Let $S$ be the spin bundle of $Y$. Then we consider the bundle $S \otimes ((S^* \oplus S^*) \otimes V_\pm)$. Let $D^{\text{sig}}_\pm$ be the Dirac operator acting on this bundle. By the results of Sect. 6.2, the $\eta$-invariants of the operators $D^{\text{sig}}_Y$ and $\tilde{D}^{\text{sig}}_Y$ are related as

$$\eta(D^{\text{sig}}_\pm) = 2\eta(\tilde{D}^{\text{sig}}_\pm) + \frac{1}{2} \sum_{i=0}^{\dim Y} \dim H^i(Y, V_\pm).$$  \hfill (8.24)

In other words, $\eta(\tilde{D}^{\text{sig}}_\pm)$ is the same as the $\eta$-invariant of the Dirac operator acting on $S \otimes (S^* \otimes V_\pm)$ excluding the contribution of the zero modes.

As in (6.47), the anomaly is given by

$$\mathcal{A}(Y) = \kappa \left( -\tilde{Q}(\tilde{c}) - \frac{1}{8} \cdot 2 \left( \eta(D^{\text{sig}}_+) - \eta(D^{\text{sig}}_-) \right) + \text{Arf}(Y) \right).$$  \hfill (8.25)

In the case of $p = 1$ and $d = 5$, the bundles $V_+$ and $V_-$ are complex conjugates of each other, and the bundle $S \otimes S^*$ is real. Then the $\eta$-invariants are related by $\eta(\tilde{D}^{\text{sig}}_+) = -\eta(\tilde{D}^{\text{sig}}_-)$.

Let us return to the description of the SL(2, $\mathbb{Z}$) case realized as the $T^2$ bundle $T^2 \to Y_7 \to Y_5$. We need to be more specific about the structure group which is used to define the quadratic refinement $\tilde{Q}(\tilde{c})$. To define the quadratic refinement, we need a spin structure on the total space $Y_7$ of the $T^2$ fiber bundle. SL(2, $\mathbb{Z}$) may be regarded as a Lorentz symmetry on $T^2$, and its spin cover is denoted as $\text{Mp}(2, \mathbb{Z})$. Then the spin structure on $Y_7$ requires that the Lorentz symmetry SO(D) of the base space, where $D = 5$ is the dimension of the base manifold $Y_5$, is extended to

$$\frac{\text{Spin}(D) \times \text{Mp}(2, \mathbb{Z})}{\mathbb{Z}_2}.$$  \hfill (8.26)

We call such a lift of the Lorentz group as the spin $-$ $\text{Mp}(2, \mathbb{Z})$ structure. The existence of such structure is a sufficient condition for the definition of the quadratic refinement.

There is no perturbative anomaly of the spin $-$ $\text{Mp}(2, \mathbb{Z})$ structure, so all the anomalies are global anomalies. It is detected by the bordism group $\Omega_5^{\text{spin-Mp}(2, \mathbb{Z})}$. This will be determined in Sect. 8.4.

By using the description of the theory as a dimensional reduction from $Y_7$ to $Y_5$, we can get another representation of the anomaly as follows. When the background
Recall that \( V_- \) was defined as \( J V_- = -i^{p(p+2)} V_- = +i V_- \), so it is the complex tangent bundle \( T_C(T^2) \) of \( T^2 \) spanned by the basis vector \( \frac{\partial}{\partial z} \). \( V_+ \) is its complex conjugate. Let \( \Gamma^1 \) and \( \Gamma^2 \) be gamma matrices on \( T^2 \). By noticing that \( \Gamma^1 + i\Gamma^2 = \Gamma^1 (1 - i^{-1} \Gamma^1 \Gamma^2) \), the spin bundle on \( T^2 \) with negative chirality \( i^{-1} \Gamma^1 \Gamma^2 = -1 \) is \( V_-^{1/2} \) while the bundle with positive chirality \( i^{-1} \Gamma^1 \Gamma^2 = +1 \) is \( V_+^{1/2} \). Thus, the spin bundle \( S_{Y_7} \) on \( Y_7 \) is reduced to

\[
S_{Y_7} \rightarrow (S \otimes V_+^{1/2}) \oplus (S' \otimes V_-^{1/2}). \tag{8.28}
\]

Here, \( S \) and \( S' \) are the spin bundles on \( Y_5 \), or more precisely they are representations of Clifford algebra as follows. On \( S_{Y_7} \), the representation of the gamma matrices is taken as

\[
i^{-3} \Gamma^1 \cdots \Gamma^7 = 1. \tag{8.29}
\]

We refer the reader to Appendix A for the conventions for more general dimensions. Then \( S \) and \( S' \) are representations of gamma matrices given by

\[
S : i^{-2} \Gamma^1 \cdots \Gamma^5 = +1, \quad S' : i^{-2} \Gamma^1 \cdots \Gamma^5 = -1. \tag{8.30}
\]

The fermions which take values in \( S \) in 5-manifold \( Y_5 \) give positive chirality fermions on the boundary \( X_4 = \partial Y_5 \), while fermions with \( S' \) give negative chirality fermions. This claim can be checked by explicitly finding a localized chiral fermion as (5.15).

We do not necessarily have bundles \( S \) or \( V_+^{1/2} \) separately. However, the bundle \( (S \otimes V_+^{1/2}) \) must exist, and it gives a spin \( \text{Mp}(2, \mathbb{Z}) \) structure of \( Y_5 \).

The \( \eta \)-invariant of \( (S' \otimes V_-^{1/2}) \) is the same as that of \( (S \otimes V_+^{1/2}) \).\(^{38}\) Let \( D_+ \) be the Dirac operator of the fermions which take values in \( S \otimes V_+^{1/2} \). A single fermion on \( Y_7 \) gives two fermions on \( Y_5 \) which take values in \( S \otimes V_+^{1/2} \) and \( S' \otimes V_-^{1/2} \) respectively, and hence the contribution to the boundary anomaly is given by \(-2 \eta(D_Y)\). The contribution to the anomaly of the theory (8.15) is \(-28 \kappa \eta \) times this value, so we get

\[
\kappa \left(-\frac{1}{8} \cdot 2 \left( \eta(\tilde{D}^\text{sig}_+) - \eta(\tilde{D}^\text{sig}_-) \right) + \text{Arf}(Y) \right) = 56 \kappa \eta(D_+). \tag{8.31}
\]

\(^{38}\) For a general bundle \( E \) in five dimensions, the \( \eta \)-invariants of \( S \otimes E \) and \( S' \otimes E \) are negative of each other. Also, the \( \eta \)-invariants of \( S \otimes E \) and \( S \otimes E^* \) are negative of each other. Hence the \( \eta \)-invariants of \( S \otimes E \) and \( S' \otimes E^* \) are the same.
and (8.25) becomes

$$A = \kappa \left( -\tilde{Q}(\tilde{c}) + 56\eta(D_+) \right). \quad (8.32)$$

The equations (8.25) and (8.32) are the main results of this subsection. They were announced in [22].

8.3. D3-brane in S-fold backgrounds. Now we apply the formulas obtained in the previous subsection to D3-branes in the background of S-folds. They are codimension-6 planes in Type IIB or F-theory whose special cases are O3-planes. The F-theory geometry is given by

$$\mathbb{R}^4 \times (\mathbb{R}^6 \times T^2)/\mathbb{Z}_k, \quad (8.33)$$

where $T^2$ is the F-theory elliptic fiber.

We focus on the case that the S-fold preserves $N \geq 3$ supersymmetry [68,69]. The $\mathbb{Z}_k$ action is given as follows. Let $z = (z^1, z^2, z^3)$ be complex coordinates of $\mathbb{R}^6 \cong \mathbb{C}^3$. Also let $w$ be the coordinate of $T^2$. We define the $\mathbb{Z}_k$ action as

$$(z, w) \mapsto e^{2\pi i j/k} (z, w) \quad (j = 0, 1, \cdots, k - 1). \quad (8.34)$$

The complex moduli parameter $\tau$ is assumed to be invariant under the $\mathbb{Z}_k$ action, which is possible for $k = 2, 3, 4, 6$.

Let $v$ be the coordinate of the bundle $V_+$. We have seen that it is the anti-homomorphic tangent bundle of $T^2$, and hence it transforms under the $\mathbb{Z}_k$ action as

$$(z, v) \mapsto e^{2\pi i j/k} (e^{2\pi i j/k} z, e^{-2\pi i j/k} v) \quad (j = 0, 1, \cdots, k - 1). \quad (8.35)$$

This action needs to be lifted to the spin group, which corresponds to specifying the spin $-\text{Mp}(2, \mathbb{Z})$ structure. We use the uplift specified as follows. On the supercharge $Q$ of Type IIB string, the action is uplifted to

$$Q \rightarrow e^{-\pi i j/k} R(j/k) Q, \quad (8.36)$$

where

$$R(t) = \exp \left(-\pi t \left( \Gamma^1 \Gamma^2 + \Gamma^3 \Gamma^4 + \Gamma^5 \Gamma^6 \right) \right), \quad (0 \leq t \leq 1). \quad (8.37)$$

Then one can check that it preserves $N \geq 3$ supersymmetry. Another possible choice for even $k$ is to take $Q \rightarrow (-1)^j e^{-\pi i j/k} R(j/k) Q$ which gives a different spin structure and breaks more supersymmetry when $k > 2$ [129]; we do not consider this case here.

Equivalently, we have defined the spin lift so that the S-fold in Type IIB string can be lifted to M-theory orbifolds which we studied in Sect. 7.2.

Let us restrict our attention to the manifold $Y_7 = (S^5 \times T^2)/\mathbb{Z}_k$ and $Y_5 = S^5/\mathbb{Z}_k$. We want to compute the anomaly evaluated on $Y_5$. The matter content of a D3-brane follows from the $T^2$ compactification of an M5-brane. By the analysis of dimensional reduction in Sect. 8.2, and also from the discussion in M-theory given in Sect. 7.1, we conclude that the total anomaly is given by

$$\mathcal{A}(Y_5) = -\tilde{Q}(\tilde{c}) + (56 + 4)\eta(D_+). \quad (8.38)$$

39 Less supersymmetric cases are also discussed in [129,130].
where 56 are from the Maxwell field and 4 are from fermions. Let \( q \) be the S-fold charge. By the result of [65], the value of \( q \) mod 1 is related to the anomaly as

\[
q = -A(S^5/\mathbb{Z}_k) \mod 1.
\]  (8.39)

The charge \( q \) was computed in [69] using string dualities and we can compare the anomaly with the charge. The result there is summarized as follows:

\[
\begin{array}{cccc}
k & 2 & 3 & 4 & 6 \\
q & \pm \frac{1}{4} & \pm \frac{1}{3} & \pm \frac{3}{8} & -\frac{5}{12}
\end{array}
\]  (8.40)

where the signs \( \pm \) correspond to different types of S-folds. For example, we have \( \text{O3}^\pm \) and \( \tilde{\text{O3}}^\pm \) for \( k = 2 \).

The relevant \( \eta \)-invariant \( \eta(D_+) \) is computed in Appendix D, where the spin structure above corresponds to \( D_3 = 1/2 \) in the notation of the appendix. Looking up the results there, the anomaly for the case \( \tilde{c} = 0 \) is given as follows:

\[
\frac{k}{60\eta(D_+)} \mod 1 \begin{array}{cccc}
2 & 3 & 4 & 6 \\
\frac{1}{4} & \frac{1}{3} & -\frac{3}{8} & -\frac{5}{12}
\end{array}
\]  (8.41)

These values are consistent with the relation (8.39).

We can perform additional consistency checks by comparing (8.25) and (8.32). These equations require (8.31),

\[
\text{Arf}(Y_5) = \frac{1}{2} \eta(\tilde{D}^\text{sig}_+) + 56\eta(D_+). \quad (8.42)
\]

where we have used \( \eta(\tilde{D}^\text{sig}_-) = -\eta(\tilde{D}^\text{sig}_+) \). This equality was a consequence of comparing the partition function of the 5-dimensional theory (8.15) and the dimensional reduction of the anomaly of the \( d = 6 \) theory. This was argued by a rather indirect argument, so let us test it directly in the current setting. The following discussions may also be regarded as a consistency check of charges in (8.40) which are not realized by (8.41).

The right hand side of (8.42) is computed by using the result of Appendix D. Notice that the cohomologies with twisted real coefficients \( H^i(S^5/\mathbb{Z}_k, \mathbb{R}^2) \) are all zero, and hence (8.24) gives \( \eta(\tilde{D}^\text{sig}_+) = \frac{1}{2} \eta(D^\text{sig}_+) \). The values of \( \eta(D^\text{sig}_+) \) are computed in Appendix D, where the transformation of \( V_+ \) corresponds to \( D^\text{sig}_+ \) in the appendix. We get the results:

\[
\frac{k}{2} \eta(\tilde{D}^\text{sig}_+) + 56\eta(D_+) \mod 1 \begin{array}{cccc}
2 & 3 & 4 & 6 \\
\frac{1}{2} & -\frac{3}{4} & -\frac{1}{8} & -\frac{5}{12}
\end{array}
\]  (8.43)

Next let us determine the Arf invariant. Let us first recall the definition of the Arf invariant. We consider the cohomology with twisted integer coefficient \( H^3(Y_5, \mathbb{Z}^2) \). If we require \( \tilde{a} \in \tilde{H}^3(Y_5, \mathbb{Z}^2) \) to be flat, it is completely determined by \( [V_+] \in H^3(Y_5, \mathbb{Z}^2) \) up to gauge transformations. Therefore, we regard \( \tilde{a} \) just as an element of \( H^3(Y_5, \mathbb{Z}^2) \).

\footnote{Elements of \( H^i(S^5/\mathbb{Z}_k, \mathbb{R}^2) \) would be represented by harmonic differential forms annihilated by \( d + d^\dagger \). By pulling back them to \( S^5 \) under \( S^5 \to S^5/\mathbb{Z}_k \), we would get harmonic forms on \( S^5 \), which is possible only if \( i = 0, 5 \). The cases \( i = 0, 5 \) are eliminated by the nontrivial twisting \( \mathbb{R}^2 \).}
Thus we get \( \tilde{Q}(\tilde{\alpha}) \) is the quadratic refinement of the torsion pairing on \( H^3(Y_5, \mathbb{Z}^2) \) which is reduced to have \( \tilde{Q}(0) = 0 \). The Arf invariant is defined as

\[
\text{Arf}(Y_5) = \frac{1}{2\pi} \arg \left( \sum_{\tilde{\alpha} \in H^3(Y_5, \mathbb{Z}^2)} \exp(2\pi i \tilde{Q}(\tilde{\alpha})) \right).
\]

(8.44)

Thus it depends on the quadratic refinement.

The relevant cohomology group \( H^3(S^5/\mathbb{Z}_k, \mathbb{Z}^2) \) was determined in [69]. We do not directly compute the quadratic refinement \( \tilde{Q}(\tilde{\alpha}) \). Rather, we determine it from the relation (8.39) and the known results (8.40). We study each case \( k = 2, 3, 4, 6 \) separately.

**The case \( k = 2 \).** This case is the standard O3-planes which are discussed in Sect. 3.4. The cohomology is \( H^3(S^5/\mathbb{Z}_2, \mathbb{Z}^2) = \mathbb{Z}_2 \times \mathbb{Z}_2 \). We denote the corresponding elements of \( H^3(S^5/\mathbb{Z}_2, \mathbb{Z}^2) \) simply as \((n_1, n_2)\) where \( n_1, n_2 = 0, 1 \mod 2 \). The result (8.41) and the relation (8.39) imply that the S-fold with the trivial background \( \tilde{\alpha} = 0 \) corresponds to the O3⁻ plane. Then other O-planes \( \tilde{\alpha} = (1, 1), (1, 0) \) and \((0, 1)\) corresponds to \( \mathbb{O}^3 \) and O3⁺ planes. They have charge \( q = +1/4 \). By requiring (8.39), we conclude that \( \tilde{Q}(\tilde{\alpha}) \) is given as \( \tilde{Q}(n_1, n_2) = 1/2 \) for \((n_1, n_2) \neq (0, 0)\). Namely, the quadratic refinement is given by

\[
\tilde{Q}(n_1, n_2) = \frac{1}{2}(n_1n_2 + n_1 + n_2) \mod \mathbb{Z}.
\]

(8.45)

One can see that \( \tilde{Q}(\tilde{\alpha}_1 + \tilde{\alpha}_2) - \tilde{Q}(\tilde{\alpha}_1) - \tilde{Q}(\tilde{\alpha}_2) \) gives a non-degenerate pairing on \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). We can compute

\[
\sum_{\tilde{\alpha} \in H^3(S^5/\mathbb{Z}_2, \mathbb{Z}^2)} \exp(2\pi i \tilde{Q}(\tilde{\alpha})) = (+1) + (-1) + (-1) + (-1) = 2 \exp(\pi i).
\]

(8.46)

Thus we get \( \text{Arf} = 1/2 \mod 1 \). This agrees with (8.43).

**The case \( k = 3 \).** In this case we have \( H^3(S^5/\mathbb{Z}_3, \mathbb{Z}^2) = \mathbb{Z}_3 \). We denote its elements as \( n = 0, \pm 1 \mod 3 \). The S-fold with \( q = -1/3 \) corresponds to the trivial background \( \tilde{\alpha} = 0 \). The S-fold with \( q = +1/3 \) is reproduced only if \( \tilde{Q}(\tilde{\alpha}) = 2/3 \mod 1 \). We may also expect a symmetry \( n \rightarrow -n \) which comes from the center \( -1 \in \text{SL}(2, \mathbb{Z}) \). Therefore, we conclude that \( \tilde{Q}(\pm 1) = 2/3 \). The quadratic refinement is hence given by

\[
\tilde{Q}(n) = \frac{2}{3} n^2 \mod 1.
\]

(8.47)

One can see that \( \tilde{Q}(\tilde{\alpha}_1 + \tilde{\alpha}_2) - \tilde{Q}(\tilde{\alpha}_1) - \tilde{Q}(\tilde{\alpha}_2) \) gives a non-degenerate pairing on \( \mathbb{Z}_3 \). By using it, we compute

\[
\sum_{\tilde{\alpha} \in H^3(S^5/\mathbb{Z}_3, \mathbb{Z}^2)} \exp(2\pi i \tilde{Q}(\tilde{\alpha})) = (+1) + e^{4\pi i/3} + e^{4\pi i/3} = \sqrt{3} \exp(-\pi i/2).
\]

(8.48)

Thus we get \( \text{Arf} = -1/4 \mod 1 \). This agrees with (8.43).
The case $k = 4$. In this case we have $H^3(S^5/\mathbb{Z}_4, \tilde{\mathbb{Z}}^2) = \mathbb{Z}_2$. We denote its elements as $n = 0, 1 \mod 2$. The S-fold with $q = +3/8$ corresponds to the trivial background $\tilde{c} = 0$. The S-fold with $q = -3/8$ is reproduced only if $\tilde{Q}(\tilde{c}) = -3/4 = 1/4 \mod 1$. Therefore, we conclude that $\tilde{Q}(1) = 1/4$. The quadratic refinement is hence given by

$$Q(n) = \frac{1}{4} n^2 \mod 1. \quad (8.49)$$

One can see that $\tilde{Q}(\tilde{c}_1 + \tilde{c}_2) - \tilde{Q}(\tilde{c}_1) - \tilde{Q}(\tilde{c}_2)$ gives a non-degenerate pairing on $\mathbb{Z}_2$. By using it, we compute

$$\sum_{\tilde{a} \in H^3(S^5/\mathbb{Z}_4, \tilde{\mathbb{Z}}^2)} \exp(2\pi i \tilde{Q}(\tilde{a})) = (+1) + e^{\pi i/2} = \sqrt{2} \exp(\pi i/4). \quad (8.50)$$

Thus we get $\text{Arf} = 1/8 \mod 1$. This agrees with (8.43).

The case $k = 6$. In this case we have $H^3(S^5/\mathbb{Z}_6, \tilde{\mathbb{Z}}^2) = 0$. Thus the Arf invariant is trivial, $\text{Arf} = 0 \mod 1$. This agrees with (8.43).

We have confirmed the relation (8.42) for all $k = 2, 3, 4, 6$, as promised in [22]. It would be interesting to give an independent computation of the quadratic refinement without relying on the values of $q$ given in (8.40).

8.4. Classification of global anomalies. The $d = 4$ dimensional theories with spin-Mp$(2, \mathbb{Z})$ structure do not have perturbative anomalies, and all the anomalies are global anomalies. The classification of global anomalies is done by the (torsion part of the) bordism group $\Omega^\text{spin-Mp(2,\mathbb{Z})}_5$. As a final computation in this paper, let us determine this group, and compute the anomaly of the Maxwell theory for all the generators.

First we note that $\Omega^\text{spin-Mp(2,\mathbb{Z})}_5$ can be identified as the twisted spin bordism group

$$\Omega^\text{spin}_5(B\text{SL}(2, \mathbb{Z}), \xi) \quad (8.51)$$

which is described as follows. $\xi = \tilde{\mathbb{R}}^2$ is a real vector bundle over $B\text{SL}(2, \mathbb{Z})$ associated to the $\text{SL}(2, \mathbb{Z})$ bundle on $B\tilde{\text{SL}}(2, \mathbb{Z})$. The $\text{SL}(2, \mathbb{Z})$ action preserves the orientation, and hence $\xi$ has a vanishing first Stiefel–Whitney class. Then we consider maps $f : Y \to B\text{SL}(2, \mathbb{Z})$ such that the spin-Mp$(2, \mathbb{Z})$ structure on $Y$ corresponds to a spin structure on $TY \oplus f^*(\xi)$. Such $Y$ is an element of $\Omega^\text{spin}_5(B\text{SL}(2, \mathbb{Z}), \xi)$.

Then we can apply the Atiyah-Hirzebruch spectral sequence (AHSS) for this twisted spin bordism group. In particular, the $E^2$ page of $\Omega^\text{spin}_5(B\text{SL}(2, \mathbb{Z}), \xi)$ is the same as
that of the untwisted group $\Omega^\text{spin}_3(BSL(2, \mathbb{Z}))$ and is given by\footnote{Elements of $\Omega^\text{spin}_k(BSL(2, \mathbb{Z}), \xi)$ may be constructed by Pontryagin-Thom construction as follows. The space $BSL(2, \mathbb{Z})$ has the bundle $\xi$, and we consider the Thom space $T(\xi)$ associated to $\xi$ which is obtained by collapsing all points at infinity of $\xi$ to a single point. Then, we consider a spin manifold $Y_{k+2}$ with dimension $k+2$, and a map $F : Y_{k+2} \to T(\xi)$. By taking $F$ sufficiently generic, we assume that the image of $Y_{k+2}$ intersects transversally to the zero section of $\xi$ in $T(\xi)$. We take $Y_k$ to be the inverse image of the zero section, which is a $k$-manifold. Its normal bundle inside $Y_{k+2}$ is isomorphic to the pullback $f^*(\xi)$, where $f$ is the restriction of $F$ to $Y_k \subset Y_{k+2}$. Since $Y_{k+2}$ is spin, the bundle $TY_k \oplus f^*(\xi)$ has a spin structure. This construction, and its inverse, implies that the group $\Omega^\text{spin}_k(BSL(2, \mathbb{Z}), \xi)$ is equivalent to $\tilde{H}^\text{spin}_{k+2}(T(\xi))$, where $\tilde{H}$ is the reduced group which, roughly speaking, does not care what happens away from the zero section of $\xi$. The AHSS for generalized cohomology is applied to it with the $E^2$ page given by $\tilde{H}_{p+2}(T(\xi), \Omega^\text{spin}_q(pt)) = H_p(BSL(2, \mathbb{Z}), \Omega^\text{spin}_q(pt))$ where we have used the Thom isomorphism theorem.}

\[ E^2_{p,q} = H_p(BSL(2, \mathbb{Z}), \Omega^\text{spin}_q(pt)). \]  

(8.52)

The cohomology groups of $BSL(2, \mathbb{Z})$ with integer coefficients are known to be given as follows:

\[
\begin{aligned}
H_{2m-1}(BSL(2, \mathbb{Z}), \mathbb{Z}) &= \mathbb{Z}_{12}, & m &\geq 1 \\
H_{2m}(BSL(2, \mathbb{Z}), \mathbb{Z}) &= 0. & m &\geq 1,
\end{aligned}
\]

(8.53)

see [21] for references. We note that these are the same as those of the lens space $S^5/\mathbb{Z}_{12}$ in the range of our interest. The spin bordism group of a point is given by

\[
\begin{array}{c|cccccc}
q & 0 & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline
\Omega^\text{spin}_q(pt) & \mathbb{Z} & \mathbb{Z}_2 & \mathbb{Z}_2 & 0 & \mathbb{Z} & 0 & 0
\end{array}
\]

(8.54)

By the universal coefficients theorem, we get

\[
\begin{array}{c|cccccc}
p & 0 & 1 & 2 & 3 & 4 & 5 \\
\hline
E^2_{p,5-p} & 0 & \mathbb{Z}_{12} & 0 & \mathbb{Z}_2 & \mathbb{Z}_2 & \mathbb{Z}_{12}
\end{array}
\]

(8.55)

It tells us that the order of the group is bounded as follows:

\[
|\Omega^\text{spin}_{3-Mp(2,\mathbb{Z})}| = |\Omega^\text{spin}_3(BSL(2, \mathbb{Z}), \xi)| \leq \prod_p |E^2_{p,5-p}| = 576.
\]

(8.56)

The group $Mp(2, \mathbb{Z})$ is described as follows. The group $SL(2, \mathbb{Z})$ is generated by generators $S$ and $T$ which satisfy $S^2 = (T^{-1}S)^3$ and $S^4 = 1$. The group $Mp(2, \mathbb{Z})$ is the spin cover of $SL(2, \mathbb{Z})$ and it is generated by $S$ and $T$ with the relations $S^2 = (T^{-1}S)^3$ and $S^8 = 1$. This group admits a homomorphism

\[
Mp(2, \mathbb{Z}) \to \mathbb{Z}_{24}
\]

(8.57)

given by the abelianization. This means that we map $S, T$ to $s, t$ with an additional commutativity relation $st = ts$. Then $S^2 = (T^{-1}S)^3$ and $S^8 = 1$ give $s = t^3$ and $t^{24} = 1$. Therefore the abelianization gives $\mathbb{Z}_{24}$. We can also define two homomorphisms

\[
\begin{align*}
\mathbb{Z}_8 &\to Mp(2, \mathbb{Z}), \\
\mathbb{Z}_3 &\to Mp(2, \mathbb{Z}).
\end{align*}
\]

(8.58)

The first homomorphism maps the generator of $\mathbb{Z}_8$ to $S$. The second one maps the generator of $\mathbb{Z}_3$ to $(T^{-1}S)^4$. 

\[
\begin{aligned}
E^2_{p,q} = H_p(BSL(2, \mathbb{Z}), \Omega^\text{spin}_q(pt)).
\end{aligned}
\]
Notice that spin\( - Z_{24} = (\text{spin} - Z_8) \times Z_3 \) because \( Z_{24} \cong Z_8 \times Z_3 \) and the subgroup \( Z_2 \) is included in \( Z_8 \). From the above homomorphisms, we get homomorphisms of bordism groups

\[
\Omega_5^{\text{spin}}(BZ_3) \to \Omega_5^{\text{spin-Mp}(2, Z)} \to \Omega_5^{\text{spin-Mp}(2, Z)} .
\] (8.59)

Their composition,

\[
\Omega_5^{\text{spin}}(BZ_3) \to \Omega_5^{\text{spin-Mp}(2, Z)},
\] (8.60)

is based on the isomorphism \( Z_8 \times Z_3 \sim Z_{24} \).

The map (8.60) is known to be isomorphism [131]. Therefore, (8.59) implies that the homomorphism \( \Omega_5^{\text{spin}}(BZ_3) \to \Omega_5^{\text{spin-Mp}(2, Z)} \) must be injective. This implies that the orders of the groups are \( |\Omega_5^{\text{spin}}(BZ_3)| \leq |\Omega_5^{\text{spin-Mp}(2, Z)}| \). We have [131],

\[
\Omega_5^{\text{spin}}(BZ_3) = (Z_{32} \oplus Z_2) \oplus Z_9
\] (8.61)

and in particular \( |\Omega_5^{\text{spin}}(BZ_3)| = 576 \). Combining these facts with (8.56), we conclude that the homomorphism \( \Omega_5^{\text{spin}}(BZ_3) \to \Omega_5^{\text{spin-Mp}(2, Z)} \) is in fact an isomorphism and hence

\[
\Omega_5^{\text{spin-Mp}(2, Z)} = Z_{32} \oplus Z_2 \oplus Z_9.
\] (8.62)

More explicitly, the generators of each factor \( Z_{32}, Z_2 \) and \( Z_9 \) are given as follows [131, 132]. The lens space \( S^5/Z_k \) can be embedded in \( C^3/Z_k \). We can specify the spin or spin\( - Z_{2k} \) structure on the lens space by specifying how the \( Z_k \) acts on the spinor on \( C^3 \). Let us consider a structure defined by the \( Z_k \) action which is specified by a parameter \( s \in 1/2 + Z \),

\[
\Psi \to e^{-2\pi i j s/k} R(j/k)\Psi \quad (j = 0, 1, \ldots, k - 1).
\] (8.63)

where \( R(t) \) was defined in (8.37). In Sect. 8.3, we have considered the case \( s = 1/2 \) to preserve \( \mathcal{N} = 3 \) supersymmetry. However, we need more general cases for the generators of the bordism groups. Let \( (S^5/Z_k)_s \) be the lens space with the structure specified by the parameter \( s \). Then the generators are as follows:

\[
\begin{align*}
Z_{32} : (S^5/Z_4)_s = 1/2 & \quad \in \Omega_5^{\text{spin-Mp}(2, Z)} , \\
Z_2 : (S^5/Z_4)_s = 3/2 + 9(S^5/Z_4)_s = 1/2 & \quad \in \Omega_5^{\text{spin-Mp}(2, Z)} , \\
Z_9 : (S^5/Z_3)_s = 1/2 & \quad \in \Omega_5^{\text{spin-Mp}(2, Z)}.
\end{align*}
\] (8.64)

Here we have used the fact that \( \Omega_5^{\text{spin-Mp}(2, Z)} \) is an isomorphism due to the above discussion. The last one \( (S^5/Z_k)_s = k/2 \) is an element of \( \Omega_5^{\text{spin-Mp}(2, Z)} \) because \( (S^5/Z_k)_s = k/2 \) is a spin manifold for odd \( k \), and \( 1/2 \equiv k/2 \) mod 1. The manifold \( (S^5/Z_3)_s = 1/2 \) can be detected by the Dirac operator with \( Z_3 \) charge 1, and the manifolds

\[\footnote{As in the case of SL(2, Z), AHSS shows that \( |\Omega_5^{\text{spin-Mp}}| \leq 64 \) and \( |\Omega_5^{\text{spin-Mp}(2, Z)}| \leq 9 \). We will later present explicit generators which can be detected by \( \eta \)-invariants computed in Appendix D. Those generators saturate the above bounds.} \]
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\[ \left( S^{5}/\mathbb{Z}_{4}\right)_{s=1/2} \text{ and } \left( S^{5}/\mathbb{Z}_{4}\right)_{s=3/2} \] are detected by the Dirac operators with \( \mathbb{Z}_{8} \) charge 1 and 3.\(^{43}\)

We have already tested (8.42) for \( \left( S^{5}/\mathbb{Z}_{4}\right)_{s=1/2} \) and \( \left( S^{5}/\mathbb{Z}_{3}\right)_{s=1/2} \), so let us test it for the remaining generator \( \left( S^{5}/\mathbb{Z}_{4}\right)_{s=3/2} \). This means that we take the relevant bundle \( S \otimes \sqrt{V} \) to be the bundle specified by \( \left( S^{5}/\mathbb{Z}_{4}\right)_{s=3/2} \). For the signature we consider the bundle \( S \otimes S^{8} \otimes V \). By the result of Appendix D, we get

\[ \frac{1}{2} \eta(D_{+}^{\text{sig}}) + 56 \eta(D_{+}) = -\frac{1}{8} \mod \mathbb{Z}. \quad (8.65) \]

Thus the Arf invariant must be \( \text{Arf} = -1/8 \) for (8.42) to be valid. This value is reproduced if the quadratic refinement of the torsion pairing in \( H^{3}(S^{5}/\mathbb{Z}_{4}, \mathbb{Z}^{2}) = \mathbb{Z}_{2} \) for the current spin structure is given by

\[ Q(n) = -\frac{n^{2}}{4} \quad (n \in \mathbb{Z}_{2}). \quad (8.66) \]

It would be interesting to confirm it by a direct computation of \( Q \). However, we remark that the only possible values of the Arf invariant for \( \mathbb{Z}_{2} \) is \( \pm 1/8 \), so it is already a nontrivial check that the above value of \( \frac{1}{2} \eta(D_{+}^{\text{sig}}) + 56 \eta(D_{+}) \) coincides with either of \( \pm 1/8 \).
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A. Notations and Conventions

- \( i = \sqrt{-1} \) : the imaginary unit.
- \( d \) : the exterior differential.
- \( X, Y, Z, M, N, \ldots \) : generic symbols for manifolds. (For general discussions, the dimensions are \( \text{dim } X = d, \text{dim } Y = d + 1, \text{dim } Z = d + 2 \).)
- \( \overline{X} \) : the orientation reversal of a manifold \( X \).
- \( H^{p}(X, A) \) : the cohomology on \( X \) with coefficients \( A(= \mathbb{Z}, \mathbb{R}, \mathbb{R}/\mathbb{Z}) \). Coefficients with a tilde, such as \( \tilde{A} \), stand for twisted coefficient systems.
- \( \Omega^{p}(X) \) : differential forms of degree \( p \), i.e. a \( p \)-form.
- \( \Omega^{p}_{\text{closed}}(X) \) : closed differential \( p \)-forms.
- Square bracket \([x]_{A}\) : the cohomology element corresponding to a cocycle \( x \) with coefficients \( A \). (The subscript \( A \) may be omitted if it is clear from context.)

\(^{43}\) For the spin – \( \mathbb{Z}_{8} \) structure to be well-defined, fermion charges under \( \mathbb{Z}_{8} \) must be odd. For a charge \( q \) fermion, the value of \( s \) is effectively changed to \( s \rightarrow q s \). Let \( \eta(D) \) be the \( \eta \)-invariant of the Dirac operator of a fermion with \( \mathbb{Z}_{8} \) charge \( q \). By using the values of the \( \eta \)-invariants in Appendix D, one can check that \( \eta(D) \) and \( \eta(D^{(1)}) + 9 \eta(D^{(3)}) \) generate the dual of the bordism groups, \( \text{Hom}(\mathbb{Z}_{32}, U(1)) \) and \( \text{Hom}(\mathbb{Z}_{2}, U(1)) \), where \( \mathbb{Z}_{32} \) and \( \mathbb{Z}_{2} \) are the ones appearing in \( \Omega^{\text{spin-}}_{5} = \mathbb{Z}_{32} \oplus \mathbb{Z}_{2}. \) A generator of \( \text{Hom}(\mathbb{Z}_{9}, U(1)) \) (where \( \mathbb{Z}_{9} = \Omega^{\text{spin-}}_{5}(B\mathbb{Z}_{3}) \)) is \( \eta(D) \) in a similar notation. They are precisely the dual basis of (8.64).
• $\tilde{H}^p(X)$: the differential cohomology group on $X$.
• $A, B, C, a, b, c, ...$: generic symbols for gauge fields as used usually by physicists.
• $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{a}, \tilde{b}, \tilde{c}, ...$: generic symbols for gauge fields as differential cohomology elements.
• $\tilde{A} = (N_A, A_A, F_A)$: the triplet representation of a differential cohomology element $\tilde{A}$.
• $Z$: the partition function.
• $A \in \mathbb{R}/\mathbb{Z}$: the phase $= \frac{1}{2\pi i} \log Z$ of the partition function $Z$ of the bulk anomaly theory on closed manifolds. We simply call this $A$ as the anomaly.
• $Q \in \mathbb{R}/\mathbb{Z}$: a quadratic refinement, possibly with $Q(0) \neq 0$. We also use $\tilde{Q}(\tilde{A}) = Q(\tilde{A}) - Q(0)$.

We also have some remarks related to index theorems:

• In even spacetime dimensions $2m$, the gamma matrices $\Gamma^1, \ldots, \Gamma^{2m}$ and the chirality operator $\Gamma$ are related as $\Gamma = i^{-m} \Gamma^1 \cdots \Gamma^{2m}$. In odd dimensions $2m + 1$, the gamma matrices are usually taken as $i^{-m} \Gamma^1 \cdots \Gamma^{2m+1} = +1$. When the bundle with opposite representation $i^{-m} \Gamma^1 \cdots \Gamma^{2m+1} = -1$ appears, we explicitly mention it.
• $\partial Y$, the boundary of a manifold $Y$, is taken with the orientation given by the following convention. If the neighborhood of the boundary has the form $(-\epsilon, 0] \times X \subset Y$, then the oriented volume forms $\omega_Y$ and $\omega_X$ of $Y$ and $X = \partial Y$ are related as $\omega_Y = d\tau \wedge \omega_X$, where $\tau \in (-\epsilon, 0]$ and $\tau = 0$ is the boundary. This is the standard orientation for Stokes’ theorem, but it is different from the usual convention for the APS index theorem in the literature. This leads to a sign change in the APS index theorem in front of the $\eta$-invariant. Namely, the APS index theorem on a manifold $Z$ with boundary $Y$ is of the form

$$\text{index}(D_Z) = \int_Z \text{(local density)} + \eta(D_Y). \quad (A.1)$$

• In the conventions of the gamma matrices and the $\eta$-invariant used above, the anomaly of a chiral fermion with positive chirality $\Gamma = +1$ is given by $A = -\eta$ for a Dirac fermion (i.e. the bulk partition function is $Z = \exp(-2\pi i \eta)$), and $A = -\frac{1}{2} \eta$ for a Majorana fermion (i.e. the bulk partition function is $Z = \exp(-\pi i \eta)$). For negative chirality fermions, the sign is reversed.

### B. Some Sign Factors in M-Theory

The purpose of this appendix is to fix various sign factors which appear in M-theory. In particular, let $F_4^M$ and $F_7^M$ be M-theory 4-form and 7-form field strength. We will determine the sign $s$ in the duality equation

$$*F_4^M = si F_7^M. \quad (B.1)$$
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We want to determine whether it is $s = 1$ or $-1$. After fixing some conventions of the $M_p$-branes and the fields $F^{M}_{p+2}$, the value of $s$ is not a convention, but is fixed.

In this appendix, we are only concerned with sign factors, and hence we neglect topology of $p + 1$-form fields $C^{M}_{p+1}$ and treat them as differential forms. In particular, $F^{M}_{p+2} = dC^{M}_{p+1}$.

**B.1. Convention of $M_p$-branes and $(p+1)$-form fields.** We always use Euclidean signature for the metric unless otherwise stated. For gamma matrices, we take $\Gamma^0$ to be imaginary antisymmetric and other $\Gamma^I$ ($I = 1, \cdots, 10$) to be real symmetric. (In Lorentzian signature, all gamma matrices are real.) Then we see that the matrix

$$C = i\Gamma^0$$

has the properties that

$$C\Gamma^I C^{-1} = -(\Gamma^I)^T = -(\Gamma^I)^* \quad (I = 0, 1, \cdots, 10).$$

Moreover, we take them to satisfy

$$i^{-5}\Gamma^0\Gamma^1 \cdots \Gamma^{10} = 1.$$

We use these conventions for the gamma matrices.

For $M5$ and $M2$ branes, we use the following conventions. Let $Q^M$ be the supercharge in 11-dimensions. An $M_p$-brane preserves the subgroups $SO(p+1) \times SO(10-p) \subset SO(11)$ of the Lorentz symmetry and half of the supersymmetry. Then, if we put it on $x^{p+1} = \cdots x^{10} = 0$ with the orientation determined by the volume form $\omega_{p+1} = dx^0 \wedge \cdots \wedge dx^p$, it is clear that the supercharges preserved by the $M_p$-brane should be given by

$$Q^{Mp} = (1 \pm \Gamma^{10}\Gamma^9 \cdots \Gamma^{p+1})Q^M.$$

Here the ambiguity is only sign factors $\pm$ and not a general complex phase, because $Q^M$ in Lorentz signature metric is real. The sign just specifies which we call as $M_p$-branes and which as anti-$M_p$-branes. We use the convention that $M_p$-branes (as opposed to anti-$M_p$-branes) with the worldvolume orientation

$$\omega_{p+1} = dx^0 \wedge \cdots \wedge dx^p : \text{positive volume form}$$

are specified by the unbroken supercharges

$$Q^{Mp} = (1 + \Gamma^{10}\Gamma^9 \cdots \Gamma^{p+1})Q^M,$$

or more explicitly

$$M5 : Q^{M5} = (1 + \Gamma^{10}\Gamma^9\Gamma^8\Gamma^7\Gamma^6)Q^M, \quad (B.8)$$

$$M2 : Q^{M2} = (1 + \Gamma^{10}\Gamma^9\Gamma^8\Gamma^7\Gamma^6\Gamma^5\Gamma^4\Gamma^3)Q^M. \quad (B.9)$$

These are just conventions.

Let us slightly rephrase the above conditions. The supersymmetry transformations are written as

$$\epsilon^T C Q^M$$

(10)
where $\epsilon$ is the supersymmetry parameter, and $C (= i \Gamma_0)$ is the matrix defined above. The supersymmetry parameter for $M_p$-branes must satisfy,

$$\frac{1}{2} \epsilon^T_p C (1 + \Gamma^{10} \cdots \Gamma^{p+1}) \mathcal{Q}^M = \epsilon^T_p C \mathcal{Q}^M$$  \hspace{0.5cm} (B.11)

or

$$\Gamma^{p+1} \cdots \Gamma^{10} \epsilon_p = (-1)^p \epsilon_p.$$  \hspace{0.5cm} (B.12)

This is the supersymmetry parameter relevant for $M_p$-branes.

The sign convention of $(p+1)$-form fields $C_{p+1}^M$ coupled to $M_p$-branes is determined by the following requirement. Let us consider the above $M_p$-brane with the orientation of the worldvolume $\omega_{p+1}$ given by (B.6). Let us also define

$$\delta_{10-p}(z) := \delta(x^{p+1}) \cdots \delta(x^{10}) dx^{p+1} \wedge \cdots \wedge dx^{10},$$  \hspace{0.5cm} (B.13)

where

$$z = (x^{p+1}, \cdots, x^{10}).$$  \hspace{0.5cm} (B.14)

Then the coupling of $C_{p+1}^M$ to the $M_p$-brane is given by

$$-S \supset 2\pi i \int C_{p+1}^M = 2\pi i \int C_{p+1}^M \wedge \delta_{10-p}(z).$$  \hspace{0.5cm} (B.15)

The sign of $C_{p+1}^M$ is defined by this coupling.

Including the kinetic term, the action contains

$$-S \supset -\frac{2\pi}{2} \int dC_{p+1}^M \wedge \ast dC_{p+1}^M + 2\pi i \int C_{p+1}^M \wedge \delta_{10-p}(z),$$  \hspace{0.5cm} (B.16)

where we are using the Planck unit $2\pi \ell_M = 1$. The equation of motion is

$$(-1)^{p+1} \ast F_{p+2}^M + i \delta_{10-p}(z) = 0.$$  \hspace{0.5cm} (B.17)

Now suppose that we have the duality equation of field strength

$$\ast F_{p+2}^M = i s_{p+2} F_{9-p}^M,$$  \hspace{0.5cm} (B.18)

where $s_{p+2} = \pm 1$ are sign factors which we want to determine. Notice that we have already defined the sign convention for the fields $C_{p+1}$ and hence there is no freedom to modify this self-dual condition.

Then we get

$$dF_{9-p}^M = (-1)^p s_{p+2} \delta_{10-p}(z).$$  \hspace{0.5cm} (B.19)

Because $\ast^2 = 1$ in odd dimensional Riemann manifold, we have $(i s_{p+2})(i s_{9-p}) = 1$ or $s_{p+2} s_{9-p} = -1$. Let us set $s := s_4$. Then $s_7 = -s$ and

$$\int_{S^7} F_7^M = s, \quad \int_{S^4} F_4^M = s.$$  \hspace{0.5cm} (B.20)
where \( S^{9-p} \) is the sphere surrounding the \( Mp \)-brane. We will see that the value of \( s \) is given by \( s = +1 \).

Before computing \( s \), let us explain more about the structure of various signs and why they are important for the anomaly of M5-branes. The signs of \( C_{p+1} \) are defined by (B.15), that is, \( C_{p+1} \) and \( -C_{p+1} \) are distinguished by the coupling to \( Mp \)-branes. The distinction between \( Mp \)-branes and anti-\( Mp \)-branes are defined by (B.8) and (B.9). They affect the computation of the anomaly in the following way.

First, the supercharge (B.8) determines the chirality of the worldvolume fields of the M5-brane. The chirality operator \( \Gamma^{M5} \) on the M5-brane with the orientation \( \omega_6 = dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3 \wedge dx^4 \wedge dx^5 \) is given as

\[
\Gamma^{M5} = i^{-3} \Gamma^{0} \Gamma^{1} \Gamma^{2} \Gamma^{3} \Gamma^{4} \Gamma^{5}. \tag{B.21}
\]

By using (B.4), it can be written also as \( \Gamma^{M5} = -\Gamma^{6} \Gamma^{7} \Gamma^{8} \Gamma^{9} \Gamma^{10} \). Under this chirality operator, \( Q^{M5} \) has a definite chirality as

\[
\Gamma^{M5} Q^{M5} = -Q^{M5}. \tag{B.22}
\]

From this, the worldvolumes fermions \( \chi \sim [Q^{M5}, \phi] \) (where \( \phi \) represent worldvolume scalars) has negative chirality \( \Gamma^{M5} \chi = -\chi \) and so on. The chirality of the worldvolume fields affects the sign of the anomaly.

Next let us explain (B.9). We are interested in the M2-charge of the M-theory orbifold \( \mathbb{R}^3 \times (\mathbb{R}^8 / \mathbb{Z}_k) \). \( \tag{B.23} \)

Here the orbifold action on the coordinate

\[
z = (z_1, z_2, z_3, z_4) = (x^3 + ix^4, x^5 + ix^6, x^7 + ix^8, x^9 + ix^{10}) \tag{B.24}
\]

is given by

\[
z \rightarrow e^{2\pi i j/k} z, \quad (j = 0, 1, \cdots, k - 1). \tag{B.25}
\]

The question is how to define the uplift of this action to spinors. We define the action in such a way that the supercharges preserved by this orbifold action is a subset of the supercharges (B.9). In other words, adding M2-branes to the orbifold does not break supersymmetry, while adding anti-M2-branes breaks it. The uplift of (B.25) on spinors \( \Psi \) is either \( \Psi \rightarrow +R(j/k) \Psi \) or \( \Psi \rightarrow -R(j/k) \Psi \), where

\[
R(t) = \exp \left( -\pi t \left( \Gamma^{3} \Gamma^{4} + \Gamma^{5} \Gamma^{6} + \Gamma^{7} \Gamma^{8} + \Gamma^{9} \Gamma^{10} \right) \right). \tag{B.26}
\]

In fact, one can check

\[
R(t)^{-1} \left( \Gamma^{1+2q} + i\Gamma^{2+2q} \right) R(t) = e^{2\pi i t} \left( \Gamma^{1+2q} + i\Gamma^{2+2q} \right) \quad (q = 1, 2, 3, 4). \tag{B.27}
\]

which corresponds to (B.24). The sign ambiguity in \( \Psi \rightarrow \pm R(j/m) \Psi \) is the standard one in going from SO to Spin, and it determines the spin structure of \( \mathbb{R}^8 / \mathbb{Z}_k \). By requiring that \( R(j/k) \) preserves some of the charge \( Q^{M2} \), we conclude that the sign must be such that

\[
\Psi \rightarrow +R(j/k) \Psi. \tag{B.28}
\]
For example, $\mathcal{R}(1/2) = \Gamma^3 \Gamma^4 \Gamma^5 \Gamma^6 \Gamma^7 \Gamma^8 \Gamma^9 \Gamma^{10}$ and $\mathcal{R}(1/2) Q^{M2} = Q^{M2}$, and hence $+\mathcal{R}(1/2)$ preserves the same supercharges as M2-branes, while $-\mathcal{R}(1/2)$ preserves the same supercharges as anti-M2-branes. The choice (B.28) determines the spin structure of $\mathbb{R}^8/\mathbb{Z}_k$, and the spin structure affects the value of the $\eta$-invariant on $S^4/\mathbb{Z}_k$. In this way the choice (B.9) affects the anomaly of the orbifold.

B.2. Supergravity background and supersymmetry. $M_p$-branes are realized as extremal black $p$-brane solutions in supergravity. As we will see, the remaining supersymmetries (i.e. Killing spinors in the extremal black brane solutions) depend on the sign of the flux $F_{9-p}$. Our strategy is to relate the remaining supersymmetries (B.12) and the fluxes (B.20) and determine the sign factor $s$.

The Killing spinor equation has the following schematic form

$$ (D_I + c_1 \Gamma_I F_4^M + c_2 F_4^M \Gamma_I) \epsilon = 0, \quad (B.29) $$

where $\epsilon$ is the Killing spinor, $D_I$ is the covariant derivative, and

$$ F_4^M = \frac{1}{4!} (F_4^M)_{JKLM} \Gamma^{JKLM}, \quad (B.30) $$

where $\Gamma^{JKLM} = \Gamma^{IJ} \Gamma^{KL} \Gamma^{LM}$ is the product of gamma matrices with the indices $J, K, L, M$ antisymmetrized. The above form of the Killing spinor equation may be inferred just by simple considerations of Lorentz structure and a counting of mass dimensions if we recover the Planck scale $2\pi \ell_M$. It is much more nontrivial to determine the coefficients $c_{1,2}$. According to the equation (13.13) of [133], they are given by $|c_1| = 1/24$, $|c_2| = 1/8$ and $c_1 c_2 < 0$. The overall sign of $c_1, c_2$ depends on the convention of $F_4^M$.

Let us consider the Killing equation when the Lorentz index $I$ is in the direction parallel to the $M_p$-brane, which we denote by the Greek letter $\mu$. Then by translational invariance, we have $\partial_\mu \epsilon = 0$. However, the covariant derivative $D_\mu$ is still nonzero. The metric of the extremal black $p$-brane solution is of the form

$$ ds^2 = E(r)^2 (dx_0^2 + \cdots + dx_\mu^2) + F(r)^2 (dx_{p+1}^2 + \cdots + dx_9^2), \quad (B.31) $$

where $r = |z|$. In this metric, we can take the orthonormal frame $e_\mu^a$ as $e_\mu^a = E(r) \delta_\mu^a$ as long as $\mu$ is in the tangent direction. Then the spin connection $\omega_{\mu IJ}$ is

$$ \frac{1}{4} \Gamma^{IJ} \omega_{\mu IJ} = \frac{1}{2} \Gamma^I \Gamma^J F(r)^{-1} \partial_r \log E(r), \quad (B.32) $$

where $\Gamma^I$ and $\Gamma^J$ are gamma matrices in the directions $x^\mu$ and $r$ normalized in such a way that $(\Gamma^I)^2 = (\Gamma^J)^2 = 1$, and $\omega_{\mu IJ} = E(r)^{-1} \omega_{\mu IJ}$. Therefore, the Killing spinor equation is simplified to

$$ \left( \frac{1}{2} \Gamma^I \Gamma^J F(r)^{-1} \partial_r \log E(r) + c_1 \Gamma^I F_4^M + c_2 F_4^M \Gamma^I \right) \epsilon = 0. \quad (B.33) $$

By comparing (13.12) of [133] and (7.14) of this paper, we see that our $C_3$ is the negative of $A_3$ of [133]. Then the values of $c_1$ and $c_2$ in this paper are $c_1 = -1/24$ and $c_2 = 1/8$. In particular, $c_2$ is positive. This will be consistent with what we will find later.
In the M5 case ($p = 5$), the $F_4^M$ does not contain $\mu$ components and hence $F_4^M \Gamma^\mu = +\Gamma^\mu F_4^M$. On the other hand, in the M2 case ($p = 2$), the term $\ast F_4^M \propto F_7^M$ does not contain $\mu$ and $r$, and hence schematically $F_4^M \sim \mathrm{d}x^\mu_1 \wedge \mathrm{d}x^\mu_2 \wedge \mathrm{d}x^\mu_3 \wedge \mathrm{d}r$. Thus we get $F_4^M \Gamma^\mu = -\Gamma^\mu F_4^M$. Therefore, we get

$$\epsilon = -Z(r)^{-1}(c_1 \pm c_2)\Gamma^\circ F_4^M \epsilon,$$

(B.34)

where $Z(r) = \frac{1}{2} F(r)^{-1} \partial_r \log E(r)$, and the sign in $\pm c_2$ depends on the sign in $F_4^M \Gamma^\mu = \pm \Gamma^\mu F_4^M$.

It is possible to rewrite $F_4^M$ in terms of $F_7^M$ which is defined in the similar way as in (B.30). Let us first notice that

$$\frac{1}{4!} \epsilon_{I_1 \cdots I_7 J_1 \cdots J_4} \Gamma_{J_1 \cdots J_4} = -i \Gamma_{I_1 \cdots I_7},$$

(B.35)

which follows from (B.4). Also, we have $F_4^M = \ast F_7^M$ (because $\ast F_4^M = \ast F_7^M$ and $\ast^2 = 1$) which is explicitly written as

$$(F_4^M)_{I_1 \cdots I_4} = (\ast s) \frac{1}{7!} (F_7^M)_{I_1 \cdots I_7} \epsilon_{I_1 \cdots I_7 J_1 \cdots J_4}.$$  

(B.36)

Therefore,

$$F_4^M = \frac{1}{4!} (F_4^M)_{I_1 \cdots I_4} \Gamma^I_{J_1 \cdots J_4} = \frac{1}{4! 7!} (\ast s) (F_7^M)_{I_1 \cdots I_7} \epsilon_{I_1 \cdots I_7 J_1 \cdots J_4} \Gamma^I_{J_1 \cdots J_4} = \frac{1}{7!} s (F_7^M)_{I_1 \cdots I_7} \Gamma^I_{I_1 \cdots I_7} = s F_7^M.$$  

(B.37)

For the $M_p$-brane solution, the flux $F_{9-p}$ is such that

$$\int_{S^9-p} F_{9-p}^M = s$$

(B.38)

as we have seen in the previous subsection. Then we have

$$\Gamma^\circ F_{9-p}^M = s |F_{9-p}^M| \Gamma^{p+1} \cdots \Gamma^{10},$$

(B.39)

where the factor $|F_{9-p}^M| \sim 1/r^{9-p}$ is a positive function of $r$. Therefore (B.34) is written for the $M_p$-brane solution as

$$\epsilon = (K_p Z(r)^{-1} |F_{9-p}^M|) \Gamma^{p+1} \cdots \Gamma^{10} \epsilon,$$

(B.40)

where $K_p$ is defined by

$$K_p = \begin{cases} -s(c_1 + c_2), & (p = 5), \\ -(c_1 - c_2), & (p = 2). \end{cases}$$

(B.41)

Now let us notice that the sign of $Z(r) = \frac{1}{2} F(r)^{-1} \partial_r \log E(r)$ is independent of whether we consider branes or anti-branes, or whether we consider M2 or M5, because gravity is always an attractive force. (Its absolute value depends on whether we consider M2 or M5.) More explicitly, $\log E(r) \sim -1/r^{8-p}$ and hence $Z(r) > 0$. Therefore,
the sign of the right-hand-side of (B.40) is determined simply by the sign of $K_p$. By requiring that (B.40) coincides with (B.12), we get $Z(r) = |K_p||F^M_{q-p}|$ and

$$\text{sign}(K_p) = (-1)^p.$$  

(B.42)

The actual values of $c_1$ and $c_2$ are such that $|c_2| > |c_1|$ and hence $\text{sign}(c_2) = \text{sign}(c_2)$. Then (B.41) and (B.42) give $c_2 > 0$ and

$$s = +1,$$  

(B.43)

which is what we wanted to show.

C. Cohomology Pairing and $\eta$-Invariant Modulo 1 on Lens Spaces

In this appendix we compute the differential cohomology pairing on $S^7/\mathbb{Z}_k$ and the $\eta$-invariants mod 1 which are required in Sect. 7.2, and provide the values already quoted in (7.34). The strategy for the computation is to find a manifold $Z$ whose boundary is $Y = S^7/\mathbb{Z}_k$. For our purposes, $Z$ does not have to be spin; a spin$^c$ structure suffices. We also extend $\mathcal{L}_1$ and $\tilde{C}_1$ to $Z$, and use this $Z$ to compute the quantities appearing in (7.34). Most of the discussions here can be generalized for $S^{2m-1}/\mathbb{Z}_k$ without much difficulty, so we take $m$ to be general. Then we obtain a formula for the $\eta$-invariant mod 1 for lens spaces of general dimensions when the Dirac operator is coupled to general flat line bundles. We note that we basically follow the discussion in [112]. We also emphasize that the computation in this section only gives the $\eta$-invariants mod 1, and not the $\eta$-invariants themselves. This is enough for the purposes of Sect. 7.2, but may not be enough for some other purposes, such as using the $\eta$-invariant of the signature operator $D^{\text{sig}}$ which is multiplied by $1/8$. A different computation of the $\eta$-invariants of lens spaces which gives their values as real numbers will be presented in Appendix D.

C.1. The geometry and the differential cohomology pairing. First, we consider $\mathbb{C}P^{m-1}$ and define a line bundle $\mathcal{O}(r)$ for an arbitrary integer $r \in \mathbb{Z}$ as

$$[S^{2m-1} \times \mathbb{C}] / \text{U}(1),$$  

(C.1)

where the $\text{U}(1)$ acts as\(^{45}\)

$$S^{2m-1} \times \mathbb{C} \ni (z, u) \mapsto (e^{i\alpha}z, e^{i\alpha}u) \quad (\alpha \in \mathbb{R}).$$  

(C.2)

We denote the equivalence class of $(z, u)$ under the equivalence relation $(z, u) \sim (e^{i\alpha}z, e^{i\alpha}u)$ as $[z, u]$. Then $\mathcal{O}(r) = \{[z, u]\}$.

Now we take the total space of $\mathcal{O}(-k)$, and consider its subspace given by

$$Z = \{[z, u] \mid |u| \leq 1\},$$  

(C.3)

$$Y = \{[z, u] \mid |u| = 1\}.$$  

(C.4)

On $Y$, we can fix “the gauge symmetry” $(z, u) \sim (e^{i\alpha}z, e^{-ik\alpha}u)$ by taking $u = 1$. Then the remaining gauge transformation is generated by $[z, 1] = [e^{2\pi i/k}z, 1]$. Therefore, we

\(^{45}\text{This line bundle $\mathcal{O}(r)$ can also be represented as $[(\mathbb{C}^m \setminus \{0\}) \times \mathbb{C}] / \mathbb{C}^*$ which makes manifest the fact that it is a holomorphic line bundle over $\mathbb{C}P^{m-1}$. The holomorphic sections of $\mathcal{O}(r)$ are degree $r$ polynomials of $z$ as can be seen from this definition of $\mathcal{O}(r)$. This is a well-known fact in algebraic geometry.}
conclude that \( Y = S^{2m-1}/\mathbb{Z}_k \). The manifold \( Z \) has this lens space as the boundary, \( Y = \partial Z \). One can also check that the orientation of \( Z \) as a complex manifold is compatible with the orientation of \( S^{2m-1}/\mathbb{Z}_k \) induced from the standard orientation of \( S^{2m-1} \).

On \( Z \), we define a line bundle \( \mathcal{L}_s (s \in \mathbb{Z}) \) by
\[
\mathcal{L}_s = [\{z, u, v\}]/(z, u, v) \sim (e^{i\alpha}z, e^{-ik\alpha}u, e^{-ik\alpha}v). \tag{C.5}
\]
Notice that \( \mathcal{L}_s = \mathcal{L}_1^{\otimes s} \). The line bundle \( \mathcal{L}_1 \) extends the one defined in (7.30) from \( Y = S^{2m-1}/\mathbb{Z}_k \) to \( Z \). This is a pullback of \( \mathcal{O}(-1) \) from \( \mathbb{C}P^{m-1} \) to the total space of \( \mathcal{O}(-k) \).

Let us consider a connection on \( \mathcal{L}_1 \) which becomes the flat connection in \( Y = S^{2m-1}/\mathbb{Z}_k \). We represent the connection by using a differential cohomology element \( \tilde{A} \in \tilde{H}^2(Z) \). Consider the holonomy \( \exp(2\pi i \int A) \) of this connection around a loop
\[
[e^{2\pi it/k}z_0, u_0] \quad (0 \leq t \leq 1) \tag{C.6}
\]
in \( Y = S^{2m-1}/\mathbb{Z}_k \) for a fixed \( (z_0, u_0) \). The parallel transport of an element \( [z_0, u_0, v] \) of \( \mathcal{L}_1 \) is given by \( [e^{2\pi it/k}z_0, u_0, v] \). From the fact that
\[
(e^{2\pi it/k}z_0, u_0, v) \sim (z_0, u_0, e^{2\pi i/k}v), \tag{C.7}
\]
we can see that the holonomy of the flat connection around the loop is \( e^{2\pi i/k} \).

Next consider a two dimensional disk
\[
D = \{[z_0, u]; |u| \leq 1 \} \subset Z \quad (z_0: \text{fixed}). \tag{C.8}
\]
Notice that the loop (C.6) is equal to \( \partial D \) because \( [e^{it/k}z_0,u_0] = [z_0, e^{it}u_0] \). From the above holonomy, we see that its curvature integral on the disk is given by \( 46 \)
\[
\int_D F_A = \frac{1}{k}. \tag{C.9}
\]
In particular, \( \mathcal{L}_1^{\otimes k} \) has a connection \( k\tilde{A} \) which is trivial on \( Y \) and has the curvature integral given by \( \int_D kF_A = 1 \). This implies that the connection \( k\tilde{A} \) can be continuously deformed (without changing the boundary values) to a connection which is trivial on \( Y \) and whose curvature is localized on
\[
M = \{[z, u = 0]\} \subset Z. \tag{C.10}
\]
This \( M \) is isomorphic to \( \mathbb{C}P^{m-1} \). The localization of the curvature means \( kF_A \sim \delta(M) \) where \( \delta(M) \) is the delta function localized on \( M \). \( 47 \)

We compute
\[
\int_Z (F_A)^m = \frac{1}{k} \int_Z (F_A)^{m-1} \delta(M) = \frac{1}{k} \int_M (F_A)^{m-1}
\]
\[
= \frac{1}{k} \int_M (c_1(\mathcal{L}_1))^{m-1} = \frac{1}{k} \int_{\mathbb{C}P^{m-1}} c_1(\mathcal{O}(-1))^{m-1} = \frac{(-1)^{m-1}}{k}. \tag{C.11}
\]

\( 46 \) The holonomy constrains \( \int_D F_A \in \frac{1}{k} + \mathbb{Z} \). We can modify the connection if necessary by using the connection whose curvature is localized on \( \mathbb{C}P^{m-1} = \{[z, u = 0]\} \subset Z \) to get (C.9).

\( 47 \) In the terminology of algebraic geometry, \( M \) is a divisor class associated to the bundle \( \mathcal{L}_1^{\otimes k} \).
where we have used the fact that $L_1$ restricted to $M \cong \mathbb{CP}^{m-1}$ is $\mathcal{O}(-1)$, and also used the standard fact that $\int_{\mathbb{CP}^{m-1}} c_1(\mathcal{O}(t))^{m-1} = t^{m-1}$ for any $t \in \mathbb{Z}$.

Now we have done all the preparations to compute the pairing of $\tilde{C}_1$ on $Y = S^7/\mathbb{Z}_k$. In this paragraph we restrict our attention to the original case $m = 4$. We define $\tilde{C}_1$ as $\tilde{C}_1 = \tilde{A} \star \tilde{A}$ which indeed gives $[N_{C_1}] = c_1(L_1)^2$ on $Y$ as we have defined in (7.31). Then the pairing on $Y$ is given by

$$(\tilde{C}_1, \tilde{C}_1) = \int_Z (F_{C_1})^2 = \int_Z (F_A)^4 = -\frac{1}{k}. \quad (C.12)$$

Thus we have obtained the first equation in (7.34). The pairing takes values in $\mathbb{R}/\mathbb{Z}$, so this equation is meaningful only mod 1.

C.2. The $\eta$-invariant. Next we want to go to the computation of the $\eta$-invariant. In this appendix we are interested not in $\eta$ itself, but only $\eta \mod 1$ for the purposes of computing anomalies. Thus we can use the APS index theorem to compute it by integrating the corresponding characteristic class on $Z$.

One point which we need to be careful is the following. We want to use the manifold (C.4). It is not always a spin manifold depending on the values of $k$ (and $m$). However, the manifold $Z$ (or any complex manifold) is a spin$^c$ manifold. For the purpose of computing the $\eta$-invariant, it is enough to have a spin$^c$ structure.

First let us discuss why $Z$ is not necessarily spin. If we restrict to the submanifold $M \cong \mathbb{CP}^{m-1}$ defined in (C.10), the tangent bundle of $Z$ splits as $TZ = T\mathbb{CP}^{m-1} \oplus \mathcal{O}(-k)$. The reason is that the normal bundle to $M$ in $Z$ is $\mathcal{O}(-k)$ which follows from the definition of $Z$ as the total space of the $\mathcal{O}(-k)$ bundle over $\mathbb{CP}^{m-1}$. It is also well-known that if we add a trivial bundle $\mathcal{C}$ to $T\mathbb{CP}^{m-1}$, we get a sum of $m$ copies of $\mathcal{O}(1)$,

$$T\mathbb{CP}^{m-1} \oplus \mathcal{C} \cong m\mathcal{O}(1). \quad (C.13)$$

The bundle $m\mathcal{O}(1) \oplus \mathcal{O}(-k)$ has a spin lift only if $m + k$ is even. This is the obstruction to the existence of a spin structure on $Z$.

Instead of spin structure, we consider the following bundle on a complex manifold $Z$. The following discussion is generally true for any complex manifold and is well-known in algebraic geometry. Let $T^*Z$ be the complex cotangent bundle of the complex manifold $Z$, and let $\overline{T}^*Z$ be its complex conjugate bundle. (This $\overline{T}^*Z$ is isomorphic to the complex tangent bundle $TZ$ by introducing an explicit hermitian metric on $TZ$. Using the bundle $\overline{T}^*Z$ may be more natural in the context of Dolbeault complex without an explicit hermitian metric.) We define

$$S_\ell = \sum_{\ell=0}^{\dim_{\mathbb{C}} Z} \wedge^\ell (\overline{T}^*Z), \quad (C.14)$$

where $\wedge^\ell E$ of a vector space $E$ means the $\ell$-th antisymmetric product of $E$. This is spin$^c$ by the following reason. Let $\Gamma_I$ ($I = 1, \ldots, 2\dim_{\mathbb{C}} W$) be the gamma matrices of $\dim_{\mathbb{R}} W = 2\dim_{\mathbb{C}} W$ dimensional Clifford algebra. We take $a_i = (\Gamma_{2i-1} + i\Gamma_{2i})/2$ and $a_i^\dagger = (\Gamma_{2i-1} - i\Gamma_{2i})/2$. They may be regarded as creation and annihilation operators with $\{a_i, a_j^\dagger\} = \delta_{ij}$. Then we can find a representation of the Clifford algebra by first taking $|0\rangle$ such that $a_i |0\rangle = 0$, and then consider $a_{i_1}^\dagger \ldots a_{i_\ell}^\dagger |0\rangle$. By this construction,
we can see that $S_c$ defined above is a spin' bundle (or more precisely an irreducible Clifford module) on which the Clifford algebra acts. More explicitly, on the bundle $S_c$, the actions of $a_i$ and $a_i^\dagger$ are given by $a_i^\dagger = dz^i \wedge$ and $a_i = \bar{\iota}_{\bar{z}^i}$, respectively, where $dz^i \wedge$ is an operator which acts on a differential form $\omega$ as $\omega \rightarrow dz^i \wedge \omega$, and $\bar{\iota}_{\bar{z}^i}$ is its adjoint. The ‘chirality’, or equivalently the $\mathbb{Z}_2$ grading of the bundle, is determined by the degree $\ell$ of $\wedge^\ell (\overline{T} W)$ mod 2.

The canonical line bundle of a complex manifold $W$ is defined by
\[ K = \wedge^{\dim C} W (T^* W). \] (C.15)

Then, if there exists a square root $K^{1/2}$ of the canonical line bundle, we can define a spin bundle as
\[ S = K^{1/2} \otimes S_c. \] (C.16)

Therefore, $K^{1/2}$ measures the difference between $S$ and $S_c$.

Let us return to the case of our manifold (C.4). Near the boundary, the manifold $Z = \{[z,u] \}$ is embedded as a subspace of $\mathbb{C}^m / \mathbb{Z}_k$ by taking $w = u^{1/k}z$ as the complex coordinates of $\mathbb{C}^4 / \mathbb{Z}_k$ as far as $w \neq 0$. The equivalence relation is $w \sim e^{2\pi i/k} w$.

The tangent bundle $T Z$ is described by tangent vectors $\Delta w$ with the equivalence relation $(w, \Delta w) \sim e^{2\pi i/k} (w, \Delta w)$. From this, we see that $T Z$ near the boundary is $mL_{-1}^{-1} = (L_1^{-1})^{-1} \oplus \cdots \oplus (L_1^{-1})^{-1}$, i.e. the sum of $m$ copies of $L_1^{-1}$. The canonical bundle near the boundary is $K = L_1^{\otimes m} = L_m$. A square root of $K$ exists near the boundary if $m$ is even, and we take it to be $K^{1/2} = L_1^{\otimes (m/2)}$. Now we define
\[ S' = L_1^{\otimes (m/2)} \otimes S_c \] (C.17)
on $Z$. We soon explain the case of odd $m$.

When restricted to the boundary $Y = \partial Z$, the bundle $S'$ gives a spin structure of $Y = S^{2m-1} / \mathbb{Z}_k$. The spin structure is not unique when $k$ is even, because we can take a line bundle associated to a homomorphism $\mathbb{Z}_k \rightarrow \mathbb{Z}_2$ and modify the spin bundle by this line bundle. However, the spin structure of $S'$ coincides with the one which is realized in the M-theory orbifold (which is given in (B.28) of Appendix B) as one can check by representing all bundles as a sum of powers of $L_1$.

Inside $Z$, $S'$ is not spin, but spin$^c$. However, that is not a problem in computing the $\eta$-invariant on $Y = S^{2m-1} / \mathbb{Z}_k$. We multiply the bundle by $L_1^{\dagger}$ to get
\[ S_x := L_1^{\dagger} \otimes S' = L_1^{\dagger (s+m/2)} \otimes S_c. \] (C.18)

This is a spin$^c$ bundle on $Z$. For the purpose of the computation of (7.34), we need to consider the $\eta$-invariant of the bundles with $s = 0$ and $s = 1$.

Although it is not directly relevant to (7.34), let us also comment on the case of odd $m$. In this case, $S'$ is not well-defined. In fact, for odd $m$ and even $k$, $S^{2m-1} / \mathbb{Z}_k$ is not a spin manifold as we explained before. However, the bundle $S_x$ is well-defined if we take $s + m/2$ to be integer. The following computation is valid also for these cases.

Recall that $Z$ is described as the total space of the $O(\cdot) k$ bundle on $\mathbb{C} P^{m-1}$, and $L_1$ is the pullback of $O(\cdot)$ to this total space. In particular, the canonical bundle $K$ of $Z$ is topologically given by $K = K_{\mathbb{C} P^{m-1}} \otimes O(\cdot k) = O(k - m)$. Here we have used the fact

---

48 In fact, our manifold $Z$ is a blowup of $\mathbb{C}^m / \mathbb{Z}_k$ at the singular point.
that the canonical bundle of \( \mathbb{CP}^{m-1} \) is given by \( \mathcal{K}_{\mathbb{CP}^{m-1}} = \mathcal{O}(-m) \), which follows from (C.13). The bundles \( \mathcal{O}(s) \) here are understood as a pullback of \( \mathcal{O}(s) \) from \( \mathbb{CP}^{m-1} \) to \( Z \).

In fact, \( \mathcal{O}(k) = \mathcal{L}_1^{\otimes(-k)} \) is trivial near the boundary \( Y = S^{2m-1}/\mathbb{Z}_k \), so this canonical bundle reduces to what we have discussed above, that is, \( \mathcal{K} = \mathcal{L}_1^{\otimes m} \) near the boundary. The expression \( \mathcal{K} = \mathcal{L}_1^{\otimes(m-k)} \) is valid even inside \( Z \).

Therefore, at the level of differential forms of the curvature (which is what is necessary for the computation of \( \eta \) by using the higher dimensional manifold), we can split the bundle as

\[
\mathcal{S}_s = \mathcal{L}_1^{\otimes(s+m/2)} \otimes \mathcal{S}_c = \mathcal{L}_1^{\otimes(s+k/2)} \otimes \mathcal{S},
\]

where we have formally set \( \mathcal{S} = K^{1/2} \otimes \mathcal{S}_c \). Such a formal expression is valid when we consider the characteristic polynomial of the curvature in the index theorem. Let \( \hat{A}(R) \) be the A-roof genus of \( Z \) defined explicitly in terms of the Riemann curvature tensor \( R \). Let \( F_A \) be the curvature of the connection \( \hat{A} \) on \( \mathcal{L}_1 \) which was considered in the computation of (C.11). We can now compute the \( \eta \)-invariant on \( Y = S^{2m-1}/\mathbb{Z}_k \) by using the APS index theorem. Let \( \mathcal{D}_s \) be the Dirac operator acting on to the (positive chirality part of) \( \mathcal{S}_c \) restricted to \( Y \). From (C.19) we get

\[
-\eta(\mathcal{D}_s) \equiv \int_Z \exp \left( (s + \frac{1}{2}k)F_A \right) \hat{A}(R) \mod 1.
\]

We can further simplify this expression as follows. The tangent bundle \( TZ \) is topologically the same as \( T\mathbb{CP}^{m-1} \oplus \mathcal{O}(-k) \). The characteristic class does not change even if we add a trivial bundle \( \mathbb{C} \), and we have the splitting (C.13) Therefore, we get

\[
TW \oplus \mathbb{C} = \mathcal{L}_1^k \oplus \mathcal{L}_1^{-1} \oplus \cdots \oplus \mathcal{L}_1^{-1} := \mathcal{L}_1^{\oplus(k,-1,\ldots,-1)},
\]

where there are \( m \) copies of \( \mathcal{L}_1^{-1} \). Let \( \hat{A}(\mathcal{L}_1^{\oplus(k,-1,\ldots,-1)}) \) be the corresponding A-roof genus which is equal to \( \hat{A}(R) \) (up to the continuous deformation of the connection from the Levi-Civita connection on \( TZ \) to the connection on \( \mathcal{L}_1^{\oplus(k,-1,\ldots,-1)} \) determined by the connection \( \hat{A} \) on \( \mathcal{L}_1 \)). This can be represented as a polynomial of \( F_A \). Explicitly, it is given by

\[
\hat{A}(\mathcal{L}_1^{\oplus(k,-1,\ldots,-1)}) = \left( \frac{kF_A/2}{\sinh(kF_A/2)} \right) \left( \frac{F_A/2}{\sinh(F_A/2)} \right)^m.
\]

The \( \eta \) is now given by

\[
-\eta(\mathcal{D}_s) \equiv \int_Z \exp \left( (s + \frac{k}{2})F_A \right) \hat{A}(\mathcal{L}_1^{\oplus(k,-1,\ldots,-1)}).
\]

The integrand is just a polynomial of \( F_A \). Moreover, we know from (C.11) that

\[
\int_Z (F_A)^m = \frac{(-1)^{m-1}}{k}.
\]

By using these results, we can compute the desired \( \eta \)-invariant.
The above result can be summarized as follows. Let us define power series of variables $y, x_1, \cdots, x_{m+1}$ which we denote (by abuse of notation) as $\text{ch}(y)$ and $\hat{A}(x_1, \cdots, x_{m+1})$, and $p(x_1, \cdots, x_{m+1})$, by the following formulas:

$$
\text{ch}(y) = \sum_i \text{ch}_i(y) = e^y,
$$

$$
\hat{A}(x_1, \cdots, x_{m+1}) = \sum_i \hat{A}_i(x_1, \cdots, x_{m+1}) = \prod_{i=1}^{m+1} \left( \frac{x_i/2}{\sinh(x_i/2)} \right),
$$

$$
p(x_1, \cdots, x_{m+1}) = \sum_i p_i(x_1, \cdots, x_{m+1}) = \prod_{i=1}^{m+1} (1 + x_i^2), \quad (C.25)
$$

where $\text{ch}_i$ is the degree $i$ part of $\text{ch}$, and $\hat{A}_i$ and $p_i$ are the degree $2i$ parts of $\hat{A}$ and $p$, respectively. $\hat{A}$ can be expanded by $p$ as

$$
\hat{A}_0 = 1, \quad \hat{A}_1 = -\frac{1}{24}p_1, \quad \hat{A}_2 = \frac{7p_1^2 - 4p_2}{5760}, \quad \ldots \quad (C.26)
$$

By using these notations, the $\eta(D_s)$ is obtained from (C.23) and (C.24) as

$$
(-1)^m \eta(D_s) \equiv \frac{1}{k} \sum_{i+2j=m} \text{ch}_i (s + k/2) \hat{A}_j(k, 1, \cdots, 1) \mod 1. \quad (C.27)
$$

This result was obtained by Gilkey [134] by a different method.

Now let us restrict to the case $m = 4$. We get

$$
p_1(k, 1, 1, 1, 1) = k^2 + 4, \quad p_2(k, 1, 1, 1, 1) = 4k^2 + 6. \quad (C.28)
$$

Then we can compute the following, where all equalities are valid mod 1:

$$
12(\eta(D_s) - \eta(D_0)) \equiv \frac{12}{k} \left( \text{ch}_4(s + k/2) - \text{ch}_4(k/2) \right) - \frac{1}{2k} p_1 \left( \text{ch}_2(s + k/2) - \text{ch}_2(k/2) \right)
$$

$$
\equiv \frac{s^2(k^2 - 2 + s^2)}{2k}. \quad (C.29)
$$

By putting $s = 1$, we get the second equation in (7.34). We can perform a consistency check of this result. For the background labeled by $s$, the gauge field $s\hat{A}$ gives a 3-form background $\hat{C} = (s\hat{A}) \star (s\hat{A}) = s^2\hat{C}_1$. Therefore, we have

$$
12(\eta(D_s) - \eta(D_0)) = -\tilde{Q}(s^2\hat{C}_1) = -s^2\tilde{Q}(\hat{C}_1) = \frac{s^2(s^2 - 1)}{2}(\hat{C}_1, \hat{C}_1). \quad (C.30)
$$

By using $-\tilde{Q}(\hat{C}_1) = (k^2 - 1)/2k$ and $(\hat{C}_1, \hat{C}_1) = 1/k$, this equation gives the same result as (C.29) for general $s$.

We also compute

$$
30\eta(D_0) - \frac{K_k(K_k - k)}{2k} \equiv \frac{30}{k} \text{ch}_4(k/2) - \frac{5}{4k} p_1 \text{ch}_2(k/2) + \frac{7p_1^2 - 4p_2}{192k} - \frac{K_k(K_k - k)}{2k}
$$

$$
= \frac{k^2 - 1}{24k} - \frac{k(k + 1)(k - 1)}{6}
$$

$$
= \frac{k^2 - 1}{24k}. \quad (C.31)
$$

This is the last equation in (7.34).
D. Computation of the \( \eta \)-Invariant on Lens Spaces

In this appendix we present methods for computing the values of the \( \eta \)-invariant on lens spaces \( S^{2m-1}/\mathbb{Z}_k \) which are different from the method in Sect. C. We compute them as elements of \( \mathbb{R} \) rather than \( \mathbb{R}/\mathbb{Z} \).

The basic setup is as follows. Let

\[
\mathbf{z} = (z^1, \ldots, z^m) \in \mathbb{C}^m. \tag{D.1}
\]

We consider the lens space defined by dividing the sphere \( S^{2m-1} = \{ |\mathbf{z}| = 1 \} \) by the \( \mathbb{Z}_k \) action

\[
\mathbf{z} \rightarrow e^{2\pi i j/k} \mathbf{z}, \quad (j = 0, 1, \ldots, k-1). \tag{D.2}
\]

We denote this space as \( S^{2m-1}/\mathbb{Z}_k \).

On this space, we consider a spin\(^c\) connection as follows. Let \( \mathcal{S}_{\mathbb{C}^m} \) be the trivial spin\(^c\) bundle on \( \mathbb{C}^m \). We denote the coordinate of the fiber \( \mathcal{S}_{\mathbb{C}^m} \) as \( \Psi \). Then we define the action of \( \mathbb{Z}_k \) by

\[
\Psi \rightarrow e^{-2\pi i s j/k} \mathcal{R}(j/k) \Psi \quad (j = 0, 1, \ldots, k-1). \tag{D.3}
\]

where \( s \in \frac{1}{2} \mathbb{Z} \) is a parameter which specifies the spin\(^c\) connection, and

\[
\mathcal{R}(\alpha) = \exp \left( -\pi \alpha \left( \Gamma^1 \Gamma^2 + \cdots + \Gamma^{2m-1} \Gamma^{2m} \right) \right) \quad (0 \leq \alpha \leq 1). \tag{D.4}
\]

Here \( \Gamma^I \) \( (I = 1, \ldots, 2m) \) are gamma matrices on \( \mathbb{C}^m \cong \mathbb{R}^{2m} \). For this action to be a \( \mathbb{Z}_k \) action, we must have

\[
e^{-2\pi i s} \exp \left( -\pi \left( \Gamma^1 \Gamma^2 + \cdots + \Gamma^{2m-1} \Gamma^{2m} \right) \right) = 1, \tag{D.5}
\]

or equivalently

\[
s \in \frac{m}{2} + \mathbb{Z}. \tag{D.6}
\]

Then we define a bundle on \( S^{2m-1}/\mathbb{Z}_k \) as,

\[
\mathcal{S}_s = \{ (\mathbf{z}, \Psi) \mid |\mathbf{z}| = 1, \quad \mathbf{T} \Psi = +\Psi \}/\mathbb{Z}_k, \tag{D.7}
\]

where \( \mathbf{T} \) is the chirality operator on \( \mathcal{S}_{\mathbb{C}^m} \). This is a spin\(^c\) bundle on \( S^{2m-1}/\mathbb{Z}_k \).

We may use the notation that \( \mathcal{S}_s = \mathcal{S} \otimes \mathcal{L}_s \), where \( \mathcal{S} = \mathcal{S}_{s=0} \) is the spin bundle defined by the above construction with \( s = 0 \), and \( \mathcal{L}_s \) is a line bundle. This splitting is possible only for even \( m \), but we may also formally use such splitting for odd \( m \). Such a formal splitting is possible if we are only concerned with curvatures of the bundles.

We also consider bundles associated to bi-spinor fields \( \Phi \). The relevant bundle on \( \mathbb{C}^m \) for the bi-spinor is \( \mathcal{S}_{\mathbb{C}^m} \otimes \overline{\mathcal{S}_{\mathbb{C}^m}} \otimes \mathcal{L}_t \), which means that \( \Phi \) transforms as

\[
\Phi \rightarrow e^{-2\pi i t j/k} \mathcal{R}(j/k) \Phi \mathcal{R}(j/k)^{-1} \quad (j = 0, 1, \ldots, k-1). \tag{D.8}
\]

Here \( t \in \mathbb{Z} \) is an integer parameter. We construct the corresponding bundle on \( S^{2m-1}/\mathbb{Z}_k \) by restricting the bi-spinor to \( \mathbf{T} \Phi = \Phi \). We denote the bundle as \( \mathcal{S}_t^{\text{sig}} \); see Sect. 6.2 for the details of the signature index theorem.
Let $D_s$ and $D_s^\text{sig}$ be the Dirac operator acting on sections of $S_s$ and $S_s^\text{sig}$, respectively. We want to compute their $\eta$-invariant. We sometimes denote the $\eta$-invariant on a manifold $Y$ as $\eta(Y)$ if the operator $D$ is clear from the context, or if $D$ is a general operator.

We present two methods: In Sect. D.1, we use $\mathbb{Z}_k$ orbifolds of the torus $T^{2m}$ to deduce the $\eta$-invariant. This method only uses the standard APS index theorem, but is only applicable to $k = 2, 3, 4, 6$. In Sect. D.2, we introduce and utilize the equivariant APS index theorem. This requires the reader to learn an additional mathematical machinery, but it allows the computation for arbitrary $k$. These two subsections can be read mostly independently.

D.1. APS index theorem on $T^{2m}/\mathbb{Z}_k$. Here we describe a method which only uses the APS index theorem, but is restricted to the cases $k = 2, 3, 4, 6$. It is done by computing the index on $T^{2m}/\mathbb{Z}_k$. The method here was used e.g. in [60, 65].

The (singular) manifold $T^{2m}/\mathbb{Z}_k$ is defined as follows. We first consider a torus $T^{2m}$ whose complex coordinate is denoted as $z = (z^1, \ldots, z^m)$. It satisfies equivalence relations of the form $z \sim z + p + \tau q$, where $p$ and $q$ are vectors whose components are integers, and $\tau$ is the standard period matrix of the torus. For $k = 2, 3, 4, 6$ with specific $\tau$ for each $k$, we can act $\mathbb{Z}_k$ on the torus as in (D.2). Then we get $T^{2m}/\mathbb{Z}_k$. We can define spin$^c$ bundles in the same way as above.

The APS index theorem on $T^{2m}/\mathbb{Z}_k$ can be applied as follows. First, notice that the manifold $T^{2m}/\mathbb{Z}_k$ has orbifold singularities. Let $B_i$ be a small ball which is centered around a orbifold singularity labelled by $i$. The boundary is $\partial B_i = S^{2n-1}/\mathbb{Z}_{\ell_i}$ where $\ell_i$ is a divisor of $k$ and depends on $i$. The index is defined as the APS index on a manifold which is obtained by subtracting $B_i$ from $T^{2m}/\mathbb{Z}_k$,

$$Z = T^{2m}/\mathbb{Z}_k - \bigsqcup_i B_i. \quad \text{(D.9)}$$

This is nonsingular, and has as the boundary

$$\partial Z = \bigsqcup_i \overline{B_i} = \bigsqcup_i S^{2n-1}/\mathbb{Z}_{\ell_i}, \quad \text{(D.10)}$$

where the overline means orientation reversal.

By the APS index theorem, we get

$$\text{index}(T^{2m}/\mathbb{Z}_k) = \eta(\partial Z) = - \sum_i \eta(S^{2n-1}/\mathbb{Z}_{\ell_i}), \quad \text{(D.11)}$$

where we denote the $\eta$-invariant of the operator $D_s$ or $D_s^\text{sig}$ on a manifold $Y$ as $\eta(Y)$, and also similarly for the index. The minus sign is due to the fact that $\eta(\overline{Y}) = -\eta(Y)$.

More explicit form is determined by careful examination of the geometry. In the case $m = 1$, one can see directly the following. $T^2/\mathbb{Z}_2$ has four orbifold points with $\ell_i = 2$. $T^2/\mathbb{Z}_3$ has three orbifold points with $\ell_i = 3$. $T^2/\mathbb{Z}_4$ has two orbifold points with $\ell_i = 4$, and one orbifold point with $\ell_i = 2$. $T^2/\mathbb{Z}_6$ has one orbifold point with $\ell_i = 6$, one orbifold point with $\ell_i = 3$, and one orbifold point with $\ell_i = 2$.

Notice that if $i$ is an orbifold point of $T^2/\mathbb{Z}_k$ with $\mathbb{Z}_{\ell_i}$ orbifold singularity, its pre-image in $T^2$ consists of $k/\ell_i$ points. Notice also that if $i$ and $j$ are two points in $T^2$ with orbifold singularity of type $\mathbb{Z}_{\ell_i}$ and $\mathbb{Z}_{\ell_j}$ respectively, then $\{i\} \times \{j\} \in T^2 \times T^2 = T^4$.
is a fixed point with $\mathbb{Z}_\ell$ orbifold singularity, where $\ell$ is given by the greatest common divisor of $\ell_i$ and $\ell_j$. From these facts, one can determine the orbifold points of $T^{2m}/\mathbb{Z}_k$ from the knowledge of $T^2/\mathbb{Z}_k$.

The answer is given by

$$\text{index}(T^{2m}/\mathbb{Z}_2) = 2^m \eta(S^{2m-1}/\mathbb{Z}_2),$$
$$\text{index}(T^{2m}/\mathbb{Z}_3) = 3^m \eta(S^{2m-1}/\mathbb{Z}_3),$$
$$\text{index}(T^{2m}/\mathbb{Z}_4) = 2^m \eta(S^{2m-1}/\mathbb{Z}_4) + \frac{2^m - 2^m}{2} \eta(S^{2m-1}/\mathbb{Z}_2),$$
$$\text{index}(T^{2m}/\mathbb{Z}_6) = \eta(S^{2m-1}/\mathbb{Z}_6) + \frac{3^m - 1}{2} \eta(S^{2m-1}/\mathbb{Z}_3) + \frac{2^m - 1}{3} \eta(S^{2m-1}/\mathbb{Z}_2).$$

By solving these equations, we can determine the $\eta$-invariants as

$$\eta(S^{2m-1}/\mathbb{Z}_2) = -2^{-2m} \text{index}(T^{2m}/\mathbb{Z}_2),$$
$$\eta(S^{2m-1}/\mathbb{Z}_3) = -3^{-m} \text{index}(T^{2m}/\mathbb{Z}_3),$$
$$\eta(S^{2m-1}/\mathbb{Z}_4) = -2^{-m} \text{index}(T^{2m}/\mathbb{Z}_4) + \frac{2^m - 2^{2m}}{2} \text{index}(T^{2m}/\mathbb{Z}_2),$$
$$\eta(S^{2m-1}/\mathbb{Z}_6) = -\text{index}(T^{2m}/\mathbb{Z}_6) + \frac{1 - 3^{-m}}{2} \text{index}(T^{2m}/\mathbb{Z}_3) + \frac{1 - 2^{-2m}}{3} \text{index}(T^{2m}/\mathbb{Z}_2).$$

The APS index theorem is valid under some boundary condition. In the present case of \textbf{(D.9)}, the boundary condition is given by the following condition. We can shrink $B_i$ to zero size, and we extend the zero modes to the entire $T^{2m}/\mathbb{Z}_k$. The APS boundary condition is such that the extended zero modes remain finite at the orbifold points. This in turn implies that the zero modes come from the zero modes on $T^{2m}$ which are invariant under the $\mathbb{Z}_k$ action.

Therefore the index on $T^{2m}/\mathbb{Z}_k$ counts the net number of zero modes on $T^{2m}$ which are invariant under $\mathbb{Z}_k$. The zero modes on $T^{2m}$ are just constant modes $\partial_I \Psi = 0$. The reason is that the Dirac operator is given by $i \Gamma^I \partial_I$, and $0 = (i \Gamma^I \partial_I)^2 \Psi = -\partial^2 \Psi$ which implies that $0 = \int_{T^{2m}} \Psi^\dagger (-\partial^2 \Psi) = \int_{T^{2m}} \partial_I \Psi^\dagger \partial_I \Psi$. Therefore, we just need to count the number of components of the spinor field $\Psi$ which are invariant under $\mathbb{Z}_k$.

Let us consider the spinor field $\Psi$ which transforms like \textbf{(D.3)}. We consider operators $i^{-1} \Gamma^{2i-1} \Gamma^{2i}$ for $i = 1, \ldots, m$. We denote the eigenvalues of $i^{-1} \Gamma^{2i-1} \Gamma^{2i}$ as $\sigma_i = \pm 1$. The chirality operator $\Gamma$ is given by

$$\Gamma = \prod_{i=1}^m \left( i^{-1} \Gamma^{2i-1} \Gamma^{2i} \right),$$

and hence its eigenvalues are $\prod_{i=1}^m \sigma_i$. The condition that $\Psi$ is invariant under \textbf{(D.3)} is given by

$$s + \frac{1}{2} \sum_{i=1}^m \sigma_i \equiv 0 \mod k.$$
We need to count the number of components of $\Psi_1$ satisfying this condition, and also determine the eigenvalues of $\Gamma_1$ of these components. For this purpose, we rewrite the equation as

$$\sum_{i=1}^{m} \frac{1 - \sigma_i}{2} = s + \frac{m}{2} \mod k. \quad (D.16)$$

Thus, the number of components which has $\sigma_i = -1$ is of the form $kj + s + \frac{m}{2}$ for $j \in \mathbb{Z}$. The chirality of such components is $\Gamma_1 = (-1)^{kj + s + \frac{m}{2}}$. Therefore, the index is given by using the binomial coefficient as

$$\text{index}(T^{2m}/\mathbb{Z}_k) = \sum_j (-1)^{kj + s + \frac{m}{2}} \left( m - s - \frac{m}{2} \right). \quad (D.17)$$

By putting this formula into (D.13), we get the values of the $\eta$-invariant.

The index of the operator acting on the bi-spinor field $\Phi_1$ transforming as (D.8) is more complicated. But the basic idea is the same. We just count the number of components which are invariant under (D.8).

We list some examples. For the operator $D_s$, we get

| $k$ | $2$ | $3$ | $4$ | $6$ |
|-----|-----|-----|-----|-----|
| $\text{index}(T^4/\mathbb{Z}_k)_{s=0}$ | $-2$ | $-2$ | $-2$ | $-2$ |
| $\eta(S^3/\mathbb{Z}_k)_{s=0}$ | $\frac{1}{8}$ | $\frac{2}{9}$ | $\frac{5}{16}$ | $\frac{35}{72}$ |
| $\text{index}(T^4/\mathbb{Z}_k)_{s=\pm 1}$ | $2$ | $1$ | $1$ | $1$ |
| $\eta(S^3/\mathbb{Z}_k)_{s=\pm 1}$ | $-\frac{1}{8}$ | $-\frac{1}{9}$ | $-\frac{1}{16}$ | $\frac{5}{72}$ |
| $\text{index}(T^6/\mathbb{Z}_k)_{s=1/2}$ | $4$ | $3$ | $3$ | $3$ |
| $\eta(S^5/\mathbb{Z}_k)_{s=1/2}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{52}$ | $-\frac{35}{144}$ |
| $\text{index}(T^6/\mathbb{Z}_k)_{s=3/2}$ | $-4$ | $0$ | $-1$ | $-1$ |
| $\eta(S^5/\mathbb{Z}_k)_{s=3/2}$ | $\frac{1}{16}$ | $0$ | $-\frac{3}{32}$ | $-\frac{5}{16}$ |
| $\text{index}(T^8/\mathbb{Z}_k)_{s=0}$ | $8$ | $6$ | $6$ | $6$ |
| $\eta(S^7/\mathbb{Z}_k)_{s=0}$ | $-\frac{1}{32}$ | $-\frac{2}{27}$ | $-\frac{9}{64}$ | $-\frac{329}{864}$ |
| $\text{index}(T^8/\mathbb{Z}_k)_{s=\pm 1}$ | $-8$ | $-3$ | $-4$ | $-4$ |
| $\eta(S^7/\mathbb{Z}_k)_{s=\pm 1}$ | $\frac{1}{32}$ | $\frac{1}{27}$ | $\frac{1}{64}$ | $-\frac{119}{864}$ |

For the operator $D^\text{sig}_t$, we get

| $k$ | $2$ | $3$ | $4$ | $6$ |
|-----|-----|-----|-----|-----|
| $\text{index}(T^4/\mathbb{Z}_k)_{t=0}$ | $0$ | $-2$ | $-2$ | $-2$ |
| $\eta(S^3/\mathbb{Z}_k)_{t=0}$ | $0$ | $\frac{2}{9}$ | $\frac{1}{2}$ | $10$ |
| $\text{index}(T^6/\mathbb{Z}_k)_{t=1}$ | $0$ | $3$ | $4$ | $3$ |
| $\eta(S^5/\mathbb{Z}_k)_{t=1}$ | $0$ | $-\frac{1}{9}$ | $-\frac{1}{2}$ | $-\frac{14}{9}$ |
| $\text{index}(T^6/\mathbb{Z}_k)_{t=3}$ | $0$ | $0$ | $-4$ | $0$ |
| $\eta(S^5/\mathbb{Z}_k)_{t=3}$ | $0$ | $0$ | $\frac{1}{2}$ | $0$ |
| $\text{index}(T^8/\mathbb{Z}_k)_{t=0}$ | $0$ | $6$ | $8$ | $6$ |
| $\eta(S^7/\mathbb{Z}_k)_{t=0}$ | $0$ | $-\frac{2}{27}$ | $-\frac{1}{2}$ | $-\frac{82}{27}$ |

Some of the results here were announced and used in [22].
D.2. Equivariant index theorem. The equivariant index theorem states the following. Let $Z$ be a manifold with boundary $\partial Z = Y$. Suppose that a group $G$ acts on the space $Z$ (and any vector bundle on $Z$ in which we are interested). We consider an element $g \in G$ such that the fixed points of the $g$ action on $Z$ are isolated points $p \in Z$ which are not at the boundary, $p \notin Y$. In particular, $g$ acts freely on $Y$.

Let $\mathcal{D}_Z$ be a Dirac operator which acts on sections of a bundle $\mathcal{S}_Z$ on $Z$. Let $\Gamma$ be the chirality (or $\mathbb{Z}_2$ grading) operator $\{\mathcal{D}_Z, \Gamma\} = 0$. Then the index can be defined as \[ \text{index}(\mathcal{D}_Z) = \text{tr}(\Gamma e^{-\tau \mathcal{D}_Z^2}), \tag{D.20} \] where the trace is over the space spanned by the modes of $\mathcal{D}_Z$, and $\tau > 0$ is an arbitrary positive constant. We can modify this definition by including $g \in G$ as

\[ \text{index}(\mathcal{D}_Z, g) = \text{tr}(g \Gamma e^{-\tau \mathcal{D}_Z^2}), \tag{D.20} \]

where on the right hand side $g$ acts on the modes of $\mathcal{D}_Z$.

We also define the $\eta$-invariant twisted by $g$ as follows. Consider the Dirac operator $\mathcal{D}_Y$ on $Y$ which is constructed from $\mathcal{D}_Z$ as described in Sect. 4.2. Let $\psi_j$ be eigenmodes of $\mathcal{D}_Y$ which is in an irreducible representation $R_j(g)$ of $G$. Any mode in a single irreducible representation has the same eigenvalue $\lambda_j$. Then we define

\[ \eta(\mathcal{D}_Y, g) = \frac{1}{2} \left( \sum_j \text{sign}(\lambda_j) \text{tr} R_j(g) \right)_{\text{reg}}, \tag{D.21} \]

where the subscript \text{reg} means an appropriate regularization.

If a point $p$ is fixed by $g$, this element $g$ acts on the fiber $(\mathcal{S}_Z)_p$ of the bundle $\mathcal{S}_Z$ by some matrix. We denote this matrix as $\rho_p(g)$. Also, $g$ acts on the fiber $(\mathcal{T}Z)_p$ of the tangent bundle $\mathcal{T}Z$ and we denote this matrix as $\tau_p(g)$.

Now we can state the equivariant index theorem [135]. The index \(\text{index}(\mathcal{D}_Z, g)\) for $g$ satisfying the above conditions is given by

\[ \text{index}(\mathcal{D}_Z, g) = \eta(\mathcal{D}_Y, g) + \sum_{p \in \text{fixed points}} \frac{\text{tr}(\Gamma \rho_p(g))}{\det(1 - \tau_p(g))}. \tag{D.22} \]

The sum is over the fixed points of $g$ on $Z$. The trace $\text{tr}(\Gamma \rho_p(g))$ may also be called the supertrace of $\rho_p(g)$ under the $\mathbb{Z}_2$ grading $\Gamma$.

The above equivariant index theorem may be understood as follows. We may try to prove the index theorem by the heat kernel method, which means that we use the expression (D.20) and take the limit $\tau \to +0$. Very roughly speaking, the boundary condition used in the APS index theorem is such that the boundary modes with $\text{sign}(\lambda_i) = +1$ contributes to (D.20) with $\Gamma = +1$, and the boundary modes with $\text{sign}(\lambda_i) = -1$ contributes to (D.20) with $\Gamma = -1$. This gives the boundary contribution $\eta(\mathcal{D}_Y, g)$ to the index. The bulk contribution is understood as follows. We can regard $H = D^2_Z$ as a Hamiltonian of a quantum mechanical particle living on $Z$ [136]. Then $e^{-\tau D^2_Z}$ is the Euclidean time evolution operator. Within a very short time $\tau \to +0$, it is very hard for a particle to go from a point $p \in Z$ to another point $\mathbf{g \cdot p} \in Z$ unless these points are the same, $\mathbf{p = g \cdot p}$. This implies that only the fixed points $\mathbf{p = g \cdot p}$ contribute in the heat kernel method.\footnote{This intuition is not valid on the boundary $Y$, because the APS boundary condition is non-local. This is the reason that we have the contribution $\eta(\mathcal{D}_Y, g)$ even if $g$ acts freely on $Y$.} Near each fixed point $p$, we can approximate the manifold $Z$ by

\[.49\]
a flat space $\mathbb{R}^D$ such that $p$ corresponds to $0 \in \mathbb{R}^D$, where $D = \dim Z$. Then the trace 
\[ \text{tr}(g \Gamma e^{-\tau D^2_Z}) \] 
near the point $p$ is given by
\[
\text{tr}(\Gamma \rho_p(g)) \int \frac{d^{D+D}k}{(2\pi)^{D+D}} e^{-ik \cdot (\tau_p(g) x)} e^{-\tau k^2} e^{ik \cdot x}
= \text{tr}(\Gamma \rho_p(g)) \int d^Dk e^{-\tau k^2} \delta \left((1 - \tau_p(g))k\right)
= \frac{\text{tr}(\Gamma \rho_p(g))}{\det(1 - \tau_p(g))}.
\]
(D.23)

This is what appears in (D.22).

Now suppose that $G$ is a finite group whose elements, except for the identity element $1 \in G$, satisfy the above conditions. We can use the equivariant index theorem to compute the $\eta$-invariant on a manifold $Y/G$ which is smooth because of the assumption that $G$ acts freely on $Y$. The $\eta$-invariant on this manifold is given by
\[
\eta(D_{Y/G}) = \frac{1}{|G|} \sum_{g \in G} \eta(D_Y, g),
\]
where $|G|$ is the number of elements of the finite group $G$. The $\eta(D_Y, g)$ for $g \neq 1$ is given by (D.22), while for $g = 1$ we simply use the ordinary APS index theorem
\[
\text{index}(D_Z, 1) = \eta(D_Y, 1) + \int_Z \text{ch}(F) \hat{A}(R)
\]
(D.25)

where $F$ and $R$ are gauge and Riemann curvatures on $Z$ which are relevant to the index of the Dirac operator $D_Z$. Therefore, we get
\[
\eta(D_{Y/G}) = -\frac{1}{|G|} \left( \sum_{g \neq 1} \sum_{\rho \in \text{fixed points}} \frac{\text{tr}(\Gamma \rho_p(g))}{\det(1 - \tau_p(g))} + \int_Z \text{ch}(F) \hat{A}(R) - \sum_g \text{index}(D_Y, g) \right).
\]
(D.26)

This is the general expression.

In a special case that there are no zero modes of $D_Z$ and no curvature ($F = 0$ and $R = 0$), the formula becomes simple. This is the case for $Z = B^{2m} = \{ z \in \mathbb{C}^m; |z| \leq 1 \}$, $Y = S^{2m-1}$ and all the backgrounds are trivial.\(^{50}\) We take $G = Z_k$ which acts as (D.2).

There is only a single fixed point $p = 0 \in B^{2m}$. On this point we get
\[
det(1 - \tau(j)) = |1 - e^{2\pi i j / k}|^{2m},
\]
(D.27)

\(^{50}\) More precisely, we take $Z$ to be a hemisphere which is extended by a cylinder so that the neighborhood of the boundary is of a product form $(-\epsilon, 0] \times S^{2m-1}$ with a product metric. The Riemann curvature is nonzero, but Pontryagin classes are zero. There are no zero modes, that is, not just the APS index is zero, but that each of the numbers of positive and negative chirality modes is zero. This fact follows from a vanishing theorem on manifolds with positive Ricci scalar curvature [49]. The vanishing theorem can be shown from the equation $(\partial B)^2 = -\nabla_\mu \nabla^\mu + \frac{1}{4} R$, where $R$ is the Ricci scalar. This equation can be proved by a straightforward computation. The APS boundary condition is such that zero modes can be extended to an infinite cylinder region with square normalizable eigenfunctions. Then by using $0 = \int \Psi^\dagger (\nabla_\mu \nabla^\mu + \frac{1}{4} R) \Psi$ for a zero mode $\Psi$, we get $\Psi = 0$, so there are no zero modes.
where $j \in \mathbb{Z}_k$. The matrix $\rho(g)$ is determined from (D.3) or (D.8). In each case the trace $\text{tr}(\Gamma \rho_p(g))$ is given by

$$\text{tr}(\Gamma \rho(j)) = \begin{cases} e^{-2\pi ij s/k}(e^{-\pi ij/k} - e^{\pi ij/k})^m, & \text{(Dirac)}, \\ e^{-2\pi ij s/k}(e^{-\pi ij/k} - e^{\pi ij/k})^m(e^{-\pi ij/k} + e^{\pi ij/k})^m, & \text{(signature)}. \end{cases}$$  

(D.28)

where we have used the fact that the chirality is given by $\Gamma = \prod_{j=1}^m (i^{-1} - 1 \Gamma^{2i})$. Therefore, the equivariant index theorem gives

$$\eta(D_s) = -\frac{i^{-m}}{k} \sum_{j=1}^{k-1} \frac{e^{-2\pi ij s/k}}{(2 \sin(\pi j/k))^m},$$  

(D.29)

$$\eta(D_{\text{sig}}) = -\frac{i^{-m}}{k} \sum_{j=1}^{k-1} \frac{e^{-2\pi ij s/k}}{(\tan(\pi j/k))^m}.$$  

(D.30)

As examples, we list the values for the case of $m = 4$, $s = 0$ and $t = 0$.

| $k$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|----|
| $\eta(D_{s=0}, S^1/\mathbb{Z}_k)$ | -1/32 | -2/27 | -9/64 | -6/25 | -32/864 | -4/7 | -105/128 | -92/81 | -1221/800 |
| $\eta(D_{\text{sig}}, S^7/\mathbb{Z}_k)$ | 0 | -2/27 | -1/2 | -36/25 | -82/27 | -38/7 | -45/4 | -1064/81 | -468/25 |

(D.31)

Notice the agreement with the results in Sect. D.1 for $k = 2, 3, 4, 6$. The present method is valid for any $k$.

### E. Non-unitary Counterexamples to Cobordism Classification

The recent understanding of the anomaly and the corresponding invertible phases states that unitary topological invertible phases are in bijection to the Pontryagin dual of the bordism classes [61,62,103,137]. This statement is often called the cobordism classification of the invertible phases. In particular, the partition function of a unitary topological invertible phase is a bordism invariant.

Here we present a simple class of non-unitary invertible topological phases whose partition function is not a bordism invariant; in particular, its partition function on $S^D$ is $-1$. These examples illustrate the necessity of the unitarity condition in the cobordism classification. In this Appendix, $D$ is the spacetime dimensions of the bulk invertible phase, which was denoted by $d+1$ in the main part of the text.

#### E.1. The simplest example.

The simplest example is given by a “massive $bc$ ghost system” in $D = 1$ dimensions,

$$\mathcal{L} = b \left( i \frac{d}{dt} - m \right) c = -b \left( \frac{d}{d\tau} + m \right) c,$$  

(E.1)

---

51 Such non-unitary counterexamples in $D = 4k + 1$-dimensions were also treated briefly in Examples 6.11 and 6.15 of Freed’s wonderful lecture notes [138]. We also note that the subtlety of anomalies of non-unitary theories was discussed recently in [139].
where \( t \) is the time coordinate, and \( \tau = it \) is the Euclidean time coordinate. \( b \) and \( c \) obey Fermi-Dirac statistics, but they are not spinors; we will discuss their representations under Lorentz symmetry later for the case of general dimensions \( D \), but for \( D = 1 \) one can think of them just as scalars. We regularize this theory by Pauli-Villars regularization with Pauli-Villars mass \( M \), and we take \( m = -M \) and \( M \to \infty \). Because \( |m| \to \infty \), its Hilbert space is one-dimensional and spanned by the ground state. We need only SO\((D)\) symmetry to define this theory, and no spin structure is necessary.

When \( |M| = |m| \), the partition function on \( S^1 \) is given by

\[
Z(S^1) = \frac{\det(d\frac{d}{d\tau} + m)}{\det(d\frac{d}{d\tau} + M)} = \frac{m}{M}. \tag{E.2}
\]

It is \( Z(S^1) = -1 \) for \( m = -M \). Obviously \( S^1 \) is trivial in the bordism group \( \Omega^1_{\text{SO}(pt)} \). This gives a counterexample to the cobordism classification.

The point is that \( b \) and \( c \) obey the periodic boundary conditions and the zero mode contribute the above factor \( m/M \). (Nonzero modes do not contribute to the phase of the partition function.) If we instead consider a massive fermion, the circle \( S^1_{\text{NS}} \) which is trivial in \( \Omega^1_{\text{spin}(pt)} \) has the anti-periodic boundary condition, and in that case we get \( Z(S^1_{\text{NS}}) = +1 \). This is consistent with the cobordism classification. For the periodic boundary condition, we get \( Z(S^1_R) = -1 \) which is of course consistent because \( S^1_R \) is the nontrivial element of \( \Omega^1_{\text{spin}(pt)} = \mathbb{Z}_2 \).

### E.2. Abstract description.

The abstract description of the system which is closely related to the above one was discussed in [61]. Here we reproduce a sketch of the argument; we refer the reader to [61,62] for more details on the axioms used below.

First we give general discussions. If we have two Hilbert spaces \( \mathcal{H}_A \) and \( \mathcal{H}_B \), then \( \mathcal{H}_A \otimes \mathcal{H}_B \) and \( \mathcal{H}_B \otimes \mathcal{H}_A \) are isomorphic. We want a way to identify their elements, so we want to have a map

\[
\tau : \mathcal{H}_A \otimes \mathcal{H}_B \to \mathcal{H}_B \otimes \mathcal{H}_A. \tag{E.3}
\]

such that

\[
\tau : |a\rangle \otimes |b\rangle \mapsto \epsilon_{a,b} |b\rangle \otimes |a\rangle, \tag{E.4}
\]

where \( \epsilon_{a,b} \) is a sign factor. Mathematically, we need such \( \tau \) to define the symmetric monoidal category of super vector spaces.

Physically, we might expect the states \( |a\rangle \) and \( |b\rangle \) to have statistics \( \text{deg}(a) \) and \( \text{deg}(b) \).\(^{52}\) Mathematically this is the \( \mathbb{Z}_2 \) grading in super vector spaces. \( \text{deg} \) is even for Bose-Einstein statistics and odd for Fermi-Dirac statistics. Then we expect

\[
\epsilon_{a,b} = (-1)^{\text{deg}(a)\text{deg}(b)}. \tag{E.5}
\]

Now we want to compute the partition function on \( S^1 \). For this purpose, we first consider an interval \( I = [0, \beta] \) and glue the two ends. The amplitude on the interval \( I \) is

\[
e^{-\beta H} = \sum e^{-\beta E_a} |a\rangle \otimes \langle a| \in \mathcal{H}_A \otimes \mathcal{H}_A^* \tag{E.6}
\]

\(^{52}\) On non-compact spaces, there are physical states which have more nontrivial statistics than signs \( \text{deg}(a) = \pm 1 \), such as anyon particles in 3-dimensions. However, on compact spaces, it seems that such generalized statistics do not arise and hence we assume that it is described just by signs.
in the obvious notation. To glue the two ends we need to exchange \(|a\rangle \otimes \langle a| \otimes |b\rangle\) and then use a natural map (gluing) \(|a\rangle \otimes |a| \rightarrow \langle a|b\rangle\). However, this exchange gives the sign
\[
\tau : |a\rangle \otimes \langle a| \mapsto (-1)^{\text{deg}(a)} \langle a| \otimes |a\rangle.
\]

(E.7)

Let us also consider another quantity, which we denote as \(f(a)\) and is defined by
\[
(-1)^F |a\rangle = (-1)^{f(a)} |a\rangle.
\]

(E.8)

Here \((-1)^F \in \text{Spin}(D)\) is in the center. This quantity determines whether the state \(|a\rangle\) is a spinor or not.

Now the partition function on \(S^1\) is given by
\[
Z(S^1_R) = \sum e^{-\beta E^a} (-1)^{\text{deg}(a)},
\]
\[
Z(S^1_{NS}) = \sum e^{-\beta E^a} (-1)^{\text{deg}(a)+f(a)},
\]

(E.9), (E.10)

where we have used the fact that \(S^1_{NS}\) has an additional insertion of \((-1)^F \in \text{Spin}(D)\).

The massive \(bc\) system considered above has \(\text{deg}(\Omega) = 1\) but \(f(\Omega) = 0\), where \(|\Omega\rangle\) is the ground state, which is the only state in the limit of large mass gap. Therefore, we get \(Z(S^1) = -1\).

E.3. Generalizations to odd dimensions. We generalize the above system to theories in dimension \(D = 2n+1\). The following discussion is generally valid for \(D = 4\ell + 1\), but for \(D = 4\ell + 3\) we will need to restrict to some specific dimensions as we discuss later.

Consider a manifold \(Y\) with \(\text{dim} Y = D = 2n+1\). We take \(c\) and \(b\) to be sections of \(S \otimes S^*\), where \(S\) is the spin bundle on \(Y\) and \(S^*\) is the dual to \(S\). For this theory itself, we do not need spin structure because of the relation
\[
S \otimes S^* \cong \sum_{i=0}^{n} \wedge^{2i} T^* Y.
\]

(E.11)

Notice that only even degrees appear. There is an isomorphism \(\wedge^{2i} T^* Y \cong \wedge^{D-2i} T^* Y\), so we could have used odd degree instead. Sect. 6.2 for the details.

The Lagrangian of the theory is
\[
\mathcal{L} = -b(\bar{\psi} + m)c.
\]

(E.12)

Here gamma matrices \(\Gamma^I\) of \(\Psi = \Gamma^I D_I\) only act on the first factor \(S\) in \(S \otimes S^*\), while the covariant derivative \(D_I\) acts on both factors. Thus \(\mathcal{D} := i\bar{\Psi}\) is the Dirac operator relevant for the signature index theorem, which we discussed in detail in Sect. 6.2. However, we remark that \(D^\text{sig}_{Y}\) in Sect. 6.2 acts on \(S \otimes (S^* \oplus S^*)\), so \(\eta(D^\text{sig}_{Y})\) of that section is twice the \(\eta(D)\) of this appendix.

53 We implicitly assume \(\langle a|a\rangle = 1\) on the Hilbert space on the space which is a single point \(pt\). For the case of the massive \(bc\) ghost system, this may be true since its quantization on \(pt\) can be done in the same way as the massive fermion. However, the nontrivial \(S^1\) partition function implies that the Hilbert space on \(pt \sqcup pt\) may have a negative inner product.
As before, we take \( m = -M \) and \( M \to \infty \). Then the partition function is

\[
Z(Y) = \exp(-2\pi i \eta(D)).
\]

(E.13)

The zero modes of the operator \( D \) is given by the zero modes on \( \sum_{i=0}^{n} \wedge^{2i} T^* Y \). Let us define

\[
b = \sum_{i=0}^{n} \dim H^{2i}(Y, \mathbb{R}),
\]

(E.14)

which is the sum of the Betti numbers of even dimensional cohomology. Then the number of zero modes is given by \( b \), and

\[
\eta(D) = \frac{b}{2} + \frac{1}{2} \sum_{\lambda \neq 0} \frac{\lambda}{|\lambda|},
\]

(E.15)

where the sum is over nonzero eigenvalues of \( D \). By the discussion in Sect. 6.2, this sum over nonzero eigenvalues is the same as \( \eta(\tilde{D}^{\text{sig}}_Y) \) of that section and hence we get

\[
\eta(D) = b/2 + \eta(\tilde{D}^{\text{sig}}_Y).
\]

Suppose that \( Y \) is a boundary of a \( D + 1 \)-manifold \( Z \). By the signature index theorem (6.40) and the fact that \( \eta(D) = b/2 + \eta(\tilde{D}^{\text{sig}}_Y) \), we have

\[
\eta(D) = \frac{1}{2} \left( b + \sigma(Z) - \int_Z L \right).
\]

(E.16)

Here the signature is defined by the pairing on the relative cohomology \( H^*(Z, \partial Z, \mathbb{R}) \).

Let us consider the partition function on \( Y = S^D \). It has \( b = 1 \) coming from \( H^0(S^D, \mathbb{R}) \). We emphasize that \( H^D(S^D, \mathbb{R}) \) does not contribute because we summed only over even-degree cohomology. We can take the \( (D + 1) \)-manifold as \( Z = B^{D+1} \), which is the \((D+1)\)-dimensional ball. The signature \( \sigma(Z) \) and the Hirzebruch polynomial \( L \) (for a round sphere metric) are zero on the ball \( B^{D+1} \). We conclude that

\[
\eta(D_{S^D}) = \frac{1}{2}
\]

(E.17)

and hence

\[
Z(S^D) = -1.
\]

(E.18)

Notice that \( S^D = \partial B^{D+1} \) is trivial in the bordism groups of both SO and Spin.

The above discussion was general for any \( D = 2n + 1 \). For \( D = 4\ell + 1 \), there is no perturbative gravitational anomaly in \( d = 4\ell \) and hence the invertible theory on \( D = 4\ell + 1 \) is topological. In fact, in these dimensions nonzero modes always cancel and we have

\[
Z(Y) = (-1)^b = (-1)^{\sum_i \dim H^{2i}(Y)}.
\]

(E.19)

It is interesting that the partition function is determined by Betti numbers.

In dimensions \( D = 7 \) and \( D = 8\ell + 3 \), we can combine the above theory with the anomaly theories relevant to fermions and self-dual 2-form fields to cancel the perturbative anomaly. Then we get a topological theory. The anomaly theories for fermions and 2-form fields are unitary, and hence they do not change the above conclusion \( Z(S^D) = -1 \).
E.4. Remark on the anomaly polynomial and the Euler characteristic class. Some theories we have discussed above, such as the ones in $D = 4\ell + 1$-dimensions, are topological theories in the sense that partition functions are topological invariants. But they can still be interpreted to have anomaly polynomials which are given by the Euler characteristic class. Let us explain this point.

To see the point clearly, and also to generalize the situation slightly, we consider a bundle $P$ with the structure group Spin$(D + 1)$ which is not necessarily associated to the tangent bundle. More precisely, we consider a $(D + 1)$-manifold $Z$ with a bundle whose structure group is given by $[\text{Spin}(D + 1)_1 \times \text{Spin}(D + 1)_2]/\mathbb{Z}_2$, where the first Spin$(D + 1)_1$ is the Lorentz group and the second Spin$(D + 1)_2$ is the one we have introduced above. Below we consider as if the group is Spin$(D + 1)_1 \times \text{Spin}(D + 1)_2$ just for notational simplicity, but the discussions below make sense even if we divide the group by $\mathbb{Z}_2$.

Let $T_{\pm}$ be the spin bundles with positive and negative chirality associated to $P$. We consider Dirac operators $D_{Z,T_{\pm}}$ coupled to $T_{\pm}$. Namely, it acts on sections of $S_Z \otimes T_{\pm}$, where $S_Z = S_\pm \otimes S_{\mp}$ is the spin bundle on the manifold $Z$ associated to the tangent bundle $TZ$. Suppose that the manifold $Z$ has a boundary $\partial Z = Y$. We denote the relevant APS $\eta$-invariants as $\eta(D_{Y,T_{\pm}})$. Here the Dirac operator $D_{Y,T_{\pm}}$ acts on sections of $S_Y \otimes T_{\pm}$ where $S_Y := S_\pm|_Y = S_{\mp}|_Y$. By using the APS index theorem, one can see that

\begin{equation}
\text{index}(D_{Z,T_{+}}) - \text{index}(D_{Z,T_{-}}) = \int_Z E + \left( \eta(D_{Y,T_{+}}) - \eta(D_{Y,T_{-}}) \right) \tag{E.20}
\end{equation}

\begin{equation}
\text{index}(D_{Z,T_{+}}) + \text{index}(D_{Z,T_{-}}) = \int_Z I(p, p') + \left( \eta(D_{Y,T_{+}}) + \eta(D_{Y,T_{-}}) \right) \tag{E.21}
\end{equation}

where $E$ is the Euler characteristic class of $P$, and $I(p, p')$ is some polynomial of the Pontryagin classes of the tangent bundle (denoted as $p = \{p_1, p_2, \cdots \}$) and the Pontryagin classes of the bundle $P$ (denoted as $p' = \{p'_1, p'_2, \cdots \}$). From the above formulas, we get

\begin{equation}
-\eta(D_{Y,T_{+}}) = \frac{1}{2} \int_Z \left( E + I(p, p') \right) - \text{index}(D_{Z,T_{+}}) \tag{E.22}
\end{equation}

In particular, we see that $\int_Z \left( E + I(p, p') \right)$ is divisible by 2 if the boundary is empty, $\partial Z = \emptyset$.

Now let us consider the case that the bundle $P$ is associated to the tangent bundle so that $T_{\pm} = S_{\pm}$. In this case, $S := S_Y = T_{\pm}|_Y = T_{\pm}|_Y$. The above result implies that

\[ \frac{1}{2} \left( E + I(p, p) \right) \quad (\text{where we have set } p' = p) \]

is the anomaly polynomial for the theory $P$.

\[ ^{54} \text{Let } \pm y_i (i = 1, \cdots, (D + 1)/2) \text{ be the Chern roots of the bundle } P \text{ in the vector representation of Spin}(D + 1)_{\pm}. \text{ This means that we regard the curvature 2-form (multiplied by } 1/(2\pi) \text{) } F \text{, in the vector representation to have eigenvalues } \pm y_i. \text{ Then, the } \frac{1}{2\pi} F \text{ in the spinor representations } T_{\pm}^* \text{ have eigenvalues } \frac{1}{2} (\pm y_1 \pm y_2 \cdots \pm y_{(D+1)/2}), \text{ such that the product of the signs } (\pm) \text{ of the coefficients is equal to } +1 \text{ for } T_{\pm}^* \text{ and } -1 \text{ for } T_{\mp}^*. \text{ From this fact, we see that the Chern characters of } T_{\pm}^* \text{ are given by } (\text{tr } T_{\pm}^* + i \text{tr } T_{-}^*) \exp \left( \frac{1}{2\pi} F \right) = \prod_i (e^{y_i/2} + e^{-y_i/2}) \text{ and } (\text{tr } T_{\pm}^* - i \text{tr } T_{-}^*) \exp \left( \frac{-1}{2\pi} F \right) = \prod_i (e^{y_i/2} - e^{-y_i/2}). \text{ In particular, taking the } (D + 1)\text{-form part, we get } (\text{tr } T_{\pm}^* - i \text{tr } T_{-}^*) \exp \left( \frac{1}{2\pi} F \right)|_{(D+1)} = \prod_i y_i := E \text{ which is by definition the Euler characteristic class.} \]
(E.13). Notice that if $D + 1 = 4\ell + 2$, the term $\int I(p, p')$ is zero. Also, for a hemisphere which has the standard metric, we have
\[
\exp \left[ 2\pi i \cdot \frac{1}{2} \int_{\text{hemisphere}} \left( E + I(p, p') \right) \right] = -1,
\] (E.23)
since the Euler number of the hemisphere is 1. More generally, the Euler number is a topological invariant even for manifolds with boundaries. (We usually need a term on the boundary related to extrinsic curvature, but the APS index theorem assumes that the region near the boundary is of cylindrical form, so the extrinsic curvature is zero.) Thus the theory (E.13) (for $D = 4\ell + 1$) is topological even though it has a nontrivial anomaly polynomial $\frac{1}{2}E$.

Let us remark that the theories considered here can still be related to bordism theory in a certain generalization. As we have seen above, the polynomial $\frac{1}{2} \int \left( E + I(p, p') \right)$ satisfies the integrality condition $\frac{1}{2} \int \left( E + I(p, p') \right) \in \mathbb{Z}$ on closed manifolds. This is valid for any $P$ not necessarily associated to the tangent bundle. In particular, it is valid in the special case that the bundle $P \times_\rho \mathbb{R}^{D+1}$ (where $\rho$ is the vector representation of $\text{Spin}(D + 1)_2$) is only stably isomorphic to the tangent bundle $TZ$, that is, $P \times_\rho \mathbb{R}^{D+1} \oplus \mathbb{R}^K \simeq TZ \oplus \mathbb{R}^K$ for some $K$. By the result of [140], the theory in $D$-dimensions considered above give an element of the Anderson dual to a certain bordism theory, $(I\Omega^G)^{D+1}(pt)$. Here, we need to take the sequence of groups $G = \{G_k\}$ in that paper to be $G_k = \text{SO}(k)$ for $k \leq D + 1$, and $G_k = \text{SO}(D + 1)$ for $k > D + 1$ so that we can allow the Euler density $E$ as a possible characteristic class.

Finally, we note that the choice of $G = \{G_k\}$ above does not satisfy the conditions\(^{55}\) discussed by Freed and Hopkins [61], which are required to formulate reflection positivity. Therefore, there is no contradiction with the results of [61,62], which relates unitary invertible theories with Anderson/Pontryagin duals of bordism groups for $G = \{G_k\}$ satisfying the conditions of Freed and Hopkins.
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