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Abstract—Recently, convolutional neural network (CNN) techniques have gained popularity as a tool for hyperspectral image classification (HSIC). To improve the feature extraction efficiency of HSIC under the condition of limited samples, the current methods generally use deep models with plenty of layers. However, deep network models are prone to overfitting and gradient vanishing problems when samples are limited. In addition, the spatial resolution decreases severely with deeper depth, which is very detrimental to spatial edge feature extraction. Therefore, this letter proposes a shallow model for HSIC, which is called depthwise over-parameterized convolutional neural network (DO-Conv). To ensure the effective extraction of the shallow model, the depthwise over-parameterized convolution (DO-Conv) kernel is introduced to extract the discriminative features. The depthwise over-parameterized Convolution kernel is composed of a standard convolution kernel and a depthwise convolution kernel, which can extract the spatial feature of the different channels individually and fuse the spatial features of the whole channels simultaneously. Moreover, to further reduce the loss of spatial edge features due to the convolution operation, a dense residual connection (DRC) structure is proposed to apply to the feature extraction part of the whole network. Experimental results obtained from three benchmark data sets show that the proposed method outperforms other state-of-the-art methods in terms of classification accuracy and computational efficiency.

Index Terms—Hyperspectral image classification (HSIC), convolutional neural network (CNN), depthwise over-parameterized convolution (DO-Conv), dense residual connection (DRC).

I. INTRODUCTION

Hyperspectral images (HSIs) can reflect hundreds of bands of imaging information of an object in the visible to near-infrared band, containing not only the object's geometric structure information in the spatial dimension, but also the object's rich continuous spectral information in the spectral dimension [1]. Based on this fact, it provides important data support to predict the category of each pixel of the imaging object. In recent decades, hyperspectral image classification (HSIC) technology has been extensively researched and implemented in a variety of fields [2]. Meanwhile, plenty of classification algorithms have been developed.

In the early research of HSIC, a series of traditional machine learning-based classification methods (e.g., support vector machine (SVM) [3], maximum likelihood [4]) have been proposed and demonstrated good classification results. However, the limited labeled samples and the Hughes phenomenon [5] caused by the high-dimensional characteristics of HSIs will seriously limit the classification accuracy of these methods. In general, the manual features derived by early traditional classification methods have weak representation capacity, which cannot obtain satisfactory classification performance, especially poor generalization.

Recently, the excellent feature extraction performance of convolutional neural network (CNN) has attracted much attention in a variety of fields. Certainly, in the field of HSIC, a great number of CNN-based models have been developed to improve HSIC performance [6] - [12]. For example, Chen et al. [7] designed a deep network based on 3D-CNN to realize the end-to-end classification of hyperspectral images. However, as it is a simple concatenation of a few conventional convolutional layers, it does not extract enough features for classification. Therefore, to extract features with more abstract representative ability, the deeper networks [9] - [10] have been investigated widely. However, the deep network structure will lead to the gradient vanishing and poor model fitting. In this regard, residual network (ResNet) [14] and dense network strategy (DenseNet) [15] are applied to many deep models [11] - [13], to alleviate the problem of gradient vanishing problem. HSIs, on the other hand, have more channels than RGB images, resulting in a high number of training parameters when employing a conventional 2D convolution kernel [16]. Therefore, many methods [16] - [17] apply depthwise convolution [18] to HSIC to make the model lighter. However, another problem brought by the deep convolution neural network model is that the resolution of the input sample image will decrease with the increase of convolution times, which is very unfavorable to the extraction of spatial edge features [19], especially in the case of low spatial resolution of hyperspectral images. Although dilated convolution [20] does not diminish spatial resolution, the gridding problem that results lose spatial feature continuity. Therefore, it is meaningful to study the efficient classification of hyperspectral images under the condition of using as few convolution layers as possible to reduce the model depth. Furthermore, the shallow structure of
the network will significantly reduce the model parameters and thus make the network more lightweight.

In this letter, a novel shallow model for HSIC based on depthwise over-parameterized convolution (DO-Conv) [21] is proposed. Different from the aforementioned convolutional layers used in methods, DO-Conv combines standard convolution kernel with depthwise convolution kernel to form a new convolution kernel structure, which can enhance the ability of feature extraction of one layer. In addition, in order to improve the utilization efficiency of features, inspired by [13] - [14], the densely residual connection (DRC) structure is implemented to the model to improve the classification performance of the shallow network model by reducing feature loss.

The main contributions of this letter are summarized as follows:
1) A lightweight shallow network structure with only two feature extraction layers is proposed for HSIC.
2) In order to improve the capability of feature extraction, DO-Conv is investigated for HSIC for the first time.
3) In addition, the proposed DRC structure reduces the loss of low-level edge information at the output by fusing the high-resolution spatial edge features before the convolution operation with the semantic features extracted by each subsequent convolution.

II. METHODOLOGY

DO-Conv and DRC structure is the core of the DOCNN-DRC. In this section, we first give a detailed introduction of the architecture of DO-Conv, then discuss the advantage of DRC structure in the task of HSIC, and finally, we describe the overall framework of DOCNN-DRC.

A. Structure of DO-Conv

1) Standard Convolution and Depthwise Convolution: Convolution operation, as we all know, involves sliding the convolution kernel on the input image and calculating the grey value of the associated image pixel in the convolution kernel center to complete the entire image feature extraction. For the convenience of understanding, we set the input image as a 2D tensor $P \in \mathbb{R}^{(W \times H) \times C_{in}}$, Where $W$ and $H$ are the spatial dimensions of the input image, $C_{in}$ indicates the number of channels of the input image. Specifically, the convolution operation of standard convolution is performed simultaneously on all channels of the image, with the weight being shared. As depicted in Fig. 1 (a), the convolution kernel of standard convolution can be set as $W \in \mathbb{R}^{(W \times H) \times D_{mul} \times C_{in}}$, where $D_{mul}$ is the depth multiplier. Therefore, each $W \times H$ -dimensional feature can be transformed to a $D_{mul}$-dimensional feature. Accordingly, the depthwise convolution operation $\circ$ can be expressed as $O = W \circ P$

$$O_{mul} = \sum_{l}^{W \times H} W_{mul} P_{l \times C_{in}}$$

It is easy to observe that each element in $O \in \mathbb{R}^{D_{mul} \times C_{in}}$ is obtained by multiplying the vertical column of $W$ by each channel point of $P$. However, it is obvious that the independent depthwise convolution ignores the correlation of channel features.

2) DO-Conv: Compared with the image in the computer vision task, HSIC task has smaller sample patch size and data amount. Therefore, for limited training samples, it is essential to obtain more adequate feature extraction. As mentioned in the previous section, standard convolution and depthwise convolution are complementary in feature extraction. As a result, combining the properties of the two convolution kernels to create a new convolution kernel is a plausible option. DO-Conv is a novel convolution kernel structure that combines the two convolutions mentioned previously. When compared to single depthwise convolution, it is clear that DO-Conv will
Moreover, while extracting when the network parameters will stop updating before the neural network converges. Furthermore, while extracting deep network structure is a common problem. It means that \( \mathbf{Z} \) represents the feature output \( \mathbf{W} \mathbf{X} \mathbf{P} \), where \( \mathbf{Z} \) is the kernel of depthwise convolution and standard convolution can be thought of as an instance of depthwise convolution and a standard convolution. The convolution operation is composed of a depthwise convolution calculation process. According to formula (3), the transformation process of the DO-Conv operation can be understood as the fusion of multi-channel features of input image channel by channel and obtains the transformed feature map from 32 to 64, which also makes features more hierarchical excavate the discriminate features. After that, the Spatial features, the over-deep network structure would reduce spatial resolution and cause some edge feature loss, which is undesirable for feature extraction of HSIs with low spatial resolution. Literatures have proved that residual network can alleviate the problem of gradient vanishing through a cross-layer direct connection. However, as illustrated in Figure 4 (a), the residual structure is frequently applied locally in the network, which cannot compensate for the loss of spatial information induced by network deepening. Furthermore, as shown in Fig. 4 (b), to further improve feature reuse between layers, DenseNet connects the channel dimensions of feature maps of all layers to their subsequent layers. Although this connection method can ensure that each layer of the deep network contains the shallowest high-resolution features, it will increase the memory consumption and bring redundancy of features. Therefore, inspired by ResNet and DenseNet, a simple method for feature fusion is proposed, which can alleviate the gradient vanishing and avoid the loss of feature. As depicted in Fig. 4 (c), the proposed DRC is presented for feature learning, which reduces the loss of shallow layers’ edge features by adding the output of the first layer to the input of all the subsequent layer. In addition, DRC uses less memory overhead than dense connections.

C. Schematic of the proposed Method

The proposed schematic of HSIC is presented in Fig. 3. First, principal component analysis (PCA) is performed on the original HSIs to generate the reduced dimension data \( \mathbf{X}_p \). Then, 3-D image cubes are fed into a standard 1 x 1 convolutional layer that has 32 filters, which is used to adjust the number of the feature map’s channel to facilitate the subsequent feature fusion. Next, a simple feature extraction module combined of two DO-Conv layers and DRC structure is utilized to hierarchically excavate the discriminate features. After that, another standard 1 x 1 convolutional layer is employed to boost the feature representation and modify the channels of the feature map from 32 to 64, which also makes features more abundant. Then, a global average pooling layer and a fully connected layer are applied to transform the feature map into the feature vector. Finally, the Softmax function is adopted to obtain the final categorization result.

III. EXPERIMENTS AND DISCUSSION

A. Data sets and Experimental Setup

Three famous HSI data sets are used to demonstrate the reliability of the proposed method, which are University of Pavia (PU), Salinas (SA), and Indian Pines (IP). To better test the performance of the model, the number of training samples divided from the dataset is limited. Concretely, for the PU and Indian Pines (IP) data sets, 70% of the training samples are randomly selected from the original labeled samples for model training. The remaining 30% of the samples are employed as the validation set to perform model selection. In addition, for the Salinas (SA) data set, the training samples are randomly selected to ensure a balanced distribution of each class. During the model training process, the training sample size is fixed at 1000 for all data sets to maintain a consistent training environment. The training process is repeated 30 times for each data set, and the optimal model is selected based on the validation performance. The performance of the model is evaluated using the overall accuracy (OA) and the mean class accuracy (MAC) as the main metrics. The OA measures the accuracy of the whole classification, while the MAC considers the average accuracy of each class. The OA is defined as the percentage of correctly classified pixels out of the total number of pixels, and the MAC is defined as the average of the class accuracies for each class in the data set. For each data set, the training sample size for the model selection process is set to 50% of the total training samples, and the remaining 50% are used as the validation set. The training process is repeated 10 times for each data set, and the overall accuracy and mean class accuracy are calculated as the average of the 10 runs.
all parameters of the other comparison methods keep the same and the number of training epochs is 120, 120, and 150 for the DRC, the spatial size is set to 9 × 9.

Table I gives the classification accuracy for all methods on the Salinas Valley and Pavia University datasets. The table shows that the proposed method achieves the highest classification accuracy compared to the other methods.

SA datasets, only 1% of the labeled samples are used to train the model. For the IP dataset, we use 10% of the annotated samples as the training set since there are some categories with a very small number of samples.

To evaluate the classification effectiveness of the proposed model, we compared the model with five state-of-the-art algorithms SVM [3], 3D-CNN [5], DCNN [10], DFFN [11], SSRN [12], and HybridSN [22]. For the input of the DOCNN-DRC, the spatial size is set to 9 × 9 with 15 spectral principal components are retained by PCA. In addition, the learning rate is configured to 0.01 and the batch size is 64 for all datasets, and the number of training epochs is 120, 120, and 150 for the three datasets, respectively. Furthermore, to guarantee fairness, all parameters of the other comparison methods keep the same settings as those in the corresponding literatures. Moreover, the overall accuracy (OA) and kappa coefficient are utilized as the standard evaluators of classification performance. Especially, all the experimental results are taken as the average of ten runs.

### B. Classification Performance Analysis

Table I gives the classification accuracy for all methods on the PU, SA, and IP datasets. As reported, the classification performance of the proposed method outperforms the other methods, demonstrating the effectiveness of the proposed shallow structure in extracting discriminative features. Among them, the classification accuracy of traditional machine learning methods is much worse than other deep learning methods. In addition, its worth noting that SVM shows poor generalization on different data sets. Although 3D-CNN also has a shallow model structure, it does not perform as well with limited samples. However, as an early CNN-based research result, it is a guide to the application of CNN on hyperspectral image classification. Particularly, HybridSN introduced 2D convolution on top of 3D-CNN, which was efficient in improving the classification accuracy, but the improvement of the classification performance was limited by using only ordinary convolution in shallow models. Compared with the first two shallow models, DCNN, DFFN, and SSRN are proposed as deep models to extract more representative deep abstract features. Accordingly, in order to reduce the gradient vanishing problem caused by model deepening, various residual structures are used. However, although the local residual structure can alleviate the gradient vanishing to a certain extent, the features extracted from the end of the deep model lack high-resolution texture features, which limits the performance of these models.

More intuitively, the classification map of each approach on the PU data set is depicted in Fig. 5. It can be observed that the classification map of the proposed method is of the highest quality and is most similar to the ground truth.
To further explicate the computational and storage efficiency of the model, the number of trainable parameters and model execution elapsed time (training and testing) for the PU data set are presented in Table II. Since the model used uses a shallow model design strategy, it has a minimal number of training parameters compared to other methods, which also makes it more efficient to execute. Meanwhile, the proposed model achieves optimal classification performance. It can be stated that the proposed model is competitive in terms of accuracy but also in terms of computing and storage cost when compared to other methods.

C. Ablation Study

To verify that the DO-Conv and DRC are productive in boosting the classification performance of HSIs, ablation experiments are applied to two data sets. The experiments are carried out on four models: 1). The DRC structure in the original model is removed, and the DO-Conv is replaced by the standard convolution kernel, so the model is called SCNN; 2). The DRC structure in the original model is removed, and the DO-Conv is replaced by the standard depthwise convolution kernel, so the model is called SDCNN; 3). The DRC structure in the original model is removed, and the model is called DOCNN; 4). The model structure proposed in this paper. The corresponding classification results are reported in Table III. Correspondingly, the following conclusions can be summarized: 1). The experimental results of the first three models demonstrate that DO-Conv has superior feature extraction capabilities compared to standard convolution and depthwise convolution, which allows the use of DO-Conv to build shallower models to avoid the problems associated with deeper models and achieve better classification accuracy. 2). The experimental results of the latter two models indicate that the DRC structure can effectively fuse the shallowest features with the subsequent layer features hierarchically to enhance the feature representation ability.

IV. CONCLUSION

This letter presented a shallow CNN-based model for HSIC, which is composed of the depthwise over-parameterized convolution kernel and dense residual connection. DO-Conv can extract features more comprehensively for category identification, which can also shorten the depth of the model structure in HSIC. Furthermore, the DRC is utilized to improve the comprehensiveness of end-of-network features. Extensive experimental results pronounce that our proposed method could achieve promising performance.

### TABLE III

| EFFECT OF DO-CONV LAYER AND DRC ON OA AND KAPPA ON SA AND IP DATA SETS |
|-----------------|--------|--------|--------|--------|
| SCNN            | SDCNN  | DOCNN  | DOCNN  |
| OA              | 97.80% | 97.89% | 98.41% | 98.74% |
| Kappa           | 97.19% | 97.36% | 98.04% | 98.62% |
| IP              | 96.59% | 97.29% | 98.54% | 99.03% |
| Kappa           | 96.31% | 97.16% | 98.31% | 98.90% |
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