The Admissible Control Correction Method in a Nonlinear Terminal Perturbed Problem
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Abstract: A solution of a nonlinear perturbed unconstrained point-to-point control problem, in which the unperturbed system is differentially flat, is considered in the paper. An admissible open-loop control in it is constructed using the covering method. The main part of the obtained admissible control correction in the limit problem is found by expanding the perturbed problem solution in series by the perturbation parameter. The first term of the expansion is determined by A.N. Tikhonov’s regularization of the Fredholm integral equation of the first kind. As shown by numerical experiments, the found structure of an admissible control allows one to find the final form of high precision point-to-point control based on the solution of an auxiliary variational problem in its neighborhood.
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1. Introduction

Various approaches can be used to construct a point-to-point control, i.e., an admissible control that transfers a dynamic system to a given state in a finite time. One of them is associated with the use of algorithms for solving the introduced optimal control problems and application of the penalty function method to deal with the given terminal equality constraints. This method involves the use of an artificially introduced small parameter (an inverse value of the penalty coefficient). Under certain conditions, a solution of that problem leads in limit to an exact point-to-point control when the parameter tends to zero that means an unlimited increase of penalty coefficient. In that case, the introduction of a small parameter and the application of asymptotic expansions may lead to the construction of extrapolation procedures that make it possible to obtain open-loop and closed-loop controls with lower stiffness of calculations that translate the system into a given state with greater accuracy [1].

For nonlinear dynamical systems, approaches to solve problems with fixed ends are known only for some classes of systems. For example, for a statically linearizable system, the system can be transformed to a special form called the regular canonical form [2,3], and then one can find the open-loop trajectory in the terms of time polynomials, the order of which is determined by the number of boundary conditions. For some dynamical systems, it is possible to transform the system to a quasi-canonical form [4], for which a similar approach is applied. A more general class of systems that includes statically linearizable systems are the so-called flat systems [5]. Each solution of a flat system is uniquely determined by a set of functions that are called the flat output of the system. For such systems, fairly general approaches to the open-loop trajectories design are also
known. For example, a common approach is to construct linearizing feedback and time polynomial trajectory. Another promising algorithm that is applicable to both flat and non-flat systems is the covering method [6]. The method consists in expanding the phase space of the system by adding some subsystem (r-closure) and constructing a mapping (covering) from the extended phase space of the augmented system to the extended phase space of the original system. In this case, the solution of the two-point control problem is reduced to the solution of two related Cauchy problems. This method will be used in this work to find open-loop control for the unperturbed system. Among non-flat systems, we can point out Liouville systems [7], for which some approaches to solve two-point control problems are also known [8]. If the model contains perturbations in the form of an additional nonlinear function on the right-hand side with a small parameter, then a two-stage approach for searching the open-loop control can be proposed. At the first stage, the limiting unperturbed problem is solved. At the second stage, we take into account the asymptotics of the solution with respect to the perturbation parameter, so that a correction of the open-loop control for the unperturbed problem is constructed.

In this paper, we consider a solution in a nonlinear perturbed point-to-point control problem (or problem with fixed ends), where the limiting system is flat [5,9]. We construct the open-loop control for it using the covering method [6,10]. After that, it turns out that the control correction can be found with the help of the solution of regularized incorrectly posed problem obtained from first order asymptotics terms equations. Literature analysis showed that this approach was used for the first time.

2. The Problem Statements

Let us consider a perturbed nonlinear point-to-point control problem:

\[
\dot{x} = F_0(t, x, u) + \varepsilon F_1(t, x, u), \quad x(t_0) = x_0, \quad x(t_f) = x_f, \quad 0 < \varepsilon \leq \varepsilon_0 \ll 1. \tag{1}
\]

Here, \(\varepsilon_0\) is the upper bound on the values of the small parameter for which the proximate estimation of the asymptotic approximation takes place. For each specific problem, a specific value for the \(\varepsilon_0\) parameter is defined, and in applications it can often be greater than 1.

The presence of the inequality \(\varepsilon_0 \ll 1\) in (1) only emphasizes that for small values of the parameter and under fairly general conditions on the right-hand sides, there are corresponding approximation estimates.

Let us denote an admissible trajectory and admissible a control in problem (1) by \(x(t, \varepsilon) \in \mathbb{R}^n, u(t, \varepsilon) \in \mathbb{R}^r\). The small parameter \(\varepsilon\) is considered known. We suppose that an admissible open-loop control \(u_0(t)\) solving an unperturbed problem with fixed ends

\[
x_0 = F_0(t, x_0, u_0), \quad x_0(t_0) = x_0^0, \quad x_0(t_f) = x_0^f \tag{2}
\]

is known. It is assumed that the system in (2) is flat and its solution can be found by the covering method, but the perturbed system (1) is not flat.

**Problem 1.** It is necessary to find such an open-loop control \(u_1(t, \varepsilon) = u_0(t) + \varepsilon u_1(t)\), where \(\varepsilon u_1(t)\) is the main part of the \(u_0(t)\) control correction, which solves perturbed nonlinear control problem (1) more precisely than \(u_0(t)\).

Experiments show that when solving optimal control problems with a small parameter by traditional methods, asymptotic approximations, which can contain only part of the qualitative information about the exact solution (see in [11], for example), are of great help. This means that even with the help of local procedures, solutions can be found that are close to the points of the global extremum. Therefore, we may state the next problem.
Problem 2. It is necessary to find control correction $\epsilon \omega(t)$, which solves the problem
\[ \|x_f - x(t, u_1(t, \epsilon) + \epsilon \omega(t))\| \to \min. \]

Knowing $u_1(t, \epsilon)$ means that the first order asymptotic approximation to the admissible open-loop control is known. Finding $\omega(t)$ actually means finding the missing part of the exact value of the admissible point-to-point control, the main part of which $u_1(t, \epsilon)$ has already been found.

3. Covering Method

Here, we represent the covering method used to find an open-loop control for the unperturbed system.

Let $X$ and $Y$ be two given dynamical systems. A surjective mapping $\nu$ of the extended phase space of the system $X$ into the extended phase space of the system $Y$ is called a covering of $X$ into $Y$ if the following conditions hold:

(i) the mapping $\nu$ is regular, i.e., at any point rank of differential $d\nu$ is equal to the dimension of the image;
(ii) the mapping $\nu$ maps each trajectory of the system $X$ into a trajectory of the system $Y$;
(iii) the mapping of trajectories is regular, i.e., at any point tangent vector to a trajectory does not belong to kernel of $d\nu$.

From the definition of covering it follows that the preimage of any trajectory of $Y$ consists of points of trajectories of some subsystem of $X$.

Let us consider the solution of the point-to-point problem using covering method. Let system
\[ \dot{x} = f(t, x, u), \quad x \in \mathbb{R}^n, \quad u \in \mathbb{R}^m, \]  
be given, $O$ be a domain of the space with coordinates $x, u, \hat{u}, \ldots, u^{(k)}$, $S_0 \subset O$ an initial set, $S_f \subset O$ a target set. For a pair of vector functions $x(t), u(t)$ and a number $t_1$ denote by $j_k(x(t_1), u(t_1))$ the point $x(t_1), u(t_1), \hat{u}(t_1), \ldots, u^{(k)}(t_1)$ of this space.

Knowing the final time $t_f \in (t_0, \infty)$, the problem is to compute an admissible input signal $u: [t_0, t_f] \to \mathbb{R}^m$ such that the system trajectory satisfies
\[ \forall t \in [t_0, t_f] \quad j_k(x(t), u(t)) \in O \]
\[ j(x_k(t_0), u(t_0)) \in S_0, \quad j_k(x(t_f), u(t_f)) \in S_f. \]  

Let $g_1: O \to \mathbb{R}^{n_1}$ and $g_2: O \to \mathbb{R}^{n_2}$ be two mappings. Consider the case when the initial set $S_0$ and the target set $S_f$ are determined by the equalities
\[ S_0 : g_1(x, u, \hat{u}, \ldots, u^{(k)}) = g_{1,0}, \]
\[ S_f : g_2(x, u, \hat{u}, \ldots, u^{(k)}) = g_{2,f}. \]

Suppose functions $U_i$ and $\phi_j, j = \overline{1, m}, i = \overline{1, n_2}$, of the variables
\[ x_1, \ldots, x_n, u_1, \hat{u}_1, \ldots, u_1^{(k_1 - 1)}, u_2, \ldots, u_m^{(k_m - 1)}, \]
\[ \forall i \quad k_i \leq k, \quad k_1 + \ldots + k_m + n = n_1 + n_2 \]
satisfy the following conditions.
(A) The relations $p_j = \phi_j, j = \overline{1, n}$, define a covering from the system
\[ \dot{x}_j = f_j(t, x_1, \ldots, x_m), \quad j = \overline{1, n}, \]
\[ u^{(k_i)}_j = U_i(t, x_1, \ldots, u^{(k_i - 1)}), \quad i = \overline{1, m}, \]
into a system of the form

\[ \dot{p} = P(t, p), \quad p \in \mathbb{R}^{n_1}. \tag{9} \]

(B) The given final value \( g_{2,f} \) uniquely determines the value \( p_f = p(t_f) \). Conversely, the value \( p(t_f) \) uniquely determines the value \( g_{2,f} \).

(C) If \( p(t) \) is the solution of system (9) satisfying the condition \( p(t_f) = p_f \), then the nonlinear vector equation

\[ p(t_0) = \Phi(t_0, x_{1,0}, \ldots, x_{1,0}, u_1(t_0), \ldots, u_{m}^{(k_m-1)}(t_0)) \tag{10} \]

is solvable for \( u_1(t_0), \ldots, u_{m}^{(k_m-1)}(t_0) \).

If conditions (A), (B), and (C) hold, then the problem (3)–(6) can be solved as follows.

1. The value \( p(t_f) \) is found from the final conditions (6).
2. One finds the solution \( p(t) \) of system (9) satisfying the condition \( p(t_f) = p_f \) (that is, the solution of the Cauchy problem in reverse time, from \( t_f \) to \( t_0 \)).
3. One computes \( p_0 = p(t_0) \).
4. The values \( u_1(t_0), u_1(t), \ldots, u_{m}^{(k_m-1)}(t_0) \) are found from system (10).
5. By solving the Cauchy problem for system (7) and (8) with the initial values

\[ t_0, x_{1,0}, \ldots, x_{n,0}, u_1(t_0), \ldots, u_{m}^{(k_m-1)}(t_0), \tag{11} \]

one finds a solution \( (x(t), u(t)) \) of system (3).

The solution thus found is a solution of the problem (3)–(6), because the function \( x(t) \) satisfies the initial conditions by construction and the final conditions by virtue of condition (B). Using the flatness of the system (3), one can find the open-loop control for the problem with fixed ends.

4. The Control Correction

Let us represent \( x(t, \varepsilon), u(t, \varepsilon) \) in the form of \( \varepsilon \) integer powers series and substitute them in the conditions of problem (1), then in addition to (2) in the first approximation we obtain the following control problem with fixed ends

\[ \dot{x}_1 = F_{0,x}(t, x_0(t), u_0(t))x_1(t) + F_{0,u}(t, x_0(t), u_0(t))u_1(t) + F_1(t, x_0(t), u_0(t)), \]

\[ x_1(t_0) = 0, \quad x_1(t_f) = 0, \tag{12} \]

where \( F_{0,x} = \frac{\partial F_0}{\partial x}, F_{0,u} = \frac{\partial F_0}{\partial u} \). Here, the unperturbed system is assumed to be flat and the control \( u_0(t) \) is found using the covering method. The first (main) part of the control correction \( u_1(t, \varepsilon) \) will be sought in the form \( u_1(t, \varepsilon) = \varepsilon u_1(t) \). The term \( \omega(t) \) is intended to clarify the solution in the original perturbed problem. The definition of \( u_1(t) \) leads to the solution of the Fredholm equation of the first kind.

Therefore, determining \( x_0(t), u_0(t) \) from problem (2), let us find \( u_1(t) \) from (12) now, assuming \( \omega(t) = 0 \). We have

\[ 0 = x_1(t_f) = \Phi(t_f) \int_{t_0}^{t_f} \left( \Phi^{-1}(\tau)(F_{0,x}(\tau, x_0(\tau), u_0(\tau))u_1(\tau) + F_1(\tau, x_0(\tau), u_0(\tau))) \right) d\tau, \]

where \( \Phi(t) \) is a fundamental matrix for a linear system \( \dot{y} = F_{0,x}(x_0(t), u_0(t))y \), i.e., \( \Phi = F_{0,x}(x_0(t), u_0(t)) \Phi, \Phi(t_0) = I \). Given that \( \Phi(t) \) is a non-degenerate matrix for any \( t \), we obtain the next Fredholm matrix integral equation of the first kind

\[ \int_{t_0}^{t_f} K(\tau)u_1(\tau)d\tau = b, \tag{13} \]
where

\[ K(\tau) = \Phi^{-1}(\tau) F_{0,\mu}(\tau, x_0(\tau), u_0(\tau)), \quad b = -\int_{t_0}^{t_f} \left( \Phi^{-1}(\tau) F_1(\tau, x_0(\tau), u_0(\tau)) \right) d\tau. \]

It is known that equations of this type are incorrectly posed that means small changes in the conditions of the problem caused by the approximate nature of solution of (13), that occur during computation may lead to non-uniqueness of the solution and significant changes in the obtained \( u_1 \) value. We use the Tikhonov’s regularization [12] (see also in [13]), according to which the approximate solution in (13) is found as a vector minimizing the next functional

\[ M^\alpha(u_1) = \left( \int_{t_0}^{t_f} K(\tau) u_1(\tau) d\tau - b \right) + \alpha \int_{t_0}^{t_f} \left( u_1'(\tau) P(\tau) u_1(\tau) + u_1'(\tau) Q(\tau) u_1(\tau) \right) d\tau, \tag{14} \]

where \( \alpha > 0 \) is a regularization parameter, sign “‘” stands for transposition, and \( P \) and \( Q \) are positive definite weight matrices. Of course, here \( \alpha \) should be significantly smaller than \( \varepsilon \), for example, \( \alpha = O(\varepsilon^k), \ k \geq 2 \). Here, we will find the solution of problem (14) approximately, using an auxiliary nonlinear programming problem, for example, assuming that each coordinate in \( u_1 \) is represented using a series of orthogonal functions, so that

\[ u_{1,i}(\tau(t)) = \frac{1}{2} c_{i,0} + \sum_{j=1}^{k_u} \left( c_{i,2j-1} \cos(j\tau) + c_{i,2j} \sin(j\tau) \right), \quad i = 1, \ldots, r, \tag{15} \]

where

\[ \tau = -\frac{2\pi t}{t_0 - t_f} + \frac{\pi(t_0 + t_f)}{t_0 - t_f}, \quad t \in [t_0, t_f], \quad \tau \in [-\pi, \pi], \]

and \( c_i \) are the vectors of unknown coefficients for each vector function \( u_{1,i}(\tau) \) coordinate, \( l = 0, 1, \ldots, 2k_u; \) the \( k_u \geq 0 \) is a parameter determines the number of terms in the series.

Thus, the coefficients \( c_{i,j}(\alpha) \) are found using an iterative algorithm for solving the nonlinear programming problem

\[ M^\alpha \to \min_{c_{i,j}}, \]

where the next operations are made at each step \( p \), so the scheme of algorithm have the next form:

1. Values of \( c_{i,j}^{(p+1)} \) are calculated by minimizing \( M^\alpha(c_{i,j}^{(p)}, \gamma(p)) \);
2. \( \gamma^{(p+1)} = \gamma^{(p)} \gamma, \quad 0 < \gamma < 1 \);
3. If the specified accuracy of \( M^\alpha \) is achieved, then stop.

Assuming that \( u_{1,i} \) are found exactly, by the successive approximations approach, we can establish the following theorem under additional smoothness conditions for a function \( F_1 \).

**Theorem 1.** Let the vector function \( F_0 \) be such function that the system in (2) is flat and \( u_0(t) \) is the open-loop control in problem (2) obtained by means of algorithm [9,10], the regularization parameter \( \alpha = O(\varepsilon^k) \), where \( k \geq 2 \), \( F_1 \) is twice differentiable of all variables, the coordinates \( u_{1,i} \) are found exactly. Then, there is such a perturbation parameter \( \varepsilon_0 > 0 \) that for all \( 0 < \varepsilon \leq \varepsilon_0 \)

1. \[ \| x(t_f, u_0(t_f) + \varepsilon u_1(t_f)) - x_f \| = \theta_1 = o(\varepsilon), \]
2. \[ \| x(t_f, u_0(t_f) + \varepsilon u_3(t_f)) + \varepsilon \omega(t_f) - x_f \| = \theta_2 < \theta_1, \text{ if } \| \omega(t) \neq 0 \| \text{ for all } t \in (t_0, t_f). \]
The proof is carried out similarly to the scheme in [14] for smooth perturbations of the optimal control problem.

Note that during the practical use of the theorem, for greater accuracy of the final condition approximation, it is necessary to match the regularization parameter $\alpha$ to the accuracy of the solution of the regularized problem.

If a terminal control error is unacceptable for a given real-world problem, then auxiliary control $\omega(t)$ may be used to compensate for it. In that case, $\omega(t)$ is found as a solution in Problem 2, i.e., it minimizes

$$
\epsilon' \epsilon \rightarrow \min_{d_{ij}}
$$

where residual has the form

$$
e = x(t_f) - x\left( t_f, u_0(t) + \epsilon(u_1(t) + \omega(\tau(t), d_{ij})) \right), \quad i = 1, \ldots, r, \quad l = 0, \ldots, k_\omega,
$$

and controls $u_0$ and $u_1$ are already known.

Let us note that $\omega(\tau(t), d_{ij})$ is represented in the form of series (15), the number of members of which is determined by the parameter $k_\omega \geq 0$.

5. Numerical Experiments

Let us consider the problem

$$
x_1 = u_1 + \varepsilon(x_3 + u_2), \quad x_2 = x_1 + x_3 u_1, \quad x_3 = u_2, \quad x(0) = \begin{bmatrix} 5 \\ -2 \\ 3 \end{bmatrix}, \quad x(2) = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \quad (16)
$$

This problem has no practical meaning, but used to demonstrate the effectiveness of the proposed approach. The corresponding unperturbed dynamical system

$$
\begin{aligned}
\dot{x}_1 &= u_1, \\
\dot{x}_2 &= x_1 + x_3 u_1, \\
\dot{x}_3 &= u_2,
\end{aligned}
$$

is flat with the flat output

$$
y_1 = x_1, \quad y_2 = x_2. \quad (18)
$$

Indeed, all state and control variables can be expressed in terms of flat output as follows:

$$
x_1 = y_1, \quad x_2 = y_2, \quad u_1 = \dot{y}_1, \quad x_3 = \frac{y_2 - y_1}{y_1}, \quad u_2 = \frac{(y_2 - y_1)\dot{y}_1 - (y_2 - y_1)\dot{y}_1}{y_1^2}. \quad (19)
$$

It can be shown that the original system in (16) is not flat. For (16) we have

$$
F_0 = \begin{bmatrix}
\begin{bmatrix} u_1 \\ x_1 + x_3 u_1 \\ u_2 \end{bmatrix} \\
\begin{bmatrix} x_3 + u_2 \\ 0 \\ 0 \end{bmatrix} \\
\end{bmatrix}, \quad F_1 = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{bmatrix}, \quad F_0, x(t, x_0(t), u_0(t)) = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \\ u_0,1 \end{bmatrix}, \quad F_0, u(t, x_0(t), u_0(t)) = \begin{bmatrix} 1 \\ 0 \\ x_0,3 \\ 0 \\ 0 \end{bmatrix}.
$$
The matrix $\Phi$ for the homogeneous system corresponding to (12), the kernel matrix $K$, and the vector $b$ have the following representations

$$
\Phi(t) = \begin{bmatrix}
1 & 0 & 0 \\
t & 1 & \int_0^t u_{0,1}(s)ds \\
0 & 0 & 1
\end{bmatrix}, \quad K(t, x_0(t), u_0(t)) = \begin{bmatrix}
1 & 0 \\
-x + x_0,3(t) - \left( \int_0^t u_{0,1}(s)ds \right) \\
0 & 1
\end{bmatrix},
$$

$$
b(t, x_0(t), u_0(t)) = -\int_0^T \begin{bmatrix}
x_0,3(\tau) + u_{0,2}(\tau) \\
-x_0,3(\tau) - \tau u_{0,2}(\tau)
\end{bmatrix} d\tau.
$$

Following the algorithm of the covering method [9,10], we introduce the additional state variable

$$
\xi = u_1 = y_1.
$$

The extended system

$$
\begin{align*}
\dot{x}_1 &= \xi, \\
\dot{x}_2 &= x_1 + x_3 \xi, \\
\dot{x}_3 &= \frac{1}{\xi} (\dot{y}_2 - \xi - x_3 \dot{y}_1), \\
\dot{\xi} &= \dot{y}_1 
\end{align*}
$$

(20)

is equivalent to the normal Brunovsky form of the second order

$$
\dot{y}_1 = v_1, \quad \dot{y}_2 = v_2,
$$

(21)

where $v_1, v_2$ stands for the new control input and $\xi$ represents the dynamic feedback. We extend the boundary problem (16) with the initial conditions on $\xi$ and rewrite the problem in terms of flat output as follows

$$
\begin{align*}
y_0,1 &= y_1(0) = x_0,1, \\
y_0,2 &= y_2(0) = x_0,2, \\
y_0,3 &= y_1(0) = \bar{\xi}_0, \\
y_0,4 &= y_2(0) = x_0,3 \bar{\xi}_0, \\
y_0,5 &= y_1(2) = x_0,4, \\
y_0,6 &= y_2(2) = x_0,5 \bar{\xi}_0, \\
y_0,7 &= y_1(2) = \bar{\xi}_f, \\
y_0,8 &= y_2(2) = x_0,6 \bar{\xi}_f.
\end{align*}
$$

(22)

We suggest that we find the solution in the space of third-order polynomials

$$
y_i^{(4)} = 0, \quad i = \{1, 2\}.
$$

(23)

Let us consider the function

$$
p_i = y_i - \frac{1}{2} (t_f - t)^2 \ddot{y}_i - \frac{1}{3} (t_f - t)^3 \dddot{y}_i, \quad i = 1, 2.
$$

(24)

The time derivatives of these functions are

$$
\begin{align*}
\dot{p}_i &= \dot{y}_i + (t_f - t)^2 \ddot{y}_i + \frac{1}{2} (t_f - t)^3 \dddot{y}_i, \\
\dot{p}_i &= 0, \quad i = 1, 2.
\end{align*}
$$

(25)

From the initial conditions (22), we have

$$
\begin{align*}
p_i(t_f) &= y_i^{f}, \\
\dot{p}_i(t_f) &= y_i^{f}, \quad i = \{1, 2\}.
\end{align*}
$$

(26)

The solution of Cauchy problem (25) and (26) in reverse time has the form

$$
\begin{align*}
p_1(t) &= \xi_f (t - t_f) + x_{0,1}^f, \\
p_2(t) &= (x_{0,1}^f + x_{0,3}^f \xi_f)(t - t_f) + x_{0,2}^f.
\end{align*}
$$
Substituting $t = t_0$ in these formulas we get the initial conditions on $p_i$ and $\dot{p}_i$ which allows us to find the initial conditions on $\dot{y}_i$ and $\ddot{y}_i$, using (24) and (25). With (22) we have the full set of initial conditions for (23). Solving the Cauchy problem (23) with the initial conditions we can receive the solution of point-to-point problem in terms of flat output. Then, (19) give us the explicit representations for the coordinates of admissible trajectories and the corresponding controls. For brevity, we give the control representations only

$$
\begin{align*}
    u_{0,1}(t) &= -\frac{1}{T^3} \left( \xi_0(t-t_f)(3t-2t_0-t_f)T + (t-t_0)(-\xi_f(3t-t_0-2t_f)T - \\
    &-6(t-t_f)(x_{0,1}^0 - x_{0,1}^f)) \right), \\
    u_{0,2}(t) &= \frac{1}{m_1^2} \left( m_1 \left( 2(-t_f + \Delta t_3)m_2 + (8x_{0,1}^f + 4\tilde{x}_{0,1}^f)\Delta t_3 t_f + \\
    + m_2 - 12m_4 + 2t_f m_3 + (-8x_{0,1}^f - 4\tilde{x}_{0,1}^f)\Delta t_3 t_f + \xi_0 T m_5 + \tilde{\xi}_f T m_6) - \\
    - 2m_6 (\xi_0 \Delta t_2(2t_f - \Delta t_3)m_9 - \Delta t_1(2\Delta t_2 m_{10} - m_{11})) \right),
\end{align*}
$$

where $\xi_0 = -8$, $\tilde{\xi}_f = -4$ and $T = t_f - t_0$, $n_1 = 3t - 2t_0 - t_f$, $n_2 = 2t_0 + t_f + 3x_{0,3}^f$,

$$
\begin{align*}
    n_3 &= 3t - t_0 - 2t_f, \quad n_4 = x_{0,1}^0 - x_{0,1}^f, \\
    \Delta t_1 &= t - t_0, \quad \Delta t_2 = t - t_f, \quad \Delta t_3 = t_0 + t_f, \\
    m_1 &= -\xi_0 \Delta t_2 n_1 T + \Delta t_1 (-\xi_f n_3 T - 6\Delta t_2 n_4), \\
    m_2 &= (-2x_{0,1}^f + 2x_{0,1}^0)T_f - 3x_{0,2}^f + 3x_{0,2}^0, \\
    m_3 &= (x_{0,1}^f + 2x_{0,1}^0)T_f - 3x_{0,2}^f + 3x_{0,2}^0, \\
    m_4 &= (x_{0,1}^f + x_{0,1}^0)T_f - \Delta t_3 x_{0,1}^f - x_{0,2}^0 + x_{0,2}^0, \\
    m_5 &= 2(-t_f + \Delta t_3)(t_f + x_{0,3}^0) - 2(t_f + \Delta t_3 + 3x_{0,3}^0) + t_f(t_f + 4x_{0,3}^0) + 3T, \\
    m_6 &= 2(-t_f + \Delta t_3)(t_f + 2x_{0,3}^f) + 2\tilde{t}_f + (2x_{0,3}^f - 2\Delta t_3)T_f + \Delta t_3 - 2\Delta t_2 + 3T^2, \\
    m_7 &= -2x_{0,1}^f - 4x_{0,1}^f t_f^2 + (8\Delta t_3 x_{0,1}^0 + 4\Delta t_3 x_{0,1}^f)T_f - 2(x_{0,1}^0 + 2x_{0,1}^f)\Delta t_3^2 + 6T^2 n_4, \\
    m_8 &= 3n_4(3t - \Delta t_3) - \tilde{\xi}_f n_1 T - \xi_0 n_3 T, \\
    m_9 &= (-t_f + \Delta t_3)(t_f + 2x_{0,3}^0) - t)(\Delta t_3 + 3x_{0,3}^0) + t_f x_{0,3}^0 + t_f^2, \\
    m_{10} &= 3x_{0,2}^0 - 3x_{0,2}^0 - 3(x_{0,1}^0 + x_{0,1}^f)T_f + n_4 + \Delta t_3(x_{0,1}^0 + 2x_{0,1}^f), \\
    m_{11} &= \xi_0 T(-t_f + \Delta t_3)(t_f + x_{0,3}^0) - t)(\Delta t_3 + 3x_{0,3}^0 + 2x_{0,3}^f + t_f^2), \\
    x_{0,1}(0) &= x_{0,1}^0, \quad x_{0,2}(0) = x_{0,2}^0, \quad x_{0,3}(0) = x_{0,3}^0, \\
    x_{0,1}(2) &= x_{0,1}^f, \quad x_{0,2}(2) = x_{0,2}^f, \quad x_{0,3}(2) = x_{0,3}^f.
\end{align*}
$$

The Figure 1a shows the results of numerical simulation of closed-loop systems along $u_0(t)$ and $u_2(t,\varepsilon) = u_0(t) + \epsilon u_1(t)$ for $\varepsilon = 0.1, k_a = 2$. The initial approximations $a^{(0)} = 1$, $c_{i,l}^{(0)} = 0$ were used for the $u_1(t)$ calculation. Achievement of a given calculation accuracy for $M^a$ occurs in 14 iterations and does not depend on the parameter $\varepsilon$. The Figure 1b shows the trajectories of systems for $\varepsilon = 1$ along four controls, namely, $u_0(t), u_1(t,\varepsilon)$ and $u_\omega(t,\varepsilon) = u_1(t,\varepsilon) + \epsilon \omega(t)$, here the correction $\omega$ was calculated for $k_\omega = 1$, and $\tilde{u}(t)$. The last control is found by reducing the problem (16) to a nonlinear programming problem

$$
\begin{align*}
    \left( x(t_f) - x(t_f, \tilde{u}) \right)^t \left( x(t_f) - x(t_f, \tilde{u}) \right) \rightarrow \min
\end{align*}
$$

where $\tilde{u}$ is searched as a series (15). We found $\tilde{u}(t)$ to compare with the proposed controls $u_0(t), u_1(t,\varepsilon)$ and $u_\omega(t,\varepsilon)$. Let us note that to achieve the same solution accuracy that was obtained for $u_\omega(t,\varepsilon)$, the number of unknown coefficients of the series (15) in the experiments turned out to be 7, i.e., the parameter $k_{\tilde{u}(t)}$ in (15) was equal to 3.
Figure 1. (left) Trajectories of the closed-loop systems for \(\varepsilon = 0.1\). (right) Trajectories of the closed-loop systems for \(\varepsilon = 1\).

Table 1 presents the numerical experiments results for various \(\varepsilon\), where \(J(v) = x(t_f,v) - x(t_f,0)\) denotes the time in seconds spent to search for control \(v\). The calculation \(T(\hat{u}(t))\) also took into account the time needed for \(u_0(t) + \varepsilon\omega(t)\) calculation. To clarify the role of correction \(\varepsilon u_1(t)\) in the search process of \(\omega(t)\), Table 1 also provides the results for the control \(u_0(t) + \varepsilon\omega(t)\) in which this correction did not present.

| \(\varepsilon\) | \(J(u_0(t))\) | \(J(u_1(t,\varepsilon))\) | \(J(u_\omega(t,\varepsilon))\) | \(T(u_\omega(t,\varepsilon))\) | \(T(u_0(t) + \varepsilon\omega(t))\) | \(T(\hat{u}(t))\) |
|---|---|---|---|---|---|---|
| 1 | 15.374 | 2.082 | 0.12 \cdot 10^{-3} | 1.909 | 2.524 | 2.963 |
| 0.5 | 7.678 | 0.507 | 0.12 \cdot 10^{-3} | 1.872 | 1.994 | 2.911 |
| 0.1 | 1.537 | 0.023 | 0.12 \cdot 10^{-3} | 1.242 | 1.645 | 3.460 |
| 0.01 | 0.154 | 0.20 \cdot 10^{-3} | 0.11 \cdot 10^{-3} | 0.814 | 1.313 | 3.083 |
| 0.001 | 0.015 | 3.22 \cdot 10^{-6} | 3.22 \cdot 10^{-6} | 0.587 | 0.969 | 3.046 |

As one may see from Table 1, the time for calculating the correction of the point-to-point control for reaching the end point with a given accuracy decreases with an increase in the order of asymptotic approximations, i.e., \(T(\hat{u}(t)) > T(u_0(t) + \varepsilon\omega(t)) > T(u_\omega(t,\varepsilon))\), and the direct search for the terminal control \(\hat{u}(t)\) takes considerably longer.

Note that the time of \(\hat{u}(t)\) calculation for different values of the parameter \(\varepsilon\) is approximately the same, and the calculation time of \(T(u_\omega(t,\varepsilon))\) decreases with decreasing \(\varepsilon\). The last is natural, as with a decrease in this parameter, the asymptotics more accurately approximates the exact solution and, as a consequence, the terminal error decreases, which can be seen from the comparison of the first two columns in Table 1.

6. Conclusions

An approach to the construction of control in a nonlinear perturbed point-to-point problem is proposed. It consists in correction of admissible control in the unperturbed problem obtained from the Fredholm integral equation of the first kind. To solve that problem, Tikhonov’s regularizing smoothing functional is used. A statement of terminal error along the found control is formulated. A method for further refinement of control using an auxiliary variational problem is proposed. The conducted numerical experiments demonstrate the effectiveness of the theoretical results obtained. The obtained theoretical results may be used to computationally efficient design of terminal control in various applied problems.
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