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Abstract: In software testing, generating test data is quite expensive and time-consuming. The manual generation of an appropriately large set of test data to satisfy a specified coverage criterion carries a high cost and requires significant human effort. Currently, test automation has come at the cost of low quality. In this paper, we are motivated to propose a model-based approach utilizing the activity diagram of the system under test as a test base, focusing on its data flow aspect. The technique is incorporated with a search-based optimization heuristic to fully automate the test data generation process and deliver test cases with more improved quality. Our experimental investigation used three open-source software systems to assess and compare the proposed technique with two alternative approaches. The experimental results indicate the improved fault-detection performance of the proposed technique, which was 11.1% better than DFAAD and 38.4% better than EvoSuite, although the techniques did not differ significantly in terms of statement and branch coverage. The proposed technique was able to detect more computation-related faults and tends to have better fault detection capability as the system complexity increases.
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1. Introduction

Test case design is an important activity that consumes a large share of the budget and effort required for software testing. In particular, generating test data for executable test cases is a major challenge [1]. Accordingly, building a system to generate test data that maximizes fault detection effectiveness and minimizes the cost and effort is essential. The use of software models to automate the test generation process and reduce the testing cost and effort has been an active area of research for a long time [2–4]. Interest in model-based test automation has expanded along with the acceptance of Unified Modeling Language (UML) diagrams as the de facto standard for modeling software systems. Recent advances in model-based testing (MBT) have increased the feasibility and effectiveness of using MBT to automate or semiautomate the entire test generation process [2,3].

In automated MBT, a model representing the expected behavior of the system under test (SUT) is developed and automatically analyzed to identify a set of test cases [5]. More recently, MBT practitioners have focused on using behavioral models of the SUT as a test basis to automate the test generation process [6]. Among the behavioral models, the activity diagram (AD), which has a rich symbolic vocabulary, is considered one of the most comprehensive and outstanding design artifacts for modeling all the intended behaviors of the SUT [7,8]. Existing studies focused mainly on analyzing control flow among activities in an AD from the high-level business process (HLBP) to detect various control flow errors (e.g., loops, concurrency, and synchronization) [7,9–13].
Generating abstract test cases to examine the control flow among design elements such as the AD on its own is inadequate to test the complete behavior of systems. Most software systems deliver functionality in terms of data; consequently, errors can easily occur if the flow of data is inappropriately modeled, defined, and used. Data flow testing was initially introduced to supplement control flow testing by incorporating the data flow information, referred to as definition-use (def-use) pair [14,15]. Since then, a number of studies have been conducted, from a different perspective with different strategies, for the identification of def-use pairs information and evaluation of its effectiveness [16,17]. The underlying idea behind data flow testing (DFT) is to detect inappropriate use of data or bad use of calculations. This idea is well-suited to the AD-based approach because ADs represent the sequences of actions that embody lower-level steps in the overall activity and are central to the data flow aspect of activities [18].

With growing software complexity and rapid change in business demands, smart automation of the test design process has become inevitable. The literature shows that automatic test generation using search-based metaheuristic algorithms to provide an appropriate set of test data for a specified coverage criterion has a high-cost efficiency and can reduce the human effort required compared with manual techniques [19]. The search-based testing technique using metaheuristic optimization algorithms, such as genetic algorithm (GA), has been widely studied and practiced, mostly in structural testing, to speed up the test design process [19–22]. Speeding up the test design process to reduce the testing cost and effort is good, but unfortunately, the increase in test automation speed has come at the cost of very low quality. With the motivation to fully automate the test data generation process while adding more precision, our objective in this paper is to use the ADs of the SUT for test data generation by using a GA. For this purpose, we present an algorithm for the automatic identification of data flow information and a fitness function to cover the maximum number of def-use pairs.

We call the approach AutoTDGen, and we implement it in a simple prototype tool. The notable advantage of AutoTDGen is reducing the risks of randomly generating redundant, low-quality, and unreliable test cases. In contrast to the existing automated test generation tools, following a model-based approach utilizing the ADs of the SUT as a test base incorporated with the optimization heuristic not only automates the test generation process but also reduces the risk of generating incorrect random test cases by accurately identifying what behavior of the system to test with what data values, and it exposes many requirement related issues in the early stage of software development life cycle.

This paper extends our previous work [23] with the following additional contributions.

• Automate the entire test data generation process. For this purpose, we introduce a search-based approach using a GA with a fitness function designed to reward maximum coverage of def-use pairs.

• In addition to automating the test data generation process, this approach, unlike our previous study on manually annotating the flow of data in an AD and converting it into an intermediate test model [24], can directly generate test cases from models of the SUT without transforming them into intermediate test models.

• We have empirically compared and contrasted the effectiveness of AutoTDGen with that of DFAAD and EvoSuite.

To compare the fault detection effectiveness and statement and branch coverage performance of AutoTDGen with the two alternative approaches, we performed an experimental investigation using three software systems chosen from open-source libraries. Through the experiments, we also aimed to evaluate if there is any variation in the types of faults detected by the proposed AutoTDGen and alternative approaches along with the interaction relationship between the test coverage and fault detection effectiveness of the adopted techniques and subject properties.

The rest of this paper is organized as follows: Section 2 introduces related work. Section 3 presents the background of this study, revisiting the data flow representation and concepts in an AD. It also provides an example and some definitions. Section 4 introduces the main concepts and
activities for automatic test data generation using the AD and search-based technique. An experimental investigation to assess and compare the proposed technique with two alternative approaches in terms of fault detection effectiveness and coverage performance is described in Section 5. Section 6 discusses the findings based on the reported results. Finally, Section 7 discusses possible threats to the validity of this research, with the conclusion and future work presented in Section 8.

2. Related Work

This section introduces previous work relevant to AD-based test case generation techniques, as well as evolutionary approaches towards automatic test generation using search-based metaheuristic optimization algorithms. The section also provides a simple illustrative AD.

2.1. AD-Based Test Case Generation

Previously, ADs have been mostly regarded as a modeling tool for business processes and workflows. However, ADs have a reach symbolic vocabulary that plays a significant role in specifying low-level system behaviors, which can be manipulated by automatic means for generating test cases. Currently, an extensive body of literature describes different strategies for using the ADs of the SUT for automated test case generation \[6,7\]. However, most of the studies have investigated mainly by identifying abstract test scenarios (the sequence of activities) without clearly specifying their test data generation method \[25–28\]. The most important aspects of identifying test cases are the decision on what behavior of the system to test with what data values. According to a systematic mapping study \[7\] on MBT using UML ADs, some of the commonly adopted methods for test data generation are category-partition, combinatorial logic coverage, data-object trees, and condition-classification trees. For instance, a gray-box method was proposed \[29\] to use a UML AD to generate test cases directly from ADs without the cost of creating an extra test model. That study adopted the category-partition method to generate a rational combination of input values and output values. Another UML AD-based test-case generation technique \[30\] transformed an AD into software success and fault trees using combinatorial logic coverage for test data generation. Data-object trees were also proposed for test data generation \[31\], along with a condition-classification tree method \[10\]. Another study on semantics and verification of data flow in activities was performed by \[32\]. The study defines formal semantics of ADs in UML 2.0 covering control flow, concurrency, and data flow.

Most previous papers are poorly stated and do not precisely specify the test input generation methods. Furthermore, the support for those proposed approaches used very simple examples. Moreover, the results reported by those studies are mainly concerned with control flow-based testing issues from the HLBP. In this study, we examine the ADs from a lower level (system level behavior rather than business processes and workflows) to explicitly analyze the flow of data among activities. We also perform an experimental investigation using relatively extensive open-source systems.

2.2. Evolutionary Approaches Using Metaheuristic Algorithms

The search-based technique using metaheuristic optimization algorithms for test case generation is common in the existing literature \[19,33,34\]. A recent study \[35\] used metaheuristic algorithms to adapt a model checker for integration testing of systems specified by graph transformation and generate a test suite that satisfies all def-use coverage criteria. In addition, several studies suggested model-based test-case generation and prioritization using ADs and GAs. For instance, \[36\] applied a GA to prioritize test case scenarios generated from UML ADs by identifying the critical path clusters. Other test-case prioritization techniques in the context of model-based testing using ADs and GAs were proposed in \[37\] and \[38\]. A UML AD-based approach using an evolutionary algorithm for transition sequence exploration is presented in \[39\]. It generates test cases that include both test scenarios and test data. Lately, a so-called bio-inspired methodology using the ant colony algorithm applied on concurrent subpart of ADs to identify different feasible test scenarios \[13\]. The study is inspired by the food search pattern of an ant for exploring paths to reduce duplicity in the test scenarios.
In conclusion, a large body of literature uses the ADs of the SUT for automatic test-case generation with different strategies, including search-based metaheuristic algorithms. Currently, AD-based testing methods focus on test automation mainly from the HLBP, analyzing control flow information that is missing important aspects (data flow). Previously, we performed an experimental investigation of data flow annotated activity diagram (DFAAD)-based testing [24], in which the flow of data is explicitly annotated in the ADs of the SUT manually to investigate the feasibility of using ADs to meet the data flow coverage criterion. Regarding the application of the search-based technique, our study differs from the existing studies because we follow a different approach using a different fitness function that enforces maximum coverage of def-use pair paths.

2.3. Revisiting Data Flow Representation and Concepts in ADs

This section presents the background for this study, revisiting the data flow representation and concepts in ADs [23] and providing an example and related definitions.

An activity is a behavior specified as a sequence of subordinate units using a control and data flow model [18]. Actions are executable nodes required for any significant capability of an activity; they embody lower-level steps in the overall activity. Action notation appears only in the AD and is central to the data flow aspects of activities [18]. Actions can invoke other behaviors and operations, access and modify objects, and perform more advanced coordination of other actions. For example, Figure 1a has two actions: a CreateObject action that creates an object of type Activity B and a CallBehavior action that calls Activity B. Actions also have a specialized form of object nodes (Pins) so that object flows can get and provide data. For example, Figure 1b has a SendObject action that sends an object via its output Pin and another action that gets the object via its input Pin and manipulates its contents.

These object flows provide the primary means for exchanging data between activities. Activities also introduce parameters and structural features or variables. As depicted in Figure 1c, the use of variables in an AD effectively provides indirect data flow paths from the point at which a value is written to the variable to all the points at which the value is read from the variable [18]. By analyzing an action sequence and its behavior and using the information in action Pins, activity parameters, and decision constraints, it is possible to automatically track the flow of data among activities in an AD.

![Activity Diagrams](image-url)

**Figure 1.** Data flow representation and concepts in activity diagrams (ADs). (a) create object and call activity action, (b) send object action, (c) value specification and guard condition.
Definition 1. An AD is a directed graph that can be described formally as an activity model, \( M = (A, E, C, V, a_I, a_F) \) where:

- \( A = \{a_1, a_2, \ldots, a_n\} \) is a set of executable nodes (actions are the only kind of executable node, and object nodes are attached to actions as action Pins by executable nodes; we indicate the lower-level steps in the overall activities).
- \( E \) denotes a set \( E \subseteq \{A \times A\} \).
- \( C = \{c_1, c_2, \ldots, c_n\} = D_N \cup J_N \cup F_N \cup M_N \) is a set of control nodes such that \( D_N \) is a set of decision nodes; \( J_N \) is a set of join nodes; \( F_N \) is a set of fork nodes, and \( M_N \) is a set of merge nodes. In terms of data flow, \( D_N \) is analogous with predicate use.
- \( a_I \) is an initial activity node, where \( a_I \subseteq A \) and \( a_I \neq \emptyset \).
- \( a_F \) is a set of final nodes, where \( a_F \subseteq A \) and \( a_F \neq \emptyset \).
- \( V = \{v_1, v_2, \ldots, v_i\} \) is a set of variables s.t. \( V \) includes both object variables and structural attributes (variables).

Definition 2. Variables can appear in different contexts in an AD. Let \( M \) be a model that has a set of variables \( V \):

- Variable \( v_i \in V \) is defined in node \( a_n \) of \( M \), indicated as \( \text{def}^{a_n}_{v_i} \), meaning that variable \( v_i \) is defined in node \( a_n \) if \( v_i \) is initialized in the corresponding node or its value has been modified by the execution of a certain action.
- Variable \( v_i \in V \) is in predicate use (pu) in decision node \( d_n \) of \( M \), indicated as \( \text{pu}^{d_n}_{v_i} \), meaning that variable \( v_i \) is in \( \text{pu} \) in decision node \( d_n \) if it appears as a constraint of \( D_N \).
- Variable \( v_i \in V \) is in computation use (cu) in node \( a_n \) of \( M \), indicated as \( \text{cu}^{a_n}_{v_i} \), meaning that variable \( v_i \) is in \( \text{cu} \) in node \( a_n \) if the corresponding node behavior is involved in any sort of computation.

3. AutoTDGen Approach

This section introduces the main concepts and activities for automatic test-data generation using the AD and search-based technique. In our approach, tests are generated directly from the ADs of the SUT without converting them into another graphical intermediate test model. However, the ADs are converted into Extensible Markup Language (XML), and the XML documents are represented as an ElementTree (ET) using a Python built-in library for the ease of reading and manipulating the automatic data flow analysis.

Figure 2 illustrates the major activities in our approach, including the associated input and output artifacts. The plus sign indicates a newly introduced activity, and the activity without a plus sign is an extension from our previous study. Taking the ADs of the SUT as input, the ADs are converted into XML documents, and the XML documents are parsed as an ET. Using the ET, the flow of data among the activities in each AD is automatically analyzed to identify the def-use pairs. Finally, a GA is applied to generate test data and make the test cases executable. Each activity is described in more detail in the following subsections.

3.1. Convert ADs into XML

For automatic manipulation of the ADs for data flow analysis, the first step is converting the AD models into XML. Depending on the UML modeling tools used, converting an AD model into an XML file is as straightforward as a few simple clicks. Most UML modeling tools, including the one we used, support the easy export of models in XML format.
3.1. Convert ADs into XML
For automatic manipulation of the ADs for data flow analysis, the first step is converting the AD models into XML. Depending on the UML modeling tools used, converting an AD model into an XML file is as straightforward as a few simple clicks. Most UML modeling tools, including the one we used, support the easy export of models in XML format.

Figure 2. Overview of the major activities in our approach.

3.2. Parse XML to ElementTree
XML documents originally use a hierarchical data format that can easily be represented as a tree-like structure. Figure 3 shows a high-level schematic diagram of an XML document represented as an ET. As depicted in the figure, the ADs contain four major elements that are useful for data flow analysis: Activity element, Action element, ActionPin element, and Decision element, each of which has properties, links, and tags.

Figure 3. A high-level XML ElementTree schematic diagram.

3.3. Automatic Data Flow Analysis and Test Data Generation
This section presents the main idea of our study: automatic data flow analysis and search-based test data generation using a GA. The test data are generated in terms of the data flow coverage criterion, specifically all definition use coverage. The flow of data among activities is directly identified from the ADs of the SUT without transformation into an intermediate test model. Section 3.3.1 describes the automatic data flow analysis, specifically the algorithm for generating def-use pairs. The GA and its fitness function for test data generation are provided in Section 3.3.2.
3.3.1. Data Flow Analysis

This subsection presents how the flow of data among activities in an AD is analyzed automatically. Algorithm 1 describes the generation of def-use pairs from an AD represented as an ET.

**Algorithm 1.** ExtractDuPairs ($M, c, a_i, v, P$): The algorithm for automatically generating the def—use pair paths.

1. **Input:** An AD model $M$, a current given node $c$, an initial node $a_i$, an object variable $v$ and a list of path $P$.
2. **Outputs:** $L$: A list of all def—use pair paths.

**Begin**

1. $L \leftarrow \emptyset$
2. $P \leftarrow P + [c]$ #add current node to a path $P$
3. if $c == a_i$ return $P$
4. for node $c$ incoming edges, $e = (m, n)$ s.t $n \in E$ do
5. if $c$ in $M$ and node $c$ has not been visited then
6. record edge $e$ as the discovery edge for node $c$
7. get previous node $p$
8. for $v_i$ in $c$ do: #Check the occurrence of $v$ in $c$
9. check the type of node $c$:
10. append $c$ to $P$ as $def_{a_i}^{p_i} \lor pu_{a_i}^v \lor cu_{a_i}$
11. check the subsumption relationship
12. if $P$ is subsumed by another $P$ in $L$ then
13. $L \leftarrow P \land PF \leftarrow Y$ #Set the prefix $PF$ to yes
14. else
15. $L \leftarrow P \land PF \leftarrow N$ #Set the prefix $PF$ to no
16. endfor
17. endif
18. #set the previous node $n$ as start node $s$
19. $s \leftarrow n$
20. Recursively call ExtractDuPairs ($M, s, a_i, v, P$)
21. endif
22. endfor
23. return $L$
24. **End**

The algorithm takes a model $M$ of an AD in the form of an ET; a given node $c$, which is the current node from which the tester wants to initiate the search; an initial node $a_i$; an object variable $v$; and a path $P$. Starting from the given node $c$ in $M$ (and ensuring that $c$ is not in $P$), the algorithm checks the properties for the corresponding node $c$. If $v$ is not in $def$, the algorithm appends $c$ to $P$, sets the incoming node as the current node, and makes a recursive call. The iteration continues until it finds a node in which $v$ is in $def$ and returns the discovered def-use pair path $P$. The algorithm also checks whether the path $P$ is subsumed by another path or not via comparing the currently discovered $P$ with the one previous appended to the list $L$. The subsumed relationship indicates the reachability of a path concerning individual test data. As depicted in Table 1, if the path $P$ is subsumed, its prefix is set to $Y$ which means that the path $P$ is subsumed and appends the discovered path $P$ to the list $L$. Otherwise, its prefix is set to $N$, meaning that the path $P$ is not subsumed and appends the discovered $P$ to $L$. Simply put, the algorithm finds the $def$ of $v_i$ used in a given node anywhere in the model by searching backward or forward based on the tester’s preference.
An example of generated def-use pair paths is depicted in Table 1. To save space, the textual element names are denoted as numerical values except for the decision element that includes guard conditions used to guide the search. The prefix “Y” signifies that the def-use pair is subsumed by another path, and the prefix “N” means that the def-use pair is not subsumed by any other path or paths. The corresponding AD for Table 1 is provided in Figure A1, the appendix section (Appendix A).

3.3.2. Test Data Generation

After the def-use pairs are automatically identified from the ADs of the SUT, the GA is used as a search algorithm to generate an optimized set of test data for satisfying the data flow coverage criterion.

**Genetic Algorithms:** A basic GA starts with randomly initializing the population, which is a set of solutions. A fitness function is used to evaluate the fitness of an individual. The individuals are chosen based on their measured fitness scores. Then the selected individuals are going throw the process of crossover and mutation for mating and altering the offspring. The fitness evaluation, selection, crossover, and mutation steps are repeated until the stopping criterion is met or the maximum resources are spent [40]. A key aspect of generating test data using GA is designing a fitness function to determine how the test data generated by the GA fit the desired solution (the target def-use pairs). Thus, designing an appropriate fitness function to guide the search is the key to the entire search-based test data optimization technique.

**Fitness Function:** In this paper, we focus on data flow coverage as the test coverage criterion, but our proposed technique is not limited to a certain test criterion. It can be generalized to any test criterion. In data flow-based testing, an individual test datum can satisfy more than one def-use pair (Table 1). Thus, to guide parent selection and evaluate how the test data generated by the GA cover the target def-use pairs, we designed a fitness function that rewards maximum coverage of def-use pairs. For example, if more than one def-use pair is reachable and subsumed by another def-use pair, the prefix guides the algorithm to reward the one that is not subsumed or dominated.

To guide the search toward the target def-use pairs, we use the def-use pair coverage level ($DUP_{CL}$) and the guard condition distance ($GC_{D}$) for the fitness function. The $DUP_{CL}$ is calculated based on the number of def-use pairs covered by an individual test datum, and the $GC_{D}$ is calculated using the guard condition in the activity $D_{N}$ (Definition 1). The guard conditions are value specifications that are commonly used in $D_{N}$. The $GC_{D}$ heuristic is used for test data generation and evaluates how close a decision in an activity is to being estimated as satisfied or not satisfied. For instance, if we consider a guard condition $[id \geq 6]$, in a decision clause “id” with the value $id = 2$, the guard condition distance will be calculated as $6 - 2 + n$, with the number $n > 0$. The $GC_{D}$ is normalized to guarantee...
to maximize the def-use pair coverage as well as to ensure that all the def-use pairs are adequately covered. Some of the common normalization techniques for structural criteria like branch distance and their importance is discussed by [41]. Our designed fitness function rewards the test cases that are very close to the guard condition boundary. Guiding the search towards generating test data that are very close to the boundary has further the advantage of allowing to easily generate follow-up test data by simply adding or subtracting a small number from the original data so that tester can select multiple test cases for testing the invalid boundary domain as well.

For example, in a guard condition \( \text{sales} \geq 1000 \), a test data \( t = 1799 \) will have the fitness value \( f = 1.27 \) regardless of both satisfying the guard condition and def-use pairs, whereas, \( t = 1001 \) will have a fitness value \( f < 1 \) depending on the number of def-use pairs covered. The def-use pairs coverage fitness function to minimize the \( DU^P_{CL} \) and \( GC_D \) for an individual \( v_i \) and a target def-use pair (dup) is defined as:

\[
f(v_i, \text{dup}) = n(DU^P_{CL}) + GC_D
\]

To optimize the def-use pairs coverage it is important to make sure that all the def-use pairs are covered. Therefore, the \( f(v_i, \text{dup}) \) function is defined as:

\[
f(v_i, \text{dup}) = \begin{cases} 
0, & \text{if guard condition has been satisfied, and the def-use pair coverage level has reached to zero} \\
 n(a_{\text{norn}}(DU^P_{CL})) & \text{if the guard condition has been satisfied, and the def-use pair coverage level has not reached to zero} \\
 n(a_{\text{norn}}(DU^P_{CL})) + GC_D & \text{otherwise}
\end{cases}
\]

where:

\[
n(a_{\text{norn}}(DU^P_{CL})) = \frac{T_{\text{tar}} - C_{\text{COV}}}{T_{\text{ttcov}} + \text{len}(L)}
\]

\[
n(a_{\text{norn}}(DU^P_{CL})) + GC_D = \frac{T_{\text{tar}} - C_{\text{COV}}}{T_{\text{ttcov}} + \text{len}(L)} + GC_D
\]

Here, \( T_{\text{tar}} \) is the total number of target def-use pairs to be covered related to a specific object variable, \( C_{\text{COV}} \) refers to the targets covered by an individual \( v_i \), \( T_{\text{ttcov}} \) is the total number of remaining target def-use pairs after the \( C_{\text{COV}} \) subtraction, and \( \text{len}(L) \) is a constant for normalizing the \( DU^P_{CL} [0,1] \), where \( L \) is the entire set of target def-use pairs. It enables the search algorithm to yield an optimal solution wherever a guard condition is covered for a specific target def-use pair and keeps searching to find a solution for the remaining targets. Hence, an individual is considered to be optimal when it covers at least one target def-use pair and its fitness value is \( f(v_i, \text{dup}) < 1 \).

In the following example, consider the dup set (8, sales) in Table 1, which has a total of six def-use pairs associated with it, when \( \text{len}(L) = 5 \). The variable sales is in the form of a function composition such that the range of three variables (locks, stocks, and barrels) is its domain. That is, three individuals are involved in this case, one for each variable, and they must be adjusted to calculate the fitness (e.g., locks \( \times 45 \) + stocks \( \times 30 \) + barrels \( \times 25 = \) sales).

As shown below in Equation (2), the guard condition involved in this case is \( \text{sales} \geq 1800 \); the individuals searched by the algorithm to satisfy the \( GC_D \) are 24, 14, and 12 for locks, stocks, and barrels, respectively; the \( C_{\text{COV}} \) of these individuals is recorded as 3; and the fitness is calculated \( f(\text{sales}, (8, \text{sales})) = 0.27 \). In this example, the \( GC_D \) has been covered, and the fitness, \( f(v_i, \text{dup})! = 0 \), indicating that targets remain to be covered. As shown below in Equation (3), because \( T_{\text{ttcov}} = T_{\text{tar}} - C_{\text{COV}} = 3 \), the guard condition involved in this case is \( \text{sales} \geq 1000 \), and the solutions (individuals) found by the algorithm are 4, 4, and 28. The \( C_{\text{COV}} \) of these individuals is 2, and the fitness is calculated as \( f(v_i, \text{dup}) = 0.12 \), indicating that still more targets need to be covered. That evaluation process is...
we pick the fittest individual from the $n$ \((2, \text{Len}(\text{genes}))\) and calculate its initial fitness value. While the count is greater than zero, we select two parents. We have used a single-point crossover operator in which we first select the two target parents from that group and repeat until the pool is completed. Simply put, we select random samples \(p\) \((p = 0 \text{ to } n - 1)\).

Mutation: The test data mutation is performed after the crossover operation using the uniform mutation strategy, with the mutation probability \(p = (1/\text{pop\_size})\). In this case, every individual test data has an equal probability to undergo mutation. We pick a random integer “count” from \((2, \text{Len}(\text{genes}))\) and calculate its initial fitness value. While the count is greater than zero, we select two random samples \(a\) and \(b\) from the current population, swap the two samples, calculate the fitness value, if the calculated fitness value is greater than the initial fitness, then the mutation is performed.

Table 2 summarizes the generated test data and associated information for all the def-use pairs \(L\). The table displays the object variables and their associated test data (individuals) generated by the algorithm, the calculated fitness value, the number of def-use pairs covered by each individual, and the related guard conditions, as well as the time spent. As can be seen in the figure, the algorithm’s run time for generating the test data is very short. Although the algorithm runs several times, it does not affect the execution time. The efficiency of this automated test data generation is thus not comparable with the

$$f(sales, (8, sales)) = \frac{6-3}{6+5} + 0 = 0.27$$
$$\text{GC}_D = ((24 \times 45) + (14 \times 30) + (12 \times 25)) - 1800 = 0$$

(2)

$$f(sales, (8, sales)) = \frac{6-2}{3+5} + 0 = 0.12$$
$$\text{GC}_D = ((4 \times 45) + (4 \times 30) + (28 \times 25)) - 1000 = 0$$

(3)

$$f(sales, (8, sales)) = \frac{6-1}{1+5} + 0 = 0.00$$
$$\text{GC}_D = 990 - ((8 \times 45) + (16 \times 30) + (6 \times 25)) = 0.00$$

(4)

$$f(sales, (8, sales)) = \frac{6-0}{6+5} + 85 = 85.54$$
$$\text{GC}_D = ((23 \times 45) + (10 \times 30) + (22 \times 25)) - 1800 = 85$$

(5)

The overall fitness function to minimize a set of test data \(V\) on a set of def-use pairs \(L\) is thus as follows:

$$\text{fitness}(V, L) = \sum_{dup \in L} f(v_i, dup)$$

(6)

Search Operators: From a high-level, GAs are mostly similar for creating a solution to all kinds of engineering problems. When it is used to solve a specific problem, the search operators need to be adjusted accordingly. Hence, we have defined the search operators as follows.

Selection: The selection is used to pick individual test data from the current test data population set as parents of the next generation. We have used the tournament selection strategy to pick a random number of test data from the current test data population set, then pick the one with the best fitness value from that group and repeat until the pool is completed. Simply put, we select \(n\) number of test data (individuals) from the test data population, and based on the ranking of their fitness values, we pick the fittest individual from the \(n\) individuals as the next generation which then goes through crossover and mutation and the steps are repeated until we have the final candidates passing to the next generation.

Crossover: The crossover operator is used to create two new test data offspring from the two parents. We have used a single-point crossover operator in which we first select the two target parents and then randomly select the crossover point \(p\) \((p = 0 \text{ to } n - 1)\).

As an example, Figure 4 shows a snapshot of the test data generated for variable locks. The figure displays the object variables and their associated test data (individuals) generated by the algorithm, the calculated fitness value, the number of def-use pairs covered by each individual, and the related guard conditions, as well as the time spent. As can be seen in the figure, the algorithm’s run time for generating the test data is very short. Although the algorithm runs several times, it does not affect the execution time. The efficiency of this automated test data generation is thus not comparable with the
manual generation of test data by humans, and we will not further consider its cost-effectiveness or efficiency in contrast to manual test-data generation.

### Table 2. The generated test data and associated information.

| Variable  | Dup Path Set | Test Data | Guard Condition | #Dup Covered |
|-----------|--------------|-----------|-----------------|--------------|
| locks     | (1, locks)   | 1         | [locks ≥ 1]     | 2            |
| locks     | (5, locks)   | 24        | [1 ≤ locks && locks ≤ 70] | 2            |
| stocks    | (3, stocks)  | 1         | [stocks ≥ 1]    | 2            |
| Barrels   | (3, barrels) | 2         | [barrels ≥ 1]   | 2            |
| commission| (14, commissions) | 20 | [15 < commission ≤ 31] | 1            |
| sales     | 19, 18, 18   |           | [sales ≥ 1800]  | 3            |
| sales     | (7, sales)   | 14, 11, 3 | [sales ≥ 1000]  | 2            |
| sales     | 8, 4, 20     |           | [sales < 1000]  | 1            |

![Figure 4. Snapshot of the test data generated for variable locks.](image)

### 4. Experiment Description

Our goal for this experiment was to assess and compare AutoTDGen with two alternative approaches, DFAAD and EvoSuite. Following existing guidelines for empirical studies [42,43] and experimental investigations [44] in software engineering, we here detail the experiments we carried out to assess the proposed AutoTDGen and answer our four research questions (RQs). The experimental subjects are described in Section 4.1. Section 4.2 presents the experiment planning, including the RQs, baseline and variable selection, mutation seeding, and experimental protocol. The experiment was carried out following the major activities given in Section 4.

#### 4.1. Experimental Subjects

The context of our study is a manual selection of the three java implemented open-source software systems that we used in our previous experiment on DFAAD [24]. The Elevator and Cruise Control systems were chosen from the Software-artifact Infrastructure Repository, an open-source repository of software-related artifacts for experimentation. The Coffee Maker system is used as an example of black-box testing by the North Carolina State University (NCSU) computer science department. Table 3 summarizes the three experimental subjects in more detail, showing their size in terms of lines of code and number of classes. The table also reports the minimum, mean, and maximum number of branches, statements, and mutants for each subject, which indicates the complexity properties of the subjects.

Admittedly, the size of our experimental subjects (the line of code (LOC) and number of classes) is not very large. In fact, finding large open-source software systems with all our requirements (e.g., use cases) and design artifacts (e.g., class diagrams, sequence diagrams) is quite difficult. Understanding and modeling system behavior without the availability of such documentation is very difficult. However, as also stated in [45], it is important to remember that in model-based development, ADs are used to model the intended behavior of the SUT in individual use cases rather than modeling the
whole system in a single AD. Therefore, even when the subject systems are small, the ADs can be quite large and complex in terms of the flow of control among activities, decision constraints, activity parameters, etc.

Table 3. Experimental subjects.

| Systems       | #LOC | #Classes |
|---------------|------|----------|
| Cruise Control| 358  | 4        |
| Elevator      | 581  | 8        |
| Coffee Maker  | 393  | 4        |

Because the task of generating the ADs of the SUT manually is quite time-consuming, as detailed in a systematic mapping study for MBT using ADs [7], most of the existing literature used small examples for validation. In our previous experiment, we also considered those systems to be adequate in terms of their size and complexity [24,45]. Because the three systems used in [45] are very similar in terms of the system behavior, we used the Coffee Maker instead of OrdSet to ensure the diversity of the subjects for better assessment, especially when comparing AutoTDGen with EvoSuite.

4.2. Experiment Planning

This section presents our experimental plan: the RQs, baseline selection, mutant seeding, and experimental protocol.

4.2.1. Research Questions

The goal of this experiment is to assess and compare AutoTDGen with the two alternative approaches (Section 3). Hence, its evaluation against alternative approaches depends on several variables. By taking these variables into account for testing the proposed technique against the defined goal, referring to the guideline on how to from RQs [42], the experimental investigation aims to empirically address the following RQs:

- **RQ1**: How do the tests generated by the proposed AutoTDGen perform, compared with alternative approaches, in terms of statement and branch coverage?
- **RQ2**: What is the difference in fault detection effectiveness between the tests generated by the proposed AutoTDGen and alternative approaches?
- **RQ3**: Is there any variation in the types of faults detected by the proposed AutoTDGen and alternative approaches?
- **RQ4**: What is the interaction relationship between the test coverage and fault detection effectiveness of the adopted techniques and subject properties?

RQ1, RQ2, and RQ3 compare the proposed AutoTDGen with alternative approaches in terms of the percentage of coverage attained and the test effectiveness, indicated by the proportion of artificially seeded faults (mutants) detected and variations in the types of faults detected (e.g., various mutation operators). RQ4 investigates whether the performance of the applied testing techniques is affected by the properties (e.g., complexity, concurrency, or real-time behavior) of the subject systems.

4.2.2. Baseline Selection

To answer our RQs, we selected the following two testing techniques for comparison with AutoTDGen:

- **DFAAD**: An experimental investigation of data flow annotated AD-based testing from our previous study [24]. In DFAAD, the flow of data is explicitly marked manually across the ADs of the SUT. We used DFAAD to investigate the feasibility and benefits of using ADs to derive test cases for data flow testing. The previous study converted the ADs into an intermediate test model, a data flow graph, and provided the test inputs manually. Therefore, we used DFAAD as a baseline for our RQs.
**EvoSuite** : An open-source test suite generator for Java classes that uses an evolutionary approach based on a GA [20,46]. EvoSuite has been evaluated in various open-source and industrial software systems. In academia, particularly in search-based testing, EvoSuite is considered to be a state-of-the-art testing tool.

To investigate the possible benefits gained when the test data generation process is automated and test cases are optimized, DFAAD is a reasonable baseline for comparison. Since DFAAD is a manual model-based approach and closely related, it well confirms our need as a baseline. We found it difficult to choose other AD-based testing techniques from the literature as a baseline, because either they are poorly stated or follow a different approach that requires lots of effort to draw the ADs for larger subject systems. In addition, to test the claim that test automation should not come at the cost of losing test quality, we found EvoSuite to be another good baseline, because EvoSuite is a white box state-of-the-art test automation tool empowered with GA which also won the 2017 SBST tool contest [47]. There are also possibilities for selecting other techniques or tools as a baseline. However, there are also possibilities that these approaches may introduce confounding factors that cannot be controlled due to the usage of varying approach or the implemented methods, which may pose a threat to internal validity [44]. The motivation behind choosing the DFAAD and EvoSuite as the alternative approaches is to avoid possible confounding factors.

4.2.3. Fault Seeding

Finding subject systems of suitable size and properties with real faults to assess test techniques is difficult. Even if subjects with real faults exist, their faults are not diverse enough to be valuable for an experimental investigation. One solution to this problem is seeding a large number of distinct artificial faults either manually or automatically. A study on the appropriateness of fault seeding for experimental studies suggested that artificially seeded faults are adequately similar to real faults [48].

Because manually seeding a large number of faults is difficult, we applied pitest (PIT), a mutation testing tool, to introduce faults into the SUT automatically. PIT is a state-of-the-art mutation testing tool that is fast and scalable. In our experiment, we used the default mutator group: Conditional Boundary Mutator, Increments Mutator, Invert Negatives Mutator, Math Mutator, Negate Conditionals Mutator, Return Values Mutator, and Void Method Call Mutator. The reliability of PIT was demonstrated against other mutation testing tools in [49].

4.2.4. Variable Selection

In this experiment, the independent variable is the approach applied as a basis for test generation (AutoTDGen, DFAAD, or EvoSuite). Our dependent variables are the percentage of statements and branches covered, fault-detection effectiveness (the number of faults detected/failed to detect), and the type of faults detected (faults related to different mutation operators).

4.2.5. Parameter Setting

The following are the experimental settings performed comparatively well in our case. However, the initial population, the mutation rate, and the crossover probabilities can freely experiment using different input parameters.

- **Population size**: The initial population is 2000, a set of valid integer test data in the range of 1 to 2000.
- **Crossover**: As a crossover operator, we use a single-point crossover, and the crossover probability is determined based on the fitness value.
- **Mutation**: We perform the mutation using a uniform mutation strategy, with the mutation probability \( p = \frac{1}{\text{population size}} \). Where the population size is the number of test data to be mutated.
• Selection: The selection strategy we use here in this experiment is the tournament selection, with the pool size equal to 20.

4.2.6. Experimental Protocol

Our experiments compared the proposed AutoTDGen with the two baselines as alternative approaches. Traditionally, the effectiveness of a test is measured based on the proportion of statements, lines, or branches covered. However, that coverage measures only which part of the code is executed. In other words, a higher statement or branch coverage might not always reflect the actual effectiveness of a test. Therefore, we performed mutation testing to inject artificial faults into the SUT and ensure that all the statements or branches have truly been tested.

To answer RQ1 and RQ2, the statement coverage (SC), branch coverage (BC), and fault detection (FD) ratio were measured as follows:

\[
SC = \frac{\# CS_{\text{covered statements}}}{TS_{\text{total statements}}} \times 100 \tag{7}
\]

\[
BC = \frac{\# CB_{\text{covered branches}}}{TB_{\text{total branches}}} \times 100 \tag{8}
\]

\[
FD = \frac{\# DF_{\text{detected faults}}}{TF_{\text{total faults injected}}} \times 100 \tag{9}
\]

A high fault-detection ratio indicates that an approach is effective. All the testing techniques were applied to the three subject systems with the same number of seeded faults. We expected AutoTDGen to achieve a higher mutation coverage than EvoSuite and DFAAD.

5. Experimental Results

This section presents the results of the experiments by answering the RQs. Table 4 summarizes the overall SC, BC, and FD results achieved by the three techniques across the subject systems.

Table 4. The overall statement coverage (SC), branch coverage (BC), and fault detection (FD) ratio achieved across subjects and applied techniques.

| Subject Systems   | DFAAD | EvoSuite | AutoTDGen |
|-------------------|-------|----------|------------|
|                   | SC    | BC       | FD         | SC    | BC       | FD         | SC    | BC       | FD         |
| Cruise Control    | 97.6  | 77.3     | 67.9       | 97    | 95.5     | 44         | 99    | 83.3     | 73         |
| Elevator          | 96.2  | 86.4     | 69.6       | 77    | 63       | 24.3       | 96.5  | 87.4     | 85.82      |
| Coffee Maker      | 98    | 90       | 84.6       | 100   | 100      | 83.8       | 99.4  | 98.7     | 88         |
| Mean              | 97.3  | 84.6     | 74         | 91.25 | 86.13    | 50.7       | 98.3  | 89.8     | 82.33      |

RQ1: How do the tests generated by the proposed AutoTDGen perform, compared with alternative approaches, in terms of statement and branch coverage? The results presented in Table 3 for SC indicate that AutoTDGen performed slightly better than DFAAD and EvoSuite on two subjects, although EvoSuite had the best SC coverage (one hundred percent) in one subject (Coffee Maker). In terms of BC, AutoTDGen achieved greater BC than EvoSuite in only a single subject (Elevator), but it outperformed DFAAD in all subjects. On the other hand, except for the Elevator system, EvoSuite performed very well in terms of BC. The average coverage achieved by EvoSuite was higher than that of DFAAD, but AutoTDGen performed better on average, with an improvement in covered branches of 3.67 percent. Thus, on average, AutoTDGen achieved higher or nearly equal branch and statement coverage compared with both DFAAD and EvoSuite. However, as reported in Table 3, the magnitude of the differences is small.

RQ2: What is the difference in fault detection effectiveness between the tests generated by the proposed AutoTDGen and alternative approaches? The overall results for fault detection effectiveness
are also reported in Table 3. AutoTDGen outperformed both EvoSuite and DFAAD in all experimental subjects, with a mean effectiveness difference of 31.53 percent and 8.23 percent, respectively.

To provide a better view of fault detection effectiveness, Figure 5 highlights the number of detected and failed to detect faults as well as the fault detection ratio across subject systems and applied techniques. As shown in Figure 5, the best fault-detection result achieved by AutoTDGen was for Elevator, which is large and complex with 247 seeded mutants, of which AutoTDGen detected 212 mutants, compared with 60 and 172 mutants detected by EvoSuite and DFAAD, respectively. The reason for that difference is further discussed below.

Figure 5. The percentage and number of mutants detected and failed to detect.

RQ3: Is there any variation in the types of faults detected by the proposed AutoTDGen and alternative approaches? The types of fault detected across the experimental subjects and techniques are reported in Tables 5–7. The tables list the total number of faults (mutants) seeded per mutation operator, the number of faults detected, the number of failed to detect faults, and the percentage of faults detected per mutation operator by each technique. The best results for each condition are bolded.

Table 5. Comparison results for the types of mutations covered in Cruise Control.

| Mutation Operators | Total Mutants | Cruise Control |          |          |          |
|--------------------|---------------|----------------|----------|----------|----------|
|                    |               | AutoTDGen      | DFAAD    | EvoSuite |
|                    |               | Detected       | Failed   | Pct. (%) | Detected | Failed   | Pct. (%) | Detected | Failed   | Pct. (%) |
| IM                 | 0             | 0              | 0        | 0%       | 0        | 0        | 0%       | 0        | 0        | 0%       |
| VMCM               | 26            | 23             | 3        | 88%      | 19       | 7        | 73%      | 1        | 96%      | 3.8%     |
| RVM                | 20            | 20             | 0        | 100%     | 18       | 2        | 90%      | 18       | 2        | 90%      |
| MM                 | 20            | 10             | 10       | 100%     | 6        | 14       | 60%      | 30       | 17       | 15%      |
| NCM                | 33            | 32             | 1        | 97%      | 31       | 2        | 94%      | 26       | 7        | 95%      |
| INM                | 0             | 0              | 0        | 0%       | 0        | 0        | 0%       | 0        | 0        | 0%       |
| CBM                | 10            | 0              | 10       | 0%       | 10       | 0        | 0%       | 10       | 0        | 0%       |

IM: IncrementsMutator; VMCM: Void Method Call Mutator; RVM: Return Values Mutator; MM: Math Mutator; NCM: Negate Conditionals Mutator; INM: Invert Negatives Mutator; CBM: Conditional Boundary Mutator.
Table 6. Comparison results for the types of mutations covered in Elevator.

| Mutation Operators | Total Mutants | Elevator | AutoTDGen | DFAAD | EvoSuite |
|--------------------|---------------|----------|-----------|-------|----------|
|                    |               | Detected | Failed | Pct. (%) | Detected | Failed | Pct. (%) | Detected | Failed | Pct. (%) |
| IM                 | 4             | 4        | 0       | 100     | 4        | 0       | 100     | 3        | 1       | 75       |
| VMCM               | 76            | 54       | 22      | 71      | 45       | 31      | 59      | 11       | 65      | 14       |
| RVM                | 45            | 39       | 6       | 87      | 44       | 20      | 76      | 16       | 29      | 35       |
| MM                 | 30            | 26       | 4       | 87      | 14       | 16      | 47      | 0        | 30      | 0        |
| NCM                | 70            | 69       | 1       | 99      | 62       | 8       | 89      | 18       | 43      | 26       |
| INM                | 1             | 1        | 0       | 100     | 1        | 0       | 100     | 0        | 1       | 0        |
| CBM                | 21            | 19       | 2       | 90      | 12       | 9       | 57      | 12       | 9       | 57       |

Table 7. Comparison results for the types of mutations covered in Coffee Maker.

| Mutation Operators | Total Mutants | Coffee Maker | AutoTDGen | DFAAD | EvoSuite |
|--------------------|---------------|--------------|-----------|-------|----------|
|                    |               | Detected | Failed | Pct. (%) | Detected | Failed | Pct. (%) | Detected | Failed | Pct. (%) |
| IM                 | 6             | 6        | 0       | 100     | 6        | 0       | 100     | 6        | 0       | 100     |
| VMCM               | 12            | 12       | 0       | 100     | 12       | 0       | 100     | 7        | 5       | 58       |
| RVM                | 26            | 25       | 1       | 96      | 25       | 1       | 96      | 26       | 0       | 100     |
| MM                 | 9             | 9        | 0       | 100     | 9        | 0       | 100     | 4        | 5       | 44       |
| NCM                | 40            | 40       | 0       | 100     | 40       | 0       | 100     | 40       | 0       | 100     |
| INM                | 0             | 0        | 0       | 0       | 0        | 0       | 0       | 0        | 0       | 0        |
| CBM                | 24            | 11       | 13      | 46      | 7        | 17      | 29      | 15       | 9       | 62       |

RQ3 investigates whether AutoTDGen is more likely to detect certain types of faults compared with the alternative approaches. The results indicate a great variation in the number and types of faults detected by the applied techniques. For instance, out of the 30 MM seeded faults for the Elevator system, 26 faults were detected by AutoTDGen and 14 faults were detected by DFAAD, but none of the MM faults seeded in the Elevator system were detected by EvoSuite. In summary, the results indicate that AutoTDGen better detected certain type of faults (e.g., MM, INM, CBM) than the two alternative approaches.

RQ4: What is the interaction relationship between the test coverage and fault detection effectiveness of the adopted techniques and subject properties? In terms of fault detection effectiveness, the results indicate a remarkable relationship between the subject properties and adopted techniques. Among the experimental subjects, the Elevator system is peculiar and difficult to test due to its concurrency and complex behavior, and AutoTDGen managed to detect more of its faults than the other techniques. On the other hand, in terms of statement and branch coverage, the results showed no notable relationship between the performance of a technique and the properties of the subjects, though the small improvement attained by AutoTDGen in terms of the statement and branch coverage was in the Elevator system. Furthermore, the DFAAD and AutoTDGen performance on SC and BC was comparatively consistent across the subjects, whereas the EvoSuite performance varied from subject to subject depending on the subject properties. Specifically, EvoSuite achieved poor SC for Elevator and the best coverage for Coffee Maker.

In summary, the reported results indicate that the concurrency, dynamicity, and complexity of the subjects are a good indicator of the adopted technique’s capability for fault detection. However, unlike
the fault detection capability, the statement and branch coverage performance of the techniques were not much affected by the properties of the subjects.

6. Discussion

Our experimental results showed slight differences among the three test generation techniques in terms of the statement and branch coverage. EvoSuite is a powerful tool for maximizing statement and branch coverage, in some cases achieving even greater coverage than AutoTDGen and DFAAD. Although the notable improvement accomplished by AutoTDGen was for Elevator, overall, the reported results indicate that the properties of the experimental subjects do not have much effect on the statement and branch coverage performance of the applied test generation techniques. For example, despite the real-time behavior and complexity of the Elevator system over Cruise Control and that of Cruise Control over Coffee Maker, which provides comparatively simple functionality, all three applied test techniques achieved entirely satisfactory coverage of all three subjects. However, it is important to remember that the statement and branch coverage measures only which statements or branches are executed by the test; it does not fully reflect the completeness of the test.

The experimental results indicate that AutoTDGen outperformed both EvoSuite and DFAAD for all experimental subjects in fault detection. Unlike the statement and branch coverage, this result shows that the properties and functionality of the experimental subjects affect the fault detection effectiveness of the applied testing techniques in important ways, as shown by Figure 5 and the percentage and number of faults detected and failed to be detected by each technique.

The three applied test techniques showed an important variation in the types of faults detected. Because the experimental subjects with complex properties involve more computation, they have more computational-related operators (MM). AutoTDGen and DFAAD outperformed EvoSuite in detecting computational-related faults, possibly because of the modeling capability of ADs in capturing the concurrency and real-time properties of the system, which could allow the AD-based techniques to generate more suitable tests than EvoSuite when the criteria are well-defined.

Summary: Our main observation is that when the complexity of the experimental subjects increases, EvoSuite tends to have lower fault detection capability than AutoTDGen and DFAAD, as shown by EvoSuite's large number of undetected MM faults across experimental subjects, especially in the case of Elevator, where it had zero coverage. On the other hand, AutoTDGen and DFAAD are good at handling the real-time behaviors and properties of the SUT. Therefore, EvoSuite needs further improvement to handle concurrency and real-time behaviors. Overall, an important variation between the applied techniques regarding the types of faults detected is that the proposed technique detected more computation-related faults than the other techniques. The results also show a relationship between the performance of the adopted techniques and the properties of the subjects such that the proposed technique tends to have better fault detection capability as the system complexity increases. Our results also show that the difference between DFAAD and AutoTDGen is relatively small. However, the first one is manually generated and the latter is automated, so even a small difference can lead to a much greater efficiency.

7. Threats to Validity

This section discusses four possible types of threats to the validity [42] of our experimental results.

External Validity. A common threat to external validity in all experimental studies is the size and types of SUT used. A lack of available open-source systems with sufficient specifications and design artifacts limited our study to small experimental subjects. Despite our best effort in manually selecting experimental subjects that varied by size, behavior, and complexity, our study did not escape this threat to validity. However, in model-based practice using ADs, software systems are not modeled in a single AD, and even small systems can have very complex ADs.

Construct Validity. A threat to construct validity could be that we applied PIT, an automatic mutation testing tool, to generate synthetic faults. Using systems with real faults or seeding faults...
manually, or even using different mutation testing tools might yield different results. However, in software testing experiments, mutation testing (injecting artificial faults into the SUT) has become a common practice because finding systems with real faults is difficult. Previous studies have claimed that artificially injected faults are adequately representative of real faults [48,49], and no contradictory results have yet been reported.

Internal Validity. Keeping in mind that in MBT, the quality of the test is always directly related to the quality of the test model, a threat to internal validity could be related to the individuals modeling the SUT, which could influence the extracted results. A poor modeling exercise in practice could lead to different results.

Conclusion Validity. A major threat to conclusion validity in our study is a lack of statistical analysis. To better specify our experimental goals, we could have performed hypothesis testing. However, because our results are quite intuitive and the differences are notable, we believe such statistical testing is unnecessary.

8. Conclusion and Future Work

Currently, with the ever-increasing software complexity, automation of the testing tasks has become a must. The existing literature has applied various search-based metaheuristic algorithms to speed up the test case generation process. However, the increase in test automation has come at the cost of poor test quality. In this paper, we have presented a search-based technique to automatically generate test data for data flow testing using ADs and a GA. Our experimental investigation used three open-source systems to compare and assess the applicability of the proposed technique against two alternative approaches. The experimental results show the superiority of the proposed technique in terms of fault detection effectiveness, as indicated by an improved fault detection ratio. However, in terms of statement and branch coverage, the results indicated no significant differences among the applied techniques.

Even though the experimental data indicate that this approach has better fault detection capability, our technique could be further investigated and improved. For instance, further investigation could be conducted using different software systems with varying complexity and size. Moreover, our prototype tool can be extended and improved to incorporate other kinds of search heuristics algorithms. In the future, we intend to extend our approach by incorporating different kinds of search heuristics. Following the extension of our tool, which is currently in an early prototype stage, with extra search heuristics, we want to further evaluate it against other baselines using even more comprehensive subject systems from different domains.
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Appendix A

As a running example, we have used the commission problem, which is a simple commercial computing application. This problem is well suited for data flow testing, due to its interesting mixed functionalities of both computation and decision-making. The purpose of the application is to compute the sales and commission for the numbers of rifle items sold by a salesperson monthly. The seller has to sell at least one item (lock, stock, barrel) per month. The limit for the number of locks to sell is seventy locks for a month. The salesperson will be given a 10% commission for sales less than or equal to $1000, 15% for the extra $80, and 20% for sales over $1800. Figure A1 illustrates the commission problem AD. The diagram will be used as an example in the subsequent sections.

Figure A1. The commission problem activity diagram.
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