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Abstract—User electromagnetic (EM) exposure is continuously being exacerbated by the evolution of multi-antenna portable devices. To mitigate the effects of EM radiation, portable devices must satisfy tight regulations on user exposure level, generally measured by specific absorption rate (SAR). To this end, we investigate the SAR-aware uplink precoder design for the energy efficiency (EE) maximization in multiuser multiple-input multiple-output (MIMO) transmission exploiting statistical channel state information (CSI). As the objective function of the design problem is computationally demanding in the absence of closed form, we present an asymptotic approximation of the objective to facilitate the precoder design. An iterative algorithm based on Dinkelbach’s method and sequential optimization is proposed to obtain an optimal solution of the asymptotic EE optimization problem. Based on the transformed problem, an iterative SAR-aware water-filling scheme is further conceived for the EE optimization precoding design with statistical CSI. Numerical results illustrate substantial performance improvements provided by our proposed SAR-aware energy-efficient transmission scheme over the traditional baseline schemes.
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I. INTRODUCTION

The prevalence of portable and wearable devices for wireless communications in the past decades, e.g., laptops, smart-watches, and smart-phones, has made extensive influences on our everyday lives. These devices, as well as the related applications, have generated vast improvements to, e.g., networking, communications, and entertainment. However, these devices produce electromagnetic (EM) signals when they operate, thus emitting hazardous EM radiation and posing potential health threats to neighbouring users during use [1]. Therefore, all wireless devices must adhere to certain regulations on EM exposure limits. In fact, specific absorption rate (SAR) is a universally accepted metric for user exposure measurement [2]. More specifically, SAR, with a unit of W/kg, measures the energy absorbed by per unit mass of human tissue. In practical commercial scenarios, wireless portable devices must satisfy the SAR constraints enforced by regulatory agencies around the world. For instance, the maximum tolerable SAR on partial-body exposure is limited to 1.6 W/kg in the US [3].

In practice, the worst-case SAR compliance for single-antenna devices can be satisfied via simply reducing the transmit power at the expense of low system data rates [4]. In nowadays and future communication systems, multi-antenna devices have become the mainstream to enable high spectrum efficiency (SE). However, for these devices, it is much more challenging to handle the worst-case EM exposure due to huge variations of SAR when multiple antennas are equipped at the transmitter [5], [6]. Moreover, state-of-the-art cellular devices usually support more than one standard, e.g., LTE, WiFi, and Bluetooth, which hinders the systems concurrently in satisfying the SAR constraints. Since commercial devices have become more sophisticated and powerful due to rapid evolution of wireless transmission technologies [7], uplink user EM exposure is getting worse and worse. In addition, portable devices are usually more close to human beings than base station (BSs). Hence, uplink SAR-aware signaling techniques have become increasingly important for future cellular devices to satisfy EM exposure limits, especially in multiple-input multiple-output (MIMO) systems [1], [4], [6].

Extensive works on SAR-aware transmission schemes have been emerging in the last few years. For example, in [8], an SAR-aware design of transmit signals was first investigated in SAR-constrained MIMO uplink systems and a quadratic model for the SAR metric was proposed. In [9], the authors analyzed the MIMO-SAR performances of six dual-antenna handsets and simplified the MIMO-SAR measurement. In [10], the authors provided a more practical two-antenna SAR model based on the assumption that each portable device was equipped with two transmit antennas. In [11], an optimal precoding strategy for the SE maximization was designed under one SAR constraint. In [7], a more general SAR-aware precoder design incorporating various SAR constraints was investigated to maximize the system capacity. Note that available works on SAR-aware analyses were mainly dedicated to improving the system SE. Nevertheless, energy efficiency (EE), as another vital and considerable system performance, is not given much attention in SAR-aware transmission designs. In addition, acquiring perfect instantaneous channel state information (CSI) is an arduous and expensive job in many practical scenarios. Furthermore, in fast time-varying channels of fast-moving user terminals (UTs), the obtained instantaneous CSI becomes outdated easily. Therefore, as a compromise approach, statistical CSI has been exploited in some research activities [12]–[17] due to its relatively easy availability. However, these existing works focused on the conventional transmission constraints and did not take into account the SAR constraints.

Motivated by these observations, our work investigates an EE-aware optimization of the uplink transmit covariance matrices in an SAR-constrained MIMO system under the consideration of statistical CSI. To the authors’ best knowledge, this is the first work that investigates the EE optimization with SAR constraints and exploits statistical CSI at the same time. To deal with the computationally expensive objective, we first present an asymptotic approximation of the average system SE exploiting the statistical CSI. Then, we leverage Dinkelbach’s algorithm to tackle the asymptotic EE maximization problem in the form of a fractional program. Inspired by the structure of the optimal solutions to the transformed subproblems, we then customize an SAR-aware water-filling scheme to obtain an asymptotically optimal result for...
the EE optimization taking into account the SAR constraints. Lastly, superior performance improvements of the proposed SAR-aware EE maximization precoding approach over other baselines are illustrated in the numerical results.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider the uplink of a single-cell MIMO system with $K$ user terminals (UTs) transmitting to one $M$-antenna BS. Denote $x_k \in \mathbb{C}^{N_k \times 1}$ as the transmit signal of UT $k$, $\forall k \in \mathcal{K} = \{1, \ldots, K\}$, where $N_k$ is the number of transmit antennas. We assume that $\{x_k\}_{k \in \mathcal{K}}$ are zero-mean and mutually independent, i.e., $\mathbb{E}\{x_kx_k^H\} = 0$, $\forall k' \neq k$, and denote $Q_k = \mathbb{E}\{xx_k^H\} \in \mathbb{C}^{N_k \times N_k}$ as the covariance matrix. The signal received at the BS can then be modeled as

$$
\mathbf{y} = \sum_{k=1}^{K} \mathbf{H}_k \mathbf{x}_k + \mathbf{n} \in \mathbb{C}^{M \times 1},
$$

where $\mathbf{H}_k \in \mathbb{C}^{M \times N_k}$ is the uplink channel matrix of UT $k$, and $\mathbf{n} \in \mathbb{C}^{M \times 1} \sim \mathcal{CN}(0, \sigma_n^2 \mathbf{I}_M)$ is the thermal noise at the BS with $\sigma_n^2$ being the noise power at each receive BS antenna.

The signals $\{x_k\}_{k \in \mathcal{K}}$ are commonly subject to some transmit power limitation, i.e., $\mathsf{tr}\{Q_k\} \leq P_{\text{max},k}$, $\forall k$, where $P_{\text{max},k}$ is the given power budget. In practical systems, UTs’ transmit signals should be constrained by EM exposure, which is usually measured by SAR. Herein, we adopt a theoretical SAR model to describe the spatial-averaged SAR caused by multiple antennas [18], which has been widely accepted in the literature, e.g., [4], [6], [7]. Specifically, the SAR constraints at UT $k$ are given by

$$
\text{SAR}_{k,i} = \mathbb{E}\{\mathsf{tr}\{x_k^H \mathbf{R}_{k,i} x_k\}\} = \mathsf{tr}\{\mathbf{R}_{k,i} Q_k\} \leq Q_{k,i}, \quad i = 1, \ldots, G_k,
$$

where $G_k$ is the number of SAR measurements, $\mathbf{R}_{k,i}$ denotes the $i$th SAR matrix imposed at UT $k$, and $Q_{k,i}$ denotes the corresponding maximum tolerable SAR value. Each SAR matrix measures one local SAR and the max of the local SARs should be smaller than the limitations for compliance testing [9], [18]. Since various EM exposure limits are set for different testing areas of the user, a device should satisfy multiple SAR constraints, which are characterized by multiple SAR matrices.

As for the uplink MIMO channels, we consider the Weichselberger jointly correlated Rayleigh fading model for channel spatial correlations [13]. Specifically, $\mathbf{H}_k$ is modeled as

$$
\mathbf{H}_k = \mathbf{U}_k \tilde{\mathbf{H}}_k \mathbf{V}_k^H, \quad \forall k \in \mathcal{K},
$$

where $\mathbf{U}_k = [u_1, \ldots, u_M] \in \mathbb{C}^{M \times M}$, $\mathbf{V}_k = [v_1, \ldots, v_{N_k}] \in \mathbb{C}^{N_k \times N_k}$ are deterministic unitary matrices, and $\tilde{\mathbf{H}}_k \in \mathbb{C}^{M \times N_k}$ is a random matrix with independently-distributed and zero-mean entries. In the considered statistical CSI scenario, we exploit the eigenmode coupling matrices as the statistics of $\{\mathbf{H}_k\}_{k \in \mathcal{K}}$, which are defined as [13]

$$
\Omega_k = \mathbb{E}\{\tilde{\mathbf{H}}_k \odot \tilde{\mathbf{H}}_k\} \in \mathbb{R}^{N_k \times N_k}, \quad \forall k \in \mathcal{K},
$$

where $\odot$ denotes the Hadamard product. Denote $\mathbf{Q} \triangleq \{Q_k\}_{k=1}^{K}$, the ergodic system SE is expressed by [12]

$$
\text{SE}(\mathbf{Q}) = \log_2 \det \left( \mathbf{I}_M + \frac{1}{\sigma^2} \sum_{k=1}^{K} \mathbf{H}_k \mathbf{Q}_k \mathbf{H}_k^H \right) \text{[bits/s/Hz]},
$$

where the expectations are taken over $\{\mathbf{H}_k\}_{k \in \mathcal{K}}$. For the description of EE measurement, we first introduce the system’s energy consumption as follows [15], [19]

$$
P(Q) = \sum_{k=1}^{K} \left( \xi_k \mathsf{tr}\{Q_k\} + P_{c,k} \right) + P_{\text{BS}},
$$

where $\xi_k > 1$ is the reciprocal of the amplifier efficiency at UT $k$. In addition, $P_{c,k} > 0$ and $P_{\text{BS}} > 0$, respectively, model the $k$th UT’s and BS’s static hardware-dissipated power. Then, the ergodic system EE with bandwidth $W$ is defined as

$$
\text{EE}(\mathbf{Q}) = \frac{W \cdot \text{SE}(\mathbf{Q})}{P(\mathbf{Q})} \text{[bits/s/Joule]}.
$$

In this paper, we study the SAR-aware EE maximization design by optimizing $\{\mathbf{Q}_k\}_{k=1}^{K}$ and considering both the power and SAR limitations, which is cast as follows

$$
P_1 : \max_{\mathbf{Q}} \text{EE}(\mathbf{Q})
$$

s.t. $\mathsf{tr}\{Q_k\} \leq P_{\text{max},k}$, $Q_k \geq 0$, $\forall k$, $\mathsf{tr}\{\mathbf{R}_{k,i} Q_k\} \leq Q_{k,i}$, $\forall k, i$.

It is in general difficult to deal with $P_1$ due to several reasons. First, although SE is concave, EE is a non-concave function, thus is more complicated to optimize than that of SE. Second, the computation of the objective function, i.e., the ergodic EE, requires solving high-dimensional integrals, which is generally computationally expensive. Moreover, the introduction of the SAR constraints further complicates the EE optimization problem. In the sequel, we overcome these challenges and then develop an efficient algorithm for the SAR-constrained EE optimization in $P_1$.

III. SAR-AWARE EE MAXIMIZATION PRECODING DESIGN

In the scenario where UTs know only the statistics of $\{\mathbf{H}_k\}_{k \in \mathcal{K}}$, it is challenging to obtain the analytical solutions of $P_1$ due to the expectation operations in the objective function. Although Monte-Carlo methods could be applied to estimate the expectation values in (5), expensive computational cost required in exhaustive channel averaging might be intolerable. Hence, for complexity reduction, we adopt an asymptotic SE expression, which relies only on the channel statistics $\{\Omega_k\}_{k \in \mathcal{K}}$ rather than the realizations $\{\mathbf{H}_k\}_{k \in \mathcal{K}}$. Assuming that $N_k \to \infty$, $\forall k$, $M \to \infty$ with constant ratios $c_k = N_k/M$, $\forall k$, the asymptotic SE is given by [12]

$$
\text{SE}(\mathbf{Q}) = \sum_{k=1}^{K} \log_2 \det \left( \mathbf{I}_N + \frac{1}{\sigma^2} \Gamma_k \mathbf{Q}_k \right)
$$

$$
+ \log_2 \det \left( \mathbf{I}_M + \sum_{k=1}^{K} \Psi_k \right) - \sum_{k=1}^{K} \gamma_k \Omega_k \psi_k,
$$

where $\Gamma_k \in \mathbb{C}^{N_k \times N_k}$ and $\Psi_k \in \mathbb{C}^{M \times M}$ are given by

$$
\Gamma_k = \mathbf{V}_k \mathbf{V}_k^H \Omega_k \mathbf{V}_k^H,
$$

$$
\Psi_k = \mathbf{U}_k \mathbf{U}_k^H \Omega_k \mathbf{U}_k^H,
$$

respectively. Moreover, given an initial point, $\gamma_k \triangleq [\gamma_{k,1}, \ldots, \gamma_{k,M}]^T$, $\psi_k \triangleq [\psi_{k,1}, \ldots, \psi_{k,N_k}]^T$ are obtained by the following iterative update

$$
\psi_{k,m} = \mathbf{u}_{k,m}^H (\mathbf{I}_M + \Psi_k)^{-1} \mathbf{u}_{k,m}, \quad \forall k, m,
$$

$$
\gamma_{k,n} = \mathbf{v}_{k,n}^H \mathbf{Q}_k (\sigma^2 \mathbf{I}_{N_k} + \Gamma_k \mathbf{Q}_k)^{-1} \mathbf{v}_{k,n}, \quad \forall k, n.
$$
Although (9) is derived for large-scale MIMO, it is also very accurate for small-scale MIMO and has been verified in [12]. Approaching $\mathbb{E}(Q)$ with $\mathbb{SE}(Q)$, an asymptotic SAR-aware EE maximization problem is then given by

$$\mathcal{P}_2: \max_{Q} \mathbb{E}(Q) = \frac{\mathbb{SE}(Q)}{P(Q)}$$

s.t. $\text{tr}\{Q_k\} \leq P_{\text{max},k}$, $Q_k \succeq 0$, $\forall k$, $\text{tr}\{R_{k,i},Q_k\} \leq Q_{k,i}$, $\forall k,i$, $\forall Q$.

(14a) (14b) (14c)

where we omit the constant $W$ for brevity. In [12], $\mathbb{SE}(Q)$ is shown to be strictly concave on $\{Q_k\}_{k}$. Accordingly, the objective function of the SAR-aware EE optimization problem in (14) is quasi-concave where the numerator is concave and the denominator is affine with respect to $\{Q_k\}_{k}$, thus can be handled via Dinkelbach’s algorithm. Specifically, we tackle (14) through addressing a series of concave programs and the $t$th subproblem is given by

$$\mathcal{P}_3: Q^{(t+1)} = \arg\max_{Q} \mathbb{SE}(Q) - \eta^{(t)} P(Q)$$

s.t. $\text{tr}\{Q_k\} \leq P_{\text{max},k}$, $Q_k \succeq 0$, $\forall k$, $\text{tr}\{R_{k,i},Q_k\} \leq Q_{k,i}$, $\forall k,i$, $\forall Q$.

(15a) (15b) (15c)

where

$$\eta^{(t)} = \frac{\mathbb{SE}(Q^{(t)})}{P(Q^{(t)})}.$$  

Exploiting the convergence properties described in [20, Proposition 3.2], the solutions of Dinkelbach’s transformed subproblems (15), i.e., $\{Q^{(t)}\}_{t}$, are guaranteed to converge to the global optimum of the asymptotic SAR-aware EE optimization in (14). The remaining difficulty arises in devising a computationally-efficient way for solving (15).

Our approach is to tackle (15) by solving its dual problem. To this end, we define the Lagrangian of Dinkelbach’s transformed problem in (15) as

$$\mathcal{L}\left(Q,\{\mu_k\}_{k},\{\beta_{k,i}\}_{(k,i)}\right) = \frac{\mathbb{SE}(Q)}{P(Q)} - \sum_{k=1}^{K} \mu_k \left(\text{tr}\{Q_k\} - P_{\text{max},k}\right) - \sum_{k=1}^{K} \sum_{i=1}^{G_k} \beta_{k,i} \left(\text{tr}\{R_{k,i},Q_k\} - Q_{k,i}\right),$$

(16)

where $\{\mu_k\}_{k}$ and $\{\beta_{k,i}\}_{(k,i)}$ are the Lagrange multipliers for the power and SAR constraints, respectively. Then, the dual problem of (15) is given by

$$\min_{\mu_k \geq 0, \forall k} \max_{Q_k \succeq 0, \forall k} \mathcal{L}\left(Q,\{\mu_k\}_{k},\{\beta_{k,i}\}_{(k,i)}\right). \quad \text{(18)}$$

As shown in [12], the derivative of $\mathbb{SE}(Q)$ over each matrix-valued variable $Q_k$ is given by

$$\frac{\partial \mathbb{SE}(Q)}{\partial Q_k} = \frac{\partial \log_2 \det (I_{N_k} + \frac{1}{\sigma^2} \Gamma_k Q_k)}{\partial Q_k}$$

$$= \frac{1}{\ln 2} \left(\sigma^2 I_{N_k} + \Gamma_k Q_k\right)^{-1} \Gamma_k, \quad \forall k.$$  

(19) (20)

Accordingly, with given $\gamma \triangleq \{\gamma_{k,m}\}_{k,m}$ and $\psi \triangleq \{\psi_{k,n}\}_{k,n}$, the inner optimization in (18), i.e., the maximization of $\mathcal{L}$ with respect to $\{Q_k\}_{k}$ is equivalent to

$$\max_{Q_k \succeq 0} \log_2 \det (I_{N_k} + \frac{1}{\sigma^2} \Gamma_k Q_k) - \text{tr}\{K_k Q_k\}, \quad \forall k,$$

(21)

where

$$K_k = \left(\eta^{(\ell)} \xi_k + \mu_k\right)I_{N_k} + \sum_{i=1}^{G_k} \beta_{k,i} R_{k,i}.$$  

(22)

The equivalent Lagrangians in (21) demonstrate the structure of the optimal solutions to the asymptotic SAR-aware EE optimization in (15), thus enabling us to conceive a computationally-efficient algorithm for (15). Specifically, the optimal results of (15) can be determined in the following proposition.

**Proposition 1**: Denote the optimal dual variables as $\{\mu_{k,\text{opt}}\}_{k}$ and $\{\beta_{k,i,\text{opt}}\}_{(k,i)}$. Accordingly, we denote $K_{k,\text{opt}} = \left(\eta^{(\ell)} \xi_k + \mu_{k,\text{opt}}\right)I_{N_k} + \sum_{i=1}^{G_k} \beta_{k,i,\text{opt}} R_{k,i}$ and the eigenvalue decomposition of $K_{k,\text{opt}}^{-1/2} \Gamma_k K_{k,\text{opt}}^{-1/2}$ is given by

$$K_{k,\text{opt}}^{-1/2} \Gamma_k K_{k,\text{opt}}^{-1/2} = U_k \Sigma_k U_k^H,$$

(23)

where $\Sigma_k = \text{diag}\{p_{k,1},\ldots,p_{k,N_k}\}$ with $p_{k,1} \geq p_{k,2} \geq \cdots \geq p_{k,N_k} \geq 0$. Then, the optimal solutions of (15) can be expressed as

$$Q_{k,\text{opt}} = K_{k,\text{opt}}^{-1/2} U_k A_k U_k^H K_{k,\text{opt}}^{-1/2}, \quad \forall k,$$

(24)

where

$$A_k = \text{diag}\left\{(1 - \sigma^2/p_{k,1})^+, \ldots, (1 - \sigma^2/p_{k,N_k})^+\right\},$$

(25)

with the notation $[x]^+ = \max(x,0)$. In addition, $\{\mu_{k,\text{opt}}\}_{k}$ and $\{\beta_{k,i,\text{opt}}\}_{(k,i)}$ are chosen to meet the Karush-Kuhn-Tucker (KKT) optimality conditions given by

$$\mu_{k,\text{opt}} \left(\text{tr}\{Q_{k,\text{opt}}\} - P_{\text{max},k}\right) = 0,$$

(26)

$$\mu_{k,\text{opt}} \geq 0, \quad \text{tr}\{Q_{k,\text{opt}}\} \leq P_{\text{max},k}, \quad \forall k,$$

$$\beta_{k,i,\text{opt}} \left(\text{tr}\{R_{k,i},Q_{k,\text{opt}}\} - Q_{k,i}\right) = 0,$$

(27)

and

$$\beta_{k,i,\text{opt}} \geq 0, \quad \text{tr}\{R_{k,i},Q_{k,\text{opt}}\} \leq Q_{k,i}, \quad \forall k,i.$$  

**Remark 1**: In fact, it can be shown that when SAR constraints are not considered, the eigenvectors of $Q_k$ admit closed-form deterministic solutions and therefore only the eigenvalues, i.e., $A_k$, have to be optimized. However, the solution in (24) shows that both the eigenvectors and the eigenvalues of $Q_k$ have to be optimized, which indicates that the EE optimization with SAR constraints is more challenging to deal with than the one without SAR constraints.

The proof of Proposition 1 can be derived via a similar method as that of [7, Theorem 3.6], which is omitted here due to space limitation. The optimal $\{\mu_{k,\text{opt}}\}_{k}$ and $\{\beta_{k,i,\text{opt}}\}_{(k,i)}$ are determined by the dual problem in (18), which is convex and therefore its solution can be found by standard convex optimization approaches, e.g., the sub-gradient method [21].

Proposition 1 reveals that each $Q_{k,\text{opt}}$ follows a SAR-aware EE maximization water-filling principle over $K_{k,\text{opt}}^{-1/2} \Gamma_k K_{k,\text{opt}}^{-1/2}$. Meanwhile, $\{\Gamma_k\}_{k}$ are in turn dependent on $\{Q_{k,\text{opt}}\}_{k}$. Therefore, alternating optimization (AO) is applied to optimize between $\{Q_{k,\text{opt}}\}_{k}$ and $\{\Gamma_k\}_{k}$, where we update $\{Q_{k,\text{opt}}\}_{k}$ by Proposition 1 with given
Algorithm 1: SAR-Aware Energy-Efficient Precoding Algorithm.

1: Initialize feasible $Q_k^{(0)}$, $\forall k$, $\eta^{(0)} = 0$, threshold $\varepsilon$, and set iteration index $\ell = 0$.
2: repeat
3: Initialize $\mu_k \geq 0$, $\forall k$, and $\beta_{k,i} \geq 0$, $\forall k, i$.
4: repeat
5: Initialize $X_k^0 = Q_k^{(\ell)}$, $\forall k$, and set iteration index $t = 0$.
6: repeat
7: Update $(\gamma^t, \phi^t)$ by (12) and (13) with $X_k^t, \forall k$.
8: Update $\Gamma_k^t, \forall k$, by (10) with $(\gamma^t, \phi^t)$.
9: Update $X_k^{t+1}, \forall k$, based on Proposition 1 with $\eta^{(t)}, \Gamma_k^t, \forall k$, and given dual variables.
10: until $L$ converges with given dual variables.
11: Update $\mu_k$, $\forall k$, and $\beta_{k,i}, \forall k, i$ by minimizing $L$.
12: until $\{\mu_k\}_{\forall k}$ and $\{\beta_{k,i}\}_{\forall k,i}$ converge.
13: Set $Q_k^{(\ell+1)} = X_k^{t+1}, \forall k$.
14: Update $\eta^{(t+1)}$ by (16) with $Q_k^{(\ell+1)}, \forall k$.
15: Set $\ell = \ell + 1$.
16: until $|\eta^{(t)} - \eta^{(t-1)}| \leq \varepsilon$.

\{\Gamma_k\}_{\forall k}$, and then calculate $(\gamma, \psi)$ by (12) and (13) with the updated $\{Q_k,_{\text{opt}}\}_{\forall k}$ to update $\{\Gamma_k\}_{\forall k}$. Based on the iterative process, an asymptotic optimization algorithm for the SAR-aware EE optimization in (8) is detailed in Algorithm 1.

Now, we discuss the convergence of the proposed SAR-aware energy-efficient precoding approach in Algorithm 1, which is based on Dinkelbach’s transformation. During each step, we solve the Dinkelbach’s subproblem in (15) based on Proposition 1. Since (15) is a concave program and the results in Proposition 1 are in general derived by solving the KKT optimality conditions of its dual problem in (18), the iterative modified water-filling scheme in Algorithm 1 based on Proposition 1 converges to the globally optimal solution of (15) [21]. Then, exploiting the convergence properties of Dinkelbach’s transformation, the solution sequence generated by (15) converges to the global optimum of the asymptotic SAR-aware EE optimization in (14) [20]. Thus, Proposition 1 is guaranteed to converge.

Then, we discuss the complexity of Algorithm 1 as follows. The main structure of Algorithm 1 is based on Dinkelbach’s transformation, which is assumed to require a total of $I_D$ iterations. During each iteration, we assume that the convergence of the dual variables require $I_D$ iterations. Each time given the dual variables, we utilize the AO method to update $Q_k$ and $\Gamma_k$ in an iterative manner, which is assumed to require $I_{AO}$ iterations. Owning to the fast convergence rate of $(\gamma, \psi)$ [22], as well as the low complexity of calculating $\Gamma_k$, the per-iteration complexity of AO is mainly dominated by that of updating $Q_k$. The major complexity of updating $Q_k$ lies in the complexity of the eigenvalue decomposition in (23), which is $O(N_k^2)$. Moreover, the complexity of updating the dual variables by minimizing $L$ in step 11 is estimated as $O((1 + G_k)^p)$, where $1 \leq p \leq 4$ for standard convex program solutions [23]. Therefore, the complexity of Algorithm 1 is estimated as $O(I_D I_A \sum_k (I_{AO} N_k^2 + (1 + G_k)^p))$. Note that the values of $I_D, I_A$, and $I_{AO}$ depend on the preset thresholds.

Remark 2: Note that although Algorithm 1 is custom-designed for the EE maximization, it can be applied for the SE maximization with slight modification. In particular, by simply setting $\xi_k = 0, \forall k$, maximizing the EE is equivalent to maximizing its numerator, i.e., the SE. Then, Algorithm 1 can be specialized into the SE maximization, where only one iteration of Dinkelbach’s transformation is needed.

IV. NUMERICAL RESULTS

In this section, we present computer simulations to illustrate the effectiveness of the proposed SAR-constrained EE maximization transmission in multiuser MIMO uplink with statistical CSI. The 3GPP propagation environment is applied for channel generation [24]. The major simulation parameters are set as follows [4], [15], [25]: transmission bandwidth: $W = 10$ MHz, large scale fading: $-120$ dB, noise variance: $\sigma^2 = -96$ dBm, number of UTs: $K = 4$, number of antennas at each UT and the BS: $N_k = 4, \forall k$, and $M = 8$, amplifier inefficiency: $\xi_k = 1/0.2, \forall k$, hardware-dissipated power at each UT and the BS: $P_{\text{hw}} = 30$ dBm, $\forall k$, and $P_{\text{BS}} = 40$ dBm. The SAR constraints are characterized by the SAR matrices in (28), as shown at the bottom of the page, taken from [1], [4], where $R_k(1) = R_1, R_k(2) = R_2, \forall k$, and $j = \sqrt{-1}$ is the imaginary unit. The SAR constraints are set as $Q_k = 1.0$ W/kg for $R_1$ and $Q_2 = 0.8$ W/kg for $R_2$ [4]. Moreover, we consider the same power for all UTs, i.e., $P_{\text{max}, k} = P_{\text{max}}, \forall k$.

To validate the benefits of the proposed EE maximization (EEmax) approach, Fig. 1 compares it with the SE maximization (SEmax) one, which is a special case of Algorithm 1 (by setting $\xi_k = 0, \forall k$). As depicted, for small $P_{\text{max}}$, the performance of the EE maximization design is aligned with that of the SE maximization, which reveals that maximizing EE and SE are virtually the same at such power constraint levels under the SAR constraints. Whereas, for large $P_{\text{max}}$, the explicit computation of the SAR matrices in (28) are manually generated to evaluate the proposed approach [1], [4]. A more realistic set of local SAR matrices based on a proper SAR experiment will be considered in the future work.

$$R_1 = \begin{bmatrix} 8 & -6j & -2.1 & 0 \\ 6j & 8 & -6j & -2.1 \\ -2.1 & 6j & 8 & -6j \\ 0 & -2.1 & 6j & 8 \end{bmatrix}, \quad R_2 = \begin{bmatrix} 3.94 & -2.65 & -2.53j & -0.01 + 3.46j & 0.60 & -0.10j \\ -2.65 + 2.53j & 4.57 & -2.30 & -2.80j & -0.99 & -0.07j \\ -0.01 & -3.46j & -2.30 + 2.80j & 4.97 & -1.22 & -2.04j \\ 0.60 & 0.10j & -0.99 + 0.07j & -1.22 & 2.04j & 3.18 \end{bmatrix}$$ (28)
two designs with different criteria yield quite different performances. Specifically, the EE value achieved by the EE maximization design becomes a constant while that achieved by the SE maximization design drops quickly as $P_{\text{max}}$ grows. In fact, there exists an optimal transmit power that maximizes the system EE such that any allocated power exceeding the threshold is redundant and will only decrease the system EE. For EE maximization, the actual allocated transmit power would remain at the optimal level for achieving the maximum EE when $P_{\text{max}}$ is larger than the threshold. However, the SE maximization design always exhausts all the available transmit power to increase SE. Therefore, when $P_{\text{max}}$ is larger than the threshold, the SE maximization design still allocates the full power budget, which leads to a smaller EE than that of the EE maximization design. To verify the accuracy of the proposed asymptotic approximation, we also compare the results of Algorithm 1 with those obtained by Monte-Carlo simulations, in which the expectation values are evaluated through exhaustive channel averaging. Fig. 1 showcases an exact agreement between the asymptotic results and the Monte-Carlo results, which confirms the high accuracy of the derived asymptotic method adopted in Algorithm 1.

Traditionally, the power back-off approach has been widely adopted to deal with SAR constraints [7]. For further evaluation of the proposed SAR-constrained EE maximization approach, we compare it with two relevant baselines based on the idea of power back-off:

- **Baseline 1 (worst-case power back-off approach):** In this case, SAR mitigation is achieved by power reduction. Specifically, each transmit covariance matrix is designed under only the power constraint, i.e.,

$$Q_{k}^{1} = \max_{\|Q_{k}\| \leq \alpha_{1} P_{\text{max}}} \mathbb{E}(Q), \quad \forall k,$$

where the power budget is reduced as $\alpha_{1} P_{\text{max}}$ with $\alpha_{1} \leq 1$ denoting the power back-off factor and given by

$$\alpha_{1} = \min \left\{ 1, \frac{Q}{\text{SAR}_{1}^{\text{worst}}}, \ldots, \frac{Q}{\text{SAR}_{K}^{\text{worst}}} \right\}.$$

Notice that $\text{SAR}_{k}^{\text{worst}}$ is called the worst-case SAR at UT $k$, which is defined as

$$\text{SAR}_{k}^{\text{worst}} = \max_{\|Q_{k}\| \leq \alpha_{1} P_{\text{max}}} \text{tr}(\mathbf{R} Q_{k}), \quad \forall k.$$

- **Baseline 2 (adaptive power back-off approach):** In this case, the transmit covariance matrices are first optimized without considering the SAR constraints, i.e.,

$$Q_{k}^{0} = \max_{\|Q_{k}\| \leq P_{\text{max}}} \mathbb{E}(Q), \quad \forall k.$$

Then, the power reduction factor $\alpha_{2} \leq 1$ is calculated as

$$\alpha_{2} = \min \left\{ 1, \frac{Q}{\text{tr}(\mathbf{R} Q_{k})}, \ldots, \frac{Q}{\text{tr}(\mathbf{R} Q_{K})} \right\}.$$

At last, the final results are given by $Q_{k}^{2} = Q_{k}^{0} / \alpha_{2}$, $\forall k$.

Fig. 1 sketches the performance of the two baselines. We observe that both the proposed and the adaptive back-off approaches realize significant EE improvements over the worst-case back-off one. The proposed SAR-aware EE maximization approach performs almost identically to the adaptive back-off one when $P_{\text{max}}$ is small and yields better EE performance than the back-off one when $P_{\text{max}}$ is large. This is because when $P_{\text{max}}$ is small, the SAR constraint is always satisfied even if full transmit power budget is used. However, for high transmit power levels, the power back-off methods [7], [8] need to reduce the transmit power in all channels by a same factor, which results in a rapid decrease in the system EE. This shows that our considered SAR-constrained optimization could not only ensure the compliance of SAR, but also achieve better EE performance than that of the conventional power back-off schemes.

To show the impact of different values of SAR constraints on the EE performance, we plot the system EE versus SAR constraints under different maximum power constraints in Fig. 2, where we assume $Q_{1} = Q_{2} = Q$. For the case of $P_{\text{max}} = 15$ dBm, EE remains a constant as the SAR constraint $Q$ changes. This is because when $P_{\text{max}}$ is low, the maximum EE is limited by the stringent power constraint, so that increasing the SAR constraint $Q$ has no impact on EE. For the case of $P_{\text{max}} = 20$ dBm, EE first increases with $Q$ and then approaches a constant because EE is first limited by the SAR constraints and then limited by the power constraint. For cases of $P_{\text{max}} \geq 25$ dBm, EE increases with increasing $Q$, which indicates that SAR constraints have a significant impact on EE, especially when the power budget is sufficiently high. Moreover, the results of $P_{\text{max}} = 30$ dBm are identical to those of $P_{\text{max}} = 35$ dBm since EE is saturated in high power budget regions, as has been shown in Fig. 1.

V. CONCLUSION

In this paper, we studied the SAR-aware energy-efficient transmission scheme for SAR-constrained multiuser MIMO uplink. Considering the statistical CSI scenario, asymptotic approximation results were derived which facilitate a low-complexity design of the UT’s transmit covariance matrices. In particular, the asymptotic SAR-aware EE maximization problem was converted into a series of convex programs via Dinkelbach’s algorithm. We showed that the optimal solutions of these transformed subproblems have the interpretation of modified water-filling. Inspired by this insight, we proposed an iterative SAR-aware water-filling approach for the considered SAR-constrained EE maximization precoding problem. Computer simulations showcased that the developed SAR-aware EE maximization scheme introduced considerable EE improvements over the conventional power back-off methods, especially in cases with high power budgets.
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