Automatic maneuver detection and tracking of space objects in optical survey scenarios based on stochastic hybrid systems formulation
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Abstract

The state space representation of active resident space objects can be posed in the form of a stochastic hybrid system. Satellite maneuvers may be accounted for according to control cost or heuristical considerations, yet it is possible to jointly consider a combination of both. In this work, Sequential Monte Carlo filtering techniques are applied to the maneuvering target tracking problem in an optical survey scenario, where the maneuver control inputs are characterized in a Bayesian inference process. Due to the scarcity of data inherent to space surveillance and tracking, model switching probabilities are not estimated but derived from the ability of the state representation to fit incoming measurements. A Markov Chain Monte Carlo sampling scheme is used to explore the region assumed accessible to the object in terms of the hypothesized post-maneuver observation and a novel and efficient control distance metric. Results are obtained for a simulated optical survey scenario, and comparisons are drawn with respect to a moving horizon least-squares estimator. The proposed framework is proved to allow for a capable implementation of an automated online maneuver detection algorithm, thus contributing to the reduction of uncertainty in the state of active space objects.
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1. Introduction

The interest in Space Surveillance and Tracking (SST) has been steadily growing in the last two decades, as the effects of Earth orbital congestion become more evident. Means to characterize the Earth’s orbital population are then required in order to ensure a safe and orderly growth of space activities. Accordingly, sensor data retrieved by surveillance radars and optical telescopes is used to build up and maintain catalogs of Earth orbiting objects. SST cataloging systems are in charge of processing incoming measurements, thereby updating the state of cataloged objects or detecting new ones. These measurements are usually obtained as a time series of observations that stem from a common object, also known as tracks. If the statistical distance between a well-established orbit of a known object and a given track is sufficiently small (c.f. Sabol et al. (2013)), then such set of observations is assigned (correlated) to the object and its corresponding orbital state is updated. On the contrary, the track is categorized as uncorrelated and compared against other uncorrelated tracks. Different combinations of uncorrelated tracks are evaluated until a sufficiently high number (typically ~ 3-4, see Hill et al. (2012)) is compliant with a specific orbit,
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resulting in a new object identification. Operational or active spacecraft perform frequent maneuvers, usually dictated by mission requirements or collision avoidance, potentially hindering the data association problem. In the absence of capable maneuver detection and estimation methods, post-maneuver measurements may trigger the identification of a new (duplicated) object as part of the catalog build-up and maintenance process. To overcome this limitation, the space accessible to an active spacecraft can be expressed in terms of a control effort (Holzinger (2011)), with a post-maneuver state probability distribution based on the control effort itself or otherwise previously characterized maneuvers. Uncertainty regarding the state of active spacecraft poses a threat to data association and tracking of space object catalogs. Incorporating knowledge regarding the maneuver history of this active population can aid in providing better predictions for their state, partially contributing to the reduction of epistemic uncertainty at a Space Traffic Management (STM) system level (see Delande et al. (2018), Hilton et al. (2019)).

Various efforts have been directed in this regard, initially to identify maneuvers performed by known objects. Kelecy et al. (2007) devised a method to detect maneuvers based on changes in Two Line Element (TLE) data: by comparing orbits reported at different epochs one could identify non-environmental perturbations, i.e. thrust arcs. The interest in maneuver detection then moved towards solving the data association problem. The former work by Holzinger et al. (2012), but also Lubey (2015), reduces the combined maneuver detection and data association problem to solving the optimal control input required to be compliant with a certain observation given a prior orbit. The aim is not to characterize the maneuver in terms of control input, but to provide a control distance metric that can be used for hypothesis testing, i.e. decide whether an incoming observation is triggered by a maneuvered object. A thorough implementation of this approach, with certain modifications, has been recently explored by Serra et al. (2021), whose main focus is on the data association problem at a SST system level considering multiple targets. Additional efforts have been directed towards jointly solving the data association and maneuver estimation, as proposed by Pastor et al. (2020). Therein, maneuvers are estimated in the form of impulse burns performed within a discrete temporal grid, where the aim is to minimize a cost function weighting the distance to the observations and the required control effort in terms of $\Delta V$ magnitude. In parallel, an increasing interest was given to the so-called patterns of life (cf. Cox et al. (2016)). In general, spacecraft maneuver to maintain their location within certain orbital slots, so the use of previously characterized maneuvers may result in an increased performance in terms of maneuver detection and state estimation. Machine Learning (ML) techniques are well suited to this type of applications, and implementations can be found in the works of Shabarekh et al. (2016), Singh et al. (2016) and Abay et al. (2018). Not only ML techniques have been applied to this end, but also former statistical methodologies. Siminski et al. (2017) propose the use of a Kernel Density Estimator (KDE) to characterize maneuvers in terms of the relative change in orbital elements and the pre-maneuver orbital state. In this approach, data association is based on the information contained within the KDE and a control distance metric $\Delta V$. An admissible region is defined based on a maximum threshold $\Delta V_{max}$ so the generated post-maneuver state hypotheses are tested to lie within such region.

In this paper, the authors propose the use of a Stochastic Hybrid System (SHS) (cf. Hu et al. (2000)) formulation as it conforms a natural statistical framework for the modelling of systems for which there are multiple accessible dynamical models, as is the case for maneuvering targets. The flexibility inherent to this formulation allows fusing information coming from very different sources, e.g. knowledge derived from historical data and optimal control. State space filtering of SHS is usually solved by means of multiple model gaussian (cf. Jia et al. (2015), Goff et al. (2015)) and non-gaussian (cf. Andrieu et al. (2003)) algorithms. Due to the non-linearity of the space environment and the special characteristics of optical survey scenarios (McCabe and DeMars (2014)), a Sequential Monte Carlo (SMC) scheme is used to estimate or infer the state and active mode of the system conditioned on a sequence of observations. Our proposal takes the form of a bi-modal system, in which either the non-maneuvering or maneuvering mode is active prior to the last hypothesized observation. In the non-maneuver mode, deterministic dynamical models usually provide sufficiently accurate approximations. However, in the presence of maneuvers, the control input to the system is indirectly inferred through its effects on the state. To this end, Markov Chain Monte Carlo (MCMC) techniques are used to explore the posterior state distribution conditioned on different prior assumptions, effectively conforming alternative hypotheses. These hypotheses are then pruned, promoted and merged, ultimately converging to the true association sequence as more information is available. This procedure is illustrated in Fig. 1, which depicts the post-maneuver measurement association sequence in the state space, clearly distinguishing between the ballistic and maneuvered accessible regions. The accessible space in the event of a maneuver, termed admissible control region, defines the boundaries for MCMC sampling. The latter can be regarded as a revision of the admissible region (cf. Milani et al. (2004)) based on the control effort required to transfer from an initial to a final orbit. The requirements imposed by the definition of the admissible control region and MCMC sampling lead to the derivation of a novel and efficient control distance metric, $P$, which allows for a fast computation of the control cost separating two orbits within a specific time of flight. Under the assumption of optimal maneuvers in a control cost sense, one can elaborate a candidate post-maneuver state distribution function with higher probability densities in lower $P$ regions. However, note that the orbital information contained within a few optical observations is limited,
and so the optimal transfer assumption may not be sufficient to provide an estimate of the post-maneuver orbital state. The use of prior knowledge, i.e. patterns of life, can improve the estimation performance given the target follows a repetitive maneuvering plan. Contributions of this work are thus not limited to a combined optimal-heuristic maneuver detection but also a realistic uncertainty characterization of the state of active space objects following a Bayesian inference process.

The content of the paper is structured as follows. The problem and its mathematical formulation is discussed in Section 2. Different methods for estimating the state of stochastic hybrid systems are discussed in Section 3. Special emphasis is given to non-linear non-gaussian filtering both in the presence and absence of a proper definition for the underlying dynamical model. Section 4 deals with the generation of maneuver hypotheses, i.e. post-maneuver state estimation based on alternative prior assumptions. In this regard, the space accessible to the system is bounded in terms of a maximum expected control effort, derived by means of a novel control distance metric. Hypotheses are then generated via MCMC sampling based on optimal control or conditioned on the patterns of life of the target. Results for simulated optical observations are presented and analyzed in Section 5, where the filter performance is compared against different maneuvering target tracking filter implementations. Finally, conclusions are drawn in Section 6 together with guidelines for future lines of research.

2. Problem formulation

The problem of maneuver detection and data association can be regarded as a maneuvering target tracking problem if required to be solved in an automated manner, whose mathematical description can be naturally framed under the stochastic hybrid systems formulation. Herebelow, the general description of a SHS is first presented, and then particularized to the case of maneuvering space object tracking based on optical observations.

2.1. Stochastic hybrid systems

The general stochastic hybrid state space filtering problem is governed by the following system of stochastic difference equations (cf. Blom and Bloem (200); Lygeros and Prandini (2010)):

\[
X_k = f(X_{k-1}, u_k, m_k, t_k) + g(X_{k-1}, u_k, m_{k-1}, t_k, \nu_k),
\]

\[
m_k = \pi(X_{k-1}, u_k, m_{k-1}, t_k, \nu_k),
\]

\[
z_k = h(x_k, t_k) + q(x_k, t_k)\gamma_k,
\]

where \(X_k \in \mathbb{R}^n\) represents the physical state of the system, or continuous valued variables being estimated, \(u_k\) is the control input sequence from \(t_{k-1}\) to \(t_k\), and \(m_k \in \mathbb{M}\) refers to the discrete valued system mode active at time \(t_k\). The mapping function \(f(\cdot)\) represents the underlying dynamical model, which typically follows a system of first order differential equations. \(g(\cdot)\), usually referred to as diffusion coefficient, is included in order to account for any kind of colored noise for the Wiener process \(\mu_k\), and is commonly approximated in a scalar or matrix form. Mode transitions are given by the mapping \(\pi(\cdot)\), where \(\nu_k\) is an independent random variable representing the stochastic process, analogous to \(\pi_k\) in Eq. (1). The observations available to the system are indicated by \(z_k \in \mathbb{R}^p\), in which \(h(\cdot)\) is the deterministic non-linear mapping between the system internal and observed states, and \(q(\cdot)\) is again introduced to allow for any type of noise model realized through the random variable \(\gamma_k\).

2.2. Maneuvering space object tracking

For the intended application, the state of the system and observed quantities read

\[
X_k = \begin{pmatrix} r_k \cr \dot{r}_k \cr B_k \end{pmatrix} \quad \text{and} \quad z_k = \begin{pmatrix} z_k \cr \delta_k \cr \dot{\delta}_k \end{pmatrix},
\]

being \(r_k\) the Cartesian representation of the position vector, \(\dot{r}_k\) its temporal derivative at time \(t_k\) and \(B_k\) the solar radiation pressure coefficient of the target object. The latter is included in order to account for variations in the area to mass ratio (exposed to the sun) that stem from changes in attitude (orientation) and mass expenditure due to maneuvers, among others. Note the focus is on optical observations, which despite recent advances in sensor tech-
nology and methods (see Hampf et al. (2014)), are mainly used to track high altitude objects. Thereafter, no atmospheric effects are considered as the atmospheric density is assumed to have a negligible impact on the system dynamics.

Observation data from optical sensors is retrieved as a time series, i.e. track, of correlated right ascension $\alpha$ and declination $\delta$ pairs, which are expressed in a topocentric reference frame centered at the sensor location. These correlated pairs conform the so-called optical tracks, whose typical duration spans from 2 to 10 min depending on the survey strategy. The orbital period of the observed objects is usually of the order of days or tens of hours, so the orbital arc described within a track is relatively small ($< 1\%$). Information contained within such short tracks is therefore limited so they are usually approximated by a linear regression at the mean epoch. The output of this linear regression is commonly referred to as attributable, and was first proposed in Milani et al. (2004). An attributable $(\alpha, \delta, \dot{\alpha}, \dot{\delta})$ can then be used to define the line-of-sight of an object

$$w_k = \begin{pmatrix} \cos \alpha_k \cos \delta_k \\ \sin \alpha_k \cos \delta_k \\ \sin \delta_k \end{pmatrix}$$

and its temporal derivative

$$\dot{w}_k = \begin{pmatrix} -\sin \alpha_k \cos \delta_k \\ \cos \alpha_k \cos \delta_k \\ -\sin \delta_k \end{pmatrix} + \begin{pmatrix} -\cos \alpha_k \sin \delta_k \\ -\sin \alpha_k \sin \delta_k \end{pmatrix}.$$  

The line-of-sight and its temporal derivative are related to the state variables via

$$r = r_s + \rho w,$$
$$\dot{r} = \dot{r}_s + \rho \dot{w} + \dot{\rho} w,$$  

where $r_s$ and $\dot{r}_s$ are the position and velocity of the observing site, $\rho$ is the range or positional distance between the object and the sensor, and $\dot{\rho}$ its time derivative.

With regard to the system dynamics, the mapping $f(\cdot)$ in Eq. (1) is generally approximated by a dynamical model that takes the form of a perturbed restricted two body problem, with the Earth as central body. Therein, the system is assumed to be a point particle upon which different forces and perturbations act. Besides the central gravity field exerted by the Earth, the effect of Sun, Moon and planets are also considered, together with a non-spherical Earth model and solar radiation pressure: recall atmospheric effects are disregarded due to the traditional orbital regions of interest in optical surveys. Approximating reality in a purely deterministic fashion requires an extensive modelling effort, including but not limited to the rotational-translational effects (c.f. Früh et al. (2013), Misra et al. (2016)). To partially mitigate the error introduced by mismodeled dynamics, it is common practice to introduce process noise, which in this case is represented by the second term in the right-hand side of Eq. (1).

The subset $u_k$ represents the control input to the system and is related to the active mode $m_k$ by

$$m_k \equiv \begin{cases} \emptyset, & \text{if } u_k = 0 \\ 1, & \text{otherwise} \end{cases}.$$  

Due to the scarcity of data inherent to optical survey scenarios, it is convenient to estimate the state after the maneuver $x$ instead of the control sequence $u_k$, which involves inferring the active mode $m_k$ at time $t_k$. Accordingly, the proposed filtering problem considers maneuver detection and tracking but not the estimation of the control input to the system.

3. State estimation of stochastic hybrid systems

Within this paper we propose a method to perform state space filtering for the SHS described in Section 2. Hereunder, we briefly introduce the concept of state space filtering and discuss on different filtering techniques commonly applied to state estimation of non-linear systems. Bimodality of the system is considered at an upper filtering level, resulting in different schemes for estimating the state in the non-maneuvering and maneuvering modes. In the former case we propose a Sequential Monte Carlo method following the known or ballistic system dynamics. In the maneuver mode we generate samples from two different post-maneuver state distributions, conditioned on 1) the control distance from the post-maneuver state to the pre-maneuver orbit and 2) heuristics derived from the maneuver history, as detailed in Section 4. The latter procedure results in different maneuver hypotheses whose sampled distributions are determined from the application of an advanced MCMC technique, i.e. the DiffeRential Evolution Adaptive Metropolis (DREAM) algorithm.

3.1. State space filtering

State space filtering refers to the process of estimating the optimal sequence of states $x_{0:N_t}$ according to a set of system observations $z_{1:N_t} = z(T)$ at times $T = \{t_1, t_2, \ldots, t_{N_t}\}$. Numerous techniques can be applied to the aforementioned problem attending to the mathematical behavior of the system of interest. Under linear dynamics and Gaussian unbiased noise assumptions, an analytical solution exists, as is the well-known Kalman Filter. This scheme has been successfully applied to non-linear systems under appropriate transformations, see the work in Julier and Uhlmann (1997) and Arasaratnam and Haykin (2009). Based on the assumption of Markovian dynamics, the Kalman filter adopts a sequential scheme so that the estimation is assumed to be optimal at each observation and the sequence of state estimates is not refined as new observations arrive. Another class of estimation methods, termed Batch Least-Squares (BLS), are aimed at minimizing the squared distance to the observations. Under the assumption of a Gaussian state probability distribution,
the estimation is performed on a batch of measurements. These methods do not target to solve the state estimation problem in a sequential manner but are rather aimed at fitting a dynamical model to a set of observations. Note however, under certain modifications they can be readily applied to sequential estimation, as suggested in Robertson et al. (1996) for the moving horizon estimator.

Whenever the probability distribution function (pdf) of the state is not known a priori (or it is subject to non-linear transformations), the complexity of the estimation problem significantly increases. The evolution of a probability distribution function \( p(x(t), t) \) with time is governed by the Fokker–Planck–Kolmogorov (FPK) equation, Eq. (10), which makes reference to the work by Fokker (1914) and Planck (1917).

\[
\frac{\partial p(x(t), t)}{\partial t} = -\sum_{i=1}^{n} \frac{\partial}{\partial x_i} [f(x(t), t)p(x(t), t)] + \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} [w(t)p(x(t), t)].
\]

The term \( f(\cdot) \) in Eq. (10) follows the definition given in Eq. (1), whereas \( w(t) \) corresponds to the second term of the right hand side of Eq. (1). Under a linear transformation \( f(x(t), t) \) and an initial Gaussian distribution \( x(t) \sim p(x(t), t) \approx N(\bar{x}(t); \Sigma(t)) \), where \( \bar{x} \) and \( \Sigma \) are the expected state estimate and co-variance, there is an analytical solution given by the direct application of the transformation to the expected state and co-variance. If any of the two conditions are not met, then the FPK equation needs to be solved, in which case this complicated partial differential equation is often approximated by means of Monte Carlo integration (cf. Metropolis (1987)), e.g. via SMC or MCMC techniques. Disregarding the assumption of a Gaussian state distribution leads to a re-definition of how the measurement information is introduced into the system. Kalman and Batch Least-Squares filters use the observed quantities to reduce the state co-variance and update the expected value (or state estimate). However, if the state distribution is allowed to take any realization, the update needs to be performed on the entire distribution.

### 3.2. Sequential Monte Carlo

SMC methods are referred to as Particle Filters when applied to filtering problems. The term particle stems from their approach to managing non-linear transformations of statistical distributions, i.e. approximating Eq. (10). Given an initial distribution, a statistically significant number of samples \( N \) are randomly drawn, approximating the initial pdf as a sampled distribution

\[
p(x) \approx p(x) = \sum_{i=1}^{N} \omega_i \delta(x - x_i),
\]

where \( \omega_i \) is the weight associated to sample \( x_i \), and \( \delta(\cdot) \) is the Dirac delta function. Each of these samples, or particles, is then propagated following the system dynamics so the non-linear transformation can be fully characterized at least in the statistical region of interest. This procedure results in an approximation of the a posteriori distribution of the state that converges to the true solution as the number of particles is increased, i.e. \( N \rightarrow \infty \). Conceptually, Particle Filters are appealing since at a higher computational cost, it is possible to perform an arbitrarily accurate non-linear propagation of the state uncertainty.

#### 3.2.1. Bootstrap particle filter

The combination of Sequential Importance Sampling and Resampling (SISR) conforms the Bootstrap Particle Filter (BPF), which is in fact the simplest realization of a capable SMC method for state estimation. Sequential importance sampling refers to the process of updating the sampled state distribution according to the information conveyed in the observation sequence. This update is reflected on the weight associated to each particle, so that at some point a given particle may have negligible weight, leading to the so-called particle depletion. The latter can be monitored by the Effective Sample Size

\[
\text{ESS} = \frac{1}{\sum_{i=1}^{N} \omega_{i}^2},
\]

which is a measure of the discrepancy between the weights of the sampled population and a uniform probability distribution (c.f. Martino et al. (2017)). ESS can take values in the range \([1, N]\), where the lower bound indicates there is a single particle with a unitary (normalized) weight and the upper bound corresponds to a uniform weight distribution. Therefore, the ESS is a measure of the particle weight variance, which should be maintained above certain magnitude in order to ensure the sampled population statistically represents the target distribution. This is usually achieved through the use of resampling. Sampling from an already sampled distribution results in a population with a lower weight variance, eliminating particles with smaller weights and duplicating those with higher probability. An example of this is given in step 5) of Algorithm 1, where \( N \) samples \( u_i \) are drawn from the uniform distribution \( U(0, 1) \). Particles with the corresponding subscript \( i \) are then replaced by those satisfying the inequality \( P_i(x_{k+1}|z_{1:k}) \leq u_i \leq P_j(x_{k+1}|z_{1:k}) \) under the subscript \( j \), where \( P_i(\cdot) \) is the cumulative sampled distribution as defined in step 4). Note after this resampling step all the particles are assigned equal weights as they have been drawn with equal probability.

Algorithm 1 summarizes the main steps required by the BPF scheme, which is particularly simple and intuitive from a statistical perspective. These type of filters usually require a significant number of particles \( N_{MC} \) to operate and, as such, they suffer from the curse of dimensionality.
(see Bengtsson et al. (2008)): the sample size is required to grow exponentially with the number of state variables to avoid collapse, which is expected to occur as \( \log(N_{\text{res}})/n \to 0 \). Applications to high-dimensional systems also feature faster particle depletion rates, so naive resampling techniques as the one in Algorithm 1 may lead to a population that is concentrated on a single particle for relatively low dynamical noise levels.

**Algorithm 1. Bootstrap Particle Filter**

| Initialization: sample \( N \) particles \( x_{0j} \) from \( p(x_0) \) with weights \( \omega_j = \frac{1}{N} \) for \( k > 1 \) |
|---|
| Importance Sampling |
| 1) Approximate \( p(x_k|z_{1:k-1}) \): |
| \( \omega_j^k = \omega_j^{k-1} \) \( x_j^k = f(x_{k-1}, w_i, t_k) \) |
| 2) Apply the measurement update to obtain \( p(x_k|z_{1:k}) \):
| \( \omega_j^k = \frac{\omega_j^k p(z_k|x_j^k)}{\sum_{i=1}^{N} \omega_i^k p(z_k|x_i^k)} \), \( x_j^k = x_{j,k} \) |
| Resampling |
| 3) Compute the Effective Sample Size:
| \( ESS = \frac{1}{\sum_{i=1}^{N} \omega_i^k} \) if \( ESS \leq ESS_{\text{min}} \) |
| 4) Compute the cumulative distribution of \( p_j(x_k|z_{1:k}) \):
| \( p_j(x_k|z_{1:k}) = \frac{1}{n} \sum_{i=1}^{N} \omega_j^k \) \( I(x) = \{ i : x_k \leq x \} \) |
| 5) Draw \( u_i \) from \( \mathcal{U}(0,1) \) and update the particles according to:
| \( \omega_j^k = \frac{1}{R} \), \( x_{j,k} = x_{j,k} \), \( p_j(x_j,k-1|z_{1:k}) \leq u_i \leq p_j(x_j,k|z_{1:k}) \) |

### 3.2.2. Regularized particle filter

To deal with the particle degeneracy problem, there exist multiple resampling procedures of diverse complexity. One of these is given by the regularized particle filter, in which the resampling process no longer consists in duplicating particles. The discrete particle population is regularized to adopt a continuous form. Each individual particle is assigned a kernel, usually a Gaussian function, with a given bandwidth \( h \). The population then takes the form of a KDE

\[
p_j(x) = \sum_{i=1}^{N} \omega_i \delta(x - x_i) \approx \frac{1}{Nh} \sum_{i=1}^{N} K\left( \frac{x-x_i}{h} \right),
\]

being \( K(\cdot) \) a non-negative window function, e.g. a Gaussian. Musso et al. (2001) discuss on the implementation of regularized particle filters and the design of the kernel estimator. The authors propose to use Gaussian kernels and set the bandwidth according to the sample covariance of the particle population and the dimension of the state space (cf. Silverman (2018)). This results in an adaptive tuning of the bandwidth, allowing for a more robust resampling step.

### 3.3. Markov Chain Monte Carlo

For some applications, there is not a clear definition of the underlying dynamical model, i.e the function \( f(\cdot) \) in Eq. (1) cannot be properly characterized. In fact, this is the approach followed for the maneuvering mode of the stochastic hybrid system defined in Eq. (1), as stated in Section 2.2. In these cases, an alternative procedure is given by Markov Chain Monte Carlo (MCMC) methods, which focus on the exploration of a target probability distribution function, disregarding the underlying physical processes. The aim of MCMC algorithms is to sample from the posterior distribution rather than actually solving the Bayesian inference problem. According to Bayes’ rule (cf. Bayes (1763)), the following assumption holds

\[
p(x_k|z_{1:k}) \propto p(z_k|x_k)p(x_k|z_{1:k-1}),
\]

meaning that the probability of the state \( x \) conditioned on the observation \( z \) is directly proportional to the likelihood of a given state realization \( p(z_k|x_k) \) multiplied by the probability of the state realization itself \( p(x_k|z_{1:k-1}) \).

Note that in this case the problem is not related to solving Eq. (10) since, in principle, we are not capable of approximating \( p(x_k|z_{1:k-1}) \) following physical process assumptions, i.e. \( f(\cdot) \) is not defined. Instead, one can elaborate an arbitrary prior, or proposal, distribution \( p(x_k|z_{1:k-1}) \) from which to generate samples that are then retained or discarded according to their likelihood. MCMC simulation consists in generating a sequence, or chain, of samples from such proposal distribution. As the length of the chain increases, the sampled distribution converges to the posterior distribution \( p(x_k|z_{1:k}) \).

#### 3.3.1. DiffeRential Evolution Adaptive Metropolis (DREAM)

The Metropolis–Hastings (MH) algorithm, first proposed in Hastings (1970), is one of the simplest and most used Markov Chain Monte Carlo methods. Given a prior jumping distribution \( \pi(x_k'|x) \) and an initial point \( x_0 \), candidate samples \( x_{k+1}' \) are subsequently drawn from the jumping distribution according to

\[
x_{k+1}' \sim \pi(x_{k+1}'|x_k).
\]

The likelihood ratio

\[
\pi = \frac{p(y|x_{k+1}')}{p(y|x_k)}
\]

is then compared to a random number \( u \sim \mathcal{U}(0,1) \) so that if \( \pi \geq u \) the candidate \( x_{k+1} = x_{k+1}' \) is accepted, otherwise
\( x_{k+1} = x_k \). As the number of samples increases, their distribution converges to the desired posterior \( p(x|y) \). This is due to the fact that samples are drawn from a jumping distribution, simulating a random walk whose movements are dictated by the ratio of likelihoods. The only tunable parameter within this method is the design of the jumping distribution, which in the most naive approximation may be a Gaussian centered on \( x_k \) featuring a user-defined covariance matrix.

There exist multiple alternatives for the definition of the jumping distribution in the MH scheme, tailored to different types of inference problems and target distributions. Among these, one can find the DREAM algorithm, developed by Vrugt et al. (2009). DREAM is a multi-chain algorithm, meaning that multiple \( x_k \) are updated in parallel to improve convergence and efficiency, especially when exploring multi-modal distributions. Moreover, the parameters of the jumping distribution are dynamically adapted to avoid sampling from outside of the posterior support. Successful applications of the DREAM algorithm can be found in the works by Minasny et al. (2011) and Lu et al. (2017), where Bayesian inference and parameter uncertainty analyses are applied to complex environmental problems.

4. Maneuver hypothesis generation

This section discusses the generation of maneuver hypotheses, which is analogous to characterizing the posterior state distribution \( p(x_k|z_k, m_k = 1) \) when the maneuvering mode is active in the interval \( t_{k-1:k} \). Exploration of this distribution is performed by means of MCMC techniques, for which the prior is uniformly distributed and bounded by the admissible control region developed in Section 4.2. Based on the belief of fuel optimal transfers, an approximation for the posterior can be written as

\[
p'(x_k|z_k, m_k = 1) \propto p(z_k|x_k) \times \exp(-\kappa P(x_k)),
\]

where \( \kappa \) is a constant parameter and \( P(x_k) \) is the control distance metric defined in Section 4.1. The parameter \( \kappa \) controls the relative importance of the control cost compared to the measurement likelihood \( p(z_k|x_k) \), so it can be set a priori, e.g. based on the control distance corresponding to the centroid of the admissible control region \( P(x^*) \) defined in Section 4.2.1.

Another option is to use previously characterized maneuvers (patterns of life) to approximate the posterior state distribution in the event of a maneuver, i.e.

\[
p''(x_k|z_k, m_k = 0) \propto p(z_k|x_k) \times \kappa_b \mathcal{M}(x_k, t_k).
\]

\( \mathcal{M}(x_k, t_k) \) in Eq. 18 is a KDE that contains statistics of the maneuver sequence prior to \( t_k \), and \( \kappa_b \) is a constant used to control the relative importance of both contributions. These statistics are derived from the relative variation in mean orbital elements implied by the maneuver, as well as the pre-maneuver orbital parameters, as discussed in Section 4.3.

Maneuver hypotheses are generated whenever the likelihood of an incoming track \( p(z_k|x_k) \leq p_{\text{th}} \) falls below a certain threshold, and they are processed in parallel by means of a regularized particle filter. Whenever the Maximum Likelihood Estimate (MLE) corresponding to certain maneuver hypothesis features a sufficiently low measurement likelihood, such hypothesis is pruned and so its assigned particles are eliminated from the sampled distribution representing the state of the target. At some point, the surviving maneuver hypothesis is required to replace the ballistic hypothesis so the filter can detect future maneuvers autonomously. To this end, we keep track of the measurement likelihood of each individual maneuver hypothesis \( r \) up to time \( t_k \) as

\[
\mathcal{L}(r) = \sum_{j=1}^{k} \phi^{k-j} p_j(z|x_k),
\]

where \( \phi \approx 0.95 \) is a fading memory factor used to favour more recent tracks. The active ballistic hypothesis at \( t_k \) is then indicated by the maximum \( \mathcal{L}(r) \), providing a prior orbit to be used in the generation of subsequent maneuver hypotheses.

4.1. Control distance metric

We aim to develop an inexpensive metric to characterize the admissible control region as defined in Section 4.2, which can also be used in MCMC methods in the form of a log-likelihood. Former definitions of a control distance metric applied to maneuvering space objects can be found in the works by Holzinger et al. (2012) and Lubeck (2015), which require to determine the solution to an optimal control problem. Therein, the authors emphasize on the scarcity of data for the particular problem of maneuver detection in optical surveys. In the presence of long re-observation times and hidden (unobserved) states, it is convenient to derive a computationally efficient control distance metric that can be used e.g. in statistical sampling methods without significantly increasing the computational cost.

Through a careful simplification of the dynamical model, it is possible to derive metrics that provide a sufficiently close estimation of the control effort required to acquire the post-maneuver orbit from the pre-maneuver one. To this end, we propose to approximate maneuvers as instantaneous velocity changes, or impulsive burns. Let the position and velocity vectors, expressed in Modified Equinoctial Elements, be governed by the set of first order differential equations given in the work by Walker et al. (1985), Eq. (9). Hereunder, we will refer to such system of equations as

\[
\frac{dv}{dt} = A(\omega, t)a_p + b(\omega, t),
\]

where the linear dependency of the state derivatives on the perturbing accelerations \( a_p \) has been made explicit for con-
in which $A'$ is the augmented sensitivity matrix of Eq. (23), i.e.

$$A' = \begin{pmatrix} A(a^1_0, L_1) & A(a^1_f, L_2) \end{pmatrix}.$$  \hfill (26)

Despite the solution given by Eq. (25) simply requires a matrix inversion, the following constrained non-linear optimization problem needs to be solved to determine the optimum pair of true longitudes $(L_1, L_2)$

Minimize $J = \Delta V^T \Delta V_{\text{tot}} + c_1 (\Delta \alpha_i - \Delta \alpha_i')^T (\Delta \alpha_i - \Delta \alpha_i')$

subject to: $L_0 \leq L_1 \leq L_2 \leq L_f$  \hfill (27)

Compared to the control distance metric proposed by Holzinger et al. (2012), the size of the Non-Linear Programming (NLP) problem is dramatically reduced in this case. A practical approach to solve the optimization in Eq. (27) may consider the use of a gradient descent method, which can be applied to an appropriate set of initial conditions to improve convergence to a global minimum.

Finally, the definition of the control distance metric $P$ reads

$$P = ||\Delta V^1|| + ||\Delta V^2||,$$  \hfill (28)

where $|| \cdot ||$ is used to indicate the Euclidean norm of a vector, and $(\Delta V^1, \Delta V^2)$ are the first and second burns that stem from evaluating Eq. (25) at the optimum set of true longitudes $(L_1^*, L_2^*)$. The metric $P$ has therefore units of velocity, as it is the result of solving the fuel optimal two-burn transfer between two Keplerian orbits under certain linear approximations.

4.2. Admissible control region

In order to apply MCMC methods to estimate the state transition in maneuvering intervals, it is convenient to define proper bounds for a prior distribution of the state. In the following, we take advantage of the work by DeMars et al. (2012), who propose a revisit of the admissible region developed by Milani et al. (2004) tailored to the needs of Resident Space Object cataloging. Therein, bounds for the expected range and range-rate values $(\rho, \dot{\rho})$ are developed based on different orbital regimes. This is, given an observation in the attributable format $(x, \delta, \dot{x}, \dot{\delta})$, the position and velocity of a target object is completely defined by the position and velocity of the observing site $(r_s, \dot{r}_s)$ and the range and range-rate $(\rho, \dot{\rho})$ according to the expressions in Eqs. 7.8.

It is then possible to define bounds on the range and range-rate given admissible sets for the semi-major axis $a$ and eccentricity $e$. This method is applicable to the association of two observations, where there is not a clear definition of the orbital state of the observed object. In the case of maneuver detection, the association problem is defined between a clearly established orbit (of a cataloged object) and a hypothetical post-maneuver observation. Direct
application of the constrained admissible region as defined by DeMars et al. (2012) can be used to reduce the search space for post-maneuver state estimation, but does not consider the underlying physical process undergone by the object.

Hereunder, we embrace an alternative definition, termed the admissible control region, in which the space accessible to the object is not bound in terms of semi-major axis and eccentricity, but based on the control effort required to reach certain range and range-rate values. A similar approach has already been explored by Serra et al. (2021), who propose a convexification of the admissible region based on a control-related energy metric. Still, bounds for the accessible space are given in terms of the maximum variation in this energy metric, largely based on the former control distance metric by Lubey (2015). These bounds are then translated into maximum and minimum semi-major axis and eccentricity values, thus disregarding the relative geometry of the initial and final orbits in terms of angular distance. This approach is beneficial from the association standpoint as there is no need to solve a NLP problem to accept or reject the maneuver hypothesis in a preliminary step.

The interest of the present work is not to tackle the maneuver detection and data association considering multiple-targets as in Serra et al. (2021), but to emphasize on the single-target case. Thereafter, we propose a target-based admissible control region

\[ C(x) = \{ x : h(x) = z, P(x) \leq P_{adm} \} \tag{29} \]

in which an admissible set for the post-maneuver range and range-rate is determined in terms of a maximum expected control effort \( P_{adm} \). Attending to the topology of the control distance metric derived in Section 4.1, upper and lower bounds for the range and range-rate are elaborated.

### 4.2.1. Centroid of the admissible region

In contrast to the former definition of the admissible region, which yields a symmetric set in the range-rate space, our proposal requires a starting point. This point can be thought of as the centroid of the admissible set. An approximation to the latter may be given by the state compliant with an attributable that is closest to the pre-maneuver orbit \( x_0 \), in terms of the metric \( P \), and is defined as

\[ x^{opt} = \{ x : h(x) = z, \text{argmin}_x P(x) \}. \tag{30} \]

The determination of this point involves solving an optimization problem over the range and range-rate in order to find the global minimum of the control distance metric. Note, in general, such point may not provide an accurate estimate of the true post-maneuver state since the actual purpose of a maneuver is to acquire a final orbit; not an optical track. Thereafter, and in the interest of computational efficiency, we propose to use an approximation to this global minimum \( x^* \approx x^{opt} \) solely based on geometrical considerations. It is, in essence, a valid initial guess to be used in the former optimization problem. Fig. 2 illustrates the definition of \( x^* \), which can also be expressed as

\[ x^* = \left\{ x(i, \theta) : \frac{\partial}{\partial (i, \theta)} \left( (z - h(x))^T (z - h(x)) \right) = 0 \right\}, \tag{31} \]

being \( i \) and \( \theta \) the inclination and true anomaly of the orbit, respectively. This centroid is a low-dimensional transformation of the pre-maneuver orbit, involving the minimum number of orbital parameters required to match the observation.

Fig. 3 compares the post-maneuver estimation accuracy for the optimal state in terms of the control distance metric \( x^{opt} \) and the proposed centroid \( x^* \) for two different maneuver types. Albeit small, the fuel optimal estimate shows an increase in accuracy when estimating east–west maneuvers since they usually imply changes in semi-major axis and/or eccentricity. These are not accounted for in the definition

---

**Fig. 2.** Geometrical definition of the centroid \( x^* \) in terms of the pre-maneuver orbit \( x_0 \) and the observables \( z \equiv [w, w] \).

**Fig. 3.** Range and range rate differences with respect to the true post-maneuver state (0, 0) for a set of east–west (top) and north–south (bottom) maneuvers.
of the centroid, and so errors in range and range rate are mostly due to variations in those orbital parameters. On the contrary, the estimate given by the centroid for north–south maneuvers is significantly closer to the true post-maneuver state than that of \( \mathbf{x}^{\text{opt}} \). The latter supports the fact that a fuel optimal transfer from an initial orbit to a single optical observation does not necessarily provide a good estimate. In this case, since out-of-plane maneuvers require higher impulses than in-plane ones, \( \mathbf{x}^{\text{opt}} \) overestimates the relative change in semi-major axis and eccentricity, with the aim of minimizing the required inclination change to match the observation. Based on this analysis, approximating the centroid of the admissible region as \( \mathbf{x}^{\text{*}} \) seems a good trade off between computational efficiency and accuracy, and it is indeed compliant with an orbit preserving assumption, in the sense that one only expects phasing (\( \Delta \theta \)) and inclination (\( \Delta \iota \)) change maneuvers.

### 4.2.2. Admissible region topology

An analysis of the behavior of the control distance metric in the \( \rho-\dot{\rho} \) space is required in order to define proper bounds for the admissible control region. In general, one can define these bounds in the form of an upper energy level, as suggested in Eq. (29). Therein, the maximum admissible control effort \( P_{\text{adm}} \) may be defined in absolute and relative terms as

\[
P_{\text{adm}} = \min(P_{\text{max}}, \max(P_{\text{min}}, k_P P(\mathbf{x}^{\text{*}})))
\]

This allows to reduce the search space when observations are close to the pre-maneuver orbit, through \( k_P \) and \( P_{\text{min}} \), but also when \( P(\mathbf{x}^{\text{*}}) \) approaches \( P_{\text{max}} \). More complex thresholding functions can be elaborated, yet the simplistic approach given by Eq. (32) provides reasonable bounds at a modest tuning effort.

Fig. 4 depicts the behavior of the control distance metric \( P \) in the range and range-rate space for two different maneuvers, centered at \( \mathbf{x}^{\text{*}} \). It can be seen that \( \mathbf{x}^{\text{*}} \) provides a good approximation to the centroid of the admissible region in both cases, and it is found to be close to the optimum in terms of control distance defined in Eq. (30). The topology of the control metric \( P \) exhibits a non-smooth behavior between local valleys, potentially hindering the application of gradient-based methods for determining \( \mathbf{x}^{\text{opt}} \). This behavior is thought to be related with the assumptions made in the definition of the control metric \( P \), especially the one in Eq. (21).

The centroid \( \mathbf{x}^{\text{*}} \) is uniquely defined in the unobservable range and range-rate space by \( (\rho^{\text{*}}, \dot{\rho}^{\text{*}}) \), since the observed magnitudes are expected to match the measurements. In order to approximate the complicated outer boundaries of the admissible control region, depicted in Fig. 4, one can define certain search directions in the unobservable space along which to determine the intersections with \( P_{\text{adm}} \). For the two cases shown, a polytopic approximation may provide accurate results given a proper selection of search directions. Accordingly, the authors propose to approximate the admissible control region as an orthotope with search lines parallel to the range and range-rate axes and passing through the centroid \( \mathbf{x}^{\text{*}} \), in the form of an axis-aligned minimum bounding box. Moreover, the orthotope that numerically represents the admissible control region is extended in the observable space by 3-\( \sigma \) bounds along each dimension to accommodate measurement uncertainty.

An example of such polytopic approximation can be consulted in Fig. 5, where the admissible control region is depicted in topocentric spherical coordinates for an east–west maneuver. Therein, two-dimensional maps of the control metric are shown for all the possible combinations of states, centered at \( \mathbf{x}^{\text{*}} \). The distribution of \( P \) within the \( \Delta x-\Delta \delta \) admissible space is nearly isotropic, showing control metric values close to the minimum, thus indicating that the boundaries implied by the measurement uncertainty are much lower that those given by the maximum expected control effort. On the contrary, the behavior of \( P \) in the \( \Delta \rho - \Delta \omega \)
plane feature higher gradients that eventually result in a over-estimation of the admissible control region if the expected measurement noise is used (determined according to Maruskin et al. (2009), Eq. 8). The majority of projections show a single global minimum with iso-$P$ lines that are either concentric or parallel to one of the axes. That is not the case for the $q$-$\dot{a}$ plane, showing multiple local minima and some correlation between the range and the right ascension rate. The assumption $x^\text{opt} \approx x^*$ seems to hold or at least $x^*$ appears to be closer to $x^\text{opt}$ than the true post-maneuver state. Approximating $C(x)$ as an orthotope following an axis-aligned box may result in an overestimation of the space accessible in terms of $P$, as indicated by the white regions outside the dotted line boundaries of Fig. 5. Nonetheless, it provides an extremely efficient computation of the expected region wherein to search for the
post-maneuver state, which is desirable since $C(x)$ must be
determined individually for any post-maneuver observa-
tion. In fact, a more precise definition of the boundaries
would not yield any increase in estimation accuracy since
every candidate point within the admissible region is
weighted according to its associated control distance.

4.3. Heuristic characterization

It is common practice to approach the maneuver detec-
tion and estimation problem using the maneuver history or
patterns of life, see for instance Siminski et al. (2017, 2016,
2018). These works propose the use of heuristic methods,
based on a statistical characterization of the maneuver history
and ML techniques. In general, spacecraft maneuver
to be kept inside a specific orbital slot, usually referred to
as station-keeping. Dynamical perturbations acting on
the spacecraft motion are typically well-characterized, so
that the various station-keeping maneuvering modes are
already devised at the mission design stage. These usually
feature certain temporal frequency and similar control
magnitudes, with the aim of simplifying the operational
workload. Thereafter, application of heuristics and ML
methods seems suitable to this scenario, and has seen suc-
cessful implementations in the previously cited works.

The proposal herein suggested is largely based on the
work by Siminski et al. (2017), in which maneuvers are
characterized in terms of relative variations in certain orbi-
tal elements $\tilde{\xi} = [\Delta a \Delta e \Delta \Omega]^T$. As discussed in Section 3
state space filtering is performed sequentially by means of
a regularized particle filter. Post-maneuver observations
trigger the generation of maneuver hypotheses, which are
tested for correlation with subsequent tracks. At some
point, there is a single hypothesis or group of equivalent
hypotheses that survive, and then the filter is assumed to
have converged in terms of state (and mode) estimation
accuracy, i.e. there is a change in the active ballistic
hypothesis indicated by $L(r)$. It is not until such conver-
genence is detected that the regularized particle filter is run
in reverse mode (Lindsten and Schönh (2013)), and the last
(earliest) observation that associates with the surviving
hypothesis is deemed the first post-maneuver track. Imme-
diate pre- and post-maneuver orbits are then compared in
terms of the relative variation in orbital elements. Note
that statistics are readily obtained from this comparison
since the pre- and post-maneuver states are given in the
form of sampled distributions. Detected maneuvers are
thus represented by a KDE $M(x_i, t_k)$ that is continuously
updated with every $\tilde{\xi}_k = \mathbb{E}[\xi_k]$ and $\Sigma_k = \text{Cov}[\xi_k]$ as

$$M(x_i, t_k) = \frac{1}{n_M} \sum_{j=1}^{n_M} \exp \left\{ -\frac{1}{2} (\tilde{\xi}_j - \tilde{\xi}_k)^T \Sigma_k (\tilde{\xi}_j - \tilde{\xi}_k) \right\},$$

being $n_M$ the number of detected maneuvers up to time $t_k$,
and $n_i$ the dimensionality of the feature vector $\xi$. In this
case we have adopted a multivariate normal kernel estima-
tor due to its simplicity, but there are other alternatives
based on e.g. automatic bandwidth selection (see Wand
and Jones (1994)).

The techniques discussed in Section 3.3 are used to
explore the post-maneuver state distribution conditioned
on both the incoming observations and the maneuver his-
tory, i.e. sample from $p(x_k|z_k, M(x_k, t_k))$. In doing this,
samples generated from the admissible control region
$C(x)$ are evaluated in terms of $[\Delta a \Delta e \Delta \Omega]$, and this relative
change is compared against the KDE containing the
information related to previously characterized maneuvers.
Thereafter, changes in orbital elements that are compliant
with previous maneuvers are favoured, potentially leading to
a more precise post-maneuver state recovery in the pres-
ence of a repetitive maneuver plan.

5. Results and comparison

5.1. Performance metrics

Two different metrics have been devised to characterize the
response of the algorithm in terms of accuracy and con-
sistency. While the former is directly affected by the signal
to noise ratio, a statistically consistent (unbiased) filter
should be able to adjust its considered uncertainty in order
to deliver unbiased estimates.

The objective of the proposed filtering scheme is to
jointly solve the maneuver detection and tracking problem.
Thereafter, emphasis should be in the post-maneuver state
estimation and so the root-mean-square error with respect
to the true post-maneuver state $x^+$ is given as a function of
the number of tracks elapsed after each maneuver, $n_T$, as
defined in Eq. (34). Therein, $m$ is the active mode intro-
duced in Eq. (9) and $\mathbb{1}_1 = [1 \ 0 \ldots \ 0]$ is the indicator func-
tion with dimension $n_T$.

$$\text{RMSE}_k(n_T) = \sqrt{\frac{1}{N_i} \sum_{i=1}^{N_i} (x_i^+ - x_k^+)^2}, \quad \forall i : m_{t_k} = \mathbb{1}_1$$

Besides, with the aim of providing a means to analyze the
uncertainty realism, or statistical consistency of the filter,
the Posterior Cramér Rao Bound (PCRB) is used as pro-
posed in Tichavsky et al. (1998). The PCRB is an analogy of
the Cramér Rao Lower Bound (CRLB) (see Rao (1992))
when applied to the estimation process of random param-
eters. The PCRB can be regarded as a lower bound for the
variance of any unbiased estimator, and is given by the
inverse of Fisher’s information matrix

$$\mathcal{J}_{ij} = -\mathbb{E} \left\{ \frac{\partial^2 \log p(x, z)}{\partial x_i \partial x_j} \right\}.$$  

A recursive derivation of the Fisher information matrix, $\mathcal{J}$,
for the particular case of Gaussian process and measure-
ment noise $g(\cdot)\mu_k, q(\cdot)\gamma_k$ with co-variance $Q_k$ and $R_k$,
is given by Eq. (36) for the non-linear discrete stochastic pro-
cess described in Eqs. (1) and (3). The expectation operators in Eqs. (38)–(40) are approximated by means of Monte Carlo averages if the dynamical and measurement models are, in general, non-linear.

\[
J_{k+1} = D_{k}^{22} - D_{k}^{11}\left(J_{k} + D_{k}^{11}\right)^{-1}D_{k}^{12}
\]

\[
J_{0/0} = -E\left\{\frac{\partial \log p(x_0)}{\partial x_0}\right\}
\]

\[
D_{k}^{11} = E\left\{\left[\nabla x_k f^T(x_k)\right]Q^{-1}_k\left[\nabla x_k f^T(x_k)\right]^T\right\}
\]

\[
D_{k}^{12} = -E\{\nabla x_k f(x_k)^T\}Q^{-1}_k \quad \text{D}_{k}^{21} = [D_{k}^{12}]^T
\]

\[
D_{k}^{22} = Q^{-1}_k + E\left\{\left[\nabla x_{k+1} h^T(x_{k+1})\right]R_k^{-1}\left[\nabla x_{k+1} h^T(x_{k+1})\right]^T\right\}
\]

Note this derivation is only valid for the particular case of known active mode \(m_0 = \emptyset\). In order to simplify the approach followed to compute the PCRB, 1) the active mode between subsequent observations will be considered known, and 2) the dynamical process noise \(Q_k\) when \(m_k = 1\) will be assumed equal to the co-variance of the distribution \(p(x_k|z_k, M(x_k, T))\), with \(M(x_k, T)\) a KDE representing the entire set of true maneuvers characterized as described in Section 4.3.

Orbital uncertainty evolution in Cartesian co-ordinates presents a highly non-linear behavior, unlike parametric representations such as classical orbital elements or Modified Equinoctial Elements (MEE), among others (cf. Woodburn and Coppola (2014)). Thereafter, uncertainty is to be characterized in MEE and compared to the aforementioned PCRB to test the statistical efficiency of the proposed filter.

In this regard, we can construct a distance metric analogous to the Mahalanobis distance (see Mahalanobis (1936))

\[
d_k^2 = (x_k - \hat{x}_k)^T C (x_k - \hat{x}_k),
\]

where \(\hat{x}_k\) is the reference or ground truth value for the state estimate and \(C = \{J_k, \Sigma_k\}^{-1}\) may be the PCRB or the co-variance matrix of the estimates. The above distance \(d^2 \sim \chi^2(n_k)\) follows a chi-square distribution provided the random vector \(x\) is normally distributed. An unbiased and statistically efficient method would comply with the latter for \(C = J_k\), whereas a consistent uncertainty characterization would feature \(d^2 \sim \chi^2(n)\) for \(C = \Sigma_k^{-1}\). If the distribution of the estimation error distance \(d^2\) features a lower skewness than \(\chi^2(n)\), then the uncertainty is overestimated and the filter can be considered pessimistic. On the contrary, a higher skewness is an indicative of an underestimated uncertainty (optimistic filter) and possibly a biased estimation.

5.2. Benchmarking methods

Various filter implementations have been evaluated in order to analyze the performance and improvements of the proposal over a standard operational approach. The differences between these methods are mainly related to the filtering scheme, maneuver detection and post-maneuver state estimation, so environmental modelling and measurement association remain the same.

With regard to the former, the dynamical model used for state estimation have the following characteristics:

- Non-spherical Earth of degree and order 10.
- Third-body perturbations of Sun and Moon.
- Cannonball model for the Solar Radiation Pressure (SRP) with a conical solar and lunar eclipse model, using fraction of illumination for penumbra regions.

Measurement association is dictated by the Mahalanobis distance from the state to the observation

\[
d_k^2 = (z_k - h(x_k))^T R_k^{-1} (z_k - h(x_k)),
\]

which is assumed to follow a \(\chi^2\) distribution with 4 degrees of freedom. The no-maneuver association threshold, \(P_{th}\) is defined as the 3-\(\sigma\) gate of the aforementioned distribution for the current study. Post-maneuver association is subject to a threshold set on the maximum expected control effort, so that if the expected value of the post-maneuver state is farther in terms of \(P\), i.e. \(P \geq P_{max}\), then the track remains uncorrelated. This maximum expected control effort is highly related with the definition of the admissible control region \(C(x)\), whose outer boundaries are set according to the following thresholds: \(P_{max} = 10\) m/s, \(I_{min} = 1\) m/s and \(k_p = 3\).

The baseline method, assumed an operational standard, consists in a moving horizon estimator (hereafter MHE) that considers up to 6 subsequent tracks. Measurement association and maneuver detection is based on the aforementioned thresholds, also considering the admissible region defined using the developed control distance metric. Post-maneuver state estimation is conditioned on the sequence of observations after the detected maneuver (no-association), and the loss function is augmented to include the control distance \(P\) to the previous orbit, so that the post maneuver estimate corresponds to \(x^{opt}\). As a benchmarking option, the same moving horizon estimator is used, but this time considering the true maneuver sequence in spite of detecting a maneuver in terms of the Mahalanobis distance between the track and the ballistic trajectory. The latter method is termed MHE II, and is assumed to deliver the best estimate in a Bayesian sense when no heuristic or a priori maneuver information is included.

The proposed method consists in a regularized particle filter with a variable population size, wherein multiple maneuver hypotheses may be active. Each of these maneuver hypotheses is associated a fixed number of particles, \(N_H = 1000\), which are individually tested for association. A former implementation, termed SHF, discards the use (and automatic generation) of heuristics, therefore solely relying on the control distance metric to approximate
maneuvers. The complete proposal is realized through SHF II, where heuristics are automatically generated based on detected maneuvers (in a feedback loop), in principle using all the available information in the estimation process through an alternative sampling conditioned on previous maneuvers.

5.3. Synthetic measurements

A simulation is carried out for a Geostationary Earth Orbit spacecraft performing station-keeping maneuvers, and the test scenario is defined as follows:

- **Subject:** Geostationary Earth Orbit Spacecraft equipped with chemical propulsion. Its assigned orbital slot comprises a mean longitude band \( \ell = -4.8 \pm 0.2^\circ \) and an inclination band \( i = 2 \pm 0.05^\circ \). The object is simulated for a total duration of 401 days (03/09–05/10) using a dynamical model including the following perturbations:
  - Non-spherical Earth of degree and order 70.
  - Third-body perturbations of Sun, Moon and Planets (including Pluto).
  - Cannonball model for the Solar Radiation Pressure with a conical solar and lunar eclipse model, using fraction of illumination for penumbra regions.
  - Dynamical noise is introduced in the SRP coefficient \( B \) in the form of random Poisson temporal variations with parameter \( \lambda = 7 \) days and magnitude \( \Delta B \sim \mathcal{N}(0, 10^{-2}) \).
  - Solid Earth and ocean tides.
  - General Relativity.

- **Optical Sensor Network:** two optical ground telescopes located at Zimmerwald (AIUB Zimmerwald’s Observatory) and Tenerife (ESA Optical Ground Station). The optical survey presents the following characteristics:
  - Elevation mask of 20°.
  - Solar phase angle between 0° and 90°.
  - Angular distance to Earth shadow \( \theta > 0^\circ \).
  - Observation model for both right ascension \( \alpha \) and declination \( \delta \) featuring a zero-mean Gaussian noise with standard deviation \( \sigma_{\alpha,\delta} = 1'' \).
  - Mean re-observation time of two days for each individual sensor.
  - Track length \( T \sim \mathcal{U}(2, 10) \) min.
  - Tracks are reduced to the Attributable format by performing a linear regression with respect to the mean epoch.
  - Observation covariance is determined according to the time span and number of observations of a given track as suggested in Maruskin et al. (2009), Eq. (8), for a second order fit on the sequence of \( \alpha-\delta \) pairs.

A total number of 20 detectable maneuvers, consisting of 29 detectable burns, are distributed along 401 days and 362 tracks. 5 of them are single-burn NSSK, while the total number of (double-burn) EWSK is 16. Note that for these maneuvers (and burns) to be detectable an observation needs to be obtained between them, otherwise two or even three burns may be collapsed into one distinguishable orbit update. Table 1 gathers the results for two alternative methods: the moving horizon estimator (MHE) and the proposed combined optimal-heuristic hybrid filter (SHF II). The latter has shown more accurate in detecting maneuvers (and burns) at the correct epoch, being able to properly identify all detectable maneuvers and an additional burn. The MHE filter is also capable of identifying all the detectable maneuvers but four of them are detected with a delay of one observation. Nonetheless, the higher sensitivity of SHF II triggered two false detections. Both are found to be caused by an overestimation of the eccentricity, which leads to a bad characterization of the mean longitude for an EWSK maneuver and a lower estimated inclination in the case of a NSSK maneuver. On the contrary, since the MHE is capable of performing significant orbit updates, no false detections have been reported.

The latter comes at the expense of a poor state estimation performance, as indicated by the sequential estimation error for the maneuver sequence shown in Fig. 6. Therein, MHE, MHE II and even the (uninformed) SHF present difficulties at recovering the orbit after a maneuver. It is not only that the state estimation error at the first post-maneuver observation is relatively high (of the order of 10 km and 1 m/s), but also two to three additional observations are usually required in order to keep the error within the variance bounds indicated by the PCRB. The proposed method, SHF II, still presents some estimation errors greater than the PCRB but is capable of rapidly converging to the true orbit as observations arrive. This faster convergence is attributed to the lower magnitude of the initial post-maneuver state error, in the order of 1 km and 0.5 m/s.

**Table 1**

Maneuver detection performance for the moving horizon estimator and the stochastic hybrid filter. The total number of detectable maneuvers is 20, whereas the number of detectable burns is 29 since EWSK require two burns and some observations are obtained between them.

| Maneuvers (Burns) | Correct | Delayed | False |
|-------------------|---------|---------|-------|
| MHE               | 16 (16) | 4 (4)   | 0 (0) |
| SHF II            | 20 (21) | 0 (0)   | 2 (2) |
the peak of the theoretical distribution, indicating a higher level of accuracy. Filter consistency is indicated by the orange bars, and can be inferred from the $d^2$ distance pdf when the estimated filter co-variance $\Sigma_k$ is used. The moving horizon estimator presents a higher skewness, so that the co-variance estimate is even lower than the PCRB. Thereafter, MHE II provides optimistic estimates as information regarding maneuvers is not included in the estimation process: the filter determines the optimal state based on minimizing the observation residuals and the co-variance is determined based on such residuals. The proposed filter, on the contrary, produces consistent state estimates since its estimated co-variance is in line with the estimation error.

Regarding the expected estimation performance of the different filters, Fig. 8 shows the Root Mean Square Error (RMSE) as a function of the number of tracks elapsed after every maneuver. Note the estimation error for early post-maneuver tracks is of the order of 10 km in some cases, potentially leading to a wrong track correlation and suggesting an extension of the method to multiple maneuvering targets. The scenario is similar to what was already inferred from Fig. 6: MHE and MHE II show a higher initial error and slower convergence than the proposed method. A possible explanation may be the presence of multiple local minima; or even a global minimum that does not necessarily correspond to the true final orbit. As the number of post-maneuver tracks increases, these local minima collapse to the solution. The proposed filter partially mitigates this problem by 1) considering multiple hypotheses, and 2) introducing prior information to explore solutions that are neither global nor local minima. The former, as shown for SHF, seems to provide a more accurate state characterization from two to five post-maneuver tracks, despite the initial error being similar to that of both MHE implementations. Including heuristics has shown to be beneficial in approximating post maneuver orbits as regions that show no relevant features a priori, are explored as indicated by the patterns of life of the target object.

These patterns of life are summarized in Fig. 9. Therein, the actual (detectable) maneuvers performed by the object are compared to the maneuvers identified and characterized by the proposed method. It can be seen that every detectable maneuver is placed within a co-variance (blue) ellipse, which coincides with the number of correctly detected maneuvers reported in Table 1. Note that not all maneuvers are characterized with similar confidence levels, as indicated by the size of the 3-$\sigma$ co-variance bounds. In particular, there are two NSSK characterizations that show a significant standard deviation in the eccentricity when compared to the rest. One of these is directly related with a false maneuver detection, in particular the one on the top-right corner of the $\ell^2$ vs $i^2$ plot shown in Fig. 9. This behavior is attributed to the lower control cost related to variations in eccentricity: orbits with higher eccentricity and lower inclination are compliant with the same tracks than higher inclination, more circular ones (if not observed at the antinodes) under certain observability conditions. Regarding EWSK maneuvers, the characterized changes in eccentricity seem to be consistent across all maneuvers, but that is not the case for the semi-major axis. The estimated $\Delta a$ values, especially those $\Delta a > 0$ present a significant standard deviation, of the order of 1.3 km. Due to the positioning of the optical telescopes and the special characteristics of the GEO region, information regarding the semi-major axis is mostly conveyed in the time stamp of...
the observations. It is not until there is a sufficient temporal separation between tracks that the uncertainty in semi-major axis, and also eccentricity, can be reduced to acceptable levels. Accordingly, with the aim of improving the characterization of detected maneuvers, it is recommended to further reduce the uncertainty of the state estimates through a careful smoothing recursion.

In terms of computational cost, the proposed method incurs in a threefold increase with respect to the more efficient moving horizon estimator (see Table 2). This is partially due to the use of a regularized particle filter, which requires propagating a considerable number of state realizations \( \sim 10^4 \). A trade-off between uncertainty estimation accuracy and computational time may drive the use of, e.g. Gaussian Mixture Filters as in Li et al. (2016). Nonetheless, the intention of the current work is to provide a baseline

![Fig. 8. Online position and velocity Root Mean Square Error as a function of elapsed tracks after each maneuver. The true (and not detected) maneuver sequence is used as a reference. Note the results are averaged over a total of 20 maneuvers, yet the cardinality decreases with higher number of elapsed tracks.](image)

![Fig. 9. Maneuver characterization in terms of relative change in orbital elements (left) and pre-maneuver inclination and mean longitude (right). Blue ellipses are 3-\( \sigma \) co-variance contours for the characterized maneuvers, while black dots correspond to true maneuvers.](image)

| Method | MHE | MHE II | SHF | SHF II |
|--------|-----|--------|-----|--------|
| Comp. Time [hrs.] | 2.7 | 3.5 | 8.7 | 10.7 |
for the statistical characterization of the state of a maneuvering object and so mode clustering methods as those required in Gaussian Mixture Filtering are dropped in favour of a more general statistical approximation, still at a higher computational cost.

6. Summary and conclusions

A novel approach for the maneuver detection and tracking of space objects has been presented, relying on a stochastic hybrid systems formulation. Due to the scarcity of data inherent to optical space survey scenarios, estimation of the control input in the maneuvering mode is overseen in favour of a post-maneuver state estimation. The definition of an admissible control region based on a novel and efficient control distance metric has proved to be helpful in characterizing the set of feasible maneuvers performed by a target object between two subsequent tracks. Maneuver hypotheses are elaborated based on the control cost and the maneuver history, hence resulting in a combined optimal-heuristic approach. State space filtering is solved via a Regularized Particle Filter implementation, enhanced by a Markov Chain Monte Carlo characterization of post-maneuver state hypotheses.

Results are obtained for synthetic data, and comparisons are drawn against a moving horizon estimator. The proposed framework shows promising performances in post-maneuver tracking and maneuver detection accuracy, being suitable for online maneuver detection and data association purposes. The latter seem to be partially aided by the combined use of optimal control and maneuver heuristics, which helps in 1) identifying non-observable maneuvers, and 2) limiting the uncertainty in the presence of high control cost orbit updates. Moreover, success in the automation of maneuver detection and post-maneuver state estimation yields a proper characterization of the patterns of life, ultimately resulting in an increased predictability of the state of the population of active space objects.

The test scenario is representative in an operational context in terms of measurement uncertainty and environmental modeling, and so it is expected to perform similarly in an operational environment. A trade-off between computational cost and estimation accuracy may drive the use of a less demanding state space filtering technique, e.g. Gaussian Mixture Filtering, yet a careful implementation of the proposed method can enable online tracking of several targets. Certain modifications are required to adapt the methodology to multiple maneuvering target tracking, which could be based on a combination of state of the art data association methods and the proposed admissible control region. A thorough study on the different strategies that can be used to generate and apply heuristics may improve the maneuver detection and post-maneuver state estimation performances, especially if they are set according to known operator decisions or are tailored to specific procedures, e.g. limiting the accessible space to assigned orbital slots. Moreover, under a proper characterization of the different maneuvering modes, the bi-modality of the system can be dropped in favor of a multi-modal approach, ensuring traceability in the detected maneuver type.
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