Structural analysis of a collective subspace in the dynamical generator coordinate method
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In nuclear theory, the generator coordinate method (GCM), a type of configuration mixing method, is often used for the microscopic description of collective motions. However, the GCM has a problem that a structure of the collective subspace, which is the Hilbert space spanned by the configurations, is not generally understood. In this paper, I investigate the structure of the collective subspace in the dynamical GCM (DGCM), an improved version of the GCM. I then show that it is restricted to a specific form that combines tensor products and direct sums under reasonable conditions. By imposing additional specific conditions that are feasible in actual numerical calculations, it is possible to write the collective subspace as a simple tensor product of the collective part and the others. These discussions are not dependent on the details of the function space used for generating the configurations and can be applied to various methods, including the mean-field theory. Moreover, this analytical technique can also be applied to a variation after projection method (VAP), then which reveals that under a specific condition, the function space of the VAP has an untwisted structure. These consequences can provide powerful tools for discussing the collective motions with the DGCM or the GCM.
1 Introduction

In strongly correlated systems, emerging degrees of freedom due to quantum superposition effects can play an essential role in the system’s dynamics. Such degrees of freedom are often cooperative in terms of a single particle, and the phenomena associated with them are referred to as collective motions [1]. These, including nuclear fission and shape oscillations, are often well understood qualitatively and phenomenologically. On the other hand, describing the collective motions based on microscopic degrees of freedom is one of the most challenging tasks in nuclear theory.

In principle, all information on the collective motions should be contained in a microscopic Hamiltonian. However, dealing with the eigenvalue problem exactly is often difficult, even for numerical cases. In addition, the fact that the general collective motion is not a rigorously defined object makes the problem more complicated. Namely, even if one succeeds in diagonalizing the Hamiltonian, how to extract the collective motions is highly nontrivial. In particular, the interaction between nucleons is not completely determined in nuclear theory, and then effective interactions such as Gogny [2] and Skyrme [3] are often used in the microscopic calculations. The time-dependent density functional theory (TDDFT) [4] describes the exact time evolution of a quantum many-body system under a given initial condition in principle, which is one of the leading methods to describe the collective motion. However, the TDDFT loses information on the wave function itself, which can be disadvantageous to the theoretical understanding of the collective motion. Therefore, a universal and powerful approximation method is necessary for investigating such complex collective phenomena with many uncertainties. The mean-field theory is one of the significant approximation methods for analyzing quantum many-body systems. In this theory, states are approximated by the wave functions of the independent particle approximation (IPA) type. However, according to the Wick theorem, all correlation functions can be written down in polynomials of two-point correlation functions. This fact implies that the naive mean-field theory is incompatible with the collective motion.

A generator coordinate method (GCM) [1, 5] is one of the beyond mean-field methods. The GCM is a method of mixing configurations along a path specified by generator coordinates, and it is considered that taking an appropriate path enables the incorporation of the quantum correlations necessary for the description of the collective motion. Numerical calculations of the GCM already started decades ago [6, 7] and have been actively performed in recent years with the development of computer technology [8–22].

The most severe problem of the GCM is that a method to determine the appropriate path for describing a collective motion of interest is nontrivial, and an empirical method is often
used in current nuclear physics. However, it is known that the method gives an incorrect
moment of inertia, even for the translational motion, which is the simplest collective motion.
Peierls and Thouless improved this empirical path in terms of symmetry and gave proper
descriptions of the translational motion and the rotational motion [23]. This approach is
referred to as a double projection method, and its numerical applications have recently been
performed [24–28]. For more general collective motions, Goeke and Reinhard improved the
empirical GCM in terms of conjugate momentum. This method is referred to as a dynamical
GCM (DGCM) [29]. Their discussion is based on a type of differential expansion called a
Gaussian overlap approximation (GOA) [1], and the DGCM yields an appropriate moment
of inertia within the GOA. A self-consistent collective coordinate method (SCC) is similar to
the DGCM in that it considers the effect of the conjugate momentum [30–33]. However, note
that the degree of freedom in the SCC is the path itself, and it has a different theoretical
framework from the DGCM (GCM), which deals with the mixture of the path. In recent
years, an application of the DGCM based on the GOA [34] and direct applications for a
particle number [35] and a quadrupole oscillation [36] have been performed.

Since the DGCM (GCM) is a kind of configuration mixing method, its essential degree
of freedom is not the path but the Hilbert space spanned by the path, namely a collective
subspace. Thus, its validity should be evaluated with the structure of the collective subspace.
However, since the GCM has the inevitable ambiguity, it is generally difficult to identify the
structure. This problem is partially carried over to the DGCM, so it is difficult to discuss it
without any assumptions in the DGCM. Thus, the primary purpose of this paper is to clarify
the structure of the collective subspace in the DGCM under several plausible conditions.
Toward this purpose, I analyze it in terms of a tensor product in Hilbert spaces.

The paper is organized as follows. In Sec. II, I give a brief review and some comments on
the GCM and the DGCM. In Sec. III, I consider the simple collective motion where there is
no interaction with the internal degrees of freedom and discuss how it can be described in
the framework of the DGCM. I also show an application of this technique to the variation
after projection method (VAP). The summary and future perspectives are discussed in Sec.
IV.

2 A brief review and some comments on the GCM and the DGCM

2.1 GCM

At first, I briefly review the generator coordinate method (GCM) [5]. The GCM is a
kind of configuration mixing method with many-body wave functions \( \{|q\rangle \}_q \), where the
continuous parameter \( q \) is referred to as a generator coordinate. Then, a given Hamiltonian
\( \hat{H} \) is diagonalized in the subspace \( \mathcal{H}_C \) spanned by the GCM basis functions \( \{|q\rangle\}_q \),

\[
\mathcal{H}_{GCM} := \overline{\text{Span}}(\{|q\rangle \mid q \in \mathcal{M}_C\}),
\]

where \( \overline{\text{Span}} \) is a closed linear span. Note that the parameter manifold \( \mathcal{M}_C \) is a set of \( q \) and often omitted as \( \{|q\rangle\}_q \) in this paper. Although complex numbers can be considered as the generator coordinates \([1, 37, 38]\), all coordinates are assumed to be real in this paper. In addition, one can choose the dimension of \( q \) arbitrarily, but since it is not essential in the following discussion, a one-dimensional coordinate \( q \) is adopted in this paper. Thus, \( \mathcal{M}_C \) is a one-dimensional real manifold. The path \( |q\rangle \) can be chosen arbitrarily from a total Hilbert space, but for practical purposes, it is essentially restricted to within some function space. For example, the IPA wave function \([1, 6]\) or an AMD wave function \([39]\) is often used in nuclear theory. Notice that \( \{|q\rangle\}_q \) do not have to be orthogonal to each other.

Any state contained in the collective subspace \( \mathcal{H}_{GCM} \) can be represented as

\[
|\Psi\rangle_{GCM} = \int dq \, f(q)|q\rangle,
\]

where \( f(q) \) is a weight function. Then, the eigenvalue problem of \( \hat{H} \) on the collective subspace is formulated as

\[
\hat{\pi}_{GCM} \left( \hat{H} |\Psi\rangle_{GCM} - E|\Psi\rangle_{GCM} \right) = 0,
\]

where \( E \) is an eigenenergy and \( \hat{\pi}_{GCM} \) is projection onto \( \mathcal{H}_{GCM} \). This equation is equivalent to

\[
\langle \Psi' | \left( \hat{H} |\Psi\rangle_{GCM} - E|\Psi\rangle_{GCM} \right) = 0 \quad \text{for any } |\Psi'\rangle \in \mathcal{H}_{GCM}.
\]

Therefore a generalized eigenvalue problem is obtained as

\[
\int dq \left[ \langle q' | \hat{H} |q\rangle - E \langle q' | q\rangle \right] f(q) = 0.
\]

In a context of the GCM, this is called a Hill-Wheeler equation \([5]\), and \( H(q', q) := \langle q' | \hat{H} |q\rangle \) and \( I(q', q) := \langle q' | q\rangle \) are referred to as a Hamiltonian kernel and a norm (overlap) kernel, respectively. Then, the eigenenergy can be evaluated as

\[
E = \frac{\langle \Psi | \hat{H} |\Psi\rangle_{GCM}}{\langle \Psi | \Psi \rangle_{GCM}}.
\]

In case \( \{|q\rangle\}_q \) are not linearly independent, the problem of overcompleteness arises \([1]\). If there is a linearly dependent mode defined as \( \int dq \, f(q)|q\rangle = 0 \), this \( f \) satisfies the Hill-Wheeler equation for any \( E \). Then, the GCM has a solution with the undefined eigenenergy, and Eq. (6) is not defined. The problem can be eliminated by removing these modes when
solving the Hill-Wheeler equation. In the following discussion, I assume that the problem of overcompleteness has been properly removed.

Next, mention the relationship between the GCM and the collective motion. In the matrix representation, the Hill-Wheeler equation (5) can be written as

\[(H - EI)f = 0.\]  

(7)

Unless the problem of overcompleteness arises, the square root of the norm kernel \(I^{1/2}\) and the inverse \(I^{-1/2}\) can be constructed. Then, the normalized Hill-Wheeler equation is obtained as

\[(\tilde{H} - E)g = 0,\]  

(8)
\[\tilde{H} = I^{-1/2}HI^{-1/2}, \quad g = I^{1/2}f.\]  

(9)

This equation looks like a non-local Schrödinger equation. A local Schrödinger-type equation is obtained if one performs a Gaussian overlap approximation (GOA) \([1]\), which is a kind of derivative expansion. From this analogy, it is considered that the GCM can be used for a microscopic description of the collective motion. In this context, the generator coordinate \(q\) is referred to as a collective coordinate.

2.2 DGCM

In the GCM, how determining the path is nontrivial, and the empirical method often yields wrong results \([23]\). This problem is due to the GCM being ill-defined, and some proper restrictions are needed. The dynamical GCM (DGCM) is an improved version of the GCM by giving it a structure like analytical mechanics \([29]\). In this section, I review the basic ideas of the DGCM and make some comments on the DGCM.

The DGCM is a kind of GCM that simultaneously considers the conjugate momentum \(p\) and the collective coordinate \(q\). Then, a normalized path \(|q,p\rangle\) with the two parameters \((q,p)\) is defined as

\[\langle q,p|\hat{\nabla}_q \hat{\nabla}_p - \hat{\nabla}_p \hat{\nabla}_q|q,p\rangle = i,\]  

(10)

where, for example, \(\hat{\nabla}_q\) means a partial derivative of \(q\) acting on the left side. This equation is referred to as a conjugation condition, which means something like a canonical commutation relation. Using the dynamical path, any state contained in the collective subspace of the
DGCM is given as in the case of the GCM,
\[ |\Psi\rangle_{\text{DGCM}} = \int \int dq dp f(q, p)|q, p\rangle. \] (11)

Then, the Hill-Wheeler equation of the DGCM can be derived as
\[ \int \int dq dp \left[ \langle q', p'|\hat{H}|q, p\rangle - E\langle q', p'|q, p\rangle \right] f(q, p) = 0. \] (12)

Goeke and Reinhard found that the DGCM gives the consistent inertia within the GOA [29].

Consider rewriting the conjugation condition (10) with a Berry curvature. A Berry connection for the dynamical path is defined as
\[ A := i\langle q, p|d|q, p\rangle = i\langle q, p|\frac{\partial}{\partial q}|q, p\rangle dq + i\langle q, p|\frac{\partial}{\partial p}|q, p\rangle dp, \] (13)
where \( d \) is an exterior derivative. Then, the Berry curvature is derived as
\[ \Omega := dA = i\langle q, p|\overleftarrow{\partial}_q \overrightarrow{\partial}_p - \overleftarrow{\partial}_p \overrightarrow{\partial}_q|q, p\rangle dq \wedge dp. \] (14)

One can realize that the conjugation condition means \( \Omega \) is a symplectic form in analytical mechanics (standard symplectic form),
\[ \Omega = -dq \wedge dp. \] (15)

Of course, a similar structure can be derived when \( p \) and \( q \) are extended to multi-dimensional cases. Therefore, the DGCM can be understood as the GCM with the standard symplectic structure through the Berry curvature. One of the remarkable features of the Berry curvature is invariance under the local U(1) gauge transformation \( |q, p\rangle \rightarrow e^{i\theta(q,p)}|q, p\rangle \). On the other hand, the collective subspace of the GCM, including the DGCM, is also invariant under it, and in this sense, the GCM has the local U(1) symmetry. Thus, when considering improvements to the GCM by restricting the path, it is natural to impose conditions to gauge-invariant objects to keep this symmetry, such as the DGCM. Another well-known gauge-invariant object is a Fubini-Study metric,
\[ g_{\mu\nu}(q, p) := \frac{1}{2}\langle q, p|\overleftarrow{\partial}_\mu \overrightarrow{\partial}_\nu + \overleftarrow{\partial}_\nu \overrightarrow{\partial}_\mu|q, p\rangle - \langle q, p|\overleftarrow{\partial}_\mu|q, p\rangle \langle q, p|\overrightarrow{\partial}_\nu|q, p\rangle, \] (16)
where \( \mu, \nu = q, p \). It may be meaningful that the Fubini-Study metric is intimately related to the Berry curvature through a quantum geometric tensor (QGT) [40–43].

Mention a different representation of the DGCM for a particular case. In order to determine the path satisfying the condition (10), some boundary condition is necessary. In nuclear theory, the collective coordinate \( q \) is often generated using a constrained variational method.
That is, the many-body wave function $|q\rangle$ is optimized using the variation under the constraint condition about a Hermitian operator $\hat{Q}$,

$$\langle q|\hat{Q}|q\rangle = q,$$  

where $|q\rangle$ is assumed to be normalized. The variation is often performed on some restricted function space, such as the IPA wave function [1, 8] or the AMD wave function [39]. With this in mind, I introduce the collective coordinate using the constraint condition,

$$\langle q|\hat{Q}|q\rangle = q + \text{const.}, \quad q \in \mathcal{M}_C.$$  

Of course, many states can satisfy this condition, and $|q\rangle$ is not determined uniquely. However, in the discussion of this subsection, it is not necessary to choose a unique path, and I assume only that $|q\rangle$ is differentiable at every point. Then, one of the dynamical paths satisfying the conjugation condition (10) is obtained by

$$|q,p\rangle = e^{i\hat{Q}p}|q\rangle, \quad p \in \mathbb{R}.$$  

It should be noted that even under the current condition, the dynamical path is also not uniquely determined. For example, given a dynamical path $|q,p\rangle$, the new path $|q,p\rangle_U := \hat{U}|q,p\rangle$ with any global unitary operator $\hat{U}$ also satisfies the conjugation condition (10). Thus, when a transformation keeps the Berry curvature (14) invariant, the dynamical path is not uniquely determined in the current approach. In addition, there may be local unitary transformations that keep the Berry curvature invariant, depending on the properties of $|q,p\rangle$. In this paper, however, I adopt Eq. (19) for simplicity. Then, one can realize that the DGCM ansatz (11) is equivalent to the generalized double projection ansatz [35],

$$|\Psi\rangle_{DGCM} = \int_{\mathbb{R}} dq \int_{\mathcal{M}_C} dq' \tilde{f}(q;q')|q;q'\rangle,$$  

where $\tilde{f}(q;q')$ is a new weight function. This two-parameter state $|q;q'\rangle$ is defined as

$$|q;q'\rangle = \text{normalization} \times \int_{\mathbb{R}} \frac{dp}{2\pi} e^{i(Q-q)p}|q'\rangle$$  

$$=: \hat{P}Q(q)|q'\rangle,$$  

where $\hat{P}Q(q)$ is the projection operator about $\hat{Q}$ such that

$$\hat{Q}\hat{P}Q(q)|q'\rangle = q\hat{P}Q(q)|q'\rangle.$$  

Thus, $q$ of $\hat{P}Q(q)$ means an eigenvalue of the Hermitian operator $\hat{Q}$. This representation is an extension of the double projection method [23]. Note that this scheme leaves ambiguity in determining the state $|q\rangle$ that satisfies the constraint condition (18). It can be easily verified that the Fubini-Study metric (16) is $p$-independent for the dynamical path (19).
3 Validity of the DGCM

3.1 Preferred structure

The essential degree of freedom in the DGCM (or the GCM) is not the path but the collective subspace. Thus, the validity of the DGCM (or the GCM) should be discussed with the collective subspace. However, that is generally difficult since the collective motion is not strictly defined. When considering such a complex system, it seems to be a fundamental idea in physics to consider a simple system as a starting point. Therefore, taking the simplest case of the collective motion, I define the preferred structure for describing it.

Consider the quantum mechanics of a many-particle system. Due to some continuous symmetries of the system, there may be a specific canonical transformation that separates the degrees of freedom. For example, the entire nucleus’s translational motion and rotational motion correspond to this case. Therefore, consider a separable (non-interacting) Hamiltonian for the collective motion,

\[ \hat{H}_{\text{tot}} = \hat{H}_C \otimes \hat{1}_{NC} + \hat{1}_C \otimes \hat{H}_{NC}, \]  

where \( \hat{H}_{C(\text{NC})} \) and \( \hat{1}_{C(\text{NC})} \) represent the collective (non-collective) part of the Hamiltonian and the identical operator, respectively. The non-collective degrees of freedom can be read as internal ones. Then, the total Hilbert space \( \mathcal{H}_{\text{tot}} \) is assumed to be decomposed with the tensor product as

\[ \mathcal{H}_{\text{tot}} = \mathcal{H}_C \otimes \mathcal{H}_{NC}. \]  

Of course, there can be some symmetry of the particles concerning interchangeability, and it may not allow for the simple tensor product. However, I assume this form to deal with simple cases, such as the translational motion and the rotational motion. Since the Hamiltonian (24) has no interaction between the subsystems \( C \) and \( NC \), its eigenvalue problem can be solved formally as

\[ |n, \mu\rangle = |n\rangle_C \otimes |\mu\rangle_{NC}, \]

\[ \hat{H}_{\text{tot}} |n, \mu\rangle = (E^n_C + E^n_{NC}) |n, \mu\rangle =: E^{n,\mu}_{\text{tot}} |n, \mu\rangle, \]

where

\[ \hat{H}_C |n\rangle_C = E^n_C |n\rangle_C, \quad |n\rangle_C \in \mathcal{H}_C, \]

\[ \hat{H}_{NC} |\mu\rangle_{NC} = E^n_{NC} |\mu\rangle_{NC}, \quad |\mu\rangle_{NC} \in \mathcal{H}_C. \]

The remarkable feature of this solution is that all eigenstates are separable. If one use a separable collective subspace,

\[ \mathcal{H}_{\text{DGCM}} = \mathcal{H}_{C}^{\text{sub}} \otimes \mathcal{H}_{NC}^{\text{sub}}, \quad \mathcal{H}_{C}^{\text{sub}} \subseteq \mathcal{H}_C, \quad \mathcal{H}_{NC}^{\text{sub}} \subseteq \mathcal{H}_{NC}, \]
all solutions to the Hill-Wheeler equation with the Hamiltonian (24) are separable states. Then, I define Eq. (30) as the preferred structure of the collective subspace in terms of keeping the solutions separable and call it a separable structure in this paper. Therefore, this paper aims to show that the DGCM contains a framework that yields the separable collective subspace.

The separable collective subspace can also be applied to the systems where the adiabatic approximation works well. Considering a system with the interaction between the subsystems $C$ and $NC$, the eigenstates have quantum entanglement. However, due to the scale difference between two subsystems, the eigenstates of the total system may be well approximated by separable states. When investigating such systems with the empirical GCM, in which the structure of the collective subspace is often unknown, the risk of artificial quantum entanglement arises. To avoid this problem and treat the adiabatic systems properly, the separable structure (30) is significant.

Finally, mention a critical assumption in the DGCM (or GCM). It is not easy to find a canonical transformation leading to Eq. (24) except for trivial cases, such as the translational motion. The existence of a collective operator $\hat{Q}_C$, which is relevant to the collective degree of freedom and should be a Hermitian operator on $\mathcal{H}_C$ with no degeneracy, is assumed in this paper. The SCC can derive such a collective operator from a given Hamiltonian [30–33]. However, note that it is conceptually different from the GCM (DGCM), and the obtained operator depends on the collective coordinate in general. Thus, many current GCM calculations have two inherent problems: whether the empirically selected degrees of freedom are collective actually and whether the generated collective subspace is appropriate. These two problems are intricately intertwined and complicate the argument for the collective motion. Therefore, this paper’s motivation is to establish a basic framework for determining whether the assumed operator $\hat{Q}_C$ is relevant to the collective motion by appropriately restricting the structure of the collective subspace.

### 3.2 Locally separable structure

To discuss the validity of the DGCM, I adopt the double projection form of the DGCM (20) with the operator $\hat{Q} = \hat{Q}_C \otimes \hat{1}_{NC}$. Then the projected state $|q; q'|$ can be decomposed into

$$
|q; q'| = |q\rangle_C \otimes |q; q'\rangle_{NC}, \quad |q\rangle_C \in \mathcal{H}_C, \quad |q; q'\rangle_{NC} \in \mathcal{H}_{NC},
$$

where $\{|q\rangle_C\}_q$ are the normalized eigenstates of $\hat{Q}_C$. Note that $\text{Span}(\{|q\rangle_C\}_q) = \mathcal{H}_C$ because the eigenstates of $\hat{Q}_C$ form a complete set in $\mathcal{H}_C$. Under the above decomposition, consider
The collective subspace in the DGCM,
\[ H_{\text{DGCM}} := \overline{\text{Span}}\left(\{|q; q'\rangle \mid q \in \mathcal{M}_C, q' \in \mathbb{R}\}\right). \] (32)

The structure is specified using a direct sum and a tensor product as
\[ H_{\text{DGCM}} = \bigoplus_{q \in \mathcal{M}_C} H^q_C \otimes H^q_{NC}, \] (33)
where
\[ H^q_C := \text{span}(\{|q\rangle_C\}) \subset \mathcal{H}_C, \]
\[ H^q_{NC} := \overline{\text{Span}}(\{|q; q'\rangle_{NC} \mid q' \in \mathbb{R}\}) \subseteq \mathcal{H}_{NC}. \] (34)

Therefore, \( H_{\text{DGCM}} \) does not always have the separable structure (30). However, it can be considered separable only for a sector within the neighborhood of a particular \( q \), and in this sense, it is \emph{locally} separable. Thus, it is expected to give a good approximation for localized solutions in the coordinate \( q \). If \( H^q_{NC} \) is independent of \( q \), it becomes \emph{globally} separable. It should be emphasized that the collective subspace can be limited to this form from only the current setting. At the moment, even a function space used to draw the path \(|q\rangle\) is not specified. In the GCM case, however, the structure strongly depends on the properties of the function space, and one cannot guarantee even the locally separable structure (33) in general. If one tries to obtain the locally separable structure, it is necessary to consider the momentum introduced in the form of Eq. (19). One of the advantages of the DGCM is that the conjugation condition includes the conjugate momentum naturally. Note that the coordinate \( q \), introduced as the collective coordinate, seems to behave like a non-collective degree of freedom.

\subsection*{3.3 Globally separable structure}

This subsection shows that adding several conditions yields the separable collective subspace (30). To determine \(|q\rangle\) uniquely, consider the momentum operator \( \hat{P} = \hat{P}_C \otimes \mathbf{1}_{NC} \) conjugate to \( \hat{Q} \). Then, the path \(|q\rangle\) can be generated as
\[ |q\rangle = e^{-i\hat{P}q}|\psi\rangle, \quad |\psi\rangle \in \mathcal{H}_{\text{tot}}, \] (36)
where \(|\psi\rangle\) is some reference state. Of course, it can be easily seen that the path \(|q\rangle\) satisfies the constrained condition (18). The decomposition of the reference state is written as
\[ |\psi\rangle = \int_{\mathbb{R}} dq \, |q\rangle_C \otimes |q; \psi\rangle_{NC}, \quad |q; \psi\rangle_{NC} \in \mathcal{H}_{NC}. \] (37)
Note that the non-collective states can include the case $|q; \psi\rangle_{NC} = 0$ for some $q$. The canonical commutation relation $[\hat{Q}, \hat{P}] = i\hat{1}_C \otimes \hat{1}_{NC}$ yields the decomposition of the path,

$$|q\rangle = \int_{\mathbb{R}} dq' |q' + q\rangle_C \otimes |q'; \psi\rangle_{NC}. \quad (38)$$

Then, performing the projection of $\hat{Q}$ derives the projected state,

$$|q; q'\rangle = |q\rangle_C \otimes |q - q'; \psi\rangle_{NC} \quad (39)$$

Therefore, the double projection form of the DGCM ansatz can be evaluated as

$$|\Psi\rangle_{DGCM} = \int_{\mathbb{R}} dq \int_{\mathcal{M}_C} dq' f(q; q') |q\rangle_C \otimes |q'\rangle_{NC}, \quad (40)$$

where I assume that the interval of the integral for the non-collective degrees of freedom is invariant under the change of the variable $q - q' \rightarrow q'$. This assumption implies the manifold $\mathcal{M}_C$ is $\mathbb{R}$ or $S^1$ in a connected one-dimensional manifold. Equation (40) shows that the non-collective state $|q'; \psi\rangle_{NC}$ is no longer dependent on the collective part, and this result identifies the structure of the collective subspace,

$$\mathcal{H}_{DGCM} = \mathcal{H}_C \otimes \mathcal{H}^\psi_{NC}, \quad \mathcal{H}^\psi_{NC} := \text{Span}(\{|q'; \psi\rangle_{NC} | q' \in \mathcal{M}_C\}). \quad (41)$$

Therefore, based on the DGCM, it is possible to systematically construct the collective subspace with the separable structure (30). Notably, this argument does not rely on the Hamiltonian. Therefore, if one has information on both $\hat{Q}$ and $\hat{P}$ for a given collective motion, the separable collective subspace can be obtained systematically. Then, the Fubini-Study metric for the dynamical path is evaluated as

$$g_{\mu\nu} = \begin{pmatrix} \langle (\hat{P} - \langle \hat{P} \rangle)^2 \rangle & -\frac{1}{2} \langle \{\hat{Q} - \langle \hat{Q} \rangle, \hat{P} - \langle \hat{P} \rangle\} \rangle \\ -\frac{1}{2} \langle \{\hat{Q} - \langle \hat{Q} \rangle, \hat{P} - \langle \hat{P} \rangle\} \rangle & \langle (\hat{Q} - \langle \hat{Q} \rangle)^2 \rangle \end{pmatrix}_{\mu\nu} \quad (42)$$

where the expectation value $\langle \psi | \cdot | \psi \rangle$ is abbreviated as $\langle \cdot \rangle$, and it depends only on the reference state, not on the coordinate $(q, p)$.

This method has the ambiguity of the reference state $|\psi\rangle$. It should be determined appropriately according to the energy scale of interest. In the low-energy dynamics, one can prepare it such that $\langle \psi | \hat{H} | \psi \rangle$ is small, for example, using a variational method. Of course, this method can be extended to the case of multi-reference states $\{|\psi_1\rangle, |\psi_2\rangle, \cdots \}$. Then, the collective subspace can be evaluated as $\mathcal{H}_C \otimes (\mathcal{H}^{\psi_1}_{NC} + \mathcal{H}^{\psi_2}_{NC} + \cdots)$, and the non-collective part of the collective subspace becomes larger.

The above method has the problem that the specific form of the momentum operator $\hat{P}$ is not always identified, and this method by itself is not practical. However, the variational
method enables the obtainment of the separable collective subspace (41) without specific information on $\hat{P}$ under several conditions. A variational equation for the energy expectation value is written as

$$\delta F \langle \psi | \hat{H} | \psi \rangle = 0,$$

(43)

where the variation $\delta F$ is performed on a function space $F$, in which any function is normalized. For example, $F$ is the set of the normalized IPA wave functions or the normalized AMD wave functions. The solution to Eq. (43) and the expectation value of $\hat{Q}$ are denoted by $|\psi_0\rangle$ and $q_0 = \langle \psi_0 | \hat{Q} | \psi_0 \rangle$, respectively. It should be noted that the solution is not always uniquely determined. This problem arises when a unitary transformation keeps the Hamiltonian and the variational space invariant. One can resolve it to restrict the variational space, for example, by inserting a constraint on some operator that is not invariant to the unitary transformation. Thus, in the following discussion, $F$ is the restricted variational space where the solution to Eq. (43) is uniquely determined. Consider imposing a constraint condition on this variational equation,

$$\delta F \langle \psi | \hat{H} - \lambda (\hat{Q} - q) | \psi \rangle = 0, \quad q \in \mathbb{R},$$

(44)

where $\lambda$ is a Lagrange multiplier. The solution is denoted by $|q\rangle$ and, of course, satisfies $\langle q | \hat{Q} | q \rangle = q$. For the function space $F$, I then assume

$$\forall |\psi\rangle \in F \Rightarrow e^{-i\hat{P}a} |\psi\rangle \in F \quad \text{for all } a \in \mathbb{R}. \quad (45)$$

This assumption leads to the result that Eq. (44) is equivalent to

$$\delta F \langle \psi | e^{i\hat{P}a} \{ \hat{H} - \lambda (\hat{Q} - q) \} e^{-i\hat{P}a} | \psi \rangle = 0 \quad \text{for all } a \in \mathbb{R}. \quad (46)$$

Considering the separable Hamiltonian (24), I further assume that the collective part $\hat{H}_C$ is quadratic for $\hat{Q}$,

$$\hat{H}_C \otimes \hat{1}_{NC} = \alpha \hat{Q}^2 + V(\hat{P}), \quad (47)$$

where $\alpha$ is a non-zero real number, and $V(\cdot)$ is an arbitrary function. Of course, the first-order term of $\hat{Q}$ can be included, but it can be eliminated by completing the square and need not be considered explicitly. Then, evaluating Eq. (46) yields

$$\delta F \langle \psi | \hat{H} + 2aa\hat{Q} + aa^2 - \lambda (\hat{Q} + a - q) | \psi \rangle = 0. \quad (48)$$

From the variation for $\lambda$, the constraint condition $\langle \psi | \hat{Q} | \psi \rangle = q - a$ is derived, and substituting it leads to

$$\langle \psi | \hat{H} + 2aa\hat{Q} + aa^2 - \lambda (\hat{Q} + a - q) | \psi \rangle = \langle \psi | \hat{H} | \psi \rangle + aa(2q - a). \quad (49)$$

Then, $\langle \psi | \hat{H} | \psi \rangle \geq \langle \psi_0 | \hat{H} | \psi_0 \rangle$ for any $|\psi\rangle \in F$, and the equal sign is valid only when $|\psi\rangle = |\psi_0\rangle$. If one takes $a = q - q_0$, Eq. (46) yields $|\psi\rangle = |\psi_0\rangle$, and hence the solution to Eq.
\( |\Psi \rangle = |q - q_0 \rangle = e^{-i\hat{P}(q - q_0)}|\psi_0 \rangle \). Therefore, under the two assumptions \((45, 47)\), the path \(|q \rangle\) defined by Eq. (36) can be obtained without specific information of \(\hat{P}\). One can regard this result as an extension of the discussion in the double projection \([23]\), which is based on symmetries. It is trivial that this approach works well even when \(\hat{H}_C \otimes \hat{1}_{NC} = \beta\hat{Q} + \gamma + V(\hat{P})\), \(\beta, \gamma \in \mathbb{R}\).

This approach is superior because it is feasible to perform numerical calculations. For example, several groups have performed it as the double projection method for the rotational motion \([24–28]\), and the results reproduce experimental values well. In the study for the quadrupole oscillation based on this approach \([36]\), the sum rule result suggests the separable structure of the collective subspace. In addition, one can extract information on \(\hat{P}\) from the numerical results if Eqs. \((24, 47)\) are satisfied approximately well for a small \(|q - q_0|\). Then, performing Eq. (36) with this \(\hat{P}\) yields the separable collective subspace that does not depend on the structure of the total Hamiltonian.

Note that one can make a similar discussion even if \(\hat{P}\) and \(\hat{Q}\) are interchangeable. Then, the assumption \((47)\) becomes \(\hat{H}_C \otimes \hat{1}_{NC} = \alpha\hat{P}^2 + V(\hat{Q}),\) which includes an anharmonic potential. In quantum mechanics, our interest is often limited to the second-order of the momentum. Thus, if the momentum operator \(\hat{P}\) is specified in advance, this method can be applied to a broader class of realistic collective motions beyond vibration.

### 3.4 Symplectic transformation

In the SCC, the collective operators \((\hat{Q}, \hat{P})\) depend on the canonical coordinates \((q, p)\). However, the local collective operators are not always relevant for the collective subspace. Consider a linear transformation for the collective operators,

\[
\hat{A} \rightarrow \hat{A}' = S\hat{A}, \quad \hat{A} := \left( \begin{array}{c} \hat{Q} \\ \hat{P} \end{array} \right).
\]

Then, the condition that the new collective operators \(\hat{A}'\) are also Hermitian and satisfy the canonical commutation relation leads to \(S\) being a real symplectic matrix; namely, \(S \in \text{Sp}(2, \mathbb{R})\). In the two-dimensional case, the symplectic group \(\text{Sp}(2, \mathbb{R})\) is equal to a special linear group \(\text{SL}(2, \mathbb{R})\). The dynamical path given by Eq. (36) is written as

\[
|q, p \rangle = e^{-i\hat{a}^T \sigma \hat{A}}|\psi \rangle, \quad \hat{a} = \left( \begin{array}{c} q \\ p \end{array} \right), \quad \sigma = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right),
\]

where the local phase degree of freedom is irrelevant for the DGCM and omitted. In this subsection, I assume \(\mathcal{M}_C = \mathbb{R}\) for simplicity, namely \(\hat{a} \in \mathbb{R}^2\). It is trivial that the
global symplectic transformation \( e^{-ia^T \sigma \hat{A}} |\psi\rangle \rightarrow e^{-ia^T \sigma \hat{A}'} |\psi\rangle \) does not change the collective subspace;

\[
\text{Span}(\{e^{-ia^T \sigma \hat{A}} |\psi\rangle | a \in \mathbb{R}^2\}) = \text{Span}(\{e^{-ia^T \sigma \hat{A}'} |\psi\rangle | a \in \mathbb{R}^2\}).
\]  \( (52) \)

This transformation is just a redefinition of the coordinate-independent canonical operator pair for \( \mathcal{H}_C \). Of course, \( S \) also includes the operation of swapping \( \hat{Q} \) and \( \hat{P} \).

Next, extend the global symplectic transformation to a local case,

\[
\hat{A} \rightarrow \hat{A}'(a) = S(a) \hat{A}, \quad S(a) \in \text{Sp}(2, \mathbb{R}) \quad \text{for all } a \in \mathbb{R}^2.
\]  \( (53) \)

The question is how this transformation changes the collective subspace, \( \mathcal{H}_{\text{DGCM}}[S] := \text{Span}(\{e^{-ia^T \sigma \hat{A}'(a)} |\psi\rangle | a \in \mathbb{R}^2\}) \) To see this, consider the corresponding transformation for the DGCM ansatz,

\[
|\Psi\rangle_{\text{DGCM}} \rightarrow |\Psi[S]\rangle_{\text{DGCM}} = \int_{\mathbb{R}^2} d^2 a f(a) e^{-ia^T \sigma \hat{A}'(a)} |\psi\rangle.
\]  \( (54) \)

The condition \( S \in \text{Sp}(2, \mathbb{R}) \) equals \( S^T(a) \sigma S(a) = \sigma \), and that yields

\[
a^T \sigma \hat{A} \rightarrow a^T \sigma \hat{A}'(a) = (S^{-1}a)^T \sigma \hat{A} =: b^T \sigma \hat{A}.
\]  \( (55) \)

Thus, the change of the variable \( a \rightarrow b \) leads to

\[
|\Psi[S]\rangle_{\text{DGCM}} = \int_{\mathbb{R}^2} d^2 b | \det J(a(b)) |^{-1} f(a(b)) e^{-ib^T \sigma \hat{A}} |\psi\rangle,
\]  \( (56) \)

where the Jacobian matrix \( J \) is defined as

\[
J_{\mu \nu} = \frac{\partial b_\nu}{\partial a_\mu} = \sum_\lambda \frac{\partial S^{-1}_{\nu \lambda}}{\partial a_\mu} a_\lambda + S^{-1}_{\nu \mu}.
\]  \( (57) \)

Of course, the transformation is possible only when \( J \) is a non-singular matrix. However, as seen later, this condition is guaranteed from the conjugation condition, so I proceed with the discussion, assuming that now. In addition, I assume the image of the function \( b(\cdot) \) is \( \mathbb{R}^2 \) and that it is injective. Since the weight function \( f \) is arbitrary, \( g(b) = | \det J |^{-1} f \) can also be taken arbitrarily. Then, the transformed DGCM ansatz (54) is written as

\[
|\Psi[S]\rangle_{\text{DGCM}} = \int_{\mathbb{R}^2} d^2 b g(b) e^{-ib^T \sigma \hat{A}} |\psi\rangle,
\]  \( (58) \)

and the transformed collective subspace is evaluated as

\[
\mathcal{H}_{\text{DGCM}}[S] = \mathcal{H}_C \otimes \mathcal{H}_{\text{NC}}^\psi.
\]  \( (59) \)

Therefore, the globally separable collective subspace (41) is invariant under the local symplectic transformation (53) under the several conditions.
When considering the symplectic transformation within the context of the DGCM, one must impose the conjugation condition (10) for the transformed dynamical path. It is useful that Eq. (55) yields

\[ |q, p\rangle_S := e^{-ib^T \sigma \hat{A}} |\psi\rangle = |b_1, b_2\rangle. \]  

Namely, the transformed path \(|q, p\rangle_S\) and the original path \(|q, p\rangle\) are represented using the same function form \(|\cdot, \cdot\rangle\). Then, the Berry curvature is transformed as

\[ B(a) = -da_1 \wedge da_2 \rightarrow B(b) = -db_1 \wedge db_2. \]  

Therefore, the conjugation condition (10) imposes that the transformation \(a \rightarrow b\) is a canonical transformation,

\[ da_1 \wedge da_2 = db_1 \wedge db_2 = \det J(a) da_1 \wedge da_2. \]  

One can realize that the conjugation condition guarantees \(|\det J| = 1\), and the change of the variable (56) is possible. Using an analytical mechanics technique, the solution to this equation is obtained with a generating function \(W(a_1, b_1)\);

\[ a_2 = \frac{\partial W(a_1, b_1)}{\partial a_1}, \quad b_2 = -\frac{\partial W(a_1, b_1)}{\partial b_1}. \]  

Therefore, the equations that \(S\) must satisfy can be summarized as

\[ \begin{align*}
    a_2 &= \frac{\partial W(a_1, b_1)}{\partial a_1} \bigg|_{b_1 = S_{22}a_1 - S_{12}a_2} \\
    S_{11}a_2 - S_{21}a_1 &= -\frac{\partial W(a_1, b_1)}{\partial b_1} \bigg|_{b_1 = S_{22}a_1 - S_{12}a_2} \\
    \det S &= 1
\end{align*} \]  

where \(S^{-1} = -\sigma S^T \sigma\) and \(S \in \text{Sp}(2, \mathbb{R}) \leftrightarrow \det S = 1\) are used. Since there are only three conditions for five unknown functions \((S_{11}, S_{12}, S_{21}, S_{22}, W)\), Eq. (64) has an infinite number of solutions. If one considers an extension of the current 2-dimensional discussion to a \(2n\)-dimensional case, there are \(n(2n + 1)\) independent components for \(\text{Sp}(2n, \mathbb{R})\), and \(2n - 1\) conditions are imposed from the conjugation condition. There are \(2n^2 - n + 1\) remaining unknown components, and hence the DGCM has this much redundancy when using the canonical operators.

### 3.5 VAP

In variational calculations, such as the mean-field theory, a property of a function space \(\mathcal{F}\) often breaks the system’s symmetries. In order to restore these, a variation after projection method (VAP) is often used [1]. As the name implies, the original trial function is
projected onto an eigenstate of the symmetry operator in advance and optimized with the variation. Typically, the VAP is performed for the particle number operator \[ \hat{N}_C \] , the angular momentum operator \[ \hat{\mathbf{J}} \] , and the translational momentum operator \[ \hat{P}_C \].

The analytical technique in the previous subsection can be applied to the VAP. Consider the VAP function space about the Hermitian operator \[ \hat{Q} = \hat{Q}_C \otimes \hat{1}_{NC} \],

\[
\mathcal{F}_{\text{VAP}} := \{ \hat{P}\hat{Q}(q)|\psi\rangle \mid |\psi\rangle \in \mathcal{F}, \ q \in \mathbb{R} \},
\]

where \( \mathcal{F} \) is an original function space. Note that the projection operator is not injective, and duplication can occur. Furthermore, it is possible that \( \hat{P}\hat{Q}(q)|\psi\rangle = 0 \). However, such duplicate elements and zeroes are not significant in the structure of the VAP function space and are ignored in the following discussion. Practically, the variation is performed only in the restricted sector with the eigenvalue \( q \),

\[
\mathcal{F}_{\text{VAP}}(q) := \{ \hat{P}\hat{Q}(q)|\psi\rangle \mid |\psi\rangle \in \mathcal{F} \},
\]

\[
\mathcal{F}_{\text{VAP}} = \bigcup_{q \in \mathbb{R}} \mathcal{F}_{\text{VAP}}(q).
\]

Then, the variational equation is formulated as

\[
\delta_{\mathcal{F}_{\text{VAP}}(q)} \langle \Psi | \hat{H} | \Psi \rangle = \delta_{\mathcal{F}} \langle \psi | \hat{P}\hat{Q}(q)\hat{H}\hat{P}\hat{Q}(q) | \psi \rangle = 0,
\]

where \( |\Psi\rangle \in \mathcal{F}_{\text{VAP}}(q) \) in this notation. Using the decomposition (37), \( \mathcal{F}_{\text{VAP}}(q) \) is evaluated as

\[
\mathcal{F}_{\text{VAP}}(q) = \{ |q\rangle_C \otimes |q; \psi\rangle_{NC} \mid |q; \psi\rangle_{NC} \in \mathcal{F}_{NC}(q) \},
\]

where the function space \( \mathcal{F}_{NC}(q) \subseteq \mathcal{H}_{NC} \) is the non-collective part of \( \mathcal{F}_{\text{VAP}}(q) \). In general, \( \mathcal{F}_{\text{VAP}}(q) \) depends on \( q \), and hence \( \mathcal{F}_{\text{VAP}} \) has a twisted structure. I assume Eq. (45) and obtain,

\[
|\phi\rangle := e^{-i\hat{P}q}|\psi\rangle = \int_{\mathbb{R}} dq' |q' + q\rangle_C \otimes |q'; \psi\rangle_{NC} \in \mathcal{F}.
\]

This equation shows that for any \( |\psi\rangle \in \mathcal{F} \), \( q \in \mathbb{R} \), and \( q' \in \mathbb{R} \), there exists \( |\phi\rangle \in \mathcal{F} \) such that

\[
|q'; \psi\rangle_{NC} = |q' + q; \phi\rangle_{NC}.
\]

This proposition immediately reveals

\[
\mathcal{F}_{NC}(q) = \mathcal{F}_{NC}(q') =: \mathcal{F}_{NC} \quad \text{for all } q, q' \in \mathbb{R}.
\]

Therefore, the non-collective part of the VAP function space does not depend on \( q \), and \( \mathcal{F}_{\text{VAP}} \) is written as

\[
\mathcal{F}_{\text{VAP}} = \{ |q\rangle_C \otimes |\psi\rangle_{NC} \mid |q\rangle_C \in \mathcal{F}_{ES}(\hat{Q}_C), \ |\psi\rangle_{NC} \in \mathcal{F}_{NC} \},
\]

where \( \mathcal{F}_{ES}(\hat{Q}_C) \subseteq \mathcal{H}_C \) is the set of the eigenstates of \( \hat{Q}_C \). Then, untwisted \( \mathcal{F}_{\text{VAP}} \) can be regarded as \( \mathcal{F}_{ES}(\hat{Q}_C) \times \mathcal{F}_{NC} \) and, in this sense, a product space globally.
Although deviating from the DGCM framework, the untwisted VAP is useful for preparing the separable collective subspace \((30)\). In this paper, I discuss the case of using the constrained variational calculation. Consider the separable Hamiltonian \((24)\) and a non-collective Hermitian operator \(\hat{X} := \hat{1}_C \otimes \hat{X}_{NC}\). Then, the constrained variational method for \(\hat{X}\) with the untwisted VAP function space is defined as

\[
\delta F_{\text{VAP}}(q) \langle \Psi| \hat{H} - \lambda (\hat{X} - x) | \Psi \rangle = 0, \tag{74}
\]

where the solution is denoted by \(|q\rangle_C \otimes |q; x\rangle_{NC}\). It is trivial that \(|q; x\rangle_{NC}\) does not depend on \(q\). Thus, the collective subspace with the untwisted VAP + constrained variational method has the separable structure. One can realize that this result includes a generalization of the argument in restoring the symmetries with the VAP \([1]\). 

3.6 Entanglement entropy

The above discussions are based on the existence of the collective operator \(\hat{Q}\) that leads to the separable Hamiltonian \((24)\). However, except in cases involving the symmetries, it is not easy to know \(\hat{Q}\) in advance, and an empirically chosen \(\hat{Q}\) is used in actual calculations. Therefore, it is necessary to ascertain whether the assumed \(\hat{Q}\) is collective in the sense of Eq. \((24)\) or the adiabatic approximation. In this subsection, I introduce and formulate a convenient tool based on the DGCM with the separable collective subspace.

Consider evaluating the degree of entanglement for a solution to the Hill-Wheeler equation \(|\Psi\rangle \in \mathcal{H}_C \otimes \mathcal{H}_{NC}^{\text{sub}}\). Then the entanglement entropy is useful \([47]\), which is defined as

\[
S[\Psi] := - \text{Tr}_C \hat{\rho}_C \log \hat{\rho}_C, \quad \hat{\rho}_C := \text{Tr}_{NC} |\Psi\rangle \langle \Psi|, \tag{75}
\]

where \(|\Psi\rangle\) is a DGCM solution, and \(\text{Tr}_C\) and \(\text{Tr}_{NC}\) mean partial traces over \(\mathcal{H}_C\) and \(\mathcal{H}_{NC}^{\text{sub}}\), respectively. If the motion associated with \(\hat{Q}\) has the separable Hamiltonian \((24)\), \(|\Psi\rangle\) is the separable state, which leads to \(S[\Psi] = 0\). On the other hand, if there is a non-negligible interaction in the Hamiltonian, then \(S[\Psi] \neq 0\). When performing the partial traces, a complete orthonormal set is useful. Consider the basis representation of the density operator,

\[
R_{nm}^{\mu \nu} := \langle n, \mu | \hat{\rho}_C | m, \nu \rangle, \quad | n, \mu \rangle := | n \rangle_C \otimes | \mu \rangle_{NC}^{\text{sub}}, \tag{76}
\]

where \(|n\rangle_C\) and \(|\mu\rangle_{NC}^{\text{sub}}\) are complete orthonormal sets of \(\mathcal{H}_C\) and \(\mathcal{H}_{NC}^{\text{sub}}\), respectively. Then, the reduced density matrix can be derived as

\[
\langle n | \hat{\rho}_C | m \rangle = \sum_{\mu} R_{nm}^{\mu \mu} := R_{nm}^{\mu \mu}. \tag{77}
\]

Since \(R_{mn}^{\mu \mu}\) is a semi-positive definite Hermitian matrix, it can be diagonalized as \(R_C = U \text{diag} \{\lambda_1, \lambda_2, \ldots\} U^\dagger\), \(\forall \lambda_m \geq 0\) with the unitary matrix \(U\). Therefore, the entanglement
entropy is evaluated as

$$S[\Psi] = -\sum_m \lambda_m \log \lambda_m.$$  \hfill (78)

The problem in actual numerical calculations is how to construct $|n\rangle_C$ and $|\mu\rangle_{NC}^{\text{sub}}$. This method can be obtained by using Eq. (39). At first, consider a norm kernel,

$$I_{NC}(q'_1, q'_2) := \langle q; q - q'_1 | q - q_2 \rangle = _{NC}\langle q'_1; \psi | q'_2; \psi \rangle_{NC} \langle q | q \rangle_C.$$  \hfill (79)

Since $C\langle q | q \rangle_C$ does not depend on $q$, $I_{NC}(q'_1, q'_2)$ is independent of $q$. Conversely, the $q$ dependency means that one has failed to construct the separable collective subspace, except by accidental success. Diagonalizing $I_{NC}$ yields the orthonormal states,

$$|\mu\rangle_{NC}^{\text{sub}} := \int_{M_C} dq' f_{NC}^{\mu}(q') | q'; \psi \rangle_{NC}.$$  \hfill (80)

Next, consider the orthonormal set $\{|m\rangle_C\}_m$, but $\{|q\rangle_C\}_q$ are the eigenstates of $\hat{Q}_C$ and are already orthonormalized. Thus, using arbitrary orthonormalized functions $\{f^m_C(q)\}_m$, one can define it as

$$|m\rangle_C := \int_R dq f^m_C(q) | q \rangle_C.$$  \hfill (81)

Then, $|m, \mu\rangle$ can be evaluated as

$$|m, \mu\rangle = \int_R dq \int_{M_C} dq' f^m_C(q) f_{NC}^{\mu}(q') | q, q' \rangle.$$  \hfill (82)

One may perform the numerical calculation for the DGCM straightforwardly with the dynamical path $|q, p\rangle$. Then, the complete orthonormal set is derived as

$$I_{NC}(q'_1, q'_2) = \int_R \frac{dp}{2\pi} (q - q'_1 | q - q_2, p) e^{-ipq} \times \text{const.},$$  \hfill (83)

$$|m, \mu\rangle = \text{normalization} \times \int_R \frac{dp}{2\pi} \int_{M_C} dq' \tilde{f}^m_C(p) f_{NC}^{\mu}(q') | q', p \rangle,$$  \hfill (84)

where $\{\tilde{f}^m_C(p)\}_m$ are arbitrary orthogonal functions.

4 Summary and future perspectives

I have discussed the structure of the collective subspace for the dynamical GCM, which is an improved GCM with the symplectic form in analytical mechanics. Then, the reasonable boundary condition for the conjugation condition and some assumptions yield the locally separable collective subspace (33) for general collective motions. It has also been shown that using the conjugate momentum operator restricts the collective subspace to the simple tensor
product of the collective part and the non-collective part \((41)\). Then, even if one does not know the specific form of the conjugate momentum operator, in the case of the vibrational motions, the separable collective subspace can be obtained without it by the constrained variational method \((44)\). This approach is numerically computable and practical. In addition, I have shown that the collective subspace is invariant under the local symplectic transformation of the collective operator compatible with the conjugation condition. Thus, the local operators are not always relevant to describing the collective motion in the context of the DGCM. Furthermore, this analytical method can be immediately applied to the structural analysis of the VAP function space and has revealed that under the specific condition, the space has the untwisted structure \((73)\). This untwisted VAP is useful in considering the separable collective subspace.

In this paper, the existence of the collective operator has been assumed. It cannot be overemphasized that identifying it is difficult, except in trivial cases such as the symmetry operator, and empirically chosen operators are often used in practical applications. Then, whether the motion associated with the assumed operator is collective should be carefully investigated, and the DGCM is one of the frameworks which can be used for that purpose. Therefore, it is a meaningful task to reconsider the conventional GCM calculations from the DGCM. In particular, in the large-amplitude collective motions such as nuclear fission, the simple RPA is not valid, so the DGCM becomes essential. One of the important questions is whether multipole operators can yield the proper collective coordinates for describing nuclear fission.

In this paper, the collective motion is characterized by Eq. \((24)\). However, there is no guarantee that any given motion that one can recognize as a collective motion has the separable form. Instead, there may be a collective motion in which quantum entanglement between subsystems \(C\) (collective part) and \(NC\) (non-collective part) is intrinsically significant. In order to deal with this problem, it is helpful to systematically investigate what kind of Hamiltonian is approximated well with a given collective subspace that does not have the simple tensor product structure.
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