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ABSTRACT Navigation, environment perception and localization are important capabilities of intelligent vehicles. In this paper, environmental perception and localization from binocular vision are studied. First, an outdoor feature point extraction algorithm that uses a local adaptive threshold is proposed to acquire environmental information. The algorithm filters feature points by setting adaptive parameters and calculating each pixel threshold with a dynamic local threshold. Second, an accurate method for feature point tracking is proposed for localization. We present exhaustive evaluation in 4 major scenarios from the most popular datasets. Evaluating the proposed method with traditional and state-of-the-art extraction methods and experimental results demonstrates that when the brightness decreases or increases, the performance of the proposed method is stable in terms of the number of feature points, the calculation speed and the overall repetition rate. Our proposed tracking method outperforms state-of-the-art tracking methods in terms of the root mean square error (RMSE) and the errors in the dimensions in the scenarios.

INDEX TERMS Feature extraction, tracking, oriented FAST and rotated BRIEF(ORB), features from accelerated segment test (FAST), root mean squared error (RMSE).

I. INTRODUCTION

With the rapid development of the economy and the transportation system, intelligent vehicle technology, as an important part of the intelligent transportation system (ITS), has been widely studied [1], [2]. This technology is regarded as the key for solving traffic problems. Navigation is a research hotspot in the field of intelligent vehicles. Environmental perception and localization are important foundations for realizing accurate navigation [3]. Visual sensors, as the most similar tools to human environment perception [4], have substantial advantages over other sensors. According to the number of visual sensors, visual navigation can be divided into three types: monocular vision, binocular vision and multi-vision [5]–[8]. Binocular vision requires only two cameras for measuring the depth information of the image, as in the human visual system. In the field of unmanned vehicles with high cost-control, cost-effectiveness and real-time requirements, binocular vision navigation is a superior choice [9], [10]. Searching for image features is an important part of visual environment perception. Image features are divided into point features, line features and surface features [11]. Due to the unique advantage of point features that they remain unchanged when the camera angle of view changes slightly [12], they have attracted substantial attention. Our work is about improving the performance of feature points and tracking them.

The most commonly used feature point extraction algorithms are scale-invariant feature transform (SIFT) [13], speeded-up robust features (SURF) [14], [15], oriented features from accelerated segment test (FAST) and rotated binary robust independent elementary features (BRIEF) (ORB) [16] and convolution neural networks (CNNs) [17]. In [18], the distances from the environmental feature points to the origins of the camera coordinate system were calculated by matching the captured binocular image frames using SURF to obtain the relative vehicle locations. In [19], the SIFT algorithm was used to match the feature points of two images. It selects three corresponding feature points and uses them to construct a triangle. Then, the transformation relationship of two corresponding triangles is utilized to construct a mathematical model for identifying
the direction of motion. The SIFT and SURF algorithms are relatively mature; however, they cannot satisfy the higher requirements in terms of the runtime and real-time performance.

Deep learning methods have achieved remarkable results in the research field of image point feature extraction and tracking, benefiting from the powerful feature characterization of deep learning. Feature points are detected in an image, and the region around the feature point is given as input to a CNN to obtain the feature vector. In large-scale visual recognition experimentation, CNNs have shown exceptional performance with VGGNet [20] and GoogLeNet [21]. These networks have been proven to be very discriminative and have been used for various applications, such as satellite image registration and facial recognition. The deep convolutional neural network is deep, the computational complexity will increase, which will bring some problems such as nonreal-time performance.

The ORB algorithm reduces the accuracy and robustness of feature extraction to increase the computing speed and reduce the computing time, namely, it realizes a trade-off between quality and performance [24]. Several studies have utilized this algorithm and have focused on ORB feature point extraction. An ORB feature-based tracking method in real-time, called ORB-SLAM, was proposed in [25]. The median filter and RANSAC algorithms were utilized for extracting feature points and finding more accurate matching points in [26]. Qin et al. [27] proposed an improved ORB algorithm based on the SIFT algorithm. Huang et al. [28] proposed an architecture that considers the reuse of subimage data; a remainder-based method is firstly designed for reading the subimage, and a FAST detector and a BRIEF descriptor are combined for corner detection and matching. Dai et al. [29] detected features by the SURF (SURF-ORB) algorithm, which combines the ORB algorithm with the SURF algorithm. However, in the environment perception of an outdoor scene, the number and repetition rate of feature points that are extracted using a fixed threshold via the ORB feature extraction algorithm change sharply with the brightness, thereby resulting in many mismatched feature points. This phenomenon directly affects the tracking of feature points, which results in large errors in localization and inaccurate navigation.

In this paper, feature point extraction and tracking from binocular vision are studied. First, in Section II, the original ORB algorithm is improved by setting adaptive parameters to realize the precise and stable extraction of image feature points under varying brightness values. Second, an image feature point tracking method is introduced in Section III, in which four images are needed in a complete feature point tracking link to accurately obtain the three-dimensional coordinates of the tracking feature points at various times. Finally, in Section IV, we provide experimental evidence of the superior accuracy of the improved feature point-based method for feature point extraction and tracking on vehicle platforms and in popular KITTI datasets.

II. FEATURE POINTS EXTRACTION

A. ORIGINAL ORB METHOD

Since the original feature from accelerated segment test (FAST) algorithm does not consider directionality, a description of the rotation is added to the ORB algorithm. The realization method assigns directions to the FAST points to convert them into directional FAST points. The calculation of the directionality is based on the center of gravity method. The implementation steps are as follows: In a small image block S, the moment of the image block is defined as:

\[ m_{pq} = \sum_{x,y \in S} x^p y^q F(x, y), \quad p, q = \{0, 1\} \]

where \( F(x, y) \) is the intensity of point \((x, y)\), \( m_{ij} \) is the \((i+j)\)th moment of the matrix, and the intensity centroid can be calculated from these moments as:

\[ C = \left( \begin{array}{cc} m_{10} & m_{01} \\ m_{01} & m_{00} \end{array} \right) \]

where \( m_{00} \) is a null matrix because for binary images, the null matrix represents its area, and \( m_{10} \) and \( m_{01} \) are 1 x 1 matrices. The ORB algorithm constructs a vector from the feature point to the centroid. The orientation angle of the feature point is:

\[ \alpha = \arctan\left(\frac{m_{01}}{m_{10}}\right) \]

Therefore, the orientation angle of each ORB feature point can be represented by the angle between the centroid and the feature point.

The ORB algorithm uses the BRIEF descriptor to describe the feature points. The descriptor can be calculated when the orientation angle of each feature point is obtained. The rotation-invariant descriptor of ORB is a bit string description of an image patch constructed via a set of binary intensity tests. Consider a smoothed image patch \( p \) of a feature point. A binary test is defined as:

\[ \tau = \begin{cases} 1, & p(x) < p(y) \\ 0, & p(x) \geq p(y) \end{cases} \]

where \( p(x) \) and \( p(y) \) denote the gray values of random points \( x \) and \( y \), respectively. After \( n \) test point pairs have been selected,
The descriptor is defined as a binary code list:

\[ f_a(p; x, y) = \sum_{i=1}^{n} 2^{i-1} t(p; x, y) \]  

(5)

The descriptor in formula (5) is not rotation-invariant. To overcome this problem, a \( 2 \times n \) matrix is defined for any point \((x_i, y_i)\) that participates in the binary tests:

\[ Q = \begin{pmatrix} x_1, \cdots, x_n \\ y_1, \cdots, y_n \end{pmatrix} \]  

(6)

According to the feature point orientation angle \( \alpha \) and the corresponding rotation matrix \( R_\alpha \), \( S_\alpha \), which is the test point set including the orientation property can be calculated:

\[ S_\alpha = R_\alpha Q \]  

(7)

Then, the rotation-invariant feature point descriptor is represented as:

\[ g_n(p, q) = f_n(p)(x_i, y_i) \in S_\alpha \]  

(8)

B. ORB FEATURE POINT EXTRACTION METHOD BASED ON THE IMPROVED FAST ALGORITHM

The FAST detector test criterion analyzes a circle of sixteen pixels around the candidate corner \( p \), as illustrated in Fig. 1. Fig. 1a shows a representative candidate corner on an image. Because the candidate corner is located at an edge and a real corner, intuitively, its curvature is sufficiently high and the curvature changes substantially. Hence, it is selected for analysis and explanation; however, the candidate corner is not necessarily a real corner. A circular window near the enlarged candidate corner is shown in Fig. 1b. The intensity of the candidate corner is \( I_p \). We analyze 16 corners on the circumference of the circle centered at \( p \) with a radius of 3 pixels.

The FAST detector is expressed as:

\[ S_{pn} = \begin{cases} 
\alpha, & I_{pn} \leq I_p - t \\
\beta, & I_p - t < I_{pn} < I_p + t \\
\gamma, & I_p + t \leq I_{pn}
\end{cases} \]  

(9)

where \( I_{pn}(n = 1, 2, 3, \ldots, 16) \) is the intensity of pixel \( n \) around the corner and \( t \) is the fixed threshold. If \( I_{pn} \) is equal to \( a \), the pixel belongs to the darker group; if \( I_{pn} \) is equal to \( s \), the pixel belongs to the similar group; and if \( I_{pn} \) is equal to \( b \), the pixel belongs to the brighter group. If there are 9 continuous pixels that belong to the darker or brighter group, \( p \) is regarded as a corner (FAST-9 or FAST-12). This method must detect the intensities of at least 9 pixels continuously. In practice, to detect 9 continuous pixel intensities, it is necessary to detect them from pixels 1 to 9, 2 to 10, \ldots, or 8 to 16. Therefore, 9 pixels must be calculated in the worst-case scenario, and 54 pixels must be calculated in the worst-case scenario, which is a large number of calculations.

To reduce the computational complexity, \( I_{p1}, I_{p5}, I_{p9} \) and \( I_{p13} \) can be detected directly (\( I_{p2}, I_{p6}, I_{p10}, I_{p14}, \) etc., can also be selected, with an interval of three pixels). When three of the four selected pixels belong to either the dark or bright class, \( p \) may be a real corner; otherwise, it will be excluded directly. Next, the intensities of the remaining six pixels in the three-pixel enclosure ring are detected. If the remaining six pixels belong to the dark or bright class, \( p \) is a real corner.

The FAST corner detection diagram is shown in Fig. 2. As shown in Fig. 2, for example, when \( I_{p1}, I_{p5}, \) and \( I_{p13} \) belong to the darker or brighter group, then \( I_{p2}, I_{p3}, I_{p4}, I_{p14}, I_{p15}, \) and \( I_{p16} \) are detected continuously. If these remaining 6 pixels belong to the darker or brighter group, then \( p \) is a real corner.

The threshold in FAST extraction is artificially set to a percentage of the brightness \( I \). With the changes in illumination and contrast in an outdoor environment, the feature points of an image will suffer from extraction errors. It is difficult to obtain ideal results using fixed global or fixed local thresholds. Instead, dynamic local thresholds can be used: a distinct threshold is set for each pixel in the image via autothreshold segmentation. The selection criterion for defining the threshold \( t \) for each pixel \( p \) is as follows:

\[ t = \delta \times \left( \frac{\sum_{n=1}^{16} I_{n} - I_{\max} - I_{\min}}{I_a} \right) \]  

(10)

where \( I_{\max} \) is the maximum pixel intensity, \( I_{\min} \) is the minimum pixel intensity on the circumference, \( I_a \) is the average intensity of the remaining 14 pixels after removing \( I_{\max} \) and \( I_{\min} \), and \( \delta \) is the adaptive parameter. Although the adaptive parameters \( \delta \) are set artificially and fixed, \( t \) is a dynamic local threshold because \( I_{\max}, I_{\min} \) and \( I_a \) are constantly changing.
III. BINOCULAR FEATURE POINTS TRACKING

A. HORIZONTAL BINOCULAR CAMERA MODEL

The mathematical model of a binocular camera can be regarded as two pinhole camera models, as shown in Fig. 4. The camera coordinate system of a binocular camera is defined as follows: take the optical center $O_L$ of the left camera as the origin of the coordinate system, establish the $X$-axis horizontally to the right. The left camera establishes the $Z$-axis along the optical axis, and establish the $Y$-axis vertically down; $B$ is the baseline of the binocular camera, which is the physical distance between the left and right optical centers.

The world coordinate system is an imaginary coordinate system, which can be defined freely as needed. In the binocular measurement system, the world coordinate system is generally defined to coincide with the camera coordinate system of the left camera.

Let the three-dimensional point of the binocular camera coordinate system be $P$, and its coordinate be $(X, Y, Z)$. In the left and right cameras, the imaging points are $P_L$ and $P_R$ respectively, and the corresponding pixel coordinates are: $(u_l, v_l)$ and $(u_r, v_r)$, respectively. According to the principle of similar triangle and pinhole models, the following formula can be obtained:

$$\begin{align*}
Z &= \frac{fB}{d}, & d &= u_L - u_R \\
X &= \frac{f_x}{c_x}Z \\
Y &= \frac{v_r - c_y}{f_y}Z
\end{align*}$$

(11)

where $f$ is the focal length, $d$ is the parallax of $P$ for binocular imaging, and the main point $c$ is the intersection of the optical axis and the imaging plane, whose coordinates are $(c_x, c_y)$.

B. FEATURE POINTS TRACKING METHOD

Image feature point tracking is the tracking of the feature points that correspond to the same spatial object point in the image sequence at various times. It is closely related to feature point matching. Feature point matching is the matching of feature points on two images, whereas tracking is the matching of feature points on multiple image sequences. Feature point tracking is conducted to prepare for the next step of motion parameter estimation. Feature point tracking of one link involves completing two feature point matching steps: (1) feature point matching between the left image in the first frame and that in the second frame captured by the binocular camera and (2) feature point matching between the left and right images in the first frame. Similarly, the second feature point tracking step is the same as the above method until the $n$th tracking is completed.

Fig. 5 presents a flow chart of the ORB feature point tracking method. The tracking procedure consists of the following steps: (1) The ORB feature points of the left and right images that are captured in the first frame are extracted, and matching is conducted. The coordinates of the matched feature points...
in the left and right images are placed into corresponding two-dimensional arrays. The arrays of the coordinates for storing the matched feature point pairs are \((u_t, v_t)\) and \((u_r, v_r)\); (2) feature point matching between the left image in the first frame and that in the second frame is conducted. The array for the left-image coordinates of the matched feature point pairs that are stored is \((u_t, v_t)\) in the first frame and \((u_r, v_r)\) in the second frame; (3) \((u''_t, v''_t)\) is formed by calculating the intersection of \((u_t, v_t)\) and \((u_r, v_r)\). The feature points in this new array are the tracked feature points. By substituting the pixel coordinates \((u''_t, v''_t)\) into formula 11, the three-dimensional coordinates of the spatial points, which are regarded as coordinates of the vehicle in the world coordinate system, can be calculated.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. FEATURE POINT EXTRACTION EXPERIMENT

The extraction algorithm was implemented using MATLAB R2014a on a standard PC with Windows 7. The simulation tests were conducted on the Karlsruhe Institute of Technology and Toyota University of Technology (KITTI) datasets. In this experiment, 4 major scenarios, including city, residential, road, and campus scenarios, are tested.

According to a previous experiment, if the adaptive parameter \(\delta\) is 10%∼30% in the improved ORB algorithm, the number of feature points will be large, and overlapping and aggregation will occur. If the number of feature points is less than 10% or more than 30%, the judgment conditions are too large or too small, respectively. Although there is no overlapping or aggregation of feature points, the number of feature points will be too small to accurately reflect the whole image. Therefore, in the following experiments, the default value of the adaptive parameter is set to \(\delta = 20\%\). To enhance the contrast effect, nonmaximum suppression [30] is not utilized. First, we conduct experiments on city areas, and the result is presented in Fig. 6, which shows the difference in the feature point extraction performances of the improved algorithm proposed in this paper and the original ORB algorithm.

According to Fig. 6a, the original ORB algorithm results in many overlapping feature points, and the feature points are clustered extensively. According to Fig. 6b, the number of feature points that are extracted by the improved ORB algorithm is substantially reduced, there are almost no overlapping feature points, and the feature points are evenly distributed, which inhibits the clustering of the feature points.

Then we tested our method in the remaining three scenarios as shown in Fig. 7. It can be observed that there are no overlapping feature points in each of these three scenarios. In Fig. 7a, lane lines, edge lines and distant cars can be detected. In Fig. 7b, the feature points of houses and vehicles in residential areas can be detected evenly. In Fig. 7c, pedestrians, vehicles and lane lines can be detected in the campus environment.

To further evaluate the adaptability of the improved ORB algorithm to variations in brightness, the extraction results are examined under gradual brightness variations of 20%, 40%, and 60% of the original brightness, as shown in Fig. 8 and Fig. 9.

According to Fig. 8, the number of ORB feature points extracted by the original ORB algorithm decreases sharply and many points overlap, whereas the number of feature points that are extracted by the improved ORB algorithm in Fig. 9 does not decrease sharply, nor are there many overlaps. Combined with the extraction results under the initial brightness, which are presented in Fig. 6b and Fig. 8, it is concluded that the number of ORB feature points that are extracted by our improved method increases slightly after the brightness increases or decreases by 20%. Therefore, the detection range of our method is enlarged, the distribution of the feature points is uniform, and no overlaps occur under small brightness changes.
FIGURE 8. Extraction performance of the original ORB algorithm under varying brightness levels. (a) The brightness has been decreased by 60%, 40%, and 20%. (b) The brightness has been increased by 20%, 40%, and 60%.

FIGURE 9. Extraction performance of the proposed ORB algorithm under varying brightness levels. (a) The brightness has been decreased by 60%, 40%, and 20%. (b) The brightness has been increased by 20%, 40%, and 60%.

FIGURE 10. Extraction performance under varying brightness levels in the city area. (a) The number of feature points. (b) The repetition rates. (c) The computation times.

Based on the brightness of the original image, the numbers of feature points that are extracted by the two algorithms gradually increase and decrease by 10%, 20%, 30%, 40%, 50% and 60%, as shown in Fig. 10a. According to Fig. 10a, the number of feature points extracted by the original algorithm decreases dramatically with the change in brightness, whereas the number of feature points extracted by the improved algorithm becomes more stable. The maximum and minimum numbers of feature points extracted by the improved algorithm are 360 and 269, respectively. The range is only 91, which only accounts for 27.8% of the number of feature points extracted under the original brightness. The maximum and minimum numbers of feature points extracted by the original algorithm are 375 and 58, respectively. The range is 317, which accounts for 89.8% of the number of feature points extracted under the original brightness. Although the number of feature points extracted by Qin’s method is higher than that of the algorithm proposed in this paper, its fluctuation range is large. After the brightness increases by 60%, the number of feature points decreases by 69% compared with the original brightness; Dai’s method performs well under the original brightness and increases/decreases by 20%, but as the brightness continues to change, the number of feature points extracted drops sharply.

To further evaluate the performance of the improved algorithm, the extraction time $t$, and repetition rate $r$ are selected as factors for quantifying the performance.

The repetition rate is defined as the percentage of the feature points that overlap between the original image and the image after changing the brightness relative to the number of feature points in the original image:

$$r = \frac{N_r}{N_f} \times 100\%$$  \hspace{1cm} (12)

where $N_r$ represents the number of feature points that overlap between the original image and the image after changing the
brightness and $N_f$ represents the number of feature points in the original image.

The repetition rate point-line diagram for image brightness changes is shown in Fig. 10b. According to Fig. 9b, the repetition rate of the four algorithms is 100% in the image with the original brightness; however, with the decrease in brightness by 60% and the increase in brightness by 60%, the repetition rate of the original algorithm decreases sharply to 38% and 55%, respectively. Hence, the feature points extracted from the original image cannot be accurately detected in the image after the brightness changes. Although the repetition rate for the improved algorithm decreases after the brightness decreases or increases, it decreases by only 20%, and the repetition rate remains above 80%. In summary, the improved algorithm outperforms the original algorithm in terms of stability and adaptability to brightness changes.

The extraction time point-line diagram for image brightness changes is shown in Fig. 10c. The extraction time of the improved algorithm is between 276 ms and 292 ms, which is longer than that of the original algorithm; however, the increase is not more than 10% compared to the original algorithm. The extraction times of Qin’s and Dai’s methods are longer by 400 ms and 600 ms, respectively. Therefore, the extraction time of the improved algorithm is still far shorter than those of ORB+SIFT and SURB, which can satisfy the real-time requirements of the system.

Fig. 11 shows the qualitative comparisons of our method and three other methods with brightness changes in the road area. The growth trend in the three factors, which are the number of feature points, extraction time, and repetition rate, is similar to those in the city area. Due to the low complexity of the road area, which usually consists of only lane lines and trees, the growth in the road area seems to be more gradual, as there are no sharp changes in the diagrams.

In these experiments, we have shown that our method can extract feature points in a relatively short amount of time, and the number and repetition rate are not easily affected by brightness changes in both the city and road areas, which could be useful to provide accurate information for feature point tracking in the next step.

**B. BINOCULAR TRACKING EXPERIMENT**

1) EXPERIMENTAL METHOD

The platform of an outdoor vehicle is shown in Fig. 12. The vehicle is a four-wheeled electric vehicle equipped with a binocular vision system and a 3D radar. The electric power-steering system, the main drive system and the control system of the electric vehicle have been modified. The binocular vision system, namely, model HNY-CV-002 by FpgaLena Co., Ltd., was mounted on the front of the vehicle, and the 3D radar was mounted on the top of the vehicle. This experiment used only the binocular vision system. A campus was selected as the experimental environment, and the collected scenery was diverse, which is conductive to the extraction of image features. After calibrating the camera via Zhang’s camera calibration method in the MATLAB Camera Calibration Toolbox, the following procedure was conducted:

(a) The mobile robot was manually driven along the reference path. A video along the path was recorded by the binocular vision system, and a sequence containing 65 frames was collected. Each frame included one image captured by the left and right cameras at the same time.

(b) A personal computer (PC) was utilized to extract the feature points and to select an ordered set of key images $\{I_k, I_{k+1}, I_{k+2}, \ldots\}$ from the video path to represent the video sequence of the reference path.

(c) The feature points were tracked via the procedures illustrated in Fig. 5, and the basic matrix was obtained and optimized to realize target localization.
2) RESULTS DISCUSSION
The pixel coordinates in the left-right matching graph of the two corresponding frames are obtained for the tracked feature points. According to Fig. 5 and formula 11, by substituting the pixel coordinates of the images that correspond to the current and next frames of the tracking points into the coordinate formula of spatial point $P$ in the world coordinate system, the motion trajectory can be obtained. Qualitative comparisons of our trajectories and actual trajectory are shown in Fig. 13, where the black line represents the actual trajectory of the vehicle, which is the ground truth, and the red line represents the estimated trajectory of the vehicle, which is the simulation result.

To verify the localization performance, the localization errors are analyzed. Since the $Y$-coordinates of the recovered three-dimensional coordinates of the spatial points are in the upper and lower directions, which is shown in Fig. 12, the localization errors are not affected in the motion trajectory diagram; only the motion across the $Y$- and $Z$-axes are considered. Because it is difficult to take the whole tracking link into account when calculating the error from the starting position or the ending position, the result will be inaccurate, so the root mean square error (RMSE) is considered as the evaluation factor. Table 1 shows the true value, estimated value and median RMSE of the frame trajectories.

According to Table 1, the median RMSE is 1.43 m which means that the trajectory error is approximately 0.9% of its dimension, which is $1.2 \times 131$ m. The errors between the actual trajectory and the estimated trajectory of the robot and RMSE are controlled within an allowable range. Although the errors and RMSE are allowable, the reason is still analyzed, and there are three main reasons for the errors: first, the distortion of the lens, which is the systematic error; second, the calibration error; and third, the matching error. The camera parameters calculated by the calibration algorithm differ from the true values. The calibration error can be gradually reduced by adopting a more accurate calibration algorithm or by using more precise calibration equipment. With the continuous improvement of the matching algorithm, the impact of the matching error will decrease.

To further evaluate the tracking method, we compared it with two other methods: (1) the ORB feature-based method and (2) the median filter + RANSAC method, which are state-of-the-art methods for using ORB feature points for tracking. We tested the methods in three different scenarios in raw KITTI datasets. These datasets are composed of many frames, including moving objects such as pedestrians and cars. The residential area contains 125 frames in 2011_09_26_drive_0046; the road area contains 130 frames in 2011_09_26_drive_0029; and the campus area contains 106 frames in 2011_09_28_drive_0105. Qualitative comparisons among the actual trajectory, our trajectories and the other trajectories are shown in Fig. 14.

Table 2 shows the RMSE for the three different methods over three executions in different scenarios in the raw KITTI datasets.

The results demonstrate that our proposed method outperforms both the ORB feature-based method and the median filter + RANSAC method in terms of the RMSE. Although the last coordinate of our trajectory is not the closest to the last coordinate of the actual trajectory compared with other methods, the RMSE of our trajectories is less than 1 m in the tested residential and campus areas, which is lower than that of compared methods in the different scenarios. When using the scenarios’ dimensions to calculate the errors, our method has a very accurate trajectory error, which is typically approximately 0.19% in residential areas, 0.04% in road areas and 0.2% in campus areas.

| Sequence         | RMSE(m) | Our trajectory | ORB feature-based method | Median filter + RANSAC |
|------------------|---------|----------------|--------------------------|------------------------|
| Residential      |         | 0.75           | 1.36                     | 1.18                   |
| 2011_09_26_drive_0046 |        |                |                          |                        |
| Road             |         | 2.21           | 2.86                     | 2.96                   |
| 2011_09_26_drive_0029 |        |                |                          |                        |
| Campus           |         | 0.94           | 1.10                     | 1.17                   |
| 2011_09_28_drive_0105 |        |                |                          |                        |
the calculating speed fluctuate only slightly with brightness variations; the detection range expands and does not decrease dramatically with brightness variations; the distribution of the feature points is uniform, and they do not overlap.

Then, this paper presented a feature point tracking method based on the above work of improved feature point extraction. We presented extensive experiments both in intelligent vehicle platforms and popular KITTI datasets from many different scenarios, including pedestrians and moving vehicles, to evaluate our method and state-of-the-art methods. According to the results of the experiments, the RMSE for our method is typically less than that of similar methods, and the trajectory error is typically relatively small and in the controllable range when considering the dimensions; thus, it can conduct more accurate and stable feature point tracking.

V. CONCLUSION

In this paper, we have proposed an improved feature point extraction method based on a local adaptive threshold for accurately and robustly extracting ORB feature points to solve the problem of sensitivity to changes in environmental factors, including brightness and noise. The experimental results of feature point extraction have demonstrated that compared with the original algorithm and two state-of-the-art methods, our proposed method has the following advantages: the number of feature points, the repetition rate, and the calculating speed fluctuate only slightly with brightness variations; the distribution of the feature points is uniform, and they do not overlap.
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