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Abstract—Graph neural network (GNN)-based fault diagnosis (FD) has received increasing attention in recent years, due to the fact that data coming from several application domains can be advantageously represented as graphs. Indeed, this particular representation form has led to superior performance compared to traditional FD approaches. In this review, an easy introduction to GNN, potential applications to the field of fault diagnosis, and future perspectives are given. First, the paper reviews neural network-based FD methods by focusing on their data representations, namely, time-series, images, and graphs. Second, basic principles and principal architectures of GNN are introduced, with attention to graph convolutional networks, graph attention networks, graph sample and aggregate, graph auto-encoder, and spatial-temporal graph convolutional networks. Third, the most relevant fault diagnosis methods based on GNN are introduced, with attention to graph convolutional networks, graph attention networks, graph sample and aggregate, graph auto-encoder, and spatial-temporal graph convolutional networks. Finally, discussions and future challenges are provided.
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I. INTRODUCTION

In industry, fault diagnosis (FD) is required to guarantee safe and specification compliant operation of plants. This allows the process to attain industrial intelligence. Research on FD has a long history, and is also an important part of some related techniques, like condition monitoring [1], [2], process monitoring [3]–[5], prognostic and health management (PHM) [6], and abnormality management [7], [8]. Fault diagnosis methods can be divided into two categories, namely, model-based and data-based methods [9], [10]. Early fault diagnosis methods mainly belong to the model-based class, where the physical model or a state observer for the system of interest is constructed, and fault diagnosis is achieved by inspecting the changes in the residuals [11]–[15].

In recent years, with the progress of sensor technology and the improvement of data storage capacity, data-driven fault diagnosis methods have become a research focus, with neural network (NN)-based method an important part due to powerful data processing capabilities. Researchers have
developed a variety of NN architectures, such as convolutional neural network (CNN) architectures [16], residual network (ResNet) architectures [17], and Bayesian neural network (BNN) architectures [18]. Inspired by these, researchers began to apply NN and deep learning models to the fault diagnosis field [19]–[24]. For example, H. Chen et al. [24] reviewed the-state-of-the-art data driven methods with applications to high-speed trains. Besides, in [25], a comprehensive review of the general architecture and principles of one-dimensional convolutional neural networks (1dCNNs) along with their main engineering applications was presented. M. Kuppusamy et al. [26] made a review on the application of deep learning techniques in five critical electrical applications. In [27], three popular deep learning algorithms were briefly introduced, and their applications were reviewed through publications and research works on the area of bearing fault diagnosis.

The research and practice of NNs including CNN have proved outstanding results in numerous applications. However, in some research fields involving non-Euclidean structured data, the widely-used CNN models are not able to achieve optimal performance limited by its structural characteristics. For example, in [28], it is pointed out that papers refer to each other and construct a non-Euclidean graph structure citation network. In bio-engineering, predicting the functional types of protein based on its structure is a fascinating research field, while the internal structure of protein data can be abstracted as a complex graph structure [29]. Due to the limitation of their network architecture and computation standard, CNNs cannot exploit existence of non-Euclidean graph structure, thus limits the application of CNNs.

Graph neural networks (GNNs) were proposed to take advantage of inductive bias associated with functional dependencies and, as such, exploit non-Euclidean representations [30], [31]. GNNs provide architectures inspired by the deep ones and offer suitable operators to process information-rich structures [32]. In fact, compared with deep neural network, GNN can process data characterized by complex spatiotemporal relationships. As a result, GNNs are widely used in computer vision [33], text processing [34], knowledge mapping [35], and recommendation systems. Fig. 1 records the number of papers related to GNN obtained from the Web of Knowledge using keyword “Graph neural network”. It shows how the number of publications related to GNN is growing exponentially. Furthermore, Fig. 2 lists some hot words related to GNN and fault diagnosis, which are obtained by searching Web of Knowledge with keywords “Graph neural network” and “Fault diagnosis”. The figure shows a large intersection between both research fields.

At present, there have been numerous review papers related to GNN [36]–[38]. In particular, existing GNN models were reviewed in [39] and several issues for future work raised. Later, [40] investigated GNNs and the attention mechanism. In [41], a new taxonomy of GNN architectures was proposed, and the application of GNN to various fields was discussed.

In a real world, faults may change the running state of the process, and lead to a change of the dependency between measurements. Based on this understanding, researchers began to explore GNN for fault diagnosis tasks. For instance, in [42], a new graph convolutional network (GCN) framework for distribution network fault location was proposed, which not only obtains high model performance, but also shows good robustness properties. To deal with the problem of limited labeled data collected by an electromechanical system, [43] constructed a semisupervised graph convolutional depth confidence network and an intelligent fault diagnosis method. In the field of fault diagnosis of wind turbine gearbox, based on the fact that the deep learning method cannot make full use of the relevant information of data, [44] proposed a new fast deep GCN, and achieved improved performance. In [45], authors discussed some structural defects of GCN models, and proposed a multireceiving field graph convolutional network to realize effective intelligent fault diagnosis. [46] proposed a new bearing fault diagnosis model based on horizontal visibility graph and GNN. However, most of these publications only focus on a small scope of research and seek to leverage GNN to a certain level only.

With that in mind, this review is prepared in response to the urgent need of a seamless and rigorous transition from classical neural network-based fault diagnosis to the alternative fault diagnosis methods which operate directly on graph-structured data. This paper focuses on investigating and reviewing GNN for fault diagnosis purpose. GNN-based fault diagnosis methods are studied and analyzed from multiple perspectives. The contributions of this paper are:

1. **New Taxonomy.** Neural network-based fault diagnosis methods are divided into three categories according to the representations of input data.
2. **Review-Oriented.** Several architectures of GNNs are reviewed, and the feasible applications of these architectures on fault diagnosis are explained. It is pointed out that one of difficulties of GNN-based fault diagnosis method lies in the construction of the association graph, so several feasible solutions are provided.

3. **Benchmark Study.** The diagnosis performance of several GNN-based methods and baseline methods are compared through three benchmark data sets. Based on the results obtained, a discussion follows.

4. **Future Research.** With the expectation of identifying possible research directions, several challenges related with GNN-based fault diagnosis are presented and discussed.

5. **Open Source.** The source code for this review will be made available after the peer-review stage. The code provides the implementation details of the GNN-based fault diagnosis methods discussed in this paper.

II. **DATA-DRIVEN FAULT DIAGNOSIS**

With the rapid development of advanced sensing technologies and computational power, neural-network-based fault diagnosis (NNFD) has received considerable attention in industry. According to the various types of data representations, conventional NNFD methods can be divided into two categories, namely, image-based NNFD methods and time-series-based NNFD methods.

As shown in Fig. 3 taking a modern wind farm for example, sensor data contains rich heterogeneous information, such as images of possible fan blade cracks and time-series data of vibration, temperature, and speed. After obtaining the sensor data, the NNFD methods can be constructed according to the structures described in Fig. 4 and Fig. 5 and the typical fault diagnosis is realized.

However, few attention has focused on the ubiquitous dependencies among data. For example, considering the interaction of neighboring wind turbines, a graph representation well models the relationship of all wind turbines in the wind farm, and permits the assessment of the operation status of the whole farm. In fact, even for a single wind turbine, a graph representation models the coupling and dependency among components, and provides additional value for the diagnosis tasks that are hardly achievable when ignoring the functional dependency.

It has been found in [47]–[49] that the category of a given node can be inferred from its neighbors, so except for using time-series and image data for fault diagnosis, the introduction of the graph structure to the data is an alternative and promising way. Furthermore, the involvement of graphs makes it possible for the classical fault diagnosis based on time and space sensing to take into account dependencies type of inductive bias. On top of this, we argue that the connections existing among nodes not only model explicit functional dependencies, but also dependencies as well as topological connections.

Generally speaking, the common methods for processing graph structure among data include the random-walk [50], the graph-clustering [51], and GNN-based methods [39]. In this paper, only GNN-based methods, including GCN, graph attention network (GAT), and graph sample and aggregate (GraphSage), are considered.

III. **GRAPH NEURAL NETWORK**

A. **Mathematical notations**

Mathematical notations used in this paper follow [53] and are given in Table 1. A simple graph can be represented as

\[ G = (V, E) \]  

where \( V \) and \( E \) are the sets of nodes and edges, respectively. Let \( v_i \in V \) be a node and \( e_{ij} = (v_i, v_j) \in E \) denote an edge between \( v_i \) and \( v_j \). Then, the neighborhood of a node \( v \) can be defined as \( \mathcal{N}(v) = \{ u \in V | (v, u) \in E \} \). Usually, a graph can be described by an adjacency matrix \( \mathbf{A} \in \mathbb{R}^{N \times N} \) where \( N \) is the number of nodes, that is, \( N = |V| \). In particular, \( \mathbf{A}_{ij} = 1 \) if \( \{v_i, v_j\} \in E \) and \( i \neq j \); \( \mathbf{A}_{ij} = 0 \), otherwise.

In undirected graph, \( \mathbf{A}_{ij} \) denotes an edge connection between nodes \( v_i \) and \( v_j \), while in a directed graph, \( \mathbf{A}_{ij} \) represents an edge pointing from \( v_i \) to \( v_j \). In practical applications, a graph may have node features (also called attributes) \( \mathbf{X} \in \mathbb{R}^{N \times c} \) where \( c \) is the dimension of a node feature vector. A degree matrix \( \mathbf{D} \in \mathbb{R}^{N \times N} \) is a diagonal matrix, which can be
Fig. 4: Fault diagnosis framework based on time-series processing. A time-series-based network model is built to compute the latent representations of data. To compute the probability for fault categories, linear and a softmax layers are used.

Fig. 5: Fault diagnosis framework based on image processing. Images are obtained through optical cameras or derived from time-series data [52]. Images go through image processing network, several layers, and a softmax layer, yielding the probability of fault categories.

Fig. 6: Illustration of the Laplacian matrix obtained as $D_{ii} = \sum_{j=1}^{N} A_{ij}$. A graph can also be represented by the Laplacian matrix $L$, defined as:

$$L = D - A$$

An illustration of the relationship among the above three matrices is shown in Fig. 6.

B. GNN Architectures

The input of GNNs receives two contributions [39], i.e., the feature matrix $X$ and the adjacency matrix $A$. The output of GNNs can be obtained by the general forward propagation equation [3]

$$Z_{\text{gnn}} = \text{softmax}(g_{\text{nn}}(\ldots, g_{\text{nn}}(A, g_{\text{nn}}(A, X))))$$

where $g_{\text{nn}}$ denotes an operation of GNN and $l$ is the number of layers in the architecture.

1) Graph convolutional networks (GCNs)

A GCN can be regarded as an extension of a CNN architecture, and provides an effective method to extract relational/spatial features from graph structured inputs. The GCN model has undergone many improvements, yielding to [28], which proposed the computation

$$Z = \sigma((\tilde{D}^{-0.5} \tilde{A} \tilde{D}^{-0.5})X\Theta)$$
where $\hat{A} = A + I_N$, $I_N$ is identity matrix of order $N$, and $\mathbf{D}$ a diagonal matrix, whose diagonal elements are $\mathbf{D}_{ii} = \sum_{j=1}^{N} A_{ij}$. $\sigma$ is an activation function, e.g., the Relu function. $\Theta \in \mathbb{R}^{c \times c}$ is the parameter matrix of the network to be learned, $c'$ represents the dimension of the output, and $\mathbf{Z} \in \mathbb{R}^{N \times c'}$ is the output matrix.

The cross-entropy loss function

$$\text{Loss} = - \sum_{i=1}^{N_{tr}} \sum_{j=1}^{M} Z_{ij} \log Y_{ij}$$

is generally used to train the parameters. Here, $N_{tr}$ represents the number of the training points, $M$ is the number of categories, $\mathbf{Z}$ is obtained from Eq. (4), and $\mathbf{Y}$ is the corresponding label of the training set. It should be noted that in a classification problem, the dimension of the output equals the number of categories, i.e., $c' = M$.

Even though GCNs have shown major improvements w.r.t. preceding non-relational architectures, there still exist some aspects to be improved:

1. Shallow GCN network cannot spread label information on a large scale, which limits its receptive field [30].

2. The deep GCN network leads to over-smoothing solutions. A multi-layer GCN will make data become highly similar in the forward transmission process, and cannot be correctly distinguished, which greatly reduces the model performance.

3. GCN belongs to the transductive learning model. When dealing with new data, new nodes must be introduced to modify the original association graph, and the whole GCN model must be trained again to adapt to the new graph.

4. For a given node, GCN considers all its neighbors to be equally important, instead of paying selective attention to special neighbors: this limits the performance.

Above deficiencies not only restrict performance, but also constraint applications. To address these limits, several new GNN models have been proposed over time.

2) Graph attention networks

A GAT architecture uses the attention mechanism to assign different weights to a node neighbors. In addition, it is an inductive model, implying that GAT can perform online (fault diagnosis) task after training [54] [55].

The GAT architecture is more complex than a GCN one. In detail, the feature matrix $\mathbf{X} = \{x_1, x_2, \ldots, x_N\} \in \mathbb{R}^{N \times c}$, $x_i \in \mathbb{R}^c$, $i = 1, 2, \ldots, N$. Then, performing a linear transformation on the vector $x_i$ of the node to obtain its feature vector $x'_i \in \mathbb{R}^c$, $\mathbf{W}$ is a linear mapping:

$$x'_i = \mathbf{W}x_i, \mathbf{W} \in \mathbb{R}^c \times c, i = 1, 2, \ldots, N \quad (6)$$

$$\mathbf{X}' = [x'_1, x'_2, \ldots, x'_N] \in \mathbb{R}^{N \times c'} \quad (7)$$

In GAT, for a given $x_i$, the attention weight value of its neighbor $x_j$ is reflected by $a_{ij}$ obtained as $x_i$ and $x_j$ of nodes $i$ and $j$ after linear mapping are concatenated together, and then the inner product is calculated with a vector $a$ of length $2c'$. The activation function uses $\text{Leaky РеLU}$, and a final softmax layer normalizes the weights value.

$$a_{ij} = \frac{\exp(\text{Leaky РеLU}(\|x_i\|_2a))}{\sum_{k \in N(i)} \exp(\text{Leaky РеLU}(\|x_i\|_2a))} \quad (8)$$

where || represents the concatenation operator. Then, without loss of generality, the output of the $(l + 1)$th hidden layer become

$$h_{i}^{l+1} = \sigma(\sum_{j \in N(i)} \mathbf{W}h_{j}^{l}a_{ij}) \quad (9)$$

where $\sigma$ denotes the activation function, and $h^l$ is the output of the $l$th hidden layer, with $h^0 = X$. The learnable parameters in GAT include the vector $a$ and the parameter matrix $\mathbf{W}$.

3) Graph sample and aggregate

Similar to the GAT model, GraphSage belongs to the inductive learning model. In principle, GraphSage learns an aggregation function, which can aggregate the features of a specific node and its neighbors to obtain its high-order features [56].

Denote the input feature matrix as $\mathbf{X}$. The forward propagation formula of the $l$th hidden layer in a GraphSage model is:

$$h_{i}^{l} = \sigma(\mathbf{W}^{l}\text{Concat}(h_{i}^{l-1}, \text{Aggre}(h_{i}^{l-1}, \forall u \in N(v)))) \quad (10)$$

where Concat represents the concatenation operation, Aggre performs an aggregation operation on features, and $h^l$ is the output of the $l$th hidden layer, $h^0 = X$. GraphSage uses four types of feature aggregation operations, including mean aggregator, GCN aggregator, Long Short-Term Memory (LSTM) aggregator, and a pooling aggregator. GraphSage does not involve the attention mechanism, so it treats all neighbor nodes equally. Due to the inductive learning characteristic, GraphSage can be used for an online fault diagnosis task with a lower computational complexity compared to GCN.

4) Graph auto-encoder (GAE)

A GAE is an unsupervised learning model, similar to the auto-encoder [57] [58] [59]. GAE uses a GCN layer as the encoder, its input includes the association graph and the feature matrix, and the output is the coding value $\hat{\mathbf{A}}$ of the node in the graph.

$$\hat{\mathbf{A}} = \sigma(\mathbf{Z} \mathbf{Z}^T) \quad (11)$$

where $\mathbf{Z} = \text{gcn} (\mathbf{X}, \mathbf{A})$; the mean-squared error function is used as the loss function,

$$L_{GAE} = -\frac{1}{N} \sum_{ij} || \mathbf{A}_{ij} - \hat{\mathbf{A}}_{ij} ||^2_2 \quad (12)$$

where $\hat{\mathbf{A}}$ derives from Eq. (11).

5) Spatial temporal graph convolutional network (STGCN)

STGCNs have been widely used to solve traffic forecasting problems [60]. Generally, STGCN is composed both of GCN and CNN architectures, where GCN is responsible for aggregating nodes features in the spatial dimension, while CNN performs temporal convolution in the temporal dimension.

According to the different graph analytic tasks, the networks mentioned above fall into three categories, namely, node-level GNNs, edge-level GNNs, and graph-level GNNs [53]. GCN, GAT, and GraphSage belong to the node-level GNN, which classify the nodes in the association graph. Edge-level GNN, like GAE, can be used for matrix completion, which predicts the correlation edges that do not exist in the input adjacency matrix. In a graph-level GNN, such as STGNN, each graph
### Architecture | Description | Characteristics
--- | --- | ---
**Graph Convolution Networks** 1. It is the extension of CNN in the graph structure measurement 2. It is mainly designed for extracting the spatial features of graphs 3. Node-level. | **Positives:** 1. It builds the dependency between measured values in the form of graphs. 2. It removes the restriction that measurements must be neat and standardized. **Negatives:** 1. It is a transductive model, which has to be retrained to fit the new association graph. 2. It pays no additional attention to special neighbor nodes. |
**Graph Sample and Aggregate** 1. Samples the specified number of neighbor nodes. 2. Aggregates feature information from neighborhood. 3. Node-level. | **Positives:** 1. It generates embedding for unknown nodes. 2. It overcomes the limitation of memory during the GCN training by using the sampling mechanism. 3. The parameters of the aggregator are shared for all nodes. 4. It is an inductive learning model, which is well-suited for real-time tasks. **Negatives:** It does not consider the different importance of the neighbors. |
**Graph Attention Networks** 1. It introduces the masked self-attention mechanism 2. It assigns different weights to each node according to different features of the neighboring points. 3. Node-level. | **Positives:** 1. It takes into account the different importance of neighbors. 2. It can be used both at transductive and inductive learning models. **Negatives:** It may not be effective in subgraph classification. |
**Spatio-Temporal Graph Convolution Networks** 1. It stacks the Spatial Gated-Conv layer and the Temporal Gated-Conv layer alternately to capture the temporal and spatial dependencies at the same time. 2. Graph-level. | **Positives:** 1. It uses the whole block convolution structure on the timeline to capture the dynamic time characteristics. 2. It is well-suited for the time series of graph structures. **Negatives:** The model generalization is low whose input data is required to be time-series data. |
**Graph Auto-Encoders** 1. Encode: Using latent variables, the model learns some distributions and samples from these distributions to find latent representations 2. Decode: Latent representations obtained are reconstructed to produce the reconstructed graph. 3. Edge-level. | **Positives:** 1. The embedding of the node in the graph can be obtained through the structure of encoder-decoder to support the following tasks. 2. The principle of GAE is simple and clear, with few training parameters. **Negatives:** 1. The posterior distribution of a given graph should follow the Gaussian hypothesis, otherwise the flexibility of variational inference will be restricted. 2. Using an Inner-Product Decoder limits the flexibility of model generation. |

Fig. 7: A summary of the different GNN architectures

corresponds to a single feature. The characteristics and taxonomy of the aforementioned GNN models in subsection III.B are summarized in Fig. 7.

### C. Visualization of GNN’s data classification capability

Fig. 8 illustrates the efficiency of a graph neural network to exploit information coming from its neighbors. Fig. 8(a) shows the original data of a motor running state after normalization and dimensionality reduction. Principal component analysis (PCA) was used to reduce the original data from 48 dimensions to 2 dimensions for visualization. Nodes with different colors show different categories of the motor running states. There are eight square nodes (the number of training sets) in the figure; the test set is composed of 290 nodes. Fig. 8(b) shows the motor running state data after the graph convolutional layer. Data have been normalized and their dimension reduced too. The meaning of nodes in both subfigures is the same; data processed by GCN show operational clusters. As shown in Fig. 8(a), it is likely that the high model performance cannot be obtained using the insufficient training set with eight nodes. On the other hand, for the data shown in Fig. 8(b), since nodes belonging to the same categories are more concentrated and nodes belonging to different categories are farther apart,
the training set after the GCN layer is more representative. It can be expected that GNN-based method can achieve better classification performance. Considering that the data set for fault diagnosis is always composed of a large proportion of unlabeled data (fault-free data) and a small part of labeled data (faulty data), the ability of GNN to obtain information of neighbors becomes essential.

Besides, now that industrial systems are characterized by relational dependencies and that we wish to exploit the relational inductive bias, it is an alternative and promising way to use a GNN-based method for fault diagnosis task.

Typically, the framework of GNN-based fault diagnosis method is shown in Fig. 9, which mainly consists of two parts, that is, building the graph from data and building the GNN model.

### A. Building association graph from data

For a given node, a GNN synthetically analyzes the characteristics of a node and its neighbors for fault diagnosis \[61\].

According to the difficulty of obtaining the association graph, GNNs can be divided into two categories. In the early GNN-based applications, the association graph of obtained data set has a certain physical meaning, which provides great convenience for its construction and verification. For example, in the Karate Club data set mentioned in \[28\], each individual data represents the club member’s information, and the task of the neural network is to predict which club a member belongs to. In this example, the association graph is constructed according to club members’ interpersonal relationships. The explicit dependency between members simplifies the design of the association graph.

However, in the field of GNN-based fault diagnosis, there is generally no explicit dependency information, so the association graph can only be built from data. How to construct the graph and evaluate the quality of the graph are challenges faced by the GNN-based fault diagnosis method. In this paper, two construction methods for the association graph, as well as their advantages and disadvantages, will be discussed in Section V.

### B. Building GNN models for fault diagnosis

In this subsection, fault diagnosis is transformed into three tasks on graphs, that is node classification, edge classification, and graph classification. In addition, the aforementioned GNN models are integrated into the fault diagnosis algorithms.

1) **Exploration of node-level GNNs for FD**

The considered node-level GNNs in this paper include GCN, GraphSage, and GAT. These architectures treat each measurement as a node in the association graph. As mentioned in subsection III.A.1, two nodes that have a relationship in the association graph are more likely to be divided into the same category by GNN. The implementation of node-level GNN-based FD algorithm is shown in Table 1.

2) **Exploration of edge-level GNNs in fault diagnosis**

In this paper, edge-level GNN is chosen as a GAE. As its outputs are the reconstruction of the corresponding adjacency matrices of the graph, it cannot be directly used for fault diagnosis. However, it is pointed out in subsection V.A that a ready-made association graph in fault diagnosis is often not accessible, and the accuracy of the graph constructed by various methods cannot be guaranteed. Therefore, the edge-level GNN is used to reconstruct the original association graph, so that nodes with uncertain relationship (the corresponding value in the adjacency matrix is 0) are identified as having
The graph-level GNN-based FD algorithm is shown in Table IV. Sensors together form a graph. The implementation of the association graph is an essential part of GNN, which reflects the implicit dependency among nodes. At present, the widely used construction methods for the association graph are:

A. Using K-nearest neighbor method to construct the association graph

In practice, a possible method to construct the association graph is: first, a large number of time-frequency features of a given data set are extracted. Then, a small number of time-frequency features that can reflect the characteristic of the system are obtained through feature selection. Next the K-nearest neighbor (KNN) method is used to find the K nearest neighbors of the given node according to these features. Finally, the construction of the association graph is realized among nodes. At present, the widely used construction methods for the association graph are:

Table II: Algorithm (1)

| Input: Data set $X$ with length $N$, adjacency matrix $A$, label set $Y$ with length $N_{tr}$, number of fault types $M$, number of iterations $num$. |

| Output: Diagnosis results of the test data set $X_{test}$. |

1. Divide data set $X$ into training set $X_{train}$, test set $X_{test}$, and validation set $X_{val}$ according to the label set $Y$.

2. Construct the GNN model:

3. The forward propagation formula of GNN layers:
   - For GCN model, $Z = \sigma(D^{-0.5} \hat{A} D^{-0.5} X \Theta)$.
   - For GAT model, $Z = \sigma(\sum_{j \in N(i)} \alpha_{ij} W X_j)$.
   - For GraphSage model, $Z = \sigma(W \cdot \text{Concat}(X_i, \text{Aggregate}(X_j, \forall j \in N(i))))$.

4. Loss function: $Loss = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} Z_{ij} \log Y_{ij}$.

6. Train the GAE model:

7. Construct the GAE model:

8. Input the total data set $X$ to the GNN model.

9. Calculate the loss function.

10. Update the model with back propagation.

11. Obtain the trained GNN model using the data set $X_{val}$.

12. Validate the trained GNN model using the data set $X_{test}$.

Algorithm: Fault diagnosis method based on node-level GNN

Algorithm: Fault diagnosis method based on edge-level GNN

| Input: Data set $X$ with length $N$, adjacency matrix $A$, number of iterations $num$. |

| Output: The reconstruction matrix $\hat{A}$ of the adjacency matrix $A$. |

1. Construct the GAE model:

2. The forward propagation formula of GAE layers:
   - $Z = gcn(X, A)$.
   - $\hat{A} = \sigma(\hat{Z} \hat{Z}^T)$.

3. Loss function: $Loss = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} Z_{ij} \log \hat{A}_{ij} + (1 - \hat{A}_{ij}) \log(1 - \hat{A}_{ij})$.

5. Train the GAE model:

6. The reconstruction matrix $\hat{A}$ of the adjacency matrix $A$.

7. for $i = 1, 2, ..., num$;

8. Input the data set $X$ and the matrix $A$ to the GAE model.

9. Calculate the loss function.

10. Update the model with back propagation.

11. Obtain the reconstruction matrix $\hat{A}$. |

Algorithm: Fault diagnosis method based on edge-level GNN

| Input: Data set $X$ with length $N$, adjacency matrix $A$, number of iterations $num$. |

| Output: The reconstruction matrix $\hat{A}$ of the adjacency matrix $A$. |

1. Construct the GAE model:

2. The forward propagation formula of GAE layers:
   - $Z = gcn(X, A)$.
   - $\hat{A} = \sigma(\hat{Z} \hat{Z}^T)$.

3. Loss function:
   - $Loss = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} Z_{ij} \log \hat{A}_{ij} + (1 - \hat{A}_{ij}) \log(1 - \hat{A}_{ij})$.

5. Train the GAE model:

6. The reconstruction matrix $\hat{A}$ of the adjacency matrix $A$.

7. for $i = 1, 2, ..., num$;

8. Input the data set $X$ and the matrix $A$ to the GAE model.

9. Calculate the loss function.

10. Update the model with back propagation.

11. Obtain the reconstruction matrix $\hat{A}$. |

Algorithm: Fault diagnosis method based on edge-level GNN

| Input: Data set $X$ with length $N$, adjacency matrix $A$, number of iterations $num$. |

| Output: The reconstruction matrix $\hat{A}$ of the adjacency matrix $A$. |

1. Construct the GAE model:

2. The forward propagation formula of GAE layers:
   - $Z = gcn(X, A)$.
   - $\hat{A} = \sigma(\hat{Z} \hat{Z}^T)$.

3. Loss function:
   - $Loss = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} Z_{ij} \log \hat{A}_{ij} + (1 - \hat{A}_{ij}) \log(1 - \hat{A}_{ij})$.

5. Train the GAE model:

6. The reconstruction matrix $\hat{A}$ of the adjacency matrix $A$.

7. for $i = 1, 2, ..., num$;

8. Input the data set $X$ and the matrix $A$ to the GAE model.

9. Calculate the loss function.

10. Update the model with back propagation.

11. Obtain the reconstruction matrix $\hat{A}$. |

Algorithm: Fault diagnosis method based on edge-level GNN

| Input: Data set $X$ with length $N$, adjacency matrix $A$, number of iterations $num$. |

| Output: The reconstruction matrix $\hat{A}$ of the adjacency matrix $A$. |

1. Construct the GAE model:

2. The forward propagation formula of GAE layers:
   - $Z = gcn(X, A)$.
   - $\hat{A} = \sigma(\hat{Z} \hat{Z}^T)$.

3. Loss function:
   - $Loss = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} Z_{ij} \log \hat{A}_{ij} + (1 - \hat{A}_{ij}) \log(1 - \hat{A}_{ij})$.

5. Train the GAE model:
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Table IV: Algorithm (3)

| Algorithm: Fault diagnosis method based on graph-level GNN |
|---------------------------------------------------------|
| **Input**: Dataset \( \mathbf{X} \) with length \( N \), adjacency matrix \( \mathbf{A} \), label set \( \mathbf{Y}_L \) with length \( n_1 \), number of fault types \( M \), number of iterations \( num \). |
| **Output**: Diagnosis results of the test data set \( \mathbf{X}_{test} \). |
| 1. Divide dataset \( \mathbf{X} \) into training set \( \mathbf{X}_{train} \), test set \( \mathbf{X}_{test} \) and validation set \( \mathbf{X}_{val} \) according to the label set \( \mathbf{Y}_L \). |
| 2. Use \( \mathbf{X}_{test} \) to construct the adjacency matrix \( \mathbf{X} \). |
| 3. Construct the STGCN model: |
| 4. In STGCN Block 1: |
| 5. In Temporal Block 1: |
| 6. \( \mathbf{X}_{out1} = CNNs(\mathbf{X}) \). |
| 7. In Spatial Block: |
| 8. \( \mathbf{X}_{out2} = \sigma(\mathbf{D}^{-0.5}\tilde{\mathbf{A}}\mathbf{D}^{-0.5}\mathbf{X}_{out1}\Theta) \). |
| 9. In Temporal Block 2: |
| 10. \( \mathbf{Z} = CNNs(\mathbf{X}_{out2}) \). |
| 11. Loss function: \( \text{Loss} = \sum_{i=1}^{n_1} \sum_{f=1}^{M} Z_i \log L_{if} \). |
| 12. Train the STGCN model: |
| 13. for \( i = 1, 2, ..., num \): |
| 14. Input the training set \( \mathbf{X}_{train} \) to the STGCN model. |
| 15. Calculate the loss function. |
| 16. Update the model with back propagation. |
| 17. Evaluate the model with validation set \( \mathbf{X}_{val} \). |
| 18. Complete GNN model training. |
| 19. Validate the trained STGNN model using the data set \( \mathbf{X}_{val} \). |
| 20. Obtain the diagnosis results, \( \mathbf{Z} = \text{model}(\mathbf{X}_{test}) \). |

Fig. 10: KNN-based graph construction method

1) The selection of time and frequency domain features [63]. In fact, the selection of feature types is completely subjective. It is difficult to explain why some feature types are used instead of others, many trial-and-error experiments are necessary.

2) The determination of the distance between nodes. A straightforward method is to use Euclidean distance to measure the distance between features. From another point of view, the occurrence of a fault will lead to the deviation of features, but may not affect others. Therefore, various features should be lead to different distance values. However, due to the principle of KNN method, all features are treated equally. In addition, its time complexity is \( O(N \times N) \), resulting that the increase of the amount of data \( N \) can lead to a dramatic increase of the time consumption for the graph construction.

In general, the KNN-based construction method is favorable due to its simple and clear logic.

B. Using prior knowledge to construct the association graph

In [64], the idea of using prior knowledge to construct the association graph is considered. It uses structural analysis (SA) method to prediagnose the fault, and transforms the results of prediagnosis into a graph to construct the GCN model for the final fault diagnosis. In this method, the graph construction is a bridge that connects the model-based SA and the data-based GCN. The illustration of SA-based graph construction method is shown in Fig. 11.

The introduction of prior knowledge significantly increases the training time, and requires not only the knowledge about the mechanisms of the system, but also data information. On the other hand, it ensures the accuracy of the graph, greatly improves the overall performance of the model, and is one of the best methods to build the association graph when prior knowledge is available. In addition, it should be mentioned that, as a bridge, the association graph can combine the knowledge with the measurements to exploit the strengths of both methods.

C. Using matrix completion to adjust the association graph

The construction process of the graph is to analyze the potential existence of the dependency between nodes. Therefore, the construction of the association graph can also be transformed to the link prediction issue. Inspired by [65], we propose a new method for constructing the association graph. Firstly, an incomplete association graph of a data set is constructed by the KNN method. Then the adjacency matrix of the graph is reconstructed by the GAE model. Finally, the downstream task is completed according to the reconstructed association graph.

The method of using a matrix to complete and adjust the association graph is an extension of the KNN method. Since GAE is a type of unsupervised learning, its purpose is to adjust the original association graph, so the graph reconstructed
by GAE is at least no worse than the original one. Subsequent experiments show that the method of reconstructing association graph using GAE model can improve diagnostic performance to a certain extent. The illustration of GAE-based graph adjustment method is shown in Fig. 12.

D. Assess the quality of the association graph

According to the constructed association graphs, GNNs aggregate the isolated data into a whole. Through various aggregation methods, GNNs enable each node to aggregate the information of its neighbors. Due to this, the performance of the GNN model is better than that of ordinary neural network in many fields.

In [66], it was pointed out that the GNN model has been widely used in graph representation learning, but it remains an issue to measure the quality of the graph. To deal with this, two quality indicators, namely feature smoothness and label smoothness, were proposed. The feature smoothness index $\lambda_f$ is:

$$
\lambda_f = \frac{\| \sum_{e_{i,j} \in E} (x_{v_i} - x_{v_j})^2 \|}{|E| \cdot d}
$$

(15)

where $x_{v_i}$ and $x_{v_j}$ represent the features of the nodes $v_i$ and $v_j$, respectively, $d$ is the dimension of $x_{v_i}$ and $x_{v_j}$, and $|E|$ represents the amount of the edges $E$ in a association graph. It is assumed that nodes with dissimilar features compared with their neighbors tend to obtain more information from association graph. Therefore, $\lambda_f$ is positively correlated with the quality of the association graph.

Another label smoothness index $\lambda_l$ is defined as:

$$
\lambda_l = \sum_{e_{i,j} \in E} (1 - \mathbb{I}(v_i, v_j))/|E|
$$

(16)

where $\mathbb{I}(v_i, v_j) = 0$ if $Y_{v_i} \neq Y_{v_j}$, $\mathbb{I}(v_i, v_j) = 1$ if $Y_{v_i} = Y_{v_j}$, $Y_{v_i}$ and $Y_{v_j}$ represent the category of the nodes $v_i$ and $v_j$, respectively.

The purpose of calculating $\lambda_l$ is based on an inductive bias that, in a graph, if most nodes and their neighbors are in the same categories, the graph is beneficial for the training of the model. Therefore, $\lambda_l$ is negatively correlated with the quality of the association graph.

In conclusion, $\lambda_f$ and $\lambda_l$ measure the quality of the association graph from two aspects. They point out that a high-quality graph should have the following characteristics: the feature distributions of two neighbors in the graph are quite different (corresponding to a big $\lambda_f$ indicator), but they have the same category (corresponding to a small $\lambda_l$ indicator).

Interestingly, [66] implicitly explains the limitation of KNN-based construction method: it tends to connect two nodes with similar feature distribution, which makes nodes obtain less information from their neighbors. From this point of view, both the $\lambda_f$ index and the $\lambda_l$ index calculated by the graph from KNN-based method are small, which indicate a “correct but useless” association graph.

VI. BENCHMARK STUDY AND COMPARISON

To illustrate the performance of GNN-based FD methods, three baseline models as well as several GNN-based FD methods are tested on three industrial data sets and compared.

A. The designed models

The detailed architectures of various GNN methods have been discussed in Section III. The corresponding hyperparameters of each models are shown in Table V. The GCN model is composed of a GC layer, three 1dCNN layers, and two fully connected layers; The GAT model is composed of two graph attention layers with a multihead mechanism, where the number of heads is eight; The GraphSage model is composed of two layers, and the GCN aggregator is used; the STGCN model contains two temporal blocks and one spatial block. The spatial block uses traditional GCN for graph convolution, while the temporal blocks perform convolution-max-pooling-convolution for each node in the temporal dimension.

Furthermore, 6 kinds of widely-used baseline models are used, namely the CNN, LSTM, RF, GBDT, LGBM, and SVC models.

1. CNN. CNN is a rather common baseline model, which performs well in dealing with issues in various research fields.

| Models       | Number of epochs | Learning rate | Optimizer  |
|--------------|-----------------|---------------|------------|
| GCN          | 300             | 0.000 18     | RMSProp    |
| GAT          | 200             | 0.000 05     | Adam       |
| GraphSage    | 300             | 0.005        | RMSProp    |
| STGCN        | 200             | 0.001        | Adam       |
Table VI: Description of faults

| Data set | Description of fault | Fault type     |
|----------|----------------------|----------------|
| Motor    | Inter-turn short fault| Step           |
|          | Bearing fault        | Random variation|
|          | A/C feed ratio, B composition constant | Step |
|          | B composition, A/C ratio constant | Step |
|          | D feed temperature   | Step           |
| TEP      | Reactor cooling water inlet temp. | Step |
|          | Condenser cooling water inlet temp. | Step |
|          | A feed loss          | Step           |
|          | C Header pressure loss - reduced availability | Step |

2. **LSTM**. LSTM does well in processing time-series data. It is kind of an advanced recurrent neural network (RNN).

3. **RF**. Random forest model (RF) constructs multiple decision trees. To realize the prediction purpose, it counts the prediction results of each decision tree, and obtains the final results through voting methods.

4. **GBDT**. Gradient boosting decision tree, also known as MART (multiple additive regression tree), is an iterative decision tree method. The algorithm is composed of multiple decision trees, and the conclusions of all trees are accumulated to make the final answer.

5. **LGBM**. Light gradient boosting machine is a framework for implementing GBDT method. It supports efficient parallel training, and has the advantages of faster training speed, lower memory consumption, better accuracy, distributed support and rapid processing of massive data.

6. **SVC**. Support vector classification avoids the traditional process from induction to deduction, efficiently realizes the transformation from training process to prediction process, and greatly simplifies the usual problems such as classification and regression.

B. Description of data sets

The experiments in this paper are implemented on three data sets. The first data set is obtained from a hardware-in-the-loop (HIL) simulation platform based on the structure of the pulse rectifier in a traction system (as shown in Fig. 13), named the “rectifier data set”. The second data set is collected from a motor benchmark, named “motor data set”. The last data set is obtained from the Tennessee Eastman chemical process benchmark, named the “TEP data set”.

The dimension of the rectifier data set is $1067 \times 256 \times 6$. It is composed of 1067 labeled measurements. Each measurement is composed of six sensor samples, and the dimension of a single measurement is $256 \times 6$. The 1067 measurements are divided into one normal condition and five fault types.

The motor data set consists of 1104 labeled measurements, each of which records 48 features of its corresponding motor, and the dimension of the total data set is $1104 \times 48$. It contains one normal condition and three fault types. Since the motor data set has no evident sequential characteristic, STGCN is not used for validation in it.

The dimension of TEP data set is $1100 \times 500 \times 52$, which is composed of 1100 labeled measurements, each of which is composed of 41 observation variables and 11 control variables. It contains one normal condition and seven fault types. Fault types exist in the three data sets are briefly described in Table VI.

The three data sets are collected from systems either with known structural information (like the pulse rectifier) or without known structural information. Thereby, they are representative in the field of fault diagnosis. Related parameters of the data sets are summarized in Table VII.

C. Description of fault types

As is shown in Table VII, more than ten types of faults are considered in experiments, which can be roughly divided into three categories, including random variation fault, step fault, and slow drifting fault. Their characteristics are depicted as follows.

1. **Characteristics of a random variation fault**. Sampled values with random variation fault will fluctuate randomly. Therefore, there exists irregularly changed deviations between the samples and the actual value. The generation of the random variation faults is affected by many factors including noise and uncertainties, which are ubiquitous in an industrial process.

2. **Characteristics of a step fault**. The deviation between sampled values and actual values changes significantly in a short period of time. The step fault can lead to great harm to an industrial system, take pulse rectifier for example, step fault may be caused by an open circuit or short circuit.

3. **Characteristics of a slow drifting fault**. The samples adds an extra signal that is proportional to time. Slow drifting faults may result from aging of components.

D. Constructing association graphs from the data sets

The construction of the association graph plays an important role in GNN-based fault diagnosis. Based on SA, KNN, and KNN + GAE methods, three kinds of graphs are constructed.

Among graphs constructed by three kinds of methods, each of them has its own characteristics. For the graph constructed
Table VII: Details of three data sets

| Data set       | Quantity | Dimensions | Structural information | Data complexity |
|---------------|----------|------------|------------------------|-----------------|
| rectifier data set | 1067     | 256×6      | Available              | High            |
| motor data set   | 1104     | 48         | Unavailable            | Low             |
| TEP data set     | 1100     | 5000×52    | Unavailable            | High            |

(a) Graph constructed by SA method  
(b) Graph constructed by KNN method  
(c) Graph constructed by KNN+GAE method  

Fig. 14: Schematic diagrams of graphs constructed by three kinds of methods

Table VIII: Related parameters of the association graph

| Construction method | Data set      | No. of edges | K value |
|---------------------|---------------|--------------|---------|
| SA                  | rectifier data set | 104 521     | \       |
|                     | rectifier data set | 325 56     | 45      |
| KNN                 | motor data set   | 540 96      | 50      |
|                     | TEP data set     | 539 00      | 30      |
|                     | rectifier data set | 862 69     | 45      |
| KNN+GAE             | motor data set   | 119 387     | 50      |
|                     | TEP data set     | 103 667     | 30      |

by SA method, all nodes in a graph are clustered respectively. Nodes belonging to the same cluster are connected to each other, and nodes of different clusters are isolated from each other (as is shown in Fig. 14(a)). For the graph constructed by KNN method, all nodes have the potential to be connected to each other. Usually, all nodes in the graph form a connected domain (as is shown in Fig. 14(b)). The graph constructed by KNN + GAE method is slightly different from the KNN-based graph, whose schematic diagram is shown in Fig. 14(c).

Related parameters about each graph are shown in Table VIII. Note that the K value is only applicable to the KNN method.

E. Experimental results and analysis

1) Comparison between graph construction methods: The sizes of training set in three data sets are

The amount of training set in the rectifier data set is 50 (accounts for 4.69% of the data set), while 80 in the motor data set (accounts for 7.25% of the data set), and 150 in the TEP data set (accounts for 13.64% of the data set). To make a comparison between different construction methods, we used the SA-based method, the KNN and KNN + GAE-based method on the rectifier data set, KNN and KNN + GAE-based methods on the motor and TEP data sets. The diagnostic accuracies are shown in Table IX; they reflect the performance of various diagnostic methods. For example, when the size of the test set is 867, and the accurate prediction quantity is 617, the diagnostic accuracy is calculated as 0.712.

From Table IX, the selection of the construction methods have a great impact on model performance. First consider the rectifier data set, the accuracies of three GNN models with SA-based construction method reach approximately 90% in average, which is much higher than other methods. This is because the SA-based construction method uses a large amount of prior knowledge to construct a high-quality association graph. Besides, the performance of the three FD models using KNN + GAE method for graph construction is better than that using the KNN method; On the motor data set, the performance of GCN using KNN method is slightly better than that of GCN with KNN + GAE method; As for the TEP data set, both construction methods can achieve favorable fault diagnosis performance. The accuracies of the GCN and the GAT models using KNN + GAE method are better than that using KNN.

Generally speaking, the SA-based construction method is better than other methods. However, in most cases, it is difficult to obtain prior knowledge of system, so KNN-based and KNN + GAE-based construction methods can be used as its replacement for cases where the structure information is unknown. Furthermore, the overall performances of GNNs using KNN + GAE-based method are higher than that of GNNs using the KNN-based method. This may be attributed to the fact that, the usage of GAE realizes the prediction of the association relationships that do not exist in the original graph, which actually improves the quality of the association graph.

2) Comparison between GNN models and baselines: In the benchmark study, GNN-based methods are also compared with various baseline methods. Now that the SA-based graph construction method introduces prior knowledge, which is infeasible in baseline methods, GNN models trained by SA are not compared with baseline methods. It is found that GCN and GraphSage are not as good as CNN when dealing with the rectifier data set, but achieve better performance than the other baseline methods. STGCN with KNN-based method and GAT with KNN + GAE-based method outperform baseline methods in terms of diagnostic accuracy.

It should be noted that on the motor data set, the LGBM and GBDT methods outperform GNN-based methods as well as other baseline models, this may be because of the fact that the motor data set itself is relatively simple and the association
Table IX: Experimental results (accuracy ± standard deviation)

| Model       | Method | rectifier data set (Train_set = 50) | motor data set (Train_set = 80) | TEP data set (Train_set = 150) |
|-------------|--------|--------------------------------------|---------------------------------|-------------------------------|
| GNN-Models  | GCN    | 0.862 ± 0.042                        | \                             | 0.993 ± 0.002                 |
|             | KNN    | 0.712 ± 0.028                        | 0.747 ± 0.018                  | \                             |
|             | KNN+GAE| 0.750 ± 0.011                        | 0.736 ± 0.030                  | 0.970 ± 0.051                 |
| GNN-Models  | GAT    | 0.901 ± 0.056                        | \                             | 0.969 ± 0.033                 |
|             | KNN    | 0.801 ± 0.024                        | 0.661 ± 0.036                  | \                             |
|             | KNN+GAE| 0.877 ± 0.017                        | 0.697 ± 0.041                  | \                             |
| Baseline-Models | Graphsage | 0.943 ± 0.001 | \ | 0.993 ± 0.002 |
|             | KNN    | 0.786 ± 0.011                        | 0.809 ± 0.014                  | \                             |
|             | KNN+GAE| 0.818 ± 0.006                        | 0.823 ± 0.014                  | \                             |
| Baseline-Models | STGCN | 0.843 ± 0.141                        | \                             | 0.976 ± 0.007                 |
|             | CNN    | 0.842 ± 0.047                        | 0.472 ± 0.079                  | 0.988 ± 0.013                 |
|             | LSTM   | 0.675 ± 0.046                        | 0.442 ± 0.075                  | 0.912 ± 0.016                 |
|             | RF     | 0.666 ± 0.015                        | 0.547 ± 0.067                  | 0.855 ± 0.005                 |
|             | LGBM   | 0.457 ± 0.016                        | 0.958 ± 0.020                  | 0.938 ± 0.010                 |
|             | GBDT   | 0.415 ± 0.026                        | 0.930 ± 0.018                  | 0.950 ± 0.009                 |
|             | SVC    | 0.536 ± 0.075                        | 0.881 ± 0.021                  | 0.895 ± 0.008                 |

Fig. 15: Detailed display of experimental results on the rectifier data set

between data is not close.

In general, considering the performance of GNN methods in three data set, GNN methods achieve same or better diagnosis performance compared with the six baseline methods. Besides, when dealing with data set whose association graph can be constructed based on prior knowledge, GNN with SA-based graph construction method is the preferred one.

3) The influence of small sample case: In practice, a system usually runs in “long-term fault-free and short term fault” scenario due to the highly reliable design of the system. This leads to a small number of fault samples, which will be called the “small sample case” in this paper.

To verify the effectiveness of the GNN-based FD methods for the small sample case, the amount of training set is set to 10-100 on the rectifier data set, and a total of ten groups of experiments were conducted for the comparison with baseline methods. The experimental results are shown in Table X, Fig. 15 and Fig. 18. In order to better present the convergence process inside the STGCN model during its iteration process, the variation tendency of the output of the hidden layer in STGCN method is tracked as shown in Fig. 17. In this figure, the output of the hidden layer is processed with PCA method for dimensional reduction, and constitutes a node in the graph. As shown in Fig. 17, with the increase in the number of iterations, the outputs with the same label in the hidden layer become gradually similar. In addition, the confusion matrices corresponding to the diagnosis results obtained by these methods are shown in Fig. 16. According to the analysis of Table X, when the number of training sets is 10 (accounts for 0.94% of the data set), except for STGCN, the overall
Table X: Comparison results on the rectifier data set

| Training set | KNN | GraphSage KNN+GAE | SA | KNN | SA | KNN | SA | STGCN | CNN | LSTM | Random Forest | GBDT | SV | GNN |
|--------------|-----|------------------|----|-----|----|-----|----|-------|-----|------|---------------|------|---|-----|
| 10           | 0.586 | 0.532 | 0.736 | 0.617 | 0.769 | 0.686 | 0.312 | 0.443 | 0.484 | 0.506 | 0.433 | 0.347 | 0.301 | 0.347 |
| 20           | 0.710 | 0.761 | 0.733 | 0.660 | 0.804 | 0.739 | 0.443 | 0.652 | 0.618 | 0.529 | 0.528 | 0.346 | 0.350 | 0.346 |
| 30           | 0.774 | 0.753 | 0.803 | 0.701 | 0.864 | 0.782 | 0.782 | 0.652 | 0.724 | 0.636 | 0.608 | 0.424 | 0.307 | 0.346 |
| 40           | 0.786 | 0.818 | 0.803 | 0.712 | 0.833 | 0.782 | 0.782 | 0.782 | 0.842 | 0.676 | 0.643 | 0.424 | 0.415 | 0.424 |
| 50           | 0.800 | 0.808 | 0.879 | 0.751 | 0.890 | 0.801 | 0.843 | 0.890 | 0.874 | 0.676 | 0.666 | 0.457 | 0.478 | 0.424 |
| 60           | 0.894 | 0.897 | 0.891 | 0.712 | 0.906 | 0.876 | 0.883 | 0.906 | 0.894 | 0.687 | 0.684 | 0.524 | 0.522 | 0.478 |
| 70           | 0.928 | 0.947 | 0.891 | 0.871 | 0.906 | 0.904 | 0.906 | 0.890 | 0.894 | 0.735 | 0.717 | 0.556 | 0.556 | 0.478 |
| 80           | 0.938 | 0.947 | 0.889 | 0.748 | 0.906 | 0.921 | 0.912 | 0.906 | 0.890 | 0.735 | 0.748 | 0.556 | 0.556 | 0.478 |
| 90           | 0.945 | 0.950 | 0.891 | 0.732 | 0.912 | 0.937 | 0.932 | 0.906 | 0.890 | 0.735 | 0.748 | 0.556 | 0.556 | 0.478 |
| 100          |       | 0.951 | 0.945 | 0.891 | 0.932 | 0.932 | 0.932 | 0.932 | 0.932 | 0.932 | 0.932 | 0.932 | 0.932 | 0.932 |

Fig. 16: Confusion matrices of various FD methods

diagnostic accuracies of the GNN-based methods are better than the six baseline methods, this may be attributed to the fact that the adjacency matrix of STGCN cannot fully reflect the effective association between features in the case of small samples.

As the size of the training sets increases, the diagnostic accuracies of the GNN-based and baseline FD methods in the test set increase correspondingly, but the diagnostic performance of the GNNs is still better than the methods on the whole. In general, GNN-based methods can achieve relatively better results in the small sample case, and the advantages of the GNNs is more obvious with the introduction of prior knowledge.

In conclusion, the four GNN-based FD methods have distinct advantages in three benchmark data sets. Most of the methods can achieve good fault diagnosis. Considering that GraphSage belongs to the inductive learning mode, it is a good choice to use GraphSage model for fault diagnosis. GAT uses attention mechanism and a multihead mechanism to improve the generalizability, and has obvious advantages in processing data set with complex internal structures. Compared with the other three GNN-based FD methods, the performance of STGCN is relatively poor when the number of training sets is small, but with the increase of the number of training sets, the accuracy of STGCN in the test sets is approximately equal to GraphSage.

VII. PERSPECTIVES OF FUTURE RESEARCH

GNN is a promising way for fault diagnosis, but several challenges still need to be further investigated, which are
Fig. 17: Variation tendency of the hidden layer output of the STGCN model (the percentage represents the proportion of the total iterative training process, and different colors of data denote different categories)

Fig. 18: Summary of experimental results on the rectifier data set

expected to inspire possible research directions in this field over the next years.

(1) How to construct high quality association graph from data?
Up to now, the existing graph construction methods are insufficient, and the data may have poor quality with outliers, uncertain connections, and missing values. Considering that the quality of the graph has a large impact on the performance of GNN model, it is quiet essential to consider how to construct high-quality association graphs from a given data set.

(2) How to use prior knowledge in GNN for fault diagnosis?
Most of the data-driven fault diagnosis methods do not pay attention to the prior knowledge of the system of interest, but in many cases, engineers have at least some understanding of the process information. How to combine prior knowledge with measurements is worth considering. A promising way is to combine knowledge graphs with GNN [68].

(3) How to study fault diagnosability?
In the field of traditional model-based fault diagnosis, fault diagnosability is divided into two parts: detectability and isolability. The fault that does not meet the requirements of detectability or isolability cannot be diagnosed by fault diagnosis methods. However, in GNN-based fault diagnosis, it is usually assumed that all faults are fully diagnosable, but this assumption does not always hold. In order to get a better diagnosis accuracy, researchers often devote effort to improve the neural network model, but ignore the analysis of the essential problem of fault diagnosability. From this point of view, it is of great significance to analyze fault diagnosability in GNN-based fault diagnosis.

(4) How to update the graph?
It is often assumed that the graph used by GNN is unchanged. Can the graph be updated in the process of fault diagnosis so that it can dynamically show the relationship of each node? In addition, the normal status of a system may drift over a period of time. As a result, the association relationship between measurements may also change, which requires timely changes in the association graph.

(5) How to detect unknown fault types?
The current fault diagnosis methods are based on known types of faults. When a GNN model receives measurements of an unknown fault type, it makes a fault decision based on the known fault types. The popular transfer learning approach may be a promising technique to provide a feasible solution [69].

(6) How to improve GNN security against cyber attacks?
In the information age, everything is interconnected. A mature neural network must not only collect data through the internet, but also guard against possible cyber attacks. In addition, GNN model emphasizes the relationship between measurements, so once a small part of measurements in the data set is maliciously tampered with, it will have a negative impact on the performance. How to minimize the above adverse effects is a problem that GNN must face in the industrial application.
VIII. CONCLUSION

In this paper, the emerging GNN-based fault diagnosis methods are briefly reviewed. The NN-based fault diagnosis methods are divided based on the data representations in real world, namely, the time-series-based NNFD method, the image-based NNFD method, and the graph-based NNFD method. Then, basic principles and principal architectures of GNN are introduced, with attention to GCN, GAT, GraphSage, GAE, and STG-GCN according to the different graph analytic tasks. Furthermore, the GNN-based fault diagnosis framework is detailed with focus on building the association graph and designing the GNN models. Experiments on three benchmark data sets were carried out to verify the effectiveness and feasibility of GNN-based FD methods by comparing with several baseline FD methods. Finally, perspectives on the challenges of GNN-based fault diagnosis are discussed. This review is prepared in response to the urgent need of a seamless and rigorous transition from classical neural network-based fault diagnosis to the alternative fault diagnosis approaches which operate directly on graph-structured data. It is also expected to provide guidelines for future research in this field.
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