Acceleration of dynamic fluorescence molecular tomography with principal component analysis
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Abstract: Dynamic fluorescence molecular tomography (FMT) is an attractive imaging technique for three-dimensionally resolving the metabolic process of fluorescent biomarkers in small animal. When combined with compartmental modeling, dynamic FMT can be used to obtain parametric images which can provide quantitative pharmacokinetic information for drug development and metabolic research. However, the computational burden of dynamic FMT is extremely huge due to its large data sets arising from the long measurement process and the densely sampling device. In this work, we propose to accelerate the reconstruction process of dynamic FMT based on principal component analysis (PCA). Taking advantage of the compression property of PCA, the dimension of the sub weight matrix used for solving the inverse problem is reduced by retaining only a few principal components which can retain most of the effective information of the sub weight matrix. Therefore, the reconstruction process of dynamic FMT can be accelerated by solving the smaller scale inverse problem. Numerical simulation and mouse experiment are performed to validate the performance of the proposed method. Results show that the proposed method can greatly accelerate the reconstruction of parametric images in dynamic FMT almost without degradation in image quality.
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1. Introduction

Dynamic fluorescence molecular tomography (FMT) is a promising imaging technique that allows dynamically and three-dimensionally investigating the metabolic process of fluorescent biomarkers within small animals *in vivo* [1–7]. Meanwhile, compartmental modeling is a well-known method for pharmacokinetic analysis, and the pharmacokinetic parameters defined in the compartmental model can be utilized to describe the uptake and excretion of substances such as drugs, radiotracers and fluorophores in the body [6]. The boundary measurements of dynamic FMT can be transformed into three-dimensional (3-D) images of pharmacokinetic parameters through compartmental modeling [4–7], as has been done in positron emission tomography (PET) [8–10] and magnetic resonance imaging (MRI) [11–13]. Images of pharmacokinetic parameters are also known as parametric images, which can provide valuable physiological information for tumor detection [14–16], therapy assessment [17], and organ function evaluation [5–7, 18].

In order to obtain high-quality parametric images in dynamic FMT problem, we have proposed a novel full-direct method by applying regularization on the parametric images [7]. Compared with conventional indirect methods which reconstruct a sequence of static FMT images first and then estimate parametric images from the concentration-time curve of each voxel in a second step [5], the proposed direct method can reconstruct parametric images directly from boundary measurements by combining dynamic FMT reconstruction and compartmental modeling into one step. Therefore, the proposed direct method can make full use of temporal correlations of boundary measurements to improve the quality of parametric images [7]. Besides, the proposed direct method incorporates structural priors obtained from an X-ray computed tomography (XCT) system based on Laplace regularization to mitigate the inherent ill-posedness of FMT [19, 20], which can further improve the image quality.

However, the computational burden of the proposed direct method is extremely huge. This is because the boundary measurements used in the dynamic FMT problem are much larger than that in the static FMT problem. For dynamic FMT problem, the imaged small animal needs to be continuously rotated for multiple circles in a free-space full-angle FMT system [21], in order to monitor the metabolic process of fluorophores in the body. While the imaged small animal only needs to be rotated for one circle to acquire boundary measurements for the conventional static FMT problem. Additionally, the utilization of charge-coupled device (CCD) camera in the FMT system aggravates this problem. In each circle, multiple projections are acquired by CCD camera during the rotational process of the imaged small animal, and each projection can produce lots of measurement points.

To accelerate the static FMT inverse problem with huge amounts of boundary measurements, several compression approaches have been previously proposed based on Fourier transform [22], wavelet transform [23–25] and principal component analysis (PCA) [26, 27]. These approaches can obtain a smaller scale FMT inverse problem using data compression and dimensional reduction, thus the reconstruction process is accelerated. Despite of these successful applications, related work on how to accelerate the reconstruction process of parametric images in dynamic FMT has not been reported previously, although the acceleration for dynamic FMT inverse problem is more urgent than the static FMT inverse problem. One main reason is that the complexity of dynamic FMT inverse problem is greatly increased due to the incorporation of compartmental modeling, which makes it difficult to develop acceleration methods for the dynamic FMT inverse problem.

In this work, we present an acceleration method based on PCA for fast reconstructing parametric images in dynamic FMT problem. First, in the forward problem of dynamic FMT, the boundary measurements are acquired based on projection angles, and a sub weight matrix is assembled and used to formulate the matrix equation for directly mapping the parametric images to the grouped boundary measurements in each projection angle. The sub weight matrix is the same for all circles in the same projection angle. Second, in the inverse problem of dynamic FMT, PCA is used to analyze the sub weight matrix. The rows of the sub weight matrix have considerable correlations because they are from neighbor source-detector pairs in
the same projection, thus the effective information of the sub weight matrix can be compressed into the first few principal components with the higher order components containing little useful information [27]. Finally, the dimension of sub weight matrix is reduced by discarding the less significant components and only retaining the first few larger components. Therefore, the reconstruction of parametric images in dynamic FMT problem can be accelerated by solving the smaller scale inverse problem. Numerical simulation and mouse experiment are carried out to test the performances of the proposed method. Results show that the proposed method can greatly accelerate the reconstruction process of dynamic FMT almost without degradation in reconstructed image quality.

This paper is organized as follows. Section 2 describes the proposed acceleration method for dynamic FMT as well as the evaluation metrics. Section 3 shows the results of numerical simulation and mouse experiment. Finally, Section 4 discusses the results and draws the conclusion.

2. Methods

2.1. Diffusion model

In the near infrared spectral window, photon propagation in biological tissues can be modeled using the diffusion equation [28]. For the static FMT problem, a coupled diffusion equation is used to describe the propagation of excitation and emission lights. The coupled diffusion equation in continuous wave domain is given by [20]

\[
\begin{align*}
\nabla \cdot \left[ D_x(r) \nabla \Phi_x(r) \right] - \mu_{x,m}(r) \Phi_x(r) &= -S(x, m) \\
\nabla \cdot \left[ D_m(r) \nabla \Phi_m(r) \right] - \mu_{m,x}(r) \Phi_m(r) &= -\eta n(r) \Phi_x(r)
\end{align*}
\]

(1)

where the subscripts \( x \) and \( m \) denote the excitation and emission wavelengths, respectively; \( S(x, m) \) is the excitation source; \( \Phi_x(r) \) represents the optical field in the medium \( \Omega \); \( \mu_{x,m}(r) \) represents the absorption coefficient, and \( D_{x,m}(r) \) represents the diffusion coefficient; \( n(r) \) denotes the fluorophore concentration, and \( \eta \) is a constant accounting for the absorption and quantum yield of the fluorophores.

Here, the Robin boundary condition for the coupled diffusion equation is used [29]

\[
\Phi_{x,m}(r) + 2 \rho D_{x,m}(r) \frac{\partial \Phi_{x,m}(r)}{\partial n} = 0 \quad (r \in \partial \Omega)
\]

(2)

where \( \partial \Omega \) denotes the boundary of \( \Omega \); \( n \) denotes the outward normal of the boundary \( \partial \Omega \); \( \rho \) is the boundary mismatch parameter and accounts for the light reflection on the boundary surface.

In the diffusion equation, a collimated point source can be modeled as an isotropic source \( S(r) = \delta(r - r_c) \), where \( r_c \) is the point located one transport mean free path into the medium from the illumination spot. Similarly, a uniform line-shaped excitation source can be modeled as [21]

\[
\begin{align*}
LS(r) &:= \int_{\{r_c\}} LS(r) dr = 1 \\
LS(r) &= LS(r_c) \quad r_c, r \in \{r_c\} \\
LS(r) &= 0 \quad r \notin \{r_c\}
\end{align*}
\]

(3)

where \( \{r_c\} \) denotes the line located one transport mean free path into the medium. In this work, the line-shaped excitation source is employed for whole-body imaging.
The fluorescence measurement detected at a point \( r_d \) due to a line-shaped excitation source \( LS \) can be obtained based on the first order Born approximation [30]

\[
\Phi_w(r_d, LS) = \Theta \int_{\Omega} G_n(r_d, r)n(r)G_s(r, LS)d\Omega
\]

(4)

where the Green’s function \( G_n(r, LS) \) describes the light propagation from the line-shaped excitation source \( LS \) at a project angle \( s \) to an arbitrary position \( r \) inside the medium at the excitation wavelength; the Green’s function \( G_s(r, r) \) describes the light propagation from the position \( r \) inside the medium to the detector position \( r_d \) at the emission wavelength; \( \Theta \) is a calibration factor which accounts for the unknown gain of the system.

2.2. Dynamic forward problem

In the dynamic FMT problem, the concentration of fluorophores varies with time continuously. The time-varying concentration \( n(r,t) \) is usually caused by the metabolism of fluorophores in the body, and can provide valuable physiological information for biological studies, disease diagnosis and drug development [7]. Recently, indocyanine green (ICG) has been widely used in the field of optical imaging because of its low toxicity and approval for human use [4, 5, 14, 15]. Based on compartmental modeling, the metabolic processes of ICG in the organs and tissues can be described by a bi-exponential model [5, 14]

\[
n(r,t) = -A(r)\exp\left(-\alpha(r)t\right) + B(r)\exp\left(-\beta(r)t\right)
\]

(5)

where the parameters \( A, B, \alpha \) and \( \beta \) are the pharmacokinetic parameters describing the metabolic process of ICG [14]. When the gain of the FMT system is unknown, the pharmacokinetic parameters \( A \) and \( B \) have an arbitrary unit (a.u.) [5]. \( \alpha \) and \( \beta \) (min\(^{-1}\)) are the uptake and excretion rates of fluorophores, which have physiological significance for quantitative evaluation of organ function [31].

In our previous work [7], ICG has been used to investigate the metabolic features of organs in the mouse. Each organ in the body plays a different role in the metabolization of fluorophores, and thus has a distinctive temporal pattern of fluorophores uptake and release when fluorophores is injected into the body [32, 33]. Therefore, parameters \( A, B, \alpha \) and \( \beta \) can be used to quantitatively evaluate the functions of organs and tissues, such as liver function [31]. The images of pharmacokinetic parameters are the parametric images to be reconstructed.

When the imaged domain is discretized into \( N \) voxels, and \( r_j (j=1,\cdots,N) \) is employed to denote the spatial locations of voxels, the parametric images in the discrete domain can be defined as

\[
X = [x_1, x_2, x_3, x_4] = [A, B, \alpha, \beta]
\]

(6)

where each parametric image \( x_u (u=1,2,3,4) \) is given by \( x_u = [x_u(r_1), \cdots, x_u(r_N)]^T \).

The boundary measurements of the dynamic FMT problem are obtained based on a hybrid FMT/XCT system as shown in Fig. 1 [34]. The imaged small animal is fixed on a rotation stage. Around the rotation stage, a line-shaped source and a CCD camera are positioned to generate and acquire the fluorescence data sets respectively, while the XCT system is used to acquire the anatomical information of the small animal. For dynamic FMT problem, the small animal is continuously rotated for multiple circles in order to monitor the metabolic process of the fluorophores. Figure 2 shows the schematic diagram of the measurement scheme. Suppose that \( S \) projections are acquired by the CCD camera in each circle and the small animal is rotated for \( L \) circles continuously. For projection \( s (s=1,\cdots,S) \), \( M_s \) measurement
points are acquired. And for each circle, \( M = \sum_{s=1}^{S} M_s \) measurement points are collected. Let \( t_k \) \((k=1,\cdots,K)\) denote the time at which the \( k \)-th projection is acquired, where \( K=LS \) is the total number of projections. Note that the subscript \( k \) can also be defined as \( k = (l-1)S + s \) \((s=1,\cdots,S; \ l=1,\cdots,L)\) (see Fig. 2). Then, the time-varying concentration at time \( t_k \) can be defined in the discrete domain as

\[
\mathbf{n}(\mathbf{X}, t_k) = [n(r_{1,t_k}, \ldots, n(r_{N,t_k})]^T \tag{7}
\]

where the concentration at voxel \( r_j \) is given by

\[
n(r_j, t_k) = -A(r_j) \exp(-\alpha(r_j)t_k) + B(r_j) \exp(-\beta(r_j)t_k) \tag{8}
\]

By combining Eq. (4) and Eq. (8), a mapping from the pharmacokinetic parameters to the boundary measurements is obtained in the discrete domain, as

\[
\Phi_s(r_j, LS_s, t_k) = \sum_{i=1}^{N} W_s(i,j) n(r_j, t_k) 
\]

\[
= \sum_{i=1}^{N} W_s(i,j) [-A(r_j) \exp(-\alpha(r_j)t_k) + B(r_j) \exp(-\beta(r_j)t_k)] \tag{9}
\]

where \( W_s \) is the sub weight matrix of size \( M_s \times N \) in projection \( s \), and its entries are defined as

\[
W_s(i,j) = \Delta V G_w(r_i, r_j) G_s(r_j, LS_s) \tag{10}
\]

where \( \Delta V \) is the volume of each individual voxel and arises from the discretization of the volume integral in Eq. (4). Similarly, \( W = \{W_s\}_{s=1}^{S} \) of size \( M \times N \) is defined as the whole weight matrix for each circle. Note that \( W_s \) in projection \( s \) is the same for all \( L \) circles, and \( W \) is also the same for all \( L \) circles.

Let \( f(\mathbf{X}) \) denote the forward model which maps the parametric image matrix to the boundary measurements. Then the boundary measurements predicted by the forward model can be obtained by assembling the values calculated in Eq. (9), as follows

\[
f(\mathbf{X}, t_k) = \left[ \Phi_s(r_{d_1}, LS_s, t_k), \ldots, \Phi_s(r_{d_{ds}}, LS_s, t_k) \right]^T \tag{11}
\]

\[
f(\mathbf{X}) = \left[ f(\mathbf{X}, t_1)^T, \ldots, f(\mathbf{X}, t_k)^T \right]^T \tag{12}
\]

According to Eq. (9) and Eq. (11), the boundary measurements predicted by the forward model in projection \( s \) at time \( t_k \) can be written as the following matrix form

\[
f(\mathbf{X}, t_k) = W_s \mathbf{n}(\mathbf{X}, t_k) \tag{13}
\]

Similarly, the boundary measurements obtained from CCD can be defined as

\[
y(t_k) = \left[ y(r_{d_1}, LS_s, t_k), \ldots, y(r_{d_{ds}}, LS_s, t_k) \right]^T \tag{14}
\]

\[
y = \left[ y(t_1)^T, \ldots, y(t_k)^T \right]^T \tag{15}
\]

Considering the noise of the measurement system, we can get
\[ y = f(X) + \zeta \] (16)

where \( \zeta = [\zeta_1, \cdots, \zeta_P]^T \) represents the additive noise vector arising from the measurement system; \( P = LM \) is the length of vector \( y \) and represents the total number of boundary measurements in the \( L \) circles.

Fig. 1. Schematic diagram of the hybrid FMT/XCT system. The FMT system is a free-space, full-angle system. In the FMT system, a special optical fiber is used to form a line-shaped excitation source, which can provide much better whole-body imaging quality than conventional FMT systems with point illumination [21]. The XCT system is used to obtain the anatomical information of the small animals, which is used as the structural priors in the reconstruction algorithm [19, 20].

Fig. 2. Schematic diagram of the measurement scheme. (a) The 3-D view of the phantom. The blue geometry in the phantom is a target, in which the fluorophore concentration varies with time continuously. (b) The concentration curve of the target. (c) The top view of the phantom. The phantom is rotated anticlockwise, and boundary measurements are acquired at different projections. It is assumed that \( S \) projections are acquired in each circle, and the phantom is continuously rotated for \( L \) circles.
2.3. Acceleration of inverse problem

In order to fully utilize structural priors and temporal correlations of boundary measurements to improve the quality of parametric images, we have proposed a full-direct method under new regularization concept in a previous work [7]. The proposed method directly applies the regularization matrix on the parametric images, and the objective function is given by [7]

\[ \Psi(X) = \|y - f(X)\|_2^2 + \sum_{u=1}^{4} \lambda_u \|L_x \|_2^2 \]  

(17)

where \( \lambda_u (u = 1, 2, 3, 4) \) is the regularization parameter; \( L \) is the regularization matrix constructed based on structural priors obtained from the XCT system. Note that different types of regularization matrices can be utilized, and the Laplacian-type matrix is used in this work. The minimization is performed with an alternating optimization scheme, and the nonlinear conjugate gradient (NCG) method is used to find a direction that minimizes the objective function [7].

Although the proposed method has been proven to be effective in improving the reconstruction quality, the computational burden of the inverse problem is extremely large. This is because huge amounts of boundary measurements are collected by the CCD camera for the dynamic FMT problem, in which the imaged small animal has to be continuously investigated for a long time in order to monitor the metabolic process of fluorophores in the body. Therefore, acceleration for the dynamic FMT problem is necessary. In this work, we use PCA to reduce the dimension of the weight matrix and thus achieve acceleration for the reconstruction of parametric images in the dynamic FMT problem.

PCA is a common statistical processing method for compressing high-dimensional data into a lower-dimensional form by choosing only the highest variance components of the data set. Using orthogonal projection, PCA linearly transforms an original set of variables into another set of uncorrelated variables, while the first few uncorrelated variables can contain most of the information in the original set of variables. From the correlation point of view, the row vectors of the sub weight matrix \( W_s \) are highly correlative since they correspond to the neighboring detectors with the same excitation source [27]. By retaining only the first few principle components with higher variance, PCA can effectively discard the correlative information in the weight matrix and thus reduce the dimension of the weight matrix.

Since the sub weight matrix \( W_s \) with a size of \( M_s \times N \) is constructed based on the \( M_s \) detectors in projection \( s \), in the view of PCA, the rows of \( W_s \) correspond to the \( M_s \) variables, and the columns of \( W_s \) correspond to the \( N \) observations. Then, the covariance matrix \( C = W_s W_s^T \) of the sub weight matrix \( W_s^T \) can be diagonalized to find eigenvalues (variances) and eigenvectors (components), as follows

\[ C = P \Lambda P^T \]  

(18)

where \( P \) is the matrix of eigenvectors of the covariance matrix \( C \); \( \Lambda \) is a diagonal matrix with the elements of the eigenvalues \( \sigma_1^2 \geq \sigma_2^2 \geq \cdots \geq \sigma_{M_s}^2 \) of the covariance matrix \( C \).

With the matrix of eigenvectors, the principal components \( \tilde{W}_s \) of the sub weight matrix \( W_s \) can be obtain by

\[ \tilde{W}_s = P W_s \]  

(19)

Besides, for projection \( s \) at time \( t_k (k = (l-1)S + s; l = 1, \cdots, L) \), by projecting the boundary measurements predicted by the forward model onto the eigenvectors, the corresponding score vector is obtained as follows
Similarly, the score vector of the boundary measurements obtained from CCD is given by

$$\bar{y}(t_k) = \mathbf{P}y(t_k)$$  \hspace{1cm} (21)

Therefore, with the implementation of PCA, Eq. (13) can be modified as

$$\bar{f}(X, t_k) = \tilde{\mathbf{W}}_s \mathbf{n}(X, t_k)$$  \hspace{1cm} (22)

By taking advantage of the compression property of PCA, we can retain the first $\theta$ largest principal components and leave out the rest less significant principal components of $\tilde{\mathbf{W}}_s$ and $\bar{f}(X, t_k)$, thus a dimension-reduced matrix equation can be given as follows

$$\bar{f}^\theta(X, t_k) = \tilde{\mathbf{W}}^\theta_s \mathbf{n}(X, t_k)$$  \hspace{1cm} (23)

where the size of $\tilde{\mathbf{W}}^\theta_s$ is $\theta \times N$. In this work, the cumulative percent of variance (CPV) is used to determine the number of retained principal components $\theta$ [27]

$$CPV(\theta) = \frac{\sum_{i=1}^{\theta} \sigma_i^2}{\sum_{i=1}^{N} \sigma_i^2}$$  \hspace{1cm} (24)

The number of retained principal components $\theta$ is determined when the CPV reaches to a preset threshold (e.g., 0.90). Note that the values of $\theta$ could be different in different projections although the preset threshold of CPV is the same for all projections. Thus, after retaining only the first $\theta$ largest principal components in Eq. (23), the boundary measurements of all circles defined in Eqs. (12) and (15) are compressed into

$$\bar{f}^\theta(X) = [\bar{f}^\theta(X, t_1)^T, \cdots, \bar{f}^\theta(X, t_k)^T]^T$$  \hspace{1cm} (25)

$$\bar{y}^\theta = [\bar{y}^\theta(t_1)^T, \cdots, \bar{y}^\theta(t_k)^T]^T$$  \hspace{1cm} (26)

Similarly, $\tilde{\mathbf{W}}^\theta = \{\tilde{\mathbf{W}}^\theta_i\}_{i=1}^\theta$ contains the retained principle components of the weight matrix $\mathbf{W}$, thus it can be regarded as the reduced weight matrix for each circle. Then, the compression degree of the weight matrix can be quantitatively evaluated by the ratio of the row numbers of the reduced and original weight matrices. A lower CPV will lead to a higher compression degree.

With the dimensional reduction of boundary measurements, the objective function (17) can be modified as

$$\Psi(X) = \|\bar{y}^\theta - \bar{f}^\theta(X)\|^2 + \sum_{i=1}^{4} \lambda_i \|\mathbf{L}x_i\|^2$$  \hspace{1cm} (27)

Because the huge amounts of boundary measurements have been compressed into small scale data sets, the computational burden is significantly reduced and the solution procedure of the dynamic FMT inverse problem is greatly accelerated. The flow chart of the proposed acceleration method is given in Fig. 3.
2.4. Evaluation metrics

In order to quantitatively evaluate the reconstruction quality, the normalized root-mean-square error (NRMSE) was used as an index

\[
\text{NRMSE} = \frac{\|X_{\text{PCA}} - X_{\text{org}}\|_2}{\|X_{\text{org}}\|_2} \quad (28)
\]

where \(X_{\text{PCA}}\) is the 3-D parametric images reconstructed by method with PCA acceleration; \(X_{\text{org}}\) is the 3-D parametric images reconstructed by method without PCA acceleration. The NRMSE was used to quantitatively evaluate the differences between the parametric images obtained with the two methods.

Besides, the time cost of the reconstruction process was calculated and used to quantitatively evaluate the computational burden of the two methods.

3. Results

Numerical simulation and in vivo mouse experiment were carried out to evaluate the performances of the proposed method with PCA acceleration. The programs were performed on a personal computer with Intel(R) Core (TM) i7-2600 CPU (3.4 GHz) and 16 GB memory. The software environment was Matlab R2011a (MathWorks, Natick, MA, USA). All reconstruction results were 3-D parametric images with a voxel size of 1 mm \(\times\) 1 mm \(\times\) 1 mm.

Based on the structural priors, by assigning the corresponding optical properties to the segmented organs [6], heterogeneous FMT forward models were constructed and used in both the numerical simulation and mouse experiment.
3.1. Numerical simulation

3.1.1. Simulation setups

Numerical simulation was first implemented to validate the performance of the proposed method with PCA acceleration. In the numerical simulation, the Digimouse atlas [35] was employed to construct a 3-D simulation model. As shown in Fig. 4(a), the simulation model includes three different organs: liver, lungs and kidneys. In the liver, an ischemia-reperfusion injury (IRI) region (3 mm × 3 mm × 3 mm) with different metabolic features was simulated [31]. Figure 4(b) shows the ICG concentration curves which mimic the metabolic processes of ICG in different organs and other tissues. The ICG curves are obtained according to Eq. (5), and the corresponding pharmacokinetic parameters are shown in Table 1 [32, 33].

Figure 5 shows the segmented XCT results of the numerical simulation. Figure 5(a) shows the segmented XCT slice across the center of the IRI region. This representative slice of the liver is indicated by the red line shown in Fig. 4(a). It was segmented into the liver and other tissues, and the IRI region cannot be seen in the XCT images. Figures 5(b) and 5(c) show the segmented XCT slices indicated by the cyan and blue lines shown in Fig. 4(a), and they are the representative slices of the lungs and kidneys, respectively. The whole simulation model was segmented to the liver, lungs, kidneys and other tissues. The segmentation results were used as the structural priors to construct the Laplacian-type matrix [19].

The dynamic FMT boundary measurements of the simulation model were generated based on the scheme shown in Fig. 2. A line-shaped excitation source with the same length as the simulation model was used. The simulation model was continuously rotated for 60 circles (L = 60) within 60 min. For each circle, 24 projections (S = 24) were acquired with an angular increment of 15°. The ICG concentrations in different organs and tissues varied in each projection following the curves shown in Fig. 4(b). Then, K = LS = 1440 projections in total were acquired. The simulation model was discretized into 8743 voxels (N = 8743) with a voxel size of 1 mm × 1 mm × 1 mm. For each circle, 9443 measurement points (M = 9443) were collected from the 24 projections. Thus, P = LM = 566580 measurement points (i.e., the boundary measurements) in total were acquired for the 60 circles.

Table 1. Pharmacokinetic parameters used in the numerical simulation.

| Regions      | A (a.u.) | B (a.u.) | α (min⁻¹) | β (min⁻¹) |
|--------------|----------|----------|------------|-----------|
| Liver        | 1.0      | 1.0      | 0.435      | 0.011     |
| IRI region   | 1.3      | 1.3      | 0.220      | 0.006     |
| Lungs        | 0.8      | 0.8      | 0.296      | 0.020     |
| Kidneys      | 1.3      | 1.3      | 0.254      | 0.016     |
| Other tissues| 0.5      | 0.5      | 0.348      | 0.009     |

Fig. 4. Numerical simulation settings. (a) The 3-D Digimouse model used in the simulation. The mouse torso from the neck to the bottom of the kidneys was selected as the investigated region, totally 3.1 cm in length. Three organs were included in the model: liver, lungs and kidneys. In the liver, an IRI region was simulated. (b) ICG concentration curves simulating the metabolic processes of ICG in different metabolic regions. The corresponding pharmacokinetic parameters of the curves are shown in Table 1.
3.1.2. Simulation results

The proposed method was implemented to process the boundary measurements and obtain the parametric images. \( CPV = 0.90 \) was used to determine the number of retained large principal components (\( \theta \)) of each sub weight matrix \( \bar{W} \). The reconstruction results are shown in Figs. 6–8.

Figure 6 shows the parametric images corresponding to the slice shown in Fig. 5(a). Figures 6(a)–6(d) are the true parametric images obtained according to Table 1. The IRI region in the liver has different pharmacokinetic parameters and thus can be distinguished from the liver in the parametric images. Figures 6(e)–6(l) show the parametric images reconstructed by the direct methods without and with PCA acceleration, respectively. There are almost no visual differences in the results reconstructed from the two methods. Figures 7 and 8 show the parametric images corresponding to the slices shown in Figs. 5(b) and 5(c), respectively. Similarly to Fig. 6, the two direct methods without and with PCA acceleration obtain almost the same reconstruction results.

Table 2 shows the sizes of the original and reduced weight matrices, as well as the time cost of the two methods for reconstructing the parametric images. As shown in the table, the time cost in the calculation of forward problem is the same, since this step has no difference for the two methods. The time cost in performing PCA is only available for the method with PCA acceleration, but this step takes very little time. In the step of solving the inverse problem, the time cost of the method with PCA acceleration is much lower than the method without PCA acceleration, because the reduced weight matrix has a much smaller scale than the original weight matrix. As a result, the total time cost of the proposed method is only about 1/8 of the total time cost by using the original weight matrix. These results demonstrate that the proposed method can effectively accelerate the reconstruction process.

Table 2. Quantification results of the two methods in the numerical simulation (\( CPV = 0.90 \)).

| Methods    | Weight matrix size | Time cost (min) |
|------------|--------------------|-----------------|
|            |                    | Forward | PCA | Inverse | Total |
| Without PCA| 9443 × 8743        | 1.84    | –   | 506.99  | 508.83|
| With PCA   | 385 × 8743         | 1.84    | 0.13| 57.65   | 59.62 |
Fig. 6. Parametric images $A$ (a.u.), $B$ (a.u.), $\alpha$ (min$^{-1}$) and $\beta$ (min$^{-1}$) of the numerical simulation ($CPV = 0.90$). This is the representative slice of the liver shown in Fig. 5(a). The true parametric images were obtained according to Table 1. The reconstructed parametric images were acquired using methods without and with PCA acceleration, respectively.

Fig. 7. Parametric images $A$ (a.u.), $B$ (a.u.), $\alpha$ (min$^{-1}$) and $\beta$ (min$^{-1}$) of the numerical simulation ($CPV = 0.90$). This is the representative slice of the lungs shown in Fig. 5(b). The true parametric images were obtained according to Table 1. The reconstructed parametric images were acquired using methods without and with PCA acceleration, respectively.
3.1.3. Influence of CPV

In order to test the influence of the retained principal component number for each sub weight matrix on the reconstructed parametric image quality and the computation time, we investigated the reconstructed results using different CPVs. The NRMSE was calculated to quantitatively evaluate the differences between the parametric images reconstructed by the two methods without and with PCA acceleration.

Figure 9 shows the reconstructed parametric images corresponding to the slice shown in Fig. 5(a) when the CPV is set as 0.98, 0.95, 0.90, 0.80, 0.70 and 0.60, respectively. It can be seen that the reconstruction results generally have no visual difference between the parametric images reconstructed by the two methods without and with PCA acceleration when CPV is above 0.80. Nevertheless, when CPV is set as 0.70 and 0.60, the IRI region in the parametric images begins to become distorted. It means that part of valuable information has been discarded when leaving out less significant principal components of the sub weight matrix.

To quantify the above observations, Fig. 10 shows the corresponding NRMSE and computation time as a function of CPV, respectively. It can be seen that a larger CPV decreases the NRMSE and improves the reconstruction quality of parametric images at the cost of more computation time. A compromise method is to choose an appropriate CPV which can achieve a balance between image quality and computation time. It can be observed in Fig. 10 that the reduction of computation time becomes less significant when CPV is less than 0.90. Thus, the CPV of 0.90 is suggested as a compromise between image quality and computation time.
Fig. 9. Influence of CPV on the reconstructed parametric images $A$ (a.u.), $B$ (a.u.), $\alpha$ (min$^{-1}$) and $\beta$ (min$^{-1}$) in the numerical simulation. This is the representative slice of the liver shown in Fig. 5(a). The reconstructed parametric images were acquired with the CPV set as 0.98, 0.95, 0.90, 0.80, 0.70 and 0.60, respectively.

Fig. 10. Influence of CPV on NRMSE and computation time in the numerical simulation. The NRMSE and computation time were obtained with the CPV set as 0.98, 0.95, 0.90, 0.80, 0.70 and 0.60, respectively.
3.2. Mouse experiment

3.2.1. Experiment setups

Mouse experiment was conducted under the protocol approved by the Institutional Animal Care and Use Committee of Tsinghua University. Briefly, a healthy BALB/c nude mouse (about 8 weeks) was fixed on the rotation stage of the hybrid FMT/XCT system [35] and anesthetized during the experiment. A bolus of ICG (0.1 mL of 50 μg/mL) was injected through the tail vein. Then the mouse was continuously rotated for 70 circles \((L = 70)\) to monitor the metabolic process of ICG in the body. For each circle, 24 projections \((S = 24)\) were acquired with an angular increment of 15°. In total, \(K = LS = 1680\) projections were acquired. A line-shaped excitation source with a length of 4 cm provided by a Xenon lamp was used as the excitation source. Fluorescence images were acquired with a 775 ± 6 nm excitation filter and an 840 ± 6 nm emission filter. All projections were recorded by a 512×512 pixel, −70°C cooled CCD camera (Andor, Belfast, Northern Ireland, U.K.). The exposure time of CCD was set to 1 s, and the CCD binning was set to 2×2. The rotational speed of the mouse was 8°/s, and the total rotation time of full 360° was 45 s. As a result, the FMT imaging time for each circle was about 69 s, and the total FMT imaging time for all circles was about 80 min. After collecting the fluorescence datesets, a hepatobiliary contrast agent for XCT imaging, Fenestra LC (Advanced Research Technologies, Montreal, CA) was injected at a dose of 15 mL/kg body weight through the tail vein. One hour after the injection, XCT data sets were collected to obtain the anatomical information of the mouse. Finally, a steel anchor point was plastered on the surface of the mouse to provide the relative height information for data set registration between the XCT and FMT systems.

For dynamic FMT reconstruction, the investigated region of the mouse was discretized into 5662 voxels \((N = 5662)\) with a voxel size of 1 mm×1 mm×1 mm. For each circle, 5058 measurement points \((M = 5058)\) were collected from the 24 projections. Thus, \(P = LM = 354060\) measurement points (i.e., the boundary measurements) in total were acquired for the 70 circles.

Figure 11 shows the XCT results of the mouse. Figure 11(a) is a representative coronal XCT slice, and shows the region selected for 3-D reconstruction. Figures 11(b)–11(d) are the transversal XCT slices indicated by the green, cyan and blue dashed lines in Fig. 11(a), respectively. All transversal XCT slices were manually segmented to the liver, lungs, kidneys and other tissues. Figures 11(e)–11(g) are the segmentation results for Figs. 11(b)–11(d), respectively. A heterogeneous FMT forward model was constructed by assigning the corresponding optical parameters to the segmented organs [5]. The segmentation results were used as the structural priors to construct the Laplacian-type matrix.

![Fig. 11. XCT results of the mouse experiment. The mouse torso from the neck to the bottom of the kidneys was selected as the investigated region, totally 3.2 cm in length. (a) Representative coronal XCT slice. (b)–(d) Transversal XCT slices indicated by the green, cyan and blue dashed lines in (a), respectively. (e)–(g) Segmentation results for (b)–(d). All transversal XCT slices getting from the mouse torso in (a) were manually segmented into the liver, lungs, kidneys and other tissues. The segmentation results were used as the structural priors.](image-url)
3.2.2. Experiment results

Similarly to the numerical simulation, the proposed method was implemented to obtain parametric images of the mouse experiment. \( CPV = 0.90 \) was used to determine the number of retained large principal components \( (\theta) \) of each sub weight matrix \( \tilde{W}_i \).

Figures 12, 13, and 14 show the parametric images of the mouse experiment obtained with the methods without and with PCA acceleration, respectively. Since the pharmacokinetic parameters \( A \) and \( B \) only have an arbitrary unit without knowing the gain of the FMT system, the two parameters are normalized by the mean value of \( A \) in the liver [7]. Figure 12 shows the parametric images corresponding to the representative slice of the liver shown in Fig. 11(e). Similarly to the numerical simulation, it can be observed in Fig. 12 that the reconstruction results obtained with the two methods almost have no visual difference. Figure 12 shows the parametric images corresponding to the representative slice of the lungs shown in Fig. 11(f), while Fig. 14 shows the parametric images corresponding to the representative slice of the kidneys shown in Fig. 11(g). Similarly to Fig. 12, the two methods obtain almost the same reconstruction results by visual assessment.

Table 3. Quantification results of the two methods in the mouse experiment \( (CPV = 0.90) \).

| Methods   | Weight matrix size | Time cost (min) |   |   |
|-----------|--------------------|-----------------|---|---|
|           |                    | Forward | PCA | Inverse | Total |
| Without PCA | 5058×5662          | 0.77     | –   | 180.89   | 181.66 |
| With PCA   | 245×5662           | 0.77     | 0.03 | 34.98    | 35.78  |

Table 3 shows the sizes of the original and reduced weight matrices, as well as the time cost of the two methods for reconstructing the parametric images. As shown in the table, because of using the reduced weight matrix to solve the inverse problem, the total time cost of the method with PCA acceleration is only about 1/5 of the total time cost by using the method without PCA acceleration. Similarly to the numerical simulation, the proposed method can effectively accelerate the reconstruction process in the mouse experiment almost without degrading the qualities of the reconstructed parametric images.

![Fig. 12. Parametric images A (a.u.), B (a.u.), \( \alpha \) (min\(^{-1}\)) and \( \beta \) (min\(^{-1}\)) corresponding to the representative slice of liver of the mouse experiment shown in Fig. 11(e) \( (CPV = 0.90) \).](image-url)
3.2.3. Influence of CPV

In the mouse experiment, we also test the influence of CPV on the reconstructed parametric image quality and the computation time. The NRMSE was used to quantitatively evaluate the differences between the parametric images reconstructed by the two methods without and with PCA acceleration.

Figure 15 shows the reconstructed parametric images corresponding to the slice shown in Fig. 11(e) when the CPV is set as 0.98, 0.95, 0.90, 0.80, 0.70 and 0.60, respectively. The reconstructed parametric images almost have no visual difference between the results acquired by the two methods without and with PCA acceleration when CPV is higher than 0.80. Nevertheless, when CPV is set as 0.70 and 0.60, the results begin to have a little distortion, especially for parametric images B and β. This is in accordance with the results in numerical simulation.

To quantify the above results, Fig. 16 shows the corresponding NRMSE and computation time as a function of CPV, respectively. It can be seen that the NRMSE increases and the computation time decreases when CPV is reduced. The reduction of computation time becomes less significant when CPV is less than 0.90, while the parametric images obtained with CPV = 0.90 have a relatively small NRMSE compared with results reconstructed by method without PCA acceleration. Thus, the CPV of 0.90 can also achieve an appropriate compromise between image quality and computation time in the mouse experiment.
Fig. 15. Influence of $CPV$ on the reconstructed parametric images $A$ (a.u.), $B$ (a.u.), $\alpha$ ($\text{min}^{-1}$) and $\beta$ ($\text{min}^{-1}$) in the mouse experiment. This is the representative slice of the liver shown in Fig. 11(e). The reconstructed parametric images were acquired with the $CPV$ set as 0.98, 0.95, 0.90, 0.80, 0.70 and 0.60, respectively.

Fig. 16. Influence of $CPV$ on NRMSE and computation time in the mouse experiment. The NRMSE and computation time were obtained with the $CPV$ set as 0.98, 0.95, 0.90, 0.80, 0.70 and 0.60, respectively.

4. Discussion and conclusion

Dynamic FMT can provide pharmacokinetic information of fluorescent biomarkers in small animals with parametric images, and thus is important for metabolic research and drug development. However, the computational burden of dynamic FMT is extremely huge due to the large data sets arising from the long measurement process and the densely sampling device. The main aim of this paper is to accelerate the reconstruction process of dynamic FMT based on the data compression property of PCA.
It has been shown in the numerical simulation and mouse experiment that, when \( CPV = 0.90 \), parametric images reconstructed by the proposed method with PCA acceleration have almost the same image quality as those reconstructed by the method without PCA acceleration (see Figs. 6–8 and Figs. 12–14). Nevertheless, the reconstruction process of dynamic FMT has been greatly accelerated by the proposed method, as shown in Tables 2 and 3. Besides, the influence of compression degree on the image quality and computation time has also been studied. It can be observed in Figs. 10 and 16 that image quality and computation time are simultaneously reduced when the compression degree of the sub weight matrix is increased (i.e., lower \( CPV \)). By choosing an appropriate compression degree, the computation time can be greatly reduced with little loss in the image quality, because PCA can compress most of the effective information of the sub weight matrix into the first few principal components.

Although the proposed acceleration direct method for parametric image reconstruction is based on regularization framework, the acceleration strategy of the proposed method can also be extended to other direct methods [3, 4, 36]. In addition, the reconstruction process of dynamic FMT may be further accelerated by applying compression approaches in parametric image domain [25].

In conclusion, we have presented a novel method based on PCA for accelerating the reconstruction process of parametric images in dynamic FMT. By taking advantage of the compression property of PCA, the dimension of the sub weight matrix is reduced and thus the reconstruction process of dynamic FMT is accelerated. The results of numerical simulation and mouse experiment demonstrate that the proposed method can accelerate the dynamic FMT reconstruction process almost without quality degradation of parametric images.
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