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An approach is outline to constructing an optical potential that includes the effects of antisymmetry and target recoil. It is based on the retarded Green’s function, which could make it a better starting point for applications to direct nuclear reactions, particularly when extended to coupled channels. Its form retains a simple connection to folding potentials, even in the presence of three-body forces.

I. INTRODUCTION

Formal approaches to the nuclear optical potential typically start from a Green’s function for a projectile nucleon interacting with a nucleus. Treatments based on many-body theory work with the time-ordered (or “causal” or “particle-hole”) Green’s function [1] (for a textbook treatment, see Ch. 14 of Ref. [2]). In contrast, ones based on scattering theory more often use the retarded (or “particle”) version, or the corresponding scattering wave function [3–6]. These often incorporate Feshbach’s projection-operator formalism to eliminate channels with target excitations [3, 4]. One complication for all of these treatments is the indistinguishability of projectile and target nucleons which means that the natural basis states to describe scattering are not orthogonal. This is handled rather different in the two frameworks. The relationships between them (as well as a third one based on the retarded or “hole” Green’s function) have been reviewed at length by Capuzzi and Mahaux [7] and, more briefly, by Escher and Jennings [8]. Cederbaum gives further discussion including an extension that is relevant to approach developed here [9].

The resulting microscopic potentials incorporate the effects of antisymmetry. This is not explicit in phenomenological optical potentials, although it can contribute to nonlocality [10] and so may be partially modelled by nonlocal versions of these potentials [11]. Modern many-body techniques are now being used to implement some of these approaches to calculate optical potentials from first principles [12–14], starting from chiral two- and three-nucleon forces [15]. At higher energies, multiple scattering theory [16] can be used, as in Ref. [17]. A recent survey of these developments can be found in Ref. [18].

One of the main applications of these microscopic optical potentials could be to direct nuclear reactions [19, 20]. However it is still unclear how they can be used in this context, although some first many-body calculations of reactions have been performed [21, 22]. Another issue with these many-body approaches is that they are based on methods developed for infinite matter and consequently they neglect recoil of the target nucleus. Effects of recoil could be important for scattering and reactions, particularly on lighter nuclei. Although this was explored in an early paper by Redish and Villars [6], it has only recently been revisited by Johnson [23, 24].

That work showed how translational invariance could be restored in a framework that also respects antisymmetry of the projectile-plus-target wave function. In addition, Johnson examined an extension of these ideas to a coupled-channel treatment [24] which is closely related to the one studied by Cederbaum [9]. Both of these approaches start from a matrix of off-diagonal or inelastic Green’s functions for a single nucleon in the presence of an \( A\)-body target nucleus, considering all initial and final states of that nucleus [9, 24]. They have the potential to describe reactions as well as elastic scattering.

The off-diagonal Green’s functions satisfy a set of coupled-channel equations with a matrix generalisation of the optical potential. The Born term in that potential differs from the usual “folding” term by a numerical factor. Moreover, the corresponding numerical factors are different for three- and more-body forces and so each type of force has to be treated individually. This means that there is no simple connection to the usual folding term, especially if the microscopic Hamiltonian includes more than two-body forces. This is a concern because three-body forces are essential elements of chiral effective field theories [15] and many-body forces are also generated when the similarity renormalisation group is used to “soften” interactions [25].

In the present work, I develop an approach that starts from a set of off-diagonal retarded Green’s functions that is similar to those in Refs. [9, 24]. This works with the complete set of states consisting of a projectile nucleon with definite momentum and an \( A\)-body nucleus in one of its energy eigenstates. By inserting this complete set of these states into the equation for the off-diagonal Green’s functions, I obtain a set of coupled equations in an effective one-body space. This space is spanned by the channels of relative motion of the nucleon and the target.

Feshbach’s projection formalism [3–6] can then be used to eliminate all but a small number of these channels, giving an optical potential (or its matrix generalisation). Unlike the corresponding potentials in Refs. [9, 24], the Born term of this has the form of the usual folding potential, including contributions of three- and more-body forces.
As in single-channel approaches to the optical potential that take account of antisymmetry, the basis is not orthogonal. Various ways of dealing with this have been suggested by Feshbach [3, 4], Kerman [26], and Capuzzi and Mahaux [7], all of which require constructing and then inverting the nontrivial matrix of overlaps of these states. In contrast, the version used here (which seems to be the only one not considered in Ref. [7]) does not require separate inversion of this matrix. Instead, it contains purely off-shell terms. These do not contribute directly to the scattering amplitude but, when the Lippmann-Schwinger equation is solved, they build up the factors that correct for the use of a nonorthogonal basis.

The resulting optical potential has a, perhaps deceptively, simple form. Unlike the versions proposed by Feshbach [3, 4] or Capuzzi and Mahaux [7], its definition treats nonorthogonality in a symmetric way. As a result the potential is Hermitian-analytic, which means that any non-Hermiticity for real energies arises only from open inelastic channels. It therefore has many of the properties of semi-phenomenological dispersive optical potentials [27–29]. However, there is still a price to be paid for the use of a nonorthogonal basis: the off-shell pieces of the potential depend linearly on energy. This growth with energy has led Capuzzi and Mahaux [7] and Cederbaum [9] to discard other versions with similar behaviour, and to concentrate instead on ones based on time-ordered Green’s functions (see also [30]). Nonetheless, the relatively simple structure of the resulting coupled equations suggests that it is worth exploring further as starting point for a Feshbach treatment, and hence as a possible source of optical potentials that could be used in reaction calculations.

The structure of the paper is as follows. In Sec. 2, I review how an optical potential can be constructed starting from the retarded Green’s function. This is extended to coupled channels in Sec. 3. Then, in Sec. 4, I use a version of Feshbach’s projection formalism to eliminate all but a small number of channels to generate potentials that can describe scattering and reactions in these channels.

II. RETARDED GREEN’S FUNCTION

A scattering amplitude can be obtained from a Green’s function by the usual Lehmann-Symanzik-Zimmermann (LSZ) reduction technique [31]. Here I start from the retarded Green’s function, following the approach of Redish and Villars [6] and Johnson [24] for including recoil of the target nucleus. Compared with the work of Johnson, which was based on the corresponding wave functions, the Green’s function yields a fully off-shell $T$ matrix and hence a more symmetric optical potential. This review of older approaches will establish the notation for the coupled-channel treatment below.

The retarded correlator of a creation and an annihilation operator between recoiling $A$-body states is

$$G_r(k, k'; t - t') = -i \theta(t - t')e^{i(E(k')t' - E(k)t)/A} \int d^3K \langle K, 0|a_k(t)a_{k'}(t')| - k', 0 \rangle,$$

where $| - k, 0 \rangle$ is the ground state of the nucleus (denoted by 0), recoiling with momentum $-k$. This state has energy $E(k)/A$ relative to the energy $E_0$ of the $A$-body ground state. Note that all energies here are defined relative to $E_0$. The state created by acting the initial state with $a_{k'}$ has zero total momentum and so momentum conservation picks out $K = -k$. Spin quantum numbers on the nucleon operators are suppressed here, as are isospin ones in the coupled-channel extension below. Integrals over relative momenta should be understood as also containing sums over nucleon spins.

The time-dependent phase factor has been included in the definition of $G_r$ to make it a function of $t - t'$ only. It is needed because the initial and final $A$-body states can have different recoil energies in this off-shell correlator. A similar factor was introduced by Cederbaum [3] and will be relevant to the coupled-channel case. Other choices of factor can be made but this one has the convenient feature of replacing the single-particle energies by the kinetic energies of relative motion, as in Ref. [24].

The operators here are in the Heisenberg representation, and they evolve as

$$a_k(t) = e^{iHt}a_k(0)e^{-iHt},$$

with the full Hamiltonian

$$H = H_0 + V,$$

where $H_0$ denotes the free single-particle Hamiltonian and the potential $V$ can includes two-, three- and more-body
forces. Differentiating with respect to $t$ gives

$$
\left( \frac{i}{\hbar} \frac{\partial}{\partial t} - \frac{A+1}{A} \epsilon(k) \right) G_r(k, k'; t - t') \tag{4}
$$

$$
= \delta(t - t') e^{i(\epsilon(k)')t' - \epsilon(k)t')/A} \int d^3K \langle K, 0|a_k(t)a^\dagger_k(t')| - k', 0 \rangle \tag{5}
$$

$$
- i\theta(t - t') e^{i(\epsilon(k)')t' - \epsilon(k)t')/A} \int d^3K \langle K, 0|J_k(t)a^\dagger_k(t')| - k', 0 \rangle,
$$

where $J_k$ is the interaction “current” defined as in Ref. [5] by

$$
J_k = [a_k, V]. \tag{6}
$$

Differentiating again, and Fourier transforming with respect to $t - t'$, we get the LSZ reduction formula

$$
\left( \omega - \frac{A+1}{A} \epsilon(k') \right) \left( \omega - \frac{A+1}{A} \epsilon(k) \right) \tilde{G}_r(k, k'; \omega) \tag{7}
$$

$$
= \left( \omega - \frac{A+1}{A} \epsilon(k') \right) \int d^3K \langle K, 0|a_k(0)a^\dagger_{k'}(0)| - k', 0 \rangle 
$$

$$
+ \int d^3K \langle K, 0|J_k(0)a^\dagger_{k'}(0)| - k', 0 \rangle
$$

$$
+ \int d^3K \langle K, 0|J_k(0) \frac{1}{\omega - H + i\eta} J^\dagger_{k'}(0)| - k', 0 \rangle,
$$

where $\eta$ is positive and infinitesimal. After anticommuting the operators in the first two terms, this can be written in the form

$$
\left( \omega - \frac{A+1}{A} \epsilon(k') \right) \left( \omega - \frac{A+1}{A} \epsilon(k) \right) \tilde{G}_r(k, k'; \omega) \tag{8}
$$

$$
= \left( \omega - \frac{A+1}{A} \epsilon(k) \right) \delta^3(k - k') + T_r(k, k'; \omega),
$$

where the connected part, $T_r$, can be identified as the off-shell scattering matrix. This is given by

$$
T_r(k, k'; \omega) = \int d^3K \langle K, 0|V_{kk'}(0)| - k', 0 \rangle \tag{9}
$$

$$
+ \int d^3K \langle K, 0|J_k(0) \frac{1}{\omega - H + i\eta} J^\dagger_{k'}(0)| - k', 0 \rangle
$$

$$
- \int d^3K \langle K, 0|a^\dagger_{k'}(0) \left( \omega - H - \epsilon(k) - \epsilon(k') \right) a_k(0)| - k', 0 \rangle,
$$

where

$$
V_{kk'} = \{ J_k, a^\dagger_{k'} \} = \{ [a_k, V], a^\dagger_{k'} \}. \tag{10}
$$

Here the identity [2]

$$
J_k(0)| - k', 0 \rangle = \left( \frac{\epsilon(k')}{A} - \epsilon(k) - H \right) a_k(0)| - k', 0 \rangle \tag{11}
$$

has been used to put the final term of $T_r$ into a symmetric form. Writing the potential $V$ as

$$
V = \frac{1}{4} \int d^3k_1 d^3k_2 d^3k_1' d^3k_2' V_{2, 2}(k_1, k_2; k_1', k_2') a^\dagger_{k_1} a^\dagger_{k_2} a_{k_1'} a_{k_2'}
$$

$$
+ \frac{1}{36} \int d^3k_1 d^3k_1' d^3k_2 d^3k_3 d^3k_1' d^3k_2' d^3k_3' V_{3, 3}(k_1, k_2, k_3; k_1', k_2', k_3') a^\dagger_{k_1} a^\dagger_{k_2} a^\dagger_{k_3} a_{k_1'} a_{k_2'} a_{k_3'} + \cdots, \tag{12}
$$
where \( V_{n,A} \) denotes the antisymmetrised matrix element of the \( n \)-body potential, the operator \( V_{kk'} \) takes the form

\[
V_{kk'} = \int d^3k_2 d^3k_2' V_{2,2}(k, k_2; k', k_2') a^\dagger_{k_2} a_{k_2'} + \frac{1}{4} \int d^3k_2 d^3k_3 d^3k_2' d^3k_3' V_{3,3}(k, k_2, k_3; k', k_2', k_3') a^\dagger_{k_3} a^\dagger_{k_3'} a_{k_2'} a_{k_2} + \cdots ,
\]

(13)

The matrix element of the two-body piece of \( V_{kk'} \) in the first term of Eq. (11) contains the direct or folding interaction of the projectile nucleon with the one of the target nucleons. This term also includes a contribution where the projectile interacts with two target nucleons via three-body forces. This generalises the usual folding potential to an integral over the two-body density. More generally, it will contain similar terms with three- and more-body densities, generated by many-body forces. Because of the antisymmetrisation of \( V_{n,A} \), all of these also include the corresponding exchange interactions.

The second term in Eq. (11) is the particle or dispersive contribution, where intermediate \((A+1)\)-body states propagate. Finally, there is the hole term, also referred to as “heavy-particle stripping” by Villars [5]. This term can also be expressed in terms of \( J_s \) by using the identity (11) to get

\[
T_r(k, k'; \omega) = \int d^3K \langle K, 0 | V_{kk'}(0) | -k', 0 \rangle
\]

(14)

\[
+ \int d^3K \langle K, 0 | J_{k}(0) \frac{1}{\omega - H + i\eta} J_{k'}(0) | -k', 0 \rangle
\]

(15)

\[
J_{k'}(0) = \omega - H - \epsilon(k) - \epsilon(k')
\]

\[
\frac{1}{(\epsilon(k)/A - \epsilon(k') - H)(\epsilon(k')/A - \epsilon(k') - H)} J_{k'}(0) | -k', 0 \rangle.
\]

This form makes it easy to see that, when \( \omega \) is set equal to the initial energy, \( \omega = (A + 1) \epsilon(k')/A \), this agrees with the half-off-shell version in Eq. (87) of Ref. [24].

A similar LSZ reduction applied to the time-ordered Green’s function, as in Sec. IV.B of Ref. [24], leads to the \( T \) matrix

\[
T(k, k'; \omega) = \int d^3K \langle K, 0 | V_{kk'}(0) | -k', 0 \rangle
\]

(16)

\[
+ \int d^3K \langle K, 0 | J_{k}(0) \frac{1}{\omega - H + i\eta} J_{k'}(0) | -k', 0 \rangle
\]

(17)

\[
+ \int d^3K \langle K, 0 | J_{k'}(0) \frac{1}{\omega + H - (\epsilon(k) + \epsilon(k'))/A - i\eta} J_{k}(0) | -k', 0 \rangle.
\]

The two versions agree on-shell, where \( \omega = (A + 1) \epsilon(k)/A \) and \( \epsilon(k') = \epsilon(k) \).

The \((A+1)\)-body propagator in the particle term includes the channel with one nucleon in the presence of the \( A \)-nucleon ground state. It is therefore reducible with respect to this channel. An irreducible self-energy, which may be interpreted as an optical potential, can be obtained by writing \( T_r \) as the solution to a Lippmann-Schwinger equation in the effective one-body space of states of relative motion:

\[
T_r = \Sigma_r + \Sigma_r G_0 T_r,
\]

where the free propagator is

\[
G_0(k, k'; \omega) = \frac{\delta^3(k - k')}{\omega - \frac{A+1}{A} \epsilon(k) + i\eta}.
\]

(18)

From Eq. (3), this can be seen to be equivalent to the definition from the inverse of the Green’s function,

\[
\Sigma_r = G_0^{-1} - G_r^{-1}.
\]

Capuzzi and Mahaux point out that a possible issue with defining an optical potential in this way is that the retarded Green’s function can be singular if there are any completely occupied orbitals [2] (see also Ref. [2]). In that case, the Lippmann-Schwinger equation (19) cannot be inverted to obtain an optical potential. Here, the problem
with singularity of operators such as $\tilde{G}_r$ does not arise since including centre-of-mass motion ensures that the $A$-body state is not a pure Slater determinant.

The self-energy defined in this way is Hermitian-analytic [7], like dispersive optical potentials. However, unlike those potentials, $\Sigma_r$ grows linearly with the off-shell energy $\omega$, as can be seen from the final term in the retarded $T$ matrix [9]. This is similar to the potential in Eq. (4.33) of Ref. [7]. Although the feature is strongly deprecated by both Capuzzi and Mahaux [7] and Cederbaum [9], it is just part of the price for working with the nonorthogonal basis, as discussed further in the next section.

Although the form of the Born terms in $T_r$ implies that the corresponding optical potential does not vanish in the limit of noninteracting particles, the pieces responsible are purely off-shell in nature and they do not give rise to scattering in the absence of interactions. This can be seen from the Green’s function: switching off the interaction currents in Eq. (7) leads to

$$\tilde{G}_r(k, k'; \omega) = \frac{1}{\omega - A + \frac{1}{A} \epsilon(k) + i\eta} \int d^3K (K, 0|a_k(0)a_k^\dagger(0)|-k', 0).$$ \hspace{1cm} (19)

This is just free propagation, taking account of the nonorthogonal nature of the basis states. Similar off-shell behaviour will play a role in the treatment below.

A more pragmatic concern was raised by Johnson at the end of Ref. [24], namely that, if one has the full $T$ matrix (or Green’s function) then the distorted waves can be constructed from it directly, without the need to convert it into an optical potential. This motivates looking for an extension of this approach that could lead to tools for constructing potentials that could make contact with theories of direct reactions [19, 20]. The coupled-channel version in the next section offers a possibility of doing this, at least for inelastic scattering and charge-exchange reactions.

### III. COUPLED CHANNELS

The approach of the previous section can be extended to matrix elements of creation and annihilation operators between general states of the $A$-nucleon system, as in Ref. [24]. A similar matrix of off-diagonal or inelastic Green’s functions was previously studied by Cederbaum [9], but without considering recoil. The recoiling $A$-body states are denoted here by $|\pm k \rangle$ and have momenta $\pm k$ and energies $\Delta_n + \epsilon(k)/A$. These define a space that I refer to as the “effective one-body space”, consisting of channels each of which describes the relative motion of the projectile and a particular state of the target.1 The matrix of retarded Green’s functions is

$$G_r(n, n'; t - t') = -i\theta(t - t')e^{\delta[(\epsilon(k')/A + \Delta_n) - (\epsilon(k)/A + \Delta_n)]} \int d^3K (K n|a_k(t)a_k^\dagger(t')| - k' n').$$ \hspace{1cm} (20)

In this case, isospin as well as spin labels are suppressed but the creation and annihilation operators should be understood to carry them, allowing the approach to treat charge exchange as well as inelastic scattering. The time-dependent phase factors again make these functions of $t - t'$ only, as in Ref. [9].

Taking the $t$ derivative of $G_r$ and rearranging terms gives

$$\left(i \frac{\partial}{\partial t} - \frac{A + 1}{A} \epsilon(k) - \Delta_n \right) G_r(n, n'; t - t') = \delta(t - t')e^{\delta[(\epsilon(k')/A + \Delta_n) - (\epsilon(k)/A + \Delta_n)]} \int d^3K (K n|J_k(t)a_k^\dagger(t')| - k' n').$$ \hspace{1cm} (21)

As above, a second time derivative could be used to extract the corresponding scattering matrix. Alternatively a set

1 This is the “extended $B$-space” of Ref. [23].
of coupled equations for the Green’s functions can be obtained by Fourier transforming to get
\[
\left(\omega - \frac{A+1}{A} \epsilon(k) - \Delta_n\right) \tilde{G}_r(k_n, k'_n; \omega) = \int d^3k \langle k_n|a_k(0)a^\dagger_k(0)|-k' n'\rangle + \int d^3k (K_n|J_k(0)\frac{1}{\omega - H + i\eta}a^\dagger_{k'}(0)|-k' n').
\] (22)

This differs from the one in Eq. (13) by having different combinatoric factors: its two-body term is multiplied by 1/2, and the three-body by 1/12 instead of 1/4. (Compare Eq. (3.12) of Ref. [3] or (59) of Ref. [24] for the same factor of 1/2 in the two-body term.) As a result, this approach has no simple connection to a folding potential, generalised to include three- or more-body forces.

Instead, I introduce a complete set of the \((A+1)\)-body states, \(a^\dagger_k(0)|-k n\). The states are not orthogonal but have an overlap matrix
\[
\int d^3k \langle k_n|a_k(0)a^\dagger_{k'}(0)|-k' n'\rangle = I(k_n, k' n') - K(k_n, k' n'),
\] (24)

where
\[
I(k_n, k' n') = \delta_{n n'}\delta(k - k')
\] (25)
is the identity operator in the effective one-body space, and
\[
K(k_n, k' n') = \int d^3k \langle k_n|a^\dagger_k(0) a_k(0)|-k' n'\rangle.
\] (26)

This overlap matrix is the multi-channel version of the operator \(1 - K\) introduced by Feshbach [3] (see also Capuzzi and Mahaux [7]). In terms of this, the identity operator in the space of states with zero total momentum has the form
\[
I = \sum_{n,n'} \int d^3k d^3k' d^3k'' d^3k''' K_n|J_k(0) a^\dagger_{k'''}(0)|-k'' n'angle (I - K)^{-1}(k'' n', k_n) \langle k_n|a_k(0),
\] (27)

where the inverse is defined in the effective one-body space. As noted above, questions about singularity of the operator are avoided by the inclusion of recoil which means that the \(A\)-body states are not pure Slater determinants.

Inserting this identity to the left of the \((A+1)\)-body Green’s function in the final term of Eq. (22) gives a set of coupled equations for \(\tilde{G}_r\),
\[
\left(\omega - \frac{A+1}{A} \epsilon(k) - \Delta_n\right) \tilde{G}_r(k_n, k'_n; \omega) = \int d^3k \langle k_n|a_k(0)a^\dagger_k(0)|-k' n'\rangle + \int d^3k (K_n|J_k(0)\frac{1}{\omega - H + i\eta}a^\dagger_{k'}(0)|-k' n').
\] (28)

More schematically, this can be written entirely in terms of operators in the effective one-body space as
\[
(\omega I - \mathcal{H}_0) \tilde{G}_r(\omega) = I - K + \mathcal{U} (I - K)^{-1} \tilde{G}_r(\omega),
\] (29)
where $\mathcal{H}_0$ is the diagonal matrix of effective one-body energies,

$$\mathcal{H}_0(\mathbf{k} n, \mathbf{k}' n') = \left( \frac{A + 1}{A} \epsilon(\mathbf{k}) + \Delta_n \right) \delta_{nn'} \delta(\mathbf{k} - \mathbf{k}'),$$  \hspace{1cm} (30)

and the potential $\mathcal{U}$ has matrix elements

$$\mathcal{U}(\mathbf{k} n, \mathbf{k}' n') = \int d^3 K \langle \mathbf{K} n | J_k(0) a_{k'}(0) | -\mathbf{k}' n' \rangle.$$ \hspace{1cm} (31)

Multiplying Eq. (29) from the right by $(\mathcal{I} - \mathcal{K})^{-1}$, the set of equations for $\mathcal{G}_r$ can be put into the more symmetric form

$$(\omega \mathcal{I} - \mathcal{H}_0 - \mathcal{V})(\mathcal{I} - \mathcal{K})^{-1} \mathcal{G}_r(\omega)(\mathcal{I} - \mathcal{K})^{-1} = \mathcal{I},$$ \hspace{1cm} (32)

where the potential $\mathcal{V}$ is given by

$$\mathcal{V} = (\omega \mathcal{I} - \mathcal{H}_0) \mathcal{K} + \mathcal{U}.$$ \hspace{1cm} (33)

After anticommuting the operators inside $\mathcal{U}$, this potential becomes

$$\mathcal{V}(\mathbf{k} n, \mathbf{k}' n') = \left( \frac{A + 1}{A} \epsilon(\mathbf{k}) - \Delta_n \right) \int d^3 K \langle \mathbf{K} n | a_{k'}(0) a_k(0) | -\mathbf{k}' n' \rangle$$

$$- \int d^3 K \langle \mathbf{K} n | a_{k'}(0) J_k(0) | -\mathbf{k}' n' \rangle + \int d^3 K \langle \mathbf{K} n | V_{kk'}(0) | -\mathbf{k}' n' \rangle.$$ \hspace{1cm} (34)

Then, with the aid of the generalised version of the identity (30),

$$J_k(0) | -\mathbf{k}', n' \rangle = \left( \frac{\epsilon(\mathbf{k})}{A} + \Delta_{n'} - \epsilon(\mathbf{k}) - H \right) a_k(0) | -\mathbf{k}', n' \rangle,$$ \hspace{1cm} (35)

it can be written in the form

$$\mathcal{V}(\mathbf{k} n, \mathbf{k}' n') = \int d^3 K \langle \mathbf{K} n | V_{kk'}(0) | -\mathbf{k}' n' \rangle$$

$$+ \int d^3 K \langle \mathbf{K} n | a_{k'}(0) \left( \epsilon(\mathbf{k}) - H - \Delta_n - \Delta_{n'} - \epsilon(\mathbf{k})/A - \epsilon(\mathbf{k}')/A \right) a_k(0) | -\mathbf{k}' n' \rangle,$$ \hspace{1cm} (36)

showing that it is Hermitian-analytic, $\mathcal{V}(\omega)^\dagger = \mathcal{V}(\omega^*)$.

The terms in the potential $\mathcal{V}$ can be seen to be multichannel versions of the Born terms in the retarded $T$ matrix, Eq. (29): a “folding potential” (including exchange), and a “heavy-particle stripping” term. The latter can be expressed in terms of interaction currents as

$$\mathcal{V}(\mathbf{k} n, \mathbf{k}' n') = \int d^3 K \langle \mathbf{K} n | V_{kk'}(0) | -\mathbf{k}' n' \rangle$$

$$+ \int d^3 K \langle \mathbf{K} n | J_k(0) \frac{\omega + H - \Delta_n - \Delta_{n'} - \epsilon(\mathbf{k})/A - \epsilon(\mathbf{k}')/A}{(\epsilon(\mathbf{k}) - H - \Delta_n - \epsilon(\mathbf{k})') (\epsilon(\mathbf{k}') - H - \Delta_{n'} - \epsilon(\mathbf{k}))} J_k(0) | -\mathbf{k}' n' \rangle.$$ \hspace{1cm} (37)

Alternative forms of the effective one-body equation that could also be used to define an optical potential are discussed in Ref. [2]. They are summarised in the Appendix, expressed in the coupled-channel formalism used here.

The potential $\mathcal{V}$ provides the starting point for construction of an optical potential in the next section, by eliminating all but one or a small number of channels. If, instead, one were to simply restrict the effective one-body space to a subspace containing only a few $A$-body states, then the equations (32) would reduce to a version of the resonating group method (RGM) [32, 33].
IV. PROJECTION, SCATTERING AND REACTIONS

The matrix \( \tilde{G}_r \) of Green’s functions can be written in the form

\[
\tilde{G}_r = (I - \mathbb{K})\hat{G}_r(I - \mathbb{K}),
\]

(38)

where

\[
\hat{G}_r = \frac{1}{\omega I - \mathcal{H}_0 - \mathbb{V} + i\eta}.
\]

(39)

This modified Green’s function satisfies a simpler set of coupled-channel Lippmann-Schwinger (LS) equations without explicit overlap matrices,

\[
\hat{G}_r = \hat{G}_0 + \hat{G}_0 \mathbb{V} \hat{G}_r,
\]

(40)

where the propagator for free relative motion is

\[
\hat{G}_0 = \frac{1}{\omega I - \mathcal{H}_0 + i\eta}.
\]

(41)

With the aid of this and the definition (33) of \( \mathbb{V} \), the left-hand factor of \( I - \mathbb{K} \) in \( \tilde{G}_r \) can be absorbed, giving

\[
\tilde{G}_r = \left( \hat{G}_0 + \hat{G}_0 \mathbb{U} \hat{G}_r \right) (I - \mathbb{K}).
\]

(42)

Repeating the process with the LS equations with their kernel on the right absorbs the second factor and leaves

\[
\tilde{G}_r = \hat{G}_0 + \hat{G}_0 \left[ \hat{V} + \mathbb{U} \tilde{G}_r \mathbb{T} \right] \hat{G}_0,
\]

(43)

where the modified potentials are

\[
\hat{V} = \mathbb{U} - \mathcal{K}(\omega I - \mathbb{H}_0)
\]

(44)

\[
= \mathbb{V} - (\omega I - \mathbb{H}_0) \mathcal{K} - \mathcal{K}(\omega I - \mathcal{H}_0),
\]

(45)

\[
\mathbb{T} = \mathcal{V} - \mathcal{K}(\omega I - \mathbb{H}_0).
\]

(46)

The factor inside the square bracket in Eq. (43) is the scattering matrix in the effective one-body space:

\[
\tilde{T} = \hat{V} + \mathbb{U} \tilde{G}_r \mathbb{T}.
\]

(47)

The potentials \( \hat{V}, \mathbb{U} \) and \( \mathbb{T} \) differ from \( \mathbb{V} \) only by terms like \( \mathcal{K}(\omega I - \mathbb{H}_0) \). These vanish when they act on on-shell effective one-body states and so they affect only the off-shell behaviour of the \( T \) matrix. The same on-shell scattering amplitudes can therefore be obtained from the alternative \( T \) matrix defined using the Hermitian-analytic potential \( \mathbb{V} \) everywhere,

\[
T = \mathbb{V} + \hat{V} \tilde{G}_r \mathbb{V}.
\]

(48)

It is worth noting that, in contrast to other approaches \([3, 4, 7, 26]\), there is no need to invert the overlap matrix \( I - \mathbb{K} \) in order to construct the potential \( \mathbb{V} \). In the version here, this inversion is done implicitly when the LS equation is solved for \( \tilde{G}_r \) or \( T \).

Having defined a \( T \) matrix entirely in terms of operators in the effective one-body space, we can apply Feshbach’s approach \([3, 4]\) in this space. This introduces a projector \( \mathbb{P} \) onto a subspace, usually called the “model space”. For example, if this subspace consists purely of the channel with the \( A \)-body target in ground state, it yields an optical potential for elastic scattering. The projector onto the complementary subspace is

\[
\mathbb{Q} = I - \mathbb{P}.
\]

(49)

In the usual way, the projected \( T \) matrix can be shown to satisfy the LS equation

\[
\mathbb{P} \mathbb{T} \mathbb{P} = \mathbb{V}_\mathbb{P} + \mathbb{V}_\mathbb{P} \hat{G}_0 \mathbb{P} \mathbb{T} \mathbb{P},
\]

(50)
where the optical potential in the $P$-space is, in terms of the potential $V$,
\[
V_P = PV_P + PV_0Q \frac{1}{\omega I - H_0 - QVQ + i\eta} QV_P.
\] (51)

This result, together with the expression (37) for the potential $V$, forms the main result of the approach developed here. This optical potential is Hermitian-analytic but it inherits the linear dependence on energy from $V$.

The projected $T$ matrix can describe not just elastic scattering but also reactions such as inelastic scattering or charge exchange. To illustrate this, consider projection onto the channels where the $A$-body nucleus is in one of two states. One of these is the ground state of the $A$-body target, while the other could be either an excited state of the target or a state of the nucleus with a neutron swapped for a proton. The projection operator can be written
\[
P = P_0 + P_1,
\] (52)
where $P_0$ projects onto the elastic channel and $P_1$ onto the reaction channel. It is also useful to define the projector onto all reaction channels,
\[
Q_0 = I - P_0.
\] (53)

From Eq. (50), the reaction amplitude $P_1TP_0$ satisfies the LS equation
\[
P_1TP_0 = P_1VP_0P_1 + P_1VP_0\hat{G}_0P_0TP_0 + P_1VP_0P_1\hat{G}_0P_1TP_0.
\] (54)

The solution to this can be written in the form
\[
P_1TP_0 = (1 + P_1T_1P_1\hat{G}_0)P_1VP_0P_1(1 + \hat{G}_0P_0TP_0),
\] (55)
where $T_1$ satisfies the LS equation
\[
P_1T_1P_1 = P_1VP_1 + P_1VP_1\hat{G}_0P_1T_1P_1.
\] (56)

This amplitude has a familiar distorted-wave structure. It is expressed here in a “post” form, where the reaction is taken to occur at the last point the system scatters out of the elastic channel. The factor on the right contains the full scattering in the elastic channel. On-shell this gives the incoming distorted wave in that channel. This could be obtained from an optical potential with all reaction channels eliminated, which has a similar form to the one in Eq. (51), but with $Q$ replaced by $Q_0$. The factor on the left generates a distorted wave but with a modified optical potential, $P_1VP_1$, where all but two channels (the elastic and relevant reaction) have been eliminated. The transition potential $P_1VP_1$ also includes the effects of intermediate channels outside the two-channel model space.

\[V. \text{ SUMMARY}\]

This work has described a possible approach to constructing an optical potential that includes the effects of antisymmetry and target recoil. Many approaches to this problem have been suggested over the years. The present one shares features with some of them, but also has distinctive differences. Unlike, for example Feshbach’s original approach [3], it treats nonorthogonality symmetrically and so the potential is Hermitian-analytic, like phenomenological ones. It differs from related potentials proposed by Cederbaum [9] and, more recently Johnson [24], by retaining a simple connection to folding potentials, even when three or more-body forces are present.

Microscopic approaches to optical potentials commonly start from the time-ordered Green’s function [7, 9, 12–14, 30], which means they can be linked to many-body calculations of target structure. In contrast, the version here is obtained from the retarded Green’s function. It also includes recoil of the target nucleus [6, 23, 24]. Both of the features could make it a more natural framework for describing direct reactions on light nuclei.

However the nonorthogonality of the basis does lead to a potential that has a linear dependence on energy. Although this feature has led Mahaux and others to discard such potentials and to focus on versions based on the time-ordered Green’s function [7, 9, 30], the structures of the these off-shell terms are similar to ones that appear in the RGM [32, 33]. The way they appear also means that there is no need to separately invert the overlap matrix in order to construct the potential.

By applying a version of Feshbach’s projection formalism [3, 4] to the coupled-channel version, all but a small number of channels can be eliminated. This generates optical potentials that can describe scattering and reactions in the channels of interest.

Despite these encouraging features, further work still needs to be done to implement this as a practical approach. In particular, it needs to be extended to cover rearrangement reactions, which will introduce issues of overcompleteness as well as nonorthogonality of the basis [36, 57].
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Appendix A: Alternative definitions of the optical potential

Alternative versions of the effective one-body equation, which handle nonorthogonality in different ways, can be found in Ref. [7] for the single-channel case. Any of them can be used as the starting point for a Feshbach treatment to produce an optical potential. Their coupled-channel versions are given here, in forms that allow them to be related to the one in Sec. III.

The potential \( V \) defined above was obtained from the equation (29) for the retarded Green’s function by multiplying it from the right by \((I - K)^{-1}\). This leads to a Hermitian-analytic optical potential. An alternative is to multiply from the left by \((I - K)^{-1}\). This puts the equation for \( \tilde{G}_r \) into the, also symmetric, form

\[
(I - K)^{-1} \left[ (\omega I - H_0) (I - K) - U \right] (I - K)^{-1} \tilde{G}_r = I, \tag{A1}
\]

which is the coupled-channel equivalent of Eq. (4.32f) of Ref. [7].\(^2\) This can be rewritten as

\[
\left[ \omega I - H_0 - V_{CM} \right] \tilde{G}_r = I. \tag{A2}
\]

where the potential that corresponds to the first two terms of their Eq. (4.33) is

\[
V_{CM} = -(I - K)^{-1} K (\omega I - H_0) + (I - K)^{-1} U (I - K)^{-1}. \tag{A3}
\]

Like \( V \) defined above, this contains a linear dependence on the energy \( \omega \), as discussed in Ref. [7].

Feshbach’s original approach avoids this linear dependence on energy \[3, 4\]. It simply absorbs the factor of \((I - K)^{-1}\) in Eq. (29) into the potential:

\[
V_F = U (I - K)^{-1}. \tag{A4}
\]

The asymmetric definition means that this is not Hermitian-analytic and neither is the resulting optical potential.

Finally, Kerman proposed a definition that is Hermitian-analytic and avoids a linear dependence on energy \[26\]. This multiplies Eq. (29) by factors of the square root of \((I - K)^{-1/2}\), putting it into the form

\[
(\omega I - H_0 - V_K)(I - K)^{-1/2} \tilde{G}_r (I - K)^{-1/2} = I, \tag{A5}
\]

where

\[
V_K = (I - K)^{-1/2} H_0 (I - K)^{1/2} - H_0 + (I - K)^{-1/2} U (I - K)^{-1/2}. \tag{A6}
\]
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