The role of phase dynamics in a stochastic model of a passively advected scalar
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Collective synchronous motion of the phases is introduced in a model for the stochastic passive advection-diffusion of a scalar with external forcing. The model for the phase coupling dynamics follows the well known Kuramoto model paradigm of limit-cycle oscillators. The natural frequencies in the Kuramoto model are assumed to obey a given scale dependence through a dispersion relation of the drift-wave form \( -\beta \frac{k}{k^2+\tau^2} \), where \( \beta \) is a constant representing the typical strength of the gradient. The present aim is to study the importance of collective phase dynamics on the characteristic time evolution of the fluctuation energy and the formation of coherent structures. Our results show that the assumption of a fully stochastic phase state of turbulence is more relevant for high values of \( \beta \), whereas for lower \( \beta \) there is a significant difference between a-synchronised and synchronised phase states, and one could expect the formation of coherent modulations in the latter case.

I. INTRODUCTION

In turbulence theory the phase dynamics of the fluctuations have hitherto been largely neglected and most often random phases are assumed. One would think that the rate of stochastization occurring in non-linear interactions increases as the amplitude of the modes increase, however the increased energy flux through non-linear mode coupling processes allows for coherent structures (sheared flows, geodesic acoustic modes etc. [1]) to be formed which can even grow in the presence of random fields or cascade to smaller scales. This is one manifestation of the so-called self-organization process. The self-organisation phenomena is common in the everyday world and is a rapidly developing area of research within the field of dynamical chaos theory. There are a number of interesting examples that all contribute to this growing field such as biological clocks, physiological organisms and chemical reactors, just to name a few [2][11]. A powerful and yet simple mathematical framework for describing the self-organisation phenomena was developed by Kuramoto [11][12]. The Kuramoto model describes the phase dynamics of a system of stochastic limit-cycle oscillators running at arbitrary intrinsic frequencies, and coupled through the sine of their phase differences, while under certain conditions they spontaneously lock into a common frequency. This paradigm of phase synchronization covers a diversity of physical situations such as those named above.

In plasma turbulence theory however, due to the complexity of the system with many non-linearly interacting waves, the dynamics of the phases is often disregarded and the so-called random-phase approximation (RPA) is used assuming the existence of a Chirikov-like criterion for the onset of wave stochasticity [13][14]. In this approximation one assumes that the dynamical amplitudes can be represented as complex numbers, \( \psi = \psi_r + i\psi_i = ae^{i\theta} \), with the amplitudes slowly varying whereas the phases are rapidly varying and, in particular, distributed uniformly over the interval \([0; 2\pi]\). However, one could expect that the phase dynamics can play a role in the self-organisation and the formation of coherent structures as was shown in ref. [15][16]. In the same manner it is also expected that the RPA falls short to take coherent interaction between phases into account. Moreover along the same lines, a model of stochastic oscillators obeying predator-prey rate equations have been developed to study the coupled dynamics of drift wave - zonal flow (DW-ZF) turbulence by which the system regulates and organizes itself. Within each population of DW-ZF a Kuramoto-type competition between the phases was assumed with an additional linear cross-coupling between the dual populations. Thus, the synchronization state of the whole system is controlled by two types of competition. It was shown that the system undergoes a modulational synchrony transfer between the two populations similar to the predator-prey oscillations in DW-ZF system [19].

In this paper therefore, we aim to study the role of phase dynamics and the coupling of phases between different modes on the characteristic time evolution of the turbulent fluctuation and the formation of coherent structures. In order to elucidate on the phase dynamics we assume a simple turbulent system where the so-called stochastic oscillator model can be employed. The idea of interpreting turbulence by stochastic oscillators goes back to Kraichnan [17], where a novel approach was offered to capture several important features of the turbulent dynamics. The stochastic oscillator models can be derived from radical simplifications of the nonlinear terms in the Navier-Stokes or Gyro-Kinetic equations. In this particular case we adopt the basic equation for the stochastic oscillator model with passive advection and random forcing from Ref. [18]:

\[
\partial_t \psi + u(t) \nabla \psi = f^{ext}(t),
\]

where \( u(t) \) and \( f^{ext}(t) \) are random values with given statistical properties depending on the problem of interest.
The eq. (1) is a linear equation in scalar \( \psi \), however since \( \psi \) and \( u \) are considered to be random fluctuating quantities, the second term on the left hand side is quadratically non-linear in random variables. The model is intended to capture several important features of the typical quadratically nonlinear primitive equations that arise in practice. Here, we introduce a non-linear phase coupling dynamic described by an extended Kuramoto type equations previously described in [11] between the two random quantities namely passive advective flow and the forcing. In our model the non-linear amplitude coupling is replaced by a prescribed dispersion relation for the natural frequencies of the phases of the forcing. In the following we will present the details of our model and the results of numerical simulations. At the end of this paper we discuss our findings and draw conclusions.

II. LANGEVIN MODEL INCLUDING RANDOM ZONAL FLOWS AND BACKGROUND TURBULENCE

Following the work performed by Krommes in Ref. [18] on the impact of random flows on the fluctuation levels in simple stochastic models, we consider the passively advected fluctuations of a scalar \( \psi \) such as temperature, to obey

\[
\partial_t \delta \psi(x, t) + \delta \nabla \psi \cdot \nabla \psi - D \nabla^2 \delta \psi = \delta f(x, t) \tag{2}
\]

As in Ref. [18] to keep the discussion as general as possible the linear physics is modelled by a random external forcing \( \delta f \) and a classical dissipation \( D \nabla^2 \). Furthermore, we assume homogeneous statistics and thus only solve eq. \( \delta \psi(y, t) \) in one dimension, i.e. \( \delta \psi(t) \). Here, \( \delta \psi \) is a statistically specified random flow velocity, corresponding to the random \( u(t) \) in eq. (1). In the present model we ignore the spatial dependence of \( \delta \psi(x, t) = \delta \nabla \psi(t) \) employing a Fourier transformation of eq. (2) we obtain the forced stochastic oscillator equation (see eq. (32) in Ref. [18])

\[
\partial_t \delta \psi_k + i \delta u_k(t) \delta \psi_k + \nu_k \delta \psi_k = \delta f_k(t) \tag{3}
\]

where we assumed the following

\[
\delta u_k(t) = k_y \tilde{V} \exp(i \theta_k(t)) \tag{4}
\]

\[
\delta f_k(t) = \gamma \exp(i \phi_k(t)) \tag{5}
\]

In our model, thus, the random flow and forcing are assumed to be similar to oscillators with constant amplitude and phases that varies in time with \( \theta_k(t) \) and \( \phi_k(t) \), respectively. Here, we used the same definitions for \( \gamma = 2k^2D \), and \( \nu_k = k^2D \) as in Ref. [18] with \( \kappa \) being the a constant measuring the strength of the forcing, and \( k^2 = k_y^2 \). \( \tilde{V} \) is a constant measuring the strength of the random flow. Note that this model introduces a multiplicative noise term as well as additive noise term. The scale dependence is introduced by the multiplication by \( k_y \) and the prescribed dispersion relation for the natural frequency, see eq. (8) in the next section. In general one can assume also a stochastic amplitude and therefore treat \( \tilde{V} \) as a random value with a given statistical property, which would allow for further degrees of freedom in the model. However at this point we aim to study the role of phase self-organisation on the fluctuating scalar and therefore we will assume a constant amplitude.

III. PHASE COUPLING MODEL

We have expanded the original 1D Kuramoto model to a 2D model by assuming that the oscillators perform a two dimensional motion similar to a system of coupled Wilberforce pendulum [19, 20] where the motion can be represented by two phases of \( \theta \) in longitudinal and \( \phi \) in torsional plain, respectively. The dynamics of the phases are described by the two coupled first order differential equations as

\[
\dot{\theta}_k(t) = \omega_k + (2\pi)^{-1} \sum_{i=1}^N J_{ik} \sin(\theta_i - \theta_k) + \frac{1}{2} \epsilon \theta_k, \tag{6}
\]

\[
\dot{\phi}_k(t) = \zeta_k + (2\pi)^{-1} \sum_{i=1}^N S_{ik} \sin(\phi_i - \phi_k) - \frac{1}{2} \epsilon \phi_k, \tag{7}
\]

\( (k = 1, ..., N) \).

where the \( \theta_k \) and \( \phi_k \) follow a non-linear sinusoidal coupling as in the Kuramoto model [11] with additional linear cross coupling between the two phases. Here, the analogy is that \( \phi \) is the phase corresponding to a fluctuating radial excursion associated with the drift wave, and the \( \theta \) is the phase corresponding to the oscillating zonal shear modulating the direction of excursion via eddy tilting [21], see the representative schematics shown in Fig. [4]. The linear cross-coupling introduces a cross correlation between the two motions similar to the regular Lotka-Volterra predator-prey model [22, 23]. This cross-coupling mimics the interactions between the drift wave turbulence and zonal flows which have been observed to follow self-consistent feedback loop systems similar to predator-prey trends as was shown in Refs. [24, 25]. Here, \( \theta_k(t) \) and \( \phi_k(t) \) denote the time derivatives of the phases of \( k \)th mode. The parameter \( \epsilon \) is a free parameter of the model which allows to modify the strength of linear cross-coupling term and \( N \) is the number of oscillators or modes considered. \( \omega_k \) are the natural frequencies of the flow assumed random and distributed according to a Gaussian distribution with zero mean, \( f(\omega) = \exp(-\omega^2/2)/\sqrt{2\pi} \), and \( \zeta_k \) are the natural frequencies of the forcing, also assumed random and distributed according to a Gaussian distribution, but the mean is prescribed by a spectrum defined through a dispersion relation similar to that of the DWs (see Refs. [26, 27]):

\[
< \zeta > (k) = -\beta \frac{k}{1 + k^2} \tag{8}
\]

where \( \beta \) is a free parameter of the model. In the usual DW picture this parameter represents a gradient
e.g. density gradient, $\delta n/\delta y$. $J_{ik}$ and $S_{ik}$ measure the strength of the interactions between oscillator $i$ and $k$ in each population, and they are assumed random constants distributed according to a Gaussian distribution with standard deviation defined as $\sigma_{\theta,\phi} = \{F, G\}/(\sqrt{2N})$. Here $F$ and $G$ are control parameters of the model. Note, that in our model low values of $F$, $G$ correspond to weak coupling while high values correspond to strong coupling between the phases in each population.

**IV. THE NUMERICAL SET UP**

In this work, the numerical integration of eq. (3) is performed using the Runge-Kutta 4th order scheme (RK4) with time stepping length $\delta t = 2\pi \times dt$ where $dt$ is the optimum time interval varying for each integration while the sampling time step is $\Delta t = 0.01$. At each time step the values of $\delta \psi_k(t)$ and $\delta f_k(t)$ are updated through numerical integration of eqs. (6 and 7) using RK4. For initial conditions we use $|\delta \psi_k(0)| = 1$, with the phases of $\delta \psi_k(0)$ set to zero. For the random flow and the forcing we set the initial phases as $\theta_k(0) = \phi_k(0) = 0$. The mode number $k$ is chosen following a shell model type approach by setting $k_n = k_0 \times g^n$ where $n = 1, \ldots N/5$ where $N = 125$ corresponds to the number of modes, with $k_0 = 1$ and $g = 1.25$. Each mode number $k$ is represented by 5 oscillators with different natural frequencies distributed according to a Gaussian distribution around a mean value prescribed by the dispersion relation given by eq. (5) and we employ an averaging over these 5 modes. An averaging over $N_e = 10$ samples of $J_{ik}, S_{ik}$ is also performed. In the present study, the time span of simulations is of the order of $t = 20$ which allows for the system to relax to a steady state.

An analytic expression for the order parameter $Z(t) = \sum_{k=1}^{N} \exp(i\theta_k) /N$ was derived by Kuramoto that describes the quality of the synchronisation of the ensemble of oscillators with $0 \leq Z \leq 1$. Here, $Z = 0$ corresponds to a complete a-synchronised state while $Z = 1$ corresponds to a total synchronised state. We have calculated the values of the order parameter separately for each $\theta$ and $\phi$ phases, and averaged over $N_e$ samples denoted by $[Z_{\theta,\phi}(t)]$.

**V. RESULTS OF NUMERICAL SIMULATIONS**

In the following we present the results of the numerical integration of eqs. (6-7) for various phase coupling parameters. To measure the dynamics of the system we computed the evolution of the energy like quantity

$$C(t, t') = \langle |\delta \psi_k(t)\delta \psi_k(t')| \rangle$$

where $[\ldots]$ represents the averaging with respect to $k$ and $<\ldots>$ denotes the sample averaging over a number of different realisations of random values: $\omega_k, \zeta_k, J_{ik}$ and $S_{ik}$.

**A. The case without the linear cross-coupling**

At first we examine the role of phase synchronisation in the absence of the linear cross-coupling between the flow and the forcing by setting $\epsilon = 0$, see eqs. (6 and 7).

Figure 2(a) shows the impact of synchronisation of the phases in $\theta_k$ and $\phi_k$ populations on the time evolution of the auto-correlation function $C(t)$. Here $\beta = 0$, and the synchronisation states are controlled by the parameters $F$ and $G$, as seen in Fig. 2(b) where the maximum of the PDF of the sample averaged $[Z(t)]$ are shown. In agreement with the well-known Kuramoto model we find that by increasing the control parameters the phases in each population move from an a-synchronised ($[Z(t)] \sim 0$) to a synchronised state ($[Z(t)] \sim 1$). This shift from a-synchrony to synchrony significantly enhances the evolution of the $C(t)$. For an a-synchronised condition after an initial decay due to dispersion term, $C(t)$ saturates to a finite level around $C(t) \sim 0.5$. As the phases become more and more synchronised $C(t)$ saturates to an oscillatory state with two amplitudes of $\Delta C(t) \sim 0.4$ and $\sim 0.7$. The dynamics of the norm and the phase of $\delta \psi_k$ for the two extreme conditions, i.e. $F = G = 1$, and $F = G = 10$ are presented in Figs. 3 left and right, respectively. A clear distinction between the two cases is observed where in the synchronised system, coherent oscillations appear across the $k$ space in both the norm and the phases of $\delta \psi_k$, see Fig. 4 right. Here, we find that for the low $k$, phases oscillate between 0 and $\pi$ with a low frequency, while the phases of the higher $k$ modes try to catch on. The norm also shows oscillations with similar frequency and the minima correspond to when the phases reach the value 0.

The averaged energy spectrum, $E(k, t) = 1/2 \sum_{k=1}^{N} |\delta \psi_k(t)|^2 / 5$, at three different times are shown in Figs. 4 (a) for the a-synchronised, and (b) the synchronised cases of Figs. 3. The a-synchronised spectrum follows a power law decay of the form $k^{-7/2}$ while the synchronised spectrum has a faster decay rate for the low $k$ and a plateau region for the mid-range in $k$ at the time when the phases of $\delta \psi_k$ are at 0. The dynamic of the $\delta \psi_k$ is strongly affected by the phase states of the forcing, while little dependence between
synchronised and a-synchronised phase states of the flow are observed, see Figs. 2 (a and b).

Figures 2 (a-d) show the sensitivity scans of the phase eqs. 6 and 7 on the different free parameters of model. From Fig. 2 (a and b) it is clear that by introducing a dispersion relation of the form given in eq. 8 the phases of the forcing desynchronise. The linear cross-coupling of the two populations, however, results in synchronisation even for control parameters of an a-synchronised state, i.e. \( F = G = 1 \). For \( \epsilon > 5 \) the synchronisation effect of the cross-coupling term can gain over the desynchronisation effect of the dispersion relation, as seen in Figs. 2 (c and d).

The impact of a scale dependence for the natural frequencies via a dispersion relation on the dynamic of \( \delta \psi_k \) is two fold. On the one hand an increase in \( \beta \) results in a strong reduction of the fluctuation amplitude autocorrelation, \( C(t) \). On the other hand as was shown in Fig. 2 (a) with increasing \( \beta \) the phases of the forcing desynchronise and therefore, the solutions of the cases with \( F = G = 1 \) and \( F = G = 10 \) converge towards the same saturated level, see Figs. 7 (a and b). Figures 8 illustrate the computed time evolutions of the norm and the phases of \( \delta \psi_k \) for \( F = G = 1 \) (left figures) and \( F = G = 10 \) (right figures) with \( \beta = 100 \). Comparing to the \( \beta = 0 \) results shown in Figs. 3 however, an increase in \( \beta \) seems to synchronise the phases of \( \delta \psi_k \), and increase
their frequency in both synchronised and a-synchronised phase states of the flow and the forcing. The norm of $\delta \psi_k$ on the other hand shows strong decay in time specially for low $k$ modes, with the oscillations breaking up for the synchronised case, see Fig. 8 top right.

The effect of increasing $\beta$ on the time averaged energy spectrum, $E(k, t)$ at three time slices, are illustrated in Figs. 9 (a and b). From this figure it is clear that by increasing $\beta$ the energy at lower $k$ is decreased, and the spectrum moves away from $E \propto k^{-7/3}$ scaling. In the case with a-synchronised $\theta_k$, $\phi_k$ ($F = G = 10$), however, the energy spectrum obeys a non-monotonic change as function of $k$ with its peak located at medium $k$ range.

In summary, our results show that if one takes into account phase dynamics for the flow and the forcing the assumption of a fully stochastic phase state for the $\delta \psi_k$ is more relevant for high $\beta$ values while for lower $\beta$ the a-synchronised and synchronised phases differ significantly, and one could expect the formation of coherent modulations in the latter case.
and as the increase in $\beta$ evolution of $C$ for both states. Small modulations are observed in the forcing the saturation levels converge to the same value $\beta$ amplitude as $F$.

The fluctuation auto-correlation increases in time similarly to the case without the linear cross-coupling. Such cross-coupling will introduce a cross-correlation between the phases of the two random fields which in Ref. [18] was shown to play an important role in enhancing the saturation levels of the fluctuations auto-correlation $C(t)$. We find that cross-coupling is most effective in synchronising the phases at high $k$, and as a result increasing the $C(t)$. The interplay between the desynchronisation of the dispersion relation and synchronisation effect of the linear cross-coupling plays an important role in determining the steady state values of $C(t)$.

VI. DISCUSSION

In this work, we have introduced a non-linear phase coupling model into the simplest model of the passive advection-diffusion of a scalar with forcing. The phase-coupling follows the well-established Kuramoto paradigm that has been shown to represent systems displaying self-organisation well. The model is intended to isolate the importance of the collective phase synchronisation/synchronisation states on the time evolution of the fluctuation energy and the possibility of the formation of coherent modulation structures. Such structures are observed in magnetically confined fusion plasma experiments where the self-organisation of DW turbulence forms the ZF which play an important role in the suppression of the DW turbulence itself allowing the access to high confinement modes of operation [11]. The advective flow and the forcing are assumed as limit-cycle oscillators with a phase coupling model based on an extended version of the Kuramoto model. Here, the natural frequencies of the flow oscillators are assumed to follow a DW type dispersion relation, thus introducing a scale dependence in the phase coupling model. Our results show that the assumption of a fully stochastic phase state of the turbulence is more relevant for high values of scale separation with the energy spectrum following a $k^{-7/2}$ decay rate, while for lower scale dependence the a-synchronised and synchronised phases differ significantly, and one could expect the formation of coherent modulations in the latter case.
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