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Abstract
Let us consider a parametric weighted directed graph in which every arc \((j, i)\) has weight of the form \(w((j, i)) = \max(P_{ij} + \lambda, I_{ij} - \lambda, C_{ij})\), where \(\lambda\) is a real parameter and \(P\), \(I\) and \(C\) are arbitrary square matrices with elements in \(\mathbb{R} \cup \{-\infty\}\).

In this paper, we design an algorithm that solves the Non-positive Circuit weight Problem (NCP) on this class of parametric graphs, which consists in finding all values of \(\lambda\) such that the graph does not contain circuits with positive weight. This problem, which generalizes other instances of the NCP previously investigated in the literature, has applications in the consistency analysis of a class of discrete-event systems called P-time event graphs. The proposed algorithm is based on max-plus algebra and formal languages, and improves the worst-case complexity of other existing approaches, achieving strongly polynomial time complexity \(O(n^4)\) (where \(n\) is the number of nodes in the graph).
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1. Introduction
In graph theory, a classical problem is to check whether, given a weighted directed graph, there exists a circuit with positive (or negative) weight. One of the simplest and most famous algorithms that solves this problem is due to Bellman and Ford \cite{6}. The algebraic equivalent of this problem is related to linear inequalities in the tropical (max-plus or min-plus) algebra: given a square matrix \(A\) in the max-plus algebra, the precedence graph \(G(A)\) does not contain
circuits with positive weight if and only if the max-plus inequality $x \geq A \otimes x$ admits a real solution $x$. The solution set of this kind of inequalities is often called zone or weighted digraph polyhedron \cite{21,15}. We emphasize that the problem can be equivalently stated in the max-plus or in the min-plus algebra.

In the present paper, we consider parametric weighted directed graphs, in which weights of the arcs are variable and depend on some parameters. In this context, we refer to the problem of finding all the values of the parameters such that the graph does not include circuits with positive weight as the Non-positive Circuit weight Problem (NCP). In particular, we are interested in studying this problem on a subclass of parametric weighted directed graphs whose weights depend only on one parameter $\lambda \in \mathbb{R}$.

It is known from the seminal work \cite{16} of Karp that, in a graph with constant arc weights, there are no circuits with positive weight if and only if the maximum circuit mean of the graph is non-positive. Based on this result, the NCP has been solved in literature in the cases when the weights of the arcs depend proportionally ($G(\lambda A)$) or inversely ($G(\lambda^{-1} A)$) on $\lambda$, in the max-plus sense (see, e.g., Theorem 1.6.18 in \cite{3}). In standard algebra, this corresponds to having arc weights of the form, respectively, $w((j, i)) = A_{ij} + \lambda$ and $w((j, i)) = A_{ij} - \lambda$, where $w((j, i))$ indicates the weight of arc $(j, i)$ and $A_{ij} \in \mathbb{R}$. Karp and Orlin provided two algorithms, running respectively in $O(n^3)$ and $O(nm \log n)$, that solve the NCP on parametric graphs with $n$ nodes and $m$ arcs, whose weights are of type $w((j, i)) = A_{ij} + B_{ij} \times \lambda$, with $A_{ij} \in \mathbb{R}$ and $B_{ij} \in \{0, +1\}$ \cite{17}; a faster solution of the same problem, with time complexity $O(nm + n^2 \log n)$, was found in \cite{24}. Moreover, Levner and Kats solved the NCP when $w((j, i)) = A_{ij} + B_{ij} \times \lambda$, with $A_{ij} \in \mathbb{R}$ and $B_{ij} \in \{-1, 0, +1\}$ in strongly polynomial time complexity $O(mn^2)$ \cite{19}.

We extend these problems to a class of more general parametric precedence graphs of the form $G(\lambda P \oplus \lambda^{-1} I \oplus C)$, where $P, I$ and $C$ are three arbitrary square matrices of the same dimension in the max-plus algebra. We refer to the NCP for this class of parametric precedence graphs as Proportional-Inverse-Constant-NCP (PIC-NCP). In standard algebra, the weight of a generic arc $(j, i)$ in graph $G(\lambda P \oplus \lambda^{-1} I \oplus C)$ can be expressed as $w((j, i)) = \max(P_{ij} + \lambda, I_{ij} - \lambda, C_{ij})$, where $P_{ij}, I_{ij}, C_{ij} \in \mathbb{R} \cup \{-\infty\}$. Since the class of parametric graphs studied in the present paper includes all the above-mentioned ones, we aim to extend previous results on the NCP.

The interest in this problem comes from a class of discrete-event dynamical systems called P-time event graphs (P-TEGs) \cite{5}. In \cite{26}, it has been shown that, for all $d \in \mathbb{N}$, a P-TEG with initially 0 or 1 token per place, characterized by four square matrices $A^0$, $A^1$, $B^0$, $B^1$, admits consistent $d$-periodic trajectories of period $\lambda$ if and only if the precedence graph $G(\lambda B^{1d} \oplus \lambda^{-1} (A^1 \oplus E_\emptyset) \oplus (A^0 \oplus B^{1d}))$ does not contain circuits with positive weight. The problem of finding the periods of all admissible 1-periodic trajectories has been studied in \cite{2,8,18} but an explicit formula for the admissible periods has not yet been found. Moreover, in \cite{25}, we proved that a P-TEG is boundedly consistent (i.e., there exists a consistent trajectory for the P-TEG in which the delay of the $k$-th firing of every pair of transitions is bounded for all $k$) if and only if it admits a
max\(\(P_{ij} + \lambda, C_{ij}\)\) \(\iff\) \(\max(j'_i P_{ij} + \lambda, 0)\) (a) Case \(P_{ij}, C_{ij} \in \mathbb{R}, I_{ij} = -\infty\).

\[
\begin{align*}
\max(P_{ij} + \lambda, I_{ij} - \lambda, C_{ij}) \iff 0 \quad &\text{(b) Case } P_{ij}, I_{ij}, C_{ij} \in \mathbb{R}.
\end{align*}
\]

Figure 1: Transformations needed to solve the PIC-NCP using Levner-Kats algorithm. Both transformations preserve the maximum weight of all paths from node \(j\) to node \(i\), for all values of \(P_{ij}, I_{ij}, C_{ij}, \lambda\).

1-periodic trajectory. Since in most P-TEG applications bounded consistency is not only desirable, but necessary, this further motivates our study.

We remark that the PIC-NCP can always be formulated as an instance of the NCP studied by Levner and Kats in [19]. However, in order to do so, it is necessary to build an augmented precedence graph by adding \(n' \in \{0, \ldots, 2 \times m\}\) nodes and \(m' \in \{0, \ldots, 4 \times m\}\) arcs to \(G(\lambda P \oplus 1 I \oplus C)\), in particular: one node and two arcs for every arc \((j, i)\) in \(G(\lambda P \oplus 1 I \oplus C)\) for which two elements among \(P_{ij}, I_{ij}\) and \(C_{ij}\) are finite; two nodes and four arcs for every \((j, i)\) such that \(P_{ij}, I_{ij}\) and \(C_{ij}\) are all finite, as shown in Figure 1. This additional step increases the time complexity of the Levner-Kats algorithm to \(O((m + m')(n + n')^2)\), which leads to a worst-case complexity (attained when \(n' = 2 \times m\) and \(m = n^2\), i.e., when all elements of \(P, I, C\) are real numbers) of \(O(n^6)\).

In this paper, we propose an algorithm based on techniques from dioid (or idempotent semiring) theory, which solves the PIC-NCP in time complexity \(O(n^4)\) and space complexity \(O(n^2)\), thus improving the worst-case complexity of the Levner-Kats algorithm. Moreover, our algorithm provides a closed-formula expression for the extreme values of parameter \(\lambda\) that solve the problem. As a by-product, in this paper we indirectly prove that the class of linear programs of form (LP1) (or similarly (LP2), see page 13) can be solved in the same complexity. The use of tropical algebra to solve linear programming problems is not new in literature, and is motivated by Smale’s 9th unsolved problem in mathematics [22], which asks whether linear programs admit a strongly polynomial time algorithm [4, 20, 12].

The algorithm is based on two different dioids, the max-plus algebra and the semiring of formal languages. The relation between matrices in the max-plus algebra and elements of a formal language is made explicit by means of multi–precedence graphs, which are multi–directed graphs that generalize the concept of precedence graphs on multiple matrices. Associating every matrix of a multi–
precedence graph with a symbol, and every arc with an element of a matrix, we show how propositions on formal languages can be used to prove algebraic statements in the tropical semiring.

The paper is organized as follows. In Section 2, some basic algebraic concepts from dioid theory (in particular, max-plus algebra and the algebra of formal languages) and weighted directed graph theory are recalled. In Section 3, multi-precedence graphs are presented. Section 4 defines the main problem considered in the paper and gives its solution using both linear programming and a strongly polynomial algorithm based on dioid theory techniques, Algorithm 1. In Section 5, the correctness of Algorithm 1 is proven. Finally, concluding remarks are stated in Section 6.

Notation: the set of positive, respectively non-negative, integers is denoted by \( \mathbb{N} \), respectively \( \mathbb{N}_0 \). Moreover, \( \mathbb{R}_{\max} := \mathbb{R} \cup \{ -\infty \} \) and \( \bar{\mathbb{R}}_{\max} := \mathbb{R}_{\max} \cup \{ +\infty \} \).

2. Preliminaries

In this section, some basic concepts and results from dioid theory are summarized. For more details, the reader is referred to [1, 14] and [13].

2.1. Dioid Theory

A dioid \((\mathcal{D}, \oplus, \otimes)\) is a set \( \mathcal{D} \) endowed with two operations, \( \oplus \) (addition) and \( \otimes \) (multiplication), which have the following properties: both operations are associative and have a neutral element indicated, respectively, by \( e \) (zero element) and \( \epsilon \) (unit element), \( \oplus \) is commutative and idempotent (\( \forall a \in \mathcal{D} \ a \oplus a = a \), \( \otimes \) distributes over \( \oplus \), and \( \epsilon \) is absorbing for \( \otimes \) (\( \forall a \in \mathcal{D} \ a \otimes \epsilon = \epsilon \otimes a = \epsilon \)).

The operation \( \oplus \) induces the natural order relation \( \preceq \) on \( \mathcal{D} \), defined by: \( \forall a, b \in \mathcal{D} a \preceq b \iff a \oplus b = b \). A dioid is complete if it is closed for infinite sums and \( \otimes \) distributes over infinite sums; in a complete dioid \((\mathcal{D}, \oplus, \otimes)\), there exists a unique greatest (in the sense of \( \preceq \)) element of \( \mathcal{D} \), denoted \( \top \), which is given by \( \top = \bigoplus_{x \in \mathcal{D}} x \). The Kleene star of an element \( a \) of a complete dioid, denoted \( a^* \), is defined by \( a^* = \bigoplus_{i \in \mathbb{N}_0} a^i \), with \( a^0 = e \) and \( a^{i+1} = a \otimes a^i \). The operator \( + \) is defined as \( a^+ = \bigoplus_{j \in \mathbb{N}_a} a^j \); hence \( a^* = e + a^+ \). As in standard algebra, when unambiguous, the multiplication will be indicated simply as \( a \otimes b = ab \).

If \((\mathcal{D}, \oplus, \otimes)\) is a dioid, then the operations \( \oplus \) and \( \otimes \) can be extended to matrices with elements in \( \mathcal{D} \): \( \forall A, B \in \mathcal{D}^{m \times n} \), \( C \in \mathcal{D}^{n \times p} \)

\[
(A \oplus B)_{ij} = A_{ij} \oplus B_{ij}, \quad (A \otimes C)_{ij} = \bigoplus_{k=1}^{n} (A_{ik} \otimes C_{kj}).
\]

Moreover, the multiplication between a scalar and a matrix is defined as: \( \forall \lambda \in \mathcal{D}, A \in \mathcal{D}^{m \times n} \) \( (\lambda \otimes A)_{ij} = \lambda \otimes A_{ij} \). If \((\mathcal{D}, \oplus, \otimes)\) is a complete dioid, then the set of \( n \times n \) matrices endowed with \( \oplus \) and \( \otimes \) as defined above is a complete dioid, \((\mathcal{D}^{n \times n}, \oplus, \otimes)\). Its zero and unit elements, respectively, are the matrices \( \mathcal{E} \) and \( E_\oplus \), where \( \mathcal{E}_{ij} = \epsilon \) \( \forall i, j \) and \( (E_\oplus)_{ij} = e \) if \( i = j \), \((E_\oplus)_{ij} = \epsilon \) if \( i \neq j \). Furthermore, \( A \preceq B \iff A_{ij} \preceq B_{ij} \forall i, j \). We recall the following properties of the Kleene star operator \( ^* \).
Proposition 1 (From [13]). Let \( \mathcal{D} \) be a complete dioid and \( a, b \in \mathcal{D} \). The Kleene star operator \( * \) has the following properties:

\[
\begin{align*}
a^*a^* &= a^* \\
(a \oplus b)^* &= (a^*)^*b^* = (b^*)^*a^* \\
(a(ba))^* &= (ab)^*a \\
(ab^*)^* &= e \oplus a(a \oplus b)^*.
\end{align*}
\]

2.2. Max-plus algebra

An important example of a complete dioid is the max-plus algebra, \((\mathbb{R}_{\text{max}}, \oplus, \odot)\), where \( \oplus \) indicates the standard maximum operation, \( \odot \) indicates the standard addition, \( e = -\infty \), \( \epsilon = 0 \), \( T = +\infty \), and \( \leq \) coincides with the standard “less than or equal to”. For all \( \lambda \in \mathbb{R} \), we indicate by \( \lambda^{-1} \) the max-plus multiplicative inverse, i.e., \( \lambda^{-1} \odot \lambda = \lambda \odot \lambda^{-1} = 0 \). Note that, since \((\mathbb{R}_{\text{max}}, \oplus, \odot)\) is a complete dioid, the dioid \((\mathbb{R}_{\text{max}}^{n \times n}, \oplus, \odot)\) is also complete.

2.3. Formal languages

In this paper, it will be convenient to interpret \((\text{max},+)\) addition and multiplication of square matrices respectively as union and concatenation of formal languages. This will be formally stated in Section 3. A correspondence between \((\text{max},+)\) algebra and formal languages is justified by the fact that formal languages, endowed with the operations of union and concatenation, form a complete dioid [9].

Let \( \Sigma = \{a_1, \ldots, a_l\} \) be an alphabet of \( l \) letters (or symbols) \( a_1, \ldots, a_l \). The set of all finite sequences of letters (or strings) from \( \Sigma \) is denoted by \( \Sigma^* \). A subset of \( \Sigma^* \), \( \mathcal{L} \subseteq \Sigma^* \), is a formal language, and its elements \( s \in \mathcal{L} \) are words.

Let \( \mathcal{L}_1, \mathcal{L}_2 \subseteq \Sigma^* \), \( \mathcal{L}_1 = \{s_1, \ldots, s_n\} \), \( \mathcal{L}_2 = \{t_1, \ldots, t_m\} \) be two languages; then \( \mathcal{L}_1 + \mathcal{L}_2 = \{s_1, \ldots, s_n, t_1, \ldots, t_m\} \) indicates the union of the two languages, while \( \mathcal{L}_1 \cdot \mathcal{L}_2 = \mathcal{L}_1 \{s_1 t_1, s_1 t_2, \ldots, s_n t_m, s_1 t_{m+1}, \ldots, s_n t_{m+t} \} \) indicates the language containing the concatenations of all strings of \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \). Let \( s \in \Sigma^* \), we will often indicate in the same way the (single string) language \( s := \{s \} \subseteq \Sigma^* \); the context will clarify whether we are referring to \( s \) as a string or as a language. Let \( 2^{\Sigma^*} \) indicate the power set of \( \Sigma^* \) (the set of subsets of \( \Sigma^* \)). Using the notation above, \((2^{\Sigma^*}, +, \cdot)\) forms a complete dioid, with zero element the empty language \( \emptyset = \{\} \) and unit element the language containing only the empty string \( e \), i.e., \( \{e\} \). Note that, in contrast to standard notation, we denote the empty string by \( e \).

We denote by \( |s| \) the length of the word \( s \) (\(|e| = 0\)), and by \( |s|_{a_i} \), the length of \( s \) relative to letter \( a_i \), i.e., the number of occurrences of the letter \( a_i \) in \( s \). We indicate by \( s(i) \), \( 1 \leq i \leq |s| \), the \( i \)-th symbol of \( s \).

Definition 1 (Balanced string). We say that a string \( s \) is balanced if \(|s|_{a_1} = |s|_{a_2} = \ldots = |s|_{a_l} \). Moreover, a string \( s \) is \( x \ast x \)-balanced if it is balanced and \( s(1) = s(|s|) \), \( x \ast y \)-balanced if it is balanced and \( s(1) \neq s(|s|) \). For convenience, we consider the empty string \( e \) to be both \( x \ast x \)- and \( x \ast y \)-balanced.
2.4. Precedence graphs

**Definition 2** (Precedence graph). Let \( A \in \mathbb{R}^{n \times n}_{\text{max}} \). The precedence graph associated with \( A \) is the weighted directed graph \( G(\mathcal{G}(A)) = (N, E, w) \), where

- \( N = \{1, \ldots, n\} \) is the set of nodes,
- \( E \subseteq N \times N \) is the set of arcs, defined such that there is an arc \((j, i) \in E\) from node \( j \) to node \( i \) iff \( A_{ij} \neq -\infty \),
- \( w : E \to \mathbb{R} \) is a function that associates a weight \( w((j, i)) = A_{ij} \) with every arc \((j, i)\) of \( G(\mathcal{G}(A)) \).

When matrix \( A \) depends on some real parameters, \( A = A(\lambda_1, \ldots, \lambda_\rho) \), \( \lambda_1, \ldots, \lambda_\rho \in \mathbb{R} \), we say that \( G(\mathcal{G}(A)) \) is a parametric precedence graph.

A path \( \rho \) in \( G(\mathcal{G}(A)) = (N, E, w) \) is a sequence of nodes \((i_1, i_2, \ldots, i_{r+1})\), \( r \geq 0 \), such that \((i_j, i_{j+1}) \in E\) for all \( j = 1, \ldots, r \) (i.e., with an arc from node \( i_j \) to node \( i_{j+1} \) for \( j = 1, \ldots, r \)); we will use the notation
\[
\rho = i_1 \to i_2 \to \ldots \to i_{r+1}.
\]
The length of a path \( \rho \), denoted by \(|\rho|_L\), is the number of its arcs. Its weight, \(|\rho|_W\), is the max-plus product (standard sum) of the weights of its arcs:
\[
|\rho|_L = r, \quad |\rho|_W = \bigotimes_{j=1}^{r} A_{i_{j+1}, i_j}.
\]

We define the weight of every path of length \(|\rho|_L = 0\) to be \(|\rho|_W = 0\). A path is *elementary* if all its nodes are distinct. A path \( \rho = i_1 \to \ldots \to i_{r+1} \) is called *circuit* if its initial and final nodes coincide, i.e., if \( i_1 = i_{r+1} \). A circuit \( \rho = i_1 \to \ldots \to i_{r+1} \) is called *elementary* if the path \( \hat{\rho} = i_1 \to \ldots \to i_r \) is elementary.

We recall from [14] that, given \( A \in \mathbb{R}^{n \times n}_{\text{max}} \), \( r \in \mathbb{N}_0 \), \((A^r)_{ij}\) is equal to the maximum weight of all paths in \( G(\mathcal{G}(A)) \) from node \( j \) to node \( i \) of length \( r \). If there is no such path, then \((A^r)_{ij} = -\infty\). We indicate by \( \text{mcm}(A) \) the *maximum circuit mean* of the precedence graph \( G(\mathcal{G}(A)) \),\(^1\) which can be computed as \( \text{mcm}(A) = \bigoplus_{k=1}^{n} (\text{tr}(A^k))^\frac{1}{k} \), where \( \text{tr}(M) = \bigoplus_{i=1}^{n} M_{ii} \) is the trace of matrix \( M \), i.e., the max-plus sum of its diagonal elements, and \( a^\frac{1}{k} \) represents, again in the max-plus sense, the \( k \)-th root of \( a \), i.e., \((a^\frac{1}{k})^k = a \) [1].

We indicate by \( \Gamma \) the set of all precedence graphs that do not contain circuits with positive weight. The following two propositions connect max-plus algebra with precedence graphs.

**Proposition 2** (From [1, 10] and Proposition 1.6.10 in [3]). Let \( A \in \mathbb{R}^{n \times n}_{\text{max}} \). Then, inequality \( x \geq A \otimes x \) has at least one solution \( x \in \mathbb{R}^n \) if and only if \( \mathcal{G}(A) \) does not contain any (elementary) circuit with positive weight, i.e., \( \mathcal{G}(A) \in \Gamma \).

\(^1\)This quantity coincides with the largest max-plus eigenvalue of matrix \( A \).
Proposition 3. Let $A \in \mathbb{R}^{n \times n}_{\max}$. Then, the following statements are equivalent:

(i) $\mathcal{G}(A) \in \Gamma$,

(ii) for all $i \in \{1, \ldots, n\}$, $(A^*)_{ii} = 0$,

(iii) for all $i \in \{1, \ldots, n\}$, $(A^*)_{ii} \neq +\infty$.

Moreover, there is a circuit with positive weight in $\mathcal{G}(A)$ containing node $i$ if and only if $(A^*)_{ii} = +\infty$.

Proof. (i) $\Leftrightarrow$ (ii): the proof comes from the following equivalences: there are no circuits with positive weight in $\mathcal{G}(A) \Leftrightarrow \forall i \in \{1, \ldots, n\}, k \in \mathbb{N}_0$ $(A^k)_{ii} \leq 0 \Leftrightarrow (A^*)_{ii} = 0 \oplus A_{ii} \oplus (A^2)_{ii} \oplus \ldots = 0$.

(i) $\Rightarrow$ (iii): obvious from (i) $\Rightarrow$ (ii).

(i) $\Leftrightarrow$ (iii): suppose that $\mathcal{G}(A) \notin \Gamma$. Then there is a circuit $\rho$ from some node $i$ of length $k$ such that $|\rho|_W = (A^k)_{ii} \succ 0$. Let us consider the circuit $\rho_h$, formed by going through $\rho$ $h$ times. We have that $|\rho_h|_L = k^h$ and $|\rho_h|_W = (|\rho|_W)^h \succ |\rho|_W$ (in standard notation, $|\rho_h|_W = h \times |\rho|_W$). Note that, since $A_{ii}^k$ is equal to the greatest weight of all circuits including $i$ of length $k^h$, $(A^k)_{ii} \geq |\rho_h|_W$. Therefore, $(A^*)_{ii} = 0 \oplus A_{ii} \oplus \ldots \oplus (A^k)_{ii} \oplus \ldots \oplus (A^k)_{ii} \oplus \ldots = +\infty$.

Regarding the last sentence of the proposition, the sufficiency comes from the proof of (i) $\Leftrightarrow$ (iii). For the necessity, suppose that $(A^*)_{ii} = +\infty$ but there is no circuit with positive weight from node $i$. Then, for all $k \in \mathbb{N}$, $(A^k)_{ii} \leq 0$. Therefore, $(A^*)_{ii} = 0 \oplus A_{ii} \oplus (A^2)_{ii} \oplus \ldots = 0$, which contradicts the hypothesis. 

Remark 1. From the latter proposition, we have that

$$\mathcal{G}(A) \in \Gamma \Leftrightarrow tr(A^*) = 0 \quad \text{and} \quad \mathcal{G}(A) \notin \Gamma \Leftrightarrow tr(A^*) = +\infty .$$

The problem of detecting the existence of circuits with positive weight in precedence graphs can be reduced to the problem of finding the shortest path from a node [6]. The shortest path from a node problem, as well as the computation of the maximum circuit mean, have been well studied in literature; the most classical algorithms for their solutions are, respectively, the Bellman-Ford algorithm and Karp’s algorithm, both of strongly polynomial complexity $O(n \times m)$ where $n$ is the number of nodes and $m$ is the number of edges [7]. Finally, we recall that, for all $A \in \mathbb{R}^{n \times n}_{\max}$ such that $\mathcal{G}(A) \in \Gamma$, $A^*$ can be computed by using Floyd-Warshall algorithm of strongly polynomial complexity $O(n^3)$ [6]. In the case $\mathcal{G}(A) \notin \Gamma$, the problem of computing $A^*$ is NP-hard [6]. Fortunately, the algorithm that will be presented in Section 4 will never face this issue in practice; nevertheless, considering $A^*$ when $\mathcal{G}(A) \notin \Gamma$ will be useful for some theoretical results.

7
3. Multi–precedence graphs

In this section, a new type of directed graph, called multi–precedence graph, is defined. Multi–precedence graphs are a generalization of precedence graphs, in which every arc is labeled and each label corresponds to a different matrix. Their definition is similar to the one of max-plus automata [11], with the difference that in multi–precedence graphs there are no initial and final states. Moreover, max-plus automata are a modelling framework for dynamical systems, while multi–precedence graphs are used here as a tool to connect the concepts of precedence graphs and formal languages.

Definition 3 (Multi–precedence graph). Let $A_1, \ldots, A_l$ be $n \times n$ matrices in $\mathbb{R}_{\max}$. The multi–precedence graph associated with matrices $A_1, \ldots, A_l$ is the weighted multi–directed graph $G(A_1, \ldots, A_l) = (N, \Sigma, \mu, E)$, where

- $N = \{1, \ldots, n\}$ is the set of nodes,
- $\Sigma = \{a_1, \ldots, a_l\}$ is the alphabet of symbols $a_1, \ldots, a_l$,
- $\mu : \Sigma \rightarrow \mathbb{R}^{n \times n}_{\max}$ is the morphism defined as
  \[
  \mu(z) = \begin{cases} 
  A_1 & \text{if } z = a_1 \\
  \vdots \\
  A_l & \text{if } z = a_l,
  \end{cases}
  \]
- $E \subseteq N \times N \times \Sigma$ is the set of labeled arcs, defined such that there is an arc $(j, i, z) \in E$ from node $j$ to node $i$ labeled $z$ with weight $(\mu(z))_{ij}$ iff $(\mu(z))_{ij} \neq -\infty$.

When matrices $A_1, \ldots, A_l$ depend on some real parameters, $A_1 = A_1(\lambda_1, \ldots, \lambda_p)$, $\ldots, A_l = A_l(\lambda_1, \ldots, \lambda_p)$, $\lambda_1, \ldots, \lambda_p \in \mathbb{R}$, we say that $G(A_1, \ldots, A_l)$ is a parametric multi–precedence graph.

A path in $G(A_1, \ldots, A_l)$ is a sequence of alternating nodes and labels of the form $\sigma = (i_1, z_1, i_2, z_2, \ldots, z_r, i_{r+1})$, $r \geq 0$, such that $(i_j, i_{j+1}, z_j) \in E$ for all $j = 1, \ldots, r$ (i.e., with an arc from node $i_j$ to node $i_{j+1}$ labeled $z_j$ for $j = 1, \ldots, r$); we will use the notation

\[
\sigma = i_1 \xrightarrow{z_1} i_2 \xrightarrow{z_2} \ldots \xrightarrow{z_r} i_{r+1},
\]

and we will say that the path $\sigma$ is labeled $z_r z_{r-1} \cdots z_1$. The definitions of length of a path $|\sigma|_L$, weight of a path $|\sigma|_W$, elementary path and circuit are the same as for precedence graphs. When not otherwise stated, we will use the convention to indicate matrices with uppercase letters ($A, B, C, \ldots$) and their associated symbols in a multi–precedence graph with the corresponding lowercase letters ($G(A, B, C, \ldots) = (N, \Sigma, \mu, E)$ with $\Sigma = \{a, b, c, \ldots\}$ such that $\mu(a) = A, \mu(b) = B, \mu(c) = C, \ldots$).
Figure 2: Precedence graphs $G(A)$, $G(B)$ and multi–precedence graph $G(A,B)$ associated with matrices $A$ and $B$ of Example 1.

Example 1. Let

$$A = \begin{bmatrix} -\infty & -\infty & -\infty \\ 2 & -\infty & -\infty \\ -\infty & -\infty & -1 \end{bmatrix}, \quad B = \begin{bmatrix} -\infty & -2 & 1 \\ 0 & -\infty & -\infty \\ -\infty & -2 & -\infty \end{bmatrix}.$$  

The precedence graphs $G(A)$ and $G(B)$ and the multi–precedence graph $G(A,B)$ are shown in Figure 2.

We can extend the morphism $\mu$ to $\mu : 2^{\Sigma^*} \rightarrow \mathbb{R}_{\max}^{n \times n}$ as:

$$\mu(\{e\}) = E_\otimes, \quad \mu(\{z\}) = \mu(z),$$

$$\mu(\mathcal{L}_1 + \mathcal{L}_2) = \mu(\mathcal{L}_1) \oplus \mu(\mathcal{L}_2),$$

$$\mu(\mathcal{L}_1 \mathcal{L}_2) = \mu(\mathcal{L}_1) \otimes \mu(\mathcal{L}_2)$$

for all $z \in \Sigma$, $\mathcal{L}_1, \mathcal{L}_2 \subseteq \Sigma^*$. It is trivial to see that the following properties hold for $\mu$. Let $\mathcal{L}_1, \mathcal{L}_2 \subseteq \Sigma^*$ be two languages such that $\mathcal{L}_1 \subseteq \mathcal{L}_2$, then $\mu(\mathcal{L}_1) \preceq \mu(\mathcal{L}_2)$. Moreover, for any language $\mathcal{L} \subseteq \Sigma^*$, $\mu(\mathcal{L}^*) = \mu(\mathcal{L})^*$. If $s \in \Sigma^*$ is a string, we will often use the notation $\mu(s)$ to indicate $\mu(\{s\})$.

Example 2. Let $\mathcal{L} = \{ab, abb\}$ and $\mu(a) = A$, $\mu(b) = B$, where $A, B$ are defined as in Example 1. Then, as $\{abb\} \subseteq \mathcal{L}$, $\mu(abb) = ABB \preceq \mu(\mathcal{L}) = AB \oplus ABB$; indeed,

$$ABB = \begin{bmatrix} -\infty & -\infty & -\infty \\ 0 & 1 & -\infty \\ -3 & -\infty & -\infty \end{bmatrix} \quad \text{and} \quad AB \oplus ABB = \begin{bmatrix} -\infty & -\infty & -\infty \\ 0 & 1 & 3 \\ -3 & -3 & -\infty \end{bmatrix}. $$

As in precedence graphs, where elements of the $r$-th power of matrices can be interpreted as weights of paths of length $r$, we can interpret elements of products of $r$ matrices as weights of paths of length $r$ in multi–precedence graphs. For
instance, let $A$ and $B$ be $n \times n$ matrices in $\mathbb{R}_{\text{max}}$ and let us consider the multi-
precedence graph $G(A, B)$. Then, $(AB^2)_{ij} = \max_{k_1, k_2} (A_{ik_1} + B_{k_1k_2} + B_{k_2j})$
is equal to the maximum weight of all circuits from node $i$ for all $k$, $k_2 = 1, \ldots, n$. In the same way,
the diagonal element $(AB^2)_{ii}$ represents the maximum weight of all circuits from node $i$ of the form
\[\sigma = j \xrightarrow{b} k_2 \xrightarrow{b} k_1 \xrightarrow{a} i\]
for all $k_1, k_2 = 1, \ldots, n$. More generally, we can state the following proposition.

**Proposition 4.** Let $A_1, \ldots, A_l$ be $n \times n$ matrices in $\mathbb{R}_{\text{max}}$ and $G(A_1, \ldots, A_l) = (N, \Sigma, \mu, E)$ the multi--precedence graph associated with them. Then, for each string $s \in \Sigma^*$, element $i, j$ of matrix $\mu(s)$,
\[\mu(s)_{ij} = (\mu(s(1)) \otimes \mu(s(2)) \otimes \cdots \otimes \mu(s(|s|)))_{ij} = \max_{k_1, \ldots, k_{|s|-1}} (\mu(s(1))_{ik_1} + \mu(s(2))_{k_1k_2} + \cdots + \mu(s(|s|))_{k_{|s|-1}j}),\]
is equal to the maximum weight of all paths $\sigma$ in $G(A_1, \ldots, A_l)$ of the form
\[\sigma = j \xrightarrow{s(1)} k_{|s|-1} \xrightarrow{s(|s|-1)} k_{|s|-2} \xrightarrow{s(|s|-2)} \cdots \xrightarrow{s(2)} k_1 \xrightarrow{s(1)} i,\]
for all $k_1, \ldots, k_{|s|-1} \in \{1, \ldots, n\}$.

As a consequence of the latter proposition and the definition of the morphism $\mu$ extended to $2^{\Sigma^*}$, given a language $L \subseteq \Sigma^*$,
\[\mu(L)_{ij} = \bigoplus_{s \in L} \mu(s)_{ij}\]
corresponds to the supremum, for all strings $s \in L$, of the weights of all paths labeled $s$ in $G(A_1, \ldots, A_l)$ from node $j$ to node $i$.

The following proposition shows that multi--precedence graphs can be used to study the sign of circuit weights in some precedence graphs.

**Proposition 5.** Let $A_1, \ldots, A_l$ be $n \times n$ matrices in $\mathbb{R}_{\text{max}}$ and $G(A_1, \ldots, A_l) = (N, \Sigma, \mu, E_1)$ the multi--precedence graph associated with them. Then $G(A_1, \ldots, A_l)$ has a circuit with positive weight from node $i \in N$ iff the precedence graph $G(A_1 \oplus \cdots \oplus A_l) = (N, E_2, w)$ has a circuit with positive weight from node $i \in N$.

**Proof.** The precedence graph $G(A_1 \oplus \cdots \oplus A_l) = (N, E_2, w)$ can be built from the multi--precedence graph $G(A_1, \ldots, A_l) = (N, \Sigma, \mu, E_1)$ as follows:

- $E_2 \subseteq N \times N$ is defined such that there is an arc $(j, i)$ from node $j$ to node $i$ iff $\exists z \in \Sigma$ such that $(j, i, z) \in E_1$,
- \( w : E_2 \to \mathbb{R} \) is defined for all \((j, i) \in E_2\) as
\[
  w((j, i)) = \bigoplus_{z \in \Sigma} \mu_{ij}(z).
\]

Therefore, if there is a circuit
\[
  \sigma = i \xrightarrow{z_1} k_{r-1} \xrightarrow{z_2} \cdots \xrightarrow{z_{r-1}} k_1 \xrightarrow{z_r} i
\]
in \( G(A_1, \ldots, A_l) \) from node \( i \in N \) such that \(|\sigma|_W > 0\), then, by construction, there exists in \( G(A_1 \oplus \cdots \oplus A_l) \) a circuit
\[
  \rho = i \to k_{r-1} \to \cdots \to k_1 \to i
\]
from node \( i \in N \), and its weight is such that \(|\rho|_W \geq |\sigma|_W > 0\). Conversely, if there is a circuit with positive weight in precedence graph \( G(A_1 \oplus \cdots \oplus A_l) \), then the same circuit, with the same weight, is present in multi–precedence graph \( G(A_1, \ldots, A_l) \).

Similarly to precedence graphs, we indicate with \( \Gamma_M \) the set of multi–precedence graphs that do not contain any circuit with positive weight.

**Example 3.** Let us consider matrices \( A, B \) of Example 1. From Proposition 4 and
\[
  AB = \begin{bmatrix}
  -\infty & -\infty & -\infty \\
  -\infty & 0 & 3 \\
  -\infty & -3 & -\infty
  \end{bmatrix},
\]
we can conclude, for example, that there is at least a circuit in \( G(A, B) \) of form
\[
  \sigma_1(k) = 2 \xrightarrow{b} k \xrightarrow{a} 2,
\]
\( k \in \{1, 2, 3\} \), and also that the maximum weight for a circuit of this form is \( \max_k |\sigma_1(k)|_W = 0 \). In particular, the maximum is attained by \( \sigma_1(1) = 2 \xrightarrow{b} 1 \xrightarrow{a} 2 \). In the same way, since
\[
  AB^2 = \begin{bmatrix}
  -\infty & -\infty & -\infty \\
  0 & 1 & -\infty \\
  -3 & -\infty & -\infty
  \end{bmatrix},
\]
then there exists a circuit in \( G(A, B) \) of the form
\[
  \sigma_2(k_1, k_2) = 2 \xrightarrow{b} k_1 \xrightarrow{b} k_2 \xrightarrow{a} 2,
\]
\( k_1, k_2 \in \{1, 2, 3\} \) and the maximum weight for a circuit of this form is \( \max_{k_1, k_2} |\sigma_2(k_1, k_2)|_W = 1 \). In particular, the maximum is attained by \( \sigma_2(3, 1) = 2 \xrightarrow{b} 3 \xrightarrow{b} 1 \xrightarrow{a} 2 \). Because of the presence of a circuit with positive weight from node 2 in \( G(A, B) \), from Proposition 5 we can conclude that there exists a circuit with positive weight from node 2 in \( G(A \oplus B) \), i.e., \( ((A \oplus B)^*)_{22} = +\infty \).
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In the following, we state an interesting property of the Kleene star operator, when applied to a matrix that can be factored as a product of two square matrices. The proposition will also show how the interpretation of matrix multiplications in terms of weight of paths in multi–precedence graphs can be used to prove algebraic statements in the max-plus algebra.

**Proposition 6.** Let \( A, B \in \mathbb{R}_{\text{max}}^{n \times n} \). Then \( \exists i \) such that \( ((A \otimes B)^*)_i = +\infty \) if and only if \( \exists k \) such that \( ((B \otimes A)^*)_k = +\infty \).

*Proof.* Let us define the multi–precedence graph \( \mathcal{G}(A, B) = (N, \{a, b\}, \mu, E) \). Suppose that \( ((A \otimes B)^*)_i = +\infty \); then, from Proposition 3, there exists a circuit with positive weight from node \( i \) in \( \mathcal{G}(A \otimes B) \), i.e., there exists a number \( r \in \mathbb{N} \) such that \( ((A \otimes B)^*)_i \succ 0 \). Proposition 4 implies that there is a circuit with positive weight \( \sigma \) in \( \mathcal{G}(A, B) \) labeled \((ab)^r\) (i.e., string \( ab \) repeated \( r \) times) of the form

\[
\sigma = i \xrightarrow{b} k_1 \xrightarrow{a} k_2 \xrightarrow{b} k_3 \xrightarrow{a} k_4 \xrightarrow{b} \ldots \xrightarrow{b} k_{2r-1} \xrightarrow{a} i
\]

for some \( k_1, \ldots, k_{2r-1} \in N \). Let us build another circuit \( \tilde{\sigma} \) in \( \mathcal{G}(A, B) \) labeled \((ba)^r\) as

\[
\tilde{\sigma} = k_1 \xrightarrow{a} k_2 \xrightarrow{b} k_3 \xrightarrow{a} k_4 \xrightarrow{b} \ldots \xrightarrow{b} k_{2r-1} \xrightarrow{a} i \xrightarrow{b} k_1.
\]

Since the edges in \( \sigma \) and \( \tilde{\sigma} \) are the same, \( |\tilde{\sigma}|_W = |\sigma|_W > 0 \); thus \( ((B \otimes A)^*)_k = +\infty \). The proof is completed by taking \( k = k_1 \).

We remark that a consequence of the latter proposition is that, given \( A, B \in \mathbb{R}_{\text{max}}^{n \times n} \), \( \mathcal{G}(A \otimes B) \in \Gamma \) if and only if \( \mathcal{G}(B \otimes A) \in \Gamma \), i.e., \( \text{tr}((A \otimes B)^*) = \text{tr}((B \otimes A)^*) \).

4. **Problem formulation**

Given a parametric precedence graph \( \mathcal{G}(A) \), \( A = A(\lambda_1, \ldots, \lambda_p) \in \mathbb{R}_{\text{max}}^{n \times n} \), the **Non-positive Circuit weight Problem** (NCP) consists in finding the values for \( \lambda_1, \ldots, \lambda_p \in \mathbb{R} \) such that \( \mathcal{G}(A) \in \Gamma \). The solution of this problem is already known when \( A \) depends proportionally \( A(\lambda) = \lambda A \) or inversely \( A(\lambda) = \lambda^{-1} A \) on one single parameter, and is recalled as follows.

**Proposition 7** (From Theorem 1.6.18 in [3]). The precedence graph \( \mathcal{G}(\lambda A) \) belongs to \( \Gamma \) iff \( \lambda \leq (\text{mcm}(A))^{-1} \). Similarly, the precedence graph \( \mathcal{G}(\lambda^{-1} A) \) belongs to \( \Gamma \) iff \( \lambda \geq \text{mcm}(A) \).

**Remark 2.** It is easy now to prove the following property of the maximum circuit mean: for all \( A, B \in \mathbb{R}_{\text{max}}^{n \times n} \),

\[
\text{mcm}(A \otimes B) = \text{mcm}(B \otimes A).
\]

Indeed, due to Proposition 6, \( \mathcal{G}(\lambda^{-1} A \otimes B) \in \Gamma \) iff \( \mathcal{G}(\lambda^{-1} B \otimes A) \in \Gamma \). To complete the proof, we just need to apply Proposition 7 to parametric precedence graphs \( \mathcal{G}(\lambda^{-1} A \otimes B) \) and \( \mathcal{G}(\lambda^{-1} B \otimes A) \).
In this paper, we are interested in solving the NCP on a class of more general parametric precedence graphs. Let $P, I, C$ be three arbitrary $n \times n$ matrices with elements in $\mathbb{R}_{\text{max}}$. Let $G(\lambda P \oplus \lambda^{-1} I \oplus C)$ be a parametric precedence graph depending on the only parameter $\lambda \in \mathbb{R}$. The weights of the arcs in this graph can depend proportionally ($\lambda P$), inversely ($\lambda^{-1} I$), and constantly ($C$) with respect to $\lambda$. For this reason, we refer to the NCP on this class of parametric precedence graphs as Proportional-Inverse-Constant-NCP (PIC-NCP). From Proposition 5, the problem can be equivalently stated on the parametric multi–precedence graph $G(\lambda P, \lambda^{-1} I, C)$. We indicate by $\Lambda(P, I, C)$ the set of $\lambda$’s that solve the PIC-NCP on graph $G(\lambda P \oplus \lambda^{-1} I \oplus C)$:

$\Lambda(P, I, C) := \{ \lambda \in \mathbb{R} | G(\lambda P \oplus \lambda^{-1} I \oplus C) \in \Gamma \} = \{ \lambda \in \mathbb{R} | G(\lambda P, \lambda^{-1} I, C) \in \Gamma_M \}$.

4.1. Solution using linear programming

In this subsection, we show how to use linear programming in standard algebra to solve the PIC-NCP.

Proposition 8. The existence of a solution $\lambda \in \mathbb{R}$ of the PIC-NCP can be checked in standard algebra using linear programming.

Proof. From Proposition 2, $G(\lambda P \oplus \lambda^{-1} I \oplus C) \in \Gamma$ for some $\lambda \in \mathbb{R}$ if and only if there exists a vector $[x^\top, \lambda]^\top \in \mathbb{R}^{n+1}$ such that

$$x \succeq (\lambda P \oplus \lambda^{-1} I \oplus C) \otimes x. \quad (5)$$

The $i$-th inequality can be written in standard algebra as

$$x_i \geq \max_{j=1, \ldots, n} (\lambda + P_{ij} + x_j, -\lambda + I_{ij} + x_j, C_{ij} + x_j),$$

which is equivalent to the following linear system

$$\begin{cases} x_i \geq \lambda + P_{ij} + x_j & \forall j = 1, \ldots, n \\ x_i \geq -\lambda + I_{ij} + x_j & \forall j = 1, \ldots, n \\ x_i \geq C_{ij} + x_j & \forall j = 1, \ldots, n \end{cases}$$

The system above, written for all $i$, forms a system of $m \leq 3n^2$ linear inequalities in $n+1$ variables $x_1, \ldots, x_n, \lambda$, where $m$ is the number of edges in $G(\lambda P, \lambda^{-1} I, C)$. Indeed, when an element of the matrices $P, I$ or $C$ is $-\infty$, the corresponding inequality is automatically satisfied, as the right hand side becomes $-\infty$. \qed

An important observation that comes from the latter proposition is that the solution set of Inequality (5) is convex in $[x^\top, \lambda]^\top$. Since the projection of a convex set is convex, the consequence is that the set of $\lambda$’s that solves the PIC-NCP is an interval $\Lambda(P, I, C) = [\lambda_{\text{min}}, \lambda_{\text{max}}] \cap \mathbb{R}$, where $\lambda_{\text{min}} \in \mathbb{R}_{\text{max}}$ is the optimal value of the linear program

\[
\begin{align*}
\min & \quad \lambda \\
\text{s.t.} & \quad x_i \geq \lambda + P_{ij} + x_j & \forall i, j = 1, \ldots, n \\
& \quad x_i \geq -\lambda + I_{ij} + x_j & \forall i, j = 1, \ldots, n \\
& \quad x_i \geq C_{ij} + x_j & \forall i, j = 1, \ldots, n
\end{align*}
\]
Algorithm 1: Find all $\lambda$ such that $G(\lambda P \oplus \lambda^{-1} I \oplus C) \in \Gamma$

**Input:** $P, I, C \in \mathbb{R}^{n \times n}$

**Output:** $\Lambda(P, I, C)$

1 if $G(C) \notin \Gamma$ then
   2 return $\emptyset$
else
   4 $P \leftarrow C^*PC^*$ // denoted $\mu(P)$ in Subsection 5.2
   5 $I \leftarrow C^*IC^*$ // denoted $\mu(I)$ in Subsection 5.2
   6 $S \leftarrow E_\otimes$ // initialize $\mu(S(P, I, 0))$
   7 for $k = 1$ to $\left\lfloor \frac{n}{2} \right\rfloor$ do
      8 $S \leftarrow PS^2I \oplus IS^2P \oplus E_\otimes$ // compute $\mu(S(P, I, k))$
   end
   10 if $G(S) \notin \Gamma$ then
      11 return $\emptyset$
   else
      13 $\lambda_{\text{min}} \leftarrow \text{mcm}(IS^*)$
      14 $\lambda_{\text{max}} \leftarrow (\text{mcm}(PS^*))^{-1}$
      15 return $[\lambda_{\text{min}}, \lambda_{\text{max}}] \cap \mathbb{R}$
   end
end

17 end

and, similarly, $\lambda_{\text{max}} \in \overline{\mathbb{R}}_{\text{max}}$ is the optimal value of the linear program

$$\begin{align*}
\max & \quad \lambda \\
\text{s.t.} & \quad x_i \geq \lambda + P_{ij} + x_j & \forall i, j = 1, \ldots, n \\
& \quad x_i \geq -\lambda + I_{ij} + x_j & \forall i, j = 1, \ldots, n \\
& \quad x_i \geq C_{ij} + x_j & \forall i, j = 1, \ldots, n.
\end{align*}$$

(LP2)

The consequence is that the PIC-NCP can be solved by solving problems (LP1) and (LP2). Observe that $\Lambda(P, I, C)$ coincides with $[\lambda_{\text{min}}, \lambda_{\text{max}}]$, unless $\lambda_{\text{min}}$ or $\lambda_{\text{max}}$ are not finite, in which case $\Lambda(P, I, C)$ is an unbounded interval.

4.2. Solution using dioid theory techniques

We recall that it is still an open problem to find an algorithm that solves linear programs in strongly polynomial time. Our aim is to derive a closed-formula expression for $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ that can be computed in strongly polynomial time, i.e., in a number of operations that does not depend on the size of parameters $P_{ij}$, $I_{ij}$ and $C_{ij}$, for all $i, j$. The following theorem states that Algorithm 1 provides the desired closed formula. Observe that in line 7 of the algorithm, $\left\lfloor \cdot \right\rfloor$ indicates the floor function.

**Theorem 1.** Algorithm 1 solves the PIC-NCP for graph $G(\lambda P \oplus \lambda^{-1} I \oplus C)$.

The proof will be given in the next section. In the reminder of this section, we will suppose that the algorithm is correct. We observe that, given cubic
complexity for square matrix max-plus multiplication, the time complexity of the algorithm is $O(n^4)$, since it is dominated by the “for” loop. Moreover, its space complexity is $O(n^2)$ as, at each step of the algorithm, 3 matrices of size $n \times n$ must be stored.

The main idea behind the algorithm is to build a sequence of matrices $M_{\text{min}}^{(k)}$ and $M_{\text{max}}^{(k)}$, such that the sequence of intervals $I^{(k)} := [\text{mcm}(M_{\text{min}}^{(k)}), (\text{mcm}(M_{\text{max}}^{(k)}))^{-1}]$ approximates better and better $[\lambda_{\text{min}}, \lambda_{\text{max}}]$ with increasing values of $k \in \mathbb{N}_0$. A first approximation of $[\lambda_{\text{min}}, \lambda_{\text{max}}]$ is obtained by setting $M_{\text{min}}^{(0)} := C^*IC^*$ and $M_{\text{max}}^{(0)} := C^*PC^*$ (lines 4-5). Indeed, with this choice we have $[\lambda_{\text{min}}, \lambda_{\text{max}}] \subseteq I^{(0)} \subseteq [\text{mcm}(I), (\text{mcm}(P))^{-1}]$. In order to get tighter approximations, it is necessary to introduce another sequence of matrices: let $S^{(k)}$ denote the matrix obtained after $k \in \mathbb{N}_0$ iterations of the “for” loop of lines 7-9, with $S^{(0)} = E \otimes I$. By choosing, for all $k \in \mathbb{N}_0$, $M_{\text{min}}^{(k)} := M_{\text{min}}^{(0)}(S^{(k)})^*$ and $M_{\text{max}}^{(k)} := M_{\text{max}}^{(0)}(S^{(k)})^*$, we have $[\lambda_{\text{min}}, \lambda_{\text{max}}] \subseteq I^{(k+1)} \subseteq I^{(k)}$. Moreover, as it will be proved in the next section, the sequence of intervals $I^{(k)}$ converges to $[\lambda_{\text{min}}, \lambda_{\text{max}}]$ after at most $k = \left\lfloor \frac{n^2}{2} \right\rfloor$ iterations.

**Remark 3.** In case $P$, $I$ or $C$ is $E$, the problem reduces to a subclass of the PIC-NCP. Clearly, if Algorithm 1 solves the PIC-NCP, then it solves these problems, too. Moreover, in these cases, the algorithm can be simplified. In particular, it can be proven that:

- if $P = E$, the complexity of the algorithm reduces to $O(n^3)$, since
  
  $\lambda_{\text{min}} = \text{mcm}(IC^*)$, \quad $\lambda_{\text{max}} = +\infty$,

- if $I = E$, the complexity of the algorithm reduces to $O(n^3)$, since
  
  $\lambda_{\text{min}} = -\infty$, \quad $\lambda_{\text{max}} = (\text{mcm}(PC^*))^{-1}$,

- if $C = E$, lines 1-5 of the algorithm are no longer needed, but its complexity remains the same.

Observe that, as Levner-Kats algorithm can be used to solve the generic PIC-NCP at the cost of increasing its worst-time complexity, the two algorithms from [17] and the one from [24] can be used to solve the PIC-NCP when $P = E$ or $I = E$. However, nodes and arcs must be added to the original graph, as in Figure 1(a). This increases the worst-case complexity of the algorithms, respectively, to $O(n^5)$, $O(n^4 \log n)$ and $O(n^4 \log n)$. Therefore, our algorithm solves also these subclasses of the PIC-NCP faster than traditional ones, in the worst-case.

---

2 These matrices correspond, respectively, to matrices $B^*$ and $A$ introduced in [23].
3 To do so, recall Remark 2 and (1).
Example 4. Let

\[
P = \begin{bmatrix} -\infty & -\infty & -\infty \\ -\infty & -\infty & -\infty \\ -\infty & -\infty & -4 \end{bmatrix}, \quad I = \begin{bmatrix} -\infty & 0 & -\infty \\ -\infty & -\infty & 0.5 \\ -4 & -\infty & 0 \end{bmatrix}, \quad C = \begin{bmatrix} -\infty & -3 & -\infty \\ 2 & -\infty & -\infty \\ 6 & 0.5 & -\infty \end{bmatrix}.
\]

The aim is to find all the values of \( \lambda \) such that the parametric precedence graph \( G(\lambda P, \lambda^{-1} I \oplus C) \) does not contain circuits with positive weight. From Proposition 5, we can do so by studying the parametric multi–precedence graph \( G(\lambda P, \lambda^{-1} I, C) = (N, \{ p, i, c \}, \mu, E) \), which is depicted in Figure 3, where \( \mu(p) = \lambda P, \mu(i) = \lambda^{-1} I \) and \( \mu(c) = C \). The interval \( \Lambda(P, I, C) = [\lambda_{\min}, \lambda_{\max}] \cap \mathbb{R} \) can be obtained by using Algorithm 1. We get

\[
\lambda_{\min} = \text{mcm}(\tilde{I} S^*) \quad \lambda_{\max} = (\text{mcm}(\tilde{P} S^*))^{-1},
\]

where

\[
\tilde{I} = \tilde{C}^* I C^* = \begin{bmatrix} 3.5 & 0.5 & -2.5 \\ 6.5 & 3.5 & 0.5 \\ 9.5 & 6.5 & 3.5 \end{bmatrix}, \quad \tilde{P} = \tilde{C}^* P C^* = \begin{bmatrix} -\infty & -\infty & -\infty \\ -\infty & -\infty & -\infty \\ 2 & -1 & -4 \end{bmatrix},
\]

\[
\tilde{S}^* = (\tilde{P} \tilde{I} \oplus \tilde{I} \tilde{P} \oplus E_\oplus)^* = \begin{bmatrix} 0 & -3.5 & -6.5 \\ 2.5 & 0 & -3.5 \\ 5.5 & 2.5 & 0 \end{bmatrix};
\]

hence \( \lambda_{\min} = 3.5, \lambda_{\max} = 4. \)

5. Correctness of the algorithm

In this section, we prove Theorem 1. The proof is based on the connection between formal languages and multi–precedence graphs. The propositions are divided in propositions on formal languages (Subsection 5.1) and propositions on graphs (Subsection 5.2).

In the following, we give a sketch of the proof, hoping it will help the reader delve into the technical details contained in the next subsections. To simplify the discussion, here we consider the case in which \( C = \mathcal{E} \). In Subsection 5.1
we will prove that, given a binary alphabet \( \Sigma = \{a, b\} \), a number \( n \in \mathbb{N}_0 \),
and a language \( S \) containing only balanced strings and such that \( S^* \) contains all balanced strings from \( \Sigma^* \) of length \( \leq n \) (we will give an example of such language in Definition 4),
\[
\sum_{k=0}^{n} (a + b)^k \subseteq S^* + (S^* a S^*)^* + (S^* b S^*)^* \subseteq (a + b)^*,
\]
i.e., any word from \( \Sigma^* \) of length \( \leq n \) either belongs to \( S^* \) (if it is balanced),
or to \( (S^* a S^*)^* \) (if it contains more \( a \)'s than \( b \)'s) or to \( (S^* b S^*)^* \) (if it contains more \( b \)'s than \( a \)'s). In Subsection 5.2, by applying morphism \( \mu \) to the latter expression, with \( \mu(a) = \lambda P, \mu(b) = \lambda^{-1} I, P, I \in \mathbb{R}_{\text{max}}^{n \times n} \), and \( \mu(S) = S \) (matrix \( S \) obtained in this way will coincide with the homonym matrix computed in lines 6-9 of Algorithm 1) and using Proposition 6 together with the fact that \( A \preceq B \Rightarrow tr(A) \preceq tr(B) \), we will show that
\[
tr\left( \bigoplus_{k=0}^{n} (\lambda P \oplus \lambda^{-1} I)^k \right) \preceq tr\left( S^* + (S^* \lambda P S^*)^* + (S^* \lambda^{-1} IS^*)^* \right) = \bigoplus_{i=1}^{n} ((S^*)_{ii} \oplus ((\lambda PS^*)^*)_{ii} \oplus ((\lambda^{-1} IS^*)^*)_{ii}) \preceq M_{ii} \preceq tr\left( (\lambda P \oplus \lambda^{-1} I)^* \right).
\]
Note that, on the one hand, if \( M_{ii} = 0 \) for all \( i \), then there are no (elementary) circuits of positive weight in \( G(\lambda P \oplus \lambda^{-1} I) \), as \( tr\left( \bigoplus_{k=0}^{n} (\lambda P \oplus \lambda^{-1} I)^k \right) \preceq tr(M) \); on the other hand, if there exists \( i \) such that \( M_{ii} = +\infty \), then there are circuits with positive weight in \( G(\lambda P \oplus \lambda^{-1} I) \), as \( tr(M) \preceq tr\left( (\lambda P \oplus \lambda^{-1} I)^* \right) \). Therefore, \( G(\lambda P \oplus \lambda^{-1} I) \in \Gamma \) if and only if \( tr(M) = 0 \). Moreover, since \( S \) contains only balanced strings, matrix \( S = \mu(S) \) does not depend on \( \lambda \), as for each string \( s \in S \), \( \lambda \) and \( \lambda^{-1} \) cancel out in \( \mu(s) \) (as \( \lambda \otimes \lambda^{-1} = \lambda^{-1} \otimes \lambda = 0 \) ). Hence, from Proposition 7, \( tr(M) = 0 \) if and only if \( G(S) \in \Gamma \) and \( \text{mcm}(IS^*) \preceq \lambda \preceq (\text{mcm}(PS^*))^{-1} \).

5.1. Propositions on formal languages

In the first part of this subsection, we focus on balanced binary strings.

**Lemma 2.** Every \( x \ast x \)-balanced binary string of positive length can be built by concatenating two \( x \ast y \)-balanced binary strings of positive length.

**Proof.** Let \( \Sigma = \{a, b\} \) be a binary alphabet. Let us define a function \( g : \Sigma \to \{-1, +1\} \) as
\[
g(z) = \begin{cases} +1 & \text{if } z = a, \\ -1 & \text{if } z = b, \end{cases}
\]
and function \( h_s : \{1, \ldots, |s|\} \to \mathbb{Z} \), associated with a string \( s \in \Sigma^* \setminus \{e\} \), as

\[
h_s(i) = \sum_{j=1}^{i} g(s(j)).
\]

Intuitively, \( h_s \) counts up or down by 1 if \( g(s(i)) \) is +1 or −1. In Figure 4, \( h_s \) is plotted for a given string \( s \). It is clear that a binary string \( s \in \Sigma^* \setminus \{e\} \) is balanced iff \( h_s(|s|) = 0 \). Let \( s \) be an \( x \times x \)-balanced binary string such that \( s(1) = s(|s|) = a \), the case in which \( s(1) = s(|s|) = b \) is analogous. Then

\[
h_s(1) = +1, \quad h_s(|s| - 1) = -1, \tag{6}
\]

and this implies that \( \exists i \in \{2, \ldots, |s| - 1\} \) such that

\[
h_s(i - 1) = +1 \quad h_s(i) = 0 \quad h_s(i + 1) = -1. \tag{7}
\]

Indeed, since \( \forall i \in \{1, \ldots, |s| - 1\}, |h_s(i + 1) - h_s(i)| = 1 \), there must be an \( i \) that satisfies (7) in order to change the sign of \( h_s \) from positive (in \( h_s(1) \)) to negative (in \( h_s(|s| - 1) \)). Now, let us define \( t_1 = s(1) \ldots s(i) \) and \( t_2 = s(i + 1) \ldots s(|s|) \).

Both \( t_1 \) and \( t_2 \) are balanced because \( h_{t_1}(|t_1|) = 0 \) and \( h_{t_2}(|t_2|) = 0 \); moreover \( t_1(1) = a \neq b = t_1(|t_1|) \) and \( t_2(1) = b \neq a = t_2(|t_2|) \).

**Definition 4.** Given an alphabet \( \Sigma \) and two languages \( \mathcal{L}_1, \mathcal{L}_2 \subseteq \Sigma^* \), we define the sequence of languages \( \mathcal{S} : 2^{\Sigma^*} \times 2^{\Sigma^*} \times \mathbb{N}_0 \to 2^{\Sigma^*} \) recursively as

\[\mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, 0) = \{e\},\]

\[\mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, k) = \mathcal{L}_1 \mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, k - 1)^2 \mathcal{L}_2 + \mathcal{L}_2 \mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, k - 1)^2 \mathcal{L}_1 + e \quad \forall k \in \mathbb{N}.\]

For instance, for \( \mathcal{L}_1 = \{a\}, \mathcal{L}_2 = \{b\} \), the first three terms of the sequence are

\[
\mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, 0) = \{e\}, \quad \mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, 1) = \mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, 0) \cup \{ab, ba\},
\]

\[
\mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, 2) = \mathcal{S}(\mathcal{L}_1, \mathcal{L}_2, 1) \cup \{aabb, abab, aababb, abaabb, ababab, babaa, baba, bababa, bbaa, bbabaa, bbabaa\}.
\]
Theorem 3. Given $\Sigma = \{a, b\}$, $k \in \mathbb{N}_0$, language $S(\{a\}, \{b\}, k)$ contains all $x \ast y$–balanced binary strings in $\Sigma^*$ of length less than or equal to $2k$.

Proof. We will use the notation $S_k$ in place of $S(\{a\}, \{b\}, k)$ for all $k \in \mathbb{N}_0$. The theorem will be proven by induction. For $k = 0$ the proof is trivial as the empty string, by definition, is $x \ast y$–balanced. Suppose that $S_k$ contains all $x \ast y$–balanced binary strings of length $\leq 2k$, we want to prove that $S_{k+1}$ contains all $x \ast y$–balanced binary strings of length $\leq 2(k+1)$.

We can write

$$S_{k+1} = aS_k^2b + bS_k^2a + e =$$

$$= a(as_{k-1}^2b + bS_{k-1}a + e)^2b + b(as_{k-1}^2b + bS_{k-1}a + e)^2a + e =$$

$$= a((as_{k-1}^2b + bS_{k-1}a)^2 + aS_{k-1}^2b + bS_{k-1}a + e)b +$$

$$+ b((as_{k-1}^2b + bS_{k-1}a)^2 + aS_{k-1}^2b + bS_{k-1}a + e)a + e =$$

$$= a(L^2 + L + e)b + b(L^2 + L + e)a + e,$$

where we used the substitution $L := aS_{k-1}^2b + bS_{k-1}^2a$. Since every $x \ast y$–balanced string of length $\leq 2(k + 1)$ either starts with $a$ and ends with $b$ or starts with $b$ and ends with $a$, if we prove that $S_k^2 = L^2 + L + e$ contains all balanced strings of length $\leq 2k$ (without any condition on the first and last letters) then the proof of the theorem is completed.

Since $L = S_k \setminus \{e\}$, then $L$ contains all $x \ast y$–balanced strings of positive length $\leq 2k$. From Lemma 2, every $x \ast x$–balanced string of positive length can be built by concatenating two $x \ast y$–balanced strings of positive length; therefore $L^2 + e = LL + e$ contains all $x \ast x$–balanced strings of length $\leq 2k$. Then, $L^2 + L + e$ contains all balanced strings of length $\leq 2k$. \hfill $\square$

In the proof, we also showed that $S(\{a\}, \{b\}, k)^2$ contains all balanced strings of $\Sigma$ of length $\leq 2k$. Since $S(\{a\}, \{b\}, k)^2 \subseteq S(\{a\}, \{b\}, k)^*$, this is also valid for $S(\{a\}, \{b\}, k)$. Moreover, since the length of every balanced binary string is an even number, then, given $n$ such that $\lceil \frac{n}{2} \rceil = k$, $S(\{a\}, \{b\}, k)$ contains all the $x \ast y$–balanced strings of length $\leq n$ and the following statement holds.

Corollary 1. Given $\Sigma = \{a, b\}, n \in \mathbb{N}_0$, language $S(\{a\}, \{b\}, \lceil \frac{n}{2} \rceil)^*$ contains all balanced binary strings in $\Sigma^*$ of length less than or equal to $n$.

The second part of this subsection is concerned with “unbalanced” binary strings.

Lemma 4. Let $\Sigma = \{a, b\}$. Every binary string $s \in \Sigma^*$ such that $|s|_a > |s|_b$ can be written as $s = t_1at_2a \cdots at_r$, where $r \in \mathbb{N}$ and $t_1, \ldots, t_r \in \Sigma^*$ are balanced binary strings.

Proof. Given a binary string $s$ such that $|s|_a > |s|_b$, we define the set $H_s$ as

$$H_s := \{h \in \{1, 2, \ldots, |s| \mid |s(1) \cdots s(h)|_a - |s(1) \cdots s(h)|_b = 1\}.$$
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Note that, since $|s|_a - |s|_b \geq 1$, the set $H_s$ must be non-empty. Let $h_{\min} := \min_h H_s$; then $s(h_{\min}) = a$, because if $s(h_{\min}) = b$ then

$$|s(1) \cdots s(h_{\min} - 1)|_a - |s(1) \cdots s(h_{\min} - 1)|_b = 2,$$

which implies that $\exists h < h_{\min}$ such that $h \in H_s$. Therefore, it is always possible to factorize the string $s$ as $s = s_1 s_2$, where $s_1 = s(1) \cdots s(h_{\min} - 1)$ if $h_{\min} \neq 1$, $s_1 = e$ otherwise, and $s_2 = s(h_{\min} + 1) \cdots s(|s|)$ if $h_{\min} \neq |s|$, $s_2 = e$ otherwise. Moreover, since $h_{\min} \in H_s$ and $s(h_{\min}) = a$,

$$|s_1|_a - |s_1|_b = 0 \quad \text{and} \quad |s_2|_a - |s_2|_b = |s|_a - |s|_b - 1.$$

Let $t_1 = s_1$ and $m = |s|_a - |s|_b$. We will prove the proposition by induction on $m$.

For the case $m = 1$, let $t_2 = s_2$; we have $s = t_1 t_2$ where $t_1$ and $t_2$ are balanced. Now suppose that the proposition holds for all words such that $|s|_a - |s|_b = m$; let us prove that it holds for all words such that $|s|_a - |s|_b = m + 1$. As $s = t_1 s_2$ and $t_1$ is balanced, we only need to prove that $s_2$ can be written as $s_2 = t_2 a t_3 a \cdots t_r$, where $t_2, \ldots, t_r$ are balanced strings; note that this is a direct consequence of the induction hypothesis, since $|s_2|_a - |s_2|_b = m$. \qed

**Theorem 5.** Given $\Sigma = \{a, b\}$, $n \in \mathbb{N}_0$, $S = S(\{a\}, \{b\}, [\frac{n}{2}])$, language $(S^* a S^*)^*$ contains all binary strings $s \in \Sigma^*$ of length less than or equal to $n$ such that $|s|_a > |s|_b$.

**Proof.** From Lemma 4, any word $s$ with length $n$ or less and such that $|s|_a > |s|_b$ can be factorized as $s = t_1 a t_2 a \cdots a t_r$, where $t_1, \ldots, t_r$ are balanced strings. Of course, the length specification imposes that $t_1, \ldots, t_r$ have all length less than or equal to $n$. Therefore, from Corollary 1, they must belong to $S^*$. Since

$$(S^* a S^*)^* = e + S^* a S^* + S^* a S^* S^* a S^* + \ldots = [\text{from (1)}] =$$

$$e + S^* a S^* + S^* a S^* a S^* + \ldots$$

contains all strings formed by concatenating a finite number of time any word from $S^*$ with letter $a$, and terminating with a word from $S^*$, the consequence is that $s = t_1 a t_2 a \cdots a t_r \in (S^* a S^*)^*$. \qed

### 5.2. Propositions on graphs

In this subsection, we conclude the proof of the correctness of Algorithm 1. For the reminder of the section, $P$, $I$ and $C$ indicate three arbitrary $n \times n$ matrices in $\mathbb{R}_{\max}$.

**Lemma 6.** $G(P \oplus I \oplus C) \in \Gamma$ if and only if $G(C) \in \Gamma$ and $G(C^* P C^* \oplus C^* I C^*) \in \Gamma$.

**Proof.** In the following, we will show that $(P \oplus I \oplus C)^* = C^* \oplus (C^* P C^* \oplus C^* I C^*)^*$. From Proposition 3, this will be sufficient for proving the lemma.
Observe that

\[(P \oplus I + C)^* = \text{[from (2)]} = (C^*(P \oplus I))^* C^* =
\]
\[= \text{[from (3)]} = C^*((P \oplus I)C^*)^* =
\]
\[= \text{[from (4)]} = C^* \oplus C^*(P \oplus I)(P \oplus I + C)^*; \quad (8)
\]

moreover,

\[(C^* PC^* \oplus C^* IC^*)^* = (C^*(P \oplus I)C^*)^* = \text{[from (4)]} =
\]
\[= E_{\phi} \oplus C^*(P \oplus I)(C^*(P \oplus I) \oplus C)^* =
\]
\[= E_{\phi} \oplus C^*(P \oplus I)(P \oplus I \oplus C \oplus C^+(P \oplus I))^* =
\]
\[= \text{[since } (P \oplus I \oplus C)^* = (P \oplus I \oplus C \oplus C^+(P \oplus I))^* \text{]} =
\]
\[= E_{\phi} \oplus C^*(P \oplus I)(P \oplus I + C)^*.
\]

Therefore, Equation (8) can be rewritten as

\[(P \oplus I + C)^* = C^* \oplus C^*(P \oplus I)(P \oplus I + C)^* =
\]
\[= C^* \oplus E_{\phi} \oplus C^*(P \oplus I)(P \oplus I + C)^* =
\]
\[= C^* \oplus (C^* PC^* \oplus C^* IC^*)^*.
\]

\[\square
\]

**Lemma 7.** Let \(G(P, I) = (N, \{p, i\}, \mu, E), S = S(\{p\}, \{i\}, \frac{n}{2})\). Then, \(G(P \oplus I) \in \Gamma \text{ if and only if } G(\mu(S)) \in \Gamma, G(\mu(pS^*)) \in \Gamma \text{ and } G(\mu(iS^*)) \in \Gamma\).

**Proof.** “⇒”: since \(S^*, (pS^*)^* \text{ and } (iS^*)^* \text{ are subsets of } \{p, i\}^* = (p + i)^* \text{, then } \mu(S)^* \subset (P \oplus I)^*, \mu(pS^*)^* \subset (P \oplus I)^* \text{ and } \mu(iS^*)^* \subset (P \oplus I)^*. \text{ Therefore, if there exists } i \text{ such that } (\mu(S))^*_{ii} = +\infty, (\mu(pS^*)^*)_{ii} = +\infty, \text{ or } (\mu(iS^*)^*)_{ii} = +\infty, \text{ then } ((P \oplus I)^*)_{ii} = +\infty; \text{ from Proposition 3 this is equivalent to: } G(\mu(S)) \notin \Gamma, G(\mu(pS^*)) \notin \Gamma \text{ or } G(\mu(iS^*)) \notin \Gamma \text{ implies } G(P \oplus I) \notin \Gamma.

“⇐”: from Corollary 1, \(S^* \text{ contains all the balanced strings of length } \leq n\). From Theorem 5, \((S^* pS^*)^* \text{ contains all the strings of length } \leq n \text{ with more } p \text{’s than } i \text{’s, and } (S^* iS^*)^* \text{ contains all the strings of length } \leq n \text{ with more } i \text{’s than } p \text{’s. Therefore, for every elementary circuit } \sigma \text{ from any node } i \text{ of the multi–precedence graph } G(P, I), \text{ if its label } s \text{ is such that } |s|_p = |s|, \text{ then } |\sigma|_W \geq \mu(s)_{ii} \geq (\mu(S))^*_{ii} = 0, \text{ else if } |s|_p > |s|, \text{ then } |\sigma|_W \leq \mu(s)_{ii} \leq (\mu(S^* pS^*)^*)_{ii} = 0, \text{ otherwise } |\sigma|_W \leq (\mu(S^* pS^*)^*)_{ii} = 0. \text{ Finally, from Proposition 6, note that } G(\mu(S^* pS^*)) \in \Gamma \text{ if and only if } G(\mu(pS^* S^*)) = G(\mu(pS^*)) \in \Gamma \text{, and, similarly, } G(\mu(S^* iS^*)) \in \Gamma \text{ if and only if } G(\mu(iS^*)) \in \Gamma. \]

\[\square
\]

**Theorem 8.** Let \(G(P, I, C) = (N, \{p, i, c\}, \mu, E), P = c^*pc^*, I = c^*ic^*, S = S(P, I, \frac{n}{2}), \text{ and } \lambda \in \mathbb{R}. \text{ Then, } G(\lambda P, \lambda^{-1} I, C) \in \Gamma_M \text{ if and only if } G(C) \in \Gamma, G(\mu(S)) \in \Gamma \text{ and } \lambda \in [\lambda_{\min}, \lambda_{\max}] \cap \mathbb{R}, \text{ where}

\[\lambda_{\min} = \text{mcm}(\mu(IS^*)) \text{ and } \lambda_{\max} = (\text{mcm}(\mu(PS^*)))^{-1}.
\]
Proof. Let \( G(\lambda P, \lambda^{-1} I, C) = (N, \{ p_\lambda, i_\lambda, c \}, \mu_\lambda, E) \), where \( \mu_\lambda(p_\lambda) = \lambda P, \mu_\lambda(i_\lambda) = \lambda^{-1} I, \mu_\lambda(c) = C \). Moreover, let \( P_\lambda = c^* p_\lambda c^* \), \( I_\lambda = c^* i_\lambda c^* \) and \( S_\lambda = S(P_\lambda, I_\lambda, \left\lfloor \frac{c}{2} \right\rfloor) \). From Lemma 6, \( G(\lambda P, \lambda^{-1} I, C) \in \Gamma_M \) if and only if \( G(C) \in \Gamma \) and \( G(C^* \lambda P^* C^* + C^* \lambda^{-1} I^* C^*) \in \Gamma \). Moreover, from Lemma 7, \( G(C^* \lambda P^* C^* + C^* \lambda^{-1} I^* C^*) = G(\mu_\lambda(P_\lambda) + \mu_\lambda(I_\lambda)) \in \Gamma \) if and only if \( G(\mu_\lambda(S_\lambda)) \in \Gamma \), \( G(\mu_\lambda(P_\lambda S_\lambda^*)) \in \Gamma \), \( G(\mu_\lambda(I_\lambda S_\lambda^*)) \in \Gamma \).

Note that, by construction, every string in \( S_\lambda \) contains an equal number of symbols \( p_\lambda \) and \( i_\lambda \). Thus, \( \mu_\lambda(S_\lambda) = \mu(S) \), since \( \lambda \) and \( \lambda^{-1} \) elements in \( \mu_\lambda(S_\lambda) \) cancel out; a consequence is that \( G(\mu_\lambda(S_\lambda)) \in \Gamma \) is equivalent to \( G(\mu(S)) \in \Gamma \).

Therefore, we only need to show that \( G(\mu_\lambda(P_\lambda S_\lambda^*)) \in \Gamma \) and \( G(\mu_\lambda(I_\lambda S_\lambda^*)) \in \Gamma \) if and only if \( \lambda_{\text{min}} \leq \lambda \leq \lambda_{\text{max}} \). Observe that

\[
\mu_\lambda(P_\lambda S_\lambda^*) = C^* \lambda P^* \mu_\lambda(S_\lambda)^* = \lambda C^* P^* \mu(S)^* = \lambda \mu_\lambda(P^* S^*)
\]

and

\[
\mu_\lambda(I_\lambda S_\lambda^*) = C^* \lambda^{-1} I^* \mu_\lambda(S_\lambda)^* = \lambda^{-1} C^* I^* \mu(S)^* = \lambda^{-1} \mu_\lambda(I^* S^*).
\]

From Proposition 7, \( G(\lambda \mu(P^* S^*)) \in \Gamma \) iff

\[
\lambda \leq (\text{mcm}(\mu(P^* S^*)))^{-1},
\]

and \( G(\lambda^{-1} \mu(I^* S^*)) \in \Gamma \) iff

\[
\lambda \geq \text{mcm}(\mu(I^* S^*)�)
\]

We conclude this section with the proof of Theorem 1.

Proof of Theorem 1. The proof is a consequence of Theorem 8. Indeed, note that the “for” cycle of Algorithm 1 computes \( \mu(S(P, I, \left\lfloor \frac{c}{2} \right\rfloor)) \), where \( \mu(P) = C^* P^*, \mu(I) = C^* I^* \). Therefore, \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \), as defined in the previous theorem, coincide with \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) computed in Algorithm 1.

6. Conclusions

In the present paper, we examine the Proportional-Inverse-Constant-Non-positive Circuit weight Problem (PIC-NCP), which consists in finding all the values of \( \lambda \) for which the parametric directed graph \( G(\lambda P \oplus \lambda^{-1} I \oplus C) \) does not contain circuits with positive weight. The problem generalizes the NCP to a class of parametric graphs that is larger than the ones already studied in the literature. After showing that the problem can be solved using linear programming, we present an algorithm that solves it in strongly polynomial time \( O(n^4) \) and provides a closed-formula expression for the lower and upper bound of the solution set. The algorithm is based on a connection between square matrix operations in max-plus algebra, graph theory and formal languages. The interest for this problem comes from the study of a specific class of discrete-event systems: indeed, given a P-time event graph with at most 1 initial token per
place, the set of periods of all \(d\)-periodic trajectories that are consistent for the P-time event graph can be found, in strongly polynomial time, by solving a certain instance of the PIC-NCP [26].

To conclude, we state an open problem related to our work. We remark that a more general class of NCP can be solved using the same algorithm presented in this paper. Indeed, let us consider a max-plus Laurent polynomial in one variable \(\lambda \in \mathbb{R}\) and matrix coefficients \(A^{(-n)}_1, A^{(-n+1)}_1, \ldots, A^0, \ldots, A^{(n)}_p \in \mathbb{R}^{n \times n}\) max, with \(n_P, n_I \in \mathbb{N}_0\): \(\bigoplus_{j=-n_I}^{n_P} \lambda^j A^{(j)}\). The parametric precedence graph \(G(\bigoplus_{j=-n_I}^{n_P} \lambda^j A^{(j)})\) can always be transformed into one of the form \(G(\lambda P \oplus \lambda^{-1} I \oplus C)\) by adding auxiliary nodes and arcs (obtained expanding \(\lambda^j\) into \(|j|\) products \(\lambda \cdots \lambda\) if \(j > 1\) and \(\lambda^{-1} \cdots \lambda^{-1}\) if \(j < -1\)). However, the complexity for solving the NCP on \(G(\bigoplus_{j=-n_I}^{n_P} \lambda^j A^{(j)})\) becomes pseudo-polynomial using this approach, since it increases with \(n_P\) and \(n_I\). The problem can be solved in weakly polynomial time using linear programming; however, no strongly polynomial algorithm that solves it is known. Its discovery would have interesting practical implications, as this algorithm could be used to check the existence of consistent \(d\)-periodic trajectories in strongly polynomial time complexity in general P-time event graphs (with no restriction on the number of initial tokens per place).
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