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Abstract

Intermittent fasting (IF) is the cycling between periods of eating and fasting. The two most popular forms of IER are: the 5:2 diet characterized by two consecutive or non-consecutive “fast” days and the alternate-day energy restriction, commonly called alternate-day fasting (ADF). The second form is time-restricted feeding (TRF), eating within specific time frames such as the most prevalent 16:8 diet, with 16 hours of fasting and 8 hours for eating. It is already known that IF can bring about changes in metabolic parameters related with type 2 diabetes (T2D). Furthermore, IF can be effective in improving health by reducing metabolic disorders and age-related diseases. However, it is not clear yet whether the age at which fasting begins, gender and severity of T2D influence on the effectiveness of the different types of IF in reducing metabolic disorders. In this chapter I will present the risk factors of T2D, the different types of IF interventions and the research-based knowledge regarding the effect of IF on T2D. Furthermore, I will describe several machine learning approaches to provide a recommendation system which reveals a set of rules that can assist selecting a successful IF intervention for a personal case. Finally, I will discuss the question: Can we predict the optimal IF intervention for a prediabetes patient?
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1. Introduction

Obesity is an epidemic in developed countries. The obesity epidemic is increasing its magnitude and its public health impact. In 2017–2018, 67% of the population in Australia were overweight or obese [1]. In the United States, only minority of the individuals have a healthy weight (body mass index (BMI) of 18.5–25 kg/m²), [2]. Furthermore, according to the World Health Organization (WHO), nearly 2 billion adults are overweight and more than 600 million patients are obese [3]. Type 2 Diabetes (T2D) is one of the chronic diseases associated with Obesity. T2D is usually characterized by insulin resistance (IR) [4]. Insulin resistance (IR) happens when the body does not fully respond to insulin. IR level can be used as a filtering index for primary T2D prevention.
IR can be measured by using the homeostatic model assessment of insulin resistance (HOMA-IR) equation. HOMA-IR can be evaluated by fasting glucose and insulin levels. People with T2D commonly have High HOMA-IR score, which indicates significant insulin resistance [5–7].

As little as 3% weight reduction produces clinically significant effects to reduce HOMA-IR [8, 9]. The most widely prescribed strategy to induce weight loss is to reduce the daily calory intake [10]. Current guidelines recommended continuous energy restriction (CER) along with comprehensive lifestyle intervention, as the cornerstone of obesity treatment [11]. For some individuals CER are effective for weight loss. However, many people realize that this type of diet is difficult to follow, as it requires robust calorie counting, and frustration is caused be owing to the feeling of never being able to eat freely.

There has been increased interest in identifying alternative dietary weight loss strategies, because of the relative ineffectiveness of traditional CER approaches for achieving and sustaining weight loss. One such approach is intermittent fasting (IF) also called intermittent energy restriction (IER) which encompasses various diets that cycle between periods of fasting and no fasting, these diets do not necessarily specify what to eat. The regimens of IER may be easier to follow and maintain over time than CER. Furthermore, people do not fully compensate during fed periods for the lack of energy created during prolonged periods of fasting. Therefore, IER may lead to metabolic adjustments that prefer greater fat mass loss, better maintaining of lean mass, and weight loss [12–13].

The IER regimens range from fasting the whole days at a time to fasting for several hours during the day. IER paradigms involve recurring periods with little or no energy intake with intervening periods of ad libitum food intake. The two most popular forms of IER are: the 5: 2 diet characterized by two consecutive or non-consecutive “fast” days and the alternate-day energy restriction, commonly called alternate-day fasting (ADF). The second form is time-restricted feeding (TRF), eating within specific time frames such as the most prevalent 16: 8 diet, with 16 hours of fasting and 8 hours for eating.

Previous studies and systematic reviews provide an overview of IER regimes [14–34]. Those studies report the health benefits leading by IER regimes and discuss the physiological mechanisms by which health outcomes might be improved [35]. However, the question of whether IER is always able to reduce HOMA-IR is not answered by the latter studies; In other words, what are the conditions (age, gender, basal fasting glucose level, etc.) needed to make the IER effective for reducing HOMA-IR have not yet been deciphered. Moreover, results of previous studies are reported on a group level only rather than report per individual.

In today’s era of precision medicine, we can be motivated to answer the question Can we predict who will be Successful on an IMF or TRF Diet or CER? For example, a patient with prediabetes or diabetes comes to see his physician to ask for advice. Could such patient benefit from a specific IF intervention? Benefit in terms of reducing HOMA-IR or even eliminating the T2D altogether. A recommendation system which suggest effective IF intervention for a certain patient is found in a new study [36]. The recommendation system is based on individual data from human fasting intervention studies. The system presented in the study, predicts which type of IF treatment can improve an individual’s health and preventing or curing T2D. A machine learning approach is used to develop the recommendation system while a set of rules which can assist individual patients and their physicians in selecting the best IF intervention is provided by the results of the study.

A further question will be discussed in this chapter: Can we predict the optimal intervention IMF or TRF Diet or CER or other for a prediabetes patient? and what is the accuracy of such prediction?
2. Type 2 diabetes (T2D)

Diabetes is a chronic, metabolic disease characterized by elevated levels of blood glucose (or blood sugar). Our metabolism converts food into energy for our bodies to use. One of the things needed for this process is insulin. The pancreas makes a hormone called insulin. The insulin helps the cells turn glucose from the food we eat into energy. After we eat, the sugar levels in our blood rise and insulin is released into the bloodstream. The insulin then makes the cells absorb sugar from the blood. If this process does not work properly, the blood sugar levels rise. The medical term for blood sugar levels that are too high is hyperglycemia.

According to the International Diabetes Federation in 2017 there were 425 million people in the world with diabetes. That is close to 1 in 11 people [37].

2.1 Main types of diabetes

There are two main types of diabetes: type 1 and type 2. Glucose gives the body cells energy, but to enter the cells it needs insulin. People with type 1 diabetes do not produce insulin; while people with T2D do not respond to insulin as well as they should. Both types of diabetes can lead to chronically high blood sugar levels. Type 1 diabetes usually develops in childhood or teenage years. This disease is a result of damage to the pancreas that leaves it producing either very little insulin or none. Type 1 diabetes is caused by an autoimmune reaction where the body’s defense system attacks the cells that produce insulin. Things are different in T2D, where insulin is made by the pancreas, but the body’s cells lose the ability to absorb and use the insulin. In people who have T2D, the pancreas produces enough insulin, but it no longer influences the body’s cells. The medical term for this is “insulin resistance” (IR). The pancreas can compensate for this for a while by producing more insulin. But at some point, it can no longer keep up, and then blood sugar levels start to rise. T2D is characterized by (IR), where the body does not fully respond to insulin. In the past, T2D was often referred to as “adult-onset” diabetes because it is commonly diagnosed later in life. T2D is much more common than type 1 diabetes. Among all the people living with diabetes, 90–95% percent have T2D. This chapter focuses on T2D.

2.2 Causes and risk factors

Usually, a combination of things causes T2D. There are several gene mutations linked to diabetes. Not everyone who carries a mutation will get diabetes. However, many people with diabetes do have one or more of these mutations. Being overweight or obese can cause IR. People with insulin resistance often have a group of conditions commonly called “Metabolic syndrome”, including high blood sugar, extra fat around the waist, high blood pressure, high cholesterol and high triglycerides. Another cause can be bad communication between cells. Sometimes, cells send the wrong signals or do not pick up messages correctly. When these problems affect how cells make and use insulin or glucose, a chain reaction can lead to diabetes. Finally, broken beta cells can cause diabetes since if the cells that make insulin send out the wrong amount of insulin at the wrong time, blood sugar is not controlled properly.

Various factors can increase the likelihood of developing T2D. They can be described using 3 categories. The category of risk factors is who you are: age of 45 or older, a family relative with diabetes or ethnicity. The second category is health and medical history: being prediabetes can increase the risk for diabetes, heart and blood vessel disease, high blood pressure, low HDL (“good”) cholesterol, high triglycerides, being overweight or obese, Gestational diabetes while you were pregnant and finally depression. The last category of risk factors is the daily habits...
and lifestyle. Among this category we can find factors such as getting little or no exercise, smoking, stress or sleeping too little or too much.

### 2.3 Symptoms and complications

T2D can evolve moderately during several years. Blood sugar levels stay high all the time when T2D is untreated. High blood sugar levels may cause the following symptoms: thirstiness, frequent urination, tiredness and apathy, fulsome and dizziness or even lose consciousness. In addition to T2D symptoms there are complications of T2D containing, five times more likely to get heart disease or have a stroke, dialysis, or kidney replacement in case the kidneys are damaged. Furthermore, high blood sugar can damage the small blood vessels in the backs of the eyes and in cases of neglect, it can cause blindness. Digestive disorders, not feeling of the feet and sexual response are considered as T2D complications as well. Lesions cure slower and can become infected when blood does not circulate well. Miscarriage are more likely in women with diabetes. A condition in which breathing stops and starts while you sleep might developed. It is more likely to have hearing problems. Finally, high blood sugar can damage your brain and might put you at higher risk of Alzheimer’s disease.

### 2.4 How does T2D diagnosed?

Hemoglobin is a protein that transports oxygen to the body cells. It can be found inside red blood cells. In cases of high glucose level in the blood glucose can attach the hemoglobin. Hemoglobin that is attached to glucose is called glycated hemoglobin. T2D diabetes is usually diagnosed using the A1C test. A1C test measures the amount of hemoglobin in the blood that has glucose attached to it.

Red blood cells are constantly dying and regenerating. Their lifespan is approximately three months. Glucose attaches (glycates) to hemoglobin inside the red blood cells, so the record of how much glucose is attached to the hemoglobin also lasts for about three months. Normally, about 6 percent of hemoglobin has glucose attached. If there is too much glucose attached to the hemoglobin, the test results will be high A1C. If the amount of Glycated hemoglobin amount is normal, the A1C results will be normal. An A1C level of 6.5 percent or higher on two separate tests means you have diabetes.

The symbol A1C represents a specific type of hemoglobin. The “A” in Hemoglobin A (HgbA) stands for “adult.” HgbA can be found in two types HgbA1 and HgbA2. In individuals from six months old about 98% of HgbA is type 1 (HgbA1). Type A1 has subtypes A1A, A1B, A1C, and others. Two-thirds of hemoglobin with glucose attached is type A1C [38]. Therefore, HgbA1C is a good marker for glucose control. Larger amount of hemoglobin will be glycated when more glucose is circulating in the blood.

However, the A1C test results are not always meaningful. For example, when we want to measure A1C difference before and after an intervention that is shorter than three months. The difference of A1C before and after the intervention will not tell us the accurate result because it is an average calculation. In such case we need another test to diagnose the glucose level in blood. Fasting blood glucose test is a blood sample which is taken after an overnight fast. A normal level of fasting glucose is a reading of less than 100 mg/dL (5.6 mmol/L). If the fasting blood glucose is 126 mg/dL (7 mmol/L) or higher, it considered diabetes. Values between 100 to 125 considered prediabetes. T2D is generally characterized by insulin resistance, where the body does not fully respond to insulin.

HOMA-IR stands for Homeostatic Model Assessment of Insulin Resistance. Using HOMA-IR equation insulin resistance can be estimated from fasting glucose
and insulin levels. High score of HOMA-IR indicates a significant Insulin resistance which usually found in people with Diabetes Type 2. An updated HOMA model (HOMA2) was published by Jonathan Levy in 1998. HOMA2 model took account of variations in hepatic and peripheral glucose resistance, increases in the insulin secretion curve for plasma glucose concentrations above 10 mmol/L (180 mg/dL) and the contribution of circulating proinsulin [39]. In 2004, the HOMA2 Calculator [40] was released by Oxford university UK. This provides quick and easy access to the HOMA2 model for researchers who wish to use model-derived estimates of Insulin resistance, rather than linear approximations as provided by HOMA-IR model. There are additional tests to diagnose Diabetes type 2, beside those mentioned here, however those methods will not be discussed further in this chapter.

2.5 How is T2D treated?

There are two approaches to treat T2D. The first is lifestyle changes and the second is medications. Adopting a healthy lifestyle can help lower the risk of diabetes. Healthy life style contains: lose weight, get active, eat right, avoid highly processed carbs, sugary drinks, and trans and saturated fats, limit red and processed meats, quit smoking and finally work to keep from gaining weight after you quit smoking, so you do not create one problem by solving another. It is possible to reach your target blood sugar levels with diet and exercise alone. However, if changing lifestyle is not enough several medicines exist to treat diabetes. Among the medicine functions are: Lowering the amount of glucose your liver makes and helps your body responding better to the insulin. Helping your body make more insulin, making you more sensitive to insulin. Causing slow digestion and lowering blood sugar levels and finally help your kidneys filter out more glucose.

3. Intermittent fasting

In historical periods in the past when food was not always available fasting was sure to happen. Many religious philosophies have practiced fasting for centuries; however, cyclically restricting or reducing calories has recently taken off as a way to lose weight and improve health outcomes. Intermittent fasting (IF) is proposed as an alternative dieting strategy. IF includes cycles of fasting and unrestricted eating periods, which may allow more flexibility and thereby enhance devoutness [41]. Intermittent fasting is generally grouped into two main categories: whole-day fasting and time-restricted feeding. Both categories range in flexibility of time spent fasting. The details of intermittent fasting interventions which participate in the research described in this chapter are found in the following subsections.

3.1 Continuous energy restriction (CER)

In a paper from 2011 [42] Michelle Harvie describes a randomized controlled trial to compare the feasibility and effectiveness of intermittent continuous energy (IER) with continuous energy restriction (CER) for weight loss, insulin sensitivity and other metabolic disease risk markers. The CER involved a 25% energy restriction from estimated baseline energy requirements using reported metabolic energy turnovers estimated basal metabolic rate [43] for 7 days per week. The CER group was prescribed a daily 25% restriction based on a Mediterranean-type diet (30% fat, 15% monounsaturated, 7.5% saturated fat, 7.5% polyunsaturated fatty acids, 45% low glycemic load carbohydrate and 25% protein) [44].
3.2 Intermittent energy restriction (IER)

The IER group from the randomized controlled trial in Harvie’s paper [42] took a very low-calorie diet (VLCD) (75% restriction) on two consecutive days and for the remaining 5 days consume food for weight maintenance. The VLCD provided 2700 kJ of energy and 50 g protein per day, four portions of vegetables (~80 g per portion), one portion of fruit, a salty low-calorie drink and a multivitamin and mineral supplement. The duration of the intervention was six months.

3.3 Daily morning fasting (DMF)

Daily morning fasting is based on the Bath Breakfast Project (BBP) [45]. BBP is a randomized controlled trial comparing the effects of daily breakfast consumption relative to extended fasting on energy balance and human health. In a randomized cross-over design, obese men and women extended their overnight fast by omitting breakfast consumption or ingesting a typical carbohydrate-rich breakfast of (521 ± 94 kcal), before an ad libitum pasta lunch 3 h later. The duration of intervention was 4 weeks.

3.4 Fasting every second day (FESD)

Fasting every second day (FESD) was experienced in a paper of Nils Halberg [46]. The duration of the intervention was 14 days of fasting every second day for 20 h, giving seven fasting periods. Each fasting period started at 22:00 and ended at 18:00 the following day. During the fasting periods, the subjects could drink water and were instructed to maintain habitual activities.

3.5 Intermittent energy and carbohydrate restriction (IECR)

Another IER approach is tested in the paper of Michelle Harvie from 2013 [47]. The test in latter paper included two intermittent energy and carbohydrate restriction (IECR) regimens, including one which allowed ad libitum protein and fat (IECR PF). Overweight 115 women were randomized to an overall 25% energy restriction, either as an IECR (2500–2717 kJ/d, 40 g carbohydrate/d for 2 d/week) or a 25% daily energy restriction (DER – which is type of CER - approximately 6000 kJ/d for 7 d/week) or an IECR PF for a 3-month weight-loss period and 1 month of weight maintenance (IECR or IECR PF for 1 d/week).

4. The steps in machine learning

This study described in this chapter aims to predict whether a specific IF intervention would reduce the insulin resistance of an individual with prediabetes. The approach to answer this question is machine learning. The process of machine learning is composed of 5 major steps: The first is identifying the required data and gathering data from various sources. The next step is preparing and Pre-processing the data to have homogeneity. Then the model must be built by selecting the right Machine Learning classifier. The fourth step is to train and test the data and gain insights from the model results. Finally, we might want to improve results by feature selection for example.
4.1 Identifying required data

In order to answer the question of this study, authors of 25 published papers that performed randomized clinical trials investigating the IF effects on T2D parameters were asked for the individual data. I received the individual data from 5 out 25 papers [42, 45–48]. The other authors replied that they could not submit the data due to the confidentiality of the participants.

4.2 Processing the data

4.2.1 Choosing people

The selection criteria for this research were: basal fasting glucose above 5 mmol/L (90 mg/dL) or BMI (Body Mass Index) above or equal to 25. Those criteria were established since they indicate possible prediabetes [49]. The IDF’s 2019 cutoff for fasting glucose indicating prediabetes is 100 mg/dL; we set the cutoff at 90 mg/dL. Finally, 254 individuals who answered the criteria were selected. Table 1 contains the average values of the numerical attributes of the data. The average values show decrease in weight, BMI, fasting glucose and fasting insulin however we should remember that those are averages therefore we cannot conclude that all the interventions work all the time for all the people. This would be the query that the machine learning approach will investigate.

4.2.2 HOMA-IR equation

The Homeostatic Model Assessment of Insulin Resistance (HOMA-IR) has been proven to be a very sensitive test for indicating prediabetes [8]. Insulin resistance can be estimated from fasting glucose and insulin levels. This is shown in the HOMA-IR equation presented as follows:

\[
\text{HOMA – IR} = \text{Fasting Glucose} \times \text{Fasting Insulin}
\]  

Prediabetes people or people with T2D usually have a significant insulin resistance. A high score of HOMA-IR indicates a significant insulin resistance. To learn the difference of HOMA-IR before and after the intervention the HOMA-IR using (Eq. (1)) was calculated twice for each of the 254 individuals. Once HOMA-IR was calculated for the basal values of fasting glucose and insulin and once for the values after the intervention. The difference between them represents the insulin resistance reduction.

4.2.3 Types of intermittent fasting interventions

This study contains 9 different types of interventions, starting from continuous energy restriction – through intermittent energy restriction for two days a week, or

| Age | Weight | BMI | Fasting glucose | Fasting insulin |
|-----|--------|-----|-----------------|-----------------|
| Basal | After | Basal | After | Basal | After | Basal | After |
| 44.3 | 87.5 | 81.1 | 32.1 | 31 | 4.99 | 4.93 | 61.1 | 53.6 |

Table 1. Average values of attribute in selected data.
daily morning fasting or fasting every second day. Part of the interventions contained specific diets. The names of the different types of the interventions and their description are found in Table 2 below.

Table 2 summarizes the different IF regimens included in this study. The reference to each regimen is also shown in Table 2 for further details.

4.2.4 Individual’s features

The data collected for each individual in this study contained details regarding the age, gender, weight, ethnicity, basal BMI, basal fasting glucose, fasting glucose after intervention, basal fasting insulin and fasting insulin after intervention. Details of the intervention such as intervention’s name and duration were also included for each individual. For being able to train and learn from the data the features ‘fasting glucose after intervention’ and ‘fasting insulin after intervention’ must be excluded. A calculated feature named ‘HOMA-IR difference’ was added to the training vector. This feature was calculated as follows: if the intervention is successful we expect a reduction in HOMA-IR; thus, if the HOMA-IR difference is greater than zero the assignment in the ‘HOMA-IR difference’ column is set to TRUE otherwise it is FALSE. The final training vector included the ten following features: age, gender, weight, ethnicity, basal BMI, basal fasting glucose, basal fasting insulin, intervention’s name, intervention’s and HOMA-IR difference.

4.3 Building a model from the data

The problem of the study describe here is a classification question. Can we predict whether an intermittent fasting intervention will be useful to improve T2D risk parameters for a certain individual? Classification is a data mining technique which solve problems by analyzing large volumes of data. Furthermore, classification is the process of finding a model that describes and differentiates data classes, where the ultimate goal is being able to use the model to predict the class of an instance whose label is unknown. Decision trees are kind of algorithm that can be used for classification, while additional algorithms which can be used for this purpose are

| Intervention name | Details | CER/ IER | Duration | Reference |
|-------------------|---------|----------|----------|-----------|
| CER               | Continuous energy restriction - 7 days a week trial | CER     | 24 weeks | [42]      |
| IER               | Intermittent energy restriction - 2 days a week trial | IER     | 24 weeks | [42]      |
| DMF               | Daily Morning Fasting | IER     | 4 weeks  | [45]      |
| FESD              | Fasting Every Second | IER     | 2 weeks  | [46]      |
| IECR              | Intermittent Energy and Carbohydrate Restriction | IER     | 24 weeks | [47]      |
| IECR+PF           | Intermittent Energy and Carbohydrate Restriction + free protein and fat | IER     | 24 weeks | [47]      |
| DER               | Daily Energy Restriction | CER     | 24 weeks | [47]      |
| High Carb         | High Carbohydrate weight loss diet | CER     | 12 weeks | [48]      |
| High Mono         | High Monounsaturated weight loss diet | CER     | 12 weeks | [48]      |

Table 2. IF regimens.
neural networks, naïve bayes, logistic regression and others. However, the decision tree classification with the Waikato Environment for Knowledge Analysis (Weka) is the simplest way to mine information from a database. Furthermore, decision trees can deal with a large variety of feature types like binary, nominal, ordinal, categorial and numeric like those found in our mixed dataset [50]. Finally, decision trees are an intuitive way of representing a sequence of rules that lead to a class or value. The decision tree output is a flowchart-like tree structure. The decision tree algorithms J48, LMT (Logistic Model Tree), Random Forest and Random Tree as well as the Logistic Regression and Naïve Bayes classifiers were tested on the data in this study.

4.4 Training and testing

The next step was training the dataset (254 individuals) and building models using six different classifiers: J48 decision tree, Logistic Model Tree, Random forest, Random tree, Logistic and Naïve Bayes. The optimal number of features as a function of sample size is proportional to $\sqrt{n}$ (n is the sample size) for highly correlated features [51]. The features in the study shown here are highly correlated and $\sqrt{254} = 15.9$ while the number of features is 9 (i.e. 9 attributes for 254 individuals is reliable). Following the training comes the testing. Two test approaches were selected to validate the model – the leave-one-out and the 10-fold cross validations. In the leave-one-out approach you test every individual by excluding it from the training set, train the 253 left individuals and then test the excluded one. This happens 254 times, namely for every individual in the dataset. The 10-fold cross validation test approach divide the dataset into 10 groups equal in size. Then for ten times train and build the model with nine of the groups together and test the individual found in the 10th excluded group.

5. Decision rules for health benefit due to intermittent fasting

5.1 Prediction whether HOMA-IR decreases

When measuring performance of machine learning classifiers, accuracy is not enough. For comparing results from different classifiers, we need an additional measure. The additional measure is based on the definition of four groups resulted when solving a classification. For example, in our case when the case is that there is a reduction in HOMA-IR then the TRUE-POSITIVE (TP) group is when the prediction is correct, while the FALSE-POSITIVE (FP) group is when the prediction is not correct. The two additional groups found when the case is that there is no HOMA-IR reduction then TRUE-NEGATIVE (TN) will be when the prediction is false in other words the prediction is correct; however, when the prediction is not correct we say it is the FALSE-NEGATIVE (FN). The additional measure to compare between different classifiers is Area Under Curve (AUC) measure. AUC presents the relation between the TP rate and the FP rate and it is a very useful in the comparison between classifiers. The value of AUC ranges between 0 to 1. AUC equals 1 means a perfect classifier TP = 1 and FP = 0, while random classifier is when AUC is equal approximately to 0.5.

The AUC of the six different classifiers – J48, LMT, Random Forest, Random Tree, Logistic Regression and Naïve Bayes using the two test methods mentioned in the previous paragraph – are shown in Table 3. The AUC of the 10-Fold test is shown in the first row of Table 3 while the Leave-One-Out test is found in the second row. For both tests the AUC differences between the classifiers are very small (0.67 to 0.75 in the 10-fold and 0.65–0.8 in the leave-one-out); we therefore
conclude that all six classifiers perform similarly. The advantage of Random Forest is to prevent overfitting by creating random subsets of the features and building smaller trees and then combining the subtrees, however J48 is shown to yield the most accurate prediction within the decision tree algorithms [50]. In addition, J48 explains itself and easy to follow. In the J48 decision tree, the internal nodes are the different features (age, gender, weight, etc.), the branches between the nodes represent the possible values that these features may have (age: lower than 18 or equal higher than 18, gender: male/female, etc.). The terminal nodes tell us the final value of the prediction (TRUE or FALSE assigned for HOMA-IR difference). As shown in Table 3 using J48 classifier and the 10-fold cross validation test the model AUC is 0.7. Furthermore, the Leave-One-Out test achieves AUC of 0.8. Therefore, the J48 model successfully predicts whether an intervention would help an individual improve his T2D risk parameters by reducing HOMA-IR.

The visualization of the J48 decision tree is found in Figures 1–4. Interestingly the attribute gender is the first node in the tree, as shown in Figures 1 and 2. Having the gender as the first splitting attribute indicates that this attribute is the most informative one for the decision. Moreover, for males the duration of the intervention is the most important attribute to decide the effectiveness of the intervention (Figure 1); while for females the basal fasting insulin level is reported as the most important feature (Figure 2). Green in Figures 1–4 represents TRUE which indicates success in reducing HOMA-IR while red represents FALSE which indicates no reduction.

Analyzing the sub-decision tree of the males’ side shown Figure 1, brings to the conclusion that men are indifferent to the type of the intervention rather they affected by the duration of the intervention. Success of intervention defined by reducing HOMA-IR, can be achieved by short duration of fasting (less or equal to 2.5 weeks) and lower BMI (less or equal to 25.8) or long duration of intervention and age 41 years and younger. Reasonably, attributes like lower BMI and younger age make it easier to reduce HOMA-IR.

|                | J48 | LMT | Random Forest | Random Tree | Logistic | Naive Bayes |
|----------------|-----|-----|---------------|-------------|----------|-------------|
| 10-Fold        | 0.7 | 0.75| 0.75          | 0.67        | 0.79     | 0.73        |
| Leave-One-Out  | 0.8 | 0.74| 0.74          | 0.66        | 0.79     | 0.72        |

Table 3.
AUC for different classifiers.

Figure 1.
Sub-decision tree – Male side.
Unlike the male side of the decision tree, in the female side the type of intervention is part of the tree and is represented by the nodes of the tree. As shown in Figure 2 the intervention are nodes of the tree which are colored yellow while the nodes that represent attributes are colored blue. Moreover, the view of the tree on the female side consist of many different and connected parts compared with the male side of the tree. The fact that there are more women in the dataset than men can be the reason for this complexity view. The different interventions are part of the decision nodes as shown in Figure 2. The different interventions are arranged hierarchically.

Figure 2.
Sub-decision tree – Female side.

Figure 3.
Sub-decision tree – Female left side.
starting with DMF followed by IECR or beginning with IECR followed by the Hi Mono diet. The success of the different interventions in improving HOMA-IR is shown in Figure 3. The hierarchical structure of the interventions is organized by their success, beginning with DMF, IECR and then IECR+PF. An interesting evidence which should be further investigated is found in Figure 4. That evidence is the node where lower BMI leads to an unsuccessful intervention.

5.2 Testing separately the reduction of fasting glucose or fasting insulin

To find out whether only fasting glucose reduction or fasting insulin reduction taken separately instead of HOMA-IR can be used to predict the usefulness of an intervention two additional train and test process were done. Table 4 summarizes the results of the predictions based once only on fasting glucose reduction and once only on fasting insulin reduction.

As shown in Table 4 the prediction of improvement in T2D based on HOMA-IR is more effective than the prediction based on fasting glucose or the fasting insulin separately. As shown in Eq. 1, the HOMA-IR calculation is based on both fasting glucose and fasting insulin.

5.3 Comparing results with random classification

An interesting question would be whether these results based on HOMA-IR obtain on random? To answer this question, I reordered the values in the HOMA-IR column in an arbitrary way. The ratio between the TRUE values and the FALSE values was identical to the original column. The AUC results of training and testing
with random data were much lower compared with the original data. The 10-Fold cross validation test yields 0.56 AUC compared with 0.7 in the original data. The Leave-One-Out test difference in AUC between the random and the original data was even more significant – 0.61 AUC in the random data compared with 0.8 in the original data. Those results answer the question asked above and suggest that the model predictions cannot be obtain in random.

5.4 Testing features redundancy

Another interesting question is whether all the features mentioned in 4.2.4 are needed for the prediction. To test this a feature selection test was performed on the data. In each test a different feature was excluded. The AUC results are shown in Table 5.

Table 5.

Features selection – AUC results of J48 Decision tree.

| Excluded Feature | 10-Fold Cross Validation test | Leave-One-Out test |
|------------------|-------------------------------|--------------------|
| None             | 0.7                           | 0.8                |
| Age              | 0.68                          | 0.7                |
| Gender           | 0.68                          | 0.62               |
| Weight           | 0.64                          | 0.73               |
| Ethnic           | 0.68                          | 0.74               |
| Basal BMI        | 0.69                          | 0.77               |
| Fasting Glucose – basal | 0.65                | 0.73               |
| Fasting Insulin – basal | 0.62                | 0.6                |

6. Conclusions

To achieve steady-state fasting levels for many metabolic substrates which are found in blood draws taken from patients, the patients are required to fast 8–12 hours. This evidence can show us that even a single fasting interval in humans (e.g., overnight) can reduce basal concentrations of metabolic biomarkers related with T2D, such as insulin and glucose. Intermittent fasting regimens may be a promising approach to losing weight and improving metabolic health. Moreover, these eating regimens may offer promising nonpharmacological approaches to improving health in general and specifically improve T2D condition.
The question in this study is not how to lose weight but to answer the question of which of the people suffering from T2D can benefit through an intermittent fasting approach and what is the best type of intermittent fasting for a particular person. This it offers a recommendation system based on data from several clinical trials for answering those questions. The recommendation system selects the optimal intervention to improve the health of prediabetes individuals or people with T2D. The improvement in health reflected in reducing their glucose and insulin levels which are considered T2D risk parameters and composed the HOMA-IR equation. The procedure in this study is built using a machine learning approach and is the results are presented by a decision tree. The conclusions from the decision rules derived from the tree are that males and females have a different set of rules because the node gender comes first in the tree. The success of intervention in males depends on the duration of the IF. Therefore, males are indifferent to the type of intervention. Moreover, males with a smaller BMI will be more likely to have a successful intervention in case the duration of intervention is equal or less than 2.5 weeks. On the other hand, if the duration of the intervention is more than 2.5 weeks for males than age will be important to its success. Reasonably, younger age will serve as a benefit. The level of basal fasting insulin is the most important attribute for a successful intervention in female. There are some cases where no intervention within the dataset of this study can assist in improving HOMA-IR for example if a female with a basal fasting insulin equal or less than 37.1 pmol/L (for moderate insulin resistance the fasting insulin should be in the range of 18–48 pmol/L) and age exceeding 52.

To apply for a wider population additional clinical trial’s data should be used. Moreover, a larger dataset will make it possible, to build a software which would assist physicians in advising an optimal intervention to their patients and by that providing a better personalized medical service to their patients.
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