An introduction to Bayesian statistics for atomic physicists
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Abstract. We present an introduction to some concepts of Bayesian data analysis in the context of atomic physics. Starting from basic rules of probability, we present the Bayes’ theorem and its applications. In particular we discuss about the limits of classic statistics methods and in which cases a Bayesian analysis is mandatory. Moreover, we show how probability values can be assigned to different possible models (different numbers of peaks, type peak profile, etc.) from the analysis of experimental data.

1. Introduction
The standard analysis of atomic spectra consist on comparing \( n \) pairs \( \{x_i, y_i\} \) of measured values (or \( \{x_i, y_i, \sigma_i\} \) triplets if error bars are available) to the values of a function \( F(x_i, a) \) used to model the data, where \( a \) are the function parameters. The common practice to determine the set of parameters \( a_{best} \) that describes at best the data is to find the maximum of the likelihood function

\[
L(a) = P(\{x_i, y_i, \sigma_i\} | a) = \prod_{i=1}^{n} p(x_i, y_i, \sigma_i | a), \tag{1}
\]

where \( p(x_i, y_i, \sigma_i | a) \) are the single conditional probability distribution for each channel to have \( x_i, y_i, \sigma_i \) for a given parameter values \( a \). If the data are normally distributed for each channel, we have that

\[
p(x_i, y_i, \sigma_i | a) = \frac{1}{\sqrt{2\pi \sigma_i}} \exp \left( -\frac{(y_i - F(x_i, a))^2}{2\sigma_i^2} \right)
\]

and the equation above becomes

\[
L(a) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi \sigma_i}} \exp \left( -\frac{(y_i - F(x_i, a))^2}{2\sigma_i^2} \right) \propto \exp \left( -\sum_{i=1}^{n} \frac{(y_i - F(x_i, a))^2}{2\sigma_i^2} \right). \tag{2}
\]

Its maximization corresponds then to minimization of the function \( \chi^2 = \sum_{i=1}^{n} \frac{(y_i - F(x_i, a))^2}{\sigma_i^2} \), i.e. the chi-square function.

The maximum likelihood and chi-square minimization methods we just recalled are in mostly of the cases well adapted and sufficient for a correct data analysis. However they have some limitations that one should be aware:

i) **Cause-effect inversion**: The maximum likelihood method is based on the probability

\[
L(a) = P(\{x_i, y_i, \sigma_i\} | a)
\]

to obtain certain data values for a given set of parameters \( a \). But the final goal is just the opposite: for a given experimental data, one would like to evaluate the probability for having certain parameter values.
ii) **Constraints on the parameter values:** Hard constraints on parameter values (e.g., a mass that cannot be negative) or simply prior parameter distribution from previous experimental results cannot be taken into account in a coherent way.

iii) **Assignment of probability to models:** If several models (hypotheses) can describe the experimental results, it is not possible to assign probabilities to them from the analysis of the data set.

A remark on the last point, several classical statistics criteria are available to choose the most plausible model, like the $\chi^2$-test, the likelihood-ratio test, etc. However, in the unfortunate case where there is no a clear propensity to a specific model and we are interested in a parameter common to all models (as the position of a peak with undefined shape), the value of the most probable of the parameter of interest (and its associated standard deviation) cannot be extracted with classical statistics criteria.

To overcome these problems, a different approach has to be implemented with a new and more general definition of probability based on propositional logic. The probability is here a positive number that indicates the propensity that a certain proposition $X$ is true, where $X$ can indicate a numerical value, e.g., “the peak position is between $x_1$ and $x_2$,” or a more abstract concept, e.g., “the model $M$ correctly describe the data.” Because of this general formulation, a probability function defined in this way can be applied to many different cases. In particular, as we will show in the next section, it can simply solve the three main problems of commonly used classic statistics methods (also called *frequentist* because of the definition of probability based on the repetitively of tries) mentioned above.

At present, Bayesian methods are routinely used in many fields: cosmology [7-9], particle physics [10], machine learning [11], . . . . They start to be applied only in recent years to nuclear physics [12] and there are very few applications in atomic physics (see e.g. Refs. [13–15]) with almost no use in atomic spectroscopy. In the present article we would like to fill this gap and provide a short introduction of Bayesian data analysis methods in the context of atomic physics. A general and more extended introduction and application to physics cases can be found elsewhere [16–19].

### 2. Probability definition and Bayes’ theorem

#### 2.1. A general definition of probability

When basic logic and consistency are required, the probability function defined by propositions $X, Y, \ldots$ has to respect some basic properties (which are compatible to Kolmogorov probability axioms [23]):

\[
\begin{align*}
0 & \leq P(X|I) \leq 1, \\
P(X|X, I) & = 1, \\
P(X + Y|I) & = P(X|I) + P(Y|I) - P(X, Y|I), \\
P(X, Y|I) & = P(X|Y, I) \times P(Y|I) = P(Y|X, I) \times P(X|I).
\end{align*}
\]

Here the probability $P(X|Y, I)$ means that $X$ is true knowing that (“|”) that $Y$ is true and were $I$ represents the current state of knowledge (knowledge of well tested physics laws as eg.). The joint probability $P(X, Y|I)$ means that both “$X$ AND $Y$” are true (equivalent to the logical conjunction ‘$\land$’). The symbol ‘+$’ means the logical disjunction ($X + Y \equiv X \lor Y \equiv \text{“}X$ OR $Y$ is true”). When a set of mutual exclusive assertions are considered $\{Y_i\}$, with $P(Y_i|Y_j \neq i) = 0$, a consequence of Eqs. (3) is the so-called *marginalization rule*

\[
P(X|I) = \sum_i P(X, Y_i|I) = P(X|I) = \int_{-\infty}^{\infty} P(X, Y|I) dY.
\]
2.2. Bayes’ theorem and posterior probability

An important corollary of Eq. (3d) the so-called the Bayes’ theorem

$$P(X|Y, I) = \frac{P(Y|X, I) \times P(X|I)}{P(Y|I)}$$

(named after Rev. Thomas Bayes, who first formulated theorems of conditional probability before 1761 [24], and rediscovered in 1774 and further developed by Pierre-Simon Marquis de la Laplace [25]).

For a better insight in the implication of this theorem, we consider the particular case where $X$ represent the hypothesis that the parameter values set $a$ truly describes the data (via the function $F(x, a)$) and where $Y$ correspond to the recorded data $\{x_i, y_i\}$. In this case, we have that the posterior probability of a certain set of parameter set is

$$P(a|\{x_i, y_i\}, I) = \frac{P(\{x_i, y_i\}|a, I) \times P(a|I)}{P(\{x_i, y_i\}|I)} = \frac{L(a) \times P(a|I)}{P(\{x_i, y_i\}|I)},$$

where $I$ includes our available background information and where $P(\{x_i, y_i\}|a, I)$ is by definition the likelihood function $L(a)$ for the given set of data. In addition to the likelihood function, we have here the term $P(a|I)$ that includes the prior probability on the parameters $a$, which can includes possible boundaries. With the above formula, we solve in fact at once the two problems i) and ii) discussed in the introduction. As suggested in Fig. 1 (left), if we have hard boundaries $a_{\text{min}}, a_{\text{max}}$, $P(a|I) = 1/(a_{\text{max}} - a_{\text{min}})$ is considered. In the case of inference of previous measurement with result $a' \pm \sigma_a$, the prior parameter probability is

$$P(a|I) = \frac{1}{\sqrt{2\pi}\sigma_a'} \exp \left[-\frac{(a-a')^2}{2\sigma_a'^2}\right].$$

2.3. Model testing and Bayesian evidence

An important consequence of the Bayes’ theorem is the possibility to assign probabilities to different hypotheses (models) with a simple and well-defined procedure. In this case, $X$ in Eq. (6) represents the hypothesis that the model $\mathcal{M}$ describes well the measured data and $Y$
represents the data themselves, as in the previous section. In particular case of atomic spectra, different hypotheses could correspond to different numbers of spectral component, presence of satellite lines or not, or different profiles modeling (Gaussian, Lorenzian, Voigt, ...). From Bayes’ theorem, we have that the posterior probability of the model $\mathcal{M}$ is \[ E_{\mathcal{M}}\equiv P\left(\{x_i, y_i\}|\mathcal{M}, I\right) = \int P\left(\{x_i, y_i\}|a, \mathcal{M}, I\right) P(a|\mathcal{M}, I)d^N a = \int L^\mathcal{M}(a) P(a|\mathcal{M}, I)d^N a, \] where $N$ is the number of the parameters of the considered model, and where we explicitly indicate the dependency of the likelihood function $L^\mathcal{M}(a)$ on the related model $\mathcal{M}$.

Considering equal priors, the probability of a model is higher if the evidence $E_{\mathcal{M}}$ is higher, which means that the likelihood function integral over the model parameter space is higher. This does not implies that the maximum of the likelihood function is larger. Considering maximal values of $L^\mathcal{M}(a)$ only can in fact introduce errors in the analysis, as recently discussed in the particular case of nuclear physics in Ref. [12]. Model selection criteria based on it, like the likelihood-ratio test and the Akaike information criterion, should be use then with precautions.

Probabilities evaluated from Eq. (7) are generally lower for models with higher number of parameters because of the higher dimensionality of the integral that corresponds to a larger parameter volume (and then to a lower average value of the likelihood function). This means that when the values of the likelihood function are similar, simple models (with a small number of parameters) are favored, accordingly to Ockham’s razor principle.

The possibility to assigning probabilities to models has another important advantage. In the case we are interested to determine the probability distribution of a common parameter $a_j$ without the need to identify the most probable model among the available choices $\mathcal{M}_\ell$, we can obtain the probability distribution $P(a_j|\{x_i, y_i\}, I)$ from the weighted sum

$$ P(a_j|\{x_i, y_i\}, I) = \sum_\ell P(a_j|\{x_i, y_i\}, \mathcal{M}_\ell, I) \times P(\mathcal{M}_\ell, I), $$

where $P(a_j|\{x_i, y_i\}, \mathcal{M}_\ell, I)$ are the probability distributions of $a_j$ for each model and $P(\mathcal{M}_\ell, I)$ are the probabilities of the different models. This is particularly useful when model probabilities are similar and classic statistics criteria are powerless.

### 3. A simple example: a possible satellite line presence

We consider a common case in spectroscopy where we would like to test the presence or not of a weak and unresolved spectral line close to an intense line, an example already discussed in details in Ref. [19]. In this specific example, we consider the $5g - 4f$ transition in pionic nitrogen, an hydrogen-like atom formed by a nitrogen nucleus and a negatively charged pion. During the formation of the pionic atoms, all electrons are expected to be ejected. The presence of a remaining electron in the $K$ shell cannot however completely be excluded. Its presence can cause a shift of the main transition energy due to the Coulomb screening and then an appearance of a new component in the spectrum. To determine the probability of such a scenario, we have to calculate the evidence for the two possible models: Model 1 corresponding to the situation
without remaining electrons (a pure hydrogen-like pionic atom) and Model 2 with the possible presence of one remaining electron. More details on the physics case can be found in Refs. [26,27].

The examined data consists in seven distinct spectra similar to the one represented in Fig. 1 (right) with a total of about 60000 recorded counts. Compared to model 1, model 2 has only one additional free parameter of the satellite line intensity, whose relative position with respect to the main line is fixed by theory.

The probabilities of the two hypotheses are calculated from the corresponding evidence $E$ (Eq. (8)) of the models (calculated by Nested_fit program [19,28]) and they are resumed in Tab. 1 together with some parameter model values.

Table 1. Evidence, probability and parameters values of the models 1 and 2 without and with a satellite line, respectively. The analysis is obtained with Nested_fit program [19,28] and partially reported in previous publications [26,27].

|                         | Model 1               | Model 2               | Average value |
|-------------------------|-----------------------|-----------------------|---------------|
| log(Evidence)           | $-5031.00 \pm 0.23$   | $-5039.41 \pm 1.82$   |               |
| Probability             | 99.98$^{+0.02\%}_{-0.12\%}$ | 0.02$^{+0.12\%}_{-0.03\%}$ |               |
| Relative satellite amplitude | 0.              | $(9.8 \pm 2.2) \times 10^{-3}$ | $2.2 \times 10^{-6}$ |
| Main line shift (ch.)   | 0.079 $\pm 0.048$    | 1.8 $\times 10^{-5}$   |               |

As it can be observed, in the considered case the probability for having a satellite line is very low (only 0.02%). In addition using Eq. (9), the average of common parameter values can be calculated from the single most probable values relative to each model and the probabilities of the models themselves $P(M_1,2|I)$. This feature of Bayesian methods is, to the opinion of the author, one of the most useful tools for the analysis of complex or statistically-poor atomic spectra. Even if the probability of the two models was similar, a correct evaluation of the main peak position would have been possible.

4. Discussions and conclusions

In the previous sections we present the limitation of classic (frequentist) statistics analysis with respect to Bayesian statistics methods. Classic analysis can be safely used in many cases but one should be aware on its limitation. Classic methods cannot correctly take into account prior probabilities of parameters of the considered fit function (model/profile). Moreover, the study of maximal (minimal) value of likelihood (chi-square) function, instead of its behavior over the range of parameter values, can induce errors in the analysis as non-existing correlations and miss presence of multiple maxima (minima). These problems are avoided when the prior probabilities is included via Bayes’ theorem (Eq. 6) and when the entire likelihood function $P(a|x_i,y_i,I) = L(a)$ is considered.

For model selection, classic statistics methods provide only criteria to choose one model with respect to others, without the possibility to assign a probability to the different models. This is particularly annoying when these criteria fail to clearly indicate a preference for one particular model. With the Bayesian approach, this difficulty becomes trivial. The probability distribution (and mean, standard deviations, confidence intervals, etc.) of the different parameters that are common to the different models can be obtained from the probability distribution relative each model and the model probability.

Even if tremendously advantageous, Bayesian statistics methods have a drawback, partially responsible to the limited use among the scientific community. The evaluation of the Bayesian
evidence and, more generally, the evaluation of the likelihood function \( L(a) \) in the \( N \)-dimensional parameter space (where \( N \) is the number of the model parameter) can be very computationally costly. \( L(a) \) is generally non analytic and its values and integral can be studied with Monte Carlo methods. In present days, when performing multicore computers are more and more available, the use of Bayesian data analysis libraries (eg. BAT [29], PyMC3 [30]) and programs (eg. CosmoMC [7], Multinest [9], Polychord [31], Nested fit [19, 28]) is more and more easy to implement and it should be used as much as possible. This message is addressed in particular to the atomic physics community, where Bayesian methods are still rarely used.
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