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Abstract—In mobile Internet ecosystem, Mobile Users (MUs) purchase wireless data services from Internet Service Provider (ISP) to access to Internet and acquire the interested content services (e.g., online game) from Content Provider (CP). The popularity of intelligent functions (e.g., AI and 3D modeling) increases the computation-intensity of the content services, leading to a growing computation pressure for the MUs’ resource-limited devices. To this end, edge computing service is emerging as a promising approach to alleviate the MUs’ computation pressure while keeping their quality-of-service, via offloading some computation tasks of MUs to edge (computing) servers deployed at the local network edge. Thus, Edge Service Provider (ESP), who deploys the edge servers and offers the edge computing service, becomes an upcoming new stakeholder in the ecosystem. In this work, we study the economic interactions of MUs, ISP, CP, and ESP in the new ecosystem with edge computing service, where MUs can acquire the computation-intensive content services (offered by CP) and offload some computation tasks, together with the necessary raw input data, to edge servers (deployed by ESP) through ISP. We first study the MU’s Joint Content Acquisition and Task Offloading (J-CATO) problem, which aims to maximize his long-term payoff. We derive the off-line solution with crucial insights, based on which we design an online strategy with provable performance. Then, we study the ESP’s edge service monetization problem. We propose a pricing policy that can achieve a constant fraction of the ex post optimal revenue with an extra constant loss for the ESP. Numerical results show that the edge computing service can stimulate the MUs’ content acquisition and improve the payoffs of MUs, ISP, and CP.
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1 INTRODUCTION

1.1 Background and Motivation

Mobile Internet has been increasingly indispensable for Mobile Users (MUs) in the past decades. Each MU typically signs a long-term contract with the Internet Service Provider (ISP) to obtain the wireless data service. The contract offered by ISP usually corresponds to a monthly data plan, consisting of a monthly data cap, a lump-sum subscription fee, and a per-unit fee for exceeding the data cap [1]. Accordingly, MUs, with the wireless data service, can acquire and enjoy various Internet content services (e.g., online game and video streaming) through the mobile applications of Content Providers (CPs) on their mobile devices [2]. There are two major trends in the mobile Internet ecosystem during the past several years.

1. The content service (offered by CPs) has been increasingly data-hungry due to the popularity of the high-resolution videos, cloud-based services, and various social media.

2. The content service (offered by CPs) has been increasingly computation-intensive due to the intelligent functions (e.g., virtual reality, mobile games, and 3D modeling) within the CP’s mobile application.

Regarding the increasing data volume, previous studies (e.g., [3], [4]) have shown that ISP can alleviate the growing mobile Internet data traffic through more innovative wireless data services. The study on the increasing computation volume, however, is still at the early stage. On one hand, the intelligent content service can help CPs attract more MUs. On the other hand, the growing computation volume may degrade the MU’s Quality of Experience (QoE), as the mobile devices are usually resource-limited. Mobile edge computing, allowing MUs to offload some computing tasks to the edge servers, is becoming the potential solution to the growing computation volume [5]. There have been some initial trials carried out by different third-party Edge Service Providers (ESPs). For example, Vapor IO has opened two edge server sites in Chicago. EdgeMicro has built a fully functional edge server in Englewood.

The edge service furnishes MUs with both opportunities and challenges. The crucial part is the trade-off between the local execution and the edge execution. Specifically, the choice of edge-execution helps MUs reduce the local-execution cost, but edge-execution is not free of charge. First, the edge-execution of computation tasks requires that the MU should offload the necessary raw input data (e.g., the images in AR functions) to the edge servers, which potentially increases the wireless data usage. Second, the self-interest ESP also wants to monetize the edge service. In general, the above trade-off will affect the QoE of MUs, leading to different content acquisition behaviors. Therefore, this motivates us to study the following key question:

Question 1. What is the MU’s optimal content acquisition and
task offloading strategy?

As an upcoming stakeholder in the ecosystem, ESP (e.g., Vapor IO and EdgeMicro in US market) is self-interest and seek for more economic benefit from operating the edge servers. However, comparing to the wireless data service (offered by ISP), the MUs’ demand on the edge service is more random and unpredictable. On the one hand, the local-execution capabilities are heterogeneous across the MU population, depending on the computation resource (e.g., the CPU frequency) of their mobile devices. On the other hand, the MU’s demand on the edge server is usually time-variant, affected by their acquired content service and the operating state of the mobile device (e.g., the battery volume). All these issues will significantly affect how heavily the MU relies on the edge servers in practice. These observations motivate us to investigate the following key question:

**Question 2. How should ESP monetize the edge service?**

Besides the aforementioned strategic behaviors of MUs and ESP, it is crucial to unveil the economic effect of the upcoming edge service on the classic mobile Internet value chain with MUs (as the consumers) as well as ISP and CP (as the providers). First of all, the edge service may imperceptibly increase the MUs’ wireless data usage, as the edge-execution relies on offloading the necessary raw input data. Hence the ISP offering the wireless data service is possible to benefit from the edge service of ESP. Furthermore, the edge service provides a new solution for the MUs to acquire the computation-intensive content service, which potentially increases the content acquisitions of MUs. All the above conjectures highly depend on the strategic interplay between the MUs and ESP. This motivates us to study the third key question in this work:

**Question 3. How will ESP’s edge service monetization affect the ISP, CP, MUs, and the social welfare of the ecosystem?**

This paper studies the new mobile Internet ecosystem with edge computing service. We aim to demonstrate the economic effect of the edge service and stimulate the edge service monetization.

### 1.2 Main Results and Key Contributions

We investigate the mobile Internet ecosystem consisting of MUs, CPs, ISP, and ESP. The MUs acquire and enjoy the CPs’ content services (e.g., online game) through the wireless data service offered by ISP and the edge computing service offered by ESP. We take into account a multi-period operation horizon. Each MU will make the joint content acquisition and task offloading decisions in each time slot (e.g., every day) with the purpose of monthly payoff maximization. Hence the MU’s Joint Content Acquisition and Task Offloading (J-CATO) problem is an online payoff maximization. Moreover, ESP monetizes edge computing service through an appropriate pricing policy.

The main results and key contributions of this paper are summarized as follows:

- **A Business Model Study on Mobile Internet Ecosystem:** We study the economic interactions in mobile Internet ecosystem consisting of MUs, CPs, ISP, and ESP. Specifically, we aim to unveil the economic impact of the edge computing service. Our study is an initial step towards understanding a more complex business model.

- **A Joint Analysis of the MU’s Content Acquisition and Task Offloading:** We study the MU’s Joint Content Acquisition and Task Offloading (J-CATO) problem from the simplified off-line version to the practical online context. We first solve the off-line J-CATO (which is non-convex) in closed-form through appropriate reformulations. Our analysis unveils the significant role of the shadow price of the wireless data usage. Moreover, we propose an online strategy with provable performance based on the intuition behind the shadow price.

- **ESP’s Edge Service Monetization:** We design a pricing policy for ESP to monetize the edge computing service without relying on any statistical information of the MU population (which is costly to measure). The key idea of the pricing policy is to iteratively explore and exploit good pricing choices. Moreover, we show that our pricing policy can achieve at least a constant fraction of the ex post optimal revenue with an extra constant loss. By appropriately tuning the parameters, it can achieve a constant competitive ratio under mild conditions.

- **Performance Evaluation and Insights:** We carry out extensive evaluations on the mobile Internet ecosystem with ESP monetizing edge service. We find that the edge service not only helps the MUs overcome the local-computing bottleneck, but also stimulates the content acquisitions of MUs. Meanwhile, both ISP and CP also benefit from the increasing content acquisitions. Therefore, the edge service leads to higher social benefit for the mobile Internet ecosystem.

The rest of the paper is as follows: Section 2 reviews related literatures. Section 3 introduces the system model. Section 4 presents the MU’s off-line solution together with key insights. Section 5 studies the MU’s online strategy. Section 6 investigates ESP’s pricing policy. Section 7 presents the numerical results. We conclude this paper in Section 8.

## 2 Literature Review

This paper is related to two streams of studies, i.e., Internet ecosystem and edge computing. In the following, we review the two streams of studies, respectively.

### 2.1 Internet ecosystem

The Internet ecosystem has been widely studied before (see, e.g., [1], [2] for two comprehensive surveys). The early studies on the Internet ecosystem mainly focused on the Internet data service offered by ISP. The major research problems include pricing under the peering and transit relations (e.g., [6]), the network neutrality and regulations (e.g., [7]), and the revenue sharing mechanisms (e.g., [8], [9]). Some follow-up research works took into account the economic interactions between ISPs and users under different business models of the Internet data service. For example, Hande et al. in [10] investigated how the ISP sells the broadband Internet access to users under the flat-rate and the usage-based schemes. Ma in [11] studied the congestion-prone market and how users’ congestion sensitivity affect the optimal price and ISPs’ competition. However, the
above studies merely took into account the one-period static setting, neglecting the multi-period dynamics. Some other studies (e.g., [12], [13]) explored the dynamic game-theoretic interactions between ISPs and users. There were also some studies taking into account both the Internet data service (offered by ISPs) and the Internet content service (offered by CPs). For example, Wu et al. [14] studied the revenue sharing and rate allocation problems between the content ISP and the eyeball ISP (who offer Internet data service to CPs and users, respectively). Wong et al. in [15] studied how the CPs subsidize the users’ cost on the Internet data services and showed that multiple stakeholders can benefit.

2.2 Edge Computing

There are many excellent studies on edge computing from the perspective of communication (e.g., [16]) and edge intelligence (e.g., [17]). Next we review some typical literatures among the most recent ones.

Many studies on edge computing focused on the energy-efficient offloading (e.g., [18], [19], [20]), joint communication and computation resource allocation (e.g., [21], [22], [23]), wireless-powered system (e.g., [24], [25], [26]), and edge caching (e.g., [27], [28], [29]). For example, You et al in [20] studied the resource allocation for a multi-user MEC system under time-division multiplex access (TDMA) and orthogonal frequency-division multiple access (OFDMA), aiming to minimize the weighted sum of mobile energy consumption under the constraint on computation latency. Rao et al in [21] developed an online joint radio and computational resource management algorithm. They leveraged the Lyapunov optimization method to minimize the long-term energy consumption and keep the task buffer stability. Wang et al in [25] considered a wireless powered multiuser MEC system, where a multi-antenna access point (AP) broadcasts wireless power to charge users and each user relies on the harvested energy to execute computation tasks. Poularakis et al in [27] studied the joint optimization of service placement and request routing in dense MEC networks with multidimensional constraints. They proposed an algorithm that achieves close-to-optimal performance using a randomized rounding technique.

The economic aspect of the edge service was overlooked. There are only few studies on the business aspect of the edge service. Specifically, Chen et al. in [30] investigated the multiple users’ task offloading game and derived the Nash equilibrium. Liu et al. in [31] studied how the ESP sets the price for the finite edge computation resource to maximize its revenue. Xiong et al. in [32] jointly considered the interplay between the CPs’ sponsoring and the ESP’s edge caching services as a hierarchical three-stage Stackelberg game. Nevertheless, the above studies did not characterize the users’ content consumption behavior and neglected the multi-period dynamics.

This paper differs from the above studies in terms of both problem setup and the theoretical solution. First, we focus on the economic interaction between MUs and ESP, and unveil the win-win impact of edge computing service. Second, our proposed online MU policy addresses the non-separable payoff, which is different from the Lyapunov framework (as in [21], [24]). Third, we also propose a dynamic pricing policy for ESP, which continuously explores and exploits good pricing outcome with provable discretization error.

3 System Model

We consider the mobile Internet ecosystem with a set \( \mathcal{N} = \{1, 2, \ldots, N\} \) of Mobile Users (MUs), Content Providers (CPs), Internet Service Provider (ISP), and Edge Service Provider (ESP). More specifically, each MU \( n \in \mathcal{N} \) acquires and enjoys the content service of CPs (e.g., Tencent, Facebook, Pokemon Go, etc) on the corresponding mobile applications. Successful content service acquisition for each MU corresponds to the wireless content delivery (e.g., video streaming) and the computation task execution (e.g., image processing), which highly rely on ISP’s wireless data service and ESP’s edge computing service, respectively.

- **Wireless Content Delivery:** The MU \( n \in \mathcal{N} \) can obtain the wireless data service from the ISP based on the monthly data plans.
- **Computation Task Execution:** The MU \( n \in \mathcal{N} \) can fulfill the computation tasks either locally at the mobile device or remotely utilizing the edge servers of ESP.

We will consider a one-month operation period, consisting of a set \( T = \{1, 2, \ldots, T\} \) of time slots. Each time slot \( t \in T \) may correspond to one day or one hour. Our analysis in this paper still holds when we consider multiple months. Next we start with the service model for the mobile Internet ecosystem in Section 3.1. We then characterize the MUs and service providers in Section 3.2 and Section 3.3, respectively. Table 1 summarizes the key notations in this paper.

3.1 Service Models

There are three types of services in the mobile Internet ecosystem, i.e., the Internet content service, the wireless data service, and the edge computing service. Next we introduce the service models.

3.1.1 Wireless Data Service

Internet Service Provider (ISP) offers wireless data service based on the monthly data plan, which is a three-part tariff denoted by \( \{Q, \Pi, \pi\} \). Specifically, the MU pays a monthly subscription fee \( \Pi \) for the data usage up to the data cap \( Q \). And the MU pays the overage fee \( \pi \) for unit data usage exceeding the data cap. Note that the monthly data cap \( Q \) and the monthly subscription \( \Pi \) of different MUs may be different, but the overage fee \( \pi \) is usually the same for the same ISP [1].

3.1.2 Edge Computing Service

Edge Service Provider (ESP) monetizes edge computing service by allowing MUs to offload their computation tasks to the nearby edge servers. We suppose that ESP charges the MUs based on the offloaded computation volume in a dynamic usage-based manner. That is, ESP can dynamically determine the price of unit computation volume (measured in CPU cycles) depending on the cost and the capacity. Hence we let \( p_t \) denote the unit price in slot \( t \). Accordingly, \( p = (p_t : t \in T) \) is the price vector determined by ESP.
3.1.3 Internet Content Service

We characterize the content service (offered by CPs) based on a random vector \((d, r, c)\), which jointly captures the per-slot requirement on both communication and computation. The detailed elaborations are as follows:

- The random variable \(d\), defined on the support \([0, \bar{d}]\) indicates the data-usage level of the content service. Specifically, \(d\) represents the total wireless data usage (including down-link and up-link) of acquiring CPs’ Internet content for an entire time slot.
- The random variables \(r\) and \(c\) jointly characterize the computation requirement of acquiring content service for one time slot. Specifically, the random variable \(r\) with the support \([0, \bar{r}]\) represents the one-slot raw data amount (e.g., raw images). The random variable \(c\) with the support \([0, \bar{c}]\) represents the one-slot computing amount (e.g., motion detection) measured in CPU cycles.

Based on the above content service model, acquiring the content service for \(x\) fraction of time slot will correspond to the content delivery \(xd\) (in bit) and the computation task \((xr, xc)\). Specifically, \(xr\) (in bit) and \(xc\) (in CPU cycles) represent the input raw data amount and computing amount, respectively. Moreover, the computation task \((xr, xc)\) can be executed at the mobile devices or at the edge servers (of ESP), which will be introduced later.

3.2 MU Model

Next we introduce the MU model. Specifically, we start with the demand realization, MU characteristics, and the MU’s decision in Sections 3.2.1, 3.2.2, and 3.2.3, respectively. We then formulate the MU’s monthly payoff in Section 3.2.4.

3.2.1 MU Demand Realization

Based on the content service model in Section 3.1.3, we let \((d_n, r_n, c_n)\) denote the content service realization of MU \(n \in \mathcal{N}\). The vector \(d_n = \{d_{n,t} : t \in \mathcal{T}\}\) is the data-usage realization, the vector \(r_n = \{r_{n,t} : t \in \mathcal{T}\}\) is the input raw data realization, and the vector \(c_n = \{c_{n,t} : t \in \mathcal{T}\}\) is the computing amount realization.

3.2.2 MU Characteristics

We characterize each MU \(n \in \mathcal{N}\) taking into account his satisfaction and dissatisfaction from the content services.

First, the MUs get satisfaction (or happiness) from enjoying the content services. We let \(U_{n,t}(x)\) denote MU \(n\)'s experienced satisfaction of acquiring the content service for \(x\) fraction of the \(t\)-th slot. The utility function \(U_{n,t}(\cdot)\) is both user-dependent and time-dependent, capturing the heterogeneous MU population and the time-variant preference, respectively. We suppose that \(U_{n,t}(\cdot)\) takes the form of

\[
U_{n,t}(x) \triangleq \theta_{n,t} \cdot u_{n,t}(x),
\]

where \(\theta_{n,t}\) is a scalar and represents MU \(n\)'s valuation (on the content service) in slot \(t\). Moreover, \(u_{n,t}(\cdot)\) is increasing and concave. We refer to \(u_{n,t}(\cdot)\) as the normalized utility function of MU \(n\) in slot \(t\).

Second, the MUs also get dissatisfaction (or unhappiness) from the content service due to the resource-limited mobile devices. We let \(E_{n,t}(s)\) denote MU \(n\)'s experienced dissatisfaction for locally executing the computation tasks of amount \(s\) (in CPU cycles) in slot \(t\). It models the computation-intensive functions (e.g., image processing of AR applications) against with the resource-limited mobile devices. We suppose that \(E_{n,t}(\cdot)\) takes the form of

\[
E_{n,t}(s) \triangleq \beta_{n,t} \cdot e_{n,t}(s),
\]

where \(\beta_{n,t}\) is a scalar and measures the sensitivity of MU \(n\) in slot \(t\). Moreover, \(e_{n,t}(\cdot)\) is assumed to be increasing and convex, capturing the limited computation capacity. We refer to \(e_{n,t}(\cdot)\) as the normalized cost function of MU \(n\) in slot \(t\).

Note that the MU’s satisfaction and dissatisfaction depend on his decisions, which will be introduced next.

3.2.3 MU Decisions

Each MU \(n \in \mathcal{N}\) has two sets of decisions, i.e., the content-acquiring decisions \(x_n\) and task-offloading decisions \(y_n\).

- We let \(x_{n,t} \in [0, 1]\) denote the content acquiring decision of MU \(n\) in slot \(t\). Specifically, \(x_{n,t}\) represents the period length (i.e., fraction of slot) that MU \(n\) spends on the content service in slot \(t\). That is, the content acquiring decision \(x_{n,t}\) leads to content delivery amount \(x_{n,t}d_{n,t}\) input raw data amount \(x_{n,t}r_{n,t}\) and computing amount \(x_{n,t}c_{n,t}\). Accordingly, we denote \(x_n = \{x_{n,t} \in [0, 1] : t \in \mathcal{T}\}\) as the content acquiring decisions of MU \(n\).

- We let \(y_{n,t} \in [0, 1]\) denote the task-offloading decision of MU \(n\) in slot \(t\). Specifically, \(y_{n,t}\) represents the fraction of computation task to be executed remotely at the nearby edge servers. That is, the MU tends to execute the computation task \(x_{n,t}c_{n,t}\) when \(y_{n,t}\) is set as the task-offloading decisions of MU \(n\).

MU’s content-acquiring decisions \(x\) and task-offloading decisions \(y\) will affect his wireless data usage (regarding ISP) and the edge server usage (regarding ESP), which eventually determine his monthly payoff.

3.2.4 MU Payoff

Now we derive the MU \(n\)'s payoff based on the decisions \((x_n, y_n)\) and the content service realization \((d_n, r_n, c_n)\).

Overall, MU’s payoff is defined as the difference between the utility and the total cost. Moreover, the total cost consists of the sunk cost and the opportunistic cost.

**Utility:** The MU’s utility corresponds to his satisfaction from the content service. Hence the content-acquiring decision \(x_n\) will generate the monthly utility \(\sum_{t=1}^{T} U_{n,t}(x_{n,t})\) for MU \(n\). Moreover, the content-acquiring decision \(x_{n,t}\) (in slot \(t\)) also leads to the wireless data usage \(d_{n,t}x_{n,t}\) and the computing task amount \(c_{n,t}x_{n,t}\), both of which will incur cost for MU \(n\) in slot \(t\).

**Sunk Cost:** MU’s sunk cost comes from executing the computation task \(c_{n,t}x_{n,t}\). It includes the local-execution cost and the edge-execution cost.

1. The dissatisfaction in MU’s payoff captures the cost of executing the tasks locally, thus it is positively related to the computation amount. Overall, it can capture the energy consumption in an indirect way compared to the previous study on edge computing (e.g., [21], [22]).
• The local-execution cost corresponds to the dissatisfaction, defined in (2), due to the resource-limited mobile device. Recall that the computation task of volume $c_{n,t}x_{n,t}(1 - y_{n,t})$ will be executed locally, thus incurs dissatisfaction for MU $n$ in slot $t$.

• The edge-execution cost is the monetary payment (to ESP) for utilizing the edge servers. Mathematically, the payment is proportional to the volume of offloaded computation task based on the unit price $p_t$. Recall that the computation task of volume $c_{n,t}x_{n,t}y_{n,t}$ will be executed at the edge servers, thus incurs monetary payment for MU $n$ in slot $t$.

Therefore, the decision $(x_{n,t}, y_{n,t})$ in slot $t$ leads to the local-execution cost $E_{n,t}(c_{n,t}x_{n,t}(1 - y_{n,t}))$ and the edge-execution cost $p_t c_{n,t} x_{n,t} y_{n,t}$ for MU $n$. For notation simplicity, we define the virtual payoff of MU $n$ in slot $t$ as follows:

$$P_{n,t}(x_{n,t}, y_{n,t}) \triangleq U_{n,t}(x_{n,t}) - E_{n,t}(c_{n,t} x_{n,t}(1 - y_{n,t})) - p_t c_{n,t} x_{n,t} y_{n,t}.$$  \hspace{1cm} (3)

Note that the three terms in the virtual payoff all correspond to the monetary measurement.

**Opportunistic Cost:** The opportunistic cost is the MU's monetary payment (to ISP) for the wireless data usage exceeding the monthly data cap. The MU’s total data usage merely depends on the MU’s content-acquiring decision. Specifically, the content-acquiring decision $x_{n,t}$ in slot $t$ leads to the wireless data usage $d_{n,t} x_{n,t}$. In practice, however, each MU has has $N$ slots. In practice, however, each MU $n \in N$ will (selfishly) maximize his monthly payoff $S(x_n, y_n)$. In practice, however, each MU $n \in N$ has to determine $(x_{n,t}, y_{n,t})$ sequentially in each slot $t$ without knowing the future information. Therefore, the MU’s payoff maximization is an online Joint Content Acquisition and Task Offloading (J-CATO) problem. We will study the offline problem in Section 4 and investigate the online problem in Section 5.

### 3.3 Revenues of Providers

Next we introduce the revenue of each service provider (i.e., ESP, ISP, and CPs) based on the MU formulation.

**ISP Revenue**

ISP’s revenue consists of the monthly subscription fee and the per-unit fee for data usage exceeding the monthly data cap. The MU’s total data usage merely depends on the MU’s content-acquiring decision. Specifically, the content-acquiring decision $x_{n,t}$ in slot $t$ leads to the wireless data usage $d_{n,t} x_{n,t}$. In practice, however, each MU $n \in N$ will (selfishly) maximize his monthly payoff $S(x_n, y_n)$. In practice, however, each MU $n \in N$ has to determine $(x_{n,t}, y_{n,t})$ sequentially in each slot $t$ without knowing the future information. Therefore, the MU’s payoff maximization is an online Joint Content Acquisition and Task Offloading (J-CATO) problem. We will study the offline problem in Section 4 and investigate the online problem in Section 5.

**3.3.3 CP Revenue**

Content Provider (CP) profits from displaying advertisements when the MUs are using the mobile applications [15]. Intuitively, the longer time period the MUs spend on the mobile applications, the more advertisements can be displayed. Each MU $n \in N$ has a content-acquiring decision $x_{n,t}$ in slot $t$, which leads to the raw data migration $r_{n,t} x_{n,t} y_{n,t}$. Therefore, the MU’s wireless data usage under the decision $(x_{n,t}, y_{n,t})$ in slot $t$ is given by

$$h_{n,t}(x_{n,t}, y_{n,t}) \triangleq d_{n,t} x_{n,t} + r_{n,t} x_{n,t} y_{n,t}.$$  \hspace{1cm} (4)

Based on the above discussions on utility and costs, we express the monthly payoff of MU $n \in N$ as follows:

$$S(x_n, y_n) \triangleq \sum_{t=1}^{T} f_{n,t}(x_{n,t}, y_{n,t}) - \pi \left[ \sum_{t=1}^{T} h_{n,t}(x_{n,t}, y_{n,t}) - Q_n \right] + \Pi_n,$$  \hspace{1cm} (5)

where $Q_n$ and $\Pi_n$ are the monthly data cap and the monthly subscription fee of MU $n$, respectively. Moreover, $\pi$ is the per-unit fee for data usage exceeding the monthly data cap.

Each MU $n \in N$ will (selfishly) maximize his monthly payoff $S(x_{n,t}, y_{n,t})$. In practice, however, each MU $n \in N$ has to determine $(x_{n,t}, y_{n,t})$ sequentially in each slot $t$ without knowing the future information. Therefore, the MU’s payoff maximization is an online Joint Content Acquisition and Task Offloading (J-CATO) problem. We will study the offline problem in Section 4 and investigate the online problem in Section 5.

### 3.3 Key Notations

| Symbols | Physical Meaning |
|---------|------------------|
| $d_{n,t}$ | The data-usage volume for MU $n$ in slot $t$ |
| $c_{n,t}$ | The computation volume for MU $n$ in slot $t$ |
| $x_{n,t}$ | The raw data volume for MU $n$ in slot $t$ |
| $\theta_{n,t}$ | MU $n$’s content valuation in slot $t$ |
| $\beta_{n,t}$ | MU $n$’s cost sensitivity in slot $t$ |
| $x_{n,t}$ | Content-acquiring decision of MU $n$ in slot $t$ |
| $y_{n,t}$ | Task-offloading decision of MU $n$ in slot $t$ |
| $z_{n,t}$ | The execution decision of MU $n$ in slot $t$ |
| $U_{n,t}(\cdot)$ | Satisfaction of MU $n$ in slot $t$, defined in (1) |
| $E_{n,t}(\cdot)$ | Dissatisfaction of MU $n$ in slot $t$, defined in (2) |
| $f_{n,t}(\cdot)$ | Virtual payoff of MU $n$ in slot $t$, defined in (3) |
| $h_{n,t}(\cdot)$ | Data usage of MU $n$ in slot $t$, defined in (4) |
| $S_n(\cdot)$ | Monthly payoff of MU $n$, defined in (5) |
| $Q$ | The data cap offered by ISP |
| $\Pi$ | The subscription fee charged by ISP |
| $\pi$ | The per-unit fee charged by ISP |
| $V_{ISP}(\cdot)$ | The total revenue of ISP, defined in (6) |
| $P_t$ | The price of edge service in slot $t$ |
| $V_{ESP}(\cdot)$ | The total revenue of ESP, defined in (6) |

### 3.3.1 ESP Revenue

Edge Service Provider (ESP) profits from the edge computing service and determines the unit price $p_t$ of utilizing the edge servers in each slot $t \in T$. We denote $p = (p_t : t \in T)$ as the ESP’s pricing for the edge service. Accordingly, given all the MUs’ content-acquiring decisions $X = (x_n : n \in N)$ and task-offloading decisions $Y = (y_n : n \in N)$, the total revenue of ESP is given by

$$V_{ESP}(p, X, Y) \triangleq \sum_{n=1}^{N} \sum_{t=1}^{T} p_t c_{n,t} x_{n,t} y_{n,t},$$  \hspace{1cm} (6)

where $x_{n,t}$ and $y_{n,t}$ are MU $n$’s decisions in slot $t$, and depend on the pricing decisions of ESP.

### 3.3.2 ISP Revenue

Internet Service Provider (ISP) profits from the wireless data service based on the three-part tariff data plans. Specifically, ISP’s revenue consists of the monthly subscription fee and the overage fee for exceeding the monthly data cap. Given all the MUs’ content-acquiring decisions $X = (x_n : n \in N)$ and task-offloading decisions $Y = (y_n : n \in N)$, the monthly revenue of ISP is given by

$$V_{ISP}(X, Y) \triangleq \sum_{n=1}^{N} \left[ \Pi_n + \pi \left( \sum_{t=1}^{T} h_{n,t}(x_{n,t}, y_{n,t}) - Q_n \right) \right],$$  \hspace{1cm} (7)

where $Q_n$ and $\Pi_n$ represent the monthly data cap and the monthly subscription fee of MU $n$, respectively. In particular, we note that MUs’ decisions $(X, Y)$ depend on how ESP prices the edge service, i.e., $p$. That is, ESP’s pricing decisions may also affect ISP’s revenue, which will be demonstrated in Section 7.3.
be displayed. Therefore, the revenue of CP is positively related to the total time period that the MUs spend on the content service, i.e., the content-acquiring decisions $X$ of MUs. Accordingly, we model the total revenue of CPS as follows:

$$V_{CP}(X) \triangleq v \left( \sum_{n=1}^{N} \sum_{t=1}^{T} x_{n,t} \right),$$

where $v(\cdot)$ represents a general revenue function, and is assumed to be increasing and concave as in previous literatures (e.g., [15]). Recall that the MUs’ acquiring decisions $X$ depends on ESP’s pricing $p$. This means that ESP’s pricing decision will affect the revenue of CPS as well. We will demonstrate this in Section 7.

So far we have introduced the system model. Next we start with analyzing the MU’s off-line problem in Section 4, and study the MU’s online strategy in Section 5 (based on the off-line insights). We then investigate how the ESP monetizes the edge service Section 6.

4 MU Decision Problem: Off-line Analysis and Insights

This section focuses on the MU’s off-line payoff maximization problem to unveil the key insights. In particular, our analysis focuses on a generic MU, thus will neglect the MU index $n$ unless there is confusion.

4.1 Problem Reformulation

Suppose that the MU knows all the future information in advance, then the off-line Joint Content Acquisition and Task Offloading (J-CATO) problem is given by

Problem 1 (Off-Line J-CATO),

$$\{x^*, y^*\} = \arg \max_{x,y} S(x,y)$$

s.t. $x_t \in [0, 1], \forall t \in \mathcal{T}$,

$$y_t \in [0, 1], \forall t \in \mathcal{T}.$$  \hspace{1cm} (9a)

$$y_t \in [0, 1], \forall t \in \mathcal{T}.$$  \hspace{1cm} (9b)

$$\{x^*, z^*\} = \arg \max_{x,z} \tilde{S}(x,z)$$

s.t. $(10), (12)$

$$x_t \in [0, 1], \forall t \in \mathcal{T},$$

$$z_t \in [0, 1], \forall t \in \mathcal{T}.$$  \hspace{1cm} (14c)

$$z_t \in [0, 1], \forall t \in \mathcal{T}.$$  \hspace{1cm} (14d)

Note that after the above reformulation, Problem 2 is a constrained optimization problem. As we will see later, the constraint (12b) plays a significant role in the KKT analysis. Hence we let $\lambda$ denote the Lagrangian multiplier associated with constraint (12b). According to the constrained optimization in economics [33], $\lambda$ can be interpreted as the shadow price of the wireless data service. We first present a basic property related to the shadow price $\lambda$ in Proposition 1.

4.2 Solution of Problem 2

Next we solve Problem 2 based on the Karush-Kuhn-Tucker (KKT) conditions (as Problem 2 is convex). Instead of directly presenting the mathematical solution, we will step-by-step elaborate the key insights of the KKT analysis. These insights are crucially valuable to our online strategy in Section 5.

4.2.1 Shadow Price

Problem 2 is a constrained optimization problem. As we will see later, the constraint (12b) plays a significant role in the KKT analysis. Hence we let $\lambda$ denote the Lagrangian multiplier associated with constraint (12b). According to the constrained optimization in economics [33], $\lambda$ can be interpreted as the shadow price of the wireless data service. We first present a basic property related to the shadow price $\lambda$ in Proposition 1.

Proposition 1. The shadow price $\lambda^*$ satisfying the KKT conditions of Problem 2 is no larger than $\pi$, i.e., $0 \leq \lambda^* \leq \pi$.

Proposition 1 shows a feasible range of the optimal shadow price satisfying the KKT conditions of Problem 2. The feasible range mainly results from the three-part tariff wireless data service $\{Q,\Pi, \pi\}$. Specifically, the shadow price of the wireless data usage is zero if the MU’s monthly data cap $Q$ is sufficient comparing to the MU’s total data usage. However, the shadow price is the same as the per-unit overage fee $\pi$ if the MU’s total data usage exceeds the monthly data cap $Q$. In addition, the shadow price locates between the interval $(0, \pi)$ if the MU’s total data usage exactly equals to the monthly data cap $Q$. We will introduce how to compute the optimal shadow price $\lambda^*$ in Section 4.2.3. Before that, we first demonstrate the primal-dual solution structure in Section 4.2.2.
4.2.2 Solution Structure

We elaborate the mathematical structure of the optimal primal-dual solution \((x^*, z^*, \lambda^*)\) of four different cases in Lemmas 1~4, respectively. The four cases are characterized based on the MU’s time-dependent features, i.e., \((\beta_t, \theta_t)\). Recall that \(\theta_t\) is the scalar in (1) and indicates MU’s valuation on the content service. The larger \(\theta_t\) value means that MU has a greater demand on the content service in slot \(t\). In addition, \(\beta_t\) is the scalar in (2) and measures MU’s sensitivity to the local execution. The larger \(\beta_t\) value means that MU is less tolerant to Quality of Experience (QoE) reduction, thus prefers to the choice of edge-execution. Next we present the results for the four cases in Lemmas 1~4.

**Lemma 1.** The optimal primal-dual solution \((x^*, z^*, \lambda^*)\) satisfies \((x^*_t, z^*_t) = (1, 0)\), for the case of \((\beta_t, \theta_t) \in \Omega_1^p(\lambda^*)\), where the set \(\Omega_1^p(\cdot)\) is defined as follows:

\[
\Omega_1^p(\lambda) \triangleq \{(\beta, \theta) : \theta > \frac{\beta c_1 \epsilon'_1(c_1) + d_t \lambda}{u_t(1)}, \beta < \frac{\mu c_t + r_t \lambda}{c_r c_t(c_r)}\},
\]

where \(u'_t(\cdot)\) and \(\epsilon'_t(\cdot)\) represent the derivative of the normalized utility and cost functions, respectively. Moreover, \((d_t, r_t, c_t)\) is the content service realization in slot \(t\).

Lemma 1 presents the optimal primal-dual solution structure for the case of \((\beta_t, \theta_t) \in \Omega_1^p(\lambda^*)\). We elaborate this lemma in the following two aspects.

- **First,** \(\Omega_1^p(\lambda)\), defined in (16), is a set in terms of the MU’s characteristics \((\beta, \theta)\). It is time-dependent as it is defined based on the MU’s satisfaction \(u_t(\cdot)\) and dissatisfaction \(\epsilon_t(\cdot)\) as well as the MU’s content service realization \((d_t, r_t, c_t)\). Moreover, the set \(\Omega_1^p(\lambda)\) depends on the shadow price \(\lambda\) as well. Hence the shadow price \(\lambda\) also affects whether the MU’s characteristic \((\beta_t, \theta_t)\) belongs to the set \(\Omega_1^p(\lambda)\) in slot \(t\).

- **Second,** the case of \((\beta_t, \theta_t) \in \Omega_1^p(\lambda^*)\) in Lemma 1 implies that the characteristic \((\beta_t, \theta_t)\) corresponds to a weak-sensitivity and high-valuation state, denoted by the gray region in Fig. 1. In this case, the MU is “self-sufficient” in terms of the computation capacity. That is, the MU is able to acquire the content service for the entire slot (i.e., \(x^*_t = 1\)) under the pure local execution mode (i.e., \(z^*_t = 0\)).

**Lemma 2.** The optimal primal-dual solution \((x^*, z^*, \lambda^*)\) satisfies \((x^*_t, z^*_t) = (1, z^*_t(\lambda^*))\) for the case of \((\beta_t, \theta_t) \in \Omega_1^p(\lambda^*)\). Specifically, \(z^*_t(\cdot)\) is given by

\[
z^*_t(\lambda) \triangleq 1 - \epsilon_t^{-1}\left(\frac{p c_t + (d_t + r_t) \lambda}{\mu c_t}\right)/c_t,
\]

where \(\epsilon_t^{-1}(\cdot)\) represents the inverse function of \(\epsilon_t(\cdot)\). Moreover, the set \(\Omega_1^p(\cdot)\) is given by

\[
\Omega_1^p(\lambda) \triangleq \{(\beta, \theta) : \theta > \frac{p c_t + (d_t + r_t) \lambda}{u_t(1)}, \beta > \frac{\mu c_t + r_t \lambda}{c_r c_t(c_r)}\}.
\]

Lemma 2 presents the optimal primal-dual solution structure for the case of \((\beta_t, \theta_t) \in \Omega_1^p(\lambda^*)\). Similarly, the set \(\Omega_1^p(\cdot)\), defined in (18), is time-dependent and affected by the shadow price \(\lambda\). Moreover, the case of \((\beta_t, \theta_t) \in \Omega_1^p(\lambda^*)\) corresponds to strong-sensitivity and high-valuation state, denoted by the blue region in Fig. 1. In this case, the MU’s computation capacity cannot meet his computation tasks due to the strong-sensitivity (i.e., a large \(\beta_t\) value). Therefore, in spite of the full acquiring decision (i.e., \(x^*_t = 1\)), the MU tends to partially offload his computation task for remote execution (i.e., \(0 < x^*_t(\lambda^*) < 1\)).

**Lemma 3.** The optimal primal-dual solution \((x^*, z^*, \lambda^*)\) satisfies \((x^*_t, z^*_t) = (x^*_t(\lambda^*), z^*_t(\lambda^*))\) for the case of \((\beta_t, \theta_t) \in \Omega_2^p(\lambda^*)\), where \(x^*_t(\cdot)\) and \(z^*_t(\cdot)\) are given by

\[
x^*_t(\lambda) = u_t^{-1}\left(\frac{p c_t + (d_t + r_t) \lambda}{\mu c_t}\right),
\]

\[
z^*_t(\lambda) = x^*_t(\lambda) - \epsilon_t^{-1}\left(\frac{p c_t + (d_t + r_t) \lambda}{\mu c_t}\right)/c_t,
\]

where \(u_t^{-1}(\cdot)\) represents the inverse function of \(u_t(\cdot)\). Moreover, the set \(\Omega_2^p(\cdot)\) is

\[
\Omega_2^p(\lambda) \triangleq \{(\beta, \theta) : \theta < \frac{\beta c_1 \epsilon'_1(c_1) + d_t \lambda}{u_t(1)}\}.
\]

Lemma 3 presents the optimal primal-dual solution structure for the case of \((\beta_t, \theta_t) \in \Omega_2^p(\lambda^*)\). The set \(\Omega_2^p(\cdot)\), defined in (20), corresponds to the strong-sensitivity and low-valuation state, denoted by the green region in Fig. 1. Different from Lemma 2, the MU in this case will only consume part of the slot on the content service (i.e., \(0 < x^*_t(\lambda^*) < 1\)) due to the low-valuation (i.e., a small \(\theta_t\) value).

**Lemma 4.** The optimal primal-dual solution \((x^*, z^*, \lambda^*)\) satisfies \((x^*_t, z^*_t) = (x^*_t(\lambda^*), 0)\) for the case of \((\beta_t, \theta_t) \in \Omega_2^p(\lambda^*)\), where \(x^*_t(\cdot)\) satisfies

\[
\theta_t u_t'(x^*_t) - \beta c_t \epsilon'_t(x^*_t) c_t = d_t \lambda,
\]

and the set \(\Omega_2^p(\cdot)\) is given by

\[
\Omega_2^p(\lambda) \triangleq \{(\beta, \theta) : \theta < \frac{\beta c_1 \epsilon'_1(c_1) + d_t \lambda}{u_t(1)}\}.
\]

Lemma 4 presents the optimal primal-dual solution structure for the case of \((\beta_t, \theta_t) \in \Omega_2^p(\lambda^*)\). The set \(\Omega_2^p(\cdot)\), defined in (22), corresponds to the weak-sensitivity and low-valuation state, denoted by the red region in Fig. 1. Specifically, the low valuation and weak sensitivity enable the MU to be “self-sufficiency” in terms of the computation capacity. Accordingly, the MU tends to consume part of the slot on the content service (i.e., \(0 < x^*_t(\lambda^*) < 1\)) under the pure local execution mode (i.e., \(z^*_t = 0\)).
So far, we have introduced the optimal primal solutions \((x^*, z^*)\) given the optimal shadow price \(\lambda^*\) with respect to four cases in Lemmas 1~4, respectively. It is obvious that the payoff-maximizing MU will never choose edge-execution if the price \(p_t \geq \bar{E}\) for any \(t \in T\), where \(\bar{E}\) is given by
\[
\bar{E} \triangleq \max_{t \in T} \{\beta_t \cdot e_t(\bar{c})\}.
\]
This implies that the pricing strategy \(\bar{p} \triangleq [\bar{E}, \bar{E}, \ldots, \bar{E}]\) corresponds to the case where ESP does not offer edge service, i.e., \(V_{E \bar{p}}(\bar{p}) = 0\). This observation provides a critical price upper bound when we analyze the ESP’s pricing policy in Section 6.

### 4.2.3 Optimal Shadow Price

Lemmas 1~4 imply that the shadow price \(\lambda\) plays a significant role on the KKT analysis. Before deriving the optimal shadow price \(\lambda^*\), for notation simplicity, we define a mapping \(W_t(\lambda)\) for each \(t \in T\) (based on Lemmas 1~4) as follows:

\[
W_t(\lambda) \triangleq \begin{cases} 
(1, 0), & \text{if } (\beta_t, \theta_t) \in \Omega^1_t(\lambda), \\
(1, z^0_t(\lambda)), & \text{if } (\beta_t, \theta_t) \in \Omega^0_t(\lambda), \\
(x^\Pi_t(\lambda), z^0_t(\lambda)), & \text{if } (\beta_t, \theta_t) \in \Omega^{\Pi}_t(\lambda), \\
(x^\Pi_t(\lambda), 0), & \text{if } (\beta_t, \theta_t) \in \Omega^{\Pi}_t(\lambda),
\end{cases}
\]  

(24)

where \(W_t(\cdot) : \mathbb{R} \rightarrow \mathbb{R}^2\) maps from a shadow price value to the MU’s one-slot acquiring decision and executing decision. We denote the potential data usage under \(\lambda\) as:

\[
A(\lambda) \triangleq \sum_{t=1}^{T} \bar{h}_t(W_t(\lambda)),
\]

(25)

where \(\bar{h}_t(\cdot)\), defined in (11b), takes the MU’s acquiring decision and executing decision as the input, and represents the MU’s wireless data usage in slot \(t\). Note that the potential data usage \(A(\lambda)\) is weakly-decreasing in \(\lambda\). That is, a higher shadow price leads to less wireless data usage.

Lemma 5 presents the optimal shadow price.

**Lemma 5.** The optimal dual solution \(\lambda^*\) satisfying the KKT conditions of Problem 2 is given by

\[
\lambda^* = \min(\pi, \lambda^1),
\]

(26)

where \(\lambda^1\) is defined as follows

\[
\lambda^1 \triangleq \min_{\lambda \geq 0} \lambda \quad \text{s.t.} \quad A(\lambda) \leq \overline{Q}.
\]

(27)

Lemma 5 implies that the optimal primal-dual solution of Problem 2 has two possibilities.

1. If \(A(\pi) > \overline{Q}\), then we have \(\lambda^1 > \pi\) according to the definition (27). Therefore, the optimal shadow price is the same as the per-unit fee according to (26), i.e., \(\lambda^* = \pi\). In this case, the MU has a large wireless data demand, thus is charged overage fee \(\pi \cdot [A(\lambda^*) - \overline{Q}]\) for the overuse usage \(A(\lambda^*) - \overline{Q}\).

2. If \(A(\pi) \leq \overline{Q}\), then we have \(\lambda^1 \leq \pi\) according to the definition (27). Therefore, the optimal shadow price is the same as \(\lambda^1\) according to (26), i.e., \(\lambda^* = \lambda^1\). In this case, the MU has a small wireless data demand, thus the monthly data cap \(Q\) is sufficient, i.e., \(Q \geq A(\lambda^*)\).

Theorem 1 presents the optimal solution of Problem 2 based on the previous KKT analysis in Lemmas 1~5. Due to space limit, the detailed proof is given in an online technical report [34].

**Theorem 1.** The shadow price \(\lambda^*\) given in (26) together with the primal solutions \((x^*_t, z^*_t) = W_t(\lambda^*)\) for any \(t \in T\) satisfy the KKT conditions of Problem 2.

By now, we have solved the MU’s off-line J-CATO problem based on the KKT conditions of Problem 2. The above KKT analysis implies the significance of the shadow price of the wireless data usage. It also motivates the strategy of the online context in Section 5.

### 5 MU Online Strategy

This section focuses on the MU’s online J-CATO problem and proposes an online strategy. Specifically, Section 5.1 elaborates the basic idea. We then analyze the theoretic performance in Section 5.2.

#### 5.1 Basic Idea and Strategy

Recall that the MU’s online payoff maximization problem is given by

\[
\max_{x, z} \sum_{t=1}^{T} \bar{h}_t(x_t, z_t) - \pi \left[ \sum_{t=1}^{T} h_t(x_t, z_t) - \overline{Q} \right] + \Pi
\]

s.t. \(0 \leq z_t \leq x_t \leq 1, \forall t \in T\).

(28a)

(28b)

The above problem in (28) share some similarity with the Lyapunov optimization framework [35]. But (28) is more challenging, since the second term in the objective (28a), i.e., \(\pi \sum_{t=1}^{T} h_t(x_t, z_t) - \overline{Q}\), is non-additive over time. There have been some studies (e.g., [36], [37]) focusing on the problems with additive objective and long-term constraints. But our problem is more general as the piece-wise linear function \(L_t(x_t, z_t, \lambda)\) in (28) degenerates into a long-term constraint when \(\pi\) substantially increases. Next we introduce our method based on the insights discussed in Section 4. We start with defining the following augmented Lagrangian function for each time slot \(t \in T\):

\[
L_t(x_t, z_t, \lambda) \triangleq \bar{h}_t(x_t, z_t) - \lambda \cdot \left[ \bar{h}_t(x_t, z_t) - \frac{\overline{Q}}{\tau} \right],
\]

(29)

where \(\lambda \in [0, \pi]\) is the shadow price. Particularly, it is obvious that minimizing \(\sum_{t=1}^{T} L_t(x_t, z_t, \lambda)\) over \(\lambda \in [0, \pi]\) leads to the MU’s monthly payoff \(\tilde{S}(x, z)\). That is, the following equality holds

\[
\tilde{S}(x, z) = \min_{\lambda \in [0, \pi]} \sum_{t=1}^{T} L_t(x_t, z_t, \lambda) - \Pi, \forall (x, z),
\]

(30)

which implies the inherent relation between the augmented Lagrangian in (29) and the MU’s monthly payoff \(\tilde{S}(x, z)\).

We present the strategy \(A\) for MU’s online J-CATO problem in Algorithm 1. In each slot \(t \in T\), the strategy \(A\) mainly includes two steps, which are elaborated as follows.

1. **Line 3:** The MU determines \((\tilde{x}_t, \tilde{z}_t)\) according to the current shadow price \(\lambda_t\) and the function \(W_t(\cdot)\) defined in (24). Based on our off-line analysis in Section 4, this step essentially generates for the MU the optimal acquiring and executing decisions with respect to the current shadow price \(\lambda_t\).
Algorithm 1: User’s Online Strategy $\mathcal{A}$

| Input | Initial $U_t(\cdot)$ and $E_t(\cdot)$ for any $t \in T$. |
|-------|-----------------------------------------------------|
| Output | $(\hat{x}, \hat{z})$ and $\hat{\lambda}$. |
| 1 Initial $\hat{\lambda}_1 = 0$ and step size $\eta = \{\eta_t : \forall t \in T\}$. |
| 2 for $t = 1$ to $T$ do |
| 3 Determine $(\hat{x}_t, \hat{z}_t)$ based on $\hat{\lambda}_t$ according to |
| $(\hat{x}_t, \hat{z}_t) = W_t \left(\hat{\lambda}_t\right)$. \hspace{1cm} (31) |
| 4 Update $\hat{\lambda}_{t+1}$ based on $(\hat{x}_t, \hat{z}_t)$ according to |
| $\hat{\lambda}_{t+1} = P_{[0,\pi]} \left(\hat{\lambda}_t + \eta_t \left[\hat{h}_t(\hat{x}_t, \hat{z}_t) - \frac{Q}{T}\right]\right)$. \hspace{1cm} (32) |

- Line 4: The MU updates the shadow price $\hat{\lambda}_{t+1}$ according to the current wireless data usage $\hat{h}_t(\hat{x}_t, \hat{z}_t)$ and the average quota $q \triangleq Q/T$. The notation $P_{[0,\pi]}(\cdot)$ in (32) is a projection to the interval $[0, \pi]$. If the current wireless data usage is greater (or smaller) than the average quota, then the MU will increase (or decrease) the shadow price with an appropriate step-size $\eta_t$.

5.2 Performance Analysis

We elaborate the performance of the strategy $\mathcal{A}$ in terms of the MU’s average monthly payoff gap between the decisions $(\hat{x}, \hat{z})$ and the optimal decisions in hindsight, i.e., $(x^*, z^*) = \arg\max T \hat{S}(x, z)$. That is, we are interested in

$$G_T(\mathcal{A}) \triangleq \frac{1}{T} \left[\hat{S}(x^*, z^*) - \hat{S}(\hat{x}, \hat{z})\right].$$ \hspace{1cm} (33)

As we will see later, the performance mainly depends on two factors, i.e., demand divergence and consumption fluctuation. We first formally define the two factors in Definitions 1 and 2, respectively.

Definition 1 (Demand Divergence). Given the MU’s content service realization $(d, r, c)$, the demand divergence (with respect to the average quota $q \triangleq Q/T$) in slot $t$ is

$$\xi_t \triangleq |q - d_t - r_t|. \hspace{1cm} (34)$$

Accordingly, the maximal demand divergence is given by

$$\Xi = \max\{ |q - \bar{d} - \bar{r}|, q \}. \hspace{1cm} (35)$$

Definition 2 (Consumption Fluctuation). Given the MU’s optimal decisions $(x^*, z^*)$ in hindsight, the per-slot leftover quota (comparing to the average quota $q \triangleq Q/T$) is $l_t = q - \hat{h}_t(x^*_t, z^*_t)$. Hence $\bar{l} = \sum_{t=1}^{T} l_t / T$ is the average leftover quota. The consumption fluctuation up to slot $t$ is

$$\psi_t \triangleq |t: \bar{l} - \sum_{i=1}^{t} l_i|. \hspace{1cm} (36)$$

Accordingly, the maximal consumption fluctuation is given by

$$\Psi \triangleq \max_{1 \leq t \leq T} \psi_t. \hspace{1cm} (37)$$

Basiclly, $\psi_t$ measures the absolute difference between the cumulative leftover quota and the average case up to the $t$-th slot. In an extreme case where the MU equally consumes wireless data every day (i.e., $\hat{h}_t(x^*_t, z^*_t)$ are identical for any $t \in T$), then the fluctuation is zero (i.e., $\psi_t = 0$ for any $t$).

Theorem 2 presents the MU’s payoff gap under the strategy $\mathcal{A}$. The proof is given in [34].

Theorem 2. The solution $(\hat{x}, \hat{z})$ generated by strategy $\mathcal{A}$ in Algorithm 1 achieves the following MU payoff gap

$$G_T(\mathcal{A}) \leq \frac{1}{T} \left(\frac{\pi^2}{2\eta^2} + \left(\frac{\xi^2}{2} + \Xi \Psi\right) \sum_{t=1}^{T} \eta_t\right), \hspace{1cm} (38)$$

where $\Xi$ and $\Psi$ are defined in Definition 1 and Definition 2, respectively. Moreover, with the step-size $\eta_t = \frac{\pi}{\Xi\Psi}$, we have

$$G_T(\mathcal{A}) \leq \frac{\pi(\Xi + \Psi)}{\sqrt{\Xi\Psi T}}. \hspace{1cm} (39)$$

Theorem 2 shows that the performance of strategy $\mathcal{A}$ depends on the average fee $\pi$ besides the aforementioned demand divergence and consumption fluctuation. This is because that the crucial uncertainty of MU’s online J-CATO problem is the optimal shadow price, which is related to $\pi$. We will also illustrate this in Section 7.1.

So far, we have introduced the MU’s online problem and proposed an online strategy. The MU’s online problem is closely related to the ESP’s online pricing problem, since they all need to make the decisions sequentially in each slot. It will be introduced next.

6 ESP Pricing Problem

In this section, we study how ESP monetizes the edge computing service and propose a pricing policy.

Recall that ESP’s total revenue from all the MUs $N$ over the period $T$ is given in (6). Due to the asymmetric information, however, ESP cannot explicitly predict how the MUs respond to its pricing decisions. This motivates us to design a pricing policy $\mathcal{P}$ that iteratively learns how to monetize the edge computing service without relying on the market information. Later on, we will choose the ex post optimal revenue as our benchmark and compare the revenue generated by the pricing policy $\mathcal{P}$ with the ex post optimal revenue.

Basically, the ex post optimal revenue is given by

$$V_{\text{ESP}}^\ast = \max_{p \geq p_{\text{min}}} \sum_{n=1}^{N} \sum_{t=1}^{T} p \cdot c_{n,t} \cdot z_{n,t}(p), \hspace{1cm} (40)$$

where $z_{n,t}(p)$ represents the MU $n$’s executing decision given the price $p$. In addition, $p_{\text{min}} > 0$ corresponds to the potential minimum price in the practical market.

Next we introduce the proposed pricing policy in Section 6.1. We then present the performance in Section 6.2.

6.1 Pricing Policy

We now introduce our proposed pricing policy $\mathcal{P}$ based on the following three aspects.

6.1.1 Price Discretization

We consider a set $K = \{1, 2, ..., K\}$ of price candidates, consisting of all powers of $1 + \epsilon$ between the minimal price $p_{\text{min}}$ and the potential maximal price $E$ (defined in (23)). Mathematically, we denote the $k$-th price candidate as

$$p(k) = p_{\text{min}}(1 + \epsilon)^k$$

for any $k \in K$. Accordingly, we have $K = \lfloor \log_{1+\epsilon} \frac{E}{p_{\text{min}}} \rfloor$, where $\lfloor \cdot \rfloor$ is the floor function. It is obvious that the parameter $\epsilon > 0$ affects both the number of price candidates and the performance of pricing policy $\mathcal{P}$. We will discuss it in Section 6.2.
6.1.2 Basic Idea

The basic idea of the pricing policy \( P \) is to iteratively exploit and explore the price candidates across the MU population \( \mathcal{N} \) within the operation period \( T \). More specifically, the pricing policy \( P \) maintains (in each slot \( t \)) a weight vector \( \omega_t = [\omega_t(1), \omega_t(2), \ldots, \omega_t(K)] \) for all of the price candidates. The weight of the \( k \)-th candidate in slot \( t \), denoted by \( \omega_t(k) \), is positively related to its previous performance (in terms of the generated revenue). Overall, policy \( P \) tends to choose the price candidate with good performance (i.e., exploitation) and keep an eye on the other candidates that may perform better in the future (i.e., exploration).

6.1.3 Policy Description

Algorithm 2 describes the pricing policy \( P \). We elaborate it in details as follows.

**Line 4:** The pricing policy \( P \) will offer MU \( n \) edge service in price \( p(k_{t,n}) \) in slot \( t \) by randomly selecting \( k_{t,n} \) according to the probability distribution \( h_t(k) \), defined in (42). Specifically, the probability distribution \( h_t(k) \) is the combination of two parts tuned by a parameter \( \gamma \in (0, 1) \). The first part (with the coefficient \( 1 - \gamma \)), i.e., \( \omega_t(k) / \sum_k \omega_t(k) \), represents the exploitation on the good-perform candidates. Note that a larger weight corresponds to a higher probability to be selected. The second part (with the coefficient \( \gamma \)), i.e., \( (1 + \epsilon)^k / \sum_k (1 + \epsilon)^k \), represents the exploration over all candidates. Moreover, the exploration scheme here pays more attention to the higher price candidates instead of the uniform exploration.

**Line 5:** ESP will receive the payment \( V_{t,n}(k_{t,n}) \) from MU \( n \) at the end of slot \( t \). Accordingly, we denote the total revenue generated by the pricing policy \( P \) as

\[
V_{ESP}(P) \triangleq \sum_{n=1}^{N} \sum_{t=1}^{T} V_{t,n}(k_{t,n}),
\]

where \( k_{t,n} \) is a random variable due to the randomness in Line 4 of Algorithm 2. In later performance analysis, we will focus on the expected revenue, denoted by \( \mathbb{E}[V_{ESP}(P)] \).

**Lines 6-9:** The pricing policy \( P \) updates the weight vector for the next slot based on the revenue in the current slot. Specifically, in Line 7, we compute the actual revenue generated by each price candidate under the random vector \( \kappa = (\kappa_{t,n} : n \in \mathcal{N}) \) in slot \( t \), denoted by \( V_t(k, \kappa) \). In Line 8, we compute the virtual candidate revenue \( \hat{V}_t(k, \kappa) \) by appropriately normalizing \( V_t(k, \kappa) \). Eventually in Line 9, we update the weight \( \omega_{t+1}(k) \) by multiplying the current weight \( \omega_t(k) \) by an exponential expression with the base \( 1 + \delta \) and the exponent \( \hat{V}_t(k, \kappa) \).

So far, we have introduced the pricing policy \( P \) with parameters \((\epsilon, \gamma, \delta)\). Next we focus on its performance.

6.2 Performance Analysis

We measure the performance of the pricing policy \( P \) in terms of the expected revenue \( \mathbb{E}[V_{ESP}(P)] \). Specifically, we will compare it with \( V_{ESP}^* \) defined in (40), i.e., the revenue achieved by the optimal fixed pricing in hindsight. Overall, we will demonstrate the performance of the following form:

\[
\mathbb{E}[V_{ESP}(P)] \geq \frac{V_{ESP}^*}{\epsilon} - O \left( N \bar{E} e \ln \left( \frac{E}{\epsilon \delta} \right) \right),
\]

which means that the pricing policy \( P \) achieves a constant fraction of the ex post optimal revenue \( V_{ESP}^* \) with an extra loss term (that does not depend on the operation period length \( T \)). The above performance structure is given in Theorem 3 based on Lemma 6 and Lemma 7. All proofs are given in [34]. Before presenting the results, for notation simplicity, we denote ESP’s revenue under the \( k \)-th price candidate as follows:

\[
V_{ESP}(k) = \sum_{n=1}^{N} \sum_{t=1}^{T} p(k) \cdot c_{n,t} \cdot z^*_{n,t}(p(k)), \quad \forall k \in \mathcal{K}.
\]

It is obvious that we have \( V_{ESP}^* \geq \max_{k \in \mathcal{K}} V_{ESP}(k) \) due to the price discretization. Nevertheless, Lemma 6 shows that rounding down to a power of \( 1 + \epsilon \) will reduce ESP’s revenue at most a factor of \( 1 + \epsilon \).

**Lemma 6.** There exists a price candidate \( \kappa \in \mathcal{K} \) such that the ESP’s revenue under the price \( p(\kappa) = \rho_{min}(1+\epsilon)^{\kappa} \) satisfies

\[
V_{ESP}(\kappa) \geq \frac{V_{ESP}^*}{1+\epsilon}.
\]

Lemma 6 builds up the relationship between the revenue under the discrete price candidates and the optimal revenue under the continuous pricing space, depending on the parameter \( \epsilon \). Lemma 7 further builds up the relationship between the expected revenue under the pricing policy \( P \) and the revenue under the discrete price candidate.

**Lemma 7.** With the parameters \((\epsilon, \delta, \gamma)\), the pricing policy \( P \) described in Algorithm 2 can achieve

\[
\mathbb{E}[V_{ESP}(P)] \geq (1 - \gamma) \left(1 - \frac{4}{9}\right) V_{ESP}(k) - \Phi(\epsilon, \delta, \gamma), \forall k \in \mathcal{K},
\]
where \( \Phi(\epsilon, \delta, \gamma) \) is a constant and given by
\[
\Phi(\epsilon, \delta, \gamma) = \frac{1 - \gamma}{\gamma} \cdot \frac{1 + \epsilon}{\epsilon} \cdot \frac{N \hat{E} \hat{c}}{\delta} \cdot \ln \left( \frac{\ln \left( \frac{E/p_{\min}}{\ln(1 + \epsilon)} \right)}{1 + \epsilon} \right). \tag{51}
\]

Lemma 7 indicates that the pricing policy \( P \) can achieve at least a constant fraction of the revenue under arbitrary price candidate with an additional loss term. Note that the loss term \( \Phi(\epsilon, \delta, \gamma) \) in (50) does not depend on the time slot number \( T \). This means that \( \Phi(\epsilon, \delta, \gamma) \) is increasingly negligible as \( T \) increases. Furthermore, we obtain Theorem 3 by combining Lemma 6 and Lemma 7.

**Theorem 3.** With the parameters \( \epsilon, \delta, \gamma \), the pricing policy \( P \) described in Algorithm 2 can achieve
\[
\mathbb{E} \left[ V_{ESP}^{T} \right] \geq \frac{(1 - \gamma)(1 - \frac{\delta}{2})}{1 + \epsilon} V_{ESP}^{*} - \Phi(\epsilon, \delta, \gamma). \tag{52}
\]

Theorem 3 presents the performance form mentioned in (47). To have a better understanding on Theorem 3, we further provide the following corollary.

**Corollary 1.** If the optimal revenue \( ESP \) satisfies \( V_{ESP}^{*} \geq \frac{8}{\alpha} \Phi \left( \frac{\epsilon}{3}, \frac{\alpha}{6}, \frac{\alpha}{12} \right) \) for some constant \( \alpha \in (0, 1] \), then the pricing policy \( P \) with the parameters \( \epsilon, \delta, \gamma \) can achieve
\[
\mathbb{E} \left[ V_{ESP}^{T} \right] \geq \frac{V_{ESP}^{*}}{1 + \alpha}. \tag{53}
\]

Corollary 1 shows that under some mild condition the pricing policy \( P \) with appropriate parameters is \((1 + \alpha)\)-competitive. Moreover, the condition corresponds to a lower bound of the ex post optimal revenue \( V_{ESP}^{*} \). Although the lower bound \( \frac{8}{\alpha} \cdot \Phi \left( \frac{\epsilon}{3}, \frac{\alpha}{6}, \frac{\alpha}{12} \right) \) increases \( \alpha \), it does not scale in \( T \). This means that the condition will hold as \( ESP \)’s edge service monetization goes on.

## 7 Numerical Results

We carry out extensive evaluations on the mobile Internet ecosystem based on our previous analysis. We will quantify the MU’s online strategy \( A \) and ESP’s pricing policy \( P \) in Section 7.1 and Section 7.2, respectively. We then evaluate the economic impact of the edge service on the entire ecosystem in Section 7.3.

### 7.1 Evaluation on MU’s JOCP Strategy

We will evaluate the performance of the MU’s strategy \( A \) in terms of the monthly payoff. We first introduce the evaluation set-up, and then demonstrate the results.

**Evaluation Set-Up:** Recall that each MU is associated with the random content service model. We specify the MU’s content service model by randomly generating the three parameters \( d_i, r_i, \) and \( c_i \) according to truncated normal distributions on their supports \([0, \hat{d}], [0, \hat{r}], \) and \([0, \hat{c}]\), respectively. In addition, the preference of MU is characterized based on the satisfaction and dissatisfaction. We adopt the well-known alpha-fair utility to represent the MU’s satisfaction, i.e., \( u(x) = \frac{x^{1-a}}{1-a} \). Moreover, we use a quadratic function to model MU’s cost of local execution, i.e., \( \epsilon(s) = s^2/2 \). Furthermore, we randomly generate the MU’s valuation parameter \( \theta_i \) and sensitivity parameter \( \beta_i \) according to a truncated normal distribution with the range \([0, 2]\) for normalization consideration, i.e., \( E[\theta_i] = E[\beta_i] = 1 \).

Under the above evaluation set-up, we will compare the MU’s monthly payoff in the following three cases:

- The case of 0pt corresponds to the off-line optimal outcome discussed in Theorem 1.
- The case of Alg1 corresponds to the proposed online strategy \( A \) defined in Algorithm 1.
- The case of Greedy corresponds to the greedy strategy that tends to maximize the daily payoff without taking into account the potential future over usage.\(^2\)

We visualize the MU’s monthly payoff through box-plots in Fig. 2, where the three sub-figures investigate the impact of the monthly data cap, the edge service price, and the overage fee, respectively.

Fig. 2(a) shows how the edge service price \( p \) affects the MU’s monthly payoff in the aforementioned three cases. For the visualization purpose, we set the same daily edge service price here. Overall the MU’s monthly payoff decreases in the edge service price, as the higher price means that it is less likely for MU to utilize the edge service to reduce the local execution cost. The small gaps between the red boxes and the blue boxes indicate the good performance of the strategy \( A \), which achieves 95% of the payoff in case 0pt.

Fig. 2(b) shows that the MU’s monthly payoff increases in his monthly data cap. Comparing the blue boxes and the red boxes in Fig. 2(b), we find that the MU’s payoff achieved by the strategy \( A \) is very close to the optimal payoff in hindsight. Comparing the green boxes and the red boxes in Fig. 2(b), we find that the payoff gap between our strategy \( A \) and the greedy strategy differs in the monthly data cap. The intuitions are as follows:

- A small data cap (e.g., \( Q = 0.4 \) GB in Fig. 2(b)) implies that the MU’s wireless data demand will exceed the monthly data cap in most cases. Thus the shadow price updating in strategy \( A \) will quickly converge to \( \lambda_t = \pi \), which is similar to the case of greedy strategy. Hence there is a little gap between Alg1 and Greedy when the data cap is small.
- A large data cap (e.g., \( Q = 3.9 \) GB in Fig. 2(b)) implies that the MU’s wireless data demand is less than the monthly data cap in most cases. Thus the shadow price in strategy \( A \) will quickly converge to \( \lambda_t = 0 \), which is similar to the case of greedy strategy. Hence there is a little payoff gap between Alg1 and Greedy when the data cap is small.
- A medium data cap (e.g., \( Q = 2.5 \) GB in Fig. 2(b)) means that the MU’s wireless data demand and the monthly data cap are comparable, thus there is a great uncertainty for the MU’s cap-acquiring outcome. In this case, the greedy strategy fails in learning the optimal shadow price, thus the payoff gap between Alg1 and Greedy is large.

Fig. 2(c) plots how the overage fee \( \pi \) affects the MU’s monthly payoff in the three cases. Overall a larger overage fee corresponds to lower MU payoff. However, comparing 2. The greedy policy means that the MU is myopic. It is a reasonable benchmark for two reasons. First, it is easy to implement, since it does not require that MUs should know the future information. Second, it also captures the bounded rationality behavior for MUs [38].
the green boxes and the red boxes in Fig. 2(c), we note that our strategy $A$ is less sensitive to the overage fee than the greedy strategy. This is because that our strategy $A$ can iteratively learn the shadow price (based on MU’s previous decisions), which helps the MU avoid great monetary cost for exceeding the monthly data cap. While the greedy policy, aiming at the myopic benefit, cannot prevent it. Moreover, the MU’s monthly payoff under the strategy $A$ is 93% (on average) of the payoff in the case of 0pt.

### 7.2 Evaluation on ESP’s Pricing Policy

We evaluate the performance of ESP’s pricing policy $P$ in terms of its total revenue from a group of MUs. Specifically, we take into account a total of five hundred MUs with randomly generated parameters as in Section 7.1. Recall that the ESP’s pricing policy $P$ defined in Algorithm 2 depends on three parameters (i.e., $\epsilon$, $\gamma$, and $\delta$), which will jointly affect the theoretic performance of the pricing policy $P$. In our evaluation, we set the three parameters according to Corollary 1 with $\alpha = 1$. That is, the ESP’s total revenue achieved by the pricing policy $P$ is at least 50% of the ex post optimal revenue if the condition in Corollary 1 holds (which is true in our evaluation setup). We run the evaluation for one hundred times and show the results in Fig. 3 and Fig. 4.

Fig. 3 plots the performance of the pricing policy $P$ under different values of the maximal data-usage $d$. We compare ESP’s revenue under the pricing policy $P$ (labeled by Alg2) with the ex post optimal revenue (labeled by Opt).

- Fig. 3(a) plots the ESP’s average revenue in the two cases. Specifically, the two curves with markers represent the average results (over multiple runs). The red and blue regions correspond to the three-sigma ranges. Overall ESP’s revenue decreases in the maximal data usage level $d$. Intuitively, a larger $d$ value means that MUs have greater wireless data demand from the content delivery, thus less wireless data quota to offloading computation tasks.
- Fig. 3(b) shows the ESP’s revenue ratio of case Alg2 to case Opt through box-plot. The yellow curve represents the mean results over multiple runs. We note that the pricing policy $P$ actually achieves (on average) a fraction 83% of the ex post optimal revenue, which is much better than the theoretic lower bound (i.e., 50% in our evaluation setup).

Fig. 4 shows the impact of the maximal raw data amount $\bar{r}$ on the pricing policy $P$. Similarly, we compare the ESP’s revenue under the pricing policy $P$ (labeled by Alg2) with the ex post optimal revenue (labeled by Opt).

- Fig. 4(a) shows that the ESP’s revenue decreases in the maximal raw data amount. This is because that a larger $\bar{r}$ value means a greater offloading cost for the MUs, leading to a lower demand on the edge service.
- Fig. 4(b) shows that the pricing policy $P$ can achieve (on average) a fraction 79% of the ex post optimal revenue, which is much better than the theoretic lower bound.

So far, we have illustrated the performance of the MU’s strategy $A$ and the ESP’s pricing policy $P$. Next we further evaluate the economic effect of the edge service on the entire mobile Internet ecosystem.

### 7.3 Economic Impact of Edge Service

We evaluate how the edge service affect the entire ecosystem, including MUs’ payoffs, ISP’s revenue, and CP’s revenue. Recall that the ISP’s revenue, defined in (7), consists of the subscription fee and the overage fee. In our evaluation, we consider the wireless data plan with data cap $Q = 1$GB, subscription fee $I = \$10$, and per-unit overage fee $\pi = \$15/\text{GB}$. Furthermore, the CPs’ revenue, defined in (8), mainly comes from displaying advertisements, thus is positively related to MUs’ total content acquisitions. In our evaluation, we follow [15] and suppose that the advertising revenue takes the form $\pi(x) = x^{1-\tau}/(1-\tau)$. Based on the above setup, we will compare the following two cases.

- The case of None represents the classic mobile Internet ecosystem without edge service. MUs will execute the computation tasks locally.
- The case of Edge represents the ecosystem with ESP offering edge service based on the pricing policy $P$.

Fig. 5 plots the economic impact of the edge service on the ecosystem. The horizontal axis of the four sub-figures represents the maximal computation-intensity $\tilde{c}$. Moreover, Fig. 5(a), Fig. 5(b), and Fig. 5(c) shows the average benefits (i.e., revenue or payoff) of ISP, CPs, and MUs, respectively. Fig. 5(d) shows the social welfare.

In Fig. 5(a), the black star curve and green square curve show the MUs’ payoffs in case None and case Edge, respectively. Overall, the MUs’ payoffs decrease in $\tilde{c}$. This is because that the greater computation-intensity reduces MUs’ content acquisitions due to the resource-limited devices and the costly edge service. However, comparing the two curves in Fig. 5(a), we find that the edge service improves MUs’ payoffs (up to 63%), as it alleviates the local execution cost.

In Fig. 5(b), the black star curve and blue triangle curve show the revenue of CPs in case None and case Edge, respectively. As mentioned, the greater computation-intensity reduces MUs’ content acquisitions, which eventually leads
to the decreasing revenue for CPs. Nevertheless, the edge service can stimulate the MUs’ content acquisitions, which improves the revenue of CPs (up to 37%).

In Fig. 5(c), the black star curve and red circle curve show the revenue of ISP in case None and case Edge, respectively. ISP’s revenue decreases in the computation-intensity $\bar{c}$, as the greater computation-intensity reduces MUs’ content acquisitions. However, comparing the two curves in Fig. 5(c), we find that the edge service increases the revenue of ISP (up to 40%) as it stimulates MUs’ content acquisitions.

Fig. 5(d) compares the social welfares. The black star curve corresponds to the case of None. The red circle curve represents the total welfare of MUs, CPs, and ISP under the case of Edge. The blue triangle curve plots the social welfare of MUs, CPs, ISP, and ESP under the case of Edge. Comparing the three curves, it is obvious that the edge service can significantly increase the social welfare of the mobile Internet ecosystem.

### 8 Conclusion and Future Work

This paper studies the economic interactions in the mobile Internet ecosystem. Specifically, we investigate the MUs’ Joint Content Acquisition and Task Offloading (J-CATO) problem and design an online strategy with provable performance based on the off-line insights. Moreover, we propose for ESP an edge service pricing policy that does not rely on any market information. We find that the edge service helps the MUs reduce the local execution cost, leading to higher average MU payoff. In addition, the edge service also stimulates MUs’ content acquisitions, which increases the ISP’s benefit from wireless data service and CPs’ benefit from content service. Therefore, the edge service leads to higher social benefit for the ecosystem.

As this is the first study on monetizing edge service, there are some open problems that deserve investigation.

- It is necessary to study different business models. We view the edge service provider as a third-party. In practice, both the ISP and giant CP can deploy edge data center and monetize the edge computing service. This leads to different value chains together with different economic insights.
- It is also interesting to take into account the ESP’s investment cost on the edge servers. In that case, the ESP faces a new issue, i.e., whether it can recoup the investment within the lifetime of the edge servers.
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APPENDIX A

Proof of Theorem 1. We prove this theorem based on the KKT conditions of Problem 2. In this process, we actually prove Proposition 1 and Lemmas 1~4. For notation clarity, we express Problem 2 as follows:

\[
\begin{align*}
\text{max} & \quad \sum_{t=1}^{T} \left[ U_t(x_t) - E_t((x_t - z_t)c_t) - p_t z_t c_t \right] - \pi s \quad (54a) \\
\text{s.t.} & \quad 0 \leq z_t \leq x_t, \quad \forall t \in T, \quad (54b) \\
& \quad s \geq \sum_{t=1}^{T} (d_t x_t + r_t z_t) - Q, \quad (54c) \\
& \quad s \geq 0, \quad (54d) \\
& \quad x_t \in [0, 1], \quad \forall t \in T, \quad (54e) \\
& \quad z_t \in [0, 1], \quad \forall t \in T, \quad (54f) \\
\text{var.} & \quad x, z, s, \quad (54g)
\end{align*}
\]

We let \( \mu_t \) denote the Lagrangian multiplier associated with the constraint (54b). We denote \( \lambda \) and \( \Lambda \) as the Lagrangian multipliers associated with the constraints (54c) and (54d), respectively. Moreover, we let \( \xi_t \) and \( \psi_t \) denote the Lagrangian multipliers associated with the constraints \( x_t \leq 1 \) and \( z_t \leq 1 \) for any \( t \in T \), respectively. Accordingly, the Lagrangian of Problem 2 is given by

\[
L(x, z, s, \lambda, \Lambda, \mu) = \sum_{t=1}^{T} \left[ U_t(x_t) - E_t((x_t - z_t)c_t) - p_t z_t c_t \right] - \pi s + \lambda \left[ s + Q - \sum_{t=1}^{T} (d_t x_t + r_t z_t) \right] + \Lambda s, \quad (55)
\]

We first express all the KKT conditions that are related to the variable \( s \) as follows:

\[
\frac{\partial L}{\partial s} = \lambda + \Lambda - \pi = 0, \quad (56a)
\]

\[
\lambda \left[ s + Q - \sum_{t=1}^{T} (d_t x_t + r_t z_t) \right] = 0, \quad (56b)
\]

\[
\Lambda s = 0, \quad (56c)
\]

\[
\lambda, \Lambda \geq 0. \quad (56d)
\]

Note that equations (56) imply \( 0 \leq \lambda \leq \pi \), which proves Proposition 1. Furthermore, we express all the KKT conditions that are related to the variables \( x_t \) and \( z_t \) as follows:

\[
\theta_t u_t'(x_t) - \beta_t c_t e_t'(x_t - z_t) c_t - \lambda d_t + \mu_t - \xi_t = 0, \quad (57a)
\]

\[
\beta_t c_t e_t'(x_t - z_t) c_t - p_t c_t - \lambda r_t - \mu_t - \psi_t = 0, \quad (57b)
\]

\[
\mu_t (x_t - z_t) = 0, \quad (57c)
\]

\[
\xi_t (1 - x_t) = 0, \quad (57d)
\]

\[
\psi_t (1 - z_t) = 0, \quad (57e)
\]

\[
\mu_t, \xi_t, \psi_t \geq 0. \quad (57f)
\]

Next we derive the optimal primal-dual solutions based on (57) in the four cases discussed in Lemmas 1~4.
According to the definition of set $\Omega^1_\beta(\lambda)$ in (16), the case of $(\beta, \theta_t) \in \Omega^1_\beta(\lambda^*)$ indicates the following inequalities
\[
\theta_t u_t'(1) - \beta_t c_t e_t'(c_t) - \lambda^* d_t \geq 0, \quad (58a)
\]
\[
\beta_t c_t e_t'(c_t) - p_t c_t - \lambda^* r_t \leq 0, \quad (58b)
\]
which imply $x_t^* = 1$, $z_t^* = 0$, $\mu_t^* = 0$, $\zeta_t^* = 0$, and $\psi_t^* = 0$. This completes the proof of Lemma 1.

According to the definition of set $\Omega^1_\beta(\lambda)$ in (18), the case of $(\beta, \theta_t) \in \Omega^1_\beta(\lambda^*)$ indicates the following inequalities
\[
\theta_t u_t'(1) - \beta_t c_t e_t'(c_t) - \lambda^* d_t \geq 0, \quad (59a)
\]
\[
\beta_t c_t e_t'(c_t) - p_t c_t - \lambda^* r_t \geq 0, \quad (59b)
\]
which imply $x_t^* = 1$ and $z_t^*$ satisfies
\[
\beta_t c_t e_t'(1 - z_t^*) c_t - p_t c_t - \lambda^* r_t = 0. \quad (60)
\]
Hence we have
\[
z^0_t(\lambda) \triangleq 1 - e_t^{-1} \left( \frac{p_t c_t + r_t \lambda}{\beta_t c_t} \right) / c_t, \quad (61)
\]
which completes the proof of Lemma 2.

According to the definition of set $\Omega^1_\beta(\lambda)$ in (20), the case of $(\beta, \theta_t) \in \Omega^1_\beta(\lambda^*)$ indicates the following inequalities
\[
\theta_t u_t'(1) - \beta_t c_t e_t'(c_t) - d_t \lambda^* \leq 0, \quad (62a)
\]
\[
u_t^{t-1} \left( \frac{p_t c_t + (d_t + r_t) \lambda}{\beta_t c_t} \right) > e_t^{t-1} \left( \frac{p_t c_t + r_t \lambda}{\beta_t c_t} \right) / c_t, \quad (62b)
\]
which imply that the variables $x_t^*$ and $z_t^*$ satisfy the following conditions:
\[
\theta_t u_t'(x_t^*) - \beta_t c_t e_t'(x_t^* - z_t^*) c_t - \lambda^* d_t = 0, \quad (63a)
\]
\[
\beta_t c_t e_t'(x_t^* - z_t^*) c_t - p_t c_t - \lambda^* r_t = 0, \quad (63b)
\]
and $\lambda_t^* = \psi_t^* = 0$. Hence we have
\[
x^1_t(\lambda) = u_t^{t-1} \left( \frac{p_t c_t + (d_t + r_t) \lambda}{\beta_t c_t} \right), \quad (64a)
\]
\[
z^1_t(\lambda) = x^1_t(\lambda) - e_t^{t-1} \left( \frac{p_t c_t + r_t \lambda}{\beta_t c_t} \right) / c_t, \quad (64b)
\]
which completes the proof of Lemma 3.

According to the definition of set $\Omega^1_\beta(\lambda)$ in (22), the case of $(\beta, \theta_t) \in \Omega^1_\beta(\lambda^*)$ indicates the following inequalities
\[
\theta_t u_t'(1) - \beta_t c_t e_t'(c_t) - d_t \lambda^* \leq 0, \quad (65a)
\]
\[
u_t^{t-1} \left( \frac{p_t c_t + (d_t + r_t) \lambda}{\beta_t c_t} \right) \leq e_t^{t-1} \left( \frac{p_t c_t + r_t \lambda}{\beta_t c_t} \right) / c_t, \quad (65b)
\]
which imply that $z_t^* = 0$ and $x_t^*$ satisfies
\[
\theta_t u_t'(x_t^*) - \beta_t c_t e_t'(x_t^* c_t) = d_t \lambda^*. \quad (66)
\]
This completes the proof of Lemma 4.

The remaining part of proving this theorem is to derive the optimal Lagrangian multiplier $\lambda^*$.

Based on the above discussions and the definition (25), we have
\[
\sum_{t=1}^{T} d_t x_t^*(\lambda) + r_t z_t^*(\lambda) = A(\lambda). \quad (67)
\]
Hence the optimal Lagrangian multiplier $\lambda^*$ has two possibilities:

- Based on (56), the case of $A(\pi) \geq Q$ indicates that $\lambda^* = \pi$, $s^* = A(\pi) - Q \geq 0$.

- Based on (56), the case of $A(\pi) < Q$ indicates that $s^* = 0$ and $\lambda^* = \lambda^t$.

This completes the proof of this theorem.

\section*{Appendix B}

\textbf{Proof of Theorem 2.} We prove this theorem by deriving a upper bound on the MU’s payoff gap. For notation simplicity, we let $\lambda^*$ denote the shadow price associate with the online decisions $(\hat{x}, \hat{z})$. Then we have
\[
S(x^*, z^*) - S(\hat{x}, \hat{z})
\]
\[
= \sum_{t=1}^{T} L_t(x_t^*, z_t^*, \lambda^*) - \sum_{t=1}^{T} L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda})
\]
\[
= \sum_{t=1}^{T} \left[ L_t(x_t^*, z_t^*, \lambda^*) - L_t(x_t^*, z_t^*, \lambda_t) \right]
\]
\[
+ \sum_{t=1}^{T} \left[ L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}) - L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}^*) \right], \quad (68)
\]
\[
\leq \sum_{t=1}^{T} \left[ L_t(x_t^*, z_t^*, \lambda^*) - L_t(x_t^*, z_t^*, \lambda_t) \right]
\]
\[
+ \sum_{t=1}^{T} \left[ L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}) - L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}^*) \right].
\]

Furthermore, for notation simplicity, we define $G(\hat{\lambda})$ and $H(\hat{\lambda})$ as follows:
\[
G(\hat{\lambda}) \triangleq \sum_{t=1}^{T} \left[ L_t(x_t^*, z_t^*, \lambda^*) - L_t(x_t^*, z_t^*, \lambda_t) \right], \quad (69)
\]
\[
H(\hat{\lambda}) \triangleq \sum_{t=1}^{T} \left[ L_t(\hat{x}_t, \hat{z}_t, \lambda_t) - L_t(\hat{x}_t, \hat{z}_t, \lambda^*) \right], \quad (70)
\]
and we have $S(x^*, z^*) - S(\hat{x}, \hat{z}) = G(\hat{\lambda}) + H(\hat{\lambda})$. Moreover, combining the following Lemma 8 and Lemma 9 proves this theorem.

\textbf{Lemma 8.} The shadow price sequence $\hat{\lambda} = \{\lambda_t, t \in T\}$ generated by strategy $A$ in Algorithm 1 satisfies
\[
H(\hat{\lambda}) \leq \frac{\pi^2}{2} \frac{1}{\eta t} + \zeta^2 \sum_{t=1}^{T} \frac{\eta t}{2}. \quad (71)
\]

\textbf{Proof of Lemma 8.} We prove this lemma by showing an upper bound of the defined $H(\hat{\lambda})$. According to the definition of $L(\cdot)$, we have
\[
L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}_t) - L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}^*) = \left( \frac{\hat{\theta}_t}{\eta} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right) \left( \hat{\lambda}_t - \hat{\lambda}^* \right). \quad (72)
\]

Furthermore, the projection operation in Algorithm 1 indicates the following inequality
\[
\left( \lambda_{t+1} - \hat{\lambda}^* \right)^2 = \left[ P_{[0, \pi]} \left( \hat{\lambda}_t - \eta_t \left( \frac{\hat{\theta}_t}{\eta} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right) \right) - \hat{\lambda}^* \right]^2
\]
\[
\leq \left( \hat{\lambda}_t - \eta_t \left( \frac{\hat{\theta}_t}{\eta} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right) - \hat{\lambda}^* \right)^2
\]
\[
= \left( \hat{\lambda}_t - \hat{\lambda}^* \right)^2 + \eta_t^2 \left( \frac{\hat{\theta}_t}{\eta} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right)^2
\]
\[
- 2\eta_t (\hat{\lambda}_t - \hat{\lambda}^*) \cdot \left( \frac{\hat{\theta}_t}{\eta} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right), \quad (73)
\]
which implies that
\[
\left( \hat{\lambda}_t - \hat{\lambda}^* \right) \cdot \left( \frac{\hat{\theta}_t}{\eta} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right) \leq \left( \hat{\lambda}_t - \hat{\lambda}^* \right)^2 \left( \lambda_{t+1} - \hat{\lambda}^* \right)^2
\]
\[
+ \eta_t \left( \frac{\hat{\theta}_t}{\eta} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right)^2. \quad (74)
\]
Combining (72) and (74), we obtain
\[
L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}_t) - L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}^*) \leq \frac{(\hat{\lambda}_t - \lambda^*)^2 - (\hat{\lambda}_{t+1} - \lambda^*)^2}{2\eta}
+ \frac{1}{2\eta} \left( \frac{Q}{T} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right)^2.
\] (75)
Moreover, summing (75) from \(t = 1\) to \(T\) leads to
\[
\sum_{t=1}^{T} L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}_t) - L_t(\hat{x}_t, \hat{z}_t, \hat{\lambda}^*) \leq \frac{T}{2\eta} \left( \hat{\lambda}_t - \lambda^* \right)^2 - \frac{T}{2\eta} \left( \hat{\lambda}_{t+1} - \lambda^* \right)^2
+ \frac{T}{2\eta} \left( \frac{Q}{T} - \hat{h}_t(\hat{x}_t, \hat{z}_t) \right)^2
\leq \frac{T}{2\eta} \left( \frac{1}{\eta} - \frac{1}{\eta_{t-1}} \right) + \sum_{t=1}^{T} \frac{\eta}{2}
\leq \frac{T}{2\eta} + \sum_{t=1}^{T} \frac{\eta}{2}
\] (76)
where \(\Xi\) is defined in Definition 1. This completes the proof of this lemma.

**Lemma 9.** The shadow price sequence \(\hat{\lambda} = \{\hat{\lambda}_t, t \in T\}\) generated by strategy \(A\) in Algorithm 1 satisfies
\[
G(\hat{\lambda}) \leq \Xi \Psi \sum_{t=1}^{T} \eta_t.
\] (77)

**Proof of Lemma 9.** We prove this lemma by showing an upper bound for \(G(\hat{\lambda})\). According to the definition of \(L_t(\cdot, \cdot)\), we have
\[
G(\hat{\lambda}) = \sum_{t=1}^{T} L_t(x_t^*, z_t^*, \lambda^*) - L_t(x_t^*, z_t^*, \hat{\lambda}_t)
= \sum_{t=1}^{T} \left( \hat{\lambda}_t - \lambda^* \right) \left( \hat{h}_t(x_t^*, z_t^*) - \frac{Q}{T} \right)
= - \sum_{t=1}^{T} \hat{\lambda}_t l_t - \lambda^* \sum_{t=1}^{T} -l_t
= - \sum_{t=1}^{T} \hat{\lambda}_t l_t - \left[ \sum_{t=1}^{T} -l_t \right]^+.
\] (78)
where \(l_t\) is defined in Definition 2.

Note that the shadow price sequence \(\hat{\lambda}\) generated by Algorithm 1 satisfies the following inequalities
\[
|\hat{\lambda}_t - \hat{\lambda}_{t+1}| \leq \Xi \eta_t, \ \forall t \in \{1, 2, ..., T - 1\}.
\] (79)

Hence we can derive an upper bound for \(G(\hat{\lambda})\) by maximizing it over \(\hat{\lambda} = (\hat{\lambda}_t, t \in T)\) under the inequality constraints (79). That is, we have \(G(\hat{\lambda}) \leq \hat{G}\), where \(\hat{G}\) is defined by
\[
\hat{G} \triangleq \arg \max_{\hat{\lambda}} - \sum_{t=1}^{T} \lambda_t l_t - \left[ \sum_{t=1}^{T} -l_t \right]^+ \quad \text{s.t.} \ |\hat{\lambda}_t - \hat{\lambda}_{t+1}| \leq \Xi \eta_t, \ \forall t \in \{1, 2, ..., T - 1\}, \ \var \lambda = \{\lambda_t, 1 \leq t \leq T\}.
\] (80)
For notation simplicity, we define \(\Delta \in \mathbb{R}^{(T-1) \times T}\) as follows
\[
\Delta_{i,j} = \begin{cases} 1, & \text{if } i = j, \\ -1, & \text{if } i + 1 = j, \\ 0, & \text{otherwise}. \end{cases}
\] (81)
and introduce a set of auxiliary variables \(s \in \mathbb{R}^{T-1}\).
\[
\hat{G} \triangleq \arg \max \ - \sum_{t=1}^{T} \lambda_t l_t - \pi \left[ \sum_{t=1}^{T} -l_t \right]^+ \\
\text{s.t.} \ |s_t| \leq \Xi \eta_t, \ \forall t \in \{1, 2, ..., T - 1\}, \ s = \Delta \lambda, \\
\var \lambda = \{\lambda_t, 1 \leq t \leq T\}, \ s = \{s_t, 1 \leq t \leq T - 1\}.
\] (82)
We express the Lagrangian as follows:
\[
\mathcal{L}(\lambda, s; \mu, \nu) = - \sum_{t=1}^{T} \lambda_t l_t - \pi \left[ \sum_{t=1}^{T} -l_t \right]^+ + \mu^\top (s - \Delta \lambda)
+ \sum_{t=1}^{T} \nu_t (\Xi \eta_t - |s_t|).
\] (83)
Moreover, the duality theory implies that
\[
\hat{G} \leq \min_{\mu, \nu} \max \mathcal{L}(\lambda, s; \mu, \nu).
\] (84)
We maximize \(\mathcal{L}(\lambda, s^*, \mu, \nu)\) over \(\lambda\) and \(s\), and obtain
\[
\mathcal{L}(\lambda^*, s^*, \mu, \nu) = \begin{cases} - \pi \left[ \sum_{t=1}^{T} -l_t \right]^+ + \pi \sum_{t=1}^{T} [-l_t - (\Delta^\top \mu)_t]^+ \\
+ \sum_{t=1}^{T} \nu_t (\Xi \eta_t - |s_t|), & \text{if } \nu_t \geq |\mu_t|, \ \forall t, \\
+ \infty, & \text{otherwise}. \end{cases}
\] (85)
Then we minimize \(\mathcal{L}(\lambda^*, s^*, \mu, \nu)\) over \(\nu\) and obtain
\[
\mathcal{L}(\lambda^*, s^*, \mu, \nu) = - \pi \left[ \sum_{t=1}^{T} -l_t \right]^+ + \pi \sum_{t=1}^{T} [-l_t - (\Delta^\top \mu)_t]^+ \\
+ \sum_{t=1}^{T} |\mu_t| \eta_t \Xi.
\] (86)
Now we know that the following inequality holds
\[
\hat{G} \leq \mathcal{L}(\lambda^*, s^*, \mu, \nu^*), \ \forall \mu.
\] (87)
Hence we define \(\mu^* \in \mathbb{R}^{T-1}\) as follows:
\[
\mu_t^* = \hat{\nu}^* t - \sum_{k=1}^{t} l_k, \ \forall t \in \{1, 2, ..., T - 1\},
\] (88)
and obtain
\[
\sum_{t=1}^{T} [-l_t - (\Delta^\top \mu_t^*)]^+ = \sum_{t=1}^{T} [-l_t - (\hat{\nu}^* - r_t^*)]^+ = \sum_{t=1}^{T} [-l_t]^+ = \sum_{t=1}^{T} [-l_t]^+ + T [-l]^+.
\] (89)
Therefore, $L(\lambda^*, s^*, \mu^*, \nu^*)$ is given by

$$L(\lambda^*, s^*, \mu^*, \nu^*) = \sum_{t=1}^{T-1} |\mu_t^*| \eta_t \Xi \sum_{t=1}^{T} \psi_t \eta_t \Xi \sum_{t=1}^{T} \eta_t.$$  

(90)

This completes the proof of this lemma. □

**APPENDIX C**

**Proof of Lemma 6.** Recall that $V_{\text{ESP}}^*$ is the optimal revenue under fixed pricing in hindsight. We let $p_{\text{opt}} \in \mathbb{R}$ denote the corresponding optimal price. That is,

$$p_{\text{opt}} \triangleq \arg \max_{p \geq p_{\text{min}}} \sum_{t=1}^{T} \sum_{n=1}^{N} p \cdot c_{n,t} \cdot x_{n,t}^*(p) \cdot y_{n,t}^*(p).$$  

(91)

According to the definition of the discrete price candidates, we suppose that $p_{\text{opt}}$ satisfies

$$p(\kappa) \leq p_{\text{opt}} \leq p(\kappa+1).$$  

(92)

Therefore, we have

$$V_{\text{ESP}}(\kappa) = p(\kappa) \cdot \sum_{n=1}^{N} \sum_{t=1}^{T} c_{n,t} z_{n,t}^*(p(\kappa))$$

$$= \frac{p(\kappa+1)}{1 + \epsilon} \cdot \sum_{n=1}^{N} \sum_{t=1}^{T} c_{n,t} z_{n,t}^*(p(\kappa))$$

$$\geq \frac{p(\kappa+1)}{1 + \epsilon} \cdot \sum_{n=1}^{N} \sum_{t=1}^{T} c_{n,t} z_{n,t}^*(p_{\text{opt}})$$

$$\geq \frac{p_{\text{opt}}}{1 + \epsilon} \cdot \sum_{n=1}^{N} \sum_{t=1}^{T} c_{n,t} z_{n,t}^*(p_{\text{opt}})$$

$$= V_{\text{ESP}}^* + \frac{\gamma}{1 + \epsilon},$$

(93a-93e)

where (93c) is due to $p(\kappa) \leq p_{\text{opt}}$. This completes the proof of this lemma. □

**Proof of Lemma 7.** We let $\Omega_t \triangleq \sum_{k=1}^{K} \omega_t(k)$ denote the total weight in slot $t$.

The remaining proof consists of three parts.

**Part I:** Derive for $\ln(\Omega_{t+1}) - \ln(\Omega_t)$ an upper bound that is related to $\sum_{k=1}^{K} \hat{V}_t(k, \kappa_t)$.

According to weight updating in (46), we have

$$\frac{\Omega_{t+1}}{\Omega_t} = \sum_{k=1}^{K} \frac{\omega_{t+1}(k)}{\omega_t(k)} = \sum_{k=1}^{K} \frac{\omega_t(k)}{\Omega_t} \cdot (1 + \delta) \hat{V}_t(k, \kappa_t)$$

$$\leq \sum_{k=1}^{K} \frac{\omega_t(k)}{\Omega_t} \left[1 + \delta \cdot \hat{V}_t(k, \kappa_t)\right],$$

(94)

where the last inequality follows $\hat{V}_t(k, \kappa_t) \leq 1$ (shown in Proposition 2) together with the fact that $(1 + \delta)^x \leq 1 + \delta x$ holds for any $x \in [0, 1]$.

Moreover, the definition of $h_t(k)$ implies that we can express $\frac{\omega_t(k)}{\Omega_t}$ as follows:

$$\frac{\omega_t(k)}{\Omega_t} = \frac{h_t(k) - \gamma(1 + \epsilon)^k / P}{1 - \gamma},$$

(95)

where $P \triangleq \sum_{k=1}^{K} (1 + \epsilon)^k$ is a constant.

Combining (94) and (95), we obtain

$$\frac{\Omega_{t+1}}{\Omega_t} \leq \sum_{k=1}^{K} \frac{h_t(k) - \gamma(1 + \epsilon)^k / P}{1 - \gamma} \cdot \hat{V}_t(k, \kappa_t)$$

$$= 1 + \sum_{k=1}^{K} h_t(k) \cdot \hat{V}_t(k, \kappa_t)$$

$$= 1 + \frac{\gamma \delta}{(1 - \gamma) N c \min P} \sum_{k=1}^{K} V_t(k, \kappa_t)$$

(96)

We take the logarithmic operation of (96) on both sides, and obtain

$$\ln(\Omega_{t+1}) - \ln(\Omega_t) \leq \ln \left(1 + \frac{\gamma \delta}{(1 - \gamma) N c \min P} \sum_{k=1}^{K} V_t(k, \kappa_t)\right)$$

$$\leq \frac{\gamma \delta}{(1 - \gamma) N c \min P} \sum_{k=1}^{K} V_t(k, \kappa_t),$$

(97)

where the second inequality follows that $\ln(1 + x) \leq x$ for any $x \geq 0$. We then sum over $t = 1$ to $t = T$ and obtain the desired upper bound in Part I as follows:

$$\ln(\Omega_{T+1}) - \ln(\Omega_1) \leq \frac{\gamma \delta}{(1 - \gamma) N c \min P} \sum_{t=1}^{T} \sum_{k=1}^{K} V_t(k, \kappa_t).$$

(98)

**Part II:** Derive for $\ln(\Omega_{T+1}) - \ln(\Omega_t)$ a lower bound that is related to $\sum_{t=1}^{T} \hat{V}_t(k, \kappa_t)$.

Now we derive for $\ln(\Omega_{T+1}) - \ln(K)$ a lower bound based on the definition of $\Omega_t$. Specifically, for any $k \in K$ the following holds

$$\ln(\Omega_{T+1}) - \ln(K) \geq \ln \left(\omega_{T+1}(k)\right) - \ln(K),$$

(99a)

$$= \ln \left((1 + \delta) \sum_{t=1}^{T} \hat{V}_t(k, \kappa_t)\right) - \ln(K),$$

(99b)

$$= \left(\sum_{t=1}^{T} \hat{V}_t(k, \kappa_t)\right) \ln(1 + \delta) - \ln(K),$$

(99c)

$$\geq \left(\sum_{t=1}^{T} \hat{V}_t(k, \kappa_t)\right) \left(\delta - \frac{\delta^2}{2}\right) - \ln(K),$$

(99d)

where the last inequality follows that $x - \frac{x^2}{2} \leq \ln(1 + x)$ for any $x \geq 0$.

**Part III:**

Combine the two inequalities derived in Part I and Part III, we know that the following is true

$$\sum_{t=1}^{T} \hat{V}_t(k, \kappa_t) \cdot \left(\delta - \frac{\delta^2}{2}\right) - \ln(K) \leq$$

$$\frac{\gamma \delta}{(1 - \gamma) N c \min P} \sum_{t=1}^{T} \sum_{k=1}^{K} V_t(k, \kappa_t), \quad \forall \kappa \in K.$$
We take the expectation of (100) over all the random variables \( \{\kappa_1, \kappa_2, \ldots, \kappa_T\} \), and obtain

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \tilde{V}_t(k, \kappa_t) \right] \cdot \left( \delta - \frac{\delta^2}{2} \right) - \ln(K) \leq \frac{\gamma \delta}{(1 - \gamma) N \bar{c}_{\min} \mathbb{P}} \mathbb{E} \left[ \sum_{t=1}^{T} \sum_{k=1}^{K} V_t(k, \kappa_t) \right], \quad \forall \kappa \in \mathcal{K}.
\]

(101)

Mathematically, we note that

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \sum_{k=1}^{K} V_t(k, \kappa_t) \right] = \mathbb{E} \left[ \mathbb{V}(\mathcal{P}) \right].
\]

(102)

Moreover, we have

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \tilde{V}_t(k, \kappa_t) \right] = \frac{\gamma}{N \bar{c}_{\min} \mathbb{P}} \sum_{t=1}^{T} \mathbb{E} \left[ \sum_{n \in \mathcal{N}} V_{t,n}(k_{t,n}) | (k_{t,n} = k) \right] h_t(k)
\]

\[
= \frac{\gamma}{N \bar{c}_{\min} \mathbb{P}} \sum_{t=1}^{T} \sum_{n \in \mathcal{N}} V_{t,n}(k) h_t(k)
\]

\[
= \frac{\gamma}{N \bar{c}_{\min} \mathbb{P}} \sum_{t=1}^{T} \sum_{n=1}^{N} V_{t,n}(k)
\]

\[
= \frac{\gamma}{N \bar{c}_{\min} \mathbb{P}} \mathbb{V}(k).
\]

(103)

Substituting the above two expectation results into (101), we know that the following inequality holds

\[
\mathbb{E} \left[ \mathbb{V}(\mathcal{P}) \right] \geq (1 - \gamma) \left( 1 - \frac{\delta}{2} \right) \mathbb{V}(k) - N \bar{c}_{\min} \mathbb{P} \frac{1 - \gamma}{\gamma \delta} \ln(K), \quad \forall k \in \mathcal{K}.
\]

(104)

Accordingly, the remaining proof is to show that \( \Phi(\epsilon, \delta, \gamma) \) is the upper bound of the loss term, as following

\[
N \bar{c}_{\min} \mathbb{P} \frac{1 - \gamma}{\gamma \delta} \ln(K)
\]

\[
= \frac{1 - \gamma}{\gamma \delta} \cdot N \bar{c}_{\min} \cdot \frac{1 + \epsilon}{\epsilon} \cdot (1 + \epsilon) \cdot \ln(K)
\]

\[
< \frac{1 - \gamma}{\gamma \delta} \cdot N \bar{c} \cdot \min(1 + \epsilon)^k \frac{(1 + \epsilon)}{\epsilon} \cdot \ln(K)
\]

\[
= \frac{1 - \gamma}{\gamma} \cdot \frac{1 + \epsilon}{\epsilon} \cdot N \bar{E} \cdot \ln(K)
\]

\[
\leq \frac{1 - \gamma}{\gamma} \cdot \frac{1 + \epsilon}{\epsilon} \cdot N \bar{E} \cdot \ln \left( \frac{\mathbb{E} (\bar{c}_{\min})}{\ln(1 + \epsilon)} \right) = \Phi(\epsilon, \delta, \gamma),
\]

(105)

which completes the proof.

**Proposition 2.** Given the sequence \( \kappa_t \) generated in Algorithm 2, we have

\[
\tilde{V}_t(k, \kappa_t) \leq 1, \quad \forall k \in \mathcal{K}, \ t \in \mathcal{T}.
\]

(106)

**Proof of Proposition 2.** We prove this lemma by showing the upper bound of \( \tilde{V}_t(k, \kappa_t) \). According to the definition of \( \tilde{V}_t(k, \kappa_t) \) in (45), we have

\[
\tilde{V}_t(k, \kappa_t) = \frac{V_t(k, \kappa_t)}{\bar{c}_{\min}} \frac{\gamma}{h_t(k)} \sum_{i=1}^{K} (1 + \epsilon)^i
\]

\[
\leq \frac{V_t(k, \kappa_t)}{\bar{c}_{\min}} \frac{\gamma}{h_t(k)} \sum_{i=1}^{K} (1 + \epsilon)^i
\]

\[
= \frac{V_t(k, \kappa_t)}{\bar{c}_{\min}} \frac{(1 + \epsilon)^k}{1}
\]

\[
\leq \frac{\min(1 + \epsilon)^k N \bar{c}}{\bar{c}_{\min}} \frac{1}{1 + \epsilon} = 1,
\]

(107)

where (107b) is due to the fact \( h_t(k) \geq \min_{i=1}^{K} (1 + \epsilon)^i \), and (107d) follows \( V_t(k, \kappa_t) \leq \min(1 + \epsilon)^k N \bar{c} \).

This completes the proof of this proposition.

**Proof of Corollary 1.** We prove this corollary based on Theorem 3 under the inequality condition \( \mathbb{V} \geq \frac{8}{\alpha} \cdot \Phi \left( \frac{\alpha}{3}, \frac{\alpha}{3}, \frac{\alpha}{12} \right) \) for some \( \alpha \in (0, 1] \).

Theorem 3 under the parameters \( (\epsilon, \delta, \gamma) = \left( \frac{2}{3}, \frac{2}{3}, \frac{2}{12} \right) \) indicates

\[
\mathbb{E} \left[ \mathbb{V}(\mathcal{P}) \right] \geq \frac{(1 - \frac{2}{3}) (1 - \frac{2}{3})}{1 + \frac{2}{3}} \mathbb{V} - \Phi \left( \frac{\alpha}{3}, \frac{\alpha}{3}, \frac{\alpha}{12} \right)
\]

\[
\geq (1 - \frac{2}{3})^2 \mathbb{V} - \frac{\alpha}{8} \mathbb{V}
\]

\[
\geq (1 - \frac{2}{3})^2 - (1 - \frac{2}{3}) \frac{\alpha}{8} \mathbb{V}
\]

Note that we have

\[
(1 - \frac{2}{3})^2 - (1 - \frac{2}{3}) \frac{\alpha}{8} > 1 - \frac{2}{3} - 1 - \frac{2}{3} \frac{\alpha}{8}
\]

\[
= 1 - \frac{7\alpha + 2}{24}
\]

\[
\geq 1 - \frac{7\alpha}{24}
\]

\[
\geq 1 - \frac{\alpha}{3}
\]

(109)

where (109c) follows that \( 1 - \frac{7\alpha + 2}{24} \leq \frac{\alpha}{3} \) for any \( \alpha \in (0, 1] \). And (109d) follows that \( 1 - \frac{1 + \alpha/2}{2} \leq 1 + \alpha \) holds for any \( \alpha \in (0, 1] \).

This completes the proof of this corollary.

**APPENDIX D**

**DIFFERENT UTILITY AND COST FUNCTIONS**

This section extend the numerical results in Section 7 by taking into account different utility and cost functions. Specifically, Section 7 focuses on \( \alpha = 0.5 \) and \( \beta = 1 \) given the series of utility \( u(x) = x^{1-\alpha} \) and the cost \( e(s) = s^{1+\beta} \) respectively. This section further considers the case of \( \alpha = 0.6 \) and \( \beta = 2 \). Fig. 6 plots the utility and cost functions. It is obvious that the concavity and convexness is different.

Given the parameters \( \alpha = 0.6 \) and \( \beta = 2 \), we will compare the MU’s monthly payoff in the following three cases:

\[
\tilde{V}_t(k, \kappa_t) \leq 1, \quad \forall k \in \mathcal{K}, \ t \in \mathcal{T}.
\]
The case of Opt corresponds to the off-line optimal outcome discussed in Theorem 1. The case of Alg1 corresponds to the proposed online strategy $A$ defined in Algorithm 1. The case of Greedy corresponds to the greedy strategy that tends to maximize the daily payoff without taking into account the potential future over usage.

Fig. 7 plots the MU’s monthly payoff under different monthly data caps. Comparing Fig. 7 with Fig. 2(b), we note that the MU’s monthly payoff increases, but the relative performance among the three cases is similar. This also verifies the theoretical result for the MU’s online strategy.

Fig. 8 plots the performance of the pricing policy $\mathcal{P}$ under different values of the maximal raw data amount $\bar{r}$. We compare ESP’s revenue under the pricing policy $\mathcal{P}$ (labeled by Alg2) with the offline optimal revenue (labeled by Opt). Comparing Fig. 8(a) with Fig. 4(a), we note that the ESP’s revenues of the two cases decrease. However, comparing Fig. 8(b) to Fig. 4(b), we note that the relative performance of the pricing policy is robust.