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Abstract

While it is known that the QCD vacuum in a magnetic background exhibits both diamagnetic and paramagnetic characteristics in the low-energy domain, a systematic investigation of the corresponding phases emerging in the pion-dominated regime is still lacking. Here, within two-flavor chiral perturbation theory, taking into account the pion-pion interaction, we analyze the subtle interplay between zero- and finite-temperature portions in the magnetization and magnetic susceptibility. The dependence of the magnetic susceptibility on temperature and magnetic field strength in the paramagnetic and diamagnetic phase is non-monotonic. Our low-energy analysis complements lattice QCD that is currently operating at higher temperatures and stronger magnetic fields.

1 Introduction

Achieving a more quantitative understanding of the phases emerging in quantum chromodynamics (QCD) subjected to external magnetic fields, is a major theme in current strong interaction research. One objective is to gain more rigorous insights into the nonperturbative regime of QCD – or the standard model of particle physics in general. Apart from theoretical aspects such as the characterization of compact neutron stars or the evolution of the early universe, the problem is also phenomenologically relevant in view of heavy-ion collision experiments that probe the quark-gluon plasma. In all these cases the magnetic fields are strong. Here we rather focus on the low-energy
domain where magnetic fields are weak and temperatures are low compared to the chiral symmetry breaking scale $\Lambda_\chi \approx 1 \text{ GeV}$.

The thermomagnetic properties of QCD are described by the magnetization $\mathcal{M}$ and the magnetic susceptibility $\chi$. The classification of the QCD vacuum into diamagnetic or paramagnetic relies on the sign of the magnetic susceptibility, defined as the response of the magnetization with respect to the external magnetic field $H$,

$$\chi = \frac{d\mathcal{M}}{dqH}, \quad \mathcal{M} = -\frac{d z}{dqH}.$$  

(1.1)

Here $z$ is the free energy density and $q$ is the electric charge. Aside from lattice QCD simulations [1–13], alternative approaches to study $\mathcal{M}$ and $\chi$ rely on the Nambu-Jona-Lasinio model and extensions thereof [14–16], on the hadron resonance gas (HRG) model [17–19], and on yet other techniques [20–34]. Remarkably, a systematic study of the magnetic susceptibility within chiral perturbation (CHPT) – i.e., the low-energy effective field theory of QCD – appears to be lacking.

The overall picture that emerged from these studies is that the QCD vacuum behaves as a diamagnetic medium at low temperatures, while at higher temperatures, around $T \approx 110 \text{ MeV}$, it evolves into a paramagnetic medium. The fact that $\chi$ changes from negative into positive as temperature – or magnetic field strength – increase, can be traced back to various reasons. First, at low $T$, the physics of the system is dominated by the pions that give rise to a negative magnetic susceptibility. However, at more elevated temperatures, spin-$\frac{1}{2}$ and spin-1 hadrons also become important – unlike the pions they yield positive contributions to $\chi$. Then, in finite magnetic fields, pions and higher-spin hadrons lead to positive zero-temperature contributions in $\chi$ that grow as the magnetic field becomes stronger. Overall, as temperature rises, the system undergoes a qualitative change in its particle content: while hadrons dominate at low temperatures, quarks are the relevant degrees of freedom at high temperatures – in particular, the quark-gluon plasma exhibits strong paramagnetic behavior.

Current lattice QCD simulations and most other studies address the temperature regime around or above $T \approx 110 \text{ MeV}$. An exception is the hadron resonance gas model: much like chiral perturbation theory it applies at low temperatures. However, the study in Ref. [17] was restricted to noninteracting particles. In general, a quantitative investigation of the diamagnetic and paramagnetic phases in finite magnetic fields and at low temperatures, is still lacking. In the present two-flavor CHPT analysis, where pion-pion interactions are taken into account, we provide such a systematic and rigorous low-energy analysis. We derive the two-loop representation for the magnetization and the magnetic susceptibility at zero and finite temperatures in weak external homogeneous magnetic fields. We show that the QCD vacuum at $T=0$ is paramagnetic in nonzero magnetic fields. In contrast, the finite-temperature portion in the magnetic susceptibility is negative, such that the total magnetic susceptibility $\chi_{\text{tot}}$ (sum of $T=0$ and finite-$T$ contribution) may result positive or negative: depending on temperature and magnetic field strength, paramagnetic and diamag-
netic phases can be identified in the low-energy region. In zero magnetic field, $\chi_{\text{tot}}$ is strictly negative in the pion-dominated regime, but as the magnetic field grows, the QCD vacuum turns into a paramagnetic medium at low temperatures. Remarkably, the dependence of $\chi_{\text{tot}}$ on temperature is non-monotonic in the paramagnetic phase. We stress that we provide high-precision results in a parameter domain where lattice QCD simulations still are a challenge.

2 Magnetization

We first consider the magnetization that is induced by the external magnetic field. Based on the representation of the renormalized vacuum energy density $z^H_0$ given Eq. (A.10), the magnetization at zero temperature amounts to

$$M_0(M_\pi, H) = \frac{|qH|}{8\pi^2} J_{-2} + \frac{M_\pi^2}{16\pi^2} J_{-1} + \frac{I_3}{1536\pi^4} \frac{M_\pi^4}{F^2} \left\{ I_{-1} + \frac{M_\pi^2}{|qH|} I_0 \right\}$$

$$+ \frac{I_3}{1536\pi^4} \frac{M_\pi^2|qH|}{F^2} - \frac{I_6 - I_5}{768\pi^4} \frac{|qH|}{F^2} \left\{ 3|qH| I_{-1} + M_\pi^2 I_0 \right\}. \quad (2.1)$$

The dimensionless integrals $I_n(M_\pi, H)$ and $J_n(M_\pi, H)$, defined in Eq. (A.3), depend on the pion mass $M_\pi$ and the magnetic field $H$. The dimensionless quantities $I_3, I_5, I_6$ are so-called next-to-leading order low-energy constants. Following Refs. [35, 36], we use the values $I_3 = 3.41(82)$ and $I_6 - I_5 = 2.64 \pm 0.72$. To discuss the properties of the QCD vacuum it is convenient not to use absolute values of $M_\pi, H$ and $T$, but to define dimensionless quantities $m, m_H, \text{and } t$ as

$$m = \frac{M_\pi}{4\pi F}, \quad m_H = \frac{\sqrt{|qH|}}{4\pi F}, \quad t = \frac{T}{4\pi F}. \quad (2.2)$$

\footnote{For completeness we provide explicit expressions for the free energy density in Appendix [A]}
The denominator $\Lambda_\chi \approx 4\pi F \approx 1$ GeV is the chiral symmetry breaking scale. For the tree-level pion decay constant we use $F = 85.6$ MeV\cite{36}. At low energies, i.e., in the domain where CHPT is valid, the parameters $m, m_H$, and $t$ are small. In the subsequent plots we choose $t \lesssim 0.15$ ($T \lesssim 150$ MeV) and $m_H \lesssim 0.3$ ($|qH| \lesssim 0.1$ GeV$^2$). The dependence of $M_0(M_\pi, H)$ on magnetic field strength ($m_H$) is illustrated in Fig.\ref{fig:M0} for the physically relevant case $M_\pi = 140$ MeV ($m = 0.130$). $M_0(M_\pi, H)$ is positive and grows monotonically as the magnetic field strength increases. The curvature implies paramagnetic behavior. The limit $H \to 0$ does not pose any problems: $\lim_{H \to 0} M_0(M_\pi, H) = 0$. As expected, no spontaneous magnetization emerges.

In contrast to $M_0(M_\pi, H)$, the purely finite-temperature portion $M_T(M_\pi, H)$ in the total magnetization

\begin{equation}
M_{\text{tot}}(T, M_\pi, H) = M_0(M_\pi, H) + M_T(M_\pi, H),
\end{equation}

is negative at $M_\pi = 140$ MeV according to the LHS of Fig.\ref{fig:Mt}. Its dependence on $T$ and $H$ is nontrivial: at lower (fixed) temperatures, $|M_T(M_\pi, H)|$ initially grows as the magnetic field gets stronger, goes through a maximum and then starts to decline. At fixed magnetic field strength, $|M_T(M_\pi, H)|$ also starts to increase less rapidly as temperature rises. With respect to the (negative) one-loop contribution, the two-loop correction is of the order of a few percent and positive, i.e., it slightly weakens the dominant effect. Finally, on the RHS of Fig.\ref{fig:Mt} we depict the total magnetization which may take positive or negative values. Remarkably, this non-monotonic dependence of $M_{\text{tot}}(T, M_\pi, H)$ on $H$ implies that the QCD vacuum may behave as a diamagnetic or paramagnetic medium (see below).

\footnote{The explicit two-loop representation for $M_T(M_\pi, H)$ can be found in Ref.\cite{37}.}
Figure 3: Zero-temperature QCD magnetic susceptibility $\chi_0$ in terms of magnetic field strength ($m_H$).

3 Magnetic Susceptibility

We now focus on the magnetic susceptibility where we also present zero-temperature and finite-temperature pieces,

$$\chi_{\text{tot}}(T, M_\pi, H) = \chi_0(M_\pi, H) + \chi_T(M_\pi, H),$$

separately. The zero-temperature portion reads

$$\chi_0(M_\pi, H) = \frac{1}{16\pi^2} \left\{ 2J_{-2} + \frac{2M_\pi^2}{|qH|} J_{-1} + \frac{M_\pi^4}{|qH|^2} J_0 \right\} + \frac{\bar{t}_3}{512\pi^4 F^2} \frac{M_\pi^8}{|qH|^3} \bar{T}_1$$

+ \frac{\bar{t}_3}{1536\pi^4} \frac{M_\pi^2}{F^2} - \frac{\bar{t}_6 - \bar{t}_5}{768\pi^4 F^2} \left\{ 6|qH| \bar{T}_{-1} + 4M_\pi^2 \bar{T}_0 + \frac{M_\pi^4}{|qH|} \bar{T}_1 \right\} .$$

According to Appendix B where we analyze the limit $|qH| \ll M_\pi^2$, the corresponding expansion of $\chi_0(M_\pi, H)$ is characterized by even powers of the magnetic field,

$$\chi_0(M_\pi, H) = \alpha_0 + \alpha_2 |qH|^2 + \alpha_4 |qH|^4 + O(|qH|^6) ,$$

with coefficients $\alpha_n$ given in Eq. (B.7). As explained in Appendix A.1 we adopt the standard renormalization prescription which is to drop in the $T=0$ free energy density all terms quadratic in the magnetic field. This means that $\chi_0$ in zero magnetic field is set to zero by definition,

$$\lim_{H \to 0} \chi_0(M_\pi, H) = 0 \iff \alpha_0 = 0 .$$

The dependence of the zero-temperature magnetic susceptibility on magnetic field strength ($m_H$) at $M_\pi = 140$ MeV is shown in Fig. 3 $\chi_0(M_\pi, H)$ is positive and grows monotonically – the QCD vacuum at $T=0$ in finite magnetic fields is paramagnetic.
The finite-temperature portion of the magnetic susceptibility we write as
\[ \chi_T(M_\pi, H) = \chi_1(T, M_\pi, H) + \chi_2(T, M_\pi, H). \] (3.5)

The one-loop contribution \( \chi_1 \) refers to noninteracting pions. The two-loop correction \( \chi_2 \) contains the pion-pion interaction and is of the order of a few percent compared to \( \chi_1 \). The respective expressions are rather lengthy and provided in Appendix C. On the LHS of Figure 4 we depict the dependence of \( \chi_T(M_\pi, H) \) on temperature and magnetic field at \( M_\pi = 140 \text{ MeV} \): it is negative in most of parameter space accessible by CHPT – only in stronger magnetic fields it takes slightly positive values. At fixed \( T \), \( \chi_T(M_\pi, H) \) increases as the magnetic field becomes stronger and then reaches a plateau. At fixed \( H \), overall, \( \chi_T(M_\pi, H) \) decreases as temperature rises – however, in stronger magnetic fields, it first slightly grows and then falls off to negative values – hence exhibiting non-monotonic behavior.

The main result of the present study concerns the total magnetic susceptibility \( \chi_{\text{tot}}(T, M_\pi, H) \), i.e., the superposition of \( \chi_0(M_\pi, H) \) and \( \chi_T(M_\pi, H) \). This quantity indeed exhibits some remarkable features in the low-energy region. First, as we illustrate on the RHS of Figure 4 in stronger magnetic fields, the QCD vacuum – irrespective of temperature – is paramagnetic. In weaker magnetic fields, however, a diamagnetic phase starts to emerge – eventually, at \( H=0 \), the QCD vacuum is diamagnetic in the entire regime \( t < 0.15 \). Second, the behavior of \( \chi_{\text{tot}}(T, M_\pi, H) \) in the paramagnetic phase is non-monotonic as can be better appreciated in Figure 5 as temperature grows – while \( H \) kept fixed – \( \chi_{\text{tot}} \) initially rises, goes through a maximum and then starts to drop. It should be pointed out that this phenomenon already emerges at one-loop order and is slightly weakened (of the order of a few permille)
by the two-loop correction. The effect is more pronounced in stronger magnetic fields and it is absent at $H=0$ – in the latter case the QCD vacuum is purely diamagnetic in the pion-dominated low-temperature phase. Third, the behavior of $\chi_{\text{tot}}(T, M_\pi, H)$ is also non-monotonic in the diamagnetic phase. Extrapolating our results to higher temperatures, $\chi_{\text{tot}}$ eventually develops a minimum and then starts to rise as $T$ increases – this latter effect is not shown in Figure 4 since we are about to leave the low-energy domain where CHPT is valid. The point is that the two-loop correction becomes large and positive at higher $T$ and weak magnetic fields. While the (negative) one-loop contribution at $H=0$ simply implies a monotonic decrease of $\chi_{\text{tot}}$ with $T$, the two-loop contribution causes the non-monotonic behavior, signaling that the diamagnetic QCD vacuum eventually turns into paramagnetic at higher temperatures.

4 Conclusions

The subtle interplay between zero-$T$ and finite-$T$ contributions leads to the nontrivial behavior of the magnetization and magnetic susceptibility that we observe at low temperatures and weak magnetic fields. The comparison of CHPT studies of the quark condensate with lattice data performed in Ref. [38] suggests that CHPT is perfectly valid up to magnetic field strengths of $|qH| \lesssim 0.1 \text{GeV}^2 (m_H \gtrsim 0.3)$. Likewise, the HRG model analysis of Ref. [17] concludes that pions no longer dominate at low temperatures beyond $|qH| \gtrsim 0.2 \text{GeV}^2 (m_H \gtrsim 0.4)$. Our high-precision and fully systematic results for the magnetization and magnetic susceptibility are within this parameter range and thus accurately describe the pion-dominated phase. We hence complement and extend all previous studies on these two observables to a parameter domain that is hardly accessible by lattice QCD at present and has not been examined.
by any other method beyond leading order in a systematic way. It remains to be seen whether future lattice QCD simulations can quantitatively explore the diamagnetic and paramagnetic phases in the low-energy region of QCD and confirm our predictions.
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A Representation of the Free Energy Density

The purpose of this Appendix is to make the presentation self-contained by providing explicit expressions for the two-loop free energy density $z$ which is the starting point of our analysis. It is convenient to split $z$ into two pieces,

$$ z = z_0 + z_T, \quad (A.1) $$

where $z_0$ is the free energy density at $T=0$ and $z_T$ is the finite-temperature portion. In what follows we discuss these two pieces individually. The two-loop calculation within the framework of two-flavor chiral perturbation theory\textsuperscript{3} in the isospin limit $m_u = m_d$ was performed in Refs. \cite{41,42}.

A.1 Zero Temperature

The renormalized vacuum energy density $z_0$ takes the form

$$ z_0 = -F^2 M^2 + \frac{M^4}{64\pi^2} \left( \tilde{t}_3 - 4\tilde{t}_1 - \frac{3}{2} \right) + \frac{|qH|^2}{96\pi^2} (\tilde{h}_2 - 1) - \frac{|qH|^2}{16\pi^2} \mathcal{J}_2 $$

$$+ \frac{3\tilde{t}_3(\tilde{t}_{10} + 2\tilde{t}_{11})}{1024\pi^4} \frac{M^6}{F^2} - \frac{(\tilde{t}_6 - \tilde{t}_5)\tilde{t}_{34}}{768\pi^4} \frac{|qH|^2 M^2}{F^2} $$

$$- \frac{\tilde{t}_3}{512\pi^4} \frac{M^4 |qH|}{F^2} \mathcal{I}_{-1} + \frac{\tilde{t}_6 - \tilde{t}_5}{768\pi^4} \frac{|qH|^3}{F^2} \mathcal{J}_{-1} + \mathcal{O}(p^8), \quad (A.2)$$

where the integrals $\mathcal{I}_n$ and $\mathcal{J}_n$ are

$$ \mathcal{I}_n = \int_0^\infty d\rho \rho^n \exp \left( - \frac{M^2}{|qH|} \rho \right) \left( \frac{1}{\sinh(\rho)} - \frac{1}{\rho} \right), $$

$$ \mathcal{J}_n = \int_0^\infty d\rho \rho^n \exp \left( - \frac{M^2}{|qH|} \rho \right) \left( \frac{1}{\sinh(\rho)} - \frac{1}{\rho} + \frac{\rho}{6} \right). \quad (A.3)$$

\textsuperscript{3}Outlines of chiral perturbation theory are given in Refs. \cite{38,40}. 
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contains the renormalized next-to-leading order and next-to-next-to-leading order effective constants, $l_3, l_5, l_6, h_1, h_2$ and $c_{10}, c_{11}, c_{34}$, respectively. Details on the definition and running of these low-energy couplings can be found in Appendix A of Ref. [42], as well as in the original references [35, 43]. Numerical values are provided in the main body of the present paper. Finally, $M$ is the tree-level pion mass which is related to the (one-loop) pion mass $M_\pi$ as

$$M_\pi^2 = M^2 - \frac{l_3}{32\pi^2} \frac{M^4}{F^2} + O(M^6). \quad (A.4)$$

A crucial question is which contributions in the $T=0$ free energy density are physically relevant. Since we are interested in how the QCD vacuum is affected by the magnetic field, we can ignore all terms that do not involve the magnetic field. We are then left with

$$z_0^H = \frac{|qH|^2}{96\pi^2} \left( \frac{1}{16\pi^2} J_{-2} - \frac{l_3}{768\pi^4} \frac{|qH|^2 M^2}{F^2} \right) - \frac{l_3}{512\pi^4} \frac{M^4 |qH|}{F^2} I_{-1} + \frac{l_3}{768\pi^4} \frac{|qH|^3}{F^2} I_{-1}. \quad (A.5)$$

Clearly, the contribution

$$- \frac{|qH|^2}{96\pi^2} \quad (A.6)$$

can be dropped as it is independent of the properties of the pions: it does not involve the pion mass, but solely depends on the external magnetic field. Note that there are further terms quadratic in the magnetic field. At chiral order $p^4$, we have

$$\frac{7l_2}{96\pi^2} |qH|^2, \quad (A.7)$$

and at chiral order $p^6$ we have

$$- \frac{7l_2 - l_5}{768\pi^4} \frac{M^2}{F^2} |qH|^2. \quad (A.8)$$

Then – according to the analysis of the integral $I_{-1}$ in the limit $|qH| \ll M^2$ performed in Appendix [B] – an additional term quadratic in the magnetic field arises at chiral order $p^6$, namely,

$$\frac{l_3}{3072\pi^4} \frac{M^2}{F^2} |qH|^2. \quad (A.9)$$

In order to compare our results with the literature, we adopt the renormalization prescription for the zero-temperature free energy density that underlies lattice as well HRG model studies [1–13, 17–19, 22], which is to **drop in the $T=0$ free energy density all terms quadratic in the magnetic field**. In our CHPT framework this corresponds to subtracting the terms (A.6)-(A.9) from the vacuum energy density.
Eq. (A.5). The properly normalized zero-temperature free energy density hence takes the form

\[
\frac{z_H^0}{16\pi^2} = -\left|qH\right|^2 \left[\mathcal{J}_- + \frac{1}{6M^2}\right] + \frac{5}{768\pi^4} \frac{\left|qH\right|^3}{F^2} \mathcal{J}_- \tag{A.10}
\]

Note that the difference between the tree-level pion mass \(M\) and the one-loop pion mass \(M_\pi\) only starts manifesting itself beyond chiral order \(p^6\). We can therefore safely replace \(M\) by \(M_\pi\) in Eq. (A.10). The expansion of \(z_H^0\) in the limit \(\left|qH\right| \ll M^2\) gives rise to even powers of the magnetic field that start at order \(\left|qH\right|^4\) – all terms quadratic in the magnetic field have been eliminated.

Equivalently, within this convention, the \(T=0\) magnetic susceptibility \(\chi_0\) in zero magnetic field is set to zero by definition,

\[
\lim_{H \to 0} \chi_0 = \lim_{H \to 0} - \frac{d^2 z_H^0}{d|qH|^2} = 0. \tag{A.11}
\]

It is important to emphasize that our assessment of whether the QCD vacuum has diamagnetic or paramagnetic properties is tied to this renormalization convention.

### A.2 Finite Temperature

For completeness we provide the finite-temperature contribution \(z_T\) in the free energy density. Following Ref. [41], the two-loop representation reads

\[
z_T = -g_0(M_\pi^\pm, T, 0) - \frac{1}{2}g_0(M_\pi^0, T, 0) - \tilde{g}_0(M_\pi^\pm, T, H)
+ \frac{M_\pi^2}{2F^2} g_1(M_\pi^\pm, T, 0) g_1(M_\pi^0, T, 0) - \frac{M_\pi^2}{8F^2} \left[ g_1(M_\pi^0, T, 0) \right]^2
+ \frac{M_\pi^2}{2F^2} g_1(M_\pi^0, T, 0) \tilde{g}_1(M_\pi^\pm, T, H) + O(p^8), \tag{A.12}
\]

with respective Bose functions defined as

\[
g_{r}(M, T, 0) = \frac{T^{4-2r}}{(4\pi)^r} \int_0^\infty d\rho \rho^{r-3} \exp\left(-\frac{M^2}{4\pi T^2 \rho}\right) \left[ S\left(\frac{1}{\rho}\right) - 1 \right],
\]

\[
\tilde{g}_{r}(M_\pi^\pm, T, H) = \frac{T^{2-2r}}{(4\pi)^{r+1}} |qH| \int_0^\infty d\rho \rho^{r-2} \left( \frac{1}{\sinh(|qH|\rho/4\pi T^2)} - \frac{4\pi T^2}{|qH|\rho} \right)
\times \exp\left(-\frac{(M_\pi^\pm)^2}{4\pi T^2 \rho}\right) \left[ S\left(\frac{1}{\rho}\right) - 1 \right], \tag{A.13}
\]

where \(S(z)\),

\[
S(z) = \sum_{n=-\infty}^\infty \exp(-\pi n^2 z), \tag{A.14}
\]

This means that the NLO effective constant \(\tilde{r}_2\) and the NNLO effective constant \(\tilde{r}_{34}\) are irrelevant within the adopted renormalization prescription.
is the Jacobi theta function. The Bose functions involve the quantities $M_{\pi}^\pm$ and $M_{\pi}^0$, i.e., the masses of the charged and neutral pions subjected to the magnetic field,

$$\begin{align*}
(M_{\pi}^\pm)^2 &= M_{\pi}^2 + \frac{76 - 75}{4\pi^2} \frac{|qH|^2}{F^2}, \\
(M_{\pi}^0)^2 &= M_{\pi}^2 + \frac{M_{\pi}^2 |qH|}{16\pi^2 F^2} I_{-1}.
\end{align*}$$

(A.15)

The symbol $\mathcal{M}$ in the kinematical Bose functions $g_r$ can either denote $M_{\pi}^\pm$ or $M_{\pi}^0$ depending on context. The quantity $M_{\pi}$ is the (one-loop) pion mass in zero magnetic field defined by Eq. (A.4).

### B Zero-Temperature Magnetic Susceptibility in the Limit $|qH| \ll M^2$

In this Appendix we identify the structure of magnetic field powers in the zero-temperature magnetic susceptibility $\chi_0(M, H)$ by considering the limit $|qH| \ll M^2$. The quantity $\chi_0(M, H)$,

$$\chi_0(M, H) = -\frac{d^2 z_0}{d|qH|^2},$$

(B.1)

with $z_0$ given in Eq. (A.2), contains the integrals $I_n$ and $J_n$ – see Eq. (A.3) – that we write as

$$\begin{align*}
I_n &= \varepsilon^{n+1} \int_0^\infty d\rho \rho^n e^{-\rho} \left( \frac{1}{\sinh(\varepsilon \rho)} - \frac{1}{\varepsilon \rho} \right), \\
J_n &= \varepsilon^{n+1} \int_0^\infty d\rho \rho^n e^{-\rho} \left( \frac{1}{\sinh(\varepsilon \rho)} - \frac{1}{\varepsilon \rho + \frac{\varepsilon \rho}{6}} \right),
\end{align*}$$

(B.2)

where $\varepsilon$,

$$\varepsilon = \frac{|qH|}{M^2},$$

(B.3)

is the relevant expansion parameter. The integrands yield the series

$$\frac{1}{\sinh(\varepsilon \rho)} - \frac{1}{\varepsilon \rho} = \hat{c}_1 \rho \varepsilon + \hat{c}_2 \rho^3 \varepsilon^3 + \hat{c}_3 \rho^5 \varepsilon^5 + \mathcal{O}(\varepsilon^7),$$

(B.4)
with the first five Taylor coefficients as
\[
\begin{align*}
\hat{c}_1 &= -\frac{1}{6} \approx -0.167, \\
\hat{c}_2 &= \frac{7}{360} \approx 0.0194, \\
\hat{c}_3 &= -\frac{31}{15120} \approx -0.00205, \\
\hat{c}_4 &= \frac{127}{604800} \approx 0.000210, \\
\hat{c}_5 &= -\frac{73}{3421440} \approx -0.0000213.
\end{align*}
\] (B.5)

Collecting terms, we find that the zero-temperature magnetic susceptibility features even powers of the magnetic field and amounts to
\[
\chi_0(M,H) = \alpha_0 + \alpha_2 |qH|^2 + \alpha_4 |qH|^4 + \mathcal{O}(|qH|^6),
\] (B.6)

with respective coefficients
\[
\begin{align*}
\alpha_0 &= -\frac{T_2 - 1}{48\pi^2} + \frac{c_{34}(T_6 - T_5)}{384\pi^4} \frac{M^2}{F^2} - \frac{\bar{T}_3}{1536\pi^4} \frac{M^2}{F^2}, \\
\alpha_2 &= \frac{7}{480\pi^2 M^4} + \frac{3l_3}{7680\pi^4 F^2 M^2} + \frac{3}{384\pi^4 F^2 M^2}, \\
\alpha_4 &= -\frac{31}{1344\pi^2 M^8} - \frac{31\bar{T}_3}{10752\pi^4 F^2 M^6} - \frac{7(T_6 - T_5)}{4608\pi^4 F^2 M^6}. 
\end{align*}
\] (B.7)

Again we point out that the renormalization convention adapted for the $T=0$ free energy density specified in Appendix A.1 implies that the coefficient $\alpha_0$ is set to zero by definition, i.e., the contribution $\alpha_0$ is subtracted from the zero-temperature magnetic susceptibility $\chi_0(M,H)$.

**C Magnetic Susceptibility at Finite Temperature**

Here we provide the explicit representation of the finite-temperature magnetic susceptibility – $\chi_T$ – in terms of the various kinematical Bose functions involved\[5] In the derivation of $\chi_T$,
\[
\chi_T = -\frac{d^2 z_T}{d|qH|^2},
\] (C.1)

\[5\] The Bose functions $g_r$ and $\bar{g}_r$ are defined in Eq. (A.13).
the following identities featuring derivatives of Bose functions with respect to the magnetic field are useful,

\[
\frac{d}{dqH} g_r(M^\pm_\pi, T, 0) = - \frac{\mathcal{I}_6 - \mathcal{I}_5}{24\pi^2} |qH|^{r+1} g_{r+1}(M^\pm_\pi, T, 0),
\]

\[
\frac{d}{dqH} g_r(M^0_\pi, T, 0) = - \frac{M^2_\pi}{16\pi^2 F^2} (\mathcal{I}_{-1} + \frac{M^2_\pi}{|qH|} \mathcal{I}_0) g_{r+1}(M^0_\pi, T, 0),
\]

\[
\frac{d}{dqH} \tilde{g}_r(M^\pm_\pi, T, H) = 1 - \frac{\mathcal{I}_6 - \mathcal{I}_5}{24\pi^2} |qH|^{r+1} \tilde{g}_{r+1}(M^\pm_\pi, T, H) + \tilde{g}^{[\mathcal{H}]}(M^\pm_\pi, T, H),
\]

where

\[
\tilde{g}^{[\mathcal{H}]}(M^\pm_\pi, T, H) = \frac{T^{2-2r}}{(4\pi)^{r+1}} |qH| \int_0^\infty d\rho \rho^{r-2} \left( - \frac{\rho \coth(|qH|\rho/4\pi T^2)}{4\pi T^2 \sinh(|qH|\rho/4\pi T^2)} + \frac{4\pi T^2}{|qH|^2 \rho} \right) \times \exp \left( - \frac{(M^\pm_\pi)^2}{4\pi T^2 \rho} \right) \left[ S\left( \frac{1}{\rho} \right) - 1 \right].
\]

Instead of using dimensionful Bose functions \( g_r \) and \( \tilde{g}_r \), it is more transparent to express observables by dimensionless Bose functions \( h_r \) and \( \tilde{h}_r \),

\[
h_0 = \frac{g_0}{T^4}, \quad \tilde{h}_0 = \frac{\tilde{g}_0}{T^4}, \quad h_1 = \frac{g_1}{T^2}, \quad \tilde{h}_1 = \frac{\tilde{g}_1}{T^2}, \quad h_2 = g_2, \quad \tilde{h}_2 = \tilde{g}_2.
\]

The finite-temperature magnetic susceptibility \( \chi_T \) can then be written in the form

\[
\chi_T(M_\pi, H) = \chi_1(T, M_\pi, H) + \chi_2(T, M_\pi, H).
\]
One-loop and two-loop contributions, respectively, are

\[ \chi_1 = \frac{m_\pm^2}{m_H^2} h_1(M_\pm^0, T, 0) + m_\pm^2 h_2(M_\pm^0, T, 0) + \frac{t^2}{4m_H} \chi_0 h_1(M_\pm^0, T, 0) \]
\[ + \frac{m_0^2}{2} h_2(M_\pi^0, T, 0) + \frac{3m_\pm^2}{m_H^2} \tilde{h}_1(M_\pi^0, T, H) + \frac{t^2}{m_H^2} \tilde{h}_0^{[H]}(M_\pi^0, T, H) \]
\[ + \frac{t^2}{2m_H} \frac{d}{dm_H} \tilde{h}_0^{[H]}(M_\pm^0, T, H) + m_\pm^2 \tilde{h}_2(M_\pm^0, T, H) + m_\pm \tilde{h}_1^{[H]}(M_\pm^0, T, H), \]
\[ \chi_2 = 8\pi^2 m_0^2 \left\{ - \frac{t^2}{m_H^2} m_\pm h_2(M_\pi^0, T, 0) h_1(M_\pi^0, T, 0) - m_\pm^2 h_3(M_\pi^0, T, 0) - m_\pm^2 h_5(M_\pi^0, T, 0) h_1(M_\pi^0, T, 0) \right\}, \quad (C.6) \]

with coefficients

\[ m_\pm = - \frac{2(\tilde{t}_6 - \tilde{t}_5)m_H^2}{3}, \]
\[ m_0 = - m_\pm^2 \int_0^\infty d\rho \rho^{-1} \exp \left(- \frac{m_\pm^2}{m_H^2} \rho \right) \left( \frac{1}{\sinh(\rho)} - \frac{1}{\rho} \right) \]
\[ - m_\pm^4 \int_0^\infty d\rho \exp \left(- \frac{m_\pm^2}{m_H^2} \rho \right) \left( \frac{1}{\sinh(\rho)} - \frac{1}{\rho} \right), \]
\[ \chi_0 = - \frac{2m_\pm^6}{m_H^2} \int_0^\infty d\rho \rho \exp \left(- \frac{m_\pm^2}{m_H^2} \rho \right) \left( \frac{1}{\sinh(\rho)} - \frac{1}{\rho} \right). \quad (C.7) \]

The dimensionless functions \( \tilde{h}_r^{[H]}(M_\pi^\pm, T, H) \) read

\[ \tilde{h}_0^{[H]}(M_\pi^\pm, T, H) = \frac{\tilde{g}_0^{[H]}(M_\pi^\pm, T, H)}{T^2}, \quad \tilde{h}_1^{[H]}(M_\pi^\pm, T, H) = \tilde{g}_1^{[H]}(M_\pi^\pm, T, H), \]
\[ \tilde{h}_2^{[H]}(M_\pi^\pm, T, H) = \tilde{g}_2^{[H]}(M_\pi^\pm, T, H) \times T^2, \quad (C.8) \]
while $h_3$ and $\tilde{h}_3$ are

$$h_3 = g_3 T^2, \quad \tilde{h}_3 = \tilde{g}_3 T^2.$$  \hfill (C.9)
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