CENTRAL VALUES OF DEGREE SIX L-FUNCTIONS: THE CASE OF HILBERT MODULAR FORMS
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ABSTRACT. In this article we will give a formula for the central value of the completed $L$-function $L(s, \text{Sym}^2 g \times f)$, where $f$ and $g$ are Hilbert newforms, by explicitly computing the local integrals appearing in the refined Gan-Gross-Prasad formula for $\text{SL}_2 \times \tilde{\text{SL}}_2$. We also work out the rationality of this value in some special cases and give a conjecture for the general case.
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1. Introduction

Let $F$ be a totally real number field of degree $n$ over $\mathbb{Q}$. We denote by $\mathcal{O}, A, \Sigma_\infty$ respectively, the ring of integers of $F$, the ring of adeles of $F$ and the set of archimedean places of $F$. For an integral ideal $n \in \mathcal{O}$, let $\Gamma_0(n)$ denote the congruence subgroup of $\text{GL}_2^+(\mathcal{O})$, the group of $2 \times 2$ matrices with entries in $\mathcal{O}$ and totally positive determinants, defined as

$$\Gamma_0(n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(\mathcal{O}) : c \in n \right\}.$$ 

Let $f \equiv g$ be a holomorphic Hilbert newform of weight $2\kappa = (2\kappa_v)_v$ resp. $\kappa'_v + 1 = (\kappa_v' + 1)_v \in \mathbb{Z}^{\Sigma_\infty}$ (identified with $\mathbb{Z}^n$). We will assume that both $f$ and $g$ are of full level, that is, of level $\Gamma_0(\mathcal{O})$, and that $\kappa_v$ and $\kappa'_v$ are greater than 1 for all $v$. Let $\Sigma_{ub}$ and $\Sigma_b$ be subsets of $\Sigma_\infty$ whose union is $\Sigma_\infty$, such that $\kappa_v > \kappa'_v$ for $v \in \Sigma_{ub}$ and $\kappa_v \leq \kappa'_v$ for $v \in \Sigma_b$. Put

$$r_v = \begin{cases} \kappa_v - \kappa'_v - 1 & \text{if } v \in \Sigma_{ub} \\ \kappa'_v - \kappa_v & \text{if } v \in \Sigma_b. \end{cases}$$

Since the integral weight modular form $f$ is associated to a Hecke eigenform, there is associated to it a unique (up to multiplication by a scalar) nonzero half-integral weight modular form, $h$, by the Shimura-Shintani-Waldspurger correspondence (cf. [9], §9). The modular form $h$ is a holomorphic Hilbert newform and lies in the Kohnen plus space of modular forms of weight $\kappa + \frac{1}{2}$. Furthermore, this Kohnen plus space is isomorphic to a space of Jacobi forms (cf. [9], §14). Thus to $h$ one can associate a Jacobi form, $F_h$, of weight $\kappa + 1$ (and index 1), which, in particular, is a holomorphic function on $\mathbb{H}^n \times \mathbb{C}^n$. Write the coordinates on $\mathbb{H}^n$ as $(\tau_v)$, and put

$$g_{ub}((\tau_v)_v) = g((\tau_v)_v \in \Sigma_h, (-\tau_v)_v \in \Sigma_{ub}), \quad h_{ub}((\tau_v)_v) = h((\tau_v)_v \in \Sigma_h, (-\tau_v)_v \in \Sigma_{ub}).$$

Evidently, $g_{ub}$ (resp. $h_{ub}$) is the modular form on $\mathbb{H}^n$ which is similar to $g$ (resp. $h$) but is anti-holomorphic at places in $\Sigma_{ub}$. Let $F_{h_{ub}}$ denote the function on $\mathbb{H}^n \times \mathbb{C}^n$ which is similar to $F_h$ but is skew-holomorphic (cf. [1], p.80) at places in $\Sigma_{ub}$ (see §3.2 for a more precise definition of $F_{h_{ub}}$).

Write the coordinates on $\mathbb{H}^n \times \mathbb{C}^n$ as $((\tau_v)_v, (z_v)_v)$ and define the differential operator

$$\Delta_v = \frac{2i}{\pi} \frac{\partial^2}{\partial z_v^2} + 4\pi \frac{z_v - \overline{z_v}}{\tau_v - \overline{\tau_v}}$$

on the space of smooth functions on $\mathbb{H}^n \times \mathbb{C}^n$ for every archimedean place.

Put

$$\Delta^{(r)} = \prod_{v \in \Sigma_\infty} \Delta_{v}^{r_v}.$$ 

Let $L(s, \text{Sym}^2 g \times f)$ denote the completed L-function whose central value we are interested in. It is an analytic function on the whole complex plane and satisfies a functional equation of the form

$$L(s, \text{Sym}^2 g \times f) = \varepsilon(s, \text{Sym}^2 g \times f)L(2\kappa_0 + 2\kappa'_0 - s, \text{Sym}^2 g \times f).$$

Here $\kappa_0 = \max_v \{\kappa_v\}$ and $\kappa'_0 = \max_v \{\kappa'_v\}$. Note that $s = \kappa_0 + \kappa'_0$ is the center of $L(s, \text{Sym}^2 g \times f)$.

For any cusp forms $f, g$ of weight $\kappa$, let $\langle f, g \rangle$ be the normalized Petersson inner product of $f$ and $g$ defined by

$$\langle f, g \rangle = \frac{1}{\text{Vol}(\text{SL}_2(\mathcal{O}))/\mathbb{H}^n} \int_{\text{SL}_2(\mathcal{O})/\mathbb{H}^n} f(x + iy)g(x + iy)\prod_{i=1}^{n} g_{\kappa_i} \frac{dx_idy_i}{y_i^2}.$$
The main formula proved in this paper is essentially the following. For a precise version, see Theorem 3.5.

**Theorem.** There is a nonzero scalar \( c_{\kappa, \kappa'} \), such that

\[
L(\kappa_0 + \kappa'_0, \text{Sym}^2 g \times f) = c_{\kappa, \kappa'} \langle \langle g_{ub}, \Delta^{(r)} F_{ub} |_{h^n} \rangle \rangle^2 \frac{\langle f, f \rangle}{\langle h_{ub}, h_{ub} \rangle},
\]

where \( \xi_F \) is the completed Dedekind zeta function of \( F \) and \( D_F \) is the discriminant of \( F \).

**Remark.** The above formula is slightly simplified in the sense that in the actual formula (cf. Theorem 3.5) instead of the (non-holomorphic) newform \( g_{ub} \) a closely related (non-holomorphic) oldform appears. We will also compute \( c_{\kappa, \kappa'} \).

**Remark.** Xue ([22], Prop. 2.1) proved the above formula in the special case of \( F = \mathbb{Q} \) and \( \kappa, \kappa' \) both odd; a factor of \( \xi_F(2)^2 \) appears in our formulation due to the fact that our inner product is normalized.

We will derive (1.2) by explicitly computing the local period integrals appearing in the refined Gan-Gross-Prasad formula for \( SL_2 \times SL_2 \). The main formula will be stated in the language of automorphic representations in §3 and the computations of local integrals will be carried out in §6 and §7. As an application of our formula, we will work out the rationality of \( L(\kappa_0 + \kappa'_0, \text{Sym}^2 g \times f) \) in the two extreme cases: \( \Sigma_b = \emptyset \) and \( \Sigma_{ub} = \emptyset \). The result on rationality will follow from our main formula by working out the rationality of the factors \( \langle g_{ub}, \Delta^{(r)} F_{ub} |_{h^n} \rangle \) and \( \langle (f, f) \rangle \langle h_{ub}, h_{ub} \rangle \). This will be done in §4. An interesting dichotomy appears when working out the rationality of \( \langle g_{ub}, \Delta^{(r)} F_{ub} |_{h^n} \rangle \) in the two cases of \( \Sigma_b = \emptyset \) and \( \Sigma_{ub} = \emptyset \): one extreme makes use of Shimura’s theory of integral weight (Hilbert) modular forms, the other relies on Shimura’s theory of half-integral weight modular forms. Our results on rationality of the central L-value are as follows (cf. Theorems 4.5 and 4.7).

**Theorem.** Put \( \varepsilon = (\varepsilon_v) \in (\mathbb{Z}/2\mathbb{Z})^n \) with \( \varepsilon_v = \kappa_0 + 1 \pmod{2} \) at every \( v \). Let \( \langle \cdot, \cdot \rangle \) denote Shimura’s \( u \)-invariant.

(i) Suppose \( \Sigma_{ub} = \emptyset \). Then for any \( \sigma \in \text{Aut}(\mathbb{C}) \),

\[
\sigma \left( \frac{L(\kappa_0 + \kappa'_0, \text{Sym}^2 g \times f)}{\pi^{(\kappa_0 + 2)n - n} \prod_{i=1}^{\kappa} \sqrt{D_F(\varepsilon_v, f)}} \right) = L(\kappa_0 + \kappa'_0, \text{Sym}^2 g^{\sigma} \times f^{\sigma}) \frac{\pi^{(\kappa_0 + 2)n - n} \prod_{i=1}^{\kappa} \sqrt{D_F(\varepsilon_v, f)}}{\pi^{(\kappa_0 + 2)n - n} \prod_{i=1}^{\kappa} \sqrt{D_F(\varepsilon_v, f)}} \langle \langle f, f \rangle \rangle \langle h_{ub}, h_{ub} \rangle \langle h_{ub}, h_{ub} \rangle.
\]

(ii) Suppose \( \Sigma_b = \emptyset \). Then for any \( \sigma \in \text{Aut}(\mathbb{C}/\bar{F}) \),

\[
\sigma \left( \frac{L(\kappa_0 + \kappa'_0, \text{Sym}^2 g \times f)}{\pi^{(\kappa_0 + 1)n - n} \prod_{i=1}^{\kappa} \sqrt{D_F(\varepsilon_v, f)}} \langle \langle f, f \rangle \rangle \langle h_{ub}, h_{ub} \rangle \langle h_{ub}, h_{ub} \rangle \right) = L(\kappa_0 + \kappa'_0, \text{Sym}^2 g^{\sigma} \times f^{\sigma}) \frac{\pi^{(\kappa_0 + 2)n - n} \prod_{i=1}^{\kappa} \sqrt{D_F(\varepsilon_v, f)}}{\pi^{(\kappa_0 + 2)n - n} \prod_{i=1}^{\kappa} \sqrt{D_F(\varepsilon_v, f)}} \langle \langle f, f \rangle \rangle \langle h_{ub}, h_{ub} \rangle \langle h_{ub}, h_{ub} \rangle.
\]

In §5, we will state an explicit conjecture on the rationality of the central L-value in the general case, that is, when both \( \Sigma_b = \emptyset \) and \( \Sigma_{ub} = \emptyset \) can be nonempty. In the rest of the paper we will work in the language of automorphic representations.

**Remark.** It can be verified that the above result on rationality is compatible with Deligne’s conjecture on critical values of \( L \)-functions. In fact, our conjecture (see §5) on rationality in the general case follows by explicitly computing Deligne’s period for \( L(s, \text{Sym}^2 g \times f) \).

**Remark.** In this paper we are assuming full level for both \( f \) and \( g \). The case of arbitrary levels will be considered in a subsequent paper. In the special case when \( F = \mathbb{Q} \) and levels of \( f \) and \( g \) are square-free, rationality of the central value has been worked out in [3].
2. Notations and Preliminaries

2.1. The base field $F$. $F$ will denote a totally real number field of degree $n$ over $\mathbb{Q}$. Let $\mathcal{O} = \mathcal{O}_F$ and $D = D_F$ denote, respectively, the ring of integers of $F$ and the discriminant of $F$. Note that $D_F$ is a positive integer since $F$ is totally real. We will denote by $\Sigma_\infty = \{\alpha_1, \ldots, \alpha_n\}$ the set of archimedean places of $F$, and we put $\alpha = (\alpha_1, \ldots, \alpha_n)$ with a fixed order of $\alpha_j$. Let $\Sigma_F$ denote the set of all places of $F$. Let $\mathbb{A} = \mathbb{A}_F$ denote the ring of adeles of $F$.

For each place $v$ of $F$, let $F_v$ denote the completion of $F$ at $v$. Put $F_\infty = \prod_{v \in \Sigma_\infty} F_v$. For each non-archimedean place $v$ of $F$, let $\mathfrak{o}_v$ be the ring of integers of $F_v$, $\varpi_v$ a uniformizer of $\mathfrak{o}_v$, and $q_v = \#\mathfrak{o}_v/\varpi_v$ the order of the residue field of $F_v$.

2.2. Sum over a subset $S$ of $\Sigma_\infty$, $| \cdot |_S$. Let $S \subset \Sigma_\infty$. Define

$$Z^S = \{\text{tuple } (a_v) \mid v \in S \text{ and } a_v \in \mathbb{Z}\}.$$ 

For $\kappa = (\kappa_v)_v \in Z^S$, put

$$|\kappa|_S = \sum_{v \in S} \kappa_v.$$ 

Moreover, if $a \in \mathbb{Z}$, then

$$|a|_S := \sum_{v \in S} a = a|S|,$$

where $|S|$ is the cardinality of the set $S$. If $a \in \mathbb{Z}$ and $\kappa = (\kappa_v)_v \in Z^S$, then

$$|a + \kappa|_S := |a|_S + |\kappa|_S.$$ 

When $S = \Sigma_\infty$, we will often denote $|a + \kappa|_{\Sigma_\infty}$ simply $|a + \kappa|$.

2.3. The sets $\Sigma_{ab}$ and $\Sigma_b$. Let $2\kappa = (2\kappa_v)_v$ and $\kappa' + 1 = (\kappa'_v + 1)_v \in Z^{\Sigma_\infty}$ be weights of some Hilbert modular forms. For any archimedean place $v$, either (i) $\kappa_v > \kappa'_v$ or (ii) $\kappa_v \leq \kappa'_v$. The first case is called the **unbalanced case**, the second case is called the **balanced case**. Let $\Sigma_{ab}$ and $\Sigma_b$ be subsets of $\Sigma_\infty$ whose union is $\Sigma_\infty$, such that $\kappa_v > \kappa'_v$ for $v \in \Sigma_{ab}$ and $\kappa_v \leq \kappa'_v$ for $v \in \Sigma_b$. Put

$$r_v = \begin{cases} 
\kappa_v - \kappa'_v - 1 & \text{if } v \in \Sigma_{ab} \\
\kappa'_v - \kappa_v & \text{if } v \in \Sigma_b.
\end{cases}$$

2.4. The completed Dedekind zeta function $\xi_F$. Let $\xi_F$ be the completed Dedekind zeta function of $F$ given by

$$\xi_F(s) = \Gamma_\mathbb{R}(s)^n \zeta_F(s),$$

where $\Gamma_\mathbb{R}(s) = \pi^{-s/2} \Gamma(s/2)$and $\zeta_F$ is the Dedekind zeta function of $F$. For $\Re(s) > 1$, we have $\xi_F(s) = \prod_v \xi_{F_v}(s)$, where

$$\xi_{F_v}(s) = \Gamma_\mathbb{R}(s) \text{ if } v \text{ is archimedean},$$

and

$$\xi_{F_v}(s) = \frac{1}{1 - q_v^{-s}} \text{ if } v \text{ is non-archimedean}.$$
2.5. **Measures.** We fix the following measures. On \( \mathbb{R} \) we take the usual Lebesgue measure. For any finite place \( v \) of \( F \), let \( dx_v \) be the Haar measure on \( F_v \) so that \( \text{Vol}(\mathfrak{o}_v) = 1 \). Then the measure on \( F \) will be \( \prod_v dx_v \). On \( \text{SL}_2(\mathbb{R}) \), let \( dg = y^{-2}dxdyk \), where \( g = \begin{pmatrix} y & x \\ \lambda & 1 \end{pmatrix} \) is the Iwasawa decomposition and \( dk \) is the measure on \( \text{SO}_2(\mathbb{R}) \) so that \( \text{Vol}(\text{SO}_2(\mathbb{R})) = 1 \). For any finite place \( v \) of \( F \), let \( dg_v \) be the Haar measure on \( \text{SL}_2(F_v) \) so that \( \text{Vol}(\text{SL}_2(F_v)) = 1 \). Then \( D_{F^{-3/2}} \xi_F(2)^{-1} \prod_v dg_v \) is the Tamagawa measure on \( \text{SL}_2(A) \); that is, the volume of \( \text{SL}_2(\mathbb{Q}) / \text{SL}_2(A) \) with respect to this measure is 1. This also gives a measure on \( J(A) \) (cf. [1], Prop. 1.2.4). The inner products will always be defined using these measures, unless otherwise mentioned.

2.6. **The Jacobi group** \( J \). Let \( \text{GL}_4 \) denote the general linear group considered as an algebraic group over \( F \). Let \( J \) denote the affine algebraic subgroup of \( \text{GL}_4 \) consisting of all matrices which can be written as

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix}
\begin{pmatrix} 1 & \mu \\ \lambda & 1 \end{pmatrix}
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2.
\]

The algebraic group \( J \) is called the Jacobi group. For brevity, a typical element of the Jacobi group will be written as \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} (\lambda, \mu, \xi) \). The subset \( H = \{ (\lambda, \mu, \xi) \} \subset J \) is a subgroup of the Jacobi group called the Heisenberg group. Projection of \( J \) onto \( \text{SL}_2 \) yields a split exact sequence

\[ 1 \longrightarrow H \longrightarrow J \longrightarrow \text{SL}_2 \longrightarrow 1, \]

so that the Jacobi group becomes the semi-direct product of \( \text{SL}_2 \) and the Heisenberg group.

We denote by \( B_3 \) the Borel subgroup of \( J \) consisting of elements of the form \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} (0, \mu, \xi) \).

Let \( j = g(X, \kappa) \) and \( j' = g'(X', \kappa') \) be two elements in \( J \) with \( g, g' \in \text{SL}_2 \) and \( (X, \kappa), (X', \kappa') \in H \). Then it can be shown that

\[ jj' = gg' \left( Xg' + X', \kappa + \kappa' + \det \left( \begin{pmatrix} Xg' \\ X' \end{pmatrix} \right) \right). \]

A quick calculation shows that the center of the Jacobi group is \( Z_J = \{ (0, 0, \kappa) \} \).

For a local field \( k \), the group \( \overline{J}(k) = \overline{\text{SL}_2(k)} \times \text{H}(k) \) will denote the double cover of \( J(k) \), also called the metaplectic Jacobi group. Similarly, for a global field \( F \) with ring of adeles \( \mathbb{A} \), we have \( \overline{J}(\mathbb{A}) = \overline{\text{SL}_2(\mathbb{A})} \times \text{H}(\mathbb{A}) \).

2.7. **Lie algebra** \( j_C \) **of the Jacobi group.** Let \( j \) be the Lie algebra of \( J(\mathbb{R}) \) and \( j_C \) its complexification. Then \( j_C \) is a six dimensional complex vector space spanned by the following
elements

\[
X_\pm = \frac{1}{2} \begin{pmatrix}
1 & 0 & \pm i & 0 \\
\pm i & 0 & -1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad Y_\pm = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 & \pm i \\
1 & 0 & \pm i & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0
\end{pmatrix}, \\
Z = \begin{pmatrix}
0 & 0 & -i & 0 \\
0 & 0 & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad Z_0 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -i \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

Via the identification of $SL_2(\mathbb{R})$ as a subgroup of $J(\mathbb{R})$, we see that $\mathfrak{sl}_2(\mathbb{C})$ is a subalgebra of $\mathfrak{j}_C$ and is spanned by $\{X_\pm, Z\}$. Moreover, $Z$ spans the (complexified) Lie algebra of the maximal compact subgroup $SO_2(\mathbb{R})$ of $SL_2(\mathbb{R})$. The Lie algebra of the Heisenberg group is spanned by $\{Y_\pm, Z_0\}$.

If $\pi$ is a smooth representation of a Lie group and $d\pi$ the induced action of its Lie algebra, then for any Lie algebra element $X$, $d\pi(X)\upsilon$ will be simply written as $X\upsilon$.

Remark. At the level of representation theory, $X_\pm$ act as weight $\pm 2$ raising/lowering operators, and $Y_\pm$ as weight $\pm 1$ raising/lowering operators.

2.8. The Schrödinger-Weil representation $\omega_\psi$. If $k$ is a local field and $\psi$ a non-trivial additive character of $k$, then there is a genuine irreducible representation of $J(k)$ known as the Schrödinger-Weil representation and denoted by $\omega_\psi$. It has a realization on the Schwarz space $S(k)$. Put

\[
m(a) = \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix}, \quad n(b) = \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix}, \quad w = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}; \quad (a \in k^\times, b \in k).
\]

Then the elements $(m(a), 1)$, $(n(b), 1)$, $(w, 1)$, $(1, \varepsilon)$ and $(\lambda, \mu, \xi)$, for $a, b \in k^\times$, $\lambda, \mu, \xi \in k$ and $\varepsilon \in \{\pm 1\}$, generate $J(k)$. By abuse of notation, we will denote by $g$ an element of the form $(g, 1)$ of $SL_2(k)$. Then the realization of the Schrödinger-Weil representation on the Schwarz space is given by the following formulae.

\[
\begin{align*}
\omega_\psi(m(a))\phi(t) &= \frac{\gamma_\psi(1)}{\gamma_\psi(a)}|a|^{1/2}\phi(at), \\
\omega_\psi((n(b))\phi(t) &= \psi(bt^2)\phi(t), \\
\omega_\psi((w)\phi(t) &= \gamma_\psi(1)|2|^{1/2}\phi(-2t), \\
\omega_\psi((\lambda, \mu, \xi))\phi(t) &= \psi(\xi + (2t^2 + \lambda)\mu)\phi(x + \lambda), \\
\omega_\psi((1, \varepsilon))\phi(t) &= \varepsilon\phi(t).
\end{align*}
\]

(2.1)

The last formula ensures that the Schrödinger-Weil representation is indeed a genuine representation of the metaplectic Jacobi group. Here $\gamma_\psi : k^\times \to \mathbb{C}^\times$ denotes the Weil constant and $\hat{\phi}$ denotes the Fourier transform of $\phi$:

\[
\hat{\phi}(x) = \int_k \phi(y)\psi(xy)dy,
\]
where $dy$ is the self-dual additive Haar measure on $k$. The Schrödinger-Weil representation is unitary with the inner product

$$\langle \phi_1, \phi_2 \rangle = \int_k \phi_1(y)\overline{\phi_2(y)}\,dy \quad (\phi_1, \phi_2 \in S(k)).$$

For a global field $F$ and a nontrivial additive character $\psi$ of $F\backslash \mathbb{A}$, we have the global Schrödinger-Weil representation, $\omega_\psi$, of $\widehat{J(\mathbb{A})}$, which can be defined by formulae similar to (2.1). The representation $\omega_\psi$ is unitary with respect to the inner product

$$\langle \phi_1, \phi_2 \rangle = \int_{\mathbb{A}} \phi_1(y)\overline{\phi_2(y)}\,dy \quad (\phi_1, \phi_2 \in S(\mathbb{A})).$$

Moreover, if $\psi = \otimes_v \psi_v$, then $\omega_\psi = \otimes_v \omega_{\psi_v}$.

2.9. The Waldspurger packet $Wd_\psi(\pi)$. Let $F$ be a number field. Fix a nontrivial additive character $\psi$ of $F$. For each place $v$ of $F$, we consider the pair $(PD^x, \mathbb{SL}_2)$, where $D$ is a quaternion algebra over $F_v$ and $PD^x = D^*/F_v^x$. Let $\theta_{PD^x \times \mathbb{SL}_2}(\cdot, \psi_v)$ stand for the theta correspondence with respect to $\psi_v$, mapping irreducible representations of $PD^x$ to irreducible representations of $\mathbb{SL}_2(F_v)$.

Now, let $\pi = \otimes_v \pi_v$ be a cuspidal automorphic representation of $\text{PGL}_2(\mathbb{A})$. Put $\sigma_\pi^+ = \theta_{\text{PGL}_2 \times \mathbb{SL}_2}(\pi_v; \psi_v)$. If $\pi_v$ is square integrable, that is, either a discrete series representation if $v$ is archimedean, or a Steinberg or supercuspidal representation if $v$ is non-archimedean, let $\text{JL}(\pi_v)$ be the Jacquet-Langlands lift of $\pi_v$; it is a representation of $PD^x$, where $D$ is the unique quaternion division algebra over $F_v$. Put $\sigma_\pi^\varepsilon = \theta_{PD^x \times \mathbb{SL}_2}(\text{JL}(\pi_v); \psi_v)$. The local Waldspurger packet of $\pi_v$ with respect to $\psi_v$ is given by

$$Wd_{\psi_v}(\pi_v) = \begin{cases} \{\sigma_\pi^+\} & \text{if } \pi_v \text{ is not square integrable} \\ \{\sigma_\pi^+, \sigma_\pi^-\} & \text{if } \pi_v \text{ is square integrable}. \end{cases}$$

Waldspurger ([19], Prop. 5 and Lemma 40) has shown the following:

1. If $F_v = \mathbb{R}$, $\psi_v = \exp(2\pi i \alpha)$ for some real number $\alpha$ and $\pi_v$ is a discrete series representation of $\text{PGL}_2(\mathbb{R})$ of minimal weight $\pm 2\kappa$, then $\sigma_\pi^+$ is a discrete series representation of lowest weight $\kappa + \frac{1}{2}$ resp. highest weight $-(\kappa + \frac{1}{2})$ if $\alpha$ is positive resp. negative. Moreover, in this case, $Wd_{\psi_v}(\pi_v)$ consists of discrete series representations of lowest weight $\kappa + \frac{1}{2}$ and highest weight $-(\kappa + \frac{1}{2})$.

2. For each $\varepsilon = (\varepsilon_v)$ such that $\varepsilon_v$ belongs to $\{\pm 1\}$ and takes value 1 when $\pi_v$ is not square-integrable, put $\sigma^{\varepsilon} = \otimes_v \sigma_v^{\varepsilon_v}$. Then the global Waldspurger packet of $\pi$ with respect to $\psi$ consists of automorphic representations of $\mathbb{SL}_2(\mathbb{A})$ and is given by

$$Wd_\psi(\pi) = \{\sigma^{\varepsilon} \prod_v \varepsilon_v = \varepsilon \left(\frac{1}{2}, \pi\right)\}.$$
Define
\[ L_{\text{fin}}(s, \text{Sym}^2 \tau \times \pi) = \prod_p \det(I_6 - (A_p \otimes B_p)(Np)^{-s})^{-1} \]
and (cf. [12], §16)
\[ L_{\infty}(s, \text{Sym}^2 \tau \times \pi) = \prod_{v \in \Sigma_{\infty}} \Gamma_C \left(s + \kappa_v - \frac{1}{2}\right) \Gamma_C \left(s + \kappa_v' - \frac{1}{2}\right) \cdot \prod_{v \in \Sigma_{\mathfrak{a}b}} \Gamma_C \left(s + \kappa_v' - \kappa_v + \frac{1}{2}\right) \cdot \prod_{v \in \Sigma_{\mathfrak{n}v}} \Gamma_C \left(s + \kappa_v - \kappa_v' - \frac{1}{2}\right) \]
for \( \text{Re}(s) >> 0 \). Here \( \Gamma_C(s) = 2(2\pi)^{-s}\Gamma(s) \). Then the completed \( L \)-function \( L(s, \text{Sym}^2 \tau \times \pi) \) is given by
\[ L(s, \text{Sym}^2 \tau \times \pi) = L_{\infty}(s, \text{Sym}^2 \tau \times \pi)L_{\text{fin}}(s, \text{Sym}^2 \tau \times \pi). \]
We say that it is of degree six in \((Np)^{-s}\). It has an analytic continuation to the whole complex plane and satisfies the functional equation
\[ L(s, \text{Sym}^2 \tau \times \pi) = \varepsilon(s, \text{Sym}^2 \tau \times \pi)L(1-s, \text{Sym}^2 \tau \times \pi), \]
where \( \varepsilon(s, \text{Sym}^2 \tau \times \pi) \) is a function of exponential type, \( ab^s \), for some constants \( a \in \mathbb{C}^* \) and \( b \in \mathbb{R} \), which takes value in \( \{ \pm 1 \} \) when \( s = \frac{1}{2} \).

2.11. Nearly holomorphic automorphic forms. Let \( F/\mathbb{Q} \) be a totally real field of degree \( n \). Define the Maass-Shimura differential operators \( \delta_v(c) \) and \( \delta_v^{(a)} \) on the space of smooth functions on \( \mathfrak{h}^n \) for \( v \in \Sigma_{\infty}, c \in \mathbb{R}, \) and \( 0 \leq a \in \mathbb{Z}^n \) by
\[ \delta_v(c) = (2\pi i)^{-1}(\frac{\partial}{\partial z_v} + \frac{c}{(z_v - \overline{z_v})}), \]
\[ \delta_v^{(a)} = \prod_{v \in \Sigma_{\infty}} \prod_{j=1}^{a_v} \delta_v(\kappa_v + 2j - 2). \]
By a nearly holomorphic Hilbert modular form of (integral or half-integral) weight \( \kappa \) and level \( \frak{n} \), we mean (cf. [17], Lemma 8.2) a real analytic function \( f \) on \( \mathfrak{h}^n \) such that
\[ f = \sum_{0 \leq p \leq \kappa/2} \delta_{\kappa-2p}^{(p)} g_p + \begin{cases} \mathcal{C}^{(\kappa/2)-1} E_2 & \text{if } F = \mathbb{Q} \text{ and } \kappa \in 2\mathbb{Z} \\ 0 & \text{otherwise} \end{cases}, \]
where \( g_p \) is a Hilbert modular form of weight \( \kappa - 2p \) and level \( \frak{n}, c \in \mathbb{C}, \) and
\[ E_2(z) = (4\pi y)^{-1} - 12^{-1} + \sum_{n=1}^{\infty} \left( \sum_{0<d|n} \frac{d}{n} \right) e^{2\pi n z}. \]
Note that, \( \delta_{\kappa} := \delta_{\kappa}^{(1)} \) acts as a weight raising operator – raising the weight by 2 – on the space of nearly holomorphic modular forms.

Next, we will define a nearly holomorphic modular form in the language of automorphic forms. Since a function on \( \mathfrak{h}^n \) can be realized as a function on \( G = \text{GL}_2^+(\mathbb{R})^n \), we may think of \( \delta_v^{(a)} \) as a differential operator on the space of smooth functions on \( G \). It is not hard to check that \( \delta_v^{(a)} \) is in fact a left-invariant differential operator and hence, under the identification of left-invariant differential operators on \( G \) with the universal enveloping algebra \( \mathcal{U}(\text{Lie}(G)) \), may
be viewed as an element \( \delta_v^{(\kappa)} \in \mathcal{U}(\text{Lie}(G)) \). Recall also the element \( X_+ \) of \( \text{Lie}(J(\mathbb{R})) \) (see §2.7) which as an element of \( \text{Lie}(GL_2^+(\mathbb{R})) \) looks like

\[
X_+ = \frac{1}{2} \begin{pmatrix} 1 & i \\ i & -1 \end{pmatrix}.
\]

It is a fact that \( X_+ \) as a differential operator on \( GL_2^+(\mathbb{R}) \) is a weight raising operator, raising the weight by 2. It follows from the structure of irreducible \((\text{Lie}(GL_2^+(\mathbb{R})), SO_2(\mathbb{R}))\)-modules (cf. p. 24) that if \( g_p \) is a Hilbert modular form of weight \( \kappa - 2p \) and \( \tilde{g}_p \) denotes its adelization, then \( \delta_v^{(p)} g_p \) must be a scalar multiple of \( \prod_{v \in \Sigma_{\infty}} X_+^{p_v} g_p \). Hence, we may call an automorphic form \( \varphi \) a nearly holomorphic automorphic form of weight \( \kappa \) if (assume \( F \neq \mathbb{Q} \))

\[
\varphi = \sum_{0 < p < \kappa/2} \prod_{v \in \Sigma_{\infty}} X_+^{p_v} g_p,
\]

where \( g_p \) is a Hilbert modular automorphic form of weight \( \kappa - 2p \).

**Lemma 2.1.** Let \( \varphi \) be an automorphic form on \( GL_2(\mathbb{A}) \). Then \( \varphi \) is a linear combination of nearly holomorphic automorphic forms if and only if \( \prod_{v \in \Sigma_{\infty}} X_v^s \varphi = 0 \) for some \( s = (s_v)_v \in \mathbb{Z}^\Sigma_{\infty} \), where \( X_v \) is the element of \( \mathcal{J}_G \) defined in §2.7 but viewed as an element of \( \text{Lie}(SL_2) \), the (complexified) Lie algebra of \( SL_2 \).

**Proof.** Without loss of generality assume that \( \varphi \) is nearly holomorphic of the form \( \varphi = \prod_{v \in \Sigma_{\infty}} X_+^{p_v} g_p \), where \( g_p \) is a Hilbert modular automorphic form of weight \( \kappa - 2p \). It follows from the theory of \((\text{Lie}(GL_2(\mathbb{R})), O_2(\mathbb{R}))\)-modules that \( X_- \) acts as a weight lowering operator, lowering the weight by 2, and that \( X_- X_+ \) acts as a scalar (cf. [2], Prop. 2.5.2). Therefore, \( \prod_{v \in \Sigma_{\infty}} X_+^{p_v+1} \varphi = 0 \).

For the converse, write \( \varphi \) as a linear combination of linearly independent pure tensors \( \phi_i \). If \( \prod_{v \in \Sigma_{\infty}} X_v^{s} \varphi = 0 \), then linear independence implies that \( \prod_{v \in \Sigma_{\infty}} X_v^{s} \phi_i = 0 \) for all \( i \). Hence, without loss of generality, we may assume \( \varphi \) is a pure tensor. If \( \prod_{v \in \Sigma_{\infty}} X_v^{s} \varphi = 0 \) and \( s = (s_v)_v \) is smallest such, then \( f = \prod_{v \in \Sigma_{\infty}} X_v^{s_v-1} \varphi \) must be a holomorphic Hilbert modular automorphic form. It then follows from the theory of \((\text{Lie}(GL_2(\mathbb{R})), O_2(\mathbb{R}))\)-modules that \( \prod_{v \in \Sigma_{\infty}} X_+^{s_v-1} f = c\varphi \) for some \( c \in \mathbb{C} \).

\[\Box\]

3. The Main Formula

Let \( \pi = \otimes \pi_v \) resp. \( \tau = \otimes \tau_v \) be an irreducible cuspidal automorphic representations of \( PGL_2(\mathbb{A}) \) of weights \( 2\kappa \) resp. \( \kappa' + 1 \). Let \( \psi \) be the additive character of \( F \backslash \mathbb{A} \) whose infinity component is given by \( x \mapsto \exp(2\pi i x) \) for any real place. For any non-archimedean place of \( F \), let \( \delta_v \) denote the conductor of \( \psi_v \), that is, \( \delta_v^{-1} \sigma_v \) is the largest subgroup of \( F_v \) on which \( \psi_v \) is trivial. We first make an observation.

**Lemma 3.1.** \( L\left(\chi, \text{Sym}^2 \tau \times \pi\right) = 0 \), unless \( |\kappa| \equiv |\Sigma_b| \pmod{2} \).

**Proof.** By ([7], §8),

\[
\varepsilon_v\left(\frac{1}{2}, \tau \times \tau \times \pi\right) = \begin{cases} 1 & \text{if } v \in \Sigma_{ub} \\ -1 & \text{if } v \in \Sigma_b. \end{cases}
\]
Also, since $\pi$ is of full level, $\varepsilon(\frac{1}{2}, \pi) = (-1)^{|\kappa|}$. Since
\[
\varepsilon(\frac{1}{2}, \tau \times \tau \times \pi) = \varepsilon(\frac{1}{2}, \text{Sym}^2 \tau \times \pi) \varepsilon(\frac{1}{2}, \pi),
\]
we see that if $|\kappa|$ is odd (resp. even) and $|\Sigma_b|$ is even (resp. odd), then $\varepsilon(\frac{1}{2}, \text{Sym}^2 \tau \times \pi) = -1$ and thus $L(\frac{1}{2}, \text{Sym}^2 \tau \times \pi) = 0$. \hfill \square

Hence, from now on we will assume that $|\kappa| \equiv |\Sigma_b| \pmod{2}$. (•)

Next, we will choose an automorphic representation $\sigma$ in the representations $\text{Wd}_{\overline{\psi}}(\pi)$ and vectors in $\tau$, $\sigma$, $\omega$, so that the local integrals appearing in the refined Gan-Gross-Prasad conjecture for $\text{SL}_2 \times \text{SL}_2$ are nonzero. We will define these by specifying their local components.

3.1. Local Components. Suppose that $v \in \Sigma_b$.

- $\pi_v$ is a discrete series representation of $\text{PGL}_2(\mathbb{R})$ of minimal weight $\pm 2\kappa_v$. Let $\sigma_v$ be the discrete series representation of $\text{SL}_2(\mathbb{R})$ of lowest weight $\kappa_v + \frac{1}{2}$ and $h_v$ denote a lowest weight vector of $\sigma_v$.

- $\tau_v$ is a discrete series representation of $\text{PGL}_2(\mathbb{R})$ of minimal weight $\pm (\kappa_v' + 1)$. Let $g_v \in \tau_v$ be a lowest weight vector.

Suppose that $v < \infty$.

- $\pi_v$ is an unramified principal series representation of $\text{PGL}_2(F_v)$. The representation $\sigma_v$ will be defined precisely in §7. For now, we mention that it is an unramified principal series representation of $\text{SL}_2(F_v)$ of the form $\overline{\psi}(s)$, and contains a distinguished vector, $h_v$, fixed by the idempotent $E^K$ of the Hecke algebra (with respect to $\overline{\psi}$), also defined in §7. Put $h_v^{(2)} = \sigma(m(2))h_v$.

- $\tau_v$ is an unramified principal series representation of $\text{PGL}_2(F_v)$. Let $g_v \in \tau_v$ be a $\text{PGL}_2(\mathcal{O}_v)$-fixed vector. Let $g_v^{(\delta_v)} = \tau\left(\begin{array}{c}
\delta_v^{-1} \\
1
\end{array}\right) g_v$.

Put
\[
\sigma = \otimes \sigma_v, \quad g_v^{(\delta_v)} = \otimes_{v \in \Sigma_b} \overline{\psi} \otimes g_v \otimes \xi_{\Sigma_v} g_v \otimes \xi_{<\Sigma_v} g_v^{(\delta_v)}, \quad h_v^{(2)} = \otimes_{v \in \Sigma_b} \overline{\psi} \otimes g_v \otimes h_v \otimes \xi_{<\Sigma_v} h_v^{(2)}.
\]

Note that, by our assumption (•), $\sigma$ indeed lies in $\text{Wd}_{\overline{\psi}}(\pi)$. In particular, it is an automorphic representation of $\text{SL}_2(\mathcal{A})$. Put $h_{ab} = \otimes_{v \in \Sigma_b} \overline{\psi} \otimes g_v \otimes h_v$. Clearly, $\sigma$ is generated by $h_{ab}$. Moreover, $h_v^{(2)} = \sigma(m(2)_{\text{fin}})h_v$, where $2_{\text{fin}}$ denotes the finite part of the principal idele $2 \in F^\times$.

Remark. $h_{ab}$ is the adelization of the function $h_{ab}$ defined in the Introduction. Moreover, the vector $h_v^{(2)}$ is (up to a nonzero constant number) the adelization of the function $h_{ab}(\tau/4)$, where $\tau$ is the coordinate on $\mathfrak{h}^n$. 
We now fix a vector in the Schrödinger-Weil representation \( \omega_\psi = \otimes \omega_{v,\psi} \). Let \( \phi = \otimes \phi_v \in \mathcal{S}(\hat{A}) \) be the Schwarz function with
\[
\phi_v = \begin{cases} 
\exp(-2\pi x^2) & \text{if } v \in \Sigma_\infty \\
\frac{1}{\pi}\frac{d}{dx} - 2\pi x & \text{if } v|2 \\
1 & \text{otherwise}
\end{cases}
\]
Recall that
\[
r_v = \begin{cases} 
\kappa_v - \kappa'_v - 1 & \text{if } v \in \Sigma_{ub} \\
\kappa'_v - \kappa_v & \text{if } v \in \Sigma_b.
\end{cases}
\]
Set
\[
Y_{+}^{(r)} \phi = (\otimes_{v} \in \Sigma_{\infty} Y_{+}^{r} \phi_v) \otimes (\otimes_{v < \infty} \phi_v),
\]
where \( Y_{+} = \left( \frac{\pi}{2} \right)^{r} Y_{\infty} \) is the normalization of the element \( Y_{+} \) of \( j_{\mathbb{C}} \), the complexified Lie algebra of the Jacobi group, defined in §2.7, and acts as a weight raising differential operator, raising the weight by 1.

Remark. \( Y_{+}^{(r)} \in j_{\mathbb{C}} \) is the adelization of the differential operator \( \Delta^{(r)} \) defined in §1.

**Lemma 3.2.** We have,
\[
\langle Y_{+}^{(r)} \phi, Y_{+}^{(r)} \phi \rangle = \prod_{v \in \Sigma_\infty} \frac{(2r_v)!}{r_v! \pi^{r_v}}.
\]

**Proof.** For a non-archimedean place \( v \) of odd residue characteristic it is not hard to see that \( \langle \phi_v, \phi_v \rangle = 1 \). Moreover, if \( v|2 \), then \( \langle \phi_v, \phi_v \rangle = 2^d \), since \( \frac{1}{2} \sigma_v : \sigma_v = 2^d \) and \( \text{Vol}(\sigma_v) = 1 \). Let \( v \in \Sigma_\infty \). Then by Lemma 3.2.1 in [1], we have
\[
Y_{+}^{r_v} \exp(-2\pi x^2) = \left( \frac{2}{\pi} \right)^{r_v} \left( \frac{1}{2} \frac{d}{dx} - 2\pi x \right)^{r_v} \exp(-2\pi x^2)
\]
\[
= \left( \frac{2}{\pi} \right)^{r_v} \cdot (-1)^{r_v} \left( \frac{\pi}{2} \right)^{r_v/2} H_{r_v}(\sqrt{2\pi x}) \exp(-2\pi x^2),
\]
where \( H_r \) is the \( r \)th Hermite polynomial. It is a fact that (cf. [5], §7.375, #1)
\[
\int_{-\infty}^{\infty} H_r(y) H_r(y) e^{-2y^2} dy = \frac{(2r)!}{2\pi^{r}r!} \sqrt{\frac{\pi}{2}}.
\]
Therefore
\[
\langle Y_{+}^{r_v} \phi_v, Y_{+}^{r_v} \phi_v \rangle = \frac{(2r_v)!}{2\pi^{r_v}r_v!}.
\]
Since \( \langle Y_{+}^{(r)} \phi, Y_{+}^{(r)} \phi \rangle = \prod_{v \in \Sigma_{\infty}} (\langle Y_{+}^{r_v} \phi_v, Y_{+}^{r_v} \phi_v \rangle) \prod_{v < \infty} (\langle \phi_v, \phi_v \rangle) \), the lemma follows.

\[\square\]

### 3.2. The Theorem.
To state concisely the next couple of propositions, we introduce some new notation. Let
\[
(g'_v, h'_v, \phi'_v) = \begin{cases} 
(g_v, h_v, Y_{+}^{r_v} \phi_v) & \text{if } v \in \Sigma_b \\
(g_v, h_v, Y_{+}^{r_v} \phi_v) & \text{if } v \in \Sigma_{ub} \\
(g_v^{(2)}, h_v^{(2)}, \phi_v) & \text{if } v < \infty
\end{cases}
\]
For each place \( v \) pick some inner product on \( \sigma_v, \tau_v \), and \( \omega_{\psi_v} \). Define
\[
P_v(g'_v, h'_v, \phi'_v) = \int_{\text{SL}_2(F_v)} \langle \tau_v(\alpha_v) g'_v, g'_v \rangle \langle \sigma_v(\alpha_v) h'_v, h'_v \rangle \langle \omega_{\psi_v}(\alpha_v) \phi'_v, \phi'_v \rangle d\alpha_v.
\]
Proposition 3.3. For $\sigma = \langle g_0, \phi \rangle$, where $\omega$ is the Tamagawa measure on $SL_2$ and $\phi$ is any Schwarz function. To it one can associate a function on $\tilde{\phi}$ which is known to be an automorphic form on $J(\tilde{\phi})$. The action of $J(\tilde{\phi})$ on the space of $\Theta_\phi$ by right translation then defines an automorphic representation of $J(\tilde{\phi})$ which is isomorphic to the representation $\omega_\psi$ (cf [1], §7.2).

Now, let $F_{\text{ub}}$ denote the automorphic form on $J(\tilde{\phi})$ defined by $F_{\text{ub}}(g) = h^{(2)}_{\text{ub}}(g)\Theta_\phi(g)$, where $g \in SL_2(\mathbb{A})$, $h \in H(\mathbb{A})$. The automorphic representation generated by $F_{\text{ub}}$ is isomorphic to $\sigma \otimes \omega_\psi$ (by [1], 7.3.3). Therefore, $Y^{(r)} F_{\text{ub}}(g) = h^{(2)}_{\text{ub}}(g)\Theta_\phi(g)$.

For any $f \in L^2(SL_2(F) \setminus SL_2(\mathbb{A}))$, let $\langle f, f \rangle$ be the Petersson norm of $f$ defined by

$$\langle f, f \rangle = \int_{SL_2(F) \backslash SL_2(\mathbb{A})} |f(X)|^2 dX,$$

where $dX$ is the Tamagawa measure on $SL_2(\mathbb{A})$.

**Proposition 3.3.** For $g_{\text{ub}}^{(r)} \in \tau$, $h_{\text{ub}}^{(2)} \in \sigma$ and $Y^{(r)}_{\tilde{\phi}} \phi \in \omega_\psi$ as above,

$$\left| \frac{\langle g_{\text{ub}}^{(r)}(Y^{(r)}_{\tilde{\phi}} F_{\text{ub}}) \rangle_{\text{SL}_2(\mathbb{A})}}{\langle g_{\text{ub}}^{(r)} \cdot g_{\text{ub}}^{(2)} / h_{\text{ub}}^{(2)} \cdot Y^{(r)}_{\tilde{\phi}} \phi \cdot Y^{(r)}_{\tilde{\phi}} \phi \rangle} \right|^2 = \frac{D_{F}^{-3/2}}{4} \times \frac{L(\frac{k}{2}, \text{Sym}^2 \tau \times \pi)}{L(1, \pi, \text{Ad}) L(1, \tau, \text{Ad})} \times \prod_{v \in \Sigma F} P_v(g_{\text{ub}}^{(s)} h_{\text{ub}}^{(s)} \phi_{\text{ub}}^{(r)}),$$

where $(\cdot, \cdot)$ stands for the standard inner product on $L^2(SL_2(F) \setminus SL_2(\mathbb{A}))$.

This proposition is Theorem 4.5 in [13] wherein we have taken the factorizable vectors to be $g_{\text{ub}}^{(s)}$, $h_{\text{ub}}^{(2)}$ and $Y_{\tilde{\phi}}^{(r)} \phi$. The above is also referred to as the refined Gan-Gross-Prasad formula for $SL_2 \times SL_2$.

**Remark.** In the above proposition, the automorphic form $g_{\text{ub}}^{(s)}$ on $PGL_2(\mathbb{A})$ is being viewed as an automorphic form on $SL_2(\mathbb{A})$ via the surjection $SL_2(\mathbb{A}) \rightarrow GL_2(\mathbb{A}) \rightarrow PGL_2(\mathbb{A})$, where the second map is the quotient map and the first is the inclusion map.

**Remark.** Comparing the formula in the above proposition with that in Theorem 4.5 of [13], the first factor on the right is different due to the different choice of measures.

In §6 and §7 we’ll show that,

**Proposition 3.4.**

$$P_v(g_{\text{ub}}^{(s)} h_{\text{ub}}^{(s)} \phi_{\text{ub}}^{(r)}) = \begin{cases} 2^{2r_v+1} \pi^{r_v} & \text{if } v \in \Sigma_{ub} \\ \frac{1}{2^{r_v}} \pi^{r_v} & \text{if } v \in \Sigma_b \\ \frac{2^{-|F_v(\mathbb{Q}_2)|}}{2^{r_v}} & \text{if } v|2 \\ 1 & \text{otherwise} \end{cases}$$
We can now state and prove our main formula which is an explicit version of Proposition 3.3. Note that, even though Proposition 3.3 is independent of any particular normalization of $g^{(2)}_{ab}$ (or for that matter, $h^{(2)}_{ab}$ or $Y^{(r)}_+ F_{h_{ab}}$), to state the explicit version we normalize it as follows. Put $g = \otimes_{v \in \Sigma} g_v$, where $g_v$’s are as defined in §3.1. Clearly, $g$ is a holomorphic newform. Normalize $g$ so that,

$$W_g \left( \eta^{-1} \right) = e^{-2\pi n},$$

where $W_g$ is the Whittaker function of $g$ defined by

$$W_g(X) = \int_{\mathbb{F}_{\mathfrak{A}}} g \left( \begin{pmatrix} 1 & y \\ 0 & 1 \end{pmatrix} X \right) \psi(y) \, dy$$

with the Tamagawa measure $dy$ on $\mathbb{A}$, $\eta = (\varpi^\kappa e^\xi) \in \mathbb{A}_{\text{fin}}$, and $n = [F : \mathbb{Q}]$. We use the same normalization for $g^{(2)}_{ab}$.

**Theorem 3.5.** We have,

$$L \left( \frac{1}{2}, \text{Sym}^2 \tau \times \pi \right) = \frac{2^2 D_{\mathbb{F}}^2 \xi_{\mathbb{F}}}{\prod_{v \in \Sigma_{\infty}} \binom{2r_v}{r_v}} \langle g^{(2)}_{ab}, (Y^{(r)}_+ F_{h_{ab}}) \rangle_{\Delta(\mathbb{A})}^2 \left| L(1, \pi, \text{Ad}) \right| \left( \frac{h_{ab}, h_{ab}}{h_{ab}, h_{ab}} \right),$$

where $a = |\kappa| + 4|\Sigma_{\infty}| + |2\kappa' - 2\kappa + 1|_{\Sigma_{ab}} + 2$.

**Proof.** It is a fact that (cf. [10], Prop. 6.6, Lemma 6.1)

$$L(1, \pi, \text{Ad}) = 2^{2n+\kappa'+1} D_{\mathbb{F}}^{1/2} \xi_{\mathbb{F}}(2) \langle g, g \rangle.$$

Moreover, by comparing the local components of $g$ and $g^{(2)}_{ab}$, it is not hard to see that the local inner products, $\langle g^{(2)}_{ab}, g^{(2)}_{ab} \rangle_v$, and $\langle g, g \rangle_v$, are equal at all places; thus $\langle g^{(2)}_{ab}, g^{(2)}_{ab} \rangle = \langle g, g \rangle$. Furthermore, since $h^{(2)}_{ab} = \sigma(m(2_{\text{fin}})) h_{ab}$ and $\sigma$ is a unitary representation, therefore $\langle h^{(2)}_{ab}, h^{(2)}_{ab} \rangle = \langle h_{ab}, h_{ab} \rangle$. The theorem now follows by combining Proposition 3.4 and Lemma 3.2 with Proposition 3.3. □

**Corollary 3.6.** $L \left( \frac{1}{2}, \text{Sym}^2 \tau \times \pi \right)$ is a nonnegative real number.

**Remark.** Theorem 3.5 is the precise formulation in adelic language of the formula (1.2) stated in the introduction. We mention that, in the true formula, the (non-holomorphic) newform $g_{ab}$ gets replaced by the closely related (non-holomorphic) oldform $g^{(2)}_{ab}$, and, instead of $(f, f)$, we now have $L(1, \pi, \text{Ad})$, both values related to each other by a formula similar to (3.3).

4. **RATIONALITY OF THE CENTRAL VALUE IN SOME SPECIAL CASES**

To work out the rationality of $L \left( \frac{1}{2}, \text{Sym}^2 \tau \times \pi \right)$, we need to work out the rationality of the factors $\langle g^{(2)}_{ab}, (Y^{(r)}_+ F_{h_{ab}}) \rangle_{\Delta(\mathbb{A})}^2$ and $L(1, \pi, \text{Ad})$, appearing in our formula (3.2).

Rationality of the second factor follows from the generalization of the Kohnen-Zagier formula proved in [9]. We state this formula here following [9]. Let $\eta \in \mathcal{O}_F^\times$ such that $N_{F/\mathbb{Q}} \eta = (-1)^{[\kappa]}$. Then there exists a totally positive $\xi \in F^\times$ such that $L \left( \frac{1}{2}, \pi \otimes \chi_{\eta^\xi} \right) \neq 0$, where $L(s, \pi \otimes \chi_{\eta^\xi})$ is the completed $L$-function of $\pi \otimes \chi_{\eta^\xi}$. Put $\sigma' = \theta(\pi \otimes \chi_{\eta^\xi}, \psi_{\xi^*})$, where $\psi_{\xi^*}(x) = \psi(\xi x)$, and let $h \in \sigma'$ such that $h$ lies in the Kohnen plus space, $S_{\kappa+rac{1}{2}, \pi}(\Gamma)^+ = S_{\kappa+rac{1}{2}, \pi}(\Gamma)^{EK}$ (cf. [9] for notation). In particular, $h$ is a holomorphic vector of weight $\kappa + \frac{1}{2}$ and is fixed by the idempotent $E^K$ of
the Hecke algebra of $\widetilde{\text{SL}_2}$ with respect to the character $\psi_\eta$. By scaling $h$, we may assume that $\langle h, h \rangle = \langle h_u, h_u \rangle$, where $h_u$ is as defined in §3.1.

Let $\sum_{z \in \mathcal{O}} c(z) e^{2\pi i z^2}$ be the Fourier expansion of $h$ (or more precisely, of the half-integral weight modular form whose adelization is $h$). Then we can assume that $c(\xi) \neq 0$ (we may have to replace $\xi$ by $\xi a^2$, for some $a \in F^\times$, to ensure this; see Lemma 12.4 in [9]). Consider the following normalization of $h$. Put $h := h\Bigl|_{\mathbb{Q}(\sqrt{\eta_\xi})}^{[\eta_\xi]}$, where $\Psi(\eta_\xi, \pi) = \prod_{v < \infty} \Psi_v(\eta_\xi, \alpha_v)$ is as defined in [9]. We apply the same normalization to $h_u$; thus, $\langle h, h \rangle = \langle h_u, h_u \rangle$ still holds. Then, by Eqn. (12.1) in [9], it follows that,

**Lemma 4.1.**

$$
\frac{L(1, \pi, \text{Ad})}{\langle h_u, h_u \rangle} = D_F^{1/2} 2^{-1+3|\kappa|} \xi_F(2) L\left(\frac{1}{2}, \pi \otimes \chi_\eta\right) \prod_{v \in \Sigma_\infty} \frac{\eta_\xi^{\kappa_0} - \frac{1}{2}}{\eta_\xi^{\kappa_0}},
$$

where $\chi_\eta\xi$ is the character attached to $F(\sqrt{\eta_\xi})/F$.

**Remark.** Henceforth, we will work with the above normalized $h_u$. Consequently, we also need to normalize $h_u^{(2)}$. Thus, henceforth, $h_u^{(2)} := h_u^{(2)}|_{\mathbb{Q}(\sqrt{\eta_\xi})}^{[\eta_\xi]}$, where $h_u^{(2)}$ on the right is as in the previous section.

**Remark.** Note that, when $\Sigma_\infty = \Sigma_b$ resp. $\Sigma_\infty = \Sigma_u$, we may and will take $\eta = -1$ resp. $\eta = 1$. This is possible since we are assuming $|\kappa| \equiv |\Sigma_b| \pmod{2}$. In particular, when $\Sigma_\infty = \Sigma_b$ resp. $\Sigma_\infty = \Sigma_u$, we may assume that, $h_u = h$ resp. $h_u = \overline{h}$. We will use this observation in the next subsection.

**Remark.** One can show that $\Psi(\eta_\xi, \pi)$ is a totally real algebraic number (cf. [9], Defn. 4.1). Hence, the Fourier coefficients of $h_u$ are all totally real algebraic numbers, at least when $\Sigma_b$ or $\Sigma_u$ is empty. We will use this fact later.

Let $\kappa_0 = \max_{v \in \Sigma_\infty} \{\kappa_v\}$. For $\sigma \in \text{Aut}(\mathbb{C})$, let $\pi^\sigma$ be the automorphic representation of $\text{PGL}_2(\mathbb{A})$ as defined in [14], Theorem 3.10; in particular, weight of $\pi^\sigma$ equals $(2\kappa_\sigma - 1) \kappa_\sigma \in \Sigma_\infty$. Furthermore, if $r \in \{0, 1\}^n$, let $u(r, \pi^\sigma)$ denote Shimura’s $u$-invariant (cf. [15], Thm. 4.3; here it is understood that $u(r, \pi^\sigma) := u(r, f^\sigma)$ where $f$ is the modular form corresponding to $\pi$).

**Lemma 4.2.** For any $\sigma \in \text{Aut}(\mathbb{C})$, we have

$$
(1.1) \quad \left(\frac{L\left(\frac{1}{2}, \pi \otimes \chi_\eta\xi\right)}{\pi^{[\kappa_0 - \kappa]|N_{F/Q}\eta_\xi|^{1/2}|u(\varepsilon, \pi)|}}\right)^\sigma = \frac{L\left(\frac{1}{2}, \pi^\sigma \otimes \chi_\eta\xi\right)}{\pi^{[\kappa_0 - \kappa]|N_{F/Q}\eta_\xi|^{1/2}|u(\varepsilon, \pi^\sigma)|}},
$$

where $\varepsilon \in \{0, 1\}^n$ is prescribed by the condition $\chi_\eta\xi(a) = \text{sign} [a^\sigma N(a)^{\varepsilon_0}]$ and $N_{F/Q}$ denotes the norm map.

**Proof.** It is well known that $L_\infty\left(\frac{1}{2}, \pi \otimes \chi_\eta\xi\right) = \prod_{v \in \Sigma_\infty} (2\pi)^{-\kappa_v} \Gamma(\kappa_v)$ and that $L\left(\frac{1}{2}, \pi \otimes \chi_\eta\xi\right)$ is a real number. The result now follows from the rationality of central values of $L$-functions associated to automorphic representations of Hilbert modular forms given in Theorem 4.3 of [15] and a result on Gauss sums ([17], Lemma 9.3).

We thus have the following result on the rationality of $\frac{L(1, \pi, \text{Ad})}{\langle h_u, h_u \rangle}$.

**Proposition 4.3.** For any $\sigma \in \text{Aut}(\mathbb{C})$,

$$
(2.1) \quad \left(\frac{L(1, \pi, \text{Ad})}{\langle h_u, h_u \rangle} u(\varepsilon, \pi)\right)^\sigma = \frac{L(1, \pi^\sigma, \text{Ad})}{\langle (h_u)^\sigma, (h_u)^\sigma \rangle u(\varepsilon, \pi^\sigma)},
$$

where $\varepsilon \in \{0, 1\}^n$. 

\[ \square \]
where \( \varepsilon \) is as in Lemma 4.2.

Proof. Follows from the previous two lemmas together with the well known fact that
\[
D_{\varepsilon}^{1/2} \xi_{\varepsilon}(2) \in \pi^n \mathbb{Q}.
\]

Remark. As already mentioned in a previous Remark, we may and will take \( \eta = -1 \) resp. \( \eta = 1 \) when \( \Sigma_\infty = \Sigma_b \) resp. \( \Sigma_\infty = \Sigma_{ub} \). Moreover, in these cases we have, respectively, \( \varepsilon = (\kappa_0 + 1, \ldots, \kappa_0 + 1) \mod 2 \) and \( \varepsilon = (\kappa_0, \ldots, \kappa_0) \mod 2 \).

Next, we will work out the rationality of the global period \( |\langle (g_{ub}^{(0)}, (Y_{+}^{(r)}F_{h_{ub}})|_{SL_2(\mathbb{A})})\rangle|^2 \) in the two extreme cases, the purely balanced and the purely unbalanced, and as a consequence derive the rationality of the central value \( L(\frac{3}{2}, \text{Sym}^2 \tau \times \pi) \) in these cases. We will make essential use of results from Shimura’s papers [15] and [17].

4.1. The Purely Balanced Case. We refer to the case when \( \Sigma_\infty = \Sigma_b \) as purely balanced. In this case, as already noted in the second remark after Lemma 4.1, we may take \( h_{ub} = h \). Consequently, \( Y_{+}^{(r)}F_{h_{ub}} = Y_{+}^{(r)}F_{h} \). Moreover, since \( \Sigma_{ub} = \emptyset \), we may denote \( g_{ub}^{(0)} \) by \( g^{(0)} \).

Now, \( (Y_{+}^{(r)}F_{h})|_{SL_2(\mathbb{A})} \) is a nearly holomorphic Hilbert modular form of integral weight by Lemma 2.1, since \( X_{+}^{(r)}(Y_{+}^{(r)}F_{h}) = 0 \). Denote its holomorphic projection by \( g_{0} \). Then by ([17], Prop. 9.4(i)),
\[
\langle g^{(0)}, (Y_{+}^{(r)}F_{h})\rangle = \langle g^{(0)}, g_{0} \rangle.
\]

We claim that the Fourier coefficients of \( g^{(0)} \) and \( g_{0} \) are totally real. That the Fourier coefficients of \( g^{(0)} \) are totally real follows from the fact that the central character of \( \tau \) is trivial. For \( g_{0} \), we begin by noting that, for any \( \sigma \in \text{Aut}(\mathbb{C}) \),
\[
(Y_{+}^{(r)}F_{h})|_{SL_2(\mathbb{A})} = (Y_{+}^{(r)}F_{h^{\sigma}})|_{SL_2(\mathbb{A})},
\]
where \( Y_{+}^{(r)} \) is the adelization of the differential operator \( \prod_{v \in \Sigma} \Delta_{-\kappa_v}^{(r)} \) introduced in the Introduction (when \( F = \mathbb{Q} \), this has been proved in [22], Lemma 2.3). Denoting the holomorphic projection operator by \( pr_{hol} \), it follows that
\[
pr_{hol}((Y_{+}^{(r)}F_{h^{\sigma}})|_{SL_2(\mathbb{A})}) = pr_{hol}(((Y_{+}^{(r)}F_{h})|_{SL_2(\mathbb{A})})^{\sigma}) = pr_{hol}(((Y_{+}^{(r)}F_{h})|_{SL_2(\mathbb{A})}^{\sigma}) = g_{0}^{\sigma},
\]
where the second equality follows from ([17], Prop. 9.4(ii)). Recall that by our normalization, the Fourier coefficients of \( h \) are totally real (see the third Remark after Lemma 4.1); thus by the above equality the Fourier coefficients of \( g_{0} \) are also totally real. Therefore,
\[
|\langle g^{(0)}, (Y_{+}^{(r)}F_{h})\rangle|^{2} = |\langle g^{(0)}, g_{0} \rangle|^{2}.
\]

Proposition 4.4. For any \( \sigma \in \text{Aut}(\mathbb{C}) \),
\[
\sigma\left(\frac{|\langle g^{(0)}, (Y_{+}^{(r)}F_{h})\rangle|^{2}}{|\langle g, g \rangle|^{2}}\right) = \frac{|\langle g^{(0)}^{\sigma}, (Y_{+}^{(r)}F_{h^{\sigma}})\rangle|^{2}}{|\langle g^{\sigma}, g^{\sigma} \rangle|^{2}}.
\]
Proof. Let $g$ denote the newform $\otimes \tau \nu$ with $\nu$'s as defined in §3.1. Then we can write \( \langle g^{(\delta)}, g_0 \rangle \) as \( \langle g, g_0^{\delta} \rangle \) for some $g_0^{\delta}$ since we are working with unitary representations. Now, by ([15], Prop. 4.15), for any $\sigma \in \text{Aut}(\mathbb{C})$,

\[
\sigma\left(\frac{\langle g, g_0^{\delta} \rangle}{\langle g, g \rangle}\right) = \frac{\langle g^\sigma, g_0^{\delta} \rangle}{\langle g^\sigma, g \rangle},
\]

(4.5)

The proposition now follows from (4.4). \( \square \)

**Theorem 4.5.** Let $\pi$ and $\tau$ be irreducible cuspidal automorphic representations of $\text{GL}_2(\mathbb{A})$ of weights $2\kappa$ and $\kappa' + 1$ respectively. Assume that both $\pi$ and $\tau$ are of full level. Then for any $\sigma \in \text{Aut}(\mathbb{C})$,

\[
\sigma\left(\frac{L\left(\frac{1}{2}, \text{Sym}^2 \tau \times \pi\right)}{\pi!}\right) = \frac{L\left(\frac{1}{2}, \text{Sym}^2 \tau^\sigma \times \pi^\sigma\right)}{\pi!},
\]

where $g$ is the newform generating $\tau$ and $\varepsilon = (\kappa_0 + 1, \ldots, \kappa_0 + 1) \pmod{2}$. In particular,

\[
L\left(\frac{1}{2}, \text{Sym}^2 \tau \times \pi\right) \sim_{\mathbb{Q}(\pi, \tau)} \pi^{3n} \sqrt{|D_F(g, g)|^2} \langle h, h \rangle,
\]

where $\mathbb{Q}(\pi, \tau)$ is the number field generated by the Fourier coefficients of the Hilbert modular forms associated to $\pi$ and $\tau$, and $\sim_{\mathbb{Q}(\pi, \tau)}$ means up to an element of $\mathbb{Q}(\pi, \tau)$.

**Proof.** The first and last assertions follow by combining Prop. 4.4, Prop. 4.3 (with $\varepsilon = (\kappa_0 + 1, \ldots, \kappa_0 + 1) \pmod{2}$) and fact 4.3 with Thm. 3.5. The second assertion follows from the first by noting that eqn. (4.7) below implies that

\[
\pi^{\mid\kappa_0 - \kappa - 1\mid} \sim_{\mathbb{Q}(\pi, \tau)} \langle h^{(2)}, h^{(2)} \rangle.
\]

\( \square \)

### 4.2. The Purely Unbalanced Case

We refer to the case when $\Sigma_\infty = \Sigma_{ub}$ as purely unbalanced. In this case, as already noted in the second Remark after Lemma 4.1, we may assume $h_{ub} = \overline{h}$. Consequently, $Y^+(r) F_{h_{ub}} = Y^+(r) F_{\overline{h}}$. Moreover, we may denote $g^{(\delta)}$ by $\overline{g}^{(\delta)}$. This time we will use the theory of nearly holomorphic Hilbert modular forms of half-integral weight to work out the rationality of the central $L$-value.

Note that, $h_{ub}^{(2)} = \overline{h}^{(2)}$ is anti-holomorphic and, by our choice of local components (§3.1), so is $\overline{g}^{(\delta)}$. Thus their complex conjugates are holomorphic vectors. Write $F_{\overline{h}}$ as $\overline{h}^{(2)} \otimes \Theta_{Y^+(r)} \phi$. Then, it is not hard to see that,

\[
\langle (Y^+(r) F_{\overline{h}})^{\delta}, \overline{g}^{(\delta)} \rangle = \langle \overline{h}^{(2)} \otimes \Theta_{Y^+(r)} \phi \mid_{\text{SL}_2(\mathbb{A})}, \overline{g}^{(\delta)} \rangle = \langle g^{(\delta)} \otimes \Theta_{Y^+(r)} \phi \mid_{\text{SL}_2(\mathbb{A})}, h^{(2)} \rangle,
\]

where $g^{(\delta)} \otimes Y^+(r) \phi \mid_{\text{SL}_2(\mathbb{A})}$ is now nearly holomorphic of half-integral weight by Lemma 2.1. Let $\overline{h}_0$ be its holomorphic projection. Then, by ([17], Prop. 9.4),

\[
\langle g^{(\delta)} \otimes \Theta_{Y^+(r)} \phi \mid_{\text{SL}_2(\mathbb{A})}, h^{(2)} \rangle = \langle h_0, h^{(2)} \rangle.
\]

By a reasoning similar to that in the purely balanced case, the Fourier coefficients of $g^{(\delta)}, h^{(2)}$ and $h_0$ are all totally real. Therefore,

\[
\langle \overline{h}^{(2)} \otimes \Theta_{Y^+(r)} \phi \mid_{\text{SL}_2(\mathbb{A})}, \overline{g}^{(\delta)} \rangle^2 = \langle g^{(\delta)} \otimes \Theta_{Y^+(r)} \phi \mid_{\text{SL}_2(\mathbb{A})}, h^{(2)} \rangle^2 = \langle h_0, h^{(2)} \rangle^2.
\]

(4.6)
Proposition 4.6. For all $\sigma \in \text{Aut}(\mathbb{C})$, 
\[
\sigma \left( \frac{|(Y_{\pm}^{(r)} F_{\mathfrak{r}})|_{\text{SL}_2(A)} (\mathfrak{g}^{(4)})^2}{\pi^{\kappa_0 - \kappa - 1} |u(\varepsilon, \pi)|^2} \right) = \frac{|(Y_{\pm}^{(r)} \sigma F_{\mathfrak{r}})|_{\text{SL}_2(A)} (\mathfrak{g}^{(4)})^\sigma|^2}{\pi^{\kappa_0 - \kappa - 1} |u(\varepsilon, \pi^\sigma)|^2},
\]
where $\varepsilon = (\kappa_0 + 1, \ldots, \kappa_0 + 1) \pmod{2}$ and $Y_{\pm}^{(r)} \sigma$ is the adelization of the differential operator $\prod_{v \in \Sigma_{\infty}} \Delta_v^{1/2}$ introduced in the Introduction.

Proof. By ([17], Thm. 10.5), for all $\sigma \in \text{Aut}(\mathbb{C})$
\[
(4.7) \quad \sigma \left( \frac{\langle h_0, h^{(2)} \rangle}{\pi^{\kappa_0 - \kappa - 1} |u(\varepsilon, \pi)|} \right) = \frac{\langle h_0^\sigma, (h^{(2)})^\sigma \rangle}{\pi^{\kappa_0 - \kappa - 1} |u(\varepsilon, \pi^\sigma)|},
\]
with $\varepsilon$ as above. The proposition now follows from (4.6). \hfill \Box

Theorem 4.7. Let $\pi$ and $\tau$ be irreducible cuspidal automorphic representations of $\text{GL}_2(A)$ of weights $2\kappa$ and $\kappa' + 1$ respectively. Assume that both $\pi$ and $\tau$ are of full level. Then for any $\sigma \in \text{Aut}(\mathbb{C})$,
\[
\sigma \left( \frac{L(\frac{1}{2}, \text{Sym}^2 \tau \times \pi)}{\pi^{\kappa_0 - \kappa + 1} |\sqrt{D_F} \langle f, f \rangle | u(\varepsilon, \pi)|} \right) = \frac{L(\frac{1}{2}, \text{Sym}^2 \tau^\sigma \times \pi^\sigma)}{\pi^{\kappa_0 - \kappa + 1} |\sqrt{D_F} \langle f^\sigma, f^\sigma \rangle | u(\varepsilon, \pi^\sigma)|},
\]
where $f$ is the newform generating $\pi$ and $\varepsilon = (\kappa_0 + 1, \ldots, \kappa_0 + 1) \pmod{2}$. In particular,
\[
L(\frac{1}{2}, \text{Sym}^2 \tau \times \pi) \sim_{\mathbb{Q}(\pi)} \pi^{2n} \sqrt{D_F} \langle f, f \rangle \langle h, h \rangle,
\]
where $\mathbb{Q}(\pi)$ is the number field generated by the Fourier coefficients of the Hilbert modular form corresponding to $\pi$ and $\sim_{\mathbb{Q}(\pi)}$ means up to an element of $\mathbb{Q}(\pi)$.

Proof. It is well-known that (cf. [17], Thm. 10.2(II))
\[
(4.8) \quad \sigma \left( \frac{u(\varepsilon, \pi) u(1 + \varepsilon, \pi)}{(2\pi i)^{2\kappa - 2\kappa_0 + 1} |\langle f, f \rangle|} = \frac{u(\varepsilon, \pi^\sigma) u(1 + \varepsilon, \pi^\sigma)}{(2\pi i)^{2\kappa - 2\kappa_0 + 1} |\langle f^\sigma, f^\sigma \rangle|}.
\]
The first and last assertions follow by combining Prop. 4.6, Prop. 4.3 (with $\varepsilon$ in the Prop. equal to $(\kappa_0, \ldots, \kappa_0) \pmod{2}$), Eqn. (4.8) and fact 4.3 with Thm. 3.5. The second assertion follows from the first by noting that (4.7) implies
\[
\pi^{\kappa_0 - \kappa - 1} |u(\varepsilon, \pi)| \sim_{\mathbb{Q}(\pi)} \langle h^{(2)}, h^{(2)} \rangle
\]
and that $\langle h^{(2)}, h^{(2)} \rangle = \langle h, h \rangle$. \hfill \Box

Remark. Comparing Thm. 4.5 and Thm. 4.7, we see that, the period in the purely balanced case depends on both $\pi$ and $\tau$, whereas in the purely unbalanced case depends only on $\pi$.

5. A Conjecture For The General Case

In this section we present a conjecture related to the rationality of $L(\frac{1}{2}, \text{Sym}^2 \tau \times \pi)$ for the general case, that is, when the number of balanced and unbalanced places are arbitrary. In fact, we will state the conjecture not only for the central value but for all critical values of $L(s, \text{Sym}^2 \tau \times \pi)$. 
A critical point for \( L(s, \text{Sym}^2 \tau \times \pi) \) is a half-integer \( m + \frac{1}{2} \) such that neither \( L_\infty(s, \text{Sym}^2 \tau \times \pi) \) nor \( L_\infty(1 - s, \text{Sym}^2 \tau \times \pi) \) has a pole at \( s = m + \frac{1}{2} \). Recall that

\[
\tau_v = \begin{cases} 
\kappa_v' - \kappa_v - 1 & \text{if } v \in \Sigma_{ub} \\
\kappa_v' - \kappa_v & \text{if } v \in \Sigma_b.
\end{cases}
\]

Put

\[
t^0 = \min_{v \in \Sigma_{ub}} \{r_v\}, \quad a^0 = \min_{v \in \Sigma_{ub}, v \in \Sigma_{ub} > \kappa_v} \{r_j\}, \quad b^0 = \min_{v \in \Sigma_{ub}, v \in \Sigma_{ub} \geq 2\kappa} \{\kappa_v - 1\} \in \Sigma_{ub}, v \geq 2\kappa.
\]

**Proposition 5.1.** The set of critical points for \( L(s, \text{Sym}^2 \tau \times \pi) \) is

\[
\{m + \frac{1}{2} \in \mathbb{Z} + \frac{1}{2} \mid -\min\{a^0, b^0, r^0\} \leq m \leq \min\{a^0, b^0, r^0\}\}
\]

In particular, \( s = \frac{1}{2} \) is a critical point.

**Proof.** Follows from the definition of a critical point and Eq. (2.10) after a tedious but elementary computation. \( \square \)

Deligne’s conjecture on special values of \( L \)-functions predicts the transcendental part of the value of a (motivic) \( L \)-function at critical points. It formulates the transcendental part of such values in terms of certain complex numbers known as Deligne’s periods which are obtained by comparing the Betti and the de Rham cohomological realizations of the underlying motive. The following conjecture is suggested by explicitly computing Deligne’s period in our case using results from ([23], §2) and [24].

**Conjecture.** If \( m + \frac{1}{2} \in \mathbb{Z} + \frac{1}{2} \) is a critical point of the automorphic \( L \)-function \( L(s, \text{Sym}^2 \tau \times \pi) \), then, for all \( \sigma \in \text{Aut}(\mathbb{C}) \),

\[
\left( \frac{L(m + \frac{1}{2}, \text{Sym}^2 \tau \times \pi)}{\pi^{\kappa_0 + 1 + \frac{1}{2}} / \sqrt{|D|} \cdot u(\epsilon, \pi)|\nu^{\Sigma_{ub}}(\pi)\nu^{\Sigma_b}(\tau)^2} \right)^\sigma = \frac{L(m + \frac{1}{2}, \text{Sym}^2 \tau \times \pi)}{\pi^{\kappa_0 + 1 + \frac{1}{2}} / \sqrt{|D|} \cdot u(\epsilon, \pi)|\nu^{\Sigma_{ub}}(\pi)\nu^{\Sigma_b}(\tau)^2},
\]

where \( \epsilon = (\epsilon_v) \) with \( \epsilon_v = m + \kappa_0 + 1 \pmod{2} \) for all \( v \), and \( u(\cdot, \cdot) \) and \( \nu(\cdot, \cdot) \) are respectively, Shimura’s \( u \)-invariant and Harris’ period defined in ([6], §1).

**Remark.** The above conjecture is compatible with Theorems 4.5 and 4.7 since \( \nu^{\Sigma_{ub}}(\tau) \sim_{\mathbb{Q}(\tau)^\times} \langle g, g \rangle \) when \( \Sigma_b = \Sigma_\infty \), and \( \nu^{\Sigma_{ub}}(\pi) \sim_{\mathbb{Q}(\pi)^\times} \langle f, f \rangle \) when \( \Sigma_{ub} = \Sigma_\infty \).

When \( m = 0 \), Prop. 4.3 together with properties of Shimura’s invariants (cf. [24]) suggest that the above conjecture is equivalent to

**Conjecture.** For every \( S \subset \Sigma_\infty, r \in \{0, 1\}^S \) and \( \sigma \in \text{Aut}(\mathbb{C}) \) there exists a complex number \( P(\pi^\sigma, S, r) \) such that, for any \( \sigma \in \text{Aut}(\mathbb{C}) \),

\[
\left[ \frac{(g_{ub}^{(\delta)} \cdot \{Y_+^{(r)} F_{\text{ub}}^{(\delta)} \}|_{\text{SL}_2(\mathbb{A})})^\sigma}{P(\pi, \Sigma_{ub}, \delta)^{\Sigma_b}(\tau)} \right] = \frac{\langle (g_{ub}^{(\delta)})^{\sigma}, \{Y_+^{(r)} \cdot F_{\text{ub}}^{(\delta)} \}|_{\text{SL}_2(\mathbb{A})} \rangle}{P(\pi^\sigma, \Sigma_{ub}^\sigma, \delta^\sigma)^{\Sigma_b^\sigma}(\tau^\sigma)},
\]

where \( \epsilon = (\epsilon_v) \) with \( \epsilon_v = m + \kappa_0 + 1 \pmod{2} \) for all \( v \in \Sigma_{ub}, \sigma_{\epsilon_v} = (\epsilon_{\sigma v}) \) and \( S^\sigma = \{\sigma v|v \in S\} \).

The complex number \( P(\pi^\sigma, S, r) \) should be thought of as a cohomological interpretation of Shimura’s \( P \)-invariant defined in [24].

In the remainder of this paper we will prove Proposition 3.4.
6. Computation at the Archimedean Places

6.1. The Unbalanced Case. Let \( v \in \Sigma_{ub} \). For simplicity we will suppress all subscripts \( v \) throughout this section. Recall (ref. §3.1) the following notation at \( v \).

- \( \tau \) is a discrete series representation of \( \text{PGL}_2(\mathbb{R}) \) of minimal weight \( \pm (\kappa' + 1) \) and \( g \) (resp. \( \overline{g} \)) is a lowest (resp. highest weight vector) in \( \tau \).
- \( \sigma \) is a discrete series representation of \( \text{SL}_2(\mathbb{R}) \) of highest weight \( -(\kappa + \frac{1}{2}) \) and \( \overline{\sigma} \in \sigma \) is a highest weight vector. Furthermore, let \( \overline{\sigma} \) denote the contragradient of \( \sigma \) and \( h \in \overline{\sigma} \) be the holomorphic vector corresponding to \( h \).
- \( \psi \) is the additive character of \( \mathbb{R} \) given by \( x \mapsto e^{2\pi i x} \). Furthermore, \( \omega_\psi \) is the Schrödinger-Weil representation of \( \text{SL}_2(\mathbb{R}) \) and \( \phi = e^{-2\pi i x^2} \in \omega_\psi \) is a lowest weight vector of weight \( 1/2 \).
- We have \( \kappa > \kappa' \) and \( r = \kappa - \kappa' - 1 \).

The goal of this subsection is to compute

\[
P^\sharp(\overline{g}, \overline{h}, Y_+^r \phi) = \left( \frac{\xi_E(2)L(1/2, \text{Sym}^2 \tau \times \pi)}{L(1, \pi, \text{Ad})L(1, \tau, \text{Ad})} \right)^{-1} P(\overline{g}, \overline{h}, Y_+^r \phi)^{\Sigma},
\]

where

\[
P(\overline{g}, \overline{h}, Y_+^r \phi) = \int_{\text{SL}_2(\mathbb{R})} \tau(X)\overline{\sigma(X)} \omega_\psi(X) Y_+^r \phi dX.
\]

Proposition 6.1. We have,

\[
P^\sharp(\overline{g}, \overline{h}, Y_+^r \phi) = \frac{2^{2r+1}}{r!} \pi^r \).
\]

Firstly, note that we can rewrite

\[
P(\overline{g}, \overline{h}, Y_+^r \phi) = \int_{\text{SL}_2(\mathbb{R})} \tau(X) g, \overline{\sigma(X)} h, \omega_\psi(X) Y_+^r \phi dX,
\]

Now, the idea of the proof of the above proposition is to realize the holomorphic discrete series \( \overline{\sigma} \) of weight \( \kappa + \frac{1}{2} \) as a subrepresentation of \( \tau \otimes \omega_\psi \big|_{\text{SL}_2(\mathbb{R})} \).

We make use of explicit models for the representations \( \tau \) and \( \omega_\psi \). For the full description of these models we refer the readers to ([2], Prop. 2.5.4) and ([1], Prop. 3.2.3), respectively. Let the vector space underlying the model for \( \omega_\psi \) be \( \bigoplus_{j \in \mathbb{N}_0} \mathbb{C}v_j \). Then the action of \( Z \) and \( X_- \) is given by

\[
Z v_j = \left( j + \frac{1}{2} \right) v_j, \quad X_- v_j = \pi j (j - 1) v_{j-2}.
\]

The vector space underlying the model for \( \tau \) is \( \mathcal{D}_\pm(\kappa'+1) = \bigoplus_{i \in \pm \mathbb{Z}_0} \mathbb{C}u_i \) and the action of \( Z \) and \( X_- \) is given by

\[
Z u_i = (i + \kappa' + 1) u_i, \quad X_- u_i = -\frac{i}{2} u_{i-2}.
\]

Tensoring the representations \( \tau \) and \( \omega_\psi \big|_{\text{SL}_2(\mathbb{R})} \), we get a (genuine) representation of \( \text{SL}_2(\mathbb{R}) \) whose underlying vector space is

\[
D_{\kappa'+1/2} = \bigoplus_{l \in 2\mathbb{N}_0, k \in \mathbb{N}_0} \mathbb{C}u_l \otimes v_k.
\]
and the action of $Z$ and $X_-$ can be calculated using (6.1) and (6.2):

$$Z(u_i \otimes v_j) = (i + j + \kappa') \frac{3}{2} u_i \otimes v_j, \quad X_-(u_i \otimes v_j) = -\frac{i}{2} u_{i-2} \otimes v_j + \pi j (j - 1) u_i \otimes v_{j-2}.$$

There is an inner product on $D_{\kappa' + \frac{1}{2}}$ such that $(u_i \otimes v_j)$'s form an orthogonal basis. Denote this inner product by $\langle \cdot, \cdot \rangle$ and write $\langle v, v \rangle = \|v\|^2$. Then by ([1], p. 46-47) it follows

$$\|u_i \otimes v_{j+1}\|^2 = 2\pi (j + 1)\|u_i \otimes v_j\|^2, \quad (i + 2\kappa')\|u_i \otimes v_j\|^2 = i\|u_{i-2} \otimes v_j\|^2.$$

We may normalize the inner product so that $\|u_0 \otimes v_i\| = 1$. Then for any $2 \leq i \leq r$, $i$ even, we have

$$\|u_i \otimes v_{r-i}\|^2 = (2\pi)^{-i} \prod_{0 \leq l \leq i-2, \ l \in 2\mathbb{N}_0} \frac{(i-l)}{(i+2\kappa' - l)(r-i+l+1)(r-i+l+2)}.$$

The space $D_{\kappa' + \frac{1}{2}}(r) = \bigoplus_{i+j=r, \ i \in 2\mathbb{N}_0, \ j \in \mathbb{N}_0} \mathbb{C} u_i \otimes v_j$

is the largest subspace on which $Z$ acts by $r + \kappa' + \frac{1}{2} = \kappa + \frac{1}{2}$.

**Lemma 6.2.** There is a unique (upto a scalar) vector $v^\text{hol}_r$ in $D_{\kappa' + \frac{1}{2}}(r)$ with the property that $X^- v^\text{hol}_r = 0$. It is given by

$$v^\text{hol}_r = \sum_{0 \leq i \leq r, \ i \in 2\mathbb{N}_0} c_i u_i \otimes v_{r-i}; \quad c_0 = 1, \quad c_i = (2\pi)^{i/2} \prod_{0 \leq l \leq i-2, \ l \in 2\mathbb{N}_0} \frac{(r - l)(r - l - 1)}{(i - l)}, \quad (i \geq 2).$$

In particular,

$$\|v^\text{hol}_r\|^2 = 2^{-r} \frac{(2\kappa - 2)}{(\kappa - 1)}.$$

**Proof.** Suppose that

$$v^\text{hol}_r = \sum_{0 \leq i \leq r, \ i \in 2\mathbb{N}_0} c_i u_i \otimes v_{r-i}$$

and $X^- v^\text{hol}_r = 0$. Then by the formula for action of $X_-$, we conclude that for any $0 \leq i \leq r - 2$ and $i$ even, we have

$$-c_{i+2} \frac{(i + 2)}{2} = \pi (r - i)(r - i - 1)c_i.$$

Let $c_0 = 1$. Then we may recursively solve for $c_i$'s. Furthermore,

$$\|v^\text{hol}_r\|^2 = \sum_{0 \leq i \leq r, \ i \in 2\mathbb{N}_0} |c_i|^2 \|u_i \otimes v_{r-i}\|^2$$

$$= 1 + \sum_{2 \leq i \leq r, \ 0 \leq l \leq i-2, \ l \in 2\mathbb{N}_0} \prod_{0 \leq l \leq i-2, \ l \in 2\mathbb{N}_0} \frac{(r - l)(i + 2\kappa - 2r - l - 2)(r - i + l + 1)(r - i + l + 2)}{(i-l)(i+2\kappa' - l)(r-i+l+1)(r-i+l+2)}.$$

The lemma now follows from Lemma A.3 given in the appendix. \qed
Thus, we realize $\varphi$ as a subrepresentation of $\tau \otimes \omega_v|_{\text{SL}_2(\mathbb{R})}$ generated by $v_r^{\text{hol}}$. We may assume that the inner product on $\varphi$ is given by the restriction of that of $\tau \otimes \omega_v|_{\text{SL}_2(\mathbb{R})}$. Since $P^L_v(\varphi, h, Y^r_+ \phi)$ does not change if we replace $h, \phi$ or $g$ by a scalar multiple of them, we may assume that $h = v_r^{\text{hol}}$ and $g \otimes Y^r_+ \phi = u_0 \otimes v_r$.

Now we can prove the proposition. The orthogonal projection of $u_0 \otimes v_r$ to the line generated by $v_r^{\text{hol}}$ is $||v_r^{\text{hol}}||^{-2}v_r^{\text{hol}}$. It follows that

$$P(\varphi, h, Y^r_+ \phi) = \int_{\text{SL}_2(\mathbb{R})} \langle (\sigma(X)v_r^{\text{hol}}, v_r^{\text{hol}}) \rangle^2 dX.$$ 

As $\varphi$ is the discrete series representation of $\text{SL}_2(\mathbb{R})$ with lowest weight $\kappa + \frac{1}{2}$, it is known that (ref. [20], Lemma 5.2),

$$|\langle (\text{diag}[e^t, e^{-t}])v_r^{\text{hol}}, v_r^{\text{hol}} \rangle| = ||v_r^{\text{hol}}||^2 \times (\cosh t)^{-\frac{1}{2}}, \quad r \geq 0.$$ 

Let $X = k_1 \text{diag}[e^t, e^{-t}]k_2$ be the Cartan decomposition. Then $dX = 2\pi \sinh 2t dt dk_1 dk_2$, where $dk_1, dk_2$ are the measure on $\text{SO}_2(\mathbb{R})$ so that its volume is one and $dt$ is the usual Lebesgue measure on $\mathbb{R}$. Therefore

$$P_v^L(\varphi, h, Y^r_+ \phi) = \left( \frac{\xi(2)L(1/2, \text{Sym}^2 \tau \times \pi)}{L(1, \pi, \text{Ad})L(1, \tau, \text{Ad})} \right)^{-1} \int_0^\infty (\cosh t)^{-2\kappa} \frac{2\pi \sinh 2t}{||v_r^{\text{hol}}||^2} dt.$$ 

By definition,

$$\frac{\xi(2)L(1/2, \text{Sym}^2 \tau \times \pi)}{L(1, \pi, \text{Ad})L(1, \tau, \text{Ad})} = \frac{\pi^{-1} \Gamma(1) \cdot 2^2 (2\pi)^{-2\kappa} \Gamma(\kappa + \kappa') \Gamma(\kappa - \kappa') 2(2\pi)^{-\kappa} \Gamma(1)}{2(2\pi)^{-\kappa} \Gamma(\kappa' + 1) \pi^{-1} \Gamma(1) \cdot 2^2 (2\pi)^{-2\kappa} \Gamma(2\kappa) \Gamma(1)}$$

$$= (2\pi)^{1-\kappa} \frac{t!}{2\kappa - 1} \left( \frac{\kappa - 1}{r} \right)^{\kappa - 1}.$$ 

Moreover (cf. [5], §2.433, #11),

$$\int_0^\infty (\cosh t)^{-2\kappa} \frac{2\pi \sinh 2t}{\sinh 2t} dt = 4\pi(2\kappa - 1)^{-1}.$$ 

Proposition 6.1 is now proved by plugging (6.4) and the formulae above into (6.5).

6.2. The Balanced Case.

**Proposition 6.3.** Let $v \in \Sigma_\infty$ be such that $\kappa'_v \geq \kappa_v$. Put $r_v = \kappa'_v - \kappa_v$. Then

$$P^L_v(g_v, h_v, Y^{r_v}_+ \phi_v) = \frac{1}{r_v!} \pi^{r_v}.$$ 

The proof of this proposition is similar to the one in the unbalanced case except that this time we will realize the integral weight representation $\tau_v|_{\text{SL}_2(\mathbb{R})}$ as a subrepresentation of $\sigma_v \otimes \omega_v|_{\text{SL}_2(\mathbb{R})}$. It has been worked out in detail in ([22], §3.4) except that the rational part of $P^L_v$ is not explicitly computed. We will only supply here the information left out in [22].

In ([22], Prop.3.4), it has been shown that

$$P^L_v(g, h, Y^r_+ \phi) = \left( \frac{\xi(2)L(1/2, \text{Sym}^2 \tau \times \pi)}{L(1, \pi, \text{Ad})L(1, \tau, \text{Ad})} \right)^{-1} \int_0^\infty (\cosh t)^{-2\kappa} \frac{2\pi \sinh 2t}{||v_r^{\text{hol}}||^2} dt.$$
By definition,
\[
\frac{\xi(2)L(1/2, \text{Sym}^2 \tau \times \pi)}{L(1, \tau, \text{Ad})L(1, \tau, \text{Ad})} = \frac{\pi^{-1} \Gamma(1) \cdot 2^2 (2\pi)^{-2\kappa'-1} \Gamma(\kappa' + \kappa) \Gamma(\kappa' - \kappa + 1) 2(2\pi)^{-\kappa} \Gamma(\kappa)}{2(2\pi)^{-\kappa} \Gamma(\kappa' + 1) \pi^{-1} \Gamma(1) \cdot 2^2 (2\pi)^{-2\kappa} \Gamma(2\kappa) \pi^{-1} \Gamma(1)}
\]

Moreover,
\[
||v_r|_{\text{hol}}|^2 = \sum_{0 \leq r \leq \tau} |e_1|^2 |v_{r-L,t}|^2 = 1 + \sum_{2 \leq \ell \leq \tau} \prod_{0 \leq j \leq \ell-2} \frac{(r-j)(r-j-1)}{(j+2)(2\kappa + j + 1)} = 2^r \frac{(r+\kappa-1)}{(r+2\kappa-1)}
\]

The first two equalities above follow from ([22], Lemma 3.3) and the last one from Lemma A.2 in the appendix. It is also well-known that,
\[
\int_0^{\infty} (\cosh t)^{-2(2\kappa'+2)} 2\pi \sinh 2tdt = 4\pi (2\kappa')^{-1}.
\]
Proposition 6.3 now follows by plugging in the above explicit values into (6.6).

7. Computation at Nonarchimedean places

7.1. Odd residue characteristic places. Recall the following notation. For simplicity, we suppress all subscripts \(v\).

- \(F\) is a nonarchimedaen local field with ring of integers \(\mathfrak{o}\) and uniformizer \(\varpi\). Let \(q = \#\mathfrak{o}/(\varpi)\) and let \(e\) be the integer such that \(|2|^{-1} = q^e\).
- \(\psi\) is a nontrivial additive character of \(F\) with conductor \(\delta\), i.e. \(\delta^{-1}\mathfrak{o}\) is the largest subgroup of \(F\) on which \(\psi\) is trivial. For each \(a \in F^\times\), we denote by \(\gamma_\psi(a)\) the Weil constant.
- \(\tau\) is an unramified principal series representation of \(\text{PGL}_2(F)\) and contains a \(\text{PGL}_2(\mathfrak{o})\)-fixed element \(g\). We will assume that \(g\) is normalized such that \(g(1) = 1\). Put \(g^{(\delta)} = \tau \begin{pmatrix} \delta^{-1} & 0 \\ 0 & 1 \end{pmatrix} g\).
- \(B(F)\) is the Borel subgroup of \(\text{SL}_2(F)\) consisting of upper triangular matrices of the form \(n(b)m(a)\), where
  \[
m(a) = \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix}, \quad n(b) = \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix}; \quad (a \in F^\times, \ b \in F)
  \]
Let \(\widetilde{B(F)}\) be the inverse image of \(B(F)\) in \(\widetilde{\text{SL}_2(F)}\). Then \(\sigma = \text{Ind}_{\widetilde{B(F)}}^{\widetilde{\text{SL}_2(F)}} \chi_\psi, s\) is the unramified principal series representation of \(\widetilde{\text{SL}_2(F)}\) induced from the character \(\chi_\psi, s((a(b)m(a), \varepsilon)) = \varepsilon^{\frac{\gamma_\psi(1)}{\gamma_\psi(a)} |a|^s}\) of \(\widetilde{B(F)}\) for some purely imaginary complex number \(s\). Thus the underlying vector space \(\widetilde{H}_\psi(s)\) of \(\sigma\) is the space of complex-valued functions \(f\) on \(\widetilde{\text{SL}_2(F)}\) such that
  \[
f((a(b)m(a), \varepsilon)g) = \varepsilon^{\frac{\gamma_\psi(1)}{\gamma_\psi(a)} |a|^{s+1}} f(g) \quad (g \in \widetilde{\text{SL}_2(F)}),
  \]
and $\widetilde{\text{SL}}_2(F)$ acts by right translation on $\tilde{\mathcal{I}}_{\psi}(s)$. It is a unitary representation with inner product

$$(f, f') = \int_{x \in F} f(w(1)n(x))f'(w(1)n(x))dx,$$

where $w(1) = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}$. The representation $\sigma$ contains a distinguished vector, $h$, which we define below.

For any fractional ideals $a$ and $b$ of $F$, put

$$\Gamma[a, b] = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \bigg| a, d \in \mathfrak{o}, b \in a, c \in b \right\}.$$ 

For any subgroup $\Gamma$ of $\text{SL}_2(F)$, we denote by $\tilde{\Gamma}$ its inverse image in $\widetilde{\text{SL}}_2(F)$. Fix $\Gamma = \Gamma[\delta^{-1}o, 4\delta o]$. There exists a genuine character $\varepsilon : \tilde{\Gamma} \to \mathbb{C}^\times$ such that $\omega_{\psi}(\gamma)\phi_0 = \varepsilon(\gamma)^{-1}\phi_0$, where $\gamma \in \tilde{\Gamma}$ and $\phi_0$ is the characteristic function of $\mathfrak{o}$ ([9], Lemma 1.1). Consider the Hecke algebra $\tilde{H} = \tilde{H}(\tilde{\Gamma}/\tilde{\text{SL}}_2(F) / \tilde{\Gamma}; \varepsilon)$ which is the space of compactly supported genuine functions $\phi$ on $\tilde{\text{SL}}_2(F)$ such that $\phi(\gamma_1 X \gamma_2) = \varepsilon(\gamma_1)\varepsilon(\gamma_2)\phi(X)$, for $\gamma_1, \gamma_2 \in \tilde{\Gamma}$ and $X \in \text{SL}_2(F)$ together with a convolution product. The Hecke algebra $\tilde{H}$ acts on the space $\tilde{\mathcal{I}}_{\psi}(s)$ by

$$\sigma(\phi)f(X) = \int_{\tilde{\text{SL}}_2(F)} f(XX')\phi(X')dX'.$$

Define

$$E^K(X) = \begin{cases} q^c \langle \phi_0, \omega_{\psi}(\gamma)\phi_0 \rangle & \text{if } X \in \tilde{\Gamma}[(4\delta o)^{-1}, 4\delta o] \\
0 & \text{otherwise.} \end{cases}$$

Then by ([9], §3 and §6), $E^K$ is an idempotent in $\tilde{H}$.

By Prop. 4.6 in [9], there is a unique (up to scalars) element $h \in \sigma$ fixed by the idempotent $E^K$. Its restriction to $\tilde{K} = \tilde{\text{SL}}_2(\mathfrak{o})$ is given by (cf. [9], Prop. 4.4 and p. 1982)

$$h(X) = \langle \omega_{\psi}(Xw(2))\phi_0, \phi_0 \rangle,$$

where $w(2) = \begin{pmatrix} 2 & -2^{-1} \\ 2 & 1 \end{pmatrix}$. Put

$$h^{(2)} = \sigma(m(2))h,$$

where $m(2) = \begin{pmatrix} 2 & -2^{-1} \\ 2 & 1 \end{pmatrix}$.

• $\omega_{\psi}$ is the Schrödinger-Weil representation of $\tilde{\text{J}}(F)$.

In this subsection we prove the following:

**Proposition 7.1.**

$$\langle g^{(4)}, g^{(4)} \rangle^{-1} \langle h^{(2)}, h^{(2)} \rangle^{-1} \langle \phi, \phi \rangle^{-1} \int_{\tilde{\text{SL}}_2(F)} \langle \tau(X)g^{(4)}, g^{(4)} \rangle(\sigma(X)h^{(2)}, h^{(2)})(\omega_{\psi}(X)\phi, \phi) dX$$
We first explain how to reduce the proposition to the case $\delta = 1$. Let $\psi$ be any non-trivial additive character of $F$ and let $\sigma$ be the representation of $\text{SL}_2(F)$ as above but with respect to $\psi$. To stress the dependence of $\sigma$ on $\psi$, we temporarily denote it by $\sigma_\psi$ and denote the idempotent $E^K$ of $\sigma_\psi$ by $E^K_\psi$. For any $a \in F^\times$, we write $\psi_a$ for the character $x \mapsto \psi(ax)$. Note that the conductor of $\psi_{\delta-1}$ is one. Define an automorphism $r_\delta$ of $\text{SL}_2(F)$ as

$$r_\delta\left(\begin{pmatrix}a & b \\ c & d\end{pmatrix}, \varepsilon\right) = \begin{cases} \left(\begin{pmatrix}a & \delta^{-1}b \\ \delta^{-1}c & d\end{pmatrix}, \varepsilon\right) & c \neq 0 \\ \left(\begin{pmatrix}a & \delta b \\ \delta, d\end{pmatrix}, (\delta, d)\varepsilon\right) & c = 0 \end{cases}$$

Define a map

$$i_\delta : I_\psi(s) \to I_{\psi_{\delta-1}}(s), \quad h' \mapsto h'^{\delta}, \quad h'^{\delta}(X) = h'(r_{\delta-1}(X)).$$

Then,

(i) $i_\delta \circ \sigma_i(r_{\delta-1}(X)) = \sigma_\psi(r_{\delta-1}(X)) \circ i_\delta$

(ii) If $h$ is $E^K_{\psi}$-fixed, then $h^\delta$ is also $E^K_{\psi_{\delta-1}}$-fixed and moreover $h^{(2),\delta} = \pm h^{(2)}$.

(iii) $\omega_\psi = \omega_\psi_{\delta-1} \circ r_\delta$

(iv) $\langle i_\delta h_1, i_\delta h_2 \rangle = |\delta^{-1}| \langle h_1, h_2 \rangle$ for any $h_1, h_2 \in \sigma_\psi$.

These properties are not hard to verify and we leave the details to the reader.

**Remark.** The above properties also hold for a dyadic place $v$, that is, for $v|2$.

**Proof of Proposition 7.1** In the left-hand side of the formula in the Proposition, we make a change of variable $X = \begin{pmatrix}a & b \\ c & d\end{pmatrix} \mapsto \begin{pmatrix}a & \delta^{-1}b \\ \delta c & d\end{pmatrix}$. Then by the properties above we are reduced to the case of $\delta = 1$. In this case the Proposition follows from ([13], Lemma 4.4) once we verify that the $E^K$-fixed vector $h$ is also $\text{SL}_2(\mathfrak{o})$-fixed. That this is indeed so can be checked from the formula $h(X) = (\omega_\psi(\text{Ad})_\psi(2))\phi_0, \phi_0)$ for $X$ equal to $m(a), n(b), w$ (see §2.8). We leave the details to the reader. The following fact will prove useful in the verification. When $F$ is a non-archimedean field of odd residue characteristic, $\psi$ is a non-trivial additive character of $F$ with conductor 1, and $a \in \mathfrak{o}^\times$, then $\gamma_\psi(a) = 1$.

### 7.2. Dyadic places.

Recall the following notation. For simplicity, we suppress all subscripts $\psi$.

- $F$ is a degree $d$ extension of $\mathbb{Q}_2$ with ring of integers $\mathfrak{o}$ and uniformizer $\varpi$. Let $q = \#\mathfrak{o}/(\varpi)$ and let $e$ be the integer such that $|2|^{-1} = q^e$.
- $\psi$ is a nontrivial additive character of $F$ with conductor $\delta$, i.e., $\delta^{-1}\mathfrak{o}$ is the largest subgroup of $F$ on which $\psi$ is trivial. For each $a \in F^\times$, $\gamma_\psi(a)$ denotes the Weil constant.
- $\omega_\psi$ is the (local) Schrödinger-Weil representation of $\mathcal{J}(F)$ with inner product

$$\langle \phi_1, \phi_2 \rangle = \int_F \phi_1(y)\overline{\phi_2(y)}dy \quad (\phi_1, \phi_2 \in \mathcal{S}(F)).$$

Our chosen vector in $\omega_\psi$ is $\phi = 1_{\mathfrak{o}_{\mathfrak{a}}}$.
\[ \tau = \text{Ind}_{B(F)}^{\text{GL}_2(F)}(|\cdot|^{s'},|\cdot|^{-s'}) \] is the unramified principal series representation of \( \text{GL}_2(F) \) induced from the character of \( B(F) \),
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto |ad|^{-s'}
\]
for some purely imaginary complex number \( s' \). It contains a \( \text{GL}_2(\mathfrak{o}) \)-fixed element \( g \) such that \( g(1) = 1 \). Put
\[
g^{(s)} = \tau \begin{pmatrix} \delta^{-1} & 0 \\ 0 & 1 \end{pmatrix} g.
\]

\( \sigma = \text{Ind}_{\widetilde{\text{SL}_2(F)}}^{\text{SL}_2(F)} \chi \psi \) is a principal series representation of \( \text{SL}_2(F) \) acting on the space \( \tilde{\mathcal{I}}_{v}(s) \) with definition same as the one given in \( \S 7 \). As before, \( h \) denotes an \( E \) \( \text{SL}_2^2 \) \( \mathbb{F} \)-fixed vector in \( \sigma \). It is unique up to multiplication by a nonzero constant and its restriction to \( \text{SL}_2(\mathfrak{o}) \) is defined as before. Moreover, \( h^{(2)} = \sigma(m(2))h \).

The goal of this section is to prove the following.

**Proposition 7.2.** For \( g^{(s)}, h^{(2)} \) and \( \phi \) as above, we have
\[
\langle g^{(s)}, g^{(s)} \rangle^{-1} \langle h^{(2)}, h^{(2)} \rangle^{-1} \langle \phi, \phi \rangle^{-1} \int_{\text{SL}_2(F)} \langle \tau(X)g^{(s)}, g^{(s)} \rangle \langle \sigma(X)h^{(2)}, h^{(2)} \rangle \langle \omega_{v}(X)\phi, \phi \rangle dX
\]
\[
= 2^{-d} \xi_{F}(2) \frac{L(1/2, \text{Sym}^2 \tau \times \pi)}{L(1, \pi, \text{Ad})L(1, \tau, \text{Ad})}.
\]

As in the \( v \nmid 2 \) case, we may and will assume that \( \delta = 1 \). Note that this time the \( E \) \( \text{SL}_2^2 \) \( \mathbb{F} \)-fixed vector \( h \) is not \( \text{SL}_2(\mathfrak{o}) \)-fixed; in fact, \( \sigma \) cannot have an \( \text{SL}_2(\mathfrak{o}) \)-fixed vector since \( \text{SL}_2(\mathfrak{o}) \) is not a subgroup of \( \text{SL}_2(F) \). But it is possible to rewrite the integral
\[
\int_{\text{SL}_2(F)} \langle \tau(X)g, g \rangle \langle \sigma(X)h^{(2)}, h^{(2)} \rangle \langle \omega_{v}(X)\phi, \phi \rangle dX
\]
as
\[
\int_{\text{SL}_2(F)} \langle \tau(X)g, g \rangle \langle \sigma \otimes \omega_{v}(X)\Phi, \Phi \rangle dX
\]
for some \( J(\phi) \)-fixed vector \( \Phi \). We will now show how to do this.

For \( \lambda \in \frac{1}{2} \mathfrak{o}/\mathfrak{o} \), put \( \phi_{\lambda} = 1_{\lambda + \mathfrak{o}} \in S(F) \). Moreover, for any \( \lambda \in \frac{1}{2} \mathfrak{o}/\mathfrak{o} \), let \( h_{\lambda} \in \tilde{\mathcal{I}}_{v}(\lambda) \) be such that
\[
h_{\lambda}(\widetilde{X}) = \langle \omega_{v}(\widetilde{X})\phi_{\lambda}, \phi_{0} \rangle \quad (\widetilde{X} \in \tilde{K}).
\]

Consider the subspace of \( S(F) \) spanned by the orthonormal vectors \( \{ \phi_{\lambda} | \lambda \in \frac{1}{2} \mathfrak{o}/\mathfrak{o} \} \). By Proposition 3.3 in [9], the action of \( \tilde{K} \) by \( \omega_{v} \) on this space gives an irreducible representation of \( \tilde{K} \) which we denote by \( \omega_{v}^{K} \). It follows that the subspace of \( \tilde{\mathcal{I}}_{v}(s) \) spanned by \( \{ h_{\lambda} | \lambda \in \frac{1}{2} \mathfrak{o}/\mathfrak{o} \} \) is also invariant under the action of \( \tilde{K} \) by \( \sigma \). We denote this representation by \( \sigma^{K} \). Noting that \( |\frac{1}{2} \mathfrak{o}/\mathfrak{o}| = 2^{d} \), it follows from Schur’s orthogonality that \( \{ 2^{d/2}h_{\lambda} | \lambda \in \frac{1}{2} \mathfrak{o}/\mathfrak{o} \} \) is an orthonormal basis of \( \sigma^{K} \). Let \( i : \omega_{v}^{K} \longrightarrow \sigma^{K} \) be the homomorphism with \( i(\phi_{\lambda}) = 2^{d/2}h_{\lambda} \) for all \( \lambda \in \frac{1}{2} \mathfrak{o}/\mathfrak{o} \). Then it is clear that \( i \) is an isomorphism of representations of \( \tilde{K} \). Moreover, it is an isometry.

**Lemma 7.3.**

1. We have,
\[
2^{d/2} \gamma_{v}(1)h^{(2)} = \sum_{\lambda \in \frac{1}{2} \mathfrak{o}/\mathfrak{o}} h_{\lambda}.
\]
2. We have,
\[
\int_K \sigma(k) h^{(2)} \otimes \omega \psi(k) \phi dk = 2^{-d/2} \gamma \psi(1)^{-1} \sum_{\lambda \in \frac{1}{2} \mathfrak{g} / \mathfrak{h}} h_\lambda \otimes \phi_\lambda.
\]

3. The element
\[
\sum_{\lambda \in \frac{1}{2} \mathfrak{g} / \mathfrak{h}} h_\lambda \otimes \phi_\lambda \in \sigma \otimes \omega \psi
\]
is \(J(\mathfrak{g})\)-fixed.

Proof. The first assertion follows from the following observations,
\[
\omega \psi(w(1)) \phi_0 = 2^{-d/2} \gamma \psi(1)^{-1} \sum_{\lambda \in \frac{1}{2} \mathfrak{g} / \mathfrak{h}} \phi_\lambda \quad \text{and} \quad \sigma(w(1)) h_0 = h^{(2)}.
\]

For the second assertion, we note that
\[
\phi = \sum_\lambda \phi_\lambda.
\]
Moreover, the representations \(\sigma^K\) and \(\omega^K \psi\) are dual to each other and \(\{2^{d/2} h_\lambda\}\) and \(\{\phi_\lambda\}\) form a dual basis. Together with Schur's orthogonality relation, we find that
\[
\langle \int_K \sigma(k) h^{(2)} \otimes \omega \psi(k) \phi dk, h_\lambda \otimes \phi_\mu \rangle = \begin{cases} 2^{-d} & \text{if } \lambda = \mu \\
0 & \text{if } \lambda \neq \mu. \end{cases}
\]
The same relation holds for the right hand side of the assertion as well. This proves (2).

By (2), \(\sum_{\lambda \in \frac{1}{2} \mathfrak{g} / \mathfrak{h}} h_\lambda \otimes \phi_\lambda\) is \(K\)-invariant. It is \(H(\mathfrak{g})\)-invariant by the formulae (2.1) of the Schrödinger-Weil representation. This completes the proof of the lemma. \(\square\)

The representation \(\sigma \otimes \omega \psi\) of the Jacobi group is isomorphic to the principal series representation (see [1], Thm. 5.4.2)
\[
\text{Ind}_{B_\psi(F)}^{J(F)} \psi | \cdot | = \{ f : J(F) \longrightarrow \mathbb{C} | f(m(a)n(b)(0, \mu, \xi)g) = \psi(\xi)|a|^{s+3/2} f(g), \quad g \in J(F) \},
\]
where the isomorphism is given by
\[
h' \otimes \phi \mapsto (gu \mapsto h'(g) \omega \psi(g) \phi(0)); \quad h' \in \sigma, \phi \in S(F), g \in \text{SL}_2(F), u \in H(F).
\]
We denote this principal series representation by \(\rho\) and the underlying space of functions by \(I(s, \psi)\). For a suitable choice of inner product on \(\rho\), \(\rho \simeq \sigma \otimes \omega \psi\) is an isometry. We will often identify \(\rho\) with \(\sigma \otimes \omega \psi\).

Put
\[
\Phi = \sum_{\lambda \in \frac{1}{2} \mathfrak{g} / \mathfrak{h}} h_\lambda \otimes \phi_\lambda \in I(s, \psi).
\]
Then \(\Phi\) is \(J(\mathfrak{g})\)-fixed by the lemma above. We have,

Lemma 7.4.
\[
\int_{\text{SL}_2(F)} \langle \tau(X)g, g \rangle \langle \sigma(X)h^{(2)}(X), h^{(2)}(X) \rangle \omega \psi(X) \phi, \phi \rangle dX = 2^{-d} \int_{\text{SL}_2(F)} \langle \tau(X)g, g \rangle \rho(X) \Phi, \Phi \rangle dX.
\]
Proof. Let \( X = k_1 \text{diag}[[w^t, w^{-1}]]k_2 \) where \( k_1, k_2 \in K \) and \( t \) is a nonnegative integer be the Cartan decomposition of \( X \in \text{SL}_2(F) \). We will denote \( \text{diag}[[w^t, w^{-1}]] \) by \( t \). By Lemma 7.3, we have

\[
\int_{\text{SL}_2(F)} \langle \tau(X)g, g \rangle \overline{\langle \sigma(X)h^{(2)}, h^{(2)} \rangle} \overline{\langle \omega_X(X) \phi, \phi \rangle} dX
\]

\[
= \int_{\text{SL}_2(F)} \langle \tau(t)g, g \rangle \overline{\langle \rho(X)(h^{(2)} \otimes \phi), h^{(2)} \otimes \phi \rangle} dX
\]

\[
= 2^{-d/2} \int_{t} \langle \tau(t)g, g \rangle \left( \int K \overline{\langle \rho(tk_2)(h^{(2)} \otimes \phi), \phi \rangle} dk_1 dk_2 \right) dt, \quad (g \text{ is } K\text{-fixed})
\]

\[
= 2^{-d} \int_{t} \langle \tau(t)g, g \rangle \overline{\langle \rho(t)\Phi, \Phi \rangle} dt
\]

\[
= 2^{-d} \int_{\text{SL}_2(F)} \langle \tau(X)g, g \rangle \overline{\langle \rho(X)\Phi, \Phi \rangle} dX
\]

\[
(\text{Vol}(K) = 1 \text{ and } \Phi \text{ is also } K\text{-fixed})
\]

\[
\square
\]

We will now compute

\[
(7.2) \quad \int_{\text{SL}_2(F)} \langle \tau(X)g, g \rangle \overline{\langle \rho(X)\Phi, \Phi \rangle} dX.
\]

The computation is similar to that done in §6 of [20]. Let

\[
\eta = (1, 0, 0) \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \in J(F).
\]

Let

\[
T_{s', s, \psi} = \int_{\text{SL}_2(F)} g(X) \overline{\Phi(\eta X)} dX.
\]

Then by ([21], §4), we have

\[
(7.3) \quad (7.2) = \frac{\xi_F(2)}{\xi_F(1)^2} T_{s', s, \psi} T_{-s', -s, \psi^{-1}}
\]

Therefore, it is enough to calculate \( T_{s', s, \psi} \).

**Lemma 7.5.** The support of \( \Phi \) is contained in \( B_1(F)J(\sigma) \).

**Proof.** Substitute \( F \) for \( \mathbb{Q}_2 \) and \( \sigma \) for \( \mathbb{Z}_2 \) in the proof of ([20], Lemma 6.4). \( \square \)

Let \( X = m(a)n(x)k \) be the usual Iwasawa decomposition for \( X \in \text{SL}_2(F) \). Then \( dX = ds \cdot dx \cdot dk \), where \( ds \cdot dx \) is the measure on \( F^\times \) such that \( \text{vol } s^\times = 1. \) Then \( g(X) = |a|^{s+1}. \) Moreover,

\[
\Phi(\eta m(a)n(x)) = \begin{cases} |a|^{-s} \frac{2}{\pi} \theta_\sigma(a^{-1}) & |x| \leq 1 \\ |ax|^{-s} \frac{2}{\pi} \theta_\sigma(a^{-1}x^{-1})\psi(a^{-2}x^{-1}) & |x| > 1 \end{cases}
\]
The case $|x| \leq 1$ is straightforward. The case $|x| > 1$ relies on the following decomposition of matrices,

$$
\eta m(a)n(x) = (1, 0, 0)m(a^{-1})w(1)n(x) = (1, 0, 0)m(a^{-1})m(x^{-1})n(x) \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.
$$

Therefore,

$$
T_{s',s,\psi} = \int_{|x| \leq 1} \int_{|a| \geq 1} |a|^{-\frac{1}{2} - s + s'}|x|^\psi a dx + \int_{|x| > 1} \int_{|a| \geq 1} |a|^{-\frac{1}{2} - s + s'}|x|^\psi a dx.
$$

We have

$$
\int_{|x| \leq 1} \int_{|a| \geq 1} |a|^{-\frac{1}{2} - s + s'}|x|^\psi a dx = \sum_{n=0}^{n=\infty} q^{n(-\frac{1}{2} - s + s')} = \frac{1}{1 - q^{-\frac{1}{2} - s + s'}},
$$

and

$$
\int_{|x| > 1} \int_{|a| \geq 1} |a|^{-\frac{1}{2} - s + s'}|x|^\psi a dx = \sum_{m=1}^{\infty} \sum_{n=-m}^{n=\infty} q^{n(-\frac{1}{2} - s + s') + m(-\frac{1}{2} - s)} \int_{|x|=q^n} \int_{|a|=q^n} \psi(a^{-2}x^{-1}) dx a.
$$

Since

$$
\int_{x \in 0} \psi(\xi x) dx = \begin{cases} 
1 - q^{-1} & \xi \in 0, \\
-q^{-1} & \text{ord}(\xi) = -1 \\
0 & \text{otherwise},
\end{cases}
$$

we see that

$$
\int_{|x| = q^n} \int_{|a| = q^n} \psi(a^{-2}x^{-1}) dx a = \begin{cases} 
q^{m-1}(q-1) & 2n + m \geq 0 \\
-q^{m-1} & 2n + m = -1 \\
0 & \text{otherwise}
\end{cases}.
$$

Therefore,

$$
\int_{|x| > 1} \int_{|a| \geq 1} |a|^{-\frac{1}{2} - s + s'}|x|^\psi a dx = q^{1 - (q - 1)} \sum_{m \geq 1, n \geq -\left(\frac{1}{2} \right)} q^{n(-\frac{1}{2} - s + s') + m(-\frac{1}{2} - s)} - q^{1 - (q - 1)} \sum_{m \geq 1, m \text{ odd}} q^{m+1(-\frac{1}{2} + s - s') + m(-\frac{1}{2} - s)}
$$

$$
= \frac{-1 + q - q^{\frac{1}{2} + s} + q^{1+s'}}{q^{\frac{1}{2} + s+s'}(1 - q^{-\frac{1}{2} - s-s'})(1 - q^{\frac{1}{2} - s-s'})}.
$$

It follows that

$$
T_{s',s,\psi} = \frac{1}{1 - q^{-\frac{1}{2} - s + s'}} + \frac{-1 + q - q^{\frac{1}{2} + s} + q^{1+s'}}{q^{\frac{1}{2} + s+s'}(1 - q^{-\frac{1}{2} - s-s'})(1 - q^{\frac{1}{2} - s-s'})}
$$

$$
= \frac{(1 - q^{-1-s})(1 + q^{\frac{1}{2} - s})}{(1 - q^{-\frac{1}{2} - s+s'})(1 - q^{\frac{1}{2} - s-s'})).
$$
Lemma A.1. Let
\[ N \] be a nonnegative integer. We have the following identity.
\[ (A.1) \sum_{i=0}^{n} (-1)^{n} \binom{N}{i} \frac{\Gamma(z + i)}{\Gamma(w + i)} = \frac{\Gamma(z)}{\Gamma(w - z)} \frac{\Gamma(w - z + N)}{\Gamma(w + N)}, \]
for every \( z, w \in \mathbb{C} \).

Proof. Lemma 2.1 in [11].

Lemma A.2. For every \( r, \kappa \in \mathbb{N} \), we have
\[ (A.2) \sum_{0 \leq l \leq \lfloor \frac{1}{2} \rfloor} \prod_{0 \leq s \leq l - 1} \frac{(r - 2j)(r - 2j - 1)}{(2j + 2)(2\kappa + 2j + 1)} = 2^{r} \frac{(r + \kappa - 1)}{r}, \]
where we take the empty product corresponding to \( i = 0 \) to have value one.

Proof. We only sketch the proof here. Through some tedious but elementary calculations, one can verify that
\[ (A.2) = \frac{\Gamma(\kappa + \frac{1}{2})}{\Gamma(\frac{1}{2})} \sum_{0 \leq l \leq \lfloor \frac{1}{2} \rfloor} (-1)^{l} \binom{l}{l} \frac{\Gamma(l + \frac{r - 1}{2})}{\Gamma(l + \kappa + \frac{1}{2})}, \]
where \( \varepsilon \equiv 1 + r \mod(2) \). Now use Lemma A.1.

Lemma A.3. For every \( r, \kappa' \in \mathbb{N} \), we have
\[ (A.3) \sum_{0 \leq l \leq \lfloor \frac{1}{2} \rfloor} \prod_{0 \leq s \leq l - 1} \frac{(r - 2l)^2(r - 2l - 1)^2}{(2l + 2)(2l + 2\kappa' - 2l)(r - 2l + 2l + 1)(r - 2l + 2l + 2)} = 2^{-r} \frac{(2\kappa' + 2r)}{r}, \]
where we take the empty product corresponding to \( i = 0 \) to have value one.

Proof. We only sketch the proof here. Through some tedious but elementary calculations, one can verify that
\[ (A.3) = \frac{\Gamma(\kappa' + 1)}{\Gamma(\frac{1}{2})} \sum_{0 \leq l \leq \lfloor \frac{1}{2} \rfloor} (-1)^{l} \binom{l}{l} \frac{\Gamma(l + \frac{r - 1}{2})}{\Gamma(l + \kappa' + 1)}, \]
where \( \varepsilon \equiv 1 + r \mod(2) \). Now use Lemma A.1.
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