DETERMINANTAL TENSOR PRODUCT SURFACES AND THE METHOD OF MOVING QUADRICS

LAURENT BUSÉ AND FALAI CHEN

Abstract. A tensor product surface $S$ is an algebraic surface that is defined as the closure of the image of a rational map $\phi$ from $\mathbb{P}^1 \times \mathbb{P}^1$ to $\mathbb{P}^3$. We provide new determinantal representations of $S$ under the assumptions that $\phi$ is generically injective and its base points are finitely many and locally complete intersections. These determinantal representations are matrices that are built from the coefficients of linear relations (syzygies) and quadratic relations of the bihomogeneous polynomials defining $\phi$. Our approach relies on a formalization and generalization of the method of moving quadrics introduced and studied by David Cox and his co-authors.

1. Introduction

The question of finding a determinantal representation of a projective hypersurface, i.e. to write down its defining equation as the determinant of square matrix filled with homogeneous forms, is a classical topic with a long history that goes back to the beginning of the last century (see for instance [Bea00] and the references therein). More recently, stimulated by applications in geometric modeling, the case of parameterized surfaces in $\mathbb{P}^3$ has been extensively investigated, in particular for tensor product surfaces. An algebraic surface $\mathcal{S}$ in $\mathbb{P}^3$ is called a tensor product surface if it is the closure of the image of a rational map $\phi$ from $\mathbb{P}^1 \times \mathbb{P}^1$ to $\mathbb{P}^3$. Let $k$ be an algebraically closed field and let $R_1 = k[s_0, s_1]$, $R_2 = k[t_0, t_1]$ and $S = k[x_0, \ldots, x_3]$ be the coordinate rings of two $\mathbb{P}^1$ and $\mathbb{P}^3$. The rational map $\phi$ is of the form

$$\phi : \mathbb{P}^1 \times \mathbb{P}^1 \dashrightarrow \mathcal{S} \subset \mathbb{P}^3,$$

$$(s_0 : s_1) \times (t_0 : t_1) \mapsto (f_0 : f_1 : f_2 : f_3)$$

where $f_0, f_1, f_2$ and $f_3$ are four bi-homogeneous polynomials in $R = R_1 \otimes_k R_2$ of bidegree $(m, n)$, $m, n \geq 1$. Without loss in generality, one can assume that the base locus $B$ of $\phi$ defines finitely many points.

The classical method to obtain a determinantal representation of a tensor product surface is the Dixon resultant which dated back to 1909 [Dix09]. However, this method only applies if $\phi$ has no base points and it builds a relatively large matrix of size $2mn$. At the end of the 20th century, the problem of determining a determinantal representation of a parameterized surface, also called the implicitization problem, received a lot of interest motivated by applications in geometric modeling for computing intersections between algebraic curves and surfaces by means of computer-assisted methods. Thus, in order to obtain compact determinantal representations and to overcome the difficulty of base points, a new empirical technique has been introduced by Serderberg and Chen and called the method of moving surfaces [SC95]. They verified dozens of examples to demonstrate the validity of this method but without any rigorous proof. A few years later, David Cox noticed that syzygies of the polynomials $f := (f_0, \ldots, f_3)$ and their quadratic relations are at the center of this technique and then proving its validity became an attractive open problem and a source of further developments in other connected topics (see e.g. [Cox20, Chapter 1 and Chapter 3] and the references therein).

In this paper we will focus on the method of moving surfaces over $\mathbb{P}^1 \times \mathbb{P}^1$ for tensor product surfaces. In this setting, this method is called the method of moving quadrics and it can be
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described as follows. A moving plane of bidegree \((\mu, \nu)\) is a polynomial of the form

\[
L(s_0, s_1; t_0, t_1; x_0, x_1, x_2, x_3) = \sum_{i=0}^{3} g_i(s_0, s_1; t_0, t_1)x_i
\]

where \(g_0, g_1, g_2, g_3\) are bihomogeneous polynomials in \(R\) of bidegree \((\mu, \nu)\). This polynomial defines a family of planes in \(\mathbb{P}^3\) parameterized by \(\mathbb{P}^1 \times \mathbb{P}^1\), hence its name. In addition, the moving plane \(L\) is said to follow \(\phi\) if \(\sum_i f_i g_i = 0\) in \(R\). Geometrically, this means that the plane of equation \(L = 0\) goes through the point \(\phi(s_0, s_1; t_0, t_1) \in \mathcal{F}\). The moving planes of bidegree \((\mu, \nu)\) following \(\phi\) form a \(k\)-vector space that we denote by \(V_{(\mu, \nu)}\). Algebraically, \(V_{(\mu, \nu)}\) is simply the vector space of syzygies of \(f\) of bidegree \((\mu, \nu)\).

Similarly, a moving quadric of bidegree \((\mu, \nu)\) is a polynomial of the form

\[
Q(s_0, s_1; t_0, t_1; x_0, x_1, x_2, x_3) = \sum_{0 \leq i \leq j \leq 3} g_{i,j}(s_0, s_1; t_0, t_1)x_ix_j
\]

where the \(g_{i,j}\)'s are bihomogeneous polynomials in \(R\) of bidegree \((\mu, \nu)\). It is said to follow \(\phi\) if \(\sum_{i,j} g_{i,j} f_i f_j = 0\) and we denote by \(W_{(\mu, \nu)}\) the \(k\)-vector space of moving quadrics following \(\phi\) of bidegree \((\mu, \nu)\), equivalently the space of quadratic relations of \(f\) of bidegree \((\mu, \nu)\) in \(R\). By multiplying a moving plane in \(V_{(\mu, \nu)}\) with a linear form in \(S_1\) we obtain a (degenerated) moving quadric in \(W_{(\mu, \nu)}\); we denote by \(V'_{(\mu, \nu)}\) the vector subspace of \(W_{(\mu, \nu)}\) generated this way by moving planes in \(V_{(\mu, \nu)}\).

Now, choose a couple of integers \((\mu, \nu)\), a basis \(\langle L_1, \ldots, L_l \rangle\) of \(V_{(\mu, \nu)}\), a basis \(\langle Q_1, \ldots, Q_q \rangle\) of \(W_{(\mu, \nu)}/V'_{(\mu, \nu)}\) and a basis \(\mathcal{B} = \langle b_1, \ldots, b_{(\mu+1)(\nu+1)} \rangle\) of the vector space \(R_{(\mu, \nu)}\) of bihomogeneous polynomials of bidegree \((\mu, \nu)\) in \(R\). The matrix \(M_{(\mu, \nu)}\) built from the coefficients of \(L_i\) and \(Q_j\) with respect to \(\mathcal{B}\), i.e. the matrix which satisfies to the equality

\[
[b_1 \cdots b_{(\mu+1)(\nu+1)}] \cdot M_{(\mu, \nu)} = [L_1 \cdots L_l Q_1 \cdots Q_q],
\]

called the matrix of moving planes and quadrics of bidegree \((\mu, \nu)\) following \(\phi\). The method of moving quadrics then asks if there exists a couple of integers \((\mu, \nu)\) such that the matrix \(M_{(\mu, \nu)}\) is square and its determinant yields an implicit equation of \(\mathcal{F}\). Geometrically, this means that linear system composed of these \(l\) moving planes and \(q\) moving quadrics cut out exactly the surface \(\mathcal{F}\).

The first theoretical result on the validity of the method of moving quadrics for tensor product surfaces is proved in the seminal paper [CGZ00]: Assume that \(\phi\) has no base point and is generically injective, if there are no moving plane of bidegree \((m - 1, n - 1)\) following \(\phi\), i.e. if \(V_{(m-1,n-1)} = 0\), then \(W_{(m-1,n-1)}\) is of dimension \(mn\) and \(M_{(m-1,n-1)}\) yields a determinantal representation of \(\mathcal{F}\) built solely with moving quadrics. Since then, the question of whether this result can be generalized and can adapt automatically to the presence of base points became a research topic of interest (see the comments and open questions in [CGZ00, Section 6] and [Cox01, Section 6]). To the best of our knowledge, the more general result on the validity of the method of moving quadrics in the presence of base points is given in [AHW05] where the authors show that \(M_{(m-1,n-1)}\) yields a determinantal representation of the surface under a list of several restrictive hypothesis (see [AHW05, Section 4]).

In this paper, we prove the validity of the method of moving quadrics under mild assumptions and hence obtain new determinantal representations for tensor product surfaces in the presence of base points. To achieve this goal, we provide a new interpretation of this method by lifting \(\phi\) to a certain blowup of \(\mathbb{P}^1 \times \mathbb{P}^1\) along its base locus \(\mathcal{B}\). From a more algebraic perspective, we interpret matrices \(M_{(\mu, \nu)}\) as presentation matrices of some graded components of the symmetric algebra of the ideal \(I = (f)\) mod out by its torsion, which is nothing but the Rees algebra of \(I\) if the base points are all assumed to be locally complete intersections. As we will see, a key ingredient in our approach to adapt the presence of base points is the maximum degree \(m_0\) of a minimal syzygy of the \(R_1\)-module of syzygies of \(I\) of degree \(n - 1\) with respect to the grading
induced by $\mathbb{R}$. We define $\nu_0$ similarly by considering the syzygies of $\mathbf{f}$ of degree $m - 1$ with respect to the grading induced by $R_1$. We will prove the following result:

**Theorem 1.1.** Assume that $\phi$ is generically injective and that its base points, if any, are locally complete intersections. Then, the matrix $M_{(\mu_0-1,n-1)}$, respectively the matrix $M_{(m-1,\nu_0-1)}$, yields a determinantal representation of $\mathcal{S}$ if and only if the ideal $\mathcal{I}' = (f_0', f_1', f_2')$ generated by three general $k$-linear combinations of $\mathbf{f}$ has no syzygy in bidegree $(\mu_0-1,n-1)$, respectively in bidegree $(m-1,\nu_0-1)$.

This theorem generalizes the previously known results on the validity of the method of moving quadrics (e.g. [CGZ00, AHW05, CZS01]). It also covers the more recent results proved in [LCS19] where this method has been revisited in the absence of base points in order to remove the assumption $V_{(m-1,n-1)} = 0$ used in [CGZ00]. Actually, the new algebraic interpretation we propose of the method of moving quadrics allows us to prove the following more general result.

**Theorem 1.2.** Assume that $\phi$ is generically injective and that its base points, if any, are locally complete intersections. Then, for all $\mu \geq \mu_0$ there exists an exact sequence of graded free $S$-modules

$$0 \rightarrow S(-2)^r \xrightarrow{\partial_2} S(-1)^l \oplus S(-2)^q \xrightarrow{\partial_1} S^m$$

whose determinant yields an implicit equation of the tensor product surface $\mathcal{S}$. The matrix of $\partial_1$ is $M_{(\mu-1,n-1)}$ and the matrix of $\partial_2$ is filled with linear forms obtained from second order Koszul syzygies of $\mathbf{f}$. Moreover, this complex is a free resolution of the graded component of bidegree $(\mu - 1, n - 1)$ of the Rees algebra of the ideal $I$.

Analogous results hold by symmetry for all $\nu \geq \nu_0$ using the matrices $M_{(m-1,\nu-1)}$.

As we will see, when the map $\phi$ is not generically injective but only generically finite onto $\mathcal{S}$, both Theorem 1.1 and Theorem 4.4 still hold but the determinants yield an implicit equation of $\mathcal{S}$ raised to the power the degree of $\phi$. Finally, the presence of base points that are locally almost complete intersection, i.e. that are locally defined by at most 3 generators, will also be considered.

The paper is organized as follows. Section 2 is devoted to some preliminaries on determinants and blowing-up algebras, more precisely the symmetric and the Rees algebras of certain bihomogeneous ideals in $R$. In Section 3 we analyze the local cohomology modules of the symmetric algebra $\mathcal{S}_I$ (Proposition 3.3) and as a first consequence we recover results by Botbol [Bot11] about representations of $\mathcal{S}$ by means of matrices built solely from linear forms, in particular from moving planes following $\phi$ (Corollary 3.4). In Section 4 we prove Theorem 2.5, i.e. that tensor product surfaces can always be represented as the ratio of two determinants, the one in the numerator being a maximal minor of a matrix $M_{(\mu,\nu)}$ of moving planes and quadrics following $\phi$ (Theorem 5.4). Finally, in order to prove Theorem 1.1, we investigate in Section 5 under which condition this ratio of determinants can be reduced to a single determinant and hence yields a determinantal representation (Theorem 4.4). We close the paper by explaining how our results cover the previously known determinantal representations of tensor product surfaces and by providing illustrative examples.

2. Preliminaries on blowing-up algebras

As already mentioned in the previous section, we suppose that a rational map $\phi$ is given:

$$\phi : \mathbb{P}^1 \times \mathbb{P}^1 \dashrightarrow \mathcal{S} \subset \mathbb{P}^3$$

$$(s_0 : s_1) \times (t_0 : t_1) \mapsto (f_0 : f_1 : f_2 : f_3),$$

where $f_0$, $f_1$, $f_2$ and $f_3$ are four bihomogeneous polynomials in $R = \mathbb{R}_1 \otimes \mathbb{R}_2$ of bidegree $(m,n)$, $m, n \geq 1$. Without loss in generality, one can assume that the base locus of $\phi$ defines finitely many points. We also assume that the closure of the image of $\phi$ is a surface $\mathcal{S} \subset \mathbb{P}^3$. The base scheme of $\phi$ is the scheme $\mathcal{B} = V(I) \subset \mathbb{P}^1 \times \mathbb{P}^1$ where we recall that $I$ is the bigraded ideal of $R$ generated by $\mathbf{f}$. For each base point $p \in \mathcal{B}$ we denote by $d_p$ its multiplicity and by $e_p$ its
Hilbert-Samuel multiplicity: it is well known that $e_p \geq d_p$ and that equality holds if and only if $p$ is locally a complete intersection (abbreviated l.c.i.), i.e. locally defined by 2 generators. Finally, we recall that (see [Ful98, Proposition 4.4] and [Cox01, Appendix])

$$\deg(\phi) \deg(\mathcal{J}) = 2mn - \sum_{p \in \mathcal{B}} e_p$$  \hspace{1cm} (1)$$

where $\deg(\phi)$ stands for the degree of the generically finite map $\phi : \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathcal{J} \subset \mathbb{P}^3$.

2.1. Determinants. Let $M$ be a matrix of an injective graded map $\rho$ between two free $S$-modules of the same rank

$$0 \rightarrow F_1 := \oplus_{i=1}^l S(-e_i) \xrightarrow{\partial} F_0 := \oplus_{i=1}^l S(-d_i).$$

If $\det(M)$ is a defining equation of $\mathcal{J}$ then the $S$-module $Q := \ker(\rho)$ has a finite free resolution of length one and is supported on $\mathcal{J}$, i.e. $\operatorname{ann}_S(Q) = (F)$. Conversely, the existence of such $S$-modules yields determinantal representations of $\mathcal{J}$, possibly raised to some power (see e.g. [Bea00, §1], [KM76] or [Nor76] where these modules are called elementary modules).

More generally, suppose given a graded $S$-module $M$ and a finite free resolution $F_\bullet$ of length $p \geq 1$:

$$0 \rightarrow F_p \rightarrow F_{p-1} \rightarrow \cdots \rightarrow F_1 \rightarrow F_0 \rightarrow M \rightarrow 0.$$ 

If $\operatorname{ann}_S(M) \neq 0$, or equivalently if the Euler characteristic of $F_\bullet$ is equal to zero, then the complex $F_\bullet$ admits a determinant $\det(F_\bullet)$ which is supported on the codimension one components of $\operatorname{ann}_S(M)$ (see [KM76] and [GKZ08, Appendix A]; see also [Nor76] where these determinants are called MacRae’s invariants). More precisely,

$$[\det(F_\bullet)] = \operatorname{div}_S(M) = \sum_{q \text{ prime, codim}_S(q) = 1} \operatorname{length}_{S_q}(M_q)[q].$$

Thus, to obtain representations of the surface $\mathcal{J}$ as an alternate product of determinants of matrices, one can seek for free resolutions of graded $S$-modules that are supported on $\mathcal{J}$. Of course, free resolutions of length one are of particular interest as they yield determinantal representations.

In this paper, we will consider modules that are built from the blowing-up of $\mathcal{J}$.

2.2. The Rees algebra. Let $\Gamma \subset \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^3$ be the Zariski closure of the graph of the map $\phi : \mathbb{P}^1 \times \mathbb{P}^1 \setminus B \rightarrow \mathbb{P}^3$. It is well known that $\pi(\Gamma) = \mathcal{J}$ where $\pi$ denotes the canonical projection of $\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^3$ on its third factor $\mathbb{P}^3$, which is a projective morphism. Algebraically, one has

$$\Gamma = \operatorname{Proj}(\mathcal{R}_I)$$

where $\mathcal{R}_I := R \oplus I \oplus I^2 \oplus \cdots = \oplus_{n \geq 0} I^n$ is the Rees algebra of the ideal $I$ in $R$ [Har77, II.7]. The embedding $\Gamma \subset \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^3$ corresponds to the graded map

$$R \otimes_k S = R[x_0, x_1, x_2, x_3] \xrightarrow{\beta} \mathcal{R}_I$$

$$x_1 \mapsto f_i \in I^1$$

and the homogeneous polynomials in $\mathcal{K} = \ker(\beta)$ are the defining equations of $\mathcal{R}_I$. It is important to notice that $\mathcal{R}_I$ is, as $\Gamma$, trigraded. For instance, the graded component of $\mathcal{K}$ of degree 1 with respect to the grading induced by $S$ is in correspondence with the module of syzygies of the polynomials $f_0, \ldots, f_3$, i.e. the moving planes:

$$g_0 x_0 + g_1 x_1 + g_2 x_2 + g_3 x_3 \in \mathcal{K}_1 \Leftrightarrow g_0 f_0 + g_1 f_1 + g_2 f_2 + g_3 f_3 = 0. \hspace{1cm} (2)$$

Similarly, the graded component of $\mathcal{K}$ of degree 2 with respect to this grading correspond to the moving quadrics.

On the other hand, for all couples of integers $(\mu, \nu)$ let us denote by $\mathcal{R}_{I(\mu,\nu)}$ the graded component of $\mathcal{R}_I$ with respect to its natural bigrading induced by $R = R_1 \otimes_k R_2$. All these graded components are $S$-modules that are supported on $\mathcal{J}$; one has $\operatorname{ann}_S(\mathcal{R}_{I(\mu,\nu)}) = (F)$ for all couples $(\mu, \nu)$ of non negative integers, where $F=0$ is a defining equaiton of $\mathcal{J}$. As an
If all the base points are l.c.i. then \( \Gamma = \Gamma' \). Moving planes and the symmetric algebra. Another interesting blowing-up algebra attached to the ideal \( I \) is its symmetric algebra \( S_I \). It is more simple than the Rees algebra as it is defined by the moving planes following \( \phi \). More precisely, \( S_I \simeq R[x_0, \ldots, x_3]/J(1) \) where \( J(1) \) is the ideal generated by elements in \( K_4 \). The canonical surjective map \( S_I \to R_I \) corresponds to the inclusion
\[
\Gamma \subset \Gamma' := \text{Proj}(S_I) \subset \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^2.
\]

If all the base points are l.c.i. then \( \Gamma = \Gamma' \) and hence \( \pi(\Gamma') = \mathscr{J} \). Algebraically, this equality means that the prime ideal \( K \) is the saturation of \( J(1) \) with respect to the product of ideals \( m = m_1 m_2 \), where \( m_1 = (s_0, s_1) \) and \( m_2 = (t_0, t_1) \), i.e., \( K = J(1) : m^\infty \). We notice that if some base points are almost local complete intersection (abbreviated a.l.c.i.), i.e., locally defined by 3 generators, then \( \Gamma' \) has some extra components with respect to \( \Gamma \): for each a.l.c.i. base point \( p \) a linear form \( L_p \in S \) appears in \( \Gamma' \) with multiplicity \( e_p - d_p \) (see [BCJ09]).

Similarly to the Rees algebra \( R_I \), the symmetric algebra \( S_I \) is also trigraded and its graded components \( S_{I(\mu, \nu)} \) with respect to the bigrading of \( R \) yields graded \( S \)-modules. Assuming that all the base points are l.c.i. these modules are supported on \( \mathscr{J} \) providing the graded components of \( K \) and \( J(1) \) are equal in degree \( (\mu, \nu) \), that is to say providing \( H_m^{0}(S_{I(\mu, \nu)}) = 0 \).

The main reason why we are interested in the symmetric algebra \( S_I \) is because graded free resolutions of \( S_{I(\mu, \nu)} \) can be built under suitable assumptions.

2.4. The approximation complex of cycles. Consider the two sequences \( f = (f_0, \ldots, f_3) \) and \( x = (x_0, \ldots, x_3) \) of elements in \( T = R \otimes_k S = S[x] \) and their corresponding homological Koszul complexes \( K(f; T) \) and \( K(x; T) \). They both have the same modules \( K_p \simeq \wedge^p(T^3) \). We denote by \( Z_p(f; T) \) and \( Z_p(x; T) \) their cycles and by \( d_p^f \) and \( d_p^x \) their differentials, respectively. One has \( d_{p-1}^f \circ d_p^x + d_{p-1}^x \circ d_p^f = 0 \) and hence for all \( p \)
\[
d_p^x(Z_p(f; T)) \subset Z_{p-1}(f; T).
\]
The complex \( Z_* \), whose modules are \( Z_p(f; T) \) and differentials are \( d_p^x \), is called the approximation complex of cycles associated to \( f \). It has been introduced in [HSV82, HSV83] to study properties of Rees and symmetric algebras, in particular their Cohen-Macaulayness. More recently, these complexes have been used for analyzing images of rational maps (see e.g. [BJ03, Bot11, BBC14]).

Among their numerous properties, for our purpose it is important to emphasize the following ones. First \( Z_p(f; T) = Z_p(f; R) \otimes_k T \), which means that the modules of \( Z_* \) are essentially the cycles of the Koszul complex \( K(f; R) \). In addition, \( Z_0(f; R) = R \) and \( Z_1(f; R) \) is the first module of syzygies of \( f \), therefore \( H_0(Z_*) \simeq S_I \). The homology modules \( H_i(Z_I) \) are \( S_I \)-modules and they only depend on the ideal \( I \subset R \) up to isomorphism.

The complex \( Z_* \) is naturally trigraded: a bigrading is induced by \( R \) and a standard one by \( S \). In order to have the differentials \( d_p^x \) of degree 0, the modules \( Z_p \) are graded by
\[
Z_p \simeq Z_p([pm, pn]) \otimes S(-p)
\]
where the shifts in gradings \([-\cdot\) and \((-\cdot)\) are with respect to the grading induced by \( R \) and \( S \), respectively. We notice that the modules \( Z_p \) are canonically graded by the standard grading of the (homological) Koszul complex \( K(f; T) \). Thus, the graded piece of bidegree \((\mu, \nu)\) (with respect to the grading of \( R \)) of \( Z_* \) is a graded complex of free \( S \)-modules of the form
\[
Z_{(\mu, \nu)} : \cdots \to Z_{2(\mu, \nu)+2(m,n)} \otimes_k S(-2) \xrightarrow{d_2^x} Z_{1(\mu, \nu)+(m,n)} \otimes_k S(-1) \xrightarrow{d_1^x} R_{(\mu, \nu)} \otimes_k S.
\]
The maps in this complex are given by matrices whose entries are linear forms in \( S \). More specifically, the columns of a matrix of \( d_1^x \) are filled with moving planes of \( \phi \) of bidegree \((\mu, \nu)\). Moreover, under appropriate assumptions, its determinant yields a defining equation of \( \mathscr{J} \).
Theorem 2.5 ([Bot11]). Let $\mathcal{R}$ be the following subset of $\mathbb{Z}^2$

$$\mathcal{R} := \{(\mu, \nu) \in \mathbb{Z}^2 : \mu \leq 2m - 2, \nu \leq 2n - 2\} \cup \{(\mu, \nu) \in \mathbb{Z}^2 : \mu \geq m, \nu \leq n - 2\} \cup \{(\mu, \nu) \in \mathbb{Z}^2 : \mu \leq m - 2, \nu \geq n\}.$$ 

Then, for all $(\mu, \nu) \notin \mathcal{R}$ the complex $(\mathcal{Z}_\bullet)_{(\mu, \nu)}$ is acyclic. Moreover, if all the base points of $\phi$ are l.c.i. then the determinant of $(\mathcal{Z}_\bullet)_{(\mu, \nu)}$ is equal to $F^{\deg(\phi)}$ where $F = 0$ is a defining equation of $\mathcal{J}$.

We notice that the subset $\mathcal{R}$ corresponds to the union of light and dark grey areas illustrated in Figure 1. Theorem 2.5 rarely provides determinantal formula [Bot11, Lemma 7.3]. A case where this happens is when the map $\phi$ has no base point. Under this assumption the complex $(\mathcal{Z}_\bullet)_{(2m-1,n-1)}$ has length one and it recovers the Dixon’s $(2mn \times 2mn)$-matrix of linear forms in $S$ (see also [CGZ00]). We will recover this result as well as a proof of Theorem 2.5 in our setting.

2.6. Torsion of the symmetric algebra. In order to get new determinantal representations of $\mathcal{J}$ we aim to build more compact free resolutions than those obtained in Theorem 2.5. For that purpose, following ideas introduced in [BCS10] we will consider the symmetric algebra of $S$ modulo its $m$-torsion. More precisely, we will consider the algebra $S_I := S/IH_0^m(S_I)$ which is an intermediate image of $S_I$ in the way to get the Rees algebra $\mathcal{R}_I$. We have $S_I \simeq T/\mathcal{J}$ where $\mathcal{J} := \mathcal{J}(1) : m^\infty$. Thus, we will insert moving quadrics in some complexes $(\mathcal{Z}_\bullet)_{(\mu, \nu)}$ by considering the ideal $\mathcal{J}(2)$ which is generated by elements in $\mathcal{J}$ of degree at most 2 in the $x_i$’s.

Assumption. As we will use the algebras $S_I$ and $S_I^J$ in place of the Rees algebra, we need to assume that $\pi(\Gamma')$ is a proper hypersurface in $\mathbb{P}^3$. So, in what follows we will always assume that the base points of $\phi$ are all locally generated by at most three generators.

3. Local cohomology modules of the symmetric algebra

The moving planes following $\phi$ generate the defining ideal $\mathcal{J}(1) \subset T$ of the symmetric algebra $S_I$ and can thus be studied through the properties of this algebra [BJ03, Bot11]. For their part, the moving quadrics following $\phi$, i.e. the polynomials in $K$ of degree 2 in the $x_i$’s, are more difficult to analyze. Our main strategy is to study the quotient $\mathcal{J}(2)/\mathcal{J}(1)$ that corresponds to moving quadrics that are not generated by moving planes (we notice that if some base points are a.l.c.i. then these are not necessarily all the moving quadrics). As this quotient is naturally connected to the study of the local cohomology module $H_\mathcal{m}(S_I) = \mathcal{J}/\mathcal{J}(1)$, this section is devoted to an analysis of the local cohomology modules of $S_I$ in our setting, as well as the corresponding approximation complex of cycles $Z_\bullet$.

The complex $Z_\bullet$ is by definition deeply connected to the Koszul complex $K_\bullet(f; T)$, so we begin with two preliminary lemmas on Koszul cycles and homology modules. We denote by $Z_p$, $B_p$ and $H_p$ the Koszul cycles, boundaries and homology modules respectively. We also remind that the local cohomology modules of the bigraded ring $R = R_1 \otimes R_2$ with respect to $m$ are such that (see for instance [Bot11, §6]):

$$H_\mathcal{m}^i(R) = 0 \text{ for all } i \notin \{2,3\},$$

$$H_\mathcal{m}^2(R) \simeq \left(\frac{1}{s_0s_1}k[s_0^{-1}, s_1^{-1}] \otimes R_2\right) \oplus \left(R_1 \otimes \frac{1}{t_0t_1}k[t_0^{-1}, t_1^{-1}]\right),$$

$$H_\mathcal{m}^3(R) \simeq \frac{1}{s_0s_1t_0t_1}k[s_0^{-1}, s_1^{-1}, t_0^{-1}, t_1^{-1}].$$

Therefore, since $K_p$ is a free bigraded $R$-module for all $p$,

$$K_p \simeq \wedge^p \left(\bigoplus_{i=1}^4 R(-(m,n))\right) \simeq \bigoplus_{i=1}^4 R(-pn, -pm),$$

the local cohomology modules $H_\mathcal{m}^i(K_p)$ are easily deduced from $H_\mathcal{m}^i(R)$ for all $i$. 


Lemma 3.1. We have $H_4 = H_3 = 0$, $H^i_m(H_p) = 0$ for all $i > 1$. Moreover, for $j = 0, 1$ and for all $p$ we have

$$H^j_m(H_p)_{(\mu, \nu)} = 0 \text{ for all } (\mu, \nu) \text{ such that } H^2_m(K_{p+2-i})_{(\mu, \nu)} = H^3_m(K_{p+3-i})_{(\mu, \nu)} = 0.$$  

Proof. Since $I$ has depth 2 we deduce that $H_4 = H_3$. Moreover, the homology modules $H_p$ are supported in $\mathcal{B}$ for all $p$, so their local cohomology modules $H^j_m(H_p)$ vanish for all $i > 1$.

Now, consider the double complex $\mathcal{C}^*_m(K_\bullet)$ obtained by replacing each module of the Koszul complex $K_\bullet$ by its associated Cech complex. The row-filtered spectral sequence associated to $\mathcal{C}^*_m(K_\bullet)$ converges at the second step and is of the form

\[
\begin{array}{cccc}
0 & 0 & H^0_m(H_2) & H^0_m(H_1) & H^0_m(H_0) \\
0 & 0 & H^1_m(H_2) & H^1_m(H_1) & H^1_m(H_0) \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}
\]

On the other hand, the modules of the column-filtered spectral sequence at the first page are the

local cohomology modules

$H^j_m(K_p)$. Since these two spectral sequences have the same abutment, we deduce the claimed property. $\square$

Lemma 3.2. The following properties hold:

i) $H^0_m(Z_p) = H^0_m(Z_p)$ for all $p$,

ii) $H^i_m(Z_p) \simeq H^i_m(K_4)$ for all $i$,

and for $p = 1, 2$,

iii) $H^2_m(Z_p)_{(\mu, \nu)} \simeq H^2_m(H_{p-1})_{(\mu, \nu)}$ for all $(\mu, \nu)$ such that $H^2_m(K_p)_{(\mu, \nu)} = 0$,

iv) $H^3_m(Z_p)_{(\mu, \nu)} = 0$ for all $(\mu, \nu)$ such that

\[
H^2_m(K_{p-1})_{(\mu, \nu)} = H^3_m(K_p)_{(\mu, \nu)} = H^3_m(K_{p+1})_{(\mu, \nu)} = 0.
\]

Proof. The ideal $I$ has depth 2 so $H_4 = Z_4 = 0$ and $H_3 = 0$, which implies that $Z_3 \simeq K_4$. Therefore, we only have to consider $Z_p$ for $p = 1, 2$. Consider the following truncation of the Koszul complex

$K_\bullet : 0 \to Z_p \to K_p \to \cdots \to K_0$

and the double complex $\mathcal{C}^*_m(K_\bullet)$ obtained by replacing each module of $K_\bullet$ by its corresponding Cech complex. Its row-filtered spectral sequence converges at the second step and is of the form

\[
\begin{array}{cccc}
0 & 0 & H^0_m(H_{p-1}) & \cdots & H^0_m(H_0) \\
0 & 0 & H^1_m(H_{p-1}) & \cdots & H^1_m(H_0) \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0
\end{array}
\]

because the homology modules $H_i$ are supported in $\mathcal{B}$, which is zero-dimensional, for all $i$. On the other hand, the first page of its column-filtered spectral sequence is of the form

\[
\begin{array}{cccc}
H^0_m(Z_p) & 0 & 0 & 0 \\
H^1_m(Z_p) & 0 & 0 & 0 \\
H^2_m(Z_p) & H^2_m(K_p) & \cdots & H^2_m(K_0) \\
H^3_m(Z_p) & H^3_m(K_p) & \cdots & H^3_m(K_0)
\end{array}
\]

Since these two spectral sequences have the same abutment, we deduce that $H^0_m(Z_p) = H^1_m(Z_p) = 0$, $H^2_m(Z_p)_{(\mu, \nu)} \simeq H^2_m(H_{p-1})_{(\mu, \nu)}$ for all $(\mu, \nu)$ such that $H^2_m(K_p)_{(\mu, \nu)} = 0$ and also that $H^3_m(Z_p)_{(\mu, \nu)} = 0$ for all $(\mu, \nu)$ such that

$H^3_m(K_p)_{(\mu, \nu)} = H^2_m(K_{p-1})_{(\mu, \nu)} = 0$ and $H^1_m(H_{p-1})_{(\mu, \nu)} = H^0_m(H_{p-2})_{(\mu, \nu)} = 0$.  
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Now, applying Lemma 3.1 we get that $H^1_m(H_p-1)_{(\mu,\nu)} = H^0_m(H_p-2)_{(\mu,\nu)} = 0$ for all $(\mu,\nu)$ such that $H^2_m(K_p)_{(\mu,\nu)} = H^3_m(K_{p+1})_{(\mu,\nu)} = 0$ and the conclusion follows by observing that if $H^0_m(K_{p+1})_{(\mu,\nu)} = 0$ then necessarily $H^3_m(K_p)_{(\mu,\nu)} = 0$. □

Now, we focus on the local cohomology modules of the symmetric algebra $S$. To state our results, we introduce the following subset of $\mathbb{Z}^2$:

$$\mathcal{A} := \{(\mu,\nu) \in \mathbb{Z}^2 : \mu \leq m - 2, \nu \leq n - 2\} \cup \{(\mu,\nu) \in \mathbb{Z}^2 : \mu \geq m, \nu \leq n - 2\} \cup \{(\mu,\nu) \in \mathbb{Z}^2 : \mu \leq m - 2, \nu \geq n\}$$

(see Figure 1 where $\mathcal{A}$ corresponds to the union of the dark grey areas). We also denote by $\delta_{(\mu,\nu)}$ the canonical map

$$\delta_{(\mu,\nu)} : H^2_m(Z_{2})_{(\mu,\nu)} \rightarrow H^2_m(Z_{1})_{(\mu,\nu)}$$

that is induced by the approximation complex $Z_{\bullet}$.

**Proposition 3.3.** For all couples of non negative integers $(\mu,\nu) \notin \mathcal{A}$ the complex $Z_{(\mu,\nu)}$ is acyclic and we have the isomorphisms

$$H^0_m(S)_{(\mu,\nu)} \simeq \ker \delta_{(\mu,\nu)}, \quad H^1_m(S)_{(\mu,\nu)} \simeq \coker \delta_{(\mu,\nu)}, \quad H^2_m(S)_{(\mu,\nu)} = H^3_m(S)_{(\mu,\nu)} = 0.$$

**Proof.** By our assumption, the complex $Z_{\bullet}$ is acyclic after localization at any point in $\mathbb{P}^1 \times \mathbb{P}^1$ (see e.g. [Bot11, §4]). It follows that for all $p > 0$ the homology modules $H^0_p(Z_{\bullet})$ are $m$-torsion, which implies that $H^i_m(H^0_p(Z_{\bullet})) = 0$ for $i > 0$ and that $H^0_m(H^0_p(Z_{\bullet})) = H^0_p(Z_{\bullet})$.

Now, consider the double complex $\mathcal{C}_{\bullet}(Z_{\bullet})$. We deduce that its row-filtered spectral sequence converges at the second step and is of the form

$$H^3_m(Z_{\bullet}) \quad H^2_m(Z_{\bullet}) \quad H^1_m(Z_{\bullet}) \quad H^0_m(S)_{(\mu,\nu)}$$

$$\begin{array}{cccc}
0 & 0 & 0 & H^3_m(S)_{(\mu,\nu)} \\
0 & 0 & 0 & H^2_m(S)_{(\mu,\nu)} \\
0 & 0 & 0 & H^1_m(S)_{(\mu,\nu)} \\
\end{array}$$

On the other hand, by Lemma 3.2 the column-filtered spectral sequence of $\mathcal{C}_{\bullet}(Z_{\bullet})$ at the first page is of the form:

$$\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
H^2_m(Z_{\bullet}) \quad H^2_m(Z_{\bullet}) \quad H^2_m(Z_{\bullet}) \quad H^2_m(Z_{\bullet}) \\
H^3_m(Z_{\bullet}) \quad H^3_m(Z_{\bullet}) \quad H^3_m(Z_{\bullet}) \quad H^3_m(Z_{\bullet}) \\
\end{array}$$

The comparison of these two spectral sequences shows that $H^3_m(Z_{\bullet}) = H^2_m(Z_{\bullet}) = 0$ and that $H^1_m(Z_{\bullet})_{(\mu,\nu)} = 0$ for all $(\mu,\nu)$ such that $H^2_m(Z_{3})_{(\mu,\nu)} = 0$, and this latter condition holds if $(\mu,\nu) \notin \mathcal{A}$ by Lemma 3.2, ii). Similarly, applying again Lemma 3.2 we get that for all $(\mu,\nu) \notin \mathcal{A}$, $H^2_m(Z_{0})_{(\mu,\nu)} = 0$ and $H^3_m(Z_{p})_{(\mu,\nu)} = 0$ for all $p$ (we recall the grading (3) of $Z_{\bullet}$ we use). Therefore, the graded piece of degree $(\mu,\nu) \notin \mathcal{A}$ of the first page of this spectral sequence is simply the map $\delta_{(\mu,\nu)}$, which concludes the proof. □

As a consequence of the above results, we recover, in our specific setting, the results proved by Botbol [Bot11]. In the case where $\phi$ has no base point we also recover the classical determinantal representation of $\mathcal{F}$ as the determinant of a matrix of moving planes [Dix09, CGZ00].

**Corollary 3.4.** Assume that all the base points are l.c.i. Then, for all $(\mu,\nu) \notin \mathcal{R}$ the determinant of the graded complex of free $S$-modules $(Z_{\bullet})_{(\mu,\nu)}$ is equal to $F^{\deg(\phi)}$, where $F = 0$ is a defining equation of $\mathcal{F}$.

Moreover, if $(\mu,\nu) = (2m - 1, n - 1)$ or $(\mu,\nu) = (m - 1, 2n - 1)$ then $(Z_{\bullet})_{(\mu,\nu)}$ has length two and its determinant is hence the ratio of two determinants of matrices of linear forms. If
in addition \( \phi \) has no base point then \((Z_\bullet)_{(2m-1,n-1)}\) and \((Z_\bullet)_{(m-1,2n-1)}\) have length one and yield \((2mn \times 2mn)\)-matrices of linear forms whose determinants are both equal to \(F^{\deg(\phi)}\), up to multiplication by a nonzero constant.

**Proof.** Applying Lemma 3.2, for all \((\mu, \nu) \notin \mathcal{A}\) we have \(H^2_m(Z_1(\mu, \nu)) = H^2_m(Z_2(\mu, \nu)) = 0\). Therefore, for all \((\mu, \nu) \notin \mathcal{A}\) we get \(H^0_m(S_1(\mu, \nu)) = 0\) and this implies the claimed property by acyclicity of \((Z_\bullet)_{(\mu, \nu)}\). We also notice that \(Z_3 \simeq R(-m,-n) \otimes S(-3)\) and hence \((Z_3)_{(\mu, \nu)} = 0\) if \((\mu, \nu) = (2m-1, n-1)\) or \((\mu, \nu) = (m-1, 2n-1)\).

Now, to prove the last claim we have to show that \((Z_2)_{(\mu, \nu)} = 0\) if \(\phi\) has no base point and \((\mu, \nu) = (2m-1, n-1)\) or \((\mu, \nu) = (m-1, 2n-1)\), which we assume. By definition, \(Z_2 \simeq Z_2[2(m, n)] \otimes S(-2)\) and since the Koszul boundaries \(B_2\) are generated in degree \((3m, 3n)\) we deduce that \((Z_2)_{(\mu, \nu)+2(m, n)} \simeq (H_2)_{(\mu, \nu)+2(m, n)}\). Now, since \(\phi\) has no base point \(H_2\) is \(m\)-torsion, which implies that \(H_2 = H^0_m(H_2)\). Finally, applying Lemma 3.1 we obtain that \((Z_2)_{(\mu, \nu)+2(m, n)} = 0\) if \(H^2_m(K_4)_{(\mu, \nu)+2(m, n)} = 0\). But since \(K_4 \simeq R(-4(m, n))\), we see that \(H^2_m(K_4)_{(4m-1, 4n-1)} \simeq H^2_m(R)_{(-1, n-1)} = 0\) and \(H^2_m(K_4)_{(3m-1, 4n-1)} \simeq H^2_m(R)_{(m-1, -1)} = 0\), which concludes the proof. \(\square\)

**Remark 3.5.** If the assumption on the base points is weakened so that some base points are a.l.c.i. then Corollary 3.4 is still valid with the difference that the determinants contain linear forms as extraneous factors; more precisely, with the notation introduced in Section 2.3 they are all equal to

\[
F(x)^{\deg \phi} \cdot \prod_{p \in \mathcal{A}, \text{a.l.c.i.}} L_p(x)^{e_p-d_p},
\]

up to multiplication by a nonzero constant (see [BCJ09] and [Bot11, Lemma 5.6]).

In order to obtain more compact representations of \(\mathcal{A}\) than those obtained in Corollary 3.4, Proposition 3.3 suggests to investigate the map \(\delta_{(\mu, \nu)}\) since it is strongly connected to the module \(H^0_m(S_1) \simeq \mathcal{J}/J(1)\). Moreover, the shape of the area \(\mathcal{A}\), where the complex \(Z_\bullet\) is acyclic, suggests to focus on bidegrees of the form \((*, n-1)\) and \((m-1, *)\): those bidegrees are marked with dashed red lines in Figure 1.

In what follows, for the sake of simplicity we will only focus on the bidegrees of the form \((*, n-1)\); the symmetric case of bidegrees of the form \((m-1, *)\) can be treated exactly in the same way.

### 4. Moving quadrics and torsion of the symmetric algebra

In this section, we will combine moving quadrics and moving planes in order to obtain graded free \(S\)-resolutions of \((S_1^\bullet)_{(\mu, \nu)}\) for some \((\mu, \nu) \in \mathcal{A}\), hence of \((R_1^\bullet)_{(\mu, \nu)}\) if all base points are l.c.i. A key ingredient in our approach is the study of the module of moving planes of degree \((*, n-1)\).

In what follows, the Hilbert function of a bigraded \(R\)-module \(M\) is denoted by \(HF_M: \mathbb{Z}^2 \to \mathbb{N}\). It is defined by \(HF_M(\mu, \nu) = \dim_k M_{(\mu, \nu)}\). Its corresponding Hilbert polynomial is denoted by \(HP_M\) and we recall that the following Grothendieck-Serre formula holds (see e.g. [BC17, Proposition 4.26] or [Hyr99]): for all \((\mu, \nu) \in \mathbb{Z}^2\) we have

\[
HF_M(\mu, \nu) - HP_M(\mu, \nu) = \sum_{i \geq 0} (-1)^i HF_{H^i(M)}(\mu, \nu).
\]

Recall that \(Z_1\) is the first module of syzygies of \(f = (f_0, \ldots, f_d)\) whose grading is induced by the canonical grading of the Koszul complex \(K_\bullet(f; R)\); more precisely \(Z_1 \subset K_1 \simeq R(-m, -n)^d\).

Now, consider the syzygies of \(f\) whose degree with respect to \(R_2\) is equal to \(n-1\):

\[
Z_1 := \oplus_{\mu \geq 0} Z_1(\mu, 2n-1).
\]

It is a graded \(R_1 = k[s_0, s_1]\)-module that fits in the exact sequence

\[
0 \rightarrow Z_1 \rightarrow \bigoplus_{i=1}^4 R_1(-m) \otimes (R_2)_{n-1} \xrightarrow{f_0, \ldots, f_3} R_1 \otimes (R_2)_{2n-1}.
\]
Figure 1. The subsets $\mathcal{A}$ (dark grey) and $\mathcal{R}$ (light and dark grey) of $\mathbb{Z}^2$ are illustrated. The dashed red lines correspond to bidegrees $(\mu, \nu)$ where some new determinantal representations of the surface $\mathcal{S}$ are obtained by introducing quadratic relations.

By Hilbert Syzygy Theorem $\mathcal{Z}_1$ is a free module. Moreover, its rank is equal to $2n$ and hence there exist non negative integers $\mu_1, \ldots, \mu_{2n}$ such that

$$\mathcal{Z}_1 \cong \bigoplus_{i=1}^{2n} R_1(-m - \mu_i).$$

(5)

Definition 4.1. We define the threshold degree $\mu_0 := \max_{1 \leq i \leq 2n} \mu_i$. It is the maximum degree of a minimal syzygy of $f_0, f_1, f_2, f_3$ of degree $n - 1$ with respect to $R_2$.

The threshold degree $\mu_0$ provides a fine measure of the values of $\mu$ such that the number of linearly independent moving planes of degree $(\mu - 1, n - 1)$ reaches its expected value, equivalently the Hilbert function of $H_0 = R/I$ reaches its Hilbert polynomial. More precisely, from Lemma 3.1 and the description (4) of the local cohomology modules of $R$, we deduce straightforwardly that for all integer $\mu \geq 2m$

$$H^0_m(H_0)(\mu-1+m, 2n-1) = H^1_m(H_0)(\mu-1+m, 2n-1) = 0$$

and hence, by the Grothendieck-Serre formula,

$$H_{H_0}(\mu - 1 + m, 2n - 1) = r := \sum_{p \in B} d_p.$$

The threshold integer $\mu_0$ is nothing that the smallest integer $\mu$ such that the three above equalities holds:

Proposition 4.2. For all $\mu \geq \mu_0$ the number of linearly independent moving planes of degree $(\mu - 1, n - 1)$ is equal to

$$HF_{\mathcal{Z}_1}(\mu - 1 + m, 2n - 1) = 2n(\mu - m) + r$$

and we have

$$HF_{H_0}(\mu - 1 + m, 2n - 1) = r, \quad H^0_m(H_0)(\mu-1+m, 2n-1) = H^1_m(H_0)(\mu-1+m, 2n-1) = 0$$

and

$$m - \frac{r}{2n} \leq \mu_0 \leq \min\{2m, 2mn - r\}.$$
Moreover, $H_{\mathbb{Z}}(\mu - 1 + m, 2n - 1) = \sum_{i=1}^{2n} (\mu - \mu_i) = 2n\mu - \sum_{i=1}^{2n} \mu_i.

Therefore, from the exact sequence of bigraded $R$-modules

$$0 \to Z_1 \to \oplus_{i=1}^{4} R(-m, -n) \xrightarrow{f_0, ..., f_3} R \to H_0 \to 0$$

we deduce that for all $\mu \geq \mu_0$

$$HF_{H_0}(\mu - 1 + m, 2n - 1) = HF_{Z_1}(\mu - 1 + m, 2n - 1) - 4HF_R(\mu - 1, n - 1)$$

$$+ HF_R(\mu - 1 + m, 2n - 1)$$

$$= 2n\mu - \sum_{i=1}^{2n} \mu_i - 4\mu n + 2n(\mu + n) = 2mn - \sum_{i=1}^{2n} \mu_i.$$

But since, as we already noticed, $HF_{H_0}(\mu - 1 + m, 2n - 1) = r$ for $\mu \geq 2m$ we deduce that $r = 2mn - \sum_{i=1}^{2n} \mu_i$ and the claimed properties about the Hilbert functions of $Z_1$ and $H_0$ follow. Notice that we also deduce that $\mu_0 \leq 2m$. In addition, Lemma 3.1 shows that $H^1_m(H_0)(\mu, \nu) = 0$ for all $(\mu, \nu) \notin \mathcal{R}$, so we have $H^1_m(H_0)(\mu-1+m, 2n-1) = 0$ for all $\mu \geq 0$. From here the claimed vanishing property of $H^0_m(H_0)$ follows from the Grothendieck-Serre formula. Finally, the lower bound on $\mu_0$ follows straightforwardly from the equality $2mn - r = \sum_{i=1}^{2n} \mu_i$. □

We already noticed that $H^0_m(S_1)(\mu-1, n-1) = 0$ for all $\mu$ such that $(\mu - 1, n - 1) \notin \mathcal{R}$, i.e. for all $\mu \geq 2m$ (see proof of Corollary 3.4). Proposition 4.2 allows us to give a structural property of the graded pieces of this local cohomology module for all $\mu \geq \mu_0$. We recall from Section 2.6 that the ideal $\mathcal{J}(1)$ is the defining ideal of $S_1$, $\mathcal{J} = \mathcal{J}(1) : m^{\infty}$ the defining ideal of $S^*_1$ and $\mathcal{J}(2)$ is the ideal generated by elements in $\mathcal{J}$ of degree at most 2 in the variables $x$.

**Proposition 4.3.** For all integer $\mu \geq \mu_0$, $H^0_m(S_1)(\mu-1, n-1)$ is a free $S$-module and we have the isomorphism of graded $S$-modules

$$H^0_m(S_1)(\mu-1, n-1) \simeq (\mathcal{J}(2)/\mathcal{J}(1))(\mu-1, n-1).$$

Moreover, $H^1_m(S_1)(\mu-1, n-1) = 0$ for all $\mu \geq \mu_0$.

**Proof.** By Lemma 3.2, iii) we get

$$H^2_m(Z_1)(\mu-1, n-1) \simeq H^0_m(H_0)(\mu-1, n-1) + (m, n) \otimes S(-1)$$

for all integer $\mu$. Therefore, Proposition 4.2 implies that $H^2_m(Z_1)(\mu-1, n-1) = 0$ for all $\mu \geq \mu_0$. Moreover, applying Proposition 3.3 we deduce that for all $\mu \geq \mu_0$ we have

$$H^0_m(S_1)(\mu-1, n-1) \simeq H^2_m(Z_2)(\mu-1, n-1) \simeq H^2_m(Z_2)(\mu-1, n-1) + 2(m, n) \otimes S(-2).$$

and

$$H^1_m(S_1)(\mu-1, n-1) = 0.$$ 

It follows that $H^0_m(S_1)(\mu-1, n-1)$ is a free $S$-module, generated in degree 2. □

In the terminology of moving planes and moving quadrics following $\phi$, we just proved that for all $\mu \geq \mu_0$, $H^0_m(S_1)(\mu-1, n-1)$ is the quotient of the vector space $W_{(\mu, \nu)}$ of moving quadrics of bidegree $(\mu - 1, n - 1)$ by the vector subspace $V_{(\mu, \nu)}$ of moving quadrics generated by moving planes of the same bidegree. In addition, we have to the following result.

**Theorem 4.4.** For all $\mu \geq \mu_0$ the complex

$$0 \to (Z_2)(\mu-1, n-1) \to (Z_1)(\mu-1, n-1) \oplus (\mathcal{J}(2)/\mathcal{J}(1))(\mu-1, n-1) \to (Z_0)(\mu-1, n-1)$$

(6)
is a minimal graded free resolution of the $S$-module $(S_{1})_{(\mu-1,n-1)}$. Moreover, its determinant is equal to
\[ F(x)^{\deg(\phi)} \cdot \prod_{p \in \mathcal{B}} L_{p}(x)^{e_{p} - d_{p}}, \]
where $F(x) = 0$ is a defining equation of $\mathcal{S}$.

Proof. This is a consequence of Proposition 3.3, which shows the acyclicity of the complex $(Z_{\bullet})_{(\mu-1,n-1)}$, and Proposition 4.3 which shows that the $S$-module $(J(2)/J(1))_{(\mu-1,n-1)}$ is free. The irreducible decomposition of the determinants of these complexes is discussed in Section 2.3.

As an immediate corollary, we get the following free resolutions of some graded components of the Rees algebra of $I$.

Corollary 4.5. Assume that all the base points are l.c.i. Then for all $\mu \geq \mu_{0}$ the complex (6) is a minimal graded free resolution of $(RI)_{(\mu-1,n-1)}$. Its determinant yields a representation of $\mathcal{S}$, raised to the power $\deg(\phi)$, as the ratio of two determinants, the one in the numerator being filled with moving planes and quadrics following $\phi$.

Proof. This follows from the fact that $S_{1} = RI$ if and only if all the base points are l.c.i. 

These two results prove Theorem 1.2 since by definition of (6), its matrices are from left to right, a matrix of linear forms built from the second order Koszul syzygies of $I$ in bidegree $(\mu - 1 + 2m, 3n - 1)$, including a block of zero rows at its bottom, and the matrix $M_{0}(\mu-1,n-1)$ of moving planes and quadrics defined in Section 1.

We notice that if $\mu = 2m$ the complex (6) gives back the complex described in Corollary 3.4 since in this case $H_{m}^{0}(S_{1})_{(2m-1,n-1)} = 0$. This means that the column block of $M_{0}(\mu-1,n-1)$ corresponding to moving quadrics disappears. Actually, the family of complexes (6) can be interpreted as an extension of the family of complexes given by Botbol for all $(\mu, \nu) \notin \mathcal{R}$ (the white zone in Figure 1; see Theorem 2.5) along the horizontal red dashed lines plotted in Figure 1 (entering the grey area from the white area).

One may wonder for which value of $\mu$ moving quadrics do appear in (6). Let $l_{\mu}$ and $q_{\mu}$ be the ranks of the free $S$-modules $(Z_{1})_{(\mu-1,n-1)}$ and $(J(2)/J(1))_{(\mu-1,n-1)}$ respectively. By Proposition 4.2 we have $l_{\mu} = 2m(\mu - m) + r$ for all $\mu \geq \mu_{0}$. Since we must have $l_{\mu} + q_{\mu} \geq \dim_{k} R_{(\mu-1,n-1)} = \mu n$ for all $\mu \geq \mu_{0}$, we deduce that $q_{\mu} \geq n(2m - \mu) - r$. In particular, we necessarily have $q_{\mu} > 0$, i.e. moving quadrics do appear in (6), for all $\mu$ such that
\[ m - \frac{r}{2n} \leq \mu_{0} \leq \mu < 2m - \frac{r}{n}. \] (7)

5. Determinantal Formulas

The goal of this section is to prove Theorem 1.1. For that purpose, we analyze under which condition the resolution obtained in Theorem 4.4 has length one, equivalently $Z_{2}(\mu-1,n-1) = 0$, and hence yields a determinantal representation of the surface $\mathcal{S}$.

Let $f' = \{ f_{0}', f_{1}', f_{2}' \}$ be three general $k$-linear combinations of the polynomials $f_{0}, \ldots, f_{3}$ and set $I' = (f')$. Since all the base points are assumed to be locally defined by at most three generators, $I$ and $I'$ have the same saturation with respect to $m$, i.e. they both define the base scheme $\mathcal{B}$. We denote by $K_{\mu}'$ the Koszul complex of $f' := \{ f_{1}', f_{2}', f_{3}' \}$ over $R$ and by $Z_{p}', B_{p}'$ and $H_{p}'$ its cycles, boundaries and homology modules respectively.

It turns out that the existence of syzygies of $f'$ of degree $(\mu - 1, n - 1)$ is strongly related to the vanishing of $(Z_{2})_{(\mu-1,n-1)}$. Conditions on the existence of syzygies of $f'$ already appeared in the literature on the method of moving quadrics (see e.g. [CGZ00, BCD03, AHW05]) and led to the development of structural results on Koszul syzygies of $f'$, i.e. on $B_{p}'$; see [Cox01, CS03], [BJ03, Section 4.3] and [HW06, AHW05]. The next result is another illustration of the importance of this concept.
Proposition 5.1. If there is no syzygies of $f'$ in degree $(\mu - 1, n - 1)$ for some integer $\mu$, then $Z_2(\mu-1,n-1) = 0$. Moreover, if all the base points are l.c.i. then this property is an equivalence.

Proof. Since the $f_i$’s are minimal generators of $I$, they form a $k$-basis of $I(m,n)$ and hence $I' = I + (h)$ for some $h \in I(m,n)$. Thus, the Koszul homology modules $H_\mu$ of the Koszul complex $K_\bullet(f; R)$ are isomorphic to the Koszul homology modules $H_\mu(f'; h; R)$ of the Koszul complex $K_\bullet(f'; h; R)$. Moreover, by classical properties of Koszul complexes (see [BH93, Section 1.6]) one has the exact sequence of complexes

$$0 \to K_\bullet(f'; R) \twoheadrightarrow K_\bullet(f'; h; R) \rightarrow K_\bullet(f'; R)[-m, -n] \to 0$$

where $\iota$ is the canonical inclusion and $\pi$ the canonical projection. It yields the long exact sequence ([BH93, Corollary 1.6.13]):

$$\cdots \to H'_2 \xrightarrow{\iota} H_2 \xrightarrow{\pi} H'_2[-m, -n] \xrightarrow{(-h)} H'_1 \to \cdots.$$  \hspace{1cm} (8)

Now, since $I'$ has depth 2 we have $H'_3 = H'_2 = 0$. Moreover, since $B'_1$ is generated in degree $(2m, 2n)$, for all $\mu$ we have

$$(H'_1)[-m, -n](\mu-1+2m, 3n-1) = H'_1(\mu-1+m, 2n-1) = Z'_1(\mu-1+m, 2n-1).$$

Therefore, if $Z'_1(\mu-1+m, 2n-1) = 0$ then we deduce that $H_2(\mu-1+2m, 3n-1) = 0$. But again, since $B_2$ is generated in degree $(3m, 3n)$ we have

$$H_2(\mu-1+2m, 3n-1) = Z_2(\mu-1+2m, 3n-1)$$

for all $\mu$. Therefore, we proved if there is no syzygies of $f'$ in degree $(\mu - 1, n - 1)$ then $Z_2(\mu-1,n-1)$, as claimed.

Now, we turn to the second claim in this lemma, so we assume that all the base points are l.c.i. In this case, one can assume that $h$ belongs to the saturation $I^\text{sat}$ of $I'$ with respect to $m$; see [AW05, Lemma 4.2]. Let $\mu$ be an integer and consider the following graded piece of the multiplication map in (8):

$$(H'_1)[-m, -n](\mu-1+2m, 3n-1) = (H'_1)(\mu-1+m, 2n-1) \xrightarrow{(-h)} (H'_1)(\mu-1+2m, 3n-1).$$  \hspace{1cm} (9)

This map send a syzygy $(g'_0, g'_1, g'_2)$ of $I'$ to the syzygy $(-h g'_0, -h g'_1, -h g'_2)$. Since $h$ belongs to $I^\text{sat}$, this latter syzygy is said to vanish at all the base points, which means that all its components $h g'_i$ belong to $I^\text{sat}$ (see [HW06, Definition 1.5]). Then, by [HW06, Corollary 3.15] (see also [AW05, Theorem 3.10]) we deduce that the syzygy $(-h g'_0, -h g'_1, -h g'_2)$ is a Koszul syzygy, i.e. that it belongs to $B'_1$. To apply this result it is important to notice that the syzygy $(-h g'_0, -h g'_1, -h g'_2)$ belongs to $(Z'_1)(\mu-1+2m, 3n-1)$, so its components are polynomials of degree $(\mu - 1 + m, 2n - 1)$ in $R$, which allows us to apply [HW06, Corollary 3.15] as the degree with respect to $R_2$ is precisely equal to $2n - 1$. These considerations show that the map (9) is the null map for all integer $\mu$. Moreover, both modules $B_2$ and $B'_1$ are null in the degree we are considering and hence we deduce that for all integer $\mu$ we have (recall that $H'_2 = 0$):

$$Z_2(\mu-1+2m, 3n-1) \cong Z'_1(\mu-1+m, 2n-1).$$

From here, the claimed equivalence follows by taking into account the shifts in the gradings. \hfill \square

The structure of the syzygies of $I'$ that are of degree $n - 1$ with respect to $R_2$ can be analyzed as we did in Section 4 for the syzygies of $I$. Consider the module

$$\mathcal{Z}_1' := \oplus_{\mu \geq 0} Z'_1(\mu, 2n-1).$$

It is a graded $R_1 = k[s_0, s_1]$-module that fits in the exact sequence

$$0 \to \mathcal{Z}_1' \to \bigoplus_{i=1}^{\beta} R_1(-m) \otimes (R_2)_{n-1} \overset{f'_0, f'_1, f'_2}{\longrightarrow} R_1 \otimes (R_2)_{2n-1}.$$  \hspace{1cm} (10)

The module $\mathcal{Z}_1'$ is free of rank $n$ and hence there exist non negative integers $\mu'_1, \ldots, \mu'_n$ such that

$$\mathcal{Z}_1' \cong \bigoplus_{i=1}^{\beta} R_1(-m - \mu'_i).$$
**Definition 5.2.** We set \( \eta_0 := \min_{1 \leq i \leq n} \mu_i' \); this is the largest integer such that there is no nonzero syzygy of \( I' \) of degree \((\mu - 1, n - 1)\) for all \( \mu \leq \eta_0 \).

**Lemma 5.3.** We have \( 2m - r \leq \eta_0 \leq 2m - \frac{r}{n} \).

**Proof.** We first begin by examining the Hilbert function of \( H'_0 \). By similar results as the ones in Lemma 3.2, we get that \( H'_m(H'_0)(\mu, \nu) = 0 \) if \( H'_2(K'_2)(\mu, \nu) = H'_3(K'_3)(\mu, \nu) = 0 \). In the same way, \( H'_m(H'_0)(\mu, \nu) = 0 \) if \( H'_3(K'_3)(\mu, \nu) = 0 \). Gathering these two conditions, we deduce from (4) that for all integer \( \mu \geq 2m \) we have

\[
H'_m(H'_0)(\mu - 1 + m, 2n - 1) = H'_m(H'_0)(\mu - 1 + m, 2n - 1) = 0
\]

and hence \( HF_{H'_0}(\mu - 1 + m, 2n - 1) = r \) by the Grothendieck-Serre formula.

Now, from the exact sequence of bigraded \( R \)-modules

\[
0 \to Z'_1 \to \bigoplus_{i=1}^{3} R(-m, -n) \xrightarrow{f_0, f_1, f_2} R \to H'_0 \to 0
\]

we deduce that

\[
HF_{Z'_1}(\mu - 1 + m, 2n - 1) - 3HF_R(\mu - 1, n - 1) + HF_R(\mu - 1 + m, 2n - 1) - HF_{H'_0}(\mu - 1 + m, 2n - 1) = 0. \tag{11}
\]

Therefore, using (10) and taking \( \mu \gg 0 \) we deduce that

\[
\sum_{i=1}^{n} \mu_i' = 2mn - r.
\]

This equality implies that \( \eta_0 \leq 2m - \frac{r}{n} \).

To conclude, the equality (11) shows that \( HF_{Z'_1}(\mu - 1 + m, 2n - 1) \) is a polynomial for all \( \mu \geq 2m \) because for those values of \( \mu \) the term \( HF_{H'_0}(\mu - 1 + m, 2n - 1) \) is a (constant) polynomial function. From (10) it follows that \( \max_i \mu_i' \leq 2m \). But since \( \sum_{i=1}^{n} \mu_i' = 2mn - r \) we deduce that \( \eta_0 \geq 2m - r \).

We are now ready to state the main result of this section.

**Theorem 5.4.** If \( \mu_0 \leq \eta_0 \), then for all integer \( \mu \) such that

\[
m - \frac{r}{2n} \leq \mu_0 \leq \mu \leq \eta_0 \leq 2m - \frac{r}{n}
\]

the complex (6) is reduced to the map of free \( S \)-modules

\[
0 \to (Z_1)_{(\mu - 1, n - 1)} \oplus (J(2)/J(1))_{(\mu - 1, n - 1)} \to (Z_0)_{(\mu - 1, n - 1)}
\]

whose determinant is equal to

\[
F(x)^{\deg(\phi)} \cdot \prod_{p \in \mathbb{B}} L_p(x)^{e_p - d_p},
\]

where \( F(x) = 0 \) is a defining equation of \( \mathcal{S} \). In particular, if all base points are l.c.i. we obtain a determinantal representation of \( \mathcal{S} \) raised to the power \( \deg(\phi) \).

**Proof.** Combine Theorem 4.4, Proposition 5.1 and Lemma 5.3.

The matrix of the map considered in Theorem 5.4 is the matrix \( M_{(\mu - 1, n - 1)} \) which is composed of \( l_\mu = 2n(\mu - n) + r \) moving planes \( q_\mu = n(2m - \mu) - r \) moving quadrics following \( \phi \). We notice that in the presence of a.l.c.i. base points, one has to be careful about the definition of the space of moving quadrics. Indeed, the formalism we developed assumes that moving quadrics are elements in \( \mathcal{J} \), i.e. defining equations of \( S^*_1 \), and not necessarily in \( \mathcal{K} \), i.e. defining equations of the Rees algebra \( R_I \). It turns out that these two ideals coincide if all the base points are l.c.i., but otherwise they can be different.
Below, we provide three examples to illustrate both Theorem 5.4 and Theorem 4.4. In particular, we will show that the inequality \( \mu_0 \leq \eta_0 \) does not always hold, although it seems to be quite often satisfied from our experiments, a very interesting property that deserves more investigations that we plan to do in a future work. But before that, we explain how Theorem 5.4 covers the previously known results on the validity of the method of moving quadrics.

No base points. If there is no base points, i.e. if \( r = 0 \), then \( \eta_0 = 2m \). It follows that we always have \( \mu_0 \leq \eta_0 \), so that there always exists a determinantal representation of \( \mathcal{S} \) (raised to the power \( \deg(\phi) \)). We recover here the determinantal representation obtained in [LCS19].

We emphasize that the method of moving quadrics was first introduced in [CGZ00] where the authors proved that there exists a determinantal representation built solely from moving quadrics, the one given in [CGZ00], and the case \( \mu = 2m \) gives a matrix filled exclusively with moving planes, the one given by Dixon [Dix09]; in between these two extreme values on gets mixed matrices of moving planes and quadrics.

Ruled surfaces. The case \( n = 1 \) corresponds to tensor product surfaces \( \mathcal{S} \) that are ruled surfaces. In [CZS01] it is proved the following result: let \( p \) and \( q \) be a basis of the syzygy module \( \mathbb{Z}_1 \) and denote also by \( L_p \) and \( L_q \) their corresponding moving planes; they are of degree \( 2m - r - \mu_0 \) and \( \mu_0 \) respectively. Then, the Sylvester resultant matrix of \( L_p \) and \( L_q \) yields a determinantal representation of \( \mathcal{S} \) (raised to the power \( \deg(\phi) \)). In our context, since \( n = 1 \) we get \( \eta_0 = 2m - r \) and hence we always have \( \mu_0 \leq \eta_0 \). Thus, the matrix given in [CZS01] corresponds to the case \( \mu = \eta_0 = 2m - r \). We notice that if \( \mu_0 < \eta_0 \) then we also get smaller matrices with moving quadrics; these matrices actually correspond to the Hybrid Bézout resultant matrices associated to \( L_p \) and \( L_q \) for the values \( \mu_0 \leq \mu \leq 2m - r \).

Results on the matrix \( M_{(m-1,n-1)} \). In [AHW05] the authors prove the validity of the method of moving quadrics under several assumptions; see [AHW05, Section 4] for more details. Translated in our framework, they assume that \( m \leq \eta_0 \), \( \mu_0 \leq m \) and they consider the matrix obtained with \( \mu = m \), i.e. the matrix \( M_{(m-1,n-1)} \). This case is hence a direct consequence of Theorem 5.4. We also notice that the assumption \( \eta_0 \geq m \) implies, by Lemma 5.3, that \( r \leq mn \).

Example 5.5. Consider the map \( \phi \) defined by the following polynomials:

\[
\begin{align*}
f_0 &= -s_0^3t_0^2 - 2s_1^3t_0^2 + s_0^3t_1^2 + 2s_1^3t_1^2, \\
f_1 &= 4s_0^3t_0^2t_1 + 8s_1^3t_0t_1, \\
f_2 &= s_0^2s_1^2t_0^2 + s_0^2s_1^2t_1^2, \\
f_3 &= 2s_1^2t_0^2 + 2s_1^2t_1^2.
\end{align*}
\]

We have \( m = 3 \) and \( n = 2 \). Using Macaulay2 [GS], we see that this map parameterizes a tensor-product surface of degree 6, that it is generically injective and that its base scheme has degree 6. We also get \( \mu_0 = 2 \) and \( \eta_0 = 3 \), and \( v_0 = \zeta_0 = 2 \) in the symmetric case. Therefore, Theorem 5.4 yields two determinantal formula for \( \mathcal{S} \). The first one is obtained in bidegree \((1,1)\) and is filled with two moving planes and two moving quadrics:

\[
\begin{pmatrix}
x_3 & 0 & 0 & 4x_2^2 \\
-2x_2 & 0 & x_1x_3 & 2x_0x_3^2 + 2x_3^2 \\
0 & x_3 & -4x_2^2 & 0 \\
0 & -2x_2 & 2x_0x_3 - 2x_3^2 & -x_1x_3
\end{pmatrix}_{15}
\]
Consider the rational map $\phi$ defined by the polynomials

\[ f_0 = s_1^2 t_0^2 + s_0 s_1 t_1^2, \]
\[ f_1 = s_1^2 t_0^2 + s_0^2 t_0 t_1 + s_0 s_1 t_1^2, \]
\[ f_2 = s_0 s_1 t_0^2 + s_0^2 t_0 t_1 + s_0 s_1 t_1^2 + s_1^2 t_1^2, \]
\[ f_3 = s_0^2 t_0^2 + s_1^2 t_0 t_1 + s_0 s_1 t_1^2. \]

We have $m = n = 2$. Using Macaulay2 [GS], we see that this map parameterizes a tensor-product surface of degree 7, that it is generically injective and has a single base point of coordinates $(1 : 0) \times (0 : 1)$. We also get $\mu_0 = 3$ and $\eta_0 = 3$. Therefore, Theorem 5.4 shows that the matrix $M_{(2,1)}$ is a determinantal representation of $\mathcal{S}$; it is equal to

\[
\begin{pmatrix}
-x_0 + x_1 & 0 & x_2 & 0 & 0 & 0 \\
0 & -x_0 + x_1 & 2x_0 - x_1 - x_3 & x_2 & 0 & 0 \\
0 & 0 & 0 & 2x_0 - x_1 - x_3 & x_0 - x_3 & 0 \\
2x_0 - x_1 - x_3 & 2x_0 - x_1 + x_3 - x_3 & x_0 - x_1 & 0 & -3x_0 + 3x_0 x_1 - x_1^2 - x_3 x_2 + x_2^2 + x_0 x_3 \\
2x_0 - x_1 - x_3 & 2x_0 - x_1 + x_3 - x_3 & 2x_0 - x_1 - x_3 & 2x_0 - x_1 - x_3 & -3x_0 + 3x_0 x_1 + x_1 x_2 - x_1 x_3 + x_2 x_3 + 3x_0 x_1 - x_1 x_3 - x_2 x_3 \\
0 & 2x_0 - x_1 - x_3 & 0 & x_0 - x_1 & 0 & -2x_0 + 3x_0 x_1 - x_1 x_3 + x_2 x_3 + 3x_0 x_1 - x_1 x_3 - x_2 x_3 + 2x_1 x_3 - x_3^2
\end{pmatrix}
\]

We notice that this example does not fit in the previously known cases we have listed right after the proof of Theorem 5.4.

Example 5.7. Consider the rational map $\phi$ defined by the polynomials $f_0, f_1, f_2, f_3$ obtained as the 3-minors of the following matrix:

\[
\begin{pmatrix}
s_0 & 0 & s_1^2 t_0^2 + s_0 s_1 t_1^2 \\
s_1 & t_0 - t_1 & s_0 s_1 t_0^2 + s_1^2 t_1^2 \\
s_0 + s_1 & t_0 & s_1^2 t_0 t_1 + s_0 s_1 t_1^2 \\
0 & t_1 & s_1^2 t_0 t_1 + s_0 s_1 t_1^2
\end{pmatrix}
\]

We have $m = 3, n = 3$ and computations with Macaulay2 [GS] show that $r = 13$, deg $\mathcal{S} = 5$ and that all the base points are locally complete intersections. We also get $\mu_0 = 2$ and $\eta_0 = 1$ (and $\nu_0 = 2, \xi_0 = 1$ in the symmetric case). Therefore, Theorem 5.4 does not apply. Nevertheless, the complex (6) in degree $(\nu_0 - 1, n - 1) = (1, 2)$ is of the form

\[ 0 \rightarrow S^2(-2) \xrightarrow{\partial_2} S^7(-1) \oplus S^1(-2) \xrightarrow{\partial_1} S^6 \]

where the matrices of $\partial_2$ and $\partial_1$ are respectively:
By Theorem 4.4, an implicit equation of $\mathcal{S}$ is obtained as the ratio of a 6-minor of $\partial_1$ divided by its corresponding 2-minor of $\partial_2$. Similar expressions are obtained in bidegree $(\mu - 1, 2)$ for all $\mu \geq 2$ and in bidegree $(2, \nu - 1)$ for all $\nu \geq \nu_0 = 2$. We also observe that in bidegree $(2, 2)$, $(3, 2)$, $(4, 2)$ and $(2, 4)$ Theorem 4.4 extends the results of Botbol (see Theorem 2.5) without adding moving quadrics.

It turns out that for this example there is no couple of integers $(\mu, \nu)$ such that the matrix of moving planes and quadrics $M_{(\mu, \nu)}$ yields a determinantal representation of $\mathcal{S}$. Indeed, we already examined matrices $M_{(\mu-1,n-1)}$ and $M_{(m-1,\nu-1)}$. Now, if one seeks for determinantal representations of $\mathcal{S}$ by direct computations, since $\deg(\mathcal{S}) = 5$ the other possible bidegrees to examine are $(1,1)$, $(3,0)$ and $(0,3)$. However, in these three cases one never gets a determinantal formula.
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