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ABSTRACT

Fully exploiting ad-hoc microphone networks for distant speech recognition is still an open issue. Empirical evidence shows that being able to select the best microphone leads to significant improvements in recognition without any additional effort on front-end processing. Current channel selection techniques either rely on signal, decoder or posterior-based features. Signal-based features are expensive to compute but do not always correlate with recognition performance. Instead decoder and posterior-based features exhibit better correlation but require substantial computational resources.

In this work, we tackle the channel selection problem by proposing MicRank, a learning to rank framework where a neural network is trained to rank the available channels using directly the recognition performance on the training set. The proposed approach is agnostic with respect to the array geometry and type of recognition back-end. We investigate different learning to rank strategies using a synthetic dataset developed on purpose and the CHiME-6 data. Results show that the proposed approach is able to considerably improve over previous selection techniques, reaching comparable and in some instances better performance than oracle signal-based measures.

Index Terms—speech recognition, channel selection, learning to rank, array signal processing

1. INTRODUCTION

Nowadays, many application scenarios envision the presence of multiple heterogeneous recording devices. Examples are meeting scenarios [1] or multi-party conversations such as in CHiME-6 Challenge [2]. However, distant Automatic Speech Recognition (ASR) in presence of ad-hoc microphone networks is still an open issue and the potential of fusing information from multiple devices towards the common goal of reducing the Word Error Rate (WER) is still not fully exploited.

Audio signals captured by different microphones can be suitably combined at front-end level by using beamforming techniques [3, 4]. However, most of these approaches [3, 5] are designed for microphone array applications and do not perform well in ad-hoc microphone scenarios where sensors can be far from each other. Few exceptions are [1, 5, 6] in which ad-hoc microphone networks are explicitly considered in the design of the method.

Another intriguing approach, is to pick up, for each utterance, the best channel without any further processing, or, in alternative, sorting the channels and choosing a promising subset before applying signal-based combination methods or Recognizer Output Voting Error Reduction (ROVER) [10]. This channel selection problem has been addressed in the past either using signal-based handcrafted features [11, 12], decoder-based [14, 15] and posterior-based features [16]. Among the most representative past studies on automatic channel selection, [12] (and previous works from the same authors) investigated both signal-based and decoder-based measures, as well as different strategies for their combination. It was found that Envelope Variance (EV), despite being signal-based, represents one the most effective channel selection strategy thanks to its ability to detect the reduced dynamic ranges introduced by reverberation. More recently, in [15], another signal-based method relying on Cepstral Distance (CD) was proposed. The main advantage of these signal-based methods is that they are inexpensive to compute with respect to decoder-based measures which require full decoding of all channels. Another option is the posterior-based channel selection method proposed in [16] in which microphones are selected using an entropy measure of posterior probabilities produced by an Acoustic Model (AM) trained on clean speech. While less expensive than decoder-based methods, as it requires only an AM forward pass for each channel, it assumes that a matched AM trained on clean speech is available.

In this paper, we propose MicRank, an alternative, fully neural approach for channel selection. MicRank is agnostic with respect to the properties of the acoustic environment, recording set up and ASR back-end. Borrowing from information retrieval [17], we formulate the channel selection task as a learning to rank (LTR) problem where a DNN is trained to rank microphones based on the errors obtained with the ASR back-end on a training set. Within this framework, we explore different loss functions and training strategies by performing experiments on a purposely developed synthetic dataset and CHiME-6. We show that MicRank considerably outperforms several previously proposed channel selection methods and even, in some instances, signal-based oracle measures. Importantly, this is achieved with remarkably lower computational requirements compared to decoder and posterior-based approaches. Our source code is made open source at github.com/popcornell/MicRank

This paper is organized as follows. Section 2 presents the learning to rank paradigm and how it can be adapted to address the channel selection problem. Section 3 describes the experimental set-up, including datasets, baseline methods and neural architectures. Following, in Section 4 we discuss our experimental results and, in Section 5 we draw conclusions and outline possible future research directions.

2. LEARNING TO RANK FOR CHANNEL SELECTION

The problem of selecting the best channel among a set of available ones can be best formulated as a ranking problem. In fact, predicting an absolute quality metric (e.g. WER, Signal-to-Noise Ratio (SNR) etc.) for each channel is not necessary as what matter most is relative performance: for a given utterance we want to find the best channel within the available ones, whatever its absolute quality metric is. This requires the model to learn, either implicitly or explicitly, to rank the channels.

Learning to rank is an established framework in the field of information retrieval. Therefore its formulation has to be revised and
adapted to channel selection for ASR, in particular for what concerns the relevance of observed samples. In principle the ranking approaches we propose can be used to rank the channels with respect to any metric. Since in this work the ultimate goal is ASR, training labels are derived directly from WER or Word Accuracy (WA) obtained by the ASR back-end on the training material.

2.1. Ranking Strategies and Losses

Let us assume that \( U \) utterances are recorded by \( M \) microphones. For each utterance \( u \) (\( u = 0, \ldots, U - 1 \)), given the observation feature vector \( x_{u,i} \) for the \( i \)-th microphone (\( i = 0, \ldots, M - 1 \)) and a ranking order (or relevance in information retrieval) \( w_{u,i} \), our goal is to define a function \( f(x_{u,i}) \) that generates the same ranking order: if \( w_{u,i} > w_{u,j} \) then \( f(x_{u,i}) > f(x_{u,j}) \). In the following we describe different training strategies to achieve this goal, graphically depicted in Fig. 1

2.1.1. Point-wise training

The most straightforward approach to rank the channels is to employ a model trained on each single channel individually to predict its relevance. In this method, given a set of training pairs \( (x_{u,i}, w_{u,i}) \) for each utterance and microphone the network is trained to minimize a cross-entropy loss:

\[
L_{\text{point}} = \sum_{u=0}^{U-1} \sum_{i=0}^{M-1} w_{u,i} \log \left( \sigma(f(x_{u,i})) \right),
\]

where \( \sigma(\cdot) \) is the sigmoid operator. In this case, the relevance label \( 0 \leq w_{i} \leq 1 \) is a soft label, representing the quality of the speech signal in an absolute term. WA for example, and any other bounded metric can be used straightforwardly. A clipping or normalization strategy instead can be adopted for metrics like WER which are unbounded. Alternatively, the cross-entropy training objective can be replaced by a Mean Squared Error (MSE) objective which does not require any bounded relevance assumption:

\[
L_{\text{MSE}} = \frac{1}{U} \sum_{u=0}^{U-1} \sum_{i=0}^{M-1} \left( w_{u,i} - f(x_{u,i}) \right)^2.
\]

2.1.2. Pair-wise training

With point-wise training the model implicitly learns to rank the channels by learning to predict their absolute quality. However, it does not consider relative performance of the other channels. One way to account for the other microphones is to train the network in a siamese fashion, as it has been proposed in RankNet [18]. In this case, labels are not required to represent an absolute measure and a ranking order: if \( w_{u,i} > w_{u,j} \) then \( f(x_{u,i}) > f(x_{u,j}) \). In the following we describe different training strategies to achieve this goal, graphically depicted in Fig. 1

2.1.3. List-wise training

In RankNet, the ranking network learns to order the items by comparing them only in a pairwise fashion. However, due to the use of hard labels, the learning process does not take into account the actual difference between two samples as it cares only for relative pair-wise ordering. Nonetheless, swapping the ranks of two samples with very similar relevance should be less critical than swapping two samples with a very different relevance.

These problems can be addressed by employing ListNet [19]. Contrary to the pair-wise approach, for each utterance all available microphones \( M \) are used to compute a cross-entropy loss:

\[
L_{\text{list}} = \sum_{u=0}^{U-1} \sum_{i=0}^{M} \delta \left( S(w_{u,i}) \log[S(f(x_{u,i}))] \right)
\]

where \( \delta(\cdot) \) is the softmax operator which ensures that both labels and network outputs can be treated as probability distributions. It also enforces that ranking, for each utterance, is determined only by relative performance of each microphone.

3. EXPERIMENTAL ANALYSIS

3.1. Datasets

In order to evaluate our method we experimented with two datasets: a synthetic dataset generated on purpose and the data used in the CHiME-6 challenge. We describe them thereafter.

3.1.1. Synthetic Dataset

We generated a multi-channel synthetic dataset featuring an ad-hoc microphone network with 8 cardioid microphones. Clean speech utterances are uniformly sampled from LibriSpeech [20] using train-clean-100 for training, dev-clean for validation and test-clean for test. We used a total of 20k utterances for train and 2k for validation and test splits. Point-source noise from the dataset in [21] is also employed to make the data more realistic. A different acoustic scenario is sampled for each utterance. Using gpurIR [22] we simulate a rectangular room whose size and reverberation time (T60) are sampled uniformly between 10 and 60 ms and between 0.2 and 0.6 s respectively. The positions and orientations of the speaker, noise and of the 8 microphones are chosen randomly inside the room but with the constraints that the speaker cannot be closer than 0.5 m from any microphone or wall and each microphone should be at least 0.5 m apart from any other. Relevance labels are obtained by training an ASR system on the training portion using a modified Kaldi [23] LibriSpeech recipe and computing the errors on such set.
3.1.2. CHiME-6

The CHiME-6 Challenge [2] dataset features real dinner parties attended by 4 participants, recorded by 6 Kinect arrays, each with 4 microphones. Devices are distributed in space to cover the whole apartment, which may include multiple rooms. The dataset features also oracle speech segmentation and a manually selected reference device for each speech segment. In our experiments we employed the ASR back-end provided by the challenge organizers using the official Kaldi recipe with the acoustic model and two-pass decoding strategy presented in [24].

3.2. Neural Network Architecture

We studied the proposed MicRank LTR framework with the Temporal-Convolutional-Network (TCN) used in [25] based on ConvTasNet separator [26]. We employ as input features 40 logmel filterbanks extracted from 25 ms windows with 10 ms stride. These are fed to a layer normalization and a temporal-convolutional network as presented in [25]. As in [25] we use 64 channels for bottleneck convolutions, 128 channels and a kernel size of 3 for depth-wise separable convolutional layers.

The network is fed a fixed-length input corresponding to 200 frames. Speech segments longer than 2 s, are split in chunks which are processed individually. Zero-padding is used for segments shorter than 200 frames. During training, the same relevance is used for all chunks derived from the same speech segment. The network is applied to each channel independently and relevance is obtained via a final $20 \times 1$ fully connected layer followed by mean pooling over each 200 frames chunk. In inference, the output score is averaged over all chunks, which are extracted with an overlap factor of 4. This architecture has a total of 266k parameters and is thus extremely light if compared with the AMs used in this work, making this approach significantly more computationally efficient than decoder and posterior-based techniques.

Models are trained using Stochastic Gradient Descent (SGD). To improve generalization, we employ SpecAugment [27] based Mel-band masking. Learning rate, batch size, weight decay and SpecAugment parameters are tuned on each dataset validation set. As relevance score we use WA, which is computed by scoring each utterance and each channel of the training set using the ASR back-end. We experimented also with WER using normalization strategies but we did not observe noticeable differences.

3.3. Oracle and Baseline Methods

We evaluate our proposed method against a set of baselines and oracle approaches. We consider as the upper-bound for this task the oracle channel selection obtained by taking, for each utterance, the channel with lowest WER among all the available ones. Moreover, we consider a set of selection strategies that relies on the distance between the speaker and microphones and on oracle signal-based quality metrics. Regarding the latter, we consider Short-Time Objective Intelligibility STOI [28], Signal-to-Distortion Ratio (SDR) [29] and Perceptual Evaluation of Speech Quality (PESQ) [30]. These are computed with respect to oracle non-reverberated clean speech for the synthetic dataset and with respect to close-talk per-speaker microphones for CHiME-6.

As oracle distance from the speaker is not available in CHiME-6, we instead consider the baseline system provided by the challenge organizers which employs Weighted Prediction Error (WPE) [31] followed by Beamformer [6] applied on a “pseudo-oracle” manually selected array for each utterance. The manual selection is based on the positions and orientations of the speakers obtained via video recordings and is provided by challenge organizers. The alternative, more performing, baseline system based on Guided Source Separation [7] is not considered here as it also exploit oracle diarization.

In addition, we evaluate MicRank against three aforementioned state-of-the-art channel selection methods. In detail, we consider the posterior-based approach proposed in [16] (AM-Entropy in the following) for the synthetic dataset only and two signal-based approaches for both datasets EV [12] and CD [13]. For the former we used the pre-trained LibriSpeech AM available in Kaldi. Regarding [13] we evaluate both the blind version (CD-blind) as well as the oracle version (CD-informed) computed in the same way as the aforementioned signal-based oracle measures. Sub-band weights in EV are tuned on each dataset training set using SGD and a cross-entropy objective for selecting the best channel.

4. RESULTS

Results on the synthetic dataset are reported in Table 1. The upper part of the Table reports results obtained by randomly selecting one of the microphones as well as using oracle measures. Note that, as expected, picking the closest microphone leads to better WER with respect to a random choice. Nevertheless, this is not the best strategy as signal-based oracles further improves the performance with STOI providing the best results. Among blind channel selection techniques, EV and AM-Entropy considerably improve over random selection and perform slightly worse than the oracles. All MicRank-based techniques are able to bring substantial gains over such previous blind selection methods. In particular, we can observe that,
as expected, pair-wise and list-wise methods outperform point-wise ones which cannot account for relative performance. Notably, the best WER for RankNet and ListNet is lower than the Top-3 averaged WER of oracle WER selection, indicating that these methods are able to pick up always the best or second-best channel among the top 3. Amidst previously proposed selection methods, EV and AM-Entropy have comparable performance despite the former is remarkably less computational expensive.

Synthetic Dataset

Table 1. WER on the synthetic dataset. We report both the best WER as well as the average WER on the Top-3 selected microphones.

In Figure 2 we report a Pearson correlation plot for a subset of selection metrics obtained on synthetic dataset test set. Interestingly EV obtains rather low correlation with WER despite its efficacy in selecting favorable channels as shown in Table 1. This is because we found that EV is able to pick favourable channels but fails to correlate with WER for the unfavourable ones. CD-Blind has the same behaviour while AM-Entropy, which is posterior based, shows much better correlation even for unfavourable channels. Again, we can notice that the proposed method is the one with highest absolute correlation value and surpasses even some oracle measures.

Finally, in Table 2 we report the performance achieved on CHiME-6 data for the most promising approaches as found on the synthetic set. Note that both EV and MicRank methods consider-ably improve with respect to the CHiME-6 Baseline, which benefits from “pseudo-oracle” knowledge of the speaker position and features dereverberation plus beamforming. Both RankNet and ListNet based systems improve over EV but, contrary to the synthetic dataset, are unable to outperform signal-based oracle-level performance especially on the development set. This is mainly due to the fact that CHiME-6 features a substantial amount of overlapped speech [25], while in the synthetic data only one speaker is present. This occurs in particular in the development set, which is where we observe the largest difference between signal-based oracles and the proposed method. Current selection methods, including MicRank, are unable to account for speaker identity when ranking the channels for a given utterance. This can lead to mistakenly rank the channels with respect to the interfering speaker. On the other hand, signal-based oracle measures are able to implicitly account for this because they are computed with respect to the correct speaker close-talk microphone. RankNet seems to generalize better than ListNet on CHiME-6 due to the fact that on CHiME-6 relevances are very close to each other in the training set but not in the dev and eval sets, and thus using an hard label, as in RankNet, can help boosting discriminability and generalization.

5. CONCLUSIONS

In this paper we proposed MicRank, a fully neural channel selection framework for ad-hoc microphone arrays. In this framework the channel selection problem is formulated as a learning to rank (LTR) problem and a DNN is trained to rank the microphones using directly ASR errors on a training set. We explored three different LTR training strategies and validated our method on a synthetic dataset and CHiME-6. We showed that the proposed method is able to outperform previous state-of-the-art channel selection approaches which rely on signal-based or posterior-based features and is even able to surpass oracle signal-based selection on single-speaker synthetic data. Besides investigating other LTR training strategies in further work we could explore how to condition the channel selection on speaker identity in order to improve the performance on multi-party scenarios such as CHiME-6. Moreover, it would be interesting to study how much performance changes if a different back-end ASR from the one used in testing is used to generate the relevance labels.
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