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Abstract

We study a scaled version of a two-parameter Brownian penalization model introduced by Roynette-Vallois-Yor in [RVY05]. The original model penalizes Brownian motion with drift \( h \in \mathbb{R} \) by the weight process \( \exp(\nu S_t) : t \geq 0 \) where \( \nu \in \mathbb{R} \) and \( (S_t : t \geq 0) \) is the running maximum of the Brownian motion. It was shown there that the resulting penalized process exhibits three distinct phases corresponding to different regions of the \((\nu, h)\)-plane. In this paper, we investigate the effect of penalizing the Brownian motion concurrently with scaling and identify the limit process. This extends a result of [RY09] for the \( \nu < 0, h = 0 \) case to the whole parameter plane and reveals two additional “critical” phases occurring at the boundaries between the parameter regions. One of these novel phases is Brownian motion conditioned to end at its maximum, a process we call the Brownian ascent. We then relate the Brownian ascent to some well-known Brownian path fragments and to a random scaling transformation of Brownian motion recently studied in [RY15a].

1 Introduction

Brownian penalization was introduced by Roynette, Vallois, and Yor in a series of papers where they considered limit laws of the Wiener measure perturbed by various weight processes, see the monographs [NRY09, RY09] for a complete list of the early works. One motivation for studying Brownian penalizations is that they can be seen as a way to condition Wiener measure by an event of probability 0. Another reason penalizations are interesting is that they often exhibit phase transitions typical of statistical mechanics models. Let \( C(\mathbb{R}_+; \mathbb{R}) \) denote the space of continuous functions from \([0, \infty)\) to \( \mathbb{R} \) and let \( X = (X_t : t \geq 0) \) denote the canonical process on this space. For each \( t \geq 0 \), let \( \mathcal{F}_t \) denote the \( \sigma \)-algebra generated by \( (X_s : s \leq t) \), and let \( \mathcal{F}_\infty \) denote the \( \sigma \)-algebra generated by \( \cup_{t \geq 0} \mathcal{F}_t \). We write \( \mathcal{F} \) for the filtration \( (\mathcal{F}_t : t \geq 0) \). Let \( P_0 \) denote the Wiener measure on \( \mathcal{F}_\infty \), that is the unique measure under which \( X \) is standard Brownian motion. As usual, we write \( E_0 \) for the corresponding expectation. Our starting point is the following definition of Brownian penalization:

**Definition 1.1** ([Pro15]) Suppose the \( \mathcal{F} \)-adapted weight process \( \Gamma = (\Gamma_t : t \geq 0) \) takes non-negative values and that \( 0 < E_0[\Gamma_t] < \infty \) for \( t \geq 0 \). For each \( t \geq 0 \), consider the Gibbs probability measure on \( \mathcal{F}_\infty \) defined by

\[
Q^\Gamma_t(\Lambda) := \frac{E_0[1_\Lambda \Gamma_t]}{E_0[\Gamma_t]}, \quad \Lambda \in \mathcal{F}_\infty.
\]  

We say that the weight process \( \Gamma \) satisfies the **penalization principle for Brownian motion** if there exists a probability measure \( Q^\Gamma \) on \( \mathcal{F}_\infty \) such that:

\[
\forall s \geq 0, \forall \Lambda_s \in \mathcal{F}_s, \quad \lim_{t \to \infty} Q^\Gamma_t(\Lambda_s) = Q^\Gamma(\Lambda_s).
\]
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In this case $Q^\Gamma$ is called \textit{Wiener measure penalized by $\Gamma$} or \textit{penalized Wiener measure} when there is no ambiguity. Similarly, $(X_t : t \geq 0)$ under $Q^\Gamma$ is called \textit{Brownian motion penalized by $\Gamma$} or \textit{penalized Brownian motion}.

\textbf{Remark 1.1} Let $P_x$ denote the distribution of Brownian motion starting at $x \in \mathbb{R}$ and $E_x$ its corresponding expectation. By replacing $E_0$ with $E_x$ in (1.1), it is straightforward to modify the above definition of $Q^\Gamma$ and $Q^\nu$ to yield the analogous measures $Q^\nu_{<t}$ and $Q^\nu_{>t}$ which account for a general starting point. Since the main focus of our work is on computing scaling limits, and any fixed starting point would be scaled to no ambiguity. Similarly, $(\nu \leq 0, \nu > 0)$.

Let $\Gamma$ be a one-parameter family of weight processes (see equation (1.3)). More generally, 

$$F(S_t) - f(S_t)(S_t - X_t), \quad t \geq 0$$

is an $(\mathcal{F}, P_0)$-local martingale whenever $f$ is locally integrable and $F(y) = \int_0^y f(x) \, dx$, see Theorem 3 of [OY06].

Let $S_\infty = \lim_{t \to \infty} S_t$ which exists in the extended sense due to monotonicity. Then the measure $Q^\nu$ can be further described in terms of a path decomposition at $S_\infty$.

\textbf{Theorem B} (Roynette-Vallois-Yor [RYY06] Theorem 4.6)

Let $\nu < 0$ and $Q^\nu$ be as in \textbf{Theorem A}.

1. Under $Q^\nu$, the random variable $S_\infty$ is exponential with parameter $-\nu$.

2. Let $g = \sup\{t \geq 0 : X_t = S_\infty\}$. Then $Q^\nu(0 < g < \infty) = 1$, and under $Q^\nu$ the following hold:

   (a) the processes $(X_t : t \leq g)$ and $(X_g - X_{g+t} : t \geq 0)$ are independent,

   (b) $(X_g - X_{g+t} : t \geq 0)$ is distributed as a Bessel($3/2$) process starting at 0,

   (c) conditionally on $S_\infty = y > 0$, the process $(X_t : t \leq g)$ is distributed as a Brownian motion started at 0 and stopped when it first hits the level $y$.

More recently, penalization has been studied for processes other than Brownian motion. In this case, the measure of the underlying processes is referred to as the reference measure. Similar supremum penalization results have been attained for simple random walk [Deb09, Deb12], stable processes [YYY10, Yan13], and integrated Brownian motion [Pro15]. This paper builds upon the work of Roynette-Vallois-Yor that appeared in [RYY06] where they penalized Brownian motion using the two-parameter weight process.
\[ \Gamma_t = \exp(\nu S_t + h X_t) \] with \( \nu, h \in \mathbb{R} \). An easy application of Girsanov’s theorem shows that this is equivalent to using the weight process \( \Gamma_t = \exp(\nu S_t) \) with \( \nu \in \mathbb{R} \) and replacing the reference measure \( P_0 \) by the distribution of Brownian motion with drift \( h \), henceforth referred to as \( P^h_0 \). Now their two-parameter penalization can also be seen as supremum penalization of Brownian motion with drift. In this model, the two parameters \( \nu \) (for penalization) and \( h \) (for drift) can have competing effects, leading to interesting phase transitions. That is to say the penalized Wiener measure is qualitatively different depending on where \( (\nu, h) \) lies in the parameter plane. To describe the resulting phases, we first partition the parameter plane into six disjoint regions (the origin is excluded to avoid trivialities).

Figure 1: phase diagram

\begin{align*}
L_1 &= \{(\nu, h) : \nu < 0, \ h = 0\}; \\
R_1 &= \{(\nu, h) : h < -\nu, \ h > 0\}; \\
L_2 &= \{(\nu, h) : h = -\nu, \ \nu < 0\}; \\
R_2 &= \{(\nu, h) : h > -\nu, \ h > -\frac{1}{2}\nu\}; \\
L_3 &= \{(\nu, h) : h = \frac{1}{2}\nu, \ \nu > 0\}; \text{ and} \\
R_3 &= \{(\nu, h) : h < 0, \ h < -\frac{1}{2}\nu\}.
\end{align*}

**Theorem C** (Roynette-Vallois-Yor [RVY03] Theorem 1.7) Let \( \Gamma_t = \exp(\nu S_t + h X_t) \) with \( \nu, h \in \mathbb{R} \). For \( \nu < 0 \), let \( Q^{\nu} \) be as in **Theorem A**. Then \( \Gamma \) satisfies the penalization principle for Brownian motion and the penalized Wiener measure \( Q^{\nu, h} \) has three phases which are given by

\[
\text{d}Q^{\nu, h} = \begin{cases}
\text{d}Q^{\nu+h} & : (\nu, h) \in L_1 \cup R_1 \\
\text{d}P^{\nu+h}_0 & : (\nu, h) \in L_2 \cup R_2 \cup L_3 \\
\frac{\nu+2h}{2h} \exp(\nu S_\infty) \text{d}P^{h}_0 & : (\nu, h) \in R_3.
\end{cases}
\]

**Remark 1.3** While **Theorem C** had only three phases hence needing only three regions in the parameter plane, the rationale behind our choice of six regions in the phase diagram Figure 1 will become clear when we state our main results.

One topic that has attracted interest is the following: to what extent can sets \( \Lambda \in \mathcal{F}_s \) replace the sets \( \Lambda_s \in \mathcal{F}_s \) in the limit (1.2) which defines penalization? This can’t be done in complete generality, e.g. the case of supremum penalization from **Theorem B**. Here we saw that \( S_\infty \) is exponentially distributed under \( Q^\nu \), yet it is easy to see that for each \( t \geq 0 \), \( S_\infty = \infty \) almost surely under \( Q^\nu_t \). The last chapter of [RY09] is devoted to studying this question. Intuitively speaking, the effect of penalizing by \( \Gamma_t \) on the probability of an event \( \Lambda_s \in \mathcal{F}_s \) should be more pronounced the closer \( s \) is to \( t \). Hence letting \( s \) keep pace with \( t \) as \( t \to \infty \) instead of having \( s \) remain fixed might result in a different outcome. This leads to the notion of **scaled Brownian penalizations**. Roughly speaking, scaled penalization amounts to penalizing and scaling simultaneously. To be more specific, we first introduce the family of scaled processes \( X^{\alpha, t} = (X^{\alpha, t}_s : 0 \leq s \leq 1) \) indexed by \( t > 0 \) with scaling exponent \( \alpha \geq 0 \) where \( X^{\alpha, t}_s := X_{s \alpha \downarrow t} \). Now with a weight process \( \Gamma \) that satisfies the penalization principle for Brownian motion and the right choice of \( \alpha \), we then compare the weak limits of \( X^{\alpha, t} \) under \( Q^\Gamma |_{\mathcal{F}_t} \) (penalizing then scaling) and under \( Q^\Gamma_t |_{\mathcal{F}_t} \) (scaling and penalizing simultaneously) as \( t \to \infty \). Next we give an example of such a result for supremum penalization.
Theorem D (Roynette-Yor [RY09] Theorem 4.18)
Let \( (R_s : 0 \leq s \leq 1) \) and \( (m_s : 0 \leq s \leq 1) \) denote a Bessel(3) process and Brownian meander, respectively. Let \( \Gamma_t = \exp(\nu S_t) \) with \( \nu < 0 \) and \( Q' \) be the penalized Wiener measure. Then the distribution of \( X^{u,t} \) under \( Q' |_{F_t} \) and \( Q_t^{\nu,h} |_{F_t} \) converges weakly to \((-R_s : 0 \leq s \leq 1)\) and \((-m_s : 0 \leq s \leq 1)\), respectively, as \( t \to \infty \).

Notice how the scaling limits are similar (their path measures are mutually absolutely continuous by the Imhof relation (A.1)) yet at the same time quite different (the Bessel(3) process is a time-homogeneous Markov process while the Brownian meander is a time-inhomogeneous Markov process). Since \( Q' \) is just a special case of \( Q^{\nu,h} \), a natural question is whether results similar to Theorem D can be proven for the two-parameter model from Theorem C. This is the primary goal of this paper.

1.1 Main Results

Our main results lie in computing the weak limits of \( X^{u,t} \) under \( Q^{\nu,h} |_{F_t} \) and \( Q_t^{\nu,h} |_{F_t} \) as \( t \to \infty \) for all \((\nu, h) \in \mathbb{R}^2\) with appropriate \( \alpha \). This extends the scaled penalization result of Theorem D to the whole parameter plane of the two-parameter model from Theorem C. In doing so, we reveal two additional “critical” phases. These new phases correspond to the parameter rays \( L_2 \) and \( L_3 \) which occur at the interfaces of the other regions, see Figure 1. We call the two novel processes corresponding to these critical phases the Brownian ascent and the up-down process:

- Loosely speaking, the Brownian ascent \((a_s : 0 \leq s \leq 1)\) is a Brownian path of duration 1 conditioned to end at its maximum, i.e. conditioned on the event \( \{X_1 = S_1\}\). It can be represented as a path transformation of the Brownian meander, see Section 3. While the sobriquet ascent is introduced in the present paper, this transformed meander process first appeared in [BCP03] in the context of Brownian first passage bridge. More recently, the same transformed meander has appeared in [RY15a], although no connection is made in that paper to [BCP03] or Brownian motion conditioned to end at its maximum.

- The up-down process is a random mixture of deterministic up-down paths that we now describe. For \( 0 \leq \Theta \leq 1 \), let \( u^{\Theta} = (u^{\Theta}_s : 0 \leq s \leq 1) \) be the continuous path defined by
  \[ u^{\Theta}_s = \Theta - |s - \Theta|, \quad 0 \leq s \leq 1. \]
  It is easy to see that \( u^{\Theta} \) linearly interpolates between the points \((0,0), (\Theta, \Theta),\) and \((1,2\Theta-1)\) when \( 0 < \Theta < 1 \), while \( u^0 \) or \( u^1 \) is simply the path of constant slope \(-1\) or \(1\), respectively. To simplify notation, we write \( u \) instead of \( u^1 \). The up-down process with slope \( h \) is defined as the process \( hu^{U} \) where \( U \) is a Uniform\([0,1]\) random variable. Roughly speaking, the up-down process of slope \( h \) starts at 0 and moves with slope \( h \) until a random Uniform\([0,1]\) time \( U \) then it moves with slope \(-h\) for the remaining time \(1-U\). In our results the initial slope is always positive, hence the name up-down.

Theorem 1.1 Let \( W = (W_s : 0 \leq s \leq 1) \) and \( R = (R_s : 0 \leq s \leq 1) \) be Brownian motion and Bessel(3) processes, each starting at 0. Let \( a \) be a Brownian ascent, \( m \) be a Brownian meander, and \( \epsilon \) be a normalized Brownian excursion. Let \( u^U \) be the up-down process with \( U \) a Uniform\([0,1]\) random variable. Then the weak limits of \( X^{\alpha,t} \) as \( t \to \infty \) are as follows:

| Region | \( \alpha \) | Limit under \( Q^{\nu,h} |_{F_t} \) | Limit under \( Q_t^{\nu,h} |_{F_t} \) | Proof |
|--------|----------|-----------------|-----------------|------|
| \( L_1 \) | 1/2 | \(-R\) | \(-m\) | Theorem D |
| \( R_1 \) | | \( W \) | \( a \) | Section 3.4 |
| \( L_2 \) | 1 | \((\nu + h)u\) | \(-hu^U\) | Section 3.2 |
| \( R_2 \) | | | | Section 3.3 |
| \( L_3 \) | | | | Section 3.2 |
Some remarks are in order:

**Remark 1.4** The $L_1$ row is a restatement of [Theorem D](#). All remaining rows are new.

**Remark 1.5** Note the abrupt change in behavior when going from $L_3$ to $R_3$ in the $Q^{\nu,h}_{\mathcal{F}_t}$ column, namely going from slope $\nu + h = -h$ to slope $h$. However, in the $Q^1_{\mathcal{F}_t}$ column, i.e. the scaled penalization, the change from $R_2$ to $L_3$ to $R_3$ is in some sense less abrupt because the up-down process switches from $R_2$ behavior (slope $\nu + h = -h$) to $R_3$ behavior (slope $h$) at a random Uniform$[0,1]$ time.

With the exception of the up-down process, the limits in the $\alpha = 1$ regions (ballistic scaling) are all deterministic. This suggests that we try subtracting the deterministic drift from the canonical process and then scale this centered process. This leads to a functional central limit theorem which is proved in [Section 4](#).

**Theorem 1.2** Let $W = (W_s : 0 \leq s \leq 1)$ be Brownian motion starting at 0. Then the weak limits of the centered and scaled canonical process as $t \to \infty$ are as follows:

| Region | Process | Limit under $Q^{\nu,h}_{\mathcal{F}_t}$ | Limit under $Q^1_{\mathcal{F}_t}$ |
|--------|---------|----------------------------------|----------------------------------|
| $R_2$  | $X_{st} - (\nu + h)hu_s$ | $\sqrt{t}$ | $W$ check Theorem 1.3 |
| $L_3$  | $X_{st} - hhu_s$ | $\sqrt{t}$ | |
| $R_3$  | $X_{st} - hhu_s$ | $\sqrt{t}$ | |

Here the $\bullet$ stands for a time parameter that ranges between 0 and 1. For example, this notation allows us to write $X_{st} - hhu_s$ rather than the unwieldy $(X_{st} - htu_s : 0 \leq s \leq 1)$.

The center-right entry in the above table is exceptional because in that case we don’t have a deterministic drift that can be subtracted in order to center the process. In light of the $L_3$ row of [Theorem 1.1](#), we need to subtract a random drift that switches from $-h$ to $h$ at an appropriate time. More specifically, define $\Theta_t = \inf\{s : X_s = S_t\}$. Then for each $t > 0$, we want to subtract from $X_{st}$ a continuous process starting at 0 that has drift $-ht$ until time $\Theta_t/t$ and has drift $ht$ thereafter. A candidate for this random centering process is $2S_{\bullet} + hht\bullet$, which is seen to have the desired up-down drift. Indeed, this allows us to fill in the remaining entry of the table with a functional central limit theorem which is proved in [Section 5](#).

**Theorem 1.3** Let $W = (W_s : 0 \leq s \leq 1)$ be Brownian motion starting at 0. If $(\nu, h) \in L_3$ then

$$X_{st} - (2S_{\bullet} + hht\bullet)$$

under $Q^{\nu,h}_{\mathcal{F}_t}$ converges weakly to $W$ as $t \to \infty$.

### 1.2 Notation

For the remainder of this paper, the non-negative real numbers are denoted by $\mathbb{R}_+$. We use $X$ for the $C(\mathbb{R}_+; \mathbb{R})$ canonical process under $P_x$ or $P^h_x$. Abusing notation, we also use $X$ for the $C([0,1]; \mathbb{R})$ canonical process under the analogous measures $P_x$ or $P^h_x$. We use a subscript when restricting to paths starting at a particular point, say $C_0([0,1]; \mathbb{R})$ for paths starting at 0. As explained below [Theorem 1.2](#), we often use the bullet point $\bullet$ to stand for a time parameter that ranges between 0 and 1. Expectation under $P_x$ and $P^h_x$ is denoted by $E_x$ and $E^h_x$, respectively. Expectation under $Q^\nu$ and $Q^h_\nu$ is denoted by $Q^\nu[\cdot]$ and $Q^{\nu,h}_\nu[\cdot]$, respectively. We always have $S_t$ and $I_t$ denoting the running extrema of the canonical process, namely $S_t = \sup_{s \leq t} X_s$ and $I_t = \inf_{s \leq t} X_s$. When dealing with the canonical process, we use $\Theta_t$ and $\theta_t$ to refer to the first time at which the maximum and minimum, respectively, is attained over the time interval $[0,t]$. Also, $\tau_x$ and $\gamma_x$ refer to the first and last hitting times of $x$, respectively. More specifically, $\Theta_t = \inf\{s : X_s = S_t\}$, $\theta_t = \inf\{s : X_s = I_t\}$, $\tau_x = \inf\{t : X_t = x\}$, and $\gamma_x = \sup\{t : X_t = x\}$. For the Bessel$(3)$ process we use $R$. A Brownian path of duration 1 starting at 0 is written as $W$. We use Fraktur
letters for the various time-inhomogeneous processes that appear in this paper: Brownian ascent \(a\), standard Brownian bridge \(b\), pseudo-Brownian bridge \(\tilde{b}\), normalized Brownian excursion \(c\), Brownian meander \(m\) and co-meander \(\tilde{m}\), up-down process \(u^U\), and also for the deterministic path with slope 1 which we write as \(u\). The path transformations \(\phi\) and \(\Pi\) are described in Definition 2.1 and Definition 4.1, respectively. We use \(\|F\|\) to denote the supremum norm of a bounded path functional \(F: C([0, 1]; \mathbb{R}) \to \mathbb{R}\).

1.3 Organization of Paper

In Section 2 we introduce a duality relation between regions of the parameter plane and use it to compute the partition function asymptotics. Section 3 is devoted to the proof of Theorem 1.1. In Section 4 we describe a modification of path functionals that allows us to decouple them from an otherwise dependent factor. This is used to prove Theorem 1.2 in the remainder of that section. Section 5 contains the proof of Theorem 1.3. In Section 6 we provide several constructions of the Brownian ascent and give a connection to some recent literature. In Section 7 we comment on work in preparation and suggest some directions for future research. We gather various known results used throughout the paper and include them along with references in Appendix A.

2 Duality and Partition Function Asymptotics

The normalization constant \(E_0[\Gamma_t]\) appearing in the Gibbs measure (1.1) is known as the partition function. The first step in proving a scaled penalization result is to obtain an asymptotic for the partition function as \(t \to \infty\). Indeed, differing asymptotics may indicate different phases and the asymptotic often suggests the right scaling exponent, e.g., diffusive scaling for power law behavior and ballistic scaling for exponential behavior. In this section we compute partition function asymptotics for our two-parameter model in each of the parameter phases. While some of these asymptotics appeared in [RVY05], we derive them all for the sake of completeness. Most of the cases boil down to an application of Watson’s lemma or Laplace’s method. Refer to Appendix A for precise statements of these tools from asymptotic analysis.

To reduce the number of computations required, we make use of a duality relation between the regions \(R_2\) and \(R_3\) and critical lines \(L_1\) and \(L_2\). Recall that \(P_0\) is invariant under the path transformation \(X_\bullet \mapsto X_{1-s} - X_1\), for example, see Lemma 2.9.4 in [KSSS]. So the joint distribution of \(X_1\) and \(S_1\) under \(P_0\) coincides with that of \(-X_1\) and \(\sup_{s \leq 1}(X_{1-s} - X_1) = S_1 - X_1\) under \(P_0\). Consequently,

\[
E_0[\exp(\nu S_t + h X_t)] = E_0[\exp(\sqrt{t} (\nu S_1 + h X_1))] = E_0[\exp(\sqrt{t} (\nu S_1 - (\nu + h) X_1))] = E_0[\exp(\nu S_t - (\nu + h) X_t)]
\]

follows from Brownian scaling. An easy calculation while referring to Figure 1 shows that if \((\nu, h) \in L_1\), then \((\nu, -\nu + h) \in L_2\) and vice versa. The same holds for \(R_2\) and \(R_3\). In fact, the map \((\nu, h) \mapsto (\nu, -(\nu + h))\) is an involution from \(R_2\) onto \(R_3\) and from \(L_1\) onto \(L_2\). Hence the partition function asymptotics for \(L_2\) and \(R_2\) can be obtained from those of \(L_1\) and \(R_3\) by substituting \((\nu, -(\nu + h))\) for \((\nu, h)\).

We can push this idea further by applying it to functionals of the entire path. First we need some new definitions.

Definition 2.1 For \(X_\bullet \in C([0, 1]; \mathbb{R})\), define \(\phi : C([0, 1]; \mathbb{R}) \to C([0, 1]; \mathbb{R})\) by

\[
\phi X_s = X_{1-s} - (X_1 - X_0), \; 0 \leq s \leq 1.
\]

For \(F : C([0, 1]; \mathbb{R}) \to \mathbb{R}\), let \(F_\phi\) denote \(F \circ \phi\).

This path transformation reverses time and shifts the resulting path so that it starts at the same place. It is clear that \(\phi\) is a linear transformation from \(C([0, 1]; \mathbb{R})\) onto \(C([0, 1]; \mathbb{R})\) that is continuous and an involution.
Additionally, $F_\phi$ is bounded continuous whenever $F$ is and $\|F_\phi\| = \|F\|$. As mentioned above, $P_0$ is invariant under $\phi$ so we have $E_0[F_\phi(X_s)] = E_0[F(X_s)]$. This duality will be exploited again in Section 3.1 and Section 4.

**Proposition 2.1** The partition function has the following asymptotics as $t \to \infty$:

\[
E_0[\exp(\nu S_t + hX_t)] \sim \begin{cases} \\
-\frac{1}{\nu} \sqrt{\frac{2}{\pi t}} & \text{if } L_1 = \{(\nu, h): \nu < 0, h = 0\} \\
-\frac{\nu}{\pi(h^2 + \nu^2)^2} \sqrt{\frac{2}{\pi t}} & \text{if } R_1 = \{(\nu, h): h < -\nu, h > 0\} \\
-\frac{1}{\nu} \sqrt{\frac{2}{\pi t}} & \text{if } L_2 = \{(\nu, h): h = -\nu, \nu < 0\} \\
\frac{2}{\nu + 2h} \exp \left(\frac{1}{2}(\nu + h)^2 t\right) & \text{if } R_2 = \{(\nu, h): h > -\nu, h > -\frac{1}{2}\nu\} \\
2h^2t \exp \left(\frac{1}{2}h^2 t\right) & \text{if } L_3 = \{(\nu, h): h = -\frac{1}{2}\nu, \nu > 0\} \\
\frac{2h}{\nu + 2h} \exp \left(\frac{1}{2}h^2 t\right) & \text{if } R_3 = \{(\nu, h): h < 0, h < -\frac{1}{2}\nu\}.
\end{cases}
\]

**Proof.** We divide the proof into four cases.

1. **$L_1$ and $L_2$ case**

The $L_1$ asymptotic follows from Watson’s lemma being applied to

\[
E_0 \left[ \exp \left(\nu \sqrt{t} S_1\right) \right] = \int_0^\infty \exp \left(\nu \sqrt{t} y\right) \frac{2}{\sqrt{2\pi}} \exp \left(-\frac{y^2}{2}\right) dy
\]

where $\nu < 0$. For $(\nu, h) \in L_2$, we appeal to duality and substitute $(\nu, -(\nu + h)) = (\nu, 0)$ for $(\nu, h)$ in the $L_1$ asymptotic.

2. **$R_2$ and $R_3$ case**

Let $(\nu, h) \in R_3$. Using a Girsanov change of measure, we can write

\[
E_0 \left[ \exp(\nu S_t + hX_t) \right] = E_0^h \left[ \exp(\nu S_t) \right] \exp \left(\frac{1}{2} h^2 t\right).
\]

In $R_3$ we have $h < 0$ so $S_\infty$ is almost surely finite under $P_0^h$. In fact, $S_\infty$ has the Exponential($-2h$) distribution under $P_0^h$. This follows immediately from Williams’ path decomposition Theorem A.3. Since $\nu < -2h$, dominated convergence implies

\[
\lim_{t \to \infty} E_0^h \left[ \exp(\nu S_t) \right] = E_0^h \left[ \exp(\nu S_\infty) \right] = \frac{2h}{\nu + 2h}.
\]

This gives the $R_3$ asymptotic. Once again, we can use duality to get the $R_2$ asymptotic by substituting $(\nu, -(\nu + h))$ for $(\nu, h)$ in the $R_3$ asymptotic.

3. **$L_3$ case**

In $L_3$ we have $(\nu, h) = (-2h, h)$, hence Pitman’s $2S - X$ theorem implies

\[
E_0 \left[ \exp \left(\sqrt{t} (\nu S_1 + X_1)\right) \right] = E_0 \left[ \exp \left(\sqrt{t} (-2h S_1 + hX_1)\right) \right] = E_0 \left[ \exp \left(-h \sqrt{t} R_1\right) \right]
\]
where \((R_t : t \geq 0)\) is a Bessel(3) process. So using the Bessel(3) transition density \((A.4)\), we can write the \(L_3\) partition function as

\[
\int_0^\infty \exp \left( -h \sqrt{t} y \right) \sqrt{\frac{2}{\pi}} y^2 \exp \left( -\frac{y^2}{2} \right) \, dy.
\]

(2.1)

After the change of variables \(y \mapsto y \sqrt{t}\), we arrive at

\[
\sqrt{\frac{2}{\pi}} t^{\frac{3}{2}} \int_0^\infty y^2 \exp \left( -\left( hy + \frac{y^2}{2} \right) t \right) \, dy
\]

whose asymptotic can be ascertained by a direct application of Laplace’s method.

4. \(R_1\) case

Let \((R_t : t \geq 0)\) denote a Bessel(3) process starting at 0 and \(U\) an independent Uniform\([0, 1]\) random variable. For \(t\) fixed, the identity in law \((S_t, S_t - X_t) \overset{\mathcal{L}}{=} (UR_t, (1 - U)R_t)\) follows from Pitman’s 2S – X theorem, see Item C in Chapter 1 of [RY09]. When \(\nu + 2h \neq 0\), this identity leads to

\[
E_0 \left[ \exp \left( \nu S_t + hX_t \right) \right] = E_0 \left[ \exp \left( (\nu + 2h)R_t U - hR_t \right) \right]
\]

\[
= E_0 \left[ \exp \left( -h \sqrt{t} R_1 \right) \right] \int_0^1 \exp \left( (\nu + 2h)\sqrt{t} R_1 u \right) \, du
\]

\[
= \frac{1}{(\nu + 2h)\sqrt{t}} \left( E_0 \left[ \exp \left( (\nu + h)\sqrt{t} R_1 \right) \right] - E_0 \left[ \exp \left( -h \sqrt{t} R_1 \right) \right] \right)
\]

\[
= \frac{1}{(\nu + 2h)\sqrt{t}} \left( \int_0^\infty \exp \left( (\nu + h)\sqrt{t} y \right) y \exp \left( -\frac{y^2}{2} \right) \, dy - \int_0^\infty \exp \left( -h \sqrt{t} y \right) y \exp \left( -\frac{y^2}{2} \right) \, dy \right).
\]

Since \(h > 0\) and \(\nu + h < 0\), Watson’s lemma can be applied to both integrals and their asymptotics combined. If \(\nu + 2h = 0\) instead, we can use the reasoning from case 3 to show that the partition function is equal to (2.1). However, unlike that case, now we have \(h > 0\) so Watson’s lemma can be applied to yield the desired asymptotic.

\[
\Box
\]

3 Proof of Theorem 1.1

3.1 \(L_2\) case

In this section we prove the \(L_2\) row in the table from Theorem 1.1. That the limit under \(Q_{t\mid x_1}^{\nu,h}\) is \(W\) follows trivially from Brownian scaling and Theorem C since \(Q_{t\mid x_1}^{\nu,h} = P_{t\mid x_1}^{\nu+h} = P_0\) when \((\nu, h) \in L_2\). To prove the limit under \(Q_{t\mid x_1}^{\nu,h}\) is \(a\), we show that

\[
\lim_{t \to \infty} Q_{t\mid x_1}^{\nu,h} \left[ F \left( \frac{X_{t\mid x_1}}{\sqrt{t}} \right) \right] = E \left[ F(m_1 - m_1\cdot) \right]
\]

(3.1)

for any bounded continuous \(F : \mathcal{C}([0,1]; \mathbb{R}) \to \mathbb{R}\) and \((\nu, h) \in L_2\). Then the desired result follows from Proposition 6.1.
Proof of (3.1). The idea behind the proof is to use duality to transfer the result of Theorem D from the $L_1$ phase to the $L_2$ phase. Recall that in $L_2$ we have $\nu < 0$ and $\nu + h = 0$. Then the invariance property of $\phi$ and Theorem D imply that

$$
\lim_{t \to \infty} Q_{t}^{\nu, h} \left[ F \left( \frac{X_{t}^{\nu}}{\sqrt{t}} \right) \right] = \lim_{t \to \infty} E_{0} \left[ F_{\phi} \left( \frac{X_{t}^{\nu}}{\sqrt{t}} \right) \exp (\nu S_{t} - (\nu + h)X_{t}) \right] / E_{0} [\exp (\nu S_{t} - (\nu + h)X_{t})]
$$

$$
= \lim_{t \to \infty} E_{0} \left[ F_{\phi} \left( \frac{X_{t}^{\nu}}{\sqrt{t}} \right) \exp (\nu S_{t}) \right] / E_{0} [\exp (\nu S_{t})]
$$

$$
= E \left[ F_{\phi} (-m_{\bullet}) \right]
$$

$$
= E \left[ F (m_{1} - m_{1-\bullet}) \right].
$$

\Box

3.2 $R_2$ and $R_3$ case

In this section we prove the $R_2$ and $R_3$ rows in the table from Theorem 1.1. This is done by showing that the limits

$$
\lim_{t \to \infty} Q_{t}^{\nu, h} \left[ F \left( \frac{X_{t}^{\nu}}{t} \right) \right] = \begin{cases} 
F((\nu + h)u_{\bullet}) & : (\nu, h) \in R_2
\end{cases}
\quad (3.2)
$$

and

$$
\lim_{t \to \infty} Q_{t}^{\nu, h} \left[ F \left( \frac{X_{t}^{\nu}}{t} \right) \right] = \begin{cases} 
F((\nu + h)u_{\bullet}) & : (\nu, h) \in R_2
\end{cases}
\quad (3.3)
$$

hold for any bounded continuous $F : C([0, 1]; \mathbb{R}) \to \mathbb{R}$. First we need a lemma which asserts that ballistic scaling of Brownian motion with drift $h$ results in a deterministic path of slope $h$.

**Lemma 3.1** Let $h \in \mathbb{R}$. Then $X_{t}/t$ converges to $hu_{\bullet}$ in probability under $P_{0}^{h}$ as $t \to \infty$.

**Proof.** For any $\epsilon > 0$ we have

$$
\lim_{t \to \infty} P_{0}^{h} \left( \left\| X_{t}^{\nu} - hu_{\bullet} \right\| > \epsilon \right) = \lim_{t \to \infty} P_{0} \left( \left\| X_{t}^{\nu} + hhu_{\bullet} - hu_{\bullet} \right\| > \epsilon \right)
$$

$$
= \lim_{t \to \infty} P_{0} \left( \left\| X_{t}^{\nu} \right\| > \epsilon \sqrt{t} \right)
$$

$$
= 0
$$

since $\left\| X_{t}^{\nu} \right\|$ is almost surely finite under $P_{0}$. \Box

**Proof of (3.2).** When $(\nu, h) \in R_2$, we can use Theorem C, Lemma 3.1, and bounded convergence to get

$$
\lim_{t \to \infty} Q_{t}^{\nu, h} \left[ F \left( \frac{X_{t}^{\nu}}{t} \right) \right] = \lim_{t \to \infty} E_{0}^{\nu+h} \left[ F \left( \frac{X_{t}^{\nu}}{t} \right) \right] = F((\nu + h)u_{\bullet}).
$$

When $(\nu, h) \in R_3$, we can use Theorem C, Lemma 3.1, and dominated convergence to get

$$
\lim_{t \to \infty} Q_{t}^{\nu, h} \left[ F \left( \frac{X_{t}^{\nu}}{t} \right) \right] = \frac{\nu + 2h}{2h} \lim_{t \to \infty} E_{0}^{h} \left[ F \left( \frac{X_{t}^{\nu}}{t} \right) \exp(\nu S_{\infty}) \right]
$$

$$
= \frac{\nu + 2h}{2h} F(hu_{\bullet}) E_{0}^{h} [\exp(\nu S_{\infty})]
$$

$$
= F(hu_{\bullet}).
$$
Here we used the fact that $S_\infty$ has the Exponential($-2h$) distribution under $P^h_0$ which follows from Williams’ path decomposition.

**Proof of (3.3).** We first show that the limit holds in the $R_3$ case and then use duality to transfer this result to the $R_2$ case. Accordingly, suppose $(\nu, h) \in R_3$. By a Girsanov change of measure, we can write

$$E_0 \left[ F \left( \frac{X_{\nu,t}}{t} \right) \exp (\nu S_t + h X_t) \right] = \exp \left( \frac{1}{2} h^2 t \right) E_0^h \left[ F \left( \frac{X_{\nu,t}}{t} \right) \exp (\nu S_t) \right].$$

Dividing this by the partition function asymptotic from Proposition 2.1 and using Lemma 3.1 with dominated convergence gives us

$$\lim_{t \to \infty} Q^\nu_{t} \left[ F \left( \frac{X_{\nu,t}}{t} \right) \right] = \frac{\nu + 2h}{2h} \lim_{t \to \infty} E_0^h \left[ F \left( \frac{X_{\nu,t}}{t} \right) \exp (\nu S_t) \right]$$

$$= \frac{\nu + 2h}{2h} F(hu_\ast) E_0^h [\exp(\nu S_\infty)]$$

$$= F(hu_\ast).$$

Now suppose $(\nu, h) \in R_2$. Then $(\nu, - (\nu + h)) \in R_3$. Hence the invariance property of $\phi$ and the above result imply

$$\lim_{t \to \infty} Q^\nu_{t} \left[ F \left( \frac{X_{\nu,t}}{t} \right) \right] = \lim_{t \to \infty} Q^\nu_{t} \left[ F \left( \frac{X_{\nu,t}}{t} \right) \right] = \phi \left( - (\nu + h) u_\ast \right)$$

$$= F((\nu + h)u_\ast).$$

**3.3 L_3 case**

In this section we prove the $L_3$ row in the table from Theorem 1.1. The proof that the limit under $Q^\nu_{t}|_{F}$ is $(\nu + h)u$ is identical to that of the $R_2$ case of (3.2) since $Q^\nu = P^\nu_{0} + h$ when $(\nu, h) \in L_3$ by Theorem C.

To prove the limit under $Q^\nu_{t}|_{F}$ is $-hu$, we show that

$$\lim_{t \to \infty} Q^\nu_{t} \left[ F \left( \frac{X_{\nu,t}}{t} \right) \right] = E \left[ F \left( -hu \right) \right]$$

(3.4)

for any bounded Lipschitz continuous $F : C([0, 1] ; \mathbb{R}) \to \mathbb{R}$ and $(\nu, h) \in L_3$.

First we need some preliminary results on Bessel(3) bridges and related path decompositions. Let $x, y \geq 0$ and $u > 0$. The Bessel(3) bridge of length $u$ from $x$ to $y$ can be represented by

$$\sqrt{(x + (y - x)s_u^i) + b^{(1)}_u}^2 + (b^{(2)}_u)^2 + (b^{(3)}_u)^2, 0 \leq s \leq u$$

(3.5)

where $b^{(i)}_u, i = 1, 2, 3$ are independent Brownian bridges of length $u$ from 0 to 0, see [Pit06]. If $x, y > 0$ and $0 < u < 1$, then the path $(X_s : 0 \leq s \leq 1)$ under $P_x$ conditionally given $\{(I_1, X_1, \theta_1) = (0, y, u)\}$ can be decomposed into a concatenation of two Bessel(3) bridges. More precisely, the path fragments

$(X_s : 0 \leq s \leq u)$ and $(X_s : u \leq s \leq 1)$

are independent and distributed respectively like

$(R_s : 0 \leq s \leq u)$ given $\{(R_0, R_u) = (x, 0)\}$
Now notice that the reverse triangle inequality implies 

\[ |x - y| \leq |x - z| + |z - y| \]

for all \( x, y, z \) in the real numbers. This follows from Theorem 2.1.(ii) in [PY96] and the discussion in the Introduction of [BCP03].

**Lemma 3.2** Let \( x, y > 0 \) and \( 0 < u < 1 \). Consider the path \( \omega^u_{x,y} \) in \( C_0([0,1];R) \) that linearly interpolates between the points \((0,0), (u,x)\) and \((1,x-y)\). Specifically, \( \omega^u_{x,y} \) is given by

\[
\omega^u_{x,y}(s) = \begin{cases} 
  x \frac{s}{u} & : 0 \leq s \leq u \\
  x - y \frac{s-u}{1-u} & : u < s \leq 1.
\end{cases}
\]

Suppose \( f(t) > 0 \) for \( t > 0 \) and \( \lim_{t \to \infty} f(t) = \infty \). If \( F : C([0,1];R) \to R \) is bounded Lipschitz continuous, then

\[
\lim_{t \to \infty} E_0 \left[ F \left( \frac{X_{\cdot}(t)}{f(t)} \right) \right] \bigg| S_1 = x f(t), S_1 - X_1 = y f(t), \Theta_1 = u \right] = F \left( \omega^u_{x,y}(\bullet) \right)
\]

and the convergence is uniform on \( \{(x,y,u) \in \mathbb{R}^3 : x > 0, y > 0, 0 < u < 1\} \).

**Proof.** Using the translation and reflection symmetries of Wiener measure, we can write

\[
E_0 \left[ F \left( \frac{X_{\cdot}(t)}{f(t)} \right) \right] \bigg| S_1 = x f(t), S_1 - X_1 = y f(t), \Theta_1 = u \right] = E_x f(t) \left[ F \left( x - \frac{X_{\cdot}(t)}{f(t)} \right) \right] I_1 = 0, X_1 = y f(t), \theta_1 = u \right].
\]

Together with (3.5) and the path decomposition noted above, this implies

\[
E_0 \left[ F \left( \frac{X_{\cdot}(t)}{f(t)} \right) \right] \bigg| S_1 = x f(t), S_1 - X_1 = y f(t), \Theta_1 = u \right] = E \left[ F \left( x - \frac{Y^{(t)}(f(t))}{f(t)} \right) \right]
\]

where \( Y^{(t)} \) is defined by

\[
Y^{(t)}(s) := \begin{cases} 
  \sqrt{\left( x f(t) \frac{u-s}{u} + b^{(1)}(s_u) \right)^2 + \left( b^{(2)}(s_u) \right)^2 + \left( b^{(3)}(s_u) \right)^2} & : 0 \leq s \leq u \\
  \sqrt{\left( y f(t) \frac{u-s}{1-u} + b^{(4)}(s_{1-u}) \right)^2 + \left( b^{(5)}(s_{1-u}) \right)^2 + \left( b^{(6)}(s_{1-u}) \right)^2} & : u < s \leq 1.
\end{cases}
\]

Here \( b^{(i)} \), \( 1 \leq i \leq 6 \) are independent Brownian bridges from 0 to 0 of length \( u \) or \( 1-u \) as applicable. Let \( \| \cdot \|_2 \) denote the Euclidean norm on \( \mathbb{R}^3 \). Then we have

\[
\left| \omega^u_{x,y}(s) - \left( x - \frac{Y^{(t)}(f(t))}{f(t)} \right) \right| = \begin{cases} 
  \frac{1}{f(t)} \left\| \left( x f(t) \frac{u-s}{u} + b^{(1)}(s_u), b^{(2)}(s_u), b^{(3)}(s_u) \right) \right\|_2 - \left\| \left( x \frac{u-s}{u}, 0, 0 \right) \right\|_2 & : 0 \leq s \leq u \\
  \frac{1}{f(t)} \left\| \left( y f(t) \frac{u-s}{1-u} + b^{(4)}(s_{1-u}), b^{(5)}(s_{1-u}), b^{(6)}(s_{1-u}) \right) \right\|_2 - \left\| \left( y \frac{u-s}{1-u}, 0, 0 \right) \right\|_2 & : u < s \leq 1.
\end{cases}
\]

Now notice that the reverse triangle inequality implies

\[
\left| \omega^u_{x,y}(s) - \left( x - \frac{Y^{(t)}(f(t))}{f(t)} \right) \right| \leq \begin{cases} 
  \frac{1}{f(t)} \left\| \left( b^{(1)}(s_u), b^{(2)}(s_u), b^{(3)}(s_u) \right) \right\|_2 & : 0 \leq s \leq u \\
  \frac{1}{f(t)} \left\| \left( b^{(4)}(s_{1-u}), b^{(5)}(s_{1-u}), b^{(6)}(s_{1-u}) \right) \right\|_2 & : u < s \leq 1.
\end{cases}
\]
Suppose $F$ has Lipschitz constant $K$. Then it follows from \((3.7)\) and subadditivity of the square root function that

$$
\left| F \left( \omega_{x,y}^u (\cdot) \right) - E \left[ F \left( x - \frac{Y_t(\cdot)}{f(t)} \right) \right] \right| \leq \frac{K}{f(t)} \sum_{i=1}^{6} E \left[ \| b_i^u \| \right].
$$

(3.8)

This bound is uniform in $x$ and $y$ but has an implicit dependence on $u$. We can easily remedy this situation by noting that Brownian scaling implies that the expected value of the uniform norm of a Brownian bridge from 0 to 0 of length $u$ is an increasing function of $u$. Hence we can write

$$
\sum_{i=1}^{6} E \left[ \| b_i^u \| \right] \leq 6E \left[ \| b_* \| \right]
$$

where $b$ is a standard Brownian bridge from 0 to 0 of length 1. This leads to a version of \((3.8)\) which is uniform on \(\{(x, y, u) \in \mathbb{R}^3 : x > 0, y > 0, 0 < u < 1\}\), namely

$$
\left| F \left( \omega_{x,y}^u (\cdot) \right) - E \left[ F \left( x - \frac{Y_t(\cdot)}{f(t)} \right) \right] \right| \leq \frac{6K}{f(t)} E \left[ \| b_* \| \right].
$$

(3.9)

Together with \((3.6)\) this proves the lemma since $f(t) \to \infty$ as $t \to \infty$.

\[\square\]

Proof of \((3.4)\). Recalling that $\nu = -2h$ on $L_3$, Brownian scaling implies

$$
E_0 \left[ F \left( \frac{X^u_t}{t} \right) \exp (\nu S_t + h X_t) \right] = E_0 \left[ F \left( \frac{X^u_t}{\sqrt{t}} \right) \exp \left( -h \sqrt{t} (2S_1 - X_1) \right) \right].
$$

(3.10)

For $0 < u < 1$, define

$$
f_t(x, y, u) := \begin{cases} 
E_0 \left[ F \left( \frac{X^u_t}{\sqrt{t}} \right) \bigg| S_1 = x \sqrt{t}, S_1 - X_1 = y \sqrt{t}, \Theta_1 = u \right] & : x, y > 0 \\
0 & : \text{otherwise.}
\end{cases}
$$

Using the tri-variate density \((A.8)\), the right-hand side of \((3.9)\) can be written as

$$
\int_0^1 \int_0^\infty \int_0^\infty x y f_t \left( \frac{x \sqrt{u}}{\sqrt{t}}, \frac{y \sqrt{u}}{\sqrt{t}}, u \right) \exp \left( -h \sqrt{t} (x + y) - \frac{x^2}{2u} - \frac{y^2}{2(1-u)} \right) \, dx \, dy \, du.
$$

Applying the change of variables $x \mapsto x \sqrt{u} - uh \sqrt{t}$ and $y \mapsto y \sqrt{1-u} - (1-u)h \sqrt{t}$ results in

$$
\int_0^1 \int_0^\infty \int_{h \sqrt{1-u} t}^{h \sqrt{(1-u)t}} \hat{f}_t(x, y, u) \, g_t(x, y, u) \frac{h^2 t}{\pi} \exp \left( -\frac{x^2 + y^2}{2} + \frac{1}{2} h^2 t \right) \, dx \, dy \, du
$$

(3.11)

where we defined

$$
\hat{f}_t(x, y, u) := f_t \left( \frac{x \sqrt{u}}{\sqrt{t}} - uh, \frac{y \sqrt{1-u}}{\sqrt{t}} - (1-u)h, u \right)
$$

and

$$
g_t(x, y, u) := \frac{(x - h \sqrt{u} t)(y - h \sqrt{(1-u)t})}{h^2 t \sqrt{u}(1-u)}. \]

Now we divide \((3.10)\) by the $L_3$ partition function asymptotic from \Proposition{2.1} which gives

$$
\int_0^1 \int_{-\infty}^\infty \hat{f}_t(x, y, u) \, g_t(x, y, u) \, 1_{A_1}(x, y) \frac{1}{2\pi} \exp \left( -\frac{x^2 + y^2}{2} \right) \, dx \, dy \, du
$$

\[12\]
where we defined

\[ A_t := \{(x, y) : x > h\sqrt{ut}, y > h\sqrt{(1-u)t}\}. \]

At this stage we want to find the limit of (3.11) as \( t \to \infty \) by appealing to Lemma A.3 with \( \mu \) being the probability measure on \( \mathbb{R} \times \mathbb{R} \times [0, 1] \) having density \( \frac{1}{2\pi} \exp\left(-\frac{x^2+y^2}{2}\right) \). In this direction, note that \( \tilde{f}_t \) is bounded and the fact that the convergence in Lemma 3.2 is uniform and \( (x, y, u) \mapsto F(\nu_h u) \) is continuous on \( \{(x, y, u) \in \mathbb{R}^3 : x > 0, y > 0, 0 < u < 1\} \) implies that

\[
\lim_{t \to \infty} \tilde{f}_t(x, y, u) = F\left(\nu_h u\right)
\]

\( \mu \)-almost surely. Additionally, \( g_t\cdot1_{A_t} \) is non-negative and converges \( \mu \)-almost surely to 1 as \( t \to \infty \). Lastly, by reversing the steps that led from (3.9) to (3.11), we see that

\[
\lim_{t \to \infty} \int_0^1 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g_t(x, y, u) 1_{A_t}(x, y) \frac{1}{2\pi} \exp\left(-\frac{x^2+y^2}{2}\right) \, dx \, dy \, du = \lim_{t \to \infty} \frac{E_0[\exp(\nu_S t + h X_t)]}{2h^2t} \cdot \frac{1}{2h^2t} = 1.
\]

Hence by Lemma A.3 we can conclude that

\[
\lim_{t \to \infty} Q_t^{\nu, h} \left[F \left(\frac{X_t^*}{t}\right)\right] = \int_0^1 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(-\nu u) \frac{1}{2\pi} \exp\left(-\frac{x^2+y^2}{2}\right) \, dx \, dy \, du = \int_0^1 F(-\nu u) \, du = E\left[F(-\nu u)\right].
\]

\[ \square \]

### 3.4 \( R_1 \) case

In this section we prove the \( R_1 \) row in the table from Theorem 1.1. That the limit under \( Q_t^{\nu, h}\bigg|_{x_1} \) is \(-R\) follows from Theorem C and Theorem D since \( Q_t^{\nu, h} = Q_t^{\nu+h} \) with \( \nu + h < 0 \) when \( (\nu, h) \in R_1 \). To prove the limit under \( Q_t^{\nu, h}\bigg|_{x^*_1} \) is \(-\infty\), we show that

\[
\lim_{t \to \infty} Q_t^{\nu, h} \left[F \left(\frac{X_t^*}{\sqrt{t}}\right)\right] = E[F(-\infty)]
\]

for any bounded continuous \( F : C([0, 1]; \mathbb{R}) \to \mathbb{R} \) and \( (\nu, h) \in R_1 \).

**Proof of (3.12).** From Brownian scaling, we have

\[
E_0 \left[F \left(\frac{X_t^*}{\sqrt{t}}\right) \exp(\nu S_t + h X_t)\right] = E_0 \left[F(X) \exp\left(\nu\sqrt{t} S_1 + h\sqrt{t} X_1\right)\right].
\]

Since \( \nu < 0 \), we can write

\[
\exp(\nu\sqrt{t} S_1) = -\nu\sqrt{t} \int_0^\infty \exp(\nu\sqrt{t} x) 1_{S_1 < x} \, dx.
\]

Hence the right-hand side of (3.13) can be written as

\[
-\nu\sqrt{t} \int_0^\infty \exp(\nu\sqrt{t} x) E_0 \left[F(X) \exp\left(h\sqrt{t} X_1\right) ; S_1 < x\right] \, dx
\]

\[ = -\nu\sqrt{t} \int_0^\infty \exp(\nu\sqrt{t} x) E_0 \left[F(-X) \exp\left(-h\sqrt{t} X_1\right) ; I_1 > -x\right] \, dx
\]

\[ = -\nu\sqrt{t} \int_0^\infty \exp((\nu + h)\sqrt{t} x) E_x \left[F(x - X) \exp\left(-h\sqrt{t} X_1\right) ; I_1 > 0\right] \, dx
\]

(3.14)
where the two equalities follow from the reflection and translation symmetries of Wiener measure. The $h$-transform representation of the Bessel(3) path measure from Proposition A.1 can be used to rewrite the expectation appearing in (3.14) in terms of a Bessel(3) process $(R_s : 0 \leq s \leq 1)$. This leads to

$$-\nu \sqrt{t} \int_0^\infty \exp \left( (\nu + h) \sqrt{t} x \right) E_x \left[ F (x - R_\bullet) \exp \left( -h \sqrt{t} R_1 \right) \frac{x}{R_1} \right] \, dx.$$ 

Next we disintegrate the Bessel(3) path measure into a mixture of Bessel(3) bridge measures by conditioning on the endpoint of the path. Refer to Proposition 1 in [FPY93] for a precise statement of a more general result. See also Theorem 1 in [CUB11] where weak continuity of the bridge measures with respect to their starting and ending points is established. This results in

$$-\nu \sqrt{t} \int_0^\infty \int_0^\infty \exp \left( (\nu + h) \sqrt{t} x - h \sqrt{t} y \right) \frac{x}{y} E_x \left[ F (x - R_\bullet) | R_1 = y \right] P_x (R_1 \in dy) \, dx.$$ 

Using the Bessel(3) transition density formula (A.5), we can now write (3.15) as

$$-\nu \sqrt{\frac{2t}{\pi}} \int_0^\infty \int_0^\infty \exp \left( \frac{\nu + h}{\sqrt{t}} x - h \sqrt{t} y \right) f(x, y) \sinh(xy) \exp \left( -\frac{x^2 + y^2}{2t} \right) \, dy \, dx$$

where we defined

$$f(x, y) := E_x [ F (x - R_\bullet) | R_1 = y].$$

Applying the change of variables $x \mapsto x/\sqrt{t}$ and $y \mapsto y/\sqrt{t}$ gives

$$-\frac{\nu}{h^2(\nu + h)^2} \sqrt{\frac{2}{\pi t}} \int_0^\infty \int_0^\infty g(x, y) f \left( \frac{x}{\sqrt{t}}, \frac{y}{\sqrt{t}} \right) \frac{1}{xy} \sinh \left( \frac{xy}{t} \right) \exp \left( -\frac{x^2 + y^2}{2t} \right) \, dy \, dx$$

where we defined

$$g(x, y) := h^2(\nu + h)^2 xy \exp \left( (\nu + h)x - hy \right).$$

After dividing (3.16) by the $R_1$ partition function asymptotic from Proposition 2.1, we see that showing

$$\lim_{t \to \infty} \int_0^\infty \int_0^\infty g(x, y) f \left( \frac{x}{\sqrt{t}}, \frac{y}{\sqrt{t}} \right) \frac{t}{xy} \sinh \left( \frac{xy}{t} \right) \exp \left( -\frac{x^2 + y^2}{2t} \right) \, dy \, dx = E \left[ F (-\epsilon_\bullet) \right]$$

will prove (3.12). Notice that for all $x, y > 0$, the limit

$$\lim_{t \to \infty} f \left( \frac{x}{\sqrt{t}}, \frac{y}{\sqrt{t}} \right) \frac{t}{xy} \sinh \left( \frac{xy}{t} \right) \exp \left( -\frac{x^2 + y^2}{2t} \right) = E \left[ F (-\epsilon_\bullet) \right]$$

follows from the weak continuity of the bridge measures with respect to their starting and ending points which was noted above and the fact that a normalized Brownian excursion is simply a Bessel(3) bridge from 0 to 0 of unit length. Additionally, the convexity of sinh on [0, 1] along with the inequality $2xy \leq x^2 + y^2$ leads to the bound

$$\left| f \left( \frac{x}{\sqrt{t}}, \frac{y}{\sqrt{t}} \right) \frac{t}{xy} \sinh \left( \frac{xy}{t} \right) \exp \left( -\frac{x^2 + y^2}{2t} \right) \right| \leq \|F\| \sinh(1)$$

which holds for all $x, y, t > 0$. Noting that $g$ is a probability density, (3.17) now follows from bounded convergence. \qed
4 Proof of Theorem 1.2

In this section we prove Theorem 1.2 by showing that the following limits hold for any bounded continuous $F : C([0,1]; \mathbb{R}) \to \mathbb{R}$:

$$
\begin{align*}
\text{if } (\nu, h) \in R_2 \cup L_3, & \quad \lim_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{\bullet,t} - (\nu + h)t u_{\bullet}}{\sqrt{t}} \right) \right] = E_0 [F(X_{\bullet})], & \quad (4.1) \\
\text{if } (\nu, h) \in R_3, & \quad \lim_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{\bullet,t} - h t u_{\bullet}}{\sqrt{t}} \right) \right] = E_0 [F(X_{\bullet})], & \quad (4.2) \\
\text{if } (\nu, h) \in R_2, & \quad \lim_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{\bullet,t} - (\nu + h)t u_{\bullet}}{\sqrt{t}} \right) \right] \leq E_0 [F(X_{\bullet})], & \quad (4.3) \\
\text{if } (\nu, h) \in R_3, & \quad \lim_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{\bullet,t} - h t u_{\bullet}}{\sqrt{t}} \right) \right] \leq E_0 [F(X_{\bullet})].
\end{align*}
$$

Proof of (4.1). If $(\nu, h) \in R_2 \cup L_3$, we can use Theorem C a path transformation that adds drift $\nu + h$, and Brownian scaling to write

$$
Q^{\nu,h}_t \left[ F \left( \frac{X_{\bullet,t} - (\nu + h)t u_{\bullet}}{\sqrt{t}} \right) \right] = E^{\nu + h}_0 \left[ F \left( \frac{X_{\bullet,t} - (\nu + h)t u_{\bullet}}{\sqrt{t}} \right) \right] = E_0 \left[ F \left( \frac{X_{\bullet,t}}{\sqrt{t}} \right) \right] = E_0 \left[ F \left( X_{\bullet,t} \right) \right]
$$

from which the desired limit follows.

An idea that will be helpful for the proof of Theorem 1.2 and also in the next section is to modify the path functional $F$ in such a way so that it “ignores” the beginning of the path. After proving a limit theorem for the modified path functional, we lift this result to the original functional by controlling the error arising from the modification. Here we state some definitions and notation that make this procedure precise.

**Definition 4.1** For $0 < \delta \leq 1$ and $X_{\bullet} \in C([0,1]; \mathbb{R})$, define $\Pi_{\delta} : C([0,1]; \mathbb{R}) \to C_0([0,1]; \mathbb{R})$ by

$$
\Pi_{\delta} X_{\bullet} = \begin{cases} \\
& X_{\delta} : 0 \leq s \leq \delta \\
& X_s : \delta \leq s \leq 1.
\end{cases}
$$

For $F : C([0,1]; \mathbb{R}) \to \mathbb{R}$, let $F_{\delta}$ denote $F \circ \Pi_{\delta}$ and define $\Delta_{\delta}^F : C([0,1]; \mathbb{R}) \to \mathbb{R}_+$ by

$$
\Delta_{\delta}^F (X_{\bullet}) = |F_{\delta}(X_{\bullet}) - F(X_{\bullet})|.
$$

So $\Pi_{\delta}$ replaces the initial $[0, \delta]$ segment of the path $X_{\bullet}$ with a straight line which interpolates between the points $(0,0)$ and $(\delta, X_{\delta})$ while $\Delta_{\delta}^F$ is the absolute error that results from using $F_{\delta}$ instead of $F$. The Markov property implies that under $P_0$, the random variable $F_{\delta}(X_{\bullet})$ is independent of the initial $[0, \delta]$ part of the path $X_{\bullet}$ after conditioning on $X_{\delta}$. Note that if $F$ is bounded continuous then so are $F_{\delta}$ and $\Delta_{\delta}^F$ with $\|F_{\delta}\| \leq \|F\|$ and $\|\Delta_{\delta}^F\| \leq 2\|F\|$. Also notice that $\lim_{\delta \searrow 0} \Delta_{\delta}^F (X_{\bullet}) = 0$ for any $X_{\bullet} \in C_0([0,1]; \mathbb{R})$ whenever $F$ is continuous.

**Proof of (4.2).** We divide the proof into two stages, the first for $F_{\delta}$ and the second for $F$. 

1. Convergence for $F_\delta$

Suppose $(\nu, h) \in R_3$ and fix $0 < \delta \leq 1$. In this case Theorem C implies

\[
Q^{\nu, h} \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \right] = \frac{\nu + 2 h}{2 h} E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_\infty) \right]. \tag{4.4}
\]

We can rewrite the expectation appearing on the right-hand side of (4.4) as

\[
E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_{\delta t}; \Theta \leq \delta t) \right] + E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_\infty); \Theta > \delta t \right].
\]

Since $(\nu, h) \in R_3$, we know from Williams’ decomposition that $\exp(\nu S_\infty)$ is integrable and $\Theta \leq \infty$ almost surely under $P_0^h$. Hence by dominated convergence we have $B_t = o(1)$ as $t \to \infty$ and consequently

\[
A_t = E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_{\delta t}) \right] + o(1) \text{ as } t \to \infty.
\]

Similarly, we can show that

\[
A_t = E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_{\delta t}) \right] + o(1) \text{ as } t \to \infty.
\]

Together, these imply

\[
E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_\infty) \right] = E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_{\delta t}) \right] + o(1) \text{ as } t \to \infty. \tag{4.5}
\]

Applying a path transformation that adds drift $h$ on the right-hand side of (4.5) and using Brownian scaling results in

\[
E_0^h \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \exp(\nu S_\infty) \right] = E_0 \left[ F_\delta (X_s) \exp \left( \nu \sqrt{\frac{t}{\delta}} \sup_{0 \leq s \leq \delta} \left\{ X_s + h \sqrt{t} s \right\} \right) \right] + o(1) \text{ as } t \to \infty.
\]

Combining this with (4.4), we have established that

\[
Q^{\nu, h} \left[ F_\delta \left( \frac{X_{\delta t} - h t u_s}{\sqrt{t}} \right) \right] = \frac{\nu + 2 h}{2 h} E_0 \left[ F_\delta (X_s) \exp \left( \nu \sqrt{\frac{t}{\delta}} \sup_{0 \leq s \leq \delta} \left\{ X_s + h \sqrt{t} s \right\} \right) \right] + o(1) \text{ as } t \to \infty. \tag{4.6}
\]

Now notice that $F_\delta (X_s)$ and $\sup_{0 \leq s \leq \delta} \left\{ X_s + h \sqrt{t} s \right\}$ are independent after conditioning on $X_\delta$. So with $p_\delta(x, \cdot)$ denoting the transition density of Brownian motion at time $\delta$, we see that the expectation appearing on the right-hand side of (4.6) is equal to

\[
\int_{-\infty}^{\infty} E_0 [F_\delta (X_s) | X_\delta = x] E_0 \left[ \exp \left( \nu \sqrt{\frac{t}{\delta}} \sup_{0 \leq s \leq \delta} \left\{ X_s + h \sqrt{t} s \right\} \right) \right] | X_\delta = x \right] p_\delta (0, x) dx. \tag{4.7}
\]

From the particular pathwise construction of Brownian bridge given in (5.6.29) of [KSS88], it follows that the distribution of Brownian bridge plus a constant drift is the same as Brownian bridge with an appropriately shifted endpoint. Hence the second expectation appearing inside the integral in (4.7) is seen to equal

\[
E_0 \left[ \exp \left( \nu \sqrt{\frac{t}{\delta}} \sup_{0 \leq s \leq \delta} X_s \right) \right] | X_\delta = x + h \sqrt{t} \delta \right] .
\]
By using the distribution of the maximum of a Brownian bridge from (A.9), this expectation has the integral representation
\[ \int_0^\infty \frac{4y - 2x - 2h\sqrt{t} \delta}{\delta} \exp \left( \nu \sqrt{t} y - \frac{2y(y - x - h\sqrt{t} \delta)}{\delta} \right) dy \]
when \( t \) is large enough such that \( x + h\sqrt{t} \delta \leq 0 \). After some manipulations and recalling that \( \nu + 2h < 0 \), we can use Watson’s lemma to compute the limit of this integral which holds for all \( x \in \mathbb{R} \):
\[ \lim_{t \to \infty} \int_0^\infty \left( \frac{4y - 2x - 2h\sqrt{t}}{\delta} \right) \exp \left( \frac{2y(x - y)}{\delta} \right) e^{(\nu + 2h)\sqrt{t} y} dy = \frac{2h}{\nu + 2h}. \]
Now we want to invoke Lemma A.3 to find the limit of (4.7) hence we need to verify that
\[ \lim_{t \to \infty} E_0 \left[ \exp \left( \nu \sqrt{t} \sup_{0 \leq s \leq \delta} \left\{ X_s + h\sqrt{t} s \right\} \right) \right] |X_\delta = x] p_\delta(0, x) \, dx = \frac{2h}{\nu + 2h}. \quad (4.8) \]
By working backwards starting from the left-hand side of (4.8) and reversing the conditioning, scaling, and path transformation, this can be reduced to checking
\[ \lim_{t \to \infty} E_0^n \left[ \exp (\nu S_\delta) \right] = \frac{2h}{\nu + 2h} \]
which follows from dominated convergence and Williams’ path decomposition since \( (\nu, h) \in R_3 \). Now we can evaluate the limit of (4.7) as
\[ \lim_{t \to \infty} \int_{-\infty}^\infty E_0 \left[ F_\delta(X_\bullet) |X_\delta = x \right] E_0 \left[ \exp \left( \nu \sqrt{t} \sup_{0 \leq s \leq \delta} \left\{ X_s + h\sqrt{t} s \right\} \right) \right] |X_\delta = x] p_\delta(0, x) \, dx \\
= \frac{2h}{\nu + 2h} \int_{-\infty}^\infty E_0 \left[ F_\delta(X_\bullet) |X_\delta = x \right] p_\delta(0, x) \, dx \\
= \frac{2h}{\nu + 2h} E_0 \left[ F_\delta(X_\bullet) \right]. \]
Combining this with (4.6) leads to
\[ \lim_{t \to \infty} Q^{\nu, h} \left[ F_\delta \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right] = E_0 \left[ F_\delta(X_\bullet) \right] \]
as desired.

2. Convergence for \( F \)

Recall the notation \( \Delta_\delta \) from Definition 4.1. Using the triangle inequality, we can write for all \( t \)
\[ \left| Q^{\nu, h} \left[ F \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right] - E_0 \left[ F(X_\bullet) \right] \right| \leq Q^{\nu, h} \left[ \Delta_\delta \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right] + \left| Q^{\nu, h} \left[ F_\delta \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right] - E_0 \left[ F_\delta(X_\bullet) \right] \right| + E_0 \left[ \Delta_\delta \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right]. \]
The result from stage 1 implies that the middle term on the right-hand side of this inequality vanishes as \( t \to \infty \) so
\[ \lim_{t \to \infty} \sup \left| Q^{\nu, h} \left[ F \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right] - E_0 \left[ F(X_\bullet) \right] \right| \leq \lim_{t \to \infty} \sup Q^{\nu, h} \left[ \Delta_\delta \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right] + E_0 \left[ \Delta_\delta \left( \frac{X_{\bullet} - h t u_\bullet}{\sqrt{t}} \right) \right]. \]
Since $F$ is bounded continuous, we know that the last term on the right-hand side of this inequality vanishes as $\delta \searrow 0$ by bounded convergence. This leads to
\[
\limsup_{t \to \infty} \left| Q^{\nu,h} \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right] - E_0 \left[ F(X_{\ast t}) \right] \right| \leq \limsup_{t \to \infty} Q^{\nu,h} \left[ \Delta^F_{\delta} \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right].
\] (4.9)
Using Theorem C we can express the right-hand side of (4.9) as
\[
\frac{\nu + 2h}{2h} \limsup_{\delta \to 0} E^h_0 \left[ \left( \Delta^F_{\delta} \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right)^q \right] \frac{1}{p^*} \limsup_{\delta \to 0} E^h_0 \left[ \left( \frac{2h}{p^* + 2h} \right) \right] = 0.
\] (4.10)
Here we used a path transformation that adds drift $h$ along with Brownian scaling to eliminate $t$ from the first expectation and used Williams’ decomposition to compute the second expectation. Now it follows that
\[
\limsup_{t \to \infty} \left| Q^{\nu,h} \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right] - E_0 \left[ F(X_{\ast t}) \right] \right| = 0
\]
which proves (4.2).

**Proof of (4.3).** We first show that the limit holds in the $R_3$ case and then use duality to transfer this result to the $R_2$ case. Accordingly, suppose $(\nu, h) \in R_3$. Using a Girsanov change of measure, we can write
\[
E_0 \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \exp(\nu S_t + h X_t) \right] = \exp \left( \frac{1}{2} h^2 t \right) E^h_0 \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \exp(\nu S_t) \right].
\] (4.11)
By repeating the same argument that led to (4.5) while using $F$ instead of $F_\phi$, we can establish that
\[
E^h_0 \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \exp(\nu S_t) \right] = E^h_0 \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \exp(\nu S_\infty) \right] + o(1) \text{ as } t \to \infty.
\]
Combining this with (4.11) and using the partition function asymptotic from Proposition 2.1 results in
\[
\lim_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right] = \lim_{t \to \infty} \frac{\nu + 2h}{2h} \frac{1}{p^*} E^h_0 \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \exp(\nu S_\infty) \right] = E^h_0 \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right]
\]
where the last two equalities follow from Theorem C and (4.2), respectively.

Now suppose $(\nu, h) \in R_2$. Then $(\nu, -(\nu + h)) \in R_3$. Hence the invariance property of $\phi$ and the above result imply
\[
\lim_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right] = \lim_{t \to \infty} Q^{\nu,-(\nu + h)}_t \left[ F_\phi \left( \frac{X_{\ast t} - h t u_{\ast t}}{\sqrt{t}} \right) \right] = E_0[F_\phi(X_{\ast})] = E_0[F(X_{\ast})].
\]
5 Proof of Theorem 1.3

In this section we prove Theorem 1.3 by showing that

$$\lim_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{st} - (2S_{st} + htu_s)}{\sqrt{t}} \right) \right] = E_0 \left[ F(X_{*}) \right] \tag{5.1}$$

for any bounded Lipschitz continuous $F : \mathcal{C}([0,1];\mathbb{R}) \to \mathbb{R}$ and $(\nu, h) \in L_3$.

**Proof of (5.1).** We divide the proof into two stages, the first for $F_\delta$ and the second for $F$.

1. **Convergence for $F_\delta$**

Suppose $(\nu, h) \in L_3$ and fix $0 < \delta \leq 1$. Recalling that $\nu = -2h$, we can use Brownian scaling and Pitman’s $2S - X$ theorem to write

$$E_0 \left[ F_\delta \left( \frac{X_{st} - (2S_{st} + htu_s)}{\sqrt{t}} \right) \exp(\nu S_t + hX_t) \right] = E_0 \left[ F_\delta \left( -R_{*} - h\sqrt{t} u_{*} \right) \exp(-h\sqrt{t} R_1) \right]. \tag{5.2}$$

Fix $x > 0$. The the absolute continuity relation from Lemma A.1 implies that the right-hand side of (5.2) is equal to

$$E_x \left[ F_\delta \left( -R_{*} - h\sqrt{t} u_{*} \right) \exp(-h\sqrt{t} R_1) \frac{xR_\delta \exp \left( \frac{x^2}{2\delta} \right)}{\delta \sinh \left( \frac{2x}{\delta} \right)} \right].$$

Now we can use Proposition A.1 to switch from the Bessel(3) process to Brownian motion. Hence the above expectation is equal to

$$E_x \left[ F_\delta \left( -X_{*} - h\sqrt{t} u_{*} \right) \exp(-h\sqrt{t} R_1) \frac{xR_\delta \exp \left( \frac{x^2}{2\delta} \right)}{\delta \sinh \left( \frac{2x}{\delta} \right); I_1 > 0} \right].$$

Next we use a Girsanov change of measure to add drift $-h\sqrt{t}$. This results in

$$E_{x-h\sqrt{t}} \left[ F_\delta \left( -X_{*} - h\sqrt{t} u_{*} \right) \exp(-h\sqrt{t} R_1 + \frac{1}{2}h^2t) \frac{xR_\delta \exp \left( \frac{x^2}{2\delta} \right)}{\delta \sinh \left( \frac{2x}{\delta} \right); I_1 > 0} \right].$$

Applying a path transformation that adds drift $-h\sqrt{t}$ while changing the measure back to that of Brownian motion without drift yields

$$E_x \left[ F_\delta \left( -X_{*} \right) \frac{(X_{*} - h\sqrt{t} \delta)(X_1 - h\sqrt{t}) \exp \left( \frac{x^2}{2\delta} - h\sqrt{t} x + \frac{1}{2}h^2t \right)}{\delta \sinh \left( \frac{2}{\delta} (X_{*} - h\sqrt{t} \delta) \right); \inf_{0 \leq s \leq 1} \{ X_s - h\sqrt{t} s \} > 0} \right].$$

Now we divide this by the $L_3$ partition function asymptotic from Proposition 2.1 which gives

$$E_x \left[ F_\delta \left( -X_{*} \right) \frac{(X_{*} - h\sqrt{t} \delta)(X_1 - h\sqrt{t}) \exp \left( \frac{x^2}{2\delta} - h\sqrt{t} x \right)}{2h^2t\delta \sinh \left( \frac{2}{\delta} (X_{*} - h\sqrt{t} \delta) \right)} 1_{A_t} \right] \tag{5.3}$$

where we defined

$$A_t := \left\{ \inf_{0 \leq s \leq 1} \{ X_s - h\sqrt{t} s \} > 0 \right\}.$$
At this point we want to use \textbf{Lemma A.3} to find the limit of \((5.3)\) as \(t \to \infty\). Towards this end, note that

\[
\lim_{t \to \infty} \frac{(X_{\delta} - h\sqrt{t} \delta)(X_1 - h\sqrt{t}) \exp \left( \frac{x^2}{2\delta} - h\sqrt{t} x \right)}{2h^2\delta \sinh \left( \frac{x}{2\delta} (X_{\delta} - h\sqrt{t} \delta) \right)} 1_{A_t}
\]

is non-negative for all \(t > 0\). Recalling that \(x > 0\) and \(h < 0\), we see that almost surely under \(P_x\)

\[
\lim_{t \to \infty} \frac{(X_{\delta} - h\sqrt{t} \delta)(X_1 - h\sqrt{t}) \exp \left( \frac{x^2}{2\delta} - h\sqrt{t} x \right)}{2h^2\delta \sinh \left( \frac{x}{2\delta} (X_{\delta} - h\sqrt{t} \delta) \right)} 1_{A_t} = \exp \left( \frac{x^2 - 2x\delta}{2\delta} \right).
\]

Additionally, by reversing the steps that led from \((5.2)\) to \((5.3)\), we see that

\[
\lim_{t \to \infty} E_x \left[ \frac{(X_{\delta} - h\sqrt{t} \delta)(X_1 - h\sqrt{t}) \exp \left( \frac{x^2}{2\delta} - h\sqrt{t} x \right)}{2h^2\delta \sinh \left( \frac{x}{2\delta} (X_{\delta} - h\sqrt{t} \delta) \right)} 1_{A_t} \right] = \lim_{t \to \infty} \frac{E_0 \left[ \exp (\nu S_t + hX_t) \right]}{2h^2t \exp \left( \frac{1}{2}h^2t \right)} = 1.
\]

This agrees with

\[
E_x \left[ \exp \left( \frac{x^2 - 2x\delta}{2\delta} \right) \right] = 1
\]

which follows from a routine calculation. Hence we can conclude from \textbf{Lemma A.3} reflection symmetry of Wiener measure, and \textbf{Lemma A.1} that

\[
\lim_{t \to \infty} E_x \left[ F_\delta (-X_\bullet) \frac{(X_{\delta} - h\sqrt{t} \delta)(X_1 - h\sqrt{t}) \exp \left( \frac{x^2}{2\delta} - h\sqrt{t} x \right)}{2h^2\delta \sinh \left( \frac{x}{2\delta} (X_{\delta} - h\sqrt{t} \delta) \right)} \inf_{0 \leq s \leq 1} \{ X_s - h\sqrt{t} s \} > 0 \right]
\]

\[
= E_x \left[ F_\delta (-X_\bullet) \exp \left( \frac{x^2 - 2x\delta}{2\delta} \right) \right]
\]

\[
= E_x \left[ F_\delta (X_\bullet) \exp \left( \frac{x^2 + 2x\delta}{2\delta} \right) \right]
\]

\[
= E_0 \left[ F_\delta (X_\bullet) \right].
\]

This shows that for any \(0 < \delta \leq 1\) we have

\[
\lim_{t \to \infty} Q^{\nu,h}_t \left[ F_\delta \left( \frac{X_{\bullet} - (2S_{\bullet} + htu_{\bullet})}{\sqrt{t}} \right) \right] = E_0 \left[ F_\delta (X_\bullet) \right].
\]

\section{Convergence for F}

We proceed as in the beginning of stage2 in the proof of \((4.2)\). Similarly to \((4.9)\) we have

\[
\limsup_{t \to \infty} Q^{\nu,h}_t \left[ F \left( \frac{X_{\bullet} - (2S_{\bullet} + htu_{\bullet})}{\sqrt{t}} \right) \right] - E_0 [F(X_\bullet)]
\]

\[
\leq \lim_{\delta \to 0} \limsup_{t \to \infty} Q^{\nu,h}_t \left[ \Delta_F \left( \frac{X_{\bullet} - (2S_{\bullet} + htu_{\bullet})}{\sqrt{t}} \right) \right].
\]
Along with (5.2), this implies that (5.4) is bounded above by
\[ 2K \lim_{\delta \to 0} \limsup_{t \to \infty} \frac{E_0 \left[ \sup_{0 \leq s \leq \delta} \left| R_s + h \sqrt{t} s \right| \exp \left( -h \sqrt{t} R_1 \right) \right]}{E_0 \left[ \exp \left( -h \sqrt{t} R_1 \right) \right]}. \]  
(5.5)

With \( p_1(\cdot, \cdot) \) denoting the Bessel(3) transition density at time 1, we can write the expectation appearing in the numerator of (5.5) as a mixture of Bessel(3) bridges by conditioning on the endpoint above by
\[ \int_0^\infty \frac{E_0 \left[ \sup_{0 \leq s \leq \delta} \left| R_s + h \sqrt{t} s \right| R_1 = y \right]}{E_0 \left[ \exp \left( -h \sqrt{t} R_1 \right) \right]} \exp(-h \sqrt{t} y) p_1(0, y) \, dy. \]  
(5.6)

Let \( \| \cdot \|_2 \) denote the Euclidean norm on \( \mathbb{R}^3 \). Using (3.5) and recalling that \( h < 0 \), we can write the above expectation as
\[ E \left[ \sup_{0 \leq s \leq \delta} \left\| \left( b_s^{(1)} + y s, b_s^{(2)}, b_s^{(3)} \right) \right\|_2 - \left\| \left( h \sqrt{t} s, 0, 0 \right) \right\|_2 \right]. \]
where \( b_s^{(i)}, i = 1, 2, 3 \) are independent Brownian bridges of length 1 from 0 to 0. Now notice that the reverse triangle inequality implies this is bounded above by
\[ E \left[ \sup_{0 \leq s \leq \delta} \left\| \left( b_s^{(1)} + (y + h \sqrt{t}) s, b_s^{(2)}, b_s^{(3)} \right) \right\|_2 \right]. \]

Using subadditivity of the square root function and the triangle inequality, this is bounded above by
\[ 3E \left[ \sup_{0 \leq s \leq \delta} \left| b_s \right| \right] + \left| y + h \sqrt{t} \right| \delta. \]  
(5.7)

By substituting (5.2) for the expectation appearing in (5.6), we see that the latter expression is bounded above by
\[ 3E \left[ \sup_{0 \leq s \leq \delta} \left| b_s \right| \right] E_0 \left[ \exp \left( -h \sqrt{t} R_1 \right) \right] + \delta \int_0^\infty \left| y + h \sqrt{t} \right| \exp(-h \sqrt{t} y) p_1(0, y) \, dy. \]  
(5.8)

Now substituting (5.8) for the expectation appearing in the numerator of (5.5) leads to the upper bound
\[ 2K \lim_{\delta \to 0} \left( 3E \left[ \sup_{0 \leq s \leq \delta} \left| b_s \right| \right] + \delta \lim_{t \to \infty} \sup_{\delta \to 0} \frac{\int_0^\infty \left| y + h \sqrt{t} \right| \exp(-h \sqrt{t} y) p_1(0, y) \, dy}{E_0 \left[ \exp \left( -h \sqrt{t} R_1 \right) \right]} \right). \]  
(5.9)

We can evaluate the \( \limsup \) term appearing in (5.9) explicitly by using the \( L_3 \) partition function asymptotic from Proposition 2.1 and the Bessel(3) transition density formula (A.4) to write
\[ \lim_{t \to \infty} \int_0^\infty \frac{\left| y + h \sqrt{t} \right| \exp(-h \sqrt{t} y) p_1(0, y) \, dy}{E_0 \left[ \exp \left( -h \sqrt{t} R_1 \right) \right]} = \lim_{t \to \infty} \int_0^\infty \sqrt{\frac{2}{\pi}} \frac{\left| y + h \sqrt{t} \right| y^2}{2h^2 t} \exp \left( -h \sqrt{t} y - \frac{y^2}{2} - \frac{1}{2} h^2 t \right) \, dy. \]

Applying the change of variables \( y \mapsto y - h \sqrt{t} \) and using dominated convergence results in
\[ \lim_{t \to \infty} \int_{h \sqrt{t}}^\infty \sqrt{\frac{2}{\pi}} \frac{\left| y - h \sqrt{t} \right|^2}{2h^2 t} \exp \left( -\frac{y^2}{2} \right) \, dy = \int_{-\infty}^\infty \frac{1}{\sqrt{2\pi}} \left| y \right| \exp \left( -\frac{y^2}{2} \right) \, dy = \sqrt{\frac{2}{\pi}}. \]
Hence (5.9) equals
\[ 2K \lim_{\delta \to 0} \left( 3E \left[ \sup_{0 \leq s \leq \delta} |b_s| \right] + \delta \sqrt{\frac{2}{\pi}} \right) = 0. \]

Here we used dominated convergence and the fact that \( \sup_{0 \leq s \leq 1} |b_s| \) is integrable and \( b \) is continuous with \( b_0 = 0 \). Now it follows that
\[ \lim_{t \to \infty} \sup_{t \to \infty} \left| Q_t^{r,b} \left( F \left( \frac{X_s - (2S_s + hu)}{\sqrt{t}} \right) \right) - E_0[F(X_s)] \right| = 0 \]
which proves (5.1).

\[ \square \]

6 Brownian ascent

We informally defined the Brownian ascent as a Brownian path of duration 1 conditioned on the event \( \{X_1 = S_1\} \). Since this is a null event, some care is needed to make the conditioning precise. Accordingly, we condition on the event \( \{S_1 - X_1 < \epsilon\} \) and let \( \epsilon \downarrow 0 \). This leads to an equality in law between the Brownian ascent and a path transformation of the Brownian meander. While this result along with the other Propositions in this section are likely obvious to those familiar with Brownian path fragments, we include the proofs for the convenience of non-experts. The reader can refer to Appendix A for some basic information on the Brownian meander.

**Proposition 6.1**
\[
(\alpha_s : 0 \leq s \leq 1) \overset{\mathcal{L}}{=} (m_1 - m_{1-s} : 0 \leq s \leq 1)
\]

**Proof.** The idea behind the proof is to use the invariance property of \( \phi \) from [Definition 2.1] together with a known limit theorem for the meander, similarly to proving (3.1). Let \( F : C([0,1]; \mathbb{R}) \to \mathbb{R} \) be bounded and continuous. Then we have
\[
E[F(\alpha_\bullet)] = \lim_{\epsilon \downarrow 0} E_0[F(X_\bullet)|S_1 - X_1 < \epsilon] = \lim_{\epsilon \downarrow 0} E_0[F(-X_\bullet)|X_1 - I_1 < \epsilon]
\]
\[
= \lim_{\epsilon \downarrow 0} E_0[F_\phi(-X_\bullet)|I_1 > -\epsilon] = E[F_\phi(-m_\bullet)]
\]
where weak convergence to Brownian meander in the last limit follows from Theorem 2.1 in [DIM77].

Recall Lévy’s equivalence
\[
\left( (S_t - X_t, S_t) : t \geq 0 \right) \overset{\mathcal{L}}{=} \left( (|X_t|, L^0(X)) : t \geq 0 \right)
\]
where \( L^0(X) \) denotes the local time of \( X \) at the level 0 up to time \( t \). This equality in law holds under \( P_0 \), see Item B in Chapter 1 of [RY09]. Since conditioning \( (X_s : 0 \leq s \leq 1) \) on the event \( \{|X_1| < \epsilon\} \) and letting \( \epsilon \downarrow 0 \) results in a standard Brownian bridge, we can apply the same argument of Proposition 6.1 to both sides of (6.1) and get the following result which can also be seen to follow from a combination of Proposition 6.1 and Théorème 8 of [BY88].

**Proposition 6.2** Let \( (L^0_s(b) : 0 \leq s \leq 1) \) denote the local time process at the level 0 of a Brownian bridge of length 1 from 0 to 0. Then we have the equality in law
\[
\left( \sup_{0 \leq u \leq s} \alpha_u : 0 \leq s \leq 1 \right) \overset{\mathcal{L}}{=} (L^0_s(b) : 0 \leq s \leq 1).
\]
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We can also construct the Brownian ascent from a Brownian path by scaling the pre-maximum part of the path so that it has duration 1.

**Proposition 6.3** Let $\Theta$ denote the almost surely unique time at which the standard Brownian motion $W$ attains its maximum over the time interval $[0, 1]$. Then we have the equality in law

$$(a_s : 0 \leq s \leq 1) \overset{\mathcal{L}}{=} \left( \frac{W_{s\Theta} - W_{s\Theta - s\Theta}}{\sqrt{\Theta}} : 0 \leq s \leq 1 \right).$$

**Proof.** From Denisov’s path decomposition [Theorem A.2] we have

$$(m_s : 0 \leq s \leq 1) \overset{\mathcal{L}}{=} \left( \frac{W_{\Theta - s\Theta} - W_{\Theta}}{\sqrt{\Theta}} : 0 \leq s \leq 1 \right).$$

Reflecting both processes about 0 gives

$$(-m_s : 0 \leq s \leq 1) \overset{\mathcal{L}}{=} \left( \frac{W_{\Theta - s\Theta} - W_{\Theta}}{\sqrt{\Theta}} : 0 \leq s \leq 1 \right).$$

Applying $\phi$ to both processes results in

$$(m_{1-s} : 0 \leq s \leq 1) \overset{\mathcal{L}}{=} \left( \frac{W_{s\Theta}}{\sqrt{\Theta}} : 0 \leq s \leq 1 \right).$$

Now the desired result follows from [Proposition 6.1].

There is an absolute continuity relation between the path measures of the Brownian ascent and Brownian motion run up to the first hitting time of 1 and then rescaled to have duration 1. This random scaling construction is reminiscent of Pitman and Yor’s agreement formula for Bessel bridges, see [PY96].

**Proposition 6.4** Let $\tau_1$ be the first hitting time of 1 by $X$. For any measurable $F : C([0, 1]; \mathbb{R}) \to \mathbb{R}_+$ we have

$$E[F(a_s)] = \sqrt{\frac{\pi}{2}} E_0 \left[ F \left( \frac{X_{s\gamma_1}}{\sqrt{\gamma_1}} \right) \frac{1}{\sqrt{\gamma_1}} \right].$$

**Proof.** [Proposition 6.1] and the Imhof relation (A.1) imply that

$$E[F(a_s)] = \sqrt{\frac{\pi}{2}} E_0 \left[ F \left( R_1 - R_{1-s} \right) \frac{1}{R_1} \right] \quad (6.2)$$

where $R$ is a Bessel(3) process. Let $\gamma_1$ denote the last hitting time of 1 by $R$. Since $R_s \mapsto F(R_1 - R_{1-s})R_1$ is also a non-negative measurable path functional, we can use [Theorem A.1] to rewrite (6.2) as

$$E[F(a_s)] = \sqrt{\frac{\pi}{2}} E_0 \left[ F \left( R_{\gamma_1} - R_{(1-s)\gamma_1} \right) \frac{1}{\sqrt{\gamma_1}} \right]$$

$$= \sqrt{\frac{\pi}{2}} E_0 \left[ F \left( \frac{1 - R_{(1-s)\gamma_1}}{\sqrt{\gamma_1}} \right) \frac{1}{\sqrt{\gamma_1}} \right].$$

Now Williams’ time reversal [Theorem A.4] can be used to conclude that (6.3) is equal to

$$\sqrt{\frac{\pi}{2}} E_0 \left[ F \left( \frac{X_{s\gamma_1}}{\sqrt{\gamma_1}} \right) \frac{1}{\sqrt{\gamma_1}} \right].$$

\[\square\]
The process
\[ \left( \frac{X_{s \tau_1}}{\sqrt{\tau_1}} : 0 \leq s \leq 1 \right) \] (6.4)
under \( P_0 \) which appears in Proposition 6.4 has recently been studied by Elie, Rosenbaum, and Yor in [ERY14, RY14, RY15a, RY15b]. Among other results, they derive the density of the random variable \( \alpha \) defined by
\[ \alpha = \frac{X_{U \tau_1}}{\sqrt{\tau_1}} \]
where \( U \) is a Uniform\([0, 1]\) random variable independent of \( X \). The non-obvious fact that \( E_0[\alpha] = 0 \) leads to an interesting corollary of Proposition 6.4.

**Corollary 6.1** Let \( U \) be a Uniform\([0, 1]\) random variable independent of \( a \). Then
\[ E \left[ \int_0^1 a_s \, ds \right] = E \left[ \frac{a_U}{a_1} \right] = 0. \]

### 6.1 Brownian co-ascent

In this section we show how the process (6.4) is related to the Brownian co-meander. The reader unfamiliar with the co-meander can refer to Appendix A for some basic information. The following proposition suggests that a suitable name for the process (6.4) is the Brownian co-ascent since it is constructed from the co-meander in the same manner that the ascent is constructed from the meander, viz Proposition 6.1.

**Proposition 6.5** If \( X \) has distribution \( P_0 \) then
\[ \left( \frac{X_{s \tau_1}}{\sqrt{\tau_1}} : 0 \leq s \leq 1 \right) \overset{\mathcal{L}}{=} (\tilde{m}_1 - \tilde{m}_{1-s} : 0 \leq s \leq 1). \]

**Proof.** Let \( F : C([0, 1]; \mathbb{R}) \to \mathbb{R} \) be bounded and continuous. Then by Theorem 2.1. in [RY15a] we have
\[ E_0 \left[ F \left( \frac{X_{s \tau_1}}{\sqrt{\tau_1}} \right) \right] = E_0 \left[ F(R_1 - R_1 - \bullet) \frac{1}{R_1^2} \right] \]
and by (A.2) we have
\[ E_0 \left[ F(R_1 - R_1 - \bullet) \frac{1}{R_1^2} \right] = E[F(\tilde{m}_1 - \tilde{m}_{1-\bullet})]. \]
The proposition follows from combining these two identities. \( \square \)

From now on we refer to the process (6.4) as the Brownian co-ascent and denote it by \( (\tilde{a}_s : 0 \leq s \leq 1) \). This allows us to state as an immediate corollary of Proposition 6.4 the following absolute continuity relation between the ascent and co-ascent which can also be seen as a counterpart of (A.3).

**Corollary 6.2** For any measurable \( F : C([0, 1]; \mathbb{R}) \to \mathbb{R}_+ \) we have
\[ E[F(\tilde{a}_s)] = \sqrt{\frac{\pi}{2}} E[F(\tilde{a}_s)\tilde{a}_1]. \]

Next we give an analogue of Proposition 6.2 for the Brownian co-ascent. Let \( (\ell_t : t \geq 0) \) denote the inverse local time of \( X \) at the level 0, that is, \( \ell_t = \inf\{s : L_s^0(X) > t\} \). The pseudo-Brownian bridge \( \tilde{b} \) was introduced in [BLGY87] and has representation
\[ \left( \frac{X_{s \ell_t}}{\sqrt{\ell_1}} : 0 \leq s \leq 1 \right) \overset{\mathcal{L}}{=} \left( \frac{X_{s \tau_t}}{\sqrt{\tau_1}} : 0 \leq s \leq 1 \right) \]
where the right-hand side is under \( P_0 \), see also [RY14].
Proposition 6.6  Let \( L_0^0(\tilde{b}) : 0 \leq s \leq 1 \) denote the local time process at the level 0 of a pseudo-Brownian bridge. Then we have the equality in law
\[
\left( \sup_{0 \leq u \leq s} \tilde{a}_u : 0 \leq s \leq 1 \right) \overset{\mathcal{L}}{=} \left( L_0^0(\tilde{b}) : 0 \leq s \leq 1 \right).
\]
Proof. Define \( T_1 = \inf \{ t : S_t = 1 \} \). Notice that \( T_1 = \tau_1 \) almost surely under \( P_0 \). Hence
\[
\left( \sup_{0 \leq u \leq s} X_{\frac{u}{T_1}} : 0 \leq s \leq 1 \right) \overset{\mathcal{L}}{=} \left( L_0^0 \left( \frac{\tilde{a}_u}{\sqrt{T_1}} \right) : 0 \leq s \leq 1 \right)
\]
(6.5)
under \( P_0 \). Additionally, Lévy’s equivalence (6.1) implies
\[
\left( \sup_{0 \leq u \leq s} X_{\frac{u}{T_1}} : 0 \leq s \leq 1 \right) \overset{\mathcal{L}}{=} \left( \left( \frac{X_{\frac{\tilde{a}_u}{\sqrt{T_1}}}}{\sqrt{T_1}} \right) : 0 \leq s \leq 1 \right)
\]
(6.6)
under \( P_0 \). The proposition follows from combining (6.5) and (6.6).

7 Concluding remarks

Two natural directions for generalizing the main results of this paper are to change the weight process or the reference measure. Scaled penalization of Brownian motion with drift \( h \in \mathbb{R} \) by the weight process \( \Gamma_t = \exp (-\nu (S_t - I_t)) \) is one such possibility. This range penalization with \( \nu > 0 \) has been investigated in [Sch90] for \( h = 0 \), in [Pov95] for \( 0 < |h| < \nu \), and recently in [KS17] for \( |h| = \nu \). While the first two papers identify the corresponding scaling limit, only partial results are known in the critical case \( |h| = \nu \). A related model replaces the Brownian motion with drift by reflecting Brownian motion with drift and penalizes the supremum instead of the range. The asymmetry imposed by the reflecting barrier at 0 now makes the sign of \( h \) relevant. Work in preparation by the current author describes the scaling limit in the critical case for both of these models.

Another interesting question is to what extent can the absolute continuity relation Proposition 6.4 and the path constructions Proposition 6.1 and Proposition 6.3 be generalized to processes other than Brownian motion? While all three of these can be nominally applied to many processes, it’s not obvious if they yield a bona fide ascent, that is, the process conditioned to end at its maximum. Scale invariance is an underlying theme in all of these results so it makes sense to first consider self-similar processes such as strictly stable Lévy processes and Bessel processes. In this direction, existing work on stable meanders and the stable analogue of Denisov’s decomposition found in Chapter VIII of [Ber96] would be a good starting point.

Acknowledgments: The author would like to thank Iddo Ben-Ari for his helpful suggestions and encouragement and also Jim Pitman and Ju-Yi Yen for their tips on the history of the Brownian meander and co-meander as well as pointers to the literature.

A Appendix

Refer to Section 1.2 for any unfamiliar notation.

A.1 normalized Brownian excursion, meander and co-meander

The normalized Brownian excursion, meander and co-meander can be constructed from the excursion of Brownian motion which straddles time 1. In fact, this is usually how these processes are defined, see Chapter 7 in [YY13]. Define \( g_1 = \sup \{ t < 1 : X_t = 0 \} \) as the last zero before time 1 and \( d_1 = \inf \{ t > 1 : X_t = 0 \} \) as the first zero after time 1. Then the normalized excursion, meander and co-meander have representation
\[
\left( \epsilon_s : 0 \leq s \leq 1 \right) \overset{\mathcal{L}}{=} \left( \frac{\left| X_{g_1+d_1-g_1} \right|}{\sqrt{d_1-g_1}} : 0 \leq s \leq 1 \right),
\]
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\[(m_s : 0 \leq s \leq 1) \leq \left( \frac{|X_{g_1 s + (1-g_1)}|}{\sqrt{1-g_1}} : 0 \leq s \leq 1 \right)\]

and

\[(\bar{m}_s : 0 \leq s \leq 1) \leq \left( \frac{|X_{d_1 s + (1-d_1)}|}{\sqrt{d_1-1}} : 0 \leq s \leq 1 \right),\]

respectively, where the right-hand sides are under \(P_0\).

The laws of the meander and co-meander are absolutely continuous with respect to each other and to the law of the Bessel(3) process starting at 0. More specifically, for any measurable \(F : C([0,1]; \mathbb{R}) \rightarrow \mathbb{R}_+\) we have

\[
E[F(m_{\bullet})] = \sqrt{\frac{\pi}{2}} E_0 \left[ F(R_{\bullet}) \frac{1}{R_1} \right]
\]

(A.1)

\[
E[F(\bar{m}_{\bullet})] = E_0 \left[ F(R_{\bullet}) \frac{1}{R_1^2} \right]
\]

(A.2)

\[
E[F(m_{\bullet})] = \sqrt{\frac{\pi}{2}} E [F(\bar{m}_{\bullet}) \bar{m}_1].
\]

(A.3)

The first of these relations (A.1) is known as Imhof’s relation [Imh84, RY09], while (A.2) appears as Theorem 7.4.1. in [YY13] and (A.3) follows from a combination of the previous two.

### A.2 Absolute continuity relations

Here we collect some useful absolute continuity relations between the laws of various processes. While the statements involve bounded measurable path functionals \(F\), they are also valid for non-negative measurable \(F\). The results given without proof can be found in the literature as indicated. The first two relations give us absolute continuity for Brownian motion and Bessel(3) processes starting at different points, as long as we are willing to ignore the initial \([0, \delta]\) segment of the path. See [Definition 4.1] for notation that makes this precise.

**Lemma A.1** Let \(x \in \mathbb{R}, y > 0,\) and \(0 < \delta \leq 1\). Then for any bounded measurable \(F : C([0,1]; \mathbb{R}) \rightarrow \mathbb{R}\) we have

\[E_0[F_\delta(X_{\bullet})] = E_x \left[ F_\delta(X_{\bullet}) \exp \left( \frac{x^2 - 2xX_\delta}{2\delta} \right) \right]\]

and

\[E_0[F_\delta(R_{\bullet})] = E_y \left[ F_\delta(R_{\bullet}) \frac{yR_\delta \exp \left( \frac{y^2}{2\delta} \right)}{\delta \sinh \left( \frac{yR_\delta}{\delta} \right)} \right].\]

**Proof.** We only prove the first statement as the same argument applies to the second; see [A.4] and [A.5] for the Bessel(3) transition densities. First note that by the definition of \(F_\delta\) and the Markov property we have for any \(z \in \mathbb{R}\)

\[E_0[F_\delta(X_{\bullet})|X_\delta = z] = E_x \left[ F_\delta(X_{\bullet})|X_\delta = z \right].\]

Now by conditioning on \(X_\delta\) with \(p_\delta(\cdot, \cdot)\) denoting the transition density of Brownian motion at time \(\delta\), we
can write
\[
E_0 [F_\delta(X_\bullet)] = \int_{-\infty}^{\infty} E_0 [F_\delta(X_\bullet)|X_\delta = z] p_\delta(0, z) \, dz \\
= \int_{-\infty}^{\infty} E_x [F_\delta(X_\bullet)|X_\delta = z] \frac{p_\delta(0, z)}{p_\delta(x, z)} p_\delta(x, z) \, dz \\
= \int_{-\infty}^{\infty} E_x \left[ F_\delta(X_\bullet) \frac{p_\delta(0, X_\delta)}{p_\delta(x, X_\delta)} \bigg| X_\delta = z \right] p_\delta(x, z) \, dz \\
= E_x \left[ F_\delta(X_\bullet) \exp \left( \frac{-x^2}{2\delta} \right) \frac{\exp \left( -\frac{(X_\delta-x)^2}{2\delta} \right)}{\exp \left( -\frac{(X_\delta-x)^2}{2\delta} \right)} \right] \\
= E_x \left[ F_\delta(X_\bullet) \exp \left( \frac{x^2 - 2xX_\delta}{2\delta} \right) \right].
\]

The next relation results from an $h$-transform of Brownian motion by the harmonic function $h(x) = x$. See Section 1.6 of [YY13].

**Proposition A.1**  Let $x > 0$. Then for any bounded measurable $F : C([0, 1]; \mathbb{R}) \to \mathbb{R}$ we have
\[
E_x[F(R_\bullet)] = E_x \left[ F(X_\bullet) \frac{X_1}{x}, I_1 > 0 \right].
\]

The law of a Bessel(3) process run up to the last hitting time of $x > 0$ is, after rescaling, absolutely continuous with respect to the law of a Bessel(3) process run up to a fixed time. This is a special case of Théorème 3 in [BLGY87]; see also Theorem 8.1.1. in [YY13].

**Theorem A.1**  Let $\gamma_x$ be the last hitting time of $x > 0$ by the Bessel(3) process $R$. Then for any bounded measurable $F : C([0, 1]; \mathbb{R}) \to \mathbb{R}$ we have
\[
E_0 \left[ F \left( \frac{R_{\gamma_x}}{\sqrt{\gamma_x}} \right) \right] = E_0 \left[ F(R_\bullet) \frac{1}{R_1^2} \right].
\]

**A.3 Path decompositions**

Denisov’s path decomposition [Den83] asserts that the pre and post-maximum parts of a Brownian path are rescaled independent Brownian meanders. See Corollary 17 in Chapter VIII of [Ber96] for an extension to strictly stable Lévy processes.

**Theorem A.2**  (Denisov)

Let $\Theta$ denote the almost surely unique time at which the Brownian motion $W$ attains its maximum over the time interval $[0, 1]$. Then the transformed pre-maximum path
\[
\left( \frac{W_\Theta - W_{\Theta-s\Theta}}{\sqrt{\Theta}} : 0 \leq s \leq 1 \right)
\]
and the transformed post-maximum path
\[
\left( \frac{W_\Theta - W_{\Theta+s(1-\Theta)}}{\sqrt{1-\Theta}} : 0 \leq s \leq 1 \right)
\]
are independent Brownian meanders which are independent of $\Theta$. 
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Williams’ path decomposition for Brownian motion with drift \( h < 0 \) splits the path at the time of the global maximum \( \Theta_{\infty} \) by first picking an Exponential\((-2h)\) distributed \( S_{\infty} \) and then running a Brownian motion with drift \(-h\) until it hits the level \( S_{\infty} \) for the pre-maximum path and then running Brownian motion with drift \( h \) conditioned remain below \( S_{\infty} \) for the post-maximum path. See Theorem 55.9 in Chapter VI of [RW00b] for the following more precise statement.

**Theorem A.3** (Williams)
Suppose \( h < 0 \) and consider the following independent random elements:

\[
(X_t : t \geq 0), \text{ a Brownian motion with drift } -h \text{ starting at } 0;
\]

\[
(R_t : t \geq 0), \text{ a Brownian motion with drift } h \text{ starting at } 0 \text{ conditioned to be non-positive for all time};
\]

and \( l \), an Exponential\((-2h)\) random variable.

Let \( \tau_l = \inf \{ t : X_t = l \} \) be the first hitting time of the level \( l \) by \( X \). Then the process

\[
\tilde{X}_t = \begin{cases} 
X_t & : 0 \leq t \leq \tau_l \\
1 + R_{t - \tau_l} & : \tau_l < t.
\end{cases}
\]

is Brownian motion with drift \( h \) starting at 0.

Williams’ time reversal connects the laws of Brownian motion run until a first hitting time and a Bessel(3) process run until a last hitting time, see Theorem 49.1 in Chapter III of [RW00a].

**Theorem A.4** (Williams)
Let \( \tau_1 = \inf \{ t : X_t = 0 \} \) be the first hitting time of 1 by the Brownian motion \( X \) started at 0. Let \( \gamma_1 = \sup \{ t : R_t = 1 \} \) be the last hitting time of 1 by the Bessel(3) process \( R \) started at 0. Then the following equality in law holds:

\[
(1 - X_{\tau_1 - t} : 0 \leq t \leq \tau_1) \overset{L}{=} (R_t : 0 \leq t \leq \gamma_1).
\]

**A.4 Density and distribution formulas**
The Bessel(3) transition density formulas

\[
p_t(0, y) = \sqrt{\frac{2}{\pi t^3}} y^2 \exp \left( -\frac{y^2}{2t} \right) dy
\]

and

\[
p_t(x, y) = \sqrt{\frac{2}{\pi t^3}} \frac{y}{x} \sinh \left( \frac{xy}{t} \right) \exp \left( -\frac{x^2 + y^2}{2t} \right) dy,
\]

valid for \( y \geq 0 \) and \( x, t > 0 \), can be found in Chapter XI of [RY91]. The density formula for the endpoint of a Brownian meander

\[
P(m_1 \in dy) = y \exp \left( -\frac{y^2}{2} \right) dy, \ y \geq 0
\]

follows from (A.4) together with the Imhof relation (A.1). The well-known arcsine law for the time of the maximum of Brownian motion states that

\[
P_0(\Theta_1 \in du) = \frac{1}{\pi \sqrt{u(1-u)}} du, \ 0 < u < 1.
\]

Using Denisov’s path decomposition Theorem A.2, the densities (A.6) and (A.7) can be combined to yield the joint density

\[
P_0(S_1 \in dx, S_1 - X_1 \in dy, \Theta_1 \in du) = \frac{xy}{\pi \sqrt{u^3(1-u)^3}} \exp \left( -\frac{x^2}{2u} - \frac{y^2}{2(1-u)} \right) dx \ dy \ du
\]
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which holds for $x, y \geq 0$ and $0 < u < 1$.

The maximum of a Brownian bridge from 0 to $a$ of length $T > 0$ has distribution

$$P_0 \left( \sup_{0 \leq s \leq T} X_s \geq b \mid X_T = a \right) = \exp \left( -\frac{2b(b - a)}{T} \right)$$

(A.9)

where $b \geq \max\{0, a\}$, see (4.3.40) in [KS88].

### A.5 Asymptotic analysis tools

The following versions of these standard results in asymptotic analysis can be found in [Olv74] and [Szp01], respectively.

**Lemma A.2** (Watson’s lemma)

Let $q(x)$ be a function of the positive real variable $x$, such that

$$q(x) \sim \sum_{n=0}^{\infty} a_n x^{\frac{n+\lambda-\mu}{\mu}}$$

as $x \to 0$,

where $\lambda$ and $\mu$ are positive constants. Then

$$\int_0^\infty q(x)e^{-tx}\,dx \sim \sum_{n=0}^{\infty} \Gamma \left( \frac{n+\lambda}{\mu} \right) \frac{a_n}{t^{\frac{n+\lambda}{\mu}}}$$

as $t \to \infty$.

**Theorem A.5** (Laplace’s method)

Define

$$I(t) = \int_a^b f(x)e^{-th(x)}\,dx$$

where $-\infty \leq a < b \leq \infty$ and $t > 0$. Assume that:

i.) $h(x)$ has a unique minimum on $[a, b]$ at point $x = x_0 \in (a, b)$,

ii.) $h(x)$ and $f(x)$ are continuously differentiable in a neighborhood of $x_0$ with $f(x_0) \neq 0$ and

$$h(x) = h(x_0) + \frac{1}{2} h''(x_0)(x - x_0)^2 + O((x - x_0)^3)$$

as $x \to x_0$,

iii.) the integral $I(t)$ exists for sufficiently large $t$.

Then

$$I(t) = f(x_0) \sqrt{\frac{2\pi}{th''(x_0)}} e^{-th(x_0)} \left( 1 + O \left( \frac{1}{\sqrt{t}} \right) \right)$$

as $t \to \infty$.

### A.6 Convergence lemma

Here we give a Fatou-type lemma that helps streamline the proofs of the main theorems.

**Lemma A.3** Suppose $\{F_t\}_{t \geq 0}$, $F$, $\{X_t\}_{t \geq 0}$, and $X$ are all integrable functions defined on the same measure space $(\Omega, \Sigma, \mu)$ such that $\{|F_t|\}_{t \geq 0}$ are bounded by $M > 0$, $\{X_t\}_{t \geq 0}$ are non-negative, $\int X_t\,d\mu \to \int X\,d\mu$, and both $F_t \to F$ and $X_t \to X$ $\mu$-almost surely. Then we have

$$\lim_{t \to \infty} \int F_t X_t\,d\mu = \int FX\,d\mu.$$
Proof. Notice that \((M + F_t)X_t\) is non-negative for all \(t \geq 0\). So by Fatou’s lemma we have
\[
M \int X \, d\mu + \liminf_{t \to \infty} \int F_t X_t \, d\mu = \liminf_{t \to \infty} \int (M + F_t)X_t \, d\mu \geq \int (M + F)X \, d\mu
\]
which implies
\[
\liminf_{t \to \infty} \int F_t X_t \, d\mu \geq \int FX \, d\mu.
\]
Similarly, \((M - F_t)X_t\) is non-negative for all \(t \geq 0\), hence
\[
M \int X \, d\mu - \limsup_{t \to \infty} \int F_t X_t \, d\mu = \liminf_{t \to \infty} \int (M - F_t)X_t \, d\mu \geq \int (M - F)X \, d\mu
\]
which implies
\[
\limsup_{t \to \infty} \int F_t X_t \, d\mu \leq \int FX \, d\mu.
\]
Together these inequalities imply that
\[
\lim_{t \to \infty} \int F_t X_t \, d\mu = \int FX \, d\mu.
\]
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