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Abstract—Recent advances in 3D object detection is made by developing the refinement stage for voxel-based Region Proposal Networks (RPN) to better strike the balance between accuracy and efficiency. A popular approach among state-of-the-art frameworks is to divide proposals, or Regions of Interest (ROI), into grids and extract feature for each grid location before synthesizing them to form ROI feature. While achieving impressive performances, such an approach involves a number of hand crafted components (e.g. grid sampling, set abstraction) which requires expert knowledge to be tuned correctly. This paper proposes a data-driven approach to ROI feature computing named APRO3D-Net which consists of a voxel-based RPN and a refinement stage made of Vector Attention. Unlike the original multi-head attention, Vector Attention assigns different weights to different channels within a point feature, thus being able to capture a more sophisticated relation between pooled points and ROI. Experiments on KITTI validation set show that our method achieves competitive performance of 84.84 AP for class Car at Moderate difficulty while having the least parameters compared to closely related methods and attaining a quasi-real time inference speed at 15 FPS on NVIDIA V100 GPU. The code is released in https://github.com/quan-dao/APRO3D-Net.

I. INTRODUCTION

Object detection is a crucial component of autonomous vehicles because it provides input for downstream tasks such as prediction of other road users motion which essentially influence the motion planning of the ego vehicle. Due to the need for localizing objects in 3D space, object detection for autonomous vehicles is often performed on point cloud collected by 3D LiDAR. The unstructured and sparse nature of point cloud makes it unsuitable for convolutional neural networks (CNNs) to operate. Early works [1], [2] rasterize point cloud to Bird-Eye View (BEV) to enable the use of standard 2D CNNs. Their encouraging results motivate studies on learning BEV representation of point cloud [3], [4], [5]. Their common point is the discretization of point clouds to 3D grids made of voxels, with PointPillars [5] being the extreme case where voxels have infinite size along the vertical direction. Voxel-based methods have excellent inference speed thanks to the regular grid structure brought by the voxelization step. However, their performances are rather limited due to lack of 3D structure in the BEV representation.

Aware of such drawback, there is a number of works, e.g. [6], [7], [8], advocating for operating directly on raw point cloud by using Set Abstraction and Feature Propagation (proposed by PointNet++) [9]) instead of Convolution. The fine grain structure preserved by operating at point level helps point-based methods outperform voxel-based methods in various benchmarks. The drawback of point-based methods is their low frame rate caused by point cloud query operators (e.g. ball query, k-nearest neighbors).

Recently, there has been a renaissance in voxel-based methods. This stems from the observation that voxel-based methods such as SECOND [4] have exceptionally high recall rate (up to 95%) yet only achieves a moderate performance, e.g. SECOND’s 78 Average Precision (AP) for Car class in KITTI. The new trend is to develop a refinement stage to unleash the full potential of this class of methods. The key of the refinement stage is how to effectively compute Region of Interest (ROI) features. Early works, e.g. PartA2 [10], PV-RCNN [11], and VoxelRCNN [12], address this by first dividing ROI into a 3D grid then extracting feature at each grid location before feeding the concatenation of grid point features to a Multi-Layer Perceptron (MLP) to obtain the desired output. Their motivation is that such a grid can recover the 3D structure lost in BEV representation used in the region proposal stage. Arguing that computing grid point features requires several hand crafted components, CT3D [13] devises a variant of the transformer [14] to compute ROI feature directly from points pooled from raw point cloud. Though having less inductive bias, CT3D achieves state-of-the-art performance, demonstrating the benefit of integrating transformer to 3D detection pipeline.

This paper adds to the family of two-stage voxel-based 3D object detectors by making two main contributions. First, we develop a new module, named ROI Feature Encoder (RFE), for computing per-proposal features based on Vector Attention [15]. Together with a detection head made of MLPs, RFE serves as a refinement stage and can be integrated to both voxel-based and point-based region proposal frameworks. Second, based on the observation that strong methods such as PV-RCNN [11] and CT3D [13] employ additional modules to learn pooled point features which results in increasing model size and reducing frame rate, we propose to pool directly from feature maps generated by the backbone during region proposal process. Inspired by [16], our pooling strategy effectively fuses multi-scale features, thus increasing model’s ability to detect classes of different sizes. In addition, we carry out extensive experiments to validate the effectiveness of our method as well as validating the design choices we made. In the following, we first highlight our differences compared to closely related works in Section III then provide the conceptual details of APRO3D-Net in Section IV. Section V presents the implementation details and performance of our method on KITTI [17] and
NuScenes [18] dataset as well as conducts ablation studies. Conclusion and outlook are draw in Section V.

II. RELATED WORKS

As mentioned in Section I, our work belong to the family of two-stage voxel-based detectors which comprises of PartA [10], PV-RCNN [11], VoxelRCNN [12], and CT3D [13]. Compared to the first three methods, we are similar in the interest of using inductive bias to compensate for the lost of 3D structure in BEV representation used in the proposals generation stage. While their inductive bias is to impose a grid structure to ROI, ours takes place in position encoding of pooled points (Section III-B.3). Specifically, pooled points’ coordinates are mapped to ROI’s canonical frame then augmented with their displacement vector with respect to ROI’s eight vertices. The difference between pooled points’ augmented coordinates and that of ROI’s center is used as input to an MLP for computing position encoding.

Our pooling strategy shares the same source of VoxelRCNN [12] which is the intermediate feature maps generated by the 3D backbone of the region proposal framework. Our difference is that instead of concatenating features pooled across different scales, we first pool from the highest scale to compute initial ROI features, then update this initial ROI features by pooling from another feature map of lower scale. This is to condition the computing of ROI features at the lower scale on the higher one, thus encouraging the consistency of learned features throughout the architecture.

CT3D [13] is the closest to our proposed approach since we share the method of computing ROI features via attention mechanism. Compared to CT3D, we have two key differences. First, we use a different formulation of the attention mechanism, namely vector attention [15], to assign different attention weights to different channels of one point feature. The motivation for this will be explained in Section III-B.2. Second, CT3D pools from raw point cloud to enable its integration to virtually any detection framework. Such flexibility comes at the cost of ignoring the valuable intermediate results of the region proposal process. This forces CT3D to recompute features for pooled points before transforming them to ROI features using the self-attention in which a pooled point feature is computed as a weighted sum of others’. Self-attention has a quadratic complexity, thus increasing CT3D memory footprint and inference time.

In contrast, our method pools from backbone’s intermediate feature maps. As a result, it is no longer necessary to re-compute pooled features. Furthermore, by re-using backbone features, our pooling strategy maximizes the use of the information produced in the region proposal process.

It worth to notice that there is a number of works on developing a full-transformer 3D object detectors [19], [20], [21], [22] which are orthogonal to this paper.

III. APRO3D-NET FOR 3D OBJECT DETECTION

The overview of APRO3D-Net made by integrating our ROI Feature Encoder (RFE) modules to SECOND [4] is presented in Figure [1]. After the first-stage of proposals generation, backbone-generated feature maps are interpreted to point-wise features which are then pooled into ROI. Pooled points are positionally encoded to incorporate ROI’s geometry. The resulted position encoding and their features are transformed into ROI feature via vector attention. ROI feature are mapped to ROI’s confidence score and refinement vector by two MLP-made heads.

A. 3D Backbone and Region Proposal Network

The reason we choose SECOND to demonstrate our method instead of a point-based method such as PointRCNN is two folds. First, point-based methods are not as computationally efficient because of their repetitive use of query operations (e.g. ball query and k-nearest neighbor query) which can take up to 80% computational time [23]. More importantly, the final performance is conditioned on how well ROI generated by the Region Proposal Network (RPN) covers the set of ground truth boxes which is measured by RPN’s recall rate. [10] has shown that SECOND-like RPN delivers a higher recall rate compared to the bottom-up proposal strategy of PointRCNN.

SECOND first uses a backbone made of Sparse Convolutions to learn a compact representation of the input point cloud. The backbone’s final output is a C-channel feature volume $D \times H \times W$. It is then converted into a BEV representation of size $(C \times D) \times H \times W$ by flattening the channel and depth dimension. At each pixel of the resulted BEV image, multiple anchors corresponding to different classes and orientations are assigned. Finally, a RPN which is a standard 2D CNN computes a deeper representation for this BEV image before predicting class probability and offset vector w.r.t associated ground truth for each anchor. After being adjusted by predicted offset vector, anchors become Regions of Interest (ROI). ROI are post-processed by the non-max suppression (NMS) procedure to remove redundant but low confident ROI. The output of this module is a set of ROI $\mathcal{R}$

$$\mathcal{R} = \{(x_r, y_r, z_r, dx_r, dy_r, dz_r, \theta_r, \text{cls}_r)\}_{r=1}^M$$

where each ROI is parameterized by the location of its center $[x_r, y_r, z_r]$, its size $[dx_r, dy_r, dz_r]$, its heading direction (i.e. yaw angle) $\theta_r$ and its class $\text{cls}_r$.

B. ROI Feature Encoder

RFE has three sub-modules: Feature Map Pooling, Position Encoding and Attention Module. The Feature Map Pooling interprets backbone-generated feature volumes into point features and pools them according to their location and ROIs’ bounding box. After being pooled, points are positionally encoded to incorporate ROI geometry. The Attention Module transforms pooled features and their position encoding to ROI feature via the Vector Attention [15] which essentially is a weighted sum of pooled point features.

1) Feature Maps Pooling: Intermediate feature maps generated by the backbone, denoted by $F^r$ in Figure [1], represent 3D space at different scales in the form of voxels grid. Using these scales (i.e. voxel size), a feature map can be interpreted
into point-wise features which can be pooled to compute ROI features.

To be specific, let the LiDAR frame L relative to which point cloud is expressed be defined as follows: origin is at LiDAR’s location, X-axis coincides with ego vehicle’s heading direction, Z-axis is the reversed gravity direction, Y-axis is the cross product of Z and X-axis. An occupied grid location \((d, h, w)\) is interpreted into a 3D location \((x, y, z)\) by

\[
L[x, y, z] = ([w, h, d] + 0.5) \cdot V^i + L[x, y, z]_{\text{min}} \tag{2}
\]

Here, \(V^i\) is the voxel size of \(F^i\). It worth to notice that \(d, h, w\) are respectively the voxel’s grid location along the Z-axis, Y-axis, and X-axis. \(L[x, y, z]_{\text{min}}\) is the minimum coordinate in LiDAR frame L.

Applying Eq.(2) to every occupied voxel of \(F^i\) results in a set of point-wise features \(P^i = \{([p^i_j, f^i_j])\}_{j=1}^{N^i}\). Here, \(f^i_j\) is the feature at the grid location gives rise to \(p^i_j\), while \(N^i\) is the number of occupied voxels in \(F^i\).

The pooling scheme, illustrated in the bottom-right corner of Figure 1 is performed based on the location of point-wise features \(P^i\) with respect to the box defined by the enlarged version of ROI r. Let \(\mathcal{R}_r\) denote the 3D volume occupied by ROI r after being enlarged by \([\Delta x, \Delta y, \Delta z]\). A point feature \((p^i_j, f^i_j)\) is pooled into ROI r if \(p^i_j \in \mathcal{R}_r\). The reason for enlarging ROIs is to incorporate missing foreground points due to the miss alignment with ground truth.

Inspired by [6], [10], we transform pooled point-wise features to ROI’s canonical coordinate system to reduce the variance during training, thus improving model’s generality. This coordinate system, shown in Figure 2 is defined as follows: origin is at ROI’s center, the X-axis has the same direction as ROI’s heading direction, the Z-axis is vertical and points upward. From Eq.(1), a ROI is characterized by a seven-vector \([x_r, y_r, z_r, dx_r, dy_r, dz_r, \theta_r]\). A point \(p_j\) is transformed to a ROI’s canonical frame by

\[
r_p = \begin{bmatrix}
\cos \theta_r & \sin \theta_r & 0 \\
-\sin \theta_r & \cos \theta_r & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix} x_r \\ y_r \\ z_r \end{bmatrix}
\]

2) Attention Module:

a) Discussion: Once pooled, point-wise features can be used to compute a single feature vector that represents the entire ROI. A straightforward way is to transform each point feature individually (e.g. via a MLP) and synthesize their information with a permutation invariant operation such as sum, mean or max pooling. However, such a computation disregards valuable information about ROI geometry such as how points are distributed in ROI or ROI’s size. To remedy this, we propose to use the attention mechanism to compute ROI feature given pooled point-wise features. The advantage of using attention mechanism is two folds

- Model can dynamically define how much each point feature contributes to ROI feature. This naturally re-
duces the impact of background points while not suppress them entirely. Such a balance can be useful since background points, especially those on ground, can provide context for estimating height.

- Geometry information (e.g. points location, ROI size) can be explicitly injected into the computation via position encoding.

While the original multi-head attention [14] used by ViT [24] and its variants has achieved remarkable successes in the realm of computer vision, it has a drawback of treating every channel equally. In other words, a single set of scalar weights is applied to \( C \)-dimension point-wise features in the weighted sum for ROI feature. Since we pool from feature maps generated by backbone made of convolution layers, each channel of any feature maps is a detector for a certain feature [25]. Therefore, using a single set of scalar weights can risk less important features overshadowing important ones. In addition, using multi-head attention can introduce inconsistency since ViT and CNNs learn significantly different features [26]. For the reasons above, we opt for vector attention [15] which has been shown to be effective in 3D classification and segmentation tasks [27].

\[ b) \text{Vector Attention:} \text{ Essentially, the computation of ROI feature is cross-attention where ROI feature is used to query the set of pooled point-wise features. Let } r \text{ be the initial value of ROI feature, and } P_r = \{(r_p, f_j)\}_{j=1}^{N_r} \text{ be the set of pooled point-wise features. The new ROI feature } \tilde{r} \text{ is computed as follows} \]

\[ \tilde{r} = \sum_{P_r} \rho(\gamma(r - \psi(f_j) + \zeta)) \odot (\alpha(f_j) + \zeta) \tag{4} \]

Here, \( \gamma, \psi, \alpha \) are linear projection, \( \gamma \) is an MLP, and \( \rho \) is the \text{softmax} operation. \( \odot \) denotes the Hadamard product (i.e. element wise multiplication). \( \zeta \) represents the position encoding whose detail is presented in the following. In Eq. (4), \( \gamma(r), \psi(f_j), \alpha(f_j) \) respectively take the role of query, key, and value.

Using different set of weights for different channels requires storing \( N_r \times C \) parameters for computing \( \tilde{r} \). As a result, the space complexity of the vector attention is \( O(MN_rC) \) with \( M \) is the number of ROI. This effectively makes vector attention more expensive than multi-head attention. However, given that the number of ROIs in the refining stage is relatively small thanks to NMS (100 during testing), vector attention is still affordable on mid-end hardware.

The complete architecture of the Attention Module made of Vector Attention combined with residual connection, normalization layers (BatchNorm by default), and MLP is shown in Figure 3.

\[ 3) \text{Position Encoding:} \text{ As mentioned earlier, we exploit position encoding to inject geometry information including points location and ROI size into the attention mechanism. A point } j \text{'s location is readily available in its coordinate } r_p \text{ in the ROI canonical frame. To incorporate ROI 's size, we use the approach propose by [13] in which a point 's coordinate is concatenated with its displacement w.r.t ROI's eight vertices.} \]

\[ r_p = [r_{p,1} \ldots r_{p,8}] \in \mathbb{R}^{1 \times 2^7} \tag{5} \]

In Eq. (5), \( r_{p,k}(k = \{1, \ldots, 8\}) \) denotes the vector going from vertex \( k \) to \( r_p \).

Position encoding \( \zeta \) used in Eq. (4) is computed by

\[ \zeta = \text{MLP}(r \tilde{c} - \tilde{r}_p) \tag{6} \]

where \( r \tilde{c} \) is the result of applying Eq. (5) to ROI’s center.

4) Handling Multi-scale Feature Maps: While prior works pool from one fixed source such as raw point cloud [13], a set of sampled points [11], or certain feature maps [10], [12], we propose to pool from every feature map. Our motivation is that each feature map has a different scale thus being helpful for detecting objects of different sizes. For example, low-resolution feature maps can help detect large objects such as cars thanks to their large receptive field. On the other hand, their low resolution results in their high sparsity. Therefore, pooling with small ROI (e.g. ROI of class pedestrians or cyclists) returns significantly low number of points or event empty, making extracting meaningful ROI feature difficult.

Our pooling scheme, illustrated in Alg[11] is inspired by [16] where one feature map is fed to the Transformer decoder at a time. In short, we sequentially pool feature maps from the lowest to the highest resolution. Once a feature map got pooled, ROI features are computed from their associated point-wise features using Eq. (4). This process is repeated \( N \) times, each time a different set of RFEs is used, to increase model’s depth.

C. Detection Heads and Learning Targets

After being encoded by a series of RFEs, ROI features are mapped to a higher dimension space by a two-hidden layer MLP. The resulted feature vectors are decoded by two separated detection heads having the same architecture to obtain ROIs’ confidence and refinement vector.

Following [10], ROIs’ confidence is set to the normalized Intersection over Union (IoU) between a ROI and its associated ground truth box, thus making the refinement stage class-agnostic. Let IoU denote ROI \( r \)’s regular IoU, the normalized IoU is defined as

\[ c_r = \begin{cases} 
1 & \text{if IoU} > \chi_H \\
0 & \text{if} \text{IoU} < \chi_L \\
\frac{\text{IoU} - \chi_L}{\chi_H - \chi_L} & \text{otherwise} 
\end{cases} \tag{7} \]

where, \( \chi_H \) and \( \chi_L \) are foreground and background threshold.
The target of the refinement head is the normalized residue of a ROI with respect to its associated ground truth box. Given the parameters of ROI $r$ defined in Eq. (11) and its associated ground truth box, its normalized residue $\delta_r^* = [x^*, y^*, z^*, dx^*, dy^*, dz^*, \theta^*]$ is

$$
\begin{align*}
x^* &= \frac{x - x^g}{d} \\
y^* &= \frac{y - y^g}{d} \\
z^* &= \frac{z - z^g}{d} \\
dx^* &= \log\frac{dx}{dx^g} \\
dy^* &= \log\frac{dy}{dy^g} \\
dz^* &= \log\frac{dz}{dz^g} \\
\theta^* &= \theta^g - \theta_r
\end{align*}
$$

In Eq. (8), the superscript $g$ denotes the ground truth box’s parameters, while the subscript $r$ represents ROI index. $d = \sqrt{x^g_2 + y^g_2}$ is the diagonal of the base of the ROI.

**D. Loss Function**

Our module can be trained in an end-to-end fashion with the RPN. The total loss function is the summation of RPN loss, the refinement stage’s loss and an auxiliary loss.

$$\mathcal{L} = \mathcal{L}_{RPN} + \mathcal{L}_{\text{refine}} + \mathcal{L}_{\text{aux}}$$  \hspace{1cm} (9)

**a) RPN Loss:** Since we adopt SECOND’s backbone and RPN to generate ROIs, the RPN loss is defined as in [4] which is a summation of classification and regression loss

$$\mathcal{L}_{RPN} = \frac{1}{A_+} \sum_a \left[ \mathcal{L}_{\text{cls}} (c_a, c_a^*) + \mathbb{1} (c_a^* \neq 0) \mathcal{L}_{\text{reg}} (\delta_a, \delta_a^*) \right]$$  \hspace{1cm} (10)

where, $c_a$ and $\delta_a$ are output of RPN’s Class branch and BBox branch, $A_+$ is the number of positive anchors. The classification target of the RPN $c_a^*$ is the class of ground truth box of anchor $a$. The regression target $\delta_a^*$ of anchor $a$ is calculated according to Eq. (6). $\mathbb{1} (c_a^* \neq 0)$ is the indicator function which takes value of 1 for positive anchors whose $c_a^* \neq 0$ and 0 otherwise. The classification loss $\mathcal{L}_{\text{cls}}$ is the Focal Loss [28], while the regression loss $\mathcal{L}_{\text{reg}}$ is the Huber Loss (i.e. smooth-L1).

**b) Refining Loss:** Similar to RPN loss, this loss is also made up by a classification and a regression loss.

$$\mathcal{L}_{\text{refine}} = \frac{1}{M} \sum_r \left[ \mathcal{L}_{\text{cls}} (c_r, c_r^*) + \mathbb{1} (c_r^* \geq \chi_{\text{reg}}) \mathcal{L}_{\text{reg}} (\delta_r, \delta_r^*) \right]$$  \hspace{1cm} (11)

In the refining loss, the classification target is the normalized IoU (Eq. (7)) and the total loss is normalized over the total number of ROI $M$. The regression threshold $\chi_{\text{reg}}$ used in Eq. (11) is different than the foreground threshold $\chi_H$ of Eq. (4).

**c) Auxiliary Loss:** Inspired by [29], [10], an auxiliary supervision is applied to two backbone-generated feature maps $F^3$ and $F^4$ to guide the feature extraction process conducted by the 3D backbone. To be specific, $F^i (i = 3, 4)$ is interpreted to point-wise features. Each point feature $k$ is then fed to an MLP to predict its foreground probability $f_k$, offset toward associated ground truth box’s center $o_k$, and part probability $p_k$ [10]. A point is labeled as foreground if it is contained in a ground truth bounding box. The label of part probability of foreground points is essentially their coordinate in the canonical frame (Figure 2) of associated ground truth box normalized by the box’s sizes.

$$
\mathcal{L}_{\text{aux}} = \frac{1}{P_+} \left[ \sum_{k=1}^{P} \mathcal{L}_{\text{cls}} (f_k, f_k^*) \right] + \frac{1}{P_+} \left[ \sum_{k=1}^{P_+} \mathcal{L}_{\text{reg}} (o_k, o_k^*) + \mathcal{L}_{\text{bce}} (p_k, p_k^*) \right]
$$  \hspace{1cm} (12)

In Eq. (12), $\mathcal{L}_{\text{bce}}$ is the Binary Cross Entropy (BCE) loss. The $*$ in the superscript denotes the label, while subscript $k$ is the point index. $P_+$ is the number of foreground points. The regression loss and BCE loss are only calculated for foreground points.

**IV. Experiments**

To demonstrate the effectiveness of our method, we evaluate it on KITTI [17] and NuScenes [18] dataset. Furthermore, we carry out comprehensive ablation studies to understand the influence of each module on the overall performance.

**A. Datasets**

The KITTI Dataset contains 7481 samples for training and 7581 samples for testing. Each sample is made of sensory measurements collected by a LiDAR and several cameras. A common practice when working with KITTI is to split the original training data into 3712 training samples and 3769 validation samples for experimental studies. On the other hand, we adjust the training to validation ratio to 4:1 when preparing the submission to the official test server for benchmarking.
Compared to KITTI, NuScenes is more challenging due to its larger size and requirement of detecting more classes. Specifically, NuScenes offers 28130 training and 6019 validation samples. Each sample, or keyframe, comprises of data collected by one LiDAR, 6 cameras, and 5 radars when they are in sync. Annotation is provided for 23 object classes among which 10 are targeted by the detection task.

B. Implementation Details

We build our method to work on top of SECOND (or other 3D proposals methods). For efficiency, we use the implementation of SECOND as well as other RPNs provided by the OpenPCDet [30] toolbox. To demonstrate the robustness of our choice of model’s hyperparameters, we keep them constant for experiments on both KITTI and NuScenes. The three exceptions are the point cloud range, the initial voxel size and the number of channels of the last feature map produced by the 3D backbone $F^4$.

1) RPN: Since we don’t introduce any modification to SECOND, the following presents the parameters that are directly related to our method. Omitted parameters can found in OpenPCDet [30]. In KITTI, the point cloud is clipped by the range of $[0m, 70.4m]$ in the X-axis, $[-40m, 40m]$ in the Y-axis, and $[-3m, 1m]$ in the Z-axis and voxelized with grid size of $[0.05m, 0.05m, 0.1m]$. Along with a set of proposals, SECOND outputs 4 feature maps having 16, 32, 64, 64 channels respectively. This set of proposals is post-processed by NMS with the overlapped threshold of 0.8 or 0.7 to obtain 512 or 100 ROI during training or testing.

In NuScenes, the point cloud range is set to $[-51.2m, 51.2m]$ along X and Y-axis, and $[-5m, 3m]$ along Z-axis. The voxel size for discretizing the input point cloud is $[0.1m, 0.1m, 0.2m]$. The point cloud of a NuScenes keyframe (i.e. sample) contains about 40k points which is just one third the size of a KITTI point cloud, thus making it highly difficult for any methods. We follow the common practice which maps point cloud in 10 previous non-keyframe to the timestamp of the keyframe using ego vehicle’s odometry to increase the number of points by 10 times. Regarding the 3D backbone, the number of channels in the last feature map $F^4$ is 128, while the rest are similar to KITTI configuration.

2) ROI Feature Encoder: In KITTI, 128 ROIs are sampled from RPN output for the refinement stage during training. Each ROI is then enlarged by 0.5m along three dimensions for pooling. We empirically find that the pooling from second feature map $F^2$ does not bring significant improvement to the final performance. Therefore, we opt for pooling from $\{F^4, F^3, F^1\}$ with the number of pooled points per ROI being set to 64, 128, 256, respectively.

Throughout the Attention Module, the feature dimension is kept constant at $d_a$ which is set to 128. Features pooled from $\{F^4, F^3, F^1\}$ are linearly mapped to $d_a$ prior to being passed to the Vector Attention. The MLP of the Attention Module has a hidden layer made of 256 neurons. The nonlinearity of this MLP is the ReLU function. Position Encoding uses an MLP of the same architecture. The process of sequentially pooling from $F^4$ to $F^1$ for computing ROI features is repeated 3 times. Each time, a different set of RFEs is used.

3) Training: The entire architecture presented in Figure[1] is optimized end-to-end by the Adam optimizer. For KITTI, we train the model for 100 epochs with the total batch size of 24. The learning rate is set according to the one-cycle policy [31] with 0.01 maximum learning rate. For NuScenes, the model is trained for 20 epochs with the same batch size. The learning rate is also modulated by the one-cycle policy with 0.03 maximum learning rate. In the detection head, the foreground $\chi_H$, background $\chi_L$ and regression $\chi_{reg}$ IoU threshold are 0.75, 0.25 and 0.55 for both datasets. We use the same data augmentation strategy of [4], [11], [10].

C. Results On KITTI Dataset

The detection task of KITTI dataset concerns 3 classes: Car, Pedestrian and Cyclist. The evaluation is based on the Average Precision (AP) metric computed at 40 recall position with IoU threshold 0.7 for cars and 0.5 for others. The comparison of our method against the state-of-the-art on KITTI test set is presented in Table[II]. Among methods that built on top SECOND namely [29], [11], [12], [13], we achieve the best performance in class Cyclist and competitive performance in class Car, passing the 80 AP threshold, while having the least number of parameters. Note that we train a single model for two classes instead of separate models for each class as previously done by [4], [5], [6].

Our performance on KITTI val set with AP calculated at 40 recall position is also reported in Table[III] which shows that the gap between our method and top performers in class Car is significantly narrowed down with the largest difference being just 0.45 AP. Compared to CT3D which also computes ROI feature using the attention mechanism, we surpass their AP for class Pedestrian and Cyclist by 1.42 and 1.47.

D. Results On NuScenes Dataset

The main metric used by NuScenes in the Average Precision (AP) score which is computed as the normalized area under precision-recall curve with the minimum recall is set at 0.1. Instead of using IoU as matching criteria like KITTI, NuScenes use the euclidean distance between the center of a predicted boxes and ground truth. The performance on NuScenes validation set is shown in Table[III]. In this table, SECOND and PointPillars are single-stage methods while the others including ours are two-stage. In this more challenging method, the benefit of integrating our RFE to SECOND is more prominent, indicated by almost 20 mAP improvement. In addition, ours outperforms 3DSSD [8] and InfoFocus [32], two recent two-stage methods, by a large margin, except for class Car and Truck. This competitive performance on NuScenes dataset shows our method’s ability of handling different object classes with large variance on scale.

Since 08.10.2019, the number of recall position for computing AP has been increased from 11 to 40.
First, we verify our motivation for choosing vector attention over multi-head attention by changing the attention formula in Eq.(4) while keeping the rest of the architecture unchanged. The result shown in Table IV confirms the superiority of vector attention with significant AP difference for class Car and Cyclist. The reason for this is vector attention enables model to choose where to look (which points) and what to look for (which channels) when computing ROI features. On the other hand, multi-head attention can only choose where to look due to its scalar weight.

The second experiment is to analyze the impact of position encoding on the overall performance. The first row of Table V shows the result of the model which does not use position encoding that is to set ζ in Eq.(4) to 0. The second row is the performance when building position encoding from the point displacement relative to ROI center only. In other words, \( r_{1,3,\ldots,8} \) are removed from Eq.(5). As can be seen from Table V compared to not using position encoding (first row), performance can increase up to 8.19, 6.24, 4.03 AP for class Car, Cyclist and Pedestrian. Moreover, position encoding contains the most information about ROI geometry (third row) performs the best in overall, especially in the most important class Car.

Next, three pooling strategies are compared. The performance shown in the first row of Table VI is obtained by equally pooling \( M \) points from each feature map \( F^i \) then concatenating their features before passing to RFE for ROI feature computation. In the other rows, we sequentially pool from the feature map having the lowest resolution \( F^4 \) to the highest one \( F^1 \). The difference between second and third row is the sequential pooling process is not repeated in the second row while it is repeated three times in the third. In other words, \( N \) of Alg 1 is set to 1 and 3 in row second and third, respectively. Even though pooling all at once (first row) does not show any significant performance drop in class Car while achieves the best performance in class Pedestrian, this pooling strategy is the most memory intensive. The reason is the number of points to be processed is scaled by the number of pooled feature maps. This compounds with number of ROI pooling strategy is the most memory intensive. The reason is the number of points to be processed is scaled by the number of pooled feature maps. This compounds with number of ROI

TABLE I

| Method          | Num Parameters (M) | Car - 3D Detection Easy | Mod. | Hard | Cyclist - 3D Detection Easy | Mod. | Hard |
|-----------------|--------------------|-------------------------|------|------|----------------------------|------|------|
| SECOND [4]      | 20                 | 83.34                   | 72.55| 65.82| 71.33                      | 52.08| 45.83|
| PointPillar [5] | 18                 | 82.58                   | 74.31| 68.99| 77.10                      | 58.65| 51.92|
| PointRCNN [6]   | 16                 | 86.96                   | 75.64| 70.70| 74.96                      | 58.82| 52.53|
| SA-SSD [29]     | 226                | 88.75                   | 79.79| 74.16| -                           | -    | -    |
| Part A² [10]    | 40.8               | 87.81                   | 78.49| 73.51| -                           | -    | -    |
| PV-RCNN [11]    | 50                 | 90.25                   | 81.43| 76.82| 78.60                      | 63.71| 57.65|
| Voxel R-CNN [12]| 28                 | 90.90                   | 81.62| 77.06| -                           | -    | -    |
| CT3D [13]       | 30                 | 87.83                   | 81.77| 77.16| -                           | -    | -    |
| APRO3D-Net (ours)| 22.4              | 87.09                   | 80.30| 76.10| 78.54                      | 64.55| 57.78|

TABLE II

| Method          | AP3D - Moderate Pedestrian Cyclist |
|-----------------|-----------------------------------|
| PV-RCNN [23]    | 84.83 56.67 71.95                |
| Voxel R-CNN [12]| 85.29 - -                          |
| Voxel R-CNN     | 84.95 58.24 71.43                |
| CT3D [13]       | 84.97 55.58 71.88                |
| APRO3D-Net (ours)| 84.84 57.00 73.35         |

Fig. 4. Visualization of attention weights. Predictions and their associated ground truth boxes are respectively marked by red and blue. Orange denotes pooled points. In two zoomed window, points are color coded according to their attention weights. The hotter the color, the higher attention weight.
Table III
AP on NuScenes Dataset

| Method               | Car | Ped | Bus | Barrier | Traffic Cone | Track | Trailer | Motor | Cons. Veh. | Bicycle | mAP  |
|----------------------|-----|-----|-----|---------|--------------|-------|---------|-------|------------|---------|------|
| SECOND [4]           | 75.53 | 59.86 | 29.04 | 32.21 | 22.49 | 21.88 | 12.96 | 16.89 | 0.36 | 0 | 27.12 |
| PointPillars [5]     | 70.5 | 59.9 | 34.4 | 33.2 | 29.6 | 25.0 | 20.0 | 16.7 | 4.5 | 1.6 | 29.5 |
| 3DSSD [8]            | 81.20 | 70.17 | 61.41 | 47.94 | 31.06 | 47.15 | 30.45 | 35.96 | 12.64 | 8.63 | 42.66 |
| InfoFocus [32]       | 77.6 | 61.7 | 50.5 | 43.4 | 33.4 | 35.4 | 25.6 | 25.2 | 8.3 | 2.5 | 36.4 |
| APRO3D-Net (ours)    | 77.75 | 74.02 | 64.86 | 52.61 | 46.34 | 43.99 | 34.9 | 39.36 | 13.44 | 23.00 | 47.03 |

Fig. 5. Visualization of prediction made by APRO3D-Net on the test split of KITTI (upper row) and NuScenes (lower row) dataset.

Table IV
Performance of Multi-head Attention Compared to Vector Attention

| Method                  | 3D Detection - Moderate | Car     | Cyclist  | Pedestrian |
|-------------------------|-------------------------|---------|----------|------------|
| Multi-head Attention    | 82.50                   | 70.35   | 57.58    |
| Vector Attention         | 84.85                   | 73.35   | 57.41    |
| Improvement              | 2.35                    | 3.00    | -0.17    |

Table V
Performance of Different Position Encoding Methods

| Method                   | AP3D - Moderate | Car     | Cyclist  | Pedestrian |
|--------------------------|-----------------|---------|----------|------------|
| None                     | 76.66           | 69.65   | 53.38    |
| Center                   | 82.72           | 75.89   | 55.74    |
| Center and Vertices      | 84.85           | 73.35   | 57.41    |

Table VI
Performance of Different Pooling Methods

| Method                        | 3D Detection - Moderate | Car | Cyclist | Pedestrian |
|-------------------------------|-------------------------|-----|---------|------------|
| All at once                   | 84.15                   | 71.04 | 57.55 |
| Sequential without repetition | 84.66                   | 75.34 | 56.15 |
| Sequential with repetition    | 84.85                   | 73.35 | 57.41 |

PointRCNN. Since PartA$^2$ has a UNet-like backbone, we pool from feature maps produced by its up-sampling branch while keeping the rest of the architecture unchanged. In the case of PointRCNN, we pool from the final output of its backbone which is a set of point-wise features and repeat for 4 times (each time with a different RFE). Note that when not using RFE, PointRCNN and PartA$^2$ use their own refinement stage. Table VII shows the performance gain in different level of difficulty of class Car confirming the effectiveness of our method. The limited gain when integrating with PointRCNN can be explained by its lower recall rate compared to SECOND. This confirm our design choice regarding RPN method.

V. Conclusion
In conclusion, this paper develops a proposals refinement stage for 3D object detection. The core of this stage is the RFE module which transforms pooled features to ROI feature using Vector Attention. In addition, we propose a
pooling strategy that effectively fuses multi-scale features extracted by the 3D backbone, thus increasing model’s ability to handle objects of different sizes. Experiments on KITTI and NuScenes dataset validate the effectiveness of our method. As for future work, we would like to extend the RFE module to enable fusion of LiDAR with other sensing modalities such as cameras or radars. Another possibility is to explore how ROI features extracted by RFES can be used for tracking.
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