Neural Network Enhancement Forecast of Dengue Fever Outbreaks in Coastal Region
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Abstract. Dengue Fever is among the world's fastest-spreading mosquito-borne illnesses. In Indonesia, more than 33 percent of the world community is in danger. The Coastal Zone is one of the regions most at risk of contracting dengue fever, particularly from the social and environmental sectors, so an early diagnostic study must deal with this efficiently and effectively. This research aimed to predict and identify the coastal areas with the most severe dengue fever potential to avoid dengue fever. The methodology used is a neural network-based sensitivity Analysis and multiple linear regression. Bagan Deli, Sibolga, Tapanuli Tengah, Langkat, Medan are samples of the coastal regions used in this study. The reports used was secondary data for dengue fever patients suffering and meteorological parameters, the model used in [5-5-1] for prediction, for five years from 2014-2019. The results showed which Langkat (0.4936), Serdang Bedagai (0.4695), The Middle Of Tapanuli (0.4399), Medan (0.4313), and Sibolga (0.3133) are perhaps the most prevalent areas affected by dengue fever with a value of 89.8 percent. The Result is temperature and humidity are the conditions that most affect the transmission of dengue fever.

1. Introduction
Dengue fever presented as the world's most mosquito-borne severe infectious disease. Dengue vectors bite, probably Aedes aegypti albopictus. Infected by an infected mosquito, the patient may experience a sudden fever that correlates with muscle aches, joints, pain, headache, nausea, and vomiting [1]. Patients with severe cases of DHF can also experience DSS [2]. Children with DENV infection can develop DHF or DSS. As big as 10-20% and more than 40% if. Gibbons & Vaughn, 2002 [3] recorded DSS of mortality in DHF. Unfortunately, dengue fever has no apparent cure or vaccine. People nowadays use dengue vector control (e.g., Aedes mosquito) to avoid outbreaks of dengue fever. Thus, dengue fever has become a significant public health concern for over half of the world's population, particularly in coastal regions, and is a significant cause of hospitalization and death, especially for children in endemic countries — Guzman dan Kouri (2002) [4]. The number of dengue cases in Indonesia rises every year and now recognized as a
significant public health concern. According to Health Ministry numbers, sufferers hit 5,713 people on the North Sumatra Coast in 2019, 25 people died, and coastal areas have a high capacity to transmit this disease. The tackled the spread of dengue fever in Indonesia, especially in the coastal regions of North Sumatra, research needed to predict the areas with the highest rates of dengue fever to recommend the government and society to prioritize these areas so that handle and maximized. In [5] Dengue Hemorrhagic Fever (henceforth DHF) is diagnosed based on medical record by using naïve bayes method. They used 31 parameters namely gender, petechiae, rash or bruising, ecchymosis, bleeding conjunctiva, nosebleeds, bleeding gums, vomit, melena, blood urine, cold tiptoes and hands, bluish skin, palpable pulses, muscle aches, decreased appetite, weakness, nausea, abdominal pain, diarrhea, constipation, loss of consciousness, age, fever, blood pressure and the difference in pulse pressure. The initial diagnosis which resulted help medical team to prevent DFH spreading to another human.

2. Research Objective
The Research Objective of this study is to determine coastal areas with the potential to spread dengue fever. Next is to predict the spread of dengue fever in nearshore regions to combat dengue fever in the coastal regions of North Sumatra. This research is significant because currently, the coastal community has not paid much attention to preventing dengue fever. Besides, the local government is still having difficulty determining dengue fever's priority areas, especially in North Sumatra. Furthermore, dengue fever prediction currently only focuses on the variable number of patients infected with dengue fever. A more in-depth analysis is needed using other variables such as weather factors, social factors, and environmental factors in an integrated manner so that the results obtained are more optimal and more accurate.

3. Literature Review
Artificial Neural Networks was create a learning method to solve pattern recognition or classification problems. Like biological neurons, Artificial Neural Networks are two-way fault-tolerant systems. Next, it can interpret a significantly different input signal than previously obtained. Neural Network is one of the most precise prediction methods used for prediction cases with an average accuracy level of above fifty percent [6]. Coastal is the same as coastal is the meeting place of ground and sea; landward, including areas of land, either dry or immersed in air, may also be said of the sea features, such as waves, sea breezes, and saltwater flow.

Table 1. Literature Review

| Techniques | Author | Year | Disease | Country | Resource Dataset | Tool | Accuracy |
|------------|--------|------|---------|---------|-----------------|------|----------|
| Bayesian | Dr. Arun Kumar, P.M. Associate Professor, 1. Chitra Devi, B. 2. Ganesan.M and 3. Madhan.A.S[8] | 2010 | Dengue Fever | Singapore | NEA (Singapore national Environment | Matlab | 0.91 |
| REP Tree | | | | | Google | WEKA and Netbeans | 0.92 |
| Random Tree | | | | | | 0.76 |
| J48 | | | | | | 0.76 |
| SMO | | | | | | 0.88 |
| ANN | | | | | | 0.76 |
### Table 2. Summary of research Gap, Accuracy, Variable and performance

| Prediction Aspect | Method         | Author | Research GAP Or Limitation | Accuracy | Variable | Performance |
|-------------------|----------------|--------|----------------------------|----------|----------|-------------|
| Prediction        | KNN            | [10]   | Prediction Results Still not consistent and performance is still slow. | Middle   | High     | Low         |
|                   |                | [11][12][13][14],[15][16]–[18] | | | | |
| Prediction        | ANN            | [22][25][15][26] | Accuracy rate reaches 90%, but performance is still slow | High     | Middle   | Low         |
|                   |                | | | | | |
| Prediction        | Genetic Algorithm | [15][27][28][1] | Accuracy level is still a low but good performance | Low      | Middle   | High         |
|                   |                | | | | | |

### 4. Methodology

In this study, the research methodology is used in this case is the backpropagation algorithm network, which consists of a. The input layer with 5 nodes is (x1, x2, x3, x4, x5) and 9 nodes (x1, x2… x9). The hidden layer with the number of vertices specified by the user is one node or one hidden with two neurons, i.e. (y1, y2, y3). The output layer with one node is the prediction accuracy Prediction of dengue fever in coastal areas. This research's material is the Neural Network Backpropagation Algorithm with Matlab software as an analysis tool using variable data. The research. In this analysis, the approach is to gather data. The data used in this report was secondary data taken by the meteorological agency and North Sumatra Central Statistics Bureau. There are also main statistics, namely interviewing data with a survey of coastal communities from 5 cities in North Sumatra's coastal district. The next step is to specify the model to use, namely the model (5-5-1), five input layers, five hidden layers, and one output layer. This choice is choosing because there were experiments with several other models; it was knowing that the model (5-5-1) was a better model seen from RMSE, difference, and accuracy. Next is choosing priority areas for dengue fever using sensitivity analysis and multiple linear regression. The research methodology as described on Figure 1.
5. Result and Discussion
From the research results, it founded that the most dominant areas affected by dengue fever were Langkat (0.4936), Serdang Bedagai (0.4695), Middle Tapanuli (0.4399), Medan (0.4313), and Sibolga (0.3133) with an accuracy value of 89.8%. The detailed information as describe on Table 3.

Table 3. Result Prediction Neural Network

| Input Factors       | Prediction 2019 | Real Result | Accuracy | Difference | Prediction 2020 |
|---------------------|-----------------|-------------|----------|------------|-----------------|
| X1: Medan,          | 0.5240          | 0.4973      | 97.33    | 0.0267     | 0.4313          |
| X2: Serdang Bedagai | 0.5471          | 0.3341      | 78.7     | 0.2130     | 0.4695          |
| X3: Sibolga         | 0.5083          | 0.3388      | 83.06    | 0.1694     | 0.3133          |
| X4: Tapanuli Tengah | 0.5267          | 0.475       | 94.83    | 0.0571     | 0.4399          |
| X5: Langkat,        | 0.5300          | 0.4817      | 95.17    | 0.0483     | 0.4936          |
| **Average Error**   | **95.17**       | **95.17**   | **0.0483** | **89.818** |                 |
Table 4. Result Prediction using Regression

| Input Factors | Partial Sensitivity | Sig 5% | Simultane | Sig 1% |
|---------------|---------------------|--------|-----------|--------|
| X1 = Temperature | 3.314 | 1 | .005 | 0.849 | 0.014 |
| X2 = Humidity | 1.655 | 2 | .120 |          |        |
| X3 = Rainfall Index | -.099 | 5 | .922 |          |        |
| X4 = Wind | .459 | 4 | .653 |          |        |
| X5 = Air Pressure | -.630 | 7 | .539 |          |        |
| X6 = Sunlight | -.485 | 6 | .635 |          |        |
| X7 = Population density | -2.462 | 10 | .027 |          |        |
| X8 = Income | 1.249 | 3 | .232 |          |        |
| X9 = Social Factors | -1.159 | 9 | .266 |          |        |
| X10 = Environment | -.877 | 8 | .396 |          |        |

Table 4 has explained the result of parameters are used in this research. This parameter is used based on previous research [29], which is seen only from weather factors such as air pressure, temperature rainfall index. Furthermore, this research adds to other factors such as social and environmental factors from multiple linear regression measurements. It found that the factors that most influence the spread of dengue fever are temperature (1), then humidity (2), income (3), wind (4), Rainfall Index (5), Sunlight (6), Population Density, Air Pressure (7), Environment (8), Social factors (9), Population Density (10). Overall, all factors affect 0.849 or 84.9% of the spread of dengue fever in coastal areas.

6. Conclusion

The conclusions are as follows the most dominant areas affected by dengue fever are Langkat (0.4936), Serdang Bedagai (0.4695), Middle Tapanuli (0.4399), Medan (0.4313), and Sibolga (0.3133) with an accuracy value of 89.8%. The results showed that the priority areas with the highest prevalence of dengue fever were Langkat and Serdang Bedagai, so that these areas needed more optimal handling to combat dengue fever by both the community and local government. The factors that most influence the spread of dengue fever are temperature (1), then humidity (2), income (3), wind (4), Rainfall Index (5), Sunlight (6), Population Density, Air Pressure (7), Environment (8), Social factors (9), Population Density (10). Overall, all factors affect 0.849 or 84.9% of the spread of dengue fever in coastal areas. Furthermore, the most influential factor is the community's humidity and income for the spread of dengue fever, so that the government recommends paying more attention to this factor, and there is further treatment.
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