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Approximate fast graph Fourier transforms via multi-layer sparse approximations
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Abstract—The Fast Fourier Transform (FFT) is an algorithm of paramount importance in signal processing as it allows to apply the Fourier transform in \(O(n \log n)\) instead of \(O(n^2)\) arithmetic operations. Graph Signal Processing (GSP) is a recent research domain that generalizes classical signal processing tools, such as the Fourier transform, to situations where the signal domain is given by any arbitrary graph instead of a regular grid. Today, there is no method to rapidly apply graph Fourier transforms. We propose in this paper a method to obtain approximate graph Fourier transforms that can be applied rapidly and stored efficiently. It is based on a greedy approximate diagonalization of the graph Laplacian matrix, carried out using a modified version of the famous Jacobi eigenvalues algorithm. The method is described and analyzed in detail, and then applied to both synthetic and real graphs, showing its potential.

Index Terms—Graph signal processing, Fast Fourier Transform, Greedy algorithms, Jacobi eigenvalues algorithm, Sensor networks.

I. INTRODUCTION

GRAPHS are powerful mathematical objects used to model pairwise relationships between elements of a set. Graph theory has been extensively developed since the eighteenth century, and has found a variety of applications, ranging from biology to computer science or linguistics [17].

Recently, methods have been developed to analyze and process signals defined over the vertices of a graph [2], [3], instead of over a regular grid, as is classically assumed in discrete signal processing. The starting point of graph signal processing is to define a Fourier transform, via an analogy with classical signal processing. Depending on the preferred analogy, there exists several definitions of graph Fourier transforms (2), (3). Following [2], we choose in this paper to define the graph Fourier basis as the eigenvector matrix of the graph Laplacian matrix \(L\), carried out using a modified version of the famous Jacobi eigenvalues algorithm. The method is described and analyzed in detail, and then applied to both synthetic and real graphs, showing its potential.

(L1) It requires a full diagonalization of the graph Laplacian \(L\) before it can be applied. Indeed, the method takes the graph Fourier matrix \(U\) as input. Performing this diagonalization costs \(O(n^3)\) arithmetic operations, which is prohibitive if \(n\) is large.

(L2) It provides non-orthogonal approximate FGFTs. Indeed, the details of the method make it difficult to get sparse and orthogonal factors \(S_1, \ldots, S_J\). This leads to approximate graph Fourier transforms that are not easily invertible, which can be a problem for applications where signal reconstruction is needed.

We propose in this paper another method, that does not suffer from these limitations, to obtain approximate FGFTs. In order to overcome (L1), we consider directly the Laplacian matrix \(L\) as input. To overcome (L2), we look for factors \(S_1, \ldots, S_J\) constrained to be in a set of sparse and orthogonal matrices built with Givens rotations (8) (as explained in detail in section III). The proposed method amounts to an approximate diagonalization of the Laplacian matrix \(L\), as

\[ L \approx S_1 \cdots S_J A S_J^T \cdots S_1^T, \]

where the matrices \(S_1, \ldots, S_J\) are both sparse and orthogonal. The product \(U = S_1 \cdots S_J\) constitutes an efficient approximate graph Fourier matrix and \(A\) is a diagonal matrix of paramount importance in signal processing as it allows to apply the Fourier transform in only \(O(n \log n)\) arithmetic operations. The FFT is a fast linear algorithm [3], which implies that the classical Fourier matrix can be factorized into sparse factors, as discussed in [6]. Given that classical signal processing is equivalent to graph signal processing on the ring graph, it is natural to wonder if this kind of factorization can be generalized to other graphs.

1 An \(n \times n\) matrix is “efficient” if it is associated with a linear algorithm involving strictly less than \(mn\) scalar multiplications.
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Contributions. Given a graph Laplacian matrix, the main objective of this paper is to find an approximate graph Fourier matrix $\tilde{U}$ that both i) approximately diagonalizes the Laplacian and ii) is computationally efficient. The proposed method is a greedy strategy that amounts to truncating and slightly modifying the famous Jacobi eigenvalue algorithm $[9]$. Note that it could in principle be applied to any symmetric matrix (covariance matrix, normalized Laplacian, etc.), but the focus of the present paper is on the graph combinatorial Laplacian. Indeed, while a general symmetric matrix has no reason to be well approximated with a limited number of Givens factors, graph Laplacians are shown empirically to have this interesting property for several popular graph families. The proposed method is compared experimentally with the direct approximation method of $[7]$ on various graphs, showing that it is much faster while obtaining good results. In fact, we obtain approximate FGFTs of complexity $O(n \log n)$ exhibiting constant error for growing $n$. Moreover, we briefly investigate the links between the graph structure and the quality of diagonalization. Also, a discussion on possible use cases of the method is undertaken and further experimental validations on both synthetic and real-world sensor networks are conducted, showing an interesting compromise between computational complexity and accuracy. Figure 1 illustrates one such experiment further developed in Section IV. Finally, the method is applied to graph signal filtering, and compared to the usual method based on polynomial approximations. We show that when the filter function is not well approximated by a polynomial (such as low-pass filters with a steep cut-off), our method performs at least as well, and sometimes outperforms the polynomial approximation method.

The remainder of the paper is organized as follows. The problem is formulated in Section II and an approach to solve it is given in Section III. The proposed method is then evaluated, compared to the direct approximation method and its links with the graph structure are briefly investigated in Section IV. Then, an application to sensor networks is proposed in Section V. Finally, an application to graph signal filtering is presented in Section VI.

II. PROBLEM FORMULATION

In this section, we give a concrete formulation of the main problem addressed in this paper. We first set up the notations and conventions used, before presenting the objective in detail. We then discuss the advantages in terms of computational complexity expected from the method and end with a presentation of the related work.

A. Notations and conventions

General notations. Matrices are denoted by bold upper-case letters: $A$; vectors by bold lower-case letters: $a$; the $i$th column of a matrix $A$ by: $a_i$; its entry located at the $i$th row and $j$th column by: $a_{ij}$. Sets are denoted by calligraphic symbols: $A$, and we denote by $\delta_A$ the characteristic function of the set $A$ in the optimization sense ($\delta_A(x) = 0$ if $x \in A$, $\delta_A(x) = +\infty$ otherwise). The standard vectorization operator is denoted $\text{vec}(\cdot)$. The $\ell_0$-pseudonorm is denoted $||\cdot||_0$ (it counts the number of non-zero entries). $||\cdot||_F$ denotes the Frobenius norm, and $||\cdot||_2$ the spectral norm. By abuse of notations, $|A|_0 = ||\text{vec}(A)||_0$. $\text{Id}$ denotes the identity matrix.

Graph Laplacian. We consider in this paper undirected weighted graphs, denoted $G \triangleq (V,E,W)$, where $V$ represents the set of vertices (otherwise called nodes), $E \subset V \times V$ is the set of edges, and $W$ is the weighted adjacency matrix of the graph. We denote $n \triangleq |V|$ the total number of vertices and the adjacency matrix $W \in \mathbb{R}^{n \times n}$ is symmetric and such that $w_{ij} = w_{ji}$ is non-zero only if $(i,j) \in E$ and represents the strength of the connection between nodes $i$ and $j$. We define the degree matrix $D \in \mathbb{R}^{n \times n}$ as a diagonal matrix with $d_{ii} \triangleq \sum_{j=1}^n w_{ij}$, and the combinatorial Laplacian matrix $L \triangleq D - W$ (we only consider this type of Laplacian matrix in this paper, and hereafter simply call it the Laplacian).

B. Objective

Our goal is to approximately diagonalize the Laplacian $L$ with an efficient approximate eigenvector matrix $\tilde{U} = S_1 \ldots S_J$, where the factors $S_1, \ldots, S_J \in \mathbb{R}^{n \times n}$ are sparse and orthogonal. Using the Frobenius norm to measure the quality of approximation, this objective can be stated as the following optimization problem:

$$\min_{A,S_1,\ldots,S_J} \left\| L - S_1 \ldots S_J \hat{A} S_J^T \ldots S_1^T \right\|_F^2 + \sum_{j=1}^J \delta_S(S_j) + \delta_D(\hat{A}),$$

(DP)

where $D$ is a set of diagonal matrices and $S$ is a set of sparse and orthogonal matrices. The set of sparse matrices $\{A \in \mathbb{R}^{n \times n}, ||A||_0 \leq s\}$ and the set of orthogonal matrices $\{A \in \mathbb{R}^{n \times n}, A^T A = \text{Id}\}$ are both easy to project onto, but their intersection is not. This is the reason why approaches using projected gradient descent similar to what is proposed in $[6]$ cannot be used to solve this problem. Instead, we propose a greedy strategy using Givens rotations that is explained in detail in Section III.
C. Relative Complexity Gain

An efficient approximate Fourier matrix $\hat{U} = S_1 \ldots S_J$ is beneficial in terms of complexity provided its relative complexity with respect to the exact Fourier matrix $U$ is small. In order to quantify this statement, we introduce a measure of the relative complexity in the following definition.

Definition II.1. The Relative Complexity Gain (abbreviated $RCG$) is the ratio between the number of non-zero entries in the Fourier matrix $U$ and the total number of non-zero entries in the multi-layer sparse factorization of the efficient approximate Fourier matrix $\hat{U} = S_1 \ldots S_J$:

$$\text{RCG} \triangleq \frac{\|U\|_0}{\sum_{j=1}^{J} \|S_j\|_0}. \tag{4}$$

The relative complexity gain is a good measure of the theoretical benefit of using the efficient approximation $\hat{U} = S_1 \ldots S_J$ in place of the exact Fourier matrix $U$, in several aspects of its manipulation, such as storage and multiplication (see [6] for a detailed explanation on this). For example, having $\text{RCG} = 10$ means that the multiplication of any vector $x \in \mathbb{R}^n$ by the efficient approximation or its transpose will require ten times less scalar multiplications than a multiplication by $U$. It also means that storing the approximate FGFT will require roughly ten times less memory than the original Fourier transform, as will be demonstrated on the DC road graph which Fourier matrix requires 700 MB while its approximate FGFT only requires 60MB. However, this does not necessarily mean that the multiplication will be ten times faster in practice, as we will see in the experimental part of this paper (Sections [V] to [VI]).

D. Related work

Computationally efficient approximations of operators have been studied quite extensively in various domains over the last years. Applications of such methods range from dictionary learning [10], [11], [12], [13], to Non-negative Matrix Factorization (NMF) [14] or compression of integral operators arising from discretized continuous kernels [15], [16], [17], [18]. For a brief description of these various methods in a unified way, see [6].

We focus here on efficient orthogonal approximation of operators. In this context, the idea to use a multi-layer product of sparse and orthogonal matrices (otherwise called elementary rotations) in order to make complexity savings has been investigated in several approaches over the last few years. Very recently, it has been proposed [19] to learn an efficient orthogonal dictionary being the product of a low number of Householder reflectors [20] (another type of sparse and orthogonal matrices, different from Givens rotations).

Several approaches have also considered diagonalizing symmetric matrices with a product of sparse and orthogonal matrices. The first one comes from statistics [21], and introduces a method to design an efficient orthogonal transform to decorrelate some data, based on an empirical similarity matrix that is to be approximately diagonalized with a low number of Givens rotations [8] whose supports are organized as a tree. Another approach [22] aims at estimating the covariance matrix of some data, under the constraint that its eigenvector matrix is the product of a low number of Givens rotations, with a maximum likelihood formulation involving determinants. In the context of video compression, it has also been proposed [23], [24] to optimize the coding gain by an approximate diagonalization of the covariance matrix with Givens rotations, with a criterion involving logarithms.

More related to graphs and to the method we propose in this paper, two recent approaches called Multiresolution Matrix Factorization (MMF) [25] and parallel Multiresolution Matrix Factorization (pMMF) [26] propose to design a wavelet transform on graph via a greedy factorization of the graph Laplacian with the help of general elementary rotations being constrained to comply with certain multiresolution axioms. For the pMMF approach, the factorization algorithm is parallelized using a clustering algorithm that cuts down the matrix to factorize into several pieces, and is applied several times along the factorization algorithm. MMF and pMMF have been used for various tasks such as matrix compression and preconditioning.

A complementary approach to the design of fast graph Fourier transforms is presented in [27], where certain structured graphs are viewed as the product of two (or more) subgraphs (the whole graph being called a product graph). The product structure can be used to reduce the Fourier transform complexity. The two approaches are perfectly compatible, since the Fourier transform on the product graph can be further accelerated by computing approximate FGFTs for the Laplacian matrix of one (or more) of the subgraphs. For example, if a graph represents the variations along time of a signal defined on a sensor network, it can be seen as the product of a sensor graph and a time series. The Laplacian matrix of the sensor graph can be approximately diagonalized, while the product structure can still be leveraged to decouple it from the time variations and accelerate the overall Fourier transform.

The approach we propose in this paper amounts to an approximate diagonalization with a product of sparse and orthogonal matrices. However it differs from [21], [22] since it departs from the probabilistic formulation that induces different update rules, and is applied to graph Laplacians rather than covariances or similarity matrices. On the other hand, it is closer to the MMF approaches [25], [26], but the main objectives and targeted applications differ. Indeed, we are only interested here in having an efficient linear transformation that approximately diagonalizes the graph Laplacian, so that we do not impose constraints during the approximate diagonalization to achieve some form of multiresolution. In that sense, it can be seen as simpler.

In summary, and as will be made clearer in the next section, the method we propose here can be seen as an approximate diagonalization using a modified (in particular truncated) version of the Jacobi eigenvalues algorithm [9], [23], where the truncation allows for both a faster computation of the approximate Fourier transform and a faster multiplication by this approximate transform, as demonstrated numerically in Section [IV]. Actually, the novelty and genuine contributions
of this paper primarily consist in demonstrating numerically that the described algorithms can be used to get approximate FGFTs. Indeed, the problem of computing rapidly the graph Fourier transform has not yet been studied extensively, despite its great importance.

III. OPTIMIZATION FRAMEWORK

In this section, we describe the strategy we propose to solve the optimization problem (DP) introduced in Section II.

A. Constraint sets

We impose that each sparse factor \( S_j \) belong to the set \( \mathcal{R}_G \) of Givens rotations \( S = \mathcal{R}_G \). An \( n \)-dimensional Givens rotation is a linear transformation that does not act on \( n - 2 \) coordinates and rotates the two remaining by an angle \( \theta \in [0; 2\pi] \). Noting \( p \) and \( q \) the two rotated coordinates, Givens rotations thus correspond to matrices of the following form,

\[
G_{p,q,\theta} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & c & 0 & \cdots & 0 \\
0 & 0 & s & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix}
\]

where \( c \triangleq \cos(\theta) \) and \( s \triangleq \sin(\theta) \). A Givens rotation only depends on three parameters: the two coordinates \( p \) and \( q \) and the rotation angle \( \theta \), hence the notation \( G_{p,q,\theta} \). A Givens rotation can be considered as a two-dimensional linear transformation, so that in terms of computational complexity, and for the Relative Complexity Gain (RCG) calculation, we consider that \( \|G_{p,q,\theta}\|_F = 4 \). Regarding the matrix \( \hat{A} \) containing the estimated squared graph frequencies, we do not impose any constraint on it except that it should be diagonal. This corresponds to taking \( \mathcal{D} \) as the set of all diagonal matrices.

B. Truncated Jacobi approach

To approximately solve problem (DP), one can rely on a truncated Jacobi eigenvalues algorithm [9], [28]. The Jacobi algorithm is an iterative procedure where at each step one seeks the Givens rotation that reduces the most the cost function. At the first step, this means setting \( S_1 \) and \( \hat{A} \) as follows:

\[
(S_1, \hat{A}) \leftarrow \arg\min_{D \in \mathcal{D}, S \in \mathcal{R}_G} \|L - SDS^T\|_F^2,
\]

which can be reformulated using the fact that the Frobenius norm is invariant under orthogonal transformations as

\[
(S_1, \hat{A}) \leftarrow \arg\min_{D \in \mathcal{D}, S \in \mathcal{R}_G} \|S^T L S - D\|_F^2.
\]

The set \( \mathcal{D} \) being the set of all diagonal matrices, the optimal estimated squared graph frequencies factor is simply

\[
\hat{A} = \text{diag}(S^TL,S).
\]

This allows to rule out this factor of the problem and to reformulate it as follows:

\[
S_1 \leftarrow \arg\min_{S \in \mathcal{R}_G} \|S^T L S\|_{\text{offdiag}}^2,
\]

where \( \|A\|_{\text{offdiag}}^2 \) is simply the sum of the squared off-diagonal entries of \( A \). Once the factor \( S_1 \) is set this way, and introducing the notation \( L_2 \triangleq S_1^T L S_1 \), the next step of the strategy is to choose \( S_2 \leftarrow \arg\min_{S \in \mathcal{R}_G} \|S^T L_2 S\|_{\text{offdiag}}^2 \), and so on until the \( J \)th and last step. The algorithm thus amounts to solve a sequence of \( J \) very similar subproblems of the form

\[
\min_{S \in \mathcal{R}_G} \|S^T L_j S\|_{\text{offdiag}}^2,
\]

with \( L_j \triangleq S_{j-1}^T L S_{j-1} \). This is summarized by the algorithm of Figure 2. Compared to the traditional Jacobi eigenvalues algorithm [9], [28], where new Givens rotations are chosen until a certain accuracy is attained, the main difference is that by prescribing the number \( J \) of Givens rotations we can adjust the trade-off between accuracy and computational efficiency of the product \( S_1 \ldots S_J \).

Note that in order for the approximate FGFT \( \hat{U} = S_1 \ldots S_J \) to make sense in a graph signal processing context, we reorder its columns according to the estimated eigenvalues (line 7 of the algorithm). This way, the first columns of \( \hat{U} = S_1 \ldots S_J \) “physically” correspond to low frequencies, and its last columns to high frequencies.

C. Subproblem resolution

The algorithm requires to solve \( J \) times the optimization subproblem (SP) (at line 3 of the algorithm of Figure 2). The solution of this subproblem is given by the Givens rotation \( G_{p,q,\theta} \), where the indices \( p \) and \( q \) correspond to the greatest entry of \( L_j \) in absolute value (denoted \( |l_{pq}| \)), and the rotation angle has the expression \( \theta = \frac{1}{2} \arctan \left( |l_{pq}| \right) + (2k + 1) \frac{\pi}{2} \), \( k \in \mathbb{Z} \). We then have \( \|L_{j+1}\|_{\text{offdiag}}^2 = \|L_j\|_{\text{offdiag}}^2 - 2|l_{pq}|^2 \). For a proof as well as a review of the different implementations and variants of the Jacobi algorithm, see [29] pages 426-435.
D. Parallel truncated Jacobi algorithm

The Relative Complexity Gain RCG, as defined in Section II, is only a theoretical measure of complexity gain, it corresponds to a ratio between the number of scalar multiplication required to compute the product with the true Fourier matrix $U$ and the number of scalar multiplications required to compute the product with its efficient approximation $\hat{U} = S_1 \ldots S_J$. However the actual time gain, that is observed when using the efficient approximation to multiply vectors, is related but not directly proportional to the number of required scalar multiplications. It depends indeed on other factors, such as the implementation of the matrix/vector product, involving or not parallelization. For example, in MATLAB, the product of a vector $x$ by the dense Fourier matrix $U$ can be faster than the product with the efficient approximation $\hat{U} = S_1 \ldots S_J$ even if the RCG is large. This is because the dense matrix/vector product in MATLAB involves parallelism whereas the product with the efficient approximation is done sequentially ($y \leftarrow S_J x, y \leftarrow S_{J-1} y, \ldots, y \leftarrow S_1 y$). Since some of the Givens rotations could be applied at the same time in parallel (as soon as their supports are disjoint), this leaves room for improvement.

In order to overcome this limitation, we propose to slightly modify the algorithm of Figure 2 to choose at each step of the approximate diagonalization not only one Givens rotation, but \( \frac{n}{2} \) Givens rotations that can be applied in parallel\(^2\). More formally, for an approximation with \( J \) Givens rotations, this corresponds to choosing \( K \triangleq \lceil \frac{2J}{n} \rceil \) factors, where each of the sparse factors $S_k$ belongs to the set $\mathcal{R}_P$ of matrices made of \( \frac{n}{2} \) Givens rotations with mutually disjoint supports. Elements of this set are matrices of the form

\[
S = P \begin{pmatrix} R_1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & R_2 \end{pmatrix} P^T,
\]

where $P$ is a permutation matrix and $\forall i \in \{1, \ldots, \frac{n}{2}\}$ we have

\[
R_i = \begin{pmatrix} \cos \theta_i & -\sin \theta_i \\ \sin \theta_i & \cos \theta_i \end{pmatrix}.
\]

The algorithm corresponding to this modified version of the approximate diagonalization is given in Figure 4. In practice, the choice for the supports of the parallel Givens rotations at the $k$th step is done in a similar way as in the algorithm of Figure 2 (by sequentially choosing the greatest entry of $L_k$), except that it is necessary to make sure that the support of each Givens rotation be disjoint with the supports of all the Givens rotations chosen previously during the same step. This can be done by:

1. Sorting all the nonzero entries of $L_k$ only once at each step $k$ and put their ordered indices in a list.
2. Choosing \( \frac{n}{2} \) Givens rotations to put in the $k$th factor $S_k$ by going down the list, making sure each chosen Givens rotation has its support disjoint from all the previously chosen ones in the current factor.

Despite the fact that this strategy is not optimal at each step, it is guaranteed to yield $||L_{k+1}_{\text{offdiag}}||^2 < ||L_k||^2_{\text{offdiag}}$. As is shown empirically in the experimental part of the paper, this non-optimality does not harm the performance of the method.

A similar approach where parallel elementary rotations are chosen is evoked in [25], with supplementary constraints due to multiresolution. The approach proposed here relaxes these constraints. This approach is also different from the parallel MMF (pMMF) factorization method [25], where the main goal is to accelerate the factorization algorithm itself, by clustering the columns/rows of $L_k$ every few iterations to reduce the cost of finding the support of the Givens rotations.

E. Computational cost of the approaches

The proposed approaches yield approximate Fourier transforms with potentially better complexity than the exact Fourier transform obtained by exact diagonalization. The cost of performing the associated (approximate) diagonalization is also different, we detail it below for each approach.

Exact diagonalization [9]: exact diagonalization of a symmetric matrix costs $\mathcal{O}(n^3)$ (for example using the classical

\[\text{Input: matrix } L, \text{ number } J \text{ of Givens rotations.}\]

1. $L_1 \leftarrow L$
2. $j \leftarrow 0, k \leftarrow 1$
3. while $j < J$ do
4. Choose $S_k \in \mathcal{R}_P$ (such that $||S_k^T L_k S_k||_{\text{offdiag}} < ||L_k||_{\text{offdiag}}$)
5. $L_{k+1} \leftarrow S_k^T L_k S_k$
6. $j \leftarrow j + \frac{n}{2}, k \leftarrow k + 1$
7. end while
8. $\Lambda \leftarrow \text{diag}(L_k)$, $K \leftarrow k$
9. Sort diagonal entries of $\Lambda$ in increasing order. Reorder columns of $S_K$ accordingly.

\[\text{Output: sparse orthogonal factors } S_1, \ldots, S_K; \text{ diagonal factor } \Lambda.\]
Jacobi algorithm). In theory, faster diagonalization is possible \cite{30, 31, 32}, at the price of higher constants and/or stability issues. Once this diagonalization is computed, and since the obtained eigenvector matrix is in general dense, applying it costs $O(n^2)$. It is known that the Jacobi algorithm converges at least linearly to a diagonal matrix \cite{29}.

**Truncated Jacobi:** the cost of the truncated Jacobi algorithm of Figure 2 is dominated by the quest for the greatest entry of $L_j$ (line 1 of the algorithm of Figure 3), that costs $O(||L_j||_1)$ (which is at worst $O(n^2)$, but can be much smaller if $L_j$ is sparse). Since matrices $L_j$ and $L_{j+1}$ have identical entries except for the lines and columns $p$ and $q$, one can reuse computations carried out at the previous step for the current step, using a technique inspired by \cite{22} (a full algorithm implementing this technique is given in appendix A). Using this technique, the worst case complexity of the subproblem resolution remains $O(||L_j||_1)$, but drops down to $O(n)$ for most iterations (as soon as the selected coordinates $p$ and $q$ at the current iteration are both different from the two selected at the previous iteration). This results in a complete truncated Jacobi costing $O(n^2+n.J)$ arithmetic operations in average.

Once the approximate diagonalization is done, applying the resulting $\hat{U}$ costs $O(J)$ arithmetic operations, since applying a Givens rotation costs only 4 multiplications and 2 additions.

**Parallel truncated Jacobi:** its cost is dominated by the sorting done at each step $k$. Since there are at most $\frac{n(n-1)}{2}$ entries to sort at each step, the cost of the sorting algorithm can be assumed to be $O(n^2 \log n)$ (the average complexity of most sorting algorithms with $r$ elements being $O(r \log r)$). The sorting has to be done $K = O(\frac{n}{J})$ times, which brings the overall complexity of the greedy diagonalization strategy of Figure 4 to $O(n.J \log n)$.

As with the plain truncated Jacobi case, once the approximate diagonalization is done, applying the resulting $\hat{U}$ costs $O(J)$ arithmetic operations. Yet, since $\frac{n}{J}$ Givens rotations have disjoint supports in each sparse factor, computations can be parallelized leading to much faster approximate FGFTs in practice as we will see in Section 7.

**Summary:** A comparison between the computational complexities of the classical method to obtain the graph Fourier transform (an exact diagonalization of the Laplacian) and the approximate diagonalization methods proposed here is given in Table 1. For the approximate diagonalizations we upper bound $||L_j||_0$ and $||L_k||_0$ by $O(n^2)$, since even if in the beginning the Laplacian is sparse, applying Givens rotations rapidly introduces nonzero entries. This comparison indicates that in order for the approximate diagonalization to be cheaper than the exact diagonalization, one should take $J = O(n^\alpha)$ with $\alpha < 2$, or even $J = O(n \log n)$ (which leads to a cost of application of the same order as the classical FFT).

Interestingly, for general symmetric matrices, when diagonalization is done with the Jacobi algorithm, it has been empirically observed that $O(n^2 \log n)$ Givens rotations are typically required to achieve a prescribed tolerance \cite{29, 33}. One of the main contributions of this paper is to show empirically in the next section that, for certain graph Laplacians, the truncated algorithms (of Figures 2 and 4) provide a good approximate diagonalization with only $J = O(n \log n)$ Givens rotations, thus enabling an efficient approximate FGFT on the considered graph.

### IV. Evaluation of the Approximate Fourier Transforms

In this section, we compare the approximate graph Fourier transforms obtained with the methods introduced in this paper to the factorization methods of \cite{7}. We first introduce the various graphs we use for the evaluation. We then present the different approximate FGFT methods we will compare, as well as the different performance measures. We finish by discussing the obtained results. A toolbox implementing all the algorithms and experiments performed in this paper is available at http://faust.inria.fr, in the folder demos_and_applications/FGFT.

#### A. General evaluation

**Considered graphs.** For this experiment, we consider several families of graphs among the most common ones. All graphs used here are generated with the help of the “Graph Signal Processing” toolbox (GSPBOX) \cite{34}.

- **Erdős-Rényi:** a totally random graph where every pair of nodes is connected with a unit weight with probability $p = 0.1$.
- **Community:** a graph of size $n$ made of $\sqrt{n}/2$ communities of random sizes. Every community is itself a graph whose nodes correspond to points whose location is drawn uniformly at random on the unit disk, that are connected with a weight inversely proportional to their distance, if this distance is inferior to a certain threshold. Moreover, random weights between any pair of nodes appear with a probability of $1/n$.
- **Sensor:** a graph of size $n$ where the nodes correspond to points whose location is drawn uniformly at random on the unit square, that are connected with a weight inversely proportional to their distance, if this distance is inferior to a certain threshold, zero otherwise.
- **Ring:** the classical ring graph, where each node is connected to the two adjacent nodes with edges of equal weights.

For all these families of graphs, we take graphs of various sizes $n$, with $n \in \{128, 256, 512, 1024\}$ nodes. As our purpose here is to qualitatively compare the approximate diagonalization method with the factorization methods of \cite{7} (which do not
scale well to large graphs, as they involve a full diagonalization), we had to restrict to these graph sizes that may seem small. We expect the conclusions of this section to hold for much bigger graphs. Examples of graphs used in these experiments are shown on Figure 5.

Figure 5. Examples of a community graph and a sensor graph, of size $n = 256$.

Computation of the Fourier transforms. We consider for each configuration four approximate graph Fourier transforms of complexity $O(n \log n)$, thus mimicking the complexity of the classical FFT. The corresponding relative complexity gain RCG is of order $O(n \log n)$, and is the same for all the approximate transforms.

- $\hat{U}_{\text{Palm}}$: computed with the factorization method of [7], where the true Fourier matrix is hierarchically factorized into $K$ factors (sparse but not orthogonal; sparsity levels described in detail in [4]) using the Proximal Alternating Linearized Minimization (PALM) algorithm [35].
- $\hat{U}_{\text{Palm},d}$: computed with the version of the factorization method of [7] whose global optimization steps target a diagonalization cost function (aiming at an efficient approximation of the Fourier transform that approximately diagonalizes the Laplacian matrix).
- $\hat{U}_{\text{Givens}}$: computed with the truncated Jacobi algorithm.
- $\hat{U}_{\text{Givens},d}$: computed with the parallel truncated Jacobi algorithm.

Performance measures. How can we measure the accuracy of an approximate graph Fourier transform $\hat{U}$? For this experiment we choose two performance measures. The first one is the relative error on the calculation of the Fourier basis:

$$\text{err}_r(\hat{U}) \triangleq \frac{\|U - \hat{U}\|_F}{\|U\|_F}.$$  

Note that for the approximate FGFTs obtained via diagonalization of the Laplacian ($\hat{U}_{\text{Givens}}$ and $\hat{U}_{\text{Givens},d}$), the sign of each of their columns is adjusted so that its scalar product with the corresponding column of $U$ is positive. This procedure allows to get rid of the sign ambiguity inherent to the diagonalization methods before the computation of $\text{err}_r(\hat{U})$.

The second performance measure is the relative error on the diagonalization of the Laplacian:

$$\text{err}_d(\hat{U}) \triangleq \frac{\|U^T L U\|_{\text{offdiag}}}{\|L\|_F}.$$  

Results. Average results (over 10 realizations) are shown in Table Ⅲ. In addition to the performance measures, we also show the factorization time $T$ (in seconds, not taking into account the $O(n^3)$ time needed to obtain $U$ for the first two methods). Several comments are in order:

- First, it is very clear that the factorization method of [7] gives approximate FGFTs $\hat{U}_{\text{Palm}}$ that are better in terms of relative calculation error $\text{err}_r$, compared to all the other methods tested here. Conversely, the diagonalization methods presented here gives approximate FGFTs $\hat{U}_{\text{Givens}}$ and $\hat{U}_{\text{Givens},d}$ that are better in terms of relative diagonalization error $\text{err}_d$. This is true for almost all the tested configurations (except for the Erdős-Rényi graph in dimension 512 and 1024 where the approximate FGFT $\hat{U}_{\text{Palm},d}$ gives better diagonalization results). This seems quite logical and is concordant with the cost functions respectively considered by the methods. Indeed, the cost function used for the factorization methods is very close to $\text{err}_r$ and the cost function used for the diagonalization methods is very close to $\text{err}_d$. Moreover, performance of $\hat{U}_{\text{Givens}}$ and $\hat{U}_{\text{Givens},d}$ are very close, showing that taking parallel Givens rotations does not decrease performance, while providing approximate FGFTs that can be applied (and obtained) much faster.

- Second, regarding the different graph families considered in the experiment, we see that all methods show in general better results for the graphs “Sensor” and “Community”, and poorer results for the graphs “Erdős-Rényi” and “Ring”. It is quite expected that it is difficult to obtain a good approximate FGFT for the graph “Erdős-Rényi”, since it is totally random and unstructured. However, it is a bit more surprising for the graph “Ring”, that is highly structured, and for which we know a fast Fourier transform exists (which is nothing more than the classical butterfly FFT [4]). This indicates that the optimization techniques used to obtain the approximate FGFTs (both the factorizations and the greedy diagonalizations) are in a way suboptimal, in the sense that they do not attain a global optimum of their cost functions. We discuss links between the graph structure and the diagonalization performance in section [11.3]. Moreover, the error measure $\text{err}_r$ is greater than one in certain configurations for the approximate FGFTs $\hat{U}_{\text{Palm},d}$, $\hat{U}_{\text{Givens}}$ and $\hat{U}_{\text{Givens},d}$. This can be explained by the fact that the cost functions for these methods do not enforce the true Fourier matrix $U$ and its approximation to be close to each other in Frobenius norm.

- Third, we notice that for $\hat{U}_{\text{Givens}}$ and $\hat{U}_{\text{Givens},d}$, $\text{err}_d$ does not increase with the graph size $n$, although the relative complexity gain increases (we consider here approximate FGFTs whose complexity is $O(n \log n)$). In other words, the computational benefit grows with $n$ when using the approximate FGFTs, without increasing the relative error: this behavior is typically what is expected from an approximate fast transform. The same behavior was observed [7] for the factorization method, with approximate FGFTs of higher complexity $O(n^{1.27})$.

- Last, regarding the factorization time $T$, $\hat{U}_{\text{Givens}}$ and $\hat{U}_{\text{Givens},d}$ are obtained much faster (often by two orders of magnitude) than $\hat{U}_{\text{Palm}}$ and $\hat{U}_{\text{Palm},d}$. The truncated
Jacobi algorithms presented in this paper are thus faster than the methods proposed in [7]. Moreover the parallel truncated Jacobi algorithm of Figure 4 (that gives $\hat{U}_{\text{Givens}/}$) is faster than the plain truncated Jacobi algorithm of Figure 2 (that gives $U_{\text{Givens}}$), although its theoretical complexity is higher (see Table I). This may be due to the respective implementations of the two methods, or to the constants before the complexity orders being different. For example, it is three to five times faster depending on the graph type for $n = 1024$.

In summary, the approximate FGFTs $U_{\text{Palm}}$ and $U_{\text{Palm}_d}$ computed by the factorization method are more adapted to situations where the knowledge of the actual Fourier coefficients of a signal $x$ is important ($U^T x$ and $\hat{U}^T x$ are close). Conversely, the approximate FGFTs $U_{\text{Givens}/}$ or $U_{\text{Givens}}$ computed by the diagonalization methods of Figures 2 or 4 are more adapted to situations where the "physical" interpretation of the Fourier transform of a signal $x$ is important (U is an orthogonal matrix whose columns are approximately eigenvectors of the Laplacian $L$). However, the algorithm of Figure 4 shows similar performance but is faster than the algorithm of Figure 2 and it gives approximate FGFTs that can be applied faster: it is thus to be preferred in applications. Moreover, all methods seem to perform better on structured graphs ("Sensor" and "Community") that are anyway more likely to be encountered in real-world applications.

Note. Hereafter, and given these first results, we concentrate on the performance analysis of the approximate FGFT $U_{\text{Givens}/}$ computed with the algorithm of Figure 4.

| $n$ = 128, RCG = 3.9 | $n$ = 256, RCG = 7.1 | $n$ = 512, RCG = 13.1 | $n$ = 1024, RCG = 24.4 |
|----------------------|----------------------|----------------------|----------------------|
| $\text{err}_t(U)$   | $\text{err}_t(U)$   | $\text{err}_t(U)$   | $\text{err}_t(U)$   |
| $\text{err}_t(U)^T$ | $\text{err}_t(U)^T$ | $\text{err}_t(U)^T$ | $\text{err}_t(U)^T$ |
|                      |                      |                      |                      |

Table II: Results of the evaluation of the approximate fast Fourier transforms. For each configuration, the results are given for the four methods evoked in the text, and the best result is written in bold.

Table I: Error $\text{err}_t$ and error $\text{err}_s$ on a stochastic block model (SBM) graph, in function of the average degree $d$ and the structural parameter $\epsilon$.

3. B. Link between structure and diagonalization performance

As mentioned in the previous subsection, it seems difficult to establish a direct link between the graph structure and the results obtained by the different methods in terms of diagonalization and factorization error. Focusing on the approximate FGFT $U_{\text{Givens}/}$ and the performance measure $\text{err}_c$, we perform here approximate diagonals on graphs whose level of structure is parameterized in order to gain insight on its influence on the diagonalization performance. Moreover, we take advantage of this subsection to evaluate the approximate eigenvalues computed by the method, via the measure

$$\text{err}_s(\hat{\Lambda}) \equiv \frac{||\text{diag}(\hat{\Lambda}) - \hat{\Lambda}||}{||\text{diag}(\hat{\Lambda})||},$$

that is the relative error on the graph spectrum. To this end, we take Stochastic Block Model (SBM) graphs (see for instance [36, Section 5.1.]) with $n = 1000$ nodes made of twenty communities of equal sizes. We fix the relative complexity gain for this experiment to $\text{RCG} = 10$. We vary the average degree $d$ of the graph and the ratio $\epsilon$ between in-community and inter-community connection probabilities. Results in average over ten realizations are given in Table III as a function of $d$ and $\epsilon$ ($\epsilon_c$ is the threshold above which community detection is impossible [37]). First, the average degree does not seem to influence the diagonalization performance. On the other hand, the parameter $\epsilon$ seems to influence the result, since the closer it is to $\epsilon_c$, the worst are the diagonalization results. In other words, more structured SBM graphs (with a low $\epsilon$) lead to better diagonalization performance. In contrast with the previous subsection where it was difficult to interpret the...
V. APPLICATION TO SENSOR NETWORKS

In this section, we first discuss the relevance of our method for graphs representing sensor networks, before analyzing its performance on both synthetic and real-world sensor networks.

A. Why sensor networks?

To obtain the approximate FGFT $\hat{U}_{\text{Givens/}}$, the parallel truncated Jacobi algorithm of Figure 4 costs $O(n \log n)$ arithmetic operations. For instance, it costs $O(n^2 (\log n)^2)$ for $J = O(n \log n)$ Givens rotations. This is much cheaper than an exact diagonalization, which costs $O(n^3)$, but substantially more costly than applying the resulting approximate fast transform $O(n \log n)$.

Favorable use cases for this method are thus applications where this overhead cost can pay off. This corresponds to cases where the same graph Fourier transform is used a great number of times. Said otherwise, this corresponds to cases where the graph is relatively constant over time, while we process several changing signals over this graph.

Some graphs are changing relatively fast by nature. For example, graphs corresponding to social network friendships, internet links, or movie ratings are of this kind. These types of applications are thus not well suited for the method, since recomputing an approximate diagonalization each time the graph changes would be too costly.

On the other hand, graphs corresponding to sensors in physical infrastructures, such as road networks or power grids are in general quite constant over time. This kind of graph is thus particularly well suited to the method proposed in this paper, since an approximate diagonalization stays valid for a long time (structural changes in a road network or a power grid do not occur very often). In this context, it can be useful to have knowledge (even if only approximate) of the spectrum of graph signals, for example for monitoring purposes or malfunction detection, see e.g. [38] section V.A.

B. Experiments on random sensor graphs

We perform approximate diagonalizations of Laplacians corresponding to random sensor graphs generated with the GSPBOX [34]. For this experiment, we take graphs of various sizes $n \in \{64, 128, 256, 512, 1024, 2048, 4096, 8192\}$, and choose $J = 2n \log n$ Givens rotations, yielding an approximate Fourier transform of the same complexity as the famous classical butterfly FFT [4]. Once an approximate FGFT $\hat{U}_{\text{Givens/}}$ is obtained this way, its actual time gain is obtained by measuring the mean time taken in MATLAB to perform matrix/vector products $\hat{U}_{\text{Givens/}}x$ with random vectors $x \in \mathbb{R}^n$, compared to the time taken to perform the matrix/vector products $Ux$ (the mean being taken over 100 such products). Results for this experiment are given in Table IV in terms of Relative Complexity Gain, actual time gain and relative diagonalization error err$_d(\hat{U}_{\text{Givens/}})$. Several comments are in order:

- First of all, the larger the graph, the higher the actual computational gains. Indeed, the actual time gain is very poor when $n$ is small (0.04 for $n = 64$, which means the approximate FGFT is more than twenty times slower than the true Fourier transform), become greater than one for $n = 1024$, and attains 27.16 when $n = 8192$ (the approximate FGFT is then more than 27 times faster than the true Fourier transform). Moreover, the ratio between RCG and actual time gain decreases as $n$ grows (it is equal to 46 for $n = 128$ and goes down to 3 for $n = 8192$). This means that the RCG is an overly optimistic estimation of the actual time gain for small $n$, but becomes of the right order of magnitude for large $n$.

- Second, the relative diagonalization error err$_d$ is approximately constant (around 0.05) and does not seem to depend on the graph size. This indicates that for random sensor graphs, approximate FGFTs of $O(n \log n)$ complexity make perfect sense. The compromise between error and complexity could indeed be controlled by a multiplicative constant $C$, taking $J = Cn \log n$ Givens rotations for the approximate diagonalization.

C. Experiments on real sensor graphs

Let us now consider an application of the approximate diagonalization method to graphs representing real sensor networks. The main idea of this experiment is to compare, for several real-world graphs corresponding to physical infrastructures: a) the approximate FGFT $\hat{U}_{\text{Givens/}}$ obtained for three different number of Givens rotations $J \in \{n \log n, 2n \log n, 6n \log n\}$; b) to the true Fourier transform. To this end, we consider the three following graphs:

- **Minnesota road graph:** a classical graph made of $n = 2642$ nodes, generated with the GSPBOX [34].

- **US power grid graph:** a graph representing the power grid of the western United States, made of $n = 4941$ nodes. This graph was previously studied in [39], and we obtained it from [40].

- **DC road graph:** a graph representing the road network of the District of Columbia, made of $n = 9559$ nodes. This graph was previously used for a shortest path challenge [41], and we obtained it from [42]. The storage of its full Fourier matrix requires 700MB.

**Performance metric.** In order to evaluate the accuracy of an approximate Fourier matrix $\hat{U} = S_1 \ldots S_K$ with respect to the true Fourier matrix $U$, we use a measure quite similar to
err_d(\hat{U})$, but that is a bit more informative. Its expression is the following:

\[ E_\alpha(\hat{U}) = \frac{\| (\hat{U}^T \hat{U})_{i\neq j, |i-j| \leq \alpha} \|_F^2}{\| \hat{U}^T \hat{U} \|_F^2} = \frac{1}{n} \| (\hat{U}^T \hat{U})_{i\neq j, |i-j| \leq \alpha} \|_F^2, \]

where $B = A_{[j \neq i, |i-j| \leq \alpha]}$ is a matrix of the same size as $A$, with $b_{ij} = a_{ij}$ if $|j-i| \leq \alpha$, and $b_{ij} = 0$ otherwise ($B$ is equal to $A$ in a band of width $2\alpha + 1$ centered around the diagonal and null elsewhere). We argue that the quantity $E_\alpha(\hat{U})$ is a good measure for the relevance of the approximate Fourier transform $\hat{U}$.

Indeed, it corresponds to the fraction of the total energy of the matrix $\hat{U}^T \hat{U}$ that is contained within a band of width $2\alpha + 1$ around the diagonal. Said otherwise, if we imagine a signal $x \in \mathbb{R}^n$ whose true spectrum is a Dirac located at the $m$th frequency ($x = U\delta_m$), $E_\alpha(\hat{U})$ correspond to the fraction of the energy of the approximated spectrum $\delta_m = \hat{U}^T x$ that is within the neighborhood of width $\alpha$ of $m$ (in expectation over the choice of the frequency $m$). The measure $E_\alpha(\hat{U})$ is defined for $\alpha \geq 0$, it is monotonically increasing with respect to the parameter $\alpha$, we have $0 \leq E_\alpha(\hat{U}) \leq 1$, and the higher it is, the better is the approximate Fourier matrix $\hat{U}$. Moreover, we have $E_\alpha(\hat{U}) = 1$, $\forall \alpha \geq 0$. In summary the quantity $E_\alpha(\hat{U})$ does not measure how close the approximation $\hat{U}$ is of $U$ in terms of classical relative error, but how close to it is in terms of physical interpretation of the approximate spectrum. Note that the $E_\alpha(\hat{U})$ measure gives more information than the previously used $\text{err}_d(\hat{U})$, since it describes quantitatively the energy dispersion of the approximate FGFT. However, the downside of this measure is that since it depends on the parameter $\alpha$, it requires a plot to be described, whereas a single number was sufficient for $\text{err}_d(\hat{U})$.

Figure 6 shows $E_\alpha(\hat{U})$ versus $\alpha/n$, for the three considered graphs. Several comments are in order:

- First, it is clear that the higher the Relative Complexity Gain RCG, the lower the relevance measure $E_\alpha(\hat{U})$, for any graph and any value of $\alpha$. This is quite expected and shows that there exists a compromise between computational efficiency and relevance of the approximate FGFTs.
- Second, the results seem a bit better for the power grid than for the two other graphs, that show very similar performance and both correspond to road networks. For example, if we consider the approximate FGFTs made by the product of $J = n \log n$ Givens rotations (the blue curves), we can see that we have $E_\alpha(\hat{U}) \approx 0.8$ for $\alpha/n = 0.05$ for the two road networks, whereas we have $E_\alpha(\hat{U}) \approx 0.9$ for the same value of $\alpha/n$ for the power grid network. This is an interesting observation that may mean that the inherent structure of power grid networks is more suited to approximate FGFTs than the structure of road networks. This hypothesis would of course require a more comprehensive study to be statistically validated.
- Third, we can see that the larger the graph, the faster the approximate FGFTs for the same error. Indeed, for the DC road graph (of size $n = 9559$), the fastest approximate FGFT (the blue curve) exhibits an RCG of 183.8 and an actual time gain of 39.4. Its performance in terms of the relevance measure $E_\alpha(\hat{U})$ is almost the same as an approximate FGFT on the Minnesota road graph (of size $n = 2642$) that exhibits an RCG of 10 and an actual time gain of only 1.8. This means that approximate FGFTs of complexity $O(n \log n)$ are relevant on these examples.

The storage of the FGFT with an RCG of 30 only requires 60MB, compared to the 700MB of the original Fourier matrix.

Finally, let us illustrate the expected tradeoff between accuracy and computational efficiency of the $\hat{U}_{\text{Givens/}}$ approximate FGFTs.
VI. APPLICATION EXAMPLE: FILTERING

In this last section, as an example of the versatility of approximate FGFTs, we focus on one of its many possible applications: graph signal filtering. Given a graph signal $x$, its filtered version $y$ is computed as

$$y = U H^T x,$$

where $H$ is a diagonal matrix whose diagonal entries are the frequency response of the filter and we denote $G \triangleq U H^T$ the filtering matrix. We see that filtering requires to apply the Fourier transform and its inverse (here, its transpose as $U$ is orthogonal). An efficient approximation of the Fourier matrix would thus allow to have a complexity gain on the filtering that is of the order of the relative complexity gain RCG.

Filtering with an approximate FGFT. We consider the approximate FGFT $\hat{U}_{\text{Givens}}$ to perform filtering: the approximate filtering matrix thus reads:

$$\hat{G}_{\text{FGFT}} \triangleq \hat{U}_{\text{Givens}} H U^T_{\text{Givens}}.$$

Filtering with polynomial approximations. We compare this proposition to the usual approximate filtering method based on the polynomial approximation of the filter’s frequency response \[43\]. Starting from the frequency response of an ideal filter $\hat{h}(\lambda)$ (where $\lambda$ represents the continuous frequency variable), the idea is to approximate it with a polynomial function $\hat{h}(\lambda) = \sum_{i=0}^{p} \alpha_i \lambda^i$, such that the approximate filtering matrix has the expression

$$\hat{G}_{\text{poly}} \triangleq U \hat{h}(\Lambda) U^T = \sum_{i=0}^{p} \alpha_i L^i$$

where $\hat{h}$ is applied entry-wise to the diagonal entries of $\Lambda$. This provides a computationally efficient way of applying the filter, since its application cost is $O(||L||_0 + n) + n$ arithmetic operations. With this polynomial approximation method, the Relative Complexity Gain reads $\text{RCG} = \frac{n^2}{O(||L||_0 + n) + n}$. Note that obtaining the coefficients $\alpha_i$ characterizing $G_{\text{poly}}$ for a given filter costs $O(p)$ arithmetic operations, and one needs to recompute these coefficients as soon as the filter changes. On the other hand, with the greedy diagonalizations, obtaining $G_{\text{FGFT}}$ costs $O(n J \log n)$ (as denoted in Table \[1\]), but can be done once and for all and reused for as many filters as needed, as long as the same graph is used.

Application to denoising. We perform a first experiment on the Minnesota road network graph presented in Section \[6\]. We will compare the performance of the two approximation methods for three RCG values: 35, 17 and 12. This corresponds to a number of Givens rotations $J = 50000, 100000, 150000$ for the FGFT-based approximation, and an order $p = 14, 28, 40$ for the polynomial-based approximation. In this first experiment, a low-frequency signal $\tilde{x}$ is generated randomly in the graph Fourier domain: coefficients of its spectrum $\tilde{y}$ are independent and follow a normal distribution $y_i \sim \mathcal{N}(0, \theta_i)$ with $\theta_i = 1$ if $i \leq 300$, $\theta_i = 0$ otherwise, where $\lambda_i$ is the $i$th eigenvalue of the Laplacian. We then obtain a signal in the graph node domain $x = U y$, that is corrupted with a white Gaussian noise $n$ with $n_i \sim \mathcal{N}(0, \sigma)$, to get the noisy signal $\hat{x} = x + n$. The noisy signal is then low-pass filtered in order to remove part of the noise. The filter used has a frequency response given by $h_i = 1$ if $i \leq 300$, $h_i = 0$ otherwise, where $h_i$ is the $i$th entry on the diagonal of the filter matrix $H$. Filtering is done with the true Fourier matrix $U$ (with the exact filter $G \hat{x} = U H U^T \hat{x}$), to which we compare $G_{\text{poly}} \hat{x}$ and $G_{\text{FGFT}} \hat{x}$.

First of all, for illustration purposes, an example of graph filtering with $U_{\text{Givens}}$ on a realisation of noisy signal with $\sigma = 0.4$ is shown in Figure \[8\]. Moreover, for different noise levels $\sigma$, average results over 100 realizations are given in...
Filtered signal using \( \hat{U} \) to better understand the relative strengths and weaknesses of the proposed method compared to polynomial approximation.

Comparison of the approximate filtering matrices. In order to better understand the relative strengths and weaknesses of the proposed method compared to polynomial approximation, we now analyze the approximate filtering matrix \( \hat{G}_{\text{FGFT}} \) and compare it to \( G_{\text{poly}} \) obtained with equal relative complexities.

Table V presents filtering results. The Signal to Noise Ratio (SNR) in decibel (dB) is given by:

\[
\text{SNR} = 10 \log_{10} \left( \frac{\|x\|_2^2}{\|x - \hat{x}\|_2^2} \right).
\]

Both methods show similar performance at constant RCG, and their run time are comparable. However, approximate FGFTs can be considered as more versatile than polynomial approximation, in the sense that they give access to an approximate spectrum, and thus allow to perform in a computationally efficient way any task requiring access to this spectrum, which is not the case of polynomial approximations that can be used for filtering only. Besides, the performance of polynomial approximations depends heavily on the considered type of filter, as is discussed in the next paragraph.

Comparison of the approximate filtering matrices. In order to better understand the relative strengths and weaknesses of the proposed method compared to polynomial approximation, we now analyze the approximate filtering matrix \( \hat{G}_{\text{FGFT}} \) and compare it to \( G_{\text{poly}} \) obtained with equal relative complexities.

Table VI shows the resulting relative approximation errors with polynomial approximations, the best result being written in bold.

We evaluate the accuracy of these approximate filtering matrices, generically written \( \hat{G} \), by comparing them with the exact filtering matrix \( G \), with the following measure:

\[
\frac{\|G - \hat{G}\|_F}{\|G\|_F}.
\]

In this second experiment, we consider a community graph of size \( n = 2048 \) made of 23 communities, and two different types of filters, representing two extreme situations with respect to polynomial approximation: an ideal low-pass filter and a heat kernel (exponentially decreasing filter). The ideal low-pass filter has a frequency response equal to one for the first \( r \) frequencies and zero after that (we consider that the \( r \)th eigenvalue is perfectly known for the polynomial approximation). We consider three choices for the index \( r \) of the cutting frequency: \( r = 7 \) which corresponds to a region where the density of graph frequencies is high, \( r = 23 \) which corresponds to a region where there is a gap in the graph frequencies density (it corresponds to the number of communities) and \( r = 1000 \) which corresponds to a region where the density of graph frequencies is lower. The heat kernel has a frequency response \( h(\lambda) = \exp(-\lambda) \).

Table VI shows the resulting relative approximation errors for various RCG values. For the ideal low-pass filter with \( r = 7 \), the two approximate filtering methods perform quite poorly, with a small advantage for the FGFT-based approximation. This can be explained by the fact that this filtering operation is intrinsically difficult to approximate because of the high density of eigenvalues around the cutting frequency. On the other hand, with \( r = 23 \), results are better for the FGFT-based approximation, but remain quite poor for the polynomial approximations. Finally, for \( r = 1000 \), results are better for both methods while the FGFT-based approximation shows
a clear advantage for all tested values of RCG. Conversely, for the exponential filter, polynomial approximations give much better results than approximate FGFTs (it is essentially perfect). This can be explained by the fact that the performance of polynomial approximations depends heavily on the type of filter: it works well for filters whose frequency response is well approximated by polynomials of low degree (typically the exponential filter), and works not as well for filters whose frequency response is not easily approximated (typically the ideal low-pass filter). Indeed, polynomials of low degree can approximate well only relatively smooth functions. On the other hand, the performance of approximate FGFTs seems less dependent on the type of filters.

It is thus expected that in general the polynomial filter approximation is the best method for filtering signals on graphs, but in specific situations (such as the ideal low-pass filter), it may be outperformed by an FGFT-based approximation. Interestingly, the ideal low-pass filter is important in certain applications such as spectral clustering, where one needs approximate well only relatively smooth functions. On the other hand, the performance of approximate FGFTs seems less dependent on the type of filters.

Finally, a theoretical analysis of the proposed greedy diagonalization would be of great interest. For example, a result linking a graph structure and the minimum number of Givens rotations required to diagonalize its Laplacian up to a prescribed accuracy would be very useful to get a deeper understanding of the method. More generally, characterizing which symmetric matrices admit good approximate diagonalization by products of few Givens (or more generally few sparse) factors is an interesting question for approximation theory.

VII. CONCLUSION

In this paper, we proposed a method to obtain approximate Fast Fourier Transforms on graphs via an approximate diagonalization of the Laplacian matrix with an approximate eigenvector matrix constrained to be a product of a relatively low number of Givens rotations. The method was first described and analyzed in detail. It was then compared to another method we previously proposed on various popular graphs, and applied to sensor networks, showing promising results. Finally, an application to filtering was proposed, showing that approximate FGFTs can perform as good as polynomial filter approximations for certain filters.

In the future, it would be very interesting to reduce the gap between actual time gain and RCG, to have approximate FGFTs whose benefits are closer to the theoretical gain, whose usability would be enhanced.

It would also be beneficial to the method to imagine clever ways to update the approximate FGFT when the graph changes, without requiring to recompute a complete approximate diagonalization. This could indeed open up the method to new applications (other than sensor networks) where the graphs are varying by nature (social networks, movie ratings, etc.).

We could also imagine applying the method to approximately diagonalize other symmetric matrices besides graph Laplacians. For example, applying it directly to a graph filtering matrix \( G \) (computed for example by polynomial approximation, as defined in Section VI to avoid any costly diagonalization) could allow for a faster application of the filter, which is of interest if the filter has to be applied a great number of times.

Furthermore, an efficient implementation that would reduce the approximate diagonalization time of the proposed methods would be very interesting. Indeed, efficient numerical linear algebra routines exist that implement the Jacobi eigenvalue algorithm, so that modifying them directly could potentially greatly reduce this factorization time. Moreover, the use of more advanced techniques similar to those introduced in [24] for the pMFF method may also be used to accelerate the diagonalization. This way, the cost of approximate diagonalization (whose theoretical time complexity is \( O(n^2 \log n) \) for \( J = O(n \log n) \) Givens rotations) may even become competitive with that of the cost of applying the true Fourier transform (whose theoretical time complexity is \( O(n^2) \)). This would open new fields of applications for the proposed methods.

Finally, we also showed that the approximate greedy diagonalization could be very interesting. Indeed, efficient numerical linear algebra routines exist that implement the Jacobi eigenvalue algorithm, so that modifying them directly could potentially greatly reduce this factorization time. Moreover, the use of more advanced techniques similar to those introduced in [24] for the pMFF method may also be used to accelerate the diagonalization. This way, the cost of approximate diagonalization (whose theoretical time complexity is \( O(n^2 \log n) \) for \( J = O(n \log n) \) Givens rotations) may even become competitive with that of the cost of applying the true Fourier transform (whose theoretical time complexity is \( O(n^2) \)). This would open new fields of applications for the proposed methods.

APPENDIX A

Efficient greedy strategy

We give here a computationally greedy efficient version of the algorithm of Figure 2.

```
Input: Matrix \( L \), desired number of factors \( J \).
1: \( L_1 \leftarrow L \)
2: for \( r = 1 \) to \( n \) do
3: for \( s = r + 1 \) to \( n \) do
4: \( c_{rs} \leftarrow -|L_{rs}| \)
5: end for
6: \( d(r) \leftarrow \min \{ C(r, :) \} \)
7: \( e(r) \leftarrow \arg \min \{ C(r, :) \} \)
8: end for
9: for \( j = 1 \) to \( J \) do
10: \( p \leftarrow \arg \min \{ d(r) \} \)
11: \( q \leftarrow e(p) \)
12: \( \theta \leftarrow \frac{1}{2} \arctan(\frac{L_{pq} - L_{qp}}{2L_{pq}}) \)
13: \( S_j \leftarrow G_{p,q} \tilde{D}_j \end{array} \)
14: \( \tilde{S}_j \leftarrow \tilde{S}_j \end{array} \)
15: for \( r = p,q \) do
16: \( \tilde{S}_j \leftarrow \tilde{S}_j \end{array} \)
17: \( c_{rs} \leftarrow -|L_{rs}| \)
18: end for
19: \( d(r) \leftarrow \min \{ C(r, :) \} \)
20: \( e(r) \leftarrow \arg \min \{ C(r, :) \} \)
21: end for
22: for \( s = p,q \) do
23: for \( r = 1 \) to \( s - 1 \) do
24: \( c_{rs} \leftarrow -|L_{rs}| \)
25: if \( c_{rs} < d(r) \) then
26: \( d(r) \leftarrow c_{rs} \)
27: \( e(r) \leftarrow s \)
28: else
29: if \( c_{rs} = d(r) \) then
30: \( d(r) \leftarrow \min \{ C(r, :) \} \)
31: \( e(r) \leftarrow \arg \min \{ C(r, :) \} \)
32: end if
33: end if
34: end for
35: end for
36: end for
37: \( A \leftarrow \text{diag}(L_{j+1}) \)
38: Sort diagonal entries of \( A \) in increasing order. Reorder columns of \( S_j \) accordingly.
Output: Sparse orthogonal factors \( \{ S_j \}_{j=1}^J \); diagonal factor \( \tilde{A} \).
```

Fig. 9. Truncated Jacobi algorithm (efficient version): Algorithm for the approximate greedy diagonalization of the Laplacian matrix (efficient version).
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