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Abstract

High-fidelity simulation of complex physical systems is exorbitantly expensive and inaccessible across spatiotemporal scales. Recently, there has been an increasing interest in leveraging deep learning to augment scientific data based on the coarse-grained simulations, which is of cheap computational expense and retains satisfactory solution accuracy. However, the major existing work focuses on data-driven approaches which rely on rich training datasets and lack sufficient physical constraints. To this end, we propose a novel and efficient spatiotemporal super-resolution framework via physics-informed learning, inspired by the independence between temporal and spatial derivatives in partial differential equations (PDEs). The general principle is to leverage the temporal interpolation for flow estimation, and then introduce convolutional-recurrent neural networks for learning temporal refinement. Furthermore, we employ the stacked residual blocks with wide activation and sub-pixel layers with pixelshuffle for spatial reconstruction, where feature extraction is conducted in a low-resolution latent space. Moreover, we consider hard imposition of boundary conditions in the network to improve reconstruction accuracy. Results demonstrate the superior effectiveness and efficiency of the proposed method compared with baseline algorithms through extensive numerical experiments.
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1. Introduction

Modeling high-resolution (HR) response of nonlinear dynamical systems (i.e., at sufficiently small spatiotemporal scales) has emerged as one of the dominant research pursuits in the field of scientific computing, thanks to its capability of providing insights into physical quantities of interest and reliable assessments for operational planning. For instance, numerical simulation of turbulence at fine grids allows for unveiling the richness of its varieties and portraying the delicately interactive behaviors of turbulent flows. Although scientists have developed valid governing equations to describe these physical systems, simulating such high-fidelity complex PDEs requires massive computational efforts, meanwhile posing significant challenges for storage space. With the limitation of computational and experimental resources, it is rather typical to store the spatiotemporally-downscaled data for post hoc analysis. This pressing issue calls for effective data augmentation approaches in scientific modeling for recovering the HR solutions from low-resolution (LR), e.g., sparse and incomplete data.
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In order to upsample the LR scientific data to HR full-field dynamics, we refer to the idea of super-resolution (SR) in image and video processing. The image and video SR tasks are prohibitively ill-posed inverse problems considering the unknown blur and noise, the insufficient constraints and the non-uniqueness of reconstructed solutions. Previously, a seminal of breakthrough on single-image SR (SISR) has been made based on sparse signal representation [1], which is mathematically elegant and robust. Furthermore, due to the rapid development of deep learning (DL), there is another milestone work SRCNN [2] remarkably improving the performance of SISR by firstly introducing deep neural networks (DNNs). Later, large amounts of network architectures have been proposed and continuously achieved huge success in this intractable task, mainly covering the variants of generative adversarial networks (GAN) [3–5], residual blocks [6–9] and attention scheme [10, 11]. In the context of video SR, apart from the spatial upsampling, learning optical flow is another core and challenging issue. Many investigations leverage linear frame interpolation [12–14], quadratic video interpolation [15, 16] and phase-based interpolation [17] for modeling temporal dependency and estimating multiple intermediate frames. Besides, the recurrent convolutional neural network is also proven to be an effective tool for video SR [18, 19].

Thanks to the great success in image [1–3, 7–9, 11, 20] and video super-resolution (SR) [12, 14, 19, 21–23], a considerable studies have grown up around the interplay between physics and machine learning (ML), with respect to SR of scientific data. The majority of existing investigations mainly cluster in purely data-driven ML methods which approximate the HR solutions based on potentially noisy and under-resolved simulations in turbulence [24–28], smoke [29] and climate [30] modeling. Nevertheless, different from general SR tasks for images and videos, scientific data augmentation has more explicit and well-defined objectives (e.g., obeying underlying governing equations), which could facilitate the convergence and generalization abilities with the physical principles incorporated into network architectures. There exist two primary branches of DL models informed by physics for dynamical systems: continuous learning [31–36] and discrete learning [37–47]. The continuous learning scheme typically employs fully-connected neural networks (NNs), which is excellent in capturing global solution patterns but generally limited to low-dimensional PDE systems. The discrete learning leverages convolutional/graph NNs for modeling nonlinear dynamics, projected on mesh grids, which is capable of well portraying the local solution details. In addition, there are many other significant approaches for learning nonlinear dynamics, including “white-box” models by embedding physics into the network [44, 48–50] and neural operators [33, 51, 52].

Therefore, more recently, a flurry of work based on physics-informed DL has been recently developed for SR of scientific data [53–58]. Currently, the majority of physics-informed learning approaches for SR are limited to spatial super-resolution (S-SR) tasks (e.g., steady-state problems [55, 56, 58]), or only consider temporal super-resolution (T-SR) [53]. A notable latest study explored the potential of 3D convolutional operations for spatiotemporal super-resolution (ST-SR) [57], which exhibits excellent performance for 2D Rayleigh-Bénard convection (RBC) system. In this paper, we present a novel and effective ST-SR method for general spatiotemporal systems via physics-informed discrete learning. Distinct from directly using 3D convolution, we explicitly preserve the temporal evolution structure by decomposing the entire ST-SR into two modules, i.e., T-SR and S-SR. This decomposition is inspired by the observation that the temporal derivatives and spatial terms are independent in a general form of PDEs as illustrated in Section 3. This separable scheme is conducive to computational efficiency, as well as promotes flexibility and scalability to high-dimensional PDE systems (e.g., 3D systems).

Overall, our methodological contributions include: (1) a novel network architecture of physics-informed deep SR (PhySR) for scientific data, and (2) an intrinsic collaboration between high-order finite difference-based spatiotemporal filtering and hard-encoding of boundary conditions (BCs). Specifically, we apply interpolation to estimate the temporally upsampled solution, and
further leverage a convolutional-recurrent network (i.e., ConvLSTM [59]) for learning temporal refinement and dynamical evolution on low-dimensional latent features during the T-SR process. In the second-stage (i.e., S-SR), we employ the stacked residual blocks with wide activation [8] to extract the spatial features and sub-pixel layers with pixelshuffle [20] for spatial upsampling. In addition, a global residual connection from the temporally-interpolated results to spatially-reconstructed variables is considered. Furthermore, the numerical differentiation determines the PDE derivative terms which are further utilized to construct PDE residual loss, and hard-imposition of BCs eliminates the risk of sacrificing solution accuracy on physical boundaries. Comprehensive numerical experiments on different types of PDE systems have been implemented for evaluating the performance of our proposed approach, compared with two baseline algorithms. Moreover, we validate the effectiveness of the significant modules of our PhySR by conducting an ablation study on ConvLSTM, the introduction of physics loss and the encoding of BCs.

The rest of the paper is organized as follows. Section 2 sets up the problem of ST-SR of spatiotemporal scientific data. Section 3 describes the network structure of two neural modules (i.e., T-SR and S-SR), hard-encoding strategy of BCs and physics-informed optimization. In Section 4, we show the extensive experiments between our proposed framework and baseline methods. In Section 5, we discuss the advantages, the limitations of our current work and the outlook of future directions. Section 6 concludes the entire paper.

2. Problem setup

Spatiotemporal dynamical systems are typically governed by PDEs. Let us consider a set of m-dimensional parametric PDEs in a general form:

$$u_t = \mathcal{F}[x, t, u, u_x, u_y, \nabla u, \cdots ; \lambda],$$  \hspace{1cm} (1)

where \(x\) and \(t\) represent spatial and time coordinates, respectively. \(u(x, t)\) is the system solution comprised of \(n\) state variables and the subscripts denote the partial derivatives, e.g., \(u_x = \partial u / \partial x\). \(\nabla\) denotes the Nabla operator (e.g., with the formulation of \([\partial / \partial x, \partial / \partial y]^T\) when \(m = 2\)). Moreover, \(\mathcal{F}[\cdot]\) is the nonlinear functional consisting of polynomial and derivative terms and parameterized by \(\lambda\). The specific initial and boundary conditions (I/BCs) are defined as \(I(u, u; t = 0, x \in \Omega) = 0\) and \(B(u, \nabla u, \cdots ; x \in \partial \Omega) = 0\) respectively, where \(\partial \Omega\) is the boundary of the physical domain. Given LR data \(u^l\), our objective is to spatiotemporally recover the HR variables \(\hat{u}^h\) with consistent dynamical patterns, as shown in Figure 1. Two constraints are considered in this paper to solve this ill-posed task: (1) reconstruction constraint, which requires the recovered HR data \(\hat{u}^h\) corresponding to the LR input measurement data \(u^l\) with respect to the observed dynamical model; (2) physics prior, which assumes that LR and HR scientific data both obey the underlying governing equations.
3. Methodology

An overview of our proposed framework of PhySR is presented in Figure 2. Based on the observation that time derivatives and spatial terms are mathematically separated, we design the network mainly consisting of the temporal upsampling (i.e., interpolation and refinement), as well as the spatial reconstruction. We first upsample the LR measurements to the desired frame rate in time dimension using the interpolation, and then apply ConvLSTM layers for refining the temporal approximation. Afterwards, for each snapshot, we leverage the residual blocks with wide activation and pixelshuffle layers for spatial upsampling. It is worthwhile to mention that all of the feature extraction processes are conducted in the LR latent space. The entire framework is “end-to-end”. In addition, we define the upscaling factors of time snapshots and spatial resolution as $r_t$ and $r_s$ respectively. In this section, we take two LR input frames $\{u_{k-1}^l, u_{k+1}^l\}$ at time $k-1$ and $k+1$ for illustration (i.e., $r_t = 2$), and attempt to recover the corresponding HR variables $\{\hat{u}_{k-1}^h, \hat{u}_{k+1}^h\}$ as well as synthesize the intermediate HR frame $\hat{u}_k^h$ simultaneously.

### 3.1. ConvLSTM

Firstly, we introduce the critical neural component (i.e., ConvLSTM) in our PhySR framework, especially for temporal upsampling. ConvLSTM is an extension from long short-term memory (LSTM) architecture [60–62] and specifically designed for learning spatiotemporal sequence-to-sequence models. It is noteworthy that LSTM is a variant of recurrent neural network (RNN) with the purpose of mitigating the issues of gradient vanishing and explosion. Moreover, a major advantage of ConvLSTM is that it works as an implicit and nonlinear numerical scheme for modeling dynamical systems [45].

The architecture of ConvLSTM cell at time $t_k$ is presented in Figure 3, including the gate scheme and memory cells. The general principle is to update the hidden state $h_k$ and cell state $C_k$ at time $t_k$ by learning the transformation from the previous state variables $\{h_{k-1}, C_{k-1}\}$ and the

Figure 2: Overview of the proposed PhySR framework. **Upper:** the network construction. We generate the intermediate frames by using temporal interpolation as flow estimation, and apply ConvLSTM for temporal refinement. To reconstruct the spatial resolution, we utilize the stacked residual blocks for feature extraction and sub-pixel layers with pixelshuffle for upsampling. Moreover, a global residual connection (i.e., in the lower arrow “Conv+Upsample”) is considered here from the estimated LR tensor $u^l$. **Bottom:** the loss components. Both the PDE residual loss $L_p$ and the data loss $L_d$ are computed based on the HR tensor $u^h$. Here the BCs are hard encoded into the network when calculating PDE derivatives through finite difference filtering.
current input variable $X_k$. Four gates control the information flow for input-to-state and state-to-state transitions, including a forget gate $f_k$, an input gate $i_k$, an internal cell $\tilde{C}_k$ and an output gate $o_k$. In specific, the input and forget gates $\{i_k, f_k\}$ adaptively keep and clear the memory in $C_{k-1}$. Moreover, a new cell candidate $\tilde{C}_k$ is generated by synthesizing the information from input variable $X_k$ and previous hidden state $h_{k-1}$. They all contribute to forming the updated cell state $C_k$ at the current time step $t_k$. Lastly, the hidden state $h_k$ is further updated by regulating the cell state $C_k$ based on the output gate $o_k$. The analytical formulations for four gate operations and state variables are given by:

$$
\begin{align*}
    i_k &= \sigma(W_i \ast [X_k, h_{k-1}] + b_i), \\
    f_k &= \sigma(W_f \ast [X_k, h_{k-1}] + b_f), \\
    \tilde{C}_{k-1} &= \tanh(W_c \ast [X_k, h_{k-1}] + b_c), \\
    C_k &= f_k \odot C_{k-1} + i_k \odot \tilde{C}_{k-1}, \\
    o_k &= \sigma(W_o \ast [X_k, h_{k-1}] + b_o), \\
    h_k &= o_k \odot \tanh(C_k),
\end{align*}
$$

where $\tanh(\ast)$ and $\sigma(\ast)$ represent hyperbolic tangent activation and sigmoid functions, respectively. Here $\odot$ and $\ast$ denote Hadamard product and the convolution operation. In addition, the weight and bias parameters of four gates in the ConvLSTM cell are correspondingly defined as $\{W_i, W_f, W_c, W_o\}$ and $\{b_i, b_f, b_c, b_o\}$.

\subsection*{3.2. Pixel shuffle}

Secondly, we leverage pixel shuffle to upscale LR latent features to HR variables, which is an efficient operation to conduct the sub-pixel convolutions [20]. The graphic illustration is shown in Figure 4. Let us consider an example of the pixel shuffle operation in 2D setting. We define a LR feature map with the tensor shape of $(r \times r^2, C, H, W)$ where $\{r, C, H, W\}$ denote upscaling factor, channel size, height and width respectively. The pixel shuffle reforms the elements in the LR feature map to a HR tensor with a larger spatial resolution of $(H \times r, W \times r)$ and a shrunken feature size of $C$. Although it is a simple operation, the pixel shuffle still exhibits excellent SR performance in image and video tasks [20]. The second advantage is that it does not require huge computational efforts because the NN training before the spatial upsampling layer is based on the LR latent space. Furthermore, compared with other upscaling approaches (e.g., deconvolution), it leads to fewer checkerboard artifacts [63]. Overall, pixel shuffle is selected as the spatial upsampling strategy in this paper considering its contribution to computational and memory efficiency.
3.3. Temporal upsampling

In the temporal upsampling part, given the LR frames \(\{u_{k-1}^t, u_{k+1}^t\}\), we first estimate the flow evolution to generate the intermediate LR frame \(\hat{u}_k^t\) and then map them into the LR latent space as \(\{h_{k-1}, h_k, h_{k+1}\}\). Herein, we hybrid the traditional interpolation approaches and the deep convolutional-recurrent neural networks for initial flow estimation and temporal correction, respectively. The reason behind using interpolation is that we find it can effectively reduce the artifacts and oscillations in the time dimension, which is similarly reported in image SR [63].

3.3.1. Temporal interpolation

Different from the general video frame estimation, scientific data SR is equation-specific which promisingly inspires the direction of temporal interpolation model. For instance, for those PDEs with the first-order time derivative (i.e., \(u_t\)), applying linear interpolation is capable of roughly approximating the slow-evolutionary dynamics. Besides, previous methods [12, 19] also implement the interpolation on the learned features to synthesize the intermediate feature maps considering the complex motions in the real world. Nevertheless, here we can directly interpolate on the input LR frames considering the explicit and simple time derivative terms, which remarkably improves the computational efficiency. Furthermore, the following ConvLSTM layers can capture more straightforward and essential information from the input spatiotemporal dynamics compared with the learned features. Additionally, it helps to build a reliable global residual connection from the interpolated results and the final super-resolved variables.

Let us define a generic form of the interpolation function \(f[\cdot]\), which only works for temporal upscaling. Therefore, the initial flow estimation \(\hat{u}_k^t\) is formulated as:

\[
\hat{u}_k^t = f[u_{k-1}^t, u_{k+1}^t].
\]  

(3)

3.3.2. Temporal refinement

Based on the direct estimation from the temporal interpolation, we further improve the capability of synthesizing intermediate frames by introducing DNNs for learning correction. Here we consider the ConvLSTM architecture, which is a spatiotemporal sequence-to-sequence learning tool for modeling long-term temporal dependencies. Given the consecutive LR interpolated frames \(\{u_{k-1}^t, u_k^t, u_{k+1}^t\}\), we aim to apply ConvLSTM to obtain the corresponding LR latent features \(\{h_{k-1}, h_k, h_{k+1}\}\). Hence, the temporal updating at time \(t_k\) is given by

\[
h_k, c_k = \mathcal{N}\mathcal{L}[h_{k-1}, c_{k-1}, \hat{u}_k^t; \theta^t],
\]

(4)

where \(h_k\) and \(c_k\) are hidden state and cell state at time \(t_k\); \(\mathcal{N}\mathcal{L}\) represents ConvLSTM networks and \(\theta^t\) is the corresponding learnable parameters. Herein, the temporal refinement is implicitly
captured through two previous states (i.e., $h_{k-1}$ and $c_{k-1}$) and the current interpolated frame $\hat{u}_k^h$. Essentially, the learning process of Eq. (4) can be regarded as a forward-propagated state-space model with nonlinear activation function. Therefore, due to the similarity to the numerical scheme, ConvLSTM can effectively extract the dynamics from input LR measurements. Additionally, setting ConvLSTM on LR space can relieve the memory burden and facilitate the training efficiency.

3.4. Spatial reconstruction

After acquiring the sequence of LR feature maps $\{h_{k-1}, h_k, h_{k+1}\}$, we propose to reconstruct the corresponding HR snapshots $\{\hat{u}_{k-1}^h, \hat{u}_k^h, \hat{u}_{k+1}^h\}$ by applying a temporally-shared fully-convolutional network. Generally, there are two parts for spatial upsampling. The first neural component is the stacked residual blocks with wide activation to extract the deep spatial features and one sub-pixel layer with pixelshuffle for upsampling, which contributes to increasing the spatial resolution fast and efficiently. Here we define the HR output at time $t_k$ as $\mathcal{N}^h\{h_k; \theta^s\}$.

Moreover, we consider adding a global residual connection directly from each interpolated LR snapshot $\hat{u}_k^h$ to the corresponding HR output $\mathcal{N}^h\{\hat{u}_k^h; \theta^s\}$, where single convolution layer and one sub-pixel layer are utilized for increasing the number of channels to $n_r^m$ and further generating the HR counterparts respectively. Herein, $\mathcal{N}^h\{\cdot\}$ and $\mathcal{N}^h\{\cdot\}$ represent the first network component and the global residual network separately. $\theta^s$ and $\theta^r$ are the corresponding trainable parameters. Therefore, the final synthesized HR output variable $\hat{u}_k^h$ is formulated as

$$\hat{u}_k^h = \mathcal{N}^h\{h_k; \theta^s\} + \mathcal{N}^h\{\hat{u}_k^h; \theta^r\}. \quad (5)$$

In addition, weight normalization [64] is employed in this work for alleviating the training difficulty.

3.5. Hard-encoding of BCs

Basically, SR is a typical ill-posed task due to the harsh requirement of extrapolation from limited measurement data. However, prior knowledge is always accessible for SR of scientific data, including the specific governing equations and the I/BCs. The physical information can provide accurate description of the underlying dynamics and effective guidance for extrapolation. Therefore, here we propose to hard impose the BCs into the network to facilitate network training.

Considering the uniform discretization of the spatial domains, it is easy to encode the BCs by using padding pixel-wisely. The graphical depiction is shown in Figure 5. Firstly, for Dirichlet BCs, we rigorously incorporate the known boundary values into the HR tensor $\hat{u}_k^h$. Secondly, for Neumann BCs, we apply ghost nodes [65] for inferring the external node values via finite difference (FD) methods, where the physical correlation between ghost nodes and internal nodes is time-invariant.

3.6. Physics-informed loss function

Since SR of scientific data is equation-specific, it is beneficial and necessary to also consider the PDE residual loss apart from the traditional data loss between reconstructed HR variables and the ground-truth HR simulations. Here we apply the numerical differentiation on HR variables $\hat{u}_k^h$ to approximate the derivatives of interest. The discussion on the selection of FD stencils and the introduction of numerical errors is presented in Appendix A. Furthermore, the specific PDE residual is formulated as $\mathcal{R}(\mathbf{x}, t; \theta) := \hat{u}_k^h + \mathcal{F}[\hat{u}_k^h; \lambda]$ where $\theta$ is the NN parameters. For a two-dimensional PDE, the physics loss is finally given by

$$\mathcal{L}_p = \frac{1}{N_x N_y N_t N_b} \left\| \mathcal{R}(\mathbf{x}, t; \theta) \right\|_2, \quad (6)$$
where $N_x, N_y$ are the width and height in the spatial grid; $N_t$ is the number of time steps; $N_b$ is the batch size; $\| \cdot \|_2$ denotes Frobenius $\ell_2$ norm. Moreover, the data loss is measured by the averaged $\ell_1$ norm between HR ground truth $u^*$ and reconstructed variables $\hat{u}^h$, which is formulated as

$$L_d = \frac{1}{N_x N_y N_t N_b} \| u^* - \hat{u}^h \|_1. \quad (7)$$

Next, the total loss is a weighted combination of data loss $L_d$ and physics loss $L_p$ for optimizing the network by both considering the guidance of HR labeled data and the constraint of physical laws. It is given by

$$L = L_d + \beta L_p, \quad (8)$$

where $\beta$ is the weighting coefficient.

4. Experiments

In this section, we conduct extensive numerical experiments to evaluate the performance of our proposed approach on different types of spatiotemporal systems, ranging from convection phenomena to reaction-diffusion (RD) dynamics. The specific investigations include: (1) a comparative study on three PDE systems against the baseline models; (2) an ablation study on the effectiveness of ConvLSTM, the introduction of physics loss and the encoding of BCs. The results indicate the superiority of our framework in reconstruction accuracy, computational efficiency and scalability.

4.1. Setup

4.1.1. Datasets

In the numerical experiments, we first consider 2D RBC system [57], which is a paradigm for nonlinear and chaotic dynamics. The RBC model describes the buoyancy-driven flow of a fluid heated from below and cooled from above and contains a non-trivial coupling between velocity, pressure and temperature. It is one of the most extensively investigated physical phenomena in geophysics, astrophysics, meteorology, oceanography and engineering. The governing equations for
RBC system are given by

\[
\begin{align*}
\nabla \cdot \mathbf{u} &= 0, \\
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} &= -\nabla p + T \mathbf{e}_x + R^* \nabla^2 \mathbf{u}, \\
\frac{\partial T}{\partial t} + (\mathbf{u} \cdot \nabla) T &= P^* \nabla^2 T,
\end{align*}
\]

where \( \mathbf{u} = \{u, v\} \) denotes the velocity components in \( x \) and \( y \) directions and \( p, T \) refer to pressure and temperature terms. Here \( R^* \) and \( P^* \) are \((P_r/R_a)^{0.5}\) and \((R_a P_r)^{-0.5}\) respectively, where \( R_a \) and \( P_r \) represent dimensionless Rayleigh and Prandtl numbers with expression of \( g \alpha (\Delta T) h^3 / (\nu \kappa) \) and \( \nu / \kappa \). \( \{g, \alpha, \Delta T, h, \nu, \kappa\} \) are gravity acceleration, thermal expansion coefficient, the temperature difference between the top and bottom walls, the length between the plates, the kinematic viscosity and the heat conductivity coefficient. In addition, \( \mathbf{e}_x \) denotes the unit vector in \( x \) direction. Herein, we generate the HR ground truth dataset by using the open-source code in [57] with \( R_a \) and \( P_r \) as 1 \( \times \) \( 10^6 \) and 1 respectively. The spatial domain of \([0, 4] \times [0, 1]\) is discretized as 512 \( \times \) 128, and the time period is \([0, 16]\) for 1600 steps. Next, we divide the HR dataset into 100 samples with 16 snapshots and a spatial resolution of 512 \( \times \) 128.

Apart from the convection phenomena, we also evaluate the performance of our proposed framework on RD equations. In particular, Gray-Scott (GS) RD equations are considered due to their depictions of complex dynamical patterns and local details, which work as an ideal system to test the predictive limit of the proposed approach [66]. In general, the GS RD system, which typically portrays complex chemical and biological process, is governed by

\[
\mathbf{u}_t = \mathbf{D} \Delta \mathbf{u} + \mathbf{R}(\mathbf{u})
\]

where \( \mathbf{u} = \{u, v\}^\top \) denotes the concentration vector, \( \mathbf{D} = \begin{bmatrix} \gamma_u & 0; 0, \gamma_v \end{bmatrix} \) is the diagonal diffusion coefficient matrix and \( \mathbf{R} = \begin{bmatrix} -uv^2 + f(1 - u), uv^2 - (f + k)v \end{bmatrix}^\top \) represents the reaction vector. Moreover, we conduct the comparative study between our PhySR against baseline models on both 2D and 3D GS RD dynamics. In specific, we set \( \{\gamma_u, \gamma_v, f, k\} \) to be \{0.16, 0.08, 0.06, 0.062\} for 2D case and \{0.2, 0.1, 0.025, 0.055\} for 3D case of the GS RD systems. In order to train the network for 2D GS RD dynamics, we generate 400 reference solutions/samples, where the spatial grid size is 256 \( \times \) 256 with \( \delta x = 1 \) and the simulated time period is \([0, 200]\) with \( \delta t = 10 \). In light of the intensive computation for 3D GS RD case, we generate 400 reference HR samples with the Cartesian grid of 48 \( \times \) 48 \( \times \) 48 for \( x \in [0, 100]^3 \) and 20 time steps for \( t \in [0, 20] \) (i.e., \( \delta t = 1 \)). All of the GS RD datasets are obtained via the high-order FD method with periodic BCs.

Furthermore, the HR labeled datasets are downsampled uniformly in the spatiotemporal domains, and blurred simultaneously for spatial resolutions. Herein, we design two ST-SR scenarios with different downsampling ratio \( r(\cdot) \) for evaluation: (1) \( r_t = 4, r_s = 8 \) for 2D RBC and 2D GS dynamics; (2) \( r_t = 2, r_s = 4 \) for 3D GS system. In addition, we set the splitting ratio for training and testing datasets as 70% and 30%.

### 4.1.2. Baselines

Although there are various baseline models for the traditional video ST-SR task, they are not specifically designed for ST-SR of scientific data, which may cause the unfairness in the experimental evaluation. To this end, here we consider the state-of-the-art baseline model MeshfreeFlowNet [57] in the field of scientific ST-SR for the performance comparison. In addition, we consider the classical interpolation approach (i.e., trilinear interpolation for 2D PDEs and quadlinear interpolation for 3D PDE case) as a benchmark method for comparison.
Regarding the MeshfreeFlowNet, we adopt the same network architecture\textsuperscript{1} as in \cite{57}, i.e., a convolutional encoder named the Context Generation Network to map the LR inputs to a latent context grid, followed by a fully connected neural network (FCNN) called Continuous Decoding Network to generate continuous spatiotemporal solutions. The Context Generation Network is implemented with 3D variant of the U-Net \cite{67} with residual blocks. The loss function used for training the MeshfreeFlowNet also follows the form of Eq. (8), i.e., a linear combination of data (or regression) and physics loss. The weighting coefficient \( \beta \) for 2D RBC system is set as 0.05 which is the optimal value reported in \cite{57}, and we select \( \beta = 0.025 \) for 2D GS case after empirical tests with \( \{0.01, 0.025, 0.05, 0.1, 0.5, 1, 5, 10\} \). It should be noted that the physics loss in MeshfreeFlowNet is computed via automatic differentiation since the fully connected Continuous Decoding Network is used for generating the HR solution. The training is conducted on four NVIDIA Tesla V100 GPU cards (32G) due to the limit of our computational resources.

4.1.3. Evaluation metrics

In this paper, we consider using relative full-field \( \ell_2 \) error \( \epsilon \) to measure the discrepancy between the ground truth HR dynamics \( \mathbf{u}^* \) and the reconstructed HR variables \( \hat{\mathbf{u}}^h \). Specifically, it has the formulation of

\[
\epsilon = \sqrt{\frac{\|\mathbf{u}^* - \hat{\mathbf{u}}^h\|_2}{\|\mathbf{u}^*\|_2}} \times 100\%.
\]

Moreover, we also compare our PhySR with two baseline models on other three metrics, including (1) the number of trainable parameters, (2) the training time \( T_{\text{train}} \) and (3) the inference time \( T_{\text{infer}} \). These metrics are employed for evaluating computational and memory efficiency.

4.1.4. Implementation

Specifically, in this paper, we consider periodic BCs for the numerical experiments of 2D and 3D GS RD equations where periodic padding (i.e., circular padding in Pytorch \cite{68}) is adopted in our network both for feature mapping and HR outputs. For the RBC system, the boundary information is unknown but we also apply periodic padding for feature mapping. The similar padding operation appears in another forecasting work of RBC system \cite{40}.

We train our PhySR using the Adam optimizer \cite{69} with 1000 epochs for 2D RBC system and 4000 epochs for both 2D and 3D GS RD cases. The learning rate is set as 0.001 and the weight decay is \( 1 \times 10^{-6} \). The batch size is defined as 16. We use 2 residual blocks with the feature channel of 32 for both 2D and 3D cases. The size of the convolution kernel is set to be 3. Note that the weighting coefficient \( \beta \) in Eq. (8) is set as 0.025 for all three PDE systems after empirical trials of \( \{0.01, 0.025, 0.05, 0.1, 0.5, 1, 5, 10\} \). While training the PhySR models, we normalize the input LR measurements by the mean and standard deviation of the HR ground truth. All of the PhySR models are implemented with PyTorch and trained on a NVIDIA Tesla V100 GPU card (32G) in a standard workstation.

4.2. Comparative study

We compare the ST-SR performance between PhySR and the baselines by using three evaluation metrics as shown in Section 4.1.3 and the reconstructed HR snapshots. The main finding is that our PhySR has much fewer parameters compared with MeshfreeFlowNet but holds the best reconstruction accuracy among all applicable methods. Moreover, PhySR is computationally efficient,

\textsuperscript{1}Except the number of the input and output channels are set to be 2 due to the state variables of \( u \) and \( v \) in our 2D and 3D GS RD datasets.
Table 1: The comparison between PhySR and baseline models. “# Parameters” refers to the number of trainable parameters. $T_{train}$ and $T_{infer}$ denote the training time per epoch and the inference time per time step, respectively. For MeshfreeFlowNet and PhySR, means and standard deviations are presented by performing 10 training times with different random seeds. Besides, “N/A” represents being inapplicable to the specific index, and “-” means failure for being out of memory due to 4D convolution. Note that “M” denotes million and “ms” is millisecond.

| PDEs | Methods               | # Parameters [M] | $T_{train}$ [s] | $T_{infer}$ [ms] | Relative full-field error [%] |
|------|-----------------------|------------------|-----------------|-----------------|-----------------------------|
| 2D RBC | Interpolation         | N/A              | N/A             | 0.095           | 20.78                       |
|       | MeshfreeFlowNet       | 6.95             | 15.86           | 56.10           | 4.39 ± 0.32                 |
|       | PhySR                 | 0.29             | 4.70            | 11.15           | 2.17 ± 0.26                 |
| 2D GS  | Interpolation         | N/A              | N/A             | 0.08            | 31.58                       |
|       | MeshfreeFlowNet       | 4.28             | 27.71           | 56.06           | 18.31 ± 1.87                |
|       | PhySR                 | 0.23             | 6.91            | 9.64            | 3.60 ± 0.27                 |
| 3D GS  | Interpolation         | N/A              | N/A             | 364.91          | 31.42                       |
|       | MeshfreeFlowNet       | –                | –               | –               | –                           |
|       | PhySR                 | 0.68             | 12.13           | 12.68           | 2.77 ± 0.19                 |

which is consistently faster than MeshfreeFlowNet in both training and inference. Regarding the classical interpolation methods (i.e., trilinear and quadlinear), the expansion of dimensions induces a significant increase in inference time, which makes it undesirable for recovering high-dimensional complex systems.

4.2.1. 2D Rayleigh-Bénard convection system

The first case is the 2D RBC system. From Table 1, we can see that both PhySR and MeshfreeFlowNet predict the HR dynamics well and achieve excellent reconstruction accuracy ($\epsilon$ under 5%), while the traditional interpolation method (i.e. trilinear interpolation) presents a non-negligible error ($\epsilon > 20\%$) and exhibits obvious weakness in high-dimensional upsampling. In addition, the slight superiority of PhySR is rooted in the explicit modeling of temporal evolution by introducing the ConvLSTM architecture to PhySR. Nevertheless, MeshfreeFlowNet directly applies 3D convolution operations to realize the temporal upscaling.

Moreover, we compare the snapshots of these ST-SR results to further understand the reconstructed spatiotemporal dynamics. As shown in Figure 6, we observe the consistent results that PhySR presents excellent ST-SR performance and the reconstruction of MeshfreeFlowNet is also very close to the HR ground truth. The interpolation method can generally capture the dynamical behaviors but produces more vague reconstruction compared with the other two methods. It is also noteworthy that MeshfreeFlowNet has a larger number of network parameters, which causes longer training and inference time compared with PhySR. Overall, the comparative study on 2D RBC case validates the effectiveness and efficiency of PhySR.

4.2.2. 2D GS equation

RD dynamics are also tested for measuring the ST-SR performances of PhySR and baseline models in addition to the convection system. The second PDE system, 2D GS RD equation, also holds complex and rich dynamical patterns. The characteristic of 2D GS system lies in the delicate local features, which poses challenges to the network training. As presented in Table 1, it is evident that the relative full-field errors of MeshfreeFlowNet and trilinear interpolation models increase largely. It empirically indicates their limitations to such complicated spatiotemporal systems with various local details. Nevertheless, PhySR still holds the satisfactory ST-SR performance for 2D
Figure 6: The comparison of SR performance for 2D RBC system at representative snapshots, including four physical quantities (i.e., $p, T, u, v$). The corresponding Rayleigh and Prandtl numbers are $1 \times 10^6$ and 1. The spatial domain is $[0, 4] \times [0, 1]$, and the specific snapshot is selected at time $t = 14.4$.

GS RD system though the error $\epsilon$ rises up to $3.60 \pm 0.27\%$ due to the complexity of the dynamical behaviors.

From Figure 7(a), we find that the discrepancy between LR measurement data and HR ground truth is significant, which also implies the difficulty of reconstructing GS RD systems. Correspondingly, PhySR is still capable of portraying general patterns and evolutionary details of 2D GS dynamics, whereas MeshfreeFlowNet and trilinear barely discover the clear patterns. We ascribe the unsatisfactory results of MeshfreeFlowNet to two-folds: (1) error propagation due to lack of explicit temporal modeling; (2) the global learning scheme of FCNN module which tends to fail in capturing delicate local dynamics [43, 45]. The experiment on 2D GS RD equation further validates the superiority of PhySR over baseline models thanks to the specified time marching strategy.

4.2.3. 3D GS equation

Thirdly, we consider a higher dimensional RD system (i.e., 3D GS equation) to evaluate the ST-SR performance of PhySR against two baseline methods. Note that MeshfreeFlowNet requires demanding computational memory for the 3D GS case by using 4D convolutional operations, which exceeds the limit of our server. Therefore, we mark it a failed test for MeshfreeFlowNet. In addition, we observe that the high-dimensional linear interpolation method (i.e., quadlinear) shows much slower inference performance compared with those for 2D cases, and the reconstruction results are still unsatisfactory. However, PhySR showcases outstanding performance regarding all these three challenging requirements: reconstruction accuracy, computational efficiency and scalability. As shown in Figure 7(b), the representative predicted snapshots of PhySR match the corresponding HR ground truth well, which proves its remarkable capability for ST-SR of scientific data even in higher dimensions. We can also see the positive evidences of PhySR in Table 1 that the reconstruction accuracy is appealing ($\epsilon$ under 5%) and the training and inference time increase mildly when extended to the 3D case.

4.3. Ablation Study

To evaluate the effectiveness of each component of our PhySR framework, we perform the ablation study on 2D GS equation under ST-SR scenarios $S_1$ (shown in 4.1.1). Here we mainly investigate the contributions of ConvLSTM for temporal propagation of dynamics, the introduction
of physics loss $L_p$ and the hard-encoding of BCs. These three components are specialized for ST-SR of scientific data, which makes them worthwhile to be further analyzed. Note that the hyperparameters (i.e., $\beta = 0.025$) and the training effort are kept same for all numerical experiments in this part.

4.3.1. Effectiveness of ConvLSTM

Firstly, we examine the importance of ConvLSTM for temporal refinement. We consider two models: (A) the full PhySR with ConvLSTM, and (B) PhySR without ConvLSTM where the corresponding part is substituted by a standard convolution operation with the same channel size. From Figure 8, we observe that the reconstruction snapshot of Model (B) clearly presents much blurrier results than that of Model (A). It indicates the relatively weaker capability of Model (B) in capturing the temporal evolution compared with Model (A) due to the lack of the explicit time marching module (i.e., ConvLSTM). Besides, the comparison of relative full-field errors between Model (A) and (B) in Table 2 further validates that the incorporation of ConvLSTM effectively contributes to temporal refinement and enhances the performance of temporal upsampling.

4.3.2. Effectiveness of physics loss $L_p$

Secondly, to test the effectiveness of introducing physics loss $L_p$, we design two comparative experiments for ST-SR of scientific data. We consider two models: (A) the full PhySR constrained
Figure 8: The comparison of representative snapshots on ablation study. The evaluation is performed on 2D GS RD system. The spatial domain is $[0, 256]^2$.

Table 2: The comparative results of ablation study on 2D GS RD equations. Means and standard deviations are computed via 10 training times with different random seeds.

| Metric                              | Model (A) | Model (B) | Model (C) | Model (D) |
|-------------------------------------|-----------|-----------|-----------|-----------|
| Relative full-field error [%]       | 3.60 ± 0.27 | 4.49 ± 0.36 | 3.71 ± 0.32 | 4.32 ± 0.42 |

by both data loss $L_d$ and physics loss $L_p$, and (C) PhySR only trained with data loss $L_d$. As shown in Figure 8, the reconstruction of Model (C) presents relatively discontinuous contours (marked in black boxes) compared with the prediction snapshot of Model (A). This vague phenomenon is induced by the lack of the constraint of physical laws. Namely, embedding physical principles into the learning framework can facilitate the interpolation/extrapolation ability in ST-SR. In addition, we also show that the full PhySR model outperforms Model (C) in reconstruction accuracy (see Table 2), which further validates the significant of physics loss for ST-SR of scientific data.

### 4.3.3. Effectiveness of hard-encoding of BCs

Thirdly, we evaluate the effectiveness of hard-encoding BCs in the network. There are also two models designed for comparison: (A) the full PhySR with BCs encoded, and (D) PhySR without BCs incorporated. In this part, Model (D) is trained by replacing periodic padding to zero padding in feature mapping and does not consider the known BCs enforced into the output variables. It is apparent that the reconstructed results on the boundaries of Model (D) are not competitive as those of Model (A), especially on the top side (see Figure 8). Moreover, as shown in Table 2, we observe the consistent performances that the ST-SR accuracy of Model (D) is inferior than that of Model (A). The effectiveness of encoding BCs is also experimentally validated. Hence, it is beneficial to incorporate BCs into learning machines when the boundary information is available.

### 5. Discussion

In this section, we discuss the advantages and current limitations of the proposed discrete learning framework for ST-SR, as well as the possible solutions for future research directions. Firstly, there are three main benefits of our physics-informed discrete learning architecture, i.e., excellent reconstruction accuracy, efficiency and scalability. Regarding the ST-SR accuracy, PhySR outperforms baseline models due to the specialized time marching neural module (e.g., ConvLSTM) for learning temporal evolution and the incorporation of physical principles (i.e., governing equations and boundary information). Although there is a concern about the numerical errors caused by FD
approximation of derivatives compared with the automatic differentiation through fully-connected NNs [31, 57], we show that high-order FD kernels can be utilized to mitigate this issue in discrete learning frameworks, as reported in Appendix A. The reconstruction accuracy is improved when a higher-order FD kernel is chosen. In addition, we decompose the ST-SR task into temporal upsampling and spatial reconstruction. This setting helps to make the model scalable to higher-dimensional PDE systems (e.g., 3D GS RD equation) compared with the network directly using 3D/4D convolution. Moreover, in the part of spatial reconstruction, the spatial features are learned in LR latent space. Thus, a small convolutional filter (e.g., filter size of 3) can be applied for feature mapping, which facilitates the efficiency and reduces the computational memory. Although the performance of PhySR is tested on convection and RD systems, it is also applicable to other spatiotemporal systems where the PDE formulation is given.

However, there still remain several issues that are worthy to explore in the future. For example, the present network is rooted in convolution operation and limited to structured grids of computational domains. Leveraging graph neural networks (GNNs) is an alternative to resolve this problem, but it is challenging to determine the derivative terms based on irregular meshes and further assemble the PDE residuals. Secondly, the requirement for time stepping is demanding when dealing with very chaotic or fast-evolving systems because of the nature of discretized methods. We need to define a relatively smaller time interval ($\delta t$) for training compared with continuous learning architectures. Thirdly, the physics-informed learning essentially considers the physical laws as a soft regularizer, which makes the optimization and hyper-parameters tuning intractable. To handle this, encoding the PDE structures into the network can be a promising direction for learning a model that strictly obeys the underlying governing equations [44, 50].

6. Conclusion

In this paper, we propose a novel and efficient physics-informed deep super-resolution framework (PhySR) for spatiotemporal scientific data. The network is comprised of the temporal interpolation, temporal refinement and spatial reconstruction modules, which is inspired by the independence between spatial and temporal derivative terms in a general PDE form. Specifically, we utilize the interpolation to directly increase the frame rate and ConvLSTM layers to correct the errors of temporal upsampling. Furthermore, we adopt residual blocks to extract LR features, sub-pixel layers for spatial upscaling and a global residual connection for stable propagation of spatial information. Besides, the BCs are hard-encoded into our network to facilitate convergence and improve the approximation on boundaries. The performance of our proposed framework has been assessed on three nonlinear PDE systems (i.e., 2D RBC system, 2D GS and 3D GS RD equations) and compared with baseline algorithms. The numerical results show the superiority of our method in reconstruction accuracy, efficiency and scalability. Moreover, the ablation study validates the effectiveness of the incorporation of ConvLSTM and physics principles.
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Appendix A. Selection of FD kernels

FD kernels are used to approximate derivative terms in PDEs, which directly affect the computational efficiency and the reconstruction accuracy. Therefore, it is crucial to choose appropriate FD kernels for discretized-based learning frameworks. For spatiotemporal systems, we need to both consider temporal and spatial derivatives. In specific, second-order central difference is utilized for calculating temporal derivatives, i.e.,

\[ \frac{\partial u}{\partial t} = \frac{u(t - \delta t, \xi, \eta) + u(t + \delta t, \xi, \eta)}{2\delta t} + O((\delta t)^2), \] (A.1)

where \( \{\xi, \eta\} \) represent the spatial locations and \( \delta t \) is time spacing. In the network implementation, it can be organized as a convolutional kernel \( K_t \),

\[ K_t = [-1, 0, 1] \times \frac{1}{2\delta t}. \] (A.2)

However, the derivatives at first and last steps are inaccessible due to the nature of central difference scheme. Herein, we substitute it with forward and backward Euler methods to compute the corresponding time derivatives (at first and last steps).

Likewise, we also apply central difference to calculate the spatial derivatives for internal nodes and use forward/backward difference for boundary nodes. For instance, in this paper, the fourth-order central difference is utilized to approximate the first and second spatial derivatives. The FD kernels for 2D cases with the shape of 5 \( \times \) 5 are given by

\[
K_{s,1} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & -8 & 0 & 8 & -1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix} \times \frac{1}{12(\delta x)}, \quad K_{s,2} = \begin{bmatrix}
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 16 & 0 & 0 \\
-1 & 16 & -60 & 16 & -1 \\
0 & 0 & 16 & 0 & 0 \\
0 & 0 & -1 & 0 & 0
\end{bmatrix} \times \frac{1}{12(\delta x)^2},
\] (A.3)

where \( \delta x \) denotes the grid size of HR variables; \( K_{s,1} \) and \( K_{s,2} \) are FD kernels for the first and second derivatives respectively. In addition, we conduct a parametric study on the selection of FD kernels, including the second-order (3 \( \times \) 3), the fourth-order (5 \( \times \) 5) and the sixth-order (7 \( \times \) 7) central difference strategies. The numerical experiments are based on 2D GS RD system. As shown in Table A.3, the training time rises up and the reconstruction accuracy grows as the FD order increases. Nevertheless, we also notice that the PhySR with 5 \( \times \) 5 FD kernel can already produce competitive results compared with the model using 7 \( \times \) 7 FD kernel. It reflects that the reconstruction performance can be improved very slowly with a higher-order FD scheme (e.g., sixth-order) after the approximation accuracy of derivatives are satisfied. Therefore, we select the 5 \( \times \) 5 FD kernel in this paper for the numerical experiments considering a trade-off between accuracy and efficiency. Generally, for those systems with complex patterns or fast-evolving features (e.g., the chaotic RBC system), it is more suitable to consider high-order FD kernels.
Table A.3: The comparative results on the selection of FD kernels. $T_{\text{train}}$ denotes the training time per epoch. The experiments are conducted on 2D GS RD equations. For each scenario, we train the network 10 times with different random seeds to obtain the corresponding mean and standard deviation.

| FD kernels | $T_{\text{train}}$ [s] | Relative full-field error [%] |
|------------|------------------------|-----------------------------|
| 3 $\times$ 3 | 6.85 | 3.68 ± 0.27 |
| 5 $\times$ 5 | 6.91 | 3.60 ± 0.27 |
| 7 $\times$ 7 | 7.16 | 3.60 ± 0.23 |
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