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Abstract

Coherent vortices are often observed to persist for long times in turbulent 2D flows even at very high Reynolds numbers and are observed in experiments and computer simulations to potentially be asymptotically stable in a weak sense for the 2D Euler equations. We consider the incompressible 2D Euler equations linearized around a radially symmetric, strictly monotone decreasing vorticity distribution. For sufficiently regular data, we prove the inviscid damping of the $\theta$-dependent radial and angular velocity fields with the optimal rates $\|u^r(t)\| \lesssim (t)^{-1}$ and $\|u^\theta(t)\| \lesssim (t)^{-2}$ in the appropriate radially weighted $L^2$ spaces. We moreover prove that the vorticity weakly converges back to radial symmetry as $t \to \infty$, a phenomenon known as vortex axisymmetrization in the physics literature, and characterize the dynamics in higher Sobolev spaces. Furthermore, we prove that the $\theta$-dependent angular Fourier modes in the vorticity are ejected from the origin as $t \to \infty$, resulting in faster inviscid damping rates than those possible with passive scalar evolution. This non-local effect is called vorticity depletion. Our work appears to be the first to find vorticity depletion relevant for the dynamics of vortices.
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1 Introduction and statements of results

In polar coordinates \((r, \theta) \in [0, \infty) \times \mathbb{T}\), the two-dimensional Euler equations in vorticity formulation read

\[
\partial_t \tilde{\omega} + \tilde{u}^r \partial_r \tilde{\omega} + \frac{\tilde{u}^\theta}{r} \partial_\theta \tilde{\omega} = 0,
\]

where the velocity vector \(\tilde{\mathbf{u}} = (\tilde{u}^r, \tilde{u}^\theta)\) is recovered from the vorticity \(\tilde{\omega}\) by means of the streamfunction \(\tilde{\psi}\), via the relations

\[
\tilde{\omega} = -\frac{1}{r} \partial_\theta \tilde{u}^r + \frac{1}{r} \partial_r (r \tilde{u}^\theta), \\
\tilde{\mathbf{u}} = \left( \frac{1}{r} \partial_\theta \tilde{\psi}, -\partial_r \tilde{\psi} \right), \quad - \left( \partial_{rr} + \frac{1}{r} \partial_r + \frac{1}{r^2} \partial_\theta \theta \right) \tilde{\psi} = \tilde{\omega}.
\]

Any radially symmetric configuration \(\Omega = \Omega(r)\) is a stationary solution of (1.1) and the above relations simplify to

\[
\tilde{\omega} = 0, \\
\tilde{\mathbf{u}} = -\partial_r \tilde{\psi}, \quad - \left( \partial_{rr} + \frac{1}{r} \partial_r \right) \tilde{\psi} = \Omega.
\]

In what follows, we denote

\[
u(r) = \frac{U(r)}{r} = -\frac{\partial_r \tilde{\psi}(r)}{r}, \quad \beta(r) = -\frac{\partial_r \Omega(r)}{r}.
\]

Writing \(\omega(t, r, \theta) = \omega(t, r, \theta) + \Omega(r)\) and dropping terms quadratic in \(\omega\) gives the linearized 2D Euler equations which are the main object of study in this paper:

\[
\partial_t \omega + u(r) \partial_\theta \omega - \beta(r) \partial_\theta \psi = 0,
\]

\[
- \left( \partial_{rr} + \frac{1}{r} \partial_r + \frac{1}{r^2} \partial_\theta \theta \right) \psi = \omega,
\]

\[
\omega(0, r, \theta) = \omega^{in}(r, \theta).
\]

By expanding the solution \(\omega\) to (1.4) as a Fourier series in the angular \(\theta\) variable, namely

\[
\omega(t, r, \theta) = \sum_{k \in \mathbb{Z}} \omega_k(t, r) e^{ik\theta}, \quad \psi(t, r, \theta) = \sum_{k \in \mathbb{Z}} \psi_k(t, r) e^{ik\theta},
\]

we perform a \(k\)-by-\(k\) analysis of the linearized equations, since for any integer \(k\) we have that

\[
\partial_t \omega_k + iku(r) \omega_k - ik \beta(r) \psi_k = 0,
\]

\[
- \Delta_k \psi_k := - \left( \partial_{rr} + \frac{1}{r} \partial_r - \frac{k^2}{r^2} \right) \psi_k = \omega_k.
\]

Note that \(\omega_0(t, r) = \omega_0(t, \theta)\) (i.e., the \(\theta\)-average of the solution), and therefore we restrict to \(k \neq 0\) without loss of generality. Similarly, by reality we only consider \(k \geq 1\) without loss of generality.

1.1 Background

The stability of vortices is one of the most fundamental problems in the theory of hydrodynamic stability and has been considered by many authors, starting with Kelvin [62] and Orr [54] and continuing to present day in both mathematics and physics (see e.g. [2, 18, 33, 34, 36, 40, 43, 49, 57] and the references therein). Nonlinear stability results in weighted \(L^2\) spaces (of the vorticity) are available using energy-Casimir methods [29], however, these results do not provide a clear description of the long-time dynamics. Experimental observations, computer simulations, and formal asymptotics (see e.g. [2, 3, 36, 57] and the references therein) suggest that a vortex subjected to a sufficiently small disturbance might return to radial symmetry as \(t \to \infty\) in a weak sense. Specifically, it is observed that the vorticity in the angle-dependent modes is stirred up around the vortex into a spiral pattern (sometimes called ‘filamentation’) and eventually the angle-dependent modes weakly converge to zero as \(t \to \infty\). This weak convergence is called vortex axisymmetrization and is thought to be relevant to understanding coherent vortices in 2D turbulence [17], atmospheric dynamics [51, 58], and various settings in plasma physics [22, 57, 71]. Our paper appears to be the first mathematically
rigorous confirmation of this behavior for vortices in the linearized 2D Euler equations and the first paper to obtain an accurate prediction of the decay rates for general initial data.

When studying the stability of the planar Couette flow, Orr [54] identified another effect associated with vorticity mixing: the strong convergence (in $L^2$) of the velocity field to equilibrium as $t \to \infty$. This effect is now often called inviscid damping. Further studies of the 2D Euler equations linearized around planar shear flows were made by Case [20], Dikii [27], and Stepin [60]. More recently, the linearized problem was revisited in [45] and optimal rates were deduced by Zillinger in [73, 74] for shear flows close to Couette flow and later by Wei, Zhang, and Zhao in [66] for more general strictly monotone shear flows in a channel. See also [24, 75] for inviscid damping of Taylor-Couette in an annulus and [69] for inviscid damping in stratified shear flows. The recent works of Wei, Zhang, and Zhao [67, 68] deduce optimal inviscid damping rates for the same shear flows with non-degenerate critical points. This latter works also confirmed the predictions of Bouchet and Morita [16] that the linearized 2D Euler equations can have a faster inviscid damping rate than if the vorticity were evolving under passive scalar dynamics. We prove a similar effect here as well; see the discussion following Theorem 1.1 for more details. Finally, see [44] for an approach to the problem which is well-suited to treating general problems but obtains less precise decay estimates.

Inviscid damping is closely related to Landau damping in the Vlasov equations, which arises in the kinetic theory of plasmas and galactic dynamics. Landau damping involves the rapid decay of the self-generated electric field in a plasma in the absence of any dissipative mechanisms and was first predicted by Landau in the Vlasov equations linearized around a homogeneous Maxwellian [41]. The predictions matched with experiments [47] and many works on the linearized Vlasov equations followed (see [25, 35, 55, 63] and the references therein). In Vlasov, the decay is caused by the mixing of particles traveling at different velocities whereas in 2D Euler it is caused by the mixing of vorticity. Due to the special structure of the Vlasov equations, inviscid damping for the linearized 2D Euler equations (with the exception of the Couette flow [39, 54]) is significantly harder than the linearized theory of Landau damping near homogeneous equilibria (and in general the rates are much faster – on $\mathbb{T}^n \times \mathbb{R}^n$ the decay can be exponential).

All of the above mentioned works on inviscid and Landau damping only apply to the linearized Euler or Vlasov equations (respectively). The work of [19] first demonstrated the existence of (analytic) Landau damping solutions to the nonlinear Vlasov equations (see also [37]). Later, Mouhot and Villani [52] demonstrated that on $\mathbb{T}^n \times \mathbb{R}^n$, all perturbations small enough in a sufficiently regular Gevrey class give rise to nonlinear dynamics that matches the linearized dynamics (and in particular, rapid Landau damping). This work was followed subsequently by a variety of others on Landau damping in nonlinear Vlasov and related models (see e.g. [9, 15, 31, 32, 70] and the references therein). In [14], it was shown that Orr’s inviscid damping predictions for Couette flow hold also for the nonlinear 2D Euler equations in $\mathbb{T} \times \mathbb{R}$, provided the perturbation is small in a sufficiently regular Gevrey class. At sufficiently low regularities, it was proved in [45, 46] that linearized and nonlinear dynamics do not necessarily agree (for both 2D Euler and Vlasov). High regularity does not play a special role in the linear theory, however, it was shown in [5] that on $\mathbb{T} \times \mathbb{R}$ one cannot (in general) extend the linearized theory of Landau damping to the nonlinear Vlasov equations in any Sobolev space (however, see [9]). This is due to the plasma echoes, a nonlinear oscillation observed in experiments in [48]. The work of [5] showed the existence of solutions to Vlasov with arbitrarily many, arbitrarily small, plasma echoes. Similar nonlinear echoes are observed in experiments on vortices in the 2D Euler equations [71, 72] (see also the analyses of [64, 65]). Hence, we expect the linear and nonlinear regularity requirements to be drastically different. For this reason, it is important to study the linearized Euler equations in as high regularity as possible (preferably Gevrey class), and determine if such high regularity can be propagated in a suitable sense (see Remark 1.4 below). If the answer is ‘no’, then it might be possible to introduce nonlinear instabilities even for Gevrey or analytic data in the nonlinear equations.

Mixing involves a transfer of vorticity from large to small scales. When there is diffusion present, it has been shown that this can enhance the dissipative time-scale. For example, Kelvin showed in [39] that $x$-dependent modes of the linearized Couette flow in $\mathbb{T} \times \mathbb{R}$ decay on a time-scale like $O(\nu^{-1/3})$ as opposed to the natural heat equation time-scale of $O(\nu^{-1})$ (denoting $\nu$ to be the inverse Reynolds number). This effect has been called the ‘shear-diffuse mechanism’, ‘relaxation enhancement’, or ‘enhanced dissipation’ and has been studied many times in linear and some nonlinear settings in both mathematics [4, 6–8, 10–13, 23, 26, 33, 38, 43, 67] and physics [1, 30, 42, 56]. Thus far, it has also proved challenging to obtain enhanced dissipation estimates on the linearized Navier-Stokes. Ideally, the goal is to obtain both simultaneously on Navier-Stokes; it seems the best result in this direction for non-trivial shear flows is [67]. See [26, 33, 43] and the references therein for the most recent results on the 2D Navier-Stokes equations linearized around the Oseen vortex.
1.2 Statement of main results

Throughout the article, we assume the following conditions on the background vortex:

(V1) \( 0 \leq \Omega(r) \lesssim \langle r \rangle^{-6} \);
(V2) \(|(r \partial_r)^j \Omega(r)| \lesssim_j \langle r \rangle^{-6} \) for all \( j \geq 0 \);
(V3) \( \partial_t \Omega(r) < 0, \forall r > 0 \).

We additionally take the following orthogonality condition on the initial condition of (1.4):

\[ \int_0^\infty \omega_{i,1}^n(r)r^2dr = 0, \]  

which removes the neutral modes that arise due to the translation invariance (see Lemma 1.7). Recall that for smooth functions \( \omega \), the asymptotic expansion of \( \omega_k(r) \) at the origin is necessarily in the form (see e.g. [3])

\[ \omega_k(r) \sim r^k \left( a_0 + a_1 r^2 + a_2 r^4 + \cdots \right) \text{ as } r \to 0. \]  

Let \( \chi \) be a smooth cut-off which is 1 for \( r < 1/2 \) and 0 for \( r > 3/4 \) and denote

\[ \omega_{k,0}^n = \lim_{r \to 0} \frac{\omega_k^n(r)}{r^k}, \quad F_k(r) = \omega_{k}^n(r)\sqrt{r} - \frac{\beta(r)}{\beta(0)} \chi(r)r^{k+1/2} \omega_{k,0}^n, \]  

By (1.8), for smooth \( \omega_{k}^n \), we have \( F_k(r) \sim r^{k+1/2} \) as \( r \to 0 \) and thus we may use a stronger weight for \( F_k \) at the origin than for \( \omega_{k}^n \). To state our main result, for \( \delta > 0 \) we define smooth weights \( w_{\psi,\delta}, w_{f,\delta}, w_{F,\delta} \) and corresponding \( L^2 \)-norms which satisfy the following asymptotics:

\[ w_{\psi,\delta}(r) \approx \min \left\{ r^{k+1/2-\delta}, r^{-k+1/2+\delta} \right\}, \quad \| g \|_{L^2_{\psi,\delta}} := \left( \int_0^\infty \frac{|g(r)|^2}{w_{\psi,\delta}^2(r)dr} \right)^{1/2}, \]  

\[ w_{f,\delta}(r) \approx \min \left\{ r^{k+1/2-\delta}, r^{-k+1/2+6+\delta} \right\}, \quad \| g \|_{L^2_{f,\delta}} := \left( \int_0^\infty \frac{|g(r)|^2}{w_{f,\delta}^2(r)dr} \right)^{1/2}, \]  

\[ w_{F,\delta}(r) \approx \min \left\{ r^{k+1+2-\delta}, r^{-k+1-6+\delta} \right\}, \quad \| g \|_{L^2_{F,\delta}} := \left( \int_0^\infty \frac{|g(r)|^2}{w_{F,\delta}^2(r)dr} \right)^{1/2}. \]  

We assume that \( (r \partial_r)^j w_{\psi,\delta} \) satisfies the same upper bounds as \( w_{F,\delta} \) (up to a \( j \)-dependent constant). Noting that (V3) ensures \( \beta > 0 \), we also make use of the \( L^2 \)-space normed by

\[ \| g \|_{L^2_\beta} := \left( \int_0^\infty \frac{|g(r)|^2}{\beta(r)dr}rdr \right)^{1/2}, \]  

which is the natural energy space for the equations (see Lemma 2.2). The main result of the paper is as follows.

**Theorem 1.1.** Let \( k \neq 0 \), and assume (V1)-(V3). For all \( 1 \gg \delta \gg \eta_0 > 0 \) and any smooth \( \omega_{k}^n \in L^2_{\beta} \cap L^2_{f,\delta} \) satisfying the orthogonality condition (1.7), the solution \( \omega, \psi \) to (1.4) obeys the following inviscid damping estimates

\[ \| \psi_k(t) \|_{L^2_{\psi,\delta}} \lesssim \delta, \eta_0 \frac{1}{(kt)^2} \left( k^{5+\eta_0} \| \omega_{k,0}^n \| + \sum_{j=0}^2 k^{6-2j+\eta_0} \| (r \partial_r)^j F_k \|_{L^2_{F,\delta/4}} \right), \]  

\[ \langle kt \rangle \| r \psi_k(t) \|_{L^2_{\psi,\delta}} + \| r \psi_k(t) \|_{L^2_{\psi,\delta}} \lesssim \delta, \eta_0 \frac{1}{(kt)^4} \left( k^{5+\eta_0} \| \omega_{k,0}^n \| + \sum_{j=0}^2 k^{6-2j+\eta_0} \| (r \partial_r)^j F_k \|_{L^2_{F,\delta/4}} \right). \]  

Furthermore, there exist \( f_{k,1}(t, r) \) and \( f_{k,2}(t, r) \) such that

\[ \omega_k(t, r) = e^{-ikt\psi(t)} f_{k,1}(t, r) + e^{-ikt\psi(t)} f_{k,2}(t, r), \]  

(1.12)
and the following vorticity depletion estimates hold

\[
\|\sqrt{r}(r\partial_r)^n f_{k:1}(t)\|_{L_{F,\delta}^2} \lesssim \delta, n, \eta_0 \left( k^{2n+1+\eta_0} |\omega_k^n(t)| + \sum_{j=0}^n k^{2(n-j)+\eta_0} \| (r\partial_r)^j F_k \|_{L_{F,\delta/4}^2} \right),
\]

(1.13a)

\[
\| (r\partial_r)^n f_{k:2}(t)\|_{L_{F,\delta}^2} \lesssim \delta, n, \eta_0 \left( \frac{1}{k!} k^{2n+4+\eta_0} |\omega_k^n(t)| + \sum_{j=0}^n k^{2(n-j)+3+\eta_0} \| (r\partial_r)^j F_k \|_{L_{F,\delta/4}^2} \right),
\]

(1.13b)

for all \(0 \leq n \leq \max(2, k)\) in (1.13a) and for all \(0 \leq n \leq \max(1, k-1)\) in (1.13b).

**Remark 1.2.** By density we can extend the results to cover any \(\omega_k^n \in L^2\) (satisfying (1.7)) for which the norms appearing on the right-hand sides above are finite.

**Remark 1.3.** The \(L^2\) norms we are using in Theorem 1.1, namely (1.10), are natural in light of (1.8) and are well-suited for studying vorticity depletion. However, these norms are quite strong at the origin (and infinity). Note that \(\|\Delta_k^{-1/2} f_{k,\delta}\|_{L_{F,\delta}^2} \approx k^{-1}\) (as opposed to \(k^{-2}\) as one might expect), which explains why some of the powers of \(k\) in Theorem 1.1 are slightly higher than might be at first expected. Similarly, note that \(F_k\) contains information about the second term in the expansion (1.8).

**Remark 1.4.** The correct analogue of propagation of regularity for mixing problems is the regularity of: \(e^{iktu(r)}\omega_k(t, r)\), the object which measures the difference between the passive scalar and full linearized (or nonlinear) dynamics. Regularity of this object is often studied in dispersive equations and it is sometimes called the ‘profile’: see e.g. [14] for more discussions (note that regularity of this type was called ‘gliding regularity’ in [52]). Understanding regularity of the profile plays a major role in all of the works involving nonlinear inviscid/Landau damping [5–8, 10, 14, 15, 19, 52] including those which obtain results in Sobolev spaces [9, 31]. Theorem 1.1 deduces higher regularity of the vorticity profile than is necessary to prove the (1.11), at least for \(k \geq 3\). However, as regularity plays a crucial role in the nonlinear theory, it seems appropriate to study it as carefully as possible in the linear problem. This goal has motivated many of the primary aspects of our approach.

**Remark 1.5.** Because in this work we were only concerned with obtaining finite Sobolev regularity of the vorticity profile, we have not carefully quantified how the constants in (1.13) depend on \(n\). This is sufficient for any fixed Sobolev space of interest, but e.g. for the end-point cases such as \(n = k-1\) and \(n = k\), we have not quantified the rate at which the constants grow in \(n\) as \(n = k \to \infty\), an issue which becomes important at infinite regularity.

A direct consequence of (1.13) is the following weak convergence result which shows that the solution weakly converges back to a radially symmetric vortex.

**Corollary 1.6** (Vortex axisymmetrization). For all \(k \neq 0\), \(\omega_k(t, r) \rightharpoonup 0\) in \(L^2\) as \(t \to \pm \infty\).

Another direct corollary of Theorem 1.1 shows that the vorticity behaves as a passive scalar evolution in the limit \(t \to \pm \infty\) (the analogue of ‘scattering’ in dispersive equations):

**Corollary 1.7** (Scattering to passive scalar evolution). There exists \(\omega_k, \pm \infty \in L_{F,\delta}^2\) such that

\[
\lim_{t \to \pm \infty} \| e^{iktu} \omega_k(t) - \omega_k, \pm \infty \|_{L_{F,\delta}^2} = 0.
\]

**Remark 1.8.** If we additionally proved that \((r\partial_r)^j f_{k,1}(t)\) converged as \(t \to \pm \infty\) in \(L_{F,\delta}^2\), then of course scattering in stronger spaces would follow immediately. This seems likely with some mild technical refinements of our method, but we did not pursue this direction.

**Remark 1.9.** Vortices with a Gaussian distribution of vorticity constitute an important class that satisfies our assumptions (V1)–(V3). Specifically, we can consider vortices with

\[
\Omega_{\lambda, L}(r) = \frac{\lambda}{4\pi L^2} \exp \left( -\frac{r^2}{4L^2} \right), \quad \Psi_{\lambda, L}(r) = -\frac{\lambda}{2\pi} \int_0^r \frac{1}{r} \left[ 1 - \exp \left( -\frac{r^2}{4L^2} \right) \right] dr
\]

having length scale \(L > 0\) and total circulation \(\lambda > 0\). In view of the notation introduced in (1.3), we can compute

\[
u_{\lambda, L}(r) = \frac{\lambda}{2\pi r^2} \left[ 1 - \exp \left( -\frac{r^2}{4L^2} \right) \right], \quad \beta_{\lambda, L}(r) = \frac{\lambda}{8\pi L^4} \exp \left( -\frac{r^2}{4L^2} \right).
\]

(1.14)
Remark 1.10. The restriction $j \leq \max(k, 2)$ and the loss of $k^2$ per $r \partial_r$ derivative (as opposed to $k$) are due to difficulties specific to the vortex case. We expect that our methods can easily be adapted to get boundedness of $e^{ikt\nu r} \omega_k(y)$ in $H^s$ for all $s \geq 0$ for strictly monotone shear flows on $\mathbb{T} \times \mathbb{R}$. Our methods may also be able to shed further light on higher derivatives of $e^{ikt\nu r} \omega_k(y)$ in the case of a channel $\mathbb{T} \times [-1, 1]$ (see [66, 73]).

Remark 1.11. The strict monotonicity (V3) plays a crucial role. See e.g. the studies [2, 36, 53, 59] showing various kinds of pathologies in non-strictly monotone vortices, including embedded neutral modes (as occur e.g. in Rankine vortices) and non-normal algebraic instabilities. See also the recent nonlinear counter examples to inviscid damping around a vortex constructed in [21] without monotonicity.

The angular velocity of the background vortex $u(r)$ satisfies $u'(0) = 0$, which indicates that the mixing is weak at the vortex core. For well-localized data supported near the origin, one can show that the passive scalar evolution (e.g. $\omega_k(t, r) = e^{-ikt\nu r} \omega_k^{(n)}(r)$) generally cannot give rise to inviscid damping faster than $\|u^r(t)\| \lesssim (t)^{-1/2}$ and $\|u^t(t)\| \lesssim (t)^{-1}$ (see the proof of Lemma 2.14 below for more details). Hence, the non-local term in (1.6a) improves the inviscid damping rate in (1.11). A related effect was conjectured for shear flows with non-degenerate critical points (e.g. points such that $u'(y_c) = 0$ but $u''(y_c) \neq 0$) by Bouchet and Morita [16]. Bouchet and Morita predict that the vorticity will be ejected from the critical point, allowing the break-down of the mixing there to have less effect than naively predicted. Specifically, Bouchet and Morita predict that the vorticity should behave as

$$\omega_k(t, y) = e^{-ikt\nu r} \omega_{k, \infty}(y) + O(t^{-\gamma})$$

for some $\gamma > 0$ such that $\omega_{k, \infty}(y_c) = 0$. (1.15)

In [67, 68], the authors prove that indeed the inviscid damping for such shear flows can be faster than passive scalar. The authors directly study the evolution of the streamfunction via methods somewhat different from our approach (though a number of common themes exist); our methods and theirs each have their own advantages and disadvantages. Specifically, our methods obtain more precise information about the vorticity directly, and thus the inviscid damping rate in (1.11). A related effect was conjectured for shear flows with non-degenerate critical points (e.g. points such that $u'(y_c) = 0$ but $u''(y_c) \neq 0$) by Bouchet and Morita [16]. Bouchet and Morita predict that the vorticity will be ejected from the critical point, allowing the break-down of the mixing there to have less effect than naively predicted. Specifically, Bouchet and Morita predict that the vorticity should behave as

$$\omega_k(t, r) = e^{-ikt\nu r} f_{k, 1}(t, r) + O \left( \frac{r^k}{t} \right)$$

as $r \to 0$,

$$f_{k, 1}(t, r) = O(r^{k+2})$$

as $r \to 0$.

Although a hint of the vorticity depletion effect can be seen in the numerics and formal asymptotics of [3], our work appears to be the first to precisely connect this depletion effect to vortex dynamics.

In what follows, we denote $\langle r \rangle = \sqrt{1 + r^2}$. We use the notation $f \lesssim g$ if there exists a constant $C > 0$ such that $f \leq Cg$ (and analogously $f \gtrsim g$) and $f \approx g$ if $f \lesssim g$ and $f \gtrsim g$. We use the notation $f \lesssim_{a,b,...} g$ to emphasize that the constant $C$ depends on $a, b, ...$. The implicit constants will never depend on the quantities $c, k, r, \varepsilon$, or $w_k^{(n)}$ or similar variables except where otherwise noted (see below for the appearance of these quantities). Finally, we let $\chi$ be a smooth, non-negative function which satisfies $\chi(r) = 1$ for $|r| < 1/2$ and $0$ for $|r| > 3/4$.

2 Preliminaries and outline of the proof

2.1 Skew-symmetric structure, neutral modes, and contour integral representation

The following lemma is a basic consequence of the Biot-Savart law for radially symmetric functions (recall $u(r) = (2\pi)^{-1} r^{-2} \int_0^r \Omega(s) s ds$).

Lemma 2.1 (Basic properties of the vortex). Every $\Omega(r)$ satisfying conditions (V1)-(V3) satisfies the following:

- $\beta(r) > 0$ for all $r \geq 0$, $u'(r) < 0$ for all $r \in (0, \infty)$, $u(r) > 0$ for all $r \geq 0$, and $u'(0) = 0$;
- $| (r \partial_r)^j \beta(r) | \lesssim_j \langle r \rangle^{-8}$ for all $j \geq 0$;
- $| (r \partial_r)^j u(r) | \lesssim_j \langle r \rangle^{-2}$ for all $j \geq 0$;
- for $r \leq 1$ there holds $u'(r) \approx -r$ and for $r \geq 1$ there holds $u'(r) \approx -r^{-3}$;
- there holds the identity

$$\beta(r) + u''(r) + \frac{3 u'(r)}{r} = 0, \quad \forall r \in (0, \infty).$$

(2.1)
We rewrite (1.6a) in terms of the vorticity alone as
\[
\partial_t \omega_k + ikL_k \omega_k = 0, \quad L_k := u(r) + \beta(r) \Delta_k^{-1}.
\]
(2.2)

A key observation is the following, which is a straightforward calculation via Schur’s lemma.

**Lemma 2.2.** The operator \( L_k : L^2_\beta \rightarrow L^2_\beta \) is bounded and self-adjoint with respect to the inner product

\[
\langle g_1, g_2 \rangle_\beta := \int_0^\infty g_1(r) \overline{g_2(r)} \frac{r}{\beta(r)} dr.
\]

It follows that the \( L^2_\beta \) norm is a conserved quantity:

\[
\int_0^\infty \frac{|\omega_k(t, r)|^2}{\beta(r)} r dr = \int_0^\infty \frac{|\omega^i_k(r)|^2}{\beta(r)} r dr, \quad \forall t \in \mathbb{R}.
\]

(2.3)

**Remark 2.3.** This conserved quantity is the quadratic variation of the Casimir used in the energy-Casimir method of nonlinear stability [29].

The next lemma regards the neutral modes that arises due to translation invariance.

**Lemma 2.4 (Neutral modes and orthogonality condition (1.7)).** When \( k = \pm 1 \), we have the conservation law:

\[
\frac{d}{dt} \int_0^\infty \omega_{\pm 1}(t, r) r^2 dr = 0.
\]

(2.4)

Moreover, in view of (2.1), it is easy to check that

\[
\psi_S(r) = ru(r), \quad \omega_S(r) = r\beta(r)
\]

(2.5)

is a steady state for (1.6a) with \( k = \pm 1 \) (this is also pointed out in e.g. [3]). In particular, \( \omega_S(r) = r\beta(r) \) is a neutral eigenmode for \( L_{\pm 1} \).

**Proof of Lemma 2.4.** Indeed, dropping the time dependence and the indices \( k = \pm 1 \), a straightforward calculation (note that the boundary terms vanish due to \( L^2_\beta \) conservation) shows that

\[
\int_0^\infty \int_0^\infty \left[ u(r) \omega(r) - \beta(r) \psi(r) \right] r^2 dr = - \int_0^\infty \left[ r^2 u(r) \partial_r \psi(r) + ru(r) \partial_r \psi(r) - u(r) \psi(r) + r^2 \beta(r) \psi(r) \right] dr
\]

\[
= - \int_0^\infty \left[ r^2 u''(r) \psi(r) + 3ru'(r) \psi(r) + r^2 \beta(r) \psi(r) \right] dr = 0,
\]

where we made use of (2.1) in the last equality. Hence, from (1.6a) we infer (2.4). That (2.5) is a steady state is also simple consequence of (2.1). \( \square \)

As a result of the self-adjointness of \( L_k \), (1.6a) falls under essentially the same framework as Schrödinger operators. Hence, for all \( \omega^i_k \in L^2_\beta \), the solution to (2.2) can be represented via the formula (see [61, Proposition 1.9])

\[
\omega_k(t, r) = e^{-ikL_k t} \omega^i_k(r) = \lim_{\varepsilon \to 0^+} \frac{1}{2\pi i} \int_\mathbb{R} e^{-ikct} \left[ (c - i\varepsilon - L_k)^{-1} - (c + i\varepsilon - L_k)^{-1} \right] \omega^i_k(r) dc.
\]

(2.6)

Using (2.2), the function

\[
\Delta_k \Phi_k = (z - L_k)^{-1} \omega^i_k(r) \quad r \in [0, \infty), \quad z \in \mathbb{C}
\]

satisfies the so-called inhomogeneous Rayleigh equation (explicitly writing out \( \Delta_k \)):

\[
\left( \partial_{rr} + \frac{1}{r} \partial_r - \frac{k^2}{r^2} \right) \Phi_k + \frac{\beta(r)}{u(r)} \Phi_k + \frac{\omega^i_k(r)}{u(r) - z} = 0.
\]

(2.7)
Note that for \( z = c \pm i\varepsilon \) with \( \varepsilon > 0 \) (2.7) is a smooth perturbation of \( \Delta_k \) and hence we will not have qualitative smoothness or local-integrability problems for \( \varepsilon > 0 \). Such difficulties arise only in the limit \( \varepsilon \to 0 \). By replacing \( \Phi_k \) with

\[
\Phi_k = \sqrt{r}\Phi_k
\]

we obtain

\[
\text{RAY}_z\Phi_k(r, z) = \frac{\omega^{jn}_k(r)\sqrt{r}}{u(r) - z}; \quad \text{RAY}_z := \partial_{rr} + \frac{1/4 - k^2}{r^2} + \frac{\beta(r)}{u(r) - z},
\]

supplemented with the boundary conditions that \( \Phi_k \) vanishes as \( r \to 0 \) and \( \infty \) (asymptotic analysis shows that \( \Phi_k(r, z) \sim r^{k+1/2} \) as \( r \to 0 \) and \( \Phi_k(r, z) \sim r^{1/2-k} \) as \( r \to \infty \) provided that \( z \neq u(0) \)). In what follows, normally we will set \( z = c \pm i\varepsilon \) and suppress the \( c, \varepsilon \) dependence to write

\[
\text{RAY}_\pm := \partial_{rr} + \frac{1/4 - k^2}{r^2} + \frac{\beta(r)}{u(r) - c \mp i\varepsilon}.
\]

Finally, from (2.6) we deduce that

\[
\omega_k(t, r) = \lim_{\varepsilon \to 0^+} \frac{1}{2\pi i} \int_R e^{ikct} \left[ \frac{\omega_i^{jn}_k(r)}{u(r) - c + i\varepsilon} - \frac{\omega_i^{jn}_k(r) - \beta(r)\Phi_k(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} \right] dc
\]

\[
= e^{-iku(r)t}\omega_i^{jn}(r) + \frac{\beta(r)}{2\pi i \varepsilon} \lim_{\varepsilon \to 0^+} \int_R e^{-ikt} \left[ \frac{\Phi_k(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} - \frac{\Phi_k(r, c - i\varepsilon)}{u(r) - c + i\varepsilon} \right] dc.
\]

### 2.2 Outline of the proof for \( k = 1 \)

In this case, the proof of Theorem 1.1 is based on the explicit formulas

\[
f_{1:1}(r) = \omega_i^{jn}(r) + \frac{\beta(r)}{ru'(r)}\int_0^r \omega_i^{jn}(\rho)^2 d\rho; \quad f_{1:2}(r,t) = r\beta(r) \int_t^\infty e^{i(u(r)-u(\rho))t} f_{1:1}(\rho) \frac{d\rho}{\rho u'(|\rho|)},
\]

which can be obtained thanks to the explicit solution of the homogeneous Rayleigh problem for \( k = 1 \):

\[
\phi(r, z) = r^{3/2}(u - z);
\]

(c.f. (2.5) and see Section 3.1). The vorticity depletion effect is encoded in the property that

\[
f_{1:1}(r) = O(r^3) \quad \text{as} \quad r \to 0
\]

instead of just an \( O(r) \) behavior, while

\[
f_{1:2}(r,t) = O\left(\frac{r}{t}\right) \quad \text{as} \quad r \to 0,
\]

which vanishes slower at the origin, but decays in time. The rigorous arguments needed to complete the proof of Theorem 1.1 for \( k = 1 \) are carried out in Section 3.2.

### 2.3 Outline of the proof for \( k \geq 2 \)

The case when \( k \geq 2 \) presents fundamental differences compared to the case when \( k = 1 \). To simplify notation, we omit the dependence on \( k \) of the functions involved except when it is relevant.

#### 2.3.1 Depletion trick and contour integral decomposition

The first step of the proof is to isolate the asymptotic expansion at the origin from the rest of the profile. For this, we will apply the following trick, in which we remove a harmonic function (with a smooth cutoff) from \( \Phi \). Besides the function \( F \) in (1.9), we define

\[
Y(r, z) := \Phi(r, z) - \frac{\chi(r)u^{k+1/2}}{\beta(0)}\omega_i^{j0},
\]
\[ F_\varepsilon(r) := -\frac{1}{\beta(0)} \left( (2k + 1)\chi'(r)r^{k-1/2} + \chi''(r)r^{k+1/2} \right) u_{k,0}^\varepsilon, \quad (2.12) \]

where we recall that \( \chi \) is a smooth, non-negative function which satisfies \( \chi(r) = 1 \) for \( |r| < 1/2 \) and 0 for \( |r| > 3/4 \).

From (2.8), we deduce that

\[ \text{RAY}_\varepsilon Y = \frac{F(r)}{u(r) - z} + F_\varepsilon(r). \quad (2.13) \]

Going back to (2.11), we have from (2.9) that the profile

\[ f(t, r) = e^{iku(t)c(t)} \omega(t, r), \]

satisfies

\[ f(t, r) = \frac{F(r)}{\sqrt{r}} + \frac{\beta(r)}{2\pi i \sqrt{r}} \lim_{\varepsilon \to 0^+} \int_0^{u(0) + 1} e^{ik(u(r) - c)t} \left[ \frac{Y(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} - \frac{Y(r, c - i\varepsilon)}{u(r) - c + i\varepsilon} \right] \chi_\varepsilon(c) dc. \quad (2.14) \]

Next, we sub-divide the integrals in (2.14) in several natural pieces. First, we isolate the contributions near and far from the spectrum (2.14) via the smooth cut-off function

\[ \chi_\varepsilon(c) = \begin{cases} 1 & -R_\varepsilon/2 \leq c \leq u(0) + 1/2 \\ 0 & c < -R_\varepsilon \\ 0 & c > u(0) + 3/4, \end{cases} \quad (2.15) \]

where \( R_\varepsilon > 0 \) will be fixed later (depending on \( \varepsilon \)), so that

\[ f(t, r) = \frac{F(r)}{\sqrt{r}} + \frac{\beta(r)}{2\pi i \sqrt{r}} \lim_{\varepsilon \to 0^+} \int_{-R_\varepsilon}^{u(0) + 1} e^{ik(u(r) - c)t} \left[ \frac{Y(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} - \frac{Y(r, c - i\varepsilon)}{u(r) - c + i\varepsilon} \right] \chi_\varepsilon(c) dc \]

\[ + \frac{\beta(r)}{2\pi i \sqrt{r}} \lim_{\varepsilon \to 0^+} \int_0^{-R_\varepsilon} e^{ik(u(r) - c)t} \left[ \frac{Y(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} - \frac{Y(r, c - i\varepsilon)}{u(r) - c + i\varepsilon} \right] (1 - \chi_\varepsilon(c)) dc. \quad (2.16) \]

Further, define

\[ r_c := u^{-1}(c), \quad c \in (0, u(0)]. \quad (2.17) \]

The region \( r \sim r_c \) is known in the classical fluid mechanics literature as the critical layer [28]. Near the points \( c = 0 \) and \( c = u(0) \) there are a variety of subtleties in the resolvent. This can be expected due to the change in the nature of the singularities in the Rayleigh equation (2.8) at these points. Since the first-order singular point at the critical layer merges with the second order singularities at \( r = 0, \infty \), the influence of \( \varepsilon \) in (2.8) will be felt much more, hence, we need to pass to the limit \( \varepsilon \to 0 \) in a non-uniform way over the spectrum \( c \in [0, u(0)]. \) From Lemma 2.1 and considering the points where \((u(0) - c)^2 \approx \varepsilon^2 \) and \( c^2 \approx \varepsilon^2 \), we see that the natural place to divide the complex plane is along the curves \( \varepsilon \approx r_c^2 \) for \( r_c \ll 1 \) and \( \varepsilon \approx r_c^{-2} \) for \( r_c \gg 1 \). A small, but crucial, point is that we can afford some flexibility in this boundary. Let \( \alpha \in (0, \delta) \) be a parameter chosen sufficiently small in the sequel depending only on \( \delta \) (from Theorem 1.1). Define the set

\[ I_\alpha = \{ z = c \pm i\varepsilon \in \mathbb{C} : c \in (0, u(0)), \ k^5 \varepsilon \leq \min(r_c^{2+\alpha}, r_c^{-2-\alpha}) \} \quad (2.18) \]

and the associated smooth cut-off function

\[ \chi_I(r_c) = \chi \left( \frac{r_c}{(k^5 \varepsilon)^{-\frac{2+\alpha}{5}}} \right) \left[ 1 - \chi \left( \frac{r_c}{(k^5 \varepsilon)^{-\frac{2-\alpha}{5}}} \right) \right]. \]

Then, we further divide the contour integral by

\[ f(t, r) = \frac{F(r)}{\sqrt{r}} + \frac{\beta(r)}{2\pi i \sqrt{r}} \lim_{\varepsilon \to 0^+} \int_0^{u(0)} e^{ik(u(r) - c)t} \left[ \frac{Y(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} - \frac{Y(r, c - i\varepsilon)}{u(r) - c + i\varepsilon} \right] \chi_I(r_c) dc. \]
\[ + \frac{\beta(r)}{2\pi i} \lim_{\epsilon \to 0^+} \int_{-\epsilon R}^{\epsilon R} e^{i k (r - c) t} \left[ Y(r, c + i\epsilon) - Y(r, c - i\epsilon) \right] \frac{u(r) - c - i\epsilon}{u(r) - c + i\epsilon} \frac{1}{u(r) - c - i\epsilon} \frac{Y(r, c - i\epsilon)}{Y(r, c + i\epsilon)} \chi_\sigma(c)(1 - \chi_I(r_c)) dc \]
\[ + \frac{\beta(r)}{2\pi i} \lim_{\epsilon \to 0^+} \int_{0}^{\epsilon R} e^{i k (r - c) t} \left[ Y(r, c + i\epsilon) - Y(r, c - i\epsilon) \right] \frac{u(r) - c - i\epsilon}{u(r) - c + i\epsilon} \frac{1}{u(r) - c - i\epsilon} \frac{Y(r, c - i\epsilon)}{Y(r, c + i\epsilon)} \chi_\sigma(c)(1 - \chi_I(r_c)) dc. \] (2.19)

The first term will be thought of as “close to the spectrum”, whereas the latter two terms will be considered “far from the spectrum”. Given the singular integrals in the representation formula, the two relevant quantities appearing are

\[ X(r, c, \epsilon) = Y(r, c + i\epsilon) - Y(r, c - i\epsilon), \] (2.20a)
\[ A(r, c, \epsilon) = Y(r, c + i\epsilon) + Y(r, c - i\epsilon) = X + 2Y(r, c - i\epsilon) \] (2.20b)

so that from (2.19) we write:

\[ f(t, r) = \frac{F(r)}{\sqrt{r}} + \frac{\beta(r)}{2\pi i} \lim_{\epsilon \to 0^+} \int_{0}^{\epsilon R} e^{i k (r - c) t} \left[ Y(r, c + i\epsilon) - Y(r, c - i\epsilon) \right] \frac{u(r) - c - i\epsilon}{u(r) - c + i\epsilon} \frac{1}{u(r) - c - i\epsilon} \frac{Y(r, c - i\epsilon)}{Y(r, c + i\epsilon)} \chi_\sigma(c)(1 - \chi_I(r_c)) dc \]
\[ + \frac{\beta(r)}{2\pi i} \lim_{\epsilon \to 0^+} \int_{0}^{\epsilon R} e^{i k (r - c) t} \left[ Y(r, c + i\epsilon) - Y(r, c - i\epsilon) \right] \frac{u(r) - c - i\epsilon}{u(r) - c + i\epsilon} \frac{1}{u(r) - c - i\epsilon} \frac{Y(r, c - i\epsilon)}{Y(r, c + i\epsilon)} \chi_\sigma(c)(1 - \chi_I(r_c)) dc \]
\[ + \frac{\beta(r)}{2\pi i} \lim_{\epsilon \to 0^+} \int_{-\epsilon R}^{\epsilon R} e^{i k (r - c) t} \left[ Y(r, c + i\epsilon) - Y(r, c - i\epsilon) \right] \frac{u(r) - c - i\epsilon}{u(r) - c + i\epsilon} \frac{1}{u(r) - c - i\epsilon} \frac{Y(r, c - i\epsilon)}{Y(r, c + i\epsilon)} \chi_\sigma(c)(1 - \chi_I(r_c)) dc. \] (2.21)

See Figure 1 for a summary of how the limiting procedure in (2.21) is carried out below.
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Figure 1: This figure summarizes the limiting procedure used to treat (2.21). Region III represents \( I_\alpha \). The contribution from this region is further decomposed into \( f_1^\alpha \) and \( f_2^\alpha \) (see (2.23) and (2.24) below) which converge to the decomposition in (1.13). The limiting procedure is done by constructing the Green’s function for RAY and making analyses of the resulting integral operators (carried out in §4–6 together with Appendix C). In regions I and IV we apply energy estimates on RAY to prove these contributions vanish (carried out in Appendix E). Here \( \delta > 0 \) is traded to gain the flexibility to take \( \alpha > 0 \). In region II, we apply a compactness-contradiction argument with a second order comparison principle that shows these contributions also must vanish (carried out in Appendix E.2.1).

There is one additional decomposition necessary in order to see the vorticity depletion effect – the decomposition in \( f_1 \) and \( f_2 \). While \( F(r)r^{-1/2} \) has better decay at the origin than \( \omega_1^{in}(r) \), it is clear that for, e.g. \( r_c = 1 \), both \( A(r, c, \epsilon)r^{-1/2} \) and \( X(r, c, \epsilon)r^{-1/2} \) can be expected to have the same asymptotic expansion at the origin as the solution of the Laplace equation (specifically, \( \sim r^k \)). Hence, at any fixed \( t \), clearly \( f \) cannot have better decay at the origin (qualitatively speaking) than \( \omega_k^{in}(r) \). We instead deduce that the leading asymptotic expansion is decaying in time. We divide the contribution from \( X \) in two pieces, by means of

\[ \chi_1(r, r_c) = [1 - \chi(r/2)\chi(r/r_c)]\chi_I(r_c), \quad \chi_2(r, r_c) = \chi(r/2)\chi(r/r_c)\chi_I(r_c). \]
Note that $\chi(r/2)\chi(r/r_c) = 1$ when $r \leq 1$ and $r_c \geq 2r$. In this way, we can rewrite (2.21) as
\[
f(t, r) = \lim_{\varepsilon \to 0} \left[ f_1^r(t, r) + f^r_2(t, r) + f^r_3(t, r) + f^r_E(t, r) \right],
\]
where
\[
f_1^r(t, r) = \frac{F(r)}{\varepsilon^r} + \frac{\beta(r)}{2\pi i \varepsilon^r} \int_{0}^{u(0)} \frac{i\varepsilon e^{ik(u(r) - c)r} t}{(u(r) - c)^{2} + \varepsilon^2} \chi_1(r, c, \varepsilon) A(r, c, \varepsilon) \, dc
\]
\[+ \frac{\beta(r)}{2\pi i \varepsilon^r} \int_{0}^{u(0)} \frac{(u(r) - c) e^{ik(u(r) - c)r} t}{(u(r) - c)^{2} + \varepsilon^2} \chi_2(r, r_c) X(r, c, \varepsilon) \, dc, \tag{2.23}
\]
\[
f_2^r(t, r) = \frac{\beta(r)}{2\pi i \varepsilon^r} \int_{-R_k}^{u(0)} \frac{(u(r) - c) e^{ik(u(r) - c)r} t}{(u(r) - c)^{2} + \varepsilon^2} \chi_2(r, r_c) X(r, c, \varepsilon) \, dc, \tag{2.24}
\]
\[
f_3^r(t, r) = \frac{\beta(r)}{2\pi i \varepsilon^r} \int_{R_k}^{u(0) + 1} e^{ik(u(r) - c)r} t \left[ \frac{Y(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} - \frac{Y(r, c - i\varepsilon)}{u(r) - c + i\varepsilon} \right] \chi_2(r, c)(1 - \chi_1(r, c)) \, dc, \tag{2.25}
\]
\[
f_E^r(t, r) = \frac{\beta(r)}{2\pi i \varepsilon^r} \int_{R_k}^{u(0) + 1} e^{ik(u(r) - c)r} t \left[ \frac{Y(r, c + i\varepsilon)}{u(r) - c - i\varepsilon} - \frac{Y(r, c - i\varepsilon)}{u(r) - c + i\varepsilon} \right] (1 - \chi_2(r, c)) \, dc. \tag{2.26}
\]
In order to prove Theorem 1.1 we moreover need to express $(\partial_r)^j f$ for $j \leq k$. In what follows, denote $\partial_G$ as:
\[
\partial_G := \frac{1}{u'(r)} \partial_r + \partial_c. \tag{2.27}
\]
The significance of this derivative is the following: formally integrating by parts in $c$ assuming that no boundary terms appear gives:
\[
\varepsilon^r \left( \int_{0}^{\infty} h(u(r) - c) B(r, c) \, dc \right) = \int_{0}^{\infty} h(u(r) - c) ru'(r) \partial_G B(r, c) \, dc.
\]
The $G$ refers to the terminology of “good derivative” in [66], where an analogous derivative arises for a similar reason. Iterating gives,
\[
(\partial_r)^1 f_1^r(t, r) = (\partial_r)^1 F(r) + \frac{1}{2\pi i} \int_{0}^{\infty} \frac{2\varepsilon u'(r_c) e^{ik(u(r) - u(r))}}{(u(r) - c)^2 + \varepsilon^2} (ru'(r) \partial_G)^1 \left( \chi_1(r, r_c) \frac{\beta(r)}{\varepsilon^r} A(r, c, \varepsilon) \right) \, dc
\]
\[+ \frac{1}{2\pi i} \int_{0}^{\infty} e^{ik(u(r) - u(r_c))} \frac{(u(r) - c) u'(r_c)}{(u(r) - c)^2 + \varepsilon^2} (ru'(r) \partial_G)^1 \left( \chi_2(r, r_c) \frac{\beta(r)}{\varepsilon^r} X(r, c, \varepsilon) \right) \, dc, \tag{2.28a}
\]
\[
(\partial_r)^2 f_2^r(t, r) = \frac{1}{2\pi i} \int_{0}^{\infty} e^{ik(u(r) - u(r_c))} \frac{(u(r) - c) u'(r_c)}{(u(r) - c)^2 + \varepsilon^2} (ru'(r) \partial_G)^2 \left( \chi_2(r, r_c) \frac{\beta(r)}{\varepsilon^r} X(r, c, \varepsilon) \right) \, dc. \tag{2.28b}
\]
This formula will be used below to obtain higher derivative estimates on $f$ and $f^r_2$. Finally, in order to complete our characterization of vorticity depletion, we obtain a decay estimate on $(\partial_r)^1 f_2^r$ like $O(t^{-1})$. For this, we will integrate by parts in $r_c$:
\[
(\partial_r)^1 f_2^r(t, r) = -\frac{1}{2\pi k t} \int_{0}^{\infty} e^{ik(u(r) - u(r_c))} \partial_{r_c} \left( \frac{(u(r) - c)}{(u(r) - c)^2 + \varepsilon^2} (ru'(r) \partial_G)^1 \left( \chi_2(r, r_c) \frac{\beta(r)}{\varepsilon^r} X(r, c, \varepsilon) \right) \right) \, dc. \tag{2.29}
\]
Notice that in the formulas above, near $r = 0$, the derivatives landing on $X$ or $A$ will be roughly $O(r^{2\ell}) \partial_G$; we will see that each $\partial_G$ ‘costs’ $r^{-2}$ near the origin. Indeed, we have the following observation regarding $F$ and $F^r$:

Lemma 2.5. There holds
\[
\|\partial_G F\|_{L^2_{\theta,k}} \lesssim t \sum_{\ell=1}^{\infty} \| (\partial_r)^m F \|_{L^2_{\theta,k}} \quad \|\partial_G F^r\|_{L^2_{\theta,k}} \lesssim t^{k+\ell} \| \omega_{k,0}^r \|_{L^2_{\theta,k}}.
\]
2.3.2 Vanishing for $z \notin I_\alpha$ as $\varepsilon \to 0$

The contributions of $f_\varepsilon$ and $f_\varepsilon^+$ (2.25) and (2.26) vanish as $\varepsilon \to 0$. Hence, the only relevant values of the spectral parameter $c$ are those contained in the interval $[0, u(0)]$, the range of $u$, which is the continuous spectrum of the operator $L_\varepsilon$ in (2.2). The precise statement is contained in the following theorem.

**Theorem 2.6.** Assume $k \geq 2$, and let $j \in \{0, \ldots, k\}$ be a fixed integer, $\alpha < \delta/8$, and $\delta$ sufficiently small. Then for all $t \in \mathbb{R}$,

$$
\lim_{\varepsilon \to 0} \left[ \| (r \partial_r)^j f_\varepsilon^+ (ts, \cdot) \|_{L^2_{j, \delta}} + \| (r \partial_r)^j f_\varepsilon^- (t, \cdot) \|_{L^2_{j, \delta}} \right] = 0.
$$

The proof of this theorem is contained in Appendix E. The main ingredient is a set of careful energy estimates on a slightly more generalized version of the Rayleigh problem (2.13), as stated in Theorem E.1. These estimates allow to trade some $\delta > 0$ for freedom to choose $\alpha > 0$ in (2.18). The estimates are then used in an iterative way, to bootstrap from the initial $L^2$ bound up to the $k$-th derivative. Indeed, the functions $X, Y, A$ and their $\partial_\gamma$ derivatives satisfy an equation of the type

$$
\text{RAY}_\pm \partial^{j+1}_\gamma Y(\cdot, c \pm i\varepsilon) = \frac{F^\pm_j}{u(r) - c \mp i\varepsilon} + R_{j+1},
$$

where $R_j$ and $F_j$ depend on $F, F_\varepsilon$ and lower order derivatives of $Y$. The difficulties we face are summarized below.

- The energy estimates depend on the region where $c$ ranges, and, in turn, on the asymptotic expansion of $u$ near $r = 0$ and $r = \infty$. Hence, the bounds are necessarily different and have to be treated on a case-by-case basis. The non-uniformity in which $\varepsilon \to 0$ discussed in the previous section plays a key role. Moreover, bounds have to encode the correct integrability in $c$, as the formula (2.25) deals with the endpoints $c = 0, u(0)$, while (2.26) requires integrability as $c \to \pm\infty$.

- While in most cases a (weighted) energy estimate for (2.30) is obtainable by multiplication by $Y_\varepsilon$ and integration by parts, the case near $c = 0$ requires a contradiction argument. Due to compactness, a failure of the energy estimate would imply the existence of a localized solution to $\text{RAY}_\pm \phi = 0$, which is ruled out by a second order comparison principle against the homogeneous solution at $k = 1$ associated with (2.5).

- In the iterative process, $R_j$ contains coefficients (that depend on $u$ and $\beta$) that are very singular and that require a gain of $r^2$ at $r = 0$. This is related to the “cost” of taking $\partial_\gamma$ derivatives, discussed above. This loss can be handled up to $k - 1$ derivatives, by keeping track of the weight correction allowed in the energy estimates (the parameter $\gamma$ in Theorem E.1). The case $j = 0$ is carried out in detail in Sections E.3-E.4, while the generalization to derivatives up to $k - 1$ is handled in Section E.5.1.

- The $k$-th derivative is handled directly by expanding the Rayleigh operator in (2.30) and exploiting the elliptic regularity due to the second order derivative present in $\text{RAY}_\pm$ (see Section E.5.2).

2.3.3 Green’s function for the Rayleigh problem for $z \in I_\alpha$ as $\varepsilon \to 0$

2.3.3.1 Homogeneous Rayleigh problem. While for $k = 1$ the exact solution (2.5) allows the construction of the Green’s function in a fairly direct way (for all $z \in \mathbb{C}$), the picture in the case $k \geq 2$ is complicated by the lack of explicit formulae for the solution to the homogeneous Rayleigh problem $\text{RAY}_\pm \phi = 0$. In Section 4, we derive the existence of a unique solution $\phi$ of the form

$$
\phi(r, z) = P(r, z)(u(r) - z), \quad z \in I_\alpha,
$$

which satisfies $P(r_c, z) = 1, \partial_r P(r_c, z) = 0$. The function $P$ also encodes the behavior of $\phi$ away from the critical layer (essentially, the precise asymptotics as $r \to 0$ and $r \to \infty$). Theorem 4.1 treats the general case when $z \in I_\alpha$, while Theorem 4.2 focuses on further properties when $z \in (0, u(0))$ is real-valued. The convergence estimates are stated in Theorem 4.3. The proofs are articulated in different steps.

- Existence and uniqueness of $P$ is proved through an auxiliary function $\tilde{P}$, related to $P$ via

$$
P(r, z) = \left( \frac{r}{r_c} \right)^{3/2} \tilde{P}(r, z),
$$
which satisfies a proper integral equation, treatable under the contraction mapping principle in weighted $L^\infty$-based
spaces (note this step shares some similarity with [66]). In this way, existence, uniqueness, and the nearly correct
behavior at 0 and $\infty$ (up to a small correction) in both $r$ and $r_c$ is obtained at once, along with suitable bounds
(Proposition 4.6). Note that the definition of $P$ is informed by the exact solution (2.10) in the case $k = 1$.

\checkmark When $z \in (0, u(0))$ is real, further monotonicity properties of $P$, are available (see Theorem 4.2). Of extreme
importance is the fact that $\phi$ only vanishes at the critical layer, when $r = r_c$, along with the correct $k$-dependence of
the estimates involved.

\checkmark In order to prove that the complex solution $\phi(r, z)$ only vanishes at the critical layer for every $z \in I_\alpha$, we prove
convergence estimates for $P(r, c \pm i \varepsilon) - P(r, c)$ and its various derivatives, in the correct $L^\infty$-weighted spaces.
This is carried out in various steps. In Section 4.2, we use again the function $\tilde{P}$, and we derive sub-optimal (in both $r$
and $r_c$) convergence estimates. Similarly, we treat $\partial_c \tilde{P}$ near the critical layer in Section 4.3 and $\partial_c \tilde{P}$ in Section 4.4.
The optimality in $r$ is then obtained in Section 4.5. In both cases, factors related to $r_c^2$ and $r_c^{-2}$ appear in the convergence
estimates, due to the nature of the singularities at $r, r_c = 0, \infty$. This is the primary practical motivation behind
the definition of the region $I_\alpha$, and the subsequent non-uniform passage to the limit as $\varepsilon \to 0$. Indeed, only for $z \in I_\alpha$
are we able to deduce that $\phi(r, z) \neq 0$ for all $r \not= r_c$, a key property (as we see from (2.31) below).

2.3.3.2 Inhomogeneous Rayleigh problem. In order to construct a Green’s function for $\text{RAY}_z$ from (2.8), we again use reduction of order. For $z \in I_\alpha \setminus \text{Ran} u$, we define the two homogeneous solutions which each satisfy one of the boundary conditions via:

$$H_0(r, z) = -\phi(r, z) \int_0^r \frac{1}{\phi(s, z)^2} ds, \quad H_\infty(r, z) = \phi(r, z) \int_r^\infty \frac{1}{\phi(s, z)^2} ds.$$  \hfill (2.31)

Note that $H_0$ and $H_\infty$ are well defined by absolutely convergent integrals for $z \in I_\alpha \setminus \text{Ran} u$ and are solutions to the
homogeneous Rayleigh equation (4.1), whose Wronskian is

$$M(z) := H_0(r, z)\partial_r H_\infty(r, z) - H_\infty(r, z)\partial_r H_0(r, z) = \int_0^\infty \frac{1}{\phi^2(s, z)} ds.$$  \hfill (2.32)

One of the crucial lemmas is Lemma 5.2, which provides the following lower bound uniformly for $z \in I_\alpha$,

$$|M(c \pm i \varepsilon)| \gtrsim k \max(r_c^{-3}, r_c^5).$$

Note that the singularities at $r_c \to 0$ and $r_c \to \infty$ are in fact a gain (which are crucial for obtaining the vorticity
depletion). Hence, the Green’s function for the Rayleigh operator for $z \in I_\alpha \setminus \text{Ran} u$ is

$$\mathcal{G}(r, r', z) = \frac{1}{M(z)} \begin{cases} H_0(r, z)H_\infty(r', z), & r < r', \\ H_\infty(r', z)H_0(r, z), & r > r'. \end{cases}$$  \hfill (2.33)

In addition to the lower bound on $M$, precise estimates on $H_0$ and $H_\infty$ follow from our study of $\phi(r, z)$ (see §5) as
well as convergence as $\varepsilon \to 0$. Due to the apparently singular integrals that appear as $\varepsilon \to 0$ in (2.31), it is not obvious
that $H_0(r, c \pm i \varepsilon)$ and $H_\infty(r, c \pm i \varepsilon)$ converge, but cancellations for $\varepsilon > 0$ ensure we have well-defined, log-Lipschitz
limiting functions $H_0(r, c \pm i 0)$, $H_\infty(r, c \pm i 0)$ (as expected from shear flows [28]). See §5 for more details.

The Green’s function gives us representation formulas for $Y^\pm := Y(r, c \pm i \varepsilon)$ and $X := X(r, c, \varepsilon)$ for $\varepsilon > 0$ (see
Lemma 6.3):

$$Y = \int_0^\infty \mathcal{G}(r, s, c \pm i \varepsilon) \frac{u(s) - c}{(u(s) - c)^2 + \varepsilon^2} F(s) ds$$

$$\pm \int_0^\infty \mathcal{G}(r, s, c \pm i \varepsilon) \frac{i \varepsilon}{(u(s) - c)^2 + \varepsilon^2} F(s) ds + \int_0^\infty \mathcal{G}(r, s, c \pm i \varepsilon) F_c(s) ds.$$  \hfill (2.34a)

$$X = \int_0^\infty B_{\delta c}^{(1)}(r, s, c) \frac{2i \varepsilon}{(u(s) - c)^2 + \varepsilon^2} F(s) ds$$

$$+ \int_0^\infty \left( \int_0^\infty \frac{2i \varepsilon \beta(s_0)}{(u(s_0) - c)^2 + \varepsilon^2} B_{\delta c}^{(1)}(r, s_0, c) B_{\delta c}^{(2)}(s_0, s, c) ds_0 \right) \frac{u(s) - c}{(u(s) - c)^2 + \varepsilon^2} F(s) ds$$
the iteration lemma for general form to control higher derivatives; this iteration scheme is one of the insights for obtaining higher regularity that a key step in the proof of Theorem 1.1 is estimating

2.3.4.1 Iteration scheme and representation formulas for derivatives is that they vanish on functions of $u$. The crucial property of $\partial_G$ derivatives is that they vanish on functions of $u - c$, and hence, the commutator $[\partial_G, RAY_z]$ is not more singular than $RAY_z$ itself at the critical layer (see (6.2) below). As a result, we are able to use an iteration scheme of the following general form to control higher derivatives; this iteration scheme is one of the insights for obtaining higher regularity of the profile.

**Lemma 2.7** (Iteration lemma for $\partial_G^j X$ and $\partial_G^j Y$ for $\varepsilon > 0$). For $F_j, R_j, R^*_j, E_j$ defined below in Lemma 6.1 we have the iteration

$$
\text{RAY}_\varepsilon \partial_G^{j+1} X = \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \left( F_{j+1} - \beta \partial_G^{j+1} Y \right) + \frac{\varepsilon_{j+1}}{u - c - i\varepsilon} + R^*_j + 1
$$

$$
\text{RAY}_\varepsilon \partial_G^{j+1} Y = \frac{F_{j+1}^*}{u - c + i\varepsilon} + R^*_j + 1.
$$

The quantities $R_j, E_j, R^*_j$, and $F_j$ depend only on $\partial_G^j X$ and $\partial_G^j Y$ for $0 \leq j \leq k - 1$ (as well as $u, \beta, F$ and $F_*$).

Using the recursion scheme described in (2.35) and Fubini’s theorem, it is not hard to formally verify the following Proposition by induction, which allows to directly express $\partial_G^j X$ and $\partial_G^j Y$ in terms of $F$ and $F_*$ in a form essentially the same as (2.34) except with much more complicated kernels. See Lemmas 6.4–6.6 below.

**Proposition 2.8.** For all $j \leq k - 1$, there hold representation formulas of the general form for various kernels $B$ and weights $w$ for $\varepsilon > 0$:

$$
\partial_G^j Y = \sum_{\ell = 0}^{j} \int_0^\infty B_{Y,S;\ell}(r,s,c) \frac{u(s) - c}{(u(s) - c)^2 + \varepsilon^2} w_{S;\ell}(s) \partial_G^\ell F(s) ds
$$

$$
+ \sum_{\ell = 0}^{j} \int_0^\infty B_{\delta;\ell}(r,s,c) \frac{2i\varepsilon}{(u(s) - c)^2 + \varepsilon^2} w_{\delta;\ell}(s) \partial_G^\ell F(s) ds
$$

$$
+ \sum_{\ell = 0}^{j} \int_0^\infty B_{G;\ell}(r,s,c) w_{G;\ell}(s) \partial_G^\ell F_*(s) ds
$$

+ Similar terms with different $B, w$,

where by “Similar terms with different $B, w$” we mean terms with exactly the same formal structure, except with different $B$ kernels and weights $w$ (however, all of the omitted terms will share the same estimates). Similarly, for various kernels $B$ and weights $w$ we have a similar representation formula for $\varepsilon > 0$:

$$
\partial_G^j X = \sum_{\ell = 0}^{j} \int_0^\infty B_{X;\ell}(r,s,c) \frac{2i\varepsilon}{(u(s) - c)^2 + \varepsilon^2} w_{X;\ell}(s) \partial_G^\ell F(s) ds
$$

$$
+ \sum_{\ell = 0}^{j} \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon}{(u(s) - c)^2 + \varepsilon^2} B_{X;\ell}(r,s,c) B_{X;\ell}(s,c) ds_0 \right) \frac{2i\varepsilon}{(u(s) - c)^2 + \varepsilon^2} w_{X;\ell}(s) \partial_G^\ell F(s) ds
$$

$$
+ \sum_{\ell = 0}^{j} \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon}{(u(s) - c)^2 + \varepsilon^2} B_{X;\ell}(r,s,c) B_{X;\ell}(s,c) ds_0 \right) \frac{u(s) - c}{(u(s) - c)^2 + \varepsilon^2} w_{X;\ell}(s) \partial_G^\ell F(s) ds
$$
Furthermore, in each term above, the weights satisfy an estimate of the following form for some $0 < \eta > 0$ and each of the kernels satisfies analogous log-Lipschitz regularity estimates and convergence estimates as $\mathcal{B}$ of type I for some $\gamma$. The full properties and the estimates obtained on the kernels are laid out in Definitions 6.7 and 6.8 below. The main gains encoded by $\mathcal{K}$ are Suitable (uniform-in-$\gamma$) boundedness:

\begin{align*}
\mathcal{K}(r, s, c) := 1_{r_c > 1} + 1_{r_c \leq 1} \left( 1_{s < r < r_c} + 1_{s < r_c < r < 1} \frac{r^2}{r^2} + 1_{s < r_c < 1 < r} \frac{s^2}{r^2} + 1_{r_c < s < 1 < r} \frac{1}{s^2} + 1_{0 < s < 1 < r} \right) + 1_{r < s < r_c} + 1_{r < s < 1 < r} \frac{r_c^2}{s^2} + 1_{r < s < 1} \frac{r^2}{s^2} + 1_{r < r_c < 1} \frac{1}{s^2} + 1_{r < r_c < s} \right),
\end{align*}

(2.39a) along with (2.36) and (2.37), the proof of Proposition 2.8 derives also an associated recursion for the various $B$ kernels appearing above (see Lemmas 6.4–6.6). That is, the kernels $B_{x;j,t}^{(s)}$ are determined from $B_{x;j-1,m}^{(s)}$ via a few canonical integral operators involving the Green’s function $\mathcal{G}$. A crucial idea of our method is to use these recursion formulae on the $B$'s, together with precise estimates on $\mathcal{G}$, to obtain precise estimates on all possible $B$ kernels by induction. This method allows us to treat all of $\partial^j_x \mathcal{G}X$ and $\partial^j_y Y$ for $j \leq k - 1$ simultaneously (as discussed below, the method only stops due to the $\max(r^{-2}, r^2)$ losses coming from $\partial x \mathcal{G}$). Define the bounding functions

\begin{align*}
\mathcal{B}(r, s) := \left( 1_{s < r < \frac{s^{k-1/2}}{r^{k-1/2}}} + 1_{r < s} \right) (s)^4, \\
\mathcal{L}_{j,t}(r, s) := k^j \max \left( \frac{1}{r^2}, \frac{1}{s^2}, r^2, s^2 \right)^\ell.
\end{align*}

(2.39b) (2.39c)

The full properties and estimates obtained on the kernels are laid out in Definitions 6.7 and 6.8 below. The main result in §6.3.1 is the following.

**Proposition 2.9.** For $j \leq k - 1$, each of the kernels $B_{x;j,t}^{(1)}$ appearing in (2.36) and (2.37) is Suitable ($2\ell''', \ell'' + \eta, \gamma$) of type I for some $\gamma \in (0, 1)$, $1 \gg \eta > 0$, and some integer $\ell''' \geq 0$ (difference for each kernel). For $j \leq k - 1$, each of the kernels $B_{x;j,t}^{(2)}$ and $B_{y;j,t}^{(s)}$ appearing in (2.36) and (2.37) is Suitable ($2\ell'', \ell'' + \eta, \gamma$) of type II for some $\gamma \in (0, 1)$, $1 \gg \eta > 0$, and some integer $\ell'' \geq 0$ (difference for each kernel). In particular, each satisfies the uniform-in-$\varepsilon$ boundedness:

\begin{align*}
B_{x;j,t}^{(1)}(r, s, c) \lesssim |u'(s)| |\mathcal{K}(r, s, c)| & \mathcal{B}(r, s) \mathcal{L}_{2\ell'', \ell''' + \eta}(r, s) \\
B_{y;j,t}^{(2)}(r, s, c) \lesssim |u'(s)| |\mathcal{K}(r, s, c)| & \mathcal{B}(r, s) \mathcal{L}_{2\ell'', \ell'' + \eta}(r, s),
\end{align*}

and each of the kernels satisfies analogous log-Lipschitz regularity estimates and convergence estimates as $\varepsilon \to 0$ (see Lemmas 6.10–6.14). Finally, all terms in Proposition 2.8 satisfy the additional constraint

\begin{equation}
\ell + \ell' + \ell''' \leq j, \quad \ell + \ell' + \ell'_{12} \leq j.
\end{equation}

(2.40)

**Remark 2.10.** The gains encoded by $\mathcal{K}$ are what ultimately allows us to deduce the vorticity depletion effect and are inherited from precise estimates on $\mathcal{G}$. The losses encoded by $\mathcal{L}$ are inherited from the $\max(r^{-2}, r^2)$ losses inherent in $\partial x \mathcal{G}$ derivatives. It is crucial that the losses in $\mathcal{L}$ do not depend directly on $r_c$.

**Remark 2.11.** The constraint (2.40) arises due to the fact that each application of $\partial_x \mathcal{G}$ to (2.35) can land either on $X$, $Y$, $F$, $F_x$, or on the fixed coefficients that depend only on the background vortex. Each application will lose $\max(r^{-2}, r^2)$, and hence there are $\max(r^{-2}, r^2)^j$ powers to distribute between different factors that the kernels and the weights account for.
2.3.4.2 Extension to $\partial_G^j$ or $r_c \partial_r \partial_G^j$ with $j \leq k - 1$. It is not clear how to obtain estimates for even a single $r_c$ derivative, e.g., $\partial_r \partial_G^j$; the commutator $[\partial_r, \text{RAY}]$ is too singular near $r_c$ to use an approach similar to the one we used on $\partial_G$. Moreover, the arguments of Proposition 2.9 break down at $j = k$ due to the singularities in the right-hand side of (2.35) at zero and infinity (encoded by the constraint (2.40)). In order to overcome this difficulty, first notice that while the commutator $[\partial_r, \text{RAY}]$ is too singular to use an approach like what we used on $\partial_G$, we should nevertheless expect to be able to estimate $\partial_r \partial_G^j Y$ by elliptic regularity. Indeed, away from the critical layer, it is a straightforward extension of our methods to show directly that $\partial_r$ derivatives of (2.36) and (2.37) should not be significantly worse than the $\partial_G^j X$ and $\partial_G^j Y$ themselves. The next observation is that, just as $\partial_G$ arises when taking $\partial_r$ derivatives in (2.28), similarly, $\partial_G$ arises when taking $\partial_r$ (or $\partial_G$) derivatives of (2.37) and (2.36) (see §6.4 for details). Therefore, while it seems intractable to build a reasonable iteration scheme for taking multiple $\partial_r$ and $\partial_G$, it turns out we can take a single $\partial_r$, $\partial_r$, away from the critical layer, or a single additional $\partial_G$ derivative near the critical layer, of (2.36) and (2.37). For $f_2$, we only need $\partial_r$ away from $r \sim r_c$ and hence this will be sufficient. For $f_1$, away from $r \sim r_c$ we write

$$ru'(r)\partial_G = r\partial_r + ru'(r) r_c \partial_r,$$

and estimate these two derivatives separately (whereas for $r \sim r_c$ we naturally leave the derivative as is). See §6.4 for details.

2.3.4.3 Convergence and boundedness of $(r \partial_r)^j f_1^\varepsilon$ and $(r \partial_r)^j f_2^\varepsilon$. Next, our goal is to pass to the limit $\varepsilon \to 0$ and obtain $L^2$ bounds on $(r \partial_r)^j f_1^\varepsilon$ and $(r \partial_r)^j f_2^\varepsilon$. The first proposition gives convergence in the weaker weighted space $L^2_{f,\delta}$ and boundedness of the limit in the limit in the weighted space which is $r^{-2}$ stronger at the origin.

Proposition 2.12. For all $j \leq k$, we have the convergence of $(r \partial_r)^j f_1^\varepsilon(t, r)$ to a limit $(r \partial_r)^j f_1(t, r)$ in the norm:

$$\lim_{\varepsilon \to 0} \|(r \partial_r)^j (f_1^\varepsilon - f_1)\|_{L^2_{f,\delta}} = 0.$$

Moreover, there holds the uniform-in-$t$ bounds for $n \leq k$ in the stronger weighted space: for all $\eta > 0$,

$$\|\sqrt{t}(r \partial_r)^n f_1\|_{L^2_{f,\delta}} \lesssim \eta^{2n+1}\|\omega_r\|_{H^k} + \sum_{j=0}^{n} k^{2(n-j)+\eta}\|(r \partial_r)^j F\|_{L^2_{f,\delta/4}}.$$

Similarly, we prove the requisite decay $O(t^{-1})$ of $f_2$ in the natural $L^2_{f,\delta}$ space.

Proposition 2.13. For all $j \leq k - 1$, we have the convergence of $(r \partial_r)^j f_2^\varepsilon(t, r)$ to a limit $(r \partial_r)^j f_2(t, r)$ in $L^2_{f,\delta}$:

$$\lim_{\varepsilon \to 0} \|(r \partial_r)^j (f_2^\varepsilon - f_2)\|_{L^2_{f,\delta}} = 0.$$

Furthermore, there holds the following decay estimate for $n \leq k - 1$: for all $\eta > 0$,

$$\|(r \partial_r)^n f_2\|_{L^2_{f,\delta}} \lesssim \eta^{1/2}\|\omega_r\|_{H^k} + \sum_{j=0}^{n+1} k^{2(n-j)+\eta}\|(r \partial_r)^j F\|_{L^2_{f,\delta/4}}.$$

Propositions 2.12 and 2.13 give the vorticity depletion characterization in (1.13). Combining (2.28) and Proposition 2.8, the proof of Proposition 2.12 and 2.13 reduces to passing to the limit as $\varepsilon \to 0$ in operators of the type arising in Proposition 2.8 (and obviously bounding the limiting operators) with the $B$’s satisfying a list of properties such as those alluded to in Proposition 2.9 (the actual list is much longer; see §6.3.1). This involves a number of very technical decompositions over (in general) four variables $r, s_0, r_c, s$ adapted to the various asymptotic behaviors near the origin, infinity, and the critical layer. The various Hölder regularity properties of the kernels becomes important for passing to the limit in the iterated singular integral operators arising. The details are carried out in Appendix C.

Finally, via the Biot-Savart law, integration by parts in $r$, and the Hilbert-Schmidt lemma, Propositions 2.12 and 2.13, directly imply Theorem 1.1 (see Appendix B).

Lemma 2.14 (Vorticity depletion implies optimal inviscid damping). The vorticity depletion estimates (1.13) imply the inviscid damping estimates (1.11).

This completes the proof of Theorem 1.1.


3 Dynamics of the $k = 1$ mode

In this section we give the proof of Theorem 1.1 for the mode $k = 1$. For this, we derive an equivalent formulation of (2.9) as follows. From (1.6a) we obtain that

$$
\partial_t \left( e^{iku(r)t} \omega_k \right) = e^{iku(r)t} ik \beta(r) \psi_k.
$$

An integration over time then yields

$$
e^{iku(r)t} \omega_k(t, r) = \omega_k^{in}(r) + ik \beta(r) \int_0^t e^{iku(r)\tau} \psi_k(\tau, r) d\tau.
$$

Now, by writing the evolution equation satisfied by $\psi_k$, we infer that

$$
\psi_k(t, r) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}} e^{-ikc t} \left[ \Phi_k(r, c - i\varepsilon) - \Phi_k(r, c + i\varepsilon) \right] dc,
$$

and therefore

$$
e^{iku(r)t} \omega_k(t, r) = \omega_k^{in}(r) + \beta(r) 2\pi i \sqrt{r} \lim_{\varepsilon \to 0} \int_{\mathbb{R}} \left[ e^{-ikc u(r)} - c \right] \left[ \Phi_k(r, c + i\varepsilon) - \Phi_k(r, c - i\varepsilon) \right] dc. \quad (3.1)
$$

We remark that this is roughly the form used in [66] (though the contour integral is set up slightly differently).

3.1 An explicit representation of the vorticity profile

The case $k = 1$ is special, because the homogeneous Rayleigh problem has an explicit solution

$$
\phi(r, z) = (u(r) - z)r^{3/2} \text{ solves } \nabla_z \phi = 0.
$$

This fact may be verified by a direct computation, in view of (2.1). Additionally, this special solution has the property that

$$
\lim_{r \to 0} \phi(r, z) = 0
$$

and thus it may be used directly in the construction of the Green’s function for $\nabla_z$. This fact is yet another special property of $k = 1$. Using the reduction of order technique (see e.g. [50]), one obtains another independent solution to $\nabla_z = 0$

$$
H_\infty(r, z) = \phi(r, z) \int_r^\infty \frac{ds}{\phi(s, z)^2},
$$

which vanishes as $r \to \infty$. One verifies that the Wronskian of these two solutions is

$$
\phi \partial_r H_\infty - \partial_r \phi H_\infty = -1,
$$

and thus we may directly combine $\phi$ and $H_\infty$ to obtain the Green’s function for the $k = 1$ Rayleigh operator:

$$
G_1(r, \rho, z) = \begin{cases} 
-\phi(r, z) H_\infty(\rho, z), & r < \rho, \\
-\phi(\rho, z) H_\infty(r, z), & r > \rho.
\end{cases} \quad (3.2)
$$

The upshot of (3.2) is that the solution of the inhomogeneous Rayleigh problem for $k = 1$,

$$
\nabla_z \Phi_1 = \frac{\omega_1^{in}(r) \sqrt{r}}{u(r) - z}
$$

for $z \in \mathbb{C}$, is given by

$$
\Phi_1(r, z) = \int_0^\infty G_1(r, \rho, z) \frac{\omega_1^{in}(\rho) \sqrt{\rho}}{u(\rho) - z} d\rho. \quad (3.3)
$$
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In order to derive a formula for the vorticity profile
\[ f_1(t, r) = e^{iu(r)t} \omega_1(t, r) \]
we appeal to the representation formula (3.1) which yields
\[ f_1(t, r) = \omega_1^{in}(r) + \frac{\beta(r)}{2\pi i} \lim_{\varepsilon \to 0} \int_{\mathbb{R}} \frac{1 - e^{i(u(r) - c)t}}{u(r) - c} [\Phi_1(r, c + i\varepsilon) - \Phi_1(r, c - i\varepsilon)] \, dc. \] (3.4)
Further, setting \( z = c \pm i\varepsilon \) in (3.3) and using essentialy that \( \int_0^\infty \omega_1^{in}(r) r^2 \, dr = 0 \), we may pass to the \( \varepsilon \to 0^+ \) limit in the contour integral of (3.4), to obtain
\[ f_1(t, r) = f_{1:1}(r) + f_{1:2}(r, t), \] (3.5a)
\[ f_{1:1}(r) = \omega_1^{in}(r) + \frac{\beta(r)}{r^2u'(r)} \int_0^r \omega_1^{in}(\rho) \rho^2 \, d\rho, \] (3.5b)
\[ f_{1:2}(r, t) = r\beta(r) \int_t^\infty e^{i(u(r) - u(\rho)t)} f_{1:1}(\rho) \frac{d\rho}{\rho u'(\rho)}. \] (3.5c)
where as usual we used the notation \( r_c = u^{-1}(c) \) for \( c \in \text{Ran}(u) = (0, u(0)) \). The proof of the convergence as \( \varepsilon \to 0^+ \) of the expression in (3.4) to the expression in (3.5) is rather tedious, but direct. We thus omit these details. Alternatively, one may directly verify (by plugging in) that the vorticity
\[ \omega_1(t, r) = e^{-iu(r)t}f_1(t, r) \] (3.6)
obeyes
\[ \partial_t \omega_1 + iu(r)\omega_1 - i\beta(r)\psi_1 = 0, \quad -\Delta_1 \psi_1 = \omega_1, \] (3.7)
which is what we are after in the first place.

### 3.2 Vorticity depletion and inviscid damping

A few comments are in order concerning the decomposition (3.5). Although \( f_{1:1}(r) \) is time independent, and thus it does not decay with \( t \), it is unusually small near the center of the vortex, that is
\[ f_{1:1}(r) = O(r^3) \quad \text{as} \quad r \to 0, \]
instead of just an \( O(r) \) behavior. To see this, using the notation in (1.9) for \( k = 1 \), one expands
\[ \omega_1^{in}(r) = \omega_1^{in,0}(r) + O(r^3), \quad \text{as} \quad r \to 0, \] (3.8)
and uses the precise Taylor series for \( u \) and \( \beta \) near \( r = 0 \) (note that \( \beta(0) = -4u''(0) \) from (2.1)). Inserting this in (3.5b) shows that the coefficient \( \omega_1^{in,0} \) of \( r \) cancels out, leading to the \( O(r^3) \) behavior (recall (1.8)). This is the vorticity depletion due to the non-locality of the linear equation. Moreover, if \( \omega_1^{in} \) is compactly supported away from \( r = 0 \), the same holds for \( f_{1:1} \). On the other hand, for the time dependent contribution to \( f_1 \) we have the asymptotics
\[ f_{1:2}(t, r) = O \left( \frac{r}{t^4} \right) \quad \text{as} \quad r \to 0, \]
which vanishes only \( O(r) \) as \( r \to 0 \), but instead decays in time.

We now make this intuition rigorous. Using the notation of (1.9), we rewrite
\[ \omega_1^{in}(r) = r^{-1/2} F_1(r) + r \chi(r) \frac{\beta(r)}{\beta(0)} \omega_1^{in,0} \] (3.9)
where \( \omega_1^{in,0} = \lim_{r \to 0} r^{-1} \omega_1^{in}(r) \) (recall (1.8)), and by definition we have that
\[ F_1(r) \sim \begin{cases} \frac{r^{3/2+2}}{2}, & \text{for } r \leq 1, \\ \frac{r^{1/2+2}}{2}, & \text{for } r > 1. \end{cases} \] (3.10)
The important observation is that (3.10) is precisely consistent with the definition of the weight $w_{F,\delta}$ in (1.10c), when $k = 1$. Inserting (3.9) in (3.5b) and using (2.1), it follows after a short computation that

$$f_{1;1}(r) = r^{-1/2}F_1(r) + \frac{\beta(r)}{r^2u'(r)} \int_0^r \rho^{3/2}F_1(\rho)d\rho + \omega_{1;0}^{in} \frac{\beta(r)}{\beta(0)r^2u'(r)} \int_0^r \rho^3 u'(\rho)\chi'(\rho)d\rho. \quad (3.11)$$

We note that the last term on the right side of (3.11) vanishes identically for $r \leq 1/2$, by the definition of the smooth cut-off function $\chi$, and behaves as $\beta(r)r$ for $r \geq 1$. It follows from (3.10)–(3.11) and the definition (1.10c) that

$$\| \sqrt{r}f_{1;1} \|_{L^2_{F,\delta}} \lesssim |\omega_{1;0}^{in}| + \|F_1\|_{L^2_{F,\delta/2}}. \quad (3.12)$$

In a similar way, using that the operator $r\partial_r$ is scale invariant, we may apply derivatives to (3.11) and obtain that

$$\| \sqrt{r}(r\partial_r)f_{1;1} \|_{L^2_{F,\delta}} \lesssim |\omega_{1;0}^{in}| + \|F_1\|_{L^2_{F,\delta/2}} + \|\partial_r F_1\|_{L^2_{F,\delta/2}} \|$$

and

$$\| \sqrt{r}(r\partial_r)^2f_{1;1} \|_{L^2_{F,\delta}} \lesssim |\omega_{1;0}^{in}| + \|F_1\|_{L^2_{F,\delta/2}} + \|\partial_r F_1\|_{L^2_{F,\delta/2}} + \|\partial_r^2 F_1\|_{L^2_{F,\delta/2}}$$

which completes the proof of the first half of (1.13).

We obtain similar estimates for $f_{1;2}$ by using (3.5c), the already established bounds for $f_{1;1}$, and integration by parts. For instance, for the weighted $L^2$ estimate on $f_{1;2}$ we have

$$itf_{1;2}(r) = r\beta(r)\int_0^\infty \frac{-1}{u'(\rho)}\partial_\rho \left( e^{i(u(r)-u(\rho))t} \right) f_{1;1}(\rho) \frac{d\rho}{\rho u'(\rho)}$$

$$= \int_0^\infty 1_{\rho>r}\beta(r) e^{i(u(r)-u(\rho))t} \frac{w_{F,\delta/2}(\rho)}{\rho^{5/2}(u'(\rho))^2} \frac{\sqrt{\beta(\rho)}F_{1;1}(\rho)}{w_{F,\delta/2}(\rho)} d\rho$$

$$- \int_0^\infty 1_{\rho>r}\beta(r) e^{i(u(r)-u(\rho))t} \frac{w_{F,\delta/2}(\rho)(u'(\rho) + 2\rho u''(\rho))}{\rho^{5/2}(u'(\rho))^3} \frac{\sqrt{\beta(\rho)}F_{1;1}(\rho)}{w_{F,\delta/2}(\rho)} d\rho$$

$$+ \sqrt{\beta}(r) \frac{w_{F,\delta/2}(r)}{r(u'(r))^2} \frac{\sqrt{r}f_{1;1}(r)}{w_{F,\delta/2}(r)}. \quad (3.13)$$

Upon dividing by $w_{f,\delta}(r)$ and using that

$$\frac{\| \sqrt{r}\beta(r) \frac{w_{F,\delta/2}(r)}{w_{f,\delta}(r)} \|_{L^\infty}}{\sqrt{r}\beta(r) \frac{w_{F,\delta/2}(r)}{w_{f,\delta}(r)}} \lesssim 1,$$

$$\frac{1_{\rho>r}\beta(r) \| w_{F,\delta/2}(\rho) \|_{L^2_{F,\delta}}}{{\rho^{5/2}(u'(\rho))^2} \|_{L^2_{F,\delta}}} \lesssim 1,$$

$$\frac{1_{\rho>r}\beta(r) \| w_{F,\delta/2}(\rho)(u'(\rho) + 2\rho u''(\rho)) \|_{L^2_{F,\delta}}}{{\rho^{5/2}(u'(\rho))^3} \|_{L^2_{F,\delta}}} \lesssim 1,$$

and, in view of the already established bounds on $f_{1;1}$, we conclude that

$$t \| f_{1;2} \|_{L^2_{F,\delta}} \lesssim \| \sqrt{r}f_{1;1} \|_{L^2_{F,\delta}} + \| \sqrt{r}(r\partial_r)f_{1;1} \|_{L^2_{F,\delta}} \lesssim |\omega_{1;0}^{in}| + \|F_1\|_{L^2_{F,\delta}} + \|\partial_r F_1\|_{L^2_{F,\delta}}. \quad (3.14)$$

In order to bound the weighted $r\partial_r$ norm of $f_{1;2}$, we apply an $r\partial_r$ derivative (which preserves scale) to (3.13) and then divide by $w_{f,\delta}$. Similar $L^2_{F,\delta}$ bounds hold for the kernel which arises, and the norm of $\sqrt{r}(r\partial_r)^2f_{1;1}$ enters the calculation (but we have it already bounded in the suitable norm). We omit these computational details. This concludes the proof of the second half of (1.13).

The proof of inviscid damping for the stream function now directly follows from Lemma 2.14 and the bounds established on $f_{1;1}$ and $f_{1;2}$. We note that for $k = 1$ the stream function has a particularly nice formula

$$\psi_1(t,r) = -\frac{\partial_t + uu(r)}{i\beta(r)} \left( e^{-iu(r)t}f_1(t,r) \right) = -\frac{e^{-iu(r)t}}{i\beta(r)} \partial_t f_{1;2}(t,r)$$

$$= -r \int_r^\infty (u(r) - u(r_c))e^{-iu(r_c)} \frac{f_{1;1}(r_c)}{r_c u'(r_c)} dr_c, \quad (3.14)$$

which could also have been used to obtain inviscid damping, by integrating twice by parts in $r_c$, as was done in [68].
4. The homogeneous Rayleigh problem for $k \geq 2$

We consider here the homogeneous version of equation (2.8), namely

$$\partial_{rr} \phi + \left( \frac{1}{4} - \frac{k^2}{r^2} + \frac{\beta(r)}{u(r) - z} \right) \phi = 0,$$  \hspace{1cm} (4.1)

for $k \geq 2$. In this section we construct a specific solution for $z \in \mathbb{C}$ in a neighborhood of the spectrum and study various properties. Most of the estimates exploit the following weight, defined as

$$w_\phi(r, r_c) = \begin{cases} (r/r_c)^{-k+1/2}, & r < 1, \\ (r/r_c)^{k+1/2}, & r > 2, \end{cases} \quad w_{\phi, \gamma}(r, r_c) = \begin{cases} (r/r_c)^{-k+1/2-\gamma}, & r < 1, \\ (r/r_c)^{k+1/2+\gamma}, & r > 2, \end{cases}$$  \hspace{1cm} (4.2)

using also the notation $L^2_{\phi, \gamma}$ as in (1.10a). In what follows, we will often use the following smooth cutoffs:

$$\chi_c(r, c) = \chi \left( \frac{k(r - r_c)}{r_c} \right) \chi_{\neq}(r, c) = 1 - \chi_c.$$  \hspace{1cm} (4.3a)

Note that $|\partial_c \chi_c| \lesssim \max(r_c^{-2}, r_c^2) \left| \chi_{c}' \left( \frac{k(r - r_c)}{r_c} \right) \right|$ and $\chi_{c}'$ is supported away from the critical layer; analogous observations hold also for $r\partial_r \chi_c$ and $r_c \partial_{r_c} \chi_c$.

**Theorem 4.1** (Homogeneous solutions for $k \geq 2$). Assume $k \geq 2$, let $\varepsilon_0 \in (0, 1/2)$ and $\varepsilon \in (0, 1)$, and define

$$D_{\varepsilon_0} = (0, \infty) \times \left( (0, u(0)) + i(-\varepsilon_0, \varepsilon_0) \right) \subset (0, \infty) \times \mathbb{C}.$$  \hspace{1cm} (4.4)

There exists a unique solution $\phi : D_{\varepsilon_0} \to \mathbb{C}$ to (4.1) of the form

$$\phi(r, z) = P(r, z)(u(r) - z)$$  \hspace{1cm} (4.5)

with $P : D_{\varepsilon_0} \to \mathbb{C}$ such that $P(r_c, z) = 1$ and $\partial_c P(r_c, z) = 0$ for every $z \in ((0, u(0)) + i(-\varepsilon_0, \varepsilon_0))$. Moreover, $\phi$ is continuously differentiable with respect to $r$ and $r_c$.

Let $Q_0, Q_\infty$ be defined via the identities

$$\phi(r, z) = \left( \frac{r}{r_c} \right)^{1/2-k} Q_0(r, z)(u(r) - z), \quad \forall r \in (0, r_c],$$  \hspace{1cm} (4.6)

and

$$\phi(r, z) = \left( \frac{r}{r_c} \right)^{1/2+k} Q_\infty(r, z)(u(r) - z), \quad \forall r \in (r_c, \infty).$$  \hspace{1cm} (4.7)

Moreover, the functions

$$B_0(r, z) = (k + 1)Q_0(r, z) - r \partial_c Q_0(r, z), \quad r \leq r_c,$$  \hspace{1cm} (4.8)

and

$$B_\infty(r, z) = (k - 1)Q_\infty(r, z) + r \partial_c Q_\infty(r, z), \quad r \geq r_c,$$  \hspace{1cm} (4.9)

will play an important role. When $z$ is real and belongs to the interval $(0, u(0))$, more can be deduced.

**Theorem 4.2** (Further properties for the real solution). Assume that $z = c \in (0, u(0))$, and let $\phi(r, c)$ be the unique solution to the problem posed in (4.5). Then

$$Q_0(r, c) > 0, \quad \partial_c Q_0(r, c) > 0, \quad \forall r \in (0, r_c],$$  \hspace{1cm} (4.10)

and

$$Q_\infty(r, c) > 0, \quad \partial_c Q_\infty(r, c) < 0, \quad \forall r \in (r_c, \infty).$$  \hspace{1cm} (4.11)
Moreover,

$$Q_0(r, c), Q_\infty(r, c) \approx 1, \quad \|r \partial_r Q_0(\cdot, c)\|_{L^\infty(0, r_c)}, \|r \partial_r Q_\infty(\cdot, c)\|_{L^\infty(r_c, \infty)} \lesssim k. \quad (4.12)$$

Finally, there is a constant $\delta_0$ depending only on $u$ such that for all $r_c \in (0, \infty)$, there holds for all $|r - r_c| < \delta_0 r_c$ (uniformly in $k$ and $r_c$),

$$k^2 r^{2k-1} r_c^{-1} |r_c - r| \lesssim B_0(r, c) \leq \frac{k^2 - 1}{r} |r_c - r|, \quad \forall r \in (0, r_c], \quad (4.13)$$

and

$$k^2 r^{2k-1} r_c^{-1} |r_c - r| \lesssim B_\infty(r, c) \leq \frac{k^2 - 1}{r_c} |r - r_c|, \quad \forall r \in [r_c, \infty). \quad (4.14)$$

As a consequence, the theorem proves that, when the spectral parameter $c \in (0, u(0))$, the only point at which $P$ vanishes is the critical layer, while otherwise $P$ is bounded away from 0 uniformly, thanks to (4.12). Combining this with suitable convergence estimates deduced below, we deduce non-vanishing properties of the complex solution as well. However, due to extra factors of $r_c^{2+\epsilon}$ and $r_c^{-2-\epsilon}$ (see e.g. Lemmas 4.11-4.14), this information will only be available in the domain $I_\alpha$ given in (2.18).

**Theorem 4.3.** On the domain $(r, c) \in (0, \infty) \times I_\alpha$, we have

$$\left\| (r \partial_r)^j P \right\|_{L^\infty} \lesssim_{\alpha} k^j, \quad j = 0, 1, \quad (4.15)$$

$$\left\| (u(r) - z) r^2 \partial_{rr} P \right\|_{L^\infty(\phi, \alpha/2)} \lesssim_{\alpha} k^3, \quad (4.16)$$

$$\left\| r \partial_r P \right\|_{L^\infty(\phi, \alpha/2)} \lesssim_{\alpha} k^3, \quad (4.17)$$

$$\left\| (r \partial_r)^j (P(r, c \pm i \epsilon) - P(r, c)) \right\|_{L^\infty} \lesssim_{\alpha} \epsilon^{\eta_0}, \quad j = 0, 1, \quad (4.18)$$

$$\left\| r \partial_r (P(r, c \pm i \epsilon) - P(r, c)) \chi \right\|_{L^\infty} \lesssim_{\alpha} \epsilon^{\eta_0}, \quad (4.19)$$

$$\left\| \partial_r r \partial_{rr} (P(r, c \pm i \epsilon) - P(r, c)) \chi \right\|_{L^\infty} \lesssim_{\alpha} \epsilon^{\eta_0}, \quad (4.20)$$

where $\chi$ is defined in (4.3), and we have the (uniform in $\epsilon$) Lipschitz bound

$$\left\| \frac{r \partial_r P(r, c \pm i \epsilon)}{u_{\phi, \alpha/2}(r, r_c)} \right\| \lesssim_{\alpha} k^3 \frac{|r - r_c|}{r_c}, \quad (4.21)$$

and convergence estimate

$$\left\| (u(r) - c) r^2 \partial_{rr} (P(r, c \pm i \epsilon) - P(r, c)) \right\|_{L^\infty(\phi, \alpha/2)} \lesssim_{\alpha} \epsilon^{\frac{2}{\eta_0}}. \quad (4.22)$$

Finally, for every $r \in (0, \infty)$ and $r_c \in I_\alpha$ such that

$$|r - r_c| > \frac{r_c}{k},$$

there holds (uniformly in $\epsilon$)

$$\left\| \frac{r \partial_r r \partial_{rr} P(r, c \pm i \epsilon)}{u_{\phi, \alpha/2}(r, r_c)} \right\| \lesssim_{\alpha} k^4, \quad (4.23)$$

while if

$$|r - r_c| \leq \frac{r_c}{k},$$

we have the pointwise bounds (uniformly in $\epsilon$)

$$\min \{r_c^2, r_c^{-2}\} \left\| \frac{\partial G P(r, c \pm i \epsilon)}{u_{\phi, \alpha/2}(r, r_c)} \right\| \lesssim_{\alpha} k^2, \quad \min \{r_c^2, r_c^{-2}\} \left\| \frac{|r \partial_r \partial G P(r, c \pm i \epsilon)|}{u_{\phi, \alpha/2}(r, r_c)} \right\| \lesssim_{\alpha} k^4 \frac{|r - r_c|}{r_c} \quad (4.24)$$

and the convergence estimates

$$\min \{r_c^2, r_c^{-2}\} \left\| \frac{(r \partial_r)^j \partial G (P(r, c \pm i \epsilon) - P(r, c))}{u_{\phi, \alpha/2}(r, r_c)} \right\| \lesssim_{\alpha} \epsilon^{\eta_0}, \quad j = 0, 1. \quad (4.25)$$
Remark 4.4. The estimates on $P$ of the above Theorem 4.3 can also be written in terms on $Q_0, Q_\infty$. Of particular importance are

$$\| (r \partial_r)^j (Q_\bullet(r, c \pm i \varepsilon) - Q_\bullet(r, c)) \|_{L^\infty} \lesssim_{\alpha} \varepsilon^{\eta_\alpha},$$

(4.26)

$$\| r_c \partial_{r_c} (Q_\bullet(r, c \pm i \varepsilon) - Q_\bullet(r, c)) \|_{L^\infty} \lesssim_{\alpha} \varepsilon^{\eta_\alpha},$$

(4.27)

$$\| r \partial_r r_c \partial_{r_c} (Q_\bullet(r, c \pm i \varepsilon) - Q_\bullet(r, c)) \chi \|_{L^\infty} \lesssim_{\alpha} \varepsilon^{\eta_\alpha},$$

(4.28)

where $\eta_\alpha = \frac{\alpha}{2(2+\alpha)}$ and $\bullet = 0, \infty$. From (4.26) combined with (4.12), we infer that

$$|Q_\bullet(r, z)| \approx \alpha, \quad \| r \partial_r Q_\bullet(\cdot, z) \|_{L^\infty} \lesssim \alpha k.$$  

(4.29)

The first estimate is crucially stating that $\phi$ vanishes only at the critical layer, when $r = r_c$.

The proof of Theorem 4.3 combines Lemmas 4.11-4.14 and Remark 4.15 below for $\varkappa = \alpha/2$ with the definition of $I_\alpha$. Once (4.26) is established, the bounds (4.15) and (4.29) follow from (4.12) and (4.6)-(4.7), while (4.22) is precisely (4.72). The rest are stated in an equivalent way in Propositions 4.6 and 4.9.

4.1 Existence and uniqueness of solutions

Fix $z \in \mathbb{C}$ be such that $c = \text{Re} z \in (0, u(0))$. We will denote by $\phi_1 = \phi_1(r, z)$ the homogeneous solution for the $k = 1$ Rayleigh problem devised in (2.10) (see §3.1), namely

$$\phi_1(r, z) = \left( \frac{r}{r_c} \right)^{3/2} (u(r) - z),$$

(4.30)

appropriately normalized at the critical layer. We will look for a solution $\phi$ to (4.1) of the form

$$\phi(r, z) = \phi_1(r, z) \tilde{P}(r, z),$$

(4.31)

and set up a contraction mapping argument for $\tilde{P}$, which satisfies

$$\partial_r \left( \phi_1^2 \partial_r \tilde{P} \right) + \frac{1 - k^2}{r^2} \phi_1^2 \tilde{P} = 0,$$

(4.32)

subject to the boundary conditions

$$\tilde{P}(r_c, z) = 1, \quad \partial_r \tilde{P}(r_c, z) = 0.$$  

(4.33)

Integrating (4.32) twice and using (4.33), we infer that

$$\partial_r \tilde{P}(r, z) = - \frac{k^2 - 1}{r^3 (u(r) - z)^2} \int_r^{r_c} s(u(s) - z)^2 \tilde{P}(s, z) ds$$

(4.34)

and

$$\tilde{P}(r, z) = 1 + (k^2 - 1) \int_r^{r_c} \frac{1}{\rho^3 (u(\rho) - z)^2} \int_{\rho}^{r_c} s(u(s) - z)^2 \tilde{P}(s, z) ds d\rho =: 1 + T_z[\tilde{P}].$$

(4.35)

The above expression will be useful to set up a proper fixed point scheme to deduce existence and uniqueness of $\tilde{P}$. For further reference, we can take a $\partial_{r_c}$ of the above expression, taking into account that $z = u(r_c) \pm i \varepsilon$, obtaining

$$\partial_{r_c} \tilde{P}(r, z) = T_z[\partial_{r_c} \tilde{P}] + 2(k^2 - 1) \int_r^{r_c} \frac{u'(r_c)}{\rho^3 (u(\rho) - z)^2} \int_{\rho}^{r_c} s(u(s) - z)^2 \tilde{P}(s, z) ds d\rho$$

$$- 2(k^2 - 1) \int_r^{r_c} \frac{u'(r_c)}{\rho^3 (u(\rho) - z)^2} \int_{\rho}^{r_c} s(u(s) - z) \tilde{P}(s, z) ds d\rho - \varepsilon^2 (k^2 - 1) r_c \int_r^{r_c} \frac{1}{\rho^3 (u(\rho) - z)^2} d\rho$$

$$= T_z[\partial_{r_c} \tilde{P}] + I_1 + I_2 + I_3.$$  

(4.36)
Notice that the above expression is valid for \( \varepsilon > 0 \). Using integration by parts, we derive the equivalent formula

\[
\partial_{r_c} \tilde{P}(r, z) = T_z[\partial_{r_c} \tilde{P}] + (k^2 - 1)u'(r_c) \left[ \frac{1}{r^3 u'(r)(u(r) - z)^2} \int_r^{r_c} \rho(u(\rho) - z)^2 \tilde{P}(s, z) d\rho \right. \\
+ \int_r^{r_c} \frac{1}{r^3 u'(\rho)} \frac{1}{(u(\rho) - z)^2} \left. \int_\rho^{r_c} \frac{s(s - z)^2 \tilde{P}(s, z)}{u(s)} d\rho ds \right] \\
+ \int_r^{r_c} \frac{1}{r^3 u'(\rho)} \int_\rho^{r_c} \frac{s(s - z)^2 \tilde{P}(s, z)}{u(s)} d\rho ds \right].
\]

This is the formulation that we use also at \( \varepsilon = 0 \) as no singular integral appears here (see Section 4.4 below).

### 4.1.1 An auxiliary weight

With the convention adopted in (2.17), we define an auxiliary weight \( \tilde{w} = \tilde{w}(r, r_c) \) to solve the ODE

\[
-\partial_r \tilde{w} - \frac{3}{r} \partial_r \tilde{w} + \frac{1}{A^2 - 1} \tilde{w} = 0, \quad \tilde{w}(r, r_c) = 1, \quad \partial_r \tilde{w}(r, r_c) = 0,
\]

where \( A > k \) is a parameter that we leave unspecified at the moment (one should think of \( A \) as close to \( k \)). In fact, we can solve the above ODE explicitly, to find

\[
\tilde{w}(r, r_c) = \left[ 1 + \frac{A}{2A} \right]^{-1} - \left[ 1 - \frac{A}{2A} \right]^{-1}.
\]

Notice that, given a fixed \( r_c > 0 \), \( \tilde{w} \) attains its minimum at \( r = r_c \) and

\[
\tilde{w}(r, r_c) \geq 1, \quad \forall r > 0.
\]

The following properties of \( \tilde{w} \) will prove useful later.

**Lemma 4.5.** Let \( c \in (0, u(0)) \), \( A > k \) and \( \tilde{w} \) be given by (4.39). Then

\[
\int_r^{r'} \frac{1}{\rho^3} \int_\rho^{r_c} s \tilde{w}(s, r_c) ds d\rho = \frac{1}{A^2 - 1} (\tilde{w}(r, r_c) - \tilde{w}(r', r_c)), \quad \forall r, r' > 0.
\]

Furthermore, for any \( b \neq \pm A \) and for \( A = k + \varkappa \) with \( \varkappa \in (0, 1) \), we have

\[
\left| \int_r^{r_c} s^b \tilde{w}(s, r_c) ds \right| \leq b \frac{1+b}{k} \tilde{w}(r, r_c), \quad \forall r > 0.
\]

Moreover

\[
\left| \int_r^{r_c} s \tilde{w}(s, r_c) ds \right| \leq \frac{r^2}{r_c} |r - r_c| \tilde{w}(r, r_c), \quad \forall r > 0,
\]

and

\[
\left| \int_r^{r_c} s^b \tilde{w}(s, r_c) ds \right| \leq b \max \{r, r_c\}^b |r - r_c| \tilde{w}(r, r_c), \quad \forall r > 0.
\]

**Proof of Lemma 4.5.** Equation (4.41) is obtained by explicitly computing the integrals from formula (4.39). Turning to (4.42)-(4.43), we first observe that

\[
\int_r^{r_c} s^b \tilde{w}(s, r_c) ds = \frac{A+1}{2A(A+b)} r_c^{b+1} \left[ \left( \frac{r}{r_c} \right)^{-b-1} - \left( \frac{r_c}{r} \right)^{A-1} \right] - \frac{A-1}{2A(A-b)} r_c^{b+1} \left[ \left( \frac{r}{r_c} \right)^{-b-1} - \left( \frac{r_c}{r} \right)^{A-1} \right].
\]
By considering the different cases $r \leq r_c$ and $r > r_c$ and the different ranges of $b \neq \pm A$ with respect to $A$, (4.42) follows immediately from the definition (4.39). Also, (4.44) is obvious from (4.40). Regarding (4.43), we use the fact that if $r \leq r_c$, then applying the mean value theorem to the function $(0, 1] \ni x \mapsto x^{2A}$ and using (4.39), we have

$$\left| \int_r^{r_c} s \tilde{w}(s, r_c) ds \right| = \frac{r^2}{2A} \left( \frac{r}{r_c} \right)^{A-1} \left[ \left( \frac{r}{r_c} \right)^{2A} - 1 \right] \leq \frac{r^2}{2A} \left( \frac{r}{r_c} \right)^{A-1} 2A \left( \frac{r}{r_c} - 1 \right).$$

A similar computation, applied to the function $[1, \infty) \ni x \mapsto x^{-2A}$, also show that if $r > r_c$, then

$$\left| \int_r^{r_c} s \tilde{w}(s, r_c) ds \right| \leq \frac{2A}{A-1 r_c} |r - r_c| \bar{w}(r_c).$$

The two estimates can be grouped together as in (4.42), concluding the proof.

\[ \square \]

4.1.2 Existence and uniqueness of $\tilde{P}$

We begin with proving existence, uniqueness and some regularity for (4.35). It is clear that existence and uniqueness of $\tilde{P}$ is equivalent to existence and uniqueness of $P$ in Theorem 4.1. Moreover, all the properties on $\tilde{P}$ translate into properties of $P$, since

$$P(r, z) = \left( \frac{r}{r_c} \right)^{3/2} \tilde{P}(r, z).$$

**Proposition 4.6.** Let $\varepsilon_0 \in (0, 1/2)$ and $D_{\varepsilon_0}$ as in Theorem 4.1, and suppose $\tilde{w}$ is given by (4.39) with $A = k + \infty$. Then (4.35) has a unique solution $\tilde{P} \in L_\infty^\infty(D_{\varepsilon_0})$ such that

$$\|(r \partial_r)^j \tilde{P} \|_{L_\infty^\infty} := \| \tilde{w}^{-1} (r \partial_r)^j \tilde{P} \|_{L_\infty^\infty} \lesssim_k k^{1+j}, \quad j = 0, 1,$$

and

$$\|(u(r) - z) r^2 \partial_r \tilde{P} \|_{L_\infty^\infty} \lesssim_k k^3.$$

Moreover

$$\left| \frac{r \partial_r \tilde{P}(r, z)}{\tilde{w}(r_c)} \right| \lesssim_k k^3 \frac{|r - r_c|}{r_c},$$

for any $r, r_c > 0$.

Thus, thanks to (4.48), Proposition 4.6 immediately proves the bound

$$\|(r \partial_r)^j P \|_{L_\infty^k, k} \lesssim_k k^{1+j}, \quad j = 0, 1.$$  

(4.52)

Proposition 4.6 is based on the contraction properties of the operator $T_z$ in (4.35). This approach can be viewed as a refinement of an analogous argument in [66] to the more complicated vortex case.

**Lemma 4.7.** If $Z \in L^\infty(D_{\varepsilon_0})$, there holds

$$\| T_z [\tilde{w} Z] \|_{L_\infty^\infty} \leq \frac{k^2 - 1}{A^2 - 1} \| Z \|_{L^\infty},$$

(4.53)

where $\tilde{w}$ is given by (4.39).

**Proof of Lemma 4.7.** By linearity, we can assume that $\| Z \|_{L^\infty} = 1$. In view of (4.35), (4.30), and the monotonicity of $u$ (hence $|u(s) - z| \leq |u(\rho) - z|$ in the integral), we have the immediate bound

$$|\tilde{w}^{-1} T_z [\tilde{w} Z]| \leq \frac{k^2 - 1}{\tilde{w}(r_c)} \left| \int_r^{r_c} \frac{1}{\rho^2} \int_r^r s \tilde{w}(s, r_c) ds d\rho \right|.$$
From (4.41), we readily obtain
\[ |\tilde{w}^{-1}T_z[\tilde{w}Z]| \leq \frac{k^2 - 1}{A^2 - 1} \frac{\tilde{w}(r, r_c) - 1}{\tilde{w}(r, r_c)}, \]  
which implies (4.53).

We can now proceed with the proof of the main result of this section.

**Proof of Proposition 4.6.** The existence and uniqueness of \( \tilde{P} \) follows from the contraction mapping principle. Indeed, from (4.53) and the fact that \( \tilde{w} \) is bounded below (see (4.40)), the operator \( 1 + T_z[\cdot] : L^\infty_w \to L^\infty_w \) is a contraction whenever \( A^2 > k^2 \). Moreover, from (4.35) and (4.53), the unique solution \( \tilde{P} \) satisfies
\[ |\tilde{w}^{-1}\tilde{P}(r, z)| \leq 1 + \frac{k^2 - 1}{A^2 - 1} \tilde{P}\|_{L^\infty_w}, \]  
and (4.49) with \( j = 0 \) follows. We now turn to the second part of (4.49). In light of (4.34), we have that
\[ |\tilde{w}^{-1}r\partial_r \tilde{P}(r, z)| \leq 1 + \frac{k^2 - 1}{A^2 - 1} \tilde{P}\|_{L^\infty_w} \int_r^r \tilde{w}(s, r_c)ds. \]  
Thus, taking advantage of (4.42), we deduce that
\[ |\tilde{w}^{-1}r\partial_r \tilde{P}(r, z)| \lesssim \frac{k^2 - 1}{k} \tilde{P}\|_{L^\infty_w}, \]  
and the claim follows by combining the above estimate with (4.49) with \( j = 0 \). We now prove (4.50). Firstly, notice that we can read \( \partial_{rr} \tilde{P} \) directly from (4.32), obtaining
\[ \partial_{rr} \tilde{P}(r, z) = -\frac{3}{r} \partial_r \tilde{P} - \frac{2u'(r)}{u(r) - z} \partial_r \tilde{P} - \frac{(k^2 - 1)}{r^2}. \]  
Hence,
\[ \|(u(r) - z)r^2 \partial_{rr} \tilde{P}(r, z)\|_{L^\infty_w} \lesssim \|(u(r) - z)r\partial_r \tilde{P}\|_{L^\infty_w} + (k^2 - 1)\|\tilde{P}\|_{L^\infty_w}, \]  
and (4.50) follows from (4.49). Finally, (4.51) is a consequence of (4.43) and (4.56). The proof is concluded.

**4.2 Convergence of \((r\partial_r)\tilde{P}\)**

As a first step towards the proof of the convergence estimates in Theorem 4.3, we deduce a convergence estimate on \( \tilde{P} \). These estimates are relevant near the critical layer, whereas near \( r = 0, \infty \), improve the estimates further below.

**Proposition 4.8.** Under the assumptions in Theorem 4.1, and with \( \tilde{w} \) given by (4.39) with \( A > k \geq 2 \), there holds
\[ \|\min\{r_c^2, rc^{-2}\}(r\partial_r)\tilde{P}(r, c \pm \varepsilon)\|_{L^\infty_w} \lesssim \varepsilon k^{2+j}, \quad j = 0, 1, \]  
and
\[ \|\min\{r_c^2, rc^{-2}\}(u(r) - c)r^2 \partial_{rr} \tilde{P}(r, c \pm \varepsilon) - \tilde{P}(r, c)\|_{L^\infty_w} \lesssim \varepsilon k^{4}, \]  
for every \( \varepsilon \in (0, \varepsilon_0) \).

**Proof of Proposition 4.8.** We begin by showing the case \( j = 0 \). By setting \( z = c \pm \varepsilon \), we use (4.35) to deduce that
\[ \tilde{P}(r, c) - \tilde{P}(r, z) = \mp \varepsilon k^2 (k^2 - 1) \int_r^r \frac{1}{\rho^3} \frac{2(u(\rho) - c)}{u(\rho) - z}^2 \frac{\mp \varepsilon}{z} \int_r^\rho s(u(s) - c)^2 \tilde{P}(s, c)ds d\rho \]  
\[ \pm \varepsilon k^2 (k^2 - 1) \int_r^r \frac{1}{\rho^3} \frac{2(u(\rho) - c)}{u(\rho) - z}^2 \int_r^\rho s(2(u(s) - c) \mp \varepsilon) \tilde{P}(s, c)ds d\rho, \]  
and
We now use Lemma 4.5 and (4.49) several times. Let us consider the case when $r < r_c$ only, since the other case is analogous. Define $b_k = 1 - 1/k > 0$. Then,

\[
|\text{(4.61) + (4.62)}| \lesssim \varepsilon k^2 \| \tilde{P} \|_{L^\infty} \int_r^{r_c} \frac{1}{\rho^3} \left| \frac{1}{u(\rho) - z} \right| \int_r^{r_c} s \tilde{w}(s, r_c) ds \, d\rho
\]

\[
+ \varepsilon k^2 \| \tilde{P} \|_{L^\infty} \int_r^{b_k r_c} \frac{1}{\rho^3} \left| \frac{1}{u(\rho) - z} \right| \int_r^{r_c} s \tilde{w}(s, r_c) ds \, d\rho
\]

\[
\lesssim \varepsilon k^2 \| \tilde{P} \|_{L^\infty} \frac{1}{|u'|_{r_c}} \int_r^{b_k r_c} \frac{1}{\rho^2} \tilde{w}(\rho, r_c) d\rho + \varepsilon k \| \tilde{P} \|_{L^\infty} \frac{1}{|u(b_k r_c) - u(r_c)|} \int_r^{b_k r_c} \frac{1}{\rho} \tilde{w}(\rho, r_c) d\rho
\]

\[
\lesssim \varepsilon k^2 \frac{\tilde{w}(r, r_c)}{\min\{r_c^2, r_c^{-2}\}}.
\]  

(4.64)

Hence, using (4.53) to control (4.63), we arrive at (4.59) with $j = 0$. We now deal with the similar convergence estimate for the derivative of $\tilde{P}$, namely the case $j = 1$. Use (4.34) to get

\[
\frac{r \partial_r (\tilde{P}(r, c) - \tilde{P}(r, z))}{k^2 - 1} = \pm i \varepsilon \frac{2(u(r) - c) \mp i \varepsilon}{r^2 (u(r) - z)^2 (u(r) - c)^2} \int_r^{r_c} s (u(s) - c)^2 \tilde{P}(s, c) ds
\]

\[
\mp i \varepsilon \frac{1}{r^2 (u(r) - z)^2} \int_r^{r_c} s \left[ 2 (u(s) - c) \mp i \varepsilon \tilde{P}(s, c) ds
\]

\[
- \frac{1}{r^2 (u(r) - z)^2} \int_r^{r_c} s (u(s) - z)^2 \left[ \tilde{P}(s, c) - \tilde{P}(s, z) \right] ds.
\]  

(4.67)

In the same way as above, we find

\[
|\text{(4.65) + (4.66)}| \lesssim \varepsilon \| \tilde{P} \|_{L^\infty} \frac{1}{r^2 |u(r) - z|} \left| \int_r^{r_c} s \tilde{w}(s, r_c) ds \right| \lesssim \varepsilon k - \frac{w(r, r_c)}{\min\{r_c^2, r_c^{-2}\}},
\]

while appealing to (4.59) with $j = 0$ we also infer that

\[
|\text{(4.67)}| \lesssim \min\{r_c^2, r_c^{-2}\} \| \tilde{P}(r, c \pm i \varepsilon) - \tilde{P}(r, c) \|_{L^\infty} \frac{1}{r^2 \min\{r_c^2, r_c^{-2}\}} \left| \int_r^{r_c} s \tilde{w}(s, r_c) ds \right| \lesssim \varepsilon k - \frac{w(r, r_c)}{\min\{r_c^2, r_c^{-2}\}},
\]  

(4.68)

and (4.59) follows. Concerning (4.60), note that we can read $\partial_{rr} \tilde{P}$ directly from (4.32), obtaining

\[
\partial_{rr} (\tilde{P}(r, z) - \tilde{P}(r, c)) = - \frac{3}{r} \partial_r (\tilde{P}(r, z) - \tilde{P}(r, c)) \pm i \varepsilon \frac{2u'(r)}{(u(r) - z)(u(r) - c)} \partial_s \tilde{P}(r, z)
\]

\[
- \frac{2u'(r)}{u(r) - z} \partial_r (\tilde{P}(r, z) - \tilde{P}(r, c)) + (k^2 - 1) \frac{\tilde{P}(r, z) - \tilde{P}(r, c)}{r^2}.
\]

and hence using the boundedness of $u$ we obtain

\[
\| \min\{r_c^2, r_c^{-2}\} (u(r) - c) r^2 \partial_{rr} (\tilde{P}(r, c \pm i \varepsilon) - \tilde{P}(r, c)) \|_{L^\infty} \lesssim \| \min\{r_c^2, r_c^{-2}\} r \partial_r (\tilde{P}(r, z) - \tilde{P}(r, c)) \|_{L^\infty}
\]

\[
+ \varepsilon \left\| \min\{r_c^2, r_c^{-2}\} r^2 \frac{u'(r)}{u(r) - z} \partial_r \tilde{P}(r, z) \right\|_{L^\infty}
\]

\[
+ k^2 \| \min\{r_c^2, r_c^{-2}\} (\tilde{P}(r, z) - \tilde{P}(r, c)) \|_{L^\infty}.
\]  

(4.69)

Given (4.59), we only need to treat the second term above. Using (4.51), if $|r - r_c| < r_c/2$, we obtain

\[
\frac{|u'(r)|}{|u(r) - z|} \left| \tilde{w}^{-1} r \partial_r \tilde{P}(r, z) \right| \lesssim k^3 \frac{|u'(r)|}{|u(r) - z|} \frac{|r - r_c|}{r_c} \lesssim k^3,
\]  

(4.70)
while if \( |r - r_c| \geq r_c/2 \), since \( |u(r) - u(r_c)| \gtrsim \min\{r_c^2, r_c^{-2}\} \), we have
\[
\left| \frac{u'(r)}{u(r) - z} \right| \lesssim \left| \frac{u'(r)}{r} \right| \left( \frac{u'(r)}{u(r) - z} \right) \left\| \partial_z \tilde{P} \right\|_{L^\infty} \lesssim \frac{k^2}{\min\{r_c^2, r_c^{-2}\}}.
\]
Thus, we can plug in the above estimates in (4.69) and use (4.59) to conclude the proof.

As a consequence of (4.48), we deduce
\[
\left\| \min\{r_c^2, r_c^{-2}\} (r \partial_r)^j (P(r, c \pm i \varepsilon) - P(r, c)) \right\|_{L^\infty} \lesssim_{\varepsilon} k^{2j+1}, \quad j = 0, 1,
\]
and
\[
\left\| \min\{r_c^2, r_c^{-2}\} (u(r) - c)_r \partial_r (P(r, c \pm i \varepsilon) - P(r, c)) \right\|_{L^\infty} \lesssim_{\varepsilon} k^4.
\]
Note that the last estimate is exactly (4.22). We now deal with \( \partial G \) and \( \partial r_c \) derivatives.

### 4.3 Analysis of \( \partial G \tilde{P} \)

In this section, we analyze more carefully the behavior of \( \tilde{P} \) near the critical layer, by making use of the differential operator \( \partial G \) defined in (2.27).

**Proposition 4.9.** Let \( \tilde{w} \) be given by (4.39) with \( A = k + \varepsilon \), and let us fix \( r_c \in (0, \infty) \). For every \( r \in (0, \infty) \) such that
\[
|r - r_c| \leq \frac{r_c}{k},
\]
we have the pointwise bounds
\[
\min\{r_c^2, r_c^{-2}\} \left| \frac{\partial G \tilde{P}(r, z)}{\tilde{w}(r, r_c)} \right| \lesssim_{\varepsilon} k^2,
\]
and the convergence estimates
\[
\left( \min\{r_c^2, r_c^{-2}\} \right)^2 \left| \frac{(r \partial_r)^j (\partial G \tilde{P}(r, c \pm i \varepsilon) - \tilde{P}(r, c))}{\tilde{w}(r, r_c)} \right| \lesssim_{\varepsilon} k^{3j+2}, \quad j = 0, 1.
\]

**Proof of Proposition 4.9.** A direct computation from (4.34) yields
\[
\partial_r \partial G \tilde{P}(r, z) = \frac{u'(r)}{(u'(r))^2} \partial_r \tilde{P}(r, z) + \frac{3(k^2 - 1)}{r^4(u'(r))^2(u(r) - z)^2} \int^r \left[ s(u(s) - z)^2 \tilde{P}(s, z) ds \right.
\]
\[- \frac{k^2 - 1}{r^3(u(r) - z)^2} \int^r \partial_s \left( \frac{s}{u'(s)} \right) (u(s) - z)^2 \tilde{P}(s, z) ds \right.
\]
\[- \frac{k^2 - 1}{r^3(u(r) - z)^2} \int^r s(u(s) - z)^2 \partial_r \tilde{P}(s, z) ds.
\]
Thus, integrating on \( (r, r_c) \) and noting from (4.33) and (4.37) that \( \partial G \tilde{P}(r_c, z) = 0 \), we find
\[
\partial G \tilde{P}(r, z) = - \int^r \frac{u''(r)}{(u'(r))^2} \partial_r \tilde{P}(r, z) d\rho - \int^r \frac{3(k^2 - 1)}{r^4(u'(r))^2(u(r) - z)^2} \left[ s(u(s) - z)^2 \tilde{P}(s, z) ds \right. \]
\[- \frac{k^2 - 1}{r^3(u(r) - z)^2} \left. \int^r \partial_s \left( \frac{s}{u'(s)} \right) (u(s) - z)^2 \tilde{P}(s, z) ds \right. \]
\[- \frac{k^2 - 1}{r^3(u(r) - z)^2} \left. \int^r s(u(s) - z)^2 \partial_r \tilde{P}(s, z) ds d\rho + \mathcal{T}_z[\partial G \tilde{P}].
\]
Assuming \( |r - r_c| < r_c/k \), we now bound each term on the right-hand side above, tacitly using Lemma 4.5 and the fact that \( |u'(r)| \approx \min\{r, r_c^{-1}\} \). For the first term, we exploit (4.49) to get
\[
\left| \int^r \frac{u''(r)}{(u'(r))^2} \partial_r \tilde{P}(r, z) d\rho \right| \lesssim \left\| \partial \tilde{P} \right\|_{L^\infty} \left| \int^r \frac{u''(r)}{(u'(r))^2 \rho} \tilde{w}(r, r_c) d\rho \right| \lesssim k \left| \frac{\tilde{w}(r, r_c)}{\min\{r_c^2, r_c^{-2}\}} \right|.
\]
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Similarly

\[ \left| \int_{r_c}^{r_e} \frac{3(k^2 - 1)}{a^2} u'(s) ds \right| \lesssim k \frac{w(r, r_c)}{\min \{ r^2_c, r^{-2}_c \}}. \]

and

\[ \left| \int_{r_c}^{r_e} \frac{k^2 - 1}{a^2} \int_{r_c}^{r_e} s(u(s) - z)^2 \tilde{P}(s, z) ds \right| \lesssim \frac{k^2 - 1}{A^2 - 1} \frac{\tilde{w}(r, r_c) \sup_r |\partial_{G} \tilde{P}(r, z)|}{w(r, r_c)}. \]

For the last term, we use (4.41) to deduce that

\[ |T_z[\partial_{G} \tilde{P}]| = \left| \int_{r_c}^{r_e} \frac{k^2 - 1}{a^2} \int_{r_c}^{r_e} s(u(s) - z)^2 \partial_{G} \tilde{P}(s, z) ds \right| \leq \frac{k^2 - 1}{A^2 - 1} \tilde{w}(r, r_c) \sup_r |\partial_{G} \tilde{P}(r, z)|. \] (4.78)

The fact that the right-hand side above is finite for all \( \varepsilon > 0 \) follows from general ODE theory, since \( \partial_{G} \tilde{P} \) satisfies essentially a perturbation of Laplace’s equation. Collecting the above estimate, we obtain

\[ \min \{ r^2_c, r^{-2}_c \} \left[ \frac{\partial_{G} \tilde{P}(r, z)}{w(r, r_c)} - \frac{k^2 - 1}{A^2 - 1} \sup_r \frac{\partial_{G} \tilde{P}(r, z)}{w(r, r_c)} \right] \lesssim k, \]

and we easily arrive at (4.73a). We now turn to (4.74) with \( j = 0 \). From (4.76), we infer that

\[ \partial_{G} \tilde{P}(r, c) - \partial_{G} \tilde{P}(r, z) = T_c[\partial_{G} \tilde{P}(r, c)] - T_z[\partial_{G} \tilde{P}(r, z)] + V_1 + (k^2 - 1) |V_2 + V_3|, \]

where

\[ V_1 = \int_{r_c}^{r_e} \frac{u''(s)}{(u'(s))^2} \partial_r \left[ \tilde{P}(r, z) - \tilde{P}(r, c) \right] dr, \]

\[ V_2 = \pm 3i \varepsilon \int_{r_c}^{r_e} \frac{1}{a^2} \left[ 2(u(s) - c) \mp i \varepsilon \right] \int_{r_c}^{r_e} s(u(s) - c)^2 \tilde{P}(s, c) ds \right| \lesssim \frac{k^2 - 1}{A^2 - 1} \tilde{w}(r, r_c) \sup_r |\partial_{G} \tilde{P}(r, z)|. \] (4.79)

\[ V_3 = \pm i \varepsilon \int_{r_c}^{r_e} \frac{1}{a^2} \left[ 2(u(s) - c) \mp i \varepsilon \right] \int_{r_c}^{r_e} s(u(s) - c)^2 \tilde{P}(s, c) ds \right| \lesssim \frac{k^2 - 1}{A^2 - 1} \tilde{w}(r, r_c) \sup_r |\partial_{G} \tilde{P}(r, z)|. \]

Arguing as in (4.77) and appealing to (4.59), we find that

\[ \min \{ r^2_c, r^{-2}_c \} |V_1| \lesssim \frac{1}{k} \min \{ r^2_c, r^{-2}_c \} r \partial_t (\tilde{P}(r, z) - \tilde{P}(r, c)) \| L^\infty \rightarrow \tilde{w}(r, r_c) \| \| L^\infty \rightarrow \frac{\tilde{w}(r, r_c)}{\min \{ r^2_c, r^{-2}_c \}} \lesssim \varepsilon k^2 \frac{\tilde{w}(r, r_c)}{\min \{ r^2_c, r^{-2}_c \}}. \]

Turning to \( V_2 \), we find

\[ \min \{ r^2_c, r^{-2}_c \} |V_2| \lesssim \varepsilon \min \{ r^2_c, r^{-2}_c \} \| \tilde{P} \| L^\infty \rightarrow \int_{r_c}^{r_e} \frac{1}{a^2(u'(s))} |u(s) - z| \int_{r_c}^{r_e} s \tilde{w}(s, r_c) ds \right|. \]
Collecting all of the above where deduce (4.73b) by the methods above. From (4.75),

\[ \frac{1}{k^2} \min \{ r_c^2, r_{c'}^2 \} \bigg( P(\rho, c) - \bar{P}(\rho, z) \bigg) \| \phi_{L^p} \bigg( \int_r^{r_{c'}} \frac{1}{\rho^{3/2}(\rho)} \int_r^{r_{c'}} s\bar{w}(s, r_c) ds \bigg) \bigg( \frac{1}{k^2} \min \{ r_c^2, r_{c'}^2 \} \bigg) \]

\[ \leq \frac{\varepsilon}{k} \min \{ r_c^2, r_{c'}^2 \} \bar{w}(r, r_c) \leq \frac{\varepsilon}{k} \min \{ r_c^2, r_{c'}^2 \} \bar{w}(r, r_c), \]

(4.80)

The \( V_3 \) contribution is estimated as in \( V_2 \) with the same bound. Lastly,

\[ \frac{T_c[\partial G \bar{P}(r, c)] - T_z[\partial G \bar{P}(r, z)]}{k^2 - 1} = \mp i\varepsilon \int_r^{r_{c'}} \frac{2(u(\rho) - c) \mp i\varepsilon}{\rho^2(u(\rho) - z)^2} \int_r^{r_{c'}} s(u(s) - c)^2 \partial G \bar{P}(s, c) ds \bigg) \bigg( \frac{1}{k^2} \min \{ r_c^2, r_{c'}^2 \} \bigg) \leq \frac{\varepsilon}{k^2} \min \{ r_c^2, r_{c'}^2 \} \bar{w}(r, r_c) \]

The first two terms are analogous to \( V_2 \), estimated in (4.80), while we deal with the last term as in (4.78). Hence, appealing to (4.73a) we find

\[ \frac{T_c[\partial G \bar{P}(r, c)] - T_z[\partial G \bar{P}(r, z)]}{k^2 - 1} = \frac{1}{A^2 - 1} \bar{w}(r, r_c) \sup_s \bigg[ \frac{\partial G \bar{P}(s, c) - \partial G \bar{P}(s, z)}{s \bar{w}(s, r_c)} \bigg] \leq \frac{\varepsilon}{k^2} \min \{ r_c^2, r_{c'}^2 \} \bar{w}(r, r_c) \]

Collecting all of the above

\[ (\min \{ r_c^2, r_{c'}^2 \})^2 \bigg( \frac{\partial G \bar{P}(r, c) - \partial G \bar{P}(r, z)}{\bar{w}(r, r_c)} - \frac{k^2 - 1}{A^2 - 1} \sup_s \bigg[ \frac{\partial G \bar{P}(s, c) - \partial G \bar{P}(s, z)}{s \bar{w}(s, r_c)} \bigg] \bigg) \leq \varepsilon k^2, \]

from which (4.74) with \( j = 0 \) easily follows. We now go back (4.75), and use (4.44), (4.49), (4.51) and (4.73a) to deduce (4.73b) by the methods above. From (4.75),

\[ r \partial_r \partial_c \bar{P}(r, c) - r \partial_r \partial_c \bar{P}(r, z) = W_1 + (k^2 - 1) [ W_2 + W_3 + W_4 ] \]

(4.82)

where

\[ W_1 = \frac{u''(r)}{(u'(r))^2} r \partial_r \bigg[ \bar{P}(r, c) - \bar{P}(r, z) \bigg] \]

\[ W_2 = \mp 3i\varepsilon \frac{1}{r^3 u'(r)(u(r) - c)^2(u(r) - z)^2} \int_r^{r_{c'}} s(u(s) - c)^2 \bar{P}(s, c) ds \]

\[ + \frac{1}{3} \int_r^{r_{c'}} s \big[ 2(u(s) - c) \mp i\varepsilon \big] \bar{P}(s, c) ds \]

\[ + \frac{1}{r^3 u'(r)(u(r) - z)^2} \int_r^{r_{c'}} s(u(s) - z)^2 \bigg( \bar{P}(s, c) - \bar{P}(s, z) \bigg) ds \]

\[ W_3 = \pm i\varepsilon \frac{1}{r^2(u(r) - c)^2(u(r) - z)^2} \int_r^{r_{c'}} \partial_s \left( \frac{s}{u'(s)} \right) (u(s) - c)^2 \bar{P}(s, c) ds \]

\[ \mp i\varepsilon \frac{1}{r^2(u(r) - z)^2} \int_r^{r_{c'}} \partial_s \left( \frac{s}{u'(s)} \right) [2(u(s) - c) \mp i\varepsilon] \bar{P}(s, c) ds \]

\[ - \frac{1}{r^2(u(r) - z)^2} \int_r^{r_{c'}} \partial_s \left( \frac{s}{u'(s)} \right) (u(s) - z)^2 \bigg( \bar{P}(s, c) - \bar{P}(s, z) \bigg) ds \]

where
\[ \mathcal{W}_4 = \pm i \varepsilon \frac{2(u(r) - c)}{r^2(u(r) - c)^2(u(r) - z)^2} \int_r^{r_c} s(u(s) - c)^2 \partial_G \bar{P}(s, c) ds \]
\[ \mp i \varepsilon \frac{1}{r^2(u(r) - z)^2} \int_r^{r_c} s \frac{2(u(s) - c)}{r^2(u(r) - z)^2} \partial_G \bar{P}(s, c) ds. \]

Arguing as above, we see that \( \mathcal{W}_1 \) is analogous to \( \mathcal{V}_1 \), without a gain in \( k \) due to the absence of the integral, so that
\[ \min \{ r_c^2, r_c^{-2} \} |\mathcal{W}_1| \lesssim \varepsilon k^3 \frac{\bar{w}(r, r_c)}{\min \{ r_c^2, r_c^{-2} \}}. \]

Similarly, \( \mathcal{W}_2, \mathcal{W}_3 \) and \( \mathcal{W}_4 \) resemble \( \mathcal{V}_2 \), provided we take into account the bounds (4.49), (4.59), (4.73), and (4.74) with \( j = 0 \), so that
\[ \min \{ r_c^2, r_c^{-2} \} |\mathcal{W}_2 + \mathcal{W}_3 + \mathcal{W}_4| \lesssim \varepsilon k^2 \frac{\bar{w}(r, r_c)}{\min \{ r_c^2, r_c^{-2} \}}. \]

The proof of Proposition 4.9 is now complete.

### 4.4 Analysis of \( \partial_{r_c} \bar{P} \)

We proceed with the analysis of \( \partial_{r_c} \bar{P} \), relying on (4.36) and (4.37). The main result of this section reads as follows.

**Proposition 4.10** (The \( \partial_{r_c} \) derivative). Let \( \bar{w} \) be given by (4.39) with \( A = k + \varepsilon \). Then,
\[ \| r_c \partial_{r_c} \bar{P} \|_{L^\infty_w} \lesssim_k k^3, \]
and
\[ \| \min \{ r_c^2, r_c^{-2} \} r_c \partial_{r_c} (\bar{P}(r, c \pm i \varepsilon) - \bar{P}(r, c)) \|_{L^\infty_w} \lesssim_k k^4 \varepsilon. \]

Moreover, for every \( r_c > 0 \) and every \( r > 0 \) such that
\[ |r - r_c| > \frac{r_c}{k}, \]
there holds
\[ \frac{|r \partial_r r_c \partial_{r_c} \bar{P}(r, z)|}{\bar{w}(r, r_c)} \lesssim_k k^4, \]
and
\[ \min \{ r_c^2, r_c^{-2} \} \frac{|r \partial_r r_c \partial_{r_c} \bar{P}(r, c \pm i \varepsilon) - \bar{P}(r, c)|}{\bar{w}(r, r_c)} \lesssim_k k^5 \varepsilon. \]

**Proof of Proposition 4.10.** The proof heavily relies on Lemma 4.5 and Propositions 4.6, 4.8 and 4.9, but the arguments are very similar to those used earlier. Moreover, we shall only deal with the case
\[ |r - r_c| > \frac{r_c}{k}, \]
even for (4.83) and (4.84), since in the other case
\[ r_c \partial_{r_c} = u'(r_c) r_c \partial_G - \frac{u'(r_c) r_c}{u'(r)} \partial_r \approx \min \{ r_c^2, r_c^{-2} \} \partial_G + r \partial_r, \]
and hence the result follows from the respective bounds and convergence estimates on \( \partial_G \) and \( r \partial_r \). For the sake of brevity, we consider only the case \( r < r_c \), which from (4.87) implies that \( r < b_k r_c \) with \( b_k = 1 - 1/k > 0 \). To prove (4.83), we need to show that
\[ \frac{|r \partial_r \bar{P}(r, z)|}{\bar{w}(r, r_c)} \lesssim_k k^3, \quad \forall r, r_c > 0, \ |r - r_c| > \frac{r_c}{k}. \]
We use (4.36), multiply by $r_c$ and bound each term. As in (4.78),

$$|T_z[r_c \partial_c \bar{P}]| \leq \frac{k^2 - 1}{A^2 - 1} \bar{w}(r, r_c) \sup_s |\partial_{r_c} \bar{P}(s, z)| \frac{\partial_{r_c} \bar{P}(s, z)}{\bar{w}(s, r_c)}.$$

The fact that the right-hand side above is finite for all $\varepsilon > 0$ follows from general ODE theory, since $\partial_{r_c} \bar{P}$ satisfies an equation that is essentially a perturbation of Laplace’s equation. Moreover,

$$r_c|\mathcal{I}_2| \lesssim k^2 \bar{P} L_{\infty} |u'(r_c)| \int_r^{r_c} \frac{1}{\rho^3 |u(\rho) - z|} \int_{\rho}^{r_c} s \bar{w}(s, r_c) ds \, d\rho$$

$$+ k^2 \bar{P} L_{\infty} |u'(r_c)| \int_r^{b_k r_c} \frac{1}{\rho^3 |u(\rho) - z|} \int_{\rho}^{r_c} s \bar{w}(s, r_c) ds \, d\rho$$

$$\lesssim k^3 \int_{r}^{r_c} \frac{\bar{w}(\rho, r_c)}{\rho} d\rho \lesssim k^2 \bar{w}(r, r_c), \quad (4.88)$$

and

$$r_c|\mathcal{I}_3| \lesssim k^2 r_c^2 \int_r^{r_c} \frac{1}{\rho^3} d\rho \lesssim k^2 r_c^2 \frac{r_c^2}{r^2} \lesssim k^2 \bar{w}(r, r_c).$$

Hence, (4.83) is a consequence of the above estimates. Combining (4.59) and (4.74), we obtain (4.84) when we restrict to the domain $|r - r_c| \leq r_c/k$. On the same region, to prove (4.84) we aim to show:

$$\min\{r_c^2, r_c^{-2}\} \frac{|r_c \partial_{r_c} (\bar{P}(r, c + i\varepsilon) - \bar{P}(r, c))|}{\bar{w}(r, r_c)} \lesssim_c k^4 \varepsilon. \quad (4.89)$$

Again, just consider the case when $0 < r < b_k r_c$. A combination of (4.36) and (4.37) allows us to write

$$\partial_{r_c} \bar{P}(r, z) = T[\partial_{r_c} \bar{P}] + (k^2 - 1) u'(r_c) \left[ \int_r^{b_k r_c} \frac{1}{\rho^3 (u(\rho) - z)^3} \int_{\rho}^{r_c} s (u(s) - z)^2 \bar{P}(s, z) ds d\rho \right.$$}

$$- 2 \int_r^{b_k r_c} \frac{1}{\rho^3 (u(\rho) - z)^2} \int_{\rho}^{r_c} s (u(s) - z) \bar{P}(s, z) ds d\rho$$

$$- \varepsilon^2 \frac{r_c}{u'(r_c)} \int_r^{b_k r_c} \frac{1}{\rho^3 (u(\rho) - z)^2} d\rho$$

$$+ \frac{1}{(b_k r_c)^3 u'(b_k r_c)} (u(b_k r_c) - z)^2 \int_{b_k r_c}^{r_c} (u(\rho) - z)^2 \bar{P}(\rho, z) d\rho$$

$$\left. + \int_{b_k r_c}^{r_c} \partial_{\rho} \left( \frac{1}{\rho^3 (u(\rho) - z)^2} \right) \int_{\rho}^{r_c} s (u(s) - z)^2 \bar{P}(s, z) ds d\rho \right].$$

From this, we write

$$\partial_{r_c} \bar{P}(r, c) - \partial_{r_c} \bar{P}(r, z) = T[\partial_{r_c} \bar{P}(r, c)] - T[\partial_{r_c} \bar{P}(r, z)] + (k^2 - 1) u'(r_c) \sum_{i=1}^7 U_i,$$

where

$$U_1 = \mp 2i \varepsilon \int_r^{b_k r_c} \frac{3(u(\rho) - c)^2 \mp 3i(\varepsilon(\rho(\rho) - c) - \varepsilon^2)}{\rho^3 (u(\rho) - c)^3 (u(\rho) - z)^3} \int_{\rho}^{r_c} s (u(s) - c)^2 \bar{P}(s, c) ds d\rho.$$
\[\pm 2i\varepsilon \int_r^{b_k r_c} \frac{1}{\rho^3(u(\rho) - z)^3} \int_\rho^{r_c} s [2(u(s) - c) \mp i\varepsilon] \tilde{P}(s, c) ds d\rho + 2 \int_r^{b_k r_c} \frac{1}{\rho^3(u(\rho) - z)^3} \int_\rho^{r_c} s(u(s) - z)^2 \left[ \tilde{P}(s, c) - \tilde{P}(s, z) \right] ds d\rho,\]

\[U_2 = \pm 2i\varepsilon \int_r^{b_k r_c} \frac{2(u(\rho) - c) \mp i\varepsilon}{\rho^3(u(\rho) - c)^2(u(\rho) - z)^2} \int_\rho^{r_c} s(u(s) - c) \tilde{P}(s, c) ds d\rho + 2i \int_r^{b_k r_c} \frac{1}{\rho^3(u(\rho) - z)^2} \int_\rho^{r_c} s \tilde{P}(s, c) ds d\rho - 2 \int_r^{b_k r_c} \frac{1}{\rho^3(u(\rho) - z)^2} \int_\rho^{r_c} s(u(s) - c) \left[ \tilde{P}(s, c) - \tilde{P}(z, c) \right] ds d\rho,\]

\[U_3 = \varepsilon^2 \frac{r_c}{w(r_c)} \int_r^{b_k r_c} \frac{1}{\rho^3(u(\rho) - z)^2} d\rho,\]

\[U_4 = \mp i\varepsilon \int_r^{r_c} \partial_\rho \left( \frac{1}{\rho^3 u'(\rho)} \right) \frac{2(u(\rho) - c) \mp i\varepsilon}{(u(\rho) - z)^2(u(\rho) - c)^2} \int_\rho^{r_c} s(u(s) - c)^2 \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \partial_\rho \left( \frac{1}{\rho^3 u'(\rho)} \right) \frac{1}{(u(\rho) - z)^2} \int_\rho^{r_c} s [2(u(s) - c) \mp i\varepsilon] \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \partial_\rho \left( \frac{1}{\rho^3 u'(\rho)} \right) \frac{1}{(u(\rho) - z)^2} \int_\rho^{r_c} s(u(s) - c)^2 \left[ \tilde{P}(s, c) - \tilde{P}(s, z) \right] ds d\rho,\]

\[U_5 = \mp i\varepsilon \int_r^{r_c} \partial_\rho \left( \frac{1}{\rho^3 u'(\rho)} \right) \frac{2(u(\rho) - c) \mp i\varepsilon}{(u(\rho) - z)^2(u(\rho) - c)^2} \int_\rho^{r_c} s(u(s) - c)^2 \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \partial_\rho \left( \frac{1}{\rho^3 u'(\rho)} \right) \frac{1}{(u(\rho) - z)^2} \int_\rho^{r_c} s [2(u(s) - c) \mp i\varepsilon] \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \partial_\rho \left( \frac{1}{\rho^3 u'(\rho)} \right) \frac{1}{(u(\rho) - z)^2} \int_\rho^{r_c} s(u(s) - c)^2 \left[ \tilde{P}(s, c) - \tilde{P}(s, z) \right] ds d\rho,\]

\[U_6 = \mp i\varepsilon \int_r^{r_c} \frac{2(u(\rho) - c) \mp i\varepsilon}{\rho^3(u(\rho) - z)^2(u(\rho) - c)^2} \int_\rho^{r_c} \partial_s \left( \frac{s}{w'(s)} \right) (u(s) - c)^2 \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \frac{1}{\rho^3(u(\rho) - z)^2} \int_\rho^{r_c} \partial_s \left( \frac{s}{w'(s)} \right) [2(u(s) - c) \mp i\varepsilon] \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \frac{1}{\rho^3(u(\rho) - z)^2} \int_\rho^{r_c} \partial_s \left( \frac{s}{w'(s)} \right) (u(s) - z)^2 \left[ \tilde{P}(s, c) - \tilde{P}(s, z) \right] ds d\rho,\]

\[U_7 = \mp i\varepsilon \int_r^{r_c} \frac{2(u(\rho) - c) \mp i\varepsilon}{\rho^3(u(\rho) - z)^2(u(\rho) - c)^2} \int_\rho^{r_c} \frac{s}{w'(s)} (u(s) - c)^2 \partial_s \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \frac{1}{\rho^3(u(\rho) - z)^2} \int_\rho^{r_c} \frac{s}{w'(s)} [2(u(s) - c) \mp i\varepsilon] \partial_s \tilde{P}(s, c) ds d\rho + \int_r^{r_c} \frac{1}{\rho^3(u(\rho) - z)^2} \int_\rho^{r_c} \frac{s}{w'(s)} (u(s) - z)^2 \left[ \partial_s \tilde{P}(s, c) - \partial_s \tilde{P}(s, z) \right] ds d\rho,\]

Bounding these terms essentially relies repeatedly on Lemma 4.5, Proposition 4.6 and Proposition 4.8. Note that

\[
\frac{T_\varepsilon[\partial_r \tilde{P}(r, c)] - T_\varepsilon[\partial_r \tilde{P}(r, z)]}{k^2 - 1} = \mp i\varepsilon \int_r^{r_c} \frac{2(u(\rho) - c) \mp i\varepsilon}{\rho^3(u(\rho) - c)^2(u(\rho) - z)^2} \int_\rho^{r_c} s(u(s) - c)^2 \partial_r \tilde{P}(s, c) ds d\rho
\]
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For the first two terms in (4.90) we obtain the bound

\[ + \varepsilon \int_r^{r_c} \frac{1}{\rho^3 |u(\rho) - z|^2} \int_\rho^{r_c} s \left[ 2(u(s) - c) \mp i \varepsilon \right] \partial_r \bar{P}(s, c) \, ds \, d\rho \]

\[ + \frac{T_c}{k^2 - 1} \left[ \partial_r \bar{P}(r, c) - \partial_r \bar{P}(r, z) \right]. \tag{4.90} \]

Concerning the \( U_i \)'s, for the first three we have

\[ \| u c \partial_r \bar{P}(r, c) \|^2 \leq \sup_r \| \bar{P}(r, c) \|^2 \int_r^{r_c} \frac{1}{\rho^3 |u(\rho) - z|^2} \int_\rho^{r_c} \bar{w}(s, r_c) \, ds \, d\rho \]

\[ \leq \frac{k^3}{r_c^2} \int_{b_{k r_c}}^{r_c} \frac{|\rho - r_c|}{\rho |u(\rho) - z|} \bar{w}(\rho, r_c) \, d\rho + \varepsilon \frac{k^2}{r_c^2} \int_{b_{k r_c}}^{r_c} \frac{1}{|u(\rho) - u(r_c)|} \int_\rho^{b_{k r_c}} \bar{w}(\rho, r_c) \, d\rho \]

\[ \leq \varepsilon k \int_{b_{k} r_c}^{r_c} \frac{\bar{w}(\rho, r_c)}{\rho} \, d\rho \]

while for the last term we use (4.54) to obtain

\[ \frac{T_c}{k^2 - 1} \left[ \partial_r \bar{P}(r, c) - \partial_r \bar{P}(r, z) \right] \leq \frac{1}{A^2 - 1} \sup_r \left[ r_c \partial_r \bar{P}(r, z) - \partial_r \bar{P}(r, c) \right] \int_r^{r_c} \frac{1}{\rho^3 |u(\rho) - z|^2} \int_\rho^{r_c} \bar{w}(s, r_c) \, ds \, d\rho \]

Concerning the others, we only show how to deal with \( U_4 \) and \( U_5 \), as \( U_6 \) and \( U_7 \) are treated similarly. We have

\[ \| u c_3 u(\rho) \|^2 \leq \frac{k}{\min \{ r_c^2, r_c^{-2} \}^2} \int_{b_{k r_c}}^{r_c} \frac{1}{\rho |u(\rho) - z|^2} \int_\rho^{r_c} \bar{w}(s, r_c) \, ds \, d\rho \]

\[ \leq \varepsilon k \int_{b_{k} r_c}^{r_c} \frac{\bar{w}(\rho, r_c)}{\rho} \, d\rho \]

and

\[ \| u c_3 u(\rho) \|^2 \leq \frac{k}{\min \{ r_c^2, r_c^{-2} \}^2} \int_{b_{k r_c}}^{r_c} \frac{1}{\rho |u(\rho) - z|^2} \int_\rho^{r_c} \bar{w}(s, r_c) \, ds \, d\rho \]

Concerning the others, we only show how to deal with \( U_4 \) and \( U_5 \), as \( U_6 \) and \( U_7 \) are treated similarly. We have

\[ \| u c_3 u(\rho) \|^2 \leq \frac{k}{\min \{ r_c^2, r_c^{-2} \}^2} \int_{b_{k r_c}}^{r_c} \frac{1}{\rho |u(\rho) - z|^2} \int_\rho^{r_c} \bar{w}(s, r_c) \, ds \, d\rho \]

and, considering that \( |\partial_\rho (\rho^3 u(\rho))^{-1} | \approx 1/\min \{ \rho^5, \rho \} \), we also deduce that

\[ \| u c_3 u(\rho) \|^2 \leq \frac{k}{\min \{ r_c^2, r_c^{-2} \}^2} \int_{b_{k r_c}}^{r_c} \frac{1}{\rho |u(\rho) - z|^2} \int_\rho^{r_c} \bar{w}(s, r_c) \, ds \, d\rho \]
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Proof of Lemma 4.11. The proofs of (4.92) and (4.93) are very similar, so we focus on the more challenging (4.93). Note that the norm appearing on the left-hand side of (4.93) (and (4.92)) is a priori finite since $R_A Y$

Let us first consider the case $j = 0$. If $r \in (0, \zeta r_c)$, then (4.52) and (4.71) imply that

$$r^{k-1/2}\big| (r\partial_r)^j (\tilde{P}(r,c) - P(r,c)) \big| \leq k^{1+j} r^{k-1/2} \frac{r^\kappa}{r_c^\kappa}, \quad j = 0, 1. \tag{4.94}$$

and

$$r^{k-1/2}\big| (r\partial_r)^j (\tilde{P}(r,c) - P(r,c)) \big| \leq k^{2+j} r^{k-1/2} \frac{1}{r_c^2}, \quad j = 0, 1. \tag{4.95}$$

4.5 Convergence in optimal weights

With the convergence estimates of the previous sections at hand, we now aim to show the validity of the convergence estimate in Theorem 4.3. The proof utilizes the Green’s function of the operator

$$\partial_{rr} + \frac{1}{4} - \frac{k^2}{r^2},$$

which is explicitly given by

$$L(r, \rho) = -\frac{1}{2k} \min \left( \frac{\rho}{r}, \frac{r}{\rho} \right) \sqrt{r^2 - \rho}, \quad r, \rho > 0, \tag{4.91}$$

as we treat the Rayleigh problem as a perturbation of the Laplacian. We split the proof in different cases.

4.5.1 The case $r_c \leq 1$

All the estimates are pointwise in $r_c$, and hence the norms and spaces here are involving only the variable $r$. We begin by optimizing the weight near the origin.

Lemma 4.11. Let $j = 0, 1$. There exists a universal constant $\zeta \in (0, 1/4)$ such that, for all $r_c \leq 1$ and $\kappa \in (0, 1)$, there hold

$$\left\| r^{k-1/2} (r\partial_r)^j P(r, c \pm i\varepsilon) \right\|_{L^\infty(0, \zeta r_c)} \lesssim k^{1+j} r_c^{k-1/2}, \tag{4.92}$$

and

$$\left\| r^{k-1/2} (r\partial_r)^j (P(r, c \pm i\varepsilon) - P(r, c)) \right\|_{L^\infty(0, \zeta r_c)} \lesssim k^{2+j} r_c^{k-1/2}. \tag{4.93}$$

Proof of Lemma 4.11. The proofs of (4.92) and (4.93) are very similar, so we focus on the more challenging (4.93). Note that the norm appearing on the left-hand side of (4.93) (and (4.92)) is a priori finite since $R_A Y$ is a regular perturbation of Laplace’s equation near $r \sim 0$.

Collecting all of the above, (4.89) follows. Going back to (4.34), we also infer that

$$\frac{r\partial_r \partial_{r} \tilde{P}(r,z)}{k^2 - 1} = -\frac{u'(r_c) r_c}{r^2(u(r) - z)^2} \int_r^{r_c} s(u(s) - z)^2 \tilde{P}(s,z) ds + \epsilon^2 \frac{r^2}{r^2(u(r) - z)^2} \tilde{P}(r,z) \quad \text{and} \quad \int_r^{r_c} s(u(s) - z)^2 \tilde{P}(s,z) ds - \frac{1}{r^2(u(r) - z)^2} \int_r^{r_c} s(u(s) - z)^2 r \partial_r \tilde{P}(s,z) ds$$

Hence, we argue as above to obtain (for $|r - r_c| \geq r_c/k$),

$$\frac{\left| r \partial_r \partial_{r} \tilde{P}(r,z) \right|}{k^2 - 1} \lesssim \| \tilde{P} \|_{L^\infty} \min \left\{ \frac{r^2}{r^2(u(b_c) - u(r_c))}, \frac{r_c}{r} \right\} \int_r^{r_c} s \tilde{w}(s,r_c) ds + \frac{r_c^2}{r^2} + \| r \partial_r \tilde{P} \|_{L^\infty} \frac{1}{r^2} \int_r^{r_c} s \tilde{w}(s,r_c) ds$$

and (4.85) follows. Lastly, the proof of (4.86) is simpler than the proof of (4.89), and is hence omitted.
Let $\chi = \chi(r/a)$ be a smooth cut-off function at some scale $a > 0$ to be determined. Define

$$g_\varepsilon(r, r_c) = \chi(r/a) [\phi(r, c \pm i\varepsilon) - \phi(r, c)]$$

and compute

$$\left( \partial_{rr} + \frac{1/4 - k^2}{r^2} \right) g_\varepsilon = -\frac{\beta(r)}{u(r) - c \mp i\varepsilon} g_\varepsilon - \frac{\pm i\varepsilon\beta(r)}{(u(r) - c \mp i\varepsilon)(u(r) - c)} \chi(r/a) \phi(r, c)$$

$$-\frac{1}{a^2} \partial_\rho \chi(\phi(r, c \pm i\varepsilon) - \phi(r, c)) - \frac{1}{a^2} \partial_{rr} \chi(\phi(r, c \pm i\varepsilon) - \phi(r, c)).$$

Using (4.91), we then have

$$g_\varepsilon(r, r_c) = -\int_0^\infty \mathcal{L}(r, \rho) \frac{\beta(\rho)}{u(\rho) - c \mp i\varepsilon} g_\varepsilon(\rho, r_c) d\rho - \int_0^\infty \mathcal{L}(r, \rho) \frac{\pm i\varepsilon\beta(\rho)}{(u(\rho) - c \mp i\varepsilon)(u(\rho) - c)} \chi(\rho/a) \phi(\rho, c) d\rho$$

$$-\int_0^\infty \mathcal{L}(r, \rho) \left( \frac{2}{a} (\partial_\rho \chi)(\partial_\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))) + \frac{1}{a^2} (\partial_{\rho \rho} \chi)(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)) \right) d\rho$$

$$= \sum_{\ell=1}^4 J_\ell. \quad (4.96)$$

Since $\beta(\rho) \lesssim 1$ and $|u'(r_c)| \approx r_c$ as $r_c \to 0$, we have for $\zeta \in (0, 1/4)$ that

$$|u(\rho) - c \mp i\varepsilon| \gtrsim r_c^2, \quad \forall \rho \in (0, \zeta r_c).$$

Hence, by choosing $a = \xi r_c$, with $\xi \ll 1$, we obtain

$$r^{k-1/2} |J_1(r)| \leq \frac{1}{2k} \int_0^r \rho \left| \frac{\beta(\rho)}{u(\rho) - c \mp i\varepsilon} r^{k-1/2} g_\varepsilon(\rho, r_c) \right| d\rho + \frac{1}{2k} \int_r^{2k} \rho^{-2k+1} \left| \frac{\beta(\rho)}{u(\rho) - c \mp i\varepsilon} r^{k-1/2} g_\varepsilon(\rho, r_c) \right| d\rho$$

$$\leq \frac{1}{2} \left\| r^{k-1/2} g_\varepsilon(r, r_c) \right\|_{L^\infty(0, \zeta r_c)} . \quad (4.97)$$

Turning to $J_2$, we use (4.94) to obtain

$$r^{k-1/2} |J_2(r)| \leq \frac{\varepsilon}{2k} \int_0^r \rho \left| \frac{\beta(\rho)}{u(\rho) - c \mp i\varepsilon} \rho^{k-1/2} P(\rho, c) \right| d\rho + \frac{\varepsilon}{2k} \int_r^{2k} \rho^{-2k+1} \left| \frac{\beta(\rho)}{u(\rho) - c \mp i\varepsilon} \rho^{k-1/2} P(\rho, c) \right| d\rho$$

$$\lesssim \varepsilon \int_0^{2k} \rho \left| \rho^{k-1/2} P(\rho, c) \right| d\rho \lesssim \frac{\varepsilon}{r_{r_c}^{2-k}} r_c^{k-1/2} \int_0^{2k} \rho^{1-k} d\rho \lesssim_{\zeta, r_c} \varepsilon r_{r_c}^{k-1/2}. \quad (4.98)$$

For $J_3$, from (4.94)-(4.95) we obtain the pointwise bound for $\rho \in (0, \zeta r_c)$

$$|\rho \partial_\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))| \lesssim_{\zeta} r_c^2 |P(\rho, c \pm i\varepsilon) - P(\rho, c)| + r_c^2 |\rho \partial_\rho(\delta(\rho, c \pm i\varepsilon) - \delta(\rho, c))| + \varepsilon |\rho \partial_\rho P(\rho, c \pm i\varepsilon)|$$

$$\lesssim_{\zeta, \varepsilon} k^3 r_c^{k-1/2} r_{r_c}^{1-k/2}. \quad (4.99)$$

Hence, arguing as above,

$$r^{k-1/2} |J_3(r)| \leq \frac{1}{a^k} \int_0^{2k} \rho \partial_\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)) |\rho^{k-1/2} d\rho \lesssim_{\zeta, \varepsilon} k^2 r_c^{k-1/2} r_{r_c}^{1-k/2} \int_0^{2k} \rho^{-k} d\rho \lesssim_{\zeta, \varepsilon} k^2 r_c^{k-1/2}. \quad (4.99)$$

Finally, by (4.94) and (4.95) we obtain the pointwise bounds

$$|\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)| \rho^{k-1/2} \lesssim_{\zeta, \varepsilon} k^2 r_c^{k-1/2} r_{r_c}^{1-k/2}$$

and therefore

$$r^{k-1/2} |J_4(r)| \leq \frac{1}{a^k} \int_0^{2k} |\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)) |\rho^{k-1/2} d\rho$$
there hold.

Again, we only treat the case and Lemma 4.12. Let 

Finally, we need to correct the weight at infinity.

As in the proof of Lemma 4.11, we simply notice that

Indeed, taking and derivative of (4.96), we simply notice that

Therefore, the result follows in the exact same way, by using the estimates on \( g_x \) derived above. 

The interval \((\zeta r_c, R)\), for \( R \gg 1 \), independent of \( r_c \leq 1 \), is treated already by (4.71), which implies that for \( r \in (\zeta r_c, r_c) \) there holds,

while if \( r \in (r_c, R) \) there holds

Finally, we need to correct the weight at infinity.

\textbf{Lemma 4.12.} Let \( j = 0, 1 \). There exists a universal constant \( R > 2 \) such that, for all \( r_c \leq 1 \) and any \( \kappa \in (0, 1) \), there hold

and

\textbf{Proof of Lemma 4.12.} Again, we only treat the case \( j = 0 \). From (4.52) and (4.71), if \( r \in (R, \infty) \) we have that

Let \( \chi = \chi(r/R) \) be a smooth cut-off function, with \( R > 0 \) to be determined, and define

As in the proof of Lemma 4.11,

\begin{align*}
    g_x(r, r_c) &= - \int_0^\infty \mathcal{L}(r, \rho) \frac{\beta(\rho)}{u(\rho) - c + i\varepsilon} g_x(\rho, r_c) d\rho - \int_0^\infty \mathcal{L}(r, \rho) \frac{\pm i\varepsilon \beta(\rho)}{(u(\rho) - c \pm i\varepsilon)(u(\rho) - c)} \chi(\rho/R) \phi(\rho, c) d\rho \\
    &\quad - \int_0^\infty \mathcal{L}(r, \rho) \left( \frac{2}{R^2} \partial_\rho \chi(\rho/R) \partial_\rho (\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)) - \frac{1}{R^2} \partial_\rho \chi(\rho/R) (\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)) \right) d\rho \\
    &= \sum_{\ell=1}^1 J_\ell.
\end{align*}

(4.103)
For the first term, we use Lemma 2.1 that $|\beta(\rho)| \lesssim \langle \rho \rangle^{-6}$ and that $|u(\rho) - c + i\varepsilon| \gtrsim 1$ (thanks to our choice of $R > 2$ and $r_c \leq 1$) to obtain
\[
 r^{-k-1/2} |J_1(r)| \leq r^{-k-1/2} \left| \int_0^\infty \mathcal{L}(r, \rho) \frac{\beta(\rho)}{u(\rho) - c + i\varepsilon} g_\varepsilon(\rho, r_c) d\rho \right|
\]
\[
 \lesssim \frac{1}{k} \int_{R}^{\infty} \frac{\rho^2 \beta(\rho)}{|u(\rho) - u(r_c) + i\varepsilon|} \rho^{-k-1/2} |g_\varepsilon(\rho, r_c)| d\rho
\]
\[
 \lesssim R^{-6} \left\| r^{-k-1/2} g_\varepsilon(r, r_c) \right\|_{L^\infty(R, \infty)} \lesssim \frac{1}{2} \left\| r^{-k-1/2} g_\varepsilon(r, r_c) \right\|_{L^\infty(R, \infty)},
\]
provided $R \gg 1$ is big enough. Regarding $J_2$, from (4.104) we infer that
\[
 r^{-k-1/2} |J_2(r)| \leq r^{-k-1/2} \left| \int_0^\infty \mathcal{L}(r, \rho) \frac{\pm i\varepsilon \beta(\rho)}{(u(\rho) - c + i\varepsilon)(u(\rho) - c)} \chi(\rho/R) \phi(\rho, c) d\rho \right|
\]
\[
 \lesssim \frac{\varepsilon}{k} \int_{R}^{\infty} \rho^2 \beta(\rho) \rho^{-k-1/2} |P(\rho, c)| d\rho
\]
\[
 \lesssim \frac{\varepsilon r_c^{-k-1/2}}{r_c^\kappa} \int_{R}^{\infty} \rho^{1+\kappa} \rho^{-6} d\rho \lesssim_{R, R_c} \frac{\varepsilon}{r_c^\kappa} r_c^{-k-1/2}.
\]

The terms involving $\partial_\rho \chi$ and $\partial_{pp} \chi$ are estimated similarly as in Lemma 4.11, except for the weight $r^{-k-1/2}$, and the fact that $\partial_\rho \chi$ and $\partial_{pp} \chi$ are supported in interval $[R, 2R]$. Using that $u$ is bounded, $|u'(\rho)| \approx \rho^{-3}$ and (4.104)-(4.105), we obtain for $r_c < 1$ that
\[
 |\rho \partial_\rho (\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))| \lesssim \frac{1}{\rho^3} |P(\rho, c \pm i\varepsilon) - P(\rho, c)| + |\rho \partial_\rho (P(\rho, c \pm i\varepsilon) - P(\rho, c))| + \varepsilon |\rho \partial_\rho P(\rho, c \pm i\varepsilon)|
\]
\[
 \lesssim \varepsilon k^2 r_c^{-k-1/2} \rho^\kappa
\]
and
\[
 |\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)| \lesssim |P(\rho, c \pm i\varepsilon) - P(\rho, c)| + \varepsilon |P(\rho, c \pm i\varepsilon)| \lesssim_{R_c} \varepsilon k^2 r_c^{-k-1/2} \rho^\kappa.
\]

Hence, we arrive at
\[
 r^{-k-1/2} |J_3(r)| \leq \frac{1}{Rk} \int_{R}^{2R} |\rho \partial_\rho (\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))| |\rho^{k-1/2} d\rho \lesssim_{R, R_c} \frac{\varepsilon}{r_c^\kappa} k^2 r_c^{-k-1/2},
\]
and
\[
 r^{-k-1/2} |J_4(r)| \leq \frac{1}{R^2 k} \int_{R}^{2R} \rho |\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)| |\rho^{k-1/2} d\rho \lesssim_{R, R_c} \frac{\varepsilon}{r_c^\kappa} k r_c^{-k-1/2}.
\]

We then collect (4.106)-(4.110) to deduce that
\[
 \left\| r^{-k-1/2} g_\varepsilon(r, r_c) \right\|_{L^\infty(R, \infty)} \lesssim_{R, R_c} \frac{\varepsilon}{r_c^\kappa} k^2 r_c^{-k-1/2},
\]
since $r_c \leq 1$. Since, in this region, $g_\varepsilon$ and $P(r, c \pm i\varepsilon) - P(r, c)$ satisfy the same estimates, the proof for $j = 0$ is over, while the case $j = 1$ follows again as in the previous lemma.

**4.5.2 The case $r_c > 1$**

We now turn our attention to the case $r_c > 1$. Again, we will split in different cases. The proofs are similar as in the previous section, so we will only highlight the main differences. Since $r_c > 1$, (4.52) and (4.71) entail the following estimates in the case $r_c > 1$ (notice that the splitting of the interval $[0, \infty)$ slightly differs from the case $r_c \leq 1$):

\[ r \in (0, \zeta): \]
\[ r^{k-1/2} |(r\partial_c)^j P(r, c \pm i\epsilon)| \lesssim_{k, \epsilon} k^{1+j} r_c^{k-1/2} r_e^{\frac{k}{r_e}}, \quad j = 0, 1, \tag{4.111} \]

\[ r^{k-1/2} |(r\partial_c)^j (P(r, c \pm i\epsilon) - P(r, c))| \lesssim_{k, \epsilon} k^{2+j} r_c^{k-1/2} r_e^{\frac{k}{r_e}}, \quad j = 0, 1. \tag{4.112} \]

\[ r^{k-1/2} |(r\partial_c)^j P(r, c \pm i\epsilon)| \lesssim_{k, \epsilon} k^{2+j} r_c^{k-1/2} r_e^{\frac{k}{r_e}}, \quad j = 0, 1. \tag{4.113} \]

\[ r^{k-1/2} |(r\partial_c)^j (P(r, c \pm i\epsilon) - P(r, c))| \lesssim_{k, \epsilon} k^{2+j} r_c^{k-1/2} r_e^{\frac{k}{r_e}}, \quad j = 0, 1. \tag{4.114} \]

\[ r^{k-1/2} |(r\partial_c)^j (P(r, c \pm i\epsilon) - P(r, c))| \lesssim_{k, \epsilon} k^{2+j} r_c^{k-1/2} r_e^{\frac{k}{r_e}}, \quad j = 0, 1. \tag{4.115} \]

\[ r^{k-1/2} |(r\partial_c)^j (P(r, c \pm i\epsilon) - P(r, c))| \lesssim_{k, \epsilon} k^{2+j} r_c^{k-1/2} r_e^{\frac{k}{r_e}}, \quad j = 0, 1. \tag{4.116} \]

We begin with the case \( r \in (0, \zeta) \).

**Lemma 4.13.** Let \( j = 0, 1 \). There exists a universal constant \( \zeta \in (0, 1/4) \) such that, for all \( r_c > 1 \) and \( \kappa \in (0, 1) \), there hold

\[ \left\| r^{k-1/2} (r\partial_c)^j P(r, c \pm i\epsilon) \right\|_{L^\infty(0, \zeta)} \lesssim_{\kappa, \zeta} r_c^{2+\kappa} k^{1+j} r_c^{k-1/2}. \]

and

\[ \left\| r^{k-1/2} (r\partial_c)^j (P(r, c \pm i\epsilon) - P(r, c)) \right\|_{L^\infty(0, \zeta)} \lesssim_{\kappa, \zeta} r_c^{2+\kappa} k^{2+j} r_c^{k-1/2}. \tag{4.117} \]

**Proof of Lemma 4.13.** The proof is similar to that of Lemma 4.11, so we only treat the case \( j = 0 \). As in Lemma 4.11, the norms appearing in this lemma are a priori finite. For a cut-off function \( \chi = \chi(r/\zeta) \), the function

\[ g_\epsilon(r, r_c) = \chi(r/\zeta) [\phi(r, c \pm i\epsilon) - \phi(r, c)] \]

can be written as

\[ g_\epsilon(r, r_c) = - \int_0^\infty L(r, \rho) \frac{\beta(\rho)}{u(\rho) - c \mp i\epsilon} g_\epsilon(\rho, r_c) d\rho - \int_0^\infty L(r, \rho) \frac{\pm i\epsilon \beta(\rho)}{(u(\rho) - c \mp i\epsilon)(u(\rho) - c)} \chi(\rho/\zeta) \phi(\rho, c) d\rho \]

\[ - \int_0^\infty L(r, \rho) \left( \frac{2}{\zeta} (\partial_\rho \chi)(\partial_\rho (\phi(r, c \pm i\epsilon) - \phi(r, c))) + \frac{1}{\zeta^2} (\partial_{\rho \rho} \chi)(\phi(r, c \pm i\epsilon) - \phi(r, c)) \right) d\rho = 4 \sum_{\ell=1}^4 J_\ell. \tag{4.118} \]

Since \( \beta(\rho) \lesssim 1 \) and \( |u(\rho) - c \mp i\epsilon| \gtrsim 1 \) in this regime, we choose \( \zeta \ll 1 \) to deduce that

\[ r^{k-1/2} |J_1(r)| \leq \frac{1}{2} \left\| r^{k-1/2} g_\epsilon(r, r_c) \right\|_{L^\infty(0, \zeta)}. \tag{4.119} \]

For to \( J_2 \), we use (4.111) to obtain

\[ r^{k-1/2} |J_2(r)| \lesssim \frac{\epsilon}{k} \int_0^\zeta \rho^{k-1/2} P(\rho, c) d\rho \lesssim_{\kappa, \zeta} r_c^{2+\kappa} r_c^{k-1/2}. \tag{4.120} \]
Hence, and we use a cut-off of the form 
\[ |\partial_\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))| \lesssim_{\kappa, \zeta} \varepsilon^k r_c^{1/2} \frac{r^{2+\kappa}}{\rho^{k-1/2}}. \]

Hence, arguing as above,
\[ r^{k-1/2} |J_3(r)| \leq \frac{1}{\zeta k} \int_0^\zeta |\partial_\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))|\rho^{k-1/2}d\rho \lesssim_{\kappa, \zeta} \varepsilon r_c^{2+\kappa} k^2 r_c^{k-1/2}. \quad (4.121) \]

On the other hand, due to (4.111) and (4.112) we obtain the pointwise bounds
\[ |\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)| \rho^{k-1/2} \lesssim_{\kappa, \zeta} \varepsilon r_c^{2+\kappa} k^2 r_c^{k-1/2}, \]
and therefore
\[ r^{k-1/2} |J_4(r)| \leq \frac{1}{\zeta ^2 k} \int_0^\zeta |\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))|\rho^{k-1/2}d\rho \lesssim_{\kappa, \zeta} \varepsilon r_c^{2+\kappa} k^2 r_c^{k-1/2}, \quad (4.122) \]

Hence, collecting (4.118)-(4.122), we arrive at
\[ \left\| r^{k-1/2}g_{\varepsilon}(r, r_c) \right\|_{L^\infty(0, r_c^\infty)} \lesssim_{\kappa, \zeta} \varepsilon r_c^{2+\kappa} k^2 r_c^{k-1/2}. \]

Since, in this region, \( g_{\varepsilon} \) and \( P(r, c \pm i\varepsilon) - P(r, c) \) satisfy the same estimates, the proof is over.

Also in this case, the regime \( r \in (\zeta, \frac{R}{r_c}) \) for any \( R \geq 1 \) is already contained in (4.113) and (4.114). For \( r \in (\frac{R}{r_c}, \infty) \), we follow the ideas in Lemma 4.12.

**Lemma 4.14.** Let \( j = 0, 1 \). There exists a universal constant \( R > 2 \) such that, for all \( r_c > 1 \) and any \( \kappa \in (0, 1) \), there hold
\[ \left\| r^{k-1/2}(\partial_\rho)^j P(\rho, c \pm i\varepsilon) \right\|_{L^\infty(\frac{R}{r_c}, \infty)} \lesssim_{\kappa, R} \varepsilon r_c^{2k^2 j} r_c^{k-1/2}. \]

and
\[ \left\| r^{k-1/2}(\partial_\rho)^j (P(\rho, c \pm i\varepsilon) - P(\rho, c)) \right\|_{L^\infty(\frac{R}{r_c}, \infty)} \lesssim_{\kappa, R} \varepsilon r_c^{2k^2 j} r_c^{k-1/2}. \]

**Proof of Lemma 4.14.** We use a cut-off of the form \( \chi = \chi(r/r_c) \), with \( R > 0 \) to be determined, and define
\[ g_{\varepsilon}(r, r_c) = \chi(r/r_c) \left[ \phi(\rho, c \pm i\varepsilon) - \phi(\rho, c) \right]. \]

Hence,
\[
g_{\varepsilon}(r, r_c) = -\int_0^\infty \mathcal{L}(r, \rho) \frac{\beta(\rho)}{u(\rho) - c \mp i\varepsilon} g_{\varepsilon}(r, \rho_c) d\rho - \int_0^\infty \mathcal{L}(r, \rho) \frac{\pm i\varepsilon \beta(\rho)}{u(\rho) - c \mp i\varepsilon} \chi(\rho/r_c) \phi(\rho, c) d\rho
- \int_0^\infty \mathcal{L}(r, \rho) \left( \frac{2}{R r_c} \partial_\rho \chi \partial_\rho(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)) - \frac{1}{R^2 r_c^2} \partial_{\rho \rho} \chi(\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)) \right) d\rho
= \sum_{\ell=1}^4 J_\ell, \quad (4.123)\]
Since \( |u'(\rho)| \approx \rho^{-3} \) as \( \rho \to \infty \), in this region we have that \( |u(Rr_c) - u(r_c)| \gtrsim Rr_c^{-2} \). Hence, since \( r_c > 1 \), we can choose \( R \gg 1 \), independent of \( r_c \), to have
\[
\begin{align*}
  r_c^{-k-1/2} |J_1(r)| &\lesssim \frac{1}{k} \int_{Rr_c}^{\infty} \frac{\rho^{\beta(\rho)}}{(u(\rho) - u(r_c)) + i\varepsilon} \rho^{k-1/2} |g_c(\rho, r_c)| d\rho \\
  &\lesssim \frac{r_c^2 (Rr_c)^{-6}}{R} \left\| r_c^{-k-1/2} g_c(r, r_c) \right\|_{L^\infty(Rr_c, \infty)} \lesssim \frac{1}{2} \left\| r_c^{-k-1/2} g_c(r, r_c) \right\|_{L^\infty(Rr_c, \infty)}.
\end{align*}
\]

(4.124)

For \( J_2 \), from (4.115) we infer that,
\[
\begin{align*}
  r_c^{-k-1/2} |J_2(r)| &\lesssim \varepsilon \int_{Rr_c}^{\infty} \rho^{\beta(\rho)} \rho^{k-1/2} |P(\rho, c)| d\rho \lesssim R r_c^{k-1/2}.
\end{align*}
\]

(4.125)

The terms involving \( \partial_p \chi \) and \( \partial_{pp} \chi \) are estimated similarly as in Lemma 4.11, except for the weight \( r_c^{-k-1/2} \), and the fact that \( \partial_p \chi \) and \( \partial_{pp} \chi \) are supported in interval \([Rr_c, 2Rr_c]\).

Regarding \( J_3 \) and \( J_4 \), using that \( |u'(\rho)| \approx \rho^{-3} \) and (4.115)-(4.116) for \( \rho \in (Rr_c, 2Rr_c) \) we obtain
\[
|\rho \partial_p (\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))| \lesssim c R \varepsilon k r_c^{k-1/2},
\]
and
\[
|\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)| \lesssim c R \varepsilon k r_c^{k-1/2},
\]
so that
\[
\begin{align*}
  r_c^{-k-1/2} |J_3(r)| &\leq \frac{1}{Rr_c k} \int_{Rr_c}^{2Rr_c} |\rho \partial_p (\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c))| \rho^{-k-1/2} d\rho \lesssim c R \varepsilon k r_c^{k-1/2},
\end{align*}
\]

(4.126)

and
\[
\begin{align*}
  r_c^{-k-1/2} |J_4(r)| &\leq \frac{1}{2Rr_c^2 k} \int_{Rr_c}^{2Rr_c} \rho |\phi(\rho, c \pm i\varepsilon) - \phi(\rho, c)| \rho^{-k-1/2} d\rho \lesssim c R \varepsilon k r_c^{k-1/2}.
\end{align*}
\]

(4.127)

We then collect (4.123)-(4.127) to deduce that
\[
\left\| r_c^{-k-1/2} g_c(r, r_c) \right\|_{L^\infty(Rr_c, \infty)} \lesssim c R \varepsilon k r_c^{k-1/2},
\]
since \( r_c > 1 \). Since, in this region, \( g_c \) and \( P(r_c, c \pm i\varepsilon) - P(r, c) \) differ by a factor proportional to \( r_c^2 \), the proof is over.

\[\Box\]

**Remark 4.15.** The proof carries over to optimize the weights for \( r_c \partial_c \tilde{P} \), for \( j = 0, 1 \). Indeed, from (4.1) we see that
\[
\text{RAY}_z r_c \partial_c \phi = \frac{\beta(r) u'(r_c)r_c}{u(r) - z} \phi.
\]

The extra singularity on the right-hand side is in fact innocuous. Indeed, Lemmas 4.11, 4.12, 4.13 and 4.14 are relevant in regions that are far from the critical layer, in which \( |u(r) - z| \gtrsim \min\{r_c^2, r_c^{-2}\} \). Since \( |u'(r_c)|r_c \approx \min\{r_c^2, r_c^{-2}\} \) as well, the contribution of the singular denominator cancels. Note that for \( r \partial_r c \partial_r \tilde{P} \) we can simply differentiate the Green’s function \( \mathcal{L} \). However, we can only deduce information away from the critical layer, due to (4.86). We therefore arrive at the conclusion of the proof of Theorem 4.1.

### 4.6 Further properties for the real solution

In this section, we prove Theorem 4.2.
4.6.1 The function $Q_0$ and its properties

With $Q_0$ defined as in (4.6). From (4.1) we have that $Q_0$ obeys the second order equation (note that $Q_0$ is $C^2$ for $r < r_c$),

$$r(u(r) - c)\partial_{rr}Q_0 + \left(2ru'(r) + (1 - 2k)(u(r) - c)\right)\partial_rQ_0 = 2(k + 1)u'(r)Q_0,$$

(4.128)
or, similarly,

$$\partial_r\left(r^2(u(r) - c)\partial_rQ_0 + \left(r^2u'(r) - (1 + 2k)r(u(r) - c)\right)\partial_rQ_0 = 2(k + 1)ru'(r)Q_0.\right.$$  

(4.129)

Note that we may rewrite (4.128) as

$$(u(r) - c)\left(r\partial_{rr}Q_0 + (1 - 2k)\partial_rQ_0\right) = -2u'(r)\left(r\partial_rQ_0 - (k + 1)Q_0\right).$$

(4.130)

Also, according to (4.30), (4.31) and (4.33), we have that

$$Q_0(r_*, c) = 1 \quad \text{and} \quad \partial_rQ_0(r_*, c) = (k + 1) r_*^{-1}.$$  

(4.131)

Observe also that (4.128) and (4.131) imply

$$\partial_{rr}Q_0(r_*, c) = \frac{(4k - 1)\partial_rQ(r_*, c)}{3r_*} = \frac{(4k - 1)(k + 1)}{3r_*^2}.$$  

(4.132)

We begin by proving (4.10). The fact that $Q_0(r, c) > 0$ for all $r \in (0, r_c)$ is clear from (4.35) and continuity in $r$, so we only need to prove monotonicity. From (4.131) it follows that $\partial_rQ_0(r_*, c) > 0$. Assume for the sake of contradiction that there exists a first point $r_* \in (0, r_c)$ (meaning closest to $r_c$) such that $\partial_rQ_0(r_*, c) = 0$.

Note that on $(r_*, r_c)$ we have $\partial_rQ_0 > 0$, and thus also $r^2(u(r) - c)\partial_rQ_0(r, c) > 0$ on $(r_*, r_c)$. By the minimality of $r_*$, we have that $r^2(u(r) - c)\partial_rQ_0(r, c)$ attains the value 0 for the first time (from $r_*$ towards 0), and thus we must have

$$\partial_r(r^2(u(r) - c)\partial_rQ_0(r, c)) \bigg|_{r=r_*} \geq 0.$$  

(4.133)

On the other hand, evaluating (4.129) at $r = r_*$, and using that $\partial_rQ_0(r_*, c) = 0$ we obtain that

$$\partial_r(r^2(u(r) - c)\partial_rQ_0(r, c)) \bigg|_{r=r_*} = (2(k + 1)r_*u'(r_*))Q_0(r_*, c).$$

Since $u$ is monotone decreasing, we immediately arrive at a contradiction with (4.133), and (4.10) follows.

To establish (4.12), we rely on the following lemma.

**Lemma 4.16.** For $k \geq 2$, define the function $B_0$ be defined as in (4.8). Then we have $B_0(r, c) \geq 0$ for all $r \in (0, r_c]$. As a consequence,

$$r\partial_{rr}Q_0 + (1 - 2k)\partial_rQ_0 < 0$$

(4.134)
on $(0, r_c]$. Moreover $B_0(r_c, c) = 0$ and the upper bound stated in (4.13) holds.

**Proof of Lemma 4.16.** Note that according to (4.131) we have that $B_0(r_*, c) = 0$. Then, upon differentiating, appealing to (4.130), we obtain that

$$(k - 1)\partial_rQ_0 + \partial_rB_0 = (2k - 1)\partial_rQ_0 - r\partial_{rr}Q_0$$

holds on $(0, r_c)$. Switching the order of the terms, we arrive at

$$-\partial_r\left((u(r) - c)^2B_0\right) = (k - 1)(u(r) - c)^2\partial_rQ_0$$
which we may integrate from \( r \) to \( r_c \) and obtain

\[
(u(r) - c)^2 B_0(r, c) = (k - 1) \int_r^{r_c} (u(s) - c)^2 \partial_s Q_0(s, c) ds \geq 0,
\]

(4.135)

appealing to that fact that \( \partial_s Q_0(r, c) > 0 \). Also, \((4.134)\) follows immediately for \( r \in (0, r_c) \), while for \( r = r_c \) it requires \((4.131)\) and \((4.132)\). Finally, the fact that \( B_0(r_c, c) = 0 \) is a simple computation using \((4.131)\). Now, from \((4.8)\), the monotonicity of \( Q_0 \) and the positivity of \( B_0 \), we have the upper bound in \((4.12)\) for \( r \partial_r Q_0 \) as

\[
0 \leq \partial_r Q_0(r, c) \leq \frac{Q_0(r, c)}{r} \leq \frac{(k + 1) Q_0(r_c, c)}{r} = \frac{k + 1}{r}
\]

while from \((4.135)\) and the fact that \( u \) is decreasing we deduce that

\[
(u(r) - c)^2 B_0(r, c) \leq (k - 1)(u(r) - c)^2 \int_r^{r_c} \partial_s Q_0(s, c) ds \leq (k^2 - 1)(u(r) - c)^2 \log(r_c/r),
\]

(4.136)

and the proof is complete. \( \square \)

Now, from \((4.134)\), we obtain that

\[
\partial_r \log(\partial_r Q_0) \leq \partial_r (\log r^{2k-1})
\]

holds on \((0, r_c]\). Here we used that on \((0, r_c]\) we have \( \partial_r Q_0(r, c) > 0 \). Integrating the above from \( r \) to \( r_c \), we infer

\[
\partial_r Q_0(r, c) \geq \partial_r Q_0(r_c, c) \frac{r^{2k-1}}{r_c^{2k-1}}.
\]

(4.137)

Inserting the above information in \((4.135)\), which holds for all \( r > 0 \), we infer that

\[
(k + 1)Q_0(r, c) - r \partial_r Q_0(r, c) = B_0(r, c) \geq \frac{(k - 1) \partial_r Q_0(r_c, c)}{r_c^{2k-1}} \int_r^{r_c} (u(s) - c)^2 s^{2k-1} ds.
\]

(4.138)

In the above inequality, we drop the term \(-r \partial_r Q_0(r, c) < 0\), and moreover (again by monotonicity) we have that \( Q_0(r, c) \) converges, as \( r \to 0 \), to some limit \( Q_0(0, c) \). Therefore, we have a lower bound on \( Q_0(0, c) \) which is

\[
Q_0(0, c) \geq \frac{(k - 1) \partial_r Q_0(r_c, c)}{r_c^{2k-1} (k + 1)} \int_0^{r_c} (u(s) - c)^2 s^{2k-1} ds.
\]

(4.139)

We then arrive at the lower bound in \((4.12)\) through a further use of the boundary condition \((4.131)\). Regarding the upper bound, going back to \((4.137)\) and re-arranging, we have an explicit lower bound on \( \partial_r Q_0 \), namely

\[
\partial_r Q_0(r_c, c) r_c^{2k-1} \leq r_c^{2k-1} \partial_r Q_0(r, c).
\]

By the fundamental theorem of calculus and using this lower bound, for any \( s \in (0, r_c) \) we have

\[
Q_0(r_c, c) - Q_0(s, c) = \int_s^{r_c} \partial_r Q_0(r, c) dr > \partial_r Q_0(r_c, c) r_c^{1 - 2k} \int_s^{r_c} r^{2k-1} dr = \frac{\partial_r Q_0(r_c, c)}{2k r_c^{2k-1}} \left[ r_c^{2k} - s^{2k} \right].
\]

Hence, passing to the limit as \( s \to 0 \), we get the upper bound

\[
Q_0(r_c, c) > \frac{\partial_r Q_0(r_c, c) r_c}{2k} > Q_0(0, c).
\]

The left-hand side however, using \((4.131)\) is

\[
Q_0(r_c, c) - \frac{\partial_r Q_0(r_c, c) r_c}{2k} = 1 - \frac{k + 1}{2k} = \frac{k - 1}{2k},
\]

from which the upper bound in \((4.12)\) follows. The lower bound in \((4.13)\) is proven in the next lemma.
Lemma 4.17. There is a constant $\delta_0$ depending only on $u$ such that for all $r_c \in (0, \infty)$, there holds for all $|r - r_c| < \delta_0 r_c$ (uniformly in $k$ and $r_c$),

$$B_0(r, c) \gtrsim k^2 \frac{r^{2k-1}}{r^{2k}} (r_c - r), \quad \text{for } r \leq r_c.$$  

Proof of Lemma 4.17. Since we are assuming that $|r - r_c| < \delta_0 r_c$, for $\delta_0$ sufficiently small (depending only on $u''$), we have from Taylor’s theorem that $u(r) - u(r_c) \approx u'(r_c) (r - r_c)$, and hence from (4.138) there holds

$$B_0(r, c) \gtrsim \frac{k^2 - 1}{r^{2k} |r - r_c|^2} \int_{r}^{r_c} (s - r_c)^2 s^{2k-1} \, ds.$$

This integral is explicitly computed via integration by parts:

$$\int_{r}^{r_c} (s - r_c)^2 s^{2k-1} \, ds = -\frac{1}{2k} |r - r_c|^2 r^{2k} - \frac{2}{2k} \int_{r}^{r_c} (s - r_c)s^{2k} \, ds$$

$$= -\frac{1}{2k} |r - r_c|^2 r^{2k} + \frac{2}{2k(2k + 1)}(r - r_c)r^{2k+1} + \frac{2}{2k(2k + 1)(2k + 2)} \left(r^{2k+2} - r^{2k+2}\right).$$

By Taylor’s theorem, there exists some $\zeta \in (r, r_c)$ such that

$$r^{2k+2} - r^{2k+2} = (2k + 2)r^{2k+1}(r_c - r) + \frac{1}{2}(2k + 2)(2k + 1)r^{2k}(r_c - r)^2 + \frac{1}{3}(2k + 2)(2k + 1)2k\zeta^{2k-1}(r_c - r)^3,$$

from which the conclusion follows since $\zeta \geq r$. \hfill \Box

4.6.2 The function $Q_{\infty}$ and its properties

Analogous to (4.128), $Q_{\infty}$ obeys the second order equation

$$r(u(r) - c)\partial_r Q_{\infty} + \left(2ru'(r) + (1 + 2k)(u(r) - c)\right)\partial_r Q_{\infty} = -2(k - 1)u'(r)Q_{\infty},$$

(4.140)

or

$$\partial_r(r^2(u(r) - c)\partial_r Q_{\infty}) + \left(r^2u'(r) + (2k - 1)r(u(r) - c)\right)\partial_r Q_{\infty} = -2(k - 1)ru'(r)Q_{\infty}.$$ 

Note that we may rewrite (4.140) as

$$(u(r) - c)\left(r\partial_r Q_{\infty} + (1 + 2k)\partial_r Q_{\infty}\right) = -2u'(r)\left(r\partial_r Q_{\infty} + (k - 1)Q_{\infty}\right).$$

(4.142)

As conditions at the critical layer we have

$$Q_{\infty}(r_c, c) = 1, \quad \partial_r Q_{\infty}(r_c, c) = -(k - 1)r_c^{-1}, \quad \partial_{rr} Q_{\infty}(r_c, c) = \frac{(4k + 1)(k - 1)}{3r_c^2}. \quad (4.143)$$

Proceeding as in the previous section, it is not hard to verify (4.11). Turning to (4.12), we have a lemma similar to Lemma 4.16 which we state without proof.

Lemma 4.18. For $k \geq 2$, define the function let $B_{\infty}$ be defined as in (4.9). Then we have $B_{\infty}(r, c) \geq 0$ for all $r \in [r_c, \infty)$. As a consequence,

$$r\partial_r Q_{\infty} + (1 + 2k)\partial_r Q_{\infty} < 0 \quad (4.144)$$

on $[r_c, \infty)$. Moreover $B_{\infty}(r_c, c) = 0$ and there holds the bound (4.14).

From (4.144) and arguing as in the previous section, we infer that

$$(k - 1)Q_{\infty}(r_c, c) + r\partial_r Q_{\infty}(r_c, c) = B_{\infty}(r, c) \geq \frac{(k + 1)\partial_r Q_{\infty}(r_c, c)r^{2k+1}}{(u(r) - c)^2} \int_{r_c}^{r} \frac{(u(s) - c)^2}{s^{2k+1}} \, ds,$$

which implies the lower bound in (4.12). The upper bound follows similarly, while the lower bound for $B_{\infty}$ in (4.14) is similar to that of $B_0$. 
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5 The inhomogeneous Rayleigh problem for \( k \geq 2 \)

Recall from (2.31), (2.32), and (2.33) how the reduction of order technique is used to derive two linearly independent homogeneous solutions (each satisfying one of the boundary conditions) \( H_0, H_\infty \), and their Wronskian \( M \), and hence the Green’s function for (2.8). In this section we will lay out a few technical results regarding \( M, H_0, H_\infty \), and of course by extension, \( G \). The properties of \( P \) (equivalently \( Q_0 \) and \( Q_\infty \)) deduced in §4 are crucial.

**Lemma 5.1** (Complex integral expansion). For \( \varepsilon > 0 \) and \( c \pm i \varepsilon = z \in I_\alpha \), define the following quantities,

\[
E(r, z) = \frac{1}{u'(r)} \partial_r \left( \frac{1}{u'(r) P(r, z)^2} \right)
\]

(5.1a)

\[
R_{\alpha, b}^c(z) = \int_a^b \frac{u'(r)(u(r) - c)}{(u(r) - c)^2 + \varepsilon^2} E(r, z)dr
\]

(5.1b)

\[
E_{\alpha, b}^c(z) = \int_a^b \frac{\varepsilon u'(r)}{(u(r) - c)^2 + \varepsilon^2} E(r, z)dr.
\]

(5.1c)

Then, we have, for \( z = c \pm i \varepsilon \),

\[
H_0(r, z) = -\phi(s, z) \int_0^r \frac{1}{\phi^2(s, z)} ds = \frac{1}{u'(r) P(r, z)} - \phi(r, z) \left( R_{0, \alpha}^c(r) \pm i E_{0, \alpha}^c(r) \right)
\]

(5.2a)

\[
H_\infty(r, z) = \phi(s, z) \int_r^\infty \frac{1}{\phi^2(s, z)} ds = \frac{1}{u'(r) P(r, z)} + \phi(r, z) \left( R_{r, \infty}^c(z) \pm i E_{r, \infty}^c(z) \right).
\]

(5.2b)

Similarly, there holds

\[
M(z) = \int_0^\infty \frac{1}{\phi^2(s, z)} ds = R_{0, \infty}^c(z) \pm i E_{0, \infty}^c(z).
\]

**Proof of Lemma 5.1.** The lemma follows by integration by parts in the complex integral:

\[
\int_a^b \frac{1}{\phi(r, z)^2} dr = \int_a^b \frac{1}{(u - z)^2 P(r, z)^2} dz = -\frac{1}{(u(r) - z)u'(r) P^2(r, z)}\left|_a^b \right. + \int_a^b \frac{u'(r)(u - z)}{(u(r) - c)^2 + \varepsilon^2} E(r, z)dr.
\]

Note that boundary terms vanish when \( a = 0 \) or \( b = \infty \) by the asymptotic behavior of \( P \) (Theorem 4.3).

Denote the formal limits of the above quantities:

\[
E_{0, r}(c) := \pi E(r, c) \textbf{1}_{r < r_c}, \quad E_{r, \infty}(c) := \pi E(r, c) \textbf{1}_{r > r_c},
\]

\[
R_{0, r}(c) := \text{p.v.} \int_0^r \frac{u'}{u - c} E(s, c) ds, \quad R_{r, \infty}(c) := \text{p.v.} \int_r^\infty \frac{u'}{u - c} E(s, c) ds.
\]

Here we are defining (and in the remainder of the paper as well)

\[
\text{p.v.} \int_0^\infty \frac{u'}{u(s) - c} g(s, c) ds := \lim_{\varepsilon \rightarrow 0} \int_{|u(s) - c| \geq \varepsilon} \frac{u'}{u(s) - c} g(s, c) ds.
\]

(5.3)

For \( r < r_c \), by (2.1) (recall the definition of \( B_0 \) from Lemma 4.16)

\[
E(r, z) = \frac{\beta(r)Q_0(r, z) + 2u'(r)((1 + k)Q_0(r, z) - r\partial_r Q_0(r, z))}{(u'(r))2Q_0^3(r, z)(r/r_c)^{2k-1}} = \frac{\beta(r)Q_0(r, z) + 2u'(r)B_0(r, z)}{(u'(r))2Q_0^3(r, z)(r/r_c)^{2k-1}},
\]

(5.4)

whereas for \( r > r_c \) there holds (recall Lemma 4.18)

\[
E(r, z) = \frac{\beta Q_\infty(r, z) - 2u'(r)((k - 1)Q_\infty(r, z) + r\partial_r Q_\infty(r, z))}{(u'(r))2Q_\infty^3(r, z)(r/r_c)^{1+2k}} = \frac{\beta Q_\infty(r, z) - 2u'(r)B_\infty(r, z)}{(u'(r))2Q_\infty^3(r, z)(r/r_c)^{1+2k}}.
\]

(5.5)

Recall from Lemma 4.18 \( B_\infty \geq 0 \) and that \( B_\infty(r_c, c) = 0 \), and hence \( E(r, c) < 0 \) for \( r \geq r_c \). However, from Lemma 4.16 \( B_0 \geq 0 \) and \( B_0(r_c, c) \), and hence \( E \) is not sign definite for \( r < r_c \). Finally, we note that there holds

\[
E(r_c, c) = \frac{\beta(r_c)}{(u'(r_c))^3}.
\]
5.1 Estimates on the Wronskian

First, we must deduce lower bounds on the Wronskian \(M(c \pm i \varepsilon)\). Moreover, the gain as \(r_c \to 0\) obtained in this lemma is crucial for deducing vorticity depletion. This proof requires a delicate use of the monotonicity properties deduced on \(Q_0\) and \(Q_{\infty}\) in §4. In particular, the lack of sign-definiteness of \(E(r,c)\) on each side of the critical layer presents a complication for ruling out cancellations in the singular integrals which define \(M(z)\).

**Lemma 5.2 (Wronskian lower bounds).** For all \(z \in I_{\alpha}\) with \(z = c \pm i \varepsilon\) with \(\varepsilon\) sufficiently small (depending only on \(\alpha\) and \(k\)), there holds the following lower bound,

\[
|M(c \pm i \varepsilon)| \gtrsim_k \alpha \max(r_c^{-3}, r_c^5),
\]

and if we write \(M(c \pm i 0) = R_{0,\infty}(c) \pm i E_{0,\infty}(c)\), then the following uniform convergence holds for some sufficiently small \(\eta > 0\)

\[
|M(c \pm i \varepsilon) - M(c \pm i 0)| \lesssim \varepsilon^\eta \max(r_c^{-3}, r_c^5).
\]

**Proof of Lemma 5.2.** For \(\varepsilon > 0\) we have,

\[
|M(c \pm i \varepsilon)|^2 = |R_{0,\infty}(c \pm i \varepsilon)|^2 + |E_{0,\infty}(c \pm i \varepsilon)|^2 + 2\text{Im} \int_{0}^{\infty} E_{0,\infty}(c \pm i \varepsilon) d\varepsilon.
\]

We first study \(E_{0,\infty}(r, z)\) for \(z = c \pm i \varepsilon\). First, for all \(\varepsilon\) sufficiently small and all sufficiently small \(\eta > 0\), we prove

\[
E_{0,\infty}^\varepsilon(z) = \frac{\pi \beta(r_c)}{(u'(r_c))^3} + O(\varepsilon^\eta \max(r_c^5, r_c^{-3})).
\]

Indeed, write

\[
E_{0,\infty}^\varepsilon(z) = \int_{0}^{\infty} \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} E(s, c) ds + \int_{0}^{\infty} \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} (E(s, z) - E(s, c)) ds.
\]

Further decompose:

\[
\int_{0}^{\infty} \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} E(s, c) ds = \int_{0}^{\infty} \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} (\chi_c + \chi_{c \neq}) E(s, c) ds = E_{0,\infty}^{\varepsilon; 0c} - E_{0,\infty}^{\varepsilon; 0c \neq}.
\]

Further expand:

\[
E_{0,\infty}^{\varepsilon; 0c} = \frac{\beta(r_c)}{(u'(r_c))^3} \int_{0}^{\infty} \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} \chi_c ds + \int_{0}^{\infty} \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} \chi_c \left(\frac{\beta(r_c)}{(u'(r_c))^3} - E(s, c)\right) ds.
\]

By Theorem 4.3 (and (5.4), (5.5), and Lemma A.1),

\[
\chi_c \left|\frac{\beta(r_c)}{(u'(r_c))^3} - E(s, c)\right| \lesssim \varepsilon \chi_k k^2 \frac{|r - r_c|}{r^2 |u'(r)|^2} \approx \chi k^2 |r - r_c| \max(\frac{1}{r_c^4}, r_c^5)
\]

and hence by (A.5), for all \(\eta > 0\) sufficiently small,

\[
E_{0,\infty}^{\varepsilon; 0c} = \frac{\beta(r_c)}{(u'(r_c))^3} + O(\varepsilon^\eta \max(r_c^{-3}, r_c^5)).
\]

Whereas, away from the critical layer there holds by (A.1),

\[
\left| E_{0,\infty}^{\varepsilon; \neq} \right| \lesssim \varepsilon \chi \max(\frac{1}{r_c^4}, r_c) \int_{0}^{\infty} \frac{|u'(s)|}{|u - c|} \chi_c \max(\frac{1}{s^3}, s^5) \min\left(\frac{r_c^{2k-1}}{s^{2k-1}}, \frac{r_c^{2k+1}}{s^{2k+1}}\right) ds \lesssim \varepsilon k \max(\frac{1}{r_c^4}, r_c) \max(r_c^{-3}, r_c^5).
\]

\[
\varepsilon \max(\frac{1}{r_c^4}, r_c) \max(r_c^{-3}, r_c^5).
\]
which goes into the error by the definition of \( I_\alpha \) (2.18). This completes the first term in (5.9). To control the latter term, we first decompose

\[
\int_0^\infty \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} (E(s, z) - E(s, c)) \, ds = \tag{5.13}
\]

\[
\int_0^\infty \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} \beta(s) \left( \frac{1}{P^2(s, z)} - \frac{1}{P^2(s, c)} \right) \, ds \tag{5.14}
\]

\[
+ \int_0^\infty \frac{\varepsilon u'(s)}{(u(s) - c)^2 + \varepsilon^2} \left( \frac{\beta(s)}{(u'(s))^3 P^2(s, z)} - \frac{\beta(s)}{(u'(s))^3 P^2(s, c)} \right) \, ds \tag{5.15}
\]

\[
= E_{0,\infty}^{(1)10} + E_{0,\infty}^{(1)11}. \tag{5.16}
\]

Then, by Theorem 4.3, for all \( z \in I_\alpha \) and all sufficiently small \( \eta > 0 \) (using the same argument as (5.12))

\[
|E_{0,\infty}^{(1)11}| \lesssim \varepsilon^\eta \int_0^\infty \frac{\varepsilon |u'(s)|}{(u(s) - c)^2 + \varepsilon^2} \max(1, \frac{1}{s^3}, \varepsilon) \frac{\min(s^{2k-1}, r_c^{2k+1})}{\sqrt{\varepsilon^{2k-1}} r_c^{2k+1}} \, ds \lesssim \varepsilon^\eta \max(r_c^{-3}, r_c^{-3}).
\]

The vanishing of \( E_{0,\infty}^{(1)11} \) follows in a similar manner (due to the lack of convergence of (5.10) as \( \varepsilon \to 0 \)), we use a trick to combine convergence and uniform Hölder regularity from (5.10); see e.g. the proofs of Lemmas A.4 or A.4 for details). This completes the proof of (5.8), which gives us a lower bound on \( |E_{0,\infty}^\varepsilon(z)| \) as well as an upper bound on its contribution to the error in (5.7).

It is clear from (5.8) that we will need to make a detailed analysis on \( R_{0,\infty}(z) \) to obtain (5.6). Indeed, \( \beta(r_c)(u'(r_c))^{-3} \) potentially goes to zero very rapidly as \( r_c \to \infty \) unless we impose stringent lower bounds on \( \beta \) as \( r_c \to 0 \) (note we wish to include the case \( \beta(r) \sim e^{-r^2} \)). Moreover, we would like to gain the power of \( k \) as well.

As above, we divide \( R_{0,\infty}^\varepsilon \) based on the decompositions of \( E_{0,\infty}^\varepsilon \) in (5.4) and (5.5):

\[
R_{0,\infty}(c \pm i\varepsilon) = \int_0^\infty \frac{(u - c) u'}{(u(s) - c)^2 + \varepsilon^2} \frac{\beta(s)}{(u'(s))^3 P^2(s, c \pm i\varepsilon)} \, ds
\]

\[
+ \int_0^\infty \frac{(u - c) u'}{(u(s) - c)^2 + \varepsilon^2} \left( E(s, c \pm i\varepsilon) - \frac{\beta(s)}{(u'(s))^3 P^2(s, c \pm i\varepsilon)} \right) \, ds
\]

\[
= R_{0,\infty}^{(1)}(c \pm i\varepsilon) + R_{0,\infty}^{(2)}(c \pm i\varepsilon). \tag{5.17}
\]

Denote the formal limit of the first term as

\[
R_{0,\infty}^{(1)}(c) = \text{p.v.} \int_0^\infty \frac{u'}{u - c} \frac{\beta(s)}{(u'(s))^3 P^2(s, c)} \, ds.
\]

Subdivide via the critical layer:

\[
R_{0,\infty}^{(1)}(c \pm i\varepsilon) = \int_0^\infty \frac{(u - c) u'}{(u(s) - c)^2 + \varepsilon^2} \left( \chi_c + \chi_{-c} \right) \frac{\beta(s)}{(u'(s))^3 P^2(s, c \pm i\varepsilon)} \, ds = R_{0,\infty}^{(1)c} + R_{0,\infty}^{(1)c'},
\]

with analogous definitions also for the \( \varepsilon = 0 \) limit. For \( R_{0,\infty}^{(1)c'} \) it is straightforward to verify the following from Theorem 4.3, (A.3), Lemma A.4, and \( \beta(r) \lesssim (r)^{-6} \) from Lemma 2.1, for all \( z \in I_\alpha \) an all \( \eta > 0 \) sufficiently small (note that the integration gains \( k^{-1} \))

\[
|R_{0,\infty}^{(1,c')} (c \pm i\varepsilon)| \lesssim \max(r_c^{-3}, r_{c'}^{-3}). \tag{5.18a}
\]

\[
|R_{0,\infty}^{(1,c)} (c \pm i\varepsilon) - R_{0,\infty}^{(1,c')} (c)| \lesssim \varepsilon^\eta \max(r_c^{-3}, r_{c'}^{-3}). \tag{5.18b}
\]

Similarly, Theorem 4.3 and Lemma A.4 imply that for \( \eta \) sufficiently small there holds:

\[
|R_{0,\infty}^{(1,c)} (c \pm i\varepsilon)| \lesssim \max(r_c^{-3}, r_{c'}^{-3}). \tag{5.19a}
\]

\[
|R_{0,\infty}^{(1,c)} (c \pm i\varepsilon) - R_{0,\infty}^{(1,c)} (c)| \lesssim \varepsilon^\eta \max(r_c^{-3}, r_{c'}^{-3}). \tag{5.19b}
\]
Next, we consider the convergence and uniform estimates of the second term in (5.17), which we write as (in particular, note that since \( B_0 \) and \( B_\infty \) are Lipschitz continuous and vanish at the critical layer by Theorem 4.3),
\[
R^{(2)}_{0,\infty}(c \pm \varepsilon) = \int_0^{r_c} \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} \left( 2 \frac{B_0(s, z)}{(u'(s))^2 s P^3(s, z)} \right) ds - \int_{r_c}^{\infty} \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} \left( 2 \frac{B_\infty(s, z)}{(u'(s))^2 s P^3(s, z)} \right) ds.
\]

First, by following the same argument as that applied to \( R^{(1)}_{0,\infty}(c \pm \varepsilon) \) we deduce the analogous properties
\[
\left| R^{(2)}_{0,\infty}(c \pm \varepsilon) \right| \lesssim k \max(r_c^{-3}, r_c^5) \quad (5.20a)
\]
\[
\left| R^{(2)}_{0,\infty}(c \pm \varepsilon) - R^{(2)}_{0,\infty}(c) \right| \lesssim \varepsilon^9 \max(r_c^{-3}, r_c^5). \quad (5.20b)
\]

Next, we establish the lower bound on \( R^{(2)}_{0,\infty} \). From Theorem 4.2 we make the crucial observation that \( R^{(2)}_{0,\infty}(c) \) is strictly negative. Further, the quantitative lower bounds on \( B_0 \) and \( B_\infty \) near the critical layer will allow us to deduce lower bounds. Using the negative definite signs and Theorem 4.2 (and Lemma 2.1):
\[
R^{(2)}_{0,\infty}(c) \lesssim k^2 \int_0^{r_c} \frac{u'}{u - c} \frac{1}{(u'(s))^2 s} r_c^{4k-2} (r_c - s) ds \lesssim -k^2 \int_0^{r_c} \frac{1}{(u'(s))^2 s} r_c^{4k-3} r_c^{3k-1} ds \lesssim -k \max(r_c^{-3}, r_c^5),
\]
and hence by (5.20), we have for all \( \varepsilon \geq 0 \) sufficiently small,
\[
R^{(2)}_{0,\infty}(c) \approx -k \max(r_c^{-3}, r_c^5) \quad (5.21a)
\]
\[
\left| R^{(2)}_{0,\infty}(c \pm \varepsilon) \right| \approx k \max(r_c^{-3}, r_c^5). \quad (5.21b)
\]

Putting together (5.21), (5.18), (5.19), and (5.8), for all small \( \eta > 0 \) we have,
\[
\left| 2 \Im \overline{E}_{\infty}(c \pm \varepsilon) \right| \lesssim \varepsilon^9 \max(r_c^{-3}, r_c^5)^2.
\]

Next, we use (5.7) to deduce (5.6). For \( r_c \geq 1 \), (5.8) is not useful, however, (5.21) together with (5.18) and (5.19) imply (5.6) for \( r_c > R \) for \( R \) large enough depending only on \( u \) and universal constants. For \( r_c < R \), (5.21) together with (5.18) and (5.19) imply (5.6) for \( k > k_0 \) for some \( k_0 \) depending only on \( u \) and universal constants. Whereas, for \( r_c < R \) and \( k < k_0 \), the lower bound (5.6) follows from (5.8).

**Lemma 5.3.** For \( \varepsilon \ll 1 \) and all \( z \in I_\alpha \) there holds the following
\[
|r_c \partial_{r_c} M(z)| \lesssim k^3 \max(r_c^{-3}, r_c^5),
\]
and we have that for all \( z \in I_\alpha \) and \( \eta > 0 \) sufficiently small,
\[
|r_c \partial_{r_c} M(c \pm \varepsilon) - r_c \partial_{r_c} M(c \pm i0)| \lesssim \varepsilon^7 k^3 \max(r_c^{-3}, r_c^5),
\]

**Proof of Lemma 5.3.** By integration by parts
\[
\frac{1}{u'(r_c)} \partial_{r_c} M(z) = \int_0^\infty \frac{u'(s)}{(u - z)^2} \partial_{r_c} \frac{\chi_\Xi v}{u' P} ds + \frac{1}{u'(r_c)} \int_0^\infty \frac{1}{(u - z)^2} \partial_{r_c} \frac{\chi_\Xi P}{P^2} ds + \int_0^\infty \frac{1}{(u - z)^3} \frac{\chi_\Xi}{P^2} ds.
\]

From Theorem 4.3, we see that \( r_c \partial_{r_c} P \) essentially satisfies the same upper bounds as \( P \) (up to powers of \( k \)), and hence the terms containing \( \chi_\Xi \) can be estimated directly using (A.1) and Lemma 2.1. Consider for example, the latter term (estimating as in (A.1)):
\[
\left| \int_0^\infty \frac{1}{(u - z)^3} \frac{\chi_\Xi}{P^2} ds \right| \lesssim \int_0^\infty \chi_\Xi \min \left( s^{2k-1} r_c^{2k+1}, s^{2k+1} r_c^{2k+1} \right) \times \left( 1_{r_c \leq 1} \left( 1_{r_c \leq 2} \min \left( k^3, \frac{k^3}{r_c^2} \right) + 1_{r_c \geq 2} \right) + 1_{r_c \geq 1} \left( 1_{r_c \geq 1/2} + 1_{r_c \geq 1/2} \min \left( k^3 r_c^6, k^3 r_c^6 \right) \right) \right) ds \lesssim k^2 \max(r_c^{-5}, r_c^7),
\]
which is consistent with the desired estimate (the additional power of \( k \) is lost in the term involving \( \partial_r P \); see Theorem 4.3). Turn next to the term involving \( \chi_c \). Here, we integrate by parts again as in Lemma 5.1:

\[
\int_0^\infty \frac{u'}{(u-z)^2} \partial_G \frac{\chi_c}{u'P^2} \, dz = \int_0^\infty \frac{u'}{u-z} \partial_r \frac{\chi_c}{u'P^2} \, dr.
\]  

(5.23)

Note,

\[
\frac{1}{u'} \partial_r \left( \frac{\chi_c}{u'P^2} \right) = \frac{1}{u'} \partial_r \left( \frac{\partial_G \chi_c}{u'P^2} - \frac{u'' \chi_c}{(u')^3 P^2} \right) - 2 \frac{1}{u'} \left( \partial_r \chi_c \frac{\partial_G P}{P^3} - 2 \chi_c \partial_r \partial_G P + 6 \chi_c \partial_r P \partial_G P \right). 
\]  

(5.24)

Obtaining estimates on the contributions of the first two terms in (5.23) is essentially the same as the estimates made in Lemma 5.2. Hence, this is omitted for the sake of brevity. Next, consider the contribution of the term containing \( \partial_r \partial_G P \). For this, from (4.24) we have,

\[
|r_s u'(r_c)| \left| \int_0^\infty \frac{1}{u-z} \left( \frac{\chi_c \partial_r \partial_G P}{P^3} \right) \, dz \right| \lesssim k^3 \int_0^\infty \frac{\chi_c}{r^2 |u'(r_c)|} \, dr \lesssim k^2 \frac{k^2}{|r_s u'(r_c)|}.
\]

For the term in (5.24) involving \( r \partial_r \) we similarly use (4.21).

Next, consider the problem of convergence as \( \varepsilon \to 0 \). We define the expected limit as:

\[
\frac{1}{u'(r_c)} \partial_{r_c} M(c \pm i \varepsilon) = \{ u \} \int_0^\infty u' \frac{1}{u-c} \partial_r \left( \frac{\partial_G \chi_c}{u'P^2} \right) \, dz \mp i \pi \left( \frac{1}{u'} \partial_r \left( \frac{1}{u'P^2} \right) \right) (r_c, c) + \frac{1}{u'(r_c)} \int_0^\infty \frac{\chi_c}{(u-c)^2 \partial_r P^2} \, ds + \frac{1}{u'(r_c)} \int_0^\infty \frac{u'(r_c)}{(u-c)^3} \frac{\chi}{P^2} \, ds.
\]

Convergence of the terms involving \( \partial_G \) follows from Lemma A.4 and Theorem 4.3. Convergence away from the diagonal follows from Theorem 4.3 along with

\[
\chi \left| \frac{1}{(u-c + i \varepsilon)^2} - \frac{1}{(u-c)^2} \right| = \chi \left| \mp 2 i \varepsilon (u-c) \pm \varepsilon^2 \right| (u-c)^2 \lesssim \varepsilon \max(r_c^{-2}, r_c^2) \frac{\chi}{|u-c|^2},
\]

and the analogous

\[
\chi \left| \frac{1}{(u-c + i \varepsilon)^3} - \frac{1}{(u-c)^3} \right| \lesssim \varepsilon \max(r_c^{-2}, r_c^3) \frac{\chi}{|u-c|^3}.
\]

From there, the estimate follows as in (5.22) and the assumption that \( z \in I_\alpha \).

\[\square\]

### 5.2 Estimates on \( H_0 \) and \( H_\infty \)

Next, we outline the basic estimates available on \( H_0 \) and \( H_\infty \); see Appendix D for proof sketches, as most are minor refinements of ideas appearing in the proofs of Lemmas 5.2 and 5.3.

**Lemma 5.4 (Estimates on \( H_0 \) and \( H_\infty \)).** Let \( z = c \pm i \varepsilon \in I_\alpha \).

(a) (explicit expansions near the critical layer) In the region \( |r - r_c| < r_c/k \), there holds:

\[
H_0(r, c \pm i \varepsilon) = \frac{1}{u'(r)P(r, c \pm i \varepsilon)} - \phi(r, c \pm i \varepsilon) \left( R_{0,r}(c \pm i \varepsilon) \mp i E_{0,r}(c \pm i \varepsilon) \right)
\]

(5.25a)

\[
H_\infty(r, c \pm i \varepsilon) = \frac{1}{u'(r)P(r, c \pm i \varepsilon)} + \phi(r, c \pm i \varepsilon) \left( R_{r,\infty}(c \pm i \varepsilon) \mp i E_{r,\infty}(c \pm i \varepsilon) \right),
\]

(5.25b)

and we record the following estimates: in the region \( |r - r_c| < r_c/k \), we write

\[
\frac{1}{u'(r)P(r, c \pm i \varepsilon)} \approx \frac{1}{u'(r_c)} \approx -\max(r_c^{-1}, r_c^3),
\]
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and

\[ |\phi(r, c \pm i\varepsilon) (R_{0,r}^c (c \pm i\varepsilon) \mp iE_{0,r}^c (c \pm i\varepsilon))| \lesssim 1_{r_c \leq 1} \frac{|r - r_c|}{r_c^2} \left( k + \log k \frac{|r - r_c|}{r_c} \right) \]  \quad (5.26a)

\[ + 1_{r_c > 1/r_c^3} \frac{|r - r_c|}{r_c^2} \left( k + \log k \frac{|r - r_c|}{r_c} \right), \]  \quad (5.26b)

\[ |\phi(r, c \pm i\varepsilon) (R_{r,\infty}^c (c \pm i\varepsilon) \mp iE_{r,\infty}^c (c \pm i\varepsilon))| \lesssim 1_{r_c \leq 1} \frac{|r - r_c|}{r_c^2} \left( k + \log k \frac{|r - r_c|}{r_c} \right) \]  \quad (5.26c)

\[ + 1_{r_c > 1/r_c^3} \frac{|r - r_c|}{r_c^2} \left( k + \log k \frac{|r - r_c|}{r_c} \right). \]  \quad (5.26d)

In particular, for \(|r - r_c| \leq r_c/k\),

\[ |H_0(r, c \pm i\varepsilon)| + |H_0(r, c \pm i\varepsilon)| \lesssim \max(r_c^{-1}, r_c^3). \]  \quad (5.27)

(b) (bounds away from the critical layer) In the region \(|r - r_c| \geq r_c/k\), there holds

\[ |H_0(r, c \pm i\varepsilon)| \lesssim 1_{r_c \leq 1} \left( 1_{r < r_c \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r_c < r < 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r > 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} \right) \]  \quad (5.28a)

\[ + 1_{r_c > 1} \left( 1_{r < r_c \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r_c < r < 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r > 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} \right), \]  \quad (5.28b)

\[ |H_{\infty}(r, c \pm i\varepsilon)| \lesssim 1_{r_c \leq 1} \left( 1_{r < r_c \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r_c < r < 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r > 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} \right) \]  \quad (5.28a)

\[ + 1_{r_c > 1} \left( 1_{r < r_c \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r_c < r < 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} + 1_{r > 1} k \frac{k^{k+1/2}}{r_c^{k+3/2}} \right), \]  \quad (5.28b)

(c) (convergence) Furthermore, if we define

\[ H_0(r, c \pm i0) = \frac{1}{u'(r)}P(r, c) - \phi(r, c) (R_{0,r}^c (c \pm i\varepsilon) 1_{r < r_c}) \]  \quad (5.26a)

\[ H_{\infty}(r, c \pm i0) = \frac{1}{u'(r)}P(r, c) + \phi(r, c) (R_{r,\infty}^c (c \pm i\varepsilon) 1_{r > r_c}), \]  \quad (5.26b)

then we have that \(H_0(r, c \pm i0)\) and \(H_{\infty}(r, c \pm i0)\) satisfy the same pointwise estimates as the \(\varepsilon > 0\) counterparts and there exists an \(\eta > 0\) such that for \(z \in I_\alpha\), the difference \(\varepsilon^{-\eta} (H_0(r, c \pm i\varepsilon) - H_0(r, c \pm i0))\) satisfies (5.27) and (5.28a) (and analogously for \(H_{\infty}\)).

The next lemma details analogous properties on the derivatives of \(H_0\) and \(H_{\infty}\).

Lemma 5.5. Let \(z = c \pm i\varepsilon \in I_\alpha\).

(a) (explicit expansions near critical layer) for \(\partial_r\) derivatives there holds for \(|r - r_c| \leq r_c/k\):

\[ r \partial_r H_0(r, c \pm i\varepsilon) = r \partial_r \left( \frac{1}{u'(r)}P(r, c \pm i\varepsilon) \right) - r \partial_r \phi (R_{0,r}^c (z) \mp iE_{0,r}^c) - ru'(r)PE(r, c \pm i\varepsilon), \]  \quad (5.30a)

\[ r \partial_r H_{\infty}(r, c \pm i\varepsilon) = r \partial_r \left( \frac{1}{u'(r)}P(r, c \pm i\varepsilon) \right) + r \partial_r \phi (R_{r,\infty}^c (z) \mp iE_{r,\infty}^c) - ru'(r)PE(r, c \pm i\varepsilon); \]  \quad (5.30b)

for \(\partial_z\) derivatives there holds (for \(|r - r_c| \leq r_c/2k\):

\[ H_0(r, z) = \partial_z \left( \frac{1}{u'(r)}P(r, z) \right) - (u - z)(\partial_z P) (R_{0,r}^c (z) \mp iE_{0,r}^c) \]  

\[ - \phi \int_0^r \frac{u'(s)}{(u - z)} \partial_G (\chi_c E) \, ds \]
Next, our goal is to derive formulas for the derivatives of $u'(r, c + i\varepsilon)$.

### Proof of Lemma 6.1.

For $j \geq 0$ if we define

$F_{j+1}^\pm = \partial_G F_j^\pm - \frac{2u''}{(u')^2} F_j - \beta \partial_G^j Y^\pm - \frac{\beta'}{u'} \partial_G^j Y^\pm$

$R_{j+1}^\pm = \partial_G R_j - \frac{2u''}{(u')^2} R_j + 2 \left( \frac{1}{4} - k^2 \right) \left( \frac{u' + ru''}{r(u')^2} \right) \partial_G^j Y^\pm + \partial_{rr} \left( \frac{1}{u'} \right) \partial_r \partial_G^j Y^\pm$

$E_{j+1} = \partial_G E_j - \frac{2u''}{(u')^2} (E_j - \beta \partial_G^j X) - \frac{\beta'}{u'} \partial_G^j X$

$R_{j+1}^\pm = \partial_G R_j^\pm - \frac{2u''}{(u')^2} R_j^\pm + 2 \left( \frac{1}{4} - k^2 \right) \left( \frac{u' + ru''}{r(u')^2} \right) \partial_G^j X + \partial_{rr} \left( \frac{1}{u'} \right) \partial_r \partial_G^j X_j,$

then (2.35) holds for all $j$.

**Proof of Lemma 6.1.** Recall that $\partial_G$ commutes with functions of $u - c$. Hence, the lemma follows from the following relation:

$$[\partial_G, \text{RAY}_\pm] Z = -\partial_{rr} \left( \frac{1}{u'} \right) \partial_r Z + \frac{2u''}{(u')^2} \text{RAY}_\pm Z - 2 \left( \frac{1}{4} - k^2 \right) \left( \frac{u' + ru''}{r(u')^2} \right) \frac{Z}{r^2} + \left( \frac{\beta'}{u'} - \frac{2u''}{(u')^2} \right) \frac{Z}{u - z}. \quad (6.2)$$
Lemma 6.2. For coefficients $e_{j,\ell}, h_{j,\ell}, q_{j,\ell}, p_{j,\ell},$ and $r_{j,\ell}$ we have

\begin{align}
R_{j+1} &= \sum_{\ell=0}^{j+1} e_{j+1,\ell} \partial G^\ell F + \sum_{\ell=0}^{j} q_{j+1,\ell} \partial_r \partial G^\ell Y^\pm + p_{j+1,\ell} \partial G^\ell Y^\pm, \\
R_{j+1}^\pm &= \sum_{\ell=0}^{j+1} q_{j+1,\ell} \partial_r \partial G^\ell X^\pm + p_{j+1,\ell} \partial G^\ell X^\pm, \\
F_{j+1}^\pm &= \sum_{\ell=0}^{j+1} h_{j+1,\ell} \partial G^\ell F + \sum_{\ell=0}^{j} r_{j+1,\ell} \partial G^\ell Y^\pm, \\
E_{j+1} &= \sum_{\ell=0}^{j} r_{j+1,\ell} \partial G^\ell X,
\end{align}

where the coefficients are given by the following recursion formulas: for $\ell \leq j$ (with the convention that $e_{j,-1} = h_{j,-1} = 0$),

\begin{align*}
e_{j+1,j+1} &= 1 \\
e_{j+1,\ell} &= \frac{1}{u^2} \partial_r e_{j,\ell} + e_{j,\ell-1} - \frac{2u''}{(u')^2} e_{j,\ell} \\
h_{j+1,j+1}(r) &= 1 \\
h_{j+1,\ell}(r) &= \frac{1}{u^2} \partial_r h_{j,\ell} + h_{j,\ell-1} - \frac{2u''}{(u')^2} h_{j,\ell},
\end{align*}

and for $\ell \leq j - 1$, (with the convention that $p_{j,-1} = q_{j,-1}, r_{j,-1} = 0$),

\begin{align*}
p_{j+1,j} &= p_{j,j-1} + 2 \left( \frac{1}{4} - k^2 \right) \left( \frac{u' + ru''}{r(u')^2} \right) \frac{1}{r^2} \\
p_{j+1,\ell} &= \frac{1}{u'} \partial_r p_{j,\ell} + p_{j,\ell-1} - \frac{2u''}{(u')^2} p_{j,\ell} \\
q_{j+1,j} &= q_{j,j-1} + \partial_r \frac{1}{u'} \\
q_{j+1,\ell} &= \frac{1}{u'} \partial_r q_{j,\ell} + q_{j,\ell-1} - \frac{u''}{(u')^2} q_{j,\ell} \\
r_{j+1,j}(r) &= r_{j,j-1} + \frac{2u''}{(u')^2} \beta - \frac{\beta'}{u'} \\
r_{j+1,\ell}(r) &= \frac{1}{u'} \partial_r r_{j,\ell} + r_{j,\ell-1} - \frac{2u''}{(u')^2} r_{j,\ell}.
\end{align*}

Finally, the above coefficients satisfy the following estimates: for $\ell \leq j + 1$ and $n \geq 0$,

\begin{align*}
|\langle r \partial_r \rangle^n e_{j+1,\ell}(r) | &\lesssim_n \max(r^{-2}, r^2)^{j+1-\ell} \\
|\langle r \partial_r \rangle^n h_{j+1,\ell}(r) | &\lesssim_n \max(r^{-2}, r^2)^{j+1-\ell},
\end{align*}

and for $\ell \leq j$ and $n \geq 0$,

\begin{align*}
|\langle r \partial_r \rangle^n q_{j+1,\ell}(r) | &\lesssim_n \max(r^{-3}, r)^{j-\ell} \\
|\langle r \partial_r \rangle^n p_{j+1,\ell}(r) | &\lesssim_n k^2 \max(r^{-4}, 1)^{j-\ell} \\
|\langle r \partial_r \rangle^n r_{j+1,\ell}(r) | &\lesssim_n \frac{1}{r^2(r')^4} \max(r^{-2}, r^2)^{j-\ell}.
\end{align*}

Proof of Lemma 6.2. Note

\[
\partial_G (q(r) \partial_r Z) = \left( \frac{1}{u'} \partial_r q \right) \partial_r Z + q(r) \partial_G \partial_r Z = \left( \frac{1}{u'} \partial_r q - q(r) \partial_t \left( \frac{1}{u'} \right) \right) \partial_r Z + q(r) \partial_r \partial_G Z.
\]

The rest follows from Lemma 2.1.
6.2 Integral operators appearing in the derivatives of $X$ and $Y$

Define the following operators which appear in the expression for $\partial^j G Y^\pm$,

$$Z_{Y\delta}^{\pm \varepsilon}[g] := \pm \int_0^\infty G(r, s, c \pm i\varepsilon) \frac{2i\varepsilon}{(u-c)^2+\varepsilon^2} g(s, c) ds$$

(6.4a)

$$Z_{YS}^{\pm \varepsilon}[g] := \int_0^\infty G(r, s, c \pm i\varepsilon) \frac{(u-c)}{(u-c)^2+\varepsilon^2} g(s, c) ds$$

(6.4b)

$$Z_{YG}^{\pm \varepsilon}[g] := \int_0^\infty G(r, s, c \pm i\varepsilon) g(s, c) ds.$$  

(6.4c)

In an abuse of notation below, we use the definition

$$Z_{Y_{R}G}^{\pm \varepsilon} \circ w Z_{Y_a}^{\pm \varepsilon}[g] := \int_0^\infty G(r, s, c \pm i\varepsilon)w(s)\partial_a Z_{Y_a}^{\pm \varepsilon}[g](s) ds.$$  

(6.5)

A more complicated set of operators arises in the formula for $X$ and its derivatives (using a similar abuse of notation):

$$Z_{X\delta}^{\pm \varepsilon}[g] := \int_0^\infty B_{X\delta; \varepsilon}^{(1)}(r, s, c) \frac{2i\varepsilon}{(u-c)^2+\varepsilon^2} g(s) ds$$

(6.6a)

$$Z_{XS}^{\pm \varepsilon}[g] := \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon\beta(s_0)}{(u-c)^2+\varepsilon^2} B_{X; \varepsilon}^{(1)}(r, s_0, c) B_{XS; \varepsilon}^{(2)}(r, s_0, c) ds_0 \right) \frac{(u-c)}{(u-c)^2+\varepsilon^2} g(s) ds$$

(6.6b)

$$Z_{XG}^{\pm \varepsilon}[g] := \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon\beta(s_0)}{(u-c)^2+\varepsilon^2} B_{XS; \varepsilon}^{(1)}(r, s_0, c) B_{XG; \varepsilon}^{(2)}(r, s_0, c) ds_0 \right) g(s) ds$$

(6.6c)

$$Z_{XR}^{\pm \varepsilon} \circ w Z_{Y_a}^{\pm \varepsilon}[g] := \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon\beta(s_0)}{(u-c)^2+\varepsilon^2} B_{X; \varepsilon}^{(1)}(r, s_0, c) B_{XR; \varepsilon}^{(2)}(r, s_0, c) ds_0 \right) w(s)\partial_a Z_{Y_a}^{\pm \varepsilon}[g](s) ds.$$  

(6.6d)

where the kernels are defined via:

$$B_{X; \varepsilon}^{(1)}(r, s, c) = G(r, s, c + i\varepsilon)$$

$$+ \int_0^\infty \frac{2i\varepsilon\beta(s_0)}{(u-c)^2+\varepsilon^2} G(r, s_0, c + i\varepsilon) G(s_0, s, c - i\varepsilon) ds_0,$$  

(6.7a)

$$B_{X; \varepsilon}^{(1)} = B_{XG; \varepsilon}^{(1)} = B_{X; \varepsilon}^{(1)}(r, s_0, c) = G(r, s_0, c + i\varepsilon)$$

(6.7b)

$$B_{X; \varepsilon}^{(2)} = B_{XG; \varepsilon}^{(2)}(s_0, s, c) = G(s_0, s, c - i\varepsilon).$$  

(6.7c)

The next lemma verifies the relevance of the above operators.

**Lemma 6.3** (Representation formulas). Let $\varepsilon > 0$ and $c \pm i\varepsilon \in I_\alpha$. There holds,

$$Y^{\pm \varepsilon}(r, c \pm i\varepsilon) = (Z_{Y\delta}^{\pm \varepsilon} + Z_{YS}^{\pm \varepsilon})[F] + Z_{YG}^{\pm \varepsilon}[F_\varepsilon],$$  

(6.8a)

$$X(r, c, \varepsilon) = (Z_{X\delta}^{\varepsilon} + Z_{XS}^{\varepsilon})[F] + Z_{XG}^{\varepsilon}[F],$$  

(6.8b)

and for $j > 0$ (assuming the integrands are integrable),

$$\partial^j G Y^{\pm} = (Z_{Y\delta}^{\pm \varepsilon} + Z_{YS}^{\pm \varepsilon})[F_j] + Z_{YG}^{\pm \varepsilon} \left[ \sum_{\ell=0}^{j} e_{j, \ell} \partial^\ell G F_\varepsilon + \sum_{\ell=0}^{j-1} p_{j, \ell} \partial^\ell G Y^{\pm} \right] - Z_{YG}^{\pm \varepsilon} \left[ \sum_{\ell=0}^{j} q_{j, \ell} \partial^\ell G Y^{\pm} \right]$$

(6.9)

$$\partial^j G X = (Z_{X\delta}^{\varepsilon} + Z_{XS}^{\varepsilon})[F_j] + Z_{XG}^{\varepsilon} \left[ \sum_{\ell=0}^{j} e_{j, \ell} \partial^\ell G F_\varepsilon + \sum_{\ell=0}^{j-1} p_{j, \ell} \partial^\ell G Y^{\pm} \right] - Z_{XG}^{\varepsilon} \left[ \sum_{\ell=0}^{j} q_{j, \ell} \partial^\ell G Y^{\pm} \right]$$

$$+ (Z_{YS}^{\pm \varepsilon} + Z_{Y\delta}^{\pm \varepsilon})[F_j] + Z_{YG}^{\pm \varepsilon} \left[ \sum_{\ell=0}^{j-1} p_{j, \ell} \partial^\ell G X \right] - Z_{YG}^{\pm \varepsilon} \left[ \sum_{\ell=0}^{j+1} q_{j+1, \ell} \partial^\ell G X \right].$$  

(6.10)
exists kernels

\[ \begin{align*}
2i\varepsilon \left( \frac{F - \beta Y}{(u - c)^2 + \varepsilon^2} \right) &= 2i\varepsilon \left( \frac{F - \beta RAY^{-1} \left[ \frac{F}{u - c + i\varepsilon} \right]}{(u - c)^2 + \varepsilon^2} \right) - \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} Z_{YG}^{-}\varepsilon[F_x],
\end{align*} \]

and by definition

\[ Z_{YG}^{-}\varepsilon \left[ \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} Z_{YG}^{-}\varepsilon[F_x] \right] = Z_{Y\varepsilon}[F_x]. \]

This completes the proof of (6.8); the cases \( j > 0 \) follow similarly.

\[ \square \]

### 6.3 Iterated integral operators

#### 6.3.1 Recursion scheme for integral operators

In this section, we will analyze the recursion algorithm derived above. By Lemma 6.2, the \( F_j \) and \( E_j \) terms appearing on the RHS of Lemma 6.3 can also be expanded only in terms of \( X_\ell \) and \( Y_\ell \) with \( \ell < j \).

We will write all possible operators appearing in the iteration scheme as variations of the original operators with kernels derived from a recursive algorithm. The operators appearing in this algorithm are of the following form:

\[ \begin{align*}
O_{S;\varepsilon}[wK](r, s, 0, c) &= \int_{0}^{\infty} K(s, s, 0, c) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w(s) g(r, s, c + i\varepsilon) \, ds \\
O_{S;\varepsilon}[wK](r, s, 1, c) &= \int_{0}^{\infty} K(s, s, 1, c) \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w(s) g(r, s, c + i\varepsilon) \, ds \\
O_{G;\varepsilon}[wK](r, s, 0, c) &= \int_{0}^{\infty} K(s, s, 0, c) w(s) g(r, s, c + i\varepsilon) \, ds \\
O_{G;\varepsilon}[wK](r, s, 1, c) &= \int_{0}^{\infty} K(s, s, 1, c) w(s) \partial_s g(r, s, c + i\varepsilon) \, ds \\
O_{G;\varepsilon}[wK](r, s, 2, c) &= \int_{0}^{\infty} K(s, s, 2, c) w(s) \partial_s^2 g(r, s, c + i\varepsilon) \, ds.
\end{align*} \]

**Lemma 6.4.** Let \( a \in \{S, G, rG\} \). For each set of weights \( \{w_j\} \) and ordering of operators \( b_j \in \{S, \delta, G, rG\} \) there exists kernels \( B^{(1)}_{X_{\alpha \varepsilon}}, B^{(2)}_{X_{\alpha \varepsilon}} \) such that (recall abuse of notations (6.5), (6.6a))

\[ \begin{align*}
Z_{X_a \circ w_1 Z_{Y_{b_1} \circ \cdots \circ w_J Z_{Y_S}}[r, r_c, \varepsilon]} &= \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{2i\varepsilon u'(s_0)}{(u - c)^2 + \varepsilon^2} B^{(1)}_{X_{\alpha \varepsilon}}(r, s_0, c) B^{(2)}_{X_{\alpha \varepsilon \cdots Y_{S \varepsilon}}}(s_0, s, c) \, ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} g(s) \, ds \\
Z_{Y_{b_1} \circ \cdots \circ w_{J-1} Z_{Y_{b_J} \circ w_{J+1}} Z_{X_a \circ w_{J+1} Z_{Y_{b_{J+1}} \circ \cdots \circ w_{J-1}} Z_{Y_S}}[r, r_c, \varepsilon]} &= \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{2i\varepsilon u'(s_0)}{(u - c)^2 + \varepsilon^2} B^{(1)}_{Y_{b_1} \cdots Y_{b_J} \cdots X_{\alpha \varepsilon}}(r, s_0, c) B^{(2)}_{X_{\alpha \varepsilon \cdots Y_{S \varepsilon}}}(s_0, s, c) \, ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} g(s) \, ds.
\end{align*} \]

Moreover if the last \( Y_S \) operator is replaced by the allowable alternatives, the expression changes via:

\[ \begin{align*}
YS &\to YG \Rightarrow \frac{(u - c)}{(u - c)^2 + \varepsilon^2} \to 1 \\
YS &\to Y\delta \Rightarrow \frac{(u - c)}{(u - c)^2 + \varepsilon^2} \to \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2},
\end{align*} \]

(notice that the final operator cannot be \( YrG \); see Lemma 6.1). The operators are obtained by the following recursion formulas:
1. To define \( B^{(2)} \) we use the recursion scheme:
\[
B^{(2)}_{Xa,Yb_1,...,Yb_{j-1},Yb_j;z}(s_0, r, c) = \mathcal{O}^{(2)}_{b_{j-1},z}[w_J B^{(2)}_{Xa,Yb_1,...,Yb_{j-1},z}](s_0, r, c),
\]
and if \( J = 1 \) then \( Xa \) plays the role of \( b_{j-1} \).

2. To define \( B^{(1)} \) we use the recursion scheme
\[
B^{(1)}_{Yb_1,Yb_2,...,Xa;z}(r, s_0, c) = \mathcal{O}^{(1)}_{b_1,z}[w_1 B^{(1)}_{Yb_1,Yb_2,...,Xa;z}](r, s_0, c).
\]

**Lemma 6.5.** For \( a = \delta \), for each set of weights \( \{w_j\} \), and choice of operators \( b_j \in \{S, \delta, G, rG\} \) there exists kernels (depending on the weights) such that

\[
Z_{Yb_1} \circ \cdots \circ w_J Z_{Yb_{j-1}} \circ w_J Z_{Xa}[g]
= \int_0^\infty \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} B^{(1)}_{Yb_1,...,Yb_j,Xa;z}(r, s_0, c)g(s)ds
\]

\[
Z_{Yb_1} \circ \cdots \circ w_J Z_{Yb_{j-1}} \circ w_J Z_{Xa} \circ w_{j+1} Z_{Yb_{j+1}} \circ \cdots \circ w_{j+1} Z_{YS}[g]
= \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon\delta(s_0)}{(u - c)^2 + \varepsilon^2} B^{(1)}_{Yb_1,...,Yb_j,Xa;z}(r, s_0, c)B^{(2)}_{Xa,Yb_{j+1},...,Yb_{j+1},z}(s_0, r, c)ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} g(s)ds,
\]

where the last operator is changed for \( YS \mapsto YG, Y\delta \) then as above

\[
YS \mapsto YG \Rightarrow 
\begin{align*}
(u - c) & \mapsto (u - c)^2 + \varepsilon^2 \\
(u - c) & \mapsto 2i\varepsilon
\end{align*}
\]

The kernels are constructed via the following recursion.

1. To construct the \( B^{(1)} \) kernels we use the iteration scheme
\[
B^{(1)}_{Yb_1,Yb_2,...,X\delta;z}(r, s_0, c) = \mathcal{O}^{(1)}_{b_1,z}[w_1 B^{(1)}_{Yb_1,Yb_2,...,X\delta;z}](r, s_0, c).
\]

2. The first steps of \( B^{(2)} \) are given by:
\[
B^{(2)}_{X\delta,Ya;z} = \mathcal{G}(s_0, r, c - i\varepsilon),
\]

and to construct further kernels \( B^{(2)} \) we use the recursion scheme
\[
B^{(2)}_{X\delta,Yb_1,...,Yb_{j-1},Yb_j;z}(s_0, r, c) = \mathcal{O}^{(2)}_{b_{j-1},z}[w_J B^{(2)}_{X\delta,Yb_1,...,Yb_{j-1},z}](s_0, r, c).
\]

**Lemma 6.6.** For each set of weights \( \{w_j\} \) and choice of operators \( b_j \in \{S, \delta, G, rG\} \) there exist kernels \( B_{XS,Yb_1,...,Yb_j;z} \) (depending on the weights) such that

\[
w_1 Z_{Yb_1} \circ \cdots \circ w_J Z_{YS}[g] = \int_0^\infty B_{Yb_1,Yb_2,...,Yb_j;z}(r, s, c) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} g(s)ds,
\]

with the requisite change for \( YS \mapsto YG, Y\delta \) as above (as usual, the final operator cannot be \( YrG \)). To construct the kernels we use the following scheme as above:

1. All of the basic kernels are given by
\[
B_{Ya;z} = \mathcal{G}(r, s, c - i\varepsilon).
\]

2. Further kernels are constructed via
\[
B_{Yb_1,...,Yb_{j-1},Yb_j;z}(s_0, r, c) = \mathcal{O}^{(2)}_{b_{j-1},z}[w_J B_{Yb_1,...,Yb_{j-1},z}](s_0, r, c).
\]
6.3.2 Estimates on iterated integral kernels

The next step is to use induction to deduce the requisite estimates on the $B$ kernels appearing in Lemmas 6.4–6.6. In order to effectively pass to the limit $\varepsilon \to 0$ in (2.28), we need to prove that the kernels satisfy a variety of regularity properties. Moreover, in order to close the induction argument, a variety of additional regularity properties are required as well. These properties are outlined in Definitions 6.7 and 6.8 below.

Recall the bounding functions defined in (2.39). Further, define the following variants of the $\partial_c$ derivatives suitable for functions of three variables:

\[
\partial_G = \partial^{(r)}_G = \frac{1}{u'(r)} \partial_r + \frac{1}{u'(r_c)} \partial_{r_c} \tag{6.12a}
\]

\[
\partial^{(r,s)}_G = \frac{1}{u'(r)} \partial_r + \frac{1}{u'(s)} \partial_s + \frac{1}{u'(r_c)} \partial_{r_c}. \tag{6.12b}
\]

**Definition 6.7** (Suitable $(J, \ell, \gamma)$ kernel of type I). We say $K^\varepsilon(r, s, c)$ is a Suitable $(J, \ell, \gamma)$ kernel of type I if the following properties hold for $c \pm i \varepsilon \in I_\alpha$ with all constants independent of $\varepsilon$:

(a) uniform boundedness and regularity away from the critical layer:

\[
|K^\varepsilon(r, s, c)| \lesssim |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s) \tag{6.13a}
\]

\[
|\varepsilon \partial_r K^\varepsilon(r, s, c)| \lesssim |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s) \left( k + 1_{|r-r_c|<r_c/k} \left| \log \frac{k |r-r_c|}{r_c} \right| \right), \tag{6.13b}
\]

\[
|r_{c} \partial_c K^\varepsilon(r, s, c)| 1_{|s-r_c|>r_c/k} \lesssim k^3 |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s) \left( k + 1_{|r-r_c|<r_c/k} \left| \log \frac{k |r-r_c|}{r_c} \right| \right); \tag{6.13c}
\]

(b) regularity near the critical layer:

\[
\left| \partial^{(r)}_G K^\varepsilon(r, s, c) \right| 1_{|s-r_c|<r_c/k} 1_{|r-r_c|\geq r_c/k} \lesssim \frac{1}{|r_c u'(r_c)|} k |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s, c) \tag{6.14a}
\]

\[
\left| \partial^{(r)}_G K^\varepsilon(r, s, c) \right| 1_{|r-r_c|<r_c/k} 1_{|s-r_c|\geq r_c/k} \lesssim \frac{1}{|r_c u'(r_c)|} k |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s, c) \tag{6.14b}
\]

\[
|r_{c} \partial_c \partial^{(r)}_G K^\varepsilon(r, s, c) | 1_{|s-r_c|<r_c/k} 1_{|r-r_c|\geq r_c/k} \lesssim \frac{1}{|r_c u'(r_c)|} |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s, c) \left( k^2 + k \left| \log \frac{k |r-r_c|}{r_c} \right| \right), \tag{6.14c}
\]

\[
\left| \partial^{(r,s)}_G K^\varepsilon(r, s, c) \right| 1_{|r-r_c|<r_c/k} 1_{|s-r_c|<r_c/k} \lesssim \frac{1}{|r_c u'(r_c)|} k |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s, c) \tag{6.14d}
\]

\[
|r_{c} \partial_c \partial^{(r,s)}_G K^\varepsilon(r, s, c) | 1_{|s-r_c|<r_c/k} 1_{|r-r_c|<r_c/k} \lesssim \frac{1}{|r_c u'(r_c)|} |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s, c) \left( k^2 + k \left| \log \frac{k |r-r_c|}{r_c} \right| \right); \tag{6.14e}
\]

(c) Hölder regularity in $s$ near the critical layer: for $|s-r_c| < r_c/k$ there holds:

\[
|K^\varepsilon(r, s, c) - K^\varepsilon(r, r_c, c)| \lesssim |u'(s)| |K(r, s, c)|B(r, s)\mathcal{L}_{J, \ell}(r, s, c) \left( \frac{k |s-r_c|}{r_c} \right)^\gamma \tag{6.15a}
\]
(c) convergence: there exists an \( \eta > 0 \) such that \( \varepsilon^{-\eta} (K^\varepsilon - K^0) \) satisfies (6.13), (6.14), and (6.15) for \( z \in I_\alpha \) and \( \varepsilon \) sufficiently small.

**Definition 6.8** (Suitable \((J, \ell)\) kernel of type II). We say \( K^\varepsilon(r, s, c) \) is a **Suitable \((J, \ell, \gamma)\) kernel of type II** if the following properties hold for \( c \pm i \varepsilon \in I_\alpha \) with all constants independent of \( \varepsilon \):

(a) uniform boundedness and regularity away from the critical layer:

\[
|K^\varepsilon(r, s, c)| \lesssim |u'(s)| \mathbb{K}(r, s, c) B(r, s) \mathcal{L}_{J, \ell}(r, s, c)
\]

\[
|s \partial_s K^\varepsilon(r, s, c)| \lesssim
\]

\[
k |u'(s)| \mathbb{K}(r, s, c) B(r, s) \mathcal{L}_{J, \ell}(r, s, c) \left( k + 1_{|s-r_c|<r_c/k} \left| \log \frac{k|s-r_c|}{r_c} \right| \right),
\]

\[
|s \partial_s K^\varepsilon(r, s, c)| 1_{|s-r_c|<r_c/k} \lesssim
\]

\[
k^3 |u'(s)| \mathbb{K}(r, s, c) B(r, s) \mathcal{L}_{J, \ell}(r, s, c) \left( k + 1_{|s-r_c|<r_c/k} \left| \log \frac{k|s-r_c|}{r_c} \right| \right); \quad (6.16d)
\]

(b) regularity near the critical layer:

\[
|\partial^{(s)}_G K^\varepsilon(r, s, c)| 1_{|s-r_c|<r_c/k} 1_{|s-r_c|>r_c/k} \lesssim
\]

\[
1_{|r_c u'(r_c)|} k |u'(s)| \mathbb{K}(r, s, c) B(r, s) \mathcal{L}_{J, \ell}(r, s, c)
\]

\[
|\partial^{(s)}_G K^\varepsilon(r, s, c)| 1_{|s-r_c|<r_c/k} 1_{|s-r_c|>r_c/k} \lesssim
\]

\[
1_{|r_c u'(r_c)|} k |u'(s)| \mathbb{K}(r, s, c) B(r, s) \mathcal{L}_{J, \ell}(r, s, c)
\]

\[
|s \partial_s \partial^{(s)}_G K^\varepsilon(r, s, c)| 1_{|s-r_c|<r_c/k} 1_{|s-r_c|>r_c/k} \lesssim
\]

\[
1_{|r_c u'(r_c)|} k |u'(s)| \mathbb{K}(r, s, c) B(r, s) \mathcal{L}_{J, \ell}(r, s, c) \left( k^2 + k \left| \log \frac{k|s-r_c|}{r_c} \right| \right),
\]

\[
|s \partial_s \partial^{(s)}_G K^\varepsilon(r, s, c)| 1_{|s-r_c|<r_c/k} 1_{|s-r_c|>r_c/k} \lesssim
\]

\[
1_{|r_c u'(r_c)|} k |u'(s)| \mathbb{K}(r, s, c) B(r, s) \mathcal{L}_{J, \ell}(r, s, c) \left( k^2 + k \left| \log \frac{k|s-r_c|}{r_c} \right| \right); \quad (6.17d)
\]
(c) Hölder regularity in $r$ near critical layer: for $|r - r_c| < r_c/k$ there holds:

$$|K^v(r, s, c) - K^v(r_c, s, c)| \lesssim$$

$$|u'(s)| \|K(r, s, c)B(r, s)\mathcal{L}_{j,t}(r, s, c)\left(\frac{k|r - r_c|}{r_c}\right)^\gamma$$

(6.18a)

$$\left|\partial^{(r)}_G(K^v(r, s, c) - K^v(r_c, s, c))\right| 1_{|s - r_c| \geq r_c/k} \lesssim$$

$$\frac{1}{|r_c u'(r_c)|} k |u'(s)| \|K(r, s, c)B(r, s)\mathcal{L}_{j,t}(r, s, c)\left(\frac{k|r - r_c|}{r_c}\right)^\gamma$$

(6.18b)

$$\left|\partial_{(r,s)}^a(K^v(r, s, c) - K^v(r_c, s, c))\right| 1_{|s - r_c| \leq r_c/k} \lesssim$$

$$k^2 |u'(s)| \|K(r, s, c)B(r, s)\mathcal{L}_{j,t}(r, s, c)\left(\frac{k|r - r_c|}{r_c}\right)^\gamma$$

(6.18c)

$$|s\partial_s(K^v(r, s, c) - K^v(r_c, s, c))| \lesssim$$

$$k^3 |u'(s)| \|K(r, s, c)B(r, s)\mathcal{L}_{j,t}(r, s, c)\left(\frac{k|r - r_c|}{r_c}\right)^\gamma$$

(6.18d)

(c) convergence: there exists an $\eta > 0$ such that $\varepsilon^{-\eta} (K^v - K^0)$ satisfies (6.16), (6.17), and (6.18) for $z \in I_\alpha$ and $\varepsilon$ sufficiently small (depending only on $k$).

**Remark 6.9.** Note that the main differences between Definitions 6.7 and 6.8 is in the regularity requirements.

First, we prove that the Green’s function is the prototypical suitable kernel of both types.

**Lemma 6.10.** The Green’s function $G(r, s, c \pm i\varepsilon)$ is both a suitable $(0, 0, \gamma)$ kernel of type I and a suitable $(0, 0, \gamma)$ kernel of type II for all $\gamma \in (0, 1)$.

**Proof of Lemma 6.10.** Consider just the case statement of Type I; Type II is exactly analogous.

**Step 1: Proof of (6.13).** First, consider the boundedness estimate (6.13a). From Lemmas 5.2 and 5.4 (and 2.1),

$$\frac{|G(r, s, c \pm i\varepsilon)|}{u'(s)} \lesssim \max(s^{-1}, s^3) \min\left(\frac{r_c^3}{k}, \frac{1}{k r_c^4}\right)$$

$$\times \left(1_{r_c \leq 1} 1_{s < r_c} \left(1_{s < r_c} \frac{s^{k+1/2}}{r_c} + 1_{s < r_c < 1} \frac{s^{k+1/2} + 1}{r_c^{k+1/2} + 1} + 1_{s > 1} \frac{s^{k+1/2}}{r_c^{k+1/2}}\right)\right)$$

$$\times \left(1_{r_c > 1} 1_{s < r_c} \left(1_{s < r_c} \frac{s^{k+1/2}}{r_c} + 1_{s < r_c < 1} \frac{s^{k+1/2} + 1}{r_c^{k+1/2} + 1} + 1_{s > 1} \frac{s^{k+1/2}}{r_c^{k+1/2}}\right)\right)$$

$$\times \left(1_{s < r_c} \left(1_{s < r_c} \frac{s^{k+1/2}}{r_c} + 1_{s < r_c < 1} \frac{s^{k+1/2} + 1}{r_c^{k+1/2} + 1} + 1_{s > 1} \frac{s^{k+1/2}}{r_c^{k+1/2}}\right)\right)$$

$$\times \left(1_{s > 1} \left(1_{s < r_c} \frac{s^{k+1/2}}{r_c} + 1_{s < r_c < 1} \frac{s^{k+1/2} + 1}{r_c^{k+1/2} + 1} + 1_{s > 1} \frac{s^{k+1/2}}{r_c^{k+1/2}}\right)\right)$$

$$\times \left(1_{r_c > 1} \left(1_{r_c > 1} \frac{s^{k+1/2}}{r_c} + 1_{s < r_c < 1} \frac{s^{k+1/2} + 1}{r_c^{k+1/2} + 1} + 1_{s > 1} \frac{s^{k+1/2}}{r_c^{k+1/2}}\right)\right)$$

$$\times \left(1_{r_c > 1} \left(1_{r_c > 1} \frac{s^{k+1/2}}{r_c} + 1_{s < r_c < 1} \frac{s^{k+1/2} + 1}{r_c^{k+1/2} + 1} + 1_{s > 1} \frac{s^{k+1/2}}{r_c^{k+1/2}}\right)\right)$$
\[
\begin{align*}
&\times \left( 1_{s < r} \frac{r_c^{k+5/2}}{s-k-1/2} + 1_{s \leq r} \frac{r_c^{k+1/2}}{s-k+3/2} + 1_{r < s} \frac{r_c^{k+5/2}}{s-k-1/2} \right) \\
&\lesssim 1_{r \leq 1} \left( 1_{s < r} \frac{s^{k-1/2}}{r^{k-1/2}} + 1_{s, r < r} \frac{s^{k-1/2} r_c^2}{r^{k-1/2} r_c^2} + 1_{s < r} \frac{s^{k-1/2}}{r^{k-1/2}} \\
&\quad + 1_{r < s, r} \frac{s^{k+3/2}}{r^{k+3/2}} + 1_{r < s, s < r} \frac{s^{k+3/2}}{r^{k+3/2}} \right) \\
&\quad + 1_{r \leq 1} \left( 1_{r < s} \frac{s^{k-1/2}}{s-k+1/2} + 1_{r < s, s < r} \frac{s^{k-1/2}}{s-k+1/2} + 1_{r < s} \frac{s^{k-1/2}}{s-k-1/2} \\
&\quad + 1_{r < s} \frac{s^{k-1/2}}{s-k-1/2} + 1_{r < s} \frac{s^{k+1/2}}{s-k+1/2} \right) \\
&\quad + 1_{r > 1} \left( 1_{s < r} \frac{s^{k-1/2}}{s-k-1/2} + 1_{s \leq r} \frac{s^{k-1/2} r_c^2}{s-k+3/2} + 1_{s < r} \frac{s^{k-1/2}}{s-k-1/2} \right) \\
&\quad + 1_{r < s} \frac{s^{k+1/2}}{s-k+1/2} + 1_{r < s} \frac{s^{k+1/2} r_c^2}{s-k+3/2} + 1_{r < s} \frac{s^{k+1/2}}{s-k+3/2} \\
&\quad + 1_{r \leq 1} \frac{s^{k+1/2}}{s-k+1/2} \right) \lesssim K(r, s, c) B(r, s),
\end{align*}
\]

which is (6.13a). The estimate (6.13b) follows from a similar argument together with Lemma 5.5. To see the \( r_c \partial_{r_c} \) control, first note that

\[
\begin{align*}
&\frac{r_c \partial_{r_c}}{u'(s)} \left( \frac{G(r, s, c)}{u'(s)} \right) = \frac{1}{u'(s) M(z)} \begin{cases} 
-r_c M(z) H_0(r, c) H_\infty(s, c) & r < s \\
-r_c M(z) H_0(r, c) H_\infty(s, c) & s > r
\end{cases} \\
&\quad + \frac{1}{u'(s) M(z)} \begin{cases} 
\partial_{r_c} H_0(r, c) H_\infty(s, c) + H_0(r, c) \partial_{r_c} H_\infty(s, c) & r < s \\
\partial_{r_c} H_0(r, c) H_\infty(s, c) + H_0(s, c) \partial_{r_c} H_\infty(r, c) & r > s
\end{cases}
\end{align*}
\]

Hence, all the lemmas in §5 together imply (6.13c) as in (6.13a).

**Step 2: Proof of (6.14).** Consider the case \(|r - r_c| \geq r_c/k\) and \(|s - r_c| < r_c/k\) as in (6.14a). Here we have,

\[
\begin{align*}
&\frac{\partial_{r_c}}{G(r, s, c)} \left( \frac{G(r, s, c)}{u'(s)} \right) = \frac{1}{u'(s) M(z)} \begin{cases} 
\partial_{r_c} H_0(r, c) H_\infty(s, c) + H_0(r, c) \partial_{r_c} H_\infty(s, c) & r < s \\
\partial_{r_c} H_0(r, c) H_\infty(s, c) + H_0(s, c) \partial_{r_c} H_\infty(r, c) & r > s
\end{cases} \\
&\quad - \left( \frac{u''(s)}{(u'(s))^3 M(z)} + \frac{r_c \partial_{r_c} M(z)}{M^2(z)} \right) \begin{cases} 
H_0(r, c) H_\infty(s, c) & r < s \\
H_0(r, c) H_\infty(s, c) & r > s
\end{cases}
\end{align*}
\]

By the lemmas in §5, we deduce (6.14a). Note further that from the lemmas in §5, we may deduce a logarithmically singular upper bound on \( s \partial_s \frac{\partial_{r_c}}{G(r, s, c)} (u'(s))^{-1} G(r, s, c) \). This is important both to verify that the kernel is suitable of type II but also to prove the Hölder regularity (6.15) below. The estimates (6.14b) and (6.14c) are analogous and omitted for the sake of brevity. Consider the estimates (6.14d) and (6.14e) next. We have

\[
\begin{align*}
&\frac{\partial_{r_c}}{G(r, s, c)} \left( \frac{G(r, s, c)}{u'(s)} \right) = \frac{1}{u'(s) M(z)} \begin{cases} 
\partial_{G} H_0(r, c) H_\infty(s, c) + H_0(r, c) \partial_{G} H_\infty(s, c) & r < s \\
\partial_{G} H_0(r, c) H_\infty(s, c) + H_0(s, c) \partial_{G} H_\infty(r, c) & r > s
\end{cases} \\
&\quad - \left( \frac{u''(s)}{(u'(s))^3 M(z)} + \frac{r_c \partial_{r_c} M(z)}{M^2(z)} \right) \begin{cases} 
H_0(r, c) H_\infty(s, c) & r < s \\
H_0(r, c) H_\infty(s, c) & r > s
\end{cases}
\end{align*}
\] (6.19)
Hence, this satisfies the desired estimates by the lemmas in §5. Similarly, we can obtain $s\partial_s$ estimates as well.

**Step 3: Proof of (6.15).** The inequalities (6.15a) are a consequence of the log-Lipschitz regularity of $G$ in both variables (from Lemma 5.5); we omit the details as they are straightforward. Finally, we note that the convergence stated in Definition 6.7 follows from the lemmas in §5.

Next, we prove that all possible integral operators arising in the iteration scheme are suitable.

**Lemma 6.11 (Iterated integral operators $O_{\delta,\epsilon}^{(j)}$ and $O_{G,\epsilon}^{(j)}$).** Let $K^{(1)}_\varepsilon$ be a Suitable $(J, \ell', \gamma)$ kernel of type I and $K^{(2)}_\varepsilon$ a Suitable $(J, \ell', \gamma)$ kernel of type II. Further, suppose that

$$|w(r)| + |r\partial_r w(r)| \lesssim \max \left( \frac{1}{r^2}, r^2 \right)^{\ell+1} \frac{1}{(r')^6}.$$

Further, suppose $\ell + \ell' < k - 1/2$. Then, for all $\eta > 0$ and $\gamma' \in (0, \gamma)$,

- $O_{\delta,\epsilon}^{(1)}[wK^{(1)}_\varepsilon]$ is suitable $(J + 1, \ell' + \ell + 1 + \eta, \gamma')$ of type I; $O_{\delta,\epsilon}^{(1)}[wK^{(1)}_\varepsilon]$ is suitable $(J, \ell' + \ell + 1 + \eta, \gamma')$ of type I;

- $O_{G,\epsilon}^{(2)}[wK^{(2)}_\varepsilon]$ is suitable $(J + 1, \ell' + \ell + 1 + \eta, \gamma')$ of type II and $O_{G,\epsilon}^{(2)}[wK^{(2)}_\varepsilon]$ is suitable $(J, \ell' + \ell + 1 + \eta, \gamma')$ of type II.

**Lemma 6.12 (Iterated integral operators $O_{G}^{(j)}$).** Suppose that $K^{(1)}_\varepsilon$ is a suitable $(J, \ell', \gamma)$ kernel of type I and $K^{(2)}_\varepsilon$ is suitable $(J, \ell', \gamma)$ kernel of type II. Further, suppose that

$$|w(r)| + |r\partial_r w(r)| \lesssim k^2 \max \left( \frac{1}{r^2}, r^2 \right)^{\ell} \max \left( \frac{1}{r^2}, 1 \right),$$

and that $\ell + \ell' < k - 3/2$. Then, for all $\eta > 0$, and $\gamma' \in (0, \gamma)$, $O_{G}^{(1)}[wK^{(1)}_\varepsilon]$ is suitable $(J + 2, \ell' + \ell + 1 + \eta, \gamma')$ of type I and $O_{G}^{(2)}[wK^{(2)}_\varepsilon]$ is suitable $(J + 2, \ell' + \ell + 1 + \eta, \gamma')$ of type II.

**Lemma 6.13 (Iterated integral operator $O_{G,\epsilon}^{(j)}$).** Suppose that

$$|w(r)| + |r\partial_r w(r)| \lesssim \max \left( \frac{1}{r^2}, r^2 \right)^{\ell} \max(r^{-4}, 1)$$

and that $\ell + \ell' < k - 3/2$. Suppose that the kernel $K^{(1)}_\varepsilon$ is a suitable $(J, \ell', \gamma)$ kernel of type I and that $K^{(2)}_\varepsilon$ is a suitable $(J, \ell', \gamma)$ kernel of type II. Then, for all $\eta > 0$ and $\gamma' \in (0, \gamma)$, $O_{G,\epsilon}^{(1)}[wK^{(1)}_\varepsilon]$ is suitable $(J + 1, \ell' + \ell + 1 + \eta, \gamma')$ kernel of type I, and $O_{G,\epsilon}^{(2)}[wK^{(2)}_\varepsilon]$ is a suitable $(J + 1, \ell' + \ell + 1 + \eta, \gamma')$ kernel of type II.

We now prove Lemmas 6.11–6.13.

**Proof of Lemma 6.11.** The cases of $j = 1$ and $j = 2$ are essentially the same, we will focus on $j = 1$ here. The treatment of $O_S$ is similar to, but slightly harder than, the case $O_\delta$, so we focus on the former. Define:

$$\tilde{K}(r, s_0, c) := \int_0^\infty \frac{(u - c)}{(u-c)^2 + \varepsilon^2} w(s) G(r, s, c + i\varepsilon) K(s, s_0, c) ds.$$

**Boundedness Estimate (6.13a).** Most of the non-trivial methods involved in the proof of Lemma 6.11 appear in some form in the proof of (6.3a). Recall (4.3) and split the integral based on proximity to the critical layer:

$$\tilde{K}(r, s_0, c) = \int_0^\infty \frac{(u - c)u'(s)}{(u-c)^2 + \varepsilon^2} (\chi_c + \chi_{\#}) w(s) \frac{G(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) ds =: \tilde{K}_c + \tilde{K}_\#. \quad (6.20)$$

First consider the problem of estimating $\tilde{K}_\#$ for $r_\# \leq 1$. In the case of $\tilde{K}_\#$, we apply Lemma 6.10 and (A.1),

$$1_{r_\# \leq 1} \left| \frac{1}{u'(s_0)} \tilde{K}_\#(r, s_0, c) \right| \lesssim 1_{r_\# \leq 1} \int_0^\infty |u'(s)| |w(s)| \tilde{K}(r, s, c) B(r, s) \tilde{K}(s, s_0) B(s, s_0) \ell_{J,\ell'}(s, s_0) ds.$$
\[
\lesssim 1_{r_c \leq 1} \int_0^\infty \left( \frac{k}{s^{1+2r}} \max(s^2, r_c^2) 1_{s \leq 1} + s^{2r-7} 1_{s \geq 1} \right) \times \mathbb{K}(r, s, c) \mathbb{B}(r, s) \mathbb{K}(s, s_0, c) \mathcal{L}_{j, \ell'}(s, s_0) ds.
\]

This integral is estimated by a tedious, but straightforward, calculation. Note that the requirement \( \ell + \ell' < k - 1/2 \) is necessary to ensure the resulting integrands are integrable at zero and infinity. The calculation is summarized via:

\[
1_{r_c \leq 1} \left| \frac{1}{u'(s_0)} \tilde{K}_{0, \neq}(r, s_0, c) \right| \lesssim 1_{r_c \leq 1} \int_0^\infty \left( \frac{k}{s^{1+2r}} \max(s^2, r_c^2) 1_{s \leq 1} + s^{2r-7} 1_{s \geq 1} \right) \times \mathbb{K}(r, s, c) \mathbb{B}(r, s) \mathbb{K}(s, s_0, c) \mathcal{L}_{j, \ell'}(s, s_0) ds.
\]

A key constraint is to not lose powers of \( r_c^{-1} \) while still gaining the improvement encoded in \( \mathbb{K} \), that is, we specifically want \( \mathcal{L} \) to be independent of \( r_c \), so when e.g. \( r_c \ll r, s_0 \), we still need to get good estimates (which one observes is indeed the case using that \( \ell + \ell' \leq k \)). After simplification, we therefore have the following estimate for all \( \eta > 0 \),

\[
1_{r_c \leq 1} \left| \frac{1}{u'(s_0)} \tilde{K}_{0, \neq}(r, s_0, c) \right| \lesssim \mathbb{K}(r, s_0, c) \mathbb{B}(r, s_0) \mathbb{L}_{j+1, \ell+\ell'+1+\eta}(r, s_0), \quad (6.21)
\]

which is the desired estimate. In the case \( r_c \geq 1 \), we similarly have (omitting the tedious intermediate steps):

\[
1_{r_c > 1} \left| \frac{1}{u'(s_0)} \tilde{K}_{0, \neq}(r, s_0, c) \right| \lesssim 1_{r_c > 1} \int_0^\infty \left( \frac{k}{s^{1+2r}} 1_{s \leq 1} + \max(r_c^2, s^2) s^{2r-7} 1_{s \geq 1} \right) \times \mathbb{K}(r, s, c) \mathbb{B}(r, s) \mathbb{L}(s, s_0) \mathbb{L}_{j, \ell'}(s, s_0) ds \lesssim \mathbb{B}(r, s_0) \mathbb{L}_{j+1, \ell+\ell'+1+\eta}(r, s_0). \quad (6.22)
\]

This completes the treatment of the \( \tilde{K}_{0, \neq} \).

Consider next the contributions of \( \tilde{K}_c \). First consider the case that \( |r - r_c| < r_c/k \). Near the critical layer we write

\[
\frac{1}{u'(s_0)} \tilde{K}_c(r, s_0, c) = w(r_c) \frac{\mathcal{G}(r, r_c, c) K(r_c, s_0, c)}{u'(r_c)} \int_0^\infty \chi_c \frac{(u - c) u'(s)}{(u-c)^2 + \varepsilon^2} ds + \int_0^\infty \chi_c \frac{(u - c) u'(s)}{(u-c)^2 + \varepsilon^2} \left( w(s) \frac{\mathcal{G}(r, s, c) K(s, s_0, c)}{u'(s_0)} - w(r_c) \frac{\mathcal{G}(r, r_c, c) K(r_c, s_0, c)}{u'(r_c)} \right) ds.
\]
From Lemmas 5.4 and 5.5, we deduce
\[ \frac{r}{\partial} \]
Analogous estimates also hold for (6.21) and (6.22) without losing powers of \( r^{\pm 1} \) we have the following estimates:
\[ \left| \tilde{K}_{\epsilon_{1}}(r, s, c) \right| \lesssim \max \left( \frac{r^{2}}{r_{c}}, r^{2} \right)^{\ell+1} \left( \frac{r_{c}}{r} \right)^{-4} \| \delta \| \left( r, r_{c}, c \right) B(r, r_{c}) \| \hat{\delta} \left( r, s, c \right) B(r, s, c) \| L_{t,v} \left( r_{c}, s, c \right) \]
\[ \lesssim \| \delta \| \left( r, s, c \right) B(r, s, c) \| L_{t,v} \left( r_{c}, s, c \right) \]
Next, turn to \( \tilde{K}_{\epsilon_{2}} \). By the logarithmic regularity in Definition 6.7, we have (using \( |r_{c} - s| < r_{c}/k \)) and Lemma 6.1,
\[ \left| K(s, s_{0}, c) - K(r_{c}, s_{0}, c) \right| \lesssim \| \delta \| \left( r_{c}, s_{0}, c \right) B(r, s_{0}, c) \| L_{t,v} \left( r_{c}, s_{0}, c \right) \]
\[ \lesssim \| \delta \| \left( r_{c}, s_{0}, c \right) B(r, s_{0}, c) \| L_{t,v} \left( r_{c}, s_{0}, c \right) \]
Analogous estimates also hold for \( G \) due to Lemma 6.10 (and clearly also \( u \)). Therefore, we have (again arguing as in (6.21) and (6.22) to avoid losing powers of \( r_{c} \),
\[ \left| \tilde{K}_{\epsilon_{2}} \right| \lesssim \max \left( \frac{r^{2}}{r_{c}}, r^{2} \right)^{\ell+1} \left( \frac{r_{c}}{r} \right)^{-6} \| \delta \| \left( r_{c}, s_{0}, c \right) B(r, r_{c}) \| \hat{\delta} \left( r, s_{0}, c \right) B(r, s_{0}, c) \| L_{t,v} \left( r_{c}, s_{0}, c \right) \]
This completes the proof of (6.13a).

\( r \partial_{r} \) estimates (6.13b). Next, we estimate \( r \partial_{r} \tilde{K} \). By continuity of \( G \) and \( K \),
\[ r \partial_{r} \tilde{K}(r, s_{0}, c) = r \partial_{r} H_{\infty}(r, c - i \varepsilon) \int_{0}^{r} \frac{(u - c) u'}{(u - c)^{2} + \varepsilon^{2}} K(s, s_{0}, c) \frac{w H_{0}(s, c - i \varepsilon)}{M(c - i \varepsilon)} \, ds \]
\[ + r \partial_{r} H_{0}(r, c - i \varepsilon) \int_{r}^{\infty} \frac{(u - c) u'}{(u - c)^{2} + \varepsilon^{2}} K(s, s_{0}, c) \frac{w H_{0}(s, c - i \varepsilon)}{M(c - i \varepsilon)} \, ds. \]
From the arguments used to deduce (6.13a), for \( |r - r_{c}| \geq r_{c}/k \) and the lemmas of §5, we can derive (6.13b) in the same manner as (6.13a). The details are omitted for brevity. Turn to the case \( |r - r_{c}| < r_{c}/k \). In this region, our goal is to deduce the logarithmic upper bound; in order to avoid losing an additional logarithm we will need to extract a cancellation. Write,
\[ r \partial_{r} \tilde{K}(r, s_{0}, c) = r u' R_{r, \infty}^{c}(z) \int_{0}^{r} \frac{(u - c) u'}{(u - c)^{2} + \varepsilon^{2}} K(s, s_{0}, c) \frac{w H_{0}(s, c - i \varepsilon)}{M(c - i \varepsilon)} \, ds \]
\[ - r u' R_{0,c}(z) \int_{r}^{\infty} \frac{(u - c) u'}{(u - c)^{2} + \varepsilon^{2}} K(s, s_{0}, c) \frac{w H_{0}(s, c - i \varepsilon)}{M(c - i \varepsilon)} \, ds \]
\[ + (r \partial_{r} H_{\infty}(r, z) - r u' R_{r, \infty}^{c}(z)) \int_{0}^{r} \frac{(u - c) u'}{(u - c)^{2} + \varepsilon^{2}} K(s, s_{0}, c) \frac{w H_{0}(s, c - i \varepsilon)}{M(c - i \varepsilon)} \, ds \]
\[ + (r \partial_{r} H_{0}(r, c - i \varepsilon) + r u' R_{0,r}^{c}(z)) \int_{r}^{\infty} \frac{(u - c) u'}{(u - c)^{2} + \varepsilon^{2}} K(s, s_{0}, c) \frac{w H_{0}(s, c - i \varepsilon)}{M(c - i \varepsilon)} \, ds \]
\[ = \sum_{j=1}^{4} T_{j}. \]
From Lemmas 5.4 and 5.5, we deduce \( r \partial_{r} H_{\infty} - r u' R_{r, \infty}^{c} \) is bounded near \( r \approx r_{c} \), and hence \( T_{3} \) and \( T_{4} \) are treated using techniques used above in the proof of (6.13a). Due to the inability to extract an additional cancellation, these
The terms are logarithmically unbounded (since \( \int_0^r \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} g(s) \, ds \) is singular near \( r \sim r_c \) for any smooth \( g \); see Lemma A.3):

\[
(|T_3| + |T_4|) \mathbf{1}_{|r-r_c|<r_c/k} \lesssim |u'(s_0)| K(r, s_0, c) B(r, s_0) \mathcal{L}_{J+1, \ell+1+\eta}(r, s_0) \left( k + \left| \log \frac{|r-r_c|}{r_c} \right| \right),
\]

which is consistent with (6.13b). For \( T_1 \) and \( T_2 \), first divide via

\[
T_1 + T_2 = ru' \left( R_{r, \infty}^\varepsilon(z) - E(r_c, z) \int_r^\infty \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} \chi_c K(s, s_0, c) \frac{w H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} \, ds \right)
- ru' \left( R_{0, r}^\varepsilon(z) - E(r_c, z) \int_r^\infty \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} \chi_c K(s, s_0, c) \frac{w H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} \, ds \right)
+ ru' \left( E(r_c, z) \int_r^\infty \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} \chi_c K(s, s_0, c) \frac{w H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} \, ds \right)
\times \left( K(s, s_0, c) \frac{w H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} - K(r_c, s_0, c) \frac{w(r_c)}{u'(r_c) M(c - i\varepsilon)} \right) \, ds
- ru' \left( E(r_c, z) \int_r^\infty \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} \chi_c K(s, s_0, c) \frac{w H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} \, ds \right)
\times \left( K(s, s_0, c) \frac{w H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} - K(r_c, s_0, c) \frac{w(r_c)}{u'(r_c) M(c - i\varepsilon)} \right) \, ds.
\]

Note that e.g.

\[
R_{r, \infty}^\varepsilon(z) - E(r_c, z) \int_r^\infty \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} \chi_c \, ds = \int_r^\infty \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} (E(s, z) - E(r_c, z)) \chi_c \, ds,
\]
does not have any logarithmic singularities by arguments used in the proof Lemma 5.2. From here, the above terms are estimated in manners analogous to the arguments in the proof of (6.13a) and are hence omitted for the sake of brevity.

**Derivatives involving \( \partial_{r_c} \).** First we prove (6.13c). Taking a \( \partial_{r_c} \) derivative directly yields (integrating by parts in \( s \),

\[
r_c \partial_{r_c} \tilde{K} = \int_0^\infty \partial_{r_c} \left( \frac{(u-c)u'(s)}{(u-c)^2 + \varepsilon^2} \right) w(s) \frac{G(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \, ds
+ \int_0^\infty \chi_{c} \left( \frac{(u-c)u'(s)}{(u-c)^2 + \varepsilon^2} \right) w(s) r_c \partial_{r_c} \left( \frac{G(r, s, c + i\varepsilon)}{u'(s)} \right) K(s, s_0, c) \, ds
+ \int_0^\infty u'(r_c) r_c \left( \frac{(u-c)u'(s)}{(u-c)^2 + \varepsilon^2} \right) w(s) \partial_{r_c} \left( \frac{G(r, s, c + i\varepsilon)}{u'(s)} \right) K(s, s_0, c) \, ds
= \sum_{j=1}^3 \tilde{K}_j.
\]
Due to Definition 6.7 and Lemma 6.10, we can apply the methods used above to prove (6.13a) to prove that (6.13c) holds for $K_1$ and $K_2$. For $K_3$, we need to argue that the presence of $\partial_r$ derivatives on $\mathcal{G}$ does not stop us from finding a similar cancellation as we used in the proof of (6.13b) above. To that end, note that for $|r - r_c| < r_c/k$:

$$r_c \partial_r H_0(r, z) = r_c u'(r_c) \partial_G^{(r)} H_0(r, z) - \frac{r_c u'(r_c)}{ru'(r)} r \partial_r H_0(r, z),$$

The former term is bounded from Lemma 5.5 and hence in the neighborhood of $r \approx r_c$, we can extract the same cancellation in $K_3$ as we did in (6.13b) so that we deduce only one power of logarithm is lost. We omit the repetitive details for brevity, which concludes the proof of (6.13c).

Next, consider the proof of (6.14a) (which is relevant for the region where $r \neq r_c$ and $s_0 \approx r_c$). In this case,

$$\partial_G^{(s_0)} \tilde{K}(r, s_0, c) = \int_0^\infty \frac{1}{u'(r_c)} \partial_r \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) w(s) \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \, ds$$

$$+ \int_0^\infty \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) \partial_G^{(s_0)} \left( w(s) \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \right) \, ds$$

$$+ \int_0^\infty \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) \partial_G^{(s_0)} \left( w(s) \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \right) \, ds. \quad (6.23)$$

Notice that since $r \neq r_c$, we do not need to obtain additional regularity in $r$ in order to satisfy Definition 6.7. From here, we may again apply the methods of (6.13a) to deduce the desired estimates.

Next consider (6.14b) (which holds in $r \approx r_c$ but $s_0 \neq r_c$) Here,

$$\partial_G^{(r)} \tilde{K} = \int_0^\infty \frac{\chi \partial_r}{u'(r_c)} \partial_r \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) w(s) \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \, ds$$

$$+ \int_0^\infty \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) w(s) \partial_G^{(r)} \left( \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \right) \, ds$$

$$+ \int_0^\infty \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) w(s) \partial_G^{(r,s)} \left( \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \right) \, ds. \quad (6.23)$$

Obtaining boundedness estimates is again a straightforward adaptation of the proof of (6.13a). Next, consider obtaining (6.14c). For this we apply an $r \partial_r$ to (6.23), however, some care must be taken due to the jumps in the derivatives of $\mathcal{G}$:

$$r \partial_r \partial_G^{(r)} \tilde{K} = \int_0^\infty \frac{\chi \partial_r}{u'(r_c)} \partial_r \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) w(s) r \partial_r \partial_G^{(r)} \left( \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \right) \, ds$$

$$+ \int_0^\infty \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) w(s) r \partial_r \partial_G^{(r)} \left( \chi \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \right) \, ds$$

$$+ \int_0^\infty \left( \frac{(u - c)u'(s)}{(u - c)^2 + \varepsilon^2} \right) w(s) r \partial_r \partial_G^{(r,s)} \left( \chi c \frac{\mathcal{G}(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) \right) \, ds \quad (6.24)$$

note that two of the potential boundary terms from $r = s$ vanished due to the presence of $\chi \neq$ and the assumption that $|r - r_c| < r_c/k$ whereas the other two boundary terms coming from $r = s$ vanished due to the symmetric structure of (6.19). The $K_1$ and $K_2$ terms are estimated in essentially the same manner as done previously for (6.13b) and are omitted for the sake of brevity. To treat $K_3$, again we use a cancellation analogous that used in (6.13b) to avoid losses of higher powers of logarithms. This is only an issue if both derivatives land on $\mathcal{G}$ (otherwise the situation is essentially the same as (6.13b)).

Recall the identities:

$$\partial_r \partial_G H_0 = \partial_r \partial_G \left( \frac{1}{u'(r, c + i\varepsilon)} \right) - u'(r, c + i\varepsilon) - (u - z) \partial_r \partial_G (R_{0,r}^c (z) \mp iE_{0,r}^c) - (\partial_r \partial_G P) u'(r) E(r, z)$$

$$+ (u' P + (u - z) \partial_r P) \int_0^r \frac{w(s)}{u - z} \partial_G (\chi c E) \, ds + Pu'(r) \partial_G (\chi c E)$$

63
\[-\frac{1}{u'(r_c)}(\partial_r \phi) \int_0^R u'(s) u'(r_c) \frac{\partial}{\partial z} E(s, z) - \frac{u'(s)}{(u-z)^2} \chi_{\not=} \partial_{r_c} E(s, z) ds,\]

and
\[
\partial_r \partial_G H_{\infty} = \partial_r \partial_G \left( \frac{1}{u'(P) (r, c \pm i \varepsilon)} \right) + u'(\partial_G P) \left( R_{\infty}^c (z) \mp i E_{\infty}^c \right) + (u-z)(\partial_r \partial_G P) \left( R_{\infty}^c (z) \mp i E_{\infty}^c \right) + (\partial_G P) u'(r) E(r, z) - (u' P + (u-z) \partial_r P) \int_0^\infty \frac{u'(s)}{(u-z)} \partial_G (\chi_{\not=} E) ds - Pu'(r) \partial_G (\chi_{\not=} E) + \frac{1}{u'(r)}(\partial_r \phi) \int_0^\infty \frac{u'(s)}{(u-z)} E(s, z) - \frac{u'(s)}{(u-z)} \chi_{\not=} \partial_{r_c} E(s, z) ds.
\]

We see that the logarithmically singular terms between \(\partial_r \partial_G H_{\infty}\) and \(\partial_r \partial_G H_0\) in \(\tilde{K}_3\) in (6.24) have a structure similar to that of \(\partial_r H_{\infty}\) and \(\partial_r H_0\) that was exploited in the proof of (6.13b). Note that singular terms in \(\partial_r \partial_G H_0\) are \(u' \partial_G R_{0,r}^c\) and \(u' P \int_0^\varepsilon \frac{u'}{(u-z)} \partial_G (\chi_{\not=} E) ds\). After these observations, the proof follows analogously and is hence omitted for the sake of brevity. This completes the proof of (6.14c). The proofs of (6.14d) and (6.14e) are straightforward variants of the techniques used on the other inequalities in (6.14) and are hence omitted for the sake of brevity.

**Hölder Regularity in \(s_0\) near \(r_c\) estimates.** Notice that:
\[
\tilde{K}(r, s_0, c) - \tilde{K}(r, r_c, c) = \int_0^\infty (K(s, s_0, c) - K(s, r_c, c)) \frac{u' - c}{(u-c)^2 + \varepsilon^2} w(s) G(r, s, c - i\varepsilon) ds.
\]

Consider first obtaining (6.15a). The only difference between proving (6.13a) and proving (6.15a) is the lack of an analogous Hölder regularity estimate on \(\partial_r \tilde{K}(r, s_0, c) - \partial_r \tilde{K}(r, r_c, c)\) (which was used to control \(s \approx r_c\)). This is dealt with via the following (see the proof of Lemma A.4 for a similar approach): for \(\theta \in (0, 1)\),
\[
\left| \tilde{K}(r, s_0, c) - \tilde{K}(r, r_c, c) - \tilde{K}(r, s_0, c) + \tilde{K}(r, r_c, c) \right| \\
\leq \left| \tilde{K}(r, s_0, c) - \tilde{K}(r, r_c, c) \right| + \left| \tilde{K}(r, r_c, c) - \tilde{K}(r, s_0, c) \right| \\
\times \left( \left| \tilde{K}(r, s_0, c) - \tilde{K}(r, r_c, c) \right| + \left| \tilde{K}(r, r_c, c) - \tilde{K}(r, s_0, c) \right| \right)^{1-\theta} \\
\leq \left( \frac{|r-r_c|}{r_c} \right)^{\theta} \left( k + \log \frac{k|r-r_c|}{r_c} \right)^{\theta} \left( \frac{|s_0-r_c|}{r_c} \right)^{\gamma(1-\theta)},
\]

and hence we choose \(\gamma' = \gamma(1-\theta)\). Other than this slight difference, the proof of (6.15a) follows as in (6.13a). The rest of the estimates in (6.15) are adapted in essentially this same way; the details are omitted for the sake of brevity.

**Convergence as \(\varepsilon \to 0\).** As seen above, verifying the boundedness estimate contains most of the non-trivial work. Hence, for the convergence estimate, we will focus on this. That is, if we define
\[
\tilde{K}_0(r, s_0, c) = \text{p.v.} \int_0^\infty \frac{u'(s)}{u(s) - c} \frac{G(r, s, c + i\varepsilon)}{w'(s)} K_0(s, s_0, c) ds,
\]
we are interested in obtaining an estimate of the following form for some \(\eta_1, \eta_2 > 0\):
\[
\left| \tilde{K}_c(r, s_0, c) - \tilde{K}_0(r, s_0, c) \right| \lesssim \eta_1 \eta_2 \varepsilon^{\eta_1} \tilde{K}(r, s_0, c) B(r, s_0) L_{J+1, \ell+1+\eta_1+\eta_2}(r, s_0).
\]

Write the difference as the following:
\[
\tilde{K}_c(r, s_0, c) - \tilde{K}_0(r, s_0, c) = \int \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} \frac{G(r, s, c + i\varepsilon) - G(r, s, c + i\varepsilon)}{w'(s)} K_c(s, s_0, c) ds \\
+ \int \frac{(u-c)u'}{(u-c)^2 + \varepsilon^2} \frac{G(r, s, c - i\varepsilon) - G(r, s, c - i\varepsilon)}{w'(s)} (K_c(s, s_0, c) - K_0(s, r_c, c)) ds.
\]
integrability at zero and infinity), there holds
\[ T_1 = \sum_{j=1}^3 T_j. \]
The terms \( T_1 \) and \( T_2 \) are treated in essentially the same way as above (see Lemma 6.10 for control on \( G(r, s, c + i\varepsilon) - G(r, s, c + i0) \)). Hence, it remains to treat \( T_3 \). Sub-divide via:
\[ T_3 = p.v. \int \left( \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} - \frac{u'}{u - c} \right) (\chi_c + \chi_{\neq}) \frac{G(r, s, c + i0)}{u'(s)} K_0(s, s_0, c) ds =: T_{3c} + T_{3\neq}. \]

For \( T_{3\neq} \) we apply (A.3) to obtain some decay and then we argue as in (6.13a). For \( T_{3c} \), we apply (A.4) (which applies due to the various regularity and convergence estimates satisfied by \( K \) and \( G \)).

As remarked above, the rest of the claimed inequalities are a straightforward adaptation of the above arguments and are hence omitted for the sake of brevity.

**Adaptation to \( O^{(2)}_{S, \varepsilon} \) case.** The case \( j = 2 \) is essentially the same. As above, we begin by dividing based on the critical layer:
\[ \frac{\tilde{K}^{(2)}(s_0, r, c)}{u'(r)} := \int_0^\infty \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} (\chi_c + \chi_{\neq}) w(s) \frac{G(r, s, c + i\varepsilon)}{u'(s)} K(s, s_0, c) ds = \tilde{K}_c + \tilde{K}_{\neq}. \]

The contribution from near the critical layer, \( \tilde{K}_c \), is treated in essentially the same manner as in the \( j = 1 \) case and is hence omitted for brevity. Hence, we need only to check the tedious but simple contributions of \( \tilde{K}_{\neq} \); we omit the intermediate steps for the sake of brevity: for all \( \eta > 0 \),
\[ \left| \frac{1}{u'(r)} \tilde{K}_c(s_0, r, c) \right| 1_{r_c \leq 1} \lesssim 1_{r_c \leq 1} \int_0^\infty \left( \frac{k}{\max(s^2, r_c^2)s^{1+2\ell}} 1_{s \leq 1} + s^{2\ell - 7} 1_{s > 1} \right) \chi_{\neq} K(s, r, c) B(s, r) \mathcal{B}(s_0, c) \mathcal{B}(s_0, s) ds \lesssim \eta 1_{r_c \leq 1} K(s_0, r, c) \mathcal{B}(s_0, r) \mathcal{L}_{1, \ell + \ell' + 1 + \eta} (s_0, r). \]

Similarly, we have the contributions from \( r_c > 1 \): for all \( \eta > 0 \),
\[ \left| \frac{1}{u'(r)} \tilde{K}_c(s_0, r, c) \right| 1_{r_c > 1} \lesssim 1_{r_c > 1} \int_0^\infty \left( \frac{s^{1+2\ell}}{s^{1+2\ell}} 1_{s \leq 1} + \max(s_c, s^2)^{2\ell - 7} 1_{s > 1} \right) \chi_{\neq} K(s, r, c) B(s, r) \mathcal{B}(s_0, c) \mathcal{B}(s_0, s) ds \lesssim B(s_0, r) \mathcal{L}_{1, \ell + \ell' + 1 + \eta} (s_0, r). \]

This completes the proof of (6.16a) in Definition 6.8. As discussed above, this estimate involves most of the non-trivial work necessary to deduce the rest of Definition 6.8, and hence the remaining estimates are omitted for the sake of brevity.

**Proof of Lemma 6.12.** Consider the case \( j = 1 \) first. As there are no singular integrals, we do not need to separate the critical layer from the rest, and hence the calculations are a small variant of those done to estimate \( \tilde{K}_c \) in the proof of Lemma 6.11 above. As above, this is a tedious, but simple and direct, calculation, and hence we omit the intermediate steps. For the case of \( r_c \leq 1 \), using Definition 6.7, Lemma 6.10, and the requirement that \( \ell + \ell' < k - 3/2 \) (to retain integrability at zero and infinity), there holds
\[ \left| \frac{1}{u'(s_0)} \tilde{K}(r, s_0, c) \right| 1_{r_c \leq 1} \lesssim \int_0^\infty \left| u'(s) w(s) \frac{G(r, s, c + i\varepsilon)}{u'(s)} \right| \left| K(s, s_0, c) \right| ds \lesssim \int_0^\infty \frac{k^2}{s^3} \max(s_c, s^2)^{3/2} \| K(r, s, c) B(r, s) \| \mathcal{B}(s_0, c) \mathcal{B}(s_0) \mathcal{L}(s, s_0, c) ds \lesssim \mathcal{K}(r, s_0, c) \mathcal{B}(r, s_0) \mathcal{L}_{J+2, \ell + \ell' + 1 + \eta}(r, s_0), \]
and similarly for $r_c \geq 1$:

$$\left| \frac{1}{u'(s_0)} \tilde{K}(r, s_0, c) \right|_{r_c \geq 1} \lesssim \int_0^\infty \frac{k^2}{s^3} \max(\frac{1}{s^{2q}}, s^{2q}) B(r, s) B(s, s_0) \mathcal{L}(s, s_0, c) ds \lesssim B(r, s_0) \mathcal{L}_{j+2} \ell'_{+1+n}(r, s_0),$$

which completes the proof of (6.13a). As in the proof of Lemma 6.11, the remaining estimates in Definition 6.7 follow from straightforward variants of the proof of (6.13a), and hence we omit these arguments for brevity.

As above in the proof of Lemma 6.11, the case $j = 2$ follows in a similar manner with slightly different integrals. The repetitive details are omitted for brevity.

**Proof of Lemma 6.13.** We will consider only the $j = 2$ case; $j = 1$ is the same. For $O_r^{(2)}$ (by symmetry of $\mathcal{G}$),

$$\frac{\tilde{K}(s_0, r, c)}{u'(r)} = \int_0^\infty \frac{1}{u'(r)} \partial_s \mathcal{G}(s, r, c - i\varepsilon) \frac{w(s)}{s} K(s_0, s, c) ds,$$

**Boundedness estimate (6.16a).** From Lemma 6.10 and Definition 6.8, the proof of (6.16a) is essentially the same as the corresponding estimate made on $O_r^{(2)}$.

**Regularity estimates.** First consider (6.16c). Taking an $r \partial_r$ derivative gives (using the definition of $M (2.32)$,

$$r \partial_r \tilde{K}(s_0, r, c) = w(r) K(s_0, r, c) + r \partial_r H_\infty(r, c - i\varepsilon) \int_0^r K(s_0, s, c) \frac{w_0 H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} ds + r \partial_r H_0(r, c - i\varepsilon) \int_r^\infty K(s_0, s, c) \frac{w_0 H_0(s, c - i\varepsilon)}{M(c - i\varepsilon)} ds.$$

This does not present any new challenges and hence (6.16c) is deduced as in Lemma 6.11 (though significantly easier, as no delicate cancellation is necessary) and is hence omitted for the sake of brevity.

The more subtle problem is $\partial_{r_c}$ derivatives:

$$\frac{\partial_{r_c}}{u'(r)} \tilde{K}(s_0, r, c) = \int_0^\infty \frac{1}{u'(r)} \partial_s \partial_{r_c} \mathcal{G}(r, s, c - i\varepsilon) w(s) K(s_0, s, c) ds + \int_0^\infty \frac{1}{u'(r)} \partial_s \partial_{r_c} \mathcal{G}(r, s, c - i\varepsilon) w(s) \partial_{r_c} K(s_0, s, c) ds = \tilde{K}_1 + \tilde{K}_2.$$

The treatment of $\tilde{K}_2$ is similar to the proof of (6.16a) and is hence omitted. Consider next $\tilde{K}_1$. The trick is to integrate by parts so that two derivatives never land on the same kernel (note that the boundary terms vanish):

$$\tilde{K}_1 = - \int_0^r \frac{1}{u'(r)} \partial_s (\partial_{r_c} H_\infty(r, c - i\varepsilon) H_0(s, c - i\varepsilon) + H_\infty(r, c - i\varepsilon) \partial_{r_c} H_0(s, c - i\varepsilon)) (w(s) K(s_0, s, c)) ds + \int_0^\infty \frac{1}{u'(r)} \partial_s (\partial_{r_c} H_0(r, c - i\varepsilon) H_\infty(s, c - i\varepsilon) + H_\infty(s, c - i\varepsilon) \partial_{r_c} H_0(r, c - i\varepsilon)) (w(s) K(s_0, s, c)) ds.$$

**Log-boundedness (6.16d) follows from similar arguments as in Lemmas 6.12 and 6.11. Consider (6.17c) (which is relevant for $r \neq r_c$ and $s_0 \approx r_c$) for which we apply the same approach:**

$$\partial^{(s_0)}_G \tilde{K}(s_0, r, c) = - \int_0^\infty \frac{1}{u'(r_c)} \partial_s G(s, r, c - i\varepsilon) \partial_s w(s) K(s_0, s, c) ds + \int_0^\infty \partial_s G(s, r, c - i\varepsilon) w(s) \partial^{(s_0)}_G K(s_0, s, c) ds.$$
Due to the restriction $|r - r_c| \geq r_c/k$ we can apply analogous estimates as in (6.16c) to deduce (6.17c). Similar arguments deduce (6.17a) and (6.17g) which we omit for brevity.

Consider next estimate (6.17e). Some care is required due to the jumps in the derivatives of $G$ (recall this is only relevant in the case $|r - r_c| < r_c/k$ and $|s_0 - r_c| \geq r_c/k$):

$$r \partial_r \partial_s^{(r)} K(s_0, r, c) = r \partial_r \int_0^r \frac{1}{M} \left( \partial_r H_\infty(r, z) \partial_s H_0(s, z) + H_\infty(r, z) \frac{1}{u'(r_c)} \partial_r \partial_s H_0(s, z) \right) w(s) K(s_0, s, c) \, ds$$

$$+ r \partial_r \int_r^\infty \frac{1}{M} \left( \partial_r H_0(r, z) \partial_s H_\infty(s, z) + H_0(r, z) \frac{1}{u'(r_c)} \partial_r \partial_s H_\infty(s, z) \right) w(s) K(s_0, s, c) \, ds$$

$$+ r \partial_r \int_r^\infty \frac{1}{M} H_\infty(r, z) \partial_s H_0(s, z) w(s) \frac{1}{u'(r_c)} \partial_r \partial_s K(s_0, s, c) \, ds$$

$$+ r \partial_r \int_r^\infty \frac{1}{M} H_0(r, z) \partial_s H_\infty(s, z) w(s) \frac{1}{u'(r_c)} \partial_r \partial_s K(s_0, s, c) \, ds$$

$$= \frac{r}{M} \left( \partial_r H_\infty(r, z) \partial_s H_0(r, z) + H_\infty(r, z) \frac{1}{u'(r_c)} \partial_r \partial_s H_0(r, z) \right) w(r) K(s_0, r, c)$$

$$- \frac{r}{M} \left( \partial_r H_0(r, z) \partial_s H_\infty(r, z) + H_0(r, z) \frac{1}{u'(r_c)} \partial_r \partial_s H_\infty(r, z) \right) w(r) K(s_0, r, c)$$

$$+ \int_0^r \frac{1}{M} \left( r \partial_r \partial_s^{(r)} H_\infty(r, z) \partial_s H_0(s, z) + r \partial_r \partial_s^{(r)} H_\infty(r, z) \frac{1}{u'(r_c)} \partial_r \partial_s H_0(s, z) \right) w(s) K(s_0, s, c) \, ds$$

$$+ \int_r^\infty \frac{1}{M} \left( r \partial_r \partial_s^{(r)} H_0(r, z) \partial_s H_\infty(s, z) + r \partial_r \partial_s^{(r)} H_0(r, z) \frac{1}{u'(r_c)} \partial_r \partial_s H_\infty(s, z) \right) w(s) K(s_0, s, c) \, ds$$

$$+ \int_0^r \frac{1}{M} r \partial_r \partial_s^{(r)} H_\infty(r, z) \partial_s H_0(s, z) w(s) \frac{1}{u'(r_c)} \partial_r \partial_s K(s_0, s, c) \, ds$$

$$+ \int_r^\infty \frac{1}{M} r \partial_r \partial_s^{(r)} H_0(r, z) \partial_s H_\infty(s, z) w(s) \frac{1}{u'(r_c)} \partial_r \partial_s K(s_0, s, c) \, ds$$

$$+ \int_r^\infty \frac{1}{M} r \partial_r \partial_s^{(r)} H_\infty(r, z) \partial_s H_\infty(s, z) w(s) \frac{1}{u'(r_c)} \partial_r \partial_s K(s_0, s, c) \, ds$$
There are several cancellations to observe. First, we observe that (recalling $H_K$)

\[ |H_0(r, z) - H_\infty(r, z)| \lesssim 1_{r_c \leq 1} \frac{|r - r_c|}{r_c^2} \left( k + \left\| \log k \frac{r - r_c}{r_c} \right\| \right) + 1_{r_c > 1} \frac{3|r - r_c|}{r_c} \left( k + \left\| \log k \frac{r - r_c}{r_c} \right\| \right), \]

and hence the terms $\tilde{K}_3 + \tilde{K}_4$ are only logarithmically singular at $r \approx r_c$ due to $\partial_{r_c} K$. For $\tilde{K}_1$ and $\tilde{K}_2$ we can uncover the cancellations via writing the following for $r \approx r_c$:

\[
H_\infty(r, z) \frac{1}{u'(r_c)} \partial_{r_c} \partial_r H_0(r, z) - H_0(r, z) \frac{1}{u'(r_c)} \partial_{r_c} \partial_r H_\infty(r, z)
= H_\infty(r, z) \partial_G \partial_r H_0(r, z) - H_0(r, z) \partial_G \partial_r H_\infty(r, z)
- \frac{1}{u'(r)} H_\infty(r, z) \partial_{rr} H_0(r, z) + \frac{1}{u'(r)} H_0(r, z) \partial_{rr} H_\infty(r, z)
= H_\infty(r, z) \partial_G \partial_r H_0(r, z) - H_0(r, z) \partial_G \partial_r H_\infty(r, z)
- \frac{1}{u'(r)} H_\infty(r, z) \left( \frac{k^2 - 1/4}{r^2} H_\infty - \frac{\beta H_0}{u - z} \right) + \frac{1}{u'(r)} H_0(r, z) \left( \frac{k^2 - 1/4}{r^2} H_\infty - \frac{\beta H_0}{u - z} \right)
= H_\infty(r, z) \partial_G \partial_r H_0(r, z) - H_0(r, z) \partial_G \partial_r H_\infty(r, z).
\]

Note the commutation relation: $\partial_G \partial_r h = \partial_r \partial_G h + u''/(u') \partial_r h$. Hence, $\tilde{K}_1 + \tilde{K}_2$ is again again only logarithmically singular via Lemmas 5.4 and 5.5. Finally the remaining terms $\tilde{K}_5$ through $\tilde{K}_8$ are treated using techniques used on previously made estimates in (6.17) and are hence omitted for the sake of brevity. The treatment of (6.17i) is similar and is hence omitted for brevity. This completes the estimates in (6.17).

**Hölder regularity.** Consider next the estimates in (6.18). As in Lemma 6.11, write

\[
\tilde{K}(s_0, r, c) - \tilde{K}(r_c, r, c) = \int_0^\infty (K(s_0, s, c) - K(r_c, s, c)) w(s) \partial_s G(r, s, c - i \varepsilon) ds.
\]

The estimate (6.18a) hence follows as in the proof of (6.16a). Consider next (6.18b) (recall $|r - r_c| \geq r_c/k$ in this case):

\[
\partial_G^{(s_0)} \tilde{K}(s_0, r, c) - \partial_G^{(r_c, r, c)} \tilde{K}(r_c, r, c) = -\int_0^\infty \partial_{G}^{(s_0)} \left( w \chi_c \left( K(s_0, s, c) - K(r_c, r, c) \right) \right) G(r, s, c - i \varepsilon) ds
- \int_0^\infty \partial_{G}^{(s_0)} \left( w \chi_c \left( K(s_0, s, c) - K(r_c, r, c) \right) \right) \partial_s G(r, s, c - i \varepsilon) ds
+ \int_0^\infty \chi_c \left( K(s_0, s, c) - K(r_c, r, c) \right) w(s) \frac{1}{u'(r_c)} \partial_r \partial_s G(r, s, c - i \varepsilon) ds.
\]

Note that no boundary terms appear (as in the proof of (6.16d) above). From here, the proof follows as in (6.16d) using the hypotheses on $K$. The treatment of the other inequalities in (6.18) follow via similar reductions and are hence omitted for the sake of brevity.

**Convergence.** By the Lemmas in §5, the $r \partial_r$ derivative of $H_0$ and $H_\infty$ satisfy analogous quantitative convergence estimates as $H_0$ and $H_\infty$ themselves and hence the convergence as $\varepsilon \to 0$ is a straightforward consequence of arguments used previously; the details are omitted for the sake of brevity. \(\Box\)

Finally, we verify that the original kernels satisfy the estimates necessary to run the iteration scheme.
Lemma 6.14. For $a \in S, \delta, G, rG$, $B_{Xa}^{(1)}$ is suitable $(0, 0)$ of Type I. For $a \in S, \delta, G, rG$, $B_{Xa}^{(2)}$ and $B_{Ya}$ are suitable $(0, 0)$ of Type II.

Proof of Lemma 6.14. The treatment of $B_{Xa}^{(1)}$ is the only case not covered by Lemma 6.10. This follows Lemma 6.11–indeed:

$$B_{Xa}^{(1)}(r, s, c) = B_{Xa}^{(1)}(r, s, c) + O_{\delta}^{(1)}[\beta B_{Xa}^{(1)}],$$

and hence we may apply the lemma if we set $w(r) = \beta(r)$, and $\ell = \ell' = J = 0$. \hfill \Box

Proof of Propositions 2.8 and 2.9. From Lemmas 6.1, 6.2, and (6.3), we can express all $\partial_{c}^{\delta} Y$ and $\partial_{c}^{\delta} X$ in terms of $\partial_{c}^{\delta} F, \partial_{c}^{\delta} F_{*}$, the coefficients derived in Lemma 6.2, and compositions of the integral operators in (6.4) and (6.6). Moreover, the coefficients are such that if one has $\ell'$ compositions and $\partial_{c}^{\delta} F$ (or $\partial_{c}^{\delta} F_{*}$), then the total of all of the losses from all of the coefficients is $\ell'$ with $\ell + \ell' + \ell'' \leq j$. This condition ensures that the compositions all involve integrable functions (for $\varepsilon > 0$) and hence we iteratively apply Fubini’s theorem and prove Lemmas 6.4–6.6. This, in turn, implies Proposition 2.8 and finally Lemmas 6.10–6.14 imply Proposition 2.9. \hfill \Box

6.4 Vorticity decomposition

In this section, we prove Propositions 2.12 and 2.13.

Proof of Proposition 2.12. We will first prove the lemma in the case $n = 0$, then explain how to extend to $n \leq k - 1$, and finally, to extend to $n \leq k$.

Case $n = 0$. Write

$$f_{1} = \frac{F}{\sqrt{r}} + \frac{1}{2\pi i} \int_{0}^{\infty} e^{itu(r)} \frac{2i\varepsilon u'(r_{c})}{(u - c)^{2} + \varepsilon^{2}} \frac{\beta(r)}{\sqrt{r}} A(r, c, \varepsilon) dr_{c}$$

(6.26)

$$+ \frac{1}{2\pi i} \int_{0}^{\infty} e^{itu(r)} \frac{(u - c)u'(r_{c})}{(u - c)^{2} + \varepsilon^{2}} \frac{\beta(r)}{\sqrt{r}} X(r, c, \varepsilon) dr_{c}$$

(6.27)

$$= \frac{F}{\sqrt{r}} + f_{1;A} + f_{1;X}.$$  

(6.28)

From the expansion for $X$, there holds

$$\sqrt{r} w_{F,\delta}^{-1} f_{1;X} = \frac{e^{iku(r)}}{2\pi i} \int_{0}^{\infty} \frac{(u - c)u'(r_{c})}{(u - c)^{2} + \varepsilon^{2}} \frac{\beta(r)}{\sqrt{r}} e^{-iku} \frac{\beta_{F,\delta}(r_{c})}{w_{F,\delta}(r)} dr_{c}$$

$$+ \frac{e^{iku(r)}}{2\pi i} \int_{0}^{\infty} \frac{(u - c)u'(r_{c})}{(u - c)^{2} + \varepsilon^{2}} \frac{\beta(r)}{\sqrt{r}} e^{-iku} \frac{\beta_{F,\delta}(r_{c})}{w_{F,\delta}(r)} dr_{c}$$

$$\times B_{Xa}^{(2)}(r, s, c) B_{Xa}^{(2)}(s, 0, c) \frac{w_{F,\delta/4}(s')}{w_{F,\delta/2}(s)} \frac{F_{*}(s)}{w_{F,\delta/4}(s')} ds' dr_{s}$$

(6.29)

To pass to the limit, we apply Theorems C.1 and C.18 (together with Theorem C.2). Note that the requisite properties on the kernel are obtained by Lemmas 6.10 and 6.14 above. Hence, we have the strong $L^{2}$ limit:

$$\lim_{\varepsilon \to 0} \sqrt{r} w_{F,\delta}^{-1} f_{1;X} = e^{iku(r)} \frac{u'(r_{c})}{u - c} \frac{\beta_{F,\delta}(r_{c})}{w_{F,\delta}(r)} e^{-iku} \frac{\beta_{F,\delta/2}(r_{c})}{w_{F,\delta/2}(r_{c})} \frac{B_{Xa}^{(1)}(r, r_{c}, c)}{w_{F,\delta/4}(r_{c})}$$

$$+ \frac{e^{iku(r)}}{2\pi i} \frac{u'(r_{c})}{u - c} \frac{\beta_{F,\delta}(r_{c})}{w_{F,\delta}(r)} e^{-iku} \frac{\beta_{F,\delta/2}(r_{c})}{w_{F,\delta/2}(r_{c})}$$

$$\times e^{-iku} \frac{1}{w_{F,\delta/2}(r_{c})} \frac{F(s)}{w_{F,\delta/4}(s')} ds' dr_{s}.$$
A crucial point to notice is that if $r \leq 1$ then $\chi_1$ implies that $r_c < 2r$. This is what allows to transfer the gain in $r_c$ from $\mathbb{K}$ to a gain in $r$ in Theorem C.1 so that we may use the stronger $w_{F,\delta}$ as opposed to $w_{f,\delta}$. Theorems C.1 and C.18 also provide the following estimate: for all $\eta > 0$ (recall (2.12)),

$$\left\| \lim_{\varepsilon \to 0} \sqrt{r} w_{F,\delta}^{-1} f_{1;X} \right\|_{L^2} \lesssim \eta \beta(r) \sqrt{r} \left\| F \right\|_{L^2_{F,\delta/4}} + \left\| F_\pi \right\|_{L^2_{F,\delta/4}} \lesssim |k| \left\| F \right\|_{L^2_{F,\delta/4}} + |k| \omega_{k,0}^\eta.$$ 

Turn next to $f_{1;A}$ in (6.28) and expand via

$$f_{1;A} = \frac{1}{2\pi i} \int_0^\infty \frac{2i \varepsilon u'(r_c)}{(u - c)^2 + \varepsilon^2} \chi_1(r_c) \frac{\beta(r)}{\sqrt{r}} X(r_c, \varepsilon) + 2Y(r_c, c - i\varepsilon) \, dr_c = f_{1;AX} + f_{1;AY}.$$ 

Further expand $f_{1;AX}$ via $\chi_1$ and $\chi_2$:

$$f_{1;AX} = \frac{1}{2\pi i} \int_0^\infty \frac{2i \varepsilon u'(r_c)}{(u - c)^2 + \varepsilon^2} \chi_1(r_c) \frac{\beta(r)}{\sqrt{r}} X(r_c, \varepsilon) \, dr_c + \frac{1}{2\pi i} \int_0^\infty \frac{2i \varepsilon u'(r_c)}{(u - c)^2 + \varepsilon^2} \chi_2(r_c) \frac{\beta(r)}{\sqrt{r}} X(r_c, \varepsilon) \, dr_c = f_{1;AX1} + f_{1;AX2}.$$ 

The contribution of $f_{1;AX1}$ is treated in the same way as $f_{1;X}$ (but with different integral operators in Theorem C.18) and is hence omitted. Next, we show that $f_{1;AX2}$ vanishes as $\varepsilon \to 0$. Indeed, expanding $X$ as in $f_{1;AX1}$ gives

$$\sqrt{r} w_{f,\delta}^{-1} f_{1;AX2}(t, r) = \frac{e^{ikt u(r)}}{2\pi i} \int_0^\infty \frac{2i \varepsilon u'(r_c)}{(u - c)^2 + \varepsilon^2} \chi_2(r_c) \frac{\beta(r)}{\sqrt{r}} \chi_1(r_c) \frac{\beta(r)}{\sqrt{r}} X(r, c, \varepsilon) \, dr_c \frac{F(s)}{w_{F,\delta/4}(s)} \, ds \, dr_c + \frac{e^{ikt u(r)}}{2\pi i} \int_0^\infty \frac{2i \varepsilon u'(r_c)}{(u - c)^2 + \varepsilon^2} \chi_2(r_c) \frac{\beta(r)}{\sqrt{r}} \chi_1(r_c) \frac{\beta(r)}{\sqrt{r}} X(r, c, \varepsilon) \, dr_c \frac{F(s)}{w_{F,\delta/4}(s)} \, ds \, dr_c.$$ 

Therefore, Theorems C.18 and Theorem C.3 imply this term vanishes in the limit due to the support of $\chi_2$ (note the weaker space $w_{f,\delta}$). Turn next to $f_{1;AY}$, which we similarly decompose via:

$$f_{1;AY} = -\frac{2}{\pi i} \int_0^\infty \frac{2i \varepsilon u'(r_c)}{(u - c)^2 + \varepsilon^2} \chi_2(r_c) \frac{\beta(r)}{\sqrt{r}} Y(r, c, \varepsilon) \, dr_c + \frac{2}{\pi i} \int_0^\infty \frac{2i \varepsilon u'(r_c)}{(u - c)^2 + \varepsilon^2} \chi_2(r_c) \frac{\beta(r)}{\sqrt{r}} Y(r, c, \varepsilon) \, dr_c = f_{1;AY1} + f_{1;AY2}.$$ 

By Lemmas 6.10 and 6.14, the kernels satisfy the hypotheses necessary to apply Theorems C.18, C.3, and C.3. Therefore, we have that again that $\lim_{\varepsilon \to 0} \sqrt{r} w_{f,\delta}^{-1} f_{1;AY2} = 0$ in $L^2$, and that we may pass to the limit $\varepsilon \to 0$ in $f_{1;AY1}$ and deduce:

$$\lim_{\varepsilon \to 0} \sqrt{r} w_{f,\delta}^{-1} f_{1;AY1} = -p.v. \int_0^\infty \frac{w_{F,\delta/2}(s)}{w_{F,\delta}(r)} \frac{\beta(r) B_{YS}(r, s, u(r))}{u(s) - u(r)} \frac{1}{w_{F,\delta/2}(s)} \, ds.$$
Consider first case $\ell \in B_r H \mathop{\llcorner} \int e^{i\tau} \frac{1}{u_F(r)} B_Y(r, r, u(r)) F(r)\, dr - \int_0^\infty \frac{w_F(r)}{w_F(r)} B_Y(r, s, u(r)) F_s(s)\, ds.

Similarly, Theorem C.18 implies that we have the boundedness for all $\eta > 0$,

$$\left\| \sqrt{w_F(r)} f_{1:AY1} \right\|_{L^2} \lesssim k^n \| F \|_{L^p_{F,\beta/2}} + \| F_s \|_{L^p_{F,\beta/2}} \lesssim k^n \| F \|_{L^p_{F,\beta/2}} + |k| \left\| w_{\eta,0} \right\|_{L^2_{F,\beta/2}}.$$

This completes the case $j = 0$.

Case $n \leq k - 1$. Next, turn to $(r \partial_r)^n$ for $n \leq k - 1$. From (2.28), denote the three contributions of $f_1$ as:

$$(r \partial_r)^n f_1 = (r \partial_r)^n F + f_{1,X} + f_{1:A}.$$

Consider first $f_{1,X}$. After distributing the $\partial_G$ derivatives there are many terms all of the general form

$$\int_0^\infty e^{itk(u(r) - u(r))) \frac{(u - c)u'(r)}{(u - c)^2 + \varepsilon^2} w_F(r) H(r, c, \varepsilon) \partial_G X(r, c, \varepsilon)\, dr_c,$$

for some weight $H^\varepsilon$ satisfying the following for all $m \geq 0$ (depending on $\varepsilon$ through $\chi$):

$$|r \partial_r|^m H^\varepsilon(r, c)| \lesssim_{n,j,m} \min(r^{2j}, r^{-7-2j}) (\chi_1 + \chi_{r \leq 1}\chi_{2r \approx r_c} + \chi_{r \approx 1}\chi_{2r_c}).$$

(6.30)

From Proposition 2.8 we have representations of the following form for a variety of complicated integral kernels:

$$\int_0^\infty e^{itk(u(r) - u(r))) \frac{(u - c)u'(r)}{(u - c)^2 + \varepsilon^2} w_F(r) H(r, c, \varepsilon) \partial_G X(r, c, \varepsilon)\, dr_c = \sum_{n=0}^j \frac{e^{itku(r)}}{2\pi i} \int_0^\infty \frac{(u - c)u'(r)}{(u - c)^2 + \varepsilon^2} H^\varepsilon(r, c) e^{-itk c w_F/4 + \varepsilon^2} w_F(r) \partial_G F(s)\, ds\, dr_c + \sum_{n=0}^j \frac{e^{itku(r)}}{2\pi i} \int_0^\infty \frac{(u - c)u'(r)}{(u - c)^2 + \varepsilon^2} H^\varepsilon(r, c) e^{-itk c w_F/4 + \varepsilon^2} w_F(r) \partial_G F(s)\, ds\, dr_c$$

Recall that in each term there holds for some $\ell'$ (different $\ell'$ in each term) $|w_{\eta,0}(s)| \lesssim \max(s^{-2\ell'}, s^{2\ell'})$. By Lemmas 6.10–6.13 (using also the recursion scheme laid out in Lemmas 6.4 and 6.5), for sufficiently small $\eta > 0$ and $\gamma > 0$, $B_{\eta,\ell}$ is suitable $(2\ell', \ell' + \eta, \gamma)$ of type I, $B_{\eta,\ell}$ is suitable $(2\ell', \ell' + \eta, \gamma)$ of type I for some $\ell'$. and $\gamma > 0$. 71
whereas $B_{X, j, \ell}^{(2)}$ is suitable $(2\ell''_2, \ell''_1 + \eta, \gamma)$ of Type II for some $\ell''_2$ (as above, each term may have a different $\ell''_j$). In all terms there holds the inequality (where for the $B_{X, j, \ell}$ terms we take $\ell''_2 = 0$):

$$\ell + \ell''_1 + \ell''_2 \leq j.$$

Note that the total losses matches with (6.30). Therefore, for $\eta$ chosen sufficiently small relative to $\delta$, Theorems C.1 and C.18 (together with Theorems C.2 and C.3), we can pass to the limit $\varepsilon \to 0$ in the same way as we did for the case $j = 0$, giving also the $L^2$ bounds:

$$\left\| \lim_{\varepsilon \to 0} \int_0^\infty e^{itk(u(r) - u(r_c))} \frac{(u - c)u'(r_c)}{(u - c)^2 + \varepsilon^2} w_{F, j}(r) \frac{\partial_G^j X(r, c, \varepsilon)}{\sqrt{\varepsilon^2}} \right\|_{L^2} \leq j \sum_{\ell = 0}^{j} |k|^{2(j-\ell) + \eta} \left\| \partial_G^\ell F \right\|_{L^2_{F, j/\delta + \varepsilon}} + |k|^{2(j-\ell) + \eta} \left\| \partial_G^\ell F \right\|_{L^2_{F, j/\delta + \varepsilon}} \leq |k|^{2j + \eta + 1} \omega^{(n)}(0) + \sum_{\ell = 0}^{j} |k|^{2(j-\ell) + \eta} \sum_{m = 0}^{\ell} \left\| (r \partial_r)^m F \right\|_{L^2_{F, j/\delta + \varepsilon}}.$$

Analogous to the case $j = 0$, the other contributions to $\tilde{f}_1^{1+A}$ are similarly; the details are omitted for brevity.

**Case $n = k$.** Recall that, as discussed in Remark 1.5, we do not really get useful information about the $k$-dependence in the case $n = k$. In the case $n = k$, the problematic terms in (2.28b) are those that contain $\partial_G^k X$ and $\partial_G^k A$; all other terms are treated as in the case $n \leq 1$. Hence, the terms we must consider are:

$$\tilde{f}_{1+A} := \frac{1}{2 \pi i} \int_0^\infty e^{itk(u(r) - u(r_c))} \frac{(u - c)u'(r_c)}{(u - c)^2 + \varepsilon^2} \frac{\partial_G^k A(r, c, \varepsilon)}{\sqrt{\varepsilon^2}} dr_c$$

$$\tilde{f}_{1:X} := \frac{1}{2 \pi i} \int_0^\infty e^{itk(u(r) - u(r_c))} \frac{(u - c)u'(r_c)}{(u - c)^2 + \varepsilon^2} \frac{(ru'(r))^k \chi_1(r, r_c)}{\sqrt{\varepsilon^2}} \partial_G^k X(r, c, \varepsilon) dr_c.$$

The key difficulty is that we cannot use the iteration scheme to compute this derivative in the same manner as above. Consider $\tilde{f}_{1:X}$ and sub-divide based on the critical layer:

$$\tilde{f}_{1:X} = \int_0^\infty e^{itk(u(r) - u(r_c))} \frac{(u - c)u'(r_c)}{(u - c)^2 + \varepsilon^2} \frac{(ru'(r))^k \chi_1(r, r_c)}{\sqrt{\varepsilon^2}} \partial_G^k X(r, c, \varepsilon) dr_c = \tilde{f}_{1:X, c} + \tilde{f}_{1:X, \neq c}.$$

On the support of $\tilde{f}_{1:X, \neq c}$, we write

$$(ru'(r))^k \partial_G^k X = \frac{ru'(r)}{r_c u'(r_c)} (ru'(r))^{k-1} r_c \partial_r \partial_G^{k-1} X + (ru'(r))^{k-1} r \partial_r \partial_G^{k-1} X,$$

Next, we take $\partial_r$ and $\partial_{r_c}$ derivatives of the representation formula (2.37). Let us start with the easier $\partial_r$ (note that $|r - r_c| \gtrsim r_c/k$ on the support of $\tilde{f}_{1:X, \neq c}$). Due to Lemmas 6.10–6.13, these derivatives only land on Type I kernels:

$$\partial_r \partial_G^j X = \sum_{\ell = 0}^{j} \int_0^\infty \partial_r B_{X, j, \ell}(r, s, c) \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X, j, \ell}(s) \partial_G^j F(s) ds$$

$$+ \sum_{\ell = 0}^{j} \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} \partial_B^{(1)}(s_0, c, B^{(2)}(s_0, s, c) ds_0 \right) \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X, j, \ell}(s) \partial_G^j F ds$$

$$+ \sum_{\ell = 0}^{j} \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} \partial_B^{(1)}(s_0, c, B^{(2)}(s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X, j, \ell}(s) \partial_G^j F ds$$

$$+ \sum_{\ell = 0}^{j} \int_0^\infty \left( \int_0^\infty \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} \partial_B^{(1)}(s_0, c, B^{(2)}(s_0, s, c) ds_0 \right) \frac{w_{X, j, \ell}(s)}{(u - c)^2 + \varepsilon^2} \partial_G^j F ds$$

$$+ \text{ Similar terms with different } B, w.$$

(6.36)
By Definition 6.7, \( k^{-1} \chi_r (r, r_c) r \partial_r B_{X^s; \ell} (r, s, c) \) and \( k^{-1} \chi_r (r, r_c) r \partial_r B_{X^s; \ell}^{(1)} (r, s, c) \) satisfy the conditions necessary to apply Theorems C.1, C.18, C.2, and C.3 (note Remark C.4) with the same parameters as \( \chi_r (r, r_c) B_{X^s; \ell} \) and \( \chi_r (r, r_c) r \partial_r B_{X^s; \ell}^{(1)} \) respectively. Specifically, the \( r \partial_r \) derivative does not incur a loss on the weights. Hence,

\[
\int_0^\infty e^{i t k (u(r) - u(r_c))} \frac{(u(r) - c) u'(r_c)}{(u(r) - c)^2 + \varepsilon^2} \frac{\beta(r)}{\sqrt{r}} \chi_r (r, r_c) (ru'(r))^{k-1} r \partial_r \chi_r (r, r_c) \chi_r (r, r_c) (ru'(r))^{k-1} X(r, c, \varepsilon) dr_c,
\]

is treated via the same methods used to treat the case \( j = k - 1 \) above. Repetitive details are omitted for brevity.

Turn next to \( \partial_r \) derivatives, which are more technical. From (2.37), (still for \( |r - r_c| \geq r_c/k \)), we have

\[
\partial_r \partial_G X = \sum_{\ell = 0}^j \int_0^\infty \partial_r B_{X^s; \ell} (r, s, c) \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F(s) ds
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty B_{X^s; \ell}^{(1)} (r, s, c) \partial_r \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F(s) ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
+ \sum_{\ell = 0}^j \int_0^\infty \left( \int_0^\infty \partial_r \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} B_{X^s; \ell}^{(1)} (r, s_0, c) B_{X^s; \ell}^{(2)} (s_0, s, c) ds_0 \right) \frac{(u - c)}{(u - c)^2 + \varepsilon^2} w_{X^{s}; \ell} (s) \partial_G^\ell F ds \right)
\]

\[
\text{Similar terms with different } B, w.
\]

\[
= \sum_{n=0}^{12} T_n + \text{Similar terms with different } B, w.
\]

Many of the terms permit a similar treatment, hence, let us only consider a few. As in (2.28) and Lemma 5.3 (and §6),
we use \( \frac{1}{u'(r_c)} \frac{1}{u'(r_c)} h(u(s) - u(r_c)) = -\frac{1}{u'(r_c)} \frac{1}{u'(r_c)} h(u(s) - u(r_c)) \). Hence, we integrate by parts:

\[
\begin{align*}
 r_c(T_0 + T_1) &= \sum_{\ell=0}^\infty \int_0^\infty r_c \partial_{r_c} \left( \chi_\phi(s, c) B_{X, \delta, \ell}(r, s, c) \right) \left( \frac{2i \varepsilon}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
&+ \sum_{\ell=0}^\infty \int_0^\infty B_{X, \delta, \ell}(r, s, c) \chi_\phi(s, c) r_c \partial_{r_c} \left( \frac{2i \varepsilon}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
&+ \sum_{\ell=0}^\infty \int_0^\infty r_c u'(r_c) \partial_s^2 \left( \chi_\phi B_{X, \delta, \ell}(r, s, c) w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) \left( \frac{2i \varepsilon}{(u - c)^2 + \varepsilon^2} ds, \right.
\end{align*}
\]

and note we are interested in passing to the limit in the singular integral

\[
\int_0^\infty e^{i\varepsilon t(u(r) - u(r_c))} \left( \frac{u(r) - c}{(u - c)^2 + \varepsilon^2} \right) \left( \frac{r u'(r)}{w_{F, \delta}(r) \sqrt{r}} \right) \left( \frac{r u'(r)}{w_{F, \delta}(r) \sqrt{r}} \right)^{-1} r_c(T_0 + T_1) \, dr_c.
\]

Due to the cutoffs in \( \chi_\phi(s, c) \) and \( \chi_\phi(s, c) \) in (6.38) and Definitions 6.7 and 6.8, we are still in a position to apply Theorems C.1 and C.18 and Definitions 6.7 and 6.8, we are still in a position to apply Theorems C.1 and C.18 and pass to the limit \( \varepsilon \to 0 \), also obtaining the bounds (using Lemma 2.5):

\[
\left\| \lim_{\varepsilon \to 0} \int_0^\infty e^{i\varepsilon t(u(r) - u(r_c))} \left( \frac{u(r) - c}{(u - c)^2 + \varepsilon^2} \right) \left( \frac{r u'(r)}{w_{F, \delta}(r) \sqrt{r}} \right) \left( \frac{r u'(r)}{w_{F, \delta}(r) \sqrt{r}} \right)^{-1} r_c(T_0 + T_1) \, dr_c \right\|_{L^2} \\
\lesssim k \| \omega_k^{\mu} \| + \sum_{\ell=0}^{k-1} \| (r \partial_r)^{\mu} F \|_{L^2_{F, \delta, \ell} + 2}.
\]

(Recall Remark 1.5). For the compound terms in (6.37) the picture is a little more complicated as these involve the triple derivatives appearing in Definitions 6.7 and 6.8:

\[
\frac{1}{u'(r_c)} \sum_{n=2}^5 T_n = \sum_{\ell=0}^\infty \int_0^\infty \left( \int_0^\infty \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
\right) \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
+ \sum_{\ell=0}^\infty \int_0^\infty \left( \int_0^\infty \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
\right) \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
+ \sum_{\ell=0}^\infty \int_0^\infty \left( \int_0^\infty \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
\right) \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
+ \sum_{\ell=0}^\infty \int_0^\infty \left( \int_0^\infty \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds \\
\right) \left( \frac{2i \varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} w_{X, \delta, \ell}(s) \partial_s^2 F(s) \right) ds.
\]
\[ + \sum_{\ell = 0}^{j} \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} \left( B_{X,\delta,\ell}^{(1)}(r, s_0, c) \chi_e(s, c) B_{X,\delta,\ell}^{(2)}(s_0, s, c) \right) \, ds_0 \right) \times \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \partial_s \left( w_{X,\delta,\ell}(s) \partial_{G,F}^{\ell} \right) \, ds \]
\[ + \sum_{\ell = 0}^{j} \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} \partial_{G}^{(s,s_0)} \left( \chi_e(s_0, c) B_{X,\delta,\ell}^{(1)}(r, s_0, c) \chi_e(s, c) B_{X,\delta,\ell}^{(2)}(s_0, s, c) \right) \, ds_0 \right) \times \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} w_{X,\delta,\ell}(s) \partial_{G,F}^{\ell} \, ds \] (6.39)

It is crucial to note the very specific structure in (6.39): whenever \( s \approx r_c \) and/or \( s_0 \approx r_c \) the derivatives landing on the kernels are either \( \partial_{G}^{(s,s_0)} \) or \( \partial_{G}^{s,s_0} \) so that one never evaluates \( \partial_{G}^{s,s_0} \) or \( \partial_{F}^{s,s_0} \) of a kernel near the critical layer without the matching \( s \) or \( s_0 \) derivatives. A similar structure is seen also in the \( \sum_{j=6}^{9} T_j \) terms which are omitted for brevity. The last three terms instead have:

\[ \frac{1}{w'(r_c)} \sum_{j=10}^{12} T_j = \sum_{\ell = 0}^{j} \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{1}{w'(r_c)} \partial_{r_c} \left( \frac{2i\varepsilon \beta(s_0)}{(u - c)^2 + \varepsilon^2} \right) \chi_e(s_0, c) B_{X,\delta,\ell}^{(1)}(r, s_0, c) B_{X,\delta,\ell}^{(2)}(s_0, s, c) \, ds_0 \right) \times w_{X,G,J,\ell}(s) \partial_{G,F}^{\ell} \, ds \]
\[ + \sum_{\ell = 0}^{j} \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{1}{r_c} \partial_{r_c} \left( \chi_e(s_0, c) B_{X,\delta,\ell}^{(1)}(r, s_0, c) B_{X,\delta,\ell}^{(2)}(s_0, s, c) \right) \, ds_0 \right) \times w_{X,G,J,\ell}(s) \partial_{G,F}^{\ell} \, ds \]
\[ + \sum_{\ell = 0}^{j} \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{\partial_{r_c}^{(s,s_0)}}{(u - c)^2 + \varepsilon^2} \partial_{G}^{(s,s_0)} \left( \chi_e(s_0, c) B_{X,\delta,\ell}^{(1)}(r, s_0, c) B_{X,\delta,\ell}^{(2)}(s_0, s, c) \right) \, ds_0 \right) \times w_{X,G,J,\ell}(s) \partial_{G,F}^{\ell} \, ds \] (6.40)

Notice that near \( s_0 \approx r_c \) we are still using \( \partial_{G}^{(s,s_0)} \) derivatives, despite that \( s \) can be close to the critical layer as well. Hence, the derivatives are not quite the correct form for directly using that \( B_{X,G,J,\ell}^{(2)} \) is suitable \( 2\ell_2'' + \eta, \gamma \) of type II (for some \( \ell_2'' \) and \( \gamma \) and all \( \eta > 0 \)). However,

\[ \partial_{G}^{(s,s_0)} B_{X,G,J,\ell}^{(2)}(s_0, s, c) = \partial_{G}^{(s,s_0)} B_{X,G,J,\ell}^{(2)}(s_0, s, c) - \frac{1}{w'(s)} \partial_{F} B_{X,G,J,\ell}^{(2)}(s_0, s, c) \]

Note that the former is bounded near the critical layer whereas the latter is logarithmically singular there (see Definition 6.8). However, since there are no singular integral operators or approximately \( \delta \)-functions in \( s \) in these terms, it is straightforward to verify that we may still apply Theorem C.18.

Finally, putting together (6.34) and (6.35) with the associated decompositions of (6.36), (6.37), (6.38), (6.39) (and the analogous omitted terms), and (6.40) with Definitions 6.7, 6.8 and Theorems C.1, C.18, C.2, C.3 (and Remark C.4), we may pass to the limit in \( \varepsilon \to 0 \) as we did in the \( n = k - 1 \) case. This gives us a (very complicated) representation formula for \( f_{1,X,\neq} \), and, in particular, the bound

\[ \left\| \lim_{\varepsilon \to 0} \sqrt{r} w_{F,\varepsilon} f_{1,X,\neq} \right\|_{L^2'} \lesssim_{k,\delta,\alpha} \omega_{n,0}^{k} + \sum_{\ell = 0}^{k} \left\| (r \partial_{r_c})^\ell F \right\|_{L_{r_c}^{2,1/4}}. \]

Next, we consider \( \check{f}_{1,X,c} \). We directly take a \( \partial_{G} = \partial_{G}^{(r)} \) derivative of (2.37) and as above, apply the usual integration
by parts when \( s_0 \approx r_c \) and/or \( s \approx r_c \). This yields (on the support of the integrand)

\[
\partial_G \partial^j_G X = \sum_{\ell=0}^{j} \int_0^\infty B_{X\delta_{j,\ell}}(r, s, c) \chi_{\neq}(s, c) \frac{1}{u'(r_c)} \partial_{r_c} \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \right) w_{X\delta_{1,\ell}}(s) \partial_{G}^\ell F(s) ds
\]

\[+ \sum_{\ell=0}^{j} \int_0^\infty \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \right) \partial_{G}^{(r)}(B_{X\delta_{j,\ell}}(r, s, c) \chi_{\neq}(s, c)) \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \right) w_{X\delta_{1,\ell}}(s) \partial_{G}^\ell F(s) ds
\]

\[+ \sum_{\ell=0}^{j} \int_0^\infty \left( \int_0^\infty \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \right) \partial_{G}^{(r,s)}(B_{X\delta_{j,\ell}}(r, s, c) \chi_{\neq}(s, c)) ds_0 \right) \partial_{G}^\ell F(s) ds
\]

\[+ \sum_{\ell=0}^{j} \int_0^\infty \left( \int_0^\infty \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \right) \partial_{G}^{(r,s)}(B_{X\delta_{j,\ell}}(r, s, c) \chi_{\neq}(s, c)) ds_0 \right) \partial_{G}^\ell F(s) ds
\]

\[+ \sum_{\ell=0}^{j} \int_0^\infty \left( \int_0^\infty \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \right) \partial_{G}^{(r,s)}(B_{X\delta_{j,\ell}}(r, s, c) \chi_{\neq}(s, c)) ds_0 \right) \partial_{G}^\ell F(s) ds
\]

\[+ \sum_{\ell=0}^{j} \int_0^\infty \left( \int_0^\infty \left( \frac{2i\varepsilon}{(u - c)^2 + \varepsilon^2} \right) \partial_{G}^{(r,s)}(B_{X\delta_{j,\ell}}(r, s, c) \chi_{\neq}(s, c)) ds_0 \right) \partial_{G}^\ell F(s) ds
\]
We see that, although slightly more technical, the overall structure of which derivatives appear in what contributions of the integrals, is very similar to the case of \( \partial_r, \partial_r^\ell X \). Hence, the arguments used above apply with no major variations and we may pass to the limit and deduce the estimate:

\[
\left\| \lim_{\varepsilon \to 0} \sqrt{w} f_{1;X} \right\|_{L^2} \lesssim k, \delta, \alpha \left| \omega_{k,0}^\varepsilon \right| + \sum_{\ell=0}^k \left\| (r \partial_r)^\ell F \right\|_{L^{2,\varepsilon}_{k,\delta/4}};
\]

we omit the repetitive details for brevity. This completes the treatment of \( f_{1;X} \).
Proposition 2.13. completes the desired bounds; we omit the details for brevity as they are repetitive. This completes the proof of Proposition 2.12.

Proof of Proposition 2.13. Recall from (2.29),

\[
\begin{align*}
\frac{1}{2\pi k} \int_0^\infty e^{ikt(u(r)-u(r_c))} & \frac{1}{w_{f,\delta}(r)} \frac{1}{w_{f,\delta}(r)} \frac{1}{w_{f,\delta}(r)} H^\varepsilon(r,c) \partial_x^j X(r,c) \, dr_c
\end{align*}
\]

for weights \( H \) satisfying,

\[
|H^\varepsilon(r,c)| \lesssim \chi_{\varepsilon} r < \min(r_c/2, 1).
\]

From Proposition 2.37 we have an expansion as in the proof Proposition 2.12 above which by lemmas 6.10–6.14 (using also the recursion scheme laid out in Lemmas 6.4 and 6.5) satisfies similar properties. The main difference here is that we are using a weaker weight \( w_{f,\delta} \) instead of \( w_{f,\delta} \) and we have lost an additional \( r_c^{-2} \) from the integration by parts in \( r_c \). The loss in \( r_c \) is balanced by the gains in \( \varepsilon \); these were used to recover the strong weight on \( f \) whereas here the gains are used to gain the \( r_c^{-2} \) necessary to allow us to integrate by parts in \( r_c \) to deduce. After this adjustment, the proof of convergence follows from Theorems C.1 and C.18 (together with Theorems C.2 and C.3) as in the proof of Proposition 2.12 and is hence omitted for brevity.

Consider next \( f_2 \) in (6.41). The terms where \( \partial_x \) lands on \( \chi_2 \) are treated as in \( f_{2,a} \). For terms containing \( \partial_x \), \( \partial_x X \), we apply the same methods as in Proposition 2.12 when \( \partial_x \) derivatives were computed away from the critical layer as in (6.37). Indeed, due to \( \chi_2 \), the entire integrand in \( f_2 \) is supported away from the critical layer and hence this is the only case we need to consider here. Hence, combining ideas in Proposition 2.12 with those used to treat \( f_2 \) completes the desired bounds; we omit the details for brevity as they are repetitive. This completes the proof of Proposition 2.13.

A Preliminary technical lemmas

We record a few minor technical observations used several times in the proof.

Lemma A.1. Let \( r, r_c \in (0, \infty) \) and \( k \geq 2 \) such that \(|r - r_c| \leq r_c/k\). Then

- \( \frac{k-1}{k} r_c \leq r \leq \frac{k+1}{k} r_c \),
- for all \( a \in \mathbb{R} \), there exists constants \( c_a, C_a \) (depending only on \( a \)) such that \( c_a r_c^{a_k} \leq r^{a_k} \leq C_a r_c^{a_k} \).

The next lemma contains a few useful inequalities regarding \( u \). The proof follows immediately from Lemma 2.1.
Lemma A.2. There holds
\[ \frac{|\chi \neq u'(r)|}{u(r) - c} \leq 1_{r \leq 1} \left( 1_{r \leq 2} \min \left( \frac{kr}{r^2}, \frac{kr}{r^2} \right) + 1 \right) \leq 1_{r \geq 1} \left( 1_{r \leq 2} + 1_{r \geq 2} \min \left( \frac{kr}{r^2}, \frac{k}{r} \right) \right), \] (A.1)
and for \( z \in I_\alpha \) there holds
\[ \frac{|\varepsilon u'|}{(u - c)^2 + \varepsilon^2} \chi \leq \varepsilon^{-2} \frac{|u| \chi}{u - c}, \] (A.2)
\[ \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} - \frac{u'}{u - c} \chi \leq \varepsilon^{-2} \frac{|u| \chi}{u - c}. \] (A.3)

Lemma A.3. Let \( \chi_c \) be defined as in (4.3). Then, the following holds independent of \( c \):
\[ \int_0^\infty \frac{(u(s) - c)u'(s)}{(u(s) - c)^2 + \varepsilon^2} \chi_c(s, c) ds \leq 1, \] (A.4)
and for \( |r - r_c| \leq r_c/k \) there holds
\[ \int_0^r \frac{(u(s) - c)u'(s)}{(u(s) - c)^2 + \varepsilon^2} \chi_c(s, c) ds \leq 1 + \log \frac{k |r - r_c|}{r_c} \]
\[ \int_r^\infty \frac{(u(s) - c)u'(s)}{(u(s) - c)^2 + \varepsilon^2} \chi_c(s, c) ds \leq 1 + \log \frac{k |r - r_c|}{r_c}. \]

Proof of Lemma A.3. Consider just (A.4); the other estimates follow similarly (and are slightly easier). Integration by parts yields the following for any \( r \):
\[ \int_0^\infty \frac{(u(s) - c)u'(s)}{(u(s) - c)^2 + \varepsilon^2} \chi_c(s, c) ds = - \int_0^\infty \log \left( (u(s) - c)^2 + \varepsilon^2 \right) \partial_s \chi_c(s, c) ds \]
\[ = - \int_0^\infty \left( \log \left( (u(s) - c)^2 + \varepsilon^2 \right) \right) \partial_s \chi_c(s, c) ds \]
\[ = - \int_0^\infty \left( \log \left( (u(s) - c)^2 + \varepsilon^2 \right) \right) \partial_s \chi_c(s, c) ds. \]
Choose \( r = 1 + \frac{1}{k} r_c \) and hence, on the support of the integrand,
\[ \log \left( (u(s) - c)^2 + \varepsilon^2 \right) \leq \left( (u(s) - c)^2 - (u(r) - c)^2 \right) \left( (u(r) - c)^2 + \varepsilon^2 \right) \leq 1. \]
and hence (A.4) follows.

Lemma A.4. For all \( 0 < \gamma \leq 1 \), for all \( \eta \) sufficiently small (depending on \( \gamma \) and \( \alpha \)) and all \( z \in I_\alpha \), there holds
\[ \int_0^\infty \varepsilon |u'(r)| \left( \frac{|r - r_c|}{r_c} \right)^\gamma \chi_c dr \leq \varepsilon^\eta. \] (A.5)
Let \( G^\varepsilon(r, c) \) be defined for \( z = c + \varepsilon \in I_\alpha \) and \( |r - r_c| \leq r_c \), and (over the same range of \( r, r_c, \varepsilon \)) satisfy the following estimates (uniformly in \( \varepsilon \)) for some exponents \( \gamma_\alpha \in (0, 1] \):
\[ |G^\varepsilon(r, c) - G^\varepsilon(r_c, c)| \lesssim \left( \frac{|r - r_c|}{r_c} \right)^{\gamma_\alpha} \] (A.6)
\[ |G^\varepsilon(r, c) - G^0(r, c)| \leq \varepsilon^\gamma. \] (A.7)
Then for all \( \eta \) sufficiently small (depending on \( \alpha, \gamma_\alpha \))
\[ \int_0^\infty \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} \chi_c G^\varepsilon(r, c) ds \leq \varepsilon^{\gamma}. \] (A.8)
Proof of Lemma A.4. Consider first (A.5). For all $0 < p < \gamma$, by Lemmas A.1 and 2.1,

$$
\int_0^\infty \frac{\varepsilon |u'(r)|}{(u - c)^2 + \varepsilon^2} \left( \frac{|r - r_c|}{r_c} \right)^\gamma \chi_c dr \lesssim \varepsilon^p \frac{k^p}{|u'(r_c)|^p} \int_0^\infty \frac{1}{|r - r_c|^{1+p-\gamma}} dr \lesssim \varepsilon^p k^p \max\left( \frac{1}{r_c^{2p}}, r_c^{-2p} \right),
$$

and hence (A.5) follows from the definition of $I_\alpha$. Next, consider (A.8). We have

$$
\left| \int_0^\infty \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} \chi_c \frac{G^\varepsilon(r, c) ds}{p.v.} - \int_0^\infty \frac{u'}{u - c} \chi_c \frac{G^0(r, c) ds}{p.v.} \right| 
\quad \leq \left| \int_0^\infty \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} \chi_c \left( G^\varepsilon(r, c) - G^0(r, c) \right) ds \right| 
\quad + \left| p.v. \int_0^\infty \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} - \frac{1}{u - c} \right| \chi_c G^0(r, c) ds
\quad = T_1 + T_2.
$$

By the assumptions on $G^\varepsilon$, we have

$$
\chi_c \left| G^\varepsilon(r, c) - G^\varepsilon(r_c, c) - G^0(r, c) + G^0(r_c, c) \right| 
\leq \chi_c \left( |G^\varepsilon(r, c) - G^\varepsilon(r_c, c)| + |G^0(r, c) - G^0(r_c, c)| \right) \left( |G^\varepsilon(r, c) - G^0(r, c)| + |G^\varepsilon(r_c, c) - G^0(r_c, c)| \right)^{1-\gamma} 
\lesssim \varepsilon^{\gamma_1(1-\gamma)} \left( \frac{|r - r_c|}{r_c} \right)^{\gamma_0}.
$$

Therefore, setting $\eta = \gamma_1(1-\gamma)$ and using Lemma A.3 implies

$$
T_1 \leq \left| G^\varepsilon(r_c, c) - G^0(r_c, c) \right| \left| \int_0^\infty \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} \chi_c dr \right| 
\quad + \left| \int_0^\infty \frac{(u - c)u'}{(u - c)^2 + \varepsilon^2} \chi_c \left( G^\varepsilon(r, c) - G^\varepsilon(r_c, c) - G^0(r, c) + G^0(r_c, c) \right) dr \right| 
\lesssim \varepsilon^\eta.
$$

The proof of $T_2$ follows from noting:

$$
T_2 \leq \left| G^0(r_c, c) p.v. \int_0^\infty \frac{\varepsilon^2 u'}{(u - c)((u - c)^2 + \varepsilon^2)} \chi_c ds \right| 
\quad + \left| p.v. \int_0^\infty \frac{\varepsilon^2 u'}{(u - c)((u - c)^2 + \varepsilon^2)} \chi_c \left( G^0(r, c) - G^0(r_c, c) \right) ds \right|.
$$

The latter integral is treated by an easy variant of the treatment of $T_1$ and is hence omitted. The former integral is estimated via

$$
\left| p.v. \int_0^\infty \frac{\varepsilon^2 u'}{(u - c)((u - c)^2 + \varepsilon^2)} \chi_c ds \right| = \left| \int_0^\infty \chi_c \frac{1}{2} \partial_s \left( \log((u - c)^2 + \varepsilon^2) - \log(u - c)^2 \right) ds \right| 
\quad \lesssim \int_0^\infty \left( \frac{(u - c)^2 + \varepsilon^2}{(u - c)^2} - 1 \right) |\chi_c'| ds 
\quad \lesssim \varepsilon^2 k^2 \max(r_c^{-2}, r_c^4),
$$

which completes the proof by the definition of $I_\alpha$. \qed

\section{Vorticity depletion implies optimal inviscid damping}

In this appendix we prove Lemma 2.14: the statement that the vorticity depletion estimates (1.13) imply the inviscid damping estimates (1.11). We may without loss of generality consider the case $|k\ell| \geq 1$. Denote $G_k(r, \rho)$ to be the Green’s function for the Laplacian restricted to the $k$-th angular Fourier mode, i.e.

$$
G_k(r, \rho) = \rho \begin{cases} \frac{\kappa}{r^k} & \rho \leq r \\ \frac{\kappa}{r^k} & \rho \geq r. \end{cases}
$$
Using the decomposition of \( \omega_k \) as in (1.12), we have

\[
\psi_k(t, r) = \int_0^\infty G_k(r, \rho)e^{-ikt\rho} f_{k;1}(t, \rho)d\rho + \int_0^\infty G_k(r, \rho)e^{-ikt\rho} f_{k;2}(t, \rho)d\rho
\]

\[
:= \psi_{k;1}(t, r) + \psi_{k;2}(t, r).
\]

It is convenient to denote

\[
\sup_{t \geq 0} \sum_{n=0}^2 k^{-n} \| \sqrt{r}(r\partial_r)^n f_{k;1}(t) \|_{L_{\rho, r}^2} + \sup_{t \geq 0} \sum_{n=0}^1 k^{-n} \| (r\partial_r)^n f_{k;2}(t) \|_{L_{\rho, r}^2} = M_0
\]

where by (1.13) we have that \( M_0 \) is bounded in terms of the datum \( \omega_k^{in} \). For the contribution from \( \psi_{k;2} \), we integrate by parts and obtain

\[
\langle kt \rangle \frac{\langle \psi_{k;2}(t, r) \rangle}{w_{\psi, 23}(r)} = \langle kt \rangle \left| \int_0^\infty -ie^{-ikt\rho} \frac{1}{u'(\rho)} G_k(r, \rho)f_{k;2}(t, \rho) d\rho \right|
\]

\[
\leq \int_0^\infty T_2(r, \rho) \frac{\langle |f_{k;2}(t, \rho)| + k^{-1}(\rho\partial_\rho)f_{k;2}(t, \rho) \rangle}{w_{f, \delta}(\rho)} d\rho,
\]

where

\[
T_2(r, \rho) := \frac{w_{f, \delta}(\rho)G_k(r, \rho)}{\rho|u'(\rho)|w_{\psi, 23}(r)} \left( \frac{|(\rho\partial_\rho)G_k(r, \rho)|}{G_k(r, \rho)} + \frac{kp|u'(\rho)|}{|u'(\rho)|} + k \right).
\]

Using that (recall the strong decay imposed on \( f \) (1.10b) at infinity),

\[
\|T_2(r, \rho)\|_{L_{\rho, r}^2} \leq k \left( \frac{w_{f, \delta}(\rho)G_k(r, \rho)}{|u'(\rho)|w_{\psi, 23}(r)} \right) \leq \left( \frac{w_{f, \delta}(\rho) \min \left\{ \frac{\rho}{u'}, \frac{\rho}{u''} \right\}}{|u'(\rho)|} \right) \|w_{\psi, 23}(r)\|_{L_{\rho, r}^2} \leq 1,
\]

we obtain,

\[
\|\psi_{k;2}(t)\|_{L_{\rho, r}^2} \leq \frac{M_0}{\langle kt \rangle \langle kt \rangle},
\]

as desired. Similarly, for the \( \psi_{k;1} \) contribution, we integrate by parts in \( \rho \) twice, keeping track of the boundary terms arising from the second derivative of the Green’s function. We arrive at

\[
\langle kt \rangle^2 \psi_{k;1}(t, r) = \frac{2e^{-ikt\rho}}{(u'(\rho))^2} \int_0^\infty e^{-ikt\rho} \frac{1}{u'(\rho)} G_k(r, \rho) f_{k;1}(t, \rho) d\rho
\]

from which we deduce

\[
\langle kt \rangle^2 \frac{\langle \psi_{k;1}(t, r) \rangle}{w_{\psi, 23}(r)} \leq \frac{2w_{f, \delta}(r)}{w_{\psi, 23}(r)\sqrt{\rho}u'(\rho)} \frac{\sqrt{\rho} |f_{k;1}(t, \rho)|}{w_{f, \delta}(r)}
\]

\[
+ \int_0^\infty T_1(r, \rho) \frac{\sqrt{\rho} |f_{k;1}(t, \rho)| + k\left| (\rho\partial_\rho)f_{k;1}(t, \rho) \right| + k^{-2}(\rho\partial_\rho)^2 f_{k;1}(t, \rho) |}{w_{f, \delta}(\rho)} d\rho
\]

where

\[
T_1(r, \rho) := \frac{w_{f, \delta}(\rho)G_k(r, \rho)}{\rho^2(u'(\rho))^2\sqrt{\rho}w_{\psi, 23}(r)} \left( \frac{|(\rho\partial_\rho)^2G_k(r, \rho)|}{G_k(r, \rho)} + k \left( 3 + \frac{3|u''(\rho)|}{|u'(\rho)|} \right) \frac{|\rho\partial_\rho G_k(r, \rho)|}{G_k(r, \rho)} + k^2
\]

\[
+ \frac{k^2 \rho^2 |w''(\rho)|}{|u'(\rho)|} + \frac{3k^2 \rho^2 |u''(\rho)|^2}{(u'(\rho))^2} + \frac{3k^2 \rho^2 |w''(\rho)|}{|u'(\rho)|} \right) \leq k \frac{w_{f, \delta}(\rho) \min \left\{ \frac{\rho}{u'}, \frac{\rho}{u''} \right\}}{(u'(\rho))^2\sqrt{\rho}w_{\psi, 23}(r)}.
\]
Therefore, using that
\[ \left\| \frac{w_{F,\delta}(r)}{w_{\psi,2\delta}(r) \sqrt{F(r)'(r)}} \right\|_{L^\infty(dr)} + \left\| w_{F,\delta}(\rho) \min \left\{ \frac{\rho^k}{\rho^2}, \frac{\rho^l}{\rho^2} \right\} \right\|_{L^2(dr d\rho)} \lesssim 1 \]
which may be checked directly, we obtain that
\[ \| \psi_{k:1}(t) \|_{L^2_{x,y}} \lesssim \frac{M_0}{k^2 + 2} \]
which is the desired estimate. The inviscid damping of the velocity field follows in a similar manner from the Biot-Savart law, or by noting that \( r(u^e_k, u^w_k) = (ik, -r \partial_r) \psi_k \), and we omit these details to avoid redundancy.

### C  Boundedness and convergence of integral operators

#### C.1  Two singular integrals and one delta distribution

Our goal is to prove the convergence as \( \varepsilon \to 0 \) of the following "model operator":

\[ L_\varepsilon[f](r) = \int_0^\infty \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c))u'(r_c) (u(s) - u(r_c))u'(s)}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2 (u(s_0) - u(r_c))^2 + \varepsilon^2} \times B_{\varepsilon,1}(r, s, r_c)B_{\varepsilon,2}(s, s, r_c)f(s) \, ds \, ds_0 \, dr_c \]

in \( L^2(dr) \) as \( \varepsilon \to 0 \), under certain assumptions on the weights \( B_{\varepsilon,1} \) and \( B_{\varepsilon,2} \).

**Theorem C.1.** Let \( \delta \in (0, \frac{1}{2}) \) and assume that for some \( \gamma \in (0, \frac{1}{4}) \) we have that the functions \( B_{\varepsilon,1} \) and \( B_{\varepsilon,2} \) obey the conditions (C.8), (C.10), and either (C.37)–(C.41) or (C.42)–(C.43). Additionally, assume that there exists \( \xi \in (0, \gamma) \) such that conditions (C.57)–(C.58) hold, for some limiting weights \( B_{0,1} \) and \( B_{0,2} \). Then, if \( f \in L^2 \), we have that the operator \( L_\varepsilon[f] \), defined in (C.1), converges as \( \varepsilon \to 0 \), in \( L^2 \) to the operator \( L_0[f] \), defined by duality via

\[ \langle L_0[f], \varphi \rangle = -\pi \int_0^\infty \left( \text{p.v.} \int_0^\infty \frac{u'(r)}{u(r) - u(r_c)} \frac{u'(r_c) \mathcal{B}_{0,1}(r, r_c, r_c)}{u'(r)} \varphi(r) \, dr \right) \times \left( \text{p.v.} \int_0^\infty \frac{u'(s)}{u(s) - u(r_c)} \mathcal{B}_{0,2}(r_c, s, r_c) (s^\delta f(s)) \, ds \right) \, dr_c \]

and the operator \( L_0 \) is bounded from \( L^2 \) to \( L^2 \), with norm less than \( k^\xi \).

The first standard example of pairs of weights \( B_{\varepsilon,1} \) and \( B_{\varepsilon,2} \) which obey the conditions of Theorem C.1 are:

**Theorem C.2.** Let \( 0 \leq j \leq k - 1 \), and \( 0 \leq \ell, \ell_1, \ell_2 \) be such that \( \ell + \ell_1 + \ell_2 \leq j \). Let \( 0 < \zeta \leq \frac{\delta}{\eta} \), and \( 0 < \eta \leq \frac{\xi}{4} \).

Consider the weights

\[ \mathcal{B}_{\varepsilon,1}(r, s, r_c) = \chi_1(r, r_c) \frac{\beta(r) \min(r^2, r^{-2}j)}{w_{\psi,2\delta}(r) \sqrt{F(r)'(r)}} B^{(1)}_{\varepsilon,1}(r, s, r_c) \]

\[ \mathcal{B}_{\varepsilon,2}(s, s, r_c) = \frac{\beta(s) w_{F,\delta}(r)}{w'(s)} B^{(2)}_{\varepsilon,2}(s, s, r_c) \]

where \( B^{(1)}_{\varepsilon,1} \) is a suitable \( (2\ell_1, \ell_1 + \eta/2) \) kernel of type I or II, and \( B^{(2)}_{\varepsilon,2} \) is a suitable \( (2\ell_2, \ell_2 + \eta/2) \) kernel of type I or II. Then the conditions of Theorem C.1 are satisfied for the weights (C.3)–(C.4). The corresponding operator \( L_\varepsilon \) defined in (C.1) converges to the corresponding operator \( L_0 \) defined in (C.2), which in this case becomes

\[ \langle L_0[f], \varphi \rangle = -\pi \int_0^\infty \left( \text{p.v.} \int_0^\infty \frac{\chi_1(r, r_c) \beta(r) \min(r^2, r^{-2}j)}{w_{F,\delta}(r)} B^{(1)}_{0}(r, r_c, r_c) \varphi(r) \, dr \right) \times \left( \text{p.v.} \int_0^\infty \frac{1}{u'(s)} \frac{\beta(r_c) w_{F,\delta}(s)}{(s)^\delta} B^{(2)}_{0}(r_c, s, r_c) (s^\delta f(s)) \, ds \right) \, dr_c, \]

as operators from \( L^2 \) to \( L^2 \). The operator \( L_0 \) is bounded on \( L^2 \) with norm \( \lesssim k^{\xi + 2\ell_1 + 2\ell_2} \).
Proof of Theorem C.2.  The theorem follows from Theorem C.1, upon verifying that the weights in (C.3)–(C.4) obey the needed conditions. This is done in Corollary C.6, Corollary C.11, and Corollary C.14 below.

The second standard example of pairs of weights $\mathbb{B}_{\varepsilon,1}$ and $\mathbb{B}_{\varepsilon,2}$ which obey the conditions of Theorem C.1 are:

**Theorem C.3.** Let $0 \leq j \leq k - 1$, and $0 \leq \ell, \ell_1, \ell_2$ be such that $\ell + \ell_1 + \ell_2 \leq j$. Let $0 < \zeta \leq \frac{\delta}{6}$, and $0 < \eta \leq \frac{\zeta}{4}$. Consider the weights

$$\mathbb{B}_{\varepsilon,1}(r, s_0, r_c) = \chi_2(r, r_c) - \frac{\beta(r) \min(r^2, r^{-2})j}{r^2 w_f(r) u'(s_0) r_c u'(r_c)} B^{(1)}_{\ell, \varepsilon}(r, s_0, r_c)$$

$$\mathbb{B}_{\varepsilon,2}(s_0, s, r_c) = \frac{\beta(s_0) w_F, \xi + 2\ell(s)}{u'(s)} B^{(2)}_{\ell, \varepsilon}(s_0, s, r_c)$$

where $B^{(1)}_{\ell, \varepsilon}$ is a suitable $(2\ell_1, \ell_1 + \eta/2)$ kernel of type I or II, and $B^{(2)}_{\ell, \varepsilon}$ is a suitable $(2\ell_2, \ell_2 + \eta/2)$ kernel of type I or II. Then the conditions of Theorem C.1 are satisfied for the weights (C.5)–(C.6). The corresponding operator $L_\varepsilon$ defined in (C.1) converges to the corresponding operator $L_0$ defined in (C.2), as operators from $L^2$ to $L^2$, and the limiting operator is bounded on this space, with norm bounded by $\kappa^{\gamma + 2\ell_1 + 2\ell_2}$.

Proof of Theorem C.3. We remark that the main difference between (C.3) and (C.5) is a factor proportional to

$$\frac{r^2 \langle r_c \rangle^4}{r_c^2}$$

besides the obvious difference of replacing $\chi_1$ with $\chi_2 \approx 1 - \frac{r_c}{r_c}$. The theorem follows from Theorem C.1, upon verifying that the weights in (C.5)–(C.6) obey the needed conditions. This is done in Corollary C.7, Corollary C.11, and Corollary C.15 below.

Remark C.4. It is clear from the proof of Theorems C.1, C.2, and C.3 that not all properties of a type I or type II kernel are used. For instance, for a type I kernel, Theorems C.2 and C.3 only use (6.13a), (6.13b), (6.15a), and the convergence as $\varepsilon \to 0$ in these inequalities, with some positive rate $\varepsilon^c$ for some $\zeta > 0$. Similarly, for a type II kernel, Theorems C.2 and C.3 only use the global uniform boundedness, weighted Hölder regularity in each of the two variables not called $r_c$ near the critical layer, and the convergence as $\varepsilon \to 0$ in these inequalities, at a positive rate.

The remainder of this section is dedicated to the proof of Theorem C.1, which is decomposed into several steps, detailed in the following subsections. In each subsection, we show that the weights (C.3)–(C.4) obey the necessary properties, so that the proof of Theorem C.2 is done concomitantly. Checking that the weights (C.5)–(C.6) obey the necessary properties is done at the end of this section, yielding the proof of Theorem C.3.

### C.1.1 Convergence away from the diagonal $s_0 = r_c$

In this section we consider the contribution to the operator $L_\varepsilon$ in (C.1) due to the set

$$\left\{ \mid s_0 - r_c \mid \geq \frac{r_c}{k} \right\}.

We first prove an abstract lemma, and then show that the available conditions on the coefficients $\mathbb{B}_{\varepsilon,1}$ and $\mathbb{B}_{\varepsilon,2}$ are sufficient in order to apply this lemma. Let us denote by $L_{\varepsilon,1}$ the contribution to the operator $L_\varepsilon$ in (C.1) from $|s_0 - r_c| \geq \frac{r_c}{k}$, i.e. the operator

$$L_{\varepsilon,1}[f](r) = \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c)) u'(r_c) (u(s) - u(r_c)) u'(s)}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \times 1_{|s_0 - r_c| \geq \frac{r_c}{k}} \mathbb{B}_{\varepsilon,1}(r, s_0, r_c) \mathbb{B}_{\varepsilon,2}(s_0, s, r_c) f(s) \, ds \, ds_0 \, dr_c.

\textbf{Lemma C.5.} Assume that

$$|\mathbb{B}_{\varepsilon,1}(r, s_0, r_c) \mathbb{B}_{\varepsilon,2}(s_0, s, r_c)| \lesssim \mathbb{B}_0(r, s_0, s, r_c)

holds for some $\varepsilon$-independent function $\mathbb{B}_0$. In addition, define the cut-off

$$1_{\text{strange}} = 1_{|s_0 - r_c| \leq \frac{r_c}{k}} 1_{r \leq 1} 1_{2r \leq s} 1_{2r \leq s} + 1_{r \leq 1} 1_{2r \leq r_c}.
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and assume that \( \mathcal{B}_0 \) obeys the bound
\[
\mathcal{B}_0(r, s_0, s, r_c) \lesssim \left(1_{\text{strange}} \frac{s^2}{r^2} + (1 - 1_{\text{strange}}) \right) \frac{r^2 \langle s \rangle^{\frac{1}{2}}}{\langle r \rangle^{\frac{3}{2}} + \frac{4}{3} (s_0)^{\frac{3}{2}}} (\max\{r^2, r^{-2}, s^2, s^{-2}, s_0^2, s_0^{-2}\})^\eta
\]
uniformly in \( r, s_0, s \), and \( r_c \), for some \( \eta \in (0, \frac{3}{10}) \), \( \gamma \in (0, \frac{1}{2}) \) and \( \delta \in (0, \frac{1}{2}) \). Then, if \( f \in L^2 \), we have that \( L_{c, 1}[f] \to 0 \) as \( \varepsilon \to 0 \), in \( L^2 \).

**Proof of Lemma C.5.** Let \( \varphi \in L^2(\mathbb{R}_+^2) \) be arbitrary. We then have by (C.8) that
\[
|\langle L_{c, 1}[f](r), \varphi(r) \rangle| \leq \int_{\mathbb{R}_+^4} \frac{|u(r) - u(r_c)| |u'(r)|}{|u(r) - u(r_c)|^2 + \varepsilon^2} \left( |u(s) - u(r_c)| |u'(s)| \right) \varepsilon|u'(s_0)| \\
\times 1_{|s_0 - r_c| \geq \varepsilon} \mathcal{B}_0(r, s_0, s, r_c) |f(s)\varphi(r)| \, ds \, ds_0 \, dr_c \\
= \int_{\mathbb{R}_+^4} \mathcal{B}_0(r, s_0, s, r_c) |f(s)\varphi(r)| \, ds \, ds_0 \, dr_c.
\]

Our goal is to show that the integrand on the right side of (C.11) lies in \( L^1(dr \, ds \, ds_0 \, dr_c) \), and moreover vanishes as \( \varepsilon \to 0 \) in this norm.

**Case \( r_c \geq 1 \).** The proof is based on the following estimate (c.f. (A.1)),
\[
\frac{|u'(\rho)|}{|u(\rho) - u(t)|} \lesssim 1_{|\rho - t| \leq \frac{\rho}{\rho}} \frac{1}{|\rho - t|} \left( 1_{\rho \leq 1} \frac{\rho}{\rho} + 1_{\rho \geq 1} \right) + 1_{|\rho - t| \geq \frac{\rho}{\rho}} \frac{1}{(\rho)}
\]
and the asymptotic description
\[
|u'(\rho)| \approx \frac{\rho}{(\rho)^4}.
\]
Here we use (C.12)–(C.13) to estimate
\[
1_{r_c \geq 1} \varepsilon^{\frac{3}{2}} \frac{|u(r) - u(r_c)|}{(u(r) - u(r_c))^2 + \varepsilon^2} \lesssim 1_{r_c \geq 1} |u'(r_c)|^{\frac{3}{2}} \left( \frac{|u'(r_c)|}{|u(r) - u(r_c)|} \right)^{\frac{1}{2}} \\
\lesssim 1_{r_c \geq 1} \frac{1}{\langle r_c \rangle^{\gamma}} \frac{1_{s - r_c \leq \frac{s}{s} \geq \frac{s}{s}}}{\langle r_c \rangle^{1 + \gamma}} + 1_{r_c \geq 1} \frac{1_{s - r_c \geq \frac{s}{s} \geq \frac{s}{s}}}{\langle r_c \rangle^{1 + \gamma}}
\]
and similarly, using that \( |s - r_c| \leq \frac{1}{s} \Rightarrow s \geq r_c - \frac{1}{s} \geq \frac{9}{s} \) for \( r_c \geq 1 \), we obtain
\[
1_{r_c \geq 1} \varepsilon^{\frac{3}{2}} \frac{|u(s) - u(r_c)|}{(u(s) - u(r_c))^2 + \varepsilon^2} \lesssim 1_{r_c \geq 1} \frac{1_{s - r_c \leq \frac{s}{s} \leq \frac{s}{s}}}{(\gamma) |s - r_c|^{1 - \gamma}} + \frac{s^\gamma 1_{r_c \geq 1} |s - r_c| \geq \frac{s}{s}}{(\gamma)^{1 + \gamma}}.
\]
Lastly, we have
\[
1_{r_c \geq 1} \frac{1_{s_0 - r_c \geq \frac{s_0}{s_0} \geq \frac{s_0}{s_0}}}{(s_0 - u(r_c))^2 + \varepsilon^2} \lesssim 1_{r_c \geq 1} \frac{1_{s_0 - r_c \geq \frac{s_0}{s_0} \geq \frac{s_0}{s_0}}}{s_0^2 (s_0)^{1 - 3\gamma}} + 1_{r_c \geq 1} \frac{1_{s_0 - r_c \geq \frac{s_0}{s_0} \geq \frac{s_0}{s_0}}}{s_0^2 (s_0)^{1 + \gamma}} \\
\lesssim \frac{s_0^{3\gamma}}{(s_0)^{1 - 3\gamma}} \left( \frac{1_{r_c \geq 1} |s_0 - r_c| \geq \frac{s_0}{s_0}}{s_0 - r_c^{1 - \gamma}} + k^2 \frac{1_{r_c \geq 1} |s_0 - r_c| \geq \frac{s_0}{s_0}}{s_0 - r_c^{1 - \gamma}} \right)
\]
since \( r_c \geq 1 \). In the above inequalities, the implicit constants are independent of \( \varepsilon \) and \( k \), but may depend on \( \gamma \). From the above three estimates we arrive at (recall (C.11))
\[
\frac{1_{r_c \geq 1} |s_0 - r_c| \geq \frac{s_0}{s_0}}{(s_0)^{1 - 3\gamma}} \mathcal{B}_0(r, s_0, s, r_c) \left[ 1_{|r_c - r| \leq \frac{r_c}{r_c}} + \frac{1_{|r_c - r| \geq \frac{r_c}{r_c}}}{(r_c)^{1 + \gamma}} \right]
\]
where the identification of the

We first note that since \( \eta \) is sufficiently small, we have

so that, after some manipulations, we arrive at

where the identification of the \( J_{ij} \) functions, for \( 1 \leq i \leq 4, \) and \( 1 \leq j \leq 3 \) is the obvious one. We then use Young’s inequality and Hölder’s inequality to deduce

and similarly

and
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\[
\int_{\mathbb{R}^d_+} J_1(r_0) J_2(r) J_3(s) |f(s)| |\varphi(r)| \, ds \, dr \, c \lesssim ||J_1||_{L^1} ||J_2||_{L^2} ||J_3||_{L^2} ||\varphi||_{L^2} ||f||_{L^2} \lesssim ||\varphi||_{L^2} ||f||_{L^2}.
\]

Summarizing the above estimates, we arrive at
\[
\int_{\mathbb{R}^d_+} 1_{r_c \geq 1}(r, s, r_c) |f(s)| |\varphi(r)| \, ds \, dr \, c \lesssim \varepsilon^2 ||\varphi||_{L^2} ||f||_{L^2} \rightarrow 0 \quad \text{as} \quad \varepsilon \rightarrow 0.
\]

Case \(r_c \leq 1\). In this case, instead of (C.12)–(C.13), we also have the improved estimate
\[
\frac{|u'(r_c)|}{|u(r) - u(r_c)|} 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} \lesssim r_c,
\]
which is useful when \(r_c \ll 1\). Similar to the case we obtain the bounds
\[
1_{r_c \leq 1} \varepsilon^2 |u(r) - u(r_c)| |u'(r_c)| \lesssim \frac{r_c 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{(r_c + r)^{-\frac{\gamma}{2}}} \frac{1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}}}{(r_c - r)^{-\frac{\gamma}{2}}} + r_c 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} ,
\]
\[
1_{r_c \leq 1} \varepsilon^2 |u(s) - u(r_c)| |u'(s)| \lesssim \frac{s 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{(s + r_c)^{-\frac{\gamma}{2}}} \frac{1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}}}{(s - r_c)^{-\frac{\gamma}{2}}} + s 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} ,
\]
\[
1_{r_c \leq 1} |u(s_0) - u(r_c)| \lesssim \frac{k^{2\gamma} (s_0)^{2\gamma} 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{r_c^{2\gamma} |s_0 - r_c|^{-\gamma}} + r_c 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} ,
\]
\[(C.22)\]

From the above three estimates, and by using (10.6) we arrive at
\[
1_{r_c \leq 1} k_{n}(r, s, r_c)
\]
\[
\lesssim 1_{r_c \leq 1} 1_{s_0 - r_c \leq \frac{1}{m}} \|B_0(r, s, r_c)
\]
\[
\times \left[ \frac{r_c 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{(r_c + r)^{-\frac{\gamma}{2}}} \frac{1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}}}{(r_c - r)^{-\frac{\gamma}{2}}} + r_c 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} \right]
\times \left[ \frac{s 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{(s + r_c)^{-\frac{\gamma}{2}}} \frac{1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}}}{(s - r_c)^{-\frac{\gamma}{2}}} + s 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} \right]
\times \left[ \frac{k^{2\gamma} (s_0)^{2\gamma} 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{r_c^{2\gamma} |s_0 - r_c|^{-\gamma}} + r_c 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} \right]
\]
\[
\lesssim 1_{r_c \leq 1} 1_{s_0 - r_c \leq \frac{1}{m}} \left( \frac{s 2^{\frac{1}{2}}}{{\gamma}^{\frac{1}{2}}} + (1 - 1_{\text{strange}}) \right) \frac{r_c^{2\gamma} (s_0)^{2\gamma}}{(r_c + r)^{\frac{\gamma}{2}} + (r_c - r)^{\frac{\gamma}{2}}}
\times \left[ \frac{r_c 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{(r_c + r)^{-\frac{\gamma}{2}}} \frac{1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}}}{(r_c - r)^{-\frac{\gamma}{2}}} + r_c 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} \right]
\times \left[ \frac{s 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{(s + r_c)^{-\frac{\gamma}{2}}} \frac{1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}}}{(s - r_c)^{-\frac{\gamma}{2}}} + s 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} \right]
\times \left[ \frac{k^{2\gamma} (s_0)^{2\gamma} 1_{r_c \leq 1|\gamma - 1\rangle \leq \frac{1}{m}}}{r_c^{2\gamma} |s_0 - r_c|^{-\gamma}} + r_c 1_{r_c \leq 1|\gamma - 1\rangle \geq \frac{1}{m}} \right]
\]
\[(C.23)\]

Similar to the estimates (C.17)–(C.18) for the case \(r_c \leq 1\), we first integrate the \(s_0\) dependent part of (C.23) in \(s_0\) to obtain that
\[
\int_{\mathbb{R}_+} 1_{r_c \leq 1} \left( \max\{s_0^2, s_0^{-2}\} \right)^{\eta} \left[ \frac{k^{2\gamma} (s_0)^{2\gamma} 1_{s_0 - r_c \leq \frac{1}{m}}}{r_c^{2\gamma} |s_0 - r_c|^{-\gamma}} + \frac{1_{s_0 - r_c \leq \frac{1}{m}}}{s_0^{2}(s_0)} \right] \, ds_0 
\]
\[
\lesssim 1_{r_c \leq 1} \left( \max\{s_0^2, s_0^{-2}\} \right)^{\eta} \left[ \frac{k^{2\gamma} (s_0)^{2\gamma} 1_{s_0 - r_c \leq \frac{1}{m}}}{r_c^{2\gamma} |s_0 - r_c|^{-\gamma}} + \frac{1_{s_0 - r_c \leq \frac{1}{m}}}{s_0^{2}(s_0)} \right] \, ds_0 \lesssim \frac{k^{2\gamma}}{r_c^{2\gamma}}
\]

since \(\eta\) is sufficiently small. Then, using that \(\gamma \leq \frac{1}{4}\), we have the inequality
\[
1_{r_c \leq 1} \frac{k^{2\gamma}}{r_c^{2\gamma}} \left( 1_{|\gamma - 1\rangle \leq \frac{1}{m}} \frac{r_c^{2\gamma}}{(r_c + r)^{\frac{\gamma}{2}}} + r_c 1_{|\gamma - 1\rangle \geq \frac{1}{m}} \right) \lesssim r_c^{2\gamma} 1_{r_c \leq 1} \left( \frac{1_{|\gamma - 1\rangle \leq \frac{1}{m}}}{(r_c - r)^{\frac{\gamma}{2}}} + 1_{|\gamma - 1\rangle \geq \frac{1}{m}} \right),
\]
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and since on the support of $1_{r_c \leq 1} 1_{|s-r_c| \leq \frac{1}{10}}$ we have $s \leq r_c + \frac{1}{10} \leq \frac{11}{10}$, it remains to consider the integral of $\varphi(r)f(s)$ multiplied by

$$
\int_{\mathbb{R}_+} 1_{r_c \leq 1} \mathcal{J}(r, s_0, s, r_c) \frac{ds_0}{r_c^\eta} \leq 1_{r_c \leq 1} \left( 1_{\text{strange}} \frac{s^\frac{1}{2}}{\langle s \rangle^\frac{1}{2} r_c^\frac{1}{2}} + (1 - 1_{\text{strange}}) \right) \frac{r^\frac{2}{\eta}}{\langle r \rangle^\frac{2}{\eta}} (\max \{ r^2, r_c^{-2} \})^\eta \times \left[ \frac{1_{|r-r_c| \leq \frac{1}{10}}}{|r_r - r_c|^{1 + \frac{2}{\eta}}} + \frac{1_{|r_r - r_c| \geq \frac{1}{10}}}{\langle r_r - r_c \rangle^{1 + \frac{2}{\eta}}} \right] \left[ \frac{1_{|s-r_c| \leq \frac{1}{10}}}{|s-r_c|^{1 + \frac{1}{\eta}}} + \frac{1_{|s-r_c| \geq \frac{1}{10}}}{\langle s-r_c \rangle^{1 + \frac{1}{\eta}}} \right] \leq 1_{r_c \leq 1} \frac{1}{r_c^{\frac{2}{\eta} - \frac{2}{\eta}}} \frac{1_{|r-r_c| \leq \frac{1}{10}}}{|r_r - r_c|^{1 + \frac{2}{\eta}}} + \frac{1}{\langle r_r - r_c \rangle^{1 + \frac{2}{\eta}}} \right] \left[ \frac{1_{|s-r_c| \leq \frac{1}{10}}}{|s-r_c|^{1 + \frac{1}{\eta}}} + \frac{1}{\langle s-r_c \rangle^{1 + \frac{1}{\eta}}} \right] \right] \leq 1_{r_c \leq 1} \frac{1}{r_c^{\frac{2}{\eta} - \frac{2}{\eta}}} \frac{1_{|r-r_c| \leq \frac{1}{10}}}{|r_r - r_c|^{1 + \frac{2}{\eta}}} + \frac{1}{\langle r_r - r_c \rangle^{1 + \frac{2}{\eta}}} \right] \left[ \frac{1_{|s-r_c| \leq \frac{1}{10}}}{|s-r_c|^{1 + \frac{1}{\eta}}} + \frac{1}{\langle s-r_c \rangle^{1 + \frac{1}{\eta}}} \right].
$$

Here we have used properties of the support of $1_{\text{strange}}$ (recall (C.9)). Similar to the case $r_c \geq 1$, for the second term above (the one coming from $1 - 1_{\text{strange}}$) one may use Young’s and H"older’s inequality to check that

$$
\int_{\mathbb{R}_+} 1_{r_c \leq 1} \left[ \frac{1_{|r-r_c| \leq \frac{1}{10}}}{|r_r - r_c|^{1 + \frac{2}{\eta}}} + \frac{1}{\langle r_r - r_c \rangle^{1 + \frac{2}{\eta}}} \right] \left[ \frac{1_{|s-r_c| \leq \frac{1}{10}}}{|s-r_c|^{1 + \frac{1}{\eta}}} + \frac{1}{\langle s-r_c \rangle^{1 + \frac{1}{\eta}}} \right] |\varphi(r)f(s)| ds dr ds_c \lesssim ||\varphi||_{L^2} \| f \|_{L^2}.
$$

For the term first term (due to $1_{\text{strange}}$), we first note that

$$
\sup_{r_c \leq 1} \int_{\mathbb{R}_+} |f(s)| \left[ \frac{1_{|s-r_c| \leq \frac{1}{10}}}{|s-r_c|^{1 + \frac{2}{\eta}}} + \frac{1}{\langle s-r_c \rangle^{1 + \frac{1}{\eta}}} \right] ds \lesssim \| f \|_{L^2} \sup_{r_c \leq 1} \left[ \frac{1_{|s-r_c| \leq \frac{1}{10}}}{|s-r_c|^{1 + \frac{1}{\eta}}} + \frac{1}{\langle s-r_c \rangle^{1 + \frac{1}{\eta}}} \right] \| f \|_{L^2}^{ds} \lesssim \| f \|_{L^2},
$$

so that we only are left to bound

$$
\int_{\mathbb{R}_+^3} |\varphi(r)| \left[ \frac{1_{r \leq \frac{1}{10}}}{r^{\frac{1}{2} - \frac{2}{\eta}}} + \frac{1}{\langle r \rangle^{\frac{1}{2} + \frac{2}{\eta}}} \right] dr dr_c \lesssim \| \varphi \|_{L^2} \| \left[ \frac{1_{r \leq \frac{1}{10}}}{r^{\frac{1}{2} - \frac{2}{\eta}}} \right] \|_{L^2(\{ r \leq \frac{1}{10} \})} \| \left[ \frac{1_{r \leq \frac{1}{10}}}{r^{\frac{1}{2} - \frac{2}{\eta}}} \right] \|_{L^1(\{ r \leq \frac{1}{10} \})} \lesssim \| \varphi \|_{L^2}.
$$

Combining the above, we arrive at

$$
\int_{\mathbb{R}_+^3} 1_{r_c \leq 1} \mathcal{J}(r, s_0, s, r_c) f(s) |\varphi(r)| ds ds_0 dr ds_c dr \lesssim \varepsilon^\frac{2}{\eta} \| \varphi \|_{L^2} \| f \|_{L^2} \to 0 \quad \text{as} \quad \varepsilon \to 0
$$

which is the desired estimate, and concludes the proof of the lemma.

\[\square\]

**Corollary C.6.** Let $0 \leq j \leq k-1$, and $0 \leq \ell, \ell_1, \ell_2$ be such that $\ell + \ell_1 + \ell_2 \leq j$. Assume that the functions $\mathcal{B}_{\varepsilon, 1}$ and $\mathcal{B}_{\varepsilon, 2}$ in (C.7) are given by (C.3)-(C.4), where $B_{\ell_1}^{(1)}$ is a suitable $(2\ell_1, \ell_1 + \eta/2)$ kernel of type I or II, and $B_{\ell_2}^{(2)}$ is a suitable $(2\ell_2, \ell_2 + \eta/2)$ kernel of type I or II. Then the operator $L_{\varepsilon, c}$ defined in (C.7) vanishes in $L^2(\{ r \leq \frac{1}{10} \})$ as $\varepsilon \to 0$.

**Proof of Corollary C.6.** We recall that the following estimates are available

$$
|B_{\ell, \varepsilon}^{(1)}(r, s_0, r_c)| \lesssim |u'_{\varepsilon}(s_0)| \mathcal{B}(r, s_0) \mathcal{K}(r, s_0, r_c) L_{2\ell_1, \ell_1 + \eta/2}(r, s_0)
$$

$$
|B_{\ell, \varepsilon}^{(2)}(s_0, r_c)| \lesssim |u_{\varepsilon}(s)| \mathcal{B}(s_0, s_0) \mathcal{K}(s_0, s_0, r_c) L_{2\ell_2, \ell_2 + \eta/2}(s_0, s)
$$

on $\mathbb{R}_+^3$, where as before we recall the definitions

$$
\mathcal{B}(r, s) = \left( 1_{s < \frac{r^{k-\frac{1}{2}}}{s^{k+\frac{1}{2}}} + 1_{s > \frac{r^{k+\frac{1}{2}}}{s^{k-\frac{1}{2}}}} \right) \langle s \rangle^4
$$

(C.24)
\[ \mathbb{K}(r, s, r_c) = 1_{r_c \geq 1} + 1_{r_c \leq 1} \left( 1_{s < r < r_c} + 1_{s < r < r_c < 1} r_c^2 r^2 + 1_{s < r < 1 < r_c} r^2 + 1_{r_c < s < r} s^2 + 1_{r_c < s < 1 < r} s^2 + 1_{1 < s < r} + 1_{r_c < s < r} + 1_{r_c < s < r < 1} r_c^2 r^2 + 1_{r_c < s < 1 < r} r^2 + 1_{r_c < s < 1} r^2 + 1_{1 < s < r} \right) \]

\[ \mathcal{L}_{L, \ell}(r, s) = k^\ell \left( \max \left\{ \frac{1}{r^2}, \frac{1}{s^2}, \frac{1}{r^2 s^2} \right\} \right)^\ell. \]

Recalling the definition of the weights \( w_{F, \delta} \) we obtain that

\[ \mathcal{W}(r, s, s_0) := \left[ 1_{r \leq 1} + 1_{r \geq 1} \right] \left[ 1_{s \leq 1} s^{\delta + \frac{1}{2}} + 1_{s \geq 1} \right] \mathcal{B}(r, s_0) \mathbb{K}(r, s). \]

Estimate (C.26) requires some care in proving and we defer the proof to the Subsection C.1.4. With this notation, and by definition

\[ \mathcal{B}_0(r, s_0, s, r_c) \]

The above defined function \( \mathcal{B}_0 \) is explicit, and we need to verify that it obeys condition (C.10). Note that the terms due to the \( \eta \) corrections in \( \mathcal{L} \) are already incorporated in the \( \{(\max\{r^2, r^{-2}, s^2, s^-2, s_0^2, s_0^{-2}\})^\eta \} \) term on the right side of (C.10), so that we ignore these factors from here on, working as if \( \eta = 0 \). This is done by considering the possible orderings of \( r, s_0, s, \) and \( r_c \). It is useful to denote by

\[ \mathcal{W}(r, s, s_0) \lesssim 1. \]
Case $r_c < 1$. From condition (C.10) we need to show that

\[
\mathcal{J}_{r_c \leq 1} := 1_{r_c \leq 1} \left( 1_{\text{strange}} \frac{r^{\frac{1}{2}} (s)^{\frac{1}{2}}}{s^{\frac{1}{2}}} + (1 - 1_{\text{strange}}) \right) (1_{r \leq 1} 1_{r_c \leq 2r} + 1_{r \geq 1}) \\
\times \left[ \frac{1_{\frac{k}{2} \leq r \leq 1}}{r^{2 - \frac{k}{2}}} + 1_{r \geq 1} \right] \left[ 1_{s \leq 1} s^{\frac{2}{2} - \frac{4}{k}} + \frac{1_{s \geq 1}}{s^{2 - \frac{4}{k}}} \right] \mathcal{K}(r, s_0, r_c) \mathcal{K}(s_0, s, r_c) \tag{C.29}
\]

is uniformly bounded in $r, r_c, s, s_0$. As in the case $r_c > 1$, since $\mathcal{K}(s_0, s, r_c) \leq 1$, $\mathcal{K}(r, s_0, r_c) \leq 1$, it is clear that proving the uniform boundedness of the term $\mathcal{J}_{r_c \leq 1}$ defined in (C.29), resumes to checking the uniform boundedness of $\mathcal{J}_{r_c \leq 1} 1_{r \leq 1}$. Indeed, when $s \leq r$ the quotient $(s/r)^{1/2} - \delta/4 \lesssim 1$, and no singularity at $r \ll 1$ arises. This issue is avoided altogether if $r \geq 1$. Thus, we see that our desired estimate $\mathcal{J}_{r_c \leq 1}$ reduces to proving the uniform boundedness of

\[
\mathcal{J}_{r_c \leq 1} 1_{\frac{k}{2} \leq r \leq 1} 1_{r \leq s} = \mathcal{J}_{r_c \leq 1}^{(1)} + \mathcal{J}_{r_c \leq 1}^{(2)} \\
:= 1_{r_c \leq 1} \left( 1_{\text{strange}} \frac{r^{\frac{1}{2}} (s)^{\frac{1}{2}}}{s^{\frac{1}{2}}} + (1 - 1_{\text{strange}}) \right) \left[ \frac{1_{\frac{k}{2} \leq r \leq 1}}{r^{2 - \frac{k}{2}}} + 1_{r \geq 1} \right] \left[ 1_{s \leq 1} s^{\frac{2}{2} - \frac{4}{k}} + \frac{1_{s \geq 1}}{s^{2 - \frac{4}{k}}} \right] \mathcal{K}(r, s_0, r_c) \mathcal{K}(s_0, s, r_c) \tag{C.30}
\]

where the decomposition is based on $s \leq 1$ or $s \geq 1$.

When $s \leq 1$, and either $s \leq 2r_c$ or $s \geq 2r$, the quotient $(s/r)^{1/2} - \delta/4$ is bounded by a universal constant, so we are left to consider the case $s \geq 2r$ and $s \geq 2r_c$, which is precisely the support of $1_{\text{strange}}$. Therefore, the boundedness of $\mathcal{J}_{r_c \leq 1}^{(1)}$ reduces to the boundedness of

\[
\mathcal{J}_{r_c \leq 1} 1_{\text{strange}} = 1_{\text{strange}} s^{\frac{2}{2} - \frac{4}{k}} \left( \frac{1_{s \leq 1}}{s^{2 - \frac{4}{k}}} \right) \mathcal{K}(s_0, s, r_c) \mathcal{K}(r, s_0, r_c).
\]

At this stage the specific form of $\mathcal{K}$ is useful to us. By analyzing the product $\mathcal{K}(s_0, s, r_c) \mathcal{K}(r, s_0, r_c)$ we note that

\[
1_{\frac{k}{2} \leq r \leq s \leq 1} 1_{r_c \leq 1} \mathcal{K}(s_0, s, r_c) \mathcal{K}(r, s_0, r_c)
= 1_{s_0 \leq r_c \leq s \leq 1} 1_{s \leq s_0} \left( \frac{r^2}{s^2} + 1_{r \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{r \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{r \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{r \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} \right)
+ 1_{\frac{k}{2} \leq r} \left( 1_{s_0 \leq r \leq s \leq r_c} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} \right)
+ 1_{\frac{k}{2} \leq r} \left( 1_{s_0 \leq r \leq s \leq r_c} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} \right)
\leq 1_{s_0 \leq r \leq s \leq 1} 1_{s \leq s_0} \left( \frac{r^2}{s^2} + 1_{r \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} \right)
+ 1_{\frac{k}{2} \leq r} \left( 1_{s_0 \leq r \leq s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} \right)
+ 1_{\frac{k}{2} \leq r} \left( 1_{s_0 \leq r \leq s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} + 1_{s \leq s_0} 1_{s \leq s_0} \frac{r^2}{s^2} \right)
\leq 1_{r \leq s \leq 1} 1_{r \leq s_0} \frac{r^2}{s^2}.
\]

Therefore, since $r \leq s \leq 1$, we are left with

\[
\mathcal{J}_{r_c \leq 1} 1_{\text{strange}} \lesssim 1
\]

which is the needed estimate.
The case \( s \geq 1 \) is treated similarly. When \( s \leq 2r \) or \( s \leq 2r_c \), then since \( r_c \leq r \leq s, r \) is bounded from below, and thus there is no loss of \( r^{-\frac{3}{2} + \frac{1}{2}} \). We are left to consider the support of \( 1_{\text{strange}} \) and bound the term

\[
\int_{r_c \leq 1} 1_{\text{strange}} 1_{s \geq 1} \frac{1}{r^{s-\frac{3}{2} + \frac{1}{2}}} \mathcal{K}(s_0, s, r_c) \mathcal{K}(r, s_0, r_c)
\]

Here we use that

\[
1_{\frac{1}{s} \leq r \leq 1} 1_{s \leq 1} \frac{1}{s^{2 - \frac{3}{2}}} \mathcal{K}(s_0, s, r_c) \mathcal{K}(r, s_0, r_c)
= \left( 1_{s_0 \leq r_c \leq 1} \frac{r^4}{r^2} + 1_{r_c \leq s_0 \leq 1} \frac{s_0^4}{r^2} + 1_{r \leq r \leq s_0 \leq 1} \frac{s_0^2}{r^2} + 1_{r_c \leq r \leq s_0 \leq s \leq r^2} + 1_{r \leq r \leq s_0 \leq s \leq r^2} \right)
\]

\[
\lesssim 1_{\frac{1}{s} \leq r \leq 1} 1_{s \leq 1} r^2 \lesssim 1
\]

Therefore, it follows that

\[
\int_{r_c \leq 1} 1_{\text{strange}} 1_{s \geq 1} \frac{r^2}{s^{2 - \frac{3}{2}}} \lesssim 1
\]

which concludes the proof.

A similar result may be obtained for the weight which has \( \chi_2(r, r_c) \) instead of \( \chi_1(r, r_c) \), but an additional argument has to be given to control the region in which \( r_c \) is much larger than all the other parameters. We have:

**Corollary 7.** Let \( 0 \leq j \leq k - 1 \), and \( 0 \leq \ell_1, \ell_2 \) be such that \( \ell + \ell_1 + \ell_2 \leq j \). Assume that the functions \( \mathcal{B}_{\ell_1, c} \) and \( \mathcal{B}_{\ell_2, c} \) in (C.7) are given by (C.5)–(C.6), where \( B^{(1)}_{\ell, c} \) is a suitable \((2\ell_1, \ell_1 + \eta/2)\) kernel of type I or II, and \( B^{(2)}_{\ell, c} \) is a suitable \((2\ell_2, \ell_2 + \eta/2)\) kernel of type I or II. Then the operator \( L_{\ell, c} \), defined in (C.7) vanishes in \( L^2(dx) \) as \( \varepsilon \to 0 \).

**Proof of Corollary 7.** The proof is nearly identical to the proof of Corollary C.6, so we only emphasize here the points which are different. As noted below Theorem C.3, the main difference is that a factor of \( r^2(r_c)^2 \) enters the estimates. Using the definition of \( 1_{\text{strange}} \), we see that instead of checking the uniform boundedness of the expression in (C.28), we are left to check the uniform boundedness of the new expression

\[
\int (r, s_0, s, r_c) := 1_{s_0 \leq r_c} \frac{r^2(r_c)^2}{r^2} \beta(s_0) s_0^{1+3\gamma} 1_{2r_c \leq r} \frac{1}{s^{2 - \frac{3}{2}}} \left[ 1_{s \leq 1} s^{\frac{5}{2} - \frac{3}{2} + \frac{1}{s^{2 - \frac{3}{2}}} + 1_{s \geq 1}} \right] \mathcal{K}(r, s_0, r_c) \mathcal{K}(s_0, s, r_c)
\]

Since \( \mathcal{K}(r, s_0, r_c) \mathcal{K}(s_0, s, r_c) \leq 1 \), the boundedness in the regions \( s \leq r_c \leq 1 \) and \( 1 \leq r_c \leq 2s \) follows immediately. Moreover, for the region \( 1 \leq 1_{s \geq r_c} \) we explicitly check that

\[
1_{r \leq 1} 1_{s \geq r} 1_{2r_c \leq r} 1_{r \leq 1} \frac{s^2}{r^2} \mathcal{K}(r, s_0, r_c) \mathcal{K}(s_0, s, r_c)
\]

\[
\lesssim 1_{r \leq 1} 1_{s \geq r} 1_{2r_c \leq r} 1_{r \leq 1} \left[ 1_{s \leq 1} + 1_{s \leq s_0 + s_0} + 1_{s \leq 1} \right] \lesssim 1
\]

We are left to consider the region where \( 1_{r_c \geq 1} 1_{s \leq r_c} \). If \( r_c \leq s_0 \), we can absorb the bad power of \( r_c^{-\frac{3}{2} + \frac{1}{2}} \) into \( s_0^{-\frac{3}{2}} \), and use that \( \beta(s_0) s_0^{1+3\gamma} \leq 1 \) to obtain the desired boundedness. However, in the case \( r_c \geq 2r, 2s, 2s_0, 2 \), there is nothing to make the above term, and a different argument is needed.

We recall that in the definition of \( \chi_2(r, r_c) \) we have the cut-off function \( \chi_1(r_c) \), which restricts our attention to \( r_c \leq -\frac{1}{c}r_s \) for some \( s > 0 \). Here this information is used essentially. We start from the beginning of the proof of Lemma C.5, namely from (C.11), and focus only on the remaining region \( 1_{r \leq 1} 1_{2r \leq r_c} 1_{r \geq 1} 1_{s \leq r_c} 1_{2s_0 \leq r_c} \). We are instead left to consider the convergence as \( \varepsilon \to 0 \) of

\[
\int 1_{r \leq 1} 1_{2r \leq r_c} 1_{r \geq 1} \frac{|u(r)-u(r_c)|}{(u(r)-u(r_c))^2 + \varepsilon^2} \frac{|u'(s)|}{(u'(s))^2 + \varepsilon^2} \mathcal{K}(s_0, s, r_c) \mathcal{K}(r, s_0, r_c)
\]
By appealing to (C.26) and the boundedness of \( \mathbb{K} \), similarly to (C.28) we obtain that
\[
\mathcal{J}(r, s_0, s, r_c) \lesssim \frac{|u'(r_c)|}{\sqrt{(u(r) - u(r_c))^2 + \varepsilon^2}} \frac{|u'(s)|}{\sqrt{(u(s) - u(r_c))^2 + \varepsilon^2}} \frac{\varepsilon |u'(s_0)|}{(u(s) - u(r_c))^2 + \varepsilon^2}
\]
\[
 \times \frac{\chi_I(r_c)\epsilon^2 r_c^3}{(s_0 - \varepsilon)^2} (\mathcal{B}(r, s_0)\mathbb{K}(r, s_0, r_c)\mathcal{L}_{\ell_1, \ell_1 + \eta/2}(r, s_0)\mathbb{K}(s_0, r_c)\mathcal{L}_{\ell_1, \ell_1 + \eta/2}(s_0, s)}
\]
\[
 \times |f(s)| \varepsilon \| \varphi(r) \| \, ds \, ds_0 \, dr_c,
\]
\[
=: \int_{\mathbb{R}^4_+} \mathcal{J}(r, s_0, s, r_c)|f(s)| \varepsilon \| \varphi(r) \| \, ds \, ds_0 \, dr_c \, dr.
\]

By using properties of the cut-off \( r_c \leq 1 \), \( 2r_c, 2s_0 \leq r_c \), and estimates (C.12) and (C.19) in the region \( |\rho - t| \geq \frac{1}{10} \) relevant here. As above, we first take care of the integral with respect to \( s_0 \)
\[
\int_0^\infty \frac{1}{(s_0 - \varepsilon)^{\frac{\alpha}{1+\varepsilon}}} \, ds_0 \lesssim 1
\]
in view of the decay rate of \( \beta \). To conclude the proof and obtain the desired vanishing as \( \varepsilon \to 0 \), we are left to show the boundedness of
\[
\int_{\mathbb{R}^4_+} \frac{1}{(r_c)^{\frac{\alpha}{1+\varepsilon}}} r_c \mathcal{J}(r, s_0, r_c) \, ds_0 \lesssim 1
\]
\[
\lesssim \| f \|_{L^2(ds_0)} \| \varphi \|_{L^2(dr)} \| 1_{s_0 \leq 1 s_0 \leq 1 s_0 \leq 1} \|_{L^2(ds_0)} \| r_c \|_{L^2(ds_0)} \| \varphi \|_{L^2(dr_0)}.
\]
This concludes the proof of the corollary, upon passing \( \varepsilon \to 0 \). \( \square \)

### C.1.2 Identifying the leading order operator near the \( s_0 = r_c \) diagonal

In this section we consider the set
\[
\left\{ |s_0 - r_c| \leq \frac{r_c}{\varepsilon} \right\}
\]
and show that the contribution to the operator \( L_c \) in (C.1) coming from the operators
\[
L_c, \mathcal{J} f(r) = \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty (u(r) - u(r_c)) u'(r_c) (u(s) - u(r_c)) u'(s) \varepsilon u'(s_0)
\]
\[
\times \left( u(r) - u(r_c) \right)^2 + \varepsilon^2 \left( u(s) - u(r_c) \right)^2 + \varepsilon^2 \left( u(s_0) - u(r_c) \right)^2 + \varepsilon^2
\]
where the right side vanishes in $L^2(d r)$. The goal is to establish a result which is similar to Lemma C.5. Once achieved, such a result shows that

$$\mathcal{L}_{\varepsilon, A}[f](r) = \int_0^\infty \int_0^\infty \left( \begin{array}{c} 1_{|s_0 - r_c| \leq \frac{\varepsilon}{2}} (f(r, s_0, r_c) - \mathfrak{B}_{\varepsilon, 1}(r, s_0, r_c)) \mathfrak{B}_{\varepsilon, 2}(s_0, s, r_c) \right) ds_0 ds r_c \quad \mathrm{and} \quad (\mathrm{C.39})$$

is nearly identical to bound (C.16), and in particular once the \( \varepsilon \) in $\mathcal{L}_{\varepsilon, A}[f]$ is absorbed by the bound on \( \mathfrak{B}_0 \) which obeys the bound (C.10). Then, if \( f \in L^2(ds) \), we have that the operator $\mathcal{L}_{\varepsilon, A}[f]$, defined in (C.34), vanishes as \( \varepsilon \to 0 \), in $L^2(dr)$.

**Proof of Lemma C.8.** The proof closely follows the proof of Lemma C.5. Similarly to (C.11), the lemma reduces to showing that the function

$$\mathcal{J}(r, s_0, s, r_c) := \frac{1}{(u(r) - u(r_c))^2 + \varepsilon^2} \frac{|(u(s) - u(r_c))u'(s)|}{(u(s) - u(r_c))^2 + \varepsilon^2} \frac{|u'(s_0)|^2}{|u'(s_0)|} \frac{|s_0 - r_c|}{r_c^2} \mathfrak{B}_0(r, s_0, s, r_c)$$

obey the inequality

$$\int_{\mathbb{R}^+} \mathcal{J}(r, s_0, s, r_c)|\varphi(r)|f(s)|ds_0 ds dr d r_c \leq \varepsilon \|\varphi\|_{L^2} \|f\|_{L^2}.$$

The power law $\varepsilon^{\frac{1}{2}}$ is rather arbitrary.

**Case \( r_c \geq 1 \).** Note that estimates (C.14) and (C.15) hold as is, since they are independent of the bound $|s_0 - r_c| \leq \frac{\varepsilon}{2}$. Since \( r_c \geq 1 \) and \( k \geq 2 \), this restriction implies that $s_0 \geq \frac{1}{2} \geq \frac{1}{2}$, and we may thus replace (C.16) with

$$\frac{1}{r_c} 1_{|s_0 - r_c| \leq \frac{\varepsilon}{2}} \frac{e^{1 - \frac{\varepsilon}{2}} |s_0 - r_c| |u'(s_0)|}{(u(s_0) - u(r_c))^2 + \varepsilon^2} \leq \frac{1}{r_c} 1_{|s_0 - r_c| \leq \frac{\varepsilon}{2}} \frac{|u'(s_0)|}{(u(s_0) - u(r_c))^2 + \varepsilon^2} \left( \frac{|u'(s_0)|}{(u(s_0) - u(r_c))^2 + \varepsilon^2} \right)^{1 + \frac{1}{2}}$$

$$\leq (s_0)^{3/4} \left( 1_{|s_0 - r_c| \geq \frac{1}{4}} \frac{1}{k^7 (s_0)^{1 + \frac{1}{2}}} + 1_{|s_0 - r_c| \leq \frac{1}{4}} \frac{1}{|s_0 - r_c|^{1 + \frac{1}{2}}} \right).$$

Estimate (C.39) is nearly identical to bound (C.16), and in particular once the $\langle s_0 \rangle^{3/4}$ is absorbed by the bound on \( \mathfrak{B}_0 \), the resulting object is integrable in $s_0$, with a bound that is $O(1)$ with respect to $s$, $r_c$, and $r$. All the following arguments in the proof of Lemma C.5, for the case $r_c \geq 1$ follow line by line in this case too. To avoid redundancy we omit these details.

**Case \( r_c < 1 \).** As before, the bounds (C.20) and (C.21) hold as is, since they are independent of the restriction $|s_0 - r_c| \leq \frac{\varepsilon}{2}$. For $r_c \leq 1$, the later restriction implies $|s_0 - r_c| \leq \frac{1}{10}$ and also $s_0 \leq \frac{1}{10}$, and thus (C.22) needs to be replaced by

$$\frac{1}{r_c} 1_{|s_0 - r_c| \leq \frac{\varepsilon}{2}} \frac{e^{1 - \frac{\varepsilon}{2}} |s_0 - r_c| |u'(s_0)|}{(u(s_0) - u(r_c))^2 + \varepsilon^2} \leq \frac{1}{r_c} 1_{|s_0 - r_c| \leq \frac{1}{10}} \frac{s_0^{5/2} 1_{|s_0 - r_c| \leq \frac{1}{10}}}{r_c^2 |s_0 - r_c|^{1 - \frac{1}{2}}} \leq \langle s_0 \rangle^{3/4} \frac{1}{r_c^2} \frac{1}{r_c^2} \frac{1}{s_0 - r_c}^{1 + \frac{1}{2}}.$$
In the last inequality we have used that \( r_c \leq 1 \), with the purpose of showing that the right side of \((C.40)\) is nearly identical to the first term on the right side of \((C.22)\). In particular, integrating \((C.40)\) with respect to \( s_0 \) we obtain the same estimate as in the proof of Lemma \(C.5\). All the following arguments in the proof of Lemma \(C.5\), for the case \( r_c \leq 1 \) follow line by line in this case too. To avoid redundancy we omit these details.

The proof of Lemma \(C.8\) clearly implies, mutatis mutandi, also the following result:

**Lemma C.9.** Let \( \delta \in (0, \frac{1}{2}) \) and assume that for some \( \gamma \in (0, \frac{1}{2}) \) we have that

\[
1_{|s_0-r_c| \leq \frac{|\epsilon|}{2}} |\mathcal{B}_{\epsilon,1}(r, s_0, r_c)| \frac{r_2}{|s_0-r_c|} \left| \frac{\mathcal{B}_{\epsilon,2}(s_0, s, r_c) - \mathcal{B}_{\epsilon,2}(r_c, s, r_c)}{|s_0-r_c|} \right| \lesssim \mathcal{B}_0(r, s_0, s, r_c)
\]  

(C.41)

holds for some \( \epsilon \)-independent function \( \mathcal{B}_0 \) which obeys \((C.10)\). Then, if \( f \in L^2(ds) \), we have that the operator \( L_{\epsilon,3}[f] \), defined in \((C.35)\), vanishes as \( \epsilon \to 0 \) in \( L^2(dr) \).

**Remark C.10.** We note here that assumptions \((C.37)\) and \((C.41)\) may be replaced with the dual pair of conditions

\[
1_{|s_0-r_c| \leq \frac{|\epsilon|}{2}} |\mathcal{B}_{\epsilon,1}(r, s_0, r_c)| \frac{r_2}{|s_0-r_c|} \left| \frac{\mathcal{B}_{\epsilon,2}(s_0, s, r_c) - \mathcal{B}_{\epsilon,2}(r_c, s, r_c)}{|s_0-r_c|} \right| \lesssim \mathcal{B}_0(r, s_0, s, r_c)
\]  

(C.42)

\[
1_{|s_0-r_c| \leq \frac{|\epsilon|}{2}} r_2 \left| \frac{\mathcal{B}_{\epsilon,1}(r, s_0, r_c) - \mathcal{B}_{\epsilon,1}(r, r_c, r_c)}{|s_0-r_c|} \right| \lesssim \mathcal{B}_0(r, s_0, r_c)
\]  

(C.43)

where \( \mathcal{B}_0(r, s_0, s, r_c) \) obeys \((C.10)\).

Lastly, similarly to Corollary \(C.6\), we have that:

**Corollary C.11.** Let \( 0 \leq j \leq k - 1 \), and \( 0 \leq \ell, \ell_1, \ell_2 \) be such that \( \ell + \ell_1 + \ell_2 \leq j \). Assume that the functions \( \mathcal{B}_{\epsilon,1} \) and \( \mathcal{B}_{\epsilon,2} \) in \((C.34)\) and \((C.35)\) are given by either \((C.3)-(C.4)\), or \((C.5)-(C.6)\), where either \( B^{(1)}_{\ell,\epsilon} \) is a suitable \((2\ell_1, 1)\) kernel of type II and \( B^{(2)}_{\ell,\epsilon} \) is a suitable \((2\ell_2, \ell_2)\) kernel of type I, or \( B^{(2)}_{\ell,\epsilon} \) is a suitable \((2\ell_1, \ell_1 + \eta/2)\) kernel of type I and \( B^{(1)}_{\ell,\epsilon} \) is a suitable \((2\ell_2, \ell_2 + \eta/2)\) kernel of type II. Then the operators \( L_{\epsilon,2} \) and \( L_{\epsilon,3} \) defined in \((C.34)\) and \((C.35)\), vanish in \( L^2(dr) \) as \( \epsilon \to 0 \).

The proof of the corollary follows from the definition of being a kernel of type I, respectively II, and the proof of Corollaries \(C.6\) and \(C.7\). Indeed, the definitions of the kernel types precisely show that the conditions of Lemmas \(C.8\) and \(C.9\) are satisfied. Also here, we note that for the weight \((C.5)-(C.6)\) a separate argument must be carried out in the region \( \{ r \leq 1 \leq r_c \} \cap \{ 2r, 2s, 2s_0 \leq r_c \} \), as in the proof of Corollary \(C.7\).

**C.1.3 Convergence of the operator with \( s_0 = r_c \)**

In this section we give the proof of Theorem \(C.1\). In view of Lemmas \(C.5, C.8, \) and \(C.9\), we have shown that under the conditions \((C.8), (C.37), \) and \((C.41)\), (see also Remark \(C.10\) for a dual pair of conditions), we have that

\[
\lim_{\epsilon \to 0} \|L_{\epsilon} - L_{\epsilon,4}\|_{L^2 \to L^2} = 0
\]  

(C.44)

where the operator \( L_{\epsilon,4} \) is defined in \((C.36)\), and may be rewritten as

\[
L_{\epsilon,4}[f] = \int_{0}^{\infty} \int_{0}^{\infty} \frac{(u(r) - u(r_c))u'(r_c)}{(u(r) - u(r_c))^2 + \varepsilon^2} \frac{(u(s) - u(r_c))u'(s)}{(u(s) - u(r_c))^2 + \varepsilon^2} \mathcal{B}_{\epsilon,1}(r, r_c, r_c) \mathcal{B}_{\epsilon,2}(r_c, s, r_c) \times \left( \arctan \left( \frac{u(k+1)/k - u(r_c)}{\varepsilon} \right) + \arctan \left( \frac{u(r_c) - u(k-1)/k - r_c}{\varepsilon} \right) \right) f(s) ds dr_c
\]  

(C.45)

upon performing the explicit integration in \( s_0 \). Therefore, computing the limiting operator for \( L_{\epsilon} \) reduces to computing the limiting operator for \( L_{\epsilon,4} \). For this purpose, we consider an arbitrary \( \varphi \in L^2(dr) \) and compute as before

\[
\langle L_{\epsilon,4}[f](r), \varphi(r) \rangle = \int_{0}^{\infty} \left( \arctan \left( \frac{u(k+1)/k - u(r_c)}{\varepsilon} \right) + \arctan \left( \frac{u(r_c) - u(k-1)/k - r_c}{\varepsilon} \right) \right)
\]
\[ \times \left( \int_0^\infty \frac{(u(r) - u(r_c))u'(r_c)}{(u(r) - u(r_c))^2 + \varepsilon^2} B_{\varepsilon,1}(r, r_c, r_c) \varphi(r) \, dr \right) \]
\[ \times \left( \int_0^\infty \frac{(u(s) - u(r_c))u'(s)}{(u(s) - u(r_c))^2 + \varepsilon^2} B_{\varepsilon,2}(r_c, s, r_c) f(s) \, ds \right) \, dr_c \]
\[ =: \int_0^\infty \left( \arctan \left( \frac{u(\frac{k+1}{k} r_c) - u(r_c)}{\varepsilon} \right) + \arctan \left( \frac{u(r_c) - u(\frac{k+1}{k} r_c)}{\varepsilon} \right) \right) M_{\varepsilon,1}[\varphi](r_c) M_{\varepsilon,2}[f](r_c) \, dr_c \tag{C.46} \]

where we have denoted the operators
\[ M_{\varepsilon,1}[g](r_c) = \int_0^\infty \frac{(u(r) - u(r_c))u'(r)}{(u(r) - u(r_c))^2 + \varepsilon^2} m(r_c) u'(r) \varphi(r) \, dr \tag{C.47} \]
\[ M_{\varepsilon,2}[g](r_c) = \int_0^\infty \frac{(u(r) - u(r_c))u'(s)}{(u(s) - u(r_c))^2 + \varepsilon^2} m(r_c) B_{\varepsilon,2}(r_c, s, r_c) g(s) \, ds \tag{C.48} \]

and the weight \( m(r_c) \) is at our discretion. Assume for the moment that we can show for a fixed function \( g \in L^2(\mathbb{R}^+) \) that we have
\[ \lim_{\varepsilon \to 0} M_{\varepsilon,1}[g](r_c) = M_{0,1}[g](r_c) := p.v. \int_0^\infty \frac{u'(r)}{u(r) - u(r_c)} \frac{u'(r_c)}{m(r_c)u'(r)} \varphi(r) \, dr \text{ in } L^2(dr_c) \tag{C.49} \]
and
\[ \lim_{\varepsilon \to 0} M_{\varepsilon,2}[g](r_c) = M_{0,2}[g](r_c) := p.v. \int_0^\infty \frac{u'(s)}{u(s) - u(r_c)} m(r_c) B_{\varepsilon,2}(r_c, s, r_c) g(s) \, ds \text{ in } L^2(dr_c) \tag{C.50} \]

where
\[ B_{\varepsilon,1}(r, r_c, r_c) = \lim_{\varepsilon \to 0} B_{\varepsilon,1}(r, r_c, r_c) \quad \text{and} \quad B_{\varepsilon,2}(r_c, s, r_c) = \lim_{\varepsilon \to 0} B_{\varepsilon,2}(r_c, s, r_c) \tag{C.51} \]

holds in a sense that is determined by Corollary C.13 below. If (C.49) and (C.50) hold, then by (C.46), the fact that \( |\arctan(\cdot)| \leq \frac{\pi}{2} \), and the Dominated Convergence Theorem, we would have that
\[ \lim_{\varepsilon \to 0} \left| \langle L_{\varepsilon,4}[f](r), \varphi(r) \rangle + \pi \int_0^\infty M_{\varepsilon,1}[\varphi](r_c) M_{\varepsilon,2}[f](r_c) \, dr_c \right| \]
\[ \lesssim \lim_{\varepsilon \to 0} \pi \| M_{\varepsilon,2}[f] - M_{0,2}[f] \|_{L^2_{dr_c}} \| M_{\varepsilon,1}[\varphi] \|_{L^2_{dr_c}} + \lim_{\varepsilon \to 0} \pi \| M_{\varepsilon,2}[f] \|_{L^2_{dr_c}} \| M_{\varepsilon,1}[\varphi] - M_{0,1}[\varphi] \|_{L^2_{dr_c}} \]
\[ + \lim_{\varepsilon \to 0} \int_0^\infty \left( \pi + \arctan \left( \frac{u(\frac{k+1}{k} r_c) - u(r_c)}{\varepsilon} \right) + \arctan \left( \frac{u(r_c) - u(\frac{k+1}{k} r_c)}{\varepsilon} \right) \right) \times |M_{\varepsilon,1}[\varphi](r_c) M_{\varepsilon,2}[f](r_c)| \, dr_c \]
\[ = 0 \tag{C.52} \]

and therefore we have identified the limit in \( L^2(dr_c) \) sense of \( L_{\varepsilon,4}[f] \), finishing the proof of the theorem.

It remains to show that (C.49) and (C.50) hold under a suitable convergence condition of the weight. For this purpose it remains to consider the convergence as \( \varepsilon \to 0 \), in \( L^2(dr_c) \), of the model operator
\[ M_{\varepsilon}[g](r_c) = \int_0^\infty \frac{(u(r) - u(r_c))u'(r)}{(u(r) - u(r_c))^2 + \varepsilon^2} m(r_c)(r_c) g(r) \, dr \quad \text{or} \quad m(r_c)B_{\varepsilon,2}(r, r_c). \tag{C.53} \]

where in view of (C.47)–(C.48) the weight \( m(r_c) \) plays the role of either
\[ \frac{u'(r_c)}{m(r_c)u'(r)} \quad \text{or} \quad m(r_c)B_{\varepsilon,2}(r, r_c). \]

We prove the \( L^2(dr_c) \) convergence of \( M_{\varepsilon} \) under suitable conditions on the difference \( M_{\varepsilon}(r, r_c) - M_{0}(r, r_c) \), and then check that these conditions hold for the specific weights that arise in (C.47)–(C.48). A simple-to-work-with set of assumptions are:
Lemma C.12. Assume that there exists $0 < \zeta \leq \gamma < 1$ such that the following properties hold for all $r, r_c$:

\[ |M_c(r, r_c) - M_0(r, r_c)| \lesssim \varepsilon^5 M(r, r_c) \tag{C.54a} \]
\[ |M_0(r, r_c)| \lesssim M(r, r_c) \tag{C.54b} \]
\[ 1_{|r - r_c| \leq \frac{c}{r^\gamma} |M_0(r, r_c) - M_0(r_c, r_c)| \lesssim \frac{k |r - r_c|^\gamma}{r_c} M(r, r_c) \tag{C.54c} \]

where the $\varepsilon$-independent function $M \geq 0$ is defined by

\[ M(r, r_c) = r_c^\frac{\zeta}{\langle r \rangle^{3\zeta}} \left( 1_{r \leq \langle r \rangle^{\frac{1}{\gamma}}} + 1_{r_c < r \leq \langle r \rangle^{\frac{1}{\gamma}}} \right). \tag{C.55} \]

Then, for any $g \in L^2(dr)$, the operator $M_c[g]$ defined in (C.53) converges as $\varepsilon \to 0$, in $L^2(dr_c)$, to $M_0[g]$, defined by

\[ M_0[g](r_c) = \text{p.v.} \int_0^\infty \frac{u'(r)}{u(r) - u(r_c)} M_0(r, r_c) g(r) dr \]
\[ =: \lim_{\varepsilon \to 0} \int_{|u(r) - u(r_c)| \geq \varepsilon} \frac{u'(r)}{u(r) - u(r_c)} M_0(r, r_c) g(r) dr \tag{C.56} \]

and this limiting operator is bounded on $L^2(dr_c)$, with norm bounded from above by $k\varepsilon$.

Under the assumptions (C.54a)–(C.55), the proof of the above lemma is direct. We give it here for the sake of completeness. However, before giving the proof, we state an immediate corollary, which yields the proof of Theorem C.1.

Lemma C.13. Assume that there exists $0 < \zeta < \frac{\gamma}{3}$, limiting weights $B_{0,1}(r, r_c, r_e)$, $B_{0,2}(r, r_c, r_e)$, and that we may choose a weight $m(r_c) > 0$, which obeys $r_c \partial_r r_c m(r_c)/m(r_c) \lesssim k$, such that the following conditions hold:

\[ |B_{e,1}(r, r_c, r_e) - B_{0,1}(r, r_c, r_e)| \lesssim \varepsilon^5 \frac{r_c^4 m(r_e)}{\langle r \rangle^4} M(r, r_c) \tag{C.57a} \]
\[ |B_{0,1}(r, r_c, r_e)| \lesssim \frac{r^4 m(r_e)}{\langle r \rangle^4} M(r, r_c) \tag{C.57b} \]
\[ 1_{|r - r_c| \leq \frac{c}{r^\gamma} |B_{0,1}(r, r_c, r_e) - B_{0,1}(r_c, r_c, r_e)| \lesssim \frac{k^2 |r - r_c|^\gamma}{r_c^2} \frac{r^4 m(r_c)}{\langle r \rangle^4} M(r, r_c) \tag{C.57c} \]

and

\[ |B_{e,2}(r_c, s, r_e) - B_{0,2}(r_c, s, r_e)| \lesssim \varepsilon^5 \frac{1}{m(r_c)} M(s, r_c) \tag{C.58a} \]
\[ |B_{0,2}(r_c, s, r_e)| \lesssim \frac{1}{m(r_c)} M(s, r_c) \tag{C.58b} \]
\[ 1_{|s - r_c| \leq \frac{c}{r^\gamma} |B_{0,2}(r_c, s, r_e) - B_{0,2}(r_c, r_e, r_e)| \lesssim \frac{k^2 |s - r_c|^\gamma}{r_c^2} \frac{1}{m(r_e)} M(s, r_c) \tag{C.58c} \]

where the function $M(r, r_c)$ is defined by (C.55) above. Then we have that

\[ \lim_{\varepsilon \to 0} L_c[f](r) = L_0[f](r) \quad \text{as bounded operators} \quad L^2 \to L^2, \]

where the operator $L_0$ is defined in (C.2). Moreover, the operator norm of $L_0[f]$ in this space is bounded by $k\varepsilon$.

Lemma C.13 is a direct consequence of Lemma C.12, which implies that (C.52) holds, and we conclude using (C.44). We omit these details. It thus remains to prove Lemma C.12.

Proof of Lemma C.12. Let $\chi_c(r, r_c)$ be defined as in (4.3). For any test function $\varphi \in L^2(dr_c)$, we may decompose

\[ \langle M_c[g], \varphi \rangle = \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c))u'(r)}{(u(r) - u(r_c))^2 + \varepsilon^2} (M_c(r, r_c) - M_0(r, r_c)) g(r) \varphi(r_c) dr dr_c \]
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Similarly, using (C.12) and (C.54b)–(C.54c), which allows us to replace \( \|k\|_{\epsilon} \approx (0) \left\| g(r) \varphi(r_c) \right\|_0 \), we have

\[
\begin{align*}
\left\| \left\langle M^{(0)}_{\epsilon}[g], \varphi \right\rangle \right\| & \lesssim \epsilon^{\frac{1}{2}} \int_0^\infty \int_0^\infty \frac{|u'(r)|}{u(r) - u(r_c)} g(r) \varphi(r_c) dr dr_c \\
& \lesssim \epsilon^{\frac{1}{2}} \int_0^\infty \int_0^\infty \frac{|u'(r)|}{|u(r) - u(r_c)|^{1 - \frac{3}{2}}} \left[ \frac{|1|_{r-r_c| \leq \frac{r}{2}}}{|r-r_c|^{1 - \frac{3}{2}}} + \frac{|1|_{r-r_c| \geq \frac{r}{2}}}{|r-r_c|^{1 - \frac{3}{2}}} \right] \left[ \frac{r^{1 - \frac{3}{2}}}{r_c^{1 - \frac{3}{2}}} + \frac{r^{1 - \frac{3}{2}}}{r_c^{1 - \frac{3}{2}}} \right] |g(r)\varphi(r_c)| dr dr_c \\
& \lesssim \epsilon^{\frac{1}{2}} \int_0^\infty \int_0^\infty \left( \left\| \frac{|1|_{r-r_c| \leq \frac{r}{2}}}{|r-r_c|^{1 - \frac{3}{2}}} \right\|_{L^2_{r,r_c}} + \left\| \frac{1}{|r|^{1 - \frac{3}{2}}} \right\|_{L^2_{r,r_c}} \right) + \left\| \frac{1}{|r|^{1 - \frac{3}{2}}} \right\|_{L^2_{r,r_c}} + \left\| \frac{1}{|r|^{1 - \frac{3}{2}}} \right\|_{L^2_{r,r_c}} \\
& \lesssim \epsilon^{\frac{1}{2}} \|g\|_{L^2} \|\varphi\|_{L^2} \to 0 \quad \text{as} \quad \epsilon \to 0.
\end{align*}
\]

Next compute the limit of the first three terms on the right side of (C.59) vanish as \( \epsilon \to 0 \).

By (C.12) and (C.54)–(C.55), we have

\[
\left\| \left\langle M^{(2)}_{\epsilon}[g], \varphi \right\rangle - \left\langle M^{(2)}[g], \varphi \right\rangle \right\| \lesssim \epsilon^{\frac{1}{2}} \int_0^\infty \int_0^\infty \frac{|u'(r)|}{|u(r) - u(r_c)|^{1 + \frac{3}{2}}} g(r) \varphi(r_c) dr dr_c \\
\lesssim \epsilon^{\frac{1}{2}} k \int_0^\infty \int_0^\infty \frac{|u'(r)|}{|r-r_c|^{1 + \frac{3}{2}}} \left[ \frac{|1|_{r-r_c| \leq \frac{r}{2}}}{|r-r_c|^{1 + \frac{3}{2}}} + \frac{|1|_{r-r_c| \geq \frac{r}{2}}}{|r-r_c|^{1 + \frac{3}{2}}} \right] \left[ \frac{r^{1 + \frac{3}{2}}}{r_c^{1 + \frac{3}{2}}} + \frac{r^{1 + \frac{3}{2}}}{r_c^{1 + \frac{3}{2}}} \right] |g(r)\varphi(r_c)| dr dr_c \\
\lesssim \epsilon^{\frac{1}{2}} k \int_0^\infty \int_0^\infty \left( \left\| \frac{|1|_{r-r_c| \leq \frac{r}{2}}}{|r-r_c|^{1 + \frac{3}{2}}} \right\|_{L^2_{r,r_c}} + \left\| \frac{1}{|r|^{1 + \frac{3}{2}}} \right\|_{L^2_{r,r_c}} \right) + \left\| \frac{1}{|r|^{1 + \frac{3}{2}}} \right\|_{L^2_{r,r_c}} \\
\lesssim \epsilon^{\frac{1}{2}} k \|g\|_{L^2} \|\varphi\|_{L^2} \to 0 \quad \text{as} \quad \epsilon \to 0.
\]

Similarly, using (C.12) and (C.54b)–(C.54c), which allows us to replace \( \gamma \) with \( \zeta \) in (C.54c) since \( \zeta \leq \gamma \), we get

\[
\left\| \left\langle M^{(2)}_{\epsilon}[g], \varphi \right\rangle - \left\langle M^{(2)}[g], \varphi \right\rangle \right\| \lesssim \epsilon^{\frac{1}{2}} k \int_0^\infty \int_0^\infty \frac{|u'(r)|}{|r-r_c|^{1 + \frac{3}{2}}} g(r) \varphi(r_c) dr dr_c \\
\lesssim \epsilon^{\frac{1}{2}} k \int_0^\infty \int_0^\infty \frac{|u'(r)|}{|r-r_c|^{1 + \frac{3}{2}}} \left[ \frac{|1|_{r-r_c| \leq \frac{r}{2}}}{|r-r_c|^{1 + \frac{3}{2}}} + \frac{|1|_{r-r_c| \geq \frac{r}{2}}}{|r-r_c|^{1 + \frac{3}{2}}} \right] \left[ \frac{r^{1 + \frac{3}{2}}}{r_c^{1 + \frac{3}{2}}} + \frac{r^{1 + \frac{3}{2}}}{r_c^{1 + \frac{3}{2}}} \right] |g(r)\varphi(r_c)| dr dr_c \\
\lesssim \epsilon^{\frac{1}{2}} k \int_0^\infty \int_0^\infty \left( \left\| \frac{|1|_{r-r_c| \leq \frac{r}{2}}}{|r-r_c|^{1 + \frac{3}{2}}} \right\|_{L^2_{r,r_c}} + \left\| \frac{1}{|r|^{1 + \frac{3}{2}}} \right\|_{L^2_{r,r_c}} \right) + \left\| \frac{1}{|r|^{1 + \frac{3}{2}}} \right\|_{L^2_{r,r_c}} \\
\lesssim \epsilon^{\frac{1}{2}} k \|g\|_{L^2} \|\varphi\|_{L^2} \to 0 \quad \text{as} \quad \epsilon \to 0.
\]

Moreover, a bound similar to the above shows that

\[
\left\| \left\langle M^{(2)}_{\epsilon}[g], \varphi \right\rangle \right\| \lesssim k \|g\|_{L^2} \|\varphi\|_{L^2}
\]

so that the limiting operator \( M^{(2)} \) is bounded on \( L^2 \).

In a similar fashion, by using (C.12), (C.19), and (C.54b), we arrive at

\[
\left\| \left\langle M^{(1)}_{\epsilon}[g], \varphi \right\rangle - \left\langle M^{(1)}[g], \varphi \right\rangle \right\| \lesssim \epsilon^{\frac{1}{2}} \int_0^\infty \int_0^\infty \frac{|u'(r)|}{|u(r) - u(r_c)|^{1 + \frac{3}{2}}} g(r) \varphi(r_c) dr dr_c
\]
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Thus, if we can show that the operator $\varepsilon$ therefore, in order to conclude the proof of Lemma C.12, it remains to show that $M$. We note that since $\varepsilon \lesssim \varepsilon_0$, by (C.60), (C.63)–(C.64), and (C.61)–(C.62), we know that the first three terms on the right side of (C.59) converge as $\varepsilon \to 0$ to bounded operators on $L^2(dr_c)$. Moreover, a bound similar to the above shows that

$$
\left| \left\langle M^{(1)}_0[g], \varphi \right\rangle \right| \lesssim \|g\|_{L^2} \|\varphi\|_{L^2}
$$

so that the limiting operator $M^{(1)}_0$ is bounded on $L^2$.

Thus, by (C.60), (C.63)–(C.64), and (C.61)–(C.62), we know that the first three terms on the right side of (C.59) converge as $\varepsilon \to 0$ to bounded operators on $L^2(dr_c)$. Lastly, we need to consider the fourth operator on the right side of (C.59), namely

$$
M^{(3)}[g](r_c) = \mathfrak{M}_0(r_c, r_c) \int_0^\infty \frac{u'(r)(u(r) - u(r_c))}{(u(r) - u(r_c))^2 + \varepsilon^2} \chi_c(r, r_c) g(r) dr.
$$

We note that since $u: [0, \infty) \to (0, u(0))$ is a bijection, hence upon making a change of variables, we have that

$$
\|f(r_c)\|_{L^2(dr_c)} = \left\| \frac{f(u^{-1}(c))}{\sqrt{|u'(u^{-1}(c))|}} \right\|_{L^2(dc)}
$$

so that we may change variables in the formula for $M^{(3)}_\varepsilon[g](r_c)$ as

$$
M^{(3)}_\varepsilon[g](r_c) = \mathfrak{M}_0(r_c, r_c) \sqrt{|u'(r_c)|} \int_0^\infty \frac{u'(r)(u(r) - u(r_c))}{(u(r) - u(r_c))^2 + \varepsilon^2} \left( \frac{\sqrt{|u'(r)|} \chi_c(r, r_c)}{\sqrt{|u'(r_c)|}} \right) g(r) \frac{dr}{\sqrt{|u'(r)|}}
$$

$$
\times \int_0^{u(0)} \frac{(y - c)}{(y - c)^2 + \varepsilon^2} \left( \frac{\sqrt{|u'(u^{-1}(y))|} \chi_c(u^{-1}(y), u^{-1}(c))}{\sqrt{|u'(u^{-1}(c))|}} \right) \frac{g(u^{-1}(y))}{\sqrt{|u'(u^{-1}(y))|}} dy
$$

$$
=: \sqrt{|u'(u^{-1}(c))|} M^{(4)}_\varepsilon \left[ \frac{g(u^{-1}(\cdot))}{\sqrt{|u'(u^{-1}(\cdot))|}} \right](c).
$$

Thus, if we can show that the operator $M^{(4)}_\varepsilon$ is bounded on $L^2((0, u(0)))$, uniformly in $\varepsilon$, and that it has a certain limit in this space, then by applying (C.65) twice, we have proven that

$$
\left\| M^{(3)}_\varepsilon[g] - M^{(3)}_0[g] \right\|_{L^2(dr_c)} = \left\| M^{(4)}_\varepsilon \left[ \frac{g(u^{-1}(\cdot))}{\sqrt{|u'(u^{-1}(\cdot))|}} \right] - M^{(4)}_0 \left[ \frac{g(u^{-1}(\cdot))}{\sqrt{|u'(u^{-1}(\cdot))|}} \right] \right\|_{L^2(dc)}
$$

$$
\leq \left\| M^{(4)}_\varepsilon - M^{(4)}_0 \right\|_{L^2(dc) \to L^2(dc)} \left\| \frac{g(u^{-1}(\cdot))}{\sqrt{|u'(u^{-1}(\cdot))|}} \right\|_{L^2(dr_c)}
$$

$$
= \left\| M^{(4)}_\varepsilon - M^{(4)}_0 \right\|_{L^2(dc) \to L^2(dc)} \|g\|_{L^2(dr_c)}.
$$

Therefore, in order to conclude the proof of Lemma C.12, it remains to show that

$$
M^{(4)}_\varepsilon - M^{(4)}_0 \to 0 \ \text{in} \ \ L^2(dc) \ \text{as} \ \varepsilon \to 0,
$$

(C.67)
and that the limiting operator $\mathcal{M}_0^{(4)}$, naturally defined as

$$\mathcal{M}_0^{(4)}[\psi](c) = M_0(u^{-1}(c), u^{-1}(c)) p.v. \int_0^{u(0)} \left( \frac{\sqrt{|u'(u^{-1}(y))|} \chi_c(u^{-1}(y), u^{-1}(c))}{\sqrt{|u'(u^{-1}(c))|}} \right) \frac{\psi(y)}{y - c} dy,$$  \hspace{1cm} (C.68)

obeys

$$\left\| \mathcal{M}_0^{(4)}[\psi] \right\|_{L^2(dc)} \lesssim \|\psi\|_{L^2(dc)}.$$  \hspace{1cm} (C.69)

Indeed, once this is achieved, we may change variables $c \mapsto r_c$, to obtain that

$$\mathcal{M}_{\varepsilon}^{(3)}[g](r_c) \to \mathcal{M}_0^{(3)}[g](r_c) = M_0(r_c, r_c) p.v. \int_0^\infty \frac{u'(r)}{u(r) - u(r_c)} \chi_c(r, r_c) g(r) dr$$

$$=: M_0(r_c, r_c) \lim_{\varepsilon \to 0} \int_0^\infty \frac{u'(r)}{u(r) - u(r_c)} \chi_c(r, r_c) g(r) dr$$

in $L^2(dr_c)$, as $\varepsilon \to 0$. Combining the above with (C.60), (C.61)–(C.62), (C.63)–(C.64), (C.65), (C.66), and (C.67)–(C.69), we obtain that

$$\mathcal{M}_{\varepsilon}[g](r_c) \to \mathcal{M}_0^{(1)}[g](r_c) + \mathcal{M}_0^{(2)}[g](r_c) + \mathcal{M}_0^{(3)}[g](r_c) = p.v. \int_0^\infty \frac{u'(r)}{u(r) - u(r_c)} M_0(r_c, r_c) g(r) dr$$

and that the limiting operator is bounded on $L^2$, as desired.

In order to prove (C.67) we note that for any $c > 0$ we have

$$\lim_{y \to c} \frac{\sqrt{|u'(u^{-1}(y))|} \chi_c(u^{-1}(y), u^{-1}(c))}{\sqrt{|u'(u^{-1}(c))|}} = 1$$

which allows us to rewrite

$$\mathcal{M}_{\varepsilon}^{(4)}[\psi](c) = M_0(u^{-1}(c), u^{-1}(c)) \int_0^{u(0)} \left( \frac{\sqrt{|u'(u^{-1}(y))|} \chi_c(u^{-1}(y), u^{-1}(c))}{\sqrt{|u'(u^{-1}(c))|}} - 1 \right) \frac{\psi(y)(y - c)}{(y - c)^2 + \varepsilon^2} dy$$

$$+ M_0(u^{-1}(c), u^{-1}(c)) p.v. \int_0^{u(0)} \frac{\psi(y)(y - c)}{(y - c)^2 + \varepsilon^2} dy$$

$$=: \mathcal{M}_{\varepsilon}^{(4,1)}[\psi](c) + \mathcal{M}_{\varepsilon}^{(4,2)}[\psi](c).$$  \hspace{1cm} (C.70)

The convergence in $L^2(dc)$ of the second part in (C.70), namely

$$\mathcal{M}_{\varepsilon}^{(4,2)}[\psi](c) \to \mathcal{M}_0^{(4,2)}[\psi](c) = M_0(u^{-1}(c), u^{-1}(c)) \mathcal{H} (1_{(0,u(0))}\psi)(c)$$

where $\mathcal{H}$ is the Hilbert transform is classical. Moreover, since $\mathcal{H}$ is unitary on $L^2$, and since by (C.54b) and (C.55) we have

$$|M_0(u^{-1}(c), u^{-1}(c))| \lesssim M(r_c, r_c) \lesssim 1,$$

we have that

$$\left\| \mathcal{M}_0^{(4,2)}[\psi] \right\|_{L^2} \lesssim \|\psi\|_{L^2} ,$$

which is consistent with (C.69). The convergence in $L^2(dc)$ of the first part in (C.70) follows since this term is not a principle value anymore, and we have that for any test function $\varphi \in L^2(dc)$,

$$\left| \langle \mathcal{M}_{\varepsilon}^{(4,1)}[\psi](c) \rangle - \langle \mathcal{M}_0^{(4,1)}[\psi](c) \rangle, \varphi(c) \rangle \right|$$

$$\lesssim \varepsilon^\frac{1}{2} \int_{0}^{u(0)} \int_0^{u(0)} \min \left\{ u^{-1}(c)^{\frac{\varepsilon}{2}}, u^{-1}(c)^{-\frac{\varepsilon}{2}} \right\} \frac{\sqrt{|u'(u^{-1}(y))|} \chi_c(u^{-1}(y), u^{-1}(c))}{\sqrt{|u'(u^{-1}(c))|}} - 1 \right| \frac{|\psi(y)| |\varphi(c)|}{|y - c|^{1 + \frac{\varepsilon}{2}}} dy$$
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\[
\varepsilon^\frac{\zeta}{2} \mathcal{K} \int_0^{u(0)} \int_0^{u(0)} \frac{|\psi(y)||\varphi(c)|}{|y - c|^{1 - \frac{3}{2}}} \, dy \\
\leq \varepsilon^\frac{\zeta}{2} \mathcal{K} \|\psi\|_{L^2} \|\varphi\|_{L^2} \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]

where

\[
\mathcal{K} = \sup_{y, c \in (0, u(0)]} \left| \min \left\{ u^{-1}(c) \frac{3c}{2}, u^{-1}(c) - \frac{3c}{2} \right\} \frac{\sqrt{|u'(u^{-1}(y))\chi_c(u^{-1}(y), u^{-1}(c))|}}{|y - c|^{\frac{3c}{2}}} - 1 \right|
\]

\[
= \sup_{r, c, r_c \in [0, \infty)} \left| \frac{\frac{3c}{2}}{r_c^3} \frac{\sqrt{|u'(r)|\chi_c(r, r_c)}}{|u(r) - u(r_c)|^{\frac{3c}{2}}} - 1 \right| \lesssim k^\zeta.
\]  

(C.71)

To see that (C.71) holds, first note that

\[
\frac{1_{|r-r_c| \geq \frac{r}{10}}}{|u(r) - u(r_c)|} \lesssim \frac{1}{|u'(r_c)|} \min \{ r_c, r_c^{-1} \} \lesssim \langle r_c \rangle^2,
\]

and

\[
\frac{1_{|r-r_c| \leq \frac{r}{10}}}{|u(r) - u(r_c)|} \lesssim \frac{1}{|u'(r_c)|} \frac{1}{|r - r_c|} \lesssim \frac{\langle r_c \rangle^4}{r_c |r - r_c|},
\]

from which it follows that

\[
1 - \chi_c(r, r_c) \lesssim \frac{\langle r_c \rangle^2}{|u(r) - u(r_c)|^{\frac{3c}{2}}} + k^\zeta \frac{\langle r_c \rangle^{3c}}{r_c^2}.
\]

This proves (C.71) for the region \( \chi_c(r, r_c) = 0 \). Second, due to the regularity of \( u' \), we have that

\[
\chi_c(r, r_c) \frac{\sqrt{|u'(r)|}}{|u(r) - u(r_c)|^{\frac{3c}{2}}} \lesssim \chi_c(r, r_c) \frac{|u'(r) - u'(r_c)|}{|u'(r_c)|} \left( \frac{1_{|r-r_c| \leq \frac{r}{10}}}{|r - r_c|^{\frac{3c}{2}}} + \frac{1_{|r-r_c| \geq \frac{r}{10}, r_c} r_c^{\frac{3c}{2}}}{\langle r_c \rangle^{\frac{3c}{2}}} \right) \lesssim \frac{\langle r_c \rangle^{3c}}{r_c^2},
\]

which proves (C.71) for the region \( \chi_c(r, r_c) \neq 0 \).

To conclude, the same argument as above shows that

\[
\left| \langle \mathcal{M}_{0}^{(4,1)}[\psi], \varphi \rangle \right| \lesssim \mathcal{K} \|\psi\|_{L^2} \|\varphi\|_{L^2},
\]

which establishes the boundedness of \( \mathcal{M}_{0}^{(4,1)} \) on \( L^2 \), and thus (C.69) holds. This finishes the proof of the lemma. \( \Box \)

To conclude this section, we show that the conditions of Lemma C.13 hold for the specific weights we need to consider. First, the next Corollary concludes the proof of Theorem C.2.

**Corollary C.14.** Let \( 0 \leq j \leq k - 1 \), and \( 0 \leq \ell, \ell_1, \ell_2 \) be such that \( \ell + \ell_1 + \ell_2 \leq j \). Let \( 0 < \zeta \leq \frac{5}{6} \). Consider the weights

\[
\mathfrak{W}_{r_c}(r, c) = \chi_1(r, r_c) \frac{\beta(r) \min \{ r^2, r^{-2} \}^{j} u'(r_c) w_{F, \beta}(r)}{u'(r) w_{F, \beta}(r)} B_{k,r,c}^{(1)}(r, r_c)
\]

\[
\mathfrak{W}_{\ell_1}(s, r_c) = \frac{\beta(r_c) w_F \psi(s) + 2\psi(s)}{u'(s)} B_{k,r,c}^{(2)}(r, s, r_c)
\]
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where $B^{(1)}_{r,c}$ is a suitable $(2\ell_1, \ell_1 + \eta/2)$ kernel of type I or II, and $B^{(2)}_{\ell_2}$ is a suitable $(2\ell_2, \ell_2 + \eta/2)$ kernel of type I or II. Then, letting

$$m(r_c) = \frac{\nu_c^{3\zeta}}{\langle r_c \rangle^{3\zeta} w_{F,\delta}(r_c) \max \{ r_c^2, r_c^{-2} \}^{j-\ell_1-\eta/2}}$$

(C.72)

the conditions (C.57)–(C.58) of Lemma C.13, with $\mathfrak{M}$ replaced by $k^{2\ell_1+2\ell_2} \mathfrak{M}$, and where the limiting weights are obtained by passing $\epsilon \to 0$ in $B^{(1)}_{\ell_2}$ and $B^{(2)}_{\ell_1}$. Also, the operator norm of $L_0$ on $L^2(dr)$ is bounded as $k^{\zeta+2\ell_1+2\ell_2}$.

**Proof of Corollary C.14.** In view of the established pointwise (and in a H"older class near the diagonal) convergence properties of type I and type II kernels $B^{(1)}_{\ell_2}(r, r_c, r_c) \to B^{(1)}_{\ell_2}(r, r_c, r_c)$ and $B^{(2)}_{\ell_1}(r, s, r_c) \to B^{(2)}_{\ell_1}(r, s, r_c)$ as $\epsilon \to 0$ (cf. Definition 6.7 and Definition 6.8), it is clear that checking conditions (C.57b) and (C.58b) is sufficient. Indeed, checking conditions (C.57a) and (C.57c), respectively (C.58a) and (C.58c), follows mutatis mutandis. For simplicity we only treat the case $\eta = 0$. The case $0 < \eta \ll 1$ is treated similarly. First, we verify (C.57b). We recall that

$$|B^{(1)}_{\ell_2}(r, r, r_c)| \lesssim |u'(r)| B(r, r_c) \mathcal{K}(r, r_c, r_c) \mathcal{L}_{2\ell_1, \ell_1}(r, r_c)$$

$$= |u'(r_c)| \left( \frac{r_c^{-k/2}}{r_c - r} + 1_{r < r_c} \frac{r_c^{k+1/2}}{r_c - r} \right) \langle r_c \rangle^{-4} \left( 1_{r_c > 1} + 1_{r_r \leq r_c \leq 1} + \frac{r_c^2}{r_c} 1_{r_c < r} + r_c^2 1_{r_c < r} \right)$$

$$\times k^{2\ell_1} \left( \max \left\{ \frac{1}{r_c^2}, \frac{1}{r_c}, r_c \right\} \right)^{\ell_1} \left( \max \left\{ \frac{1}{r_c^2}, \frac{1}{r_c}, r_c \right\} \right)^{j-\ell_1},$$

from which it follows, using the definition of $w_{F,\delta}$ in (1.10c), that

$$\frac{r_c^4}{\langle r_c \rangle^{4m(r_c)r}} |B^{(1)}_{\ell_2}(r, r_c, r_c)|$$

$$\lesssim \left( \frac{1}{2} \right)_{r \leq r_c \leq 1} + \left( \frac{1}{2} \right)_{r \leq r_c \leq 1} + 1_{r_c < r} + 1_{r_c < r} \frac{r_c^{2k-2j+\frac{1}{2}-\frac{\delta}{8}}}{r_c^{2k-2j+\frac{1}{2}+\frac{5}{8}-\frac{8}{2}}}$$

$$\times \left( 1_{r_c > 1} + 1_{r_r \leq r_c \leq 1} + \frac{r_c^2}{r_c} 1_{r_c < r} + r_c^2 1_{r_c < r} \right) k^{2\ell_1} \left( \max \left\{ \frac{1}{r_c^2}, \frac{1}{r_c}, r_c \right\} \right)^{j-\ell_1}$$

$$\lesssim k^{2\ell_1} \frac{r_c^{3\zeta}}{\langle r_c \rangle^{3\zeta}} \left[ 1_{r \leq r_c < r} + 1_{r \leq r_c < r} + 1_{r \leq r_c < r} \frac{r_c^{2k-2j+\frac{1}{2}-\frac{\delta}{8}}}{r_c^{2k-2j+\frac{1}{2}+\frac{5}{8}-\frac{8}{2}}} \right]$$

$$\times \left( 1_{r_c > 1} + 1_{r_r \leq r_c \leq 1} + \frac{r_c^2}{r_c} 1_{r_c < r} + r_c^2 1_{r_c < r} \right) k^{2\ell_1} \mathfrak{M}(r, r_c)$$

in view of our assumption on $\zeta$. Here we have used that $j \leq k$. Thus, (C.57b) holds with the above definition of $\mathfrak{B}_{r,c}(r, r_c, r_c)$, upon multiplying $\mathfrak{M}$ by $k^{2\ell_1}$. Next, we verify (C.58b). We recall that

$$|B^{(2)}_{\ell_2}(r, s, r_c)| \lesssim |u'(s)| B(r, r_c) \mathcal{K}(r, s, r_c) \mathcal{L}_{2\ell_2, \ell_2}(r, r_c)$$

$$= |u'(s)| \left( \frac{s^{k-1/2}}{s - r} + 1_{s \leq r} \frac{s^{k+1/2}}{s - r} \right) \langle s \rangle^{-4} \left( 1_{s > 1} + 1_{s \leq r \leq 1} + \frac{s^2}{s} 1_{s < r} + s^2 1_{s < r} \right)$$

$$\times k^{2\ell_2} \left( \max \left\{ \frac{1}{s^2}, \frac{1}{s}, s \right\} \right)^{\ell_2} \left( \max \left\{ \frac{1}{s^2}, \frac{1}{s}, s \right\} \right)^{j-\ell_2},$$

from which it follows, that upon using the definition of $w_{F,\delta}$ in (1.10c) we arrive at

$$m(r_c) |\mathfrak{B}_{r,c}(r, s, r_c)|$$
\[
\lesssim \left( \frac{1_{s<r_c} s^{k-\frac{3}{2}} r_c^{k+\frac{1}{2}} + 1_{r_c<s} s^{k+\frac{1}{2}}}{r_c^{k+\frac{1}{2}}} \right) \frac{w_{\hat{r}_c,\hat{s}} + 2\ell(s) \langle s \rangle^{\frac{3\zeta}{2}} r_c^{\frac{2\zeta}{2}}}{\langle r_c \rangle^{6+3\zeta} w_{F,\hat{r}_c}(r_c)} \left( 1_{r_c>1} + 1_{s=r_c} 1 + \frac{r_c^2}{s^2} 1_{r_c<s} + r_c^2 1_{r_c<s} \right) \\
\times k^{2\ell_1} \left( \max \left\{ \frac{1}{r_c}, \frac{s^2}{r_c^2}, \frac{1}{r_c} \right\} \right)^{j-\ell_1}
\]
\[
\lesssim k^{2\ell_1} \frac{w_{\hat{r}_c,\hat{s}} + \frac{3\zeta}{2}}{\langle r_c \rangle^{3\zeta}} \left[ 1_{s<r_c} \frac{s^{2k-2\ell_1} r_c^{2\ell_1+\frac{1}{2} - \frac{3}{4}} + 1_{r_c<s} \frac{s^{2\ell_1+\frac{1}{2} - \frac{3}{4}}}{r_c^{2j+2\ell_1+\frac{1}{2} - \frac{3}{4}} + 1_{s<r_c} \frac{s^{2k-2\ell_1+\frac{1}{2} - \frac{3}{4}}}{r_c^{2j+2\ell_1+\frac{1}{2} - \frac{3}{4}}} + 1_{r_c<s} \frac{s^{2k-2\ell_1+\frac{1}{2} - \frac{3}{4}}}{r_c^{2j+2\ell_1+\frac{1}{2} - \frac{3}{4}}} \right]
\]
Here we used that \( \ell + \ell_1 + \ell_2 \leq j \leq k - 1 \). Therefore, (C.58b) holds with \( \mathcal{M} \) multiplied by \( k^{2\ell_2} \).

Similarly, the next corollary concludes the proof of Theorem C.3.

**Corollary C.15.** Let \( 0 \leq j \leq k - 1 \), and \( 0 \leq \ell, \ell_1, \ell_2 \) be such that \( \ell + \ell_1 + \ell_2 \leq j \). Let \( 0 < \zeta \leq \frac{\delta}{6} \). Consider the weights

\[
\mathcal{B}_{\ell,1}(r, r_c, r_c) = 1_{r_c \leq 12r \leq r_c} \frac{\beta(r) \min(r^2, s^{\zeta})}{r^{2\ell} w_{f,\delta}(r) u'(r_c) r_c' u'(r_c)} B^{(1)}_{\ell,\zeta}(r, r_c, r_c)
\]
\[
\mathcal{B}_{\ell,2}(r, s, r_c) = \frac{\beta(r_c) w_{F,\hat{r}_c}(r) u'(s)}{u'(r_c)} B^{(2)}_{\ell,\zeta}(r_c, s, r_c)
\]

where \( B^{(1)}_{\ell,\zeta} \) is a suitable \((2\ell_1, \ell_1 + \eta/2)\) kernel of type I or II, and \( B^{(2)}_{\ell,\zeta} \) is a suitable \((2\ell_2, \ell_2 + \eta/2)\) kernel of type I or II. Then, letting

\[
m(r_c) = \frac{w_{\hat{r}_c,\hat{s}}(r_c)^2}{\langle r_c \rangle^{3\zeta} w_{F,\hat{r}_c}(r_c) (\max \{ r_c^2, r_c^{-2} \})^{j-\ell_1}}
\]

the conditions (C.57)–(C.58) of Lemma C.13 are satisfied, with \( \mathcal{M} \) replaced by \( k^{2\ell_1+2\ell_2} \mathcal{M} \), and where the limiting weights are obtained by passing \( \varepsilon \to 0 \) in \( B^{(1)}_{\ell,\zeta} \) and \( B^{(2)}_{\ell,\zeta} \). In particular, the norm on \( L^2(dr) \) of the operator \( L_0 \) defined in (C.2) is bounded as \( k^{\ell+2\ell_1+2\ell_2} \).

**Proof of Corollary C.15.** The proof is essentially the same as the proof of Corollary C.14, hence, we only emphasize the requisite modifications. We notice that the choice of \( m(r_c) \) in (C.73) is different from the one in (C.72), as we have multiplied by a factor of \( \langle r_c \rangle^2 \). Thus, when checking conditions (C.58a)–(C.58c) for the weight \( \mathcal{B}_{\ell,2}(r_c, s, r_c) \) we need to obtain bounds which are better by an \( \langle r_c \rangle^2 \). This however is automatic from the decay of \( \beta(r_c) \) present in the definition of \( \mathcal{B}_{\ell,2}(r_c, s, r_c) \). In turn, when checking conditions (C.57a)–(C.57c) for \( \mathcal{B}_{\ell,1}(r, r_c, r_c) \), we can afford estimates which are worse than those in Corollary C.14 by a factor of \( \langle r_c \rangle^2 \). This is natural, since recall that the \( \mathcal{B}_{\ell,1}(r, r_c, r_c) \) in this corolla, differs from the one in Corollary C.14 by a factor of \( \langle r_c \rangle^2 r_c^{-2} \), for \( r \leq 1 \) and \( 2r \leq r_c \). The worsening of the estimate by a factor of \( \langle r \rangle^2 r_c^{-2} \) is thus compensating this extra factor when \( r_c \geq 1 \). On the other hand, in the case \( r_c \leq 1 \), we have \( \langle r \rangle^2 r_c^{-2} \leq \frac{1}{r_c^2} \leq \frac{1}{4} \), and thus there is nothing additional to prove. With these changes in hand, we may now follow line by the proof of Corollary C.14, and conclude the proof.

**C.1.4 A useful product formula for weights**

**Lemma C.16.** With the notation of (C.24), define

\[
\mathcal{W}(r, s, s_0) := \left[ \frac{1_{r \leq 1}}{r^{k+\frac{1}{2}}} + 1_{r \geq 1} r^{k-\frac{1}{2}} \right] \left[ 1_{s \leq 1} s^{k+\frac{1}{2}} + 1_{s \geq 1} s^{k-\frac{1}{2}} \right] \frac{B(r, s_0) B(s, s_0)}{s_0^4} \frac{B(s_0, s)}{s^4}
\]
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Then we have that
\[
\mathbb{W}(r, s, s_0) 1_{r < s < s_0} = 1_{1 < r < s < s_0} \frac{r^{2k}}{s_0^{2k}} + 1_{r < 1 < s < s_0} \frac{1}{s_0^{2k}} + 1_{r < s < 1 < s_0} \frac{s^{2k}}{s_0^{2k}} + 1_{r < s < s_0 < 1} \frac{s^{2k}}{s_0^{2k}}.
\]
holds. In particular, note that
\[
\mathbb{W}(r, s, s_0) \leq 1.
\]

**Proof of Lemma C.16.** The proof follows by inspection of each of the 24 possible permutations of \( \{r, s, s_0, 1\} \).

**Lemma C.17.** Let \( 0 \leq j \leq k \), and \( \ell + \ell_1 + \ell_2 \leq j \). Define
\[
\mathcal{L}(r, s, s_0) := \left[ 1_{r \leq 1} r^{2j} + \frac{1_{r \geq 1}}{r^{2j}} \right] \left[ 1_{s \leq 1} s^{2\ell} + \frac{1_{s \geq 1}}{s^{2\ell}} \right] \mathcal{L}_{(r,s)}(r, s_0) \mathcal{L}_{(\ell_1, \ell_2)}(s, s_0).
\]
Then, we have that
\[
\mathbb{W}(r, s, s_0) \mathcal{L}(r, s, s_0) \leq 1.
\]

**Proof of Lemma C.17.** Notice that for \( j = 0 \), we must have \( \ell = \ell_1 = \ell_2 = 0 \), and thus \( \mathcal{L} = 1 \). In this case the proof directly follows from Lemma C.16.

For \( j \geq 1 \), we use the precise formula for \( \mathbb{W} \) in Lemma C.16, and use the definition of \( \mathcal{L} \), which is also a function of \( r, s, \) and \( s_0 \), to obtain that
\[
\sqrt{\mathbb{W}(r, s, s_0) \mathcal{L}(r, s, s_0)} 1_{r < s < s_0} = 1_{1 < r < s < s_0} \frac{r^{2k-1} s^{\ell}}{s_0^{2k}} + 1_{r < 1 < s < s_0} \frac{s^{2\ell}}{s_0^{2k}} \left( \frac{1}{r^{\ell_1}} + \ell_1 \right)
+ 1_{r < s < 1 < s_0} \frac{r^{2k} s^{\ell}}{s_0^{2k}} \left( \frac{1}{s^{\ell_1}} + s_0^{\ell_1} \right) + 1_{r < s < s_0 < 1} \frac{s^{2\ell}}{s_0^{2k}} \left( \frac{1}{s^{\ell_1}} + s_0^{\ell_1} \right) + 1_{r < s < s_0 < 1} \frac{s^{2\ell}}{s_0^{2k}} \left( \frac{1}{s^{\ell_1}} + s_0^{\ell_1} \right).
\]
Inspecting each of these 24 terms, by using the constraint $0 \leq \ell + \ell_1 + \ell_2 \leq j \leq k - 1$ the proof of the lemma follows.

\[ \sqrt{W(r, s, 0)}L(r, s, 0)1_{s_0 < r < s} = 1_{s_0 < r < s} \frac{s_0^k}{r^j - t_1g - t_2} + 1_{s_0 < r < s} \frac{s_0^k}{r^j - t_1g - t_2} \left( \frac{1}{s_0^j} + r^j \right) \left( \frac{1}{s_0^j} + s^j \right) \]

\[ \sqrt{W(r, s, 0)}L(r, s, 0)1_{s < s_0 < r} = 1_{s < s_0 < r} \frac{s_0^k}{r^j - t_1g - t_2} + 1_{s < s_0 < r} \frac{s_0^k}{r^j - t_1g - t_2} \left( \frac{1}{s_0^j} + r^j \right) \left( \frac{1}{s_0^j} + s^j \right) \]

C.2 The remaining combinations of iterated operators

Similar to the results in the previous section, namely Theorems C.1, C.2, and C.3, one can prove a number of results for passing $\varepsilon \to 0$ in other combinations of three integral operators. The aforementioned theorems deal with the most difficult case, of an approximate delta function combined with two approximate singular integrals. The remaining operators all have at least one approximate delta function, and at most one approximate singular integral, which are hence easier to treat.

**Theorem C.18.** Let $0 \leq j \leq k-1$, and $0 \leq \ell, \ell_1, \ell_2$ be such that $\ell + \ell_1 + \ell_2 \leq j$. Let $B^{(1)}_{k,\ell}$ be a suitable $(2\ell_1, \ell_1 + \eta/2)$ kernel of type I or II, and $B^{(2)}_{k,\ell}$ is a suitable $(2\ell_2, \ell_2 + \eta/2)$ kernel of type I or II. Let $0 < \zeta \leq \frac{\theta}{6}$, and consider the pairs of weights given in (C.3)–(C.4) or (C.5)–(C.6). That is, either consider the pair

\[ \mathfrak{B}_{\varepsilon,1}(r, s_0, r_c) = \frac{\mathcal{B}(r, r_c)}{u(s)^j} B^{(1)}_{k,\ell}(r, s_0, r_c) \]

\[ \mathfrak{B}_{\varepsilon,2}(s_0, s, r_c) = \frac{\beta(s_0) u(s)^j + 2\ell_2(s)}{u(s)} B^{(2)}_{k,\ell}(s_0, s, r_c) , \]

or consider the pair

\[ \mathfrak{B}_{\varepsilon,1}(r, s_0, r_c) = \frac{\mathcal{B}(r, r_c)}{r^{2\ell} u(s)^j} B^{(1)}_{k,\ell}(r, s_0, r_c) \]

\[ \mathfrak{B}_{\varepsilon,2}(s_0, s, r_c) = \frac{\beta(s_0) u(s)^j + 2\ell_2(s)}{u(s)} B^{(2)}_{k,\ell}(s_0, s, r_c) . \]

For each such pair of weights, we have that the following limits hold, in the sense of bounded operators on $L^2(dr)$:

\[ \int_0^\infty \int_0^\infty \int_0^\infty \frac{u(r)}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \mathfrak{B}_{\varepsilon,1}(r, s_0, r_c) \mathfrak{B}_{\varepsilon,2}(s_0, s, r_c) f(s) \, ds \, ds_0 \, dr_c \]

\[ \to \pi^2 p.v. \int_0^\infty u(r_c) \mathfrak{B}_{\varepsilon,1}(r, s_0, r_c) \mathfrak{B}_{\varepsilon,2}(s_0, s, r_c) f(r_c) \, dr_c \]

\[ \int_0^\infty \int_0^\infty \int_0^\infty \frac{u(r_c)}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \mathfrak{B}_{\varepsilon,1}(r, s_0, r_c) \mathfrak{B}_{\varepsilon,2}(s_0, s, r_c) f(s) \, ds \, ds_0 \, dr_c \]

\[ \to \pi^2 p.v. \int_0^\infty u(r_c) \mathfrak{B}_{\varepsilon,1}(r, s_0, r_c) \mathfrak{B}_{\varepsilon,2}(s_0, s, r_c) f(r_c) \, dr_c \]
\[\to \pi^2 \text{p.v.} \int_0^\infty \frac{u'(s)}{u(s) - u(r)} \mathcal{B}_{0,1}(r, r, r) \mathcal{B}_{0,2}(r, s, r) f(s) \, ds\]

\[\int_0^\infty \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2 (u(s_0) - u(r_c))^2 + \varepsilon^2}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \times \mathcal{B}_{r,1}(r, s_0, r_c) \mathcal{B}_{r,2}(s_0, s, r_c) f(s) \, dsds_0dr_c\]

\[\to -\pi^2 \mathcal{B}_{0,1}(r, r, r) \mathcal{B}_{0,2}(r, s, r) f(r)\]

\[\int_0^\infty \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \times \mathcal{B}_{r,1}(r, s_0, r_c) \mathcal{B}_{r,2}(s_0, s, r_c) f(s) \, dsds_0dr_c\]

\[\to -\pi \text{p.v.} \int_0^\infty \frac{u'(r_c)}{u(r) - u(r_c)} \mathcal{B}_{0,1}(r, r, r) \mathcal{B}_{0,2}(r, s, r) f(s) \, ds\]

\[\int_0^\infty \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \times \mathcal{B}_{r,1}(r, s_0, r_c) \mathcal{B}_{r,2}(s_0, s, r_c) f(s) \, dsds_0dr_c\]

\[\to \pi \text{p.v.} \int_0^\infty \frac{u'(r_c)}{u(r) - u(r_c)} \mathcal{B}_{0,1}(r, r, r) \mathcal{B}_{0,2}(r, s, r) f(r) \, dr_c\]

\[\int_0^\infty \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \times \mathcal{B}_{r,1}(r, s_0, r_c) \mathcal{B}_{r,2}(s_0, s, r_c) f(s) \, dsds_0dr_c\]

\[\to \pi \text{p.v.} \int_0^\infty \frac{u'(r_c)}{u(r) - u(r_c)} \mathcal{B}_{0,1}(r, r, r) \mathcal{B}_{0,2}(r, s, r) f(r) \, ds\]

\[\int_0^\infty \int_0^\infty \int_0^\infty \frac{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2}{(u(r) - u(r_c))^2 + \varepsilon^2 (u(s) - u(r_c))^2 + \varepsilon^2} \times \mathcal{B}_{r,1}(r, s_0, r_c) \mathcal{B}_{r,2}(s_0, s, r_c) f(s) \, dsds_0dr_c\]

\[\to -\pi \text{p.v.} \int_0^\infty \frac{u'(r_c)}{u(r) - u(r_c)} \mathcal{B}_{0,1}(r, r, r) \mathcal{B}_{0,2}(r, s, r) f(s) \, ds\]

Moreover, in each case the limiting operators are bounded on \(L^2(dr)\) with norm \(\lesssim k^{\zeta + 2\ell_1 + 2\ell_2}\).

Proving each statement in Theorem C.18 amounts to following step-by-step the proof of Theorem C.1 C.2, and C.3. For every approximate delta function, first show that the contribution away from the diagonal vanishes, leaving one with the contribution close to the diagonal, in which one may pass to the limit because we have Hölder regularity of our weights in all variables not called \(r_c\). Checking that the weights we consider are suitable for this procedure, i.e., that they give a bounded operator in the correctly weighted \(L^2\) spaces, was already done in the proof of Theorems C.2 and C.3. This leaves us with the contribution from the joint diagonal, in which the remaining operators are either approximate singular integrals (note however that at most one singular integral may be present), or simple Hilbert-Schmidt kernels. For the approximate singular integral we again employ Lemma C.13 and Corollaries C.14 and C.15, depending on which weight we choose. For passing to the limit in the operators with Hilbert-Schmidt kernels, we simply subtract the limiting kernel, so that the difference is again Hilbert-Schmidt but of size \(\varepsilon^\zeta\) for some \(\zeta > 0\). Here we lose a power of \(k^{\zeta + \ell_1^2}\), but since \(\zeta > 0\) is arbitrary, we may absorb this loss into the weights. This procedure again essentially uses the regularity of our weights in all variables not called \(r_c\). The only non-trivial case left to discuss is the case in which we have an apparent approximate delta function in the \(r_c\) variable. We treat this operator by duality, so that the approximate delta function in \(r_c\), becomes an approximate delta function in the \(r\) variable, acting on the \(L^2\) test function. We pass to the limit in the dual pairing and thus obtain the formula and the boundedness of the limiting operator. Having available the estimates in the previous section, which were used to
Theorems C.1, C.2, and C.3, implementing the above described program is tedious, but routine. In order to avoid this unnecessary redundancy, we omit these details.

D Properties of \( H_0 \) and \( H_\infty \)

The next lemma concerns the asymptotic analysis of \( R_{0,r}(z) \) and \( R_{r,\infty}(z) \), which both arise in the Green’s function.

Lemma D.1. For \( z = c \pm i \epsilon \in I_\alpha \) with \( \epsilon \) sufficiently small, for \( |r - r_c| \lesssim r_c/k \) there holds

\[
|R^e_{0,r}(z)| 1_{|r - r_c| \leq r_c/k} \lesssim 1_{r_c \leq 1} \max(r_c^{-3}, r_c^5) \left( k + \left| \log k \frac{|r - r_c|}{r_c} \right| \right)
\]

(D.1a)

\[
|R^e_{0,r}(z)| 1_{|r - r_c| \geq r_c/k} \lesssim k 1_{r_c \leq 1} \left( 1_{r < r_c} \frac{r^2k-2}{r_c^{2k+1}} + 1_{r < r_c} \frac{1}{r_c^3} \right)
\]

(D.1b)

\[
+ 1_{r_c \geq 1} \left( 1_{r < r_c} r_c^{-5} + 1_{r > r_c} r_c^{2k+3} \right).
\]

(D.1c)

and similarly

\[
|R^e_{r,\infty}(z)| 1_{|r - r_c| \leq r_c/k} \lesssim 1_{r_c \leq 1} \max(r_c^{-3}, r_c^5) \left( k + \left| \log k \frac{|r - r_c|}{r_c} \right| \right)
\]

(D.2a)

\[
|R^e_{r,\infty}(z)| 1_{|r - r_c| \geq r_c/k} \lesssim 1_{r_c \leq 1} \left( 1_{r < r_c} \frac{k}{r_c^2} + 1_{r < r_c} \frac{r_c^{1+2k}}{r_c^{2k+1} + 1_{r > r_c} r_c^{2k+1}} \right)
\]

(D.2b)

\[
+ k 1_{r_c \geq 1} \left( 1_{r < r_c} r_c^{5} + 1_{r > r_c} r_c^{2k+3} \right).
\]

(D.2c)

Moreover, for all \( \eta \) sufficiently small and \( z \in I_\alpha \), we have that \( \epsilon^{-\eta} (R^e_{0,r}(c \pm i \epsilon) - R_{0,r}(c)) \) also satisfies (D.1) and \( \epsilon^{-\eta} (R^e_{r,\infty}(c \pm i \epsilon) - R_{r,\infty}(c)) \) also satisfies (D.2).

Proof of Lemma D.1. The proof is a straightforward variant of arguments applied in the proof of Lemma 5.2 and is hence omitted for the sake of brevity.

Proof of Lemma 5.4. Recall (5.25), which will be of use in the critical layer region \( |r - r_c| < r_c/k \). From Theorem 4.3, followed by Lemma A.1, there holds for \( |r - r_c| < r_c/k \):

\[
\frac{1}{u'(r) P(r, c \pm i \epsilon)} \approx \frac{1}{u'(r_c)} \min \left( r_c^{-1/2}, r_c^{-1/2} \right) \approx \max(r_c^{-1}, r_c^3).
\]

Consider next (5.26). From Lemma D.1 and Lemma A.1 we have for \( |r - r_c| < r_c/k \) (for \( z \in I_\alpha \) and \( \epsilon \) sufficiently small),

\[
|\phi(r, c \pm i \epsilon) \left( R^e_{0,r}(c \pm i \epsilon) - iE^e_{0,r}(c \pm i \epsilon) \right)| \lesssim 1_{r_c \leq 1} r_c |r - r_c|^2 \left( k + \left| \log k \frac{|r - r_c|}{r_c} \right| \right)
\]

\[
1_{r_c \geq 1} r_c^{-1} |r - r_c|^2 \left( k + \left| \log k \frac{|r - r_c|}{r_c} \right| \right),
\]

which is the desired estimate of \( H_0 \); the treatment of \( H_\infty \) is the same.

Turn next to the estimates (5.28a) and (5.28b). Consider just the estimates in (5.28a); the estimate (5.28b) is analogous. For \( r < r_c \left( 1 - \frac{1}{k} \right) \), (from (2.31)),

\[
|H_0(r, z)| \leq |\phi(r, z)| \int_0^r \frac{1}{|\phi|(s, z)} ds \lesssim |u - c| \int_0^r \frac{1}{|u - c|^2} \frac{s^{2k-1}}{r_c^{2k-1}} ds,
\]

Consider the case \( r_c \leq 1 \). Then from (A.1),

\[
1_{r < r_c/2} |H_0(r, z)| \lesssim \frac{r_c^{-k/2}}{r_c^{2k-1}} \int_0^r \frac{s^{2k-1}}{r_c^{2k-1}} ds \approx \frac{1}{k r_c^{k+3/2}}.
\]
In this region, we apply a proof analogous to those used in Lemma 5.2. For the region boundedness estimates (5.28a) and (5.28b). Analogous estimates are made for \( M_u \).

By direct calculation, \( 0 < r < c \) \( r \leq r_c \leq r_c^k + 1/2 \). Therefore, \( r \leq r_c \leq r_c^k + 1/2 \) \( r_c^k + 1/2 \) \( r_c^k + 1/2 \).

Once the integral crosses the critical layer, one cannot do better than the analogous upper bound on \( M(z) \):

\[
1_{r_c < r < 1} |H_0(r, z)| \lesssim r_c |r - r_c| \frac{r_c^{k-1/2}}{r^{k-1/2}} \left( \frac{r_c^k}{r_c^{k+1/2}} + \int_{r_c/2}^{r} \frac{1}{|u(s) - c|} \frac{s^{2k-1}}{r_c^k} \, ds \right)
\]

\[
\lesssim \frac{r_c^{k+1/2}}{r_c^{k+3/2}} + \frac{1}{r_c^k |r - r_c|} \frac{1}{k} \frac{r_c^k}{r_c^{k-1/2}} \lesssim \frac{r_c^k}{r_c^{k+1/2}} \frac{r_c^{k+1/2}}{r_c^{k+3/2}}
\]

Analogous estimates are made for \( r_c \geq 1 \) and for \( H_\infty \); these are omitted for the sake of brevity. This completes the boundedness estimates (5.28a) and (5.28b).

Next, we consider the estimation of \( H_0(r, c \pm i \epsilon) - H_0(r, c) \). For \( r < r_c(1 - 1/k) \), we write

\[
H_0(r, c \pm i \epsilon) - H_0(r, c) = (\phi(r, c \pm i \epsilon) - \phi(r, c)) \int_0^r \frac{1}{\phi^2(s, z)} \, ds + \phi(r, c) \int_0^r \frac{\phi^2(s) - \phi^2(s, c \pm i \epsilon)}{\phi^2(s, c \pm i \epsilon) \phi^2(s) \, ds}
\]

In this region, we apply a proof analogous to those used in Lemma 5.2. For the region \( |r - r_c| < r_c/k \) we again use the complex integral expansion (5.25):

\[
H_0(r, c \pm i \epsilon) - H_0(r, c) = \frac{1}{u'(r)P(r, c \pm i \epsilon)} - \frac{1}{u'(r)P(r, c)} + \phi(r, c \pm i \epsilon) \left( R_{c,0}(c \pm i \epsilon) \mp i E_{0,c}(c \pm i \epsilon) \right) - \phi(r, c) \left( R_{0,c}(c) \mp i E_{c}(c) \right)
\]

The desired estimates then follow from the convergence of \( R_{c,0}^c \) and \( E_{0,c}^c \). Convergence for \( r \geq r_c \) follows as in Lemma 5.2. The estimates of \( \epsilon^n \left( H_\infty(r, c \pm i \epsilon) - H_\infty(r, c) \right) \) follows similarly as well.

**Proof of Lemma 5.5.** The identities (5.30) follow by direct calculation from (5.25). Next, observe that \( r \partial_r \phi = ru'P + (u - c)r \partial_r P \). The estimate (5.32a) then follows from Lemma D.1 and Theorem 4.3.

By direct calculation,

\[
\partial_r H_\infty(r, z) = -\partial_r \phi \int_0^r \frac{1}{\phi(s, z)} \, ds - \frac{1}{\phi} \left( \frac{u'}{u - c} + \frac{P'}{P} \right) H_\infty - \frac{1}{\phi^2} \tag{D.3}
\]

and analogously for \( H_\infty \). Therefore,

\[
|r \partial_r H_\infty(r, z)| \lesssim \left( \frac{r}{|u'|} + k \right) |H_\infty(r, c \pm i \epsilon)| + r \min \left( \frac{r_c^k}{r_c^{k+1/2}}, \frac{r_c^{k+1/2}}{r_c^{k+1/2}} \right)
\]

\[
|r \partial_r H_0(r, z)| \lesssim \left( \frac{r}{|u'|} + k \right) |H_0(r, c \pm i \epsilon)| + r \min \left( \frac{r_c^k}{r_c^{k-1/2}}, \frac{r_c^{k-1/2}}{r_c^{k+1/2}} \right).
\]

Then, note from (A.1), \( \frac{r_c^k}{|u' - u|} \) \( 1_{|r - r_c| > r_c/k} \) \( k \) and moreover that

\[
r \min \left( \frac{r_c^k}{r_c^{k-1/2}}, \frac{r_c^{k+1/2}}{r_c^{k+1/2}} \right) \lesssim 1_{r_c \leq 1} \left( 1_{r < r_c} r_c^k + 1_{r_c < r < r_c^k} \frac{r_c^{k+1/2}}{r_c^{k+1/2}} + 1_{r > r_c^k} \frac{r_c^{k+1/2}}{r_c^{k+3/2}} \right)
\]

\[
+ 1_{r > r_c^k} \left( 1_{r < r_c} \frac{r_c^{k+1/2}}{r_c^{k-1/2}} + 1_{r_c < r < r_c^k} \frac{r_c^{k+1/2}}{r_c^{k-1/2}} + 1_{r > r_c^k} \frac{r_c^{k+1/2}}{r_c^{k-5/2}} \right)
\]
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The cancellation which ultimately removes the logarithmic singularity is the fact that \( H \) bounds; the details are omitted as they are repetitive.

Next, turn to studying derivatives involving \( \partial_r \). Away from the critical layer there holds

\[
-r \min \left( \frac{r^{k-1/2} - r^{k+1/2}}{r^k - r^{k+1/2}} \right) \lesssim 1_{r_c < 1} \left( 1_{r < r_c, k} r^{k-3/2} + 1_{r_c < r < 1} r^{k+1/2} + 1_{r > 1} r^{k+1/2} \right) + 1_{r_c > 1} \left( 1_{r < r_c, k} r^{k-3/2} + 1_{r_c < r < 1} r^{k+1/2} + 1_{r > 1} r^{k+5/2} \right),
\]

which completes the estimates of the \( \partial_r \) derivatives. Moreover, convergence follows from (D.3) and convergence estimates already proved.

Next, we prove (5.32b) and (5.32c). Consider one of the singular appearing terms in (5.31a):

\[
\partial_r H_0(r, c) 1_{|r-r_c| > r_c/k} = \partial_r ((u-z)P) \int_0^r \frac{1}{\phi^2(s, c)} \, ds + \phi \int_0^r \frac{u'(r_c)}{(u-z)^3 P^2} \, ds + \phi \int_0^r \frac{1}{(u-z)^2} \partial_r \frac{\chi}{P} \, ds.
\]

By adapting the arguments in Lemmas 5.4, 5.2, 5.3 the desired boundedness and convergence estimates follow (note that appropriate estimates on \( \partial_r P \) follow from Theorem 4.3). Further, from Theorem 4.3, we may even take an additional \( r \partial_r \) derivative and obtain similar estimates (note crucially \( |r-r_c| \geq r_c/k \)).

Computing \( \partial_G \) derivatives near the critical layer from Lemma 5.1:

\[
\partial_G H_0 = \frac{1}{u'(r)} \partial_r \left( \frac{1}{u'(r_c) (r, c \pm i \varepsilon)} \right) - \frac{1}{u'(r)} \partial_r \phi \left( R^\varepsilon_{0,r}(z) \mp i E^\varepsilon_{0,r} \right) - PE(r, c \pm i \varepsilon) + \frac{1}{u'(r_c)} \partial_r \left( \frac{1}{u'(r_c)} \phi \left( R^\varepsilon_{0,r}(z) \mp i E^\varepsilon_{0,r} \right) \right) + P \chi E(r, z) - \phi \int_0^r \frac{u'(r_c)}{(u-z)} \partial_r \left( \chi E \right) \, ds - \phi \int_0^r \frac{u'(r_c)}{(u-z)} \chi \phi \partial_r (s, z) \, ds.
\]

The cancellation which ultimately removes the logarithmic singularity is the fact that \( \partial_G \phi = (u-z) \partial_G P \). Taking this into account gives the identity (5.31a). The corresponding calculation on \( H_\infty \) is analogous.

Next, we prove (5.32b) and (5.32c). Consider one of the singular appearing terms in (5.31a):

\[
\phi \int_0^r \frac{u'(s)}{(u-z)} \partial_G (\chi E) \, ds = \phi \int_0^r \frac{u'(s)}{(u-z)} \partial_G \left( \chi E \right) \left( \frac{1}{u'(r_c)} \partial_r \right) \left( \frac{1}{u'(r_c) P^2} \right) \, ds.
\]

Note that \( \partial_G \) and \( (u'(s))^{-1} \partial_r \) commute. Hence, this term is essentially the same as that treated in Lemma 5.3 (combining also with arguments in Lemma 5.4). Similarly, the remaining terms in (5.31a) are all easy variants of terms we have treated before in Lemmas 5.3, 5.4, and D.1. Hence, the details are omitted for brevity. The calculations involving \( H_\infty \) are analogous and are also omitted. This proves (5.32b). Similarly, convergence as \( \varepsilon \to 0 \) asserted in part (c) is deduced as in previous arguments.

Next, turn to (5.32c). Taking a \( \partial_r \partial_G \) derivative of (5.31a) gives:

\[
\partial_r \partial_G H_0 = \partial_r \partial_G \left( \frac{1}{u'(r, c \pm i \varepsilon)} \right) - u'(r) \partial_G \left( R^\varepsilon_{0,r}(z) \mp i E^\varepsilon_{0,r} \right) - (u-z) \partial_r \partial_G \left( R^\varepsilon_{0,r}(z) \mp i E^\varepsilon_{0,r} \right) - \partial_r \phi \int_0^r \frac{u'(s)}{(u-z)} \partial_G \left( \chi E \right) \, ds + P u'(r) \partial_G \left( \chi E \right) + \frac{1}{u'(r_c)} \partial_r \left( \frac{1}{u'(r_c)} \partial_r \right) \left( \frac{1}{u'(r_c) P^2} \right) \, ds.
\]

By Theorem 4.3 and the arguments used previously, we can again deduce the desired logarithmically singular upper bounds; the details are omitted as they are repetitive.
E Vanishing for $k \geq 2$ outside $I_\alpha$

We start by performing energy estimates on the solution to the inhomogeneous Rayleigh problem

\[
\partial_{rr} + \frac{1}{r} \frac{1}{r^2} + \frac{\beta(r)}{u(r) - c + \varepsilon} \right] Y_\varepsilon(r, c) = \frac{F_\varepsilon(r, c)}{u(r) - c + \varepsilon} + F_{s, \varepsilon}(r, c), \tag{E.1}
\]

with boundary conditions

\[
Y_\varepsilon(0, c) = 0, \quad \lim_{r \to \infty} Y_\varepsilon(r, c) = 0. \tag{E.2}
\]

Problem (E.1) is a slight generalization of (2.13). Notice that, for every $\varepsilon > 0$, (E.1) is just a regular perturbation of Laplace’s equation, and therefore

\[
Y_\varepsilon(r, c) = O(r^{k+1/2}) \quad \text{as } r \to 0, \quad Y_\varepsilon(r, c) = O(r^{1/2-k}) \quad \text{as } r \to \infty. \tag{E.3}
\]

For this reason, we define the weight

\[
w_\gamma(r) = \min\{r^{k+1}, r^{-k+1}\}, \quad w_{\gamma, \gamma}(r) = \min\{r^{k+1-\gamma}, r^{-k+1+\gamma}\}, \tag{E.4}
\]

and, using the notation as in (1.10a), prove the following theorem.

**Theorem E.1.** Let $Y_\varepsilon$ be the solution to (E.1)-(E.3), and fix any $\gamma \in (0, 2k)$. Then $Y_\varepsilon$ satisfies the following bounds.

- If $c \in (u(0), u(0) + 1]$, then
  \[
  \|Y_\varepsilon(\cdot, c)\|^2_{L^\infty_{r, \gamma}} + \|Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r \partial_r Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} \lesssim \|r^2 F_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r^2 F_{s, \varepsilon}(\cdot, c)\|^2_{L^2_{r, \gamma}}. \tag{E.5}
  \]

- If $c \in (0, u(0))$ is such that $r_c \leq \varepsilon^{1/\gamma}$, then
  \[
  \|Y_\varepsilon(\cdot, c)\|^2_{L^\infty_{r, \gamma}} + \|Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r \partial_r Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} \lesssim \frac{1}{r_c^{2\alpha}} \left[\|r^{2+\alpha - \alpha} F_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r^2 F_{s, \varepsilon}(\cdot, c)\|^2_{L^2_{r, \gamma}} \right]. \tag{E.6}
  \]

- If $c > u(0) + 1$, then
  \[
  \|Y_\varepsilon(\cdot, c)\|^2_{L^\infty_{r, \gamma}} + \|Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r \partial_r Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} \lesssim \frac{1}{r_c^{2\alpha}} \left[\|r^{2+\alpha - \alpha} F_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r^2 F_{s, \varepsilon}(\cdot, c)\|^2_{L^2_{r, \gamma}} \right]. \tag{E.7}
  \]

- If $c \leq 0$ or $c \in (0, u(0))$ is such that $r_c \geq \frac{1}{2} e^{-\frac{1}{\left(\gamma-1\right)}}$, then for every $0 < \alpha < \gamma$ we have
  \[
  \|Y_\varepsilon(\cdot, c)\|^2_{L^\infty_{r, \gamma}} + \|Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r \partial_r Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} \lesssim \frac{1}{r_c^{2\alpha}} \left[\|r^{2+\alpha - \alpha} F_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r^2 F_{s, \varepsilon}(\cdot, c)\|^2_{L^2_{r, \gamma}} \right]. \tag{E.8}
  \]

- There exists $R_\gamma \gg 1$ such that if $c < -R_\gamma$, then
  \[
  \|Y_\varepsilon(\cdot, c)\|^2_{L^\infty_{r, \gamma}} + \|Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r \partial_r Y_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} \lesssim \frac{1}{r_c^{2\alpha}} \left[\|r^{2+\alpha - \alpha} F_\varepsilon(\cdot, c)\|^2_{L^2_{r, \gamma}} + \|r^2 F_{s, \varepsilon}(\cdot, c)\|^2_{L^2_{r, \gamma}} \right]. \tag{E.9}
  \]

The proof of Theorem E.1 is based mostly on energy estimates, along with the Sobolev inequality

\[
\|Y_\varepsilon(\cdot, c)\|^2_{L^\infty_{r, \gamma}} \leq \int_0^\infty (r)_{r, c})^2 r \, dr + \int_0^\infty \frac{r}{r} Y_\varepsilon(r, c)^2 r \, dr. \tag{E.10}
\]

We take the real and imaginary parts of (E.1), to obtain the system

\[
\left[\partial_{rr} + \frac{1}{r^2} + \frac{\beta(r)}{u(r) - c + \varepsilon} \right] \text{Re} \, Y_\varepsilon + \frac{\varepsilon \beta \text{Im} \, Y_\varepsilon}{(u-c)^2 + \varepsilon^2} = \frac{(u-c) \text{Re} \, F_\varepsilon}{(u-c)^2 + \varepsilon^2} + \frac{\varepsilon \text{Im} \, F_\varepsilon}{(u-c)^2 + \varepsilon^2} + \text{Re} \, F_{s, \varepsilon}. \tag{E.11}
\]
\[
\left[ \frac{\partial_r + 1/4 - k^2}{r^2} \right] \operatorname{Im} \gamma + \frac{\beta(u - c)}{(u - c)^2 + \varepsilon^2} \operatorname{Im} \gamma + \frac{\varepsilon \beta \operatorname{Re} \gamma}{(u - c)^2 + \varepsilon^2} = \frac{(u - c) \operatorname{Im} F_\varepsilon}{(u - c)^2 + \varepsilon^2} + \varepsilon \operatorname{Re} F_\varepsilon + \operatorname{Im} F_{\ast, \varepsilon} \quad \text{(E.12)}
\]

Let \( \gamma_\ast \in (-k + 1/2, k + 1/2) \).

We multiply (E.11) by \( \operatorname{Re} Y_\varepsilon r^{1 - 2\gamma_\ast} \) and (E.12) by \( \operatorname{Im} Y_\varepsilon r^{1 - 2\gamma_\ast} \), integrate by parts using (E.3), and add the result to obtain
\[
\int_0^\infty \frac{1}{r^{2\gamma_\ast}} |r\partial_r Y_{\varepsilon}(r, c)|^2 \, dr + \left[ k^2 - \frac{1}{4} - \gamma_\ast(\gamma_\ast - 1) \right] \int_0^\infty \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 2}} \, dr + \int_0^\infty \frac{\beta(r)(c - u(r))}{(u(r) - c)^2 + \varepsilon^2} \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast}} \, dr \\
\lesssim \int_0^\infty \frac{F_{\ast, \varepsilon}(r, c)|Y_{\varepsilon}(r, c)|}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \frac{1}{r^{2\gamma_\ast}} \, dr + \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)||Y_{\varepsilon}(r, c)|}{r^{2\gamma_\ast}} \, dr. \quad \text{(E.13)}
\]

Since for any small \( \kappa > 0 \) there holds
\[
\int_0^\infty \frac{1}{r^{2\gamma_\ast}} |r\partial_r Y_{\varepsilon}(r, c)|^2 \, dr \leq \kappa \int_0^\infty \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 2}} \, dr + \kappa^{-1} \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 3}} \, dr, \quad \text{(E.14)}
\]

we obtain
\[
\int_0^\infty \frac{1}{r^{2\gamma_\ast}} |r\partial_r Y_{\varepsilon}(r, c)|^2 \, dr + \left[ k^2 - \frac{1}{4} - \gamma_\ast(\gamma_\ast - 1) \right] \int_0^\infty \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 2}} \, dr + \int_0^\infty \frac{\beta(r)(c - u(r))}{(u(r) - c)^2 + \varepsilon^2} \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast}} \, dr \\
\lesssim \int_0^\infty \frac{F_{\ast, \varepsilon}(r, c)|Y_{\varepsilon}(r, c)|}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \frac{1}{r^{2\gamma_\ast}} \, dr + \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)||Y_{\varepsilon}(r, c)|}{r^{2\gamma_\ast}} \, dr. \quad \text{(E.15)}
\]

Cross multiplying (E.11) and (E.12) and subtracting gives
\[
\varepsilon \int_0^\infty \frac{\beta(r)|Y_{\varepsilon}(r, c)|^2}{(u(r) - c)^2 + \varepsilon^2} \frac{1}{r^{2\gamma_\ast}} \, dr \leq \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)||Y_{\varepsilon}(r, c)|}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \frac{1}{r^{2\gamma_\ast}} \, dr + \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)||Y_{\varepsilon}(r, c)|}{r^{2\gamma_\ast + 1}} \, dr. \quad \text{(E.16)}
\]

We use (E.15) and (E.16) in different ways, depending on the various regimes considered.

### E.1 Estimates near \( c = u(0) \)

We start by proving estimates (E.5)-(E.7).

#### E.1.1 Proof of (E.5)

When \( c \in (u(0), u(0) + 1] \), then
\[
c - u(r) \geq c - u(0) > 0, \quad \forall r \in [0, \infty).
\]

From (E.15) and using standard arguments, we obtain
\[
\int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)||Y_{\varepsilon}(r, c)|}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \frac{1}{r^{2\gamma_\ast}} \, dr \leq \kappa \int_0^\infty \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 2}} \, dr + \frac{1}{\kappa} \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast - 2}(c - u(r))^2} \, dr, \quad \text{(E.17)}
\]

for any \( \kappa \in (0, 1) \). Moreover, since \( u(0) - u(r) \sim r^2 \) near \( r = 0 \), we can write
\[
\int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast - 2}(c - u(r))^2} \, dr \leq \int_1^\infty \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast - 4}(u(0) - u(r))^2} \, dr + \int_1^\infty \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast - 2}(u(0) - u(r))^2} \, dr \\
\lesssim \int_1^\infty \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 2}} \, dr + \int_1^\infty \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast - 2}} \, dr \lesssim \int_0^\infty \langle r \rangle^4 \frac{|F_{\ast, \varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 1}} \, dr.
\]

Hence, from the above estimates and (E.15), we obtain by taking \( \kappa \in (0, 1) \) small enough, that
\[
\int_0^\infty \frac{|r\partial_r Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast}} \, dr + \left[ k^2 - \frac{1}{4} - \gamma_\ast(\gamma_\ast - 1) \right] \int_0^\infty \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast + 2}} \, dr + \int_0^\infty \frac{\beta(r)(c - u(r))}{(u(r) - c)^2 + \varepsilon^2} \frac{|Y_{\varepsilon}(r, c)|^2}{r^{2\gamma_\ast}} \, dr \\
\lesssim \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)||Y_{\varepsilon}(r, c)|}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \frac{1}{r^{2\gamma_\ast}} \, dr + \int_0^\infty \frac{|F_{\ast, \varepsilon}(r, c)||Y_{\varepsilon}(r, c)|}{r^{2\gamma_\ast}} \, dr.
\]
\begin{equation}
\lesssim \int_0^\infty \langle r \rangle^4 \frac{|F_x(r,c)|^2}{r^{2\gamma}+1} \, dr + \int_0^\infty \frac{|F_{*,e}(r,c)|^2}{r^{2\gamma-3}+1} \, dr.
\end{equation}

An application of (E.10) gives the estimate

\begin{equation}
\|r^{-\gamma} Y_\epsilon(\cdot,c)\|_{L^2_{r,\gamma}}^2 + \int_0^\infty \left\| \partial_r \frac{Y_\epsilon(r,c)}{r^{\gamma}} \right\|^2 r \, dr + \int_0^\infty \frac{|Y_\epsilon(r,c)|^2}{r^{2\gamma}+2} \, dr \lesssim_{\gamma} \int_0^\infty \langle r \rangle^4 \frac{|F_x(r,c)|^2}{r^{2\gamma}+1} \, dr + \int_0^\infty \frac{|F_{*,e}(r,c)|^2}{r^{2\gamma-3}+1} \, dr.
\end{equation}

By considering the left-hand side above restricted to (0, 1) and choosing \(\gamma_* = k + 1/2 - \gamma\), with \(\gamma \in (0, k]\), we obtain

\begin{equation}
\|r^{-k-1/2+\gamma} Y_\epsilon(\cdot,c)\|_{L^2_{r,\gamma}(0,1)}^2 + \|r \partial_r Y_\epsilon(\cdot,c)\|^2_{L^2_{r,\gamma}(0,1)} \lesssim_{\gamma} \int_0^\infty \langle r \rangle^4 \frac{|F_x(r,c)|^2}{r^{2\gamma}+1} \, dr + \int_0^\infty \frac{|F_{*,e}(r,c)|^2}{r^{2\gamma-3}+1} \, dr.
\end{equation}

Similarly, on \((1, \infty)\) we choose \(\gamma_* = -k + 1/2 + \gamma\), with \(\gamma \in (0, k]\), and deduce that

\begin{equation}
\|r^{k-1/2-\gamma} Y_\epsilon(\cdot,c)\|_{L^2_{r,\gamma}(1,\infty)}^2 + \|r \partial_r Y_\epsilon(\cdot,c)\|^2_{L^2_{r,\gamma}(1,\infty)} \lesssim_{\gamma} \int_0^\infty \langle r \rangle^4 \frac{|F_x(r,c)|^2}{r^{2\gamma}+1} \, dr + \int_0^\infty \frac{|F_{*,e}(r,c)|^2}{r^{2\gamma-3}+1} \, dr.
\end{equation}

Adding the above two estimates together and recalling the shape of the weight (E.4), we deduce (E.5). Note that we can extend the range of \(\gamma\) to the interval \((0,2k]\), as the weight \(w_{\gamma,\gamma}\) is symmetric about \(\gamma = k\).

### E.1.2 Proof of (E.6)

When \(c \in (0, u(0))\) complying with \(r_c \leq \varepsilon^{-\frac{1}{2\gamma}}\), from (E.13) and using a similar argument to that in (E.17), we have

\begin{equation}
\int_0^\infty \left| \partial_r \frac{Y_\epsilon(r,c)}{r^{\gamma}} \right|^2 r \, dr + \left\{ k^2 - \frac{1}{4} - \gamma_* (\gamma_* - 1) \right\} \int_0^\infty \frac{|Y_\epsilon(r,c)|^2}{r^{2\gamma}+2} \, dr + \int_0^\infty \frac{\beta(r)(c-u(r)) |Y_\epsilon(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr \\
\lesssim \int_0^{r_c} \frac{\beta(r)(u(r)-c) |Y_\epsilon(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr + \int_0^\infty \frac{\beta(r)(c-u(r)) |Y_\epsilon(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr \\
\lesssim \int_0^{r_c} \frac{\beta(r)(u(r)-c) |Y_\epsilon(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr + \int_0^\infty \frac{\beta(r)(c-u(r)) |Y_\epsilon(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr.
\end{equation}

For \(r \leq r_c \leq 1\) there holds \(|c-u(r)| \leq r_c^2\) and hence by (E.16) and therefore

\begin{equation}
\int_0^{r_c} \frac{\beta(r)(u(r)-c) |Y_\epsilon(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr \lesssim \frac{1}{r_c^2} \left[ \int_0^\infty \frac{|F_x(r,c)||Y_\epsilon(r,c)|}{(u(r)-c)^2 + \varepsilon^2} \, dr + \int_0^\infty \frac{|F_{*,e}(r,c)||Y_\epsilon(r,c)|}{(u(r)-c)^2 + \varepsilon^2} \, dr \right],
\end{equation}

and since \(r_c \ll 1\), we obtain

\begin{equation}
\int_0^\infty \left| \partial_r \frac{Y_\epsilon(r,c)}{r^{\gamma}} \right|^2 r \, dr + \left\{ k^2 - \frac{1}{4} - \gamma_* (\gamma_* - 1) \right\} \int_0^\infty \frac{|Y_\epsilon(r,c)|^2}{r^{2\gamma}+2} \, dr + \int_0^\infty \frac{\beta(r)(c-u(r)) |Y_\epsilon(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr \\
\lesssim \frac{1}{r_c^2} \left[ \int_0^\infty \frac{|F_x(r,c)||Y_\epsilon(r,c)|}{(u(r)-c)^2 + \varepsilon^2} \, dr + \int_0^\infty \frac{|F_{*,e}(r,c)||Y_\epsilon(r,c)|}{(u(r)-c)^2 + \varepsilon^2} \, dr \right].
\end{equation}

Now, for any \(k \in (0, 1)\) we have

\begin{equation}
\frac{1}{r_c^2} \int_0^{\infty} \frac{|F_x(r,c)||Y_\epsilon(r,c)|}{(u(r)-c)^2 + \varepsilon^2} \, dr \leq \kappa \int_0^\infty \frac{|Y_\epsilon(r,c)|^2}{r^{2\gamma}+2} \, dr + \frac{1}{r_c^2} \int_0^\infty \frac{|F_{*,e}(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr.
\end{equation}

The contribution from \(F_x\) is controlled using that \(r^{2+\alpha} \lesssim \langle r \rangle^{2+\alpha} \sqrt{(u-c)^2 + \varepsilon^2}\), which implies that

\begin{equation}
\int_0^{\infty} \frac{|F_x(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr \leq \int_0^\infty \frac{r^{2+\alpha} |F_x(r,c)|^2}{(u(r)-c)^2 + \varepsilon^2} \, dr \leq \int_0^\infty \langle r \rangle^{4+2\alpha} \frac{|F_x(r,c)|^2}{r^{2\gamma}+2} \, dr.
\end{equation}

On \(F_{*,e}\), we use again (E.14). Therefore, choosing \(\kappa \ll 1\) and arguing as in (E.19)-(E.20) yields the desired result.
E.1.3 Proof of (E.7)

The starting point here is again (E.15), together with (E.17), which allows us to write

\[
\int_0^\infty \left| \frac{\partial_r Y_c(r,c)}{r^{\gamma}} \right|^2 r \, dr + \left[ k^2 - \frac{1}{4} - \gamma (\gamma_s - 1) \right] \int_0^\infty \frac{|Y_c(r,c)|^2}{r^{2\gamma_s+2}} r \, dr + \int_0^\infty (u(r)-c)^2 + \varepsilon^2 r^{2\gamma_s} \, dr
\]

\[
\lesssim \int_0^\infty \frac{|F_c(r,c)|^2}{r^{2\gamma_s-2(c-u(r))}} r \, dr + \int_0^\infty \frac{|F_{c*}(r,c)|^2}{r^{2\gamma_s-3}} r \, dr \lesssim c \int_0^\infty \frac{|F_c(r,c)|^2}{r^{2\gamma_s-3}} r \, dr + \int_0^\infty \frac{|F_{c*}(r,c)|^2}{r^{2\gamma_s-3}} r \, dr,
\]

(E.21)

and (E.7) follows from similar arguments as in (E.19)-(E.20).

E.2 Estimates near \( c = 0 \)

The core of this section lies in the proof of (E.8). As we shall see below, (E.9) follows by the argument already used for (E.7).

E.2.1 Proof of (E.8)

In this case, the argument to prove uniform estimates is completely different. We aim to prove the following.

Lemma E.2. Let \( Y_c \) be the solution to (E.1)-(E.3), and fix \( 0 < \bar{c} < \gamma < 2k \). Then, for every \( c \leq 0 \), or any \( c \in (0, u(0)) \) such that

\[
r_c \geq \frac{1}{2} e^{-\frac{1}{\bar{c}}},
\]

we have that

\[
\|Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}} + \|r \partial_r Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}} \lesssim \|r^2 (r^{2+\alpha} F_c(\cdot,c))\|_{L^2_{\gamma,\gamma}} + \|r^2 F_{c*}(\cdot,c)\|_{L^2_{\gamma,\gamma}}.
\]

(E.23)

Above, \( \alpha \) can be take zero when \( c \leq 0 \). In particular, using (E.10), then (E.8) holds.

The proof of this fact is split into different lemmas. To begin with, we need an estimate with sharper weights on \( Y_c \) in terms of slightly weaker weights.

Lemma E.3. Let \( Y_c \) be the solution to (E.1)-(E.3). Then, for every \( c \leq 0 \), and \( 0 < \bar{c} < \gamma < 2k \) we have that

\[
\|Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}} \lesssim \|r^2 (r^{2+\alpha} F_c(\cdot,c))\|_{L^2_{\gamma,\gamma}} + \|r^2 F_{c*}(\cdot,c)\|_{L^2_{\gamma,\gamma}} + \|Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}}.
\]

(E.24)

and

\[
\|r \partial_r Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}} \lesssim \|r^2 (r^{2+\alpha} F_c(\cdot,c))\|_{L^2_{\gamma,\gamma}} + \|r^2 F_{c*}(\cdot,c)\|_{L^2_{\gamma,\gamma}} + \|Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}}.
\]

(E.25)

When \( c \in (0, u(0)) \) is such that

\[
r_c \geq \frac{1}{2} e^{-\frac{1}{\bar{c}}},
\]

then

\[
\|Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}} \lesssim \|r^2 (r^{2+\alpha} F_c(\cdot,c))\|_{L^2_{\gamma,\gamma}} + \|r^2 F_{c*}(\cdot,c)\|_{L^2_{\gamma,\gamma}} + \|Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}}.
\]

(E.26)

and

\[
\|r \partial_r Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}} \lesssim \|r^2 (r^{2+\alpha} F_c(\cdot,c))\|_{L^2_{\gamma,\gamma}} + \|r^2 F_{c*}(\cdot,c)\|_{L^2_{\gamma,\gamma}} + \|Y_c(\cdot,c)\|_{L^2_{\gamma,\gamma}}.
\]

(E.27)

Proof of Lemma E.3. By using the Green’s function (4.91), we can deduce from (E.1) that

\[
Y_c(r,c) = \int_0^\infty \mathcal{L}(r,\rho) \left[ \frac{F_c(\rho,c)}{u(\rho) - c + \bar{\varepsilon} i} + F_{c*}(\rho,c) \right] d\rho - \int_0^\infty \mathcal{L}(r,\rho) \frac{\beta(\rho)}{u(\rho) - c + \bar{\varepsilon} i} Y_c(\rho,c) d\rho.
\]

(E.28)
Hence, let \( s \) satisfies \( \phi \) if (4.1) holds. We integrate (E.33) on \((0, \bar{r})\), even if \( \bar{r} = \infty \). Using that
\[
\bar{r} = \sup \{ \bar{r} \in (0, \infty) : \phi(\bar{r}, c) > 0, \quad \forall \bar{r}' < \bar{r} \} \in (0, \infty].
\]
We integrate (E.33) on \((0, \bar{r})\). Notice that the functions involved are integrable due to the assumptions on \( \phi \), even if \( \bar{r} = \infty \). Using that
\[
g \partial_{rr} \phi - \phi \partial_{rr} g = \partial_{r}(g \partial_{r} \phi - \phi \partial_{r} g),
\]
and the fact that since \( c \leq 0 \) there holds
\[
\frac{1}{u(r) - c} - \frac{1}{u(r)} \leq 0,
\]
the proof is similar. In this case, the key observation is that if \( r > r_c/2 \),
\[
\langle r \rangle^{2+\alpha} \sqrt{(u(r) - c)^2 + \varepsilon^2} \geq \langle r \rangle^{2+\alpha} \varepsilon \geq \frac{\langle r \rangle^{2+\alpha}}{r_c^{2+\alpha}} \geq 1,
\]
while if \( r \leq r_c/2 \), then \( |u(r) - c| \geq \langle r \rangle^{-2} \), and thus again
\[
\langle r \rangle^{2+\alpha} \sqrt{(u(r) - c)^2 + \varepsilon^2} \geq \langle r \rangle^{2+\alpha} |u(r) - c| \geq 1.
\]
In view of this, the weight on \( F \) has an extra power of \( \langle r \rangle^{3} \). The proof is concluded.

We also need a result on the homogeneous Rayleigh problem.

**Lemma E.4.** Fix \( 0 < \gamma \ll 1 \), and let \( \phi \in L^2_{Y, \gamma} \) with \( r \partial_r \phi \in L^2_{Y, \gamma} \), be a solution to the homogeneous Rayleigh problem (4.1), for \( z = c \leq 0 \). Then \( \phi \equiv 0 \).

**Proof of Lemma E.4.** If \( \phi \equiv 0 \) in a neighborhood of the origin, then, by unique continuation, \( \phi \equiv 0 \) everywhere. Hence, we may assume that \( \phi(r, c) > 0 \) for every \( 0 < r \ll 1 \). Recall, the function \( g(r) = r^{3/2}u(r) \) (Lemma 2.4) satisfies
\[
\partial_{rr} g + \left( -\frac{3}{4r^2} + \frac{\beta(r)}{u(r)} \right) g = 0.
\]
Hence,
\[
g \partial_{rr} \phi = \phi \partial_{rr} g + \frac{1 - k^2}{r^2} \phi g + \beta(r) \left( \frac{1}{u(r) - c} - \frac{1}{u(r)} \right) \phi g = 0.
\]

Let
\[
\bar{r} = \sup \{ r \in (0, \infty) : \phi(r', c) > 0, \quad \forall r' < r \} \in (0, \infty].
\]
We integrate (E.33) on \((0, \bar{r})\). Notice that the functions involved are integrable due to the assumptions on \( \phi \), even if \( \bar{r} = \infty \). Using that
\[
g \partial_{rr} \phi - \phi \partial_{rr} g = \partial_r(g \partial_{r} \phi - \phi \partial_{r} g),
\]
and the fact that since \( c \leq 0 \) there holds
\[
\frac{1}{u(r) - c} - \frac{1}{u(r)} \leq 0,
\]
we obtain
\[
g(\bar{r})\partial_r \phi(\bar{r}, c) - \phi(\bar{r}, c) \partial_r g(\bar{r}) = \int_0^{\bar{r}} \left[ \frac{k^2 - \frac{1}{r^2} \phi(r, c)g(r) - \beta(r)}{u(r) - c} \phi(r, c)g(r) \right] dr \geq 0.
\]

Note that \(\phi(\bar{r}, c) = 0, \partial_r \phi(\bar{r}, c) \leq 0\) and \(g > 0\), so that the above implies (also in the case \(\bar{r} = \infty\)) that
\[
\int_0^{\bar{r}} \left[ \frac{k^2 - \frac{1}{r^2} \phi(r, c)g(r) - \beta(r)}{u(r) - c} \phi(r, c)g(r) \right] dr = 0,
\]
and therefore \(\phi \equiv 0\), concluding the proof of the lemma.

We can now complete the proof of Lemma E.2.

**Proof of Lemma E.2.** Assume for contradiction that (E.23) does not hold, and let
\[
M_{F, \varepsilon} = \|r^2 (r)^{2+\sigma} F_\varepsilon(\cdot, c)\|_{L^{2}_{Y, \gamma - \delta, -\delta}} + \|r^2 F_{\ast, \varepsilon}(\cdot, c)\|_{L^{2}_{Y, \gamma - \delta, -\delta}}.
\]
Then there exists a sequence \(\varepsilon_j \to 0\) such that
\[
\|Y_{\varepsilon_j}(\cdot, c)\|_{L^{2}_{Y, \gamma}} > j M_{F, \varepsilon_j},
\]
(E.34)

By replacing
\[
Y_{\varepsilon_j}(r, c) \to \frac{Y_{\varepsilon_j}(r, c)}{\|Y_{\varepsilon_j}(r, c)\|_{L^{2}_{Y, \gamma}}}, \quad F_{\varepsilon_j}(r, c) \to \frac{F_{\varepsilon_j}(r, c)}{\|Y_{\varepsilon_j}(r, c)\|_{L^{2}_{Y, \gamma}}}, \quad F_{\ast, \varepsilon_j}(r, c) \to \frac{F_{\ast, \varepsilon_j}(r, c)}{\|Y_{\varepsilon_j}(r, c)\|_{L^{2}_{Y, \gamma}}},
\]
we may assume that \(\|Y_{\varepsilon_j}(\cdot, c)\|_{L^{2}_{Y, \gamma}} = 1\) and \(\|F_{\varepsilon_j}(\cdot, c)\|_{L^{2}_{Y, \gamma - \delta, -\delta}} + \|F_{\ast, \varepsilon_j}(\cdot, c)\|_{L^{2}_{Y, \gamma - \delta, -\delta}} \to 0\). Hence, thanks to standard compactness arguments, Lemma E.3 provides the existence of a subsequence (not relabeled) such that \(Y_{\varepsilon_j}\) weakly in \(L^{2}_{Y, \gamma/2}\) and strongly in \(L^{2}_{Y, \gamma}\), while \(r \partial_r Y_{\varepsilon_j}\) converges weakly in \(L^{2}_{Y, \gamma/2}\). Note that in that case \(c \in (0, u(0))\), we have that \(r \to \infty\) as \(\varepsilon \to 0\) thanks to (E.22), which is equivalent to say that \(c \to 0\). Hence, the limit \(Y \in H^{1}_{Y, \gamma/2}\) is a weak solution to the homogeneous Rayleigh problem (due to \(F_{\varepsilon_j} \to 0\), for some \(c \leq 0\), and satisfies \(\|Y\|_{L^{2}_{Y, \gamma}} = 1\). However, Lemma E.4 implies that \(Y = 0\), which is a contradiction. With (E.23) at our disposal, the derivative estimate follows from (E.25).

E.2.2 Proof of (E.9)

Assume \(c < -R_{\gamma_*}\), where \(R_{\gamma_*} > 0\) is fixed below. Using the same ideas as in (E.21), we have
\[
\int_0^{\infty} \left[ \beta(r) \frac{u(r) - c}{r^{2\gamma_*}} \rho_\gamma Y_{\varepsilon_j}(r, c) \right] dr + \int_0^{\infty} \left[ \frac{k^2 - \frac{1}{r^2} \gamma_* (\gamma_* - 1)}{u(r) - c} \right] \frac{u(r) - c}{r^{2\gamma_*}} \rho_\gamma Y_{\varepsilon_j}(r, c) \right] dr \leq \int_0^{\infty} \frac{\beta(r) u(r)^2}{r^{2\gamma_*}} \rho_\gamma Y_{\varepsilon_j}(r, c) \right] dr + \int_0^{\infty} \frac{\rho_\gamma Y_{\varepsilon_j}(r, c) \right] dr}{r^{2\gamma_*}}
\]
Now, since
\[
\beta(r) r^2 \leq C_{\beta}
\]
by standard estimates,
\[
\int_0^{\infty} \frac{\beta(r) u(r) - c}{r^{2\gamma_*}} \rho_\gamma Y_{\varepsilon_j}(r, c) \right] dr \leq \int_0^{\infty} \frac{\beta(r) r^2}{u(r) - c} \frac{u(r) - c}{r^{2\gamma_*}} \rho_\gamma Y_{\varepsilon_j}(r, c) \right] dr \leq \frac{C_{\beta}}{R_{\gamma_*}} \int_0^{\infty} \frac{\rho_\gamma Y_{\varepsilon_j}(r, c) \right] dr}{r^{2\gamma_*}}
\]
Thus, by taking
\[
R_{\gamma_*} \gg \frac{C_{\beta}}{k^2 - \frac{1}{4} - \gamma_* (\gamma_* - 1)},
\]
estimate (E.9) follows from (E.35).
E.3 Vanishing of \( f_E \)

The function \( f_E \) from (2.26), can be rewritten using the notation introduced in (2.20) as

\[
f_E(t, r) = \frac{\beta(r)}{2\pi i \sqrt{r}} \int_R e^{ik(u(r)-c)t} \left[ \frac{u(r)-c}{(u(r)-c)^2 + \varepsilon^2} X(r, c, \varepsilon) + \frac{i(\varepsilon A(r, c, \varepsilon)}{(u(r)-c)^2 + \varepsilon^2} \right] (1 - \chi_{\sigma}(c)) dc,
\]

(E.36)

where

\[
\text{RAY}_+ X = \frac{1}{u(r) - c - i\varepsilon} \frac{2i\varepsilon[F(r) - \beta(r)Y(r, c - i\varepsilon)]}{u(r) - c + i\varepsilon},
\]

and

\[
\text{RAY}_+ A = \frac{1}{u(r) - c - i\varepsilon} \frac{2(u(r) - c)F(r) + 2i\varepsilon\beta(r)Y(r, c - i\varepsilon) + 2F_*(r)}{u(r) - c + i\varepsilon}.
\]

(E.37)

(E.38)

According to (E.7) and (E.9), if \( c > u(0) + 1/2 \) or \( c < R, \) we use Lemma 2.1 and the fact that \( 1 \lesssim |u(r) - c| \) to obtain that

\[
\left\| \frac{X(\cdot, c, \varepsilon)}{\min\{r^{k+1/2-\gamma}, r^{-k+1/2+\gamma}\}} \right\|_{L^\infty}^2 \lesssim \gamma \frac{\varepsilon^2}{c^2} \|r^2 F\|_{L^{2,\gamma}_r}^2 + \|r^2 \beta Y(\cdot, c - i\varepsilon)\|_{L^{2,\gamma}_r}^2
\]

\[
\lesssim \gamma \frac{\varepsilon^2}{c^2} \|r^2 F\|_{L^{2,\gamma}_r}^2 + \|r^2 \beta Y(\cdot, c - i\varepsilon)\|_{L^{2,\gamma}_r}^2
\]

\[
\lesssim \gamma \frac{\varepsilon^2}{c^2} \|r^2 F\|_{L^{2,\gamma}_r}^2 + \|r^2 F_*\|_{L^{2,\gamma}_r}^2.
\]

(E.39)

and, similarly

\[
\left\| \frac{A(\cdot, c, \varepsilon)}{\min\{r^{k+1/2-\gamma}, r^{-k+1/2+\gamma}\}} \right\|_{L^\infty}^2 \lesssim \gamma \|r^2 F\|_{L^{2,\gamma}_r}^2 + \|r^2 F_*\|_{L^{2,\gamma}_r}^2.
\]

(E.40)

**Proposition E.5.** For \( \delta \) sufficiently small, there holds

\[
\lim_{\varepsilon \to 0} \|f_E(t, \cdot)\|_{L^2_{\gamma, \delta}} = 0,
\]

for every \( t \geq 0. \)

**Proof of Proposition E.5.** Recalling the shape of the weight (1.10b), we split into different cases. If \( r \leq 1, \) we use (E.39) and (E.40) to obtain

\[
\frac{|f_E(t, r)|}{r^{k+1/2-\delta}} \lesssim \frac{\beta(r)}{r^{k+1/2-\delta}} \int_R \frac{|X(r, c, \varepsilon)|}{|c|} (1 - \chi_{\sigma}(c)) dc + \varepsilon \frac{\beta(r)}{r^{k+1-\delta}} \int_R \frac{|A(r, c, \varepsilon)|}{|c|^2} (1 - \chi_{\sigma}(c)) dc
\]

\[
\lesssim_{\delta, F, F_*} \frac{\beta(r)}{r^{k+1/2-\delta}} \varepsilon.
\]

If \( r \geq 1, \) we get in a similar manner that

\[
\frac{|f_E(t, r)|}{r^{-k+1/2-4\delta}} \lesssim \frac{\beta(r)}{r^{-k+3-\delta}} \int_R \frac{|X(r, c, \varepsilon)|}{|c|} (1 - \chi_{\sigma}(c)) dc + \varepsilon \frac{\beta(r)}{r^{-k+3-\delta}} \int_R \frac{|A(r, c, \varepsilon)|}{|c|^2} (1 - \chi_{\sigma}(c)) dc
\]

\[
\lesssim_{\delta, F, F_*} \frac{\beta(r)}{r^{-7/2+\delta}} \varepsilon,
\]

Upon squaring and integrating over \( r \in (0, \infty) \) and using Lemma 2.1, we deduce that

\[
\|f_E(t, \cdot, \varepsilon)\|_{L^2_{\gamma, \delta}} \lesssim_{\delta, F, F_*} \varepsilon,
\]

concluding the proof. \( \square \)
\section*{E.4 Vanishing of $f_S$}

We next treat $f_S$ in (2.25), which we rewrite here

\begin{equation}
\frac{\beta(r)}{2\pi i \sqrt{r}} \int_{-R_S}^{u(0)+1} e^{ik(u(r)-c)t} \left[ \frac{u(r) - c - i\varepsilon}{u(r) - c + i\varepsilon} - \frac{Y(r, c + i\varepsilon)}{u(r) - c + i\varepsilon} \right] \chi_{E}(t)(1 - \chi_{E}(r_c))dr_c. \tag{E.41}
\end{equation}

Recall that

\begin{equation}
1 - \chi_{E}(r_c) \neq 0 \quad \text{if} \quad r_c \leq \varepsilon^{1/\alpha} \quad \text{or} \quad r_c \geq \frac{1}{2}\varepsilon^{-1/\alpha}. \tag{E.42}
\end{equation}

We prove the following result.

\begin{proposition}
For $\delta$ sufficiently small, there holds

\begin{equation}
\lim_{\varepsilon \to 0} \|f_S^\varepsilon(t, \cdot)\|_{L^2_{f,\varepsilon}} = 0,
\end{equation}

for every $t \geq 0$.

\end{proposition}

\begin{proof}[Proof of Proposition E.6]
Since the cut-off functions in (E.41) isolate different subsets of $\mathbb{R}$, we proceed case by case, using the estimates provided by Theorem E.1. We first note that

\begin{equation}
\frac{|f_S^\varepsilon(t, r)|}{w_{f,\varepsilon}(r)} \lesssim J_1 + J_2 + J_3 + J_4,
\end{equation}

where

\begin{align}
J_1^\varepsilon(t, r) &= \frac{\beta(r)}{w_{f,\varepsilon}(r)r^{1/2}} \int_{r \leq \varepsilon^{1/\alpha}} e^{ik(u(r)-c)t} \left[ \frac{u(r) - c}{u(r) - c + i\varepsilon} - \frac{Y(r, c + i\varepsilon)}{u(r) - c + i\varepsilon} \right] \chi_{E}(t)(1 - \chi_{E}(r_c))dr_c, \tag{E.43} \\
J_2^\varepsilon(t, r) &= \frac{\beta(r)}{w_{f,\varepsilon}(r)r^{1/2}} \int_{u(0)}^{u(0)+1} e^{ik(u(r)-c)t} \left[ \frac{u(r) - c}{(u(r) - c)^2 + \varepsilon^2} X(r, c, \varepsilon) + \frac{i\varepsilon A(r, c, \varepsilon)}{(u(r) - c)^2 + \varepsilon^2} \right] dr_c, \tag{E.44} \\
J_3^\varepsilon(t, r) &= \frac{\beta(r)}{w_{f,\varepsilon}(r)r^{1/2}} \int_{-R_S}^{0} e^{ik(u(r)-c)t} \left[ \frac{u(r) - c}{(u(r) - c)^2 + \varepsilon^2} X(r, c, \varepsilon) + \frac{i\varepsilon A(r, c, \varepsilon)}{(u(r) - c)^2 + \varepsilon^2} \right] dr_c, \tag{E.45} \\
J_4^\varepsilon(t, r) &= \frac{\beta(r)}{w_{f,\varepsilon}(r)r^{1/2}} \int_{0}^{r \geq \varepsilon^{-1/\alpha}} e^{ik(u(r)-c)t} \left[ \frac{Y(r, c + i\varepsilon)}{u(r) - c + i\varepsilon} - \frac{Y(r, c - i\varepsilon)}{u(r) - c - i\varepsilon} \right] dr_c, \tag{E.46}
\end{align}

and $X$ and $A$ satisfy (E.37) and (E.38), respectively. Let us first consider $J_1$. The key observation is that on the support of the integrands in $r_c$, there holds for $r \leq 1$,

\begin{equation}
r^\delta \lesssim \left( (u(r) - u(r_c))^2 + \varepsilon^2 \right)^{\delta/2(\alpha+\gamma)},
\end{equation}

whereas for $r > 1$ and $r_c \leq 1/4$, there holds

\begin{equation}
1 \lesssim (u(r) - u(r_c))^2 + \varepsilon^2.
\end{equation}

Moreover, $u'(r_c) \approx r_c$. Hence, by (E.6) if $r \leq 1$ we have

\begin{align}
\int_{r \leq \varepsilon^{-1/\alpha}} e^{ik(u(r)-c)t} \frac{Y(r, c + i\varepsilon)}{u(r) - c + i\varepsilon} (1 - \chi_{E}(c))dr_c &\lesssim \int_{0}^{\varepsilon^{-1/\alpha}} |u'(r_c)| \frac{|Y(r, c + i\varepsilon)|}{\sqrt{(u(r) - u(r_c))^2 + \varepsilon^2}} dr_c \\
&\lesssim \int_{0}^{\varepsilon^{-1/\alpha}} r_c \frac{r^{-\delta/4} |Y(r, c + i\varepsilon)|}{((u(r) - u(r_c))^2 + \varepsilon^2)^{\delta/2(\alpha+\gamma)}} dr_c \\
&\lesssim \frac{1}{\varepsilon^{\delta/2(\alpha+\gamma)}} \int_{0}^{\varepsilon^{-1/\alpha}} r_c r^{-\delta/4} |Y(r, c + i\varepsilon)| dr_c.
\end{align}
\[ \leq \frac{r^{k+1/2-\delta/2}}{\varepsilon^{1-\frac{\delta}{4(2+\delta)/\varepsilon}}} \int_0^{\varepsilon^{\frac{1}{2+\delta}}} r_c \| r^{-k-1/2+\delta/4} Y'(\cdot, c + i\varepsilon) \|_{L^\infty(0,1)} \, dr_c \]

\[ \lesssim_{F,F_c,\delta} r^{k+1/2-\delta/2} \frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}} , \]

while if \( r > 1 \) there holds

\[ \left| \int_{r_c \leq \varepsilon^{\frac{1}{2+\delta}}} \frac{e^{i(k(u(r)-c)t)}}{u(r) - c - i\varepsilon} \right| \left( 1 - \chi_\sigma(c) \right) \, dc \right| \lesssim \int_0^{\varepsilon^{\frac{1}{2+\delta}}} r_c \| Y(r, c + i\varepsilon) \|_{L^\infty(1,\infty)} \, dr_c \]

\[ \lesssim_{F,F_c,\delta} r^{-k+1/2+\delta/2} \frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}} , \]

and the same holds for \( Y(r, c - i\varepsilon) \). Hence we have

\[ |J_r(t, r)| \lesssim_{F,F_c,\delta} \begin{cases} \beta(r) r^{-1/2-\delta/2} \frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}} & r \in (0, 1], \\ \beta(r) r^{7/2-\delta/2} \frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}} & r > 1. \end{cases} \]

Since \( \alpha < \delta/8 \), thanks to Lemma 2.1 we obtain

\[ \|J_r(t)\|_{L^2} \lesssim_{F,F_c,\delta} \varepsilon^{\frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}}} . \]

Now, \( J_4 \) is very similar. On its support, we use (E.31), (E.32), the fact that \( u'(r_c) \sim r_c^{-3} \) and (E.8), to obtain for \( r \leq 1 \) that

\[ \left| \int_{r_c \geq \varepsilon^{\frac{1}{2+\delta}}} \frac{e^{i(k(u(r)-c)t)}}{u(r) - c - i\varepsilon} \right| \left( 1 - \chi_\sigma(c) \right) \, dc \right| \lesssim \int_{\varepsilon^{\frac{1}{2+\delta}}}^{\infty} \frac{r_c}{r_c^{2+\alpha}} \| Y(r, c + i\varepsilon) \|_{L^\infty(1,\infty)} \, dr_c \]

\[ \lesssim r^{k+1/2-\delta/2} \frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}} , \]

while for \( r > 1 \), a similar argument implies

\[ \left| \int_{r_c \geq \varepsilon^{\frac{1}{2+\delta}}} \frac{e^{i(k(u(r)-c)t)}}{u(r) - c - i\varepsilon} \right| \left( 1 - \chi_\sigma(c) \right) \, dc \right| \lesssim_{F,F_c,\delta} r^{-k+1/2+\delta/2} \frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}} . \]

Similar estimates hold for \( Y(r, c - i\varepsilon) \), and thus in view of Lemma 2.1 we have

\[ \|J_r(t)\|_{L^2} \lesssim_{F,F_c,\delta} \varepsilon^{\frac{2^{1-\alpha}}{\varepsilon^{\frac{1}{2+\delta}}}} . \]

We now deal with \( J_2 \) and \( J_3 \). For \( J_2 \), in analogy with (E.39) and (E.40) and using (E.8), for \( c \in (u(0), u(0) + 1) \) we obtain that

\[ \| \frac{X(\cdot, c, \varepsilon)}{\min \{ r^{k+1/2-\gamma}, r^{-k+1/2+\gamma} \}} \|_{L^\infty}^2 + \| r\partial_r X(\cdot, c, \varepsilon) \|_{L^2(\gamma)}^2 \]

\[ \lesssim \varepsilon^{2} \left( \| r^2 F \|_{L^2(\gamma)} \right)^2 + \| \frac{r^2 \beta Y(\cdot, c - i\varepsilon)}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \|_{L^2(\gamma)}^2 . \]
\begin{align*}
\lesssim & \frac{\varepsilon^{\delta/4}}{|u(0) - c|^{\delta/4}} \left[ \| \langle r \rangle^2 F \|_{L^4_{r,\gamma}}^2 + \| Y(\cdot, c - i\varepsilon) \|_{L^4_{r,\gamma}}^2 \right] \\
\lesssim & \frac{\varepsilon^{\delta/4}}{|u(0) - c|^{\delta/4}} \left[ \| \langle r \rangle^2 F \|_{L^4_{r,\gamma}}^2 + \| r^2 F \|_{L^4_{r,\gamma}}^2 \right],
\end{align*}

(E.47)

and, similarly

\begin{align*}
\left\| \frac{A(\cdot, c, \varepsilon)}{\min \{r^{k+1/2-\gamma}, r^{-k+1/2+\gamma}\}} \right\|_{L^\infty}^2 \lesssim & \gamma \left\| \langle r \rangle^2 F \|_{L^4_{r,\gamma}}^2 + \| r^2 F \|_{L^4_{r,\gamma}}^2 \right. \\
\end{align*}

(E.48)

If \( r \leq 1 \), taking into account that \( u(r) - u(0) \sim r^2 \) when \( r \to 0 \), we appeal to (E.47) and (E.48) to obtain

\begin{align*}
J_2^r(t, r) \lesssim & \frac{\beta(r)}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \left| X(r, c, \varepsilon) \right| \frac{|u(r) - u(0)|^{\delta/4} |u(0) - c|^{1-\delta/4}}{dc} \\
& + \varepsilon^{\delta/8} \frac{\beta(r)}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \left| A(r, c, \varepsilon) \right| \frac{|u(r) - u(0)|^{\delta/4} |u(0) - c|^{1-\delta/4}}{dc} \\
\lesssim & \frac{\beta(r)}{r^{k+2/2-\delta/4}} \int_{u(0)}^{u(0)+1} \left\| r^{k-1/2+\delta/4} X(r, c, \varepsilon) \right\|_{L^\infty} \frac{|u(0) - c|^{1-\delta/4}}{dc} \\
& + \varepsilon^{\delta/8} \frac{\beta(r)}{r^{k+2/2-\delta/4}} \int_{u(0)}^{u(0)+1} \left\| r^{k-1/2+\delta/4} A(r, c, \varepsilon) \right\|_{L^\infty} \frac{|u(0) - c|^{1-\delta/4}}{dc} \\
\lesssim & \delta, F, \varepsilon \frac{\beta(r)}{r^{k+2/2-\delta/4}} \varepsilon^{\delta/8}.
\end{align*}

(E.49)

If \( r \geq 1 \), we use an even simpler version of (E.47) to get

\begin{align*}
J_2^r(t, r) \lesssim & \frac{\beta(r)}{r^{k-3+\delta}} \int_R |X(r, c, \varepsilon)| dc + \varepsilon^{\delta/8} \int_R |A(r, c, \varepsilon)| dc \lesssim \delta, F, \varepsilon \frac{\beta(r)}{r^{k-3+\delta}} \varepsilon^{\delta/8}.
\end{align*}

As a consequence,

\[ \| J_2^r(t) \|_{L^\infty} \lesssim \delta, F, \varepsilon \varepsilon^{\delta/8}. \]

The treatment of \( J_3 \) is similar. In this case, using (E.8) with \( \alpha = 0 \), we obtain that

\begin{align*}
\left\| \frac{X(\cdot, c, \varepsilon)}{\min \{r^{k+1/2-\gamma}, r^{-k+1/2+\gamma}\}} \right\|_{L^\infty}^2 + \| X(\cdot, c, \varepsilon) \|_{L^4_{r,\gamma}}^2 + \| r \partial_r X(\cdot, c, \varepsilon) \|_{L^4_{r,\gamma}}^2 \\
\lesssim \varepsilon^2 \left\| \frac{r^2 \langle r \rangle^2 F}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \right\|_{L^4_{r,\gamma-\delta}}^2 + \varepsilon^2 \left\| \frac{r^2 \langle r \rangle^2 (c - i\varepsilon)}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \right\|_{L^4_{r,\gamma-\delta}}^2. 
\end{align*}

(E.50)

From \( u(r) \sim r^{-2} \) when \( r \to \infty \) and the fact that \( c \leq 0 \), we have

\begin{align*}
\varepsilon^2 \left\| \frac{r^2 \langle r \rangle^2 F}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \right\|_{L^4_{r,\gamma-\delta}}^2 \lesssim & \varepsilon^2 \int_0^1 \frac{r^4 |F(r)|^2}{r^{2k+2-2\gamma+2\delta}((u(r) - c)^2 + \varepsilon^2)} dr \\
& + \varepsilon^2 \int_1^\infty \frac{r^4 |F(r)|^2}{r^{2k+2-2\gamma+2\delta}((u(r) - c)^2 + \varepsilon^2)} dr \\
\lesssim & \varepsilon^{\delta/8} \int_0^1 \frac{r^4 |F(r)|^2}{r^{2k+2-2\gamma+2\delta}} dr + \varepsilon^{\delta/8} \int_1^\infty \frac{r^4 |F(r)|^2}{r^{2k+2-2\gamma+2\delta}} dr \\
\lesssim & \varepsilon^{\delta/8} \left\| \frac{r^2 \langle r \rangle^2 F}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} \right\|_{L^4_{r,\gamma-\delta}}^2.
\end{align*}
Analogously, using Lemma 2.1, we have

$$\varepsilon^2 \left\| \frac{r^2(r)^2 Y(r, c - i\varepsilon)}{\sqrt{u(r) - c}} + \varepsilon^2 \right\|_{L^2_t \gamma, \gamma - \alpha}^2 \lesssim \gamma^{\delta/8} \int_0^1 r^{4-2\delta} |Y(r, c - i\varepsilon)|^2 \text{dr} + \varepsilon^{\delta/8} \int_1^\infty \beta(r)^2 r^{8+\delta/4+2\delta} |Y(r, c - i\varepsilon)|^2 \text{dr}$$

$$\lesssim \gamma^{\delta/8} |Y(r, c - i\varepsilon)|_{L^3_t} \lesssim \gamma^{\delta/8} \left[ \|r^2(r)^2 F(r)\|_{L^2_t \gamma, \gamma - \alpha} + \|r^2 F_*(r)\|^2_{L^2_t \gamma, \gamma - \alpha} \right],$$

implying that, with the choice $\tilde{\alpha} = \gamma/2 = \delta/4$, we have the control.

$$\|X(r, c, \varepsilon)\|_{L^2_t \gamma, \gamma - \delta/4} \lesssim \gamma^{\delta/8} \left[ \|r^2(r)^2 F(r)\|_{L^2_t \gamma, \gamma - \delta/4} + \|r^2 F_*(r)\|^2_{L^2_t \gamma, \gamma - \delta/4} \right].$$

Regarding $A$, we argue in the same way and arrive at

$$\|A(r, c, \varepsilon)\|_{L^2_t \gamma, \gamma - \delta/4} \lesssim \gamma^{\delta/8} \left[ \|r^2(r)^2 F(r)\|_{L^2_t \gamma, \gamma - \delta/4} + \|r^2 F_*(r)\|^2_{L^2_t \gamma, \gamma - \delta/4} \right].

In order to control $J_3$, we again consider two cases. If $r \leq 1$,

$$J_3(r, t) \lesssim \frac{\beta(r)}{r^{k+1-\delta}} \int_{-R_3}^0 |X(r, c, \varepsilon)| \text{dc} + \varepsilon \int_{-R_3}^0 |A(r, c, \varepsilon)| \text{dc}$$

$$\lesssim \frac{\beta(r)}{r^{1/2-\delta/2}} \int_{-R_3}^0 \|r^{k-1/2-\delta/2} X(r, c, \varepsilon)\|_{L^\infty} \text{dc} + \varepsilon \frac{\beta(r)}{r^{1/2-\delta/2}} \int_{-R_3}^0 \|r^{k-1/2-\delta/2} A(r, c, \varepsilon)\|_{L^\infty} \text{dc}$$

$$\lesssim \delta, F, \varepsilon \left\| \frac{\beta(r)}{r^{1/2-\delta/2}} \right\| \frac{\delta}{16},$$

while if $r \geq 1$, since $u(r) \sim r^{-2}$ as $r \to \infty$, we use (E.51) and (E.52) to deduce that

$$J_3(r, t) \lesssim \frac{\beta(r)}{r^{k+1-\delta}} \int_{-R_3}^0 \left\| \frac{r^{k+1-\delta/2} X(r, c, \varepsilon)}{|c|^{\delta/8}} \right\|_{L^\infty} \text{dc} + \varepsilon \frac{\beta(r)}{r^{k+1-\delta/4}} \int_{-R_3}^0 \left\| \frac{r^{k-1/2-\delta/2} A(r, c, \varepsilon)}{|c|^{\delta/8}} \right\|_{L^\infty} \text{dc}$$

$$\lesssim \delta, F, \varepsilon \left\| \frac{\beta(r)}{r^{k+1-\delta}} \right\| \frac{\delta}{16}.$$
E.5.1 Proof for $j \in \{1, \ldots, k-1\}$
Arguing as in the proof of Proposition E.6 and taking $j = 1$, an important term to bound (somewhat analogous to (E.44)) reads as

$$J_2(t, r) = \frac{\beta(r)ru'(r)}{w_f(r)r^{1/2}} \int_{u(0)}^{u(0)+1} e^{it(u(r)-c)t} \left[ \frac{u(r)-c}{(u(r)-c)^2 + \varepsilon^2} \partial_G X(r, c, \varepsilon) + \frac{i\varepsilon \partial_G A(r, c, \varepsilon)}{(u(r)-c)^2 + \varepsilon^2} \right] dc. \quad (E.54)$$

According to Lemma 2.7, we have

$$\text{RAY} + \partial_G X = \frac{2i\varepsilon}{(u(r)-c)^2 + \varepsilon^2} \left( \frac{1}{u'(r)} \partial_r F - \frac{\beta(r)}{u'(r)} \partial_r Y(r, c - i\varepsilon) \right) - 2 \frac{u''(r)}{(u'(r))^2} \left[ F(r) - \beta(r)Y(r, c - i\varepsilon) \right] \quad (E.55)$$

$$+ \frac{1}{u - c - i\varepsilon} \left( 2 \frac{u''(r)\beta(r)}{(u'(r))^2} - \frac{\beta'(r)}{u'(r)} \right) X \quad (E.56)$$

$$+ \partial_{rr} \left( \frac{1}{u'(r)} \right) \partial_r Y + 2 \frac{1/4 - k^2}{r^3(u'(r))^2} (u'(r) + ru''(r)) Y \quad (E.57)$$

and

$$\text{RAY} - \partial_G Y = \frac{1}{u - c + i\varepsilon} \left( 2 \frac{u''(r)\beta(r)}{(u'(r))^2} - \frac{\beta'(r)}{u'(r)} \right) Y + \frac{1}{u'(r)} \partial_r F - 2 \frac{u''(r)}{(u'(r))^2} F(r) \quad (E.58)$$

$$+ \partial_{rr} \left( \frac{1}{u'(r)} \right) \partial_r Y + 2 \frac{1/4 - k^2}{r^3(u'(r))^2} (u'(r) + ru''(r)) Y - 2 \frac{u''(r)}{(u'(r))^2} F(r) + \partial_G F(r). \quad (E.59)$$

Next, we show that the terms in (E.58) and (E.60) are bounded in the norm $\|r^2 \cdot \|_{L^2_{Y, \gamma}}$ as they correspond to the term $F_{*, \varepsilon}$ in Theorem E.1. The terms containing $F_*$ are harmless, since they are compactly supported away from $r = 0$. As for the other terms, notice that from Lemma 6.2, we have

$$\frac{(u'(r) + ru''(r))}{r^3(u'(r))^2} \sim \begin{cases} r^{-4}, & r \to 0, \\ 1, & r \to \infty, \end{cases} \quad \partial_{rr} \left( \frac{1}{u'(r)} \right) \sim \begin{cases} r^{-3}, & r \to 0, \\ r, & r \to \infty. \end{cases}$$

Thus, we can choose $\gamma = 2 + \gamma' \in (0, 2k)$, deduce that

$$\left\| r^2 \left[ \partial_{rr} \left( \frac{1}{u'(r)} \right) \partial_r Y + 2 \frac{1/4 - k^2}{r^3(u'(r))^2} (u'(r) + ru''(r)) Y \right] \right\|_{L^2_{Y, 2+\gamma'}} \lesssim \|r \partial_r Y\|_{L^2_{Y, \gamma'}}^2 + \|Y\|_{L^2_{Y, \gamma'}}^2 \quad (E.60)$$

and

$$\left\| r^2 \left[ \partial_{rr} \left( \frac{1}{u'(r)} \right) \partial_r X + 2 \frac{1/4 - k^2}{r^3(u'(r))^2} (u'(r) + ru''(r)) X \right] \right\|_{L^2_{Y, 2+\gamma'}} \lesssim \|r \partial_r X\|_{L^2_{Y, \gamma'}}^2 + \|X\|_{L^2_{Y, \gamma'}}^2. \quad (E.62)$$

To control the terms in (E.57) and (E.59), we note Lemma 6.2,

$$2 \frac{u''(r)\beta(r)}{(u'(r))^2} - \frac{\beta'(r)}{u'(r)} \sim \begin{cases} r^{-2}, & r \to 0, \\ r^{-4}, & r \to \infty, \end{cases} \quad \frac{u''(r)}{(u'(r))^2} \sim \begin{cases} r^{-2}, & r \to 0, \\ r^{2}, & r \to \infty, \end{cases} \quad \frac{1}{u'(r)} \sim \begin{cases} r^{-1}, & r \to 0, \\ r^{3}, & r \to \infty. \end{cases}$$

The point is that these coefficient are less singular at the origin by a power of $r^{-2}$, and therefore all the norms appearing in Theorem E.1 for $F_*$ are finite even without a gain of $r^{-2}$ at the origin, upon choosing again $\gamma = 2 + \gamma'$. In the specific case when $c \in (u(0), u(0)+1)$, we use (E.5) to have

$$\left\| r^2 \left( 2 \frac{u''(r)\beta(r)}{(u'(r))^2} - \frac{\beta'(r)}{u'(r)} \right) Y + \frac{1}{u'(r)} \partial_r F - 2 \frac{u''(r)}{(u'(r))^2} F(r) \right\|_{L^2_{Y, 2+\gamma'}}^2$$
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Now, going back to (E.54) and noticing that begin from (E.53) with and Let us only deal with the term containing \( X \) Lastly, the terms in (E.56) are treated as in (E.47). Accordingly, using (E.62) we obtain the bounds \[
\min \{ |r^{k+1/2-2-2\gamma'}|, r^{-k+1/2+2+2\gamma'} \} \parallel \frac{\partial G Y}{\partial \gamma} \parallel^2_{L^2_{Y,\gamma'}} + \parallel \partial G Y \parallel^2_{L^2_{Y,\gamma'}} + \parallel r \partial_r G Y \parallel^2_{L^2_{Y,\gamma'}}
\]
and \[
\min \{ |r^{k+1/2-2-2\gamma'}|, r^{-k+1/2+2+2\gamma'} \} \parallel \frac{\partial G X}{\partial \gamma} \parallel^2_{L^2_{Y,\gamma'}} + \parallel \partial G X \parallel^2_{L^2_{Y,\gamma'}} + \parallel r \partial_r G X \parallel^2_{L^2_{Y,\gamma'}}
\]
Lastly, the terms in (E.56) are treated as in (E.47). Accordingly, using (E.62) we obtain the bounds \[
\min \{ |r^{k+1/2-2-2\gamma'}|, r^{-k+1/2+2+2\gamma'} \} \parallel \frac{\partial G Y}{\partial \gamma} \parallel^2_{L^2_{Y,\gamma'}} + \parallel \partial G Y \parallel^2_{L^2_{Y,\gamma'}} + \parallel r \partial_r G Y \parallel^2_{L^2_{Y,\gamma'}}
\]
and \[
\min \{ |r^{k+1/2-2-2\gamma'}|, r^{-k+1/2+2+2\gamma'} \} \parallel \frac{\partial G X}{\partial \gamma} \parallel^2_{L^2_{Y,\gamma'}} + \parallel \partial G X \parallel^2_{L^2_{Y,\gamma'}} + \parallel r \partial_r G X \parallel^2_{L^2_{Y,\gamma'}}
\]
which, using (E.47) and (E.48), they imply that \[
\min \{ |r^{k+1/2-2-2\gamma'}|, r^{-k+1/2+2+2\gamma'} \} \parallel \frac{\partial G Y}{\partial \gamma} \parallel^2_{L^2_{Y,\gamma'}} + \parallel \partial G Y \parallel^2_{L^2_{Y,\gamma'}} + \parallel r \partial_r G Y \parallel^2_{L^2_{Y,\gamma'}}
\]
and \[
\min \{ |r^{k+1/2-2-2\gamma'}|, r^{-k+1/2+2+2\gamma'} \} \parallel \frac{\partial G X}{\partial \gamma} \parallel^2_{L^2_{Y,\gamma'}} + \parallel \partial G X \parallel^2_{L^2_{Y,\gamma'}} + \parallel r \partial_r G X \parallel^2_{L^2_{Y,\gamma'}}
\]
Similarly, by essentially arguing that \( A(\cdot, c, \varepsilon) = X(\cdot, c, \varepsilon) + 2Y(\cdot, c - i\varepsilon) \), we obtain \[
\min \{ |r^{k+1/2-2-2\gamma'}|, r^{-k+1/2+2+2\gamma'} \} \parallel \frac{\partial G A}{\partial \gamma} \parallel^2_{L^2_{Y,\gamma'}} + \parallel \partial G A \parallel^2_{L^2_{Y,\gamma'}} + \parallel r \partial_r G A \parallel^2_{L^2_{Y,\gamma'}}
\]
Now, going back to (E.54) and noticing that \( ru'(r) \sim r^2 \) as \( r \to 0 \) and \( ru'(r) \sim r^{-2} \) as \( r \to \infty \), and collecting all the estimates above, we complete the proof of Proposition E.7 in the case \( j = 1 \) by choosing \( \gamma' = \delta/4 \).
It is worth mentioning that the proof for \( k > j > 1 \) is analogous: the main idea is to use Lemma 6.2, combined with the choice \( \gamma = 2j + \delta < 2k \). Clearly this imposes the constraint \( j \leq k - 1 \), which is why the case \( j = k \) is treated differently below.

**E.5.2 Proof for \( j = k \)**

We now deal with the case \( j = k \). For the sake of simplicity, we consider the case \( k = 2 \); the others are analogous. We begin from (E.53) with \( j = 1 \) and take an additional \( r \partial_r \) derivative, but in this case we do not exploit the \( \partial_G \) derivative. Let us only deal with the term containing \( X \), namely \[
r \partial_r f^X_k(t, r) = \frac{1}{2\pi i} \int_{\mathbb{R}} e^{i(u(r)-c)t} \frac{u(r) - c}{(u(r)-c)^2 + \varepsilon^2} ru'(r) \partial_G \left( \frac{\beta(r)}{\sqrt{r}} X(r, c, \varepsilon) \right) (1 - \chi_\sigma(c)) dc.
\]
Then

\[
(r\partial_r)^2 f_{5,X}(t, r) = \frac{kt}{2\pi} \int \frac{e^{ik(u(r)-c)t}}{(u(r)-c)^2 + \varepsilon^2} r^2 u'(r) \partial_G \left( \frac{\beta(r)}{r} X(r, c, \varepsilon) \right) \chi(c)(1 - \chi_I(r_c)) dc \\
+ \frac{1}{2\pi} \int e^{ik(u(r)-c)t} \frac{\varepsilon^2 - (u(r) - c)^2}{(u(r) - c)^2 + \varepsilon^2} r^2 u''(r) \partial_G \left( \frac{\beta(r)}{r} X(r, c, \varepsilon) \right) \chi(c)(1 - \chi_I(r_c)) dc \\
+ \frac{1}{2\pi} \int e^{ik(u(r)-c)t} \frac{u(r) - c}{(u(r) - c)^2 + \varepsilon^2} r^2 u'(r) \partial_G \left( \frac{\beta(r)}{r} X(r, c, \varepsilon) \right) \chi(c)(1 - \chi_I(r_c)) dc \\
+ \frac{1}{2\pi} \int e^{ik(u(r)-c)t} \frac{u(r) - c}{(u(r) - c)^2 + \varepsilon^2} r^2 u'(r) \partial_G \left( \frac{\beta(r)}{r} X(r, c, \varepsilon) \right) \chi(c)(1 - \chi_I(r_c)) dc.
\]

We show how to deal with the four terms above, when all the derivatives land on $X$, in the case when $c \in (u(0), u(0) + 1)$ and $r \leq 1$, when using the appropriate weight (1.10b). For the first term, we bound it using (E.66) and

\[
\frac{kt}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} r^2 u'(r) \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \lesssim \frac{kt}{r^{1/2-\frac{\delta}{2}}} \int_{u(0)}^{u(0)+1} \frac{|\partial_G X(r, c, \varepsilon)|}{r^{k+1/2-\delta/2}} dc \\
\lesssim kt^{\delta/4} \left[ \|\langle r \rangle^2 F\|_{Y,28/7}^2 + \|\langle r \rangle^2 r \partial r F\|_{Y,28/7}^2 \right],
\]

The second term is similar, only slightly more delicate. It suffices to bound the following, using (E.66) once more:

\[
\frac{1}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \frac{1}{(u(r) - c)^2 + \varepsilon^2} r^2 (u'(r))^2 \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \\
\lesssim \frac{1}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \frac{r^4}{|u(r) - u(0)|^{1+24/7} \ |u(0) - c|^{1-28/7}} \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \\
\lesssim \frac{1}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \frac{r^{2-44/7}}{|u(0) - c|^{1-28/7}} \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \\
\lesssim \frac{1}{r^{1/2-\delta/7}} \int_{u(0)}^{u(0)+1} \frac{1}{r^{k+1/2-2-28/7}} \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \\
\lesssim \varepsilon^{\delta/4} \left[ \|\langle r \rangle^2 F\|_{Y,28/7}^2 + \|\langle r \rangle^2 r \partial r F\|_{Y,28/7}^2 \right].
\]

The next term is treated similarly, using that

\[
\frac{1}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \frac{1}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} r u''(r) + ru''(r) \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \\
\lesssim \frac{1}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \frac{r^2}{|u(r) - u(0)|^{28/7} \ |u(r) - c|^{1-28/7}} \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \\
\lesssim \frac{1}{r^{1/2-\delta/7}} \int_{u(0)}^{u(0)+1} \frac{1}{|u(0) - c|^{1-28/7}} \frac{1}{r^{k+1/2-2-28/7}} \frac{1}{\sqrt{r}} |\partial_G X(r, c, \varepsilon)| dc \\
\lesssim \varepsilon^{\delta/4} \left[ \|\langle r \rangle^2 F\|_{Y,28/7}^2 + \|\langle r \rangle^2 r \partial r F\|_{Y,28/7}^2 \right].
\]

Lastly, we have

\[
\frac{1}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \frac{1}{\sqrt{(u(r) - c)^2 + \varepsilon^2}} r^2 u'(r) \frac{1}{\sqrt{r}} |\partial_r \partial_G X(r, c, \varepsilon)| dc \\
\lesssim \frac{1}{r^{k+1/2-\delta}} \int_{u(0)}^{u(0)+1} \frac{1}{|u(r) - u(0)|^{28/7} \ |u(0) - c|^{1-28/7}} r^2 u'(r) \frac{1}{\sqrt{r}} |\partial_r \partial_G X(r, c, \varepsilon)| dc
\]
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Hence, to bound this last term we need a proper estimate \( L^\infty \) on \( r \partial_r \partial_G X \). By Sobolev embeddings and the fact that \((r \partial_r)^2 = r^2 \partial_{rr} + r \partial_r\), this follows from a proper \( L^2 \) bound on \( r^2 \partial_{rr} \). Referring to (E.56)-(E.58), we have that

\[
r^2 \partial_{rr} \partial_G X = - \left( \frac{1}{4} - k^2 \right) \partial_G X - \frac{\beta(r)^2}{u(r) - c - i \varepsilon} \partial_G X + r^2 \left[ (E.56) + (E.57) + (E.58) \right].
\]  

(E.68)

Since for \( c \in (u(0), u(0) + 1) \) we have \( r^2 \lesssim \sqrt{(u(r) - c)^2 + \varepsilon^2} \) if \( r \leq 1 \), we use Lemma 2.1 to deduce that

\[
\|r^2 \partial_{rr} \partial_G X\|^2_{L^2_{Y,2+\gamma'}} \lesssim \|\partial_G X\|^2_{L^2_{Y,2+2\gamma'}} + \left\| \frac{\beta(r)^2}{(u(r) - c)^2 + \varepsilon^2} \partial_G X \right\|^2_{L^2_{Y,2+2\gamma'}} + r^2 \left[ (E.56) + (E.57) + (E.58) \right]_{L^2_{Y,2+2\gamma'}}.
\]

Now, in view of (E.62), (E.64) and (E.66), we end up with the higher order estimate

\[
\left\| \frac{r \partial_r \partial_G X(\cdot , c, \varepsilon)}{\min\{r^{k+1/2 - 2\gamma'}, r^{-k+1/2 + 2\gamma'}\}} \right\|_{L^\infty}^2 + \| r \partial_r \partial_G X(\cdot , c, \varepsilon) \|^2_{L^2_{Y,2+\gamma'}} + \| (r \partial_r)^2 \partial_G X(\cdot , c, \varepsilon) \|^2_{L^2_{Y,2+\gamma'}} \lesssim \frac{\varepsilon^{\delta/4}}{|u(0) - c|^{\delta/4}} \left[ \| (r)^2 F \|^2_{L^2_{Y,\gamma'}} + \| (r)^2 r \partial_r F \|^2_{L^2_{Y,\gamma'}} \right].
\]  

(E.69)

Going back to (E.67) we now set \( \gamma' = 2\delta/7 \) as in the other terms. Arguing in a similar manner for \( r \geq 1 \), we deduce that

\[
\| (r \partial_r)^2 f_{S,X}(t,r) \|^2_{L^2_{Y,\gamma'}} \lesssim \delta, \varepsilon^{\delta/4},
\]

which is what we wanted. The treatment of all the other cases is similar, following the ideas of Propositions E.5 and E.6. The proof of Proposition E.7 is therefore concluded.
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