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Abstract. We classify finite-dimensional tame modules over the ortho-symplectic Lie superalgebras. For these modules we show that their characters are given by the Kac-Wakimoto character formula, thus establishing the Kac-Wakimoto conjecture for the ortho-symplectic Lie superalgebras. We further relate the Kac-Wakimoto formula to the super Jacobi polynomials of Sergeev and Veselov, and show that these polynomials, up to a sign, give the super characters for these tame modules.

1. Introduction

The characters of the finite-dimensional irreducible modules over a finite-dimensional simple Lie algebra is given by the celebrated Weyl character formula. This character formula is known to generalize to the so-called Weyl-Kac character formula for integrable highest weight modules over Kac-Moody Lie algebras (see e.g., [K3]). However, such a formula does not hold for finite-dimensional irreducible modules over classical Lie superalgebras, in general. The only class of finite-dimensional irreducible modules for which such a character formula holds is the class of the so-called typical modules [K2] (see Section 2.1 for a definition).

For the finite-dimensional irreducible modules over the general linear Lie superalgebras of degree of atypicality 1 (see Section 2.1 for a definition), Bernstein and Leites [BL] produced a character formula, that has resemblance with the Weyl character formula. For $\mathfrak{osp}(2|2n)$, an analogous formula was then established by van der Jeugt in [vdJ]. However, it was quickly realized that Bernstein-Leites’ formula does not generalize to arbitrary finite-dimensional irreducible modules of degrees of atypicality exceeding one.

There is another character formula of closed form, which resembles, and in a way generalizes, the Bernstein-Leites formula, often referred to as the Kac-Wakimoto formula or conjecture [KW1, KW2]. Just like the Bernstein-Leites formula, the Kac-Wakimoto formula does not hold for arbitrary finite-dimensional irreducible modules over classical Lie superalgebras. Indeed, the conjecture of Kac and Wakimoto [KW2, Conjecture 3.6] (see also Conjecture 3.7) makes explicit a (conjectural) subset of finite-dimensional irreducible modules whose characters are given by the Kac-Wakimoto character formula when the degree of atypicality may exceed one.
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The finite-dimensional irreducible characters over the general linear Lie superalgebras was first computed by Serganova in [Ser], where an algorithm was given for their Kazhdan-Lusztig polynomials. Brundan then related these polynomials to Lusztig’s canonical bases [Br]. Serganova and Gruson in [GS] gave an algorithm to compute the finite-dimensional irreducible characters of the ortho-symplectic Lie superalgebras. Irreducible characters for modules over these classical Lie superalgebras in certain parabolic and then the general BGG categories are then obtained in [CL, CLW1, CLW2, BW, Br]. From these works, it is evident that even the irreducible finite-dimensional characters are controlled by Kazhdan-Lusztig type polynomials that are in general rather complicated to compute. Thus, closed formulas are not expected in general.

It is therefore surprising that there should be a large class of tame modules (see Section 3), which includes the typical modules as the simplest subclass, over classical Lie superalgebras, whose characters should be given by certain simple closed formulas, as predicted by the Kac-Wakimoto conjecture. For the general linear Lie superalgebra the Kac-Wakimoto conjecture has recently been verified by Chmutov, Hoyt, and Reif [CHR]. In loc. cit. the tame modules were shown to be precisely the Kostant modules of Brundan and Stroppel [BS]. The Kac-Wakimoto conjecture for the general linear Lie superalgebra is then derived in [CHR] using a character formula for Kostant modules given in [SZ1].

The finite-dimensional representation theory of the exceptional classical Lie superalgebra $D(2|1,\alpha)$, $G(3)$, and $F(3|1)$ is simplified by the fact that the degree of atypicality of the irreducible modules is at most one. The finite-dimensional irreducible modules afford Bernstein-Leites type character formulas, see [SZ2, Theorem 7.1(1)]. Note that finite-dimensional irreducible characters of $D(2|1,\alpha)$ were also calculated in [Ger, Section 3], while for $G(3)$ and $F(3|1)$, similar formulas were also obtained in [Mar, Theorem 2.6]. Since the rank of these Lie superalgebras are small, the conjugacy classes of Borel subalgebras are readily classified (besides they are certainly well-known), from which one obtains a classification of their tame modules in a fairly straightforward manner.

Once the tame modules have been identified, one then can derive the Kac-Wakimoto conjecture for these exceptional Lie superalgebras directly from the formulas in [SZ2, Theorem 7.1(1)]. We shall not give details in the present paper, as the approach is different and also easier. Besides, we think that experts may be aware of this fact.

Thus, the remaining open, and technically most demanding case of the Kac-Wakimoto conjecture for finite-dimensional Lie superalgebras (Conjecture 3.7) is the case of the ortho-symplectic Lie superalgebras. The main purpose of this paper is to settle this conjecture in this case (Theorem 5.2). We shall use the remainder of this introduction to give an outline of the proof, and, at the same time, also explain the organization of the paper.

In Section 2 we set up notation and collect some preliminary results on ortho-symplectic Lie superalgebras that are used in the sequel. The classification of Borel subalgebras for the ortho-symplectic Lie superalgebras are recalled, along with basic
facts about Zuckermann’s cohomological induction in the setting of Lie superalgebras following Germoni, Santos, and Serganova [Ger, San, Ser]. Section 2 then concludes with a recollection of Gruson and Serganova’s “typical lemma” (Lemma 2.7).

In Section 3, we classify the highest weights of tame modules over the ortho-symplectic Lie superalgebras. We simplify this task by first showing that in the classification it is enough to consider conjugacy classes of Borel subalgebras instead of all Borel subalgebras. As is usual, when studying the ortho-symplectic Lie superalgebra $\mathfrak{osp}(\ell|2n)$, it is necessary to study the cases of $\ell$ even and odd separately. We classify the highest weights of tame modules for $\mathfrak{osp}(2m + 1|2n)$ and $\mathfrak{osp}(2m|2n)$ in Theorems 3.4 and 3.6 respectively. It turns out that such highest weights, if they are not typical, are precisely the highest weights that have only atypicality of “type A” (cf. Lemma 3.3). We also show in Proposition 3.11 that the validity of the Kac-Wakimoto conjecture for the trivial modules implies that the characters of certain Euler characteristics are precisely given by the Kac-Wakimoto character formula.

In Section 4, highest weights of tame modules are studied in detail. A main result in this section is Theorem 4.5 which says that the highest weights of tame modules are special in the following sense: Let $\mathfrak{g} = \mathfrak{osp}(\ell|2n)$ with $\ell \geq 3$. Consider the standard Borel subalgebra (see Section 2.3) and denote the set of positive roots by $\Phi^+$. Denote by $\preceq$ the usual partial ordering on weights induced by the positive root lattice with respect to $\Phi^+$. A particular feature of the finite-dimensional representation theory of $\mathfrak{osp}(\ell|2n)$, for $\ell \geq 3$, is that there are highest weights that are minimal with respect to the partial order $\preceq$. We show that these “bottoms” of this partial order are essentially the highest weights of the tame modules. To be more precise, this is indeed the case when $\ell$ is odd. For $\ell$ even, it turns out that this is the case when the degree of atypicality exceeds one. However, in the case when the degree of atypicality equals one, this is not always true. What remains true is that the “bottoms” are all highest weights of tame modules (Theorem 4.5). We prove the technical Proposition 4.8 which allows us to make use of the “typical” lemma in Section 5.

In Section 5, the Kac-Wakimoto conjecture for ortho-symplectic Lie superalgebras is proved in Theorem 5.2. We first establish the conjecture for the case of the trivial module in Proposition 5.1. We then prove that the virtual modules in the Euler characteristics of Proposition 5.11 above are indeed irreducible modules themselves, which then completes the proof. We conclude the paper by showing that the Kac-Wakimoto super character formula are, up to a sign, essentially the Sergeev-Veselov’s specialized super Jacobi polynomials in Corollary 5.3. These polynomials were studied in [SV1] in the context of deformed Calogero-Moser systems.
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**Notation.** We assume that our base field is $\mathbb{C}$. All algebras, vector spaces, etc., are over $\mathbb{C}$.

## 2. Preliminaries

### 2.1. Generalities on Lie superalgebras of classical type.**

Let $\mathfrak{g}$ stand for a finite-dimensional Lie superalgebra of classical type. Suppose that $\mathfrak{b}$ is a Borel subalgebra of $\mathfrak{g}$ containing a Cartan subalgebra $\mathfrak{h}$. We denote the set of simple and positive roots corresponding to $\mathfrak{b}$ by $\Pi_\mathfrak{b}$ and $\Phi_\mathfrak{b}^+$, respectively. Furthermore, we let $\Phi_\mathfrak{b}^+$, $\bar{0}$ and $\Phi_\mathfrak{b}^+$, $\bar{1}$ stand for positive even and odd roots, respectively, and let

$$
\rho_{\mathfrak{b},\bar{0}} := \frac{1}{2} \sum_{\alpha \in \Phi_{\mathfrak{b},\bar{0}}^+} \alpha, \quad \rho_{\mathfrak{b},\bar{1}} := \frac{1}{2} \sum_{\beta \in \Phi_{\mathfrak{b},\bar{1}}^+} \beta, \quad \rho_{\mathfrak{b}} := \rho_{\mathfrak{b},\bar{0}} - \rho_{\mathfrak{b},\bar{1}}.
$$

Then $\rho_{\mathfrak{b}}$ is the corresponding Weyl vector. Furthermore, for an indeterminate $e$, we set

$$
D_{\mathfrak{b},\bar{0}} := \prod_{\alpha \in \Phi_{\mathfrak{b},\bar{0}}^+} (e^{\alpha/2} - e^{-\alpha/2}), \quad D_{\mathfrak{b},\bar{1}} := \prod_{\beta \in \Phi_{\mathfrak{b},\bar{1}}^+} (e^{\beta/2} + e^{-\beta/2}), \quad D_{\mathfrak{b}} := \frac{D_{\mathfrak{b},\bar{0}}}{D_{\mathfrak{b},\bar{1}}}.
$$

Note that for different $\mathfrak{b}$‘s the various expressions for $D_{\mathfrak{b},\bar{0}}$ differ possibly by a sign, while the expression $D_{\mathfrak{b},\bar{1}}$ is independent of $\mathfrak{b}$. The subscript $\mathfrak{b}$ will be dropped when there is no danger of confusion.

We denote by $W_\mathfrak{g}$, or simply $W$ if there is no confusion, the Weyl group of $\mathfrak{g}$, which is by definition the Weyl group of the reductive Lie algebra $\mathfrak{g}_{\bar{0}}$. The length of an element $w \in W$ is denoted by $\ell(w)$.

For a Lie superalgebra $\mathfrak{g}$ with Borel and Cartan subalgebras $\mathfrak{b}$ and $\mathfrak{h}$, respectively, we denote by $L_{\mathfrak{b}}(\mathfrak{g}, \gamma)$, the irreducible highest weight $\mathfrak{g}$-module with $\mathfrak{b}$-highest weight $\gamma \in \mathfrak{h}^*$. When $\mathfrak{b}$ is clear from the context, we shall sometimes omit the subscript $\mathfrak{b}$ and write $L(\mathfrak{g}, \gamma)$. When clear from the context, we may also omit $\mathfrak{g}$, or both $\mathfrak{b}$ and $\mathfrak{g}$.

Recall that $\mathfrak{g}$ has an invariant super-symmetric non-degenerate bilinear form $(\cdot, \cdot)$, which restricts to a non-generate bilinear form on $\mathfrak{h}$, and which in turn induces a symmetric bilinear form on $\mathfrak{h}^*$. By abuse of notation we shall denote the form on $\mathfrak{h}^*$ also by $(\cdot, \cdot)$. Recall that a root $\alpha$ is said to be isotropic if $(\alpha, \alpha) = 0$.

Fix a Borel subalgebra $\mathfrak{h}_{\bar{0}}$ of the even subalgebra $\mathfrak{g}_{\bar{0}}$. Let $\mathfrak{b}$ be a Borel subalgebra of $\mathfrak{g}$ with even part $\mathfrak{b}_{\bar{0}}$. Let $\gamma \in \mathfrak{h}_{\bar{0}}^*$, which we may regard as a $\mathfrak{b}$-highest weight for an irreducible $\mathfrak{g}$-module. Recall that the weight $\gamma$ is said to be typical if $(\gamma + \rho_{\mathfrak{b}}, \alpha) \neq 0$, for all isotropic root $\alpha$. The corresponding irreducible highest weight $\mathfrak{g}$-module $L_{\mathfrak{b}}(\mathfrak{g}, \gamma)$ is then called typical. The module $L_{\mathfrak{b}}(\mathfrak{g}, \gamma)$ is said to be atypical, if it is not typical. In this case we may define the degree of atypicality of $L_{\mathfrak{b}}(\mathfrak{g}, \gamma)$ to be the maximal number
of mutually orthogonal isotropic roots in $\Phi_b^+$ that are orthogonal to $\gamma + \rho_b$. We recall that the notions of typicality and degree of atypicality of an irreducible highest weight module are invariant under odd reflections [PS Section 1] (see also [CW2 Section 1.4]), and hence they are independent of the Borel subalgebra $b$ (cf. Lemma 3.3).

For a $g$-module $V$ that is $h$-semisimple, e.g., when $V$ is finite dimensional and irreducible, we shall denote by $V_\mu$ its $\mu$-weight space for $\mu \in h^*$. That is,

$$V_\mu = \{ v \in V \mid hv = \mu(h)v \text{ for } h \in h \}.$$ 

2.2. General linear Lie superalgebra $\mathfrak{gl}(n|m)$. For $m, n \geq 1$, let $\mathbb{C}^{n|m}$ be the complex superspace of dimension $(n|m)$. Choose an ordered basis $\{v_1, \ldots, v_n\}$ for $\mathbb{C}^{n|0}$ and an ordered basis $\{w_1, \ldots, w_m\}$ of $\mathbb{C}^{0|m}$ so that the Lie superalgebra $\mathfrak{gl}(n|m)$ can be realized as $(n+m) \times (n+m)$ complex matrices. We denote the elementary matrix with $(i,j)$-entry 1 and other entries 0 by $E_{ij}$. Then the subalgebra of diagonal matrices is the standard Cartan subalgebra $h$ with standard basis $\{E_{11}, \ldots, E_{nn}, E_{n+1,n+1}, \ldots, E_{n+m,n+m}\}$ so that its dual $h^*$ has dual basis $\{\delta_1, \ldots, \delta_n, \epsilon_1, \ldots, \epsilon_m\}$. The standard Borel subalgebra $b^{st}$ of $\mathfrak{gl}(n|m)$ is the subalgebra of upper triangular matrices and its corresponding Dynkin diagram is given by

$$\begin{equation}
\begin{array}{c}
\delta_1 - \delta_2 - \delta_3 \\
\delta_n - \epsilon_1 - \epsilon_2 \\
\epsilon_{m-1} - \epsilon_m
\end{array}
\end{equation}$$

Define the standard non-degenerate symmetric bilinear form $(\cdot, \cdot)$ on $h^*$ by

$$\begin{equation}
(\epsilon_i, \epsilon_j) = \delta_{ij}, \quad (\epsilon_i, \delta_k) = 0, \quad (\delta_k, \delta_l) = -\delta_{kl},
\end{equation}$$

where $1 \leq i, j \leq m$ and $1 \leq k, l \leq n$.

2.3. Ortho-symplectic Lie superalgebras $\mathfrak{osp}(\ell|2n)$. Let $\mathfrak{g}$ be the ortho-symplectic Lie superalgebra $\mathfrak{osp}(\ell|2n)$ with $\ell = 2m+1$ or $2m$ for $m, n \geq 1$. Fix the standard Cartan subalgebra $h$ with its dual $h^*$. We shall use the standard notation for the standard basis of $h^*$ denoted by $\{\delta_1, \ldots, \delta_n, \epsilon_1, \ldots, \epsilon_m\}$ (see, e.g., [CW2 Sections 1.2.4 and 1.2.5]) so that the standard Dynkin diagrams with simple roots indicated are as follows:

$$\begin{equation}
\begin{array}{c}
\delta_1 - \delta_2 - \delta_3 \\
\delta_n - \epsilon_1 - \epsilon_2 \\
\epsilon_{m-1} - \epsilon_m
\end{array}
\end{equation}$$

$$\begin{equation}
\begin{array}{c}
\delta_1 - \delta_2 - \delta_3 \\
\delta_n - \epsilon_1 - \epsilon_2 \\
\epsilon_{m-2} - \epsilon_m
\end{array}
\end{equation}$$

$$\begin{equation}
\begin{array}{c}
\delta_1 - \delta_2 - \delta_3 \\
\delta_n - \epsilon_1 - \epsilon_2 \\
\epsilon_{m-1} + \epsilon_m
\end{array}
\end{equation}$$
Note that the basis above for $\mathfrak{h}^*$ is precisely the basis for $\mathfrak{h}^*$ in Section 2.2 for the copies of $\mathfrak{gl}(n|n)$ that are obtained by removing the last nodes corresponding to $\epsilon_m$ and $\epsilon_{m-1} + \epsilon_m$ in the Dynkin diagrams (2.3) and (2.4), respectively.

We take our standard non-degenerate bilinear form $(\cdot, \cdot)$ on $\mathfrak{h}^*$ to be the one determined by the same formulas as in (2.2). We write $\mathfrak{b}_{\text{st}}$ for the standard Borel subalgebras corresponding to (2.3) and (2.4). Note that $\Phi_{\text{st}}^+ = \Phi_{\text{st},0}^+ \cup \Phi_{\text{st},1}^+$ is given by

$$
\begin{aligned}
\mathfrak{g} = \text{osp}(2m+1|2n),
\{ \delta_i \pm \delta_j, 2\delta_p, \epsilon_k - \epsilon_l, \epsilon_p \} \cup \{ \delta_p \pm \epsilon_q, \delta_p \}, \\
\{ \delta_i \pm \delta_j, 2\delta_p, \epsilon_k \pm \epsilon_l \} \cup \{ \delta_p \pm \epsilon_q \},
\end{aligned}
$$

for $\mathfrak{g} = \text{osp}(2m+1|2n)$,

$$
\begin{aligned}
\mathfrak{g} = \text{osp}(2m|2n),
\sum_{i=1}^{n} (n - m - i + \frac{1}{2}) \delta_i + \sum_{j=1}^{m} (m - j + \frac{1}{2}) \epsilon_j, \\
\sum_{i=1}^{n} (n - m - i) \delta_i + \sum_{j=1}^{m} (m - j) \epsilon_j,
\end{aligned}
$$

for $\mathfrak{g} = \text{osp}(2m|2n)$.

We also consider the following Dynkin diagrams for $\mathfrak{g}$:

- $\mathfrak{g} = \text{osp}(2m+1|2n)$
  
  \begin{itemize}
    \item for $m = n$,
  \end{itemize}

- $\mathfrak{g} = \text{osp}(2m|2n)$
  
  \begin{itemize}
    \item for $m > n$ with $l = m - n$,
  \end{itemize}

  \begin{itemize}
    \item for $n > m$ with $l = n - m$.
  \end{itemize}
We shall denote by $b^{\text{odd}}$ the Borel subalgebras of $\mathfrak{g}$ corresponding to the Dynkin diagrams above. As the notation indicates, these Borel subalgebras contain the maximal number of odd isotropic simple roots. They play a fundamental role in [GS] and they shall play an important role in this article as well.

Let $V$ be a finite-dimensional irreducible $\mathfrak{g}$-module. Recall the decomposition into weight spaces $V = \bigoplus_{\gamma \in \Pi} V_{\gamma}$. We say that $V$ is an integer weight module, if for all $\gamma$ with $V_{\gamma} \neq 0$, we have $\gamma = \sum_{i=1}^{n} \gamma_i \delta_i + \sum_{j=1}^{m} \kappa_j \epsilon_j$ with $\kappa_j \in \mathbb{Z}$. The module $V$ is called a half-integer weight module, if for all $\gamma$ with $V_{\gamma} \neq 0$, we have $\gamma = \sum_{i=1}^{n} \gamma_i \delta_i + \sum_{j=1}^{m} \kappa_j \epsilon_j$ with $\kappa_j \in \frac{1}{2} + \mathbb{Z}$. Note that if $V$ is a finite-dimensional irreducible half-integer weight module, then $V$ (with respect to any Borel subalgebra) is typical. Thus, in the sequel we shall restrict ourselves to the interesting case of integer weight modules.

Let $b$ be a Borel subalgebra. Given an odd isotropic simple root $\alpha \in \Pi_b$, let $s_\alpha$ be the corresponding odd reflection. Let $b'$ be the Borel subalgebra with fundamental system $\Pi_{b'} = s_\alpha(\Pi_b)$. Consider a finite-dimensional irreducible $\mathfrak{g}$-module $V = L_{b'}(\mathfrak{g}, \gamma)$ with $b'$-highest weight $\gamma$. If $\gamma'$ denotes the $b'$-highest weight of $V$, that is, $L_{b'}(\mathfrak{g}, \gamma) \cong L_{b'}(\mathfrak{g}, \gamma')$, then [PS Lemma 1] (see also [CW2 Lemma 1.40])

\begin{equation}
\gamma' + \rho^{b'} = \begin{cases} 
\gamma + \rho^b, & \text{if } (\gamma, \alpha) \neq 0, \\
\gamma + \rho^b + \alpha, & \text{if } (\gamma, \alpha) = 0.
\end{cases}
\end{equation}

### 2.4. Borel subalgebras and polynomial $\mathfrak{gl}(n|m)$-modules

Recall from Section 2.2 the ordered basis $\{v_{1}, \ldots, v_{n}, w_{1}, \ldots, w_{m}\}$ of $\mathbb{C}^{n|m}$ so that the Lie superalgebra $\mathfrak{l} = \mathfrak{gl}(n|m)$ can be realized as $(n + m) \times (n + m)$ complex matrices. A total ordering of the basis $\{v_{1}, \ldots, v_{n}, w_{1}, \ldots, w_{m}\}$ that preserves the ordering among the $v_i$'s and the $w_j$'s gives rise to a Borel subalgebra $b$ of $\mathfrak{l}$ with $b_0 = (b^{\text{st}})_0$. Such an ordering $\cdots v_i \cdots w_j \cdots$ is clearly determined by replacing all $v_i$'s with $\delta$'s and all $w_j$'s with $\epsilon$'s so that we get a sequence with $m$ $\epsilon$'s and $n$ $\delta$'s, which we call an $\epsilon\delta$-sequence. It is known that the $W$-conjugacy classes of the Borel subalgebras of $\mathfrak{l}$, or the Borel subalgebras $b$ of $\mathfrak{l}$ with $b_0 = (b^{\text{st}})_0$, are in one-to-one correspondence with such total orderings and hence with such $\epsilon\delta$-sequences (see e.g. [K2] or [CW2 Section 1.3.2]). In fact, we can produce a Dynkin diagram for $\mathfrak{l}$ corresponding to such an $\epsilon\delta$-sequence as follows: We number all the $m$ $\epsilon$'s in the $\epsilon\delta$-sequence from left to right starting with $\epsilon_1$ and ending with $\epsilon_m$. Similarly, we label the $n$ $\delta$'s in the sequence from left to right starting with $\delta_1$ and ending with $\delta_n$. We call this $\epsilon\delta$-sequence a numbered $\epsilon\delta$-sequence. Now, from left to right we write all the differences of two consecutive members in the numbered
\(\epsilon\delta\)-sequence. This way we get a fundamental system for \(l\). The \(W_l\)-conjugacy class of this fundamental system then corresponds uniquely to this \(\epsilon\delta\)-sequence.

**Example 2.1.** Consider \(\mathfrak{g}l(2|3)\) with \(n = 2\) and \(m = 3\). Take \(\epsilon\delta\)-sequences \(\epsilon\delta\epsilon\delta\) and \(\epsilon\epsilon\delta\delta\epsilon\). The numbered sequences are \(\epsilon_1\epsilon_2\delta_1\epsilon_3\delta_2\) and \(\epsilon_1\epsilon_2\delta_1\delta_2\epsilon_3\), respectively. By taking all consecutive differences we get the following sets of fundamental systems:

\[
\begin{align*}
\{\epsilon_1 - \epsilon_2, \epsilon_2 - \delta_1, \delta_1 - \epsilon_3, \epsilon_3 - \delta_2\}, \\
\{\epsilon_1 - \epsilon_2, \epsilon_2 - \delta_1, \delta_1 - \delta_2, \delta_2 - \epsilon_3\},
\end{align*}
\]

with respective Dynkin diagrams:

\[(2.8)\]

\[
\begin{array}{cccc}
\circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ
\end{array}
\]

The Dynkin diagram attached to the standard Borel subalgebra \(\mathfrak{b}^{\text{std}}\) in \(2.1\) corresponds to the \(\epsilon\delta\)-sequence \(\delta\ldots\delta\epsilon\ldots\epsilon\), i.e., \(n\) \(\delta\)'s followed by \(m\) \(\epsilon\)'s.

Recall that a partition \(\lambda = (\lambda_1, \lambda_2, \ldots)\) is called an \((n|m)\)-hook partition, if it satisfies \(\lambda_{n+1} \leq m\). We denote the set of \((n|m)\)-hook partitions by \(\mathcal{H}(n|m)\). Given \(\lambda \in \mathcal{H}(n|m)\), we define weights \(\lambda^\sharp, \lambda^\flat \in \mathfrak{h}^*\) by

\[
\lambda^\sharp := \sum_{i=1}^{n} \lambda_i \delta_i + \sum_{j=1}^{m} \kappa_j \epsilon_j,
\]

\[
\lambda^\flat := \sum_{i=1}^{n} \lambda_i \delta_i + \sum_{j=1}^{m-1} \kappa_j \epsilon_j - \kappa_m \epsilon_m,
\]

where \((\kappa_1, \ldots, \kappa_m)\) is the transpose of the partition \((\lambda_{n+1}, \lambda_{n+2}, \ldots)\).

It is known that the finite-dimensional irreducible polynomial \(l\)-modules are parameterized by \(\mathcal{H}(n|m)\), that is, an irreducible \(l\)-module with \(\mathfrak{b}^{\text{std}}\)-highest weight \(\gamma\) is an irreducible polynomial \(l\)-module if and only if \(\gamma = \lambda^\sharp\) for some \(\lambda \in \mathcal{H}(n|m)\) (see also \([\text{CW}2\text{ Section 3.2.6}]\)).

Now, take a Borel subalgebra \(\mathfrak{b}\) with \(\mathfrak{b}_0 = (\mathfrak{b}^{\text{std}})_0\). Then \(\mathfrak{b}\) corresponds to an \(\epsilon\delta\)-sequence of the form \(\delta^d_1 \epsilon^{e_1} \delta^d_2 \epsilon^{e_2} \ldots \delta^d_r \epsilon^{e_r}\), where the exponents denote the corresponding multiplicities (all \(d_i, e_i\) are positive except possibly \(d_1 = 0\) or \(e_r = 0\)). Let

\[
d_u := \sum_{a=1}^{u} d_a, \quad e_u := \sum_{a=1}^{u} e_a,
\]

for \(1 \leq u \leq r\). Set \(d_0 = e_0 = 0\). Note that \(d_r = n\) and \(e_r = m\). For each \(\lambda \in \mathcal{H}(n|m)\), we define the Frobenius coordinates \((p_l | q_j)\) of \(\lambda\) corresponding to \(\mathfrak{b}\) as follows \([\text{CW}2\text{ Section 2.4}]\):

\[
\begin{align*}
\{p_l = \max\{\lambda_i - e_u, 0\}, & \quad \text{if } d_u < i \leq d_{u+1} \text{ for some } 0 \leq u \leq r - 1, \\
q_j = \max\{\lambda'_j - d_{u+1}, 0\}, & \quad \text{if } e_u < j \leq e_{u+1} \text{ for some } 0 \leq u \leq r - 1,
\end{align*}
\]
for $1 \leq i \leq n$ and $1 \leq j \leq m$. Here $\lambda’ = (\lambda’_1, \lambda’_2, \ldots)$ denotes the transpose of $\lambda$. Then we define weights $\lambda^b, \lambda^b_* \in \mathfrak{h}^*$ by

$$\lambda^b:= \sum_{i=1}^{n} p_i \delta_i + \sum_{j=1}^{m} q_j \epsilon_j,$$

$$\lambda^b_*:= \sum_{i=1}^{n} p_i \delta_i + \sum_{j=1}^{m-1} q_j \epsilon_j - q_m \epsilon_m.$$  

(2.12)

Note that $\lambda^b = \lambda^b$ when $\mathfrak{b} = \mathfrak{b}_{\text{st}}$, and we have [CLW1] (see also [CW2 Theorem 2.55])

$$L_{\mathfrak{b}_{\text{st}}} (1, \lambda^b) = L_{\mathfrak{b}_{\text{st}}} (1, \lambda^b) \cong L_{\mathfrak{b}} (1, \lambda^b).$$

2.5. Borel subalgebras and finite-dimensional $\mathfrak{osp}(2m + 1|2n)$-modules. Suppose that $\mathfrak{g} = \mathfrak{osp}(2m + 1|2n)$. We assume that $\mathfrak{I} = \mathfrak{gl}(n|m)$ is the subalgebra of $\mathfrak{g}$ corresponding to the subdiagram (2.1) or (2.3). According to [K2] (see also [CW2 Section 1.3.3]) the $W$-conjugacy classes of Borel subalgebras $\mathfrak{b}$ of $\mathfrak{g}$, or the Borel subalgebras $\mathfrak{b}$ of $\mathfrak{g}$ with $\mathfrak{b}_0 = (\mathfrak{b}_{\text{st}})_0$, are in one-to-one correspondence with $\epsilon \delta$-sequences with $m \ epsilon$’s and $n \ delta$’s. In fact, we can produce a fundamental system $\Pi$ and its Dynkin diagram corresponding to such an $\epsilon \delta$-sequence as follows: We first construct the fundamental system $\Pi$ for $\mathfrak{I}$ associated to the $\epsilon \delta$-sequence as in Section 2.4 so that we get a corresponding Dynkin diagram $D$. Next, if the $\epsilon \delta$-sequence ends with an $\epsilon$, then we put $\Pi = \Pi \cup \{ \epsilon_m \}$ and attach $\bigcirc$ for the simple short root $\epsilon_m$ to the right end of $D$, and if the sequence ends with a $\delta$, then we put $\Pi = \Pi \cup \{ \delta_n \}$ and attach $\bullet$ for the non-isotropic odd simple root $\delta_n$ to the right end of $D$.

Note that the sequence $\delta_n \ldots \delta \epsilon_n \ldots \epsilon$ gives rise to the diagram (2.3) and hence corresponds to $\mathfrak{b}_{\text{st}}$, while the sequence $\epsilon_n \ldots \epsilon \delta_n \ldots \delta$ gives the diagram

$$\circ \bigotimes \cdots \circ$$

Example 2.2. Consider $\mathfrak{osp}(7|4)$ with sequences $\epsilon \epsilon \delta \epsilon \delta$ and $\epsilon \epsilon \epsilon \delta \epsilon$ as in Example 2.1 so that we get the diagrams in (2.3) with respective fundamental systems

$$\{ \epsilon_1 - \epsilon_2, \epsilon_2 - \delta_1, \delta_1 - \epsilon_3, \epsilon_3 - \delta_2 \},$$

$$\{ \epsilon_1 - \epsilon_2, \epsilon_2 - \delta_1, \delta_1 - \delta_2, \delta_2 - \epsilon_3 \}.$$
It is known that the finite-dimensional irreducible integer weight $\mathfrak{g}$-modules are parameterized by $\mathcal{H}(n|m)$ \cite{K1} (see also \cite[Theorem 2.11]{CW2}). Note that given $\lambda \in \mathcal{H}(n|m)$, the weight $\lambda^b$ in (2.9) can be regarded as a weight in $\mathfrak{h}^*$ for $\mathfrak{g}$. Then given $\gamma \in \mathfrak{h}^*$, $\gamma$ is a $\mathfrak{b}^{st}$-highest weight of a finite-dimensional irreducible integer weight $\mathfrak{g}$-module $V$ if and only if $\gamma = \lambda^b$ for some $\lambda \in \mathcal{H}(n|m)$, that is, $V \cong L_{\mathfrak{b}^{st}}(\mathfrak{g}, \lambda^b) = L(\lambda^b)$.

Now let $\mathfrak{b}$ be a Borel subalgebra of $\mathfrak{g}$ with $\mathfrak{b}_0 = (\mathfrak{b}^{st})_0$. Then $\mathfrak{b}$ or $\bar{\mathfrak{b}} = \mathfrak{b} \cap \mathfrak{l}$ determines a unique $\epsilon \delta$-sequence. For $\lambda \in \mathcal{H}(n|m)$, let $\lambda^b$ denote the $\mathfrak{b}$-highest weight for $L(\lambda^b)$, that is, $L_{\mathfrak{b}}(\mathfrak{g}, \lambda^b) \cong L(\lambda^b)$. By \cite{CLW1}, \cite[Theorem 2.58]{CW2}, we have

\begin{equation}
\lambda^b = \lambda^b,
\end{equation}

where $\lambda^b$ is given in (2.12).

**Example 2.3.** Consider the $(5|4)$-hook partition $\lambda = (10, 9, 6, 4, 4, 3, 2, 1, 1, 1)$. Let $\mathfrak{b}$ be the Borel subalgebra of $\mathfrak{osp}(9|10)$ associated to the following fundamental system:

\begin{center}
\begin{tikzpicture}
\node at (0,0) {$\delta_1 - \delta_2$};
\node at (1,0) {$\times$};
\node at (1.5,0) {$\epsilon_1 - \epsilon_2$};
\node at (2.5,0) {$\times$};
\node at (3,0) {$\delta_3 - \delta_4$};
\node at (4,0) {$\times$};
\node at (4.5,0) {$\epsilon_3 - \epsilon_4$};
\node at (5.5,0) {$\times$};
\node at (6,0) {$\delta_5$};
\node at (6.5,0) {$\bullet$};
\node at (1.25,0) {$\times$};
\node at (2.25,0) {$\times$};
\node at (4.25,0) {$\times$};
\node at (5.25,0) {$\times$};
\node at (0.5,0) {$\delta_2 - \epsilon_1$};
\node at (3.5,0) {$\epsilon_2 - \delta_3$};
\node at (5.5,0) {$\epsilon_4 - \delta_5$};
\end{tikzpicture}
\end{center}

Then we have $\lambda^b = 10 \delta_1 + 9 \delta_2 + 4 \delta_3 + 2 \delta_4 + 9 \epsilon_1 + 6 \epsilon_2 + 3 \epsilon_3 + 2 \epsilon_4$.

### 2.6. Borel subalgebras and finite-dimensional $\mathfrak{osp}(2m|2n)$-modules.

Suppose that $\mathfrak{g} = \mathfrak{osp}(2m|2n)$. We note that when $m = 1$ the Lie superalgebra $\mathfrak{osp}(2|2n)$ is of type I, and its finite-dimensional representation theory is different from the case when $m \geq 2$. It is also easier, since all finite-dimensional irreducible modules have degree of atypicality at most one. In this case the atypical irreducible modules, according to van der Jeugt \cite[Theorem 5.6]{vdJ}, afford a Bernstein-Leites type character formula, and one can readily prove that the formula in loc. cit. and the Kac-Wakimoto character formula for $\mathfrak{osp}(2|2n)$ (see Section 3.2) are indeed equivalent. Thus we shall assume that $m \geq 2$ in the sequel when discussing $\mathfrak{osp}(2m|2n)$.

Suppose that $\mathfrak{g} = \mathfrak{osp}(2m|2n)$ with $m \geq 2$. We assume that $\mathfrak{l} = \mathfrak{gl}(n|m)$ is the subalgebra of $\mathfrak{g}$ corresponding to the subdiagram (2.1) of (2.4).

In this case, we consider $\epsilon \delta$-sequences with $m$ $\epsilon$'s and $n$ $\delta$'s, where we assign $\pm$ sign to the right-most $\epsilon$ for an $\epsilon \delta$-sequence ending with a $\delta$. Then the $W$-conjugacy classes of Borel subalgebras $\mathfrak{b}$ of $\mathfrak{g}$, or the Borel subalgebras $\mathfrak{b}$ of $\mathfrak{g}$ with $\mathfrak{b}_0 = (\mathfrak{b}^{st})_0$, are in one-to-one correspondence with such signed $\epsilon \delta$-sequences \cite[Section 1.3.4]{CW2}. Let $s(\mathfrak{b}) = -1$ if there exists an $\epsilon$ in the $\epsilon \delta$-sequence corresponding to $\mathfrak{b}$, and $s(\mathfrak{b}) = 1$, if there is no $\epsilon$ in the sequence. In a way similar to the case of $\mathfrak{osp}(2m + 1|2n)$, the correspondence can be described as follows: Suppose that we are given such a signed $\epsilon \delta$-sequence. In the cases when the sequence ends with an $\epsilon$ or when the sequence ends with a $\delta$ and $s(\mathfrak{b}) = 1$, it gives a fundamental system $\Pi$ for $\mathfrak{l}$. In the case when the sequence ends with a $\delta$ and $s(\mathfrak{b}) = -1$, we note that, ignoring the minus sign, it still gives a fundamental system $\Pi'$ for $\mathfrak{l}$. Now, we replace $\epsilon_m$ with $-\epsilon_m$ in $\Pi'$ and denote
this new subset of roots of \( g \) by \( \Pi \). Then the corresponding fundamental system \( \Pi \) for \( g \) is given by

\[
\Pi = \begin{cases} 
\Pi \cup \{\epsilon_{m-1} + \epsilon_m\}, & \text{if the } \epsilon\delta\text{-sequence ends with } \epsilon\epsilon, \\
\Pi \cup \{\delta_n + \epsilon_m\}, & \text{if the } \epsilon\delta\text{-sequence ends with } \delta\epsilon, \\
\Pi \cup \{2\delta_n\}, & \text{if the } \epsilon\delta\text{-sequence ends with } \delta,
\end{cases}
\]

so that the associated Dynkin diagrams are

\[
\begin{array}{ccc}
\epsilon_{m-1} - \epsilon_m & \cdots & \epsilon_{m-1} + \epsilon_m \\
\end{array}
\quad \begin{array}{ccc}
\delta_n - \epsilon_m & \cdots & \delta_n + \epsilon_m \\
\end{array}
\quad \begin{array}{ccc}
\cdots & \cdots & 2\delta_n
\end{array}
\]

respectively, where \( \bigcirc \) is either \( \bigcirc \) or \( \bigotimes \) depending on \( \Pi \) or the \( \epsilon\delta \)-sequence.

Note that the sequence \( \delta \cdots \delta \epsilon \cdots \epsilon \) gives rise to the diagram (2.14) and hence corresponds to \( b^{\text{st}} \), while the sequence \( \epsilon \cdots \epsilon \delta \cdots \delta \) gives

\[
\begin{array}{ccc}
\epsilon_1 - \epsilon_2 & \cdots & \epsilon_{m-1} - \epsilon_m \\
\end{array}
\quad \begin{array}{ccc}
\epsilon_{m-1} - \epsilon_m & \cdots & \epsilon_{m-1} + \epsilon_m \\
\end{array}
\quad \begin{array}{ccc}
\delta_1 - \delta_2 & \cdots & \delta_{n-1} - \delta_n \\
\end{array}
\quad \begin{array}{ccc}
2\delta_n & \cdots & 2\delta_n
\end{array}
\]

and \( \epsilon \cdots \epsilon (-\epsilon) \delta \cdots \delta \) gives

\[
\begin{array}{ccc}
\epsilon_1 - \epsilon_2 & \cdots & \epsilon_{m-1} + \epsilon_m \\
\end{array}
\quad \begin{array}{ccc}
\epsilon_{m-1} - \epsilon_m & \cdots & \epsilon_{m-1} + \epsilon_m \\
\end{array}
\quad \begin{array}{ccc}
-\delta_1 - \delta_2 & \cdots & -\delta_{n-1} - \delta_n \\
\end{array}
\quad \begin{array}{ccc}
2\delta_n & \cdots & 2\delta_n
\end{array}
\]

It is known by [K1] (see also [CW2, Theorem 2.14]) that given \( \gamma \in h^* \), \( \gamma \) is a \( b^{\text{st}} \)-highest weight of a finite-dimensional irreducible integer weight \( g \)-module \( V \) if and only if \( \gamma = \lambda^\delta \) or \( \lambda^\delta \) for some \( \lambda \in \mathcal{H}(n|m) \), that is, \( V \cong L_{b^{\text{st}}}(g, \lambda^\delta) \cong L(\lambda^\delta) \) or \( V \cong L_{b^{\text{st}}}(g, \lambda^\delta) = L(\lambda^\delta) \). Here we also regard \( \lambda^\delta, \lambda^\delta \) in (2.21) as weights for \( g \).

Let \( \sigma \) be the outer automorphism of \( g \) induced by the diagram automorphism that interchanges \( \epsilon_{m-1} - \epsilon_m \) and \( \epsilon_{m-1} + \epsilon_m \) in (2.21). The diagram symmetry induces a linear map on \( h^* \) preserving the standard bilinear form, which we still denote by \( \sigma \), such that \( \sigma(\delta_k) = \delta_k \) for \( 1 \leq k \leq n \), \( \sigma(\epsilon_l) = \epsilon_l \) for \( 1 \leq l \leq m - 1 \), and \( \sigma(\epsilon_m) = -\epsilon_m \). It also acts in a natural way on the characters of \( g \)-modules in the following sense. For a \( g \)-module \( V \), let us denote by \( V^\sigma \) the \( g \)-module whose underlying space is \( V \) with the action of \( g \) twisted by \( \sigma \). Then we have \( \text{ch}V^\sigma = \sigma(\text{ch}V) \).

Let \( b \) be a Borel subalgebra of \( g \) with \( b_0 = (b^{\text{st}})_0 \). If the associated \( \epsilon\delta \)-sequence ends with an \( \epsilon \), then we have \( \sigma(b) = b \). If the associated \( \epsilon\delta \)-sequence ends with a \( \delta \), then \( \sigma(b) \) is a Borel subalgebra different from \( b \), whose \( \epsilon\delta \)-sequence is obtained from that of \( b \) by
changing the sign on the right-most $\epsilon$. One can check that $L_b(g, \gamma)^{\sigma} \cong L_{\sigma(b)}(g, \sigma(\gamma))$. In particular, we have for $\lambda \in \mathcal{H}(n|m)$,

$$L(\lambda^\pm) \cong L(\lambda^\pm)'^\sigma.$$  

(2.17)

For $\lambda \in \mathcal{H}(n|m)$, let $\lambda^b_\pm$ denote the $b$-highest weight of $L(\lambda^\pm)$ and $L(\lambda^\pm)$, respectively. By [CLW1] and [CW2, Theorem 2.62], we have

$$(\lambda^b_\pm = \lambda^b_\pm, \ \lambda^b_\pm = \lambda^b_\pm, \ \text{if the } \epsilon\delta\text{-sequence ends with } \epsilon, \ \lambda^b_\pm = \lambda^b_\pm, \ \text{if the } \epsilon\delta\text{-sequence ends with } \delta \text{ and } s(b) = 1, \ \lambda^b_\pm = \lambda^b_\pm, \ \text{if the } \epsilon\delta\text{-sequence ends with } \delta \text{ and } s(b) = -1,$$

where $\lambda^b_\pm$ are given in (2.12) with $b = b \cap l$ for $s(b) = 1$, and $b' = \sigma(b)$ for $s(b) = -1$. Note that no general formula for $\lambda^b_\pm$ (respectively, $\lambda^b_\pm$) is known when the $\epsilon\delta$-sequence ends with $\delta$ with $s(b) = -1$ (respectively, $s(b) = 1$).

2.7. Zuckermann functor and Gruson-Serganova’s “typical lemma”. Suppose that $g$ is either $gl(n|m)$ or $osp(\ell|2n)$ with a Borel subalgebra $b$. Let $p$ be a parabolic subalgebra with Levi subalgebra $l$ and nilradical $u$. Let $u^-$ be the opposite nilradical so that we have $g = p + u^-$. Let $\Phi^\pm_p(l_\kappa)$ be the set of roots of $l_\kappa$ in $\Phi^\pm_l$ and $\Phi^\pm_p(u_\kappa) = \Phi^\pm_b \setminus \Phi^\pm_u(l_\kappa)$ for $\kappa = \overline{0, \ell}$.

Let $\mathcal{H}(g,l)$ be the category of finitely generated $l$-semisimple $u$-locally finite $g$-modules. Similarly, let $\mathcal{H}(g, g_0)$ be the category of finite-dimensional $(g_0$-semisimple) $g$-modules. Let $\mathcal{L}_0 : \mathcal{H}(g,l) \to \mathcal{H}(g, g_0)$ be the Zuckermann functor defined in [San (12)], which is the same as in [Ser, Section 3]. We denote by $\mathcal{L}_i$ the $i$th derived functor of $\mathcal{L}_0$. By the classical Borel-Weil-Bott theorem, it follows that $\mathcal{L}_i(M) = 0$, for $i > 0$, for any $M \in \mathcal{H}(g,l)$.

Let $L(l, \gamma)$ be a finite-dimensional irreducible $l$-module with $h^\pm = b \cap l$-highest weight $\gamma \in b^*$, which is extended to an irreducible $p$-module in a trivial way. Let $\text{Ind}_p^b L(l, \gamma)$ be the induced module, which is a parabolic Verma module over $g$. The following proposition is well-known.

**Proposition 2.4.** [Ger, Section 1.3] Let $L(l, \gamma)$ be a finite-dimensional irreducible $l$-module so that $\text{Ind}_p^b L(l, \gamma) \in \mathcal{H}(g,l)$.

1. The $g$-module $\mathcal{L}_0 (\text{Ind}_p^b L(l, \gamma))$ is the maximal finite-dimensional quotient of $\text{Ind}_p^b L(l, \gamma)$.
2. The $g$-module $\mathcal{L}_i (\text{Ind}_p^b L(l, \gamma))$ is finite-dimensional for all $i \geq 0$.
3. Let $I$ be the annihilator of $\text{Ind}_p^b L(l, \gamma)$ in $U(g)$. Then $I$ annihilates every $\mathcal{L}_i (\text{Ind}_p^b L(l, \gamma))$ for all $i \geq 0$. In particular, all the $g$-modules $\mathcal{L}_i (\text{Ind}_p^b L(l, \gamma))$ have the same central character.
For $V \in \mathcal{H}(\mathfrak{g}, \mathfrak{l})$, we define the Euler characteristic of $V$ to be the virtual $\mathfrak{g}$-module

$$\mathcal{E}(V) := \sum_{i=0}^{\infty} (-1)^i \mathcal{L}_i(V).$$

The following character formula for the Euler characteristic of the parabolic Verma module is known. Indeed, it follows readily from the classical Borel-Weil-Bott theorem and the Weyl character formula for semisimple Lie algebras.

**Proposition 2.5.** [Ser, Lemma 3.2] Let $M$ be a finite-dimensional $\mathfrak{l}$-module so that $\text{Ind}_{\mathfrak{p}}^{\mathfrak{g}} M \in \mathcal{H}(\mathfrak{g}, \mathfrak{l})$. We have

$$\text{ch} \mathcal{E}(\text{Ind}_{\mathfrak{p}}^{\mathfrak{g}} M) = D_{\mathfrak{b}}^{-1} \sum_{w \in W} (-1)^{\ell(w)} w \left( \frac{e^{\rho_{\mathfrak{b}}^{\mathfrak{g}}} \text{ch} M}{\prod_{\alpha \in \Phi^+_{\mathfrak{b}}(\mathfrak{l})_0} (1 + e^{-\alpha})} \right).$$

**Remark 2.6.** Equivalently, by the $W$-invariance of $D_{\mathfrak{b}}^{-1}$, we have

$$\text{ch} \mathcal{E}(\text{Ind}_{\mathfrak{p}}^{\mathfrak{g}} M) = \frac{1}{D_{\mathfrak{b},0}} \sum_{w \in W} (-1)^{\ell(w)} w \left( e^{\rho_{\mathfrak{b}}^{\mathfrak{g}}} \text{ch} M \prod_{\alpha \in \Phi^+_{\mathfrak{b}}(\mathfrak{l})_0} (1 + e^{-\alpha}) \right).$$

It follows that for two parabolic subalgebras $\mathfrak{p}$ and $\mathfrak{q}$ with the same even Borel and Levi subalgebras and the same odd nilradical, the Euler characteristics of the parabolic Verma modules coincide, i.e., we have for an $\mathfrak{l}$-module $M$

$$\text{ch} \mathcal{E}(\text{Ind}_{\mathfrak{p}}^{\mathfrak{g}} M) = \text{ch} \mathcal{E}(\text{Ind}_{\mathfrak{q}}^{\mathfrak{g}} M).$$

Let $\gamma \in \mathfrak{h}^*$ be a $\mathfrak{b}$-highest weight of a finite-dimensional irreducible $\mathfrak{g}$-module and let $\chi_{\gamma}$ denote its central character. Following [GS], we say that $\mathfrak{p}$ is admissible for $\chi_{\gamma}$, if for any $\mathfrak{b}$-highest weight $\gamma'$ of a finite-dimensional irreducible $\mathfrak{g}$-module satisfying $\chi_{\gamma} = \chi_{\gamma'}$, we have $(\gamma' + \rho_{\mathfrak{b}}^{\mathfrak{g}}, \frac{2\beta}{(\beta,\beta)}) \geq 0$ for all $\beta \in \Phi^+_{\mathfrak{b}}(\mathfrak{l})_0$. The following is Gruson-Serganova’s “typical lemma”, and it plays a fundamental role in their algorithm for computing finite-dimensional irreducible characters over the ortho-symplectic Lie superalgebras [GS].

**Lemma 2.7.** [GS Lemma 5] Let $\mathfrak{b}$ be a Borel subalgebra and let $\gamma \in \mathfrak{h}^*$ be a $\mathfrak{b}$-highest weight of a finite-dimensional irreducible $\mathfrak{g}$-module. Suppose that

(i) a parabolic subalgebra $\mathfrak{p} = \mathfrak{l} + \mathfrak{u}$ is admissible for $\chi_{\gamma}$,

(ii) the Levi subalgebra $\mathfrak{l}$ contains a maximal mutually orthogonal set of isotropic odd simple roots orthogonal to $\gamma + \rho_{\mathfrak{b}}^{\mathfrak{g}}$ of cardinality equal to the degree of atypicality of $\gamma$,

(iii) $(\gamma + \rho_{\mathfrak{b}}^{\mathfrak{g}}, \frac{2\beta}{(\beta,\beta)}) > 0$ for all $\beta \in \Phi^+_{\mathfrak{b}}(\mathfrak{l})_0$.

Then we have

$$\mathcal{L}_i \left( \text{Ind}_{\mathfrak{p}}^{\mathfrak{g}} L(\mathfrak{l}, \gamma) \right) = \begin{cases} L(\mathfrak{g}, \gamma), & \text{if } i = 0, \\ 0, & \text{if } i > 0. \end{cases}$$
In particular, we have $\chi(\text{Ind}_b^g L(\gamma, \lambda)) = \chi L(\mathfrak{g}, \lambda)$.

3. Classification of tame modules and the Kac-Wakimoto Conjecture

3.1. Tame modules. Let $\mathfrak{g}$ be a finite-dimensional classical Lie superalgebra and let $\mathfrak{h}$ be a fixed Cartan subalgebra. Suppose that $V$ is a finite-dimensional irreducible $\mathfrak{g}$-module of degree of atypicality $k \geq 0$. Following [KW2, Definition 3.5], we say that $V$ is tame if there exists a Borel subalgebra $\mathfrak{b}$ such that

(T1) $V = L(\gamma, \lambda)$ for some $\mathfrak{b}$-highest weight $\gamma \in \mathfrak{h}^*$, 
(T2) there exists a distinguished set $T_\gamma \subseteq \Pi_\mathfrak{b}$ consisting of $k$ mutually orthogonal isotropic simple roots satisfying $(\gamma + \rho^\mathfrak{b}, \beta) = 0$ for all $\beta \in T_\gamma$.

In this case, we shall also say that $V$ is tame with respect to $\mathfrak{b}$ of highest weight $\gamma$.

It was shown in [CHR] Theorem 20] that an irreducible $\mathfrak{g}(n|m)$-module is tame if and only if it is a Kostant module in the sense of [BS]. As irreducible polynomial modules are Kostant modules, the following is a consequence of [CHR] Theorem 20].

**Theorem 3.1.** For $\lambda \in \mathcal{H}(n|m)$, the polynomial $\mathfrak{g}(n|m)$-module $L(\mathfrak{g}(n|m), \lambda)$ is tame.

Let $V$ be a finite-dimensional irreducible $\mathfrak{g}$-module and suppose that $V = L_b(\gamma, \lambda)$ for some Borel subalgebra $\mathfrak{b}$ with $\mathfrak{b}$-highest weight $\gamma \in \mathfrak{h}^*$. Given $w \in W$, consider the Borel subalgebra $\mathfrak{b}(w)$. Then the fundamental systems $w(\Pi_\mathfrak{b})$ and $\Pi_{\mathfrak{b}(w)}$ coincide. The $\gamma$-weight space $V_\gamma$ is one-dimensional and we have $V_{\gamma + \alpha} = 0$ for any $\alpha \in \Pi_\mathfrak{b}$. Since $V$ is finite-dimensional, the space $V_{w(\gamma)}$ is one dimensional and $V_{w(\gamma) + w(\alpha)} = 0$. Thus, we conclude that the $w(\mathfrak{b})$-highest weight for $V$ is $w(\gamma)$, and $L_b(\mathfrak{g}, \gamma) \cong L_{w(\mathfrak{b})}(\mathfrak{g}, w(\gamma))$ as $\mathfrak{g}$-modules.

Suppose in addition that $V$ is tame with respect to $\mathfrak{b}$. Then, there exists a distinguished set $T_\gamma \subseteq \Pi_\mathfrak{b}$ satisfying the condition (T2) above. Since the standard non-degenerate bilinear form on $\mathfrak{h}^*$ is $W$-invariant and $w(\rho^\mathfrak{b}) = \rho_{\mathfrak{b}(w)}$, it follows that $w(T_\gamma)$ is a subset of $\Pi_{w(\mathfrak{b})}$ satisfying the condition (T2). Thus, $V$ is also tame with respect to $w(\mathfrak{b})$ of highest weight $w(\gamma)$, where a distinguished set $T_{w(\gamma)}$ is given by $w(T_\gamma)$. We summarize the above discussion in the following.

**Proposition 3.2.** Let $\mathfrak{g}$ be a finite-dimensional classical Lie superalgebra and let $V$ be a finite-dimensional irreducible $\mathfrak{g}$-module. Then $V$ is tame with respect to a Borel subalgebra $\mathfrak{b}$ if and only if it is tame with respect to the Borel subalgebra $w(\mathfrak{b})$ for any $w \in W$.

Now we assume that $\mathfrak{g} = \mathfrak{osp}(\ell|2n)$. Proposition 3.2 implies that in order to classify the tame $\mathfrak{g}$-modules, we need to consider only Borel subalgebras $\mathfrak{b}$ with $\mathfrak{b}_0 = (\mathfrak{b}^{\text{st}})_0$. We let $\mathfrak{l} = \mathfrak{gl}(n|m)$ be the Levi subalgebra of $\mathfrak{g}$ corresponding to the subdiagram (2.1) of (2.3) and (2.4). Note that $\mathfrak{b}^{\text{st}} = \mathfrak{b}^{\text{st}} \cap \mathfrak{l}$. 

Lemma 3.3. Let \( g \) be an ortho-symplectic Lie superalgebra and let \( V \) be a finite-dimensional irreducible \( g \)-module of degree of atypicality \( k \). Suppose that \( b \) and \( b' \) are two Borel subalgebras related by \( s_{\alpha}(\Pi_b) = \Pi_{b'} \), where \( \alpha \) is an isotropic odd simple root in \( \Pi_b \) of the form \( \pm(\delta_i - \epsilon_j) \). Let \( \gamma^b \) and \( \gamma^{b'} \) be the highest weights of \( V \) with respect to \( b \) and \( b' \), respectively. Suppose that \( T_b \) is a set of \( k \) mutually orthogonal isotropic odd roots of the form \( \{\delta_i - \epsilon_j, |r = 1, \ldots, k\} \) such that \( (\gamma^b + \rho^b, \delta_i - \epsilon_j) = 0 \), for all \( r \). Then there exists a set \( T_{b'} \) consisting of \( k \) mutually orthogonal isotropic odd roots of the same form orthogonal to \( \gamma^{b'} + \rho^{b'} \).

Proof. The proof consists of considering all possible scenarios for \( \alpha \). For definiteness let us suppose that \( \alpha = \delta_i - \epsilon_j \). If \( \alpha = -\delta_i + \epsilon_j \), then we just replace \( \alpha \) by \( -\alpha \) below.

Case (1): \( (\gamma^b + \rho^b, \alpha) \neq 0 \). Then by \( \text{(2.7)} \) \( \gamma^b + \rho^b = \gamma^{b'} + \rho^{b'} \) and we may take the same set \( T_b \) for \( T_{b'} \).

Case (2): \( (\gamma^b + \rho^b, \alpha) = 0 \) and \( \alpha \in T_b \). Then by \( \text{(2.7)} \) \( \gamma^b + \rho^b + \alpha = \gamma^{b'} + \rho^{b'} \) and we still can take \( T_{b'} \) to be \( T_b \), since the roots in \( T_b \) are mutually orthogonal.

Case (3): \( (\gamma^b + \rho^b, \alpha) = 0 \) and \( \alpha \notin T_b \). In this case there are three possible scenarios. In the Subcase (i) we have a \( \beta \in T_b \) such that \( \beta = \delta_i - \epsilon_j \), \( i' \neq j \), and furthermore there is no \( \beta' \in T_b \) of the form \( \delta_i - \epsilon_j \). In this case, we take \( T_{b'} = (\{\alpha\} \cup T_b) \setminus \{\beta\} \). In the Subcase (ii) we have a \( \beta \in T_b \) such that \( \beta = \delta_i - \epsilon_j \), \( i' \neq i \), and furthermore there is no \( \beta' \in T_b \) of the form \( \delta_i - \epsilon_j \). Here we take \( T_{b'} = (\{\alpha\} \cup T_b) \setminus \{\beta\} \). In the Subcase (iii) we have a \( \beta \in T_b \) of the form \( \beta = \delta_i - \epsilon_j \), \( i' \neq j \), and we also have a \( \beta' \) of the form \( \beta' = \delta_i - \epsilon_j \), \( i' \neq i \). In this case it is also easy to see that we can replace \( \beta \) and \( \beta' \) in \( T_b \) by \( \alpha \) and \( \delta_i - \epsilon_j \) to get \( T_{b'} \).

Suppose that \( g = \mathfrak{osp}(2m + 1|2n) \). By our discussion in Section 2.5 the Borel subalgebras \( b \) with \( b_0 = (b^{\text{st}})_0 \) are in one-to-one correspondence with the Borel subalgebras \( b_0 \) of \( l \) such that \( b_0 = (b^{\text{st}})_0 \), which are obtained by \( b = b \cap l \) or removing the rightmost node of the corresponding Dynkin diagram for \( b \). We observe that the difference between \( \rho^b \) for \( \mathfrak{osp}(2m + 1|2n) \) and \( \rho^b \) for \( \mathfrak{g}(n|m) \) is equal to a scalar multiple of the supertrace \( 1_{n|m} = \sum_{i=1}^{n} \delta_i - \sum_{j=1}^{m} \epsilon_j \) for \( l \), and hence \( (\rho^b - \rho^b, \delta_i - \epsilon_j) = 0 \) for all \( i, j \).

Theorem 3.4. Let \( g = \mathfrak{osp}(2m + 1|2n) \) and let \( \lambda \in \mathcal{H}(n|m) \). Suppose that \( L(\lambda^2) \) has degree of atypicality \( k \geq 1 \). Then \( L(\lambda^2) \) is tame if and only if it satisfies the following condition:

\[ \text{(T)} \] there exist \( k \) mutually orthogonal isotropic odd roots of the form \( \beta_r = \delta_{i_r} - \epsilon_{j_r} \), such that \( (\lambda^2 + \rho^{b^{\text{st}}}, \beta_r) = 0 \), for \( r = 1, \ldots, k \).

Proof. Suppose \( L(\lambda^2) \) is tame with respect to \( b \) of highest weight \( \lambda^b \) with a distinguished subset \( T_{\lambda^b} \subseteq \Pi_b \). By Proposition 3.2 we may assume that \( b_0 = (b^{\text{st}})_0 \). By the classification of Borel subalgebras in Section 2.5 all the simple odd roots in \( \Pi_b \) are of the form \( \pm(\delta_i - \epsilon_j) \), and thus, so are the simple roots in \( T_{\lambda^b} \).

Since \( b \) is a Borel subalgebra of \( g \) with \( b_0 = (b^{\text{st}})_0 \), applying a sequence of odd reflections corresponding to odd simple roots of the form \( \pm(\delta_i - \epsilon_j) \), we transform \( b \)
to the standard Borel subalgebra $b^{st}$. By Lemma 3.3 we obtain a set of $k$ mutually orthogonal isotropic roots of the form $\delta_i - \epsilon_j$ orthogonal to $\lambda^2 + \rho^{b^{st}}$, and hence Condition ($T$) is satisfied.

Conversely, suppose that Condition ($T$) holds. We first note that $L(\bar{t}, \lambda^2)$ has the degree of atypicality $k$ since $\rho^{b^{st}} - \rho^{\bar{b}}$ is a multiple of $1_{n|m}$ and hence $(\lambda^2 + \rho^{b^{st}}, \delta_i - \epsilon_j) = 0$ if and only if $(\lambda^2 + \rho^{b^{st}}, \delta_i - \epsilon_j) = 0$ for $i, j$. By Theorem 3.1 there exists a Borel subalgebra $b$ of $\mathfrak{g}$ with distinguished set $T$ of highest weight $\lambda^b$ with distinguished set $T$ of isotropic odd simple roots. Since $b_0 = (b^{st})_0$, $b$ corresponds uniquely to a Borel subalgebra $b$ of $\mathfrak{g}$ with $b_0 = (b^{st})_0$ and we further have $T \subseteq \Pi_b$. Since $\rho^b - \rho^\bar{b}$ is a multiple of $1_{n|m}$ and $(\lambda^b + \rho^\bar{b}, \beta) = 0$ for all $\beta \in T$, we also have $(\lambda^b + \rho^b, \beta) = 0$ for all $\beta \in T$. Thus, $L(\lambda^2)$ is tame with respect to $\mathfrak{b}$ of highest weight $\lambda^b$ with the same $T$ as a distinguished set.

Next, suppose that $\mathfrak{g} = \mathfrak{osp}(2m|2n)$ with $m \geq 2$. We first observe the following.

**Lemma 3.5.** Let $V$ be a finite-dimensional irreducible $\mathfrak{g}$-module. Then $V$ is tame with respect to $\mathfrak{b}$ of highest weight $\gamma$ if and only if $V^{\sigma}$ is tame with respect to $\sigma(\mathfrak{b})$ of highest weight $\sigma(\gamma)$. In this case, we have $T_{\sigma(\gamma)} = \sigma(T_\gamma)$.

**Proof.** It follows from the fact that for a given Borel subalgebra $\mathfrak{b}$, $\sigma(\Pi_b) = \Pi_{\sigma(b)}$ and $\sigma(\rho^b) = \rho^{\sigma(b)}$.

In light of Lemma 3.5 and 2.17 it is enough to determine when the module $L(\lambda^2)$ is tame, for $\lambda \in \mathcal{H}(n|m)$.

**Theorem 3.6.** Let $\mathfrak{g} = \mathfrak{osp}(2m|2n)$ with $m \geq 2$, and let $\lambda \in \mathcal{H}(n|m)$. Suppose that $L(\lambda^2)$ has degree of atypicality $k \geq 1$. Then $L(\lambda^2)$ is tame if and only if one of the following conditions holds:

(i) In the case when $(\lambda^2, \epsilon_m) = 0$ (or equivalently when $\lambda_{n+1} < m$) Condition ($T$) holds.

(ii) In the case when $(\lambda^2, \epsilon_m) > 0$ (or equivalently when $\lambda_{n+1} = m$) we have $k = 1$ and there exists an isotropic odd root of the form $\beta = \delta_i + \epsilon_m$ for some $1 \leq i \leq n$ such that $(\lambda^2 + \rho^{b^{st}}, \beta) = 0$.

**Proof.** Suppose that $(\lambda^2, \epsilon_m) = 0$ and hence $\lambda^b = \lambda^\perp$.

If $L(\lambda^2)$ is tame with respect to a Borel subalgebra corresponding to an $\epsilon\delta$-sequence ending with an $\epsilon$, then the condition $\lambda_{n+1} < m$ implies that $(\lambda^b + \rho^b, \delta_n + \epsilon_m) = 0$ if and only if $(\lambda^b + \rho^b, \delta_n - \epsilon_m) = 0$. Thus, if $\delta_n + \epsilon_m$ is in the distinguished set, we can always replace it by $\delta_n - \epsilon_m$, and still get a distinguished set. Thus, by the classification of Borel subalgebras in Section 2.10 we can find a distinguished set consisting of odd roots of the form $\pm(\delta_i - \epsilon_j)$. Since we can transform such a $b$ to $b^{st}$ via a sequence of odd reflections corresponding to $\pm(\delta_i - \epsilon_j)$, we can apply Lemma 3.3 to prove that Condition ($T$) is satisfied. Now, the equivalence of Condition ($T$) is established as in the proof of Theorem 3.4.
On the other hand, if \( L(\lambda^2) \) is tame with respect to a Borel subalgebra corresponding to an \( \epsilon \delta \)-sequence ending with a \( \delta \), it follows from (2.17) and Lemma 3.5 that \( L(\lambda^2) \) is tame if and only if it is tame with respect to a Borel subalgebra \( b \) with \( s(b) = 1 \). We can again transform such a \( b \) to \( b^{st} \) via a sequence of odd reflections as in Lemma 3.3. Thus, the same argument as above is again applicable.

Next, consider the case \( (\lambda^2, \epsilon_m) > 0 \). Since \( \lambda_{n+1} = m \), we have \( (\lambda^2 + \rho^{b_{st}}, \delta_i - \epsilon_j) \neq 0 \) for all \( i, j \).

Suppose first that \( L(\lambda^2) \) is tame with respect to a Borel subalgebra \( b \) corresponding to an \( \epsilon \delta \)-sequence ending with an \( \epsilon \). Since \( b \) is obtained from \( b^{st} \) by a sequence of odd reflections corresponding to \( \pm(\delta_i - \epsilon_j) \), and \( (\lambda^2 + \rho^{b_{st}}, \delta_i - \epsilon_j) \neq 0 \) for all \( i, j \), we see that \( \lambda^b + \rho^b = \lambda^2 + \rho^{b_{st}} \), and hence \( (\lambda^b + \rho^b, \delta_i - \epsilon_j) \neq 0 \), for all \( i, j \). This necessarily implies that \( k = 1 \) and \( (\lambda^b + \rho^b, \delta_n + \epsilon_m) = 0 \). Hence \( (\lambda^2 + \rho^{b_{st}}, \delta_n + \epsilon_m) = (\lambda^b + \rho^b, \delta_n + \epsilon_m) = 0 \), establishing (ii) in this case.

Next, suppose that \( L(\lambda^2) \) is tame with respect to a Borel subalgebra \( b \) corresponding to an \( \epsilon \delta \)-sequence ending with a \( \delta \). If \( s(b) = 1 \), then by the same argument as in the case of \( \lambda_{n+1} < m \), there exists an isotropic root \( \beta \) of the form \( \delta_i - \epsilon_j \), which is orthogonal to \( \lambda^2 + \rho^{b_{st}} \). This is a contradiction. So, \( L(\lambda^2) \) is tame with respect to a Borel subalgebra \( b \) with \( s(b) = -1 \). By Lemma 3.5 \( L(\lambda^2) \) is tame with respect to \( b' = \sigma(b) \) with \( s(b') = 1 \), where any simple odd root in \( T_{\lambda_{b'}} \) is of the form \( \pm(\delta_i - \epsilon_j) \).

Since \( s(b') = 1 \), we can use a sequence of odd reflections with respect to odd simple roots of the form \( \pm(\delta_i - \epsilon_j) \) to transform \( b' \) into \( b^{st} \). By Lemma 3.3 since \( \lambda_{b'} + \rho^{b'} \) has a set of orthogonal isotropic roots (of cardinality equal to the degree of atypicality) of the form \( \{ \pm(\delta_i - \epsilon_j) \} \), the same is true for the shifted weight \( \lambda^{b'}_{st} + \rho^{b_{st}} \). Since \( b' \) is a Borel subalgebra of \( g \) with \( b'_0 = (b^{st})_0 \), and \( (\lambda^{b'}_{st} + \rho^{b_{st}}, \delta_i) < 0 \) for \( 1 \leq i \leq n \) and \( (\lambda^{b'}_{st} + \rho^{b_{st}}, \epsilon_j) > 0 \) for \( 1 \leq j \leq m - 1 \), we have \( T_{\lambda^{b'}_{st}} = \{ \pm(\delta_i - \epsilon_m) \} \) for some \( i \), and in particular, the degree of atypicality is 1. Hence Condition (ii) holds.

Similarly, we can show that Condition (ii) is sufficient for \( L(\lambda^2) \) to be tame. □

Based on [SV2], we put for \( \lambda \in \mathcal{H}(n|m) \)
\[
i(\lambda') = \max \{ i \mid 1 \leq i \leq m, \lambda'_i - i + m - n \geq 0 \},
\]
\[
i^*(\lambda') = \max \{ i \mid 1 \leq i \leq m, \lambda'_i - i + m - n > 0 \},
\]
\[
e(\lambda) = i(\lambda') - i^*(\lambda').
\]
Here we assume that \( i(\lambda') = 0 \) and \( i^*(\lambda') = 0 \) if there is no \( i \) such that \( \lambda'_i - i + m - n \geq 0 \) and \( \lambda'_i - i + m - n > 0 \), respectively. It is straightforward to check that \( e(\lambda) = 0 \) or 1.

3.2. Kac-Wakimoto conjecture. The following conjecture of Kac and Wakimoto goes back to [KW1], and is explicitly stated in [KW2, Conjecture 3.6].

**Conjecture 3.7.** (Kac-Wakimoto) Let \( g \) be a finite-dimensional classical Lie superalgebra and let \( V \) be a finite-dimensional irreducible \( g \)-module that is tame with respect to a Borel subalgebra \( b \) of highest weight \( \gamma \) with a distinguished set \( T_\gamma \subseteq \Pi_b \). Then
we have $V = L_{\mathfrak{b}}(\mathfrak{g}, \gamma)$ and there exists an integer $j_\gamma$ such that the following character formula holds for $V$:

\begin{equation}
\text{ch} V = \frac{1}{j_\gamma} D_{\mathfrak{b}}^{-1} \sum_{w \in \mathcal{W}} (-1)^{\ell(w)} w \left( \frac{e^{\gamma + \rho^b}}{\prod_{\beta \in T_{\mathfrak{b}}} (1 + e^{-\beta})} \right).
\end{equation}

It is well-known that when $V$ is typical, Formula (3.2) holds for arbitrary Borel subalgebra $\mathfrak{b}$ with $T_{\gamma} = \emptyset$ and $j_\gamma = 1$ by a classical result of Kac [K2, Proposition 2.8]. In the case when $\mathfrak{g} = \mathfrak{gl}(n|m)$, Conjecture 3.7 was established by Chmutov, Hoyt, and Reif in [CHR, Theorem 42]. A main ingredient in their proof is the character formula by Su and Zhang for Kostant modules [SZ1, Corollary 4.13]. In particular, the validity of the conjecture in the $\mathfrak{gl}(n|m)$-case and Theorem 3.1 imply the following.

**Theorem 3.8.** [CHR] For $\lambda \in \mathcal{H}(n|m)$, Formula (3.2) holds for $L(\mathfrak{gl}(n|m), \lambda^b)$, which is tame with respect to a Borel subalgebra $\mathfrak{b}$ of highest weight $\lambda^b$ and distinguished set $T_{\lambda^b}$. Moreover, $j_{\lambda^b} = |T_{\lambda^b}|$.!

Now, let us consider the case when $\mathfrak{g} = \mathfrak{osp}(\ell|2n)$. We fix a $\lambda \in \mathcal{H}(n|m)$ such that $L(\lambda^b)$ is tame of degree of atypicality $k \geq 1$.

Suppose that $\mathfrak{g} = \mathfrak{osp}(2m+1|2n)$. Let

\begin{equation}
\mathfrak{b} = \mathfrak{b}^{\text{odd}}, \quad \mathfrak{l} = \mathfrak{h} + \mathfrak{osp}(2k+1|2k), \quad \mathfrak{b} = \mathfrak{b} \cap \mathfrak{l},
\end{equation}

where $\mathfrak{b}^{\text{odd}}$ is the Borel subalgebra given in Section \ref{Sec:Subalgebra} and $\mathfrak{osp}(2k+1|2k)$ is the subalgebra corresponding to the subdiagram of the Dynkin diagram for $\mathfrak{b}^{\text{odd}}$ consisting of the right-most $2k$ nodes as in [GS, SV2]. The weight $\lambda^b$ may now be regarded as a weight for the reductive Lie superalgebra $\mathfrak{l}$.

**Lemma 3.9.** Let $\mathfrak{g} = \mathfrak{osp}(2m+1|2n)$ and let $\lambda \in \mathcal{H}(n|m)$ such that $L(\lambda^b)$ is tame of degree of atypicality $k \geq 1$. Under the hypothesis (3.3), we have the following.

1. We have

\begin{equation}
\lambda^b + \rho^b = \sum_{i=1}^{n-k} a_i \delta_i + \sum_{j=1}^{m-k} b_j \epsilon_j - \sum_{i=m-k+1}^{m} \frac{1}{2} \epsilon_i + \sum_{j=n-k+1}^{n} \frac{1}{2} \delta_j
\end{equation}

for some $a_1 > \cdots > a_{n-k} > 0$ and $b_1 > \cdots > b_{m-k} > 0$.

2. $L(\lambda^b)$ is one-dimensional, which is the trivial module when restricted to the subalgebra $\mathfrak{osp}(2k+1|2k)$.

3. $L(\lambda^b)$ is tame with respect to $\mathfrak{b}$ with distinguished set

\begin{equation}
T_{\lambda^b} = \{ \epsilon_{m-k+i} - \delta_{n-k+i} | i = 1, \ldots, k \}.
\end{equation}

Furthermore, $T_{\lambda^b}$ is also a distinguished set for the tame module $L(\mathfrak{l}, \lambda^b)$ with respect to $\mathfrak{b}$.

**Proof.** Computing $\rho^b$ by (2.7) and then using (2.14), we see from Theorem 3.4 and [CW2, Proposition 3.21] that (1) holds. In particular, (1) implies (2) (see also [SV2, p. 4306]) and (3). \hfill \Box
Suppose that $\mathfrak{g} = \mathfrak{osp}(2m|2n)$. If $\lambda_{n+1} < m$, then we put

\[
(3.5) \quad \mathfrak{b} = \mathfrak{b}^{\text{odd}}, \quad \mathfrak{I} = \begin{cases} 
\mathfrak{h} + \mathfrak{osp}(2k|2k), & \text{if } e(\lambda) = 0, \\
\mathfrak{h} + \mathfrak{osp}(2k + 2|2k), & \text{if } e(\lambda) = 1,
\end{cases} \quad \mathfrak{b} = \mathfrak{b} \cap \mathfrak{I},
\]

where $\mathfrak{b}^{\text{odd}}$ is as in Section 2 and $\mathfrak{osp}(2k|2k)$ (respectively, $\mathfrak{osp}(2k + 2|2k)$) is the subalgebra corresponding to the subdiagram with the right-most $2k$ (respectively, $2k + 1$) nodes of the Dynkin diagram for $\mathfrak{b}^{\text{odd}}$ [GS SV2].

If $\lambda_{n+1} = m$, then by Theorem 3.6 there exists an isotropic root of the form $\beta = \delta_i + \epsilon_m$ for some $1 \leq i \leq n$ such that $(\lambda^\delta + \rho^{\text{h\ell}}(\delta), \beta) = 0$. We take $\mathfrak{b}$ to be the Borel subalgebra corresponding to the following Dynkin diagram:

\[
(3.6) \quad \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\delta_i - \lambda & \delta_i - \lambda & \delta_i - \lambda & \delta_i - \lambda & \delta_i - \lambda & \delta_i - \lambda \\
\delta_{n-1} - \delta_n & \delta_{n-1} - \delta_n & \delta_{n-1} - \delta_n & \delta_{n-1} - \delta_n & \delta_{n-1} - \delta_n & \delta_{n-1} - \delta_n
\end{array}
\]

That is, the corresponding numbered $\epsilon \delta$-sequence is of the form

\[
\delta_1 \delta_2 \cdots \delta_i - 1 \epsilon_1 \epsilon_2 \cdots \epsilon_{m-1} \delta_i (-\epsilon_m) \delta_{i+1} \cdots \delta_n.
\]

We let

\[
(3.7) \quad \mathfrak{I} = \mathfrak{h} + \mathfrak{sl}(1|1), \quad \mathfrak{b} = \mathfrak{b} \cap \mathfrak{I},
\]

where $\mathfrak{sl}(1|1)$ is the Lie subalgebra of $\mathfrak{g}$ generated by the root vector corresponding to $\pm(\delta_i + \epsilon_m)$.

**Lemma 3.10.** Let $\mathfrak{g} = \mathfrak{osp}(2m|2n)$, $m \geq 2$, and let $\lambda \in \mathcal{H}(n|m)$ such that $L(\lambda^\delta)$ is tame of degree of atypicality $k \geq 1$. Under the hypothesis (3.5) and (3.7), we have the following.

1. If $\lambda_{n+1} < m$, then we have

\[
\lambda^\mathfrak{b} + \rho^\mathfrak{b} = \sum_{i=1}^{n-k} a_i \delta_i + \sum_{j=1}^{m-k} b_j \epsilon_j,
\]

for some $a_1 > \cdots > a_{n-k} > 0$ and $b_1 > \cdots > b_{m-k} \geq 0$. Furthermore, $b_{m-k} = 0$ if and only if $e(\lambda) = 1$.

If $\lambda_{n+1} = m$, then

\[
\lambda^\mathfrak{b} + \rho^\mathfrak{b} = \sum_{i=1}^{n} a_i \delta_i + \sum_{j=1}^{m} b_j \epsilon_j,
\]

for some $a_1 > \cdots > a_n > 0$ and $b_1 > \cdots > b_m > 0$ and $a_i = b_i$.

2. $L(\mathfrak{I}, \lambda^\mathfrak{b})$ is one-dimensional, and it is the trivial module when restricted to the subalgebra $\mathfrak{osp}(2k + 2\epsilon(\lambda)|2k)$ (respectively, $\mathfrak{sl}(1|1)$) in the case when $\lambda_{n+1} < m$ (respectively $\lambda_{n+1} = m$).
(3) $L(\lambda^b)$ is tame with respect to $b$ with distinguished set

\[
T_{\lambda^b} = \begin{cases} 
\{ \delta_{n-k+i} - \epsilon_{m-k+i} | i = 1, \ldots, k \}, & \text{if } \lambda_{n+1} < m, \\
\{ \delta_i + \epsilon_m \}, & \text{if } \lambda_{n+1} = m.
\end{cases}
\]

Furthermore, $T_{\lambda^b}$ is also a distinguished set for the tame module $L(1, \lambda^b)$ with respect to $b$.

**Proof.** Suppose that $\lambda_{n+1} < m$. By the same arguments as in the proof of Lemma 3.10, we have

$$\lambda^b + \rho^b = \sum_{i=1}^{n-k} a_i \delta_i + \sum_{j=1}^{m-k} b_j \epsilon_j,$$

for some $a_1 > \cdots > a_{n-k} > 0$ and $b_1 > \cdots > b_{m-k} \geq 0$. Furthermore, since $(\rho^b, \epsilon_{m-k}) = 0$, we can check that $b_{n-k} = 0$ if and only if $e(\lambda) = 1$. The proof of the other parts is a straightforward verification and we omit it. \(\square\)

**Proposition 3.11.** Let $\mathfrak{g} = \mathfrak{osp}(\ell|2n)$ and let $p = l + b$ be the parabolic subalgebra with Borel subalgebra $b$ and Levi subalgebra $l$ as in (3.3), (3.5), and (3.7). Suppose that Formula (3.2) holds for the (trivial) $l$-module $L(1, \lambda^b)$ with respect to $b$. Then we have

$$\text{ch} \mathcal{E} (\text{Ind}_p^b L(1, \lambda^b)) = \frac{1}{j_{\lambda^b}} D_b^{-1} \sum_{w \in W_b} (-1)^{\ell(w)} \left( \frac{\text{ch} L(1, \lambda^b)}{\prod_{\gamma \in \Phi^+(l_1)} (1 + e^{-\gamma})} \right).$$

**Proof.** To simplify notations, we write $\lambda^b = \lambda$, $\rho^b = \rho$, $\rho_b = \rho$, $D_b = D$, $D_b = D$, $W = W_b$, and $T = T_{\lambda^b}$. Also, we let $\rho_\kappa = \rho_\kappa + \rho_\kappa'$, for $\kappa = 0, 1$, and $j = j_{\lambda^b}$.

We compute by Proposition 2.5

\[
D \text{ch} \mathcal{E} (\text{Ind}_p^b L(1, \lambda))
= \sum_{w \in W} (-1)^{\ell(w)} \left( \frac{\text{ch} L(1, \lambda)}{\prod_{\gamma \in \Phi^+(l_1)} (1 + e^{-\gamma})} \right)
= \sum_{\sigma \in W/W_1} (-1)^{\ell(\sigma)} \left( \sum_{\tau \in W_1} (-1)^{\ell(\tau)} \left( \frac{\text{ch} L(1, \lambda)}{\prod_{\gamma \in \Phi^+(l_1)} (1 + e^{-\gamma})} \right) \right)
= \sum_{\sigma \in W/W_1} (-1)^{\ell(\sigma)} \left( \text{ch} L(1, \lambda) \sum_{\tau \in W_1} (-1)^{\ell(\tau)} \left( \frac{\text{ch} L(1, \lambda)}{\prod_{\gamma \in \Phi^+(l_1)} (1 + e^{-\gamma})} \right) \right)
= \sum_{\sigma \in W/W_1} (-1)^{\ell(\sigma)} \left( \text{ch} L(1, \lambda) \frac{\Delta_l}{\Delta_l} \sum_{\tau \in W_1} (-1)^{\ell(\tau)} \left( e^{\rho_0 - \rho_1} \right) \right)
= \sum_{\sigma \in W/W_1} (-1)^{\ell(\sigma)} \left( \frac{\text{ch} L(1, \lambda)}{\Delta_l} \sum_{\tau \in W_1} (-1)^{\ell(\tau)} \left( e^{\rho_0 - \rho_1} \right) \right)
= \sum_{\sigma \in W/W_1} (-1)^{\ell(\sigma)} \left( \frac{\text{ch} L(1, \lambda)}{\Delta_l} e^{\rho_0 - \rho_1} \sum_{\tau \in W_1} (-1)^{\ell(\tau)} \left( e^{\rho_0} \right) \right)
\]
where in the last identity we have used the Weyl denominator identity for $I_0$. Now the last expression proves our claim. \hfill \square

4. Properties of highest weights of tame modules

In this section, we suppose that $\mathfrak{g} = \mathfrak{osp}(\ell|2n)$. Let us denote by $\preceq$ the partial ordering on the set of $\mathfrak{b}_{\text{sr}}$-highest weights of finite-dimensional irreducible $\mathfrak{g}$-modules induced by $\Phi^+_{\text{sr}}$. That is, for two such weights $\gamma$ and $\nu$ one has $\gamma \preceq \nu$ if and only if $\nu - \gamma \in \mathbb{Z}^+ \Phi^+_{\text{sr}}$.

**Proposition 4.1.** Let $\lambda, \mu \in \Im(n|m)$ such that $L(\lambda^2)$ and $L(\mu^2)$ are tame. Let $k$ be the degree of atypicality of $L(\lambda^2)$.

1. Let $\mathfrak{g} = \mathfrak{osp}(2m + 1|2n)$. Then $\chi_{\lambda^2} = \chi_{\mu^2}$ implies $\lambda^2 = \mu^2$.
2. Let $\mathfrak{g} = \mathfrak{osp}(2m|2n)$ with $m \geq 2$ and suppose that $k \neq 1$. Then the condition $\chi_{\lambda^2} = \chi_{\mu^2}$ (equivalently, $\chi_{\lambda^2} = \chi_{\mu^2}$ in the case $k \neq 0$) implies $\lambda^2 = \mu^2$.
3. Let $\mathfrak{g} = \mathfrak{osp}(2m|2n)$ with $m \geq 2$ and suppose that $k = 1$. We have the following:
   (i) If $\lambda_n < m - 1$, then the condition $\chi_{\lambda^2} = \chi_{\mu^2}$ (equivalently, $\chi_{\lambda^2} = \chi_{\mu^2}$) implies $\lambda^2 = \mu^2$.
   (ii) If $\lambda_n \geq m - 1$, then there are finitely many $\mu \in \Im(n|m)$ satisfying $\chi_{\lambda^2} = \chi_{\mu^2}$ (equivalently, $\chi_{\lambda^2} = \chi_{\mu^2}$).

In addition, (2) and (3) hold if we replace by $\lambda^2$, $\mu^2$, and $\mu^2_-$ by $\lambda^2$, $\mu^2$, and $\mu^2_-$, respectively.

**Proof.** (1) Suppose that $\mathfrak{g} = \mathfrak{osp}(2m + 1|2n)$. Let $\rho = \rho^\text{sr}$. Since $\chi_{\lambda^2} = \chi_{\mu^2}$, they have the same degree of atypicality $k$. We consider $\lambda^2 + \rho = \sum_{i=1}^{n} a_i \delta_i + \sum_{j=1}^{m} b_j \epsilon_j$ and $\mu^2 + \rho = \sum_{i=1}^{n} c_i \delta_i + \sum_{j=1}^{m} d_j \epsilon_j$, and identify them with the following sequences (of half-integers)

\[
\begin{align*}
\lambda^2 + \rho &= (a_1, \ldots, a_n, b_1, \ldots, b_m), \\
\mu^2 + \rho &= (c_1, \ldots, c_n, d_1, \ldots, d_m),
\end{align*}
\]

(4.1)

respectively. Note that $W = (S_n \ltimes \mathbb{Z}^n_2) \times (S_m \ltimes \mathbb{Z}^m_2)$.

By Theorem 3.3, we can find a set of isotropic odd roots $\{\delta_i - \epsilon_j, | r = 1, \ldots, k \}$ mutually orthogonal and also orthogonal to $\lambda^2 + \rho$ for some $1 \leq i_1, \ldots, i_k \leq n$ and $1 \leq j_1, \ldots, j_k \leq m$. Removing all the entries $a_{i_r}$ and $b_{j_l}$ for $i = 1, \ldots, k$, and $j = 1, \ldots, k$, from $(a_1, \ldots, a_n, b_1, \ldots, b_m)$, we are left with an expression which we shall denote by $[\lambda^2 + \rho]$. 
We do the same now for the sequence \( \mu^2 + \rho = (c_1, \ldots, c_n \mid d_1, \ldots, d_m) \). After removing all such entries in each of the two expressions in (4.1), we are left with respective sequences

\[
(4.2) \quad [\lambda^3 + \rho] := [\tilde{a}_1, \ldots, \tilde{a}_{n-k} \mid \tilde{b}_1, \ldots, \tilde{b}_{m-k}],
\]
\[
[\mu^3 + \rho] := [\tilde{c}_1, \ldots, \tilde{c}_{n-k} \mid \tilde{d}_1, \ldots, \tilde{d}_{m-k}].
\]

By [CW2] Theorem 2.30 (see also [K2] [SV2]), these two sequences coincide up to the action of \( (S_{n-k} \ltimes \mathbb{Z}_2^{n-k}) \times (S_{m-k} \ltimes \mathbb{Z}_2^{m-k}) < W \) since \( \chi_{\lambda^3} = \chi_{\mu^3} \). Now we note that \( \tilde{b}_j \) and \( \tilde{d}_j \) are positive since all \( b_j \) and \( d_j \) are positive, and \( \tilde{a}_i \) and \( \tilde{c}_i \) are also positive since \( \lambda \) and \( \mu \) are \((n|m)\)-hook partitions (cf. (2.1)). Hence the two subsequences \([\lambda^3 + \rho]\) and \([\mu^3 + \rho]\) coincide up to the action of \( S_{n-k} \times S_{m-k} < W \). This implies that \( \lambda^3 \) and \( \mu^3 \) have the same central character with respect to the Levi subalgebra \( \text{gl}(n|m) \) of \( g \) in (2.1). Now, we can apply [CK] Lemma 3.4 (see also [CW2] Proposition 3.24) to conclude that \( \lambda^3 = \mu^3 \) or \( \lambda = \mu \).

2. Suppose that \( g = \text{osp}(2m|2n) \). Let \( \rho = \rho^{\text{ext}} \). Here we have \( W = (S_n \ltimes \mathbb{Z}_2^n) \times (S_m \ltimes \mathbb{Z}_2^m) \), where \( \mathbb{Z}_2^m \) is the subset of \( \mathbb{Z}_2^n \) with even number of 1’s. We can assume that \( k \geq 1 \), since in the typical case it is well-known that the \( L(\lambda^3) \) (respectively, \( L(\lambda^2) \)) is the only irreducible finite-dimensional module with the central character \( \chi_{\lambda^3} \) (respectively, \( \chi_{\lambda^2} \)).

Suppose \( k > 1 \) and assume that \( \chi_{\lambda^3} = \chi_{\mu^3} \). By Theorem 3.6(i), we have \( (\lambda^3, \epsilon_m) = 0 \) and hence \( \lambda^3 = \lambda^2 \). Now we can apply the same argument as in the case when \( g = \text{osp}(2m+1|2n) \) to conclude \( \lambda^3 = \mu^3 \).

3. Suppose that \( g = \text{osp}(2m|2n) \) and \( k = 1 \). For (i), we note that \( \lambda_n < m - 1 \) implies that \( (\lambda^3, \epsilon_m) = 0 \). Thus, we have \( a_n < 0 \) and \( b_m = 0 \) in (4.1), and hence \( \lambda^3 + \rho = (\cdots - a|\cdots a|0) \) for some \( a > 0 \). Suppose that \( \chi_{\lambda^3} = \chi_{\mu^3} \). Then there are two possibilities for \( \mu^3 + \rho \): (A) \( \mu^3 + \rho = (\cdots - c|\cdots c|0) \) with \( (\mu^3 + \rho, \delta_n - \epsilon_j) = 0 \), where \( 1 \leq j < m \) and \( c > 0 \), or else (B) \( \mu^3 + \rho = (\cdots b|\cdots b) \) with \( (\mu^3 + \rho, \delta_i + \epsilon_m) = 0 \), where \( 1 \leq i \leq n \) and \( b \geq 0 \). Here we have \( b = 0 \) if and only if \( i = n \). But (B) is not possible, since \( b_m = \tilde{b}_{m-1} = 0 \). Thus, (A) holds and we can apply the same argument as in (2) to conclude that \( \lambda^3 = \mu^3 \).

Finally suppose that \( k = 1 \) and \( \lambda_n \geq m - 1 \). Thus, we have \( a_n \geq 0 \). Suppose that \( \chi_{\lambda^3} = \chi_{\mu^3} \). By Theorem 3.6(ii) and similar arguments as in (i), we know that the isotropic root \( \beta \) orthogonal to \( \lambda^3 + \rho \) and the isotropic root \( \gamma \) orthogonal to \( \mu^3 + \rho \) are necessarily of the form \( \delta_i + \epsilon_m \) and \( \delta_j + \epsilon_m \), respectively. Removing the non-negative entries \( a_i, b_m, c_j, d_m \) in (4.1) depending on the roots \( \beta \) and \( \gamma \), we are left with expressions \([\lambda^3 + \rho]\) and \([\mu^3 + \rho]\). As in (1), \([\lambda^3 + \rho]\) and \([\mu^3 + \rho]\) have only positive entries and hence coincide up to the action of \( S_{n-1} \times S_{m-1} < W \). Hence there are only finitely many choices of \( \mu^3 \) or \( \mu \). This settles (ii).
Remark 4.2. Let \( \mathfrak{g} = \mathfrak{osp}(2m|2n) \) with \( m \geq 2 \) and \( \lambda \in \mathcal{H}(n|m) \) with \( \lambda_n \geq m - 1 \). Suppose that \( L(\lambda^2) \) is tame so that the degree of atypicality is 1. We can describe the finite set of highest weights in Theorem 4.1(iii) explicitly. For this purpose, we let \( \lambda^2 + \rho = \sum_{i=1}^{n} a_i \delta_i + \sum_{j=1}^{m} b_j \epsilon_j \) and suppose that \( a_i = b_m \). Let \( X = [0, b_{m-1}] \setminus \{a_1, \ldots, \hat{a_i}, \ldots, a_n\} \), where \( \hat{\cdot} \) stands for omission, as usual. Now for each \( x \in X \) we define \( \lambda(x) \in \mathcal{H}(n|m) \) to be the hook partition that is uniquely determined by the property that \( \lambda(x)^2 + \rho = \sum_{i=1}^{n} c_i \delta_i + \sum_{j=1}^{m} d_j \epsilon_j \), satisfying

\[
\begin{align*}
\{c_1, \ldots, c_n\} &= \{a_1, \ldots, \hat{a_i}, \ldots, a_n\} \cup \{x\}, \\
\{d_1, \ldots, d_m\} &= \{b_1, \ldots, b_{m-1}, x\}.
\end{align*}
\]

Then the set \( \{ \lambda(x)^2, \lambda(x)^2 | x \in X \} \) is precisely the set of highest weights of tame \( \mathfrak{g} \)-modules with central character \( \chi^\lambda \). We note that \( 0 \in X \) and \( \lambda(0)^2 \) is the minimum in the set \( \{ \lambda(x)^2, \lambda(x)^2 | x \in X \} \) with respect to \( \preceq \).

Example 4.3. Consider \( m = 3, n = 2 \). Let \( \lambda \) be the \((2|3)\)-hook partition \((3, 3, 2, 2, 2, 1)\) so that we have

\[
\lambda^2 + \rho = 2 \delta_1 + \delta_2 + 7 \epsilon_1 + 5 \epsilon_2 + \epsilon_3 = (2, 1|7, 5, 1).
\]

The set \( X = \{0, 1, 2, 3, 4\} \setminus \{2\} = \{0, 1, 3, 4\} \). Thus, we have the following 4 possibilities for \( \lambda(x)^2 + \rho \):

\[
\begin{align*}
\lambda(0)^2 + \rho &= (2, 0|7, 5, 0), \text{ with } \lambda(0) = (3, 2, 2, 2, 2, 2, 1), \\
\lambda(1)^2 + \rho &= (2, 1|7, 5, 1), \text{ with } \lambda(1) = (3, 3, 3, 2, 2, 2, 1), \\
\lambda(3)^2 + \rho &= (3, 2|7, 5, 3), \text{ with } \lambda(3) = (4, 4, 3, 3, 3, 2, 1), \\
\lambda(4)^2 + \rho &= (4, 2|7, 5, 4), \text{ with } \lambda(4) = (5, 4, 3, 3, 3, 3, 1),
\end{align*}
\]

with \( \lambda^2 = \lambda^i(1) \). Hence, it follows that the weights in the set \( \{ \lambda(x)^2, \lambda(x)^2 | x = 0, 1, 3, 4 \} \) are precisely the highest weights of tame modules that have the same central character as \( \lambda^2 \).

The following corollary is immediate from Proposition 4.1.

Corollary 4.4. (1) Let \( \mathfrak{g} = \mathfrak{osp}(2m+1|2n) \). Let \( \mathcal{KW} \) be the Serre subcategory of the category of finite-dimensional \( \mathfrak{g} \)-modules generated by the tame \( \mathfrak{g} \)-modules. Then \( \mathcal{KW} \) is semisimple.

(2) Let \( \mathfrak{g} = \mathfrak{osp}(2m|2n) \). Let \( \mathcal{KW} \) be the Serre subcategory of the category of finite-dimensional \( \mathfrak{g} \)-modules generated by the tame \( \mathfrak{g} \)-modules of \( b^{\text{at}} \)-highest weights \( \mu^2 \) satisfying \( \mu^2 = \mu^3 \). Then \( \mathcal{KW} \) is semisimple.

Theorem 4.5. Let \( \chi \) be a central character of a finite-dimensional irreducible \( \mathfrak{g} \)-module.
(1) Let \( g = \mathfrak{osp}(2m+1|2n) \). Then there exists a unique \( \mu \in \mathcal{H}(n|m) \) such that \( L(\mu^\sharp) \) is tame, \( \chi = \chi_{\mu^\sharp} \), and \( \mu^\sharp \preceq \lambda^\sharp \) for every \( \lambda \in \mathcal{H}(n|m) \) with \( \chi_{\lambda^\sharp} = \chi \). Furthermore, any \( \mu^\sharp \) with \( L(\mu^\sharp) \) tame is the minimum in \( \{ \lambda^\sharp \mid \lambda \in \mathcal{H}(n|m) \) and \( \chi_{\lambda^\sharp} = \chi_{\mu^\sharp} \} \) with respect to \( \preceq \).

(2) Let \( g = \mathfrak{osp}(2m|2n) \) with \( m \geq 2 \). Then there exists a unique \( \mu \in \mathcal{H}(n|m) \) such that \( L(\mu^\sharp) \) is tame, \( \chi = \chi_{\mu^\sharp} \), and \( \mu^\sharp \preceq \lambda^\sharp \) (respectively, \( \mu^\sharp \preceq \lambda^\#_i \)) for every \( \lambda \in \mathcal{H}(n|m) \) with \( \chi_{\lambda^\sharp} = \chi \) (respectively, \( \chi_{\lambda^\#_i} = \chi \)). Furthermore, any \( \mu^\sharp \) with \( L(\mu^\sharp) \) tame and \( \mu^\sharp = \mu^\#_i \) is the minimum of \( \{ \lambda^\sharp, \lambda^\#_i \mid \lambda \in \mathcal{H}(n|m) \) and \( \chi_{\lambda^\sharp} = \chi_{\mu^\sharp} \} \) with respect to \( \preceq \).

**Proof.** (1) Suppose that \( g = \mathfrak{osp}(2m+1|2n) \). Let \( \lambda \in \mathcal{H}(n|m) \) and consider the weight \( \lambda^\sharp \). We first claim that if \( \lambda^\sharp \) is not the highest weight of a tame module, then there exists \( \mu \in \mathcal{H}(n|m) \) such that

\[
L(\mu^\sharp) \text{ is tame, } \chi_{\mu^\sharp} = \chi_{\lambda^\sharp} \text{ and } \mu^\sharp \preceq \lambda^\sharp.
\]

We give an algorithm to obtain such a \( \mu^\sharp \) from a weight \( \lambda^\sharp \). Consider \( \lambda^\sharp + \rho = \sum_{i=1}^{n} a_i \delta_i + \sum_{j=1}^{m} b_j \epsilon_j \), which we write

\[
\lambda^\sharp + \rho = (a_1, \ldots, a_n \mid b_1, \ldots, b_m).
\]

Since \( \lambda^\sharp \) is not the highest weight of a tame module, there exists \( b_j > 0 \) such that \( a_i = b_j \) for some \( a_i \) but \( -b_j \not\in \{a_1, \ldots, a_n\} \) by Theorem 5.3. We assume that \( b_j \) is minimal with such property. Now define

\[
\tilde{b}_j := \min \left\{ x \in \frac{1}{2} + \mathbb{Z}_+ \mid x \leq b_j, \ x \neq b_k, \ -x \neq a_i \text{ for all } k > j \text{ and } i \right\}.
\]

Then we let \( \mu \in \mathcal{H}(n|m) \) be the unique hook partition determined by \( \mu^\sharp + \rho = \sum_{i=1}^{n} c_i \delta_i + \sum_{j=1}^{m} d_j \epsilon_j \), where

\[
\{c_1, \ldots, c_n\} = \{a_1, \ldots, \tilde{a}_i, \ldots, a_n\} \cup \{-\tilde{b}_j\},
\]

\[
\{d_1, \ldots, d_m\} = \{b_1, \ldots, \tilde{b}_j, \ldots, b_m\} \cup \{	ilde{b}_j\}.
\]

It is straightforward to verify that \( \mu \) is well-defined. By definition, it is clear that \( \chi_{\lambda^\sharp} = \chi_{\mu^\sharp} \). Also, we can check without difficulty that \( \mu^\sharp \) is strictly smaller than \( \lambda^\sharp \) with respect to \( \preceq \), that is, \( \lambda^\sharp - \mu^\sharp \in \mathbb{Z}_+ \Phi_{\text{par}}^+ \setminus \{0\} \). Now, if \( L(\mu^\sharp) \) is tame, then we are done. If not, then we continue this process, which must stop in finitely many steps, to obtain a highest weight of a tame module. This proves our claim. The uniqueness of \( \mu^\sharp \) in the claim follows from Proposition 4.1(1).

Now, suppose that \( L(\mu^\sharp) \) is tame, but \( \mu^\sharp \) is not a “bottom” of \( \chi_{\mu^\sharp} \), i.e., there exists \( \lambda \in \mathcal{H}(n|m) \) such that \( \lambda^\sharp \not\preceq \mu^\sharp \) and \( \chi_{\lambda^\sharp} = \chi_{\mu^\sharp} \). Then, by Proposition 4.1(1), \( L(\lambda^\sharp) \) is not tame, and hence, by our above discussion, we can find a \( \gamma \in \mathcal{H}(n|m) \) such that \( L(\gamma^\sharp) \) is tame, \( \chi_{\gamma^\sharp} = \chi_{\lambda^\sharp} \), and \( \gamma^\sharp \not\preceq \lambda^\sharp \). Thus, \( \gamma^\sharp \not\preceq \mu^\sharp \), and both give rise to tame modules and have the same central character. This contradicts Proposition 4.1(1) and proves Part (1).
(2) Suppose that $\mathfrak{g} = \mathfrak{osp}(2m|2n)$. Let $k$ be the degree of atypicality for $\chi$. We assume that $k \geq 1$ since it is clear in the typical case. Let $\lambda \in \mathcal{H}(n|m)$ be given such that $\chi = \chi_{\lambda^*}$. Then by similar arguments as in (1), we can show that there exists a $\mu \in \mathcal{H}(n|m)$ such that $L(\mu^\flat)$ is tame, $\chi = \chi_{\mu^*}$, and $\mu^\flat \lessdot \lambda^\flat$. One difference here is that one has $\tilde{b}_j \in \mathbb{Z}_+$ in (4.4). Note that if $k > 1$, then we have $\mu_{n+1} < m$ by Theorem 3.6 and if $k = 1$, then we may also assume by Proposition 4.1(3) and Remark 4.2 that $\lambda_{n+1} < m$. This implies that $\mu^\flat$ is a unique highest weight such that $L(\mu^\flat)$ is tame, $\chi = \chi_{\mu^*}$, and $\mu^\flat \lessdot \lambda^\flat$ for any $\lambda \in \mathcal{H}(n|m)$ with $\chi = \chi_{\lambda^*}$ for tame modules over the exceptional simple Lie superalgebras.

Now, let $\lambda \in \mathcal{H}(n|m)$ be given such that $\chi = \chi_{\lambda^*_1 \ldots}$. Since $\mu^\flat = \mu^\flat$ and $\chi_{\mu^\flat} = \chi_{\mu^*_1 \ldots}$, which implies that $\mu^\flat \lessdot \lambda^\flat$ and hence, applying $\sigma$, we have $\mu^\flat \lessdot \lambda^\flat$. The last statement in Part (2) is proved analogously as in Part (1), now using Proposition 4.1(2) and Remark 4.2.

Example 4.6. We illustrate the algorithm in Theorem 4.5 with an example. Consider the $\mathfrak{osp}(7|6)$ and $\lambda = (6, 6, 5, 2, 1, 1)$ so that we have

$$\lambda^\flat + \rho = \left( \begin{array}{cc} \frac{11}{2} & \frac{9}{2} & \frac{3}{2} & \frac{5}{2} & \frac{1}{2} \\ \frac{2}{2} & \frac{2}{2} & \frac{2}{2} & \frac{2}{2} & \frac{2}{2} \end{array} \right).$$

Applying the process given in the proof of Theorem 4.5(1) once gives the weight

$$\nu^\flat + \rho = \left( \begin{array}{cc} \frac{11}{2} & \frac{9}{2} & \frac{9}{2} & \frac{3}{2} & \frac{1}{2} \\ \frac{2}{2} & \frac{2}{2} & \frac{2}{2} & \frac{2}{2} & \frac{2}{2} \end{array} \right),$$

with $\nu = (6, 6, 1, 1, 1, 1)$. Now, applying the process again to $\nu^\flat$, we get

$$\gamma^\flat + \rho = \left( \begin{array}{cc} \frac{9}{2} & \frac{3}{2} & \frac{3}{2} & \frac{5}{2} & \frac{1}{2} \\ \frac{2}{2} & \frac{2}{2} & \frac{2}{2} & \frac{2}{2} & \frac{2}{2} \end{array} \right),$$

with $\gamma = (5, 0, 0, 0, 0, 0)$, which is a highest weight of a tame module.

Remark 4.7. It can be shown that analogous statements as in Theorem 4.5 hold also for tame modules over the exceptional simple Lie superalgebras $D(2|1, \alpha)$, $G(3)$, and $F(3|1)$. Thus, we conclude that the “bottoms” of each finite-dimensional block for type II Lie superalgebras are highest weights of tame modules.

Proposition 4.8. Let $\lambda \in \mathcal{H}(n|m)$ such that $L(\lambda^\flat)$ is tame of degree of atypicality $k \geq 1$. Let $\mathfrak{b}$ and $\mathfrak{l}$ be the Borel and Levi subalgebras in (3.3), (3.5), and (3.7), respectively. Then the parabolic subalgebra $\mathfrak{p} = \mathfrak{l} + \mathfrak{b}$ is admissible for $\chi_{\lambda^*}$, and

$$\left( \lambda^\flat + \rho^\flat, \frac{\beta}{(\beta, \beta)} \right) > 0, \quad \text{for } \beta \in \Phi_b^+(u_0).$$

Proof. Let $\rho = \rho^{\text{at}}$ and consider $\lambda^\flat + \rho = \sum_{i=1}^{n} a_i \delta_i + \sum_{j=1}^{m} b_j \epsilon_j$, where the degree of atypicality of $\lambda^\flat$ is $k \geq 1$. Recall that $u$ is the nilradical of $\mathfrak{p}$.

Suppose first that $\mathfrak{g} = \mathfrak{osp}(2m + 1|2n)$. In this case, we have

$$\Phi_b^+(u_0) = \{ \delta_i \pm \delta_j, 2\delta_i, \epsilon_s - \epsilon_t, \epsilon_q \},$$

so that $\Gamma_{\mathfrak{b}}((\Sigma \delta_i)_{||})$ is tame and $\Phi_b^+(u_0)$ is a basis of the weight lattice. Therefore, $\lambda^\flat + \rho^\flat$ is admissible in $\mathfrak{l} + \mathfrak{b}$. This implies that

$$\left( \lambda^\flat + \rho^\flat, \frac{\beta}{(\beta, \beta)} \right) > 0, \quad \text{for } \beta \in \Phi_b^+(u_0).$$
where $1 \leq i < j \leq n$ with $i \leq n - k$, $1 \leq p \leq n - k$, and $1 \leq s < t \leq m$ with $s \leq m - k$, $1 \leq q \leq m - k$. By Lemma 3.9(1), it is clear that we have

$$
(4.6) \quad \left(\lambda^b + \rho^b, \frac{\beta}{(\beta, \beta)}\right) > 0 \quad (\beta \in \Phi^+_b(u_0)).
$$

Given a $\mu \in \mathcal{H}(n|m)$ such that $\chi_{\mu^2} = \chi_{\lambda^2}$. The algorithm in the proof of Theorem 4.5(1) implies that starting from $\mu^2$ we eventually get to $\lambda^2$. From this we see that $\lambda \subseteq \mu$ as partitions, and thus $(\mu^b + \rho^b, \frac{\beta}{(\beta, \beta)}) \geq (\lambda^b + \rho^b, \frac{\beta}{(\beta, \beta)})$ for $\beta = \delta_i + \delta_j, 2\delta_p, \epsilon_q \in \Phi^+_b(u_0)$ by (2.14) and Lemma 3.9(1). It is also clear that $(\mu^b + \rho^b, \frac{\beta}{(\beta, \beta)}) \geq 0$ for the other roots in $\Phi^+_b(u_0)$. This together with (4.6) implies that $\lambda^2$ is admissible for $\chi_{\lambda^2}$.

Now suppose that $\mathfrak{g} = \mathfrak{osp}(2m|2n)$.

Consider first the case when $\lambda^2 = \lambda^2$. In this case, we have

$$
(4.7) \quad \Phi^+_b(u_0) = \{ \delta_i \pm \delta_j, 2\delta_p, \epsilon_s \pm \epsilon_t \},
$$

where $1 \leq i < j \leq n$ with $i \leq n - k$, $1 \leq p \leq n - k$, and $1 \leq s < t \leq m$ with $s \leq m - k - \epsilon(\lambda)$, where $\epsilon(\lambda)$ is given in (3.11). Again, by Lemma 3.10(1) it is clear that (4.6) holds in this case. Let $\mu \in \mathcal{H}(n|m)$ such that $\chi_{\mu^2} = \chi_{\lambda^2}$. Then, a similar argument as in the case of $\mathfrak{g} = \mathfrak{osp}(2m + 1|2n)$ shows that $\lambda \subseteq \mu$ as partitions, and we again arrive at $(\mu^b + \rho^b, \frac{\beta}{(\beta, \beta)}) \geq (\lambda^b + \rho^b, \frac{\beta}{(\beta, \beta)})$, for $\beta = \delta_i + \delta_j, 2\delta_p, \epsilon_s + \epsilon_t \in \Phi^+_b(u_0)$. It is also clear that $(\mu^b + \rho^b, \frac{\beta}{(\beta, \beta)}) \geq 0$ for the other roots in $\Phi^+_b(u_0)$. Now suppose that $\chi_{\nu^2} = \chi_{\lambda^2}$, for some $\nu \in \mathcal{H}(n|m)$. Since $\chi_{\nu^2} = \chi_{\lambda^2}$, we get $\lambda \subseteq \nu$ again and hence $(\nu^b + \rho^b, \frac{\beta}{(\beta, \beta)}) \geq 0$, for $\beta \in \Phi^+_b(u_0)$. Note that both Dynkin diagrams of $\mathfrak{b}$ to $\mathfrak{b}^{\text{st}}$ end with an $\epsilon$. Thus, by (2.18), we see that $(\nu^b + \rho^b, \sigma(\beta)) = (\nu^b + \rho^b, \beta)$, for $\beta \in \Phi^+_b(u_0)$. This implies that $\lambda^2$ is admissible for $\chi_{\lambda^2}$.

Now suppose that $\lambda^2 \neq \lambda^2$. As in (4.1) we write $\lambda^2 + \rho$ as a sequence

$$
\lambda^2 + \rho = (\ldots a_i \ldots | b_m - 1, b_m),
$$

and we have $a_i = b_m = b > 0$. Recall that the Borel subalgebra $\mathfrak{b}$ has the Dynkin diagram (3.6). The sequence of odd reflections or the corresponding odd simple roots that transforms $\mathfrak{b}^{\text{st}}$ to $\mathfrak{b}$ is as follows:

$$
\begin{align*}
\delta_n - \epsilon_1, & \delta_n - 1 - \epsilon_1, \ldots, \delta_i - \epsilon_1, \\
\delta_n - \epsilon_2, & \delta_n - 1 - \epsilon_2, \ldots, \delta_i - \epsilon_2, \\
& \vdots \\
\delta_n - \epsilon_m - 1, & \delta_n - 1 - \epsilon_m - 1, \ldots, \delta_i - \epsilon_m - 1, \\
\delta_n + \epsilon_m, & \delta_n + 1 + \epsilon_m, \ldots, \delta_i + 1 + \epsilon_m.
\end{align*}
$$

(4.8)

Here we apply the odd reflections successively in the above order starting from $\delta_n - \epsilon_i$.

By (2.7) we have $\lambda^b + \rho^b = \lambda^2 + \rho$. Recall that $\mathfrak{l} = \mathfrak{h} + \mathfrak{s}(1|1)$ and $\mathfrak{p} = \mathfrak{l} + \mathfrak{b}$. In this case $\Phi^+_b(u_0)$ consists of all even positive roots (of $\mathfrak{b}^{\text{st}}$). It is clear that we have $(\lambda^b + \rho^b, \frac{\beta}{(\beta, \beta)}) > 0$, for $\beta \in \Phi^+_b(u_0)$ and thus (4.6) holds in this case.
Let \( \mu \in \mathcal{H}(n|m) \) such that \( \chi_{\mu_\sharp} = \chi_{\lambda_\sharp} \). Since the degree of atypicality equals one, one can derive that \( \mu_\sharp \) is either such that \( L(\mu_\sharp) \) is tame, or else \( \mu_\sharp + \rho \) is of the form
\[
\mu_\sharp + \rho = (\ldots a_j \ldots | \ldots b_k \ldots b_m),
\]
with \( a_j = b_k = c > b_m > 0 \).

If \( \mu_\sharp + \rho \) is of the form (4.9), then we can apply the procedure in Theorem 4.5 to get \( \lambda \subseteq \mu \) as partitions, and again it follows that \( (\mu^b + \rho^b, \beta - \beta) \geq 0 \), for \( \beta \in \Phi_b^+(u_0) \).

Now, suppose that \( L(\mu_\sharp) \) is tame. There are two cases for \( \mu_\sharp + \rho \):
\[
\mu_\sharp + \rho = (\ldots c \ldots | \ldots b_{m-1}, c), \quad c > b,
\]
\[
\mu_\sharp + \rho = (\ldots d \ldots | \ldots b_{m-1}, d), \quad d < b.
\]
Recall the sequence of odd reflections (4.8) that transforms \( b^\text{st} \) to \( b \). Using again (2.7) we see that, in the case of (4.10), applying this sequence of odd reflections does not change shifted weight and hence \( \mu^b + \rho^b = \mu^\sharp + \rho^\text{st} \). In the case of (4.11) we have \( \mu^b + \rho^b = \mu^\sharp + \rho + \sum_{s=i+1}^{k} \eta_s(\delta_s + \epsilon_m) \), with \( \eta_s = \{0,1\} \), for some \( k > i \). Thus, in either case, we have \( (\mu^b + \rho^b, \beta - \beta) \geq 0 \), for \( \beta \in \Phi_b^+(u_0) \).

Finally, suppose that \( \mu_\sharp \neq \mu_\sharp^- \), and \( \chi_{\lambda_\sharp} = \chi_{\mu_\sharp^-} \). We have the following possibilities for \( \mu_\sharp^- + \rho \):
\[
\mu_\sharp^- + \rho = (\ldots c \ldots | \ldots c \ldots - b'), \quad c > b' > 0,
\]
\[
\mu_\sharp^- + \rho = (\ldots d \ldots | \ldots d \ldots - b), \quad d > 0.
\]
In the case of (4.12) we have \( b' = b_{m-1} \), and hence \( c > b_m \). In the case of (4.13) \( L(\mu_\sharp^-) \) is tame. In either case, applying the same sequence of odd reflections above does not change the shifted weights, which implies that \( (\mu_\sharp^- + \rho^b, \beta - \beta) \geq 0 \), for \( \beta \in \Phi_b^+(u_0) \). Thus, \( p \) is admissible for \( \chi_{\lambda_\sharp} \).

\[ \square \]

5. A proof of the Kac-Wakimoto conjecture

In this section, we prove Conjecture 3.7 for the ortho-symplectic Lie superalgebras.

**Proposition 5.1.** Conjecture 3.7 holds for the trivial module over \( \mathfrak{osp}(2k+1|2k) \), \( \mathfrak{osp}(2k|2k) \), or \( \mathfrak{osp}(2k+2|2k) \) for \( k \geq 1 \). Indeed we have for \( b = b^{\text{odd}} \)
\[
1 = \frac{1}{j} D_b^{-1} \sum_{w \in W} (-1)^{\ell(w)} w \left( \frac{e^\rho_b}{\prod_{\beta \in T(1 + e^{-\beta})} \right),
\]
where
\[
 j = \begin{cases} 
k!2^k, & \text{for } g = \mathfrak{osp}(2k+1|2k), \mathfrak{osp}(2k+2|2k), 
k!2^{k-1}, & \text{for } g = \mathfrak{osp}(2k|2k), \end{cases}
\]
\[
 T = \begin{cases} 
\{ \epsilon_i - \delta_j | 1 \leq i, j \leq k \}, & \text{for } g = \mathfrak{osp}(2k+1|2k), 
\{ \delta_i - \epsilon_j | 1 \leq i, j \leq k \}, & \text{for } g = \mathfrak{osp}(2k|2k), \mathfrak{osp}(2k+2|2k). \end{cases}
\]
Proof. Let \( \mathfrak{g} = \mathfrak{osp}(2k + 1|2k), \mathfrak{osp}(2k|2k), \text{ or } \mathfrak{osp}(2k + 2|2k) \). By [SV2, Propositions 3.1 and 8.1], with certain \( \mathfrak{p} \) and \( \mathfrak{l} = \mathfrak{gl}(k|k) \) (for \( \mathfrak{g} \neq \mathfrak{osp}(2k + 2|2k) \)) or \( \mathfrak{gl}(k + 1|k) \) (for \( \mathfrak{g} = \mathfrak{osp}(2k + 2|2k) \)) with respect to the Borel subalgebra \( \mathfrak{b} = \mathfrak{b}^e \), we have

\[
(5.1) \quad \text{ch} \mathcal{E}(\text{Ind}^\mathfrak{b}_{\mathfrak{p}}M) = \begin{cases} 2^k, & \text{if } \mathfrak{g} = \mathfrak{osp}(2k + 1|2k), \mathfrak{osp}(2k + 2|2k), \\ 2^{k-1}, & \text{if } \mathfrak{g} = \mathfrak{osp}(2k|2k), \end{cases}
\]

where \( M \) is the trivial \( \mathfrak{l} \)-module. We note that in some special low rank cases, (5.1) was noticed in [CW1, Examples 2.5 and 2.6]. Now, by Remark 2.6 we also get the same result if we choose the same \( \mathfrak{p} \) and \( \mathfrak{l} \) but now with respect to the Borel subalgebra \( \mathfrak{b} = \mathfrak{b}^{odd} \).

By Theorem 3.8, the trivial \( \mathfrak{l} \)-module \( M \) satisfies the formula (3.2) with respect to \( \mathfrak{b} = \mathfrak{b} \cap \mathfrak{l} \) and with the leading coefficient equals to \( \frac{1}{k} \). Now applying the same argument as in the proof of Proposition 3.11 to \( \mathcal{E}(\text{Ind}^\mathfrak{b}_{\mathfrak{p}}M) \) we get that

\[
(5.2) \quad \text{ch} \mathcal{E}(\text{Ind}^\mathfrak{b}_{\mathfrak{p}}M) = \frac{1}{k!} D^{-1}_b \sum_{w \in W} (-1)^{\ell(w)} w \left( \prod_{\beta \in T \setminus \mathfrak{b}} \frac{e^{\rho^b}}{(1 + e^{-\beta})} \right),
\]

where \( T = T_0^b = T_0^\mathfrak{b} \). Combining (5.1) and (5.2), we obtain the desired identity and hence the character formula (3.2) for the trivial \( \mathfrak{g} \)-module.

**Theorem 5.2.** Let \( \mathfrak{g} = \mathfrak{osp}(\ell|2m) \) with \( \ell = 2m \) or \( \ell = 2m + 1 \) and let \( \lambda \in \mathcal{H}(n|m) \) such that \( L(\lambda^\natural) \) is tame of degree of atypicality \( k \geq 1 \).

1. Then \( L(\lambda^\natural) \) is tame with respect to the Borel subalgebra \( \mathfrak{b} \) in (3.3), (3.5) and (3.7), and its character is given by

\[
\text{ch} L(\mathfrak{g}, \lambda^\natural) = \frac{1}{j_\lambda} D^{-1}_b \sum_{w \in W} (-1)^{\ell(w)} w \left( \prod_{\beta \in T^\lambda_{\mathfrak{b}}} \frac{e^{\lambda^\natural + \rho^b + \beta}}{(1 + e^{-\beta})} \right),
\]

where \( j_\lambda = k!^2 2^k, k!^2 k^{-1+\ell(\lambda)} \), and \( 1 \) for (3.3), (3.5), and (3.7), respectively, and \( T^\lambda_{\mathfrak{b}} \) is given in (3.4) and (3.8).

2. When \( \ell = 2m \), we have in addition the following character formula for \( L(\lambda^\natural) \), which is tame with respect to \( \sigma(\mathfrak{b}) \):

\[
\text{ch} L(\mathfrak{g}, \lambda^\natural_{\sigma(\mathfrak{b})}) = \frac{1}{j_\lambda} D^{-1}_{\sigma(\mathfrak{b})} \sum_{w \in W} (-1)^{\ell(w)} w \left( \prod_{\beta \in T^\lambda_{\sigma(\mathfrak{b})}} \frac{e^{\lambda^\natural_{\sigma(\mathfrak{b})} + \rho^b + \beta}}{(1 + e^{-\beta})} \right),
\]

where \( \sigma \) is defined in Section 2.6 and \( T^\lambda_{\sigma(\mathfrak{b})} = \sigma(T^\lambda_{\mathfrak{b}}) \).

**Proof.** (1) By Lemmas 3.9 and 3.10, \( L(\lambda^\natural) \) is tame with respect to \( \mathfrak{b} \) and \( \mathfrak{l} \) contains \( T^\lambda_{\mathfrak{b}} \). It follows from Proposition 4.8 that the parabolic subalgebra \( \mathfrak{p} \) with Levi subalgebra \( \mathfrak{l} \) is admissible for \( \chi_{\lambda^\natural} \), and \( (\lambda^\natural + \rho^b, \frac{(\beta, \beta)}{2}) > 0 \) for \( \beta \in \Phi^+_b(u_0) \). Therefore, we have by Lemma 2.7

\[
(5.3) \quad \text{ch} \mathcal{E}(\text{Ind}^\mathfrak{b}_{\mathfrak{p}}L(\mathfrak{l}, \lambda^\natural)) = \text{ch} L(\mathfrak{g}, \lambda^\natural).
\]


On the other hand, since $L(\ell, \lambda^b)$ is the trivial module by Lemmas 3.9(2) and 3.10(2), we have by Proposition 5.1

$$\text{ch}L(\ell, \lambda^b) = \frac{1}{j_{\lambda}} D_{\mathfrak{b}}^{-1} \sum_{w \in W} (-1)^{\ell(w)} w \left( \frac{e^{\lambda^b + \rho^b}}{\prod_{\beta \in T \lambda^b} (1 + e^{-\beta})} \right),$$

where $\mathfrak{b} = \mathfrak{b} \cap \ell$, $T$ is as in Proposition 5.1 and $j_{\lambda} = k!2^k$ and $k!2^{k-1+e(\lambda)}$ in the case of (3.3) and (3.5), respectively. By Theorem 3.8 $\text{ch}L(\ell, \lambda^b)$ also has the form (3.2) in the case of (3.1) with $T = \{ \delta_i + \epsilon_m \}$ and $j_{\lambda} = 1$. Note that $T^{\mathfrak{b}} = T$ by Lemmas 3.9(3) and 3.10(3). Finally, we obtain the desired formula for $\text{ch}L(\mathfrak{g}, \lambda^b)$ by applying Proposition 3.11 to (5.3).

(2) Assume now that $\mathfrak{g} = \mathfrak{osp}(2m|2n)$. Suppose $\lambda \in \mathcal{H}(n|m)$ such that $L(\lambda^2)$ is tame. We have $L(\lambda^2)$ is also tame by Lemma 3.5. Combining (2.17), (2.18), Lemmas 3.5 and 3.10 with the result in (1) for $L(\lambda^2)$, we compute

$$\text{ch}L(\mathfrak{g}, \lambda^2) = \text{ch}L(\mathfrak{g}, \lambda^b)^{\sigma},$$

where $\sigma = \sigma_{\lambda^2}$ and distinguished set $\sigma(T^{\mathfrak{b}})$. In the last equality above we have used the fact that $W_{\sigma} = \sigma W$, since the Weyl group of type $D$ is a subgroup of index two in the Weyl group of type $B$ of the same rank. □

Now let $\mathfrak{b}'$ be a Borel subalgebra of $\mathfrak{osp}(\ell|2n)$ such that $L(\lambda^2)$ is tame with respect to $\mathfrak{b}'$. The same arguments as in [CHR] Section 5.2 shows that Theorem 5.2 implies the validity of Kac-Wakimoto formula for $L(\mathfrak{g}, \lambda^b)$ with respect to $\mathfrak{b}'$. (In case of (3.7), we apply the arguments in [CHR] to $L(\lambda^2)$ first and then apply $\sigma$ to have a Kac-Wakimoto formula with respect to $\mathfrak{b}'$.) This completes the proof of Conjecture 3.7 for $\mathfrak{osp}(\ell|2n)$.

We conclude with an interpretation of the Kac-Wakimoto character formula as certain deformed Jacobi polynomials. Let $e$ be an indeterminate and set $x_i = e^{x_i}$ and $y_j = e^{y_j}$, for $1 \leq i \leq m$ and $1 \leq j \leq n$. Let $u = \{ x_i + x_i^{-1} | i = 1, \ldots, m \}$ and $v = \{ y_j + y_j^{-1} | j = 1, \ldots, n \}$. Recall the super Jacobi polynomials $SJ_{\lambda}(u; v; k, p, q)$ of Sergeev and Veselov for $\lambda \in \mathcal{H}(m|n)$, which were introduced in [SV1] in the study of deformed Calogero-Moser systems. In [SV2], specialized limit versions $SJ_{\lambda}(u; v; -1, -1, 0)$ and $SJ_{\lambda}(u; v; -1, 0, 0)$ have been studied in connection with Euler characteristic for $\mathfrak{osp}(\ell|2n)$. As a consequence of Theorem 5.2 we obtain the following interpretation of a special class of specialized super Jacobi polynomials as irreducible super characters of tame modules over the ortho-symplectic Lie superalgebras.
Corollary 5.3. Let $g = \mathfrak{osp}(\ell|2n)$ with $\ell = 2m$ or $\ell = 2m + 1$ and $\lambda \in \mathcal{H}(n|m)$ such that $L(\lambda^2)$ is tame.

1. Suppose that $\ell = 2m + 1$. Then the super character for the $g$-module $L(\lambda^2)$ is given by the specialized super Jacobi polynomial $SJ_{\lambda}(u,v;-1,-1,0)$, up to a sign.

2. Suppose that $\ell = 2m$ and $\lambda^2 = \lambda$. Then the super character for the $g$-module $L(\lambda^2)$ is given by the specialized super Jacobi polynomial $SJ_{\lambda}(u,v;-1,0,0)$, up to a sign.

3. Suppose that $\ell = 2m$ and $\lambda^2 \neq \lambda$. Then the super character for the direct sum of $g$-modules $L(\lambda^2) \oplus L(\lambda^2)$ is given by the specialized super Jacobi polynomial $SJ_{\lambda}(u,v;-1,0,0)$, up to a sign.

Proof. Consider the cases of $\lambda$ as in (1) and (2). According to [SV2, Theorems 7.2 and 8.7, and Remark 8.8], the specialized Jacobi polynomials $SJ_{\lambda}(u,v;-1,-1,0)$ and $SJ_{\lambda}(u,v;-1,0,0)$ in these cases are equal, up to a sign, to the super characters of the virtual modules $E(\text{Ind}^g_{\mathfrak{b}}L(\lambda^2))$ with respect to the Borel subalgebras $\mathfrak{b}$ in Theorem 5.2 (see the formulas (41) and (53) in loc. cit. for explicit forms). Since $L(\lambda^2)$ is tame, we have $E(\text{Ind}^g_{\mathfrak{b}}L(\lambda^2)) = L(g, \lambda^2)$ by Theorem 5.2, and hence (1) and (2) follow.

The proof of (3) is also similar using the formula (54) in [SV2, Theorem 8.7]. □
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