EXTENSION OF VIKOR METHOD FOR MCDM UNDER BIPOLAR FUZZY SET
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Abstract. In this paper, we extend the VIKOR method (Serbian name: VlseKriterijumska Optimizacija I Kompromisno Resenje, means multi-criteria optimization and compromise solution) to solve multi-criteria decision making (MCDM) with bipolar fuzzy environment. Firstly, the bipolar fuzzy set concept is described. Then, proposed the VIKOR strategy in bipolar set environment to handle MCDM problems. Finally, two numerical examples illustrate an application of BF-VIKOR method, and analysis the results of different values of the decision making weights of criteria on ranking order of the alternatives.

1. Introduction

Multi-Criteria Decision Making (MCDM) has seen an incredible amount of use over last several decades. Its role in different applications areas has increased significantly, especially as new methods develop and as old methods improve. In classical MCDM methods, the goal is to designate a preferred alternative, classify alternatives in a small number of categories and rank alternatives in a subjective preference order. However, most of the real world decisions are made in an environment in which goals and constraints cannot be precisely expressed due to their complexity. The fuzzy sets theory was first proposed by Zadeh in 1965 ( [1], [2]). Afterward, Bellman and Zadeh described a decision-making method in a fuzzy environment [3]. Multi-criteria optimization and compromise solution (VIKOR in Serbian) method, developed by Opricovic (1998) [4], Opricovic and Tzeng (2004) [5], is one of the most outranking MCDM method. The first paper that proposes to use fuzzy inputs with VIKOR method was published in 2002 [6]. Later, Opricovic [7] proposes a
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fuzzy extension of VIKOR to find a fuzzy compromise solution. Wang and Chang [8] introduced fuzzy VIKOR for solving multi-criteria group decision-making problem. Since that, many researchers have been dealing with decision-making problems by applying VIKOR method in fuzzy environment ([9], [10], [11], [12], [13]), interval-valued intuitionistic fuzzy environment [14], intuitionistic fuzzy VIKOR [15] and hesitant fuzzy VIKOR [16].

In 1994, Zhang [17] proposed the concept of bipolar fuzzy sets, which is a generalization of fuzzy set allowing the membership degree having two values. One locates in the interval [0,1] represents the satisfaction degree of a certain property associated to the fuzzy set and the other locates in the interval [-1,0] and represents the satisfaction degree of a counter-property to the concerned fuzzy set. Bipolarity is important to distinguish between positive information, which represents what is guaranteed to be possible, for example what has already been observed or experienced and negative information, which represents what is impossible or forbidden, or surely false. Thus providing an efficient approach to solving a widely larger number of complex decision making problems. In recent years, many decision-making problems have been applied in bipolar fuzzy environment. In this paper, we present bipolar fuzzy VIKOR (BF-VIKOR) method solving MCDM problems that are equipped with bipolar fuzzy information. We illustrate our proposed method with numerical examples.

2. Preliminaries

In this section, some preliminaries from the fuzzy set theory and bipolar fuzzy sets are induced.

**Definition 2.1.** A fuzzy set of the universe \(X\) is a mathematical object \(A\) described by its characteristic function (membership function) \(\mu_A: X \rightarrow [0,1]\) defined as [1]:

\[
(2.1) \quad A = \{ (x, \mu_A(x)) \mid x \in X \}
\]

**Definition 2.2.** A bipolar fuzzy set \(A\) on the universe \(X\) is defined as [17]:

\[
(2.2) \quad A = \{ (x, \mu_A(x), \nu_A(x)) \mid x \in X \}
\]

where \(\mu_A : X \rightarrow [0,1]\) is a positive membership degree denotes the satisfaction degree of an element to the property corresponding to \(A\), and \(\nu_A : X \rightarrow [-1,0]\) is the negative membership degree denotes the satisfaction degree of an element to some implicit counter-property corresponding to \(A\).

3. VIKOR Method

The VIKOR method focuses on ranking and selecting from a set of alternatives with conflicting criteria, and determines compromise solution based on particular measure. Assuming that each alternative is
evaluated according to each criterion function, the compromise ranking can be presented by comparing the
degree of closeness to the ideal alternative. The compromise solution, whose foundation was established
by Yu [18] and Zeleny [19], is a feasible solution, which is the closest to the ideal, and here “compromise”
means an agreement established by mutual concessions. The multi-criteria measure for compromise ranking
is developed from the $L_p$ metric used as an aggregating function in a compromise programming method
defined as:

$$(3.1) \quad L_{p,i} = \left[ \sum_{j=1}^{n} w_j \left( \frac{f^*_j - f_{ij}}{f^*_j - f^{-}_j} \right)^p \right]^{\frac{1}{p}}, \quad 1 \leq p \leq \infty$$

where $L_{1,i}$ is defined as the maximum group utility, and $L_{\infty,i}$ is defined as the minimum individual regret
of the opponent.

For a MCDM problem involving $m$ alternatives and $n$ criteria, whereby the performances of the alternatives
are expressed by using bipolar fuzzy set, Let

$\psi = \{ \psi_1, \psi_2, \ldots, \psi_m \} = \{ \psi_i : i = 1, 2, \ldots, m \}$ and

$C = \{ C_1, C_2, \ldots, C_n \} = \{ C_j : j = 1, 2, \ldots, n \}$ be the sets of alternatives and criteria that are determined by
a decision maker, respectively.

Formally, a bipolar fuzzy MCDM problem can be express in matrices format as follows:

$$(3.2) \quad D = \begin{bmatrix}
(\mu_{11}, \nu_{11}) & (\mu_{12}, \nu_{12}) & \cdots & (\mu_{1n}, \nu_{1n}) \\
(\mu_{21}, \nu_{21}) & (\mu_{22}, \nu_{22}) & \cdots & (\mu_{2n}, \nu_{2n}) \\
\vdots & \vdots & \ddots & \vdots \\
(\mu_{m1}, \nu_{m1}) & (\mu_{m2}, \nu_{m2}) & \cdots & (\mu_{mn}, \nu_{mn}) 
\end{bmatrix}_{m \times n}$$

The ratings of any alternative $\psi_i \in \psi$ for each criterion $C_j$ are given by a bipolar fuzzy set $F_i = \{(\psi_i, f_{ij}) \mid j = 1, 2, \ldots, n\}$
where $f_{ij} = (\mu_{ij}, \nu_{ij})$ represent respectively, the satisfaction degree ($\mu_{ij} \in [0, 1]$) and the dissatisfaction de-
gree ($\nu_{ij} \in [-1, 0]$) that are determined for $\psi_i$ with respect to $C_j$. Now, determine the best $f^*_j$ and the
worst $f^{-}_j$ value of all criterion functions, $j = 1, 2, \ldots, n$ as:

$$(3.3) \quad f^*_j = \begin{cases}
\text{max} \mu_{ij}, \text{min} \nu_{ij}, & \text{for the benefit criterion} \\
\text{min} \mu_{ij}, \text{max} \nu_{ij}, & \text{for the cost criterion}
\end{cases}, \quad i = 1, 2, \ldots, m.$$

$$(3.4) \quad f^{-}_j = \begin{cases}
\text{min} \mu_{ij}, \text{max} \nu_{ij}, & \text{for the benefit criterion} \\
\text{max} \mu_{ij}, \text{min} \nu_{ij}, & \text{for the cost criterion}
\end{cases}, \quad i = 1, 2, \ldots, m$$

In the VIKOR development methodology $S_i$ (as $L_{1,i}$ in Equation 3.1) and $R_i$ (as $L_{\infty,i}$ in Equation 3.1)
are used to formulate ranking measure [4], [5]. In light of the distance measure for each alternatives functions
\( f_{ij} = (\mu_{ij}, \nu_{ij}) \) and the best \( f^*_j \) and the worst \( f^-_j \) value of all criterion functions.

\[
S_i = \sum_{j=1}^{n} w_j \frac{d(f^*_j, f_{ij})}{d(f^*_j, f^-_j)}
\]

\[
R_i = \max_j \left[ w_j \frac{d(f^*_j, f_{ij})}{d(f^*_j, f^-_j)} \right]
\]

where \( w_j \) are the weights of criteria, expressing the decision-makers preference of the criteria, such that \( w_j \in [0,1] \) and \( \sum_{j=1}^{n} w_j = 1 \).

Furthermore, the relative closeness degree of each alternative \( \psi_i (i = 1, 2, \ldots, m) \) with respect to \( S_i \) and \( R_i \) is given as:

\[
Q_i = \frac{v (S_i - S^*)}{(S^- - S^*)} + \frac{(1-v) (R_i - R^*)}{(R^- - R^*)}
\]

where,

\[
S^* = \min_i S_i, \quad S^- = \max_i S_i
\]

\[
R^* = \min_i R_i, \quad R^- = \max_i R_i
\]

\( v \) and \( (1-v) \) are the weights for the strategy of maximum group utility and individual regret, respectively.

Usually, the value of \( v \) can be assumed to be ( \( v = 0.5 \)). The \( Q_i \) represent the distance of \( \psi_i \) alternative from the best solution ”compromise solution”. So the alternative, which has the minimum value in \( Q_i \) would be the compromise solution if the following two conditions are satisfied:

C1) Acceptable advantage:

\[
Q(\psi^{(2)}) - Q(\psi^{(1)}) \geq \frac{1}{m-1}
\]

where, \( \psi^{(1)} \) and \( \psi^{(2)} \) are the top two alternatives in \( Q_i \) [such that \( Q_i \) sort in ascending order], \( m \) is the number of the alternatives.

C2) Acceptable stability: the compromise solution should be the best rank by \( S_i \) and/or \( R_i \). If one of the conditions is not satisfied, then a set of compromise solutions is proposed, which consists of:

- \( \psi^{(1)} \) and \( \psi^{(2)} \) if only the condition C2 is not satisfied, or
- \( \psi^{(1)}, \psi^{(2)}, \ldots, \psi^{(M)} \) if the condition C1 is not satisfied (Equation 3.8); \( \psi^{(M)} \) is determined by the relation:

\[
Q(\psi^{(M)}) - Q(\psi^{(1)}) < \frac{1}{m-1}; \text{ maximum } M.
\]
4. VIKOR Algorithm

According to the above discussion, the procedures of BF-VIKOR method can be summarized in Figure 1.
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Figure 1. The Flow Chart of BF-VIKOR Algorithm

5. Numerical Examples

5.1. Example 1. Assume that we have a decision maker who is confused in choosing the a new location to start his sales business. After the initial consideration of the available alternatives, four alternatives has been identified as suitable. Suppose that he is evaluating suitable alternatives based on the following criteria:

- $C_1$: Rental space quality;
- $C_2$: Rental space adequacy;
- $C_3$: Location quality;
- $C_4$: Location distance from the city center, and
- $C_5$: Rental price.

These locations represent the alternatives $\{\psi_1, \psi_2, \psi_3, \psi_4\}$ and the mentioned features represent the criteria $\{C_1, C_2, C_3, C_4, C_5\}$ in our MCDM problem. Ratings of the alternatives, in Table 1, and weights of the criteria are given by the decision maker in matrices format with bipolar fuzzy and fuzzy values, respectively, as follows:

$$W = \begin{bmatrix} 0.18 & 0.24 & 0.21 & 0.16 & 0.21 \end{bmatrix}^T$$

Clearly, the given weights satisfy the normalized condition.

From Equation 3.3, Equation 3.4 the best and worst values of all criterion ratings are determined as follows in Table 2. Further, the Equations 3.5 - 3.7 calculated the values of $S_i$, $R_i$ and $Q_i$ in Table 3 were ($v = 0.5$) and rank the alternatives by ranking $S_i$, $R_i$ and $Q_i$ in decreasing order as shown in Table 4. Thus, the compromise solution is $\psi_4$ and $\psi_1$. 
Table 1. Ratings of the alternatives

|      | $C_1$   | $C_2$    | $C_3$   | $C_4$   | $C_5$   |
|------|---------|----------|---------|---------|---------|
| $\psi_1$ | (0.67, -0.16) | (0.79, -0.32) | (1, 0)  | (1, 0)  | (0.81, -0.10) |
| $\psi_2$ | (0.47, -0.18) | (0.43, -0.42) | (1, -0.26) | (1, 0)  | (0.77, -0.10) |
| $\psi_3$ | (0.64, -0.10) | (0.61, -0.16) | (0.49, 0) | (0.41, -0.10) | (0.70, -0.13) |
| $\psi_4$ | (0.81, -0.10) | (1, -0.15)  | (0.53, 0) | (0.53, -0.10) | (0.60, -0.10) |

Table 2. The best and worst value of all criterion functions

|      | $f_j^+$ | $f_j^-$ |
|------|---------|---------|
| $C_1$ | (0.81, -0.18) | (0.47, -0.10) |
| $C_2$ | (1, -0.42) | (0.43, -0.15) |
| $C_3$ | (1, -0.26) | (0.49, 0) |
| $C_4$ | (1, -0.10) | (0.41, 0) |
| $C_5$ | (0.60, -0.10) | (0.80, -0.13) |

Table 3. The values of $S_i$, $R_i$ and $Q_i$ for all alternatives

|      | $\psi_1$ | $\psi_2$ | $\psi_3$ | $\psi_4$ |
|------|----------|----------|----------|----------|
| $S_i$ | 0.491    | 0.595    | 0.751    | 0.467    |
| $R_i$ | 0.208    | 0.217    | 0.21     | 0.197    |
| $Q_i$ | 0.311    | 0.726    | 0.826    | 0        |

Table 4. Final ranking of alternatives

|      | $\psi_1$ | $\psi_2$ | $\psi_3$ | $\psi_4$ | Ranking     |
|------|----------|----------|----------|----------|-------------|
| $S_i$ | 0.491    | 0.595    | 0.751    | 0.467    | $\psi_4, \psi_1, \psi_2, \psi_3$ |
| $R_i$ | 0.208    | 0.217    | 0.21     | 0.197    | $\psi_4, \psi_1, \psi_3, \psi_2$ |
| $Q_i$ | 0.311    | 0.726    | 0.826    | 0        | $\psi_4, \psi_1, \psi_2, \psi_3$ |

5.2. Example 2. Assume that we have a decision maker who is confused in choosing the best airline. After the initial consideration of the available alternatives, five alternatives has been identified as suitable. Suppose that he is evaluating suitable alternatives based on the following criteria:

$C_1$: Empathy, represents how airline deal with the customer complaints and provide thoughtful services;
$C_2$: Assurance, represents the certainty that airline provides for customers;
$C_3$: Tangibility, means the physical service presentation such as quality of the food, and
$C_4$: Cost, represents the tickets and services prices.
So, these airlines represent the alternatives \( \{ \psi_1, \psi_2, \psi_3, \psi_4, \psi_5 \} \) and the mentioned features represent the criteria \( \{ C_1, C_2, C_3, C_4 \} \) in our MCDM problem. Ratings of the alternatives, in Table 5, and weights of the criteria are given by the decision maker in matrices format with bipolar fuzzy and fuzzy values, respectively, as follows:

\[
W = \begin{bmatrix}
0.25 & 0.3 & 0.25 & 0.2 & 0.2
\end{bmatrix}^T
\]

Clearly, the given weights satisfy the normalized condition. Using the Equations 3.5 - 3.7 the values of \( S_i, R_i \) and \( Q_i \) are calculated as in Table 6.

### Table 5. Rating of the alternatives

| \( \psi_i \) | \( C_1 \) | \( C_2 \) | \( C_3 \) | \( C_4 \) |
|-------------|----------|----------|----------|----------|
| \( \psi_1 \) | (0.5, -0.25) | (0.8, -0.7) | (0.3, -0.1) | (0.6, -0.6) |
| \( \psi_2 \) | (0.2, -0.8) | (0.9, -0.4) | (0.6, -0.3) | (0.55, -0.5) |
| \( \psi_3 \) | (0.33, -0.25) | (0.75, -0.4) | (0.25, -0.7) | (0.3, -0.1) |
| \( \psi_4 \) | (0.65, -0.6) | (0.3, -0.75) | (0.8, -0.35) | (0.65, -0.7) |
| \( \psi_5 \) | (1, -0.5) | (0.4, -0.35) | (0.2, -0.6) | (0.25, -0.65) |

### Table 6. The values of \( S_i, R_i \) and \( Q_i \) for all alternatives

| \( \psi_i \) | \( S_i \) | \( R_i \) | \( Q_i \ (v = 0.5) \) | Ranking | Compromise solutions |
|-------------|----------|----------|-----------------|--------|---------------------|
| \( \psi_1 \) | 0.637    | 0.23     | 0.538           | \( \psi_3, \psi_2, \psi_1, \psi_4, \psi_5 \) | \( \psi_3 \) |
| \( \psi_2 \) | 0.622    | 0.206    | 0.274           | \( \psi_3, \psi_2, \psi_1, \psi_4, \psi_5 \) | \( \psi_2 \) |
| \( \psi_3 \) | 0.558    | 0.223    | 0.143           | 1      | \( \psi_3, \psi_2, \psi_1, \psi_4, \psi_5 \) |
| \( \psi_4 \) | 0.657    | 0.25     | 0.781           | \( \psi_3, \psi_2, \psi_1, \psi_4, \psi_5 \) |
| \( \psi_5 \) | 0.675    | 0.266    |                  | \( \psi_3, \psi_2 \) |

After rank the alternatives by sorting the values \( S_i, R_i \) and \( Q_i \) in decreasing order. The results are three ranking lists, which is depicted in Table 6. So, the compromise solution are \( \psi_3 \) and \( \psi_2 \).

The parameter \( v \) in VIKOR technique normally considered as \( (v = 0.5) \). Therefore, by changing value of \( v \) in the interval \([0, 1]\) is performed for the obtained results. The ranking for five alternatives under different \( v \) values are illustrated in Table 7. As can be seen, when \( v \) is changed, there are some deviations in ranking of alternatives. \( \psi_3 \) is the best ranked alternative for \( v \geq 0.7 \); also, \( \psi_2 \) has the best rank for \( v = 0 \). Moreover, \( \psi_5 \) is the worst ranked alternative for different values of \( v \).

6. Conclusion

In MCDM methods the alternatives are compared against each other based on how they perform relative to each criterion. One the other hand, VIKOR method require comparison of the criteria to determine the relative importance of each criterion. The alternative with the highest rank is selected as the best compromise
solution. In this paper, we proposed BF-VIKOR method. Since the VIKOR method is an effective MCDM method to reach a compromise solution, particularly in a situation where the decision maker is not able to express his preference at the beginning. Furthermore, BFSs are an effective tool to depict fuzziness and bipolarity in assessment information. The obtained solution is compromised by a maximum group utility of the majority, and a minimum of the individual regret. In future study, we may apply VIKOR method to problems that are under two fuzzy concept(such that bipolar hesitant fuzzy).
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