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Abstract
The Reynolds Averaged Navier Stokes (RANS) models are the most common form of model in turbulence simulations. They are used to calculate Reynolds stress tensor and give robust results for engineering flows. But RANS model predictions have large error and uncertainty. In past, there has been some work towards using data-driven methods to increase their accuracy. In this work we outline a machine learning approach to aid the use of the Eigenspace Perturbation Method to predict the uncertainty in the turbulence model prediction. We use a trained neural network to predict the discrepancy in the shape of the RANS predicted Reynolds stress ellipsoid. We apply the model to a number of turbulent flows and demonstrate how the approach correctly identifies the regions in which modeling errors occur when compared to direct numerical simulation (DNS), large eddy simulation (LES) or experimental results from previous works.

I. INTRODUCTION

In engineering design and analysis we deal with problems and applications that involve turbulent flow. Engineers and scientists are always looking for methods to simulate and predict turbulent flows so that they get good accuracy on the results, and at the same time the methods are not computationally expensive. One of the most accurate strategies is direct numerical simulations (DNS), but solving engineering problem with DNS is time consuming and computationally expensive. So researchers need some alternative ways to deal with turbulent flow problems. Because of the complexity of these engineering problems we have to simulate them using turbulence model based computational fluid dynamics (CFD) simulations.

The most popular approach which has been developed by researchers are Reynolds Averaged Navier Stokes (RANS) models. In RANS simulation instead of fully resolving turbulent motions, we aim to find the average velocity and pressure fields and to model the effects of fluctuating components. The averaging means that we only resolve the large scales of motions and model the averaged effect of the smaller turbulent scales of motions. This is different from DNS where all scales of motion are resolved and LES where only the smallest scales of motion are unresolved. The effects of fluctuating turbulent scales arise in a term in Reynolds Averaged Navier Stokes equation which is called Reynolds stress. The goal of RANS models are to determine Reynolds stress in term of average component. Although more traditional two equation models are commonly used in engineering problem such as \( k-\epsilon \) and \( k-\omega \) models, their suitability to flows with different features are limited (Speziale 1991, Johansson 2002, Chen et al. 2003). RANS models are less computationally expensive, but in flows with features such as streamline curvature, separation and high adverse pressure gradient, RANS models are very inaccurate. These features are very common in complex flows found in engineering. For example the diffusers used in turbo-machinery have turbulent flow and show turbulent flow separation in the expansion sections along the walls of the diffuser. Because of the inaccuracies of RANS models it is required to determine the errors and uncertainties in their predictions. Uncertainty quantification for RANS models attempts to assess the potential errors in model prediction and is important in establishing RANS model’s reliability in engineering problems.

In the past few years the advancement of data science and machine learning algorithms in daily life task and engineering problems such as pattern recognition (Nasrabadi (2007)),
language processing (Collobert and Weston (2008)), and voice detection have had large impact across fields (Waller and Fawcett (2013)) and have been impactful in the tech industry. Recently, scientists and engineers have started to explore many different techniques from Machine Learning for scientific tasks such as DNA sequencing (Libbrecht and Noble (2015)) and the discovery of new materials (Pilania et al. (2013)), astronomy (Baron (2019)).

Fluid mechanics researchers and turbulence modellers have also started to develop Machine Learning techniques for fluid mechanics. One of the first problems to be tackled by machine learning is to inspect RANS inaccuracies and later on to come up with a more sophisticated model for Reynolds stresses. Singh and Duraisamy (2016) used a data-driven method in which data sets are used to conclude the functional form of model discrepancies. This was augmented by machine learning algorithms to reconstruct model corrections. Ling and Templeton (2015) developed a marker using random forest, Adaboost decision tree and support vector machine to determine the regions where RANS simulations are inaccurate without making quantitative estimate of uncertainty in RANS prediction. Ling, Kurzawski, and Templeton (2016) proposed the Tenor Basis Neural Network to learn the coefficients of an integrity basis for the Reynolds anisotropy tensor which was suggested by Pope (1975). Fang et al. (2018) who was inspired by Ling, Kurzawski, and Templeton (2016) work, used machine learning to model the Reynolds stress for fully-developed turbulent channel flow. They used a fully-connected neural network as the base model and increased its capabilities by using non-local features, directly implementing friction Reynolds number information into the machine learning process. Machine Learning based applications in turbulence modeling have both advantages and disadvantages. An advantage is that Machine Learning based models are not encumbered by the limitations of the human expert and can derive information from very large amounts of high-dimensional data. A major disadvantage is the non-generalizability of Machine Learning based models. Machine Learning based turbulence models are accurate only for flows that a similar to the flows they have been trained upon. This non-generalizability can be reduced by adding physics based knowledge into the Machine Learning model formulation as physics based laws are universal. A combination of a physics based framework with Machine Learning based algorithm may give the best results that are accurate and still generalize beyond the flows used to train the model.

The only physics based framework for uncertainty estimation is the Eigenspace Perturbation Method developed by Iaccarino, Mishra, and Ghili (2017). This method uses physics based perturbations of the RANS model’s predicted Reynolds stress eigenvalues, eigenvectors and turbulent kinetic energy. Each kind of perturbation extends the isotropic eddy viscosity based model to a general anisotropic eddy viscosity model (Mishra and Iaccarino 2019). The perturbations lead to a set of different predictions of turbulence quantities. The union of these predictions gives an interval estimate for the model form uncertainty from the RANS model. The Eigenspace Perturbation Method has been applied to engineering design problems with success (Cook et al. 2019, Granados-Ortiz et al. 2019, Mishra et al. 2020, Razaaly et al. 2019, Mishra and Iaccarino 2017). But there are some limitations in the Eigenspace Perturbation Method. The Eigenspace Perturbation Method is based on physics based constraints and bounds to determine Reynolds stress perturbations for uncertainty estimation. These physics based constraints only inform about physical possibility and not about physical plausibility. Physics based bounds tell us how to perturb the Reynolds stress tensor and the range of physically allowable perturbation. They do not tell us how much to perturb the Reynolds stress tensor for different turbulent flows. This leads to uncertainty bounds that are not as sharp as possible for some turbulent flows (Mishra et al. 2019).

The magnitude of perturbation for the Eigenspace Perturbation Method can be learned using a Machine Learning model. Heyse, Mishra, and Iaccarino (2021) trained a random forest model to predict the magnitude of perturbations to the Reynolds stress eigenvalues. In this paper we extend and improve on the work of Heyse, Mishra, and Iaccarino (2021). We are using RANS and DNS data, with a neural network to determine how much to perturb at every point in the flow domain for different flows. The deep learning model used in the present paper may lead to better results than the random forest model as the neural networks are universal approximators. The present work focuses determining the amount of
perturbation needed for uncertainty quantification. We focus on a data-driven framework based on an extension of the eigenvalue perturbation to the Reynolds stress anisotropic tensor developed. The complete analysis of the discrepancy needs perturbations to the eigenvalues, the eigenvectors and the turbulent kinetic energy. In this paper we keep our analysis and modeling to the eigenvalue perturbation. Our data-driven framework is used to predict the magnitude of eigenvalue perturbation is needed at every point in the flow domain. The neural network model is used to learn a mapping from the input features to the eigenvalue perturbation magnitude. These predictions are compared with the DNS and experimental data from previous works.

II. COMPUTATIONAL DETAILS

A. Details of RANS Modeling

The Reynolds-average Navier-stokes approach splits the velocity and pressure fields into a mean and a fluctuating component:

\[ u = \bar{u} + u' \]  \hspace{1cm} (1)

\[ p = \bar{p} + p' \]  \hspace{1cm} (2)

Implementing equation 1 and 2 into the Navier Stokes equations we get:

\[ \frac{\partial \bar{u}}{\partial t} + \nabla \cdot (\bar{u} \times \bar{u}) = -\frac{1}{\rho} \nabla \bar{p} + \nu \nabla^2 \bar{u} - \nabla . R \]  \hspace{1cm} (3)

\[ \nabla . \bar{u} = 0 \]  \hspace{1cm} (4)

where:

\[ R = \bar{u} \times \bar{u} \]  \hspace{1cm} (5)

is called Reynolds stress tensor. The Reynolds stress tensor must be modeled to close the RANS equation. A lot of modeling efforts have focused on anisotropy Reynolds stress tensor which is described as:

\[ a = \bar{u} \times \bar{u} - \frac{2}{3} k I \]  \hspace{1cm} (6)

As that is the portion responsible for turbulent transport, where k is the turbulent kinetic energy:

\[ k = \frac{1}{2} u' \cdot u' = \frac{1}{2} \text{trace}(\bar{u} \times \bar{u}) \]  \hspace{1cm} (7)

In this research, the models are trained on the normalized anisotropy tensor, \( \mathbf{b} = \frac{a}{\pi} \). Eddy viscosity models such as \( k-\epsilon \) and \( k-\omega \) are the some of the most used models in engineering problems because of their easy implementation and low cost of computation, but they do not provide satisfactory predictions for all flows (Speziale 1991, Johansson 2002, Chen et al. 2003).

Recently, the machine learning algorithms and especially deep learning have been applied to this problem and obtain prediction for anisotropy Reynolds stress tensor.

B. Eigenspace Perturbation Method Details

Iaccarino, Mishra, and Ghili (2017) discovered the Eigenspace Perturbation Method for uncertainty quantification of turbulence models. This method introduced perturbation to
eigenvalues, eigenvectors and turbulent kinetic energy of the normalized an isotropy tensor toward limiting states of the turbulence anisotropy. At first we have to decompose the Reynolds stress anisotropy tensor in the form of its eigenvalue and eigenvectors as:

$$a_{ij} = v_{im} \Delta_{mn} v_{jn}$$ \hspace{1cm} (8)

$v_{im}$ is the matrix of orthonormal eigenvector, and $\Delta_{mn}$ is a diagonal tensor with the eigenvalue of $a_{ij}$ on its diagonal. The coordinate system made of the eigenvectors is termed the principal coordinate system in which $a_{ij}$ is diagonal. The $\Delta_{mn}$ matrix have three eigenvalue of $\lambda_1, \lambda_2, \lambda_3$ where, $\lambda_1 > \lambda_2 > \lambda_3$ and $\lambda_1 + \lambda_2 + \lambda_3 = 1$.

These eigenvalues can be visualized as a location in the barycentric map. In that map all realizable state of the turbulent flows are limited within a triangle and the corners of triangle correspond to the limiting state of turbulence with 1, 2 and 3 components respectively as shown in Fig.1

Inserting equation (8) into Reynolds anisotropic tensor we get:

$$b_{ij} = 2k(v_{im} \Delta_{mn} v_{jn} + \delta_{ij})$$ \hspace{1cm} (9)

To account for the errors due to modeling assumptions, the tensor perturbation approach introduced perturbation into the modeled Reynolds stress. This perturbed for expressed as:

$$b_{ij}^* = 2k^*(v_{im}^* \Delta_{mn}^* v_{jn}^* + \frac{\delta_{ij}}{3})$$ \hspace{1cm} (10)

where $*$ represent the perturbed quantities. Thus $k^* = k + \Delta k$ is the perturbed turbulent kinetic energy, $v_{im}^*$ is the perturbed eigenvector matrix and $\Delta_{mn}^*$ is the diagonal matrix of perturbed eigenvalues, $\lambda_i^*$. In this paper we focus on the eigenvalue perturbations only. Techniques for eigenvector perturbation in the EPM have been applied in earlier research (Iaccarino, Mishra, and Ghili, 2017; Thompson et al., 2019).
C. Neural Networks Details

Neural networks are a class of machine learning models that have been applied to a lot of problems in variety of fields such as computer vision (Krizhevsky, Sutskever, and Hinton (2012)), natural language processing (LeCun, Bengio, and Hinton (2015)) and gaming (Silver et al. (2017)). Neural networks can easily deal with high-dimensional data and modeling nonlinear and complex relationships. Feedforward neural networks also called multilayer perceptron (MLP) or densely connected neural networks, are one of the primary architectures of deep neural network algorithms. Feedforward neural networks are used to obtain an approximation of some function $f$. Mathematically a neural network defines a mapping from inputs to the targets. The function $f$ can be a very complex function which will be calculated by the neural network. As an example, Figure 2 depicts a basic fully connected neural network that defines a mapping from The input layer consists of several input vector $\{x_1, x_2, x_3, \ldots, x_n\}$. Each component of input vector is called feature which represents an individual property of the flow. The hidden layers perform a nonlinear operation to map the input features to output.

The unknown weight matrix in each layer is estimated using backpropagation approach, as described below. The network is first initialized with constant zero weight for each layer and the error in the network prediction are obtain by comparing them with training datasets or true value $y$ using a user specified analytic cost function such as $L_2$ norm:

$$E = \sum_{i=1}^{\infty} (y_i - y_t)^2$$ (11)

For the above define analytic cost function, the derivatives of the errors in the output layer with respect to the output feature is:

$$\frac{\partial E}{\partial y} = 2(y_i - y_t)$$ (12)
and the derivatives of the errors with respect to the input features is:
\[
\frac{\partial E}{\partial z_i} = \frac{\partial E}{\partial y_i} \frac{\partial y_i}{\partial z_i} = f'(z_i) \frac{\partial E}{\partial y_i}
\]
where, \( f \) is a known analytical function which will be described later on. Since the input features of a layer are linearly related to the input features of the previous one, the derivatives of the errors with respect to the weight are computed as:
\[
\frac{\partial E}{\partial \omega_{ij}^{(p)}} = \frac{\partial E}{\partial z_i^{(p)}} \frac{\partial z_i^{(p)}}{\partial \omega_{ij}^{(p)}} = y_i^{(p-1)} \frac{\partial E}{\partial z_i^{(p)}}
\]
At last, the weights are adjusted as:
\[
\omega_{ij}^{(p)}_{t+1} = \omega_{ij}^{(p)}_t - \alpha \frac{\partial E}{\partial \omega_{ij}^{(p)}}
\]
where \( \alpha \) is the learning rate and subscript \( t \) denotes the iteration level. Commonly available ML softwares provide optimizer which dictate the learning rate. For example, adaptive moment estimation (ADAM) optimizer available in Keras application programing interface (API) requires a user specified initial learning rate, but the rate adaptively adjusted during training. For the hidden layers a backpropagation is used, where the derivative of information from the hidden layer ahead starting from the output layer, as below:
\[
\frac{\partial E}{\partial y_i^{(p-1)}} = \sum_{i=1}^{\infty} \omega_{ij}^{(p)} \frac{\partial E}{\partial z_i^{(p)}}
\]
and then the equation (14) and (15) are used to obtain \( \frac{\partial E}{\partial \omega_{ij}^{(p)}} \).

D. Turbulent flows & Datasets Used

The neural network was trained validated and tested on 2 different flows for which high fidelity data (DNS and experimental data) were available and the RANS results were obtained in ANSYS Fluent with \( k-\epsilon \) modeling and fully developed turbulent flow.

The first flow in database was flow over a wavy wall at \( Re = 6180 \). A schematic of the flow domain is shown in Figure 3. We chose 128 * 128 grid over \( x \) and \( y \) direction respectively, so the total number of grid points were 16384.

FIG. 3: outline of flow domain of wavy wall
FIG. 4: outline of flow domain of Buice 2D diffuser

The second case we have considered is Buice diffuser that has been experimentally investigated by Buice (2000). Obi, Aoki, and Masuda (1993) have done an experiment over this diffuser and data from this experiment is available. Fig 4 shows the set up they used for their experiment. we are using setup for our simulation so we can use their data as a high fidelity data in our work. All data used in this study were from the National Aeronautics and Space Administration (NASA) Langley Research Center Turbulence Modeling Resource and are available online.

We used the 80% of wavy wall data for our training phase, 20% for validation and and we used the Buice 2D diffuser data for testing the final results of our model, in order to see how our model works for flows which it has not seen before.

The neural network model learns a mapping from the space of local flow features to the target of the magnitude of eigenvalue perturbation. In order for the results to exhibit good generalization properties, the inputs should be rotationally invariant and non-dimensional. In order to construct these inputs, the following raw local flow variables were considered: the mean pressure $P$ and its gradient vector, the mean velocity $\mathbf{U}$ and its gradient tensor, the turbulent kinetic energy $k$ and its gradient vector, the turbulent dissipation rate $\epsilon$, the eddy viscosity $\nu_t$, the mean density $\rho$, the molecular viscosity $\nu$, and the distance to the nearest wall $d$. Table I shows these non-dimensional features.

In this table, $R_{ij} = \frac{1}{2} (\frac{\partial U_i}{\partial x_j} - \frac{\partial U_j}{\partial x_i})$ is the anti-symmetric rotation rate tensor, and $||R||$ is its Frobenius norm. Similarly, $S_{ij} = \frac{1}{2} (\frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i})$ is the symmetric strain rate tensor with Frobenius norm $||S||$. The Reynolds stresses in inputs 7 was calculated using Boussinesq model.

Our neural network consist of 9 inputs, 8 hidden layers with 15 neurons each layer, and the output is 1 neuron which is the prediction for the discrepancies in the Reynolds stress tensor eigenvalues between DNS and RANS results. Fig 2 shows our neural network architecture. The neural network model was trained using the PyTorch library (Paszke et al., 2017, 2019). We used an Adam optimizer with mini-batching for optimization. The learning rate we used for our model is $\alpha = 2.5 \times 10^{-4}$ and we randomly initialized weights and biases for our model based on the Xavier initialization approach. Also, to avoid overfitting in our model we used dropout method in each hidden layer.

III. RESULTS AND DISCUSSION

A neural network was used to predict the amount of eigenvalue perturbation for flow over wavy wall and in a Buice 2D diffuser. We use the neural network to define a functional mapping between the input features and the eigenvalue perturbation. The magnitude of the
| # | Description | Formula | # | Description | Formula |
|---|---|---|---|---|---|
| 1 | Non-dimensionalize Q criterion | $\frac{|R|^2 - |S|^2}{|R|^2 + |S|^2}$ | 5 | Ratio of pressure normal stresses to normal shear stresses | $\frac{\partial P}{\partial x_j} + 0.5 \frac{\partial U_i'^2}{\partial x_j}$ |
| 2 | Turbulence intensity | $\frac{k}{0.5U_{1}'}$ | 6 | Viscosity ratio | $\frac{\nu_t}{100\nu}$ |
| 3 | Turbulence Reynolds number | $\min(\sqrt{\frac{\kappa}{600}}, 2)$ | 7 | Ratio of total Reynolds stresses to normal Reynolds stresses | $\frac{|u_i' u_j'|}{k+|u_i' u_j'|}$ |
| 4 | Pressure gradient along streamline | $\frac{U_i' \frac{\partial P}{\partial x_j}}{\sqrt{\frac{\partial P}{\partial x_j} U_i + \frac{\partial P}{\partial x_j} U_l |U_i|}}$ | 8 | Mach number | $\frac{||U||}{C_0}$ |
| 5 | Ratio of turbulent time scale to mean strain time scale | $\frac{\kappa}{||S||}$ |

**TABLE I: Non-dimensional inputs.**

eigenvalue perturbation was quantified by the magnitude of the Eulerian distance between the RANS simulations and the DNS data on the Barycentric triangle. We compare the results obtained from our model with DNS and experimental data.

Fig 5 shows the predicted value of our $\Delta B$ over the flow domain of the wavy wall case. As we can see, at the bottom of the flow domain our model predicted a large difference between the eigenvalues of Reynolds stress tensor of DNS data and the eigenvalues of Reynolds stress tensor for $k - \epsilon$ model. Segunda, Ormiston, and Tachie (2018) have carried out PIV measurements for this experiment and report that this is the region where flow separation takes place. Zilker and Hanratty (1979) have also reported this in their experiments. The $k - \epsilon$ model can not predict turbulent flow separation accurately (Patel, Chon, and Yoon, 1991). The predictions of the neural network model agree with physics based knowledge of turbulent flows.

Fig 6 shows the True values for eigenvalues perturbation which was obtained by a DNS data. We also see a great difference at place where separation occurs over wavy wall. Comparing the results of our model with the real values we see a good agreement between them. This shows that our model can predict values of perturbation for region of separation.

For our next flow, we have flow in a Buice 2D diffuser. We know that $k - \epsilon$ simulation is unable to predict accurate results for flow in this diffuser because of turbulent flow separation on the bottom wall where divergence occurs. Fig 7 shows the True values of perturbation gained by difference between DNS data and RANS simulation. As we observe there are some regions which DNS and RANS simulation are so different from one another, and those regions are where separation occurs in this flow at the ottom wall.

We can compare this results with RANS simulation. Fig 8 shows the predicted value of our neural network for flow over Buice 2D diffuser. Comparison of these two figures shows the accuracy of our model for regions with separation. There are 2 reasons for this the nature of the perturbations used in this paper and the generalizability behavior. Flow separation is best accounted for using perturbations to the eigenvectors for the Reynolds stress tensor. In this paper we are focusing on the perturbations to the eigenvalues of the Reynolds stress tensor and this limits the accuracy. The limited generalizability of the model is due to the complex architecture of the neural network model that leads to a lot of expressive power but also a lot of parameters to be tuned (Zhang et al., 2018). The amount of data used to train this model was not enough to ensure generalizability and needs to
FIG. 5: predicted values of eigenvalues perturbation magnitude by neural network for flow over a wavy wall

FIG. 6: magnitude of eigenvalue discrepancies between RANS prediction and DNS simulations for the wavy wall case
be increased and regularization needs to be used in the model training (Wu and Liu 2009; Larsen and Hansen 1994; Ying 2019).

IV. SUMMARY & FUTURE WORK

In this study we proposed a densely connected neural network model to determine the amount of perturbation needed for RANS uncertainty quantification with eigenvalue perturbation. We used a set of 9 features as input of our model and the distances between the DNS and RANS model predictions of the Reynolds stress tensor in barycentric map as our output target. The model predicts the magnitude of eigenvalue perturbation required to the RANS prediction of the Reynolds stress tensor. There were two turbulent flows in our study: flow over a wavy wall and flow through a Buice 2D diffuser.

We saw that our model was capable of predicting better results compared to RANS $k-\epsilon$ model used in the ANSYS Fluent CFD simulations. Then we compare our prediction with direct numerical simulation, large eddy simulation and experimental data and we saw a good agreement between them.

Lastly, different sets of features or different hyperparameters could be made to get a more accurate results from our model. This needs a assessment of the importance of the different input features for the model and to establish the physics captured by the neural network. A study of the optimal hyperparameters using Bayesian Optimization will improve the accuracy of the model predictions. A new model could be suggested for our training phase. The training phase can be made with a bigger dataset than just two, for example, flow over a backward facing step or flow over a periodic hills. Increasing the diversity of the training dataset will lead to better performance and generalizability for the deep learning model. There can be a new study for perturbation on eigenvectors and the turbulent kinetic energy alongside the eigenvalues for future work. We are carrying these investigations into modeling the eigenvectors and the turbulent kinetic energies and will report the results of those investigations. Also we are using explainability tools to find the importance of
different input features, correlate this to the physics captured by the deep learning model and to determine new input features that are informative about the missing physics.

REFERENCES

Baron, D., “Machine learning in astronomy: A practical overview,” arXiv preprint arXiv:1904.07248 (2019).
Buice, C., “Experimental investigation of flow through an asymmetric plane diffuser,” Journal of Fluid Engineering 122, 433–435 (2000).
Chen, H., Kandasamy, S., Orszag, S., Shock, R., Succi, S., and Yakhot, V., “Extended boltzmann kinetic equation for turbulent flows,” Science 301, 633–636 (2003).
Collobert, R. and Weston, J., “A unified architecture for natural language processing: Deep neural networks with multitask learning,” in Proceedings of the 25th international conference on Machine learning (2008) pp. 160–167.
Cook, L. W., Mishra, A., Jarrett, J., Willcox, K., and Iaccarino, G., “Optimization under turbulence model uncertainty for aerospace design,” Physics of Fluids 31, 105111 (2019).
Fang, R., Sondak, D., Protopapas, P., and Succi, S., “Deep learning for turbulent channel flow,” arXiv preprint arXiv:1812.02241 (2018).
Granados-Ortiz, F.-J., Arroyo, C. P., Puigt, G., Lai, C.-H., and Airiau, C., “On the influence of uncertainty in computational simulations of a high-speed jet flow from an aircraft exhaust,” Computers & Fluids 180, 139–158 (2019).
Heyse, J. F., Mishra, A. A., and Iaccarino, G., “Estimating rans model uncertainty using machine learning,” Journal of the Global Power and Propulsion Society. Special Issue: Data-Driven Modelling and High-Fidelity Simulations , 1–14 (2021).
Iaccarino, G., Mishra, A. A., and Ghili, S., “Eigenspace perturbations for uncertainty estimation of single-point turbulence closures,” Physical Review Fluids 2, 024605 (2017).
Johansson, A., “Engineering turbulence models and their development, with emphasis on explicit algebraic reynolds stress models,” in Theories of turbulence (Springer, 2002) pp. 253–300.
Krizhevsky, A., Sutskever, I., and Hinton, G. E., “Imagenet classification with deep convolutional neural networks,” Advances in neural information processing systems 25, 1097–1105 (2012).
Larsen, J. and Hansen, L. K., “Generalization performance of regularized neural network models,” in Proceedings of IEEE Workshop on Neural Networks for Signal Processing (IEEE, 1994) pp. 42–51.
LeCun, Y., Bengio, Y., and Hinton, G., “Deep learning,” nature 521, 436–444 (2015).
Libbrecht, M. W. and Noble, W. S., “Machine learning applications in genetics and genomics,” Nature Reviews Genetics 16, 321–332 (2015).

Ling, J., Kurzawski, A., and Templeton, J., “Reynolds averaged turbulence modelling using deep neural networks with embedded invariance,” Journal of Fluid Mechanics 807, 155–166 (2016).

Ling, J. and Templeton, J., “Evaluation of machine learning algorithms for prediction of regions of high reynolds averaged navier stokes uncertainty,” Physics of Fluids 27, 085103 (2015).

Mishra, A. and Iaccarino, G., “Theoretical analysis of tensor perturbations for uncertainty quantification of reynolds averaged and subgrid scale closures,” Physics of Fluids 31, 075101 (2019).

Mishra, A. A. and Iaccarino, G., “Uncertainty estimation for reynolds-averaged navier-stokes predictions of high-speed aircraft nozzle jets,” AIAA Journal 55, 3999–4004 (2017).

Mishra, A. A., Mukhopadhaya, J., Alonso, J., and Iaccarino, G., “Design exploration and optimization under uncertainty,” Physics of Fluids 32, 085106 (2020).

Mishra, A. A., Mukhopadhaya, J., Iaccarino, G., and Alonso, J., “Uncertainty estimation module for turbulence model predictions in su2,” AIAA Journal 57, 1066–1077 (2019).

Nasrabadi, N. M., “Pattern Recognition and Machine Learning,” Journal of Electronic Imaging 16(2007), 10.1117/1.2819119.

Obi, S., Aoki, K., and Masuda, S., “Experimental and computational study of turbulent separating flow in an asymmetric plane diffuser,” in Ninth symposium on turbulent shear flows, Vol. 305 (1993).

Paszke, A., Gross, S., Chintala, S., Chanan, G., Yang, E., DeVito, Z., Lin, Z., Desmaison, A., Antiga, L., and Lerer, A., “Automatic differentiation in pytorch,” (2017).

Paszke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J., Chanan, G., Killeen, T., Lin, Z., Gimelshein, N., Antiga, L., Desmaison, A., Kopf, A., Yang, E., DeVito, Z., Raison, M., Tejani, A., Chilamkurthy, S., Steiner, B., Fang, L., Bai, J., and Chintala, S., “Pytorch: An imperative style, high-performance deep learning library,” in Advances in Neural Information Processing Systems 32 edited by H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett (Curran Associates, Inc., 2019) pp. 8024–8035.

Patel, V., Chon, J., and Yoon, J., “Turbulent flow in a channel with a wavy wall,” Journal of fluids engineering 113, 579–586 (1991).

Pilania, G., Wang, C., Jiang, X., Rajasekaran, S., and Ramprasad, R., “Accelerating materials property predictions using machine learning,” Scientific reports 3, 1–6 (2013).

Pope, S., “A more general effective-viscosity hypothesis,” Journal of Fluid Mechanics 72, 331–340 (1975).

Razaaly, N., Gori, G., Iaccarino, G., and Congedo, P., “Optimization of an orc supersonic nozzle under epistemic uncertainties due to turbulence models,” in GPPS 2019-Global Power and Propulsion Society (2019).

Segunda, V. M., Ormiston, S. J., and Tachie, M. F., “Experimental and numerical investigation of developing turbulent flow over a wavy wall in a horizontal channel,” European Journal of Mechanics-B/Fluids 68, 128–143 (2018).

Silver, D., Schrittwieser, J., Simonyan, K., Antonoglou, I., Huang, A., Guez, A., Hubert, T., Baker, L., Lai, M., Bolton, A., et al., “Mastering the game of go without human knowledge,” nature 550, 354–359 (2017).

Singh, A. P. and Duraisamy, K., “Using field inversion to quantify functional errors in turbulence closures,” Physics of Fluids 28, 045110 (2016).

Speziale, C. G., “Analytical methods for the development of reynolds-stress closures in turbulence,” Annual review of fluid mechanics 23, 107–157 (1991).

Thompson, R. L., Mishra, A. A., Iaccarino, G., Edeling, W., and Sampaio, L., “Eigenvector perturbation methodology for uncertainty quantification of turbulence models,” Physical Review Fluids 4, 044603 (2019).

Wallner, M. A. and Fawcett, S. E., “Data science, predictive analytics, and big data: a revolution that will transform supply chain design and management,” (2013).

Wu, X.-x. and Liu, J.-g., “A new early stopping algorithm for improving neural network generalization,” in 2009 Second International Conference on Intelligent Computation Technology and Automation, Vol. 1 (IEEE, 2009) pp. 15–18.

Ying, X., “An overview of overfitting and its solutions,” in Journal of Physics: Conference Series, Vol. 1168 (IOP Publishing, 2019) p. 022022.

Zhang, G., Wang, C., Xu, B., and Grosse, R., “Three mechanisms of weight decay regularization,” arXiv preprint arXiv:1810.12281 (2018).

Zilker, D. P. and Hanratty, T. J., “Influence of the amplitude of a solid wavy wall on a turbulent flow. part 2. separated flows,” Journal of Fluid Mechanics 90, 257–271 (1979).