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ABSTRACT

Turbulent mixing layers (TMLs) are ubiquitous in multiphase gas. They can potentially explain observations of high ions such as $\text{O} \text{ vi}$, which have significant observed column densities despite short cooling times. Previously, we showed that global mass, momentum and energy transfer between phases mediated by TMLs is not sensitive to details of thermal conduction or numerical resolution. By contrast, we show here that observables such as temperature distributions, column densities and line ratios are sensitive to such considerations. We explain the reason for this difference. We develop a prescription for applying a simple 1D conductive-cooling front model which quantitatively reproduces 3D hydrodynamic simulation results for column densities and line ratios, even when the TML has a complex fractal structure. This enables sub-grid absorption and emission line predictions in large scale simulations. The predicted line ratios are in good agreement with observations, while observed column densities require numerous mixing layers to be pierced along a line of sight.
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1 INTRODUCTION

Observations of ultraviolet absorption lines of high ions like $\text{C} \text{ iv}$, $\text{Si} \text{ iv}$, $\text{N} \text{ v}$ and $\text{O} \text{ vi}$ trace intermediate temperature (~ $10^5$ K) gas, assuming collisional ionization equilibrium (CIE). They are widely observed in a range of astrophysical contexts, such as our own galactic disk and halo, external galaxies, and high velocity clouds. Observations of a significant column density of these ions is puzzling since the gas they trace should cool quickly. One possibility is that they exist in turbulent mixing layers (TMLs) between cold $10^4$ K and hot $10^6$ K gas. There, radiative cooling is balanced by enthalpy flux into the TML, reaching a steady state. Such TMLs are relevant to a host of issues such as the stability and survival of AGN jets (Hardee & Stone 1997), cold clouds in a hot wind (Scannapieco & Brüggen 2015; Schneider & Robertson 2017; Gronke & Oh 2018, 2020a), and cold streams inflowing from cosmological accretion (Mandelker et al. 2020). Observational diagnostics of TMLs could be very informative. For instance, the mass entrainment rate per unit area is directly proportional to the bolometric surface brightness (in the absence of radiative heating and scattering).

Models for absorption and emission in conductive-cooling fronts (McKee & Cowie 1977; Borkowski et al. 1990; Gnat et al. 2010) have predicted column densities that are too low, requiring many layers to be pierced along a sightline, and line ratios that do not match observations (Wakker et al. 2012). To our knowledge, the only equivalent work for TMLs is Slavin et al. (1993), based on an analytic model by Begelman & Fabian (1990). The latter had many important physical insights, but its detailed predictions are not in agreement with 3D hydrodynamic simulations (Ji et al. 2019). However, Slavin et al. (1993) made the important early prediction that TML column densities are also too low. This has been borne out in simulations (Kwak & Shelton 2010; Ji et al. 2019), although Kwak & Shelton (2010) find line ratios in good agreement with observations (Wakker et al. 2012). Subsequent modeling of TMLs (Ji et al. 2019; Fielding et al. 2020; Tan et al. 2021) has focused on hot gas mass entrainment rates, which is crucial for the cold gas survival issues mentioned above. Such work has found that global mass, momentum and energy transfer between phases is not sensitive to details of thermal conduction or numerical resolution (Tan et al. 2021). By contrast, we show in this Letter that the same is not true of observables such as temperature distributions, column densities and line ratios. We develop a prescription for how we can apply 1D conductive-cooling front models to 3D TMLs to obtain analytic predictions for these quantities, which we then verify with simulations.

2 METHODS

We carry out our simulations using the publicly available MHD code Athena++ (Stone et al. 2020). For details of our setup and implementation, we refer the reader to Sections 2 and 5.1 of Tan et al. (2021). In brief, we simulate a shear layer between gas of temperatures $T_{\text{cold}} = 10^4$ K and $T_{\text{hot}} = 10^6$ K, with shear velocity $v_{\text{shear}} = 100$ km s$^{-1}$, and include radiative cooling along with isotropic thermal conduction. We use a conductivity $\kappa_{\text{cond}} = T_6^{n} 10^n$ erg cm$^{-1}$ s$^{-1}$ K$^{-1}$, where $T_6 = T/10^6$ K, and a CIE cooling function $\Lambda$ based on a broken power law fit to Gnat & Sternberg (2007). When we vary conduction and cooling in our simulations, we label them as $\kappa_n$ and $\Lambda_n$ respectively, where the subscript $n$ denotes a constant prefactor multiplying the fiducial values as stated above. We also label $\sigma_m$ where $m$ is the value of the exponent $\alpha$. (The fiducial simulation is thus $\kappa_1 \Lambda_1 \sigma_0$.)

We calculate ion column densities along sightlines through simulations using Trident (Hummel et al. 2017), which generates synthetic spectra. For simplicity and consistency, we ignore photoionization and instead assume CIE ion fractions from Gnat & Sternberg (2007). Using Trident, we add fields for the ions we are interested in by post-processing snapshots from simulation data. We assume solar metallicity and zero redshift. Lastly, we use pyatomdb (Foster & Heuer 2020) to compute line emissivities.
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3 1D MIXING LAYER MODELS

Why should complex TMLs be amenable to 1D modeling? Here we justify this approach. TMLs can be characterized by their Damköhler number, \( Da = \frac{t_{	ext{turb}}}{t_{	ext{cool}}} \), the ratio of the eddy turnover time of the largest eddies to the cooling time. While \( t_{	ext{cool}} \) is temperature dependent, it has proven useful to evaluate \( Da \) at the temperature of mixed gas, \( T_{\text{mix}} \sim (T_{\text{cold}}T_{\text{hot}})^{1/2} \), which we henceforth assume. TMLs can be either single phase (\( Da < 1 \)), with temperature varying continuously with depth in the interface, or multiphase (\( Da > 1 \)), with the slice-averaged cold gas fraction changing continuously (Tan et al. 2021). If multiphase, the interface has a large scale fractal structure down to the scale of the interface width (Fielding et al. 2020). In both regimes, numerically converged mass entrainment rates do not require the resolution of the Field length or even the interface, only the outer eddy scale of turbulence in cold gas (Tan et al. 2021). This is of order the box size here, and the cold cloud size in driven turbulence (Gronke et al. 2021).

That the temperature distribution of a single phase TML can be reproduced by a 1D model is reasonable. But doing so for a fractal, multiphase TML might appear implausible. It is useful to distinguish between macroscopic and microscopic heat diffusion. Macroscopic heat diffusion (such as turbulence) drives global energy transport, dictating the global structure of the TML and the coarse-grained temperature profile. However, it does not drive actual energy exchange between the two phases; all that changes is the relative amount of hot and cold gas. Changing the fine-grained, thermodynamic temperature – which determines ionic abundances – requires microscopic heat transfer via explicit thermal conduction. Each segment of the fractal interface between hot and cold gas is a locally planar, laminar heat conduction front, whose temperature profile is set by the competition between explicit thermal conduction and cooling. All intermediate temperature gas lies in this interface, which can be modeled in 1D. Since the same universal interface profile holds at every segment of the fractal interface, it sets the temperature PDF. The global structure of the TML is immaterial. In §4, we verify this conjecture by comparing 1D models to 3D simulations.

Thus, if one is to accurately capture this temperature distribution in 3D simulations, then in contrast to mass entrainment, the interface (and hence the Field length) must be resolved. This is currently impossible in large-scale simulations. Moreover, explicit thermal conduction must be included.

3.1 1D Mixing Layers

In a 1D mixing layer, an equilibrium state can be reached between two stable phases with three ingredients: radiative cooling, thermal conduction, and enthalpy advection. In the frame of the front, this gives (Kim & Kim 2013):

\[
\frac{\mathrm{d}}{\mathrm{d}x} \left( \kappa \frac{dT}{dx} \right) = j_x c_p \frac{dT}{dx} + \rho L(T),
\]

where \( j_x = \rho \nu_x \) is the the constant mass flux and \( c_p = \gamma \frac{L}{T} \) is the specific heat at constant pressure. \( \kappa \) is the thermal conductivity and \( \rho L = n^2 \Lambda - n^\Gamma \) is the net cooling rate per unit volume, where \( \Lambda \) is the cooling function and \( \Gamma \) is the heating rate. We assume that \( \rho \nu^2 \ll P \)

Indeed, Tan et al. (2021) showed that the mean, coarse-grained temperature profile \( \bar{T}(x) \approx f_c(x)T_{\text{cold}} + (1 - f_c(x))T_{\text{hot}} \), where \( f_c(x) \) is the spatially varying mass fraction of cold gas, can be reproduced by a mixing length model.

Figure 1. Lower panel: The lilac histogram shows the temperature distribution across the front. Three separate regions are identified where the distribution can be understood by simplifying Eq. (1), with colored curves showing resulting distributions. Upper panel: Corresponding magnitudes of the advection, cooling and conduction terms in Eq. (1).

so pressure is constant, which can be verified in the solutions. Given the boundary conditions \( T_{-\infty} = T_{\text{cold}}, T_{+\infty} = T_{\text{hot}} \) and \( \frac{dT}{dx}_{\pm\infty} = 0 \), we can solve for the equilibrium solution numerically with \( j_x \) as an eigenvalue using the shooting method. We can also integrate Eq. (1) to give us the relationship between \( j_x \) and the surface brightness \( Q \):

\[
j_x = \frac{Q}{c_p (T_{\text{hot}} - T_{\text{cold}})}; \quad Q = -\int_{-\infty}^{\infty} \rho L \, dx.
\]

3.2 Temperature Distribution

For a given front solution \( T(x) \), the volume weighted probability density function (PDF) of the temperature distribution is given by \( \frac{d}{dT} \) multiplied by some normalization factor, henceforth referred to in our plots as just the probability density. In the lower panel of Fig. 1, we show in the shaded lilac histogram the temperature distribution for the solution to Eq. (1) with our fiducial parameters. We consider temperatures in the range from \( 10^4 \) to \( 10^6 \) K, excluding the boundary temperatures themselves. In the upper panel, we show the corresponding magnitudes of the advection, cooling and conduction terms in Eq. (1). Similar to the analysis in McKee & Cowie (1977) for spherical clouds, we identify three separate regions where the distribution can be understood via simplified versions of Eq. (1).

- **Region A**: In the low temperature region, we can see from the upper panel of Fig. 1 that cooling dominates over advection and is balanced by the conduction term. Eq. (1) thus simplifies to

\[
\frac{d}{dx} \left( \kappa \frac{dT}{dx} \right) = \rho L.
\]
Figure 2. Temperature distributions remain unchanged for different values of \( \kappa \), \( \Lambda \) and \( P \) relative to fiducial values. Subscripts denote multiples of the fiducial value. However, changing the metallicity can change the distribution by changing the shape of the cooling curve.

The blue curve in the lower panel shows the temperature distribution of the solution to this simplified equation, in excellent agreement with the actual distribution in this region (normalizations of the colored lines in the lower panel have been adjusted for easy comparison). From Eq. (3), we can define a characteristic length scale known as the Field length (Begelman & McKee 1990),

\[
\lambda_F = \sqrt{\frac{\kappa T}{n^2 \Lambda}}. \tag{4}
\]

- **Region B**: At some intermediate temperature, the cooling and advection terms are equal and the conduction term is zero, hence:

\[
\kappa \frac{dT}{dx} \approx \text{constant}. \tag{5}
\]

This is a single inflection point separating regions A and C.

- **Region C**: In the high temperature region where cooling is weak, the advection term dominates and is balanced by the conduction term. Eq. (1) thus simplifies to

\[
\frac{d}{dx} \left( \kappa \frac{dT}{dx} \right) = j_s c_p \frac{dT}{dx}. \tag{6}
\]

As with Region A, the orange curve in the lower panel of Fig. 1 shows the temperature distribution of the solution to Eq. (6). In fact, for a constant \( \kappa \), we can solve Eq. (6) analytically, which gives an exponential temperature profile with a distribution that scales as \( \lambda_D/(T_{\text{hot}} - T) \), where \( \lambda_D \) is a diffusion length scale:

\[
\lambda_D = \frac{\kappa}{j_s c_p}. \tag{7}
\]

3.3 Length Scales

In regions A and C, the temperature scale heights \( \lambda_F \), \( \lambda_D \) are obtained by balancing conduction against cooling and enthalpy advection respectively (i.e., the second and third term of Eq. (1)). Since there is no net heat flux into the TML (\( \frac{dT}{dx}|_{x=0} = 0 \)), the latter two balance across the front as a whole, i.e. enthalpy advection balances cooling, giving Eq. (2), which gives \( j_s \approx Q \approx (n^2 \Lambda) \lambda \) at a given temperature. Substituting into Eq. (7), this gives \( \lambda_D \approx \sqrt{\kappa_0/(n^2 \Lambda_0)} \approx \lambda_F \), where \( \kappa_0 \) and \( \Lambda_0 \) are constant prefactors multiplying \( \kappa(T) \) and \( \Lambda(T) \), i.e. both the Field length \( \lambda_F \) (Eq. (4)) and the diffusion length \( \lambda_D \) (Eq. (7)) share the same scalings with respect to \( \kappa_0 \), \( \Lambda_0 \) and \( P \approx n \) (at fixed \( T \)). Since varying any of these rescales the solutions in regions A and C identically, the temperature distribution \( \approx dx/dT \) is thus independent of \( \kappa_0 \), \( \Lambda_0 \) and \( P \), unless they change \( Da \) sufficiently to affect the choice of \( \kappa \) (see §3.4). This is verified numerically in Fig. 2, where we show that the distribution remains unchanged whether we vary \( \kappa_0 \), \( \Lambda_0 \) or \( P \). Thus, a change in isobaric cooling time or reduced conduction due to tangled B-fields does not affect the temperature PDF. While changes in the normalization of cooling or conduction processes do not affect the temperature PDF, changes in their temperature dependence (e.g., via metallicity for cooling) do, as we now discuss.

3.4 Non-Constant Conductivity

Consider a temperature dependent conductivity \( \kappa \propto T^\alpha \). What are relevant values of \( \alpha \)? For single phase TMLs (Da < 1), where the coarse-grained and fine-grained temperatures coincide, the temperature PDF is set by turbulent heat diffusion:

- **\( \alpha = -0.5 \)**: Since conductivity and diffusivity \( D \propto \nu L \) are related by \( \kappa = Dpc_p \propto DP/T \), this arises when \( D \propto T^{0.5} \). This is seen in the low Da regime of TMLs, where turbulent diffusion scales with the local sound speed, \( v_{\text{turb}} \propto c_s T^{0.5} \) (see Figure 14 of Tan et al. 2021).

For multiphase TMLs (Da > 1), the temperature PDF is set by microscopic thermal conduction:

- **\( \alpha = 2.5 \)**: Spitzer conductivity. Spitzer (1962) gives the thermal conductivity of an ionized plasma as:

\[
\kappa_{sp} = 5.7 \times 10^{-7} T^{2.5} \text{ erg cm}^{-1} \text{ s}^{-1} \text{ K}^{-1}. \tag{8}
\]

- **\( \alpha = 0 \)**: Constant conductivity. This was assumed in previous simulations of TMLs which included thermal conduction (e.g. Kim & Kim 2013; Tan et al. 2021), largely for numerical reasons.

- **\( \alpha = -1 \)**: Constant diffusivity. This is a good approximation for numerical diffusion \( D_{\text{num}} \propto \nu \Delta x \) in simulations without thermal conduction (e.g. Kwak & Shelton 2010; Ji et al. 2019).

In Fig. 3, we show the corresponding temperature distributions for each \( \alpha \). As \( \alpha \) increases, the temperature scale height and PDF is weighted toward higher temperatures.

3.5 Column Densities and Line Ratios

Given a solution for the temperature profile, we can compute column densities. From the scalings in §3.3, and using \( n_{O vi} = \int n_{O vi} dl \propto n_{O vi} \), we obtain:

\[
\int n_{O vi} dl \propto n_{O vi} \]

Figure 3. Distributions for various values of \( \alpha \). The scaling with temperature gets steeper as \( \alpha \) increases.
\[ N_{OVI} = \ell N_c \left( \frac{\kappa}{10^8 \text{erg cm}^{-1} \text{s}^{-1} \text{K}^{-1}} \right)^{0.5} \left( \frac{\Lambda(T_{OVI})}{10^{21.5} \text{erg cm}^3 \text{s}^{-1} \text{K}^{-1}} \right)^{-0.5} \left( \frac{Z}{Z_\odot} \right)^{\alpha} \]  

where \( N_c \) is a reference column density, \( \kappa \) is the conductivity, \( \Lambda(T_{OVI}) \) is the the cooling function at \( T_{OVI} \sim 3 \times 10^5 \text{ K} \) (where O vi abundance peaks), and \( \ell \) is a correction factor. Similar equations can be written for the other ions as well. Since \( \lambda_{ed} \lambda_D = \sqrt{\kappa / (n^2 \Lambda(T))} \) have the same scalings, the scaling \( N_I \propto \sqrt{\kappa / \Lambda} \) holds whether the ion peaks in region A or C. The value \( N_c \) depends on \( \alpha \). For example, in a turbulent single phase front where \( \alpha = -0.5 \), \( N_c \approx 5.10 \times 10^{11} \text{ cm}^{-2} \), but in a front with just Spitzer conduction where \( \alpha = 2.5 \), \( N_c = 2.1 \times 10^{12} \text{ cm}^{-2} \). \( N_c \) also depends on the shape of the cooling curve (and hence metallicity indirectly).

We include a path length correction factor \( \ell \) to match 3D simulations, since sight-lines that intersect the mixing layer at an angle have longer path lengths. We estimate this to be a factor of \( \sim \sqrt{5} \). This correction factor could also account for a sight-line intersecting the interface multiple times in a fractal TML. However, because the mixing layer does not often ‘wrap around’ on large scales, we find in our 3D simulations that the sightlines usually only intersect the mixing layer 1-2 times. Similarly, a line through the fractal coastline on a map will typically intersect the water-land boundary once.

An important point in applying Eq. (9) is the choice of \( \kappa \). The two candidates are explicit thermal conduction \( \kappa_{\text{cond}} \) and turbulent conduction \( \kappa_{\text{turb}} \). If \( \kappa_{\text{cond}} > \kappa_{\text{turb}} \), then \( \kappa_{\text{cond}} \) should be used. However, if \( \kappa_{\text{cond}} < \kappa_{\text{turb}} \), then we have to consider \( \text{Da} \) of the system. For large \( \text{Da} \) (multiphase), \( \kappa_{\text{cond}} \) should be used, since the width of individual interfaces are governed by explicit thermal conduction. If \( \text{Da} < 1 \) (single phase), they are set by turbulent conduction, and \( \kappa_{\text{turb}} \) should be used instead.

The scalings of Eq. (9) are consistent with those of Equation 30 in Ji et al. (2019). They found that \( N_{OVI} \propto Z^{0.8} \), but with the change in cooling function with metallicity folded in. In the single phase regime that their simulations fall in, \( \kappa_{\text{turb}} = D_{\text{turb}} \rho c_p \propto P \) which then translates to \( N_{OVI} \propto P^{0.5} \), as seen in their simulations.

Similarly, we can also compute a line surface brightness \( Q_I \) as

\[ Q_I = f_i Q_{\text{total}} ; \quad f_i = \frac{\int n^2 \epsilon_i(T) \, dl}{\int n^2 \Lambda(T) \, dl} \]  

where \( \epsilon_i \) is the line emissivity and \( Q_{\text{total}} \) is the total surface brightness modeled in Tan et al. (2021) (which for a fractal interface differs from Eq. 2). For example, using pyAtomdb to compute the emissivity of [O iii] 5008.24 Å, we obtain \( f_i \approx 8.4 \times 10^{-3} \) for \( \alpha = 0 \) and \( f_i \approx 5.2 \times 10^{-3} \) for \( \alpha = -0.5 \).

4 RESULTS

4.1 Temperature PDFs

In Fig. 4, we compare 3D hydrodynamic simulations with 1D models. The distributions are from single snapshots where the mixing layer has fully developed. The following categories are represented:

- **Strong Conduction**: When \( \kappa_{\text{cond}} > \kappa_{\text{turb}} \) (purple line \( \Lambda_1 \kappa_0 \alpha_0 \)), mixing is set by conduction and not by turbulence, and hence the distribution follows the constant \( \kappa \) model (\( \alpha = 0 \), red dashed line).

- **Single Phase**: In the low Da regime, where mixing is faster than cooling, the gas is single phased. Our fiducial setup (\( \Lambda_1 \kappa_1 \alpha_0 \), orange line) lies in this region. Since \( \kappa_{\text{turb}} \) is larger than \( \kappa_{\text{cond}} \) and hence dominates mixing, we expect the distribution to follow the \( \alpha = -0.5 \) model (orange dashed line), as explained in §3.4.

- **Multiphase**: The rest of the simulations have strong cooling (\( \Lambda_{128} \)) and hence lie in the high Da regime. Although \( \kappa_{\text{turb}} \) is larger than \( \kappa_{\text{cond}} \), the multiphase structure of the mixing layer means that the thickness of the interface locally is still set by \( \kappa_{\text{cond}} \). We show simulations for a range of \( \alpha \), including one with no explicit conduction (blue line) which hence only has numerical diffusivity (\( \alpha = -1 \), blue dashed line). The simulation with a Spitzer scaling (pink line) differs from the \( \alpha = 2.5 \) model for \( T < 3 \times 10^8 \text{ K} \). This is because the Field length at lower temperatures is unresolved, as we now discuss.

4.2 Resolution

What resolution is required for convergence? It is usually thought that one needs to resolve the Field length \( \lambda_F \) (e.g. see Figure 7 of Kim & Kim 2013). Our results are consistent with this. In our highest resolution simulations, we are just able to resolve the smallest \( \lambda_F \) with fiducial cooling (\( \Lambda_1 \)). However, in simulations with strong cooling (\( \Lambda_{128} \)), the Field length \( \lambda_F \) of gas below \( T = 5 \times 10^5 \text{ K} \) remains unresolved. As a result, we see in Fig. 4 that these simulations all show a dip at \( \sim 2 \times 10^5 \text{ K} \), where \( \lambda_F \) is the smallest. In resolution tests, this feature becomes more prominent as we lower the resolution. However, if the lines we are interested in only trace gas at \( T > 10^5 \text{ K} \) then it is sufficient to just have enough resolution to resolve \( \lambda_F \) at \( 10^5 \text{ K} \). The lowest resolution simulation also shows a drop at higher temperatures, as numerical diffusion starts to dominate over thermal conduction. This can also be seen in the simulation with Spitzer conductivity (pink line in Fig. 4), where the distribution switches over from the expected model to the one with numerical diffusion at lower temperatures where the Spitzer conductivity is small.
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4.3 Column Densities and Line Ratios

Finally, we use Trident to compute column densities along sightlines through the mixing layer simulations. We run a hundred sightlines through the mixing layer in the simulation, randomly initializing the start and end points of the sightlines on the sides of the box each time. These column densities are then summed. While there can be a large variation in column densities along a single sightline, this is greatly reduced when passing through many mixing layers, as required to match observed column densities. To estimate the variance, we repeat this process 75 times over several time snapshots.

The average column densities per mixing layer are plotted in Fig. 5 for the fiducial setup ($\Lambda_1$, single phase) and one with much stronger cooling ($\Lambda_{128}$, multiphase). Each setup is also compared to the model predictions from §3 with $\ell = \sqrt{2}$. For the $\alpha = -0.5$ model, we used $\kappa_{\text{turb}} = 10^7$ erg cm$^{-1}$ s$^{-1}$ K$^{-1} (T/10^4$ K)$^{-0.5}$ from Figure 14 of Tan et al. (2021). The models and simulations are in good agreement. This implies that the number of interface intersections per mixing layer in the multiphase regime is of order unity.

We show the corresponding model and simulation line ratios in Fig. 6. Observational values for the Milky Way were obtained from Wakker et al. (2012) and are also shown for comparison. We find that the single phase TML model is a good match with the observations, consistent with the 2D simulations of Kwak & Shelton (2010). While the multiphase TML simulation is also a good match, the constant conductivity used therein is not physically motivated, unless conduction is saturated (Cowie & McKee 1977). Assuming a Spitzer conductivity (pink hollow circles) instead leads to predictions which differ significantly. Such potential constraints on $\text{Da} = t_{\text{turb}}/t_{\text{cool}} < 1$ are interesting, particularly if one of these timescales can be independently estimated.

We also estimate line emission from the simulations above using pyatomdb and compare with Eq. 10. For [O vi] 5008.24 Å, we find $Q_i \sim 4 \times 10^{-10}$ erg cm$^{-2}$ s$^{-1}$ and $Q_i \sim 4.5 \times 10^{-9}$ erg cm$^{-2}$ s$^{-1}$ for $\Lambda_1$ and $\Lambda_{128}$ respectively. While these values are around a factor of 2 higher than the model values, the difference mostly comes from post-processing the line emission rather than tracking total emission in the simulations over a timestep as done for $Q_{\text{total}}$.

5 DISCUSSION

We have found that the thermodynamic temperature distribution in TMLs depends only on the local rather than global front structure. As shown in Fielding et al. (2020) and Tan et al. (2021), the global structure is set by turbulence, which can significantly deform the front in the fast cooling limit, leading to a complicated fractal structure. The interaction between turbulence and cooling sets the overall surface brightness and mass entrainment rate. It is not sensitive to the details of thermal diffusion, and only requires the outer eddy scale to be resolved. However, the local front structure is set by balance between radiative cooling, advection, and thermal diffusion (conduction, turbulence), requiring much smaller scales such as the Field length to be resolved. Fortunately, the temperature PDFs, column densities and line ratios in converged 3D simulations are surprisingly well matched by simple 1D models of local front structure. This is good news, because resolving the local front structure is currently impossible in larger galaxy scale simulations. Instead, the model in this Letter can be inserted as a subgrid prescription, when calculating the contribution of TMLs to line emission or absorption.

We regard this as significant progress. At the same time, there are refinements we have ignored, which we leave to future work. Some of these include:

- Photoionization; Non-equilibrium Ionization (NEI). The effects of photoionization and NEI were studied in 3D simulations by Ji et al. (2019). They have two effects: (i) the gas is over-ionized compared to CIE expectations, and thus has larger line column densities (typically by a factor of a few). (ii) Decreased radiative cooling efficiency due to over-ionization; leading to thicker mixing layers and larger column densities, although in practice this is a minor effect. Both of these effects can be captured in our analytic model, by altering the temperature dependence of the ionization fraction $x_i(T)$ and cooling function $\Lambda(T)$, as a function of radiation field (Wiersma et al. 2009) or cooling history Gnat & Sternberg (2007), using lookup tables.

- Multiple clouds; Kinematic Structure. To account for the observations, a line of sight has to pass through $\sim 100$–1000 mixing layers; which is conceivable if the cold gas has a ‘fog-like’ structure (McCourt et al. 2018; Gronke & Oh 2020b). Cold gas in a turbulent medium acquires a wide-ranging, almost scale-free range of sizes, but the covering fraction is dominated by small cloudlets (Gronke et al. 2021). Our analytic model enables us to assign column densities and line ratios for these cloudlets, while kinematic structure due to turbulence can be obtained from the simulation.

- Nonthermal Forces. Our simulations are purely hydrodynamic. B-fields can suppress the Kelvin-Helmholtz instability, significantly reduce mass entrainment rates and column densities Ji et al. (2019).
Non-thermal pressure support from cosmic-rays has similar effects (Tan et al 2021, in preparation).

- **Metallicity and Dust Depletion.** We have assumed solar and equal cold/hot gas metallicities/abundances. The first assumption is easily modified. The second can be handled by modeling the relative cold/hot gas fraction in the mixing layer.

- **Anisotropic Conduction.** In our simulations, we only model isotropic conduction. Anisotropic conduction along tangled B-fields potentially implies a reduction in $\kappa$. As long as $\kappa(T)$ can be calibrated from high resolution simulations, it can be used in our 1D model.
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