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Abstract. A trust-region filter-SQP method for mathematical programs with linear complementarity constraints (MPLCCs) is presented. The method is similar to that proposed by Liu, Perakis and Sun [Computational Optimization and Applications, 34, 5-33, 2006] but it solves the trust-region quadratic programming subproblems at each iteration and uses the filter technique to promote the global convergence. As a result, the method here is more robust since it admits the use of Lagrangian Hessian information and its performance is not affected by any penalty parameter. The preliminary numerical results on test problems generated by the QPECgen generator show that the presented method is effective.

1. Introduction. We consider to solve the following mathematical program with linear complementarity constraints (MPLCC):

\[
\begin{align*}
\min & \quad f(x, y) \\
\text{s.t.} \quad & \quad Cx + Dy \leq r, \quad \quad (P) \\
& \quad Ax + By = b, \\
& \quad Nx + My - w = q, \\
& \quad 0 \leq w \perp y \geq 0,
\end{align*}
\]

where \( f : \mathbb{R}^{n+m} \to \mathbb{R} \) is a twice continuously differentiable real-valued function, \( C \in \mathbb{R}^{l \times n}, D \in \mathbb{R}^{l \times m}, A \in \mathbb{R}^{p \times n}, B \in \mathbb{R}^{p \times m}, N \in \mathbb{R}^{m \times n}, M \in \mathbb{R}^{m \times m} \) are given matrices, and \( r \in \mathbb{R}^l, b \in \mathbb{R}^p, q \in \mathbb{R}^m \) are given vectors.
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Mathematical programs with equilibrium constraints (MPEC) has extensive applications in practical areas such as traffic control, engineering design and economic modeling, e.g., see [21]. It is known to be a class of very difficult optimization problems. In recent years, there have been many works dealing with MPEC. Among these papers, some considered the existence and stationarity of its solution (see [8, 24]), and some others proposed algorithms for MPEC, see, for example, [1, 8, 19, 25].

As a special and simple case of MPEC, MPLCC has also attracted some attentions of optimization researchers. By reformulating the complementarity constraints into a system of semismooth equations, Fukushima et. al. [7] presented a sequential quadratic programming (SQP) algorithm for MPLCC. In Fukushima and Pang [8], the feasibility issues on the subproblems in SQP for MPLCC were studied. Fukushima and Tseng [9] proposed an active-set algorithm for MPLCC. Very recently, a primal-dual active set projected Newton method for MPLCC was studied by Chen and Goldfarb [2]. Some works for mathematical programs with complementarity constraints (MPCC), such as [14, 17, 22, 24], may also apply to solve MPLCC.

Based on an inequality relaxation of the complementarity constraints, Liu et. al. [18] presented a robust SQP algorithm for MPLCC. The algorithm has some interesting features, such as, the feasibility of the problem is not required in advance, all subproblems are feasible, and convergence results do not rely on the MPEC-LICQ or the nondegeneracy conditions.

In order to avoid the practical difficulties associated with the setting of the penalty parameter, Fletcher and Leyffer [4] introduced the filter technique for globalizing methods for nonlinear programming, and showed numerically that a trust-region SQP algorithm with the technique performed very promising. Till now, many filter methods for solving nonlinear programming problems have been developed in literature [3, 5, 10, 26, 27, 28]. Thus, it is a natural consideration to try to develop some effective filter methods for MPEC or MPCC. Actually, a filter method for MPEC has been developed by Leyffer and Munson [16] which solves two subproblems in each iteration, one is a linear program with equilibrium constraints (LPEC) and the other is an equality constrained quadratic program (EQP). The global convergence is obtained through the use of a three-dimensional filter. Long et. al. [20] present a projection-filter method for MPCC.

In this paper, we try to solve MPLCC with filter technique. A trust-region filter-SQP method for MPLCC is then proposed. The method is similar to that proposed by Liu et. al. [18] but it solves the trust-region quadratic programming subproblems at each iteration and uses the filter technique to promote the global convergence. Some numerical results are reported and compared with those in [18] and show that the new algorithm for MPLCC performs well especially for the test problems with non-quadratic objective functions.

The superscript $k$ indicates that $z^k$ is generated in $k$th iteration and so forth. The subscript $i$ means that $z_i$ is the $i$th component of $z$ and $C_i$ the $i$th row of the matrix $C$. For simplicity, sometimes we use $c_i(z)$ and $a_i(z)$ to denote the value and the gradient of the $i$th constraint at $z$. The sets $E$, $I$ and $C$ are the index sets of equality constraints, inequality constraints and complementarity constraints, respectively. We refer $N^*$ to the neighborhood of $z^*$. 
The paper is organized as follows. In Section 2, we describe the trust-region filter-SQP algorithm. The global convergence of the algorithm is proved in Section 3 and the preliminary numerical results are reported in the last section.

2. The new trust-region filter-SQP algorithm. Consider the inequality relaxation problem of (P):

$$\min_{(N(\tau))} f(x, y) \quad \text{s.t.} \quad Cx + Dy \leq r,$$

(6)

$$Ax + By = b,$$

(7)

$$Nx + My - w = q,$$

(8)

$$y \geq 0,$$

(9)

$$w \geq 0,$$

(10)

$$y \circ w \leq \tau e,$$

(11)

where $\tau \geq 0$ is a relaxation parameter, $e = (1 \ldots 1)^T$. It is different from problem (P) in that the complementarity constraints of (P) are relaxed by inequalities (12).

Some works, e.g., [15, 18, 24], have studied the above relaxation problem and have discussed the behavior of the sequence of stationary points of $N(\tau)$ as $\tau \to 0$. In this paper, we attempt to solve the problem with filter technique.

The algorithm is iterative. Let $z^k = (x^k, y^k, w^k)$ be the current iteration point satisfying all linear and nonnegative constraints of the original problem and $\delta^k$ be the current trust region radius. The trust-region quadratic programming subproblem in our algorithm denoted by $QP(z^k, \tau^k, \delta^k)$ is as follows.

$$\min_{(QP(z^k, \tau^k, \delta^k))} q(d) = (g^k)^T \begin{pmatrix} dx \\ dy \end{pmatrix} + \frac{1}{2} \begin{pmatrix} dx^T & dy^T & dw^T \end{pmatrix} H^k \begin{pmatrix} dx \\ dy \\ dw \end{pmatrix},$$

(13)

$$Cdx + Ddy \leq r - Cx^k - Dy^k,$$

(14)

$$Adx + Bdy = 0,$$

(15)

$$Ndx + Mdy - dw = 0,$$

(16)

$$dy \geq -y^k,$$

(17)

$$dw \geq -w^k,$$

(18)

$$Y^k dw + W^k dy \leq \tau^k e - W^k Y^k e,$$

(19)

$$\|d\|_{\infty} \leq \delta^k,$$

(20)

where $g^k = \nabla f(x^k, y^k)$, $H^k$ can be the Lagrangian Hessian at $z^k$ or its approximation. $W^k = \text{diag}(w^k_1, \ldots, w^k_m)$, $Y^k = \text{diag}(y^k_1, \ldots, y^k_m)$. We use the $l_{\infty}$-norm instead of the usual $l_2$-norm here for easy computation. For simplicity, we set $d = (dx, dy, dw)$.

It is noted that, if $z^k$ is a feasible point of problem (6)–(12), then problem (13)–(20) is feasible since $d = 0$ satisfies all the constraints of the problem. Then the solution $d$ can be found. Filter technique is used in the algorithm to decide whether to accept $z^k + d$ as the new iteration point or not.

When $z^k$ is not feasible for problem (6)–(12), which may result in that the subproblem (13)–(20) is inconsistent. If this happens, we employ a restoration phase to find $d$ such that $z^k + d$ is acceptable to the filter and to $z^k$ (see Definition 2.2), then $z^k + d$ will be taken as the new iteration point $z^{k+1}$. 😊
Let $\mathcal{G} = \{(x, y, w)|Cx + Dy \leq r, Ax + By = b, Nx + My - w = q, y \geq 0, w \geq 0\} \neq \emptyset$. For any point $z^k \in \mathcal{G}$, we define

$$f^k := f(x^k, y^k),$$  \hspace{1cm} (21)

$$\bar{h}^k := \bar{h}(z^k) = \|(w^k \circ y^k - \tau^k \varepsilon)_+\|_1 = \sum_{i=1}^{m}(w^k_i y^k_i - \tau^k)_+, \hspace{1cm} (22)$$

$$h^k := h(z^k) = \|(w^k \circ y^k - \tau^k \varepsilon)_+\|_1 = \sum_{i=1}^{m}(w^k_i y^k_i - \tau^k - 1)_+, \hspace{1cm} (23)$$

where $(t)_+ = \max\{0, t\}$ and we let $h^0 := \bar{h}^0$.

**Definition 2.1.** A pair $(f^k, h^k)$ is said to dominate the pair $(f^l, h^l)$ if and only if $f^k < f^l$ and $h^k < h^l$.

Let $F^k$ denote the filter at the $k$th iteration, which means that $F^k$ is a subset of $\{(f^i, h^i)|i = 0, 1, \ldots, k\}$ in which no pair dominates any other one. Let $\mathcal{F}^k = \{j|j < k, (f^j, h^j) \in F^k\}$ and $\pi^k = \min_{i \in \mathcal{F}^k}\{h^k\}$. The following definition is necessary to promote the global convergence of the filter method.

**Definition 2.2.** A pair $(f(z), h(z))$ is acceptable to $(f^k, h^k)$ if

$$f(z) + \gamma h(z) \leq f^k \text{ or } h(z) \leq \beta h^k,$$  \hspace{1cm} (24)

where $\beta$ and $\gamma$ are prescribed parameters such that $0 < \gamma < \beta < 1$. In practice, $\beta$ is generally selected to be close to 1 and $\gamma$ close to 0. We also say that $z$ is acceptable to $z^k$.

**Definition 2.3.** A pair $(f, h)$ is acceptable to the filter $F^k$ if

$$f + \gamma h \leq f^j \text{ or } h \leq \beta h^j,$$  \hspace{1cm} (25)

for all $j \in \mathcal{F}^k$.

Since our method is a trust region method, we need to calculate the predicted reduction $\Delta q$ and the actual reduction $\Delta f$, where

$$\Delta q = q(0) - q(d), \hspace{1cm} \Delta f = f(x, y) - f(x + dx, y + dy), \hspace{1cm} (26)$$

and set $\eta = \Delta f/\Delta q$, which is the ratio of the actual change to the predicted change in $q(d)$. If $d$ satisfies sufficient descent conditions: $\Delta f \geq \sigma \Delta q > 0$, where $\sigma \geq 0$ is some constant, the resulting iteration is called an f-type iteration. If $\Delta q \leq 0$ or the subproblem is inconsistent, the purpose of the iteration is to reduce $h$ and we refer the generated iteration as an h-type iteration.

Now we introduce the restoration phase. If $z^k$ is infeasible, $\tilde{h}^k > 0$, then it is possible that some constraints in (19) fail to be satisfied. In other words, $QP(z^k, \tau^k, \delta^k)$ is inconsistent. In this situation, the algorithm needs to enter the restoration phase to look for a $d$ with the minimum violation on (19). The restoration techniques are motivated by [18]. We solve the problem $A(z^k, \tau^k, \delta^k)$ to get an approximation
solution with minimum violation for the relaxed constraints:

\[
\min \; \| (W^k d_y + Y^k d_w + W^k Y^k e - \tau^k e)_+ \|_1 \quad (27)
\]

\[
\text{s.t.} \quad C dx + D dy \leq r - C x^k - D y^k, \quad (28)
\]

\[
(A(z^k, \tau^k, \delta^k))\]

\[
Adx + B dy = 0, \quad (29)
\]

\[
N dx + M dy - dw = 0, \quad (30)
\]

\[
dy \geq -y^k, \; dw \geq -w^k, \quad (31)
\]

\[
\| d \|_\infty \leq \chi \delta^k, \quad (32)
\]

where \( \chi \in (0, 1) \) is a constant. By introducing some additional variables \( v \in \mathbb{R}^m \), the above problem can be equivalently transformed to the following linear program \( B(z^k, \tau^k, \delta^k) \):

\[
\min \; e^T v \quad (33)
\]

\[
\text{s.t.} \quad C dx + D dy \leq r - C x^k - D y^k, \quad (34)
\]

\[
(B(z^k, \tau^k, \delta^k))\]

\[
Adx + B dy = 0, \quad (35)
\]

\[
N dx + M dy - dw = 0, \quad (36)
\]

\[
dy \geq -y^k, \; dw \geq -w^k, \; v \geq 0, \quad (37)
\]

\[
W^k d_y + Y^k d_w + W^k Y^k e - \tau^k e - v \leq 0, \quad (38)
\]

\[
\| d \|_\infty \leq \chi \delta^k. \quad (39)
\]

We should notice that \( B(z^k, \tau^k, \delta^k) \) is always consistent because \( z^k \) satisfies the linear constraints and \( (d, v) = (0, (W^k Y^k e - \tau^k e)_+) \) is a feasible solution. Thus, a solution \( (\tilde{d}^k, \tilde{v}^k) \) with \( \tilde{d}^k = (\tilde{d}^k x, \tilde{d}^k y, \tilde{d}^k w) \) can be easily obtained by solving \( B(z^k, \tau^k, \delta^k) \).

In the restoration phase, the following modified quadratic programming problem \( MQP(z^k, \tau^k, \delta^k) \) is solved:

\[
\min \; q(d) = (g^k)^T \begin{pmatrix} dx \\ dy \end{pmatrix} + \frac{1}{2} \begin{pmatrix} dx^T & dy^T & dw^T \end{pmatrix} H^k \begin{pmatrix} dx \\ dy \\ dw \end{pmatrix} \quad (40)
\]

\[
\text{s.t.} \quad C dx + D dy \leq r - C x^k - D y^k, \quad (41)
\]

\[
(MQP(z^k, \tau^k, \delta^k))\]

\[
Adx + B dy = 0, \quad (42)
\]

\[
N dx + M dy - dw = 0, \quad (43)
\]

\[
dy \geq -y^k, \quad (44)
\]

\[
dw \geq -w^k, \quad (45)
\]

\[
Y^k d_w + W^k d_y \leq W^k \tilde{d}^k_y + Y^k \tilde{d}^k w, \quad (46)
\]

\[
\| d \|_\infty \leq \delta^k. \quad (47)
\]

The above subproblem \( MQP(z^k, \tau^k, \delta^k) \) is always feasible since \( \tilde{d}^k \) is a feasible solution. We denote the solution to \( MQP(z^k, \tau^k, \delta^k) \) by \( \tilde{d}^k = (\tilde{d}^k x, \tilde{d}^k y, \tilde{d}^k w) \). It can be proved that, if \( \| \tilde{v}^k \|_1 - \tilde{h}^k \neq 0 \), it must give rise to that \( z^k + \tilde{d}^k \) is acceptable to the filter and \( z^k \) (See Lemma 3.8) as long as the trust region radius is small enough.

Now we are ready to present the trust-region filter-SQP algorithm as follows.
Algorithm 2.4. The trust-region filter-SQP algorithm

Step 0 Initialization. Given $\chi \in (0, 1)$, $\sigma \in (0, 1)$, $\xi \in (0, 1)$, $\epsilon > 0$, $0 < \gamma < \beta < 1$, $\tau^0, H^0, \xi^0 \in [\tilde{a}, \tilde{b}]$. Given $z^0 \in G$, $f^0 = f(z^0)$, $h^0 = \hat{h}^0$, $F^0 = \{-\infty, u\}$, where $u$ is a large scalar such that $h^0 \leq \beta u$. Set $k = 0$;

Step 1 (Normal phase) Solve $QP(z^k, \tau^k, \delta^k)$ for a step $d^k$. If $d^k = 0$, then

$$f^{k+1} = f^k, h^{k+1} = h^k, z^{k+1} = z^k, \delta^{k+1} = \delta^k$$

and go to Step 3; else if $QP(z^k, \tau^k, \delta^k)$ has no solution (h-type iteration), go to Step 4;

Step 2 Let $f = f(z^k + d^k)$, $h = h(z^k + d^k)$. If $(f, h)$ is acceptable to $F^k$ and $(f^k, h^k)$, then

- if $\Delta q \leq 0$, add $(f^k, h^k)$ into $F^k$ and remove the pairs in $F^k$ dominated by $(f^k, h^k)$, set $\delta^{k+1} = \delta^k$; (h-type iteration)
- else if $\Delta q > 0$ and $\eta \geq \sigma$, set $\delta^{k+1} = 2\delta^k$; (f-type iteration)
- else set $\delta^k = 0.5\delta^k$ and go to Step 1;

$$f^{k+1} = f, h^{k+1} = h, z^{k+1} = z^k + d^k;$$

else set $\delta^k = 0.5\delta^k$ and go to Step 1;

end.

Step 3 If $\tau^k \leq \epsilon$ and $\|d^k\| \leq \epsilon$ and either $\hat{h}^k \leq \epsilon$ or $\hat{h}^k - \|\hat{v}^k\|_1 = 0$, or $\|y^\phi \odot w^k\|_\infty \leq \epsilon$ and $\|d^k\| \leq \epsilon$ and $\hat{h}^k \leq \epsilon$, we terminate the algorithm. Otherwise, if $\tau^k > \epsilon$, set $\tau^{k+1} = \xi \tau^k$, else set $\tau^{k+1} = \tau^k$. Update $H^k$ to $H^{k+1}$. Let $k = k + 1$, and go to Step 1;

Step 4 (Restoration phase) Solve $B(z^k, \tau^k, \delta^k)$ for $(\hat{d}^k, \hat{v}^k)$. If $\hat{h}^k - \|\hat{v}^k\|_1 = 0$, reset $\delta^{k+1} \in [\delta, \tilde{\delta}]$, set $z^{k+1} = z^k + \hat{d}^k$, $f^{k+1} = f(z^{k+1})$, $h^{k+1} = h(z^{k+1})$ and go to Step 3; else solve $MPQ(z^k, \tau^k, \delta^k)$ for $\hat{d}^k$, if $z^k + \hat{d}^k$ is acceptable to $F^k$ and $z^k$, set $z^{k+1} = z^k + \hat{d}^k$, $f^{k+1} = f(z^{k+1})$, $h^{k+1} = h(z^{k+1})$, update $H^k$ to $H^{k+1}$, let $k = k + 1$ and go to Step 1, else set $\delta^k = 0.5\delta^k$ and go to Step 4.

As the algorithm enters into the restoration phase, $\hat{d}^k$ and $\hat{v}^k$ are generated. If $\hat{h}^k - ||\hat{v}^k||_1 = 0$, then update $\tau^k$ and go to the normal phase. Otherwise, $\hat{v}^k$ would be decreased till we find a $\hat{d}^k$ such that $z^k + \hat{d}^k$ is acceptable to $F^k$ and $z^k$.

In this algorithm, the point $z^k$ is included in the filter at the end of the iteration if and only if that iteration is an h-type iteration. Hence, $h^j > 0$, $j \in F^k$ and $\pi^k > 0$.

If $\hat{h}^j = 0$, an f-type iteration would be derived. We can see that, if $\hat{h}^j = 0$, and $z^j$ is not a KKT point then $\Delta q > 0$ holds. Thus, if $\hat{h}^j = 0$, the resulting iteration is an f-type iteration and $z^j$ is not added into the filter.

3. Global convergence. For proving the global convergence of the algorithm, we need the following standard assumptions:

Assumption

(1) All the trial points $z$ in the algorithm lie in a non-empty close and bounded set $Z$.

(2) There exists an $M > 0$ such that $\|H^k\|_2 \leq M$ for all $k$.

For any feasible point $z = (x, y, w)$ and any relaxation parameter $\tau$, define the index sets

$$A_1(z) = \{i \mid C_i x + D_i y = r_i\},$$

$$A_0(z) = \{i \mid y_i = 0\},$$

$$A_w(z) = \{i \mid w_i = 0\},$$

(48) (49) (50)
\[ D(z) = A_y(z) \cap A_w(z), \]  
\[ A_{y^+}(z) = \{i \mid y_i = 0, \, w_i > 0\}, \]  
\[ A_{w^+}(z) = \{i \mid w_i = 0, \, y_i > 0\}, \]  
\[ A_C(z, \tau) = \{i \mid w_i y_i = \tau\}, \]  
and \( D^* = D(z^*) \).

The MPEC-MFCQ plays an important role in proving the global convergence of algorithms for MPEC.

**Definition 3.1.** (MPEC-MFCQ) For the MPLCC \((P)\), we say that the MPEC-MFCQ holds at \(z^*\) if, for every partition \((D_y, D_w)\) of \(D^*\), that is, \(D_y \cap D_w = \emptyset\) and \(D_y \cup D_w = D^*\), the standard nonlinear programming defined as

\[
\min f(x, y) \quad (55)
\]

\[
s.t. \quad Cx + Dy \leq r, \quad (56)
\]

\[
Ax + By = b, \quad (57)
\]

\[
Nx + My - w = q, \quad (58)
\]

\[
y_i = 0, \quad w_i \geq 0, \forall i \in A_{y^+}, \quad (59)
\]

\[
y_i \geq 0, \quad w_i = 0, \forall i \in A_{w^+}, \quad (60)
\]

\[
y_i = 0, \quad w_i \geq 0, \forall i \in D_y, \quad (61)
\]

\[
y_i \geq 0, \quad w_i = 0, \forall i \in D_w. \quad (62)
\]

satisfies MFCQ.

**Proposition 1.** Let \(z^*\) solve the MPLCC \((P)\), and assume that \((P)\) satisfies MPEC-MFCQ at \(z^*\). Then we have the following results:

1. \(z^*\) is a feasible point of \((P)\).
2. For every partition \((D_y, D_w)\) of \(D^*\), the system

\[
g^T d < 0, \quad (63)
\]

\[
\alpha_i^{y^+} d < 0 \forall i \in A_f, \quad (64)
\]

\[
\alpha_i^{w^+} d < 0 \forall i \in E, \quad (65)
\]

\[
d y_i = 0 \forall i \in A_{y^+}, \quad (66)
\]

\[
d w_i = 0 \forall i \in A_{w^+}, \quad (67)
\]

\[
d y_i = 0 \text{ and } d w_i > 0 \forall i \in D_y, \quad (68)
\]

\[
d y_i > 0 \text{ and } d w_i = 0 \forall i \in D_w. \quad (69)
\]

is inconsistent, that is, its set of solutions is empty.

**Proof.** It can be proved similar to Proposition 4.2 in [16]. \qed

Lemmas 3.2–3.3 and Corollary 1 have been proved in [6] (see Lemmas 1–2 and the Corollary in [6]). These results are important and still hold for our algorithm for MPLCC. We state them again here for reader’s convenience.

**Lemma 3.2.** Consider sequences \(\{f^k\}, \{h^k\}\) with \(h^k \geq 0\) for all \(k\) and \(\{f^k\}\) being monotonically decreasing and bounded below. Constants \(\beta\) and \(\gamma\) satisfy \(0 < \gamma < \beta < 1\). If for all \(k\), either \(f^{k+1} + \gamma h^{k+1} \leq f^k\) or \(h^{k+1} \leq \beta h^k\), then \(h^k \to 0\).

**Corollary 1.** Consider an infinite sequence of iterations on which \((f^k, h^k)\) is added into the filter, and for which \(h^k > 0\), \(\{f^k\}\) is bounded below. Then \(h^k \to 0\).
Lemma 3.3. Suppose that \( \phi(\alpha) (\mathcal{R} \to \mathcal{R}) \) is a quadratic function on the interval \( \alpha \in [0, 1] \), \( \phi'(0) < 0 \). A necessary and sufficient condition for the minimizer of \( \phi(\alpha) \) to be at \( \alpha = 1 \) is \( \phi'(0) + \phi'' \leq 0 \). Thus, \( \phi(0) - \phi(1) \geq -\frac{1}{2} \phi'(0) \).

Lemma 3.4. Let the standard assumptions hold, and let \( d \neq 0 \) be a feasible point of \( QP(z^k, \tau^k, \delta) \). Then it follows that \( \Delta f \geq \Delta q - (n + 2m)\delta^2 M, \ h(z^k + d) \leq m\delta^2 \).

Proof. We can obtain the results from Lemma 3 in [6] due to \( QP \) of Lemma 3.4. Let \( d \) solves \( QP(z^k, \tau^k, \delta) \) with \( \delta \leq \sqrt{\frac{2\pi^k}{m}} \), where \( \pi^k = \min_{j \in \mathcal{A}} \{ h^j \} \).

LEMMA 3.5. Let standard assumptions hold. If \( d \) is acceptable to the filter if \( \delta \leq \sqrt{\frac{2\pi^k}{m}} \), then \( z^k + d \) is a direct consequence from Lemma 3.4 and \( h(z^k + d) \leq \beta \pi^k \).

Proof. It is a direct consequence from Lemma 3.4 and \( h(z^k + d) \leq \beta \pi^k \).

Lemma 3.6. Let standard assumptions hold. If \( z^* \) is a feasible point of \( (P) \) but not an optimal point, the MPEC-MFCQ holds at \( z^* \), then there exists a neighborhood \( \mathcal{N}^* \) of \( z^* \) and a constant \( \epsilon \) such that, for any \( z \in \mathcal{N}^* \cap \mathcal{Z} \), \( QP(z, \tau, \delta) \) has a feasible solution \( d \) which is an f-type step and satisfies

\[
\Delta q \geq \frac{1}{2} \delta \epsilon, \quad \Delta f \geq \gamma h(z + d)
\]

for all \( \delta \leq \kappa \), where \( \kappa \) is a constant related to \( z \), and \( \tau > \| w \circ y \|_\infty \).

Proof. Since \( z^* \) is feasible point of \( (P) \) and is not optimal, at which MPEC-MFCQ holds, by Definition 3.1 and Proposition 1, there exist \( d \) with \( \| d \| = 1 \) and a partition \((\mathcal{D}_y, \mathcal{D}_w) \) of \( \mathcal{D}^* \) such that (63)–(69) hold. By the continuity, there exists a neighborhood \( \mathcal{N}^* \) of \( z^* \) and \( \epsilon > 0 \) such that

\[
g^T d < -\epsilon, \quad a_i^T d < -\epsilon \forall i \in \mathcal{A}^*_i, \quad a_i^T d = 0 \forall i \in \mathcal{E}, \quad dy_i = 0 \forall i \in \mathcal{A}^*_{y^+}, \quad dw_i = 0 \forall i \in \mathcal{A}^*_{w^+}, \quad dy_i = 0 \text{ and } dw_i \geq \epsilon \forall i \in \mathcal{D}_y, \quad dy_i \geq \epsilon \text{ and } dw_i = 0 \forall i \in \mathcal{D}_w.
\]

where \( g \) is evaluated for any \( z \in \mathcal{N}^* \cap \mathcal{G} \) and \( a_i \) is a constant vector because (56)–(58) is linear.

Part A: Let \( d_\alpha = \alpha d \), where \( \alpha \in [0, 1] \). Thus, \( \| d_\alpha \|_\infty \leq \delta \), that is, \( d_\alpha \) satisfies the trust region constraint of \( QP(z, \tau, \delta) \). For \( i \in \mathcal{E} \), since \( z \in \mathcal{N}^* \cap \mathcal{G} \), \( c_i(z) = 0 \). \( c_i(z) + d_\alpha^T a_i = c_i(z) + \alpha d^T a_i = 0 \), so \( d_\alpha \) satisfies the equality constraints (15)–(16) of \( QP(z, \tau, \delta) \).
Now let us look at the inactive inequality constraints \( i \notin A_f \). By the continuity of \( c_i \) and the boundedness of \( a_i \), there exist constants \( \bar{c}_1 \) and \( \bar{a} \) such that \( c_i(z) \leq \bar{c}_1 \) and \( a_i^T d \leq \bar{a} \),

\[
c_i(z) + a_i^T d_a \leq -\bar{c}_1 + \alpha \bar{a} d_a^T d \leq -\bar{c}_1 + \alpha \bar{a} \leq 0 \quad \text{for } \delta \leq \bar{c}_1 / \alpha \bar{a}.
\]

For active inequality constraints \( i \in A_f \), \( z \in N^* \cap G \), \( c_i(z) \leq 0 \)

\[
c_i(z) + a_i^T d_a = c_i(z) + \alpha a_i^T d \leq c_i(z) + \alpha \delta(-\epsilon) < 0 \quad \text{for } \delta \geq 0.
\]

Inequalities (17)–(18) could be handled by the same arguments as above.

Next we consider the relaxed constraint (19) of \( QP(z, \tau, \delta) \). Notice that \( d_a = (\alpha \delta dx, \alpha \delta dy, \alpha \delta dw) \). For \( i \in D_w \), because \( \|d\| = 1 \) and \( \alpha \in [0,1] \),

\[
w_i \alpha \delta dy_i + y_i \alpha \delta dw_i + w_i y_i - \tau
\]

\[
= \begin{cases} 
-\tau \leq 0, & \text{if } w_i = y_i = 0, \\
y_i \alpha \delta dw_i - \tau \leq 0, & \text{if } w_i = 0, y_i \neq 0, \text{ for } \delta \leq \frac{\tau}{y_i}, \\
-\tau \leq 0, & \text{if } y_i = 0, w_i \neq 0, \\
y_i \alpha \delta dw_i + w_i y_i - \tau \leq 0, & \text{if } w_i > 0, y_i > 0, \text{ for } \delta \leq \frac{-w_i y_i}{y_i}.
\end{cases}
\]

(78)

So \( d_a \) satisfies (19) of \( QP(z, \tau, \delta) \) if

\[
\delta \leq \min \left\{ \frac{\tau}{y_i}, \frac{\tau - w_i y_i}{y_i} \right\} = \frac{\tau - w_i y_i}{y_i}.
\]

Similar results can be obtained for \( i \in D_w \), \( i \in A_{w^*} \) and \( i \in A_{y^*} \),

\[
\delta \leq \frac{\tau - w_i y_i}{w_i}, \quad \text{for } i \in D_w, A_{w^*},
\]

\[
\delta \leq \frac{\tau - w_i y_i}{y_i}, \quad \text{for } i \in A_{y^*}.
\]

To sum up, \( QP(z, \tau, \delta) \) is consistent for \( 0 < \delta \leq \frac{\tau - \|w \circ y\|_{\infty}}{\|z\|_{\infty}} \), where \( \tau > \|w \circ y\|_{\infty} \).

Part B: We consider the predicted reduction \( \Delta q \). Define \( \Phi(\alpha) = q(d_a) \). Then \( \Phi'(\alpha) = \delta d^T \nabla q(\alpha d) = \delta d^T (g + \alpha \delta \beta d) \), \( \Phi'(0) = 0, \Phi''(\alpha) = \delta^2 d^T H d \leq \delta^2 M \) (by Assumption (2)). Thus,

\[
\Phi'(0) + \Phi'' \leq -\delta \epsilon + \delta^2 M \leq 0, \quad \text{if } \delta \leq \epsilon / M.
\]

Applying Lemma 3.3 and Lemma 3.4, the minimum value of \( \Phi(\alpha) \) occurs at \( \alpha = 1 \) and \( \Phi(0) - \Phi(1) \geq -\frac{1}{2} \Phi'(0) \), that is, \( \Delta q = q(0) - q(\delta d) \geq \frac{1}{2} \delta \epsilon \). Therefore,

\[
\frac{\Delta f}{\Delta q} = \frac{\Delta q - (2m + n) \delta^2 M}{\Delta q} \geq 1 - \frac{2(2m + n) \delta M}{\epsilon} \geq \sigma \quad \text{if } \delta \leq \frac{(1 - \sigma) \epsilon}{2(2m + n) M},
\]

and \( f(z) - f(z + \delta d) - \gamma h(z + \delta d) = \Delta f - \gamma h(z + \delta d) \geq \frac{1}{2} \delta \epsilon \sigma - \gamma m \delta^2 > 0 \),

if \( \delta \leq \epsilon \sigma / 2 \gamma m \). To sum up, for \( \delta \leq \kappa, \delta d \) is a feasible point of \( QP(z, \tau, \delta) \) and is an \( f \)-type step, where

\[
\kappa = \min \left\{ \bar{c}_1 / \bar{a}, \frac{\tau - \|w \circ y\|_{\infty}}{\|z\|_{\infty}}, (1 - \sigma) \epsilon / 2(2m + n) M \right\}.
\]

\[\square\]

**Lemma 3.7.** Let the standard assumptions hold. Then the inner iteration loop (step 1 → step 2 → step 1) of \( QP(z^k, \tau^k, \delta^k) \) terminates in a finite number of iterations.
Thus, Lemma 3.8. In the restoration phase, if \( d = 0 \) solves \( QP(z, \tau, \delta) \), then \( z \) is a KKT point of \( N(\tau) \), and the algorithm is continued with \( \tau \) updated. Otherwise, if the inner iteration loop does not terminate in a finite number of iterations, by the algorithm, \( \delta \to 0 \). Then two cases need to be considered, depending on whether \( \bar{h} = 0 \) or \( \bar{h} > 0 \).

(1) \( \bar{h} = 0 \). Obviously, \( d = 0 \) is a feasible point of \( QP(z, \tau, \delta) \) and \( z \) is a feasible point of \( N(\tau) \). Hence, if \( z \) is not a KKT point of \( N(\tau) \), by the similar arguments as in the proof of Lemma 3.6, there have a \( \kappa \) and a feasible solution \( d \) of \( QP(z, \tau, \delta) \) such that \( d \) is an \( \ell \)-type step and acceptable to filter for \( \delta \), where \( \delta \leq \min\{\kappa, \sqrt{\beta \pi k/m}\} \). Because \( \bar{h} = 0 \), \( \tau > \|w^k \diamond y^k\|_\infty \) and \( \kappa > 0 \), a suitable \( \delta \) could be located and the inner iteration loop terminates finitely.

(2) \( \bar{h} > 0 \), there exists an \( i, i \in \mathbb{C} \) such that \( W_i^k y_i^k > \tau \). Thus,

\[ w_i^k d, y_i^k dw_i + w_i^k y_i^k - \tau \geq -2\delta\|z\|_\infty + w_i^k y_i^k - \tau \geq 0, \text{ if } \delta < \frac{w_i^k y_i^k - \tau}{2\|z\|_\infty}. \]

Then inner iteration loop terminates and the algorithm starts the restoration phase because the \( i \)-th constraint does not hold.

**Lemma 3.8.** In the restoration phase, if \( \|\tilde{v}^k\|_1 - \bar{h} \neq 0 \), then \( \tilde{d}^k \) generated by \( MQP(z, \tau, \delta) \) is always an acceptable step when \( \delta ^k \) is small enough.

**Proof.** The algorithm enters the restoration phase because of the violation on (19), thus \( \bar{h} > 0 \). By the constraints of \( B(z, \tau, \delta) \), for \( \alpha \in (0, 1) \)

\[ (W_i^k \tilde{d} y_i^k + Y_i^k \tilde{d} w_i + W_i^k Y_i^k e + \tau_k e)_+ \leq (W_i^k \tilde{d} y_i^k + Y_i^k \tilde{d} w_i + W_i^k Y_i^k e + \tau_k e)_+ \] \[ \leq \tilde{h}, \]

\[ h(z^k + \tilde{d}^k) \leq \alpha ((W_i^k \tilde{d} y_i^k + Y_i^k \tilde{d} w_i + W_i^k Y_i^k e + \tau_k e)_+ \] \[ + (1 - \alpha) \bar{h} + \alpha^2 \|\tilde{d} y_i^k \diamond \tilde{d} w_i\|_1 \] \[ \leq h(z^k) + \alpha \|v^k\|_1 - \bar{h} \|d\|^2 / 2, \]

\[ h(z^k + \tilde{d}^k) - \bar{h} \leq \alpha (\|\tilde{v}^k\|_1 - \bar{h}) + \alpha^2 \|\tilde{d}^k\|^2 / 2, \]

\[ \bar{h} - h(z^k) \leq m(1 - \sigma) \tau k - 1, \]

\[ h(z^k + \tilde{d}^k) - h(z^k) \leq \alpha (\|\tilde{v}^k\|_1 - \bar{h}) + \alpha^2 \|\tilde{d}^k\|^2 / 2 + m(1 - \sigma) \tau k - 1. \]

We can observe that if \( \|\tilde{d}^k\| < u := \sqrt{(h(z^k) - \|\tilde{v}^k\|_1)\|d\|^2 / 2m(1 - \sigma) \tau k - 1} \), then

\[ \|\tilde{v}^k\|_1 - \bar{h} \|d\|^2 - 2\|\tilde{d}^k\|^2 m(1 - \sigma) \tau k - 1 > 0, \]

\[ h(z^k + \tilde{d}^k) - h(z^k) \leq \frac{2\|\tilde{d}^k\|^2 m(1 - \sigma) \tau k - 1 - (\|\tilde{v}^k\|_1 - \bar{h})^2}{2\|\tilde{d}^k\|^2} < 0. \]

Thus, \( h(z^k + \tilde{d}^k) \leq \beta h^k \) holds for a proper \( \beta \in (0, 1) \).

In this way, for any \( \delta^k < \min\{u, \sqrt{\beta \pi k/m}\} \), \( z^k + \tilde{d}^k \) can be accepted by the filter and \( \bar{h} \) from Lemma 3.5.

**Theorem 3.9.** The algorithm terminates with one of the following outcomes:

(1) A KKT point of \( N(\tau) \) is found, where \( \tau \) is less than the tolerance termination;
(2) Let \( z^* \) be any accumulation point of the sequence \( \{z^k\} \). If the MPEC-MFCQ holds at \( z^* \) and the algorithm enters the restoration phase in a finite number of iterations, then \( z^* \) is a strong stationary point of \( (P) \).
(3) If MPEC-MFCQ does not hold at $z^*$ and the algorithm enters the restoration phase in a finite number of iterations, then $z^*$ is a singular stationary point.

(4) The algorithm enters the restoration phase again and again, and there exists an accumulation point $z^*$ that is an infeasible stationary point.

Proof. (1) The first outcome corresponds to the normal termination of the algorithm.

(2) By Lemma 3.7 and 3.8, the inner loop in each iteration is always terminated in a finite number of iterations. All iterates lie in $Z$, and $Z$ is bounded, so the sequence has one or more accumulation points.

Case A: The sequence $\{z^k\}$ contains an infinite number of h-type iterations and we consider this subsequence. For simplicity, this subsequence is still denoted as $\{z^k\}$. Because in an h-type iteration $(f^k,h^k)$ is always added into the filter, so it follows by Corollary 1 that $h^k \to 0$. Only h-type iterations can reset $\pi^k$, so there exists a subsequence $\{z^k_i\}$ of $\{z^k\}$, on which $\pi^{k_i+1} = h^{k_i} < h^{k_i}$ is set. Because $Z$ is bounded, there exists an accumulation point $z^*$ and a subsequence $\{z^{k_i}, i \in I\}$ (I is the index set) of $\{z^k\}$ on which $z^{k_i} \to z^*$, $h^{k_i} \to 0$ and $\pi^{k_i+1} = h^{k_i} < \pi^{k_i}$. So $z^*$ is a feasible point. For sufficient large $i, i \in I$, $z^{k_i} \in N^* \cap Z$ as defined in Lemma 3.6. If $z^*$ is not a KKT point and the MPEC-MFCQ holds, by Lemma 3.5 and 3.6 there exists a subsequence $\{z^{k_i}\}$ which can generate an f-type step $d^i$ and $d^i$ is acceptable to the filter for

$$\delta \leq \min\{\sqrt{\frac{\beta \pi^{k_i}}{m}}, \kappa\}. \quad (86)$$

This contradicts the fact that the filter includes only h-type step.

Case B: The main sequence $\{z^k, k \in K\}$ (K is the index set) contains only a finite number of h-type iterations. There exists an index $k_0$ such that all iterations are f-type iterations and $\pi^k = \pi^{k_0}$ which is a constant for all $k \geq k_0$. It follows that $(f^{k+1}, h^{k+1})$ is always acceptable to $(f^k, h^k)$ and $\Delta f \geq \sigma \Delta q \geq 0$ so that $f^k$ is strictly monotonically decreasing for $k > k_0$. So $h^k \to 0$ and any accumulation point is feasible from Lemma 3.2. Because $f(x)$ is bounded on $Z$ it follows that $\sum_k \Delta f^k$ is convergent and $z^k \to z^*$. For sufficient large $k > k_0$, $z^k \in N^* \cap Z$ as defined in Lemma 3.6. If $z^*$ is not a KKT point of (P) and the MPEC-MFCQ holds, by Lemma 3.5 and 3.6, there exists a $QP(z^{k_i}, \tau, \delta)$ which can generate an f-type step $d$ and $d$ is acceptable to the filter for

$$\delta \leq \min\{\sqrt{\frac{\beta \pi^k}{m}}, \kappa\}. \quad (87)$$

From Lemma 3.6

$$\Delta f^k \geq \frac{1}{2} \sigma \delta, \quad (88)$$

which contradicts the fact that $\sum_k \Delta f^k$ is convergent.

Hence, by the definition 4.1 in [18], $z^*$ is a strong stationary point of (P).

(3) From (2) we can notice that the limit point is a feasible point of (P) even if the MPEC-MFCQ does not hold. So there is a limit point that is a singular stationary point [18].

(4) If the algorithm enters the restoration phase again and again, there exists a subsequence $\{(f^k, h^k)\} \in F^k$ such that $||\tilde{h}^k||_1 - h^k = 0$. From (82) and (85)

$$h(z^k + d^k) - h^k \leq m(1 - \sigma)\tau^{k-1}. \quad (89)$$
Since \( \sum_{i=0}^{\infty} \tau^k = \frac{\tau^0}{1-\sigma} < +\infty \) and (82) holds, it can be seen that \( h^k \) and \( \bar{h}^k \) are convergent. For the boundness of \( Z \), \( z^k \) converge to \( z^* \). As \( k \to \infty \), \( \tau^k \to 0 \), we can obtain \( (y^*)^T \bar{w}^* > 0 \). Hence this limit point is an infeasible stationary point [18].

4. Numerical results. We implemented the algorithm in MATLAB version 6.5 on a LENOVO personal computer with a WINDOWSxp system. During the implementation, we generated the same initial point as [18] and used the same techniques as the subproblem (141)–(146) in [18] for coping with the termination errors in solving problem \( B(z^k, \tau^k, \delta^k) \). For comparison to [9, 18], our test problems also included mathematical programs with quadratic and non-quadratic objective functions. The programs with quadratic objective functions were generated by a generator named QPECgen presented in [12], and the non-quadratic objective functions were derived by adding a cubic function \( \frac{1}{3}(\sum_{i=1}^{n} x^3_i + \sum_{i=1}^{m} y^3_i) \) to the corresponding quadratic objective functions. The parameters were chosen as the following: \( \tau^0 = \max\{1, \frac{(y^0)^T \bar{w}^0}{m}\} \), \( \chi = 0.9 \), \( \xi = 0.1 \), \( \delta = 10^3 \), \( \bar{\delta} = 10^{-3} \), \( \sigma = 0.3 \), \( \beta = 0.99 \), \( \gamma = 0.25 \), \( \epsilon = 5 \times 10^{-7} \) and \( u = 1000 \).

| Problem | \((n,m,l)\) | \(s_d\) | \(m_M\) | \(iL\) | \(i\) | \(f_{gen}\) | \(f_0\) | \(f^*\) | \(f^*\) | 
|---------|-------------|---------|--------|------|-----|---------|-----|-----|-----|
| TP1     | (8,50,4)    | 0 | 1 | 17.17 | -176.644510 | -165.505699 | -176.644514 | -176.644514 |
| TP2     | (8,100,4)   | 0 | 1 | 15.15 | -663.293629 | -660.049153 | -663.293634 | -663.293634 |
| TP3     | (8,150,4)   | 0 | 1 | 15.14 | -581.974063 | -579.649556 | -581.974080 | -581.974080 |
| TP4     | (8,200,4)   | 0 | 1 | 19.17 | 14.216617  | 14.412386  | 14.216611  | 14.216597  |
| TP5     | (8,50,4)    | 4 | 1 | 19.14 | -108.553062 | -101.177468 | -108.553065 | -108.553065 |
| TP6     | (8,100,4)   | 4 | 1 | 15.14 | -614.683018 | -608.424829 | -614.683023 | -614.683024 |
| TP7     | (8,150,4)   | 4 | 1 | 12.12 | -562.634084 | -556.554199 | -562.634094 | -562.634095 |
| TP8     | (8,200,4)   | 4 | 1 | 17.17 | 126.844637  | 128.139324 | 126.844627 | 126.844622 |
| TP9     | (8,50,4)    | 4 | 0 | 23.21 | -227.360868 | -115.879956 | -227.360870 | -210.542637 |
| TP10    | (8,100,4)   | 4 | 0 | 30.23 | -262.606441 | -156.170331 | -262.606445 | -253.296704 |
| TP11    | (8,150,4)   | 4 | 0 | 16.17 | -454.065823 | -432.013508 | -454.065831 | -454.065831 |
| TP12    | (8,200,4)   | 4 | 0 | 19.19 | -8.433461  | -8.564383  | -8.536493  | -8.524468  |

We report our numerical results on the QPECgen problems in Table 1, Table 2 and Table 3. The columns in \( iL \) and \( f^*L \) are respectively the number of iterations and the optimal value presented in [18], and \( i \), \( f^* \) are those obtained by the trust-region filter SQP algorithm in this paper. The columns in \( f_{gen} \) and \( f_0 \) are respectively the values of objective function at \((x_{gen}, y_{gen})\) and the initial point. \( s_d \) and \( m_M \) are “second_deg” and “mono_M” for short, they are the same as those in [18]. Table 1 shows that:

1. Liu et. al. [18] solves 9 test problems successfully, while the trust-region filter SQP algorithm does 11.
2. The new algorithm takes less iterations.
3. In order to further observe the performance of the algorithm in solving TP12, we set \( x_0 = x_{gen}, y_0 = y_{gen} \) and \( w_0 = Nx_0 + My_0 - q \) as done in [18]. From the last line of Table 1, we can see that a much smaller optimal value than \( f_{gen} \) has been
Table 2. Residues on QPECgen problems

| Problem | Norm1    | Norm2     | Norm3 | Norm4       | Norm5       | $\|u^*\|_\infty$ |
|--------|----------|-----------|-------|-------------|-------------|-----------------|
| TP1    | 0.4867   | 5.3449e-5 | 2.2163e-11 | 2.6208e-3 | 1.0000e-7 | 6.9831          |
| TP2    | 0.1850   | 4.7354e-5 | 1.7525e-10 | 3.0283e-3 | 1.0000e-7 | 11.6708         |
| TP3    | 0.2431   | 1.0275e-4 | 6.4969e-11 | 3.6301e-3 | 1.0000e-7 | 51.0804         |
| TP4    | 0.1433   | 1.7318e-3 | 4.2994e-11 | 7.9926e-3 | 1.0000e-7 | 48.4369         |
| TP5    | 0.3999   | 1.2379e-4 | 4.7116e-12 | 6.4609e-3 | 1.0000e-7 | 8.5634          |
| TP6    | 0.3069   | 1.2433e-4 | 8.6273e-12 | 3.9807e-3 | 1.0000e-7 | 15.3555         |
| TP7    | 0.4152   | 1.2988e-4 | 1.5774e-12 | 2.8760e-3 | 1.0000e-7 | 24.9857         |
| TP8    | 0.2087   | 9.0277e-4 | 1.2957e-11 | 2.0037e-3 | 1.0000e-7 | 16.2076         |
| TP9    | 0.7565   | 9.8796e-5 | 1.5834e-12 | 5.8393e-3 | 1.0000e-7 | 8.1059          |
| TP10   | 0.6991   | 1.4979e-5 | 4.1001e-13 | 1.6340e-3 | 1.0000e-7 | 10.0660         |
| TP11   | 0.3179   | 1.8009e-5 | 1.5726e-12 | 1.6041e-3 | 1.0000e-7 | 14.8950         |
| TP12   | 0.1991   | 0.1991    | 1.019e-6  | 5.7236e-3 | 1.0058e-7 | 78.1818         |
| TP12*  | 0        | 0.1148    | 8.6065e-11 | 6.3876e-3 | 1.1236e-7 | 21.8590         |

Table 3. Results on MPLCC with non-quadratic objective

| Problem | $i$ | $i^L$ | $f_0$ | $f^*_L$ | $f^*$ | Norm3 | Norm4 |
|---------|-----|-------|-------|---------|-------|-------|-------|
| NP1     | 18  | 18    | -162.753582 | -174.182414 | -176.641562 | 6.0871e-11 | 9.0054e-3 |
| NP2     | 16  | 17    | -653.592089  | -656.880841  | -663.289491  | 1.0437e-11 | 9.6292e-3 |
| NP3     | 12  | 15    | -569.324057  | -571.632008  | -581.970495  | 1.8337e-11 | 8.3003e-3 |
| NP4     | 15  | 20    | 18.126318    | 17.919837    | 14.236346    | 7.2447e-12 | 1.5651e-3 |
| NP5     | 14  | 14    | -98.927034   | -106.408978  | -108.552008  | 6.4389e-12 | 6.9048e-3 |
| NP6     | 14  | 15    | -602.047401  | -608.356983  | -614.680495  | 4.2684e-12 | 9.9893e-3 |
| NP7     | 15  | 14    | -546.259927  | -552.370597  | -562.629191  | 1.4495e-11 | 2.9459e-3 |
| NP8     | 18  | 16    | 131.709758   | 130.437858   | 126.865406   | 1.6519e-10 | 3.7883e-3 |
| NP9     | 20  | 27    | -115.282412  | -223.821337  | -224.908320  | 1.3599e-12 | 9.0283e-3 |
| NP10    | 25  | 17    | -155.096790  | -249.908320  | -260.504961  | 8.2635e-13 | 9.0283e-3 |
| NP11    | 16  | 17    | -424.833679  | -442.946746  | -448.336052  | 1.8081e-11 | 2.9881e-3 |
| NP12    | 19  | 32    | -5.148464    | -7.096925    | -8.098445    | 5.9736e-11 | 7.8808e-3 |

obtained. Thus, for quadratic test problems, the new algorithm is competitive to that of [18].

In Table 2, we report the residues on these test problems, where

- $\text{Norm}_1 = \| (x_0, y_0) - (x_{gen}, y_{gen}) \|_\infty$,
- $\text{Norm}_2 = \| (x^*, y^*) - (x_{gen}, y_{gen}) \|_\infty$,
- $\text{Norm}_3 = \| (C x + D y - c) +, A x + B y - b, N x + M y - w - q, y, w, w^+ \|_\infty$,
- $\text{Norm}_4 = l_2 \text{ norm of residues of } KKT \text{ conditions of } N(\tau^*)$,
- $\text{Norm}_5 = \| y \circ w \|_\infty$.

Obviously, $\text{Norm}_4$ measures the optimality of the solution to $N(\tau^*)$ for $\tau^* \leq \epsilon$, $\text{Norm}_3$ and $\text{Norm}_5$ are respectively measures of the maximal violation on the linear constraints and the complementarity constraints, $\text{Norm}_5$ examines the feasibility of the derived solution to the original problem.

We report in Table 3 our numerical results on the MPLCCs with non-quadratic objective (NP1-12). The initial points were the same as problems TP1-12.
We can note that:
1. The new algorithm takes less iterations for most of the test problems.
2. For each problem of NP1-12, the new algorithm derived a much smaller optimal value than that of [18].
3. By comparing Table 1 with Table 3, we can see that the new algorithm performs much better for non-quadratic objective than for quadratic objective.

We can observe the process of the algorithm by taking TP2 as an example and noticing that
\[ Knorm = [0 \ 0 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 8 \ 9 \ 10 \ 10 \ 11 \ 12 \ 13], \]
\[ Krest = [1 \ 1 \ 1 \ 2], \]
where \( Knorm \) and \( Krest \) record the iteration number in the normal phase and the iteration number in the restoration phase, respectively. For example, the three 10s in \( Knorm \) show that the trust region radius was decreased three times in the 10th iteration before a step was accepted. The three 1s in \( Krest \) mean that the restoration phase finded an acceptable step after the trust region radius was decreased three times in the first iteration. It seems that the restoration phase makes sense in the algorithm and it is not started when the algorithm is approaching the limit point. Similar results can also be observed in other testing problems.
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