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Abstract
Facial expressions are important parts of both gesture and sign language recognition systems. Despite the recent advances in both fields, annotated facial expression dataset in the context of sign language are still scarce resources. In this manuscript, we introduce a continuous sign language facial expression dataset, comprising over 3000 annotated images of the RWTH-PHOENIX-Weather 2014 development set. Unlike the majority of currently existing facial expression datasets, FePh provides sequenced semi-blurry facial images with different head poses, orientations, and movements. In addition, in the majority of images, identities are mouthing the words, which makes the data more challenging. To annotate this dataset we consider primary, secondary, and tertiary dyads of seven basic emotions of "sad", "surprise", "fear", "angry", "neutral", "disgust", and "happy". We also considered the "None" class if the image’s facial expression could not be described by any of the aforementioned emotions. Although we provide FePh in the context of facial expression and sign language, it has a wider application in gesture recognition and Human Computer Interaction (HCI) systems. The dataset will be publicly available.

Background & Summary

About 466 million people worldwide have disabled hearing and by 2050 this number will increase to 900 million people—one in every ten ¹. People with hearing loss often communicate through lip-reading skills, texts, and sign language. Sign language, the natural language of people with severe or profound hearing loss, is unique to each country or region [2] and has its own grammar and structure. Combinations of hand movements, postures, and shapes with facial expressions make sign language very unique and complex [3].

¹Based on the most recent report of World health Organization [1] (WHO) on January 2020.
Table 1: An overview of some hardware-based sign language datasets

| Authors | Name | Language | Gesture Type | Language level | Classes | Data Type |
|---------|------|----------|--------------|----------------|---------|-----------|
| [21] UCI Australian Auslan Sign Language dataset | Australian | Dynamic | Alphabets | 95 | Data Glove |
| [12] ASL Finger Spelling A | American | Static | Alphabets | 24 | Depth Images |
| [12] ASL Finger Spelling B | American | Static | Alphabets | 24 | Depth Image |
| [22] MSRGesture 3D | American | - | Words | 12 | Depth Video |
| [23] CLAP14 | Italian | - | Words | 20 | Depth Video? |
| [24] Chal.eem LAP IsoGD & ConGD | - | Static & Dynamic | - | 249 | RGB & Depth Video |
| [25] PSL Kinect 30 | Polish | Dynamic | Words | 30 | Kinect Video |
| [14] ISL | Indian | static | Alphabets, Numbers, Words | 140 | Depth Images |

Hands are widely used in sign language to convey meaning. Despite the importance of hands in sign language, the directions of eye gazes, eyebrows, eye blinks, and mouths, as part of facial expressions also play an integral role in conveying both emotion and grammar [4]. Facial expressions that support grammatical constructions in sign language help to eliminate the ambiguity of signs [5]. Therefore, sign language recognition systems without facial expression recognition are incomplete [6].

Due to the importance of hand shapes and movements in sign language, hands are widely used in sign language recognition systems. However, the other integral part of sign language, facial expressions, has not yet been well studied. One reason is the lack of an annotated facial expression dataset in the context of sign language. To the best of our knowledge, an annotated vision-based facial expression dataset in the field of sign language is a very rare resource. This limits researchers’ ability to study multi-modal sign language recognition models that consider both facial expressions and hand gestures.

Conducted research in sign language recognition systems can be categorized in two main groups: vision-based and hardware-based recognition systems. Hardware-based
recognition systems use datasets that are collected utilizing special colored gloves [9, 10, 11], special sensors, and/or depth cameras (such as Microsoft Kinect and Leap Motion) [5, 12, 13, 14, 15, 16, 17, 42] to capture special features of the signer's gestures. Some well known hardware-based datasets are listed in Table 1.

Although utilizing hardware eases the process of capturing special features, they limit the applicability where such hardwares are not available. Therefore, vision-based sign language recognition systems utilizing datasets collected by regular cameras are proposed [2, 7, 18, 19, 20]. Furthermore, the new learning techniques such as machine and deep learning techniques have revolutionized many fields of research such as healthcare [43], security [28], industry [44], computer vision [8], etc. Utilizing these learning techniques coupled with vision-based datasets advances the sign language recognition systems.

One well known continuous sign language dataset is the RWTH-PHOENIX-Weather corpus [18]. RWTH-PHOENIX-Weather is a large vocabulary (more than 1200 signs) image corpus containing weather forecasts recorded from German news. Two years later, its publicly available extension called RWTH-PHOENIX-Weather multisigner 2014 dataset was introduced. We will create our annotated facial expression dataset based upon RWTH-PHOENIX-Weather multisigner 2014 continuous sign language benchmark dataset.

Table 2: An overview of some vision-based sign language datasets

| Authors | Name | Language | Gesture Type | Language level | Classes | Data Type |
|---------|------|----------|--------------|----------------|---------|-----------|
| [29]    |      | American Static | Alphabets, numbers | 36 | Image |
| [12]    | ASL Finger Spelling A | American Static | Alphabets | 24 | Image |
| [30]    | HUST-ASL | American Static | Alphabets, Numbers | 34 | RGB & Kinect Image |
| [19, 26] | Purdue RVL-SLLL ASL Database | American Static | Alphabets, Numbers, Words, Paragraphs | 104 | Image, Video |
| [31]    | Boston ASLLVD | American Dynamic | Words | >3300 | Video |
| [20]    | ASL-LEX | American Dynamic | Words | Nearly 1000 | Video |
| [2]     | MS-ASL | American Dynamic | - | 1000 | Video |

10Available at: http://emplocal.ex.ac.uk/people/staff/np331/index.php?section=FingerSpellingDataset
11Stands for Huazhong University of Science & Technology
12Available at: http://www2.ece.ohio-state.edu/~aleix/ASLdatabase.htm and https://engineering.purdue.edu/RVL/Database/ASL/asl-database-front.htm
13Stands for American Sign Language Lexicon Video Dataset (Available at: http://www.bu.edu/av/asllrp/dai-asllvd.html)
14Available at: http://asl-lex.org/
15Available at: https://www.microsoft.com/en-us/download/details.aspx?id=
| Authors | Name | Language | Gesture Type | Language level | Classes | Data Type |
|---------|------|----------|--------------|----------------|---------|-----------|
| [32]    | -    | Arabic   | -            | Words          | 23      | Video     |
| [18]    | RWTH-PHOENIX-Weather 2012 | German | -            | Sentence       | 1200    | Image     |
| [7, 33] | RWTH-PHOENIX-Weather Multisigner 2014 | German | Dynamic      | Sentence       | >1000   | Video     |
| [27]    | SIGNUM | German | -            | words, Sentences | 450     | Video     |
| [10]    | LSA16 | Argentinian | -            | Alphabets, Words | 16      | Image     |
| [10]    | LSA64 | Argentinian | -            | Words          | 64      | Video     |
| [14]    | the ISL dataset | Indian | static      | Alphabets, Numbers, Words | 140     | Image     |
| [34]    | ISL hand shape dataset | Irish | Static & Dynamic | -            | 23      | Image Video |
| [35]    | Japanese Finger spelling sign language dataset | Japan | -            | -              | 41      | Image     |

Facial expression recognition is a very well established field of research with publicly available databases containing basic universal expressions. CK++ [36] is a well known facial expression database with 327 annotated video sequences on seven basic universal facial expressions ("anger", "contempt", "disgust", "fear", "happiness", "sadness", and "surprise"). Some other widely used facial expression database are MMI [37, 38],

100121
16 Available at: https://www-i6.informatik.rwth-aachen.de/~forster/database-rwth-phoenix.php
17 Available at: https://www-i6.informatik.rwth-aachen.de/~koller/RWTH-PHOENIX/
18 Available at: http://www.phonetik.uni-muenchen.de/BS/SIGNUM/
19 Available at: http://facundoq.github.io/unlp/lsa16/index.html
20 Available at: http://facundoq.github.io/unlp/lsa64/index.html
21 Available at: https://github.com/zafar142007/Gesture-Recognition-for-Indian-Sign-Language-using-Kinect
22 Available at: https://github.com/marlondcu/ISL
23 Available at: https://www.computer.org/csdl/proceedings-article/cvprw/2010/05543262/12Omn5z501
24 Available at: https://mmifacedb.eu/
Oulu-CASIA\(^{25}\) [39], and FER2013\(^{26}\) [40]. FER2013 is an unconstrained large database considering seven emotions (previous six emotions plus "neutral"). Despite the value of these facial expression databases, hardly any one them are in the context of sign language.

In this paper, we introduce FePh, an annotated facial expression dataset for the publicly available continuous sign language dataset RWTH-PHOENIX-Weather 2014 [7].

As a matter of continuity image data, FePh is similar to CK+, MMI, and Oulu-CASIA. However, it is more complex than those databases as it contains real-life captured videos with more than one basic facial expression in each sequence, with different head poses, orientations, and movements.

In addition, FePh not only contains seven basic facial expressions of the FER2013 database, but it also considers their primary, secondary, and tertiary dyads. It is also noteworthy to mention that in sign language, signers mouth the words or sentences to help their audience better grasp meanings. This is a characteristic that makes facial expression datasets in the context of sign language more challenging. As such, this manuscript provides the following contributions: first, introducing annotated facial expression dataset of the RWTH-PHOENIX-Weather 2014 dataset, second, attributing highly used hand shapes with their associated performed facial expressions, and third, illustrating the relationships between hand shapes and facial expressions in sign language.

**Methods**

Due to the integral role of facial expressions in conveying emotions and grammar in sign language, it is important to use multi-modal sign language recognition models that consider both hand shapes and facial expressions. Therefore, to create FePh and annotate facial expressions of a sign language dataset with annotated hand shapes, we considered the well-known publicly available continuous RWTH-PHOENIX-Weather 2014 dataset. Since the annotated hand shapes dataset RWTH-PHOENIX-Weather 2014 is publicly available as RWTH-PHOENIX-Weather 2014 MS Handshapes dataset [8], we provide facial expression annotations for the same dataset, which enables researchers to utilize a dataset that has both hand shape and facial expression annotations.

As a starting point, we collected the full frame images of RWTH-PHOENIX-Weather 2014 development set that are identical to the RWTH-PHOENIX-Weather 2014 MS Handshapes dataset [8]. Furthermore, in order to create a solid facial expression dataset and avoid the influence of hand shapes on the facial expression annotators, faces of all full frame images are automatically detected, tracked, and cropped using facial recognition techniques.

Twelve annotators (six women and six men) between 20 to 40 years old were asked to annotate the data. We asked annotators to answer three questions about each static image: the signer’s emotion, visibility, and gender. In terms of emotion, annotators could choose one or more of the following applicable basic universal facial expressions for

\(^{25}\) Available at: https://www.oulu.fi/cmvs/node/41316
\(^{26}\) Available at: https://github.com/npinto/fer2013
each static image: "sad", "surprise", "fear", "angry", "neutral", "disgust", and "happy". Although more than seven emotions and their primary, secondary, and tertiary dyads exist, considering all of them was not within the scale of this project. Therefore, we offered the eighth class of "None" as well. Annotators were asked to choose the "None" class when none of the aforementioned emotions could describe the facial expression of the image. In addition, since annotators could choose more than one facial expression for each individual image, the combinations of basic universal facial expressions were also considered (interestingly, this did not result in choosing more than two emotions for each image) and shown by a "_" in between such as surprise_fear. The sequence of emotions is not important in the secondary and tertiary dyads (i.e., surprise_fear is not different from fear_surprise).

With regard to the second question, visibility, we asked the annotators to evaluate whether the signer’s face is completely visible. Although the signer’s face was visible in majority of images, this was not always the case. The partial visibility of the face was due to the signer’s head movement, position, hand movement, and transitions from one emotion to another emotion. This helped us to detect and opt out these obscured images in the data. Figure 1 shows some obscured exemplary images.

The last question of signer’s gender was asked to provide statistics of signers’ gender. This statistics enable conducting future researches in the affects of gender in expressing emotions and facial expressions.

For our labelling purpose, we took advantage of the Labelbox [41] annotating solution tool through which we defined an annotation project and randomly distributed images to be labeled by the annotators. In addition, due to the complexities of the facial images of the RWTH-PHOENIX-Weather 2014 dataset, we used the auto consensus option of the Labelbox tool. These complexities are listed below:

- The ambiguity of images, due to signer’s movement, head position, and transitions from one emotion to another (e.g., eyes are closed and/or the lips are still open).
- Low quality (resolution) and blurriness of images.
- Mouthed words that confuse facial expression annotators.
- Personal differences between signers expressing facial expressions.
- The best facial expression that describes the image is not included in the dataset.
- Images may not be in facial expression’s top frame.
Figure 2: Graph displaying the primary, secondary, and tertiary dyads on seven basic universal emotions in the FePh dataset. Seven basic universal emotions are shown with colored circles containing their name. In addition, colored circles that are connecting each two basic emotions show the secondary or tertiary dyads of the basic emotions that they are connected to. For example, the orange circle connected to the "Disgust" and "Surprise" emotions, shows the emotion of "Disgust_Surprise". Emotion "Happy"'s only dyad is with "Neutral" emotion named as "Neutral_Happy".

- Large intra-class variance (such as "surprised" emotion with open or closed mouth).
- Inter-class similarities.

With the usage of auto consensus option of Labelbox, we asked more than one annotator (three) to annotate about 60% percent of the data. For the images with three labels, we chose the most voted emotion as the final label of the facial image. In cases where there was not a most voted emotion, but the image was a part of a sequence of images, we have assigned labels based on the before or after images’ facial expression of the same sequence. On the other hand, if there was not a most voted emotion, and the image was not a part of a sequence of images (i.e., one single image without any sequence), we asked our annotators to relabel the image. In this case, all images needed to be labelled by three different annotators.
Table 3: The facial expression labels with their corresponding code numbers

| label# | Emotion      | label# | Emotion      | label# | Emotion      |
|--------|--------------|--------|--------------|--------|--------------|
| 0      | neutral      | 10     | anger_neural | 52     | sad_disgust  |
| 1      | anger        | 21     | disgust_angr | 53     | sad_fear     |
| 2      | disgust      | 31     | anger_fear   | 60     | neutral_surprise |
| 3      | fear         | 32     | fear_disgust | 61     | surprise_angr |
| 4      | happy        | 40     | neutral_happ | 62     | surprise_disgust |
| 5      | sad          | 50     | neutral_sad  | 63     | surprise_fear |
| 6      | surprise     | 51     | sad_angr     | 65     | surprise_sad  |
| 7      | none         |        |              |        |              |

**Data Records**

The FePh facial expression dataset produced with the above method, is stored on Harvard Dataverse\textsuperscript{27}. All facial images are stored in a folder named FePhimages. Although the full frame images of the FePh dataset are identical to the RWTH-PHOENIX-Weather 2014 images, the image filenames in the FePh_images folder are different from the original image. FePh filenames consider both image folder_name and image_file_number. For example, the full frame image of the facial image with filename "01August_2011_Monday_heute_default-6.avi_pid0_fn000054-0.png" in the FePh dataset is identical to the full frame image with the directory of "... /01August_2011_Monday_heute_default-6/01August_2011_Monday_heute.avi_pid0_fn000054-0.png" in the RWTH-PHOENIX-Weather 2014 and "... /01August_2011_Monday_heute_default-6/1_/png_fn000054-0.png" image in the RWTH-PHOENIX-Weather 2014 MS Handshapes dataset. This helped us to store all images in one single folder (FePh_images). The FePh_labels.csv file contains images’ filenames, facial expression labels, and gender labels. To ease data usability, we stored the facial expression labels as codes. Table 3 shows the facial expression labels with their corresponding code numbers. In addition, 0 and 1 in the gender column represent the male and female genders, respectively.

**Technical Validation**

The FePh dataset is created by manually labelling 3359 images of the RWTH-PHOENIX-Weather 2014 development set that are identical to the full frame images of the RWTH-PHOENIX-Weather 2014 MS Handshapes dataset. Seven universal basic emotions of "sad", "surprise", "fear", "angry", "neutral", "disgust", and "happy" are considered as facial expression labels. In addition to these basic emotions, we asked annotators to choose all the emotions that may apply to an image. This resulted in secondary and tertiary dyads of seven basic emotions such as fear_sad, fear_angr, etc. Interestingly, this did not result in having combinations of three basic emotions. Figure 2 shows the corresponding graph of seven basic emotions, their primary, secondary, and tertiary dyads presented in FePh dataset. Seven basic emotions are shown by colored circles

\textsuperscript{27}https://dataverse.harvard.edu/
with the emotion labels written inside them. Other colored circles connecting each two basic emotions illustrate the secondary or tertiary dyads of the basic emotions that are connected to. Emotion “Happy” has only one dyad, which is with "Neutral" emotion, named as "Neutral_Happy".

Although the FePh dataset presents annotated facial expression for all hand shape classes of the RWTH-PHOENIX-Weather 2014, we analyzed the facial expression labels for the top 14 hand shapes (i.e., classes "1", "index", "5", "f", "2", "ital", "b", "3", "b_thumb", "s", "pincet", "a", "h", and "ae"). This is due to the demonstrated distribution of the counts per hand shape classes in [8] that shows the top 14 hand shape classes represent 90% of the data. Seven universal basic facial expressions and their secondary or tertiary dyads occur with different frequencies in the data. Figure 3a shows the distribution counts per facial expression class in the data. As it shows, about 90% of the data is expressed with basic facial expressions. In addition, Figures 3b and 3c illustrate the frequency of images with obscured faces and the "None" class in the top 14 hand shape classes, respectively.

By analyzing facial expressions per hand shape class, we found out that more than one facial expression class represents each hand shape class. Figure 5 shows the frequency heatmaps of the seven facial expressions and their primary, secondary, and tertiary dyads for the top 14 hand shape classes. Each heatmap illustrates the frequency of facial expressions based on the facial expression graph of seven basic universal emotions and their primary, secondary, and tertiary dyads (shown in Figure 2) for one of the top 14 hand shape classes. Each heatmap shows that more than one facial expression is expressed within a single hand shape class. This is due to the complexity of sign language in using facial expressions with hand shapes. Two of these complexities, which affect performing different facial expressions within each hand shape class, are as follows:

First, although some meanings are communicated using only one hand (usually the right hand), many sign language meanings are communicated using both hands with different hand poses, orientations, and movements. Figure 4a shows some exemplary full frame images of hand shape class “1” of the RWTH-PHOENIX-Weather 2014 dataset with different facial expressions. As the figure illustrates, the usage of right hand shapes have large intra-class variance (i.e., the left hand may not be used or may perform similar or different hand shape from the right hand) that may affect the meanings, and as a result, the facial expressions corresponding to them. The first top row in the figure shows the full frame images with the right hand shape of class “1” and no left hand shape. The second row shows some exemplary full frame images, in which the signer has used both hands. In this row, although both right and left hands demonstrate the same hand shape class (hand shape class "1"), their pose, orientation, and movement can differ, which may affect the corresponding facial emotion. The third row of images in Figure 4a illustrates full frame examples of using both hands with different hand shapes and facial expressions. Therefore, although RWTH-PHOENIX-Weather 2014 MS Handshapes is a valuable resource presenting right hand shape labels, it lacks pose, orientation, and movement labels of the right hand along with the left hand shape labels. Adding this information to the data affects the communicated meanings as well as the facial expressions that are expressed.

Second, due to the communication of grammar via facial expressions, identical hand
(a) Pareto chart showing the distribution counts per facial expression class in the FePh dataset for the top 14 hand shape classes (briefly shown as HSH). As the chart shows, basic facial expressions represent 90% of the data.

(b) Pareto chart showing the distribution of the "None" facial expression class counts per top 14 hand shape classes

(c) Pareto chart showing the distribution of the obscured image counts per top 14 hand shape classes (HSH)

Figure 3: Pareto chart showing the distribution of the facial expression "None" and obscured image counts for top 14 hand shape classes (HSH).

shapes may be performed with different facial expressions. Figure 4b demonstrates some images of this kind that despite the similarity of hand shapes, the facial expressions are different. This complex usage of hands with large intra-class variance and inter-class similarities help signers to communicate different meanings with similar or different facial expressions.

In addition to the above, it is noteworthy that the frequency of facial expressions expressed in each hand shape class shows evidence of a meaningful association between hand shapes and facial expressions in the data. To better illustrate this correlation, we calculated the correlation matrix of each facial expression’s frequency in each hand shape class. Since the correlations between the facial expressions together is not the focus of this manuscript, we cropped the first column of each correlation matrix (i.e., showing the correlation between frequency and each facial expression). Table 4 illustrates the first columns of facial expressions and their frequencies of occurrence in
the top 14 hand shape classes correlation matrices. Monitoring each column in Table 4 gives the most correlated facial expressions for each hand shape. For example, in the hand shape class "3" column, the positive values of 0.697, 0.383, 0.287, 0.214 and 0.093, that are in intersections with "fear", "surprise", "anger", "surprise_fear" and "None" respectively, show the high correlation with facial expressions in hand shape class "3". These highly correlated facial expressions in each hand shape class can also be interpreted from heatmaps. For example, the heatmap of hand shape class "3" indicates that for signers signing hand shape class "3", the distribution of the facial expression label counts is weighted towards expressing more of the "fear" emotion, which is the most correlated facial expression in hand shape class "3". Understanding these correlations and associations based on heatmaps and correlation matrices will help in increasing the validity and accuracy of sign language, or in a wider application, gesture recognition models.

Usage Notes

To the best of our knowledge, this dataset is currently the first annotated large-scale continuous publicly available facial expression dataset in the context of sign language. Although the number of facial images is enough for statistical methods, it may not be sufficient for some of the state-of-the-art learning techniques in the field of computer vision. Therefore, for such studies, we suggest users to create matched samples choosing subjects from the dataset. This dataset enables the research community to consider both hand and facial signals for vision-based facial/sign language recognition. In addition to facial and sign language recognition systems, FePh has a wider application in other research areas such as gesture recognition and Human-Computer Interaction (HCI) systems.
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Table 4: The correlation matrix of facial expressions’ dummy variables and their frequencies for the top 14 hand shape classes. Since only the correlation between facial emotions and their frequencies in each hand shape class are important here, the first column of facial expressions and their frequencies for each hand shape class is presented. Empty cells show the absence of the correlation (the facial expression is not expressed in the hand shape class images).

| Frequency of facial expressions for hand shape class | 1 | index | 5 | t | ital | b | b/thumb | s | pmcet | a | h | ae |
|-----------------------------------------------------|---|-------|---|---|------|---|--------|---|-------|---|---|----|
| neutral                                             | 1 | 0.027 | -0.145 | 0.153 | -0.210 | 0.115 | 0.066 | 0.666 | -0.221 | -0.019 | -0.168 | -0.150 | -0.371 | 0.995 |
| anger                                               | 1 | 0.194 | 0.114 | 0.176 | -0.047 | 0.582 | 0.405 | -0.164 | 0.287 | 0.343 | -0.093 | 0.991 | 0.087 | -0.259 | 0.350 |
| disgust                                             | 1 | 0.233 | -0.024 | -0.067 | 0.041 | 0.075 | -0.231 | 0.459 | -0.076 | -0.099 | -0.242 | -0.112 |        |        |        |
| fear                                                | 1 | 0.064 | -0.089 | 0.257 | 0.335 | -0.126 | -0.061 | -0.277 | 0.697 | 0.303 | -0.192 | -0.150 |        |        |        |
| happy                                               | 1 | 0.038 | -0.080 | -0.206 | -0.036 | -0.045 | -0.241 | -0.126 | -0.124 | 0.022 | 0.850 | -0.073 |        |        |        |
| sad                                                 | 1 | -0.040 | 0.502 | 0.338 | 0.805 | -0.032 | 0.130 | 0.308 | -0.124 | -0.019 | 0.379 | -0.170 |        |        |        |
| surprise                                             | 1 | 0.857 | 0.737 | 0.234 | 0.139 | 0.662 | 0.787 | -0.164 | 0.383 | 0.624 | -0.015 | 0.612 | -0.209 | -0.150 |        |
| none                                                 | 1 | -0.053 | 0.187 | 0.651 | -0.005 | 0.054 | 0.093 | 0.263 |        |        | 0.546 | -0.109 | 0.751 |        |        |
| anger_neutral                                        | 1 | -0.170 | -0.153 |        | -0.005 | -0.199 | -0.353 | -0.196 |        |        |        |        |        |        |        |
| disgust_anger                                        | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| anger_fear                                           | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| fear_disgust                                         | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| happy_neutral                                        | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| neutral_sad                                          | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| sad_anger                                            | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| sad数字货币                                          | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| neutral_surprise                                     | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| surprise_anger                                       | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| surprise_disgust                                     | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| surprise_fear                                        | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| surprise_sad                                         | 1 |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
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