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Abstract: Surface energy budgets are important to the ecohydrology of complex terrain, where land surfaces cycle in and out of shadows creating distinct microclimates. Shading in such environments can help regulate downstream flow over the course of a growing season, but our knowledge on how shadows impact the energy budget and consequently ecohydrology in montane ecosystems is very limited. We investigated the influence of horizon shade on the surface energy fluxes of a subalpine headwater wetland in the Canadian Rocky Mountains during the growing season. During the study, surface insolation decreased by 60% (32% due to evolving horizon shade and 28% from seasonality). The influence of shade on the energy budget varied between two distinct periods: (1) Stable Shade, when horizon shade was constant and reduced sunlight by 2 h per day; and (2) Dynamic Shade, when shade increased and reduced sunlight by 0.18 h more each day, equivalent to a 13% reduction in incoming shortwave radiation and 16% in net radiation. Latent heat flux, the dominant energy flux at our site, varied temporally because of changes in incoming radiation, atmospheric demand, soil moisture and shade. Horizon shade controlled soil moisture at our site by prolonging snowmelt and reducing evapotranspiration in the late growing season, resulting in increased water storage capacity compared to other mountain wetlands. With the mounting risk of climate-change-driven severe spring flooding and late season droughts downstream of mountain headwaters, shaded subalpine wetlands provide important ecohydrological and mitigation services that are worthy of further study and mapping. This will help us better understand and protect mountain and prairie water resources.
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1. Introduction

Mountain regions have been termed the “water towers of the world” due to their importance in regulating the global water balance and providing a water source disproportionate to their surface area [1,2]. These regions cover 20% of the Earth’s terrestrial surface [3], but contribute 40 to 60% of annual surface runoff [4]. The Canadian Rocky Mountains represent one of North America’s largest water towers, since they store and distribute water resources to over 13 million people residing in the Canadian Provinces of British Columbia, Alberta and Saskatchewan, in addition to the U.S. States of Washington and Oregon [5]. Runoff from the Rockies supplies the Athabasca, Saskatchewan, Columbia and Fraser Rivers—all important water resources for Canadian agriculture, the generation of hydroelectricity, municipal water and industry operations downstream [5]. Most of these downstream locations have minimal precipitation during the summer months [6], relying on runoff from the Rockies during that time.

Runoff from mountain ecosystems is under threat from climate warming. A recent special Intergovernmental Panel on Climate Change report on high mountain areas [7] highlighted that snowpack has been reduced in recent years due to warmer air temperatures experienced at higher elevations. These warmer temperatures also result in earlier spring
snowmelt, which can lead to earlier peak flows. There is also evidence that vegetation density and composition at higher elevations has increased in recent decades due to warming [7,8]. This can lead to increased leaf area and greater evapotranspiration (ET) over time, which in turn would change flow rates during the key summer and late growing seasons. For example, Goulden and Bales [9] found that at elevations above about 2000 m in the Sierra Nevada Mountains, vegetation was limited by cold temperatures instead of soil moisture, like those at lower elevations. As a result, they found that warming projected at high elevation sites by year 2100, could increase ET by 28% and decrease river flow by 26% [9].

In montane areas, however, the elevation, slope and aspect of topographical features create surface horizon shadows, contributing to lower daily radiative input in shaded areas compared to surrounding non-shaded areas [10–13]. Horizon shadows occur when a land surface is shaded from surrounding topography (i.e., a summit, headwall, or ridge), because it is below the local horizon and blocked from direct-beam irradiance [14,15]. Here, land can cycle in and out of shade in daily and/or seasonal cycles, which promote large differences in incoming solar radiation over small distances and reduce the amount of incoming energy for snowmelt and plant photosynthesis [15]. The resulting microclimates can delay the timing of snowmelt in spring [16], and produce cooler air and surface temperatures during the growing season [17–20], helping to reduce ET. In this way, shade can help mitigate the negative impacts of increasing air temperatures at high elevations, especially during the growing season when the vegetation is active. However, shade can also reduce heat stress and increase the amount of diffuse radiation reaching vegetation, which can enhance their overall photosynthesis and impact ET [21]. This, in turn, can result in reduced flow rates from affected headwater ecosystems. Our understanding of how shadows impact the energy budget and consequently ET in montane ecosystems is very limited [22–24], yet important to help improve our understanding and modelling of the spatial variability of montane cryospheric processes [7,25–27].

One of the key montane ecosystems that helps store and regulate water flow at the headwaters are wetlands [28]. Flow regulation by montane wetlands helps provide a steady water supply to reservoirs for consumption and irrigation downstream, especially when water resources are scarce in the late growing season [29]. The goal of this study was to quantify the influence of seasonal horizon shade on the surface energy budget and consequently the ET, of a subalpine headwater wetland during the growing season. The specific objectives of this study were to: (1) quantify spatial and temporal patterns of horizon shade at a headwater wetland (~2000 m a.s.l.) over the course of a growing season; (2) measure and partition the growing season surface energy budget of the wetland; and (3) quantify and analyze the influence of horizon shade on the wetland’s microclimate, components of the surface energy budget, and consequently, ET.

2. Study Site

The study was conducted at Bonsai wetland, a subalpine headwater wetland (2083 m a.s.l.) on Fortress Mountain (50.82° N, 115.21° W) located 80 km west of Calgary, Alberta (Figure 1a). The study site is at a privately owned alpine ski resort in the Kananaskis Valley, which marks the front range of the Canadian Rocky Mountains. A tall (~500 m), steep headwall marks the southern boundary of the wetland, while an ephemeral tarn located 200 m to the north of the headwall marks the northern boundary. Canadian and Fortress Ridges (~150 m in elevation) are the drainage divides 500 m to the east and 1.7 km to the west of the wetland (Figure 1c). Classified as a marsh meadow according to the Windell et al. [30] classification scheme for Rocky Mountain montane and subalpine wetlands [31], the wetland is defined by silt and clay soils and shade tolerant vegetation like Equisetum, Salix and Castilleja raupii. Located directly beneath the headwall, it covers approximately 1 ha area (Figure 1c). The wetland is mostly flat, with an average slope of 6 degrees (a 3 m change in elevation over 50 m in horizontal distance) from the stream confluence to the talus slopes. The headwall to the south and ridge to the east of the wetland
provide a topographic barrier to solar radiation, resulting in seasonal shading of the site. This shading creates a microclimate that promotes a thick snowpack, long snow-covered season, an extended spring melt and a constrained growing period compared to other more exposed areas on Fortress Mountain (Figure 2).

**Figure 1.** Map of Bonsai—our subalpine wetland research site, the location of equipment/sampling, its location in the province of Alberta and the Eastern Rockies (a,b) and LIDAR imagery of the basin with daily sun path and topographic boundary elevations. Note that the image is looking south in (c) and the black outline is the wetland study area.

**Figure 2.** Images of the seasonal evolution of our research site during (a) Snow Melt, (b) Green-Up, (c) Peak Growing Season and (d) Late Growing Season. Images were taken during the 2018 field campaign on (a) 18 June, (b) 6 July, (c) 26 July and (d) 28 September.
Surface water from two streams meet at a confluence in the north-central section of the wetland and drain into the tarn, which feeds Galatea Creek and later, the Kananaskis River (a tributary to the Bow River). The two stream branches follow the east and west boundaries of the wetland, and are fed by springs emerging from talus deposits [32]. The eastern stream floods during spring-melt and water pools above the ground surface for several weeks in the north-east corner. Following spring melt, the stream in the west flows continuously during the growing season, but the stream in the east often dries by midseason.

Climate conditions at the Marmot Basin Research Station (Mt Allan: 1391 m.a.s.l.), 14 km north of Fortress Mountain, indicate that the Kananaskis Range is dominated by continental air masses, with long and cold winters and an average temperature of $-15^\circ$C from January to March [33]. The average annual precipitation is approximately 900 mm in the valleys and mid-elevations, but increases to 1140 mm above the treeline [34]. Historically, 65 to 70% of average precipitation occurs as snowfall [33]. Due to low temperatures and high snowfall, snow cover persists in the basin from November to June [15] with a melt period that lasts from April until July [33]. The closest Environment and Climate Change Canada (ECCC) weather station (ID 3053600), with more than 30 years of climate records, is located 28 km north of the study site at an elevation of 1391 m a.s.l. (51.03° N, 115.03° W). The most recent 30-year (1981–2010) record from this weather station indicates that average temperature for the summer months of June, July, August and September are 11.4 °C (±1.1), 14.5 °C (±1.5), 13.8 °C (±1.5) and 9.4 °C (±1.9) per day, respectively. The average annual minimum air temperature is $-6.2^\circ$C in December and the maximum is 14.5 °C in July (Figure 3a). Average annual precipitation is 639.3 mm, with 119.4 mm, 64.9 mm and 70.8 mm falling over the summer months of June, July and August (Figure 3b).

Figure 3. Comparison of 2018 air temperature, Tair (dashed line, (a) and precipitation (dark blue, (b)) to that of the 30-year (1981–2010) climate normal measured at a nearby Environment and Climate Change Canada weather station. In (a) darker grey and lighter grey shaded areas represent one and two Standard deviations around the 30-year mean Tair (solid line), respectively.
3. Materials and Methods

3.1. Meteorological Data

A meteorological tower was installed in the centre of the wetland and instrumented with equipment to measure meteorological variables. Meteorological equipment was in place from 7 June to 10 September, to monitor the 2018 growing season—this included late snowmelt season (7 to 23 June), so that we could capture the start of the growing season on 24 June. Wind speed was measured at a height of 3.8 m (R.M. Young 05103 anemometer, Traverse City, MI, USA), while net radiation, $Q^*$, (NR Lite2; Kipp and Zonen, Delft, the Netherlands) and photosynthetically active radiation (PAR) (LI-190R; LI-COR, Lincoln, NE, USA) were measured at 3.05 m. No pyranometer was present at the site due to logistical and budget constraints. Air temperature ($T_a$) and relative humidity (RH) were measured at 3.4 m (HMP-155; Vaisala, Helsinki, Finland). Ground heat storage ($Q_g$) was calculated as the average of two heat flux plate measurements (Thermal Sensor HFP01; HukseFlux, Delft, the Netherlands). There was only a 1% gap in $Q_g$ data. This gap was filled by assuming $Q_g = 10\% \times Q^*$. Two ECH2O EC—5 sensors (Meter Group, Hopkins, WA, USA) measured the average soil moisture at 10 cm depths. Soil temperature ($T_s$) was measured at 3 depths below the ground surface (2, 5 and 10 cm) with Soil Thermistors (Li-7900–180; LI-COR, Lincoln, NE, USA). Data were recorded on a 9210XLite Logger (Sutron; Stirling, VA, USA), sampled every 10 s and averaged every 30 min. Rainfall was measured at a nearby meteorological station, approximately 350 m north of the wetland site, at the same elevation, using a tipping bucket rain gauge data logger (Onset Computer Corp., Bourne, MA, USA). Additionally, images of the site were taken in three-hour intervals from 06:00 to 21:00 on a Moultrie Wingscapes time lapse camera from 25 May to 7 September 2018.

3.2. Eddy Covariance Measurements

The latent ($Q_e$) and sensible ($Q_h$) energy fluxes were measured with eddy covariance (EC) instrumentation during the same period as the meteorological data. EC measurements at the wetland site were collected with a three-dimensional sonic anemometer (CSAT3; Campbell Scientific Inc., Logan, UT, USA) and an open-path infrared CO$_2$/H$_2$O gas analyzer (IRGA) (LI-7500; LI-COR Inc., Lincoln, NE, USA) mounted at a height of 3 m above the surface, on the meteorological tower described above. The EC system sampled fluxes at a frequency of 10 Hz, with 30-min averages calculated and recorded on a data logger (CR1000; Campbell Scientific Inc., Logan, UT, USA). The IRGA was calibrated at the beginning and end of the study period, to account for any drift in sensor sensitivity, which remained less than 5% over the duration of the study period.

Of the possible 4571 half-hours of EC data during our study period (7 June at 14:00 to 10 September at 19:30), only 3736 half-hours were collected and went on for further data processing. The 18% initial data loss was due to power outages. The collected raw EC data were processed internally by the datalogger at the site, using the software provided by Campbell Scientific (Campbell Scientific Inc., Logan, UT, USA), which completes all standard raw data corrections and processing, including air density correction for open path sensors [35], corrections for coordinate rotation (double coordinate rotation was used), time lag and sensor separation, following common Fluxnet protocols [36–41]. The resulting half-hour fluxes were then processed in a custom R-Software script, which filtered the data to ensure each half-hour had at least 80% of 18,000 high frequency records. Further outliers were removed by comparison to a moving average for 10 half-hour means, plus/minus 3 standard deviations of neighboring values and by checking for physically improbable values. The Kljun et al. [42] footprint analysis was used to constrain the measured fluxes to be within 80% of the desired site boundaries, using their FFP R-functions. Footprint distances were input as 50 m north, 64 m north-east (22.6° to 67.5°), 70 m east (67.6° to 112.5°), 71 m south-east (112.6° to 157.5°), 30 m south (157.6° to 202.5°), 30 m south-west (202.6° to 247.5°), 130 m west (247.6° to 292.5°) and 9 m north-west (292.6° to 337.5°). Footprint analysis removed about 30% of the data. Thereafter, the data were filtered for low turbulence (using a friction velocity ($u^*$) threshold of 0.15 m/s),
which resulted in an additional 15% of data removal. After filtering for quality control, footprint and low-turbulence, only 26.7% of the original data remained (998 half-hours, distributed throughout the study period). \( Q_e \) was gapfilled as follows: \( Q_e \) was converted to ET using latent heat of vaporization and converting \( \text{W/m}^2 \) to \( \text{mm/half-hour units} \); potential evapotranspiration (PET) was calculated for each half-hour using the Priestley-Taylor equation \([43]\); a ratio of ET to PET for each available half-hour was calculated following Petrone et al. \([44]\); this ratio was gapfilled for all missing half-hours using the MDS method outlined in Reichstein et al. \([45]\) with \( Q^* \), VPD and \( u^* \) used as the gap-filling conditions, when this was not possible the seasonal mean was used. The gapfilled ratio and calculated PET for all half-hours were used to gapfill-ET, which was then converted to \( Q_e \) to provide gapfilled \( Q_e \). \( Q_h \) was then gapfilled by solving the energy balance equation \( (Q^* = Q_e + Q_h + Q_g) \) by using the measured, gapfilled \( Q^* \), \( Q_e \) and \( Q_g \). The Bowen ratio \( (\beta) \) was calculated as the ratio of sensible heat \( (Q_h) \) to latent heat \( (Q_e) \). In this manuscript, the gap filled data were used to delineate and justify growing season partitioning and timeseries plots. Non-gapfilled data was used in statistical analysis.

### 3.3. Horizon Shade Model

Bonsai experienced variable horizon shade over the course of its growing season. In order to estimate the hours of shade over the study period, we made use of modelling as described below.

Coordinates of the meteorological tower at our study site were input into www.suncalc.org (accessed on 1 September) \([46]\)—a website that provides solar data for selected dates and times across the globe. This tool provided the azimuth, altitude and shadow length every 15 min for clear-sky days from 7 June to 10 September. Clear sky days were selected based on personal daily field observations, while at the site and for days when incoming shortwave radiation followed the expected smooth rise in the morning, peak at midday and decrease into the evening \([47]\). Flat-lined days were eliminated for this portion of the analysis to avoid any overcast sky conditions. All records were downloaded and compiled into a single table, negative altitude values (time when the sun was below the horizon) were removed to avoid error in the horizon shade calculation. These data, along with a 2 m digital elevation model (DEM), were used as input into a horizon shade model (HSM) in ArcMap (v10.6). First, horizon shade rasters were created via the hill shade tool for each 15-min interval of azimuth and altitude. Each horizon shade raster was then clipped to the study area, and reclassified to set shadows to 0 and all other values to 1. Using the raster calculator, all horizon shade rasters were integrated into one horizon shade raster where each pixel represented the total shade value for that day. Each value for the summed horizon shade raster was converted to total hours shaded for each clear sky day, using

\[
\text{Hours shaded} = \frac{(\text{Shade value}) \times 15 \text{ min}}{60 \text{ min/h}} \quad (1)
\]

where shade value was the value of the summed horizon shade raster.

### 3.4. Solar Radiation Model

To calculate daily incoming shortwave radiation (\( K_{\downarrow} \)) across the study site, the area solar radiation tool was used in ArcMap (v10.6). This tool derived incoming \( K_{\downarrow} \) based on a geometric solar radiation model (SRM) \([48]\), and accounted for the surrounding topography using the same DEM used for the horizon shade rasters. Only daylight hours were input to the SRM, to ensure that the results would be comparable to the horizon shade model. The output was then run through the “int” tool in ArcMap (v10.6) to convert the value of each raster to an integer by means of truncation. Next, “extract by mask” (ArcMap v10.6) was used to isolate the wetland values from the rest of the basin. Final \( K_{\downarrow} \) values for the wetland were then overlain on the horizon shade raster to compare hours shaded and \( K_{\downarrow} \).

To quantify the amount of intercepted radiation by the headwall, the SRM was run for a ridge located 2.4 km north of the wetland with no topographic barrier to block
K↓. K↓ at the wetland was then subtracted from K↓ at the ridge and the difference was assumed to approximate the amount of radiation directly intercepted by the headwall. To calculate K↓, measured PAR values over the entire study period were converted to W/m² by multiplying by 0.219 as indicated in the Plant Growth Chamber Handbook [49] that was adapted from [50], then multiplied by 2 to represent the full spectrum of K↓.

3.5. Shade and Seasonal Phases

To help isolate the seasonal impact of shade in our analysis, our data were divided into the periods of Stable Shade with constant average daily shade (7 June to 30 July) and Dynamic Shade with increasing average daily shade (31 July to 10 September), as determined from the HSM. In addition to the two shade periods, we present and discuss our results in terms of four “seasonal phases”, defined as Snow Melt (7 to 23 June); Green-Up (24 June to 20 July); Peak Growing Season (21 July to 23 August); and Late Growing Season (24 August to 10 September). The seasonal phases were determined from personal observations and measurements of snowpack thickness and vegetation phenology at the site. We used field-log notes on snowpack, soil moisture and vegetation growth, combined with analysis of photos taken by a time lapse camera at the site. The two shade periods were used to assess how shade impacted and coincided with seasonality of the site. Stable Shade conditions occurred during Snowmelt, Green-Up and the first 10 days of Peak Growing Season. Dynamic Shade conditions dominated most of the Peak Growing Season and throughout all of the Late Growing Season at our site.

3.6. Statistical Analysis

To ensure that shade hours were appropriate to use in a statistical analysis, the amount of shade hours were first compared to the intercepted radiation by the headwall. It was found that intercepted K↓ increased alongside hours of shade as the season progressed, indicating that increased shade reduced K↓. A linear regression model was used to understand the influence of shade (independent variable) on components of the energy budget (dependent variables). Since the output from the HSM was the independent variable, parametric testing was acceptable to use in this particular analysis of the study.

Latent heat flux, Qₑ, is equivalent to evapotranspiration, which in turn is a major component of the water cycle at our site. To understand which environmental variables explained most of the temporal variability in observed latent heat flux, we considered a correlation matrix between all measured meteorological variables and Qₑ. Our dataset contained a number of continuous environmental variables of interest for every half-hour, including: T_air, relative humidity (RH), photosynthetically active radiation (PAR), calculated vapour pressure deficit (VPD) from T_air and RH, total precipitation for each half hour (PPT), cumulative precipitation, soil temperature at 2 cm depth, soil temperature averaged over 2, 5 and 10 cm depths, soil moisture averaged from two locations at 10 cm depths and the sum of incoming solar radiation calculated from daily sums of observed PAR in W/m², Q_g and Q*. In this part of the analysis, we used only non-gapfilled data. Furthermore, we restricted this particular analysis to the dataset from the Peak Growing season, to avoid the confounding effects of developing and senescing foliage during the Green Up and Late Growing seasons. Peak Growing Season was also the only season that experienced both Stable and Dynamic shade conditions. Since meteorological values and EC data were collected on separate instruments and loggers, there were half-hours where EC values were present, but the corresponding meteorological variables were not. As a result, the final dataset used for analysis of latent heat flux variability had 326 half-hour values (n = 326), of which 230 belonged to Dynamic Shade and 97 to Stable Shade conditions. A categorical variable (fShade) was used to group the data into Stable and Dynamic Shade during the analysis. fShade had a value of 1 if the half-hour belonged to the Stable Shade period and a value of 0 if it belonged to the Dynamic Shade period. In finding the best fitted model to explain Qₑ variability, we considered linear and non-linear model fits with random effects (such as day of year or half-hour) to account for any
temporal variability due to the time-series nature of our data. The best fitted model was identified using Akaike’s Information Criterion (AIC) and Bayesian Information Criteria (BIC) selection criterions and residual plots following the methods of Zuur et al. [51]. The model with the lowest AIC value or the largest change (Δ) in AIC was deemed as the best fitted model to our dataset, and its comprising variables were deemed to be most important in explaining variability in the dependent variable. To determine the relative contribution of each explanatory variable in the best-fitted model, we compared the “full” model with those that had each of the individual explanatory variables removed, one at a time. Again, the difference in AIC and 1:1-plots of observed Qₑ versus that predicted by each model were compared.

All statistical analyses were performed and summarized in R-software and R-Studio with a number of packages as outlined below. Before any analysis was conducted on clear sky days, the data were assessed for normality with a Shapiro-Wilks normality test [52]. These analysis were performed and summarized with R packages dplyr [52], reshape2 [53], tidyr [54] and forcats [55], then illustrated with ggplot2 [56] in RStudio [57]. The Shapiro-Wilks test concluded that all daily data were normally distributed (p > 0.05), with the exception of the output from the HSM. The sample size from the SRM was too large to compute with a Shapiro-Wilks test (n > 5000), so it was analyzed with a Quantile-Quantile (Q-Q) plot. The Q-Q plot indicated that daily K↓ was non-normal so non-parametric testing was used to analyze the HSM and SRMs. Analysis of temporal variability in Qₑ was conducted using “stats” [57] and “lattice” [58] for preliminary and correlation analysis and then “nlme” [59] and “mgcv” [60] for model development and selection.

4. Results

4.1. Spatial and Temporal Patterns of Horizon Shade

Horizon shade fluctuated temporally and spatially across the wetland. At the beginning of the study, shade was more pronounced in the south-west (SW) corner and decreased in intensity along a diagonal gradient towards the north-east (NE) corner (Figure 4a). Over the same time, a ridge sheltered the east side of the basin, resulting in increased shade east of the wetland and the tarn (Figure 4a). July presented a similar spatial pattern in shade as June, but with higher shade intensity (Figure 4b). By the end of July, the horizon shadow established an average of 3–4 h of shade per day through much of the wetland (Figure 4b). Shade continued to increase into August, strongly influenced by the headwall at the wetland. By the middle of August, shade no longer increased in a diagonal pattern across the wetland (SW → NE), but rather straight from the headwall to the stream (S → N) (Figure 4c). This change in the spatial pattern covered a larger portion of the wetland, resulting in a rapid increase in the hours of shade per day from the beginning to the end of the month.

Overall, the wetland received an average of 2.8 (±1.1) hours of shade per day over the study period (largely in the morning and afternoon hours). During the Stable Shade period, however, which included Snowmelt, Green-up and some of the Peak Growing Season, daily shade was about 2.1 h per day. Afterwards, the site transitioned into the Dynamic Shade period, during which average hours of shade per day increased from 2.1 to 5.0. During Dynamic Shade, which included a large part of the Peak Growing and all of Late Growing Season, shade increased by 0.12 h per day (y = 0.12x − 25.05) (Figure 4b), decreasing sunlight by 0.18 h per day (y = −0.18x + 52.06). The differences in shading experienced by our site during the study period closely affected the energy budget and its components, and contributed to the different “seasonal phases” in the energy budgets we observed.
components, and contributed to the different “seasonal phases” in the energy budgets we experienced by our site during the study period closely affected the energy budget and its decreasing sunlight by 0.18 h per day (y = −0.18x + 52.06). The differences in shading experienced during Green-Up and the beginning of the Peak Growing Season.

Figure 4. (A) Horizon shade model results for the beginning, middle and end of each month for (a) June, (b) July and (c) August during the 2018 study period. Inset image illustrates the position and orientation of the study site (enclosed by the wetland boundary) relative to the surrounding topography, with the wetland boundary highlighted with a green line. (B) Stable Shade (7 June to 30 July), illustrated by light blue circles, has a consistent average daily shade value of 2 (y = −0.01x + 3.35, R² = 0.34) while Dynamic Shade (31 July to 10 September), dark blue circles, increases rapidly over time (y = 0.12x − 25.05, R² = 0.94).

4.2. Growing Season Surface Energy Budget of a Shaded Subalpine Wetland

Maximum daily net radiation (Q*), sensible heat flux (Q_h), latent heat flux (Q_e) and ground heat flux (Q_g), occurred on 20 June, 14 July, 17 July and 19 June, respectively (Table 1; Figure 5). The temporal difference in energy aligned with changes in maximum downwelling solar radiation (K ↓) and shading. During the study period, maximum daily (24-h average) Q* (196 W/m²) occurred one day before the summer solstice when the sun was near its highest position in the sky (Figure 5). Even though the wetland was snow-covered and had a higher albedo in June, the summer solstice provided greater net energy due to longer days with less shading than later in the summer. When the site became entirely snow free in the middle of July, daily Q* was 100 W/m², which was almost half the amount measured during the seasonal maximum on 20 June (Figure 5). Therefore, vegetation buried under snow throughout June (snow depth of 68 cm on 7 June and 25 cm on 19 June), could not utilize the daily seasonal maximum available energy (i.e., the difference between net and ground heat flux, Q*−Q_g) for transpiration. Q_g reached its maximum on 19 June, when large contributions of energy were used to thaw exposed ground during the period of peak snowmelt (Figure 5). Q_e and Q_h each reached their maximums in the middle of July, a typical time for peak vegetative productivity in mountain meadow and tundra ecosystems [61–63]. It was also beneficial for plants to have relatively “unobstructed” sunlight during Green-Up and the beginning of the Peak Growing Season.

Q_e represented the largest component of Q* over the entire study period. From 16 July onwards, Q_e comprised a larger percentage of Q* because of decreases in Q_h and Q_g. K ↓ followed a similar trend, as Q* through much of the Peak Growing Season, but was higher in Snow Melt than Green-Up, when shade was stable at around 2 h per day. During daytime hours only (i.e., PAR > 10 W/m²) on clear sky days, Q* was highest during the Green-Up period (236 W/m²) and lowest during Late Growing Season (78 W/m²) (Table 1). When the entire site became snow free during Peak Growing Season, vegetation had an average of 31 W/m² less energy per day to use for evapotranspiration than during Green-Up (Q_e, Table 1). During Snow Melt, Q_h and Q_g utilized a greater proportion of Q*, as snow temperature increased and the soil began to thaw. The Bowen ratio remained relatively
constant over the study period, but spiked from 20 June to 30 June with a daily average of 0.34 (Figure 5b). Outside of the seasonal maximum, $\beta$ remained constant throughout Green-Up, Peak Growing Season and Late Growing Season, averaging approximately 0.1 per day.

Figure 5. Gap filled timeseries data for daily average: (a) net radiation ($Q^*$), sensible heat flux ($Q_h$), latent heat flux ($Q_e$) and ground heat flux ($Q_g$) in W/m$^2$ observed or derived from measurements at the site; and (b) Bowen ratio ($\beta$). The light blue vertical highlighted area represents the Stable Shade period of our study and darker blue vertical highlighted area the Dynamic Shade period.

Table 1. Average daytime, defined as time when $Q^* > 10$ W/m$^2$, range of incoming solar radiation ($K_{\uparrow}$) and components of the energy balance during the clear sky days within each phase of the study period (W/m$^2$).

| Phase                        | $K_{\downarrow}$ (W/m$^2$) | $Q^*$ (W/m$^2$) | $Q_e$ (W/m$^2$) | $Q_h$ (W/m$^2$) | $Q_g$ (W/m$^2$) |
|------------------------------|-------------------------------|-----------------|-----------------|-----------------|-----------------|
| Snow melt (7–23 June)        | 336 ($\pm$35)                | 191 ($\pm$79)  | 93 ($\pm$34)   | 47 ($\pm$19)   | 26 ($\pm$41)   |
| Green up (24 June–20 July)   | 331 ($\pm$34)                | 236 ($\pm$27)  | 129 ($\pm$24)  | 64 ($\pm$17)   | 38 ($\pm$7)    |
| Peak Growing season (21 July–23 Aug) | 219 ($\pm$42)         | 151 ($\pm$35)  | 98 ($\pm$19)   | 32 ($\pm$11)   | 25 ($\pm$6)    |
| Late Growing Season (24 Aug–10 Sept) | 129 ($\pm$15)            | 78 ($\pm$18)   | 49 ($\pm$4)    | 17 ($\pm$10)   | 14 ($\pm$5)    |

4.3. Influence of Horizon Shade on Wetland's $K_{\downarrow}$, Microclimate and Energy Budget

4.3.1. Effect of Horizon Shade on Incoming Solar Radiation

We found that measured and modelled $K_{\downarrow}$ for clear sky days had good agreement ($y = 0.96x + 368.93$, $R^2 = 0.96$, $n = 16$). Modelled $K_{\downarrow}$ slightly overestimated observed by 11 W/m$^2$ per hour until the middle of July, and by 85 W/m$^2$ per hour from mid-July to early September (Figure 6a). Differences between observed and modeled $K_{\downarrow}$ can be attributed to the assumption of clear sky conditions, as some clouds and/or fog were likely present on the clear days. Additionally, differences likely arose from the conversions used.
to calculate downwelling $K_\downarrow$ (i.e., from measured PAR). However, the models showed important trends in intercepted $K_\downarrow$.

The shaded wetland site received 59, 97 and 140 W/m² less radiation per hour than the unobstructed (ridge) location during the Green-Up, Peak Growing Season and Late Growing Season, respectively (Figure 6a). These hourly reductions translated to 1400 W/m² more $K_\downarrow$ being intercepted by the headwall per day at the end of the study (10 September) compared to the beginning (17 June). On average, there was 951 W/m² of intercepted $K_\downarrow$ per day during Stable Shade, compared to 1526 W/m² of intercepted $K_\downarrow$ per day during Dynamic Shade. During the Dynamic Shade period, significant linear correlations were found between hours of shade and $K_\downarrow$ ($R^2 = 0.50$, $p < 0.05$, $y = -32.3x + 312.5$) (Figure 8b). For every hour increase in shade, $K_\downarrow$ decreased by 32 W/m². Shade also had a strong influence on modeled $K_\downarrow$, reducing it by 10% (35 W/m²) per hour during the period of Dynamic Shade (Figure 8b), which encompassed most of the Peak and Late Growing Seasons.

Sunlight hours were reduced at the wetland by two concurrent methods: changes to the sun’s position in the sky over time and horizon shade. To determine the relative contribution of each effect on overall changes in $K_\downarrow$, we first identified clear sky days during the study (i.e., no clouds) to run a SRM at the wetland and ridgetop. The estimated values for the ridgetop represented $K_\downarrow$ only affected by changing sun-angle (over time) with no impact of horizon shade. Estimated $K_\downarrow$ values for the wetland included both effects: sun-angle and horizon shade. Since the study began close to the Northern Hemisphere’s summer solstice (20 June, doy 170), early season results from the ridgetop represented a good approximation for the theoretical maximum amount of sunlight the wetland could receive. This maximum was used as a reference to help understand the percent reduction of sunlight overtime due to changes in sun angle and position in the sky (yellow in Figure 6b). The difference between ridgetop and wetland values (calculated as % difference with respect to the ridge top value) illustrate the influence of horizon shade on $K_\downarrow$ at the wetland (grey in Figure 6b). Since both ridge and wetland estimates of $K_\downarrow$ were affected by the sun’s position in the sky, the difference between those values and any seasonal influence from the sun’s position cancelled out. We found that horizon shade had a strong influence at the site by the end of our study period, decreasing sunlight by greater margins than

Figure 6. (a) Observed incoming solar radiation at the wetland (solid line), modelled incoming solar radiation at the wetland (dashed line) and modelled solar radiation atop Fortress Ridge (dotted line); and (b) the relative contribution of horizon shade and seasonality (changes in sun angle over time) to the reduction of incoming shortwave radiation at the study site. The light blue vertical highlighted area represents the Stable Shade period of our study and darker blue vertical highlighted area the Dynamic Shade period.
seasonal changes associated with sun angle (Figure 6b). The overall reductions in K↓ at the site were 72% by the end of the study, when compared to the start of the study, with 28% of that due to sun angle (seasonality) and 44% due to horizon shade (Figure 6b). At the start of the study, horizon shade only contributed 12% to daily reductions in sunlight at the site. These changes in shade reflected congruent changes in the site’s climate conditions and energy budget during the study period, as described in more detail below.

4.3.2. Effect of Horizon Shade on Site’s Climatic Conditions

Monthly air temperatures during the 2018 study period at the Environment and Climate Change Canada (ECCC) (ID 3053600) station fell within 2 standard deviations of the 30-year (1981–2010) climate normal for the station, indicating that this was a normal and representative growing season based on air temperature (Figure 3a). The only exception was the month of May, which was warmer than the 30-year average. During the study period, air temperatures remained within the higher end of the expected range, other than in September when it was cooler than the 30-year average (Figure 3a).

At our study site, measured average daily air temperature during the study period (7 June to 10 September) was 9 °C (±4.1), with a daily maximum of 18.6 °C on 10 August and a daily minimum of 0.8 °C on 11 June (Figure 7a). Tair increased during Green Up, remained relatively constant during Peak Growing season and followed a downward trend in Late Growing Season because of increased shade at our site (Figure 5b). The ground surface remained frozen until 20 June, when the soil (Tₛ 2 cm depth) quickly thawed over three days, increasing in temperature from −0.3 °C to 7.4 °C (Figure 7a). This thaw period in the soil profile coincided with the onset of patchy snow free conditions near the tower. Since the rate of snowmelt in shaded areas only increased once K↓ intensified and days lengthened [16], the amount of sunlight hours our site received was critical. This study identified that snowmelt occurred around the summer solstice in Northern Hemisphere (20 June), when the sun was at its maximum intensity for the area. During this time the wetland experienced a consistent 2 h of shade per day, indicating that the combined effects of solar maximum and minimal shade promoted snowmelt at the wetland.

4.3.3. Effect of Horizon Shade on Site’s Surface Energy Budget and Implications for ET

During the Dynamic Shade period, significant linear correlations were found between hours of shade and Q* (R² = 0.55, p < 0.05, y = −27.8x + 233.6), hours of shade and Qh (R² = 0.29, p < 0.05, y = −5.9x + 48.4) and hours of shade and Qe (R² = 0.63, p < 0.001 y = −17.9x) (Figure 8b). For every hour increase in shade, during the Dynamic Shade period, Q*, Qh and Qe decreased by 28, 18 and 6 W/m², respectively, at an average of 16% compared to the Stable Shade period.

Figure 7. Climate trends observed over 2018 field season at our wetland site. (a) air temperature (Tₐ) and surface soil temperature (Tₛ) at 2 cm; (b) precipitation defined by snow and rain and soil moisture (measured at 10 cm depth in the middle of the wetland at the meteorological tower). The light blue vertical highlighted area represents the Steady shade period of our study and darker blue vertical highlighted area the Dynamic shade period.
Total precipitation for the wetland during the 2018 study period was 339 mm (276 mm rain; 63 mm snow), less than the historical average annual rainfall of Marmot Basin (360 mm), located 14 km north of the research site in the Kananaskis Range (Figure 7b). Overall rainfall from June to September 2018 was 49 mm less than the ECCC 30-year climate normal for that time. When comparing individual months, only July and September received the normal amount of rainfall, while the other months had less than the 30-year normal, thus making 2018 a drier summer.

4.3.3. Effect of Horizon Shade on Site’s Surface Energy Budget and Implications for ET

During the Dynamic Shade period, significant linear correlations were found between hours of shade and $Q^*$ ($R^2 = 0.55$, $p < 0.05$, $y = -27.8x + 233.6$), hours of shade and $Q_h$ ($R^2 = 0.29$, $p < 0.05$, $y = -5.9x + 48.4$) and hours of shade and $Q_e$ ($R^2 = 0.63$, $p < 0.001$, $y = -17.9x + 149.4$) (Figure 8b). For every hour increase in shade, during the Dynamic Shade period, $Q^*$, $Q_h$ and $Q_e$ decreased by 28, 18 and 6 W/m$^2$, respectively, at an average of 16% compared to the Stable Shade period.

As the growing season progressed from Peak to Late season, shade decreased the amount of incoming radiation, which resulted in decreased $Q_e$ and increased soil moisture (Figure 9). This decrease was more pronounced compared to the seasonal increase from Green-Up to Peak Growing Season. The overall result was also a pronounced decrease in ET during the Late Growing Season (Figure 9). We further focused our analysis on Peak Growing season, as it was the only season when both Dynamic and Stable shade were present and vegetation fully developed and active at the site. In the month of August, a 3-h increase in shade resulted in a 48% reduction in energy ($Q^*$, $Q_e$ and $Q_h$) during Peak Growing Season, highlighting the rapid decline in energy and a short window for growth. Horizon shade had a clear influence on the energy budget when analyzing diurnal trends on clear sky days during the Peak Growing Season. Days with Stable Shade had an average of 15.8 ($\pm 0.2$) daylight hours with a maximum $Q^*$ of 513 W/m$^2$ at 12:30, while Dynamic Shade days had an average of 14.9 ($\pm 0.4$) daylight hours and a maximum $Q^*$ of 380 W/m$^2$ at 12:30 (Figure 10). During the midday hours of Stable Shade, there were brief decreases in $Q^*$ from 13:30 to 15:00 and 17:00 to 18:00; while during Dynamic Shade the periods of midday shading were prolonged and resulted in larger decreases in $Q^*$, lasting from 13:00 to 16:00 (Figure 10). This inherently impacted the energy budget of the wetland, as it was shaded during the hours of the maximum radiative input. During each period, negative radiation after sunrise was caused by horizon shade,
where a time lag for positive radiation resulted from when the sun first appeared above the ridge and headwall.

Figure 8. Relationship between hours of shade and solar radiation (K↓) \( y = -32.3x + 312.5 \), net radiation (Q*) \( y = -27.8x + 233.6 \), latent heat flux (Qe) \( y = -5.9x + 48.4 \) and sensible heat flux (Qh) \( y = -17.9x + 149.4 \) on clear sky days during the periods of (a) Stable Shade and (b) Dynamic Shade at Bonsai wetland, Fortress Mountain, Alberta, 2018. Regression equations represent the relationship during the period of Dynamic Shade.

As the growing season progressed from Peak to Late season, shade decreased the amount of incoming radiation, which resulted in decreased Qe and increased soil moisture (Figure 9). This decrease was more pronounced compared to the seasonal increase from Green-Up to Peak Growing Season. The overall result was also a pronounced decrease in ET during the Late Growing Season (Figure 9).

Figure 9. Boxplots showing the seasonal progression of measured, non-gap-filled: daily averaged incoming PAR, daily averaged latent heat flux (Qe), daily averaged soil moisture at top 10 cm and daily averaged evapotranspiration at Bonsai during the growing season.

Next, we investigated which measured environmental variables best explained the temporal variability in Qe during the Peak Growing Season. Our attention mainly focused on Qe, as it was equivalent to evapotranspiration through latent heat of vaporization and was the largest component of Q\(^*\), making it the energy flux most correlated to hours of shade. The results from preliminary correlations analysis between the different continuous variables we analyzed (Table S1 in Supplementary Materials) showed that most of the variability in Qe was closely related to incoming radiation (PAR), VPD, soil temperature at 2 cm depth and average soil moisture. Some of the variables were highly correlated (T\(_{\text{air}}\) and VPD), since VPD is calculated from T\(_{\text{air}}\) and RH (Table S1 in Supplementary Materials). We decided to retain VPD as it captured both variables and was more physiologically interesting and meaningful when analyzing Qe. Our model analysis showed that the best-fitted model (i.e., the one with the lowest AIC, highest ∆AIC, see Table S2 in Supplementary Materials) had incoming PAR, VPD, soil moisture (SM) and Shade as the key explanatory variables for the temporal variability in Qe at the wetland. While individually, Qe showed the highest correlation to PAR (see Tables S1 and S2 in Supplementary Materials), the remaining variables also contributed in the order of VPD, SM and Shade. Shade was a categorical variable, while the others were continuous. Overall, this model accounted for 86.5% of the variability in observed values (i.e., \( R^2 = 0.8651 \) for the predicted vs. observed 1:1 fit). The relationship was also found to be non-linear, requiring the use of a general additive modelling approach for the best-fitted model.
energy budget when analyzing diurnal trends on clear sky days during the Peak Growing Season. Days with Stable Shade had an average of 15.8 (±0.2) daylight hours with a maximum $Q^*$ of 513 W/m$^2$ at 12:30, while Dynamic Shade days had an average of 14.9 (±0.4) daylight hours and a maximum $Q^*$ of 380 W/m$^2$ at 12:30 (Figure 10). During the midday hours of Stable Shade, there were brief decreases in $Q^*$ from 13:30 to 15:00 and 17:00 to 18:00; while during Dynamic Shade the periods of midday shading were prolonged and resulted in larger decreases in $Q^*$, lasting from 13:00 to 16:00 (Figure 10). This inherently impacted the energy budget of the wetland, as it was shaded during the hours of maximum radiative input. During each period, negative radiation after sunrise was caused by horizon shade, where a time lag for positive radiation resulted from when the sun first appeared above the ridge and headwall.

Figure 10. Diurnal Peak Growing Season energy budget contributions defined by (a) net radiation ($Q^*$), (b) latent heat flux ($Q_e$), (c) sensible heat flux ($Q_h$) and (d) ground heat flux ($Q_g$) for Stable Shade (21 July to 30 July) and Dynamic Shade (31 July to 23 August). 95% confidence intervals are shaded around each diurnal flux, while the average sunrise and sunset for Stable Shade (solid) and Dynamic Shade (dashed) are also listed.

5. Discussion
5.1. Temporal and Spatial Patterns of Shade

The spatial patterns in shade were similar to results found in other studies of solar radiation distribution and variability in mountain terrain with north-south orientation [15,64]. The S and W areas of the wetland had a seasonal average of 3.0 and 2.8 h of shade per day, compared to 2.1 and 2.5 h of shade per day in the N and E. These spatial patterns explained the thick snowpack along the western and southern margins of the wetland and why snow remained there longer into Peak Growing Season, as late as August in 2018. An August snowpack was also reported via satellite imagery at this site in 2012, further supporting the spatial correlation between shade and snow cover (Figure 4).

Similar to [65], our study found that surrounding trees and topography of various heights reduced $K_↓$ during midday hours. However, aspect and/or site orientation (azimuth and inclination angle) also significantly altered the amount of radiation received at the surface [66]. Since our site was located north of a headwall and west of a ridge, it received preferential shading from surrounding topography, delaying local sunrise and advancing local sunset. Therefore, landscapes in mountain ranges with north-south orientation are more influenced by shading than sun declination (i.e., seasonality) during the growing season.

The difference between modeled and actual $K_↓$ in our study was because the HSM only accounted for perfect clear sky conditions, while actual observations were the best available clear days, but may still have had some interference from clouds and fog. The study by [64] found that shade reduced modeled $K_↓$ by an average of 45 W/m$^2$ (18% per day) across the whole watershed, and that higher elevations (1489 m a.s.l.) received 11% less $K_↓$ than
lower elevations (707 m a.s.l.). Our study performed a more detailed analysis than [64], as we calculated an average over the entire season, while Oliphant et al. [64] focused on one day during the peak growing season. Oliphant et al. [64] provided a more general analysis for $K_\downarrow$ at a large basin-wide scale, while our study performed a more detailed characterization of shade within a smaller confined subalpine wetland.

5.2. Growing Season Subalpine Wetland Surface Energy Trends

The timing of seasonal maxima in energy fluxes observed at our study site (mid-June) were consistent with those reported for similar sites in literature on mountain energy balance (i.e., June to early July in [61,67–69]). This was a product of the sun’s higher altitude and azimuth during this time of year, resulting in increased sunlight hours and less horizon shade in complex terrain. The relative contributions of peak $Q_e$ and $Q_h$ was driven by differences in moisture conditions and windspeeds, resulting in different Bowen ratios [70,71]. Konzelmann et al. [68] observed altitudinal differences in $Q_e$ contributions in the Swiss Alps, where $Q_e$ comprised 65% of the energy input at a meadow plateau (2220 m a.s.l.) and 85% at a valley meadow (1680 m a.s.l.). From 1 to 27 August, the corresponding $\beta$ in their study was 0.51 and 0.1 at the plateau and valley, respectively [68]. This was similar to our results at Bonsai, where $Q_e$ comprised 82% of the energy budget, with an average $\beta$ of 0.1 during the same time period. Mountain ecosystems with high $Q_e$ and low $\beta$ are a result of a low sky view factor, due to the presence of shade, high surface moisture availability and meadow vegetation [68,70,71]. At our site, available energy ($Q^*-Q_g$) was highest during Green-Up (Figure 6a). Sensible heat was also highest during Green-Up (Table 1), which contributed enough energy for a slow melt process. However, even though the overall maximum available energy occurred in Green-Up, the percent contribution of $Q_e$ to the energy budget remained constant from Snow Melt to the end of the Green-Up (62–66%), likely due to the melting snow and minimal ET contributions from soil and vegetation. The subsequent increase of $Q_e$ during the Peak Growing Season (86%) was from vegetation at the site leafing-out (e.g., *Abies lasiocarpa*; *Larix laricina*, *Salix*) and beginning to transpire, visualized by the greening of vegetation in Figure 2c. However, this did not last long as shade increased during the Peak Growing Season, and $Q_e$ decreased into the Late Growing season at a faster pace than the increase from Green-Up to Peak Growing Season (Figures 6 and 10). Overall, our results show that shaded mountain areas may be important in maintaining water levels downstream, due to slower snowmelt in spring and early summer and decreased ET in the late growing season.

5.3. Impact of Horizon Shade on Incoming Solar Radiation, Microclimate and the Energy Budget

This study was the first of its kind to quantify the impact of shade on the components of surface energy budget in a shaded, subalpine wetland. We showed that horizon shade had a strong impact on our site’s latent heat flux, which dominated the growing season surface energy budget. Stable Shade in spring reduced the amount of $K_\downarrow$ reaching the site and resulted in longer snowpack duration, while Dynamic Shade in later Peak and Late Growing Seasons reduced overall site $Q_e$ and ET. Shaded wetland ecosystems in montane environments can act as stores of water that get slowly released from the alpine to downstream systems over the growing season. However, further studies including snow and vegetation analysis and inventories will be required to identify and quantify the strength of this storage, especially across various sites.

At our wetland, 87% of temporal variability in $Q_e$ was explained by a non-linear relationship with incoming radiation (PAR), vapour pressure deficit (VPD), soil moisture and Shade—as a categorical variable. Most of the variability in $Q_e$ was explained by the temporal variability of PAR. We found that each hourly increase of shade at our study site reduced $K_\downarrow$ and $Q^*$ by 13% and 16%, respectively. Oliphant et al. [64] found complementary results where daily average $Q^*$ decreased by 20% in areas with increased surface complexity. Therefore, when shade decreased $K_\downarrow$ throughout the period of Peak Growing Season, diffuse radiation may have maintained ET and stabilized $Q_e$, which supported plant...
productivity. Radiation-use efficiency (RUE), or the amount of biomass accumulated per unit of intercepted $K_\downarrow$, across a variety of ecosystems has been found to be higher under diffuse radiation than direct radiation, because of the plant’s physiological response to microclimate conditions during cloud cover [21,72]. Therefore, diffuse radiation resulted in greater light penetration into the canopy and more efficient distribution of light between leaves [21,72]. This greater (and more equal) access to light stimulated photochemical reactions within the plant, and resulted in greater stomatal opening [72]. Therefore, ET at the wetland may not decrease significantly alongside shade because of more optimal conditions for photosynthesis provided by diffuse shortwave radiation. However, further studies are required to fully quantify the relationship between shade and ET and the role of diffuse radiation at our site.

6. Conclusions

This study is the first to attempt to quantify the impact of shade on the components of surface energy budget in a shaded, subalpine wetland. We conclude that horizon shade can have a profound negative effect on the local energy budget, helping shaded wetland ecosystems store snowpack water for longer periods of time in spring and reduce water losses by evapotranspiration later in the growing season. With the mounting risk of severe late season drought and spring flooding in western North America under future climate change, shaded mountain wetlands in the Rockies can become increasingly important for downstream flow regulation. We therefore recommend completing additional studies to expand the inventory of mountain wetlands and enhance the knowledge of surface energy budget dynamics within shaded montane ecosystems across various mountain networks. Once such studies become available, we will be able to more accurately quantify the role of shade on the localized surface energy budget of complex terrain and its contribution to late season runoff downstream. Such knowledge will also help us advance the development of hydrological models for complex mountainous terrain.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/atmos12111473/s1, Figure S1: Rose diagrams showing the frequency distribution and cardinal direction of wind speed and latent heat flux by physiological season, Figure S2: Rose diagrams showing the frequency distribution and cardinal direction of wind speed and latent heat flux by shade period, Figure S3: Comparison of Surface Energy Balance Closure for the different seasons and shade periods, Table S1: Correlation matrix between key continuous variables during the Peak Growing Season, Table S2: Evaluation of individual explanatory variable contributions to model fit, Table S3: Linear fits to Surface Energy Balance Closure Scatter Plots in Figure S3.
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