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Abstract: This study examines the impact of commodity price shocks on the banking sector stability of 18 African commodity-exporting economies using an unbalanced panel dataset spanning a 16-year period from 2000–2015. The study on the impact of commodity price shocks on African commodity-exporting economies’ banking sectors was estimated using a panel fixed effects model. The empirical findings indicate that commodity price shocks increase bank credit risk (non-performing loans) and, thus, pose a risk to the banking sector stability of African commodity-exporting economies. The results for the disaggregated shocks reveal that both positive and negative shocks weaken banking sector stability. In addition, commodity price shocks are discovered to decrease credit extension to the private sector, highlighting an additional channel through which the impact of commodity price shocks may be perpetuated to the real economy.
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1. Introduction

African countries are highly dependent on commodities; this exposes them to risks of economic, political, and financial instability (Christensen 2016). The economic and political implications of commodity dependence are well-rooted in the literature, with a plethora of research focusing on how it impacts economic growth, debt, conflict, and financial development (Hamilton 1983, 2009; Deaton and Miller 1995; Lescaroux and Mignon 2008; Kilian et al. 2009; Rafiq et al. 2016; Montfort and Ouedraogo 2017; Bangara and Dunne 2018). Limited research has examined the possible impact of commodity price shocks on financial sector stability, specifically on banking sector stability (Aloadayn 2016; Kinda et al. 2016; Agarwal et al. 2017; Eberhardt and Presbitero 2018). Commodity price shocks affect the corporate, household, government, and banking sectors of the economy (Christensen 2016). The banking sector may, therefore, be an additional channel through which the impact of commodity price shocks is perpetuated to the real economy.

African economies are mainly dominated by large domestic and foreign banks (Chironga et al. 2018), and as such, banking stability (or instability) can play a significant role in lessening (or intensifying) the impact of commodity price shocks on the macroeconomy (Poghosyan and Hesse 2009; Miyajima 2016; Kooros and Semetesy 2016; Aloadayni 2016; Kinda et al. 2016). For example, the 1980s and 1990s comprised extensive banking crises, with most of the instability concentrated in commodity-exporting economies (Eberhardt and Presbitero 2018). Few African economies experienced banking crises during this period. According to Eberhardt and Presbitero (2018), factors such as long periods of economic growth, financial deepening, and high and stable commodity prices contributed to the resilience of African banking sectors. Structural reforms for sound macroeconomic policies and improved regulatory frameworks have further supported African banking sectors (Caggiano et al. 2013; Bangara and Dunne 2018). Despite this resilience, macroeconomic and banking sector vulnerabilities are clearly still in place and are likely to emerge.
as financial deepening increases and as the financial system becomes more complex. In 2014–2015, several economies began experiencing financial distress, indicated by declining bank profitability and deteriorating asset quality (UNDP 2016; IMF 2017). Even though the country-specific problems faced by these countries may have contributed to the financial distress, the sharp and persistent decline of commodity prices has certainly perpetuated the issue for commodity-exporting economies (see Figure 1).

Given these developments and considerations, this study examines the vulnerability of the banking sectors of 18 African countries to commodity price shocks. The analysis covers the period spanning 2000 to 2015. The dependence of African economies on commodity exports has long been debated and analyzed. Even though most African countries benefit from commodity price booms, commodity price busts remain a concern due to their magnitude and duration. Commodity price volatility may not be avoided, but countries can ensure that they are not largely impacted by diversifying and reducing their commodity dependence. There is clear consensus on the impact of commodity price shocks on macroeconomic factors. Limited research has focused on how the banking sectors of African economies are impacted. There is a need to examine whether the banking sector may be an additional channel through which commodity price shocks impact the real economy. The 2007–2008 GCF brought to light the pieces that were missing in maintaining financial sector stability. The close link between commodity markets and the banking sector (Kinda et al. 2016), therefore, supports the need to understand how the financial sector is impacted by commodity price shocks. This study contributes to the literature in three key ways. First, the study emphasizes the role of commodity price shocks in triggering banking sector instability. In a related paper, Kinda et al. (2016) showed that commodity price shocks are associated with financial sector fragility in developing countries. Kinda et al. (2016) limited the focus of their study, focusing only on minerals, fuels, and metals. This study extends the research by Kinda et al. (2016) by focusing on most commodity groups. Second, while previous studies have focused on advanced, emerging, developing (not just African), and low-income countries, this study examines the experience of only African commodity-exporting countries. This is specifically relevant because of the financial sector vulnerabilities that were revealed in African countries following the 2015 commodity price decline. African economies’ exposure to and dependence on commodity prices increased financial sector vulnerabilities in these countries (Eberhardt and Presbitero 2018). Third, while Kinda et al. (2016) outlined how the financial sector responds to both negative and positive shocks, this study examines this relationship using overall positive

![Figure 1. Commodity price indices (2005 = 100). Source: Author’s own presentation using IMF data.](image-url)
and negative shocks. Further, the study contributes to the extant literature by emphasizing the differences in commodity price asymmetries between various commodity groups. To the best of the author’s knowledge, the only work that emphasized this relationship was Addison et al. (2016).

Employing a panel fixed effects (FE) model, the results of the study indicate that commodity price shocks weaken banking sector stability through increasing bank credit risk (NPLs). More specifically, a one-unit increase in the commodity price shock increases bank credit risk by 0.381%, which is in line with previous studies (Kinda et al. 2016). When disaggregated by positive and negative commodity price shocks, the results reveal that both positive and negative commodity price shocks weaken banking sector stability and that positive shocks, surprisingly, have the greatest impact on banking sector stability. The lack of asymmetry is in line with Addison et al. (2016), who found, using a similar commodity price shock measure, that positive and negative agricultural commodity price shocks in sub-Saharan African countries did not necessarily respond differently. Finally, the estimation of the impact of commodity price shocks on bank lending shows that commodity price shocks do indeed decrease bank lending, which is in line with Agarwal and colleagues (2017). As a matter of fact, negative mineral, fuel, metal, and chemical price shocks have substantive negative implications on bank lending in African countries. Given these findings, this study deduces that commodity price shocks do not only have an impact on banking sector stability (which can be perpetuated to the real economy) but also have a direct impact on bank lending as a means of economic growth and development (Greenwald and Stiglitz 1991, 2003).

The remainder of the study is divided as follows. Section 2 briefly discusses the channels through which commodity price shocks can impact the economy and the banking sector. Section 3 reviews the theoretical and empirical literature. Section 4 defines the data, model specification, and estimation techniques. Section 5 presents the results, and Section 6 provides the main conclusions.

2. Commodity Price Shocks—Transmission Mechanism

Economic relationships are hardly ever clear and direct. This is no different when trying to understand and examine the relationship between commodity price shocks and banking sector stability. In order to unpack this, the various transmission channels through which commodity price shocks may impact the economy (with a specific focus on how the banking sector is impacted) are briefly discussed. To be specific, the macroeconomic, fiscal, exchange rate, and banking channels are discussed. Further, the scenario discussed below is based on the assumption of a decline in commodity prices. One would expect the opposite deductions in the case of an increase in commodity prices.

Macroeconomic channel: Following a fall in commodity prices, economies usually experience a decline in exports, investment, and output. Declining exports, investment, and output weigh on the corporate and household sectors. Exports decline and, thus, economies fail to generate as much export revenue as is generated during periods of higher commodity prices. Investment in commodity extraction and supporting industries weakens, impacting not only actual output but also potential output (Christensen 2016). Several authors have established a negative relationship between commodity price shocks and economic growth (Deaton and Miller 1995; Dehn 2000; Karl 2004; Bruckner and Ciccone 2010; Hammond 2011; Christensen 2016). African commodity exporters experience economic growth averaging 5% each year. A reversal of this growth was witnessed following the commodity price crash that began in late 2014 (Ighobor 2016). For example, Nigeria’s oil revenue accounts for approximately 90% of its export revenue; as a result of the decline in commodity prices, its revenue declined substantially, and the country’s economic growth moderated from 5.4% in 2014 to 2.9% in 2016 (Ighobor 2016). Low growth can impact firms’, governments’, and consumers’ ability to service their bank debts, which, in turn, exposes the banking sector to credit risk. In line with a fall in commodity-exporting firm production and, thus, revenue, unemployment may rise, leaving households at risk in an already vulnerable economic
environment (Blanchard and Gal 2008). Vulnerable firms and individuals means a greater risk of defaulting on payments, impacting bank balance sheets and, through contagion\(^3\), the greater banking system (Makri et al. 2014).

**Fiscal channel:** African commodity-exporting countries rely heavily on commodity export revenue to boost and support economic growth and development. The commodity export proceeds of some countries in Africa account for more than 70% of the national budget (Alesina et al. 2008; UNDP 2015; Christensen 2016; Ighobor 2016). This reliance means that negative commodity price shocks can certainly decrease fiscal performance (Spatafora and Samake 2012; Kinda et al. 2016). A decline in export revenue causes a decline in government revenue (and, thus, a decline in government expenditure) of commodity-dependent economies. Kinda et al. (2016) reiterated this by saying that commodity price shocks reduce tax revenue, worsen terms of trade, increase fiscal deficits, and decrease the competitiveness\(^4\) of government-dependent institutions. Governments also borrow from the banking sector, so a reduction in government revenue will also impact their ability to service their bank (and other) debts. Commodity price shocks can, therefore, also pose a banking stability risk through the weakening of fiscal performance.

**Exchange rate channel:** It is also important to note that, as commodity exporters, African economies encounter two possible scenarios: first, increasing foreign exchange reserves as a result of higher prices or, second, decreasing foreign exchange reserves due to lower commodity prices. A substantial decline in commodity prices can increase fiscal deficits and impact exchange rate reserves. This may influence the government and domestic banks to borrow internationally to withstand domestic economic conditions brought on by commodity price shocks. In turn, this increases the foreign-denominated debt of both agents (Kinda et al. 2016). Any sudden and substantial depreciation of the domestic currency or increase in international interest rates increases the vulnerability of the banking sector and, thus, impacts its stability.

**Banking channel:** African countries’ dependence on commodities may also have a direct impact on the banking system. First, commodity dependence structures the bank lending channel in ways which can create ‘system risk’ not just for the banking system but also for the greater financial system (Christensen 2016). As witnessed during the 2007–2008 global financial crisis (GFC), banks freely extend credit during periods of economic and financial boom. Similarly, during periods of commodity boom, domestic credit extension grows, with banks extending credit even to the less creditworthy. Credit extension is important for growth and development, but rapid and extensive credit growth can seriously impact the stability of the financial system. Second, previous research indicated that commodity exporters held savings as a precautionary measure to address the volatile nature of commodity prices (Bems and Filho 2011). “If the windfalls are saved in domestic banks, this could threaten the banking sector in case of negative shocks that could lead to sizeable withdrawals” (Kinda et al. 2016; Christensen 2016). Challenges in one bank can spread to other banks; this can result in bank runs\(^5\) with the potential to completely destabilize the financial system. There were several bank runs during the 2007–2008 GFC, and the linkages between banks and financial institutions resulted in contagion, impacting the stability of the entire international financial system.

3. Literature Review

A theoretical model underpinning the analysis on the determinants of credit risk is the financial accelerator theory. This theory posits that endogenous developments in the credit markets propagate shocks to the real macroeconomic environment (Bernanke et al. 1999). The theory posits that credit shock is amplified through information asymmetries between lenders and borrowers and through a balance sheet effect. Credit risk is one of the largest risks faced by banks. As such, several studies have focused on the implications of credit risk on the banking system (Mpofu and Nikolaidou 2018).

During periods of commodity price boom, banks generate a lot of liquidity, which makes them more lax in their lending (Fititi et al. 2016). Thus, banks may increase lending
during commodity price booms, but the opposite may hold during commodity price busts, resulting in both a reduction in credit extension and a deterioration in loan quality. This notion is supported by Fiti et al. (2016), who analyzed the relationship between the commodity price cycle and credit cycle in three commodity-exporting African economies. Their findings indicated that the credit market is sensitive to persistent commodity price shocks. Kablan et al. (2017), who used a sample of African commodity-exporting countries, established similar results showing a positive relationship between commodity price booms and credit growth. Kablan et al. (2017) also emphasized that a commodity boom reversal affects both the macroeconomic and financial sectors, decreasing commodity exporters’ capacities to service their debts. Knock-on effects increase NPLs and weigh on banking sector stability, which, in African economies, eventually impacts the entire financial system. The findings of Kablan et al. (2017) are crucial given the volatility and uncertainty related to commodity prices. The views of both Fiti et al. (2016) and Kablan et al. (2017) are in line with Cashin and McDermott (2002), who established that African economies’ commodity dependence makes them sensitive to lending booms and, thus, rising NPLs.

Most of the literature related to this study has focused specifically on oil prices. For example, Miyajima (2016), with evidence from Saudi Arabia and using generalized method of moments (GMM) and panel vector autoregression (PVAR) methods, indicated that low oil prices and non-oil GDP led to a rise in NPLs. In turn, this transmitted to the balance sheets of banks through weak macroeconomic variables. This is in line with Alodayni (2016), who focused on the oil–macrofinancial linkages in the Gulf Cooperation Council countries (GCC) region. The study, also employing a panel GMM and PVAR model, on 24 GCC banks during the period 2000 to 2014 established that oil prices, along with other macroeconomic variables, have an impact on NPLs and that higher NPLs have adverse effects on GCC economies. Al-Khazali and Mirzaei (2017) also established related results when they analyzed the impact of oil price movements on the NPLs of 30 oil-exporting countries over the period 2000 to 2014 using panel GMM. Their results revealed three things: first, that a rise (or fall) in oil prices leads to a decrease (or increase) in the NPLs of oil-exporting economies; second, that oil price shocks have asymmetric effects on bad loans (NPLs), and finally, that the negative impact of adverse oil price shocks has greater implications for the loans of large banks. These findings are significant considering that the banking sectors in developing countries (specifically African countries), dominate the financial sector (Allen et al. 2011). Any vulnerability in the banking sector, therefore, places the whole system at risk. Kooros and Semetesy (2016) assessed the relationship between international oil prices and the financial system in GCC countries. Their analysis incorporated data for 42 GCC banks spanning from 2000 to 2014. The study employed a system GMM technique and a PVAR model to assess the macroeconomic and bank-specific determinants of NPLs and the feedback loops between macroeconomic and bank balance sheet variables, respectively. In the first place, the study established that bank asset quality (NPLs) is impacted by oil prices and macroeconomic variables; second, the study also established feedback loops between oil price movements and bank balance sheets, emphasizing the notion that instability in the banking sector results in unwanted economic consequences for the real sector.

The closest literature to this empirical study comes from Kinda et al. (2016) and Eberhardt and Presbitero (2018). Kinda et al. (2016) examined how commodity price shocks impact financial sector fragility by focusing on 71 commodity-exporting emerging and developing economies for the period of 1997 to 2013. The study employed a panel fixed effects model to estimate the effect of commodity price busts on financial soundness indicators. The results revealed that commodity price shocks weaken the financial sector and that larger shocks have a greater impact on financial sector stability. The study then went on to analyze a banking crisis using a conditional fixed effects logit model; the results of this estimation indicated that commodity price shocks are associated with banking crises.

Eberhardt and Presbitero (2018) developed an empirical model to predict the relationship between commodity price movements and banking crises on a sample of 60 low-income countries (LICs) over the period of 1981 to 2015. The authors employed
a random effects Mundlak logit model in their estimation. Their results are in line with the findings from Kinda et al. (2016), showing that commodity price movements are an economically substantial and robust driver of banking crises in LICs. These findings are in line with Kaminsky and Reinhart (1999), who provided evidence for how instability in the banking sector can trigger a financial crisis. The study found, using a sample of emerging market economies, that risk in the banking sector leads to a currency crisis. The authors indicated that, when and if a currency crisis deepens, it spreads to the entire economy. In the empirical literature, the studies of Rudolf et al. (2021), Doumenis et al. (2021), and Sami and Abdallah (2022), among others, have highlighted the importance of digital commodities (such as Bitcoin and cryptocurrency), but given that this study is not focused on the impact of digital commodities on banking systems in Africa, we paid less attention to the review of previous studies focusing on digital commodities and the effect they have on banking systems of African countries. While most of the empirical literature on the linkages between commodity price shocks and credit risk has focused specifically on oil price shocks, this study adds to the current limited research by considering all commodities. Including all commodities broadens the scope of the research and, thus, allows for a more comprehensive analysis. The paper closest to this study, Kinda et al. (2016), focused only on fuel, mineral, and metal commodities. This study is also motivated by Kinda et al. (2016) focusing on emerging and developing countries, without isolating African economies. African economies are isolated in this study because of their dependence on commodity exports and the potential vulnerability their banking sectors could encounter because of commodity price shocks. This study further expands on the previous literature by examining how the various commodity groups impact the banking sector and how they impact bank credit extension.

4. Data and Methodology

4.1. Methodology

Several equations were estimated to analyze the relationship between commodity price shocks and banking sector stability. This study adopted a model similar to that employed by Kinda et al. (2016). Panel data was characterized by observations of multiple phenomena which were obtained over multiple periods of time. The characteristics of the panel data were synonymous to the data sample used in this study, making panel analysis the most appropriate technique (Kinda et al. 2016). More specifically, the panel fixed effects econometric model was employed because each country included in the sample had its own unique set of economic, political, and institutional characteristics that could be correlated with the explanatory variables. The panel fixed effects technique controlled these country-specific effects and prevented biased estimates.

Related studies, such as Alodayni (2016), Kooros and Semetesy (2016), and Al-Khazali and Mirzaei (2017), have opted to employ a system generalized method of moments (SGMM) technique. It is a system estimator that combines the regressions in differences and levels, resulting in consistent estimates of the parameters of interest. The consistency of this model, however, depends on the validity of the moment conditions (Arellano and Bover 1995). The Sargan test of over-identified instruments was employed to test the overall validity of the instruments and, thus, the consistency of the model. The null hypothesis was rejected, rendering the SGMM an inappropriate method for this study. As a result, the FE model was employed. The equations that were estimated are shown below.

The baseline model estimated the effect of the overall commodity price shocks on banking sector stability. The empirical specification takes the following general form:

\[ NPL_{it} = \beta_0 + \beta_1 CPS_{it} + \sum \gamma_K X_{itK} + \sum \gamma_m Z_{itm} + \epsilon_{it} \]  

(1)

where \( NPL_{it} \) represents the banking sector stability variable (non-performing loans). \( CPS_{it} \) represents the commodity price shock variable. \( \sum \gamma_K X_{itK} \) and \( \sum \gamma_m Z_{itm} \) represent the vectors of the banking specific and macroeconomic control variables, respectively, and,
finally, $\varepsilon_{it}$ represents the error term, including country-specific fixed effects and an idiosyncratic term.

Equation (1) was re-estimated using a positive and a negative commodity price shock. These shocks were derived from the overall commodity price shock equation:

\[
NPL_{it} = \beta_0 + \beta_1 CPC_{pos_{it}} + \sum \gamma_k X_{i,k} + \sum \gamma_{km} Z_{i,m} + \varepsilon_{it} \tag{2}
\]

\[
NPL_{it} = \beta_0 + \beta_1 CPC_{neg_{it}} + \sum \gamma_k X_{i,k} + \sum \gamma_{km} Z_{i,m} + \varepsilon_{it} \tag{3}
\]

where all other variables remain as in (1), while $CPC_{pos_{it}}$ and $CPC_{neg_{it}}$ represent positive and negative commodity price shocks, respectively.

The equations for the disaggregated commodity groups (agriculture, minerals, fuels, metals, and chemicals) were estimated using the same equations.

### 4.2. Data

An unbalanced panel dataset of 18 commodity-exporting African countries and the list of commodities can be found in Tables A1 and A2, respectively. The dataset comprised bank-specific financial stability indicator (FSI) (IMF 2006), macroeconomic, and commodity data for all the countries in question. The data period of 2000 to 2015 captured the commodity price bust (and the 2007–2008 GFC) that occurred in 2007–2008 and the recent 2014–2015 one. The bank-specific FSI data were sourced from the Federal Reserve Economic Data (FRED) of St. Louis and from the World Bank (WB) Global Financial Development databases. The macroeconomic (control variables) data were compiled using data from the World Bank Global Financial Development database and the IMF. The United Nation (UN) Comtrade database served as the source for the disaggregated commodities data.

The variables were defined as follows: the main dependent variable was non-performing loans (NPLs). It was a ratio of NPLs to total loans and was employed as a measure of credit risk in the study. Domestic credit extension was also employed as a dependent variable when estimating the impact of commodity price shocks on bank lending.

A number of independent variables were included in the study. The bank specific variables of profitability, capital adequacy, and liquidity were some of the variables used as financial stability indicators (IMF 2006). This is in line with studies, such as Kinda et al. (2016) and Eberhardt and Presbitero (2018), that used these variables, alongside others, as determinants of banking sector fragility and banking crises, respectively. In essence, the banking sector variables acted as proxies for a country’s financial sector position.

The study also considered variables that could act as proxies for macroeconomic policy sustainability and stabilization issues, as well proxies for monetary and fiscal policy. The macroeconomic variables included economic growth, inflation, and unemployment. The monetary policy proxy variables included change in the exchange rate, real interest rate, M2 over external reserves, and domestic savings. Government revenue was employed as the fiscal policy proxy. These variables, as well as their expected priori, are summarized in Table A3.

There are various approaches through which commodity price shocks have been quantified in the literature. This study adopted the real commodity price change measure as a proxy for commodity price shocks (Mork 1989; Poghosyan and Hesse 2009). The commodity price shock measure in this study was computed per country, per time period (annual), and per commodity. The real commodity price measure is indicated below:

\[
cps_{it} = \frac{\sum_{t=1}^{365} \min\{0, \log(p_t) - \min[\log(p_{t-1})]\} \times 100}{365} \tag{4}
\]

where $cps_{it}$ is the commodity price shock for country $i$ at time $t$; $p_t$ is the commodity export revenue in the current period; and $p_{t-1}$ is the commodity export revenue in the preceding period. $cps_{it}$, therefore, simply measures the annual commodity price shock for every country and each commodity included in the study for the period of 2000–2015.
Prior to computing a commodity price shock variable, unit root tests were conducted in order to ensure that all variables were stationary. This was performed in light of the concern raised by Kinda et al. (2016) that the commodity price measure above does not account for the potential trend related to price changes, making the commodity price measure nonstationary. A Phillips–Perron unit root test (Phillips 1987; Phillips and Perron 1988) with a time trend and lag of 5 was computed for all the relevant variables. The results reported in Table A4 show that all variables, including the commodity price shock (CPS) variable, contained no unit roots at level and were, therefore, stationary. Two additional CPS variables were computed by splitting the original shock into positive and negative commodity shocks during estimation. This allowed the study to test for symmetry between positive and negative CPSs.

5. Empirical Results and Discussion
5.1. Descriptive and Correlation Analysis

Tables A5 and A6 provide the summary statistics and correlation analysis of the variables employed in the study, respectively. The mean for the dependent variable, NPL (credit risk), was 9.187; this was much higher than those obtained in other developing countries. According to Dietrich and Wanzenried (2014), the mean NPLs for low, middle, and high income economies were 1.990, 1.970, and 0.730, respectively. This high NPL level emphasizes the risk and vulnerability faced by banks in commodity-exporting African economies. There are advanced economies with elevated levels of NPLs, although the average is still below the 9.187 established in this study. In Europe, for example, the average rate of NPLs in 2016 was 5.1% (Magnus et al. 2017), which is also much higher than the 0.73 average established by Dietrich and Wanzenried (2014).

The mean for the capital adequacy ratio (NPL provisioning) was substantially high at 61.558%, indicating that African banks are safe and highly likely to meet their financial obligations. The mean value for profitability (return on assets) is 1.958; it is almost in line but slightly lower than what was established for Middle East and North Africa (MENA) and sub-Saharan African banks, where values have been reported at 2.250 and 2.35, respectively (Flamini et al. 2009; Poghosyan and Hesse 2009). The mean liquidity ratio was substantially high at 29.838 in comparison to the average growth in deposits for low, middle, and high income countries of 21.630, 14.290, and 7.621, respectively (Dietrich and Wanzenried 2014). This high liquidity ratio implied that African banks are in a position to sufficiently cover current debt obligations without needing to raise funds in the capital markets.

The correlation matrix (Table A6) indicates that the CPS variable was positively correlated to NPL (0.128). A positive relationship was also observed between the CPS variable and the other banking sector variables in the study (capital adequacy (0.009), profitability (0.081), and liquidity (0.093)), emphasising the possible impact of commodity price dynamics on the banking sector, as established by Kinda et al. (2016). Another important negative correlation was that of the CPS and domestic credit extension (−0.115); this correlation is in line with findings from Agarwal et al. (2017).

Unemployment had the strongest negative relationship with NPL; this was expected, since loss of revenue weighs on the ability to service debt and vice versa. NPL was also highly negatively related to government revenue (−0.246) and domestic credit (−0.196). The correlation between NPL and real economic growth was also negative and significant (−0.014), but not as strong.

5.2. Results

The baseline model presented in Table 1 shows that the CPS coefficient increased credit risk (non-performing loans). This finding was the same across all three models, but the pooled OLS and SGMM models had weaknesses. The pooled OLS model was biased because it failed to account for the unique differences between countries, which could impact the dependent variable. On the other hand, the SGMM model was inconsistent because it failed the Sargan test. This indicated that the pooled OLS and the SGMM models
were not appropriate models for this study; going forward, only the FE results are presented and discussed.

Table 1. Baseline results: the impact of commodity price shocks on NPLs.

| Dependent Variable: NPL (Credit Risk) | POLS | SGMM | FE | Positive | Negative |
|---------------------------------------|------|------|----|----------|----------|
| NPL (lagged)                          | 0.603 *** (0.004) | | | | |
| CPS                                   | 0.325 ** (0.127) | 0.525 *** (0.097) | 0.381 *** (0.094) | 0.926 *** (0.279) | 0.218 (0.261) |
| Capital adequacy                      | −0.009 *** (0.001) | 0.006 *** (0.001) | 0.026 *** (0.002) | 0.027 *** (0.003) | 0.025 *** (0.003) |
| Profitability                         | −3.080 *** (0.042) | −0.364 *** (0.042) | −0.835 *** (0.044) | −1.149 *** (0.279) | −0.746 *** (0.261) |
| Liquidity                             | −0.081 *** (0.004) | 0.069 *** (0.005) | 0.108 *** (0.005) | 0.122 *** (0.008) | 0.105 *** (0.007) |
| Economic growth                       | −0.195 *** (0.013) | −0.230 *** (0.011) | −0.068 *** (0.008) | −0.157 *** (0.016) | 0.010 (0.013) |
| Inflation                             | 0.461 *** (0.008) | 0.076 *** (0.006) | −0.009 (0.008) | −0.023 * (0.013) | 0.001 (0.015) |
| Unemployment                          | −0.453 *** (0.007) | −0.156 *** (0.009) | 0.016 (0.012) | 0.054 *** (0.017) | −0.009 (0.020) |
| Gov. revenue                          | 0.075 *** (0.008) | 0.074 *** (0.010) | −0.080 *** (0.011) | −0.123 *** (0.022) | −0.034 (0.024) |
| Lending rate                          | −0.052 *** (0.013) | 0.040 *** (0.015) | −0.015 (0.020) | −0.006 −0.078 *** (0.028) | (0.030) |
| M2 and reserves                       | −0.205 *** (0.016) | −0.056 *** (0.018) | −0.695 *** (0.014) | −0.684 *** (0.022) | −0.679 *** (0.023) |
| Exchange rate                         | −0.173 *** (0.004) | 0.048 *** (0.003) | −0.025 *** (0.003) | −0.016 *** (0.004) | −0.029 *** (0.006) |
| National savings                      | −0.176 *** (0.005) | −0.085 *** (0.007) | 0.198 *** (0.013) | 0.242 *** (0.018) | 0.204 *** (0.018) |
| Constant                              | 22.765 *** (0.419) | 4.486 *** (0.471) | 6.843 *** (0.498) | 7.146 *** (0.735) | 6.300 *** (0.693) |
| Observations                          | 41,421 | 41,421 | 41,421 | 21,936 | 19,485 |
| R-squared                             | 0.336 | 0.143 | 0.143 | 0.156 | 0.158 |
| Number of newid                       | 7931 | 7931 | 7931 | 6914 | 7001 |
| F-statistics                          | 5022,600 | 1729,777 | (0.000) | 6914 | 7001 |
| Wald chi-squared                      | 56,726,550 | (0.000) | (0.000) | |
| Sargan                                | 29,804,040 | (0.000) | (0.000) | |

Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.

Discussing the results in more detail shows that a one-unit change in the CPS yielded a 0.381% increase in credit risk (Column 4, Table 1). The CPS coefficient of 0.381% was positive and strongly significant at a 1% level of significance. These findings are in line with similar studies (Kinda et al. 2016). The study, therefore, concluded that CPS increases bank credit risk and, thus, poses a risk to the stability of African commodity-exporting economies’ banking sectors. This finding adds to the current limited literature on the relationship between CPSs and banking sector stability. Most importantly, it emphasizes that CPSs can yield both macroeconomic and banking sector instability risks.
Briefly focussing on the other banking variables, the coefficient for profitability behaved as expected and was strongly significant at a 1% level of significance. The capital adequacy and the liquidity coefficients did not yield the expected signs, but they were also strongly significant at a 1% level of significance. Basel 3 requirements maintain that rising capital adequacy requirements should act as a safety net for the banking sector and uphold financial stability (Bank for International Settlements 2010), hence the prior statement that it would decrease credit risk. Oduor et al. (2017) established that higher capital adequacy ratios do not necessarily make African banks safer. Similarly, higher liquidity may also not necessarily mean safer banking systems in the case of African countries.

With the macroeconomic variables, real economic growth behaved as expected and was strongly significant at a 1% level of significance. The unemployment and inflation coefficients behaved as expected but were insignificant at all levels. All other macroeconomic variables yielded the expected signs and were significant.

While the CPS variable (Column 4, Table 1 in the previous page) provided valuable information about the impact of unexpected CPSs on banking sector stability, it did not provide any information on whether the impact of a positive CPS on banking sector stability differed from that of a negative CPS. The baseline model was augmented by positive and negative CPS variables in the next estimation.

The estimation results reported in Columns 5 and 6 in Table 1 suggested that positive CPSs in African commodity-exporting economies have a bigger impact on credit risk than negative CPSs. The results indicate that a unit increase in the CPS variable increased credit risk by 0.926% with a 1% level of significance. Even though the negative CPS also increased credit risk, the effect of the coefficient was not significant. These results are not in line with similar studies on the impact of CPSs on banking sector stability (Kinda et al. 2016). These interesting findings are partly explained by the results of Addison et al. (2016), who found, using a similar CPS measure, that positive and negative agricultural CPSs in sub-Saharan African countries did not necessarily respond differently from responses in economic growth. These findings emphasize the importance of disaggregating shocks and isolating the African region because African banking sectors do not seem to respond to positive and negative CPSs in the same manner as those of other developing countries.

5.3. Sensitivity Analysis—Commodity Sub-Categories

This section examines how the banking sector was impacted by the different commodity group shocks, comparing its findings to those reported in the baseline models. The results for the disaggregated commodities are reported in Tables A7–A10.

The estimation results reported in Table A7 suggested that agricultural price shocks increased credit risk and, thus, pose a risk to banking sector stability. The agricultural price shock indicated that a one-unit increase in the agricultural price shock resulted in a 0.394% increase in credit risk; the coefficient was significant at a 1% level of significance. When disaggregated, the results yielded positive coefficients for both the positive and negative agricultural price shocks, but the effect of the coefficients were not significant. The result of no asymmetry between a positive and negative agricultural price shock in African economies was again reiterated in line with the baseline model and Addison et al. (2016).

Table A8 indicates that the mineral and fuel price shock had a positive but insignificant (0.404%) effect on bank credit risk. Further, the disaggregated result (Columns 2 and 3 of Table A8) yielded negative (−0.122%) and positive (1.029%) coefficients for the positive and negative price shocks, as expected, but with no significant impact on credit risk. Even though insignificant, these results behaved as expected and were in line with previous studies that had focused specifically on mineral- and fuel- exporting countries (Poghosyan and Hesse 2009; Alodayni 2016; Miyajima 2016; Al-Khazali and Mirzaei 2017). Al-Khazali and Mirzaei (2017) also finds evidence of asymmetric mineral and fuel price shocks. These findings imply that mineral and fuel commodities are one of the main (or only) commodities where the findings for Africa are exactly in line with those of other developing countries.
The estimation results in Table A9 suggested that metal price shocks significantly increased bank credit risk, with a unit increase in the metal price shock resulting in a 0.324\% increase in credit risk at a 10\% level of significance. Results for the disaggregated shocks indicated that, with a one-unit increase for the positive, metal price shock increased credit risk by 1.109\% at a 5\% level of significance. While a negative metal price shock yielded the expected positive sign, the effect was insignificant at all levels. The results behaved as the agricultural results, showing no asymmetry between positive and negative metal price shocks. This implies that metal price fluctuations, in general, could pose a threat to banking sector stability in African countries.

Table A10 presents the results for the chemicals commodity group. The chemicals price shock had a positive but insignificant impact on credit risk (0.375\%). The positive chemical price shock was also positive but highly significant with a coefficient of 2.332\%. None of the African countries included in the study export chemicals\textsuperscript{15}, so it was not surprising that a positive chemical price shock resulted in a large increase in bank credit risk. Conversely, a negative chemical price shock yielded a negative coefficient (−0.449\%) with no significant effect on credit risk. These results imply that, even though African economies are not exporters of chemicals, their banking systems are still vulnerable to rising chemical price shocks, probably as a result of the exposure of the firms to whom they lend.

5.4. Do Commodity Price Shocks Impact Domestic Lending?

The empirical estimations so far have shown that CPSs increase bank credit risk and, as such, pose a threat to the stability of the banking sector. While instability in the banking sector has been shown to trickle down into the real economy (Agarwal et al. 2017), this section examines whether CPSs have a direct impact on domestic credit extension in commodity-exporting economies.

The results in Table 2 (below) show that the CPS yielded a negative coefficient of −0.053\% (as expected) but that it had no significant effect on bank credit extension. When disaggregated, the results revealed that a positive shock increased domestic credit extension (as one would expect) by 0.667\% and was significant at a 1\% level of significance. Further, the negative shock indicated that commodity price busts substantially decreased domestic credit extension (−0.910\%); this result was also established to be significant at a 1\% level of significance. These results are in line with Greenwald et al. (1984) and Stiglitz (2016), who said that macroeconomic conditions that have implications for bank balance sheets or that increase risk perceptions usually lead to a contraction in the supply of funds by banks. The findings are also supported by the findings of Agarwal et al. (2017).

In addition to the aggregated findings, Tables A11–A14 show that the overall agricultural, mineral, fuel, and metal price shocks had no significant effect on credit extension in commodity-exporting African economies. However, the overall chemical price shock was found to statistically and significantly decrease credit extension by 0.377\% in African countries. The exposure of banks in the sector could be direct or indirect (through firms that are exposed to the sector to which banks lend). When disaggregated, positive agricultural and chemical price shocks, again, had no significant effect on credit extension. However, the mineral, fuel, and metal positive shocks were found to statistically and significantly increase credit extension. Finally, negative price shocks in the mineral, fuel, chemical, and metal commodity groups seemed to have large negative impacts on bank lending in African countries. It is important to outline that, while all coefficients for the agricultural group were insignificant, the results did indeed show the true reality of the agricultural sector in African countries. The agricultural sector has constantly struggled and continues to struggle with accessing funding from the banking sector (Varangis 2018). Therefore, it is not entirely surprising that agricultural shocks had no significant effect on bank lending. The statistically significant findings are in line with Greenwald et al. (1984) and Stiglitz (2016), who said that macroeconomic conditions that have implications for bank balance sheets or that increase risk perceptions usually lead to a contraction in the supply of funds by banks. These findings are further supported by the findings of Agarwal et al. (2017). As
previously observed, the African countries included in this sample have extremely high capital adequacy ratios. High capital adequacy ratios have a negative impact on bank lending, since they limit the amount available for lending. This, combined with the fact that CPSs decrease lending, could, therefore, worsen lending conditions and stifle economic growth and development. Overall, the results revealed that certain CPSs not only weaken banking sector stability through credit risk but could also have a direct impact on bank credit extension.

Table 2. The impact of commodity price shocks on credit extension.

| Dependent Variable: Domestic Credit Extension | Overall          | Positive  | Negative  |
|----------------------------------------------|------------------|-----------|-----------|
| Commodity price shock                        | -0.053 (0.074)   | 0.667 *** | -0.910 ***|
| Real economic growth                         | 0.304 *** (0.010) | 0.288 *** | 0.346 *** |
| Unemployment                                 | -0.660 *** (0.021) | -0.674 *** | -0.690 *** |
| Savings                                      | -0.874 *** (0.021) | -0.875 *** | -0.890 *** |
| Lending rate                                 | -0.101 *** (0.014) | -0.086 *** | -0.100 *** |
| Constant                                     | 67.718 *** (0.518) | 67.684 *** | 68.050 *** |

| Observations                                 | 65,053           | 34,442    | 30,611    |
| R-squared                                    | 0.173            | 0.173     | 0.179     |
| Number of newid                              | 9470             | 8293      | 8348      |

Note: Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.

6. Conclusions

Considering the volatility of commodity prices and African economies’ dependence on commodities, this study investigated the impact of CPSs on the banking system stability of African commodity-exporting economies. The study employed a FE model on a sample of 18 African commodity-exporting economies. The findings revealed that CPSs are associated with a rise in bank credit risk (NPL) and, thus, pose a risk to the banking sector stability of African commodity-exporting countries. An important finding from this study was that positive and negative CPSs do not necessarily vary in their impact on banking sector stability. This finding is not in line with previous studies (Kinda et al. 2016). These results are supported by Addison et al. (2016), who established that positive and negative agricultural price shocks in African countries do not necessarily yield asymmetric results. When disaggregated, the agricultural and metal price shocks behaved as in the baseline model, with the shocks increasing credit risk and, thus, posing a threat to banking sector stability. These two commodity groups indicated no asymmetry as both positive and negative shocks yielded positive signs. The positive metal price shock was the only statistically significant coefficient. The positive and negative mineral and fuels shock yielded the desired effects, but none was statistically significant. The mineral and fuel sector was the only commodity group that seemed to behave in line with other developing countries. In contrast, a positive chemical price shock significantly increased bank credit risk, which can possibly be explained by the fact that African economies import more chemicals than they export. The negative chemical price yielded the expected sign but was statistically significant. The results for the mineral, fuel, and chemical commodity groups indicated asymmetry when the CPS was disaggregated.

Following the estimation of the impact of CPSs on bank lending, the findings indicated that CPSs decrease bank lending. When disaggregated, the results revealed that positive CPSs insignificantly increased bank lending but that a negative CPS substantially and significantly decreased bank lending. These results suggested that, while a positive CPS
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boosts bank lending, the boost is not to the same magnitude that a negative CPS decreases bank lending. Further, negative price shocks in the mineral, fuel, chemical, and metal commodity groups seemed to have large negative impacts on bank lending in African countries. Therefore, the study deduced that, even though CPSs weaken banking sector stability through credit risk, they could also have a direct impact on bank lending as bank perceptions of macroeconomic risks rise. The results of this study cannot be generalized for all developing countries given that the banking system and financial sector of the African region differs from other regions of the world.

The main policy implication of this study is that it highlighted that commodity price shocks can impact the banking sector of African commodity-dependent countries. This finding implies that African countries need to adopt and implement policies that protect the banking sector from CPSs. The study makes the following recommendations: First, considering the finding that commodity price shocks can impact the banking sector, as well as credit extension to the private sector, African central banks need to strengthen the macroprudential regulation and oversight of the banking sector in order to ensure that it remains resilient to CPSs. Further, their policies should help mitigate systemic risk so that the vulnerabilities faced by one sector do not spill over to other sectors in the economy. Second, the study also found that both positive and negative shocks weigh on banking sector stability. This finding highlights the need for African economies to extensively diversify their exports and economic activities. A more diversified economy means that countries can rely on alternative sources of revenue. This is especially important for the agricultural and metal-dependent African countries. Third, in line with the finding that mineral and fuel, as well as chemical, price shocks resulted in a substantial increase in credit risk, African economies must establish and maintain a robust sovereign wealth fund that can be used to protect the economies from excess export revenue volatility.

The managerial implications of this study are: (i) Bank managers and the financial sector should put mechanisms in place such as consistently maintaining enough fiscal reserves (e.g., through the establishment of a sovereign wealth fund) because this will help reduce the detrimental impact that is usually associated with commodity price fluctuations on the banking system. (ii) Bank managers and the financial sector should partner with the government by strongly supporting the development of counter-cyclical capital buffers that will help mitigate the impact of commodity price shocks on bank balance sheets. (iii) Bank managers and stakeholders in the banking sector should closely and regularly monitor and anticipate uncertainty that may likely occur in the return process of agricultural projects, since, by nature, agricultural projects supported by loans are sensitive to many risk factors (e.g., price of inputs, demand, weather conditions, and uncertainty of spot price of produce). (iv) Stakeholders in the banking sector should adopt macroprudential policies, since they act as an important factor for the stability of the financial sector and given that they are also gaining attention internationally as a useful tool to address system-wide risks in the banking sector. (v) Bank managers and stakeholders should revisit prudent guidelines to stem the credit risks associated with the systemic risks of oil price volatility and should also consider establishing early warning and response mechanisms for commodity price shocks in order to operate with better performance.

Provided that this study focused on 18 African commodity-exporting economies, it would be beneficial for future research to probe the CPS and banking sector stability relationship for a single commodity-exporting country. The study used aggregated banking data; it would be extremely interesting to analyze this relationship at a bank-specific level for African economies, as it would provide more granular information on the banks that pose the greatest risk to banking sector stability. In addition, with the popularity of cross-border bank expansions in Africa, research on whether banking sector instability in a host country (and resulting CPSs) exacerbates banking sector instability in the home country would also be of interest. Finally, the NPL data employed in the study were aggregated; it would be extremely useful to find granular data that separates credit risk by government, corporate, and household sectors.
The biggest difficulty with this study was data collection. Data for African economies are quite difficult to collect, and this made it impossible to include a larger sample of African countries. Additionally, the dataset was unbalanced, but the econometric method employed was suitable for an unbalanced dataset. Another limitation of this study was that it could not extend the period to cover the COVID-19 pandemic period due to data problems for the variables used. Therefore, future studies should take into account the pandemic period for the purpose of obtaining a better understanding in terms of the impact of commodity price shocks on banking system stability in developing countries. Future studies should also investigate by forecasting the commodity price shocks and the possible impact they will have on the banking system stability of developing countries.

**Author Contributions:** Conceptualization, N.N. and M.L.A.d.S.; methodology, N.N., M.L.A.d.S. and C.S.S.; software, N.N.; validation, N.N., M.L.A.d.S. and C.S.S.; formal analysis, N.N., M.L.A.d.S. and C.S.S.; investigation, N.N., M.L.A.d.S. and C.S.S.; resources, N.N., M.L.A.d.S. and C.S.S.; data curation, N.N., M.L.A.d.S. and C.S.S.; writing—original draft preparation, N.N., M.L.A.d.S. and C.S.S.; writing—review and editing, N.N., M.L.A.d.S. and C.S.S.; visualization, N.N., M.L.A.d.S. and C.S.S.; supervision, N.N. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data used for this study can be found at: (i) Federal Reserve Economic Data (FRED) of St. Louis ([https://fred.stlouisfed.org/](https://fred.stlouisfed.org/)) (accessed on 1 July 2016)); (ii) The World Bank (WB) Global Financial Development databases ([https://www.worldbank.org/en/publication/gfdr/data/global-financial-development-database](https://www.worldbank.org/en/publication/gfdr/data/global-financial-development-database)) (accessed on 1 July 2016)) and the IMF ([https://www.imf.org/en/Data](https://www.imf.org/en/Data)) (accessed on 1 July 2016)); and (iii) The United Nation (UN) Comtrade database ([https://comtrade.un.org/](https://comtrade.un.org/)) (accessed on 1 July 2016)).

**Conflicts of Interest:** The authors declare no conflict of interest.

**Appendix A**

**Table A1.** List of countries included in the sample.

|   |   |
|---|---|
| 1. | Botswana |
| 2. | Mozambique |
| 3. | Egypt |
| 4. | Namibia |
| 5. | Gabon |
| 6. | Nigeria |
| 7. | Ghana |
| 8. | Rwanda |
| 9. | Kenya |
| 10. | Senegal |
| 11. | Lesotho |
| 12. | Sierra Leone |
| 13. | Mauritius |
| 14. | South Africa |
| 15. | Morocco |
| 16. | Swaziland |
| 17. | Tunisia |
| 18. | Uganda |

**Table A2.** Commodity groups included in the sample.

|   |   |
|---|---|
| 1. | Aluminum |
| 2. | Inorganic Chemicals |
| 3. | Cocoa |
| 4. | Coffee, Tea, and Spices |
| 5. | Copper |
| 6. | Cotton |
| 7. | Dairy |
| 8. | Fish |
| 9. | Fruit |
| 10. | Iron |
| 11. | Lead |
| 12. | Livestock |
| 13. | Trees |
| 14. | Meat |
| 15. | Minerals and Fuels |
| 16. | Nickel |
Table A2. Cont.

| Number | Commodity                  |
|--------|----------------------------|
| 17.    | Ores                       |
| 18.    | Organic Metals             |
| 19.    | Precious Metals            |
| 20.    | Animal Products            |
| 21.    | Hides                      |
| 22.    | Silk                       |
| 23.    | Salts                      |
| 24.    | Sugar                      |
| 25.    | Tin                        |
| 26.    | Tobacco                    |
| 27.    | Vegetables                 |
| 28.    | Wheat                      |
| 29.    | Wool                       |
| 30.    | Zinc                       |
| 31.    | Organic Chemicals          |

Table A3. Data description and sources.

| Variables                        | Description                                                                 | Sources       | Expected Impact |
|----------------------------------|-----------------------------------------------------------------------------|---------------|-----------------|
| **Dependent variable**           |                                                                             |               |                 |
| Non-performing loan              | The value of NPLs to total value of loans (annual %)                         | WB            | +/-             |
| **Financial stability indicators (FSIs)** |                                                                             |               |                 |
| Capital adequacy                 |                                                                             | FRED/WB       |                 |
| Profitability                    | Net income to yearly averaged total assets (annual %)                        | FRED/WB       | -               |
| Liquidity                        | Value of liquid assets to short-term funding plus total deposits             | FRED/WB       | -               |
| **Macroeconomic/control variables** |                                                                             |               |                 |
| Commodities                      | Annual trade value of exported commodities                                  | UN Comtrade   | +               |
| Real economic growth             | Annual % growth rate at constant prices                                      | WB            | -               |
| Inflation                        | Annual % consumer prices                                                    | WB            | -               |
| Unemployment.                    | Unemployment as a % of total labor force                                     | WB            | +               |
| Credit extension                 | Credit to private sector by bank (% of GDP)                                  | WB            | +               |
| Government revenue               | All taxed, excluding grants (% of GDP)                                       | WB            | -               |
| Lending rate                     | Lending interest rate %                                                      | WB            | -               |
| M2 and reserves                  | Broad money to international reserves                                        | FRED          | -               |
| Exchange rate                    | Annual percentage change exchange rate                                       | Penn World Table 9.0 | + |
| Savings                          | GDP minus final consumption expenditure (% of GDP)                           | WB            | -               |
| **Commodity price shock determinant** | Real oil price change (Farzanegan and Markwardt 2009; Mork 1989)             | UN Comtrade   | +               |

Source: Author collection.

Table A4. Phillip-Perron unit root test.

| Variables                        | Level                               |
|----------------------------------|-------------------------------------|
| Non-performing loans             | 4243.23 (0.00) ***                  |
| Capital adequacy                 | 4416.50 (0.00) ***                  |
| Profitability                    | 7623.87 (0.00) ***                  |
| Liquidity                        | 4238.25 (0.00) ***                  |
| Real economic growth             | 10,300.00 (0.00) ***                |
| Inflation                        | 5084.31 (0.00) ***                  |
| Unemployment.                    | 2581.38 (0.00) ***                  |
| Government revenue               | 4030.54 (0.00) ***                  |
| Lending rate                     | 1094.76 (0.00) ***                  |
| Domestic credit extension        | 3786.62 (0.00) ***                  |
| M2 and reserves                  | 1980.33 (0.00) ***                  |
| Exchange rate                    | 4219.53 (0.00) ***                  |
| Savings                          | 2379.46 (0.00) ***                  |
| Commodity price shock            | 16,200.00 (0.00) ***                |

Source: Author computations. H₀: All panels contain unit roots; *** p < 0.01, ** p < 0.05, * p < 0.1.
Table A5. Descriptive statistics.

| Variable                  | Obs   | Mean   | Std Dev | Min   | Max   |
|---------------------------|-------|--------|---------|-------|-------|
| Non-performing loans      | 41,421| 9.187  | 8.153   | 1.000 | 74.100|
| Capital adequacy          | 41,421| 61.558 | 24.520  | 1.800 | 188.100|
| Profitability             | 41,421| 1.958  | 1.378   | -0.630| 9.910 |
| Liquidity                 | 40,415| 29.838 | 12.384  | 6.520 | 90.680|
| Real economic growth      | 41,421| 4.474  | 2.685   | -20.491| 26.299|
| Inflation                 | 41,386| 6.458  | 6.601   | -3.286| 32.905|
| Unemployment              | 41,421| 15.307 | 8.120   | 0.744 | 37.600|
| Government revenue        | 39,674| 24.694 | 7.737   | 4.977 | 63.512|
| Lending rate              | 39,276| 24.838 | 7.737   | 4.977 | 63.512|
| Domestic credit           | 41,421| 43.089 | 23.494  | 1.944 | 106.260|
| M2 and external reserves  | 41,235| 4.493  | 3.383   | 0.227 | 55.924|
| Exchange rate             | 40,754| 4.458  | 13.438  | -28.233| 104.363|
| Savings                   | 41,412| 16.195 | 9.739   | -37.008| 60.490|
| Commodity price shock     | 41,421| 0.160  | 0.466   | -2.290| 2.858 |

Source: Author computations.

Table A6. Correlation matrix.

|                | Non-Performing Loan | Capital Adequacy | Profitability | Liquidity | Real GDP | Unemployment | Gov. Revenue | Domestic Credit | Commodity Price Shock |
|----------------|--------------------|------------------|---------------|-----------|----------|--------------|--------------|-------------------|------------------------|
| NPL            | 1.000              | -0.104 ***       | 1.000         |           |          |              |              |                   |                        |
| Capital adequacy|                   |                  |               |           |          |              |              |                   |                        |
| Profitability  | -0.241 ***         | 0.196 ***        | 1.000         |           |          |              |              |                   |                        |
| Liquidity      | 0.074 ***          | -0.010 ***       | 0.007 **      | 1.000     |          |              |              |                   |                        |
| Real GDP       | -0.014 ***         | 0.183 ***        | 0.289 ***     | 0.126 *** | 1.000    |              |              |                   |                        |
| Unemployment   | -0.426 ***         | -0.019 ***       | -0.050 ***    | -0.232 ***| -0.234 ***| 1.000        |              |                   |                        |
| Gov. revenue   | -0.246 ***         | 0.142 ***        | -0.190 ***    | -0.267 ***| -0.157 ***| 0.655 ***    | 1.000        |                   |                        |
| Domestic credit| -0.196 ***         | -0.324 ***       | -0.479 ***    | -0.158 ***| -0.286 ***| 0.349 ***    | 0.414 ***    | 1.000             |                        |
| Commodity price shock| 0.128 *** | 0.009 ** | 0.081 *** | 0.093 *** | 0.005 | -0.040 *** | -0.105 *** | -0.115 *** | 1.000 |

Source: Author computations. *** p < 0.01, ** p < 0.05 and * p < 0.10.

Table A7. Agricultural commodity price shock and the banking sector.

| Dependent Variable: Credit Risk | Overall   | Positive | Negative |
|---------------------------------|-----------|----------|----------|
| Commodity price shock           | 0.394 *** | 0.451    | 0.199    |
|                                 | (0.152)   | (0.459)  | (0.402)  |
| Capital adequacy                | 0.019 *** | 0.022 ***| 0.012 ** |
|                                 | (0.003)   | (0.005)  | (0.005)  |
| Profitability                   | -0.752 ***| -1.364 ***| -0.343 ***|
|                                 | (0.064)   | (0.132)  | (0.125)  |
| Liquidity                       | 0.083 *** | 0.088 ***| 0.086 ***|
|                                 | (0.006)   | (0.009)  | (0.009)  |
| Real economic growth            | -0.075 ***| -0.129 ***| -0.031 **|
|                                 | (0.010)   | (0.021)  | (0.017)  |
| Inflation                       | -0.039 ***| -0.047 **| -0.052 **|
|                                 | (0.013)   | (0.021)  | (0.022)  |
### Table A7. Cont.

| Dependent Variable: Credit Risk | Overall | Positive | Negative |
|---------------------------------|---------|----------|----------|
| **Unemployment**                | −0.039 ** | 0.005 | −0.068 *** |
|                                 | (0.017)  | (0.025) | (0.025) |
| **Government revenue**          | −0.110 *** | −0.183 *** | −0.047 |
|                                 | (0.015)  | (0.031) | (0.033) |
| **Lending rate**                | 0.010 | 0.113 ** | −0.151 *** |
|                                 | (0.031)  | (0.044) | (0.044) |
| **M2 and reserves**             | −0.779 *** | −0.777 *** | −0.762 *** |
|                                 | (0.019)  | (0.032) | (0.031) |
| **Exchange rate**               | 0.004 | 0.001 | 0.012 |
|                                 | (0.005)  | (0.007) | (0.009) |
| **Savings**                     | 0.175 *** | 0.183 *** | 0.212 *** |
|                                 | (0.018)  | (0.027) | (0.022) |
| **Constant**                    | 9.345 *** | 10.163 *** | 9.204 *** |
|                                 | (0.694)  | (0.974) | (1.001) |
| Observations                    | 16,545  | 8898 | 7647 |
| R-squared                       | 0.157 | 0.168 | 0.185 |
| Number of newid                 | 2884  | 2566 | 2607 |

Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1. **Source**: Author computations.

### Table A8. Mineral and fuel commodity price shock and the banking sector.

| Dependent Variable: Credit Risk | Overall | Positive | Negative |
|---------------------------------|---------|----------|----------|
| **Commodity price shock**       | 0.404 | −0.122 | 1.029 |
|                                 | (0.282) | (0.774) | (0.750) |
| **Capital adequacy**            | 0.012 ** | 0.004 | 0.025 ** |
|                                 | (0.006)  | (0.009) | (0.010) |
| **Profitability**               | −0.734 *** | −0.187 | −1.440 *** |
|                                 | (0.007)  | (0.010) | (0.008) |
| **Liquidity**                   | 0.113 *** | 0.132 *** | 0.117 *** |
|                                 | (0.015)  | (0.025) | (0.020) |
| **Real economic growth**        | −0.055 ** | −0.212 *** | 0.023 |
|                                 | (0.022)  | (0.051) | (0.036) |
| **Inflation**                   | −0.065 ** | −0.082 ** | −0.081 * |
|                                 | (0.028)  | (0.042) | (0.047) |
| **Unemployment**                | −0.002 | −0.042 | 0.049 |
|                                 | (0.033)  | (0.046) | (0.051) |
| **Government revenue**          | −0.051 ** | −0.059 | −0.002 |
|                                 | (0.026)  | (0.063) | (0.053) |
| **Lending rate**                | −0.008 | −0.033 | −0.013 |
|                                 | (0.062)  | (0.079) | (0.093) |
| **M2 and reserves**             | −0.665 *** | −0.716 *** | −0.558 *** |
|                                 | (0.037)  | (0.067) | (0.057) |
| **Exchange rate**               | −0.016 | 0.010 | −0.035 * |
|                                 | (0.010)  | (0.013) | (0.020) |
| **Savings**                     | 0.189 *** | 0.206 *** | 0.230 *** |
|                                 | (0.036)  | (0.048) | (0.037) |
| **Constant**                    | 7.663 *** | 8.396 *** | 5.365 *** |
|                                 | (1.497)  | (2.499) | (1.915) |
| Observations                    | 4235  | 2250 | 1985 |
| R-squared                       | 0.163 | 0.147 | 0.215 |
| Number of newid                 | 796  | 708 | 694 |

Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1. **Source**: Author computations.
Table A9. Metal commodity price shock and the banking sector.

| Dependent Variable: Credit Risk          | Overall | Positive | Negative |
|------------------------------------------|---------|----------|----------|
| **Commodity price shock**                | 0.324 * | 1.109 ** | 0.372    |
|                                          | (0.174) | (0.455)  | (0.478)  |
| **Capital adequacy**                     | 0.025 ***| 0.034 ***| 0.012 *  |
|                                          | (0.004) | (0.005)  | (0.007)  |
| **Profitability**                        | −0.742 ***| −1.484 ***| −0.375 **|
|                                          | (0.093) | (0.163)  | (0.188)  |
| **Liquidity**                            | 0.087 ***| 0.120 ***| 0.063 ***|
|                                          | (0.011) | (0.015)  | (0.015)  |
| **Real economic growth**                 | −0.021  | −0.048 * | 0.052 ** |
|                                          | (0.013) | (0.028)  | (0.023)  |
| **Inflation**                            | 0.004   | −0.011   | −0.011   |
|                                          | (0.016) | (0.028)  | (0.030)  |
| **Unemployment**                         | −0.012  | 0.099 ***| −0.104 **|
|                                          | (0.023) | (0.031)  | (0.041)  |
| **Government revenue**                   | −0.039 **| −0.100 **| 0.047    |
|                                          | (0.020) | (0.041)  | (0.047)  |
| **Lending rate**                         | 0.013   | −0.032   | −0.001   |
|                                          | (0.040) | (0.053)  | (0.061)  |
| **M2 and reserves**                      | −0.681 ***| −0.657 ***| −0.654 ***|
|                                          | (0.029) | (0.043)  | (0.047)  |
| **Exchange rate**                        | −0.031 ***| −0.041 ***| −0.023 * |
|                                          | (0.006) | (0.009)  | (0.012)  |
| **Savings**                              | 0.134 ***| 0.227 ***| 0.080 ** |
|                                          | (0.025) | (0.033)  | (0.038)  |
| **Constant**                             | 6.248 ***| 5.462 ***| 6.912 ***|
|                                          | (0.937) | (1.378)  | (1.365)  |

Observations 10,847 5608 5239
R-squared 0.114 0.162 0.103
Number of newid 2154 1862 1888

Robust standard errors in parentheses; **p < 0.01, *p < 0.05, †p < 0.1. Source: Author computations.

Table A10. Chemical commodity price shock and the banking sector.

| Dependent Variable: Credit Risk          | Overall | Positive | Negative |
|------------------------------------------|---------|----------|----------|
| **Commodity price shock**                | 0.375   | 2.332 ***| −0.449   |
|                                          | (0.232) | (0.746)  | (0.674)  |
| **Capital adequacy**                     | 0.063 ***| 0.053 ***| 0.085 ***|
|                                          | (0.004) | (0.008)  | (0.009)  |
| **Profitability**                        | −0.431 ***| 0.065  | −1.191 ***|
|                                          | (0.155) | (0.249)  | (0.277)  |
| **Liquidity**                            | 0.324 ***| 0.352 ***| 0.300 ***|
|                                          | (0.028) | (0.040)  | (0.037)  |
| **Real economic growth**                 | −0.223 ***| −0.404 ***| −0.070   |
|                                          | (0.033) | (0.064)  | (0.064)  |
| **Inflation**                            | 0.033 ** | 0.003   | 0.105 ***|
|                                          | (0.016) | (0.028)  | (0.041)  |
| **Unemployment**                         | 0.276 ***| 0.256 ***| 0.363 ***|
|                                          | (0.037) | (0.051)  | (0.076)  |
| **Government revenue**                   | −0.089 * | −0.013   | −0.219 **|
|                                          | (0.048) | (0.073)  | (0.102)  |
| **Lending rate**                         | −0.169 ***| −0.250 ***| −0.136 **|
|                                          | (0.047) | (0.066)  | (0.066)  |
| **M2 and reserves**                      | −0.456 ***| −0.316 ***| −0.602 ***|
|                                          | (0.052) | (0.090)  | (0.086)  |
Table A10. Cont.

| Dependent Variable: Credit Risk | Overall | Positive | Negative |
|----------------------------------|---------|----------|----------|
| Exchange rate                    | −0.059 *** | −0.023 ** | −0.093 *** |
|                                  | (0.007)  | (0.011)  | (0.013)  |
| Savings                          | 0.487 *** | 0.593 *** | 0.495 *** |
|                                  | (0.049)  | (0.062)  | (0.084)  |
| Constant                         | −7.477 *** | −10.660 *** | −5.887 ** |
|                                  | (2.126)  | (3.044)  | (2.976)  |

Observations: 8028, 4284, 3744
R-squared: 0.245, 0.244, 0.304
Number of newid: 1705, 1441, 1476

Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1. Source: Author computations.

Table A11. The impact of agricultural price shocks on credit extension.

| Dependent Variable: Domestic Credit Extension | Overall | Positive | Negative |
|-----------------------------------------------|---------|----------|----------|
| Commodity price shock                         | 0.074   | 0.019    | −0.562   |
|                                              | (0.117) | (0.390)  | (0.440)  |
| Real economic growth                          | 0.233 *** | 0.219 *** | 0.258 *** |
|                                              | (0.015) | (0.020)  | (0.023)  |
| Unemployment                                   | −0.610 *** | −0.645 *** | −0.611 *** |
|                                              | (0.033) | (0.041)  | (0.041)  |
| Savings                                        | −0.976 *** | −0.934 *** | −1.042 *** |
|                                              | (0.034) | (0.040)  | (0.040)  |
| Lending rate                                   | −0.034  | −0.019   | −0.023   |
|                                              | (0.021) | (0.026)  | (0.025)  |
| Constant                                       | 63.688 *** | 63.701 *** | 63.965 *** |
|                                              | (0.791) | (0.990)  | (0.963)  |

Observations: 25,381, 13,553, 11,828
R-squared: 0.168, 0.158, 0.184
Number of newid: 3442, 3083, 3103

Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1. Source: Author computations.

Table A12. The impact of mineral and fuel price shocks on credit extension.

| Dependent Variable: Domestic Credit Extension | Overall | Positive | Negative |
|-----------------------------------------------|---------|----------|----------|
| Commodity price shock                         | 0.094   | 2.145 *** | −2.176 ** |
|                                              | (0.226) | (0.751)  | (0.917)  |
| Real economic growth                          | 0.324 *** | 0.308 *** | 0.360 *** |
|                                              | (0.027) | (0.038)  | (0.040)  |
| Unemployment                                   | −0.539 *** | −0.540 *** | −0.563 *** |
|                                              | (0.057) | (0.066)  | (0.072)  |
| Savings                                        | −0.717 *** | −0.667 *** | −0.834 *** |
|                                              | (0.068) | (0.078)  | (0.086)  |
| Lending rate                                   | 0.026   | −0.005   | 0.068    |
|                                              | (0.039) | (0.043)  | (0.047)  |
| Constant                                       | 58.570 *** | 58.569 *** | 58.823 *** |
|                                              | (1.524) | (1.740)  | (1.971)  |

Observations: 6443, 3430, 3013
R-squared: 0.118, 0.114, 0.142
Number of newid: 954, 853, 832

Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1. Source: Author computations.
Table A13. The impact of metal price shocks on credit extension.

| Dependent Variable: Domestic Credit Extension | Overall | Positive | Negative |
|----------------------------------------------|---------|----------|----------|
| Commodity price shock                        | −0.167  | 1.396 ***| −0.849 * |
|                                              | (0.137) | (0.458)  | (0.503)  |
| Real economic growth                         | 0.326 ***| 0.326 ***| 0.356 ***|
|                                              | (0.019) | (0.026)  | (0.030)  |
| Unemployment                                  | −0.533 ***| −0.504 ***| −0.589 ***|
|                                              | (0.031) | (0.038)  | (0.041)  |
| Savings                                      | −0.894 ***| −0.940 ***| −0.850 ***|
|                                              | (0.040) | (0.043)  | (0.052)  |
| Lending rate                                  | −0.157 ***| −0.118 ***| −0.182 ***|
|                                              | (0.025) | (0.028)  | (0.032)  |
| Constant                                     | 66.725 ***| 65.841 ***| 67.323 ***|
|                                              | (0.887) | (1.034)  | (1.152)  |

Observations: 17,063; 8930; 8133
R-squared: 0.194; 0.199; 0.189
Number of newid: 2540; 2201; 2240

Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.
Source: Author computations.

Table A14. The impact of chemical price shocks on credit extension.

| Dependent Variable: Domestic Credit Extension | Overall | Positive | Negative |
|----------------------------------------------|---------|----------|----------|
| Commodity price shock                        | −0.377 **| −0.063   | −1.205 * |
|                                              | (0.185) | (0.612)  | (0.636)  |
| Real economic growth                         | 0.348 ***| 0.309 ***| 0.406 ***|
|                                              | (0.027) | (0.037)  | (0.045)  |
| Unemployment                                  | −1.192 ***| −1.295 ***| −1.251 ***|
|                                              | (0.072) | (0.097)  | (0.094)  |
| Savings                                      | −0.662 ***| −0.693 ***| −0.611 ***|
|                                              | (0.038) | (0.043)  | (0.048)  |
| Lending rate                                  | −0.365 ***| −0.390 ***| −0.373 ***|
|                                              | (0.049) | (0.060)  | (0.062)  |
| Constant                                     | 87.218 ***| 89.746 ***| 87.698 ***|
|                                              | (1.791) | (2.327)  | (2.395)  |

Observations: 13,453; 7162; 6291
R-squared: 0.225; 0.248; 0.217
Number of newid: 2084; 1767; 1782

Robust standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.
Source: Author computations.

Notes
1. This increase represents the magnitude of the shock. This is a shock that does not distinguish between a negative or positive shock.
2. Credit extension to the private sector and bank lending are used interchangeably.
3. A shock in one institution or economy that spreads and impacts other institutions or economies.
4. Competitiveness of companies that depend on government contracts is compromised.
5. Run on a bank occurs when a large number of depositors, fearing that their bank will be unable to repay their deposits in full and on time, simultaneously try to withdraw their funds immediately.
6. Capital adequacy, asset quality, earnings, profitability, liquidity, and sensitivity to market risk (IMF 2006).
7. Breusch-Pagan Lagrangian multiplier and Hausman tests further motivated the use of the panel fixed effects model for the study.
8. Sargan’s test of over-identified instruments tests the overall validity of the instruments used in the estimation process.
9. Represents the number of days in a year.
10. Akaike’s information criterion (AIC), Schwarz’s Bayesian information criterion (SBIC) and Hannan and Quinn’s Information Criterion (HQIC) tests were computed per country to determine the most appropriate lag length.
11. Therefore, the study has three various shocks: a CPS (1), a positive CPS, and a negative CPS.
12. Basel 3 regulations require banks to maintain a minimum capital adequacy ratio of only 8% (Bank for International Settlements 2010).
That can be built during periods of commodity price booms. While this study did not solely focus on the agricultural sector, it constituted the largest portion of the dataset. The minerals and fuels commodity group had the smallest sample in the study. This may have contributed to the insignificance. The study is not exactly related to banking sector, but the fact that the measure used obtained similar results is important for this research. Further, agriculture makes up a significantly large portion of the dataset.
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