Abstract—Artificial Neural networks are one of the most widely applied approaches for classification problems. However, developing an errorless artificial neural network is in practice impossible, due to the statistical nature of such networks. The employment of artificial neural networks in critical applications has rendered any such emerging errors, in these systems, incredibly more significant. Nevertheless, the real consequences of such errors have not been addressed, especially due to lacking verification approaches. This study aims to develop a verification method that eliminates errors through the integration of multiple artificial neural networks. In order to do this, first of all, a special property has been defined, by the authors, to extract the knowledge of these artificial neural networks. Furthermore, a multi-agent system has been designed, itself comprised of multiple artificial neural networks, in order to check whether the aforementioned special property has been satisfied, or not. Also, in order to help examine the reasoning concerning the aggregation of the distributed knowledge, itself gained through the combined effort of separate artificial neural networks and acquired external information sources, a dynamic epistemic logic-based method has been proposed. Finally, we believe aggregated knowledge may lead to self-awareness for the system. As a result, our model shall be capable of verifying specific inputs, if the cumulative knowledge of the entire system proves its correctness. In conclusion, and formulated for multi-agent systems, a knowledge-sharing algorithm (Abbr. MASKS) has been developed. Which after being applied on the MNIST dataset successfully reduced the error rate to roughly one-eighth of previous runs on individual artificial neural network in the same model.
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I. Introduction

Artificial Neural Networks (ANNs), among other classifiers, are used in many real-world applications. Among these, and in particular, are safety-critical systems, in which failures may result in catastrophic consequences. Regarding this, ANN has concerned itself with the investigation of statistical methods that can be employed to improve the performance of certain tasks, whilst also proceeding to apply the acquired information to the decision-making process.

Usually, and concerning critical cases, errors inherent in the output of the system are compared against the output of human decisions. Yielding crucial importance regarding the further analysis of these failed cases. For example, imagine a keep-right traffic sign, which due to precipitous weather, has been mistakenly identified by an ANN as a turn-left sign, something obvious for a human. For an autonomous car’s AI system, this is considered a critical error. Of course, this mistake may have a low probability of occurrence but can result in serious consequences. As pertaining to performance measures, two issues are material and may cause vulnerabilities. First, are architectural flaws and
deficiencies. And second, having limited sets for training the artificial neural networks. Nevertheless, and putting aside architectural flaws and limited data-sets, the system may even be confronted by prearranged noisy images, which have been inputted with malignant intentions (i.e. adversarial examples) [1], [2]. However, as has been observed, adversarial inputs tend to locomote themselves towards neighborhoods (which, considering predefined norms, are images located in the near vicinity). And also towards manipulations (which, considering human perception, are considered visually similar), such as camera angle changes and image skewing. So, it makes sense that any proposed property should incorporate possible neighborhoods and manipulations in order to verify the correct working of ANNs.

Here, and considering formal verification, theoretical understanding regarding the correctness of our formula gains importance. In addition, as a designer, we are inclined to identify whether a property holds true in the system or not. Ordinarily, all possible executions, in input-output based systems, are analyzed via searches conducted through the entirety of the input domain. However, in order to reach formal verification, and preceding all else, a measurable property should be defined and agreed upon. Only consequently, the verification approach can be determined.

**Historical Background.** Historically speaking, examples of failure in formal verification have resulted in massive financial losses. Among these failures is the Pentium bug, which surfaced around 1994 and Intel lost approximately half a billion dollars [3]. It is due to these examples that formal verification has been developed. In essence, it is a way to formally and mathematically verify the outcome of operations of systems. As these verification methods grew in popularity, so has their application on ANNs. As a basis, one can reference the safety verification on ANNs in Multi-Layer Perceptrons Neural Networks, a study carried out by Pulina et. al. [4], in which linear computation constraints abstracted to Boolean. Howbeit, their particular approach was limited, due to computational restraints, to the use of a maximum of six neurons. Advancing in time, environmental modeling, formal specification, system modeling, computational engines, and correct-by-construction design were further considered, by Sanjit et. al [5], and added into the literature. Building on the aforementioned studies, a unified framework was created, by D. Sadigh [6], in order to provide safe and reliable integration for human-robot systems. In addition, and regarding safety-critical verification of ANNs, one can address the work of Scheibler et. al. [7], in which bounded model checking has been applied. There, the formulas introduced by the verification method were solved via iSAT3 (an SMT-solver) and special deductions. Following their research, improvements were made, by Katz et. al [8], by taking into consideration more general properties. This allowed them to verify networks by using simplex methods which include piecewise linear ReLU activation functions. Their method was computationally restrained to approximately 300 neurons, which was quite an improvement. Albeit, they could not verify larger networks, such as Alexnet [9] which includes about ∼650,000 ReLU nodes. Pushing onward, point-wise robustness (for each layer) was introduced, by Huang et al. [10], and inserted into the verification method. Their algorithm succeeded in exhaustively searching the neighborhood of a network’s inputs, with reasonable complexity and in an acceptable time-frame. The model developed by [10] appears well optimized, and more general. However, due to it not being designed for verifying safety-critical cases regarding a collaborative system of ANNs, it cannot reason about knowledge generated in such multi-agent systems.

**Contributions.** To overcome this problem, we developed a hybrid (ANN/Logical) solution in which the knowledge of multiple ANNs was aggregated, in order to reduce errors, in a MAS scenario. This was accomplished by defining a special property that could extract the knowledge of such ANNs. Subsequently, a multi-agent system was designed, constituted of multiple ANNs. Afterward, regarding reasoning about the aggregation of knowledge, a dynamic epistemic logic-based method was developed. This knowledge could be gained through the working of separate ANNs or acquired through external in-
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graph, and $\Phi = \{\phi_k | k \in \{0, \cdots, n\} \}$ is a set of activation functions $\phi_k : D_{L_{k-1}} \rightarrow D_{L_k}$, where $0 < k \leq n$ and $D_{L_k} \subseteq \mathbb{R}^{n_k}$ are the dimensions of k-th layer. An ANN is called a deep neural network if it has at least two layers. The size of $L_k$ is shown by $n_k$. And $L_0$ and $L_n$ are called the input and the

output layers, respectively. For a single input $x$, $\lfloor x \rfloor_G$ is class label of the ANN $G \in \mathcal{G}$ which contains $x$. Whereas for a set of input points $X$, the class label is $\lfloor X \rfloor_G = \bigcup_{x \in X} \lfloor x \rfloor_G$. In this paper, and for clarification purposes, we drop the index $G$ and write $\lfloor x \rfloor$ and $\lfloor X \rfloor$ wherever it can be understood from the context. Hidden layers are layers which are not input or output. The process is carried out inductively as follows: first, an input data $x_{L_0}$ is fed into the input layer. Next, with i-th layer data, the data of i + 1-th layer is calculated by $x_{L_{i+1}} = \phi_{i+1}(x_{L_i} \times T_{L_i,L_{i+1}})$ in which $T_{L_i,L_{i+1}}$ is the adjacency matrix of layers $L_i$ and $L_{i+1}$. Then, the output class can be decided by the output layer's value (the most common way is to use maximum argument value as an output class).

III. Logic-based Model for classifiers

Typically, classification is a process in which an input vector space is partitioned into an output number of classes. Let us illustrate this with a simple example, say a face detector that takes 100 by 100 grayscale input images, which partitions a 10000 dimensions input vector space into two classes: "images with or without a face". By changing the value of each pixel of an image, the respective point moves through the input vector space (the more it changes, the farther it moves). Regarding human perception, minor changes do not alter our understanding of the image. Therefore, by defining a measure $\epsilon$, all images located within a radius, namely the neighborhood set, shall be regarded similarly through human eyes. Furthermore, we can enrich the neighborhood set by adding are more distant in euclidean geometry, yet are still regarded as similar by humans. For instance, many objects are recognized as being the same (e.g. whether through various camera angles, at night or at day, etc), yet may be located distantly from each other, in the vector space. Now, an input point is located in the knowledge set of a classifier, exactly when all points in a neighborhood set have been classified into the same class. One consequence of this definition is that small changes do not alter the output class, if the point is located within the knowledge set of the classifier. Therefore, this method can simulate the
knowledge represented in the human brain. Figure 1 shows the knowledge obtained for input points x, y and z. In a proper classifier, most failures occur when the input point is not located in the knowledge set. Furthermore, elements in the knowledge set can be assumed as safety verified input points, as pertaining to the defined knowledge.

In addition, when all inputs of the neighborhood set do not land in the same class, these classes can be considered as alternative outputs. This dilemma can be eradicated via employing knowledge sharing between classifiers. Suppose a group of ANNs is going to share knowledge about an input point. Each ANN knows the input point’s alternatives output classes. In the case that the intersect of these output classes (possible knowledge) is a single output class, such a system can be verified through applying shared knowledge. Suppose a group of ANNs is going to share knowledge about an input point. Each ANN knows the input point’s alternatives output classes. In the case that the intersect of these output classes (possible knowledge) is a single output class, such a system can be verified through applying shared knowledge. Moreover, it is shown that outsider’s knowledge can also be included, in order to adjust for the system. For illustration, assume that a camera is installed to identify passing animals. For a specific input image, it may doubt whether the image is of a sparrow or bat. As an external knowledge, a zoologist informs that bats don’t appear during daylight. In such a case, external knowledge can help the system in achieving correct identification of the animal.

Accordingly, our developed systems of ANNs may have miscalculation problems, if faced with the following scenarios:

1) **Wrongly verifying input points:** this occurs when an input point has been considered as robust in a wrong class (i.e. the input point and all members of the neighborhood and manipulation set lie in the wrong output class). This failure may happen when the inaccuracy of the partitioning algorithm of the ANN is more than the broadness of the neighborhood and the manipulation set. The root-cause of this can be in selecting a inadequately sized set for the neighborhood and the manipulation set, or it can result from an insufficient number of ANNs employed in the MAS.

2) **Correct answers not verified:** sometimes, input points that are correctly classified with the ANNs are not verified by the MAS. In this scenario the input point should be located near the partitioning boundaries of all the ANNs of the MAS. In other words, there exist similar inputs (which are elements of the neighborhood and manipulation set) which have been wrongly classified into the same class, by all ANNs. Through examining every intersection of output classes for the outputs of ANNs, for neighborhood and manipulation sets, a subset of classes can be collected. This subset is considered common among outputs for each ANN. Although the input point cannot be verified for a single result, it is acknowledged that the verified element resides in an subset of represented results.

The above-mentioned outline the use of the neighborhood and manipulation set as a knowledge-sharing approach and extends the definition of verification, in a MAS scenario. For this, we have developed a logic-based approach to formalize knowledge-sharing, and we’ve investigated a formal definition for the verification process.

Formally, the input point is in the knowledge set of a single ANN, in our proposed model, exactly when it becomes robust. To define whether an input point is robust we need to employ the notion of neighborhood. Let $X \subseteq \mathbb{R}^n$ be an input domain and $x_0 \in X$, then the neighborhood (ε-neighborhood) of $x_0$ is the set:

$$\eta(x_0) = \{ x \in X \mid d(x_0, x) < \epsilon \},$$

where $d$ is an arbitrary distance metric.

A point $x$ in a given ANN $G$ is **robust** exactly when $[\eta(x)]_G = [x]_G$.

### A. Artificial Neural Network and Dynamic Epistemic Logics

In this section, we introduce a novel interpretation of dynamic epistemic logic that suits the formal description of the dynamics of the knowledge of ANNs, as the agents in a MAS. Let $x$ be an input point and $G$ be an ANN. We say that $G$ verifies $x$ exactly when $x$ is robust in $G$. We also note that $x$ is verified in a MAS $\mathcal{G}$ exactly when $\bigcap_{G \in \mathcal{G}} [x]_G$ is singleton.
Here, we review the basics of Dynamic Epistemic Logic (DEL) in order to be able to reason regarding the knowledge of agents. DEL is a logical framework designed to deal with the dynamics of knowledge of agents in multi-agent systems through adding dynamic modalities to epistemic logic. These modalities can be quantified over transformations of possible world models (see next subsection). Hence, the agent’s actions can alter the facts of the possible worlds. For more details see [11]–[15]. The most simple version of Dynamic epistemic logic is public announcement logic, which is an extension of multi-agent epistemic logic. Where dynamic operators are employed to model the informational consequences of announcements to the entire group of agents (see [16]–[18]). In order to introduce the language of epistemic logic, we consider the set of propositional variables as a finite set of pairs of the form \((x, c)\), made of an input point \(x\) and a class \(c \in C\) in the output layer. The intended meaning of \((x, c)\) is "at least one of the elements in \(\eta(x)\), results \(c\). Let a set of propositional variables \(\Phi\) and a finite set of agents \(Ag = \{1, \ldots, n\}\) be given. The epistemic language is defined inductively through the following grammar, in BNF:

\[
\Phi ::= \top | p | \neg \phi | (\phi \land \phi) | K_j \phi | D_A \phi,
\]

where \(p \in \Phi\), \(j \in Ag\) and \(A \subseteq ANNs\). We use the common abbreviations \(\bot ::= \neg \top\), \(\phi \lor \psi ::= \neg (\neg \phi \land \neg \psi)\), \((K_j)\phi ::= \neg K_j \neg \phi\), and \(E_A \phi ::= \bigwedge_{j \in A} K_j \phi\).

The intended meaning of \(K_i \phi\) is that "agent \(i\) knows \(\phi\), and that of \((K_i)\phi\) is that "it is consistent for agent \(i\) to know \(\phi\)." We now define the language of Public Announcement Logic (PAL), by adding dynamic modality, as follow:

\[
\Phi ::= p | \neg \phi | (\phi \land \phi) | K_j \phi | D_A \phi | [\phi] \phi.
\]

An inference system for PAL can be found in [19].

Moving on to the semantics of such a logic, models for epistemic logic are tuples \(M = (W, R_1, \ldots, R_n, V)\), known as Kripke models, where \(W = \{w_0, w_1, \ldots, w_k\}\) is a set of worlds or states (in our study, \(W\), represents all possible output results for the input values). \(R_i \subseteq W \times W\) is the equivalence relation for every agent \(i\) and \(V : W \rightarrow 2^p\) is the evaluation function. The fact that \(s R_i s'\) is taken to mean that the agent \(i\) cannot tell states \(s\) and \(s'\) apart. Before addressing the formal definition of satisfaction in a model, it is noteworthy that for each input point \(x_0\), the possible worlds shall be representing all epistemic possible states (i.e. they show all possible subsets of output class set). These possible worlds can be filtered through the neighborhood and manipulation set \(\eta(x_0)\). Let \(C\) be the set of all output classes. If \(|\eta(x_0)| \geq |C|\), the number of all possible worlds shall be \(2^{|C|}\) (generally \(|\eta(x_0)| \gg |C|\) can be assumed). Therefore, the satisfaction of an atomic formula \((x_0, c_i)\) in a state \(w\) means that world \(c_i\) has appeared as an output class of the ANN \(G_k\), for some point of \(\eta(x_0)\). For instance, if \(c_j, c_k\) and \(c_l\) appear in the output classes of \(G_k\), for all members of \(\eta(x_0)\), then the actual world \([15]\) can satisfy \((x_0, c_i), (x_0, c_j)\) and \((x_0, c_k)\).

After which, we attempt to formally define what it means for a formula \(\phi\) to be true in \(w \in W\), written \(M, w \models \phi\), inductively as follows:

![Fig. 1. This is the partitioning plot for an ANN G and 3 input points x, y, and z. Here, the input x is located robustly in class c1, because all neighborhoods within ε distance are in that class, and G knows that this point is in c1. Although y is in class c2, there may exist some neighborhoods of y which are in class c1. Hence, the classifier does not yet know whether the output class is c1 or c2, however, the classifier knows that the output class is not c3 (i.e. ¬(y, c3), so (y, c1) or (y, c2) are alternatives). Meanwhile the input point z produces no knowledge in this scenario because the input's alternative outputs are matches to the total alternative output classes (i.e. (z, c1) ∨ (z, c2) ∨ (z, c3)).](image-url)
\[ M, w \models \psi \iff \text{there exists } \phi \text{ such that } M, w \models \phi \text{ and } M, w \models \psi. \]

\[ M, w \models \phi \land \psi \iff M, w \models \phi \text{ and } M, w \models \psi. \]

\[ M, w \models R_j \phi \iff \forall v \in R_j(w), M, v \models \phi. \]

\[ M, w \models D_A \phi \iff \forall v \in R_{D_A}(w), M, v \models \phi, \text{ where } R_{D_A} := \bigcap R_i. \]

\[ M, w \models [\psi] \phi \iff M, w \models \psi \text{ implies } M^\psi, w \models \phi. \]

where \( M^\psi \) is the updated Kripke model \( M \) by the announcement \( \psi \) with \( W^{M^\psi} := \{ w \in W \mid (M, w) \models \psi \} \), the relation \( R_i^{M^\psi} := R_i \cap (W^{M^\psi} \times W^{M^\psi}) \) and valuation \( V^{M^\psi} \) which is the the valuation \( V \) restricted to \( W^{M^\psi} \).

Here, we concentrate on the interplay of knowledge and epistemic action, which only modifies the agents’ knowledge while leaving the facts unchanged. So, \( [\psi] \) is an operator that takes us to a new model consisting only of those worlds where \( \psi \) has been rendered as true. Therefore, after the announcement of \( \psi \), no agent considers worlds where \( \psi \) was false. Hence, we should evaluate formulas in the sub-model \( M^\psi \). We also notice that the operator \( D_A \) can be interpreted as a necessity operator of the relation on \( R_{D_A} \).

If we consider all such Kripke models, the set of all valid formulas obtained from these semantics is known as modal logic \( \text{S5} \), see [20].

### B. State Space Reduction

In the model above, the cardinality of the model grows exponentially, as pertaining to the number of output classes. This could result in space state explosion, especially for large numbers of output classes. For a given set of output classes \( C \), the state space of the model is constructed by the set of all subset of \( C \), i.e., the power-set \( \mathcal{P}(C) \). However, \( \mathcal{P}(C) \) is completely characterized by its singleton elements. Therefore we can ignore any element of the model, other than the singleton ones. Hence we obtain a reduced model with a cardinality of \(|C|\), with relations and valuation restricted to \( C \). Noticing that since the accessibility relations in the original model are equivalence relations, we can retrieve all the information of the original models (the relations and the valuation function) through the reduced model. We formalize this idea in the following way, let the model \( M = (W, R_1, \cdots, R_n, V) \) be given, for \( w_i \in W \) we define \( V_\theta(w_i) = \{(x, c) \in \Phi \mid M, w_i \models (x, c)\} \). Then the reduced model \( M^r \) is defined as:

- \( W^r := \{ w_i \in W \mid |V_\theta(w_i)| = 1 \} \),
- \( R_i^r := R_i \cap (W^r \times W^r) \), for any agent \( i \), and
- \( V_\theta^r(w) = V_\theta(w) \), for every \( w \in W^r \).

Now we can retrieve the state \( w_j \in W \setminus W^r \) as follows, let \( V_\theta(w_j) = \{(x, c_j), (x, c_{j2}), \cdots, (x, c_{jk})\} \). Then \( w_j \) is completely characterized by \( w_{j1}, w_{j2}, \cdots, w_{jk} \) in \( W^r \), where \( V(w_{j}) = \{(x, c_{jt})\} \). Next, if \( w_{j'} \in W \setminus W^r \), with \( V_\theta(w_{j'}) = \{(x, c_{jt}'), (x, c_{jt2}'), \cdots, (x, c_{jtK}')\} \) and characterized by \( w_{j1}', w_{j2}', \cdots, w_{jk}' \) in \( W^r \), then \( w_j R_i w_{j'} \), for an agent \( i \), exactly when \( w_{j1}', R_i w_{j2}' \cdots R_i w_{jk}' w_{j1}' w_{j2}', \cdots, w_{jk}' \) in \( M^r \).

In the following theorem, we state the relationship of the satisfaction problem between the original model \( M \) and the reduced model \( M^r \).

**Theorem III.1.** Let \( M = (W, R_1, \cdots, R_n, V) \) be a Kripke model. Then for any \( w \in W \) and any formula \( \theta \) with \( V_\theta(w) = \{(x, c_1), (x, c_2), \cdots, (x, c_t)\} \) we have \( M, w \models \theta \) exactly when \( M^r, w_i \models \theta \), where \( V_\theta(w_i) = \{(x, c_i)\}, 1 \leq i \leq t \).

**Proof.** We complete the proof, by induction on the complexity of \( \theta \) that for all \( w \in W \) with \( V_\theta(w) = \{(x, c_1), (x, c_2), \cdots, (x, c_t)\} \) we have \( M, w \models \theta \) exactly when \( M^r, w_i \models \theta \). We only consider the interesting case \( \theta = [\psi] \varphi \), and other cases are almost trivial.

If direction: suppose that \( M, w \models [\psi] \varphi \), if \( M, w \models \psi \) then by induction we have \( M^r, w_i \models \psi \) for all \( 1 \leq i \leq t \), which implies that, by induction again, \( (M^r)^\psi, w_i \models \varphi \), since \( M^\psi, w_i \models \varphi \). If not, there exists \( 1 \leq i \leq t \) such that \( M^r, w_i \not\models \psi \) then by definition \( M^r, w_i \models [\psi] \varphi \). If \( M, w \not\models \psi \), then there exists \( S \subseteq \{1, \cdots, t\} \) such that for all \( i \in S \), \( M^r, w_i \not\models \psi \). Thus, we have \( M^r, w_i \models [\psi] \varphi \) for \( i \in S \). Now, for \( i \in S' = \{1, \cdots, t\} \setminus S \) we have \( M^r, w_i \models \psi \). Then, by induction, we have
For the world to exist, it can be verified deterministically. For worlds. Finally, when one and only one possible possible worlds as external knowledge. Second, all MASs should publicly announce their the process of combination of the divisions), where external knowledge is the ability to divide a problem possible worlds (0,6,8 and 9, which have at least a the shape of the input image could reduce to four possible worlds, knowledge of the existence of a circle optical character recognition (OCR) problem, limited the background, and another that does the same for the foreground. Next, suppose that the first classifier has identified the background as a city street, and the second is uncertain, regarding the foreground, between the existence of an elephant or a car. Using external knowledge that implies, “elephants do not wander in city-streets”, the only possible world for the foreground would be: there is a car in the street.

Formally, Assume that

\[ M_k = (W_k, R_{k,1}, \ldots, R_{k,n_k}, V_k), \]

where \( 1 \leq k \leq n \), are given. The Kripke model:

\[ M = (W, R_1, \ldots, R_n, V) \]

that models knowledge-sharing between ANNs, is defined through the following components:

- \( W = W_1 \times \cdots \times W_n \),
- \((w_{i_1}, \ldots, w_{i_l}) R_k (w_{j_1}, \ldots, w_{j_k}) \), for \( 1 \leq k \leq n \) exactly when for all \( l \neq k \) we have \( w_{i_l} = w_{j_l} \) and there exists \( 1 \leq m \leq n_k \) such that \( w_{i_k} R_{k,m} w_{j_k} \),
- \( V(w_1, \ldots, w_n) = (V_1(w_1), \ldots, V_n(w_n)) \).

### IV. Artificial Neural Networks Collaboration

Suppose that a group of trusted ANNs work together towards achieving a more self-aware system (where trusted ANNs share the entire owned knowledge correctly). To do so, first of all, in the algorithm the process of knowledge extraction from one agent-input is developed, i.e., we collect all output classes of inputs in \( \eta(x) \) related to the given ANN. In this algorithm, an ANN is a function \( \mathcal{N}(x) \) for input \( x \), and the output result of the function represents the output class of \( x \). Consequently, \( \mathcal{K} \) represents the knowledge of \( \mathcal{N} \) with the above-mentioned definitions. As a result, the output represents whether the investigated ANN is robust, for the input \( x \), or not. And it includes the possible answers of the set \( \eta(x) \) from the agent’s perspective.

After obtaining the knowledge of each agent (i.e., ANN) with algorithm \( \mathcal{I} \) the algorithm \( \mathcal{A} \) has been developed to aggregate all the knowledge of these agents. This knowledge also demonstrates the possible worlds, from the perspective of each agent. Herein, by determining the intersected knowledge of all ANNs in the MAS, the result of verification, and
Algorithm 1 The ANN Knowledge Calculator (NNKC) function shall calculate the knowledge, produced by an ANN, for an input point, using a neighborhood function.

Let $N(x) = c$ be the function of the considered ANN and $c$ be the result class.

```alg
def NNKC(N, x_0, η):
    ⊿N, x_0, η are ANNs, input point and neighborhood function respectively
    K ← ∅
    for all $x \in η(x_0)$ do
        c ← N(x)
        ⊿ c represents the respective possible world
        if $c \notin K$ then
            Add $c$ to $K$ set
        if $|K| = 1$ then
            return 1, K
    return 0, K
```

the aggregated knowledge from the group of agents can be measured. As an output, if the intersection results in one class, the input finds itself verified. Otherwise, if more than one class exists in the intersection result, the input point cannot be verified. Although, the set of possible classes represents the possible verified outputs for the MAS. Finally, if an empty set returns as an output, inconsistency emerges in the MAS’s agent knowledge, and input, for that particular case, cannot be verified.

In the algorithm 3 $K_S$ shows the remaining possible worlds in which verification formulas can be satisfied.

V. Two Examples

Reducing the error rate of ANNs is crucial in critical scenarios. In our method, a MAS of ANNs has been offered for this exact purpose. In the sequel, we will give two examples explaining the details of our proposed model. In the first, we demonstrate exactly how the knowledge set, in the context of dynamic epistemic logic, can be defined. In the second example, however, we demonstrate the usability of our model in real-world practical applications, i.e., a self-aware MAS is developed.

Algorithm 2 The MAS Knowledge Aggregator (MASKA) function is going to aggregate the knowledge that is produced by a MAS of ANNs, for each input point using a neighborhood function.

```alg
def MASKA(N_S, x_0, η):
    ⊿N_S, x_0, η are groups of ANNs, input points and neighborhood functions respectively
    K_S ← ∅
    for all $N \in N_S$ do
        is_Robust, K ← NNKC(N, x_0, η)
        K_S ← K_S ∩ K
        if $K_S = ∅$ then
            return 0, ∅
        if $|K_S| = 1$ then
            return 1, K_S
    return 0, K_S
```

Algorithm 3 The MAS Knowledge Sharing (MASKS) function shall aggregate the knowledge that is produced by an external system.

```alg
def MASKS(N_S, x_0, η):
    ⊿N_S, x_0, η are group of ANNs, input points and neighborhood functions respectively
    K_S ← ∅
    for all $N \in N_S$ do
        is_Robust, K ← NNKC(N, x_0, η)
        K_S ← K_S ∩ K
        if $K_S = ∅$ then
            return 0, ∅
        if $|K_S| = 1$ then
            return 1, K_S
        for all $M \in \text{All knowledge sources}$ do
            is_Robust, K ← Announced knowledge
            ⊿ Check whether the knowledge can verify the input, or if more knowledge is needed
            K_S ← K_S ∩ K
            if $K_S = ∅$ then
                return 0, ∅
            if $|K_S| = 1$ then
                return 1, K_S
        return 0, K_S
```
Example V.1. (Digit Recognition)

In this example, we are going to develop a scenario to clarify the approach, mentioned in previous chapters. Herein, the input will lie in the domain of images, which are digits ranging from 0 to 9. So the cardinality of our Kripke model is $2^{10}$ and its reduced model has only 10 states $W = \{w_0, \ldots, w_9\}$ in which each world represents the existence of one digit, where $V_\Phi(w_i) = \{(x, i)\}$.

For a fixed input of $x$, we denote the atomic formula $(x, i)$ by $i$. Let the figure of the digit "0" be an input image, with three agents $A_0$, $A_1$ and $A_2$ as ANNs in the multi-agent system $A$ given. $A_0$ produced knowledge in which "0", "6", "8" and "9" are possible answers. Figure 2 depicts the possible worlds and relations of the model for $A_0$. The same input for $A_1$, results "0", "2", "4", "6", and "8" as possible answers. The intersection of these two agents’ possible answers will be $w_0$, $w_6$ and $w_8$.

The last agent, $A_2$, ignores the world $w_6$ and $w_8$ as possible results. So, the model verifies the answer that the input case is "0". If the last agent, $A_2$ just rejects $w_8$, the input fails to be verified by the model.

Now, assume that the image is a part of a two-digit number and another digit has been classified by another process (with the multi-ANN system $B$). In this process, the digits "0" and "3" are recognized as possible outputs. The model for these two MAS is depicted in Fig 4. Now, suppose an external knowledge announces that there resides, at least, one zero in the digits. By announcing this, as a fact, the world $w_{36}$ fails to be possible. Hence we have the updated model, see Fig 5. Next, we are going to reason about the answer via employing more complex external knowledge. Suppose that, the external knowledge is "none of the A and B’s certainty could lead the whole system into a verified answer". In this model, we know that if B gains certainty about 3 the verified answer will be 30 (i.e. $[K_B3]30$). Similarly, if A gains certainty about 6 the verified answer will be 06 (i.e. $[K_A6]06$). By aggregation of these two formulae, A’s certainty about 6 and B’s about 3, the whole system is routed towards a verified answer. The remaining possible (i.e., verified) number is 00, in which no one’s certainty can result in a single answer.

Example V.2. (Safety Verification of MNIST classification using collaboration)

In this example, a MAS of ANNs has been developed to classify the MNIST dataset into 10 distinct classes. The system contains one to 680 randomly generated ANNs (see V.3) each with $\sim 98\%$ accuracy. Here, each input and any neighborhood sets (which is an affine transformation with an address of 5) are classified by individual ANNs. The result of our employed method has been depicted in Fig 6, 7 and 8. As it is shown in Fig 6, for a system with one classifier, the number of wrong robust input cases is 38. By increasing the number of agents, eventually, by employing 199 ANNs the error cases can be reduced to 32. Although the number of truth values may also decrease, the trend is not as steep as the slope of the false rate. The reduction trend of error, by truth value, has been depicted in Fig 8. Afterwards, when we developed a MAS with 680 agents, the error cases decreased to 20. Our results demonstrate that: the trend of error decrements with an increase in the number of agents.

Remark V.3. MNIST is a standard handwriting dataset, in which 50,000 cases were used for training models and 10,000 for testing [22]. All generated
ANN models have been created, randomly, to classify the MNIST dataset using the Keras library with tensorflow as a backend [23]. The generated ANNs include 6 to 7 layers, each with 64 to 512 neurons in each layer, with all parameters being settled using the uniform random function. Subsequently,
only ANNs with ~98% accuracy were chosen. The neighborhood set in $\mathbb{V}_2$ has been generated by an affine transform with 5 steps, from -0.2 to 0.2. All computations in $\mathbb{V}_2$ have been implemented using a computation node with the following hardware, CPU:Xeon2697V3, GPU:Nvidia GTX 1080 Ti and Ram:128GB.

VI. Conclusion and Future Works

This study aims to develop a verification method to eliminate errors through integrating multiple artificial neural networks. To do this, first, a property has been defined to present the knowledge of the artificial neural networks. Next, a multi-agent system was designed in order to investigate these multiple artificial neural networks. Then, a dynamic epistemic logic-based method was developed for reasoning about the aggregation of distributed knowledge. This knowledge, was both acquired through separate artificial neural networks, and also through external information sources. Finally, it has been shown that aggregated knowledge may lead to self-awareness for the system. As a result, the model could verify a specific input, if the knowledge of the entire system satisfies its correctness. To conclude, a multi-agent system for the knowledge sharing (MASKS) algorithm has been proposed for the aforementioned model. This proposed method was applied to the MNIST dataset, as a result, the error rate of the entire system dropped from 2% to about 0.2%.

In future, we aim to develop an approach that can model timed-series classifiers (i.e., for recurrent neural networks or reinforcement learning) for real-time verifying approaches. Meanwhile, however, a tool will be developed to verify the inputs of any kind of multi-agent system and, furthermore, to check whether an input point can be verified in the system, or not. This tool should be able to manipulate knowledge sharing, in trusted or untrusted networks. To enhance the performance of this tool, fuzzy logic must be applied to avoid state space exposure for ANNs, especially where more than two output classes exist. Similarly, a large neighborhood set may cause high loads, when applied to real-world problems. Consequently, we should define robustness, for ANNs, whilst considering pre-defined confidence levels. To do this, we must take into consideration the subset of the neighborhood, in our verification method. This may very well pave the way for defining an approximation approach for our verification methodology.
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