Noncontact Sensing of Heart Rate Variability from Facial Video Using the Topology Algorithm
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Abstract: This study proposes a noncontact, accurate sensing method for heartbeat R–R intervals and heart rate variability from the video of a target person’s face. The proposed method comprises three steps: (1) automatic face recognition and tracking, (2) the detection of skin-tone pixels in the face region, and (3) heart rate estimation using the topology algorithm. We applied the proposed method to facial video recordings of 55 participants and evaluated its accuracy. The results demonstrate that the root-mean-square error in estimating the heart rate variability was 2.7 ms using the proposed method, demonstrating the effectiveness of the proposed approach.
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1 Introduction

Noncontact heart rate (HR) and heart rate variability (HRV) measurement is of great interest because it can be used in various applications of healthcare monitoring [1, 2] without any sensors attached to the target person’s body. In particular, camera-based HR measurement using facial video is promising because it requires only a common digital camera that is compact, low-cost, and ubiquitous. In video-based HR sensing, after detecting the facial region from the video, motion artifacts are suppressed [3, 4], and pixels with skin tone are extracted to generate a signal that represents the heartbeat [5–9]. For estimating the HR from the signal, however, additional signal processing is required, for which most existing studies adopt a frequency-domain approach (e.g., the Fourier transform) to obtain a frequency spectrum whose peak is often used to estimate the HR [10–14].

Time-domain approaches are a promising alternative to frequency-domain approaches. Because they do not require time-frequency analysis, they have the potential to achieve higher time resolution than frequency-domain approaches. Despite this, there are only a few studies on time-domain HR estimation (e.g., [15]), and thus, this study focuses on the applicability of a time-domain method called the topology algorithm [16] to facial video data. Although the topology algorithm was originally developed for radar-based HR measurements, the algorithm may also be applied to other types of data. This study is the first to investigate the applicability of the topology algorithm to facial video data. In this study, we apply the topology algorithm to video recordings of 55 participants to estimate the HR (R–R interval: RRI) and HRV (standard deviation of the average normal-to-normal intervals: SDNN), whose accuracies are quantitatively evaluated.

2 Heart Rate Estimation Using the Topology Algorithm

In this section, we present a concise explanation of the topology algorithm [16]. A real-valued signal \( s(t) \) is sampled and \( s(t_i) \) for \( t_i = i\Delta t \) \((i = 0, 1, \cdots, N)\) are obtained, where \( \Delta t \) is a sampling interval. We define six kinds of feature labels \( g_i \) for \( t_i = t_n \) that are characterized by \( \dot{s}(t) = ds(t)/dt \), \( \ddot{s}(t) = d^2s(t)/dt^2 \), and \( \dddot{s}(t) = d^3s(t)/dt^3 \) as

\[
 g_i = \begin{cases} 
 1 & \text{for } \dot{s}(t_i) = 0, \ddot{s}(t_i) < 0 \\
 2 & \text{for } \dot{s}(t_i) = 0, \ddot{s}(t_i) > 0 \\
 3 & \text{for } \dot{s}(t_i) > 0, \ddot{s}(t_i) = 0, \dddot{s}(t_i) < 0 \\
 4 & \text{for } \dot{s}(t_i) > 0, \ddot{s}(t_i) = 0, \dddot{s}(t_i) > 0 \\
 5 & \text{for } \dot{s}(t_i) < 0, \ddot{s}(t_i) = 0, \dddot{s}(t_i) < 0 \\
 6 & \text{for } \dot{s}(t_i) < 0, \ddot{s}(t_i) = 0, \dddot{s}(t_i) > 0, 
\end{cases} \quad (1)
\]

and the label \( g_i = 0 \) is given to samples that do not satisfy any of the above conditions.

First, a vector with a length of \( 2K + 1 \) comprising data samples whose center is at \( t_n \) is generated as

\[
 v_n = [s(t_n - K\Delta t), s(t_n - (K - 1)\Delta t), \cdots, s(t_n + K\Delta t)]^T, \quad (2)
\]
only if \( g_n \neq 0 \) \((n = 1, \cdots, N)\). The correlation coefficient \( c_{m,n} \) between \( v_m \) and \( v_n \) is calculated, where \( c_{m,n} \) is defined only for a pair of feature points with the same non-zero label \((g_m = g_n, g_m, g_n \neq 0)\). We then generate another vector \( u_n \) that takes a complex value determined by a sequence of labels \( g_i \) \((i = 1, \cdots, N)\) [16]. The topological similarity \( M_{m,n} \) is calculated as the correlation coefficient between \( u_m \) and \( u_n \).

In the topology algorithm, the normal correlation coefficient \( c_{m,n} \) is used to detect the global waveform similarity between adjacent pulses, whereas the topological similarity \( M_{m,n} \) is used to detect the local waveform similarity over a short duration, which allows us to select reliable pairs of feature points. Using the topology method, which uses both \( c_{m,n} \) and \( M_{m,n} \), the HR estimation accuracy can be substantially improved, as has been confirmed using radar signals [16]. Its applicability to camera-based signals has not yet been established.

For comparison, we also use a conventional method [10–14] based on the fast Fourier transform (FFT) to estimate the HR. This method uses a rectangular window \( w(t) \) that is defined as \( w(t) = 1 \) for \( |t| \leq T_w / 2 \) and \( w(t) = 0 \) for \( |t| > T_w / 2 \), where we set \( T_w = 3.3 \) s, and calculates a spectrogram \( S(t, f) \) as
\[
S(t, f) = \left| \int_{-\infty}^{\infty} w(\tau) s(\tau - t) e^{-j2\pi f \tau} d\tau \right|^2. \tag{3}
\]
The frequency \( f_{\text{max}}(t) = \arg \max_f \ S(t, f) \) is then used to estimate the instantaneous RRI as \( \bar{T}_{\text{RR}}(t) = 1 / f_{\text{max}}(t) \).

3 Experimental Performance Evaluation of the Proposed Method

In this section, we evaluate the performance of the topology algorithm through experiments involving participants. A total of 55 healthy people (51 men and 4 women) participated in this study. The ages of the participants ranged from 24 to 59 years, and the average age was 42.8 years. Figure 1 shows the experimental setting with a participant seated with eyes closed. We used a video camera (HC-WX970M-K, Panasonic Corp., Osaka, Japan) and an electrocardiogram (ECG) device (Check My Heart, TRYTECH Co., Ltd., Tokyo, Japan). The video was recorded with a resolution of qHD \((960 \times 540 \) pixels\), a frame rate of 30 fps, and the digital video format iFrame with intraframe compression. The face of each participant was placed approximately 1.0 m from the video camera. We adjusted the lighting so that the illuminance on the participant’s face was between 500 and 600 lux. The measurement time for each participant was \( T_0 = 300 \) s.

First, to detect and track the face region in the video, the Kanade–Lucas—Tomasi feature tracker [17] was used. Next, pixels with skin tones were detected by applying a color space conversion so that specular reflection and diffuse light components could be separated. The extracted skin-tone pixel values were averaged to generate a time-domain signal. Finally, the topology algorithm was applied to the time-domain signal and the HR and HRV estimates were obtained. For each participant, instan-
Fig. 1: Experimental setting with a video camera and ECG with limb leads.

Instantaneous RRI \((T_{RR}(t))\) was estimated, and we then calculated the average RRI \((\bar{T}_{RR})\) and average SDNN \((\bar{T}_{SDNN})\) as \(\bar{T}_{RR} = \frac{1}{T_0} \int_0^{T_0} T_{RR}(t)dt\) and \(\bar{T}_{SDNN}^2 = \frac{1}{T_0} \int_0^{T_0} (T_{RR}(t) - \bar{T}_{RR})^2 dt\), respectively.

Fig. 2 (a) shows an example of the instantaneous RRI estimated using the topology algorithm applied to a signal from participant 35. In the figure, a reference RRI measured using the ECG device is also displayed for comparison. According to the ECG data, the average RRI and SDNN for this participant were 953.5 and 47.5 ms, respectively. The errors in estimating the RRI and SDNN using the facial video and topology algorithm were 2.8 and 2.6 ms, respectively. These values are much smaller than the ECG-based RRI and SDNN estimates.

Figs. 2 (b) and (c) respectively show the RRIIs and SDNNs estimated using the conventional method (blue), the proposed topology algorithm (red), and reference ECG (black) for all 55 participants. The average ECG-based RRI and SDNN estimates were 868.3 and 42.0 ms, respectively. The average errors in estimating the RRI using the conventional method and topology algorithm, calculated and averaged over 55 participants, were found to be 9.5 and 2.7 ms, respectively. Moreover, the average errors in estimating the SDNN using the conventional method and topology algorithm were 15.9 and 2.8 ms, respectively. The relative errors in estimating the average RRI and SDNN were 1.1% and 37.9% using the conventional method, and they were 0.3% and 6.7% using the topology algorithm, respectively. These results demonstrate the effectiveness of the proposed method for the measurement of the HR and HRV using facial video recordings.

4 Conclusion

In this study, we proposed a noncontact HR sensing method using facial video. The proposed method automatically detects the facial region from the video frames; pixels with skin tone are then extracted and their values are averaged to generate a signal represented as a time series. The signal is then processed by the topology algorithm to extract the feature points and then calculate the correlation and topological similarity coefficients, resulting in the estimation of an instantaneous RRI. We performed experiments
Fig. 2: Example of instantaneous RRI (a), average RRIs (b), and average SDNNs (c) estimated using the video-based methods and ECG.

involving 55 participants using a video camera and ECG recording device. The experimental results showed the average errors in estimating the RRI and SDNN were 2.7 and 2.8 ms, respectively, demonstrating the effectiveness of the proposed noncontact HR measurement method. In particular, the applicability of the topology algorithm to facial video data has been confirmed for the first time.
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