Discriminative analysis in neuroimaging by means of deep/machine learning techniques is usually tested with validation techniques such as K-fold, hold-out, and resubstitution, whereas the associated statistical significance remains largely under-developed due to their computational complex-
ity. In this work, a non-parametric framework is proposed that estimates the statistical significance of classifications using deep learning architectures that are increasingly used in neuroimaging. In particular, a combination of autoencoders (AE) and support vector machines (SVM) is applied to: (i) a one-condition, within-group designs often of normal controls (NC) and; (ii) a two-condition, between-group designs which contrast, for example, Alzheimer’s disease (AD) patients with NC (the extension to multi-class analyses is also included). A random-effects inference based on a label permutation test is proposed in both studies using cross-validation (CV) and resubstitution with upper bound correction (RUB) as validation methods. This allows both false positives and classifier overfitting to be detected as well as estimating the statistical power of the test. Several experiments were carried out using the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset, the Dominantly Inherited Alzheimer Network (DIAN) dataset, and a MCI prediction dataset. We found in the permutation test that CV and RUB methods offer a false positive rate close to the significance level and an acceptable statistical power (although lower using cross-validation). A large separation between training and test accuracies using CV was observed, especially in one-condition designs. This implies a low generalization ability as the model fitted in training is not informative with respect to the test set. We propose as solution by applying RUB, whereby similar results are obtained to those of the CV test set, but considering the whole set and with a lower computational cost per iteration.
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## 1 Introduction

Machine learning (ML) assisted diagnosis of Alzheimer Disease (AD) is a key application due to its potential for a significant impact on the social well-being and health of our ageing societies. A successful system is likely to be strongly grounded in medical imaging techniques, such as Magnetic Resonance Imaging (MRI) or Positron Emission Tomography (PET); non-invasive procedures that provide rich diagnostic and prognostic information. Nevertheless, we currently remain without a complete description of the underlying neuropathological processes, especially in the early stages of the disease when interventions have their greatest impact. A particularly challenging task is to distinguish between AD and its related neurological disorders, including the prodromal stage of Mild Cognitive Impairment (MCI). [1][2][3][4][5].

The implementation of ML assistance in neuroimaging is frequently known as computer aided diagnosis (CAD). Current CAD systems are successful, with high accuracy rates in the classification of several conditions [6]. Recently, there has been a trend away from ML towards deep learning (DL) [7]. These techniques are characterised by a high degree of adaptability to input data, which allows them to be applied to highly complex problems [8]. The high dimensionality of neuroimages, or indeed most medical images, can be significantly reduced by applying Convolutional Neural Networks (CNN) [9][10] that are capable of extracting simpler patterns (initial layers) before expansion to more complex patterns (final layers). The CNN already has greater prevalence than the more traditional Multi-layer Perceptron (MLP) [11], and can be applied independently [12] or in conjunction with other types of classifier, such as Support Vector Machines (SVM) [13]. In addition, CNNs can also be used as layers within other more complex networks such as U-net [14] or Autoencoder (AE) structures, widely used in neuroimaging for dimensionality reduction [15][16][17]. It should be acknowledged that all these studies are only possible thanks to international initiatives that offer Open Access data to the neuroimaging community, such as the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [18] and the Dominantly Inherited Alzheimer Network (DIAN) [19], as well as several international competitions [20][21] that offer databases with the aim of increasing and improving the knowledge related to a specific task.

Among the disadvantages of neural networks are the selection of the most suitable layer configurations and the complexity associated with its training phase, with concomitantly high computational cost. Furthermore, the classification performance of these networks is highly dependent on the sample size and the number of epochs used in training; if a reduced database is used or the number of epochs is very high, overfitting is likely to occur. Under optimal conditions, i.e., with a large data set, in which the difference between the training error and test (generalization) error is small, one can assume that a good system has been obtained. Nonetheless, even with corrupted data, e.g. by deliberate permutation of data labels, due to the high capacity of the neural network, the trained model may still classify elements correctly according to the new false labels [22]. Taking all these considerations into account, the capacity of these neural networks to generalize is currently under discussion, and methods to measure and detect the configurations that generalize from those that do not be advantageous [22][23]. For example, techniques such as dropout [24], batch normalization [25] or data augmentation [26] are increasingly applied to reduce the generalization error [27]. This problem is particularly common with medical data as the number of samples is usually significantly lower than the dimensionality of the accompanying features. Moreover, the estimation of the classifier error through traditional
approaches, such as cross-validation or leave-one-out cross-validation, which are used in conjunction with a variance-based bounds, enable calculation of confidence interval, which are not always effective estimators of the true error for small sample sets [28][29]. It is therefore reasonable to consider whether the results generated by classifiers in these circumstances can be accepted.

Prior work has analysed the reliability of classification results [30][31][32], as well as the generation of statistical maps [33][34][35] in neuroimaging. The idea of these studies is to test if the estimated accuracy is significantly better than that obtained by chance. To this end, the most widely used approaches are permutation methods [36]. The permutation test procedures enable calculation of a p-value that reflects the fraction of randomly labelled data sets that result in an equal or better classifier performance than using the original data. The most common and traditional permutation tests assume for evaluation of null hypotheses that there exists independence between labels and features, and therefore there is no difference between the permuted classes. Nevertheless, several studies have found that this approach leads to biased p-values, suggesting permutations of data columns instead of labels [29], or the use of location tests instead of accuracy tests [32]. According to J.D. Rosenblatt et al. [32] the causes for low power of accuracy tests are related to the discrete nature of the accuracy test statistic (especially if the test statistic is highly concentrated), the inefficient use of the data, regularization, and the type of signal accuracy tests they are designed to detect.

The proposed approach in this paper lies within a framework for statistical significance analysis known as statistical learning theory (SLT). The main idea is to analyse the generalization capacity of a given classifier by comparing the results obtained using randomly labelled data and the ground truth. A similar study [37] focused on the estimation of true familywise error rates by analysing the null distribution of functional magnetic resonance imaging (fMRI) datasets acquired at rest in order to verify the validity of parametric fMRI analysis. Here, we focus instead on machine learning performance with deep learning architectures. In this study, two scenarios are analysed. First, a one-condition task is analysed with healthy control (HC) data and a putative task design that generates results that should control the family-wise error (FWE). Second, a two-conditions design comparing AD and HC samples is considered, as well as a four-condition study. As labels on these samples are permuted, no group detectable differences should be apparent, which is reflected in the classification accuracy. For this purpose, several experiments were conducted with the ADNI and DIAN Open Access databases, applying label permutation tests.

The structure chosen for the presentation of the work is as follows. First, the databases are detailed, as well as the techniques used for classification and validation, and the proposed method itself. Then, the results are shown divided into different experiments depending on the model configuration and database, which are complemented by two studies on generalisation error and the influence of the placement of feature extraction in the proposed method.

2 Datasets

2.1 The ADNI dataset

Data used in the preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). The dataset used is composed of structural magnetic resonance images (sMRI) acquired at 1.5T from 229 HC and 188 AD participants. Table 1 shows demographic details of the dataset. All images were processed by realignment, coregistration and spatially normalization to the standard SPM template, using the SPM12 software [38] applying default parameters (non-rigid, preserve concentrations). In addition, SPM12 was used to segment the images obtaining Grey Matter (GM) and White Matter (WM) maps [39]. In total, 417 GM maps of dimensions 121 × 145 × 121 were used in this work, normalised to the intensity range [0, 1].

2.2 MCI prediction dataset

This dataset was made available for the “International challenge for automated prediction of MCI from MRI data” (https://inclass.kaggle.com/c/mci-prediction) hosted on the Kaggle platform. Patients were labelled in four classes: HC participants, AD patients, MCI participants whose diagnosis did not change in the follow-up (MCI) and converter MCI (cMCI) participants that progressed from MCI to AD in the follow-up period. Each participant has 429 demographic, clinical as well as cortical and subcortical MRI features estimated by Freesurfer (v5.3) [40][41]. For this study, the training and test datasets were merged. In total, 400 participants compose the database. Their demographic information is shown in Table 1. Further information about the challenge is available at [6.1.1].
### Table 1: Demographics Details of the Datasets

| Datasets | Status | Number  | Gender (M/F) | Age  | MMSE  | CDR  |
|----------|--------|---------|--------------|------|-------|------|
| ADNI     | AD     | 188     | 78/45        | 37.55 [9.93] | 29.13 [1.11] | 0.26 [0.50] |
|          | NC     | 123     | 49/74        | 75.97 [11.88] | 28.09 [1.11] | -    |
|          | MCI    | 100     | 60/40        | 72.47 [6.89]  | 27.34 [1.86] | -    |
|          | cMCI   | 100     | 52/48        | 74.10 [7.70]  | 23.13 [2.10] | -    |
|          | HC     | 229     | 119/110      | 75.36 [7.50]  | 23.28 [2.00] | -    |
|          | cMC    | 219     | 99/89        | 75.36 [7.50]  | 23.28 [2.00] | -    |
|          | MC     | 123     | 78/45        | 37.55 [9.93]  | -     | 0.26 [0.50] |
|          |        |         |              |      |       |      |

Group means and their standard deviation are shown. Symbol “-” indicates that no information is available.

2.3 The DIAN dataset

The Dominantly Inherited Alzheimer Network (DIAN) dataset (dian.wustl.edu) results from an initiative to monitor the evolution of people at risk of inheriting an autosomal dominant AD mutation. Each participant had standardized longitudinal assessments which includes clinical, cognitive, neuroimaging, CSF and plasma tests. More than 450 participants are included in DIAN. Dominantly Inherited Alzheimer’s Disease (DIAD) is caused by mutations in the Amyloid Precursor Protein (APP) [42], Presenilin-1 (PSEN1) [43] (most frequently found), or Presenilin-2 (PSEN2) [44] genes. Further information on the study is given in [19].

The images used were from baseline assessments of the DIAN Observational Study Data Freeze 14. A total of 1219 datasets were available. Applying exclusion factors indicated in [6,12] the total number of datasets selected reduced to 246, which are labelled as non-carriers (NC) and mutation carriers (MC), with 123 participants in each group. Their demographic information is shown in Table 1. Global Clinical Dementia Rating (CDR) scale data are provided [47]. Specifically, fibrillar amyloid-β (Aβ) depositions and CSF τ protein were measured as markers: Aβ40, Aβ42, Aβ10:Aβ42 ratio, τ, p-τ. An APOE genetic test was also undertaken.

3 Methodology

We propose a statistical significance assessment framework for ML and DL systems: the application of permutation tests to assess type I errors and statistical power (related to type II errors) of a classifier using upper-bounded resubstitution as the validation method. Specifically, our classifier is an AE-SVM configuration. For comparative purposes, the experiments were also conducted using stratified 10-fold cross-validation. An overview of the pipeline is illustrated in Figure 1.

3.1 Statistical analysis based on SLT

Given \( S = \{(x_i, y_i)\}_{i=1}^n \) as a dataset where \( x \in \mathbb{R}^N \) are the observed features and \( y \in \mathbb{R}^M \) the class labels, an analysis of differences between conditions included in a dataset can be established as a hypothesis test where the null hypothesis, \( H_0 \), implies that there is independence between data and labels, \( p(x, y) = p(x)p(y) \), or in terms of functional neuroimaging there is no “effect” in \( x \) given \( y \). If \( H_0 \) is rejected then there is a dependency between data and labels, that is, the distribution \( \{x|y=0\} \) is different from \( \{x|y=1\} \). To perform this hypothesis test, the out-sample prediction error, or actual error, associated with classification is the chosen test statistic.

Given the dataset \( S \) and a learning algorithm \( L \), it is possible to calculate the estimate error of the algorithm, \( \hat{E}_L \). When using resubstitution with upper bound correction as the evaluation method (RUB), the estimated error is defined as:

\[
\hat{E}_L^{RUB} = \frac{1}{n} \sum_{i=1}^{n} I\{L_S(x_i) \neq y_i\} + \mu
\]

where \( L_S \) is the function obtained by the learning algorithm \( L \) given the dataset \( S \), \( I(\cdot) \) is the indicator function and \( \mu \) represents the upper bound [48]. The estimation error is associated with the actual risk while the first term represents...
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Figure 1: Flowchart of the proposed method using resubstitution with upper bound correction (top) and K-fold cross-validation (bottom) for statistical power assessment and type I error control analysis.

the empirical risk. More detailed information on the derivation of the upper bound is described in [6,2]. An expression for the estimation of the upper bound is:

\[ \mu_{\text{emp}} \leq \sqrt{\frac{1}{2n} \ln \frac{2 \sum_{k=0}^{d-1} \binom{n-1}{k}}{\eta}} \]  \hfill (2)

where \( \eta \) is the significance level, \( n \) is the size of the training set, and \( d \) is the feature’s dimension. It should be noted that this expression is only applicable to linear classifiers [49], such as SVM.

Regarding K-fold cross-validation, each of the estimates obtained from each of the \( K \) partitions, or folds, was considered independently, instead of considering the mean across partitions. Then, the estimator used is:

\[ \hat{E}_{L}^{\text{KCV}} = \frac{1}{\text{card}(S^k)} \sum_{i \in S^k} I\{L_{S^k}(x_i) \neq y_i\} \]  \hfill (3)

where the k-th partition \( S^k \) is the test set and the remainder of the data \( S^{(k)} \), the training set. Thus, the test statistics are denoted as \( T_{\text{RUB}} \) and \( T_{\text{KCV}} \) for RUB and CV approaches, respectively.

As in the case of RUB, errors associated to cross-validation could be connected by an upper bound. According to the theory related to generalization errors, in the worst-case \( E_{\text{act}} = \Delta + E_{\text{emp}} \), where \( \Delta \) could be another representation of the upper bound. The empirical error is the error related to the training set, whilst the actual error is related to the test set. Ideally, such an upper bound would be zero, as this means that both errors are equal, and therefore, the classifier is able to generalize. In mathematical terms, this can be easily observed in the following expression:

\[ \frac{\Delta}{E_{\text{emp}}} = \frac{E_{\text{act}}}{E_{\text{emp}}} - 1 \]  \hfill (4)

Therefore, a positive \( \Delta/E_{\text{emp}} \) implies a poor generalization (\( E_{\text{act}} > E_{\text{emp}} \)) since \( \frac{E_{\text{act}}}{E_{\text{emp}}} \propto \frac{\Delta}{E_{\text{emp}}} \), whereas if the ratio becomes negative, it would be even better than the ideal situation, as that means that the actual error is lower than the empirical error. Nevertheless, in order to be able to analyse this pattern, the bound should be constant, because if it is not, there is no effective learning during training as the two errors are not related to each other.

3.1.1 Permutation test statistics

Permutation tests enable comparison of the test statistic obtained for each dataset and its permutation distribution (null distribution). The detailed explanation of the steps involved in a permutation test for a range of classification scenarios...
with the significance level $\alpha$. A label-switching permutation test procedure was chosen despite its conservative performance [29]. This procedure was preferred to parametric inference because these experiments involved high dimensional databases of small sample size (curse of dimensionality) where central limit approximations tend to be poor [32][35].

The estimated test statistic obtained by permutation is denoted as $T_n$. The resulting null distribution contained 1000 of these values requiring 1000 iterations in the case of upper-bounded implementation, while for 10-fold validation 100 iterations were computed ($100 \times 10$). Considering each fold independently allows calculation of the total variance of the method instead of the average variance generated by the 10 folds, although its computational cost is considerably higher than applying RUB. One iteration of 10-fold is approximately equal to 10 iterations of RUB. The observed test statistics, $T_{ROB}$ and $T_{KCV}$ were derived from 20 iterations for both approaches, with the aim of obtaining the most accurate estimation of the actual errors. At each iteration, the dataset labels were shuffled.

3.1.2 Statistical power: stated hypothesis

The first of the two experiments conducted on the databases assessed statistical power. The null hypothesis associated with this study, in which two-condition and four-condition datasets were tested, is:

$$H_0 : T_n = T$$
$$H_1 : T_n > T$$  \hspace{1cm} (5)

Therefore, the null hypothesis assumes that the classification error associated with the permuted dataset is equal to the actual error of the original dataset, since there is independence between $x$ and $y$. The alternative hypothesis is that there is an “effect” in $x$ given $y$, and therefore the error obtained by permutation is larger than the actual error.

To analyse the probability of observation of the null hypothesis, the mathematical expression associated with the computation of the $p$-value is:

$$p_{value} = \frac{\text{card} \{T_n \leq T \} + 1}{M + 1}$$  \hspace{1cm} (6)

where $\text{card}(.)$ denotes the cardinality. The addition of 1 to the numerator and denominator is equivalent to including the fixed statistic value in the test, which allow to obtain a valid test [50].

3.1.3 Type I error control

The second experiment evaluated the type I error control of the inference method by testing one-condition distributions, in particular the within-group HC condition. The HC dataset was randomly split in two groups of the same size.

The null hypothesis of independence between samples and labels was true by construction. Thus, the proportion of false positives detected should be close to the significance level. In order to compute the proportion of analyses (or iterations) that give rise to any significant result, an Omnibus test was applied. First, a similar expression to equation (6) was used for the computation of the $p$-values of dimension $M$:

$$p_{value,m} = \frac{\text{card} \{T_{n,m} \leq T_{n,m} \}}{M}$$  \hspace{1cm} (7)

where $T_{n,m}$ represents the m-th error from the $M$ actual errors obtained by the permutation test, which was compared to the permutation distribution of errors (including itself). Once the $M$ $p$-values were obtained, they were compared with the significance level $\alpha$, and the number of false positives calculated as the number of these values that were less than or equal to the significance level. The estimated FWE rate (or FP rate) was the number of false positives divided by the number of permutations:

$$\text{FWE rate} = \frac{\text{card} \{p_{values} \leq \alpha \}}{M}$$  \hspace{1cm} (8)

From a parametric perspective, this analysis could be performed with a contrast of means, so that from the errors obtained a confidence interval was constructed in which 50% were included, since the dataset was randomly split into two sets of the same condition.

In both experiments, the level of significance $\alpha$ was set as 0.05. When computing $p$-values including the standard deviation, it was considered as the empirical $p$-value obtained but did not include all possible permutations of the databases, due to computational restrictions. The standard deviation related to the Monte Carlo approximation of the $p$-value is $\sqrt{\frac{p(1-p)}{n}}$ [51], where $p$ is the $p$-value obtained and $n$ is the number of samples.

From these experiments it was also possible to check the classifier’s capacity to correctly predict random sample labels, giving insight into the susceptibility to overfitting of the neural networks.
3.2 System configuration

3.2.1 DL and ML architectures

The system adopted for the classification phase was based on AE and SVM architectures, which are widely used in medical imaging \[13\,\[15\,\[16\,\[52\,\[53\,\[54\,\[55\]. The AE was used for feature extraction while the SVM (linear kernel) was used as the classifier. The reasons for selecting these architectures include: i) good performance in an initial phase of searching for architectures of interest, ii) the possibility of using a DL architecture to reduce dimensionality in a low-sample size scenario, and iii) linearity in the final classification level for applying RUB. In addition to linearity, it is desirable that the number of input features to the classifier is as low as possible (ideally 1) since there exists a high dependency of the bound on the features dimensions. Therefore, when using RUB as a validation method the dimensionality of the features extracted from the Z-layer was reduced by applying partial least squares (PLS) \[56\]. This technique allows extraction of features (or components) by combining information about the variances of the initial features and their associated labels and the correlation amongst them. Thus, it was possible to work with a lower dimensionality at the cost of assuming a decrease in the variance explained. One PLS component was used in the experiments. For a flowchart of the classification phase, see Figure 2.

![Flowchart](image)

Figure 2: General flowchart of feature extraction and classification methods using a) RUB validation (left) and b) 10-fold cross-validation (right).

For the design of the AE, the layers of the configuration were chosen depending on the input features. For one-dimensional features, fully-connected layers were used for reducing the feature space dimension, whilst for 3-dimensional features (for example, GM images) convolutional layers were mostly selected instead. Sigmoid activation functions were selected for one-dimensional features since input features were scaled, whilst rectified linear unit (ReLU) activation functions were used in hidden layers for 3-dimensional feature since images were normalised to the range \([0, 1]\). The theoretical background to this architecture can be found in \[6\,\[4\].

The SVM directly selects the sample label when used with the DIAN and MCI datasets. A more sophisticated design was needed in the experiments associated with the ADNI database, where the SVM was configured as an ensemble of several brain regions instead of the whole brain. Further explanation about the regions is explained in Section 4.1.

To obtain the label for a sample \(y\), posterior probabilities returned by SVM are necessary, so that for each sample the total probability of belonging to a class, \(C\), depends on the \(L\) regions:

\[
p_{\text{total}}(y) = \sum_{l} \frac{p_{l}(y)}{n_{\text{regions}}}
\]  

(9)
where \( p_{\text{total}}^{c}(y) \) is the probability of a sample \( y \) being of class \( c \), and the term \( p_{l}^{c}(y) \) is the probability of a sample \( y \) being of class \( c \) in a specific region \( l \). Then, the maximum value among the probabilities for each class is chosen as a label:

\[
\text{Label}(y) = \arg \max_{c} \left( p_{\text{total}}^{c}(y) \right)
\]  

(10)

### 3.2.2 Autoencoder settings

Prior to the experiments described in this paper, a stratified 5-fold cross-validated grid-search was done to identify configurations (layer typology, number of layers, and hyperparameters) that work effectively with the original (non-permuted) databases. The features from each dataset were reduced to 20 in the Z-layer. These features were introduced as input to the SVM linear classifier in the experiments that used 10-fold CV or were reduced to 1 feature by using PLS and then introduced to the classifier where RUB was applied. Figure 3 illustrates the layer configurations related to each dataset. Batch normalization [25] was applied in all AEs to reduce overfitting.

![Figure 3: Model (AE - SVM) configuration for (a) the ADNI dataset.](image)

(a) The ADNI

![Figure 3: Model (AE - SVM) configuration for (b) MCI prediction dataset and (c) the DIAN dataset.](image)

(b) MCI prediction

(c) The DIAN

The optimizer applied in the experiments with the three datasets was Adam [57] with a default learning rate of 0.001 for MCI prediction and DIAN experiments, whilst the learning rate was 0.0001 in the ADNI experiment. In all configurations, mean square error (MSE) was the loss function. The largest number of epochs used in training was 250 for the ADNI dataset, which was chosen as a balance between loss separability of the classes and computational cost. For MCI prediction, the number of epochs was 50, which was selected after observing the curve of training and validation loss, as a higher number of epochs resulted in overfitting. The number of epochs in the AE when processing the DIAN dataset was 80, a value chosen after analysing the fit of the model to the data, again avoiding overfitting. In the training step, 30% of the training data samples were used as a validation set during AE tuning. These configurations and hyperparameters were maintained in all experiments, whether the data was the original or permuted.

### 4 Results

For reasons of clarity, the results obtained for each dataset will be indicated separately as experiments. Each experiment is composed of the two already-mentioned studies: statistical power assessment and type I error control analysis. The main objective of these experiments is not to obtain high classification accuracy rates but analyse the trade-off between statistical power and type I error. Two other studies complementary to the above are presented: i) to analyse the
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The performance of cross-validation in terms of upper bounds, and ii) to apply feature extraction outside the permutation test to analyse variability in the results.

The scripts generated for this study are based on Python language (v.3.7) and Keras library over Tensorflow on a Nvidia Tesla V100-SXM2.

4.1 Experiment 1: ADNI dataset

This experiment is a two-group (AD vs HC) classification of three-dimensional features; that is, GM maps derived from sMRI images. The whole brain image was not used, but instead 10 specific regions of the Automated Anatomical Labeling (AAL) atlas [58]: hippocampus (left/right), parahippocampal (left), amygdala (left/right), fusiform (left), middle temporal gyrus (left/right) and inferior temporal gyrus (left/right). These regions were selected according to their importance to AD diagnosis [35] and are shown in Figure 4(a). The use of a limited number of regions reduces the computational cost making the ensemble methodology tractable, and the results more reliable overall. The architecture was trained using each region as an input, and once the a posteriori probabilities related to each region were obtained, equation (10) was applied to get the final labels.

![Selected regions](image)

Figure 4: (a) Selected regions from AAL atlas. (b) Training and test accuracies of each region applying 10-fold cross-validation to the ADNI original dataset.

Following the framework shown in Figure 2, 417 subjects of the ADNI dataset were used to train and test the model proposed, and is illustrated in Figure 3(a) for 20 iterations. The results of this procedure are shown in Table 2 in the "Original dataset" rows. An example of accuracy rates related to each region is shown in Figure 4(b) for one 10-fold cross-validation iteration. Thereafter, the scheme illustrated in Figure 1 was applied to perform the permutation tests.

4.1.1 Randomization on HC vs AD

All sample labels in the ADNI dataset were permuted prior to fitting and evaluation of the model. To apply the RUB approach it was necessary to calculate the upper bound associated with each experiment by means of equation (2). An alternative expression for computing the bound is equation (11). The number of participants included was 417, the learning rate, \( \eta \), was 0.05, and the number of features introduced into the SVM classifier was 1 after applying PLS to the 20 features of the AE Z-Layer. Therefore, the value of the upper bound in this case is 0.0665 using equation (2) and 0.2103 using equation (11). These values demonstrate that the upper bound obtained from equation (11) is more conservative, as mentioned in 6.2. For this reason, only the results obtained using equation (2) are presented here.

The results of the permutation test are shown in Table 2. The actual errors (i.e. test statistics) from the original dataset were \( T_{KCV} = 0.1681 \) and \( T_{RUB} = 0.2344 \) using 10-fold CV and upper-bounded resubstitution as validation methods, respectively. Table 2 shows that these test statistics are considerably lower than the mean errors associated with the permutation distribution (0.5013 and 0.5285). Moreover, Figure 5(left) illustrates the distribution of the several metrics reported in Table 2 over the iterations of the permutation test. It should be remembered that although 100 iterations were performed with the 10-fold method, there were actually 1000 values when all the folds are considered.
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Table 2: ADNI. Results Related to the Statistical Power Experiment

|                     | Accuracy | Sensitivity | Specificity | p-value |
|---------------------|----------|-------------|-------------|---------|
| **10-fold CV**      |          |             |             |         |
| Original dataset    | Training | 0.8548 [0.0094] | 0.9166 [0.0094] | 0.7794 [0.0163] | - | Test | 0.8319 [0.0541] | 0.8989 [0.0627] | 0.7504 [0.0932] | - |
| Permuted dataset    | Training | 0.4791 [0.0864] | 0.4359 [0.0993] | 0.5219 [0.1026] | - | Test | 0.4987 [0.0753] | 0.4580 [0.1187] | 0.5425 [0.1180] | 0.0010 [0.0010] |
| **Resubstitution**  |          |             |             |         |
| Original dataset    |         | 0.8321 [0.0059] | 0.9033 [0.0075] | 0.7455 [0.0117] | - | Permuted dataset | 0.5380 [0.0339] | 0.4854 [0.1608] | 0.5904 [0.1539] | 0.0010 [0.0010] |
| **Upper-bounded resubstitution** (µ = 0.0665) | | | | |
| Original dataset    |         | 0.7656 [0.0059] | * | * | - | Permuted dataset | 0.4715 [0.0339] | * | * | 0.0010 [0.0010] |

Mean scores and their standard deviations (in squared brackets) related to the ADNI original and permuted datasets. Symbols “-” and * indicate that values were not computable or values were obtained from the resubstitution method, respectively. Validation methods applied to the permuted dataset were 10-fold cross-validation (100 iterations, high computational cost, top), resubstitution (1000 iterations, high computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). Original dataset scores were obtained from 20 iterations (medium computational cost). The significance level of the test was 0.05.

Mean scores and their standard deviations (in squared brackets) related to the ADNI original and permuted datasets. Symbols “-” and * indicate that values were not computable or values were obtained from the resubstitution method, respectively. Validation methods applied to the permuted dataset were 10-fold cross-validation (100 iterations, high computational cost, top), resubstitution (1000 iterations, high computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). Original dataset scores were obtained from 20 iterations (medium computational cost). The significance level of the test was 0.05.

Together. With this information, the p-values obtained are equal to 0.0010 for both cross-validation and upper-bounded resubstitution method. Indeed, no error belonging to the null distribution was lower than the statistic test in any case. As both p-values were smaller than the significance level imposed in the test (0.05), the null hypothesis was rejected. Therefore, there was no independence between conditions (HC, AD) and samples.

Figure 5: Distribution of scores of the permuted ADNI dataset in the statistical power study (left) and type I error study (right).
4.1.2 Randomization on HC

In this experiment, a subset of the HC sample was used to evaluate the type I error control of the model. The sample labels were permuted and inputted into the model, as in the previous experiment. The number of samples was 229 and thus the value of the bound was 0.0897 using equation (2). The distribution of the scores of the permutation test is shown in Figure 5(right). A summary of the results is indicated in Table 3, with mean actual errors of 0.4988 and 0.4966 using 10-fold CV and RUB, respectively. The FWE rates obtained were 0.0410 using CV and 0.0440 using RUB. Hence, the number of false positives obtained was consistent with the level of significance, 0.05.

| Accuracy     | Sensitivity | Specificity | FWE rate  |
|--------------|-------------|-------------|-----------|
| 10-fold CV   |             |             |           |
| Training     | 0.479 [0.1152] | 0.4151 [0.1273] | 0.5423 [0.1259] | -          |
| Test         | 0.5012 [0.1007] | 0.4455 [0.1484] | 0.5568 [0.1497] | 0.0410 [0.0063] |
| Resubstitution |             |             |           |
| Permuted dataset | 0.5931 [0.0406] | 0.5390 [0.0921] | 0.6466 [0.0865] | 0.0440 [0.0065] |
| Upper-bounded resubstitution (µ = 0.0897) | | | |
| Permuted dataset | 0.5034 [0.0406] | * | * | 0.0440 [0.0065] |

Mean scores and their standard deviations (in squared brackets) related to the ADNI permuted HC subset. Symbols “*” and * indicate that values were not computable or values are related to resubstitution method, respectively.

Validation methods applied to the permuted dataset were 10-fold cross-validation (100 iterations, high computational cost, top), resubstitution (1000 iterations, high computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). The significance level of the test was 0.05.

4.2 Experiment 2: MCI prediction dataset

This experiment was conducted from three perspectives: two-condition (AD vs HC) and four-condition (AD vs cMCI vs MCI vs HC) permutation distributions were used for statistical power assessment, in addition to the estimation of type error I control with HC subjects. The configuration of the model did not vary between using four or two conditions in the analysis since one vs one methodology was used [53]. Comparison with the challenge results indicate that the chosen settings had an accuracy rate on the original no-dummies test subset of 0.44[0.04] after shuffling the data two times.

4.2.1 Randomization on HC vs AD

Table 4 summarizes the results for the permutation test using 10-fold CV and RUB with the upper bound correction in the four-condition analysis. Computing the upper bound, \( n = 400, d = 1 \) and \( \eta = 0.05 \), which applying equation (2) gives \( \mu = 0.0679 \). In summary, the test statistics were \( \mathcal{T}_{KCV} = 0.5604 \) and \( \mathcal{T}_{RUB} = 0.6142 \). Figure 6(left) illustrates the distribution of the scores of the permuted dataset. In this case, the obtained p-values were 0.0040 and 0.0010 for CV and RUB, respectively. Therefore, the null hypothesis of independence between labels and samples was rejected with both methods.

Table 5 summarizes the results for the statistical power assessment in the two-condition distribution. In this case, the actual errors associated to the original dataset were \( \mathcal{T}_{KCV} = 0.1542 \) and \( \mathcal{T}_{RUB} = 0.2798 \) and the mean actual error of the null distributions were 0.4933 using 10-fold CV and 0.5087 with RUB. The values used for computation of the upper bound were the same as those for the four-condition analysis, except the number of samples, which was 200 in this case. Thus, the value of the upper bound was 0.0960. Figure 6(middle) shows the distribution of the accuracies and other metrics obtained in this analysis. In this study, p-values were 0.0010 in both cases, CV and RUB. Thus, there was an “effect” in the samples given the labels.

4.2.2 Randomization on controls

Finally, a HC subset (combining HC training and test subjects) was used for type I error control estimation. Results related to this permutation test are shown in Table 6 whilst its distribution is illustrated in Figure 6(right). In this case the number of samples was 100, so the upper bound was equal to 0.0960. The mean actual errors obtained in this case were 0.5108 using 10-fold CV and 0.5171 using RUB. From these null distributions, the FWE rate obtained was 0.0480 applying CV, close to the significance level \( \alpha = 0.05 \), and 0.0330 applying RUB.
Table 4: MCI Prediction (Multiclass). Results Related to the Statistical Power Experiment

|                  | Accuracy | Sensitivity | p-value |
|------------------|----------|-------------|---------|
| **10-fold CV**   |          |             |         |
| Original dataset | Training | 0.5823 [0.0071] | 0.5823 [0.0071] | - |
|                  | Test     | 0.4396 [0.0181] | 0.4396 [0.0181] | - |
| Permutated       | Training | 0.4066 [0.0250] | 0.4066 [0.0250] | - |
|                  | Test     | 0.2487 [0.0687] | 0.2487 [0.0687] | 0.0040 [0.0020] |
| **Resubstitution** |          |             |         |
| Original dataset |          | 0.4537 [0.0162] | 0.4537 [0.0162] | - |
| Permutated       |          | 0.3375 [0.0184] | 0.3375 [0.0184] | 0.0010 [0.0010] |
| **Upper-bounded resubstitution (µ = 0.0679)** |          |             |         |
| Original dataset |          | 0.3858 [0.0162] | * | - |
| Permutated       |          | 0.2696 [0.0184] | * | 0.0010 [0.0010] |

Mean scores and their standard deviations (in squared brackets) related to MCI prediction original and permuted dataset (4 classes). Symbols “−” and “∗” indicate that values were not computable or values are related to resubstitution method, respectively. Validation methods applied for the permuted dataset were 10-fold cross-validation (100 iterations, medium computational cost, top), resubstitution (1000 iterations, medium computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). Original dataset scores were obtained from 20 iterations (low computational cost). The significance level of the test was 0.05.

Figure 6: Distribution of scores of the permuted MCI prediction dataset in the statistical power study for four classes (left), two classes (middle) and type I error study (right).

4.3 Experiment 3: DIAN dataset

This experiment used the DIAN database (246 samples, 722 features), which was conceived for prediction of the evolution of DIAD, as well as to analyse the genetic subgroups stratified by specific mutations. For these purposes, the most commonly used techniques are based on machine learning algorithms [59, 60], although studies using artificial neural networks have also been published [61].
Table 5: MCI Prediction (Binary). Results Related to the Statistical Power Experiment

|                        | Accuracy | Sensitivity | Specificity | p-value |
|------------------------|----------|-------------|-------------|---------|
| **10-fold CV**         |          |             |             |         |
| Original dataset       | Training | 0.9141 [0.0158] | 0.9288 [0.0227] | 0.8994 [0.0224] | - |
|                        | Test     | 0.8458 [0.0775] | 0.8510 [0.1084] | 0.8405 [0.1165] | - |
| Permutated dataset     | Training | 0.6455 [0.0302] | 0.6441 [0.0527] | 0.6468 [0.0534] | - |
|                        | Test     | 0.5067 [0.1061] | 0.5052 [0.1574] | 0.5083 [0.1625] | 0.0010 [0.0010] |
| **Resubstitution**     |          |             |             |         |
| Original dataset       |          |             |             |         |
|                        | Test     | 0.7202 [0.0167] | *           | *       | - |
| Permutated dataset     |          |             |             |         |
|                        | Test     | 0.4913 [0.0263] | *           | *       | 0.0010 [0.0010] |

Mean scores and their standard deviations (in squared brackets) related to MCI prediction original and permuted AD-HC subset. Symbols “-” and * indicate that values were not computable or values are related to resubstitution method, respectively. Validation methods applied for the permuted dataset were 10-fold cross-validation (100 iterations, medium-low computational cost, top), resubstitution (1000 iterations, medium-low computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). Original dataset scores were obtained from 20 iterations (low computational cost). The significance level of the test was 0.05.

Table 6: MCI Prediction. Results Related to the Type I Error Experiment

|                        | Accuracy | Sensitivity | Specificity | FWE rate |
|------------------------|----------|-------------|-------------|----------|
| **10-fold CV**         |          |             |             |          |
| Permutated dataset     | Training | 0.7175 [0.0428] | 0.7172 [0.0650] | 0.7179 [0.0667] | - |
|                        | Test     | 0.4892 [0.1557] | 0.4902 [0.2279] | 0.4882 [0.2344] | 0.0480 [0.0068] |
| **Resubstitution**     |          |             |             |          |
| Permutated dataset     |          |             |             |          |
|                        | Test     | 0.6187 [0.0356] | 0.6196 [0.0733] | 0.6178 [0.0765] | 0.0330 [0.0056] |
| **Upper-bounded resubstitution (\(\mu = 0.0960\))** | | | | |
| Permutated dataset     |          |             |             |          |
|                        | Test     | 0.4829 [0.0356] | *           | *       | 0.0330 [0.0056] |

Mean scores and their standard deviations (in squared brackets) related to MCI prediction permuted HC subset. Symbols “-” and * indicate that values were not computable or values are related to resubstitution method, respectively. Validation methods applied for the permuted dataset were 10-fold cross-validation (100 iterations, medium-low computational cost, top), resubstitution (1000 iterations, medium-low computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). The significance level of the test was 0.05.

4.3.1 Randomization on MC vs NC

Following the framework, assessing statistical power began by using the original database to train and test the model to obtain the test statistics. Mean results based on 20 iterations (with data shuffled on each iteration) are shown in “Original dataset” rows of Table 7. The test statistics, i.e. the mean actual errors, were \(\bar{T}_{KCV} = 0.3714\) and \(\bar{T}_{RUB} = 0.4565\). To compute the null distribution, all samples were permuted and shuffled for 100 iterations \((100 \times 10)\) values) when using CV and 1000 iterations when using RUB. The upper bound used in conjunction with resubstitution was calculated with a sample size of 246 the number of features as input in the classifier \(=1\), and the level of significance 0.05, giving a value of 0.0866. The metrics generated by the permutation test using a stratified 10-fold cross-validation are shown in the first rows of Table 7, with a corresponding p-value of 0.0819. Using the upper-bounded resubstitution (bottom of Table 7), the p-value was 0.0020. Therefore, the null hypothesis was rejected (data and labels are dependent) when tested with RUB, but not CV. Figure 2(left) illustrates the distribution of the several metrics reported in Table 7 over the iterations of the permutation test.

4.3.2 Randomization on controls

Results of the permutation test to assess type I error control are given in Table 8 whilst in Figure 2(right) the distribution of several metrics is illustrated. In this case, the model was fitted and evaluated using HC. The number of participants was 123, but the parameters remained otherwise unchanged from the preceding experiment leading to an upper bound of 0.1225. The mean actual error related to 10-fold CV was 0.4972 after 100 iterations \((100 \times 10)\) values)}
Table 7: DIAN. Results Related to the Statistical Power Experiment

| Method          | Accuracy | Sensitivity | Specificity | p-value |
|-----------------|----------|-------------|-------------|---------|
| **10-fold CV**  |          |             |             |         |
| Original dataset| Training | 0.7325 [0.0225] | 0.7901 [0.0364] | 0.6748 [0.0359] | - |
|                 | Test     | 0.6286 [0.0962] | 0.6802 [0.1360] | 0.5777 [0.1560] | - |
| Permuted dataset| Training | 0.6260 [0.0271] | 0.6078 [0.0483] | 0.6442 [0.0497] | - |
|                 | Test     | 0.4963 [0.0975] | 0.4785 [0.1433] | 0.5141 [0.1477] | 0.0819 [0.0087] |
| **Resubstitution** |          |             |             |         |
| Original dataset|          |             |             |         |
|                 |          | 0.6301 [0.0355] | 0.7301 [0.0693] | 0.5301 [0.0552] | - |
| Permuted dataset|          |             |             |         |
|                 | 0.5641 [0.0228] | 0.5500 [0.0538] | 0.5783 [0.0529] | 0.0020 [0.0014] |
| **Upper-bounded resubstitution** (μ = 0.0866) |          |             |             |         |
| Original dataset|          |             |             |         |
|                 | 0.5435 [0.0355] | * | * | - |
| Permuted dataset|          |             |             |         |
|                 | 0.4775 [0.0228] | * | * | 0.0020 [0.0014] |

Mean scores and their standard deviations (in squared brackets) related to the DIAN original and permuted dataset. Symbols "-" and + indicate that values were not computable or values are related to resubstitution method, respectively. Validation methods applied for the permuted dataset were 10-fold cross-validation (100 iterations, medium-low computational cost, top), resubstitution (1000 iterations, medium-low computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). Original dataset scores were obtained from 20 iterations (low computational cost). The significance level of the test was 0.05.

Figure 7: Distribution of scores of the permuted DIAN dataset in the statistical power study (left) and type I error study (right).

while 0.5394 was the value associated to RUB after 1000 iterations. The p-values obtained were 0.0300 for CV and 0.0440 for RUB, again p-values were close or equal to α (0.05). Therefore, the number of false positives was the number expected at that significance level.
Deep Learning in current Neuroimaging: a multivariate approach with power and type I error control but arguable generalization ability

Table 8: DIAN. Results Related to the Type I Error Experiment

|                | 10-fold CV |                       |          |          |          |
|----------------|------------|------------------------|----------|----------|----------|
|                |            | Accuracy | Sensitivity | Specificity | FWE rate |
| Permutation     | Training   | 0.6830 [0.0378] | 0.6645 [0.0620] | 0.7013 [0.0616] | -         |
|                | Test       | 0.5028 [0.1395] | 0.4799 [0.2070] | 0.5260 [0.2101] | 0.0300 [0.0054] |
| Resubstitution  | Permuted   | 0.5831 [0.0314] | 0.5707 [0.0611] | 0.5953 [0.0592] | 0.0440 [0.0065] |
|                | Upper-bounded | 0.4606 [0.0314] | *         | *         | 0.0440 [0.0065] |

Mean scores and their standard deviations (in squared brackets) related to the DIAN permuted NC subset. Symbols "-" and "*" indicate that values were not computable or values are related to resubstitution method, respectively. Validation methods applied for the permuted dataset were 10-fold cross-validation (100 iterations, medium-low computational cost, top), resubstitution (1000 iterations, medium-low computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). The significance level of the test was 0.05.

4.4 Upper bounds in cross-validation: overfitting detectors

A more in-depth study can be conducted with the results obtained from K-fold as validation method in order to detect overfitting. For this, equation (4) was applied. The capacity of generalisation can be analysed by studying the value and variability of the ratio $\Delta/R_{emp}$ associated with each of the iterations performed, both in original and permuted databases using 10-fold CV. The upper graph in Figure 8 is a comparison of the $\Delta/R_{emp}$ ratios vs the empirical risk obtained for the original and permuted datasets in the statistical power experiment. The lower graph shows the equivalence in the experiment related to false positives control.

Figure 8: Ratio upper bound-empirical risk, $\Delta/R_{emp}$, versus empirical risk using 10-fold cross-validation in the original datasets (20 iterations, 200 values) and permuted datasets (100 iterations, 1000 values). Values related to statistical power assessment (top) and type I error control (bottom) studies.

With regard to the upper graph, it can be seen that the lowest empirical errors were associated to the non-permuted binary databases, which is already known from the Tables 2, 5, and 7. Furthermore, the ADNI ratios were closer to zero and negative values, which means that empirical and actual errors were close to each other, which coincides with that indicated in Table 2. Regarding the binary MCI prediction dataset, a large variation in the value of the ratio $\Delta/E_{emp}$ was observed, which in accordance with the high accuracies related to the original dataset may indicate the existence of
overfitting. In the permuted databases, the cloud of points associated with the ADNI dataset is particularly noteworthy with ratios that encompass negative values. This implies that the actual errors were lower than the empirical errors, and therefore the implemented model had good generalization with permuted data. The same situation occurred in the subset of ADNI controls in the bottom graph, where it was observed that most iterations had negative values of the ratio $\Delta/E_{emp}$. With respect to the subsets of controls in the other two databases, their ratios were mostly positive, so it was not possible to declare generalizability.

4.5 Variability in feature extraction

To study how feature extraction was affected by using a permuted database, a different approach than that illustrated in Figure 2 was followed. In this case, feature extraction was performed only once on the original database. Thus, the permutation test was applied directly to the low dimensionality data as is illustrated in Figure 9. This implies that the permutation test only affected SVM classification, rather than feature extraction and classification as in framework proposed. For this study, the same criteria and parameters were applied as in the previous studies, the only difference being the use of principal component analysis (PCA) instead of PLS for dimensionality reduction in the subset of control subjects, as PLS could not be applied using a single class. The aim of this experiment was to observe how the variability of low-dimensional features was affected by extracting them using the permuted databases.

![Flowchart of feature extraction outside the permutation loop.](Image)

Figure 9: Flowchart of feature extraction outside the permutation loop.

Table 9 and Table 10 indicate the results obtained following this new scheme. In general, it was observed that the results associated with the permutations were effectively centred on the 50% of accuracy. This is especially obvious when resubstitution was applied. In addition, the associated standard deviation also decreased in most cases. This is consistent with the fact that by applying feature extraction to the original database and subsequently working in low dimensionality, feature extraction was not influenced by false labels and samples being shuffled, thus decreasing variability. Statistical power and FWE rate were both similar to those obtained in the prior experiments.

### Table 9: Statistical Power Assessment Using the Alternative Scheme

|          | ADNI     | MCI Prediction (multiclass) | MCI Prediction (binary) | DIAN     |
|----------|----------|----------------------------|-------------------------|----------|
|          | Accuracy | Accuracy                   | p-value                 | Accuracy | p-value |
|          |          |                            |                         |          |         |
| 10-fold CV |          |                            |                         |          |         |
| Original dataset | 0.8611 [0.0365] | 0.5190 [0.0350] | 0.3109 [0.0129] | 0.7157 [0.0166] | - |
| test     | 0.8341 [0.0355] | 0.4381 [0.0341] | 0.3549 [0.0141] | 0.6148 [0.0198] | - |
| Permutated dataset | 0.4898 [0.0822] | 0.4491 [0.0309] | 0.6458 [0.0314] | 0.6272 [0.0235] | - |
| test     | 0.4730 [0.0762] | 0.0010 [0.0010] | 0.2469 [0.0110] | 0.0040 [0.0010] | 0.4974 [0.0979] | 0.1179 [0.0102] |
| Resubstitution | 0.8369 [0.0365] | 0.5190 [0.0350] | 0.3109 [0.0129] | 0.7157 [0.0166] | - |
| Original dataset | 0.7704 [0.0365] | 0.3594 [0.0350] | 0.2140 [0.0129] | 0.5679 [0.0166] | - |
| test     | 0.4253 [0.0822] | 0.0010 [0.0010] | 0.2469 [0.0110] | 0.0040 [0.0010] | 0.5015 [0.0271] | 0.1179 [0.0102] |
| RUB      | 0.7394 [0.0365] | 0.5190 [0.0350] | 0.3109 [0.0129] | 0.7157 [0.0166] | - |
| Original dataset | 0.4918 [0.0365] | 0.0010 [0.0010] | 0.2140 [0.0129] | 0.5679 [0.0166] | - |
| test     | 0.4253 [0.0822] | 0.0010 [0.0010] | 0.2469 [0.0110] | 0.0040 [0.0010] | 0.5015 [0.0271] | 0.1179 [0.0102] |

Mean values and their standard deviations (in squared brackets) of accuracy and p-values. Symbol “-” indicates that values were not computable. Validation methods applied for the permuted dataset were 10-fold cross-validation (100 iterations, medium computational cost, top), resubstitution (1000 iterations, low computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). Original dataset scores were obtained from 20 iterations (low computational cost). The significance level of the test was 0.05.
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Table 10: Type I Error Assessment Using the Alternative Scheme

| Scheme        | ADNI Prediction | MCI Prediction | DIAN Prediction |
|---------------|-----------------|----------------|-----------------|
|               | 10-fold CV      |                |                 |
| Permuted dataset | Training        | 0.5064 [0.0924] | 0.7178 [0.0419] | 0.6893 [0.076] |
|               | Test            | 0.4267 [0.1177] | 0.4949 [0.1317] | 0.4939 [0.1422] |
| Mean values and their standard deviations (in squared brackets) of accuracy and p-values. Symbol "-" indicates that values were not computable. Validation methods applied for the permuted dataset were 10-fold cross-validation (100 iterations, medium computational cost, top), resubstitution (1000 iterations, low computational cost, middle) and upper-bounded resubstitution (by applying the upper bound, low computational cost, bottom). The significance level of the test was 0.05.

5 Discussion

The results obtained demonstrate high statistical power and good control of type I error in the experiments performed. In summary, results of the statistical analysis performed are indicated in Table 11 where p-values and FWE rates related to Vapnik’s upper bound correction are also included (see 6.2 for its computation). Furthermore, the trend of the false positive (FP) rate is plotted in Figure 10 for the assessment of the type I error control. In it, one can observe that the FP rate is always lower than the line of identity and that a performance closer to the ideal occurs using RUB.

Table 11: Summary of the Obtained P-Values (Statistical Power Study) and FWE Rates (Type I Error Study)

| Scheme        | ADNI Prediction | MCI Prediction | DIAN Prediction |
|---------------|-----------------|----------------|-----------------|
|               | 10-fold RUB     |                |                 |
|               | R-Vapnik        |                |                 |
|               | 10-fold RUB     |                |                 |
|               | R-Vapnik        |                |                 |
| ADNI          | 0.0010 [0.0010] | 0.0010 [0.0010] | 0.0010 [0.0010] |
| MCI prediction (4 classes) | 0.0040 [0.0020] | 0.0010 [0.0010] | 0.0010 [0.0010] |
| MCI prediction (2 classes) | 0.0010 [0.0010] | 0.0010 [0.0010] | 0.0010 [0.0010] |
| DIAN          | 0.0819 [0.0087] | 0.0020 [0.0014] | 0.0020 [0.0014] |

The two cases associated with MCI prediction dataset results are due to the study of four-condition and two-condition distributions, respectively. The symbol "-" is used to express equality with the row above it. The level of significance was 0.05 in all experiments.

Figure 10: Estimated FP rate derived from the Omnibus test of the analysed methods at given significance levels ($\alpha$).

In general terms, the architectures generated through deep learning allow a high statistical power, since in most of the experiments the p-value was 0.0010. Nevertheless, the null hypothesis of independence could not be rejected using CV in DIAN dataset (p-value=0.0819); 81 out of the 1000 actual errors associated with the null distribution were lower than the actual error of the original database. Thus, a tendency that statistical power is slightly lower using CV than RUB was observed. This particularly occurred in cases where the accuracy rates related to the original datasets were not excessively high, as in the DIAN and the MCI prediction 4-condition datasets. The main reason for this is that the test sets were smaller using 10-fold CV than RUB, where the whole set was used as training and test set. Therefore, if the 1000 values from 100 complete 10-fold iterations were considered, it is logical that a larger standard deviation appears than when using RUB. Furthermore, the computational cost was similar between 100 iterations using CV and...
1000 using RUB, so in scenarios of low sample size and high computational cost (for example, as the configuration chosen for the ADNI), it is more convenient to use RUB with a low input dimensionality in the classifier.

Good control of false positives was also observed in all experiments, as the FWE rate was never greater than 0.05. Nevertheless, if the standard deviation associated with the p-value was considered, where 68.27% of the values associated with the p-value distribution would be located, its maximum could be greater than the 0.05 significance level. This occurred using CV in the MCI prediction 4-condition dataset and in the DIAN dataset using RUB. Previous studies indicated the need for a high sample size in order to apply K-fold and obtain a low FWE, which is confirmed in this study since 100, 123 or 229 are small sample sizes. For example, the highest FWE rate was 0.0480 obtained in the case of having only 100 samples (MCI prediction dataset).

A similarity between the accuracy distribution associated with CV test results and resubstitution in original datasets (statistical power studies) was observed in the three experiments (e.g. 0.6286 and 0.6301, respectively, in the case of the DIAN dataset). It should be noted that the results associated with the classification of the DIAN dataset were not excessively high due to the complexity of the data, as most of the subjects were young people with hardly any symptoms of Alzheimer’s disease. Nonetheless, the values obtained were similar to those achieved in previous studies. RUB accuracies were slightly lower than using resubstitution due to the upper bound correction, and therefore more conservative than using CV (e.g. 0.7656 in the ADNI original dataset). In the case of permuted datasets, in both studies (statistical power and type I error) similarities were found between the mean values related to the test CV subset and RUB, with the standard deviation being smaller in the distributions obtained by RUB. For example, in the MCI prediction 2-condition dataset (statistical power study), the mean accuracy using RUB was 0.4913 [0.0263] and 0.5067 [0.4913] using CV.

The discrepancy between the accuracy associated with the training subset and test subset, or in other words, the generalization error, using CV can give an idea of the overfitting associated with the system. In the ADNI experiment, there was a similarity in the original set (0.8548 for training and 0.8319 for test). Furthermore, this proximity continued to occur when permuting the dataset, although with lower accuracies closer to 50% (0.4791 and 0.4987 for training and test subsets, respectively), which are logical results as data was permuted. In MCI prediction dataset, there was a greater separation between training and test-related results using CV (for example, 0.9141 for training and 0.8458 for test for the AD-HC original dataset). The four-condition study had lower accuracy rates (0.5823 for training and 0.4396 for test) as expected for a multiclass problem relative to a binary problem, with a 14% difference between them. In the DIAN dataset, in the type I error study, an accuracy of almost 70% (0.6830) was reached in training using 10-fold CV, which reinforces the difficulty of classifying this dataset, as differences were found even within the same subset of subjects without permutation. Furthermore, this training accuracy was far from the accuracy obtained in test subset (0.5028). Thus, a trend of larger separation between training and test results using CV was observed in one-condition design than in the two-condition design. The separation between training and test error was also observed in Figure 8 from which it follows that deeper configurations, as that related to the ADNI dataset, can develop a greater capacity for generalization by increasing its complexity and learning capacity of the data. Thus, although it is a positive factor when the database is large and well labelled, one should be careful with the choice of data being trained as the results may be satisfactory when they should not be, detecting differences when they should be absent.

The influence of feature extraction on the results was tested by comparing the results obtained by applying the scheme illustrated in Figure 2 and Figure 9. Although it did not influence the control of type I error or statistical power, a lower variability around 50% was observed if feature extraction was performed before the permutation test, and not within the permutation test. There were two main reasons for this: i) feature extraction does not depend on the permuted database at any time, and ii) the variability associated with AE training is eliminated, since its optimisation is dependent on the samples’ location in the set, among other factors. Nevertheless, the variability generated in the extraction of features is precisely one of the points that we wanted to highlight in this work. The scenario described in Section 5 where a reduced dimensionality was used directly, does not represent the current scenario in neuroscience, which is orientated more towards classifications using high complexity classifiers in complex spaces than on the use of linear SVM and low dimensional classifiers.

Lastly, a disadvantage of applying resubstitution with upper bound correction to analyse DL models is that the final classifier should be linear, as the computation of the upper bound becomes more complex in other circumstances. The large number of connections in the net and aspects to be considered such as activation functions or dropout make the application of the VC dimension in deep learning architectures too complex to generate upper bounds.
6 Conclusion

In this work, we compared the performance of cross-validation and upper-bounded resubstitution using permutation tests to obtain the residual scores, or errors, associated with deep learning architectures. Using the proposed methodology, the trade-off could be explored between statistical power and type I error by means of three different databases related to Alzheimer’s disease. Furthermore, overfitting can be detected by observing the discrepancy between the training and test errors using CV, as well as analysing the bound associated with this data.

As a conclusion, in general, the implemented models did not have sufficient effective capacity for fitting corrupted data with similar accuracy rates than with the original data. Nevertheless, this capacity will increase as the deep learning architecture becomes more sophisticated. Regarding capacity of generalization, the difference between training and test errors decreased as the complexity of the network increased. Moreover, this capacity of generalization was higher in experiments based on two-condition designs than in one-condition designs. The generalization error could be mitigated by using upper-bounded resubstitution as a validation method instead of cross-validation, as it was observed that the error related to RUB and the error associated with the test set in CV were similar using corrupted data. Furthermore, this similarity was also observed between resubstitution error and CV test set error using original data. This means that the CV test error is still related to RUB error, but the latter is less influenced by overfitting when a correction is applied. Both the CV and RUB methods were associated with a false positive rate very close to the significance level for any input dimension. Additionally, both approaches offer acceptable statistical power, although it was slightly lower using CV. Thus, considering that the computational cost per iteration is lower using RUB than CV, we recommend its use for statistical studies.
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Appendix

6.1 Detailed database information

6.1.1 MCI prediction dataset

In the challenge, the dataset was divided into two different sets, one for training and other for testing with a total of 240 ADNI real subjects in the training dataset (60 HC, 60 MCI, 60 cMCI and 60 AD) and 500 subjects in the testing one, where only 160 were real subjects. The remaining 340 subjects were artificially generated from the real data. Demographic information of the real subjects is indicated in Tables 12 and 13.

Regarding challenge results, the winner team, which used a random forest ensemble, got a 61% accuracy in the multiclass classification problem [65]. This result was outperformed after the challenge with 67% by a one-versus-one based on error correcting output codes (ECOC) and SVM [53]. For more information on the challenge, the reader is advised to see the special issue [66] related to the results.

| N = 240 | Gender (M/F) | Age | MMSE |
|---------|--------------|-----|------|
| HC      | 30/30        | 72.34 [5.67] | 29.15 [1.11] |
| MCI     | 28/32        | 72.19 [7.42] | 28.32 [1.56] |
| cMCI    | 35/25        | 72.96 [7.20] | 27.18 [1.87] |
| AD      | 29/31        | 74.75 [7.31] | 23.43 [2.11] |

Table 12: Training Dataset Information

Sociodemographic data and MMSE for each group. \( X[Y] \) denotes the mean \( X \) and standard deviation \( Y \) for each group.

| N = 160 | Gender (M/F) | Age | MMSE |
|---------|--------------|-----|------|
| HC      | 18/22        | 74.88 [5.48] | 29.00 [1.10] |
| MCI     | 23/17        | 72.40 [8.04] | 27.65 [1.87] |
| cMCI    | 25/15        | 71.75 [6.23] | 27.58 [1.80] |
| AD      | 23/17        | 73.11 [8.05] | 22.68 [1.98] |

Table 13: Information of Real Data in Testing Dataset

Sociodemographic data and MMSE for each group. \( X[Y] \) denotes the mean \( X \) and standard deviation \( Y \) for each group.

The original split between training set and test set associated to the MCI prediction dataset is preserved. The aim is to be able to compare the results obtained with those obtained in the challenge, and thus, be able to check whether the configuration chosen for the models works correctly.

6.1.2 The DIAN dataset

The criteria for excluding subjects from the database for this study were as follows. Firstly, only data from the initial visit of the subjects is considered, which reduces the number of samples from 1219 to 534 samples. Then, 29 patients were excluded as in [59], due to being diagnosed with at least one of the following diseases: cerebral stroke (3 subjects), transient ischemic attack (2 subject), dementia by alcoholism (4 subjects), Parkinson’s disease (1 subject), traumatic brain injury with chronic deficit/dysfunction (3 subjects), dementia with Lewy bodies (1 subject), vascular dementia (1 subject) and dementia by unknown causes (5 subjects). Besides, in order not to increase the heterogeneity in symptomatic subjects, Late Onset AD (LOAD) cases in the DIAN study have been also discarded (15 subjects). Finally, the criterion regarding missing values was to select those features that were fulfilled for at least 80% of the subjects and to exclude the remaining features as well as incomplete subjects for the chosen features. Once this was done, the final set consists of 333 samples with 722 features each of them. The partition of subjects between NC and MC sets was 123 subjects in the first group and 210 in the MC group. Due to the large difference in the number of subjects in both groups, it was decided to balance them with 123 in each group, reducing the set of MC subjects randomly.

6.2 Upper-bounding

The upper bound can be seen as the difference between empirical and actual errors, \( \mu \geq |E_{act}(L_{S}(x)) - E_{emp}(L_{S}(x))| \). The upper bound commonly used in machine learning [67] is defined...
as:

\[
\mu_{VC} \leq \sqrt{\frac{h \left( \ln \left( \frac{2n}{h} \right) + 1 \right) - \ln \left( \frac{\eta}{4} \right)}{n}} \tag{11}
\]

where \( \eta \) is the significance level, \( n \) is the size of the training set, \( d \) is the features dimension and \( h \) is the VC dimension \([68]\). This dimension is equal to \( d + 1 \) for linear functions, such as SVM, while for DL algorithms a lively debate exists about their value \([64, 69, 70]\) which is in any case proportional to the number of tunable parameters, \( E \). In practice, since weights have a short representation as floating point numbers with \( O(1) \) bits, the VC dimension is equal to \( O(|E|) \) \([71]\).

Another approach to estimate the upper bound for linear classifiers is the one described in the manuscript, equation (2). It has been proved that \( \mu_{emp} \) is tighter than the Vapnik’ bound with regard to linear algorithms \([49]\). In both approaches, the high dependence of the bound value on the features dimension can be observed and why it is necessary to apply PLS to reduce the dimensionality with these estimates.

### 6.3 Permutation test

The general procedure to perform a permutation test in a classification scenario is as follows:

1. Fix the test statistic \( T \) associated to the given the dataset \( S = \{(x_i, y_i)\}_{i=1}^n \).
2. Generate a random permutation, \( \pi \), of class labels.
3. Use the permuted dataset \( \{x, y_\pi\} \) for training and evaluating the classification algorithm.
4. Obtain the statistic \( T_\pi \).
5. Repeat (2.)-(4.) for \( M \) iterations.
6. Given \( T \) and \( T_\pi \) distribution, calculate the p-value.
7. Reject or not reject the null hypothesis. The rejection condition is to obtain a p-value lower than the level of significance, \( \alpha \).

### 6.4 Deep learning theory

#### 6.5 Layers typology

Fully-connected layers are those layers with \( i \) perceptrons each one, where the connections go in forward direction and there are no connections within a layer. The former is the cause of one of the disadvantages associated with these layers, since as all perceptrons are connected with all those in the next layer, the number of parameters increases exponentially, which is inefficient. The equation associated with each perception is:

\[
y_i^n = f \left( w_i^n \cdot y^{n-1} + b_i^n \right) \tag{12}
\]

where \( f(\cdot) \) is the activation function applied to the \( i \)-th perceptron of the layer \( n \), \( w_i^n \) is the weight vector that multiplies the activations of the previous layer \( (y^{n-1}) \) and \( b_i^n \) is the associated bias.

Convolutional layers have a higher complexity, allowing the application of other different algorithms (for example, pooling or transpose convolutions) to images, which results in outstanding results especially in image analysis and processing. Similar to equation (12), an equation for convolutional neurons can be posed:

\[
y_i^n = f \left( w^n \cdot y_i^{n-1} + b_i^n \right) \tag{13}
\]

where only two differences exist, the \( w^n \) term indicates that the weight matrix is shared by all the neurons in layer \( n \), which allow the convolution, and \( y_i^{n-1} \) means that for the neuron \( i \) of layer \( n \) only a part of the outputs of the previous layer is used, known as kernel size.

#### 6.5.1 Autoencoder

An autoencoder is a neural network composed of two elements: a encoder \( e(x) \) and a decoder \( d(x) \). The former reduces the dimensionality of the data, while the latter recovers the initial dimensionality from the low-dimensionality data (Z-layer). This means that from a sample set of dimension \( M \) such that \( x_i \in \mathbb{R}^M \), \( e(x) \) allows to obtain a representation of these samples of dimension \( Z \) such that \( z_i \in \mathbb{R}^Z \). The existence of this Z-layer make AE a relevant
configuration as feature extractor, as it allows to associate input features with reduced dimensional space features without losing information [15, 23].

Due to the nature of the autoencoder, the goal is to minimize the reconstruction error, which is the difference between the encoder input \(x\) and the decoder output \(\hat{x} = d(e(x))\). For the computation of this error, Mean Squared Error (MSE) algorithm is used:

\[
MSE = \frac{1}{N} \sum_i (x_i - d(e(x_i)))^2
\]  

### 6.5.2 Activation functions

A necessary element in a neural network is the activation function. Briefly, it defines the output of a node given the input, allowing non-linear transformations of the latter. The expressions of sigmoid and rectified linear unit (ReLU) activation functions are as follows:

\[
f_{\text{sigmoid}}(x) = \frac{1}{1 + \exp(-x)}
\]

\[
f_{\text{ReLU}}(x) = \max(0, x)
\]  
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