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Abstract—First identified 50 years ago, the Zika virus has recently made global headlines due to a high profile outbreak in Brazil coinciding with the Olympics. Mentions of Zika on social media platforms exploded following initial reports of the outbreak, and this unprecedented surge of heterogeneous data can be processed using Big Data analysis techniques to acquire further insights and knowledge into general public opinion. Twitter data streams have previously been used to predict outcomes of real world events. Twitter data filtered for the keyword “Zika” was subjected to analysis using a sentiment analysis lexicon-based framework to establish the polarity of the messages. The World Health Organization (WHO) recommends avoiding exposure to Zika-infected mosquitoes as the most effective approach to prevention. The diffusion of Twitter messages citing the WHO recommendations is analyzed to help public health professionals and health agencies formulate an effective response. Our results show that the WHO recommendations were largely ignored in Twitter-based discussions related to the Zika virus.
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I. INTRODUCTION

First identified in 1947 in Uganda, the Zika virus is currently experiencing a major outbreak in South and Central America. Zika has been found to cause microcephaly in human fetuses, and no vaccine or treatment is currently available. Diagnosis is also difficult and, though the disease exhibits symptoms similar to those of Dengue and Chikungunya, no test is commercially available. The World Health Organization (WHO) has declared Zika to be a ‘Global Emergency’.

Public opinion can be a useful resource to public health professionals seeking to better understand the diffusion of the health information. This can be especially advantageous in formulating communication and educational strategies to counter emergency threats. To this end, public health institutions and organizations typically conduct face-to-face, telephone or online surveys to understand and measure public attitudes and behavioral responses to health-related products and services [1]. Face-to-face surveys suffer from several disadvantages, such as high cost per respondent, geographical limitations, interviewer bias, and time pressure on respondents [2], [3]. Although telephone surveys offer better geographical coverage and lower cost while still maintaining a degree of personal interaction, they suffer from reduced response rates, interviewer bias, and the inability to use visual aids [4]. Online surveys have cost and efficiency advantages, while also allowing the use of interactive visual prompts and offering increased flexibility which can increase response rates. Online surveys can take advantage of new tools like Skype videoconferencing, social networking site-based surveys, and surveys optimized for mobile devices [5].

Both individuals and organization rely on the opinions of trusted sources in making decisions [6]. “Social media” has emerged as an important and efficient mass communications tool, and is increasingly used by individuals to express feelings towards products, services, issues or events that impact their daily lives. Social media typically refers to social network sites (SNSs) such as Facebook, video or image sharing sites such as YouTube, and venues for sharing opinions and comments such as blogs and Twitter. The creation and sharing of information and ideas between people is a central feature of social media [7]. Traditional surveys have been used to research public opinion responses to H1N1 [8], obesity [9], and bioterrorist attacks, but such methods require significant time and resources to execute [10].

Social media platforms like Twitter allow users to easily connect and share information. This constant interaction between billions of users makes social media an ideal place for mining trends and patterns of interest through the use of Big Data analysis techniques. Tweets have been used to provide real-time insight into dynamic issues such as the outcomes of HIV Young, Rivers and Lewis [11], to track and predict flu dissemination patterns [12], [13], suicide risk factors [14], and even the prevalence of healthy/unhealthy foods, with results indicating that such social media data can accurately reflect real world health issues. This study analyzes Twitter data to assess public awareness of WHO health recommendations issued in response to the recent Zika virus outbreak, measures which focus on preventing people from being bitten by Zika-infected mosquitoes and by eliminating mosquito breeding sites [15].

II. LITERATURE REVIEW

Twitter has emerged as the most popular and influential micro-blog service, and Twitter user data has attracted considerable attention among researchers. Unlike many other social networking services, Twitter makes most user data publicly accessible.

A. Zika Virus

The Zika virus is named after the Zika region in Uganda, where the disease was first identified in a rhesus monkey [16].
Zika virus is a single stranded RNA arbovirus member of the genus Flavivirus which includes viruses such as yellow fever, dengue, West Nile, and Japanese encephalitis [17], [18]. Transmission to humans occurs mainly through the bite of an infected female Aedes mosquito, but some cases have been reported in which the virus was transmitted through sexual contact [19]. Common symptoms of the Zika virus include fever, fatigue, rash, joint pain, or conjunctivitis (red eyes), however patients can frequently remain asymptomatic for days after transmission, thus delaying medical treatment [20].

B. Social Media

The ideological and technological foundations of Web 2.0 have given rise to a group of Internet-based applications that allow users to create and exchange content; these applications have been broadly characterized as types of “Social Media” [21], and the five most popular social media platforms today include Facebook, Twitter, LinkedIn, Pinterest, and Google Plus [22], each of which focuses on different forms of communication and serve different purposes. Google Plus combines the functionalities of Facebook and Twitter but is relatively new. Pinterest focuses on sharing static and moving images. LinkedIn is a business-oriented social networking service, mainly used for professional networking. As for the top two social networking platforms, Facebook is seen as a social network while Twitter is an information network.

Of these platforms Twitter offers the greatest availability of data and associated programming interfaces, along with a huge and widely diffuse user base.

C. Twitter

Twitter’s user data have attracted considerable research interest in a wide range of domains. Twitter is also a recognized source of breaking news and other high-value information. For example, Keith Urbahn, the chief of staff for the former US defense secretary Donald Rumsfeld, tweeted, “So I’m told by a reputable person they have killed Osama Bin Laden. Hot damn.” A great many highly informed and influential individuals are regular Twitter users, and frequently use the platform as a venue for sharing potentially important information.

Communication on Twitter is shaped by several important features of the service. “Hash tags” (#) are used to identify individual messages with trending topics or specific events. The @ symbol is included with the screen ID of other Twitter users to automatically notify the target user of the new tweet, in effect inviting the target user to respond and create a conversation. “RT” is used as an abbreviation for “re-Tweet”, indicating that the message content was found elsewhere and was not created by the poster.

Twitter users can “follow” each other on the platform, with new messages from each user automatically being distributed to his/her “followers”. The system standard default settings are set so the user can follow any other user unless his/her profile is set to ‘private’. In this case, an initial request for approval is required. The concept of followers is an important aspect in the Twitter community in that it determines the degree to which information is distributed through the network. As such, one’s number of followers has become a critical form of measurement for popularity and influence amongst Twitter users.

Twitter data has been analyzed for use in predicting future events with promising results in domains including stock market movements [23], flu outbreaks[24] and even election outcomes [25]. As of February 2016, Twitter boasted 320 million monthly active users, 80% of whom accessed the service via a mobile device [26].

One of Twitter’s defining characteristics is that it provides real-time communication. A research project in Japan [27] successfully built an earthquake reporting system based on tweets. The resulting system detected 96% of earthquakes of earthquakes registering an intensity of 3 or above on the Japan Meteorological Agency (JMA) seismic intensity scale, and was able to distribute emergency alerts faster than the JMA’s broadcast. In the area of product sales, Twitter data was used to predict film box office revenues during the first two weeks of general release [28], finding that the tweet-rate time series has a strong correlation with movie earnings and producing predictions better than those from the Hollywood Stock Exchange prediction market.

Research in HIV [11] suggests the feasibility of using geolocated Twitter data to identify HIV detection outcomes based on risk-related communications. Tweets with HIV prevalence data were linked to aidsvu.org, which provides data from the US CDC (Centers for Disease Control and Prevention) national HIV surveillance database. Similar studies were made for flu surveillance [29], finding a high correlation between the geolocated tweets extracted and the CDC database. Similar successes have been obtained in Spain [13]. Research on 2010 Haitian cholera outbreak was performed by [30] obtaining a good correlation between the analyzed data from Twitter, health maps, and the Haitian Ministry of Public Health. These examples suggest that Twitter data can be of great value for predicting real world outcomes in many fields.

D. Twitter Data Extraction Techniques – Twitter API

Twitter message content and social network relations can be retrieved in real-time through Twitter’s API. We used Python to process and analyze the data, the python library “Tweepy” to gather the desired information, and the library “Pymongo” to store the information as a MongoDB database, which is a document-based non-SQL database. MongoDB is a robust and well-documented database that works well for small and large datasets. It provides powerful query operators and indexing capability to significantly reduce the amount of analysis needed for custom Python code. Pymongo is a Python distribution containing tools for working with MongoDB, and is recommended for use with MongoDB from Python[31]. The Tweepy driver connects directly to the Twitter Streaming API. With the streaming API continuously delivering a real-time stream of tweets, we gathered the public available tweets containing the keyword “zika”. The tweets were saved in JSON format, which is a lightweight data-interchange format[32]. Only English-language tweets were collected without location constraints.

E. Sentiment Analysis

Textual information can be broadly classified into two
main categories, facts and opinions [33]. Sentiment analysis, also known as “opinion mining”, is an opinion-oriented Natural Language Processing (NLP) method, which is typically used to define the polarity (positive or negative) of a piece of text. Various approaches are used for sentiment analysis, including lexicographical analysis and machine learning techniques.

According to Liu [34], opinions can be classified as regular or comparative. Regular opinions are often referred to simply as “opinions”. In a comparative opinion, two or more entities are compared in terms of their similarities or differences; usually using comparative or superlative adjectives or adverbs [35]. Go et al. provided one of the first studies of sentiment analysis for Twitter data [36], using machine-learning algorithms to classify message sentiment using distant supervision and training data consisting of Twitter messages with emoticons, which are used as noisy labels.

Sentiment analysis has been widely used in the medical domain, primarily to process web-based medical documents [37]. Other applications include mining and retrieving personal health information and opinions such as drug reviews [38], messages regarding hearing loss [39], and personal health information [40]. Other studies have applied sentiment analysis to analyze the emotional affects of messages related to suicide intention [37], infertility treatments [41], and cancer [42].

F. Sentiment Analysis Web Services

Several sentiment analysis assessment tools are now available as web services and have been validated in various studies [43]-[45]. Despite the potential convenience of using such services, the present study relied on a homemade sentiment analysis framework to ensure the results present a deep understanding of the data manipulation and classification processes.

III. RESEARCH METHODOLOGY

A. Classifying the Tweet

There are two basic approaches to performing sentiment analysis: Machine Learning and Lexicon-based. Lexicon-based approaches require a set of predefined terms that represent polarity, called a sentiment lexicon. The Machine Learning approach requires domain specific labeled data to extract features to train the classifier.

We decided to perform lexicon-based analysis since it doesn’t require manual labeling to train the classifier. Moreover, the labeled data must be domain-specific to achieve acceptable results.

B. Pre-processing Tweets

The language found in the Twitter corpus is distinct from conventional texts, and the special features and attributes characteristic of Twitter messages must first be processed using natural language processing tools. The core idea is to pre-process the raw data and perform different transformations to remove the noise and then feed it to the classifier. All tokens are converted to lowercase using a command built in python. Special characters, such as “RT” for retweet, can be removed to reduce noise without lexically significant impact. The Hashtag symbol is removed using regular expressions. The content of the hashtag is retained because it is usually used in the context of the tweet. To remove punctuation, a special algorithm had to be implemented since emoticons are mostly composed of punctuation marks. Usernames were removed as they don’t hold any useful information. URLs in different formats were removed. Words were tokenized and texts segmented by splitting them by spaces using NLTK, to produce a set of words for subsequent analysis. The dataset was also searched for an NLTK list of common stop words and high frequency words like “a”, “the”, “of”, “and”, “an” were also removed to reduce the dimensionality of the data sets. The filtering process normalized the tweet content for processing with the sentiment classifier.

C. Sentiment Classifier

The sentiment analyzer component applies a three-way classification algorithm to classify the tweets as positive, negative or neutral. Unsupervised classification approaches do not require any training data, and this study used the three-way classification algorithm approach proposed by Khan et al. [44] including Polarity Based Emoticon Classifier (PBEC), Improved Polarity Classifier (IPC), and SentiWordNet Classifier (SWNC) (Fig. 1). The result of the PBEC returns a neutral tweet, this output is then reprocessed in the IPC and, if it is still classified as neutral, it is then processed by the SWNC. If the three processes classify the tweet as neutral, we declare it as neutral.

A set of emoticons, manually tagged as positive or negative, are used to classify the polarity of the tweet. With the use of regular expressions in python, we detect the presence of the established emoticons, which are then used to classify the tweet as positive or negative. We used the set of 70 positive and 75 negative emoticons proposed by [44]. If the emoticon is found in the positive set, then it is declared positive. The emoticon is declared negative if it is found in the negative set. If the emoticon is not found in either set, we continue the process with the IPC. We take into account the polarity of the words expressed in the tweet found with an emoticon and help resolve inconsistencies resulting from differing polarities between the text and the emoticon.

The IPC is based on the “bag of words” approach which uses a predefined list of words classified as positive or negative. The first set was created by Liu [46] and is
composed of 2006 positive words and 4784 negative words, for a total of 6790 words. The second set was created by Loughran & McDonald [47] and is composed of 354 positive words and 2349 negative words, for a total of 2703 words. The IPC includes a total of 9493 trained words. If the word is found in the positive set, then it is declared positive. It is declared negative if found in the negative set. If the word is not found in either set, we declare it neutral and process it using SWNC for the final polarity assessment. SentiWordNet is an English lexical dictionary based on WordNet for sentiment classification and opinion mining. Each WordNet synset (sets of synonyms) is assigned a triple polarity score (positivity, negativity, and objectivity), where the sum of these scores is always 1 [48]. After processing we will have three databases for positive, negative, and neutral tweets.

IV. IMPLEMENTATION

A. Collected Tweets
We extracted the raw data from Twitter based on the keyword “Zika”. With 65 days of data extraction, we managed to acquire 1,072,648 tweets from 331,284 unique users, with an average of 3 tweets per user, taking into account that some users post more frequently than others. A summary of the data is presented in Table I.

| Metric                  | Description       |
|-------------------------|-------------------|
| Total Dataset Size      | 532 MB            |
| Total Number of Tweets  | 1,072,648         |
| Total Unique Tweets     | 346,189           |
| Number of Retweets      | 471,685           |
| Number of Tweets with URL | 937,194          |
| Total Number of Unique Users | 331,284         |
| Data Extraction Start   | 28-Mar-16         |
| Data Extraction End     | 31-May-16         |

Fig. 2 shows a general overview of the relationship of the top users number of tweets and their related number of followers accounted for the last day in the period of extraction. The number of followers is considered one type of influence referred as the “indegree influence” [49]. The influence is a very important aspect to analyze, as the information that has been distributed among the influential network can give an insight of the general diffusion of information.

A user named @AdamNeira posted with a total of 11,799 related to the Zika virus, but the impact of these tweets is relatively low because he has very few followers (only 76). In contrast, the user @Zika_News posted 4,486 Zika-related tweets to its 5,223 followers. This user is a “bot” designed to automatically retweet Zika-related posts in Twitter. As shown in figure 2, among the most active users, the most influential account is from the Canadian news agency @Reuters_Health. Of the user accounts analyzed the accounts with the greatest number of followers tended to be news agencies and health organizations. News tweets can contain positive or negative information, but this study focuses on the impact of public opinion, and thus tweets from these accounts with the word “news” or similar terms were excluded from analysis.

The Twitter accounts of large news agencies (e.g., CNN, BBC, New York Times) are easily identifiable by their large number of followers (see Fig. 3). Several of these organizations have multiple twitter accounts. Although these users are highly influential, their posting frequency is considerably lower than the average user. Our data includes 6,721 users with the word “news” in the account name, responsible for a total of 70,324 Zika-related tweets.

B. Word Frequency
Figure 4 presents a word cloud for the 995,902 unique words in the data set (from a total of 1,072,648 tweets), with the size of the word representing its relative frequency. Words which appeared fewer than 4,000 were excluded.

Fig. 2. General overview of frequent users.

Fig. 3. Top accounts by number of followers.

Fig. 4. Word cloud.
The association of various words with “zika” can be used to identify distinct topics. As expected, the word most commonly associated with “zika” is “virus”, followed by “mosquitoes” with nearly 37 thousand mentions. Surprisingly, the word “WHO”, referring to the World Health Organization, is only mentioned 528 times. We found 86,669 tweets with the word “mosquito” or “mosquitoes”, accounting for only 8% of the data extracted.

C. Net Sentiment Rate

The net sentiment rate (NSR) is a metric used to estimate the overall sentiment expressed towards particular topics in social media [50], [51]. NSR is defined by the following equation:

$$\text{NSR} = \frac{\text{Positive Tweets} - \text{Negative Tweets}}{\text{Total Tweets}}$$

In the general context of our extracted tweets, we obtained a -0.36 NSR, with 61% negative, 25% positive, 9% neutral tweets, and news related tweets accounting for 5%.

D. Retweets Analysis

Retweeting accounted for 471,685 tweets from 79,946 unique users, or 44% of the total number of tweets. Retweeting can have a powerful reinforcing effect for particular messages [49], but many retweets could be due to bots, and does not reflect the value judgment of individual users.

Figure 5 shows that many of the most prolific users in our sample tend to retweet frequently. For example, the user “TransistoUrbano” only retweets and does not post original messages, suggesting that this account may be a bot. Although this research doesn’t extend to bot analysis, reviewing this user account we found that all his posting activity consists of retweeting, mainly traffic activity in Brazil.

![Fig. 5. Top retweet users.](Image)

The general NSR for the retweets analysis is -0.4. We now focus on the polarity of heavily retweeted posts and their corresponding impact measure based on the number of followers that received the message. The Table 2 shows the top five most retweeted post in our negative dataset, taking into account that these tweets all contain URLs.

The retweet “zika causes microcephaly and other birth defects cdc concludes” was retweeted by 2,439 unique users, though some retweeted the same message multiple times. Although the original tweet was produced from nine different sources, the main content was identical and produced the same post-processing output. Some links refer to a news article (from Forbes) and others link to the Science Daily report from CDC scientists.

| Tweet                                                                 | Frequency |
|----------------------------------------------------------------------|-----------|
| zika causes microcephaly and other birth defects cdc concludes       | 2683      |
| zika virus may now be tied to another brain disease                   | 2,596     |
| zika virus tested in brain precursor cells                           | 2,522     |
| link between zika virus and fetal brain damage confirmed             | 2,414     |
| the genetic evolution of zika virus                                  | 2,379     |

![Fig. 6. Tweet followers networks.](Image)

Fig. 6 shows the top users and their number of followers. However, we lack a deeper insight into the relationships between followers and users for the accounts that received this message as the results do not account for multiple users of a single account, or single users having multiple accounts. Retweeted messages are received by an average of 151 users, with an average of 4,905 followers. The use of URLs in tweets suggests the content includes news-related information, as it provides the user with access to follow up information beyond that included in the tweet content. As shown in Table II, Twitter-based discussion of Zika is focused on the virus’ impact on brain disease and birth defects.

The top retweets presented in Table II are all news related, and all contain links to different news agencies, but none mention the WHO recommendations.

This analysis attempts to filter noise and unrelated information from the data to focus on public opinion as reflected in the tweets. Hashtags can help exclude tweets on unrelated topics. The hashtag #news clearly states that the information shared is news-related from a news agency and not a reflection of public opinion, and such tweets are thus excluded from analysis. Topics can be differentiated by their
associated hashtags for sentiment analysis. Table 4 shows hashtags containing the word “zika”, including #zikavirus and #zikasummit, which refers to the CDC summit where doctors shared the latest updates, including implications for pregnant woman and strategies for mosquito control. The hashtag #Mosquito is the fourth most negative hashtag in the NSR.

Table III: Top Frequent Hashtag

| Hashtag      | Frequency | NSR  |
|--------------|-----------|------|
| #health      | 60,543    | -0.54|
| #news        | 49,980    | -0.39|
| #rio2016     | 29,412    | -0.27|
| #brazil      | 20,844    | -0.1 |
| #virus       | 15,618    | -0.82|
| #olympics    | 12,816    | -0.57|
| #microcephaly| 12,282    | -0.14|
| #ebola       | 10,881    | -0.15|
| #mosquito    | 9,696     | -0.53|
| #science     | 9,132     | -0.42|

Table IV: Top Hashtag with the Word “Zika”

| Hashtag       | Frequency | NSR  |
|---------------|-----------|------|
| #zikavirus    | 118,302   | -0.48|
| #zikasum      | 9,717     | 0.18 |
| mit           | 5,847     | -0.1 |
| #reuterszi    | 4,683     | -0.96|
| ka            | 4,683     | -0.96|
| #zikaolymp    | 2,340     | 0.36 |
| #openzika     | 2,337     | -0.06|
| ka            | 1,308     | -0.26|
| #zikarelat    | 1,284     | 0.34 |
| #zikaflow     | 1,077     | 0.54 |
| #zikalinke    | 1,059     | -0.6 |

Fig. 7 shows a word cloud for all hashtags containing the word “mosquito” in the negative dataset, including alternative spellings “mosquitoes” and “mosquitos”. Hashtags such as #mosQUITOCOTROL, #STOPHEMOSQUITO, and #MOSQUITOPELLENT can be used to promote awareness. The high frequency of these hashtags in our data set represents that the related topics are currently under discussion and important. Hashtags can help us classify the dataset into specific events of discussion for further analysis. They can also help us identify anomalous or irrelevant information (spam) for exclusion from the final analysis. After reviewing the top hashtags, we can separate our analysis in different topics: the 2016 Brazil Olympics Games, Ebola, and mosquitoes. These three topics are important, but this research focuses on “mosquitoes” because of their relevance to the WHO recommendations.

E. Hashtag Frequency Analysis

Hashtag frequency analysis can show topics related to the main hashtag. In this case, “#Zika” is hashtagged in 520,656 tweets which also prominently feature the hashtags #health, #virus, #science. Other prominent hashtags include those related to the 2016 Rio Summer Olympics Games, including #rio2016, #brazil, #olympics. This association is due to Brazil being the epicenter of the recent Zika outbreak, which coincided with the run-up to the Olympics. The hashtag #ebola was also found to be associated with #Zika because the US had shifted funds originally slated to combat Ebola to fight the Zika threat. Finally, the hashtags #mosquito and #microcephaly are associated with the virus’ cause and effect. Table 3 displays the frequency and NSR of the top ten hashtags found in the tweets data set.

F. Timeline Analysis

Distinct spikes in tweeting activity can indicate reaction to important events. Overall the majority of Twitter traffic is generated within the United States, but traffic spikes can occur in other countries due to special circumstance. While Twitter hosts a global average 5,700 tweets per second (TPS), on August 3, 2013 Japanese Twitter users responded to the broadcast of a popular animated movie with a TPS spike of 143,199. Such spikes can be driven by other events including natural disasters, military actions, political events, or sporting events [52].

Our data set includes 3 notable spikes for Zika-related posts. We analyzed the top retweets and most-frequent hashtags during the spikes. The first spike was on April 12 with 33,712 tweets. Reviewing the data from this day we found 2,522 retweets focused on testing for Zika in brain precursor cells but, none of the following tweets were related to mosquito control, but rather included hashtags such as #congress, #money, #fight, and the expected #zika and #health.

The second spike was on April 14 with 39,460 tweets generally focused on CDC confirmation that the Zika virus is highly related to birth defects such as microcephaly. This focus on this particular aspect of Zika led to some confusion and misapprehension that birth defects were the only serious impact of the virus. For example, one tweet read: “Wait. A 70 year old man died from the Zika virus in Puerto Rico?? But.... I thought it only affected pregnant women.”

The biggest spike, with 52,963 tweets, occurred on May 20
in response to a CDC announcement that 157 women in the US had tested positive for Zika. Amongst the top 5 tweets we can see political implications. In one, US Senator Bernie Sanders discusses funding for Zika prevention, while in the other Hillary Clinton says that 1 of 4 people in Puerto Rico were at risk for developing Zika. Thus far, all the popular tweets found in the timeline are related on the effects of the virus rather than prevention.

G. Evaluation
The confusion matrix was used to evaluate the performance of the classifier used in this research, showing the number per class of well classified and mislabeled instances. It is a simple and understandable way to show the classifier performance. Based on the survey performed by Serrano-Guerrero et al. 2014 where they evaluated the performance of various web sentiment analysis services, they found that the best service is Alchemy with an accuracy of 62.5% performed on tweets classification [45]. Although Alchemy API provides its services for free, they have a limitation for 1000 transactions (tweets) daily. Performing evaluation on our proposed system SM-PIF we found an accuracy of 67.97% using the training data provided by the International Workshop on Semantic Evaluation (SemEval) 2014 [53].

V. CONCLUSIONS
In our period of analysis, the top Zika-related discussion trends on Twitter focus on the virus’ causes and news of recent outbreaks, while relatively few discussions are related the WHO prevention recommendations. While providing updated information on virus outbreaks is important, but a consistent focus on prevention measures is also of vital importance. The development of social media platforms has changed the way people obtain and share information, with individuals and organizations now able to broadcast news and opinion from any location through mobile devices and wireless Internet.

Crowd-sourced opinion, in the form of individual tweets, is expected to present a more accurate representation of events than traditional surveys. The gathering and integration of such social media information can contribute to better-informed decision making. The outcomes derived furnish valuable information for health organization to target the required improvement to help reduce the Zika pandemics and educate the population. This research applies big data analysis techniques to Twitter feeds to examine the diffusion of important information related to the Zika virus. WHO recommendations emphasize the need for mosquito control, diagnostics, and public education. Mosquito are the cause of many other diseases, distributing the information on mosquito control should not be limited to the novelty of the outbreak but should be a constant flow of information to create a stable awareness and prevent major calamities.
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