Localization transition induced by programmable disorder
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We investigate the occurrence of many-body localization (MBL) on a spin-1/2 transverse-field Ising model defined on a Chimera connectivity graph with random exchange interactions and longitudinal fields. We observe a transition from an ergodic phase to a non-thermal phase for individual energy eigenstates induced by a critical disorder strength for the Ising parameters. Our result follows from the analysis of both the mean half-system block entanglement and the energy level statistics. We identify the critical point associated with this transition using the maximum variance of the block entanglement over the disorder ensemble as a function of the disorder strength. The calculated energy density phase diagram shows the existence of a mobility edge in the energy spectrum. In terms of the energy level statistics, the system changes from the Gaussian orthogonal ensemble for weak disorder to a Poisson distribution limit for strong randomness, which implies localization behavior. We then realize the time-independent disordered Ising Hamiltonian experimentally using a reverse annealing quench-pause-quench protocol on a D-Wave 2000Q programmable quantum annealer. We characterize the transition from the thermal to the localized phase through magnetization measurements at the end of the annealing dynamics, and the results are compatible with our theoretical prediction for the critical point. However, the same behavior can be reproduced using a classical spin-vector Monte Carlo simulation, which suggests that genuine quantum signatures of the phase transition remain out of reach using this experimental platform and protocol.

I. INTRODUCTION

Many-body localization (MBL) is a remarkable quantum phenomenon induced by random coupling disorder. It has long been established that non-interacting quantum systems may spatially localize in the presence of uncorrelated¹ or quasiperiodic² onsite disorder. This phenomenon, known as Anderson localization, drives the system to an insulating phase. Analogously, MBL refers to localization in Hilbert space of interacting systems in the presence of disorder.³ The appearance of MBL behavior can be understood as a dynamical phase transition⁴,⁵, where the energy eigenstates individually undergo a sharp change as the disorder strength is varied⁶. This is similar to a conventional quantum phase transition, where the ground state changes significantly as the control parameter is varied across the critical point. The interplay between interaction and disorder had already been theoretically predicted¹⁻⁷,⁸ with perturbative methods confirming the existence of localized states at low temperatures in later studies⁹,¹⁰. Full theoretical¹¹⁻²⁸ and experimental²⁹⁻³³ studies have since confirmed the existence of MBL phases through different physical architectures.

Concurrently, quantum annealing (QA) optimizers³⁴,³⁵ consisting of an array of superconducting quantum interference device (SQUID) quantum bits (qubits)³⁶ have increasingly become an experimental platform to simulate properties of disordered condensed matter quantum systems³⁷⁻⁴². QA exploits the gradual decrease of quantum-mechanical fluctuations to drive a quantum system to a target state that encodes the global minimum of a programmable objective function. Proposals to examine an MBL phase in quantum annealers have been introduced in recent years. This includes an order parameter for the MBL phase⁴³ and tests of the MBL behavior for the implementation of the graph coloring algorithm⁴⁴. Here, we will explore a different direction, using a D-Wave 2000Q (DW2kQ) quantum annealer as a platform for the investigation of disorder-induced critical behavior through a general QA process. The programmability of the device suggests that it might be amenable to study disorder-induced transitions as the local fields and interactions can be individually programmed, providing a setup where onsite disorder distributions can be realized. In this work, we will investigate to what extent we can characterize the onset of a non-thermal localized phase on such devices.

We will focus our study on the Chimera connectivity graph⁴⁵ of the DW2kQ, whose topology will be shown to induce a non-trivial phase diagram driven by random disorder either in the Ising interactions or in the longitudinal local fields. This phase diagram exhibits a phase transition that separates an ergodic phase, in which the eigenstate thermalization hypothesis (ETH) is obeyed⁴⁶⁻⁴⁸, from a non-thermal phase, where memory of the initial configuration indicates localization behavior in Hilbert space. We will first show that block entanglement — the von Neumann entropy of the reduced
density matrix of a subsystem — can help identify the phase transition through a change in the mean half-system block entropy for individual energy eigenstates. Specifically, we will show that an approximately disorder-independent block entropy that is typical of the ergodic phase undergoes a strong decrease as the system is driven to the non-thermal phase. The reason for this is that localized states are concentrated in small regions of Hilbert space, which in turn results in small block entanglement as a function of disorder. We will characterize the critical point using the maximum variance of the mean block entanglement over the disorder ensemble as a function of the disorder strength. This quantity signals that, close to the critical point, block entanglement prominently fluctuates, since the system is at the border of a scaling behavior change. For an analysis of the critical point throughout the energy spectrum, we will also explicitly map out the energy density phase diagram. This procedure shows the existence of a many-body mobility edge, which implies the change of the properties of individual eigenstates as the energy density varies as a function of disorder. The localization behavior is also explored through the energy level statistics. Specifically, we will show that the distribution of mean energy gap ratios changes from the Gaussian orthogonal ensemble (GOE) for weak disorder to a Poisson distribution limit for strong randomness, implying a localized behavior.

Our experimental study of the phase transition on a physical quantum annealer is done by realizing time-independent disordered Ising models, which requires full control over the disorder distribution ensemble. Such control is achieved by exploiting two features of the DW2KQ: i) reverse annealing, which is used to start the evolution with the system in an eigenstate of a classical Ising model, instead of the ground state of the transverse field Hamiltonian as in the usual QA approach, and ii) annealing pause, which we use to stop the evolution at a suitable dimensionless pause point $p \in (0,1)$, which sets the disorder strength. Unlike the standard annealing protocol, the reverse annealing protocol allows us to start in an arbitrary classical Ising state and hence control the magnetization of the initial state. Then, the dynamics of a time-independent (paused) disordered transverse-field Ising model takes place, with $p$ controlling the amount of disorder in the paused Hamiltonian. After the end of the pause, the asymptotic magnetization is then measured after a quench to the Ising Hamiltonian. The QA dynamics occurs under decoherence, so that the system is not expected to perfectly evolve as an eigenstate of the instantaneous Hamiltonian, as would be the case in a long-time adiabatic evolution occurring in a closed system. Thus, environmental noise and fast dynamics will spread state population throughout the energy spectrum. The localized phase is expected to exhibit a memory effect, ‘remembering’ the initial value of the local magnetization. We will observe this memory effect at a disorder strength compatible with the theoretical critical point. We will also show that these features can be reproduced using a purely classical model of the system based on spin-vector Monte Carlo (SVMC), which then suggests that genuine quantum signatures for the localization transition remain inaccessible using this experimental platform and protocol.

II. DISORDERED SPIN-1/2 TRANSVERSE-FIELD ISING MODEL ON A CHIMERA CONNECTIVITY GRAPH

We first examine the onset of a localized phase in transverse-field Ising models defined on a Chimera connectivity graph. The Hamiltonian is given by

$$H_{\text{TFI}} = H_{\text{TF}} + H_I,$$

where

$$H_{\text{TF}} = -\Delta \sum_k \sigma_k^z \text{ and } H_I = \sum_{\langle ij \rangle} J_{ij} \sigma_i^x \sigma_j^x + \sum_i h_i \sigma_i^z,$$

with $\sigma_k^\alpha$ denoting the Pauli operators in the direction $\alpha \in \{x,z\}$ on site $k$. The transverse field strength $\Delta$ is fixed and both the exchange interactions $J_{ij}$ and longitudinal fields $h_i$ are random numbers taken from a uniform distribution in the interval $[-J, +J]$, with the indices $\langle ij \rangle$ running over the Chimera connectivity. The Chimera architecture in the D-Wave device comprises an array of unit cells, with each cell consisting of $N = 8$ spins with a bipartite intra-connectivity, as shown in Fig. 1. Each cell is a complete bipartite $K_{4,4}$ graph, wherein each qubit is connected to four others within its cell and to two more in adjacent cells. In Fig. 1, we have only displayed the horizontal (and not the vertical) inter-cell connections in the Chimera architecture (for a complete view of the DW2KQ hardware graph, see, e.g., Ref. 31).

FIG. 1. Two horizontally-connected Chimera cells. Each unit cell consists of $N = 8$ spins with bipartite intra-connectivity. The adjacent cells are inter-connected through one of the disjoint parts of the unit cell. Only horizontal inter-cell couplings are shown in the figure.

A. Entanglement signature of localization transition

The localization transition that we are interested in has a dynamical nature, which can be probed by studying the quantum correlations in the individual many-body energy eigenstates. We do this by studying the half-system block entanglement. For low disorder (small $J/\Delta$), the block entanglement is approximately disorder-independent, which is consistent with an ergodic behavior for the system. On the other
hand, as we increase disorder, the system is driven to the localized phase, with an observed strong decrease of block entanglement. The disorder strength $J/\Delta$ is non-vanishing, ensuring nonintegrability. We measure block entanglement by the von Neumann entropy of the half-system reduced density operator. For a half-unit Chimera cell, an up-down bipartition corresponds to the subsets of qubits $A = \{0, 1, 4, 5\}$ and $B = \{2, 3, 6, 7\}$, as labeled in Fig. 1. Then, given an energy eigenstate $|\psi\rangle$ and the bipartition of the system into two halves $A$ and $B$, entanglement between $A$ and $B$ is measured by the von Neumann entropy $S_E$ of the reduced density matrix of either block, i.e.,

$$S_E = -\text{Tr}(\rho_A \log_2 \rho_A) = -\text{Tr}(\rho_B \log_2 \rho_B),$$

(3)

where $\rho_A = \text{Tr}_B \rho$ and $\rho_B = \text{Tr}_A \rho$ denote the reduced density matrices of blocks $A$ and $B$, respectively, with $\rho = |\psi\rangle \langle \psi|$. In order to investigate entanglement, we exactly diagonalize the Hamiltonian matrix for sizes initially up to a Chimera unit cell ($N = 8$ spins) so that we can compare with experiments performed on a DW2kQ. In addition, we also extend the Chimera cell to $N = 10$ ($K_{5,5}$ graph) and $N = 12$ ($K_{6,6}$ graph) in the theoretical analysis as a further evidence for the critical behavior of the system. Our analysis is carried out for a single eigenstate in the middle of the energy spectrum, which is expected to be the hardest to localize. We perform averages over $5 \times 10^3$ disorder configurations for $N = 4$, $N = 6$, and $N = 8$ spins. For $N = 10$ and $N = 12$ spins, we consider $1 \times 10^3$ and $5 \times 10^2$ disorder configurations, respectively. We then evaluate the average von Neumann entropy $\langle S_E \rangle$ for each cell size. The results are shown in Fig. 2.

For the region of low disorder $J/\Delta$, the mean entanglement $\langle S_E \rangle$ is approximately independent of the disorder strength. On the other hand, $\langle S_E \rangle$ changes its behavior for large disorder, showing a strong decrease typical of a localized phase. In the right inset, we zoom in on the curve tail. We can see that $\langle S_E \rangle$ still increases with the size $N$ of the system for large disorder. Notice that, with our partition for $A$ and $B$, there is no clear distinction between bulk or boundary since all qubits in $A$ interact with all qubits in $B$. Here, we will characterize the phase transition in terms of the disorder strength. In the left inset, we plot the variance of $S_E$ as a function of $J/\Delta$, which is defined by $\delta^2 S_E = \langle S_E^2 \rangle - \langle S_E \rangle^2$. For a given system size and disorder strength, the exact value of the entropy depends on the specific disorder realization. For a set of states obtained from an ensemble of disorder realizations, we will have both extended and localized states (for a review, see, e.g., Ref. 52).

Then, close to the critical disorder strength, large deviations with respect to the mean value are expected in the entanglement entropy pattern, leading to a divergence in its variance. By considering the scaling with the system size, we observe that the range of disorder strengths showing this mixing of extended and localized states narrows, tending to a peak at the critical point in the thermodynamic limit. For a finite system, the critical behavior is reflected by a maximum value for $\delta^2 S_E$. This maximum, which is the precursor of the critical point, occurs at $(J/\Delta)_c \approx 4.8$ for a system with $N = 8$ spins, as shown in the Fig. 2 inset. This is a key size in our analysis, since it corresponds to the unit Chimera cell in the DW2kQ. Indeed, as we show in Sec. III, a dynamic manifestation of the critical point appears through local magnetization measurements on the DW2kQ. Moreover, it is shown in Appendix A that this maximum value can also be achieved for different partitions of the Chimera cell.

B. Energy density phase diagram and mobility edge

The critical behavior of the variance of the entanglement $(\delta^2 S_E)$ shown in the previous subsection for the middle-energy eigenstate generalizes throughout the energy spectrum. This can be conveniently analyzed through an energy density phase diagram, which we show exhibits a mobility edge when all the eigenstates are taken into account. For each disorder strength, we calculate the lowest and highest energies ($E_0$ and $E_{\text{max}}$ respectively) and then define the normalized energy density

$$\varepsilon_n = \frac{E_{\text{max}} - E_n}{E_{\text{max}} - E_0},$$

(4)

where $E_n$ denotes the energy of an eigenlevel $n$. In particular, notice that we have $0 \leq \varepsilon_n \leq 1$, with $\varepsilon_n = 0$ and $\varepsilon_n = 1$ for the highest $E_{\text{max}}$ and lowest $E_0$ energy levels, respectively. For each disorder realization, we obtain the eigenvalues and eigenvectors of the Hamiltonian, labelling them with an index $n$. Then, for each eigenstate, we compute the energy density $\varepsilon_n$ and the half-system block entropy. The energy density $\varepsilon_n$ is averaged over $5 \times 10^3$ realizations, which defines the mean energy density $\langle \varepsilon_n \rangle$. Doing so allows us to identify the critical disorder for each energy eigenstate using the maximum of $\delta^2 S_E$, as previously illustrated in Fig. 2 for the middle-energy eigenstate. For the case of $N = 8$ spins, the results for $\langle \varepsilon_n \rangle$ as
a function of the critical disorder strength \((J/\Delta)_{c}\) are shown in Fig. 3.

![Energy density phase diagram for \(N = 8\) spins, with the critical mean energy density \(\langle \varepsilon_n \rangle\) obtained from Eq. (4) and averaged as a function of the critical disorder \((J/\Delta)_{c}\). The ergodic and non-ergodic phases are separated by the presence of a mobility edge in the energy spectrum. Error bars are obtained by the standard deviation divided by the square root of the sample size.]

We observe that the phase transition yields a boundary in the energy density diagram, with the appearance of a critical line as a function of the disorder strength. This is associated with the fact that the localization behavior arises as a dynamical transition undergone by each individual energy eigenstate. Notice also that the eigenstates in the middle of the spectrum are the hardest to localize. Indeed, the convergence to the ETH behavior is easier to achieve in energy regions where we have a larger density of states, which typically occurs in the middle of the Hamiltonian spectrum. Since we have a large density of states, there is a higher probability to find eigenstates individually yielding similar expectation values to local observables. For the extreme parts of the spectrum, the density of states is usually small, making convergence to the ETH behavior slower (see, e.g., Ref. 52). The energy density phase diagram then implies the existence of a many-body mobility edge in the energy spectrum. This is characterized by a rearrangement in the entanglement properties of the eigenstates. The phase diagram conveys that for a fixed disorder and an energy density below a threshold value defined by the critical line, the quantum state is close to a product state of localized spins; as we cross it, the eigenstates become extended, with ETH taking place. Continuing to move vertically in the phase diagram, a new transition back to localization may occur as the critical line is crossed again.

C. Energy level statistics

In order to provide further evidence of localization in the non-thermal phase, we consider the energy spectrum statistics of finite-size samples. In the context of random matrix ensembles, it is expected that the energy level spacing exhibits a crossover from a GOE description in the diffusive regime to a Poisson distribution in the localization regime at strong randomness\(^{12,14}\).

For each disorder realization, we consider the energy level spacing \(\delta_n = E_{n+1} - E_n\), where the energies \(E_n\) are listed in ascending order. Given all the pairs \((\delta_n, \delta_{n+1})\), the ratio \(r_n\) of adjacent energy gaps is defined as

\[
r_n = \frac{\min(\delta_n, \delta_{n+1})}{\max(\delta_n, \delta_{n+1})}.
\]

We then average \(r_n\) over all energy gaps and disorder samples, yielding \(\langle r \rangle\). In the ergodic phase, the level statistics are expected to follow a GOE description, characterized by the distribution

\[
P_G = \frac{\pi}{2} \frac{\delta}{\langle \delta \rangle} \exp\left[-\frac{\pi \delta^2}{4 \langle \delta \rangle^2}\right],
\]

where \(\langle \delta \rangle\) is the mean spacing, which is obtained through the average of \(\delta_n\) over \(n\) (see, e.g., Ref. 53). By assuming a GOE distribution, the Wigner-like surmise gives \((r) = 4 - 2\sqrt{3} \approx 0.5359\)\(^{54}\). On the other hand, for a localized phase, the level statistics obey a Poisson distribution

\[
P_P = \frac{1}{\langle \delta \rangle} \exp\left[-\frac{\delta}{\langle \delta \rangle}\right],
\]

with \(\langle r \rangle = 2 \ln 2 - 1 \approx 0.3863\)\(^{54}\) (see also Refs.\(^{12,14,53}\)). This behavior is shown in Fig. 4, where we numerically obtain \(\langle r \rangle\) by averaging over the same number of disorder configurations as described in the previous subsections. As we increase \(N\), the average ratio \(\langle r \rangle\) tends to a GOE in the weak \(J/\Delta\) regime, whereas in the limit of strong order it approaches a Poisson distribution. This is an indication that the non-thermal phase obtained here for the TFI model on the Chimera graph indeed exhibits localized behavior.

III. EXPERIMENTAL STUDY OF LOCALIZATION ON A QUANTUM ANNEALER

In the previous section we studied analytically and numerically the localization transition for a Chimera cell, identifying the critical disorder value \((J/\Delta)_{c} \approx 4.8\) for energy eigenstates in the middle of the spectrum. We now proceed to experimentally observe a signature of this transition on a physical quantum annealer. While our theoretical results were calculated under the assumption of a closed, perfectly isolated system, it is unavoidable in any experimental setup to have some degree of coupling to the environment. Fortunately, characteristics of localization survive in open systems as long as the system-bath coupling is weaker than the other energy scales of the system\(^{18}\). Of course, even with weak system-bath coupling, for long enough timescales thermalization will eventually take place. But at intermediate timescales, between the relaxation time of the system and the thermalization with
the environment, localization properties can be experimentally measured\(^5\). The nonzero coupling to the surrounding environment also has the effect of broadening the localization transition into a crossover region, playing a similar role to nonzero temperature in quantum phase transitions\(^5\). In this crossover region, the dynamics of ergodic and non-ergodic phases will smoothly interpolate. We therefore expect our experiments to reproduce a noisy version of the theoretical predictions.

For our experimental investigation, we use two DW2kQ devices so that we can analyze the effects of noise on the experimental results. The two processors have the same architecture, but the fabrication process is improved between the two, allowing the newer one to attain a several-fold reduction in flux noise\(^5\), one of the main sources of decoherence. This reduction in noise has been shown to increase tunneling rates, possibly leading to improved performance\(^7\). We were performing our data collection on the noisier device when the newer, lower-noise one became available. We repeated our experiments on this improved version, and these newer results are the ones we present in this section. Although our main finding—the agreement between theory and experiment on the critical disorder at which memory effects emerge—remains consistent across both devices, we found certain differences in their behavior due to their disparate noise levels, so the results from the noisier device are reported in Appendix B.

The DW2kQ implements a time-dependent Hamiltonian \(H(s)\), where \(s\) is a dimensionless time parameter, with \(s \in [0,1]\). The Hamiltonian interpolates between the transverse-field contribution \(H_{TF}\) and the classical Ising term \(H_I\), reading

\[
H(s) = A(s)H_{TF} + B(s)H_I,
\]

where \(H_{TF}\) and \(H_I\) are provided by Eq. (2), with \(A(s)\) and \(B(s)\) time-dependent functions determining the annealing schedule and fixed by the quantum hardware. The time dependence of \(A(s)\) and \(B(s)\) on \(s\) is depicted in Fig. 5.

We are, however, interested in a time-independent, disordered transverse-field Ising model, as described at the beginning of Sec. II. To implement this, we use a reverse annealing protocol with a mid-anneal pause. Unlike the standard forward anneal, where the system starts at \(s = 0\) in the ground state of the transverse-field Hamiltonian \(H_{TF}\) and then evolves towards \(s = 1\), here we prepare it in an eigenstate of the classical Ising Hamiltonian \(H_I\) and evolve from the standard endpoint of \(s = 1\) to some pause location \(s_p \in (0,1)\), such that the ratio \(B(s_p)/A(s_p)\) sets the disorder strength. At \(s_p\), the system follows a pause-quench protocol, where the dynamics of a time-independent Hamiltonian first takes place for a fixed duration, and then the system evolves back to \(s = 1\). The process is then concluded with a measurement in the computational basis, from which we can obtain a value for the magnetization \(M_s = \sum_i \sigma_i^z\). We emphasize that the dimensionless pause point \(s_p\) sets the disorder strength, and over the pause duration the system undergoes open-system dynamics with a time-independent Hamiltonian \(H(s_p)\). We repeat the process 1000 times (anneals) to obtain the statistics to estimate the average magnetization. Both the reverse and forward parts of the anneal are performed at the fastest rate allowed, namely \(1\mu s^{-1}\), and we choose a pause duration of \(100\mu s\).

In our theoretical analysis (in Sec. II), we used the half-system block entanglement to pinpoint the location of the critical point. While it is not possible to experimentally measure the same quantity on the DW2kQ, to find the critical disorder experim entally we can rely on the fact that, in localized phases, the memory of the initial state will persist in spite of the relaxation process. The above is true, for instance, for the mean (averaged over disorder) magnetization \(\langle M_z \rangle\). On the DW2kQ, we obtain the mean magnetization as follows. For a fixed initial spin state (for example the all-up state), the state is given by a set of distinct superpositions of the energy eigenstates of \(H_{TF}\). (When we interpolate the Hamiltonian to the point \(s_p\) where it is equal to \(H_{TF}\), the system is then

\[
\begin{align*}
\text{FIG. 4. Energy level statistics as a function of the disorder strength } J/\Delta. \text{ The ergodic and non-thermal phases are characterized by different distribution limits in the regime of weak and strong disorder, respectively.}
\end{align*}
\]

\[
\begin{align*}
\text{FIG. 5. The annealing schedules } A(s) \text{ and } B(s) \text{ as functions of the dimensionless time parameter } s, \text{ in units of } h = 1. \text{ The schedules are plotted for both lower and higher noise processors.}
\end{align*}
\]
described by some mixed state due the dynamics associated with the evolution.) If $H_{\text{TFI}}$ is in the ergodic phase, the expectation value of the magnetization will evolve in time and ultimately reach the value predicted by the microcanonical ensemble. For a large enough sample of disorder realizations, we expect to have enough distinct initial superpositions of the eigenstates of $H_{\text{TFI}}$ such that all the computational basis states equally contribute to the magnetization when we average over the disorder. This then implies a vanishing mean magnetization. This picture follows even in the presence of very fast dephasing rates, where we do not have coherence between the energy eigenstates. Notice that the ETH leads to an effective description of an isolated system with mean energy $\langle E \rangle$ in a microcanonical ensemble. The microcanonical density matrix $\rho_{mc}$ assigns equal probability to every micro-state whose energy falls within a range centered at $\langle E \rangle$, with $\rho_{mc}$ then proportional to the identity. This implies the vanishing of $\langle M_z \rangle$ independently of the initial state for long time dynamics, since $\langle M_z \rangle = \text{Tr} (\rho_{mc} S_z) = 0$, with $S_z = \sum_i \sigma^z_i$. On the other hand, in the localized phase, we have distinct magnetization patterns depending on the initial state, with the memory of this initial state increased as the disorder strength gets larger. In our experiment, We characterize this picture by first running the anneal process for single Chimera-cell instances and then checking its validity for double-cell instances. We use initial states with magnetization zero (equal number of up and down spins) to serve as a control, since the final magnetization is expected with magnetization zero (equal number of up and down spins) to observe the memory effects characteristic of localization, while we use initial states with magnetization $\pm N$ (i.e., all spins pointing up in the $z$-direction or all spins pointing down) to observe the memory effects characteristic of localization, while we use initial states with magnetization zero (equal number of up and down spins) to serve as a control, since the final magnetization is expected to be zero in that case regardless of whether the system is in an ergodic or localized phase.

A. Single-cell instances

For single-cell runs, we use 48 different cells of the D-Wave processor, avoiding those on the edges of the processor and also leaving at least one unused cell between them. On each of these cells, the same 200 random instances are run, as described in Sec. II and we set $J = 1$. To obtain each data point, we first perform a bootstrap over the final magnetization for the 200 random instances, obtaining a mean local magnetization for each cell. Then we bootstrap over these individual cell mean magnetizations, and the mean obtained from that bootstrap constitutes a data point, with the error bars showing the 95% confidence interval. Each data point corresponds to the magnetization at a specific disorder, defined as $B(s_p)/A(s_p)$, where $s_p$ is the pause location. Each run consists of 1000 anneals, each started at the initial state indicated in the plots. The initial state here refers to the classical Ising eigenstates at the beginning of the reverse annealing process.

The results for initial states consisting of all spins up and all spins down are provided in Fig. 6, where we plot the total mean magnetization measured at $s = 1$ as a function of the disorder strength. We observe that magnetization is found at zero value up to a limit of disorder strength, after which a memory effect can be observed. Remarkably, the onset of non-vanishing magnetization occurs in the range $B(s_p)/A(s_p) \in [2.5, 3.8]$, which is broadly in agreement with the magnitude order expected for disorder in the localization.
transition, according to the entanglement theoretical analysis for \( N = 8 \) spins. The ratio \( B(s_p)/A(s_p) \in [2.5,3.8] \) is less than the theoretical critical point \( (J/\Delta)_c \approx 4.8 \) predicted for the eigenstate in the middle of the spectrum (the hardest to localize), as shown by the mobility edge for the energy phase diagram in Fig. 3.

We also test initial states with zero magnetization (Fig. 7) to confirm that the final magnetization remains close to zero regardless of disorder, and find this to be the case, although there are small deviations from zero starting at a disorder that is again compatible with the localization transition. This greatly improves upon the higher-noise processor that we also tested (see Appendix B), which presents much stronger fluctuations between each pair.

We also observe a slight bias towards \( \langle M_z \rangle < 0 \) for small disorder. One possible cause for this bias is spin-bath polarization\(^5^9\), which can sometimes occur during the QA process when consecutive anneals are performed without enough time between them, and the current continuously flowing through the qubits polarizes the environment leading to correlation between samples. However, we do not observe any significant differences after varying the time between anneals, making it unlikely for spin-bath polarization to be the culprit. A global local field bias that favors negative magnetization has also been recently reported in a distinct D-Wave device\(^5^9\).

### B. Double-cell instances

For double-cell runs, we use 34 different pairs of cells on the D-Wave processor, with the 2 cells of the pair horizontally connected, as represented in Fig. 1. The cells on the edges of the processor are avoided and at least one unused cell is left between each pair.

We run 200 random instances, with the data points and error bars calculated as in the previous case. The results for initial states consisting of all spins up and all spins down are provided in Fig. 8. Similar to the single-cell instances, the final magnetization is zero up to a limit of disorder strength, after which a memory effect can be observed. The onset of a non-vanishing magnetization also occurs at \( B(s_p)/A(s_p) \in [2.5,3.8] \), which indicates robustness of the critical point against larger instances.

The initial states with zero magnetization show very similar behavior to those in the single-cell case, with small fluctuations in \( \langle M_z \rangle \) for the same region, which is compatible with the localization transition. The preference for \( \langle M_z \rangle < 0 \), rather than \( \langle M_z \rangle = 0 \) at low disorder also remains. Results for a few of these states, comparing the two different processors, can be found in Appendix B.

### C. Disorder and memory effects in the D-Wave experiment

We have so far confirmed that the onset of memory effects in the D-Wave experiments occurs at a disorder compatible with that predicted by theory. This can be taken as an indication of the disorder-induced localized phase in the D-Wave chip. To strengthen the validity of our observations, we have run additional experiments to rule out that the observed memory effects could emerge for causes other than disorder.

To this end, we choose a uniform antiferromagnetic system on a single Chimera cell, with the same connectivity as our original disordered system (i.e. a fully connected cell), but all \( J_{ij} = 1 \) instead of randomly chosen from \([-1,1]\). Rather than the all spins up (or all spins down) initial state, we set it to be \([1,1,1,1,1,1,-1]\), the reason being that the all spins up or down states will on average be in the middle of the energy spectrum for the disordered cell, while they would instead be at the top for the uniform case. The state \([1,1,1,1,1,1,-1]\) avoids the top of the spectrum for the uniform system, providing a fairer comparison. Note that the magnetizations will then be different, which we expect to see at high values of \( B(s_p)/A(s_p) \).

What we wish to compare is the location at which memory effects start to appear. Figure 9 shows this comparison: for the uniform, non-disordered cell, we do not observe a deviation from \( \langle M_z \rangle = 0 \) until \( B(s_p)/A(s_p) \approx 10^5 \), several orders of magnitude later than for the disordered one. The memory effect is in this case unrelated to the localized phase, and simply corresponds to the fact that, when the reverse annealing is performed to a very late \( s_p \), the transverse field is too weak to make the system leave its initial state.

We also consider the effect that the energy scale might have on the onset of memory effects unrelated with localization. For this, we repeat the experiment on the uniform cell, with different values of \( J \) (the uniform coupling strength). As we decrease \( J \), the appearance of the memory effects moves to smaller \( B(s_p)/A(s_p) \), but only up to a point; once \( J \) decreases below 0.1, the direction shifts and memory appears at larger \( B(s_p)/A(s_p) \). This is portrayed in Fig. 10. \( J = 0.1 \) and \( J = 0.2 \) lead to the earliest onset of memory effects for the uniform cell, around \( B(s_p)/A(s_p) \approx 258 \), still very far from the location when disorder is present.

![FIG. 8. Double-cell instances: Total mean magnetization \( \langle M_z \rangle \) for local spins at \( s = 1 \) for disorder strength \( B(s_p)/A(s_p) \), with \( s_p \) denoting the pause dimensionless time. The initial states are taken as the all-up and all-down ferromagnetic states.](image)
FIG. 9. Comparison to non-disordered system: Total mean magnetization $\langle M_z \rangle$ for local spins at $s = 1$ as a function of $B(s_p)/A(s_p)$, with $s_p$ denoting the pause dimensionless time. The initial state is taken as the all-up ferromagnetic states for the disordered cell, and $[1, 1, 1, 1, 1, 1, -1]$ for the antiferromagnetic uniform cell.

FIG. 10. Comparison to non-disordered system at different energy scales: Total mean magnetization $\langle M_z \rangle$ for local spins at $s = 1$ as a function of $B(s_p)/A(s_p)$, with $s_p$ denoting the pause dimensionless time. The initial state is taken as the all-up ferromagnetic states for the disordered cell, and $[1, 1, 1, 1, 1, 1, -1]$ for the uniform cell. The coupling strength for the uniform cell is indicated in the legend.

IV. SUMMARY AND CONCLUSIONS

We reported on an investigation of a localization phase transition in the spin-1/2 transverse-field Ising model defined on a Chimera connectivity graph. We detected the critical point using the variance of the block entanglement. We also found that the usage of mean block entanglement and energy level statistics explicitly posed the localization phase transition as a dynamical transition rooted in the individual behavior of the energy eigenstates.

We then devised and ran experiments on two DWk2Q processors using a combination of the reverse annealing technique with the pause-quench protocol to locate the critical point associated with this localization phase transition via local magnetization measurements. The results obtained were shown to be consistent with our theoretical predictions. We
also demonstrated that SVMC, a classical model of the system, reproduces the same experimental signature. Thus, we emphasize that the mean local magnetization, as measured in our work, does not provide a purely quantum signature of the phase transition in the DW2kQ, even though the critical point obtained is compatible with the theoretical prediction. The investigation of local observables and larger system sizes providing results beyond the SVMC classical model are topics left for future research.

Many-body localized systems exhibit a fascinating interplay between interaction and disorder. Their simulation in fully controllable devices provide a general mechanism to approach the separation between extended states and states localized by disorder. Although the Chimera connectivity has been explicitly considered, our characterization can be adapted to a variety of lattice topologies within the QA framework. We believe that the setup proposed here is potentially fruitful for further investigations and experimental realizations of general critical properties of disordered Ising systems.
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Appendix A: Entanglement and bipartitions of the unit Chimera cell

We can show that the characterization of the critical point through the mean block entanglement can be achieved through different bipartitions of the system. We focus on \( N = 8 \) spins, since this is size of the unit Chimera cell implemented on the DW2kQ. Instead of an up-down partition, such as previously implemented, we consider a left-right cut in the Chimera cell, splitting out the spins in two subsets given by \( A = \{0, 1, 2, 3\} \) and \( B = \{4, 5, 6, 7\} \), as labeled in Fig. 1. Our analysis is again carried out for the eigenstate in the middle of the energy spectrum. We perform averages over \( 5 \times 10^3 \) disorder configurations. We then evaluate the variance of the mean block entanglement for disorder ensembles as a function of the disorder strength. The results are shown in Fig. 12. Notice that the maximum of the variance occurs at \( (J/\Delta)_c \approx 4.8 \), which is in agreement with the result previously obtained for the up-down partition.

Appendix B: Comparison with higher-noise device

We present additional results obtained from a previous version of the DW2kQ, housed at NASA Ames Research Center. Due to improvements in the fabrication process, it is noisier than the one used in the main text. We still consider it important to report these results, which illustrate some of the perils of noisy quantum devices.

As a starting point, Fig. 13 shows that the results for the all spins up and all spins down initial states are still compatible with the phase transition, and very similar to those of the lower noise processor as we would expect, although the lower noise processor recovers the full memory of the initial state earlier. The same behavior is observed for the double-cell instances.

For the initial states with zero magnetization, however, we see significant differences between the two processors. We find, as shown in Fig. 14, that for the higher noise device, the final magnetization varies greatly depending on the specific initial state. The behavior of pairs of initial states with spins flipped with respect to each other is approximately symmetrical, although a slight bias to \( \langle M_z \rangle < 0 \) is observed throughout. Initial states in which biases are concentrated in the middle (such as \( [1, 1, 1, 1, -1, -1, -1, -1] \)) appear to show larger...
fluctuations in $\langle M_z \rangle$ than those with more staggered biases (e.g., $[1, -1, 1, -1, 1, 1, -1, -1]$). We repeat the experiment on two-cell instances, to account for the possibility that the fluctuations could be due to finite size effects (see Fig. 15), but the permanence of these fluctuations and their scaling as we increase the size of the system makes this unlikely, and points instead to noise mechanisms present in the hardware regardless of instance size.

Just like the single-cell instances, the deviation from zero magnetization shows a dependency on how staggered the biases are in the initial state. In particular, initial states with locally staggered magnetization concentrated in the middle of the system are the ones that deviate the most from zero. For instance, the configuration $[1, 1, 1, -1, -1, -1, 1, 1, 1, -1, -1]$ exhibits the strongest fluctuations after the critical point, similar to $[1, 1, 1, -1, -1, -1, -1, 1]$ (same pattern on a single cell) did for the single-cell case. Finally, we compare these results to those obtained from the lower noise device that were presented in the main text. Fig. 16 and Fig. 17 show how the large fluctuations even out with the noise reduction, although the preference for $\langle M_z \rangle < 0$ is slightly more marked in the lower noise processor.

**Appendix C: Spin-Vector Monte Carlo**

In Spin-Vector Monte Carlo (SVMC), the dynamics of a noisy quantum annealer are approximated using a system of rotors with a time-dependent energy potential. In this model, each qubit of the $n$-qubit system is replaced by a 2-dimensional rotor characterized by an angle $\theta \in [0, 2\pi)$. ...
and under the mapping $\sigma_i^z \to \cos \theta_i, \sigma_i^y \to \sin \theta_i$ the time-dependent quantum Hamiltonian (Eq. (8)) gives the energy potential for the system of rotors:

$$V(s, \theta) = -A(s) \sum_{i=1}^{n} \sin \theta_i + B(s) \left( \sum_{i=1}^{n} \cos \theta_i + \sum_{(i,j)} J_{ij} \cos \theta_i \cos \theta_j \right) \quad (C1)$$

This potential can be understood as the energy potential that arises from the spin-coherent path-integral formalism\textsuperscript{62,63,68}, and the restriction to a 2-dimensional rotor as opposed to a normalized 3-dimensional vector can be understood as arising from the strong coupling to a thermal environment\textsuperscript{69}.

The system of rotors evolves using a Metropolis-Hastings algorithm\textsuperscript{70,71}: for each rotor, a new configuration $\theta_i'$ is randomly chosen in the range $[0, 2\pi)$ and accepted according to the Metropolis probability $p = \min(1, \exp(-\beta \Delta V))$ where $\Delta V$ is the change in potential energy if the new configuration is accepted and $\beta$ is a fixed inverse-temperature. We take the temperature to be given by $k_B T / h = 1.57146\text{GHz}$, corresponding to a temperature of $12\text{mK}$. In our simulations, we use the same annealing protocol for $A(s)$ and $B(s)$ as used by the physical quantum annealer: (a) we rapidly change from $s = 1 \to s_*$; (b) we pause at $s_*$; (c) we rapidly change from $s = s_* \to 1$. For parts (a) and (c), we use $[2 \times 10^5 \times (1 - s_*)]$ sweeps (a sweep corresponds to proposing a new configuration for each rotor once), and then for part (b) we use a $2 \times 10^5$ sweeps. We do not find significant qualitative differences as we change the total number of sweeps for part (b), as we show in Fig. 18.

A modification of SVMC has been proposed recently\textsuperscript{65} in order to better capture the slowing down of dynamics of the quantum annealer when the Ising Hamiltonian dominates over the transverse field\textsuperscript{72}. When new angles are allowed to be

---

**FIG. 16.** Comparison between higher and lower noise processors: Total mean magnetization $\langle M_z \rangle$ for single-cell instances, for the initial states $[1, 1, 1, -1, -1, -1, -1]$ (left) and $[1, 1, 1, -1, -1, -1, -1]$ (right).

**FIG. 17.** Comparison between higher and lower noise processors: Total mean magnetization $\langle M_z \rangle$ for double-cell instances, for the initial state $[1, 1, 1, -1, -1, -1, 1, 1, 1]$.
The concept of dynamical quantum phase transitions can be
understood by the set of energy eigenstates in a non-equilibrium evolution.
'-dynamical' is often associated with the collective behavior shown
by the Loschmidt echo, generically defined through the non-analytical behavior in time of
the initial state. Concerning the MBL transition, the term
'magnetic' is often associated with the collective behavior shown
by the set of energy eigenstates in a non-equilibrium evolution.

\[ \theta' = \theta + \pi u \min(1.0, A(s)/B(s)); \]  

where \( u \) is a uniform random number in the range \([-1, 1]\).
This update has the feature that when \( A(s) > B(s) \) (when the transverse field is strong), the angles are updated randomly as in the original model. When \( A(s) < B(s) \) (when the Ising Hamiltonian dominates), the angle updates are localized more around the current value of the angle. This has the feature that when \( A(s) \ll B(s) \), the system is effectively frozen, which then qualitatively captures the expected 'freeze-out' region for the quantum annealer. In principle, tuning how the range of proposed angles gets narrowed as \( B(s)/A(s) \) gets larger should allow us to get better quantitative agreement with the experimental results, but we do not pursue this here.

At the end of the anneal, if \( \cos \theta > 0 \), the rotor is projected onto the 1 state, and if \( \cos \theta < 0 \), the rotor is projected onto the \(-1\) state.

For our disordered simulations, we use 400 different noise realizations and 1000 independent SVMC simulations per noise realization. This allows us to estimate for each noise realization the probability of each spin configuration and the expected magnetization. Error bars of the magnetization in
realization the probability of each spin configuration and the
expected magnetization. Error bars of the magnetization in
realization the probability of each spin configuration and the
expected magnetization. Error bars of the magnetization in
realization the probability of each spin configuration and the
expected magnetization.
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