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Abstract

We consider constraints on the S-matrix of any gapped, Lorentz invariant quantum field theory in $1+1$ dimensions due to crossing symmetry and unitarity. In this way we establish rigorous bounds on the cubic couplings of a given theory with a fixed mass spectrum. In special cases we identify interesting integrable theories saturating these bounds. Our analytic bounds match precisely with numerical bounds obtained in a companion paper where we consider massive QFT in an AdS box and study boundary correlators using the technology of the conformal bootstrap.
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1 Introduction

The idea of constraining physical observables through a minimal set of indisputable principles is what is commonly referred to as \textit{bootstrap} philosophy. It shows up in various incarnations, the most well known being perhaps the integrable bootstrap, the conformal bootstrap and the S-matrix bootstrap.

Since its inception [1], Zamolodchikovs' integrable bootstrap developed into an ironed out recipe for attacking various two dimensional theories, with non-linear sigma models and the Ising field theory as prototypical examples. It is often the only available analytic tool for studying such strongly coupled quantum field theories. The conformal bootstrap works beautifully in two dimensions [2] where it allows for analytic description of a plethora of conformal field theories. In higher dimensions, the bootstrap had been dormant for decades until the seminal work [3]. This work gave rise to a new research field where one looks for bounds on the couplings and spectra of conformal field theories by exploiting crossing and reflection positivity. Using numerical algorithms, one rules out particular couplings or spectra by searching for linear functionals which yield impossibilities when acting on the crossing symmetry relations. Finally we have the very ambitious S-matrix bootstrap program – which was very popular in the sixties, see e.g. [4] for nice books on the subject – which tries to completely determine S-matrix elements by exploring the analytic properties of these objects to its fullest. With the development of efficient perturbative techniques and with the appearance of quantum chromodynamics, this program lost part of its original motivation and sort of faded away in its original form, morphing into string theory.\footnote{The formidable recent progress in our understanding of scattering amplitudes in gauge theories is a partial revival of this program, albeit for massless particles (the original S-matrix bootstrap was mostly aimed at the scattering of massive particles). Also see [5, 6] for some impressive recent progress in the S-matrix bootstrap of theories of weakly interacting higher spin particles.}

In this paper we observe amusing new connections between these various bootstrap branches: We will revisit the \textit{S-matrix bootstrap} for massive particles using a setup which is strongly inspired by the recent \textit{conformal bootstrap} bounds story and our results will make direct contact with both the \textit{integrable bootstrap} and the \textit{conformal bootstrap}.

In a massive, strongly coupled quantum field theory the position of the poles of the S-matrix elements encode the mass spectrum of the theory while the magnitude of the residues measure the various interaction strengths, i.e. couplings. We will start a program aimed at carving out the space of massive quantum field theories by trying to establish upper bounds on couplings given a fixed spectrum of masses (of both fundamental particles and their bound states). The physical intuition motivating the existence of such bounds is that as couplings become larger the binding energy of any associated bound states increases – that is, the bound state masses decrease and new bound-states may be pulled down from the continuum. Thus it is reasonable to expect that for a fixed spectrum the coupling cannot be arbitrarily large.

In this paper we systematically study these bounds in two dimensions where everything is simpler in the S-matrix world (the kinematical space simplifies significantly and crossing symmetry can be taken care of very explicitly). Not only do we find the above mentioned bounds but we also manage to identify known integrable theories which saturate the bounds.
Figure 1: The $2 \to 2$ S-matrix element. Time runs vertically in this figure. In two dimensions energy-momentum conservation implies there is only one independent Mandelstam variable such that $S = S(s)$ with $\sqrt{s}$ the centre of mass energy.

at special points. We hope these results will constitute the first steps in a general program aimed at extending the successful CFT bootstrap to massive QFT’s.

In a companion paper [7] we analyzed this problem from the conformal bootstrap point of view. There we put the massive QFTs in an Anti de Sitter box. This induces conformal theories living at the AdS boundary which we can numerically study by means of the conformal bootstrap. The spectrum of dimensions and structure constants of these conformal theories can be translated back to the spectrum of masses and couplings of the quantum field theory in the bulk. The analytic bounds described below by means of the S-matrix bootstrap turn out to beautifully match those from the conformal bootstrap numerics. This constitutes a non-trivial check both of the analytic results described here as well as the AdS construction proposed in [7] and the associated numerics.

2 Amplitude Bootstrap

Our main object of study will be the $2 \to 2$ S-matrix elements of a relativistic two dimensional quantum field theory. We will further focus on the elastic scattering process involving identical chargeless particles of mass $m$. For the most part, we shall take the external particles to be the lightest in the theory.²

Let us very briefly review a few important properties of this object, setting some notation along the way. A major kinematical simplification of $2 \to 2$ scattering in two dimensions is that there is only a single independent Mandelstam invariant. In particular, for scattering involving particles of identical masses there is zero momentum transfer as depicted in figure 1. If all external particles are identical, crossing symmetry which flips $t$ and $s$ simply translates into³

$$S(s) = S(4m^2 - s),$$

²Strictly speaking, what we shall use is that any two particle cut in the theory opens up after the two particle cut of the external particles in this S-matrix element. The $2 \to 2$ S-matrix element of the lightest particles is also free of Coleman-Thu singularities [8] (which render the analysis more involved and which will not be considered here). Sometimes, symmetry alone forbids such cuts or poles. In those case, the restriction to the lightest particle can be relaxed.

³Interchanging particles 3 and 4 leads to $t = 0$, $u = 4m^2 - s$ and the same amplitude $S(s)$. 
Figure 2: Analytic properties of the S-matrix element $S(s)$ for the scattering of the lightest particles of the theory. We have a cut starting at $s = 4m^2$ corresponding to the two particle production threshold. As implied by (1), we have another cut starting at $t = 4m^2$ (or $s = 0$) describing particle production in the $t$-channel process. The segment $s \in [0, 4m^2]$ between the two particle cuts is where most of the action takes place for us. It is here that poles corresponding to fundamental particles or their bound-states can appear as in (3). We distinguish $s$ and $t$ channel poles (solid and empty circles respectively) by the sign of their residues. When the external particles are not the lightest in the theory, we sometimes have more singularities such as further two particle cuts and/or Coleman-Thun poles.

while unitarity states that for physical momenta, i.e for centre of mass energy greater than $2m$, probability is conserved,

$$|S(s)|^2 \leq 1, \quad s > 4m^2. \quad (2)$$

We shall come back to this relation in more detail below, in section 2.2.

Finally, we have the analytic properties of $S(s)$ depicted in figure 2. Of particular importance for us are the S-matrix poles located between the two particle cuts. Such poles are associated to single-particle asymptotic states. Note that there is no conceptual difference between fundamental particles or bound-states here. We shall denote both as particles in what follows. The poles in $S$ always come in pairs as

$$S \simeq -J_j \frac{g_j^2}{s - m_j^2} \quad \text{and} \quad S \simeq -J_j \frac{g_j^2}{4m^2 - s - m_j^2}, \quad \left( J_j = \frac{m^4}{2m_j \sqrt{4m^2 - m_j^2}} \right) \quad (3)$$

corresponding to an $s$- or $t$-channel pole respectively. Here we normalize $g_j^2$ to be the residue in the invariant matrix element $T$ which differs from $S$ by the subtraction of the identity plus some simple Jacobians related to the normalization of delta functions in the connected versus disconnected components. This justifies the prefactors $J_j$ in (3).\footnote{We have $S \equiv 1 \times S(s) = 1 + i(2\pi)^2 \delta^{(2)}(P) T$. The contribution $1 = (2\pi)^2 4E_1 E_2 (\delta(\vec{k}_1 - \vec{k}_3)\delta(\vec{k}_2 - \vec{k}_4) + (\vec{k}_1 \leftrightarrow \vec{k}_2))$ represents the (disconnected) contribution of the free propagation while $T$ accounts for the connected contribution. Here we are denoting the spatial momentum as $\vec{k}$ even though it is just a number just to distinguish it from the 2-momentum $k$. Now, the delta function multiplying $T$ is the energy-momentum conservation delta function $\delta^{(2)}(P) = \delta^{(2)}(k_1 + k_2 - k_3 - k_4)$. On the support of the solution $\vec{k}_1 = \vec{k}_3, \vec{k}_2 = \vec{k}_4$ we have $4E_1 E_2 (\delta(\vec{k}_1 - \vec{k}_3)\delta(\vec{k}_2 - \vec{k}_4) + (\vec{k}_1 \leftrightarrow \vec{k}_2)) = 2\sqrt{s} \sqrt{s - 4m^2} \delta^{(2)}(P)$. This Jacobian...}
always clearly tell the difference between an s- or a t-channel pole: since in a unitary theory \( g_j^2 \) is positive, an s-channel pole has a negative residue (in s) while a t-channel pole has a positive residue.

This concludes the lightning review of two dimensional scattering. We now have all the ingredients necessary to state the problem considered in this paper. As input we have a fixed spectrum of stable particles of masses \( m_1 < m_2 < \cdots < m_N \) which can show up as poles in \( S(s) \). Note that by definition of stable asymptotic state (be it a bound-state or a fundamental particle) we have \( m_j < 2m \). Note also that \( m_1 \) might be equal to the mass \( m \) of the external particle itself – if the cubic coupling is non-vanishing – or not – such cubic coupling might be forbidden by a \( \mathbb{Z}_2 \) symmetry for instance. The question we ask is then what is the maximum possible value of the coupling to the lightest exchanged particle (i.e \( g_1 \)) compatible with such a spectrum,

\[
g_1^{\text{max}} \equiv \max_{\text{fixed } m_j} g_1 = ? \tag{4}
\]

Physically, we expect the right hand side to be less than infinity. After all, as we increase the coupling to \( m_1 \) we expect this to generate an attractive force mediated by the particle \( m_1 \) between the two external masses. At some point, this force is such that new bound states are bound to show up, thus invalidating the spectrum we took as input. This should then set a bound on \( g_1 \). This question bears strong resemblance with very similar questions recently posed in the conformal bootstrap approach mentioned above. There also we can put upper bounds on the OPE structure constants given a fixed spectra of scaling dimensions [9].

We will approach this simple problem from two complementary angles. First in section 2.1 we will combine numerics with dispersion relation arguments to find a numerical answer. In section 2.2 we present an analytic derivation of this bound exploring the power of analyticity and of two dimensional kinematics further.

### 2.1 Dispersion Relations and the Numerical Bootstrap

On the physical sheet the \( S \) matrix has singularities corresponding to physical processes but is otherwise an analytic function. Analyticity places strong constraints on \( S(s) \) which can be summarized in a so-called dispersion relation which relates the \( S \) matrix at any complex \( s \) to its values at the cuts and poles, see e.g. [4]. To set the notation and to specialize to two dimensions, we briefly recall the argument here. We start with the identity

\[
S(s) - S_\infty = \oint_\gamma \frac{dx}{2\pi i} \frac{S(x) - S_\infty}{x - s} \tag{5}
\]

where \( \gamma \) is a small counterclockwise contour around the point \( s \) away from any pole or cut. Now consider blowing the contour outward. For simplicity we assume that \( S(s) \) approaches a constant \( S_\infty \in [-1, 1] \) as \( s \to \infty \) although this restriction can easily be lifted by means of relating the \( \delta \)-functions results in the denominator in the definition of \( J_j \) in (3). The \( m^4 \) numerator is just dimensional analysis: it is there so that \( g_1 \) is dimensionless. In other words, as defined, \( g_1 \) is the coupling measured in units of the external mass.
Figure 3: Approximation of an arbitrary density with a linear spline. The red dashed line represents some unknown $\rho(x)$ which we approximate with the grey spline passing through the points $(\rho_n, x_n)$. Explicitly we have $\rho(x) \approx \rho_n \frac{(x-x_{n+1})}{(x_n-x_{n+1})} + \rho_{n+1} \frac{(x-x_n)}{(x_n+1-x_n)}$ for $x \in [x_n, x_{n+1}]$. We use this approximation up to some cutoff $x_M$ after which we assume the density decays as $\rho(x) \sim 1/x$. That is, we have $\rho(x) \approx \rho_M x_M / x$ for $x \geq x_M$ which allows us to explicitly integrate the tail from $x_M$ to $\infty$.

so-called subtractions.\(^5\) In this case we can drop the integration over the arcs at infinity so that we have only the integration around the poles and cuts giving

$$S(s) = S_\infty - \sum_j \mathcal{F}_j \left( \frac{g_j^2}{s - m_j^2} + \frac{g_j^2}{4m^2 - s - m_j^2} \right) + \int dx \rho(x) \left( \frac{1}{x-s} + \frac{1}{x-4m^2 + s} \right)$$  (6)

where we have defined the discontinuity $2\pi i \rho(s) \equiv S(s+i0) - S(s-i0)$ and we have further used the crossing equation (1) to replace the discontinuity across the t-channel cut in terms of the s-channel discontinuity.

Equation (6) is the sought after dispersion relation: it simultaneously encodes the analyticity constraints as well as the crossing condition and thus provides a concrete framework for addressing the question (4). In this form, the question becomes: what is the largest value of $g_1$ for which one can find $g_2, \ldots, g_N$ and $\rho(x)$ such that (2) is satisfied?

Let us describe a concrete numerical approach to this question. Denote by $\rho_n$ the value $\rho(x_n)$ where $x_n \in [4m^2, \infty)$. We can choose a set of $x_n$ and approximate $\rho(x)$ by a linear spline connecting the points $(x_n, \rho_n)$ as shown in figure 3. We can then analytically perform

\(^5\) The basic idea of the subtraction procedure is to start with an identity of the form $S(s) = \oint \frac{dz}{2\pi i} \frac{S(z)}{z-s} \prod_{a=1}^n \frac{z-x_a}{z-x_a}$ where $n = 1, 2, \ldots$ is the number of subtractions. As we blow up the contour, the integrand in the new identity is now more suppressed at large $x$ such that dropping the arc at infinity is safe for polynomially bounded amplitudes. In the end, this leads to similar albeit a bit more involved dispersion relations as compared to (6) below. We checked on a few examples that the numerics described below yield equivalent results with a few subtractions. More generally, assuming no essential singularity at $s = \infty$, we expect never to need more than $n = 1$ in two dimensions.
Figure 4: Maximum cubic coupling $g_{1}^{\text{max}}$ between the two external particles of mass $m$ and the exchanged particle of mass $m_1$. Here we consider the simplest possible spectrum where a single particle of mass $m_1$ shows up in the elastic S-matrix element describing the scattering process of two mass $m$ particles. The red dots are the numerical results. The solid line is an analytic curved guessed above (9) and derived in the next section. The blue (white) region corresponds to allowed (excluded) QFT’s for this simple spectrum.

the integral in (6) to obtain

$$S(s) \approx S_{\infty} - \sum_{j} J_j \left( \frac{g_j^2}{s - m_j^2} + \frac{g_j^2}{4m^2 - s - m_j^2} \right) + \sum_{a=1}^{M} \rho_a K_a(s)$$

where $K_a(s)$ are explicit functions of $s$ given in appendix A. Evaluating this expression at some value $s_0 > 4m^2$ and plugging it into equation (2) gives us a quadratic constraint in the space of variables $g_j^2$, $\rho_n$ and $S_{\infty}$. The space of solutions of the constraints is then the intersection of all these regions for all values of $s_0 > 4m^2$. It now suffices to start inside this region and move in the direction of increasing $g_1^2$ until we hit the boundary of the region and can move no more.

In practice, these numerics are simple enough that they can be performed in a few seconds in Mathematica using the built-in function FindMaximum which allows one to search for the maximum value of a function inside of some constraint region. For more details see appendix A.

To illustrate, consider the simplest possible example in which only a particle of mass $m_1$ couples to the external particle of mass $m$. In other words, we consider an S-matrix with a single s-channel pole whose residue we are trying to maximize. We can then follow the procedure outlined above to find the maximum value of the coupling $g_1^{\text{max}}$ for each value of $m_1/m$. The results are depicted in figures 4 and 5.

We can visualize this region as the intersection of many cylinders, given by equation (23), in a high dimensional space.
Figure 5: Result of numerics for (a) $m_1 = \sqrt{3}$ and (b) $m_1 = 1$. In both figures the green, orange and blue curves are $\text{Im}(S)$, $\text{Re}(S)$, $|S|$ respectively. Note that the blue curve is flat and equal to 1. In other words, the S-matrix that maximizes $g_1$ saturates unitarity at all values of $s > 4m^2$. The red dashed lines are real part, imaginary part and magnitude of the sine-Gordon S-matrix (9). In figure (a) the numerical results match perfectly with (9), while in figure (b) the numerics give precisely $(-1)$ times the sine-Gordon S-matrix as explained in the text.

The numerical results depicted in these plots reveal various interesting features. First, we have the spike in figure 4. It has a simple kinematical explanation. As $m_1 \to \sqrt{2}m$ the $s$- and $t$-channel poles in (6) collide and thus annihilate each other. As such we can no longer bound the residue at this point. The symmetry $g_1^{\text{max}}(m_1^2) = g_1^{\text{max}}(4m^2 - m_1^2)$ observed in the numerics is equally simple to understand. Each solution to the problem with $m_1 > \sqrt{2}m$ can be turned into a solution to the problem with $m_1 < \sqrt{2}m$ provided we re-interpret who is the $s$- and who is the $t$-channel pole which we can easily do if we multiply the full S-matrix by $-1$. The plots in figures 5 corroborate this viewpoint.

Another interesting regime is that where the exchanged particle is a weakly coupled bound-state of the external particles, that is $m_1 \simeq 2m$. As $m_1 \to 2m$ we see in the numerics that the maximum coupling vanishes. This is an intuitive result: only a small coupling can be compatible with this spectrum as a larger coupling would decrease the mass of the bound state. Note that this corner of our bounds can be studied using perturbation theory [23].

Finally, and most importantly, we observe in the plots in figure 5 that the numerical solutions for the $S$-matrices with the maximal residues actually saturate unitarity at all values of $s > 4m^2$. This observation has immediate implications. It implies the absence of $2 \to n$ particle production for any $n > 3$. After all,

$$|S_{2\to 2}(s)|^2 = 1 - \sum_{\text{other stuff } X} |S_{2\to X}(s)|^2, \quad s > 4m^2. \quad (8)$$

Absence of particle production is the landmark of integrable models. S-matrices which saturate unitarity often show up in the integrable bootstrap and can usually be determined analytically. When $m_1 > \sqrt{2}m$, for instance, there is a well known S-matrix obeying $|S(s)|^2 = 1$ for $s > 4m^2$ and with a single bound-state $s$-channel pole at $s = m_1^2$. It is the Sine-Gordon S-matrix describing the scattering of the lightest breathers in this theory; and the bound
state is the next-to-lightest breather. Explicitly, it reads $[11, 12]$

$$S_{SG}(s) = \frac{\sqrt{s\sqrt{4m^2 - s} + m_1\sqrt{4m^2 - m_1^2}}}{\sqrt{s\sqrt{4m^2 - s} - m_1\sqrt{4m^2 - m_1^2}}}. \quad (9)$$

The dashed lines in figure 5a correspond to the values of the real and imaginary parts of this analytic S-matrix. Clearly, it agrees perfectly with the numerics. Our claim is that there is no unitary relativistic quantum field theory in two dimensions whose S-matrix element for identical particles has a single bound-state pole at $s = m_1^2 > 2m^2$ and a bigger residue than that of the Sine-Gordon breather S-matrix.

Also, according to what we discussed above, we conclude (and cross-check in figure 5b) that the S-matrix with the maximum coupling $g_1^{\text{max}}$ and with a bound-state $m_1 < \sqrt{2}m$ is given by an S-matrix which differs from the Sine-Gorgon S-matrix by a mere minus sign, $S(s) = -S_{SG}(s)$. We do not know of any theory with this S-matrix.

In the next section we will explain that the phenomenon we encountered empirically here – i.e. saturation of unitarity – is actually generic and not merely a peculiarity of this simplest example with a single exchanged particle. This will open the door toward an analytic derivation of $g_1^{\text{max}}$ for any bound-state mass spectrum of $\{m_1/m, m_2/m, \ldots\}$.

### 2.2 Castillejo-Dalitz-Dyson factors and the Analytic Bootstrap

An important hint arose from the numerics of the last section: for the simplest possible mass spectrum (with a single s-channel pole), we found that the optimal S-matrix – leading to a maximum coupling $g_1^{\text{max}}$ – saturates unitarity at any $s > 4m^2$ (see the blue curves in figure 5). This simple example suggests that one should be able to borrow standard machinery from the integrable bootstrap literature to tackle this problem analytically. This is what we pursue in this section. Ultimately, this will lead to an analytic prediction for $g_1^{\text{max}}(m_1/m, \ldots)$ for an arbitrary spectrum of masses. Actually, our analysis will determine the full S-matrix element corresponding to this maximal coupling.

To proceed, it is convenient to change variables from $s$ to the usual hyperbolic rapidity $\theta$ with $s = 4m^2 \cosh^2(\theta/2)$. The mapping from $s$ to $\theta$ is shown in figure 6. The strip $\text{Im}(\theta) \in [0, \pi]$ covers the full physical s-plane of figure 2 and is thus called the physical strip. We recall in appendix B a few useful properties of this parametrization. In terms of $\theta$ we write crossing and unitarity as

$$S(\theta) = S(i\pi - \theta), \quad S(\theta + i0)S(-\theta + i0) = f(\theta), \quad (10)$$

Where $f$ is the right hand side of (8) which we do not know. We do know that, by definition, this absorption factor takes values in $f \in [0, 1]$ for physical momenta, that is for $\theta \in \mathbb{R}$. Now,
Figure 6: Mapping from $s$ to $\theta$. The map “opens” the cuts and rotates clockwise by $\pi/2$. The physical sheet of the $s$-plane is mapped to the strip $\text{Im}(\theta) \in [0, \pi]$ with $s = 0$ ($s = 4m^2$) mapping to $\theta = i\pi$ ($\theta = 0$).

A solution to (10) can always be written as

$$S(\theta) = S_{\text{CDD}}(\theta) \exp \left( -\int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi i \sinh(\theta - \theta' + i0)} \log f(\theta') \right)$$

where the exponential factor is a particular solution to (10) – known as the minimal solution – while $S_{\text{CDD}}(\theta)$ is a solution to (10) with $f = 1$. Note that the minimal solution has no poles (or zeros) in the physical strip; any poles (or zeros) are taken into account by $S_{\text{CDD}}$.

It is now rather straightforward to understand why the process of maximizing the coupling to the lightest exchanged particle leads to $S$-matrices which saturate unitarity, i.e. for which $f = 1$. Indeed, using the fact that $f$ is an even function, we can symmetrize the integral in the minimal solution to get

$$S(it) = S_{\text{CDD}}(it) \times \exp \left( \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi i} \frac{\sin(t) \cosh(\theta')}{\sinh(it - \theta')^2} \times \log f(\theta') \right).$$

in the segment $t \in [0, \pi]$ corresponding to $s \in [0, 4m^2]$ where the potential poles of the $S$-matrix lie. We see that the minimal solution always decreases the magnitude of the $S$-matrix in this segment unless $f = 1$. Therefore, if we are to maximize some residue in this region it is always optimal to set $f = 1$. This simple observation explains the saturation of unitarity observed experimentally in the last section and establishes it for any spectrum of poles.

Next we have the Castillejo-Dalitz-Dyson (CDD) term which solves the homogenous problem

$$S_{\text{CDD}}(\theta) = S_{\text{CDD}}(i\pi - \theta), \quad S_{\text{CDD}}(\theta)S_{\text{CDD}}(-\theta) = 1.$$  

There are infinitely many solutions to this homogenous problem which we can construct by multiplying any number of so-called CDD factors [24],

$$S_{\text{CDD}}(\theta) = \pm \prod_j [\alpha_j], \quad [\alpha] \equiv \frac{\sinh(\theta) + i \sin(\alpha)}{\sinh(\theta) - i \sin(\alpha)}.$$  

(14)
Figure 7: Panel (a) shows a CDD pole $[\pi/8]$ for $\theta$ purely imaginary between 0 and $i\pi$. Note that the magnitude of this factor is always greater or equal 1. Also note that it is positive between its $s$- and $t$-channel poles, while the tails of the function are negative. Panel (b) shows a CDD zero $[-\pi/8]$ in the same interval. The magnitude of this function in this interval is always less than or equal to 1.

Without loss of generality, we take $\alpha$ to be in the strip $\text{Re}(\alpha) \in [-\pi, \pi]$. Still, depending on its value these CDD factors $[\alpha]$ can represent very different physics. There are basically three different instances to consider:

Consider first the case when $\alpha$ is in the right half of the above mentioned strip, i.e. $\text{Re}(\alpha) \in [0, \pi]$. In this case the corresponding CDD factor will have a pole at $\theta = i\alpha$ in the physical strip. Because of locality such poles should always be located in the segment $s \in [0, 4m^2]$ corresponding to $\theta$ purely imaginary between 0 and $i\pi$. Therefore if $\alpha$ is in the right half of its strip, it ought to be purely real with $\alpha \in [0, \pi]$. In this case, the CDD factor $[\alpha]$ is referred to as a **CDD-pole**; an example is plotted in figure 7a. Clearly, these factors are very important. They are the only factors which give rise to poles in the $S$-matrix corresponding to stable asymptotic particles.

When $\alpha$ is in the left half of the above mentioned strip there are less physical constraints on its admissible values. The reason is that in this case the corresponding factor induces a pole at $\theta = i\alpha$ which is now no longer in the physical strip. Because of locality such poles should always be located in the segment $s \in [0, 4m^2]$ corresponding to $\theta$ purely imaginary between 0 and $i\pi$. Therefore if $\alpha$ is in the right half of its strip, it ought to be purely real with $\alpha \in [0, \pi]$. In this case, the CDD factor $[\alpha]$ is referred to as a **CDD-pole**; an example is plotted in figure 7a. Clearly, these factors are very important. They are the only factors which give rise to poles in the $S$-matrix corresponding to stable asymptotic particles.
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Figure 8: Panel (a) shows the behaviour of two types of CDD resonances for real $\theta$. The upper and lower plots show $[-\pi/2 + 10i]$ and $[-\pi/5 - 10i][-\pi/5 + 10i]$ respectively. The thick orange curve is the real part while the thin green curve is the imaginary part. Resonances can be added at very little cost. If some parameters are large, for example, their effect only shows up at very high energies nearly not affecting low energy physics. Panel (b) shows the behaviour of two resonance factors for $\theta$ purely imaginary between 0 and $i\pi$. The upper and lower panel show $[-\pi/2 + i]$ and $[-\pi/3 - i][-\pi/3 + i]$ respectively. In the former case the resonance factor is purely real in this interval while in the later case the product is real although the individual factors are not. Note that in this interval CDD resonances always have magnitude less than 1 and that each individual CDD resonances never changes sign.

Let us now discuss some general features of these three CDD factors which are relevant for our purposes. We see in figure 7a that a CDD-pole factor has magnitude greater than one at any point in the segment $\theta = [0, i\pi]$. On the other hand from figure 7b and 8 we see that CDD-zeros and CDD-resonances have magnitude always smaller or equal to one in this segment. As such, one may (incorrectly) conclude that the S-matrix which maximizes $g_1$ and is compatible with a given spectrum of asymptotic stable particles $\{m_1/m, m_2/m, \ldots\}$ is simply given by a product of CDD-poles, one for each stable particle.

This is too hasty for the simple reason that such a naive product of CDD-poles will generically have wrong signs for the corresponding residues contradicting (3). Hence, a more thoughtful conclusion is that while we can indeed discard any CDD-resonances, CDD-zeros are sometimes necessary. In contradistinction with the CDD-resonances and also with the minimal solution discussed above, CDD-zeros change sign in the segment $\theta = [0, i\pi]$ so we can – and must – use them to flip the wrong signs of any residues. The correct prescription is therefore to dress the product of CDD-poles by a potential overall sign plus a minimal amount of CDD-zeros such that the signs of all the residues come out right. The position of the CDD-zeros is then fixed such that $g_1$ is maximal. Appendix D contains the final outcome of this maximization problem for the most general mass spectrum. Rather than give a derivation of this general result, we find it is more useful to consider a few simple examples from which the general result follows as a natural extrapolation. To this end in
the next section we work out a few illustrative examples in full gory detail.

2.3 Analytic Bootstrap Examples

Let us begin with the simplest case in which there is a single particle with \( m_1 < 2m \). We wish to maximize the coupling for the process \( m + m \rightarrow m_1 \). This was the case considered in section 2.1 and for which the results of the numerics are given in figures 5 and 4. Since there is only a single bound state, we require only one pole and thus the solution is given by \( S = \pm [\alpha_1] \) where \( \alpha_1 \) is fixed by the condition

\[
m^2_j = 4 \cosh^2(i \alpha_j/2)
\]

and the \( \pm \) is fixed such that the residue of the \( s \)-channel pole is positive. This leads to \( S = [\alpha_1] \) for \( m_1 > \sqrt{2} \) and \( S = -[\alpha_1] \) for \( m_1 < \sqrt{2} \).

Now suppose we have two particles such that \( m_1 < m_2 < 2m \) and again we wish to maximize the coupling for the process \( m + m \rightarrow m_1 \). Clearly we should start with at least two CDD factors to accommodate bound-state poles at \( s = m_1^2 \) and \( s = m_2^2 \). However, the analysis is complicated by the requirement that the residues of these poles be positive since each individual CDD factor changes sign at its poles (see figure 7a). We must consider the four distinct configurations of \( s \)- and \( t \)-channel poles shown in figure 9a. First consider cases \( A \) and \( B \) which correspond to \( m_1 < \sqrt{2} < m_2 \). Here the solution is simply given by \( S = \pm [\alpha_1] [\alpha_2] \). Once the correct overall sign is selected, the sign of the residues of the poles work out since the poles alternate between \( s \) and \( t \) channel.

Now consider the case \( C \) in figure 9a which corresponds to \( \sqrt{2} < m_1 < m_2 \). Now a simple product of two CDD poles cannot have the correct signs for its residues. The signs alternate at each pole but we have two consecutive \( s \)-channel poles with no \( t \)-channel pole in between. To correct for this, we are forced to insert a CDD zero \( [\beta_2] \) between the two \( s \)-channel poles \( \alpha_2 < \beta_1 < \alpha_1 \). Such a factor also has a zero between the two \( t \)-channel poles since it is crossing symmetric. The precise position of this zero is then fixed by the condition that \( g_1^2 \) be maximized – i.e. we want to maximize the value of the CDD zero at the position \( \alpha_1 \). From figure 9b we see that this means we should move the zero as far away from \( \alpha_1 \) as possible. In particular, it implies that we should collide the zero with the pole at \( \alpha_2 \), thus decoupling that state from the scattering of the lightest particle. In other words, the optimal \( S \)-matrix is given by \( S = [\alpha_1] \) for \( \sqrt{2} < m_1 < m_2 \). Note that this does not contradict our assumption that there is a particle \( m_2 \) in the spectrum. Rather, it simply implies that the \( S \)-matrix that maximizes \( g_1 \) has no coupling to this asymptotic state (i.e. \( g_2 = 0 \)). Lastly, case \( D \) is related to \( C \) by reflection about \( \pi/2 \) so in that case we have \( S = -[\alpha_1] \). The final result of all this analysis is summarized in figure 10.

---

\(^9\)We fix the overall sign as follows. Notice from figure 7a that an individual CDD factor is positive between its poles and negative before and after – i.e. the tails of the CDD factors are always negative. Further, the pole of an individual CDD factor closest to \( i \pi \) has the form \( i (-1) \times \) (positive). Thus, for a general product of such factors the sign of the residue closest to \( i \pi \) has the form \( i (-1)^N \times \) (positive). If \( m_1^2 > 4 - m_2^2 \) this pole will be \( t \)-channel as in case \( A \) of figure 9a and since \( N = 2 \) we should choose the overall sign \( (-1) \). On the other hand when \( m_1^2 < 4 - m_2^2 \) the first pole is \( s \)-channel is in case \( B \) and thus we should choose the overall sign \( (+1) \). In general, configurations of poles which are related by reflection about \( \pi/2 \) have an \( S \)-matrix related by an overall sign.
Figure 9: Panel (a) shows the four possible configurations of poles for a spectrum \( m_1 < m_2 < 2m \) and no cubic coupling. Cases A and B correspond to \( m_1 < \sqrt{2} < m_2 \) the former with \( m_1^2 > 4 - m_2^2 \) and the latter with \( m_1^2 < 4 - m_2^2 \). Cases C and D correspond to \( \sqrt{2} < m_1 < m_2 \) and \( m_1 < m_2 < \sqrt{2} \) respectively. The residues of a product of CDD factors alternate between positive and negative since a CDD factor changes sign at each of its poles and nowhere else. Thus in case A and B we can arrange for (3) to be satisfied simply by fixing the overall sign of the S-matrix. Cases C and D cannot be repaired in this way. Instead we must multiply by a CDD zero in order to fix the signs. Panel (b) shows a CDD zero factor \([-\beta_1]\) with \( \alpha_2 < \beta_1 < \alpha_1 \) such that is changes sign between the two s-channel poles and also between the two t-channel poles. In this way the product \( \pm[\alpha_1][-\beta_1][\alpha_2] \) will have the correct residues (the overall sign can be then fixed as in cases A and B). The precise value of \( \beta_1 \) must then be fixed to maximize \( g_1^2 \) which is the residue at \( \alpha_1 \). We see that \([-\beta_1]\) grows monotonically as we shift the zero to the left toward \( \alpha_2 \). Optimizing then implies that we must collide this zero with the pole at \( \alpha_2 \).

The case \( N = 2 \) that we have just discussed demonstrates all the salient features of the general case. In particular for a set of masses \( m_1 < m_2 < \ldots < m_N < 2m \) corresponding to \( \{\alpha_1, \ldots, \alpha_N\} \) the optimizing \( S(s) \) will always be given by (14) where the product runs over a subset of the masses. The product is only over a subset because the collision of zeros and poles we observed in the \( N = 2 \) case is a feature present in the general solution. That is, whenever the poles do not alternate between s- and t-channel, we are forced to insert CDD zeros so that the residues obey (3). Maximizing with respect to the position of these zeros always forces them to collide with a pole, thus decoupling that state from the scattering process. Precisely which poles get canceled is explained in appendix D. Finally, the overall sign in (14) is fixed by considering whether the pole closest to \( i\pi \) is s- or t-channel. The end result of this analysis is formula (29) given in appendix D. As an application which will be relevant in the next section, in figure 11 we present the maximal coupling for the case \( m_1 = m \) (i.e. a cubic coupling \( m + m \rightarrow m \)) and generic \( m_2, m_3 \) satisfying \( m < m_2 < m_3 < 2m \). Finally, we have verified in all these cases that performing the numerics of section 2.1 for the various configuration of poles confirms the CDD solutions given above.

We will now conclude with some comments regarding the CDD solution (14). First we
Figure 10: Maximal coupling $g_1^{\text{max}}(m_1/m, m_2/m)$ for the spectrum $m_1 < m_2 < 2m$ and no cubic coupling. Each region corresponds to one of the four configurations of poles shown in figure 9a.

Note this solution (14) does not cover the full space of solutions of (13). If we allow for an essential singularity at $s = \infty$, then we can multiply (14) by

$$S_{\text{grav}}(s) = e^{il^2 s \sqrt{s(s-4)}} = e^{2i l^2 m^2 \sin \theta}$$

(16)

with an arbitrary parameter $l^2$. This solution, called a “gravitational dressing factor” was recently introduced in [14]. For our purposes we can rule out the possibility of such a factor since $S_{\text{grav}} \in [0, 1]$ in the segment $\theta = [0, i\pi]$ and thus will always decrease the value of $g_1$. We do not know any other solutions of (13) that could be used to increase the value of $g_1$.

Second, note that the general CDD solution (14) saturates unitarity ($|S_{\text{CDD}}| = 1$ for $\theta$ real) which implies the absence of particle production in the scattering $m + m$. As we have already mentioned in section 2.1 absence of particle production is an indication of integrability. Thus one may wonder if each point on the surfaces of figures 10 and 11 correspond to some integrable model. As we shall see in the next section, generic points in these plots can not correspond to integrable models without the addition of new particles into the spectrum. As
More generally, for \( m_1 = 1 \) and two other masses \( m_2, m_3 < 2 \) we get the optimal bound in figure 6. We have

\[
S_{\text{max \text{	extstyle m}_1 \text{ residue}}} = \begin{cases} 
- [\alpha_1] [\alpha_2] & \text{region A} \\
[\alpha_1] [\alpha_2] [\alpha_3] & \text{region B} \\
- [\alpha_1] [\alpha_3] & \text{region C} \\
[\alpha_1] [\alpha_3] & \text{region D} \\
- [\alpha_1] [\alpha_2] [\alpha_3] & \text{region E} \\
[\alpha_1] [\alpha_3] & \text{region F} \\
- [\alpha_1] & \text{region G}
\end{cases}
\]

\[
\log(g_{\text{max}}^1)^2 = \begin{cases} 
- [\alpha_1] [\alpha_2] & \text{region A} \\
[\alpha_1] [\alpha_2] [\alpha_3] & \text{region B} \\
- [\alpha_1] [\alpha_3] & \text{region C} \\
[\alpha_1] [\alpha_3] & \text{region D} \\
- [\alpha_1] [\alpha_2] [\alpha_3] & \text{region E} \\
[\alpha_1] [\alpha_3] & \text{region F} \\
- [\alpha_1] & \text{region G}
\end{cases}
\]

Figure 11: Maximal coupling \( g_{\text{max}}^1(m_2/m, m_3/m) \) for the spectrum \( m_1 = m \) (i.e. a cubic coupling \( m + m \rightarrow m \)) and generic \( m < m_2 < m_3 < 2m \).

such, for a fixed spectrum only very special points correspond to integrable theories.

Finally, let us now connect with the results of our companion paper [7]. There we introduced the two spectra designated as follows:

- Scenario I: \( S \) has a single pole corresponding to a particle of mass \( m < m_1 < 2m \) and then a gap until \( 2m \).

- Scenario II: \( S \) has a pole due to a cubic coupling (i.e. \( m_1 = m \)) and then a gap until a heavier particle at \( m_2 \). Between \( m_2 \) and \( 2m \) we place no restrictions on the spectrum.

Scenario I is clearly the \( N = 1 \) case considered above and which we also studied numerically in section 2.1 (see figures 4 and 5). Scenario II is slightly more subtle. It turns out that when \( m_2/m > \sqrt{3} \) it is equivalent to case A of the \( N = 2 \) example that we just considered in detail above (see figure 9a). This seems counterintuitive at first sight since in the example considered above we explicitly allow for only the \( m_1 = m \) and \( m_2 \) poles below \( 2m \), while
in Scenario II we impose no condition between \( m_2 \) and 2m. The equivalence is due to the fact that a CDD zero (when it must be added) will always cancel a pole. To see this, consider adding an additional s-channel pole above \( m_2 \). We see from 9a that this would mean that we have two consecutive s-channel poles so that we must insert a zero between them.\(^{10}\) Optimizing the position of this zero would then cancel the new pole that we just added! By the same argument poles corresponding to any number of particles heavier than \( m_2 \) would be canceled (so long as we do not allow for lighter particles which could produce t-channel poles above \( m_2 \)). Thus we see that there is no need to impose a restriction above \( m_2 \) – optimizing will always kill any poles corresponding to heavier particles. In figure 14 we compare the numerical results obtained for these two scenarios in [7] with analytical results obtained here. We see that the results obtained by these two very different means are in stunning agreement!

### 3 The Ising Model with Magnetic Field

Figures 10 and 11 are examples of bounds on couplings of a quantum field theory given some mass spectrum. An obvious question is whether there are interesting field theories saturating these bounds. Also, when the answer is no what can we do to lower the bounds further until the answer is yes?

In some regions of these plots we already know the answer to these questions. Take for example the \( (m_2/m)^2 = 4 \) section of figure 10. As \( m_2 \to 2m \) this particle enters the two-particle continuum thus disappearing from the spectrum. We are thus left with a single exchanged particle \( m_1 \). This was precisely the case discussed in the simple numerics example and depicted in figure 4. For any \( m_1 > \sqrt{2}m \) we do know of a theory which saturates this bound: it is the Sine-Gordon integrable theory when we identify \( m \) as the first breather and \( m_1 \) as the second breather.

What about the more general bounds in figures 10 and 11? All the optimal S-matrices which maximize \( g_1 \) saturate unitarity and thus admit no particle production. Do they correspond to proper S-matrices of good integrable quantum field theories with their respective mass spectra? We will now argue that the answer to this question is no.

As an example we will focus on region B in figure 11. That is we will focus on the space of theories where there are three stable particles: the lightest particle itself with \( m_1 = m \) and two other heavier particles with \( \sqrt{2}m_1 < m_2 < \sqrt{3}m_1 < m_3 < 2m_1 \).

In this region the S-matrix which maximizes \( g_1 \) is a simple product of three CDD factors,

\[
S(\theta) = \frac{\sinh(\theta) + i \sin(2\pi/3)}{\sinh(\theta) - i \sin(2\pi/3)} \times \frac{\sinh(\theta) + i \sin(\alpha_2)}{\sinh(\theta) - i \sin(\alpha_2)} \times \frac{\sinh(\theta) + i \sin(\alpha_3)}{\sinh(\theta) - i \sin(\alpha_3)}, \quad m_j = 2\cos(\alpha_j).
\]

\(^{10}\)We are in case A of figure 9a for \( m_2 \to \sqrt{3}m \) since \( m_1/m = 1 < \sqrt{2} < \sqrt{3} < m_2/m \) and \( m_1^2 > 4m^2 - m_2^2 \). Note that \( \theta = 0 \) corresponds to the threshold at \( s = 4m^2 \) so that in this case the pole closest to threshold is an s-channel pole.

18
We will now argue that in the region (17) of parameter space our bound should not be the strongest possible bound except at a single isolated point which we will identify with a well known and very interesting field theory.\textsuperscript{11} We will do this by observing some simple pathologies with (18) which are resolved once $\alpha_2$ and $\alpha_3$ take some particular values which we identify below.

To proceed we need to make three natural assumptions about a putative theory living in the boundary of our bounds for a fixed mass spectrum $\mathcal{M}$:

A1 The theory is integrable.\textsuperscript{12}

\textsuperscript{11}The reader fond of section titles probably guessed which one.
\textsuperscript{12}This is of course very natural since the $S$-matrices we found saturate unitarity and thus admit no particle
A2 The exchanged particle with mass $m_1 = m$ is really the same as the external particle, i.e. it is not just another particle in the theory with the same mass as the external particle.

A3 There are no other stable particles below the two particle threshold $2m_1$ other than those in $\mathcal{M}$.

In an integrable theory we can construct bound-state S-matrix elements from the fundamental S-matrix by fusion. If the stable particle shows up as a pole at $\theta = i\alpha_j$ in $S(\theta)$ then the S-matrix of this bound-state with the fundamental particle of mass $m$ can be built by scattering both its constituents [28],

$$S_{j^{th \text{ bs, fund}}}^{s}(\theta) = S(\theta + i\alpha_j/2)S(\theta - i\alpha_j/2).$$

(19)

This relation can be easily established starting with the $3 \to 3$ S-matrix which is factorized as a product of three two-body S-matrices. We can then take two of the three particles in the initial state and form a bound-state. This will then describe a scattering of that bound-state with the remaining fundamental particle. (Because the theory is integrable, the individual momenta in the out state are the same as in the in-state so automatically we will be fusing into another bound-state in the future.) In this fusion process one of the three S-matrices (the one involving the particles being fused into a bound-state) simplifies (it yields a single pole of which we extract the residue) leaving us with two S-matrices which are nothing but the right hand side of (19). We can also justify (19) in a more physical way as depicted in figure 13.

With the fusion property (19) following from assumption A1 we will now show that powerful constraints on the spectrum follow from assumptions A2 and A3.

If a theory has a cubic coupling and $m_1 = m$ shows up as a pole in the S-matrix then it can itself be thought of as a bound-state. That is, under the assumptions (1) and (2) above we conclude that we must have

$$S(\theta) = S(\theta + i\pi/3)S(\theta - i\pi/3).$$

(20)

This is an important self-consistency constraint. We can now plug the solution (18) in this relation. We observe that it is generically not satisfied. However, there is a line $\alpha_3(\alpha_2)$ or equivalently $m_3(m_2)$ where it holds. This is the thick black line in figure 12. Away from this black line we can already conclude that our bound is either not the optimal bound or some of the assumptions A1 or A2 (or both) should not hold.

Sticking to the black line and continuing with assumption (3) we can do even better. We can now construct the S-matrix element $S_{12}(\theta) = S(\theta + i\alpha_2/2)S(\theta - i\alpha_2/2)$ for the scattering $m_1 + m_2 \to m_1 + m_2$ involving the lightest and the next-to-lightest particles. We can then look at the poles of this S-matrix which will correspond to asymptotic particles of the theory. There is a point in the black line, marked with the blue dot in figure 12 where these poles correspond perfectly to the spectrum $\mathcal{M} = \{m_1(= m), m_2, m_3\}$. Namely production. Absence of particle production is of course a necessary condition for integrability. In most cases it is also a sufficient condition, see e.g. [13].
Figure 13: Suppose we take two (to be) constituents of a bound-state and throw them very slowly at each other so that they travel (almost) parallel to each other in space-time until they are close enough to feel each other and thus form the bound-state. Now suppose we want to scatter a fundamental particle with this bound-state as indicated on the left in this figure. This is how we would compute the left hand side of (19). In an integrable theory we can shift at will the position of the wave packet of this fundamental particle. So we can shift it far into the past such that it scatters instead with the constituents of the bound-state well before they were bound together as represented on the right. This leads to the right hand side of (19).

we find precisely three s-channel poles at \( s = m_1^2, m_2^2, m_3^2 < (2m_1)^2 \) which are the very same locations in the fundamental S-matrix \( S(\theta) \). However, as we move away from this blue point something bad happens. We see that the poles at \( s = m_1^2 \) and \( s = m_3^2 \) are as expected however the pole at \( m_2^2 \) shifts to a nearby position \( m_2' \). This would indicate the presence of a new particle not in \( \mathcal{M} \) with a mass close to that of \( m_2 \). This violates assumption A3.

Ultimately, only the blue dot in figure 12 which is located at

\[
m_2 = 2 \cos(\pi/5) m_1, \quad m_3 = 2 \cos(\pi/3) m_1,
\]

survives! We conclude that under the assumptions A1–A3 the maximal coupling in region B of figure 11 (which corresponds to masses satisfying (17)) should be lower than the one we found everywhere except perhaps at the blue point.\(^{13}\)

What about this blue dot? Is there a special integrable theory with these masses and an S-matrix given by (18)? Yes, it is the Scaling Ising model field theory with magnetic field \(^{16}\). This is a very interesting strongly coupled integrable theory with E8 symmetry which describes the massive flow away from the critical Ising model when perturbed by magnetic field (holding the temperature fixed at its critical value).\(^{14}\) Thus the CDD solution provides a sharp (i.e. as strong as possible) upper bound on \( g_1 \) for this value of the masses. In what follows we shall refer to the blue dot in figure 12 as the magnetic point.

\(^{13}\)Note that we can not exclude having other integrable theories living in the black line provided we accept more stable particles below threshold showing up in other S-matrix elements. We could also drop assumption A2 and conceive integrable theories where \( m_1 \) is not the same particle as the external one (despite having the same mass). If we keep assumption A3, the conclusion leading to the blue dot as a special isolated theory still holds.

\(^{14}\)This is perhaps not that surprising. After all, many of the conditions we just imposed are simple recast of standard integrable bootstrap logic as used, for instance, in \(^{16}\).
The thin blue line in figure 12 represent the variation of the masses of the stable particles $m_2$ and $m_3$ of the scaled Ising model as we move away from the magnetic point by shifting the Ising model temperature away from its critical value. The slope $\delta m_2/\delta m_3$ defining this line can be computed using so-called form factor perturbation theory as recalled in appendix C. As we change the temperature the corresponding field theory is no longer integrable (see [15] for a review of the scaling Ising model with temperature and magnetic field turned on). Particle creation shows up to linear order in the thermal deformation but since this same particle production only shows up quadratically on the right hand side of (8), its effect of the elastic component $S$ should be subleading. As such we expect that our bound for $g_1$ also captures the residue of the Scaled Ising model in the vicinity of the magnetic point. This is what we check in detail in appendix C.

A conclusion of the discussion above is that away from the magnetic point, the bound in figure 12 is not optimal. The obvious question is then how to improve it? One strategy would be to include other S-matrix elements into our analysis. In particular, it would be very interesting to consider the simplest absorptive components which are the inelastic $2 \rightarrow 2$ processes $m + m \rightarrow m + m_2$ and $m + m \rightarrow m_2 + m_2$. Their existence, away from the integrable magnetic point, will forbid us to saturate unitarity for $S(\theta)$ since they will show up in the right hand side of (8). By taking them into account we expect therefore to be able to improve our bound. As we add these components to our analysis, it would be formidable if a ridge-like feature passing the magnetic point represented by the blue dot would develop in figure 12. By moving along this ridge we would hopefully be moving along the non-integrable thermal deformation thus accessing the full Scaling Ising model with temperature and magnetic field. We are currently studying this problem and hope to report on progress in this direction in the near future.

In the CFT bootstrap, adding further components to the analysis proved to be a very powerful idea [10]. Hopefully the same will be true here. It would also be very interesting to consider multi-particle scattering such as $2 \rightarrow 3$ processes but these are kinematically more complicated and we did not dare explore them yet.

4 Discussion

Armed with the insights of the remarkable recent progress in the conformal bootstrap and with the well ironed technology of the integrable bootstrap, we revisited here the S-matrix bootstrap program. We found bounds on the maximal couplings in massive two dimensional quantum field theories with a given mass spectrum. We obtained these bounds numerically (see section 2.1) and analytically (see section 2.2) with perfect agreement between the two methods, see e.g. figure 4. These bounds also made contact with well known integrable theories. We found, for example, that there is no unitary relativistic quantum field theory in two dimensions whose S-matrix element for identical particles has a single bound-state pole at $s = m_1^2 > 2m^2$ and a bigger residue than that of the Sine-Gordon breather S-matrix.

In the companion paper [7] we attacked this problem from yet a different perspective.

\footnote{Exactly at the Ising magnetic point, these inelastic amplitudes vanish due to a remarkable cancellation between poles associated with on-shell exchanged particles and 1-loop Coleman-Thu poles [30]. This mechanism was also noticed in the context of the sine-gordon model [29].}
Figure 14: Maximal coupling $g_{\text{max}}$ for (a) a single exchanged particle of mass $m_1$ and (b) a particle of mass $m_1 = m$ plus an heavier particle of mass $m_2$. The solid blue lines are the analytic results of the two dimensional S-matrix bootstrap. These are nothing but the top right and top left slices of the more general figure 10. The black squares are the outcome of the one dimensional conformal bootstrap numerics from [7]. These numerics are obtained using SDPB in (a) and JuliBootS in (b) [25–27]. In either case, within the precision of the numerics, the agreement with the analytic result is striking. It is worth emphasizing that the solid curves are very non-trivial functions. The right-most branch of (b), for instance, corresponds to the analytic result $(g_{\text{max}}^2) = 12(x(6\sqrt{4-x^2} - \sqrt{3}x(x^2-4)) + 3\sqrt{3})/(x^4 - 4x^2 + 3)$ with $x = m_2/m$.

There, we considered a Gedanken experiment where we put massive ($D$-dimensional) quantum field theories into a (Anti-de Sitter fixed background) box. We can then study their landscape by analyzing the conformal theories they induce at the ($D-1$ dimensional) boundary of this space-time. This allows us to make use of well-developed numerical methods of the conformal bootstrap for putting bounds on conformal theory data which then translate into bounds on the flat space QFT data. An important difference with respect to previous works on conformal bootstrap is that this setup requires all conformal dimensions involved in the bootstrap to be very large. This is how we make sure the AdS box is large and the physics therein is equivalent to that in flat space. This poses significant technical challenges as discussed in detail in [7]. This method of extracting QFT bounds is very onerous and requires several hours of computer time whereas the numerical method described in this paper takes a few seconds. Beautifully, in the end, the two calculations match as illustrated in figure 14.\footnote{There is a slight difference in notation w.r.t. to that paper. Here we use $m$ for the external particle and $m_1, m_2, \ldots$ for the exchanged particles. In [7] we use $m_1$ for the external particle. For the exchanged particles we then use $m_2$ for the case corresponding to the left plot in figure 14 while we denote them as $m_1$ and $m_b$ in the case corresponding to the right plot in figure 14 where there is a cubic self-coupling.}

We find the agreement between the conformal bootstrap and the S-matrix bootstrap to be conceptually very interesting. (At least in the case at hand corresponding to $D = 2$) we observe that the $D-1$ dimensional conformal bootstrap knows about the $D$ dimensional massive S-matrix bootstrap. From an AdS/CFT-like intuition this is perhaps to be expected
since we can always put whatever we want into boxes. On the other hand, we still find it comforting albeit counterintuitive that we can learn about massive quantum field theories from conformal theories in one lower dimension.

There are two natural follow up directions to this work and [7]. One is to explore further the two dimensional world by including into the analysis S-matrix elements involving heavier particles. When these other components do not vanish, unitarity is not saturated and therefore we expect in this way to make contact with interesting non-integrable theories. One may learn, for example, about the full scaling Ising model with magnetic and temperature deformations as discussed at the end of section 3. The second promising direction would be to stick with the simplest S-matrix element involving identical lightest particles but move to higher dimensions. In both cases we no longer expect the luxury of analytic results as obtained here. The hope, however, is that proper generalizations of the numerical methods – both the S-matrix and the conformal bootstrap one – will survive.

From the conformal bootstrap point of view, either direction is straightforward although technically challenging. The technology for dealing with multiple correlators exists [10] and going to higher dimensions also does not pose any conceptual issues. In either case we can however expect the numerical computations to become even more demanding than for two-dimensional QFTs. From the perspective of the S-matrix bootstrap it seems simple to include amplitudes involving heavier particles. We are also optimistic about a similar analysis as the one of this paper but for higher-dimensional QFTs. We hope to report on progress in these directions in the near future.

In any case, it seems very fruitful to pursue the conformal and S-matrix bootstrap hand-in-hand. Both for the multiple correlator story as well as for higher dimensions, having a conformal bootstrap bound, even if it is numerically hard to get, would serve as an invaluable hint. Such lampposts are extremely valuable and may provide key insights to the S-matrix bootstrap which we believe can be extended to higher dimensions.

Note added: When we were about to submit this paper we found a surprisingly unknown 44 year old paper by Michael Creutz [31] which further refers to a 55 year old book chapter by Symanzik [32]. In this beautiful two page paper many of the results of this paper are derived in a rather elegant way. We rediscovered here various of the arguments present there. The relation to the conformal bootstrap and the connection to various known integrable models pointed out in our work seems novel and so does the numerical approach – which we believe can be extended to higher dimensions.
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\(^{17}\text{It seems like we are the first ones to cite it!}\)
A Numerics

In this appendix we give more details on the numerics described in section 2.1. We consider a grid \( \{x_0, x_1 \ldots x_M\} \) and measure everything in units of \( m \) so that \( x_0 = 4 \). Denote by \( \rho_n \) the value \( \rho(x_n) \) and approximate \( \rho(x) \) by a linear spline connecting the points \((x_n, \rho_n)\) as shown in figure 3. We can then perform the integrals in (6) analytically giving (7) with

\[
K_a(s) = \frac{(x_{a-1} - s) \log (x_{a-1} - s)}{x_{a-1} - x_a} + \frac{(x_{a+1} - s) \log (x_{a+1} - s)}{x_a - x_{a+1}} - \frac{(x_{a-1} - x_{a+1}) (x_a - s) \log (x_a - s)}{(x_{a-1} - x_a) (x_a - x_{a+1})}
\]

\[\quad + (s \to 4 - s), \]

with \( a = 1, 2, \ldots, M - 1 \) while for the last point of the grid

\[
K_M(s) = \frac{(x_{M-1} - s) \log (x_{M-1} - s)}{x_{M-1} - x_M} - \frac{x_M \log (x_M)}{s} + \frac{(x_{M-1} - x_M - s) (x_M - s) \log (x_M - s)}{s (x_{M-1} - x_M)} - 1
\]

\[\quad + (s \to 4 - s). \]

Note that for \( x > x_M \) we assume a tail of the form \( \rho(x) \sim \rho_M x_M / x \) which leads to the above result for \( K_M \).

We can now evaluate the approximate S-matrix (7) at a bunch of points with \( s \geq 4 \). It is convenient to evaluate on the gridpoints \( x_a \) themselves (although not necessary of course) so that we can make use of the identity

\[ \text{Im} S(x_a + i0) = \pi \rho_a. \]

This gives a set of \( M \) constraints

\[
[S_\infty - \sum_j J_j \left( \frac{g_j^2}{x_a - m_j^2} + \frac{g_j^2}{4m_j^2 - x_a - m_j^2} \right) + \sum_{n=1}^{M} \text{Re}[K_n(x_a)] \rho_n]^2 + (\pi \rho_a)^2 \leq 1 \tag{23}
\]

for \( a = 1, \ldots, M \). The goal is, for a given set of masses \( m_j \), to find the point in the space \( \{S_\infty, g_1, g_2, \ldots, g_N, \rho_1, \ldots, \rho_M\} \) such that \( g_1 \) is as big as possible and the constraints (23) are satisfied. This amounts to a standard problem in quadratic optimization and the Mathematica program \texttt{FindMaximum} is conveniently designed to carry out such a task. The attached notebook contains our implementation of this problem in Mathematica. There we implement

\[18\]Note that \( \text{Re}[K_n(x_a)] \) can be computed simply by replacing \( \log(\ldots) \to \log(\text{abs}(\ldots)) \) in the expressions for \( K_n(s) \).
Figure 15: Result of numerics for the spectrum $M = \{1, 1.6, 1.8\}$ compared with the expectation (18) and its near-threshold close-up (on the right). The green, orange and blue curves are $\text{Im}(S_{\text{num}})$, $\text{Re}(S_{\text{num}})$, $|S_{\text{num}}|$ where $S_{\text{num}}$ is (7) evaluated on the result of the numerics given in (24). The black dots indicate the points $(x_n, \rho_n)$; note that we use a grid which clusters points near threshold. The dashed red curves are the corresponding parts of the exact solution (18).

a function $\text{MaxCoupling}[M]$ which takes a spectrum $M$ as input and returns the maximum value of $g_1$ along with the corresponding values of the variables $g_j > 1$, $\rho_n$ and $S_\infty$. To illustrate with a typical example, the output of $\text{MaxCoupling}$ for $M = \{1, 16/10, 18/10\}$ (in units of $m$)

\[
\{g[1] \to 90.1938, g[2] \to 98.5414, g[3] \to 49.9688, S_\infty \to 1., \rho[1] \to -0.0106059, \rho[2] \to -0.0365801, \\
\rho[3] \to -0.0792579, \rho[4] \to -0.136035, \rho[5] \to -0.201675, \rho[6] \to -0.264856, \rho[7] \to -0.309091, \\
\rho[8] \to -0.314682, \rho[9] \to -0.265642, \rho[10] \to -0.159441, \rho[11] \to -0.011107, \rho[12] \to -0.14126, \\
\rho[13] \to 0.261091, \rho[14] \to 0.316077, \rho[15] \to 0.298462, \rho[16] \to 0.220909, \rho[17] \to 0.108434, \\
\rho[18] \to -0.0121623, \rho[19] \to -0.121235, \rho[20] \to -0.207034, \rho[21] \to -0.266571, \\
\rho[22] \to -0.301614, \rho[23] \to -0.316666, \rho[24] \to -0.316865, \rho[25] \to -0.306922, \rho[26] \to -0.290668, \\
\rho[27] \to -0.270967, \rho[28] \to -0.249832, \rho[29] \to -0.228599, \rho[30] \to -0.2081, \rho[31] \to -0.188812, \\
\rho[32] \to -0.170974, \rho[33] \to -0.154669, \rho[34] \to -0.139878, \rho[35] \to -0.126544, \rho[36] \to -0.114527, \\
\rho[37] \to -0.103793, \rho[38] \to -0.0940492, \rho[39] \to -0.0854934, \rho[40] \to -0.0773852\}
\]

Note that this is within the parameter range (17) which is the region plotted in figure 12 and also region B in figure 11. Thus we expect the S-matrix to be given by (18) with the values of $\alpha_j$ chosen according to $M$. We can see in figure 15 that our numerics agree perfectly with expectation.

B Hyperbolic Rapidity

In two dimensions, hyperbolic rapidities are a very useful parametrization of energy and momenta of relativistic particles. For two particles, for instance, we would write

\[
p_1^\mu = (E_1, \vec{p}_1) = (m_1 \cosh(\theta_1), m_1 \sinh(\theta_1)), \quad p_2^\mu = (E_2, \vec{p}_2) = (m_2 \cosh(\theta_2), m_2 \sinh(\theta_2)).
\]

In this parametrization consider the elastic scattering of these two particles. In the final state, conservation of energy and momentum imply that the final individual momenta are the same as the initial one, that is $p_3 = p_1$ and $p_4 = p_2$ so that there is no momentum
exchange \( u = (p_3 - p_1)^2 = 0 \). As for the other Mandelstam invariants we have
\[
\begin{align*}
    s &= (p_1 + p_2)^2 = m_1^2 + m_2^2 + 2m_1 m_2 \cosh(\theta), \\
    t &= (p_2 - p_3)^2 = m_1^2 + m_2^2 - 2m_1 m_2 \cosh(\theta),
\end{align*}
\]
where \( \theta = \theta_1 - \theta_2 \) is the difference of hyperbolic rapidities.

Note that these relativistic invariants are invariant under shifts of both rapidities. Indeed, boosts act as shifts of \( \theta_1 \) and \( \theta_2 \) such that \( \theta \) is invariant.

Note also that \( \theta \leftrightarrow i\pi - \theta \) is a crossing transformation which exchanges \( s \) and \( t \). This is also nicely seen directly in terms of the two vectors above. For instance, if we keep \( \theta_2 \) fixed and send \( \theta_1 \to i\pi - \theta_1 \) we get that \( p_1^\mu \to (\bar{E}_1, \bar{p}_1) \) as expected for a crossing transformation. This sends \( p_1 \) to the future and \( p_3 \) to the past.

The hyperbolic parametrization is also convenient when dealing with bound-states. Suppose for instance we form a bound-state out of two constituent particles with rapidities \( \theta \pm i\eta \) and mass \( m \). Then the total two-momenta of the bound-state would be
\[
\begin{align*}
    p_{\text{bound-state}} &= (m \cosh(\theta + i\eta) + m \cosh(\theta - i\eta), m \sinh(\theta + i\eta) + m \sinh(\theta - i\eta)) \\
    &= (m_{\text{bound-state}} \cosh(\theta), m_{\text{bound-state}} \sinh(\theta)), \tag{25}
\end{align*}
\]
where the bound-state mass
\[
    m_{\text{bound-state}} = 2m \cos(\eta). \tag{26}
\]
A necessary (but not sufficient) condition for such bound-states to form is the existence of a pole at \( \theta = 2i\eta \) in the S-matrix element \( S(\theta) \) describing the elastic process \( m + m \to m + m \).

Some theories have a cubic coupling and the particle of mass \( m \) can also be though of a bound-state of two particles of mass \( m \). In these cases \( \eta = \pi/3 \). The Ising field theory with magnetic field discussed in the main text is one such example.

### C Form Factor Expansion

The so called Scaled Ising Field Theory is a remarkable field theory, see [15] for a beautiful review. This theory describes the flow from the critical Ising model as we turn on magnetic field and temperature (measured as a deviation from its Curie value). When we turn on temperature only (without magnetic field) or magnetic field alone (without temperature) we end up with integrable theories. The first is that of free fermions while the second is Zamolodchikovs E8 theory [16]. We rediscovered this second special point in section 3 as the integrable theory with three stable particles of masses in the range (17) and whose cubic coupling to the lightest particle is maximal.

Away from these two Integrable points, the Scaled Ising Field Theory can be studied numerically, either from the lattice or using the so-called Truncated Conformal Space Approach [17–19]. We can also use Integrable Form Factor perturbation [20,21] theory to study small deformations away from the integrable points. Let us discuss briefly how our general bounds in figure 12 compare with this second analysis.

As we deform away from the E8 theory by turning on the temperature slightly the masses of the stable particles move. More precisely, we chose to measure everything in terms of the
mass of $m_1 = 1$ which is thus kept fixed but $m_2$ and $m_3$ will move. This is a slightly different point of view compared to what is typically taken in the literature – see e.g. [21] – where masses are measured in unit of magnetic field. In this convention all masses move as we deform away from the integrable point. The results (in this second notation) are given in equations (11) and (64) of [21]. Converting to our conventions we get therefore

$$
\frac{\delta m_2}{\delta m_3}\bigg|_{\text{here}} = \frac{\delta (m_2/m_1)}{\delta (m_3/m_1)}\bigg|_{\text{there}} = \frac{\delta m_2 - m_2/m_1 \delta m_1}{\delta m_3 - m_3/m_1 \delta m_1}\bigg|_{\text{there}} \simeq 1.57322. \quad (27)
$$

In the small thin blue line in figure 12 we marked this slope. We can now compute the slope of our bound for $g_1^{\max}$ along this blue line. We find

$$
\log(g_1) = 6.585891698 - 8.683281573 \delta m_2 + O\left(\delta m_2^2\right). \quad (28)
$$

This value must coincide with the variation of the coupling of the Scaled Ising model as we move away from this point or else we will violate our bound as we slightly increase or decrease the temperature. This is what we verified. It is a somehow involved check since extracting this residue from the form factor expansion is considerably harder than correcting the masses. Fortunately, attached to [21] is a long notebook with the four-particle form factor for the energy density operator. Using it we can construct the correction $\delta S(\theta)$ to the S-matrix. From it, we can read off the correction $\delta g_1$ to the cubic coupling to the lightest particle. In this way we obtain exactly the slope (28) (within the eleven digits of numerical precision of the notebook in [21]).

We further checked that the S-matrix as extracted from [21] is in fact still of CDD form to first order in the deformation. (In checking this it is important to shift $\theta$ appropriately as to preserve the standard relation $s(\theta)$ and thus maintain crossing in its usual form.) This is expected in fact since, as mentioned in the main text, particle production is produced to leading order in the deformation but this particle production shows up quadratically in the unitarity constraint thus only inducing absorption in the elastic S-matrix element to quadratic order.

## D Most General Optimal CDD solution

A given mass spectrum $\{m_1/m, \ldots, m_N/m\}$ leads to $2N$ poles between $\theta = 0$ and $\theta = i\pi$. They come in pairs (for the s-channel and the t-channel contribution) related by $\theta \leftrightarrow i\pi - \theta$ and thus it is enough to focus on the segment $[0, i\pi/2]$. We order the poles in this segment and denote them as $\theta_j = i\gamma_j$ with $0 < \gamma_1 < \gamma_2 < \cdots < \gamma_N < \pi/2$. (Needless to say, this ordering is not the same as the order $m_1 < m_2 < \cdots < m_N$.) To each pole $\gamma_j$ we associate a sign $\text{sgn}(j) = +1$ if this is an s-channel pole or $\text{sgn}(j) = -1$ for a t-channel pole. In this way, the set $\{(\gamma_1, \text{sgn}(1)), \ldots, (\gamma_N, \text{sgn}(N))\}$ encodes all the information about the mass spectrum. In terms of this useful notation, the optimal solution is simply

$$
S_{g_1^{\max}}(\theta) = \text{sgn}(1)(-1)^{N-1} \times \prod_{j=1}^{J-1} [\gamma_j]^{\frac{1-\text{sgn}(j)\text{sgn}(j+1)}{2}} \times [\gamma_J] \times \prod_{j=J+1}^{N} [\gamma_j]^{\frac{1-\text{sgn}(j)\text{sgn}(j)}{2}} \quad (29)
$$
where $\gamma_J$ is the pole associated to the lightest exchanged particle, that is $m_1^2 = 2m^2(1 + \text{sgn}(J) \cos(\gamma_J))$ or $m_1^2(4m^2 - m^2_1) = 4m^2 \sin^2(\gamma_J)$. In words, the optimal solution (29) carefully removes CDD-poles whenever the alternating pattern between s- and t-channel poles is not observed. This immediately guarantees that all signs come out right. The optimal residue $g_{1}^{\text{max}}$ can now be straightforwardly read from (3) and (29) as

$$
(g_{1}^{\text{max}})^2 = 16 \sin^2 \gamma_J \times \left(\Gamma_{1}^{\text{max}}\right)^2
$$

with

$$
\left(\Gamma_{1}^{\text{max}}\right)^2 = \sigma_1(-1)^{N-1} 2 \tan(\gamma_J) \prod_{j=1}^{J-1} \left(\frac{\sin \gamma_J + \sin \gamma_j}{\sin \gamma_J - \sin \gamma_j}\right)^{\frac{1-\sigma_j\sigma_{j+1}}{2}} \prod_{j=J+1}^{N} \left(\frac{\sin \gamma_J + \sin \gamma_j}{\sin \gamma_J - \sin \gamma_j}\right)^{\frac{1-\sigma_j\sigma_{j-1}}{2}}
$$

(31)

where we are using the shorthand $\sigma_j \equiv \text{sign}(j)$.
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