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With the prevailing use of smartphones and location-based services, vast amounts of trajectory data are collected and used for many applications. When trajectory data are sent to a third-party research institute for analytical applications, the privacy of users would be severely disclosed. For example, the relationship between users will be revealed from the correlation between trajectories. In this paper, we propose a method for releasing trajectory datasets without revealing correlation between trajectories, called RDPT. In RDPT, we first quantify the trajectory correlation and convert the problem of protecting trajectory correlations into reducing the trajectory similarities of users and preserving the utility of the perturbed trajectories. Based on the insight, we model a multi-objective optimization problem and solve the problem with the particle swarm optimization algorithm modified to satisfy differential privacy. Then we generate synthetic trajectories and the correlations between trajectories are reduced. We conduct extensive experiments on three real trajectory datasets. The experimental results show that RDPT achieves almost equivalent data utility to and better privacy than the existing methods.

1. Introduction

With the extensive use of smart mobile devices furnished with location-based applications, such as WeChat and Twitter, vast amounts of trajectory data are being collected by location-based service (LBS) providers. Trajectory data can be widely used in many analytical applications, such as intelligent transportation, smart cities, infectious disease surveillance and epidemiological investigations. When LBS providers want to know whether a traffic congestion or certain events will occur in a certain area in the future, they often send the trajectories to a third-party research institute for an offline analysis. However, the third-party research institute is not always trusted and is likely a potential adversary. Moreover, since trajectories are formed by users’ temporal and spatial behavior as well as their social relationships [1], the trajectories can reflect the features of users’ behaviors. For example, an adversary could infer the social relationships of a user by analyzing correlation between trajectories of users. If two trajectories are correlated and have many check-in points close or even coincident that indicates they often visit close or the same locations, the attacker could infer the users of the two trajectories are friends with high probability because the two users often have activities together. From the social relationships, the attacker can even infer the health status, habits of daily life and occupations of the users with a high probability [2]. Therefore, the privacy of users is seriously revealed.

There are many privacy-preserving methods for trajectories, and these approaches can be summarized into three categories: methods without considering protection correlation [3–5], mechanisms considering correlations within a single trajectory [6–8] and approaches considering the trajectory correlations [9–11]. For the previous two categories, correlation between trajectories is not taken into consideration in these methods, causing the
trajectories perturbed by these approaches to still face privacy leakage risks. There are also several researchers [9–11] who have proposed privacy-preserving mechanisms considering trajectory correlation. However, approaches in the literature [9, 10] are restricted to scenarios of publishing two trajectories. For example, these methods work well when two passengers in DiDi want to hide their trajectory correlation. However, there are more than two users in real social applications, so the number of trajectories published offline is usually greater than two. Moreover, even if we can reduce the correlation between any two trajectories in a dataset, there is still a risk that the correlations amongst three or over three real trajectories are not reduced. This would still reveal the privacy of those users. Under scenarios in which a large number of trajectories need to be released, the research in the literature [9, 10] is no longer effective. In addition, although Zhao et al. [11] proposed a location privacy-preserving mechanism considering trajectory correlation, their approach was derived from k-anonymity and cannot resist location inference attacks [12–14]. Therefore, even if the trajectories are perturbed by existing methods, the problem of privacy leakage caused by trajectory correlation still persists.

To solve the problem of privacy leakage caused by trajectory correlation when LBS providers release a large number of trajectories offline, we propose a method for releasing differential private trajectories, called RDPT. First, the continuous geographical space of real trajectories is discretized via an adaptive grid partition method. The continuous geographical space is divided into \( N \times N \) top-level cells, and the original location trajectories are converted into cell trajectories. For each top-level cell, to preserve the privacy when we divide each top-level cell into bottom-level cells, we add Laplacian noise [15] to the frequencies of locations in the top-level cell. Second, as the spatial distribution and frequencies of visiting to the top-level cells are important features for calculating correlation of trajectories, we extract the cell visit probability vector from each cell trajectory of a user. Then we quantify the trajectory correlation and convert the problem of protecting the trajectory correlation into reducing the similarity of each pair of obfuscated cell visit probability vectors and retaining the similarity between the real cell visit probability vector and the corresponding perturbed cell visit probability vector to preserve the utility of the perturbed trajectories. Based on this insight, we model a multi-objective optimization problem to find the balance between the security and data utility. By solving the problem with the particle swarm optimization algorithm [16], which is modified to satisfy differential privacy (PSO-DP), we obtain a perturbed cell visit probability vector for a cell trajectory of a user and reduce the correlations between the obfuscating trajectory of a user and the perturbed trajectories of other users. Finally, based on the perturbed cell visit probability vector, we generate a synthetic trajectory. Thus, the correlation between trajectories of users is reduced and the social relationship between users is protected.

To solve multi-objective optimization problem, there are generally several methods, such as derivative-based methods and evolutionary algorithms (EAs). Derivative-based methods are useful for solving problems with low dimensions, which are not suitable for our multi-objective optimization problem because our problem is complexity and high dimensions \( N^2 \). Conversely, EAs are widely used optimization methods that can effectively deal with complex problems. The genetic algorithm (GA) [17], particle swarm optimization algorithms (PSO) [16, 18–19] and differential evolution (DE) algorithms [20, 21] are widely used in the proposed EAs. However, these algorithms cannot be used directly to solve our problem. No matter what algorithms in literature [16, 18–21] are selected, we need to add noise into these algorithms to satisfy differential privacy because reading an original trajectory would lead to a potential privacy leakage. Furthermore, compared with GA and DE, PSO has a simpler principle and fewer parameters, and we need not process the crossover and mutation for the trajectories such as genetic algorithm with differential privacy [17], thus ensuring its efficiency in different situations. Moreover, since users usually interact with other users in social networking, the trajectory of a user is formed by the user’s social ties in LBS applications, which is similar to the idea of PSO. Therefore, we choose a classical PSO to solve our problem.

The difference between our PSO-DP and other multi-objective optimization algorithms is that we modify a classical PSO algorithm with exponential mechanism of differential privacy in selection procedure. When we select a local optimal particle, since we read a real trajectory we need add noise to preserve privacy. So, we select a particle as a local optimal particle according to the probabilities of local particles that are calculated by utility scores. Usually, the local optimal particle would be selected with higher probability, but we may or may not select the local optimal particle because of randomness. Thus, the privacy is preserved. To the best of our knowledge, this is the first work about PSO with differential privacy in trajectory privacy-preserving.

The main contributions of this paper are summarized as follows:

1. We propose a method of releasing differential private trajectory datasets i.e., RDPT. We firstly model the problem of reducing trajectory correlations between trajectories of users and retaining data utility as a multi-objective optimization problem. By solving the problem, we can synthesize trajectories for users.

2. We adapted a classical PSO algorithm to solve the modelled multi-objective optimization problem. By modifying the selection procedure of local optimal particles in each iteration to satisfy differential privacy, we obtain a PSO-DP algorithm and prove the security of PSO-DP.

3. We evaluate our method on three real datasets, five different metrics and two specific implementations of quantifying the trajectory correlation. The
experimental results demonstrate that our method achieves almost equivalent data utility to and better privacy than the existing methods.

The remainder of this paper is organized as follows. In section 2 we review the related work in the literature. We present preliminaries in section 3 and formally define the problem in section 4. In section 5 we give a detailed description of RDPT. We show the experimental results and detailed analysis in section 6. Finally, we conclude this paper in section 7.

2. Related Work

In this section we briefly review three existing categories of privacy protection methods for the trajectories. Then we analyze the evolutionary algorithm satisfying differential privacy.

Trajectory privacy protection methods without considering the relationship attacks and reidentification attacks while effective model to simultaneously deal with social relationships. In the literature [30], the authors presented an algorithm for protecting sensitive place visits in privacy-preserving trajectory publishing. By generalizing sensitive places using sensitive zones and distorting the sub-trajectories within the sensitive zones based on differential privacy, their method not only prevents leakages of sensitive place visits, but also preserves individual movement features. These privacy-preserving approaches for trajectories focus on sensitive information of locations and do not consider the privacy leakage caused by trajectory correlations contained in the trajectories.

Trajectory privacy protection methods considering correlations within a single trajectory. The spatiotemporal correlation contained in the trajectory data easily leads to the privacy leakage problem of the users [31]. Many researchers have proposed trajectory privacy-preserving methods considering the temporal and spatial correlation within a trajectory. He et al. proposed a differential private approach based on the spatiotemporal correlation in a trajectory, called DPT [6]. They first constructed a hierarchical index system to capture users' mobility features. They then constructed a prefix tree to represent the spatial transfer features between adjacent locations of trajectories and added Laplacian noise to the visit frequencies of each node in the prefix tree. Finally, the perturbed trajectory is synthesized according to the obfuscated prefix tree to protect the spatial correlation contained within the trajectory. In the literature [7], the authors presented a differential private method called TGM for publishing trajectories. In TGM, they partitioned the geographical space and constructed a prefix sequence graph to model the spatial transfer features between grids in trajectories. Then the trajectories were iteratively synthesized using an exponential mechanism. Gursoy et al. [8] proposed a differentially private trajectory synthesis method. They extracted the Markov transition matrix, trajectory length probability distribution and journey probability distribution, and obfuscated the three features by the Laplacian mechanism. During the synthesis of trajectories, the trajectories were processed considering against Bayesian attacks, area (sub trajectory) sniffing attacks and abnormal location leakage attacks. These methods only consider spatiotemporal correlations within a single trajectory, and still do not focus on the trajectory correlation between different trajectories, which could still cause serious privacy leakage.

Trajectory privacy protection methods with correlation between different trajectories. Ou et al. [9] proposed a trajectory publication mechanism based on a hidden Markov model (HMM) to protect the correlation between trajectories. Similarly, in [10] the authors proposed an n-body Laplace framework. Then, under the framework, they presented two privacy protection methods for two types of data utilities. However, these methods are restricted to the scenario of releasing two trajectories and cannot provide an efficient privacy protection when publishing a large number of trajectories offline. To ease the social relationship attacks caused by trajectory correlation, Zhao et al. designed an effective model to simultaneously deal with social relationship attacks and reidentification attacks while
maintaining a high data utility [11]. In their model, they proposed a sliding-window algorithm that is a variant of K-anonymity, i.e., $K^m$-anonymity. The $K^m$-anonymity generates anonymized trajectories according to the social-aware distance, which concerns both the spatiotemporal distance and the social proximity. Moreover, the $K^m$-anonymity processes the anonymity with sub-trajectories in an $m$-length window instead of the entirety of the trajectories. However, the $K^m$-anonymity approach only satisfies k-anonymity and cannot resist homogeneous attacks or location inference attacks [12–14].

We summarize the three category works about privacy-preserving approaches in Table 1.

Evolutionary algorithm satisfying differential privacy. Evolutionary algorithms are widely used to solve multi-objective optimization problems. There are few works on the application of evolutionary algorithms in privacy protection. In [17], Zhang et al. proposed PrivGene, a differentially private model fitting task using genetic algorithms. They modified the genetic algorithm and proposed a differential private version of the genetic algorithm. In PrivGene, the authors use an exponential mechanism to select parent individuals for crossing and mutation, thus enhancing the security of the selection process.

3. Preliminaries

In this section, we introduce the basic concepts, including differential privacy, global sensitivity, and particle swarm optimization.

Definition 1 (Trajectory). A trajectory $T$ is a time-series sequence of tuples (location, time), i.e., $T = \{(\ell_1, t_1), (\ell_2, t_2), \ldots, (\ell_L, t_L)\}$, where $\ell_i$ is a location consisting of latitude and longitude, $t_i$ is the moment when location $\ell_i$ is generated, and $L$ is the number of locations in trajectory $T$.

Definition 2 (Neighbor datasets). Suppose $D_1$ and $D_2$ are two datasets. $D_1$ and $D_2$ are neighbor datasets if and only if $D_1 = D_2 \cup \{R\}$ or $D_2 = D_1 \cup \{R\}$, where $R$ is a record in a dataset.

Definition 3 (Differential Privacy). Let $A$ be a privacy protection mechanism, $O$ be any output of $A$, and $D_1$ and $D_2$ be neighbor datasets. $A$ will satisfy $\epsilon$-differential privacy if we have:

$$\Pr(A(D_1) = O) \leq e^\epsilon \cdot \Pr(A(D_2) = O).$$

Definition 4 (Global sensitivity). Global sensitivity indicates the maximum difference of two query results over neighboring datasets. Suppose $Q$ is a query function, the definition of global sensitivity is:

$$\Delta Q = \max_{D_1, D_2} \| Q(D_1) - Q(D_2) \| .$$

There are two widely used mechanisms for achieving differential privacy, i.e., the Laplace mechanism [15] and the exponential mechanism [32]. The Laplace mechanism is suitable for perturbing numerical query results, and the exponential mechanism is suitable for perturbing non-numerical query results. We use the Laplace mechanism and exponential mechanism in RDPT.

There are two common properties in differential privacy. The first property is sequential composition, indicating that a sequence of computations where each provides differential privacy in isolation also provides differential privacy in sequence, but the privacy budget $\epsilon$ is accumulated. The second property is parallel composition, meaning that if the sequence of computations is performed on disjoint databases, then the privacy budget is not accumulated additively, but rather determined by the worst privacy guarantees of all computations. The following definitions formally describe these two properties.

Definition 5 (Sequential Composition). Suppose an algorithm $A$ runs $n$ randomized algorithms: $A_1; A_2; \ldots; A_n$, and each $A_i (1 \leq i \leq n)$ satisfies $\epsilon_i$-differential privacy. When publishing the output $A$ that runs over a dataset $D$ in sequence: $A(D) = (A_1(D), A_2(D), \ldots, A_n(D))$, $A$ satisfies $\sum_{i=1}^{n} \epsilon_i$-differential privacy.

Definition 6 (Parallel Composition). Suppose an algorithm $A$ runs $n$ randomized algorithms: $A_1; A_2; \ldots; A_n$, and each $A_i (1 \leq i \leq n)$ satisfies $\epsilon_i$-differential privacy. When publishing the output $A$ that runs over disjoint datasets $D_i$ for $A_i$: $A(D) = (A_1(D_1), A_2(D_2), \ldots, A_n(D_n))$, and $D = D_1 \cup D_2 \cup \ldots \cup D_n$, $A$ satisfies $\max_{i} \epsilon_i$-differential privacy.

Particle Swarm Optimization (PSO). PSO is an evolutionary algorithm [16]. In PSO, each particle searches for the optimal solution as an extremum relative to the objective. The optimal individual extremum in the swarm is considered to be the current global optimal solution. Then, each particle adjusts its speed and position based on its extremum and the global optimal solution. The above process is iterated many times until PSO is convergent. Then the current global optimal solution is the final solution of a given optimization problem.

4. The problem

Attack hypothesis: Suppose a third-party research institute obtains a trajectory dataset for analysis applications. Since the third-party institute is not always trusted and is likely a potential adversary, if the data owners had not perturbed the trajectories before they released the trajectory dataset online, the adversary could have extracted the correlations from the trajectories, and the social ties among users or other privacy would be revealed. Therefore, in this paper, we will suppose the adversary can obtain the following information.

(1) A published trajectory dataset $D' = \{T'_i | i \in [1, N']\}$, where $T'_i$ is a perturbed trajectory and $N'$ is the number of trajectories.
(2) A user set \( U = \{u_i \mid i \in [1, N']\} \) corresponding to \( D' \), where for any user \( u \in U \) there is only one trajectory \( T^C_u \in D' \).

(3) Quantification of the trajectory correlation and the trajectory privacy-preserving method in this paper.

Our goal is as follows: given a real trajectory dataset, we perturb the dataset to reduce the trajectory correlation between a trajectory and other trajectories to the greatest extent possible, while ensuring a high data utility. Even if the adversary obtains the perturbed dataset, the quantification method of the trajectory correlation and the privacy-preserving approach, the adversary still cannot infer the social relationship between users. In a word, we can protect as much privacy of individuals as possible while maintaining a high data utility.

5. Releasing correlated trajectory datasets

5.1. The overview. Before describing RDPT in detail, we provide a high-level description of our approach. Suppose that the overall privacy budget consumed by RDPT is \( \varepsilon = \varepsilon_1 + \varepsilon_2 \). There are the following three steps in RDPT:

Step 1. We divide the geographical space of \( D \) into \( N^2 \) identical cells and obtain a grid \( G \) via an adaptive grid partition method. Then the trajectory \( T_u \) in \( D \) is converted from location mode into cell mode, i.e., a cell trajectory \( T^C_u \), and the dataset \( D^C \) is obtained for cell trajectories. Then the cell visit probability vectors are extracted from the cell trajectories \( D^C \), and we can quantify the trajectory correlation using the \( N^2 \)-dimensional cell visit probability vectors. For each cell in grid \( G \), we add Laplacian noise into the density for locations in the top-level cell for all trajectories when we divide the cell (in the following, we call the cell a top-level cell) into bottom-level cells. The density for locations in a top-level cell for a trajectory is calculated by the density for locations in the top-level cell for all trajectories. Then we divide the cell (in the following, we call the cell a top-level cell) into bottom-level cells. The privacy budget consumed in this step is \( \varepsilon_1 \), and the bottom-level cells will be used in step 3 for synthesizing the final trajectory.

Step 2. According to the quantification method of the trajectory correlation and the cell visit probability vectors, in order to reduce the correlation of \( T^C_u \) and other perturbed cell trajectories, and to preserve the utility of the dataset as much as possible, we model a multi-objective optimization problem. Then we solve the problem via a particle swarm optimization algorithm modified by an exponential mechanism and obtain a perturbed cell visit probability vector for \( T^C_u \). The privacy budget consumed in this step is \( \varepsilon_2 \).

Step 3. According to the perturbed cell visit probability vector, and the bottom-level cells (in which Laplacian noise is added when the top-level cells are divided into bottom-level cells), we generate a synthetic trajectory of the location mode for the trajectory \( T_u \).

After all the trajectories in the dataset \( D \) are processed one by one according to step 2 and step 3, we can obtain a perturbed dataset \( D' \).

5.2. Adaptive Grid Partition and Quantification of Trajectory Correlation

5.2.1. Adaptive Grid Partition. It is difficult for us to generate the location visit probability vectors in the same dimension from the original location dataset \( D \). Therefore, we divide the geographic space of \( D \) into \( N^2 \) identical cells and obtain the grid space \( G = \{C_1, C_2, \ldots, C_{N^2}\} \). We call a cell in \( G \) a top-level cell. Then, each trajectory \( T_u \) for user \( u \) in \( D \) is converted into a cell trajectory \( T^C_u \) for user \( u \) in \( D \). We can suppose the number of locations in \( T_u \) is \( L \). Then, the geographic space of \( D \) is discretized, and the original dataset \( D \) is converted into a set of trajectories in cell mode \( D^C \). We have following definitions.

Definition 7 (Cell trajectory). For \( N \times N \) partition over the geographic space in \( D \), we have a grid space \( G = \{C_1, C_2, \ldots, C_{N^2}\} \). For an original trajectory in location mode \( T = \{(\ell_1, t_1), (\ell_2, t_2), \ldots, (\ell_L, t_L)\} \) (the number of locations in \( T \) is \( L \)), if \( \ell_1 \) is in cell \( C_1 \), and \( \ell_2 \) is in cell \( C_{j_1} \), \( \ell_3 \) is in cell \( C_{j_2} \), \( \ell_L \) is in cell \( C_{j_L} \), then we have a trajectory in cell mode \( T^C = \{(C_1, t_1), (C_{j_1}, t_2), \ldots, (C_{j_L}, t_L)\} \). We call \( T^C \) a cell trajectory.
We improve the adaptive grid partition method in the literature [8]. Suppose that the total number of locations in a top-level cell for a dataset \( D \) is \( X \). Intuitively, a large \( X \) would lead to many bottom-level cells. However, in extreme cases, if all of the \( X \) locations occur in one place (or several near places), then all locations would be in exactly one bottom-level cell, which means that there is no location in other bottom-level cells, thus resulting in too many useless bottom-level cells and affecting the efficiency of trajectory synthesis in the last step. Therefore, both the diversity and the number of locations need to be considered when constructing the query function for bottom-level cell partitioning. Therefore, after we divide \( D \) into \( N^2 \) top-level cells, for each top-level cell \( C_i \), we count the sum of normalized number of locations in that cell for all cell trajectories as follows:

\[
q(C_i) = \sum_{j \in D^C} \frac{f_{C_i,TC}^{C_i,TC}}{\left| T^C_j \right|},
\]

(3)

where \( f_{C_i,TC}^{C_i,TC} \) is the number of different locations inside the top-level cell \( C_i \) for a cell trajectory \( T^C_j \) corresponding to original trajectory \( T_j \); \( \left| T^C_j \right| \) is the number of locations in \( T^C_j \), and \( q(C_i) \) is the density of locations in the top-level cell \( C_i \) for cell trajectories in \( D^C \).

\( q(C_i) \) is used for the adaptive partition of cell \( C_i \). To enhance the security of adaptive grid partitioning, we add Laplacian noise to \( q(C_i) \) to obtain a stochastic partition for the bottom-level cells. The important parameter for Laplacian noise is global sensitivity. Then we have the following theorem.

**Theorem 1.** The global sensitivity of the query \( q(C_i) \) is 1.

**Proof.** Suppose that the neighboring datasets for the query are \( D^C_1 \) and \( D^C_2 = D^C_1 \cup \{ T^C \} \), where \( T^C \) is a cell trajectory. Then we have the following deduction.

\[
\Delta q = \max_{D_1, D_2} \left\| q(D_2) - q(D_1) \right\|_1,
\]

\[= \max \left( \sum_{T_j \in D_1} f_{C,TC}^{C,TC} \left| T^C_j \right| - \sum_{T_j \in D_2} f_{C,TC}^{C,TC} \left| T^C_j \right|, \right),
\]

\[= \max \left( \sum_{T_j \in D_1} f_{C,TC}^{C,TC} \left| T^C_j \right| + f_{C,TC}^{C,TC} \left| T^C_j \right| - \sum_{T_j \in D_2} f_{C,TC}^{C,TC} \left| T^C_j \right|, \right),
\]

\[= \max \left( \frac{f_{C,TC}^{C,TC} \left| T^C_j \right|}{\left| T^C_j \right|} \right) \leq 1.\]

According to Definition 4, the global sensitivity of the query \( q(C_i) \) is 1.

Therefore, it suffices to add \( \text{Lap}(1/\epsilon_1) \) noise to each query answer to obtain the noisy answers \( \tilde{q}(C_i) = q(C_i) + \text{Lap}(1/\epsilon_1) \), where \( \epsilon_1 \) is the privacy budget. Then, each top-level cell \( C_i \) is further divided into \( B^C_i \) bottom-level cells according to \( \tilde{q}(C_i) \), where \( B_i \) is proportional to \( \tilde{q}(C_i) \). \( B_i \) is the same as that in the literature [8], i.e., \( B_i = \left[ \frac{\tilde{q}(C_i)}{N' \times \epsilon_i} \right] \), where \( N' \) is the number of trajectories in \( D^C \).

5.2.2. **Quantifying Trajectory Correlation.** Quantifying trajectory correlation is a fundamental problem. There are three categories of methods: extraction of features from original check-in data [10, 33, 34], machine learning [35, 36], and statistical information of trajectories [31, 37]. The first category of methods has limitations: the lengths of different trajectories are different, and we need to preprocess the trajectories via interpolation to align the trajectories. Then, unnecessary errors are introduced in quantifying the trajectory correlation. In addition, these methods have strict requirements on length of trajectories, for instance, the length of trajectory cannot be too long. For the second category, the time cost is too massive to be suitable for applications in which the trajectory correlation needs to be computed many times. Conversely, the methods based on statistical information of trajectories consume less time and are more efficient, which is proportional to trajectory length or to the number of top-level cells. For our problem, the frequencies of visiting locations in the top-level cells are important for a trajectory, and the sequence of cells would describe the space distribution feature and transitions amongst check-ins within the trajectory. Then, we use cell visit probability vector of a trajectory as the statistical information to describe the feature of a trajectory. In addition, we can align the trajectories in top-level cells by the adaptive grid partition. Therefore, we compute the trajectory correlation using the third category of method, and the statistical information we use in RDPT is the cell visit probability vector of a trajectory.

**Definition 8** (The cell visit probability vector). After we partitioned the geographic space of a trajectory dataset \( D \) to \( N \times N \) identical cells, for a cell trajectory \( T^C \), we define a cell visit probability vector \( p^C \) which is a \( N \times N \)-dimension vector. The \( k \)-th component of \( p^C \) is then calculated as follows: for a cell \( C_k \), if \( T^C \) has \( X \) locations within \( C_k \) and the number of locations in \( T^C \) (or the length of \( T^C \)) is \( L \), then the \( k \)-th component of \( p^C \) is \( p^C[k] = X/L \).

**Definition 9** (Trajectory Correlation). The trajectory correlation \( S \) is a measure of the correlation between two trajectories. Suppose \( p^C_i \) and \( p^C_j \) are two cell visit probability vectors of two trajectories \( T^C_i \) and \( T^C_j \), respectively, and a function sim is a type of method calculating the vector similarity. We define \( S \) as follows:

\[
S(T^C_i, T^C_j) = \text{sim}(p^C_i, p^C_j).
\]

(5)

There are many common implementations for calculating the similarity between vectors, such as cosine similarity and Pearson correlation coefficient. Therefore, our method can be applied to different specific implementations of trajectory correlation.

5.3. **Modeling a multi-objective optimization problem.** From this subsection, we will describe the second step in RDPT. We first model a multi-objective optimization
integrate the cell visit probability vector \( T_u^{C, \text{syn}} \) for user \( u \) to \( T_u^{C, \text{act}} \) and reduce trajectory correlations between cell visit probability vector \( T_u^{C, \text{syn}} \) and the perturbed cell visit probability vectors of other users.

When we perturb the trajectories in the real dataset \( D \) and obtain a perturbed dataset \( D' \), we need to ensure a high data utility and security for \( D' \). Therefore, for the cell trajectory \( T_u^{C, \text{syn}} \) being perturbed, we should reach two goals: (1) \( T_u^{C, \text{syn}} \) should have a high similarity with the real cell visit probability vector of \( T_u^{C, \text{act}} \) to maintain data utility; and (2) \( T_u^{C, \text{syn}} \) should have a low similarity with the perturbed cell visit probability vectors of cell trajectories of other users to preserve privacy. Then, we can model the two goals in the following two objective functions:

\[
\begin{align*}
O(P^C, P_u^{C, \text{act}}) &= \text{sim}(P_u^{C, \text{act}}, P^C), \\
O'(P^C, \Psi) &= \frac{1}{\sum_{v \in \Psi} \text{sim}(P_v^{C, \text{syn}}, P^C)},
\end{align*}
\]

where \( P^C \) is a \( N^2 \)-dimensional vector to be solved, \( P_u^{C, \text{act}} \) is the cell visit probability vector of real cell trajectory \( T_u^{C, \text{act}} \), and \( \Psi = \{ P_v^{C, \text{syn}} | v \neq u \} \) denotes the set of perturbed cell visit probability vectors of trajectories for other users. By solving the extremum for two functions in formula (6), we can obtain a solution \( P^C \) that is the perturbed cell visit probability vector \( P_u^{C, \text{syn}} \) corresponding to \( T_u^{C, \text{act}} \).

Since \( P^C \) is a cell visit probability vector, the sum of all dimensions in \( P^C \) is equal to 1. Formula (6) has following constraint:

\[
\sum_{k=0}^{N^2-1} P^C[k] = 1. \tag{7}
\]

To preserve data utility, we restrict the lower bound and upper bound of each dimension in \( P^C \). If a cell in a real cell trajectory \( T_u^{C, \text{act}} \) in time slot \( i \) is \( C_j \), the actual scope of activities for a user \( u \) is within \( C_j \) and the adjacent eight cells of \( C_j \). Therefore, if \( C_j \) is perturbed to its 9 adjacent cells (excluding \( C_j \) itself) while solving the multi-objective optimization problem in formula (6), the data utility for the trajectory of the user \( u \) will not be largely lost. We can calculate the maximum count of locations from the 9 adjacent cells of \( C_j \), and the count is divided by the number of locations in \( T_u^{C, \text{act}} \). Then the \( j \)-th component of upper bound vector \( U' \) of \( P^C \) for \( C_j \) is obtained. Therefore, after traversing each top-level cell \( C_j \) (1 \( \leq i \leq N^2 \)) corresponding to each cell in trajectory \( T_u^{C, \text{act}} \), we obtain the upper bound vector \( U' \) for each dimension of \( P^C \), where the lower bound vector of \( P^C \) is a zero vector.

We choose particle swarm optimization algorithm (PSO) to solve the problem in formula (6). Since a particle is the basic object in the iterative process of PSO, we need to integrate the cell visit probability vector \( P^C \) into a particle. We will have following definition for a particle.

**Definition 10 (Particle).** A particle is a four-tuple \( W = (P^C, V, \Lambda, F) \), where \( P^C \) is the cell visit probability vector to be solved, \( P^C \) denotes the position vector of a particle, \( V \) is the speed vector of a particle, \( F \) is the utility score function of a particle, which is determined by objective functions in formula (6), and \( \Lambda \) is the degree of violation of constraint:

\[
\Lambda = \left(1 - \sum_{k=0}^{N^2-1} P^C[k]\right). \tag{8}
\]

The particle swarm optimization algorithm with a linearly decreasing inertia weight (PSO-IW) in the literature [16] is a commonly used version. The \( C \)-th round iteration of PSO-IW has two important steps: select and update. In the select step, the new local optimal particles and global optimal particles are chosen from all the particles in particle swarm \( \Omega \), the historically global optimal particles and the historically local optimal particles. In the update step, the velocity vector \( V \) and position vector \( P^C \) of each particle are modified. However, when calculating the objective function value of each particle in the select step, we need to read the real cell visit probability vector from the cell trajectory dataset \( D' \) that would lead to a potential privacy leakage. Therefore, we modified the select step and present a particle swarm optimization algorithm with differential privacy to enhance the security in solving the multi-objective optimization problem in formula (6).

5.4. The particle swarm optimization algorithm with differential privacy. In this subsection, we will describe the particle swarm optimal algorithm with differential privacy (PSO-DP) in detail.

5.4.1. The privacy budget for the \( C \)-th round iteration. In PSO-DP, the noise of differential privacy is added in the select step. Specifically, the original step select is changed into step em_select, which satisfies differential privacy by introducing an exponential mechanism into selecting new local optimal particles.

In PSO-DP, suppose the step em_select is executed \( M \) times, and the privacy budget \( \varepsilon_2 \) is divided into \( M \) parts. When the number of iterations \( C \) are small, the the randomness of particles is strong and the difference between each particle in the particle swarm and the final solution is large. At this time, the particle swarm optimization algorithm can search the solution space thoroughly, and we do not need to allocate too much privacy budget to determine the global and local optimal particles earlier. With an increasing \( C \), the particles in particle swarm \( \Omega \) tend to be steady, and we need to allocate more privacy budget to reduce the randomness caused by differential privacy to avoid deteriorating the convergence of the particle swarm optimization algorithm again. Therefore, we use reciprocals of triangular numbers with the following series, which elegantly provides this property: \( 1/3, 1/6, \ldots, 2/(M + 1) \), where the sum of the series converges to 1. In the series, the total privacy budget consumed by \( M \) iterations is less than \( \varepsilon_2 \). Next, we divide the remaining privacy budget \( 2\varepsilon_2/(M + 2) \) into \( M \) iterations, and then the privacy budget for the \( C \)-th iteration is computed as follows:
5.4.2. The utility score function for the exponential mechanism. In step _em select_, the selection of local optimal particles are perturbed by an exponential mechanism. To select the local optimal particle with the highest probability by using an exponential mechanism, each particle needs to be evaluated by the utility score function \( F \). The evaluation of a particle is then determined by objective functions. Therefore, according to formula (6) we perturb each particle with an exponential mechanism by the utility score function as follows.

\[
F(P^c) = (1 - \gamma) \times \text{Rank}(O(P^c, P^c_u)) + \gamma \times \text{Rank}(O(P^c, \Psi)).
\]  

In formula (10), \( F(P^c) \) is the utility score for cell visit probability vector \( P^c \), and \( O \) and \( O' \) denote the values of the two objective functions when substituting \( P^c \) into formula (6). The function \( \text{Rank} \) denotes the rank for the objective function value of \( P^c \) in all candidate particles. For example, \( \text{Rank}(O(P^c, P^c_u)) \) denotes the ascending rank of the objective function value \( (O(P^c, P^c_u)) \) in that of all candidate cell visit probability vectors.

In the formula (10) for \( F(P^c) \), the former part (before +) evaluates the preservation degree of the perturbing cell visit probability vector for the real cell trajectory \( T_{u, \text{act}}^c \) of user \( u \), i.e., the data utility, while the latter part (after +) evaluates the reduction degree of trajectory correlations for the perturbed cell visit probability vector \( P^c \) and perturbed cell visit probability vectors of other users, i.e., the data security. \( \gamma \) is a weight, and we define \( \gamma = 1/\sqrt{\varepsilon_2^2} \). Then we have: (1) \( \gamma \) is inversely proportional to the privacy budget \( \varepsilon_2 \) for PSO-DP. When \( \varepsilon_2 \) is small, \( F(P^c) \) focuses on security, and when \( \varepsilon_2 \) is large, \( F(P^c) \) focuses on data utility; (2) the maximum value of \( \gamma \) will not exceed 1; and (3) two square root operations over \( \varepsilon_2 \) and \( \varepsilon_2^2 \) avoid \( \gamma \) being too small (i.e., \( \varepsilon_2 \) is too large) or too large (i.e., \( \varepsilon_2 \) is too small). Then, \( F(P^c) \) can balance the data utility and security to an appropriate extent.

According to the constraint condition in formula (7), when the constraint condition is satisfied, the trajectory correlation between the solution \( P^c \) of user \( u \) in equation (6) and the perturbed cell trajectories of other users can be reduced. Namely, the security for the output of PSO-DP would be increased.

To reduce the noise added to the particle swarm optimization algorithm, after the utility scores \( F \) for the cell visit probability vectors of all candidate particles are calculated, the utility scores \( F \) of all particles are normalized, and then the global sensitivity of the exponential mechanism is 1. We thus have following theorem.

**Theorem 2.** After the utility scores \( F \) in equation (10) for all candidate particles are normalized, the global sensitivity of queries based on \( F \) is 1.

**Proof.** Suppose the set of cell visit probability vectors in candidate particles is \( \Gamma = \{ P^c_i \mid i \in [1, |\Gamma|] \} \). The cell trajectory datasets \( D^c_1 \) and \( D^c_2 = D^c_1 - \{ T_{x, \text{act}}^c \} \) are neighbor datasets, where \( T_{x, \text{act}}^c \) is a cell trajectory. The sets of cell visit probability vectors for \( D^c_1 \) and \( D^c_2 \) are \( D^c_u \) and \( D^c_u' \), respectively. According to equation (10), we can calculate the utility scores for all cell visit probability vectors as \( F = \{ F_i \mid i \in [1, |\Gamma|] \} \). Utility scores are the weighted sum of \( \text{Rank}(\cdot) \). Then we have the denominator of the normalizing utility scores:

\[
NF = \sum_{i=1}^{|\Gamma|} F_i = \sum_{i=1}^{|\Gamma|} F(P^c_i) = \sum_{i=1}^{|\Gamma|} \left( (1 - \gamma) \times \text{Rank}(O(P^c_i, P^c_u)) + \gamma \times \text{Rank}(O(P^c_i, \Psi)) \right)
\]

\[
= (1 - \gamma) \sum_{i=1}^{|\Gamma|} \text{Rank}(O(P^c_i, P^c_u)) + \gamma \sum_{i=1}^{|\Gamma|} \text{Rank}(O(P^c_i, \Psi))
\]

\[
= (1 - \gamma) \frac{|\Gamma|(|\Gamma| + 1)}{2} + \gamma \frac{|\Gamma|(|\Gamma| + 1)}{2} = \frac{|\Gamma|(|\Gamma| + 1)}{2}.
\]

According to the sets of cell visit probability vectors \( D^c_1 \) and \( D^c_2 \), as well as formula (10) and \( NF \), we have:

\[
\frac{\left\| F(P^c)_{D^c_1} - F(P^c)_{D^c_2} \right\|}{NF} \leq \frac{1}{NF} \left\| F(P^c)_{D^c_1} - F(P^c)_{D^c_2} \right\|_1 = \frac{1}{NF} \left( (1 - \gamma) \left( \text{Rank}(O(P^c, P^c_u))_{D^c_1} - \text{Rank}(O(P^c, P^c_u))_{D^c_2} \right) + \gamma \left( \text{Rank}(O(P^c, \Psi))_{D^c_1} - \text{Rank}(O(P^c, \Psi))_{D^c_2} \right) \right)_1 \leq \frac{1}{NF} \| (1 - \gamma) \| |\Gamma| + \gamma \| |\Gamma| = \frac{1}{NF} |\Gamma| + 2 \leq 1.
\]
Therefore, according to Definition 4 the global sensitivity of normalized utility score $F$ is 1.

According to Theorem 2, when we add noise to utility score $F$ with an exponential mechanism, the global sensitivity is 1.

5.4.3. PSO-DP algorithm. We modify the particle swarm optimization algorithm with differential privacy and obtain the new algorithm PSO-DP shown in Algorithm 1. The output of Algorithm 1 is the perturbed cell visit probability $P_{uc}^{syn}$. In Algorithm 1, the step $em\_select$ that adds noise for PSO-DP to enhance the security of Algorithm 1 is shown in Algorithm 2. After $P_{uc}^{C,act}$ is perturbed in Algorithm 1, user $u$ is added into $\Psi$ to update $\Psi$ when we use Algorithm 1 to perturb the cell visit probability vector of the next user.

In Algorithm 2, when selecting the local optimal particle, an exponential mechanism is introduced. We illustrate the formula following exponential mechanism to calculate the probabilities for particles in step 4. In step 5, we select a local optimal particle according to the probabilities, and thus the security is enhanced.

5.5. Trajectory Synthesis. After we obtain the perturbed cell visit probability $P_{uc}^{syn}$, we synthesize the perturbed location trajectory $T_{u}^{syn}$ for user $u$.

We first obtain a top-level cell set $Set_{C}^{C}$ from $P_{uc}^{C,act}$, in which the visit probability of each cell is greater than 0. Then we randomly select a cell from $Set_{C}^{C}$ for each time slot of $T_{u}$, and from the cell we select a bottom-level cell with a maximum density of check-ins. We randomly generate a location in the bottom-level cell as the perturbed location. Then the perturbed location trajectory $T_{u}^{syn}$ is formed. This is the post-processing of RDPT and will not consume privacy budget and can preserve the privacy of individuals [39] because when we partition a cell into bottom-level cells we add Laplacian noise.

In the following, we illustrate Algorithm 3 to process all trajectories in a dataset. In Algorithm 3 we have two stages: the adaptive grid partition in line 2 - 8, and calling PSO-DP in line 14 to perturb trajectories in the original dataset one by one. The privacy budgets consumed in each stages are $\epsilon_{1}$ and $\epsilon_{2}$, respectively.

5.6. The Parameters and Convergence of RDPT. In Algorithm 3, several parameters will influence the solution of the multi-objective optimization problem in formula (6). These parameters are the population size $\alpha$ of particle swarm $\Omega$, the number of new global optimal particles selected in each iteration $\beta$, and the parameter $M$ that controls the maximum number of iterations. According to the literature [40, 41], since there are two objective functions and one constraint in formulas (6) and (7), we will select an appropriate value in the range $[70,300]$ for the population size $a$. Usually we let $\beta = 1$. We empirically select appropriate $M$ to control the maximum number of iterations to make the PSO-DP converge for each trajectory, usually we set the $M$ in $[400,1000]$. When $\epsilon_{2}$ is larger, $M$ is less. When $\epsilon_{2}$ is less, for example $\epsilon_{2} = 0.1$, we need more iterations for PSO-DP($M$ is set 1000). Usually, for different datasets, these parameters should be analyzed and empirically adjusted to make the results better. Other parameters in PSO-DP, we did not adjust them.

It is difficult to prove the convergence of Algorithm 2 (the PSO-DP algorithm). Usually, as shown in Algorithm 1 when the difference of values of objective function between two iterations is less than $10^{-3}$ in several consecutive iterations and the number of iterations is larger than $M/2$, we consider the PSO-DP is convergent. The exponent mechanism will interfere the convergence of PSO-DP, but the general trend of PSO-DP is convergent. In fact, the randomness introduced by exponent mechanism may let the PSO-DP algorithm jump out of a local optimal solution and get a better local optimal solution. Even so, there are several trajectories not convergent. At this time, we can re-execute the Algorithm 2 for the trajectory, and then the PSO-DP usually will be convergent. In our experiments, the Algorithm 2 is convergent for all trajectories in $D$.

5.7. Privacy Analysis. The need for data privacy appears in two different scenarios. One is the data collection scenario in which individuals regard data collectors are untrusted and send their check-ins with local differential privacy (e.g. voluntarily on social network sites). The second is the data releasing scenario in which datasets are released to a third-party research institute for analysis applications and differential privacy protection is used over the centralized datasets. RDPT solved the problem of privacy disclosure in the second scenario before differential privacy implementation.

Next, we prove that the RDPT satisfies differential privacy, we first prove that Algorithm 1 satisfy differential privacy.

Theorem 3. Algorithm 1 satisfies $\epsilon_{2}$-differential privacy.

Proof. We first analyze Algorithm 2, in which the important step is selecting a local optimal particle. When Algorithm 2 is called in each iteration, the exponential mechanism selects a new local optimal particle in the particle swarm, and the corresponding candidate particle set $\Omega$ disjoints from that of other iteration calls. According to the parallel composition property of differential privacy in Definition 6, the privacy budget consumed by selecting a new local optimal particle for each particle is $\epsilon_{2}^{C}$. Therefore, the process for selecting local optimal particles in Algorithm 2 is $\max\{\epsilon_{2}^{C}\} = \epsilon_{2}^{C}$-differential privacy.

For the selection of global optimal particles, we only select $\beta$ global optimal particles from the union of the newly local optimal particles and the historically global optimal particles; we do not need to add noise anymore. Therefore, Algorithm 2 satisfies $\epsilon_{2}$-differential privacy as a whole.

In Algorithm 1, Algorithm 2 is sequentially called with maximum $M$ times; hence, the privacy budget consumed in Algorithm 1 is no more than $\sum_{i=1}^{M} \epsilon_{2} = \epsilon_{2}$-differential privacy, according to the sequential composition property in Definition 5.
Laplacian noise follows a distribution of Lap(εsensitivity of formula (3) is 1, which means that the added level cell into bottom-level cells. As shown in Theorem 1, the result of formula (3) to ensure the privacy of dividing a top-level probability vector in Algorithm 3.

Proof. Algorithm 3 (RDPT) satisfies ε-differential privacy.

When we perturb a real trajectory in a dataset, Algorithm 1 is called in Algorithm 3 in line 14. The Algorithm 1 only reads the real trajectory of one user and perturbs cell visit probability vector. According to the sequential composition property in Definition 5 and Theorem 3, the process of perturbing a real trajectory satisfies ε2-differential privacy for Algorithm 1. When next real trajectory is processed, the real trajectory that the Algorithm 1 reads is disjointed with previous trajectory. Therefore, when we perturb real trajectories in a dataset, although Algorithm 1 are called N′ times, perturbing real trajectories in a dataset still satisfies (ε2)-differential privacy according to parallel composition property in Definition 6.

As a result, Algorithm 3 (RDPT) satisfies ∑i=12εi = ε-differential privacy according to the sequential composition property in Definition 5.

RDPT not only satisfies differential privacy theoretically but also reduce trajectory correlation, and then the privacy is then preserved.

Input: privacy budget ε, real cell visit probability vector P^{C,act}_u for current user u, the set of other users Ψ = {v | v ≠ u} that the cell visit probability vectors are perturbed by RDPT (If u is the first user to be processed, then Ψ = φ), upper bound vector U′ for particle position vector, the number of global optimal particles β, population size α, and the maximum number of iterations M

Output: perturbed cell visit probability vector P^{C,syn}_u of a user u

(1) C = 1
(2) Initialize particle swarm Ω = {Wi = (P^C_i, V_i, A_i, F_i) | 1 ≤ i ≤ α}, where P^C_i is randomly initialized such that each component of P^C_i is not higher than the upper bound of its corresponding dimension in U′ and the sum of all dimensions of P^C_i is 1. V is a zero vector. A_i is calculated by equation (8) and F_i is calculated by equation (10), respectively. When F_i is calculated, the values O_i, O′_i of the objective function are calculated by equation (6)
(3) ε2 = 2εs(1+M−C+C)M+C+2εs/M(M+2)
(4) Initialize two sets: Ω* = Ω to save global optimal particles, Θ = to save global optimal particles.
(5) Ω*, Θ = em_select(ε2, Ω, Ω*, Θ, α, β) //call algorithm 2
(6) w_min = 0.4, w_max = 0.9 //the bounds of the weight w for updating the velocity of the particle and are obtained from the literature [16].
(7) c1 = c2 = 2 //two accelerating constants obtained from the literature [16].
(8) select the global best particle from the set Θ and save the values of the objective function of the particle to O1 and O′_1
(9) while C ≤ M − 1 do
(10) w = (w_max − w_min)(M − C)/M + w_min //the inertia weight computed according to the literature [16].
(11) for i = 0 to α − 1 do
(12) let W′_i = Ω[i], W′_i = Ω* [i] and select the global best particle W′_i, W′_i from the set Ω
(13) // P^C_ij, Best and P^C,δ, Best are the position vectors of W′_i, W′_i, respectively
(14) P′_i = W′_i, F_i
(15) V'_i = w * V_i + c1 * rand(0, 1) * (P′_i, Best − P'_i) + c2 * rand(0, 1) * (P′_i, δ, Best − P'_i)
(16) P^C_i = P^C_i + V'_i
(17) recompute A_i and F_i according to formulas (8) and (10), respectively. When F_i is calculated, the values O_i, O′_i of objective function are calculated by formula (6).
(18) end for
(19) C = C + 1
(20) ε2 = 2εs(1+M−C+C)M+C+2εs/M(M+2)
(21) if C == M then
(22) β = 1
(23) end if
(24) Ω*, Θ = em_select(ε2, Ω, Ω*, Θ, α, β) //call algorithm 2
(25) compare the values of objective function O_i and O′_i of the global best particle from Θ with O_i and O′_i
(26) if abs(O_i − O_i) < 10−3 and abs(O′_i − O′_i) < 10−3 then
(27) break
(28) end if
(29) end while
(30) Assign the position vector in Θ[0] to F^{C,syn}_u
(31) Return F^{C,syn}_u

Algorithm 1: PSO-DP.
### 6. Experiments and Analysis

Extensive experiments are conducted on three real datasets to verify the effectiveness of RDPT. By adjusting the total privacy budget $\epsilon$, we compare RDPT with several methods over five metrics to verify that RDPT achieves almost the same data utility and better security. We also verify the stability of RDPT over two specific implementations for trajectory correlation.

#### 6.1. Datasets

We use three real datasets in our experiments: Gowalla [42], Yonsei [10] and Geolife [8]. The three datasets denote different applications for releasing trajectory data offline.
Gowalla is a location-based social networking website where users share their locations by checking-in. The dataset Gowalla-New York (GNY) in our experiments is a subset of check-in records in the Gowalla dataset, in which latitude and longitude coordinates are located in the city of New York. The dataset depicts the relationships and daily activities of users in real social networking. In data preprocessing, the locations where latitude, longitude or timestamp (time slot) are null are deleted from these two datasets. In addition, if the number of locations in a trajectory is less than 80, the trajectory is also deleted from the datasets because the trajectory correlation between two users are formed in a relative long time. Thus the experiments over the dataset can simulate a real scene and patterns in releasing a trajectory dataset offline.

The Yonsei is a dataset collected by Yonsei University, Seoul, Korea [10]. The trajectories of nine graduate students at Yonsei University were collected using the mobile location service application SmartDc over two months in 2011. The dataset Yonsei-Seoul (YSO) is a subset of locations in the Yonsei dataset in which latitude and longitude coordinates are located in Seoul. Different from the GNY dataset, all users in Yonsei dataset have relationships and the data are denser than GNY dataset. Yonsei dataset also records the behavior of users, and simulate a real scene in releasing trajectories offline.

The Geolife dataset contains trajectories from 182 users over three years. Locations are represented by GPS latitude and longitude coordinates, the date and time when the user visits the locations. We selected trajectories of 33 users from October 23 to November 6, 2008 and all the locations are in Beijing. For each user, we connect multiple trajectories of the user into one trajectory, then we obtain a datasets(GEO) for our experiments. The data are much more dense than other two datasets.

The statistical information of the dataset after pre-processing is summarized in Table 2.

6.2. The methods to be compared. We used DPT [6], TGM [7], and AdaTrace [8] as three comparison methods. These methods consider the correlations within a trajectory. In addition, these methods are privacy-preserving approaches with differential privacy. Although the correlations within a trajectory in DPT, TGM and AdaTrace are different from the trajectory correlation between trajectories in RDPT, we still choose them for a comparison because their aim is to generate synthetic trajectories that can provide efficient protection while publishing a large number of trajectories offline. As for the methods in literature [9, 10], these methods only perturbed two trajectories with the same length, and require the two trajectories are not too long. It is difficult to find a real dataset for the experiments to compare with them. So we do not compare with the two methods. For the comparison approaches, we use the parameters recommended by the literature or the parameters that improve the experimental results.

6.3. The metrics. We select five metrics in our experiments to evaluate the data utility and privacy of RDPT. The metrics for evaluating the data utility are the Jensen-Shannon divergence of the location visit probability vector (JS)[6 –8], the Kendall coefficient of the location visit probability (Ken)[8], and the query error (Qerr)[8]. The ability to resist Bayes inference attack (ϑ)[8] and the ability to protect the trajectory correlation (δ) are two metrics for privacy.

The Jensen-Shannon divergence (JS) of the location visit probability vector. This metric evaluates the degree of preserving the location visit frequency vectors between two trajectories in the perturbed dataset. The smaller the value is, the better preserved the spatial distribution feature is, and the smaller the utility loss of the dataset is. The equation for calculating JS is:

$$JS = \frac{1}{2} KL(P, \frac{P + Q}{2}) + \frac{1}{2} KL(Q, \frac{P + Q}{2}),$$

where $P, Q$ denote global location visit probability vectors in the real dataset and perturbed dataset, and $KL(\cdot)$ is the Kullback-Leibler divergence.

The Kendall coefficient (Ken) of the location visit frequencies. The Kendall coefficient (Ken) evaluates the statistical results for any pair of locations in the datasets, such that the order of the visit frequencies of the two locations are not changed in the real dataset or perturbed dataset. The larger the value is, the more relative "hot" locations are preserved, and the higher the data utility is. To describe the metric, we first define "order preserving". "Order preserving" means that for two locations $\ell_1$ and $\ell_2$, if the visit frequencies of $\ell_1$ are larger than (or less than) that of $\ell_2$ in the real dataset, then we say that $\ell_1$ and $\ell_2$ is a pair of "order preserving" locations. Suppose the number of "order preserving" pairs is $X$ and the number of "order not preserving" pairs is $X'$ over the real dataset and perturbed dataset, respectively. The equation for calculating Ken is:

$$Ken = \frac{X - X'}{n(n - 1)/2},$$

where $n$ is the number locations in a dataset.

The query error (Qerr). We define a query $q$ as follows: counting the number of trajectories passing through a specific region $R$ in a dataset. Suppose $q(D)$ denotes the query results over a dataset $D$, and the query error (Qerr) is calculated as follows:

$$Qerr = \frac{1}{|R|} \sum_{r \in R} \frac{\|q(D) - q(D^{syn})\|_1}{\max(q(D), b)},$$

where $b$ controls the impact of the query results in extreme cases. In our experiments, we let $b = 1\% \times |D|$ [8]. $R$ is a set of 500 regions selected uniformly and randomly to avoid the query error influenced by accidental abnormal query results. The less Qerr is, the more number of trajectories is preserved that are traversed in different regions of the dataset, and the more conducive the dataset is for commercial block planning and other application scenarios.
6.4.1. Comparison of data utility. We will first compare cosine similarity respectively. relation calculated by Pearson correlation coefficient and efficient and cosine similarity to calculate the trajectory.

6.4. Experimental results and analysis. We implement RDPT on different 

Table 2: Detail information about the Dataset.

| Dataset | GNY | YSO | GEO |
|---------|-----|-----|-----|
| City    | New York | Seoul | Beijing |
| number of user | 328 | 9 | 33 |
| number of check-in | 67217 | 36851 | 770730 |
| average number of check-in per user | 204.9 | 4094.5 | 23355.5 |

The three metrics are used in the three compared papers. The JS for the trip distribution in DPT [6], TGM [7], and AdaTrace [8] is the same as the JS in our paper and the trip distribution indicates the global location visit probability vectors. The Ken and Qerr are used in AdaTrace. Therefore, we select the three metrics and ensure the fairness of the comparison.

The ability to resist a Bayes inference attack (δ). Suppose Z is a sensitive region; P(Z|D) is a vector corresponding to the prior Markov transition matrix of Z over a real dataset D; and the attacker knows the vector. P(Z|D′) is a vector corresponding to the posteriori Markov transfer matrix of Z over the perturbed dataset D′, and the attacker also knows the vector. We will evaluate the difference of P(Z|D) and P(Z|D′) using the Jensen-Shannon divergence as follows.

\[ \vartheta = \max \left( \text{JS}(P(Z|D), P(Z|D')) | Z_i \in Z \right). \] (16)

The less \( \vartheta \) is, the less the difference between P(Z|D) and P(Z|D′) is, the less privacy the attacker infers, and the higher the security is. To avoid being influenced by the specific sensitive area Z, we regard the maximum value of the calculation results of all regions in the sensitive region set Z as the final result.

The ability to protect the trajectory correlation (δ). The metric evaluates the protection degree of trajectory correlation for a privacy-preserving method. The larger the value is, the better the trajectory correlation is protected, and the lower the probability that an attacker infers the social relationship through trajectory correlation is. The metric is:

\[
\delta = \frac{\frac{1}{2} \sum_{i \in D} \sum_{j \in D, i \neq j} S(T_i^C, T_j^C) - \sum_{i \in D} \sum_{j \in D, j \neq i} S(T_i^C, T_j^C)}{|D^C| \left( |D^C| - 1 \right) / 2}
\] (17)

In the following, we compare RDPT with DPT [6], TGM [8], and AdaTrace [9] over above five metrics, including the Jensen-Shannon divergence (JS), the Kendall coefficient (Ken), the query error (Qerr), the ability to resist a Bayes inference attack (δ), and the ability to protect trajectory correlation (δ) over three datasets.

6.4. Experimental results and analysis. We implement RDPT in Java, and the experiments are conducted on a computer with a 3.60 GHz Intel(R) Core(TM) i5-8600K, and 16 GB of memory. We adjust the parameters in our experiments to guarantee the Algorithm 1 is convergent. For each experiment, we repeat several times and obtained the average values for the five metrics. The parameters for our experiments are listed in Table 3.

In the following subsections, we compare the data utility when \( \varepsilon \) is increasing. We use the Pearson correlation coefficient and cosine similarity to calculate the trajectory correlation in RDPT. In following results, the RDPT-Pearson and RDPT-Cos are the results for trajectory correlation calculated by Pearson correlation coefficient and cosine similarity respectively.

6.4.1. Comparison of data utility. We will first compare RDPT with DPT, TGM, and AdaTrace over three datasets for three data utility metrics: JS, Ken, and Qerr.

The experimental results. Figure 1, Figure 2 and Figure 3 show the results of RDPT, DPT, TGM and AdaTrace on different \( \varepsilon \) over three datasets for three different metrics: JS, Ken and Qerr, respectively. From Figure 1, the results of JS for RDPT are better than other three methods. In Figure 2, the results of Ken for RDPT are better than other three methods over GNY and YSN datasets, but the results of Ken for RDPT-Pearson is less than AdaTrace over Geolife dataset when \( \varepsilon = 1 \) and the difference of Ken between RDPT-Pearson and AdaTrace is less than 0.04. Therefore, the results of Ken over Geolife for RDPT are better or almost equivalent to other three methods.

In Figure 3(a), the results of Qerr, Qerr for RDPT are a slight worse than DPT and are very close to AdaTrace, but much better than TGM. From Figure 3(b), RDPT-Pearson and RDPT-Cos are better than TGM and AdaTrace, and a slight worse than DPT. However, the difference of the Qerr, Qerr between DPT and RDPT is about 1%. In Figure 3(c), the results of RDPT are a slight worse than TGM, and are better than AdaTrace. However, the results of RDPT-Pearson are better than DPT and the results of RDPT-Cos are almost equivalent to DPT. After all, the Qerr, Qerr for RDPT, DPT, and TGM are approximate.

From Figure 1 to Figure 3, RDPT preserves almost equivalent data utility to the comparison methods on two different implementations of trajectory correlation.

Analysis of the results. RDPT perturbs the trajectories one by one, and preserves the feature of spatial distribution of locations for each trajectory. Although DPT, TGM, and AdaTrace all focus on features of global spatial distribution, they replace the spatial distribution feature of each trajectory with the common spatial distribution feature of all trajectories. Then, when the spatial distribution feature is
generalized, JS and Ken metrics are worse than or equivalent to RDPT. Moreover, as shown in the multi-objective functions in (6), the first part (i.e., \( O(C, P_{\alpha}) \)) is formulated for preserving the cell visit probability vectors of the trajectories. After solving it by PSO-DP, we can obtain its extremum and achieve the purpose, thus preserving a better JS and Ken metrics than DPT, TGM, and AdaTrace. As for the Qerr metric, the post-processing in step 3 introduced noise, then the query for the number of trajectories that are traversed in different regions would be changed slightly, then the Qerr metric is a slight worse than DPT or TGM. As a result, the data utility for RDPT is almost equivalent to DPT, TGM, and AdaTrace.

### 6.4.2. Comparison of privacy

Since the ability to protect trajectory correlation (\( \delta \)) will be influenced by the specific implementations of trajectory correlation for DPT, TGM, and AdaTrace, then we show the results of DPT, TGM, and AdaTrace with different trajectory correlation for Pearson correlation coefficient and cosine similarity. The experimental results are shown in Figure 4 and Figure 5 with different privacy budgets \( \epsilon \) over three datasets and two metrics: the ability to resist Bayes inference attacks (\( \theta \)) and the ability to protect trajectory correlation (\( \delta \)), respectively. As shown in Figure 4, for \( \theta \), RDPT-Pearson and RDPT-Cos are better than DPT, TGM, and AdaTrace on different privacy budgets \( \epsilon \). The results indicate that RDPT
Figure 2: Comparison of Ken with DPT, TGM and AdaTrace. (a) GYN. (b) YSN. (C) GEO.

Figure 3: Continued.
Figure 3: Comparison of Qerr, Qerr with DPT, TGM and AdaTrace. (a) GYN. (b) YSN. (C) GEO.

Figure 4: Comparison of $\theta$ with DPT, TGM and AdaTrace. (a) GYN. (b) YSN. (C) GEO.
could preserve the features of Markov transfer matrix in sensitive regions on datasets better than comparison methods, and RDPT could avoid the leakage of privacy in sensitive areas after the dataset being perturbed. For $\delta$, the results of RDPT are better than DPT, TGM, and AdaTrace. In addition, the smaller $\varepsilon$ is, the better the metric is.

Analysis of the results. As the metric $\vartheta$ reflects the spatial feature of the Markov transfer matrix on trajectories, and the results from Figure 1 to Figure 2 show that RDPT better preserves the location visit probability vector (i.e., spatial feature). Therefore, from the aspect of the privacy metric $\vartheta$, the metric $\vartheta$ is also better than compared methods. For the metric $\delta$, since RDPT focuses on preserving the spatial distribution feature on the trajectory of each user, the differences for the spatial distribution features between perturbed trajectories are large. While DPT, TGM and AdaTrace preserve the global spatial distribution features of all users, they generate perturbed trajectories by constructing mobile models based on global spatial distribution features. Therefore, the spatial distribution features between perturbed trajectories are similar in the perturbed dataset, so the average value for trajectory correlations between perturbed trajectories and original trajectories has less reduction. Hence, their $\delta$ performance is worse than RDPT. Moreover, as shown in the multi-objective functions in equation (6), the second part (i.e., $O'(P^C, \Psi)$) is formulated for protecting the trajectory correlation of different trajectories. After solving the optimization problem via PSO-DP, we can obtain its extremum and achieve the goal, which means that the trajectory correlation is well protected (i.e., $\delta$). Consequently, RDPT naturally outperforms DPT, TGM and AdaTrace over $\delta$. From the Figure 5, the results of $\delta$ over Geolife dataset for RDPT is not better than GNY and YSN, the reason is that the GNY and YSN datasets are for real social networking and some users have relationships, then trajectory relations between users are higher, while the users in Geolife dataset usually have not relationships in social networking, therefore the descent degree of trajectory correlation is not obvious.

Figure 5: Comparison of $\delta$ with DPT, TGM and AdaTrace. (a) GYN. (b) YSN. (C) GEO.
7. Conclusion

In this paper, we proposed a differentially private trajectory publication method, named RDPT, to protect the trajectory correlation. We designed a multi-objective optimization problem that aims to reduce the trajectory correlation between a given trajectory and other trajectories. We integrated the optimization problem into RDPT and solved it through a modified particle swarm optimization algorithm with differential privacy. The experimental results on three real datasets show that RDPT achieves almost equivalent data utility to existing methods, as well as on two different specific implementations of trajectory correlation. Moreover, RDPT achieves a better privacy insurance than existing methods, and RDPT is more suitable for preserving privacy of long trajectories. For the dense dataset like Geolife which has overlength trajectories, how to improve our method, is our future work.

Conflicts of Interest

The authors declare that they have no conflict of interest.

Acknowledgments

This research is supported by National Science Foundation of China (the project number is 61772215) and the project supported by Wuhan Science and Technology Bureau(the project number is 2018010401011274).

This work is also the extension of the paper “CTP: Correlated Trajectory Publication with Differential Privacy” in 2021 IEEE the 6th International Conference on Computer and Communication Systems.

References

[1] P. Zhao, H. Jiang, J Li et al., “Synthesizing privacy preserving traces: enhancing plausibility with social networks,” IEEE/ACM Transactions on Networking, vol. 27, no. 6, pp. 2391–2404, 2019.

[2] J. C. Valverde-Rebaza, M. Roche, P. Poncelet, and A. d. A. Lopes, “The role of location and social strength for friendship prediction in location-based social networks,” Information Processing & Management, vol. 54, no. 4, pp. 475–489, 2018.

[3] L. Sweeney, “k-anonymity: a model for protecting privacy,” International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, vol. 10, no. 05, pp. 557–570, 2002.

[4] E. Ghasemi Komishani, M. Abadi, and F. Deldar, “Pptd: preserving personalized privacy in trajectory data publishing by sensitive attribute generalization and trajectory local suppression,” Knowledge-Based Systems, vol. 94, pp. 43–59, 2016.

[5] J. Hua, Y. Gao, and Z. Zhong, “Differentially private publication of general time-serial trajectory data,” in Proceedings of the 2015 IEEE International Conference on Computer Communications (INFOCOM), pp. 549–557, IEEE, Hong Kong, China, 26 April 2015.

[6] X. He, G. Cormode, A. Machanavajjhala, C. M. Procopiuc, and D. Srivastava, “Dpt: differentially private trajectory synthesis using hierarchical reference systems,” Proceedings of the VLDB Endowment, vol. 8, no. 11, pp. 1154–1165, 2015.

[7] S. Ghane, L. Kulik, and K. Ramamohanarao, “Tgm: a generative mechanism for publishing trajectories with differential privacy,” IEEE Internet of Things Journal, vol. 7, no. 4, pp. 2611–2621, 2020.

[8] M. E. Gursoy, L. Liu, S. Truex, L. Yu, and W. Wei, “Utility-aware synthesis of differentially private and attack-resilient location traces,” in Proceedings of the 2018 ACM SIGSAC Conference on Computer and Communications Security (CCS), pp. 196–211, ACM, New York, NY, United States, 15 October 2018.

[9] L. Ou, Z. Qin, Y. Liu, and H. Yin, “Multi-user location correlation protection with differential privacy,” in Proceedings of the 2016 IEEE 22nd International Conference on Parallel and Distributed Systems (ICPADS), pp. 422–429, IEEE, Wuhan, China, 13 December 2016.

[10] L. Ou, Z. Qin, S. Liao, Y. Hong, and X. Jia, “Releasing correlated trajectories: towards high utility and optimal differential privacy,” IEEE Transactions on Dependable and Secure Computing, vol. 17, no. 5, pp. 1109–1123, 2020.

[11] K. Zhao, Z. Tu, F. Xu, Y. Li, and P. D. L. D. Zhang, “Walking without friends: publishing anonymized trajectory dataset without leaking social relationships,” IEEE Transactions on Network and Service Management, vol. 16, no. 3, pp. 1212–1225, 2019.

[12] B. Li, H. Zhu, and M. Xie, “Quantifying location privacy risks under heterogeneous correlations,” IEEE Access, vol. 9, pp. 23876–23893, 2021.

[13] B. Niu, X. Zhu, Q. Li, J. Chen, and H. Li, “A novel attack to spatial cloaking schemes in location-based services,” Future Generation Computer Systems, vol. 49, pp. 125–132, 2015.

[14] B. Li, H. Zhu, and M. Xie, “Lisc: location inference attack enhanced by spatial-temporal-social correlations,” in Proceedings of the IEEE SmartWorld, Ubiquitous Intelligence and Computing, Advanced and Trusted Computing, Scalable Computing and Future Internet, Cloud and Big Data Computing, pp. 1083–1092, IEEE, Leicester, UK, 19 August 2019.

[15] C. Dwork, F. McSherry, K. Nissim, and A. Smith, “Calibrating noise to sensitivity in private data analysis,” in Proceedings of the Third Theory of Cryptography Conference (TCC 2006), pp. 265–284, Springer, New York, NY, USA, 4 March 2006.

[16] Y. Shi and B. Obaihanahatti, “A modified particle swarm optimizer,” in Proceedings of the IEEE International Conference on Evolutionary Computation, pp. 69–73, IEEE, Anchorage, AK, USA, 20 May 1998.

[17] J. Zhang, X. Xiao, Y. Yang, and Z. Zhang, “Privgene: differentially private model fitting using genetic algorithms,” in Proceedings of the ACM SIGMOD International Conference on Management of Data, pp. 665–676, ACM, New York, NY, United States, 22 June 2013.

[18] R. Chai, A. Tsourdos, A. Savvaris, S. Chai, and Y. C. L. Xia, “Multiobjective overtaking maneuver planning for autonomous ground vehicles,” IEEE Transactions on Cybernetics, vol. 51, no. 8, pp. 4035–4049, 2021.

[19] R. Chai, A. Tsourdos, A. Savvaris, S. Chai, and Y. C. Xia, “Multiobjective optimal parking maneuver planning of autonomous wheeled vehicles,” IEEE Transactions on Industrial Electronics, vol. 67, no. 12, pp. 10809–10821, 2020.

[20] R. Chai, A. Savvaris, A. Tsourdos, and S. Chai, “Multi-objective trajectory optimization of Space Manoeuvre Vehicle using adaptive differential evolution and modified game theory,” Acta Astronautica, vol. 136, pp. 273–280, 2017.

[21] R. Chai, A. Savvaris, and A. Y. S. Tsourdos, “Solving multiobjective constrained trajectory optimization problem by an
extended evolutionary algorithm,” IEEE Transactions on Cybernetics, vol. 50, no. 4, pp. 1630–1643, 2020.

[22] A. Hasan, Q. Qu, C. Li, and L. Q. Chen, “An effective privacy architecture to preserve user trajectories in reward-based LBS applications,” ISPRS International Journal of Geo-Information, vol. 7, no. 2, p. 53, 2018.

[23] Z. Huo, X. Meng, H. Hu, and Y. Huang, “You can walk alone: trajectory privacy-preserving through significant stays protection,” in Proceedings of the 17th International Conference on Database Systems for Advanced Applications, vol. Part I, Springer, Busan, South Korea, 15 April 2012.

[24] S. Zhang, X. Mao, K.-K. R. Choo, T. Peng, and G. Wang, “A trajectory privacy-preserving scheme based on a dual-k mechanism for continuous location-based services,” Information Sciences, vol. 527, pp. 406–419, 2020.

[25] M. Li, L. Zhu, Z. Zhang, and R. Xu, “Achieving differential privacy of trajectory data publishing in participatory sensing,” Information Sciences, vol. 400–401, pp. 1–13, 2017.

[26] D. Riboni and C. Bettini, “Incremental release of differentially-private check-in data,” Pervasive and Mobile Computing, vol. 16, pp. 220–238, 2015.

[27] Y. Cao and M. Yoshikawa, “Differentially private real-time data release over infinite trajectory streams,” in Proceedings of the 2015 16th IEEE International Conference on Mobile Data Management, pp. 68–73, IEEE, Pittsburgh, PA, USA, 15 June 2015.

[28] X. Ding, W. Zhou, S. Sheng, Z. Bao, K.-K. R. Choo, and H. Jin, “Differentially private publication of streaming trajectory data,” Information Sciences, vol. 538, pp. 159–175, 2020.

[29] S. Wang and R. O. Sinnott, “Protecting personal trajectories of social media users through differential privacy,” Computers & Security, vol. 67, pp. 142–163, 2017.

[30] N. Wang and M. S. Kankanahalli, “Protecting sensitive place visits in privacy-preserving trajectory publishing,” Computers & Security, vol. 97, pp. 1–17, 2020.

[31] A. R. B. Shahid, P. Niki, S. Iyengar, and K. Makkii, “Check-ins and photos: spatiotemporal correlation-based location inference attack and defense in location-based social networks,” in Proceedings of the 2018 17th IEEE International Conference on Trust, Security and Privacy in Computing and Communications/ 12th IEEE International Conference on Big Data Science and Engineering (TrustCom/BigDataSE), pp. 1852–1857, IEEE, New York, NY, USA, 1 August 2018.

[32] F. McSherry and K. Talwar, “Mechanism design via differential privacy,” in Proceedings of the 48th Annual IEEE Symposium on Foundations of Computer Science (FOCS’07), pp. 94–103, IEEE, Providence, RI, USA, 21 October 2007.

[33] B. K. Yi, H. Jagadish, and C. Faloutsos, “Efficient retrieval of similar time sequences under time warping,” in Proceedings of the 14th International Conference on Data Engineering (ICDE), pp. 201–208, IEEE, Orlando, FL, USA, 23 February 1998.

[34] M. Vlachos, G. Kollias, and D. Gunopulos, “Discovering similar multidimensional trajectories,” in Proceedings of the 18th International Conference on Data Engineering (ICDE), pp. 673–684, IEEE, San Jose, CA, USA, 26 February 2002.

[35] A. Liu, Y. Zhang, X. Zhang et al., “Representation learning with multi-level attention for activity trajectory similarity computation,” IEEE Transactions on Knowledge and Data Engineering, vol. 933, pp. 1–17, 2020.

[36] X. Li, K. Zhao, G. Cong, C. S. Jensen, and W. Wei, “Deep representation learning for trajectory similarity computation,” in Proceedings of the 34th International Conference on Data Engineering (ICDE), pp. 617–628, IEEE, Paris, France, 16 April 2018.

[37] C. Huang and D. Wang, “Exploiting spatial-temporal-social constraints for locality inference using online social media,” in Proceedings of the 2016 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining, 18 August 2016.

[38] A. P. Engelbrecht, Computational Intelligence, WILEY, New Jersey, Second Edition, 2007.

[39] C. Dwork and A. Roth, The Algorithmic Foundations of Differential Privacy, Now Publishers Inc, Boston, 2014.

[40] A. P. Piotrowski, J. J. Napiorkowski, and A. E. Piotrowska, “Population size in particle swarm optimization,” Swarm and Evolutionary Computation, vol. 58, pp. 100718–735, 2020.

[41] R. Chai, A. Tsourdos, A. Savvaris, S. Chai, and Y. Xia, “Two-stage trajectory optimization for autonomous ground vehicles parking maneuver,” IEEE Transactions on Industrial Informatics, vol. 15, no. 7, pp. 3899–3909, 2019.

[42] “Stanford Large Network Dataset Collection,” Stanford Network Analysis Platform (SNAP), http://snap.stanford.edu/data/, 2018.