Prediction of Students Performance using Machine learning
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Abstract. An enormous measure of computerized information is being produced over a wide assortment in the field of data mining strategies. The creation of student achievement prediction models to predict student performance in academic institutions is a key area of the development of Education Data Mining. A prediction system has been proposed by using their 10th, 12th and previous semester marks. The study is evaluated using Binomial logical regression, Decision tree, and Entropy and KNN classifier. In order to attain their higher score, this framework would assist the student to recognize their final grade and improve their academic conduct.

1. Introduction
Due to the huge amount of data in educational databases, predicting the performance of students has become more difficult. The shortage of an established framework for evaluating and tracking the success of students also isn't currently being considered. There are two primary reasons why such kind of occurring. First, the research on existing methods of prediction is still insufficient to determine the most appropriate methods for predicting student performance in institutions. Second, is the absence of inquiry of the specific courses. [4-9]

The real goal is to have an overview of the systems of artificial intelligence that were used to predict academic learning. This research also focuses on how to classify the most relevant attributes in student data by using prediction algorithm. Using educational machine learning methods, we could potentially improve the performance and progress of students more efficiently in an efficient manner. Students, educator and academic institutions could benefit and also have an impact.

2. Related Work
An automated evaluation system has been proposed to evaluate student performance and to analyze the student achievement. Here the author uses tree algorithm for predicting student performance accurately [2-3]. In the proposed system Education Data Mining (EDM) is used for the classification. Clustering data mining technique is used for analyzing the large set of student database. This technique will speed up the searching process and the also yield the classification result more accurately.

A new Learning model has been proposed by using the student information from the college registration. The final dataset is provided as input so ML algorithms which can apply and predict student's academic performance.[11] They selected 13 algorithms from 5 categories of ML they are Naive Bayes, SVM, MLP, IBK, Rules and tree.
A comparative study on supervised learning for student prediction has been proposed. The author handles with 14 feature set for classification. The tools used for classification are: KNN, Decision tree, Navie Bayes.[13-15]

Psychometric analysis of the student behaviour has been proposed by using intellectual parameters of the student which affect their study. Various mining techniques are used to determine the educational data covering psychological factors. The accuracy rate of the previous study is 89% but by using the proposed system the accuracy rate has increased to 90%. Here the author used Radical Basis Function Kernel to produce higher accuracy.

3. System Architecture

![System Architecture Diagram]

**Figure 1.** System Architecture
The above figure clearly explains the system architecture of the proposed system. The steps involved in the proposed system are:

- Collecting data about users and the behavior.
- Transforming the data into features.
- Train the model.
- Deploy the trained model.

4. Methodology Used in the Proposed System

4.1 Decision Tree

Decision Tree classifier is the regression model which is represented in the form of tree structure. The purpose of Decision Tree classifier is to breakdown the dataset into smaller subset. The tree consists of decision nodes and leaf nodes.[19] In our proposed architecture the attribute which delivers maximum information will act as a decision node. The node which is present as the top most of the decision node acts as a predictor which is called as root node. The node which cannot be further divided is known as leaf node. The steps involved in the decision tree are specified below:

- Process 1: Start the root.
- Process 2: Perform the test.
- Process 3: Follow the edges corresponding to the outcome.
- Process 4: go to step 2 until reaches leaf node.
- Process 5: Predict the outcome associated with the leaf.

A. K-Nearest Neighbour

K-Nearest Neighbour is one of the basic and essential classification algorithms in machine learning. It is non-parametric and makes any underlying assumptions about the distribution of data. The steps involved the KNN is listed below:

- File the training data in a sample points array.
- The Euclidean distance measure.
- Make the least distance range available.

B. Linear Regression

Logical regression is the classification technique which handles with the threshold value. The following arguments are used for determining the threshold value:

- Low Precision / High Recall
- High Precision / Low Recall

Based on the number of categories the Logical regression can be classified as:

- Binomial
- Multinomial
- Ordinal

5. Working of the Proposed Model

The proposed system handles with the student individual mark that include 10th, 12th mark and there semester mark. The prediction of the system has the following task:

Case 1: The student who have secured below 50 percentage in their 10th and 12th.
Case 2: The student who have failed in internal.

Case 3: The student having less attendance percentage / irregular.

On the above three cases if any one achieved the student may not complete his/her degree successfully. By this scenario the system has been implemented.

6. Result and Discussion

The Figure 2 presents the login page of the proposed system. The outcome of the prediction is shown below:

- Using Binomial Logistic Regression

Estimated regression coefficients: 
\[
[-5.93085499 3.65187957 -4.19083559 -0.34248963 4.48217135 \\
-0.04329762 4.79142356 6.05719461 6.51001631 -0.6430665 ]
\]

No. of iterations: 1735

Confusion Matrix: 
\[
[[7 4] \\
[1 158]]
\]

Accuracy : 97.05882352941177

Report : precision recall f1-score support
Predicted Value : will complete

- **Using Decision Tree**

Results Using Gini Index:

Predicted values:
\[
[1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 0. 1. 1. 1.
  1. 1. 1. 1. 1. 1. 1. 1. 1.]
\]

Confusion Matrix: 
\[
\begin{bmatrix}
0 & 3 \\
1 & 30
\end{bmatrix}
\]

Accuracy : 88.23529411764706

Report :
| precision | recall | f1-score | support |
|-----------|--------|----------|---------|
| 0.0       | 0.00   | 0.00     | 3       |
| 1.0       | 0.91   | 0.97     | 31      |

accuracy 0.88 34
macro avg 0.45 0.48 0.47 34
weighted avg 0.83 0.88 0.85 34

- **Using Entropy**

Predicted values:
\[
[1. 1. 1. 1. 1. 1. 1. 1. 0. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1. 1.
  1. 1. 1. 1. 1. 1. 1. 1. 0. 1.]
\]

Confusion Matrix: 
\[
\begin{bmatrix}
1 & 2 \\
1 & 30
\end{bmatrix}
\]

Accuracy : 91.17647058823529

Report :
| precision | recall | f1-score | support |
|-----------|--------|----------|---------|
| 0.0       | 0.50   | 0.33     | 3       |
| 1.0       | 0.94   | 0.97     | 31      |

accuracy 0.91 34
macro avg 0.72 0.65 0.68 34
weighted avg 0.90 0.91 0.90 34

Predicted Value : will complete
• **Using K-Near Neighbor**

Using K-Near Neighbor:

```
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]
```

Confusion Matrix:

```
[1 2]
[1 30]
```

Accuracy: 93.7167508223259

Report:

| precision | recall | f1-score | support |
|-----------|--------|----------|---------|
| 0.0      | 0.00   | 0.00     | 3       |
| 1.0      | 0.94   | 0.97     | 31      |

Accuracy: 0.93

Support: 34

Predicted Value: will complete

The accuracy of the proposed system using the machine learning technique are specified in the below table.

**Table 1. Accuracy of the Proposed System using Different Technique.**

| Technique               | Accuracy |
|-------------------------|----------|
| Binomial Logical regression | 97.05    |
| Decision Tree           | 88.23    |
| Entropy                 | 91.19    |
| K-NN                    | 93.71    |

**Figure 3. Accuracy of the student prediction system**
The figure 3 shows the accuracy level of the student prediction system. The dataset which is gathered are analyzed by using four techniques. The accuracy of binomial logical regression is 97.05%, Decision Tree 88.23%, Entropy 91.19% and K-NN 93.71%.

7. Conclusion
The paper focuses on the student academic growth analysis using machine learning techniques. For analysis Binomial logical regression, Decision tree, Entropy and KNN classifier are used. This process can help the instructor to decide easily about performance of the students and schedule better method for improving their academics. In future additional features are added to our dataset to acquire better accuracy.
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