Metal to Wigner-Mott insulator transition in two-leg ladders
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We study theoretically the quantum phase transition from a metal to a Wigner-Mott insulator at fractional commensurate filling on a two-leg ladder. We show that a continuous transition out of a symmetry-preserving Luttinger liquid metal is possible where the onset of insulating behavior is accompanied by the breaking of the lattice translation symmetry. At fillings $\nu = 1/m$ per spin per unit cell, we find that the spin degrees of freedom also acquire a gap at the Wigner-Mott transition for odd integer $m$. In contrast for even integer $m$, the spin sector remains gapless and the resulting insulator is a ladder analog of the two-dimensional spinon surface state. In both cases, a charge neutral spinless mode remains gapless across the Wigner-Mott transition. We discuss physical properties of these transitions, and comment on insights obtained for thinking about continuous Wigner-Mott transitions in two-dimensional systems which are being studied in moire materials.

I. INTRODUCTION

Despite decades of study, the vicinity of the Mott metal-insulator transition continues to surprise and challenge theoretical physics. Particularly fascinating is the possibility of a continuous second-order Mott transition across which the metallic Fermi surface (FS) must disappear while maintaining its size \cite{1}. Recent experiments \cite{2, 3} on moire superlattices formed from transition metal dichalcogenide (TMD) materials have found good evidence for such a continuous Mott transition at half filling of a band. A theory \cite{4} for a continuous Mott transition from a Fermi liquid metal to a symmetry-preserving Mott insulator in a certain quantum spin liquid phase exists. A refinement of this theory to include effects of various kinds of disorder \cite{5, 6} seems to be able to account for the observed electrical transport in Refs. \cite{2, 3}.

The moire-TMD setting also enables study of the transition between the metal and a Wigner-Mott (WM) insulator at discrete fractional band fillings. Remarkably, some of these WM transitions also appear to be continuous \cite{7, 8}. Theoretically, the possibility of such a continuous (as opposed to one that is first order) Wigner-Mott transition raises a number of fundamental questions which are only beginning to be addressed. For a number of scenarios for how such a transition may proceed, see, e.g., Refs. \cite{9, 10}. Most interesting is the possibility that the charge ordering associated with the WM state develops only in the insulating phase. Building on the theory of the continuous Mott transition at half filling, the authors of this paper (together with D. Chowdhury) recently demonstrated the possibility of such a continuous metal to WM insulator transition in two dimensions \cite{10}. At such a transition, the entire electronic FS disappears abruptly upon approaching from the metallic side, and the insulating charge gap and various order-parameters associated with spontaneously broken space-group symmetries vanish continuously upon approaching from the insulating side. An illustration of this is shown as the rightmost critical point in Fig. 1. As in the figure, transitions of this type might be expected to generically occur for fractional electron fillings of the form $\nu_c = 1/m$, where $m$ is an integer, as any real space arrangement of localized electrons will necessarily break some space-group symmetries.

This previous work provides a proof of principle of the possibility of such a continuous WM transition in two dimensions. A crucial step was the identification of a low-energy effective field theory that captures both the Fermi liquid and the WM insulator, and thus is capable of describing a direct transition between them. Unfortunately it is hard to control the properties of this theory at the transition point, and Ref. \cite{10} relied on a certain large-N generalization to make calculations tractable. Clearly it will be extremely helpful to study continuous WM transitions in other situations, and see what we can learn.

In contrast to the situation in $d = 2$ space dimensions, the universal properties of the WM transition in a $d = 1$ chain can be understood in an exact way using bosonization methods \cite{11, 12}. Here we will generalize this treatment to the two-leg triangular ladder (pictured in Fig. 1) as a step toward the full two-dimensional problem. We will demonstrate that it is indeed possible to have a continuous bandwidth-tuned metal to WM transition in this setup. We will further show that for electron fillings $\nu_c = 1/m$ with $m$ odd this transition must also open a spin gap at the same critical point where the charge is gapped out, shown as the rightmost red star in Fig. 1(b). For even $m$, the spin sector remains gapless across the metal-insulator transition. The resulting insulator is a ladder analog of the two-dimensional spinon FS state in a WM insulator of the kind discussed in Ref. \cite{10}. For both even and odd $m$, in the immediate vicinity of the transition, the insulating phase has a gapless spin singlet, charge-neutral excitation mode. This is a new feature of the two-leg ladder not present in the strictly one-dimensional chain and is shown as the intermediate phase in Figs. 1(a) and 1(b).

The continuous Mott transition at half filling in a two-leg ladder between a Luttinger liquid metal and a symmetry-preserving gapless Mott insulator was previously studied in Ref. \cite{13}, and we will build on their analysis. There are a few new features introduced by the extension to the WM transition that we will discuss at
FIG. 1. A continuous metal to Wigner-Mott insulating transition in the triangular strip at fillings per spin of $\nu = 1/m$ with: (a) $m$ even, and (b) $m$ odd. On the metallic side, the system exhibits a dispersion with well-defined Fermi points separating filled from unfilled states. This dispersion is shown below the metallic phase in both (a) and (b). Interactions, labeled here by $U/t$, are then increased while keeping the filling fixed. The system eventually crosses a critical point, shown as the rightmost red star in both (a) and (b), where it develops both: a charge gap, $\Delta_c$, and a nonzero expectation value for translation symmetry breaking order parameters, $\langle O_{\text{CDW}} \rangle \neq 0$. This translation symmetry broken state is labeled the Wigner-Mott insulating state and a possible real space charge arrangement is shown for $\nu = 1/6$ in (a) and $\nu = 1/3$ in (b), where the filled blue circles indicate electronic charge. Additionally, for $m$ odd the first critical point will open a spin gap. This is shown in (b). Directly on the insulating side, both (a) and (b) will generically still have a gapless neutral charge mode which will lead to fluctuations of observables at incommensurate wave vectors. This neutral charge mode will be gapped out at a second transition, shown as the rightmost red star in both diagrams. For $m$ even, the transition that gaps out this charge mode will also open a gap in the spin sector. The transition to the fully gapped (C0S0) phase is briefly discussed in Sec. IV.

II. INTRODUCTION TO THE MODEL AND BOSONIZATION

A candidate microscopic model for the two-leg triangular strip shown in Fig. 2(a) can be written as the extended Hubbard model considered by [13]

$$
H = - \sum_{r,\alpha} \left[ (t_\perp c^\dagger_{r,\alpha} c_{r+1,\alpha} + t_{\perp} c^\dagger_{r,\alpha} c_{r+2,\alpha} + \text{h.c.}) - \mu n_r \right]
+ \frac{1}{2} \sum_{r, r'} V(r - r') n_r n_{r'},
$$

where $c_{r,\alpha}$ is the electron annihilation operator at site $r$ with spin $\alpha$, $n_r := \sum_{\alpha} c^\dagger_{r,\alpha} c_{r,\alpha}$ is the electron number operator at site $r$, and $\mu$ is tuned so the system is at an electron filling of $\nu$. The inter-electron repulsion $V(r - r')$ is taken to extend over a few lattice constants but is otherwise short ranged and will have an overall scale $U$. Note that we are treating the triangular strip as a single chain with nearest-neighbor (NN) hopping $t_\perp$ and next-nearest-neighbor (NNN) hopping $t$. If we neglect the long-ranged repulsion $V$, then the model will have the dispersion shown in Fig. 2(b). If $t_\perp/t = 0$, the chains will decouple and there will be two FSs, each associated with one of the chains. If $t_\perp/t$ is nonzero, but less than some upper bound dependent on the electron filling $\nu$, then there will still be two FSs. We will always consider this limit 1. We denote the FS wave vectors by $q_{Fa}$ with $a = 1, 2, 3$, as shown in Fig. 2(b). They will obey the
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\[ \text{\footnotesize If the model had a single Fermi surface it could be bosonized and treated as in [11].} \]
Luttinger sum rule for this system,
\[ 2q_{F_1} + 2q_{F_2} = 2\pi\nu_c \pmod{2\pi}, \]
(where \(\nu_c\) is the filling per spin) since we have considered a single spin degenerate band. We have set the lattice spacing along the single chain to be 1. In particular if we consider a filling \(\nu_c = 1/m\), as we did in two dimensions [10], then the Luttinger sum rule means that \(2m(q_{F_1} + q_{F_2}) = 0 \pmod{2\pi}\). This rule will continue to hold even when interactions are turned on.

We introduce this microscopic model merely as a guide to intuition. We ultimately want to understand the universal properties of the metal to WM insulator transition which should not depend on the microscopic details (except for a finite number of non-universal parameters that enter the low-energy effective theory). In order to do this we will isolate the low-energy degrees of freedom by bosonizing the system and working solely with the bosonized action. We partially adopt the convention of Ref. [13] and expand the electron operator in terms of slowly varying continuum fields at the four Fermi points shown in Fig. 2(b):
\[ c_{Paa} = \eta_{aa}e^{iP_{F_F}\tau}e^{i(\varphi_{aa} + P\theta_{aa})}, \]
where fluctuations in \(\varphi_{aa}\) (\(\theta_{aa}\)) correspond to phase (charge) fluctuations of the AFM FS with spin \(\alpha\). Note that here \(P = L(R)\) refers to left (right) moving fermions of a given FS. These fields are canonically conjugate as described in Eqs. (A1) and the \(\eta_{aa}\)’s are anti-commuting Klein factors which are added to ensure that \(c_{Paa}\) have the correct anticommutation relations.

We further adopt the convention of Ref. [13] by defining charge and spin modes for each band:
\[ \theta_{\rho\sigma} := \frac{1}{\sqrt{2}}(\theta_{\rho\uparrow} \pm \theta_{\rho\downarrow}), \]
along with total and relative combinations of the two bands:
\[ \theta_{\mu\pm} := \frac{1}{\sqrt{2}}(\theta_{1\mu} \pm \theta_{2\mu}), \]
where \(\mu = \rho, \sigma\). The various combinations of the \(\varphi_{aa}\) are defined analogously. These transformations will then preserve the commutation relations of Eqs. (A1). With this convention, the total density of electrons can be seen to be
\[ \rho(r) = \sum_{P,\alpha,\dot{\alpha}} c_{P\alpha\dot{\alpha}}^\dagger c_{P\alpha\dot{\alpha}} = 2\nu_c + \frac{2}{\pi}\theta_{\rho+}(r), \]
where we used Eq. (2) to insert \(2\nu_c\). The total charge density of the system is \(2\nu_c\), so we see that \(\theta_{\rho+}\) represents the long-wavelength fluctuations of the total charge density. Thus any insulating phase of the triangular strip will be characterized by a \(\theta_{\rho+}\) which is gapped out.

### III. METAL TO WM INSULATOR TRANSITION AT FILLING \(\nu_c = 1/m\)

We have seen that upon bosonization there are generically two charge modes and two spin modes. The metallic state of the bosonized model will leave all of these gapless. In the literature, this is denoted by \(\text{CaS}\), with \(\alpha = 2\) the number of gapless charge modes and \(\beta = 2\) the number of gapless spin modes [14]. If we now want to promote a transition into an insulating state, then it is necessary to gap out the total charge fluctuation.

In analogy with the case of a one-dimensional chain [11], we expect that the operator which gaps out the total charge fluctuations will be related to the umklapp operator at filling \(\nu_c = 1/m\). This operator will transfer a total momentum of \(2m(q_{F_1} + q_{F_2}) = 0 \pmod{2\pi}\) and can thus be written schematically as
\[ \mathcal{O}_u = \left( \sum_{\alpha} c_{R1\alpha}^\dagger c_{L1\alpha} \right)^m \left( \sum_{\alpha} c_{R2\alpha}^\dagger c_{L2\alpha} \right)^m \sim e^{-2im\theta_{\rho+}} \cos^m \left( \sqrt{2}\theta_{1\sigma} \right) \cos^m \left( \sqrt{2}\theta_{2\sigma} \right) \sim e^{-2im\theta_{\rho+}} [\cos (2\theta_{\sigma+}) + \cos (2\theta_{\sigma-})]^m. \]

If we now define
\[ S_u := g_u \int dxd\tau \left( \mathcal{O}_u + \mathcal{O}_u^\dagger \right) \sim g_u \int dxd\tau \cos (2m\theta_{\rho+}) [\cos (2\theta_{\sigma+}) + \cos (2\theta_{\sigma-})]^m , \]
then this term is consistent with all symmetries of the model, as discussed in Appendix B2 and must be added to the action. If \(S_u\) is relevant, then \(\theta_{\rho+}\) will be pinned and develop an expectation value and a gap to excitations. The umklapp term is therefore a possible candidate for driving a transition to an insulating state; indeed, we will later explicitly show that generically this term must be what drives an insulating transition.

Gapping out the fluctuations of \(\theta_{\rho+}\) will also lead to the development of charge-density wave (CDW) order. If \(\theta_{\rho+}\) is pinned by umklapp scattering, we should generically expect that any operator which depends solely on \(\theta_{\rho+}\) will develop an expectation value. In particular, consider the operator
\[ \mathcal{O}_{\text{CDW}} = c_{R1\uparrow}^\dagger c_{R1\downarrow}^\dagger c_{R2\downarrow}^\dagger c_{R2\uparrow}^\dagger c_{L1\uparrow} c_{L1\downarrow} c_{L2\downarrow} c_{L2\uparrow} , \]
which has a bosonized form given by
\[ \mathcal{O}_{\text{CDW}} \sim e^{i\theta_{\rho+}} e^{2\pi i (2\nu_c) r}. \]

We show in Appendix B1 that all operators which depend only on \(\theta_{\rho+}\) will simply be powers of \(\mathcal{O}_{\text{CDW}}\). This operator can be seen to be precisely the order parameter for CDW order with real-space periodicity of \(1/(2\nu_c) = \frac{1}{2}\).
Thus by gapping out $\theta_{\rho^+}$ we have not only gapped out the fluctuations of the total charge, thus making the system an insulator, but have given finite expectation value to a CDW order parameter with periodicity equivalent to the total charge. This is precisely our definition of a transition from a metal to a WM insulator, as discussed in the introduction and illustrated in Fig. 1.

The relevance or irrelevance of $S_u$ is controlled by the sign of

$$\Delta [g_u] = 2 - \Delta [O_u].$$

Assuming that we reside on the metallic side of the transition, the fixed point theory of the system will generically be quadratic and have the scaling dimensions,

$$\Delta \left[ e^{i\theta_{\rho^+}} \right] = \frac{\beta^2 K_{\theta_{\rho^+}}}{4} \quad \text{and} \quad \Delta \left[ e^{i\gamma_{\sigma^+}} \right] = \frac{\gamma^2 K_{\theta_{\sigma^+}}}{4},$$

where $K_{\theta_{\rho^+}}$ ($K_{\varphi_{\rho^+}}$) is defined to be the scaling dimension of $e^{2i\theta_{\rho^+}}$ ($e^{2i\varphi_{\rho^+}}$) for $\mu = \rho, \sigma$. The SU(2) invariance of the theory will mean that the Hamiltonian is diagonal in the spin sector and $K_{\theta_{\rho^+}} = 1 = K_{\varphi_{\rho^+}}$. Note that the generic metallic Hamiltonian will not be diagonal in the charge sector, and so we will generically have $K_{\theta_{\rho^+}} \neq K_{\varphi_{\rho^+}}^{-1}$. If the charge sector Hamiltonian is diagonal, then we will follow the convention of Ref. [13] and set $K_{\theta_{\rho^+}} \equiv K_{\rho^+}$ and $K_{\varphi_{\rho^+}} \equiv K_{\rho^+}^{-1}$. This is discussed in much greater detail in Appendix A. Thus, to identify $\Delta [O_u]$ we must expand the spinful terms to their lowest order. For even $m$, the most relevant contribution will be $\cos(2\theta_{\sigma^+})$. Then we see from Eqs. (12) that

$$\Delta [g_u] = \begin{cases} 2 - m^2 K_{\theta_{\rho^+}} & \text{if } m \text{ even} \\ 1 - m^2 K_{\theta_{\rho^+}} & \text{if } m \text{ odd} \end{cases},$$

which comes from the most relevant parts of $S_u$:

$$S_u \sim \int dx \, d\tau \, \cos(2m\theta_{\rho^+}) \times \begin{cases} 1 & m \in 2\mathbb{Z}, \\ \cos(2\theta_{\sigma^+}) & \text{else.} \end{cases}$$

Additionally, if interactions in the spin sector became marginally relevant, then this C1S2 phase could flow to a C1S0 state where $\theta_{\rho^+}$ and $\theta_{\sigma^+}$ were pinned. This state exhibited period-2 VBS order, but showed power-law correlations in the VBS order parameter at the incommensurate wave vectors $2q_{F1}$ and $2q_{F2}$. The C1S0 state we describe will have similar properties, exhibiting period-$m$ VBS order, but showing power-law correlations in the VBS order parameter at $2q_{F1}$ and $2q_{F2}$.

Of course, there could be some $m$-independent term in the action which is more relevant than $S_u$ and the distinction between even and odd $m$ will hence be avoided. We will show in the next section that this is not the case, but for now we make an argument that these fillings must indeed be treated quite differently by considering $m = 6$ and $m = 3$.

Consider the case of $\nu_c = 1/6$ deep in the insulating regime, illustrated in Fig. 3(a). We expect that the charge-ordering pattern will be as shown for the microscopic model given in Eq. (1) based on the observed and predicted $\sqrt{3} \times \sqrt{3}$ charge ordering on the full triangular lattice in two dimensions [16, 17]. With this charge ordering, the system can be treated as a single spin-1/2 chain with NN spin exchange $J_1$ and NNN spin exchange $J_2$. Their ratio will be roughly $J_1/J_2 \sim u^2/U^2/t^4$, where $U$
is an overall scaling factor for the long-ranged repulsion $V(r - r')$ in Eq. (1). Regardless of the ratio of $t_\perp/t$, as $U/t$ is tuned deep into the insulating regime $J_1/J_2 \to \infty$. In this limit, the spins remain gapless [18, 19]. Thus, we might expect that any transition from the metal into the insulating state with charge order shown in Fig. 3(a) will not gap out the spins.

Now consider the case of $\nu_c = 1/3$ deep in the insulating regime. We can make a particle-hole transformation of the above case, which will turn the $\nu_c = 1/6$ filled ladder into the $\nu_c = 1/3$ filled ladder. Since the Coulomb interaction is particle-hole symmetric, we should thus expect the charge ordering shown in Fig. 3(b). Again, we may treat the system deep in the insulating regime with this charge ordering pattern as a single spin–1/2 chain. However, this chain will, to leading order, only have alternating NN hopping. The NN hoppings will scale as $J_1 \sim t_2^2/U$ and $J_2 \sim t_2^1/U$. These couplings will be different unless the system is fine tuned, and the spins will thus be gapped out [20]. Thus, we might also expect that any transition from the metal into the insulating state with this charge order will also gap out the spins. Note also that this state will indeed exhibit the period-$m$ VBS order expected for the C1S0 state where $\theta_{\rho+}, \theta_{c\perp}$ are pinned.

These examples provide heuristic reasons to suspect that the spins must also be gapped out at the metal to WM insulator transition when $\nu_c = 1/m$ with $m$ odd, but ultimately we must consider the full bosonized theory to address this question.

IV. TRANSITIONS OUT OF THE METALLIC THEORY

We now want to investigate more thoroughly how to tune from the metallic C2S2 theory to a different fixed point theory where $\theta_{\rho+}$ is gapped. As we do so, we want to be careful to avoid any intervening phase where some combination of the four modes are gapped out, but $\theta_{\rho+}$ is not. Such an intervening phase would preclude the kind of direct metal to WM transition shown in Fig. 1. We thus need to consider all possible terms that might be added to the generic Luttinger liquid action for the C2S2 metal and show that these terms will not become relevant before a term that gaps out the total charge. In doing so, we will see that for many, though not all, transitions the umklapp operator, we have described is always the most relevant as the critical point is approached from the metallic side. For these transitions, the physics described in the previous section will continue to hold.

We begin by enumerating the possible operators to add to the metallic theory; these will be all operators consistent with the symmetries of the C2S2 metal. These symmetries can be seen to be particle number conservation, conservation of total spin, SU(2) invariance, time reversal invariance, and the space-group symmetries of the triangular lattice strip in Fig. 2(a). The space-group symmetries will imply conservation of crystal momentum in addition to the point-group symmetries of the strip, which consist only of reflection about lattice sites. In Appendix B 2, we work out the most general operator consistent with all of these symmetries.

An important symmetry for our purposes will be the conservation of crystal momentum. The total charge mode $\theta_{\rho+}$ has an accompanying momentum of $q_{F1} + q_{F2}$, while the relative charge mode has an accompanying momentum of $q_{F1} - q_{F2}$. While $q_{F1} + q_{F2}$ is constrained to be a rational multiple of $2\pi$ by the Luttinger sum rule, Eq. (2), $q_{F1} - q_{F2}$ is incommensurate in the absence of fine tuning. Thus, the conservation of crystal momentum will mean that any operator allowed to be added to the C2S2 theory cannot contain terms with the relative charge mode $\theta_{\rho-}$. With these constraints, we show in Appendix B 3 that the most relevant operators in the metallic C2S2 theory will be the umklapp operator and the operators $\cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho+})$ and $\cos(2\varphi_{\rho-}) \cos(2\theta_{c\perp})$, where these must be added together in an SU(2) invariant way. The latter operator is the four-fermion $W$ operator discussed in Ref. [15], which mixes right- and left-moving fermions at different Fermi points. We will henceforth refer to it as $O_W$.

Suppose now that our theory is diagonal in the charge sector. Then we can tune $K_{\rho+} = K_{\rho+}$ to zero to drive an insulating transition via the umklapp operator. Since we do not alter $K_{\rho-} = K_{\rho-}$, then the $O_W$ term will stay irrelevant, as it must have been irrelevant by definition in the C2S2 metallic theory. As these are the two most relevant terms, we conclude that this describes a direct metal to WM transition in the two-leg ladder. Of course, a given microscopic theory is not likely to have a charge sector that is diagonal. Nonetheless, as long as $K_{\varphi_{\rho-}}$ does not decrease as $K_{\theta_{\rho+}}$ is tuned to zero, then a direct metal to WM transition will be obtained. If, on the other hand, $K_{\varphi_{\rho-}}$ does decrease as $K_{\theta_{\rho+}}$ is tuned to zero, then the transition that occurs will be determined by whether the umklapp or the $O_W$ term becomes relevant first. In the first case, a direct metal to Wigner-Mott transition will still occur. In the second case, the transition would be into the C1S0 state with the total charge remaining gapless. As $K_{\theta_{\rho+}}$ continues to decrease, there will then be a second transition to the C0S0 insulating state. Given that we have now demonstrated (in the diagonal theory) that a direct metal to WM transition is possible, we now consider subsequent transitions to the fully gapped C0S0 state.

After the umklapp operator becomes relevant, the even $m$ system will flow to the C1S2 state pictured in Fig. 1(a). One can redo the arguments in Appendix B 3 to show that the most relevant possible SU(2) invariant operator containing $\varphi_{\rho-}$ will again be the $O_W$ term. We should thus expect that any subsequent transition where $\varphi_{\rho-}$ is pinned will also gap out both spin modes if $m$ is even. Alternatively, the spin terms may become marginally relevant and gap out the spin modes before $\varphi_{\rho-}$ is pinned. The possible transitions out of the C1S2 intermediate
state are then either to the fully gapped C0S0 state or to the C1S0 state where the relative charge mode remains gapless. This is indeed what was found by Sheng et al. [15] for the case of \( m = 2 \). We note that this means the strong coupling picture shown in Fig. 3(a) will not generically be an accessible phase via the transitions we are discussing, since it has both charge modes gapped but a gapless spin mode. To access this phase, it is necessary for \( q_{F1} - q_{F2} \) to be renormalized to a commensurate wavevector so \( \theta_{\rho-} \) can be pinned by another umklapp operator.

Finally, after the umklapp operator becomes relevant for \( m \) odd, the system will flow to the C1S0 state with a gapless relative charge mode. This is shown as the intermediate phase in Fig. 1(b). Alternatively, as discussed above, this state can be accessed for \( m \) even by the spin terms becoming marginally relevant before \( \varphi_{\rho-} \) is pinned. The transition out of this state to the fully gapped C0S0 state will be driven by terms proportional to \( \cos(2\varphi_{\rho-}) \), where the coefficient of proportionality will be a function of the pinned total charge and spin modes.

Ultimately, the transition we are interested in is the metallic C2S2 to WM transition; we will thus not concern ourselves further with the transition to the fully gapped state.

V. PHYSICAL PROPERTIES OF THE TRANSITION

We discuss several properties of the metal to WM transition for the case of \( m \) even and \( m \) odd. In each case, we will discuss the RG flow of the theory and the scaling of any gaps in the system, operators which acquire an expectation value at the critical point, and Green’s functions. We will also discuss the behavior of the compressibility and spin susceptibility.

A. Even \( m \)

The transition in this case is from the C2S2 metal to the C1S2 state and is driven by the umklapp operator \( \cos(2m\theta_{\rho+}) \). We therefore want to study the properties of the theory given by

\[
\mathcal{L} = \mathcal{L}_{\text{C2S2}}^\rho + \mathcal{L}_{\text{C2S2}}^\sigma + 2g_\mu \cos(2m\theta_{\rho+}),
\]

with the preceding terms given by Eqs. (A3) and (A4). The critical properties of this transition were studied by Mishmash et al. [13] for \( m = 2 \). If \( \theta_{\rho+} \) in our theory is rescaled to \( 2\theta_{\rho+/m} \), the critical properties will then be identical. The transition is Kosterlitz-Thouless(KT)-like, with an additional complication arising because the \( \mathcal{L}_{\text{C2S2}}^\rho \) theory is not necessarily diagonal in the \( \rho \pm \) basis. Nonetheless, near the critical point a change of variables reveals that the transition is a simple KT transition, with the relevance of \( g_\mu \) being controlled by \( 2 - m^2 K_{\theta_{\rho+}} \) and the non-diagonal RG flow being entirely controlled by the flow of \( K_{\theta_{\rho+}} \) and \( g_\mu \). Thus, for \( K_{\theta_{\rho+}} > m^2/2 \), the theory flows to a C2S2 fixed point, while for \( K_{\theta_{\rho+}} < m^2/2 \) \( g_\mu \) flows to infinity, and \( K_{\theta_{\rho+}} \) flows to zero. The velocities of the diagonal modes of the \( \mathcal{L}_{\text{C2S2}}^\rho \) theory are not renormalized by the flows, nor is the spin sector.

The compressibility, which measures the response of the theory to \( -\mu \int \mathrm{d}r \mathrm{d}\tau \rho = -\mu \int \mathrm{d}r \mathrm{d}\tau (2\partial_\rho \theta_{\rho+/\pi}) \) term in the action, will thus drop discontinuously to zero on the insulating side where \( \theta_{\rho+} \) is pinned. At the critical point, the value of \( \kappa \) will be nonuniversal. Indeed, if the theory were to be diagonal in the \( \rho \pm \) basis, \( \kappa = 4K_{\theta_{\rho+}}/\pi v_{\rho+} \), where \( v_{\rho+} \) will take a non-universal value at the critical point. Similarly, the spin susceptibility is given by \( \chi = 4K_{\theta_{\rho+}}/\pi v_{\sigma+} = 4/\pi v_{\sigma+} \) and therefore evolves smoothly across the transition.

Near the critical point, the correlation length on the insulating side will follow the usual KT form

\[
\xi^{-1} \sim \exp \left( -\frac{C}{\sqrt{2 - m^2 K_{\theta_{\rho+}}}} \right),
\]

where \( C \) is some non-universal constant. We can expect the charge gap to scale like \( \Delta_{c} \sim \hbar v_{\rho+} \xi^{-1} \); since \( v_{\rho+} \) evolves smoothly across the transition \( \Delta_{c} \sim \xi^{-1} \) near the critical point.

The behavior of the Green’s function, \( \langle c_{\alpha}^{\dagger}(x)c_{\alpha}(0) \rangle \) across this transition was discussed in Ref. [13]. There they note that the electron operator will contain the conjugate field to \( \theta_{\rho+}, \varphi_{\rho+} \). Once \( \theta_{\rho+} \) is pinned, this will fluctuate wildly and cause it to decay exponentially at all wave vectors. This same behavior will also be present in our case. Thus, on the metallic side, we expect the Green’s function to decay as a power law, while on the insulating side it will decay exponentially. At the critical point, where \( K_{\theta_{\rho+}} = 2/m^2 \neq 0 \), the Green’s function will still exhibit power-law decay.

The transition for \( m \neq 2 \) has the additional feature that the operator \( \mathcal{O}_{\text{CDW}} \sim e^{i\theta_{\rho+}} e^{i\varphi_{\rho+}/m} \) will break translational symmetry and develop an expectation value on the insulating side. We make a standard argument to relate its scaling to the scaling dimension of \( \mathcal{O}_{\text{CDW}} \). Consider the correlator \( \langle \mathcal{O}_{\text{CDW}}(x)\mathcal{O}_{\text{CDW}}(0) \rangle \). Just on the insulating side where \( K_{\theta_{\rho+}} \) has not renormalized to zero, we expect that this correlator will continue to scale as \( |x|^{-2\Delta_{\text{CDW}}} \) along with some possible logarithmic corrections arising from the marginally irrelevant umklapp operator [12]. However, fluctuations of \( \theta_{\rho+} \) should be suppressed for length scales larger than \( \xi \). We may thus conclude that \( \langle \mathcal{O}_{\text{CDW}} \rangle \sim 1/\mathcal{O}_{\text{CDW}}(\xi)\mathcal{O}_{\text{CDW}} \). Then up to some logarithmic corrections \( \langle \mathcal{O}_{\text{CDW}} \rangle \sim \xi^{-4K_{\theta_{\rho+}}} \), since \( \mathcal{O}_{\text{CDW}} \sim e^{i\theta_{\rho+}} e^{i\varphi_{\rho+}1/(2v_{\rho+})} \). For the sake of completeness, we compute the logarithmic corrections to \( \langle \mathcal{O}_{\text{CDW}}(\xi)\mathcal{O}_{\text{CDW}} \rangle \) in the theory diagonal in the \( \rho \pm \) basis in Appendix C1 and find that

\[
\langle \mathcal{O}_{\text{CDW}} \rangle \sim \exp \left( -\frac{8C/n^2}{\sqrt{2 - m^2 K_{\rho+}}} \right) (2 - m^2 K_{\rho+})^{-4/m^2}.
\]
The non-diagonal theory should display identical scaling once the appropriate change of variables is made near the critical point.

### B. Odd $m$

In the case of odd $m$, the umklapp operator now contains spin terms. We thus want to study the properties of the theory given by

$$
\mathcal{L} = \mathcal{L}_{\text{C2S2}} + 4g_1 \cos(2m\theta_{\sigma^+}) \cos(2\theta_{\sigma^+}) + 4g_2 \cos(2m\theta_{\sigma^+}) \cos(2\theta_{\sigma^-}) + 4g_3 \cos(2m\theta_{\sigma^+}) \cos(2\varphi_{\sigma^-}).
$$

(18) (19) (20)

Note that this is not the same as Eq. (8), which had $g_1 = g_2 = g_0$ and $g_3 = 0$. This is because we want to consider the possibility that the coefficients of the two umklapp terms will renormalize differently and to include the most relevant terms containing the total charge mode consistent with the symmetries of $\mathcal{L}_{\text{C2S2}}$, as discussed in Appendix B3. Here SU(2) symmetry is not manifest, so we must ensure that the $g_1, g_2, g_3$ coefficients are chosen so it is maintained by the theory. To do this, we note that, as in Ref. [13], we may write the bosonized spin operators at wave vector $2q_{\sigma^\alpha}$, $S_{2q_{\sigma^\alpha}} = e^{i\rho_\alpha} \sigma_{\alpha} e^{-i\rho_\alpha}/2$, as

$$
S_{2q_{\sigma^\alpha}} = -i\eta_{\sigma^\alpha} \cos(\sqrt{2} \varphi_{\sigma^\alpha})
$$

(21)

$$
S_{2q_{\sigma^\alpha}} = -i\eta_{\sigma^\alpha} \cos(\sqrt{2} \varphi_{\sigma^\alpha})
$$

(22)

$$
S_{2q_{\sigma^\alpha}} = -i\eta_{\sigma^\alpha} \cos(\sqrt{2} \varphi_{\sigma^\alpha}).
$$

(23)

Here $\theta_{\sigma^\pm} = (\theta_{\sigma^+} \pm \theta_{\sigma^-})/\sqrt{2}$. We now consider a 270° rotation about the $x$ axis which takes $S^z \to S^y$ and $S^y \to -S^z$ while leaving $S^x$ invariant. This will take $\cos(\sqrt{2} \varphi_{\sigma^\alpha}) \to -i\eta_{\sigma^\alpha} \cos(\sqrt{2} \varphi_{\sigma^\alpha})$ and $i\eta_{\sigma^\alpha} \cos(\sqrt{2} \varphi_{\sigma^\alpha}) \to -\sin(\sqrt{2} \varphi_{\sigma^\alpha})$ leaving $\cos(\sqrt{2} \varphi_{\sigma^\alpha})$ invariant. Further, we know that $\cos(\sqrt{2} \varphi_{\sigma^\alpha})$ must be invariant under this transformation because $\delta S_{\sigma_{\alpha}} \propto \cos(\sqrt{2} \varphi_{\sigma^\alpha})$ and the density operator is invariant under all spin rotations. The quadratic part of the theory is trivially invariant under this rotation. Expanding the $\sigma^\pm$ basis in terms of the $\sigma^\alpha$ basis allows us to see that $(g_1 - g_2)^2 = g_3^2$ for the interacting part of the action to be invariant. The squared exponent must be included to deal with the sign arising from the choice of Majorana sector. If the C2S2 theory is initially perturbed by the umklapp operator, then $g_1(l = 0) = g_2(l = 0)$ and thus $g_3(l = 0)$ initially. But then $g_3(l = 0)$ for the whole flow, since $dg_3/dl \propto g_3$. Thus, SU(2) invariance requires that the C2S2 phase, when initially perturbed by the umklapp term, will have a theory as above but with $g_3 = 0$. If there were some other perturbation such that $g_1 - g_2 \neq 0$, then this additional term would need to be considered.

Even without a $g_3$ term, we might expect that this transition will no longer be of a simple KT type, since there are now two equally relevant terms driving the transition. In particular, it might be the case that the spin gap, which is now opened at the same critical point, scales differently than the charge gap. To simplify our treatment of the transition, we will ignore a number of subtleties. We will treat the $\mathcal{L}_{\text{C2S2}}$ theory as being diagonal in the $\rho^\pm$ basis. The RG flow near the critical point should be unaffected by this choice, as we can always linearize near it and consider only deformations along the $K_{\theta_{\sigma^+}}$ direction. This is analogous to the approach taken by Mishmash et al. [13] in the $m = 2$ case. We will also work with the theory where all of the spin and charge velocities are identical. This makes it easier to compute the RG flows in real space, but again should capture the RG flows we care about since the velocities should be expected to evolve smoothly across the critical point. With these simplifications, we treat the RG flows in Appendix C2.

We discuss the flows in more detail in the Appendices, but we note that because $K_{\theta_{\sigma^+}} = K_{\theta_{\sigma^-}}$ and $g_1 = g_2 = g_0$ initially, they will maintain this equality throughout the flow. The problem then reduces once more to a simple KT-like transition which is driven by a single perturbing term $g_0$, with $K_{\theta_{\sigma^+}}$ and $K_{\theta_{\sigma^-}}$ being driven to zero in a similar way. On the separatrix, where the flow is the simplest, their flows will take the form

$$
x_{\rho^+}(l) = \frac{2}{3} x_{\rho^+}(0) + \frac{1}{3} x_{\rho^+}, \text{ and (24)}
$$

$$
x_{\sigma^\pm}(l) = \frac{1}{3} x_{\sigma^\pm}(0) - \frac{1}{3} x_{\rho^+}, \text{ (25)}
$$

where $x_{\rho^+} = 1 - m^2 K_{\theta_{\sigma^+}}$ and $x_{\sigma^\pm} = 1 - K_{\theta_{\sigma^\pm}}$. Here we see that $dx_{\rho^+}/dl = 2dx_{\sigma^\pm}/dl$; this is because there are two terms proportional to $g_0$ which attempt to pin $\theta_{\rho^+}$, while there is only a single term for each $\theta_{\sigma^\pm}$ so its flow is twice as fast. Despite this, we note that for $x_{\rho^+} > 0$, the $l$ required for $x_{\rho^+}$ and $x_{\sigma^\pm}$ to become one will be $1/x_{\rho^+}$ to leading order for both. We therefore conclude that the charge and spin gaps must scale identically as

$$
\Delta_\rho \sim \Delta_\sigma \sim \exp \left( -\frac{C}{\sqrt{2 - m^2 K_{\theta_{\sigma^+}} - K_{\theta_{\sigma^+}}}} \right),
$$

(26)

where $C$ is some non-universal number. Note that we have not set $K_{\theta_{\sigma^+}} = 1$ here to account for its value being smaller than one on the insulating side with a spin gap.

Just as in the even $m$ case, the Green’s function will continue to have power-law decay on the metallic side and at the critical point, while it will decay exponentially on the insulating side. The behavior of the compressibility will also be analogous; it will drop discontinuously to zero on the insulating side and take a non-universal value at the critical point. In this case, the spin susceptibility will behave identically, as the spins are gapped on the insulating side.

We discuss the scaling of the expectation value of the CDW operator near the critical point in Appendix C2.
There, we find that

\[ \langle \mathcal{O}_{\text{CDW}} \rangle \sim \exp \left( -\frac{4C/m^2}{\sqrt{2 - m^2 K_{\rho^+} - K_{\rho^-}}} \right) \]

\[ \times \left( 2 - m^2 K_{\rho^+} - K_{\rho^-} \right)^{-8/3m^2}, \]

where the presence of the $8/3m^2$ in the exponent of the logarithmic correction is due to the $2/3$ factor multiplying the diverging piece of $x_{\rho^+}$.

Finally, we discuss the scaling of the other important symmetry breaking order on the insulating side; the period-$m$ VBS order. This will lead to an expectation value for $B_{2\pi/m}$, where $B_Q$ is the VBS order parameter at wave vector $Q$. By analogy, with Ref. [13] we expect that the bosonized form of this operator will be given by

\[ B_{2\pi/m} \sim \cos(2\theta_{\rho^+}) + \cos(2\theta_{\rho^-}) \sin(m\theta_{\rho^+}). \]

Thus, $\Delta[B_{2\pi/m}] = K_{\rho^+} + m^2 K_{\rho^+}/4$ which is equal to $5/4$ at the critical point. We should thus expect that $\langle B_{2\pi/m} \rangle \sim \Delta_{\rho}^{5/4}$ (plus logarithmic corrections which we will not compute).

We conclude our discussion by noting that a full treatment of the critical point will include the possibility of marginally relevant terms which couple the spin modes together. These are written as the $\sigma$ terms in Refs. [13, 15]. The most important contribution comes from a term proportional to $\cos(2\theta_{\rho^+}) \cos(2\varphi_{\rho^-})$. If its coefficient is nonzero, then it will cause $K_{\sigma^+}$ and $K_{\sigma^-}$ to renormalize to zero at different rates and break the simple KT-like nature of the transition. Nonetheless, none of these additional terms will stop the umklapp term from pinning both spin modes.

VI. DISCUSSION

In this paper, we analyzed the WM transition in the two-leg triangular ladder. We were able to show using bosonization that a continuous bandwidth-tuned metal to WM transition is possible and is driven by the umklapp operator. An interesting extension of our results would be to study the density-tuned transition, which would allow for us to treat experiments that are tuned through the transition via doping.

Additionally, we were able to describe, in the case of odd denominator fillings, a transition which opened a spin gap at the same critical point. Such a transition has been described in the case of a $d = 1$ chain [11], but its extension to multi-leg ladders may provide a way to tackle a continuous metal-insulator transition in two dimensions which does not exhibit a spinon FS on the insulating side. To this end, it may be interesting to extend our results to higher leg ladders.

Finally, it would be interesting to consider the transition for even denominator fillings at a finite temperature. Deep in the insulating side, the increased distance between charges may mean that the spin exchange scale is substantially renormalized downwards in a non-universal way. Thus, the transition for even denominator fillings at finite temperature should be expected to be a transition between a metal and a spin-incoherent Luttinger liquid [21] with a remaining gapless degree of freedom encoded in the relative charge. Extending this to two dimensions is less clear, but may be relevant to experiments. Indeed, one may expect that future experiments probing the metal to WM transition of moire-TMDs with filling $\nu_c < 1/2$ will describe a similar metal to spin incoherent liquid transition.
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Appendix A: Generic $\mathcal{L}_{C2S2}$ and scaling dimensions

We first state the commutation relations. The fields $\theta_{aa}$ and $\varphi_{aa}$ are canonically conjugate so

\[ [\varphi_{aa}(r), \varphi_{bb}(r')] = 0 = [\theta_{aa}(r), \theta_{bb}(r')], \]

\[ [\varphi_{aa}(r), \theta_{bb}(r')] = i\pi \delta_{ab} \delta_{\alpha\beta} \Theta(r - r'). \]

We will now draw heavily from the Appendix of Ref. [22]. The generic action for C2S2 will be quadratic, along with possible marginal corrections, and can be written as

\[ \mathcal{L}_{C2S2} = \mathcal{L}_{C2S2}^0 + \mathcal{L}_{C2S2}^\prime, \]

\[ \mathcal{L}_{C2S2}^\prime = \frac{1}{2\pi} \left[ \partial_r \Theta^T A \partial_r \Theta + \partial_r \Psi^T B \partial_r \Psi \right] + \frac{i}{\pi} \partial_r \Theta \cdot \partial_r \Psi^T, \]

with $A$ and $B$ some real, symmetric, positive-definite matrices whose entries can be deduced starting from a generic microscopic model [13]. Here $\Theta^T = (\theta_{\rho^+}, \theta_{\rho^-})$ and $\Psi^T = (\varphi_{\rho^+}, \varphi_{\rho^-})$ and the time derivative term is enforced by the commutation relations in Eqs. (A1). The Lagrangian in the spin sector will be somewhat simpler
due to SU(2) invariance:

\[
\mathcal{L}_{C2S2}^\sigma = \sum_{s=\pm} \frac{v_{\sigma s}}{2\pi} \left[ \frac{1}{K_{\sigma s}} (\partial_z \theta_{\sigma s})^2 + K_{\sigma s} (\partial_x \varphi_{\sigma s})^2 \right] + \sum_{s=\pm} \frac{i}{\pi} (\partial_z \theta_{\sigma s}) (\partial_x \varphi_{\sigma s}). \tag{A4}
\]

The condition \(K_{\sigma s} = 1\) for \(s = \pm\) will also be enforced by SU(2) invariance \cite{13}. There are additional marginal terms in the spin sector that will introduce logarithmic corrections to various correlators \cite{12, 23}, however, we will ignore them since we are not concerned with marginal corrections, but instead with the fixed point the theory flows to.

To understand the scaling dimensions of operators in this theory, we follow the analysis of Ref. [22]. Let \(S \in O(2)\) be the matrix such that

\[
S^T AS = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix} \equiv A_D, \tag{A5}
\]

then define \(B' = \sqrt{A_D} S^T B S \sqrt{A_D}\). Since \(A\) was positive-definite we see that \(B'\) is still a real, symmetric, positive definite matrix. Thus, there exists \(R \in O(2)\) such that

\[
R^T B'R = \begin{pmatrix} B'_1 & 0 \\ 0 & B'_2 \end{pmatrix} \equiv B'_D. \tag{A6}
\]

If we now define \(\theta'_\rho, \varphi'_\rho\) such that

\[
\theta'_\rho = S \left( \sqrt{A_D} \right)^{-1} R \theta_\rho, \quad \varphi'_\rho = S \sqrt{A_D} R \varphi_\rho, \tag{A7}
\]

then we note that the primed fields still satisfy Eqs. (A1) and the action in the charge sector can now be written as

\[
\mathcal{L}_{C2S2}^e = \frac{1}{2\pi} \left[ \partial_\rho \theta'_\rho \right]^2 + \partial_\rho \varphi'_\rho B'_D \partial_\rho \varphi'_\rho + \frac{i}{\pi} \partial_\rho \theta'_\rho \cdot \partial_\rho \varphi'_\rho. \tag{A8}
\]

With this action, it is then straightforward to see that

\[
\Delta \left[ e^{i\beta \theta'}_{\rho,\pm} \right] = \frac{\beta^2}{4} B'_1, \quad \Delta \left[ e^{i\gamma \varphi'}_{\rho,\pm} \right] = \frac{\gamma^2}{4} B'_2, \tag{A9}
\]

where \(\beta, \gamma \in \mathbb{R}\), as derived for a theory in this form in Ref. [12]. Using the relations in Eqs. (A7), the scaling dimension of \(e^{i\beta \theta'}_{\rho,\pm}\) and \(e^{i\gamma \varphi'}_{\rho,\pm}\) can then be worked out in terms of the Luttinger parameters in \(A\) and \(B\). In the spin sector, we must have that

\[
\Delta \left[ e^{i\beta \theta s} \right] = \frac{\beta^2}{4}, \quad \Delta \left[ e^{i\gamma \varphi s} \right] = \frac{\gamma^2}{4}, \tag{A10}
\]

which is enforced by SU(2) invariance.

Appendix B: Construction of all possible local operators

Any local operator must be constructed from the low-energy electrons \(c_{\rho a}\) and can thus be expressed as complex linear combinations of powers of them. We will call operators made up solely of powers of the electrons \(O_p\) for short. Acting with a given \(O_p\) will then add (or subtract) a well-defined number of particles of a given spin \(\alpha\) and parity \(P\) to each FS \(a\); call this \(n_{P\alpha a}\). Thus, when we bosonize an operator of this type, we can write it as

\[
O_p \sim e^{i \sum_{P,a,\alpha} n_{P\alpha a} (\varphi_{\alpha a} + P \theta_{\alpha a})} e^{i \varphi (n_{P\alpha a}) P q_{P a}}. \tag{B1}
\]

Note that we have neglected possible constants of proportionality, which may include the Klein factors \(n_{P\alpha a}\), as these will not affect the relevance or irrelevance of operators. Additionally, we have ignored terms of the form \(c_{\rho a}^\dagger c_{\rho a} = \partial_\rho (\theta_{\alpha a} + P \varphi_{\alpha a})/(2\pi)\). These terms will not create any net particles, i.e., \(n_{P\alpha a} = 0 \forall P, a, \alpha\), but will produce additional derivative factors in front of \(O_p\). However, it is always the case that \(\Delta [\partial_\rho \theta_{\alpha a}] = 1 = \Delta [\partial_\rho \varphi_{\alpha a}]\) \cite{12}. Including such terms can thus only decrease the relevance of a given \(O_p\), and we will therefore ignore them in favor of the bare \(O_p\).

With this reasoning, we can then write any given local operator as

\[
O(f) = \sum_{n \in \mathbb{Z}^8} f(n)O_p(n) \text{ where } f: \mathbb{Z}^8 \to \mathbb{C}, \quad \tag{B2}
\]

\[
O_p(n) := e^{i \sum_{P,a,\alpha} n_{P\alpha a} (\varphi_{\alpha a} + P \theta_{\alpha a})} e^{i \varphi(n_{P\alpha a}) P q_{P a}} \text{ and } \tag{B3}
\]

\[
Q(n) := \sum_{P,a,\alpha} n_{P\alpha a} P q_{P a}. \tag{B4}
\]

This then allows for complex linear combinations to be made of operators that add a well-defined number of particles of each species \(n\). Again, we have neglected possible derivative terms due to their lower relevance.

Ultimately, we want to understand these operators in terms of the basis \(\theta_{\rho \pm}, \varphi_{\rho \pm}\) and likewise for \(\varphi\); as these are the form of the bosonized terms we will be referring to. Using Eqs. (4) and (5) we see that

\[
\theta_{\rho a} = \frac{1}{2} (\theta_{\rho +} + \sigma_a \theta_{\rho -} + \sigma_a \theta_{\sigma +} + \sigma_a \sigma_a \theta_{\sigma -}) \quad \text{and} \quad \tag{B5}
\]

\[
\varphi_{\rho a} = \frac{1}{2} (\varphi_{\rho +} + \sigma_a \varphi_{\rho -} + \sigma_a \varphi_{\sigma +} + \sigma_a \sigma_a \varphi_{\sigma -}), \quad \text{where} \tag{B6}
\]

\[
\sigma_a = \begin{cases} 
+1 & \text{if } a = 1 \\
-1 & \text{if } a = 2
\end{cases} \text{ and} \tag{B7}
\]

\[
\sigma_a = \begin{cases} 
+1 & \text{if } a = \uparrow \\
-1 & \text{if } a = \downarrow
\end{cases}. \tag{B8}
\]

We can then insert these expressions and rewrite the exponent of \(O_p(n)\) in terms of these variables, i.e., it will
be given by
\[ O_p(n) \sim \exp \left[ i \sum_{\mu = \pm} \left( b_{\theta_{\mu}} \theta_{\mu} + b_{\varphi_{\mu}} \varphi_{\mu} \right) \right], \]
where the coefficients \( b \) will be given by
\begin{align*}
  b_{\theta_{\mu}} &= \frac{1}{2} \sum_{P,a,\alpha} n_{Paa} P, \\
  b_{\varphi_{\mu}} &= \frac{1}{2} \sum_{P,a,\alpha} n_{Paa} P \sigma_a, \\
  b_{\theta_{a}} &= \frac{1}{2} \sum_{P,a,\alpha} n_{Paa} P_{\sigma a}, \\
  b_{\varphi_{a}} &= \frac{1}{2} \sum_{P,a,\alpha} n_{Paa} \sigma_a \sigma_a, \\
  b_{\varphi_{a}} &= \frac{1}{2} \sum_{P,a,\alpha} n_{Paa} \sigma_a \sigma_a.
\end{align*}

It is then straightforward to invert this expression and rewrite the particles created by \( O_p(n) \), \( n \), in terms of the coefficients \( b \):
\[ n_{Paa} = \frac{1}{4} P b_{\theta_{\mu}} + \frac{1}{4} P \sigma_a b_{\varphi_{\mu}} + \frac{1}{4} P \sigma_a b_{\theta_{a}} + \frac{1}{4} P \sigma_a b_{\varphi_{a}} + \frac{1}{4} b_{\varphi_{\mu}} + \frac{1}{4} b_{\varphi_{a}} + \frac{1}{4} \sigma_a b_{\varphi_{a}} + \frac{1}{4} \sigma_a b_{\varphi_{a}}. \]

The fact that \( n_{Paa} \in \mathbb{Z} \) will constrain the possible values that the coefficients \( b \) can take.

We can further use this expression for \( n \) in terms of the coefficients \( b \) to express the total momentum \( Q \) of the operator \( O_p(n) \) in terms of the \( b \) coefficients,
\[ Q\{b\} = (qf_1 + qf_2) b_{\theta_{\mu}} + (qf_1 - qf_2) b_{\theta_{a}}, \]
where the sum over \( P \) and \( \alpha \) annihilated the other terms. This makes it clear that \( \theta_{\mu} \) is the operator associated with the total momentum, while \( \theta_{a} \) is the operator associated with the relative momentum. Note that the expression for \( Q \) in Eq. (B4) shows that \( b_{\theta_{\mu}} + b_{\theta_{a}} \) and \( b_{\theta_{\mu}} - b_{\theta_{a}} \) must be integers. In particular, this implies that \( b_{\theta_{\mu}} \) and \( b_{\theta_{a}} \) must be half integer.

1. Possible local CDW operators

We seek operators which have \( b_{\theta_{\mu}} \neq 0 \) with all other coefficients zero. From Eq. (B17) we see that such an operator will add (or subtract) \( n_{Paa} = P b_{\theta_{\mu}} / 4 \) electrons of spin \( \alpha \) and parity \( P \) to each FS \( a \). Since this must be an integer, we require \( b_{\theta_{\mu}} = 4l \) for some \( l \in \mathbb{Z} \). Then, from Eq. (B18), we see that operators of this type will add a total momentum \( \mathcal{O}(Q) = 4(qf_1 + qf_2) \). From the Luttinger sum rule, Eq. (2), we can rewrite this as \( Q = 4\pi \nu_c \). We may therefore write the bosonized form of every operator which depends only on \( \theta_{\mu} \) as
\[ O_p(n) \sim O_{\text{CDW}}, \text{ where } O_{\text{CDW}} \sim e^{-i \theta_{\mu} + e^{-2\pi i (2\nu_c) r}}. \]

Since \( b_{\theta_{\mu}} = 4 \) for \( O_{\text{CDW}} \), we know that \( n_{Paa} = P \) and we can thus write
\[ O_{\text{CDW}} = c_{R1}^\dagger c_{R1} c_{R2}^\dagger c_{R2} c_{L1}^\dagger c_{L1} c_{L2}^\dagger c_{L2}. \]

in terms of the low-energy fermionic degrees of freedom.

2. Local operators consistent with symmetries of \( \mathcal{L}_{CS2} \)

We enumerate the constraints on operators required by the symmetries described in Sec. IV. Note that some of these constraints were mentioned in Ref. [15], which treated the case where \( \nu_c = 1/2 \).

Particle number conservation means that the total number of particles an operator \( O_p(n) \) creates must be zero, i.e., that \( \sum_{P,a,\alpha} n_{Paa} = 0 \). Equation (B13) shows that this must mean the coefficient of \( \varphi_{\mu} \) is zero, i.e., that \( b_{\varphi_{\mu}} = 0 \). This again agrees with our understanding since \( \varphi_{\mu} \) is the conjugate phase to the total density.

Conservation of total spin, \( \sum_{r} S_r^z = \sum_{r,a} \sigma_a c_{r,\alpha}^\dagger c_{r,\alpha} \), means that \( \sum_{P,a,\alpha} n_{Paa} \sigma_a = 0 \), or from Eq. (B15) \( b_{\varphi_{a}} = 0 \). This is because \( \varphi_{a} \) is the conjugate phase for the total spin.

Conservation of crystal momentum means that \( Q = 0 \) (mod \( 2\pi \)), which we see from Eq. (B18) will impose constraints on the coefficients of \( \theta_{\mu} \) and \( \theta_{a} \). From the Luttinger sum rule, Eq. (2), we know that \( 2m(qf_1 + qf_2) = 2\pi r \) and therefore that we may write
\[ Q\{b\} = 2\pi b_{\theta_{\mu}} + (qf_1 - qf_2) b_{\theta_{a}} = 0 \pmod{2\pi} \]

Since \( b_{\theta_{\mu}} \) must be half integer, we thus see that \( 4mQ = 2\pi(2b_{\theta_{\mu}}) + 4m(qf_1 - qf_2) b_{\theta_{a}} = 4m(qf_1 - qf_2) b_{\theta_{a}} = 0 \pmod{2\pi} \). Without fine tuning the momenta, we expect that \( qf_1 - qf_2 \) will not be some rational multiple of \( 2\pi \) and thus that there is no nonzero half-integer \( b_{\theta_{a}} \) which can be chosen to satisfy this requirement. We may therefore conclude that the absence of fine tuning conservation of crystal momentum implies that \( b_{\theta_{a}} = 0 \). This then means that \( Q = 2\pi b_{\theta_{\mu}} / 2m = 0 \pmod{2\pi} \) and thus that \( b_{\theta_{\mu}} \in 2m\mathbb{Z} \).

Finally, we must address: time-reversal invariance, the point group symmetries of the 1D chain, and SU(2) invariance. Unlike the other symmetries, these will not constrain the terms allowed in the exponential of a generic
operator, however, we will find that they constrain the ways that operators must be added together. In other words, these symmetries will not act to constrain the \( b \)-coefficients but rather the \( f : \mathbb{Z}^8 \rightarrow \mathbb{C} \) that defines the coefficients of each \( O_p(n) \). We consider a combination of time reversal and a spin rotation which we label \( \mathcal{T} \),

\[
\mathcal{T} : c_{P\alpha}(r) \mapsto Kc_{P\alpha}(-r) \quad (B22)
\]

\[
\Rightarrow \theta_{\alpha}(r) \mapsto -\theta_{\alpha}(r) \quad (B23)
\]

\[
\varphi_{\alpha}(r) \mapsto -\varphi_{\alpha}(r), \quad (B24)
\]

where \( K \) is the conjugation operator. Time reversal alone would have taken \( c_{P\alpha} \rightarrow K(i\sigma^y)_{\alpha\beta}c_{-P\beta} \) so the spin operator was flipped, but this would have been more complicated in bosonized form. Since \( SU(2) \) is also a good symmetry of the system, we have considered \( \mathcal{T} \) for ease. Note that this preserves \( \rho_{\alpha}(r) \mapsto \rho_{\alpha}(r) \) and the canonical commutation relation \( [\rho_{\alpha}(r), \varphi_{\alpha}(r')] = i\delta(r - r') \) as it must. Indeed, we could have used the preservation of these two-point group symmetry of the system, we have considered \( \mathcal{T} \) for ease.

Next, the only point-group symmetry of the lattice pictured in Fig. 2(a) is the symmetry \( \sigma_{\text{site}} : r \mapsto -r \) which reflects about a given point. Since \( \sigma_{\text{site}} \) flips spatial directions, but not time, it must also take \( P \rightarrow -P \). Thus,

\[
\sigma_{\text{site}} : c_{P\alpha}(r) \mapsto c_{-P\alpha}(-r) \quad (B25)
\]

\[
\Rightarrow \theta_{\alpha}(r) \mapsto -\theta_{\alpha}(-r) \quad (B26)
\]

\[
\varphi_{\alpha}(r) \mapsto \varphi_{\alpha}(-r). \quad (B27)
\]

We see that this symmetry will take the densities \( \rho_{\alpha}(r) = \partial_t \theta_{\alpha}/\pi \mapsto \rho_{\alpha}(-r) \) as it must.

Finally, we must consider \( SU(2) \) invariance. This is more complicated to express in terms of bosonized operators. However, none of these mappings will change the scaling of the resulting operator \[12\].

Returning to Eq. (B17), we finally see this means that

\[
n_{P\alpha} = \frac{1}{2}Pml + \frac{1}{4}P\sigma_{\alpha}l_{\theta_{\sigma_{\alpha}}} + \frac{1}{4}P\sigma_{\alpha}\sigma_{\beta}l_{\sigma_{\beta}} + \frac{1}{4}\sigma_{\alpha}\sigma_{\beta}l_{\varphi_{\beta}} + \frac{1}{4}\sigma_{\alpha}\sigma_{\beta}l_{\varphi_{\beta}} \quad (B28)
\]

describes the possible ways we can add particles consistent with all of these symmetries. We also see that operators which preserve these symmetries will scale as

\[
\Delta[O_p(n)] = (ml)^2K_{\theta_{\varphi_{\beta}}} + \frac{1}{4}b_{\varphi_{\beta}}K_{\varphi_{\varphi_{\beta}}} = \frac{1}{4}(b_{\theta_{\varphi_{\beta}}}^2 + b_{\theta_{\varphi_{\beta}}}^2 + b_{\varphi_{\varphi_{\beta}}}^2) \quad (B29)
\]

where we are again defining \( K_{\varphi_{\varphi_{\beta}}} \) to be the scaling dimension of \( e^{2i\varphi_{\varphi_{\beta}}} \). Note that since \( A \) and \( B \) may not be diagonal, it is not generally true that \( K_{\varphi_{\varphi_{\beta}}} \) is the inverse of \( K_{\theta_{\varphi_{\beta}}} \), where this is likewise defined to be the scaling dimension of \( e^{2i\theta_{\varphi_{\beta}}} \).

3. Most relevant operators consistent with symmetries of \( \mathcal{L}_{C2S2} \)

The operators which might possibly drive a transition out of the C2S2 metallic state are those which are most relevant, so we will enumerate the operators consistent with the constraint Eq. (B28) that have the smallest scaling dimension given by Eq. (B29). Consider the integers defined by Eq. (B28) and sum over \( \sigma_{\alpha} \). Then it is clear that \( \sigma_{\alpha}b_{\varphi_{\varphi_{\beta}}}/2 \in \mathbb{Z} \) and thus that \( b_{\varphi_{\varphi_{\beta}}} = 2l_{\varphi_{\varphi_{\beta}}} \) for some \( l_{\varphi_{\varphi_{\beta}}} \in \mathbb{Z} \). If we similarly sum over \( \sigma_{\alpha} \), we can see that \( b_{\theta_{\varphi_{\beta}}} = 2l_{\theta_{\varphi_{\beta}}} \) for \( l_{\theta_{\varphi_{\beta}}} \in \mathbb{Z} \). Then summing over \( P \) and using the fact that \( b_{\varphi_{\varphi_{\beta}}} = 2l_{\varphi_{\varphi_{\beta}}} \), we can see that \( b_{\varphi_{\varphi_{\varphi_{\beta}}}} = 2l_{\varphi_{\varphi_{\beta}}} \) for \( l_{\varphi_{\varphi_{\beta}}} \in \mathbb{Z} \). Finally, by multiplying by \( P \), summing over it, and using the fact that \( b_{\theta_{\varphi_{\beta}}} = 2l_{\theta_{\varphi_{\beta}}} \), we may conclude that \( b_{\theta_{\varphi_{\beta}}} = 2l_{\theta_{\varphi_{\beta}}} \) with \( l_{\theta_{\varphi_{\beta}}} \in \mathbb{Z} \). We therefore have that the number of particles created by these local operators must be of the form

\[
n_{P\alpha} = \frac{1}{2}(Pml + P\sigma_{\alpha}l_{\theta_{\sigma_{\alpha}}} + P\sigma_{\alpha}\sigma_{\beta}l_{\sigma_{\beta}} + P\sigma_{\alpha}\sigma_{\beta}l_{\varphi_{\beta}} + P\sigma_{\alpha}\sigma_{\beta}l_{\varphi_{\beta}}) \in \mathbb{Z}, \quad (B30)
\]

and their scaling dimensions will be given by

\[
\Delta[O_p(n)] = (ml)^2K_{\theta_{\varphi_{\beta}}} + \frac{1}{4}b_{\varphi_{\varphi_{\beta}}}K_{\varphi_{\varphi_{\beta}}} + l_{\theta_{\varphi_{\beta}}}^2 + l_{\theta_{\varphi_{\beta}}}^2 + l_{\varphi_{\varphi_{\beta}}}^2 \quad (B31)
\]

Operators involving just the spins will be at worst marginal and because of their SU(2) invariance will be unaffected by tuning the theory towards an insulator. We will therefore ignore such options, considering instead operators that include at least one of \( \theta_{\varphi_{\beta}} \) or \( \varphi_{\varphi_{\beta}} \), as these are the terms that can possibly tune us across a critical point by tuning \( K_{\theta_{\varphi_{\beta}}} \) and \( K_{\varphi_{\varphi_{\beta}}} \).

a. Even \( m \)

For the case of even \( m \), the \( Pml/2 \) term in Eq. (B30) will be an integer no matter the value of \( l \), so the constraint of Eq. (B30) reduces to

\[
P\sigma_{\alpha}l_{\theta_{\sigma_{\alpha}}} + P\sigma_{\alpha}\sigma_{\beta}l_{\varphi_{\beta}} + P\sigma_{\alpha}\sigma_{\beta}l_{\varphi_{\beta}} \quad (B32)
\]

being an even integer.

Now we will find the most relevant operator subject to this constraint which does not involve the total charge mode \( \theta_{\varphi_{\beta}} \) but does involve \( \varphi_{\varphi_{\beta}} \), i.e., \( l = 0 \) and \( l_{\varphi_{\varphi_{\beta}}} \neq 0 \). Clearly, the smallest we can then make Eq. (B31) is \( l_{\varphi_{\varphi_{\beta}}} = 1 \) with all other coefficients zero. However, this does not satisfy the constraint above. The next most relevant operators will then either have \( l_{\varphi_{\varphi_{\beta}}} = 2 \) with all other coefficients zero, or \( l_{\varphi_{\varphi_{\beta}}} = 1 \) with one of the coefficients of the spin operators as small as possible without being zero, say \( l_{\varphi_{\varphi_{\beta}}} = 1 \). Both of these will satisfy the even integer constraint. The case of \( l_{\varphi_{\varphi_{\beta}}} = 2 \) will have \( n_{P\alpha} = \sigma_{\alpha} \) with this operator described by

\[
O_p(n) \sim \epsilon_{R1}^\dagger c_{R1}^\dagger c_{L1}^\dagger c_{L1}^\dagger c_{R2}^\dagger c_{R2}^\dagger c_{L2}^\dagger c_{L2}^\dagger \sim e^{-4i\varphi_{\varphi_{\beta}}}, \quad (B33)
\]
The operator \( \cos(4\varphi_{\rho-}) \), which has the same scaling dimension, will be consistent with all of the symmetries enumerated in the previous section. It will have a scaling dimension of \( \Delta[O_p(n)] = 4K_{\varphi_{\rho-}} \). Next consider the case of \( l_{\varphi_{\rho-}} = 1 \) and \( l_{\varphi_{\rho-}} = 1 \). From Eq. (B28), we see that

\[
n_{P\alpha} = \frac{\sigma_{\alpha}}{2}(1 + \sigma_{\alpha}) \in \mathbb{Z}.
\]

Thus, we may write this operator as

\[
O_p(n) \sim c_{R11}^\dagger c_{L11}^\dagger c_{R22} c_{L2} \sim e^{-2i(l_{\varphi_{\rho-}} + l_{\varphi_{\rho-}})}.
\]

It can be checked that the operator \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \), which has the same scaling dimension, is consistent with all symmetries of the system, provided the necessary spin terms are added so \( SU(2) \) invariance is respected. This operator will have scaling dimensions of \( \Delta[O_p(n)] = K_{\varphi_{\rho-}} + 1 \). We now claim that \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \) is always a more relevant operator than \( \cos(4\varphi_{\rho-}) \) on the metallic side and at the critical point. It were not, then \( 4K_{\varphi_{\rho-}} \leq K_{\varphi_{\rho-}} + 1 \) and \( K_{\varphi_{\rho-}} \leq 1/3 \). But this would mean that \( K_{\varphi_{\rho-}} + 1 \leq 4/3 < 2 \), so the system would have already gapped out the relative charge mode. Thus, the most relevant operator which involves \( \varphi_{\rho-} \) but not \( \theta_{\rho+} \), is \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \) plus any additional operators required by \( SU(2) \) invariance, which will have the same scaling dimension.

We now consider the most relevant operator involving \( \theta_{\rho+} \) but not \( \varphi_{\rho-} \), i.e., \( l \neq 0 \) but \( l_{\varphi_{\rho-}} = 0 \). Clearly, the smallest we can then make Eq. (B31) is \( m^2K_{\theta_{\rho+}} \), when \( l = 1 \) and all other coefficients are zero. But this would then imply that \( n_{P\alpha} = Pml/2 \), which indeed an integer since \( m \) is even. Indeed, this just describes the umklapp operator, \( \cos(2\varphi_{\rho-}) \). Thus, the umklapp operator is the most relevant operator involving \( \theta_{\rho+} \) but not \( \varphi_{\rho-} \).

Finally, we consider the most relevant operator involving both \( \theta_{\rho+} \) and \( \varphi_{\rho-} \). As mentioned, because \( m \) is even, the \( Pml/2 \) term dropped out of the integer constraint on the coefficients. This means that we are free to choose \( l = 1 \) without affecting the constraints on the other coefficients. Then, by the same logic as when we considered the most relevant operator involving \( \varphi_{\rho-} \) and not \( \theta_{\rho+} \), the most relevant operators which involve both must scale like \( m^2K_{\theta_{\rho+}} + K_{\varphi_{\rho-}} + 1 \) or \( m^2K_{\theta_{\rho+}} + 4K_{\varphi_{\rho-}} \). Again, by the same logic as above, the operator scaling like \( m^2K_{\theta_{\rho+}} + K_{\varphi_{\rho-}} + 1 \) must be the more relevant of the two. But this operator is obviously less relevant than both the umklapp operator and the operator \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \) since it scales as their product. We may thus neglect it.

We conclude by noting that for even \( m \) the most relevant operators which might tune us out of the C2S2 metallic phase are the umklapp operator, \( \cos(2m\theta_{\rho+}) \), and the operator \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \). In particular, we note that if we wanted to tune to any phase which gaps out \( \varphi_{\rho-} \) we must gap out both spins. Thus, attempting to gap out both charge modes upon exiting the C2S2 metal must necessarily gap out both spin modes as well.

The case of odd \( m \) will be different. Now Eq. (B30) reduces to the condition that

\[
P\sigma_\alpha l_{\theta_{\rho+}} + P\sigma_\alpha \sigma_\delta l_{\varphi_{\rho-}} + \sigma_\alpha l_{\varphi_{\rho-}} + \sigma_\alpha \sigma_\delta l_{\varphi_{\rho-}} \quad (B37)
\]

be an even integer when \( l \) is even and an odd integer when \( l \) is odd.

Let us first consider the most relevant operator subject to this constraint which does not involve the total charge mode but does involve \( \varphi_{\rho-} \), i.e., \( l = 0 \) and \( l_{\varphi_{\rho-}} \neq 0 \). Since \( l = 0 \) is even, the above constraint will be identical to the case of \( m \) even, and we conclude that the most relevant operator in this case must again be \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \).

We next consider the most relevant operator subject to this constraint which involves \( \theta_{\rho+} \) but not \( \varphi_{\rho-} \). As in the case of even \( m \), the smallest we can make Eq. (B31) is \( m^2K_{\theta_{\rho+}} \), when \( l = 1 \) and all other coefficients are zero. But this would then imply that \( n_{P\alpha} = Pml/2 \), which indeed an integer since \( m \) is odd. We must then either take \( l = 2 \) with all other coefficients being equal to zero or consider \( l = 1 \) with one of the coefficients of the spin operators as small as possible, say \( l_{\theta_{\rho+}} = 1 \). The case of \( l = 2 \) will have \( n_{P\alpha} = Pm \), which just describes the operator \( O_{CDW} \) raised to the \( m \)th power. This operator is clearly consistent with all possible symmetries as it can just be thought of as the umklapp operator squared, and will scale as \( 4m^2K_{\theta_{\rho+}} \).

Finally, we consider the most relevant object which involves both \( \theta_{\rho+} \) and \( \varphi_{\rho-} \). The smallest we can make Eq. (B31) is then \( m^2K_{\theta_{\rho+}} + K_{\varphi_{\rho-}} \) by choosing \( l = 1 \) and \( l_{\varphi_{\rho-}} = 1 \). For this operator, \( n_{P\alpha} = (Pm + \sigma_{\alpha})/2 \), which is indeed an integer. One can check that \( \cos(2m\theta_{\rho+}) \cos(2\varphi_{\rho-}) \) is also consistent with all possible symmetries. Thus the most relevant operator containing both \( \theta_{\rho+} \) and \( \varphi_{\rho-} \) is \( \cos(2m\theta_{\rho+}) \cos(2\varphi_{\rho-}) \).

The three most relevant possible operators which might tune us out of the C2S2 metallic phase for \( m \) odd are the umklapp operator, \( \cos(2m\theta_{\rho+}) \cos(2\varphi_{\rho-}) \), and the operators \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \) and \( \cos(2m\theta_{\rho+}) \cos(2\varphi_{\rho-}) \). We now claim that \( \cos(2m\theta_{\rho+}) \cos(2\varphi_{\rho-}) \) must be of lesser or the same relevance than the other two operators. Suppose it was not, then \( m^2K_{\theta_{\rho+}} + K_{\varphi_{\rho-}} \) would be less than either \( K_{\varphi_{\rho-}} + 1 \) or \( m^2K_{\theta_{\rho+}} + 1 \). In the first case, we would have \( m^2K_{\theta_{\rho+}} < 1 \) and thus \( m^2K_{\theta_{\rho+}} < 1 \), so the umklapp operator would have driven a transition out of the metal. In the second case, we would have that \( K_{\varphi_{\rho-}} < 1 \), so the \( \cos(2\varphi_{\rho-}) \cos(2\varphi_{\rho-}) \) operator would have already driven a transition out of the metal. We thus conclude
that \( m^2 K_{\partial \rho} + \kappa_{x\rho} \geq m^2 K_{\partial \rho} + 1, \kappa_{x\rho} + 1 \), with 
equality only possible at the critical point. This means that the two most relevant operators which can tune us out of the C2S2 metal both have spin operators present.

Thus, tuning out of the C2S2 metal must always gap out the spin for \( m \) odd even if only one charge mode is gapped out. The intuition for this in the case of the total charge is discussed in the main text.

### Appendix C: Physical properties of WM transition.

#### 1. Even \( m \) (C2S2 \( \rightarrow \) C1S2)

We wish to find the logarithmic corrections to \( \langle O_{\text{CDW}}(r) O_{\text{CDW}}(0) \rangle \) in the theory with \( \mathcal{L}_{\text{CDW}}^0 \) diagonal in the \( \rho \pm \) basis. Note that in this theory \( K_{\partial \rho} \) will become a true Luttinger parameter, so we will write \( K_{\rho} \) instead. We will also write \( v = v_{\rho+} \) for short. We now restate some basics. For the Lagrangian

\[
\mathcal{L}^0 = \mathcal{L}^0_{\text{C2S2}} + \frac{1}{2 \pi} \sum_{s=\pm} \left[ \frac{1}{v_{\rho s}} (\partial_{\tau} \theta_{\rho s})^2 + v_{\rho s} (\partial_{\tau} \theta_{\rho s})^2 \right],
\]

we have the correlation function,

\[
\langle [\theta_{\rho+}(r, \tau) - \theta_{\rho+}(0)]^2 \rangle_0 = F(r, \tau) \equiv \frac{1}{2} \ln \left[ \frac{x^2 + (v_{\rho+}|\tau| + \alpha)^2}{\alpha^2} \right],
\]

where \( \alpha \) is a real-space cut-off that is taken to zero. The details of this cutoff are in Appendix C of Ref. [12]. We will make the definition that \( \tilde{r} = (r, v \tau) \) to take advantage of the Lorentz invariance of the \( \theta_{\rho+} \) part of the action. With this definition \( F(r, \tau) \sim \ln(\tilde{r}/\alpha) \) in the large \( \tilde{r} \) limit.

Using these results, we can now compute the RG equations by studying the real space renormalization of correlation functions. We will have that

\[
R_{\alpha}(\tilde{r}) \equiv \left\langle e^{ia \theta_{\rho+}(\tilde{r})} e^{-ia \theta_{\rho+}(0)} \right\rangle = R_{\alpha}(\tilde{r})(0) + \frac{1}{2} g_u^2 R_{\alpha}(\tilde{r})(2) + \mathcal{O}(g_u^4),
\]

where we can expand perturbatively in \( g_u \); here \( g_u \) is the coefficient of the umklapp term as written in the full theory in Eq. (15). The odd order terms are zero because the coefficients of \( \theta_{\rho+} \) in the exponentials cannot possibly sum to zero. We can then evaluate this term by term. The expansion is exactly analogous to the treatment of the KT transition in Chap. 2 of Ref. [12], so we simply quote the result here. To second order, we will have that

\[
R_{\alpha}(\tilde{r}) = e^{-\alpha^2 K_{\rho+} F(\tilde{r})/2} \left[ 1 + \frac{g_u^2}{2\pi^2 v^2} m^2 K_{\rho+}^2 F(\tilde{r}) \int_{r_s > \alpha} \frac{d\tilde{r}_s}{\alpha} \left( \frac{\tilde{r}_s}{\alpha} \right)^{3-2m^2 K_{\rho+}} \right].
\]

This looks like the zeroth order correlation function, but with an effective

\[
K_{\rho+}^*(\alpha) = K_{\rho+}(\alpha) - \frac{g_u^2}{4\pi^2 v^2} (\alpha m^2 K_{\rho+}^2(\alpha) \int_{r_s > \alpha} \frac{d\tilde{r}_s}{\alpha} \left( \frac{\tilde{r}_s}{\alpha} \right)^{3-2m^2 K_{\rho+}}.
\]

We now imagine letting the real-space cutoff flow to an infinitesimally larger value, i.e., taking \( \alpha' = \alpha(1 + dl) \). The effective value of \( K_{\rho+} \) should be unchanged under this procedure, since the long-distance physics should be unaffected by our choice of a cutoff. Setting \( K_{\rho+}(\alpha') = K_{\rho+}(\alpha) \) immediately gives us the RG equations:

\[
\frac{dK_{\rho+}}{dl} = -y^2 m^2 K_{\rho+}^2, \quad \frac{dy}{dl} = (2 - m^2 K_{\rho+}) y,
\]

where \( y = g_u/2\pi v \). If we linearize about the critical point \( K_{\rho+} = 2/m^2 \) by taking \( x = 2 - m^2 K_{\rho+} \), then we see to lowest order our differential equations are

\[
\frac{dx}{dl} = 4y^2, \quad \frac{dy}{dl} = xy.
\]
The trajectories are thus the standard hyperbolas of the KT-transition. In the disordered regime, where $2|y| > |x|$, they can be solved via

$$x(l) = A \tan \left[ Al + \tan^{-1} \left( \frac{x_0}{A} \right) \right],$$  \hspace{1cm} (C11)

$$y(l) = \frac{A}{2} \sec \left[ Al + \tan^{-1} \left( \frac{x_0}{A} \right) \right],$$  \hspace{1cm} (C12)

where $A = \sqrt{4y^2 - x^2}$ is a constant of the flow. If we now take the flow close to the critical point, in the limit where $x_0/A, Al \ll 1$, then we see that the trajectory becomes

$$x(l) = \frac{x_0}{1 - x_0 l},$$  \hspace{1cm} (C13)

$$y(l) = \frac{1}{2} \frac{x_0}{1 - x_0 l},$$  \hspace{1cm} (C14)

which is exactly the form the flow takes on the whole separatrix $2y(l) = x(l)$. Thus, close enough to the critical point the RG flow is identical to the flow on the separatrix.

We have derived the renormalization equations by computing a specific correlator and demanding that it be unchanged under the RG flow. This was done perturbatively in the umklapp coupling. However, we have not addressed a deeper problem. We note that the $g^2$ correction to $R_{\mu}(\tilde{r})^{(0)}$ has a factor of $F(\tilde{r}) \sim \ln(|\tilde{r}|/\alpha)$, which is divergent as $|\tilde{r}|/\alpha \to \infty$. We should not trust this divergence, however, as it would go away for a fixed but large $|\tilde{r}|$ if we chose $\alpha \sim |\tilde{r}|$. Thus, even though we are choosing $K_{\theta_{\mu\nu}}(l)$ and $g_u(l)$ such that the effective $g_u$ and $K_{\theta_{\mu\nu}}$ do not change under the RG flow, the presence of this logarithm in the correlator means that the RG flow needs to be treated in the theory, as we can expect logarithms that diverge at long distances to appear in these theories. To treat this, we write $R_{\mu}(\tilde{r}, \alpha) = I_{\mu}(\alpha, \alpha' \alpha) R_{\mu}(\tilde{r}, \alpha')$, which allows us to treat the RG flow of the correlator by incorporating it into the $I_{\mu}$ function. Dividing out by a factor of $R_{\mu}(\tilde{r})^{(0)}$, $\overline{R}_{\mu}(\tilde{r}, \alpha) \equiv R_{\mu}(\tilde{r}, \alpha)/R_{\mu}(\tilde{r})^{(0)}$, allows us to consider an $I_{\mu}$ which is 1 in the $g_u = 0$ limit and thus treat it perturbatively. If we now take $\alpha' = |\tilde{r}|$, then we can expect that $\overline{R}_{\mu}(\tilde{r}, \alpha') = O(1)$ since the $g^2 F(\tilde{r})$ term will be small in this limit. Thus, we should expect $R_{\mu}(\tilde{r}, \alpha)/R_{\mu}(\tilde{r})^{(0)} \sim I_{\mu}(\alpha, |\tilde{r}|)$. To compute $I_{\mu}(\alpha, |\tilde{r}|)$, we first find $I_{\mu}(\alpha, \alpha'' \alpha')$ and integrate it. We see that

$$\overline{R}_{\mu}(\tilde{r}, \alpha) = 1 + \frac{a^2}{2} y^2(\alpha) m^2 K_{\rho+}^2(\alpha) F(\tilde{r}) \int_{\tilde{r} > \alpha} \frac{d\tilde{r}_+}{\tilde{r}_+} \left( \frac{\tilde{r}_+}{\alpha} \right)^{3-2m^2 K_{\rho+}}$$  \hspace{1cm} (C15)

$$= 1 + \frac{a^2}{2} y^2(\alpha) m^2 K_{\rho+}^2(\alpha) F(\tilde{r}) dl$$  \hspace{1cm} (C16)

$$+ \frac{a^2}{2} y^2(\alpha'') m^2 K_{\rho+}^2(\alpha') F'(\tilde{r}) \int_{\tilde{r} > \alpha'} \frac{d\tilde{r}_+}{\tilde{r}_+} \left( \frac{\tilde{r}_+}{\alpha'} \right)^{3-2m^2 K_{\rho+}},$$  \hspace{1cm} (C17)

where we expanded in terms of $\alpha' = \alpha'' \alpha'$, used the fact that $y^2(\alpha') = y^2(\alpha)/(\alpha'/\alpha)^{4-2m^2 K_{\rho+}}$ and $K_{\rho+}^2(\alpha') = K_{\rho+}(\alpha) + O(y^2)$ to make this perturbative connection. Thus,

$$I_{\mu}(\alpha, \alpha'' \alpha') = 1 + \frac{a^2}{2} y^2(\alpha) m^2 K_{\rho+}^2(\alpha) F(\tilde{r}) dl$$  \hspace{1cm} (C18)

$$\Rightarrow \ln \left( I_{\mu}(\alpha, \alpha'' \alpha') \right) = \frac{a^2}{2} y^2(\alpha) m^2 K_{\rho+}^2(\alpha) F(\tilde{r}) dl.$$  \hspace{1cm} (C19)

The definition of $I_{\mu}(\alpha, \alpha')$ makes it clear that $I_{\mu}(\alpha, \alpha'' \alpha') = I_{\mu}(\alpha, \alpha') I_{\mu}(\alpha', \alpha'')$ and thus that

$$I_{\mu}(\alpha, \tilde{r}) = \prod_j I_{\mu}(\alpha e^{i \theta_l}, \alpha e^{i \theta_l} e^{i l})$$  \hspace{1cm} (C20)

$$= \exp \left[ \sum_j \ln \left( I_{\mu}(\alpha e^{i \theta_l}, \alpha e^{i \theta_l} e^{i l}) \right) \right]$$  \hspace{1cm} (C21)

$$= \exp \left[ \frac{a^2}{2} \int_0^{\ln(\tilde{r}/\alpha)} dl \ m^2 y^2(l) K_{\rho+}^2(l) (\ln(\tilde{r}/\alpha) - l) \right],$$  \hspace{1cm} (C22)
where we used the fact that \( \ln(\tilde{r}/\alpha(l)) = \ln(\tilde{r}/\alpha e^l) = \ln(\tilde{r}/\alpha) - l \). From the RG equations, we note that 
\[
 m^2 y^2(l) K_{\rho^+}^2(l) = -dK_{\rho^+}/dl \text{ and thus}
\]

\[
 I_\alpha(\alpha, \tilde{r}) = \exp \left[ -\frac{a^2}{2} \int_0^{\ln(\tilde{r}/\alpha)} dl \frac{dK_{\rho^+}}{dl} (\ln(\tilde{r}/\alpha) - l) \right] \tag{C23}
\]

\[
 = \exp \left[ -\frac{a^2}{2} K_{\rho^+} \ln \left( \frac{\tilde{r}}{\alpha} \right) - \frac{a^2}{2} \int_0^{\ln(\tilde{r}/\alpha)} dl \ K_{\rho^+}(l) \right] \tag{C24}
\]

\[
 \Rightarrow R_\alpha(\tilde{r}, \alpha) \sim R_\alpha(\tilde{r}, \alpha)^{(0)} I_\alpha(\alpha, \tilde{r}) \tag{C25}
\]

\[
 = \exp \left[ -\frac{a^2}{2} \int_0^{\ln(\tilde{r}/\alpha)} dl \ K_{\rho^+}(l) \right]. \tag{C26}
\]

We have thus learned that the value of \( \langle e^{ia\theta_{\rho^+}(r)} e^{ia\theta_{\rho^+}(0)} \rangle \) requires tracking the full RG flow of \( K_{\rho^+}(l) \) to avoid the inconsistencies arising from the log divergence of the perturbative corrections. We saw above that close enough to the critical point the RG flow is given by \( x(l) = x_0/(1 - x_0 l) \) for \( x = 2 - m^2 K_{\rho^+} \). If we now insert this form, we will find that

\[
 R_\alpha(\tilde{r}, \alpha) = \left( \frac{\alpha}{\tilde{r}} \right)^{a^2/m^2} \exp \left[ \frac{a^2}{2m^2} \int_0^{\ln(\tilde{r}/\alpha)} dl \ \frac{x_0}{1 - x_0 l} \right] \tag{C27}
\]

\[
 = \left( \frac{\alpha}{\tilde{r}} \right)^{a^2/m^2} \left( \frac{x(\ln(\tilde{r}/\alpha))}{x_0} \right)^{a^2/2m^2} \tag{C28}
\]

The logarithmic corrections to this correlator are thus particularly simple along the separatrix.

Based on our general arguments in the main text, we should expect that

\[
 \langle \mathcal{O}_{\text{CDW}} \rangle \sim \sqrt{\langle \mathcal{O}_{\text{CDW}}(\xi) \mathcal{O}_{\text{CDW}}(0) \rangle} \tag{C29}
\]

\[
 = \sqrt{R_\alpha(\xi, \alpha)} \tag{C30}
\]

\[
 = \left( \frac{\alpha}{\xi} \right)^{8/m^2} \left( \frac{x(\ln(\xi/\alpha))}{x_0} \right)^{4/m^2} \tag{C31}
\]

\[
 \sim \exp \left( -\frac{8C/m^2}{\sqrt{2 - m^2 K_{\theta^+}}} \right) (2 - m^2 K_{\theta^+})^{-4/m^2}, \tag{C32}
\]

since \( \xi \) is defined by the requirement that \( x(l^*) \sim 1 \) for \( \xi \sim \alpha e^{l^*} \).

2. Odd \( m \) (C2S2 \( \rightarrow \) C1S0)

The unperturbed theory which is diagonal in the \( \rho^\pm \) basis and has identical spin and charge velocities can be written as:

\[
\mathcal{L}_{\text{C2S2}} = \sum_{\nu=\rho,\sigma} \frac{v}{2\pi} \left[ \frac{1}{K_{\nu\nu}} (\partial_r \theta_{\nu\nu})^2 + K_{\nu\nu} (\partial_r \varphi_{\nu\nu})^2 \right] + \frac{i}{\pi} (\partial_r \theta_{\nu\nu})(\partial_r \varphi_{\nu\nu}). \tag{C33}
\]

Note that we have not set \( K_{\sigma^\pm} = 1 \) here, even though this will be the value they take in the SU(2) invariant C2S2 theory. We want to be able to track the evolution into the spin insulator, so we need to allow their values to flow, though we will set their initial values under the flow to be one. With this unperturbed theory, we can write Wick’s theorem as

\[
 \left\langle \prod_j e^{i(A_j \theta_{\nu\nu}(\tilde{r}_j) + B_j \varphi_{\nu\nu}(\tilde{r}_j))} \right\rangle = \exp \left[ -\frac{1}{2} \sum_{i<j} (-A_i A_j K_{\nu\nu} - B_i B_j K_{\nu\nu}^{-1}) F(\tilde{r}_i - \tilde{r}_j) + (A_i B_j + B_i A_j) D(\tilde{r}_i - \tilde{r}_j) \right], \tag{C34}
\]
where, again,
\[
F(\tilde{r}) = \frac{1}{2} \ln \left[ \frac{v^2 + (v|\tau| + \alpha)^2}{\alpha^2} \right]
\]
and \( D(\tilde{r}) = -i \arg \{ v\tau + \alpha \text{sgn}(\tau) + iv \} \).
\[(C35)\]

Note that \( F \) and \( D \) are the real and imaginary parts of the function \( \ln(v\tau + \alpha \text{sgn}(\tau) - iv) \), respectively. As before, the correlator above will be zero unless \( \sum_i A_i = 0 = \sum_i B_i \). We have taken these results directly from Giamarchi [12]. We further note that because \( \mathcal{L}_{CS2} \) is diagonal in the \( \nu s \), modes any expectation values in the unperturbed theory, \( \langle \cdot \rangle_0 \), will factorize into the different \( \nu s \) sectors.

We can now begin to compute correlators. We define
\[
R^\nu_{\alpha} (r) = \left< e^{ia\theta_{\nu} (\tilde{r})} e^{-ia\theta_{\nu} (0)} \right> .
\]
\[(C36)\]

We will then have that
\[
R^\nu_{\alpha} (\tilde{r}) = \frac{1}{2} R_{\alpha} (\tilde{r}) + \frac{1}{2} \int d^2\tilde{r} R^\nu_{\alpha} (\tilde{r})^2,
\]
\[(C37)\]

where we changed variables to \( \tilde{r} = \tilde{r}' - \tilde{r}'' \), \( R = \tilde{r}'/2 + \tilde{r}''/2 \) and expanded about small \( \tilde{r}_s \). We note that the \( \tilde{r}_s \) integral with the cutoff \( \tilde{r}_s > \alpha \) is rotationally symmetric and thus the cross terms are zero. Expanding the square, integrating by parts, and using the fact that \( \Delta R F(R) = -2\pi \delta^{(2)}(R) \) gives
\[
R^\nu_{\alpha} (\tilde{r}) = -m^2 a^2 K_{\rho+}^2 \left< e^{-a^2 K_{\rho+} F(\tilde{r})/2} \right> \int d^2\tilde{r} \frac{d^2 R}{(2\pi)^4} e^{-2(m^2 K_{\rho+} + K_{\sigma+}) F(\tilde{r})} \frac{d^2 R}{(2\pi)^4} \left[ F(\tilde{r}) - F(R) \right] \left[ F(\tilde{r}) - F(R) \right] \Delta R [F(\tilde{r}) - F(R)]
\]
\[(C42)\]

Computing the second-order correlator for \( g_2 \) will be essentially identical. Note that there are no cross terms involving \( g_1 g_2 \) because the spin parts of their perturbations must have canceling exponents and each spin piece is distinct. In the end, we will see that
\[
R^\nu_{\alpha} (\tilde{r}) = e^{-a^2 K_{\rho+} F(\tilde{r})/2} \left\{ 1 + \frac{a^2}{2} m^2 K_{\rho+}^2 F(\tilde{r}) \int \frac{d^2 r_s}{\alpha} \frac{y_1^2 (\alpha)}{\alpha} \frac{3 - 2(m^2 K_{\rho+} + K_{\sigma+})}{\alpha^3} \right\}
\]
\[(C45)\]
These latter two RG equations follow directly from the scaling dimensions of the $g_i$ terms. It is only the first that is nontrivial.

We will next compute $R_{\theta}^{\sigma+}(\tilde{r})$. We note that the $\theta_{\sigma+}$ mode can only couple to the $g_1$ term, so

$$
R_{\theta}^{\sigma+}(\tilde{r}) = e^{-a^2 K_{\sigma+} F(\tilde{r})/2} + \frac{1}{2} g_1^2 R_{\theta}^{\sigma+}(\tilde{r})^2.
$$

(C49)

$$
R_{\theta}^{\sigma+}(\tilde{r})^2 = 2e^{-a^2 K_{\sigma+} F(\tilde{r})/2} \sum_{\sigma} \int d^2 \tilde{r} d^2 \tilde{r}'' d^2 \tilde{r}''' \epsilon^{-2(m^2 K_{\rho+} + K_{\sigma+}) F(\tilde{r}''') - F(\tilde{r}'') - F(\tilde{r}')} - 1
$$

(C50)

$$
= \frac{a^2}{2} \frac{1}{\pi^2 \nu^2} K_{\sigma+}^2 F(\tilde{r}) e^{-a^2 K_{\sigma+} F(\tilde{r})/2} \int_{\tilde{r}_s > \alpha} \frac{d\tilde{r}_s}{\alpha} \left( \frac{\tilde{r}_s}{\alpha} \right)^{3-2(m^2 K_{\rho+} + K_{\sigma+})},
$$

(C51)

where we have again used the same tricks in our computation of these correlators and expansions. Finding the effective $K_{\sigma+}$ and the RG equations is again straightforward. We see that we will have

$$
\frac{dK_{\sigma+}}{dl} = -y_1^2 K_{\sigma+}^2,
$$

(C52)

and the identical RG equation we have already found for $y_1$. Since $g_3 = 0$, the theory is symmetric under the interchange $\theta_{\sigma+} \leftrightarrow \theta_{\sigma-}, g_1 \leftrightarrow g_2$. Thus, the last RG equation is clearly

$$
\frac{dK_{\sigma-}}{dl} = -y_2^2 K_{\sigma-}^2.
$$

(C53)

We can now linearize our RG equations about the fixed point. We know that if we define $x_{\sigma \pm} = 1 - K_{\sigma \pm}$, then $x_{\sigma \pm}$ will be zero in the SU(2) invariant C2S2 theory, and should be expected to be small at the critical point. If we also define $x_{\rho+} = 1 - m^2 K_{\rho+}$, then our four RG equations will become

$$
\frac{dx_{\rho+}}{dl} = y_1^2 + y_2^2,
$$

(C54)

$$
\frac{dx_{\sigma+}}{dl} = y_1^2,
$$

(C55)

$$
\frac{dx_{\sigma-}}{dl} = y_2^2,
$$

(C56)

$$
\frac{dy_1}{dl} = (x_{\rho+} + x_{\sigma-}) y_1,
$$

(C57)

$$
\frac{dy_2}{dl} = (x_{\rho+} + x_{\sigma+}) y_2.
$$

(C58)

The interpretation of these RG equations is straightforward. The presence of any of the two terms will attempt to pin $\theta_{\rho+}$, which will increase $x_{\rho+}$ (decrease $K_{\rho+}$). Due to the symmetry of the problem, they must all contribute the same way. The first term will also attempt to pin $\theta_{\sigma+}$, while the last will attempt to pin $\theta_{\sigma-}$.

Let $f_1 = \ln(y_1)$, then we see that $d(f_1 - f_2)/dl = x_{\sigma+} - x_{\sigma-}$ and $d(x_{\sigma+} - x_{\sigma-})/dl = e^{2f_1} - e^{2f_2}$. From this, we see that $d^2(f_1 - f_2)/dl^2 = e^{2f_1} - e^{2f_2}$ and thus that $d^2 f_1/dl^2 - e^{2f_1} = g(l) = d^2 f_2/dl^2 - e^{2f_2}$, where $g(l)$ is some function of $l$. We know from the existence and uniqueness theorem that the equation $d^2 f_1/dl^2 - e^{2f_1} = g(l)$ has a unique solution for a given initial condition $f_1(l = 0) = f_{1,0}$ and $f_1(l = 0)/dl = f_{1,0}$. Now, at the beginning of our flow, we have that $y_1(l = 0) = y_u = y_2(l = 0)$, since both come from the umklapp operator. Further, we start from the SU(2) invariant fixed point in the C2S2 theory, where $x_{\sigma+} = 0 = x_{\sigma-}$. Thus we conclude that $df_1(l = 0)/dl = x_{\rho+}(l = 0) = df_2(l = 0)/dl$. Then, since $f_1, f_2$ satisfy the same second-order differential equation and have the same two initial conditions, we can conclude that $y_1 = y_2$ by the uniqueness theorem.

Our equations then reduce further to

$$
\frac{dx_{\rho+}}{dl} = 2y_u^2,
$$

(C59)

$$
\frac{dx_{\sigma+}}{dl} = y_u^2 = \frac{dx_{\sigma-}}{dl},
$$

(C60)

$$
\frac{dy_u}{dl} = (x_{\rho+} + x_{\sigma+}) y_u.
$$

(C61)
where we can conclude that \( x_{\sigma^+}(l) = x_{\sigma^-}(l) \) and both are zero initially. The first two equations will also reveal that \( x_{\rho^+}(l) = 2x_{\sigma^+}(l) + x_{\sigma^+} \). But then the above flow can immediately be seen to be the traditional KT-like transition. It is controlled by only two variables \( y_0 \) and \( x_{\rho^+} \), with all other values fixed by SU(2) invariance and initial conditions.

Consider the flow in the disordered regime. We can take advantage of the fact that \( A^2 = x_{\rho^+}^2 - (x_{\rho^+} + x_{\sigma^+})^2 \) is a constant of the flow; the disordered regime has this constant being greater than zero. We can then solve the above equations to find that

\[
\begin{align*}
  x_{\rho^+}(l) &= \frac{2}{3} A \tan \left[ Al + \tan^{-1} \left( \frac{x_{\rho^+}}{A} \right) \right] + \frac{1}{3} x_{\rho^+}, \\
  x_{\sigma^+}(l) &= \frac{1}{3} A \tan \left[ Al + \tan^{-1} \left( \frac{x_{\rho^+}}{A} \right) \right] - \frac{1}{3} x_{\rho^+}, \\
  y_u(l) &= \frac{1}{\sqrt{3}} A \sec \left[ Al + \tan^{-1} \left( \frac{x_{\rho^+}}{A} \right) \right].
\end{align*}
\]

(C62) \hspace{1cm} (C63) \hspace{1cm} (C64)

For small \( A \) and small \( l \), these equations reduce to those of the separatrix, as discussed in the main text.

We can now understand the scaling of the gaps as we approach the critical point. For ease, we will choose \( x_{\rho^+,0} = 0 \) so \( A = \sqrt{3} |y_0| \) and we will tune \( A \) towards zero. On dimensional grounds \([12]\), we can expect that \( \Delta_{\rho/\sigma} \sim e^{l_0^*/\xi} \) where \( x_{\rho^+}(l_0^*) \sim 1 \) and \( x_{\sigma^+}(l_0^*) \sim 1 \). Then we see that \( 3/(2A) = \tan(A l_0^*) \) and \( 3/A = \tan(A l_0^*) \). For small \( A \), we can expand this to see that \( l_0^* \sim \pi/(2A) - 2/3 \) and \( l_0^* \sim \pi/(2A) - 1/3 \) and thus \( l_0^* \sim 1 \). In particular, \( A \sim \sqrt{2 - m^2 K_{\rho^+} - K_{\sigma^+}} \) if the transition is approached from a different direction, giving the scaling of \( \Delta_\rho \) and \( \Delta_\sigma \) quoted in the main text.

Lastly, we address the scaling of the correlator \( \langle O_{\text{CDW}}(\tilde{r}) O_{\text{CDW}}(0) \rangle \). If we make the same definition as in the above, \( R^\alpha_{\rho^+} (\tilde{r}, \alpha) = I_a (\alpha, \alpha') R^\alpha_{\rho^+} (\tilde{r}, \alpha') \) then we can use our derivation of the correlator above to see that

\[
I_a (\alpha, \alpha d l) = 1 + \frac{a^2}{2} m^2 K^2_{\rho^+} (\alpha) \left[ y_0^2 (\alpha) + y_2^2 (\alpha) \right] F(\tilde{r}).
\]

(C65)

By the identical logic as in the even \( m \) case, we see that therefore

\[
R^\alpha_{\rho^+} (\tilde{r}, \alpha) = \exp \left[ \frac{-a^2}{2} \int_0^{\ln(\tilde{r}/\alpha)} d l \ K_{\rho^+}(l) \right].
\]

(C66)

Close to the critical point, we will then have that

\[
R^\alpha_{\rho^+} (\tilde{r}, \alpha) = \left( \frac{\alpha}{\tilde{r}} \right)^{a^2/2m^2} \exp \left[ \frac{a^2}{2m^2} \int_0^{\ln(\tilde{r}/\alpha)} d l \ \left( \frac{2}{3} \frac{x_{\rho^+,0}}{1 - x_{\rho^+,0} l} + \frac{1}{3} x_{\rho^+,0} \right) \right].
\]

(C67)

If we use the definition of \( \xi_c = \alpha \xi \) with \( x_{\rho^+}(l_0^*) = 1 \), then we can evaluate this integral to find that

\[
R^\alpha_{\rho^+} (\xi, \alpha) = \left( \frac{\alpha}{\xi} \right)^{a^2/2m^2} x_{\rho^+,0}^{-a^2/3m^2}.
\]

(C68)

where this power is due to the factor of \( 2/3 \) in front of the diverging piece of \( x_{\rho^+}(l) \). We finally conclude that we should expect

\[
\langle O_{\text{CDW}} \rangle \sim \exp \left( -\frac{4 C/ m^2}{\sqrt{2 - m^2 K_{\rho^+} - K_{\sigma^+}}} \right) (2 - m^2 K_{\rho^+} - K_{\sigma^+})^{-8/3m^2}.
\]

(C69)
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