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ABSTRACT

We present a protocol in the shuffle model of differential privacy (DP) for the frequency estimation problem that achieves error $o(1) \cdot \hat{O}(\log n)$, almost matching the central-DP accuracy, with $1 + o(1)$ messages per user. This exhibits a sharp transition phenomenon, as there is a lower bound of $\Omega(n^{1/4})$ if each user is allowed to send only one message. Previously, such a result is only known when the domain size $B$ is $o(n)$. For a large domain, we also need an efficient method to identify the heavy hitters (i.e., elements that are frequent enough). For this purpose, we design a shuffle-DP protocol that uses $o(1)$ messages per user and can identify all heavy hitters in time polylogarithmic in $B$. Finally, by combining our frequency estimation and the heavy hitter detection protocols, we show how to solve the $B$-dimensional 1-sparse vector summation problem in the high-dimensional setting $B = \Omega(n)$, achieving the optimal central-DP MSE $\hat{O}(n)$ with $1 + o(1)$ messages per user. In addition to error and message number, our protocols improve in terms of message size and running time as well. They are also very easy to implement. The experimental results demonstrate order-of-magnitude improvement over prior work.
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1. INTRODUCTION

1.1 Central-DP, local-DP, and shuffle-DP

A randomized mechanism $M : X^n \rightarrow Y$ is $(\epsilon, \delta)$-differentially private (DP) for some privacy parameters $\epsilon > 0$ and $0 \leq \delta < n^{-\Omega(1)}$, if for any two neighboring datasets $D \sim D'$ (i.e., $D$ and $D'$ differ by one element), and any set of outputs $Y \subseteq Y$, 

$$\Pr[M(D) \in Y] \leq e^\epsilon \cdot \Pr[M(D') \in Y] + \delta. \quad (1)$$

Depending on how $M(D)$ is defined, we arrive at different DP models. In central-DP, there is a trusted curator who has direct access to the entire dataset $D = (x_1, \ldots, x_n)$ and $M(D)$ is the privatized estimate of the desired function. In local-DP, each user $i$ locally privatizes their own datum $x_i$ using a randomizer $R$, and sends $R(x_i)$ to an untrusted analyzer $A$. The DP requirement (1) shall hold on these messages, i.e., $M(D) = (R(x_1), \ldots, R(x_n))$. Local-DP provides an alternative approach to secure multi-party computation (MPC) with the following advantages:

- Simplicity: A local-DP protocol, by definition, uses only one round of one-way communications, as opposed to most MPC protocols that require multiple rounds of two-way interactions.
- Efficiency: Local-DP protocols are usually much more efficient than their MPC counterparts in terms of both communication and computation. Its communication cost is often $\hat{O}(n)$, as opposed to at least $\Omega(n^2)$ even for the most basic MPC protocol (assuming a constant fraction of colluding parties), such as bit AND [18]. Furthermore, most local-DP protocols use simple arithmetic operations without any expensive cryptography.

These advantages make local-DP a promising direction for large-scale aggregation problems over private data, which has already been adopted by Apple [1], Google [24], and Microsoft [32]. But it also has clear weaknesses:

1. Weaker privacy guarantee: An MPC transcript reveals information about the private input with negligible probability, but in local-DP, $\epsilon$ is usually set to a constant$^1$ [1, 24].
2. Low accuracy: While an MPC protocol can compute a given functionality with 100% accuracy, local-DP protocols incur errors at least $\Omega(\sqrt{n})$ even for the most basic problems (e.g., bit counting) and this is inherent [12, 14, 37].

The first weakness can often be mitigated in the large-scale setting, as concerned users may opt out, which would not affect the...

---

$^1$Thus, in the introduction, we state all results for a constant $\epsilon$, and assume $\Theta(\log \frac{1}{\delta}) = \Theta(\log \frac{1}{\epsilon}) = \Theta(\log B) = \Theta(\log n)$ to simplify the bounds. The $\hat{O}$ notation further suppresses these polylogarithmic factors.
aggregation accuracy too much as long as enough users participate. In addition, technically speaking, the privacy guarantees of MPC and DP are incomparable: An MPC protocol satisfies (1) with $\epsilon = 0$ over any two $D, D'$ having the same function output but not necessarily neighbors. This offers stronger protection on the transcript, but it does not prevent the output from revealing sensitive information. Thus, an MPC protocol is often combined with differential privacy to provide all-round protection, i.e., a central-DP mechanism for the function is implemented inside the MPC [28, 31, 34]. This makes the strong privacy guarantee of MPC a bit “excessive”, since the overall privacy guarantee of the whole system is decided by the weakest link, which is differential privacy.

However, the second weakness is still a major concern for local-DP. In fact, it is due to this reason that the above MPC + central-DP approach is still popular, since a central-DP mechanism has error $O(1)$ for many problems.

Instead of MPC + central-DP, which has good accuracy but high costs, a different approach has been suggested, by assuming that the $R(x_i)$’s are sent to the analyzer anonymously [30]. Combined with differential privacy, this results in the shuffle-DP model [4, 5, 10, 14, 15, 25, 27]. More precisely, shuffle-DP applies the requirement (1) on the multiset $M(D) = (R(x_1), \ldots, R(x_n))$, or equivalently, the messages are given to the analyzer after a random shuffle. Shuffle-DP keeps the simplicity and efficiency of local-DP, modulo the cost of the shuffler, while possibly offering significant improvement in terms of accuracy. For the bit counting problem, a simple randomized response protocol, in which each user sends a random bit with probability $O(1/n)$, otherwise the true input $x_i$, can already achieve $O(1)$ error in shuffle-DP, matching the error in central-DP up to polylogarithmic factors.

Single-message shuffle-DP. In the randomized response protocol above, each user only sends one message (actually, just one bit). Moving beyond bit counting, people realized that the single-message shuffle-DP model has its limitation. Generalizing bit counting to the real summation problem, i.e., each $x_i \in [0, 1]$ and we wish to estimate $\sum x_i$, we encounter a lower bound of $O(n^{1/6})$ [4]. For the frequency estimation problem, which is the focus of this paper, there is a lower bound of $O(\sqrt{n})$ [25]. On the other hand, central-DP can still achieve error $O(1)$ for both problems.

Multi-message shuffle-DP. In view of the lower bounds above, it is natural to study shuffle-DP protocols where each user sends multiple messages. For real summation, the protocol in [30] achieves $O(1)$ error by sending $O(\log n)$ messages per user. This was later improved to $O(1)$ messages [5]. Recently, Ghazi et al. [27] have designed a simple and elegant protocol that further reduces the (expected) number of messages per user to $1 + o(1)$, and reduces the constant in the $O(1)$ error bound to almost match the error achievable in central-DP. The reduction in the message number is important both theoretically and practically: Theoretically, it exhibits a sharp transition phenomenon that $o(1)$ extra messages can bring a polynomial improvement in the error; practically, reducing the message number is important since each message has to be anonymized by the shuffler, which could be the dominating cost in a shuffle-DP system, depending on the implementation of the shuffler and its trust assumptions.

1.2 Frequency Estimation

In the frequency estimation problem, each of the $n$ users holds an element from a domain $[B] := \{0, \ldots, B-1\}$ and the goal is to estimate the number of users holding element $x$ for any $x \in [B]$. Let $D = (x_1, \ldots, x_n) \in [B]^n$ be the input, and let $g_x = \sum_{i=1}^{n} [x_i = x]$ be the frequency of $x$ in $D$. A frequency estimation protocol $P : [B]^n \rightarrow \mathbb{N}^B$ returns an estimate of $g_x$ for each $x \in [B]$. We are interested in the maximum estimation error, i.e., for a failure probability $\beta$, we say that $P$ has error $\alpha$ if

$$\Pr \left[ \max_{x \in [B]} |P(D)_x - g_x| > \alpha \right] < \beta.$$ 

When $B = 2$, the problem degenerates into bit counting. But for the frequency estimation problem, we are more interested in the large-domain case $B > n$. For example, when estimating the popularity of hashtags and websites without any a priori restrictions on the possible hashtags/website, the domain would be all strings (up to a certain length) and all IP addresses. For large $B$, $P(D)$ shall be returned implicitly, i.e., it is a data structure from which $P(D)_x$ can be extracted for any given query $x$.

Ghazi et al. [25] prove a lower bound of $\Omega(n^{1/4})$ if each user is only allowed a single message; they also present a protocol that uses $O(\log n)$ messages to achieve $O(\log n)$ error, matching the optimal error in central-DP. In this paper, we present a new shuffle-DP frequency estimation protocol that achieves (i) $O(\log n)$ error with $O(1)$ messages; or (ii) $o(1) \cdot \log n$ error with $1 + o(1)$ messages, where $o(1)$ denotes any super-constant function. Thus, similar to the real summation problem, we see a sharp transition phenomenon for the frequency estimation problem as well.

In addition to error and message complexity, our protocol also reduces each message size from $O(\log^2 n)$ bits [25] to $O(\log n)$ bits, and reduce the query time from $O(n \log^3 n)$ [25] to $O(n)$. It is also easy to implement, requires only private randomness, and defends against any constant fraction of malicious users (known as robust shuffle-DP).

1.3 Heavy Hitter Detection

For a large domain, estimating the frequency of each element one by one is impractical. Instead, it should be equipped with a heavy hitter detection technique to identify the elements that are frequent enough. For a threshold $0 < \phi < 1$, the set of heavy hitters are $\{x \mid g_x \geq \phi n, x \in [B]\}$. Note that there are at most $1/\phi$ heavy hitters, thus the goal of heavy hitter detection is to find all of them (their identifiers) in time that depends on $1/\phi$. Afterwards, one can query a frequency estimation data structure to obtain their frequencies and remove the false positives, subject to an error of $O(1)$.

The heavy hitter detection shuffle-DP protocol in [25] works for any $\phi = \Omega(\log^2 n/n)$, sends $O(\log^4 n)$ messages per user, and the detection time is $O(n \log^6 n/\phi)$. In this paper, we present an improved technique to detect all heavy hitters for any $\phi = \Omega(\log^2 n/n)$ using $O(\log^2 n/\phi n)$ messages and the detection time is $O(\log^2 n/\phi^2)$, both of which are better than [25] for all $\phi = \Omega(\log^2 n/n)$, and the improvement is more significant for larger $\phi$. In particular, for $\phi = \omega(\log^2 n/n)$, the message number is $o(1)$. Combined with our $1 + o(1)$ frequency estimation protocol, we obtain a $1 + o(1)$ protocol
to estimate the frequencies of all elements with error \( \tilde{O}(1) \) in time \( \tilde{O}(n^2) \) for any \( B = n^{O(1)} \), where we simply set the frequencies of the light hitters to 0.

### 1.4 1-Sparse Vector Summation

Finally, we consider the 1-sparse vector summation problem \cite{27}. The i-th user holds an element \( x_i \in [B] \) together with a weight \( w_i \in [0, 1] \), and the goal is to estimate \( g_i = \sum_{j=1}^n x_i \cdot x_j \) for all \( x \in [B] \). In other words, each user holds a 1-sparse \( B \)-dimensional vector \( v_i \in [0, 1]^B \), and the goal is to estimate \( v = \sum_{i=1}^n v_i \). Note that this problem degenerates into real summation by setting \( B = 1 \), or frequency estimation by setting \( w_i = 1 \) for all \( i \). However, unlike the frequency estimation problem where we are concerned with the maximum error over all elements (the coordinates of \( v \) in this case), for the vector summation problem, the error metric is often the MSE, i.e., \( E[(v_i - \hat{v}_i)^2] \) where \( \hat{v}_i \) is an estimated \( v_i \).

By directly applying their 1 + o(1) real summation protocol on each coordinate, Ghazi et al. \cite{27} show how to achieve an MSE of \( \tilde{O}(\min(B, n)) \), matching the optimal central-DP error bound \cite{11} with 1 + \( \tilde{O}((B/n + B/n) \log B) \) messages per user\(^2\). This is a 1 + o(1)-message protocol only in the low-dimensional setting \( B = o(n) \). In this paper, we show that in high dimensions \( B = \Omega(n) \), this problem can be solved by simply combining our frequency estimation and heavy hitter detection protocols, which can achieve \( \tilde{O}(n) \) MSE with 1 + o(1) messages. Thus, together with \cite{27}, we have shown that the optimal central-DP MSE (up to polylogarithmic factors) can be achieved with 1 + o(1) messages in shuffle-DP.

### 2 RELATED WORK

The idea of anonymizing/shuffling the messages before handing them to an analyzer goes back to at least 1981 \cite{15}. Combining this notion with differential privacy results in the shuffle-DP model, which has attracted much attention in recent years. In addition to the problems already covered earlier, Chen et al. \cite{14} study the distinct count problem in shuffle-DP, which also exhibits a separation between the single-message and multi-message setting. They prove an error lower bound of \( \Omega(n) \) (hence, hopeless) for the former, and an upper bound of \( \tilde{O}(\sqrt{n}) \) for the latter. The standard shuffle-DP model, like local-DP, only allows a single round of communication. Recently, Beimel et al. \cite{8} extend this model and investigate what can be achieved with two rounds. Huang et al. \cite{29} design a 3-round mean estimation protocol that achieves instance optimality. In this paper, we use the standard 1-round model of shuffle-DP.

The protocol in \cite{25} is the state of the art for frequency estimation and heavy hitter detection for a large \( B \), i.e., the dependency on \( B \) is logarithmic. Prior to that, there are a number of protocols with a linear dependency on \( B \). Balcer and Cheu \cite{2} provide a protocol that sends \( O(B) \) messages per user while achieving \( O(\log n) \) error, which keeps independent of the domain size even when \( \log B = \Omega(\log n) \). Cheu and Zhilyaev \cite{16} design a protocol that can send 2 messages per user, but each message has \( O(B) \) bits. Ghazi et al. \cite{26} show how to achieve \( O(\log n) \) error with 1 + \( O(B/n) \) messages each of \( O(\log B) \) bits. In Section 3.2 we show how our framework also can recover this result easily. Frequency estimation and heavy hitter detection have also been studied extensively in local-DP \cite{1, 6, 7, 22, 23, 39, 41}, but the optimal error in local-DP is \( \tilde{O}(\sqrt{n}) \).

Compared with local-DP, shuffle-DP allows us to achieve a much smaller error, but it relies on the availability of an anonymizer or shuffler. From its early conception \cite{13}, many practical implementations of shufflers based on different technologies have been released, including mix networks \cite{13, 19}, onion routing \cite{20, 35}, trusted nodes/hardware \cite{10, 36}, etc.

### 3 FREQUENCY ESTIMATION

#### 3.1 A Balls-into-bins mechanism

We first study the privacy of a simple balls-into-bins mechanism \( M^{\text{BIB}} \), shown in Algorithm 1, in the central-DP model. This mechanism, as we will see shortly, is equivalent to our shuffle-DP mechanisms with appropriate settings of its parameters \( m, s, k, n, p \). The input to \( M^{\text{BIB}} \) is some \( S \subseteq [m] \) such that \( |S| = s \), and any pair of inputs \( S \) and \( S' \) are considered neighbors. The set \( S \) can be thought of as \( s \) special bins, chosen out of a total of \( m \) bins. The mechanism throws one real ball and (expected) \( k + np \) noisy balls into the \( m \) bins, and the numbers of balls in all the bins are taken as the output. Specifically, it throws the real ball into one of the \( s \) special bins uniformly at random. Then, it throws \( k \) noisy balls uniformly at random into all the bins. Finally, it flips a biased coin \( n \) times (we use \( \text{Ber}(p) \) to denote a Bernoulli random variable with parameter \( p \) in the algorithm), and for each heads we get, it throws a noisy ball into one bin chosen uniformly at random from all bins. All the balls are thrown independently. Clearly, for any \( S \neq S' \), the distributions of the noisy balls are identical, whose purpose is to hide the location of the real ball. Since the location of the real ball is randomly chosen from the \( s \) special bins, a larger \( s \) makes it easier to hide (in the extreme case \( s = m \), no noisy ball is needed). The theorem below formalizes this intuition:

**Theorem 3.1.** For any \( 0 < \epsilon < 3 \) and \( 0 < \delta < 1 \), the mechanism \( M^{\text{BIB}} \) is \((\epsilon, \delta)\)-differentially private if \( k + np \leq \frac{32 \ln(2/\delta)}{\epsilon^2} \cdot \frac{m}{s} \).

**Proof.** The proof follows the framework of Lemma 4.4 in \cite{25}. Treating the numbers of balls in the \( m \) bins as an \( m \)-dimensional vector, we use \( M(S) \in \mathbb{N}^m \) to denote the output of \( M^{\text{BIB}} \) with public parameters \( m, s, k, n, p \) on input \( S \). We prove the following inequality, which is equivalent to the DP definition in \eqref{eq:dp}:

\[
\Pr_{W \sim M(S)} \left[ \frac{\Pr[M(S) = W]}{\Pr[M(S') = W]} \geq e^\epsilon \right] \leq \delta.
\]

We first consider mechanism \( M^{\text{BIB}}_0 \) that only throws noisy balls (i.e., skip the first two lines in Algorithm 1). Let \( M_0 \in \mathbb{N}^m \) be the output vector of \( M^{\text{BIB}}_0 \); note that \( \hat{M}_0 \) does not depend on \( S \). For any \( W = (w_i)_{i=1}^m \in \mathbb{N}^m \), denote \( w = \sum_{i=1}^m w_i \). Then when \( k \leq w \leq k+n \), we have

\[
\Pr[M_0 = W] = \binom{n}{w-k} p^{w-k} (1-p)^{n-w+k} \frac{w!}{\prod_{i=1}^m w_i!} m^w.
\]

Now consider \( M^{\text{BIB}} \). Let \( i \) be the bin chosen by the real ball (line 1 in Algorithm 1) and \( \epsilon_i \) be a length-\( m \) one-hot vector where the \( i \)-th coordinator is 1 and other coordinators are 0. For any

\footnote{As stated, their protocol only achieves MSE \( \tilde{O}(B) \) and the message number is 1 + \( O(B/\sqrt{B}) \). In Section 5.1, we show how their protocol can be modified to achieve these improved bounds.}
Algorithm 1: Balls-into-bins Mechanism $\mathcal{M}_{\text{BIB}}$

Public Parameters: $m, s, k, n, p$

Input: A set $S \subseteq [m]$ such that $|S| = s$

Output: A multiset $O \subseteq [m]$

1. Choose $x \in S$ uniformly at random;
2. $O \leftarrow \{x\}$;
3. for $i \leftarrow 1$ to $k$ do
   4. Choose $x \in [m]$ uniformly at random;
   5. $O \leftarrow O \cup \{x\}$; // Increase the multiplicity of $x$ by 1 ($\cup$ stands for the union operation on multisets).
4. end
5. for $i \leftarrow 1$ to $n$ do
   6. $y \leftarrow \text{Ber}(p)$;
   7. if $y = 1$ then
      8. Choose $x \in [m]$ uniformly at random;
      9. $O \leftarrow O \cup \{x\}$;
   10. end
5. end
6. return $O$;

$W = \{w_i\}_{i=1}^m \in \mathbb{N}^m$, denote $w = \sum_{i=1}^m w_i$. Then when $1 + k \leq w \leq 1 + k + n$, we have

$$\Pr[M(S) = W] = \sum_{i \in S} \Pr[M(S) = W | I = i] \cdot \Pr[I = i] = \sum_{i \in S} \Pr[M_i = W - e_i] \cdot s^{-1}$$

$$= \left(\frac{n}{m - 1 - k}\right) p^{n-1-k} (1-p)^{n-w+1+k} \cdot \frac{(w-1)!}{s \cdot m^{w-1} \cdot \prod_{i=1}^m w_i} \sum_{i \in S} w_i.$$

Therefore, inequality (2) is equivalent to

$$\Pr_{W \sim M(S)} \left[ \frac{\sum_{i \in S} w_i}{\sum_{i \in S'} w_i} \geq \epsilon^2 \right] \leq \delta.$$ 

We use Bin($n, p$) to denote a binomial distribution with parameters $n$ and $p$. Notice that when $W \sim M(S)$, $\sum_{i \in S} w_i \sim 1 + \text{Bin}(k, \frac{1}{m}) + \text{Bin}(n, \frac{p}{m})$, while $\sum_{i \in S'} w_i \sim \text{Ber}(|S'|/s) + \text{Bin}(k, \frac{1}{m}) + \text{Bin}(n, \frac{p}{m})$. Therefore, it suffices to prove

$$\Pr_{W \sim M(S)} \left[ \frac{1 + X_1}{X_2} \geq \epsilon^2 \right] \leq \delta,$$

where $X_1, X_2 \sim \text{Bin}(k, \frac{1}{m}) + \text{Bin}(n, \frac{p}{m})$. Note that $X_1$ and $X_2$ are not necessarily independent.

Since $\mu := \mathbb{E}[X_1] = (k + np) \frac{p}{m} \geq \frac{32 \ln(2/\delta)}{\epsilon^2}$, by Chernoff bound, we have

$$\Pr[X_1 \geq (1 + \epsilon/3)\mu] \leq \exp \left(-\frac{\epsilon}{3} \left(\frac{\epsilon}{3}\right)^2 \right) < \frac{\delta}{2},$$

$$\Pr[X_2 \leq (1 - \epsilon/4)\mu] \leq \exp \left(-\frac{\epsilon}{2} \left(\frac{\epsilon}{2}\right)^2 \right) < \frac{\delta}{2}.$$ 

Since $\delta < 1$, we have $\mu > (32 \ln 2)/\epsilon^2 > 18/\epsilon^2$. Also note that $e^{\epsilon^2/3} \geq 1 + \epsilon/3 + \epsilon^2/18$ and $1 - \epsilon/4 > e^{-\epsilon/2}$ for $0 < \epsilon \leq 3$, so we have

$$\frac{1 + (1 + \epsilon/3)\mu}{(1 - \epsilon/4)\mu} \leq \frac{\epsilon^2/18 + (1 + \epsilon/3)\mu}{1 - \epsilon/4} \leq \frac{e^{\epsilon^2/3}}{e^{-\epsilon/2}} \leq e^\epsilon.$$

Finally, by a union bound, we obtain

$$\Pr \left[ \frac{1 + X_1}{X_2} \geq \epsilon^2 \right] \leq \Pr[X_1 \geq (1 + \epsilon/3)\mu] + \Pr[X_2 \leq (1 - \epsilon/4)\mu] \leq \delta. \tag{3}$$

Remark. From the proof of Theorem 3.1, we see that the derivation from

$$\text{(k + np) \cdot \frac{s}{m} \geq \theta := \frac{32 \ln(2/\delta)}{\epsilon^2}} \tag{4}$$

to the key inequality (3) is quite loose. In particular, we chose a large constant 32 so as to simplify the proof. In practice, when concrete values of $n, m, s, \epsilon, \delta$ are given, we can try minimizing $\theta$ as long as (3) holds. Specifically, we consider the worst case $S \cap S' = \emptyset$, in which case $\Pr[(1 + X_1)/X_2 \geq \epsilon^2] = 1$ is a function of $\theta$ that can be computed in $O(n)$ time. Then, we perform a binary search for the smallest $\theta$ such that (3) holds. We stop the binary search when the range has narrowed down to $1/n$, which gives us a near-optimal $\theta$ in $O(n \log n)$ time. Note that this optimization step is data-independent, so $\theta$ can be pre-computed. Furthermore, it works without the technical condition $0 < \epsilon \leq 3$ in Theorem 3.1.

3.2 The Protocol for a Small Domain

As a warm-up, we first describe a protocol for a small domain $B < O(n)$. It is a simple modification of the single-message shuffle protocol of [4]. In their local randomizer, each user sends its input with probability $p = O(B/n)$, and sends a blanket noise otherwise. The blanket noise is a random element uniformly chosen from $[B]$. When $B = \sqrt{n}$, their analyzer incurs $O(n^{1/4})$ error, matching the lower bound of single-message protocols [25].

We extend their result to a $(1 + \rho)$-message protocol $\mathcal{P}^{\text{FE0}} = (\mathcal{R}^{\text{FE0}}, \mathcal{A}^{\text{FE0}})$ for better accuracy, where $\rho = O(B/n)$. The local randomizer works as follows: Each user always sends its input; in addition, with probability $\rho$, it also sends a blanket noise (see Algorithm 2).

Algorithm 2: Local Randomizer $\mathcal{R}^{\text{FE0}}$

Public Parameters: $B, n, \epsilon, \delta$

Input: $x \in [B]$

Output: A multiset $T \subseteq [B]$

1. $T \leftarrow \{x\}$;
2. $\rho \leftarrow \frac{32 \ln(2/\delta)}{\epsilon^2}$ \cdot $\frac{B}{n}$;
3. $y \leftarrow \text{Ber}(\rho)$;
4. if $y = 1$ then
   5. Choose $x'$ from $[B]$ uniformly;
   6. $T \leftarrow T \cup \{x'\}$;
5. end
6. return $T$;

We first show that this local randomizer satisfies DP:
Lemma 3.2 (Privacy of R_{FE0}). For any $n, B \in \mathbb{N}$, $0 < \epsilon \leq 3$, and $0 < \delta < 1$, let $\rho = \frac{32 \ln^2(2/\delta)}{\epsilon^2}$. If $\rho \leq 1$, then $\mathcal{R}_{FE0}$ satisfies $(\epsilon, \delta)$-shuffling DP.

Proof. For any input $D = (x_1, x_2, \ldots, x_n)$, the view of the analyzer is the multiset $T$ which can be split into two parts:

1. $n$ real inputs from all the users $\{x_i\}_{i=1}^n$, and
2. the multiset of expected $np$ blanket noises $\mathcal{T}_\text{Noise} \subseteq \{B\}$.

Let $D'$ be any neighboring databases of $D$. Then we need to prove:

$$\Pr_{\tau \sim \mathcal{T}(D)} \left[ \frac{\Pr[\tau(D) = x]}{\Pr[\tau(D') = x]} \geq e^\delta \right] \leq \delta. \quad (5)$$

Without loss of generality, we assume $D$ and $D'$ differ in the last element, i.e., $D' = (x_1, x_2, \ldots, x'_n)$. By factoring out the first $n-1$ users, it suffices to prove:

$$\Pr_{\tau \sim \mathcal{T}(D)} \left[ \frac{\Pr[\tau(D) = \tau(T_{\text{Noise}} = x)]}{\Pr[\tau(D') = \tau(T_{\text{Noise}} = x)]} \geq e^\delta \right] \leq \delta. \quad (6)$$

Note that (6) is actually stronger than (5), as the first $n-1$ common users provide additional randomness. To prove (6), we note that without real inputs from the first $n-1$ users, the shuffled messages correspond to $\mathcal{M}_{BIB}$ with public parameters $m = B, s = 1, k = 0, p = \rho$:

- The set of bins in $\mathcal{M}_{BIB}$ corresponds to $\{B\}$.
- The input set $S$ in $\mathcal{M}_{BIB}$ corresponds to $\{x_n\}$ and $\{x'_n\}$, respectively.
- No fixed $k$ noisy balls, i.e., $k = 0$.
- The multiset of bins chosen by the expected $np$ noisy balls are $\mathcal{T}_\text{Noise}$.

Then the lemma immediately follows from Theorem 3.1. □

For a query $x$, the analyzer (Algorithm 3) simply counts the number of messages that equal to $x$, followed by a bias-removal step.

\begin{algorithm}
\caption{Analyzer $\mathcal{A}_{FE0}$}
\begin{algorithmic}[1]
\Statex \textbf{Public Parameters:} $B, n, \epsilon, \delta$
\Statex \textbf{Input:} A multiset $T \subseteq \{B\}$; element $x$
\Statex \textbf{Output:} Estimated frequency of $x$
\State $X \leftarrow$ the frequency of $x$ in $T$;
\State $\rho \leftarrow \frac{32 \ln^2(2/\delta)}{\epsilon^2}$;
\State $\hat{g}_x \leftarrow X - np/B$;
\State \Return $\hat{g}_x$.
\end{algorithmic}
\end{algorithm}

\begin{lemma}[Accuracy of $\mathcal{P}_{FE0}$]
The protocol $\mathcal{P}_{FE0}$ has error $\alpha = \max \left\{ 3 \ln(2B/\beta), \sqrt{3 \ln(2B/\beta)} \cdot \frac{32 \ln^2(2/\delta)}{\epsilon^2} \right\}$.
\end{lemma}

Proof. Let $X$ be the frequency of $x$ in the output multiset $T$, then $X = g_x + \text{Bin}(n, \rho/B)$, where the second term comes from the blanket noises. Since $\hat{g}_x = X - np/B$, we conclude $\mathbb{E}[\hat{g}_x] = g_x$, so $\mathcal{A}_{FE0}$ provides an unbiased estimation.

Let $Y = \text{Bin}(n, \rho/B)$. Define $\mu := \mathbb{E}[Y]$, then by Chernoff bound, for $0 < \eta \leq 1$,

$$\Pr \left[ |Y - \mu| > \eta \mu \right] < 2 \exp(-\frac{\eta^2 \mu}{3}).$$

And for $\eta > 1$,

$$\Pr \left[ |Y - \mu| > \eta \mu \right] < 2 \exp(-\frac{\eta \mu}{3}).$$

If $\mu \geq 3 \ln(2B/\beta)$, by setting $\eta = \frac{3 \ln(2B/\beta)}{\mu} \leq 1$ we get

$$\Pr \left[ |Y - \mu| > \sqrt{3 \ln(2B/\beta) \mu} \right] < 2 \exp(-\frac{\eta \mu}{3}) = \frac{\beta}{B}.$$ 

Otherwise, by setting $\eta = \frac{3 \ln(2B/\beta)}{\mu} > 1$ we get

$$\Pr \left[ |Y - \mu| > 3 \ln(2B/\beta) \right] < 2 \exp(-\frac{\eta \mu}{3}) = \frac{\beta}{B}.$$ 

In conclusion,

$$\Pr \left[ |\hat{g}_x - g_x| > \alpha \right] < \frac{\beta}{B}.$$ 

By union bound,

$$\Pr \left[ \bigvee_{x \in \{B\}} |\hat{g}_x - g_x| > \alpha \right] < \beta,$$ 

which implies the result. □

The number of messages sent per user, message size, and query time are obvious. Thus we have:

\begin{theorem}
For $0 < \epsilon \leq 3$, $0 < \delta < 1$, and any $n, B \in \mathbb{N}$ such that $B \leq \frac{\epsilon^2 n}{32 \ln(2/\delta)}$, $\mathcal{P}_{FE0}$ is a private-coin $(\epsilon, \delta)$-shuffling DP frequency estimation protocol that sends $1 + O \left( \frac{\log(1/\delta)}{\ln B} \right)$ messages per user in expectation, each consisting of $O(\log B)$ bits. Any frequency query can be answered in expected $O(n)$ time with error $O \left( \frac{\log B + 1}{\sqrt{\log B \log(1/\delta)}} \right)$.
\end{theorem}

Note that for $B = o \left( \frac{\epsilon^2 n}{\log(1/\delta)} \right)$, $\mathcal{P}_{FE0}$ is a $(1 + o(1))$-message protocol with error $O(1)$.

3.3 The Protocol for a Large Domain

The protocol above can be easily extended to support a larger domain. For $B \geq \Omega(n)$, $\rho$ will be greater than $1$, but we can ask each user to first send $[\rho]$ blanket noises, and then another blanket noise with probability $\rho - [\rho]$. Privacy still holds, by appropriately modifying the proof of Lemma 3.2, but the number of messages will be $1 + \rho = O(B/n)$.

The idea is to use hashing to reduce the domain size. Specifically, we use the classical hash function $h_{u,v} : [B] \to [b]$ to hash an element in $[B]$ to a bin in $[b]$, where $h_{u,v}(x) = ((ux + v) \mod q) \mod b$, $q \in [B, 2B]$ is a prime,\footnote{This $q$ must exist due to Bertrand’s postulate.} and $b$ is a parameter that will
control the trade-off between communication cost and accuracy. Let \( \mathcal{H} = \{ h_{u,v} \mid (u,v) \in \{1, \ldots, q-1 \} \times \{q\} \} \). It is well-known that \( \mathcal{H} \) is a universal family with collision probability \( p_{\text{col}}(x,y) := \Pr[h_{u,v}(x) = h_{u,v}(y)] < \frac{1}{b} \). In fact, for this family, the collision probability is the same for all \( x \neq y; p_{\text{col}}(\cdot,\cdot) = \frac{q(b/2) + q - b}{(q(q-1))} \), which is simply denoted as \( p_{\text{col}} \).

### 3.3.1 Local randomizer (Algorithm 4)
Assume a user holds a private input \( x \). It uniformly randomly chooses \( (u,v) \in \{1, \ldots, q-1 \} \times \{q\} \), and sends \((u,v,h_{u,v}(x))\) to the shuffler, called the real output. It also sends \( \rho \) blanket noises to the shuffler, where \( \rho = \frac{32 \ln(2/\delta)}{\varepsilon^2} \cdot \frac{b}{n} \). Each blanket noise \((u,v,w)\) from \( \{1, \ldots, q-1 \} \times \{q\} \times \{b\} \) independently. Note that when \( \rho \) is not an integer, it sends \( \lfloor \rho \rfloor \) blanket noises and then with probability \( 1 - \lfloor \rho \rfloor \) sends another blanket noise, so that the expected number of blanket noises is \( \rho \). The total expected number of messages the user sends is therefore \( 1 + \rho \), including one real output and \( \rho \) blanket noises.

#### Algorithm 4: Local Randomizer \( R^{FE1} \)

**Public Parameters:** \( B, b, n, \varepsilon, \delta \)

**Input:** \( x \in [B] \)

**Output:** A multiset \( T \subseteq \{1, \ldots, q-1 \} \times [q] \times [b] \)

1. Choose \( (u,v) \) from \( \{1, \ldots, q-1 \} \times \{q\} \) uniformly;
2. \( T \leftarrow \{(u,v,h_{u,v}(x))\} \)
3. \( \rho \leftarrow \frac{32 \ln(2/\delta)}{\varepsilon^2} \cdot \frac{b}{n} \)
4. for \( i \leftarrow 1 \) to \( \lfloor \rho \rfloor \) do
   5. Choose \((u,v,w)\) from \( \{1, \ldots, q-1 \} \times \{q\} \times \{b\} \) uniformly;
   6. \( T \leftarrow T \cup \{(u,v,w)\} \)
5. if \( y = 1 \) then
   8. Choose \((u,v,w)\) from \( \{1, \ldots, q-1 \} \times \{q\} \times \{b\} \) uniformly;
   9. \( T \leftarrow T \cup \{(u,v,w)\} \)
9. return \( T \)

#### Lemma 3.5 (Privacy of \( R^{FE1} \)). For any \( n, b, B \in \mathbb{N} \), \( 0 < \varepsilon \leq 3 \), and \( 0 < \delta < 1 \), let \( \rho = \frac{32 \ln(2/\delta)}{\varepsilon^2} \cdot \frac{b}{n} \). Then \( R^{FE1} \) satisfies \((\varepsilon, \delta)\)-shuffle DP.

#### Proof.

The proof is similar to the proof of Lemma 3.2: First we exclude \( \{(u,v,h_{u,v}(x_i))\}_{i=1}^{n-1} \), i.e., the real outputs from the first \( n-1 \) users. Then the privacy follows from that of \( M^{BB} \) with parameters \( m = (q-1)b \), \( s = (q-1)q \), \( k = n\lfloor \rho \rfloor \), \( n, \rho = \rho - \lfloor \rho \rfloor \):
- The set of bins in \( M^{BB} \) are \( \{1, \ldots, q-1\} \times \{q\} \times \{b\} \).
- The input set \( S \) in \( M^{BB} \) corresponds to \( \{(u,v,w) \mid h_{u,v}(w) = x_n\} \) and \( \{(u,v,w) \mid h_{u,v}(w) = x_n'\} \), respectively.
- Each user first throws \( \lfloor \rho \rfloor \) noisy balls, so \( k = n\lfloor \rho \rfloor \).
- Each user then throws a noisy ball with probability \( p = \rho - \lfloor \rho \rfloor \).

#### 3.3.2 Analyzer (Algorithm 5)

The analyzer’s view is a multiset of tuples \((u,v,w)\). To query for the frequency of an element \( x \), it scans all tuples received and count the number of tuples satisfying \( h_{u,v}(x) = w \). Then we remove the bias caused by hash collisions and the blanket noises.

#### Algorithm 5: Analyzer \( A^{FE1} \)

**Public Parameters:** \( B, b, n, \varepsilon, \delta \)

**Input:** An element \( x \in [B] \); a multiset \( T \subseteq \{1, \ldots, q-1\} \times [q] \times [b] \)

**Output:** Estimated frequency of \( x \)
1. \( p_{\text{col}} \leftarrow \frac{q(b/2) + q - b}{(q(q-1))} \)
2. \( X \leftarrow 0 \)
3. for \((u,v,w)\) in \( T \)
   4. if \( h_{u,v}(x) = w \) then
   5. \( X \leftarrow X + 1 \)
5. \( \rho \leftarrow \frac{32 \ln(2/\delta)}{\varepsilon^2} \cdot \frac{b}{n} \)
6. \( \hat{g}_x \leftarrow (X - np/b - np_{\text{col}})/(1 - p_{\text{col}}) \)
10. return \( \hat{g}_x \)

#### Lemma 3.6 (Accuracy of \( A^{FE1} \)). The protocol \( A^{FE1} \) has error

\[
\alpha = 2 \max \left\{ 3 \ln(2B/\beta), \sqrt{3 \ln(2B/\beta) \cdot \frac{n}{b} + \frac{32 \ln(2/\delta)}{\varepsilon^2}} \right\}.
\]

#### Proof.

Let \( X \) be the number of tuples \((u,v,w)\) in \( T \) that satisfy \( h_{u,v}(x) = w \). We have \( X = g_x + \text{Bin}(n - g_x, p_{\text{col}}) + \text{Bin}(n\lfloor \rho \rfloor, 1/b) + \text{Bin}(n, (\rho - \lfloor \rho \rfloor)/b) \), where

1. the first term is the \( g_x \) real outputs from the users with input \( x \),
2. the second term is from the \( n - g_x \) real outputs from the users with data not equal to \( x \), each colliding with \( x \) with probability \( p_{\text{col}} \), and
3. the last two terms are from the blanket noises.

Since \( \hat{g}_x = (X - np/b - np_{\text{col}})/(1 - p_{\text{col}}) \), we have \( \mathbb{E}[\hat{g}_x] = g_x \), i.e., \( A^{FE1} \) returns unbiased estimates.

Let \( Y = \text{Bin}(n - g_x, p_{\text{col}}) + \text{Bin}(n\lfloor \rho \rfloor, 1/b) + \text{Bin}(n, (\rho - \lfloor \rho \rfloor)/b) \) which is a sum of \( n\lfloor \rho \rfloor + 2 \) independent Bernoulli variables. Define \( \mu \coloneqq \mathbb{E}[Y] \), then similar to the proof of Lemma 3.3, we have

\[
\Pr\left[ |Y - \mu| > \max \left\{ 3 \ln(2B/\beta), \sqrt{3 \ln(2B/\beta) \cdot \frac{n}{b} + \frac{32 \ln(2/\delta)}{\varepsilon^2}} \right\} \right] < \frac{\beta}{B}.
\]

Therefore,

\[
\Pr\left[ |\hat{g}_x - g_x| > \max \left\{ 3 \ln(2B/\beta), \sqrt{3 \ln(2B/\beta) \cdot \frac{n}{b} + \frac{32 \ln(2/\delta)}{\varepsilon^2}} \right\} \right] < \frac{\beta}{B} \tag{7}
\]

Recall that \( p_{\text{col}} < 1/b \), we have

\[
\mu = p_{\text{col}}(n - g_x) + np/b \leq n \frac{32 \ln(2/\delta)}{\varepsilon^2}.
\]

Also note that \( p_{\text{col}} \leq 1/2 \), so inequality (7) can be relaxed to

\[
\Pr\left[ |\hat{g}_x - g_x| > \alpha \right] < \frac{\beta}{B}.
\]
Then the lemma follows by a union bound. \hfill \Box

**Theorem 3.7.** For any \( 0 < \epsilon < 3 \leq 3, 0 < \delta \leq 1 \), and \( n, B \in \mathbb{N} \) such that \( 2 \leq b \leq B/2 \), \( p_{\text{FET}} \) is a private-coinc \((\epsilon, \delta)\)-shuffle DP frequency estimation protocol that sends \( 1 + O \left( \frac{\log(1/\delta)}{\epsilon^2} \cdot \frac{B}{n} \right) \) messages per user in expectation, each consisting of \( O(B \log B) \) bits. The frequency query of any element \( x \in [B] \) can be answered in expected \( O \left( \frac{n + \log(1/\delta)}{\epsilon^2} \cdot b \right) \)

time with error \( O \left( \sqrt{\frac{B}{n}} + \sqrt{\frac{\log(1/\delta)}{\epsilon^2}} \right) \). The frequencies of all elements in \([B]\) can be found in expected \( O \left( \left( \frac{B}{n} + \frac{\log(1/\delta)}{\epsilon^2} \right) \cdot B \right) \) time.

**Proof.** It only remains to prove the last statement, which is

faster than querying each element one by one by a factor of \( b \).

Such a faster all-frequency algorithm will also be useful for heavy hitter detection, which in turn will be needed for sparse vector summation.

The idea is that, instead of computing the estimated frequency of each \( x \in [B] \), we flip the problem around. Recall that the variable \( X \) in Algorithm 5 is equal to the number of \((u,v,w)\) tuples in \( T \) such that \( h_{uw}(x) = w \). We initialize this variable to 0 for all \( x \in [B] \).

Then, for each tuple \((u,v,w)\) in \( T \), we find the set of all \( x \in [B] \) such that \( h_{uw}(x) = w \) and increment their corresponding variables. It can be verified that this set is

\[
\mathcal{X}(u,v,w) := \left\{ u^{-1}(w + i \cdot b - v) \mod q \mid i \in \left\{ 0, 1, \ldots, \frac{q - 1 - w}{b} \right\} \right\} \cap [B],
\]

where \( u^{-1} \) is the multiplicative inverse of \( u \) in \( \mathbb{Z}_q \). The set \( \mathcal{X}(u,v,w) \) has at most \( q/b = O(B/b) \) elements and they can be found in \( O(B/b) \) time. Meanwhile \( \mathbb{E}[|T|] = n + np = O \left( n + b \cdot \frac{\log(1/\delta)}{\epsilon^2} \right) \), so the total running time is \( O \left( \left( \frac{B}{n} + \frac{\log(1/\delta)}{\epsilon^2} \right) \cdot B \right) \). \hfill \Box

We compare our protocols with the state-of-the-art frequency estimation protocol \([25]\) in Table 1. To make the bounds more concise, we set a constant \( \epsilon \), and consider the parameter range \( \Theta(\log(1/\delta)) = \Theta(\log n) = \Theta(\log B) = \Theta(\log(1/\beta)) \).

3.3.3 Robust shuffle-DP. Since shuffle-DP only uses one-way communications, it naturally defends against a semi-honest adversary that may compromise any number of users. In the robust \((\epsilon, \delta, \gamma)\) shuffle-DP model \([3]\), a fraction of \( 1 - \gamma \) of the users are allowed to be malicious, i.e., they may not follow the specified protocol. Our protocol can be easily made robust, since each users injects (expected) \( \rho \) blanket noises independently. By setting \( \rho = \frac{32 \ln(2/\delta)}{\epsilon^2 \cdot n} \), we can still ensure that sufficiently blanked noises are added. Nevertheless, it is not possible to guarantee accuracy if users deviate from the protocol, as the malicious users may replace their data by fake values. The same situation happens for the MPC model with malicious parties, which can only guarantee privacy but not utility.

4 Heavy Hitter Detection
A standard technique to reduce the heavy hitter detection problem to frequency estimation is to use a prefix tree \([17, 21]\) of \( B \) levels over the domain \([B]\). For any \( x \in [B] \), we use \( x[: i] \) to denote the first \( i \) bits in the binary representation of \( x \). For level \( i \) of the prefix tree, we map every \( x \in [B] \) to \( x[: i] \in [2^i] \), and construct a frequency estimation data structure over the domain \([2^i]\). It is clear that \( x[: i] \) is a heavy hitter in level \( i \) only if \( x[: (i - 1)] \) is a

| Protocol | Messages per user | Message size | Error | Query time (single) | Query time (all) |
|----------|------------------|--------------|-------|---------------------|------------------|
| CZ [16]  | 2                | \( B \)      | \( O(\log n) \) | \( O(n \log n) \)  | \( O(Bn) \)       |
|          | \( 2 \)          | \( O(\log n + B \log^2 n/n) \) | \( O(\log n) \) | \( O(n \log n) \)  | \( O(n \log n + B \log^2 n) \) |
|          | \( O(\log n) \) | \( O(\log^5 n) \) | \( O(\log^2 n) \) | \( O(n \log n) \)  | \( O(n \log n + B \log n) \) |
| GGKPV [25] | \( O(\log n) \) | \( O(\log^2 n) \) | \( O(\log n) \) | \( O(n \log^3 n) \) | \( O(n \log^4 n + B \log^2 n) \) |
| This work (small \( B \)) | \( 1 \) | \( O(B \log n/n) \) | \( O(n) \) | \( O(n) \) | \( O(n) \) |
| This work (large \( B \)) | \( 1 \) | \( O(b \log n/n) \) | \( O(n) \) | \( O(n) \) | \( O(n) \) |
| Above with \( b = n \log n \) \( c = 1 \) | \( 1 + O(1) \) | \( O(n) \) | \( O(n) \) | \( O(B \log n) \) |
| Above with \( b = n \log n \) \( c > 1 \) | \( 1 + o(1) \) | \( O(n) \) | \( O(n) \) | \( O(B \log n) \) |
| Corollary 4.5 (\( c > 2 \)) | \( 1 + o(1) \) | \( O(n) \) | \( O(n) \) | \( O(n) \) | \( O(n^2 / \log^2 n) \) |

**Table 1:** Comparison with prior works for frequency estimation, assuming \( \epsilon = \Theta(1) \) and \( \log n = \Theta(\log(1/\delta)) = \Theta(\log B) = \Theta(\log(1/\beta)) \).
heavy hitter in level \(i - 1\). To identify all the heavy hitters, we start from level 1, which has only 2 elements in its domain, query for their frequencies, and then proceed to lower levels, only querying for the frequencies of elements whose prefixes are heavy hitters. Adopting this idea directly for shuffle-DP, as done in [25], leads to an \(O(\log^2 B)\)-factor increase in the message number, because the privacy budget \(\varepsilon\) has to be divided among the \(\log B\) levels.

We improve our heavy hitter detection algorithm using the following two ideas. First, instead of participating in all levels of the prefix tree, we ask each user to randomly pick one level. This reduces the message number to \(O(1)\). A similar idea was used in the local-DP protocol [6], but our shuffle-DP protocol only uses private randomness where [6] needs public randomness. Next, we sample the messages to further reduce the message number to \(o(1)\).

Below we present our heavy hitter detection protocol \(\mathcal{P}^{\HHD} = (\mathcal{R}^{\HHD}, \mathcal{A}^{\HHD})\) for the case \(B > n/\log n\). If \(B \leq n/\log n\), we can simply use the small-domain frequency estimation protocol without the need of heavy hitter detection. We also assume \(B\) and \(n/\log n\) are both powers of 2.

### 4.1 Local randomizer

Our heavy hitter detection randomizer \(\mathcal{R}^{\HHD}\) (Algorithm 6) works as follows. Let \(s = \log(n/\log n)\) be the first level, \(t = \log B\) be the last level, and \(r = t - s + 1\) be the total number of levels. Suppose a user has element \(x\). It first uniformly randomly chooses a level \(i \in \{s, \ldots, t\}\), and then inputs \(x[i]\) to the local randomizer of our frequency estimation protocol (with carefully chosen parameters, see Algorithm 6). Then it adds the label \(i\) to each message and sends it out with probability \(p\), whose value will be determined by the analysis.

#### Algorithm 6: Local Randomizer \(\mathcal{R}^{\HHD}\)

**Public Parameters:** \(B, n, p, \varepsilon, \delta\)

**Input:** \(x \in [B]\)

**Output:** A multiset

\[
T \subseteq \{s, \ldots, t\} \times \{1, \ldots, q - 1\} \times \{q\} \times [b]
\]

1. \(q \leftarrow \) the smallest prime that is greater or equal to \(B\);
2. \(b \leftarrow n/\log^2 n\);
3. \(T \leftarrow \emptyset\);
4. \(i \leftarrow \) Uniformly chosen in \(\{s, \ldots, t\}\);
5. \(\mathcal{R}_i \leftarrow \mathcal{R}^{FE1}\) with parameters \(2^i, b, n/2r, \varepsilon, \delta/2\);
6. \(T_i \leftarrow \mathcal{R}_i(x[i])\);
7. for \((u_j, v, w_j) \in T_i\) do
   8. \(y_j \leftarrow \text{Ber}(p)\);
   9. if \(y_j = 1\) then
      10. \(T \leftarrow T \cup \{(i, u_j, v, w_j)\}\);
    end
12. end
13. return \(T\);

#### Lemma 4.1 (Privacy of \(\mathcal{R}^{\HHD}\)). \(\mathcal{R}^{\HHD}\) satisfies \((\varepsilon, \delta)\)-shuffle DP if

\[
n \geq 8\varepsilon \ln \frac{2r}{\delta}.\]

**Proof.** For any \(i \in \{s, \ldots, t\}\), let \(n_i\) be the number of users that choose this level, then \(n_i \sim \text{Bin}(n, 1/r)\). By Chernoff bound,

\[
\Pr[n_i \leq n/2r] \leq \exp(-n/8r).\]

By union bound, \(\Pr[\bigvee_{i \in \mathcal{I}} (n_i \leq n/2r)] \leq r \exp(-n/8r) \leq \delta/2\), i.e., the number of users on every level is at least \(n/2r\) except with probability at most \(\delta/2\). Conditioned upon this happening, the messages at each level satisfies \((\varepsilon/8, \delta/2)\)-shuffle DP by Theorem 3.1. The conditionality turns it into \((\varepsilon, \delta)\)-DP. Finally, since no user participates in more than one level, the privacy of all levels follows from parallel composition of DP. \(\square\)

### 4.2 Analyzer

Now we introduce the analyzer \(\mathcal{A}^{\HHD}\) (Algorithm 8). First it classifies the messages to the correct levels according to their labels. Then starting from \(C_i = \{0, 1\}^s\), it recovers the heavy hitter candidates bit by bit. For each \(i = s, \ldots, t\), it counts the occurrences of all candidates using Algorithm 7, which is the same as the analyzer of our frequency estimation protocol but without bias removal. All candidates that appear less than \(\Delta\) times are removed, and the remaining candidates are extended by one bit to obtain \(C_i+1\) except in the last level. The final set of candidates is denoted as \(H\).

#### Algorithm 7: Counter \(C^{\HHD}\)

**Public Parameters:** \(B, b\)

**Input:** An element \(x\); A multiset

\[
T \subseteq \{s, \ldots, t\} \times \{1, \ldots, q - 1\} \times \{q\} \times [b]
\]

**Output:** Occurrences \(X\) of \(x\)

1. \(q \leftarrow \) the smallest prime that is greater or equal to \(B\);
2. \(X \leftarrow 0\);
3. for \((u, v, w) \in T\) do
   4. if \(h_u(v) = w\) then
      5. \(X \leftarrow X + 1\);
   end
7. end
8. return \(X\);

#### Algorithm 8: Analyzer \(\mathcal{A}^{\HHD}\)

**Public Parameters:** \(B, n, p\)

**Input:** A multiset \(T \subseteq \{s, \ldots, t\} \times \{1, \ldots, q - 1\} \times \{q\} \times [b]\)

**Output:** The set of heavy hitters candidates \(H \subseteq [B]\)

1. \(q \leftarrow \) the smallest prime that is greater or equal to \(B\);
2. \(\Delta \leftarrow p\beta n/2r\);
3. for \(i \leftarrow s\) to \(t\) do
   4. \(T_i \leftarrow \{(u, v, w) | (i, u, v, w) \in T\}\);
   end
5. \(C_s \leftarrow \{0, 1\}^s\);
6. for \(i \leftarrow s\) to \(t - 1\) do
   8. Set the parameters of \(C^{\HHD}\) to be \(2^i, n/\log^2 n\);
   9. \(C'_i \leftarrow \{x \in C_i \mid C^{\HHD}(x, T_i) \geq \Delta\}\);
   10. \(C_{i+1} \leftarrow \left\{x \in C_i \mid C^{\HHD}(x, T_i) \geq \Delta\right\}\);
   end
12. Set the parameters of \(C^{\HHD}\) to be \(2^i, n/\log^2 n\);
13. \(H \leftarrow \{x \in C_t \mid C^{\HHD}(x, T_t) \geq \Delta\}\);
14. return \(H\);
Lemma 4.2 (Completeness of $P^{\text{HHD}}$). For any $\beta \in (0, 1)$, if $p \geq \frac{3\ln \frac{1}{\epsilon}}{\epsilon^2}$, then $H$ contains all the heavy hitters with probability at least $1 - \beta$.

Proof. We use $g(x[i]; t)$ to denote the frequency of $x[i]$ in the $i$-th level. Then for any heavy hitter $x_i$, $g(x[i]; t) \geq \phi_0$. Let $X_i$ be the counter for $x_i$ returned by $C^{\text{HHD}}$. We bound the probability $Pr[X_i < \Delta]$. Since blanket noises and hash collisions can only make $X_i$ larger, it suffices to bound $Pr[Bin[\phi_0, p, r] < \Delta]$. By Chernoff bound, this is at most $\exp(-p\phi_0/8r) \leq \phi/\epsilon$. Then the probability that $x$ is removed from the set of candidates follows from a union bound:

$$Pr[x \notin H] = Pr \left[ \bigvee_{i \in s} (X_i < \Delta) \right] \leq \sum_{i \in s} Pr[X_i < \Delta] \leq \phi/\epsilon.$$

Finally, applying another union bound over all the at most $1/\epsilon$ heavy hitters yields the lemma. □

Lemma 4.3 (Efficiency of $P^{\text{HHD}}$). Assume $\log n = \Theta(\log B) = \Theta(\log(1/\delta))$ and $\epsilon$ is a constant. If $\phi = \Omega(\log^2 n/n)$ and $p \geq \frac{30r}{\epsilon^2} \ln (\phi B)$, then

1. $\mathbb{E}[|C_i|] = O(1/\phi)$ for each $i = s + 1, \ldots, t$;
2. the expected number of messages per user is $O(p)$;
3. the expected running time of $P^{\text{HHD}}$ is $O(\phi n/p)$.

Proof. First we prove (1). We bound $Y$, the number of elements whose occurrences exceed $\Delta$. Let $n_i$ be the number of users that have chosen level $i$. Define $n_0 = 2n/r$. By Chernoff bound, $Pr[n_i > n_0] \leq \exp(-n/3r) = O(1/Bn)$. Next we assume $n_i \leq n_0$ for all $i$. Note that more users chosen in level $i$ would increase $Y$, so we only need to consider the case $n_i = n_0$. We fix any combination of $n_0$ users and prove the result. For any $x \in [0, 1]^t$, denote $g_i(x)$ as the true frequency of $x$ in the $n_0$ users and $X$ as the occurrences estimated by Algorithm 7. Then

$$X \sim Bin(g_i(x), p) + Bin(n_0 - g_i(x), p_{\text{col}}) + Bin(n_0/p, \phi) + Bin(n_0/p, \phi) + Bin(n_0/p, \phi),$$

where $b = n/\log^2 n$ and

$$p = \frac{32 \ln(4/\delta)}{\epsilon^2}, \quad \frac{b}{n/2r} = O(1).$$

Recall that $p_{\text{col}} < 1/b$ is the probability of hash collision. Therefore, $\mathbb{E}[X] \leq p(g_i(x) + n_0p_{\text{col}} + n_0/p) = pz_i(x) + O(pn_0/b)$. Assume $g_i(x) < \phi_0n_0/8$. Since $\phi = \Omega(\log^2 n/n) = \Omega(1/b)$, there exists large enough $n$ such that $O(pn_0/b) < \phi_0n_0/24$. Therefore, $\mathbb{E}[X] \leq \phi_0n_0/8 + \phi_0n_0/24 = \phi_0n_0/6 = 2\Delta/3$. Let $c = \Delta/\mathbb{E}[X] - 1 \geq 1/2$. By Chernoff bound,

$$Pr[X \geq \Delta] = Pr[X \geq (1 + c)\mathbb{E}[X]] \leq \exp \left( -\mathbb{E}[X] \cdot \frac{c^2}{2 + c} \right) \leq \exp \left( -\frac{\Delta^2}{2(1+c)} \right) \leq \frac{1}{\phi B}.$$  

Note that the number of elements $x$ with $g_i(x) \geq \phi_0n_0/8$ is at most $8/\phi$, and $|C_i| \leq B$. Therefore, we have

$$\mathbb{E}[|C_i|] \leq Pr[n_i > n_0] \cdot \mathbb{E}[|C_i| | n_i > n_0] + \mathbb{E}[|C_i| | n_i \leq n_0] \leq O(1/Bn) \cdot B + (1/\phi B) \cdot B + 8/\phi = O(1/\phi).$$

Next we prove (2). Each user chooses exactly one level, and in this level, each user is expected to send $p(1 + p)$ messages where $p = O(1)$, so the total number of messages each user sends is $O(p)$. Finally we prove (3). The analyzer runs in three steps:

1. Classify the messages to the corresponding levels. The cost is linear to the number of total messages, which is $O(pn)$.
2. Estimate the occurrences of all elements in $\{\beta\}$. By Theorem 3.7, the cost is $O(p \cdot 2^8(\mathbb{E}[n_i]/b + \log(1/\delta)/\epsilon^2)) = O(pn)$.
3. Filter the set of candidates and extend it to the next level. For the $i$-th level, note that

$$\mathbb{E}[|C_i| | n_i] \leq Pr[n_i > n_0] \cdot Bn + n_0 \cdot \mathbb{E}[|C_i| | n_i \leq n_0] \leq O(n_0/\phi).$$

Therefore, the expected cost is $O(\sum_i p\mathbb{E}[|C_i| | n_i]) = O(pn/\phi)$.

Summing up all costs, the expected total running time is $O(pn/\phi)$. □

Theorem 4.4. Assume $\log n = \Theta(\log B) = \Theta(\log(1/\delta))$, $\phi = \Omega(\log^2 n/n)$, and $\epsilon$ is a constant. $P^{\text{HHD}}$ a private-coin $(\epsilon, \delta)$-shuffle DP protocol, in which each user sends $O(\log^2 n/\phi n)$ messages in expectation, each consisting of $O(\log B)$ bits. All the heavy hitters are reported in $O(\log^2 n/\phi^2)$ time with probability at least $1 - \beta$.

Proof. We set

$$\rho = \frac{30r}{\epsilon^2} \ln \left( \frac{r}{\phi} + \phi \right) = \Theta \left( \frac{\log^2 n}{\phi n} \right),$$

which is less than $1$ for $\phi = \Omega(\log^2 n/n)$. Then $\rho$ satisfies both the requirements of Lemma 4.2 and 4.3, and we conclude this theorem by Lemma 4.1–4.3. □

By also running our frequency estimation protocol (using half of the privacy budget, say), we can estimate the frequencies of all elements with $1 + o(1)$ messages per user in total time $O(n^2)$, for any $B = n^{O(1)}$.

Corollary 4.5. For any $B = n^{O(1)}$ and any constant $c > 0$, there is a $1 + o(1)$-message $(\epsilon, \delta)$-shuffle DP protocol that estimate the frequency of all elements with $O(\log^2 n)$ error in time $O(n^{2/\log^2 n})$.

Proof. Take $\phi = \log^2 n/n$ in $P^{\text{HHD}}$ and $b = n/\log^3 n$ in $P^{\text{FE1}}$. Then the number of messages per user is $1 + \mathcal{O}(1/\log^2 n) + O(\log^2 n/\phi n) = 1 + o(1)$. The frequencies of all the heavy hitters are given by $P^{\text{FE1}}$ with error $O(\log^2 n)$. The frequencies of all the light hitters are estimated as 0, so the error is $O(\phi n) = O(\log^2 n)$. The running time of $P^{\text{HHD}}$ and $P^{\text{FE1}}$ are $O(\log^2 n/\phi^2)$ and $O(n/\phi)$ respectively, so the total query time is $O(n^2/\log^2 n)$. □
5 1-SPARSE VECTOR SUMMATION

5.1 Review of Ghazi et al. [27]

Recall that in the real summation problem, the i-th user holds a real number \( w_i \in [0, 1] \), and the goal is to estimate their sum. Let \( \Delta \geq 1 \) be a quantization parameter. The shuffle-DP protocol of [27] sends the following messages:

1. sends \( |\Delta w_i| \) + \( \text{Ber}(\Delta w_i) \) if this value is non-zero;
2. sends the central-DP noise, which is nonzero with probability \( O(\Delta/n) \) (they show that the sum of these noises almost matches the discrete Laplace distribution); and
3. sends a random multiset \( S \) of zero-sum noises to ensure shuffle-DP, where each \( i \in S \) is taken from \( \{-\Delta, \ldots, \Delta\} \) and \( \mathbb{E}[S] = O(\Delta/n) \).

The analyzer simply adds up all messages received and scales it down by \( \Delta \). The estimator is unbiased with variance \( O(1 + \sum_i w_i^2/\Delta^2) \), where \( O(\sum_i w_i^2/\Delta^2) \) comes from (1) and \((O(1) \) comes from (2).

For the 1-sparse vector summation problem, the i-th user holds an element \( x_i \in [B] \) together with a weight \( w_i \in [0, 1] \), and the goal is to estimate \( \hat{\sum}_{i=1}^n x_i \) when \( x_i = 1 \) for every \( i \in [B] \) so as to minimize the MSE = \( \sum_i (\hat{x}_i - x_i)^2 \). Ghazi et al. [27] simply apply their real summation protocol on each coordinate \( x \in [B] \), each with \((\epsilon/2, \delta/2)\) privacy budget, resulting in a message number of \( 1 + O(\Delta/B) \) with MSE \( O(1 + \sum_i w_i^2/\Delta^2) = O(B + n/\Delta^2) \).

Ghazi et al. [27] set \( \Delta = \sqrt{n/B} \) so the variance on each coordinate is \( O(1) \). However, we observe that setting \( \Delta = \sqrt{n/B} \) does not increase the MSE asymptotically (it is still \( O(B) \)), while the number of messages can be reduced to \( 1 + O(\sqrt{n/B}) \), which is \( 1 + o(1) \) when \( B = o(n) \). Thus, they can achieve the optimal central-DP MSE with \( 1 + o(1) \) messages for the low-dimensional setting \( B = o(n) \).

In the high-dimensional setting \( B = \Omega(n) \), the optimal central-DP MSE is \( O(n) \), by simply running the Laplace mechanism followed by setting all estimates less than \( \log B/e \) to 0. We note that this “zeroing” post-processing step can also be applied to [27], so that their MSE can be reduced to \( O(n) \) when \( B > n \). However, their message number is at least \( O(B/n) \) even if we set \( \Delta = 1 \).

5.2 Our protocol

Below, we show how to achieve \( O(n) \) MSE with \( 1 + o(1) \) messages in the high-dimensional setting, based on our frequency estimation and heavy hitter detection protocols.

User \( i \) with input \((x_i, w_i)\) applies randomized rounding to \( w_i \). More precisely, we extend the domain to \([B+1] \) with a dummy element \( B \), and then convert \( x_i \) to \( f(x_i, w_i) \) where

\[
    f(x, w) = \begin{cases} 
        x, & \text{with probability } \frac{w}{B}, \\
        B, & \text{otherwise}. 
    \end{cases}
\]

Then we just apply the protocol from Corollary 4.5, namely, heavy hitter detection + frequency estimation.

**Theorem 5.1.** When \( B = \Omega(n) \), there is a \((\epsilon, \delta)\)-shuffle DP protocol for the 1-sparse vector summation problem that sends \( 1 + o(1) \) messages while achieving MSE \( O(n \log^6 n) \) for any \( c > 2 \). The analyzer’s running time is \( O(n^2 / \log^cn) \).

**Proof.** Since for any two neighboring inputs, after applying \( f \), the outputs are also neighboring if not identical, so the privacy of the protocol still holds. The message number and running time directly follow Corollary 4.5. Below we analyze the MSE.

Let \( H \) be the set of heavy hitter candidates, then given \( x \in H \), the frequency of \( x \) is estimated by our frequency estimation protocol.

By the proof of Lemma 3.6, our estimator is

\[
    \hat{g}_x = (X - np/b + np_{\text{col}})/(1 - p_{\text{col}}).
\]

where

\[
    X = \left( \sum_{i=1}^n X_i \right) + \text{Bin}(n[p, 1/b]) + \text{Bin}(n[\rho - p], b),
\]

\[
    b = n/\log^2 n, \quad X_i = x_{xi} + \text{Ber}(p_{\text{col}}), \quad x_{xi} = 1[f(x_i, w_i) = x].
\]

Since \( X_i^2 = X_i \), we have \( \text{Var}[X_i] = \mathbb{E}[X_i] - \mathbb{E}[X_i^2] \leq \mathbb{E}[X_i] \), while binomial distributions have the similar inequality. Since \( \mathbb{E}[\hat{g}_x] = g_x \), and \( X_i \) are independent for all \( i \neq j \), we have

\[
    \mathbb{E}[(\hat{g}_x - g_x)^2] \leq \mathbb{E}[X]/(1 - p_{\text{col}})^2 \\
    \leq (g_x + (n - g_x)p_{\text{col}} + np/b)/(1 - p_{\text{col}})^2 \\
    = O(g_x + \log^6 n).
\]

Let \( \phi \) be the threshold chosen in Corollary 4.5, then \( \phi = \log^c n = o(\log^2 n) \). We set \( \beta = 1/n \) in Lemma 4.2, then with probability at least \( 1 - 1/n \), all \( x \) with \( \hat{g}_x \geq \phi \) are in the candidate set, where \( g_x = \sum_{i=1}^n x_{xi} \). On the other hand, by Chernoff bound, \( \mathbb{Pr}[g_x - g_x/2] = \exp(-\Omega(g_x)) \). When \( g_x \geq 2\phi/n = \omega(\log^2 n) \), it is \( \mathbb{Pr}[\hat{g}_x < \phi] = \exp(-\omega(\log^2 n)) = O(1/n) \), which implies \( \mathbb{Pr}[x \notin H] \leq \mathbb{Pr}[\hat{g}_x < \phi] + \mathbb{Pr}[x \notin H \mid \hat{g}_x \geq \phi] = O(1/n) \). For any \( x \notin H \), our estimator is simply \( \hat{g}_x = 0 \). Therefore,

\[
    \text{MSE} = \sum_{x \in [B]} \mathbb{E}[(\hat{g}_x - g_x)^2] \\
    \leq \sum_{x: g_x \geq 2\phi/n} \mathbb{E}[(\hat{g}_x - g_x)^2] + \sum_{x: g_x < 2\phi/n} \mathbb{E}[(\hat{g}_x - g_x)^2] \\
    = O \left( \sum_{x \in [B]} x + \frac{\log^2 n}{\phi} + \frac{1}{n} \sum_{x \in [B]} g_x^2 \sum_{x: g_x \geq 2\phi/n} \mathbb{E}[(\hat{g}_x - g_x)^2] \right) \\
    = O \left( n + n + n + 2\phi/n \sum_{x \in [B]} g_x \right) \\
    = O(n \log^c n). \quad \square
\]

**Remark 1.** Instead of using heavy hitter detection + frequency estimation, we could also use the frequency estimation protocol alone (followed by the zeroing post-processing step), which can improve the MSE by a polylogarithmic factor but at the expense of a running time linear in \( B \).

**Remark 2.** Our protocol can be easily extended to the case where each user has a \( k \)-sparse vector. For coordinate-level DP (i.e., neighboring datasets differ by one coordinate in some user’s vector), we can treat each of the \( k \) coordinates as a 1-sparse vector, which increases the message number by a factor of \( k \); for vector-level DP (i.e., neighboring datasets may differ by the whole vector owned
by some user), we can use group privacy [38] to scale $(\varepsilon, \delta)$ down to $(\varepsilon/k, \delta/ke^k)$ to reduce this case to coordinate-level DP.

6 EXPERIMENTS

We have implemented our protocols and the protocols in [25, 27] in C++4, and conducted all the experiments on a server with an Intel Xeon Silver 4116 CPU. Note that, however, the accuracy and message number of the protocols do not depend on the machine, only the running time of the analyzer does. The randomizer’s time is negligible.

We used both real and synthetic data in the experiments:
- The AOL dataset [33] is a collection of real-world website accesses. We truncate each URL to a prefix of a certain length, so as to obtain different domain sizes. For example, truncating to the first 3 characters generates a domain of size $B = 2^{24}$, since each character has 8 bits.
- We used the Zipfian distribution to generate synthetic data of varying levels of skewness. We first randomly permute the elements in [8]. Then we draw elements following the distribution $\text{Zipf}(a, B)$, whose probability mass for the $k$-th element in the permutation is $k^{-a}/\sum_{i=1}^{B} i^{-a}$, so a larger $a$ corresponds to more skew.

6.1 Frequency Estimation

We evaluate our large-domain protocol against the start-of-the-art method [25], denoted as GGKPV. We compare them along the following metrics: (1) error, including the maximum error, the 95% error, the 90% error, and the median error over all elements in $[B]$; (2) the expected number of messages sent per user; (3) query time to estimate the frequency of a single element; and (4) the query time to estimate all frequencies.

The results on the AOL dataset are shown in Figure 1. Note that the error is in linear scale while the message number is shown in log scale. Recall that the parameter $c$ controls the error-message number trade-off of our protocol. In particular, $c = 1$ has $O(\log n)$ error (same as that of GGKPV) with $O(1)$ messages (GGKPV has $O(\log n)$ message). The experimental results suggest that our actual error is smaller than half that of GGKPV, suggesting that the hidden constant in the $O(\log n)$ error in our protocol is smaller. The message number is $1/100$ that of GGKPV, which is also more than what the theory predicts. Part of the reason is the parameter optimization (see the remark after Theorem 3.1), which reduces the message number by $70\%$--$90\%$. Choosing a larger $c$ tunes the trade-off: With $c = 3$, each user sends $1 + o(1)$ messages, albeit at the expense of an $O(\log^2 n)$ error.

Table 2 shows the results on different $\varepsilon$. GGKPV only supports $\varepsilon \leq 1$, while for very small $\varepsilon$, it cannot finish within 1 day. From the results, we see that, a larger $\varepsilon$ leads to smaller error, less messages, and faster query time, which are as expected. The more than $100x$ reduction of query time is also very significant and useful in practice. Table 3 shows results for different $n$, the number of users. As the theory predicts, message number, the error, and the query time of all elements of our protocol are logarithmically affected by $n$, while the query time of a single element is linear to $n$.

![Figure 1: Comparison among frequency estimation protocols on error and #messages/user ($n = 10^5, B = 2^{24}, \varepsilon = 1, \delta = n^{-2}$)](image)

6.2 Heavy Hitter Detection

Table 4 compares different protocols for heavy hitter detection. We use a large domain $B = 2^{48}$. For a smaller $B$, we could just use our frequency estimation protocol, but for such a large $B$, it would take more than 1 year (estimated) for it to obtain all frequencies. Although the message number of GGKPV-HHD [25] is polylogarithmic, it is gigantic in practice. On the other hand, our HHD protocol provides a highly-efficient and light-weight solution to this problem. The recall rate is 100% in all our experiments, namely, all heavy hitters have been identified. There are false positives, though, but they can be removed by querying the frequency estimation data structure, subject to the error in the estimated frequencies. The costs of our HHD also depend on $\phi$, where a larger $\phi$ reduces all costs, as predicted by the theoretical analysis.

6.3 Sparse Vector Summation

To conduct experiments on the 1-sparse vector summation problem, we added a weight to each user’s element. For the AOL dataset, each user reports its most visited URL and the weight is the number of times visited normalized to $(0, 1)$. For Zipfian data, we added uniform random numbers in $(0, 1)$ as weights.

As described in Section 5.2, we can solve the 1-sparse vector summation problem by combining heavy hitter detection and frequency estimation (denoted as HHD+FE) for very large $B$, or by frequency estimation alone for $n < B < \tilde{O}(n^2)$ (denoted FE; see Remark 1). We compare them with the protocol in [27] (denoted as GKMPS), which simply executes $B$ instances of real summation with $\Delta = 1$. Each real summation generates a discrete Laplace noise with scale $2/(1 - y)\varepsilon$, where $y$ is a parameter that controls the trade-off between error and message number. We set $y = 0.9$ following [27]. Directly doing so results in $\tilde{O}(B)$ MSE (denoted as “DLap”), while applying zeroing post-processing step as described in Section 5.1, which reduces the MSE to $\tilde{O}(n)$. Our experiments demonstrate that this zeroing post-processing step significantly reduces their MSE in practice. We do the same zeroing post-processing step for HHD+FE and FE as well.

We first compare all the protocols on the AOL dataset with $B$ slightly larger than $n$, and the results are shown in Table 5. Although

---

4https://github.com/hkustDB/SDPFEE
| Protocols | Our HHD | GKMPS-HHD | Our FE (c=3) |
|-----------|---------|-----------|--------------|
| Threshold \(\phi\) | 0.01 | 0.0075 | 0.005 | 0.0025 | - | - |
| #Messages / user | 0.21 | 0.28 | 0.40 | 0.77 | > 10^6 | 1.034 |
| Message size / user (bytes) | 3.57 | 4.95 | 7.08 | 13.85 | > 20 GB | 18.61 |
| Query time (s) | 41.29 | 190.45 | 612.85 | 4802.28 | > 1 year | > 1 year |
| Recall rate | 100% | 100% | 100% | 100% | 100% | 100% |

Table 4: Comparison among heavy hitter detection protocols (\(n = 10^3, B = 2^{24}, \epsilon = 1, \delta = 10^{-14}\))

| Mechanisms | # Messages / user | MSE (\(10^6\)) | Query time (s) |
|------------|------------------|----------------|----------------|
| GKMP5      | 16788.66         | 134.11         | 1600           |
| DLap       | 0.65             | 0.65           |                |
| Zeroing    |                  |                |                |
| HHD+FE     | 1.15             | 4.30           | 548            |
| FE         | c = 1            | 9.75           | 0.09           | 101           |
|            | c = 2            | 1.54           | 0.67           | 109            |
|            | c = 3            | 1.03           | 1.54           | 1349           |

Table 5: Comparison among vector summation protocols (\(n = 10^7, B = 2^{24}, \epsilon = 1, \delta = 10^{-14}, \phi = 7 \times 10^{-4}\))

| Metrics | # Messages / user | MSE (\(10^6\)) | Query time (s) |
|---------|------------------|----------------|----------------|
| AOL     | HHD+FE | GKMP5 | HHD+FE | GKMP5 | DLap | Zeroing |
| Zipf (\(\alpha = 1\)) | 1.14 | > 10^6 | 18.01 | 5.50 | 5.10 | 3.69 | 1724 | > 1 day |
| Zipf (\(\alpha = 2\)) |         |         | 0.42 | 0.42 | 0.42 | 3.69 |         |         |
| Zipf (\(\alpha = 3\)) |         |         | 0.08 | 0.08 | 0.08 | 0.08 |         |         |

Table 6: Comparison among vector summation protocols varying datasets (\(n = 10^7, B = 2^{24}, \epsilon = 1, \delta = 10^{-14}, \phi = 7 \times 10^{-4}\))
theoretically GKMPS sends $1 + \tilde{O}(B/n)$ messages, this number in the experiments is more than 10,000, indicating an impractical hidden polylogarithmic factor. At the same time, our protocols send much fewer messages while achieving a similar or smaller error. By taking $c = 3$, both HHD+FE and FE send $1 + o(1)$ messages while achieving a near-optimal MSE. Setting a smaller $c$ reduces the MSE to be smaller than that of GKMPS while the message number increases to a small constant. Comparing our two protocols, FE outperforms HHD+FE, because the later assigns half of the privacy budget to detect the heavy coordinates.

Next, we tested with a $B \gg n$ on the AOL dataset and the Zipfian datasets and the results are shown in Table 6. For such a large $B$, neither FE nor GKMPS can finish in a day. The MSE of GKMPS is computed by assuming no error over all the 0 coordinates, which yields a (small) underestimate of their actual MSE. The results on the Zipfian datasets show skewness affects the performance. We observe that the number of messages and the query time of HHD+FE do not really change, but the MSE of both HHD+FE and GKMPS (with zeroing) decreases on more skewed data. This is because as skewness increases, the MSE from those coordinates less than the zeroing threshold also reduces.

### 7 OPEN PROBLEMS

Results in this paper have further improved the power of shuffle-DP with just $1 + o(1)$ messages per user. A major open problem is thus: are there any natural problems for which the optimal central-DP error is not achievable (subject to polylogarithmic factors) with $1 + o(1)$ messages?

There are also some interesting but more technical questions that are still open: (1) For frequency estimation, our $1 + o(1)$ protocol still does not match the optimal central-DP error of $O(\log n)$, but with an $o(1)$ gap. Closing this gap could be an interesting theoretical problem. (2) For $k$-sparse vector summation under vector-level DP, the use of group privacy perhaps does not yield the best dependency on $k$. We note that this problem is equivalent to (the sparse case of) mean estimation in high dimensions, and techniques from [9, 29, 40] might be useful for further improvement.
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