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Abstract

To be able to solve operator equations numerically a discretization of those operators is necessary. In the Galerkin approach bases are used to achieve discretized versions of operators. In a more general set-up, frames can be used to sample the involved signal spaces and therefore those operators. Here we look at the redundant representation of operators resulting from a matrix representation using frames. We focus on injectivity, surjectivity and, in particular, invertibility of the involved operators and matrices. Furthermore we show sufficient conditions that the composition of matrices correspond to the composition of operators.
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1 Introduction

In applied mathematics, one often has to solve operator equations numerically. In computational acoustics, for example, this is done to analyze sound fields and vibrations. Here the finite element [17] and the boundary element method [20] are widely used. One particular scheme to discretize the operator equations is the Galerkin method [15]. This corresponds to taking finite sections of the standard matrix description [16] of operators $O$ using an ONB (or biorthogonal basis) $(e_k)$. The corresponding matrix $M$ is then constructed by calculating its entries $M_{j,k} = \langle O e_k, e_j \rangle$. Depending on the operator, the $(e_k)$ in the above discretization scheme can be chosen such that


the resulting matrix has certain desired properties. These, in turn, can lead to a more efficient numerical solution. If, however, one is restricted to bases, the search for \((e_k)\) with advantageous properties can prove to be difficult.

The generalization to frames \([10, 11]\) can relax these constrains. Because of their (possible) over-completeness they have applications in signal processing and related fields. Recently the representation of operators using frames has received some attention \([2, 6, 19]\). Certain operators, named multipliers, which have a diagonal matrix representation are of special interest in mathematics \([8, 4, 5]\) as well as acoustical applications \([8, 13, ? , ?]\). In this case the invertibility of such operators is the topic of current research \([21, 22]\). Interestingly those kind of operators also play an important role as quantization operators \([11, 12, 7]\). Multipliers can be also used to find a diagonalization of operators using frames, see \([14]\).

In this paper we extend results about the representation of operators using frames from Ref. \([6]\), giving proofs about the invertibility and related properties of operators and the connected matrices. Some of the new results have already been stated in \([9]\) without proofs.

\section{Preliminaries and Notation}

We largely stick to the notation in \([6]\). We will denote the (Moore-Penrose) pseudo-inverse of an operator \(O\) by \(O^\dagger\) (see e.g. \([11]\)). Let us just remind the reader on the concept of frames:

\subsection{Frames}

For more details and proofs for this section refer e.g. to \([11, 10]\).

A sequence \(\Psi = (\psi_k|k \in K)\) is called a frame for the Hilbert space \(\mathcal{H}\), if constants \(A, B > 0\) exist, such that

\[ A \cdot \|f\|^2 \leq \sum_k |\langle f, \psi_k \rangle|^2 \leq B \cdot \|f\|^2 \forall f \in \mathcal{H} \tag{1} \]

Here \(A\) is called a lower and \(B\) an upper frame bound.

For a Bessel sequence, \(\Psi = (\psi_k)\), let \(C_\Psi : \mathcal{H} \rightarrow \ell^2(K)\) be the analysis operator \(C_\Psi(f) = (\langle f, \psi_k \rangle)_k\). Let \(D_\Psi : \ell^2(K) \rightarrow \mathcal{H}\) be the synthesis operator \(D_\Psi((c_k)) = \sum_k c_k \cdot \psi_k\). Let \(S_\Psi : \mathcal{H} \rightarrow \mathcal{H}\) be the (associated) frame operator \(S_\Psi(f) = \sum_k \langle f, \psi_k \rangle \cdot \psi_k\). \(C\) and \(D\) are adjoint to each other, \(D = C^*\) with
The series \( \sum_k c_k \cdot \psi_k \) converges unconditionally for all \((c_k) \in \ell^2\).

For a frame \( \Psi = (\psi_k) \) with bounds \( A, B, C \) is a bounded, injective operator with closed range and \( S = C^*C = DD^* \) is a positive invertible operator satisfying \( AI_H \leq S \leq BI_H \) and \( B^{-1}I_H \leq S^{-1} \leq A^{-1}I_H \). Even more, we can find an expansion for every member of \( H \): The sequence \( \tilde{\Psi} = (\tilde{\psi}_k) = (S^{-1}\psi_k) \) is a frame with frame bounds \( B^{-1}, A^{-1} > 0 \), the so called canonical dual frame. Every \( f \in H \) has the expansions \( f = \sum_{k \in K} \langle f, \tilde{\psi}_k \rangle \psi_k \) and \( f = \sum_{k \in K} \langle f, \psi_k \rangle \tilde{\psi}_k \) where both sums converge unconditionally in \( H \).

Two sequences \((\psi_k), (\phi_k)\) are called biorthogonal if \( \langle \psi_k, \phi_j \rangle = \delta_{kj} \) for all \( k, j \).

A sequence \((\psi_k)\) in \( H \) is called a Riesz sequence if there exist constants \( A, B > 0 \) such that the inequalities

\[
A \|c\|_2^2 \leq \left\| \sum_{k \in K} c_k \psi_k \right\|_H^2 \leq B \|c\|_2^2
\]

hold for all finite sequences \((c_k)\). It is called a Riesz basis, if it is complete as well.

For a frame \((\psi_k)\) the following conditions are equivalent:

(i) \((\psi_k)\) is a Riesz basis for \( H \).

(ii) The coefficients \((c_k) \in \ell^2\) for the series expansion with \((\psi_k)\) are unique.

So the synthesis operator \( D \) is injective.

(iii) The analysis operator \( C \) is surjective.

(iv) \((\psi_k)\) and \((\tilde{\psi}_k)\) are biorthogonal.

The Gram matrix \( G_{\Phi, \Phi} \) is given by \( (G_{\Phi, \Phi})_{j,m} = \langle \phi_m, \psi_j \rangle, j, m \in K \). Therefore as an operator form \( \ell^2 \) into \( \ell^2 \) \( G_{\Phi, \Phi} = C_{\Phi} \circ D_{\Phi} \). For a frame \( G_{\Phi, \Phi} \) represents the projection on \( \operatorname{ran}(C_{\Phi}) \), denoted by \( \Pi_{\operatorname{ran}(C_{\Phi})} \).

### 2.2 Matrix representation of operators

For orthonormal sequence it is well known, that operators can be uniquely described by a matrix representation [10]. The same can be constructed with frames and their duals, see [6]. Note that we will use the notation \( \|\cdot\|_{H_1 \to H_2} \) for the operator norm in \( B(H_1, H_2) \) to be able to distinguish between different operator norms.
Theorem 2.1 Let $\Psi = (\psi_k)$ be a frame in $\mathcal{H}_1$ with bounds $A, B$, $\Phi = (\phi_k)$ in $\mathcal{H}_2$ with $A', B'$.

1. Let $O : \mathcal{H}_1 \to \mathcal{H}_2$ be a bounded, linear operator. Then the infinite matrix

$$
(M^{(\Phi, \Psi)}(O))_{m,n} = \langle O\psi_n, \phi_m \rangle
$$

defines a bounded operator from $\ell^2$ to $\ell^2$ with $\|M\|_{\ell^2 \to \ell^2} \leq \sqrt{B \cdot B'}$. As an operator $\ell^2 \to \ell^2$

$$
M^{(\Phi, \Psi)}(O) = C_\Phi \circ O \circ D_\Psi
$$

This means the function $M^{(\Phi, \Psi)} : \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \to \mathcal{B}(\ell^2, \ell^2)$ is a well-defined bounded operator.

2. On the other hand let $M$ be an infinite matrix defining a bounded operator from $\ell^2$ to $\ell^2$, $(Mc)_i = \sum_k M_{i,k}c_k$. Then the operator $O^{(\Phi, \Psi)}$ defined by

$$
(O^{(\Phi, \Psi)}(M))h = \sum_k \left( \sum_j M_{k,j} \langle h, \psi_j \rangle \right) \phi_k, \text{ for } h \in \mathcal{H}_1
$$

is a bounded operator from $\mathcal{H}_1$ to $\mathcal{H}_2$ with

$$
\|O^{(\Phi, \Psi)}(M)\|_{\mathcal{H}_1 \to \mathcal{H}_2} \leq \sqrt{B \cdot B'} \|M\|_{\ell^2 \to \ell^2}.
$$

$$
O^{(\Phi, \Psi)}(M) = D_\Phi \circ M \circ C_\Psi = \sum_k \sum_j M_{k,j} \cdot \phi_k \otimes \psi_j
$$

This means the function $O^{(\Phi, \Psi)} : \mathcal{B}(\ell^2, \ell^2) \to \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$ is a well-defined bounded operator.

For frames more properties were proved:

Proposition 2.2 Let $\Psi = (\psi_k)$ be a frame in $\mathcal{H}_1$ with bounds $A, B$, $\Phi = (\phi_k)$ in $\mathcal{H}_2$ with $A', B'$. Then

1. $\left( O^{(\Phi, \Psi)} \circ M^{(\Phi, \Psi)} \right) = \text{id}_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} = \left( O^{(\Phi, \Psi)} \circ M^{(\Phi, \Psi)} \right)$.

And therefore for all $O \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$:

$$
O = \sum_{k,j} \langle O\psi_j, \phi_k \rangle \phi_k \otimes \overline{\psi}_j
$$

2. $M^{(\Phi, \Psi)}$ is injective and $O^{(\Phi, \Psi)}$ is surjective.
3. Let \( H_1 = H_2 \), then \( \mathcal{O}^{(\Phi, \tilde{\psi})}(Id_{\ell_2}) = \text{id}_{H_1} \).

4. Let \( \Xi = (\xi_k) \) be any frame in \( H_3 \), and \( O : H_3 \to H_2 \) and \( P : H_1 \to H_3 \). Then
\[
\mathcal{M}^{(\Phi, \Psi)}(O \circ P) = \left( \mathcal{M}^{(\Phi, \Xi)}(O) \cdot \mathcal{M}^{(\tilde{\Xi}, \Psi)}(P) \right)
\]

### 3 Properties of the Matrix Representation

We can show some more connections of operators and their associated matrices:

**Proposition 3.1** Let \( \Phi \) and \( \Psi \) be frames for \( H_1 \) and \( H_2 \) respectively. Given \( M \in B(\ell_2, \ell_2) \), the following are equivalent:

1. \( \exists O \in B(H_1, H_2) \) such that \( M = \mathcal{M}^{(\Phi, \Psi)}(O) \)
2. \( \exists M' \in B(\ell_2, \ell_2) \) such that \( M = \mathcal{M}^{(\Phi, \Psi)}(\tilde{O}(M')) \)
3. \( \text{ran}(M) \subseteq \text{ran}(C_\Phi) \) and \( \text{ker}(D_\Psi) \subseteq \text{ker}(M) \)
4. \( G_{\Phi, \tilde{\phi}} \circ M \circ G_{\Psi, \tilde{\psi}} = M \)

**Proof:**

(i) \( \Rightarrow \) (ii) because \( O \) is surjective by Prop. 2.2.

(ii) \( \Rightarrow \) (i) is trivial.

(i) \( \Rightarrow \) (iv): By Proposition 2.2 (1)
\[
M = \mathcal{M}^{(\Phi, \Psi)}(O) \Rightarrow M = \mathcal{M}^{(\Phi, \Psi)}(\tilde{O}(M)) = G_{\Phi, \tilde{\phi}} \circ M \circ G_{\Psi, \tilde{\psi}}.
\]

(iv) \( \Rightarrow \) (ii) As \( G_{\Phi, \tilde{\phi}} \circ M \circ G_{\Psi, \tilde{\psi}} = \mathcal{M}^{(\Phi, \Psi)}(\tilde{O}(\tilde{\phi})(M)) \) we get (ii).

(iv) \( \Leftrightarrow \) (iii) This is because \( G_{\Phi, \tilde{\phi}} \circ M \circ G_{\Psi, \tilde{\psi}} = \Pi_{\text{ran}(C_\phi)} M \Pi_{\text{ran}(C_\phi)}. \)

#### 3.1 Injectivity, Surjectivity and Invertibility

In particular for solving operator or matrix equations the invertibility of the involved systems is of interest. We can show:

**Lemma 3.2** Let \( M \in B(\ell_2, \ell_2) \). Let \( \Phi \) and \( \Psi \) be frames for \( H_1 \) and \( H_2 \), respectively.

1. If and only if \( \Pi_{\text{ran}(C_\phi)} M \) is injective on \( \text{ran}(C_\psi) \), then \( \mathcal{O}^{(\Phi, \Psi)}(M) \) is injective. In particular:
(i') If \( \text{ran} \left( M \mid_{\text{ran}(C_\Psi)} \right) \subseteq \text{ran} \left( C_\Phi \right) \) and \( M \) injective on \( \text{ran} \left( C_\Psi \right) \), then \( O^{(\Phi, \Psi)}(M) \) is injective.

(ii) If and only if \( \Pi_{\text{ran}(C_\Phi)} \) \( M \) is surjective from \( \text{ran} \left( C_\Psi \right) \) onto \( \text{ran} \left( C_\Phi \right) \), then \( O^{(\Phi, \Psi)}(M) \) is surjective. In particular:

(ii') If \( \text{ran} \left( M \mid_{\text{ran}(C_\Phi)} \right) = \text{ran} \left( C_\Phi \right) \), then \( O^{(\Phi, \Psi)}(M) \) is surjective.

(iii) If and only if \( \Pi_{\text{ran}(C_\Phi)} \) \( M \) is bijective as an operator from \( \text{ran} \left( C_\Psi \right) \) onto \( \text{ran} \left( C_\Phi \right) \), then \( O^{(\Phi, \Psi)}(M) \) is bijective. In particular:

(iii') If \( M \) is invertible from \( \text{ran} \left( C_\Psi \right) \) onto \( \text{ran} \left( C_\Phi \right) \), then \( O^{(\Phi, \Psi)}(M) \) is invertible. In this case

\[
O^{-1} = O^{(\Phi, \Psi)}(M^\dagger) = O^{\Phi, \Psi} \left( G_{\Phi, \Psi} M^\dagger G_{\Phi, \Psi} \right) = S_{\Phi, \Psi} O^{\Phi, \Psi} \left( M^\dagger \right) S_{\Phi, \Psi},
\]

where the pseudo-inverse \( M^\dagger = \begin{cases} M_{\text{ran}(C_\Phi)}^{-1} & \text{on } \text{ran}(C_\Psi) \\ 0 & \text{otherwise} \end{cases} \).

**Proof:** \( D_\Psi \) is an invertible operator from \( \text{ran}(C_\Psi) \) onto \( \mathcal{H} \) and \( C_\Phi \) from \( \mathcal{H} \) onto \( \text{ran}(C_\Phi) \). And because

\[
O^{(\Phi, \Psi)}(M) = D_\Psi M C_\Psi = D_\Phi \Pi_{\ker D_\Phi}^{-1} M C_\Psi = D_\Phi \Pi_{\text{ran}(C_\Phi)} M C_\Psi.
\]

most of the results follow, immediately.

Furthermore for (iii')

\[
O^{(\Phi, \Psi)}(M) O^{(\Phi, \Psi)}(M^\dagger) = D_\Phi M C_\Psi D_\Psi M^\dagger C_\Phi = D_\Phi M \Pi_{\text{ran}(C_\Phi)} M^{-1} D_\Phi = D_\Phi M M^{-1} C_\Phi = D_\Phi C_\Phi = \text{id}_\mathcal{H}.
\]

As we know that \( O \) is invertible, \( O^{-1} = O^{(\Phi, \Psi)}(M^\dagger) \).

We can show

\[
O^{\Phi, \Psi} \left( G_{\Phi, \Psi} M^\dagger G_{\Phi, \Psi} \right) = O^{\Phi, \Psi} \left( C_\Phi D_\Psi M^{-1} C_\Phi D_\Psi \right) =
\]

\[
= D_\Phi C_\Phi D_\Psi M^{-1} C_\Phi D_\Psi C_\Psi = D_\Phi M^{-1} C_\Phi = O^{(\Phi, \Psi)}(M^{-1}).
\]

Finally

\[
S_{\Psi, \Phi} O^{(\Phi, \Psi)}(M^\dagger) S_{\Psi, \Phi} v = D_\Psi C_\Phi D_\Phi M^{-1} C_\Psi D_\Psi C_\Phi =
\]

\[
D_\Phi \Pi_{\text{ran}(C_\Phi)} M^{-1} C_\Psi D_\Psi C_\Phi = D_\Phi M^\dagger C_\Phi = O^{\Phi, \Psi}(M^\dagger).
\]

\( \square \)
Lemma 3.3 Let $O \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$ and $\Phi$ and $\Psi$ be frames for $\mathcal{H}_1$ and $\mathcal{H}_2$, respectively.

(i) If and only if $O$ is injective, $M = \mathcal{M}^{(\Phi,\Psi)}(O)$ is injective on $\text{ran}(C_\Psi)$.

(ii) If and only if $O$ is surjective, $M = \mathcal{M}^{(\Phi,\Psi)}(O)$ is surjective from $\text{ran}(C_\Psi)$ onto $\text{ran}(C_\Phi)$.

(iii) If and only if $O$ is bijective, $M = \mathcal{M}^{(\Phi,\Psi)}(O)$ is bijective as operator from $\text{ran}(C_\Psi)$ onto $\text{ran}(C_\Phi)$. In this case

$$M^\dagger = \mathcal{M}^{(\tilde{\Psi},\tilde{\Phi})}(O^{-1}) = G_{\tilde{\Psi},\tilde{\Phi}} \circ \mathcal{M}^{(\Phi,\Psi)}(O^{-1}) G_{\tilde{\Psi},\tilde{\Phi}} = \mathcal{M}^{(\Psi,\Phi)}(S_\Psi^{-1}O^{-1}S_\Phi^{-1}).$$

Proof: With $\mathcal{M}^{(\Phi,\Psi)}(O) = D_\Phi O C_\Psi$ and the properties of $C_\Psi$ and $D_\Phi$ we have most of the wanted results like in the last proof.

For the inverse

$$\mathcal{M}^{(\Phi,\Psi)}(O) \circ \mathcal{M}^{(\tilde{\Psi},\tilde{\Phi})}(O^{-1}) = C_\Phi O D_\Phi C_\Psi O^{-1}D_\Phi = \text{id}_\mathcal{H}.$$  

$$G_{\tilde{\Psi},\tilde{\Phi}} \circ \mathcal{M}^{(\Phi,\Psi)}(O^{-1}) \circ G_{\tilde{\Psi},\tilde{\Phi}} = C_\Phi O^{-1}D_\Phi = \mathcal{M}^{(\Phi,\Psi)}(O^{-1}).$$

Finally

$$\mathcal{M}^{(\tilde{\Psi},\tilde{\Phi})}(O^{-1}) = C_\Psi O^{-1}D_\Phi = \Pi_{\text{ran}(C_\Phi)} C_\Psi O^{-1}D_\Phi \Pi_{\text{ker}(D_\Phi)} = C_\Psi O^{-1}D_\Phi C_\Psi O^{-1}D_\Phi = \mathcal{M}^{(\Psi,\Phi)}(S_\Psi^{-1}O^{-1}S_\Phi^{-1}).$$

3.1.1 Invertibility and Riesz bases

Theorem 3.4 Let $M$ be an infinite matrix defining a bounded operator from $\ell_2$ to $\ell_2$ and $\Phi$ and $\Psi$ be frames for a Hilbert space $\mathcal{H}$. Then the following are equivalent:

(i) For all matrices $\mathcal{B}(\ell_2, \ell_2)$ the following are equivalent:

(a) $M$ is bijective on $\ell_2$.

(b) $O^{(\Phi,\Psi)}(M)$ is bijective.

(ii) Both, $\Phi$ and $\Psi$ are Riesz bases.
Proof: (ii) $\implies$ (i) This direction is clear by the properties of $\mathcal{M}$ and $\mathcal{O}$ for Riesz bases ([6] Theorem 3.5).

(i) $\implies$ (ii) Set $M = C_\tilde{\Phi} D_\tilde{\Psi}$, then $\mathcal{O}^{(\Phi,\Psi)}(M) = D_\Phi C_\tilde{\Phi} D_\tilde{\Psi} C_\Psi = \text{id}_H$. By assumption $C_\tilde{\Phi} D_\tilde{\Psi}$ is bijective, in particular $D_\tilde{\Psi}$ is injective, therefore $\tilde{\Psi}$ and $\Psi$ are Riesz bases. $\square$

4 Decomposition

For frames we know

$$\mathcal{M}^{(\Phi,\Psi)}(O \circ P) = \left( \mathcal{M}^{(\Phi,\Xi)}(O) \cdot \mathcal{M}^{(\Xi,\Psi)}(P) \right).$$

Can similar properties for $\mathcal{O}^{(\Phi,\Psi)}$ be shown?

4.1 Decomposition and Riesz bases

The following statement is the analogue of Proposition 2.2 (4) for $\mathcal{O}^{(\Phi,\Psi)}$. It provides conditions under which, also $\mathcal{O}^{(\Phi,\Psi)}$ is ‘well-behaved’:

**Theorem 4.1** Let $\Phi, \Xi, \text{ and } \Psi$ be frames for $\mathcal{H}^1, \mathcal{H}^2, \text{ and } \mathcal{H}^3$ resp., and $M^{(1)}$ and $M^{(2)}$ be infinite matrices defining bounded operators from $\ell_2$ to $\ell_2$. Then the following are equivalent:

(i) $\mathcal{O}^{(\Phi,\Psi)}(M^{(1)} \cdot M^{(2)}) = \mathcal{O}^{(\Phi,\Xi)}(M^{(1)}) \circ \mathcal{O}^{(\Xi,\Psi)}(M^{(2)}) \forall M^{(1)}, M^{(2)} \in B(\ell_2, \ell_2)$

(ii) $\Xi$ is a Riesz basis.

**Proof:** According to Theorem 2.2 (2) the left hand side in (i) equals

$$LHS = D_\Phi \circ M^{(1)} \circ M^{(2)} \circ C_\Psi,$$

whereas the right hand side equals

$$RHS = D_\Phi \circ M^{(1)} \circ C_\Xi \circ D_\Xi \circ M^{(2)} \circ C_\Psi.$$

(ii) $\implies$ (i) If $\Xi$ is a Riesz sequence, $C_\Xi \circ D_\Xi = \text{id}_{\ell_2}$, and so (i) is fulfilled.

(i) $\implies$ (ii) Set $M^{(1)} := C_\Phi D_E$ and $M^{(2)} := C_E D_\tilde{\Psi}$, for any ONB $E$. Then

$$LHS = D_\Phi \ C_\Phi \ D_E \ C_E \ D_\tilde{\Psi} \ C_\Psi = \text{id}_{\ell_2},$$

and

$$RHS = D_\Phi \ C_\Phi \ D_E \ C_\Xi \ D_\Xi \ C_E \ D_\tilde{\Psi} \ C_\Psi = D_E \ C_\Xi \ D_\Xi \ C_E.$$
So $D_E C_\Xi D_\Xi C_E = \text{id}_{l_2}$, and therefore $C_\Xi D_\Xi = \text{id}_{l_2}$ and $\Xi$ is a Riesz basis.

**Remark 4.1** More generally, we could also ask for a decomposition using two frames $\Xi^{(1)}$ and $\Xi^{(2)}$ for $H^2$ instead of $\Xi$ and $\tilde{\Xi}$ respectively, leading to the condition that $\Xi^{(1)}$ and $\Xi^{(2)}$ are biorthogonal, and therefore get back to the assumptions in the theorem.

Applying this result to frame multipliers, which corresponds to operators induced by diagonal matrices, we get [4] Prop.7.4.

If, however, we tune the properties of the frame $\Xi$ to the properties of a specific pair of matrices $M^{(1)}$ and $M^{(2)}$, we can prove a corresponding result for the general frame case.

### 4.2 Decomposition and frames

**Theorem 4.2** Let $\Phi$, $\Xi$, and $\Psi$ be frames for $H^1$, $H^2$, and $H^3$ respectively, and $M^{(1)}$ and $M^{(2)}$ be infinite matrices defining bounded operators from $l_2$ to $l_2$. Then if

(a) $M^{(2)}(\text{ran} (C_\Psi)) \subseteq \text{ran} (C_\Xi)$, or

(b) $\left(\text{ker} \left(D_\Phi \circ M^{(1)}\right)\right)^\perp \subseteq \text{ran} (C_\Xi)$,

we get that $O(\Phi, \Psi)(M^{(1)} \cdot M^{(2)}) = O(\Phi, \Xi)(M^{(1)}) \circ O(\tilde{\Xi}, \Psi)(M^{(2)})$.

**Proof:** Since $O(\Phi, \Xi)(M^{(1)}) \circ O(\tilde{\Xi}, \Psi)(M^{(2)}) = D_\Phi \circ M^{(1)} \circ C_\Xi \circ D_\Xi \circ M^{(2)} \circ C_\Psi$ and $C_\Xi \circ D_\Xi = \Pi_{\text{ran}(C_\Xi)}$, we see that if $M^{(2)}(\text{ran} (C_\Psi)) \subseteq \text{ran} (C_\Xi)$ it holds that $C_\Xi \circ D_\Xi \circ M^{(2)} \circ C_\Psi = M^{(2)} \circ C_\Psi$ and therefore the statements with assumption (a) is true.

If, on the other hand, we assume that $\left(\text{ker} \left(D_\Phi \circ M^{(1)}\right)\right)^\perp \subseteq \text{ran} (C_\Xi)$ then we get $D_\Phi \circ M^{(1)} \circ C_\Xi \circ D_\Xi = D_\Phi \circ M^{(1)}$, which finishes the proof. \qed

**Remark 4.2** Again, instead of using a single frame and its dual for the decomposition, we could look at a pair of frames $\Xi^{(1)}$ and $\Xi^{(2)}$. This would result in the assumptions for Theorem 4.2 to be that

(a) $C_{\Xi^{(1)}} D_{\Xi^{(2)}} |_{\text{ran}(M^{(2)} \circ C_\Psi)} = \text{id}_{\text{ran}(M^{(2)} \circ C_\Psi)}$, or

(b) $C_{\Xi^{(1)}} D_{\Xi^{(2)}} \left|_{\left(\text{ker} \left(D_\Phi \circ M^{(2)}\right)\right)^\perp} \right. = \text{id}_{\left(\text{ker} \left(D_\Phi \circ M^{(2)}\right)\right)^\perp}$.
5 Summary and Outlook

We have shown some basic properties of frame representations of operators, in particular with regard to their invertibility.

In the future, we are planning to investigate the relation of the operator representation using frames presented here with special focus on the finite section method and localized frames. Furthermore we will apply this concept to the numerical solution of the Helmholtz equation using wavelet frames.
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