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Abstract

• Human colour vision differs from the vision of other animals. The most obvious differences are the number and type of photoreceptors in the retina. E.g., while humans are insensitive to ultraviolet (UV) light, most non-mammal vertebrates and insects have a colour vision that spans into the UV. The development of colour vision models allowed appraisals of colour vision independent of the human experience. These models are now widespread in ecology and evolution fields. Here I present a guide to colour vision modelling, run a series of simulations, and provide a R package – colourvision – to facilitate the use of colour vision models.

• I present the mathematical steps for calculation of the most commonly used colour vision models: Chittka (1992) colour hexagon, Endler & Mielke (2005) model, and Vorobyev & Osorio (1998) linear and log-linear receptor noise limited models (RNL). These models are then tested using identical simulated and real data. These comprise of reflectance spectra generated by a logistic function against an achromatic background, achromatic reflectance against an
achromatic background, achromatic reflectance against a chromatic background, and real flower reflectance data against a natural background reflectance.

- When the specific requirements of each model are met, between model results are, overall, qualitatively and quantitatively similar. However, under many common scenarios of colour measurements, models may generate spurious values and/or considerably different predictions. Models that log-transform data and use relative photoreceptor outputs are prone to generate unrealistic results when the stimulus photon catch is smaller than the background photon catch. Moreover, models may generate unrealistic results when the background is chromatic (e.g. leaf reflectance) and the stimulus is an achromatic low reflectance spectrum.

- Colour vision models are a valuable tool in several ecology and evolution subfields. Nonetheless, knowledge of model assumptions, careful analysis of model outputs, and basic knowledge of calculation behind each model are crucial for appropriate model application, and generation of meaningful and reproducible results. Other aspects of vision not incorporated into these models should be considered when drawing conclusion from model results.

Introduction

Animals respond to their surroundings via processing of data acquired by sensory organs (Stevens 2013). The senses can evolve in response to selective pressures from the environment as the senses can exert selective pressures into other organism morphology and behaviour. E.g. the peak of sensitivity of marine mammal photoreceptors correlates to the environmental light conditions (Fasick & Robinson 2000), and flower colours parameters may have evolved in response to the visual abilities of pollinators (Chittka & Menzel 1992; Dyer et al. 2012).

There are several differences in the vision of animals – between and sometimes within species – such as density and distribution of receptors in the retina, visual acuity, and presence of oil-droplets in photoreceptors cells (Cronin et al., 2014). In terms of colour vision, the most obvious differences are the type of photoreceptors present in the retina (Kelber et al. 2003; Osorio & Vorobyev 2008). Old world primates, including humans, are trichromats (have three cones types), with sensitivity peaks in blue, green and red regions of the light spectrum, whereas other mammals are usually dichromats (Kelber et al. 2003; Osorio & Vorobyev 2008; Jacobs 2009).
Most non-mammal vertebrates are tetrachromats, most insects are trichromats, and both have a colour perception that spans into the ultraviolet (Bowmaker 1998; Briscoe & Chittka 2001; Osorio & Vorobyev 2008). A fascinating illustration of how photoreceptor sensitivity may affect colour perception comes from human subjects that had gone through cataract treatment. The sensitivity curve of human blue photoreceptor actually spans into the ultraviolet (UV), but humans are UV-insensitive because pigments in the eye crystalline filters-out wavelengths below 400nm. Cataract surgery occasionally replaces the crystalline with an UV-transmitting lens, and those individuals are suddenly able to see the world differently: new patterns appear in flower petals, some garments originally perceived as black become purple, and black light are turned into blue light (Stark & Tan 1982; Cornell 2011).

Therefore, human colour perception is, in most cases, only a crude approximation of other species colour vision. Thus, studies of animal colouration can clearly benefit from appraisals of how colour patches are perceived by non-human observers. Moreover, the same colour patch may be perceived differently not only depending on the observer, but also on the context that this colour patch is exposed (e.g. background colour and environmental light conditions; (Endler 1978).

Colour vision models where firstly developed in an attempt to understand the proximate causes of human colour vision, and emulate some of human visual perceptual phenomena (Kemp et al. 2015). More recently, with the advent of affordable spectrometers for reflectance measurements, application of colour vision models became common place in ecology and evolution subfields. Together, some of the most important colour vision papers have been cited over 2800 times (Endler 1990 (919); Vorobyev & Osorio 1998 (601), Vorobyev et al. 1998 (460); Chittka 1992 (324); Chittka et al. 1992 (128); Endler & Mielke 2005 (445); Google Scholar search on October 31th 2016). A few examples of use of colour vision models include studies of plant-pollinator interactions (Whitney et al. 2009), evolution of avian plumage (Stoddard & Prum 2008), sexual selection (Amy et al. 2008), visual prey lures (Heiling et al. 2003), speciation (Carleton et al. 2005), mimicry (Stoddard & Stevens 2011), camouflage (Thery & Casas 2002) and aposematism (Siddiqi 2004).
As any model, colour vision models are based on certain assumptions. Knowledge of model strength and limitations are crucial to assure reproducible and meaningful results from model applications. Thus, the motivation of this paper is twofold: first to facilitate the use of colour vision models by evolutionary biologists and ecologists; secondly, to compare the consistency of between model results and how they behave in common scenarios of colour measurements. I did not aim to give an in depth analysis of the physiology of colour vision, but to provide a practical guide to the use of colour vision models, and demonstrate their limitations and strengths.

Guidance on other aspects of colour vision models can be found elsewhere (Kelber et al. 2003; Endler & Mielke 2005; Osorio & Vorobyev 2008; Kemp et al. 2015; Renoult et al. 2017). I begin with a mathematical description of the steps for calculation of the most common colour vision models used in ecology and evolution; then I run a series of simulations using colour vision models. Both the description and the simulations serve as presentation of the accompanying R package colourvision.

**Colour vision models**

In general, colour vision is achieved by neural opponency mechanisms (Kelber et al. 2003; Kemp et al. 2015), although exceptions to this rule do exist (Thoen et al. 2014). In humans, two colour opponency mechanisms appear to dominate: yellow-blue and red-green opponency channels (Kelber et al. 2003). Although colour vision in most other animals studied so far also seem to be based on opponency mechanisms, the exact opponency channels are usually not known (Kelber et al. 2003; Kemp et al. 2015). Nonetheless, empirical studies suggest that the exact opponency channels do not need to be known for a good prediction of behavioural responses by colour vision models (Chittka et al. 1992; Vorobyev & Osorio 1998; Spaethe et al. 2001; Cazetta et al. 2009).

Here I present and test four generalist colour vision models used in ecology and evolution: Chittka (1992) colour hexagon, Endler & Mielke (2005) model, and linear and log-linear versions of the Receptor Noise Limited model (Vorobyev & Osorio 1998, Vorobyev et al. 1998). Human colour perception can be divided into two components: chromatic (hue and saturation) and achromatic (brightness) dimensions. These models are representations of the chromatic component of colour vision only (Renoult et al. 2017).
Colour vision models require a minimum of four parameters for calculations: (1) photoreceptor sensitivity curves, (2) background reflectance spectrum, (3) illuminant spectrum, and (4) the observed object reflectance spectrum (stimulus). In addition, receptor noise limited models require photoreceptor noise for each photoreceptor type. Photoreceptor sensitivity curves are available for several animal taxa. If not available, the sensitivity curves can be estimated using a formula based on wavelength at photoreceptor maximum sensitivity ($\lambda_{\text{max}}$; Govardovskii et al. 2000). Background reflectance can be calculated by measuring the reflectance of materials found in the environment, such as leaves, twigs and tree bark. Alternatively, the background reflectance can be an achromatic spectrum of low reflectance value. The illuminant can be a reference spectrum (e.g. CIE standards), or, ideally, measured directly in the field using an irradiance measurement procedure (Endler 1990; 1993). Reflectance spectra are usually measured using a spectrometer (see Anderson & Prager 2006 for measurement procedures), but it can also be collected using photographic and hyperspectral cameras (Stevens et al. 2007; Chiao et al. 2011). All data must cover the same wavelength range as the photoreceptor sensitivity curves (300-700 nm for most cases).

I begin with Equations 1-5, which are common to all colour vision models presented here. Then calculation for each model is presented in a subtopic. I show formulae used to model trichromatic vision only. Formulae for tetrachromatic vision are available in the supplementary material. Photoreceptors are grouped by their maximum sensitivity value ($\lambda_{\text{max}}$), from shortest to longest $\lambda_{\text{max}}$. Honeybees workers (Apis mellifera), for instance, have three photoreceptor types with $\lambda_{\text{max}}$ at ca. 344nm, 436nm and 544nm (Figure 1a; Peitsch et al. 1992).

The first step is to calculate the total photon capture ($Q_i$) of each photoreceptor type ($i$):

$$Q_i(\lambda) = \int_{300}^{700} I(\lambda)R(\lambda)C_i(\lambda) d\lambda$$  
(Eq. 1)

where $I$ is the illuminant spectrum reaching the observed object, $R$ is the reflectance of the observed object, $C_i$ is the photoreceptor sensitivity curve of photoreceptor $i$. The integration is usually done from 300 to 700nm, but this range can be changed depending on the animal of interest. Most mammals, for instance, do not capture photons below 400 nm. The second step is
to calculate the photon catch by each photoreceptor \((i)\) arising from the background reflectance:

\[
Q_{B\lambda}(\lambda) = \int_{300}^{700} I(\lambda)R_B(\lambda)C_i(\lambda)\,d\lambda
\]  
(Eq. 2)

where \(I\) and \(C_i\) are the same values in equation (1), and \(R_B\) is the background reflectance. In practice photon catches are done by summation

\[
Q_i(\lambda) = k \sum_{300}^{700} I(\lambda) \times R_B(\lambda) \times C_i(\lambda),
\]

where \(k\) is the constant representing the interval between measurements, usually 1 nm. The relative photoreceptor photon catch \((q_i)\) is then calculated by:

\[
q_i = \frac{Q_i}{Q_{B\lambda}}
\]  
(Eq. 3)

The rationale behind equation (3), referred as the von Kries transformation, is that photoreceptors are physiologically adapted to the light coming from the background, and that animals exhibit colour constancy (Chittka et al. 2014). So that if the environment is rich in wavelengths at the green region of the light spectrum, photoreceptors sensitive to this wavelength region will be less responsive.

**Colour hexagon model**

The colour hexagon model (Chittka 1992) was formulated for hymenopteran vision. However, due its general form it can, and has been, applied for other taxa. Photoreceptor output \((E)\) is given by:

\[
E_i = \frac{q_i}{q_i + 1}
\]  
(Eq. 4)

This means that photoreceptors output \((E)\) will vary from 0 to 1, and its value will increase asymptotically to the limit of 1. This is done because the relationship between photoreceptor input-output is non-linear. E-values are then depicted into three vectors evenly distributed \((120^\circ\) between them). The resultant of receptor outputs is projected into a plan (chromaticity diagram) using the following formula:

\[
x = \sin 60^\circ \left( E_3 - E_1 \right)
\]  
(Eq. 5)

\[
y = E_2 - \frac{1}{2}(E_1 + E_3)
\]  
(Eq. 6)

**Endler & Mielke (2005) model**
The model is originally the first step for a statistical approach to study bird colouration as whole, not as individual colour patches (Endler & Mielke 2005). The model was adapted from tetrachromatic to trichromatic vision by Gomez (2006). The first step is to log-transform relative photon catches:

\[ f_i = \ln(q_i) \]  
(Eq. 7)

Then, \( S_i \) is transformed so that photoreceptor outputs \( u + s + m = 1 \):

\[ u = \frac{f_1}{f_1 + f_2 + f_3} \]  
(Eq. 8)

\[ s = \frac{f_2}{f_1 + f_2 + f_3} \]  
(Eq. 9)

\[ m = \frac{f_3}{f_1 + f_2 + f_3} \]  
(Eq. 10)

Rationale between equations 8-10 is that only the relative differences in photoreceptor outputs are used in a colour opponency mechanism. Photoreceptor outputs are projected into a triangular chromaticity diagram by the following formula (Gomez 2006):

\[ x = \frac{2}{3} \times \frac{\sqrt{3}}{2} (m - u) \]  
(Eq. 11)

\[ y = \frac{2}{3} \left[ s - \frac{1}{2} (u + m) \right] \]  
(Eq. 12)

Receptor noise limited models: linear and log-linear versions

The receptor noise limited model was developed to predict thresholds of colour vision. One of the assumption is that thresholds are given by noise arising at the receptor channels (Vorobyev & Osorio 1998). The first receptor noise limited model uses a linear relationship between photoreceptor input \( (q_i) \) and output \( (f_i) \) so that (linear version of the receptor noise limited model; Vorobyev & Osorio 1998):

\[ f_i = q_i \]  
(Eq. 13)

The log-linear version of receptor noise limited model assumes a log-linear relationship between

\[ f_i = q_i \ln(2) \]  
(Eq. 14)
photoreceptor input and output (log-linear version of the receptor noise limited model; Vorobyev et al. 1998):

\[ f_i = \log(q_i) \]  
(Eq. 14)

Equation (13) can be used when comparing colours that are very similar, otherwise equation (14) should be used. Then \( f_i \) values are used to find the colour locus \((x, y)\) in a chromaticity diagram (Hempel de Ibarra et al. 2014):

\[
A = \frac{1}{\sqrt{e_2^2 + e_3^2}}
\]  
(Eq. 15)

\[
B = \frac{e_2^2 + e_3^2}{\sqrt{(e_1 e_2)^2 + (e_1 e_3)^2 + (e_2 e_3)^2}}
\]  
(Eq. 16)

\[
a = \frac{e_2^2}{e_2^2 + e_3^2}
\]  
(Eq. 17)

\[
b = \frac{e_3^2}{e_2^2 + e_3^2}
\]  
(Eq. 18)

\[
x = A(f_3 - f_2)
\]  
(Eq. 19)

\[
y = B[f_1 - (af_3 + bf_2)]
\]  
(Eq. 20)

where \( e_i \) is the receptor noise of each photoreceptor, from shortest to longest wavelength. To date few species had their receptor noise \( (e_i) \) measured directly (Vorobyev & Osorio 1998). In lack of a direct measurement, \( e_i \) can be estimated by the relative abundance of photoreceptor types in the retina and a measurement of a single photoreceptor noise-to-signal ratio:

\[
e_i = \frac{\nu}{\sqrt{\eta_i}}
\]  
(Eq. 21)

Where \( \nu \) is the noise-to-signal ratio of a single photoreceptor, and \( \eta_i \) is the relative abundance of photoreceptor \( i \) in the retina. Alternatively, \( e_i \) may be intensity depend (Renoult et al. 2017):
where \( Q_t \) is the photon catch given by equation (1). Equation (20) is usually valid in high light intensities, whereas equation (21) usually holds for dim light conditions (Vorobyev et al. 1998; Vorobyev & Osorio 1998).

**Distance between colour loci in chromaticity diagrams**

Distances in chromaticity diagrams represent chromaticity similarities between two colours. The assumption is that the longest the distance, the more dissimilar two colours are perceived. Chromaticity distance between pair of reflectance spectra (\( a \) and \( b \)) are found by calculating the Euclidian distance between their colour loci \((x, y)\) in the colour space:

\[
\Delta S = \sqrt{(x_a - x_b)^2 + (y_a - y_b)^2}
\]  
(Eq. 23)

By definition, background reflectance lays at the centre of the background \((x = 0, y = 0)\).

Therefore, the distance of the observed object against the background is given by:

\[
\Delta S = \sqrt{x^2 + y^2}
\]  
(Eq. 24)

In the receptor noise models, \( \Delta S \) between pair of reflectance spectra \((a \) and \( b)\) can be calculated directly, without finding colour loci in the colour space (Vorobyev & Osorio 1998):

\[
\Delta S = \sqrt{\frac{e_1^2 (\Delta f_3 - \Delta f_2)^2 + e_2^2 (\Delta f_3 - \Delta f_1)^2 + e_3^2 (\Delta f_1 - \Delta f_2)^2}{(e_1 e_2)^2 + (e_1 e_3)^2 + (e_2 e_3)^2}}
\]  
(Eq. 25)

Where \( \Delta f_i \) is the difference between photoreceptor \( i \) output for the reflectance spectrum \( a \) and \( b \) \((\Delta f_i = f_{ai} - f_{bi})\). Using equation (24) will give the same value as calculating \( \Delta S \) using equations (14-19) and then equation (23). In RNL models, \( \Delta S = 1 \) equals one unit of just noticeable difference (JND). That means that, given the experimental conditions (large static object against a grey homogenous background), JND = 1 is the threshold for object detection; i.e. the minimum behaviourally discriminable difference between the object and the background.

**Simulations**

I modelled the perception of the honeybee (Apis mellifera) using the colour vision models presented above: Chittka (1992) colour hexagon model (hereafter CH model), Endler & Milke (2005) model (hereafter EM model), and linear and log-linear versions of the receptor noise model (hereafter...
linear-RNL and log-RNL models (Vorobyev et al. 1998; Vorobyev & Osorio 1998). My aim was to compare between model results and analyse and illustrate how models behave in different scenarios. I begin with a basic model setup with simulated data. Then I make a series of changes to this basic model to investigate how models behave with typical input data used in ecology and evolution papers. At the end I use real flower reflectance data to compare model results.

**Simulation 01: Basic model setup**

I used honeybee worker (*Apis mellifera*) photoreceptor sensitivity curves (data from Peitsch et al. 1992) available in Chittka & Kevan 2005; Figure 1a). As the background reflectance spectrum I created a theoretical achromatic reflectance with a constant 7% reflectance across 300 to 700 nm (Figure 1b). As illuminant I used the CIE D65, a reference illuminant that correspond to midday open-air conditions (Figure 1c). For the receptor noise models I used measurements of honeybee photoreceptor noise (0.13, 0.06 and 0.12 for short, medium and long-wavelength photoreceptors; data from Peitsch 1992 available in Vorobyev & Brandt 1997). As the stimulus reflectance spectra I generated reflectance curves using a logistic function:

\[
R(\lambda) = \frac{L}{1 + e^{-k(\lambda-\lambda_{mid})}}
\]  

(Eq. 26)

Where \( R \) is the reflectance value at wavelength \( \lambda \), \( L \) gives the curve maximum reflectance value (\%), \( k \) gives the steepness of the curve, and \( \lambda_{mid} \) is the wavelength (nm) of midpoint. The logistic curve is a typical reflectance curve of many animal colour patches. I used a maximum value of \( L = 50\% \) reflectance and a steepness of \( k = 0.04 \). I generated curves with midpoints varying from 300 to 700 nm with 5 nm intervals, in a total of 81 reflectance spectra (Figure 1d). For each model I calculated photoreceptor outputs, colour loci (\( x \) and \( y \)), and the chromatic distance to the background (\( \Delta S \)) of each reflectance spectra using equations (1-24). In addition, as a supplementary material, I ran the same simulations with a tetrachromatic vision, and using a Gaussian function to generate the stimulus reflectance spectra (see Electronic Supplementary Material).

**Simulation 02: 10 percent point added to reflectance values**

In the second simulation I added 10 percent point to the stimulus reflectance spectra (Figure 2a). My aim was to analyse how a relatively small change in reflectance curves affect model results.
An increase in overall reflectance value can be an artefact of spectrometric measurement error (for guidance on spectrometric reflectance measurements see Anderson & Prager 2006).

**Simulation 03: achromatic reflectance spectra**

Colour vision models are designed to deal with chromatic spectra (reflectance spectra that produces differences in photoreceptor outputs). However, some animal colours have reflectance spectra with a relatively constant reflectance value from 300 to 700nm, which we perceive as white, grey and black patches (achromatic variation). These type of spectra are sometimes modelled into colour vision models. In this simulation I generated a series of achromatic spectra with constant reflectance values from 300-700nm. I generated 10 reflectance spectra with reflectance values from 5% to 95%, with 10 percentage point intervals (Figure 2b).

**Simulation 04: Achromatic reflectance spectra and chromatic background reflectance spectrum.**

In the basic model I used an achromatic reflectance spectrum (7% reflectance from 300 to 700nm). In practice, however, most studies that apply colour vision models use chromatic reflectance backgrounds, such as leaf (e.g. Vorobyev et al. 1998), or an average of background material reflectance spectrum (e.g. Gawryszewski & Motta 2012). Models are constructed so that the background reflectance spectrum lie at the centre of the colour space. Vorobyev and Osorio (1998) specifically state that their linear receptor noise model is designed to predict perception of large targets, in bright light conditions and against an achromatic background. Despite of that, given that photoreceptors adapt to the light environment condition, usage of chromatic background is probably reasonable. Therefore, in this simulation I used the same achromatic reflectance spectra from simulation 03, but instead of having an achromatic background I used a chromatic background. The background is the average reflectance of leaves, leaf litter, tree bark and twigs collected in an area of savanna vegetation in Brazil (data from Gawryszewski & Motta 2012).

**Real reflectance data: comparison between models**

In this setup my aim was to compare model results using real reflectance data. I used 858 reflectance spectra from flower parts collected worldwide and deposited in the Flower Reflectance Database (FReD; Arnold et al. 2010). I used only spectrum data that had a
wavelength range from 300nm to 700nm. Data were then interpolated to 1nm intervals and
negative values converted to zero. I used the same reflectance background from simulation 04,
and other model parameters identical to the basic model setup. I compared models results
visually, and by testing the pairwise correlation between model’s $\Delta S$ values. I used the Spearman
correlation coefficient because data did not fulfil assumptions for a parametric test.

Colourvision: R package for colour vision models and related functions

All calculation and figures presented here were performed using the colourvision R package. The
package has functions for dichromatic, trichromatic and tetrachromatic linear and log-linear
versions of the receptor noise limited model (Vorobyev et al. 1998; Vorobyev & Osorio 1998);
and trichromatic and tetrachromatic versions of Chittka (1992) colour hexagon and Endler and
Mielke (2005) models. Results from these models can be easily projected into their chromaticity
diagrams for trichromatic and tetrachromatic vision. The colourvision package complements and
can be used together with pavo R package for colour analyses (Maia et al. 2013), although it does
not depend on it.

Results

Simulation 01: Basic model

Basic model results projected into chromaticity diagrams show differences between model
predictions of colour perception for the same reflectance spectrum (Figure 3). CH model and the
the linear-RNL model follow a similar path: data points follow a circular path that begins and
ends near the centre of the colour diagram (Figure 3a and 3c). In the EM model, points follow
two lines increasing in opposite directions, with data points reaching values outside colour space
limits (Figure 3b). In the log-RNL model, points begin at the centre of the colour space and
follow a curve increasing in distance from the centre of the colour space (Figure 3d).

CH model estimates a bell shaped $\Delta S$ curve against midpoint wavelength, with maximum $\Delta S$ for
the reflectance curve with midpoint at 535nm (Figure 4a). Individual photoreceptors follow a
sigmoid curve, with maximum values at short midpoint wavelengths and minimum values at long
midpoint wavelengths (Figure 4a). EM model estimates unrealistic $\Delta S$-values for reflectance
curves with midpoints between 450-550nm (Figure 4b). A maximum $\Delta S = 116$ is reached at
490nm midpoint wavelength (Figure 4b). Photoreceptor output also reach unrealistic negative values, and values above 1 (Figure 4b). This is consequence of equations 7-10: when $q_l$ is below 1, the ln-transformation generates negative values. Consequently, the denominator in equations 8-10 may reach values close to zero, which causes photoreceptor outputs to tend to infinity. Log-RNL model predicts a sigmoid $\Delta S$ curve, increasing from short to long midpoint wavelengths, reaching a maximum $\Delta S$ at at 700 nm (Figure 4d). Comparably to the EM model, the log-RNL model generates unrealistic negative photoreceptor excitation values (Figure 4d). Again, this happens because when $q_l$ is below 1 the log-transformation generates negative values (eq. 14). The linear-RNL version estimates a bell shaped $\Delta S$ curve, with a maximum $\Delta S$ at 470nm midpoint wavelength (Figure 4c). Photoreceptors present a sigmoid excitation curve, with maximum values at short midpoint wavelengths (Figure 4c).

Simulation 02: 10 percent point added to reflectance values.

In this setup, models are more congruent in their results. Their chromaticity diagram indicates similar relative position of reflectance spectra between models (Figure 5). All of them estimate a bell shaped $\Delta S$ curve, with maximum values around 500 nm midpoint wavelength (Figure 6). CH model predicts a bell shaped $\Delta S$ curve with maximum $\Delta S$ peaking at 510nm (25 nm difference to the original model; Figure 6a). However, in comparison to the basic model there is an overall decrease in $\Delta S$ (Figure 3a and 6a). This happens because eq. 4 makes E-values non-linear as $q_l$ increases. Therefore, the relative differences between photoreceptors decreases and, as a consequence, $\Delta S$ decreases. Contrary to the basic model, EM model now estimates realistic $\Delta S$ and photoreceptor excitation values, with a peak at 540nm (Figure 6b). With a 10 percentage point increase in the reflectance, eq. 3 does not produce values below 1. As a consequence, eqs. 7-10 do not generate negative values and the denominator cannot reach near zero values. The same pattern occurs in the log-RNL model: no negative values are generated by eq. 14. Model estimates a bell shaped curve peaking at 505 nm (Figure 6d). The linear RNL model generates identical $\Delta S$ and colour loci values to the basic model. The 10 percentage point increase causes an increases in photoreceptor excitation values (Figure 6c). However, because the relative differences between photoreceptors remain the same, and the relationship between $q_l$ and $f$ is linear (no transformation of $q_l$) there is no difference in $\Delta S$ between the original and this model setup (Figures 4c and 6c).
Simulation 03: Achromatic reflectance spectra.

With achromatic reflectance spectra all datapoints are in the centre of the colour diagram. Consequently, $\Delta S$ for all models and all reflectance values equals zero. This happens because all three photoreceptors respond equally to the achromatic reflectance spectra. Nonetheless, the type of response varies between models. In the CH model, photoreceptor output increases asymptotically as reflectance increases, which is result of eq. 4. In the EM model, photoreceptor outputs are not affected by variation in reflectance values. This happens because EM model considers only the relative differences between photoreceptors response (eqs. 8-10). In the RNL models, photoreceptor output increases linearly in the linear version, and asymptotically in the log version.

Simulation 04: Achromatic reflectance spectra and chromatic background reflectance spectrum.

Model results of achromatic reflectance spectra against a chromatic background differ to the model predictions when the background is achromatic (Figure 7 and Figure 8). The chromatic background causes differences in photoreceptor outputs. Consequently, achromatic reflectance spectra do not lay at the centre of the colour spaces. The CH model shows a maximum $\Delta S$ values of 0.31 at 5% reflectance achromatic spectrum (Figure 8a). $\Delta S$ values then decrease as the reflectance value of achromatic spectra increases (Figure 8a). Photoreceptor output values converge to the asymptote as the reflectance value of achromatic spectra increases (Figure 8a). EM model produce spurious values at 5% reflectance achromatic spectrum because it generates negative photoreceptor output values (Figure 8b). From 15% beyond, $\Delta S$ values then decrease as the reflectance value of achromatic spectra increases (Figure 8b). The linear-RNL model shows a linear increase in $\Delta S$ values as the reflectance value of achromatic spectra increases (Figure 8c). Similarly, photoreceptor outputs also increase linearly as as the reflectance value of achromatic spectra increases, but with different slopes for each photoreceptor type (Figure 8c). Contrary to other models, $\Delta S$-values in the log-RNL model do not change with varying reflectance value of achromatic spectra (Figure 8d). Although photoreceptor outputs increase as reflectance value of achromatic spectra increases (Figure 8d), the difference between photoreceptor outputs remains the same. Consequently, $\Delta S$-values do not change.
Simulation 05: Real reflectance data.

When real flower reflectance spectra are used, models also give different relative perception for the same reflectance spectrum. The results of the CH model and the log-RNL model are similar both qualitatively and quantitatively: colour loci projected into the colour space (Figure 9) show similar relative position of reflectance spectra; and there is a high correlation score between $\Delta S$ values (Figures 9a and 9d; $\rho=0.884$; $N=858$; $S=12165000$; $p<0.001$). Even though many EM points lay outside the chromaticity, results suggest a high agreement between CH and EM models (Figure 9a and 9b; $\rho=0.889$; $N=858$; $S=11718000$; $p<0.001$). There was a moderate agreement between the linear and log version of the RNL model (Figures 9c and 9d; $\rho=0.434$; $N=858$; $S=59623000$; $p<0.001$, $P<0.001$), and between EM and log-RNL models (Figure 9b and 9d; $\rho=0.662$; $N=858$; $S=35572000$; $p<0.001$). There was a poor agreement between the linear-RNL and both EM models (Figure 9b and 9c; ($\rho=-0.264$; $N=858$; $S=13306000$; $p<0.001$), and CH models (Figure 9a and 9c; $\rho=0.037$; $N=858$; $S=101370000$; $p=0.278$)

Discussion

Application of colour vision models are now widespread in several fields of ecology and evolutionary biology. However, simulations presented here show that under certain conditions these models do not agree, and can produce spurious results. As any model, colour vision models have been developed based on a set of assumptions. Knowledge of model strength and limitation are crucial to the correct application and interpretation of colour vision model results.

Colour vision models, in special models that are log-transformed (eqs. 7 and 14) and convert photoreceptor output to relative values (eqs. 8-10) are prone to produce unrealistic results when the observed reflectance generates a lower response than the background (i.e. $Q_l < Q_{Bl}$). The log-transformation (and the transformation in the CH model) is behaviourally justified due to the Weber–Fechner law of psychophysics (Renoult et al. 2017). The law states that the perceived difference between a pair of stimuli has a non-linear relationship with their absolute difference. I.e., humans perceive 150g and 100g weights as more dissimilar than 1150g and 1100g weights. This is illustrated by the photoreceptor outputs in Figure 7. In this simulation the achromatic reflectance spectrum increases from 10% to 90% by 10 percept point steps. In the linear-RNL
model, photoreceptor outputs respond linearly to the 10% increase, so that the difference in receptor outputs is the same between the 10% vs 20% reflectance spectra as between the 80% vs 90% reflectance spectra. In the log-RNL model, however, the difference between 10% vs. 20% is greater than the difference between 80% vs 90%.

In addition, low reflectance achromatic spectra (i.e. dark colour patches) may also produce spurious values when the background is chromatic (Figure 8), because at small reflectance values, small differences between photoreceptor outputs may be large in proportion to photoreceptor outputs, and consequently generate large \( \Delta S \) values. Interpretation of model results depends on detailed knowledge of how models are calculated. Inspection of individual photoreceptor outputs can give insights into colour loci \((x, y)\) and chromaticity distance \(\Delta S\) values.

Comprehension of the physiology of vision of the animal observing the scene is also imperative. Honeybees, for instance, use colour vision only when the observed object subtend a visual angle larger than ca. 15° (Giurfa et al. 1996). Moreover, bees appear to completely ignore brightness when using the chromatic channel (Giurfa et al. 1997), so that equation (20) holds even in low light conditions (Vorobyev & Osorio 1998). In humans, on the other hand, the achromatic dimension appears to dominate in dim light conditions (King-Smith & Carden 1976; Vorobyev & Osorio 1998). These models also do not incorporate higher order cognition abilities that may affect how colour are perceived (Dyer 2012). In bees, for instance, previous experience, learning and experimental conditions may affect their behavioural discriminability thresholds (Chittka et al. 2003; Dyer & Chittka 2004; Giurfa 2004; Dyer et al. 2011; Dyer 2012); and in humans the ability to discriminate between colours is affected by the existence of linguistic differences for colours (Winawer et al. 2007).

A common misconception arises from the use of detectability/discriminability thresholds. The RNL model for instance, predicts well the detectability of monochromatic light against a grey background. For this model, and given the experimental condition, a \( \Delta S = 1 \) equals one unit of just noticeable difference (JND; Vorobyev & Osorio 1998). Stimuli with values equal or above 1 can be detectable against the background, under the experimental condition. However, this threshold is not fixed. It can vary depending on the background, on the chromatic difference
between the object and the background, and on the subject previous experience. For zebra finches, for instance, the same pair of similar red object have a discriminability threshold of ca. 1 JND when the background is red, but much higher when the background is green (Lind 2016). The same study emphasises the difference between detecting one object against the background and discriminating two similar objects: detection thresholds are usually higher than discrimination thresholds (as measured by the RNL model; Lind 2016). Given the variation in thresholds, it is misleading to interpret $\Delta S$ values as binary variable: i.e. above the threshold, detectable; below threshold, not detectable. Instead, use of $\Delta S$ values as they are, a continuum, makes the interpretation more realistic. E.g., a stimulus with $\text{JND} = 2$ is likely chromatically similar to the background, and is possibly more often not detected than a stimulus with $\text{JND} = 5$.

In addition, models presented here are pairwise comparison between colour patches, which do not incorporate the complexity of an animal colour pattern composed by a mosaic of colour patches of variable sizes. Endler and Mielke (2005) provide a methodological and statistical tool that can deal with a cloud of points representing an organism colour patches. Use of hyperspectral cameras or adapted DSLR cameras may facilitate the analysis of animal colouration as a whole (Stevens et al. 2007; Chiao et al. 2011). Other aspects that may be important when detecting a target, such as size, movement, and light polarization (Cronin et al. 2014), are also not incorporated into those models.

In conclusion, colour vision models are extremely useful and can provide insightful results on ecological and evolutionary aspects of colour in nature. Nonetheless, they should be regarded as an approximation of the perceived differences between pairs colours by a particular organism. Good application of colour vision models depends on the inspection of photoreceptor output values, knowledge of model assumptions, comprehension of the mathematical formula behind each model and familiarity with mechanisms of colour vision of the animal being modelled. Comparison of model results with field and laboratory based behavioural experiments are also crucial to complement and validate model results.

References

Amy, M., Monbureau, M., Durand, C., Gomez, D. & Thery, M. (2008). Female canary mate
preferences: differential use of information from two types of male–male interaction. *Animal Behaviour*, **76**, 971–982.

Anderson, S. & Prager, M. (2006). Quantifying Colors. *Bird Coloration: Volume 1, Mechanisms and Measurements* (eds. G. E. Hill & K. J. McGraw), pp. 41-89. Harvard University Press, Cambridge, MA, USA.

Chittka, L. & Kevan, P. (2005). Flower colour as advertisement. *Practical pollination biology* (eds A. Dafni, P. Kevan & B.C. Husband), pp. 157–196. Enviroquest Ltd, Cambridge, Canada.

Arnold, S.E.J., Faruq, S., Savolainen, V., McOwan, P.W. & Chittka, L. (2010). FReD: the floral reflectance database—a web portal for analyses of flower colour. *PLoS ONE*, **5**, e14287–.

Bowmaker, J.K. (1998). Evolution of colour vision in vertebrates. *Eye*, **12**, 541–547.

Briscoe, A. & Chittka, L. (2001). The evolution of color vision in insects. *Annual Review of Entomology*, **46**, 471–510.

Carleton, K.L., Parry, J.W.L., Bowmaker, J.K., Hunt, D.M. & Seehausen, O. (2005). Colour vision and speciation in Lake Victoria cichlids of the genus Pundamilia. *Molecular Ecology*, **14**, 4341–4353.

Cazetta, E., Schaefer, H.M. & Galetti, M. (2009). Why are fruits colorful? The relative importance of achromatic and chromatic contrasts for detection by birds. *Evolutionary Ecology*, **23**, 233–244.

Chiao, C.-C., Wickiser, J.K., Allen, J.J., Genter, B. & Hanlon, R.T. (2011). Hyperspectral imaging of cuttlefish camouflage indicates good color match in the eyes of fish predators. *Proceedings of the National Academy of Sciences*, **108**, 9148–9153.

Chittka, L. (1992). The colour hexagon: a chromaticity diagram based on photoreceptor excitation as a generalized representation of colour opponency. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology*, **170**, 533–543.

Chittka, L. & Kevan, P. (2005). Flower colour as advertisement. *Practical pollination biology* (eds A. Dafni, P. Kevan & B.C. Husband), pp. 157–196. Enviroquest Ltd, Cambridge, Canada.

Chittka, L. & Menzel, R. (1992). The evolutionary adaptation of flower colours and the insect pollinators' colour vision. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology*, **171**, 171–181.

Chittka, L., Beier, W., Hertel, H., Steinmann, E. & Menzel, R. (1992). Opponent colour coding is a universal strategy to evaluate the photoreceptor inputs in Hymenoptera. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology*, **170**, 545–563.

Chittka, L., Dyer, A.G., Bock, F. & Dornhaus, A. (2003). Bees trade off foraging speed for accuracy. *Nature*, **424**, 388.
Chittka, L., Faruq, S., Skorupski, P. & Werner, A. (2014). Colour constancy in insects. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology, 200*, 435–448.

Cornell, P.J. (2011). Blue-Violet Subjective Color Changes After Crystalens Implantation. *Cataract & Refractive Surgery Today Europe*, 44–46.

Dyer, A.G. (2012). The mysterious cognitive abilities of bees: why models of visual processing need to consider experience and individual differences in animal performance. *Journal of Experimental Biology, 215*, 387–395.

Dyer, A.G. & Chittka, L. (2004). Fine colour discrimination requires differential conditioning in bumblebees. *Naturwissenschaften, 91*, 224–227.

Dyer, A.G., Boyd-Gerny, S., McLoughlin, S., Rosa, M.G.P., Simonov, V. & Wong, B.B.M. (2012). Parallel evolution of angiosperm colour signals: common evolutionary pressures linked to hymenopteran vision. *Proceedings Of The Royal Society Of London Series B-Biological Sciences, 279*, 3606–3615.

Dyer, A.G., Paulk, A.C. & Reser, D.H. (2011). Colour processing in complex environments: insights from the visual system of bees. *Proceedings Of The Royal Society Of London Series B-Biological Sciences, 278*, 952–959.

Endler, J.A. (1978). A predator's view of animal color patterns. *Evolutionary Biology* (eds M. Hecht, W.C. Steere & B. Wallace), pp. 319–364. Plenum Press, New York and London.

Endler, J.A. (1990). On the measurement and classification of colour in studies of animal colour patterns. *Biological Journal Of The Linnean Society, 41*, 315–352.

Endler, J.A. (1993). The color of light in forests and its implications. *Ecological Monographs, 63*, 1–27.

Endler, J.A. & Mielke, P. (2005). Comparing entire colour patterns as birds see them. *Biological Journal Of The Linnean Society, 86*, 405–431.

Fasick, J.I. & Robinson, P.R. (2000). Spectral-tuning mechanisms of marine mammal rhodopsins and correlations with foraging depth. *Visual Neuroscience, 17*, 781–788.

Gawryszewski, F.M. & Motta, P.C. (2012). Colouration of the orb-web spider Gasteracantha cancriformis does not increase its foraging success. *Ethology Ecology and Evolution, 24*, 23–38.

Giurfa, M. (2004). Conditioning procedure and color discrimination in the honeybee Apis mellifera. *Naturwissenschaften, 91*, 228–231.

Giurfa, M., Vorobyev, M. & KEVAN, P. (1996). Detection of coloured stimuli by honeybees: minimum visual angles and receptor specific contrasts. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology, 178*, 699–709.

Giurfa, M., Vorobyev, M., Brandt, R. & Posner, B. (1997). Discrimination of coloured stimuli by
honeybees: alternative use of achromatic and chromatic signals. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology*, **180**, 235–243.

Gomez, D. (2006). *AVICOL, a program to analyse spectrometric data. Last update october 2011*. Free executable available at http://sites.google.com/site/avicolprogram/ or from the author at dodogomez@yahoo.fr.

Govardovskii, V.I., Fyhrquist, N., Reuter, T., Kuzmin, D.G. & Donner, K. (2000). In search of the visual pigment template. *Visual Neuroscience*, **17**, 509–528.

Heiling, A.M., Herberstein, M.E. & Chittka, L. (2003). Pollinator attraction: Crab-spiders manipulate flower signals. *Nature*, **421**, 334.

Hempel de Ibarra, N., Vorobyev, M. & Menzel, R. (2014). Mechanisms, functions and ecology of colour vision in the honeybee. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology*, **200**, 411–433.

Jacobs, G.H. (2009). Evolution of colour vision in mammals. *Philosophical Transactions of the Royal Society B: Biological Sciences*, **364**, 2957–2967.

Kelber, A., Vorobyev, M. & OSORIO, D. (2003). Animal colour vision--behavioural tests and physiological concepts. *Biological Reviews of The Cambridge Philosophical Society*, **78**, 81–118.

Kemp, D.J., Herberstein, M.E., Fleishman, L.J., Endler, J.A., Bennett, A.T.D., Dyer, A.G., Hart, N.S., Marshall, J. & Whiting, M.J. (2015). An integrative framework for the appraisal of coloration in nature. *The American Naturalist*, **185**, 705–724.

King-Smith, P.E. & Carden, D. (1976). Luminance and opponent-color contributions to visual detection and adaptation and to temporal and spatial integration. *Journal of the Optical Society of America*, **66**, 709–717.

Lind, O. (2016). Colour vision and background adaptation in a passerine bird, the zebra finch (Taeniopygia guttata). *Royal Society Open Science*, **3**, 160383.

Maia, R., Eliason, C.M., Bitton, P.-P., Doucet, S.M. & Shawkey, M.D. (2013). pavo: an R package for the analysis, visualization and organization of spectral data (A. Tatem, Ed.). *Methods in Ecology and Evolution*, **4**, 906–913.

Osorio, D. & Vorobyev, M. (2008). A review of the evolution of animal colour vision and visual communication signals. *Vision Research*, **48**, 2042–2051.

Peitsch, D. 1992. *Contrast responses, signal to noise ratios and spectral sensitivities in photoreceptor cells of hymenopterans*. Ph.D. thesis, Free University, Berlin.

Peitsch, D., Fietz, A., Hertel, H., de Souza, J., Ventura, D.F. & Menzel, R. (1992). The spectral input systems of hymenopteran insects and their receptor-based color-vision. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology*, **170**, 23–40.
Renoult, J.P., Kelber, A. & Schaefer, H.M. (2017). Colour spaces in ecology and evolutionary biology. *Biological Reviews Of The Cambridge Philosophical Society*, **92**, 292–315.

Siddiqi, A. (2004). Interspecific and intraspecific views of color signals in the strawberry poison frog *Dendrobates pumilio*. *Journal of Experimental Biology*, **207**, 2471–2483.

Spaethe, J., Tautz, J. & Chittka, L. (2001). Visual constraints in foraging bumblebees: flower size and color affect search time and flight behavior. *Proceedings Of The National Academy Of Sciences Of The United States Of America*, **98**, 3898–3903.

Stark, W.S. & Tan, K.E.W.P. (1982). Ultraviolet light; photosensitivity and other effects on the visual system. *Photochemistry and photobiology*, **36**, 371–380.

Stevens, M. (2013). *Sensory Ecology, Behaviour, and Evolution*. Oxford University Press, Oxford, UK.

Stevens, M., Párraga, C.A., Cuthill, I.C., Partridge, J.C. & Troscianko, T. (2007). Using digital photography to study animal coloration. *Biological Journal of The Linnean Society*, **90**, 211–237.

Stoddard, M.C. & Prum, R.O. (2008). Evolution of avian plumage color in a tetrahedral color space: a phylogenetic analysis of new world buntings. *The American Naturalist*, **171**, 755–776.

Stoddard, M.C. & Stevens, M. (2011). Avian vision and the evolution of egg color mimicry in the common cuckoo. *Evolution*, **65**, 2004–2013.

Thery, M. & Casas, J. (2002). Predator and prey views of spider camouflage. *Nature*, **415**, 133–133.

Thoen, H.H., How, M.J., Chiou, T.H. & Marshall, J. (2014). A Different Form of Color Vision in Mantis Shrimp. *Science*, **343**, 411–413.

Vorobyev, M. & Brandt, R. (1997). How do insect pollinators discriminate colors? *Israel Journal of Plant Sciences*, **45**, 103–113.

Vorobyev, M. & Osorio, D. (1998). Receptor noise as a determinant of colour thresholds. *Proceedings of the Royal Society B: Biological Sciences*, **265**, 351–358.

Vorobyev, M., Osorio, D., Bennett, A.T.D., Marshall, N.J. & Cuthill, I.C. (1998). Tetrachromacy, oil droplets and bird plumage colours. *Journal of Comparative Physiology A: Sensory, Neural, and Behavioral Physiology*, **183**, 621–633.

Whitney, H.M., Kolle, M., Andrew, P., Chittka, L., Steiner, U. & Glover, B.J. (2009). Floral Iridescence, Produced by Diffractive Optics, Acts As a Cue for Animal Pollinators. *Science*, **323**, 130–133.

Winawer, J., Witthoft, N., Frank, M.C., Wu, L., Wade, A.R. & Boroditsky, L. (2007). Russian blues reveal effects of language on color discrimination. *Proceedings Of The National Academy Of Sciences Of The United States Of America*, **104**, 7780–7785.
Figures

Figure 1. Basic setup used for colour vision model simulations. (a) Honeybee (*Apis mellifera*) photoreceptor sensitivity curves (data from Peitsch et al. 1992 available in Chittka & Kevan 2005); (b) Achromatic background reflectance spectrum; (c) CIE D65 standard daylight illuminant; and (d) Reflectance spectra generated by a logistic function with midpoints varying from 300 to 700nm at 5nm intervals. Spectrum colours are arbitrary. In black is shown a reflectance curve with midpoint at 500nm.
Figure 2. Changes from the basic setup used for colour vision model simulations. (a) Ten percent point added to the original reflectance spectra with midpoints varying from 300 to 700nm at 5nm intervals; (b) Achromatic reflectance spectra, with reflectance values from 5% to 95%, at 10 percent point intervals; (c) Background reflectance spectra calculated from the average reflectance of leaves, leaf litter, grasses and tree bark collected in the Brazilian savanna (data from Gawryszewski and Motta 2012); (c) Reflectance spectra of 859 flowers collected worldwide (data from the Flower Reflectance Database; Arnold et al. 2010).
Figure 3. Chromaticity diagrams of the basic setup of colour vision model simulations: Chittka (1992) colour hexagon (CH), Endler & Mielke (2005) colour triangle (EM), and linear and log-linear Receptor Noise Limited models (Linear-RNL and Log-RNL; Vorobyev & Osorio 1998; Vorobyev et al. 1998). Colours correspond to reflectance spectra from Figure 1d.
Figure 4. ΔS and photoreceptor outputs of the basic setup of colour vision model simulations (Figure 1): Chittka (1992) colour hexagon (CH), Endler & Mielke (2005) colour triangle (EM), and linear and log-linear Receptor Noise Limited models (Linear-RNL and Log-RNL; Vorobyev & Osorio 1998; Vorobyev et al. 1998). Variation in ΔS-values as a function of reflectance spectra with midpoints from 300 to 700 nm (top row). Photoreceptor output values as a function of the same reflectance spectra (bottom row). Violet, blue and green colours represent short, middle and long \( \lambda_{\text{max}} \) photoreceptor types. Vertical lines represent midpoint of maximum ΔS-values.
Figure 5. Chromaticity diagrams of the second simulation – 10 percent point added to reflectance values: Chittka (1992) colour hexagon (CH), Endler & Mielke (2005) colour triangle (EM), and linear and log-linear Receptor Noise Limited models (Linear-RNL and Log-RNL; Vorobyev & Osorio 1998; Vorobyev et al. 1998). Colours correspond to reflectance spectra from Figure 2a.
Figure 6. ΔS and photoreceptor outputs of the second setup of colour vision model simulations - 10 percent point added to stimulus reflectance spectra: Chittka (1992) colour hexagon (CH), Endler & Mielke (2005) colour triangle (EM), and linear and log-linear Receptor Noise Limited models (Linear-RNL and Log-RNL; Vorobyev & Osorio 1998; Vorobyev et al. 1998). Variation in ΔS-values as a function of reflectance spectra with midpoints from 300 to 700nm (top row). Photoreceptor output values as a function of the same reflectance spectra (bottom row). Violet, blue and green colours represent short, middle and long λ_max photoreceptor types. Vertical lines represent midpoint of maximum ΔS-values. For comparison, scales are the same as in Figure 4.
Figure 7. ΔS and photoreceptor outputs of the third setup of colour vision model simulations – achromatic stimulus against achromatic background: Chittka (1992) colour hexagon (CH), Endler & Mielke (2005) colour triangle (EM), and linear and log-linear Receptor Noise Limited models (Linear-RNL and Log-RNL; Vorobyev & Osorio 1998; Vorobyev et al. 1998). Variation in ΔS-values as a function of spectra with achromatic reflectance from 5% to 95% (top row). Photoreceptor output values as a function of the same reflectance spectra (bottom row). Photoreceptors are colour coded by their λ<sub>max</sub> photoreceptor, however they do not appear because are all superimposed. With the exception of c) Linear-RNL, scales are the same as in Figure 4.
Figure 8. ΔS and photoreceptor outputs of the fourth setup of colour vision model simulations – achromatic stimulus against chromatic background: Chittka (1992) colour hexagon (CH), Endler & Mielke (2005) colour triangle (EM), and linear and log-linear Receptor Noise Limited models (Linear-RNL and Log-RNL; Vorobyev & Osorio 1998; Vorobyev et al. 1998). Variation in ΔS-values as a function of spectra with achromatic reflectance from 5% to 95% (top row). Photoreceptor output values as a function of the same reflectance spectra (bottom row). Violet, blue and green colours represent short, middle and long $\lambda_{max}$ photoreceptor types. With the exception of c) Linear-RNL, scales are the same as in Figure 4.
Figure 9. Flower reflectance spectra (N=858) projected into chromaticity diagrams: Chittka (1992) colour hexagon (CH), Endler & Mielke (2005) colour triangle (EM), and linear and log-linear Receptor Noise Limited models (Linear-RNL and Log-RNL; Vorobyev & Osorio 1998; Vorobyev et al. 1998). To facilitate model comparison, point colours correspond to chromaticity distances in the CH chromaticity diagram.