CONSTRUCTION-FREE MEDIAN QUASI-MONTE CARLO RULES
FOR FUNCTION SPACES WITH UNSPECIFIED SMOOTHNESS
AND GENERAL WEIGHTS *
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Abstract. We study quasi-Monte Carlo (QMC) integration of smooth functions defined over
the multi-dimensional unit cube. Inspired by a recent work of Pan and Owen, we study a new
construction-free median QMC rule which can exploit the smoothness and the weights of function
spaces adaptively. For weighted Korobov spaces, we draw a sample of \( r \) independent generating
vectors of rank-1 lattice rules, compute the integral estimate for each, and approximate the true
integral by the median of these \( r \) estimates. For weighted Sobolev spaces, we use the same approach
but with the rank-1 lattice rules replaced by high-order polynomial lattice rules. A major advantage
over the existing approaches is that we do not need to construct good generating vectors by a
computer search algorithm, while our median QMC rule achieves almost the optimal worst-case
error rate for the respective function space with any smoothness and weights, with a probability that
converges to 1 exponentially fast as \( r \) increases. Numerical experiments illustrate and support our
theoretical findings.
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1. Introduction. We consider numerical integration of functions defined over
the \( s \)-dimensional unit cube \( [0,1)^s \). For an integrable function \( f : [0,1)^s \to \mathbb{R} \), we
denote the integral of \( f \) by

\[
I_s(f) := \int_{[0,1)^s} f(x) \, dx.
\]

The quasi-Monte Carlo (QMC) method approximates \( I_s(f) \) by the equally-weighted
average of function evaluations over a deterministic \( N \)-element point set \( P_{N,s} \subset [0,1)^s \):

\[
Q_{P_{N,s}}(f) = \frac{1}{N} \sum_{x \in P_{N,s}} f(x).
\]

The worst-case error for a given normed function space \( \mathcal{F} \) and point set \( P_{N,s} \) is

\[
\varepsilon_{\text{wor}}(Q_{P_{N,s}}, \mathcal{F}) = \sup_{f \in \mathcal{F}, \|f\| \leq 1} |Q_{P_{N,s}}(f) - I_s(f)|
\]

where \( \|f\| \) is the norm of \( f \) in this space. The key to success of the QMC method
lies in a proper choice of the point set depending on a target class of functions. One
wants to construct point sets for which this worst-case error is small and converges
at the fastest possible rate as a function of \( N \), for the given space \( \mathcal{F} \). In randomized
QMC, the point set \( P_{N,s} \) is randomized in a way that \( Q_{P_{N,s}}(f) \) becomes an unbiased
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estimator of $I_s(f)$ and one wishes to minimize its variance \[25, 26, 30\]. In this paper, we focus on deterministic QMC point sets only.

There are two main families of QMC point sets: digital nets and sequences \[10, 36\] and lattice point sets \[36, 43\]. We refer the reader to \[7, 30, 32\] for further introductory details. In this paper, we consider rank-1 lattice point sets for Korobov spaces of periodic functions, and high-order polynomial lattice point sets \[9, 35, 41\] (which are a special type of digital nets) for Sobolev spaces of non-periodic functions. Each point set from these types is defined by an $s$-dimensional generating vector, with integer coordinates in the ordinary lattice case and with polynomial coordinates in the polynomial lattice case.

In both cases, the weighted spaces of functions are defined by selecting a positive smoothness parameter $\alpha$ and a positive weight $\gamma_u$ for each subset of coordinates $u \subseteq \{1, \ldots, s\}$, with $\gamma_{\emptyset} = 1$. The parameter $\alpha$ determines how smooth the admissible functions are required to be. For the Korobov spaces, it tells the minimal rate at which the Fourier coefficients of $f$ are required to decay, and when it is an integer it corresponds to the minimal number of square-integrable mixed partial derivatives of $f$ with respect to each coordinate; see \[37, \text{Appendix A}\]. For the Sobolev spaces, $\alpha$ is a positive integer which also imposes integrability conditions on the partial derivatives of $f$. The weights $\gamma_u$ act as constant importance factors given to the subsets of coordinates \[11, 45\]. A larger $\gamma_u$ means that the projection of $f$ over the subset of coordinates in $u$ can have a larger variation in some sense, so that more importance should be given to the uniformity of the points over this projection.

It is known that the best possible QMC point sets cannot provide a better convergence rate than $O(N^{-\alpha})$ for the worst-case error for these two function spaces. On the other hand, there are effective search algorithms which, for a given $\alpha$ and a given selection of weights $\gamma_u$, can construct good rank-1 lattice or polynomial lattice point sets for the function spaces determined by these parameters, and for which the worst-case error converges as $O(N^{-\alpha + \epsilon})$ for any $\epsilon > 0 \ [10, 22]$. Software that implement such algorithms is also freely available \[27, 29, 38\]. These algorithms typically use a greedy component-by-component (CBC) construction approach proposed originally by \[20\], then re-introduced and popularized by \[44\]. With the CBC approach, the generating vector is determined one coordinate at a time by optimizing a figure of merit that depends only on this new coordinate and the previous ones, and where the previous coordinates can no longer be changed.

In general, the number of weights $\gamma_u$ to specify is $2^s - 1$. When $s$ is large, specifying all these weights individually becomes impractical, so it is common practice to “parameterize” the weights by a smaller number of parameters, usually linear instead of exponential in $s$. The most popular forms of parameterizations are the product weights, the order-dependent weights, and their combination. For the product weights, one specifies a weight $\gamma_j > 0$ for each coordinate $j = 1, \ldots, s$, and the $\gamma_u$’s are defined as $\gamma_u = \prod_{j \in u} \gamma_j$. For the order-dependent weights, $\gamma_u$ depends only on the cardinality of $u$: $\gamma_u = \Gamma_{|u|}$, where $\Gamma_1, \Gamma_2, \ldots, \Gamma_s$ are selected positive constants. Their combination gives the product and order-dependent (POD) weights, for which $\gamma_u = \Gamma_{|u|} \prod_{j \in u} \gamma_j \ [34]$. The main reason why the most popular choices of weights have this form is that the existing search algorithms are truly efficient for large $s$ only when the weights have this specific POD form \[11, 24, 27, 29, 34, 39\]. Then, by using a fast-CBC approach that speeds up the search by exploiting a fast Fourier transform \[29, 39\], one can find a generating vector that gives a worst-case error of $O(N^{-\alpha + \epsilon})$ in $O(sN \log N)$ operations for ordinary lattices and $O(\alpha sN \log N)$ for polynomial lattices (with interlacing).
Although this form is convenient, the restriction to POD weights is limiting: for a given application, the appropriate weights may be quite far from the POD form. Moreover, even without constraints imposed on the form of weights, finding or approximating appropriate weights and the appropriate $\alpha$ for a given application is generally very difficult [28]. When the points are constructed with the wrong weights, the QMC method can be quite ineffective in general. These drawbacks have been addressed very partially in recent papers. In [12], the authors introduced a construction algorithm that does not require the knowledge of $\alpha$. It uses a CBC construction algorithm with a figure of merit that assumes $\alpha = 1$, and for each coordinate it also constructs the generating vector one binary digit at a time. The method provides a convergence rate of $O(N^{\alpha-\epsilon})$. In [4], the authors study the stability of rank-1 lattice rules and polynomial lattice rules to a (limited) misspecification of $\alpha$ and the weights, for product and POD weights. They obtain worst-case error bounds for function spaces determined by parameters $\alpha'$ and $\gamma' = \{\gamma_u\}$ when the rules are constructed using parameters $\alpha$ and $\gamma = \{\gamma_u\}$ instead, under certain conditions on those weights. These results are interesting but they do not completely eliminate the need to specify the weights.

The method studied in this paper requires no knowledge at all on $\alpha$ and the weights $\gamma_u$. No value needs to be specified for any of these parameters. The algorithm is inspired by recent work from Pan and Owen [40], and works as follows. For a fixed odd integer $r > 0$, we draw $r$ generating vectors independently and uniformly from the set of all admissible generating vectors. For each of them, we compute the corresponding QMC approximation $Q_{PN,s}(f)$, then we take the median $M(f)$ of these $r$ approximations as our final estimate of $I_s(f)$. Since the method does not require the explicit construction of a good point set, we call it a construction-free median QMC rule.

Our main contribution is to prove that for $F$ representing either a weighted Korobov or weighted Sobolev space determined by parameters $\alpha$ and $\gamma$, the error $|M(f) - I_s(f)|$ obeys the following type of probabilistic bound: For any $\epsilon > 0$ and $0 \leq \rho < 1$, there is a constant $c_1 = c_1(\alpha, \gamma, \epsilon) > 0$ (which depends on $\alpha$, the $\gamma_u$’s and $\epsilon$) such that

$$\mathbb{P}\left[ \sup_{f \in F, \|f\| \leq 1} |M(f) - I_s(f)| \leq \frac{c_1(\alpha, \gamma, \epsilon)}{(\rho N)^{\alpha-\epsilon}} \right] \geq 1 - \rho^{(r+1)/2}/4.$$

In other words, the worst-case error of the median estimator is bounded by a quantity that decreases almost at the best possible rate of $O(N^{-\alpha})$, with a probability that converges to 1 exponentially fast as a function of $r$. That is, we have a simple method that provides essentially the best possible convergence rate with very high probability, without requiring any knowledge of $\alpha$ and the weights. The key reason why this is possible is that the vast majority of the choices of generating vectors turn out to be quite good and give a QMC approximation which is quite close to $I_s(f)$. Only a small minority give a large error. For the vector giving the median value to be in that small minority, there must be at least $(r+1)/2$ generating vectors in the sample of size $r$ that belong to this small minority, and the probability that this happens decreases towards zero exponentially in $r$.

The remainder is organized as follows. In Section 2, we recall some basic facts on lattice rules for Korobov spaces, and we prove our main result for the median estimator in this setting. In Section 3, we do the same for high-order polynomial
lattice rules in Sobolev spaces. In Section 4, we report numerical experiments to support our theoretical findings.

2. Lattice rules for Korobov spaces.

2.1. Definitions. Lattice point sets are well suited for performing numerical integration of smooth periodic functions. A rank-1 lattice point set is defined as follows:

Definition 2.1 (rank-1 lattice point set). Let $N \geq 2$ be the number of points and $z = (z_1, \ldots, z_s) \in \{1, \ldots, N-1\}^s$. The rank-1 lattice point set defined by $N$ and the generating vector $z$ is

$$P_{N,s,z} = \left\{ \left\{ \frac{n z_1}{N} \right\}, \ldots, \left\{ \frac{n z_s}{N} \right\} \in [0,1)^s \mid n = 0, 1, \ldots, N-1 \right\},$$

where $\{x\} := x - \lfloor x \rfloor$ denotes the fractional part of a real $x \geq 0$. The QMC algorithm using $P_{N,s,z}$ as a point set is called the rank-1 lattice rule with generating vector $z$.

Let $f : [0,1)^s \to \mathbb{R}$ be periodic with an absolutely convergent Fourier series

$$f(x) = \sum_{k \in \mathbb{Z}^s} \hat{f}(k) \exp (2\pi i k \cdot x),$$

where the dot product $\cdot$ denotes the usual inner product of two vectors on the Euclidean space $\mathbb{R}^s$ and $\hat{f}(k)$ denotes the $k$-th Fourier coefficient of $f$:

$$\hat{f}(k) := \int_{[0,1)^s} f(x) \exp (-2\pi i k \cdot x) \, dx.$$

Note that $\hat{f}(0)$ coincides with the integral $I_s(f)$. As a class of periodic functions, we consider the following weighted Korobov space.

Definition 2.2 (weighted Korobov space). Let $\alpha > 1/2$ and $\gamma = \{\gamma_u\}_{u \subseteq \{1,\ldots,s\}}$ be a set of positive weights with $\gamma_{\emptyset} = 1$. For a non-empty subset $u \subseteq \{1,\ldots,s\}$ and a vector $k_u \in (\mathbb{Z} \setminus \{0\})^{\#u}$, we denote by $(k_u,0)$ the vector $h \in \mathbb{Z}^s$ such that $h_j = k_j$ if $j \in u$ and $h_j = 0$ otherwise, and define

$$r_{\alpha,\gamma}(k_u,0) := \gamma_u \prod_{j \in u} \frac{1}{|k_j|^\alpha},$$

and set $r_{\alpha,\gamma}(0) = 1$. The weighted Korobov space, denoted by $\mathcal{F}_{s,\alpha,\gamma}^{\text{kor}}$, is a reproducing kernel Hilbert space with reproducing kernel

$$K_{s,\alpha,\gamma}^{\text{kor}}(x,y) = \sum_{k \in \mathbb{Z}^s} (r_{\alpha,\gamma}(k))^2 \exp (2\pi i k \cdot (x - y)), $$

and inner product

$$\langle f,g \rangle_{s,\alpha,\gamma}^{\text{kor}} = \sum_{k \in \mathbb{Z}^s} \frac{\hat{f}(k)\overline{\hat{g}(k)}}{(r_{\alpha,\gamma}(k))^2}. $$

We denote the induced norm by $\|f\|_{s,\alpha,\gamma}^{\text{kor}} := \sqrt{\langle f,f \rangle_{s,\alpha,\gamma}^{\text{kor}}}$. 
One wishes to have a good generating vector $\mathbf{z}$ such that the worst-case error of the corresponding lattice rule for $\mathcal{F}_{s,\alpha,\gamma}^{\text{kor}}$ defined by

$$e^{\text{wor}}(Q_{P_{N,s,z}}; \mathcal{F}_{s,\alpha,\gamma}^{\text{kor}}) := \sup_{f \in \mathcal{F}_{s,\alpha,\gamma}^{\text{kor}}} \|f\|_{s,\alpha,\gamma} \leq 1 |Q_{P_{N,s,z}}(f) - I_s(f)|,$$

is small. No good explicit construction scheme for such a $\mathbf{z}$ is known for $s \geq 3$, so that we usually resort to a computer search algorithm as mentioned earlier. By restricting each $z_j$ to be in the set $U_N := \{1 \leq z \leq N - 1 \mid \gcd(z, N) = 1\}$, we ensure that each projection of $P_{N,s,z}$ on a single coordinate contains the $N$ distinct values $\{0, 1/N, \ldots, (N - 1)/N\}$ (no superposed points). The CBC construction algorithm for a good generating vector $\mathbf{z}$ starts with $z_1 = 1$, then for $j = 2, \ldots, s$ it searches for the best component $z_j$ from the set $U_N$ while keeping the earlier components $z_1, \ldots, z_{j-1}$ unchanged.

For our median QMC rank-1 lattice rule for weighted Korobov spaces, we select an independent random sample $z_1, \ldots, z_r$ from the set $U_N$, and we approximate $I_s(f)$ by the median $M_{N,s,r}(f) := \text{median}(Q_{P_{N,s,z_1}}(f), \ldots, Q_{P_{N,s,z_r}}(f))$. Note that, for given $z_1, \ldots, z_r$, the index $\ell$ for which $z_\ell$ gives the median $M_{N,s,r}(f)$ generally depends on $f$. The worst-case error in this case is the random variable

$$e^{\text{wor}}(M_{N,s,r}; \mathcal{F}_{s,\alpha,\gamma}^{\text{kor}}) := \sup_{f \in \mathcal{F}_{s,\alpha,\gamma}^{\text{kor}}} \|f\|_{s,\alpha,\gamma} \leq 1 |M_{N,s,r}(f) - I_s(f)|.$$

In this random expression, we assume that $z_1, \ldots, z_r$ are first picked randomly, then $f$ is taken as the worst-case function for the median, for these given $z_1, \ldots, z_r$.

2.2. **Our main results on lattice rules for Korobov spaces.** To prove our main result, we need a few more definitions.

**Definition 2.3** (dual lattice). For $N \geq 2$ and $\mathbf{z} \in U_N^s$, the set

$$P_{N,s,z}^\perp := \{\mathbf{k} \in \mathbb{Z}^s \mid \mathbf{k} \cdot \mathbf{z} \equiv 0 \pmod{N}\}$$

is called the dual lattice of the rank-1 lattice point set $P_{N,s,z}$.

The following character property of the rank-1 lattice rule is well-known, see for instance [5, Lemmas 4.2 and 4.3].

**Lemma 2.4** (character property). For $N \geq 2$, $\mathbf{z} \in U_N^s$ and $\mathbf{k} \in \mathbb{Z}^s$, we have

$$\frac{1}{N} \sum_{\mathbf{x} \in P_{N,s,z}} \exp(2\pi i \mathbf{k} \cdot \mathbf{x}) = \begin{cases} 1 & \text{if } \mathbf{k} \in P_{N,s,z}^\perp, \\ 0 & \text{otherwise}. \end{cases}$$

As our first main result, we prove a probabilistic upper bound on the worst-case error of our median rank-1 lattice rule for weighted Korobov spaces.
Theorem 2.5. Let $N \geq 2$ be an integer, $r > 0$ be an odd integer, and $z_1, \ldots, z_r$ be chosen independently and randomly from the set $\mathbb{N}^*_N$ (with replacement). Then, for any $\alpha > 1/2$ and $\gamma$, the worst-case error of the median rule obeys the following bound:

$$e_{wor}(M_{N,s,r}; F_{s,\alpha,\gamma}^{kor}) \leq \inf_{1/(2\alpha) < \lambda < 1} \left( \frac{1}{\eta \varphi(N)} \sum_{\theta \neq u \subseteq \{1, \ldots, s\}} \gamma_u^{2\lambda} (2\varphi(2\alpha \lambda)) |u| \right)^{1/(2\lambda)}$$

with a probability of at least

$$1 - \left( \frac{r}{(r+1)/2} \right) \eta^{(r+1)/2},$$

for any $0 < \eta < 1$, where $\varphi$ and $\zeta$ denote the Euler totient function and the Riemann zeta function, respectively.

We note that the result for $r = 1$, i.e., the case without taking the median, can be found, for instance, in [11, Theorem 2], and has been used together with a random choice of $N$ in [21] to prove an improved rate of convergence of the randomized error.

The following inequality on medians is a key ingredient in the proof of the theorem.

Lemma 2.6. For any odd integer $r$ and real numbers $a_1, \ldots, a_r$, it holds that

$$|\text{median}(a_1, \ldots, a_r)| \leq \text{median}(|a_1|, \ldots, |a_r|).$$

Proof. Because $r$ is odd, the median is unique. Let $\text{median}(a_1, \ldots, a_r) = a_m$ for some $m \in \{1, \ldots, r\}$. If $a_m \geq 0$, then $|a_m| = a_m \leq \text{median}(|a_1|, \ldots, |a_r|)$. If $a_m < 0$, there are at least $(r-1)/2$ other $a_i$'s for which $a_i \leq a_m < 0$, so $|a_i| \geq |a_m| > 0$. Then, $|\text{median}(a_1, \ldots, a_r)| = |a_m| \leq \text{median}(|a_1|, \ldots, |a_r|)$.

The same inequality holds for even $r$ by defining the median to be the arithmetic mean of the two middle values. However, in this paper, we focus on the case where $r$ is odd for the sake of simplicity.

We now prove our main result.

Proof of Theorem 2.5. Since any $f \in F_{s,\alpha,\gamma}^{kor}$ has an absolutely convergent Fourier series, by applying Lemma 2.4, Lemma 2.6 and the Cauchy–Schwarz inequality, it holds for given $z_1, \ldots, z_r$ that

$$e_{wor}(M_{N,s,r}; F_{s,\alpha,\gamma}^{kor})$$

$$= \sup_{f \in F_{s,\alpha,\gamma}^{kor}} \left| \frac{1}{N} \sum_{1 \leq \ell \leq r} \sum_{x \in P_{N,s,x}} f(x) - I(f) \right|$$

$$= \sup_{f \in F_{s,\alpha,\gamma}^{kor}} \left| \frac{1}{N} \sum_{1 \leq \ell \leq r} \sum_{k \in \mathbb{Z}^s} \hat{f}(k) \exp (2\pi i k \cdot x) - \hat{f}(0) \right|$$

$$= \sup_{f \in F_{s,\alpha,\gamma}^{kor}} \left| \sum_{k \not\in P_{N,s,x} \setminus \{0\}} \hat{f}(k) \right|.$$
\[
\leq \sup_{f \in \mathcal{F}_{\alpha, \gamma}^{kor}} \text{median} \sum_{1 \leq \ell \leq r} \frac{|\hat{f}(k)|}{\|f\|_{\alpha, \gamma}^{kor}} \sum_{k \in P_{N,s}^{\perp} \setminus \{0\}} |\hat{f}(k)| r_{\alpha, \gamma}(k)
\]

\[
\leq \sup_{f \in \mathcal{F}_{\alpha, \gamma}^{kor}} \text{median} \sum_{1 \leq \ell \leq r} \left( \sum_{k \in P_{N,s}^{\perp} \setminus \{0\}} \frac{|\hat{f}(k)|^2}{(r_{\alpha, \gamma}(k))^2} \right)^{1/2}
\times \left( \sum_{k \in P_{N,s}^{\perp} \setminus \{0\}} (r_{\alpha, \gamma}(k))^2 \right)^{1/2}
\leq \sup_{f \in \mathcal{F}_{\alpha, \gamma}^{kor}} \left( \sum_{k \in P_{N,s}^{\perp} \setminus \{0\}} |\hat{f}(k)|^2 \right)^{1/2}
\times \text{median} S_{\alpha, \gamma}(z_{\ell})
\]

(2.2)

\[
\leq \text{median} S_{\alpha, \gamma}(z_{\ell}),
\]

in which

\[
S_{\alpha, \gamma}(z) := \left( \sum_{k \in P_{N,s}^{\perp} \setminus \{0\}} (r_{\alpha, \gamma}(k))^2 \right)^{1/2}.
\]

For \(1/(2\alpha) < \lambda \leq 1\), by using the subadditivity

(2.3)

\[
\left( \sum_{i} a_i \right)^{\lambda} \leq \sum_{i} a_i^{\lambda},
\]

which holds for non-negative reals \(a_1, a_2, \ldots > 0\), see [5, Theorem 2.2], and noting that the cardinality of \(U_N\) is equal to \(\varphi(N)\), we have

\[
\frac{1}{\varphi(N)^s} \sum_{z \in U_N} (S_{\alpha, \gamma}(z))^{2\lambda}
= \frac{1}{\varphi(N)^s} \sum_{z \in U_N} \left( \sum_{k \in P_{N,s}^{\perp} \setminus \{0\}} (r_{\alpha, \gamma}(k))^2 \right)^{\lambda}
\leq \frac{1}{\varphi(N)^s} \sum_{z \in U_N} \sum_{k \in P_{N,s}^{\perp} \setminus \{0\}} (r_{\alpha, \gamma}(k))^{2\lambda}
= \sum_{k \in \mathbb{Z}^s \setminus \{0\}} (r_{\alpha, \gamma}(k))^{2\lambda} \frac{1}{\varphi(N)^s} \sum_{z \in U_N} \frac{1}{N} \sum_{x \in P_{N,s}^{\perp} \setminus \{0\}} \exp(2\pi i k \cdot x)
= \sum_{k \in \mathbb{Z}^s \setminus \{0\}} (r_{\alpha, \gamma}(k))^{2\lambda} \frac{1}{\varphi(N)^s} \sum_{z \in U_N} \frac{1}{N} \sum_{n=0}^{N-1} \exp(2\pi nk \cdot z/N)
\]
This gives an upper bound on the average of \((\zeta_{2\alpha})^d\) for any positive integer \(d\)

\[
\frac{1}{\varphi(N)} \sum_{z \in U_N} \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{\exp(2\pi i n k z / N)}{|k|^{2\alpha}}.
\]

Since it follows from [23, Lemmas 2.1 & 2.2] that, for any positive integer \(d\)

\[
\frac{1}{N} \sum_{n=0}^{N-1} (T_{2\alpha}(n, N))^d \leq \frac{(2\zeta(2\alpha))^d}{\varphi(N)},
\]

we obtain

\[
\frac{1}{(\varphi(N))^s} \sum_{z \in U_N} (S_{\alpha, \gamma}(z))^{2\alpha} \leq \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_u^{2\alpha} \frac{1}{N} \sum_{n=0}^{N-1} (T_{2\alpha}(n, N))^{|u|}
\]

\[
\leq \frac{1}{\varphi(N)} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_u^{2\alpha} (2\zeta(2\alpha))^{|u|}.
\]

This gives an upper bound on the average of \((S_{\alpha, \gamma}(z))^{2\alpha}\) over all of the admissible \(z \in U_N\), which holds for any \(1/(2\alpha) < \lambda \leq 1\).

Then, Markov’s inequality ensures that for any \(0 < \eta < 1\), the probability of having

\[
S_{\alpha, \gamma}(z) > \inf_{1/(2\alpha) < \lambda < 1} \left( \frac{1}{\eta \varphi(N)} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_u^{2\lambda} (2\zeta(2\alpha))^{|u|} \right)^{1/(2\lambda)} =: B(\alpha, \gamma)
\]

is at most \(\eta\) for a random choice of \(z \in U_N\). For the median estimator \(M_{N,s,r}\) to be larger than this bound \(B(\alpha, \gamma)\), we must have \(S_{\alpha, \gamma}(z_t) > B(\alpha, \gamma)\) for at least \((r+1)/2\) vectors among \(z_1, \ldots, z_r\). Taking the union bound on possible sets of \((r+1)/2\) vectors with \(S_{\alpha, \gamma}(z_t) > B(\alpha, \gamma)\), the probability that this happens is bounded above by

\[
\frac{r}{(r+1)/2} \eta^{(r+1)/2}.
\]

Combining this with the bound shown in (2.2) completes the proof. \(\square\)

**Remark 2.7.** One can easily prove by induction on \(k\) that \(\binom{2k-1}{k} < 4^{k-1}\) for \(k \geq 2\). Indeed, this is true for \(k = 2\), and for \(k \geq 2\), one has

\[
\binom{2k+1}{k+1} = \frac{2(2k+1)}{(k+1)} \binom{2k-1}{k} < 4 \binom{2k-1}{k} < 4^k.
\]
Then, for any odd \( r \geq 3 \), we have
\[
(2.4) \quad \left( \frac{r}{(r+1)/2} \right) \eta^{(r+1)/2} < (4\eta)^{(r+1)/2}/4.
\]

Thus, the probability given in Theorem 2.5 must be larger than \( 1 - (4\eta)^{(r+1)/2}/4 \), which converges to 1 exponentially fast as a function of \( r \) for \( 0 < \eta < 1/4 \).

By taking \( 1/(2\lambda) = \alpha - \epsilon \) and \( \rho = 4\eta \) and using the previous remark, we obtain the following corollary as a simplified version of Theorem 2.5.

**Corollary 2.8.** For any odd \( r \geq 3 \), \( \epsilon > 0 \), and \( 0 < \rho < 1 \), there is a constant \( c_1 = c_1(\alpha, \gamma, \epsilon) > 0 \) (which depends on \( \alpha \), the \( \gamma \)'s and \( \epsilon \)) such that

\[
P \left[ e_{wor}(M_{N,s,r}; F_{s,\alpha,\gamma}) \leq c_1(\alpha, \gamma, \epsilon)
\frac{\rho N}{\alpha - \epsilon} \right] \geq 1 - \rho^{(r+1)/2}/4.
\]

**Proof.** For prime \( N \), we have \( \varphi(N) = N - 1 \) and the corollary follows from Theorem 2.5 and the bound (2.4) in Remark 2.7. For a general \( N \), we know from [42, Theorem 15] that

\[
\frac{1}{\varphi(N)} \leq \frac{1}{N} \left[ e^{C \log \log N + 2.50637 \log \log N} \right]
\]

for any \( N \geq 3 \), where \( C = 0.57721 \ldots \) is the Euler’s constant. From this, the probabilistic bound follows.

**Remark 2.9.** Under some additional conditions on the weights \( \gamma \), this bound depends only polynomially on the dimension \( s \), and can even be independent on the dimension \( s \). We refer to [11, Theorem 3] for the case of general weights and [11, Theorem 4] for the case of product weights.

**Remark 2.10.** As mentioned in Section 1, our median rank-1 lattice rule is motivated by the observation that most of the possible generating vectors \( z \in U^*_N \) are a good choice, but the remaining ones are bad. To show this, let us first point out that \( S_{\alpha,\gamma}(z) \) coincides with the worst-case error of the rank-1 lattice rule with the given \( z \), see [7, Theorem 5.12]. As already seen in the proof of Theorem 2.5, a proportion of the generating vectors \( z \) which satisfy the bound of order \( N^{-\alpha+\epsilon} \), i.e.,

\[
S_{\alpha,\gamma}(z) \leq \inf_{1/(2\alpha) < \lambda < 1} \left( \frac{1}{\eta \varphi(N)} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma^2 u(2\xi(2\alpha \lambda))^{\left| u \right|} \right)^{1/(2\lambda)},
\]

is greater than or equal to \( 1 - \eta \), for any \( 0 < \eta < 1 \). On the other hand, the averaging argument in the proof of Theorem 2.5 with \( \lambda = 1 \) gives

\[
\frac{1}{\varphi(N)^s} \sum_{z \in U^*_N} (S_{\alpha,\gamma}(z))^2 \leq \frac{1}{\varphi(N)} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma^2_u(2\xi(2\alpha))^{\left| u \right|}.
\]

This implies that, for each \( N \), there exists a small, distinct set of “bad” generating vectors whose \( S_{\alpha,\gamma}(z) \) values are quite large so that the average of the squared worst-case error over all the possible generating vectors is merely of order \( N^{-1} \). Such bad vectors may include those with all components being the same.

**Remark 2.11.** Theorem 2.5 (or its corollary) gives a probabilistic error bound on the worst-case error (2.1), together with a lower bound on the probability that this
error bound holds. The exact value of this probability depends on the probability distribution of $Q_{N,s,r}(f)$ when $z$ is drawn uniformly from $U_N$, and on the choices of $r$ and of the other parameters in the error bound. To get some insight on how it behaves, we will simplify the setting slightly and look at a one-side error bound for a fixed $f$: we want to estimate the probability that the median $M_{N,s,r}(f)$ does not exceed some arbitrary constant $y$ larger than the mean $I_s(f)$. Suppose that this $y$ is the $q$-quantile $y_q$ of the distribution of $Q_{N,s,r}(f)$ for some $q \in (3/4, 1)$, i.e., $q = P[Q_{N,s,r}(f) \leq y_q]$. Then the median $M_{N,s,r}(f)$ is larger than $y_q$ if and only if at least $(r + 1)/2$ values are larger than $y_q$, and the probability that this happens is

\begin{equation}
    p_+(r, q) = \sum_{i=(r+1)/2}^r \frac{r^i}{i!} (1 - q)^i q^{r-i}.
\end{equation}

Figure 1 plots $\log_{10} p_+(r, q)$ as a function of $r$ for $q = 0.5, q = 0.75$ and $q = 0.9$, respectively. We see that $p_+(r, 0.5) = 0.5$ for any $r$ and that $p_+(r, q) \approx 10^{-\gamma r}$ where $\gamma \approx 0.071$ for $q = 0.75$ and $\gamma \approx 0.231$ for $q = 0.9$. These plots provide some insight on the choice of $r$. In particular, for fixed $q > 0.5$, doubling $r$ squares the probability $p_+(r, q)$. Suppose for example that we want $p_+(r, q) \leq 10^{-4}$, to have a reasonable assurance that $M_{N,s,r}(f) \leq y_q$. The plot shows that the minimal value of $r$ for this is about $r = 13$ for $q = 0.9$, and about $r = 49$ for $q = 0.75$. For a given $f \in F_{\text{kor}, \alpha, \gamma}$ and fixed $N$, a larger $q$ means a larger $y_q$, but for a fixed $q$ we can reduce $y_q$ and bring it close to $I_s(f)$ by increasing $N$. From Theorem 2.5 with $r = 1$ and $\eta = 1 - q < 1/4$ (or its corollary with $\rho = 4(1 - q) < 1$), we have that $|y_q - I_s(f)|$ is $O(N^{-\alpha + \epsilon})$. In summary, for a fixed $q > 3/4$, we can decrease the error bound by increasing $N$ and increase the probability that the bound holds by increasing $r$. We can also increase both $q$ and $N$ in a way such that $y_q$ remains about the same; then the same $p_+(r, q)$ can be obtained with a reduced $r$. What we just said is for the upper bound $M_{N,s,r}(f) \leq y_q$, but essentially the same discussion can be made concerning the assurance that $M_{N,s,r}(f) > y_{1-q}$. In applications, the values of $y_q$ and $y_{1-q}$ are unknown, but our reasoning suggests that a moderate value of $r$, say no more than 25, should be sufficient in practice, together with a large $N$ (as large as the computing budget allows). The results of our numerical experiments support this.
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**Fig. 1.** Probability $p_+(r, q)$ (on a log scale) as a function of $r$ for $q = 0.5$ (blue), $q = 0.75$ (red) and $q = 0.9$ (yellow).

**Remark 2.12.** It is known that rank-1 lattice rules also work for non-periodic
functions by applying the tent transformation
\[ \pi(x) = 1 - |2x - 1| \]
corresponding to every point in the set \( P_{N,s,z} \) \cite{18, 8, 2, 16}. The same probabilistic upper bound, shown in Theorem 2.5, holds for the worst-case error of the median rule built up of the tent-transformed rank-1 lattice rules in the so-called weighted half-period cosine spaces with any parameter \( \alpha \) and weights \( \gamma \). As shown in \cite[8, Lemma 1]{8}, the half-period cosine space coincides with an unanchored Sobolev space with smoothness 1 when \( \alpha = 1 \).

3. High-order polynomial lattice rules for Sobolev spaces. We now consider high-order polynomial lattice point sets as defined in \cite{9}. These point sets are well suited for performing numerical integration of smooth non-periodic functions. In what follows let \( b \) be a prime, and \( \mathbb{F}_b \) be the finite field of order \( b \), which we identify with the set \{0, 1, ..., b - 1\}. Let \( \mathbb{N} \) be the set of positive integers and \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). For \( k \in \mathbb{N}_0 \) having the \( b \)-adic finite expansion \( k = \kappa_0 + \kappa_1 b + \cdots \), we write \( k(x) = \kappa_0 + \kappa_1 x + \cdots \in \mathbb{F}_b[x] \). With these ingredients, we have the following definition from \cite{9}.

**Definition 3.1** (high-order polynomial lattice point sets). Let \( m, n \in \mathbb{N} \) with \( m \leq n \), \( p \in \mathbb{F}_b[x] \) with deg\((p) = n \) and \( q = (q_1, \ldots, q_s) \in (\mathbb{F}_b[x])^s \) with deg\((q_j) < n \). The high-order polynomial lattice point set defined by \( m, n, p \) and \( q \) consists of \( N = b^m \) points and is given by
\[
P_{m,n,s,p,q} = \left\{ \left( \frac{h(x)q_1(x)}{p(x)} \right), \ldots, \frac{h(x)q_s(x)}{p(x)} \right) \in [0,1)^s \mid h = 0, \ldots, b^n - 1 \right\},
\]
where \( \nu_n : \mathbb{F}_b((x^{-1})) \to [0,1) \) is defined by
\[
\nu_n \left( \sum_{i=w}^{\infty} \frac{a_i}{x^i} \right) := \sum_{i=\max(1,w)}^{n} \frac{a_i}{b^i}.
\]
The QMC algorithm using \( P_{m,n,s,p,q} \) as a point set is called the high-order polynomial lattice rule with modulus \( p \) and generating vector \( q \). The order of this rule is defined as \( [n/m] \).

Typically, \( n \) will be a multiple of \( m \). When \( n = m \), this gives the digital net construction introduced in \cite{35} and called polynomial lattice rule in \cite{10}. Note that \cite{26, 31} introduced the term “polynomial lattice rule” with a slightly different definition, in which the coordinates of the points have an infinite periodic expansion and the modulus \( p \) has degree \( m \). The construction in Definition 3.1 essentially builds a polynomial lattice point set with \( b^m \) points and uses only the first \( b^m \) points.

Instead of the weighted Korobov space \( \mathcal{F}^{\text{kor}}_{s,\alpha,\gamma} \), we consider the following Sobolev-type Banach space as our target space for high-order polynomial lattice rules.

**Definition 3.2** (weighted Sobolev space). Let \( \alpha \in \mathbb{N} \), \( \alpha \geq 2 \), \( 1 \leq q \leq \infty \) and let \( \gamma = \{ \gamma_0 \}_{u \leq \{1, \ldots, s\}} \) be a set of positive weights with \( \gamma_0 = 1 \). The weighted Sobolev space, denoted by \( \mathcal{F}^{\text{sob}}_{s,\alpha,\gamma,q} \), is a Banach space consisting of non-periodic (in the sense of not necessarily periodic) smooth functions with the norm
\[
\| f \|_{\mathcal{F}^{\text{sob}}_{s,\alpha,\gamma,q}} := \]
\[ \sup_{u \subseteq \{1, \ldots, s\}} \gamma_u^{-1} \left( \sum_{v \in u} \sum_{\tau_u \in \{1, \ldots, \alpha_1\}^{\{1, \ldots, \alpha\}} \int_{[0,1)^{1+\alpha}} \int_{[0,1)^{1+\alpha}} f^{(\tau_u \alpha_1 \ldots \alpha_0)}(x) \, dx \right)^{1/q}, \]

where \((\tau_u \alpha_1 \ldots \alpha_0, 0)\) denotes the vector \(h \in \mathbb{N}_0^\alpha\) such that \(h_j = \tau_j\) if \(j \in u \setminus \alpha\), \(h_j = \alpha\) if \(j \in \alpha\), and \(h_j = 0\) otherwise, and \(f^{(\tau_u \alpha_1 \ldots \alpha_0)}(x)\) denotes the mixed derivative of order \((\tau_u \alpha_1 \ldots \alpha_0, 0)\) of \(f\). Moreover, we write \(x_v = (x_j)_{j \in \alpha} \) and \(x_{-v} = (x_j)_{j \in \{1, \ldots, s\} \setminus \alpha}\).

This Sobolev space was introduced by [6] in the context of partial differential equations with random coefficients. (The original function space in [6] contains the additional parameter \(r \in [1, \infty]\), and the definition of the norm has been corrected in https://arxiv.org/abs/1309.4624. In this paper we choose \(r = \infty\), which makes the norm smallest over \(r \in [1, \infty]\).) The parameter \(\alpha\) determines the differentiability of the non-periodic functions. As for the rank-1 lattice rules for the weighted Korobov spaces, it is desirable to have good modulus \(p\) and generating vector \(q\) such that the worst-case error of the corresponding high-order polynomial lattice rule for \(F_{s, \alpha, \gamma, \alpha}^\text{sob}\) is small. Originally in [6], interlaced polynomial lattice rules [13, 15] were used instead of high-order polynomial lattice rules, and it was shown that the worst-case error bound of order \(N^{-\alpha+\epsilon}\) with arbitrarily small \(\epsilon > 0\) can be achieved by the CBC algorithm applied to interlaced polynomial lattice rules. The major advantage of interlaced polynomial lattice rules over high-order polynomial lattice rules lies in the construction cost for the CBC algorithm: for the product weights, constructing an interlaced rule requires \(O(\alpha s N \log N)\) operations with \(O(N)\) memory [13], whereas constructing a high-order rule require \(O(s N^\alpha \log N)\) operations with \(O(N^\alpha)\) memory [1].

However, interlaced polynomial lattice rules are not necessarily a better choice than high-order polynomial lattice rules. To construct an interlaced polynomial lattice rule, which relies on the digit interlacing method due to Dick [3], we must select an integer interlacing factor \(d\), the construction cost increases linearly with \(d\), and the resulting rule cannot exploit the smoothness of functions beyond \(d\). This means that if \(\alpha > d\), the worst-case error bound is only of order \(N^{-d+\epsilon}\). High-order polynomial lattice rules do not explicitly require such a factor. We only need to specify the maximum precision \(n\) of the points. This \(n\) can be set as large as possible, for instance, with \(b = 2\), we can take \(n = 53\) for the double-precision floating-point format. This way, high-order polynomial lattice rules can be possibly made adaptive to the smoothness \(\alpha\) of functions, addressing the drawback of interlaced polynomial lattice rules. Since we do not apply CBC in this paper, we prefer high-order rules over the interlaced ones.

In what follows, we assume that the polynomial \(p\) is irreducible and we write
\[ G_n := \{ q \in \mathbb{F}_b[x] \mid q \neq 0 \quad \text{and} \quad \deg(q) < n \}. \]

Analogously to the rank-1 lattice case in Section 2, we consider the following median high-order polynomial lattice rule for weighted Sobolev spaces. For an odd integer \(r\), we draw \(q_1, \ldots, q_r\) randomly and independently from the set \(G_n^r\), and we approximate \(I_s(f)\) by
\[ M_{m,n,s,p,r}(f) := \text{median } (Q_{p_m,n,s,p,q_1}(f), \ldots, Q_{p_m,n,s,p,q_r}(f)) . \]

The worst-case error is the random variable
\[ e_{\text{wor}}(M_{m,n,s,p,r}; F_{s, \alpha, \gamma, q}^\text{sob}) := \sup_{f \in F_{s, \alpha, \gamma, q}^\text{sob}} \| f \|^2_{s, \alpha, \gamma, q} \leq 1 \]
\[ |M_{m,n,s,p,r}(f) - I_s(f)| . \]
3.1. Main results for polynomial lattice point sets in Sobolev spaces.

We first need a few definitions and lemmas.

**Definition 3.3 (dual polynomial lattice).** Let \( m, n \in \mathbb{N} \) with \( m \leq n \), \( p \in \mathbb{F}_b[x] \) with \( \deg(p) = n \) and \( q \in G^n_n \). For \( k \in \mathbb{N}_0 \) with the \( b \)-adic finite expansion \( k = \kappa_0 + \kappa_1 b + \cdots \), we define

\[
\operatorname{tr}_n(k) = \sum_{i=0}^{n-1} \kappa_i x^i \in G^n \cup \{0\}.
\]

This operator is applied component-wise to a vector. Then the set

\[
P^\perp_{m,n,s,p,q} = \{ k \in \mathbb{N}_0^s \mid \operatorname{tr}_n(k) \cdot q \equiv a \pmod{p} \text{ with } \deg(a) < n - m \},
\]

is called the dual net of the high-order polynomial lattice point set \( P_{m,n,s,p,q} \).

**Definition 3.4 (Walsh functions).** Let us write \( \omega_b := \exp(2\pi i/b) \). For \( k \in \mathbb{N}_0 \), we denote the \( b \)-adic expansion of \( k \) by \( k = \kappa_0 + \kappa_1 b + \cdots \). The \( k \)-th Walsh function \( \operatorname{wal}_k : [0,1) \to \mathbb{C} \) is defined by

\[
\operatorname{wal}_k(x) := \omega_k^\kappa_0 \xi_1^1 + \kappa_1 \xi_2^2 + \cdots,
\]

where the \( b \)-adic expansion of \( x \in [0,1) \) is denoted by \( x = \xi_1/b + \xi_2/b^2 + \cdots \), which is understood to be unique in the sense that infinitely many of the \( \xi_i \) are different from \( b-1 \).

For \( s \geq 2 \) and \( k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s \), the \( s \)-dimensional \( k \)-th Walsh function \( \operatorname{wal}_k : [0,1)^s \to \mathbb{C} \) is defined by

\[
\operatorname{wal}_k(x) := \prod_{j=1}^s \operatorname{wal}_{k_j}(x_j).
\]

It is well-known that the system of Walsh functions is a complete orthogonal system in \( L_2([0,1]^s) \), see [10, Appendix A]. The following character property of the high-order polynomial lattice point set is analogous to what is stated in Lemma 2.4.

**Lemma 3.5 (character property).** For \( m, n \in \mathbb{N} \) with \( m \leq n \), \( p \in \mathbb{F}_b[x] \) with \( \deg(p) = n \) and \( q \in G^n_n \), we have

\[
\frac{1}{b^m} \sum_{x \in P_{m,n,s,p,q}} \operatorname{wal}_k(x) = \begin{cases} 
1 & \text{if } k \in P^\perp_{m,n,s,p,q}, \\
0 & \text{otherwise}.
\end{cases}
\]

For any \( f \in F_{s,\alpha,\gamma,q} \), we have the following absolutely convergent Walsh series

\[
f(x) = \sum_{k \in \mathbb{N}_0^s} \hat{f}(k) \operatorname{wal}_k(x),
\]

where \( \hat{f}(k) \) denotes the \( k \)-th Walsh coefficient of \( f \):

\[
\hat{f}(k) := \int_{[0,1)^s} f(x) \operatorname{wal}_k(x) \, dx.
\]

Note that \( \hat{f}(0) \) coincides with the integral \( I_s(f) \). The following result on the decay of Walsh coefficients for \( f \in F_{s,\alpha,\gamma,q} \) was shown in [6, Theorem 3.5].

LEMMA 3.6 (decay of Walsh coefficients). Let $\alpha \in \mathbb{N}$, $\alpha \geq 2$, $1 \leq q \leq \infty$ and $\gamma = \{ \gamma_u \}_{u \subseteq \{1, \ldots, s\}}$ be a set of positive weights with $\gamma_\emptyset = 1$. For any $f \in F^\text{sub}_{s, \alpha, \gamma, q}$, a non-empty subset $u \subseteq \{1, \ldots, s\}$ and $k_u \in \mathbb{N}^{|u|}$, it holds that

$$|\hat{f}(k_u, 0)| \leq \|f\|_{s, \alpha, \gamma, q}^\text{sub} \gamma_u C_{\alpha}^{|u|} b^{-\mu_\alpha(k_u)},$$

where

$$C_{\alpha} := \left(1 + \frac{1}{b} + \frac{1}{b(b+1)}\right)^{-2} \left(3 + \frac{2}{b} + \frac{2b+1}{b-1}\right) \max \left(\frac{2}{(2\sin \frac{\pi}{b})^{\alpha}}, \max_{1 \leq \tau < \alpha} \frac{1}{(2\sin \frac{\pi}{b})^\tau}\right)$$

and $\mu_\alpha(k_u) := \sum_{j \in u} \mu_\alpha(k_j)$, with

$$\mu_\alpha(k) = \sum_{i=1}^{\min(\alpha, c)} a_i$$

for $k \in \mathbb{N}$ whose $b$-adic expansion is given by $k = \kappa_1 b^{a_1-1} + \kappa_2 b^{a_2-1} + \cdots + \kappa_c b^{a_c-1}$ such that $c \geq 1$, $\kappa_1, \ldots, \kappa_c \in \{1, \ldots, b-1\}$ and $a_1 > \cdots > a_c$.

As the second main result of this paper, we show a probabilistic upper bound on the worst-case error of our median high-order polynomial lattice rule for weighted Sobolev spaces.

THEOREM 3.7. Let $m, n \in \mathbb{N}$ with $m \leq n$, $p \in \mathbb{F}_b[x]$ be irreducible with $\deg(p) = n$, $r$ be odd and $q_1, \ldots, q_s$ be chosen independently and randomly from the set $G^*_n$. Then, for any integer $\alpha \geq 2$ and $\gamma$, the worst-case error is bounded above by

$$e_{\text{wor}}^\alpha(M_{m,n,s,p,r}; F^\text{sub}_{s,\alpha,\gamma,q}) \leq \inf_{1/\alpha < \lambda < 1} \left(\frac{2}{\eta((\min(m,\lambda n)) - 1)} \sum_{0 \neq u \subseteq \{1, \ldots, s\}} \gamma_u^\lambda C_{\alpha}^{|u|} A_{\alpha,\lambda}^{|u|}\right)^{1/\lambda}$$

with a probability of at least

$$1 - \left(\frac{r}{(r+1)/2}\right)\eta^{(r+1)/2},$$

for any $0 < \eta < 1$, where we write

$$A_{\alpha,\lambda} = \alpha^{-1} \sum_{\tau=1}^\alpha \prod_{i=1}^\tau b^{\lambda\alpha - 1} \prod_{i=1}^\alpha b - 1.$$  \hspace{1cm} (3.1)

Proof. Throughout this proof, we write

$$\hat{r}_{\alpha,\gamma}(k_u, 0) = \gamma_u C_{\alpha}^{|u|} b^{-\mu_\alpha(k_u)},$$

for a non-empty subset $u \subseteq \{1, \ldots, s\}$ and $k_u \in \mathbb{N}^{|u|}$. Since any $f \in F^\text{sub}_{s,\alpha,\gamma,q}$ has an absolutely convergent Walsh series, by applying Lemma 3.5, Lemma 2.6, Holder’s inequality and Lemma 3.6 in this order, it holds that

$$e_{\text{wor}}^\alpha(M_{m,n,s,p,r}; F^\text{sub}_{s,\alpha,\gamma,q}) = \sup_{f \in F^\text{sub}_{s,\alpha,\gamma,q}} \left|\median \frac{1}{b^m} \sum_{1 \leq \ell \leq r} f(x) - I(f)\right|$$

$$\|f\|_{s,\alpha,\gamma,q} \leq 1.$$
\[ \text{CONSTRUCTION-FREE MEDIAN QMC RULES} \]

For any \( j (\text{mod } p) \) such that \( p \not| j \), the condition \( \text{tr}_n(k) \cdot q \equiv a \pmod{p} \) trivially holds with \( a = 0 \) for all \( q \in G_n^\ast \). Otherwise if \( p \nmid \text{tr}_n(k) \), i.e., if there exists a non-empty subset \( u \subseteq \{1, \ldots, s\} \) such that \( p \nmid \text{tr}_n(k_j) \) for all \( j \in u \) and \( p \mid \text{tr}_n(k_j) \) for \( j \notin u \), the condition \( \text{tr}_n(k) \cdot q \equiv a \pmod{p} \) is equivalent to \( \text{tr}_n(k_u) \cdot q_u \equiv a \pmod{p} \), which itself is equivalent to

\[ \text{tr}_n(k_j) q_j \equiv a - \text{tr}_n(k_{u \setminus \{j\}}) \cdot q_{u \setminus \{j\}} \pmod{p}, \]

for any \( j \in u \). As we have \( p \nmid \text{tr}_n(k) \) and we assume that \( p \) is irreducible, there exists at most one \( q_j \in G_n \) which satisfies the above equality for each \( a \in \mathbb{F}_q[x] \) with \( \deg(a) < n - m \) and \( q_{u \setminus \{j\}} \in G_n^{u \setminus \{j\}} \). Therefore, the number of \( q \in G_n^\ast \) which satisfy \( p \nmid \text{tr}_n(k) \) and \( \text{tr}_n(k) \cdot q \equiv a \pmod{p} \) with \( \deg(a) < n - m \) is bounded above by
that this happens is bounded above by \( \eta \), and the number of possible choices for \( q \in G_n^* \setminus \{j\} \), which is \((b^n - 1)^{s-1}\). Thus it follows that

\[
\frac{1}{|G_n|} \sum_{q \in G_n} (\tilde{S}_{\alpha, \gamma, p}(q))^\lambda \\
\leq \sum_{k \in N_n \setminus \{0\}} (\tilde{r}_{\alpha, \gamma}(k))^\lambda + \sum_{k \in N_n \setminus \{0\}} (\tilde{r}_{\alpha, \gamma}(k))^\lambda \frac{b^{-m} (b^n - 1)^{s-1}}{(b^n - 1)^{s}}
\]

\[
\leq \sum_{k \in N_n \setminus \{0\}} (\tilde{r}_{\alpha, \gamma}(b^n k))^\lambda + \frac{1}{b^m - 1} \sum_{k \in N_n \setminus \{0\}} (\tilde{r}_{\alpha, \gamma}(k))^\lambda
\]

\[
= \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \sum_{k_u \in \mathbb{N}^{[u]}} (\tilde{r}_{\alpha, \gamma}(b^n k_u, 0))^\lambda + \frac{1}{b^m - 1} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \sum_{k_u \in \mathbb{N}^{[u]}} (\tilde{r}_{\alpha, \gamma}(k_u, 0))^\lambda
\]

\[
= \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_{\lambda} C_{\alpha}^{\lambda |u|} \left( \sum_{k \in \mathbb{N}} b^{-\lambda \mu \alpha} (b^n k) \right)^{|u|}
\]

\[
+ \frac{1}{b^m - 1} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_{\lambda} C_{\alpha}^{\lambda |u|} \left( \sum_{k \in \mathbb{N}} b^{-\lambda \mu \alpha} (k) \right)^{|u|}
\]

\[
\leq \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_{\lambda} C_{\alpha}^{\lambda |u|} \frac{A_{\alpha, \lambda} |u|}{b^{|u|}} + \frac{1}{b^m - 1} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_{\lambda} C_{\alpha}^{\lambda |u|} A_{\alpha, \lambda} |u|
\]

\[
\leq \frac{2}{b^{\min(m, \lambda n) - 1}} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_{\lambda} C_{\alpha}^{\lambda |u|} A_{\alpha, \lambda} |u|
\]

where we have used the results of [14, Lemma 7] on the sums of \( b^{-\lambda \mu \alpha} (k) \) and \( b^{-\lambda \mu \alpha} (b^n k) \) in the third inequality, which involve \( A_{\alpha, \lambda} \) given in (3.1). This gives a bound on the average of \( (\tilde{S}_{\alpha, \gamma, p}(q))^\lambda \) which holds for any \( 1/\alpha < \lambda \leq 1 \).

Then, Markov’s inequality ensures that, for any \( 0 < \eta < 1 \), the event

\[
\tilde{S}_{\alpha, \gamma, p}(q) > \inf_{1/\alpha < \lambda < 1} \left( \frac{2}{\eta (b^{\min(m, \lambda n) - 1})} \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \gamma_{\lambda} C_{\alpha}^{\lambda |u|} A_{\alpha, \lambda} |u| \right)^{1/\lambda} =: \tilde{B}(\alpha, \gamma)
\]

happens with a probability of at most \( \eta \) under a random choice of \( q \in G_n^* \). For the median estimator \( M_{m,n,s,p} \) to be larger than this bound \( \tilde{B}(\alpha, \gamma) \), we must have \( \tilde{S}_{\alpha, \gamma}(q_i) > \tilde{B}(\alpha, \gamma) \) for at least \( (r + 1)/2 \) vectors among \( q_1, \ldots, q_r \). The probability that this happens is bounded above by

\[
\left( \frac{r}{(r + 1)/2} \right)^{\eta (r + 1)/2}
\]

Combining this with the bound shown in (3.2) completes the proof.

As pointed out in [6, Section 3.1], \( \alpha \geq 2 \) is required to ensure the convergence of the infinite sum

\[
\sum_{k \in \mathbb{P}^*_{m,s,p} \setminus \{0\}} b^{-\mu \alpha} (k),
\]

for any irreducible \( p \) and \( q \in G_n^* \). Thus, the case \( \alpha = 1 \) is not covered by our result.

Using Remark 2.7, we obtain the following corollary:
COROLLARY 3.8. Let $\alpha \geq 2$, $\gamma$ be a set of weights, and $n \geq \alpha m = \alpha \log_b N$. Then for any odd $r \geq 3$, $\epsilon > 0$ and $0 < \rho < 1$, there is a constant $c_1 = c_1(\alpha, \gamma, \epsilon) > 0$ (which depends on $\alpha$, the $\gamma_u$’s and $\epsilon$) such that

$$\Pr \left[ e_{\text{wor}}(M_{m,n,s,p,r}; \mathcal{F}_{\text{sob}}^{n,\alpha,\gamma}) \leq \frac{c_1(\alpha, \gamma, \epsilon)}{(\rho N)^{\alpha - \epsilon}} \right] \geq 1 - \rho^{(r+1)/4}.$$ 

Proof. Take $1/\lambda = \alpha - \epsilon$. Under the assumption on $n$, we have $n \geq \alpha m > m/\lambda$ and then $\left(\min(m, \lambda m)^{-1/\lambda} = b^{-\min(m/\lambda, \alpha)} = N^{-1/\lambda} = N^{-\alpha + \epsilon}$. Then the result follows from Theorem 3.7 and the bound (2.4) in Remark 2.7.

Thus, provided that we take $n$ large enough, we get a convergence rate of almost $O(N^{-\alpha})$ (with high probability) for any $\alpha \geq 2$. In other words, our median high-order polynomial lattice rule exploits the smoothness of functions adaptively. Note that Remark 2.11 also applies here.

4. Numerical experiments. We conclude this paper with numerical experiments both for rank-1 lattice rules and high-order polynomial lattice rules. The goal is to illustrate how the worst-case error for the median rule truly behaves on some concrete examples. In particular, we want to illustrate the fact that most of the possible generating vectors are a good choice, while a small minority are bad.

4.1. Lattice rules for periodic functions.

EXAMPLE 4.1. For our first example, we consider a weighted Korobov space with integer smoothness parameter $\alpha \geq 1$ and product weights $\gamma_u = \prod_{j \in u} \gamma_j$. The worst-case error of the rank-1 lattice rule with generating vector $z$ for that space has the explicit form

$$S_{\alpha, \gamma}(z) = \left( -1 + \frac{1}{N} \sum_{x \in I_{N,z}} \prod_{j=1}^{s} \left[ 1 + \gamma_j^2 \frac{(-1)^{\alpha+1}(2\pi)^{2\alpha}}{(2\alpha)!} B_{2\alpha}(x_j) \right] \right)^{1/2},$$

where $B_{2\alpha}$ denotes the Bernoulli polynomial of degree $2\alpha$; see [28] and [7, Section 5]. In this artificial simple case, we know the exact optimal weights that must be taken in a CBC search for $z$, so we can compare the median estimator with the best possible case of a CBC search.

We take two primes $N = 251$ and $N = 2039$, both for $s = 50$ dimensions, with $\alpha = 2$ and $\gamma_j = 1/j^3$. For each of those $N$, we drew $10^5$ generating vectors $z$ randomly and uniformly from $\{1, \ldots, N - 1\}^s$, and computed $S_{\alpha, \gamma}(z)$ for each. The left panels of Figure 2 show a histogram of the $10^5$ realizations of $\log_2 S_{\alpha, \gamma}(z)$ for each of these two cases. Each histogram provides a good estimate of the true distribution of $\log_2 S_{\alpha, \gamma}(z)$, which is a discrete distribution because $z$ is drawn from a finite set. Interestingly, the distributions are very asymmetric and are far from smooth on the right side: some rectangles are very high while others are zero in the same area. The largest observed values are $-2.4353$ for $N = 251$ and $-2.4967$ for $N = 2039$. We can estimate from this data the $q$-quantiles $q_q$ of the distribution of $S_{\alpha, \gamma}(z)$, similar to those of the distribution of $Q_{n,s,f}(f)$ in Remark 2.11. For $q = 0.75$, the corresponding empirical $q$-quantiles are $-8.3907$ for $N = 251$ and $-12.0306$ for $N = 2039$, while, for $q = 0.9$, they are $-7.0975$ for $N = 251$ and $-10.3101$ for $N = 2039$. These quantiles are much less than the worst observed values. These empirical results agree with the fact that only a very small proportion of the vectors $z$ are bad. Suppose we draw $r$ random realizations of $z$ and want the median of the $r$ corresponding values.
of $S_{\alpha,\gamma}(z)$ to be larger than $y = 10^{-3} \approx 2^{-10}$ with a probability smaller than $10^{-4}$. For $N = 2039$ this $y$ equals $y_q$ for $q \approx 0.9$, and Figure 1 shows that we can achieve approximately the target probability of $10^{-4}$ with $r = 13$. For a larger $N$, the required $r$ is even smaller. Note that for $N = 251$, $y_p = 2^{-10}$ corresponds to some $q < 0.5$, for which the target probability of $10^{-4}$ cannot be achieved even for a very large $r$, as shown in Figure 1.

For the remainder of our experiments reported in this paper, we took $r = 11$. The right panels of Figure 2 show histograms of $10^5$ independent realizations of $\log_2[\text{median}(S_{\alpha,\gamma}(z_1), \ldots, S_{\alpha,\gamma}(z_r))]$ for randomly chosen $z_1, \ldots, z_r$ with $r = 11$, corresponding to the cases $N = 251$ and $N = 2039$. We see that the distributions have much less variance and are more symmetric than for a single random $z$, confirming the fact that taking the median successfully filters (adaptively) the bad vector generators. Recall that the standard deviation of the empirical median as a function of $r$ generally decreases as $O(r^{-1/2})$. That is, increasing $r$ decreases the noise rather slowly. For the following examples, we made additional experiments with $r = 31$ to see if it would make the error plots less noisy, and we did not see much visible difference.

**Example 4.2.** For our second example, we perform a numerical integration of
the smooth, periodic function

\[ f_{\beta, \omega}(x) = \prod_{j=1}^{s} [1 + \omega_j (g_{\beta}(x_j) - 1)], \]

with parameters \( \beta \) and \( \omega_j \), where the univariate function \( g_{\beta}: [0, 1] \rightarrow \mathbb{R} \) is defined by

\[ g_{\beta}(x) = (2\beta + 1) \left( \frac{2\beta}{\beta} \right) x^\beta (1 - x)\beta. \]

Note that \( I_s(f_{\beta, \omega}) = 1 \). The function \( g_{\beta} \) has been used for periodization of non-periodic functions, and our test function \( f_{\beta, \omega} \) belongs to the Korobov space with \( \alpha = \beta \) when \( \beta \) is a positive integer, see [7, Section 5.10]. In what follows, we take \( s = 50 \) and consider the four cases that correspond to \( \beta = 2 \) or \( \beta = 5 \), and \( \omega_j = 1/j^{\beta+1} \) or \( \omega_j = 1/(s - j + 1)^{\beta+1} \). We compare our median lattice rule with \( r = 11 \), a QMC rule using non-randomized Sobol’ points provided by MATLAB, and the rank-1 lattice rule with generating vector constructed by the fast CBC algorithm with \( S_{\alpha, \gamma}(z) \) as a criterion, with \( \alpha = 2 \) and the product weights \( \gamma_j = 1/j^3 \). These weights are not optimal, but they are a good heuristic choice when \( \omega_j = 1/j^{\beta+1} \). When \( \omega_j = 1/(s - j + 1)^{\beta+1} \), on the other hand, the weights decrease in the opposite direction as they should: they are very large for the unimportant coordinates and small for the important ones. We do this to show how badly the CBC construction method can work when we have the wrong weights, whereas the median estimator does not need any knowledge about the weights to perform well. We choose \( N \) to be a power of 2 for Sobol’ points and to be a prime close to a power of 2 for lattice point sets.

The results for the four cases are shown in the corresponding panels of Figure 3. Both our median lattice rule and the rank-1 lattice rule constructed by the CBC algorithm can exploit the periodicity of the integrand and achieve a higher-order rate of convergence than \( O(1/N) \). With a good choice of the weights in the CBC algorithm, the resulting rank-1 lattice rule performs better than our median lattice rule, as shown in the left panels. However, as the right panels clearly depict, if the relative importance of each of individual variables is not correctly specified, the performance of the rank-1 lattice rule with the CBC algorithm can deteriorate and even become inferior to the QMC rule using the Sobol’ points when \( N \) is not large. In contrast, our median lattice rule performs quite stably regardless of smoothness and weights.

To show that our median lattice rule performs well for functions of non-product forms, let us consider the additional test functions given by

\[ f_{\beta, \text{cyc}}(x) = \frac{1}{5} \sum_{\ell=1}^{5} \prod_{j=1}^{s/5} g_{\beta}(x_{j + s(\ell-1)/5}) \quad \text{and} \quad f_{\beta, \text{mod}}(x) = \frac{1}{5} \sum_{\ell=1}^{5} \prod_{j=1}^{s/5} g_{\beta}(x_{\ell + 5(j-1)}), \]

respectively, with \( \beta = 5 \) and \( s = 20 \). We have that \( I_s(f_{\beta, \text{cyc}}) = I_s(f_{\beta, \text{mod}}) = 1 \) and these two integrands belong to the Korobov space with \( \alpha = \beta \). The results for the two integrands are shown in the corresponding panels of Figure 4. For large \( N \), both our median lattice rule and the rank-1 lattice rule constructed by the CBC algorithm are superior to the QMC rule using the Sobol’ points. Although the difference between \( f_{\beta, \text{cyc}} \) and \( f_{\beta, \text{mod}} \) lies only in the ordering of variables, the convergence behavior of the rank-1 lattice rule constructed by the CBC algorithm is not consistent for these
functions and a strange zig-zag pattern shows up for \( f_{\beta,\text{mod}} \). On the contrary, our median lattice rule is not subject to the difference between the ordering of variables and performs almost equivalently.

### 4.2. High-order polynomial lattice rules for non-periodic functions.

Our next examples concern high-order polynomial lattice rules. Here we fix the precision to \( n = 52 \) and always use the primitive polynomial \( p(x) = x^{52} + x^3 + 1 \), found in [17], as the modulus of the polynomial lattice point sets.

**Example 4.3.** We first consider the two following one-dimensional test functions:

\[
\begin{align*}
    f_{1,\text{nonper}}(x) &= x^3(1/4 + \log x) \\
    f_{2,\text{nonper}}(x) &= xe^{x/4}.
\end{align*}
\]

We can see that the third derivative of \( f_{1,\text{nonper}} \) is in \( L_q([0,1]) \) for any \( 1 \leq q < \infty \), whereas the fourth derivative is not in \( L_1([0,1]) \), implying that \( f_{1,\text{nonper}} \in F_{1,3,\gamma,q}^{\text{sob}} \) but \( f_{1,\text{nonper}} \notin F_{1,3,\gamma,q}^{\text{sob}} \). Thus \( f_{1,\text{nonper}} \) has a finite smoothness. On the other hand, \( f_{2,\text{nonper}} \) is obviously infinitely differentiable, so that \( f_{2,\text{nonper}} \in F_{1,\alpha,\gamma,q}^{\text{sob}} \) for any \( \alpha \geq 2 \) and \( 1 \leq q \leq \infty \). Note that \( I_1(f_{1,\text{nonper}}) = 0 \) and \( I_1(f_{2,\text{nonper}}) = 16 - 12e^{1/4} \). We compare our median high-order polynomial lattice rule with \( r = 11 \) and QMC rules using order 2 and order 3 Sobol’ points constructed by the interlacing procedure of [3], with the direction numbers provided in MATLAB (taken from [19]). To construct a Sobol’
point set of order \(d\) by interlacing, we first construct a \(ds\)-dimensional Sobol point set with \(2^m\) points (with \(s = 1\) in this case) and then apply the digit interlacing procedure defined in [3] to obtain the digits of the \(s\)-dimensional points. This procedure extracts the first \(m\) digits of the \(ds\)-dimensional points and reorders them in a special way to obtain the first \(dm\) digits of the \(s\)-dimensional points.

The results for the two one-dimensional functions are shown in Figure 5, respectively. As we can see from the result for \(f_1^{\text{nonper}}\), the QMC rule using order 2 Sobol’ points cannot fully exploit the smoothness of the function and the error decays at the rate of \(N^{-2}\). On the other hand, the QMC rule using order 3 Sobol’ points and our median high-order polynomial lattice rule can exploit the smoothness and achieves the convergence rate of \(N^{-3}\). For the infinitely differentiable function \(f_2^{\text{nonper}}\), the plot suggests that our median high-order polynomial lattice rule may converge even faster than \(N^{-3}\). These numerical results show the major advantage of our proposed rule in terms of adaptivity in smoothness.

**Example 4.4.** Finally, we consider the two multivariate non-periodic test func-
tions
\[ f_{3,\omega}^{\text{nonper}}(x) = \exp \left( -\sum_{j=1}^{s} \omega_j x_j \right) \quad \text{and} \quad f_{3,\omega,\text{flip}}^{\text{nonper}}(x) = \exp \left( -\sum_{j=1}^{s} \omega_j x_{s-j+1} \right), \]
with \( s = 10 \) and \( \omega_j = 1/(4j^4) \). It is obvious that both \( f_{3,\omega}^{\text{nonper}} \) and \( f_{3,\omega,\text{flip}}^{\text{nonper}} \) are infinitely differentiable and belong to \( \mathcal{F}_{s,\alpha,\gamma,q}^{\text{sob}} \) with arbitrary \( \alpha \geq 2 \) and \( 1 \leq q \leq \infty \). Note that \( f_{3,\omega,\text{flip}}^{\text{nonper}} \) is defined by reordering the variables of \( f_{3,\omega}^{\text{nonper}} \) so that \( x_j \) is replaced by \( x_{s-j+1} \), and that we have
\[ I_s(f_{3,\omega}^{\text{nonper}}) = I_s(f_{3,\omega,\text{flip}}^{\text{nonper}}) = \prod_{j=1}^{s} \frac{1 - \exp(-\omega_j)}{\omega_j}. \]
The variables are ordered by decreasing order of importance in the first function, and by increasing order in the second one. As our median high-order polynomial lattice rule, based on random choices of generating vectors, does not care about the ordering of variables, it should perform the same for \( f_{3,\omega}^{\text{nonper}} \) and \( f_{3,\omega,\text{flip}}^{\text{nonper}} \).

The results are shown in Figure 6. Here again, we compare our median high-order polynomial lattice rule with \( r = 11 \) and QMC rules using order 2 and order 3 interlaced Sobol’ points. For the function \( f_{3,\omega}^{\text{nonper}} \), our median high-order polynomial lattice rule can exploit the smoothness better than the QMC rule using order 2 Sobol’ points. The QMC rule using order 3 Sobol’ points exploits the smoothness of the integrand best and the error decays at the rate of \( N^{-3} \) and outperforms our median high-order polynomial lattice rule approximately by a constant factor for small \( N \), but this rate breaks down at around \( \log_2 N = 13 \) and our median rule catches up at \( \log_2 N = 16 \).

For \( f_{3,\omega,\text{flip}}^{\text{nonper}} \), the situation changes. Our median high-order polynomial lattice rule is now comparable to the QMC rule using order 3 Sobol’ points when \( N \) is small, and performs better for larger \( N \). The error decays approximately at the rate of \( N^{-2.5} \), which the QMC rule using order 2 Sobol’ points cannot attain. The slowdown of the convergence for the QMC rule using order 3 Sobol’ points might be due to the misspecification of important variables. Although \( x_s, x_{s-1}, \ldots \) are the order of the relatively important variables for \( f_{3,\omega,\text{flip}}^{\text{nonper}} \), we use the later coordinates of order 3 Sobol’ points, whose lower-dimensional projections are not well-distributed compared to the earlier coordinates. In this sense, the median high-order polynomial lattice rule is more robust and adaptive to the integrand at hand.
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