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Abstract

We present a notion of a random toric surface modeled on a notion of a random graph. We then study some threshold phenomena related to the smoothness of the resulting surfaces.

1 Introduction

When random constructions have been used in other fields, including Graph Theory [14] and Topology [8,9,11], they have helped to gain insights into the nature of large graphs that would be difficult to approach via other techniques. And in Algebra, these techniques have yielded a rich theory of Random Groups [6].

Previous work in Algebraic Geometry on the use of random constructions include uses of random (topological) surfaces to study Gromov-Witten theory [10], and more closely related to this paper, work by Winfried Bruns [2] giving an algorithm for constructing random toric varieties for the purpose of constructing counterexamples. In contrast to his technique, we are less concerned with using randomness to exhibit particular counterexamples, rather we will study the distributions given by our construction. This allows us to use tools similar to those in the theory of random graphs to understand toric surfaces as a whole.

In this paper we define the notion of a random toric surface using a technique similar to that used to define a random graph. In particular, normal toric surfaces are given by a fan in $\mathbb{R}^2$, so if we can construct random fans we can construct random toric surfaces. To create a random fan, we start by randomly choosing rays; once we have chosen the rays, in 2 dimensions, there exists a unique way to “fill in” the fan with 2-cones (see Section 2). As we will see in Definition 3.1 We will choose rays among those where the first lattice point on them is of magnitude at most $h$. Within this set, we choose whether to use a particular ray with probability $p$, allowing us to form a distribution $T(h,p)$ with

*The author was partially supported by an NSF grant DMS-1502553.
two parameters. Here the $h$ parameter is analogous to the number of vertices in a random graph, and we consider the behavior of this distribution as $h \to \infty$.

We say a fan $\Sigma$ chosen with respect to $T(h, p)$ has a property with high probability, if the probability that $\Sigma$ has the property goes to 1 as $h$ goes to $\infty$. Now we can state our main result. For convenience, let us define $f \prec g$ for functions $f, g$ to mean $\lim_{h \to \infty} \frac{f(h)}{g(h)} = 0$.

**Theorem 1.1.** Let $q$ be a function of $h$. Then for a fan $\Sigma$ chosen with respect to $T(h, 1 - q)$, we have the following behavior

1. if $q \prec 1/h^2$ or $1 - q \prec 1/h^2$ then with high probability $X(\Sigma)$ is smooth
2. if $q \succ 1/h^2$ and $1 - q \succ 1/h^2$ then with high probability $X(\Sigma)$ is singular

In addition for $k > 1$, then with $1 - q \succ 1/h$ and $q \succ 1/h^2$, we have a singularity of index at least $k$.

If we ignore the strengthening of the second statement in the case of $1 - q \succ 1/h$, this is completely analogous to the following familiar result from the theory of random graphs.

**Theorem** (Erdős - Rényi theorem [4]). For any $\epsilon > 0$ and for a graph $G$ chosen with respect to $G(n, p)$

1. if $p \geq \frac{(1+\epsilon) \log n}{n}$ then with high probability $G$ is connected
2. if $p \leq \frac{(1-\epsilon) \log n}{n}$ then with high probability $G$ is disconnected

The content of this paper largely revolves around Theorem 1.1(2). That part itself is proved in two overlapping cases, which we will call the dense ($q \succ 1/h^2$ and $1 - q \succ 1/h$) and sparse case ($1 - q \succ 1/h^2$ and $q \to 1$). This phrasing is motivated by noting that in the first case the number of rays grows at least linearly, and in the second case, the number of rays is always asymptotically less than the set of possible rays. As will be seen, the two cases behave quite differently as to the question of why a random fan is singular. In particular we will have two overlapping cases in our proof which together cover the second part of our theorem.

In contrast, for Theorem 1.1(1) the proof reduces to showing that a particular fan occurs with high probability. In particular, for $q \prec 1/h^2$ we get the complete fan $\Sigma_h$ and for $1 - q \prec 1/h^2$, we get the empty fan, which corresponds to the toric surface $(C^*)^2$.

We should also note that as an immediate consequence of our theorem, we have that for a fixed $p$, random fans are singular.

**Corollary 1.2.** For fixed $0 < p < 1$ then for a fan $\Sigma$ chosen with respect to $T(h, p)$, with high probability $X(\Sigma)$ is singular.

---

1See Definition 2.1 for the definition of singularity index and see Conjecture 6.2 for a slight strengthening.
2See Example 3.2.
We might ask further questions about how many singularities we get. As it turns out we can always ensure that there are arbitrarily many of these singularities. But in the case of normal toric surfaces, singularities can only occur at torus fixed points, so we can actually ask a more refined question, namely what proportion of the torus fixed points are actually singular. Let \( \delta_k \) be the density of fixed points of singularity index at least \( k \) as defined in Section 5.2.

**Theorem 1.3.** For any \( k > 1 \) and for a fan \( \Sigma \) chosen with respect to \( T(h, 1-q) \) if \( 0 < q < 1 \) and \( c > 0 \) sufficiently small, then with high probability, \( \delta_k(\Sigma) > c \).

This paper is organized as follows. We start with preliminaries in Section 2. This is followed by a discussion of the geometry of fixed height fans in Section 3, which includes many of the main definitions. Next we consider what happens when we blow down along rays for these fans in Section 4. These together form the basis of the proofs in Section 5. We end then with some further ideas and a conjecture in Section 6.

## 2 Preliminaries

We use the following relatively standard notation as seen in Toric Varieties [3]. \( \Sigma \) is a fan, \( \sigma \) is a cone in a fan and \( \rho \) is a ray in a fan. \( u_\rho \) is the minimal lattice point on \( \rho \). \( X(\Sigma) \) is the toric variety corresponding to \( \Sigma \).

Recall that a normal toric surface can be given by a rational fan in \( \mathbb{R}^2 \). By the orbit-cone correspondence, the 2 dimensional cones in this fan correspond to fixed points under the torus action. Furthermore, on a normal toric surface, the only singularities occur at the fixed points. Thus our discussion of singularities on a toric surface comes down to discussing singular cones in rational fans in \( \mathbb{R}^2 \). For a rational cone in \( \mathbb{R}^2 \) given by rays \( \rho, \tau \) with corresponding lattice points \( u_\rho \) and \( u_\tau \), the cone is smooth if and only if \( |u_\rho \wedge u_\tau| = 1 \), where the the value \( |u_\rho \wedge u_\tau| \) is the absolute value of the determinant of the \( 2 \times 2 \) matrix with columns \( u_\rho \) and \( u_\tau \).

**Definition 2.1.** We say that the fixed point on a toric surface corresponding to a cone given by \( \rho \) and \( \tau \) has singularity index \( |u_\rho \wedge u_\tau| \).

Note that on a toric surface, for a cone of singularity index \( k \), the singularity is of the form of a quotient by \( \mathbb{Z}/k\mathbb{Z} \). Also, the blowing up this singularity gives an exceptional divisor with self intersection number \( -k \). The second point will be important, because in Section 4 we will use rays of particular self intersection numbers to yield singularities of particular singularity index [3].

Much of the work here requires that we fix some norm on \( \mathbb{Z}^2 \). For our purposes we will use \( |(x, y)| = \max\{|x|, |y|\} \), but essentially all of the proofs can be extended to any norm without any major changes. In addition, as a shorthand for a ray \( \rho \), we write \( |\rho| = |u_\rho| \).
Definition 2.2. Given a finite collection of rays $S$ from $\mathbb{Z}^2$, we define the completion of a set of rays as the fan $\Sigma$ with $\Sigma(1) = S$ such that $\Sigma$ is maximal w.r.t. inclusion among all fans with this property.

At a practical level, this construction simply takes a collection of rays and “fills in” every possible cone, as seen in Figure 1. We could follow the same construction in one dimension, but this is uninteresting due to the fact that there are only 3 one dimensional normal toric varieties.

3 Geometry of Fixed Height Fans

We can now define the distribution of interest.

Definition 3.1. Let $R$ be the set of rays $\rho \subset \mathbb{R}^2$ where $|\rho| \leq h$. We define the distribution $T(h,p)$ over fans formed by choosing rays in $R$ with probability $p$, and then completing it to a fan.

Example 3.2. In the case where we take empty set of rays, Definition 2.2 gives us the empty fan, since that is the only fan with no rays. Recall in particular that the empty fan corresponds to the variety $(\mathbb{C}^*)^2$.

In the opposite extreme, where we take the whole set $R$ from Definition 3.1, we get a fan which we will denote $\Sigma_h$. As we will see in Lemma 3.4, this fan is always smooth.

It will turn out to be useful to know that the number of rays of height at most $h$ is proportional to $h^2$.

Lemma 3.3. Let the number of rays $\rho$ such that $|\rho| \leq h$ be $N_h$. Then

$$0 < \lim_{h \to \infty} \frac{N_h}{h^2} < \infty$$

Proof. We will actually show that

$$\lim_{h \to \infty} \frac{N_h}{h^2} = \frac{4}{\zeta(2)}$$

where $\zeta$ is the Riemann zeta function. For each $\rho$, we can consider the lattice point $u_\rho$. Let $u_\rho = (x, y)$ then we have $\gcd(x, y) = 1$. This gives a 1-1

\[\text{Note that this construction is completely dependent on 2 dimensions, and is a large obstacle to the construction of analogous higher dimensional ideas.}\]
correspondence between pairs of integers \((x, y)\) with \(\gcd(x, y) = 1\), and rays \(\rho\).

Restricting to the case where \(x\) and \(y\) are both positive, we get that we simply need to count the proportion of pairs of positive integers \((x, y)\) with \(x, y \leq h\) such that \(\gcd(x, y) = 1\). But we know that this proportion is asymptotically given by \(\frac{1}{\zeta(2)}\). Since the restriction to \(x, y > 0\) simply counts the first quadrant, there are 4 times as many rays overall. Thus we have

\[
\lim_{h \to \infty} \frac{N_h}{h^2} = \frac{4}{\zeta(2)}
\]

\[\square\]

Lemma 3.4. \(\Sigma_h\) is smooth.

Proof. Recall that by Proposition 11.1.2 in [3] it suffices to check smoothness on fixed points. Furthermore, by Proposition 1.2.16 in [3], we can phrase smoothness as the area of the fundamental parallelogram formed by the two vectors corresponding to the rays forming the fans. By Pick’s Theorem, this parallelogram has area 1 if and only if the triangle formed by its fundamental rays contains no lattice points aside from the vertices.

Now take a cone \(\sigma\) formed by rays \(\rho, \tau\). Suppose there existed some non-zero lattice point in the triangle formed by \(u_\rho\) and \(u_\tau\). Let this lattice point be \(v\); since \(v\) is in the triangle formed by \(u_\rho\) and \(u_\tau\), it is clear that \(|v| < \max\{|u_\rho|, |u_\tau|\} \leq h\).

Consider the ray \(\gamma = \text{span}(v)\). Since \(|\gamma| \leq h\), \(\gamma\) must be in the fan \(\Sigma\). But by construction \(\gamma \subset \sigma\), so \(\gamma\) must be one of the two boundary rays. Thus the only lattice points on the triangle are \(u_\rho\), \(u_\tau\), and 0. Thus every cone in \(\Sigma_k\) is smooth which implies \(\Sigma_h\) is smooth.

\[\square\]

To see this in the case of \(h = 3\), see Figure 2. As noted, each of the triangles formed has area 1/2 since they contain no interior points.

4 Singularities From a Single Blowdown

In the dense case, it suffices to consider those singularities that come from removing a single ray from the complete fan \(\Sigma_h\). This is exactly the process that gives the blowdown of a toric surface along a ray. From this observation, we define the following two sets.

**Definition 4.1.** let \(X = X(\Sigma_h)\) and let \(\phi_\rho\) be the map that blows down along the ray \(\rho\). We define

- \(S_k = \{\rho|\phi_\rho(X)\) has a singularity of index \(k\}\)
- \(S_{\geq k} = \{\rho|\phi_\rho(X)\) has a singularity of index of at least \(k\}\)

The following property is crucial for our main result.

**Corollary 4.2.** For \(k \geq 1\) The set \(S_{\geq k}\) has positive density in the limit \(h \to \infty\).
Figure 2: Here the solid lines represent the rays in the first quadrant of the fan \( \Sigma_3 \). Each of the triangles formed by a pair of neighboring rays, who’s third side is shown by a dashed line, contains no interior points. This gives us the smoothness of \( \Sigma_3 \).

**Proof.** Note that by applying Proposition 4.3, we get that if \( \frac{|\rho|}{h} < \frac{2}{k+2} \), then \( \rho \) has singularity index at least \( k \), and furthermore the set \( \{ \rho | \frac{|\rho|}{h} < \frac{2}{k+2} \} \) has density \( \left( \frac{2}{k+2} \right)^2 \) inside of the set of rays. \( \square \)

This derives from the following stronger result which not only gives us the positive density condition but tells us where the lattice points corresponding to rays of a particular singularity index live.

**Proposition 4.3.** Given any singularity index \( k \), there exists \( \epsilon = \epsilon(h) \), with \( \epsilon \to 0 \) as \( h \to \infty \), such that \( \rho \in S_k \) implies \( \frac{2}{k+2} h \leq |u_\rho| \leq \frac{2}{k^2} h \).

For a visualization of the geometric implications of this proposition see Figure 3.

**Proof.** Let us consider the behavior of the singularity index of a ray as we increase \( h \). In particular. Note that if we have a ray \( \rho \), with neighboring rays \( \tau \) and \( \omega \), then by Theorem 10.4.4 in [3] the singularity index is the unique integer \( k \) such that \( k u_\rho = u_\tau + u_\omega \). Rearranging that gives \( |u_\tau + u_\omega| / k = |u_\rho| \). Then we apply the triangle inequality.

\[
\frac{2h}{k} \geq |u_\rho|
\]

Now we want an lower bound on \( |u_\rho| \). To start note that for a fixed \( h \) the angle between neighboring rays is bounded from above. Furthermore, this bound goes to zero as \( h \) increases. Consequently we can find \( \epsilon > 0 \) with \( \epsilon \to 0 \) as \( h \to \infty \) such that

---

4For some numeric tests on the actual density of such rays see Section 6.3
Figure 3: For each self-intersection number, we expect that all rays with that self-intersection number lie in a band between $\frac{2}{k+2} h$ and $\frac{2}{k} h$. Although the bands overlap, the regions corresponding to higher self-intersection numbers are towards the interior.

\[
\frac{|u_\tau|}{|u_\tau|} u_\tau - \frac{|u_\omega|}{|u_\omega|} u_\omega \leq \epsilon
\]

Let $x = u_\tau + \frac{|u_\omega|}{|u_\omega|} u_\tau$. Note in particular that $|x| = |u_\tau| + |u_\rho|$.

\[
\left| \frac{|u_\omega|}{|u_\tau|} u_\tau - u_\omega \right| = \left| \frac{|u_\omega|}{|u_\tau|} u_\tau + u_\tau - (u_\omega + u_\tau) \right|
= |x - (u_\omega + u_\tau)|
\geq |x| - |u_\omega + u_\tau|
\geq |u_\tau| + |u_\rho| - |u_\omega + u_\tau|
\]

reorganizing, we get

\[
|k u_\rho| = |u_\omega + u_\tau|
\geq |u_\tau| + |u_\rho| - \left| \frac{|u_\omega|}{|u_\tau|} u_\tau - u_\omega \right|
= |u_\tau| + |u_\rho| - |u_\omega| \cdot \left| \frac{u_\tau}{|u_\tau|} - \frac{u_\omega}{u_\omega} \right|
\geq |u_\tau| + |u_\rho| - h \epsilon
\]

Now if we can find good lower bounds on $|u_\tau|$ and $|u_\omega|$ we will be able to find a lower bound on $u_\rho$. To get these lower bounds on $|u_\tau|$ and $|u_\omega|$ note that the situation for the left and right neighbors is symmetric, it suffices to consider $u_\tau$. 7
By considering the case where $h = |u_\gamma|$, on each side of $\rho$ there exists some $u_\gamma$ such that $\gamma$ is the neighbor of $\rho$. From this define the sequence $w_s = u_\gamma + s \cdot u_\rho$.

**Claim 1.** Given any $h$, $\nu$ is a neighbor on the (left/right) of $\rho$ in $\Sigma_h$ if and only if $u_\nu = w_a$ for some $a$ with $w_s \notin \Sigma_h(1)$ for $s > a$.

**Proof.** Consider the cone formed by $u_\rho$ and $w_0$. Since any neighbor must be at least as close to $\rho$ as $\gamma$, given $\rho \in \Sigma_h$, the neighbor of $\rho$ in $\Sigma_h$ must be in this cone. Thus the neighbor of $\rho$ is of the form $au_\rho + bw_0$ for some $a, b \in \mathbb{N}$. Then since in every complete fan $\Sigma_h$, every cone is smooth, the cone formed by $au_\rho + bw_0$ and $\rho$ must be smooth. Thus we have that $|u_\rho \wedge (au_\rho + bw_0)| = 1$. We can then simplify the l.h.s.

$$|u_\rho \wedge (au_\rho + bw_0)| = |u_\rho \wedge bw_0| = b$$

Thus we get $b = 1$. Furthermore, note that if $s > a$, then $su_\rho + bw_0$ is closer to $\rho$. But since $au_\rho + w_0$ is the neighbor, this is impossible.

Let $u_\tau = w_a$.

$$h \leq |w_{a+1}| \leq |w_a + u_\rho| \leq |u_\tau| + |u_\rho|$$

rearranging we get $|u_\tau| \geq h - |u_\rho|$. Then by the same process applied to $\omega$, we get $|u_\omega| \geq h - |u_\rho|$. 

**Figure 4:** As a consequence of the claim, the nearest neighbors to $u_\rho$ at every possible value for $h$ lie along a line parallel to $u_\rho$. 
Now take \( \theta \) to be the angle between \( \tau \) and \( \omega \), then \( |u_\tau + u_\omega| \) is given by law of cosines as

\[
|ku_\rho| \geq |u_\tau| + |u_\omega| - h\epsilon \\
\geq 2(h - |u_\rho|) - h\epsilon
\]

Now rearranging, we get the following

\[
|ku_\rho| \geq 2h - 2|u_\rho| - h\epsilon \\
(k + 2)|u_\rho| \geq h(2 - \epsilon) \\
|u_\rho| \geq \frac{2 - \epsilon}{k + 2}h
\]

So given \( \rho \) with singularity index \( k \), the height of \( \rho \), viewed as a proportion of \( h \), satisfies the inequality

\[
\frac{2 - \epsilon}{k + 2} \leq \frac{|u_\rho|}{h} < \frac{2}{k}
\]

\[\square\]

**Remark 4.4.** If we ignore the \( \epsilon \), which goes to zero in the limits we care about, Proposition 4.3 tells us that for \( |u_\rho| \) between \( \frac{2}{k+1}h \) and \( \frac{2}{k}h \), the only possible singularity indices are \( k \) and \( k + 1 \). See Figure 6 in Section 6.3 to see how this affects the distribution of those minimal ray generators corresponding to the singular rays.

## 5 Thresholds

### 5.1 Main Result

Now we begin to piece these together into a proof of our main result. To start though, we need a minor lemma.

**Lemma 5.1.** Let \( q(n) \) be a function taking values in \([0, 1]\) Then

\[
\lim_{n \to \infty} (1 - q(n))^n = \exp \left( \lim_{n \to \infty} -nq(n) \right)
\]

Note in particular that this is simply a generalization of the familiar fact that \( \lim_{x \to \infty} (1 + \frac{1}{x})^x = e \) by taking \( q(n) = -1/n \).
Proof. We start by taking logs and simplifying.

\[
\lim_{n \to \infty} \log (1 - q(n)) = \lim_{n \to \infty} n \log (1 - q(n)) \\
= \lim_{n \to \infty} n \left( - \sum_{k=1}^{\infty} \frac{q(n)^k}{k} \right) \\
= \lim_{n \to \infty} -nq(n) \left( \sum_{k=1}^{\infty} \frac{q(n)^{k-1}}{k} \right) \\
= \lim_{n \to \infty} -nq(n) \left( 1 + q(n) \sum_{k=2}^{\infty} \frac{q(n)^{k-2}}{k} \right) \\
= \lim_{n \to \infty} -nq(n) + \lim_{n \to \infty} n \cdot (q(n))^2 \sum_{k=2}^{\infty} \frac{q(n)^{k-2}}{k} \\
= \lim_{n \to \infty} -nq(n)
\]

In the case where \( \lim_{n \to \infty} q(n) = 0 \) then the last step proceeds by the convergence of the second sm. Otherwise, if \( \lim_{n \to \infty} q(n) \neq 0 \), we will have \( \lim_{n \to \infty} nq(n) = \infty \) and \( \lim \log(1 - q(n))^n = \infty \).

Thus altogether we get

\[
\lim_{n \to \infty} \log (1 - q(n))^n = \lim_{n \to \infty} -nq(n)
\]

Finally since \( \exp \) is continuous, we can apply \( \exp \) to both sides.

\[
\exp \left( \lim_{n \to \infty} \log (1 - q(n))^n \right) = \exp \left( \lim_{n \to \infty} -nq(n) \right) \\
\lim_{n \to \infty} (1 - q(n))^n = \exp \left( \lim_{n \to \infty} -nq(n) \right)
\]

We can now proceed with the proof of the main theorem.

Proof of Theorem 1.1. For statement 1, let us start with the \( q \prec 1/h^2 \) case. Recall that the complete fan \( \Sigma_h \) is smooth due to Lemma 3.4. So it suffices to show that for \( q \prec 1/h^2 \) we get \( \Sigma_h \) with high probability. Expanding the definition of \( \prec \) gives \( h^2q \to 0 \). Let \( n \) be the number of rays with magnitude at most \( h \) Then by Lemma 3.3 we have that \( nq \to 0 \). Then the probability of getting \( \Sigma_h \) is given by

\[
P(\Sigma = \Sigma_h) = (1 - q)^n
\]

So we should compute \( \lim_{h \to \infty} (1 - q)^n \). By Lemma 5.1 we know that

\[
\lim_{h \to \infty} (1 - q)^n = \exp( \lim_{h \to \infty} -nq) = \exp(0) = 1.
\]
Thus in this case, we get $\Sigma_h$ with high probability. Then for the $1 - q \prec 1/h^2$ case, note that by the same computation, we get that in this case with high probability we get the empty fan, which corresponds to $(\mathbb{C}^*)^2$, which is smooth.

For statement 2, recall that we have two cases, a dense case and a sparse case.

**Dense case: $q \succ 1/h^2$ and $1 - q \succ 1/h$**

By Corollary 4.2 the rays which blow down to a singularity of index $k$ occur with positive density. So let this density be $\delta$, then we can choose at least $m = \frac{\delta}{4} h^2$ of them such that none of them share any neighboring rays in $\Sigma_h$. Then for each ray, we can consider the cone formed by taking both of its neighbors. Each of these cones occurs in a fan in $T(h, 1 - q)$ with probability given by $(1 - q)^2 q$. Since none of these cones share any rays, we can consider them independently. Thus the probability that at least one of these cones is in our fan is given by $1 - \exp\left(\lim_{h \to \infty} (1 - q)^2 q m\right)$.

We can simplify using Lemma 5.1

$$\lim_{h \to \infty} 1 - (1 - (1 - q)^2 q)^m = 1 - \exp\left(\lim_{h \to \infty} (1 - q)^2 q m\right)$$

Let us consider the possible cases.

**Case $\lim_{h \to \infty} q \neq 1$:**

In this case, since we have that $q \succ 1/h^2$, we also have

$$\lim_{h \to \infty} (1 - q)^2 q m = \lim_{h \to \infty} (1 - q)^2 \lim_{h \to \infty} q m = \infty$$

**Case $\lim_{h \to \infty} q \neq 0$:**

In this case we have $1 - q \succ 1/h$ so

$$\lim_{h \to \infty} (1 - q)^2 q m = \lim_{h \to \infty} (1 - q)^2 m \lim_{h \to \infty} q = \infty$$

Now by Lemma 5.1 we get

$$\lim_{h \to \infty} 1 - (1 - (1 - q)^2 q)^m = 1$$

Thus with high probability the fan contains at least one singularity of index at least $k$.

**Sparse Case: $1/h^2 \prec (1 - q)$ and $q \to 1$**

Given any ray $\rho$ there exists a set of rays in $\Sigma_h(1)$ with which, $\rho$ can form a smooth cone. Let $\tau$ be any ray such that the cone formed by $\rho$ and $\tau$ is smooth. Then given coordinates $(x, y) = u_\rho$ and $(a, b) = u_\tau$ we get that $|xb - ya| = 1$.
This implies that the lattice points corresponding to the rays with this property lie along two lines parallel to \( \rho \), one on either side. But since the height of our rays is bounded above by \( h \), there are at most \( \frac{2h}{|\rho|} \) possible rays on either side.

Now consider the set of rays for which there are at most 4 rays on either side with which we can make a smooth cone. Note that it suffices to ask for \( \frac{2h}{|\rho|} \leq 4 \) which becomes \( |\rho| \geq \frac{h}{2} \). Let this set of rays be \( S \). For reasons of independence, we will want to restrict to the upper half plane, so let \( S_+ \subset S \) be the subset of those which are in the upper half plane. Finally we give \( S_+ \) an ordering starting the positive x-axis and proceeding counter clockwise.

Let \( \rho \in S_+ \) be the \( k \)-th ray in \( S_+ \). Define \( F_\rho \) to be the set of fans where \( \rho \) is the first ray from \( S_+ \) and the cone containing \( \rho \) as its rightmost ray is singular. Then since the first ray is unique, these are disjoint sets for distinct \( \rho \). Thus we have

\[
P(\Sigma \in F_\rho) \leq q^{k-1}(1 - q)q^4(1 - q^{n-4})
\]

Here the \( q^{k-1}(1 - q) \) gives the probability that \( \rho \) is the first ray. The \( q^4 \) gives the probability that none of the rays with which it could make a smooth fan exists. Then \( (1 - q^{n-4}) \) gives the probability that at least one ray exists on the half plane after \( \rho \) so that there is actually a cone to talk about. Now we sum each of these disjoint events.

\[
P(\Sigma \text{ is singular}) \geq \sum_{\rho \in S_+} P(\Sigma \in F_\rho)
\]

and so we can compute

\[
P(\Sigma \text{ is singular}) \geq \sum_{k=1}^{|S_+|} q^{k-1}(1 - q)q^4(1 - q^{n-4})
\]

\[
= \left( \sum_{k=1}^{|S_+|} q^{k-1}(1 - q) \right) q^4(1 - q^{n-4})
\]

\[
= (1 - q) \frac{1 - q^{|S_+|}}{1 - q} q^4(1 - q^{n-4})
\]

\[
= (1 - q^{|S_+|})q^4(1 - q^{n-4})
\]

For \( q \to 1 \) we have \( q^2 \to 1 \), and for \( 1/h^2 \prec 1 - q \), we get \( 1 - qh^2 - 4 \) and \( 1 - q^{|S_+|} \) go to 1. Thus we have that for \( q \to 1 \) and \( 1/h^2 \prec 1 - q \), with high probability, \( \Sigma \) is singular.

As noted, the dense case and the sparse case proofs are entirely different, and reflect different ways in which the singularities arise. In the dense case, enough singularities arise from blowdowns along single rays that we can easily get the desired result from simply considering those singularities. This local computation contrasts with our proof in the sparse case. Here we look globally
instead. For a fixed ray, there are only a fixed number of rays of height at most  
$h$ where the pair of rays form a smooth cone. Thus in many cases, we will fail  
to have any of these rays, and thus we will be forced to have a singular cone.

5.2 Density

Let us define the density of singularities as the number of singular points divided  
by the number of fixed points. In particular given a fan $\Sigma$, let

$$\delta_k(\Sigma) = \frac{\#\text{Points with singularity index } \geq k}{\#\text{Fixed Points}}$$

With this we can proceed to prove our density result.

**Proof of Theorem 1.3** Let $R_k(\Sigma)$ be the number of singular points of index at  
least $k$ in $\Sigma$. We repeat the trick of considering certain cones as in the dense case  
of the proof of Theorem 1.1. As before, we can select $m := \frac{4}{h^2}$ of them, where  
$\delta$ is the density of rays with self-intersection number $k$ in $\Sigma_h$. Then $R_k(\Sigma)$ is  
at least the number of such cones that exist.

For $\Sigma \in T(h, 1 - q)$, the probability of $\Sigma$ having any particular cone of  
this form is given by $r := (1 - q)^2q$. And since these cones are chosen to be independent,  
the number of such cones that exist is given by the binomial distribution, $Bin(m, r)$. Thus we have

$$P(R_k(\Sigma) \geq c \cdot h^2) \geq P(Bin(m, r) \geq c \cdot h^2)$$

Thus

$$P(R_k(\Sigma) < c \cdot h^2) \leq P(Bin(m, r) < c \cdot h^2)$$

Using a tail bound on the binomial distribution derived from Theorem 1 of  
[7], we get the following inequality so long as $c \cdot h^2 \leq m \cdot r$.

$$P(Bin(m, r) < c \cdot h^2) \leq e^{-2(mr - ch^2)^2}/m$$

We get this by viewing $Bin(m, r)$ as the sum of $m$ identically distributed  
independent random variables each taking the value 1 with probability $r$ and  
the value 0 with probability $1 - r$. Together with the previous inequality we get

$$P(R_k(\Sigma) < c \cdot h^2) \leq e^{-2(mr - ch^2)^2}/m$$

Then what we want to show is that the left hand side goes to zero, so it suffice to show that the right hand side goes to zero. To see this we use that  
$m \sim h^2$. For $c$ sufficiently small this allows us to rearrange to get the following  
inequality

$$P(R_k(\Sigma) < c \cdot h^2) \leq e^{-2m(r - c)^2}$$

But $r - c$ is constant, so we have

$$\lim_{h \to \infty} P(R_k(\Sigma) < c \cdot h^2) = 0$$
Now we move from bounding the numerator to bounding the denominator. For sufficiently large $h$, given a fan $\Sigma$ the number of fixed points in $\Sigma$ is less than the number of rays in $\Sigma$, and we know $|\Sigma(1)| \leq Nh^2$. Thus, up to an adjustment of the constant, we have that for sufficiently small $c$

$$\lim_{h \to \infty} P(\delta_k(\Sigma) < c \cdot h^2) = 0$$

\[ \square \]

A quick heuristic argument shows that so long as $p \to 1$, on average the density of cones in $\Sigma$ that are not in $\Sigma_h$ goes to zero, and since any singular points must come from cones not in the complete fan, from this we expect that with high probability the density will eventually be smaller than any positive number. Note also that this is distinct from asking that with high probability $\delta_k(\Sigma) = 0$. Here perhaps by looking at the expected value of $\delta_k(\Sigma)$ we can find something more enlightening.

6 Further Directions

6.1 Direct Generalizations

A first hope might be to generalize this to higher dimensions. But as stated before, our notion of a random fan does not directly extend to the case of higher dimensions. There are some potential candidates, but none seems particularly natural. The most straightforward way would simply be to still take random rays, but then use a “minimal triangulation” of the rays (viewed as points on the sphere) to choose a “minimal simplicial completion”, but this process is now quite complex and hard to understand.

One might also try to consider the behavior along the threshold, namely the case where $q$ is proportional to $1/h^2$ or where $1-q$ is proportional to $1/h^2$. Numeric data suggests that in this case, the behavior is dependent only on the limit of $q \cdot h^2$ or $(1-q)h^2$.

6.2 Complete Fans and the distribution of rays

Instead of asking about random fans we can also ask about the properties of this complete fan that shows up in the smooth case. In particular, one might reasonably ask whether the limit of these fans has a reasonable interpretation as a geometric object. As a first step, we could try to compute what the density of rays in $S_{\geq k}$ is in the limit. This geometrically is counting the number of exceptional divisors with appropriate negative self-intersection number. The bounds we get in Proposition 4.3 suffice for the purposes of our result. But the numerical results presented in Figure 5 allow us to conjecture the following refinement.
Conjecture 6.1. For \( k > 1 \)

\[
\lim_{h \to \infty} \frac{|S_{\geq k}|}{|\Sigma_h(1)|} = \frac{2}{T_k}
\]

Where \( T_n = \frac{n^2 + n}{2} \) is the n-th triangular number.

In particular, this would imply that not only is \( S_{\geq k} \) of positive density in \( \Sigma_h(1) \) but also \( S_k \), with that we would be able to strengthen Theorem 1.1.

Conjecture 6.2. Let \( k > 1 \) then for a fan \( \Sigma \) chosen with respect to \( T(h, 1-q) \). If \( q > 1/h^2 \) and \( 1-q > 1/h \) then with high probability \( X(\Sigma) \) has a singularity of index of exactly \( k \). If instead we have \( 1-q > 1/h^2 \), then with high probability \( X(\Sigma) \) has a singularity of index of at least \( k \).

For the first statement in this conjecture, it suffices to show that \( S_k \) is of positive density. Note that all we have is that \( S_{\geq k} \) has positive density. Given this, the proof of the conjecture would proceed exactly as the proof of the dense case of statement 2 of Theorem 1.1.

For the second statement in this conjecture, a different technique to count singularities of a particular index is required, since we currently have no obvious way of doing this for cones that aren’t just a simple blowdowns of a single ray relative to \( \Sigma_h \).

Also, there’s no reason to believe that we can extend the first statement to cover the second case, since we expect that with so few cones in the sparse case, we would at times fail to have any singularities of any particular index. In particular, the number of fixed points for \( 1-q < 1/h \) grows slower than linearly, and we expect that the number of possible singularity indexes to grow linearly, so in general a fan would fail to achieve most of the possible singularity indexes.

6.3 The Distribution of Rays

Similarly, we can also ask about the distribution of these rays instead of their density. One way is to consider the distribution within \( \mathbb{Z}^2 \) with rays represented

|   | \( \geq 2 \) | \( \geq 3 \) | \( \geq 4 \) | \( \geq 5 \) | \( \geq 6 \) | \( \geq 7 \) |
|---|---|---|---|---|---|---|
| 10 | 0.6875 | 0.3125 | 0.1875 | 0.125 | 0.125 | 0.0625 |
| 50 | 0.6641 | 0.3359 | 0.1990 | 0.1370 | 0.0930 | 0.0724 |
| 100 | 0.6675 | 0.3325 | 0.1997 | 0.1327 | 0.0959 | 0.0716 |
| 500 | 0.6666 | 0.3334 | 0.2000 | 0.1334 | 0.0952 | 0.0714 |
| 1000 | 0.6667 | 0.3333 | 0.2000 | 0.1333 | 0.0953 | 0.0714 |
| 5000 | 0.6667 | 0.3333 | 0.2000 | 0.1333 | 0.0952 | 0.0714 |

Conjectured Limits: 2/3, 2/6, 2/10, 2/15, 2/21, 2/28.
Figure 6: By plotting the values of the self intersection numbers in the case of $h = 5$, we can see the pattern suggested by Proposition 4.3. In particular, the rays with low self-intersection are concentrated near the boundary.

by their minimal lattice generators. This yields concentric shells of points with decreasing singularity index, as illustrated in Figure 6 for the case of $h = 5$. In particular, these shells can be a way to understand the geometry of Proposition 4.3 and Conjecture 6.1.
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