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ABSTRACT

FourCastNet, short for Fourier ForeCasting Neural Network, is a global data-driven weather forecasting model that provides accurate short to medium-range global predictions at 0.25° resolution. FourCastNet accurately forecasts high-resolution, fast-timescale variables such as the surface wind speed, precipitation, and atmospheric water vapor. It has important implications for planning wind energy resources, predicting extreme weather events such as tropical cyclones, extra-tropical cyclones, and atmospheric rivers. FourCastNet matches the forecasting accuracy of the ECMWF Integrated Forecasting System (IFS), a state-of-the-art Numerical Weather Prediction (NWP) model, at short lead times for large-scale variables, while outperforming IFS for small-scale variables, including precipitation. FourCastNet generates a week-long forecast in less than 2 seconds, orders of magnitude faster than IFS. The speed of FourCastNet enables the creation of rapid and inexpensive large-ensemble forecasts with thousands of ensemble-members for improving probabilistic forecasting. We discuss how data-driven deep learning models such as FourCastNet are a valuable addition to the meteorology toolkit to aid and augment NWP models.
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1 Introduction

The beginnings of modern numerical weather prediction (NWP) can be traced to the 1920s. Now ubiquitous, they contribute to economic planning in key sectors such as transport, logistics, agriculture, and energy production. Accurate weather forecasts have saved countless human lives by providing advance notice of extreme events. The quality of weather forecasts has been steadily improving over the past decades (c.f. Bauer et al. [2015], Alley et al. [2019]). The earliest dynamically-modeled numerical weather forecast for a single point was computed using a slide rule and table of logarithms by Lewis Fry Richardson in 1922 [Richardson, 2007] and took six weeks to compute a 6-hour forecast of the atmosphere. By the 1950s, early electronic computers greatly improved the speed of forecasting, allowing operational forecasts to be calculated fast enough to be useful for future prediction. In addition to better computing capabilities, improvements in weather forecasting have been achieved through better parameterization of small-scale processes through deeper understanding of their physics and higher-quality atmospheric observations. The latter has resulted in improved model initializations via data assimilation.

There is now increasing interest around developing data-driven Deep Learning (DL) models for weather forecasting owing to their orders of magnitude lower computational cost as compared to state-of-the-art NWP models [Schultz et al., 2021, Balaji, 2021, Irgang et al., 2021, Reichstein et al., 2019]. Many studies have attempted to build data-driven models for forecasting the large-scale circulation of the atmosphere, either trained on climate model outputs, general circulation models (GCM) [Scher and Messori, 2018, 2019, Chattopadhyay et al., 2020a], reanalysis products [Weyn et al., 2019, 2020, 2021, Rasp et al., 2020, Rasp and Thuerey, 2021a, 2020, Chattopadhyay et al., 2021, Arcomano et al., 2020, Chantry et al., 2021, Grönquist et al., 2021], or a blend of climate model outputs and reanalysis products [Rasp and Thuerey, 2021a].

Data-driven models have great potential to improve weather predictions by overcoming model biases present in NWP models and by enabling the generation of large ensembles at low computational cost for probabilistic forecasting and data assimilation. By training on reanalysis data or observations, data-driven models can avoid limitations that exist in NWP models [Schultz et al., 2021, Balaji, 2021], such as biases in convection parameterization schemes that strongly affect precipitation forecasts. Once trained, data-driven models are orders of magnitude faster than traditional NWP models in generating forecasts via inference, thus enabling the generation of very large ensembles [Chattopadhyay et al., 2021, Weyn et al., 2021].

In this regard, Weyn et al. [2021] have shown that large data-driven ensembles improve subseasonal-to-seasonal (S2S) forecasts over operational NWP models that can only incorporate a small number of ensemble members. Furthermore, a large ensemble helps improve data-driven predictions of extreme weather events in short- and long-term forecasts [Chattopadhyay et al., 2021, Weyn et al., 2021].

Most data-driven weather models, however, use low-resolution data for training, usually at the 5.625° resolution as in Rasp and Thuerey [2021b] or 2° as in Weyn et al. [2020]. These prior attempts have achieved good results on forecasting some of the coarse, low-resolution atmospheric variables. However, the coarsening procedure leads to the loss of crucial, fine-scale physical information. For data-driven models to be truly impactful, it is essential that they generate forecasts at the same or greater resolution than current state-of-the-art numerical weather models, which are run at ≈ 0.1° resolution. Forecasts at 5.625° spatial resolution, for instance, result in a mere 32 × 64 pixels grid representing the entire globe. Such a forecast is not able to resolve features smaller than ≈ 500 km. Such coarse forecasts fail to account for the important effects of small-scale dynamics on the large scales and the impact of topographic features such as mountain ranges and lakes on small-scale dynamics. This limits the practical utility of low-resolution forecasts. While low-resolution forecasts may be justified for variables that do not possess a lot of small-scale structures, such as the geo-potential height at 500 hPa (Z500), higher-resolution data (e.g., at 0.25° resolution) can substantially improve the predictions of data-driven models for variables like low-level winds (U10 and V10) that have complex fine-scale structures. Moreover, high-resolution models can resolve the formation and dynamics of high-impact extreme events such as tropical cyclones, which would otherwise be inadequately represented on a coarser grid.

Our approach: We develop FourCastNet, a Fourier-based neural network forecasting model, to generate global data-driven forecasts of key atmospheric variables at a resolution of 0.25°, which corresponds to a spatial resolution of roughly 30 km × 30 km near the equator and a global grid size of 720 × 1440 pixels. This allows us, for the first time, to make a direct comparison with the high-resolution Integrated Forecasting System (IFS) model of the European Center for Medium-Range Weather Forecasting (ECMWF).

Figure 1 shows an illustrative global near-surface wind speed forecast at a 96-hour lead time generated using FourCastNet. We highlight key high-resolution details that are resolved and accurately tracked by our forecast, including Super Typhoon Mangkhut and three named cyclones heading towards the eastern coast of the United States (Florence, Isaac, and Helene).
Figure 1: Illustrative example of a global near-surface wind forecast generated by FourCastNet over the entire globe at a resolution of $0.25^\circ$. To prepare this figure, we initialized FourCastNet with an initial condition from the out-of-sample test dataset with the calendar timestamp September 8, 2018 at 00:00 UTC. Starting from this initial condition, the model was allowed to run freely for 16 time-steps of six hours each in inference mode (Figure 2(d)) corresponding to a 96-hour forecast. Panel (a) shows the wind speed at model initialization. Panel (b) shows the model forecasts at forecast lead time of 96 hours (upper panel) and the corresponding true wind speeds at that time (lower panel). FourCastNet is able to forecast the wind speeds 96 hours in advance with remarkable fidelity and correct fine-scale features. The forecast accurately captures the formation and track of Super Typhoon Mangkhut that begins to form at roughly $10^\circ$ N, $210^\circ$ W (see Inset 1). Further, the model captures the intensification and track of the typhoon over a period of four days. During the period of this forecast, the model reveals three named hurricanes (Florence, Issac, and Helene) forming in the Atlantic Ocean and approaching the eastern coast of North America (see Inset 2). Further discussion of hurricane forecasts using FourCastNet is provided in Section 3.1 and Appendix B.
FourCastNet is about 45,000 times faster than traditional NWP models on a node-hour basis. This orders of magnitude speedup, along with the unprecedented accuracy of FourCastNet at high resolution, enables inexpensive generation of extremely large ensemble forecasts. This dramatically improves probabilistic weather forecasting. Massive large-ensemble forecasts of events such as hurricanes, atmospheric rivers, and extreme precipitation can be generated in seconds using FourCastNet. This could lead to better-informed disaster response. Furthermore, FourCastNet’s reliable, rapid, and cheap forecasts of near-surface wind speeds can improve wind energy resource planning at onshore and offshore wind farms. The energy required to train FourCastNet is approximately equal to the energy required to generate a 10-day forecast with 50 ensemble members using the IFS model. Once trained, however, FourCastNet uses about 12,000 times less energy to generate a forecast than the IFS model. We expect FourCastNet to be only trained once; the energy consumption of subsequent fine tuning is negligible.

FourCastNet uses a Fourier transform-based token-mixing scheme \cite{guibas2022fourier} with a vision transformer (ViT) backbone \cite{dosovitskiy2021an}. This approach is based on the recent Fourier neural operator that learns in a resolution-invariant manner and has shown success in modeling challenging partial differential equations (PDE) such as fluid dynamics \cite{li2021fourier}. We chose a ViT backbone since it is capable of modeling long-range dependencies well. Combining ViT with Fourier-based token mixing yields a state-of-the-art high-resolution model that resolves fine-grained features and scales well with resolution and size of dataset. This approach enables training high-fidelity data-driven models at truly unprecedented resolution.\footnote{We estimate that FourCastNet could be trained on currently available GPU hardware in about two months with 40 years of global 5-km data, if such data were available.}

In summary, FourCastNet makes four unprecedented contributions to data-driven weather forecasting:

1. FourCastNet predicts, with unparalleled accuracy at forecast lead times of up to one week, challenging variables such as surface winds and precipitation. No deep learning (DL) model thus far has attempted to forecast surface winds on global scales. Additionally, DL models for precipitation on global scales have been inadequate for resolving small-scale structures. This has important implications for disaster mitigation and wind energy resource planning.

2. FourCastNet has eight times greater resolution than state-of-the-art DL-based global weather models. Due to its high resolution and accuracy, FourCastNet resolves extreme events such as tropical cyclones and atmospheric rivers that have been inadequately represented by prior DL models owing to their coarser grids.

3. FourCastNet’s predictions are comparable to the IFS model on metrics of Root Mean Squared Error (RMSE) and Anomaly Correlation Coefficient (ACC) at lead times of up to three days. After, predictions of all modeled variables lag close behind IFS at lead times of up to a week. Whereas the IFS model has been developed over decades, contains greater than 150 variables at more than 50 vertical levels in the atmosphere, and is guided by physics, FourCastNet models 20 variables at five vertical levels, and is purely data driven. This comparison points to the enormous potential of data-driven modeling in complementing and eventually replacing NWP.

4. FourCastNet’s reliable, rapid, and computationally inexpensive forecasts facilitate the generation of very large ensembles, thus enabling estimation of well-calibrated and constrained uncertainties in extremes with higher confidence than current NWP ensembles that have at most approximately 50 members owing to their high computational cost. Fast generation of 1,000-member ensembles dramatically changes what is possible in probabilistic weather forecasting, including improving reliability of early warnings of extreme weather events and enabling rapid assessment of their impacts.

2 Training Methods

The ECMWF provides a publicly available, comprehensive dataset called ERA5 \cite{hersbach2020era5} which consists of hourly estimates of several atmospheric variables at a latitude and longitude resolution of 0.25° from the surface of the earth to roughly 100 km altitude from 1979 to the present day. ERA5 is an atmospheric reanalysis \cite{kalnay2003era5} dataset and is the result of an optimal combination of observations from various measurement sources and the output of a numerical model using a Bayesian estimation process called data-assimilation \cite{kalnay2003era}. The dataset is essentially a reconstruction of the optimal estimate of the observed history of the Earth’s atmosphere. We use the ERA5 dataset to train FourCastNet. While the ERA5 dataset has several prognostic variables available at 37 vertical levels with an hourly resolution, computational and data limitations along with other operational considerations for DL models restricts our choice, based on physical reasoning, to a subset of these available variables to train our model on.

In this work, we focus on forecasting two important and challenging atmospheric variables, namely, (1) the wind velocities at a distance of 10m from the surface of the earth and (2) the 6-hourly total precipitation. There are a few reasons for our focus on these variables. First, surface wind velocities and precipitation require high-resolution
models to resolve and forecast accurately because they contain and are influenced by many small-scale features. Due to computational and model architectural limitations, previous efforts in DL-based weather prediction have not been able to produce global forecasts for these variables at full ERA5 resolution. Near-surface wind velocity forecasts have a tremendous amount of utility due to their key role in planning energy storage, grid transmission, and other operational considerations at on-shore and off-shore wind farms. As we show in Section 3.1 near-surface wind forecasts (along with wind forecasts above the atmospheric boundary layer) can help track extreme wind events such as hurricanes and can be used for disaster preparedness. Our second focus is on forecasting total precipitation where DL models can potentially show great promise. NWP models, such as the operational IFS, have several parameterization schemes to tractably forecast precipitation and since neural networks are known to have impressive capabilities at deducing parameterizations from high-resolution observational data, they are well-suited for this task.

Although we focus on forecasting near-surface wind-speed and precipitation, our model also forecasts with remarkable accuracy several other variables. In our forecast, we include the geopotential height, temperature, wind velocity, and relative humidity at a few different vertical levels, a few near-surface variables such as surface pressure and mean sea-level pressure as well as the integrated total column of water vapor.

### 2.1 FourCastNet: Model Description

To produce our high-resolution forecasts, we choose the Adaptive Fourier Neural Operator (AFNO) model [Guibas et al., 2022]. This particular neural network architecture is appealing as it is specifically designed for high-resolution inputs and synthesizes several key recent advances in DL into one model. Namely, it combines the Fourier Neural Operator (FNO) learning approach of [Li et al., 2021a], which has been shown to perform well in modeling challenging PDE systems, with a powerful ViT backbone.

The vision transformer (ViT) architecture and its variants have emerged as the state-of-the-art in computer vision over the previous years, showing remarkable performance on a number of tasks and scaling well with increased model and dataset sizes. Such performance is attributed mainly to the multi-head self-attention mechanism in these networks, which allows the network to model interactions between features (called tokens in ViT representation terms) globally at each layer in the network. However, spatial mixing via self-attention is quadratic in the number of tokens, and thus quickly becomes infeasible for high-resolution inputs.

Several ViT variants with reduced computational complexity have been proposed, with various alternate mechanisms for spatial token mixing employed in each. However, the AFNO model is unique in that it frames the mixing operation as continuous global convolution, implemented efficiently in the Fourier domain with FFTs, which allows modeling dependencies across spatial and channel dimensions flexibly and scalably. With such a design, the spatial mixing complexity is reduced to $O(N \log N)$, where $N$ is the number of image patches or tokens. This scaling allows the AFNO model to be well-suited to high-resolution data at the current 0.25° resolution considered in this paper as well as potential future work at an even higher resolution. In the original FNO formulation, the operator learning approach showed impressive results solving turbulent Navier-Stokes systems, so incorporating this into a data-driven atmospheric model is a natural choice.

Given the general popularity of convolutional network architectures, and particularly their usage in previous works forecasting ERA5 variables [Rasp and Thuerey, 2021b] [Weyn et al., 2020], it is worth contrasting our AFNO model with these more conventional architectures. For one, the ability of AFNO to scale well with resolution yields immediate practical benefits – at our 720x1440 resolution, the FourCastNet model memory footprint is about 10GB with a batch size of 1. To contrast this, we can look at the 19-layer ResNet architecture from a prior result on WeatherBench [Rasp and Thuerey, 2021b], which was trained at a very coarse resolution (32×64 pixels). Naively transferring this architecture to our dataset and training at 720×1440 resolution would require 83GB for a batch size of 1. This is prohibitive, and is compounded by the fact that it is somewhat of a lower bound – with order-of-magnitude increases in resolution, a convolution-based network’s receptive field would similarly need to grow via the addition of even more layers.

Beyond practical considerations, our preliminary non-exhaustive experiments suggested that convolutional architectures showed poor performance on capturing small scales over many time steps in auto-regressive inference. These observations along with our knowledge of the current state of the art for high-resolution image processing in image de-noising, super-resolution and de-blurring are a strong motivation for our choice of a ViT architecture over a convolutional architecture.

While we refer the reader to the original AFNO paper [Guibas et al., 2022] for more details, we briefly describe the flow of computation in our model here. First, the input variables on the 720×1440 lat-lon grid are projected to a 2D grid $(h \times w)$ of patches (with a small patch size $p \times p$, where e.g., $p = 8$), with each patch represented as a $d$-dimensional token. Then, the sequence of patches are fed, along with a positional encoding, to a series of AFNO layers. Each layer,
Figure 2: (a) The multi-layer transformer architecture that utilizes the Adaptive Fourier Neural Operator with shared MLP and frequency soft-thresholding for spatial token mixing. The input frame is first divided into a \(h \times w\) grid of patches, where each patch has a small size \(p \times p \times c\). Each patch is then embedded in a higher dimensional space with high number of latent channels and position embedding is added to form a sequence of tokens. Tokens are then mixed spatially using AFNO, and subsequently for each token the latent channels are mixed. This process is repeated for \(L\) layers, and finally a linear decoder reconstructs the patches for the next frame from the final embedding. The right-hand panels describe the FourCastNet model’s additional training and inference modes: (b) two-step fine-tuning, (c) backbone model that forecasts the 20 variables in Table 1 with secondary precipitation diagnostic model (note that \(p(k+1)\) denotes the 6 hour accumulated total precipitation that falls between \(k+1\) and \(k+2\) time steps) (d) forecast model in free-running autoregressive inference mode.

Given an input tensor of patches \(X \in \mathbb{R}^{h \times w \times d}\), performs spatial mixing followed by channel mixing. Spatial mixing happens in the Fourier domain as follows:

Step 1. Transform tokens to the Fourier domain with

\[
    z_{m,n} = [\text{DFT}(X)]_{m,n},
\]

where \(m, n\) index the patch location and DFT denotes a 2D discrete Fourier transform.

Step 2. Apply token weighting in the Fourier domain, and promote sparsity with a Soft-Thresholding and Shrinkage operation as

\[
    \tilde{z}_{m,n} = S_{\lambda}(\text{MLP}(z_{m,n})),
\]

where \(S_{\lambda}(x) = \text{sign}(x) \max(|x| - \lambda, 0)\) with the sparsity controlling parameter \(\lambda\), and MLP() is a 2-layer multi-layer perceptron with block-diagonal weight matrices which are shared across all patches.

Step 3. Inverse Fourier to transform back to the patch domain and add a residual connection as

\[
    y_{m,n} = [\text{IDFT}(\tilde{Z})]_{m,n} + X_{m,n}.
\]
We collectively denote the modeled variables by the tensor $X$. While our primary interest lies in forecasting the surface wind velocities and precipitation, the complex atmospheric system contains strong nonlinear interactions across several variables such as temperatures, surface pressures, humidity, moisture content from the surface of the earth to the stratosphere, etc. In order to model these interactions, we choose a few variables (Table 1) to represent the instantaneous state of the atmosphere. These variables are specifically chosen to model important processes that influence low-level winds and precipitation. As such, we treat all the prognostic variables equally and the model architecture or optimization scheme does not afford special treatment to any of the prognostic variables.

Each of the variables in Table 1 is re-gridded from a Gaussian grid to a regular Euclidean grid using the standard interpolation scheme provided by the Copernicus Climate Data Store (CDS) Application Programming Interface (API). Following the re-gridding process, each of the 20 variables is represented as a 2D field of shape $(721 \times 1440)$ pixels. Thus, a single training data point at an instant in time containing all 20 variables is represented by a tensor of shape $(721 \times 1440 \times 20)$. While the ERA5 dataset is available at a temporal resolution of 1 hour, we choose to sub-sample the dataset and use snapshots spaced 6 hours apart to train our model. Within each 24 hour day, we choose to sample the 20 variable subset of the ERA5 dataset at 0000 hrs, 0600 hrs, 1200 hrs and 1800 hrs. We divide the dataset into three sets, namely training, validation and out-of-sample testing datasets. The training dataset consists of data from the year 1979 to 2015 (both included). The validation dataset contains data from the years 2016 and 2017. The out-of-sample testing dataset consists of data from the years 2018 and beyond.

We collectively denote the modeled variables by the tensor $X(k \Delta t)$, where $k$ denotes the time index and $\Delta t$ is the temporal spacing between consecutive snapshots in the training dataset. We will consider the ERA5 dataset as the truth and denote the true variables by $X_{true}(k \Delta t)$. With the understanding that $\Delta t$ is fixed at 6 hours throughout this work, we omit $\Delta t$ in our notation for convenience where appropriate. The training procedure consists of two steps, pre-training and fine-tuning. In the pre-training step, we train the AFNO model using the training dataset in a supervised fashion to learn the mapping from $X(k)$ to $X(k + 1)$. In the fine-tuning step, we start from the previously pre-trained model and optimize the model to predict two time steps, i.e., the model first generates the output $X(k + 1)$ from the input $X(k)$. The model then uses its own output $X(k + 1)$ as an input and generates the output $X(k + 2)$. We then compute a training loss by comparing each of $X(k + 1)$ and $X(k + 2)$ to the respective ground truth from the training data and use the sum of the two training losses for optimizing the model. In both, the pre-training and fine-tuning steps, the training dataset is used to optimize the model and the validation dataset is used to estimate the model skill during hyper-parameter optimization. The out-of-sample testing dataset is untouched. The training dataset consists of 54020 samples while the validation dataset contains 2920 samples. We refer to the trained and fine-tuned model as the ‘backbone’. The model is pre-trained using a cosine learning-rate schedule with a starting learning rate $\ell_1$ for 80 epochs. Following the pre-training, the model is fine-tuned for a further 50 epochs using a cosine learning-rate schedule and a lower learning rate $\ell_2$. The precipitation model (described in Section 2.3) is then added to the trained backbone and trained for 25 epochs using a cosine learning rate schedule with an initial learning rate $\ell_3$. The learning rates and other training hyperparameters are provided in Table 3 in Appendix A. The end to end training takes about 16 hours wall-clock time on a cluster of 64 Nvidia A100 GPUs.

### 2.3 Precipitation Model

The total precipitation ($TP$) in the ERA5 re-analysis dataset is a variable that represents the accumulated liquid and frozen water that falls to the Earth’s surface through rainfall and snow. It is defined in units of length as the depth of water that would accumulate if spread evenly over a unit grid box of the model. Compared to the variables handled by

| Vertical Level | Variables |
|----------------|-----------|
| Surface        | $U_{10}, V_{10}, T_{2m}, sp, mslp$ |
| 1000hPa        | $U, V, Z$ |
| 850hPa         | $T, U, V, Z, RH$ |
| 500hPa         | $T, U, V, Z, RH$ |
| 50hPa          | $Z$ |
| Integrated     | TCWV      |

Table 1: Prognostic Variables modeled by the DL model. Abbreviations are as follows. $U_{10}$ ($V_{10}$): zonal (meridional) wind velocity 10m from the surface; $T_{2m}$: Temperature at 2m from the surface; $T$, $V$, $U$, $Z$, $RH$: Temperature, zonal velocity, meridional velocity, geopotential, relative humidity respectively at specified vertical level; TCWV: Total Column Water Vapor.
our backbone model, \( TP \) exhibits certain features that complicate the task of forecasting it—the probability distribution of \( TP \) is strongly peaked at zero with a long tail towards positive values. Hence, \( TP \) exhibits more sparse spatial features than the other prognostic variables. In addition, \( TP \) does not have significant impact on the variables that guide the dynamical evolution of the atmosphere (e.g., winds, pressures, and temperatures), and capturing it accurately in NWP involves complex parameterizations for processes like phase changes.

For these reasons, we treat the total precipitation (\( TP \)) as a diagnostic variable and denote it by \( p(k;\Delta t) \). Total precipitation is not included in the 20 variable dataset used to train the backbone model\(^2\). Rather, we train a separate AFNO model to diagnose \( TP \) using the outputs of the backbone model, as indicated in Figure 2(c). This approach decouples the difficulties of modeling precipitation (which typically deteriorates in accuracy fairly quickly) from the general task of forecasting the atmospheric state. In addition, once trained, our diagnostic \( TP \) model could potentially be used in conjunction with other forecast models (either traditional NWP or data-driven forecasts).

The model used to diagnose precipitation from the output of the backbone has the same base AFNO architecture, with an additional 2D convolutional layer (with periodic padding) and a ReLU activation as the last layer, used to enforce non-negative precipitation outputs. Since the backbone model makes predictions in 6-hour increments, we train our diagnostic precipitation model to predict the 6-hourly accumulated total precipitation (rather than the 1 hour precipitation in the raw ERA5 data). This also enables easy comparison with the IFS model, which is archived in 6-hour increments and thus also predicts 6-hourly accumulated precipitation. Following [Rasp et al., 2020], we additionally log-transform the precipitation field: \( TP = \log(1 + TP/\epsilon) \), with \( \epsilon = 1 \times 10^{-5} \). Since total precipitation values are highly sparse, this transformation discourages the network from predicting zeros and ensures a less skewed distribution of values. For any comparisons with the IFS model or ERA5 ground truth, we transform \( TP \) back to units of length.

2.4 Inference

We generate forecasts of the core atmospheric variables in Table 1 and the total precipitation by using our trained models in autoregressive inference mode as shown in Figure 2(d). The model is initialized with an initial condition \((X_{true}(j))\) from the year 2018\(^3\) out-of-sample held out dataset for \( N_f \) different initial conditions and allowed to freely run iteratively for \( \tau \) time-steps to generate forecasts \{\( X_{pred}(j + i\Delta t) \)\}_{i=1}^{\tau}. The initial conditions \( X_{true}(j) \) are spaced apart by \( D \) days based on a rough estimate of the temporal de-correlation time for each of the variables being forecast. The value of \( D \) and \( N_f \) is thus different for each of the forecast variables and listed in Table 4 of Appendix A unless otherwise specified. We also use the IFS forecasts for the year 2018 from The International Grand Global Ensemble (TIGGE) archive for comparative analysis. The archived IFS forecasts, with initial conditions matching the times of corresponding initial conditions for the FourCastNet model forecast, are used for comparing our model’s accuracy to that of the IFS model.

3 Results

Figure 1 qualitatively shows the forecast skill of our FourCastNet model on forecasting the surface wind speeds over the entire globe at a resolution of 0.25°-lat-long. The wind speeds are computed as the magnitude of the surface wind velocity using the zonal and meridional components of the wind velocity i.e., \( \sqrt{U_{10}^2 + V_{10}^2} \). To prepare this figure, we initialized the FourCastNet model with an initial condition from the out-of-sample test dataset. Starting from this initial condition, the model was allowed to run freely for 16 time-steps in inference mode (Figure 2(d)). The calendar time-stamp of the initial condition used to generate this forecast was September 8, 2018 at 00:00 UTC. Figure 1(a) shows the wind speed at model initialization. Figure 1(b) shows the model forecasts at a lead time of 96 hours (upper-panel) and the corresponding true wind speeds at that time (lower-panel). We note that the FourCastNet model is able to forecast the wind speeds up to 96 hours in advance with remarkable fidelity with correct fine-scale features. Notably, this figure illustrates the forecast of the formation and track of a super-typhoon named Mangkhut that is beginning to form in the initialization frame at roughly 10° N latitude, 210° W longitude. The model qualitatively tracks with remarkable fidelity the intensification of the typhoon and its track over a period of 4 days. Also of note are three simultaneous named hurricanes (Florence, Issac and Helene) forming in the Atlantic ocean and approaching the eastern coast of North America during the period of this forecast. The FourCastNet model appears to be able to forecast the formation and track of these phenomena remarkably well. We provide a further discussion of hurricane forecasts with a few quantitative results and case studies in Section 5.1 and Appendix B.

\(^2\)This approach is similar to previous work [Rasp and Thuerey, 2021b], which trained a separate model for precipitation than for the other atmospheric variables.

\(^3\)The year 2018 was chosen from the out-of-sample dataset due to ready availability of IFS forecasts for that year from the TIGGE archive.
In Fig 3, we show the forecast skill of our model in diagnosing total precipitation over the entire globe. Using the free running FourCastNet model predictions (from above) for the 20 prognostic variables as input to the precipitation model, we diagnose total precipitation at the same time steps. Fig 3(a) shows the precipitation at the initial time, Fig 3(b) shows the model predictions at lead time 36 hours along with the corresponding ground truth. The inset panels show the precipitation fields over a local region along the western coast of the United States, highlighting the ability of the FourCastNet model to resolve and forecast localized areas of high precipitation with remarkable accuracy. Forecasting precipitation is known to be an extremely difficult task due to its intermittent and stochastic nature. Despite these challenges, we observe that the FourCastNet diagnosis shows excellent skill in capturing short-term high-resolution precipitation features, which can have significant impact in predicting extreme events. We also note that this is the first time a DL model has been successfully utilized to provide competitive precipitation diagnosis at this scale.

3.1 Hurricanes

In this section, we explore the potential utility of developing DL models for forecasting hurricanes, a category of extreme events with tremendous destructive potential. A rapidly available, computationally inexpensive atmospheric model that could could forewarn the possibility of hurricane formation and track the path of the hurricane would be of great utility for mitigating loss of life and property damage. As the stakes for mis-forecasting such extreme weather phenomena are very high, more rigorous studies need to be undertaken before DL can be considered a mature technology to forecast hurricanes. The results herein should be considered a preliminary and exploratory dive for inspiring future research into the potential of DL models to provide valuable models of this phenomenon. Prior to this work, DL models were trained on data that was too coarse and thus incapable of resolving atmospheric variables finely enough (see Appendix B for an illustration). Prior models could not generate accurate predictions of wind speed and other important prognostic variables with long enough forecast lead times to consider hurricane forecasts. Our model has reasonably good resolution and generates accurate medium-range forecasts of variables that allow us to track the generation and path of hurricanes. For a case-study we consider a hurricane that occurred in 2018 (a year that is part of our out-of-sample dataset), namely hurricane Michael.

Michael was a category 5 hurricane on the Saffir -Simpson Hurricane Wind Scale that made landfall in Florida causing catastrophic damage [Leven II et al. 2019]. Michael started as a tropical depression around October 7, 2018. Within a day, the depression intensified into a hurricane. After undergoing rapid intensification in the gulf of Mexico, Michael reached category 5 status. Soon after, Michael made landfall in Florida on October 10, 2018. Thus within a short period of roughly 72 hours, Michael went from a tropical depression to a category 5 hurricane to landfall.

We use our trained model as described in Section 2 (with no further changes) to study the potential of our model for forecasting the formation, rapid intensification and tracking of hurricane Michael. The FourCastNet model is capable of rapidly generating large ensemble forecasts. We start from the initial condition at the calendar time 00:00 hours on October 7, 2018 UTC. The initial condition was perturbed with Gaussian noise to generate an ensemble of \( E = 100 \) perturbed initial conditions. We provide further discussion of ensemble forecasting using FourCastNet in Section 3.2.4. Figure 4 shows the track of the hurricane and the intensification as forecast by the 100-member FourCastNet ensemble using the Mean Sea Level Pressure to estimate the eye of the hurricane and the minimum pressure at the eye. Figure 4(a) shows the mean position of the minima of Mean Sea Level Pressure using a 100 member ensemble forecast generated by FourCastNet (red circles). The corresponding ground truth according to ERA5 reanalysis is indicated on the same plot (blue squares) over a trajectory spanning 108 hours. The shaded ellipses in the figure have a width and height equal to the 90th percentile spread in the longitudinal and latitudinal positions respectively of the hurricane eye as indicated by the MSLP minima in the 100-member FourCastNet ensemble. Figure 4(b) quantitatively demonstrates that the FourCastNet model is able to predict the intensification of the hurricane as the hurricane eye pressure drops rapidly in the first 72 hours. The minimum MSLP at the eye of hurricane Michael as forecast by FourCastNet is indicated by red circles and the corresponding true minimum from the ERA5 reanalysis is shown by blue circles. The red shaded region shows the region between the first and third quartiles of minimum MSLP in the 100-member ensemble. While this is an impressive result for a model trained on 0.25° resolution data, the model fails to fully forecast the extent of the sharp drop in pressure between 36 and 48 hours. We hypothesize that this is likely due to the fact that the current version of the FourCastNet model does not account for a number of convective and radiative processes that would be crucial to such a forecast. Additionally we expect an AFNO model trained on even higher resolution data to improve such a forecast.

Figures 4(c),(d) and Fig 11 in Appendix B respectively provide a qualitative visualization of three prognostic variables that are useful for tracking the formation, intensification and path of a hurricane, namely the wind speed at the surface and at 850hPa level (calculated as the magnitude of the velocity from the meridional and zonal components of the respective velocity – \( U_{10}, V_{10}, U_{500}, V_{500} \)), and the Mean Sea Level Pressure. We believe there is tremendous potential to improve these forecasts by training even higher resolution DL weather models using the AFNO architecture.
Figure 3: Illustration of a global Total Precipitation (TP) forecast using the FourCastNet model. Land-sea borders are shown using a thin white trace. For ease of visualization, the precipitation field is plotted as a log-transformed field in all panels. Panel (a) shows the TP fields at the time of forecast initialization. Panel (b) shows the TP forecast generated by the FourCastNet model (upper panel) over the entire globe at 0.25°-lat-long resolution with the corresponding truth (lower panel). Inset 1 shows the I.C., forecast and true precipitation fields at a lead time of 36 hours over a local region along the western coast of the United States. This highlights the ability of the FourCastNet model to resolve and predict localized regions of high precipitation, in this case due to an atmospheric river. Inset 2 shows the I.C., forecast, and true precipitation fields near the coast of the U.K. and highlights an extreme precipitation event due to an extra-tropical cyclone that is predicted very well by the FourCastNet model. The precipitation is diagnosed from the FourCastNet predicted prognostic variables as described in Figure 2(d). The calendar time-stamp of the initial condition used to generate this forecast was 00:00 UTC on April 4, 2018. The high-resolution FourCastNet model demonstrates excellent skill in capturing small scale features that are key to precipitation forecasting.
Our forecasts of the wind speeds and the mean sea level pressure qualitatively match the ground truth remarkably well over a period of 72 hours. Figures 4(a), (b), (c), (d), along with 11 in Appendix B clearly show that the DL model is able to forecast the formation, intensification and track of the hurricane from a tropical depression to landfall on the coast of Florida.

Further research is warranted to quantitatively study the potential of our DL model to accurately forecast hurricanes and similar extreme phenomena but these results show great promise in the ability of DL models to aid in the forecasting of one of the most destructive phenomena affecting human life.

### 3.2 Atmospheric Rivers

Atmospheric rivers are columns of moisture that are transported by atmospheric circulation currents and carry large amounts of water vapor from the tropics to the extra-tropical regions. They are called ‘rivers’ as they often carry an amount of water equivalent to that of the flow rate of major rivers. Large atmospheric rivers can cause extreme precipitation upon landfall, with the potential to cause flooding and extensive damage. More moderately-sized atmospheric rivers are crucial to the water supply of the western United States. Thus, forecasting atmospheric rivers and their landfall locations is crucial for early warning of flooding in low-lying coastal areas as well as for water resource planning.

Figure 5 shows the use of our FourCastNet model for predicting the formation and evolution of an atmospheric river (using the Total Column of Water Vapor variable) in April 2018 as it made eventual landfall in Northern California. This type of river which passes through Hawaii is often called the Pineapple Express. Atmospheric rivers show up very clearly in the ‘Total Column Water Vapor’ field that is forecast by the FourCastNet backbone model. The FourCastNet model has very good prediction accuracy for TCWV, with ACC≥ 0.6 out beyond 8 days as shown by the ACC plot in Figure 6. For this atmospheric river, the FourCastNet model was initialized using an initial condition on April 4, 2018 at 00:00 hours UTC, which we display in Figure 5(a). Figures 5(b) and 5(c) show the forecast of the TCWV fields generated by the FourCastNet model (top panels) at a lead time of 36 hours and 72 hours respectively and the corresponding ground truth (bottom panels).

While TCWV is a reasonable proxy for atmospheric rivers, we expect future iterations of our model to include Integrated Vapor Transport and Total Column of Liquid Water as additional variables to aid in the forecast of atmospheric rivers.

### 3.3 Quantitative Skill of FourCastNet

We illustrate the forecast skill of our model for $N_f$ initial conditions from the out-of-sample dataset (consisting of the year 2018) and generate a forecast for each initial condition. For each forecast, we evaluate the latitude-weighted Anomaly Correlation Coefficient (ACC) and Root Mean Squared Error (RMSE) for all of the variables included in the forecast. See Appendix C for formal definitions of ACC and RMSE. We report the mean ACC and RMSE for each of the variables along with the first and third quartile values of the ACC and RMSE at each forecast time step, to show the dispersion of these metrics over different initial conditions. As a comparison, for the variables listed in Table 4, we also compute the same ACC and RMSE metrics for the corresponding IFS forecast with time-matched initial conditions.

Figure 6(a-f) shows the latitude weighted ACC for the FourCastNet model forecasts (Red line with markers) and the corresponding matched IFS forecasts (Blue line with markers) for the variables (a) $U_{10}$, (b) $T_P$, (c) $T_{2m}$, (d) $Z_{500}$, (e) $T_{850}$, (f) $V_{10}$. The ACC and RMSE values are averaged over $N_f$ initial conditions with an interval of $D$ days between consecutive initial conditions, where the $N_f$ and $D$ values are specified in Table 4. The shaded regions around the ACC curves indicate the region between the first and third quartile values of the corresponding quantity at each time step. The corresponding RMSE plots are shown in Figure 6 in Appendix D.

In general, the FourCastNet predictions are very competitive with IFS, with our model achieving similar ACC and RMSE over a horizon of several days. At shorter lead times (∼ 48hrs or less), we actually outperform the IFS model in ACC and/or RMSE for key variables like precipitation, winds, and temperature. Remarkably, we achieve this accuracy using only part of the full variable set available to the IFS model, and we do so at a fraction of the compute cost (see section 3 for a detailed speed comparison between models). We also obtain excellent forecast accuracy on the rest of the variables predicted by our backbone model, which we include in Appendix D.

### 3.4 Ensemble Forecasts Using FourCastNet

Ensemble forecasts have become a crucial component of numerical weather prediction [Palmer, 2019], and consume the largest share of compute costs at operational weather forecasting centers [Bauer et al., 2020]. An ensemble forecast improves upon a single deterministic forecast by modeling multiple possible trajectories of a system. For a chaotic
Figure 4: The FourCastNet model has excellent skill on forecasting fine-scale, rapidly changing variables relevant to a hurricane forecast. As an illustrative example, we have chosen Hurricane Michael which underwent rapid intensification during the course of its four day trajectory. Panel (a) shows the mean position of the minima of Mean Sea Level Pressure (indicating the eye of Hurricane Michael) as forecast by a 100 member ensemble forecast using FourCastNet (red circles) and the corresponding ground truth according to ERA5 reanalysis (blue squares) for 108 hours starting from the initial condition at 00:00 hours on October 7, 2018 UTC. To generate an ensemble forecast, the initial condition was perturbed with Gaussian noise as described in Section 3.4 and 100 forecast trajectories were computed. The shaded ellipses have a width and height equal to the 90th percentile spread of the longitudinal and latitudinal positions respectively of the hurricane eye as indicated by the MSLP minima in the 100-member FourCastNet ensemble. Panel (b) shows the minimum MSLP at the eye of Hurricane Michael as forecast by FourCastNet (red filled circles) along with the corresponding true minimum from the ERA5 reanalysis (blue filled circles). The red shaded region shows the 90 percent confidence region in the 100-member ensemble forecast. Panels (c) and (d) respectively show the surface wind speed and 850hPa wind speed predictions at lead times of 18 hours, 36 hours, 54 hours and 72 hours generated by FourCastNet along with the corresponding true wind speeds at those times. The surface wind speed and the 850hPa speed in the initial condition (Oct. 7, 2018 00:00 UTC) that was used to initialize this forecast is shown in the leftmost column. Collectively, the minimum MSLP tracks, surface wind speed and the 850hPa wind speed forecasts show the formation, intensification and path of Hurricane Michael as it goes from a tropical depression to a category 5 hurricane with landfall on the west coast of Florida.
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Figure 5: Illustrative example of the utility of the FourCastNet model for forecasting atmospheric rivers. Atmospheric rivers are important phenomena that can cause extreme precipitation and contribute significantly to the supply of precipitable water in several parts of the world. Panels (a)-(c) visualize the Total Column Water Vapor (TCWV) in a FourCastNet model forecast initialized at 00:00 UTC on April 4, 2018. Panel (a) shows the TCWV field in the initial condition that was used to initialize the FourCastNet model. Panels (b) and (c) show the forecasts of the TCWV field produced by the FourCastNet model (top panels) at lead times of 36 and 72 hours respectively along with the corresponding true TCWV fields at those instants of time. The forecast shows an atmospheric river building up and making landfall on the northern California coastline.

Atmosphere with uncertain initial conditions, ensemble forecasting helps quantify the likelihood of extreme events and improves the accuracy of long-term predictions. Thus, rapidly generating large ensemble forecasts is an extremely promising direction for DL-based weather models [Weyn et al., 2021], which can provide immense speedups over traditional NWP models. NWP models such as the IFS perform ensemble forecasting with up to 51 ensemble members. The initial conditions for the ensemble forecasts are obtained by perturbing the analysis state obtained from data assimilation.

As seen in Section 3.1, ensemble forecasting is useful for generating probabilistic forecasts of extreme events such as hurricanes. While the individual perturbed ensemble members typically show lower forecast skill than the unperturbed ‘control’ forecast, the mean of a large number of such perturbed ensemble members has better forecast skill than the control.

In Section 4, we estimate that FourCastNet is roughly 45,000 times faster than a traditional NWP model. This speed allows us to consider probabilistic ensemble forecasting with massive ensemble sizes. Ensemble weather forecasts using FourCastNet are highly computationally efficient because (1.) Inference time for a single forecast on a GPU is very fast and (2.) An ensemble of initial conditions can be folded into the the ‘batch’ dimension in a tensor and as such, inference on a large batch ($O(100)$ or more) of initial conditions using a few GPUs is straightforward.

As a simple test of ensemble forecasting, we generate an ensemble forecast using FourCastNet from a given ERA5 initial condition by perturbing the initial condition using Gaussian random noise. This allows us to simulate initial condition uncertainty due to errors in the estimate of the starting state of the forecast. This method of ensemble generation is the same as methods used in Ensemble Kalman Filtering (EnKF) [Evensen, 2003] for background forecast covariance estimation and not too dissimilar from the way operational NWP models generate perturbed initial conditions. Thus, given an initial condition $\mathbf{X}_{\text{true}}(k)$ from our out-of-sample testing dataset, we generate an ensemble of $E$ perturbed initial conditions $\{\mathbf{X}^{(e)}(k) = \mathbf{X}_{\text{true}}(k) + \sigma \xi\}_{e=1}^{E}$, where $\mathbf{X}_{\text{true}}(k)$ is the standardized initial condition with zero mean.
Figure 6: Latitude weighted ACC for the FourCastNet model forecasts (red line with markers) and the corresponding matched IFS forecasts (blue line with markers) averaged over several forecasts initialized using initial conditions in the out-of-sample testing dataset corresponding to the calendar year 2018 for the variables (a) $U_{10}^1$, (b) $TP$, (c) $T_2^m$, (d) $Z_{500}$, (e) $T_{850}$, and (f) $V_{10}$. The ACC values are averaged over $N_f$ initial conditions over a full year with an interval of $D$ days between consecutive initial conditions to account for seasonal variability in forecast skill. The $N_f$ and $D$ values are specified in Table 4. The appropriately colored shaded regions around the ACC curves indicate the region between the first and third quartile values of the corresponding quantity at each time step. We also plot the latitude weighted RMSE curves for the FourCastNet and IFS models in Figure 13 in Appendix D.

and unit variance and $\xi \sim N(0, 1)$ is a normally distributed random variable of the same shape as $X_{\text{true}}$ and with unit mean and variance. The perturbations are scaled by a factor $\sigma = 0.3$. We refer to the forecast starting from the unperturbed initial condition as the control forecast. We generate an ensemble of perturbed forecasts each starting from a perturbed initial conditions and compute the ensemble mean of the perturbed forecasts at every forecast time step. We compute a control forecast and an ensemble mean forecast for $N_f$ initial conditions separated by $D$ days as stated in Table 4. We report the mean ACC and RMSE over all $N_f$ initial conditions for both the control and the mean forecast in Figure 7.

Figure 7 shows the ACC and RMSE of the FourCastNet ensemble mean (magenta line with markers) and FourCastNet unperturbed control (red line with markers) forecasts along with the unperturbed control IFS model (blue line with markers) forecasts for reference. It is challenging to unambiguously visualize in a single plot, both the spread due to simulated initial condition uncertainty in an ensemble forecast and the spread due to seasonal and day-to-day variability. As such, we do not visualize the spread in ACC and RMSE over the $N_f$ forecasts and simply report the mean.

Indeed, in Figure 7, we see that the ensemble mean from our 100-member FourCastNet ensemble results in a net improvement in ACC and RMSE at longer timescales over the unperturbed control. We do observe a marginal degradation in skill for the ensemble mean at short ($< 48$hr) lead times, as averaging over the individual ensemble members likely averages over relevant fine-scale features. Nevertheless, these ensemble forecasts are impressive, and warrant further work in how to optimally choose ensemble members. In addition to perturbing initial conditions with Gaussian noise, as we do here, it is possible and likely worthwhile to introduce more nuanced perturbations to both the initial conditions as well as the model itself. This is a promising direction of research for future work.

3.5 Forecast Skill Over Land For Near-surface Wind Speed

Most wind farms are located on land or just off of coastlines, so accurately modeling near-surface wind speed over these regions is of critical importance to wind energy resource planning. To demonstrate the accuracy of FourCastNet predictions over landmasses, we plot the 10m wind speed ($\sqrt{U_{10}^2 + V_{10}^2}$) forecast and ground truth over North America
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Figure 7: Illustration of the improvement in forecast skill of FourCastNet by utilizing large ensembles. We compare the forecast skill of the unperturbed ‘control’ forecasts using FourCastNet (red) with the mean of a 100-member ensemble forecast using FourCastNet (magenta) for \( Z_{500} \) (panel a) and \( U_{10} \) (panel b). The IFS unperturbed control forecast is included for reference (blue). All ACC and RMSE plots are averaged over several forecasts over a year as indicated in Table [4] in Appendix [A] to account for seasonal and day-to-day variability in forecast skill. We find that the 100-member FourCastNet ensemble mean is more skillful than the FourCastNet control at longer forecast lead times. The 100-member FourCastNet ensemble mean shows significant improvement over the unperturbed FourCastNet control forecast beyond 70 hours for \( U_{10} \) and 100 hours for \( Z_{500} \). Due to the challenge of clearly disambiguating in a single plot the forecast spread arising from simulated initial condition uncertainty and the forecast spread due to seasonal and day-to-day variability, we choose not to visualize the spread in ACC and RMSE over the \( N_f \) forecasts and simply report the mean.

We find that FourCastNet can qualitatively capture the spatial patterns and intensities of surface winds with impressive accuracy up to several days in advance. Moreover, the visualizations emphasize the importance of running forecasts at high resolution, as the surface wind speed exhibits significant small-scale spatial variations which would be lost with a coarser grid.

We evaluate the forecast skill of our model over land versus over oceans quantitatively in Appendix [D]. By computing a separate land-masked ACC and a sea-masked ACC for the surface wind velocity components, we find that the forecast quality of our model for surface wind speed over landmass is almost as good as it is over the ocean. This is significant, as surface wind speed over land is strongly affected by orographic features such as mountains, making it in general harder to forecast surface winds over land than over the oceans.

3.6 Extremes

We assess the ability of the FourCastNet model to capture instantaneous extremes by looking at the top quantiles of each field at a given time step. Similar to the approach in Fildier et al. [2021], we use 50 logarithmically-spaced quantile bins \( Q = 1 - \{10^{-1}, \ldots, 10^{-4}\} \) (corresponding to percentiles \( \{90\%, \ldots, 99.99\%\} \)) to emphasize the most extreme values (generally, the FourCastNet predictions and ERA5 targets match closely up to around the 98th percentile). We choose the 99.99th as the top percentile bin because percentiles beyond there sample less than 1000 pixels in each image and are subject to more variability. We show example plots of the top quantiles for \( U_{10} \) and \( TP \) at 24-hour forecast times.
Figure 8: The FourCastNet model shows excellent skill on forecasting overland wind speed, a challenging problem due to topographic features such as mountains and lakes. This is a significant result for wind energy resource planning, as windfarms are located on land or just offshore. The figure shows the 10m wind speed \( \sqrt{U_{10}^2 + V_{10}^2} \) forecast (top four panels) generated by FourCastNet and corresponding ground truth (bottom four panels) for forecast lead times of 18 hours, 36 hours, 54 hours and 72 hours. The forecast was initialized with an initial condition at calendar time 06:00:00 on July 4 2018 UTC. To better visualize the forecast skill of our model over landmass, we plot the 10m wind speed forecast and ground truth over North America after zeroing out the fields over the ocean by multiplying the forecast and ground truth with the land masking factor \( \Phi_{\text{land}} \) described in Appendix D.

in the left panel of Figure 9 (these particular forecasts were initialized at 00:00 UTC Jan 1 2018). At this particular time, both the FourCastNet and IFS models under-predict extreme precipitation, while for extreme winds in \( U_{10} \) the IFS model over-predicts and FourCastNet under-predicts. To get a more comprehensive picture, we need to evaluate the model performance at multiple forecast times over multiple initial conditions in order to ascertain if there is a systematic bias in the model’s predictions for extreme values.

To this end, we define the relative quantile error (RQE) at each time step \( l \) as

\[
\text{RQE}(l) = \frac{\sum_{q \in Q} (X^q_{\text{pred}}(l) - X^q_{\text{true}}(l))}{X^q_{\text{true}}(l)},
\]

where \( X^q(l) \) is the \( q^{\text{th}} \)-quantile of \( X(l) \). RQE trends negative for a given variable if a model systematically under-predicts that variable’s extremes, and we indeed find that both the FourCastNet and IFS models show a slight negative RQE over different forecast times and initial conditions for both \( TP \) and \( U_{10} \). This can be seen in the right-hand panel of Figure 9. For \( U_{10} \), the difference between FourCastNet and IFS is negligible and, on average, both models underestimate the extreme percentiles by just a few percentage points in RQE.

For \( TP \), the difference with respect to IFS is more pronounced, and FourCastNet underestimates the extreme percentiles by \( \sim 35\% \) in RQE, compared to \( \sim 15\% \) for IFS. This is not surprising given the forecasts visualized in Figure 3 which show the FourCastNet predictions being generally smoother than the ERA5 targets. As the extreme values tend to be concentrated in extremely small regions (sometimes down to the gridbox/pixel scale), a model that fails to fully resolve these scales will have a harder time capturing \( TP \) extremes. Given the noise and uncertainties, predicting precipitation extremes is well-known to be a challenging problem, but we believe our model could be improved further by focusing more on such fine-scale features. We leave this for future work.

4 Computational Cost of FourCastNet

In comparing the speed of forecast generation between FourCastNet and IFS, we have to deal with the rather difficult problem of comparing a forecast computed using a CPU cluster (in the case of the IFS model) and a forecast that is computed on a single (or perhaps a few) GPU(s) (FourCastNet). We take a nuanced approach to reporting this comparison. Our motivation is not to create a definitive apples to apples comparison and tout a single numerical factor advantage for our model, but merely to illustrate the order-of-magnitude differences in forecast generation time and also highlight the radically different perspectives of computation when comparing traditional NWP models with DL.
Figure 9: Comparison of extreme percentiles between ERA5, FourCastNet, and IFS. The left panel shows the top percentiles of the $TP$ and $U_{10}$ distribution at a forecast time of 24 hours, for a randomly sampled initial condition. The right panel shows the $TP$ and $U_{10}$ relative quantile error (RQE, defined in the text) as a function of forecast time, averaged over $N_f$ initial conditions in the calendar year 2018 (filled region spans the 1st and 3rd quartiles). On average, RQE trends slightly negative for both models as they under-predict the most extreme values for these variables, especially for $TP$.

models. Through this comparison, we also wish to highlight the significant potential of FourCastNet and future DL models to offer an important addition to the toolkit of a meteorologist.

To estimate the forecast speed of the IFS model, we use figures provided in Bauer et al. [2020] as a baseline. In Ref. [Bauer et al., 2020], we see that the IFS model computes a 15-day, 51-member ensemble forecast using the “L91” 18km resolution grid on 1530 Cray XC40 nodes with dual socket Intel Haswell processors in 82 minutes. The IFS model archived in TIGGE, which we compare the FourCastNet predictions with in Section 3.3, also uses the L91 18km grid for computation (but is archived at the ERA5 resolution of 30km). Based on this information, we estimate that to compute a 24-hour 100-member ensemble forecast, the reference IFS model would require 984,000 node-seconds. We estimate the energy consumption for computing such a 100-member forecast to be $271\text{MJ}$.

We now estimate the latency and energy consumption of the FourCastNet model. The FourCastNet model can compute a 100-member 24-hour forecast in 7 seconds by using a single node on the Perlmutter HPC cluster which contains 4 A100 GPUs per node. This is achieved by performing batched inference on the 4 A100 GPUs using a batch size of 25. Thus, the FourCastNet model takes 7 node-seconds per forecast day for a 100-member ensemble. With a peak power consumption of 1kW per node, we estimate this 100-member 24-hour forecast to use 8kJ of energy.

We attempt to account for the resolution difference between the 18km L91 model and the 30km FourCastNet model by additionally reporting the inference time for an 18km FourCastNet model. Since we did not train the FourCastNet with 18km resolution data (due to the lack of such a publicly available dataset), the reported numbers simply estimate the computational costs for such a hypothetical model by performing inference on data and model parameters interpolated to 18km resolution from the original 30km resolution.

---

*A dual-socket Intel Haswell node draws a Thermal Design Power (TDP) of 270 Watts.*
Table 2 provides a comparison of computational speed and energy consumption of the IFS L91 18km model and the FourCastNet model at 30km resolution, as well as the extrapolated 18km resolution. These results suggest that the FourCastNet model can compute a 100-member ensemble forecast using vastly fewer nodes, at a speed that is between 45,000 times faster (at the 18 km resolution) and 145,000 times faster (at the 30 km resolution) on a node-to-node comparison. By the same estimates, FourCastNet has an energy consumption that is between 12,000 (18 km) and 24,000 (30 km) times lower than that of the IFS model.

| Latency and Energy consumption for a 24-hour 100-member ensemble forecast | IFS | FCN - 30km (actual) | FCN - 18km (extrapolated) | IFS / FCN(18km) Ratio |
|-------------------------------------------------|------|---------------------|---------------------------|-------------------------|
| Nodes required                                  | 3060 | 1                   | 2                         | 1530                    |
| Latency (Node-seconds)                         | 98400 | 7                   | 22                        | 44727                   |
| Energy Consumed (kJ)                           | 271000| 7                   | 22                        | 12318                   |

Table 2: The FourCastNet model can compute a 100-member ensemble forecast on a single 4GPU A100 node. In comparison, the IFS model needs 3060 nodes for such a forecast. In this table, we provide information about latency and energy consumption for the FourCastNet model in comparison with the IFS model. The FourCastNet model at a 30km resolution is about 145,000 times faster on a single-node basis than the IFS model. We can also estimate the cost of generating an 18km resolution forecast using FourCastNet. Such a hypothetical 18km model would be about 45,000 times faster than the IFS on a single-node basis. The FourCastNet model at 30km resolution uses 24,000 times less energy to compute the ensemble forecast than the IFS model, while a hypothetical FourCastNet model at 18km resolution would use 12000 times less energy.

This comparison comes with several caveats. The IFS model generates forecasts that are provably physically consistent, while FourCastNet in its current iteration does not impose physics constraints. The IFS model also outputs an order of magnitude more variables at as many as 100 vertical levels. Notably, the IFS model is generally more accurate than FourCastNet (although in several variables, the DL model approaches the accuracy of the IFS model and exceeds it for precipitation in certain cases). On the other hand, it is worth noting our rudimentary speed assessments of FourCastNet do not employ any of the common optimizations used for inference of DL models (e.g., model distillation, pruning, quantization, or reduced precision). We expect implementing these would greatly accelerate our speed of inference, and lead to further gains in computational efficiency over IFS.

While the above caveats are important, it is fair to say that if one were only interested in limited-purpose forecasting (e.g., a wind farm operator interested in short-term surface wind speed forecasts), FourCastNet would be a very attractive option as the infrastructure requirements are minimal. FourCastNet can generate a 10-day, global forecast at full ERA5 resolution using a single device, which is simply not possible with IFS, and such a forecast completes in seconds. This means one could generate reasonably accurate forecasts using a tabletop computer with a single GPU, rather than needing a substantial portion of a compute cluster. Similarly, only a handful of GPUs are needed for generating ensemble forecasts with 100s of ensemble members, and such ensembles run quickly and efficiently using batched inference. This greatly lowers the barrier to entry for doing data-assimilation and uncertainty quantification, and future work in this direction is warranted to explore these possibilities.

## 5 Comparison Against State-of-the-art DL Weather Prediction

To the best of our knowledge, the current state-of-the-art DL weather prediction model is the DLWP model of [Weyn et al., 2020]—they employ a deep convolutional network with a cubed-sphere remapped coordinate system to predict important weather forecast variables. The authors work with a coarser resolution of $2^\circ$ and forecast variables relating to geopotential heights, geopotential thickness, and 2-m temperature (see [Weyn et al., 2020] for further details). The FourCastNet model predicts more variables than the DLWP model at a resolution that is higher than the DLWP model by a factor of 8. The significantly higher resolution of the FourCastNet model resolves small-scale features present in variables such as wind velocities and precipitation allowing us to resolve important phenomena such as hurricanes, extreme precipitation and atmospheric rivers. This would not be possible at a lower resolution such as $2^\circ$ (and almost entirely a futile exercise at a $5^\circ$ resolution.) For reference, we have visualized the MSLP over the trajectory of hurricane Michael at a resolution of $2^\circ$ in Figure 12 of Appendix B. Thus, the FourCastNet model has many characteristics that make it superior to the prior SOTA DLWP model. Nonetheless, we undertake a comparison of forecasts generated by the FourCastNet model with those of the DLWP model by coarsening the FourCastNet outputs to bring them to a resolution comparable to that of the DLWP model. We emphasize that this comparison has been provided only for
Figure 10: Comparison of ACC and RMSE metrics between the (downsampled) FourCastNet predictions, (downsampled) IFS, and baseline state-of-the-art DLWP model [Weyn et al., 2020] for (a) $Z_{500}$ and (b) $T_{2m}$. We observe that the FourCastNet predictions show significant improvement over the baseline model. We also note that the FourCastNet generates predictions that have a higher resolution by a factor of 8, and is thus able to resolve many more important small-scale features than the DLWP model.

6 Implications, Discussion, and Future Work

FourCastNet is a novel global data-driven DL-based weather forecasting model based on the FNO and AFNO [Li et al., 2021a; Guibas et al., 2022]. FourCastNet’s speed, computational cost, energy footprint, and capacity for generating large ensembles has several important implications for science and society. In particular, FourCastNet’s high-resolution, high-fidelity wind and precipitation forecasts are of tremendous value. Even though FourCastNet was developed in less than a year and has only a fraction of the number of variables and vertical levels compared to NWP, its accuracy is comparable to the IFS model and better than state-of-the-art DL weather prediction models [Weyn et al., 2021; Rasp et al., 2020] on short timescales. We anticipate that with additional resources and further development, FourCastNet could match the capabilities of current NWP models on all timescales and at all vertical levels of the atmosphere.
6.1 Implications

FourCastNet’s predictions are four to five orders of magnitude faster than traditional NWP models. This has two important implications. First, large ensembles of thousands of members can be generated in seconds, thus enabling estimation of well-calibrated and constrained uncertainties in extremes with higher confidence than current NWP ensembles that have at most approximately 50 members owing to their high computational cost. Fast generation of 1,000-member ensembles dramatically changes what is possible in probabilistic weather forecasting, including improving reliability of early warnings of extreme weather events and enabling rapid assessment of their impacts. Second, FourCastNet is suitable for rapidly testing hypotheses about mechanisms of weather variability and their predictability.

The unprecedented accuracy in short-range forecasts of precipitation and its extremes has potentially massive benefits for society such as enabling rapid responses for disaster mitigation. Furthermore, a highly accurate DL-based diagnostic precipitation model provides the flexibility to input prognostic variables from different models or observational sources. For the wind energy industry, FourCastNet’s rapid and reliable high-resolution wind forecasts can help mitigate disasters from extreme wind events and enables planning for fluctuations in wind power output. Wind farm designers can benefit from fast and reliable high-resolution wind forecasts to optimize wind farm layouts that account for a wide variety of wind and weather conditions.

6.2 Discussion

FourCastNet’s skill improves with increasing number of modeled variables. A larger model trained on more variables, perhaps even on entire 3D atmospheric fields, may extend prediction horizons even further and with better uncertainty estimates. Not far in the future, FourCastNet could be trained on all nine petabytes of the ERA5 dataset to predict all currently predicted variables in NWP at all atmospheric levels. Although the cost of training such a model will be huge, fast inference will enable rapid predictions of entire 3D fields in a few seconds. Such an advancement will likely revolutionize weather prediction.

Due to the current absence of a data-assimilation component, FourCastNet cannot yet generate up-to-the-minute weather forecasts. If observations are available, however, such a component could be readily added given the ease of generating large ensembles for methods such as Ensemble Kalman Filtering with data-driven background covariance estimation [Chattopadhyay et al., 2020h]. Therefore, in principle, future iterations of FourCastNet could be trained on observational data. This will enable real-time weather prediction by initializing the model with real-time observations.

With ever-increasing demands for very high-resolution forecasts, NWP has seen a steady growth in resolution. The increase in computational cost of NWP for a doubling of resolution is nearly 12-fold ($2^{12}$). Current IFS forecasts are at 9-km resolution but we require forecasts at sub-km resolution for improvements in a wide variety of applications, such as energy and agricultural planning, transportation, and disaster mitigation. Simultaneously, DL continues to have ever-increasing accuracy and predictive power with larger models that have hundreds of billions of parameters [Rajbhandari et al., 2020]. With advances in large-scale DL, we expect that FourCastNet can be trained to predict weather on sub-km scales. Even though training such a large DL model will be computationally expensive, inference of large DL models can still be done rapidly [de la Rocha, 2021], a sub-km resolution version of FourCastNet will have even more dramatic speedup over sub-km resolution NWP, likely more than six orders of magnitude.

DLWP has shown good skill on S2S timescales [Weyn et al., 2021]. FourCastNet has better skill at short timescales (up to two weeks). We envision a coupled model using a two-timescale approach that combines DLWP and FourCastNet with two-way interactions to achieve unprecedented accuracies on short-, medium-, and long-range weather forecasts.

FourCastNet is a purely data-driven DL weather model. The physical systems of weather and climate are governed by the laws of nature, some of which are well-understood, such as Navier-Stokes equations for the fluid dynamics of atmosphere and oceans. Weather forecasts and climate predictions that obey known physical laws are more trustworthy than those that do not. Furthermore, models that obey the laws of physics are more likely to be robust under climate change. An emerging field in AI applications in the sciences is Physics-informed Machine Learning [Kashinath et al., 2021]. The Fourier Neural Operator has been extended to be physics-informed [Li et al., 2021b]. Future versions of FourCastNet will incorporate physical laws. A physics-informed version of FourCastNet could be trained with fewer datapoints. This benefit is particularly valuable at higher resolutions in order to reduce the data volume requirements for training. FourCastNet could also combine with a physics-based NWP model [Arcomano et al., 2021], to generate long-term stable forecasts over S2S timescales.

An important question that remains unanswered is whether FourCastNet generalizes under climate change. FourCastNet was trained on data from 1979 to 2015 and tested on data from 2016 to 2020. We know that Earth’s climate has changed over this period of time. Therefore, FourCastNet has been trained on data from a changing climate. However,
FourCastNet may not predict weather reliably under extreme climate change expected in the decades to come. A future version will initialize with climate model output to evaluate FourCastNet’s performance under different warming scenarios. A grand challenge for the climate community is to predict the changing behavior of extreme weather events under climate change, such as their frequency, intensity, and spatio-temporal nature. Once FourCastNet achieves high fidelity under extreme climate change, it can address this grand challenge.
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Appendix A: Model Hyperparameters

We list the hyperparameters of our FourCastNet AFNO model in Table 3. In addition, we list the number of initial conditions $N_f$ and assumed temporal de-correlation time $D$ used to compute metrics in Table 4.

| Hyperparameter                      | Value                                      |
|-------------------------------------|--------------------------------------------|
| Global batch size                   | 64                                         |
| Learning rate (pre-training $l_1$/fine-tuning $l_2$/TP model $l_3$) | $5 \times 10^{-4}/1 \times 10^{-4}/2.5 \times 10^{-4}$ |
| Learning rate schedule              | Cosine                                     |
| Patch size $p \times p$             | $8 \times 8$                               |
| Sparsity threshold $\lambda$        | $1 \times 10^{-2}$                         |
| Number of AFNO blocks $n_b$         | 8                                          |
| Depth                               | 12                                         |
| MLP ratio                           | 4                                          |
| AFNO embedding dimension            | 768                                        |
| Activation function                 | GELU                                       |
| Dropout                             | 0                                          |

Table 3: Hyperparameters used in FourCastNet model and training. We refer to [Guibas et al., 2022] for further details regarding the definition of AFNO backbone model parameters.

| Variable | $N_f$ | $D$ (days) |
|----------|-------|-------------|
| $Z_{500}$| 36    | 9           |
| $T_{850}$| 36    | 9           |
| $T_{2m}$ | 40    | 9           |
| $U_{10}$ | 178   | 2           |
| $V_{10}$ | 178   | 2           |
| $TP$     | 180   | 2           |

Table 4: Number of initial conditions used for computing ACC and RMSE plots with the assumed temporal de-correlation time for the variables $Z_{500}$, $T_{850}$, $T_{2m}$, $U_{10}$, $V_{10}$, $TP$. 
Appendix B: MSLP visualization for Hurricane Michael

In Figure 11, we show our model predictions for MSLP in Hurricane Michael, compared to the target ERA5 snapshots at the same time-steps. The forecast shows Hurricane Michael intensifying from a tropical depression to a hurricane as it moves towards the coast of Florida.

For reference, we also visualize the same ERA5 targets at a coarse resolution of $2^\circ$ lat-long in Figure 12. Prior SOTA results [Weyn et al. 2020] uses data at roughly this resolution to train their model, and we illustrate here that it is not possible to capture important small scale features such as hurricanes at this resolution. It is thus essential to train data driven models at a high resolution.

Figure 11: FourCastNet Predictions of the Mean Sea-Level Pressure with the corresponding ground truth at Forecast lead times of up to 72 hours. The forecast was initialized at a calendar time of October 7, 2018 00:00 UTC. A land-sea mask was applied to make the MSLP zero over landmass for better visualization.

Figure 12: Mean Sea Level Pressure (MSLP) ERA5 ground truth plotted after downsampling by a factor of 8 (to a resolution of $2^\circ$) for visual reference. This figure highlights the importance of training a DL model at a high resolution to capture small scale phenomena such as hurricanes. At a resolution of $2^\circ$, small scale phenomena are not captured very well in the training data. While we did not attempt to train a model at this coarse resolution, it is reasonable to expect significantly worse performance on forecasting small scale phenomena from a model trained at this coarse resolution.
Appendix C: ACC and RMSE definitions

The latitude weighted ACC for a forecast variable $v$ at forecast time-step $l$ is defined following [Rasp et al. 2020] as follows:

$$
\text{ACC}(v, l) = \frac{\sum_{m,n} L(m) \tilde{X}_{\text{pred}}(l)[v, m, n] \tilde{X}_{\text{true}}(l)[v, m, n]}{\sqrt{\sum_{m,n} L(m) \left( \tilde{X}_{\text{pred}}(l)[v, m, n] \right)^2 \sum_{m,n} L(m) \left( \tilde{X}_{\text{true}}(l)[v, m, n] \right)^2}},
$$

(5)

where $\tilde{X}_{\text{pred/true}}(l)[v, m, n]$ represents the long-term-mean-subtracted value of predicted (true) variable $v$ at the location denoted by the grid co-ordinates $(m, n)$ at the forecast time-step $l$. The long-term mean of a variable is simply the mean value of that variable over a large number of historical samples in the training dataset. The long-term mean-subtracted variables $\tilde{X}_{\text{pred/true}}$ represent the anomalies of those variables that are not captured by the long term mean values. $L(m)$ is the latitude weighting factor at the co-ordinate $m$. The latitude weighting is defined by Equation (6) as

$$
L(j) = \frac{\cos(\text{lat}(m))}{\frac{1}{N_{\text{lat}}} \sum_{j=1}^{N_{\text{lat}}} \cos(\text{lat}(m))}.
$$

(6)

We report the mean ACC over all computed forecasts from different initial conditions and report the variability in the ACC over the different initial conditions by showing the first and third quartile value of the ACC in all the ACC plots that follow unless stated otherwise.

The latitude-weighted RMSE for a forecast variable $v$ at forecast time-step $l$ is defined by the following equation, with the same latitude weighting factor given by Equation (6):

$$
\text{RMSE}(v, l) = \sqrt{\frac{1}{NM} \sum_{m=1}^{M} \sum_{n=1}^{N} L(m) \left( X_{\text{pred}}(l)[v, j, k] - X_{\text{true}}(l)[v, j, k] \right)^2},
$$

(7)

where $X_{\text{pred/true}}(l)[v, m, n]$ represents the value of predicted (true) variable $v$ at the location denoted by the grid co-ordinates $(m, n)$ at the forecast time-step $l$. 


Appendix D: Additional ACC and RMSE results

Figures 13(a-d) show the forecast skill of the FourCastNet model for a few key variables of interest along with the corresponding matched IFS forecast skill. Figure 13 is an extension of Figure 6 in the main text. In Figure 13, we plot the latitude weighted RMSE and latitude-weighted ACC alongside each other for further clarity.

Figures 14(a-d) show the forecast skill of the FourCastNet model for all the variables modeled by the backbone forecast model. The plots are grouped by similarity into wind velocities, geopotentials, temperatures and other variables. We see impressive performance across the variable set, with ACC generally staying above 0.6 for 5-10 days. Compared to the others, the relative humidity variables accumulate errors the fastest.

To assess our model accuracy over land and sea areas, we use the following equation for computing a land-specific and sea-specific ACC for surface wind velocity.

\[
\text{ACC}_{\text{land/sea}}(v, l) = \frac{\sum_{m,n} \Phi_{\text{land/sea}}(m) \bar{X}_{\text{true}}(l) \bar{X}_{\text{pred}}(l) \Phi_{\text{land/sea}}(m)}{\sqrt{\sum_{m,n} \Phi_{\text{land/sea}}(m) \bar{X}_{\text{true}}(l) \bar{X}_{\text{true}}(l) \Phi_{\text{land/sea}}(m) \bar{X}_{\text{true}}(l) \bar{X}_{\text{true}}(l)}}
\]

All the notation in Equation 8 is the same as that in Eq 5 with the addition of a masking factor \( \Phi_{\text{land/sea}} \). We use the land-sea mask provided in the ERA5 dataset as the land masking factor \( \Phi_{\text{land}} \). The land masking factor is a static field with fraction of land in every grid box. The values are between 0 (grid box is fully covered with water) and 1 (grid box
Figure 14: Panels (a)-(d) show the forecast skill of the FourCastNet model as measured by the latitude-weighted ACC for all the variables modeled by the backbone forecast model. Each ACC plot shows the mean ACC over $N_f = 32$ initial conditions in the year 2018 with consecutive initial conditions spaced apart by an interval of $D = 9$ days. The plots are grouped by similarity into (a) geopotentials, (b) wind velocities, (c) temperatures and (d) other variables. Panel (a) shows the ACC for wind velocities at the surface, 1000hPa level, 850hPa level and 500hPa level; Panel (b) shows the mean forecast ACC for the geopotentials at 1000hPa, 850hPa, 500hPa and 50hPa atmospheric levels; Panel (c) shows the mean ACC curves for the temperatures at the surface, 850hPa and 500hPa levels; Panel (d) shows the mean ACC curves for the surface pressure ($sp$), mean sea level pressure ($mslp$), relative humidity at 500hPa ($r_{500}$) and 850hPa ($r_{850}$), and the total column water vapor ($TCWV$).

is fully covered with land). A grid box is considered to be land if more than 50% of it is land, otherwise it’s considered to be water (ocean or inland water, e.g. rivers, lakes, etc.). The corresponding sea masking factor $\Phi_{sea}^{m,n}$ is defined as $\Phi_{sea}^{m,n} = 1 - \Phi_{land}^{m,n}$.

In Figure 15 we plot the $ACC_{land}$ and $ACC_{sea}$ for surface winds, and find that the FourCastNet model has very similar accuracy on forecasting ACC over landmass as it does over the ocean. This observation has significant implications for using the FourCastNet model in wind energy resource planning.

Figure 15: $ACC_{land}$, $ACC_{sea}$ as computed using Equation 8 along with the overall ACC as computed using Equation 5 and averaged over $N_f = 32$ forecasts in the year 2018 with consecutive forecast initial conditions separated by $D = 9$ days for (a) the meridional velocity at 10m from the surface ($U_{10}$) and (b) the zonal velocity at 10 m from the surface ($V_{10}$).