APPROXIMATION OF BV FUNCTIONS BY NEURAL NETWORKS
A REGULARITY THEORY APPROACH
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Abstract. In this paper we are concerned with the approximation of functions by single hidden layer neural networks with ReLU activation functions on the unit circle. In particular, we are interested in the case when the number of data-points exceeds the number of nodes. We first study the convergence to equilibrium of the stochastic gradient flow associated with the cost function with a quadratic penalization. Specifically, we prove a Poincaré inequality for a penalized version of the cost function with explicit constants that are independent of the data and of the number of nodes. As our penalization biases the weights to be bounded, this leads us to study how well a network with bounded weights can approximate a given function of bounded variation (BV).

Our main contribution concerning approximation of BV functions, is a result which we call the localization theorem. Specifically, it states that the expected error of the constrained problem, where the length of the weights are less than $R$ is of order $R^{-1/9}$ with respect to the unconstrained problem (the global optimum). The proof is novel in this topic and is inspired by techniques from regularity theory of elliptic partial differential equations. Finally we quantify the expected value of the global optimum by proving a quantitative version of the universal approximation theorem.
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1. Introduction

This paper is concerned with a supervised learning problem, where the goal is to learn a function from data. We adopt the viewpoint of function approximation. Specifically, we consider $x \in S^1$, and a function of bounded variation, or BV-function for short, $y : S^1 \to \mathbb{R}$, where $S^1$ is the unit circle in $\mathbb{R}^2$. The goal is to approximate the function $y$ in the space of two layer neural networks (single hidden layer) with ReLU activation on the unit circle. To be specific let us define our space of functions as

$$f_{W,a}(x) = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} a_i \sigma(w_i \cdot x),$$

(1.1)

where the vectors $w_i \in \mathbb{R}^2$, $W = (w_1, \ldots, w_m) \in \mathbb{R}^{2m}$, denote the weights, and the coefficients $a_i \in \{-1, 1\}$, $a = (a_1, \ldots, a_m)$, are given and the activation function is $\sigma(t) = \max\{t, 0\}$. We denote the set of functions formed in (1.1) as $\mathcal{H}_{m,a}$. This particular set of neural networks on the unit circle (or unit sphere) has previously been studied e.g. in [4, 14]. Note that the network in (1.1) does not have a bias, which is a simplifying assumption. However, it turns out that this space is still rich enough to approximate any antipodally symmetric function.

We define the cost function $\Phi : \mathbb{R}^{2m} \to \mathbb{R}$ as

$$\Phi(W) := \int_{S^1} |f_{W,a}(x) - y(x)|^2 d\mu(x) = \|f_{W,a} - y\|_{L^2(\mu)}^2$$

(1.2)

and consider the following $L^2$ approximation problem

$$\inf_W \Phi(W).$$

(1.3)

In (1.2) $\mu$ is the data-specific measure, which we assume to be a probability measure on $S^1$. In particular, $\mu$ can be discrete or absolutely continuous with respect to the Lebesgue measure. This covers all the interesting cases as we have no restriction on $\mu$.

The paper is divided into two parts. We first consider first-order methods with noise (Langevin dynamics) to find the minimum of (1.3). It turns out that for a general probability measure $\mu$ we need to add a penalization on the cost function (1.2) in order to have a uniform convergence rate (see Example 1.1). This is in contrast to [14] where the authors assume a non-degeneracy condition on the empirical measure, i.e. that the points of support are mutually non-parallel. It is clear that when the number of data points grows to infinity we will loose the non-degeneracy condition. In this direction and for a general probability measure $\mu$, we prove in Theorem 1 the exponential convergence of the stochastic gradient flow associated with (1.3) under quadratic penalization.

In the second part we study the value of (1.3), with and without penalization, which we interpret as function approximation problems. As our penalization biases the weights to have bounded length, we first estimate in Theorem 2 the expected error that we make when we approximate $y$ under the constraint that the functions in our network $\mathcal{H}_{m,a}$ have uniformly bounded weights. We call this the Localization theorem and it is the main result of this paper. Finally in Theorem 3 we prove a uniform approximation
Theorem where we estimate the value of (1.3) in terms of number of (alternating) nodes. This is a quantitative form of the universal approximation theorem [12, 17, 19, 20, 22, 25, 27].

1.1. Statement of main results.

Convergence of stochastic first order methods.

Consider the following stochastic optimization of the minimization problem (1.3):

$$dW_t = -\nabla \Phi(W) dt + \sqrt{2\varepsilon} dB_t,$$

where $dB_t$ is the standard isotropic Wiener noise. We remark that this can be considered as a weak approximation to Stochastic Gradient Descent, as in [5, 23, 24, 29]. The density $\rho(W,t)$ of $W_t$ satisfies the following partial differential equation (PDE), called the Fokker-Planck or forward Kolmogorov equation,

$$\frac{\partial \rho}{\partial t} = \nabla \cdot \left( \rho \nabla \Phi + \varepsilon^2 \nabla \rho \right).$$

The smoothness imposed by the isotropic noise term is crucial and it seems the way forward when dealing with general data-measures $\mu$. Naturally the noise with $\varepsilon > 0$ also helps the flow not to get stuck near local minimum points.

The convergence rate of the density $\rho(\cdot, t)$ to an equilibrium measure $\rho_\infty$ and its relation to Poincaré inequalities (or equivalently spectral gaps) and logarithmic Sobolev inequalities is a well studied problem in both stochastics and in PDEs, see e.g. [1, 2, 6, 8, 9, 10, 13, 16, 26, 30, 31]. In particular, if we want to prove an exponential convergence rate for any initial distribution $\rho_0$, $\Phi$ needs to be a confining potential, i.e. it needs to grow at infinity with at least linear rate [30]. This is the motivation for studying $\Phi$ in depth.

Let us first discuss about the minimization problem (1.3) itself, and, in particular, why it is in general not well posed. By this we mean that the problem does not always admit a minimizer and the gradient flow may not converge. The reason for this is that $\Phi$ is not coercive, which causes problems as the following example shows.

**Example 1.1.** We consider $\mathcal{H}_{2,a}$, which is the simplest non-trivial neural network, and assume that $\mu$ is the normalized Lebesgue measure. Let $a_1 = 1$ and $a_2 = -1$ and choose

$$y(x) = y(x_1, x_2) = \mathbb{I}\{x_2 \geq 0\} x_1,$$

where $\mathbb{I}$ denotes the indicator function. Note that $y$ is not continuous but it is a function of bounded variation. Then $\Phi(W) > 0$ for all $W \in \mathbb{R}^4$ but

$$\inf_{W \in \mathbb{R}^4} \Phi(W) = 0.$$

In particular, the function $\Phi$ does not have a global minimum. Moreover, there is a point $W_0 \in \mathbb{R}^4$ such that the gradient flow

$$\frac{d}{dt} W_t = -\nabla \Phi(W_t),$$
staring from $W_0$ diverges, i.e.,

$$\lim_{t \to \infty} |W_t| = \infty.$$  

Let us briefly explain why the example holds. First, since $y$ is not continuous and every $f_{W,a} \in \mathcal{H}_{m,a}$ is Lipschitz continuous, it is clear that for every $W$ we have $\Phi(W) > 0$. To see that the infimum is zero we notice that the following holds:

$$\lim_{h \to 0} \frac{\sigma(x_2 + h x_1) - \sigma(x_2)}{h} = \sigma'(x_2) x_1 = \mathbb{I}\{x_2 \geq 0\} x_1,$$

pointwise a.e. $x$. Therefore, by recalling that $f_{W,a}(x) = \frac{1}{\sqrt{2}}(\sigma(w_1 \cdot x) - \sigma(w_2 \cdot x))$ we have by choosing $w_1 = \sqrt{2} c_2 + \sqrt{2} c_1$ and $w_2 = \frac{\sqrt{2}}{2} c_2$ that

$$f_{W,a}(x) = \sigma(\frac{1}{h} x_2 + x_1) - \sigma(\frac{1}{h} x_2) = \frac{\sigma(x_2 + x_1) - \sigma(x_2)}{h} \to \mathbb{I}\{x_2 \geq 0\} x_1.$$  

The claim $\inf \Phi(W) = 0$ then follows by the dominated convergence theorem. This shows that the minimization problem (1.3) does not, in general, have a minimum. Example 1.1 also claims that the gradient flow does not in general converge. We prove this in Lemma 3.2 in Section 3.

Example 1.1 shows that for a generic probability measure $\mu$ the minimization problem (1.3) is surprisingly complicated already in the two node case. We do not try to classify all critical points of (1.3) but Example 1.1 shows that the problem is not coercive, does not have global minimum point, and the gradient flow may diverge. This suggests that without any assumptions on the data-points, the exponential convergence proved in [14] probably fails.

As mentioned before, in order for the density of the Fokker-Planck equation to converge exponentially fast to equilibrium, the potential needs to be confining, but Example 1.1 shows that this is not the case. Motivated by this, we modify the cost function (1.3) by adding a penalization, similar to [5], and define for a chosen large parameter $R$

$$\Phi_R(W) := \max\{\Phi(W), 4(|W|^2 - R^2)\}.$$  

(1.4)

Now it is trivial to see that for every $R > 0$, the problem

$$\inf_{W \in \mathbb{R}^{2m}} \Phi_R(W)$$  

(1.5)

has a global minimum, and at a minimum point $W_R$ the weight is bounded by $|W_R| \leq R + \|y\|_{L^2(\mu)}$.

In the first result we study the convergence of the stochastic gradient flow of the penalized cost function

$$dW_t = -\nabla \Phi_R(W) dt + \sqrt{2} \varepsilon dB_t$$  

(1.6)

with fixed small $0 < \varepsilon \leq 1$. Again we denote the density of $W_t$ by $\rho(W,t)$.

**Theorem 1.** Let us fix $\varepsilon \in (0, 1]$ and choose $R \geq 10$. Let $\Phi_R$ be the penalized cost function defined by (1.2) and (1.4), and assume $\|y\|_{L^2(\mu)} \leq 1$. Assume that $\rho(W,t)$ is the density of $W_t$ which is the solution of (1.6) with initial datum $\rho_0$. Then $\rho(\cdot, t) \to \rho_\infty$, where $\rho_\infty(W) = e^{-\Phi_R(W)/\varepsilon^2}$, exponentially fast and we have the estimate

$$\int_{\mathbb{R}^{2m}} |\rho(\cdot, t) - \rho_\infty|^2 e^{\Phi_R/\varepsilon^2} dW \leq e^{-Ct} \int_{\mathbb{R}^{2m}} |\rho_0 - \rho_\infty|^2 e^{\Phi_R/\varepsilon^2} dW.$$
When the number of nodes satisfies $m \geq 24R^2\varepsilon^{-2}$, the constant $C$ is bounded by

$$C \geq \frac{1}{170}.$$ 

Otherwise we have the bound $C \geq 16e^{-(4R^2 + 2)\varepsilon^{-2}}$.

The strength of Theorem 1 is that we obtain the exponential convergence of the stochastic gradient flow (1.6) and the rate is independent of the number of nodes and on the distribution of the data points. The latter follows from the fact that the rate does not depend on the probability measure $\mu$. In addition, Theorem 1 implies that when the number of nodes is large enough with respect to $\varepsilon^{-1}$ and $R$, then the stochastic gradient flow (1.6) converges with a uniform speed (in distribution). The convergence rate in Theorem 1 does however depend on $\varepsilon$ and on $R$, but this is necessary. Indeed, Example 1.1 indicates that the dependence on $R$ is necessary, since otherwise it is not clear if the flow even converges.

We prove Theorem 1 using Aida’s perturbation argument ([1]). Specifically, we consider $\Phi_R$ as a perturbation of a quadratic potential which satisfies a dimensionally independent log-Sobolev inequality. Furthermore, when the dimension is high, $\Phi_R$ can be seen as a local perturbation of the quadratic potential. For this reason we are able to obtain a dimension-free bound on the spectral gap when $m \geq R^2\varepsilon^{-2}$. We note that it would be interesting to consider other penalizations, e.g. the linear growth penalization $c\|W\|$ or the quadratic penalization $W^2$. Unfortunately, in both of these cases the perturbation proof breaks down when $c$ is small. For linear growth potentials the dimensionally independent result is still lacking, and the best known result can be found in [6, 7, 32].

Function approximation.

Theorem 1 provides a uniform rate of convergence to equilibrium of (1.6). Furthermore, note that when $\varepsilon > 0$ is small the equilibrium density $\rho_\infty$ is concentrated near the global minimum of the cost function $\Phi_R$ defined in (1.4). However, this still leaves open the question, what is the minimum value (1.5) and how close it is to (1.3)? We restate this question in an equivalent way as a problem of function approximation, i.e., how well can we approximate a given function $y$ using functions in our space $\mathcal{H}_{m,a}$. Note that it is clear from our choice of the penalization (1.4) that

$$\min_{|W| \leq R} \Phi(W) \geq \inf_{W} \Phi_R(W) \geq \inf_{W} \Phi(W),$$

which leads to a further question, how well we can approximate $y$ using functions from $\mathcal{H}_{m,a}$ under the constraint that the weights are bounded by $|W| \leq R$?

To this aim, in the second part of the paper we study the values of

$$\inf_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|_2^2$$

and

$$\min_{f_W \in \mathcal{H}_{m,a}} \min_{|W| \leq R} \|f_W - y\|_2^2.$$

(1.7)  

(1.8)
where \( f_W = f_{W,a} \in \mathcal{H}_{m,a} \) is a function in our network defined in (1.1) and \( \| \cdot \|_2 \) is the standard \( L^2 \)-norm on \( S^1 \). We are interested in the following questions:

1. How large is the gap between (1.8) and (1.7)?
2. What is the value of (1.7)?

**Remark 1.2.** Note that we measure the distance between \( f_W \) and \( y \) with the standard \( L^2 \)-norm, which can be interpreted as the expected error between \( f(X) \) and \( y(X) \) when the random variable \( X \) is uniformly distributed on \( S^1 \).

The difference between the approximation problems (1.7) and (1.8) is that under the constraint \( |W| \leq R \) every function \( f \in \mathcal{H}_{m,a} \) is Lipschitz continuous with Lipschitz constant \( R \). Since we assume \( y \in BV(S^1) \), then in (1.8) we are trying to approximate a given BV-function with uniformly Lipschitz continuous functions given by our network. Therefore, we see (1.8) as a regularized version of (1.7). That is, to answer Question 1, is to study, what is the error that we make when we regularize the problem (1.7) by the constraint \( |W| \leq R \) for \( f_W \in \mathcal{H}_{m,a} \). We call this the localization problem and prove it in Theorem 2.

On the other hand, in (1.7), we are trying to approximate BV-functions with functions in our network, but this infimum is not in general attained, see Example 1.1. Thus we first characterize the closure of the space \( \mathcal{H}_{m,a} \) in Theorem 4 in Section 4 and denote it by \( \overline{\mathcal{H}}_{m,a} \). This turns out to be a subset of BV-functions. To answer Question 2, we prove in Theorem 3 that the space \( \overline{\mathcal{H}}_{m,a} \) asymptotically converges (w.r.t. the number of alternating nodes) to the space of certain BV-functions and quantify this convergence.

**The Localization theorem.**

Let us focus on answering Question 1. Our aim is to estimate the gap between (1.8) and (1.7) in a quantitative way such that the bound depends only on the BV-norm \( y \). In particular, we want the estimate to be independent of number of nodes \( m \). This turns out to be a difficult and much deeper problem than estimating the size of (1.7).

In order to state the result we define the index sets \( I = \{1, \ldots, m\} \), \( I_+ := \{i \in I : a_i = 1\} \) and \( I_- := \{i \in I : a_i = -1\} \). We define further

\[
\underline{m} := \min\{\#I_+, \#I_-\},
\]

and

\[
C(m) := \sqrt{m/\underline{m}} \geq \sqrt{2},
\]

with the convention that \( C(m) = \infty \) if \( \underline{m} = 0 \). The constant \( C(m) \) measures the ratio between the number of positive and negative coefficients \((a_i)_{i \in I}\) and we do not make any a priori assumptions on this value. Our second main result answers Question 1 and reads as follows.
Theorem 2 (Localization theorem). Assume that \( y \in BV(S^1) \) is such that \( \|y\|_{L^2(S^1)} \leq 1 \). Then for all \( R \geq R_0 \) the following holds

\[
\min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|_{L^2(S^1)}^2 \leq \inf_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|_{L^2(S^1)}^2 + 5 \cdot 10^4 (\|y\|_{BV}^2 + 1) \frac{1}{R^{1/9}},
\]

where \( C(m) \) is defined in (1.10) and

\[
R_0 = \max\{10\|y\|_{BV}^6, 4 \cdot 10^7\}.
\]

Let us make a few comments on this result. First, Theorem 2 shows that when \( R \) is large with respect to the BV-norm of \( y \), the value of (1.8) is close to (1.7). The estimate is quantitative and essentially independent of \( m \). Indeed, the estimate only depends on the value of \( C(m) \), but this is necessary (see Remark 6.6). On the other hand, if we choose the coefficients \( a_i \) randomly, then \( C(m) \leq C_0 \) for some uniform constant \( C_0 \) with high probability and the estimate becomes independent of the number of nodes \( m \).

Moreover, the constants depends only on the BV-norm of \( y \) which is a rather mild regularity assumption (see Remark 1.3 below). For this reason Theorem 2 can be applied also to the case when the function \( y \) takes only discrete values \( y(x) \in \{1, 2, \ldots\} \) which is common in classification problems. The drawback is that the proof is rather difficult and as such we obtain a rate \( R^{-1/9} \) which is not optimal. Indeed, if we would assume that \( C(m) \) is bounded and that \( y \) is Lipschitz continuous, the proof would be simpler and it would give a better rate \( R^{-\alpha} \) for \( \alpha \) closer to one. As in Theorem 1, we give explicit values for the constants, but we do not optimize their values in order to avoid heavy computations.

We find Theorem 2 the deepest result of our paper and since its proof is rather technical, we give a short outline of its proof in the next section.

Remark 1.3. The BV norm in Theorem 2 is natural, since the closure of \( \mathcal{H}_{m,a} \) in \( L^2 \) belongs to the space of BV functions (see Theorem 4). On the other hand, we cannot replace the BV-norm e.g. by \( L^2 \)- or even \( L^\infty \)-norm of \( y \). The reason for this is that every function \( f_W \in \mathcal{H}_{m,a} \) with \( |W| \leq R \) is \( R \)-Lipschitz continuous and it is not possible to approximate \( L^2 \)-functions with \( R \)-Lipschitz functions such that the error depends only on the \( L^2 \)-norm of \( y \).

Uniform approximation theorem.

Let us now finally focus on Question 1. As mentioned before, Question 1 is related to the universal approximation theorem (see Section 5) which we need to quantify in order to give bounds on the size of (1.7). Let us begin with a simple observation that we may write the ReLU function as

\[
\sigma(t) = \max\{t, 0\} = \frac{|t|}{2} + \frac{t}{2} = \text{symmetric} + \text{linear}.
\]

Therefore since \( x \mapsto w_i \cdot x \) is linear we deduce that every function \( f_W \in \mathcal{H}_{m,a} \) is of the form

\[
f_W = \text{symmetric} + \text{linear}.
\]
Therefore if we have \( y \in L^2(S^1) \), we decompose it as \( y = y^s + y^a \), where 
\[ g'(x) = y^s(-x) \quad \text{and} \quad y^a(x) = -y^a(x) \] 
(antipodally symmetric and antipodally anti-symmetric). Further, we decompose \( y^a = l + g \), where \( l \) is linear and \( g \) is orthogonal to linear functions. Then it is clear from the previous discussion, and we show this in Lemma 4.7, that \( H_{m,a} \perp g \) and therefore 
\[ \|f_w - g\|_2^2 = \|g\|_2^2 \]
for all \( f_w \in H_{m,a} \). We thus conclude that in order to study (1.7) it is natural to assume that the function \( y \) satisfies
\[ y = y^s + l \quad \text{for symmetric } y^s \text{ and linear } l. \quad (1.11) \]
Note that the function \( y(x) = I\{x_2 \geq 0\}x_1 \) in Example 1.1 can be written as
\[ y(x) = \frac{1}{2}(I\{x_2 \geq 0\}x_1 - I\{x_2 \leq 0\}x_1) + \frac{1}{2}x_1 \]
and thus it satisfies (1.11) as \( x \mapsto I\{x_2 \geq 0\}x_1 - I\{x_2 \leq 0\}x_1 \) is (antipodally) symmetric.

Our final result completes our study of the problem (1.3).

**Theorem 3** (Uniform approximation theorem). Assume that \( y \in BV(S^1) \) satisfies (1.11). Then
\[ \inf_{f_w \in H_{m,a}} \|f_w - y\|_{L^2(S^1)}^2 \leq \frac{62\|y\|^2_{BV}}{m}, \]
where \( m \) is defined in (1.9).

Theorem 3 quantifies the universal approximation theorem, since it states that for a given \( y \in BV(S^1) \) which satisfies (1.11), we may find a function \( f_w \in H_{m,a} \) which is close to \( y \) and that this error tends to zero as \( m \to \infty \).

It is rather clear that the convergence depends on \( m \) and not on \( m \). Indeed, if \( y \) is a negative function and \( a_i = 1 \) for all \( i = 1, \ldots, m \) then the best approximation in \( H_{m,a} \) is given by the zero function for all \( m \).

Theorem 3 is optimal in the sense that we cannot replace the BV-norm by the \( L^2 \)-norm of \( y \). Indeed, one may see this by considering the symmetric function (in polar coordinates) \( y(\theta) = \sin(2k\theta) \). It is rather clear that we cannot approximate \( y \) by functions in \( H_{m,a} \) uniformly when \( k \) tends to infinity.

**1.2. Outline of the proof of Theorem 2.** As we mentioned above, the proof of Theorem 2 is rather technical and therefore we prefer to outline it here in order to highlight the key ideas. First, since \( y \) is a BV-function, we may replace it by a \( C^1 \)-function \( y_R \) with an approximation argument from Lemma 2.7. We only have to be careful in controlling the error that we make by doing this.

Next we use Theorem 4, which we prove in Section 4, to find a function \( g \in H_{m,a} \) which gives the optimal value
\[ \|g - y_R\|_2^2 = \inf_{f_w \in H_{m,a}} \|f_w - y_R\|_2^2. \]
The idea of the proof is to find a function \( f_{w_R} \in H_{m,a} \), with \( |W_R| \leq C(m)R \), which approximates \( g \) well. In order to do this we need to study the regularity, or the complexity, of the minimizer \( g \).
In order to do this we again use Theorem 4 which states that \( g \) is a sum of simple BV-functions and, in particular, it is piecewise linear. We then use the minimality of \( g \) and the characterization of its symmetric part, given by Proposition 4.6, to find the Euler-Lagrange equation for the symmetric part \( g^s \), which reads as

\[
\int_S g^s x dx = \int_S y^s x dx, \tag{1.12}
\]

where \( y^s \) is the symmetric part of \( y \) and \( S \) is any arc where \( g \) is linear. We note that (1.12) is in fact a system of two equations (recall that \( x \in S^1 \subset \mathbb{R}^2 \)) which contain information on the zeroth and on the first order behavior of \( g^s \) respectively. In Lemma 6.2 we use an argument inspired by regularity theory of elliptic PDEs to deduce Lipschitz estimates for \( g^s \) in terms of the \( C^1 \)-norm of \( y \). In Lemma 6.3 we turn this estimate into information on the weights which define \( g \) and thus we are able to bound the complexity of \( g \). This is the core of the proof, and after that we may approximate \( g \) in a rather straightforward way by \( f_{\mathcal{W}_R} \in \mathcal{H}_{m,a} \), with

\[
\|W_R\| \leq C(m) R.
\]

Remark 1.4. The proof of Theorem 2 relies on the fact that the Euler-Lagrange equation (1.12) contains information for all small arcs \( S \) on the unit circle. If we try to generalize Theorem 2 to more general class of probability measures \( \mu \), then \( \mu \) may not have support on all small arcs and our proof breaks down. What we need for the proof is that the measure is mutually absolutely continuous w.r.t. the Lebesgue measure in a quantifiable sense. We believe for instance that the class of \( A^\infty \) measures would suffice, see [11, 15]. We also need the measure to be antipodally symmetric in order to obtain (1.12).

2. Preliminaries

In this short section we introduce our notation, recall basic results on log-Sobolev inequalities and recall the definition and some basic facts on BV-functions.

2.1. Notation. Whenever we have a point \( x \in \mathbb{R}^n \) we denote \( |x| \) as the Euclidean 2-norm. We denote \( S^1 \subset \mathbb{R}^2 \) as the unit circle and whenever we have a set \( S \subset S^1 \) we denote with \( |S| \) the normalized Lebesgue length of that set, i.e.

\[
|S| = \int_S dx.
\]

For a discrete set of indices i.e. \( I \subset \mathbb{N} \) we denote with \( |I| \) the number of elements in \( I \).

We define the \( L^2 \) and \( L^\infty \) on norms on \( S^1 \) as

\[
\|f\|_2 := \int_{S^1} f^2(x) dx \quad \text{and} \quad \|f\|_\infty := \text{ess sup}_{x \in S^1} |f(x)|,
\]

and the \( C^1 \)-norm of as

\[
\|f\|_{C^1} := \|f\|_\infty + \|f'\|_\infty.
\]

We recall the definition of the ReLU activation function as

\[
\sigma(t) = \max\{t, 0\}, \quad t \in \mathbb{R}.
\]
It has two important properties. First, it is homogeneous \( \sigma(\lambda t) = \lambda \sigma(t) \) for \( \lambda > 0 \) and its derivative is the Heaviside step function \( \sigma'(t) = 1\{t \geq 0\} \), where \( 1 \) denotes the indicator function.

The function space that we consider in this paper is the following:

**Definition 2.1.** Consider an integer \( m > 0 \), index set \( I = \{1, \ldots, m\} \) and coefficients \( a = (a_i)_{i=1}^m \in \{-1,1\}^m \). Then the set of all functions of the form

\[
f_W(a)(x) = \frac{1}{\sqrt{m}} \sum_{i \in I} a_i \sigma(w_i \cdot x), \quad w_i \in \mathbb{R}^2, \ x \in S^1
\]

is denoted by \( \mathcal{H}_{m,a} \). We sometimes simplify the notation by \( f_W = f_W(a) \), since the coefficients are fixed. We define further \( I_+ = \{i \in I : a_i = 1\} \), \( I_- = \{i \in I : a_i = -1\} \) and recall that

\[
m = \min\{|I_+|,|I_-|\}.
\]

**Remark 2.2.** In the rest of the paper we will assume that \( m = |I_-| \leq |I_+| \).

We may do this without loss of generality, up to a changing sign.

Furthermore, we will consider the following reordering of the coefficients \( a = (a_1, \ldots, a_m) \) such that the first \( 2m \) of the \( a_i \)'s alternate in sign, and the remaining \( a_i \)'s are positive. This allows us to consider restrictions of the minimization problem from \( \mathcal{H}_{m,a} \) to \( \mathcal{H}_{m',a'} \) where \( a' = (a_1, \ldots, a_{m'}) \in \{-1,1\}^{m'} \) and \( 0 < m' < m \). The notation that we will adhere to is

\[
\inf_{f \in \mathcal{H}_{m',a'}} \|f - g\|_2^2
\]

Finally we define the following function space

\[
\mathcal{L}_{al} := \{f : f \in L^2, \text{ anti-symmetric part of } f \text{ is linear}\}.
\]

This is a natural space, since by our earlier discussion before Theorem 3 it is clear that \( \mathcal{H}_{m,a} \subset \mathcal{L}_{al} \). Note also that \( \mathcal{L}_{al} \) consists of anti-symmetric functions.

**2.2. Log-Sobolev inequalities.** In this section we list results related to the Log-Sobolev inequality and Poincaré inequality (or Spectral gap) that we need in the proof of Theorem 1. As an introduction to the topic we refer to [21] and [30].

Let \( d\mu \) be a probability measure on \( \mathbb{R}^N \). Then we say that \( \mu \) satisfies the Log-Sobolev inequality (LSI) with constant \( C_{LS} \) if for all Lipschitz function \( u \) with \( \int u^2 d\mu = 1 \) the following holds

\[
\int u^2 \log u^2 d\mu \leq 2C_{LS} \int |\nabla u|^2 d\mu.
\]

We say that \( \mu \) satisfies Poincaré inequality with constant \( C_P \) if for all Lipschitz function \( u \) with \( \int u d\mu = 0 \) the following holds

\[
\int u^2 d\mu \leq C_P \int |\nabla u|^2 d\mu.
\]

It is well known that LSI implies the Poincaré inequality [21, 30].

**Remark 2.3.** If LSI holds for a constant \( C_{LS} \) then the Poincaré inequality holds with the constant \( C_P = C_{LS} \).

We recall the standard result on the Gaussian measure.
Lemma 2.4. [16, 21, 30] The Gaussian measure \(d\mu = c_{n, \Lambda} e^{-\frac{\Lambda |x|^2}{2}} dx\), where \(c_{n, \Lambda}\) is the normalization factor, satisfies the Log-Sobolev inequality (LSI) (2.3) with constant 
\[C_{LS} = \frac{1}{\Lambda}.
\]

By Lemma 2.4 and Remark 2.3 we know that the Gaussian measure satisfies the Poincaré inequality (2.4) with a constant that is independent of the dimension. This is crucial for us, since our goal is to have estimates which are dimension-free. The following well-know result enables us to prove LSI for measures that are perturbation of the Gaussian measure.

Lemma 2.5 (Holley-Stroock perturbation lemma). If a LSI holds for the measure \(d\mu\) with constant \(C_{LS}\), then the perturbed measure
\[Z^{-1} \exp(G(x)) d\mu(x)\]
where \(Z\) is a normalization constant, satisfies a LSI with constant \(C_{LS} \exp(\text{osc}(G))\).

The advantage of Lemma 2.5 for us is that it can be applied to general class of measures. The disadvantage is that in our setting it provides rather poor bound on the Poincaré constant \(C_P\). We will use the following perturbation result by Aida [1], which fits well in our setting.

Lemma 2.6 (Aida perturbation lemma). Assume LSI holds for the measure \(d\mu\) with constant \(C_{LS}\) and assume that for a function \(G\) and constant \(\beta \in (0, 1/4]\) the following holds
\[\int \exp(2C_{LS}(1 + \beta) |\nabla G|) d\mu \leq 1 + \frac{\beta}{2}\]
\[\int \exp(G) d\mu \geq 1 - \frac{\beta}{2}\]
\[\int \exp(2G) d\mu = 1.
\]

Then the perturbed measure \(\exp(2G(x)) d\mu(x)\), satisfies Poincaré inequality with constant
\[\frac{64C_{LS}(1 + \beta)(1 - (\beta/2))}{\beta^2}.
\]

2.3. BV Functions. We begin by recalling the definition and basic facts on functions of bounded variation, or simply BV-functions. As an introduction to the topic we refer to [3].

Given a function \(y \in S^1 \rightarrow \mathbb{R}\), there is a natural identification of \(y\) as a \(2\pi\)-periodic function \(\tilde{y} : \mathbb{R} \rightarrow \mathbb{R}\) defined as \(\tilde{y}(\theta) = y(\cos \theta, \sin \theta)\). We will assume this identification from now on. We recall that a \(2\pi\)-periodic function \(y : \mathbb{R} \rightarrow \mathbb{R}\) is a function of bounded variation if
\[\sup \left( \sum_{i=1}^{n-1} |y(\theta_{i+1}) - y(\theta_i)| : n \geq 2, 0 = \theta_1 < \theta_2 < \cdots < \theta_n = 2\pi \right) < \infty.
\]
We denote the space of BV-functions on \(S^1\) by \(BV(S^1)\). An equivalent definition is to require that the total variation of \(y\) on \((0, 2\pi)\)
\[V_y := \sup \left( \int_{(0, 2\pi)} y(\theta) \phi'(\theta) d\theta : \phi \in C^1_{\text{per}}(\mathbb{R}), \|\phi\|_{L^\infty} \leq 1 \right)
\]
is bounded. The derivative of the $BV$-function $y$ is a finite Radon measure which we denote by $\mu_y$ and we have
\[
\int_{(0,2\pi)} y(\theta) \varphi'(\theta) d\theta = -\int_{(0,2\pi)} \varphi(\theta) d\mu_y
\]
for all $\varphi \in C^1_{\text{per}}(\mathbb{R})$. It is trivial to see that any BV-function is bounded and we define its BV-norm as
\[
\|y\|_{BV} := \|y\|_{\infty} + V_y.
\]
If $y$ is a BV-function then it is, in particular, $L^2$-function and we may write it in terms of Fourier series
\[
y(\theta) = \sum_{k=0}^{\infty} a_k \sin(k \theta) + b_k \cos(k \theta).
\]
By choosing $\varphi(\theta) = -\cos(k \theta)$ we have by $\varphi'(\theta) = k \sin(k \theta)$ and (2.8) that
\[
\|y\|_{BV} \geq k \int_{(0,2\pi)} y(\theta) \sin(k \theta) d\theta = k \int_{(0,2\pi)} a_k \sin^2(k \theta) d\theta = \frac{ka_k}{2}.
\]
By choosing $\varphi(\theta) = \cos(k \theta)$ we obtain by the same argument $\|y\|_{BV} \geq \frac{ka_k}{2}$, and by choosing $\varphi(\theta) = \pm \sin(k \theta)$ we obtain the same bound for $b_k$. Hence, we conclude
\[
|a_k|, |b_k| \leq 2\frac{\|y\|_{BV}}{k}. \tag{2.9}
\]
We may use (2.9) to approximate BV-functions with smooth functions in a quantitative way.

**Lemma 2.7.** Assume $y \in BV(S^1)$ and fix $r \in \mathbb{N}_+$. Then there is $y_r \in C^\infty(S^1)$ such that $\|y_r\|_{\infty} \leq \|y\|_{\infty}$, $\|y_r\|_{C^1} \leq 5r \|y\|_{BV}$ and
\[
\|y - y_r\|_{L^2} \leq 16\|y\|_{BV} \frac{1}{r}.
\]

**Proof.** Let $u$ be the solution of the heat equation $\partial_t u = u''$ with initial datum $u(\theta, 0) = y(\theta)$. We define $y_r(\theta) := u(\theta, r^{-2})$. Let us check that this satisfies all the required conditions. First, by the maximum principle, $\|y_r\|_{\infty} \leq \|y\|_{\infty}$.

We proceed by writing $y$ in Fourier series as
\[
y(\theta) = \sum_{k=0}^{\infty} a_k \sin(k \theta) + b_k \cos(k \theta)
\]
and the solution to the heat equation as
\[
u(\theta, t) = \sum_{k=0}^{\infty} a_k \sin(k \theta) e^{-k^2 t} + b_k \cos(k \theta) e^{-k^2 t}. \tag{2.10}
\]
By differentiating (2.10) and using (2.9) we obtain
\[
\left| \frac{\partial}{\partial \theta} u(\theta, t) \right| \leq \sum_{k=1}^{\infty} (|a_k|k + |b_k|k)e^{-k^2 t}
\]
\[
\leq 4\|y\|_{BV} \sum_{k=1}^{\infty} e^{-k^2 t}
\]
\[
\leq 4\|y\|_{BV} \int_0^{\infty} e^{-x^2} dx \leq \frac{2\sqrt{\pi}}{\sqrt{t}} \|y\|_{BV}.
\]
Hence $|y'_r(\theta)| = \frac{\partial}{\partial \theta} u(\theta, r^{-2})| \leq 4r \| y \|_{BV}$ and thus $\| y_r \|_{C^1} = \| y_r \|_{\infty} + \| y'_r \|_{\infty} \leq 5r \| y \|_{BV}$ for $r \geq 1$. 

We continue by estimating $\| y - u(\cdot, t) \|_2^2$ for $t = r^{-2}$ by using the Fourier series

$$
\int_0^{2\pi} |y(\theta) - u(\theta, t)|^2 d\theta \leq \sum_{k=0}^{\infty} |a_k(1 - e^{-k^2t})|^2 + |b_k(1 - e^{-k^2t})|^2 \leq \sum_{k=0}^{r} |a_k(1 - e^{-k^2t})|^2 + |b_k(1 - e^{-k^2t})|^2 + \sum_{k=r+1}^{\infty} (a_k^2 + b_k^2).
$$

We first use (2.9) the estimate the second term as

$$
\sum_{k=r+1}^{\infty} (a_k^2 + b_k^2) \leq 8\| y \|_{BV}^2 \sum_{k=r+1}^{\infty} \frac{1}{k^2} \leq \frac{8 \| y \|_{BV}^2}{r}.
$$

We use (2.9) to estimate the first term as

$$
\sum_{k=1}^{r} \frac{\sqrt{k^2t}}{2} \sum_{k=1}^{r} \frac{1}{k^2} \leq 8\| y \|_{BV}^2 t^2 \sum_{k=1}^{r} k^2 = \frac{8 \| y \|_{BV}^2 t^2}{r} (r + 1)(2r + 1) \leq \frac{8 \| y \|_{BV}^2 t^2 r^3}{r} \leq \frac{16 \| y \|_{BV}^2}{r}.
$$

for $t = r^{-2}$. Hence we deduce $\| y - u(\cdot, t^{-2}) \|_2^2 \leq \frac{16 \| y \|_{BV}^2}{r}$.

Recall that every $f \in \mathcal{H}_{m,a}$ belongs to the function space $\mathcal{L}_{al}$ defined in (2.2). It is therefore natural to decompose also $y = y_1 + y_2$ where $y_1 \in \mathcal{L}_{al}$ and $y_2 \in \mathcal{L}_{al}^1$. In the following lemma we make the rather obvious remark that $y$ bounds the norm of $y_1$.

**Lemma 2.8.** Assume $y \in BV(S^1)$ and let us write $y = y_1 + y_2$ with $y_1 \in \mathcal{L}_{al}$ and $y_2 \in \mathcal{L}_{al}^1$, where $\mathcal{L}_{al}$ is defined in (2.2). Then

$$
\| y_1 \|_{BV} \leq 4 \| y \|_{BV}.
$$

**Proof.** Since $y_1 \in \mathcal{L}_{al}$ it can be written as $y_1(x) = y^s(x) + l(x)$, where $y^s$ is the symmetric part of $y$ and $l$ is a linear function. First, we may write $y^s(x) = \frac{y(x) + y(-x)}{2}$ and therefore

$$
\| y^s \|_{BV} \leq \| y \|_{BV}.
$$

Since $y^s \perp l$ and $y_2 \perp l$ we have

$$
\int_{S^1} y(x) \frac{l(x)}{\| l \|_{\infty}} dx = \| l \|_{\infty} \int_{S^1} \left( \frac{l}{\| l \|_{\infty}} \right) dx = \frac{\| l \|_{\infty}^2}{2},
$$

where the last equality follows from the fact that $\int_{(0,2\pi)} \sin^2(\theta) d\theta = 1/2$. From the above equality and from Cauchy-Schwarz we obtain

$$
\| l \|_{\infty} = 2 \int_{S^1} y(x) \frac{l(x)}{\| l \|_{\infty}} dx \leq 2 \frac{\| y \|_2}{\sqrt{2}}.
$$
3. Convergence to equilibrium and properties of the cost function

In this section we assume $\mu$ to be merely a probability measure on $S^1$ and denote

$$
\mathbb{E}_\mu[f] := \int_{S^1} f(x) \, d\mu(x) \quad \text{and} \quad \|f\|_{L^2(\mu)}^2 := \mathbb{E}_\mu[f^2].
$$

Our goal is to prove Theorem 1. To this aim we need first to study the structure of the cost function $\Phi$ defined as

$$
\Phi(W) := \mathbb{E}_\mu[(f_W - y)^2] = \|f_W - y\|_{L^2(\mu)}^2,
$$

where we write $f_W = f_{W, a} \in \mathcal{H}_{m,a}$ for short. We first study the growth bounds from below and above of the cost function.

**Lemma 3.1.** Assume that $\|y\|_{L^2(\mu)} \leq 1$. Then,

$$
\Phi(W) \leq (|W| + 1)^2
$$

and

$$
|\nabla W \Phi(W)|^2 \leq 4 \Phi(W) \quad \text{and} \quad \langle \nabla W \Phi(W), W \rangle \geq \Phi(W) - 1.
$$

**Proof.** By Cauchy-Schwarz we have for every $f_W \in \mathcal{H}_{m,a}$ and every $x \in S^1$

$$
|f_W(x)| = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} a_i \sigma(w_i \cdot x) \leq \frac{1}{\sqrt{m}} \left( \sum_{i=1}^{m} a_i^2 \sigma(w_i \cdot x)^2 \right)^{1/2} \leq \frac{1}{\sqrt{m}} (m)^{1/2} \left( \sum_{i=1}^{m} |w_i|^2 \right)^{1/2} = |W|.
$$

Using (3.1) and Cauchy-Schwarz again yields

$$
|\mathbb{E}_\mu[f_W y] \leq \|f_W\|_{L^2(\mu)} \|y\|_{L^2(\mu)} \leq \|f_W\|_{L^2(\mu)} \leq |W|.
$$

By (3.1) and (3.2) we may now bound the value of the cost function

$$
\mathbb{E}_\mu[(f_W - y)^2] = \mathbb{E}_\mu[f_W^2] - 2 \mathbb{E}_\mu[f_W y] + \mathbb{E}_\mu[y^2] \leq |W|^2 + 2|W| + 1
$$

which yields the first claim.

By differentiating $f_{W,a}(x)$ with respect to the weight $w_i$ yields

$$
\frac{\partial}{\partial w_i} f_{W,a}(x) = \frac{1}{\sqrt{m}} a_i \sigma'(w_i \cdot x) x.
$$

Therefore

$$
\|\nabla W f_W\|_{L^2(\mu)}^2 = \mathbb{E}_\mu \left[ \frac{1}{m} \sum_{i=1}^{m} a_i^2 |x|^2 \sigma'(w_i \cdot x)^2 \right] \leq 1.
$$
Hence, we deduce from (3.3) and (3.4) that 
\[
|\nabla_W \Phi(W)| = |\nabla_W \mathbb{E}_\mu[(f_W - y)^2]| \leq 2\mathbb{E}_\mu[|\nabla_W f_W(f_W - y)|] \\
\leq 2|\nabla_W f_W|_{L^2(\mu)}\|f_W - y\|_{L^2(\mu)} \\
\leq 2\sqrt{\Phi(W)},
\]
which yields the second claim.

In order to prove the third claim we observe that by homogeneity, \(f_W(x) = \lambda f_W(x)\) for all \(\lambda > 0\). Therefore we have 
\[
\langle \nabla f_W(x), W \rangle = \frac{\partial}{\partial \lambda}|_{\lambda=1} f_{\lambda W}(x) = f_W(x).
\]
Thus we deduce 
\[
\langle \nabla W \Phi(W), W \rangle = \langle \nabla \mathbb{E}_\mu[(f_W - y)^2], W \rangle \\
= 2\mathbb{E}_\mu[\langle \nabla f_W, W \rangle(f_W - y)] \\
= 2\mathbb{E}_\mu[(f_W - y)^2] + 2\mathbb{E}_\mu[y(x)(f_W - y)] \\
\geq \mathbb{E}_\mu[(f_W - y)^2] - \mathbb{E}_\mu[y^2] \\
\geq \Phi(W) - 1.
\]

One might be tempted to think that the third inequality in Lemma 3.1 implies the cost function to be coercive. This is however not true, as the next lemma shows (see also Example 1.1). In particular, we show that the gradient flow diverges for certain starting points.

**Lemma 3.2.** Assume that \(y(x) = \mathbb{I}\{x_2 \geq 0\}x_1\), \(a_1 = -a_2 = 1\) and \(\mathcal{H}_{2,a}\) and \(\Phi\) are as in Example 1.1. Choose \(W_0 = (w_1, w_2)\) with \(w_1 = (1/2, b)\) and \(w_1 = (-1/2, b)\) for \(b \geq 1\). Then the gradient flow \((W_t)_{t \geq 0}\) of \(\Phi\) starting from \(W_0\) diverges, i.e. 
\[
\lim_{t \to \infty} |W_t| = \infty.
\]
The claim follows from a rather simple calculation which we provide for the convenience of the reader.

**Proof.** Let us show that the gradient flow \((W_t)_{t \geq 0}\), 
\[
\frac{d}{dt} W_t = -\nabla_W \Phi(W_t),
\]
is always of the form \(W_t = (w_1(t), w_2(t)) \in \mathbb{R}^4\) with 
\[
w_1(t) = (1/2, b_t) \quad \text{and} \quad w_2(t) = (-1/2, b_t), \tag{3.5}
\]
with \(b_t \geq 1\). Recall that we assume \(\Phi(W) = \|f_w - y\|_2^2\).

Let us assume that \(W_t = (w_1, w_2)\) is of the form (3.5) and let us calculate \(\nabla_W \Phi(W_t)\). We denote \(S_{12} = \{x \in \mathbb{S}^1: w_1 \cdot x \geq 0\} \setminus \{x \in \mathbb{S}^1: w_2 \cdot x \geq 0\}\) and 
\(S_{21} = \{x \in \mathbb{S}^1: w_2 \cdot x \geq 0\} \setminus \{x \in \mathbb{S}^1: w_1 \cdot x \geq 0\}\) and have by a straightforward calculation 
\[
\partial_{w_1} \Phi(W) \cdot e_1 = \frac{2}{2\pi} \int_{S_{12}} \left(1/2 x_1 + b_t x_2 - \mathbb{I}_{\{x_2 \geq 0\}} x_1\right) x_1 dx = 0
\]
and similarly $\partial_{w_2} \Phi(W) \cdot e_1 = 0$. Moreover,
\[
\partial_{w_1} \Phi(W) \cdot e_2 = \frac{2}{2\pi} \int_{S^{12}} \left( \frac{1}{2} x_1 + b_1 x_2 - \|\{(x_2 \geq 0) x_1\}\right) x_2 \, dx \\
= \frac{2}{2\pi} \int_{S^{21}} \left( \frac{1}{2} x_1 + b_1 x_2 - \|\{(x_2 \geq 0) x_1\}\right) x_2 \, dx \\
= \partial_{w_2} \Phi(W) \cdot e_2.
\]
This means that if $W_t$ is of the form $W_t = (1/2, b_t, -1/2, b_t) \in \mathbb{R}^4$ then the gradient is of the form $\nabla W \Phi(W_t) = (0, c_t, 0, c_t)$. This proves (3.5). The argument also yields that $|\nabla W \Phi(W_t)|^2 = 2c_t^2 > 0$ when $|b_t| < \infty$. Therefore we deduce that necessarily $|b_t| \to \infty$ and the claim follows.

The fact that the gradient flow may diverge to infinity as shown by Example 1.1 and Lemma 3.2 forces us to consider a penalizing term to confine the gradient descent. We recall that we define the penalization of $\Phi$ as
\[
\Phi_R(W) = \max\{\Phi(W), 4|W|^2 - R^2\}.
\]
The reason we choose this penalization is that it is Gaussian outside a large ball and we wish to utilize the contracting effect of high dimension, where the local non-convexity of $\Phi$ matters less and less. As such, when the dimension is large w.r.t. $R$ we may expect to have Poincaré inequality with a constant independent of the dimension.

Theorem 1 concerns the density of the stochastic gradient flow (1.6). It is well known that the density $\rho$ solves the following Fokker-Planck equation
\[
\frac{\partial \rho}{\partial t} = \nabla \cdot (\rho \nabla \Phi_R + \varepsilon^2 \nabla \rho).
\]
By setting $u(t, x) = \rho(t, x)e^{\Phi_R(x)/\varepsilon^2}$ we obtain a formulation
\[
\frac{\partial u}{\partial t} = \varepsilon^2 \Delta u - \nabla \Phi_R \cdot \nabla u = \nabla \cdot \left(\varepsilon^2 \nabla u e^{-\Phi_R/\varepsilon^2}\right)
\]
In order to quantify the convergence of $u$, and thus in turn of $\rho$, we need to prove the Poincaré inequality (PI) (2.4) for the measure $e^{-\Phi_R/\varepsilon^2} dW$. This is the most important result of the section, and deserves some comments.

The history of Poincaré inequalities for exponential measures is rich and deep. In the Gaussian case, i.e. $e^{-|x|^2} \, dx$, the PI is by Remark 2.3 a consequence of the log-Sobolev inequality (LSI), which is also called the Gross logarithmic Sobolev inequality, see [16]. As mentioned before, the crucial fact is that the Gaussian Poincaré constant is independent of the dimension.

Since the cost function $\Phi$ defined (1.2) and $\Phi_R$ defined in (3.6) are non-convex, we cannot use the well developed theory of PI for log-convex measures [30]. In order to obtain the PI for measures that are not log-convex, the most well known methods are either by perturbation argument or via Lyapunov functions. In the first case, the idea is to perturb the PI related to a log-concave measure, for which the PI or even LSI holds. In this case the Holley-Stroock perturbation result, Lemma 2.5, is essentially sharp for local perturbations, if we know only the oscillation. For global perturbations, the works [1, 2] are for our knowledge the best result which gives dimension-free and explicit constants. The other method, using Lyapunov functions,
does not seem to be stable w.r.t. the dimension even for log-concave measures. It is worth mentioning that if we know more about the geometry of our local perturbation, we could use the tunneling estimates in [18] to obtain sharper constants.

As for now we do not know enough about the geometry of local minimas of the cost function to apply other methods than perturbation. As such, our proof consists of a combination of the Holley-Stroock perturbation method together with the one by Aida. Finally, it is essential to remark that we trace the constants explicitly.

**Proposition 3.3.** Assume that $0 < \varepsilon \leq 1$ and $R \geq 10$. Then,

$$
\int_{\mathbb{R}^{2m}} u^{2} e^{-\Phi_{R}(W)/\varepsilon^2} dW \leq C_{P} \varepsilon^2 \int_{\mathbb{R}^{2m}} |\nabla u|^{2} e^{-\Phi_{R}(W)/\varepsilon^2} dW
$$

for every Lipschitz function with $\int_{\mathbb{R}^{2m}} u e^{-\Phi_{R}(W)} dW = 0$. When $m \geq 24 R^{2} \varepsilon^{-2}$ the constant is bounded by $C_{P} \leq 140$.

Otherwise we have the bound $C_{P} \leq \frac{1}{8} e^{(4 R^{2} + 2) \varepsilon^{-2}}$.

**Proof.** We will use the perturbation results Lemma 2.5 and Lemma 2.6 to prove the Poincaré inequality for the measure $e^{-\Phi_{R}(W)/\varepsilon^2} dW$, where $\Phi_{R}(W)$ is defined in (3.6). We may write $\Phi_{R}(W) = V(W) - 2 F(W)$, where $V(W) = 4(|W|^2 - R^2)$ and

$$
F(W) = \frac{1}{2} (V(W) - \Phi(W))^2 \mathbb{1}_{\{\Phi(W) > V(W)\}}.
$$

Since

$$
e^{-V(W)/\varepsilon^2} = e^{4 R^{2} \varepsilon^{-2}} e^{-4 \varepsilon^{-2} |W|^2},$$

the reference measure is the scaled Gaussian measure $d\gamma = c_{2m} e^{-4 \varepsilon^{-2} |W|^2} dW$, where the normalization factor is

$$
c_{2m} = \left(\frac{4}{\varepsilon^2 \pi}\right)^m,
$$

and the perturbed measure is $d\gamma_{P} = e^{2 \varepsilon^{-2} F} d\gamma$. By Lemma 2.4 $\gamma$ satisfies the log-Sobolev inequality with constant $C_{LS} = \frac{4}{8 \pi}$.

Let us first show that

$$
F(W) = 0 \quad \text{for all} \quad |W|^2 \geq 2 R^2. \quad (3.8)
$$

Indeed, by Lemma 3.1 we have $\Phi(W) \leq (|W| + 1)^2$. When $R \geq 10$ and $|W|^2 \geq 2 R^2$ then

$$
V(W) = 4(|W|^2 - R^2) \geq (|W| + 1)^2.
$$

Therefore $V(W) \geq \Phi(W)$ for all $|W|^2 \geq 2 R^2$ and thus we have (3.8).

By the definition of $F$ we have $F \leq 0$. From Lemma 3.1 we deduce $4|W|^2 - \Phi(W) \geq 2|W|^2 - 2 \geq -2$. Therefore we have

$$
2 |F(W)| = (V(W) - \Phi(W))_+ = (4|W|^2 - \Phi(W) - 4 R^2)_- \leq 4 R^2 + 2.
$$
By Lemma 2.5 we deduce that the Poincaré inequality holds for $d\gamma_F$ with a constant $C_{P,\varepsilon}$, which we may estimate as

$$C_{P,\varepsilon} \leq \frac{\varepsilon^2}{8}e^{(4R^2+2)e^{-2}},$$  \hspace{1cm} (3.9)

setting $C_P = \varepsilon^{-2}C_{P,\varepsilon}$ yields the first result.

Let us improve the bound (3.9) in the case $m \geq 24R^2\varepsilon^{-2}$, by using Aidas result, Lemma 2.6. We choose $\beta = \frac{1}{2}$ in Lemma 2.6. Let us verify the conditions (2.5)–(2.7). We first claim that

$$\int_{\mathbb{R}^{2m}} e^{2C_{LS}(1+\frac{1}{4})|\nabla(\varepsilon^{-2}F)|^2} \, d\gamma \leq 1 + \frac{1}{8}, \hspace{1cm} (3.10)$$

which gives (2.5). To this aim we observe that by (3.8), $F = 0$ outside the ball $B_{\sqrt{2}R}$. Moreover by differentiating we get $2\nabla F(W) = \nabla V(W) - \nabla \Phi(W) = 8W - \nabla \Phi(W)$, when $F(W) \neq 0$. Therefore we estimate by Lemma 3.1.

$$|\nabla F(W)|^2 = \frac{1}{4} \left( 64|W|^2 - 16(\nabla \Phi(W),W) + |\nabla \Phi(W)|^2 \right) \leq \frac{1}{4} \left( 64|W|^2 - 16\Phi(W) + 16 + 4\Phi(W) \right) \leq 16|W|^2 + 4.$$

Therefore we have

$$\int_{\mathbb{R}^{2m}} e^{2C_{LS}(1+\frac{1}{4})|\nabla(\varepsilon^{-2}F)|^2} \, d\gamma = \int_{\mathbb{R}^{2m}} e^{\varepsilon^2(1+\frac{1}{4})e^{-2}\nabla F|^2} \, d\gamma = \int_{\mathbb{R}^{2m}} e^{\frac{5}{16}\varepsilon^{-2}|\nabla F|^2} \, d\gamma \leq 1 + \left( \frac{4}{\varepsilon^2 \pi} \right)^m \int_{B_{\sqrt{2}R} \setminus \mathbb{R}^2} e^{\frac{5}{16}\varepsilon^{-2}|\nabla F|^2} \, dW$$

$$\leq 1 + e^{\frac{5}{2}\varepsilon^{-2}} \left( \frac{4}{\varepsilon^2 \pi} \right)^m \int_{B_{\sqrt{2}R} \setminus \mathbb{R}^2} e^{-\varepsilon|W|^2} \, dW$$

$$\leq 1 + e^{\frac{5}{2}\varepsilon^{-2}} \left( \frac{4}{\varepsilon^2 \pi} \right)^m e^{2R^2\varepsilon^{-2}} |B_{\sqrt{2}R}|.$$  \hspace{1cm} (3.11)

We continue by recalling the volume of the $2m$-dimensional ball of radius $\sqrt{2}R$ and using Stirlings formula

$$|B_{\sqrt{2}R}| = \frac{\pi^m}{m!} (\sqrt{2}R)^{2m} \leq \frac{1}{\sqrt{2\pi m}} \left( \frac{2\pi e R^2}{m} \right)^m.$$  \hspace{1cm} (3.12)

Therefore, using (3.11), (3.12) and the assumptions $m \geq 24R^2\varepsilon^{-2}$, $R \geq 10$, we deduce

$$\int_{\mathbb{R}^{2m}} e^{2C_{LS}(1+\frac{1}{4})|\nabla(\varepsilon^{-2}F)|^2} \, d\gamma \leq 1 + \frac{e^{\frac{5}{2}\varepsilon^{-2}}}{\sqrt{2\pi m}} e^{2R^2\varepsilon^{-2}} \left( \frac{8\pi e R^2}{\varepsilon^2 m} \right)^m \leq 1 + \frac{1}{100} \left( \frac{e}{3} \right)^m \leq 1 + \frac{1}{8},$$

since $\frac{e}{3} < 1$. Hence, we have (3.10).
Let us define \( G_\varepsilon := \varepsilon^{-2} F + \alpha \), where \( \alpha \in \mathbb{R} \) is chosen such that \( \int_{\mathbb{R}^2_m} e^{2G_\varepsilon} \, d\gamma = 1 \), in order to satisfy \((2.7)\). Note that \( e^{2G_\varepsilon} \, d\gamma \) is merely \( c_n \varepsilon^{-2} F \, d\gamma \), where \( c_n \) is the normalization factor. We claim that

\[
\int_{\mathbb{R}^2_m} e^{2G_\varepsilon} \, d\gamma \geq 1 - \frac{1}{8},
\]

which establishes \((2.6)\). From \( F \leq 0 \) and from the choice of \( \alpha \) it follows

\[
\int_{\mathbb{R}^2_m} e^{G_\varepsilon} \, d\gamma = e^\alpha \int_{\mathbb{R}^2_m} e^{-2F} \, d\gamma \geq e^{-\alpha} \int_{\mathbb{R}^2_m} e^{2G_\varepsilon} \, d\gamma = e^{-\alpha}.
\]

Now since

\[
e^{-\alpha} = \left( \int_{\mathbb{R}^2_m} e^{2\varepsilon^{-2}F} \, d\gamma \right)^{1/2},
\]

the claim \((3.13)\) follows once we prove

\[
\int_{\mathbb{R}^2_m} e^{2\varepsilon^{-2}F} \, d\gamma \geq 1 - \frac{1}{10},
\]

because \( \sqrt{1 - 1/10} \geq 1 - 1/8 \). To this aim we proceed as in \((3.11)\) by using \( F \leq 0, \ F = 0 \) outside \( B_{\sqrt{2}R} \) and \((3.12)\)

\[
\int_{\mathbb{R}^2_m} e^{2\varepsilon^{-2}F} \, d\gamma = 1 - \int_{B_{\sqrt{2}R}} (1 - e^{2\varepsilon^{-2}F}) \, d\gamma,
\]

\[
\geq 1 - \left( \frac{4}{\varepsilon^2\pi} \right)^m \int_{B_{\sqrt{2}R}} e^{-4\varepsilon^{-2}\|W\|^2} \, dW
\]

\[
\geq 1 - \left( \frac{4}{\varepsilon^2\pi} \right)^m \left| B_{\sqrt{2}R} \right|
\]

\[
\geq 1 - \frac{1}{\sqrt{2\pi m}} \left( \frac{8\varepsilon R^2}{\varepsilon^2 m} \right)^m.
\]

By the assumptions \( m \geq 24R^2 \varepsilon^{-2}, \ \varepsilon \leq 1 \) and \( R \geq 10 \) we have

\[
\frac{1}{\sqrt{2\pi m}} \left( \frac{8\varepsilon R^2}{\varepsilon^2 m} \right)^m \leq \frac{1}{10}.
\]

Hence, \((3.14)\) follows from the two above inequalities and we have proved \((3.13)\).

Now using \((3.10), (3.13)\) and \((3.14)\) we see that \((2.5)\)--\((2.7)\) are satisfied and Lemma 2.6 implies that the measure \( e^{2G_\varepsilon} \, d\gamma \), and thus also \( d\gamma_F = e^{2\varepsilon^{-2}F} \, d\gamma \), satisfies the Poincaré inequality \((2.4)\) with constant (recall \( \beta = \frac{1}{4} \) and \( C_{\text{LS}} = \frac{1}{8} \))

\[
C_{P,\varepsilon} \leq \frac{64 \cdot \frac{1}{8} (1 + \frac{1}{2}) (1 - \frac{1}{8})}{(\frac{1}{4})^2} = 140 \varepsilon^2.
\]

Setting \( C_F = \varepsilon^{-2} C_{P,\varepsilon} \), the above inequality yields the second result. \( \square \)

Theorem 1 follows from Proposition 3.3 by a standard argument which we sketch for the convenience of the reader.
**Proof of Theorem 1.** Let us write $\rho(W,t) = u(W,t)e^{-\Phi_R(W)/\varepsilon^2}$ in which case for $\rho_\infty(W) = e^{-\Phi_R(W)/\varepsilon^2}$ we have

$$
\int_{\mathbb{R}^{2m}} (\rho(W,t) - \rho_\infty)^2 e^{\Phi_R/\varepsilon^2} dW = \int_{\mathbb{R}^{2m}} (u(W,t) - 1)^2 e^{\Phi_R/\varepsilon^2} dW.
$$

Recall that $u$ solves the equation (3.7) and hence

$$
\frac{d}{dt} \int_{\mathbb{R}^{2m}} (u - 1)^2 e^{-\Phi_R/\varepsilon^2} dW = \int_{\mathbb{R}^{2m}} (u - 1) \frac{\partial u}{\partial t} e^{-\Phi_R/\varepsilon^2} dW
= \int_{\mathbb{R}^{2m}} (u - 1) (\varepsilon^2 \Delta u - \nabla \Phi_R \cdot \nabla u) e^{-\Phi_R/\varepsilon^2} dW
= \varepsilon^2 \int_{\mathbb{R}^{2m}} (u - 1) \nabla \cdot (\nabla u e^{-\Phi_R/\varepsilon^2}) dW
= -\varepsilon^2 \int_{\mathbb{R}^{2m}} |\nabla u|^2 e^{-\Phi_R/\varepsilon^2} dW,
$$

where the last step follows from the self-adjointness of (3.7) in $L^2(e^{-\Phi_R/\varepsilon^2} dW)$, see for instance [16, 28]. By Proposition 3.3 we have

$$
\int_{\mathbb{R}^{2m}} (u - 1)^2 e^{-\Phi_R/\varepsilon^2} dW \leq C_P e^2 \int_{\mathbb{R}^{2m}} |\nabla u|^2 e^{-\Phi_R/\varepsilon^2} dW,
$$

where the constant $C_P$ is explicitly given in Proposition 3.3. Combining (3.15) and (3.16) we obtain

$$
\frac{d}{dt} \int_{\mathbb{R}^{2m}} (u - 1)^2 e^{-\Phi_R/\varepsilon^2} dW \leq -\frac{2}{C_P} \int_{\mathbb{R}^{2m}} (u - 1)^2 e^{-\Phi_R/\varepsilon^2} dW,
$$

which in turn implies

$$
\int_{\mathbb{R}^{2m}} (u(W,t) - 1)^2 e^{-\Phi_R/\varepsilon^2} dW \leq e^{-2/C_P} \int_{\mathbb{R}^{2m}} (u_0(W) - 1)^2 e^{-\Phi_R/\varepsilon^2} dW.
$$

The above statement implies the result. \qed

4. CLOSURE OF $H_{m,a}$ IN $L^2$

The rest of the paper is devoted to study the Questions 1 and 2. We begin by studying the closure of the space $H_{m,a}$, defined in Definition 2.1, with respect to the $L^2(S^1)$-norm. We denote this closure by $\overline{H}_{m,a}$ and it contains the functions which we obtain as a limit of sequence of functions $(f_{W_k})_k$ in $H_{m,a}$, when the weights diverge to infinity $|W_k| \to \infty$. We also study the structure of the symmetric part of functions in $\overline{H}_{m,a}$.

We recall that a function $f_{W,a} = f_W \in H_{m,a}$ can be written as

$$
f_W(x) = \frac{1}{\sqrt{m}} \sum_{i=1}^m a_i \sigma(w_i \cdot x),
$$

where $I = \{1, \ldots, m\}$. As we are interested in the closure when the weight space $R^{2m}$ is fixed, we may disregard the multiplicative factor $1/\sqrt{m}$.

**Remark 4.1.** For further reference, the closure of $H_{m,a}$ with respect to the $L^2(S^1)$ norm is denoted as $\overline{H}_{m,a}$.

The main result of this section is the following characterization of the space $\overline{H}_{m,a}$. 

Theorem 4. A function \( g : S^1 \to \mathbb{R} \) belongs to the space \( \overline{H}_{m,K} \) if and only if it is of the form
\[
g(x) = \sum_{i \in J} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\} (v_i \cdot x) + \sum_{i \in K} a_i \sigma(w_i \cdot x),
\]
where \( \hat{w}_i \) are unit vectors, the set of indexes \( J, K \subset I \) are disjoint and \( |J| \leq m \). Here \( m \) is defined in (1.9).

Remark 4.2. In order for a limit to exist in \( L^2(S^1) \) when certain nodes \( |w_i| \to \infty \) as \( k \to \infty \), some terms in the sum in (4.1) needs to cancel. This cancellation is what gives rise to the index set \( J \) and the remainder of that cancellation gives rise to new functions of type \( \mathbb{I}\{\hat{w}_i \cdot x \geq 0\} (v_i \cdot x) \). Note that these include the original functions \( \sigma(w_i \cdot x) \) by choosing \( v = w_i \).

Theorem 4 implies that every \( g \in \overline{H}_{m,K} \) is a BV-function. In fact, \( g \) is linear on arcs which we call sectors and define as follows.

Definition 4.3. Given an index set \( I \) and a set of directions \( \{ \hat{w}_i : \hat{w}_i \in \mathbb{R}^2 \} \) we denote
\[
S_i = \{ x \in S^1 : \hat{w}_i \cdot x \geq 0 \}.
\]
Moreover, we define sectors \( S \) as the connected components of \( S^1 \) where the function
\[
x \mapsto \sum_{i \in I} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}
\]
is constant. In particular, the sectors are contained in the \( \sigma \)-algebra generated by \( S_i \).

We split the proof of Theorem 4 into two part in Lemmas 4.4 and 4.5. We begin with Lemma 4.4 which identifies the closure.

Lemma 4.4. Assume that \( |W_k| \to \infty \) and \( \|f_{W_k}\|_2 \leq C \). Then there is \( g \in L^2(S^1) \) and a sub-sequence of \( W_k \) such that \( f_{W_k} \to g \) in \( L^2(S^1) \). Moreover, there exist disjoint sets of indexes \( J, K \subset I \) such that \( |J| \leq m \) and \( g \) can be written as
\[
g(x) = \sum_{i \in J} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\} (v_i \cdot x) + \sum_{i \in K} a_i \sigma(w_i \cdot x)
\]
for \( w_i \in \mathbb{R}^2 \), \( i \in K \) and \( \hat{w}_i, v_i \in \mathbb{R}^2 \) for \( i \in J \) such that \( |\hat{w}_i| = 1 \).

Proof. Let us write
\[
f_{W_k}(x) = \sum_{i \in I} a_i \sigma(w_{i,k} \cdot x)
\]
and fix \( i \). If \( \lim \inf_{k \to \infty} |w_{i,k}| = 0 \) then clearly we may ignore these indexes. If \( \lim \sup_{k \to \infty} |w_{i,k}| < \infty \) we set \( i \in K \) and define
\[
w_i := \lim_{k \to \infty} w_{i,k},
\]
which exists when we pass to a converging sub-sequence. If neither of these cases happen we set \( i \in I_\infty \). Then for
\[
f_{K,K}(x) := \sum_{i \in I_\infty} a_i \sigma(w_{i,k} \cdot x)
\]
we have that
\[
f_{K,K}(x) \to \sum_{i \in K} a_i \sigma(w_i \cdot x).
\]
We thus need to prove the convergence of
\[ f_{k,J} := \sum_{i \in I_\infty} a_i \sigma(w_{i,k} \cdot x). \]

Let us fix \( i \in I_\infty \) and denote \( \hat{w}_{i,k} = \frac{w_{i,k}}{|w_{i,k}|} \). By passing to a sub-sequence we may we define
\[ \hat{w}_i := \lim_{k \to \infty} \hat{w}_{i,k} \]
and assume that \( \lim_{k \to \infty} |w_{i,k}| = \infty \). We claim that for each \( i \in I_\infty \) there is \( j \in I_\infty \) such that \( \hat{w}_i = \hat{w}_j \) and \( a_i = -a_j \). Indeed, if this is not the case then the limit \( \lim_{k \to \infty} \|f_{i,k}\|_2 \) would be unbounded. Therefore we in particular deduce that the number of unique directions of \( \hat{w}_i \) for \( i \in I_\infty \) is at most \( m \).

The indices of these directions define the index set \( J \subset I_\infty \).

Let us write
\[ f_{k,J}(x) = \sum_{i \in I_\infty} a_i \mathbb{I}\{\hat{w}_{i,k} \cdot x \geq 0\}(w_{i,k} \cdot x). \]

Let us next fix a small \( \varepsilon > 0 \) and define
\[ \Gamma_{\varepsilon} := \{ x \in \mathbb{S}^1 : |\hat{w}_i \cdot x| \leq \varepsilon \text{ for some } i \in J \}. \]

Since \( \lim_{k \to \infty} \hat{w}_{i,k} = \hat{w}_i \), then for \( i \in I_\infty \) and large \( k \) we have
\[ \{ x \in \mathbb{S}^1 \setminus \Gamma_{\varepsilon} : (\hat{w}_{i,k} \cdot x) \geq 0 \} \subset \{ x \in \mathbb{S}^1 : (\hat{w}_i \cdot x) \geq 0 \}. \]

Therefore, for all \( x \in \mathbb{S}^1 \setminus \Gamma_{\varepsilon} \) we may write
\[ f_{k,J}(x) = \sum_{i \in I_\infty} a_i \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(w_{i,k} \cdot x). \]

To continue we first prove that
\[ \sup_{x \in \mathbb{S}^1} \left| \sum_{i \in I_\infty} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}a_i w_{i,k} \right| \leq C' \tag{4.2} \]
for all \( k \). Then we may use compactness to obtain a convergent sub-sequence.

We note that for an arbitrary arc \( S \subset \mathbb{S}^1 \) and a vector \( v \in \mathbb{R}^2 \) we have the following bound
\[ \int_S (v \cdot x)^2 \, dx \geq c|v|^2 |S|^3, \tag{4.3} \]
for some \( c > 0 \). We leave this easy bound for the reader to check. To prove (4.2), we let \( S \) be all the sectors associated with the directions \( \{\hat{w}_i\}_{i \in J} \) given by Definition 4.3. Fix \( S' \subset S \) and let \( I_S \subset I_\infty \) be the indices \( i \in I_S \) for which \( \hat{w}_i \cdot x > 0 \) in that sector. From (4.3) and from
\[ \frac{1}{2\pi} \int_{S' \setminus \Gamma_{\varepsilon}} \left( \sum_{i \in I_\infty} a_i \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(w_{i,k} \cdot x) \right)^2 \, dx \leq \|f_{k,J}\|_2^2 \leq C \]
we deduce
\[ c|S \setminus \Gamma_{\varepsilon}|^3 \left| \sum_{i \in I_S} a_i w_{i,k} \right|^2 \leq \int_{S \setminus \Gamma_{\varepsilon}} \left( \sum_{i \in I_S} a_i w_{i,k} \cdot x \right)^2 \, dx \leq C. \]

Note that \( |S \setminus \Gamma_{\varepsilon}| \geq |S| - 2m\varepsilon \). Therefore since the sector \( S \) was arbitrary we obtain (4.2) when \( \varepsilon > 0 \) is chosen small enough.

The bound (4.2) implies that at each sector \( S \) and for the associated index set \( I_S \) there is a converging sub-sequence \( \sum_{i \in I_S} a_i w_{i,k} \to \tilde{v}_S \) as \( k \to \infty \).
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Therefore, we deduce that $f_{k,J}$ converges to $\tilde{g}$ in $L^2(S^1)$ and the limit function can be written as

$$\tilde{g}(x) = \sum_S \mathbb{1}\{x \in S\}(\tilde{v}_S \cdot x).$$

Recall that the sectors are by definition the arcs where

$$x \mapsto \sum_{i \in J} \mathbb{1}\{\hat{w}_i \cdot x \geq 0\}$$

is constant. Therefore it is clear that we may write $g_1$ as

$$g_1(x) = \sum_{i \in J} \mathbb{1}\{\hat{w}_i \cdot x \geq 0\}(v_i \cdot x)$$

for $v_i \in \mathbb{R}^2$. This concludes the proof.

Next we prove the other implication of the statement of Theorem 4, i.e., that every function of the type stated in Theorem 4 can be obtained as a limit of functions in $H_{m,a}$.

**Lemma 4.5.** Assume that a function $g \in L^2(S^1)$ is of the form

$$g(x) = \sum_{i \in J} \mathbb{1}\{\hat{w}_i \cdot x \geq 0\}(v_i \cdot x) + \sum_{i \in K} a_i \sigma(w_i \cdot x),$$

where $\hat{w}_i$ are unit vectors and the set of indexes $J, K \subset I$ are disjoint and $|J| \leq m$. Then $g$ is in $H_{m,a}$.

**Proof.** We recall that by Remark 2.2, we assume that the first $2m$ coefficients $a_i$ are alternating, i.e., we assume that $a_1 = 1 = -a_2$, .... We may thus construct the following function

$$f_{W_h}(x) = \frac{1}{h} \left( \sum_{i=1}^{2|J|} \sigma((\hat{w}_i + hv_i) \cdot x) - \sigma(\hat{w}_i \cdot x) \right) + \sum_{i \in K} a_i \sigma(w_i \cdot x)$$

in the space of neural networks $H_{m,a}$. From the above construction it follows that $f_{W_h}(x)$ is uniformly bounded and $\lim_{h \to 0} f_{W_h}(x) = g(x)$ a.e. $x$. □

Recall that $H_{m,a} \subset \mathcal{L}_{al}$, where $\mathcal{L}_{al}$ is defined in (2.2). Therefore it is trivial that also $H_{m,a} \subset \mathcal{L}_{al}$. This means that we may write any function $g \in H_{m,a}$ as $g = g^s + l$, where $g^s$ is symmetric and $l$ is linear. In the next lemma we characterize the symmetric and the linear part of $g$.

**Proposition 4.6.** Assume $g \in H_{m,a}$ is written as

$$g(x) = \sum_{i \in I} \mathbb{1}\{w_i \cdot x \geq 0\}(v_i \cdot x).$$

Then we may split $g$ into a symmetric $g^s(x)$ and an anti-symmetric $g^a(x)$ part such that

$$g(x) = g^s(x) + g^a(x),$$

where $g^a$ is linear. Furthermore, the symmetric part can be written as

$$g^s(x) = \frac{1}{2} \sum_{i \in I} \text{sgn}(w_i \cdot x)(v_i \cdot x)$$
and the anti-symmetric part $g^a(x)$ can be written as

$$g^a(x) = \frac{1}{2} \left( \sum_{i \in I} v_i \right) \cdot x.$$  

Proof. We begin by writing the symmetric part of $g$ as

$$g^s(x) = \frac{g(x) + g(-x)}{2}.$$  

Applying this to $g$ we obtain

$$2g^s(x) = \sum_{i \in I} \mathbb{I}(w_i \cdot x \geq 0)(v_i \cdot x) - \sum_{i \in I} \mathbb{I}(-w_i \cdot x \geq 0)(v_i \cdot x)$$

$$= \sum_{i \in I} \text{sgn}(w_i \cdot x)(v_i \cdot x).$$  

On the other hand, we may write the anti-symmetric part as

$$g^a(x) = \frac{g(x) - g(-x)}{2},$$  

which then becomes

$$2g^a(x) = \sum_{i \in I} \mathbb{I}(w_i \cdot x \geq 0)(v_i \cdot x) + \sum_{i \in I} \mathbb{I}(-w_i \cdot x \geq 0)(v_i \cdot x)$$

$$= \left( \sum_{i \in I} (\mathbb{I}(w_i \cdot x \geq 0) + \mathbb{I}(-w_i \cdot x \geq 0)) \right)(v_i \cdot x)$$

$$= \left( \sum_{i \in I} v_i \right) \cdot x.$$  

We conclude this section by noticing that if $y$ is anti-symmetric, i.e., $y(-x) = -y(x)$, then the solution of the minimization problem (1.7) is trivial. Indeed, if $y$ is linear, $y(x) = w_0 \cdot x$, then we may easily write it in terms of $f_{W,a}$. Indeed, assuming there are $i,j$ such that $a_i = -a_j = 1$, we choose $w_i = -w_j = \sqrt{m}w_0$ and for all other indexes $w_k = 0$. For this choice we clearly have

$$f_{W,a}(x) = \sigma(w_i \cdot x) - \sigma(w_j \cdot x) = \mathbb{I}_{w_0 \cdot x \geq 0}(w_0 \cdot x) - \mathbb{I}_{w_0 \cdot x \leq 0}(-w_0 \cdot x) = w_0 \cdot x.$$  

In case $a_i = 1$ for all $i$, then $f_{W,a}(x) = \sigma(\alpha \cdot x)$ is clearly the best approximation of $y$. On the other hand, it turns out that if $y$ is anti-symmetric and orthogonal to the set of linear functions, then the best approximation is given by the zero function. We state this in the next lemma.

**Lemma 4.7.** Assume $y \in L^2(S^1)$, let us write it as $y = y_1 + y_2$, where $y_1 \in \mathcal{L}_{al}$ and $y_2 \in \mathcal{L}_{al}^+$. Then, for any $f \in \mathcal{L}_{al}$ we have

$$\|f - y\|_2^2 = \|f - y_1\|_2^2 + \|y_2\|_2^2.$$  

In particular, if $y \in \mathcal{L}_{al}^+$ then the best approximation is given by the zero function, i.e.,

$$\inf_{W \in \mathbb{R}^{2m}} \|f_W - y\|_2^2 = \|y\|_2^2.$$  

Proof. The claim follows from the orthogonality of the vector spaces $\mathcal{L}_{al}$ and $\mathcal{L}_{al}^+$ and the second claim follows from the fact that $\mathcal{H}_{m,a} \subset \mathcal{L}_{al}$.  

$\square$
By Proposition 4.6 and Lemma 4.7 one may also consider the approximation problem only in the space of symmetric functions. Indeed, by Proposition 4.6 this is equivalent to constraining the nodes $v_i$ in the representation of Proposition 4.6 to satisfy

$$\sum_{i \in I} v_i = 0.$$

5. Uniform approximation theorem

In this section we prove Theorem 3 which is the uniform approximation theorem for BV functions which are in the space $L_{al}$. The assumption that $y \in L_{al}$ is natural by Proposition 4.6 and Lemma 4.7 and for the assumption $y \in BV(S^1)$ we refer to Remark 1.3.

The question of universal approximation is fundamental in the theory of neural networks and let us therefore discuss a classical result. Let us consider a more general space of single hidden layer neural networks $\mathcal{H}(m)$, which can be written as

$$f_{W,a}(x) = \sum_{i=1}^{m} a_i \sigma(w_i \cdot x + b_i) : \Omega \subset \mathbb{R}^n \to \mathbb{R}$$

where $\sigma$ is a general activation function and $b_i \in \mathbb{R}$. It is shown, e.g., in [22] that this space of functions satisfy the so called universal approximation theorem, which we state below.

**Theorem** (Universal Approximation Theorem [22]). Let $\sigma$ be an activation function. Set

$$\Sigma_n = \text{span}\{\sigma(w \cdot x + \theta) : w \in \mathbb{R}^n, \theta \in \mathbb{R}\}$$

then $\Sigma_n$ is dense in $L^p(\mu)$ for any measure $\mu$ iff $\sigma$ is non-polynomial and non-constant.

The universal approximation theorem gives us qualitative information about the class of functions that a neural network can represent. However, it does not give information about the quantitative approximation error when the number of nodes is finite.

The key idea of the proof of the above theorem in [22] is that as the size of the weights diverge to infinity we may construct difference quotients w.r.t. the weights (assuming $\sigma \in C^\infty$). This gives rise to polynomials and the result follows from the Weierstrass approximation theorem. As we discussed in Remark 4.2, the effect of cancellation is the key observation also in our setting.

We may also study this problem from the point of view of function spaces. By our earlier results we know that the space $\mathcal{H}_{m,a}$ for every $m$ is contained in $BV(S^1) \cap L_{al}$, where $L_{al}$ is defined in (2.2). We would like to know if the space $\mathcal{H}_{m,a}$ is dense in $BV(S^1) \cap L_{al}$ when we let $m$ go to infinity. We solve this problem by constructing an explicit family of simple functions in $\mathcal{H}_{m,a}$ which approximate any symmetric (antipodally) BV-function well.

We begin by showing that in the four node case, we may approximate narrow symmetric step functions well.
Lemma 5.1. Assume that \( m = 4 \) and \( m = 2 \), where \( m \) is defined in (1.9). Let \( y \) be a symmetric step function, i.e., in polar coordinates \( y(\theta) = c\mathbb{1}_{(\theta_1,\theta_2)} + c\mathbb{1}_{(\theta_1+\pi,\theta_2+\pi)} \), where \( 0 < \theta_2 - \theta_1 < \pi \) and \( c \in \mathbb{R} \). There is a function \( g \in H_{m,a} \) such that in polar coordinates \( g(\theta) = 0 \) for all \( x \not\in [\theta_1, \theta_2] \cup [\theta_1 + \pi, \theta_2 + \pi] \), i.e., \( \text{spt}(g) \subset ([\theta_1, \theta_2] \cup [\theta_1 + \pi, \theta_2 + \pi]) \) and

\[
\|y - g\|_2^2 \leq \frac{c^2}{1000} (\theta_2 - \theta_1)^5.
\]

Proof. By rotation and scaling we may assume that \( \theta_1 = -\theta_0, \theta_2 = \theta_0 \) with \( \theta_0 < \pi/2 \) and \( c = 1 \). Now, using Theorem 4 we see that there is a function \( g \in H_{m,a} \) such that \( g(x) = \mathbb{1}_{\{\hat{w}_1 \cdot x \geq 0\}}x_1 - \mathbb{1}_{\{\hat{w}_2 \cdot x \geq 0\}}x_1 \) with weights \( v_1 = -v_2 = \epsilon_1 \),

\[
\hat{w}_1 = \begin{bmatrix} \sin \theta_0 \\ \cos \theta_0 \end{bmatrix} \quad \text{and} \quad \hat{w}_2 = \begin{bmatrix} -\sin \theta_0 \\ \cos \theta_0 \end{bmatrix}
\]

and \( J = \{1, 2\} \). We may write \( g \) in polar coordinates as

\[
g(\theta) = \mathbb{1}_{(-\theta_0, \theta_0)} \cos \theta - \mathbb{1}_{(-\theta_0 + \pi, \theta_0 + \pi)} \cos \theta.
\]

Let us check that \( g \) satisfies the required conditions.

First, it is clear that \( \text{spt}(g) \subset [-\theta_0, \theta_0] \cup [-\theta_0 + \pi, \theta_0 + \pi] \). Second, by using \( 1 - \cos \theta \leq \theta^2/2 \) for \( |\theta| < \pi/2 \) we estimate

\[
\|y - g\|_2^2 = \frac{1}{2\pi} \left( \int_{-\theta_0, \theta_0} (1 - \cos \theta)^2 d\theta + \int_{-\theta_0 + \pi, \theta_0 + \pi} (1 + \cos \theta)^2 d\theta \right)
\]

\[
= \frac{2}{\pi} \int_0^{\theta_0} (1 - \cos \theta)^2 d\theta \leq \frac{1}{2\pi} \int_0^{\theta_0} \theta^4 d\theta
\]

\[
= \frac{1}{10\pi} \theta_0^5 \leq \frac{1}{1000} (2\theta_0)^5,
\]

which completes the proof. \( \square \)

We are now ready to prove Theorem 3. We restate it for the convenience of the reader and recall that the condition (1.11) means that \( y \in L_{al} \). Recall also the definition of \( H_{m,a} \) in Definition 2.1.

Theorem 3 (Uniform approximation theorem). Assume that \( y \in BV(S^1) \) satisfies (1.11). Then

\[
\inf_{f \in H_{m,a}} \|f - y\|^2_{L^2(S^1)} \leq \frac{62\|y\|^2_{BV}}{m},
\]

where \( m \) is defined in (1.9).

Proof of Theorem 3. Let us begin by approximating the symmetric part \( y^s \) with symmetric simple functions. We claim that given a number \( N \in \mathbb{N} \) we may find a function, denote it \( v_N \), which is a sum of \( N \) many symmetric step functions such that

\[
\|y^s - v_N\|^2_{L^2(S^1)} \leq \frac{\pi^2\|y\|^2_{BV}}{N}, \quad (5.1)
\]

furthermore, \( v_N \) can be written as

\[
v_N(\theta) = \sum_{k=1}^N c_k \mathbb{1}_{I_k} \quad \text{for} \quad \theta \in [0, \pi], |c_k| \leq \|y^s\|_{L^\infty}, \quad \text{and} \quad |I_k| = \frac{\pi}{N},
\]
We remark that the function \( v_N \) above is not in the function spaces \( \mathcal{H}_{m,a} \) or \( \overline{\mathcal{H}}_{m,a} \). We postpone the proof of (5.1) at the end.

The proof now goes as follows. First, recall that by Remark 2.2 \( m \) is the number of negative coefficients \( \{ i \in I : a_i = -1 \} \) and that the first \( 2m \) coefficients are alternating \( 1 = a_1 = -a_2 = \ldots \). We may also clearly assume that \( m \geq 1 \). By the assumption \( y \in L_a, y \) is of the form \( y = y^* + l \) and thus we use the first two nodes to construct the linear function \( l \). If \( m \leq 2 \), we cannot, in general, do better than this and thus we set all other weights to zero. On the other hand if \( m \geq 3 \) then we may approximate the simple function \( v_N \) from (5.1) with the remaining nodes.

Let us thus assume that \( l \) is the linear part of \( y \). We may choose \( g_i \in \mathcal{H}_{m,a} \) as (recall that \( a_1 = 1 \) and \( a_2 = -1 \))

\[
g_i(x) = a_1 \sigma(w_0 \cdot x) + a_2 \sigma(-w_0 \cdot x) = l(x).
\]

If \( m \leq 2 \) then we choose all the other weights to be zero and have \( \|y - g_i\|_2^2 = \|y - y\|_{BV/m}^2 \leq 2\|y\|_{BV/m}^2 \) and the result follows.

Assume that \( m \geq 3 \) and denote \( N := \lfloor \frac{m-1}{2} \rfloor \) and observe that \( N \geq \frac{m}{3} - 1 \). Let \( v_N \) be the function given by (5.1). Now the coefficients \( a_i \) are alternating for \( i = 3, \ldots, 2m \) and by the choice of \( N \) we have \( 2N \leq \frac{m - 1}{2} \). Therefore we may use Lemma 5.1 for all \( k = 1, \ldots, N \) and find function \( g_s \in \mathcal{H}_{m,a} \) of the form

\[
g_s(x) = \sum_{i=3}^{2m} I\{\hat{w}_i \cdot x \geq 0\}(v_i \cdot x)
\]

such that (recall that \( |I_k| = \pi/N \))

\[
\|v_N - g_s\|_2^2 \leq \frac{1}{1000} \|y^*\|_{\infty}^2 N \sum_{k=1}^N |I_k|^5 \leq \frac{\pi^5}{1000} \|y^*\|_{\infty}^2 \frac{1}{N^4} \leq \frac{3\pi^5 \|y\|_{BV}^2}{1000m} \leq \frac{\|y\|_{BV}^2}{m},
\]

where in the second inequality we have used \( N \geq \frac{m}{3} - 1 \). We choose \( g \in \mathcal{H}_{m,a} \) as \( g = g_i + g_s \) (note \( g_i = l \)) and deduce by (5.1) and \( N \geq \frac{m}{3} \) that

\[
\inf_{W \in \mathbb{R}^{2m}} \|f_W - y\|_2^2 \leq \|g - y\|_2^2 = \|y - y_N\|_2^2 + 2\|y_N - g_s\|_2^2 \leq 62\|y\|_{BV}^2.
\]

Hence, we conclude the proof once we have established (5.1).

To prove (5.1) we divide \( [0, \pi] \) into \( N \)-many intervals \( I_1, I_2, \ldots, I_N, I_k = [\theta_k, \theta_{k+1}] \), with equal length \( |I_k| = \frac{\pi}{N} \). First we note that we consider a right continuous representative of \( y \), and define the simple function \( v_N : [0, 2\pi) \to \mathbb{R} \) as follows

\[
v_N(\theta) = \begin{cases} y^*(\theta_k), & \text{if } \theta \in I_k \text{ or } \theta - \pi \in I_k \\ 0, & \text{otherwise}, \end{cases}
\]

where we represent the function \( y^* \) in polar coordinates. Since \( y^* \) is a BV-function it has a derivative which is a Radon measure that we denote by
$\mu^*$. Recall that by the fundamental theorem for BV-functions and the right continuity of $y$, we have (see [3, p.139])

$$|y^*(\theta) - y^*(\theta_k)| = \left| \int_{\theta_k}^\theta d\mu^* \right| \leq |\mu^*|(I_k) \quad \text{for a.e. } \theta \in I_k,$$

where $|\mu^*|$ denotes the total variation of $\mu^*$. Therefore, by symmetry

$$|\mu^*|(I_k) \leq |\mu^*|([0, \pi]) \leq \pi\|y^*\|_{BV},$$

and thus

$$|y^*(\theta) - y^*(\theta_k)|^2 \leq (|\mu^*|(I_k))^2 \leq \pi^2\|y^*\|_{BV}|\mu^*|(I_k),$$

for all $\theta \in I_k$. We use the above inequality to estimate (by symmetry)

$$\|y^* - v_N\|^2_{L^2(S^1)} = \frac{2}{2\pi} \sum_{k=1}^N \int_{I_k} |y(\theta) - y(\theta_k)|^2 \, d\theta \leq \|y^*\|_{BV} \sum_{k=1}^N \frac{\pi}{|I_k|} |\mu^*|(I_k)$$

$$= \frac{\pi}{N} \sum_{k=1}^N |\mu^*|(I_k) = \frac{\pi}{N} \|y^*\|_{BV} |\mu^*|([0, \pi])$$

$$\leq \frac{\pi^2\|y^*\|^2_{BV}}{N}.$$  

The inequality (5.1) then follows from $\|y^*\|^2_{BV} \leq \|y\|^2_{BV}$. This completes the proof of the theorem. \hfill \Box

6. The Localization theorem

The goal of this section is to prove Theorem 2. We begin with the observation that by Theorem 4 and the identity $\sigma(w_i \cdot x) = \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(w_i \cdot x)$, we may write every function $g \in \mathcal{H}_{m,\alpha}$ as

$$g(x) = \sum_{i \in I} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(v_i \cdot x),$$  \hfill (6.1)

where $\hat{w}_i \neq \hat{w}_j$ with $i \neq j$. In particular, every function $g \in \mathcal{H}_{m,\alpha}$ is locally linear, i.e., it is linear on arcs which we called sectors. Where the sectors are defined as the components where the function

$$x \mapsto \sum_{i \in I} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}$$

is constant (see Definition 4.3). We recall also that we denote $S_i = \{x \in S^1 : \hat{w}_i \cdot x \geq 0\}$ and that the the sectors, denoted by $\mathcal{S}$, belong to the $\sigma$-algebra generated by $S_i$.

Since we have the characterization of the closure of $\mathcal{H}_{m,\alpha}$ by Theorem 4, we may actually find the function which realizes the infimum in (1.7), i.e., there is $g \in \mathcal{H}_{m,\alpha}$ which is of the form (6.1) such that

$$\inf_{f_{W} \in \mathcal{H}_{m,\alpha}} \|f_W - y\|^2_2 = \|g - y\|^2_2.$$  \hfill (6.2)

In the next lemma we show that the minimizer $g$ solves a kind of Euler-Lagrange equation, which will be useful later when we study the regularity properties of $g$. As we mentioned in the introduction we will turn these regularity estimates into information on the size of the vectors $v_i$ in (6.1). We
stress that unlike the previous section, here we do not assume the function \( y \) to be in the space \( \mathcal{L}_{ad} \) defined in (2.2).

**Lemma 6.1.** Let \( y \in L^2(S^1) \). Then there exists a function \( g \in \mathcal{H}_{m,a} \) of the form (6.1) given by Proposition 4.6 which realizes the infimum (6.2). Furthermore, if \( g^s \) and \( y^s \) are the symmetric part of \( g \) and \( y \) respectively, then for each sector \( S \in \mathcal{S} \) associated with \( \{\hat{w}_i\}_{i \in I} \) in (6.1) (see Definition 4.3) we have

\[
\int_S g^s(x) \, x \, dx = \int_S y^s(x) \, x \, dx.
\]

**Proof.** From Theorem 4 we deduce that there is a function \( g \in \mathcal{H}_{m,a} \) which realizes the infimum in (6.2) and we may write it as

\[
g(x) = \sum_{i,j} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(v_i \cdot x) + \sum_{i \in K} a_i \sigma(\hat{w}_i \cdot x),
\]

where \( \hat{w}_i \neq \hat{w}_j \) for \( i \neq j \). Let us fix \( i, j \in I \), with \( i \neq j \), let \( S_i = \{\hat{w}_i \cdot x \geq 0\} \) and \( S_j = \{\hat{w}_j \cdot x \geq 0\} \) and denote the arcs

\[
S_{ij} = S_i \setminus S_j \quad \text{and} \quad S_{ji} = S_j \setminus S_i.
\]

Let us assume that \( i \in J \) and \( j \in K \). (The other cases follow from a similar argument). As in the proof of Lemma 4.7 we decompose norm as follows

\[
\|g - y\|_2^2 = \|g^s - y^s\|_2^2 + \|g^a - y^a\|_2^2,
\]

where \( g^s \) and \( g^a \) are the symmetric and the anti-symmetric part of \( g \), and \( y^s, y^a \) are the symmetric and the anti-symmetric part of \( y \). Let us further fix a vector \( u \in \mathbb{R}^2 \). Since \( g \) is a minimizer of \( \|f - y\|_2^2 \) in \( \mathcal{H}_{m,a} \) we may consider the following variation of \( g \)

\[
g_t(x) = g(x) + t \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(u \cdot x) + a_j(\sigma((w_j - a_j tu) \cdot x)) - \sigma(w_j \cdot x),
\]

for all \( t \in \mathbb{R} \). Then, we deduce by Proposition 4.6 that for the anti-symmetric part of \( (g_t)^a \) we have

\[
(g_t)^a(x) = \frac{1}{2} \left( \sum_{k \in J \setminus \{i\}} v_k + (v_i + tu) + \sum_{k \in K \setminus \{j\}} a_k w_k + a_j(w_j - a_j tu) \right) \cdot x = g^a(x),
\]

for all \( t \). Therefore, we deduce by the above discussion that the following holds

\[
\|g_t - y\|_2^2 = \|g_t^s - y^s\|_2^2 + \|g_t^a - y^a\|_2^2.
\]

Now clearly \( g_t \in \mathcal{H}_{m,a} \) and by the minimality of \( g \) together with (6.4) we get

\[
\frac{d}{dt} \bigg|_{t=0} \|g_t^s - y^s\|_2^2 = 0.
\]

By recalling the choice of \( g_t \) and the form of the symmetric part \( g^s \) by Proposition 4.6 we obtain

\[
\int_{S_t} (\text{sgn}(w_i \cdot x \geq 0) - \text{sgn}(w_j \cdot x \geq 0)) (g^s(x) - y^s(x))(x \cdot u) \, dx = 0.
\]

Using \( S_{ij} = S_i \setminus S_j \) and \( S_{ji} = S_j \setminus S_i \), the above can be rewritten as

\[
\int_{S_{ij}} (g^s(x) - y^s(x))(x \cdot u) \, dx = \int_{S_{ji}} (g^s(x) - y^s(x))(x \cdot u) \, dx.
\]
Since $g^s$ and $y^s$ are symmetric, then the functions $x \mapsto x g^s(x)$ and $x \mapsto x y^s(x)$ are anti-symmetric (component-wise). Hence, we may simplify the above equality as

$$
\int_{S_{ij}} (g^s(x) - y^s(x)) (x \cdot u) \, dx = 0.
$$

Since this holds for all $u \in \mathbb{R}^2$ we have

$$
\int_{S_{ij}} g^s(x) \, x \, dx = \int_{S_{ij}} y^s(x) \, x \, dx. \tag{6.5}
$$

Again by the fact that $x \mapsto x g^s(x)$ and $x \mapsto x y^s(x)$ are anti-symmetric, we deduce that

$$
\int_{S_1 \setminus S_{ij}} g^s(x) \, x \, dx = \int_{S_1 \setminus S_{ij}} y^s(x) \, x \, dx = 0.
$$

Therefore we have by (6.5) that

$$
\int_{S_1 \setminus S_{ij}} g^s(x) \, x \, dx = \int_{S_1 \setminus S_{ij}} y^s(x) \, x \, dx.
$$

The claim follows from this and from (6.5) by using the symmetry of $y^s$ and $g^s$ and the fact that every sector is in the $\sigma$-algebra generated by the sets $S_i$.

Let us consider the function $g$ which realizes the infimum in (6.2) and write it as (6.1) with index set $I$ and directions $\hat{w}_i$. By Definition 4.3 both $g$ and $g^s$ are linear on the sectors $S \in S$ associated with the directions $\{\hat{w}_i\}$. Let us fix such a sector $S$ and write the symmetric part $g^s$ on $S$ as

$$
g^s(x) = \frac{1}{\sqrt{m}} (\tilde{\sigma}_S \cdot x). \tag{6.6}
$$

In the next lemma we use the Euler-Lagrange equation (6.3) to prove that the minimizer of (6.2) inherits the regularity bounds from the function $y$ when $y$ is $C^1$-regular.

**Lemma 6.2.** Assume that $y \in C^1(S^1)$ and that $g \in \mathcal{T}_{m,a}$ realizes the infimum in (6.2) and let us write it as in (6.1). Let $S$ be any sector as in Definition 4.3, and let $\hat{w}_i$ be a vector such one of the boundary points of $S$ is on $\{x : \hat{w}_i \cdot x = 0\}$. Then the symmetric part $g^s$ is linear on $S$ and the associated vector $\tilde{\sigma}_S$ (see (6.6)) satisfies

$$
\frac{1}{\sqrt{m}} |\tilde{\sigma}_S \cdot w_i^-| \leq (4 + \pi^2) \|y\|_{\infty}
$$

and

$$
\frac{1}{\sqrt{m}} |\tilde{\sigma}_S| \leq 3\pi^2 \min \left\{ \|y\|_{C^1}, \|y\|_{\infty} \right\},
$$

where $w_i^-$ is unit vector orthogonal to $\hat{w}_i$.

**Proof.** Let us fix a sector $S$ and choose the coordinates in $\mathbb{R}^2$ such that $S = \{\tilde{\sigma}(\theta) \in \mathbb{R}^2 : -\theta_0 \leq \theta \leq \theta_0\}$, where

$$
\tilde{\sigma}(\theta) = \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix}.
$$
Then clearly
\[ w^i = \begin{bmatrix} \cos \theta_0 \\ \pm \sin \theta_0 \end{bmatrix}. \] (6.7)

Denote also \( v_1 := \frac{1}{\sqrt{m}} \vec{v}_S \cdot e_1 \) and \( v_2 := \frac{1}{\sqrt{m}} \vec{v}_S \cdot e_2 \). We need to estimate \( |v_1| \) and \( |v_2| \).

We assume that the functions are written in polar coordinates and calculate both sides of (6.3), which reads as
\[ \int_S (\vec{v}_S \cdot x) \, x \, dx = \int_S y^s(x) \, x \, dx. \] (6.8)

We estimate the first component of the RHS of (6.8) simply as
\[ |\int_S y^s(x) \, x_1 \, dx| \leq \|y^s\|_\infty \] (6.9)
while the first component of the LHS of (6.9) is
\[ \frac{1}{\sqrt{m}} \int_S (\vec{v}_S \cdot x) \, x_1 \, dx = \int_{-\theta_0}^{\theta_0} (v_1 \cos \theta + v_2 \sin \theta) \cos \theta \, d\theta = v_1 \int_{-\theta_0}^{\theta_0} \cos^2 \theta \, d\theta. \] (6.10)

Since \( |\int_{-\theta_0}^{\theta_0} \cos^2 \theta \, d\theta| \geq \frac{1}{4} \) we deduce from (6.8)–(6.10) that
\[ |v_1| \leq 4\|y^s\|_\infty \leq 4\|y\|_\infty. \] (6.11)

We continue by calculating the second component of the LSH of (6.8) as
\[ \int_S (\vec{v}_S \cdot x) \, x_2 \, dx = \int_{-\theta_0}^{\theta_0} (v_1 \cos \theta + v_2 \sin \theta) \sin \theta \, d\theta = v_2 \int_{-\theta_0}^{\theta_0} \sin^2 \theta \, d\theta = v_2 \frac{1}{2\theta_0} \left( \theta_0 - \frac{1}{2} \sin(2\theta_0) \right). \] (6.12)

We estimate the second component of the RSH of (6.8) first as
\[ |\int_S y^s(x) \, x_2 \, dx| \leq \|y^s\|_\infty \int_{-\theta_0}^{\theta_0} |\sin \theta| \, d\theta \leq \|y^s\|_\infty \int_{-\theta_0}^{\theta_0} |\theta| \, d\theta \leq \|y^s\|_\infty \frac{\theta_0}{2}. \] (6.13)

For all \( \theta_0 \in [0, \pi] \) we may bound
\[ \theta_0 - \frac{1}{2} \sin(2\theta_0) \geq \frac{\theta_0^3}{\pi^2} \] (6.14)
this is easy to see, because the third derivative at 0 of the left hand side is greater than the one on the right, and both sides are increasing in \([0, \pi]\) and equality holds at both end-points. Then (6.8) and (6.12)–(6.14) imply
\[ |v_2| \leq \frac{2\pi^2 \|y^s\|_\infty}{2\theta_0} = \frac{2\pi^2 \|y^s\|_\infty}{|S|} \leq \frac{2\pi^2 \|y\|_\infty}{|S|}. \] (6.15)

On the other hand, we may estimate by the generalized mean value theorem that
\[ \int_S y^s(x) \, x_2 \, dx = \int_{-\theta_0}^{\theta_0} y^s(\theta) \sin \theta \, d\theta = \int_{-\theta_0}^{\theta_0} (y^s(\theta) - y^s(0)) \sin \theta \, d\theta \]
\[ \text{and let us write} \]
\[ w = \int_{-\theta_0}^{\theta_0} \left( \frac{y^*(\theta) - y^*(0)}{\theta} \right) \theta \sin \theta \, d\theta \]
\[ = (y^*)'(\tilde{\theta}) \int_{-\theta_0}^{\theta_0} \theta \sin \theta \, d\theta \]
\[ = (y^*)'(\tilde{\theta}) \left( \frac{\sin(\theta_0)}{\theta_0} - \cos(\theta_0) \right), \quad (6.16) \]

for some \( \tilde{\theta} \in (-\theta_0, \theta_0) \). Then by \(|\sin \theta_0 - \theta_0 \cos \theta_0| \leq \frac{\theta_0^2}{3} \) for all \( \theta_0 \in [0, \pi] \) we deduce by (6.8), (6.12), (6.14) and (6.16) that
\[ |v_2| \leq \pi^2 \|y^*\|_{C^1} \leq \pi^2 \|y\|_{C^1}. \]

This yields the second claim of the lemma, since \( \frac{1}{\sqrt{m}}|\tilde{v}_S| \leq \sqrt{2} \max\{|v_1|, |v_2|\} \) and \(|S| \leq \pi \). The first claim of the lemma follows from (6.7), (6.11) and (6.15) as
\[ \frac{1}{\sqrt{m}}|\tilde{v}_S \cdot w_i^1| \leq |v_1| + |\sin(\theta_0)| |v_2| \leq 4 \|y\|_\infty + \pi^2 \|y\|_\infty. \]

□

The previous lemma implies that if \( y \in C^1 \) then the minimizer \( g \) of (6.2) is Lipschitz continuous and we may bound the norms \( \|g\|_\infty \) and \( \|g\|_{C^1} \) with \( \|y\|_\infty \) and \( \|y\|_{C^1} \) respectively. Let us write \( g \) as in (6.1) in which case the symmetric part is by Proposition 4.6
\[ g^s(x) = \frac{1}{2\sqrt{m}} \sum_{i<\ell} \text{sgn}(\hat{w}_i \cdot x \geq 0)(v_i \cdot x). \quad (6.17) \]

Next we use the bounds for the minimizer \( g \) from Lemma 6.2 to bound the vectors \( v_i \) in (6.17).

**Lemma 6.3.** Let \( g \) and \( y \) be as in Lemma 6.2 and let us write \( g^s \) as in (6.17). Let us further rewrite the vectors \( v_i \) in (6.17) as \( v_i = \alpha_i \hat{w}_i + u_i \), where \( u_i \) is orthogonal to \( \hat{w}_i \) and \( \alpha_i \in \mathbb{R} \). Then
\[ \frac{1}{\sqrt{m}}|u_i| \leq 6\pi^2 \|y\|_\infty. \]

and
\[ \frac{1}{\sqrt{m}}|\alpha_i| \leq 6\pi^2 \|y\|_{C^1}. \]

Before the proof we note that the second inequality is a trivial consequence of Lemma 6.2. The difficulty is to obtain the first estimate, where we want the estimate to depend on the norm \( \|y\|_\infty \) instead of \( \|y\|_{C^1} \).

**Proof.** Let us fix a unit vector \( \hat{w}_1 \) in (6.17) and by relabeling the nodes we call it \( \hat{w}_1 \). By rotating the coordinates we may assume that \( \hat{w}_1 = e_2 \). Let \( S_1 \in S \) be the sector of the form \( S_1 = \{ x \in S^1 : 0 \leq x_2 \leq \sin |S_1|, x_1 \geq 0 \} \) and let \( S_2 \) be the sector previous to \( S_1 \), in terms of the counterclockwise orientation. We write \( S_2 = \{ x \in S^1 : 0 \leq \hat{w}_2 \cdot x \leq \sin |S_2|, x_1 \geq 0 \} \subset \{ x_2 \leq 0 \} \) for a unit vector \( \hat{w}_2 \). (We encourage the reader to draw a simple picture on the setting). Note that then \( |S_2| \geq |\hat{w}_1 - \hat{w}_2| \). Let us write the function \( g^s \) on
sectors $S_1$ and $S_2$ as $g^*(x) = \sqrt{m} \overline{v}_{S_i}(x)$, for $i = 1, 2$, as in (6.6). Lemma 6.2 yields
\[
\frac{1}{\sqrt{m}} |\overline{v}_{S_2}| \leq 3\pi^2 \frac{\|y\|_\infty}{|S_2|}.
\]
(6.18)

By our construction we have $\text{sgn}(\hat{w}_1 \cdot x) = 1$ for $x \in S_1$ and $\text{sgn}(\hat{w}_1 \cdot x) = -1$ for $x \in S_2$. Therefore, by (6.17) the vectors $\overline{v}_{S_1}$ and $\overline{v}_{S_2}$ differ only by $\frac{1}{\sqrt{m}} v_1$, i.e., we have
\[
\frac{1}{\sqrt{m}} \overline{v}_{S_1} - \frac{1}{\sqrt{m}} \overline{v}_{S_2} = \frac{1}{\sqrt{m}} v_1 = \frac{1}{\sqrt{m}} \alpha_1 \hat{w}_1 + \frac{1}{\sqrt{m}} u_1.
\]
(6.19)

Let us denote $\hat{u}_1$ the unit vector such that $\hat{u}_1 \cdot u_1 = |u_1|$. (In fact since $\hat{w}_1 = e_2$ then $\hat{u}_1 = \pm e_1$.) In particular, $\hat{u}_1$ is co-linear with $w_1^1$ and thus by Lemma 6.2 and (6.19) we have
\[
(4 + \pi^2) \sqrt{m} \|y\|_\infty \geq |\overline{v}_{S_1} \cdot \hat{u}_1| = |\overline{v}_{S_2} \cdot \hat{u}_1 + |u_1||.
\]
(6.20)

Lemma 6.2 also yields
\[
|\overline{v}_{S_2} \cdot \hat{u}_1| \leq (4 + \pi^2) \sqrt{m} \|y\|_\infty,
\]
(6.21)

where $\hat{u}_2$ is orthogonal to $\hat{w}_2$ and $\hat{u}_1 \cdot \hat{u}_2 > 0$. Then, $|S_2| \geq |\hat{w}_2 - \hat{w}_1| = |\hat{u}_2 - \hat{u}_1|$. Using this, (6.18) and (6.21) we obtain
\[
|\overline{v}_{S_2} \cdot \hat{u}_1| \leq |\overline{v}_{S_2} \cdot (\hat{u}_2 - \hat{u}_1)| + |\overline{v}_{S_2} \cdot \hat{u}_2| \\
\leq 3\pi^2 \sqrt{m} \|y\|_\infty |S_2| + (4 + \pi^2) \sqrt{m} \|y\|_\infty \leq \sqrt{m} (4\pi^2 + 4) \|y\|_\infty.
\]

From the above and from (6.20) we deduce that
\[
\frac{1}{\sqrt{m}} |u_2| \leq (4 + \pi^2) \|y\|_\infty + (4\pi^2 + 4) \|y\|_\infty \leq 6\pi^2 \|y\|_\infty.
\]

This yields the first claim.

For the second claim, we use (6.19) and Lemma 6.2 (recall that $\hat{w}_1 \cdot u_1 = 0$) and get
\[
\frac{1}{\sqrt{m}} |\alpha_1| \leq \frac{1}{\sqrt{m}} |\overline{v}_{S_2}| + \frac{1}{\sqrt{m}} |\overline{v}_{S_1}| \leq 6\pi^2 \|y\|_{C^1}.
\]

\[\square\]

We need yet two simple lemmas. In the first one we study the case when all the coefficients $a_i$ are positive.

**Lemma 6.4.** Denote $W = (w_i)^n_{i=1}$. Then
\[
\int_{S^1} \left( \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \sigma(w_i \cdot x) \right)^2 \, dx \geq \frac{1}{4} \frac{|W|^2}{m}.
\]

Proof.
\[
\int_{S^1} \left( \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \sigma(w_i \cdot x) \right)^2 \, dx \geq \frac{1}{m} \sum_{i=1}^{m} \int_{S^1} \sigma(w_i \cdot x)^2 \, dx = \frac{1}{m} \frac{1}{4} \sum_{i=1}^{m} |w_i|^2.
\]
\[\square\]
The second simple result states that the minimum of the cost function in a ball is essentially independent of number of nodes, i.e, it only depends on the ratio between the number of nodes \( m \) and the value \( m = \min\{|I_-|, |I_+|\} \).

**Lemma 6.5.** Let \( y \in L^2(S^1) \) be as in the statement of Theorem 2. Assume that \( m' < m \), \( m' = m'/2 \leq m \) and denote \( C(m) = \sqrt{m/m'} \). Then for every \( R > 1 \) we have

\[
\min_{f_w \in \mathcal{H}_{m,a}} \|f_w - y\|^2_{L^2(S^1)} \leq \min_{|W| \leq C(m)R} \|f_W' - y\|^2_{L^2(S^1)},
\]

where \( \mathcal{H}_{m',a'} \) is defined in (2.1).

**Proof.** We begin by recalling that by Remark 2.2 the first \( 2m \) coefficients are alternating \( a_1 = -a_2 = \ldots \) and, in particular, all the coefficients up to \( m' \) are alternating. Let us fix \( R > 1 \) and let \( W' \in \mathbb{R}^{2m'} \) be such that \( |W'| \leq R \) and

\[
\|f_{W'} - y\|^2_{L^2(S^1)} = \min_{f_{w'} \in \mathcal{H}_{m',a'}} \|f_{W'} - y\|^2_{L^2(S^1)}.
\]

We construct the vector \( W_\lambda \in \mathbb{R}^{2m} \) as follows

\[
W_\lambda = \lambda(W', W', \ldots, W', 0) \in \mathbb{R}^{2m},
\]

where \( k = \lfloor 2m/m' \rfloor \). From the definition of \( W_\lambda \) we get

\[
f_{W_\lambda}(x) = \frac{k}{\sqrt{m}} \sum_{i=1}^{m'} a_i \sigma(\lambda w'_i \cdot x) = k \sqrt{\frac{m}{m'}} f_{W'}(x).
\]

From this it is clear that if we choose \( \lambda = k^{-1} \sqrt{m/m'} \) we obtain \( f_{W_\lambda} = f_{W'} \). Furthermore, by \( k \geq m/m' \) we have

\[
|W|^2 = k \lambda^2 |W'|^2 \leq \frac{m}{m'} |W'|^2 \leq \frac{m}{m} R^2
\]

and the claim follows. \( \square \)

We are now ready to prove Theorem 2 which we restate here for the convenience of the reader.

**Theorem 2** (Localization theorem). Assume that \( y \in BV(S^1) \) is such that \( \|y\|_{L^2(S^1)} \leq 1 \). Then for all \( R \geq R_0 \) the following holds

\[
\min_{f_w \in \mathcal{H}_{m,a}} \|f_w - y\|^2_{L^2(S^1)} \leq \frac{1}{R^{1/2}} \inf_{f_w \in \mathcal{H}_{m,a}} \|f_w - y\|^2_{L^2(S^1)} + 5 \cdot 10^4 (\|y\|^2_{BV} + 1) \frac{1}{R^{1/2}},
\]

where \( C(m) \) is defined in (1.10) and

\[
R_0 = \max\{ (10\|y\|^6_{BV}), 4 \cdot 10^7 \}.
\]
Remark 6.6. The dependence on \( m \) is necessary. This is easy to see e.g. by choosing \( y(x) = -\sigma(x_1) \), with only one negative coefficient \( a_1 = -1 \) and the rest positive \( a_i = 1 \) for \( i = 2, \ldots, m \). Then it is clear that

\[
\min_{f_W \in \mathcal{H}_{m,a}, |W| \leq R} \|f_W - y\|_2^2
\]

is attained by choosing \( w_1 = Re_1 \) and \( w_i = 0 \) for \( i = 2, \ldots, m \). In this case

\[
\min_{f_W \in \mathcal{H}_{m,a}, |W| \leq R} \|f_W - y\|_2^2 \approx (1 - \frac{R}{\sqrt{m}})^2
\]

while \( \inf_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|_2^2 = 0 \).

Proof of Theorem 2.

Setup. Let \( R \) be as in the statement of the theorem. Furthermore, recall that \( I_+ = \{i \in I : a_i = 1\} \) and \( I_- = \{i \in I : a_i = -1\} \) and we assume that \( m = \min\{|I_+|, |I_-|\} = |I_-| \). We also split \( y \) into two parts \( y = y_1 + y_2 \), where \( y_1 \in \mathcal{L}_{al}, y_2 \in \mathcal{L}_{al}^c \) and \( \mathcal{L}_{al} \) is defined in (2.2) as the space of functions for which the anti-symmetric part is linear.

One of the main difficulties in the proof is due to the fact that the problem behaves differently depending on the value of \( m \). When \( m \) is large we may approximate \( y_1 \) well by Theorem 3, while on the other hand, the complexity of the function space \( \mathcal{H}_{m,a} \) is large, which may lead to high cost of localization (too large weights). We need to find a good balance between these two factors. A further difficulty is due to the fact that Theorem 3 is not useful in the case when \( m \) small. As such, we divide the proof into two parts, for small and big values of \( m \). We may clearly assume that \( m \geq 1 \)

Small \( m \): Assume that \( \overline{m}^9 \leq R \).

Let \( r \in \mathbb{N}_+ \) be such that \( r \leq R^{1/3} \leq 2r \). We approximate \( y \) with a smooth function \( y_r \) given by Lemma 2.7 and consider the minimization problem

\[
\inf_{f_W \in \mathcal{H}_{m,a}} \|f_W - y_r\|_2^2.
\]

(6.22)

Note that Lemma 2.7 implies

\[
\|y - y_r\|_2^2 \leq \frac{16\|y\|_{BV}^2}{r} \leq \frac{32\|y\|_{BV}^2}{R^{1/3}} \leq 1,
\]

(6.23)

for all \( R \geq R_0 \) provided that \( R_0 \geq (10\|y\|_{BV})^6 \). Therefore from \( \|y\|_{L^2} \leq 1 \) we have \( \|y_r\|_{L^2} \leq 2 \) and

\[
\min_{f_W \in \mathcal{H}_{m,a}, |W| \leq \rho} \|f_W - y_r\|_2^2 \leq 4
\]

for all \( \rho > 0 \). Furthermore, let us fix \( \rho > 0 \) and \( W_\rho \in \mathbb{R}^{2m} \) such that \( |W_\rho| \leq \rho \) and

\[
\|f_W - y_r\|_2^2 = \min_{|W| \leq \rho} \|f_W - y_r\|_2^2.
\]
Then by the previous estimates we have

\[
\min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|^2_2 - \min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y_r\|^2_2 \leq \|f_{W_{\rho}} - y\|^2_2 - \|f_{W_{\rho}} - y_r\|^2_2
\]

\[
\leq (\|f_{W_{\rho}} - y\|^2_2 + \|f_{W_{\rho}} - y_r\|^2_2)\|y - y_r\|_2
\]

\[
\leq (2\|f_{W_{\rho}} - y\|^2_2 + \|y - y_r\|^2_2)\|y - y_r\|_2
\]

\[
\leq 5\|y - y_r\|_2.
\]

By a similar argument we obtain

\[
\min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|^2_2 - \min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y_r\|^2_2 \leq 5\|y - y_r\|_2,
\]

(6.24)

for all \(\rho \geq R_0\), where \(R_0\) is as in the statement of the theorem.

To continue, let \(g \in \mathcal{H}_{m,a}\) be the minimum of (6.22). Then, by Theorem 4 we may write \(g\) as

\[
g(x) = \frac{1}{\sqrt{m}} \sum_{i \in J} \mathbb{I}(\hat{w}_i \cdot x \geq 0)(u_i \cdot x) + \frac{1}{\sqrt{m}} \sum_{i \in J} \alpha_i \sigma(\hat{w}_i \cdot x) + \frac{1}{\sqrt{m}} \sum_{i \in K} a_i \sigma(w_i \cdot x),
\]

where \(|J| \leq m\), \(|K| \leq m - 2(|J|), K \cap J = \emptyset\) and \(u_i\) is orthogonal to \(\hat{w}_i\).

Construction of a local approximation. The proof now goes as follows, we construct a function \(f_{W_h} \in \mathcal{H}_{m,a}\), for which there is a \(h_0\) such that \(W_{h_0} \in R^{2m}, |W_{h_0}| \leq C(m)R\) and \(f_{W_{h_0}}\) approximates \(g\) well. To prove this we first construct a family of functions \((f_{W_h})_h\) and prove that \(|W_{h_0}| \leq C(m)R\) for the right choice of \(h_0\). Then we prove that \(f_{W_{h_0}}\) approximates \(g\) well. We choose the family of functions \((f_{W_h})_h\) for \(h > 0\) as follows

\[
f_{W_h}(x) = \frac{1}{\sqrt{m}} \sum_{i \in J} \left(\sigma\left(h^{-1} \hat{w}_i + u_i \cdot x\right) - \sigma\left(h^{-1} - \alpha_i \hat{w}_i \cdot x\right)\right)
\]

\[
+ \frac{1}{\sqrt{m}} \sum_{i \in K} a_i \sigma(w_i \cdot x),
\]

(6.25)

where \(W_h = \left(\frac{1}{h} \hat{w}_i + u_i, \ldots, \left(\frac{1}{h} - \alpha_i\right) \hat{w}_i, \ldots, w_i, \ldots\right)\). It is clear that \(f_{W_h} \to g\) as \(h \to 0\). In order to bound \(\|f_{W_{h_0}} - g\|_2\) it suffices to bound \(\frac{d}{dh}\|f_{W_h} - g\|_2\) for \(h \leq h_0\).

Note that Lemma 6.3 gives a bound for the components of \(W_h\), which leads to a bound that depends on \(m\). In order to have an estimate independent of \(m\) we need a more refined argument where we use the \(L^2\) bound on \(g\).

To this end, let us split \(g = g_+ + g_-\) where

\[
g_+(x) := \frac{1}{\sqrt{m}} \sum_{K \cap I_+} \sigma(u_i \cdot x)
\]

and

\[
g_-(x) := \frac{1}{\sqrt{m}} \sum_{i \in J} \mathbb{I}(\hat{w}_i \cdot x \geq 0)(u_i \cdot x) + \frac{1}{\sqrt{m}} \sum_{i \in J} \alpha_i \sigma(\hat{w}_i \cdot x) + \frac{1}{\sqrt{m}} \sum_{i \in I_+ \cap K} a_i \sigma(w_i \cdot x).
\]
We use $\|y_r\|_{L^2} \leq 2$ and the fact that $g$ is the minimizer of (6.22) to obtain $\|g\|_{L^2} \leq 4$. Then,

$$\|g_+\|_2 \leq \|g\|_2 + \|g_-\|_2 \leq 4 + \|g_-\|_2.$$  

We are left to estimate the $L^2$ norm of $g_-$. Lemma 2.7 yields $\|y_r\|_{C^1} \leq 5r\|y\|_{BV} \leq 5R^{1/3}\|y\|_{BV}$ and $\|y_r\|_{\infty} \leq \|y\|_{\infty} \leq \|y\|_{BV}$. Therefore we have by Lemma 6.3 that

$$\frac{1}{\sqrt{m}} |u_i| \leq 6\pi^2 \|y\|_{BV}$$  

and

$$\frac{\|\alpha_i\|}{\sqrt{m}} \frac{|w_i|}{\sqrt{m}} \leq 30\pi^2 R^{1/3} \|y\|_{BV}$$

for all $i \in J \cup K$. We use (6.26) and $|J| \leq m$ to estimate the first term in $g_-$ as

$$\frac{1}{\sqrt{m}} \left\| \sum_{i \in J} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(u_i \cdot x) \right\|_2 \leq 6\pi^2 \|y\|_{BV} m$$

and (6.27) and $|L| \leq m$ to estimate the two latter terms

$$\frac{1}{\sqrt{m}} \left\| \sum_{i \in K \cap L_s} \sigma(w_i \cdot x) \right\|_2, \frac{1}{\sqrt{m}} \left\| \sum_{i \in J} \alpha_i \sigma(\hat{w}_i \cdot x) \right\|_2 \leq 30\pi^2 \|y\|_{BV} R^{1/3} m.$$  

Therefore by combining the two estimates we obtain

$$\|g_-\|_2 \leq (6\pi^2 + 60\pi^2 R^{1/3}) \|y\|_{BV} m$$

which in turn yields

$$\|g_+\|_2 \leq 4 + \|g_-\|_2 \leq 4 + (6\pi^2 + 60\pi^2 R^{1/3}) \|y\|_{BV} m.$$  

We use the above inequality and Lemma 6.4 to obtain

$$\left( \frac{1}{m} \sum_{i \in K \cap L_s} |w_i|^2 \right)^{1/2} \leq 4 + (6\pi^2 + 60\pi^2 R^{1/3}) \|y\|_{BV} m$$

which implies

$$\left( \sum_{i \in K \cap L_s} |w_i|^2 \right)^{1/2} \leq 8\sqrt{m} + 2(6\pi^2 + 60\pi^2 R^{1/3}) \|y\|_{BV} m \sqrt{m}. \quad (6.28)$$

Recalling the definition of $W_h$ and using (6.25)–(6.28) and the triangle inequality we have the bound

$$|W_h| \leq \left( \frac{4m}{h^2} + 2 \left( 6\pi^4 + 30\pi^4 R^{2/3} \right) \|y\|_{BV} m \sqrt{m} + \sum_{i \in K \cap L_s} |w_i|^2 \right)^{1/2}$$

$$\leq \left( \frac{2\sqrt{m}}{h} + 4 \left( 6\pi^2 + 42\pi^2 R^{1/3} \right) \|y\|_{BV} m \sqrt{m} + 8\sqrt{m} \right).$$

Recall that $1 \leq m^3 \leq R$. Then choosing $h_0 = R^{-1/2}(m m)^{-1/2}$ we obtain for $h = h_0$, $R \geq R_0 \geq \max\{(10\|y\|_{BV})^9, 4 \cdot 10^7\}$ that

$$|W_{h_0}| \leq 2m \sqrt{m} \sqrt{R} + 170\pi^2 R^{1/3} \|y\|_{BV} m \sqrt{m} + 8\sqrt{m}$$
\[
\begin{align*}
\leq & \left(2\sqrt{R} + 170\pi^2 R^{1/3}\|y\|_{BV} + 8\right) \left(\frac{m}{m}\right)^{1/2} m^{3/2} \\
\leq & \left(3 + 17\pi^2\right) C(m) \sqrt{R m}^{3/2} \\
\leq & \left(3 + 17\pi^2\right) C(m) R^{2/3} \\
\leq & \frac{1}{2} C(m) R. 
\end{align*}
\] (6.29)

Now that we have proved that our proposed approximation \(f_{W_{h_0}}\) has a weight \(W_{h_0} \in \mathbb{R}^{2m}\) which satisfies \(|W_{h_0}| \leq C(m)R\). Next, let us prove that \(f_{W_{h_0}}\) approximates \(g\) well. To this end let us denote

\[
F_h(x) := \frac{1}{\sqrt{m}} \sum_{i \in J} \frac{\sigma((\hat{w}_i + hu_i) \cdot x) - \sigma(\hat{w}_i \cdot x)}{h},
\]

and

\[
G(x) := \frac{1}{\sqrt{m}} \sum_{i \in J} \mathbb{I}\{\hat{w}_i \cdot x \geq 0\}(u_i \cdot x).
\]

Then by (6.25) and by recalling the form of \(g\) we have \(f_{W_{h}} - g = F_h - G\) and as such \(F_h \to G\) as \(h \to 0\). As mentioned previously in the proof, we wish to bound \(\|F_h - G\|_2\) by estimating \(\frac{d}{dh}\|F_h - G\|_2\) for \(0 < h < h_0\) and then integrating up to \(h_0\). By Cauchy-Schwarz inequality we get

\[
\frac{d}{dh}\|F_h - G\|_2 \leq \|\frac{d}{dh}F_h\|_2. \tag{6.30}
\]

Therefore we may estimate

\[
\left\|\frac{d}{dh}F_h\right\|_2 \leq \frac{1}{\sqrt{m}} h \frac{1}{2} I_1 \tag{6.31}
\]

where we bound \(I_1\) as

\[
I_1 = \left\| \sum_{i \in J} h\sigma'((\hat{w}_i + hu_i) \cdot x)u_i \cdot x - \sigma((\hat{w}_i + hu_i) \cdot x) + \sigma(\hat{w}_i \cdot x) \right\|_2 \\
\leq \sum_{i \in J} \left\| h\sigma'((\hat{w}_i + hu_i) \cdot x) \right\|_2 \\
= h \sum_{i \in J} \left\| \int_0^h \left[ \sigma'((\hat{w}_i + hu_i) \cdot x) - \sigma'((\hat{w}_i + \tau u_i) \cdot x) \right] (u_i \cdot x) d\tau \right\|_2 \\
\leq h \sum_{i \in J} \left( \int_0^h |u_i|^2 \int_{\mathbb{S}^1} (\sigma'((\hat{w}_i + hu_i) \cdot x) - \sigma'((\hat{w}_i + \tau u_i) \cdot x) |u_i| d\tau \right)^{1/2}.
\] (6.32)

Recalling that \(\sigma'(t) = \mathbb{I}\{t \geq 0\}\) we get from (6.30)–(6.32) that

\[
\frac{d}{dh}\|F_h - G\|_2 \leq \frac{1}{\sqrt{m}} \sum_{i \in J} |u_i| \left( \int_0^h I_{2,i}(h, \tau) d\tau \right)^{1/2}, \tag{6.33}
\]

where

\[
I_{2,i}(h, \tau) = \int_{\mathbb{S}^1} \mathbb{I}\{(\hat{w}_i + hu_i) \cdot x \geq 0\} - \mathbb{I}\{(\hat{w}_i + \tau u_i) \cdot x \geq 0\} |dx. \tag{6.34}
\]

From a geometric consideration it is clear that

\[
I_{2,i}(h, \tau) \leq h |u_i|, \tag{6.35}
\]
for all $\tau \in (0, h)$. Therefore we deduce from (6.26) and (6.33)–(6.35) that
\[
\frac{d}{dh} |F_h - G|^2 \leq \frac{1}{\sqrt{m_R} R_{i,j}} \sum |u_{ij}|^{3/2} \leq 15\pi^3 \|y\|_{BV}^3 m^{1/4} \frac{1}{\sqrt{h}}.
\] (6.36)
We integrate (6.36) over $(0, h_0)$, recalling that $\lim_{h \to 0} F_h = G$ and recalling our choice $h_0 = R^{-1/2} (m m^{-1/2})$ we have for $m^0 \leq R$ and $R \geq R_0 \geq (10\|y\|_{BV})^6$ that
\[
\|f_{W_{h_0}} - g\|_2 = \|F_h - G\|_2 \leq 30\pi^3 \|y\|_{BV}^3 m^{1/4} \sqrt{h_0}
\leq 30\pi^3 \|y\|_{BV}^3 m^{3/4} R^{-1/4}
\leq 30\pi^3 \|y\|_{BV}^3 R^{-1/6}
\leq 94\|y\|_{BV}^3.
\] (6.37)
To sum up, we have established (6.29) and (6.37), which tells us that we have found a good local approximation $f_{W_{h_0}}$ of $g$ such that $\|W_{h_0}\| \leq C(m) R$.

**Putting everything together.** Let us denote $\mathcal{H}^R_{m,a} := \{f_W : f_W \in \mathcal{H}_{m,a}, |W| \leq R\}$ and $R_1 = C(m) R/2$. From (6.25), (6.29) and (6.37) we obtain that
\[
\min_{\mathcal{H}^R_{m,a}} \|f_W - y_r\|_2^2 - \inf_{\mathcal{H}_{m,a}} \|f_W - y_r\|_2^2 \leq \|f_{W_{h_0}} - y_r\|_2^2 - \|g - y_r\|_2^2
\leq \left( \|f_{W_{h_0}} - y_r\|_2 + \|g - y_r\|_2 \right) \|f_{W_{h_0}} - g\|_2
\leq \left( \|f_{W_{h_0}} - g\|_2 + 2 \|g - y_r\|_2 \right) \|f_{W_{h_0}} - g\|_2
\leq 30\pi^3 \|y\|_{BV}^3 (94\|y\|_{BV}^3 + 4) R^{-1/6}
\leq 10^5 \|y\|_{BV}^3 + 1) R^{-1/6}.
\] (6.38)
Finally we write
\[
\min_{\mathcal{H}^R_{m,a}} \|f_W - y\|_2^2 - \inf_{\mathcal{H}_{m,a}} \|f_W - y\|_2^2 = \min_{\mathcal{H}^R_{m,a}} \|f_W - y\|_2^2 - \min_{\mathcal{H}^R_{m,a}} \|f_W - y_r\|_2^2
\leq \min_{\mathcal{H}^R_{m,a}} \|f_W - y\|_2^2 - \inf_{\mathcal{H}_{m,a}} \|f_W - y_r\|_2^2
\leq \inf_{\mathcal{H}_{m,a}} \|f_W - y_r\|_2^2 - \inf_{\mathcal{H}_{m,a}} \|f_W - y\|_2^2
\leq D_1 + D_2 + D_3
\] (6.39)
and thus by (6.23), (6.24) and (6.38) we have
\[
D_1 + D_2 + D_3 \leq 10\|y - y_r\|_2 + 10^5 (\|y\|_{BV}^2 + 1) R^{-1/6}
\leq (60\|y\|_{BV}^2 + 10^5 (\|y\|_{BV}^2 + 1)) R^{-1/6}
\leq 4 \cdot 10^4 (\|y\|_{BV}^2 + 1) R^{-1/9},
\] (6.40)
for all $R \geq R_0$ (which implies $R^{1/18} > 2.6$). Assembling (6.39) and (6.40) we get
\[
\min_{\mathcal{H}^R_{m,a}} \|f_W - y\|_2^2 - \inf_{\mathcal{H}_{m,a}} \|f_W - y\|_2^2 \leq 4 \cdot 10^4 (\|y\|_{BV}^2 + 1) R^{-1/9},
\] (6.41)
for all $R \geq R_0$, which concludes the proof in the "small $m$" case, i.e. $m^0 \leq R$. 

**APPENDIX.**
**Big m.** Assume that $m^9 > R$.

Let us split $y$ into two parts, $y = y_1 + y_2$ where $y_1 \in \mathcal{L}_{al}$ and $y_2 \in \mathcal{L}_{al}^\perp$. Then by Lemma 4.7 we have

$$\min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|_2^2 = \min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y_1\|_2^2 + \|y_2\|_2^2,$$  

(6.42)

for all $\rho > 0$. Now choose $m' \leq 2m$ as an even number, such that $R_{m/2}^1 \geq R_{m'}^1 \geq R_{m/2}^1/2$, and let us consider the minimization problem in $\mathcal{H}_{m',a'}$ (see (2.1)). Since $m' \leq R_{m/2}^1$ and $C(m') = \sqrt{2}$ we may use (6.41) to obtain

$$\min_{f_{W'} \in \mathcal{H}_{m',a'}} \|f_{W'} - y\|_2^2 \leq \inf_{f_{W'} \in \mathcal{H}_{m',a'}} \|f_{W'} - y_1\|_2^2 + 4 \cdot 10^4 (\|y\|_{BV}^2 + 1) R_{m/2}^{-1/9}.$$  

(6.43)

To bound the first term on the right hand side of (6.43) we use, $m' = m/2 \geq R_{m/2}^1/2$, Theorem 3 and Lemma 2.8 to get

$$\inf_{f_{W'} \in \mathcal{H}_{m',a'}} \|f_{W'} - y_1\|_2^2 \leq 2000 \|y\|_{BV}^2 R_{m/2}^{-1/9}.$$  

(6.44)

Hence, from (6.42)–(6.44) we obtain the localization result for our restricted space $\mathcal{H}_{m',a'}$,

$$\min_{f_{W'} \in \mathcal{H}_{m',a'}} \|f_{W'} - y\|_2^2 \leq \|y_2\|_2^2 + 5 \cdot 10^4 (\|y\|_{BV}^2 + 1) R_{m/2}^{-1/9}.$$  

(6.45)

To carry over the result to $\mathcal{H}_{m,a}$, we use Lemma 6.5 to get

$$\min_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|_2^2 \leq \min_{f_{W'} \in \mathcal{H}_{m',a'}} \|f_{W'} - y\|_2^2$$  

(6.46)

and from the obvious fact that

$$\inf_{f_W \in \mathcal{H}_{m,a}} \|f_W - y\|_2^2 \geq \|y_2\|_2^2.$$  

The estimate (6.46) finishes the proof of Theorem 2. 
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