A comparison of a deterministic and stochastic model for Hepatitis C with an isolation stage
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We formulate a deterministic epidemic model for the spread of Hepatitis C containing an acute, chronic and isolation class and analyse the effects of the isolation class on the transmission dynamics of the disease. We calculate the basic reproduction number \(R_0\) and show that for \(R_0 \leq 1\), the disease-free equilibrium is globally asymptotically stable. In addition, it is shown that for a special case when \(R_0 > 1\), the endemic equilibrium is locally asymptotically stable. Furthermore, an analogous stochastic epidemic model for Hepatitis C is formulated using a continuous time Markov chain. Numerical simulations are used to estimate the mean, variance and probability distributions of the discrete random variables and these are compared to the steady-state solutions of the deterministic model. Finally, the expected time to disease extinction is estimated for the stochastic model and the impact of isolation on the time to extinction is explored.
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1. Introduction

Hepatitis C, formerly referred to as ‘non-A, non-B’ Hepatitis, is an infectious disease affecting the liver, caused by the Hepatitis C virus (HCV). Hepatitis C was first recognized as a separate disease in 1975 and its causative agent, HCV, was identified in 1989. The HCV is a small, enveloped, positive-sense single-stranded RNA virus of the family Flaviviridae [38]. Structurally, the virus consists of an RNA core surrounded by an icosahedral protein coat, which is further encased in a lipid envelope. Replication of the RNA-based virus involves the use of the enzyme RNA-dependent RNA polymerase that has a high error rate. Consequently, the virus mutates very rapidly and has no single genotype. Currently, there are 7 known genotypes and more than 100 different strains of HCV [37]. According to the World Health Organization, nearly 3% of the world’s population is infected with HCV. It is estimated that more than 170 million people globally are infected with HCV, while nearly 350,000 people die worldwide as a result of Hepatitis C-related liver diseases each year [5].
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HCV is primarily spread by blood-to-blood contact through blood transfusions, intravenous drug use (IDU) and the use of poorly sterilized medical equipment. Prior to the development of an effective blood screening test in 1990, the primary route of transmission of Hepatitis C in the developed world was blood transfusions [33]. Recently however, IDU has emerged as a major source of contracting HCV in the developed world [36]. On the other hand, in most parts of the developing world such as Egypt, Pakistan and India, HCV is still predominantly spread through blood transfusions and unsafe medical procedures. Other methods of transmission include vertical transmission from an infected mother to her child, the use of shared personal items such as razors and toothbrushes, and body piercing and tattooing which often involve the use of contaminated equipment and dyes. The possibility of transmission of HCV through sexual activity is still being debated [6,31,46].

Hepatitis C is characterized by an acute and a chronic stage. Initial infection by HCV results in acute Hepatitis C, which is largely asymptomatic. Only about 15% of cases display mild symptoms such as decreased appetite, fatigue, nausea, muscle or joint pains, and weight loss. The diagnosis of Hepatitis C is thus very difficult and consequently, the HCV epidemic is often called the ‘silent epidemic’ [8]. The initial infection resolves spontaneously in nearly 20% of cases [43]. About 80% of individuals exposed to HCV, however, eventually develop a chronic infection, which is characterized by the detection of HCV RNA for a period of at least six months after the original infection [36]. This stage of the disease can last for decades. Most people experience minimal or no symptoms during the first few years of the infection [43]. After several years of living with the disease, however, Hepatitis C becomes the primary cause of cirrhosis and liver cancer. Nearly 5–20% of chronic Hepatitis C patients develop cirrhosis over 30 years and 1–5% die from cirrhosis or liver cancer. Individuals who develop cirrhosis have a 20-fold greater risk of hepatocellular carcinoma, a rate of 13% per year. It is estimated that Hepatitis C is the cause of 27% of cirrhosis cases and 25% of hepatocellular carcinoma worldwide [13,18,23,26,42].

While treatment for Hepatitis C is possible, there is currently no known vaccine for the disease – due primarily to the rapid rate of mutation of HCV [12]. In general, chronically infected individuals are treated with a combination of interferon alpha and the antiviral drug ribavirin for a period of 24 or 48 weeks, depending on the HCV genotype. The response to treatment also varies by genotype and ranges from 70% to 80% for genotypes 2 and 3 to almost non-existent for genotype 6 [24,47]. Recovery from infection with HCV does not result in long-term immunity. Therefore, any model for Hepatitis C must take into account this lack of acquired immunity.

The existence of a chronic stage is an essential epidemiological feature of Hepatitis C. According to Chavez [32], however, relatively little deterministic analysis of diseases with a chronic stage has been done. Reade [39], for instance, has discussed an ordinary differential equations (ODE) model for infections with acute and chronic stages. His work focuses on the impact of vaccination on the model and uses mostly numerical simulations. Similarly, Lou [30] has performed a global analysis of a four-state ‘susceptible’, ‘exposed’, ‘acute’ and ‘chronic’ model and proven certain theorems regarding the stability of the steady states of the model. Other deterministic models pertinent to our work have also been proposed and analysed [9,10,20,23]. In addition, some epidemic models specifically for the spread of HCV have also been proposed. Chavez [32] has formulated an age-structured ODE model for Hepatitis C that contains both an acute and a chronic infection class with the force of infection modelled by proportionate mixing. Similarly, Dontwi [15] has considered the transmission of Hepatitis C through IDU in an acute, chronic and recovered model. Other deterministic epidemic models for the spread of HCV include those in [17,50].

Over the past few decades, several stochastic epidemic models for the spread of infectious diseases have also been proposed and analysed [2,4,7,40,45,48,49]. Allen [1,3] has explored the utility of stochastic epidemic models by comparing them with deterministic models. An important qualitative difference between deterministic and stochastic epidemic models in general is the asymptotic dynamics [1]. Furthermore, stochastic models also allow for the possibility of disease
extinction in finite time and therefore the expected time to disease extinction can be calculated [1–3]. It is also observed that stochastic models better capture the uncertainty and variability that is inherent in real-life epidemics due to factors such as the unpredictability of person-to-person contact [3,44]. Despite the utility of stochastic models, however, very little stochastic modelling has been performed for HCV [34].

We will formulate a five-state ‘susceptible’, ‘acute’, ‘chronic’, ‘isolated’ and ‘recovered’ deterministic model and investigate the basic reproduction number $R_0$, and its effect on the existence and stability of the steady-state solutions of the deterministic model. Our model will extend the previous work done on modelling the spread of Hepatitis C in several key ways. Firstly, we will introduce a class and qualitatively assess the effect of this isolation class on the transmission dynamics of HCV. Quarantine of individuals suspected of being exposed to a disease, and the isolation of those with disease symptoms, constitute what is probably the first infection control measure since the beginning of recorded human history [21]. Over the decades, these control measures have been applied, with varying degrees of success, to combat the spread of some emerging and re-emerging diseases such as leprosy, plague, cholera, typhus, yellow fever, smallpox, diphtheria, tuberculosis, measles, Ebola, pandemic influenza and, more recently, severe acute respiratory syndrome [14,19,22,28,29,35]. However, almost no analysis of the effects of an isolation class on diseases with a chronic stage has been done and therefore, our paper will be one of the first attempts to study the effect of isolation on the spread of a disease with a chronic stage. Since Hepatitis C is largely asymptomatic, and chronically infected individuals can live for years without being identified, an isolation class can be used to consider individuals who have been clearly identified as being infected with HCV. Such individuals can then undergo treatment for HCV and take extra precautions while interacting with the people around them.

In addition, we will model the force of infection by a proportionate mixing, with the possibility of secondary infections due to contact with individuals who belong to the acute, chronic or isolation class. Furthermore, we will consider the disease-induced death rates for HCV in our model and will also take into account the possibility of recovery at every stage of the disease. These features will add to the complexity of our model and make it considerably more insightful from an epidemiological perspective than previous models [15,32].

Finally, we will construct an analogous stochastic version of our deterministic model using a continuous time Markov chain (CTMC) and compare the dynamics of both models. We will use numerical simulations to estimate the mean, variance and probability distributions of each discrete random variable and compare the results to the solutions of the corresponding deterministic model. Furthermore, we will use the stochastic model to analyse the effect of the isolation class on the mean time to disease extinction, which is important from an epidemiological viewpoint.

2. Deterministic model formulation

We will formulate a five-state model with individuals classified as susceptible, acute, chronic, isolated or recovered. Hepatitis C has an extremely slow progression that makes it difficult to characterize the natural history of the disease [11]. The following assumptions will therefore be made:

(1) All infected individuals develop the acute form of Hepatitis C first.
(2) Individuals with either the acute or chronic form of Hepatitis C or isolated individuals are capable of transmitting the disease.
(3) Individuals with the acute form of the disease either progress to the chronic form or recover naturally. Since the acute form of the disease is largely asymptomatic, there is little chance of treatment at this stage.

(4) Individuals chronically infected with Hepatitis C are either isolated or recover via treatment.

(5) All isolated individuals will recover from the disease.

(6) Individuals in the recovered class will over time become susceptible to the disease.

In addition, the model will assume that the susceptible population $S$ has a constant recruitment rate $\Pi$ and natural death rate $\mu$. Susceptible individuals who get infected, suffer from the acute form of Hepatitis C and move to the state $A$ with the force of infection given by $\lambda$. Individuals in $A$, in addition to the natural death rate $\mu$, die at a disease-induced death rate $\delta_a$. They also have a natural recovery rate of $\kappa$. Individuals with the acute form of the infection progress to the chronic form of the disease at a rate $\xi$, in which case the individual is shifted to state $C$. Individuals in $C$, in addition to the natural death rate $\mu$, also die at a disease-induced death rate $\delta_c$. Furthermore, these individuals recover at a rate $\psi$ and thus move to the recovered state $R$. Also, the individuals in state $C$ are isolated and moved to state $Q$ at a rate $\alpha$. Individuals in $Q$, in addition to the natural death rate $\mu$, also die at a disease-induced death rate $\delta_q$. Isolated individuals who recover from the disease move to recovered class at a rate $\gamma$. Finally, recovered patients in $R$ become susceptible at a rate $\omega_1$. The schematic diagram of our model is shown in (Figure 1).

Mathematically, the model is as follows:

\[
\begin{align*}
\frac{dS}{dt} &= \Pi + \omega R - \lambda S - \mu S, \\
\frac{dA}{dt} &= \lambda S - (\xi + \kappa + \mu + \delta_a)A, \\
\frac{dC}{dt} &= \xi A - (\alpha + \psi + \mu + \delta_c)C, \\
\frac{dQ}{dt} &= \alpha C - (\gamma + \mu + \delta_q)Q, \\
\frac{dR}{dt} &= \kappa A + \psi C + \gamma Q - (\omega + \mu)R,
\end{align*}
\]

where

\[
\lambda = \beta \left[ \frac{(\eta A + C + \xi Q)}{N} \right].
\]

The description of variables and parameters of the model (1) are as follows:

| Variable | Description |
|----------|-------------|
| $N(t)$   | Total population |
| $S(t)$   | Population of susceptible individuals |
| $A(t)$   | Population of individuals with acute Hep-C |
| $C(t)$   | Population of individuals with chronic Hep-C |
| $Q(t)$   | Population of isolated individuals |
| $R(t)$   | Population of recovered individuals |
| Parameter | Description |
|-----------|-------------|
| $\Pi$     | Recruitment rate |
| $\mu$     | Natural death rate |
| $\delta_a$ | Disease-induced death rate of individuals with acute Hep-C |
| $\delta_c$ | Disease-induced death rate of individuals with chronic Hep-C |
| $\delta_q$ | Disease-induced death rate of isolated individuals |
| $\gamma$  | Recovery rate of isolated individuals |
| $\xi$     | Progression rate from the acute to the chronic stage of Hepatitis C |
| $\alpha$  | Isolation rate of chronically infected individuals |
| $\kappa$  | Natural recovery rate of acutely infected individuals |
| $\psi$    | Recovery rate of chronically infected individuals |
| $\omega$  | Rate of loss of infection-acquired immunity |
| $\beta$   | Effective contact rate |
| $\eta$    | Modification parameter for infectiousness of acute individuals |
| $\zeta$   | Modification parameter for infectiousness of isolated individuals |

Figure 1. Flow diagram of the model (1). The model consists of five sub-populations: susceptible $S$, acute $A$, chronic $C$, isolated $Q$ and recovered $R$ individuals.

Since Equation (1) is a model for human populations, all the associated parameters are non-negative. Furthermore, the following non-negativity result holds.

**Theorem 2.1** The variables of the model (1) are non-negative for all time $t > 0$. In other words, solutions of the system (1) with positive initial data will remain positive for all $t > 0$.

**Proof** Let $t_1 = \sup\{t > 0 : S > 0, A > 0, C > 0, Q > 0, R > 0\}$. Thus, $t_1 > 0$. It follows from the first equation of the model (1) that

$$\frac{dS}{dt} = \Pi + \omega R - \lambda S - \mu S \geq \Pi - (\lambda + \mu)S(t),$$
which can be rewritten as

\[
\frac{d}{dt} \left\{ S(t) \exp \left[ \mu t + \int_0^t \lambda(\tau) \, d\tau \right] \right\} \geq \Pi \exp \left[ \mu t + \int_0^t \lambda(\tau) \, d\tau \right].
\]

Hence,

\[
S(t_1) \exp \left[ \mu t_1 + \int_0^{t_1} \lambda(\tau) \, d\tau \right] - S(0) \geq \int_0^{t_1} \Pi \exp \left[ \mu y + \int_0^y \lambda(\tau) \, d\tau \right] \, dy,
\]

so that

\[
S(t_1) \geq S(0) \exp \left[ -\mu t_1 - \int_0^{t_1} \lambda(\tau) \, d\tau \right]
+ \left\{ \exp \left[ -\mu t_1 - \int_0^{t_1} \lambda(\tau) \, d\tau \right] \right\} \int_0^{t_1} \Pi \exp \left[ \mu y + \int_0^y \lambda(\tau) \, d\tau \right] \, dy > 0.
\]

Similarly, it can be shown that \( A > 0, C > 0, Q > 0, R > 0 \) for all \( t > 0 \).

We now prove a useful lemma.

**Lemma 2.2** The closed set

\[
D = \left\{ (S, A, C, Q, R) \in \mathbb{R}^5_+ : S + A + C + Q + R \leq \frac{\Pi}{\mu} \right\}
\]

is positively invariant.

**Proof** Adding all the equations of the model (1) gives

\[
\frac{dN}{dt} = \Pi - \mu N - (\delta_q A + \delta_C C + \delta_q Q) \leq \Pi - \mu N.
\]

It follows that \( (dN/dt) \leq 0 \) if \( N \geq \Pi/\mu \). Thus, a standard comparison theorem can be used to show that \( N \leq N(0)e^{-\mu t} + (\Pi/\mu)(1 - e^{-\mu t}) \). In particular, \( N(t) \leq \Pi/\mu \) if \( N(0) \leq \Pi/\mu \). Thus, the region \( D \) is positively invariant.

Furthermore, if \( N(0) > \Pi/\mu \), then either the solution enters \( D \) in finite time, or \( N(t) \) approaches \( \Pi/\mu \) asymptotically. Hence, the region \( D \) attracts all solutions in \( \mathbb{R}^5_+ \) and our solutions remain bounded.

Since the region \( D \) is positively invariant, it is sufficient to consider the dynamics of the flow generated by the model (1) in region \( D \), where the usual existence and uniqueness results hold for the system.

2.1. **Stability of disease-free equilibrium**

In this section, we discuss the existence and stability of the disease-free equilibrium (DFE).
2.1.1. Local stability

The model (1) has a DFE, obtained by setting the right-hand sides of the equations in Equation (1) to zero, given by

\[ N_0 = (S^*, A^*, C^*, Q^*, R^*) = \left( \frac{\Pi}{\mu}, 0, 0, 0, 0 \right). \]

The local stability of \( N_0 \) will be determined using the next generation operator method described in [16]. The non-negative matrix \( F \), of the new infection terms, and the \( M \)-matrix, \( V \), of the transition terms associated with the model (1) are given by

\[ F = \begin{pmatrix} \beta \eta & \beta & \beta \xi \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

and

\[ V = \begin{pmatrix} \xi + \kappa + \mu + \delta_a & 0 & 0 \\ -\xi & \alpha + \psi + \mu + \delta_c & 0 \\ 0 & -\alpha & \gamma + \mu + \delta_q \end{pmatrix}. \]

The eigenvalues of the matrix \( FV^{-1} \) are

\[ \left\{ 0, \frac{\beta \eta k_1 k_2 + \xi k_3 + \xi \alpha \xi}{k_1 k_2 k_3} \right\}. \]

It follows that the basic reproduction number \( R_0 = \rho(FV^{-1}) \) is given by

\[ R_0 = \frac{\beta [\eta k_2 k_3 + \xi k_3 + \xi \alpha \xi]}{k_1 k_2 k_3}, \]

where

\[ k_1 = (\xi + \kappa + \mu + \delta_a) \quad k_2 = (\alpha + \psi + \mu + \delta_c) \quad k_3 = (\gamma + \mu + \delta_q). \]

The basic reproduction number measures the average number of new infections generated by a single infectious individual in a susceptible population. The reproduction number \( R_0 \) obtained above can be intuitively interpreted as follows. Susceptible individuals acquire infection following contact with either an acute (A), chronic (C) or isolated (Q) individual. The number of infections produced by an acutely infected individual (near the DFE) is given by the product of the infection rate of an acute (A) individual (\( \beta \eta \)) and the average duration in the acute (A) class \((1/k_1)\). Furthermore, the number of infections produced by a chronically infected individual (near the DFE) is given by the product of the infection rate of a chronic (C) individual (\( \beta \)), the average duration in the chronic (C) class \((1/k_2)\) and the probability that an acute (A) individual survives and progresses to the chronic C stage \( \xi/k_1 \). Similarly, the number of infections produced by an isolated individual (near the DFE) is given by the product of the infection rate of an isolated (Q) individual (\( \beta \xi \)), the average duration in the isolation (Q) class \((1/k_2)\) and the probability that an acute (A) individual survives and progresses to the isolation Q stage \( \xi \alpha/k_1 k_2 \). Thus, the average number of new infections generated by a single infectious individual is given by

\[
\frac{\beta \eta}{k_1} + \frac{\beta \xi}{k_1 k_2} + \frac{\beta \xi \alpha}{k_1 k_2 k_2} = \frac{\beta [\eta k_2 k_3 + \xi k_3 + \xi \alpha \xi]}{k_1 k_2 k_3} = R_0.
\]

The local stability of the DFE holds due to Theorem 2 of [16].
Lemma 2.3 The DFE, \( \mathcal{N}_0 \), of the model (1) is locally asymptotically stable if \( R_0 < 1 \) and unstable if \( R_0 > 1 \).

Lemma 2.3 implies that, for \( R_0 < 1 \), a small influx of infectious individuals will not lead to a large outbreak of the disease. To ensure that disease elimination is independent of the initial sizes of sub-populations, however, it is necessary to show that the DFE is globally asymptotically stable if \( R_0 < 1 \). This is explored below.

2.1.2. Global stability

Theorem 2.4 The DFE of the model (1), given by Equation (3), is globally asymptotically stable whenever \( R_0 \leq 1 \).

Proof A comparison theorem will be used for the proof. The equations for the infected components of the model (1) can be written as

\[
\begin{align*}
\frac{dA}{dt} &= \beta \left[ \frac{(\eta A + C + \zeta Q)}{N} \right] S - (\xi + \kappa + \mu + \delta_a)A, \\
\frac{dC}{dt} &= \xi A - (\alpha + \psi + \mu + \delta_c)C, \\
\frac{dQ}{dt} &= \alpha C - (\gamma + \mu + \delta_q)Q.
\end{align*}
\]

These equations can be simplified as follows:

\[
\begin{pmatrix}
\frac{dA}{dt} \\
\frac{dC}{dt} \\
\frac{dQ}{dt}
\end{pmatrix} = \left( \frac{S}{N} \right) F \begin{pmatrix}
A \\
C \\
Q
\end{pmatrix} - V \begin{pmatrix}
A \\
C \\
Q
\end{pmatrix}
\]

\[
= (F - V) \begin{pmatrix}
A \\
C \\
Q
\end{pmatrix} - \left( 1 - \frac{S}{N} \right) F \begin{pmatrix}
A \\
C \\
Q
\end{pmatrix}
\]

\[
\leq (F - V) \begin{pmatrix}
A \\
C \\
Q
\end{pmatrix},
\]

where \( F \) and \( V \) are as defined previously.

Lemma 2.3 established the local asymptotic stability of the DFE when \( R_0 < 1 \), or equivalently, \( \rho(FV^{-1}) < 1 \). This is equivalent to the statement that all eigenvalues of \( F - V \) have negative real parts when \( R_0 < 1 \) [16]. Therefore, the linearized differential inequality system (3) is stable whenever \( R_0 < 1 \). Consequently, by a standard comparison theorem, we have

\[
(A, C, Q) \to (0, 0, 0) \quad \text{as} \quad t \to \infty.
\]
Substituting $A = C = Q = 0$ in the model (1) gives

$$(S, R) \rightarrow \left( \frac{\Pi}{\mu}, 0 \right) \quad \text{as } t \rightarrow \infty.$$ 

Therefore,

$$(S, A, C, Q, R) \rightarrow \left( \frac{\Pi}{\mu}, 0, 0, 0, 0 \right) \quad \text{as } t \rightarrow \infty,$$

and hence, the DFE $\mathcal{N}_0$ is globally asymptotically stable whenever $R_0 \leq 1$.

The epidemiological implication of the above result is that Hepatitis C can be eliminated from the population if the basic reproduction number $R_0$ can be brought down to and maintained at a value less than unity. Therefore, the condition $R_0 < 1$ is a necessary and sufficient condition for disease elimination.

### 2.2. Existence and stability of endemic equilibrium

In this section, the existence of endemic equilibria of the model (1) will be discussed. We define endemic equilibria to be those fixed points of the system (1) in which at least one of the infected sub-populations $A$, $C$ or $Q$ of the model is non-zero.

#### 2.2.1. Existence of endemic equilibrium

Let $\mathcal{N}_1 = (S^*, A^*, C^*, Q^*, R^*)$ denote an arbitrary endemic equilibrium of the model (1) so that

$$N^* = S^* + A^* + C^* + Q^* + R^*.$$ 

Solving the equations of the model (1) at steady state gives

$$A^* = \frac{k_2}{\xi} C^* \quad Q^* = \frac{\alpha}{k_3} C^*$$

$$R^* = \frac{1}{k_4} \left( \frac{k_1 k_2}{\xi} + \psi \right) C^* \quad S^* = \frac{1}{\lambda^*} \left( \frac{k_1 k_2}{\xi} \right) C^*,$$

where

$$\lambda^* = \beta \left[ \eta A^* + C^* + \zeta Q^* \right] \frac{N^*}{N^*}.$$ 

Consider $S^*$. Then, using Equations (3) and (4)

$$\frac{\beta [\eta A^* + C^* + \zeta Q^*]}{N^*} S^* = \left( \frac{k_1 k_2}{\xi} \right) C^*$$

$$\left[ \frac{\beta \eta k_2}{\xi} C^* + \beta C^* + \frac{\beta \zeta}{k_3} C^* \right] S^* = \left( \frac{k_1 k_2}{\xi} \right) C^* N^*$$

$$\frac{[\beta \eta k_2 k_3 + \beta k_3 \xi + \beta \zeta \alpha \xi]}{\xi k_3} S^* C^* = \left[ \frac{k_1 k_2 k_3}{\xi k_3} \right] C^* N^*.$$
Note that if $C^{**} = 0$, then $A^{**} = Q^{**} = R^{**} = 0$ and we obtain the DFE solution. Thus, we may assume that $C^{**} \neq 0$. Therefore,

$$\begin{align*}
[\beta \eta k_2 k_3 + \beta k_3 \xi + \beta \xi \alpha \xi] S^{**} &= [k_1 k_2 k_3] N^{**}, \\
\frac{[\beta \eta k_2 k_3 + \beta k_3 \xi + \beta \xi \alpha \xi]}{k_1 k_2 k_3} S^{**} &= N^{**} = S^{**} + A^{**} + C^{**} + Q^{**} + R^{**}, \\
(R_0 - 1) S^{**} &= \left[ k_2 \xi + 1 + \frac{\alpha}{k_3} + \frac{1}{k_4} \left( \frac{k_1 k_2}{\xi} + \psi \right) \right] C^{**}, \\
\left[ \frac{R_0 - 1}{Y} \right] S^{**} &= C^{**},
\end{align*}$$

where

$$Y = \left[ \frac{k_2}{\xi} + 1 + \frac{\alpha}{k_3} + \frac{1}{k_4} \left( \frac{k_1 k_2}{\xi} + \psi \right) \right].$$

Finally, using Equation (4), the endemic steady states are given by

$$\begin{align*}
A^{**} &= \frac{k_2}{\xi} \left[ \frac{R_0 - 1}{Y} \right] S^{**}, \\
C^{**} &= \left[ \frac{R_0 - 1}{Y} \right] S^{**}, \\
R^{**} &= \frac{1}{k_5} \left( \frac{k_1 k_2}{\xi} + \psi + \alpha \right) \left[ \frac{R_0 - 1}{Y} \right] S^{**}, \\
Q^{**} &= \frac{\alpha}{k_3} \left[ \frac{R_0 - 1}{Y} \right] S^{**}.
\end{align*}$$

We have therefore established the following result.

**Lemma 2.5** The model (1) has endemic equilibria, of the form $\mathbb{N}_1$, given by Equation (7), whenever $R_0 > 1$.

### 2.2.2. Local stability of endemic equilibrium

We have established the existence of endemic equilibria $\mathbb{N}_1$. We now consider the local stability of the endemic equilibrium for a special case, where the disease-induced death rates $\delta_a, \delta_c, \delta_q$ are assumed to be negligible and are set to zero. Under this setting, with $\delta_a = \delta_c = \delta_q = 0$, the rate of change of the total population is given by

$$\frac{dN}{dt} = \Pi - \mu N.$$

Hence, $N \to (\Pi/\mu)$ as $t \to \infty$. Therefore, for the purpose of our analysis, we will take $N = \Pi/\mu = N^*$, where $N^*$ is the total population at the DFE.

**Theorem 2.6** The unique endemic equilibrium of the model at $N = N^*$ is locally asymptotically stable if $R_0 > 1$.

**Proof** It can easily be shown that, with $N = N^*$, the model has a unique endemic equilibrium, denoted by $\mathbb{N}_1|_{N=N^*}$. We will employ Kransnoselskii's sub-linearity method [27,41] to prove that the endemic equilibrium is locally asymptotically stable. ■
Let $R_0 > 1$ and $N = N^*$ (to ensure the endemic equilibrium exists). Furthermore, the substitution $S = N^* - A - C - Q - R$ is used to reduce the model to

$$
\frac{dA}{dt} = \beta \left[ \frac{(\eta A + C + \xi Q)}{N^*} \right] [N^* - A - C - Q - R] - k_1 A,
\frac{dC}{dt} = \xi A - k_2 C,
\frac{dQ}{dt} = \alpha C - k_3 Q,
\frac{dR}{dt} = \kappa A + \psi C + \gamma Q - k_4 R.
$$

(8)

The reduced model’s endemic equilibrium $\hat{\mathbb{N}}_1 = (A^{**}, C^{**}, Q^{**}, R^{**})$ is equivalent to the original endemic equilibrium $\mathbb{N}_1 = (S^{**}, A^{**}, C^{**}, Q^{**}, R^{**})$ under the substitution done above.

Linearizing the reduced system (8) around the $\mathbb{N}_1$ gives

$$
\frac{dA}{dt} = (-k_1 + X\eta - \lambda^{**})A + (X - \lambda^{**})C + (X\xi - \lambda^{**})Q - \lambda^{**}R,
\frac{dC}{dt} = \xi A - k_2 C,
\frac{dQ}{dt} = \alpha C - k_3 Q,
\frac{dR}{dt} = \kappa A + \psi C + \gamma Q - k_4 R,
$$

(9)

where

$$
X = \frac{\beta S^{**}}{N^*} = \frac{\beta}{R_0} \quad \lambda^{**} = \beta \left[ \frac{\eta A^{**} + C^{**} + \xi Q^{**}}{N^*} \right].
$$

(10)

It follows that the Jacobian of the system (9) evaluated at $\mathbb{N}_1$ is

$$
J(\mathbb{N}_1) = \begin{pmatrix}
-k_1 + X\eta - \lambda^{**} & X - \lambda^{**} & X\xi - \lambda^{**} & -\lambda^{**} \\
0 & -k_2 & 0 & 0 \\
0 & \alpha & -k_3 & 0 \\
\kappa & \psi & \gamma & -k_4
\end{pmatrix}.
$$

Now assume that the system (9) has a solution of the form

$$
Z(t) = Z_0 e^{\omega t},
$$

(11)

where

$$
Z_0 = (Z_1, Z_2, Z_3, Z_4), \quad \omega, Z_i \in \mathbb{C}.
$$

Substituting a solution of the form (11) into the system (9) yields

$$
\omega Z_1 = (-k_1 + X\eta - \lambda^{**})Z_1 + (X - \lambda^{**})Z_2 + (X\xi - \lambda^{**})Z_3 - \lambda^{**}Z_4,
\omega Z_2 = \xi Z_1 - k_2 Z_2,
\omega Z_3 = \alpha Z_2 - k_3 Z_3,
\omega Z_4 = \kappa Z_1 + \psi Z_2 + \gamma Z_3 - k_4 Z_4.
$$

(12)

The system (12) is now simplified as follows. First, all the negative terms in the bottom three equations of Equation (12) are moved to the respective left-hand sides. The resulting three equations are then rewritten in terms of $Z_1$ and substituted into the first equation of Equation (12).
Finally, all negative terms in the first equation are moved to the left-hand side. Thus,

\[1 + F_1(\omega)Z_1 = (MZ)_1,\]
\[1 + F_2(\omega)Z_2 = (MZ)_2,\]
\[1 + F_3(\omega)Z_3 = (MZ)_3,\]
\[1 + F_4(\omega)Z_4 = (MZ)_4,\]

where

\[F_1(\omega) = \frac{1}{k_1}\left[\omega + \lambda^{**} + \frac{\lambda^{**} \xi}{\omega + k_2} + \frac{\lambda^{**} \alpha \xi}{(\omega + k_3)(\omega + k_2)} + \frac{\lambda^{**}}{\omega + k_4}\right].\]

\[F_2(\omega) = \frac{\omega}{k_2}, \quad F_3(\omega) = \frac{\omega}{k_3}, \quad F_4(\omega) = \frac{\omega}{k_4}\]

with

\[M = \begin{pmatrix}
\frac{X \eta}{k_1} & \frac{X \xi}{k_1} & 0 \\
\frac{\xi}{k_2} & 0 & 0 \\
0 & \frac{\alpha}{k_3} & 0 \\
\frac{\kappa}{k_4} & \frac{\psi}{k_4} & \frac{\gamma}{k_4} & 0
\end{pmatrix}.
\]

The notation \((MZ)_i\) denotes the \(i\)th coordinate of the vector \(MZ\). Here, \(Z = (Z_1, Z_2, Z_3, Z_4)\), and the matrix \(M\) has non-negative entries. It is now easy to verify that endemic equilibrium \(\hat{\alpha}_1 = (\hat{A}^{**}, \hat{C}^{**}, \hat{Q}^{**}, \hat{R}^{**})\) satisfies

\[M\hat{S}_1 = \hat{S}_1.\]  \hspace{1cm} (14)

If \(Z\) is a solution of Equation (12), then by Krasnoselskii's result it is possible to find a minimal positive real number \(r\) such that

\[\|Z\| \leq r\hat{S}_1,\]  \hspace{1cm} (15)

where \(\|Z\| = (\|Z_1\|, \|Z_2\|, \|Z_3\|, \|Z_4\|)\) with lexicographic order and \(\|\cdot\|\) is a norm in \(C\). The main goal is to show that \(\text{Re}(\omega) < 0\).

Assume now that \(\text{Re}(\omega) \geq 0\) and consider the following two cases.

**Case 1:** \(\omega = 0\). In this case, Equation (12) is a homogeneous linear system in the variables \(Z_i (i = 1, \ldots, 4)\). The determinant of this system is given by

\[\Delta = P_1 + \left[\frac{S^{**}}{N^*} (R_0) - 1\right] P_2,
\]

where

\[P_1 = \kappa k_2 k_3 \lambda^{**} + k_2 k_3 k_4 \lambda^{**} + \alpha \xi k_4 \lambda^{**} + k_3 k_4 \lambda^{**} + \psi \xi k_3 \lambda^{**} > 0,
\]

\[P_2 = k_4 (k_1 k_2 k_3).
\]

Now, Equation (5) implies that at endemic equilibrium, we have \(S^{**}/N^* = 1/R_0\). Hence,

\[\Delta = P_1 + \left[\frac{1}{R_0} (R_0) - 1\right] P_2 = P_1 > 0.
\]

This means that system (12) has unique solution \(Z = 0\) which corresponds to the DFE \((\alpha_0)\) of the model (1).
Case 2: $\omega \neq 0$. Since $\text{Re}(\omega) > 0$ (by assumption), then $|1 + F_i(\omega)| > 1$ for $i = 1, 2, 3, 4$. Denote $F(\omega) = \min \{|1 + F_i(\omega)| : i = 1, 2, 3, 4\}$. Then, $F(\omega) > 1$ and $(r/F(\omega)) < r$. Furthermore, by the minimality of $r$, we have

$$\|Z\| > \frac{r}{F(\omega)} \hat{N}_1. \quad (16)$$

Taking the norm on both sides of the equations in Equation (13) and noting that $M$ is a non-negative matrix, it follows that

$$F(\omega)|Z| \leq |1 + F_i(\omega)||Z| = |(MZ)_i| \leq M|Z| \leq rM(\hat{N}_1)_i = r(\hat{N}_1)_i.$$

Therefore,

$$\|Z\| \leq \frac{r}{F(\omega)} \hat{N}_1. \quad (17)$$

Now, Equation (17) contradicts Equation (16). Therefore, $\text{Re}(\omega) < 0$.

Thus, all eigenvalues of the characteristic equation associated with the linearized system (9) will have negative real parts. Therefore, the unique endemic equilibrium $\hat{N}_1$, equivalent to $\check{N}_1$, is locally asymptotically stable whenever $R_0 > 1$.

The epidemiological implication of the above result is that Hepatitis C will remain endemic in the population for $R_0 > 1$ provided that the initial population contains a sufficient number of infected individuals.

3. Stochastic model formulation

We now formulate an analogous stochastic model using a CTMC. Our purpose will be to explore the dynamics of this stochastic model and to compare them with the dynamics from the corresponding deterministic model. An important qualitative difference between deterministic and stochastic epidemic models in general is the asymptotic dynamics. Eventually, stochastic solutions (sample paths) converge to the disease-free state irrespective of the value of the basic reproduction number $R_0$ even though the corresponding deterministic solution converges to an endemic equilibrium [2]. Furthermore, stochastic models also allow for the possibility of disease extinction in finite time and therefore the expected time to disease extinction can be calculated [1,2]. It is also observed that stochastic models better capture the uncertainty and variability that is inherent in real-life epidemics due to factors such as the unpredictability of person-to-person contact [44].

3.1. Model formulation and the infinitesimal state probabilities

Following [3], we assume the total population size to be bounded. We denote the bound by $K$. Let $S(t), A(t), C(t), Q(t)$ and $R(t)$ denote discrete random variables for the number of individuals in the susceptible, acute, chronic, isolation and recovered classes, respectively. Furthermore, let

$$t \in [0, \infty) \quad \text{and} \quad S(t), A(t), C(t), Q(t), R(t) \in \{0, 1, 2, 3, \ldots, K\}$$

with $S(t) + A(t) + C(t) + Q(t) + R(t) \leq K$.

The continuous-time stochastic dynamical system \{$S(t), A(t), C(t), Q(t), R(t) : t \in [0, \infty)$\} is a multivariate process with a joint probability function

$$p_{(s,a,c,q,r)}(t) := \text{Prob}[(S(t), A(t), C(t), Q(t), R(t)) = (s, a, c, q, r)], \quad (18)$$
We further assume that the stochastic process is time homogeneous. Thus, using the notation of [1],

$$p_{(s+i_s+a+i_a,c+i_c,q+i_q,r+i_r)}(s, a, c, q, r) = p_{(s+i_s+a+i_a,c+i_c,q+i_q,r+i_r)}(s, a, c, q, r)(t + \Delta t, t),$$

and therefore, the probability of transition from the state $(s, a, c, q, r)$ to the state $(s + i_s, a + i_a, c + i_c, q + i_q, r + i_r)$ is defined by

$$p_s(\Delta t) = \begin{cases} 
\Pi \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (1, 0, 0, 0, 0) \\
\mu s \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (-1, 0, 0, 0, 0) \\
\lambda s \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (-1, 1, 0, 0, 0) \\
\omega r \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (1, 0, 0, 0, -1) \\
(\mu + \delta_a) t \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, -1, 0, 0, 0) \\
\kappa a \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, -1, 0, 0, 1) \\
\xi a \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, -1, 1, 0, 0) \\
(\mu + \delta_c) c \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, 0, -1, 0, 0) \\
\psi c \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, 0, -1, 0, 1) \\
\alpha c \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, 0, -1, 1, 0) \\
\gamma q \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, 0, 0, -1, 1) \\
(\mu + \delta_q) q \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, 0, 0, -1, 0) \\
\mu r \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, 0, 0, 0, -1) \\
1 - \left[ \Pi + \mu s + \lambda s + \omega r + \gamma q \\
+ (\mu + \delta_a) a + \kappa a + \xi a + (\mu + \delta_c) c \\
+ \psi c + \alpha c + (\mu + \delta_q) q + \mu r \right] \Delta t + o(\Delta t) & (i_s, i_a, i_c, i_q, i_r) = (0, 0, 0, 0, 0) \\
o(\Delta t) & \text{otherwise}
\end{cases}$$

(19)

where $p_s(\Delta t) = p_{(s+i_s+a+i_a,c+i_c,q+i_q,r+i_r), (s, a, c, q, r)}(\Delta t)$. In order for the probabilities to be meaningful (non-negative and bounded by 1), the following is assumed:

$$0 \leq \left[ \Pi + \{\mu + \omega + \lambda + (\mu + \delta_a) + \kappa + \xi + (\mu + \delta_c) + \psi + \alpha + \gamma + (\mu + \delta_q) + \mu\} K \right] \Delta t \leq 1.$$ 

Since all the parameters are positive, a small value of $\Delta t$ ensures that the above condition is satisfied.

Although we now have the infinitesimal transition probabilities in hand, it is difficult to express the transition matrix and the generator matrix in easily expressible forms. One possible solution to this problem is given in [2] and we will make use of this in a later section. Our stochastic model has five independent discrete random variables and it is therefore even more cumbersome to express the associated transition and generator matrices. We therefore desist from this exercise.
We now assume that the stochastic process satisfies the Markov property:

\[
\begin{align*}
\Prob[(S(t + \Delta t), A(t + \Delta t), C(t + \Delta t), Q(t + \Delta t), R(t + \Delta t)) | (S(0), A(0), C(0), Q(0), R(0)), \\
(S(\Delta t), A(\Delta t), C(\Delta t), Q(\Delta t), R(\Delta t)), \ldots, (S(t), A(t), C(t), Q(t), R(t))] \\
= \Prob[(S(t + \Delta t), A(t + \Delta t), C(t + \Delta t), Q(t + \Delta t), R(t + \Delta t)) | \\
(S(t), A(t), C(t), Q(t), R(t))].
\end{align*}
\]

Using the Markov property and the infinitesimal transition probabilities, we can express the state probabilities at time \( t + \Delta t \) in terms of the state probabilities at time \( t \). For the sake of simplicity, we assume that the total population at time \( t \) is less than the upper bound \( K \) and furthermore that none of the random variables is zero. The purpose of these two assumptions is to ignore numerous tedious sub-cases.

**Proposition 3.1** Assume \( s + a + c + q + r \leq K - 1 \). Further assume that none of the variables \( s, a, c, q, r \) is zero. Then, the state probabilities \( p_{(s,a,c,q,r)}(t) \) satisfy the following difference equations:

\[
p_{(s,a,c,q,r)}(t + \Delta t) = p_{(s-1,a,c,q,r)}(t)[\Pi \Delta t + o(\Delta t)] + p_{(s+1,a,c,q,r)}(t)[\mu(s+1)\Delta t + o(\Delta t)] \\
+ p_{(s,a-1,c,q,r)}(t)[\lambda(s+1)\Delta t + o(\Delta t)] + p_{(s-1,a,c,q,r+1)}(t)[\omega(r+1)\Delta t + o(\Delta t)] \\
+ p_{(s+a+1,c,q,r)}(t)[(\mu + \delta_a)(a+1)\Delta t + o(\Delta t)] + p_{(s,a+1,c,q,r-1)}(t)[\kappa(a+1)\Delta t + o(\Delta t)] \\
+ p_{(s,a+1,c-1,q,r)}(t)[\xi(a+1)\Delta t + o(\Delta t)] + p_{(s,a,c+1,q,r-1)}(t)[(\mu + \delta_c)(c+1)\Delta t + o(\Delta t)] \\
+ p_{(s,a,c+1,q-1,r)}(t)[\psi(c+1)\Delta t + o(\Delta t)] + p_{(s,a,c+1,q-1,r)}(t)[\alpha(c+1)\Delta t + o(\Delta t)] \\
+ p_{(s,a,c,q-1+1,r)}(t)[\gamma(q+1)\Delta t + o(\Delta t)] \\
+ p_{(s,a,c,q+1+1,r)}(t)[(\mu + \delta_q)(q+1)\Delta t + o(\Delta t)] + p_{(s,a,c,q,r+1)}(t)[\mu(r+1)\Delta t + o(\Delta t)] \\
+ \kappa a + \xi a + (\mu + \delta_c)c + \psi c + \alpha c + (\mu + \delta_q)q + \mu r \Delta t + o(\Delta t)] + o(\Delta t),
\]

where \( s, a, c, q, r \in \{1, \ldots, K - 1\} \).

The remaining cases, which result from removing the previous assumptions, are straightforward to calculate.

Some properties of the Markov chain can now be discussed. The chain is reducible, consisting of at least two communication classes [1], given by \( D := \{(s, 0, 0, 0, 0) \text{ where } s \in \{0, 1, 2, \ldots, K\}\} \) and \( E := \{(s, a, c, q, r) \text{ where } s \in \{0, 1, 2, \ldots, K\}, a, c, q, r \in \{1, 2, 3, \ldots, K\}\} \). Furthermore, \( E \) is not closed since \( p_{(s,a,c,q,r)}(t) = \frac{1}{\Pi + \mu s + \lambda s + \omega c + \gamma q + (\mu + \delta_q)q + \mu r} \forall s > 0 \) and \( p_{(s,a,c,q,r)}(t) = \frac{1}{\Pi + \mu s + \lambda s + \omega c + \gamma q + (\mu + \delta_q)q + \mu r} \forall s > 0 \) and \( p_{(s,a,c,q,r)}(t) \in (0, 1) \forall s > 0 \).

Since \( E \) is an open class all states in \( E \) are transient. Hence, and in view of \( D \) being the only closed communication class, all sample paths will eventually be absorbed into the communication class \( D \). However, while \( D \) is indeed a closed class, it does not contain an absorbing state since \( p_{(s,a,c,q,r)}(t) < 1 \forall s \in \{0, 1, 2, \ldots, K\} \).

In view of the above discussion, the following theorem is established.

**Theorem 3.2** The CTMC is reducible with at least two communication classes. There are no absorbing states. However, all sample paths are eventually absorbed in the closed class \( D := \{(s, 0, 0, 0, 0) \text{ where } s \in \{0, 1, 2, \ldots, K\}\} \).
The two communication classes $D$ and $E$ correspond to the disease-free and endemic stages of the disease, respectively. Therefore, the above result indicates that every sample path is eventually absorbed into the disease-free class and therefore, irrespective of parameter values the stochastic model will always converge to a disease-free state. This is in direct contrast to the deterministic case in which an endemic steady-state solution always exists for $R_0 > 1$. Thus, the deterministic case allows for the possibility of the disease having an endemic equilibrium, depending on the value of a threshold parameter, while the stochastic model always predicts an eventual DFE. Furthermore, disease extinction takes place in finite time in the stochastic case while in the deterministic case a DFE is only approached asymptotically. Depending on the value of $R_0$, however, the sample paths for the stochastic model might remain in the endemic class $E$ for a very long time. In fact numerical simulations of the stochastic model for values of the basic reproduction number $R_0$ greater than unity suggest the existence of a quasi-endemic equilibrium. As a consequence, for practical purposes, the stochastic model follows closely the behaviour of the corresponding deterministic model for moderate periods of time. This will be explored further in the section on numerical simulations.

3.2. The Kolmogorov differential equations

In order to further investigate the time evolution of $p_{(s,a,c,q,r)}(t)$, an attempt can be made to form the Kolmogorov differential equations. In this section, we form the forward equation. The process for obtaining the backward equation is similar. For the sake of simplicity we will assume that the total population at time $t$ is less than the upper bound $K$. We will further assume that none of the random variables is zero at time $t$.

**Theorem 3.3** Assume $s + a + c + q + r \leq K - 1$, and $s,a,c,q,r \neq 0$. Further assume that $p_{(s,a,c,q,r)}(t)$ is a differentiable function of time. Then, the Kolmogorov forward equation for the stochastic process $(S(t), A(t), C(t), Q(t), R(t) : t \in [0, \infty))$ is given by

$$\frac{dp_{(s,a,c,q,r)}(t)}{dt} = \Pi p_{(s-1,a,c,q,r+1)}(t) + \mu s + 1)p_{(s+1,a,c,q,r)}(t) + \lambda(s+1)p_{(s+1,a-1,c,q,r)}(t)$$

$$+ \omega(a+1)p_{(s,a+1,c,q,r-1)}(t) + (\mu + \delta_a)(a+1)p_{(s,a+1,c,q,r)}(t)$$

$$+ \kappa(a+1)p_{(s,a+1,c,q,r-1)}(t) + \xi(a+1)p_{(s,a+1,c,q,r)}(t)$$

$$+ (\mu + \delta_c)(c+1)p_{(s,a,c+1,q,r)}(t) + \psi(c+1)p_{(s,a,c+1,q,r-1)}(t)$$

$$+ \alpha(c+1)p_{(s,a,c+1,q-1,r)}(t) + \gamma(q+1)p_{(s,a,c+1,q,r-1)}(t)$$

$$+ (\mu + \delta_q)(q+1)p_{(s,a,c,q+1,r)}(t) + \mu(r+1)p_{(s,a,c,q,r+1)}(t)$$

$$- [\Pi + \mu s + \lambda s + \omega r + \gamma q + \kappa a + (\mu + \delta_a)a + \xi a + (\mu + \delta_c)c + \psi c$$

$$+ \alpha c + (\mu + \delta_q)q + \mu r]p_{(s,a,c,q,r)}(t).$$

**Proof** We have assumed that $s + a + c + q + r \leq K - 1$, and $s,a,c,q,r \neq 0$. We can therefore make use of the preceding difference equations. Noting the fact that $\lim_{\Delta t \to 0} (\rho(\Delta t) / \Delta t) = 0$, the forward equation is obtained by taking the following limit

$$\lim_{\Delta t \to 0} \frac{p_{(s,a,c,q,r)}(t + \Delta t) - p_{(s,a,c,q,r)}(t)}{\Delta t} = \frac{dp_{(s,a,c,q,r)}(t)}{dt}.$$

The Kolmogorov forward equation for our model is a difference-differential equation in several variables. Ideally, a solution of this equation would give us a complete picture of the time evolution
of the joint probability distribution $P_{s,a,c,q,r}(t)$. This will then enable us to calculate the moments of each discrete random variable. This is equivalent to obtaining exact solutions of the corresponding deterministic model (1).

In order to solve the Kolmogorov forward equation, we will attempt to express it in matrix form. Following [25], let $p(t)$ denote the probability vector containing the state probabilities. Thus,

$$p(t) = \begin{pmatrix} p(0,0,0,0,0)(t) \\ p(1,0,0,0,0)(t) \\ p(0,1,0,0,0)(t) \\ p(0,0,1,0,0)(t) \\ p(0,0,0,1,0)(t) \\ p(0,0,0,0,1)(t) \\ \vdots \end{pmatrix}. $$

The corresponding generator matrix $Q(t)$, using the notation of [1], can be constructed using the infinitesimal transition probabilities and is given by

$$Q = \begin{pmatrix} -\Pi & \mu & \mu+\delta_a & \mu+\delta_c & \mu+\delta_q & \mu & \cdots \\ -\Pi & -\Pi-\mu & 0 & 0 & 0 & \omega & \cdots \\ 0 & 0 & q_{22} & 0 & 0 & 0 & \cdots \\ 0 & 0 & \xi & q_{33} & 0 & 0 & \cdots \\ 0 & 0 & 0 & \alpha & q_{44} & 0 & \cdots \\ 0 & 0 & \kappa & \psi & \gamma & -\Pi-\omega-\mu & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots \end{pmatrix},$$

where $q_{22} = -\Pi - \xi - \kappa - \mu - \delta_a$, $q_{33} = -\Pi - \alpha - \psi - \mu - \delta_c$, $q_{44} = -\Pi - \gamma - \mu - \delta_q$.

The forward Kolmogorov equation in matrix form is now given by

$$\frac{dp(t)}{dt} = Qp(t). \quad (20)$$

Equation (20) can now be solved using numerical methods such as matrix exponentiation or a finite differences scheme [25]. However, the use of such numerical techniques requires truncating both $p(t)$ and $Q(t)$. We therefore, impose the following bound on the total population

$$s + a + c + q + r \leq N \quad \text{for some } N \in \mathbb{N}.$$ 

With this bound, $p(t)$ and $Q$ are reduced to finite matrices with dimensions based on the value of the bound $N$. Specifically, $p(t)$ will be a vector of length $\sum_{i=0}^{N} (i+4)$, while $Q$ will be a square matrix of dimension $\sum_{i=0}^{N} (i+4) \times \sum_{i=0}^{N} (i+4)$.

It is apparent that increasing the value of the bound $N$ greatly increases the complexity and size of the generator matrix $Q$, which results in computational difficulties. In fact, even for values as small as $N = 20$, the size of the generator matrix $Q$ makes numerical computation practically impossible. As a result, even though an algorithm for the numerical solution of Equation (20) can be written, it is not possible to actually solve Equation (20), except for very small values of the bound $N$. We mention, however, that numerical computation will be greatly simplified if the number of classes in the model is reduced. Thus, for a stochastic SIR model, for example, it is possible to obtain a numerical solution for the Kolmogorov equation for values of $N$ as large as 100 [25].

We have solved Equation (20) for the case $N = 12$. For this value of $N$, $Q$ is a square matrix of dimension $6,188 \times 6,188$. The solution of Equation (20) can be used to calculate the probability distribution of each discrete random variable as a function of time and state space.
4. Numerical simulations

For the purpose of numerical simulations, we will formulate our stochastic model as a discrete time Markov chain (DTMC) and employ a constant time step \( \Delta t \). This simplifies many of the numerical simulations and allows us to calculate the numerical mean, which is not possible when using a CTMC with random inter-event times. As mentioned in [2], if the time step \( \Delta t \) is small enough, the DTMC provides an excellent approximation to the original formulation of the stochastic model as CTMC.

4.1. Simulations for the deterministic model

We solve the deterministic model (1) numerically for the two qualitatively different cases, \( R_0 < 1 \) and \( R_0 > 1 \), which correspond to the disease-free and endemic equilibria, respectively (Figures 2 and 3).

We observe that the numerical simulation agrees with the theoretical result that predicts a globally asymptotically stable DFE for \( R_0 \leq 1 \). Despite the initial condition containing a large number of infected individuals, the solution of the deterministic system approaches the DFE. The numerical steady-state value of the susceptible population agrees with the theoretical result of \( \Pi_1/\mu \).

Here too, we observe that the numerical simulation agrees with the theoretical result that predicts a locally asymptotically stable endemic equilibrium for \( R_0 > 1 \). In addition, the steady-state values of the simulation also agree with the theoretical steady-state values. We observe that the steady-state solution predicts a population that contains a large number of individuals with chronic infection as well as a significant number of isolated individuals.

4.2. The dependence of \( R_0 \) on state parameters

We analyse the dependence of \( R_0 \) on \( \alpha, \gamma \) and \( \beta \), which denote the isolation rate of chronically infected individuals, the recovery rate of isolated individuals and the effective contact rate.

![Figure 2. Numerical solution of the deterministic model (1) at \( \{R_0 = 0.6453\} \). Initial population: \( (S(0), A(0), C(0), Q(0), R(0)) = (2000, 200, 600, 120, 100) \). \( \Pi = 0.12; \gamma = 0.18; \kappa = 0.2; \omega = 0.95; \mu = \frac{1}{21900}; \xi = 0.7; \alpha = 0.15; \psi = 0.05; \delta_\nu = 0.000233; \delta_\nu = 0.00233; \delta_\nu = 0.001667; \eta = 0.5; \zeta = 0.1; \beta = 0.1369. \)](image)
respectively. This will result in a better understanding of the effects of isolation on the dynamics of our model. The results are plotted as three-dimensional graphs and contour plots.

Figure 4(a) and 4(b) illustrates the dependence of the basic reproduction number $R_0$ on $\alpha$, which is the isolation rate of chronically infected individuals and $\gamma$, which is the recovery rate of isolation individuals. The plot suggests that increasing either $\alpha$ or $\gamma$ decreases the basic reproduction number $R_0$. Therefore, for the above values of the other state parameters, the isolation of chronically infected individuals can help bring down and maintain $R_0$ at a value less than unity, thereby resulting in a DFE for the model (1). The epidemiological implication of this is that, for the above values of the other state parameters, Hepatitis C can be eliminated from a population over time, if the rate of isolation of chronically infected individuals or the rate of recovery of the isolated individuals is increased.

Similarly, Figure 4(c) and 4(d) illustrate the dependence of the basic reproduction number $R_0$ on $\alpha$ and $\beta$, which is the effective contact rate. The plot suggests that increasing $\alpha$ decreases the basic reproduction number $R_0$ and can help maintain it at a value less than unity, provided that the effective contact rate is not too large. This suggests that isolation can be pursued as an effective public health control mechanism only when the effective contact rate is sufficiently small.

4.3. Numerical mean and variance of each discrete random variable

We numerically simulate 10,000 sample paths to estimate the mean and variance of each discrete random variable $A(t)$, $C(t)$, $Q(t)$ and $R(t)$. The results are shown below. We observe that there is excellent agreement with the solutions to the corresponding deterministic case. Very slight divergences are a consequence of the properties of the moments of the joint probability distribution $p_{(s,a,c,q,r)}(t)$ and the moment closure problem (Figures 5–7).
Figure 4. The dependence of $R_0$ on some state variables. (a) The contour plot of $R_0$ as a function of $\alpha$ and $\gamma$, (b) $R_0$ as a function of $\alpha$ and $\gamma$, (c) the contour plot of $R_0$ as a function of $\alpha$ and $\beta$, and (d) $R_0$ as a function of $\alpha$ and $\beta$. $\Pi = 10$; $\gamma = 0.1; \kappa = 0.7535; \omega = 0.95; \mu = \frac{1}{21900}; \xi = 0.8; \alpha = 0.2; \psi = 0.05; \delta_a = 0.000233; \delta_c = 0.00233; \delta_q = 0.001667; \eta = 0.5; \zeta = 0.1; \beta = 0.3$.

Figure 5. Comparison of the solution to the deterministic model (1) and the numerical means of each discrete random variable from the stochastic model at $R_0 = 2.6889$. 
Figure 6. The numerical mean of each discrete random variable calculated using 10,000 sample paths. Initial population: $(S(0), A(0), C(0), Q(0), R(0)) = (600, 20, 60, 12, 10)$. $\Pi = 1; \gamma = 0.18; \kappa = 0.2; \omega = 0.95; \mu = \frac{1}{21900}; \xi = 0.7; \alpha = 0.15; \psi = 0.05; \delta_a = 0.000233; \delta_c = 0.00233; \delta_q = 0.001667; \eta = 0.5; \zeta = 0.1; \beta = 0.5703$.

Figure 7. The variance of each discrete random variable calculated using 10,000 sample paths: (a) $A(t)$, (b) $C(t)$, (c) $Q(t)$ and (d) $R(t)$.

4.4. Probability distributions

We compile results from 5000 sample paths to numerically estimate the probability distribution associated with each discrete random variable from the stochastic model as a function of time and state space. We observe that the stationary probability distributions follow a path similar to the steady-state solution of the corresponding deterministic case. This is the source of the strong agreement of the numerical mean of each discrete random variable from the stochastic model.
Figure 8. The probability distribution of each discrete random variable calculated using 5000 sample paths. (a) Probability distribution of $A(t)$ at $\{R_0 = 2.6889\}$, (b) probability distribution of $C(t)$ at $\{R_0 = 2.6889\}$, (c) probability distribution of $Q(t)$ at $\{R_0 = 2.6889\}$ and (d) probability distribution of $R(t)$ at $\{R_0 = 2.6889\}$. Initial population: $(S(0), A(0), C(0), Q(0), R(0)) = (600, 20, 60, 12, 10)$. $\Pi = 1$; $\gamma = 0.18$; $\kappa = 0.2$; $\omega = 0.95$; $\mu = \frac{1}{21900}$; $\xi = 0.7$; $\alpha = 0.15$; $\psi = 0.05$; $\delta_a = 0.000233$; $\delta_c = 0.00233$; $\delta_q = 0.001667$; $\eta = 0.5$; $\zeta = 0.1$; $\beta = 0.5703$.

with the numerical solutions of the corresponding deterministic model (1). The initial spike in probability is due to fixed initial conditions being taken in each stochastic realization of the model (Figure 8).

4.5. Mean time to extinction

A simple consequence of the stochastic formulation of our model is a finite time to disease extinction. We use Monte Carlo simulations to analyse the effect of an isolation class on this mean time to disease extinction. We first consider the case of the threshold quantity $R_0$ being less than unity. We have, therefore, used a value of $R_0$ less than unity; 5000 stochastic realizations of the model were executed to construct histograms showing the distribution of the mean extinction time for two cases; one in which the rate of isolation of chronic individuals is 15% and the other in which the rate of isolation is 50%. We observe that all other parameters being constant, increasing the rate of isolation of chronic individuals leads to a considerable decrease in the mean time to disease extinction (Figure 9).

In addition, we also perform numerical simulations to analyse the mean time to extinction for values of $R_0$ slightly greater than but very close to unity. Note that the deterministic model (1) predicts that for values of $R_0$ greater than unity, the DFE is locally asymptotically unstable and therefore Hepatitis C should persist in the population. However, simulations of the stochastic model indicate a finite mean time to disease extinction even for values of $R_0$ greater than unity.
We execute 5000 stochastic simulations to construct histograms showing the distribution of the mean extinction time for two cases; one in which the rate of isolation of chronic individuals is 15% and the other in which the rate of isolation is 50%. The plots are given in Figure 10. In both cases, the effective contact rate $\beta$ is adjusted so as to result in a value of $R_0 = 1.01$. The following initial conditions were used.

The mean time to extinction when the isolation rate is 15% is 255.24 days, while the mean time to extinction when the isolation rate is 50% is 142.03 days. Thus, despite the basic reproduction number $R_0$ being the same in both cases, we observe that increasing the rate of isolation decreases the mean time to disease extinction, even when the effective contact rate $\beta$ is moderately high. We therefore conclude that increasing the rate of isolation of chronically infected individuals can help reduce the mean time to disease extinction for Hepatitis C.

5. Discussion

A deterministic epidemic model for the spread of Hepatitis C, which incorporates the possibility of a isolation state, is formulated. Global analysis of the equilibrium solution is performed. The

Figure 9. Mean time to disease extinction plotted as a histogram for three cases: $\alpha = 0$, $\alpha = 0.15$ and $\alpha = 0.5$. Initial population: $(S(0), A(0), C(0), Q(0), R(0)) = (600, 20, 60, 10, 10)$. $\Pi = 1; \gamma = 0.2; \kappa = 0.2; \omega = 0.95; \mu = \frac{1}{12190}; \xi = 0.8; \psi = 0.05; \delta_a = 0.000233; \delta_c = 0.00233; \delta_q = 0.001667; \eta = 0.5; \zeta = 0.1; \beta = 0.1880; \Delta t = 0.0069$.

Figure 10. The mean time to disease extinction for two cases in which the basic reproduction number $R_0$ is slightly greater than unity computed using 5000 stochastic simulations each. Mean time to disease extinction for the cases $(a)$ $\beta = 0.439, \alpha = 0.50$ and $R_0 = 1.01$ and $(b)$ $\beta = 0.213, \alpha = 0.15$ and $R_0 = 1.01$. Initial population: $(S(0), A(0), C(0), Q(0), R(0)) = (600, 20, 60, 10, 10)$. $\Pi = 1; \gamma = 0.2; \kappa = 0.2; \omega = 0.95; \mu = \frac{1}{12190}; \xi = 0.8; \psi = 0.05; \delta_a = 0.000233; \delta_c = 0.00233; \delta_q = 0.001667; \eta = 0.5; \zeta = 0.1; \Delta t = 0.0069$. 

We therefore conclude that increasing the rate of isolation of chronically infected individuals can help reduce the mean time to disease extinction for Hepatitis C.
existence of a DFE and an endemic equilibrium is shown. It is further demonstrated that the DFE is globally asymptotically stable for values of the basic reproduction number $R_0 < 1$. Therefore, Hepatitis C can be entirely eliminated from the population if and only if $R_0 < 1$. Furthermore, it is proven, for a special case, using a sub-linearity trick that the endemic equilibrium is locally asymptotically stable for $R_0 < 1$. Thus, analysis of the model (1) suggests that if $R_0 > 1$, Hepatitis C will persist in the population, provided that there are a sufficient number of infectious individuals in the population. It is also shown that numerical simulations of the deterministic model agree with the theoretical results. Finally, the dependence of the basic reproduction number $R_0$ on the state parameters $\alpha$, $\gamma$ and $\beta$ is explored. In particular, it is observed that increasing the rate of isolation of chronically infected individuals $\alpha$ can lower the value of $R_0$ to less than unity, and hence, produce a DFE, provided that the effective contact rate $\beta$ is sufficiently small. Thus, from an epidemiological perspective, increasing the rate of isolation of chronically infected individuals can, under some circumstances, help eliminate Hepatitis C from the population.

A corresponding stochastic model for the spread of HCV, in the form of a CTMC, is also constructed. It is shown that the stochastic model exhibits broadly the same behaviour as the deterministic model except that it associates a positive probability to disease extinction regardless of the value of $R_0$. It should be noted, however, that disease extinction for the case $R_0 > 1$ takes exceedingly long and this fact is demonstrated by the numerical simulations. The numerical mean, variance and probability distribution of each discrete random variable is calculated using Monte Carlo simulations. It is found that the numerically calculated means and probability distributions are in excellent agreement with the corresponding results from the deterministic case. Finally, the effect of increasing the rate of isolation of chronically infected individuals on the mean time to disease extinction is investigated using numerical simulations. It is observed that the mean time to extinction decreases as the rate of isolation is increased. Thus, it is concluded that increasing the rate of isolation of chronically infected individuals can help reduce the duration of a Hepatitis C epidemic.
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