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Abstract—Grid topology and line parameters are essential for grid operation and planning, which may be missing or inaccurate in distribution grids. Existing data-driven approaches for recovering such information usually suffer from ignoring 1) input measurement errors and 2) possible state changes among historical measurements. While using the errors-in-variables (EIV) model and letting the parameter and topology estimation interact with each other (PaToPa) can address input and output measurement error modeling, it only works when all measurements are from a single system state. To solve the two challenges simultaneously, we propose the “PaToPaEM” framework for joint line parameter and topology estimation with historical measurements from different unknown states. We improve the static framework that only works when measurements are from one single state, by further treating state changes in historical measurements as an unobserved latent variable. We then systematically analyze the new mathematical modeling, decouple the optimization problem, and incorporate the expectation-maximization (EM) algorithm to recover different hidden states in measurements. Combining these, “PaToPaEM” framework enables joint topology and line parameter estimation using noisy measurements from multiple system states. It lays a solid foundation for data-driven system identification in distribution grids. Superior numerical results validate the practicability of the PaToPaEM framework.

I. INTRODUCTION

Accurate electric grid topology and line parameters are the key components of system model and essential for the advanced operation and planning of the power system. With increasing penetration of distributed renewable energy generations (DERs), distribution grids requires more accurate system modeling for the operation and planning. The topology and line parameter information is the pre-requisite for the accurate system modeling.

To obtain accurate topology and line parameter information, data-driven approaches provides new possibilities by using continuously growing data acquisition and communication infrastructure. The initial investigation of data-driven line parameter estimation only focused on a single transmission line, given the particular line measurement capability [1]–[5]. These methods are useful when the electric grid is carefully calibrated, with full topology information and advanced line measurement infrastructure. However, in many cases, the topology is unknown or inaccurate, and the line measurements are unavailable.

Bolognani et. al. [6] used voltage magnitudes to estimate system topology. However, several strong assumptions need to be made to ensure the correctness, such as identical inductance/resistance ratio for all power lines, and the uncorrelated active and reactive power consumptions at arbitrary time stamps, which are impractical to be guaranteed. Also, it cannot estimate the line parameters. Yuan et. al. [7] and Ardakanian et. al. [8] formulated an admittance matrix method, Kekatos et. al. used price data and only considers DC power flow for topology tracking. There are other researches [2], [9], [10] that modeled the topology and parameter estimation problem with bus/terminal measurement. However, they either did not consider the measurement errors or did not build the accurate statistical model for measurement errors. Chen et. al. [11] considered both input and output measurement errors. However, they only considered the linearized version of the power flow equation, rather than the original nonlinear formulation, so that the topology and line parameters cannot be directly obtained. Furthermore, they ignored incorporating different measurement accuracy levels and did not discuss the statistical model and the associated maximum likelihood estimation framework of using total least squares method.

In our recent work [12], we directly focused on the original nonlinear power flow equation, analyzed the statistical measurement error models with different measurement accuracy levels and their nonlinear transformation, formulated a maximum likelihood estimation problem, and converted it to a generalized low rank approximation problem, to jointly estimate the topology and line parameters in distribution grids.

However, there is still a gap between the existing frameworks and practical deployment, since existing methods usually assume that the historical measurements are associated with a single, static system model. In other words, they assume that the topology and line parameters do not change during the data acquisition period. The assumption is impractical for distribution grids hindering their industrial adoption. Unlike transmission power grids [13], [14], a distribution grid can have frequent topology and line parameter changes due to the planned switch changes, the unplanned cable wear and tear [15], [16], and other factors. Such a topology change can be once a season [17] or once four weeks for MV grids [18]. With connected PV, the frequency of system state change can be once per eight hours [19]. Some changes are results of rou-
tine reconfiguration, e.g., deliberately and dynamically change of the network for best radial topology from the potentially meshed distribution topology in city networks [20], [21]. Many other changes caused by outages or manual maintenance may be off-track. Therefore, if we still assume that all training data samples are from a single system, the estimated topology and line parameters may be inaccurate or even erroneous.

To close the gap between the potential system state changes in data acquisition, and the fact that the existing topology and line parameter estimation frameworks that only work for historical measurements from single system state, we extend our prior work of the joint topology and line parameter estimation framework (PaToPa) [12] to formulate the PaToPaEM approach. The PaToPaEM approach is capable of identifying system state changes from unlabeled training data and estimating the associated topology and line parameters for each state. In particular, the Expectation-Maximization (EM) step [22] introduces an additional latent variable indicating possible system states for each training data point, and then the best estimate comes from maximizing the likelihood from the system state random variables and measurement error random variables. Since the system state estimation and the joint topology and line parameter estimation are tightly coupled, the error propagation is eliminated and the results are very accurate.

While the EM algorithm for identifying different ordinary least-squares models is well established [23], the integration between the PaToPa framework and EM algorithm is still challenging. We systematically analyze the integration between the EM algorithm and the PaToPa framework, decompose the maximum likelihood estimation (MLE) of the original problem to submodules with analytical solutions, and provide a practical streamline for solving the original PaToPaEM problem. Simulation results on IEEE 8, 123-bus and actual feeder data from South California Edison validate the performance given noisy measurements from multiple topology and line parameter settings.

In summary, our contributions are 1) to the best of our knowledge, we for the first time analyze the EIV model for system identification with unknown multiple states in training data, 2) we propose the PaToPaEM algorithm that integrates the accurate joint topology and line parameter estimation (PaToPa) with the robust EM unsupervised learning algorithm, and 3) we break down the original problem to different subproblems with closed-form solutions to make the PaToPaEM framework easy to implement. As system information is the key for DER operation and planning, our work lays a solid foundation for integrating very high penetration of DER into future distribution grids.

The rest of the paper is organized as follows: Section II briefly introduces the necessary background. Section III provides the problem modeling and analytical formulation. Section IV introduces the EM algorithm for joint line and parameter estimation. Section V incorporates the EIV model to EM algorithm, proposes the PaToPaEM framework and derives the streamline for solving the problem. Section VI discusses the implementation of the PaToPaEM framework. Section VII numerically demonstrates the superior performance of the proposed method. And Section VIII concludes the paper.

Notation

We use lower case English and Greek letters, such as $p$, $\epsilon$ to denote scalars and scalar functions, use lower case bold English and Greek letters, such as $g$, $\theta$ to denote vectors and vector functions. We use upper case English letters, such as $G$ to denote matrices. We use a comma (, ) to denote horizontal concatenation of vectors, and we use a semicolon (;) to denote vertical concatenation of vectors. For example, $[x_1, x_2] \in \mathbb{R}^{1 \times 2}$ is a row vector, and $[x_1; x_2] \in \mathbb{R}^{2 \times 1}$ is a column vector. We use curly brackets to represent a set of variables, iterating over its (available) subscripts or arguments. For example, $\{X_t\} = (X_1, \cdots, X_T)$. If the variable in curly brackets has more than one subscript/argument, it may iterate over either one or both of them, depending on its context. For example, $\{Q_i(K)\}$ may represent $(Q_1(1), \cdots, Q_i(K))$ or $(Q_1(1), \cdots, Q_i(1), \cdots, Q_T(1), \cdots, Q_T(K))$.

II. BASIC PROBLEM FORMULATION ON PRIOR WORK

As the power flow equation and its reformulation are standard and have been introduced in many textbooks [24] as well as the PaToPa framework [12], we follow the similar problem settings, and compactly discuss the key backgrounds below as a preparation for the following analysis.

A. Power Flow Equation Reformulation

Concisely, the power flow equation maps state vectors (voltage magnitudes $|v_i|$’s and voltage phase angles $\theta$’s) to real and reactive power injections $p_i$’s and $q_i$’s:

$$
p_i = f_{p_i}([v_1|, \cdots, |v_n|], \theta_1, \cdots, \theta_n) \quad (1a)
$$

$$
q_i = f_{q_i}([v_1|, \cdots, |v_n|], \theta_1, \cdots, \theta_n), \quad (1b)
$$

for $i = 1, \cdots, n$, where $n$ is the number of buses in the electric grid. The topology and line parameters determine the formulation of the mappings $f_{p_i}$ and $f_{q_i}$.

By introducing intermediate variables $X$ and $y$ which are functions of direct measurements $|v_i|$, $\theta_i$, $p_i$, and $q_i$, the power flow equation is linear with respect to the vector of all line conductance $g$ and susceptance $b$:

$$
y = X \begin{bmatrix} g \\ b \end{bmatrix} \quad (2)
$$

for noise-free case. Due to possible system state changes, the topology, line parameters, and the associated $[g; b]$ may vary at different timestamps. We let $K$ denote the maximum possible numbers of different system states. Then, there are $K$ different line parameters: $(g_1; b_1), \cdots, (g_K; b_K)$. We let a set of additional variables $(z_1, \cdots, z_T)$ denote the unknown state indicator for different timestamps: $z_t \in \{1, \ldots, K\}$.

To make the paper self-contained, the detailed power flow equation reformulation from [12] is included in Appendix A.
B. Measurement Error Models

In electric grids, the voltage magnitudes, real and reactive energy consumption can be directly measured by smart meters (for example, Aclara’s I-210 series [25]); the voltage phase angle can be measured by phasor measurement units (PMUs) and recently developing low-cost μPMUs. The direct measurement errors are commonly assumed to be Gaussian distributed and independent (Section 2.4 in [24]). Therefore, we have such relationship between the direct measurements and the true values:

\[ v_i = v_i^* + \epsilon_{v_i} \]  
\[ \theta_i = \theta_i^* + \epsilon_{\theta_i} \]  
\[ p_i = p_i^* + \epsilon_{p_i} \]  
\[ q_i = q_i^* + \epsilon_{q_i}, \]

and the direct measurement errors \( \epsilon_{v_i}, \epsilon_{\theta_i}, \epsilon_{p_i} \) are assumed to be Gaussian distributed and independent. [12] built the measurement error model for the indirect measurements \( X \) and \( y \) with a set of constraints below:

\[ y = y^* + \epsilon_y, \]  
\[ X = X^* + \epsilon_X, \]  
\[ y^* = X^* \begin{bmatrix} g \\ b \end{bmatrix}, \]  
\[ \epsilon_y \sim \mathcal{N}(0, \Sigma_y), \]  
\[ \epsilon_X \sim \mathcal{N}(0, \Sigma_X). \]  

Since \( X \) and \( y \) are indirect measurements, the covariance matrices of their measurement error are deduced from the covariance matrices of the direct measurements. To make the paper self-contained, the detailed errors-in-variables model from [12] is included in Appendix B. In particular, the mapping from direct measurement error to indirect measurement error is shown in (35) and (56), and the associated linear approximation is shown in (39), at Appendix B.

III. PROBLEM MODELING

Given the historical data of the direct measurements of voltage phasors, real and reactive power injections, it is possible to estimate the conductance and susceptance vector \( g \) and \( b \). The prior work [12] solves the noise modeling problem when we have measurement errors with different accuracy and nonlinear variable transformation. However, most of the existing work, including [12], assume that all the historical measurements correspond to a single system state, hence a static conductance and susceptance vector \([g; b]\).

A. Problem Statement

This paper extend the PaToPa framework and close the gap between the static model and practical cases, to solve the joint topology and line parameter estimation when the historical measurements are from unknown different system states where the conductance and susceptance vector \([g; b]\) may have different dimension and values. Formally, the data-driven joint line parameter and topology estimation for time varying system is:

- Given: the historical data of \( P = (p_1, \ldots, p_T), Q = (q_1, \ldots, q_T), V = (v_1, \ldots, v_T), Q = (q_1, \ldots, q_T) \), and \( \Theta = (\theta_1, \ldots, \theta_T) \).
- Construct: the new variables \((X_1, \ldots, X_T)\) and \((y_1, \ldots, y_T)\).
- Find: the best estimate of the training data label \( (\tilde{z}_1, \ldots, \tilde{z}_T) \), and the best estimates of the line parameters for each state \([\tilde{g}_1; \tilde{b}_1], \ldots, [\tilde{g}_K; \tilde{b}_K]\)
- Then, identify the topology based on the estimated line parameters for each system state.

B. Maximum Likelihood Estimation

To explicitly build the mathematical formulation of the joint estimation problem, we model the unknown system state labels in training data \( \tilde{z}_1, \ldots, \tilde{z}_T \) as samples from a multinomial distribution with \( K \) categories, parametrized by \( \phi \):

\[ z \sim \text{Multinomial}(\phi), \]  

where \( \phi = [\phi_1; \ldots; \phi_K], \phi_k \geq 0, \sum_k \phi_k = 1 \). \( \phi_k \) could be interpreted as the probability of category \( k \) that unknown training data label may fall into. Each category \( k \) corresponds to a specific topology and line parameter vector \([g_k; b_k]\).

After the statistical modeling of measurement errors in eqn. [4] and unknown system labels in eqn. [5], we can express the probability density function \( P \) conditional by arbitrary estimate of true values \( \{\tilde{X}_i\}, \{\tilde{y}_i\} \), and \( \phi \), given the measurements of \( \{X_i\} \) and \( \{y_i\} \). By assuming the independence of measurement errors over different timestamps, the log probability density function can be decomposed to the sum of log probability density function at each timestamp:

\[ \log P (\{X_i\}, \{y_i\} | \{\tilde{X}_i\}, \{\tilde{y}_i\}, \phi) = \sum_{t=1}^{T} \log P (X_t, y_t | \tilde{X}_t, \tilde{y}_t, \phi). \]

Therefore, we can convert the problem statement into a maximum likelihood estimation (MLE) problem:

\[ \max_{(g_1, b_1, \phi_1), \ldots, (g_K, b_K, \phi_K), \{X_1, y_1, \tilde{z}_1\}, \ldots, \{\tilde{X}_T, \tilde{y}_T, z_T\}} L \]  
\[ s.t. \quad L = \sum_{t=1}^{T} \log P (X_t, y_t | \tilde{X}_t, \tilde{y}_t, \phi), \]  
\[ X_t = \tilde{X}_t + \epsilon_X, \]  
\[ y_t = \tilde{y}_t + \epsilon_y, \]  
\[ \epsilon_y \sim \mathcal{N}(0, \Sigma_y), \]  
\[ \epsilon_X \sim \mathcal{N}(0, \Sigma_X), \]  
\[ z_t \sim \text{Multinomial}(\phi). \]  

C. Decomposition of Likelihood Function

The probability density function at timestamp \( t \) can be decomposed by the sum of the probabilities over different
state assignments. By incorporating the distribution function of \( z \), we can express the likelihood function, parametrized with \( \{ g_k \}, \{ b_k \} \), and \( \phi \):

\[
P \left( X_t, y_t \left| \tilde{X}_t, \tilde{y}_t, \phi \right. \right) = \sum_{k=1}^{K} P \left( X_t, y_t \left| \tilde{X}_t, \tilde{y}_t, g_k, b_k \right. \right) P \left( k \mid \phi \right),
\]

where

\[
P \left( X_t, y_t \left| \tilde{X}_t, \tilde{y}_t, g_k, b_k \right. \right)
\]

is the probability of measuring \( X_t, y_t \), conditioned by given line parameter vector \( [g_k; b_k] \). Computing the probability depends on an appropriate measurement error model, which will be discussed in Section IV.

After all the preparation work, this paper solves the maximum likelihood estimation problem below:

\[
\begin{align*}
\max_{(g_1, b_1, \phi_1), \cdots, (g_K, b_K, \phi_K)} & \quad L \\
& \text{s.t.} \quad X_t = \tilde{X}_t + \epsilon X_t, \\
& \quad y_t = \tilde{y}_t + \epsilon y_t, \\
& \quad \tilde{y}_t = \tilde{X}_t \left[ \begin{array}{c} g_{z_t} \\ b_{z_t} \end{array} \right], \\
& \quad \epsilon_y \sim \mathcal{N} \left( 0, \Sigma_y \right), \\
& \quad \text{vec} \left( \epsilon_X \right) \sim \mathcal{N} \left( 0, \Sigma_X \right), \\
& \quad \phi_t \sim \text{Multinomial} \left( \phi \right).
\end{align*}
\]

**Remark 1.** The best estimates of line parameters \( \{ \hat{g}_k \}, \{ \hat{b}_k \} \) and the multinomial distribution parameter \( \hat{\phi} \) are directly obtained after solving (10). While the best estimates of the system state assignments \( \hat{z} \) are not the explicit variable in (10), it can be determined by choosing the assignment that maximizes the posterior probability of \( z \):

\[
\hat{z}_t = \underset{k \in \{1, \cdots, K\}}{\arg \max} P \left( z = k \left| X_t, y_t, \{ g_k \}, \{ b_k \}, \hat{\phi} \right. \right).
\]

**IV. EM ALGORITHM FOR SYSTEM STATE CLASSIFICATION**

Explicitly solving the MLE problem (10) is difficult. The Expectation-Maximization (EM) algorithm is potential for solving the type of MLE problem with latent variables. However, the integration of EM algorithm and PaToPa framework is non-standard. In the following sections, we prove that the EM algorithm can be used to solve (10) by explicitly analyzing the EM formulation with the PaToPa model to breakdown the likelihood function. Since the EM algorithm iterates between an “E-step” update and an “M-step” update, we discuss the details of E-step and M-step’s computation.

The tree-structured flowchart (Fig. 1) shows the procedure of how we breakdown the problem to different submodules. Each parent node is converted to the sub-problems shown as its children nodes. The leave nodes with green color are the sub-problems with explicit solutions.

**A. E-Step: Estimating the Distribution of \( z_t \)**

Since the true assignments of \( z_t \)'s are unknown, we use a \( Q \) function to represent the best guess of \( z_t \)'s distribution at a certain iteration. For each timestamp \( t \), the \( Q \) function \( Q_t \) is the posterior distribution of \( z \) given all fixed parameters listed above:

\[
Q_t(z) = P \left( z_t = z \mid X_t, y_t, \{ g_k \}, \{ b_k \}, \phi \right).
\]

In E-step, we estimate an \( Q \) function of each \( z_t \), based on fixed \( \{ g_k \}, \{ b_k \} \), and \( \phi \). The \( Q \) function could be computed using Bayes rule:

\[
Q_t(z) = \frac{P \left( X_t, y_t \mid g_z, b_z \right) P \left( z \mid \phi \right)}{\sum_{k=1}^{K} P \left( X_t, y_t \mid g_k, b_k \right) P \left( k \mid \phi \right)}.
\]

**B. M-Step: Updating Parameters Based on Q Function**

In M-step, we fix the \( Q \) function, and estimate parameters \( \{ g_k \}, \{ b_k \}, \) and \( \phi \) using MLE criteria. However, the objective function is not likelihood function, but in a format of

\[
M \left( g_1, \cdots, g_K, b_1, \cdots, b_K, \phi \right) = \sum_{t=1}^{T} \sum_{k=1}^{K} Q_t(k) \log \frac{P \left( X_t, y_t \mid g_k, b_k \right) P \left( k \mid \phi \right)}{Q_t(k)}.
\]

Hence, in M-step, we update the estimate of the parameters by solving the maximization problem:

\[
\{ \hat{g}_k \}, \{ \hat{b}_k \}, \hat{\phi} = \arg \max M \left( g_1, \cdots, g_K, b_1, \cdots, b_K, \phi \right).
\]

Solving (15) is much easier than solving the original MLE problem (10), since the two summations are both in front of the

---

**Fig. 1: Procedure tree of solving the original PaToPaEM problem (10).** From top to bottom, we convert “parent” problem to its connected children problems. All the leaves nodes are marked green, indicating we explicitly provide their solutions.
and the closed-form solution for (17) is:

\[ M(g_1, \ldots, g_K, b_1, \ldots, b_K, \phi) \]

\[ = \sum_{k=1}^{K} \sum_{t=1}^{T} Q_t(k) \log P(X_t, y_t | g_k, b_k) \]

\[ + \sum_{t=1}^{T} \sum_{k=1}^{K} Q_t(k) \log P(k | \phi) \]

\[ \quad \frac{1}{K} \sum_{k=1}^{K} Q_t(k) \log Q_t(k). \]

(16)

From (16), solving the maximization problem (15) is equivalent to solving a series of maximization problems:

\[ \hat{\phi} = \arg \max_{\phi} \sum_{t=1}^{T} \sum_{k=1}^{K} Q_t(k) \log P(k | \phi) \]  

subject to  \( 1^T \phi = 1, \phi \geq 0; \) (17a)

and

\[ \{\hat{g}_k, \hat{b}_k\} = \arg \max_{g, b} \sum_{t=1}^{T} Q_t(k) \log P(X_t, y_t | g, b), \] (17b)

for \( k = 1, \ldots, K. \)

In summary, the EM algorithm updates the estimation to approach the maximum likelihood as follows:

1. **E-Step:**
   - Given the estimated parameters at \( r \)-th iteration: \( \{g^r\}, \{b^r\}, \phi^r, \)
   - Compute the “Q function”: \( Q_t^r(k), t = 1, \ldots, T, k = 1, \ldots, K \) from (13).

2. **M-Step:**
   - Given the “Q function” at \( r \)-th iteration: \( Q_t^r(k), t = 1, \ldots, T, k = 1, \ldots, K, \)
   - Compute the parameter for \( (r + 1) \)-th iteration: \( \{g^{r+1}\}, \{b^{r+1}\}, \phi^{r+1} \) from (17) and (18).

V. SOLVING THE EM ITERATION WITH PaToPa FRAMEWORK

To compute (13) and solve (17) and (18), we break down the problem to different submodules. Some of the modules have straightforward solutions. For example, in (13) and (17), the probability

\[ P(k | \phi) = \phi_k \] (19)

based on the definition of the multinomial distribution. Also, in M-Step, to update \( \phi \) by solving the maximization problem (17), the objective (17a) is a concave function, and the constraint (17b) is linear. Therefore, the problem is convex, and the closed-form solution for (17) is:

\[ \phi_k = \frac{1}{T} \sum_{t=1}^{T} Q_t(k). \] (20)

However, to compute the conditional probability (19) for updating \( Q \) functions, or to solve (18), we need to build an appropriate measurement error model.

In the maximization problem (18), the objective is a weighted-sum of the log-likelihood function of all training data samples, conditioned by the same line parameter \( g \) and \( b \). In this section, we follow the idea in (12) to build the Errors-In-Variable (EIV) model for measurement error modeling.

### A. Computing Conditional Probability of Measurements

The log-probability density (9) is solely determined by the distribution of the input and output measurement error. For given true value of the input and output variables, the log-probability density can be computed as:

\[ \log P(X, y | X^*, y^*) \]

\[ = \log P(X | X^*) \log P(y | y^*) \]

\[ = -\frac{1}{2} \vec{X}^T \Sigma_X^{-1} X + \frac{1}{2} (y^* - Y)^T \Sigma_Y^{-1} (y^* - Y) \]

\[ + \log \left( 2\pi \Sigma_Y \right)^{\frac{-1}{2}} + \log \left( 2\pi \Sigma_X \right)^{\frac{-1}{2}}, \]

with the assumption that input and output measurement errors are independent.

However, the true values of input and output variables need to be estimated first for computing the error term and the following probability density. One special case is that if the input measurement is accurate, \( \epsilon_X = 0 \), then we can directly compute the true value of \( y: y^* = X [g; b] \). For the case that input and output measurements both have errors, for any \( X^* \) and \( y^* \) pair satisfying \( y^* = X^* [g; b] \), we can compute the associate log-probability density. A natural way to choose the \( X^* \) and \( y^* \) pair as the best estimator of the true values is to use MLE criteria again:

\[ X^*, y^* := \arg \max_{X, y} \log P(X, y | \hat{X}, \hat{y}) \]

subject to \( \hat{y} = \hat{X} [g; b] \). (22b)

The maximization problem (22) is a quadratic programming problem and can be easily solved for given \( g, b \) values. After obtaining the best estimator \( X^* \) and \( y^* \), we have

\[ P(X, y | g, b) := P(X, y | X^*, y^*). \] (23)

In summary, by solving (22), we can update the conditional probability using (23) and update the terms in (13).

However, the probability density estimation (22) only works for given topology and line parameters \( g, b \). Furthermore, though (22) and (23) provide a mapping between \( [g; b] \) and the probability density, the lack of analytical solution of quadratic programming prevents us from directly using the mapping in solving (18). We still need new tools for solving the topology and line parameter updates (18) for M-Step.

### B. Updating Topology and Line Parameter Estimation

For the maximization problem (18), we can also introduce the variables \( \hat{X}, \hat{y} \) representing the unknown true value of
\( X \) and \( y \) as the parameters to be estimated. Hence, the maximization problem \((18)\) can be expressed as:

\[
\begin{align*}
\max \quad & g.b.\tilde{X}_t, \tilde{y}_t \\
\text{subject to} \quad & \tilde{y}_t = \tilde{X}_t \begin{bmatrix} g \\ b \end{bmatrix}.
\end{align*}
\]

(24b)

The major difference between \((24)\) and \((22)\) is that the line parameters \(g\) and \(b\) are variables in \((24b)\) but given constants in \((22b)\). Therefore, the constraint \((24b)\) is a nonlinear equality constraint, making the maximization problem \((24)\) non-convex.

Remark 2. The key usage of Gaussian distribution assumption is the explicit expression (equation \((27)\)) of the log-likelihood function (equation \((24)\)). The error term following Gaussian distribution is a necessary condition for the generalized low-rank approximation problem (GLRA) to have a closed-form globally optimal solution. If the error term follows other distribution, such as distributions in exponential family, we can still express the log-likelihood function explicitly. However, to solve the GLRA problem, we have to use numerical methods such as stochastic gradient descent (SGD) or other gradient methods; and these methods cannot guarantee that the solution is globally optimal.

Remark 3. To illustrate the overall pipeline of the proposed PaToPaEM framework, we consider the conductance and susceptance as a vector, and form a linear relationship between the intermediate measurements \(y\) and \(X\). It is easy to add the shunt conductance and susceptance by adding two more vectors and still form a linear relationship between two sets of intermediate measurements. As long as the relationship is linear, same PaToPaEM framework can be used for solve such problem with shunts.

VI. IMPLEMENTATION OF PATOPEAM FRAMEWORK

The procedure of implementing the PaToPaEM framework for joint topology and parameter estimation for time varying system is shown in Algorithm \[1\].

At line 2, we convert the direct measurements to indirect measurements following \([12]\). The variance conversion at line 3 is based on \([39]\). To initialize the values of \(Q_t(1), \ldots, Q_t(K)\) for all \(t\)'s, we randomly sample \(K-1\) numbers uniformly in the interval \((0,1)\). The \(K-1\) numbers along with 0 and 1 divide \([0,1]\) interval into \(K\) smaller intervals. We assign the length of the \(K\) intervals as the values of \(Q_t(1), \ldots, Q_t(K)\). Such an initialization guarantees the nonnegativity of \(Q_t(k)\), and the summation constraint \(\sum_k Q_t(k) = 1\). The random initialization procedure is represented as \(E-Init\) at line 4.

In the While loop from line 5 to line 8, we call \(m\) method and \(E\) method to iteratively update the line parameters and the \(Q\) function, respectively. When the iteration stops, we update the best estimator of label assignments by computing the probability density of the posterior distribution from \([11]\).

We show in \([13]\) that the posterior probability density of \(z\) is just the \(Q\) function. Therefore, for each \(z_t\), we can compare the value of \(Q_t(1), \ldots, Q_t(K)\) from the last iteration, and assign \(k\) as the best estimator of \(z_t\) if \(Q_t(K)\) is the largest one among \(Q_t(1), \ldots, Q_t(K)\). This is represented by \(GetLabel\) method at line 9. After identifying the system
Algorithm 1 PaToPaEM

1: procedure PaToPaEM($P, Q, V, \Theta, \Sigma_0$)  
2:   {X_t}, {y_t} ← CONVERTPARAM($P, Q, V, \Theta$)  
3:   $\Sigma_X, \Sigma_Y ← CONVERTVAR(\Sigma_0)$  
4:   {Q_t} ← E-INIT()  
5: while stopping criteria not met do  
6:   {g_t, b_t}, $\phi ← M\{Q_t\}, \{X_t, y_t\}, \Sigma_X, \Sigma_Y$  
7:   {Q_t} ← E{g_t, b_t}, $\phi$, \{X_t, y_t\}, $\Sigma_X, \Sigma_Y$  
8:   end while  
9:   {$z_t} ← GETLABEL\{Q_t\}$  
10: for $k = 1 : K$ do  
11:   $E_t, g_k, b_k ← PaToPa(\{X_t, y_t, z_t\}, \Sigma_X, \Sigma_Y)$  
12: end for  
13: return {$z_t}, \{E_t, g_k, b_k\}$  
14: end procedure

Algorithm 2 E-Step

1: procedure E{g_t, b_t}, $\phi$, \{X_t, y_t\}, $\Sigma_X, \Sigma_Y$  
2: for $t = 1 : T$ do  
3:   for $k = 1 : K$ do  
4:     $P_t(k) ← COMPUTEP(X_t, y_t, g_t, b_k)$  
5:   end for  
6:   $\psi_t ← \sum_{k=1}^K P_t(k)\phi_k$  
7: for $k = 1 : K$ do  
8:   $Q_t(k) ← \frac{P_t(k)\phi_k}{\psi_t}$  
9:   end for  
10: return {Q_t(k)}  
11: end procedure

Algorithm 3 M-Step

1: procedure M\{Q_t(k)\}, \{X_t, y_t\}, $\Sigma_X, \Sigma_Y$  
2: for $k = 1 : K$ do  
3:   $\phi_k ← \frac{1}{T} \sum_{t=1}^T Q_t(k)$  
4:   $\Sigma_k ← COMPUTEVAR(Q_t(k), \Sigma_X, \Sigma_Y)$  
5:   $E_t, g_k, b_k ← PaToPa(\{X_t, y_t\}, \Sigma_k)$  
6:   return {g_k}, {b_k}, $\phi$  
7: end procedure

We also break down the E-Step of M-Step of the EM iteration, which is shown in Algorithm 2 and Algorithm 3. In E-Step update, for each timestamp $t$ and each system state label $k$, we first compute the conditional probability density from (22), which is represented by ComputeP method at line 4. The posterior distribution of $z_t$ is then computed using Bayes rule from (13) shown at line 8. The posterior distributions are the updates for $\{Q_t\}$. In M-Step update, the $\phi$ parameter is updated using $\{Q_t(k)\}$ from (23) shown at line 3. For each system state label $k$, we then use $\{Q_1(k), \cdots, Q_T(k)\}$ to assign different weights to training data points and build the modulated variance matrix $\Sigma_k$. All the training data and the new variance matrix $\Sigma_k$ are fed into the PaToPa algorithm for parameter updates for system state $k$, which are shown at line 5.

Remark 4. In current distribution grids, not all nodes are available for voltage measurement. Therefore, one purpose of this paper is to demonstrate the value and potential usage of voltage measurements in distribution grids. At the same time, voltage measurement in distribution grid is fast growing recently. For example, the recent market-available smart meters can already measure the real and reactive power, as well as the voltages (e.g., the Aclara’s I-210+ smart meter family). Some smart meters are already equipped with GPS timing chip with potential to be upgraded as a phasor measurement devices (e.g., the Landis+Gyr’s E850 MAXsys series). Moreover, the low-cost $\mu$PMU technology has been extensively investigated and the commercialization is continuously developing. Also, the residential PV systems’ smart inverters also have voltage measurement capability. Currently, Southern California Edison is deploying such $\mu$PMUs in their feeder networks from the feeder substation to critical buses. Considering that some utility has better sensing capability in some important feeders, the proposed method is good for those areas as a pilot demonstration for showing the value of low-cost PMUs.

Remark 5 (The choice of number of possible system states $K$ in (7)). The major trade-off between small and large $K$ is the model accuracy and model complexity. In particular, increasing $K$ without penalty will always reduce the amount of error in the resulting parameter estimation: if the $K$ is smaller than the number of actual states, some of the training data points must be mistakenly placed and the estimated system parameters from mixed training data points must be erroneous; if the $K$ is greater than the number of actual states, we may divide training data points associated with the same system state into multiple clusters, but the estimated system parameters is still accurate. If we know the prior information of a distribution grid, such as the maximum number of possible different system states from the switch setup, we can choose the $K$ slightly greater than the maximum possible number of possible states. If we do not know any prior information, the optimal choice of $K$ will strike a balance between maximum compression of the data using a single cluster, and maximum accuracy by assigning each training data point to its own cluster. There are several popular methods being used for determining the optimal $K$, for example, the elbow method, which looks at the percentage of variance explained as a function of the number of clusters. When the marginal gain of variance explained following the increase of number of clusters drops, the $K$ is chosen at such point. However, by using this method, we need to train multiple models with different $K$ values to plot the variance explained v.s. $K$ curve.

VII. Experimental Results

We test our joint topology and line parameter estimation approach on a variety of settings and real-world data sets. For example, we use IEEE 8, 16, 32, 64, 96, 123-bus test feeders.
The IEEE 16, 32, 64, 96-bus test feeders are extracted from the IEEE 123-bus system. The voltage and phase angle data are from two different feeder grids of Southern California Edison (SCE). The actual voltage and phase angle measurement data from SCE are used to generate the power injections data at each bus on standard IEEE test grids. Gaussian measurement noises are added to all measurements for the standard IEEE test grids. The standard deviation of the added measurement error is computed from the standard deviation of the historical data. For example, a 10% relative error standard deviation means that the standard deviation of the historical data of some measurement is 10 times the standard deviation of the measurement error. The SCE data set’s period is from Jan. 1, 2015, to Dec. 31, 2015. Simulation results are similar for different test feeders. For illustration purpose, we use the 8-bus system for performance demonstration.

For a radial 8-bus system, there are 28 potential connections and each configuration has 7 actual connections. We consider 2 different topology settings and 4 different line parameter settings illustrated in Fig. 2. We randomly generate the input and output measurements from one of the 4 different settings with 1% randomized measurement error. We then feed 3000 training data samples to proposed PatToPa model. The joint topology and line parameter estimations for 4 different settings are shown in Fig. 3. We observe almost perfect match between the estimated line parameters $g$ (red diamonds) and the underlying true value $g^*$ (purple squares) for all 4 different underlying topology and line parameter settings.

Furthermore, we verify the necessity of PatToPaEM algorithm when there are multiple topology and line parameter settings in training data. By comparing the mean squared error of estimated line parameters with different numbers of unknown states shown in Fig. 4, we can see that when there is only one state in training data, PatToPa approach achieves perfect estimation. However, when hidden system states are more than one, only applying PatToPa approach to estimate one set of topology and line parameters introduces huge errors, while PatToPaEM approach still has very small error.

We further estimate the required number of training samples for accurately identifying the 4 different hidden system states. In particular, we still add 1% relative measurement error to generated measurement data and then feed different numbers of training data samples to the proposed model for joint topology and line parameter estimation along with system state identification. The result is shown in Fig. 5. We quantify the performance using the system identification accuracy defining
Number of system states

Fig. 4: PaToPaEM and PaToPa performances for different numbers of unknown states in training set.

Accuracy

Fig. 5: PaToPaEM performances for different numbers of training samples.

as the ratio between correctly labeled training data points and total training data points, as well as the mean squared error of line parameter estimation for all 4 settings. For the system configuration in Fig. 2, only 2800 samples are needed for accurate joint estimation.

To validate the practical deployment, we further evaluate the performance against the iterations between E-step and M-step. The detailed results of the accuracy improvement following the number of iterations are shown in Fig. 6. In particular, the hidden state setting is the same as previous numerical validation. The number of training samples is fixed at 3200. We then pick 5 different levels of noises added to the measurement data and then evaluate the accuracy of state identification for each iteration from 1 to 50. We observe that for all different noise levels, the accuracy saturates after 30 iterations, while the saturated accuracy differs for different noise levels. Similar observation is obtained for the mean squared error of line parameter estimation shown in Fig. 7.

VIII. CONCLUSION

Detailed system information such as grid topology and line parameters are frequently unavailable or missing in distribution grids, preventing the required monitoring and control capability for deep DER integration. Existing approaches to estimating topology and line parameters using sensor measurement data usually ignore the input measurement error and possible system state change among historical measurements. We propose the PaToPaEM framework to address these two problems simultaneously. In particular, we treat the potential state changes as an unobserved latent variable, and let the latent variable estimation interact with parameter estimation, to gradually approach the optimal solution for maximum likelihood estimation. Within each iteration of line parameter updates, we reformulate the subproblem to convert it to a standard PaToPa problem with correct input and output measurement error model. To the best of our knowledge, the proposed PaToPaEM framework is the first work that correctly models the practical input and output measurement errors and the system state changes in historical data for distribution grid identification. Numerical results on IEEE test cases and real datasets from South California Edison show the superior performance of our proposed method, validating the PaToPaEM framework’s accuracy and practicability.

APPENDIX A

FORMULATION OF POWER FLOW ANALYSIS

AMIs and smart meters provide real/reactive power injections \((p, q)\) and voltage magnitude measurements \(|v|\). PMU-type measurements can provide voltage phasor information \(\theta\). If there is no noise, \(p, q, |v|,\) and \(\theta\) can be linked with the
admittance matrix through the power flow equation [26]:

\[
p_i = \sum_{k=1}^{n} |v_i||v_k|(G_{ik} \cos \theta_{ik} + B_{ik} \sin \theta_{ik}), \tag{30a}
\]

\[
q_i = \sum_{k=1}^{n} |v_i||v_k|(G_{ik} \sin \theta_{ik} - B_{ik} \cos \theta_{ik}), \tag{30b}
\]

where \( i = 1, \ldots, n \), \( p_i \) and \( q_i \) are the real and reactive power injections at bus \( i \), \( G \) and \( B \) are the real and imaginary parts of the admittance matrix. \( |v_i| \) is the voltage magnitude at bus \( i \) and \( \theta_{ik} \) is the phase angle difference between bus \( i \) and \( k \).

For parameter estimation, if we directly estimate \( G \) and \( B \), there may be overfitting because we ignore the symmetric structure of \( G \) and \( B \) and the relationships between the \( G \) and \( B \)'s diagonal terms and off-diagonal terms. To avoid overfitting, we break down \( G \) and \( B \) to estimate the line conductance \( g \) and susceptance \( b \) directly. Since the shunt resistance in distribution grid could be neglected, we can express \( G_{ij} \) and \( B_{ij} \) as a function of the line parameters \( g \) and \( b \), where \( g_i \) and \( b_i \) are the \( i \)-th branch's conductance and susceptance, \( i = 1, \ldots, m \), \( m \) is the number of possible branches. For example, if branch \( i \) connects buses \( j \) and \( k \), \( G_{ij} = G_{kj} = -g_i \), \( B_{ij} = B_{kj} = -b_i \). Without loss of generality and to avoid complex notations, we use \( \nu \) to represent \( |v| \) afterward.

With the relationships discussed above, the power flow equations with respect to line parameters are:

\[
p_i = \sum_{j=1}^{m} g_j |s_{ji}| (v_i^2 - v_{u_{1j}} v_{u_{2j}} \cos (s_{ji} (\theta_{u_{1j}} - \theta_{u_{2j}}))) \tag{31a}
\]

\[
- b_j |s_{ji}| v_{u_{1j}} v_{u_{2j}} \sin (s_{ji} (\theta_{u_{1j}} - \theta_{u_{2j}})),
\]

\[
q_i = \sum_{j=1}^{m} b_j |s_{ji}| (v_i v_{u_{1j}} v_{u_{2j}} \cos (s_{ji} (\theta_{u_{1j}} - \theta_{u_{2j}}))) - v_i^2 \tag{31b}
\]

\[- g_j |s_{ji}| v_{u_{1j}} v_{u_{2j}} \sin (s_{ji} (\theta_{u_{1j}} - \theta_{u_{2j}})),
\]

where \( m \) is the number of branches. \( S \in \mathbb{R}^{m \times n} \) is the incidence matrix, e.g., \( s_{ij} \in \{1, -1, 0\} \), represents the \( i \)-th branch leaves, enters or separates from bus \( j \), respectively. \( U \in \mathbb{R}^{m \times 2} \) is another indexing matrix with \( u_{1j} \) and \( u_{2j} \) being the “from” and “to” bus number of the \( i \)-th branch.

The power flow equation (31) is linear with respect to the line parameters \( g \) and \( b \). We then transform the variables from the direct measurement \( \nu \) and \( \theta \) to a new variable matrix \( X \), where

\[
X = \begin{bmatrix} C & D \\
D & -C \end{bmatrix},
\]

and \( C, D \in \mathbb{R}^{n \times m} \) with elements

\[
c_{ij} = |s_{ji}| (v_i^2 - v_{u_{1j}} v_{u_{2j}} \cos (s_{ji} (\theta_{u_{1j}} - \theta_{u_{2j}}))), \tag{32a}
\]

\[
d_{ij} = - |s_{ji}| v_{u_{1j}} v_{u_{2j}} \sin (s_{ji} (\theta_{u_{1j}} - \theta_{u_{2j}})). \tag{32b}
\]

By further assigning the vector \( y = [p; q] \) containing the real and reactive power injections, the power flow equations could be written as a mapping from \( X \) to \( y \):

\[
y = X \begin{bmatrix} g \\
b \end{bmatrix}. \tag{33}
\]

The output and input variables \( y, X \) could be measured at different times. The historical measurements \( (y_1, \cdots, y_T) \) and \( (X_1, \cdots, X_T) \) consist of the training set.

**APPENDIX B**

**ERRORS-IN-VARIABLES MODEL**

**A. Measurement Error Model**

For noise-free situation, the measurements \( y, X \) follow the power flow equation (33) exactly:

\[
y = y^* + \epsilon y, \tag{34a}
\]

\[
X = X^* + \epsilon X, \tag{34b}
\]

where \( X^* \) and \( y^* \) satisfy (33):

\[
y^* = X^* \begin{bmatrix} g \\
b \end{bmatrix}. \tag{35}
\]

By assuming that direct measurement errors of \( \nu, \theta \) are Gaussian and denoting the unrevealed “true” values of \( \nu, \theta, c_{ij} \) at time \( t \) as \( \nu_{t}^*, \theta_{t}^*, c_{ij,t}^* \), the measurement error of \( c_{ij,t} \) is a nonlinear function of the measurement errors of \( \nu \) and \( \theta \):

\[
\epsilon_{c_{ij,t}} := c_{ij,t} - c_{ij,t}^* = s_{ji} (v_{i,t}^2 - v_{u_{1j,t}} v_{u_{2j,t}} \cos (\theta_{u_{1j,t}} - \theta_{u_{2j,t}}) - v_{i,t}^2 - v_{u_{1j,t}} v_{u_{2j,t}} \cos (\theta_{u_{1j,t}} - \theta_{u_{2j,t}})) \tag{35}
\]

\[
= h_{ij}(\nu_t, \theta_t, \epsilon_{\nu_t}, \epsilon_{\theta_t}) = h_{ij}(\epsilon_{\nu_{ij}^*}, \theta_t) = h_{ij}(\epsilon_{\phi_{ij}}).
\]

where \( \phi = [\nu; \theta] \) represents a row vector containing voltage magnitudes and phase angles. \( \epsilon_{\phi} \) is the associated direct measurement error. Similarly, we can express

\[
\epsilon_{d_{ij}} = d_{ij}(\epsilon_{\phi_{ij}}).
\]

Since the noises are usually small quantities, we can use the first order Taylor’s expansion for noise approximation:

\[
\epsilon_{c_{ij,t}} = h_{ij}(\epsilon_{\phi_{ij}}; \phi_t) = h(0; \phi_t) + \epsilon_{\phi_{ij}} \nabla h_{ij}(\phi_t)|_{\phi_t} + \mathcal{O}(\|\epsilon_{\phi_{ij}}\|^2).
\]

By defining

\[
h_{ij}(\phi) = \nabla h_{ij}(\phi)|_{\phi_t} = \nabla h_{ij}(\phi)|_{\phi_t} \tag{36a}
\]

\[
l_{ij}(\phi) = \nabla h_{ij}(\phi)|_{\phi_t} = \nabla h_{ij}(\phi)|_{\phi_t} \tag{36b}
\]
we can get the first order approximation of $\epsilon_{c_{ij}}$ as a function of $\phi_i$ and $\epsilon_{\phi_i}$:

$$
\epsilon_{c_{ij}} = h_{ij}(\phi)^T \epsilon_{\phi} + \mathcal{O}(\|\epsilon_{\phi}\|^2),
$$

(39a)

$$
\epsilon_{d_{ij}} = l_{ij}(\phi)^T \epsilon_{\phi} + \mathcal{O}(\|\epsilon_{\phi}\|^2).
$$

(39b)

If we ignore the higher order of error, the measurement errors $\epsilon_{c_{ij}}$ and $\epsilon_{d_{ij}}$ are linear combinations of Gaussian random variables $\epsilon_{\phi}$. Therefore, the elements of $X$ is also Gaussian random variables, and the covariance matrix can be deduced from the covariance matrix of the direct measurement error of $\nu$, $\theta$ and the gradients $h_{ij}(\gamma)$ and $l_{ij}(\gamma)$.

By denoting the covariance matrix of $\text{vec}(\epsilon_X)$ as $\Sigma_X$, the covariance matrix of $\epsilon_y$ as $\Sigma_y$, the linearized measurement error model is determined by a set of constraints below:

$$
y = y^* + \epsilon_y,
$$

(40a)

$$
X = X^* + \epsilon_X,
$$

(40b)

$$
\epsilon_y \sim \mathcal{N} \left(0, \Sigma_y \right),
$$

(40c)

$$
\text{vec}(\epsilon_X) \sim \mathcal{N} \left(0, \Sigma_X \right),
$$

(40d)

$$
y^* = X^* \left[ \begin{array}{c} g \\ b \end{array} \right].
$$

(40e)

Based on the measurement error model (4), we can find the expression of the conditional probability (9), and solve the maximization problem (18).
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