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Abstract

The dispersion of a point set in the unit square is defined to be the area of the largest empty axis-parallel box. In this paper we are interested in the dispersion of lattices in the plane, that is, the supremum of the area of the empty axis-parallel boxes amidst the lattice points. We introduce a framework with which to study this based on the continued fractions expansions of the generators of the lattice. This framework proves so successful that we were unable to ask a question that we could not answer. We give necessary and sufficient conditions under which a lattice has finite dispersion. We obtain an exact formula for the dispersion of the lattices associated to subgroups of the ring of integer of a quadratic field. We have tight bounds for the dispersion of a lattice based the largest continued fraction coefficient of the generators, accurate to within one half. We know what the n-th best lattice is. We provide an equivalent formulation of Zaremba’s conjecture. Using our framework we are able to give alternative proofs of the results from two other papers in only a few lines.

1 Introduction and preliminaries

Let \( P \subset [0, 1]^s \) be a point set of size \( n \). The dispersion of \( P \), denoted \( \text{disp}(P) \), is the volume of the largest empty axis-parallel (open) box amidst the points of \( P \). Of interest is the dispersion of the optimal point set of size \( n \) in \([0, 1]^s\) which we denote by

\[
\text{disp}(n, s) = \min\{\text{disp}(P_n) : P_n \subseteq [0, 1]^s, |P_n| = n\}.
\]

The question of finding optimal dispersion of point sets have been studied for a long while, including allowing for shapes other than axis-parallel boxes, such as in \([1, 6, 7, 10, 13]\). It is known that \( \text{disp}(n, s) = \Omega(s/n) \) and \( \text{disp}(n, s) = O(s^2 \log(s)/n) \), with the latter being attained by a modified Hilton-Hammersley construction in \([2]\). There they also conjecture that the actual order of \( \text{disp}(n, s) \) is in \( \Theta(s \log(s)/n) \). We will be restricting ourselves to 2-dimensional dispersion. Because the minimal dispersion is of order \( n^{-1} \) for all \( s \), the asymptotic behaviour of the minimal dispersion normalized by \( n \) is interesting. In two dimensions it is known that

\[
1.50476 \leq \liminf_{n \to \infty} n \text{disp}(n, 2) \leq 1.89442...
\]

The upper bound (which is conjectured to be optimal) is attained by a modified Fibonacci lattice in \([8]\) and the lower bound was proved in \([2]\).
Although the majority of this paper will focus on dispersion, we will spend some time with periodic dispersion, denoted $\text{disp}_P(P)$. The difference from normal dispersion is that we allow boxes to wrap around, e.g. if $x_1 > y_1$ and $x_2 < y_2$, then $(x_1, y_1) \times (x_2, y_2)$ denotes the set $((0, x_1) \cup (y_1, 1)) \times (x_2, y_2)$. In two dimensions it is known that $\text{disp}_P(n, 2) \geq 2/n$. It was shown in [1] that the only rank-1 lattices (see Section 6) that have dispersion $2/n$ are Fibonacci lattices (see [13]).

Let $\Lambda \subset \mathbb{R}^s$ be a lattice generated by the matrix $A$. The dispersion of $\Lambda$, denoted $\text{disp}(\Lambda)$, is the supremum over the volumes of all empty axis-parallel boxes amidst the points of $\Lambda$. Here we note that the boxes need not be contained in the unit hypercube and that there may not always be a box whose volume equals the dispersion of $\Lambda$. We may obtain a point set $P \subset [0, 1]^s$ with roughly $n$ points from a lattice $\Lambda$ by setting

$$P = \left(\left(n^{-1} \det(\Lambda)^{1/s}\right) \Lambda\right) \cap [0, 1]^s,$$

where $\det(\Lambda) = \det(A)$. This assignment gives $|P| \text{disp}(P) = \text{disp}(\Lambda) / \det(\Lambda)$ plus a small error term depending only on $n$ converging to 0 as $n$ approaches infinity. In two dimensions, point sets attained in this way from the lattice generated by the matrix

$$\begin{pmatrix} 1 & \varphi \\ 1 & \overline{\varphi} \end{pmatrix},$$

with $\varphi$ equal to the golden ratio and $\overline{\varphi} = 1 - \varphi$, match the best known asymptotic construction in two dimensions. Moreover, if $F_m$ denotes the $m$-th Fibonacci number, then the intersection of the lattice generated by the matrix

$$\begin{pmatrix} F_{m-2}/F_m & 1 \\ 1/F_m & 0 \end{pmatrix}$$

with the unit square is the Fibonacci lattice of size $F_m$. With the success of lattices in two dimensions, it seems plausible to the authors that the optimal asymptotic point sets in all dimensions will be of this form. By examining two dimensional lattices we hope to gain insight into the higher dimensional case.

Our work is also relevant to geometry of numbers. The celebrated theorem of Minkowski says that every convex and centrally symmetric region with volume strictly greater than $2^d \det(\Lambda)$, must contain a point from the lattice besides the origin. Dispersion relaxes the condition that a region be central and adds a restriction on the shape. Here it is to be noted that the dispersion can also be defined over any kind of object, usually to other symmetric objects like balls or hypercubes.

In Section 2 we introduce the notion of normalized box area (NBA) equivalence for lattices, which in particular preserves normalized dispersion, and show that every NBA equivalence class contains a lattice with generating matrix of the form

$$\begin{pmatrix} 1 & -\Delta \\ 1 & -\overline{\Delta} \end{pmatrix},$$

with $\Delta > 1$ and $-1 < \overline{\Delta} < 0$ and $B_0 = (-\Delta, 1) \times (0, 1 - \overline{\Delta})$ being a maximal empty box amidst $\Lambda$. Throughout most of the paper we will assume that both generators are irrational, this guarantees that every empty axis-parallel box is contained in a maximal one. This assumption is mainly for convenience as statement of our results would otherwise be more complicated.

Section 3 develops the framework used in the rest of the paper. We begin with Proposition 3.4 which explores the connection between the continued fraction expansions $\Delta = \left\{a_0, a_1, a_2, \ldots \right\}$ and $-\Delta = \left\{0, a_{-1}, a_{-2}, \ldots \right\}$, with $a_i \in \mathbb{N}$, and the maximal empty axis-parallel boxes bounded from below by the origin amidst the associated lattice. We go on to show that each class of dispersion equivalent lattices can be uniquely represented by a two-sided sequence $(a_i)_{i \in \mathbb{Z}}$, up to re-indexing or transposing, obtained from $\Delta$ and $\overline{\Delta}$. We finish the section by proving that a lattice has finite dispersion if and only if its associated sequence is bounded.

In Section 4 we turn our attention to quadratic lattices, i.e. two-dimensional embeddings $\Lambda$ of subrings $R$ of the ring of integers of a quadratic field $\mathbb{Q}(\sqrt{d})$. In Theorem 4.5 we obtain an exact formula for the dispersion of $\Lambda$ in terms of the discriminant of $R$ which shows a linear dependence in $\text{disc}(R)$. The proof of this result requires Theorem 4.4 a technical result concerning the size of the continued fraction coefficients of purely periodic...
In Section 5 we find the lattices with the $n$-th smallest normalized dispersion whose sequence converges to $(4 + \sqrt{5})/3 = 2.07868...$. The generators of the first and second best lattices are both quadratic lattices, while the rest are generated by certain purely periodic quadratic numbers. (It is here that we see that the asymptotic bound found in [8] corresponds to the dispersion of the optimal lattice.) Interestingly, the next best lattice (generated by $1 + \sqrt{2}$ and $1 - \sqrt{2}$) has normalized dispersion greater than 2. This might help explain why the optimization algorithm in the upcoming dispersion package, by Benjamin Sommer, struggles to optimize a random point set to one with a normalized dispersion smaller than 2. Also, the generators of the $n$-th best lattices are Lagrange Numbers corresponding to certain Markov triples (see Remark 5.3), this seems to imply a connection between dispersion and the Lagrange and Markov spectrum which the authors did not further investigate.

Finally, in Section 6 we explain how to modify the framework developed in Section 3 in order to drop the assumption that the generators $\Delta$ and $\Lambda$ are irrational. This allows us to study integration lattices (also known as rank-1 lattices), a common class of low discrepancy point sets. In Theorem 6.6 we demonstrate that Zaremba’s Conjecture 6.1 is equivalent to the existence of a constant $C$ such that for all $n$, there exists an integration lattice with periodic dispersion less than $C/n$. Additionally, by applying our framework, we are able to give a very short proof of the results from [1], i.e. that the only integration lattices which achieve a normalized periodic dispersion of 2 are Fibonacci lattices.

## 2 Maximal empty boxes amidst lattice points

We begin this section by defining an equivalence relation on matrices called normalized box area (NBA) equivalence. NBA equivalent matrices generate lattices with, for our purposes, essentially the same empty box structure. Obviously, if two matrices generate the same lattice they should be equivalent, i.e. multiplication with a matrix

\[
\begin{pmatrix}
a & 0 \\
0 & b
\end{pmatrix},
\]

with $a, b > 0$, from left does not change the relative position of points of a lattice we also allow this kind of operation. We also allow transformations by symmetries of a square, as these map axis-parallel boxes to axis-parallel boxes. We summarize these in the following definition.

**Definition 2.1.** Two matrices are NBA equivalent if they are obtained via the following operations from each other. Either by multiplication of a generating matrix from the left by diagonal matrices $\text{diag}(a, b)$ where $ab \neq 0$ and the matrix

\[
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix},
\]

or from the right by a matrix in $\text{GL}_2(\mathbb{Z})$.

The following notation is inspired by the standard notation for the conjugate of an element in a quadratic field. (see Section 4)

**Notation 2.2.** We will use $\alpha$, $\beta$, or $\gamma$ to denote the first coordinate elements in a lattice $\Lambda$ and $\bar{\alpha}$, $\bar{\beta}$, or $\bar{\gamma}$ to denote their second coordinates.

**Lemma 2.3.** Two NBA equivalent matrices generate lattices with the same normalized dispersion.

\textsuperscript{1}Curiously, this is an equation containing the first five natural numbers exactly once.
Proof. Let \( ab \neq 0 \) and consider the transformation of \( \mathbb{R}^2 \) given by left multiplication by \( \text{diag}(a, b) \). Under this transformation an axis-parallel box \( B = (x_1, x_2) \times (y_1, y_2) \subset \mathbb{R}^2 \) maps to the axis-parallel box

\[
B' = \text{diag}(a, b)B = (ax_1, ax_2) \times (by_1, by_2),
\]

while the lattice \( \Lambda \) generated by the matrix \( A \) maps to lattice \( \Lambda' \) generated by the matrix \( \text{diag}(a, b)A \). Since this transformation is one-to-one the number of points from \( \Lambda \) that are in \( B \) is the same number of points from \( \Lambda' \) that are in \( B' \). This together with the fact that the normalized volume is preserved, i.e.

\[
\frac{\text{Vol}(B)}{\text{det}(\Lambda)} = \frac{ab\text{Vol}(B)}{a b \text{det}(\Lambda)} = \frac{\text{Vol}(B')}{\text{det}(\Lambda')},
\]

shows that this transformation preserves normalized dispersion. For the matrix

\[
\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

the assertion is clearly true as the transformation is isometric, maps axis-parallel boxes to axis-parallel boxes, and is one-to-one. Multiplying \( A \) from the right with a matrix from \( \text{GL}_2(\mathbb{Z}) \) leaves the lattice invariant. \( \blacksquare \)

**Definition 2.4.** An *irrational lattice* is one in which no two points appear on the same horizontal or vertical line. We call a matrix that generates an irrational lattice *irrational*.

The main objective for the remainder of this section is to prove that every irrational matrix is NBA equivalent to a matrix of the form

\[
\begin{pmatrix} 1 & -\Delta \\ 1 & -\Delta \end{pmatrix},
\]

where \( 1 < \Delta \) and \( -1 < \Delta < 0 \) (It is clear that \( \Delta \) and \( \Delta \) must be irrational.) The upcoming lemma shows that we can obtain a generating matrix from the bounding points of a single maximal axis-parallel empty box whose bottom touches the origin.

**Lemma 2.5.** Let \( \Lambda \) be a lattice and let \( B = (\alpha, \beta) \times (0, \gamma) \) be a maximal empty axis-parallel box bounded on the bottom by \( (0, 0) \), on the left by \( (\alpha, \tilde{\alpha}) \), on the right by \( (\beta, \tilde{\beta}) \), and on top by \( (\gamma, \tilde{\gamma}) \). Then \( (\gamma, \tilde{\gamma}) = (\alpha, \tilde{\alpha}) + (\beta, \tilde{\beta}) \) and \( \Lambda \) is generated by the matrix

\[
A = \begin{pmatrix} \beta & \alpha \\ \tilde{\beta} & \tilde{\alpha} \end{pmatrix}.
\]

*Proof.* Applying the transformation matrix \(-I\) to \( B \) and then translating by \((\gamma, \tilde{\gamma})\) yields the box \( B' = (\gamma - \beta, \gamma - \alpha) \times (0, \tilde{\gamma}) \) which is bounded on the bottom by \((0, 0)\) and on the top by \((\gamma, \gamma)\) and is a maximal empty box because the transformations we applied to \( B \) leave the lattice invariant. Since a two dimensional maximal empty axis-parallel box is completely determined by any two points on opposing sides, we must have \( B = B' \). It follows that

\[
(\alpha, \tilde{\alpha}) = (\gamma, \tilde{\gamma}) - (\beta, \tilde{\beta}).
\]

Since \( B \cap \Lambda \) is empty, the only point from \( \Lambda \) in the parallelepiped \( P = \{ Ax : x \in [0, 1) \} \) generated by \( A \) is \((0, 0)\). This, together with the fact that \( A \) has full rank, shows that \( A \) generates \( \Lambda \). \( \blacksquare \)

To find the dispersion of a lattice \( \Lambda \) we need only consider boxes maximal empty boxes \( B \) amidst \( \Lambda \) that are bounded on the bottom by \((0, 0)\). This is because translating a box by a lattice point does not change its area nor how many points it contains. Thus, we are only interested in boxes of the following type.

**Notation 2.6.** Let \( B = \{ B_n = (\alpha_n, \beta_n) \times (0, \tilde{\alpha}_n + \tilde{\beta}_n) : n \in \mathbb{Z} \} \) be the set of maximal empty axis-parallel boxes that are bounded by \((0, 0)\) on the bottom and ordered according to height.\footnote{The choice of negative signs in the matrix will be cleared up in the beginning of section 3 and the restrictions on \( \Delta \) and \( \tilde{\Delta} \) in the beginning of section 4}
The progression from $B_n \in B$ to $B_{n+1}$ (one box higher) has two cases which depend on which side of the $y$-axis is the point bounding $B_n$ from above. If $\alpha_n + \beta_n > 0$, then the top point $(\alpha_n + \beta_n, \alpha_n + \beta_n)$ of $B_n$ is on the right side of the $y$-axis. To move to the next box we push the right side of $B_n$ in until it reaches its top point, then extend the top up until it hits another point, by Lemma 2.5 the top of $B_{n+1}$ is completely determined by the left and right points. Thus the right point of $B_{n+1}$ was the top point of $B_n$, i.e. $\beta_{n+1} = \alpha_n + \beta_n$ while the left points of $B_n$ and $B_{n+1}$ are the same, i.e. $\alpha_{n+1} = \alpha_n$. Similarly, if $\alpha_n + \beta_n < 0$, then the top point of $B_n$ is on the left side of the $y$-axis and $\alpha_{n+1} = \alpha_n + \beta_n$ while $\beta_{n+1} = \beta_n$. We summarize this by

$$\alpha_{n+1} = \begin{cases} 
\alpha_n & \text{if } \alpha_n + \beta_n > 0, \\
\alpha_n + \beta_n & \text{if } \alpha_n + \beta_n < 0,
\end{cases} \quad (1)$$

$$\beta_{n+1} = \begin{cases} 
\alpha_n + \beta_n & \text{if } \alpha_n + \beta_n > 0, \\
\beta_n & \text{if } \alpha_n + \beta_n < 0.
\end{cases} \quad (2)$$

The progression from $B_n$ to $B_{n-1}$ (one box lower) again has two cases which depend on which of the points bounding $B_n$ on the left and right is higher. If $\alpha_n - \beta_n > 0$, then the point bounding $B_n$ on the left is higher. In this case we push the top of $B_n$ down until it reaches the point of the left and then extend the box to the left; the point on the right remains the same. Thus $\beta_{n+1} = \beta_n$ and the new top is $\alpha_n = \alpha_{n+1} + \beta_{n+1} = \alpha_n + \beta_n$, which means that $\alpha_{n+1} = \alpha_n - \beta_n$. Similarly, if $\alpha_n - \beta_n < 0$, then the point bounding $B_n$ on the right is higher and we have $\alpha_{n+1} = \alpha_n$ and $\beta_{n+1} = \beta_n - \alpha_n$. We summarize this by

$$\alpha_{n-1} = \begin{cases} 
\alpha_n - \beta_n & \text{if } \alpha_n - \beta_n > 0, \\
\alpha_n & \text{if } \alpha_n - \beta_n < 0,
\end{cases} \quad (3)$$

$$\beta_{n-1} = \begin{cases} 
\beta_n & \text{if } \alpha_n - \beta_n > 0, \\
\beta_n - \alpha_n & \text{if } \alpha_n - \beta_n < 0.
\end{cases} \quad (4)$$

Lemma 2.7. Let $\Lambda$ be an irrational lattice. There exist $\Delta > 1$ and $-1 < \bar{\Delta} < 0$ such that the lattice $\Lambda'$ generated by

$$\begin{pmatrix} 1 & -\Delta \\
1 & -\bar{\Delta} \end{pmatrix} \text{ satisfies } \frac{\text{disp}(\Lambda')}{\text{det}(\Lambda')} = \frac{\text{disp}(\Lambda)}{\text{det}(\Lambda)}.$$

Proof. Let $B$ be the maximal empty axis-parallel boxes amidst $\Lambda$ bounded by $(0,0)$ on the bottom ordered according to height. We claim that there is an $k$ such that $\alpha_k + \beta_k < 0 < \beta_k - \alpha_k$. If $\alpha_0 + \beta_0 > 0$ then the recurrence for going up is $\alpha_{n+1} = \alpha_n$ and $\beta_{n+1} = \alpha_n + \beta_n$ until we reach the minimal $k \in \mathbb{N}$ such that $(k+1)\alpha_0 + \beta_0 < 0$. Also, until $k$, the recurrence for going down is $\alpha_{n-1} = \alpha_n$ and $\beta_{n-1} = \beta_n - \alpha_n$ so that $\beta_n - \alpha_n > 0$. Therefore, this choice of $k$ satisfies our claim. If $\alpha_0 + \beta_0 < 0$ and $\alpha_0 - \beta_0 > 0$ then the recurrence for going down is $\alpha_{n-1} = \alpha_n - \beta_n$ and $\beta_{n-1} = \beta_n$ until we reach the minimal $k \in \mathbb{N}$ such that $\alpha_0 - (k+1)\beta_0 < 0$. Also, again until $k$, the recurrence for going up is $\alpha_{n+1} = \alpha_n + \beta_n$ and $\beta_{n+1} = \beta_n$ so that $\alpha_n + \beta_n < 0$. Thus, this choice of $k$ satisfies our claim, once again. By Lemma 2.5 $\Lambda$ is generated by the matrix

$$\begin{pmatrix} \beta_k & \alpha_n \\
\beta_k & \bar{\alpha}_n \end{pmatrix}, \quad \text{ while } \begin{pmatrix} \beta_k^{-1} & 0 \\
0 & \beta_k^{-1} \end{pmatrix} \begin{pmatrix} \beta_k & \alpha_k \\
\beta_k & \bar{\alpha}_k \end{pmatrix}$$

generates a lattice $\Lambda'$ with the same normalized dispersion as $\Lambda$. By choice of $k$ we have $\Delta = -\alpha_k / \beta_k > 1$ and $-1 < \bar{\Delta} = -\bar{\alpha}_k / \beta_k < 0$. □

The following lemma allows us to fix a starting box. We prove it for more general $\Delta$ and $\bar{\Delta}$ as it will be needed in Section 6.

Lemma 2.8. Let $\Delta \geq 1$ and $-1 \leq \bar{\Delta} < 0$ and let $\Lambda$ be the lattice generated by $\{(1,1),(-\Delta,-\bar{\Delta})\}$. Then the box $B_0 = (-\Delta,1) \times (0,1-\bar{\Delta})$ is a maximal empty axis-parallel box amidst the points of $\Lambda$ that is bounded on the bottom by $(0,0)$. 
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Proof. Let $P$ be the fundamental parallelepiped generated by the basis $\{(1, 1), (-\Delta, -\bar{\Delta})\}$. The points from $\Lambda$ that describe $P$ are on the boundary of $B_0$ and so $B_0 \setminus P$ has four components, each containing a different corner of $B_0$ (see Figure 1). We claim that the components of $B_0 \setminus P$ that contain the lower left and upper right corners, which we call $L$ and $R$ respectively, are contained in the interior of the convex region $P + x(1, 1)$. Since the interior of $P + x(1, 1)$ is empty, so too will be $L$ and $R$.

The region $L$ is open and convex with extreme points $(0, 0)$, $(-\Delta, -\bar{\Delta})$, and $(-\Delta, 0)$. The first two are in $P$ and are therefore trivially in $P + x(1, 1)$. Decomposing $(-\Delta, 0)$ as

$$(-\Delta, 0) = \frac{\Delta}{\Delta - \Delta}(\Delta, -\bar{\Delta}) + \frac{\Delta}{\Delta - \Delta}(1, 1)$$

and applying the assumptions $\Delta 1$ and $\bar{\Delta}0$ we see that $(-\Delta, 0)$ is indeed in $P + x(1, 1)$. As the extreme points of $L$ are contained in $P + x(1, 1)$, so too must the open set $L$ be in the interior of $P + x(1, 1)$. Similarly, the region $R$ is open and convex with extreme points $(1, 1), (1 - \Delta, 1 - \bar{\Delta})$, and $(1, 1 - \bar{\Delta}) = (0, -\bar{\Delta}) + (1, 1)$. The first two points are again trivially in $P + x(1, 1)$ while $(0, \bar{\Delta})$ may be decomposed as

$$(0, -\bar{\Delta}) = -\frac{\Delta}{\Delta - \Delta}(\Delta, -\bar{\Delta}) - \frac{\Delta}{\Delta - \Delta}(1, 1).$$

It follows that $R$ is contained within the interior of $P + x(1, 1)$.

Using a similar argument one can show that the components of $B_0 \setminus P$ that contain the upper left and lower right corners of $B$ are contained in the interior of $P + x(-\Delta, -\bar{\Delta})$ and are, therefore, also empty. \qed

We summarize the previous two Lemmas in the following proposition.

**Proposition 2.9.** Every irrational matrix is NBA equivalent to a matrix of the form

$$\begin{pmatrix}
1 & -\Delta \\
1 & -\bar{\Delta}
\end{pmatrix};$$

where $\Delta > 1$ and $-1 < \Delta < 0$. Amidst the points of a lattice generated by such a matrix, the box $B_0 = (-\Delta, 1) \times (0, 1 - \bar{\Delta})$ is a maximal empty axis-parallel box.

The upcoming proposition applies to all lattices but as we see in Remark 4.1 it is most interesting when applied to quadratic lattices as the appearing summands will be integers.

**Proposition 2.10.** Let $\Lambda$ be the irrational lattice generated by $(1, 1)$ and $(-\Delta, -\bar{\Delta})$ with $1 < \Delta$ and $-1 < \Delta < 0$ and let $B$ be as above. Then

$$\text{Vol}(B_n) = |\alpha_n\tilde{\alpha}, n| + |\beta_n\tilde{\beta}, n| + \Delta - \bar{\Delta}.$$
The box $B_0 = (-\Delta, 1) \times (0, 1 - \tilde{\Delta})$ has volume

\[
(1 + \Delta)(1 - \tilde{\Delta}) = |\Delta \tilde{\Delta}| + 1 + \Delta - \tilde{\Delta} = |\alpha_0 \tilde{\alpha}_0| + |\beta_0 \tilde{\beta}_0| + \text{Vol}(C_{0,1}) + \text{Vol}(C_{0,2})
\]

and it follows that $\text{Vol}(C_{0,1}) + \text{Vol}(C_{0,2}) = \Delta - \tilde{\Delta}$.

Assume that $\text{Vol}(C_{n,1}) + \text{Vol}(C_{n,2}) = \Delta - \tilde{\Delta}$ for some $n \geq 0$. Without loss of generality assume that $\alpha_n + \beta_n > 0$, i.e. $\tilde{\alpha}_{n+1} - \tilde{\beta}_{n+1} < 0$ and $(\alpha_n, \tilde{\alpha}_n)$ is below the point $(\beta_n, \tilde{\beta}_n)$. Up to a set of measure zero, we partition $B_{n+1}$ into the following four sub-boxes: $B(\alpha_{n+1})$ and $B(\beta_{n+1})$ together with

- $D_{n+1,1} = (\alpha_{n+1}, 0) \times (\tilde{\alpha}_{n+1}, \tilde{\beta}_{n+1})$, the part of $B_{n+1}$ that is above $(\alpha_{n+1}, \tilde{\alpha}_{n+1})$, below $(\beta_{n+1}, \tilde{\beta}_{n+1})$, and to the left of the $y$-axis and
- $D_{n+1,2} = (\alpha_{n+1}, \beta_{n+1}) \times (\tilde{\alpha}_{n+1} + \tilde{\beta}_{n+1})$, the part of $B_{n+1}$ that is above $(\beta_{n+1}, \tilde{\beta}_{n+1})$.

Using the formulas for $\alpha_{n+1}$ and $\beta_{n+1}$ we see that $D_{n+1} = C_{n,1}$ and

\[
D_{n+1,2} = (\alpha_n, \alpha_n + \beta_n) \times (\tilde{\alpha}_n + \tilde{\beta}_n, 2\tilde{\alpha}_n + \tilde{\beta}_n) = C_{n,2} + (\alpha_n, \tilde{\alpha}_n).
\]

Thus

\[
\text{Vol}(B_{n+1}) = |\alpha_n \tilde{\alpha}_{n+1}| + |\beta_n + \tilde{\beta}_{n+1}| + \text{Vol}(C_{n,1}) + \text{Vol}(C_{n,2}) = |\alpha_n \tilde{\alpha}_{n+1}| + |\beta_{n+1} \tilde{\beta}_{n+1}| + \Delta - \tilde{\Delta}
\]

and the induction hypothesis must hold for $n + 1$.

\[\square\]

3 The continued fraction connection

Throughout this section and the next, $\Lambda$ will denote an irrational lattice with generating matrix

\[
\begin{pmatrix}
1 & -\Delta \\
1 & -\tilde{\Delta}
\end{pmatrix},
\]

where $1 < \Delta$ and $-1 < \tilde{\Delta} < 0$; by Lemma 2.3 and Proposition 2.9 this can be done without losing generality. The set $B = \{B_n = (\alpha_n, \beta_n) \times (0, \alpha_n + \beta_n) : n \in \mathbb{Z}\}$ of maximal empty axis-parallel boxes that are bounded by $(0,0)$ on the bottom and ordered according to height will be indexed so that $B_0 = (-\Delta, 1) \times (0, 1 - \tilde{\Delta})$; by Lemma 2.8 the conditions on the generators of $\Lambda$ guarantee that the box $B_0$ is in $B$.

We write the continued fraction expansions of $\Delta$ and $-\tilde{\Delta}$ as $\Delta = [a_0, a_1, a_2, \ldots]$ and $-\tilde{\Delta} = [0, a_{-1}, a_{-2}, \ldots]$, where $0 < a_i \in \mathbb{N}$; the conditions $1 < \Delta$ and $-1 < \tilde{\Delta} < 0$ tell us that their continued fraction expansions have this form. The sequence $(a_i)_{i \in \mathbb{Z}}$ induce sequences $(p_i)_{i \in \mathbb{Z}}$ and $(q_i)_{i \in \mathbb{Z}}$ defined by

\[
p_{i-1} = -a_ip_i + p_{i+1}, \quad p_{-1} = 0, \quad p_0 = 1, \quad p_{i+1} = a_ip_i + p_{i-1},
\]

\[
q_{i-1} = -a_qq_i + q_{i+1}, \quad q_{-1} = 1, \quad q_0 = 0, \quad q_{i+1} = a_iq_i + q_{i-1}.
\]

Remark 3.1. With these definitions we can now write the initially used matrix as

\[
\begin{pmatrix}
1 & -\Delta \\
1 & -\tilde{\Delta}
\end{pmatrix} = \begin{pmatrix}
p_0 - q_0 \Delta & p_1 - q_1 \Delta \\
p_0 - q_0 \tilde{\Delta} & p_1 - q_1 \tilde{\Delta}
\end{pmatrix}.
\]

The quotient $p_i/q_i$ is the $i$-th convergent of $\Delta$. If the $i$-th convergent of $-\tilde{\Delta}$ is denoted by $\tilde{p}_i/\tilde{q}_i$, then $\tilde{p}_i = (-1)^ip_{-i}$ and $\tilde{q}_i = (-1)^{i+1}q_{-i}$. This is easy to see by induction because for negative $i$,

\[
\tilde{p}_{i+1} = \tilde{a}_i\tilde{p}_i + \tilde{p}_{i-1} = (-1)^i(a_ip_{-i} + (-1)^{-1}p_{-i+1})
\]

\[
\tilde{q}_{i+1} = \tilde{a}_i\tilde{q}_i + \tilde{q}_{i-1} = (-1)^{i+1}(-a_ip_{-i} + p_{-i+1})
\]

\[
\tilde{p}_{i+1} = \tilde{a}_i\tilde{p}_i + \tilde{p}_{i-1} = (-1)^ip_{-i-1}
\]

\[
\tilde{q}_{i+1} = \tilde{a}_i\tilde{q}_i + \tilde{q}_{i-1} = (-1)^{i+2}q_{-i-1}.
\]
The following properties about the convergents of $\Delta$ are well known

$$\frac{p_i}{q_i} = [a_0, \ldots, a_{i-1}],$$

$$p_i q_{i-1} - p_{i-1} q_i = (-1)^i,$$

$$\frac{p_{2i+1}}{q_{2i+1}} - \Delta < 0 < \frac{p_{2i}}{q_{2i}} - \Delta \quad \text{or} \quad p_{2i+1} - q_{2i+1} \Delta < 0 < p_{2i} - q_{2i} \Delta,$$

$$\frac{1}{(a_i + 2)q_i^2} < \left| \frac{p_i}{q_i} - \Delta \right| < \frac{1}{a_i q_i^2} \quad \text{or} \quad \frac{1}{(a_i + 2)|q_i|} < |p_i - q_i \Delta| < \frac{1}{a_i |q_i|}.$$  

Since $\tilde{p}_i/\tilde{q}_i = -p_{-i}/q_{-i}$ we may replace $-\Delta$ with $-\tilde{\Delta}$ in the last two facts when $i < 0$.

**Remark 3.2.** When looking at the next proposition it is helpful to know that a *semiconvergent* of $\Delta = [a_0, a_1, a_2, \ldots]$ is a fraction of the form

$$\frac{jp_i + p_{i-1}}{jq_i + q_{i-1}}$$

for some $0 < j < a_i$. These $a_i - 1$ number form a strictly monotone sequence.

The following proposition relates the sequences $(a_i)_{i \in \mathbb{Z}}$, $(p_i)_{i \in \mathbb{Z}}$, and $(q_i)_{i \in \mathbb{Z}}$ to the boxes in $\mathcal{B}$. The connection between continued fractions and the maximal empty axis-parallel boxes amidst $\Lambda$ allows us to use the rich theory of the former to study the latter. The main idea is that if $(p - q \Delta, p - q \Delta)$ bounds $B_n \in \mathcal{B}$ on either the left or the right and $q > 0$, then there can be no point with a smaller value of $q$ whose first coordinate has both the same sign and is smaller than $p - q \Delta$. This means that, for $n > 0$, the points bounding $B_n$ should correspond to either convergents or semiconvergents of $\Delta$. The proof simply demonstrates that the upward and downward box progression rules in (1) and (3) are just the continued fraction algorithm in disguise.

**Notation 3.3.** Given a sequence $(a_i)_{i \in \mathbb{Z}}$ we define $A_i = \sum_{k=0}^{i-1} a_k$ when $i \geq 0$ and $A_i = -\sum_{k=-1}^{-i} a_k$ when $i < 0$.

**Proposition 3.4.** Let $\Lambda$ be a lattice as defined above with the accompanying framework. Writing $n \in \mathbb{Z}$ as $n = A_i + j$, where $0 \leq j < a_i$, then the left and right sides of the $n$-th box in $\mathcal{B}$ are given by

$$\alpha_n = \begin{cases} p_i - q_i \Delta & \text{if } i \text{ is odd}, \\ \frac{j(p_i - q_i \Delta) + (p_{i-1} - q_{i-1} \Delta)}{jq_i + q_{i-1}} & \text{if } i \text{ is even}, \end{cases}$$

$$\beta_n = \begin{cases} \frac{j(p_i - q_i \Delta) + (p_{i-1} - q_{i-1} \Delta)}{jq_i + q_{i-1}} & \text{if } i \text{ is odd}, \\ p_i - q_i \Delta & \text{if } i \text{ is even}. \end{cases}$$

**Proof.** Let $n = A_i + j$ where $0 \leq j < a_i$ as in the statement of the proposition. We prove the statement first for $n \geq 0$. Let $\alpha'_n$ and $\beta'_n$ be the claimed values for $\alpha_n$ and $\beta_n$ respectively. Then $\alpha'_{n+1}$ and $\beta'_{n+1}$ satisfy

$$\alpha'_{n+1} = \begin{cases} \alpha'_n \quad & \text{if } i \text{ is odd}, \\ \alpha'_n + \beta'_n \quad & \text{if } i \text{ is even}, \end{cases}$$

$$\beta'_{n+1} = \begin{cases} \alpha'_n + \beta'_n \quad & \text{if } i \text{ is odd}, \\ \beta'_n \quad & \text{if } i \text{ is even}, \end{cases}$$

when $0 \leq j < a_i$. The statement is true for $n = 0$ by definition. To prove the result by induction, it is sufficient to show that if $0 < j < a_i$, then $\alpha'_n + \beta'_n > 0$ when $i$ is odd and $\alpha'_n + \beta'_n < 0$ when $i$ is even. Whenever $i$ is odd, we see by (7) that $p_i - q_i \Delta < 0$ and

$$\alpha'_n + \beta'_n = (j + 1)(p_i - q_i \Delta) + p_{i-1} - q_{i-1} \Delta \geq a_i(p_i - q_i \Delta) + p_{i-1} - q_{i-1} \Delta \geq p_{i+1} - q_{i+1} \Delta > 0,$$
on the other hand, when \( i \) is even, \( p_i - q_i \Delta > 0 \) and
\[
\alpha_n' + \beta_n' = (j + 1)(p_i - q_i \Delta) + p_{i-1} - q_{i-1} \Delta \\
\leq a_i(p_i - q_i \Delta) + p_{i-1} - q_{i-1} \Delta \\
= p_{i+1} - q_{i+1} \Delta < 0.
\]

Now assume \( n < 0 \). Let \( \alpha_n' \) and \( \beta_n' \) be again the claimed values for \( \alpha_n \) and \( \beta_n \) respectively. Then \( \alpha_{n-1}' \) and \( \beta_{n-1}' \) satisfy
\[
\begin{align*}
\alpha_{n-1}' &= \begin{cases} 
\alpha_n' & \text{if } i \text{ is odd}, \\
\alpha_n' - \beta_{n-1}' = \alpha_n' - \beta_n' & \text{if } i \text{ is even},
\end{cases} \\
\beta_{n-1}' &= \begin{cases} 
\beta_n' - \alpha_{n-1}' = \beta_n' - \alpha_n' & \text{if } i \text{ is odd}, \\
\beta_n' & \text{if } i \text{ is even},
\end{cases}
\end{align*}
\]
when \( 0 < j \leq a_{i-1} \). The inequalities bounding \( j \) are switched since we are going down and thus starting at \( A_{i-1} \), the statement follows from going down to \( A_i \) and then going back up. The statement is true for \( n = 0 \) by definition. To prove the result by induction, it is sufficient to show that if \( 0 < j \leq a_{i-1} \), then \( \tilde{\alpha}'_n - \tilde{\beta}'_n > 0 \) when \( i \) is even and \( \tilde{\beta}'_n - \tilde{\alpha}'_n > 0 \) when \( i \) is odd. Note that we always have \( (p_i - q_i \Delta) > 0 \). Whenever \( i \) is even, we get
\[
\begin{align*}
\tilde{\alpha}'_n - \tilde{\beta}'_n &= (j - 1)(p_i - q_i \Delta) + p_{i-1} - q_{i-1} \Delta > p_{i-1} - q_{i-1} \Delta > 0,
\end{align*}
\]
on the other hand, when \( i \) is odd, we get
\[
\begin{align*}
\tilde{\beta}'_n - \tilde{\alpha}'_n &= (j - 1)(p_i - q_i \Delta) + p_{i-1} - q_{i-1} \Delta > (p_{i-1} - q_{i-1} \Delta) > 0.
\end{align*}
\]

Given a two-sided sequence of natural numbers \( \mathfrak{A} = (a_i)_{i \in \mathbb{Z}} \) we obtain an irrational lattice by setting \( \Delta = [a_0, a_1, a_2, \ldots] \) and \( -\Delta = [0, a_{-1}, a_{-2}, \ldots] \). The next couple lemmas tell what happens when we re-index the sequence.

**Notation 3.5.** Given \( \Delta = [a_0, a_1, a_2, \ldots] \) and \( -\Delta = [0, a_{-1}, a_{-2}, \ldots] \) with \( a_i \in \mathbb{N} \) we define \( \Delta_i \) and \( -\Delta_i \) as \( \Delta_i = [a_i, a_{i+1}, \ldots] \) and \( -\Delta_i = [0, a_{i-1}, a_{i-2}, \ldots] \).

**Lemma 3.6.** Let \( \Delta = [a_0, a_1, a_2, \ldots] \) and \( -\Delta = [0, a_{-1}, a_{-2} \ldots] \) with \( a_i \geq 1 \). Then
\[
-\Delta_i = -\frac{p_{i-1} + q_{i-1} \Delta}{p_i - q_i \Delta} = \frac{p_{i-1} - q_{i-1} \Delta}{p_i - q_i \Delta} \quad \text{and} \quad -\Delta_i = \frac{p_{i-1} - q_{i-1} \Delta}{p_i - q_i \Delta}.
\]

**Proof.** We are proving the assertion for \( -\Delta_i \), since the case of \( -\Delta_i \) is widely known and works out similar. The claimed equality is obviously true for \( i = 0 \). Assuming this equality is true for a given \( i \) we show that they are
then also true for $i + 1$ and $i - 1$.

\[
-\Delta_{i+1} = \left[0, a_{i+1}, a_i, a_{i-1}, \ldots \right] - \Delta_i + a_{i+1} \\
= \frac{1}{a_{i+1}, a_i, a_{i-1}, \ldots} \\
= \left[0, a_i, a_{i-1}, \ldots \right] + a_{i+1} \\
= \frac{1}{-\Delta_i + a_{i+1}} \\
= \frac{p_{i-1}^{-} - q_{i-1}^{-}\Delta}{p_i^{-} q_i^{\Delta}} + a_i(p_i^{-} - q_i^{\Delta}) \\
= \frac{1}{p_i^{-} q_i^{\Delta}} \\
= \frac{p_i^{-} - q_i^{\Delta}}{p_{i+1}^{-} - q_{i+1}^{\Delta}} \\
= -\Delta_{i-1} = \left[0, a_{i-2}, a_{i-3}, \ldots \right] - a_{i-1} \\
= \frac{1}{0, a_{i-1}, a_{i-2}, a_{i-3}, \ldots} - a_{i-1} \\
= \frac{1}{-\Delta_{i-1} - a_{i-1}} \\
= \frac{p_i^{-} - q_i^{\Delta}}{p_{i-1}^{-} - q_{i-1}^{\Delta}} - \frac{a_i(p_{i-1}^{-} - q_{i-1}^{\Delta})}{p_{i-1}^{-} - q_{i-1}^{\Delta}} \\
= \frac{p_{i-2}^{-} - q_{i-2}^{\Delta}}{p_{i-1}^{-} - q_{i-1}^{\Delta}}
\]

In both cases we used the induction hypothesis on the 4th line.

\[\square\]

**Notation 3.7.** Let $\Lambda$ be an irrational lattice as defined above with the accompanying framework. For each $i \in \mathbb{Z}$, we define $\Gamma_i$ to be the lattice with generating matrix

\[
\begin{pmatrix}
1 & -\Delta_i \\
1 & -\Delta_i
\end{pmatrix}
\]

and $C = \{C_n : n \in \mathbb{Z}\}$ to be the set of maximal empty axis-parallel boxes amidst $\Gamma_i$ that are bounded by $(0,0)$ on the bottom and ordered according to height so that $C_0 = (-\Delta_i, 1) \times (0, 1 - \Delta_i)$.

**Lemma 3.8.** Let $\Lambda$ be an irrational lattice as defined above with the accompanying framework with $\Gamma_i$ and $C$ defined as above. Then for all $i \in \mathbb{Z}$,

\[
\frac{\text{Vol}(C_{n-A_i})}{\text{det}(\Gamma_i)} = \frac{\text{Vol}(B_n)}{\text{det}(\Lambda)}.
\]

In particular $\Lambda$ and $\Gamma_i$ have the same normalized dispersion.

**Proof.** Observe that $(1,1) = (p_0 - q_0 \Delta, p_0 - q_0 \Delta)$ and $(-\Delta, -\Delta) = (p_{-1} - q_{-1} \Delta, p_{-1} - q_{-1} \Delta)$. Let $n = A_k + j$ with $0 \leq j < a_k$. One can easily verify

\[
\begin{pmatrix}
(p_k^{-} - q_k^{\Delta}) \\
p_{k-1}^{-} - q_{k-1}^{\Delta}
\end{pmatrix} + \begin{pmatrix}
p_k^{-} - q_k^{\Delta} \\
p_{k-1}^{-} - q_{k-1}^{\Delta}
\end{pmatrix} = \begin{pmatrix}
1 & -\Delta_i \\
1 & -\Delta_i
\end{pmatrix} \begin{pmatrix}
\prod_{r=0}^{k-1} (a_r 1) \\
\prod_{r=0}^{k-1} (1 0)
\end{pmatrix} \begin{pmatrix}
j 1 \\
j 1
\end{pmatrix} \text{ if } k \geq 0,
\]

\[
\begin{pmatrix}
(p_k^{-} - q_k^{\Delta}) \\
p_{k-1}^{-} - q_{k-1}^{\Delta}
\end{pmatrix} + \begin{pmatrix}
p_k^{-} - q_k^{\Delta} \\
p_{k-1}^{-} - q_{k-1}^{\Delta}
\end{pmatrix} = \begin{pmatrix}
1 & -\Delta_i \\
1 & -\Delta_i
\end{pmatrix} \begin{pmatrix}
\prod_{r=0}^{-k} (a_r 1) \\
\prod_{r=0}^{-k} (1 0)
\end{pmatrix}^{-1} \begin{pmatrix}
j 1 \\
j 1
\end{pmatrix} \text{ if } k < 0.
\]

If $B = (b_{n,i})$ is the above matrix, then $\text{Vol}(B_n) = |b_{1,1} - b_{1,2}|(b_{2,1} + b_{2,2})$. Similarly the matrix

\[
C := \begin{pmatrix}
1 & -\Delta_i \\
1 & -\Delta_i
\end{pmatrix} \begin{pmatrix}
\prod_{r=i}^{k-1} (a_r 1) \\
\prod_{r=i}^{k-1} (1 0)
\end{pmatrix}^{-1} \begin{pmatrix}
j 1 \\
j 1
\end{pmatrix} \text{ if } i \leq k,
\]

\[
\begin{pmatrix}
1 & -\Delta_i \\
1 & -\Delta_i
\end{pmatrix} \begin{pmatrix}
\prod_{r=k}^{i-1} (a_r 1) \\
\prod_{r=k}^{i-1} (1 0)
\end{pmatrix} \begin{pmatrix}
j 1 \\
j 1
\end{pmatrix} \text{ if } k < i
\]
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satisfies \( \text{Vol}(C_{n-A_i}) = |c_{1,1} - c_{1,2}|(c_{2,1} + c_{2,2}) \). But
\[
\begin{pmatrix}
1 & -\Delta_i \\
1 & -\tilde{\Delta}_i
\end{pmatrix} = \begin{pmatrix}
(p_i - q_i\Delta & 0 \\
0 & p_i - q_i\tilde{\Delta}
\end{pmatrix}^{-1} \begin{pmatrix}
1 & -\Delta \\
1 & -\tilde{\Delta}
\end{pmatrix} \prod_{r=0}^{i-1} \begin{pmatrix}
a_r & 1 \\
1 & 0
\end{pmatrix}
\]
if \( i \geq 0 \),
\[
\begin{pmatrix}
(p_i - q_i\Delta & 0 \\
0 & p_i - q_i\tilde{\Delta}
\end{pmatrix}^{-1} \begin{pmatrix}
1 & -\Delta \\
1 & -\tilde{\Delta}
\end{pmatrix} \prod_{r=i}^{1-1} \begin{pmatrix}
a_r & 1 \\
1 & 0
\end{pmatrix}
\]
if \( i < 0 \)
so that \( C = \text{diag}(p_i - q_i\Delta, p_i - q_i\tilde{\Delta})^{-1}B \) from which the lemma easily follows.

Because of the above lemma, for the purposes of normalized dispersion it makes sense to think of a lattice as a sequence \((a_i)_{i \in \mathbb{Z}}\) which can be re-indexed as needed. The next lemma shows that we can also reverse it, We leave the proof as a small exercise to the reader.

**Lemma 3.9.** Let \((a_i)_{i \in \mathbb{Z}}\) be the sequence associated to the irrational lattice \( \Lambda \). Then the sequence \((a_{-i})_{i \in \mathbb{Z}}\) is associated to the lattice with generating matrix
\[
\begin{pmatrix}
1 & \tilde{\Delta} - a_0 \\
1 & \Delta - a_0
\end{pmatrix}.
\]

**Lemma 3.10.** Let \( \Lambda \) be an irrational lattice with the accompanying framework and the notation as above, \( i \) an arbitrary integer, and \( 0 \leq j < a_i \). Then we have
\[
\frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} = \frac{(1 - j + \Delta_i)(1 + j - \tilde{\Delta}_i)}{\Delta_i - \tilde{\Delta}_i}.
\]
Moreover this term, when considered as a function in \( \Delta_i \), resp. \( \tilde{\Delta}_i \), is increasing for \( 0 < j < a_i \).

**Proof.** Let \( \Gamma_i \) and \( C \) be as above. By Proposition 3.4 \( C_j = (j - \Delta_i, 1) \times (0, 1 + j - \tilde{\Delta}) \) for \( 0 \leq j \leq a_0 \). We apply Lemma 3.8 to obtain
\[
\frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} = \frac{\text{Vol}(C_j)}{\det(\Gamma_i)} = \frac{(1 - j + \Delta_i)(1 + j - \tilde{\Delta}_i)}{\Delta_i - \tilde{\Delta}_i}.
\]
The derivative of this with respect to \( \Delta_i \) is
\[
\frac{\partial}{\partial \Delta_i} \frac{(1 - j + \Delta_i)(1 + j - \tilde{\Delta}_i)}{\Delta_i - \tilde{\Delta}_i} = \frac{(j - 1 - \tilde{\Delta}_i)(1 + j - \tilde{\Delta}_i)}{(\Delta_i - \tilde{\Delta}_i)^2},
\]
which, for \( \Delta_i > 1 \) and \(-1 < \tilde{\Delta}_i < 0 \), is positive because \( 0 < j \). Similarly, the derivative with respect to \( \tilde{\Delta}_i \) is easily seen to be positive since \( j < a_i \).

The above lemma motivates the following definition.

**Definition 3.11.** Let \( \mathfrak{A} = (a_i)_{i \in \mathbb{Z}} \) be a sequence of natural numbers. We define the dispersion of the sequence to be
\[
\text{disp}(\mathfrak{A}) = \sup_{i \in \mathbb{Z}} \max_{0 < j < a_i} \frac{(1 - j + \Delta_i)(1 + j - \tilde{\Delta}_i)}{\Delta_i - \tilde{\Delta}_i},
\]
where \( \Delta_i = [a_i, a_{i+1}, a_{i+2}, \ldots] \) and \( \tilde{\Delta}_i = [0, a_{i-1}, a_{i-2}, \ldots] \).

The following proposition follows directly from the previous lemma. It shows that for the purposes of normalized dispersion, we may think of a lattice \( \Lambda \) as a two-sided sequence that may be re-indexed as necessary.
Proposition 3.12. Let $\mathfrak{A} = (a_i)_{i \in \mathbb{Z}}$ be a sequence of natural numbers. Let $\Lambda$ be the lattice with generators $\Delta = [a_i, a_{i+1}, a_{i+2}, \ldots]$ and $-\Delta = [0, a_{i-1}, a_{i-2}, \ldots]$ and let $\Gamma_i$ be the lattice with generators $\Delta_i$ and $-\Delta_i$. Then
\[
\frac{\text{disp}(\Lambda)}{\det(\Lambda)} = \frac{\text{disp}(\Gamma_i)}{\det(\Gamma_i)} = \text{disp}(\mathfrak{A}).
\]

Let us summarize the results before into a single corollary.

Corollary 3.13. There is a one-to-one correspondence between the classes of irrational lattices and two-sided sequences of natural numbers, up to re-indexing or transposing.

Theorem 3.14. Let $\Lambda$ be a irrational lattice with generators $\{(1, 1), (-\Delta, -\Delta)\}$ whose continued fraction expansions are of the form $\Delta = [a_0, a_1, a_2, \ldots]$ and $-\Delta = [0, a_{-1}, a_{-2}, \ldots]$ with $a_k \in \mathbb{N}$. Then for all $i \in \mathbb{Z}$ with $a_i > 1$,
\[
L(a_i) := \frac{a_i}{4} + 1 + \frac{1}{a_i} - \frac{r}{4a_i} < \max_{0 \leq j < a_i} \frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} < L(a_i) + \frac{1}{2}.
\]
In particular, $\Lambda$ has finite dispersion if and only if the continued fraction coefficients are bounded.

Proof. By Lemma 3.10,
\[
\frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} = \frac{(1 - j + a_i + \delta)(1 + j - \Delta_i)}{a_i + \delta - \Delta_i},
\]
where $\delta = [0, a_{i+1}, a_{i+2}, \ldots] = \Delta_i - a_i$. One can easily verify that the area of the $A_i$-th box is less than that of the $(A_i + 1)$-th box when $a_i > 1$. By Lemma 3.10, this is increasing in both $\delta$ and $-\Delta_i$ for fixed $0 < j < a_i$. Since the upper and lower bound for $\delta$ and $-\Delta_i$ are 1 and 0 (which will never be obtained), for $0 < j < a_i$,
\[
\frac{(1 + a_i - j)(1 + j)}{a_i} < \frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} < \frac{(2 + a_i - j)(2 + j)}{a_i + 2}.
\]

Since $j$ can only take integer values the upper and lower bound are maximized at either the floor or ceiling of $a_i/2$. We substitute $j = (a_i \pm r)/2$ where $r \equiv a_i \mod 2$ to get
\[
\begin{align*}
\frac{1}{a_i} \left(1 + \frac{a_i}{2} \pm \frac{r}{2}\right) \left(1 + \frac{a_i}{2} \pm \frac{r}{2}\right) &< \max_{0 \leq j < a_i} \frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} < \frac{1}{a_i + 2} \left(2 + \frac{a_i}{2} \pm \frac{r}{2}\right) \left(2 + \frac{a_i}{2} \pm \frac{r}{2}\right), \\
\frac{1}{a_i} \left(\frac{a_i^2}{4} + a_i \pm \frac{r}{4}\right) &< \max_{0 \leq j < a_i} \frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} < \frac{1}{a_i + 2} \left(\frac{a_i^2 - 4}{4} + 2(a_i + 2) + 1 - \frac{r}{4}\right), \\
\frac{a_i}{4} + 1 + \frac{1}{a_i} - \frac{r}{4a_i} &< \max_{0 \leq j < a_i} \frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)} < \frac{a_i + 2}{4} + 1 + \frac{1}{a_i + 2} - \frac{r}{4(a_i + 2)}. \quad \square
\end{align*}
\]

4 Dispersion of quadratic (integer) lattices

A quadratic field is a degree 2 field extension of the rationals. They are of the form $\mathbb{Q}[\sqrt{d}]$ where $d \in \mathbb{Z}$ is square-free and consist of quadratic numbers, i.e. the roots of quadratic polynomials with integer coefficients. A quadratic integer is the root of a monic polynomial of degree 2 with integer coefficients and the ring of all quadratic integers in $\mathbb{Q}[\sqrt{d}]$ is called the ring of integers. It takes the from $\mathbb{Z}[\delta_d]$ where
\[
\delta_d := \begin{cases} 
\sqrt{d} & \text{if } d \equiv 2 \text{ or } 3 \mod 4, \\
\frac{1 + \sqrt{d}}{2} & \text{if } d \equiv 1 \mod 4.
\end{cases}
\]

Given a quadratic number $\alpha = r + s\sqrt{d} \in \mathbb{Q}[\sqrt{d}]$ we define its conjugate to be $\overline{\alpha} = r - s\sqrt{d}$. The norm and trace of a quadratic number are defined to be $N(\alpha) = \alpha \overline{\alpha}$ and $Tr(\alpha) = \alpha + \overline{\alpha}$. Over $\mathbb{Q}[\sqrt{d}]$ these functions take rational values while over $\mathbb{Z}[\delta_d]$ these functions take integer values.

3The only modification to the proof needed for Section 6 is to observe that the assumption that the lattice is not $\mathbb{Z}^2$ means that we cannot attain both bounds at the same time.
Remark 4.1. Since the norm is always an integer, Proposition 2.10 tells us in particular that the fractional part of the area of all empty axix-parallel boxes amidst the points of a quadratic lattice is the same.

To each subring $R = \mathbb{Z}[\delta] \subseteq \mathbb{Z}[\delta_d]$ of the ring of integers $\mathbb{Q}[\sqrt{d}]$ we associate the lattice

$$\Lambda = \{(\alpha, \pi) \in \mathbb{R}^2 : \alpha \in \mathbb{Z}[\delta]\} \text{ generated by } \begin{pmatrix} 1 & \delta \\ 1 & \delta \end{pmatrix}. $$

We call such lattices quadratic lattices. As $\delta = m + n\delta_d$, the determinant of a quadratic lattice must be of the form

$$\det(\Lambda) = \begin{cases} n\sqrt{d} & \text{if } d \equiv 1 \mod 4, \\ 2n\sqrt{d} & \text{otherwise}. \end{cases} \tag{10}$$

The square of this determinant is called the discriminant of $R$ and is denoted by $\text{disc}(R)$.

Notation 4.2. We denote the lattice of $\mathbb{Z}[\delta_d]$ by $\Lambda_d$.

It is well known that the continued fraction expansion of a number $\Delta \in \mathbb{R}$ is purely periodic if and only if it is a quadratic number that satisfies $1 < \Delta$ and $-1 < \Delta < 0$. We denote the continued fraction expansion of a purely periodic number by $\Delta = [\bar{a}_0, a_1, \ldots, a_{l-1}]$, where $l$ is the minimal period length. It is well-known that $-\Delta = [0, \bar{a}_1, a_2, \ldots, a_\ell]$ whenever $\Delta$ is a purely periodic quadratic number.

Lemma 4.3. The unique purely periodic generator of the subring $\mathbb{Z}[\delta] \subseteq \mathbb{Z}[\delta_d]$ is $\Delta = [-\Delta] + \delta$.

Purely periodic numbers are pretty much the only ones that can be handled without a computer. By Theorem 3.14 we only need to check the largest coefficient and any that are smaller only by 1, contained in a single period. We will see in the next theorem that purely quadratic integers are especially easy to handle because the largest coefficient not only occurs exactly once in the period, but is always twice as large as the next largest. Conveniently, the most interesting lattices for dispersion, i.e. those found in Theorems 4.6 and 5.1, are generated by purely periodic numbers.

Theorem 4.4. If $\Delta = [\bar{a}_0, a_1, \ldots, a_{l-1}]$ is a purely periodic quadratic integer, then for all $0 < i < l$,

$$a_i \leq \left\lfloor \frac{\Delta - \Delta}{2} \right\rfloor = \left\lfloor \frac{a_0}{2} - \bar{\Delta} \right\rfloor < \left\lfloor \frac{a_0}{2} + \frac{1}{a_{l-1}} \right\rfloor.$$ 

In particular,

$$a_i \leq \left\lfloor \frac{a_0}{2} \right\rfloor.$$

Proof. The proof can be found in Appendix A.

Keep in mind for the next theorem that $\text{disc}(R)$ can be computed without continued fractions.

Theorem 4.5. The dispersion of the lattice $\Lambda$ associated to a subring $R$ of the ring of integers of some quadratic field is

$$\text{disp}(\Lambda) = \left( \frac{\det(\Lambda)}{2} + 1 \right)^2 - r \frac{1}{4} = \left( \frac{\sqrt{\text{disc}(R)}}{2} + 1 \right)^2 - r \frac{1}{4},$$

where $r \equiv \det(\Lambda)^2 \mod 2$.

Proof. Let $\Delta$ be the purely periodic generator of the ring $R$ which may be found using Lemma 4.3. Using basic calculus, the maximum of $\text{Vol}(B_j) = (1 - j + \Delta)(1 + j - \Delta)$ over $0 \leq j \leq a_0$ occurs at either the floor or ceiling of $(\Delta + \Delta)/2$, which, because $a_0 = \Delta + \Delta$ is an integer, is equal to

$$\max_{0 \leq j \leq a_0} \text{Vol}(B_j) = \left(1 - \frac{\Delta + \Delta}{2} \pm \frac{r}{2} + \Delta\right)\left(1 + \frac{\Delta + \Delta}{2} \pm \frac{r}{2} - \Delta\right) = \left(1 + \frac{\Delta - \Delta}{2}\right)^2 - r \frac{1}{2} \tag{11}$$
where \( r \equiv a_0 \mod 2 \). We apply Theorem 3.14 and Theorem 4.4 to estimate

\[
\text{Vol}(B_{A_{i+j}}) \leq (\Delta - \overline{\Delta}) \left( \frac{a_i}{4} + \frac{3}{2} + \frac{1}{a_i + 2} - \frac{r}{4(a_i + 2)} \right)
\]

\[
< (\Delta - \overline{\Delta}) \left( \frac{\Delta - \overline{\Delta}}{8} + \frac{3}{2} + \frac{2}{\Delta - \overline{\Delta} + 4} - \frac{r}{2(\Delta - \overline{\Delta} + 4)} \right)
\]

for \( i \notin \mathbb{Z} \) and find that (11) will be greater than this value whenever \((\Delta - \overline{\Delta})^2 \geq 21\).

By (10) the discriminant of a subring of \( \mathbb{Z}[\overline{\delta}] \), where \( d \in \mathbb{N} \) is square free, of the form \( n^2 d \) when \( d \equiv 1 \mod 4 \) and \( 4n^2 d \) otherwise. The only values of \( \Delta \) that make \((\Delta - \overline{\Delta})^2 < 21 \) are \( \delta_5, 1 + \delta_2, 1 + \delta_3, 1 + \delta_{13}, 1 + \delta_{17}, \) and \( 1 + 2 \delta_5 \).

Because \( \Delta \) is purely periodic, \( \text{Vol}(B_{A_{i+j}}) = \text{Vol}(B_j) \) holds for all \( 0 \leq j < A_i \). In Figure 5 we plot the values of \( \text{Vol}(B_j) - (\Delta - \overline{\Delta}) \), which by Proposition 2.10 is an integer, for \( 0 \leq j \leq A_i \) in each of these cases and we see clearly that the maximum value of \( \text{Vol}(B_j) - (\Delta - \overline{\Delta}) \) occurs for some \( 0 \leq j < a_0 \), which is what we wanted. \( \square \)

Next we will obtain sharp upper and lower bounds on the dispersion of a lattice \( \Lambda \) based on the largest continued fraction coefficient of its generators which we denote by \( a \). First we observe that since

\[
[a] = \frac{a + \sqrt{a^2 + 4}}{2} \quad \text{and} \quad [-0,a] = \frac{a - \sqrt{a^2 + 4}}{2}
\]

both satisfy \( x^2 - ax + 1 = 0 \), and since

\[
[a,1] = \frac{a + \sqrt{a^2 + 4}}{2} \quad \text{and} \quad [-0,1,a] = \frac{a - \sqrt{a^2 + 4}}{2}
\]

both satisfy \( x^2 - ax + a = 0 \),

Theorem 4.5 applies to both the lattice corresponding to the sequence \((\overline{\alpha})\) and the lattice corresponding to the sequence \((a,1)\).

**Theorem 4.6.** Let \( \Lambda \) satisfy the framework at the start of Section 3 with associated sequence \( \mathcal{A} = (a_i)_{i \in \mathbb{Z}} \) and suppose that \( a = \max \mathcal{A} \). Then

\[
\text{disp}(\overline{\alpha}) \leq \frac{\text{disp}(\Lambda)}{\text{det}(\Lambda)} \leq \text{disp}(a,1).
\]

**Proof.** By Lemma 3.10 we see that

\[
\max_{0 \leq j < a_1} \frac{\text{Vol}(B_{A_{i+j}})}{\text{det}(\Lambda)} \leq \frac{(1 - j + a_i + \delta)(1 + j - \overline{\Delta}_i)}{a_i + \delta - \overline{\Delta}_i},
\]

where \( \delta = \overline{\Delta}_i - a_i \), is increasing in \( a_i, \delta, \) and \( \overline{\Delta}_i \), for \( 0 < j < a_i \) and so will be maximized when those values are as large as they can be given the restriction \( 1 \leq a_i \leq a \). This occurs at

\[
a_i = a \quad \text{and} \quad \delta = -\overline{\Delta}_i = [0,1,a],
\]

which after applying Lemma 3.10 yields the upper bound.

Assume that \( \Lambda \) is a lattice with associated sequence \( \mathcal{A} \) and \( a = \max \mathcal{A} \). If the sequence \( \mathcal{A} \) is eventually all \( a \)'s in either the positive or negative direction then, by Corollary 3.13 we may assume that \( \Delta = [\overline{\alpha}] \) and \( a_{i-1} < a \) and in particular \( \overline{\Delta} > [0,\overline{\alpha}] \), in which case, by Lemma 3.10

\[
\text{disp}(\overline{\alpha}) \leq \max_{0 \leq j < a} \frac{\text{Vol}(B_j)}{\text{det}(\Lambda)}.
\]

Assume now that the sequence is not eventually all \( a \)'s. We are going to show in several steps that \( \mathcal{A} = (a_i)_{i \in \mathbb{Z}} \) is the optimal choice. From now on we will assume that \( a_0 = a \) and \( a_1 = a \), which can be done by re-indexing via Corollary 3.13. Now assuming \( a_1 = 1 \) and all other \( a_i \) being arbitrary we see for even \( a \)

\[
\max_{0 \leq j \leq a} \frac{\text{Vol}(B_j)}{\text{det}(\Lambda)} \geq \frac{(1 - \frac{a}{2} + \Delta)(1 + \frac{a}{2} - \overline{\Delta})}{\Delta - \overline{\Delta}}.
\]
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In the following we are going to omit very lengthy calculation which can be easily checked with the help of a computer. Knowing that this function is increasing both in $\Delta$ and $-\bar{\Delta}$, the right-hand side is bounded from below if $\Delta$ and $-\bar{\Delta}$ would be as small as possible under the assumption that $a_0 = a$ and $a_1 = 1$. This is obtained when we exchange $\Delta$ by

$$\Delta' = [a,1,1,a] = a + \frac{2 - a - \sqrt{a^2 + 4a}}{2 - 4a}$$

and $-\bar{\Delta}$ by

$$-\bar{\Delta}' = [0,a,1] = -\frac{1}{2} + \frac{\sqrt{a^2 + 4a}}{2a}.$$ 

With these values we obtain

$$\max_{0 \leq j \leq a} \frac{\text{Vol}(B_j)}{\det(\Lambda)} \geq \frac{(1 - \frac{a}{2} + \Delta')(1 + \frac{a}{2} - \bar{\Delta}')}{\Delta' - \bar{\Delta}'}$$

$$= \left(\frac{8a^6 + 18a^5 - 25a^4 - 57a^3 - 32a^2 + 64a - 16)(6a^4 - 5a^3 - 31a^2 + 8a + 4)\sqrt{a^2 + 4a}}{8(4a^5 - 6a^4 - 2a^3 - 6a^2 + 6a - 1)}ight)$$

$$> 1 + \frac{(a^2 + 8)\sqrt{a^2 + 4}}{4(a^2 + 4)} = \text{disp}([\pi]),$$

where you can check the last inequality by considering their difference and see that it has no zero for any $a \geq 1$.

For odd $a$ we have the lower bound

$$\max_{0 \leq j \leq a} \frac{\text{Vol}(B_j)}{\det(\Lambda)} \geq \frac{(1 - \frac{a}{2} - \frac{1}{2} + \Delta)(1 + \frac{a}{2} + \frac{1}{2} - \bar{\Delta})}{\Delta - \bar{\Delta}},$$

and we choose the same $\Delta'$ and $-\bar{\Delta}'$, arriving at

$$\max_{0 \leq j \leq a} \frac{\text{Vol}(B_j)}{\det(\Lambda)} \geq \frac{(1 - \frac{a}{2} - \frac{1}{2} + \Delta)(1 + \frac{a}{2} + \frac{1}{2} - \bar{\Delta}')}{\Delta' - \bar{\Delta}'}$$

$$= \left(\frac{16a^7 + 36a^6 - 42a^5 - 130a^4 - 38a^3 + 102a^2 - 24a)(12a^5 - 18a^4 - 54a^3 + 26a^2 + 2a)\sqrt{a^2 + 4a}}{16(4a^5 - 6a^4 - 2a^3 - 6a^2 + 6a^2 - a)}ight)$$

$$> 1 + \frac{(a^2 + 9)\sqrt{a^2 + 4}}{4(a^2 + 4)} = \text{disp}([\pi]),$$

where you can check the last inequality again as before by considering their difference and see that it has no zero for any $a \geq 1$.

With this we can now assume that for all $i \in \mathbb{Z}$ that $a_i = a$ implies $a_{i+1} \neq 1$ and $a_i = 1$ implies $a_{i+1} \neq a$. Additionally assume $1 < a_1 < a$. The right-hand side can be bounded from below if we exchange $\Delta$ and $-\bar{\Delta}$ by

$$\Delta' = [a,a-1,1,a-1] = a - \frac{1}{2} + \frac{\sqrt{(a-1)(a+3)}}{2a-2}$$

and $-\bar{\Delta}' = [0,a,2] = -1 + \frac{\sqrt{a^2 + 2a}}{a}.$

With these choices we can show the same bound as above, but we omit the calculation since these are a bit more unpleasant than the calculations above, but work in a similar way.

We end this section with a short example that is obvious for large $a$ and can be easily verified with the computer for small $a$.

**Example 4.7.** As $a \to \infty$ the lattice generated by $\Delta = [a,a-1,1]$ and $\bar{\Delta} = [0,a-1,1]$ has dispersion equal to the upper bound of the previous theorem applied to $a - 1$ which happens as one shifts the $a$ further to infinity. This shows that the biggest maximal empty box does not necessarily appear at the largest coefficient and that there is not always a largest empty box, i.e. justifying the supremum in the definition.
5 Lattices with small dispersion

It follows directly from Theorem 4.6 that the quadratic lattices generated by $\varphi$ and $1 + \sqrt{2}$, of all lattices, have the smallest and second smallest normalized dispersion. In this section we find the lattices with $n$-th smallest normalized dispersion. These turn out to be generated by quadratic rationals rather than quadratic integers.

**Theorem 5.1.** The lattice with the smallest normalized dispersion is $\Lambda_5$ generated by

$$
\begin{pmatrix}
1 & \varphi \\
\varphi & 1
\end{pmatrix}
$$

and satisfies

$$\frac{\text{disp}(\Lambda_5)}{\text{det}(\Lambda_5)} = \frac{\varphi^3}{\sqrt{5}} = 1.89442 \ldots$$

The lattice with the second smallest normalized dispersion is $\Lambda_2$ generated by

$$
\begin{pmatrix}
1 & 1 + \sqrt{2} \\
1 & 1 - \sqrt{2}
\end{pmatrix}
$$

and satisfies

$$\frac{\text{disp}(\Lambda_2)}{\text{det}(\Lambda_2)} = \frac{3 + 2\sqrt{2}}{2\sqrt{2}} = 2.06066 \ldots$$

The lattice with the $(n + 1)$-th smallest normalized dispersion is generated by

$$
\begin{pmatrix}
1 & -\Delta \\
1 & -\Delta
\end{pmatrix}
$$

with $\Delta = \left[\frac{2,1, \ldots, 1}{2n}\right].$

The sequence consisting of the $n$-th smallest normalized dispersion converges to

$$
\frac{4 + \frac{5^{1/2}}{3}}{3} = 2.07868 \ldots
$$

which is the normalized dispersion of the lattice generated by

$$
\begin{pmatrix}
1 & -\Delta \\
1 & -\Delta
\end{pmatrix}
$$

with $\Delta = [2,1] = \varphi^2$ and $-\Delta = [0,2,1] = \varphi^{-2}.$

**Remark 5.2.** Note that the $n$-th best lattice is generated by

$$\Delta = \frac{F_{2n+4} + F_{2n+2} - \sqrt{9F_{2n+3}^2 - 4}}{2F_{2n+3}},$$

with normalized dispersion

$$1 + \frac{2F_{2n+4}}{\sqrt{9F_{2n+3}^2 - 4}}.$$

**Remark 5.3.** Another way to write the generator of the $n$-th best lattice is

$$\Delta = 1 + \frac{1}{2} \left( \frac{F_{2n}}{F_{2n+3}} + \sqrt{9 - \frac{4}{F_{2n+3}^2}} \right),$$

which features the Lagrange Numbers corresponding to the Markov triples of the form $(1, y, z)$, i.e. $1 + y^2 + z^2 = 3yz$. This suggest that there is some connection between Lagrange and Markov spectra and dispersion, which the authors did not explore any further.

We start with a lemma that will come in handy later on.

**Lemma 5.4.** For $2 < \Delta < 3$ we have

$$\lambda \Delta \left( 2 + \frac{1}{\lambda \Delta} \right) < \frac{\Delta \left( 2 + \frac{1}{\Delta} \right)}{\Delta + \frac{1}{\Delta}},$$
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if $0 < \lambda < 1$, and
\[
\frac{\lambda \Delta \left(2 + \frac{1}{\lambda \Delta}\right)}{\lambda \Delta + \frac{1}{\lambda \Delta}} > \frac{\Delta \left(2 + \frac{1}{\Delta}\right)}{\Delta + \frac{1}{\Delta}},
\]
if $1 < \lambda < 2$. In particular, if a lattice has generators $\Delta$ and $\tilde{\Delta} = -\Delta^{-1}$, then increasing $\Delta$ has the effect of increasing the volume $\text{Vol}(B_1)$, while decreasing $\Delta$ causes the opposite effect.

Proof. We begin by subtracting the right hand side from the left hand side and finding the common denominator. Since the denominator of the resulting fraction is positive, the sign of the difference, and therefore, the inequality in the statement of the lemma, depends only on the numerator:
\[
\Delta \left(2 - \Delta^2\right)\lambda + 2\Delta\right)(\lambda - 1) = \Delta \left(2 - \Delta^2\right)\left(\lambda - \frac{1 + 2\Delta}{\Delta^2 - 2\Delta}\right)(\lambda - 1).
\]
The assumption $2 < \Delta < 3$ and $\lambda < 2$ implies
\[
2\Delta - \Delta^2 < 0 \quad \text{and} \quad \lambda - \frac{1 + 2\Delta}{\Delta^2 - 2\Delta} < \lambda - 2 < 0.
\]
Thus we see that the sign of the numerator is depends only on $\lambda - 1$.

We are going break up the proof of Theorem 5.1 into several lemmas to make it more readable and to simplify notation we will use the correspondence between lattices and sequences, i.e. the sequence $(a_i)_{i \in \mathbb{Z}}$ represents the lattice generated by $\Delta = [a_0, a_1, \ldots]$ and $-\tilde{\Delta} = [0, a_{-1}, a_{-2}, \ldots]$.

Lemma 5.5. If for $\mathfrak{A} = (a_i)_{i \in \mathbb{Z}}$ there exists an $i \in \mathbb{Z}$ such that $a_i \geq 3$, then
\[
\text{disp}(\mathfrak{A}) \geq 1 + \frac{4}{\sqrt{13}} = 2.10940\ldots
\]
In particular, if a sequence is to have dispersion smaller than the limit in Theorem 5.1, it cannot contain any element larger than 2.

Proof. This follows directly by Theorem 4.6

The following lemma is a well-known, useful tool for manipulating continued fractions’ coefficients we will use heavily without reference in the upcoming lemmas.

Lemma 5.6. Increasing a continued fraction coefficient with an even index makes the number bigger while increasing a continued fraction coefficient with an odd index makes the number smaller, similarly decreasing a continued fraction coefficient with an even index makes the number smaller while decreasing a continued fraction coefficient with an odd index makes the number bigger.

In the next seven lemmas we are going to prove that the only lattices that can have dispersion less are those claimed in the theorem. Each lemma shows that if a sequence consisting of 1’s and 2’s contains a particular pattern, then its dispersion will be too big. Our strategy is to apply Corollary 3.13 to re-index the sequence so that the pattern to be eliminated is roughly centered on $a_0$ and then apply Lemma 3.10 obtain a bound on $\text{Vol}(B_1)$ by minimizing $\Delta$ and $\tilde{\Delta}$ under the assumption that they do not contain a pattern that we have previously demonstrated leads to a dispersion bigger than we want.

Lemma 5.7. Assume that $\mathfrak{A} = (a_i)_{i \in \mathbb{Z}}$ is a $(1, 2)$-sequence. If the sequence contains the pattern $(2, 1, 2)$, then
\[
\text{disp}(\mathfrak{A}) \geq \frac{1}{23} \left(41 + 4\sqrt{3}\right) = 2.08383\ldots
\]
In particular, if a sequence is to have dispersion smaller than the limit in Theorem 5.1, it cannot contain any isolated 1’s.
Proof. By Corollary 3.13 we may re-index the sequence so that \( a_{-2} = 2, a_{-1} = 1, a_0 = 2 \). With the restriction on \( \mathfrak{A} \), the minimum possible values for \( \Delta \) and \( \overline{\Delta} \) are

\[
\Delta' = [2, 2, 1] \quad \text{and} \quad \overline{\Delta}' = [0, 1, 2, 2, 1].
\]

Applying Lemma 3.10 we estimate

\[
\frac{\text{Vol}(B_1)}{\text{det}(\Lambda)} \geq \frac{(\Delta')(2 - \overline{\Delta}')}{\Delta' - \overline{\Delta}'} \geq \frac{1}{23} (41 + 4\sqrt{3}) = 2.08383 \ldots > \text{disp}(\mathfrak{A}, 2, 2, 1). \quad \square
\]

**Lemma 5.8.** Assume that \( \mathfrak{A} = (a_i)_{i \in \mathbb{Z}} \) is a \((1, 2)\)-sequence and contains no isolated 1’s. If the sequence contains the pattern \((1, 2, 1)\), then

\[
\text{disp}(\mathfrak{A}) \geq \frac{4}{15} (3 + 2\sqrt{6}) = 2.10639 \ldots
\]

In particular, if a sequence is to have dispersion smaller than the limit in Theorem 5.1, it cannot contain any isolated 2’s.

**Proof.** Again by index shifting we can assume \( a_{-1} = 1, a_0 = 2, a_1 = 1 \) and by the assumptions in the statement we must have \( a_{-2} = 1, a_2 = 1 \). Under the constrains of the lemma, the minimum possible values for \( \Delta \) and \( \overline{\Delta} \) are

\[
\Delta' = [2, 1, 1, 2, 1, 1, 1] \quad \text{and} \quad \overline{\Delta}' = [0, 1, 2, 1, 1, 1, 1, 1].
\]

Applying Lemma 3.10 we estimate

\[
\frac{\text{Vol}(B_1)}{\text{det}(\Lambda)} \geq \frac{(\Delta')(2 - \overline{\Delta}')}{\Delta' - \overline{\Delta}'} \geq \frac{4}{15} (3 + 2\sqrt{6}) = 2.10639 \ldots \quad \square
\]

**Lemma 5.9.** Assume that \( \mathfrak{A} = (a_i)_{i \in \mathbb{Z}} \) is a \((1, 2)\)-sequence and contains neither isolated 1’s nor 2’s. If the sequence contains contains at least three consecutive 2’s, then

\[
\text{disp}(\mathfrak{A}) \geq \frac{2}{2519} (1157 + 101\sqrt{210}) = 2.08068 \ldots
\]

In particular, if a sequence is to have dispersion smaller than the limit in Theorem 5.1, then the 2’s appear in isolated pairs.

**Proof.** With \( a_{-2} = 2, a_{-1} = 2, a_0 = 2, a_1 = a_1 = 1 \), the smallest that \( \Delta \) and \( \overline{\Delta} \) can be given the assumptions on \( \mathfrak{A} \) are

\[
\Delta' = [2, 1, 1, 2, 2, 2, 1, 1, 1] \quad \text{and} \quad \overline{\Delta}' = [0, 2, 2, 2, 2, 2, 2, 1, 1].
\]

yielding

\[
\frac{\text{Vol}(B_1)}{\text{det}(\Lambda)} \geq \frac{(\Delta')(2 - \overline{\Delta}')}{(\Delta' - \overline{\Delta}') \Delta'} = \frac{2}{2519} (1157 + 101\sqrt{210}) = 2.08068 \ldots \quad \square
\]

**Lemma 5.10.** Assume that \( \mathfrak{A} = (a_i)_{i \in \mathbb{Z}} \) is a \((1, 2)\)-sequence, has no isolated 1’s, and the 2’s only occur in pairs separated by 1’s. If the lengths of the stretches of 1’s that separate the 2’s do not all have the same parity, then

\[
\text{disp}(\mathfrak{A}) \geq \frac{4 + 5^{1/2}}{3}. \quad \square
\]

**Proof.** Without loss of generality \( a_{-2} = 1, a_{-1} = 2, a_0 = 2, a_1 = a_2 = \cdots = a_{2k+1} = 1 \) for some \( k \in \mathbb{N} \) and that the first stretch of 1’s in negative direction is even, i.e. \( a_{-2} = a_{-3} = \cdots = a_{-2n+1} = 1 \) and \( a_{-2n} = 2 \). The values

\[
\Delta' = [2, 2, 1] \quad \text{and} \quad \overline{\Delta}' = [0, 2, 2, 1]
\]

are as small as possible under the constraints in the statement resulting in

\[
\frac{\text{Vol}(B_1)}{\text{det}(\Lambda)} \geq \frac{(\Delta')(2 - \overline{\Delta}')}{(\Delta' - \overline{\Delta}') \Delta'} = \frac{4 + 5^{1/2}}{3} = \text{disp}(2, 2, 1) > \text{disp}(2, 2, 1). \quad \square
\]
Lemma 5.11. Assume that \( \mathcal{A} = (a_i)_{i \in \mathbb{Z}} \) is a \((1,2)\)-sequence has no isolated 1’s, the 2’s only occur in pairs separated by 1’s, and the lengths of the stretches of 1’s that separate the 2’s all have the same parity. If the lengths of the stretches of 1’s that separate the 2’s are all odd, then

\[
\text{disp}(\mathcal{A}) \geq \frac{4 + 5^{1/2}}{3}.
\]

Proof. By transforming the sequence, if necessary, we may assume that \( \Delta \) and \( \Delta' \) are of the form

\[
\Delta = [2, 1, \ldots, 1, 2, 2, \Delta_{2k+3}] \quad \text{and} \quad -\Delta = [0, 2, 1, \ldots, 1, 2, 2, -\Delta_{2l+5}],
\]

with \( l > k \). Then we have that \( \text{Vol}(B_{-1}) < \text{Vol}(B_1) \). Now

\[
\Delta' = [2, 1, \ldots, 1, 2, 2, X] < \Delta,
\]

with \( X \) being an arbitrary \((1,2)\)-sequence. If \( \mathcal{A}' \) is the sequence obtained by replacing \( \Delta \) by \( \Delta' = -\Delta^{-1} \) then we have

\[
\text{Vol}(B_{-1}) < \text{Vol}(B'_{-1}) = \text{Vol}(B'_1) < \text{Vol}(B_1),
\]

with the equality following from the symmetry of the sequence \( \mathcal{A}' \).

Now we want to simultaneously extend the number of initial 1’s in both the negative and positive direction of the sequence \( \mathcal{A}' \). Extending the initial stretch of 1’s in the positive direction has the effect of making \( \Delta' \) smaller, while doing the same in the negative direction makes \( \Delta' = -\Delta^{-1} \) larger. By Lemma 5.4 we see that the former dominates the latter. From this it follows that the smallest possible dispersion under the constraints converges to the dispersion associated to

\[
\Delta' = [2, \overline{1}].
\]

If all the stretches of 1’s are of same length we see that the assertion follows from the last bit we just did above. \( \square \)

Lemma 5.12. Assume that \( \mathcal{A} = (a_i)_{i \in \mathbb{Z}} \) is a \((1,2)\)-sequence, has no isolated 1’s, the 2’s only occur in pairs separated by 1’s, and the lengths of the stretches of 1’s that separate the 2’s are all even. If the sequence is eventually all 1’s, then

\[
\text{disp}(\mathcal{A}) \geq \frac{4 + 5^{1/2}}{3}.
\]

Proof. Without loss of generality assume \( a_{-1} = a_0 = 2, a_k = 1 \) for all \( k \in \mathbb{N} \), then

\[
\Delta = [2, \overline{1}] \quad \text{and} \quad -\Delta = [0, 2, \overline{1}],
\]

and we see that in this case the dispersion is bigger than the limit in Theorem 5.1. \( \square \)

Lemma 5.13. Assume that \( \mathcal{A} = (a_i)_{i \in \mathbb{Z}} \) is a \((1,2)\)-sequence, has no isolated 1’s, the 2’s only occur in pairs separated by 1’s, and the lengths of the stretches of 1’s that separate the 2’s are all even, and the sequence is not eventually all 1’s. If the lengths of the stretches of 1’s that separate the 2’s are not all the same, then

\[
\text{disp}(\mathcal{A}) \geq \frac{4 + 5^{1/2}}{3}.
\]

Proof. By transforming the sequence, if necessary, we may assume that \( \Delta \) and \( \Delta' \) are of the form

\[
\Delta = [2, 1, \ldots, 1, 2, 2, \Delta_{2k+3}] \quad \text{and} \quad -\Delta = [0, 2, 1, \ldots, 1, 2, 2, -\Delta_{2l+4}],
\]
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with \( l < k \). For fixed \( k \) we get that \( \Delta \) and \( \widetilde{\Delta} \) are bounded from below by

\[
\Delta' = [2, 1, \ldots, 1, 2, \overline{1}]_{2k} \quad \text{and} \quad \widetilde{\Delta}' = [0, 2, 1, \ldots, 1, 2, \overline{1}]_{2k-2}.
\]

The remainder of the proof is similar to the proof of Lemma 5.11 in that we simultaneously add two additional 1’s to the initial stretch of 1’s in \( \Delta' \) and \( \widetilde{\Delta}' \), making \( \text{Vol}(B'_1) \) smaller. Repeating this process leads to the limit in Theorem 5.1.

Applying Lemma 3.6 we can rewrite \( \Delta \) in Theorem 5.1.

\[
\Delta' = [2, 1, \ldots, 1, 2, \varphi] = \frac{F_{2k+5} \varphi + F_{2k+3}}{F_{2k+3} \varphi + F_{2k+1}} =: \frac{A(k)}{A(k-1)}
\]

and

\[
\widetilde{\Delta}' = [0, 2, 1, \ldots, 1, 2, \varphi^2] = \frac{F_{2k+1} \varphi^2 + F_{2k-1}}{F_{2k+3} \varphi^2 + F_{2k+1}} =: \frac{B(k)}{B(k-1)}.
\]

Make the substitution \( F_k = (\varphi^k - \overline{\varphi}^k)/\sqrt{5} \) and evaluate the formula in Lemma 3.10 for \( \text{Vol}(B'_1) \) to obtain

\[
\frac{\langle \Delta \rangle (2 - \langle \widetilde{\Delta} \rangle)}{\Delta' - \widetilde{\Delta}'} = \frac{2A(k)B(k) + A(k)B(k-1)}{A(k)B(k) + A(k-1)B(k-1)}
\]

\[
= \frac{\varphi^{4k}(\varphi^{13} + \varphi^9 + 2\varphi^7 + 2\varphi^4 + \varphi^2) + 4\varphi^7 + 3\varphi^4 + 2\varphi^{-1} + \varphi^{-3} + \varphi^{-4k}(1 + 5\varphi^{-3})}{\varphi^{4k}(\varphi^{12} + 1) + 2\varphi^7 + 4\varphi + \varphi^{-4k}(2\varphi + 2\varphi^{-3})}
\]

\[
= \frac{\varphi^{4k}(300\varphi + 186) + (65\varphi + 33) + \varphi^{-4k}(10\varphi - 14)}{\varphi^{4k}(144\varphi + 90) + (30\varphi + 16) + \varphi^{-4k}(6\varphi - 6)}.
\]

The numerator of the derivative of the last term with respect to \( k \) is

\[
(4k\varphi^{4k-1}(300\varphi + 186) - 4k\varphi^{-4k-1}(10\varphi - 14))(\varphi^{4k}(144\varphi + 90) + (30\varphi + 16) + \varphi^{-4k}(6\varphi - 6))
\]

\[-(\varphi^{4k}(300\varphi + 186) + (65\varphi + 33) + \varphi^{-4k}(10\varphi - 14))(4k\varphi^{4k-1}(144\varphi + 90) - 4k\varphi^{-4k-1}(6\varphi - 6)).
\]

By showing that this is negative we will see that increasing \( k \) decreases \( \text{Vol}(B'_1) \). Dividing the last term by \( 4k \), \( \varphi^{-4k-1} \) and \( \varphi^{-4k} \) does not change the sign, so we can consider the simplified term

\[
(\varphi^{8k}(300\varphi + 186) - (10\varphi - 14))(\varphi^{8k}(144\varphi + 90) + \varphi^{4k}(30\varphi + 16) + (6\varphi - 6))
\]

\[-(\varphi^{8k}(300\varphi + 186) + \varphi^{4k}(65\varphi + 33) + (10\varphi - 14))(\varphi^{8k}(144\varphi + 90) - (6\varphi - 6))
\]

\[= \varphi^{4k}(158\varphi + 116) + \varphi^{8k}(1584\varphi + 1008) - \varphi^{12k}(582\varphi + 354),
\]

which is negative for \( k > 1 \).

We have now eliminated the possibility that any two-sided sequence other than those proposed in Theorem 5.1 can have dispersion smaller than the limit. We finish the proof of the theorem with the following lemma.

**Lemma 5.14.** The sequence \((\text{disp}(2, 1, \ldots, 1, 2))_n\) is increasing with limit

\[
\frac{4 + 5^{1/2}}{3} = 2.07868\ldots
\]

**Proof.** This follows directly from Lemma 5.4.
6 Periodic Dispersion

A rational lattice in the unit square is a point set of the form \( P_n = \{(\{k\alpha\}, k/n), 0 \leq k < n\} \subseteq [0,1]^2 \), where \( 0 < \alpha < 1 \) and \( \{k\alpha\} \) denotes the decimal part of \( k\alpha \). In the special case \( \alpha = p/n \) with \( p \) and \( n \) relatively prime, we call \( P_n \) a rank-1 lattice. Such a point set can be realized as a subset of the lattice \( \Lambda \subset \mathbb{R}^2 \) with matrix representation

\[
\begin{pmatrix}
\alpha & -1 \\
n^{-1} & 0
\end{pmatrix}.
\]

These point sets where studied in [1] within the context of periodic dispersion. In [12] it was shown that \( d \) is a lower bound for the normalized periodic dispersion in the \( d \)-dimensional case. There authors showed that Fibonacci lattices defined by

\[
F_m = \left\{ \left( \left\lfloor \frac{kF_{m-2}}{F_m} \right\rfloor, \frac{k}{F_m} \right), 0 \leq k < F_m \right\},
\]

have optimal normalized periodic dispersion of 2 for all \( m \in \mathbb{N} \) and moreover, they are the only rank-1 lattices that achieve this. In this section we will modify our framework to give an alternative proof of this result. We want to be connected to Zaremba’s long-standing conjecture. This conjecture is already known to be connected to \( L^2 \)-discrepancy, which is another measure for the uniformity of points, see for example [9].

**Conjecture 6.1** (Zaremba). There exists an absolute constant \( A \) such that for all \( N \in \mathbb{N} \) there is an \( \alpha \in \mathbb{N} \) relatively prime to \( N \) such that all continued fraction coefficients of \( \frac{\alpha}{N} \) are less than \( A \). (The choice \( A = 5 \) is compatible with the numerical evidence.)

When we normalize the matrix representing a rational lattice in order to fit it into the framework of Section 3 we obtain

\[
\begin{pmatrix}
1 & -\Delta \\
-1 & \Delta
\end{pmatrix} = \begin{pmatrix}
\alpha^{-1} & 0 \\
0 & n
\end{pmatrix} \begin{pmatrix}
\alpha & -1 \\
n^{-1} & 0
\end{pmatrix} = \begin{pmatrix}
1 & -\alpha^{-1} \\
1 & 0
\end{pmatrix}.
\]

Unfortunately, the lattice generated by this matrix certainly has multiple points on horizontal lines and if \( \alpha \) is rational we have multiple points on vertical lines as well. Therefore, without modifying our framework, we are unable to handle these lattices.

To simplify the matter we a going to assume that the matrix that generates the lattice already has the form that we want. Thus, we do not have to worry about modifying Lemma 2.7. Lemma 2.8 already fits in the modified framework and gives us a starting box for Proposition 3.4. Once we modify Proposition 3.4 in such a way as to allow the sequences associated to lattices to terminate in one or both directions, the remainder of section 3 will follow without any significant differences, in particular Theorem 3.14 holds.

Note that for a finite continued fraction we have \([a_0, a_1, \ldots, a_k + 1] = [a_0, a_1, \ldots, a_k, 1] \). By excluding the sequence consisting of a single 1, i.e. excluding the trivial case \( \Lambda = \mathbb{Z}^2 \), we may always assume that the sequence terminates in 1 and, by applying Lemma 3.8 that \( \Delta < 0 \).

**Proposition 6.2** (Modification of Proposition 3.4). Let \( \Lambda \) be the lattice generated by \((1, 1)\) and \((-\Delta, -\bar{\Delta})\), where \( 1 \leq \Delta \) and \(-1 \leq \bar{\Delta} < 0\) are possibly rational. For all \( n \in [A_{i-1}, A_{i+1}] \) such that \( B_n \in \mathcal{B} \) write \( n = A_i + j \), where \( 0 \leq j < a_i \), then the left and right sides of the \( n \)-th box in \( \mathcal{B} \) are given by

\[
\alpha_n = \begin{cases} 
p_i - q_i\Delta & \text{if } i \text{ is odd}, 
q(p_i - q_i\Delta) + (p_{i-1} - q_{i-1}\Delta) & \text{if } i \text{ is even},
\end{cases}
\]

\[
\beta_n = \begin{cases} 
p_i - q_i\Delta & \text{if } i \text{ is odd}, 
q(p_i - q_i\Delta) + (p_{i-1} - q_{i-1}\Delta) & \text{if } i \text{ is even}.
\end{cases}
\]

**Proof.** By the previous lemma \( B_0 \) is a maximal empty box and trivially satisfies the proposition. Following the proof of Proposition 3.4 if \( B_n \) is a maximal empty box and satisfies the assertion \( B_{n+1} \) will satisfy it as well as
long as \( \alpha_n + \beta_n \neq 0 \). This is the case until the continued fraction algorithm terminates which occurs exactly at \( n = A_{k+1} \). Again, not unlike the second part of the proof of Proposition 3.4 for negative \( n \), we can convert the up statement into a down statement. The proof for negative \( n \) is then a facsimile to the positive case. \( \square \)

With our machinery we are able to give an easy proof of the main theorems in [1].

Theorem 6.3. Let \( m \geq 3 \) be an integer. The Fibonacci lattice \( F_m \) satisfies

\[
\text{disp}(F_m) = \frac{2}{F_m}.
\]

Furthermore, no other rank-1 lattice achieves this bound.

Proof. The Fibonacci lattice corresponds to the planar lattice generated by

\[
\begin{pmatrix}
1 & -F_{m-1} \\
1 & F_{m-2}
\end{pmatrix},
\]

where \( \frac{F_m}{F_{m-2}} = [1, \ldots, 1] \). For this we can calculate all maximal empty boxes to be for \( 0 \leq k \leq m-3 \)

\[
\text{Vol}(B_k) = \left(1 + \frac{F_{m-k-1}}{F_{m-k-2}}\right) \left(1 + \frac{F_{k+1}}{F_{k+2}}\right) \left(\frac{F_{m-k-1}}{F_{m-k-2}} + \frac{F_{k+1}}{F_{k+2}}\right)^{-1}
\]

\[
= \frac{F_{m-k}F_{k+3}}{F_{m-k-1}F_{k+2} + F_{m-k-2}F_{k+1}}
\]

\[
= \frac{F_{m-k}F_{k+3}}{F_m},
\]

having its maximum at \( k = 0 \) and \( k = m-3 \). By Theorem 3.14 we directly see that any other rank-1 lattice has to have a higher dispersion as the continued fractions coefficients of the associated generators are larger than 1. (see Table 1 in the Appendix) \( \square \)

Remark 6.4. The Fibonacci lattice can be realized by taking the points from lattice generated by the matrix

\[
\frac{1}{F_m} \begin{pmatrix}
F_{m-2} & -F_m \\
1 & 0
\end{pmatrix}
\]

that are in the unit square. The authors of [1] also observed that by scaling and translating the points from that lattice contained in the region \([-1, 1] \times [0, 1]\) one can also achieve optimal periodic dispersion and asked if there there were other lattice point sets that are optimal. Our framework can be used to show that the only other lattice point set (up to transformation by the symmetries of the square) that achieves optimal periodic dispersion is the one obtained by scaling and translating the part of the lattice contained in \([-1, 1]^2\). This point set was studied in the context of battleships in [4].

The connection to Zaremba’s Conjecture will require the following lemma.

Lemma 6.5. Let \( p/n = [0, a_1, \ldots, a_k, 1] \) be a finite continued fraction then there is a rank-1 lattice of size \( n \) having the same periodic dispersion equal to the size of the largest maximal empty box in the lattice generated by

\[
\begin{pmatrix}
1 & -\frac{p}{n} \\
1 & 0
\end{pmatrix},
\]

normalized by the determinant divided by \( n \).
Proof. Consider the dispersion equivalent matrix
\[
\begin{pmatrix}
\frac{p}{n} & -1 \\
\frac{1}{n} & 0
\end{pmatrix} \cdot \begin{pmatrix}
1 & 0 \\
0 & \frac{1}{n}
\end{pmatrix} = \begin{pmatrix}
\frac{p}{n} & 0 \\
\frac{1}{n} & \frac{1}{n}
\end{pmatrix},
\]
call this lattice \( \Lambda \) and draw the box \([0,1)^2\). So the points inside this square are equal to \( P_n \). Since \((0,0), (1,0), (0,1), \) and \((1,1)\) are in \( \Lambda \) we see that
\[
\Lambda = P_n + \mathbb{Z}^2.
\]
Now, we see that every maximal box in \( \Lambda \) directly corresponds to a periodic maximal box in \( [0,1)^2 \) amongst the points \( P_n \). Finally, infinite strips in the lattice do correspond to boxes of size \( 1/n \) in \( [0,1)^2 \) which are essentially not maximal there, since they can directly be extended to maximal boxes of size \( 2/n \).

**Theorem 6.6.** Zaremba’s Conjecture is true if and only if there is a positive constant \( C \) such that for all \( n \in \mathbb{N} \) there exists some \( p \in \mathbb{N} \), co-prime to \( n \), such that the rank-1 lattice \( P_n = \{(kp/n, k/n), 0 \leq k < n \} \subseteq [0,1)^2 \) has
\[
\text{disp}_{\mathbb{R}}(P_n) < \frac{C}{n}.
\]

Proof. Assume Zaremba’s Conjecture is true with some \( A \in \mathbb{N} \). For all \( n \in \mathbb{N} \) then there is a \( p \in \mathbb{N} \) such that \( p/n = [0,a_1,\ldots,a_k,1] \) with \( a_i \leq A \). By the upper bound of Theorem 3.14 we get that the biggest maximal empty box of the lattice \( \Lambda \) generated by
\[
\begin{pmatrix}
1 & -\frac{n}{p} \\
1 & 0
\end{pmatrix},
\]
has area smaller than
\[
C := \frac{A}{4} + \frac{3}{2} + \frac{1}{A+2}.
\]
Thus, by Lemma 6.5 we know that the corresponding rank-1 lattice \( P_n \) fulfills
\[
\text{disp}_{\mathbb{R}}(P_n) < \frac{C}{n}.
\]
Now assume that there exists some absolute constant \( C \) such that for every \( n \in \mathbb{N} \) there exists some \( p \in \mathbb{N} \), co-prime to \( n \), for which the rank-1 lattice \( P_n = \{(kp/n, k/n), 0 \leq k < n \} \subseteq [0,1)^2 \) satisfies
\[
\frac{C}{n} < \text{disp}_{\mathbb{R}}(P_n) = \frac{1}{n} \max_{0 \leq k < n} \max_{0 \leq j < a_k} \frac{\text{Vol}(B_{A_i+j})}{\det(\Lambda)},
\]
where the lattice \( \Lambda \) is defined as in the statement of Lemma 6.5. Applying the lower bound of Theorem 3.14 we see that the continued fraction coefficients of \( p/n = [a_1,\ldots,a_k,1] \) must have
\[
C > a_i + 1 + \frac{1}{a_i} - \frac{1}{4a_i} > a_i + 1,
\]
which gives \( a_i < 4C \). We conclude that Zaremba’s Conjecture holds with constant \( A = 4C \).

7 Conclusions and future work

Because our results rely so heavily on the continued fraction expansion of the generators of a lattice and since most numbers do not have a well-behaved expansion, finding the exact dispersion of a lattice is hard. The easiest to handle are quadratic lattices, where the dispersion depends only on the discriminant of the underlying ring (or of the determinant of the lattice). Fortunately, the most of the interesting lattices are quadratic lattices. After that, the dispersion of lattices whose associated sequence is periodic can be calculated explicitly with the help of a computer and the lattices with lowest dispersion are of this type. Another case we can handle are lattices...
The optimal two-dimensional and the conjectured optimal three-dimensional lattice are associated to the ring of integers of the real number field \( \mathbb{Q} \). The author conjectures that the dispersion will have optimal dependence on \( d \). It may be possible to compute the dispersion of these fields directly for all \( d \).

We would like to investigate the connection to the Markov and Lagrange spectrum. Interestingly, in [10] the author considered the dispersion of 1-dimensional sequences and showed that sequences associated with \( \phi \) and \( \sqrt{2} \) give the best possible constants. The author of [3] was able to show that a larger associated Markov constant does not automatically imply larger dispersion, as one might expect by the findings in [10]. Furthermore, in [11] a bigger family of pairs that share this property. Note that the numbers of best possible dispersion the author found therein do not match the values we found in section 5.1.

Well-known objects in Algebraic number theory seem to produce very good lattices with respect to dispersion. The methods used in [1] do not rely on continued fractions to compute the dispersion of an integral lattice, instead they use what they call a splitting argument. It is possible that dispersion could be connected to other conjectures.

We would like to obtain good bounds for the dispersion of such lattices in terms of the discriminant of the underlying number ring. However, several things in the two-dimensional case do not generalize to higher dimensions. For one, in two-dimensions any box is completely determined by two opposing points, while in higher dimensions you could need up to \( d - 1 \) opposing points. Continued fractions also do not generalize to higher dimensions, so if our methods were to be adapted one would need to work with a higher dimensional generalization of continued fractions. Also, it is not clear whether or not it is possible to translate a maximal empty axis-parallel box so that it is strictly contained in another empty box.

We have used the dispersion package developed by Benjamin Sommer, which will be available at some point later, to estimate the dispersion of the lattices associated with the rings of integers of cubic fields with small discriminant. There is a definite correlation between the discriminant and the dispersion of the lattice, but the authors cannot tell if it is linear as in the quadratic case. The cubic lattice with lowest discriminant is associated to the ring of integers of the splitting field \( \mathbb{Q}[2 \cos(\pi/7)] \) of the polynomial \( x^3 - x^2 - 2x + 1 \), which has generating matrix

\[
2 \begin{pmatrix}
\cos(\frac{\pi}{7}) & \cos(\frac{3\pi}{7}) & \cos(\frac{5\pi}{7}) \\
\cos(\frac{3\pi}{7}) & \cos(\frac{5\pi}{7}) & \cos(\frac{7\pi}{7}) \\
\cos(\frac{5\pi}{7}) & \cos(\frac{7\pi}{7}) & \cos(\frac{9\pi}{7})
\end{pmatrix}.
\]

The only possible values for the normalized volume of maximal empty axis-parallel boxes amidst this lattice are roughly 2.74224, 2.92038, and 3.38423. This means that, for this lattice, the normalized dispersion is 3.38423..., which we conjecture to be the best possible dispersion for three-dimensional lattices.

The optimal two-dimensional and the conjectured optimal three-dimensional lattice are associated to the ring of integers of the real number field \( \mathbb{Q}[2 \cos(\pi/5)] \) and \( \mathbb{Q}[2 \cos(\pi/7)] \). These are special cases of the real number fields \( \mathbb{Q}[2 \cos(\pi/(2d + 1))] \) where \( 2d + 1 \) is prime and \( d \) is the dimension of the lattice. We have also verified that, for small \( d \), this field has the smallest discriminant when \( d \) is also prime (a prime \( d \) such that \( 2d + 1 \) is also prime is called a Sophie Germain prime). The authors conjecture that the dispersion of these lattices will have the optimal dependence on \( d \). It may be possible to compute the dispersion of these fields directly for all \( d \).
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A Proof of Proposition 4.4

Lemma A.1. For $\Delta = [a_0, a_1, \ldots, a_{l-1}]$ being a purely periodic quadratic integer, corresponding to the polynomial $x^2 - tx + n$, we have $(-1)^i N(p_i - q_i \Delta) = 1$ if and only if $i \in \mathbb{Z}$. In addition, if $\Delta$ is a purely periodic quadratic number the if part still holds.

Proof. Let $\Delta$ be a purely periodic quadratic number. We begin by rewriting $\Delta_i$ with the help of Lemma 3.6 as

$$\Delta_i = \frac{-\Delta q_i - p_{i-1}}{\Delta q_i - p_i} = \frac{-\Delta q_i - p_{i-1}}{\Delta q_i - p_i} \cdot \frac{\Delta q_i - p_i}{\Delta q_i - p_i} + \frac{p_{i-1} \Delta - p_{i-1} q_i \Delta}{N(p_i - \Delta q_i)}$$

$$= \frac{(-p_i p_{i-1} - \Delta \Delta q_i - p_{i-1}) + p_{i-1} q_i \Delta + p_{i-1} q_i \Delta}{N(p_i - \Delta q_i)} + \frac{p_{i-1} q_i \Delta - p_{i-1} q_i \Delta}{N(p_i - \Delta q_i)}$$

$$= \frac{(-p_i p_{i-1} - n q_i q_i - t p_{i-1} q_i) + (-p_i + p_{i-1} q_i) \Delta}{N(p_i - \Delta q_i)}$$

$$= \frac{(-1)^i (p_i p_{i-1} + n q_i q_i - t p_{i-1} q_i) + \Delta}{N(p_i - \Delta q_i)}$$

Therefore, $m_i + \Delta = (-1)^i N(p_i - \Delta q_i) \Delta$.

Comparing coefficients it follows that $m_i = 0$ and $(-1)^i N(p_i - \Delta q_i) = 1$.

Assume in addition that $\Delta$ is a quadratic integer, then we certainly have $m_i = (-1)^i (p_i p_{i-1} + n q_i q_i - t p_{i-1} q_i) \in \mathbb{Z}$. Assume now that $(-1)^i N(p_i - \Delta q_i) = 1$, meaning $\Delta_i = m_i + \Delta$. Both $\Delta_i$ and $\Delta_i$ are purely periodic which implies $0 < \Delta < 0$ and $0 < m_i + \Delta < 0$. Since $m_i \in \mathbb{Z}$ this can only be the case if $m_i = 0$, showing $\Delta_i = \Delta$ which is only the case if $i \in \mathbb{Z}$.

Lemma A.2. Let $\Delta = [a_0, a_1, \ldots, a_{l-1}]$ be a purely periodic quadratic number. Then for all $i \in \mathbb{Z}$

$$|N(p_i - q_i \Delta)| = |N(p_{i+kl} - q_{i+kl} \Delta)|.$$ (15)

Proof. This follows directly from

$$\Delta_i = \frac{p_i - q_i \Delta}{p_i - q_i} = p_{i+1} - q_{i+1} \Delta \quad \text{and} \quad p_i - q_i \Delta(p_i - q_i) = (-1)^i (p_{i-l} - q_{i-l}).$$ (16) (17)

Equality (16) is obviously true for $i = 0$. Noting that $a_i = a_{i+1}$ and calculating

$$\Delta_i = \frac{p_{i+1} - q_{i+1} \Delta}{p_i - q_i}$$

$$= (a_i p_i + p_{i-1} - (a_i q_i + q_{i-1}) \Delta)(p_i - q_i \Delta)$$

$$= (a_i (p_i - q_i \Delta) + (p_{i-1} - q_{i-1} \Delta))(p_i - q_i \Delta)$$

$$= a_{i+1}(p_{i+1} - q_{i+1} \Delta) + p_{i+1} - q_{i+1} \Delta$$

$$= (a_{i+1} p_{i+1} + p_{i+1} - q_{i+1} \Delta) - (a_{i+1}(q_{i+1} + q_{i+1} \Delta)$$

$$= p_{i+1} - q_{i+1} \Delta,
we see by induction that \(10\) holds for \(i \in \mathbb{N}_0\). Equality \(17\) follows similarly with the help of the identity

\[
(p_i - q_i \Delta) = (\bar{p}_{-i} - \bar{q}_{-i} \Delta) = (-1)^i (p_{-i} - q_{-i} + a_0 (a_0 - \Delta)) = (-1)^i (p_{-i} - q_{-i} \Delta).
\]

(18)

So, we have that

\[
(p_i - q_i \Delta)^k = (p_{kl} - q_{kl} \Delta)
\]

and together with equation \(17\) arrive at the assertion.

\[
\square
\]

Lemma A.3. For \(i \in \mathbb{Z}\), let \(p_i/q_i\) be the \(i\)-th convergent of the purely periodic number \(\Delta\). Then

\[
\frac{\Delta - \bar{\Delta}}{a_i + 2} \leq |N(p_i - q_i \Delta)| \leq \frac{\Delta - \bar{\Delta}}{a_i}
\]

Proof. We begin by calculating

\[
|N(p_i - q_i \Delta)| = |(p_i - q_i \Delta)(p_i - q_i \bar{\Delta})| = |(p_i - q_i \Delta)(p_i - q_i (\bar{\Delta} - \Delta + \Delta))| = |(p_i - q_i \Delta)(p_i - q_i (\bar{\Delta} - \Delta))| = |(p_i - q_i \Delta)^2 - q_i (p_i - q_i \bar{\Delta})(\bar{\Delta} - \Delta)| = |(p_i - q_i \Delta)^2 + q_i (p_i - q_i \bar{\Delta})(\Delta - \bar{\Delta})|
\]

and in the same way

\[
|N(p_i - q_i \Delta)| = |(p_i - q_i \bar{\Delta})^2 + q_i (p_i - q_i \bar{\Delta})(\Delta - \bar{\Delta})|,
\]

we need both equalities to be able to deal with both positive and negative values of \(i\).

With the previous lemma and \(8\), as well as \(a_i = a_{i+kl}\) we get

\[
|N(p_i - q_i \Delta)| = |N(p_{i+kl} - q_{i+kl} \Delta)| \leq \frac{1}{a_i^2 q_{i+kl}^2} + \frac{\Delta - \bar{\Delta}}{a_i}.
\]

Since this is true for arbitrary large \(k \in \mathbb{Z}\), we obtain the upper bound

\[
|N(p_i - q_i \Delta)| \leq \frac{\Delta - \bar{\Delta}}{a_i}.
\]

Using the reverse triangle inequality we get the lower bound

\[
|N(p_i - q_i \Delta)| = |(p_i - q_i \Delta)^2 + q_i (p_i - q_i \bar{\Delta})(\Delta - \bar{\Delta})| \geq |q_i (p_i - q_i \bar{\Delta})(\Delta - \bar{\Delta})| - |(p_i - q_i \Delta)^2|
\]

and

\[
|N(p_i - q_i \Delta)| = |(p_i - q_i \bar{\Delta})^2 + q_i (p_i - q_i \bar{\Delta})(\Delta - \bar{\Delta})| \geq |q_i (p_i - q_i \bar{\Delta})(\Delta - \bar{\Delta})| - |(p_i - q_i \bar{\Delta})^2|.
\]

With this we get

\[
|N(p_i - q_i \Delta)| = |N(p_{i+kl} - q_{i+kl} \Delta)| \geq \frac{\Delta - \bar{\Delta}}{a_i + 2} - \frac{\Delta - \bar{\Delta}}{a_i^2 q_{i+kl}^2},
\]

which, again, holds for arbitrarily large \(k \in \mathbb{Z}\) and we arrive at

\[
|N(p_i - q_i \Delta)| \geq \frac{\Delta - \bar{\Delta}}{a_i + 2}.
\]

\[
\square
\]

With this result used for purely periodic quadratic integers, we can finally give a proof of Theorem 4.4.
Proof of Theorem 4.4. Assume to the contrary that \( a_i > \frac{\Delta - \overline{\Delta}}{2} \). By the previous lemma we obtain

\[
|N(p_i - q_i \Delta)| \leq \frac{\Delta - \overline{\Delta}}{a_i} < 2.
\]

Since the norm of a quadratic integer has to be an integer value we have \(|N(p_i - q_i \Delta)| = 1\), but as seen in Lemma [A.1] this can only be the case if \( i \in \mathbb{Z} \). This leads to a contradiction to the choice of \( 0 < i < l \). The rest of the statement follows from \( a_0 = \Delta + \overline{\Delta} \).

As corollary we get the assertion about \( \sqrt{d} \).

**Corollary A.4.** The continued fraction expansion of \( \sqrt{d} = [a_0, a_1, \ldots, a_{l-1}, 2a_0] \) satisfies \( a_i \leq a_0 \) for all \( 0 < i < l \).

**Proof.** It is well known that the continued fraction expansion of \( \sqrt{d} \) is given by \( [a_0, a_1, \ldots, a_{l-1}, 2a_0] \). The remainder follows directly from \( \lfloor \sqrt{d} \rfloor + \sqrt{d} = [2a_0, a_1, \ldots, a_{l-1}, 2a_0] \) is a purely periodic quadratic integer.

We want to state a conjecture on all coefficients of such \( \Delta \).

**Conjecture A.5.** Let \( \Delta = [a_0, a_1, \ldots, a_{l-1}] \) be a purely periodic quadratic integer and let \( \mathcal{C}(\Delta) = \{a_0, a_1, \ldots, a_{l-1}\} \). Then the \( n \)-th largest element \( w_n \) of \( \mathcal{C}(\Delta) \) satisfies

\[
w_n \leq \frac{a_0}{n}.
\]
B Figures

Figure 1: The box $B_0$ with the fundamental, the parallelepiped $P$ generated by the basis $\{(1,1),(-\Delta,-\bar{\Delta})\}$ shown in light gray, and the lower left corner, $L$, and upper right corner, $R$, shown in dark gray.

Figure 2: The partitions in the proof of Lemma 2.10. The white boxes to the left and right of the $y$-axis are $B(\alpha_n)$ and $B(\beta_n)$ respectively. The dark gray boxes inside $B_0$ and $B_1$ are $C_{0,1}$ and $D_{1,1}$ respectively; these regions are translates. The light gray boxes inside $B_0$ and $B_1$ are $C_{0,2}$ and $D_{0,2}$ respectively; these regions are the same. The area of $B(\alpha_n)$ is $|\alpha_n\bar{\alpha}_n|$, the area of $B(\beta_n)$ is $|\beta_n\bar{\beta}_n|$, and the area of gray regions within $B_0$ and $B_1$ is equal to $\Delta - \bar{\Delta}$. 
\[ \Delta = 1 + \delta_{13} = \left[ \frac{3}{1} \right], \quad (\Delta - \overline{\Delta})^2 = 13 \]

\[ \Delta = 1 + 2\delta_{5} = \left[ \frac{4}{1} \right], \quad (\Delta - \overline{\Delta})^2 = 20 \]

Figure 3: The boxes corresponding to the first period of \( \Delta \) for two different lattices with the largest box(es) in gray. Notice that number of largest boxes depends on the parity of \((\Delta - \overline{\Delta})^2\). See Figure 5 for the continued fraction expansion of the generators of the lattices.

Figure 4: A plot of \((n, |N(\alpha_n)| + |N(\beta_n)|)\) for \( \Delta = 6 + \delta_{217} = [13, 1, 6, 2, 3, 4, 1, 1, 1, 4, 3, 2, 6, 1] \) and \(0 \leq n \leq 50\). Lemma 2.10 together with the fact that \( \Delta \) is purely periodic tells us that the area of any maximal empty axis-parallel box \( B \) amidst the points of the lattice generated by \( \{(1, 1), (-\Delta, -\overline{\Delta})\} \) is equal to one of \(|N(\alpha_n)| + |N(\beta_n)| + \Delta - \overline{\Delta}\), where \(0 \leq n \leq 50\). The height of black points represent the norm part of the volume of the \( B_n \) when \( n = A_i \), the left and right points bounding these boxes correspond to convergents of \( \Delta \). The hollow points appear on parabolas between the black points (one of \( \alpha_n \) or \( \beta_n \) corresponds to a semiconvergent of \( \Delta \)). Theorem 3.14 estimates the height of the parabolas based on the gaps between the black points, i.e. the continued fraction coefficients. An upper bound on the length of gaps between the black points is calculated in Theorem 4.4.
Figure 5: The explicit cases of Theorem 4.5 that need to be checked. Notice that the highest dot appears between the first two black dots.

| $\max_{i \in \mathbb{Z}} a_i$ | $L(a_i)$ | $\text{disp}(\bar{a})$ | $\text{disp}(a, 1)$ | $U(a_i)$ |
|-------------------------------|---------|---------------------|---------------------|---------|
| 2                             | 2       | 2.06066             | 2.1547             | 2.25    |
| 3                             | 2       | 2.1094              | 2.30931            | 2.4     |
| 4                             | 2.25    | 2.34164             | 2.59099            | 2.66667 |
| 5                             | 2.4     | 2.48556             | 2.78885            | 2.85714 |
| 6                             | 2.66667 | 2.73925             | 3.06559            | 3.125   |
| 7                             | 2.85714 | 2.92305             | 3.27921            | 3.33333 |
| 8                             | 3.125   | 3.18282             | 3.55155            | 3.6     |
| 9                             | 3.33333 | 3.38624             | 3.7735             | 3.81818 |
| 10                            | 3.6     | 3.64757             | 4.04256            | 4.08333 |
| 25                            | 7.28    | 7.29987             | 7.75931            | 7.77778 |
| 50                            | 13.52   | 13.53               | 14.0096            | 14.0192 |
| 75                            | 19.76   | 19.7667             | 20.2532            | 20.2597 |
| 100                           | 26.01   | 26.015              | 26.5049            | 26.5098 |
| 150                           | 38.5067 | 38.51               | 39.0033            | 39.0066 |
| 200                           | 51.005  | 51.0075             | 51.5025            | 51.505  |
| 500                           | 126.002 | 126.003             | 126.501            | 126.502 |
| 1000                          | 251.001 | 251.001             | 251.5              | 251.501 |

Table 1: The lower bounds and upper bounds from Theorem 3.14 and Theorem 4.6 rounded to 5 decimal places.