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Abstract—Image registration is a fundamental task for medical imaging. Resampling of the intensity values is required during registration and better spatial resolution with finer and sharper structures can improve the resampling performance and hence the registration accuracy. Super-resolution (SR) is an algorithmic technique targeting at spatial resolution enhancement which can achieve an image resolution beyond the hardware limitation. In this work, we consider SR as a preprocessing technique and present a CNN-based resolution enhancement module (REM) which can be easily plugged into the registration network in a cascaded manner. Different residual schemes and network configurations of REM are investigated to obtain an effective architecture design of REM. In fact, REM is not confined to image registration, it can also be straightforwardly integrated into other vision tasks for enhanced resolution. The proposed REM is thoroughly evaluated for deformable registration on medical images quantitatively and qualitatively at different upscaling factors. Experiments on LPBA40 brain MRI dataset demonstrate that REM not only improves the registration accuracy, especially when the input images suffer from degraded spatial resolution, but also generates resolution enhanced images which can be exploited for successive diagnosis.

Index Terms—Cascaded network, deformable registration, resolution enhanced registration, super-resolution

I. INTRODUCTION

DEFORMABLE image registration is a technique aiming for establishing dense spatial correspondence within an image pair based on structure or intensity similarity [1]–[4]. It is a fundamental task for many medical applications such as detecting temporal anatomical changes, analyzing variability across populations, and multi-modality fusion. Most of the conventional deformable registration algorithms deal with an objective function $J$ formulated as

$$J = D(F(x), \phi \circ M(x)) + \lambda R(\phi).$$

(1)

The data fidelity term $D$ measures the alignment between the fixed image $F$ and the transformed moving image $\phi \circ M$ based on such as L2 error norm, mutual information, and cross correlation. The dense deformation field $\phi$ maps the coordinates of the fixed image $F$ to the coordinates of the moving image $M$ and the symbol $\circ$ acts as resampling of the moving image $M$ with $x \in \mathbb{R}^3$ in the 3D Cartesian coordinate system. $R$ indicates the regularization term which imposes some specified constraint on the deformation field such as smoothness.

Different from most of the registration methods which concern either the biomedical constraints such as diffeomorphism [5]–[7] or computational acceleration [8]–[10], we look into the registration problem from another perspective. Since resampling of the intensity values of the moving image is required during image registration, images containing finer and sharper structures in larger image grid would push the registration accuracy towards a higher limit. To this end, super-resolution (SR), which is an algorithm-based technique dedicated to spatial resolution enhancement, is leveraged as a preprocessing step to pave the way for a better registration performance especially when the input image pair suffers from degraded spatial resolution.

Due to the success of deep learning, in this work we propose a CNN-based resolution enhancement module (REM) using residual learning. It can be easily plugged into the registration network in a cascaded manner. Note that the proposed cascaded framework is not confined to image registration, REM can also be applied to other vision tasks such as image segmentation, object detection, and scene recognition either by employing some coupling techniques such as auxiliary loss or by a straightforward cascade. The contributions of our work are summarized in the following:

- A lightweight resolution enhancement module (REM) based on residual CNN is presented which can be easily integrated into vision networks as preprocessing for augmented resolution. To achieve an efficient architecture design, different residual schemes and network configurations of REM are investigated.
- An auxiliary loss is introduced into the cascaded registration network to empower multi-hierarchical supervision and strengthen the fidelity of the output.
- The proposed REM and the cascaded framework are thoroughly evaluated based on two registration networks FDRN [9] and VoxelMorph [10] for different upscaling factors quantitatively and qualitatively. Experiments show that REM improves not only the registration accuracy but also produces super-resolved images which can be utilized for further analysis.

II. RELATED WORK

A. Deformable Image Registration

In the literature, deformable registration can be classified into two categories based on the model of the deformation field, either by the use of displacement vector field (DVF)
d(x) or the velocity vector field \( v(x, t) \). The former category models the spatial transformation as a linear combination of the identity transform \( x \) and the DVF: \( \phi = x + d(x) \) with \( d(x) \) representing the spatial offsets between the corresponding voxels in the fixed and the moving images [9]–[13]. Generally, the DVF-based deformation model might have difficulty in dealing with registration of large deformations as the transformation is linearized around the coordinate system of the moving image. While the latter one concerns the invertibility of the transformation [5]–[8], [19] by involving biomedical constraints such as diffeomorphism, topology preservation, inverse consistency, and symmetry on the deformation field. Specially, deformable registration is considered as a variational problem and \( \phi \) is formulated as a definite integral of the velocity vector field \( v(x, t) \). However, despite of the categories, most of these work address the registration problem either from the perspective of applying different biomedical constraints or from the aspect of computational acceleration, we look into the registration problem from the view of resolution enhancement, which is effective and promising especially when the input images suffer from low spatial resolution.

**B. Image Super-Resolution**

In the last few decades, image SR has been intensively investigated from frequency domain [20], [21] to image domain [22]–[34], from conventional optimization-based methods [22]–[28] to more recently emerged deep learning-based approaches [29]–[34]. Usually, the conventional SR methods perform iterative optimization and require multiple low-resolution (LR) images of the same scene captured under certain geometric offsets to restore the high-resolution (HR) counterpart. On the contrary, the learning-based approaches “hallucinate” the high-frequency details from a single LR input exclusively based on the large-scale training datasets. Comparing to the learning-based ones, the performance of the traditional model-based algorithms relies more on the sophisticated objective function and the quality of the available inputs. Besides, the traditional optimization-based methods require usually more computation time due to the iterative update scheme. While the learning-based approaches benefit greatly from the assembled massive external examples in the training datasets and also the GPU accelerated platform. Therefore, the deep learning-based SR reconstruction is more favored in recent years in the SR community.

**C. Resolution Enhancement for Other Tasks**

SR is favored in most of the vision tasks by increasing the image resolution and improving the image quality. In [35], Dai et al. quantitatively demonstrate the effectiveness of SR as preprocessing on other vision tasks such as edge detection, semantic image segmentation, digit recognition, and scene recognition. Some other work take advantage of the super-resolved features for specific vision tasks such as semantic segmentation [36], face recognition [37] and pedestrian identification [38]. However, these methods require a highly specialized SR approach for the individual task which makes the embedding of SR less convenient. In this work, a general purpose handy network REM is proposed which can be easily integrated into other tasks in a cascaded manner. The cascaded framework is evaluated for deformable image registration and we demonstrate that REM not only improves the registration accuracy but also generates resolution enhanced images in the meanwhile which can be utilized for successive diagnosis.

**III. RESOLUTION ENHANCEMENT MODULE AND CASCADED NETWORK**

**A. Resolution Enhancement Module**

Deep learning brings up a new generation of SR. Since the pioneer work SRCNN [29], learning-based SR has been intensively investigated from different aspects such as perceptual quality and extreme high upscaling factor. Many representative methods [30]–[34], [39], [40] advance the state-of-the-art by adopting residual learning [31], dense connection [39], GAN [30], [34], enhanced depth [32], attention [40], plug-and-play [33] to count a few. In fact, all the aforementioned models make use of the extremely distinguished capability of CNN for feature extraction. We intend to combine a general purpose CNN-based resolution enhancement network with the registration network and propose a cascaded framework for enhancing the performance of image registration. Therefore, the resolution enhancement network acts as an auxiliary module and is desired to be a lightweight plug-in which should be simple yet effective.

We firstly demonstrate three potential candidates of REM with different residual architectures schematically illustrated in Fig. 1. REM-Variant-I adopts the additive skip connection from end-to-end on the image domain such that the network purely learns the residual high frequency components. REM-Variant-II applies the residual scheme on the feature domain and hence the intermediate convolutional layers learn the residual features. REM-Variant-III intends to aggressively
exploit skip connection on each convolutional layer. In order to circumvent the architecture with a handcrafted upscaling factor, REM processes the trilinear upsampled image as the input. The neat structure contains successive 3D convolutional layers with Rectified Linear Unit (ReLU) inbetween and the convolution kernel size is set as $3 \times 3 \times 3$. Residual learning is adopted to improve the learning efficiency. The amount of filters in the convolutional layers is indicated by $k$ and the number of intermediate convolutional layers is denoted by $n$. To hold a compact design, based on empirical observations we set $k \leq 16$, $n \leq 16$ since larger $k$ and $n$ would either bring limited performance gain for brain MR images or cause overfitting. Due to the fact that REM does not alter the dimension of the input, it can be straightforwardly embedded into different vision tasks.

In Table I, we summarize the performance of different variants of REM for the upscaling of $2 \times$ in PSNR, SSIM, number of parameters, and required memory. It turns out that Variant-I has the best performance in PSNR and SSIM comparing to the other two candidates even though they have the same number of network parameters. Variant-II achieves the second best but it requires more training time than Variant-I since Variant-I learns only the residual image. Although Variant-III exploits the residual scheme and is supposed to support more effective learning for networks with larger depth, it seems $16k16n$ does not perform better than $16k8n$. The reason might be that Variant-III is easier to be trapped at local optima. It is necessary to mention that for training, we take the patch size of $64 \times 64 \times 64$, while during testing the whole image of size $160 \times 208 \times 176$ is fed into the network. That is the reason why training requires less memory than testing in the table. If we set the patch size as the whole image for training, $16k8n$ needs 8.1GB GPU RAM and $16k16n$ runs out of the 11GB memory in our GPU. In this work, we select REM-Variant-I as the architecture of REM.

B. Cascaded Network

Combining REM with the registration network, the architecture of the proposed cascaded network is illustrated in Fig. 2. For demonstration purpose, we choose FDRN [9] as the deformable registration network and the cascaded network is denoted as ReFDRN. In fact, FDRN can be easily replaced by other ones without additional modifications. Particularly, ReFDRN takes LR images as the input and outputs the corresponding SR images and the DVF. The dotted lines in different colors denote the dataflow of the individual component of the loss function. Mathematically, the reconstructed SR image $y$ and the DVF $z$ can be expressed as

$$ y = REM(x), \quad x \in \mathbb{R}^{2 \times 1 \times L \times W \times H}, \quad y \in \mathbb{R}^{2 \times 1 \times L \times W \times H} $$

$$ z = FDRN(y), \quad \bar{y} \in \mathbb{R}^{1 \times 2 \times L \times W \times H}, \quad z \in \mathbb{R}^{1 \times 3 \times L \times W \times H} $$

(2)

where $\bar{y}$ is the rearrangement of $y$ by switching the batch and the channel dimension since REM needs to treat both input images individually, while FDRN considers them as an image pair and process them in one shot. The overall loss consists of three components as formulated in (3): the main loss $L_{main}$, the regularization term $L_{reg}$, and the introduced auxiliary loss $L_{aux}$. The weighting parameters $\lambda_1$ and $\lambda_2$ are scalars and are adopted to tradeoff between the main loss and the rest ones during the training.

$$ L_{total} = L_{main} + \lambda_1 L_{aux} + \lambda_2 L_{reg} $$

(3)

### TABLE I

|                  | REM-Variant-I | REM-Variant-II | REM-Variant-III |
|------------------|--------------|---------------|-----------------|
|                  | $k16n8$ | $k16n16$ | $k16n8$ | $k16n16$ | $k16n8$ | $k16n16$ |
| PSNR/SSIM        | 45.43/0.9956 | 45.57/0.9958 | 45.38/0.9952 | 45.51/0.9957 | 45.38/0.9955 | 45.34/0.9955 |
| #Parameters [K]  | 56.3  | 111.7 | 56.3  | 111.7 | 56.3  | 111.7 |
| Train/Test Memory [GB] | 1.4/2.4 | 2.0/2.4 | 1.4/2.4 | 2.0/2.4 | 1.4/2.4 | 2.0/2.4 |

EVALUATION OF DIFFERENT REM VARIANTS IN PSNR, SSIM, NUMBER OF PARAMETERS, AND REQUIRED GPU MEMORY. THE NOTATIONS $k16n8$ AND $k16n16$ INDICATE THE CONFIGURATION OF $k = 16$, $n = 8$ AND $k = 16$, $n = 16$, RESPECTIVELY.
In particular, the main loss \( L_{\text{main}} \) focuses on the original task, i.e., image registration and in FDRN [9], the local normalized cross correlation (LNCC) is adopted. The difference between ReFDRN and FDRN in \( L_{\text{main}} \) is that instead of processing on raw input images, ReFDRN performs registration on the super-resolved SR images as formulated in [4]:

\[
L_{\text{main}} = -\text{LNCC}(\phi \circ \text{REM}(M_{LR}), \text{REM}(F_{LR})).
\]  

(4)

The regularization term is taken over from FDRN to impose smoothness constraint on the estimated DVF expressed as

\[
L_{\text{reg}} = \sum_{S_m} ||z - S_m z||^2_2,
\]

where \( S_m \) indicates the shifting operator along \((u, v, w)\) direction described by vector \( m \) with \( m = \{(u, v, w) \mid u, v, w \in \{0, 1\}\} \) and \( || \cdot ||^2 \) represents the L2-norm.

In order to strengthen the fidelity of the deformation field \( \phi \), an auxiliary loss is introduced as below:

\[
L_{\text{aux}} = f_{\text{Huber}}(\text{REM}(\phi \circ M_{LR}), \text{REM}(F_{LR})).
\]

(6)

The resampling is directly performed on the LR image to achieve a multi-hierarchical supervision. To complement the correlation-based main loss, an intensity-based Huber loss is utilized. We will demonstrate the effectiveness of the proposed auxiliary loss in Section IV-E.

It is worthy noting that the auxiliary loss presented above is devised for unsupervised image registration to facilitate the coupling of the cascade and in fact, for other tasks if a similar design of the auxiliary loss is not available, the two networks can be straightforwardly connected by feeding the output of REM into the following one.

IV. EXPERIMENTS AND RESULTS

In this section, we firstly evaluate different configurations of REM (Variant-I) and demonstrate the performance of REM quantitatively in PSNR and SSIM and qualitatively in visual perception for upscalings of \(2^2\) and \(4^2\). We then evaluate the registration performance of the cascaded network. In addition to FDRN, we employ another representative learning-based registration network VoxelMorph [10] to validate the effectiveness of REM. As assessment metrics of image registration, Dice score and NCC are adopted. Finally, the effectiveness of the auxiliary loss on the registration performance of the cascaded network is studied and illustrated.

A. Dataset

In this work, we have utilized the LPBA40 dataset [41] which contains brain MR images of 40 neurologically intact nonepileptic subjects with segmentation labels for 56 brain regions. All of these MR images were firstly registered to the Montreal Neurological Institute (MNI) space using affine transformation based on the ICBM152 template [42]. The registered images were then cropped to the size of \(160 \times 208 \times 176\). We have split the 40 cropped images into 30, 4, and 6 for training, validation, and testing, respectively. REM and the registration network were all trained based on LPBA40. For REM, the cropped MR images were considered as the ground truth (GT) and they were trilinear downscalled by factors of \(1/2\) and \(1/4\) which were taken as the LR inputs. The experimental results of REM and ReFDRN are demonstrated respectively in Section IV-C and Section IV-D.

B. Training Details

1) Training of REM: REM was implemented with a Pytorch backend and trained on LPBA40 dataset based on Huber loss in a supervised manner. The mini-batch size was set as two and patch size was chosen as \(64 \times 64 \times 64\). Adam was used as the optimizer and the learning rate was initialized as 0.001 and multiplied by 0.95 every 200 iterations until decreased to 0.0001 over 1000 epochs. The experiments were performed on the NVIDIA GeForce GTX 1080 Ti GPU with 11GB GDDR5X and the Intel(R) Xeon(R) E5-2650 v2 CPU.

2) Training of Cascaded Registration Network: The pre-trained REM was integrated into FDRN and the parameters of REM were frozen to preserve the fidelity of the super-resolved images and meanwhile ease the training of FDRN. To avoid missing of the corresponding voxels in the image pair during registration, a patch size of full image \(160 \times 208 \times 176\) was employed and due to the memory limitation, a mini-batch size of one was used. Following the work of FDRN [9], the initial learning rate was set as 0.002 and multiplied by 0.9 every 1000 iterations until decreased to 0.0001 over 70 epochs. The weighting parameters were chosen as \(\lambda_1 = 10\) for the auxiliary loss and \(\lambda_2 = 1 \times 10^{-8}\) for the regularization. It is worth to mention that the abovementioned hyperparameters were tuned in a trial-and-error manner on the validation dataset and the ones generating the best Dice score were selected.

C. Evaluation of Resolution Enhancement Module

To figure out the network hyperparameters, a wide parameter sweep of the configurations of REM was performed. We set the channel number as \(k = 8, 16, 32, 64\) and the amount of intermediate convolutional layers as \(n = 8, 16\). The performance of all the investigated configurations is illustrated
in Fig. 3. It is shown that when $k > 16$, the benefit margin of PSNR and SSIM is not evident and sometimes even reduced due to overfitting. $k = 16$ performs certainly better than $k = 8$. In fact, we have also conducted $n = 32$ and it was severely overfitted. Besides evaluation of registration accuracy, we summarize the number of parameters and the required inference memory of all the configurations in Table II. We can observe that the memory footprint during inference is not related to the number of layers but only to the amount of channels. Comparing to other SR networks such as EDSR [32] which has millions of parameters although only for 2D SR, our lightweight 3D REM $k16n8$ only has about 50K parameters.

D. Evaluation of Cascaded Registration Network

Since the proposed REM has shown great performance gain for spatial resolution enhancement as depicted in Section IV-C, how does the improved image quality influence the performance of image registration? We plugged REM into two registration networks FDRN [9] and VoxelMorph [10] following the cascaded framework as depicted in Fig. 2 and the cascaded networks are denoted as ReFDRN and ReVoxelMorph, respectively. To prepare the LR images, the GT images were firstly downsampled by trilinear interpolation with a factor of $1/2$. The image dimension was then restored by a trilinear upscaling of factor $2 \times$. The trilinear upsampled images were passed to FDRN and VoxelMorph and denoted respectively as FDRN↓↑ and VoxelMorph↓↑. The same scenario was performed for the upscaling of $4 \times$. Meanwhile, the trilinear upsampled

from top to bottom represent axial, coronal, and sagittal view, respectively. The very left column is the high-resolution GT and the results of nearest neighbor (NN) and trilinear interpolation are exhibited for comparison. It is shown that REM improves the visual quality significantly by generating sharper contours and providing better visibility of the detailed structures as marked by the arrows. Besides the visual assessment, quantitative evaluation in PSNR and SSIM is also depicted. Comparing to the naive interpolation-based upscalings, REM achieves significantly better performance for both upscaling factors which coincides with the visual perception.

**TABLE II**

| Models   | $k8n8$ | $k16n8$ | $k16n16$ | $k32n8$ | $k32n16$ | $k64n8$ | $k64n16$ |
|----------|--------|---------|----------|---------|----------|---------|----------|
| #Parameters | 14.3   | 56.3    | 111.7    | 223.2   | 444.6    | 888.8   | 1774.0   |
| Memory [GB] | 1.7    | 2.4     | 2.4      | 3.8     | 3.8      | 6.7     | 6.7      |

**TABLE III**

| Scales | Metrics | Affine↓ | FDRN↓ | VoxelMorph↓ | FDRN↓↑ | ReFDRN↓↑ | VoxelMorph↓↑ | ReVoxelMorph↓↑ |
|--------|---------|---------|-------|-------------|--------|-----------|-------------|--------------|
| 1×     | Dice/NCC | 0.6079/0.9506 | 0.6810/0.9976 | 0.6746/0.9973 | 0.6810/0.9976 | –/– | 0.6746/0.9973 | –/– |
| 2×     | Dice/NCC | 0.6001/0.9511 | 0.6369/0.9923 | 0.6350/0.9920 | 0.6797/0.9963 | 0.6796/0.9977 | 0.6722/0.9960 | 0.6741/0.9970 |
| 4×     | Dice/NCC | 0.5546/0.9396 | 0.5536/0.9693 | 0.5551/0.9695 | 0.6676/0.9920 | 0.6736/0.9962 | 0.6593/0.9916 | 0.6676/0.9932 |

Fig. 4. Evaluation of REM with the configuration of $k16n8$ for upscaling factors of $2 \times$ and $4 \times$ visually and quantitatively on the LPBA40 dataset.
images were also fed into ReFDRN and ReVoxelMorph and the results were compared with the ones of FDRN\(_{↓↑}\) and VoxelMorph\(_{↓↑}\). Besides, we performed image registration on the downscaled images and indicate them as FDRN\(_↓\) and VoxelMorph\(_↓\) to show the impact of image dimension change on the registration accuracy. The performance of the affine transformation was set as the baseline. The results of all the registrations for both upscaling factors are summarized in Table III. Comparing FDRN\(_{↓↑}\) with ReFDRN\(_{↓↑}\), VoxelMorph\(_↓\) with ReVoxelMorph\(_↓\), we can observe that image resolution does have noticeable impact on registration accuracy and the phenomenon becomes more evident when the input images are severely degraded such as in case of upscaling of 4×. Comparing FDRN\(_↓\) with FDRN\(_{↓↑}\) and VoxelMorph\(_↓\) with VoxelMorph\(_↓\), it is obviously shown that not only resolution enhancement by SR, but also interpolation-based upscaling, which increases the image dimension, play an important role on the registration performance.

In Fig. 5 we demonstrate the visual comparison between the registration result based on trilinear interpolated images (marked in blue) and the one using SR outputs (marked in green) for the upscaling of 4×. In particular, the GT images are shown in the very left column (marked in red) and they were downsampled as the LR inputs. The second and third columns depict the upscaled results of the downsampled inputs. One of the six upscaled testing images of LPBA40 was selected as the fixed image and the remaining five images were registered to it. The average of the five registered images by different methods are illustrated from column c) to column f) along with the deformation fields of one image pair and the corresponding Dice score, NCC, PSNR, and SSIM. Firstly, we can see that the SR results are much more pleasant containing sharper and finer structures than the trilinear interpolated ones. The superior performance of REM can also be verified by the quantitative evaluation where REM achieves an average performance gain of about 4.5dB in PSNR comparing to the
trilinear interpolation. More importantly, the average registered images by ReFDRN and ReVoxelMorph are sharper than the ones by FDRN and VoxelMorph and resemble the fixed image more in visual perception. It indicates that the resolution enhanced networks by SR achieve a better registration accuracy and are more robust against different variants of the moving image. Besides, the quantitative assessment of the registration performance in Dice, NCC, PSNR, and SSIM coincides with the visual evaluation. In addition, the deformation fields of different networks from three views are exhibited and we do observe noticeable differences between the REM embedded cascaded networks and the interpolation-based naive ones.

**E. Evaluation of the Auxiliary Loss**

The effectiveness of the auxiliary loss formulated in (10) is evaluated on the cascaded networks ReFDRN and ReVoxelMorph by Dice and NCC at different upsampling factors based on the LPBA40 dataset. For brevity, AL is short for the auxiliary loss. It is shown that on both networks and for all upsampling factors, the employment of the auxiliary loss does improve the registration performance in average Dice score and NCC.

**V. Conclusion**

In this work, we present a CNN-based resolution enhancement module (REM) and a cascaded resolution enhanced registration network. We demonstrate the impact of resolution enhancement on image registration quantitatively and qualitatively at different upsampling factors. In particular, different residual structures and network configurations of REM are evaluated on the LPBA40 brain MRI dataset. The proposed REM can be easily integrated into the registration network as a preprocessing module for spatial resolution enhancement. An auxiliary loss is introduced to the cascaded network to facilitate the robustness and enable a multi-hierarchical supervision. REM is evaluated on two registration networks FDRN and VoxelMorph for upsampling factors of 2× and 4×. Experimental results demonstrate that REM improves the registration accuracy remarkably in Dice, NCC, PSNR, and SSIM especially when the input images are severely degraded with insufficient spatial resolution. In addition, along with the displacement vector field as the registration output, the cascaded network produces also the super-resolved images which can be further employed for medical diagnosis.

### TABLE IV

**Effectiveness of the Introduced Auxiliary Loss at Different Upscaling Factors. AL: auxiliary loss.**

| Scales | Metrics | ReFDRN | ReVoxelMorph |
|--------|---------|--------|--------------|
|        | w/o AL  | w/ AL  | w/o AL       | w/ AL       |
| 2×     | Dice    | 0.6801 | 0.6804 | 0.6730 | 0.6741 |
|        | NCC     | 0.9974 | 0.9977 | 0.9965 | 0.9970 |
| 4×     | Dice    | 0.6731 | 0.6736 | 0.6670 | 0.6676 |
|        | NCC     | 0.9959 | 0.9962 | 0.9923 | 0.9932 |
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