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ABSTRACT

Simulation-based training utilising visual displays are common in many defence and civil domains. The performance of individuals in these tasks depends on their ability to employ effective visual strategies. Quantifying the performance of the trainees is vitally important when assessing training effectiveness and developing future training requirements. The approach, attitudes and processes of an individual’s learning varies from one to another. In this light, some visual strategies may be better suited to the dynamics of a task environment than others, the result of which could be observed in the superior performance outcomes of some individuals. In this study, eye gaze data is used to investigate the relationship between performance outcomes and visual strategies. In an attempt to emulate real operational settings, a challenging task environment using multiple targets that had minimal salient features was selected for the study. Eye gaze of participants performing a simulation-based unmanned aerial vehicle (UAV) refuelling task was used to facilitate the investigation. Cross recurrence quantification analysis (CRQA) and Epistemic network analysis (ENA) were employed on eye gaze data to provide spatial-temporal mapping of visual strategies. A CRQA measure of recurrence rate was used to observe participants’ fixation interest on various regions of the task environment. The recurrence behaviours were categorised into cases of visual strategies using an unsupervised clustering algorithm. This article discusses the relationship between the visual strategy cases and performance outcomes to observe which are the most effective. Using the relationship between recurrence rates and performance outcomes, we demonstrate and discuss a gaze-based measure that could objectively quantify performance.

1 Introduction

The effectiveness and efficiency of individuals to achieve task objectives is dependent on their level of proficiency (novice to expert). Knowledge of task-related activities and awareness of informative elements in the task environment greatly influences an individual’s task performance. In cognitively challenging domains, professionals (e.g., emergency response teams, power station operators, pilots, and medical practitioners) must interpret complex visual patterns in order to make appropriate decisions. For example, air traffic controllers manage the airspace by comprehending the information available on their radar display to safely guide inbound and outbound aircraft. Students training to become experts in air traffic management are encouraged to develop problem-solving perceptual strategies. Thus, superior performances that are in high demand in cognitively challenging and emergency response domains can be achieved via expert-level perceptual-cognitive skills. These skills enable a thorough understanding of the task structure, comprehension of current events to anticipate future progression, and discernment of any concealed information within work settings. To this end, the eye-movement behaviour of individuals has been widely explored as an assessment tool to measure the proficiency level of perceptual-cognitive skills.

Studies exploring the relationships between eye-movement behaviour and task performance have extensively employed gaze-based metrics such as saccades and fixation duration, the results of which could be used as markers to identify distinct visual strategies associated with levels of performance. For example, Ackerman et al. observed that experts developed efficient and refined strategies for accomplishing tasks, relative to novices. Such attributes of experts could be explained using gaze-based metrics as employing minimal fixations, or limited scanning of the visual space, to achieve task objectives. Furthermore, Kok et al. identified systematic visual scanning as an attribute of expert performance, whereby different regions of interest (ROI) are scanned in a defined order. In a recent review, Brams et al. identified selective attention allocation, extended visual span and efficient visual search rate as attributes associated with expert performance. These features of eye gaze as a function of performance can be attributed to the ability of experts to understand informative (relevant) regions and ignore any irrelevant distractions. According to the information-reduction hypothesis, as individuals gain expertise, they learn
to recognise relevant and irrelevant elements, enabling them to focus on processing relevant cues. The information-reduction hypothesis has been observed among art enthusiasts\textsuperscript{17} and chess performers\textsuperscript{18} where informative elements within a scene are static or less mobile. Indeed, studies exploring the relationship between visual strategies and proficiency levels often employed static visual scenes such as radiography images that include salient visual features.\textsuperscript{8,17}

In the context of dynamic visual stimuli relatively less progress has been observed in the literature that explores differences in visual strategies associated with levels of proficiency.\textsuperscript{19,20} In one study, Jarodzka et al. investigated eye movements based on fish locomotion, a visually complex and dynamic stimuli comprising of both the relevant and irrelevant information.\textsuperscript{20} Salient features based on the locomotion description were used to distinguish the eye movements of novices from experts. Other perceptual-cognitive studies in dynamic ball sports have demonstrated that expert players react faster and more accurately compared to non-experts. According to Vansteenkiste et al., expert players were more successful in quickly analysing the trajectory of the ball in motion and predicted future location of the ball enabling superior performances.\textsuperscript{21} Thus, it can be established that the presence of salient features in visual stimuli encourages the identification of visual strategies.

Task settings and objectives are critical when exploring the relationship between proficiency levels\textsuperscript{6,20} and visual strategies because eye movements greatly rely on them.\textsuperscript{22} The study presented in this paper attempts to analyse and evaluate the characteristics of eye movements in a dynamic setting where salient features are neither explicit nor obvious in the scene. For this purpose a simulated training environment with dynamic regions of interest (ROIs; i.e., moving unmanned aerial vehicles, UAVs)\textsuperscript{23} is employed in the study. The primary objective was to refuel UAVs within specified time windows in order to prevent them from crashing. The task was designed using a repeated trial-based model to analyse the development of visual strategies. As participants progressed through trials they continuously gained knowledge about informative elements of the task. The skill acquisition of the participants through the trial progression was assessed using the task scores as an objective measure of performance.

To successfully achieve the task objective, participants were required to identify the fuel cycle of the UAVs which could be achieved by monitoring the fuel gauge and the fuel loss rate. The experimental task required efficient comprehension of the dynamics of the UAVs such as flying speed and the fuel consumption rates, whether they were similar or different, and the flight trajectories. We predicted that the underlying interpretations of these features would lead the participant to form a visual strategy to monitor and timely refuel the UAVs. The successful completion of the task was dependent on the participant’s overall capability to comprehend the dynamics of the task structure, which demands a need for visual strategies due to the absence of the salient task features. Such an environment leads individuals to adopt differing visual strategies to achieve a common task goal.\textsuperscript{24}

In the present study, we investigated the differing strategies adopted by participants while performing the UAV task.\textsuperscript{25} Previous studies demonstrate the use of methods such as scan-path and heat-map estimation to understand the visual behaviours of individuals. However, the presence of both static and dynamic ROIs in the task means that scan-paths will not provide useful interpretation of eye gaze behaviours. As an alternative solution, epistemic network analysis (ENA)\textsuperscript{26} was used to unfold the spatial organisation of fixations. The epistemic networks from trials were closely inspected to identify the strategies adopted by the participants. Cross recurrence quantification analysis (CRQA)\textsuperscript{27–29} was employed to analyse temporal unfolding of gaze behaviours. An unsupervised clustering algorithm was employed on the CRQA measures to categorise gaze behaviours observed during trials into cases of strategy. This article proposes an eye-gaze metric based on the CRQA measures for quantifying the strength of visual strategies. The relationship between the strategies and the task performances was explored to assess the effects of gaze behaviour on task performance. Finally, we investigated which of these strategies were the most effective in achieving high performance outcomes within the defined task settings.

2 Methods

2.1 Participants

Twenty-five participants (age: mean = 32, standard deviation = 9, 23 males and 2 females) with normal or corrected-to-normal vision took part in the study. Each participant provided full written informed consent after reading the plain language statement and signing the consent forms approved by the Human Ethics Advisory Group (HEAG) of the Faculty of Science Engineering and Built Environment, Deakin University, Australia. All ethics approved by the HEAG complies with the human research ethics guidelines set by the Australian Code for the Responsible Conduct of Research and the National Statement on Ethical Conduct of Human Research.\textsuperscript{30}

2.2 UAV Simulation Task

The objective of the task was to refuel a set of UAVs during an optimal refuel time window to prevent them from crashing. Fig. 1 shows an overhead “satellite” view of the visual display with three UAVs, each requiring refuelling at different time intervals. Participants were required to continuously monitor the fuel level of the UAVs and keep them flying for the maximum duration.
possible. Points were awarded for correct actions and deducted for erroneous responses (details of awards and deductions are shown in Table. 1). A final score summarizing participants’ performance was generated at the end of each trial.

Table 1. The UAV simulation task scoring scheme (for each instance)

| Response          | Awards |
|-------------------|--------|
| Correct-Refuel    | 1500   |
| Correct-Hover-Over| 25     |

| Response          | Deductions |
|-------------------|------------|
| Refuel-miss       | -1250      |
| False-refuel      | -625       |
| False-Hover-Over  | -25        |

Figure 1. The UAV Simulation task displaying three UAVs adopted in the training session. When pacing a mouse cursor over a UAV, its fuel level was displayed, showing how much fuel remaining (green colour), how much fuel has been consumed (red colour) and the optimal refuelling window (yellow colour).

Each UAV had a maximum fuel level of 100 arbitrary units (AU) with a fuel draining amount of 5 AU per second. In the absence of refuelling, they had 20-seconds of air time. At each successful refuel instance the UAV was set to its maximum fuel capacity. The optimal refuel time window was reached when the fuel level was \( \leq 25 \) AU; that is, the UAV had an optimum refuel zone 15-20 seconds after it first appeared and after every correct refuel thereafter.

A pilot study was conducted to determine the appropriate level of task difficulty by varying the number of UAVs in trials between 3, 5 and 7. The result of the study showed that 5 UAVs per trial facilitated a moderate level of difficulty. Accordingly, in this experimental task, the number of UAVs was set to 5 per trial. The position of UAVs in \((x, y)\) screen coordinates were recorded at 10 Hz sampling frequency. In addition, events corresponding to hover-over, refuelling, object-spawn, and object-destroy were also recorded.
2.3 Apparatus
A Gazepoint GP3 eye tracker\textsuperscript{31} with 60 Hz sampling rate was used to capture the eye gaze data of the participants. The eye tracker was positioned under a 24-inch LCD monitor. Additionally, heart rate (HR) and galvanic skin response (GSR) were recorded using finger-based sensors.\textsuperscript{25}

2.4 Experimental Procedure
Before starting the experiment, participants viewed an instructional video and participated in a two-minute training session comprising of three UAVs (see Fig. 1) to familiarise themselves with the task environment and objectives. Participants could clarify any questions they had regarding the task.

Upon completion of the training, the eye tracker was calibrated to each participant using the built-in 9-point calibration procedure. Participants then completed 10 repetitions of the experimental trials with each trial lasting two minutes. Participants were provided a break after five trials. Also, participants were informed they could take a break between trials if required. At the end of each trial, a feedback screen displaying their task performance such as total score, number of correct-refuels and number of refuel-misses was presented. After the completion of all trials, the participants completed a demographic questionnaire, which included questions such as age, gender, use of eye glasses, experience with eye-tracking and number of hours they used computers per day.

2.5 Raw Gaze Data Processing
Raw gaze data was initially cleaned by eliminating samples where the eye-tracking system failed to track the pupils and iris of the participant. Gaze coordinates that exceeded 100 pixels outside of the calibrated region were also eliminated. The study employed cubic spline interpolation to replace the eliminated samples.

After cleaning the recorded gaze data, categorical gaze time-series were constructed from the gaze recorded in (x, y) screen coordinates. The regions of interest (ROIs) (Fig. 2) that we investigated with respect to participants eye-gaze included UAVs with random trajectories, the background display and the stationary clock. A dynamic ROI-based gaze time-series (Fig. 3 (a)) was constructed, as described below.

Let $\text{ROI}_i(x_t, y_t)$, $i = 0, 1, \ldots, 4$ be the dynamic ROIs corresponding to the UAVs at a given time $t$, centred at the position with the screen coordinates $(x_t, y_t)$ and $\text{ROI}_5$ be the clock. At a given time point $t$ the gaze fixation point $G(x_t, y_t)$, with the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{ROIs for a given time point $t (= 1 : 15$ minutes) in the simulation}
\end{figure}
screen coordinates \((gx_t, gy_t)\) was assigned an ROI based on the Euclidean distance, \(d_i\) defined as,

\[
d_i = ||ROI(x_t, y_t) - G(gx_t, gy_t)|| \text{ for } i = 0, 1, \ldots, 5
\]

(1)

Then, the ROI closest to the gaze point \(G\) was selected using,

\[
i_{\text{min}} = \text{find}(d_i == \text{min}(d_i)) \text{ for } i = 0, 1, \ldots, 5
\]

\[
d_{\text{min}} = d_{i_{\text{min}}}
\]

(2)

Based on a threshold \(\varepsilon\) the categorical gaze time-series was defined as,

\[
G_c(t) = \begin{cases} 
  i_{\text{min}}, & \text{if } d_{\text{min}} \leq \varepsilon \\
  6, & \text{otherwise}
\end{cases}
\]

(3)

where the threshold \(\varepsilon\) was set to 100 pixels in the current study.

The gaze time-series described above were used as input to the ENA and CRQA (details in section 2.6 and 2.7) methods to gain an understanding of underlying strategies adopted during tasks and to derive gaze-based measures. The analyses were carried out on the last 5 trials for all 25 participants eliminating any biases that could be accumulated due to any potential learning effects.

2.6 Epistemic Network Analysis (ENA)
ENA is an ethnographic technique for the identification and quantification of the relationship between elements of coded data using dynamic network representations. ENA is widely used in the domain of learning analytics to investigate learning in
students who are actively involved in complex problem-solving. The networks were used to identify and visualise interactions between cognitive elements associated with learning. The interactions represented strength of connection between the elements. The versatility of ENA enables the concept to be applied to analyse complex systems where a set of elements interact dynamically. In the context of eye-gaze analysis, ENA has been previously used to analyse spatio-temporal gaze coupling between dyads. This study demonstrates the capability of ENA networks to successfully capture differences in eye movement coordination during different stages of the joint activity, including that of interaction sequences that resulted in breakdown and repair.

In the current study, patterns originating from ENA networks were used to guide meaningful representation of gaze behaviours. The networks represented gaze fixation patterns with respect to ROIs (elements) of the simulation environment. The networks were visually inspected to observe strategies developed by the participants. Interconnectivity between participants’ ROI preferences were analysed to investigate the impact of different strategies on performance outcomes. The analysis was performed using the rENA package, which is an R-version of ENA. Fig. 4 shows an example of the structure of the data used in the current analysis. The task activity code of each participant-trial consisted of a collection of epistemic frames, coded with ROIs from the simulation environment. An epistemic frame in this analysis, therefore, consisted of 7 frame elements (R0, R1,..., R6). The background was included in the analyses to understand the frequency of gaze transition in order to identify if there was a strategic scan pattern or whether the search pattern was random.

![Figure 4](image.png)

**Figure 4.** Data structure used for the ENA analysis. Coded ROI represents the concatenated gaze of all participants (1-25) and last five trials (5-10). The binary coded rows represent epistemic frame where references R0-R4 corresponds to UAVs, R5 is the clock reference, and R6 is reference for the background or elsewhere.

### 2.7 Quantification Analysis

CRQA is a nonlinear quantification tool that provides measures that can be used to analyse the temporal unfolding between two dynamically varying events. CRQA was developed as an analytical tool for the purpose of studying human behaviour characteristics varying over time. Researchers in cognitive science have employed CRQA to quantify co-visitations when two people are involved in an interaction such as the eye gaze of a dyad or postural sway between two individuals engaged in a conversation. Indeed, it has been previously used for studying and the quantification of gaze synchronisation during joint activities, analysing coordination between pilots who are engaged in a team task, and understanding performance of teams. CRQA combines the concept of recurrence quantification analysis (RQA) to derive measures from CRP profiles such
as density of points, diagonal lines and vertical lines, which quantify co-visitations. Detailed information about CRQA may be found in the document by Coco and Dale.\(^{38}\)

In the present study, CRQA was employed to understand the distribution of gaze on dynamic ROIs in an attempt to quantify the strategy underlying gaze behaviour. Thus, the analysis was used to understand the amount of gaze recurrence on each ROI during the 2-minute period of the trial. A CRQA measure, \(\text{recurrence rate}\) was used to distinguish performances on the basis of non-linear co-visitisation between eye-gaze and ROIs. The pipeline of processing gaze data using CRQA is depicted in Fig. 3. Fig. 3(a) shows an example of categorical gaze time-series obtained in our study, plotting gaze fixations \(\text{ROI}_i\) at a discrete time \(t\). For example, \(G_i(1210) = 5\) indicates that at a time sample \(t = 1210\), gaze of the participant was fixated on \(\text{ROI}_5\).

For each trial, the recurrence rate of gaze with each ROI was estimated as,

\[
R_k(\tau) = \frac{1}{N^2} \sum_{i,j=1}^{N} R_{i,j}(\tau)
\]

where \(k\) represents ROIs \(\{0,1,\ldots,6\}\) corresponding to UAVs, 5 represents the clock), \(N\) is number of samples and \(R(\tau)\) is the cross recurrence matrix with a radius of neighbourhood \(\tau\) (assumed 0.001 in the current computation of \(R_k\)).

As an example, Fig. 3 shows calculation of recurrence rate \(R_0\) (with relation to \(\text{ROI}_0\)) from \(G_i(t)\). CRQA computes cross recurrence matrix \(R(\tau)\) as shown in Fig. 3(c) which is an asymmetrical representation of gaze recurrence between \(\text{ROI}_0\) and its continuous time reference. The \(R(\tau)\) is further used to compute \(R_0\) from eq. 4. The process is repeated for every ROI, i.e. for \(k = \{0,1,\ldots,6\}\) representing the gaze recurrence behaviour \(\hat{R}\) of a participant’s trial with a vector length of 7 as shown below

\[
\hat{R} = R_0, R_1, R_2, R_3, R_4, R_5, R_6
\]

**2.8 Visual Strategies**

The recurrence behaviours observed in participant-trials were split into strategy cases to analyse the relationship between strategies and performance. An unsupervised clustering algorithm, Chameleon clustering, was employed to rationally split participant-trials into different cases.\(^{44,45}\) Chameleon clustering is a hierarchical data splitting process that uses the k-nearest neighbours graph to identify clusters. Depending on the relative closeness between the clusters, the graphs are merged.

Accordingly, \(\hat{R}\) of all 125 trials were first pooled together such that the parameters \(R_0\) to \(R_6\) represented features for the clustering process. The number of \(k - \text{nearest neighbours}\) was set to 7. The parameter \(\alpha\) was set to 2 prioritising relative closeness as opposed to relative interaction. Finally, the clustering process was repeated for different values of partitions ranging between \(\{2,3,\ldots,7\}\). The result of each process was validated using Calinski-Harabasz (CH)\(^{46}\) and Davies-Bouldin (DB)\(^{47}\) indices to identify an appropriate partition.\(^{48}\) It can be observed from the Fig 5 that at cluster-3, CH resulted the highest index and DB resulted in the lowest index. Thus, strategy cases obtained from 3-clusters are used in the remainder of the analysis.

**2.9 Strength of Visual Strategy**

An objective measure using \(\hat{R}\) was used to represent the strength of visual strategy observed in a trial. It was observed that the time spent in the background only happened during the transition between the ROIs. Thus, gaze recurrence with the background does not directly impact a strategy. Hence, the gaze spent in the transition is not considered in the following analysis. The pool of \(\hat{R}\) from 125-trials was subjected to statistical summary. On closer inspection of the relationship between summary statistics and performance score the following objective measure was derived. Accordingly, maximum recurrence rate was calculated as

\[
R_{\text{max}} = \max(R_0, R_1, R_2, R_3, R_4, R_5),
\]
and the median of recurrence rates was calculated as

$$R_{\text{median}} = \text{median}(R_0, R_1, R_2, R_3, R_4, R_5),$$

and finally, the strength of a visual strategy $R_{\text{dev}}$ as

$$R_{\text{dev}} = R_{\text{max}} - R_{\text{median}}.$$  

Where, $R_{\text{dev}}$ was a measure representing how much does $R_{\text{max}}$ deviated from $R_{\text{median}}$.

3 Results and Discussion

The primary objective of the study was to critically investigate the relationship between visual strategies and task performance in a dynamic task setting. To conduct the investigations, gaze data from 25 participants, each performing 10 trials of a simulation task were recorded via desktop mounted eye-trackers.

The participants experience of the UAV simulation task was assessed based on the answers provided in the feedback questionnaire. On average, the participants scored 3.6 ± 1.5 (out of 7) for the challenging level of the task, indicating that the task difficulty was at a medium level. Further, the participants scored 6.46 ± 1 (out of 7) when answering the question ‘I understood what was expected from me’, which indicates that the participants had a good understanding about the task they had to perform during the simulation.

3.1 Performance-based Trial Grouping

The overall performance of a trial was reflected in feedback score. A probability plot (Fig. 6(A)) was constructed using the scores to distinguish between performances for evaluation in later stages of the analysis. As shown in Fig. 6, four different groups were identified, outstanding, good, average and poor based on the theoretical quantiles of probability plot. For each category, score thresholds, correct-refuels and refuel-misses, are summarised in Table. 2.

![Figure 6](image)

**Figure 6.** (A) Theoretical quantiles of probability plots used for distinguishing between performances. (B) Ranking of all participant-trials scores (overall performance). (C) Counts of correct-refuels (rewards) from corresponding to scores and rank. (D) Counts of refuel-misses (penalties) corresponding to scores and rank. The coloured lines orange, green and purple indicate thresholds, derived from the probability plots in shown in (A), used to establish performance categories

As can be observed from Fig. 6, participants with high scores were able to accurately refuel the UAVs with relatively smaller number of misses. Considering that first few trials could potentially be influenced by differences in learning rates.
of participants,\textsuperscript{49,50} to account for differences in visual strategies, the remainder of the analyses is only performed on the recordings from the later trials (trials 5 to 10).

Table 2. Score threshold and basis used for identifying performance categories

|                      | Total  | Outstanding | Good  | Average | Poor |
|----------------------|--------|-------------|-------|---------|------|
| refuel-misses=1      | 45     | 0           | 32    | 13      | 0    |
| refuel-misses=2      | 27     | 0           | 5     | 21      | 1    |
| refuel-misses=3      | 23     | 0           | 0     | 23      | 0    |
| refuel-misses\geq4   | 61     | 0           | 0     | 22      | 39   |
| refuel-misses=0 &    | 40     | 4           | 31    | 5       | 0    |
| correct-refuel<35    |        |             |       |         |      |
| refuel-misses=0 &    | 54     | 36          | 17    | 1       | 0    |
| correct-refuel=35    |        |             |       |         |      |
| Trials               | 250    | 40          | 85    | 85      | 40   |
| Score threshold      | 52525 - 49550 | 49449 - 43012 | 43011 - 31468 | 31467 - 11275 |

Figure 7. The centroids of each participant-trial combination on a single ENA space. Average networks corresponding to strategy cases are shown around the central plot.

3.2 Strategy Identification
ENA was used to analyse strategies adopted by participants during the simulation task. The centre plot in Fig. 7 shows the positioning of network centroids from 125 participant-trials on the ENA space. The nodes in the ENA space represent reference ROI, and the connection between nodes indicate the frequency of interaction. As eye-movement behaviour changes depending on a visual strategy, the connections between the nodes vary, positioning the centroids in different locations of the ENA-space.
Chameleon clustering was employed to differentiate the participant-trials into strategy cases. Following validation using internal indices (Fig. 5) the trials were split into three cases as shown in Fig. 7. Figure 7 also shows an average network representing each strategy group which provides insights of how interconnections between ROIs and how they can be used to distinguish strategy. Based on clustering and ENA networks, the three cases were identified as follows,

- Case-I: the individual ENA network shows strong connections (characterised by thick and dark connecting lines) between the clock (R5) and the background (R6), which is a result of longer gaze fixations on the clock relative to that of the rest of the interconnecting lines. Participants using this type of strategy likely relied on the fuel cycle times of the UAVs and therefore were reliant on the clock to guide their refuelling instincts. Participants that adopted this strategy appear to only momentarily leave clock position during refuel instances of the UAVs, meaning, they have spent considerable time in the background when switching their gaze between UAVs.

- Case-II: a strong connection between background (R6) and one of the UAVs (R4), can be observed in the ENA network. This means that the participant spent more time fixating on a single UAV (R4), relative to any other UAVs or ROIs. The participant may have been monitoring a particular UAV’s fuel level, and at the refuelling instance, the fixated UAV was refuelled followed by rest of the UAVs and returned to their base position for the next refuelling instance.

- Case-III: the networks belonging to this category did not reveal any significant connections between the ROIs, compared to the previous cases (I and II). Some trials, which demonstrated randomness, had a very distributed gaze on UAVs and did not include the clock in their strategy at all. It appears that for this case, participants randomly kept track of the UAV positions. This might have been due to participants failing to learn the dynamics of the UAV simulation.

The results of this analysis provide an overall picture of how the ENA networks have efficiently extracted the unfolding of gaze patterns through shifts in interconnection frequency. The networks enabled comprehensive and closer inspection of the strategies adopted in each participant-trial. ENA was able to rationally (with respect to the task dynamics) characterise and distinguish the visual strategies adopted by the participants. This confirms our first prediction that, “visual strategies adopted by individuals” can be identified and categorised using gaze dynamics acquired via eye-tracking.

### 3.3 What is the Best Strategy?

A one-way ANOVA was performed to observe the relationship between performance and strategy cases and found that there were significant differences in task score as a function of the strategy cases (see Fig. 8). Tukey post-hoc tests with Bonferroni corrections revealed that the task scores in the strategy cases I and II were significantly higher than that of case-III (F(2,125) = 19.76, p < .001). There was no statistically significant difference between strategy cases I and II. The test revealed that the performance score was statistically significantly higher in case I (50091±2749 , p<.01) and case II ( 48547±3023, p<.001) compared to case III (40166±8019). There was no statistically significant difference in task scores between strategy cases I and II. Thus, cases I and II were more effective in producing a higher score, and hence produced better task performance in the experiment.

From the above discussion and from Fig. 8(a) it can be inferred that an intended strategic approach guided by a reference ROI (cases I and II) contributed to higher performance scores. Thus, it can be confirmed that the development of strategies was essential to achieve an outstanding or good performance. Fig. 8(b) presents a more detailed break-down of scores as a function of task performance and the strategy used. The result can be summarised using performance categories outstanding, good, average and poor as,

- Participants that used the case-I strategy demonstrated relatively better performance than those that adopted alternative strategies. From Fig. 8(b) it can be observed that a large proportion of participant-trials employing this strategy demonstrated outstanding performance

- Of those participants that used case-II strategy, a large proportion demonstrated good performance

- Those participants that did not develop strategy indicated by the case-III were the only group to score poorly, with only a small proportion of this group producing outstanding performance.

- 70% of trials with case-I strategy produced outstanding scores, 20% of trials produced good performance, and 10% producing average score were considered outliers(Fig. 8(a)). Thus, the strategy where participants used the clock as reference were highly likely to produce outstanding scores and least likely to produce poor scores.

- 40% trials with case-II strategy produced outstanding scores and 58.06% produced good scores. Participant-trials employing the strategy demonstrated relatively less chances of producing outstanding scores compared to the proportion resulting in good scores. Furthermore, it is clear from the results that the case-II strategy has less chances of producing poor scores.
Finally, having no strategy indicated in case-III meant that there are only limited chances of producing outstanding performance and is highly likely to produce average and poor scores.

Thus, the analyses establish that case-I guided by the clock is the most effective of all the strategies identified in our study and supports our assumptions that some strategies are better (more effective than others), and are linked to higher performance. Participants who followed the clock demonstrated high performance and a precise understanding of the task dynamics. Contrastingly, poor scores were the result of participants lacking an understanding of task structure or a motive to intuitively comprehend the task, as demonstrated in case-III strategies.

3.4 Relationship between Gaze Dynamics and Performance

Pearson’s correlations were used to investigate the relationship between the gaze-behaviour and task performance (Fig. 9(a)). The deviation of maximum recurrence rate, $R_{dev}$, demonstrated a significant positive correlation to the task performance scores ($N=125$, $r = 0.46$, $p < .001$). Thus, a participant-trial with relatively higher $R_{max}$ on a certain ROI is highly likely to produce better task performance, demonstrating the presence of a potential strategy (belonging to either of strategy case I or II). On the contrary, the case-III trials would be characterised with a relatively lower $R_{max}$ and hence a smaller deviation $R_{dev}$.

A one-way ANOVA found that $R_{dev}$ varied significantly as a function of performance group $F(3, 125) = 11.58$, $p < .001$. As can be seen in (Fig. 9), there was a linear trend in the data such that $R_{dev}$ increased as a function of performance. Tukey post-hoc analyses with Bonferroni corrections found significant differences in $R_{dev}$ between each of the performance groups, with the exception that there was no significant difference in $R_{dev}$ between the average and poor performance groups.

3.5 General Discussion

This research investigated the influence of gaze-based attention strategies on task performance in nonlinear and dynamic task settings. The absence of salient features in the adopted simulated monitoring task environment meant that participants differed in their approach towards development and adoption of strategies as they progressed through the trials. This resulted in a diverse visual strategy pool producing different performance outcomes.

The correlation analysis and significance test established that, in the presence of a strategy, the corresponding trial is characterised by stronger gaze on one of the ROIs (longer fixation of the relevant region of visual space) and weaker gaze on the remaining ROIs (relatively fewer fixations on irrelevant regions). This strategic distribution of gaze was significant among high performing participant-trials. In line with the information reduction hypothesis, the gaze strategies in case I and II were developed by participants after comprehensively understanding the dynamics of the task and the task structure. The deviation measure $R_{dev}$ derived from recurrent rates was a compound representation of attributes of expert performances; that is, visual distinction of relevant and irrelevant information. Further, the statistical tests revealed that the strategies identified via the ENA were efficiently well complemented by $R_{dev}$. The analysis demonstrated that selective attention was predominant in the current...
Figure 9. (a) Correlation analyses of $R_{dev}$ (eq. 8) vs task performance scores. (b) one-way ANOVA analysis to observe significance of deviation measure ($R_{dev}$) among performance categories. Significance results $p < .05$ (*), $p < .01$ (**), $p < .001$ (***) and ns indicates no significance

Overall, it can be established that visual strategies improve the chances of achieving better performance. The strategic behaviour was an emerging state due to participants gaining knowledge of the task structure and informative cues in the environment. The underlying idea of the observed strategies was to efficiently keep track of more than one entity at the same time, accumulating minimal errors. Despite the presence of diverse strategies to achieve outstanding scores, however, these scores were primarily motivated by selective attention allocation. The attention behaviours such as in case-III associated with average and poor performance can be more susceptible to errors. This is because case-III strategies could not be related with any of the performance-based gaze behaviour attributes such as selective attention, extended gaze or an efficient visual search rate.6

4 Conclusions

In the paradigm of task performance evaluation, this study presents methods for visualisation and quantification of gaze-behaviour. These methods efficiently analyse gaze behaviours observed in a dynamic task setting where salient features were less prominent. The ENA offered a robust visualisation technique for gaining better insights into visual strategies underlying a trial. Inspired by the theory of selective attention, the proposed quantification manifesting from an empirical approach can offer a better alternative to subjective measures. The effectiveness of ENA based dynamic representation to distinguish visual strategies and their relationship with CRQA measures will support an empirical approach that potentially can move towards more natural settings. Ultimately, the combination of ENA and CRQA provides an efficient visualisation, analysis and quantification platform for environments where informative elements are both dynamic and static in nature.

Furthermore, the much debated relationship between attributes of eye-movement patterns and performance is effectively addressed in this article, and this will aid studies investigating areas that need more attention.6 Future research could focus on using decision tree algorithms to establish efficient gaze attributes that could prove valuable in dynamic environments. This framework provides a solid foundation for analysing mental processing attributes originating from visual perception in a dynamic environment such as visual strategy development and learning.
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