Destruction of long-range order in non-collinear two-dimensional antiferromagnets by random-bond disorder
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We consider frustrated Heisenberg antiferromagnets, whose clean-limit ground state is characterized by non-collinear long-range order with non-zero vector chirality, and study the effects of quenched bond disorder, i.e., random exchange couplings. A single bond defect is known to induce a dipolar texture in the spin background independent of microscopic details. Using general analytical arguments as well as large-scale simulations for the classical triangular-lattice Heisenberg model, we show that any finite concentration of such defects destroys long-range order for spatial dimension \( d \leq 2 \), in favor of a glassy state whose correlation length in \( d = 2 \) is exponentially large for small randomness. Our results are relevant for a wide range of layered frustrated magnets.

Spatially inhomogeneous exchange couplings are ubiquitous to magnetic solids. Such disorder, usually dubbed random-bond disorder, arises from crystalline defects or intentional chemical substitution on non-magnetic sites, causing local changes in bond lengths or bond angles which in turn influence local exchange couplings.

The effect of bond disorder in magnets has been studied extensively, both experimentally and theoretically, with particular focus on frustrated systems [1, 2] where the delicate balance of partially satisfied constraints can be easily broken by disorder. In general, systems which are gapped in the clean limit are expected to be stable against weak disorder, such that the phase realized in the clean system survives up to a critical level of disorder where it typically gives way to a spin-glass state [3]. The fate of gapless systems is more subtle, and various scenarios are possible: For strongly frustrated systems, weak bond disorder may immediately induce a spin glass, as in the classical pyrochlore Heisenberg antiferromagnet [4, 5], or it may stabilize a distinct disorder-driven long-range-ordered state, as in the classical XY antiferromagnet on the pyrochlore lattice [6] or the frustrated square lattice [7]. In contrast, for weakly frustrated systems it is frequently assumed that the clean-limit order survives the introduction of weak bond disorder, as is the case without frustration.

In this Letter, we argue that long-range order (LRO) is in fact not stable against weak bond disorder for an important class of weakly frustrated magnets, namely SU(2)-symmetric non-collinear magnets in two space dimensions, with the triangular-lattice Heisenberg antiferromagnet being a prominent example. A single bond defect induces a dipolar texture in the spin background [8, 9]. A finite concentration of defects then corresponds to spatially fluctuating dipoles which we show to destroy ground-state LRO in space dimension \( d \leq 2 \), Fig. 1(a). The resulting non-coplanar glassy state is characterized by exponentially decaying spin and chirality correlations. Given that \( d = 2 \) is the upper critical dimension, the magnetic correlation length of this spin glass is exponentially large for weak disorder, implying that both numerical simulations and experiments will detect the destruction of LRO only beyond a resolution-dependent level of bond disorder. As a byproduct, we show that site dilution has a much weaker effect, leaving bulk LRO intact in the weak-disorder limit, thus invalidating the assertion that bond disorder and site dilution have similar effects. To connect to experiments, we discuss the physics of finite temperature, weak interlayer coupling, and weak breaking of SU(2) symmetry. In all these cases, the behavior of the clean system survives up to a small finite level of bond randomness.

We note that previous numerical work [10–12] for the triangular-lattice spin-1/2 Heisenberg model suggested that LRO is destroyed beyond a critical level of bond disorder, in favor of a randomness-dominated spin-liquid-like (or random-singlet) state [13, 14]. Our results instead imply that true LRO is lost already for infinitesimal bond disorder, Fig.1(b), but this could not be detected in the numerics because of finite-size effects.

FIG. 1. Schematic ground-state phase diagram of chiral non-collinear magnets with quenched bond disorder in space dimension \( 1 < d \leq 2 \), with \( \Delta/J \) parameterizing the disorder strength. (a) Classical limit (\( S \to \infty \)): The LRO of the clean system is destroyed for infinitesimal disorder in favor of a spin glass. (b) Quantum case: The spin glass turns into a random singlet (or valence bond) state at a critical level of disorder (whose value depends on microscopic details).
Model and general considerations.— To be specific, we will consider the spin-$S$ triangular-lattice Heisenberg model with antiferromagnetic first-neighbor and second-neighbor couplings,

$$
\mathcal{H} = \sum_{\langle ij \rangle} J_{1,ij} \vec{S}_i \cdot \vec{S}_j + \sum_{\langle ij \rangle} J_{2,ij} \vec{S}_i \cdot \vec{S}_j 
$$

(1)

whose ground state in the clean limit, $J_{1,ij} \equiv J_1$ and $J_{2,ij} \equiv J_2$, displays coplanar spiral $120^\circ$ LRO with propagation wavevector $\vec{Q} = \pm(4\pi/3,0)$ for $\alpha \equiv J_2/J_1 < 1/8$. We will vary $\alpha$ to tune the stiffness of the $120^\circ$ LRO. The $120^\circ$ state is chiral: For spins in the $x$-$y$ plane in spin space, the vector chirality $\vec{S}_i \times \vec{S}_j$ for any given directed pair of sites $i$, $j$ can point along either $+\hat{z}$ or $-\hat{z}$, corresponding to the two possible propagation wavevectors [15]. As a result, site inversion symmetry is broken as well, which plays an important role for the defect physics.

We will be interested in the random-bond case where the $J_{1,ij}$ and $J_{2,ij}$ are taken as (independent) random variables. Bond disorder can be made weak either by employing a narrow distribution of $J$ or by having a small defect concentration, i.e., a situation where most bonds take a fixed value with only a small concentration of bonds deviating from this. The long-distance pattern follows as the response of the otherwise homogeneous system has been studied before [8, 9], and we summarize the key results. We consider

$$
J_{1,ij} = \begin{cases} 
J_1 + \delta J & (i, j) = (0, 1), \\
J_1 & \text{otherwise}.
\end{cases} 
$$

(2)

and $J_{2,ij} \equiv J_2$. The presence of the defect locally relieves frustration, leading to a readjustment of the spin directions. Numerical results for a bond defect with $\delta J = -J_1$ are shown in Fig. 2(a). The spin configuration remains coplanar and can be analyzed in terms of angles $\Theta_i$ which describe the defect-induced in-plane rotation of the spin $\vec{S}_i$ w.r.t. the $120^\circ$ LRO. The Hamiltonian with couplings (2) has inversion symmetry w.r.t. the center of the defect bond, and $\delta \Theta_i$ is found to be odd under this inversion: $\delta \Theta_i$ has a $p$-wave-like shape and decays proportional to $1/r$ where $r$ is the distance from the defect, $r \equiv |\vec{r}_i|$.

The fact that a bond defect produces an antisymmetric (or inversion-odd) texture is intimately connected to

Fig. 2(b). This implies that the bond defect acts like a dipolar perturbation; this can be contrasted to the case of a vacancy which induces an octupolar texture, with an $f$-wave shape and a $1/r^3$ decay of $\delta \Theta_i$ [16, 17]. The connection between the local release of frustration and the long-range nature and shape of the distortion can be understood at a linear-response level: The frustration is released such that the two spins $0, 1$ on the defect bond align more (less) antiparallel compared to the $120^\circ$ state for $\delta J > 0$ ($\delta J < 0$), respectively. This rotation can be induced by a locally transverse field, $h \perp \delta J$ acting on $\vec{S}_0$ and $\vec{S}_1$ with opposite signs. It is convenient to work in a local frame of spin coordinates such that the order is uniform along the $\hat{x}$ axis; then the locally transverse field acts as $h \perp \sum_{j=0}^1 \beta_j \vec{S}_j^\|$, with $\beta_j = (-1)^j$. The long-distance pattern follows as the response of the ordered state to this local dipolar field. The relevant in-plane susceptibility $\chi^{\|}(\vec{q})$ is dominated by the in-plane spin-wave modes whose dispersion is $\omega_q \propto |\vec{q}|$ such that $\chi^{\|}(\vec{q}) = N_0^2/\rho_s q^2$ where $\rho_s$ is the spin stiffness against in-plane twists, and $N_0$ is the magnitude of the order parameter [18], both taken for the clean system. This yields, in the continuum limit, $\delta \Theta(\vec{r}) \propto \int d^d q e^{i \vec{q} \cdot \vec{r}} \beta_q \chi^{\|}(\vec{q})$ in $d$ space dimensions where $\beta_q = \hat{e} \cdot \vec{q}$ is the $p$-wave form factor of the local perturbation, with $\hat{e}$ being the lattice vector of the directed defect bond. Together, we obtain

$$
\delta \Theta(\vec{r}) = \kappa \delta J \frac{N_0^2}{\rho_s} \hat{e} \cdot \frac{\vec{r}}{r^2}
$$

(3)

where $\rho_s = \rho_s/A$ with $A$ the unit-cell area [19], and $\kappa$ a numerical prefactor, see Ref. 20 for details. Being inversely proportional to the stiffness, the defect response thus depends significantly on $\alpha = J_2/J_1$, consistent with Fig. 2(b).
the chirality of the ground state: The Hamiltonian itself is inversion-even, and a single defect cannot spontaneously break this symmetry. However, the ground state is chiral, with broken inversion symmetry, enabling the defect to produce an odd perturbation. In other words, the ground-state chirality endows the bond defect with a direction, as required for a dipole, and reversing the chirality will reverse the sign of the dipole, $\hat{e} \leftrightarrow -\hat{e}$.

As an aside, we note that the state with a single bond defect has a finite uniform magnetization, $m_{\text{imp}}$, which takes a non-universal fractional value, similar to the vacancy case \[16\]. For the bond defect with $\delta J = -J_1$ and $\alpha = 0$ we have found $m_{\text{imp}} / S = 0.396 + \mathcal{O}(S^{-1})$. We also note that a single (weak) defect on a second-neighbor bond has no effect on the classical spin order, as second-neighbor spins are parallel in the 120$^\circ$ state.

**Destruction of LRO by dipolar fluctuations.**—We now turn to the case of a finite defect concentration and argue that LRO is generically destroyed for $d \leq 2$, adopting an argument originally due to Aharony \[21\]. To this end, we assume LRO and employ local rotated frames as above, such that the order is uniform along the $\hat{x}$ axis. We distribute random bonds $J_{i,j}$ on the lattice and define $\delta J_{ij} = J_{i,j} - J_1$ where $J_1 = \bar{J}_{i,j}$ is the disorder-averaged $J_{i,j}$, such that the disorder strength is parameterized by $\delta J_{ij}^2 \equiv \Delta^2$. For each directed bond $\vec{e}_{ij}$, $\vec{d}_{ij} \equiv \hat{e}_{ij} \delta J_{ij}$ takes the role of a local dipole strength.

For weak randomness, the resulting rotation of an individual spin is proportional to its transverse magnetization in the rotated frame, $\delta \Theta_l = \langle S_l^z \rangle / N_0$. It can be estimated using linear response as above

$$\langle S_l^z \rangle = \kappa N_0^3 \sum_{(ij)} \vec{d}_{ij} \cdot \vec{r}_{l,ij} / r_{l,ij}^d \tag{4}$$

where $\vec{r}_{l,ij}$ is the vector connecting site $l$ and the center of the $ij$ bond. The disorder-averaged transverse magnetization, $\langle \bar{S}_l^z \rangle$, vanishes because the averaged dipole strength has zero mean. In contrast, the averaged magnetization correlation function is non-zero,

$$\langle S_l^z S_l^z \rangle = \tilde{\kappa} \Delta^2 N_0^6 \rho_s \int dr r^{1-d} \tag{5}$$

where we have passed to the continuum limit, the angular average has been performed, and $\tilde{\kappa} \propto \kappa^2$ is a prefactor, see Ref. 20 for details.

The above integral is infrared divergent for $d \leq 2$, such that the local transverse magnetization fluctuations diverge for $d \leq 2$: These fluctuations, arising from dipolar bond disorder and transmitted by long-wavelength modes, then destroy the assumed ordered state. In contrast, for $d > 2$ a finite defect concentration is required to destroy order. The same conclusion can be reached by a more elaborate renormalization-group (RG) treatment of a relevant non-linear sigma model, for details see Ref. 20.

**Emergent spin glass.**—We now discuss the nature of the emerging zero-temperature state without magnetic LRO. In the semiclassical limit, this must be a state with spontaneously broken SU(2) symmetry, and, given the random-field character of the problem, is a spin glass with frozen short-ranged spin order \[22, 23\].

We can estimate its magnetic correlation length $\xi$ simply by assuming that $\xi$ provides an infrared cut-off to the integral Eq. (5), i.e., by identifying $\xi$ with a domain size. The stability condition $\langle S_l^z S_l^z \rangle \lesssim N_0^2$ translates into \[\xi^2 \propto \rho_s^2 / (\Delta^2 N_0^2) \] for $d < 2$, whereas in $d = 2$ the correlation length is exponentially large for small $\Delta$,

$$\ln \xi \propto \frac{\rho_s^2}{\Delta^2 N_0^2} \tag{6}$$

where the constant $\xi_\infty$ formally represents the correlation length as $\Delta \to \infty$. While the spin configurations remain coplanar in the limit of small $\Delta$, this is no longer true at finite disorder \[20\].

**Numerical results for finite disorder.**—Our analytical results are well borne out by large-scale simulations for the bond-disordered triangular-lattice $J_1$-$J_2$ Heisenberg model, using both ground-state energy minimization and finite-temperature Monte-Carlo (MC) techniques \[20\]. We have employed different disorder distributions; below we show results where the $J_{1,ij}$ and $J_{2,ij}$ have been drawn independently from Gaussian distributions with mean $J_1$ (which we use as unit of energy) and $J_2 = \alpha J_1$ and widths $\Delta$ and $\alpha \Delta$, respectively.

We have determined the spin correlation length $\xi$ from the disorder-averaged static structure factor. An example for the finite-size scaling of $\xi$ at $T = 0$ is shown in Fig. 3(a). For large disorder, we clearly detect the absence of LRO, while for small disorder the correlation length exceeds the available system sizes, such that the finite-size scaling is inconclusive. The temperature dependence of $\xi$ obtained via MC simulations is consistent with the data at $T = 0$, Fig. 3(b). An analysis of spin configurations for individual disorder realizations confirms that the glassy state is non-coplanar \[20\].

Plotting the extrapolated data for $\xi$ at $T = 0$ as function of disorder strength $\Delta$, Fig. 3(c), we find the $\Delta$ dependence perfectly consistent with the exponential behavior predicted by Eq. (6). This strongly suggests that LRO is indeed destroyed for any non-zero $\Delta$. Moreover, Eq. (6) predicts that $[\ln(\xi / \xi_\infty)]^{1/2}$ is proportional to the clean-limit stiffness which reads $\rho_s = S^2(J_1 - 6J_2) \sqrt{3}/2$ in the classical limit \[20\]. This proportionality is tested in Fig. 3(d) and found to be perfectly obeyed. In fact, the RG treatment \[20\] also yields an approximate expression of the proportionality factor which agrees with the data. In addition, Fig. 3(d) also shows $1 / [\rho_s \Theta(r)]$ for the single-defect texture which is proportional to the stiffness, in quantitative agreement with Eq. (3). Together, this confirms our consistent description of the data.
We expect our ideas to motivate further studies into different types of quenched disorder in weakly frustrated lattice Heisenberg model with Gaussian bond disorder. (a) FIG. 3. Magnetic correlation length $\xi^{-1}$ for the triangular-lattice Heisenberg model with Gaussian bond disorder. (a) Finite-size scaling of $1/\xi$ as function of linear system size $L$ for $\alpha = 0.05$, $T = 0$, and different disorder strength $\Delta$. (b) Comparison of $\xi$ obtained from finite-$T$ MC simulation and $T = 0$ energy minimization (EM), for $\alpha = 0.05$ and $L = 36$. (c) $\ln \xi$ plotted as function of $1/\Delta^2$, illustrating the scaling from Eq. (6). (d) Test of stiffness dependence: $[(\ln(\xi/\xi_{\infty}))^{1/2} \Delta$ and single-defect $1/(r\delta \phi(r))$ for different $\alpha$, plotted as function of spin stiffness. The solid line corresponds to the RG result for $\xi$. Dashed lines are linear fits.

**Perturbations: Finite $T$, interlayer coupling, and anisotropies.**— Beyond the two-dimensional Heisenberg-type model discussed so far, a number of effects are important. First, in a strictly two-dimensional SU(2)-symmetric system, the clean-limit LRO is restricted to $T = 0$ due to the Mermin-Wagner theorem. Hence, the clean system is short-range-ordered at any finite $T$, with the thermal correlation length $\xi_T$ scaling as $\ln \xi_T \propto \rho_s/T$ [24]. Now, bond disorder limits the correlation length according to Eq. (6), which defines a disorder-dependent crossover temperature which scales quadratically with the disorder level, $T^* \propto \Delta^2 N_0^4/\rho_s$, below which the system settles into its $T = 0$ glassy state. We note that $d = 2$ is below the lower critical dimension for spin-glass order [25], hence, there will be no thermodynamic glass transition which scales with the interlayer coupling according to $J_\perp/J \propto \Delta^4 N_0^8/\rho_s^4$. Third, if SU(2) is broken down at the Hamiltonian level such that there is no spin rotation symmetry in the ordering plane, the in-plane mode of the clean system acquires a gap. As a result, the texture induced by a single defect decays exponentially. The system displays again LRO at low $T$ which is stable against weak bond disorder. Here, the critical level of disorder scales logarithmically with the gap, for details see Ref. 20.

**Quantum effects.**— So far our analysis was based on semiclassical spin order. It is strictly valid for $S \to \infty$, but qualitatively also applies to finite $S$: $1/S$ corrections to observables can be calculated and are generically nonsingular at $T = 0$ [16, 20]. However, for small $S$ the physics can change; in particular, local spin order can be destroyed by quantum fluctuations.

For the non-collinear magnet at hand, it is conceivable that a finite amount of bond disorder can lead to the suppression of local order via the emergence of a disorder-dominated valence-bond state [26, 27], similar to the celebrated random-singlet state in one dimension [13, 14]. In fact, the emergence of such a state has been proposed on the basis of numerical simulations for the bond-disordered Heisenberg model both on the triangular and honeycomb lattices [10–12]. Together with our insight that infinitesimal bond disorder destroys non-collinear LRO in favor of a spin glass, we conjecture the phase diagram in Fig. 1(b), where the glass gives way to a random-singlet state at large disorder.

**Conclusions.**— Combining analytical arguments and large-scale simulations, we have shown that random-bond defects destroy long-range magnetic order in the ground state of two-dimensional non-collinear antiferromagnets with SU(2) spin symmetry. The key insight, demonstrated explicitly for the triangular-lattice Heisenberg model, is that a finite concentration of effectively dipolar defects destabilize LRO even for weak disorder in favor of a spin-glass state.

Remarkably, the effect of random site dilution in the same system is much weaker: Vacancies induce an octupolar texture [16, 17], and LRO is stable against a small vacancy concentration because the integral corresponding to Eq. (5) is not divergent in this case [28].

Our analysis shows that none of the two cases can be described as random-mass disorder in the relevant low-energy field theory for the ordered state, because this would miss the defect-induced random transverse fields. This underlines a fundamental difference between the present non-collinear magnets and their unfrustrated collinear counterparts, where both random-bond disorder and site dilution correspond to random-mass terms in the field theory. We note that bond disorder also tends to destroy LRO in frustrated magnets with strong spin-orbit coupling where defect-induced random transverse fields are even stronger [29, 30].

We expect our ideas to motivate further studies into different types of quenched disorder in weakly frustrated...
magnets. Investigations for non-coplanar order are underway. On the experimental front, our results are pertinent to many materials such as Ba$_3$CoSb$_2$O$_9$ [31], Ba$_4$NiSb$_2$O$_9$ [32], Ba$_4$CoNb$_4$O$_{24}$ [33], Cs$_2$CuCl$_4$ [34], α-CaCr$_2$O$_4$ [35], and NaCrO$_2$ [36].
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I. SPIN STIFFNESS

We consider a spin-$S$ triangular-lattice Heisenberg model

$$H = J_1 \sum_{\langle ij \rangle} \vec{S}_i \cdot \vec{S}_j + J_2 \sum_{\langle \langle ij \rangle \rangle} \vec{S}_i \cdot \vec{S}_j$$

(S1)

in the regime $\alpha = J_2/J_1 < 1/8$ where the classical ground state is given by coplanar $120^\circ$ order. The spin stiffness is defined as the energy cost against a slow twist of the order parameter. The helical coplanar order introduces two stiffnesses, $\rho_\parallel$ for in-plane twists and $\rho_\perp$ for out-of-plane twists. For the nearest-neighbor model the classical stiffnesses have been quoted in Ref. 1, and $1/S$ corrections have been calculated in Refs. 2 and 3.

As argued in the main text and shown below, bond defects cause in-plane distortions, such that $\rho_\parallel$ is the relevant stiffness. We restrict ourselves to the classical limit $S \to \infty$, where it is straightforward to include $J_2$ into the calculation, with the result

$$\rho_\parallel = N_0^2 (J_1 - 6J_2) \frac{\sqrt{3}}{2} A$$

(S2)

where $A = \sqrt{3}a^2/2$ is the unit cell area of the triangular lattice, with $a$ the lattice constant (which we set to unity unless explicitly written). Further, $N_0 = S$ measures the order-parameter amplitude, i.e., the local spin expectation value in a rotated frame. We note that continuum calculations often use a different convention for the stiffness prefactor, such that $A$ is excluded from the above expression [1, 2]. We will use $\tilde{\rho}_\parallel = \rho_\parallel / A$ to denote this in-plane “continuum” stiffness.

Evidently, positive $J_2$ reduces the stiffness compared to the nearest-neighbor model, consistent with increasing frustration. Notably, the stiffness (S2) remains finite at $J_2/J_1 = 1/8$ where the $120^\circ$ order gives way to a four-sublattice state, consistent with the (classical) transition being of first order.

II. SINGLE BOND DEFECT

Here we provide some details concerning the physics of a single defect bond. To our knowledge, its dipolar nature has been first pointed out in Ref. 4.

A. Spin texture via linear response

As explained in the main text, the spin texture induced by a bond defect can be understood as the response to a local dipolar transverse field which acts to rotate the two spins on the defect bond away from their clean-limit configuration. This is most efficiently calculated in a local frame where the clean-limit state is uniform.

To this end we start from a coplanar state in the $x - y$ plane and rotate the spins such that all point along the $\hat{x}$ axis. The in-plane rotation due to the dipolar field involves only the $y$ components of the spins, i.e., the static susceptibility $\chi^\parallel(\vec{q}) = \langle \langle S^y_i \rangle S^y_j \rangle$ for small momenta [5]. For a weak defect of magnitude $\delta J$ on the bond $(i,j) = (0,1)$, the transverse response at a separate site $i$ is given by

$$\langle S^y_i \rangle = \frac{1}{N_0} \beta_j \langle \langle S^y_i \rangle S^y_j \rangle$$

(S3)

where $\beta_j = (-1)^j$ is the dipolar form factor of the perturbation, and $h^\parallel = \lambda(\delta J)N_0$ measures the locally transverse field due to the bond defect. $\lambda = \sin \Theta_{NN}$ is a geometrical factor, with $\Theta_{NN}$ the angle between neighboring spins in the unperturbed state, $\lambda = \sqrt{3}/2$ for $120^\circ$ order. Using the Fourier-transformed susceptibility in Eq. (S3), the long-distance piece of the response reads

$$\langle S^y_i \rangle = \lambda(\delta J)N_0 A \int \frac{d^d q}{(2\pi)^d} (i\hat{e} \cdot \vec{q}) \chi^\parallel(\vec{q}) e^{i\vec{q}\cdot\hat{r}_i}$$

(S4)

where $\hat{e}$ is the directed defect bond vector and $d$ the spatial dimensionality. Inserting the Goldstone-mode form for $\chi^\parallel(\vec{q})$ gives

$$\langle S^y_i \rangle = \delta J \frac{\lambda N_0^2}{\rho_\parallel} \int \frac{d^d q}{(2\pi)^d} \frac{i\hat{e} \cdot \vec{q}}{q^2} e^{i\vec{q}\cdot\hat{r}_i}.$$

(S5)

Evaluating the integral and using $\delta \Theta(\vec{r}_i) = \langle S^y_i \rangle/N_0$ we finally find

$$\delta \Theta(\vec{r}) = \delta J \frac{\lambda N_0^2}{\rho_\parallel} \frac{\Gamma(d/2)}{2\pi^{d-1}\Gamma(2 - \frac{d}{2})} \frac{\hat{e} \cdot \vec{r}}{r^d}$$

(S6)

I. SPIN STIFFNESS
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(S1)
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(S2)
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where $\hat{e}$ is the directed defect bond vector and $d$ the spatial dimensionality. Inserting the Goldstone-mode form for $\chi^\parallel(\vec{q})$ gives

$$\langle S^y_i \rangle = \delta J \frac{\lambda N_0^2}{\rho_\parallel} \int \frac{d^d q}{(2\pi)^d} \frac{i\hat{e} \cdot \vec{q}}{q^2} e^{i\vec{q}\cdot\hat{r}_i}.$$
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Evaluating the integral and using $\delta \Theta(\vec{r}_i) = \langle S^y_i \rangle/N_0$ we finally find

$$\delta \Theta(\vec{r}) = \delta J \frac{\lambda N_0^2}{\rho_\parallel} \frac{\Gamma(d/2)}{2\pi^{d-1}\Gamma(2 - \frac{d}{2})} \frac{\hat{e} \cdot \vec{r}}{r^d}$$

(S6)
which describes a $d$-dimensional dipolar spin texture. Eq. (S6) corresponds to Eq. (3) of the main text, with the prefactor $\kappa = \lambda/(2\pi d^{d-1})\Gamma(d/2)/\Gamma(2 - d/2)$, and $\Gamma(z) = \int_0^\infty dx x^{z-1}e^{-x}$ is the gamma function.

While the above derivation applies generally to a bond defect in a non-collinear magnet in $d$ space dimensions, the classical-limit response of the triangular-lattice Heisenberg model can also be calculated using spin-wave theory. The coefficients of the normal and anomalous pieces of the bilinear magnon Hamiltonian are [6]

$$A_{\vec{q}}/S = 3J_1 - 6J_2 + \frac{3J_1}{2}\gamma_1(\vec{q}) + 6J_2\gamma_2(\vec{q}),$$  
(S7)

$$B_{\vec{q}}/S = \frac{9J_1}{2}\gamma_1(\vec{q})$$  
(S8)

with the geometric factors for the first-neighbor and second-neighbor interactions on the triangular lattice

$$\gamma_1(\vec{q}) = \frac{1}{3}\left(\cos{q_xa} + 2\cos{\frac{q_xa}{2}}\cos{\frac{\sqrt{3}q_ya}{2}}\right),$$  
(S9)

$$\gamma_2(\vec{q}) = \frac{1}{3}\left(\cos{\sqrt{3}q_ya} + 2\cos{\frac{3q_xa}{2}}\cos{\frac{\sqrt{3}q_ya}{2}}\right).$$  
(S10)

The spin-wave energies are $\omega_0^2 = A_{\vec{q}}^2 - B_{\vec{q}}^2$ while the in-plane susceptibility of the ordered state is given by [6]

$$\chi^\parallel(\vec{q}) = \frac{S}{A_{\vec{q}} - B_{\vec{q}}}. \quad (S11)$$

Expanding Eq. (S11) for small $q$ yields $1/\chi^\parallel(\vec{q}) = (3/4)(qa)^2(J_1 - 6J_2)$. Using $N_0 = S$, valid in the classical limit, the susceptibility can be brought into the form $\chi^\parallel(\vec{q}) = N_0^2/((\rho^\parallel)^2)$, with the stiffness $\rho^\parallel$ as given in Eq. (S2).

Evaluating (S4) using Eq. (S11), the dipolar spin texture on the triangular lattice in the semiclassical limit reads explicitly

$$\delta\Theta(\vec{r}) = \frac{\delta J}{2\pi(J_1 - 6J_2)}\frac{\hat{e} \cdot \vec{r}}{r^2}. \quad (S12)$$

This expression describes the data in Fig. 2(b) of the main paper, where $\delta J = -J_1/10$, with an accuracy better than 5%.

**B. Uniform impurity moment**

In the presence of a single bond defect, the bulk spin moments do not exactly cancel each other, such that the resulting state has a non-vanishing uniform magnetization $m_{\text{imp}}$ of order unity (i.e. not proportional to system size). We have determined $m_{\text{imp}}$ numerically from the ground-state spin configurations on finite clusters; a corresponding finite-size scaling analysis of $m_{\text{imp}}$ is shown in

$$\langle S^z_i \rangle = \lambda N_0 A \sum_{(ij)} \int \frac{d^d \vec{q}}{(2\pi)^d} \left( i\hat{d}_{ij} \cdot \vec{q} \right) \chi^\parallel(\vec{q}) e^{i\vec{q} \cdot \vec{r}_{ij}} \quad (S14)$$

where the sum runs over all (defect) bonds, $\hat{d}_{ij} = \hat{e}_{ij}\delta J_{ij}$ parameterizes the effective dipole strength on the bond

![Figure S1. Uniform moment generated due to bond defect $\delta J$. (a) Finite-size scaling of the uniform moment for an absent bond at the center of the lattice. (b) Growth of the uniform moment with increasing defect amplitude $\delta J$. For small values of $\delta J$ the relationship is linear.](image-url)

Fig. S1(a). The impurity moment $m_{\text{imp}}$ can be expected to be proportional to $\delta J$ for small $\delta J$:

$$m_{\text{imp}} = \eta N_0 \delta J. \quad (S13)$$

For the classical triangular-lattice Heisenberg model with $J_2 = 0$ we numerically find $\eta = 0.35$, see Fig. S1(b). For larger $\delta J$ corrections beyond linear response appear; for $\delta J = -J_1$ we have $m_{\text{imp}}/N_0 = 0.396$.

**III. DESTRUCTION OF LONG-RANGE ORDER: LINEAR RESPONSE**

Here we derive the heuristic criterion for the destruction of magnetic long-range order in dimensions $d \leq 2$ due to bond defects. The argument starts from helical LRO and shows that bond defects lead to divergent fluctuations of this order.

In the context of the triangular lattice, we assume weak bond disorder, i.e., spatially fluctuating nearest-neighbor couplings $J_{1,ij}$ drawn independently from a distribution with mean value $J_1,ij = J_1$ and second moment $\delta J_{ij}^2 = \Delta^2$ where $\delta J_{ij} = J_{1,ij} - J_1$. Weak disorder in the $J_2$ couplings does not affect the 120° state; thus we set $J_{2,ij} \equiv J_2$. More generally, our treatment is valid for any type of defects which produce a dipolar texture.

Weak disorder corresponds to $\Delta \ll J_1$; in this limit the influence of the defects can be treated perturbatively as in Sec. II A. As a result, we deal with a linear superposition of dipolar textures. Generalizing Eq. (S4) yields

$$\langle S^z_i \rangle \approx \lambda N_0 A \sum_{(ij)} \int \frac{d^d \vec{q}}{(2\pi)^d} \left( i\hat{d}_{ij} \cdot \vec{q} \right) \chi^\parallel(\vec{q}) e^{i\vec{q} \cdot \vec{r}_{ij}}$$

where $\hat{d}_{ij} = \hat{e}_{ij}\delta J_{ij}$ parameterizes the effective dipole strength on the bond
\( \hat{e}_{ij} \), and \( \vec{r}_{l,ij} \) is the vector connecting site \( l \) and the center of this bond. After disorder averaging, this response is zero, but its fluctuations are finite:

\[
\langle S_l^z \rangle = \lambda^2 \Delta^2 N_0^2 A^2 \sum_{\hat{e}_a} \int \frac{d^d q}{(2\pi)^d} (\hat{e}_a \cdot \vec{q})^2 \chi(\vec{q})^2 \tag{S15}
\]

where the \( \hat{e}_a \) represent the three bond orientations of the triangular lattice. We have \( \sum_{\hat{e}_a} (\hat{e}_a \cdot \vec{q})^2 = \xi q^2 \), with \( \xi = 3/2 \) for the triangular lattice. Inserting again the clean-limit Goldstone-mode form of \( \chi(\vec{q}) \) results in

\[
\langle S_l^z \rangle = \xi^2 \Delta^2 N_0^2 \sum_{\hat{e}_a} \int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2}. \tag{S16}
\]

This is equivalent to Eq. (5) of the main text, with the prefactor \( \hat{\kappa} = 2\pi^{d/2} \xi \kappa / T(d/2) \). The integral in Eq. (S16) is infrared divergent for \( d \leq 2 \), i.e., the random arrangement of dipoles destroys the assumed magnetic LRO.

### A. Two-dimensional SU(2)-symmetric systems

According to Eq. (S16), \( d = 2 \) is the marginal dimension for bond disorder in non-collinear Heisenberg antiferromagnets. Assuming that the integral is cutoff by a finite correlation length \( \xi \), the stability criterion \( \langle S_l^z \rangle \ll N_0^2 \) translates into an exponential dependence of the \( T = 0 \) correlation length on the disorder level:

\[
\ln \xi \propto \left( \frac{\rho_s}{\Delta^2 N_0^2} \right)^2. \tag{S17}
\]

We re-iterate that \( \rho_s \) and \( N_0 \) appearing here are characteristics of the clean system.

At finite \( T \) and in \( d = 2 \), the Mermin-Wagner theorem dictates that LRO is destroyed in the clean system due to thermal fluctuations. The resulting paramagnetic state has a magnetic correlation length which is exponentially large at low temperature, \( \xi \sim e^{2\pi \rho_s / T} \) [7, 8]. Comparing with the expression of the \( T = 0 \) correlation length in the bond-disordered system (S17) suggests the existence of a crossover temperature \( T^* \), such quenched disorder (thermal fluctuations) dominate below (above) \( T^* \), respectively. \( T^* \) scales quadratically with the disorder level,

\[
T^* \propto \Delta^2 N_0^4 / \rho_s. \tag{S18}
\]

Here, the distinction between \( \rho_s \) and \( \rho_s^k \) (which differ by a factor of two in the classical limit) has been ignored.

### B. Layered systems

Layered compounds realize quasi-two-dimensional systems with finite inter-layer coupling. For Heisenberg magnets, a small inter-layer exchange coupling \( J_\perp \) stabilizes magnetic order even at finite temperatures: The corresponding ordering temperature scales logarithmically with \( J_\perp \). In the ordered state, the susceptibility can now be written

\[
\chi(\vec{q}) = \frac{N_0^2}{\rho_s} \frac{1}{q^2 + \omega_n^2}. \tag{S19}
\]

where \( q_{\perp} \) is the momentum perpendicular to the layers, and \( \varepsilon \ll 1 \) parameterizes the inter-layer coupling, e.g., \( \varepsilon \sim J_\perp / J_1 \) for stacked triangular lattices.

Inserting this into the fluctuation expression (S15), we see that the integral divergence is now cut off, i.e., the momentum integral scales as \( \sqrt{\varepsilon} \). Then, the stability condition implies that LRO is stable provided that

\[
\varepsilon \gtrsim \frac{\Delta^2 N_0^8}{(\rho_s^k)^4}, \tag{S20}
\]

i.e. the critical level of disorder required to destroy LRO scales as \( (J_\perp / J_1)^{1/4} \). The resulting phase diagram is shown in Fig. S2.

### C. Broken SU(2)

If SU(2) spin symmetry is broken at the Hamiltonian level, some or all of the Goldstone modes of the ordered phase acquire a gap. For the case of non-collinear order with gapped in-plane Goldstone mode, the spin texture discussed in Sec. II A will decay exponentially instead of algebraically. The susceptibility can be approximated as

\[
\chi(\vec{q}) = \frac{N_0^2}{\rho_s} \frac{1}{q^2 + (m/c)^2}. \tag{S21}
\]

with \( c \propto J \) a velocity. The mode gap \( m \) removes the infrared divergence of the integral (S15) in two space dimensions. As a result, LRO is stable for small disorder,
i.e., if
\[ \ln(m/J) \gtrsim \frac{(\hat{\rho}_\parallel)^2}{\Delta^2 N_0^2}, \] (S22)

For an easy-plane system with U(1) symmetry at the Hamiltonian level, the perturbative considerations for weak disorder apply as in the SU(2)-symmetric case, and LRO is destroyed for arbitrarily small disorder. However, the phenomenology of the resulting phase is more complicated and will be explored in future work [9].

IV. DESTRUCTION OF LONG-RANGE ORDER: RENORMALIZATION-GROUP ANALYSIS

In this section, we sketch an alternative route to destroy the destruction of non-collinear LRO by weak bond disorder. This is based on a field-theoretic formulation of semiclassical order and a renormalization-group treatment of the effect of bond disorder.

A. Field theory

The long-distance properties of a coplanar magnet can be described by an order-parameter field \( R(\tau, \vec{x}) \) where \( R \in \text{SO}(3) \) is a rotation matrix, defined on the lattice relative to a fixed set of vectors \( \vec{N}_i \) in spin space which describe the spiral ordering [1, 10],

\[ \vec{S}_i = R_i \cdot \vec{N}_i, \] (S23)

for the 120° order the \( N_i \) are three different vectors corresponding to the three sublattices. The coplanar order is symmetric under the transformation \( R \rightarrow U RV^{-1} \), where \( U \in \text{SO}(3) \) is the global spin rotation symmetry and \( V \in \text{O}(2) \) is the continuum enlargement of the discrete space group of the planar lattice (which is \( C_{3v} \) for triangular lattice, see Ref. 10 for details). The effective low-energy action is a non-linear sigma model (NLSM) of the matrix field \( R \), first appearing in Ref. 1:

\[ S = -\frac{\rho}{4} \int d\tau d^d x \left[ \frac{1}{c^2} \text{Tr} (R^{-1} \partial_\tau R)^2 + \text{Tr} P (R^{-1} \partial_\tau R)^2 \right] \] (S24)

where \( \rho \) is the continuum stiffness [11] and \( P \) is a projection operator on to the plane of the ordered state, satisfying \( [P, V] = 0 \). Calculations are simplified in the vielbein basis parametrization \( \omega^a_{\mu} r_\mu = R^{-1} \partial_\mu R \) [1, 10] where \( \mu = 0, \ldots, d \) is a space-time index and \( r_\mu \in \text{Lie}[\text{SO}(3)] \) are the three generators of \( \text{SO}(3) \) with normalization \( \text{Tr} [r_\mu r_\nu] = -2 \delta_{\mu\nu} \).

\[ S = -\frac{\rho}{2c^2} \int d\tau d^d x \left[ \omega^\mu_\tau (\tau, \vec{x})^2 + c^2 \omega^\nu_\tau (\tau, \vec{x})^2 \right]. \] (S25)

For the triangular lattice antiferromagnet, the bare anisotropy in the spin-wave velocities is given by \( c_{x,y}^2 = (\hat{\rho}_\perp)^2 / 2 \) and the corresponding bare stiffnesses are \( \hat{\rho}_{x,y} = \hat{\rho}_{y,x} / c^2 \).

As detailed in Sec. II A, a bond defect acts as a directed dipolar perturbation. It hence couples with a single gradient to the local order-parameter field:

\[ \delta J_{ij} \vec{S}_i \cdot \vec{S}_j = \delta J_{ij} \vec{N}_i \cdot R^{-1} (\hat{\epsilon}_{ij} \cdot \nabla) \cdot \vec{N}_j \] (S26)

where the \( R \) and \( \omega \) fields are taken at the defect position. For a finite defect concentration, disorder averaging over the random defect terms can be performed using the standard replica trick [12], and we arrive at the action

\[ S = \frac{\eta_a}{2} \int_{\tau, \vec{x}} \left[ \omega^\mu_\tau (\tau, \vec{x})^2 + \omega^\nu_\tau (\tau, \vec{x})^2 \right] \]

\[ -\frac{\sigma \eta^2}{2} \int_{\tau, \tau', \vec{x}} \omega^\mu_\tau (\tau, \vec{x}) \omega^\nu_{\tau'} (\tau', \vec{x}) \] (S27)

Here are \( r \) and \( s \) are replicas, the temporal axis was appropriately scaled [7], and the bulk couplings \( \eta_a = \hat{\rho}_a / c_a \) were introduced. The strength of the disorder is encoded in \( \sigma \propto \Delta^2 \), more precisely \( \sigma \hat{\rho}_a^2 = \Delta^2 \xi^2 N_0^2 / \Lambda^2 \).

B. Renormalization group and destruction of LRO

While quenched disorder only couples to the in-plane mode in Eq. (S27), a coupling to the other low-energy modes is generated under renormalization. We therefore start with a more general action

\[ S = \frac{1}{2} \int_{\tau, \tau', \vec{x}} K_{\mu \nu}^{\tau \tau'}(\tau, \vec{x}) \omega^\mu_\tau (\tau, \vec{x}) \omega^\nu_{\tau'} (\tau', \vec{x}) \]

\[ K_{\mu \nu}^{\tau \tau'}(\tau, \vec{x}) = \eta_a \delta(\tau - \tau') \delta^{rs} - \sigma_a \eta^2 \delta_{\mu \nu} \] (S28)

where the bare disorder couplings are \( \sigma^2 \propto \Delta^2 \) and \( \sigma_{x,y} = 0 \). The tree-level scaling dimensions of the couplings are respectively, \( \text{dim} [\eta_a] = d - 1 \) and \( \text{dim} [\sigma_a] = 2 - d \), confirming that quenched bond disorder is marginal in \( d = 2 \) and relevant in \( d < 2 \).

The fate of the ordered state can be studied using renormalization-group techniques. Following Polyakov [13], we track the low-energy flow of the couplings by integrating out fast modes over momentum shells (\( \Lambda, \Lambda' \)). We split the replica flavored matrices \( R' \) into fast modes, \( U' = e^{i \varphi^{rs}_{\mu}} \) with \( \varphi \) being spin-wave fields, and slow modes, \( \hat{R}' \), such that \( R' = U' \hat{R}' \). Because we are ultimately interested in the replica symmetry unbroken classical modes \( \hat{R}' = \hat{R} \) [12], the expansion in the vielbein basis is simplified,

\[ R'^{-1} \partial_\mu R' = \hat{\omega}^\mu_\tau r_\mu + r_\mu \left[ \partial_\mu \varphi^{rs} + \frac{1}{2} f_{abc} r_\mu \varphi^{r\nu} \varphi^{\nu c} + \ldots \right] \] (S29)

where \( f_{abc} \) are the structure constants of \( \text{SO}(3) \), \( r_\mu r_\nu = f_{abc} r_c \). Plugging this back to the replica action (S28) and
integrating out the $\phi$ fields, we determine the one-loop corrections to the bilinear $\omega$ terms. Demanding form invariance of this part of the action then yields the RG flow equations as

$$\beta(\eta_a) = \frac{d\eta_a}{d \log b} = (1 - d)\eta_a + \frac{R_{abc}}{8\pi} \left[ \left( \frac{\eta_a^2}{\eta_b \eta_c} + 2\frac{\eta_a^2}{\eta_b} \right) \right]$$

$$\beta(\sigma_a) = \frac{d\sigma_a}{d \log b} = (d - 2)\sigma_a - \frac{R_{abc}}{8\pi} \left[ \frac{\sigma_b}{\eta_c} + 2\frac{\eta_a \sigma_c}{\eta_b \eta_c} + 2(\sigma_b \sigma_c + \frac{2\eta_a \sigma_c}{\eta_b}) \right]$$

(S30)

where $R_{abc} = (f_{abc})^2$ is a symmetric traceless tensor, and we have restricted ourselves to the replica-diagonal limit. As announced, couplings of disorder to all spin-wave modes are generated under renormalization.

We now discuss an approximate solution of these RG equations. For $d$ close to 2, the $\eta_a$ are strongly relevant. As a result, the contributions to $\beta(\sigma_a)$ which are suppressed by a factor of $1/\eta$ are small and can be neglected. In $d = 2$, this leaves us with $(-\sigma^2)$ terms in the $\beta$ functions of $\sigma_a$, underlining that disorder is marginally relevant. We make no attempt to fully solve the coupled system of RG equations. Instead, we consider a simplified flow trajectory where all $\sigma_a$ grow in parallel, with relative factors taken from the structure of Eq. (S30). Solving the resulting single flow equation, we obtain the correlation length as the scale where $\sigma$ reaches unity, with the result

$$\ln \frac{\xi_{RG}}{\xi_\infty} = \frac{2\pi \rho^2}{C\zeta \lambda^2 \Delta^2 J_0^2 a^2 / A}$$

(S31)

where $C = 2.3875$ for the triangular lattice. In Fig. 3(d) of the main text we make a comparison of this estimate against the numerically measured correlation lengths.

We note that a related conclusion, i.e., the absence of LRO in $d = 2$ due to random dipolar perturbation, was reached in Refs. 14 and 15 in the context of glassy physics in cuprate superconductors. Although both our setting and technical treatment are different, with a non-collinear clean-limit state and a full consideration of its multiple Goldstone modes, our qualitative conclusion parallels that of Refs. 14 and 15.

V. NUMERICAL SIMULATIONS

To study the physics beyond the weak-disorder limit, we have performed large-scale numerical simulations for the classical $J_1$-$J_2$ triangular-lattice Heisenberg model. For finite lattices with $N = L^2$ sites and periodic boundary conditions, we have generated disordered sets of couplings by drawing each $J$ independently either from a Gaussian distribution,

$$P(J_{\alpha,ij}) = \frac{1}{\sqrt{2\pi \Delta_\alpha}} e^{-\frac{(J_{\alpha,ij} - \mu_\alpha)^2}{2\Delta_\alpha^2}}, \ \alpha = 1, 2$$

(S32)

or from a bimodal distribution,

$$P(J_{\alpha,ij}) = \left\{ \begin{array}{ll}
\frac{1}{2} & \text{for } J_{\alpha,ij} = J_\alpha - \Delta_\alpha, \\
\frac{1}{2} & \text{for } J_{\alpha,ij} = J_\alpha + \Delta_\alpha, \\
\end{array} \right. \quad (\alpha = 1, 2)$$

(S33)

where we simulate for $\Delta_2/\Delta_1 = J_2/J_1$. In the data presented throughout this paper we abbreviate the disorder strength as $\Delta \equiv \Delta_1$.

At $T = 0$ we have employed an iterative classical energy minimization scheme [16] to find a locally stable configuration; per disorder realization we have used up to $N_{\text{init}} \sim 400$ different initializations with varying degree of disorder and used the converged state with globally lowest energy to calculate observables. Averaging has been performed over $N_{\text{avg}} \sim 1000$ realizations of disorder. The maximum system size was limited by our ability to reliably find a low-energy state; for large $L$ we found this prohibitively expensive because a huge $N_{\text{init}}$ is needed.

In addition, we have performed finite-temperature Monte-Carlo simulations on lattices with $L^2$ sites. We employ three distinct types of MC moves: (a) single-site (restricted) Metropolis updates, (b) microcanonical steps [17] and (c) parallel tempering [18]. Typically, we perform $5 \times 10^5$ MC sweeps for thermalization, followed...
The exponential dependence of $\xi$ on the disorder appears to be linear when the statistical uncertainty from the disorder average is taken into account. In the main paper, we show $\xi$ obtained from FWHM here and in the main paper.

Figs. S4 and S5 summarize the finite-size scaling of the $T = 0$ data for $\xi$ for different $\alpha$ and $\Delta$, both for Gaussian and bimodal disorder. The error bars reflect the statistical uncertainty from the disorder average. In general, a linear dependence of $1/\xi$ on $1/L$ appears to fit the data. However, given that the largest system size is $L = 36$, values of $\xi$ beyond 20 have to be considered unreliable. Therefore, data for smaller $\Delta$ are not shown.

Fig. S4. Finite-size scaling of the magnetic correlation length $\xi$ for the classical triangular-lattice Heisenberg model with Gaussian bond disorder for different values of $\alpha = J_2/J_1$. (a) $\alpha = 0$, (b) $\alpha = 0.025$, (c) $\alpha = 0.05$, (d) $\alpha = 0.08$. The dashed lines show linear fits of $1/\xi$ as function of $1/L$.

Fig. S5. Same as Fig. S4, but now for bimodal bond disorder.

by $5 \times 10^5$ sweeps to calculate thermal averages. In our implementation, after 10 microcanonical sweeps we perform a Metropolis sweep followed by a parallel tempering update. For the restricted Metropolis step, we use a temperature-dependent selection window to ensure an average acceptance rate larger than 50% at any given temperature. Moreover, we select our temperature grid such that a parallel tempering move has a success rate larger than 40%.

A. Spin correlations: Additional results

We have determined the disorder-averaged static structure factor

$$S(\vec{q}) = \frac{1}{L^2} \sum_{ij} \langle \vec{S}_i \cdot \vec{S}_j \rangle e^{i\vec{q} \cdot (\vec{R}_i - \vec{R}_j)}. \quad (S34)$$

For a state with magnetic LRO at wavevector $\vec{Q}$, the value of $S(\vec{Q})/N$ is proportional to the square of the order parameter in the thermodynamic limit. In Fig. S3 we show the finite-size scaling of $S(\vec{Q})/N$ for different $\alpha$ and $\Delta$ for Gaussian disorder. The data clearly point to the absence of LRO for the parameters with $\alpha = 0.025$, $\Delta \geq 0.6$ and $\alpha = 0.05$, $\Delta \geq 0.5$. For smaller $\Delta$ larger systems would be needed to draw a sharp conclusion.

The spin correlation length $\xi$ has been determined from $S(\vec{q})$ in two ways, either by using the values of $S(\vec{Q})$ and the closest wavevector nearby, or by identifying $1/\xi$ as the full-width-half-maximum (FWHM) of $S(\vec{q})$ by fitting it to a Lorentzian as function of $|\vec{q} - \vec{Q}|$ along a cut in momentum space. Both protocols gave consistent results, with the FWHM method being more robust at large disorder. Hence, we show $\xi$ obtained from FWHM here and in the main paper.

Figs. S4 and S5 summarize the finite-size scaling of the $T = 0$ data for $\xi$ for different $\alpha$ and $\Delta$, both for Gaussian and bimodal disorder. The error bars reflect the statistical uncertainty from the disorder average. In general, a linear dependence of $1/\xi$ on $1/L$ appears to fit the data. However, given that the largest system size is $L = 36$, values of $\xi$ beyond 20 have to be considered unreliable. Therefore, data for smaller $\Delta$ are not shown.

Taken together, the data in Figs. S3, S4, and S5 are consistent with the LRO being destroyed by bond disorder in favor of a short-range ordered state; for small disorder the resulting spin correlation lengths are too large to be accessible in our finite-size simulations.

The exponential dependence of $\xi$ on the disorder
strength, Eq. (S17), is confirmed in Fig. S6. Extrapolating the results to small $\Delta$ we obtain, e.g., for $\Delta = 0.2$ and $\alpha = 0$ the extremely large value $\xi \approx 10^{13}$ while for $\alpha = 0.08$ we have $\xi \approx 10^5$. Both experiments and numerical simulations will therefore detect the destruction of LRO only if disorder exceeds a resolution-dependent threshold.

### B. Non-coplanarity

The analysis of Sec. II A shows that the spin configuration remains coplanar in the presence of a single bond defect, consistent with the corresponding numerics. This then also applies to the case of finite bond disorder in the linear-response limit. However, beyond linear response the spin configurations develop non-coplanarities.

We have characterized the degree of non-coplanarity by determining the distribution of scalar chiralities, $\chi_{ijk} = \vec{S}_i \cdot (\vec{S}_j \times \vec{S}_k)/S^3$ on elementary triangles $ijk$. The distribution is shown in Fig. S7. While the distribution $P(\chi)$ is extremely narrow centered around zero for weak disorder, consistent with a coplanar state in the weak-disorder limit, non-zero chiralities occur for all finite disorder levels $\Delta$. Interestingly, the width of the distribution is non-monotonic as function of $\Delta$: This reflects the fact that, for very strong disorder, exceptionally strong bonds lead to (approximately) collinear spin pairs, rendering the involved triangles coplanar and thus reducing the degree of non-coplanarity compared to intermediate disorder.

---

Figure S6. Magnetic correlation length $\xi$ as function of disorder strength $\Delta$, plotted as $\ln \xi$ vs. $1/\Delta^2$, for (a) Gaussian and (b) bimodal disorder and different values of $\alpha = J_2/J_1$. The dashed lines are linear fits; the linear dependence of $\ln \xi$ on $1/\Delta^2$ is consistent with Eq. (S17).

Figure S7. Histogram of scalar chiralities $\chi_{ijk}$ for the bond-disordered triangular-lattice Heisenberg model for different disorder strength $\Delta$ and (a) $\alpha \equiv J_2/J_1 = 0$ and (b) $\alpha = 0.08$.
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