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Abstract
The object of research is a test network diagram, in relation to which the task of minimizing the objective function $q_{\text{max}}/q_{\text{min}} \rightarrow \text{min}$ is posed, which requires maximizing the uniformity of the workload of personnel when implementing an arbitrary project using network planning. The formulation of the optimization problem, therefore, assumed finding such times of the beginning of the execution of operations, taken as input variables, in order to ensure the minimum value of the ratio of the peak workload of personnel to the minimum workload.

The procedure for studying the response surface proposed in the framework of RSM is described in relation to the problem of optimizing network diagrams. A feature of this procedure is the study of the response surface by a combination of two methods – canonical transformation and ridge analysis. This combination of methods for studying the response surface allows to see the difference between optimal solutions in the sense of «extreme» and in the sense of «best». For the considered test network diagram, the results of the canonical transformation showed the position on the response surface of the extrema in the form of maxima, which is unacceptable for the chosen criterion for minimizing the objective function $q_{\text{max}}/q_{\text{min}} \rightarrow \text{min}$. It is shown that the direction of movement towards the best solutions with respect to minimizing the value of the objective function is determined on the basis of a parametric description of the objective function and the restrictions imposed by the experiment planning area. A procedure for constructing nomograms of optimal solutions is proposed, which allows, after its implementation, to purposefully choose the best solutions based on the real network diagrams of your project.
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1. Introduction
Optimizing network diagrams is a logical continuation of their construction. However, different end goals of projects give reason to use different approaches to optimization. These approaches are determined by the criteria that are the basis for the selection of target functions. For example, in [1] the following classification of optimization problems was introduced:

– by time, if the duration of work on the diagram is more or less than the prescribed duration;
– by resources, depending on their renewability;
– by cost and resources.

Such a classification, although it is seen as rather capacious, is not exhaustive. A slightly different type of classification is given in [2], according to which it is necessary to distinguish between resource, structural, stochastic optimization methods in network planning. Separation of methods according to this principle is substantiated in this work using a typical triad: «defined variables – objective function – constraints». However, it is quite rightly noted at the same time that any specific practical task has a set of its limitations. In addition to this, it is emphasized that one can’t ignore the following circumstances: the model of minimizing the duration of a project with a fixed budget can’t always be technically implemented, and a specific problem under consideration may not have solutions under existing constraints. This conclusion, obviously, should be understood in the context of the search for the optimal solutions. That is, one can’t ignore the fact that a specific mathematical formulation of the problem must take into account the ultimate goal of the project. It is of interest to see which optimization criteria are used most often. In [3], such a criterion is the cost of the project. The value of the cost change after optimization is introduced in the coordinates «time – cost». A feature of consideration in this work is the use of the concept of additional costs required to accelerate the project. The variant of such a control action should lead, according to the author, to an increase in the efficiency of project implementation.
A feature of the formulation of the optimization problem in [4] is that it is performed with respect to the least increase in the total cost of work with a reduction in the period of their implementation. This has a certain similarity with the principles outlined in [1]. However, the solution to the problem is presented only in an algorithmic form.

Optimization methods according to the criteria «time», «time – labor resources», «time – costs» are considered in [5]. However, the authors limit themselves to conceptual representations of the solution to the problem, focusing not on mathematical delivery and search for optimal solutions, but on the use of classification representations of potentially possible optimization methods.

The work execution time, as the main criterion for optimizing the network diagram, is considered in [6] from the standpoint of a random variable. With this consideration, it is proposed to evaluate not the time of completion of work or the project as a whole, but the probability of the completion date of the project. For this, it is proposed to use the Monte Carlo method, which, in the author’s opinion, makes it possible to assess the probability of the completion date of the project for any distribution law of their duration. The probabilistic approach used in this case is practical, but in this work only the principle of finding solutions using Excel is shown outside the mathematical formulation and solution of the problem. It should be noted that the absence of just such a consideration of the problem is a common problem in the study of network diagrams. An exception may be, for example, work [7], in which several variants of the mathematical formulation of the optimization problem are considered. The objective function structure reflects different alternatives and meets the criteria:

– minimizing the cost of the entire project;
– minimizing the risk of critical path operations;
– minimizing the duration of the critical path.

In such options, the optimization of the project plan is carried out under various scenarios formed by constraints of three types:

– for the total cost of the project – when optimizing risk or time);
– for the full duration of the project execution time while optimizing costs or risk;
– by the total amount of risk when optimizing costs or time.

The authors note that the application of the proposed methodology, based on such a variant of the task formalization, reduces the overall risk of the project. However, the paper does not analyze the behavior of the system in the vicinity of optimal solutions. Therefore, it is impossible to evaluate other possible solutions in conditions of different input variables. Such solutions can be obtained using the tools of the response surface methodology (RSM), but for this it is necessary to consider the optimization problem in terms of mathematical experimental design, as was done in [8]. These tools can be used to select the canonical transformation of the response surface and the ridge analysis, the use of which for various applications is described in [9] and [10, 11], respectively. The principles of using this approach to optimize network diagrams, previously not found in the literature, are proposed in this work. It is a continuation of work [8] and aims to select tools for analyzing the response surface to find optimal solutions for choosing the timing of the start of individual operations in the framework of network planning. To achieve this goal, it is necessary to solve the following problems arising directly from the possibility of combining solutions obtained for different alternatives of choosing independent input variables:

– to investigate the behavior of the response surface \( q_{\text{max}}/q_{\text{min}} = f(x_1, x_2) \) at three points of the D-optimal design for the case when the value of 1 month is taken as the time interval for the shift in the start of operations;
– to investigate the response surface \( q_{\text{max}}/q_{\text{min}} = f(x_1, x_2) \) at three points of the D-optimal design for the case when the value of 1 quarter is taken for the time interval according to the shift in the start of operations;
– to construct nomograms of optimal solutions describing their behavior depending on the coordinates of the point of the D-optimal design.

2. Materials and Methods

To analyze the response surface, let’s use the procedure used in [12] to find the optimal solution to the problem of synthesis of a structural material. This procedure allows to establish the behavior of the output variable in the stationary domain by a canonical transformation. After
that, the answer to the question about the sign-definiteness of the \( \mathbf{x}^T \mathbf{A} \mathbf{x} \) quadratic form obtained as a result of this transformation is possible:

- determination of the coordinates of the stationary point \( \mathbf{x}^* \) from the equation:

\[
\begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} x_1^* \\ x_2^* \end{pmatrix} = \begin{pmatrix} a_1 \\ a_2 \end{pmatrix},
\]

(1)

derived from condition:

\[
\frac{\partial y}{\partial x_i} = 2a + 2\mathbf{A} \mathbf{x}^* = 0,
\]

(2)

where

\[ y = a_0 + 2\mathbf{a}^T \mathbf{x} + \mathbf{x}^T \mathbf{A} \mathbf{x}, \]

(3)

and the components of the matrices \( \mathbf{a} \) and \( \mathbf{A} \) are determined in accordance with [8];

- calculation of the value of the output variable at a stationary point from the equation:

\[ y^* = a_0 + 2a^T \mathbf{x}^* + \mathbf{x}^T \mathbf{A} \mathbf{x}^*, \]

(4)

- obtaining the equation of the response surface in the canonical form:

\[ y - y^* = \lambda_1 \xi_1^2 + \lambda_2 \xi_2^2, \]

(5)

where \( \lambda_1, \lambda_2 \) – the eigenvalues of the matrix \( \mathbf{A} \) [8]:

\[
\mathbf{A} = \begin{pmatrix} 1.390335 & 0 \\ 0 & -0.27667 \end{pmatrix}
\]

- if the value of 1 month is taken as the time interval,

\[
\mathbf{A} = \begin{pmatrix} -1.99973 & 0.7439 \\ 0.7439 & -3.46023 \end{pmatrix}
\]

- if the value of 1 quarter is taken as the time interval.

To search for locally optimal solutions, a ridge analysis procedure was used, which allows, in the general case, to analytically describe the lines of final states to find the optimal control [13, 14].

In the optimization process, the following network parameters are used:

- early end date of the previous operation \( t_i' \), on a set of previous operations \( \omega_i' \);
- duration of the current operation, \( \tau_k \);
- early end date of the current operation, \( t_k' \):

\[ t_k' = \max_{i \in \omega_k} (t_i' + \tau_k), \]

(6)

- late end date of the subsequent operation \( t_j'' \), on a set of subsequent operations \( \omega_k'' \);
- late end date of the current operation, \( t_j'' \):

\[ t_j'' = \min_{j \in \omega_k} (t_j'' - \tau_j), \]

(7)

- the length of the directive period:

\[ T = \max_k t_k'; \]

(8)

- early start date of the current operation:

\[ t_k^0 = t_k' - \tau_k, \]

(9)
Optimization is carried out according to the $q_{\text{max}}/q_{\text{min}} \rightarrow \text{min}$ criterion in the space of normalized input variables, which are used to select the times of the beginning of operations $C$ (for alternative 1) and $Q^P$ (for alternative 2) – Table 1 [8].

| Work identifier | $q_k$ | $\tau_k$ | $\omega_k$ | $\omega_k'$ | $\tau_k'$ | $\Delta \tau$ | $t_k^0$ (min) | $t_k^0$ (max) | $t_k^0$ (0) |
|-----------------|-------|----------|------------|-------------|-----------|-------------|--------------|--------------|------------|
| $D$             | 20    | 1        | –          | $B, N, F$   | 1         | 2           | 1            | 0            |            |
| $C$             | 20    | 1        | –          | $B, H, K$   | 1         | 5           | 4            | 0            | 0          | 4          | 2          |
| $E$             | 4     | 2        | –          | $F$         | 2         | 2           | 0            | 0            |            |
| $A$             | 8     | 4        | –          | $B, N$      | 1         | 5           | 4            | 0            |            |
| $F$             | 16    | 3        | $D, E$     | $G, P$      | 5         | 5           | 0            | 0            | 2          |
| $H$             | 4     | 1        | $C$        | $L, M$      | 2         | 12          | 10           | 1            |            |
| $Q$             | 10    | 6        | –          | $R$         | 6         | 11          | 5            | 0            | 0          | 4          | 2          |
| $N$             | 1     | 4        | $A, D$     | $I$         | 5         | 9           | 4            | 1            |            |
| $G$             | 5     | 4        | $F$        | $I$         | 9         | 9           | 0            | 5            |            |
| $B$             | 13    | 4        | $A, C, D$  | $I$         | 5         | 9           | 4            | 1            |            |
| $R$             | 7     | 3        | $Q$        | –           | 9         | 14          | 5            | 6            |            |
| $P$             | 10    | 2        | $F$        | –           | 7         | 14          | 7            | 5            | 5          | 11         | 8          |
| $M$             | 2     | 2        | $H$        | –           | 4         | 14          | 10           | 2            |            |
| $L$             | 6     | 2        | $H$        | –           | 4         | 14          | 10           | 2            |            |
| $K$             | 2     | 2        | $C$        | –           | 3         | 14          | 11           | 1            |            |
| $I$             | 3     | 5        | $B, G, N$  | –           | 14        | 14          | 0            | 9            |            |

In Table 1, the following color highlights are used: red – operation of alternative No. 1, pink – operation of alternative No. 2

The normalization, which transmit the values of the input variables into the dimensionless range $[-1; +1]$, is carried out according to the formula:

$$x_i^{\text{norm}} = \frac{2x_i - (x_{i,\text{max}} + x_{i,\text{min}})}{x_{i,\text{max}} - x_{i,\text{min}}} , \quad i = 1, 2, ..., N, \quad j = 1, 2, ..., n,$$

where $x_{i,\text{max}}$ – the maximum value of the $i$-th input variable in the selected range of variation in natural form; $x_{i,\text{min}}$ – the minimum value of the $i$-th input variable in the selected range of variation in natural form; $x_i^{\text{norm}}$ – the value of the $i$-th input variable in normalized form; $x_i$ – the value of the $i$-th input variable in natural form ($i = 1, 2$ for alternative No. 2, $i = 3$ for alternative No. 1).

Taking as a generalized designation of the input variable $t_k^0$ ($k \rightarrow Q, P$ for alternative No. 2, $k \rightarrow C$, for alternative No. 1), the variation intervals are presented in the form of the following correspondences:

- $x_1 \rightarrow \begin{cases} t_k^0 \min, & \text{for alternative No. 2;} \\ t_k^0 \max, & \end{cases}$
- $x_2 \rightarrow \begin{cases} t_k^0 \min, & \text{for alternative No. 2;} \\ t_k^0 \max, & \end{cases}$
- $x_3 \rightarrow \begin{cases} t_k^0 \min, & \text{for alternative No. 1;} \\ t_k^0 \max, & \end{cases}$

$t_k^0 \min$ – the lower value of the range of variation of the input variable, which is the moment when the current operation starts;

$t_k^0 \max$ – the upper value of the range of variation of the input variable, which is the moment when the current operation starts.
Taking into account the accepted designations, the boundaries of the variation intervals are as follows:

- for alternative No. 2:
  \[ x_{1}^{\text{min}} = t_{Q}^0 (\text{min}) = t'_{Q} - \tau_{Q} = 0, \]  
  \[ x_{1}^{\text{max}} = t_{Q}^0 (\text{max}) = t''_{Q} - \tau_{Q} = 4, \]  
  \[ x_{2}^{\text{min}} = t_{P}^0 (\text{min}) = t'_{P} - \tau_{P} = 5, \]  
  \[ x_{2}^{\text{max}} = t_{P}^0 (\text{max}) = t''_{P} - \tau_{P} = 11; \]

- for alternative No. 1:
  \[ x_{3}^{\text{min}} = t_{C}^0 (\text{min}) = t'_{C} - \tau_{C} = 0, \]  
  \[ x_{3}^{\text{max}} = t_{C}^0 (\text{max}) = t''_{C} - \tau_{C} = 4. \]

3. Experimental procedures

Numerical modeling is carried out based on the canonical transformation of the response surface described by the regression equations [8]:

- if the value of 1 month is taken as the time interval for the offset of the start of operations:
  \[ y = 18.44433 - 1.66733x_{1\text{norm}} + 1.390335x_{2\text{norm}} - 0.27667x_{2\text{norm}}^2; \]  
- if the value of 1 quarter is taken as the time interval for the offset of the start of operations:
  \[ y = 9.84867 - 4.1555x_{1\text{norm}} - 3.31316x_{2\text{norm}} - 1.99973x_{1\text{norm}}^2 - 3.46023x_{2\text{norm}}^2 - 0.27667x_{2\text{norm}}^2 + 1.48775x_{1\text{norm}}x_{2\text{norm}}. \]

To test the possibility of obtaining a better result than the result provided by alternative 2, optimization is carried out at the points of the D-optimal design corresponding to the implementation of alternative 1 [8].

4. Results

4.1. Results for the calculation interval of the output variable 1 month

The equation of the response surface in the canonical form for the case when the value of 1 month is taken for the time interval according to the displacement of the start of operations is as follows:

\[ y - y^* = -0.27667\xi_1^2 + 1.390335\xi_2^2, \]  

where \((\xi_1; \xi_2)\) – a new coordinate system obtained from the old system \((x_{1\text{norm}}, x_{2\text{norm}})\) by translating and rotating the axes.

Taking into account the value of the output variable at the stationary point, the canonical form of the response surface takes the form:

\[ y - 17.202 = -0.27667\xi_1^2 + 1.390335\xi_2^2. \]

From (20) it is seen that the eigenvalues have different signs. Therefore, the quadratic form \(L(\xi_1, \xi_2)\) is alternating. By nature, based on the fact that \(|\lambda_1| \neq |\lambda_2|, \lambda_1 < 0, \lambda_2 > 0\) the response surface has a saddle point. This can be seen by visualization obtained by direct construction of the response surface according to equation (17) – Fig. 1.
Fig. 1. Response surface for the case when for the time interval according to the displacement of the beginning of operations to take the value of 1 month for point D-optimal design No. 1 \((x_3 = -1)\)

Table 2 shows the results of calculating the parameters of the regression equations for points 2 \((x_3 = 0)\) and 3 \((x_3 = +1)\) of the D-optimal design of alternative 1.

| D-optimal design point | \(a_0\)  | \(\begin{pmatrix} a_1 \\ a_2 \end{pmatrix}\) | \(A\) | \(\lambda_1\) | \(\lambda_2\) |
|------------------------|----------|---------------------------------|--------|-------------|-------------|
| No. 2                  | 17.70331 | \(-0.305 \hspace{1cm} -0.417\) | \((-0.9720 \hspace{1cm} -0.2084) \\ (-0.2084 \hspace{1cm} -0.6385)\) | -1.0721   | -0.53829   |
| No. 3                  | 16.21134 | \(-0.2500 \hspace{1cm} -0.1944\) | \(0.2582 \hspace{1cm} 0.1666) \\ (0.1666 \hspace{1cm} -0.4083)\) | -0.44766  | 0.297489   |

The response surface equation for point D-optimal design No. 2 \((x_3 = 0)\):

\[
y - y^* = -1.0721 \xi_1^2 - 0.53829 \xi_2^2.
\]  (21)

Taking into account the value of the output variable at the stationary point, the canonical form of the response surface takes the form:

\[
y - 18.007 = -1.0721 \xi_1^2 - 0.53829 \xi_2^2.
\]  (22)

From (22) it is seen that the eigenvalues have the same negative signs. Therefore, the quadratic form \(L(\xi_1, \xi_2)\) is negative definite. The response surface has a maximum point, which can be seen by visualization obtained by direct construction of the response surface based on the parameters of the regression equation given in Table 2 for point No. 2 of the D-optimal design of alternative 1 (Fig. 2).

The response surface equation for point D-optimal design No. 3 \((x_3 = 0)\):

\[
y - y^* = -0.4477 \xi_1^2 + 0.2975 \xi_2^2.
\]  (23)

Taking into account the value of the output variable at the stationary point, the canonical form of the response surface takes the form:

\[
y - 15.9714 = -0.4477 \xi_1^2 + 0.2975 \xi_2^2.
\]  (24)
It can be seen from (24) that the eigenvalues have different signs. Therefore, the quadratic form is alternating. Since $\lambda_1 \neq \lambda_2$, $\lambda_1 < 0$, $\lambda_2 > 0$ the response surface has a saddle point. This can be seen on the response surface, built on the basis of the parameters of the regression equation shown in Table 2 for point No. 3 of the D-optimal design of alternative 1 (Fig. 3).

![Fig. 2. The response surface for the case when for the time interval according to the displacement of the beginning of operations to take the value of 1 month for the point of the D-optimal design No. 2 ($x_3 = 0$)](image)

![Fig. 3. The response surface for the case when for the time interval according to the displacement of the beginning of operations to take the value of 1 month for the point of the D-optimal design No. 3 ($x_1 = +1$)](image)

4.2. Results for the interval of calculation of the output variable 1 quarter

An equation for the response surface is obtained in canonical form for the case when the value of 1 quarter is taken as the time interval for the displacement of the start of operations:

\[
y - y^* = -3.77241\xi_1^2 - 1.68755\xi_2^2, \tag{25}
\]

\[
y - 17.4885 = -3.77241\xi_1^2 - 1.68755\xi_2^2. \tag{26}
\]

It is seen from (11) that the eigenvalues have the same negative signs, and, taking into account that $\lambda_1 \neq \lambda_2$, $\lambda_1 < 0$, $\lambda_2 > 0$, the quadratic form $L(\xi_1, \xi_2)$ is negative definite. The response surface has a maximum point, which can also be seen by visualization obtained by direct construction of the response surface according to equation (18) – Fig. 4.

For the problem being solved, requiring minimization of the $q_{\text{max}}/q_{\text{min}}$ value, the best solution is not the values of the input variables at the extreme point, which has the character of a maximum, but the value at the boundary of the planning area corresponding to the point with coordinates ($4; 11$). That is, in this case the condition $x_1 \rightarrow \text{max}$, $x_2 \rightarrow \text{max}$ must be satisfied. Only at such a point $q_{\text{max}}/q_{\text{min}} \rightarrow \text{min}$, since there is a distance from the ellipsoid apex (Fig. 5). Fig. 5 shows the level lines, and the area of the best solutions corresponds to blue.
Fig. 4. The response surface for the case when the value of 1 quarter is taken for the time interval according to the displacement of the start of operations

Fig. 5. Level lines near the range of values of the output variable for the case when for the time interval according to the displacement of the start of operations to take the value of 1 quarter for the point of the D-optimal design No. 1 ($x_3 = -1$)

Table 3 shows the results of calculating the parameters of the regression equations for points 2 ($x_3 = 0$) and 3 ($x_3 = +1$) of the D-optimal design of alternative 1, when the value of 1 quarter is taken as the time interval for the shift in the start of operations.

Table 3
The results of calculating the coefficients of the regression equations for points No. 2 and No. 3 of the D-optimal design of alternative 1

| D-optimal design point | $a_0$  | $\begin{pmatrix} a_1 \\ a_2 \end{pmatrix}$ | $A$ | $\lambda_1$ | $\lambda_2$ |
|------------------------|--------|---------------------------------|-----|-------------|-------------|
| No. 2                  | 14.23766 | $\begin{pmatrix} -1.7974 \\ -2.0064 \end{pmatrix}$ | $\begin{pmatrix} -3.4096 & 0.7596 \\ 0.7596 & -2.7876 \end{pmatrix}$ | -3.91939 | -2.27779 |
| No. 3                  | 11.87818 | $\begin{pmatrix} -1.2238 \\ -1.4301 \end{pmatrix}$ | $\begin{pmatrix} -2.7673 & 0.3716 \\ 0.3716 & -2.8338 \end{pmatrix}$ | -3.17366 | -2.42749 |

The response surface equation for point D-optimal design No. 2 ($x_3 = 0$):

$$y - y^* = -3.9194\xi_3 - 2.2778\xi_2^2.$$  \hspace{1cm} (27)

Taking into account the value of the output variable at the stationary point, the canonical form of the response surface takes the form:

$$y - 17.3975 = -3.9194\xi_3 - 2.2778\xi_2^2.$$  \hspace{1cm} (28)
It is seen from (28) that the eigenvalues have the same negative signs. Therefore, the quadratic form \( L(\xi_1, \xi_2) \) is negative definite. The response surface has a maximum point, which can be seen by visualization obtained by direct construction of the response surface based on the parameters of the regression equation shown in Table 3 for point No. 2 of the D-optimal design of alternative 1 (Fig. 6).

![Fig. 6.](image)

The response surface equation for point D-optimal design No. 3 \((x_3 = 0)\):

\[
y - y^* = -3.17366\xi_1^2 - 2.42749\xi_2^2. \tag{29}
\]

Taking into account the value of the output variable at the stationary point, the canonical form of the response surface takes the form:

\[
y - 13.3326 = -3.17366\xi_1^2 - 2.42749\xi_2^2. \tag{30}
\]

It can be seen from (30) that the eigenvalues have the same negative signs. Therefore, the quadratic form \( L(\xi_1, \xi_2) \) is negative definite. The response surface has a maximum point, which can be seen by visualization obtained by direct construction of the response surface based on the parameters of the regression equation shown in Table 3 for point No. 3 of the D-optimal design of alternative 1 (Fig. 7).

![Fig. 7.](image)

4. 3. Optimal solution nomograms

Optimal solutions with respect to the early timing of operations that satisfy the conditions for the input variables introduced in [8] are obtained in a parametric form. Therefore, a convenient
variant of their representation can be nomograms, examples of the construction of which in the case of a parametric description of the optimization problem are given in [15–17]. In the case under consideration, these nomograms are a parametric form of a family of dependencies of the type $x_1(\lambda) = f(x_2(\lambda))$, in which $\lambda$ acts as a parameter, the domains of which are formed based on the position of the poles for the ridge lines. The components of the vector of input variables are determined in this case by solving the equation:

$$x'(\lambda) = (\lambda I - A)^{-1} a,$$  \hspace{1cm} (31)

where the components of the matrices $A$ and $a$ are selected from Tables 2, 3 for points No. 2 and No. 3 of the D-optimal design. The components of the matrices $A$ and $a$ for point No. 1 of the D-optimal design are given in [8].

Fig. 8, 9 show such nomograms, built based on the results of the ridge analysis for point No. 1 ($x_3 = -1$) of the D-optimal design of alternative 1 in the case when the time interval for the shift in the start of operations is taken as 1 month and 1 quarter, respectively. The nomograms are built in a normalized form; for ease of perception, they are denoted in the Fig. 8, 9 by $x_1$ and $x_2$.

Fig. 8. Nomogram of optimal solutions for point No. 1 ($x_3 = -1$) of the D-optimal design of alternative 1 in the case when the value of 1 month is taken for the time interval according to the shift in the start of operations.

Fig. 9. Nomogram of optimal solutions for point No. 1 ($x_3 = -1$) of the D-optimal design of alternative 1 in the case when the value of 1 quarter is taken as the time interval by the shift in the start of operations.

Fig. 10, 11 show nomograms constructed based on the results of the ridge analysis for point No. 2 ($x_3 = 0$) of the D-optimal design of alternative 1 in the case when the value of 1 month and 1 quarter, respectively, is taken as the time interval for the shift in the start of operations.
Fig. 10. Nomogram of optimal solutions for point No. 2 ($x_3=0$) of the D-optimal design of alternative 1 in the case when the value of 1 month is taken for the time interval according to the shift in the start of operations.

Fig. 11. Nomogram of optimal solutions for point No. 2 ($x_3=0$) of the D-optimal design of alternative 1 in the case when the value of 1 quarter is taken over the time interval according to the shift in the start of operations.

Fig. 12, 13 show nomograms based on the results of the ridge analysis for point No. 3 ($x_3=+1$) of the D-optimal design of alternative 1 in the case when the value of 1 month and 1 quarter, respectively, is taken as the time interval for the offset of the start of operations.

Fig. 12. Nomogram of optimal solutions for point No. 3 ($x_3=+1$) of the D-optimal design of alternative 1 in the case when the value of 1 month is taken for the time interval according to the shift in the start of operations.
Fig. 13. Nomogram of optimal solutions for point No. 3 \((x_3 = +1)\) of the D-optimal design of alternative 1 in the case when the value of 1 quarter is taken over the time interval by the shift in the start of operations.

Fig. 14, 15 show the generalized form of nomograms of optimal solutions for cases when the time interval for the shift in the start of operations is taken as 1 month and 1 quarter, respectively.

Fig. 14. Nomogram of optimal solutions for the case when for the time interval for the shift in the beginning of operations to take the value of 1 month

Fig. 15. Nomogram of optimal solutions for the case when for the time interval according to the shift in the beginning of operations to take the value of 1 quarter
Shown in Fig. 14, 15 nomograms allow finding optimal solutions that satisfy the criterion $q_{\max}/q_{\min} \rightarrow \min$ in the space of normalized input variables at different distances from the center of the experimental design.

5. Discussion

The coordinates of points on the lines of the nomograms of optimal solutions represent the points of intersection of the response surface and the surface of constraints imposed on the input variables by the real parameters of the network diagram. The latter are formed directly by the amount of time reserves for performing operations that meet the following conditions [8]:

- intensity of such operations is maximum;
- the number of immediately preceding operations is minimal;
- time reserve for the operation is sufficient for variation.

Perhaps let’s expect that with respect to the variable $x_2$, the best result from the point of view of achieving the optimization criterion $q_{\max}/q_{\min} \rightarrow \min$ will be for $x_2 = 12$. This is permissible taking into account the fact that the upper admissible value of the late start date of the operation $P$ is $t_{P}(\max) = 12$ (Table 1), and the value $t_{P}(\max) = 11$ is chosen in [8] from the consideration of operating with integers with respect to points in time. Consequently, the optimal network diagram will have the form in which the beginning of the operation $P$ is shifted to the moment of time 12, which will provide:

- value $q_{\max}/q_{\min} = 4.7$ in the case when the value of 1 month ($q_{\max} = 47$ for the interval 4–5 and $q_{\min} = 10$ for the interval 10–11);
- the value $q_{max}/q_{min} = 2.37$ in the case when the value of 1 quarter ($q_{\max} = 34$ for quarter 3 and $q_{min} = 14.33$ for quarter 4) is taken as the time interval for the offset of the start of operations.

In this case, the area of limitations, outlined by the radius $r = (x_1^2 + x_2^2)^{1/2}$, can be expanded from 1.41 to 1.67, which will allow taking readings from the nomograms of optimal solutions in a wider range (Fig. 14, 15).

The optimal network diagram in this case will be as shown in Fig. 16. The following color designations are used: pink color – actions on operations taken as independent input variables, orange color – actions on operations corresponding to dependent input variables.

![Optimal network diagram](image)

Fig. 16. Optimal network diagram

It should be noted that the application of the response surface analysis procedure, which combines the canonical transformation and the ridge analysis, makes it possible to establish the best solutions in terms of achieving a given requirement for the value of the objective function. This allows to see the difference between the term «optimal» in the sense of «extreme» and «optimal» in the sense of «best for a given objective function». If the first is described by the results of
the canonical transformation, then the second is described by the ridge analysis. In the considered example, where the objective function requires minimization, the optimal solutions are found precisely from the results of the ridge analysis, and these solutions are obtained when moving along the response surface from extreme values. Using nomograms of optimal solutions (Fig. 14, 15) allows to see all possible optimal solutions in the area limited by the experimental design. It is important to note that such restrictions are strict, since they are regulated by time reserves, so it is not possible to extrapolate them outside this area.

A limitation of this study is the impossibility to apply the ready-made solutions obtained for an arbitrary network diagram. It is possible only apply the entire procedure, the ultimate goal of which is to obtain optimal solutions for your network diagram. A possible continuation of this study could be the study of the question of how adequately the proposed procedure can be used when choosing other optimization criteria, or, in general, other target functions.

The solutions obtained in this case can form the initial data for the implementation of the algorithm for choosing winning strategies [18], which will take into account the cost criteria in addition to the selected optimization criterion in the form of uniformity of staff load.

6. Conclusions

The procedure for studying the response surface proposed in the framework of RSM in relation to the problem of optimizing network diagrams allows to see solutions that meet the specified criteria. The essence of this procedure consists in converting the analytical description of the response surface to the canonical form and subsequent ridge analysis. This combination of methods for studying the response surface allows to see the difference between optimal solutions in the sense of «extreme» and in the sense of «best for a given objective function». So, for the considered test network diagram, in relation to which the minimization of the objective function was required, the results of the canonical transformation showed the position on some response surfaces of the extrema in the form of maxima. That is, to achieve the best solutions, it is required to move from these points. It is shown that the direction of such a movement, the purpose of which is to minimize the value of the objective function, can be determined on the basis of a parametric description of the objective function and the constraints imposed by the experiment planning domain. Moreover, such restrictions are strict, since they are regulated by the time reserves for performing those operations that are selected as independent input variables.

The application of the proposed procedure is illustrated by two examples in relation to the test network schedule: for the case when the value of 1 month is taken for the time interval according to the displacement of the start of operations, and for the case when the value of 1 quarter is taken as the time interval for the displacement of the start of operations. Obtaining optimal solutions for such different options allows to additionally solve the problem with respect to which time interval is better to choose to optimize the distribution of labor resources. In the examples considered, such the best interval turned out to be 1 quarter, since in this case, the value of the objective function was reduced by almost 50 % – from $q_{\text{max}}/q_{\text{min}} = 4.7$ to $q_{\text{max}}/q_{\text{min}} = 2.37$.

The use of the proposed nomograms of optimal solutions allows to purposefully select the best solutions based on your real network schedules. Therefore, despite the fact that the results obtained can’t be explicitly transferred to any network schedule, the proposed procedure can be applied to an arbitrary schedule when planning projects.
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