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Abstract

Defending deep neural networks against adversarial examples is a key challenge for AI safety. To improve the robustness effectively, recent methods focus on important data points near the decision boundary in adversarial training. However, these methods are vulnerable to Auto-Attack, which is an ensemble of parameter-free attacks for reliable evaluation. In this paper, we experimentally investigate the causes of their vulnerability and find that existing methods reduce margins between logits for the true label and the other labels while keeping their gradient norms non-small values. Reduced margins and non-small gradient norms cause their vulnerability since the largest logit can be easily flipped by the perturbation. Our experiments also show that the histogram of the logit margins has two peaks, i.e., small and large logit margins. From the observations, we propose switching one-versus-the-rest loss (SOVR), which uses one-versus-the-rest loss when data have small logit margins so that it increases the margins. We find that SOVR increases logit margins more than existing methods while keeping gradient norms small and outperforms them in terms of the robustness against Auto-Attack.

1 Introduction

For multi-class classification problems, deep neural networks have become the de facto standard method in this decade. They classify data points into the label that has the largest logit, which is input of a softmax function. However, the largest logit can be easily flipped and they can misclassify slightly perturbed data, which are called adversarial examples [27]. Various methods have been presented to search the adversarial examples, and Auto-Attack [8] is one of the most successful methods to find the worst-case attacks. For trustworthy deep learning applications, classifiers should be robust against the worst-case attacks. To improve the robustness, many defense methods have also been presented [19, 22, 33, 7]. Among them, adversarial training practically achieves the best robustness [5, 19, 22], and modifications of adversarial training have been extensively explored [32, 10, 37, 21, 39]. However, adversarial training is still more difficult than standard training [25, 39, 28].

Preprint. Under review.
To improve the performance of adversarial training, several methods focus on the difference in importance of data points \([32][21][39]\). These studies hypothesize that data points closer to a decision boundary are more important for adversarial training \([32][39][21]\). To focus on such data points, GAIRAT \([39]\) and MAIL \([21]\) use weighted softmax cross-entropy loss, which controls weights on the losses based on the closeness to the boundary. As the measure of the closeness, GAIRAT uses the least number of steps at which the iterative attacks make models misclassify the data point. On the other hand, MAIL uses the difference between the output for the true label and the largest output for the other class as the measure of the closeness. MART \([32]\) regards misclassified samples as important and combines two adversarial loss functions for correctly classified and misclassified samples. However, these methods fail to improve the robustness against Auto-Attack. This indicates that it is still unclear how to treat the difference in data points in adversarial training for good robustness.

In this paper, we investigate the causes of the vulnerability of existing methods by evaluating (a) the margins between logits for the true label and the other labels and (b) gradient norms of logits with respect to data points, which are lower bounds of Lipschitz constants. Since Lipschitz constants determine the sensitivities of the logits, adversarial attacks easily perturb logits under the non-small Lipschitz constants. As a result, the largest logit is flipped to the other logits if the margins are not sufficiently large to allow the perturbation. Our experiments show that existing methods reduce the margins and suppress the gradient norms of cross-entropy loss but do not suppress the gradient norms of logits. This indicates that while the existing methods can defend the certain attacks despite of small margins, they do not improve true robustness, i.e., robustness against the worst-case attacks, due to small logit margins and non-small gradient norms. Our experiments also show that the histogram of margins of logits has two peaks, i.e., small and large margins. Thus, the levels of the difficulty are roughly divided into two in each dataset. From these observations, we propose switching one-versus-the-rest loss (SOVR), which switches losses to increase the logit margins when the data point has small margin. We show that one-versus-the-rest loss (OVR) is always greater than or equal to cross-entropy on any logits and expect that OVR penalizes small margins strongly. The experiments demonstrate that SOVR increases the logit margin more than the naïve adversarial training, and outperforms GAIRAT \([39]\), MAIL \([21]\), MART \([32]\), MMA \([10]\), and EWAT \([17]\) in terms of the robustness against Auto-Attack, which is an ensemble of parameter-free attacks to find the worst-case attacks. In addition, we find that our method can be used with the other recent methods \([34][31]\) that improve the generalization performance of adversarial training.

2 Preliminaries

2.1 Adversarial training

Given \(N\) clean data points \(\mathbf{x}_n \in \mathbb{R}^d\) and class labels \(y_n \in \{1, \ldots, K\}\), adversarial training \([22]\) attempts to solve the following minimax problem with respect to the model parameter \(\theta \in \mathbb{R}^m\):

\[
\min_{\theta} \mathcal{L}_{AT}(\theta) = \min_{\theta} \frac{1}{N} \sum_{n=1}^{N} \ell_{CE}(\mathbf{x}_n', y_n, \theta),
\]

\[
\mathbf{x}_n' = \mathbf{x}_n + \delta_n = \mathbf{x}_n + \text{argmax}_{||\delta_n||_p \leq \varepsilon} \ell_{CE}(\mathbf{x}_n + \delta_n, y_n, \theta),
\]

where \(||\cdot||_p\) is \(L_p\) norm, and \(\varepsilon\) is the magnitude of perturbation \(\delta\). \(\ell_{CE}\) is a cross-entropy function. The inner maximization problem is solved by projected gradient descent (PGD) \([19][22]\), which updates the adversarial examples as

\[
\delta_i = \Pi_{\varepsilon} \left( \delta_{i-1} + \eta \text{sign} \left( \nabla_{\delta_{i-1}} \ell (\mathbf{x} + \delta_{i-1}, y, \theta) \right) \right),
\]

for \(K\) steps where \(\eta\) is a step size. \(\Pi_{\varepsilon}\) is a projection operation into the feasible region \(\{ \delta \in \mathbb{R}^d, ||\delta||_p \leq \varepsilon \}\). Note that we focus on \(p = \infty\) since it is a common setting. For trustworthy deep learning methods, we should improve the true robustness: the robustness against the worst-case attacks in the feasible region. Thus, the evaluation of the robustness should use strong attacks, e.g., Auto-Attack \([8]\), since PGD often fails to find the adversarial examples misclassified by models.

2.2 Importance aware adversarial training

GAIRAT (geometry aware instance reweighted adversarial training) \([39]\) and MAIL (margin-aware instance reweighting learning) \([21]\) regard data points closer to the decision boundary of the model \(f\) as important samples and assign the larger weights to the loss for important data points,

\[
\mathcal{L}_{\text{weight}}(\theta) = \frac{1}{N} \sum_{n=1}^{N} \bar{w}_n(\mathbf{x}_n, y_n) \ell_{CE}(\mathbf{x}_n', y_n, \theta),
\]
Figure 1: The robustness against PGD-20 and the components of Auto-Attack on CIFAR10 with PreActResNet18. The results of our method are provided in Appendix.

where $\bar{w}_n \geq 0$ is a weight normalized as $\bar{w}_n(x_n, y_n) = \frac{w_n(x_n, y_n)}{\sum_i w_i(x_i, y_i)}$ and $\sum_n \bar{w}_n = 1$. GAIRAT determines the weights through the

$$w_n = \frac{1 + \tanh(\lambda(1 - 2\kappa_n/K))}{2},$$

where $\kappa_n$ is the least steps at which PGD succeeds at attacking models, and $\lambda$ is a hyperparameter. Thus, since data points closer to the decision boundary does not take a lot of steps, $w_n$ becomes large for them. On the other hand, MAIL uses the following weights:

$$w_n = \text{sigmoid}(-\gamma (PM_n - \beta)),$$

$PM_n = f_{y_n}(x'_n, \theta) - \max_{k \neq y_n} f_k(x'_n, \theta),$  

where $f(x_n, \theta)$ is the softmax output for $x_n$. $\beta$ and $\gamma$ are hyperparameters. MART (misclassification aware adversarial training) [32] regards misclassified samples as important samples and minimizes

$$\ell_{\text{MART}}(x', y, \theta) = \text{BCE}(x', y) + \lambda \text{KL}(f(x, \theta), f(x', \theta)) \cdot (1 - f_y(x, \theta)),$$

$$\text{BCE}(x', y) = -\log(f_y(x', \theta)) - \log(1 - \max_{k \neq y} f_k(x', \theta)).$$

where KL is Kullback-Leibler divergence. MART controls the difference between the loss on unimportant and important samples via $1 - f_y(x_n, \theta)$: MART tends to ignore the second term when the model is confident in the true label. MMA (max-margin adversarial training) [10] also adaptively changes the loss function and $\varepsilon$ for each data point, and thus, MMA also has a similar effect to the above methods. We collectively call the above methods importance aware methods.

2.3 Importance aware methods are vulnerable to Auto-Attack

The studies of [14,8,17] have reported that the robust accuracies of GAILAT, MART, and MMA are lower than naïve adversarial training when using logit scaling attacks or Auto-Attack [8]. Recent studies [34,31,26] use Auto-Attack to evaluate the robustness because it succeeds at attacking several defense methods and achieves the highest success rate [8]. Auto-Attack uses four attacks: Auto PGD (APGD), targeted APGD (t-APGD), targeted FAB (t-FAB) [9], and SQUARE [1], one by one. Since Auto-Attack searches adversarial examples by using various attacks, it achieves larger success rate to attack models than using one attack, e.g., PGD. To clarify the vulnerabilities, we individually evaluate the robustness against the above components of Auto-Attack and 20-step PGD on CIFAR10 [18] in Fig. 1. The training setup is the same as the experiments in Section 6. This figure shows that almost all importance aware methods improve the robustness against PGD-20 and APGD compared with naïve adversarial training (AT [22]). However, they fail to improve the true robustness; i.e., they are vulnerable to t-APGD, t-FAB, and SQUARE compared with AT. Since the reasons of this vulnerability are not discussed well, we investigate them in the next section.

3 Relationship between logit margin loss, Lipschitz constants, and robustness

We investigate the causes of the vulnerabilities of importance aware methods by comparing histograms of logit margin losses and evaluating gradient norms. First, we show that logit margin losses and Lipschitz constants determine the robustness of models near each data point, and we define robustly classified data points and potentially misclassified data points. Next, we experimentally reveal that logit margin losses of importance aware methods concentrate on zero through their histogram of logit margin losses; i.e., the margins of logits are smaller than naïve adversarial training [22]. Finally, we empirically estimate the rate of potentially misclassified data points through the gradient norm and logit margin loss on each data point. Setups of the experiments in this section are provided in Appendix, and all models are obtained by early stopping unless otherwise specified.
3.1 Potentially misclassified data detected by logit margin loss and Lipschitz constants

To investigate the robustness of models near each data point in adversarial training, we use logit margin loss [10]. Logit margin loss is

$$\ell_{LM}(x, y, \theta) = z_{k^*}(x') - z_y(x') = \max_{k \neq y} z_k(x') - z_y(x'),$$

where $k^* = \arg\max_{k \neq y} z_k(x')$ and $z_k(x) : \mathbb{R}^d \rightarrow \mathbb{R}$ is a logit function for the $k$-th label, which is input of softmax: $f_k(x, \theta) = e^{z_k(x)} / \sum_i e^{z_i(x)}$. Since the classifier infers the label of $x$ as $\hat{y} = \arg\max_k z_k(x)$, it correctly classifies $x'$ if $\ell_{LM} \leq 0$. Thus, the logit margin loss on a difficult sample in adversarial training takes a value near zero. We refer to the absolute value of a logit margin loss $|\ell_{LM}|$ as logit margin. In contrast to PM$_n$ (Eq. 7), $\ell_{LM}$ is not bounded since $z_k(x)$ can take an arbitrary value in $\mathbb{R}$.

To explain the effect of logit margins, we assume that clean data point $x$ is correctly classified as $z_{k^*}(x) - z_y(x) \leq 0$, and the Lipschitz constant of the $k$-th logit function is $L_k$ as $|z_k(x_1) - z_k(x_2)| \leq L_k ||x_1 - x_2||_\infty$. If $|z_{k^*}(x) - z_y(x)| \geq (L_k + y_L)\varepsilon$, we have

$$|z_k(x + \delta) - z_y(x + \delta)| \leq z_{k^*}(x) - z_y(x) + (L_y + L_k)\varepsilon \leq 0,$$

and thus, the classifier does not infer the label as $k^*$ for any $\delta \in \{\delta \mid ||\delta||_\infty \leq \varepsilon\}$. From this observation, even if logit margin $|z_{k^*}(x) - z_y(x)|$ is small, the classifier can classify the attacked data into the true label if $L_k$ and $L_y$ are small values and the target label is $k^*$. However, we should pay attention to the following:

$$k^* = \arg\max_{k \neq y} z_k(x) \neq \arg\max_{k \neq y} (z_k(x) - z_y(x) + (L_y + L_k)\varepsilon) =: \hat{k}.$$  

This indicates that the output of classifier is flipped more easily to the $\hat{k}$-th label than the $k^*$-th label: i.e., model is not necessarily sensitive to the targeted attacks whose target label has the largest logit except for the true label if the Lipschitz constant of $z_{k^*}$ is smaller than $z_{\hat{k}}$. In this case, attacks can make models misclassify data points into $\hat{k}$ when we have

$$z_{\hat{k}}(x + \delta) - z_y(x + \delta) = z_{\hat{k}}(x) - z_y(x) + (L_y + L_{\hat{k}})\varepsilon > 0.$$

On the basis of the above, we define the following to discuss the robustness clearly:

Definition 3.1. If a data point $x$ satisfies $z_{k^*}(x) - z_y(x) \leq 0$ for $k^* = \arg\max_{k \neq y} z_k(x)$ and

$$|z_{k^*}(x) - z_y(x)| > (\max_{k} L_k + L_y)\varepsilon,$$

we call it a robustly classified sample. If a data point $x$ satisfies $z_{k^*}(x) - z_y(x) \leq 0$ and

$$|z_{k^*}(x) - z_y(x)| \leq (\max_{k} L_k + L_y)\varepsilon,$$

we call it a potentially misclassified sample.

By using the above definition, we can derive the following:

Proposition 3.2. If data points are robustly classified samples, i.e., not potentially misclassified samples, models are guaranteed to have the certified robustness on these samples as $y = \arg\max_k z_k(x + \delta)$ for any $\delta$ satisfying $||\delta||_\infty \leq \varepsilon$.

Thus, we can estimate the true robustness of each method by counting the number of robustly classified samples or potentially misclassified samples. Proposition 3.2 and Eqs. (14) and (15) indicate that large logit margins $|\ell_{LM}|$ and small Lipschitz constants $L_k$ are necessary to certify the robustness. To investigate these numbers, we empirically evaluate the logit margins in Section 3.2 and gradient norms, which is lower bound of Lipschitz constants, in Section 3.3.

3.2 Histograms of logit margin loss

Since logit margin losses determine the number of potentially misclassified data points, we show the histogram of them for each method on training data of CIFAR10 at the last epoch in Fig. 2. Comparing adversarial training (AT, Fig. 2(b)) with standard training (ST, Fig. 2(a)), AT has two

\[1\] $z_k$ depends on the parameter $\theta$, but we omit $\theta$ in notation for clarity.

\[2\] We regard logits as scalar functions $z_k(x)$ rather than a vector function $z(x) = [z_1(x), \ldots, z_K(x)]^T$ to empirically evaluate the sensitivities in detail in Section 3.3.
peaks in the histogram. This indicates that the levels of the difficulty to increases the margins in AT are roughly divided into two: difficult samples (right peak) and easy samples (left peak). They seem to correspond to the data close to the boundary and the data far away from the boundary, respectively. This result implies that a discrete change in the loss functions seems to be more suitable than continuously weighting the loss like MAIL. Next, comparing AT (Fig. 2(b)) with importance aware methods (Figs. 2(c)-2(f)), their logit margin losses $\ell_{LM}$ concentrate on 0, and their peaks are sharper than that of adversarial training. This indicates that importance aware methods fail to increase the logit margins $|\ell_{LM}|$ for not only difficult samples but also easy samples because the weights for easy samples are relatively small. Thus, we need to strongly penalize the small logit margins for difficult samples without reducing weights on easy samples. In Appendix, we provide results at the best epoch for early stopping and results on other datasets, which show similar tendencies.

### 3.3 Empirical evaluation of potentially misclassified samples

As discussed in Section 3.1, Lipschitz constants of the class-wise logit functions are necessary besides logit margins to evaluate the robustness near each data point. However, Lipschitz constants for deep neural networks are difficult to compute due to their complexity. Thus, we compute the gradient norm of the class-wise loss function and logit function instead of Lipschitz constants because the gradient norm satisfies $\sup_{x} \|\nabla_{x} z_{k}(x)\|_{1} = L_{k}$ for $L_{k}$ such as $|z_{k}(x) - z_{k}(x')| \leq L_{k}\|x - x'\|_{\infty}$. From this relationship, we have

**Proposition 3.3.** If a data point $x$ satisfies

$$|z_{k'}(x) - z_{y}(x)| \leq (\max_{k} \|\nabla_{x} z_{k}(x)\|_{1} + \|\nabla_{x} z_{y}(x)\|_{1})\varepsilon,$$

it is a potentially misclassified sample.

Thus, we can empirically estimate the number of potentially misclassified data points on each method by the gradient norms. Note that this is the sufficient condition but not necessary condition: Even if they do not satisfy Eq. (16), data points can be potentially misclassified samples.

Figure 3 plots the average of gradient norms for loss and logit functions on CIFAR10. Note that SOVR is our method, and its results are discussed in Section 6. First, the gradient norms of cross-entropy $\|\nabla_{x} \ell_{CE}(x, y)\|_{1}$ are relatively small values in all methods. This indicates that adversarial training essentially attempts to suppress the gradient norms for the cross-entropy. MMA has the largest gradient norms, and it is the reason MMA is not robust against Auto-Attack except for SQUARE, which does not use gradient, in Fig. 1. GAIRAT and MAIL have the first and second smallest $\|\nabla_{x} \ell_{CE}(x, y)\|_{1}$, and this is the reason they are robust against PGD despite the small logit margins in Fig 2. However, the gradient norms for logits $\max_{k} \|\nabla_{x} z_{k}(x)\|_{1}$ in importance aware methods are larger than their $\|\nabla_{x} \ell_{CE}(x, y)\|_{1}$ and that of AT. This indicates that $\max_{k} L_{k}$ in these methods are not smaller than AT since gradient norms are lower bound of Lipschitz constants. This non-small $L_{k}$ and small logit margins are the reason importance aware methods fail to improve the true robustness.

By using $\max_{k} \|\nabla_{x} z_{k}(x)\|_{1}$, we investigate the rate of data points that are misclassified or satisfy Eq. (16) in Fig. 4. These data points are potentially misclassified when perturbed by adversarial attacks from Proposition 3.3. In Fig. 4, GAIRAT has the largest rate and this result is consistent with the results of Auto-Attack in Fig. 1. GAIRAT has the least robust accuracy against the worst-case attack. This indicates that though the rate of data points satisfying Eq. (16) are lower bound of the rate of potentially misclassified data points, it is a reasonable metric for estimating the robustness. The results of MAIL are similar to those of GAIRAT, and all importance aware methods have higher
rate than AT. Therefore, importance aware methods fail to improve the robustness compared with AT, and we need to increase the logit margins unlike them. Note that we use the training data of CIFAR10 in Figs. 3 and 4 since we investigate the difficulty of data points in training.

4 Proposed method

From the observations in the above section, our method is based on the two ideas: (i) we switch the loss by the criterion of the logit margin loss because there are difficult samples and easy samples (Fig. 2(b)), and (ii) we penalizing the small logit margins of difficult samples without reducing logit margins by the criterion of the logit margin loss because there are difficult samples and easy samples (Fig. 2(b)), From the observations in the above section, our method is based on the two ideas: (i) we switch the loss

4.1 Switching one-versus-the-rest Loss (SOVR)

The logit margin $|z_k(x) - z_y(x)|$ should be large while keeping Lipschitz constants of logit functions small values. To this end, we need a loss function to penalize small logit margins, and a logit margin loss can be an intuitive candidate as such a loss function. However, the logit margin loss only considers the pair of the largest logit $z_k$, and the logit for the true label $z_y$, and this is not sufficient for the robustness from Eq. (12). In addition, the logit margin loss does not have the desirable property of multi-class classification: infinite sample consistent [40] (also known as classification calibrated consistent, our proposed method uses the one-versus-the-rest loss (OVR):

$$L_{OVR}(\theta, y) = \sum_{i \neq y} \phi(z_i(x)) - \phi(z_y(x)),$$

where $\phi$ is a differentiable non-negative convex function and satisfies $\phi(z) \leq \phi(-z)$ for $z > 0$. We set $\phi(z) = \log(1 + e^{-z})$ and use the following loss for difficult samples:

$$L_{OVR}(\theta, y) = \sum_{i \neq y} \phi(z_i(x)) + \sum_{i \neq y} \phi(z_i(x)) = z_y(x) + \sum_{i \neq y} \phi(z_i(x)),$$

Comparing cross-entropy with OVR

Compared with cross-entropy, we have the following:

**Proposition 4.1.** If we use OVR (Eq. (18)) and softmax as $f_k(x) = e^{z_k(x)}/\sum_i e^{z_i(x)}$, we have

$$0 \leq L_{CE}(\theta, y) \leq L_{OVR}(\theta, y), \quad \forall (\theta, y).$$

When $z_y(x) \to +\infty$ and $z_k(x) \to -\infty$ for $k \neq y$, we have $L_{OVR}(\theta, y) \to 0$ and $L_{CE}(\theta, y) \to 0$

Thus, OVR is always larger than or equal to cross-entropy, and OVR and cross-entropy approach asymptotically to zero when $|L_M|$ grows to infinity. In fact, we observed that $L_{OVR}$ is about four times greater than $L_{CE}$ for random logits $z \sim N(0, I)$ and randomly selected classes from 10 classes ($K = 10$). Thus, we expect that OVR penalizes the small logit margin more strongly than cross-entropy on difficult samples.

**Proposed objective: SOVR**

Our proposed objective function is

$$L_{SOVR}(\theta) = \frac{1}{N} \sum_{(x_n, y_n) \in S} L_{CE}(x_n, y_n, \theta) + \lambda \sum_{(x_j, y_j) \in L} L_{OVR}(x_j', y_j, \theta),$$

where $S$ is a set where logit margin losses $L_M$ are smaller than those in the set $L$, and we have $|S| + |L| = N$. In our method, we regard the top $M$% data points in minibatch as the samples in $L$ through stochastic gradient descent (SGD). $\lambda$ is a hyper-parameter to balance the loss, and $x'$ is an adversarial example generated by Eq. (2). We provide the evaluation of effects of $(M, \lambda)$ in
Algorithm 1 Switching one-versus-the-rest by the criterion of a logit margin loss

1: Select the minibatch $\mathcal{B}$
2: for $x_n \in \mathcal{B}$ do
3: Generate adversarial examples $x'_n = \text{argmax}_{x'_n} \ell_{CE}(x'_n, y_n, \theta)$ by PGD
4: $\ell_{LM}(x'_n, y_n, \theta) = \max_{k \neq y_n} z_k(x'_n) - z_{y_n}(x'_n)$
5: end for
6: Select top $\frac{M}{100} |\mathcal{B}|$ samples of $(x'_n, y_n)$ in terms of $\ell_{LM}(x'_n, y_n, \theta)$ and add them to $\mathcal{L}$
7: $\mathcal{L}_{SOVR}(\theta) = \frac{1}{N} \sum_{(x_n, y_n) \in \mathcal{B} \setminus \mathcal{L}} \ell_{CE}(x'_n, y_n, \theta) + \lambda \sum_{(x_j, y_j) \in \mathcal{L}} \ell_{OVR}(x'_j, y_j, \theta)$
8: Update the parameter $\theta \leftarrow \theta - \eta \nabla_\theta \mathcal{L}_{SOVR}(\theta)$

Figure 5: Histogram of logit margin losses $\ell_{LM}$ for SOVR, TRADES, and T-OVR on training adversarial examples of CIFAR10 with PreActResNet18 at the last epoch.

Appendix. It shows that when increasing $(M, \lambda)$, $\ell_{LM}$ is monotonically decreasing, i.e., logit margins $|\ell_{LM}|$ is increasing, while their tuning is necessary for the robustness on the test set. The proposed algorithm is shown in Algorithm 1. We first generate $x'$ in Line 3 and compute the $\ell_{LM}$ for them in Line 4. In Line 6, we select the top $M \%$ samples in minibatch and add them to $\mathcal{L}$. Finally, we compute the objective $\mathcal{L}_{SOVR}$ and its gradient to update $\theta$. Since we do not additionally generate the adversarial examples for $\ell_{OVR}$, the overhead of our method is negligible.

4.2 Extension for the other defense methods

Since SOVR only modifies the objective function, it can be used with the optimization algorithms for robustness, e.g., adversarial weight perturbation (AWP) [34] or self-ensemble adversarial training (SEAT) [31], which improve generalization performance in adversarial training. However, it is difficult to use with TRADES [37] because TRADES also modifies the objective function. To combine our method with TRADES, we propose T-OVR, which uses OVR instead of cross-entropy:

$$\mathcal{L}_{T-OVR}(\theta) = \frac{1}{N} \sum_{n=1}^N \ell_{OVR}(x_n, y_n, \theta) + \max_{|\delta_n|_p \leq \varepsilon} \text{KL}(f(x_n, \theta), f(x_n + \delta_n, \theta)).$$ (21)

As shown in Section 4.3, TRADES does not have two peaks of logit margins in the histogram (Fig. 5(b)). Thus, we use the above objective functions on all data points without switching. We evaluate the combinations of SOVR with TRADES, AWP [34], and SEAT [31] in the experiments.

4.3 Histograms of logit margin losses for SOVR

In the same way to Section 3.2, we evaluate the histograms of logit margin losses for SOVR, TRADES, and T-OVR on CIFAR10 in Fig. 5. Figure 5(a) shows that SOVR succeeds at increasing the left peak compared with AT (Fig. 2(b)). This is because OVR strongly penalizes difficult samples in the right peak and moves them into the left peak in training. Figure 5(c) shows that OVR can reduce the logit margin losses even if it imposes on the clean data samples in TRADES (Eq. 21). Note that Fig. 5(b) only has one peak as mentioned above, and thus, switching might not be necessary for TRADES. In Section 5, we find that these large $|\ell_{LM}|$ improve the robustness through the experiments.

5 Related work

The difference in importance of data points in adversarial training has been investigated in several studies [32][38][24][11]. Zhang et al. [38] investigated the effect of the difficult samples on natural generalization performance; i.e., generalization performance on clean data, in adversarial training. They presented friendly adversarial training (FAT) that improves the robustness without compromising
We list the robust accuracy against Auto-Attack on all datasets in Tab. 1. In this table, SOVR
we conducted the experiments for evaluating SOVR. We first compare SOVR with Madry’s AT [22],
Whereas they focus on generalization performance; i.e., the robust accuracy on test data, our method
Auto-Attack to evaluate the robust accuracy on test data. In Appendix, we provide the details of setups
AWP [34], and SEAT [31]. Our experimental codes are based on source codes provided by
(CWRN) [35] for CIFAR10. We used 10-step PGD (step size: 2/255) in training.
This figure shows that SOVR reduces the rate in all settings. This is because SOVR increases
the logit margins

Table 1: Robust accuracy against Auto-Attack (\(L_\infty, \varepsilon = 8/255\)) and clean accuracy on test datasets.

|                | AT   | MART | MMA   | GAIRAT | MAIL  | EWAT  | SOVR  |
|----------------|------|------|-------|--------|-------|-------|-------|
| CIFAR10 (RN18) | 48.0±0.2 | 46.9±0.3 | 37.2±0.9 | 37.7±1 | 39.6±0.4 | 48.2±0.7 | 49.4±0.1 |
| CIFAR10 (WRN)  | 51.9±0.5 | 50.4±0.09 | 43.1±1 | 41.8±0.6 | 43.3±0.1 | 51.6±0.3 | 52.7±0.2 |
| SVHN (RN18)    | 45.6±0.4 | 46.9±0.3 | 41.0±1 | 37.6±0.6 | 41.2±0.3 | 47.6±0.4 | 48.5±0.4 |
| CIFAR100 (RN18) | 23.7±0.3 | 23.9±0.1 | 18.4±0.2 | 19.8±0.5 | 16.7±0.3 | 23.5±0.06 | 24.9±0.2 |

|                |      |      |       |        |       |       |       |
|----------------|------|------|-------|--------|-------|-------|-------|
| CIFAR10 (RN18) | 81.6±0.5 | 78.3±1 | 85.5±0.7 | 78.7±0.7 | 79.5±0.4 | 82.8±0.4 | 80.6±0.1 |
| CIFAR10 (WRN)  | 85.6±0.1 | 81.5±1 | 87.8±1 | 83.0±0.7 | 82.2±0.4 | 86.0±0.5 | 85.4±1 |
| SVHN (RN18)    | 89.8±0.6 | 86.9±0.6 | 93.9±0.4 | 89.9±0.4 | 89.4±0.4 | 90.2±0.6 | 90.0±1 |
| CIFAR100 (RN18) | 53.0±0.7 | 49.2±0.1 | 60.6±0.6 | 52.0±0.5 | 46.5±0.5 | 54.2±1 | 52.1±0.8 |

the natural generalization performance. Unlike FAT, our method focuses on the robust performance.
Sanyal et al. [24] and Dong et al. [11] have investigated the effect of memorization in adversarial
training: memorizing difficult samples hurts the generalization performance of adversarial training.
Whereas they focus on generalization performance; i.e., the robust accuracy on test data, our method
improves the performance on test data through the improvements of performance in training data; i.e.,
militating the underfitting rather than overfitting. Several papers have investigated the relationship
between Lipschitz constants and robustness [6, 29, 36, 15]. Whereas they propose the constraints of
Lipschitz constants to improve the robustness, we use them to discuss the effect of small logit margins
and evaluate the robustness through gradient norms, which are lower bounds of Lipschitz constants.

Studies of [14, 8, 17] have reported the vulnerabilities of some of importance aware methods to
logit scaling attacks or Auto-Attack but few studies discuss the causes. Kim et al. [17] have pointed
out that the cause is high entropy in GAIRAT and MART and presented EWAT (entropy-weighted
adversarial training), which imposes a larger weight on the higher entropy. Compared with [17], the
logit margin is clearly related to robustness than entropy because it enables to rigorously discuss the
certified robustness in Section 3. In addition, SOVR outperforms EWAT as shown in the next section.

6 Experiments

6.1 Setup

We conducted the experiments for evaluating SOVR. We first compare SOVR with Madry’s AT [22],
MMA [10], MART [32], GAIRAT [39], MAIL [21], and EWAT [17] on three datasets: CIFAR10,
SVHN, and CIFAR100 [18, 23]. Next, we evaluate the combination of SOVR with TRADES [37],
AWP [34], and SEAT [31]. Our experimental codes are based on source codes provided by
[34, 32, 10]. We used PreActResNet-18 (RN18) [13] for all datasets and WideResNet-34-10
(WRN) [35] for CIFAR10. We used 10-step PGD (step size: 2/255) in training. \(\varepsilon\) is set to 8/255. We
used early stopping by evaluating test robust accuracies against 20-step PGD. For AWP and SEAT,
we use the original public code [34, 31]. We trained models three times and show the average and
standard deviation of test accuracies. For hyperparameters in SOVR, we set \((M, \lambda)\) to \((50, 0.25)\) for
CIFAR10 (RN18), \((50, 0.5)\) for CIFAR10 (WRN) and CIFAR100, and \((20, 0.2)\) for SVHN. We use
Auto-Attack to evaluate the robust accuracy on test data. In Appendix, we provide the details of setups
and additional results, e.g., evaluation of individual Auto-Attack like Fig. 1 and other various attacks.

6.2 Results

We list the robust accuracy against Auto-Attack on all datasets in Tab. 1. In this table, SOVR
outperforms the importance aware methods and AT in terms of the robustness against Auto-Attack.
Figure 5 shows the rate of data that are misclassified or satisfy Eq. (16) in the same way to Fig. 4.
This figure shows that SOVR reduces the rate in all settings. This is because SOVR increases
the logit margins \(|\ell_{LM}|\) without increasing gradient norms much by using OVR. In fact, Fig. 5 shows
that SOVR increases the logit margins \(|\ell_{LM}|\) for difficult samples, and Fig. 3 shows that

\footnote{We could not reproduce the results reported in [34, 31] even though we did not modify their original codes. This might be because we report the averaged values for reproducibility of our experiments.}
increases in gradient norms of SOVR can be negligible: SOVR increases $\max_k ||\nabla_x z_k(x)||_1$ but decreases $||\nabla_x z_\neq(x)||_1$. EWAT achieves higher robust accuracies than AT on several datasets in Tab. 1. However, it does not reduce the rate of potentially misclassified samples in Fig. 6, and this result implies that the logit margin loss is more effective to evaluate and improve robustness than entropy. In Tab. 1, SOVR slightly sacrifices accuracies under some settings on clean data. We provide the histograms of logit margin losses on all datasets in Appendix, which also show SOVR increases margins.

Our analysis mostly focuses on training performance rather than generalization performance in adversarial training. Even so, SOVR can be used with recent studies that focus on the generalization performance. We evaluated the combination of SOVR and TRADES, SOVR and AWP, SOVR and SEAT. Table 2 lists the robust accuracy of the combinations against Auto-Attack and shows that SOVR improves the performance of other recent methods without harming the generalization. Thus, SOVR and these methods complementarily improve the performance in adversarial training.

7 Conclusion

We investigated the reason importance aware methods fail to improve the robustness against Auto-Attack. Our empirical results show the reason to be that they reduce the margins between the logits for a true label and for the others without reducing Lipschitz constants of logits sufficiently. In addition, we find that the histogram of logit margin losses of adversarial training has two peaks. From these observations, we propose switching the loss from cross-entropy to one-versus-the-rest loss by the criterion of the logit margin loss. Since one-versus-the-rest loss penalizes the logit margins more strongly than cross-entropy, our method increases the margins and improves the robustness.
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A Proofs

A.1 The proof of Proposition 3.2

Proof. From the definition of Lipschitz constants, we have

\[ |z_k(x + \delta) - z_k(x)| \leq L_k |x + \delta - x|_\infty = L_k \varepsilon, \]  

(22)

Thus, we have \( z_k(x + \delta) \leq z_k(x) + L_k \varepsilon \) if \( z_k(x + \delta) \geq z_k(x) \) and \( z_k(x + \delta) \geq z_k(x) - L_k \varepsilon \) if \( z_k(x + \delta) \leq z_k(x) \). Therefore, the following inequalities hold for the robustly classified samples:

\[
\begin{align*}
\max_{k \neq y} z_k(x + \delta) - z_y(x + \delta) & \leq z_k'(x) + L_k \varepsilon - z_y(x) + L_y \varepsilon \\
& \leq z_k(x) - z_y(x) + (\max_k L_k + L_y) \varepsilon, \\
\end{align*}
\]

(23)

where \( k' = \arg\max_{k \neq y} z_k(x + \delta) \) and \( k^* = \arg\max_{k \neq y} z_k(x) \). From \( z_k^*(x) - z_y(x) < 0 \), \( |z_k^*(x) - z_y(x)| > (\max_k L_k + L_y) \), and Eq. (23), we have \( \max_{k \neq y} z_k(x + \delta) - z_y(x + \delta) \leq 0 \), \( \forall \delta \in \|\delta\|_\infty \leq \varepsilon \). Thus, models are guaranteed to classify adversarial examples of these data points accurately. \( \square \)

A.2 The proof of Proposition 3.3

Proof. Since we have \( \sup_x \|\nabla_x z_k(x)\|_q = L_k \) for an \( L_k \)-Lipschitz function such as \( |z_k(x_1) - z_k(x_2)| \leq L_k \|x_1 - x_2\|_p \) where \( 1/q + 1/p = 1 \) [16], the following inequality holds if \( z_k^*(x) - z_y(x) \leq (\max_k L_k + L_y) \varepsilon \):

\[
|z_k^*(x) - z_y(x)| \leq (\max_k \|\nabla_x z_k(x)\|_1 + \|\nabla_x z_y(x)\|_1) \varepsilon 
\]

(24)

because \( \|\nabla_x z_k(x)\|_1 \leq L_k \) for \( p = \infty \). Thus, we have \( |z_k^*(x) - z_y(x)| \leq (\max_k L_k + L_y) \varepsilon \) on this condition, which completes the proof. \( \square \)

A.3 The proof of Proposition 4.1

Proof. By using log functions, \( \ell_{CE} \) can be written as

\[
\ell_{CE}(x, y, \theta) = -z_y(x) + \log \sum_i e^{e^{zi}(x)}. 
\]

(25)

when a model uses a softmax function. Compared with OVR \( \ell_{OVR}(x, y, \theta) = -z_y(x) + \sum_i \log(1 + e^{e^{zi}(x)}) \), the difference is only the second term. Thus, \( \ell_{OVR}(x, y, \theta) - \ell_{CE}(x, y, \theta) \) can be written as

\[
\begin{align*}
\ell_{OVR}(x, y, \theta) - \ell_{CE}(x, y, \theta) &= \sum_i \log(1 + e^{zi}) - \log \sum_i e^{zi}, \\
&= \log \Pi_i (1 + e^{zi}) - \log \sum_i e^{zi}. \\
\end{align*}
\]

(26, 27)

Since logarithm is a strictly increasing function, we have

\[
\Pi_i (1 + e^{zi}) - \sum_i e^{zi} \geq 0 \Rightarrow \log \Pi_i (1 + e^{zi}) - \log \sum_i e^{zi} \geq 0. 
\]

(28)

Since \( e^{zi} \geq 0 \) for any \( z_i \in \mathbb{R} \), \( \Pi_i (1 + e^{zi}) - \sum_i e^{zi} \geq 0 \) is proved by mathematical induction: For \( K = 1 \), we have \( (1 + e^{zi}) - e^{zi} = 1 \geq 0 \) for any \( z_i \). If \( \Pi_{i=1}^{K'} (1 + e^{zi}) - \sum_{i=1}^{K'} e^{zi} \geq 0 \) for any \( z_i \) and for \( K = K' \), we have

\[
\begin{align*}
\Pi_{i=1}^{K'+1} (1 + e^{zi}) - \sum_{i=1}^{K'+1} e^{zi} &= (1 + e^{zi}) \Pi_{i=1}^{K'} (1 + e^{zi}) - (e^{zi}^{K'} + \sum_{i=1}^{K'} e^{zi}) \\
&= (\Pi_{i=1}^{K'} (1 + e^{zi}) - \sum_{i=1}^{K'} e^{zi}) + e^{zi+K'} (\Pi_{i=1}^{K'} (1 + e^{zi}) - 1) \geq 0 \\
\end{align*}
\]

(29, 30)

for \( K = K' + 1 \) since \( e^{zi} \geq 0 \) for any \( z_i \in \mathbb{R} \). Thus, the left hand side of Eq. (28) holds for any \( K \geq 1 \), and we have \( \log \Pi_i (1 + e^{zi}) - \log \sum_i e^{zi} \geq 0 \). Therefore, we have \( \ell_{OVR}(x, y, \theta) - \ell_{CE}(x, y, \theta) \geq 0 \):
where we have \( e^z \to 0 \) and
\[
\lim_{z_k \to +\infty} \ell_{CE}(x, y, \theta) = \lim_{z_k \to +\infty} -y log e^z(x) + log \sum_i e^{z_i(x)} = -y + log(e^z) = 0. \tag{31}
\]
On the other hand, when \( z_k(x) \to +\infty \) and \( z_k(x) \to -\infty \) for \( k \neq y \), we have \( log(1 + e^z) \to y \) and \( log(1 + e^z) \to 0 \). Thus, we have
\[
\lim_{z_k \to +\infty} \ell_{OVR}(x, y, \theta) = \lim_{z_k \to -\infty} -y + \sum_i log(1 + e^{z_i(x)}) = -y + y = 0. \tag{32}
\]
which completes the proof. \( \square \)

B Additional explanation about previous methods

B.1 MMA \([10]\)

MMA \([10]\) attempts to maximize the distance between data points and the decision boundary for robustness. MMA regards \( \min_\delta \| \delta_n \|_\infty \) subject to \( \{ \ell_{LM}(x, y, \delta) \geq 0 \} \) as the distance. By using this distance, MMA minimizes the following loss:
\[
\mathcal{L}(\theta) = \frac{1}{n} \sum_{n=1}^{N} \ell_{CE}(x_n, y_n, \theta) + \frac{2}{\ell} \mathcal{L}_{MMA}(\theta) \tag{33}
\]

\[
\mathcal{L}_{MMA}(\theta) = \sum_{(x, y) \in \mathcal{H}} \ell_{LM}(x, y, \delta) + \sum_{(x, y, \delta) \in \mathcal{H}} \ell_{LM}(x, y, \delta) \tag{34}
\]

\[
\delta_{MMA} = \arg \min_{\delta} \ell_{SLM}(x, y, \delta) \geq 0 \| \delta \|_\infty \tag{35}
\]

\[
\ell_{SLM}(x, y) = \log \sum_{j \neq y} e^{z_j(x)} - y \tag{36}
\]

where \( \mathcal{H} \) is a set of correctly classified data points, and \( \mathcal{H} \) is a set of misclassified data points. MMA regards \( \min_\delta \| \delta_n \|_\infty \) subject to \( \| \delta_n \|_\infty \leq \delta_{max} \) as \( \mathcal{H} \). MMA uses \( \min_\delta \| \delta_n \|_\infty \) depends on data points as Eq. (35), we consider that it has similar effects to the importance aware methods. In MMA, Ding et al. \([10]\) use \( \ell_{SLM}(x, y) \) as a approximated differentiable logit margin loss by changing max into differentiable function \( \log \sum_{j \neq y} e^{z_j(x)} \). Compared OVR with \( \ell_{SLM}(x, y) \), we have the following:
\[
\ell_{SLM}(x, y) \leq \ell_{CE}(x, y) \leq \ell_{OVR}(x, y). \tag{37}
\]
This is because we have
\[
\ell_{CE}(x, y) - \ell_{SLM}(x, y) = \log \sum_j e^{z_j(x)} - \log \sum_{j \neq y} e^{z_j(x)} = log \left( 1 + \frac{e^{z_y(x)}}{\sum_{j \neq y} e^{z_j(x)}} \right) \geq 0
\]
and \( \ell_{CE}(x, y) \leq \ell_{OVR}(x, y) \) from Proposition 4.1. Thus, we expect that OVR more strongly penalizes the small logit margins than \( \ell_{SLM}(x, y) \). Note that training algorithms of MMA is also different from those of the other importance aware methods \([10]\).

B.2 EWAT \([17]\)

EWAT uses a weighted cross-entropy like GAIT and MAIL, but it is added to cross-entropy as
\[
\ell_{weight}(\theta) = \frac{1}{N} \sum_{n=1}^{N} \left( 1 + \bar{w}_n(x_n', y_n) \right) \ell_{CE}(x_n', y_n, \theta), \tag{38}
\]
where \( \bar{w}_n \geq 0 \) is a weight divided by batch-mean of the weight \( w_n \) as \( \bar{w}_n(x_n, y_n) = \frac{\left[ \mathbb{E}[w_n(x_n, y_n)] \right]}{\sum_{(x, y) \in \mathcal{H}} w_n(x, y)} \). EWAT determines the weights by using entropy as
\[
w_n(x_n, y_n) = -\sum_{k=1}^{K} f_k(x_n', \theta) log(f_k(x_n', \theta)) \tag{39}
\]
where \( f_k(x_n, \theta) \) is the \( k \)-th softmax output, and thus, it can be regarded as the probability for the \( k \)-th class label. EWAT is based on the observation that importance aware methods tend to have high-entropy, and it causes their vulnerability. Our theoretical results about logit margins and experiments seem to indicate that a logit margin loss is a more reasonable criterion to evaluate the robustness and improve the robustness by using it than entropy.

\( ^4 \)For clarity, we use the term “margin” only for the distance between logits of the true labels and of the label that has the largest logit except for the true label, not for the distance between data points and the decision boundary.
C Experimental Setups

We conducted the experiments for evaluating our proposed method. We first compared our method with baseline methods; Madry’s AT [22], MMA [10], MART [32], GAIRAT [39], MAIL [21], and EWAT [17] on three datasets; CIFAR10, SVHN, and CIFAR100 [18, 23]. Next, we evaluated the combination of our method with TRADES [37], AWP [34], and SEAT [31].

Our experimental codes are based on source codes provided by [34, 32, 10]. We used PreActResNet-18 (RN18) [13] and WideResNet-34-10 (WRN) [35]. The $L_\infty$ norm of the perturbation was set to $\varepsilon = 8/255$, and all elements of $x_i + \delta_i$ were clipped so that they were in $[0,1]$. We used early stopping by evaluating test robust accuracies against 20-step PGD. To evaluate TRADES, AWP, and SEAT, we used the original public code [34, 31].

We trained models three times and show the average and standard deviation of test accuracies. We used Auto-Attack to evaluate the robust accuracy on test data. We used one GPU among NVIDIA®V100 and NVIDIA®A100 for each training in experiments. We trained models for three times and show the average and standard deviation of test accuracies. For MART, we used mart_loss in the original code [32] as the loss function. $\lambda$ of MART was set to 6.0. For GAIRAT and MAIL, we also used the loss functions in the original codes [39, 21] and thus, hyperparameters of their loss functions were based on them. $\lambda$ of GAIRAT was set to $\infty$ until the 50-th epoch and then set to 3.0. ($\gamma, \beta$) of MAIL was set to $(10, 0.5)$. For all settings, the size of mini-batch was set to 128. The detailed setup for each dataset was as following.

MMA

We trained models by using MMA based on the original code [10]. Thus, the learning rate schedules and hyperparameters of PGD for MMA were different from those for other methods because the training algorithm of MMA is different from the other methods. The step size of PGD in MMA was set to $2\varepsilon/10$ in training by following [10]. For AN-PGD in MMA, the maximum perturbation length was 1.05 times the hinge threshold $\varepsilon_{\text{max}} = 1.05d_{\text{max}}$, and $d_{\text{max}}$ was set to 0.1255. The learning rate of SGD was set to 0.3 at the 0-th parameter update, 0.09 at the 20000-th parameter update, 0.03 at the 30000-th parameter update, and 0.009 at the 40000-th parameter update.

C.1 CIFAR10

For ResNet18, the learning rate of SGD was divided by 10 at the 100-th and 150-th epoch except for EWAT, and the initial learning rate was set to 0.05 for SOVR and set to 0.1 for others. We tested the initial learning rate of 0.05 for the other methods and confirmed that the setting of 0.1 achieved better robust accuracies against Auto-Attack than the setting of 0.05 when using ResNet18. For EWAT, we divided the learning rate of SGD at the 100-th and 105-th epoch following [17] after we confirmed that the division at the 100-th and 150-th epoch was worse than the division at the 100-th and 105-th epoch. When using WideResNet34-10, we set the initial learning rate to 0.1 and divided by 10 at the 100-th and 150-th epoch. We used momentum of 0.9 and weight decay of 0.0005 and early stopping by evaluating test accuracies. We standardized datasets by using mean = [0.4914, 0.4822, 0.4465] and std = [0.2471, 0.2435, 0.2616] as the pre-process.

C.2 CIFAR100

We used PreActResNet18 for CIFAR100. The learning rate of SGD was divided by 10 at the 100-th and 150-th epoch except for EWAT, and the initial learning rate was set to 0.1. Note that we confirmed that the above setting is better than the initial learning rate of 0.05 for all methods. For EWAT, we divided the learning rate of SGD at the 100-th and 105-th epoch following [17] after we confirmed that the division at the 100-th and 150-th epoch was worse than the division at the 100-th and 105-th epoch. We used momentum of 0.9 and weight decay of 0.0005 and early stopping by evaluating test accuracies. For PGD, we randomly initialized the adversarial

---

5We could not reproduce the results reported in [34, 31]. This might be because we report the averaged values for reproducibility.

https://github.com/YisenWang/MART
https://github.com/zjfheart/Geometry-aware-Instance-reweighted-Adversarial-Training
https://github.com/QizhouWang/MAIL
https://github.com/BorealisAI/mma_training
perturbation and updated it for 10 steps with a step size of $2/255$. We standardized datasets by using mean = $[0.5070751592371323, 0.48654887331495095, 0.4409178433670343]$, and std = $[0.2673342858792401, 0.2564384629170883, 0.27615047132568404]$ as the pre-process. $(M, \lambda)$ was set to $(0.5, 0.5)$ based on the coarse hyperparameter tuning.

### C.3 SVHN

We used PreActResNet18 for SVHN. The learning rate of SGD was divided by 10 at the 100-th and 150-th, and the initial learning rate was set to 0.05 for SOVR and set to 0.01 for others. We tested the initial learning rate of 0.05 for the other methods and confirmed that the setting of 0.01 achieved better robust accuracies against Auto-Attack than the setting of 0.05. For EWAT, the learning rate of SGD was divided by 10 at the 100-th and 105-th epoch after we confirmed that this setting was better than the division at 100-th and 105-th epoch. The hyperparameters for PGD were based on [34]: The adversarial perturbation is randomly initialized and is updated for 10 steps with a step size of $1/255$. For the preprocessing, we standardized data by using the mean of $[0.5, 0.5, 0.5]$, and standard deviations of $[0.5, 0.5, 0.5]$. $(M, \lambda)$ is set to $(0.2,0.2)$ based on the coarse hyperparameter tuning.

### C.4 TRADES, AWP, and SEAT

For experimental settings of TRADES and AWP, we followed [34] and only changed the training loss into SOVR in the training procedure and in the algorithm for computing the perturbation of AWP for SOVR+AWP, T-OVR, and T-OVR+AWP. We used the original codes of AWP [34], $\beta$ of TRADES and T-OVR were set to 6, and $\gamma$ of AWP is set to 0.01 for AWP and AWP+SOVR. $\gamma$ of AWP was set to 0.005 for TRADES+AWP and T-OVR+AWP. AWP is applied after the 10-th epoch for TRADES+AWP and T-OVR+AWP. We used WideResNet34-10 following [34]. We used SGD with momentum of 0.9 and weight decay of 0.0005 for 200 epochs. The initial learning rate was set to 0.1 and was divided by 10 at the 100-th and 150-th epoch. For experimental settings of SEAT, we followed [31] and only changed the loss into SOVR in the original code [31]. We did not evaluate SEAT with CutMix in our experiments, but we fairly compare SEAT+SOVR with SEAT under the same condition. We used SGD with momentum of 0.9 and weight decay of $7 \times 10^{-4}$ for 120 epochs. The initial learning rate was set to 0.1 till the 40-th epoch and then linearly reduced to 0.01 and 0.001 at the 60-th epoch and 120-th epoch, respectively. We used WideResNet32-10 following [31] for SEAT. $(M, \lambda)$ is set to $(0.5,0.5)$ for AWP and SEAT after coarse hyperparameter tuning.

### C.5 Experimental setups in Section 3

For the experiments in Section 3, we used the models obtained under the above settings, which are the same as models used in Section 6. To obtain the histograms of logit margins, we used the models and computed logit margin loss on adversarial examples of training data set for each data point at 200 epochs. Thus, the number of data points of CIFAR10 and CIFAR100 is 50,000, and that of SVHN is 73,257. We also provide the results of the models obtained by the early stopping in Fig. 8. To compute the rate of training data points misclassified or satisfying Eq. (16), we computed the norm of the gradient $\max_k | \nabla_{z_k}(x) |_1$ and logit margin loss $\ell_{LM}(x)$ for each clean data point. By using them, we computed Eq. (16) and checked whether Eq. (16) is satisfied for each data point. In this experiment, we used the models obtained by early stopping.

### D Additional results

#### D.1 Histograms of logit margin losses

We show the additional histograms of logit margin losses in this section. First, Fig. 7 plots the result of EWAT on training samples of CIFAR10 at the last epoch. Compared with SOVR, EWAT does not increases logit margins for difficult samples (right peak). Figure 8 plots the results at the best epoch by early stopping, and it show the similar tendencies at the last epoch. Figures 9-12 plot the histogram when using WideResNet and other datasets. SOVR tends to increase the left peak under all conditions, and thus, it decreases logit margin losses $\ell_{LM}$, and thus, it increases the logit margins.

---

[9] https://github.com/csdongxian/AWP

[10] https://github.com/whj363636/Self-Ensemble-Adversarial-Training
Figure 7: Histogram of logit margin losses of EW AT for training data on CIFAR10.

Figure 8: Histogram of logit margin losses for training samples of CIFAR10 at the best epoch by early stopping. We plot those on adversarial data $x'$ for the other methods. Blue bins correspond to the data points that models correctly classify.

$|\ell_{LM}|$. Figure 11 shows that AT does not have two peaks on SVHN. To investigate histograms on SVHN in detail, we additionally evaluate logit margin losses at the 100-th epoch in Fig. 12. This figure shows that the histogram on SVHN has two peaks at the 100-th epoch, but they became one peak at the 200-th epoch (Fig. 11). This might cause the optimal $(M, \lambda)$ for SOVR to be smaller than that for other datasets. Table 3 lists the average of logit margin losses. Since the distributions of logit margin losses are long-tailed as shown in histograms, the difference of average values of logit margin losses among methods is small. Even so, SOVR tends to have the lowest logit margin losses under almost all settings.

We additionally evaluate norms of the gradients of the loss and logits for all methods on CIFAR10. Figure 13 plots the results. In this figure, gradient norms of cross-entropy for the true label $||\nabla_x \ell_{CE}(x, y)||_1$ are always smaller than those for the other labels. In addition, gradient norms of cross-entropy for the label which has the largest logit except for the true label $||\nabla_x \ell_{CE}(x, k^*)||_1$ are smaller than those for the randomly selected labels. This might cause the robustness against PGD attacks of importance aware methods despite of small logit margins. Gradient norms of EW AT and SOVR are not significantly different from those of AT.

Table 3: The average of logit margin losses for training dataset $x'$ at the last epoch.

| Dataset       | AT     | MART   | MMA    | GAIRAT | MAIL    | SOVR   |
|---------------|--------|--------|--------|--------|---------|--------|
| CIFAR10 (RN18)| -3.66±0.02 | -3.46±0.02 | 0.558±0.1 | -0.258±0.02 | -0.0293±0.02 | -3.97±0.02 |
| CIFAR10 (WRN) | -6.96±0.01 | -5.65±0.7 | -2.73±0.6 | -0.717±0.03 | -0.203±0.01 | -10.07±0.02 |
| CIFAR100      | -2.41±0.02 | -1.76±0.01 | 2.07±0.06 | -0.68±0.02 | 0.684±0.1 | -2.44±0.1 |
| SVHN          | -7.55±0.01 | -8.08±2 | -4.31±0.04 | -3.91±0.01 | -1.17±0.03 | -7.59±0.1 |
Figure 9: Histogram of logit margin losses for training samples of CIFAR10 with WideResNet34-10 at the last epoch. We plot those on adversarial data $x'$ for the other methods. Blue bins correspond to the data points that models correctly classify.

Figure 10: Histogram of logit margin losses for training samples of CIFAR100 at the last epoch. We plot those on adversarial data $x'$ for the other methods. Blue bins correspond to the data points that models correctly classify.

Figure 11: Histogram of logit margin losses for training samples of SVHN at the last epoch. We plot those on adversarial data $x'$ for the other methods. Blue bins correspond to the data points that models correctly classify.
Figure 12: Histogram of logit margin losses for training samples of SVHN at the 100-th epoch. We plot those on adversarial data \( x' \) for the other methods. Blue bins correspond to the data points that models correctly classify.

Figure 13: Average of gradient norms with respect to data points. \( \bar{k} \) is randomly selected labels, and \( k^* = \arg\max_{k \neq y} z_k(x) \).
Figure 14: Robust accuracy against Auto-Attack and logit margin losses $\ell_{LM}(x')$ on CIFAR10 with RN18 for SOVR when tuning $(M, \lambda)$. Dashed gray line corresponds to the results of AT using cross-entropy loss.

Figure 15: Robust accuracy against PGD-20 at the last epoch on CIFAR10 with RN18 for SOVR when tuning $(M, \lambda)$.

D.2 Effects of hyperparameters $(M, \lambda)$

SOVR has hyperparameters of $M$ and $\lambda$. In this section, we evaluate the effects of these hyperparameters. Figure 14 plots the robust accuracy against Auto-Attack and $\ell_{LM}$ on CIFAR10 with RN18. We fixed $\lambda$ for tuning $M$ and fixed $M$ for tuning $\lambda$. Note that, while $M = 0$ corresponds to the naive adversarial training (AT), $\lambda = 0$ corresponds to that models are trained on only a set of $S$, i.e., AT only using the half of data points in minibatch when $M = 50$. First, $\ell_{LM}(x')$ is monotonically decreasing by increases in both $M$ and $\lambda$ (Fig. 14(b) and Fig. 14(d)). This indicates that SOVR increases the logit margins $|\ell_{LM}|$ compared with cross-entropy. However, robust accuracies against Auto-Attack are not monotonically increasing against $(M, \lambda)$. To investigate the causes, we additionally evaluate robust accuracies against PGD-20 at the last epoch in Fig. 15. This figure shows that the gap between train accuracy and test accuracy increases when $\lambda$ increasing. Although it is unclear why the increase in $M$ hurts the robust accuracy, SOVR always outperforms AT in terms of robustness against Auto-Attack under all tested values of $(0 < M \leq 100, 0 < \lambda \leq 1.25)$.

D.3 Individually test of Auto-Attack

For importance aware methods, we evaluate the robust accuracies against all components of Auto-Attack in Section 2. In this section, we additionally evaluate SOVR and EW AT by individually using Auto-Attack. Figure 16 plots the results, and SOVR is more robust against t-APG, t-FAB, SQUARE than AT unlike importance aware methods. Although the robust accuracy of SOVR against PGD-20
Table 4: Robust Accuracy against various attacks ($L_\infty, \varepsilon = 8/255$). CLN denotes accuracy on clean data, and AA denotes Auto-Attack. Worst represent the least robust accuracy among attacks in the table for each method.

| Method   | CLN   | FGSM   | PGD    | CW     | SPSA   | AA     | Worst   |
|----------|-------|--------|--------|--------|--------|--------|---------|
| AT       | 81.6±0.5 | 57.6±0.1 | 52.5±0.4 | 50.0±0.4 | 56.8±0.2 | 48.0±0.2 | 48.0±0.2 |
| MART     | 78.3±1  | 58.0±0.3 | 54.0±0.1 | 48.7±0.2 | 54.2±0.1 | 46.9±0.3 | 46.9±0.3 |
| MMA      | **85.5 ± 0.7** | **65.5 ± 2** | 51.6±0.2 | 51.0±0.6 | 56.3±1.2 | 37.2±0.9 | 37.2±0.9 |
| **C10**  |        |        |        |        |        |        |         |
| GAIRAT   | 78.7±0.7 | 63.1±0.7 | **62.0 ± 0.4** | 40.0±1.1 | 47.4±1.3 | 37.7±1.1 | 37.7±1.1 |
| MAIL     | 79.5±0.4 | 57.8±0.1 | 54.9±0.08 | 42.1±0.2 | 49.1±0.4 | 39.6±0.4 | 39.6±0.4 |
| EWAT     | 82.8±0.4 | 57.7±0.4 | 52.3±0.4 | 50.4±0.7 | 56.8±0.2 | 48.2±0.7 | 48.2±0.7 |
| SOVR     | 80.6±0.1 | 56.5±0.3 | 50.6±0.1 | **51.4 ± 0.1** | **57.2 ± 0.2** | **49.4 ± 0.1** | **49.4 ± 0.1** |
| AT       | 85.6±0.5 | 60.9±0.4 | 55.1±0.4 | 52.1±0.3 | 57.8±0.6 | 50.4±0.09 | 50.4±0.09 |
| MART     | 81.5±1  | 61.3±0.6 | 57.2±0.2 | 52.1±0.3 | 57.8±0.6 | 50.4±0.09 | 50.4±0.09 |
| MMA      | **87.8 ± 1** | **68.6 ± 1** | 55.7±1 | **55.4 ± 0.7** | 59.6±2 | 43.1±0.6 | 43.1±0.6 |
| **C10**  |        |        |        |        |        |        |         |
| GAIRAT   | 83.0±0.7 | 64.1±0.5 | **62.9 ± 0.4** | 44.4±0.7 | 52.1±0.5 | 41.8±0.6 | 41.8±0.6 |
| MAIL     | 82.2±0.4 | 59.3±0.5 | 56.0±0.5 | 45.7±0.2 | 53.0±0.2 | 43.3±0.1 | 43.3±0.1 |
| EWAT     | 86.0±0.5 | 60.6±0.4 | 54.5±0.1 | 53.8±0.3 | 60.7±0.4 | 51.6±0.3 | 51.6±0.3 |
| SOVR     | 85.4±1  | 61.4±0.5 | 54.7±0.2 | 54.9±0.3 | **61.7 ± 0.1** | **52.7 ± 0.2** | **52.7 ± 0.2** |
| AT       | 89.8±0.6 | 30.1±0.4 | 27.7±0.2 | 25.6±0.3 | 29.3±0.3 | 23.7±0.3 | 23.7±0.3 |
| MART     | 86.9±0.6 | 31.0±0.2 | **29.36 ± 0.06** | 25.0±3 | 28.5±0.1 | 23.9±0.3 | 23.9±0.3 |
| MMA      | **93.9 ± 0.4** | 25.7±0.3 | 19.4±0.2 | 20.5±0.1 | 24.3±0.3 | 18.4±0.2 | 18.4±0.2 |
| **C100** |        |        |        |        |        |        |         |
| GAIRAT   | 89.9±0.4 | 27.9±0.3 | 26.0±0.2 | 21.9±0.4 | 25.9±0.1 | 19.8±0.5 | 19.8±0.5 |
| MAIL     | 89.4±0.4 | 24.8±0.08 | 23.9±0.26 | 18.3±0.5 | 21.9±0.5 | 16.7±0.3 | 16.7±0.3 |
| EWAT     | 90.2±0.6 | 30.0±0.08 | 27.4±0.3 | 25.3±0.2 | 29.3±0.1 | 23.5±0.06 | 23.5±0.06 |
| SOVR     | 90.0±1  | 30.2±0.2 | 27.4±0.2 | **26.1 ± 0.1** | **29.9 ± 0.1** | **24.3 ± 0.2** | **24.3 ± 0.2** |
| AT       | 53.0±0.7 | 61.8±0.5 | 50.6±0.4 | 47.7±0.8 | 55.7±0.9 | 45.6±0.4 | 45.6±0.4 |
| MART     | 49.2±0.1 | 64.4±0.5 | 56.5±0.2 | 49.0±0.4 | 56.6±0.08 | 46.9±0.3 | 46.9±0.3 |
| MMA      | **60.6 ± 0.6** | **79.6 ± 0.8** | **65.0 ± 0.1** | **59.1 ± 2** | **63.2 ± 2** | **37.2±0.9** | **37.2±0.9** |
| **SVHN** |        |        |        |        |        |        |         |
| GAIRAT   | 52.0±0.5 | 65.8±0.4 | 60.4±0.6 | 40.6±0.7 | 48.8±0.6 | 37.6±0.6 | 37.6±0.6 |
| MAIL     | 46.5±0.5 | 64.6±0.4 | 58.2±0.3 | 44.1±0.7 | 52.3±0.5 | 41.2±0.3 | 41.2±0.3 |
| EWAT     | 54.2±1  | 61.8±0.5 | 51.7±0.2 | 50.2±0.2 | 57.4±0.4 | 47.6±0.4 | 47.6±0.4 |
| SOVR     | 52.1±0.8 | 65.3±2 | 50.7±0.2 | 52.5±0.2 | 60.7±0.4 | **48.5 ± 0.4** | **48.5 ± 0.4** |

is lower than AT. SOVR outperforms other methods in terms of the robustness against the worst-case attacks, which is the goal of this study.

### D.4 Evaluation using various attacks

We list robust accuracies against various attacks; FGSM [12], 100-step PGD [22], 100-step PGD with CW loss [22, 4], SPSA [50] in Tab. 4. Hyperparameters of SPSA are as follows: the number of steps is set to 100, the perturbation size is set to $0.001$, learning rate is set to $0.01$, and the number of samples for each gradient estimation is set to $256$. In this table, we repeat the clean accuracies and robust accuracies against Auto-Attack from the table in the main paper. In addition, we list the worst robust accuracies, which are the least robust accuracy among attacks in the table for each method. In this tables, importance aware methods tend to fail to improve the robustness against SPSA. Since SPSA does not directly use gradients, this result indicates that importance aware methods improves the robustness by obfuscating gradients [2]. Against some attacks, MMA achieves the highest robust accuracy on several datasets. However, our goal is improving the true robustness, i.e., robust accuracies against the worst case attacks in $\delta \in \{||\delta||_\infty \leq 8/255\}$. MMA fails to improve the robustness against the worst-case attacks (the columns of Worst). We can see that Auto-Attack always achieves the least robust accuracies, and SOVR improves them: Robust accuracies against Auto-Attack of SOVR are 5.9-12.2 percent point greater than those of MMA.