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Abstract

Entity alignment (EA) merges knowledge graphs (KGs) by identifying the equivalent entities in different graphs, which can effectively enrich knowledge representations of KGs. However, in practice, different KGs often include dangling entities whose counterparts cannot be found in the other graph, which limits the performance of EA methods. To improve EA with dangling entities, we propose an unsupervised method called Semi-constraint Optimal Transport for Entity Alignment in Dangling cases (SoTead). Our main idea is to model the entity alignment between two KGs as an optimal transport problem from one KG’s entities to the others. First, we set pseudo entity pairs between KGs based on pretrained word embeddings. Then, we conduct contrastive metric learning to obtain the transport cost between each entity pair. Finally, we introduce a virtual entity for each KG to “align” the dangling entities from the other KGs, which relaxes the optimization constraints and leads to a semi-constraint optimal transport. In the experimental part, we first show the superiority of SoTead on a commonly-used entity alignment dataset. Besides, to analyze the ability for dangling entity detection with other baselines, we construct a medical cross-lingual knowledge graph dataset, MedED, where our SoTead also reaches state-of-the-art performance.

1 Introduction

Knowledge graphs (KGs) has become one of the essential modules in various intelligent domains, such as question-answering (Savenkov and Agichtein, 2016; Yu et al., 2017; Jin et al., 2021), recommendation (Cao et al., 2019), and search engines (Xiong et al., 2017). However, constructing a large-scale KG consumes massive computational resources (Paulheim, 2018) and can be easily trapped into knowledge incompleteness (Galárraga et al., 2017). Therefore, under real-world scenarios, merging multiple KGs by entity alignment (EA) becomes a mainstream solution to enrich knowledge of KGs. More specifically, entity alignment combines different KGs by aligning the equivalent entities across the KGs (Zhang et al., 2020; Zeng et al., 2021a).

To detect the identical entities, prior works of entity alignment mainly focus on embedding-level alignment by learning a representation vector for each entity, so that the similar entities can locate closely to each others in the embedding spaces (Chen et al., 2017; Sun et al., 2018; Wang et al., 2018; Zhu et al., 2021a; Liu et al., 2021; Lin et al., 2021). These embedding-based EA methods always require an impractical assumption, that for each entity there always exists a counterpart in the other KG (Sun et al., 2021). Moreover, the embedding-level EA methods evaluate their performances only on the existing entity pairs between the testing KGs. However, in various real-world scenarios, the identical pair of one entity is not guaranteed to exist between different KGs (Zhao, 2020; Sun et al., 2021), which limits the application range of embedding-based EA methods.

Recently, the aforementioned unmatchable entities in KGs have been recognized as the dangling entities (Sun et al., 2021). To improve the EA performance, it is necessary to identify the dangling entities and then align the remaining matchable entities to their counterparts. Hence, a limited number of prior works attempt to address the dangling entities detection (DED). Zhao et al. (2020) and Zeng et al. (2021b) apply thresholds on the embedding distance of each entity and its nearest neighbor to determine if the entity is dangling. Nevertheless, the threshold cuts are not flexible enough when considering the relative entity distances. For example, a dangling entity could have an available distance (smaller than the threshold) to a target entity, while the target one has even closer distance to the ground-truth counterpart.

Sun et al. (2021) constructs a labeled training set of dangling entities and trains a neural classifier to
predict whether each entity is matchable. However, this supervised method has limited practicability for the difficulty of creating training sets in real-world large-scale KGs.

To solve the dangling entities within an unsupervised scheme and a global perspective, we propose SoTead, a Semi-constraint Optimal Transport method for Entity Alignment with Dangling cases. (Instead of matching the entities with their closest neighbors), we consider a global optimal entity matching by solving the optimal transport between the groups of entities in two KGs. Our unsupervised method consists of two parts: (1) estimating the cross-KG entity similarity with the textual information of entity names and a contrastive distance learning in entity embedding space; (2) solving a semi-constraint optimal transport (OT) between two KG entity sets to discover the globally optimal entity matching based on the estimated entity similarities. Since the dangling entities cannot “transport” to the target KG, we introduce a virtual entity in the target KG and relax the OT constraints, so that the dangling entities can be matched to the virtual entity instead. On the other hand, the virtual entity also works as a dangling entities detector in the solution of our semi-constraint OT optimization, for only dangling entities in the target KG with match to it. To empirically demonstrate the effectiveness of our SoTead method, we conduct the experiments on both the entity alignment (EA) and dangling entity detection (DED) tasks. Since there is no testing set for dangling entity detection, we also construct a cross-lingual medical knowledge graph dataset, MedED. Our experiments show that the dangling entity identification mechanism also enhances the EA performance. On both of the EA and DED tasks, our method achieves remarkable performance improvement even comparing with baselines under supervised setups.

The main contributions of this paper are summarized in follows:

- We propose SoTead, an unsupervised entity alignment method via semi-constraint optimal transport, which can jointly match paired entities and detect unmatchable entities.
- To demonstrate the effectiveness of our model, we create a cross-lingual knowledge graph dataset, MedED, which supports the evaluation for both entity alignment and dangling entity detection.
- We achieve state-of-the-art performance on comprehensive experiments of entity alignment and dangling entity detection, and analyze the impacts of high-quality dangling entity detection for improving entity alignment.

The source code is publicly available at https://github.com/luosx18/UED.

2 Preliminary

Optimal Transport: Optimal Transport (OT) aims to find the minimal cost for transporting the density distribution of group of items to that of another group, given all the unit transportation cost between each item pairs (Villani, 2009). In formula, OT between density $p \in \mathbb{R}^n$ and $q \in \mathbb{R}^m$ is:

$$D_C(p, q) := \min_X \langle C, X \rangle,$$

$$s.t. X^T 1_n = p, X 1_m = q,$$  \hspace{1cm} (1)

$$q^T 1_m = p^T 1_n,$$

where $(C, X) = \sum_{i=1}^n \sum_{j=1}^m c_{ij} x_{ij}$ is the matrix inner product between cost matrix $C = [c_{ij}]_{m \times n}$ and the transited density $X = [x_{ij}]_{m \times n}$, and $1_m, 1_n$ are all-one vectors.

Since the OT objective is symmetric for both density $q$ and $p$, OT has been recognized as an effective match approach and shown noticeable matching performance in many machine leaning tasks. For example, in machine translation, Alvarez-Melis and Jaakkola (2018) uses OT to measure the similarity of generated translation with ground-truth, by matching sentences as two groups of words. Besides, OT has shown improvements on other natural language processing tasks, such as document retrieval (Kusner et al., 2015), text generation (Salimans et al., 2018; Chen et al., 2018), and sequence-to-sequence learning (Chen et al., 2019).

Mixed Integer Programming: Linear programming (LP) is a fundamental method to optimize linear objective functions with linear constraints (Padberg and Rinaldi, 1991; Gass, 2003; Dantzig, 2016). Mathematically, LP is formed as:

$$\min \ c^T x,$$

$$s.t. \ Ax \leq b,$$  \hspace{1cm} (2)

$$x \geq 0,$$

where $x = (x_1, x_2, \ldots, x_n)^T$ is the vector of $n$ variables, $Ax \leq b \ (A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m)$ are $m$ linear constrains, and $c^T x$ is the linear objective. When considering the linear programming with continuous variables, the simplex algorithm
is widely-used, which efficiently searches the optimal solution on the vertices of the feasible region (Dantzig et al., 1955). However, when limiting some of the variables to be integers, the linear programming becomes more challenging, leading to the problem of mixed integer programming (MIP).

A common solution to MIP is the branch-and-cut algorithm (Wolsey and Nemhauser, 1999; Mitchell, 2002), which first solves the relaxed linear programming without the integer constraints via the simplex method, and then iteratively branches the MIP by splitting the constraint space based on one of the non-integer variables. For every branch, a relaxed linear programming is solved to check if the relaxation is infeasible. If the relaxation is infeasible or less optimal than current solution, the corresponding branch will be pruned. Otherwise, the branch process will continue until all the constraints are satisfied (details in the Supplementary A.1). Besides, Balas et al. (1993); Mitchell (2002) accelerate the solving of the MIP via a cutting plane algorithm for constraint branching.

3 Proposed Method

In this section, we first jointly model the entity alignment and dangling entity detection within a semi-constraint optimal transport framework. Then we describe how to obtain the entity distances across the KGs under an unsupervised setup. At last, we analyze the numerical solution and efficiency of the semi-constraint optimal transport.

3.1 Semi-constraint Optimal Transport

We define a knowledge graph as \( G = (\mathcal{E}, \mathcal{R}) \), where \( \mathcal{E} \) is the entity set, and \( \mathcal{R} \) denotes the set of entity relations. Furthermore, we consider the entity set \( \mathcal{E} = \mathcal{D} \cup \mathcal{A} \) as a disjoint union of the dangling set \( \mathcal{D} \) and matchable set \( \mathcal{A} \). For two KGs, \( G_1 = (\mathcal{D}_1 \cup \mathcal{A}_1, \mathcal{R}_1) \) and \( G_2 = (\mathcal{D}_2 \cup \mathcal{A}_2, \mathcal{R}_2) \), our task is to align the matchable entities in \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) and detect the dangling set \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) jointly.

Denote entities in \( \mathcal{G}_1 \) as \( \mathcal{E}_1 = \{u_1, u_2, \ldots, u_m\} \) and entities in \( \mathcal{G}_2 \) as \( \mathcal{E}_2 = \{v_1, v_2, \ldots, v_n\} \). Then entity alignment is to find equivalent pairs \( \{(u_i, v_j)|u_i \in \mathcal{A}_1, v_j \in \mathcal{A}_2\} \). As in Section 2, we convert this matching problem to an optimal transport from \( \mathcal{E}_1 \) to \( \mathcal{E}_2 \) by minimizing the dissimilarity scores \( \{d(u_i, v_j)\} \) as the transportation cost. Hence, we introduce indicators:

\[
\psi_{ij} = \begin{cases} 
1, & \text{if } u_i \text{ matches } v_j \\
0, & \text{if } u_i \text{ does not match } v_j 
\end{cases}
\quad (3)
\]

With the indicators \( \psi_{ij} \), we convert the global entity alignment in to the following objective:

\[
\begin{align*}
\min & \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} \psi_{ij}, \\
\text{s.t.} & \sum_{j=1}^{n} \psi_{ij} = 1, \quad 1 \leq i \leq m, \\
& \sum_{i=1}^{m} \psi_{ij} = 1, \quad 1 \leq j \leq n,
\end{align*}
\quad (4)
\]

where the cost \( c_{ij} = d(u_i, v_j) > 0 \) is set to the dissimilarity between entity pair \( (u_i, v_j) \). The summation constraints indicate each entity in \( \mathcal{E}_1 \) can only match to one entity in \( \mathcal{E}_2 \) and vice versa.

However, when \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) have different numbers of entities \( (n \neq m) \), the constraints in equation (4) can never be satisfied. Besides, the dangling entities are not considered in the above optimal transport. To address these issues, we introduce “virtual” entities \( u_0 \) and \( v_0 \) into \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) respectively. With the two virtual entities \( u_0 \) and \( v_0 \), we can further relax the constraints of indicators:

\[
\begin{align*}
\min & \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} \psi_{ij} + \sum_{i=1}^{m} c_{i0} \psi_{i0} + \sum_{j=1}^{n} c_{0j} \psi_{0j}, \\
\text{s.t.} & \sum_{j=1}^{n} \psi_{ij} = 1, \quad 1 \leq i \leq m, \\
& \sum_{i=1}^{m} \psi_{ij} = 1, \quad 1 \leq j \leq n.
\end{align*}
\quad (5)
\]

Since no marginal constraint is added to \( \psi_{0,j} \) and \( \psi_{i,0} \), arbitrary number of dangling entities can be aligned to \( u_0 \) and \( v_0 \), which means the constrains in equation (5) are always feasible. Note that we do not consider the distance \( c_{0,0} = d(u_0, v_0) \) between the two virtual entities, because the alignment \( \psi_{0,0} \) between \( u_0 \) and \( v_0 \) is meaningless and can lead to the degeneration of the optimization.

Also, the distances between virtual entities and real entities have not been defined. Here, we introduce two hyper-parameters \( \alpha, \beta > 0 \), as the cross KG distances between the virtual entities and real entities, \( c_{0,j} = \alpha, c_{i,0} = \beta (1 \leq j \leq n \text{ and } 1 \leq i \leq m) \). The details about the selection of \( \alpha \) and \( \beta \) are described in Section 3.2. Therefore, the final optimization of our semi-constraint optimal transport is in equation (6). By solving equation (6), we jointly obtain the solutions for entity
alignment (with \( \{ \psi_{ij} \}_{1 \leq i \leq m, 1 \leq j \leq n} \)) and dangling entity detection (with \( \{ \psi_{i0} \}_{i=1}^{n} \) and \( \{ \psi_{0j} \}_{j=1}^{m} \)). In the followings, we first describe how we obtain the entity distances \( c_{ij} \), in Section 3.2, then discuss how to solve the semi-constraint optimal transport in Section 3.3.

\[
\min \sum_{i=1}^{m} \sum_{j=1}^{n} e_{ij} \psi_{ij} + \beta \sum_{i=1}^{m} \psi_{i0} + \alpha \sum_{j=1}^{n} \psi_{0j} \\
\text{s.t.} \sum_{j=1}^{n} \psi_{ij} = 1, \ 1 \leq i \leq m, \tag{6} \\
\sum_{i=1}^{m} \psi_{ij} = 1, \ 1 \leq j \leq n.
\]

3.2 Entity Distance Learning

As shown in Figure 1, our unsupervised entity distance learning scheme consists of three steps: (1) set a group of pseudo entity pairs based on the textual information of entity names; (2) with the guidance of pseudo pairs, conduct a contrastive embedding learning on entity sample pairs; (3) utilize the textual embedding of all entities to build a globally guided refining loss. The details of the three steps is described below.

**Pseudo entity pairs:** We utilize GloVe (Pennington et al., 2014) word embeddings to obtain entity name textual embeddings \( w_i^u, w_j^v \) for entities \( u_i \in E_1 \) and \( v_i \in E_2 \) respectively. Then the initial similarity is defined as \( s_{ij} = \cos(w_i^u, w_j^v) \). By setting a threshold \( 0 < \varepsilon < 1 \), we select pseudo entity pairs when \( s_{ij} \) satisfies: (a) \( s_{ij} > \varepsilon \); (b) \( s_{ik} \leq \varepsilon \), for any \( k \neq j \); (c) \( s_{lj} \leq \varepsilon \), for any \( l \neq i \). We denote the pseudo entity pairs set as \( \mathcal{P} \). For cross-lingual KGs, we translate entity names via machine translation before extracting textual information.

**Contrastive alignment loss:** We use the Pseudo entity pair to induce the learning of enhanced entity embeddings \( e_i^u \) and \( e_j^v \) for \( u_i \) and \( v_j \) respectively. Each entity embedding is encoded with a graph neural network (GNN), which takes the textual embedding as node embedding and KG relations as the graph edges. For each pseudo pair \( (u_i, v_j) \in \mathcal{P} \), we can define the negative pair set \( \mathcal{P}(u_i, v_j) \) by replacing \( e_i \) or \( e_j \) with their neighbors (Mao et al., 2020; Zhu et al., 2021b). Then we use the following contrastive loss with negative sample pair \( (u_i, v_j) \in \mathcal{P}(u_i, v_j) \):

\[
\sum \max \{ d_M(e_i^u, e_j^v) - d_M(e_i^u, e_j^v) + \lambda, 0 \}
\]

where \( \lambda \) is the margin, and \( d_M(\cdot, \cdot) \) is the Manhattan distance following previous works (Zhu et al., 2021a). The overall alignment loss \( \mathcal{L}_a \) is the summation over all pseudo pairs and their negative sample pairs.

**Globally guided refining loss:** The alignment loss \( \mathcal{L}_a \) only trains pseudo entity pairs and their negative samples. To make full use of entity textual information and learn embedding for all entities, we add a globally guided refining loss. We denote \( Q \) as all \( (u_i, v_j) \) pairs, where \( v_j \) is one of the top \( N \) similar entities of \( u_i \) based on textual similarity \( \{ s_{ij} \} \), and \( N \) is a hyper-parameter. Negative sample set \( \bar{Q}(u_i, v_j) \) also replaces \( e_i \) or \( e_j \) with their neighbors. For each \( (u_i, v_j) \in Q \) and its all negative samples \( (u_i, v_j) \in \bar{Q}(u_i, v_j) \), we set:

\[
s_{ij} \sum_{i', j'} \max \{ d_M(e_i^u, e_j^v) - d_M(e_i^u, e_j^v) + \lambda, 0 \}
\]

Here we multiply \( s_{ij} \) to the contrastive loss, to induce the model paying more attention to the entity pairs with higher textual similarity. The overall globally guided loss \( \mathcal{L}_g \) is the summation over all entity pairs and their negative sample pairs.
The overall loss for entity embeddings is

\[ \mathcal{L} = \mathcal{L}_a + w(t)\mathcal{L}_g, \]  

(7)

where \( t \) is the training step, and \( w(t) \) decreases linearly to 0 as \( t \) increases. When entity embeddings \( e_i^n \) and \( e_j^n \) are learned, the cost for our optimal transport is set as \( c_{ij} = d_M(e_i^n, e_j^n) \).

For the cost for transporting entities to virtual entities, we first denote \( l_i^u = \min_{1 \leq j \leq n} \{ c_{ij} \} \) and \( l_j^v = \min_{1 \leq i \leq m} \{ c_{ij} \} \) as the smallest cost from \( u_i \) to \( v_j \) and from \( v_j \) to \( u_i \), respectively. Next, we do a grid-search of the quantities of \( \{ l_i^u, 1 \leq i \leq m \} \) and \( \{ l_j^v, 1 \leq j \leq n \} \) in pairs as possible selection of \( \alpha \) and \( \beta \). The optimal selection of \( \alpha^* \) and \( \beta^* \) achieves the best EA performance on the pseudo entity pairs set \( \mathcal{P} \).

3.3 Integer Programming Solution

To solve the semi-constraint optimal transport in equation (6), we treat it as a mixed integer programming (MIP) as described in Section 2. Then we use a branch-and-cut algorithm to calculate the indicator solutions. The details of solution steps for equation (6) is described in Supplementary A.1.

Moreover, to further reduce the complexity of the semi-constraint optimal transport, we only consider the transports from each entity to its top-\( K \) similar entities in the target KG, noting the fact that less similar entities contain less information for alignment. This approximation also leads to more sparse sets of \( c_{ij} \) and \( \psi_{ij} \). In Section 6.3, we show that this simplification is powerful with less computational complexity.

4 Related Work

Embedding-based Entity Alignment: The aim of embedding-based entity alignment is to encode KGs into low-dimensional vector spaces, then find nearest neighbors to the aligned entities. Recently various embedding-based EA methods have been proposed, such as TransE (Bordes et al., 2013), GCN (Kipf and Welling, 2016), GAT (Veličković et al., 2017), and their variants (Sun et al., 2017; Zhu et al., 2021b). All embedding-based EA methods adopt the information from graph structures (Chen et al., 2017), while some methods utilize textual information (Xu et al., 2019; Wu et al., 2019; Zhu et al., 2021a) or entity attributes (Sun et al., 2017; Trisedya et al., 2019).

Global Entity Alignment: Only matching entities with its nearest neighbor is a “greedy” scheme, which is difficult to find the global optimal pairing matching for all the entities. Besides, one mismatched entity pair can disturb the greedy matching of the rest entities, and the match error can be accumulated along the greedy matching process. Therefore, global entity alignment, which considers all alignments jointly, have recently attracted considerable attention (Xu et al., 2020; Zeng et al., 2020; Zhu et al., 2021a; Lin et al., 2021). However, globally solving optimal matching costs much higher complexity. To improve the efficiency, Xu et al. (2020) decomposes the entire search space into many isolated sub-spaces and consequently restricts the cross-subspace alignment. Zeng et al. (2020) reduces the complexity by requiring the entity pairs to be stable matches and using deferred acceptance algorithm (Mullin and Stalnaker, 1952; Roth, 2008) to find the alignments.

5 Experimental Setups

5.1 Datasets and Evaluation

For the entity alignment task, we follow the prior work (Sun et al., 2017; Wu et al., 2019; Zhu et al., 2021a) and test our method on the DBP15K dataset (Sun et al., 2017). For the dangling entity detection task, Sun et al. (2021) construct a DBP2.0 dataset with dangling entity labels. However, the DBP2.0 dataset does not contain textual entity name of each entity, which is incompatible for our method to extract pseudo entity pairs. Therefore, we construct a new MedED dataset to support DED task. The details are described below:

MedED Dataset Construction: The Unified Medical Language System (UMLS) (Lindberg et al., 1993) is a large-scale resource containing over 4 million unique medical concepts and over 87 million relation triples. Concepts in UMLS have several terms in different languages. We extract concepts that contain terms in the selected language as entities to construct new monolingual KG, and retain the relations between entities. For the entity names, we select the preferred terms in UMLS. The criterion of entity pairs is whether entities belong to the same concept. An dangling entity is set if its original concept is not in the other KG. We extracted the KGs of English, French, and Spanish and then constructed the KG pairs of FR-EN (French to English) and ES-EN (Spanish to English). We select 20,000 entities with the most relation triples in UMLS for the specified language, and then drop the entities unrelated to other se-
lected entities. Supplementary A.2 shows the statistics of the new dataset, MedED. For both EA and DED tasks, we split 70% of the data as the testing set. Even though our method does not rely on the training set, we keep the remaining 30% as the training set for further model comparison and ablation study.

**DBP15K Dataset:** DBP15K (Sun et al., 2017) contains three pairs of cross-lingual KGs, ZH-EN (Chinese to English), JA-EN (Japanese to English), and FR-EN (French to English). Each KG contains approximately 20 thousand entities, and every KG pair contains 15 thousand entity pairs (Table 6). Following the setting in previous works (Sun et al., 2017; Wu et al., 2019; Zhu et al., 2021a), we keep 70% of entity pairs for testing and 30% for training.

**Evaluation Metrics:** For entity alignment, we follow previous works (Xu et al., 2020; Zeng et al., 2020) and compute Hits@1 score, which indicates the percentage of the targets that have been correctly ranked in the top-1. The prior works (Sun et al., 2017, 2018; Wu et al., 2019; Zhu et al., 2021a) compute Hits@1 in a relaxed setting in which only the entities in testing pairs are taken into account, assuming that any source entity has a counterpart in the target KG. To the relaxed evaluation, we also compute Hits@1 in a practical setting in which for every testing entity, the list of candidate counterparts consists of all entities in the other KG. For dangling entity detection, we compute the classification precision, recall, and F1-score as evaluation measurements.

### 5.2 Baselines

For entity alignment, we compare our method with following baselines: (1) Init-Emb, the entity textual embeddings used in SoTead; (2) the supervised EA methods: MTransE (Chen et al., 2017), JAPE (Sun et al., 2017), BootEA (Sun et al., 2018), RDGCN (Wu et al., 2019), CEA (Zeng et al., 2020), RNM (Zhu et al., 2021a), SelfKG (Liu et al., 2021), and EchoEA (Lin et al., 2021); (3) the unsupervised EA methods: SelfKG (Liu et al., 2021), UEA (Zeng et al., 2021b), and SEU (Mao et al., 2021). Here the CEA, RAGA, and EchoEA use the deferred acceptance algorithm (DAA) to globally align entities.

Our proposed method is also compatible with supervised training entity pairs, so we provide both unsupervised and supervised versions of our method: (1) the unsupervised method, SoTead, described in Section 3. (2) the supervised version of SoTead, which combines the training entity pairs and the pseudo entity pairs for the alignment loss, denoted as SoTead*.

### 5.3 Implementation Details

Following Wu et al. (2019), we translate entity names in MedED to English via Google Translate and then use mean of word vector from GloVe (Pennington et al., 2014) to obtain entity embeddings. For entities in DBP15K, we inherit the initial embeddings used in previous works (Wu et al., 2019; Zeng et al., 2021b; Zhu et al., 2021a,b; Lin et al., 2021). The threshold for pseudo pairs $\varepsilon$ is 0.99, and $N = 3$ in globally guided refining loss. The initial value of $w(t)$ is 0.3 and $w(t)$ decreases linearly to 0 at 1/4 of the total training steps. We follow GNN setups from RAGA (Zhu et al., 2021a) to encode the enhanced entity embeddings. The default value of $K$ is set to 100. We grid search 100 paired quantiles of $\{t_i, 1 \leq i \leq m\}$ and $\{l_j, 1 \leq j \leq n\}$ with $K = 10$ to obtain $\alpha^*$ and $\beta^*$.

### 6 Experimental Results

#### 6.1 Entity Alignment Results

Table 1 shows the results of EA on DBP15K and MedED datasets. Following the previous work, we adopt the relaxed evaluation setting. The results
Table 2: EA and DED results on MedED (practical setting). H@1, P, R, and F denotes Hits@1, precision, recall, and F-score. K = 1, 10, 100 refers to the proposed global alignment method that keeps the top K (= 1, 10, 100) rank similarity entities for each entity. The SoTead(DAA) and RAGA use the DAA for global alignment.

When compared under supervised setups, the SoTead achieves comparable results on DBP15K. Without supervision, the SoTead outperforms all competing methods except the EchoEA method. Besides, the gap between SoTead and EchoEA is marginal. In addition, SoTead* outperforms all methods in MedED. When compared under unsupervised setups, SoTead outperforms all other unsupervised baselines. Besides, UEA and SEU use the extra string-level and char-level information from entity names respectively to enhance the models, denoted as UEA(word+string) and SEU(word+char). For fair comparison, we follow SEU and add the char-level distance to the cost between entities across KGs. This model is denoted as SoTead(word+char) and is superior to UEA and SEU.

6.2 Dangling Entity Detection Results

Table 2 shows the results of EA and DED on MedED. Note that global alignment with DED should consider all entities. We select the practical setting in the EA evaluation.

As shown in Table 2, for the EA task, SoTead achieves better results compared to the supervised RAGA and the variants of our method with DAA. For the DED task, our method focuses more on the precision in recognizing dangling entities. The results of SoTead and SoTead* are also much better than the Distance, which is the same as the threshold-based unsupervised attempt of Zhao et al. (2020) on DED by searching the best threshold on the dangling training set. These results indicate that SoTead successfully uses unsupervised EA to enhance DED, since DED with high precision reduces the scope of EA and enhances the performance.

6.3 Empirical Runtime Analysis

Choosing an appropriate K can effectively reduce the time complexity of the semi-constraint OT, since the solving process of the semi-constraint OT could be finished in less than 7, 60, and 5,00 seconds for K = 1, 10, 100 in MedED. Furthermore, the results with different K in Table 2 show that the performance of K = 10 and K = 100 is similar, implying that much larger value of K may not bring significant improvement and K = 100 is enough for the proposed method considering the time consuming.

6.4 Ablation Study

In Table 3, we test variants by removing the weight decreasing mechanism of the globally guided refining similarity \( L_g \) and the OT from SoTead. Besides, in Table 3, we replace the proposed semi-constraint OT with DAA. Table 4 provides other variants in practical setting. Our main observations are:

1. The semi-constraint OT is stable and effective, causing significant improvements (4.6∼9.8 Hits@1) compared with the SoTead without semi-constraint OT (Table 3).

2. Ablating the globally guided refining similarity \( L_g \) and the weight decreasing mechanism of \( L_g \) leads to a decrease in most cases (Table 3), indicating they are usually helpful.

3. Introducing the virtual entity is necessary. In Table 4, the SoTead without virtual entity gains a remarkable decrease on EA from 80.3 to 55.5 in FR-EN and from 87.4 to 65.5 in ES-EN, and cannot
Table 4: Results of method variants (practical setting) in MedED. We report Hits$\hat{\@}1$ and F-score for EA and DED. The w/o virtual denotes the semi-constraint OT without the virtual entities. The w. golden $\alpha, \beta$ denote that the $\alpha$ and $\beta$ in the semi-constraint OT are selected by the EA training set. SoTead(CODER) replaces Glove embeddings with a medical language model.

|         | FR-EN | ES-EN |         | FR-EN | ES-EN |
|----------|-------|-------|----------|-------|-------|
| SoTead   | 80.3  | 84.5  | 87.4     | 79.0  |
| w/o virtual | 55.5  | -     | 65.2     | -     |
| w. golden $\alpha, \beta$ | 80.9  | 80.3  | 87.4     | 79.0  |
| SoTead(CODER) | 88.4  | 86.3  | 93.3     | 86.5  |

Table 5: The EA results of Hits$\hat{\@}1$ on DBP15K for SoTead trained with different resources of embeddings. “initial” denotes the entity embeddings initialized by taking the mean of word embeddings.

|        | ZH-EN | JA-EN | FR-EN |
|--------|-------|-------|-------|
| Glove(initial) | 57.0  | 63.3  | 80.7  |
| Glove(SoTead) | 84.7  | 89.0  | 96.6  |
| word2vec(initial) | 44.6  | 49.6  | 59.4  |
| word2vec(SoTead) | 65.0  | 70.6  | 79.6  |
| FastText(initial) | 49.7  | 54.3  | 64.3  |
| FastText(SoTead) | 74.7  | 77.3  | 88.1  |
| MUSE(initial) | 57.9  | 61.1  | 76.6  |
| MUSE(SoTead) | 83.3  | 87.0  | 95.8  |

4. Figure 2 shows that the proposed method for searching proper $\alpha^*$ and $\beta^*$ almost reaches the best Hits$\hat{\@}1$. Similar conclusion is shown in Table 4 with the marginal difference between the result of $\alpha^*$ and $\beta^*$ and the golden selection of $\alpha$ and $\beta$ based on the EA training entity pairs.

5. The proportion of how many pseudo entity pairs can play an equal role as true entity pairs changes depending on the KG pairs in Figure 3, but it is still valid to obtain pseudo entity pairs when true entity pairs are unavailable since the proportion is not very low.

To further understand the influence of the quality of initial embeddings, we replace the GloVe in MedED with a pretrained medical language model (LM), the English version of CODER (Yuan et al., 2020), and show that a proper domain-specific LM trained on a large KG can bring better results (in Table 4). Moreover, we test the effect of different initial word embedding on SoTead performance. We use Glove, word2vec, FastText, and MUSE (in Table 5). The MUSE is a multilingual word embeddings method, and we generate the initial entity embeddings directly without machine translation. Table 5 indicates that the performance of SoTead relies on the quality of the textual information, since the Hits$\hat{\@}1$ of SoTead highly related to the Hits$\hat{\@}1$ of the initial embeddings.

7 Conclusion

We propose a novel unsupervised method, SoTead, for entity alignment and dangling entity detection via a semi-constraint optimal transport. By introducing virtual entities on KGs, our method relaxes the alignment constraints, and jointly detects the dangling entities and matchable entity pairs. In experiments, our method reaches state-of-the-art performance and supports the point that dangling entity detection enhances the entity alignment models. Besides, we build a new cross-lingual medical knowledge graph dataset, MedED, which supports both entity alignment and dangling entity detection tasks. We hope this work provide insight for real-world knowledge graph processing.
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A Supplementary

A.1 Branch-and-Cut Algorithm

We describe the branch-and-cut algorithm (Mitchell, 2002) to solve the proposed semi-constraint optimal transport (SOP) as follows:

Algorithm 1 Branch-and-Cut Algorithm

1: Step 1. Initialization: Denote the initial SOP as $SOP^0$ and the active nodes $L = \{SOP^0\}$. Set the upper bound of the objective function $z = \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} \psi_{ij} + \sum_{i=1}^{m} c_{i0} \psi_{i0} + \sum_{j=1}^{n} c_{0j} \psi_{0j}$ to be $z = +\infty$ and set the lower bound of problem $l \in L$ to be $z_l = -\infty$.

2: Step 2. Termination: If $L = \emptyset$, then the solution $\psi^*$ which yielded the incumbent objective value $z$ is optimal. If no such $\psi^*$ exists, the SOP is infeasible.

3: Step 3. Problem selection: Select and delete a problem $SOP_l$ from $L$.

4: Step 4. Relaxation: Solve the linear programming relaxation of $SOP_l$. If the relaxation is infeasible, set $z_l = +\infty$ and go to Step 6. Let $z_{lR}$ denote the optimal objective value of the relaxation if it is finite and let $\psi_{lR}$ be an optimal solution; otherwise set $z_l = -\infty$.

5: Step 5. Add cutting planes: If desired, search for cutting planes that are violated by $\psi_{lR}$; if any are found, add them to the relaxation and return to Step 4.

6: Step 6. Fathoming and Pruning:
7: (a) If $z_l \geq z$, go to Step 2.
8: (b) If $z_l < z$ and $\psi_{lR}$ is integral feasible, update $z = z_l$ and delete all $l \in L$ with $z_l \geq z$. Go to Step 2.

9: Step 7 Partitioning: Let $\{S^j\}_{j=1}^{k}$ be a partition of the constraint set $S_l$ of $SOP_l$. Add $\{SOP^{lj}\}_{j=1}^{k}$ to $L$, where $SOP^{lj}$ is $SOP_l$ with feasible region restricted to $S^j_l$ and $z_{lj}$ for $j = 1, ..., k$ is set to the value of $z_l$ for the parent problem $l$. Go to Step 2.

A.2 Data Statistics

We provide the statistics of MedED and DBP15K in Table 6, including entities, types of relations, relations triples, entity pairs, and dangling entities in each KG.

A.3 Practical Evaluation Results

For completeness, this supplementary reports the EA results on DBP15K in practical evaluation setting (Table 7). We compared our methods with the RAGA, since we adopt the part of graph embedding in RAGA in our framework.

### Table 6: Statistics of MedED and DBP15K.

| Datasets | #Ent. | #Rel. | #Trip. | #Pairs | #Dang. |
|----------|-------|-------|--------|--------|--------|
| MedED FR | 19,382 | 431 | 455,368 | 6,365 | 13,017 |
| MedED ES | 19,228 | 546 | 594,130 | 6,365 | 13,017 |
| MedED EN | 18,632 | 622 | 841,792 | 11,153 | 7,479 |
| DBP15K ZH | 19,388 | 1,700 | 70,414 | 15,000 | - |
| DBP15K EN | 19,752 | 1,322 | 95,142 | 15,000 | - |
| DBP15K JA | 19,228 | 1,298 | 77,214 | 15,000 | - |
| DBP15K FR | 19,993 | 1,152 | 115,722 | 15,000 | - |

### Table 7: EA results on DBP15K (practical setting).

| | ZH-EN | JA-EN | FR-EN |
|----------------|-------|-------|-------|
| Init-Emb | 57.0 | 68.6 | 61.1 |
| RAGA (w/o DAA) | 72.5 | 90.3 | 79.0 |
| SoTead (w/o OT) | 75.1 | 91.8 | 82.9 |
| RAGA | 83.4 | 92.9 | 74.2 |
| SoTead (DAA) | 79.9 | 93.5 | 76.9 |
| SoTead | 84.7 | 96.6 | 89.0 |

$\hat{@}_1$ and $\hat{@}_{10}$ denotes the Hits@1 and Hits@10. In the part of local alignment, RAGA (w/o DAA) and SoTead (w/o OT) refer to the RAGA without DAA and SoTead without OT. The SoTead (DAA) refers to the variant of SoTead by replacing the semi-constraint OT with DAA. MRR is the average of the reciprocal of the rank results.