Control of pattern formation during phase separation initiated by a propagated trigger

Rei Kurita

Understanding pattern formation during phase separation is a key topic in materials science for the important role that patterns play in determining macroscopic physical properties. In this work, we show how pattern formation can be controlled using a phase-separation trigger propagating outwards from a point. We found a range of patterns, including a random droplet pattern, a concentric pattern and a dendritic pattern, depending on the speed at which the trigger propagates, while only the random droplet pattern is observed in a system with homogeneous cooling. We also found that the phase at the core of the concentric pattern periodically changes with time. In addition, we investigated pattern formation during phase separation induced by multiple propagated triggers. When we propagate the triggers from periodic points in space, a metastable regular hexagonal pattern is formed. We also found a bifurcation between a case where the majority phase becomes a droplet phase and a case where the minority phase adopts a droplet pattern. We also confirm the existence of a percolated, bicontinuous phase, even with an asymmetric composition.

Phase separation in two component mixtures can lead to the formation of patterns; their features are directly related to the macroscopic physical properties of the material. This connection between formation and function has motivated a significant body of research over many decades due to its importance for material science. When a two-component mixture is quenched below the phase separation line, a bicontinuous network pattern is formed if the proportions of the phases are the same. Meanwhile, when there is a high degree of asymmetry between the volume fractions of the phases, the minority phase can appear as droplets, with random droplet size and spatial distribution. It is known that these patterns coarsen in a self-similar manner, and that the phenomenon is ubiquitous for phase separating two component mixtures. Meanwhile, pattern formation can be significantly different in polymer solutions. During phase separation in polymer solutions, the polymer transiently forms a network; the network then transforms into droplets in a coarsening process. This phase separation is called viscoelastic phase separation and occurs when the dynamics of one component is significantly slower than the other. This shows that pattern formation can depend on dynamical properties.

Such pattern formation can also be controlled by using the properties of the surface bounding a particular mixture. If one of the two components prefers a surface, the concentration of the component becomes higher near the surface. This enhancement of concentration by wetting affects concentration fluctuations over the whole system, changing the pattern formation seen due to spinodal decomposition. Recently, pattern formation control using Janus colloids was proposed. Janus colloids are particles whose two hemispheres have distinct physical properties; coupling between the mobility of the Janus colloids and the different wetting properties on the surfaces can induce regular lamella pattern formation.

Another way to control pattern formation is to change the dynamical path such as a multi step quenching and a directional quenching. Furukawa proposed a way to form regular patterns using a directional quenching system. Different parts of the system are quenched below a phase separation temperature, but only when a ‘trigger’ has arrived, propagating through space over time; in the case of directional quenching, the trigger, which is analogous to the temperature quenching, propagates as a linear front in one direction with constant velocity . It is interesting to see that the pattern formed depends on . We can observe a random droplet pattern similar to the usual pattern seen in homogeneous quenching when is quite fast. A regular lamella structure (RLS) parallel to the trigger front is formed if is similar to the speed of phase separation. For slower a regular column structure (RCS) perpendicular to the quenching face is formed. Recently, a re-entrance from RCS to
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RLS was reported if \( v_{\text{tri}} \) is significantly slower, due to macroscopic coarsening\(^\text{23}\). Such behaviour can be observed in polymer experiments\(^\text{27,28}\). It is important to note that the patterns are different from those seen in spatially homogeneous quenching, even though the temperature becomes homogeneous in the final state.

For this work, we performed numerical simulations to investigate new pattern formation mechanisms during phase separation. Specifically, we consider a phase separation trigger propagating radially from a point, such that it induces a temperature quench on arrival at different parts of the system. Note that the space in front of and behind the trigger are asymmetric, not symmetric like for the planar trigger. Due to such symmetry breaking, we observe different pattern formation from the layered structure reported in previous studies\(^\text{23–26}\). In addition, we studied pattern formation with multiple triggers propagating from periodically placed points.

**Model and Methods**

We used a 2-dimensional model to simulate phase separation with radial trigger propagation. We used a modified Cahn-Hilliard-Cook equation as given below\(^\text{1,29}\),

\[
\frac{\partial \phi}{\partial t} = \nabla \cdot [\mathbf{a} \mathbf{T} - T_c \mathbf{r} + b \phi^3 - c \nabla^2 \phi] + \theta
\]

(1)

where \( \phi, L \) and \( \theta \) are concentration, a transportation coefficient and thermal noise, respectively. \( a, b, \) and \( c \) are positive constants. \( T \) is temperature and \( T_c \) is the phase separation temperature. \( r \) is a control parameter for trigger propagation. The Cahn-Hilliard-Cook equation describes the dynamics of phase separation in systems with a conserved order parameter and no hydrodynamics; it is well known that this equation describes the dynamics of critical phenomenon and phase separation\(^\text{4}\). We note that numerical studies for directional quenching used the same equation, and that their results were consistent with experiment. Thus, we consider a numerical investigation using Eq. (1) to be appropriate.

Here, the correlation length and the characteristic time can be written as \( \xi = \sqrt{|c/a(T - T_c)|} \) and \( \tau_\theta = \xi^2/(4a(T - T_c)) \) respectively. We normalized the length, time and \( \phi \) by \( \xi, \tau_\theta \) and \( \phi_0 = \sqrt{a(T - T_c)b} \), where \( \phi_0 \) corresponds to the concentration after phase separation. We then obtain a normalized equation (1),

\[
\frac{\partial \phi}{\partial t} = \nabla \cdot [\sigma(r) \phi + \phi^3 - \nabla^2 \phi] + \Theta.
\]

(2)

We set \( \Theta \) to satisfy fluctuation-dissipation theory. Here, we have two controllable parameters, the sign of \( \sigma(r) \) and the mean concentration \( \bar{\phi} \). The sign of \( \sigma(r) \) changes with temperature, in line with realistic phase separation phenomena. \( \sigma(r) = 1 \) when \( T \) is over \( T_c \); the stable phase is a homogeneous one. \( \sigma(r) = -1 \) when \( T \) is below \( T_c \); in this case, phase separation occurs at \( r \).

We initially set the concentration to \( \bar{\phi} \) and ran a simulation where \( \bar{\phi} = 1 \) everywhere for a long time, to prepare an initial state. We then began to propagate a trigger radially outwards from a point with a constant speed \( v_{\text{tri}} \) and set this time to \( t = 0 \). The arrival of the trigger corresponds to a directional temperature quench. \( \sigma(r) = -1 \) if \( |r' - r_\text{tri}| < v_{\text{tri}} t \), where \( r_\text{tri} \) is the position of the point from which the trigger is propagated; otherwise, \( \sigma(r) = 1 \).

We performed numerical simulations using two conditions. (i) We propagated the trigger from the center of the simulation box to the end. The simulation box is a grid with periodic boundary conditions. We defined \( t_h \) as the time when the trigger reaches the end of the simulation box i.e. \( t_h = 256 \times \sqrt{2}/v_{\text{tri}} \). (ii) We propagated triggers from multiple spots, arranged in a hexagonal pattern with a spacing \( \Delta d \). We set the size of the simulation box to fulfill \( n\Delta d \times \sqrt{3}/2n\Delta d \), where \( n \) is an integer, such that the arrangement of the trigger generation spots is also periodic. We set \( n \) such that \( n\Delta d \) is close to 512 and get \( t_h = \sqrt{3}/2n\Delta d \). In both simulations, temperature is under \( T_c \), everywhere after \( t = t_h \). Our study thus corresponds to a study of pattern formation following different dynamical paths at the early stages of phase separation.

**Pattern formation with a single trigger**

Firstly, we show what kind of patterns are transiently formed at the beginning of the phase separation for different \( \sigma \) and \( v_{\text{tri}} \) [Fig. 1(a)]. Each point corresponds to an independent simulation. When the phases are symmetric i.e. \( \sigma = 0 \), a bicontinuous pattern (filled square) is formed when \( 1 \leq v_{\text{tri}} \leq 10 \). We also observe a random droplet pattern (RD), where the spatial arrangement and size of droplets is random, at \( \sigma = 1 \) with \( v_{\text{tri}} = 10 \) as shown in Fig. 1(b). While in Fig. 1(b–e) corresponds to \( \sigma = 1 \), the majority phase; black corresponds to \( \sigma = -1 \). It is similar to the pattern seen for homogeneous quenching since \( v_{\text{tri}} \) is much larger than the characteristic speed of the phase separation \( v_{\text{tri}} \). When \( v_{\text{tri}} = 0.5 \), slightly slower than \( v_{\text{tri}} \), the pattern takes the form of concentric circles (CC) [Fig. 1(e)]. This pattern is parallel to the trigger front and is consistent with previous findings\(^\text{23,34}\). In addition, the CC pattern is similar to the pattern which is induced by surface-directed spinodal decomposition\(^\text{13,14}\). As we discuss later, there are clear differences between the trigger propagated system and surface-directed spinodal decomposition. We also find that a dendritic pattern (DP) is formed for \( v_{\text{tri}} < 0.1 \) [Fig. 1(d)]. The DP pattern corresponds to the RCS seen in the directional quenching system\(^\text{23}\). The triangle in Fig. 1(a) corresponds to a mixture of the CC pattern and the DP pattern [Fig. 1(e)]. The DP pattern can also be observed when particles aggregate in response to a propagating trigger in a dense particulate system\(^\text{40}\). The transient patterns seen at the beginning of the phase separation are also given; the dashed lines in Fig. 1(a) are visual guides for the location of boundaries. Here, we see that the DP pattern can be observed for \( 0 \leq \sigma \leq 0.3 \). Also note that the region where a CC pattern is seen in the diagram becomes narrower with increasing \( \sigma \). We find that the width of the circular ring containing
the minority (black) phase in Fig. 1(c) becomes thinner with increasing $\phi$. When $\phi > 0.3$, we find that the circular rings are unstable due to a Plateau-Rayleigh instability; thus, a CC pattern cannot be observed in this regime.

We go on to investigate the time evolution of the patterns when $\phi = 0.1$. During the coarsening process, small domains are absorbed into large domains in such a way as to reduce the interfacial energy. In RD patterns when $v_{tri} = 10$, the large droplets coarsen with absorption of the small droplets as shown in Fig. 2(a1–a3). These images corresponds to times after the temperature quench has covered the entire simulation box. We obtain a structure factor $S(q)$ by taking a Fourier transform of the image shown in Fig. 3(a). We can then compute a peak position using $S(q)$. $q_{m}$ using the equation $q_{m} = \frac{\int qS(q)dq}{\int S(q)dq}$. We show the time evolution of $q_{m}$ after the trigger.

Figure 1. Pattern formation during phase separation. (a) Transient patterns formed during phase separation as functions of $\phi$ and $v_{tri}$. The symbols in (a) are the simulated points. Filled square, open square, open circle, and cross symbols correspond to a bicontinuous pattern, random droplet pattern, concentric circles, and dendritic pattern, respectively. The triangle symbol corresponds to a mixture of concentric circles and a dendritic pattern. The dashed lines are guides separating regions where different transient patterns are observed. (b) A random droplet pattern is observed when $\phi = 0.1$, $v_{tri} = 10$ and $t = 1500$. (c) A concentric circle pattern is observed when $\phi = 0.1$, $v_{tri} = 0.5$ and $t = 1500$. (d) A dendritic pattern is observed when $\phi = 0.1$, $v_{tri} = 0.1$ and $t = 4000$. We note that (b–d) are images after the trigger has covered the entire system. (e) A combination of concentric circle and dendritic patterns is observed when $\phi = 0$, $v_{tri} = 0.1$ and $t = 2000$. 
has covered the entire box in Fig. 3(b), and find that the characteristic size grows following a $t^{1/3}$ law which is consistent with previous studies. Meanwhile, the coarsening dynamics of the CC pattern is shown in Fig. 2(b1–b3). The phase at the core of the CC pattern repeatedly switches between white and black. The time evolution of $\phi$ at the core of the CC pattern is given in Fig. 4(a). We find that the $\phi$ value at the core is oscillating between $\phi = 1$ and $\phi = -1$. Here, we note that the area of the core is smaller than that of the neighbouring circular ring. Thus, the domain at the core becomes smaller over time while the neighbouring circular ring becomes wider. The ring next to the core goes on to become the new core after the previous core vanishes. At the same time, the number of circular rings decreases by one. This behaviour occurs repeatedly until the circular rings become one droplet. Figure 4(b) shows a single cycle $\tau$ over which $\phi$ changes at the core as a function of $t - t_h$. We find that $\tau$ increases following a power law, $(t - t_h)^{0.62}$. The origin of this exponent is yet to be determined. We also show the time evolution of $q_m$ after $t = t_h$, when the trigger reaches the end of the simulation box [Fig. 3(b)]. $q_m$ is almost constant below $t - t_h = 2000$ and then decreases following $(t - t_h)^{-1/3}$.

Pattern formation with multiple triggers
We also investigated pattern formation with multiple propagated triggers. The propagating triggers are initiated simultaneously from points arranged in a hexagonal pattern with a spacing $\Delta d$. Figure 5(a–c) show the time evolution of the pattern at $\bar{\sigma} = 0.1$, $v_{tr} = 0.5$, and $\Delta d = 80$. At the beginning of the phase separation, the CC pattern is formed at every point where the triggers start to propagate, as shown in Fig. 5(a). We find that $\phi$ at the boundary of the neighbouring CC pattern is not changed with time, while $\phi$ at the core oscillates [See Fig. 4(a)]. This oscillation of $\phi$ occurs at the core accompanied by a reduction in the number of rings. The CC pattern goes on to coarsen into a regular hexagonal droplet (RHD) pattern [Fig. 5(b)]. The sizes of the droplets become increasingly widely distributed due to thermal noise after a hexagonal array is produced, finally beginning to coarsen again [Fig. 5(c)]. In addition, in Fig. 5(d), we show the time evolution of the number of domains $N$ and the droplet size distribution $\delta$. $N$ decreases at the beginning of the phase separation due to the coarsening of the

Figure 2. Time evolution of transient patterns with a single propagated trigger when $\bar{\sigma} = 0.1$. (a) Time evolution of the random droplet pattern when $v_{tr} = 10$ at $t = 100$ (a1), 1000 (a2) and 10000 (a3). (b) Time evolution of the CC pattern when $v_{tr} = 0.5$ at $t = 1000$ (b1), 5000 (b2) and 20000 (b3). (c) Time evolution of the DP pattern when $v_{tr} = 0.1$ at $t = 4000$ (c1), 8000 (c2) and 15000 (c3). All images correspond to times after the trigger has reached the end of the simulation box.
circular rings. It then remains constant from \( t = 500 \) to \( t = 15000 \) when an RHD pattern has formed. After the RHD pattern begins to collapse, the coarsening proceeds again and the number of droplets decreases. Meanwhile, we also find that \( \delta \) is constant from \( t = 500 \) to \( t = 8000 \). This means that the size distribution of the droplets is quite small and thus that the RHD arrangement is stable over time. After \( t = 8000 \), the droplet size distribution has some width due to thermal noise, and \( \delta \) gradually increases. The size difference induces a coarsening of the RHD patterns. We stress here that the regular hexagonal pattern is metastable for a long time in this simulation.

Furthermore, we find that the \( \phi \) distribution in the RHD pattern can be controlled by changing \( \Delta d \). Figure 6(a–c) show the time evolution of the pattern when \( \phi = 0.1 \) and \( v_{\text{tri}} = 0.5 \). \( \phi \) at the core is oscillating between \( \phi = 1 \) and \( \phi = -1 \). \( \tau \) corresponds to a cycle of \( \phi \) evolution at the core. (b) \( \tau \) as a function of \( t \). \( \tau \) increases with time following a power law (solid line).

Figure 3. (a) Structure factor \( S(q) \) for the random droplet pattern when \( v_{\text{tri}} = 10 \), observed over time. We show \( S(q) \) at \( t = 800, 5000 \) and \( 20000 \). (b) Time evolution of the peak position \( q_m \) as a function of \( t - t_h \). \( t_h \) is the time after the trigger has covered the whole box, and the system is homogeneously quenched. The circle symbol corresponds to \( q_m \) for the random droplet pattern. Diamond and triangle symbols correspond to \( q_m \) for concentric circles and the dendritic pattern, respectively. The solid line in (b) shows \( (t - t_h)^{-1/3} \).

Figure 4. (a) Time evolution of \( \phi \) at the core of a concentric circle pattern when \( \phi = 0.1 \) and \( v_{\text{tri}} = 0.5 \). \( \phi \) at the core is oscillating between \( \phi = 1 \) and \( \phi = -1 \). \( \tau \) corresponds to a cycle of \( \phi \) evolution at the core. (b) \( \tau \) as a function of \( t \). \( \tau \) increases with time following a power law (solid line).
of the neighbouring CC pattern is $\phi = 1$. Meanwhile, when $n + 0.5 < \Delta d / 2L < n + 1$, $\phi$ at the boundary of the neighbouring CC pattern is $1$. Since $\phi$ is conserved, $\phi$ at the core in the final state should be opposite to $\phi$ at the boundary of the neighbouring CC pattern. Thus the $\phi$ distribution of the RHD pattern is determined by $\phi$ at the boundary of the neighbouring CC pattern. We suggest that $\Delta d$ is a control parameter for the spatial distribution of $\phi$ in the RHD pattern when there are multiple triggers. We note that the majority phase forms droplets when $\Delta d = 60$, despite the equilibrium state being one where the minority phase forms droplets instead. Since the energy barrier for reaching the equilibrium state is quite high, the inverted state is stable, even though coarsening occurs. Thus, this simulation also demonstrates how an inverted $\phi$ distribution can be achieved for phase separation.

Finally, we also look at dendritic pattern formation with multiple propagated triggers. Figure 7 show the time evolution of the dendritic pattern when $\phi = 0.1$, $v_{ri} = 0.01$, and $\Delta d = 60$ for $t = (a) 3500$, (b) 50000, and (c) 100000. Firstly, a dendritic pattern is formed at each core at $t = 3500$. Next, they come into contact with neighbouring dendritic patterns and the phases connect. By $t = 50000$, the surface has become smooth due to surface energy. We note that the percolated pattern remains for our simulation time, while a random droplet pattern is observed for $\phi = 0.1$ with homogeneous quenching, similar to that in Fig. 1(a).

**Discussion**

Here, we discuss the difference between pattern formation observed in our trigger propagation system and in surface directed spinodal decomposition. Firstly, surface directed spinodal decomposition requires one component to be preferentially attracted to a wall, while pattern formation by trigger propagation can be observed even though both components have the same wetting properties to the wall. In addition, the time evolution of the concentric circles is also different. The concentric circles coarsen without changing the phase at the core in surface
directed spinodal decomposition; meanwhile, with multiple triggers, the phase at the core of the circles changes repeatedly, allowing us to control which phase takes on the form of droplets [See Figs 5 and 6].

We also note that a regular droplet pattern may have noteworthy physical properties such as optical response, electrical response etc. Furthermore, despite bicontinuous structures being associated with nearly symmetric compositions, we have shown that this can be achieved even with asymmetric composition, with multiple triggers propagating through the system. A bicontinuous pattern entails percolation of both components, leading to its own set of unique physical properties. We can thus hope that our simulation results motivate more experiments and understanding of the physics of pattern structure and formation.

**Summary**

To summarize, we performed numerical simulations with propagated triggers which induce phase separation. The trigger induces the effects of a temperature quench in real systems. We investigate pattern formation for different trigger propagation speeds and mean area fraction. We find a random droplet pattern, a concentric circle pattern, and a dendritic pattern. In the concentric circle pattern, the phase at the core oscillates during the coarsening process, while the phase at the boundary of a neighbouring concentric circle pattern is unchanged. We then investigated pattern formation with multiple propagated triggers. A long-ranged hexagonal droplet pattern is formed when we propagate the triggers from hexagonally arranged points. In addition, we find that the phase distribution over space can be controlled by changing the spacing of the hexagonal arrangement. This simulation not only demonstrates a way in which long-ranged regular patterns can be formed, but also how one might invert the spatial distribution.

**Figure 6.** Time evolution of the concentric circle pattern with multiple propagated triggers when $\Delta d = 60$, $\phi = 0.1$, and $v_{tri} = 0.5$. (a) By $t = 60$, a concentric circle pattern has formed at each core. (b) At $t = 5000$, a hexagonal pattern is observed after coarsening of the concentric circles. (c) Finally, at $t = 20000$, the hexagonal pattern has collapsed due to thermal noise. The final pattern is the inverse of the pattern when $\Delta d = 60$. (d) Diagram of the final pattern for different $\Delta d/2L$. The symbols in (d) are the simulated points. A filled circle corresponds to a pattern where droplets of the majority (black) phase form in the minority (white) phase. An open circle corresponds to a pattern where droplets of the minority phase form in the majority phase.

**Figure 7.** Time evolution of the dendritic pattern with multiple propagated triggers when $\Delta d = 60$, $\phi = 0.1$, and $v_{tri} = 0.01$. (a) By $t = 3500$, a dendritic pattern has formed at each core. (b) At $t = 50000$, a connected pattern is observed. (c) The same can be seen when $t = 100000$. Connectivity can be seen for a long time despite the fact that $\phi = 0.1$. 
distribution of the phase separated system. We also demonstrate formation of a percolated pattern when $\phi = 0.1$ with slower propagated triggers. Although our model is minimal in construction, similar results may occur in realistic systems through much more complex means. We conclude that pattern formation can be significantly influenced by changing the arrangement of the triggers, and believe that our study demonstrates an effective means by which pattern formation can be controlled in phase separating systems.
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