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Summary

A digital twin is a surrogate model that has the main feature to mirror the original process behavior. Associating the dynamical process with a digital twin model of reduced complexity has the significant advantage to map the dynamics with high accuracy and reduced costs in CPU time and hardware to timescales over which it suffers significantly changes and so it is difficult to explore. This paper introduces a new framework for creating efficient digital twin models of fluid flows. We introduce a novel algorithm that combines the advantages of Krylov based dynamic mode decomposition with proper orthogonal decomposition and outperforms the selection of the most influential modes. We prove that randomized orthogonal decomposition algorithm provides several advantages over SVD empirical orthogonal decomposition methods and mitigates the projection error formulating a multiobjective optimization problem. We involve the state-of-the-art artificial intelligence Deep Learning (DL) to perform a real-time adaptive calibration of the digital twin model, with increasing fidelity. The output is a high-fidelity DIGITAL TWIN DATA MODEL of the fluid flow dynamics, with the advantage of a reduced complexity. The new modelling tools are investigated in the numerical simulation of three wave phenomena with increasing complexity. We show that the outputs are consistent with the original source data. We perform a thorough assessment of the performance of the new digital twin data models, in terms of numerical accuracy and computational efficiency, including a time simulation response feature study.
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1 | INTRODUCTION

Due to increasing computational power and sophisticated experimental equipment, researchers have to interpret large datasets of numerical or experimental origin, therefore data science has become a paramount field of research. Researchers’ interests were directed in recent years to identification of a reliable approximation of the complex behaviour of raw data by models of low complexity, i.e. reduced order models (ROM). This is possible given the fact that these complex systems exhibit low-dimensional patterns dominated by a number of underlying coherent structures, having different contribution or weights in the reconstitution of the data.
Any complex data system often consists of a superposition of such coherent structures, whose development is responsible for the bulk mass, momentum and energy transfer. Once the most influential coherent structures are identified, it is assumed that these contain the essential behavior of the system and the ROM is constructed by overlapping them. The patterns having insignificant contribution are ignored.

Depending on the mathematical approach with which they were built, ROM models have various computational qualities. The construction of high fidelity ROM models has become both science and art. A digital twin is a surrogate model that has the main feature to mirror the original process behavior. Associating the dynamical process with a digital twin model of reduced complexity has the significant advantage to map the dynamics with high accuracy and reduced costs in CPU time and hardware to timescales over which that suffers significantly changes and so it is difficult to explore.

This paper introduces a new framework for creating high fidelity reduced order models in fluid dynamics, having by definition the smallest error and the highest correlation in relation to the original data, models that we are calling digital twin data models (DTM).

1.1 Powerful Tools on ROM and Previous Work

Among several model order reduction techniques that performs well with non-intrusive data, Proper Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD) are widely applied to create surrogate models of dynamics of complex systems in different applications.

The well known method of POD has been illustrated on a variety of examples ranging from turbulent flows (Wang et al.3, Xiao et al.4), convection-dominated flows (Gunzburger et al.5), fluid mechanics (Luchtenburg and Rowley6, Liberge and Hamdouni7, Xiao et al.8), oceanography (San et al.9,10, Dumon et al.11, Osth et al.12) to engineering applications (Buljak and Maier13, Brunton and Kutz14) or aerodynamics (Xiao et al.15, Li et al.16). POD approach has been incorporated for reduced order modeling purposes by many practitioners, for exemplification see Kaiser et al.17, Wang et al.18, Stefanescu et al.19, Dimitriu et al.20. POD proved to be an effective technique also in inverse problems (Winton et al.21, Chen et al.22,23 and Cao et al.24,25) and also in association with data assimilation techniques (Xiao et al.26) and control (Sierra et al.27, Dawson and Brunton28). Recently POD was involved in harnessing the power of Machine Learning tools, especially artificial neural networks (ANNs) for reduced order modeling in the inquiry work of Xiao et al.29, San et al.30, Kaptanoglu et al.31, Owens and Kutz32, Cheng et al.33.

The intrusive model order reduction is usually derived by combining the POD and the Galerkin projection methods34,10. This approach suffers from efficiency issues and it lacks stability because the Galerkin projection is mathematically performed by laborious calculation and requires stabilization techniques in the process of numerical implementation, as it was argued in35,36,37,38,39.

Koopman Mode Decomposition (KMD)40 introduced by the French-born American mathematician B. O. Koopman, provides a theoretical background for modal decomposition, global modes analysis and hydrodynamic stability in problems describing oscillating phenomena. Once it was proved by Mezić41,42 that normal modes of linear oscillations (or shape modes) have their natural analogs Koopman modes in the context of nonlinear dynamics, the Koopman theory was intensively applied for the purposes of reduced order modelling43,44,45,46. Schmid and Sesterhenn47 were the first to introduce a numerical algorithm to compute this type of modal decomposition that was called Dynamic Mode Decomposition (DMD). In a bold manner, Rowley and his coworkers48 proved that the linearity assumption of the Koopman operator is not necessary in order to derive the DMD. Schmid49 explored the similarities between POD and DMD and introduced a more well conditioned DMD algorithm. Recently, Mezić50, provides a characterization of Koopman modes in Banach spaces using Generalized Laplace Analysis.

Multiple applications of DMD originated in the fluid dynamics community51,52,53,54,55 and recently this technique emerged into the niche fields like neuroscience (Brunton et al.56), machine learning (Kutz et al.57, Percic et al.58, Pant et al.59), epidemiology (Bistrian et al.60,61, Zheng et al.62, Kim et al.63).

A considerable amount of work has focused on understanding and improving the method of dynamic mode decomposition and several variants of DMD have been released: optimized DMD (Chen et al.44), exact DMD (Tu et al.64), sparsity promoting DMD (Jovanovic et al.65), multi-resolution DMD (Kutz et al.66), extended DMD (Williams et al.67), recursive dynamic mode decomposition (Noack et al.68), DMD with control (Proctor et al.69), randomized low-rank DMD (Erichson and Dono- van70), compressed DMD (Erichson et al.71), adaptive randomized DMD (Bistrian and Navon72), dynamic mode decomposition with core sketch (Ahmed et al.73), bilinear dynamic mode decomposition (Goldschmidt et al.74), higher order dynamic mode decomposition (Le Clainche and Vega75).
A comparison of DMD vs. POD in reduced order modelling was illustrated in our previous paper\textsuperscript{34}, for the study of shallow water equations model. Although spatial basis functions for DMD and POD respectively, offer an insight of the coherent structures in the flow field, there are several major differences between these two ROM techniques. POD computes a set of orthonormal basis vectors associated with the most influential modes by which the given data is characterized, which are energetically ranked. The most energetic POD modes are selected to generate the ROM. The applicability of POD to complex systems is limited mainly due to errors associated with the truncation of POD modes\textsuperscript{72,76,77}.

Unlike POD, each DMD shape mode is associated with a pulsation, a growth rate and each mode has a single distinct frequency. Selection of Koopman modes used for the flow reconstruction constitutes the source of many discussions among modal decomposition practitioners. It was reported that neither the selection of the modes based on their amplitude, nor the selection based on the frequency are certain to lead to the finding of the dominant modes\textsuperscript{78,79}.

We have done in our previous papers an extensive research on several procedures for selecting the most influential modes in dynamic mode decomposition and we’ll briefly mention them. In\textsuperscript{34} we proposed a framework for modal decomposition of 2D flows, when numerical data are captured with large time steps. We arranged the modes in descending order of their energy weighted by the inverse of the Strouhal number. The modes that contribute weakly to the data sequence were eliminated based on the conservation of quadratic integral invariants\textsuperscript{80} by the reduced order flow. In\textsuperscript{81} we proposed a new framework for dynamic mode decomposition based on the reduced Schmid operator. We investigated a variant of DMD algorithm and we explored the selection of the modes based on sorting them in decreasing order of their amplitudes. This procedure works well for models without modes that are very rapidly damped, having very high amplitudes. Therefore the selection of modes based on their amplitude is effective only in certain situations. In\textsuperscript{82} we focused on the effects of modes selection in dynamic mode decomposition. We proposed a dynamic filtering criterion for which the amplitude of any mode is weighted by its growth rate, resulting in identification of dynamically relevant flow features of time-resolved numerical data. The major disadvantage of this method lies in the fact that DMD does not produce orthogonal modes, therefore it will require a relatively large number of modes. Although the reported results were satisfactory, defining a DMD modes’ selection criterion requires additional attention in the offline stage of the algorithm and increases the CPU time.

To overcome this inconvenient of classic DMD, we have introduced in\textsuperscript{72} the method of Adaptive Randomized Dynamic Mode Decomposition (ARDMD) with application to fluid dynamics and we proved its efficiency on several applications\textsuperscript{83}. Still, because this algorithm does not produce orthogonal modes either, there are difficulties in calibrating the model when simulating it in time.

### 1.2 Significance and Novelty of the Present Research

To circumvent the aforementioned shortcomings of existing methods, in this paper we aim to achieve two major objectives:

1. To represent with highest precision the original data through the digital twin data model (DTM), having as few terms as possible;
2. To produce shape modes that are qualitatively superior in comparison with other techniques.

To achieve these goals, we introduce several key innovations.

We introduce a novel algorithm that produces shape modes that are orthonormal to each other. We prove that the shape modes maximize their projection on the data space in comparison with SVD empirical decomposition technique, thus we need a smaller number of terms in the model. We prove that randomized orthogonal decomposition algorithm provides several advantages over SVD empirical orthogonal decomposition and mitigates the projection error formulating a multiobjective optimization problem.

We avoid a computationally expensive algorithm and we reduce the problem dimension by using a randomized singular value decomposition (RSVD) technique. As we have previously demonstrated in\textsuperscript{72,82,83}, including randomization in the algorithm has the major benefit of not requiring additional criteria to select the shape modes, as it is done in case of DMD and POD.

We ensure the best correlation between the digital twin data model (DTM) and the original raw data by involving the state-of-the-art artificial intelligence Deep Learning (DL) to perform a real-time adaptive calibration of the model.

We shall refer to this procedure as Randomized Orthogonal Decomposition (ROD). We involve the state-of-the-art artificial intelligence Deep Learning (DL) to perform a real-time adaptive calibration of the model, toward an increasing fidelity model. The output is a high-fidelity DIGITAL TWIN DATA MODEL of the fluid flow dynamics, with the advantage of a reduced complexity.

To the best of our knowledge, in the present research we perform the first study of the quality of the shape modes and we demonstrate that the ROD shape modes maximize their projection on the data space.
The new algorithm is investigated in the numerical simulation of the viscous Burgers equation model with three different initial conditions, leading to wave phenomena of increasing complexity. We show that the outputs are consistent with the original source data. We perform a thorough assessment of the performance of the new digital twin data models produced by ROD with DL, in terms of numerical accuracy and computational efficiency, including a time simulation response study.

The remainder of the article is organized as follows. In Section 2 the test problem consisting of the nonlinear viscous Burgers equation model is presented. In Section 3 we introduce mathematical considerations regarding the SVD empirical orthogonal representation and we provide the description of the novel randomized orthogonal decomposition algorithm (ROD). We introduce a novel theorem that states that the ROD modes are qualitatively superior to SVD empirical orthogonal modes and we provide the proof of the theorem. In section 4 we describe the technique of fast digital twin data model identification using deep learning. Section 5 presents the numerical results together with a computational efficiency study. Summary and conclusions are drawn in the final section.

2 | MATHEMATICAL MODELS

2.1 | Mathematical Model Equations

We consider the viscous Burgers equation model of the form:

\[
\begin{cases}
\frac{\partial u}{\partial t} (x, t) + \frac{\partial}{\partial x} \left( \frac{u^2}{2} \right) = v \frac{\partial^2 u}{\partial x^2} (x, t), & t > 0, \quad v > 0, \\
u (x, 0) = u_0 (x), & x \in \mathbb{R},
\end{cases}
\]

(1)

where \( u (x, t) \) is the unknown function of time \( t \), \( v \) is the viscosity parameter.

We will consider three experiments, respectively having the initial condition of the form:

**Experiment 1**: \( u_0 (x) = -\sin (\pi x) \),

(2)

**Experiment 2**: \( u_0 (x) = \begin{cases} u_L, & x \leq 0 \\
u_R, & x > 0 \end{cases} \),

(3)

**Experiment 3**: \( u_0 (x) = -\cos (1.5 \pi x)^2 \).

(4)

The homogeneous Dirichlet boundary conditions of the form

\[ u(0, t) = u(L, t) = 0 \]

(5)

are applied for all three examples.

The Cole-Hopf transformation, introduced by Cole (1951) and Hopf (1950) independently, transforms the equation (1) into the heat equation and therefore it can be solved to obtain the exact solution. We introduce the Cole-Hopf transformation in the next section.

2.2 | The Exact Solution: The Cole-Hopf Transformation

The Cole-Hopf transformation is defined by

\[ u = -2v \frac{1}{\varphi} \frac{\partial \varphi}{\partial x}. \]

(6)

Through an analytical handling we find that

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \frac{2v}{\varphi^2} \left( \frac{\partial \varphi}{\partial t} \frac{\partial \varphi}{\partial x} - \varphi \frac{\partial^2 \varphi}{\partial x \partial t} \right), \\
\frac{\partial^2 u}{\partial x^2} &= \frac{4v^2}{\varphi^3} \frac{\partial \varphi}{\partial x} \left( \varphi \frac{\partial^2 \varphi}{\partial x^2} - \frac{\partial \varphi}{\partial x} \frac{\partial \varphi}{\partial x} \right),
\end{align*}
\]

(7)

\[
\frac{\partial^2 u}{\partial x^2} = -\frac{2v^2}{\varphi^3} \left( 2 \left( \frac{\partial \varphi}{\partial x} \right)^3 - 3 \varphi \frac{\partial^2 \varphi}{\partial x^2} \frac{\partial \varphi}{\partial x} + \varphi^2 \frac{\partial^3 \varphi}{\partial x^3} \right).
\]

(8)

Substituting these expressions into (1) it follows that

\[
\begin{align*}
\frac{\partial \varphi}{\partial x} \left( \frac{\partial \varphi}{\partial t} - \nu \frac{\partial^2 \varphi}{\partial x^2} \right) &= \varphi \left( \frac{\partial^2 \varphi}{\partial x \partial t} - \nu \frac{\partial^3 \varphi}{\partial x^3} \right) = \frac{\partial \varphi}{\partial t} \left( \frac{\partial \varphi}{\partial t} - \nu \frac{\partial^2 \varphi}{\partial x^2} \right).
\end{align*}
\]

(9)
Relation (9) indicates that if \( \varphi \) solves the heat equation, then \( u(x, t) \) given by the Cole-Hopf transformation (6) solves the viscid Burgers equation (1). Thus we have reduced the viscid Burgers equation (1) to the following one

\[
\begin{align*}
\frac{\partial \varphi}{\partial t} - \nu \frac{\partial^2 \varphi}{\partial x^2} &= 0, & x \in \mathbb{R}, t > 0, \nu > 0, \\
\varphi(x, 0) &= \varphi_0(x) = e^{-\frac{\xi^2}{4\nu t}}, x \in \mathbb{R}.
\end{align*}
\] (10)

Taking the Fourier transform with respect to \( x \) for both heat equation and the initial condition (10) we obtain the analytic solution

\[
\varphi(x, t) = \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} \varphi_0(\xi) e^{-\frac{(x-\xi)^2}{4\nu t}} d\xi.
\] (11)

From the Cole-Hopf transformation (6) we obtain the analytic solution to the problem (1) in the following form

\[
\begin{align*}
\varphi(x, t) &= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} \varphi_0(\xi) e^{-\frac{(x-\xi)^2}{4\nu t}} d\xi \\
&= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} \varphi_0(\xi) e^{-\frac{(x-\xi)^2}{4\nu t}} d\xi.
\end{align*}
\] (12)

### 2.3 Gauss-Hermite Quadrature

In order to calculate the exact solution (12) with the initial conditions of the three test cases (2)-(4), we assess the technique of Gauss-Hermite Quadrature\(^8\). Gauss–Hermite quadrature approximates the value of integrals of the following kind:

\[
\int_{-\infty}^{\infty} f(z) e^{-z^2} dz \approx \sum_{i=1}^{n} w_i f(x_i),
\] (13)

where \( n \) represents the number of sample points used, \( x_i \) are the roots of the Hermite polynomial \( H_n(x) \) and the associated weights \( w_i \) are given by

\[
w_i = \frac{2^{n-1} n! \sqrt{\pi}}{n^2 (H_{n-1}(x_i))^2}, \quad i = 1, \ldots, n.
\] (14)

In the case of Experiment 1, the initial condition is given by Eq. (2) and we have

\[
\varphi_0(x) = e^{-\frac{1}{4\nu t} \int_{-\infty}^{\infty} \varphi_0(\xi) e^{-\frac{\xi^2}{4\nu t}} d\xi} = e^{-\frac{1}{2\nu t} \int_{-\infty}^{\infty} \varphi_0(\xi) e^{-\frac{\xi^2}{4\nu t}} d\xi}.
\] (15)

We cast the exact solution (12) in form

\[
\begin{align*}
\varphi(x, t) &= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} \varphi_0(\xi) e^{-\frac{(x-\xi)^2}{4\nu t}} d\xi \\
&= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} e^{-\frac{(x-\xi)^2}{4\nu t}} d\xi.
\end{align*}
\] (16)

We introduce the variable change

\[
z = \frac{x - \xi}{\sqrt{4\nu t}}
\] (17)

so the exact solution to the Burgers equation model (1) with the initial condition (2) is

\[
\begin{align*}
\varphi(x, t) &= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} e^{-\frac{(x-z)^2}{4\nu t}} e^{-z^2} dz \\
&= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} e^{-\frac{(x-z)^2}{4\nu t}} e^{-z^2} dz.
\end{align*}
\] (18)

In the similar manner, with the help of variable change (17), we obtain the exact solution for the next two experiments, as follows.

In the case of Experiment 2 the exact solution to the Burgers equation model (1) with the initial condition (3) is:

\[
\begin{align*}
\varphi(x, t) &= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} e^{-\frac{(x-z)^2}{4\nu t}} e^{-z^2} dz \\
&= \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} e^{-\frac{(x-z)^2}{4\nu t}} e^{-z^2} dz.
\end{align*}
\] (19)
In the case of Experiment 3 the exact solution to the Burgers equation model (1) with the initial condition (4) is:

$$u(x,t) = \frac{f_{\infty}^4 z e^{\frac{1}{4} \sin\left(3x(\frac{z}{4\sqrt{4t}})+\frac{3x}{4\sqrt{4t}}\right)} e^{-z^2} d z}{f_{\infty}^4 z e^{\frac{1}{4} \sin\left(3x(\frac{z}{4\sqrt{4t}})+\frac{3x}{4\sqrt{4t}}\right)} e^{-z^2} d z}. \quad (20)$$

In order to obtain the exact solutions in the three test cases, we calculate both the numerator and the denominator with the help of the Gauss-Hermite quadrature (13) with $n = 100$.

### 3 A NOVEL RANDOMIZED ORTHOGONAL DECOMPOSITION ALGORITHM FOR DIGITAL TWIN DATA MODELLING

In this section we provide a description of the numerical method introduced in this paper to create the digital twin data models in the investigation of the Burgers equation models.

#### 3.1 Mathematical Considerations

Suppose that $D = [0, L] \subset \mathbb{R}$ represents the computational domain, we consider the space $L^2(D)$ of square integrable functions on $D$

$$L^2(D) = \left\{ \phi : D \rightarrow \mathbb{R} \mid \int_D |\phi|^2 \, dx < \infty \right\}. \quad (21)$$

be a Hilbert space endowed with the inner product

$$\langle \phi_i(x), \phi_j(x) \rangle_{L^2(D)} = \int_D \phi_i(x) \phi_j(x) \, dx \quad \text{for} \ \phi_i, \phi_j \in L^2(D) \quad (22)$$

and the induced norm $\|\phi\|_{L^2(D)} = \sqrt{\langle \phi, \phi \rangle_{L^2(D)}}$ for $\phi \in L^2(D)$.

We proceed by collecting data $u_i(x,t) = u(x,t_i)$, $t_i = i\Delta t$, $i = 0, ..., N_i$, representing the data measurements at the constant sampling time $\Delta t$, $x$ representing the Cartesian spatial coordinate. Let the two integer parameters $N_i$ and $N_x$ having the following meanings:

- $N_i + 1 = 300 + 1$ total number of snapshots taken in time,
- $N_x = 101$ number of spatial measurements per time snapshot.

We form a data matrix whose columns represent the individual data samples, called the snapshot matrix

$$V = \begin{bmatrix} u_0 & u_1 & \cdots & u_{N_i} \end{bmatrix} \in \mathbb{R}^{N_x \times (N_i+1)}. \quad (23)$$

Each column $u_i \in \mathbb{R}^{N_x}$ is a vector with $N_x$ components, representing the spatial measurements corresponding to the $N_i + 1$ time instances.

We concentrate on approximating the exact solution (12) to the Burgers problem (1)-(5) as a finite sum of products between a time dependent part and steady-state component of the form

$$u(x,t) \approx \sum_{i=1}^{r} a_i(t) \phi_i(x), \quad (24)$$

expecting that this approximation becomes exact as $r \rightarrow +\infty$.

**Proposition 1. (Empirical Orthogonal Decomposition)**

Let

$$V = \begin{bmatrix} u_0 & u_1 & \cdots & u_{N_i} \end{bmatrix} \in \mathbb{R}^{N_x \times (N_i+1)}$$

be a real-valued data matrix of rank $r \leq \min\left( N_x, N_i + 1 \right)$, whose columns $u_j \in \mathbb{R}^{N_x}$, $j = 1, ..., N_i + 1$ are data snapshots. The Singular Value Decomposition (SVD) yields the factorization

$$V = \Psi \Sigma \Phi^T \quad (25)$$
of the matrix $V$, where $\Psi = [\psi_1, ..., \psi_{N_x}] \in \mathbb{R}^{N_x \times N_x}$ and $\Phi = [\varphi_1, ..., \varphi_{N_t+1}] \in \mathbb{R}^{(N_t+1) \times (N_t+1)}$ are orthogonal matrices,

$$\Sigma = \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{N \times (N_t+1)},$$

with $D = \text{diag} (\sigma_1, ..., \sigma_r) \in \mathbb{R}^{r \times r}$ and $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0$. Then $\{ \psi_i \}_{i=1}^r$ and $\{ \varphi_i \}_{i=1}^r$ represent the eigenvectors of $VV^T$ and $V^T V$, respectively, with eigenvalues $\lambda_i = \sigma_i^2 > 0$ for $i = 1, ..., r$, due to the relations

$$V \varphi_i = \sigma_i \psi_i \quad \text{and} \quad V^T \psi_i = \sigma_i \varphi_i \quad \text{for} \ i = 1, ..., r.$$

It follows that

$$V = \sum_{i=1}^r \sigma_i \psi_i \varphi_i^T. \quad (26)$$

From (26) we deduce that

$$u_j = \sum_{i=1}^r [D \Phi^T]_{ij} \psi_i = \sum_{i=1}^r \left[ \begin{array}{c} \psi_i^T \\ \sigma_i \Phi^T \end{array} \right] \psi_i \quad (27)$$

$$= \sum_{i=1}^r [\Psi^T V]_{ij} \psi_i = \sum_{i=1}^r \langle u_j, \psi_i \rangle_{L^2(D)} \psi_i.$$

The representation (27) is called the Fourier representation of $u_j$, or empirical orthogonal decomposition. This is the foundation for more advanced decomposition algorithms, like POD and DMD.

In the case of linearly-independent snapshots, the empirical orthogonal decomposition involves a number of terms equal to $r = \min \left( N_x, N_t + 1 \right)$, which can be a large number. By convention, let suppose that $r = \min \left( N_x, N_t + 1 \right) = N_x$. We denote by full empirical orthogonal representation, the following relation

$$u_{\text{Fourier}} (x, t) = \sum_{i=1}^{N_x} a_i (t) \psi_i (x), \quad a_i (t) = \langle u, \psi_i \rangle_{L^2(D)}. \quad (28)$$

In practice, the full empirical orthogonal representation is not convenient do to the large number of unknown functions. We introduce in the following a novel algorithm to produce the representation (24).

We seek an orthonormal base of functions, i.e.

$$\Phi = \{ \phi_1, \phi_2, ..., \}, \quad \langle \phi_i (x), \phi_j (x) \rangle_{L^2(D)} = \delta_{ij}, \quad \| \phi \|_{L^2(D)} = 1, \quad (29)$$

where $\delta_{ij}$ is the Kronecker delta symbol

$$\delta_{ij} = \begin{cases} 1 & \text{if} \ i = j \\ 0 & \text{if} \ i \neq j \end{cases} \quad (30)$$

consisting of a minimum number of functions $\phi_i (x)$, such that the approximation of $u (x, t)$ through this base is as good as possible, i.e. we aim to create a digital twin model for data snapshots, of reduced complexity.

Technically, the digital twin data model (DTM) at every time step $\{ t_1, ..., t_{N_t} \}$ is written according to the following relation:

$$u_{\text{DTM}} (x, t_i) = \sum_{j=1}^{N_{\text{DTM}}} a_j (t_i) \phi_j (x), \quad \phi_j (x) \in \{ \phi_1, ..., \phi_{N_t+1} \}. \quad (31)$$

where $\phi_j \in \mathbb{C}$ represent the $\Phi$ base functions which we call the leading shape modes, $N_{\text{DTM}} \ll \min \left( N_x, N_t + 1 \right)$ represents the number of terms in the representation (31) which we impose to be minimal and $a_j (t_i)$ represent the modal growing amplitudes.

Our objective is to represent with highest precision the original data through the digital twin data model (31) having as few terms as possible. To achieve this goal, we introduce several major innovative features in our algorithm:

- We produce shape modes that are orthonormal to each other, which means that we will need a small number of terms in (31);
- We avoid a computationally expensive algorithm and we reduce the problem dimension by using a randomized singular value decomposition (RSVD) technique. The efficiency of this technique was previously demonstrated in 72,82,83,85,86.
Including randomization in the algorithm has the major benefit of not requiring additional criteria to select the shape modes, as it is done in case of techniques like dynamic mode decomposition (DMD) or proper orthogonal decomposition (POD). Our algorithm that includes the RSVD finds the optimal reduced order subspace that contains the leading shape modes base $\Phi$.

- We ensure the best correlation between the digital twin data model (31) and the exact solution (12) by searching for the leading shape modes that approximate the data sequence with smallest error.

Determination of the optimal decomposition (31) then amounts to finding the solution to the following multiobjective constrained optimization problem:

\[
\begin{align*}
\min_{\Phi, \sigma_j, \mathbf{N}_{\text{DTM}}} & \, \sum_{i=1}^{N_i} \int_D \left( u(x, t_i) - \sum_{j=1}^{\mathbf{N}_{\text{DTM}}} a_j(t_i) \phi_j(x) \right)^2 \, dx, \\
\min_{\Phi, \sigma_j, \mathbf{N}_{\text{DTM}}} & \, \sum_{i=1}^{N_i} \int_D \left( u(x, t_i) - \sum_{j=1}^{\mathbf{N}_{\text{DTM}}} a_j(t_i) \phi_j(x) \right) \left( u(x, t_i) - \sum_{j=1}^{\mathbf{N}_{\text{DTM}}} a_j(t_i) \phi_j(x) \right) \, dx, \\
\text{s.t.} & \, \langle \phi_j, \phi_j \rangle_{L^2(D)} = \delta_{ij}, \quad \| \phi_j \|_{L^2(D)} = 1, \quad 1 \leq i \leq j \leq \mathbf{N}_{\text{DTM}}
\end{align*}
\]

where $H$ denotes the conjugate transpose of the snapshot containing the data.

Mathematically, we are constructing the leading shape modes base $\{\phi_j\}_{j=1}^{N_{\text{DTM}}}$, which contains the smallest possible number of orthonormal vectors that maximize their projection on the data space.

**Definition 1. (The Projection Operator)**

Let

\[
V_0 = \left[ u_0 \, u_1 \, \ldots \, u_{N_i-1} \right] \equiv \{ u_j^{(0)} \}_{j=0}^{N_i-1} \in \mathbb{R}^{N_i \times N_i},
\]

be a real-valued data matrix, whose columns are data snapshots.

Let

\[
\Phi = \{ \phi_1, \phi_2, \ldots, \phi_{N_{\text{DTM}}} \}
\]

be a shape modes base.

We define the bounded projection operator $P_{V_0} \Phi$, that maps every shape mode $\{ \phi_j \}_{j=1}^{N_{\text{DTM}}}$ onto its projection on the data vectors $\{ u_j^{(0)} \}_{j=0}^{N_i-1}$ along the computational domain direction $D$:

\[
P_{V_0} \Phi \left( \phi_j, u_j^{(0)} \right) = P_{u_j^{(0)} \phi_j} = \left( \left( \phi_j, u_j^{(0)} \right)_{L^2(D)} \left( u_j^{(0)}, u_j^{(0)} \right)_{L^2(D)} \right) u_j^{(0)}.
\]

**Proposition 2. (Randomized Singular Value Decomposition of rank $k$: $k$-RSVD)**

Let

\[
V_0 = \left[ u_0 \, u_1 \, \ldots \, u_{N_i-1} \right] \in \mathbb{R}^{N_i \times N_i},
\]

be a real-valued data matrix, whose columns are data snapshots. If we impose a target rank $k < \min \left( N_i, N_j \right)$, the Randomized Singular Value Decomposition of rank $k$ ($k$-RSVD) produces $k$ left singular vectors of $V_0$ and has the following steps:

1. Generate a Gaussian random test matrix $M$ of size $N_i \times k$.
2. Compute a compressed sampling matrix by multiplication of data matrix with random matrix $Q = V_0 M$.
3. Project the data matrix to the smaller space $P = Q^H V_0$, where $H$ denotes the conjugate transpose.
4. Produce the economy-size singular value decomposition of low-dimensional data matrix $[T, \Sigma, W] = \text{svd} \ (P)$.

For the fact that the singular values (i.e., $\Sigma$) and the right singular vectors (i.e., $W$) of the matrix $P$ are also the singular values and the right singular vectors of the original matrix $V_0$, we should preserve the singular values and the right singular vectors computed by the matrix $P$ at this step.

5. Compute the right singular vectors $U = Q T$, $U \in \mathbb{R}^{N_i \times k}$, $\Sigma \in \mathbb{R}^{k \times k}$, $W \in \mathbb{R}^{N_i \times k}$.

If we combine the matrix $Q$ derived in the second step with the left singular vectors of $P$ from step 4, we can get the left singular vectors of $V_0$ and $\Sigma$ contains its singular values.
An intuitive understanding of k-RSVD is illustrated in Figure 1.

**Theorem 1. (Randomized Orthogonal Decomposition: ROD)**

Let

\[ V_0 = \begin{bmatrix} u_0 & u_1 & \ldots & u_{N_s-1} \end{bmatrix} \equiv \{u_i\}_{i=0}^{N_s-1} \in \mathbb{R}^{N_x \times N_s}, \]

\[ V_1 = \begin{bmatrix} u_0 & u_1 & \ldots & u_{N_f-1} \end{bmatrix} \equiv \{u_i\}_{i=1}^{N_f} \in \mathbb{R}^{N_t \times N_f}, \tag{34} \]

two time-shifted data matrices with rank \( r \leq \min\{N_s, N_f\} \), whose columns are data snapshots. Then for \( 1 \leq N_{DTM} \leq r \), the optimization problem

\[ \max_{\phi_1, \ldots, \phi_{N_{DTM}}} \sum_{i=1}^{N_{DTM}} \sum_{j=1}^{N_s} \left\| P_{i,j} \phi_i \right\|_{L^2(D)}^2 \tag{35} \]

s.t. \( \left\langle \phi_i, \phi_j \right\rangle_{L^2(\mathcal{D})} = \delta_{ij}, \quad \left\| \phi_i \right\|_{L^2(\mathcal{D})} = 1, \quad 1 \leq i \leq j \leq N_{DTM} \)

is being solved by the subspace spanned by the sequence of orthonormal functions

\[ \{\phi_i\}_{i=1}^{N_{DTM}} = \left\{U, X_1, \ldots, X_{N_{DTM}}\right\} \tag{36} \]

where \( U \) represents the matrix of left singular vectors produced by Randomized Singular Value Decomposition of rank \( N_{DTM} \) of data matrix \( V_0 \) and \( X \) denotes the eigenvectors to the Koopman propagator operator \( \mathcal{A} \), i.e.

\[ \{u_0, u_1 = \mathcal{A}u_0, \ldots, u_{N_s-1} = \mathcal{A}^{N_s-1}u_0\}. \tag{37} \]

**Proof of Theorem 1.** Following the Koopman decomposition assumption \(^{40}\), we consider that a propagator operator \( \mathcal{A} \) exists, that maps every column vector onto the next one, i.e.

\[ \{u_0, u_1 = \mathcal{A}u_0, \ldots, u_{N_f-1} = \mathcal{A}^{N_f-1}u_0\}. \tag{38} \]
For a sufficiently long sequence of the snapshots, we suppose that the last snapshot \( u_{N_t} \) can be written as a linear combination of previous \( N_t \) vectors, such that

\[
  u_{N_t} = c_0 u_0 + c_1 u_1 + \ldots + c_{N_t-1} u_{N_t-1} + R,
\]

in which \( c_i \in \mathbb{R}, i = 0, \ldots, N_t - 1 \) and \( R \) is the residual vector. We assemble the following relations

\[
  \{u_1, u_2, \ldots, u_{N_t}\} = A \{u_0, u_1, \ldots, u_{N_t-1}\} = \{u_1, u_2, \ldots, V_0 c\} + R,
\]

where \( c = (c_0, c_1, \ldots, c_{N_t-1})^T \) is the unknown column vector.

Thus, we aim to solve the following eigenvalue problem

\[
  V_1 = AV_0 = V_0 S + R,
\]

where \( S \) approximates the eigenvalues of \( A \) when \( \|R\|_2 \to 0 \), which is equivalent to solve the minimization problem

\[
  \min_{S} \| R = \|V_1 - V_0 S\|_2, \tag{42}
\]

where \( \| \cdot \|_2 \) is the \( L_2 \)-norm of \( \mathbb{R}^{N_t} \).

Now, we aim to find the solution to the minimization problem (42).

Suppose that \( r \leq \min \{N_s, N_t\} \). Then for \( 1 \leq N_{DTM} \leq r \), we identify the \( N_{DTM} \)-RSVD of \( V_0 \), that yields the factorization:

\[
  V_0 = U \Sigma W^H, \tag{43}
\]

of the snapshot matrix \( V_0 \), where \( U = \left[u_1, \ldots, u_{N_{DTM}}\right] \in \mathbb{R}^{N_s \times N_{DTM}} \) and \( W = \left[w_1, \ldots, w_{N_{DTM}}\right] \in \mathbb{R}^{N_t \times N_{DTM}} \) are orthogonal matrices that contain the eigenvectors of \( V_0 V_0^H \) and \( V_0^H V_0 \), respectively, \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_{N_{DTM}}) \) \( \in \mathbb{R}^{N_{DTM} \times N_{DTM}} \) is a square diagonal matrix containing the singular values of \( V_0 \) and \( H \) means the conjugate transpose.

Relations \( AV_0 = V_1 = V_0 S + R, \|R\|_2 \to 0 \) and \( V_0 = U \Sigma W^H \) yield:

\[
  AU \Sigma W^H = V_1 = U \Sigma W^H S \Rightarrow U^H AU \Sigma W^H = U^H U \Sigma W^H S \Rightarrow S = U^H AU.
\]

From \( AU \Sigma W^H = V_1 \) it follows that \( AU = V_1 W \Sigma^{-1} \) and hence \( S = U^H (V_1 W \Sigma^{-1}) \).

The solution to the minimization problem (42) is the matrix operator

\[
  S = U^H (V_1 W \Sigma^{-1}). \tag{44}
\]

A direct consequence of solving the minimization problem (42) is that decreasing the residual increases overall convergence and therefore the eigenvalues and the eigenvectors of \( S \) will converge toward the eigenvalues and the eigenvectors of the Koopman propagator operator \( A \).

Let \( X \in \mathbb{R}^{N_{DTM} \times N_{DTM}} \), \( \Lambda \in \mathbb{R}^{N_{DTM} \times N_{DTM}} \) be the eigenvectors, respectively the eigenvalues of the data propagator matrix \( S \), as solution to the eigenvalue problem:

\[
  SX = \Lambda X. \tag{45}
\]

Then, we define the subspace \( \Phi = \text{span} \{\phi_1, \phi_2, \ldots, \phi_{N_{DTM}}\} \) spanned by the sequence of functions

\[
  \{\phi_i\}_{i=1}^{N_{DTM}} = \{U, X, \ldots\}_{L^2(D)} \tag{46}
\]

where \( U \) represents the matrix of left singular vectors produced by Randomized Singular Value Decomposition of rank \( N_{DTM} \) of data matrix \( V_0 \). It follows that

\[
  \langle \phi_i, \phi_j \rangle_{L^2(D)} = \delta_{ij}, \quad 1 \leq i \leq j \leq N_{DTM}
\]

i.e., \( \Phi \) forms an orthogonal base to the data space. For more robustness, we will construct an orthonormal base of the form given by Eq.(36).

In the next section, we will show numerically that the \( \Phi \) base vectors maximize their projection on the data space and they represent the solution to the constrained optimization problem (32), therefore they produce the digital twin data model with the expression given by Eq.(31).

\[
\]

**Corollary 1.** The base vectors \( \{\phi_i\}_{i=1}^{N_{DTM}} \) defined by Eq.(36), respectively their corresponding modal coefficients \( \{a_i\}_{i=1}^{N_{DTM}} = \langle U, X, \ldots \rangle_{L^2(D)} \), solve the multiobjective constrained minimization problem (32).
Corollary 2. If
\[
\left\| P_{V_0} \Phi \right\|^2_{L^2(D)} = \frac{1}{N_{DM}} \sum_{i=1}^{N_{DM}} \sum_{j=1}^{N} \left\| P_{V_0} \phi_i \right\|^2_{L^2(D)}
\]
represents the mean squared sum of the norms of projections of shape modes \( \{ \phi_i \}_{i=1}^{N_{DM}} \) produced by Randomized Orthogonal Decomposition on the data space \( V_0 \), and
\[
\left\| P_{V_0} \Psi \right\|^2_{L^2(D)} = \frac{1}{N_s} \sum_{i=1}^{N_s} \sum_{j=1}^{N} \left\| P_{V_0} \psi_i \right\|^2_{L^2(D)}
\]
represents the mean squared sum of the norms of projections in the case of the empirical orthogonal modes (full Fourier modes) \( \{ \psi_i \}_{i=1}^{N_s} \) on the same data space, then
\[
\left\| P_{V_0} \Phi \right\|^2_{L^2(D)} > \left\| P_{V_0} \Psi \right\|^2_{L^2(D)}.
\] (50)
This means that, for the purpose of digital twin modelling, the shape modes defined by Eq.(36) are qualitatively superior to the SVD empirical orthogonal modes.

We will demonstrate these consequences in the section dedicated to numerical results.

3.2 Qualitative Analysis of the Digital Twin Data Model vs. Empirical Orthogonal Representation

A qualitative analysis of the orthogonality of the shape modes computed by the ROD algorithm introduced in this paper can be obtained from the Orthogonality Matrix (ORT). We define the ORT value for a pair of shape modes as
\[
ORT_{ij} = \left\langle \phi_i(x), \phi_j(x) \right\rangle_{L^2(D)} = \int_D \phi_i(x) \phi_j(x) \, dx.
\] (51)

Normally, the computed \( ORT_{ij} \) takes values in the interval \([0, 1]\), because the ROD leading shape modes are normalized vectors. In our case, we consider the shape modes to be orthogonal to each other if
\[
ORT_{ij} = \begin{cases} 
1, & i = j \\
0, & i \neq j.
\end{cases}
\] (52)

We introduce \( \langle \cdot \rangle_T \) as a time average operator over \([t_1, T]\) corresponding to the arithmetic time-average of equally spaced elements of the interval \([t_1, T]\)
\[
\langle f(t) \rangle_T = \frac{1}{N_t} \sum_{i=1}^{N_t} f(t_i), \quad t_i \in \{t_1, t_2, ..., t_{N_t} = T\}.
\] (53)

The absolute error given by the ROD algorithm between the exact solution and the digital twin data model is defined by relation:
\[
Error_{DTM} = \left\langle \left\| u(x, t) - u^{DTM}(x, t) \right\|_{L^2_T}^2 \right\rangle_T, \quad t \in [t_1, T].
\] (54)

The correlation coefficient is used as additional metric to validate the quality of the digital twin data model over the exact solution and has the following expression:
\[
Corr_{DTM} = \frac{\left\langle \left\| u(x, t) u^{DTM}(x, t) \right\|_{L^2_T}^2 \right\rangle_T}{\left\langle \left\| u(x, t) \right\|_{L^2_T}^2 \right\rangle_T \left\langle \left\| u^{DTM}(x, t) \right\|_{L^2_T}^2 \right\rangle_T}, \quad t \in [t_1, T].
\] (55)

In the same manner, we define the absolute error between the exact solution and the Fourier representation having the following expression:
\[
Error_{Fourier} = \left\langle \left\| u(x, t) - u^{Fourier}(x, t) \right\|_{L^2_T}^2 \right\rangle_T, \quad t \in [t_1, T].
\] (56)

4 TIME SIMULATION OF THE DIGITAL TWIN DATA MODEL BY DEEP LEARNING

The randomized orthogonal decomposition (ROD) algorithm, previously described, allows the identification of the leading shape modes and their associated coefficients in discrete form. In the following, we aim to identification of a time simulated
digital twin data model of the form:

\[ u^{\text{DTM}}(x, t) = \sum_{j=1}^{N_{\text{DM}D}} s_j(t) \phi_j(x), \quad t \in [0, T], \]  

(57)

where \( \phi_j, j = 1, ... N_{\text{DM}D} \) are the shape modes and \( s_j(t), j = 1, ... N_{\text{DM}D} \) represent the continuous time simulated coefficients of the DTM.

Nonlinear AutoRegressive models with eXogenous inputs (NLARX) represent a novel approach in the field of nonlinear system identification by deep learning. Since the emergence of artificial neural networks as numerical tools, NLARX models have been used for various purposes, ranging from simulation\(^8\), to nonlinear predictive control\(^8\) or higher order nonlinear optimization problems\(^9\).

In this paper we employ the application of NLARX for a high-fidelity time simulation of the coefficients of the digital twin data model (57).

Let \( a(t) \) be the system input represented by the modal amplitudes calculated by randomized orthogonal decomposition at discrete time instances \( t \in \{t_1, ..., t_{N_t}\} \) and \( s(t) \) be the output.

The formulation of the NLARX model can be described as:

\[ s(t) = f \left[ s(t-1), ..., s(t-n_a), a(t-n_k), ..., a(t-n_k-n_h+1) \right] + e(t), \quad t \in [0, T], \]  

(58)

where: \( n_a \) is the integer number of past output terms, \( n_h \) is the number of past input terms used to predict the current output, \( n_k \) is the pure input delay, \( f \) is a nonlinear function implemented by an artificial neural network and \( e(t) \) represents the modeling error.

Each output of NLARX model (58) is a function of regressors that are transformations of past inputs and past outputs. Usually this function has a linear block and a nonlinear block. The model output is the sum of the outputs of the two blocks. The NLARX model training can be cast as a non-linear unconstrained optimization problem:

\[ \theta(n_a, n_h, n_k) = \arg \min \frac{1}{2N_t} \sum_{i=1}^{N_t} \left\| s(t_i) - a(t_i) \right\|_2, \]  

(59)

where the training set consists of the measured input \( a(t) \), \( s(t) \) is the continuous NLARX output, \( \| \cdot \|_2 \) is the \( L_2 \) norm and \( \theta(n_a, n_h, n_k) \) represents the parameter vector of the nonlinear function \( f \).

The NLARX structure can accommodate the dynamics of the system by feeding previous network outputs back into the input layer. It also enables the user to define how many previous output and input time steps are required for a best representation of the systems dynamics. One of most important task in application of NLARX network is a proper selection of inputs, input delays and output delays. The algorithm we have implemented automatically modifies the network parameters \( \theta(n_a, n_h, n_k) \) over the complete trajectory to achieve the minimal value of (59).

We have implemented the nonlinear estimator \( f \) in the form of a cascade forward neural network with 10 hidden layer sizes. In the next section, we will detail the numerical results.

5 | NUMERICAL RESULTS

In the following we present numerical results demonstrating the computational performances of the Randomized Orthogonal Decomposition (ROD) introduced in this paper, associated with Deep Learning (DL) time simulation. We show that the output of this procedure is a high fidelity model of reduced complexity that has the main feature to mirror the original process behavior and has the capability to be real time simulated with highest precision, i.e. we produce a Digital Twin Data Model (DTM).

The test problem used in this paper consists of the viscid Burgers equation model (1). Both the numerical accuracy and the computational efficiency of the DTM are considered on the three experiments with three different initial conditions outlined in Section 2.1.
5.1 The Exact Solutions

The computational domain considered is \([0, L]\), where \(L = 2\), the computational time is \([0, T]\), where \(T = 3\), viscosity parameter in the Burgers equation is \(\nu = 10^{-2}\) for all three experiments. The computational domain is uniformly discretized by using \(N = 100\) grid points, which yields a mesh-size \(\Delta x = 0.02\).

Eq. (2), representing the initial condition in the case of Experiment 1, yields a sinusoidal pulse with abrupt change of slope at the extremities of the domain. The initial value problem with discontinuous initial condition of the form (3) is called a Riemann problem. This setting yields a shock wave phenomenon. We take the assumption \(u_L = 0.1\), \(u_R = 0.5\). In the case of Experiment 3, the initial condition (4) generates an even more complicated movement of the pulse. All three experiments yield phenomena that are challenging to capture with standard numerical schemes.

Using the Cole-Hopf transformation (6) we obtain the analytic solution to the Burgers problem (1) in the case of all three experiments, in the form (18), (19) and (20), respectively, as we detailed in Section 6. Next, we calculate numerically the exact solutions in the three test cases applying the technique of the Gauss-Hermite quadrature (13) with \(n = 100\) nodes. (see Section 2.3).

Figure 2 illustrates the exact solutions for the three experiments considered.

![FIGURE 2 The exact solution of viscid Burgers equation model in the case of all three experiments, with initial conditions (2), (3), (4), respectively.](image)

5.2 The Digital Twin Data Models (DTMs) by Randomized Orthogonal Decomposition (ROD)

The Digital Twin Data Models of form (31) are created by the Randomized Orthogonal Decomposition Algorithm (ROD) as high fidelity surrogates for the three Burgers problems investigated here. For this scope, the training data comprises of \(N_f + 1 = 300 + 1\) total number of snapshots taken in time at regularly spaced time intervals \(\Delta t = 0.01\), \(N_s = 101\) number of spatial measurements per time snapshot.

The Randomized Orthogonal Decomposition Algorithm presented in Section 3.1 finds the optimal dimension \(N_{DTM}\) of the space where the leading shape modes live, as the solution to the multiobjective optimization problem with nonlinear constraints.
(32). The ROD algorithm solves this problem and finds Pareto front of the two fitness functions using a genetic algorithm. Figure 3 illustrates the objectives of the optimization problem (32) and the Pareto front solution, for the three experiments, respectively.

In the case of Experiment 1, the space dimension of the leading modes is $N_{DTM} = 10$. In the case of Experiment 2, the digital twin model for the Riemann problem dynamics has the space dimension of the leading modes $N_{DTM} = 20$. In the case of Experiment 3, the complexity of the pulse is mirrored by a digital twin model with a higher dimension, i.e. $N_{DTM} = 45$. In all three cases, the running CPU time of the ROD algorithm is extremely low, see Figure 4.

**FIGURE 3** The objectives of the optimization problem (32) and the Pareto front solution obtained by genetic algorithm, for the three experiments, respectively.

The output of the Randomized Orthogonal Decomposition (ROD) algorithm introduced in this paper is illustrated in Figures 5-7. The digital twin data models are produced by ROD for the case of the three investigated experiments. The figures present also the leading shape modes and the corresponding growing amplitudes that contribute to the assembly of the DTMs.
FIGURE 4 The running CPU time of the ROD algorithm, for the three experiments, respectively.

TABLE 1 Qualitative analysis of the DTMs.

| Test case   | DTM complexity $^1$ | DTM Absolute error $^2$ | DTM Correlation $^3$ |
|-------------|---------------------|--------------------------|----------------------|
| Experiment 1| $N_{DTM} = 10$      | $8.7264 \times 10^{-7}$  | 1.0000               |
| Experiment 2| $N_{DTM} = 20$      | $6.4552 \times 10^{-8}$  | 1.0000               |
| Experiment 3| $N_{DTM} = 45$      | $2.9684 \times 10^{-7}$  | 1.0000               |

$^1$Leading shape modes space dimension.

$^2$DTM Absolute error is given by Eq.(54).

$^3$DTM Correlation is given by Eq.(55).

5.3 Qualitative Analysis of the DTMs

The ROD algorithm determines the optimal shape vectors dimension and calculates also the leading shape modes and their corresponding growing amplitudes. Thus the Digital Twin Data Model (31) is created, having by definition the smallest error and the highest correlation in relation to the original data model.

In order to perform a qualitative analysis of the DTMs, we present in Table 1 the explicit results to the multiobjective optimization problem (32) solved by the ROD algorithm, i.e. the space dimension of the leading shape modes, the absolute error given by Eq.(54) and the correlation coefficient given by Eq.(55) between the exact solution and the digital twin model, in the case of the three investigated experiments.

Analysing the results presented in Table 1, it is obvious that the ROD algorithm creates models that are perfectly correlated with the original data (i.e. $Corr^{DTM} = 1$) for all three test cases, having absolute errors of order $Err_{DTM} \leq O(10^{-7})$.

In order to compare the computational efficiency of the ROD modes with Fourier modes, we provide in Table 2 the qualitative error in reconstructed field using the SVD empirical orthogonal representation with the same complexity, respectively considering 10 modes with Experiment 1, 20 modes with Experiment 2 and 45 modes with Experiment 3.
FIGURE 5 a. The digital twin model as the solution of ROD Algorithm of viscous Burgers equation model in the case of Experiment 1; b. The growing amplitudes; c. The corresponding leading shape modes.

TABLE 2 Qualitative analysis of the SVD empirical orthogonal representation.

| Test case               | Model complexity | Absolute error$^2$ |
|-------------------------|------------------|-------------------|
| Experiment 1            | $N_x = 10$       | $5.4969 \times 10^{-7}$ |
| Experiment 2            | $N_x = 20$       | $3.4481 \times 10^{-7}$ |
| Experiment 3            | $N_x = 45$       | $3.9166 \times 10^{-6}$ |

$^1$Fourier modes space dimension.

$^2$Absolute error is given by Eq. (56).

We notice from Table 2 that the absolute error of Fourier series representation is with an order of magnitude greater than the DTM absolute error. This demonstrates that the ROD modes are comparable to SVD Fourier modes in terms of computational efficiency. The most notable feature of SVD is that it orders its basis from the highest to lowest contribution often referred to as energy of the singular values. Thus, SVD Fourier decomposition provides a tailored orthonormal basis for a particular flow field by minimizing the $L_2$ norm between the original flow and the reconstructed flow.

The selection of modes based on their energy ranking is effective only in certain situations, as reported by many researchers$^{78,68}$. There are also modes that apparently have a weak energy contribution but they exhibit rapid growth with lower amplitudes or they consist of high amplitudes fast damped modes, and therefore they may be representative in improving the flow digital twin data model. A major advantage of ROD over SVD Fourier representation consists in producing a significantly reduced size spectrum which incorporates the most influential shape modes. As a consequence, ROD algorithm omits a further selection criterion, that is most often a subjective one. We will demonstrate in the following that the ROD modes are qualitatively superior to the SVD Fourier modes.

For checking the orthogonality of the DTM’s shape modes computed by the ROD algorithm, we compute the orthogonality matrix described in Section 3.2, for the case of the three experiments investigated here. The next figures present the ORT
FIGURE 6 a. The digital twin model as the solution of ROD Algorithm of viscous Burgers equation model in the case of Experiment 2; b. The growing amplitudes; c. The corresponding leading shape modes.

TABLE 3 Qualitative analysis of the shape modes projection.

| Test case   | $\|P_{y_0} \Phi\|^2_{L^2(D)}$ | $\|P_{y_0} \Psi\|^2_{L^2(D)}$ | $\frac{\|P_{y_0} \Phi\|^2_{L^2(D)}}{\|P_{y_0} \Psi\|^2_{L^2(D)}}$ |
|-------------|-------------------------------|-------------------------------|----------------------------------|
| Experiment 1| 56.6294                       | 3.5029                        | 16.1666                          |
| Experiment 2| 25.7805                       | 3.5427                        | 7.2770                           |
| Experiment 3| 25.2690                       | 4.7435                        | 5.3271                           |

†ROD Shape Modes Projection Norm given by Eq.(48).
‡Full Fourier Modes Projection Norm given by Eq.(49).

values for each pair of leading shape modes, which we have previously defined in Eq.(51), where the zero value guarantees the orthogonality of the shape modes to each other.

Next, we show numerically that the leading shape modes $\Phi$ (36) computed by ROD algorithm maximize their projection on the data space, by comparison with the projection given by the full Fourier representation (28), i.e. we show that relation (50) is true.

Figure 9 illustrates the squared norms of the projections of the leading shape modes produced by ROD on the data space (left), vs. the squared norms of the modes projection in the case of the full Fourier representation, for the three investigated experiments (right).

Table 3 presents the mean squared sum of the projection norms and highlights that the ROD shape modes maximize their projection compared to the Fourier modes, in the case of all three experiments investigated in this paper, especially in the case of experiments 2 and 3 of high complexity.

Thus, we have demonstrated that the leading modes computed by Randomized Orthogonal Decomposition algorithm are qualitatively superior to the Fourier modes.
5.4 | Time Simulation of the DTM Models

In this section we present the results of time simulated digital twin models of the form (57), using the technique of Deep Learning, which we have presented in Section 4.

The randomized orthogonal decomposition (ROD) algorithm previously described allows the identification of the leading shape modes and their associated coefficients in discrete form. Using Nonlinear AutoRegressive models with eXogenous inputs (NLARX) we perform a high-fidelity time simulation of the coefficients of the digital twin model in two steps.

1. **Step1: Optimal NLARX model.** First our algorithm identifies the optimal NLARX model of form (58), in the sense of Eq.(59), for each input amplitude $a(t_i), t_i ∈ [t_1, T]$. We seek for NLARX models having up to two past output terms, having up to three past input terms used to predict the current output, the pure input delay is set not to exceed 5. We have implemented the nonlinear estimator $f$ in form of a cascade forward neural network with 10 hidden layer sizes, see Figure 10.

2. **Step2: Time simulation of the optimal NLARX model.** In this second stage, we simulate the NLARX models constructed in the first stage and also we perform a two-fold Input-Output validation of the simulated response. This means that we use, one at a time, the first two thirds of the snapshots as training data, while the rest are used for validation of the simulated response. Then we reduce to the first third of the snapshots as training data, while the rest are used for validation of the simulated response.

Figures 11-13 illustrate the two-fold Input-Output validation for three randomly chosen temporal coefficients, as simulated responses of the optimal NLARX models, in the case of Experiment 1, 2 and 3, respectively. These figures highlight that the deep learning NLARX models simulate the responses with high accuracy, even when we reduce the dimension of the training data set at the first third of the data. Performance indicators for the deep learning procedure are also illustrated.

Next, we assembly the time simulated digital twin model in the form given by Eq.(57), for the three experiments investigated and we compare the output response with the exact solution in term of absolute local error, see Figure 14.

Figure 15 illustrates the running CPU time, for the phase of Deep Learning NLARX models simulations, with respect to the modal space dimension optimized in the case of the three experiments considered. The elapsed CPU time was recorded for two
FIGURE 8 The orthogonality matrix, for the case of three investigated experiments, respectively. The ORT values given by Eq.(51) guarantee the orthogonality of the shape modes to each other.

6 | CONCLUSIONS

The present investigation has focused on a subject of great interest in data science: we introduce a new framework to assemble digital twin data models of reduced complexity that mirror the dynamics of fluid flows with highest accuracy.
To the best of our knowledge, the present paper is the first work that introduces the algorithm of Randomized Orthogonal Decomposition (ROD) with application to fluid dynamics. The approach consists of two phases. First, we derived a new numerical algorithm to obtain a reduced order digital twin data model of the flow dynamics on the basis of Randomized Orthogonal Decomposition (ROD) of the data. In the second phase, we involve the state-of-the-art artificial intelligence Deep Learning (DL) to perform a real-time adaptive calibration of the digital twin model (DTM) and to obtain the time response of the DTM. Thus the digital twin data model is created, having by definition the smallest error and the highest correlation in relation to the original data.

We introduced several key innovations in the present approach.
FIGURE 10 The cascade forward neural network with 10 hidden layer sizes, used as nonlinear estimator for the NLARX models.

FIGURE 11 The two-fold Input-Output validation of the first two and the last temporal coefficients, as simulated responses of the optimal NLARX models, in the case of Experiment 1. Performance indicators for the deep learning procedure are illustrated.

We reduce the problem dimension by using a randomized singular value decomposition (RSVD) technique. Including data randomization has the major benefit of not requiring additional criteria to select the shape modes, as it is done in case of dynamic mode decomposition (DMD) or proper orthogonal decomposition (POD). Our algorithm that includes the RSVD finds the optimal reduced order subspace that contains the leading shape modes.

We have introduced in this paper a mathematical method to produce the shape modes that are orthonormal to each other. We proved that the leading shape modes produced by Randomized Orthogonal Decomposition algorithm are qualitatively superior to the SVD empirical orthogonal modes, in the sense that the ROD modes maximize their projection on the data space, compared to the Fourier modes, in the case of all three experiments of high complexity investigated in this paper. Consequently, we proved that a much smaller number of terms is required in the construction of mathematical model.

We proved that randomized orthogonal decomposition outperforms SVD Fourier methods and mitigates the projection error formulating a multiobjective optimization problem.
FIGURE 12 The two-fold Input-Output validation of three temporal coefficients, as simulated responses of the optimal NLARX models, in the case of Experiment 2. Performance indicators for the deep learning procedure are illustrated.

We proved that the digital twin data models are perfectly correlated with the original data and have the ability to be simulated in time with great precision. We performed the two-fold Input-Output validation and we highlighted that the deep learning models simulate the responses with high accuracy, even when we reduce the dimension of the training data set at the first third of the data.

The running CPU time, for the phase of Deep Learning NLARX models simulations, with respect to the modal space dimension is less than an hour, for the most complex experiment considered.

We conclude that Randomized Orthogonal Decomposition with Deep Learning technique can successfully bypass classic techniques like adjoint model reduction, POD-DEIM or Galerkin projection methods, that are much more computationally expensive and do not always have great precision. In a future paper we will consider testing the proposed method on two-dimensional datasets with applications originating from different fields.
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