Black Hole Gravitational Potential Enhanced Fallback Accretion onto the Nascent Lighter Compact Object: Tentative Evidence in the O3 Run Data of LIGO/Virgo
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ABSTRACT

In a binary system, the gravitational potential of the primary black hole may play an important role in enhancing the fallback accretion onto the lighter compact object newly formed in the second supernova explosion. As a result, the final masses of the binary compact objects would be correlated, as suggested recently by Safarzadeh & Wysocki. In this work, we analyze the mass distribution of four gravitational-wave events, which are characterized by both a small mass ratio and a low mass (≤ 5M⊙) of the light component, and find tentative evidence for a mass correlation among the objects. To evaluate the feasibility of testing such a hypothesis with upcoming observations, we carry out simulations with a mock population and perform Bayesian hierarchical inference for the mass distribution. We find that with dozens of low mass ratio events, whether there exists correlation in the component mass distributions or not can be robustly tested and the correlation, if it exists, can be well determined.
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1. INTRODUCTION

Since the first direct detection of gravitational waves (GWs; Abbott et al. 2016), two binary neutron star (BNS) and dozens of binary black hole (BBH) merger events have been formally reported (Abdulsattar et al. 2021a). With these observed GW events, the characteristics of the merging BBH population have been extensively investigated in many works, including the observation of some substructures that were not discernible before (e.g., Abbott et al. 2021c; Li et al. 2021b; Tiwari & Fairhurst 2021), the probe of a sharp high-mass cutoff or mass gap in the primary mass distribution (e.g., Abbott et al. 2021c; Baxter et al. 2021; Edelman et al. 2021; Wang et al. 2021), and the examination of relations between component masses (Fishbach & Holz 2020) or correlations between the effective spin and mass ratio (Safarzadeh et al. 2020; Callister et al. 2021).

The population properties of neutron star–black hole (NSBH) binary systems remain unknown currently, due to the lack of observations (see, e.g., Li et al. 2017 for indirect estimates). Though GW190425 (Abbott et al. 2020a), GW190426,152155 (Abbott et al. 2021a), and GW190814 (Abbott et al. 2020b) may have probabilities of being NSBH mergers, the nature of both GW190425 and GW190814 relies sensitively on the maximum mass of the NS (Han et al. 2020; Nathanail et al. 2021), and GW190426,152155 has a very low signal-to-noise ratio (S/N) that makes its source parameters dominated by the priors (Li et al. 2020). Recently, two confident detections of NSBH events announced by Abbott et al. (2021b), however, change the situation and complete the set of compact binary merger constituents. Previously, though the modeling of the kilonova signal in hybrid GRB 060614 is in favor of an NSBH merger origin (Jin et al. 2015; Yang et al. 2015), such evidence was indirect.

Studying whether the population properties of merging NSBH systems are significantly different from those of BBH or BNS systems is interesting, since different formation channels may leave imprints on population characteristics, with which the underlying astrophysical processes can be better understood. For example,
Tang et al. (2020) have investigated the prospect of reconstructing the black hole mass function (BHMF) of NSBH systems and found that the difference (if it really exists) of BHMF between NSBH and BBH systems can be extracted supposing the BBH and NSBH events can be reliably distinguished. Additionally, a common origin for low mass ratio events has been proposed by Safarzadeh & Wysocki (2021), in which a correlation between component masses should be present. This is because the mass of the primary BH determines the escape velocity of a system, which influences the bound fraction of the ejecta material from the second supernova explosion.

In this work, we focus on the four low mass ratio GW events (i.e., GW190426, GW190814, GW200105, and GW200115). We show that the component-correlated mass scenario is mildly preferred over the component-independent mass distribution, which may support the common origin of these low mass ratio events as hypothesized in Safarzadeh & Wysocki (2021). We also carry out simulations with a mock population and evaluate the feasibility for probing such correlation with dozens of low mass ratio GW events detected in the full sensitivity run of Advanced LIGO (aLIGO) and Advanced Virgo (AdV). We find that with a reasonable size of 50 events, the correlated component mass scenario, if it is the case, can be confirmed and the correlation can be well reconstructed. Throughout this work, the uncertainties are for a 68.3% confidence level unless specifically noted.

2. METHODS

2.1. Model of Mass Distributions

We first construct the BHMF with a simple truncated power-law model (Fishbach & Holz 2017; Abbott et al. 2019) that can be described as

$$\pi(m_1 | \alpha, m_{\text{min}}, m_{\text{max}}) \propto \begin{cases} (m_1/M_\odot)^{-\alpha} & m_{\text{min}} \leq m_1 \leq m_{\text{max}} \\ 0 & \text{otherwise}, \end{cases}$$

where $\alpha$, $m_{\text{min}}$, and $m_{\text{max}}$ respectively denote the spectral index, low end, and upper end sharp cutoffs of the primary mass ($m_1$) distribution. Meanwhile for the distribution of the secondary mass ($m_2$), a truncated Gaussian model is adopted and a linear dependence for the mean and standard deviation of the Gaussian distribution on $\sqrt{m_1}$ is assumed, i.e.,

$$\pi(m_2 | m_1, m_{\text{min}}, \mu_m, b, \sigma_m) \propto \begin{cases} \exp \left[ -\frac{1}{2} \frac{(m_2-\mu_m-a\sqrt{m_1})^2}{\sigma_m+b\sqrt{m_1}} \right] & 1M_\odot \leq m_2 \leq m_{\text{min}} \\ 0 & \text{otherwise}. \end{cases}$$

The quantities/parameters associated with mass, including $(m_1, m_2, m_{\text{min}}, m_{\text{max}}, \mu_m, \sigma_m)$, are in units of solar mass, and the coefficients $a$ and $b$ are in units of $\sqrt{M_\odot}$. Notice that if we set $a = b = 0$, it reduces to the component-independent mass distribution model. Alternatively, we also use a uniform distribution for the secondary mass, $\pi(m_2 | m_{\text{min}}) \sim U(1M_\odot, m_{\text{min}})$, which is found to be consistent with the masses of NSs in GW binaries (Landry & Read 2021; Li et al. 2021a). Therefore, we have three mass distribution models: the one with a power-law (PL) distribution of primary mass that is correlated with a Gaussian (G) distribution of secondary mass (namely, the “Correlated PL+G” model), the one identical to the former model but with $a = b = 0$ (namely, the “Independent PL+G” model), and the one that has a power-law distribution for primary mass but an independent uniform distribution for the secondary mass (namely, the “Independent PL+U” model). The mass functions are assumed to be redshift independent, which is likely reasonable because the detection distances of these low mass ratio events are much closer than the coalescing heavy BBH systems.

2.2. Mock Population

We construct mock populations by setting the fiducial values for parameters $\Lambda = \{\alpha, m_{\text{min}}, m_{\text{max}}, \mu_m, b, \sigma_m\}$ to $\{2.35, 4M_\odot, 60M_\odot, 0.47\sqrt{M_\odot}, 0.37M_\odot, 0.05\sqrt{M_\odot}, 0.12M_\odot\}$. To obtain the “observed” mass distribution, we inject the simulated signals into the aLIGO and AdV detectors using the BILBY package (Ashton et al. 2019). For simplicity, we use an aligned spin distribution for the secondary component, i.e., the $z$-component of spin follows the distribution described in Equation (A7) of Lange et al. (2018) with $\chi_{\text{max}} = 0.3$ and the spin’s tilt angle is taken to be aligned, because binaries born in isolation are expected to form with only small misalignment (Kalogera 2000) and the presence of an accretion disk that has an additional torque may realign the orientation and enhance the magnitude of the spin.

We adopt a low (L) spin magnitude distribution with probability density function (PDF) $p(a_{\text{BH}}) = 2(1-a_{\text{BH}})$, $a_{\text{BH}} \in [0, 1]$ as well as an isotropic (I) distribution of the spin’s tilt angle with PDF $p(\cos \theta_{\text{BH}}) = 1/2 (1-\cos \theta_{\text{BH}} \leq 1)$ for the BH (Abbott et al. 2019) when we perform the injections. The low and isotropic distributions are
mainly motivated by the results of Abbott et al. (2021c) and the reported negative spin projection onto the orbital angular momentum for GW200115, as well as Figure 3 of Safarzadeh & Wysocki (2021), where we notice that the effective spin $\chi_{\text{eff}}$ is positive and small. Since we only focus on the recovery of the mass distribution model in this work, the assumptions made for spin have just a small influence on our results. The luminosity distance ($d_L$) is uniformly distributed in the source frame up to 1500 Mpc, and the right ascension (R.A.) and declination (decl.) are isotropically distributed. The identification of a GW signal is based on a network S/N threshold $\rho_{\text{th}} = 12$ and the design sensitivity noise curves\footnote{https://dcc.ligo.org/LIGO-T2000012/public} (Abbott et al. 2018).

2.3. Mock Posteriors

After collecting the “observed” events, we follow Wysocki et al. (2019) to generate the mock posteriors for each event using an aligned Fisher matrix approach.
proach (Vallisneri 2008; Cho et al. 2013; Cho & Lee 2014; O’Shaughnessy et al. 2014). In this approach, the likelihood ($L_{\text{intrinsic}}$) for GW signals is assumed to be Gaussian in three coordinates of ($M, \eta, \chi_{\text{eff}}$), where $M$, $\eta$, and $\chi_{\text{eff}}$ respectively denote the detector-frame chirp mass, the symmetric mass ratio, and the effective spin. We calculate the covariance matrix $\Gamma^{-1}$ of the multivariable Gaussian distribution with the code available in https://git.ligo.org/daniel.wysocki/synthetic-PE-posteriors, where $\Gamma$ is the approximate Fisher matrix. We set the likelihood mean to a randomly generated value from a multivariable Gaussian distribution with the injected values as mean and covariance matrix $\Gamma^{-1}$. This procedure is to introduce fluctuations and mock the effect of real data analysis, in which slight bias of the parameter inference may be present. Additionally, since Fisher matrix calculation currently works in the detector frame, if we want to obtain the source-frame masses, the inference of luminosity distance should be taken into account. Therefore, we introduce the extrinsic likelihood ($L_{\text{extrinsic}}$) from Chassande-Mottin et al. (2019). For simplicity, we use the Cutler and Flanagan approximation in Chassande-Mottin et al. (2019), i.e., their Equation (39) without priors. Thus, our likelihood finally becomes $L = L_{\text{intrinsic}} \times L_{\text{extrinsic}}$. In practice, we sample the mass ratio $q$ instead of the symmetric mass ratio, and this will not change the likelihood in nest sampling. The posterior samples are generated using the BILBY package and DYNESTY sampler, with uniform in source frame prior on luminosity distance, isotropic distribution on inclination angle, uniform prior on effective spin $\chi_{\text{eff}} \sim U(-1, 1)$, and uniform component mass priors (the Jacobians for transforming probability densities are properly considered; see also Callister 2021) that have been implemented by BILBY. The choice of uniform component mass priors is convenient in the hierarchical inference below, where the sampling priors can be easily processed following Fishbach & Holz (2020). Using a nonpopulation informed prior of effective spin in the parameter estimation of individual events may lead to biases in the inferred mass distribution as suggested in Ng et al. (2018). Notice that these biases will be important only when we have more than $\sim 100$ events; hence, the uniform prior on effective spin may be reasonable and will not produce significant biases for this work.

2.4. Hierarchical Inference

With a series of posteriors ($d$) for $N$ events, we introduce the likelihood from Thrane & Talbot (2019) to perform the hierarchical inference of hyperparameters $\Lambda$. Regardless of selection effects, the likelihood can be written as

$$\log [L(d \mid \Lambda)] \propto \sum_{i} \log \left[ \sum_{k} \frac{\pi(\theta_{i}^{k} \mid \Lambda)}{\pi(\theta_{i}^{k} \mid o)} \right] ,$$

(3)

where $N$, $n_{i}$, $\pi(\theta_{i}^{k} \mid \Lambda)$, and $\pi(\theta_{k}^{i} \mid o)$ represent the total number of events, the number of downscaled posterior samples, the joint mass distribution, and the prior applied in source parameter inference, respectively.

However, due to the fact that heavier object mergers are relatively easier to detect than the light object mergers, we must take the selection effects into account. Assuming a uniform-in-log prior for merger rate, we can marginalize over the Poisson-distributed rate, and the likelihood in Equation (3) can be modified to

$$\log [L(d \mid \Lambda)] \propto \sum_{i} \log \left[ \sum_{k} \frac{\pi(\theta_{i}^{k} \mid \Lambda)}{\pi(\theta_{k}^{i} \mid o)} \right] - N \times \log(\xi(\Lambda)) ,$$

(4)

where $\xi(\Lambda)$ represents the detection fraction. We estimate this fraction following the method described in Appendix A of Abbott et al. (2021c; see also Tiwari 2018; Farr 2019; Vitale et al. 2020). To accelerate the injection campaign, we first filter signals with the network $S/N \leq 10$ (such a value is estimated analytically following Chassande-Mottin et al. 2019; see also Finn & Chernoff 1993; Cutler & Flanagan 1994), otherwise we inject them to the detectors and numerically calculate the $S/N$. The number of effective injections is $\sim 10^{5}$, which is sufficiently large for our hierarchical inference (Farr 2019). Then the detection fraction can be obtained using weighted Monte Carlo integration over found injections ($\rho > \rho_{th} = 12$). And we use the hierarchical inference module of the BILBY package (Ashton et al. 2019) to infer the hyperparameters with the DYNESTY sampler (Speagle 2020). Finally, for the priors of the hyperparameters, we use uniform distributions for parameters $\alpha$, $m_{\text{min}}$, $m_{\text{max}}$, $a$, $\mu_{m}$, $b$, and $\sigma_{m}$ with the ranges of $[-4, 12]$, $[2, 5, 6]M_{\odot}$, $[30, 70]M_{\odot}$, $[0, 1]\sqrt{M_{\odot}}$, $[-2, 3]M_{\odot}$, $[0, 0.1]\sqrt{M_{\odot}}$, and $[0.01, 2]M_{\odot}$, respectively.

3. RESULTS
First, we use the posterior samples\textsuperscript{3} of four low mass ratio GW events (i.e., GW190426, GW190814, GW200105, and GW200115) to perform hierarchical inference for the parameters that characterize the mass distribution. For GW190426 and GW190814, the ‘PublicationSamples’ in the HDF5 files are used, while for GW200105 and GW200115, the ‘C01:Combined\_PHM\_low\_spin’ samples are used. Since the individual-event posteriors were calculated under priors that are flat in detector-frame masses, we reassign event-level priors for source-frame masses following the method described in Fishbach & Holz (2020). And the actual O3 noise curves used to perform injection campaign are obtained from https://dcc.ligo.org/LIGO-T2000012/public (Abbott et al. 2018). The results of three models constructed in Section 2.1 are presented in Figure 1. In the case of the Correlated PL+G model, we notice that the coefficients $a$ and $\mu_m$, which determine the mean of the secondary mass Gaussian distribution, are constrained to $0.49^{+0.24}_{-0.25} \sqrt{M_\odot}$ and $0.15^{+0.79}_{-0.81} M_\odot$, respectively. Meanwhile, we find that a strong correlation is present in their posterior distributions. The power-law index ($\alpha$) of the BHMF is constrained to $3.47^{+1.51}_{-1.19}$ while other parameters remain unconstrained, which is an expected consequence of inferring mass distribution with only four events. In the case of the Independent PL+G model, the index $\alpha$ and the mean $\mu_m$ are constrained to $2.67^{+1.14}_{-0.87}$ and $1.60^{+0.50}_{-0.42} M_\odot$.

\textsuperscript{3} Download from https://dcc.ligo.org/LIGO-P2000223/public, https://dcc.ligo.org/public/0175/P2100143/002/GW200105_162426_posterior_samples_v2.h5, and https://dcc.ligo.org/public/0175/P2100143/002/GW200115_042309_posterior_samples_v2.h5.
Figure 3. Same as Figure 1, but inferred with mock “observation” data. Red solid lines denote the fiducial values used to generate the mock population. With about 50 events the presence of a correlation among the component masses can be reliably probed.

respectively. We also notice that if we use a narrow prior range for the standard deviation \( \sigma_m \) for this model, e.g., [0.01, 0.6], \( \sigma_m \) will converge to the upper bound. This is because the secondary mass of GW190814, which is significantly heavier than those of the other events, becomes an “outlier” for the Independent PL+G model, and a Gaussian distribution with narrow width is difficult to cover such a measurement. While the Correlated PL+G model can shift \( \mu_m \) according to the primary mass, this allows the Gaussian distribution to cover a wider range in secondary mass compared with the Independent PL+G model. In the case of the Independent PL+U model, the index \( \alpha \) is constrained to \( 2.24^{+0.91}_{-0.77} \), and different from the previous two models, the \( m_{\text{min}} \) is peaked at 2.84\( M_\odot \), relying on the most massive secondary mass we used. The logarithm Bayes factor between the Correlated PL+G and Independent PL+G models is evaluated to \( \ln B = 0.8 \), showing that current observations mildly favor the correlated mass distribution. Meanwhile, the evidence of Independent PL+G and Independent PL+U models is comparable, with \( \ln B = 0.2 \). We also adopt the Akaike information criterion (AIC; Akaike 1981), \( \text{AIC} = 2n - \log L_{\text{max}} \), to perform model comparison. We find that \( \Delta \text{AIC} = -6.8 \)
for the Correlated PL+G model versus the Independent PL+G model and $\Delta \text{AIC} = 3.7$ for the Independent PL+G model versus the Independent PL+U model, which means that the Correlated PL+G model is still the most preferred, while the Independent PL+U model becomes more favored than the Independent PL+G model.

It is quite interesting to investigate whether we can reliably extract information about the correlation from future GW observations if the dependence really holds. Here we evaluate the prospect of probing such a correlation using an artificially constructed mock population. We collect a number of 50 “observed” events shown in Figure 2, and assign posteriors for the mass measurements for each event using the method described in Section 2.3. Then similar to the real data analysis, we perform hierarchical inference for the hyperparameters. We find that with a reasonable size of 50 low mass ratio events, the power-law index ($\alpha$) and $m_{\text{min}}$ in the BHMF can be well reconstructed (as shown in Figure 3), which is consistent with the results of Tang et al. (2020). More intriguingly, the coefficients $\alpha$ and $\mu_m$ are also well recovered with small uncertainties, and the logarithm Bayes factor between the Correlated PL+G and Independent PL+G models is evaluated to $\ln B = 38.3$, while between the Independent PL+G and Independent PL+U models, $\ln B$ is evaluated to 24.0. We therefore conclude that with future GW detections, the correlation between the component masses can be robustly probed and the parameters can be well determined.

4. SUMMARY AND DISCUSSION

In this work, we analyze the mass distribution of four low mass ratio events within three models, i.e., the Correlated PL+G, Independent PL+G, and Independent PL+U models. We find that these events mildly prefer the component-correlated mass distribution, with a relation of $m_2 \approx 0.5\sqrt{m_1/M_\odot} + 0.25[M_\odot]$ ($m_1 \gtrsim 3.5M_\odot$), where $m_1$ ($m_2$) is the primary (secondary) mass. We then evaluate the feasibility for probing such a correlation with future observations. By generating the mock “observations” from an artificially constructed population and using them to perform Bayesian hierarchical inference, we find that with a reasonable size of 50 low mass ratio events, whether there exists correlation or not can be tested and the correlation (if it exists) can be well determined. Assuming that the O4 run will last for 1.5yr and the reachable ranges for O4 and O5 are $\sim 1.5$ and $\sim 2.5$ times that of O3 (Abbott et al. 2018), we can roughly estimate $T \sim (50 - 1.5 \times 4 \times 1.5^3)/(4 \times 2.5^3) \approx 0.5$yr, which means that the number of events, 50, may be reached after a half year of the beginning of O5 run. Our results indicate that the common origin model proposed by Safarzadeh & Wysocki (2021) is promising for explaining current observational data, and may be corroborated by upcoming GW detections. We know that NS mass distributions in double NS systems and NS–white dwarf (NSWD) systems are different (Kiziltan et al. 2013), since the NS in NSWD will accrete material from its companion. Meanwhile, for an NS in NSBH systems, if the newly born NS has an initial mass similar to that of double NS systems, through accretion of the bounded ejecta material (Safarzadeh & Wysocki 2021), the NS evolved from such scenario is also expected to have a shifted mass distribution, which can be checked by future observations. We do not incorporate the information from component spins, which could also carry imprints from the accretion, and we will jointly analyze both the mass and spin population properties in our future works. The mock posteriors used in this work are an ideal case, and the effective Fisher matrix approach may not completely represent the situation of real data analysis, since biases in parameter estimates could be complicated. However, with more and more loud events accumulated in the future observing runs, a few biased events will not change the overall population properties.
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