Brain hematoma computational segmentation
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Abstract. In computed tomography imaging, brain hematoma (BH) segmentation is a very challenging process due to a high variability of BH morphology, low contrast and noisy images. Because of this, BH segmentation is an open problem. In order to approach this problem, we propose an automatic technique, named nonlinear technique (NLT), based on a thresholding method, noise suppression filters, intelligent operators, a clustering strategy and a binary morphological operator. NLT performance is assessed by Jaccard's similarity index (JSI) used to compare automatic and manual BH segmentations. This assessment allows developing a tuning process for establishing the optimal parameters of each of the algorithms which constitute the proposed technique. The results indicate a good correlation, based on JSI, between the manual segmentations and the automatic ones. Finally, the BH volume is generated considering the automatic segmentation. This volume indicates whether or not the patient must undergo a surgical intervention for BH treatment.

1. Introduction

Brain hematomas (BH) can be classified in several ways. For example, a very simple brain hematoma classification is presented in Figure 1 [1].

![Figure 1. Block diagram for brain hematoma classification.](image-url)
Additionally, the main difficulties with brain images are the Poisson noise and low contrast between the brain tissues [2].

Li-Hong and Wu [3] report lesion image detection, based on k-means segmentation, in magnetic resonance imaging (MRI). They point at a very high score linked to BH segmentation.

Roy et al. [4] show an automatic technique for segmentation of brain hemorrhages using thresholding method, wavelet transform, convex hull technique and gamma transform in MRI. Their results are promising since they get a good similarity index value.

An automatic technique based on convolutional neural networks [5] is reported. They apply deep learning for the BH segmentation in MSCT and MRI images and they report a mean Dice score (Ds) of 0.90.

In addition, an automatic computational technique for BH segmentation [6] is developed considering computed tomography (CT) images. This technique includes the following steps: a) maximum, mean and Gaussian filters application. b) Implementation of multi-resolution level sets to obtain the BH segmentations. An excellent Ds value, for all segmented BH, is reported.

On the other hand, this paper is an extension of the work presented in [7]. The contributions are a) Incorporation of borders detector based on a gradient filter. b) Use of Generalized Hough Transform in order to detect the coordinates of seed points. c) Precise segmentation of epidural, intraparenchymatous and subdural hematomas.

2. Materials and methods

2.1. Datasets
12 three-dimensional CT datasets were used, supplied by the Instituto de BioIngeniería y Diagnóstico S.A-Táchira-Venezuela (Bioengineering and Diagnose Institute S.A., Táchira, Venezuela). They correspond to anatomical structures present in patients with epidural (n=4), subdural (n=4) and intraparenchymatous (n=4) hematomas.

2.2. Computational strategy suggested
Figure 2 shows a scheme of the nonlinear technique (NLT) proposed in the present investigation, to segment the BH.

Figure 2. Scheme the proposed technique (NLT).

2.3. Filter bank
In this stage, a filter bank is applied to the datasets described in 2.1. A brief explanation of these filters is found below.

2.3.1. Histogram-thresholding method. This kind of thresholding method (TM) can use a histogram for threshold selection [8]. In this sense, the thresholds linked to BH were considered to isolate intraparenchymatous, epidural and subdural hematomas in CT datasets.

2.3.2. Morphological erosion (ME) and dilation (MD) filters. The mathematical models of morphological erosion (⊖) and dilation (⊕) filters, considering an image (A) and a structuring element (B), are shown using Equations (1) and (2).

\[ (A \ominus B) = \{x \mid (B)x \subset A \} \quad (1) \]

\[ (A \oplus B) = \{x \mid (B)x \cap A \neq \emptyset \} \quad (2) \]
In this work, a cubic structuring element was considered, and its size is considered a parameter to control the performance of the erosion and dilation process.

2.3.3. Median Filter. The median filter is used in several applications for noise reduction. This filter is based on the median statistical concept. Usually, using an observation window with an arbitrary size, the image is scanned, resulting in a filtered image in which its edges do not fade. A more detailed description is presented in [7]. In this paper, the parameter that controls the performance of the median filter is the size of the observation window.

2.3.4. Gradient magnitude filter (GMF). The role of this filter is to detect the edges of the structures present in the images. The magnitude of the gradient, based on partial derivatives \( \frac{\partial I}{\partial i}, \frac{\partial I}{\partial j}, \frac{\partial I}{\partial k} \), is widely used in image analysis, mainly to identify the contours of objects and the separation of homogeneous regions. Edge detection is the detection of significant discontinuities in the level of gray or color of an image [9]. The classic 3D mathematical model, to obtain a filtered image by gradient magnitude \( I_{GM} \), is presented by Equation (3). In this work, a scheme based on central finite differences was used for GMF computational implementation.

\[
I_{GM} = \left( \left( \frac{\partial I}{\partial i} \right)^2 + \left( \frac{\partial I}{\partial j} \right)^2 + \left( \frac{\partial I}{\partial k} \right)^2 \right)^{1/2} \quad (3)
\]

where: \( i, j, k \) represents the spatial directions in which the gradient is calculated.

2.4. Segmentation
This stage involves two steps: seed point detection and region growing segmentation. An explanation of these is presented next.

2.4.1. Seed point detection. The Generalized Hough Transform (GHT) is a smart operator and it has been used to detect objects present in images using two processes. A training process, through which a parameterized reference of the object to be detected is obtained and a validation process is used for detecting the same object in unseen images during the training. In this paper, considering the \( I_{GM} \), the GHT is used in order to detect a “seed point” for region growing initialization.

In [10], it is possible to obtain detailed information about “seed point” detection using GHT in medical images. The general scheme of GHT, taken from [10] and modified by the authors of this article, is shown in Figure 3.

In the present paper, a Labelled image (Li) is given by the \( I_{GM} \), and the “seed point” is matched to the centroid obtained when calculating the maximum argument of the accumulator (A), mentioned in Figure 3.

![Figure 3. GHT used for “seed point” localization.](image-url)
2.4.2. Region growing (RG). A detailed description of Region Growing is presented in [7]. The initial position for region growing initialization is given by seed point coordinates. The most popular criterion for including voxels in a region is defined by an intensity range around the mean value of intensities that belong to the initial neighbourhood of a seed point.

The size of this initial neighbourhood is controlled by an arbitrary radius \( r \). Additionally, the interval of intensities is computed as the product of the variance and an arbitrary scalar \( m \). Both \( r \) and \( m \) require tuning.

2.5. Tuning process

It is necessary to carry out a tuning process taking into account one of the datasets described in section 2.1. It uses an isotropic approach and considers the range of values shown in Table 1.

| Table 1. Range of values of morphological and median filters. |
|---------------------------------------------------------------|
| Erosion and dilation filter                   | Median filter |
| [1,1,1], [2,2,2],…,[10,10,10], [11,11,11] | [1,1,1], [3,3,3], [5,5,5] and [7,7,7] |

Additionally, in this paper, the range of values for the RG parameters is given by 0<\( r \)<10 with a step size equal to 1 and 0<\( m \)<10 with a step size equal to 0.1.

During the tuning process, the Jaccard's index of similarity (JIS) is used to compare automatic and manual segmentations of BH [11]. Usually, in the medical context, the JIS is considered to establish how spatially similar are manual segmentation (MS) and automatic segmentation (AS) of any anatomical structure. The expected values for the JIS are real numbers between 0 and 1. Equation (4) gives the mathematical model that defines this index.

\[
\text{JIS} = \frac{|MS \cap AS|}{|MS \cup AS|}
\]  

The optimal values for the parameters of the RG (\( r \) and \( m \)) are matched to the experiment that generates the highest value for the JIS. This fact indirectly, allows establishing the optimal parameters for filters.

3. Results

A maximum JIS of 0.90 is obtained from the tuning process, which generated the optimal parameters for morphological filters [erosion (5,5,5) and dilation (5,5,5)] and for the region growing technique (\( r=6 \), \( m=3 \)). Figure 4 shows an axial view of an original image using the selected dataset, and the images linked to digital processing developed with the proposed technique.

Figure 4. Effect of the NLT using a 2D view of intraparenchymatous hematoma. (a) original, (b) TM, (c) ME, (d) Median, (e) IGM, (f) GHT, (g) RG and (h) MD.
Additionally, Figure 5 shows the 3D morphology of segmented BH.

![3D Morphology of Segmented BH](image)

**Figure 5.** Three-dimensional representation of segmented brain hematomas. (a) Epidural, (b) Intraparenchymatous and (c) Subdural.

Finally, Table 2 shows the volume values (voxel size by the number of BH voxels) considering the automatic segmentations of the BH [12].

|          | Subdural | Intraparenchymatous | Epidural |
|----------|----------|---------------------|----------|
| Volume (cm³) | 2.67     | 10.81               | 4.09     |
|           | 16.43    | 2.53                | 28.09    |
|           |          | 26.87               | 40.52    |
|           |          | 10.89               | 29.77    |
|           |          |                     | 26.49    |
|           |          |                     | 56.22    |

According to the results, the maximum JIS value obtained for the BH segmentation was 0.9005. This value is comparable with JIS=0.7761 [3] and JIS=0.9444 [4]. These results indicate that the NLT has a good performance when used with BH.

On the other hand, following only the volume criterion [12], patients with intraparenchymatous and epidural hematomas, corresponding to the last column of Table 2, should go into surgery since the volume of their BH has exceeded 30cm³.
Another interesting result is the high morphological variability of considered hematomas. This fact contradicts some of the geometric hypotheses [12], established in the clinical routine, considered by clinical experts to estimate the BH volume.

4. Conclusions
The GHT allowed the automatic identification of the “seed points” for correct RG initialization. In addition, the JIS value reported in this paper suggests that the NLT has an excellent performance. The BH automatic segmentations generated by proposed technique, allow the volume calculation of each considered hematoma, without any geometrical hypotheses. One of the most important features of NLT, in this paper, is that it allows discriminating which patients should be subjected to a surgical intervention. It is planned for the future to use this technique in the segmentation and quantification of other types of hematomas affecting the human brain, such as subarechnoid and intraventricular hematomas.
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