SINGULARITIES OF THE STRESS CONCENTRATION IN THE PRESENCE OF $C^{1,\alpha}$-INCLUSIONS WITH CORE-SHELL GEOMETRY
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Abstract. In high-contrast composites, if an inclusion is in close proximity to the matrix boundary, then the stress, which is represented by the gradient of a solution to the Lamé systems of linear elasticity, may exhibits the singularities with respect to the distance $\varepsilon$ between them. In this paper, we establish the asymptotic formulas of the stress concentration for core-shell geometry with $C^{1,\alpha}$ boundaries in all dimensions by precisely capturing all the blow-up factor matrices, as the distance $\varepsilon$ between interfacial boundaries of a core and a surrounding shell goes to zero. Further, a direct application of these blow-up factor matrices gives the optimal gradient estimates.

1. Introduction

In high-contrast fiber-reinforced composite materials, which comprise of inclusions and a matrix, it is common that hard inclusions are closely located or close to touching the boundary of background medium. When the distance between inclusions or between the inclusions and the matrix boundary tends to zero, the stress field always concentrates highly in the narrow regions between them. To give a clear understanding of this high concentration, there has been a sustained effort to develop quantitative theories over the past twenty years since the great work of Babuška et al. [7], where numerical computation of damage and fracture in linear composite systems was studied. The numerical investigation showed that the size of the strain tensor retains bounded as the distance between two inclusions tends to zero. This observation was demonstrated in the subsequent work [35] completed by Li and Nirenberg. It is worth emphasizing that they established stronger $C^{1,\alpha}$ estimates for general divergence form elliptic systems including the Lamé system with piecewise Hölder continuous coefficients for domains of arbitrary smooth shapes in all dimensions. The corresponding results for scalar elliptic equations can refer to [13] and [36]. Recently, Dong and Li [17] established the optimal upper and lower bound estimates on the gradient of a solution to a class of non-homogeneous elliptic equations with discontinuous coefficients. These estimates especially showed the clear dependence on elliptic coefficients, which answered open problem (b) proposed by Li and Vogelius [36] in the case of circular inclusions.

In the context of electrostatics, Ammari et al. [5] were the first to investigate the conductivity equation for two circular inclusions, also called the simplified scalar model of the elasticity problem. They showed that the blow-up rate of the gradient is $\varepsilon^{-1/2}$ by constructing a lower bound on the gradient in two dimensions. After that, it brought a long list of literature on this topic, for instance, see [6,11,12,37].
and the references therein. It has been proved there that the blow-up rates of the gradients are $\varepsilon^{-1/2}$ in two dimensions, $\varepsilon \log \varepsilon^{-1}$ in three dimensions and $\varepsilon^{-1}$ in dimensions greater than or equal to four, respectively. However, since there is no maximum principle holding for the systems, it prevented us extending the results of the perfect conductivity equation to the Lamé systems until Bao, Li and Li [9, 10] applied an iteration technique with respect to the energy which was created in [31] to establish the pointwise upper bounds on the gradients of solutions to the Lamé systems with partially infinite coefficients. Their results indicated that the blow-up appears in the shortest line segment between inclusions. Recently, Kang and Yu [27] gave a complete description for the singularities of the stress concentration in the thin gap between two inclusions in dimension two by introducing singular functions constructed by nuclei of strain. Beside these aforementioned work related to interior estimates of the gradients, there is another direction to investigate the boundary estimates such as [8], which showed that the boundary data only contributes to the blow-up factor with no singularities in the presence of 2-convex inclusions. There is no intrinsic difference in terms of the role of the boundary data played in the interior and boundary estimates until the boundary data of $k$-order growth was investigated in [34], where Li and Zhao found that this type of boundary data can increase the stress blow-up rate and change the position of optimal blow-up rate simultaneously. Miao and Zhao [39] further improved the results in [8, 34] by capturing the blow-up factor matrices in all dimensions.

Since the modern engineering trends are going toward more reliance on computational predictions, it is significantly important to give a precise description for the singular behavior of the concentrated field to assess the level of accuracy in numerical results. Indeed, the last ten years has witnessed a growing scientific literature investigating the asymptotics of the concentrated field for the perfect conductivity problem such as [4, 23–25, 32, 33, 42]. However, it is not easy to extend the asymptotic results for the scalar equation to the Lamé system due to the increase of the number of free constants, which makes elastic problem much more complex than the perfect conductivity problem. Additionally, for nonlinear $p$-Laplace equation, Gorb and Novikov [19] captured a stress concentration factor for the purpose of establishing the $L^\infty$ estimate of the gradient. The results were subsequently extended to the Finsler $p$-Laplacian by Ciriaolo and Sciammetta [15, 16]. It is worth pointing out that the smoothness of inclusions in the above-mentioned work is required for at least $C^{1,\alpha}$, $0 < \alpha < 1$. Kang and Yun [29] recently gave a quantitative characterization for the enhanced field due to presence of the bow-tie structure, which is a special Lipschitz domain. For more related issues and investigations, see [3, 18, 20, 26, 28, 30] and the reference therein.

In the present work, we consider the elasticity problem in the presence of a $C^{1,\alpha}$-inclusion with the core-shell structure which comprises of a core and a surrounding shell, where the core is close to touching the interfacial boundary of the shell. The primary objective of this paper is to establish the precise asymptotic formulas of the stress concentration in any dimension by capturing all the blow-up factor matrices. As an immediate consequence of these blow-up factor matrices, we obtain the optimal gradient estimates. Our results improve and extend the gradient estimates and asymptotics in [14]. In addition, the results of this paper also indicate that for $C^{1,\alpha}$ inclusions close to touching the external boundary, the boundary data doesn’t contribute to the singularities of the stress. This is different from the blow-up
phenomena revealed in [34] for $C^{2,\alpha}$ inclusions. In general, the singularities of the stress will be amplified with the deterioration of smoothness of inclusions, while the singular effect of the boundary data will disappear in this case.

We now present an overview of the rest of this paper. In Section 2, we describe our problem and list the main results. We carry out a linear decomposition (3.6) of the gradient of the solution $u$ to problem (2.2) below in Section 3 and then give the proofs of Theorems 2.1 and 2.4 in Section 4, which consist of the following of the gradient of the solution $u$ to problem (2.2) below in Section 3 and then give the proofs of Theorems 2.1 and 2.4 in Section 4, which consist of the following asymptotic expansions: (a) asymptotics of $\nabla u_i$, $u_i$, $i = 0, 1, \ldots, \frac{d(d+1)}{2}$ are defined by (3.5); (b) asymptotics of the free constants $C_i$, $i = 1, 2, \ldots, \frac{d(d+1)}{2}$ determined by the third line of equation (2.2), their proofs are given in Section 5. Example 2.8 is presented in Section 6.

2. Problem setting and main results

2.1. Formulation of the problem. Let $D_1^*$ be a convex $C^{1,\alpha}$-subdomain inside a bounded open set $D$ with $C^{1,\alpha}$ ($0 < \alpha < 1$) boundary, which touches the external boundary $\partial D$ only at one point. That is, after translation and rotation if necessary, $\partial D_1^* \cap \partial D = \{0\} \in \mathbb{R}^d$, $D \subset \{(x', x_d) \in \mathbb{R}^d \mid x_d > 0\}$. Here and after, we utilize superscript prime to denote $(d - 1)$-dimensional domains and variables. By a translation, denote

$$D_1^* := D_1^* + (0', \varepsilon),$$

where $\varepsilon > 0$ is a sufficiently small constant. For the sake of convenience, we further simplify the notations as follows:

$$D_1 := D_1^*, \quad \Omega := D \setminus \overline{D_1}, \quad \Omega^* := D \setminus \overline{D_1^*}.$$

Suppose that $\Omega$ and $D_1$ are occupied, respectively, by two different isotropic and homogeneous elastic materials with different Lamé constants $(\lambda, \mu)$ and $(\lambda_1, \mu_1)$. The elasticity tensors $\mathbb{C}^0$ and $\mathbb{C}^1$ for the background and the inclusion are expressed, respectively, as

$$\mathbb{C}^0_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}),$$

and

$$\mathbb{C}^1_{ijkl} = \lambda_1 \delta_{ij} \delta_{kl} + \mu_1 (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}),$$

where $i, j, k, l = 1, 2, \ldots, d$ and $\delta_{ij}$ represents the kronecker symbol: $\delta_{ij} = 0$ for $i \neq j$, $\delta_{jj} = 1$ for $i = j$. Let $u = (u^1, u^2, \ldots, u^d)^T : D \rightarrow \mathbb{R}^d$ represent the elastic displacement field. Denote by $\chi_\Omega$ the characteristic function of $\Omega \subset \mathbb{R}^d$. For a given boundary data $\varphi = (\varphi^1, \varphi^2, \ldots, \varphi^d)^T$, we consider the following Dirichlet problem for the Lamé system with piecewise constant coefficients

$$\begin{cases}
\nabla \cdot (\chi_\Omega \mathbb{C}^0 + \chi_{D_1} \mathbb{C}^1) e(u) = 0, & \text{in } D, \\
u = \varphi, & \text{on } \partial D,
\end{cases} \quad (2.1)$$

where $e(u) = \frac{1}{2} (\nabla u + (\nabla u)^T)$ is the strain tensor. Under the hypothesis of the standard ellipticity condition for problem (2.1), that is,

$$\mu > 0, \quad d\lambda + 2\mu > 0, \quad \mu_1 > 0, \quad d\lambda_1 + 2\mu_1 > 0,$$

it is well known that there is a unique solution $u \in H^1(D; \mathbb{R}^d)$ to problem (2.1) for $\varphi \in H^1(D; \mathbb{R}^d)$. Moreover, $\nabla u$ was proved to be piecewise Hölder continuous in [35].
Denote by
\[ \Psi := \{ \psi \in C^1(\mathbb{R}^d; \mathbb{R}^d) \mid \nabla \psi + (\nabla \psi)^T = 0 \} \]
the linear space of rigid displacement in \( \mathbb{R}^d \). Let \( \{ e_1, \ldots, e_d \} \) be the standard basis of \( \mathbb{R}^d \). It is known that
\[ \{ e_i, x_k e_j - x_j e_k \mid 1 \leq i \leq d, 1 \leq j < k \leq d \} \]
is a basis of \( \Psi \). Rewrite this basis as \( \{ \psi_i \mid i = 1, 2, \ldots, \frac{d(d+1)}{2} \} \). For example, in dimension two
\[ \psi_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \psi_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \psi_3 = \begin{pmatrix} x_2 \\ -x_1 \end{pmatrix}. \]
For fixed \( \lambda \) and \( \mu \), let \( u_{\lambda, \mu} \) be the solution of (2.1). It has been proved in the appendix of [9] that
\[ u_{\lambda, \mu} \rightarrow u \quad \text{in} \quad H^1(D; \mathbb{R}^d), \quad \text{as} \min\{\mu_1, d\lambda_1 + 2\mu_1\} \rightarrow \infty, \]
with \( u \in H^1(D; \mathbb{R}^d) \) satisfying
\[ \begin{aligned}
\mathcal{L}_{\lambda, \mu} u &:= \nabla \cdot (\mathcal{C}^\alpha e(u)) = 0, \quad \text{in} \ \Omega, \\
u &\cdot \mathcal{C}^\alpha \psi_\alpha = 0, \quad \text{on} \ \partial D_1, \\
\int_{\partial D_1} \frac{\partial u}{\partial \nu} \cdot \psi_\alpha &= 0, \quad \alpha = 1, 2, \ldots, \frac{d(d+1)}{2}, \\
\frac{\partial u}{\partial \nu} &= \varphi, \quad \text{on} \ \partial D,
\end{aligned} \tag{2.2} \]
where the free constants \( C^\alpha, \alpha = 1, 2, \ldots, \frac{d(d+1)}{2} \) will be determined later by the third line and
\[ \frac{\partial u}{\partial \nu} := (\mathcal{C}^\alpha e(u)) \nu = \lambda (\nabla \cdot u) \nu + \mu (\nabla u + (\nabla u)^T) \nu, \]
and \( \nu \) denotes the unit outer normal of \( \partial D_1 \). Here and below, we let the subscript \( \pm \) represent the limit from outside and inside the domain, respectively. We would like to remark that there has established the existence, uniqueness and regularity of weak solutions to (2.2) in [9]. Moreover, the \( H^1 \)-regularity of solution \( u \) to problem (2.2) is improved to that of \( C^1(\Omega; \mathbb{R}^d) \cap C^1(\overline{D_1}; \mathbb{R}^d) \).

Suppose further that there exists a positive constant \( R \), independent of \( \varepsilon \), such that the top and bottom boundaries of the thin gap between \( D_1 \) and \( D \) can be formulated, respectively, by
\[ x_d = \varepsilon + h_1(x') \quad \text{and} \quad x_d = h(x'), \quad x' \in B_{2R}', \]
where \( h_1 \) and \( h \) verify that for \( \beta > 0 \),
\[ \begin{aligned}
&\text{(S1)} \quad h_1(x') - h(x') = \tau |x'|^{1+\alpha} + O(|x'|^{1+\alpha+\beta}), \quad \text{if} \ x' \in B_{2R}', \\
&\text{(S2)} \quad |\nabla x \cdot h_1(x')|, |\nabla x \cdot h(x')| \leq \kappa_1 |x'|^\alpha, \quad \text{if} \ x' \in B_{2R}', \\
&\text{(S3)} \quad \|h_1\|_{C^{1,\alpha}(B_{2R}')} + \|h\|_{C^{1,\alpha}(B_{2R}')} \leq \kappa_2,
\end{aligned} \]
where \( \tau, \kappa_1 \) and \( \kappa_2 \) are all positive constants independent of \( \varepsilon \). We additionally assume that for \( i = 1, \ldots, d - 1 \), \( h_1(x') - h(x') \) is an even function of each \( x_i \) in \( B_{2R}' \). We here would like to remark that condition (S1) allows \( \partial D_1 \) and \( \partial D \) to have different convexity, such as \( h_1(x') = \tau_1 |x'|^{1+\alpha} \) and \( h(x') = \tau_2 |x'|^{1+\alpha+\beta} \) in \( B_{2R}' \) with two positive constants \( \tau_1 \) and \( \tau_2 \) independent of \( \varepsilon \).

For \( z' \in B_{2R}' \) and \( 0 < t \leq 2R \), denote
\[ \Omega_t(z') := \{ x \in \mathbb{R}^d \mid h(x') < x_d < \varepsilon + h_1(x'), \ |x' - z'| < t \}. \]
For simplicity, we employ the abbreviated notation $\Omega_t$ to represent the thin gap $\Omega_t(0')$. For $(x', x_d) \in \Omega_{2R}$, write
\[
\delta(x') := \varepsilon + h_1(x') - h(x').
\] (2.3)

Introduce a scalar auxiliary function $\bar{v} \in C^{1,\alpha}(\mathbb{R}^d)$ satisfying $\bar{v} = 1$ on $\partial D_1$, $\bar{v} = 0$ on $\partial D$, $\bar{v}(x', x_d) := \frac{x_d - h(x')}{\delta(x')}$, in $\Omega_{2R}$, and $\|\bar{v}\|_{C^{1,\alpha}(\Omega\setminus\Omega_R)} \leq C$.

For $i = 1, 2, \ldots$, define
\[
\bar{u}_i(x', x_d) := \psi_i \bar{v}, \quad \bar{u}_0(x', x_d) := \varphi(x', h(x'))(1 - \bar{v}).
\] (2.4)

2.2. Main Results. Before listing our main results, we first give some notations. Set
\[
\Gamma_\alpha := \Gamma\left(\frac{1}{1 + \alpha}\right) \Gamma\left(\frac{\alpha}{1 + \alpha}\right),
\] where $\Gamma(s) = \int_0^{+\infty} t^{s-1}e^{-t}dt$, $s > 0$ is the Gamma function. Introduce a definite constant as follows:
\[
\mathcal{M}_{\alpha, \tau} = \frac{2\Gamma_\alpha}{(1 + \alpha)\tau^{\frac{\alpha}{1 + \alpha}}},
\] (2.5)

where $\tau$ is defined in condition (S1). Denote
\[
(L_1^0, \ldots, L_{d-1}^0, L_d^0) = (\mu, \ldots, \mu, \lambda + 2\mu).
\] (2.6)

Furthermore, we suppose that for some $\kappa_3 > 0$,
\[
\kappa_3 \leq \mu, d\lambda + 2\mu \leq \frac{1}{\kappa_3}.
\] (2.7)

In this paper, we suppose that $\varphi \in C^{1,\alpha}(\partial D; \mathbb{R}^d)$. Without loss of generality, let $\varphi(0) = 0$. Otherwise, we substitute $u - \varphi(0)$ for $u$. The key to establish the asymptotic formula of the stress $\nabla u$ lies in extracting the blow-up factors independent of $\varepsilon$. For that purpose, we focus on the case when the distance between the inclusion $D_1$ and the external boundary $\partial D$ becomes zero. Introduce a family of bounded linear functionals in relation to $\varphi$,
\[
Q_j^*[\varphi] := \int_{\partial D_1^*} \frac{\partial u_0^*}{\partial \nu_0} \cdot \psi_j, \quad j = 1, 2, \ldots, \frac{d(d + 1)}{2},
\] (2.8)

where $u_0^* \in C^1(\overline{\Omega^*}; \mathbb{R}^d) \cap C^2(\Omega^*; \mathbb{R}^d)$ verifies
\[
\begin{cases}
L_{\lambda, \mu} u_0^* = 0, & \text{in } \Omega^* := D \setminus \overline{D_1},

u_0^* = 0, & \text{on } \partial D_1^* \setminus \{0\},

u_0^* = \varphi(x), & \text{on } \partial D.
\end{cases}
\]

For $i, j = 1, 2, \ldots, \frac{d(d + 1)}{2}$, define
\[
a_{ij}^* = \int_{\Omega^*} (C^0 e(u_i^*), e(u_j^*)),
\] (2.9)
where, for \( i = 1, 2, \ldots, \frac{d(d+1)}{2} \), \( u_i^* \) solves
\[
\begin{align*}
L_{\lambda, \mu} u_i^* &= 0, & \text{in } \Omega^*, \\
u_i^* &= \psi_i, & \text{on } \partial D_i^* \setminus \{0\}, \\
u_i^* &= 0, & \text{on } \partial D.
\end{align*}
\] (2.10)

Note that the definition of \( a_{ij}^* \) in (2.9) is valid for any \( i, j = 1, 2, \ldots, \frac{d(d+1)}{2} \) in three dimensions but only valid under some cases in two dimensions, see Lemma 5.3 below. In dimension two, define
\[
\mathbb{B}^*_i[\varphi] = \begin{pmatrix} Q_1^*[\varphi] & a_{31}^* \\ Q_3^*[\varphi] & a_{33}^* \end{pmatrix}, \quad i = 1, 2.
\] (2.11)

For the order of the rest term, define
\[
\varepsilon(\alpha, \beta) := \begin{cases} 
\varepsilon \min \{ \frac{1}{\tau}, \frac{(1+\alpha)}{1+2\alpha}, \frac{\alpha^2}{(1+2\alpha)(1+\alpha)^2} \}, & \alpha > \beta, \\
\varepsilon \min \{ \frac{1}{\tau}, \frac{(1+\alpha)}{1+2\alpha}, \frac{\alpha^2}{(1+2\alpha)(1+\alpha)^2} \}, & 0 < \alpha \leq \beta.
\end{cases}
\] (2.12)

Unless otherwise stated, in what following \( C \) denotes a constant, whose values may vary from line to line, depending only on \( \tau, \kappa_1, \kappa_2, \kappa_3, R \) and an upper bound of the \( C^{1,\alpha} \) norms of \( \partial D_1 \) and \( \partial D \), but not on \( \varepsilon \). \( O(1) \) denotes some quantity satisfying \( |O(1)| \leq C \). Observe that by using the standard elliptic theory (see [1,2]), we know
\[
\|\nabla u\|_{L^\infty(\Omega; \Omega_R)} \leq C \|\varphi\|_{C^{1,\alpha}(\partial D)}.
\]

Based on this fact, it is sufficient to study the asymptotic behavior of \( \nabla u \) in the thin gap \( \Omega_R \). The first principal result is listed as follows.

**Theorem 2.1.** Assume that \( D_1 \subset D \subset \mathbb{R}^2 \) are defined as above, conditions (S1)–(S3) hold, \( Q_1^*[\varphi] \neq 0 \) and \( \mathbb{B}^*_i[\varphi] \neq 0, \ i = 1, 2 \). For \( \varphi \in C^{1,\alpha}(\partial D; \mathbb{R}^2) \), let \( u \in H^1(D; \mathbb{R}^2) \cap C^1(\bar{\Omega}; \mathbb{R}^2) \) be the solution of (2.2). Then for a sufficiently small \( \varepsilon > 0 \) and \( x \in \Omega_R \),
\[
\nabla u = \sum_{i=1}^{2} \frac{\det \mathbb{B}^*_i[\varphi]}{a_{33}^*} \varepsilon^{\frac{1}{2\tau}} \left( 1 + O(\varepsilon(\alpha, \beta)) \right) \nabla \bar{u}_i + \frac{Q_3^*[\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{1}{2\tau}})) \nabla \bar{u}_3 + \nabla \bar{u}_0 + O(1) \delta^{-\frac{1+\alpha}{1+2\alpha}} \|\varphi\|_{C^{1,\alpha}(\partial D)}
\]
where \( \delta \) is defined by (2.3), \( M_{\alpha, \tau} \) is defined in (2.5), the explicit auxiliary functions \( \bar{u}_i, i = 0, 1, 2, 3 \) are defined by (2.4), the Lamé constants \( L_{ij}^* \), \( i, j = 1, 2 \) are given in (2.6), the blow-up factors \( Q_3^*[\varphi] \) and \( a_{33}^* \) are defined in (2.8) and (2.9), \( \det \mathbb{B}^*_i[\varphi] \) is the determinant of the blow-up factor matrix \( \mathbb{B}^*_i[\varphi] \) defined in (2.11), \( \varepsilon(\alpha, \beta) \) is defined by (2.12).

**Remark 2.2.** To begin with, we see from decomposition (3.6) below that \( \nabla u \) is divided into three parts as follows: \( \sum_{i=1}^{d} C_i \nabla \bar{u}_i \), \( \sum_{i=d+1}^{d(d+1)} C_i^0 \nabla \bar{u}_i \) and \( \nabla \bar{u}_0 \). Note that for \( i = 1, 2, \ldots, \frac{d(d+1)}{2} \), the main singularity of \( \nabla \bar{u}_i \) lies in \( |\psi_i| \delta^{-1} \), and the major singularity of \( \nabla \bar{u}_0 \) is determined by \( |\partial_x \bar{u}_0| \leq \frac{C \|\varphi\|_{C^{1,\alpha}(\partial D)}}{\varepsilon^{\frac{1}{2\tau}} |x'|^{1+\alpha}} \). Then the asymptotic results in Theorems 2.1 and 2.4 indicate that the first part \( \sum_{i=1}^{d} C_i^0 \nabla \bar{u}_i \) blows up, respectively, at the rate of \( \varepsilon^{\frac{1}{2\tau}} \) and \( \varepsilon^{-1} \) in \( (d - 1) \)-dimensional ball \( \{|x'| \leq \varepsilon^{\frac{1}{2\tau}} \} \cap \Omega \) in two dimensions and higher dimensions, while the blow-up rates of the latter two parts \( \sum_{i=d+1}^{d(d+1)} C_i^0 \nabla \bar{u}_i \) and \( \nabla \bar{u}_0 \) are no greater than \( \varepsilon^{-\frac{1}{2\tau}} \) on
the cylinder surface \( \{ |x'| = \varepsilon^{\frac{1}{d+1}} \} \cap \Omega \). Consequently, the maximal singularity of \( \nabla u \) lies on the fist part and its blow-up rate is \( \varepsilon^{-\frac{1}{d+1}} \) if \( d = 2 \) and \( \varepsilon^{-1} \) if \( d \geq 3 \), respectively.

**Remark 2.3.** For every \( j = 1, 2, ..., \frac{d(d+1)}{2} \), the blow-up factor \( Q_j[\varphi] \) defined in \([5.2]\) below remains bounded for any given boundary data \( \varphi \) and converges to \( Q_j^* \) defined by \([2.8]\) as the distance \( \varepsilon \) tends to zero. This is different from the results in \([34]\) for \( C^{2,\alpha} \)-inclusions close to the matrix boundary, where Li and Zhao \([34]\) found that the blow-up factor \( Q_j[\varphi] \) will possess the blow-up rates for some special boundary data classified according to the parity and then strengthen the singularities of the stress.

In dimensions greater than or equal to three, we write

\[
A^* = \begin{pmatrix}
a_{11}^* & a_{12}^* & \cdots & a_{1,\frac{d(d+1)}{2}}^* \\
a_{21}^* & a_{22}^* & \cdots & a_{2,\frac{d(d+1)}{2}}^* \\
\vdots & \vdots & \ddots & \vdots \\
a_{\frac{d(d+1)}{2},1}^* & a_{\frac{d(d+1)}{2},2}^* & \cdots & a_{\frac{d(d+1)}{2},\frac{d(d+1)}{2}}^*
\end{pmatrix}
\]

(2.13)

For \( i = 1, 2, ..., \frac{d(d+1)}{2} \), after replacing the elements of \( i \)-th column in the matrix \( A^* \) by column vector \((Q_1^*, Q_2^*, ..., Q_{\frac{d(d+1)}{2}}^*)^T\), we get the new matrix \( F_i^* \) as follows:

\[
F_i^* = \begin{pmatrix}
a_{11}^* & \cdots & Q_i^* \cdots & a_{1,\frac{d(d+1)}{2}}^* \\
\vdots & \ddots & \ddots & \vdots \\
Q_{\frac{d(d+1)}{2},1}^* & \cdots & a_{\frac{d(d+1)}{2},\frac{d(d+1)}{2}}^*
\end{pmatrix}
\]

(2.14)

Denote

\[
\bar{\varepsilon}(\alpha, d) = \begin{cases} 
\frac{\alpha^2}{2^{1+2\alpha}(1+\alpha)^2}, & d = 3, \\
\frac{\alpha^2}{2^{1+2\alpha}(1+\alpha)^2} \min\{1+\alpha, 2-\alpha\}, & d = 4, \\
\frac{\alpha^2}{2^{1+2\alpha}(1+\alpha)^2}, & d \geq 5.
\end{cases}
\]

(2.15)

Then we obtain the second principal result as follows.

**Theorem 2.4.** Assume that \( D_1 \subset D \subseteq \mathbb{R}^d (d \geq 3) \) are defined as above, conditions (S1)–(S3) hold, and \( \det F_i^*[\varphi] \neq 0 \), \( i = 1, 2, ..., \frac{d(d+1)}{2} \). For \( \varphi \in C^{1,\alpha}(\partial D; \mathbb{R}^d) \), let \( u \in H^1(D; \mathbb{R}^d) \cap C^1(\overline{D}, \mathbb{R}^d) \) be the solution of \((\ref{2.14})\). Then for a sufficiently small \( \varepsilon > 0 \) and \( x \in \Omega_R \),

\[
\nabla u = \sum_{i=1}^{\frac{d(d+1)}{2}} \frac{\det F_i^*[\varphi]}{\det A^*} (1 + O(\bar{\varepsilon}(\alpha, d))) \nabla \bar{u}_i + \nabla \bar{u}_0 + O(1)\delta^{-\frac{1}{1-\varepsilon}} \| \varphi \|_{C^1(\partial D)},
\]

where \( \delta \) is defined by \((\ref{2.3})\), the explicit auxiliary functions \( \bar{u}_i, \ i = 0, 1, ..., \frac{d(d+1)}{2} \) are defined in \((\ref{2.4})\), \( \det A^* \) and \( \det F_i^*[\varphi] \) are, respectively, the determinants of the blow-up factor matrices \( A^* \) and \( F_i^*[\varphi] \) defined in \((\ref{2.13})\)–\((\ref{2.14})\), and \( \bar{\varepsilon}(\alpha, d) \) is defined by \((\ref{2.15})\).
Remark 2.5. We claim that \( \varphi \neq 0 \) on \( \partial D \) under the condition of \( \det F^*_i[\varphi] \neq 0 \), \( i = 1, 2, \ldots, \frac{d(d+1)}{2} \). In fact, if \( \varphi = 0 \) on \( \partial D \), then it follows from integration by parts that \( Q^*_i[\varphi] = \int_{\partial D} \frac{\partial u^*_i}{\partial \nu} \cdot \varphi = 0 \), which contradicts the assumed condition.

By applying the proofs of Theorems 2.1 and 2.4 with a slight modification, we derive the pointwise upper and lower bounds on the gradients for more general \( C^{1,\alpha} \)-inclusions as follows:

\[
\tau_i |x'|^{1+\alpha} \leq h_1(x') - h_2(x') \leq \tau_j |x'|^{1+\alpha}, \quad \text{for} \ x' \in B_{2R}, \ \tau_j > 0, \ j = 1, 2. \tag{2.16}
\]

To be specific,

Corollary 2.6. Assume that \( D_1 \subset D \subset \mathbb{R}^d (d \geq 2) \) are defined as above, conditions (2.10) and (S2)-(S3) hold. For \( \varphi \in C^{1,\alpha}(\partial D; \mathbb{R}^d) \), let \( u \in H^1(D; \mathbb{R}^d) \cap C^1(\Omega; \mathbb{R}^d) \) be the solution of \( (2.2) \). Then for a sufficiently small \( \varepsilon > 0 \),

(a) if \( d = 2 \), there exist some integer \( 1 \leq i_0 \leq 2 \) such that \( \det B^*_i[\varphi] \neq 0 \), then for \( x \in \{x' = 0'\} \cap \Omega \),

\[
\left| \frac{\det B^*_i[\varphi]}{\det A^*_4} \right| \frac{1}{\tau_1^{1+\alpha}} \leq |\nabla u| \leq \frac{\max \{L^1_2\}^{-1} |\det B^*_i[\varphi]|}{\tau_1^{1+\alpha}|a^*_3|} \frac{C}{\varepsilon^{1+\alpha}}.
\]

(b) if \( d \geq 3 \), there exist some integer \( 1 \leq i_0 \leq d \) such that \( \det B^*_i[\varphi] \neq 0 \), then for \( x \in \{x' = 0'\} \cap \Omega \),

\[
\left| \frac{\det B^*_i[\varphi]}{\det A^*_4} \right| \frac{1}{\varepsilon^i} \leq |\nabla u| \leq \frac{\max \{L^1_2\}^{-1} |\det B^*_i[\varphi]|}{|\det A^*_i|} \frac{C}{\varepsilon},
\]

where the blow-up factor \( a^*_3 \) is defined in (2.9) in the case of \( d = 2 \), the blow-up factor matrices \( B^*_1[\varphi], i = 1, 2, \ A^*_4 \) and \( B^*_i[\varphi], i = 1, 2, \ldots, d \) are defined by (2.11), (2.13) and (2.14), respectively.

Remark 2.7. The optimal upper and lower bounds on the gradient obtained in Corollary 2.6 not only show the explicit dependence on the curvature parameters \( \tau_i \), \( i = 1, 2 \) and the Lamé constants \( L^1_i \), \( i = 1, 2 \), but also on the explicit blow-up factor matrices. These information are not presented in the previous work \[8\] [14] [34].

Finally, we consider a special core-shell geometry in dimension two, where the core and the surrounding shell are curvilinear squares with rounded-off angles, see Figure 1. Assume that there exist two positive constants \( 0 < r_1 < r_2 \), independent of \( \varepsilon \), such that the interfacial boundary of the inclusion \( D_1 \) and the external boundary \( \partial D \) can be formulated as

\[
|x_1|^{1+\alpha} + |x_2 - \varepsilon - r_1|^{1+\alpha} = r_1^{1+\alpha} \quad \text{and} \quad |x_1|^{1+\alpha} + |x_2 - r_2|^{1+\alpha} = r_2^{1+\alpha}, \tag{2.17}
\]

respectively. Denote

\[
\tau_0 = \frac{1}{1+\alpha} \left( \frac{1}{r_1^\alpha} - \frac{1}{r_2^\alpha} \right). \tag{2.18}
\]

Then, we have

Example 2.8. Assume as above, condition (2.17) holds, \( Q^*_i[\varphi] \neq 0 \) and \( \det B^*_i[\varphi] \neq 0 \), \( i = 1, 2 \). For \( \varphi \in C^{1,\alpha}(\partial D; \mathbb{R}^2) \), let \( u \in H^1(D; \mathbb{R}^2) \cap C^1(\Omega; \mathbb{R}^2) \) be the solution
of (2.2). Then for a sufficiently small \( \varepsilon > 0 \) and \( x \in \Omega_{r_0}, \) \( 0 < r_0 < \frac{1}{2} \min \{ r_1, r_2 \} \) is a small constant independent of \( \varepsilon, \)

\[
\nabla u = \sum_{i=1}^{2} \frac{\det B_{i}^{*}[\varphi]}{a_{33}^{*}} \frac{\varepsilon^{\frac{1}{2+\alpha}}}{L_0^2 M_{0,\tau_0}} \left( 1 + O(\varepsilon^{\min\left(\frac{a_1^2}{(1+2\alpha)(1+\alpha)^2}, \frac{1-a_1}{1-\alpha}\right)}) \right) \nabla \bar{u}_i \\
+ \frac{Q_3^{*}[\varphi]}{a_{33}^{*}} (1 + O(\varepsilon^{\frac{\alpha}{1+2\alpha}})) \nabla \bar{u}_3 + \nabla \bar{u}_0 + O(1) \delta^{-\frac{1-\alpha}{1+\alpha}} \| \varphi \|_{C^1(\partial D)},
\]

where \( \delta \) is defined by (2.3), the explicit auxiliary functions \( \bar{u}_i, i = 0, 1, 2, 3 \) are defined by (2.4), \( M_{0,\tau_0} \) is defined in (2.5) with \( \tau = \tau_0, \) the Lamé constants \( L_i^2, i = 1, 2 \) are given in (2.6), the blow-up factors \( Q_3^{*}[\varphi] \) and \( a_{33}^{*} \) are defined in (2.8)–(2.9), the blow-up factor matrices \( B_{i}^{*}[\varphi], i = 1, 2 \) are defined in (2.11), the geometry constants \( G_i^* \), \( i = 1, 2 \) are defined by (6.5) below.

Remark 2.9. The geometry constants \( G_1^* \) and \( G_2^* \) captured in asymptotic expansion (2.19) show the explicit dependence on the radii \( r_1 \) and \( r_2 \) and these geometry constants are independent of the distance parameter \( \varepsilon. \) In addition, the blow-up factor matrices \( B_{1}^{*}[\varphi] \) and \( B_{2}^{*}[\varphi] \) can be numerically calculated and analyzed for any given boundary data \( \varphi. \)

3. Preliminary

3.1. Properties of the tensor \( C^0. \) To prove Theorem 2.1, we first make note of some properties of the tensor \( C^0. \) For the isotropic elastic material, let

\[
C^0 := (C^0_{ijkl}) = (\lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})), \quad \mu > 0, \quad d \lambda + 2 \mu > 0,
\]

where \( C^0_{ijkl} \) satisfies the following symmetry property:

\[
C^0_{ijkl} = C^0_{klij} = C^0_{klij}, \quad i, j, k, l = 1, 2, \ldots, d.
\]

For every pair of \( d \times d \) matrices \( A = (a_{ij}) \) and \( B = (b_{ij}), \) write

\[
(C^0 A)_{ij} = \sum_{k,l=1}^{n} C^0_{ijkl} a_{kl}, \quad \text{and} \quad (A, B) \equiv A : B = \sum_{i,j=1}^{d} a_{ij} b_{ij}.
\]
Therefore, 

\[(C^0 A, B) = (A, C^0 B).\]

From (3.2), we see that \(C^0\) verifies the ellipticity condition, that is, for every \(d \times d\) real symmetric matrix \(\xi = (\xi_{ij})\),

\[
\min\{2\mu, d\lambda + 2\mu\}|\xi|^2 \leq (C^0 \xi, \xi) \leq \max\{2\mu, d\lambda + 2\mu\}|\xi|^2, \tag{3.3}
\]

where \(|\xi|^2 = \sum_{ij} \xi_{ij}^2\). In particular,

\[
\min\{2\mu, d\lambda + 2\mu\}|A + A^T|^2 \leq (C(A + A^T), (A + A^T)). \tag{3.3}
\]

In addition, we know that for any open set \(O\) and \(u, v \in C^2(O; \mathbb{R}^d)\),

\[
\int_O (C^0 e(u), e(v)) \, dx = -\int_O (L_{\lambda, \mu} u \cdot v + \int_{\partial O} \frac{\partial u}{\partial \nu_0}) \cdot v. \tag{3.4}
\]

### 3.2. Solution decomposition.

As seen in [8,34], the solution of (2.2) can be split as follows:

\[
u = \sum_{i=1}^{d} C^i u_i + \sum_{i=d+1}^{d+\frac{d(d+1)}{2}} C^i u_i + u_0, \quad \text{in } \Omega,
\]

where the free constants \(C^i, i = 1, 2, \ldots, \frac{d(d+1)}{2}\) will be determined later by making use of the forth line in (2.2), \(u_i \in C^1(\overline{\Omega}; \mathbb{R}^d) \cap C^2(\Omega; \mathbb{R}^d), i = 0, 1, \ldots, \frac{d(d+1)}{2}\), verify

\[
\begin{cases}
  L_{\lambda, \mu} u_0 = 0, & \text{in } \Omega, \\
  u_0 = 0, & \text{on } \partial D_1, \\
  u_0 = \varphi(x), & \text{on } \partial D, \\
  u_0 = \psi(x), & \text{on } \partial D_1,
\end{cases} \tag{3.5}
\]

Consequently,

\[
\nabla u = \sum_{i=1}^{d} C^i \nabla u_i + \sum_{i=d+1}^{d+\frac{d(d+1)}{2}} C^i \nabla u_i + \nabla u_0, \quad \text{in } \Omega, \tag{3.6}
\]

which indicates that the asymptotics of \(\nabla u\) consist of the following two aspects of expansions:

(i) asymptotics of \(\nabla u_i, i = 0, 1, \ldots, \frac{d(d+1)}{2}\);

(ii) asymptotics of \(C^i, i = 1, 2, \ldots, \frac{d(d+1)}{2}\).

### 4. The proofs of Theorems 2.1 and 2.4

To begin with, we show that \(\nabla \bar{u}_0\) is the leading term of \(\nabla u_0\), where \(\bar{u}_0\) is defined in (2.4). Note that the solution \(u_0\) to problem (3.5) can be further decomposed as follows:

\[
u_0 = \sum_{l=1}^{d} u_{0l},
\]

where \(u_{0l}\) satisfies

\[
\begin{cases}
  L_{\lambda, \mu} u_{0l} = 0, & \text{in } \Omega, \\
  u_{0l} = 0, & \text{on } \partial D_1, \\
  u_{0l} = (0, \ldots, 0, \varphi'(x), 0, \ldots, 0)^T, & \text{on } \partial D. \tag{4.1}
\end{cases}
\]
For $x \in \Omega$, define
\[ u_0(x) := (0, ..., 0, [\rho(x)\varphi^l(x', h(x')) + (1 - \rho(x))\varphi^l(x)](1 - \bar{v}(x)), 0, ..., 0)^T. \]

Then, we have
\[ \nabla u_0 = \sum_{l=1}^{d} \nabla \bar{u}_0, \quad \text{in } \Omega_R, \]
where
\[ \bar{u}_0(x) := (0, ..., 0, \varphi^l(x', h(x'))(1 - \bar{v}(x)), 0, ..., 0)^T, \quad \text{in } \Omega_R. \]

**Theorem 4.1.** Assume as in Theorems 2.7 and 2.4. Let $u_{0l}, l = 1, 2, ..., d$ be the weak solution of (4.1). Assume that $\|\varphi\|_{C^1(\partial \Omega)} > 0$. Then for a sufficiently small $\varepsilon > 0$, $l = 1, 2, ..., d$,
\[ \nabla u_{0l} = \nabla \bar{u}_{0l} + O(1)\delta^{-1/\alpha} (||\varphi^l(x', h(x'))|| + \delta^{1/\alpha} ||\varphi^l||_{C^1(\partial \Omega)}), \quad \text{in } \Omega_R. \]

Consequently,
\[ \nabla u_0 = \nabla \bar{u}_0 + O(1)\delta^{-1/\alpha} (||\varphi(x', h(x'))|| + \delta^{1/\alpha} ||\varphi||_{C^1(\partial \Omega)}), \quad \text{in } \Omega_R, \tag{4.2} \]
where $\bar{u}_0$ is defined in (2.4).

**Remark 4.2.** Due to the assumption of $\varphi(0) = 0$ above, we refine the expansion (4.2) as follows:
\[ \nabla u_0 = \nabla \bar{u}_0 + O(1)||\varphi||_{C^1(\partial \Omega)}, \quad \text{in } \Omega_R. \]

In the following, we will use an adapted version of the iteration technique with respect to the energy to prove Theorem 4.1, which was developed in [14] by combining the Campanato’s approach and $W^{1,p}$ estimates for elliptic systems with right hand side in divergence form. To begin with, we state the following two lemmas, which are Theorem 2.3 and Theorem 2.4 in [14]. For simplicity, in this section we denote $\partial_j := \partial_{x_j}, j = 1, 2, ..., d$. Let $Q$ be a bounded domain in $\mathbb{R}^d, d \geq 2$, with $C^{1,\alpha} (0 < \alpha < 1)$ boundary portion $\Gamma \subset \partial Q$. Consider the boundary value problem as follows:
\[ \begin{cases} -\partial_j (C_{ijkl}^0 \partial_l w^k) = \partial_j f_{ij}, & \text{in } Q, \\ w = 0, & \text{on } \Gamma, \end{cases} \tag{4.3} \]
where $f_{ij} \in C^{0,\alpha}(Q), i, j, k, l = 1, 2, ..., d$, and the Einstein summation convention in repeated indices is used.

**Lemma 4.3.** Let $w \in H^1(Q; \mathbb{R}^d) \cap C^1(Q \cup \Gamma; \mathbb{R}^d)$ be the solution of (4.3). Then for any subdomain $Q' \subset \subset Q \cup \Gamma$,
\[ \|w\|_{C^{1,\alpha}(Q')} \leq C (\|w\|_{L^\infty(Q)} + [F]_{\alpha, Q}), \tag{4.4} \]
where $F := (f_{ij})$ and $C = C(d, \alpha, Q', Q)$. 

First, we extend $\varphi \in C^{1,\alpha}(\partial \Omega; \mathbb{R}^d)$ to $\varphi \in C^{1,\alpha}(\bar{\Omega}; \mathbb{R}^d)$ verifying that $\|\varphi^l\|_{C^{1,\alpha}(\partial \Omega)} \leq C\|\varphi^l\|_{C^{1,\alpha}(\partial \Omega)}, l = 1, 2, ..., d$. Construct a smooth cutoff function $\rho \in C^{1,\alpha}(\bar{\Omega})$ such that $0 \leq \rho \leq 1, |\nabla \rho| \leq C$ in $\bar{\Omega}$, and
\[ \rho = 1 \text{ in } \Omega_{\frac{1}{2}R}, \quad \rho = 0 \text{ in } \bar{\Omega} \setminus \Omega_R. \]
The Hölder semi-norm of matrix-valued function $F = (f_{ij})$ is defined as follows:

$$[F]_{α,Q} := \max_{1 ≤ i,j ≤ d} |f_{ij}|_{α,Q} \quad \text{and} \quad [f_{ij}]_{α,Q} = \sup_{x,y ∈ Q, x ≠ y} \frac{|f_{ij}(x) - f_{ij}(y)|}{|x - y|^{[α]}}.$$  

**Lemma 4.4.** Assume that $Q$ and $Γ$ are defined as in Lemma 4.3. Let $w ∈ H^1(Ω; \mathbb{R}^d)$ be the weak solution of (4.3) with $f_{ij} ∈ C^{0,α}(Q)$, $0 < α < 1$ and $i, j = 1, 2, ..., d$. Then, for any $2 ≤ p < ∞$ and $Q' ⊂⊂ Q ∩ Γ$,  

$$\|w\|_{W^{1,p}(Q')} ≤ C(\|w\|_{H^1(Q)} + \|F\|_{L^p(Q)}),$$  

where $C = C(λ, μ, p, Q')$ and $F := (f_κ^k)$. In particular, if $p > d$, we have  

$$\|w\|_{C^{0,γ}(Q')} ≤ C(\|w\|_{H^1(Q)} + \|F\|_{α,Q}),$$  

where $0 < γ ≤ 1 - d/p$ and $C = C(λ, μ, γ, p, Q')$.

For readers’ convenience, the detailed proofs of Lemmas 4.3 and 4.4 are left in the Appendix.

**The proof of Theorem 4.1.** Take $l = 1$ for example. Other cases are the same. For simplicity, we denote  

$$w := u_{01} - \bar{u}_{01},$$

where $\bar{u}_1$ is defined in (2.4). Then $w$ solves  

$$\begin{cases}
-L_{λ,μ} w = \nabla \cdot (C^0 e(\bar{u}_{01})), & \text{in } Ω, \\
w = 0, & \text{on } ∂Ω.
\end{cases}$$  

(4.7)

Obviously, $w$ also satisfies that for any constant matrix $M = (a_{ij})$,

$$-L_{λ,μ} w = \nabla \cdot (C^0 e(\bar{u}_{01}) - M), \quad \text{in } Ω.$$  

(4.8)

We next divide into three parts to prove Theorem 4.1. For simplicity, we use $∥\varphi^1∥_{C^1}$ to denote $∥\varphi^1∥_{C^1(∂Ω)}$ in this section.

**Part 1.** Proof of  

$$∥\nabla w∥_{L^2(Ω)} ≤ C∥\varphi^1∥_{C^1}.$$  

(4.9)

From (4.7), we see  

$$\int_Ω (C^0 e(w), e(w)) \, dx = \int_Ω (C^0 e(\bar{u}_{01}), e(w)) \, dx.$$  

(4.10)

On one hand, making use of (3.3) and the first Korn’s inequality, we obtain  

$$\int_Ω (C^0 e(w), e(w)) \, dx ≥ \frac{1}{C} \int_Ω |e(w)|^2 \, dx ≥ \frac{1}{C} \int_Ω |\nabla w|^2 \, dx.$$  

(4.11)

On the other hand, it follows from the Hölder inequality that  

$$\int_Ω (C^0 e(\bar{u}_{01}), e(w)) \, dx \leq \int_{Ω_R} (C^0 e(\bar{u}_{01}), e(w)) \, dx + \int_{Ω \setminus Ω_R} (C^0 e(\bar{u}_{01}), e(w)) \, dx \leq \int_{Ω_R} (C^0 e(\bar{u}_{01}), e(w)) \, dx + C\int_{Ω \setminus Ω_R} |\nabla \bar{u}_{01}||\nabla w| \, dx \leq \int_{Ω_R} (C^0 e(\bar{u}_{01}), e(w)) \, dx + C∥\varphi^1∥_{C^1}∥\nabla w∥_{L^2(Ω;Ω_R)}.$$
Denote
\[ A = \int_{\Omega_R} (C^0 e(\bar{u}_{01}), e(w)) \, dx. \]

Recalling the definitions of \( C^0 \) and \( \bar{u}_{01} \), it follows from a direct calculation that
\[
(C^0 e(\bar{u}_{01}), e(w)) = \lambda \partial_1 \bar{u}_{01} \partial_1 w^1 + \mu \sum_{i=1}^{d} (\partial_i w^1 + \partial_i w^i) \partial_i \bar{u}_{01},
\]
where \( \bar{u}_{01} = \varphi^1(x', h(x'))(1 - \tilde{\nu}) \). Then we decompose \( A \) into two parts as follows:
\[
A_1 = \int_{\Omega_R} \lambda \partial_1 \bar{u}_{01} \partial_1 w^1 + \mu \sum_{i=1}^{d} (\partial_i w^1 + \partial_i w^i) \partial_i \bar{u}_{01},
\]
\[
A_2 = \int_{\Omega_R} \mu (\partial_d w^1 + \partial_d w^i) \partial_d \bar{u}_{01}.
\]

From the Hölder inequality, we have
\[
|A_1| \leq C\|\nabla \varphi^1 \bar{u}_{01}\|_{L^2(\Omega_R)} \|\nabla w\|_{L^2(\Omega_R)} \leq C\|\varphi^1\|_{C^1} \|\nabla w\|_{L^2(\Omega_R)}, \quad (4.12)
\]
while, in view of \( \partial_{d\tilde{\nu}} = 0 \) in \( \Omega_R \), it follows from the Sobolev trace embedding and integration by parts that
\[
|A_2| \leq \int |x'| = R, h(x') < \epsilon \leq \int_{\Omega_R} |\mu w^1 \partial_d \bar{u}_{01} \partial_1 w^1 + \mu \sum_{i=1}^{d-1} (\partial_i w^1 + \partial_i w^i) \partial_i \bar{u}_{01}| + \int_{\Omega_R} |\mu \partial_1 \bar{u}_{01} \partial_d w^d|
\]
\[
\leq C\|\varphi^1\|_{C^1} \|\nabla w\|_{L^2(\Omega_R)} + C\|\partial_1 \bar{u}_{01}\|_{L^2(\Omega_R)} \|\nabla w\|_{L^2(\Omega_R)}
\]
\[
\leq C\|\varphi^1\|_{C^1} \|\nabla w\|_{L^2(\Omega)}. \quad (4.13)
\]

Then combining with \((4.10)-(4.13)\), we arrive at
\[
\int_{\Omega} |\nabla w|^2 \, dx \leq C\|\varphi^1\|_{C^1} \left( \int_{\Omega} |\nabla w|^2 \, dx \right)^{\frac{1}{2}}.
\]

That is, \((4.9)\) is proved.

**Part 2.** Proof of
\[
\int_{\Omega_s(z')} |\nabla w|^2 \, dx \leq C\delta^{d-\frac{d-1}{2}} \left\{ \left( |\varphi^1 (z', h(z'))| \right)^2 + \frac{1}{\delta^2} \|\nabla \eta\|^2 \|\nabla \eta\|^2 \right\}, \quad |z'| \leq R. \quad (4.14)
\]

For \( 0 < t < s < R \), introduce a smooth cutoff function \( \eta \) such that \( 0 \leq \eta(x') \leq 1 \), \( \eta(x') = 1 \) if \( |x' - z'| < t \), \( \eta(x') = 0 \) if \( |x' - z'| > s \), and \( |\nabla \eta(x')| \leq \frac{2}{s-t} \). Multiplying equation \((4.8)\) by \( \eta \), it follows from integration by parts that
\[
\int_{\Omega_s(z')} (C^0 e(w), e(\eta w^2)) \, dx = -\int_{\Omega_s(z')} (C^0 e(\bar{u}_{01}) - \mathcal{M}, e(\eta w^2)) \, dx. \quad (4.15)
\]

For the left-hand side in \((4.15)\), it follows from \((2.7), (3.3)\) and the first Korn’s inequality that
\[
\int_{\Omega_s(z')} (C^0 e(w), e(\eta w^2)) \, dx \geq \frac{1}{C} \int_{\Omega_s(z')} |\nabla (\eta w)|^2 \, dx - C \int_{\Omega_s(z')} |w|^2 |\nabla \eta|^2 \, dx, \quad (4.16)
\]
while, for the right hand side in (4.15), we see from the Young’s inequality that for any $\zeta > 0$,
\[
\left| \int_{\Omega_{\epsilon}(z')} (C^0 e(\bar{u}_{01}) - \mathcal{M}, e(w^{\eta}_2)) \right| \leq \zeta \int_{\Omega_{\epsilon}(z')} \eta^2 |\nabla w|^2 \, dx + C \int_{\Omega_{\epsilon}(z')} |\nabla \eta|^2 |w|^2 \, dx + \frac{C}{\zeta} \int_{\Omega_{\epsilon}(z')} |C^0 e(\bar{u}_{01}) - \mathcal{M}|^2 \, dx.
\] (4.17)

Then combining (4.16) and (4.17), we have
\[
\int_{\Omega_{\epsilon}(z')} |\nabla w|^2 \, dx \leq \frac{C}{(s - t)^2} \int_{\Omega_{\epsilon}(z')} |w|^2 \, dx + C \int_{\Omega_{\epsilon}(z')} |C^0 e(\bar{u}_{01}) - \mathcal{M}|^2 \, dx.
\]

Set
\[
\mathcal{M} = \frac{1}{|\Omega_{\epsilon}(z')|} \int_{\Omega_{\epsilon}(z')} C^0 e(\bar{u}_{01}(y)) \, dy.
\]

For $|z'| \leq R$, $0 < s \leq \vartheta(\tau, \kappa_1) \delta^{1/\alpha}$, $\vartheta(\tau, \kappa_1) = \frac{1}{8\kappa_1 \max\{1, \tau^{-1/\alpha}\}}$, it follows from conditions (S1) and (S2) that for $(x', x_d) \in \Omega_{\epsilon}(z')$,
\[
|\delta(x') - \delta(z')| \leq |h_1(x') - h_1(z')| + |h(x') - h(z')| \\
\leq (|\nabla x' h_1(x'_{\theta_1})| + |\nabla x' h(x'_{\theta_1})|)|x' - z'| \\
\leq \kappa_1 |x' - z'| (|x'_{\theta_1}|^{\alpha} + |x'_{\theta_1}|^{\alpha}) \\
\leq 2\kappa_1 s^\alpha (|z'|^{\alpha} + |z'|^{\alpha}) \\
\leq \frac{\delta(z')}{2}.
\] (4.18)

Then, we have
\[
\frac{1}{2} \delta(z') \leq \delta(x') \leq \frac{3}{2} \delta(z'), \quad \text{in } \Omega_{\epsilon}(z').
\] (4.19)

In light of (4.19), it follows from a direct calculation that
\[
|\nabla \bar{u}_{01}|_{\alpha, \Omega_{\epsilon}(z')} \leq C (\|\varphi^{1}(z', h(z'))\| \delta^{-\frac{2s^\alpha}{1+s^\alpha}} + \|\varphi^{1}\|_{C^1} \delta^{-1}) s^{1-\alpha}.
\] (4.20)

Since $w = 0$ on $\partial \Omega$, we see from (4.19) and (4.20) that
\[
\int_{\Omega_{\epsilon}(z')} |w|^2 \leq C\delta^2 \int_{\Omega_{\epsilon}(z')} |\nabla w|^2,
\] (4.21)

and
\[
\int_{\Omega_{\epsilon}(z')} |C^0 e(\bar{u}_{01}) - \mathcal{M}|^2 \, dx \leq Cs^{d+1}\delta^{-\frac{2s^\alpha}{1+s^\alpha}} (\|\varphi^{1}(z', h(z'))\|^2 + \delta^{\frac{s^\alpha}{1+s^\alpha}} \|\varphi^{1}\|_{C^1}^2).
\] (4.22)

Denote
\[
F(t) := \int_{\Omega_{\epsilon}(z')} |\nabla w|^2.
\]

Then we know from (4.21)–(4.22) that
\[
F(t) \leq \left( \frac{Cs}{s - t} \right)^2 F(s) + Cs^{d+1}\delta^{-\frac{2s^\alpha}{1+s^\alpha}} (\|\varphi^{1}(z', h(z'))\|^2 + \delta^{\frac{s^\alpha}{1+s^\alpha}} \|\varphi^{1}\|_{C^1}^2),
\] (4.23)

where $c$ and $C$ are universal constants.
Choose \( k = \left[ \frac{1}{4e\delta^{1+1/\alpha}} \right] + 1 \) and \( t_i = \delta + 2ci\delta, \ i = 0, 1, 2, \ldots, k. \) Then, (4.23), together with \( s = t_{i+1} \) and \( t = t_i, \) reads that
\[
F(t_i) \leq \frac{1}{4}F(t_{i+1}) + C(i + 1)^{n+1}\delta^{d-\frac{1}{\alpha}}(|\phi^1(z', h(z'))|^2 + \delta \frac{1}{\alpha} ||\phi^1||^2_{C^1}).
\]
After \( k \) iterations, it follows from (4.9) that for a sufficiently small \( \varepsilon > 0, \)
\[
F(t_0) \leq C\delta^{d-\frac{1}{\alpha}}(|\phi^1(z', h(z'))|^2 + \delta \frac{1}{\alpha} ||\phi^1||^2_{C^1}).
\]

**Part 3.** Proof of

\[ |\nabla w(x)| \leq C\delta^{d-\frac{1}{\alpha}}(|\phi^1(x', h(x'))| + \delta \frac{1}{\alpha} ||\phi^1||^2_{C^1}), \quad \text{in} \ \Omega_R. \]

Making use of a change of variables in \( \Omega_\delta(z') \) as follows:
\[
\begin{align*}
x' - z' &= \delta y', \\
x_d &= \delta y_d,
\end{align*}
\]
\( \Omega_\delta(z') \) becomes \( Q_1, \) where, for \( 0 < r \leq 1, \)
\[
Q_r = \left\{ y \in \mathbb{R}^d \left| \frac{1}{\delta}h(\delta y' + z') < y_d < \frac{\varepsilon}{\delta} + \frac{1}{\delta}h_1(\delta y' + z'), \ |y'| < r \right. \right\},
\]
with its top and bottom boundaries represented, respectively, by
\[
\Gamma^+ = \left\{ y \in \mathbb{R}^d \left| y_d = \frac{\varepsilon}{\delta} + \frac{1}{\delta}h_1(\delta y' + z'), \ |y'| < r \right. \right\},
\]
and
\[
\Gamma^- = \left\{ y \in \mathbb{R}^d \left| y_d = \frac{1}{\delta}h(\delta y' + z'), \ |y'| < r \right. \right\}.
\]
In fact, \( Q_1 \) is of nearly unit size. Similarly as in (4.18), we deduce that for \( x \in \Omega_\delta(z'), \)
\[
|\delta(x') - \delta(z')| \leq 2\kappa_1\delta(\delta^\alpha + |z'|^\alpha) \leq 4\kappa_1 \max\{1, \tau^{-\alpha}r^\alpha\}\delta^{\frac{1+\alpha}{\alpha}},
\]
which indicates that
\[
\left| \frac{\delta(x')}{\delta(z')} - 1 \right| \leq 8 \max\{1, \tau^{-\alpha}r^\alpha\} \kappa_1 R^\alpha. \tag{4.24}
\]

Since \( R \) is a small positive constant, it follows from (4.24) that \( Q_1 \) is of nearly unit size. For \( y \in Q_1, \) define
\[
W(y', y_d) := w(\delta y' + z', \delta y_d), \quad U(y', y_d) := \bar{w}_0(\delta y' + z', \delta y_d).
\]
From (4.7), we know that \( W \) solves
\[
\begin{cases}
-\partial_j(C_{ijkl}^0\partial_j W^k) = \partial_j(C_{ijkl}^0\partial_j U^k), & \text{in} \ Q_1, \\
W = 0, & \text{on} \ \Gamma^\pm_1.
\end{cases} \tag{4.25}
\]
Applying Theorems 4.3 and 4.4 for equation (4.25) with \( f_{ij} = C_{ijkl}^0\partial_j U^k \) and utilizing the Poincaré inequality, we have
\[
\|\nabla W\|_{L^\infty(Q_{1/2})} \leq C \left( \|W\|_{L^\infty(Q_{1/2})} + \|\nabla U\|_{L^\infty(Q_{1/2})} \right)
\]
\[
\leq C \left( \|\nabla W\|_{L^2(Q_{1})} + \|\nabla U\|_{L^2(Q_{1})} \right),
\]
where we used the fact that \( \|C_{ijkl}^0\partial_j U^k\|_{L^\infty(Q_{1/2})} \leq \|\nabla U\|_{L^\infty(Q_{1/2})}. \)
Tracking back to \( w \), we see
\[
\| \nabla w \|_{L^\infty(\Omega_{d/4}(z'))} \leq \frac{C}{\delta} (\delta^{1/2} \| \nabla w \|_{L^2(\Omega_{d/4}')} + \delta^{1+\alpha} |\nabla \bar{u}_0|)_{\alpha,\Omega_d(z')}.
\] (4.26)
Then substituting (4.14) and (4.20) into (4.26), we obtain that for \( z \in \Omega_R \),
\[
|\nabla w(z)| \leq \| \nabla w \|_{L^\infty(\Omega_{d/4}(z'))} \leq C \delta^{-\frac{1}{1+\alpha}} (|\varphi'(z', h(z'))| + \delta^{\frac{1}{1+\alpha}} \| \varphi \|_{C^1})
\] (4.27)
The proof is complete. \( \square \)

In exactly the same way to the proof of Theorem 4.1, we obtain the following corollary.

**Corollary 4.5.** Assume as above. Let \( u_i \in H^1(\Omega; \mathbb{R}^d), i = 1, 2, \ldots, \frac{d(d+1)}{2} \) be a weak solution of (3.5). Then, for a sufficiently small \( \varepsilon > 0 \) and \( x \in \Omega_R \),
\[
\nabla u_i = \nabla \bar{u}_i + O(1) \begin{cases} 
\delta^{-\frac{1}{1+\alpha}}, & i = 1, 2, \ldots, d, \\
1, & i = d+1, \ldots, \frac{d(d+1)}{2},
\end{cases}
\] (4.28)
where \( \bar{u}_i, i = 1, 2, \ldots, \frac{d(d+1)}{2} \), are defined in (2.4).

Secondly, we present the asymptotic expansions of \( C^i, i = 1, 2, \ldots, \frac{d(d+1)}{2} \) in the following theorem with its proof given in Section 5.

**Theorem 4.6.** Assume as in Theorem 4.1, then for a sufficiently small \( \varepsilon > 0 \),
(a) if \( d = 2 \), for \( i = 1, 2 \),
\[
C^i = \frac{\det \mathbb{B}_i^* [\varphi] \varepsilon^\frac{\alpha}{\alpha+1} (1 + O(\varepsilon(\alpha, \beta)))}{a_{33}^* \mathcal{M}_{\alpha, \tau}}, \quad C^3 = \frac{Q_3^* [\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{\alpha}{\alpha+1}})),
\] where \( \mathcal{M}_{\alpha, \tau} \) is defined by (2.5), \( L_2 \) is defined in (2.6), \( \varepsilon(\alpha, \beta) \) is defined by (2.12).
(b) if \( d \geq 3 \), for \( i = 1, 2, \ldots, \frac{d(d+1)}{2} \),
\[
C^i = \frac{\det \mathbb{B}_i^* [\varphi]}{\det \mathcal{A}^*} (1 + O(\varepsilon^{\frac{\alpha}{\alpha+1} + \frac{\alpha}{\alpha+1} + \frac{\alpha}{\alpha+1}})),
\] where the blow-up factor matrices \( \mathcal{A}^* \) and \( \mathbb{B}_i^* [\varphi] \) are defined in (2.13)–(2.14).

Combining the results above, we immediately give the proofs of Theorems 2.1 and 2.4.

**Proofs of Theorems 2.1 and 2.4.** In view of decomposition (3.6), it follows from Theorem 4.1, Corollary 4.5 and Theorem 4.6 that
(i) if \( d = 2 \), then
\[
\nabla u = \sum_{i=1}^{2} \frac{\det \mathbb{B}_i^* [\varphi] \varepsilon^\frac{\alpha}{\alpha+1} (1 + O(\varepsilon(\alpha, \beta)))}{a_{33}^* \mathcal{L}_2 \mathcal{M}_{\alpha, \tau}} ((\nabla \bar{u}_i + O(\delta^{-\frac{1}{1+\alpha}}))
\]
\[
+ \frac{Q_3^* [\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{\alpha}{\alpha+1}})) (\nabla \bar{u}_3 + O(1)) + \nabla \bar{u}_0 + O(1) \| \varphi \|_{C^1(\partial D)}
\]
\[
= \sum_{i=1}^{2} \frac{\det \mathbb{B}_i^* [\varphi] \varepsilon^\frac{\alpha}{\alpha+1} (1 + O(\varepsilon(\alpha, \beta)))}{a_{33}^* \mathcal{L}_2 \mathcal{M}_{\alpha, \tau}} \nabla \bar{u}_i
\]
\[
+ \frac{Q_3^* [\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{\alpha}{\alpha+1}})) \nabla \bar{u}_3 + \nabla \bar{u}_0 + O(1) \delta^{-\frac{1}{1+\alpha}} \| \varphi \|_{C^1(\partial D)};
\]
(ii) if $d \geq 3$, then
\[
\nabla u = \sum_{i=1}^{d} \frac{\det F^*_i[\varphi]}{\det A^*} (1 + O(\varepsilon^{1/(1+2a) \alpha})) (\nabla \bar{u}_i + O(1))
\]
\[
+ \sum_{i=d+1}^{d(d+1)/2} \frac{\det F^*_i[\varphi]}{\det A^*} (1 + O(\varepsilon^{1/(1+2a) \alpha})) (\nabla \bar{u}_i + O(1)) + \nabla \bar{u}_0 + O(1) \|\varphi\|_{C^1(\partial D)}
\]
\[
= \sum_{i=1}^{d} \frac{\det F^*_i[\varphi]}{\det A^*} (1 + O(\varepsilon^{1/(1+2a) \alpha})) (\nabla \bar{u}_i + \nabla \bar{u}_0 + O(1) \delta^{-1/(1+2a)} \|\varphi\|_{C^1(\partial D)}).
\]
Consequently, we accomplish the proofs of Theorems 2.1 and 2.4.
\]
\]
5. Proof of Theorem 4.6
Recalling decomposition (3.6) and utilizing the fourth line of (2.2), we arrive at
\[
\sum_{i=1}^{d(d+1)/2} C^i a_{ij} = Q_j[\varphi], \quad j = 1, 2, ..., \frac{d(d+1)}{2},
\]
where, for $i, j = 1, 2, ..., \frac{d(d+1)}{2}$,
\[
a_{ij} := -\int_{\partial D_i} \frac{\partial u_i}{\partial \nu_0} \cdot \psi_j, \quad Q_j[\varphi] := \int_{\partial D_j} \frac{\partial u_0}{\partial \nu_0} \cdot \psi_j.
\]
From (5.1), we reduce the proof of Theorem 4.6 to the establishments of the asymptotic expressions of $a_{ij}$ and $Q_j[\varphi]$.

5.1. **Asymptotics of** $Q_j[\varphi], j = 1, 2, ..., \frac{d(d+1)}{2}$. Denote the unit outer normal of $D$ near the origin by
\[
\nu := (\nu_1, ..., \nu_d) = \left(\frac{\nabla x_i h}{\sqrt{1 + |\nabla x_i h|^2}}, \frac{-1}{\sqrt{1 + |\nabla x_i h|^2}}\right).
\]

**Lemma 5.1.** Assume as in Theorem 2.1 Then, for a sufficiently small $\varepsilon > 0$,
\[
Q_j[\varphi] = Q_j^*[\varphi] + O(1) \begin{cases} \varepsilon^{(d-1-\alpha)/3}, & j = 1, 2, ..., d, \\ \varepsilon^{(d-1-\alpha)/(1+2a)}, & j = d + 1, ..., \frac{d(d+1)}{2} \end{cases}
\]

**Remark 5.2.** The difference on the convergence rate between $Q_j[\varphi]$ and $Q_j^*[\varphi]$ in the case of $j = 1, 2, ..., d$ and $j = d + 1, ..., \frac{d(d+1)}{2}$ arises from the difference of iterate results in (4.27).

**Proof.** We only give the proof of (5.4) in the case of $j = 1, 2, ..., d$, because the case of $j = d + 1, ..., \frac{d(d+1)}{2}$ is almost the same to the former with a slight modification. Recalling the definitions of $u_0$ and $u_j, j = 1, 2, ..., d$, it follows from (3.4) that
\[
Q_j[\varphi] - Q_j^*[\varphi] = \int_{\partial D} \frac{\partial (u_j - u_j^*)}{\partial \nu_0} \cdot \varphi(x),
\]
where $u_j^*$ satisfies equation (2.10).
Introduce a family of auxiliary functions as follows: for \( j = 1, 2, \ldots, d \),
\[
\bar{u}^*_j = \bar{v}^* e_j,
\]
where \( \bar{v}^* \) satisfies \( \bar{v}^* = 1 \) on \( \partial D_1^* \setminus \{0\} \), \( \bar{v}^* = 0 \) on \( \partial D \), and
\[
\bar{v}^* = \frac{x_d - h(x')}{h_1(x') - h(x')}, \quad \text{in } \Omega_{2R}^*, \quad \|\bar{v}^*\|_{C^2(\Omega^* \setminus \Omega_{R}^*)} \leq C,
\]
where \( \Omega_{R}^* := \Omega^* \cap \{|x'| < R\}, 0 < r \leq 2R \). In light of \((H3)\), we derive that for \( x \in \Omega_{R}^* \),
\[
|\nabla_x (\bar{u}_j - \bar{u}^*_j)| \leq \frac{C}{|x'|}, \quad |\partial_{x_d} (\bar{u}_j - \bar{u}^*_j)| \leq \frac{C\varepsilon}{|x'|^{1+\alpha}(\varepsilon + |x'|^{1+\alpha})}.
\tag{5.5}
\]
Applying Corollary 4.5 to \((2.10)\), it follows that for \( x \in \Omega_{R}^* \),
\[
|\nabla (u^*_j - \bar{u}^*_j)| \leq \frac{C}{|x'|}.
\tag{5.6}
\]
For \( 0 < r < R \), define
\[
C_r := \left\{ x \in \mathbb{R}^d \mid |x'| < r, \frac{1}{2} \min_{|x'| \leq r} h(x') \leq x_d \leq \frac{1}{2} \max_{|x'| \leq r} h(x') \right\}.
\]
We divide into two substeps to estimate the difference \(|Q_j[\varphi] - Q^*_j[\varphi]|\) in the following.

**Step 1.** Note that \( u_j - u^*_j \) solves
\[
\begin{aligned}
\{ \mathcal{L}_{\lambda, \mu}(u_j - u^*_j) &= 0, \quad \text{in } D \setminus (D_1 \cup D_1^*), \\
 u_j - u^*_j &= \psi_j - u^*_j, \quad \text{on } \partial D_1 \setminus D_1^*, \\
 u_j - u^*_j &= u_j - \psi_j, \quad \text{on } \partial D_1^* \setminus (D_1 \cup \{0\}), \\
 u_j - u^*_j &= 0, \quad \text{on } \partial D.
\end{aligned}
\]
First, we estimate \(|u_j - u^*_j|\) on \( \partial (D_1 \cup D_1^*) \setminus C_{\varepsilon^2} \), where \( 0 < \gamma < 1 \) to be determined later. By the standard elliptic estimates, we have
\[
|\partial_{x_d} u^*_j| \leq C, \quad \text{in } \Omega^* \setminus \Omega_{R}^*.
\]
which reads that
\[
|u_j - u^*_j| \leq C\varepsilon, \quad \text{for } x \in \partial D_1 \setminus D_1^*.
\tag{5.7}
\]
From \((4.27)\), we see
\[
|u_j - u^*_j| \leq C\varepsilon^{1-\gamma} \quad \text{on } \partial D_1^* \setminus (D_1 \cup C_{\varepsilon^2}).
\tag{5.8}
\]
For \( x \in \Omega_{R}^* \cap \{|x'| = \varepsilon^2\} \), it follows from \((4.27)\) and \((5.5)\)–\((5.6)\) that
\[
|\partial_{x_d} (u_j - u^*_j)| \leq |\partial_{x_d} (u_j - \bar{u}_j)| + |\partial_{x_d} (\bar{u}_j - \bar{u}^*_j)| + |\partial_{x_d} (u^*_j - \bar{u}^*_j)|
\leq C \left( \frac{1}{\varepsilon^{2(1+\gamma)}} + \frac{1}{\varepsilon^{\gamma}} \right).
\]
This, together with the fact that \( \bar{u}_j - \bar{u}^*_j = 0 \) on \( \partial D \), yields that
\[
|(u_j - u^*_j)(x', x_d)| = |(u_j - u^*_j)(x', x_d) - (u_j - u^*_j)(x', h(x'))|
\leq C\left( \varepsilon^{1-\gamma} + \varepsilon^\gamma \right).
\tag{5.9}
\]
Pick \( \gamma = \frac{1}{12+2\gamma} \). Then combining \((5.7)\)–\((5.9)\), we have
\[
|u_j - u^*_j| \leq C\varepsilon^{1-\gamma}, \quad \text{on } \partial (D \setminus (D_1 \cup D_1^* \cup C_{\varepsilon^{1+2\gamma}})).
\]
which, in combination with the maximum principle for Lamé system in \( \text{[38]} \), reads that
\[
|u_j - u_j^*| \leq C\varepsilon^{\frac{\alpha}{1+\alpha}}, \quad \text{in } D \setminus \left(D_1 \cup D_1^* \cup C_{\frac{1}{\varepsilon^{1+\alpha}}} \right).
\] (5.10)

Therefore, utilizing the standard interior and boundary estimates for Lamé system, we know that for any \( \frac{1}{(1+\alpha)(1+2\alpha)} < \tilde{\gamma} < \frac{1}{1+2\alpha} \),
\[
|\nabla (u_j - u_j^*)| \leq C\varepsilon^{(1+\alpha)\tilde{\gamma} - \frac{\alpha}{1+\alpha}}, \quad \text{on } D \setminus \left(D_1 \cup D_1^* \cup C_{\frac{1}{\varepsilon^{1+\alpha}-\tilde{\gamma}}} \right),
\]
which implies that
\[
|A^I| := \left| \int_{\partial D \setminus C_{\frac{1}{\varepsilon^{1+\alpha}-\tilde{\gamma}}}} \frac{\partial(u_j - u_j^*)}{\partial \nu} \right| \cdot \varphi(x) \leq C\varepsilon^{(1+\alpha)\tilde{\gamma} - \frac{\alpha}{1+\alpha}}. \quad (5.11)
\]

**Step 2.** We now estimate the residual part as follows:

\[
A^{II} := \int_{D \cap C_{\frac{1}{\varepsilon^{1+\alpha}-\tilde{\gamma}}}} \frac{\partial(u_j - u_j^*)}{\partial \nu} \cdot \varphi(x)
\]

\[
= \int_{D \cap C_{\frac{1}{\varepsilon^{1+\alpha}-\tilde{\gamma}}}} \frac{\partial(\bar{u}_j - \bar{u}_j^*)}{\partial \nu} \cdot \varphi(x) + \int_{\partial D \cap C_{\frac{1}{\varepsilon^{1+\alpha}-\tilde{\gamma}}}} \frac{\partial(w_j - w_j^*)}{\partial \nu} \cdot \varphi(x)
\]

\[
= A^{11} + A^{12},
\]

where \( w_j = u_j - \bar{u}_j, w_j^* = u_j^* - \bar{u}_j^* \). With regard to \( A^{11} \), on one hand, for \( j = 1, \ldots, d - 1 \), we decompose it into two parts as follows:

\[
A^{11}_{11} = \int_{D \cap C_{\frac{1}{\varepsilon^{1+\alpha}-\tilde{\gamma}}}} \left\{ \lambda \sum_{i=1}^{d} \partial_{x_i}(\bar{u}_j - \bar{u}_j^*)\nu_i\varphi^i(x) + \right.
\]

\[
\left. + \mu \sum_{i=1}^{d-1} \partial_{x_i}(\bar{u}_j - \bar{u}_j^*)[\nu_j\varphi^i(x) + \nu_i\varphi^j(x)] + \mu \partial_{x_d}(\bar{u}_j - \bar{u}_j^*)\nu_j\varphi^d(x) \right\},
\]

\[
A^{11}_{12} = \int_{D \cap C_{\frac{1}{\varepsilon^{1+\alpha}-\tilde{\gamma}}}} \mu \partial_{x_d}(\bar{u}_j - \bar{u}_j^*)\nu_d\varphi^d(x),
\]

where \( \nu_i, i = 1, 2, \ldots, d \) are defined in \([5.3]\). From \([5.5]\) and the Taylor expansion of \( \varphi^i(x) \), we see

\[
|A^{11}_{11}| \leq C\varepsilon^{(1+\alpha)\tilde{\gamma} - \frac{(d-1)\alpha}{1+\alpha}},
\]

and

\[
|A^{11}_{12}| \leq C\varepsilon^{(1+\alpha)\tilde{\gamma} - \frac{(d-1)\alpha}{1+\alpha}},
\]

which leads to that

\[
|A^{II}| \leq C\varepsilon^{(1+\alpha)\tilde{\gamma} - \frac{(d-1)\alpha}{1+\alpha}}. \quad (5.12)
\]
On the other hand, for \( j = d \), we split \( A^\|_{12} \) into two parts as follows:

\[
A^\|_{11} = \int_{\partial D \cap C} \lambda \left\{ \sum_{i=1}^{d-1} \partial_x (\bar{u}_d^d - \bar{u}_d^d) \nu_i \varphi^i(x) + \\
\mu \sum_{i=1}^{d-1} \partial_x (\bar{u}_d^d - \bar{u}_d^d) [\nu_i \varphi^i(x) + \nu_i \varphi^d(x)] \right\},
\]

\[
A^\|_{12} = \int_{\partial D \cap C} (\lambda + 2\mu) \partial_x (\bar{u}_d^d - \bar{u}_d^d) \nu_i \varphi^d(x).
\]

Using (5.5) and the Taylor expansion of \( \varphi^i(x) \) again, we deduce that (5.12) still holds.

We next estimate \( A^\|_{11} \). Making use of Corollary 4.5, we derive that for \( 0 < |x^d| \leq R \),

\[
|\nabla w_j| \leq C(\varepsilon + |x^d|^{1+\alpha})^{-\frac{d}{1+2\alpha}}, \quad |\nabla w_j^*| \leq \frac{C}{|x^d|},
\]

(5.13)

By definition,

\[
A^\|_{11} = \int_{\partial D \cap C} \lambda \left\{ \sum_{k,l=1}^{d} \partial_x (w_j^d - w_j^d) \nu_k \varphi^k(x) + \\
\mu \sum_{k,l=1}^{d} \partial_x (w_j^d - w_j^d) \nu_k \varphi^k(x) \right\}.
\]

Making use of (5.13) and the Taylor expansion of \( \varphi^i(x) \), we obtain

\[
|A^\|_{11}| \leq C \int_{\partial D \cap C} \|\varphi\|_{C^1(\partial D)} \leq C \|\varphi\|_{C^1(\partial D)} \varepsilon^{(\frac{d}{1+2\alpha} - \gamma)(d-1)}.
\]

(5.14)

Taking \( \gamma = \frac{d-\alpha}{(1+2\alpha)} \), it follows from (5.11)–(5.12) and (5.14) that

\[
|Q_j[\varphi] - Q_j^*[\varphi] \leq C \varepsilon^{\frac{d(d+1)\alpha}{2(1+2\alpha)}}, \quad j = 1, 2, ..., d.
\]

(5.15)

Therefore, we complete the proof of Lemma 5.1.

\[\Box\]

5.2. Asymptotics of \( a_{ij} \), \( i,j = 1, 2, ..., \frac{d(d+1)}{2} \). Multiplying the first line of (3.5) by \( u_i \), it follows from integration by parts that for \( i,j = 1, 2, ..., \frac{d(d+1)}{2} \),

\[
a_{ij} = \int_{\Omega} (e^0 u_i, e(u_j)).
\]

For brevity, write

\[
\tilde{\varepsilon}(\alpha, \beta) = \begin{cases} 
\varepsilon^{\frac{\alpha}{1+\alpha}}, & \alpha > \beta, \\
\varepsilon^{\frac{\alpha}{1+\alpha}} |\ln \varepsilon|, & \alpha = \beta, \\
\varepsilon^{\frac{\alpha}{1+\alpha}}, & 0 < \alpha < \beta.
\end{cases}
\]

(5.16)

Lemma 5.3. Assume as above. Then, for a sufficiently small \( \varepsilon > 0 \),

(i) for \( i = 1, 2, ..., d \), if \( d = 2 \),

\[
a_{ii} = L^\|_{2} M_{i,i} \varepsilon^{-\frac{\alpha}{1+\alpha}} (1 + O(\tilde{\varepsilon}(\alpha, \beta))),
\]

(5.17)
and if \( d \geq 3 \),
\[
a_{ii} = a_{ii}^* + O(\tilde{\varepsilon}(\alpha, d)),
\]
where \( \tilde{\varepsilon}(\alpha, d) \) and \( \tilde{\varepsilon}(\alpha, \beta) \) are defined by (2.15) and (5.15), respectively.

(ii) for \( i = d + 1, \ldots, \frac{d(d+1)}{2} \),
\[
a_{ii} = a_{ii}^* + O(1)\varepsilon_{\frac{2}{(1+2\alpha)(1+\alpha)^2}};
\]

(iii) if \( d = 2 \), for \( i, j = 1, 2, i \neq j \), then
\[
a_{12} = a_{21} = O(1)\ln \varepsilon,
\]
and if \( d \geq 3 \), for \( i, j = 1, 2, \ldots, d \), \( i \neq j \), then
\[
a_{ij} = a_{ji} = a_{ij}^* + O(1)\begin{cases} \varepsilon_{\frac{2}{(1+2\alpha)(1+\alpha)^2}}, & d = 3, \\ \varepsilon_{\frac{2}{(1+2\alpha)(1+\alpha)^2}}, & d \geq 4. \end{cases}
\]

and if \( d \geq 2 \), for \( i = 1, 2, \ldots, d, j = d + 1, \ldots, \frac{d(d+1)}{2} \), then
\[
a_{ij} = a_{ji} = a_{ij}^* + O(1)\begin{cases} \varepsilon_{\frac{2}{(1+2\alpha)(1+\alpha)^2}}, & d = 2, \\ \varepsilon_{\frac{2}{(1+2\alpha)(1+\alpha)^2}}, & d \geq 3. \end{cases}
\]

and if \( d \geq 3 \), for \( i, j = d + 1, \ldots, \frac{d(d+1)}{2}, i \neq j \), then
\[
a_{ij} = a_{ij}^* + O(1)\varepsilon_{\frac{2}{(1+2\alpha)(1+\alpha)^2}}.
\]

Proof. Step 1. Proofs of (5.16)–(5.17). Denote \( \tilde{\gamma} = \frac{\alpha^2}{2(1+2\alpha)(1+\alpha)^2} \). For \( \varepsilon \tilde{\gamma} \leq |z'| \leq R \), making use of the change of variable
\[
\begin{align*}
x' - z' &= |z'|^{1+\alpha}y', \\
x_d &= |z'|^{1+\alpha}y_d,
\end{align*}
\]
then \( \Omega_{|z'|+|z'|^{1+\alpha}} \setminus \Omega_{|z'|} \) and \( \Omega_{|z'|+|z'|^{1+\alpha}} \setminus \Omega_{|z'|} \) become two nearly unit-size squares (or cylinders) \( Q_1 \) and \( Q^*_1 \), respectively. For \( i = 1, 2, \ldots, d \), let
\[
U_i(y) = u_i(z' + |z'|^{1+\alpha}y', |z'|^{1+\alpha}y_d), \quad \text{in} \quad Q_1,
\]
and
\[
U^*_i(y) = u_i^*(z' + |z'|^{1+\alpha}y', |z'|^{1+\alpha}y_d), \quad \text{in} \quad Q^*_1.
\]
Due to the fact that \( 0 < V_i, V^*_i < 1 \), it follows from the standard elliptic estimates that
\[
\|U_i\|_{C^{1,\alpha}(Q_1)} \leq C, \quad \|U^*_i\|_{C^{1,\alpha}(Q^*_1)} \leq C.
\]
Utilizing an interpolation with (5.10), we arrive at
\[
|\nabla(U_i - U^*_i)| \leq C\varepsilon_{\frac{\alpha^2}{2(1+2\alpha)(1+\alpha)^2}}(1-\frac{1}{\tilde{\gamma}}) \leq C\varepsilon_{\frac{\alpha^2}{2(1+2\alpha)(1+\alpha)^2}}.
\]
Thus, rescaling it back to \( u_i - u_i^* \) and in view of \( \varepsilon \tilde{\gamma} \leq |z'| \leq R \), we know
\[
|\nabla(u_i - u_i^*)(x)| \leq C\varepsilon_{\frac{\alpha^2}{2(1+2\alpha)(1+\alpha)^2}}|z'|^{-1-\alpha} \leq C\varepsilon^{(1+\alpha)\tilde{\gamma}}, \quad x \in \Omega_{|z'|+|z'|^{1+\alpha}} \setminus \Omega_{|z'|}^*,
\]
which implies that
\[
|\nabla(u_i - u_i^*)| \leq C\varepsilon^{(1+\alpha)\tilde{\gamma}}, \quad \text{in} \quad D \setminus (D_1 \cup D^*_1 \cup C_{\varepsilon\tilde{\gamma}}).
\]
We now split $a_{ii}$ into three parts as follows:

$$a_{ii} = \int_{\Omega_i \setminus \Omega_R^c} (C^0 e(u_i), e(u_i)) + \int_{\Omega_{i,1}^e} (C^0 e(u_i), e(u_i)) + \int_{\Omega_{i,2}^e} (C^0 e(u_i), e(u_i))$$

$$= : I + II + III.$$

With regard to the first term $I$, in light of the boundedness of $|\nabla u_i|$ in $D_1^i \setminus (D_1 \cup \Omega_R)$ and $D_1^i \setminus D_1^i$ and the fact that the volume of $D_1^i \setminus (D_1 \cup \Omega_R)$ and $D_1 \setminus D_1^i$ is of order $O(\varepsilon)$, it follows from (5.23) that

$$I = \int_{D_1 \cup D_1^i \setminus \Omega_R} (C^0 e(u_i), e(u_i)) + O(1\varepsilon)$$

$$= \int_{D_1 \cup D_1^i \setminus \Omega_R} (C^0 e(u_i^*), e(u_i^*)) + 2 \int_{D_1 \cup D_1^i \setminus \Omega_R} (C^0 e(u_i - u_i^*), e(u_i^*))$$

$$+ \int_{D_1 \cup D_1^i \setminus \Omega_R} (C^0 e(u_i - u_i^*), e(u_i - u_i^*))$$

$$= \int_{\Omega_i \setminus \Omega_R^c} (C^0 e(u_i^*), e(u_i^*)) + O(1\varepsilon^{1+\alpha}\gamma). \quad (5.24)$$

For the second term $II$, recalling the definition of $u_i$ and using Corollary 4.5, we have

$$II = \int_{\Omega_{i,1}} (C^0 e(u_i), e(u_i)) + 2 \int_{\Omega_{i,1}} (C^0 e(u_i - u_i), e(u_i))$$

$$+ \int_{\Omega_{i,1}} (C^0 e(u_i - u_i), e(u_i - u_i))$$

$$= \mathcal{C}_d \int_{|x'| < \varepsilon^\gamma} \frac{dx'}{\varepsilon + h_1(x') - h(x')} + O(1) \begin{cases} \ln \varepsilon, & d = 2, \\ \varepsilon^{(d-2)\gamma}, & d \geq 3, \end{cases} \quad (5.25)$$

where $\mathcal{C}_d$ is defined by (2.6).

For the third term $III$, we further decompose it into three parts as follows:

$$III_1 = \int_{(\Omega_R \setminus \Omega_\varepsilon^c) \setminus (\Omega_R^e \setminus \Omega_\varepsilon^c)} (C^0 e(u_i), e(u_i)),$$

$$III_2 = \int_{(\Omega_R \setminus \Omega_\varepsilon^c) \setminus (\Omega_R^e \setminus \Omega_\varepsilon^c)} (C^0 e(u_i - u_i), e(u_i - u_i^*)) + 2 \int_{(\Omega_R^e \setminus \Omega_\varepsilon^c)} (C^0 e(u_i - u_i^*), e(u_i^*)),$$

$$III_3 = \int_{(\Omega_R^e \setminus \Omega_\varepsilon^c)} (C^0 e(u_i^*), e(u_i^*)).$$

Since the thickness of $(\Omega_R \setminus \Omega_\varepsilon^c) \setminus (\Omega_R^e \setminus \Omega_\varepsilon^c)$ is of order $O(\varepsilon)$, we see from (4.27) that

$$III_1 \leq C \varepsilon \int_{\varepsilon^\gamma < |x'| < \varepsilon^R} \frac{dx'}{|x'|^{2(1+\alpha)}} \leq C\varepsilon^{1+(d-3-2\alpha)\gamma}. \quad (5.26)$$

By applying Corollary 4.5 to (2.10), we deduce that for $i = 1, 2, ..., d$,

$$|\nabla x u_i^*| \leq \frac{C}{|x'|}, \quad |\partial_d u_i^*| \leq \frac{C}{|x'|^{1+\alpha}}, \quad |\nabla u_i^* - u_i^*| \leq \frac{C}{|x'|}. \quad (5.27)$$

A consequence of (5.23) and (5.27) yields that

$$|III_2| \leq C\varepsilon^{(1+\alpha)\gamma}. \quad (5.28)$$
As for III₃, using \((5.27)\) again, we derive that for \(d = 2\),

\[
\text{III₃} = \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(\bar{u}^*_i), e(\bar{u}^*_i)) + 2 \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(u^*_i - \bar{u}^*_i), e(\bar{u}^*_i)) \\
+ \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(u^*_i - \bar{u}^*_i), e(u^*_i - \bar{u}^*_i)) \\
= L_2^d \int_{\varepsilon < |x| < R} \frac{dx_1}{h_1(x_1) - h(x_1)} + O(1)|\ln \varepsilon|; \quad (5.29)
\]

for \(d \geq 3\),

\[
\text{III₃} = \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(\bar{u}^*_i), e(\bar{u}^*_i)) + 2 \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(u^*_i - \bar{u}^*_i), e(\bar{u}^*_i)) \\
+ \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(u^*_i - \bar{u}^*_i), e(u^*_i - \bar{u}^*_i)) \\
= L_3^d \int_{\varepsilon < |x'| < R} \frac{dx'}{h_1(x') - h(x')} - \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(u^*_i), e(u^*_i)) \\
+ M_i^* + O(1)\varepsilon^{(d - 2)\gamma}, \quad (5.30)
\]

where

\[
M_i^* = \int_{\Omega_R \setminus \Omega_R^*} (C^0 e(u^*_i), e(u^*_i)) + 2 \int_{\Omega_R^*} (C^0 e(u^*_i - \bar{u}^*_i), e(\bar{u}^*_i)) \\
+ \int_{\Omega_R^*} (C^0 e(u^*_i - \bar{u}^*_i), e(u^*_i - \bar{u}^*_i)) \\
+ \begin{cases} 
\int_{\Omega_R^*} (\lambda + \mu)(\partial_j \bar{v}^*)^2 + \mu \sum_{j=1}^{d-1} (\partial_j \bar{v}^*)^2, & i = 1, \ldots, d - 1, \\
\int_{\Omega_R^*} \mu \sum_{j=1}^{d-1} (\partial_j \bar{v}^*)^2, & i = d.
\end{cases}
\]

Then, from \((5.24)-(5.26)\) and \((5.28)-(5.30)\), we arrive at

\[
a_{ii} = L_d^d \left( \int_{\varepsilon < |x'| < R} \frac{dx'}{h_1(x') - h(x')} + \int_{|x'| < \varepsilon} \frac{dx'}{\varepsilon + h_1(x') - h(x')} \right) \\
+ \begin{cases} 
O(1)|\ln \varepsilon|, & d = 2, \\
M_i^* + O(1)\varepsilon^{\gamma \min\{1 + \alpha, d - 2\}}, & d \geq 3.
\end{cases} \quad (5.31)
\]
Further, for $d = 2$,
\[
\int_{|x_1| < R} \frac{dx_1}{\varepsilon + h_1 - h} + \int_{\varepsilon \gamma < |x_1| < R} \frac{\varepsilon}{(h_1 - h)(\varepsilon + h_1 - h)}
= \int_{|x_1| < R} \frac{1}{\varepsilon + \tau|x_1|^{1+\alpha}} + \int_{|x_1| < R} \left( \frac{1}{\varepsilon + h_1 - h} - \frac{1}{\varepsilon + \tau|x_1|^{1+\alpha}} \right) + O(1)\varepsilon^{\frac{\alpha + \beta + 2}{2(1+\alpha)^2}}
= 2 \int_0^R \frac{1}{\varepsilon + \tau s^{1+\alpha}} + O(1) \int_0^R \frac{s^\beta}{\varepsilon + \tau s^{1+\alpha}}
= \frac{2\Gamma_\alpha}{(1 + \alpha)\tau^{\frac{\alpha}{1+\alpha}}} \varepsilon^{\frac{\alpha}{1+\alpha}}
\]
for $\alpha > 1$.

Consequently, it follows from (5.31)–(5.33) that (5.16)–(5.17) hold.

**Step 2. Proof of (5.18)**. Note that for $i = d + 1, ..., \frac{d+1}{2}$, there exist two indices $1 \leq k_i < l_i \leq d$ such that $\psi_i = (0, ..., 0, x_{k_i}, 0, ..., 0, -x_{l_i}, 0, ..., 0)$. Take $\gamma = \frac{\alpha}{2(1+\gamma_0)(1+\alpha)}$. For $i = d + 1, ..., \frac{d+1}{2}$, similarly as above, we split $a_{ii}$ as follows:

\[
a_{ii} = \int_{\Omega \setminus \Omega_R} (C^0 e(u_i), e(u_i)) + \int_{\Omega_{x_i}^e} (C^0 e(u_i), e(u_i)) + \int_{\Omega_R \setminus \Omega_{x_i}^e} (C^0 e(u_i), e(u_i))
= : I + II + III.
\]

To begin with, by applying (5.5)–(5.10) with a minor modification, we obtain that for $i = d + 1, ..., \frac{d+1}{2}$,

\[
|u_i - u_i^*| \leq C\varepsilon^{\frac{1+\alpha}{2+\alpha}}, \quad \text{in } D \setminus (\overline{D_1 \cup D_1^* \cup \overline{C_{\varepsilon^{\frac{1+\alpha}{2+\alpha}}}}}).
\]

Analogously as before, in view of (5.34), we deduce from the rescale argument, the interpolation inequality and the standard elliptic estimates that for $i = d + 1, ..., \frac{d+1}{2}$,

\[
|\nabla (u_i - u_i^*)| \leq C\varepsilon^{(1+\alpha)\gamma}, \quad \text{in } D \setminus (\overline{D_1 \cup D_1^* \cup \overline{C_{\varepsilon^\gamma}}}).
\]

As for the first term $I$, following the same argument used in (5.24), we see that

\[
I = \int_{D \setminus (D_1 \cup D_1^* \cup \Omega_R)} (C^0 e(u_i), e(u_i)) + O(1)\varepsilon
\]

\[
= \int_{\Omega_{x_i}^e} (C^0 e(u_i^*), e(u_i^*)) + O(1)\varepsilon^{(1+\alpha)\gamma}.
\]

For the second term $II$, we further split it as follows:

\[
II = \int_{\Omega_{x_i}^e} [(C^0 e(\bar{u}_i), e(\bar{u}_i)) + 2(C^0 e(\bar{u}_i), e(u_i - \bar{u}_i)) + (C^0 e(u_i - \bar{u}_i), e(u_i - \bar{u}_i))].
\]
By a direct calculation, it follows that for \( i = d + 1, \ldots, \frac{d(d+1)}{2} \),

\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_i)) = \mu (x_{k_i}^2 + x_{l_i}^2) \sum_{j=1}^{d} (\partial_{x_j} \tilde{v})^2 + (\lambda + \mu)(x_{i}, \partial_{x_i} \tilde{v} - x_{k_i} \partial_{x_i} \tilde{v})^2.
\]

This, together with Corollary 4.5, yields that

\[
\text{II} = O(1) \varepsilon^{(d-\alpha)\tilde{\gamma}}. \tag{5.37}
\]

With regard to the third term III, we further decompose it as follows:

\[
\text{III}_1 = \int_{(\Omega_R \setminus \Omega_\varepsilon) \setminus (\Omega_R^* \setminus \Omega_\varepsilon^*)} (C^0 e(u_i), e(u_i)) + \int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i - u_i^*), e(u_i - u_i^*))
+ 2 \int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i - u_i^*), e(u_i^*)).
\]

\[
\text{III}_2 = \int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i^*), e(u_i^*)).
\]

Since the thickness of \((\Omega_R \setminus \Omega_\varepsilon) \setminus (\Omega_R^* \setminus \Omega_\varepsilon^*)\) is \( \varepsilon \), then we obtain from (4.27), (5.27) and (5.35) that

\[
\text{III}_1 = O(1) \varepsilon^{(1+\alpha)\tilde{\gamma}}. \tag{5.38}
\]

As for \( \text{III}_2 \), following the same argument as in (5.37), we obtain

\[
\int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i^*), e(u_i^*)) = O(1) \varepsilon^{(d-\alpha)\tilde{\gamma}},
\]

which implies that

\[
\text{III}_2 = \int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i^*), e(u_i^*)) - \int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i^*), e(u_i^*))
= \int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i^*), e(u_i^*)) + O(1) \varepsilon^{(d-\alpha)\tilde{\gamma}}. \tag{5.39}
\]

Therefore, combining (5.36) + (5.39), we obtain that for \( i = d + 1, \ldots, \frac{d(d+1)}{2} \),

\[
a_{ij} = a_{ii} + O(1) \varepsilon^{(1+\alpha)\tilde{\gamma}}.
\]

**Step 3. Proofs of (5.19) – (5.22).** Because of symmetry, it suffices to consider the case of \( i < j \). Let

\[
\tilde{\gamma} = \left\{ \begin{array}{ll}
\frac{\alpha^2}{2(1+2\alpha)(1+\alpha)^2}, & i = 1, 2, \ldots, d, j = 1, 2, \ldots, \frac{d(d+1)}{2}, i < j, \\
\frac{\alpha}{2(1+2\alpha)(1+\alpha)^2}, & i, j = d + 1, \ldots, \frac{d(d+1)}{2}, i < j.
\end{array} \right.
\]

Similarly as before, for \( i, j = 1, 2, \ldots, \frac{d(d+1)}{2}, i < j \), we decompose \( a_{ij} \) into three parts as follows:

\[
a_{ij} = \int_{\Omega \setminus \Omega_R} (C^0 e(u_i), e(u_j)) + \int_{\Omega_\varepsilon \setminus \Omega_R^*} (C^0 e(u_i), e(u_j)) + \int_{\Omega_R^* \setminus \Omega_\varepsilon^*} (C^0 e(u_i), e(u_j))
= : \text{I} + \text{II} + \text{III}.
\]
For the first part I, similar to \(5.24\), we see that
\[
I = \int_{D \setminus (D_1 \cup D_1^* \cup \Omega_{\Gamma})} (C^0 e(u_i), e(u_j)) + O(1) \varepsilon
\]
\[
= \int_{D \setminus (D_1 \cup D_1^* \cup \Omega_{\Gamma})} (C^0 e(u_i^*, e(u_j)) + \int_{D \setminus (D_1 \cup D_1^* \cup \Omega_{\Gamma})} (C^0 e(u_i - u_i^*), e(u_j - u_j^*))
\]
\[
+ \int_{D \setminus (D_1 \cup D_1^* \cup \Omega_{\Gamma})} (C^0 e(u_i^*, e(u_j)) + \int_{D \setminus (D_1 \cup D_1^* \cup \Omega_{\Gamma})} (C^0 e(u_i - u_i^*), e(u_j^*))
\]
\[
= \int_{\Omega \setminus \Omega_{\Gamma}} (C^0 e(u_i^*), e(u_j^*)) + O(1) \varepsilon^{(1+\alpha)\gamma}. \tag{5.40}
\]

As for the second part II, we further split it as follows:
\[
II = \int_{\Omega_{\Gamma}} (C^0 e(u_i), e(u_j))
\]
\[
= \int_{\Omega_{\Gamma}} (C^0 e(\tilde{u}_i), e(\tilde{u}_j)) + \int_{\Omega_{\Gamma}} (C^0 e(u_i - \tilde{u}_i), e(u_j - \tilde{u}_j))
\]
\[
+ \int_{\Omega_{\Gamma}} (C^0 e(\tilde{u}_i), e(u_j - \tilde{u}_j)) + \int_{\Omega_{\Gamma}} (C^0 e(u_i - \tilde{u}_i), e(\tilde{u}_j)). \tag{5.41}
\]

A direct computation gives that
(i) for \(i, j = 1, 2, \ldots, d, i < j\), then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = (\lambda + \mu) \partial_{x_i} \bar{v} \partial_{x_i} \bar{v}; \tag{5.42}
\]
(ii) for \(i = 1, 2, \ldots, d, j = d + 1, \ldots, \frac{d(d+1)}{2}\), there exist two indices \(1 \leq k_j < l_j \leq d\) such that \(\tilde{u}_j = \psi_j \bar{v} = (0, \ldots, 0, x_{l_j} \bar{v}, 0, \ldots, 0, -x_{k_j} \bar{v}, 0, \ldots, 0)\). If \(k_j \neq i, l_j \neq i\), then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = \lambda \partial_{x_i} \bar{v} (x_{l_j} \partial_{x_{k_j}} \bar{v} - x_{k_j} \partial_{x_{l_j}} \bar{v}), \tag{5.43}
\]
and if \(k_j = i, l_j \neq i\), then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = \mu x_{l_j} \sum_{s=1}^d (\partial_{x_s} \bar{v})^2 + (\lambda + \mu) \partial_{x_i} \bar{v} (x_{l_j} \partial_{x_{l_j}} \bar{v} - x_{k_j} \partial_{x_{l_j}} \bar{v}), \tag{5.44}
\]
and if \(k_j \neq i, l_j = i\), then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = -\mu x_{k_j} \sum_{s=1}^d (\partial_{x_s} \bar{v})^2 + (\lambda + \mu) \partial_{x_i} \bar{v} (x_{l_j} \partial_{x_{k_j}} \bar{v} - x_{k_j} \partial_{x_{l_j}} \bar{v}); \tag{5.45}
\]
(iii) for \(i, j = d + 1, \ldots, \frac{d(d+1)}{2}, i < j\), there exist four indices \(1 \leq k_i < l_i \leq d\) and \(1 \leq k_j < l_j \leq d\) such that \(\tilde{u}_j = \psi_j \bar{v} = (0, \ldots, 0, x_{l_i} \bar{v}, 0, \ldots, 0, -x_{k_i} \bar{v}, 0, \ldots, 0)\). Without loss of generality, we let \(l_j \leq l_i\). If \(k_i \neq k_j, l_i \neq l_j, k_i \neq l_j\), then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = \lambda (x_{l_i} \partial_{x_{k_i}} \bar{v} - x_{k_i} \partial_{x_{l_i}} \bar{v}) (x_{l_j} \partial_{x_{k_j}} \bar{v} - x_{k_j} \partial_{x_{l_j}} \bar{v}), \tag{5.46}
\]
and if \(k_i = k_j, l_i \neq l_j\), then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = \mu x_{l_i} \sum_{s=1}^d (\partial_{x_s} \bar{v})^2 + \mu x_{l_j} \partial_{x_{l_j}} \bar{v} (x_{l_j} \partial_{x_{k_j}} \bar{v} - x_{k_j} \partial_{x_{l_j}} \bar{v})
\]
\[
+ (\lambda + \mu) (x_{l_i} \partial_{x_{k_i}} \bar{v} - x_{k_i} \partial_{x_{l_i}} \bar{v}) (x_{l_j} \partial_{x_{k_j}} \bar{v} - x_{k_j} \partial_{x_{l_j}} \bar{v}), \tag{5.47}
\]
\[
+ (\lambda + \mu) (x_{l_i} \partial_{x_{k_i}} \bar{v} - x_{k_i} \partial_{x_{l_i}} \bar{v}) (x_{l_j} \partial_{x_{k_j}} \bar{v} - x_{k_j} \partial_{x_{l_j}} \bar{v})\]
and if $k_i \neq k_j$, $l_i = l_j$, then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = \mu x_{k_i} x_{k_j} \sum_{s=1}^{d} (\partial_{x_s} \tilde{v})^2 + \mu x_{k_i} \partial_{x_{k_j}} \tilde{v}(x_{k_i} \partial_{x_{k_j}} \tilde{v} - x_{l_i} \partial_{x_{l_i}} \tilde{v}) + (\lambda + \mu)(x_{l_i} \partial_{x_{l_i}} \tilde{v} - x_{k_i} \partial_{x_{k_i}} \tilde{v})(x_{l_i} \partial_{x_{l_i}} \tilde{v} - x_{k_i} \partial_{x_{k_i}} \tilde{v}),
\]
(5.48)
and if $k_j < l_j = k_i < l_i$, then
\[
(C^0 e(\tilde{u}_i), e(\tilde{u}_j)) = -\mu x_{k_i} x_{l_i} \sum_{s=1}^{d} (\partial_{x_s} \tilde{v})^2 + \mu x_{l_i} \partial_{x_{k_j}} \tilde{v}(x_{k_i} \partial_{x_{k_j}} \tilde{v} - x_{k_i} \partial_{x_{l_i}} \tilde{v}) + (\lambda + \mu)(x_{k_i} \partial_{x_{k_i}} \tilde{v} - x_{l_i} \partial_{x_{l_i}} \tilde{v})(x_{k_i} \partial_{x_{k_i}} \tilde{v} - x_{l_i} \partial_{x_{l_i}} \tilde{v}).
\]
(5.49)

Therefore, in view of (5.41)-(5.49), by using Corollary 4.5, the symmetry of integrand and the fact that
\[
\int_{h_2(x')} x_d \, dx_d \leq \frac{1}{2} \varepsilon + \left(h_1 + h\right)(x') \delta(x') \leq C(\varepsilon + |x'|^{1+\alpha})^2,
\]
in $B_R^*$, we derive
\[
III = O(1) \begin{cases} 
|\ln \varepsilon|, & d = 2, i = 1, j = 2, \\
\varepsilon^{(d-2)\gamma}, & d \geq 3, i, j = 1, 2, ..., d, i < j, \\
\varepsilon^{(d-1)\gamma}, & d \geq 2, i = 1, 2, ..., d, j = d + 1, ..., d(d+1)/2, i < j.
\end{cases}
\]
(5.50)

For the last part III, we further split it into two parts as follows:

\[
III_1 = \int_{(\Omega_R \setminus \Omega_{x_i}) \setminus (\Omega_{R} \setminus \Omega_{x_j})} (C^0 e(u_i), e(u_j)) + \int_{\Omega_R \setminus \Omega_{x_j}} (C^0 e(u_i - u_i^*), e(u_j - u_j^*)) \\
+ \int_{\Omega_R \setminus \Omega_{x_i}^*} (C^0 e(u_i - u_i^*), e(u_j^*)) + \int_{\Omega_{R} \setminus \Omega_{x_j}^*} (C^0 e(u_i^*), e(u_j - u_j^*)),
\]

\[
III_2 = \int_{\Omega_{R} \setminus \Omega_{x_j}^*} (C^0 e(u_i^*), e(u_j^*)).
\]

In view of the fact that the thickness of $(\Omega_R \setminus \Omega_{x_i}) \setminus (\Omega_{R} \setminus \Omega_{x_j})$ is $\varepsilon$, it follows from (4.27), (5.23), (5.27) and (5.35) that
\[
III_1 = O(1)|\ln \varepsilon|.
\]
(5.51)

As for $III_2$, we deduce that
\[
(a) \text{ for } d = 2, i = 1, j = 2,
\]
\[
III_2 = \int_{\Omega_{R} \setminus \Omega_{x_j}^*} (C^0 e(\tilde{u}_1), e(\tilde{v}_2^*)) + \int_{\Omega_{R} \setminus \Omega_{x_j}^*} (C^0 e(u_1^* - \tilde{u}_1^*), e(u_2^* - \tilde{u}_2^*)) \\
+ \int_{\Omega_{R} \setminus \Omega_{x_j}^*} (C^0 e(\tilde{u}_1^* - \bar{u}_1^*), e(\tilde{v}_2^*)) + \int_{\Omega_{R} \setminus \Omega_{x_j}^*} (C^0 e(\tilde{u}_1^*), e(u_2^* - \tilde{u}_2^*)),
\]
which, together with $(C^0 e(\tilde{u}_1), e(\tilde{v}_2^*)) = (\lambda + \mu)\partial_{x_1} \tilde{v}^* \partial_{x_2} \tilde{v}^*$, leads to that
\[
III_2 = O(1)|\ln \varepsilon|.
\]
(5.52)
(b) for \( d \geq 3, i, j = 1, 2, \ldots, d, i < j, \) for \( d \geq 2, i = 1, 2, \ldots, d, j = d+1, \ldots, \frac{d(d+1)}{2}, i < j, \) or for \( d \geq 3, i, j = d+1, \ldots, \frac{d(d+1)}{2}, i < j, \) similar to \( (5.41) \), applying \( (5.42)-(5.49) \) with \( \bar{v} \) replaced by \( \bar{v}^{*} \) for \( \int_{\Omega_{\phi}}(C^{0}(e(u_{i}^{*}), e(u_{j}^{*})), e_{\phi}(u_{i}^{*}), e_{\phi}(u_{j}^{*})), \) we obtain

\[
\begin{align*}
\text{III}_{2} - \int_{\Omega_{R}}(C^{0}(e(u_{i}^{*}), e(u_{j}^{*})))
&= - \int_{\Omega_{R}}(C^{0}(e(u_{i}^{*}), e(u_{j}^{*})))
&= \begin{cases}
(\varepsilon^{(d-2)\gamma}, & d \geq 3, i, j = 1, 2, \ldots, d, i < j, \\
\varepsilon^{(d-1)\gamma}, & d \geq 2, i = 1, 2, \ldots, d, j = d+1, \ldots, \frac{d(d+1)}{2}, \\
\varepsilon^{d\gamma}, & d \geq 3, i, j = d+1, \ldots, \frac{d(d+1)}{2}, i < j.
\end{cases} (5.53)
\end{align*}
\]

Then it follows from \( (5.51)-(5.53) \) that

\[
\begin{align*}
\text{III} &= \int_{\Omega_{R}\setminus\Omega_{\phi}}(C^{0}(e(u_{i}), e(u_{j}))) = O(1)\ln \varepsilon, \quad d = 2, i = 1, j = 2,
\end{align*}
\]

and

\[
\begin{align*}
\text{III} - \int_{\Omega_{R}}(C^{0}(e(u_{i}^{*}), e(u_{j}^{*})))
&= \begin{cases}
\varepsilon^{\min\{1+\alpha, d-2\}}, & d \geq 3, i, j = 1, 2, \ldots, d, i < j, \\
\varepsilon^{\min\{1+\alpha, d-1\}}, & d \geq 2, i = 1, 2, \ldots, d, j = d+1, \ldots, \frac{d(d+1)}{2}, \\
\varepsilon^{d}, & d \geq 3, i, j = d+1, \ldots, \frac{d(d+1)}{2}, i < j.
\end{cases} (5.50)
\end{align*}
\]

This, in combination with \( (5.40) \) and \( (5.50) \), reads that

\[
\alpha_{12} = O(1)\ln \varepsilon, \quad d = 2,
\]

and

\[
\alpha_{ij} = \alpha_{ij}^* + O(1) \begin{cases}
\varepsilon^{\min\{1+\alpha, d-2\}}, & d \geq 3, i, j = 1, 2, \ldots, d, i < j, \\
\varepsilon^{\min\{1+\alpha, d-1\}}, & d \geq 2, i = 1, 2, \ldots, d, j = d+1, \ldots, \frac{d(d+1)}{2}, \\
\varepsilon^{(1+\alpha)}, & d \geq 3, i, j = d+1, \ldots, \frac{d(d+1)}{2}, i < j.
\end{cases}
\]

Before proving Theorem 4.6 we first state a lemma with its proof seen in [8].

**Lemma 5.4.** There exists a positive universal constant \( C \), independent of \( \varepsilon \), such that

\[
\sum_{i,j=1}^{\frac{d(d+1)}{2}} \alpha_{ij} \xi_{i} \xi_{j} \geq \frac{1}{C}, \quad \forall \xi \in \mathbb{R}^{\frac{d(d+1)}{2}}, \quad |\xi| = 1. \quad (5.54)
\]

Now we have all the necessary ingredients to complete the proof of Theorem 4.6.

**Proof of Theorem 4.6.** To begin with, denote

\[
X = (C^{1}, C^{2}, \ldots, C^{\frac{d(d+1)}{2}})^{T}, \quad Y = (Q_{1}[\varphi], Q_{2}[\varphi], \ldots, Q_{\frac{d(d+1)}{2}}[\varphi])^{T},
\]

with \( \bar{v} \) replaced by \( \bar{v}^{*} \) for \( \int_{\Omega_{\phi}}(C^{0}(e(u_{i}^{*}), e(u_{j}^{*})), e_{\phi}(u_{i}^{*}), e_{\phi}(u_{j}^{*})), \) we obtain
which yields that

\[ i \]

\[ i \] see from (5.18) that

\[ i \] where \( \tilde{\epsilon} \) and \( \epsilon \)

In light of (5.16), we obtain that for

\[ i \]

\[ \phi \]

Then (5.1) becomes

\[ \phi \]

Therefore, utilizing (5.4), (5.18) and (5.21), we obtain

\[ \phi \]

Then applying the Cramer’s rule for (5.55), it follows from (5.56)–(5.58) that for

\[ \phi \]

We now claim that \( a_{33} > 0 \). In fact, when we choose \( \xi = (0, 0, 1) \) in (5.54), we see from (5.18) that

\[ \phi \]
where the constant $C$ is independent of $\varepsilon$. That is, $a_{33}^* \geq \frac{1}{C} > 0$.

(ii) If $d \geq 3$, for $i = 1, 2, \ldots, \frac{d(d+1)}{2}$, we replace the elements of $i$-th column in the matrix $A$ by column vector $Y$ and then denote this new matrix by $F_i[\varphi]$ as follows:

$$F_i[\varphi] = \begin{pmatrix} a_{11} & \cdots & Q_1[\varphi] & \cdots & a_{1 \frac{d(d+1)}{2}} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ a_{d \frac{d(d+1)}{2}} & \cdots & Q_{d \frac{d(d+1)}{2}}[\varphi] & \cdots & a_{d \frac{d(d+1)}{2}} \end{pmatrix}.$$ 

Then it follows from Lemmas 5.1 and 5.3 that for $i = 1, 2, \ldots, \frac{d(d+1)}{2}$, 

$$\det F_i[\varphi] = \det F_i^*[\varphi] = \frac{1}{\det A^*} \left( \frac{\det F_i[\varphi]}{\det A} - \frac{\det F_i^*[\varphi]}{\det A^*} \right) = \frac{\det F_i^*[\varphi]}{\det A^*} (1 + O(\bar{\varepsilon}(\alpha, d))),$$

which, in combination with the Cramer's rule, yields that 

$$C_i = \frac{\det F_i[\varphi]}{\det A} = \frac{\det F_i^*[\varphi]}{\det A^*} (1 + O(\bar{\varepsilon}(\alpha, d))),$$

where $\bar{\varepsilon}(\alpha, d)$ is defined in (2.15).

We now demonstrate that $\det A^* > 0$. Similarly as before, it follows from Lemma 5.3 and (5.18) that 

$$\frac{\sum_{i,j=1}^{d(d+1)} a_{ij}^* \xi_i \xi_j}{\det A} = \frac{\sum_{i,j=1}^{d(d+1)} a_{ij} \xi_i \xi_j + O(\varepsilon^{\frac{\alpha}{2(1+2\alpha)(1+\alpha^2)}})}{\det A^*} \geq \frac{1}{C}, \quad \forall \xi \in \mathbb{R}^{\frac{d(d+1)}{2}}, |\xi| = 1,$$

which implies that 

$$\frac{\sum_{i,j=1}^{d(d+1)} a_{ij}^* \xi_i \xi_j}{\det A} \geq \frac{1}{C}.$$

That is, the matrix $A^*$ is positive definite and we thus have 

$$\det A^* > 0.$$ 

\[\Box\]

6. Proof of Example 2.8

\textbf{Lemma 6.1.} Assume as in Example 2.8. Then, for a sufficiently small $\varepsilon > 0$, 

(i) for $i = 1, 2$,

$$a_{ii} = \mathcal{L}_2^0 \mathcal{M}_{\alpha, \tau_0} \varepsilon^{-\frac{\alpha}{3\tau_0}} + K^* + O(1) |\ln \varepsilon|; \quad (6.1)$$

(ii) for $i = 3$,

$$a_{33} = a_{33}^* + O(1) \varepsilon^{-\frac{\alpha}{2(1+\alpha^2)}}, \quad (6.2)$$

where $\mathcal{M}_{\alpha, \tau_0}$ is defined by (2.5) with $\tau = \tau_0$, $\mathcal{L}_2^0$, $i = 1, 2$ are defined in (2.6) with $d = 2$, $K^*$ is defined by (6.4) below.
Proof. The proof of (6.2) is contained in the proof of (5.18) and thus omitted here. We next prove (6.1). Pick \( \bar{\gamma} = \frac{\alpha^2}{2(1+2\alpha)(1+\alpha)^2} \). By the same argument as in (5.31), we deduce that for \( i = 1, 2 \),

\[
a_{ii} = L_2^i \left( \int_{\varepsilon < |x_1| < \tau_0} \frac{dx_1}{h_1(x_1) - h(x_1)} + \int_{|x_1| < \varepsilon} \frac{dx_1}{\varepsilon + h_1(x_1) - h(x_1)} \right) + O(1) |\ln \varepsilon|.
\]

Observe that by utilizing Taylor expansion, we derive

\[
h_1(x_1) - h(x_1) = \tau_0 |x_1|^{1+\alpha} + O(|x_1|^{2+2\alpha}), \quad \text{in } B'_{\tau_0},
\]

where \( \tau_0 \) is defined by (2.18). Then it follows from (6.3) that

\[
\int_{\varepsilon < |x_1| < \tau_0} \left( \frac{1}{h_1 - h} - \frac{1}{\tau_0 |x_1|^{1+\alpha}} \right) dx_1 = \int_{\varepsilon < |x_1| < \tau_0} O(1) dx_1 = C^* + O(1) \varepsilon^{\bar{\gamma}},
\]

where \( C^* \) depends on \( \tau_0, \tau_0 \), but not on \( \varepsilon \). Then

\[
\int_{\varepsilon < |x_1| < \tau_0} \frac{dx_1}{h_1 - h} = \int_{\varepsilon < |x_1| < \tau_0} \frac{dx_1}{\tau_0 |x_1|^{1+\alpha}} + C^* + O(1) \varepsilon^{\bar{\gamma}}.
\]

Similarly, we derive

\[
\int_{|x_1| < \varepsilon} \frac{dx_1}{\varepsilon + h_1 - h} = \int_{|x_1| < \varepsilon} \frac{dx_1}{\tau_0 |x_1|^{1+\alpha}} + O(1) \varepsilon^{\bar{\gamma}}.
\]

Then the energy \( a_{ii} \) becomes

\[
a_{ii} = L_2^i \left( \int_{\varepsilon < |x_1| < \tau_0} \frac{dx_1}{\tau_0 |x_1|^{1+\alpha}} + \int_{|x_1| < \varepsilon} \frac{dx_1}{\varepsilon + \tau_0 |x_1|^{1+\alpha}} \right) + C^* + O(1) |\ln \varepsilon|,
\]

Since

\[
\int_{\varepsilon < |x_1| < \tau_0} \frac{dx_1}{\tau_0 |x_1|^{1+\alpha}} + \int_{|x_1| < \varepsilon} \frac{dx_1}{\varepsilon + \tau_0 |x_1|^{1+\alpha}} = \int_{-\infty}^{+\infty} \frac{dx_1}{\varepsilon + \tau_0 |x_1|^{1+\alpha}} - \int_{|x_1| > \tau_0} \frac{dx_1}{\tau_0 |x_1|^{1+\alpha}} + \int_{|x_1| > \varepsilon} \frac{dx_1}{\tau_0 |x_1|^{1+\alpha} (\varepsilon + \tau_0 |x_1|^{1+\alpha})} = M_{\alpha, \tau_0} \varepsilon^{-\frac{\alpha}{1+\alpha}} - \frac{2}{\alpha \tau_0^\alpha} + O(1) \varepsilon^{1-(1+2\alpha)\bar{\gamma}},
\]

then we obtain that for \( i = 1, 2 \),

\[
a_{ii} = L_2^i M_{\alpha, \tau_0} \varepsilon^{-\frac{\alpha}{1+\alpha}} + K^* + O(1) |\ln \varepsilon|,
\]

where

\[
K^* = C^* - \frac{2L_2^i}{\alpha \tau_0^\alpha}, \quad (6.4)
\]

\( \Box \)

Proof of Example 2.8 Denote

\[
G_i^* = \frac{K^*}{L_2^i M_{\alpha, \tau_0}}, \quad i = 1, 2.
\]

(6.5)
In light of (6.1), we deduce

\[ \frac{1}{a_{ii}} = \frac{\varepsilon^{\frac{n}{n^2}}}{\mathcal{C}^2_\alpha M_{\alpha, \tau_0}} 1 = \frac{1}{\mathcal{C}^2_\alpha M_{\alpha, \tau_0}} 1 = \frac{\varepsilon^{\frac{n}{n^2}}}{1 + G_t^* \varepsilon^{\frac{n}{n^2}} + O(\varepsilon^{\frac{n}{n^2}} |\ln \varepsilon|)} \]

\[ = \frac{\varepsilon^{\frac{n}{n^2}}}{1 + G_t^* \varepsilon^{\frac{n}{n^2}}}. \]

Similarly as in (5.56)–(5.57), utilizing (6.1)–(6.2) and (6.6), it follows from the Cramer’s rule that for \( i = 1, 2, \)

\[ C^i = \frac{\prod_{j \neq i} a_{jj} \det \mathcal{B}_i[\varphi]}{\prod_{j=1}^{3} a_{jj}} \]

\[ = \frac{\det \mathcal{B}_i^*[\varphi]}{a_{33}^* \mathcal{C}^2_\alpha M_{\alpha, \tau_0}} \frac{\varepsilon^{\frac{n}{n^2}}}{1 + O(\varepsilon^{\frac{n}{n^2}} |\ln \varepsilon|)}, \]

and

\[ C^3 = \frac{Q_3[\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{n}{n^2}})) = \frac{Q_3^*[\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{n}{n^2}})). \]

This, together with decomposition (3.6), Theorems 4.1 and 4.5 yields that

\[ \nabla u = \sum_{i=1}^{2} \frac{\det \mathcal{B}_i^*[\varphi]}{a_{33}^* \mathcal{C}^2_\alpha M_{\alpha, \tau_0}} \frac{\varepsilon^{\frac{n}{n^2}}}{1 + O(\varepsilon^{\frac{n}{n^2}} |\ln \varepsilon|)} (\nabla \bar{u}_i + O(\delta^{\frac{1}{2 + \alpha}})) \]

\[ + \frac{Q_3^*[\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{n}{n^2}})) (\nabla \bar{u}_3 + O(1)) + \nabla \bar{u}_0 + O(1) ||\varphi||_{C^1(\partial D)} \]

\[ = \sum_{i=1}^{2} \frac{\det \mathcal{B}_i^*[\varphi]}{a_{33}^* \mathcal{C}^2_\alpha M_{\alpha, \tau_0}} \frac{\varepsilon^{\frac{n}{n^2}}}{1 + O(\varepsilon^{\frac{n}{n^2}} |\ln \varepsilon|)} \nabla \bar{u}_i \]

\[ + \frac{Q_3^*[\varphi]}{a_{33}^*} (1 + O(\varepsilon^{\frac{n}{n^2}})) \nabla \bar{u}_3 + \nabla \bar{u}_0 + O(1) \delta^{\frac{1}{2 + \alpha}} ||\varphi||_{C^1(\partial D)}. \]

This completes the proof.

\[ \Box \]

7. Appendix: The proofs of Theorems 4.3 and 4.4

7.1. \( C^{1,\alpha} \) estimates. Let \( Q \subseteq \mathbb{R}^d \) be a Lipschitz domain and introduce the Campanato space \( \mathcal{L}^{2,\lambda}(Q), \lambda \geq 0 \) as follows:

\[ \mathcal{L}^{2,\lambda}(Q) := \left\{ u \in L^2(Q) : \sup_{\rho > 0} \frac{1}{\rho^\lambda} \int_{B_{\rho}(x_0) \cap Q} |u - u_{x_0, \rho}|^2 dx < +\infty \right\}, \]

where \( u_{x_0, \rho} := \frac{1}{|Q \cap B_{\rho}(x_0)|} \int_{Q \cap B_{\rho}(x_0)} u(x) dx \). We endow the Campanato space \( \mathcal{L}^{2,\lambda}(Q) \) with the semi-norm

\[ [u]^2_{2,\lambda}(Q) := \sup_{\rho > 0} \frac{1}{\rho^\lambda} \int_{B_{\rho}(x_0) \cap Q} |u - u_{x_0, \rho}|^2 dx, \]
Theorem 7.1. Let \( Q \subset \mathbb{R}^d \) be a Lipschitz domain. Let \( w \in H^1(Q; \mathbb{R}^d) \) be a solution of
\[
-\partial_j (C_{ijkl}^0 \partial_i w^k) = \partial_j f_{ij}, \quad \text{in } Q,
\]
with \( f_{ij} \in C^{0,\alpha}(Q) \), \( 0 < \alpha < 1 \), and constant coefficients \( C_{ijkl}^0 \) satisfying (3.1).
Then \( \nabla w \in C^{2,\alpha}(\mathbb{R}^{d+2\alpha}) \) and for \( B_R := B_R(x_0) \subset Q \),
\[
\| \nabla w \|_{C^{2,\alpha}(B_R/2)} \leq C \left( \| \nabla w \|_{L^2(B_R)} + \| F \|_{L^2(B_R)} \right),
\]
where \( F = (f_{ij}) \) and \( C = C(d,\alpha,R) \).

In light of the equivalence between the Campanato space and the Hölder space, it follows from the proof of Theorem 7.1 that

Corollary 7.2. Assume as in Lemma 4.3. Let \( w \) be the solution of (4.3). Then for \( B_R := B_R(x_0) \subset Q \),
\[
[\nabla w]_{\alpha,B_R/2} \leq C \left( \frac{1}{R^{1+\alpha}} \| w \|_{L^\infty(B_R)} + \| F \|_{\alpha,B_R} \right),
\]
where \( C = C(d,\alpha,R) \).

Proof of Lemma 4.3. In light of the definition of a \( C^{1,\alpha} \) domain, at each point \( x_0 \in \Gamma \) there is a neighbourhood \( U \) of \( x_0 \) and a homeomorphism \( \Psi \in C^{1,\alpha}(U) \) that straightens the boundary in \( U \), that is,
\[
\Psi(U \cap Q) = B_1^+ = \{ y \in B_R(0) : y_d > 0 \}, \quad \Psi(U \cap \Gamma) = \partial B_1^+ = \{ y \in B_R(0) : y_d = 0 \},
\]
where \( B_1(0) := \{ y \in \mathbb{R}^d : |y| < 1 \} \). Under the mapping \( y = \Psi(x) = (\Psi^1(x), ..., \Psi^d(x)) \), we define
\[
W(y) := w(\Phi^{-1}(y)), \quad J := \frac{\partial((\Psi^{-1})^1, ..., (\Psi^{-1})^d)}{\partial(y^1, ..., y^d)}, \quad |J(y)| := \det J(y),
\]
and
\[
C_{ijkl}^0(y) := C_{ijkl} \left| J(y) \right| (\partial_1(\Psi^{-1})(y))^{-1} \partial_2 \Psi^j(\Psi^{-1}(y)),
\]
\[
F_{ij}(y) := |J(y)| \partial_i \Psi^j(\Psi^{-1}(y)) f_{ij}(\Psi^{-1}(y)).
\]
Recalling (4.3) and by virtue of this transformation, then \( W \) satisfies
\[
\begin{cases}
-\partial_j(C_{ijkl}(y)\partial_i W^k) = \partial_j F_{ij}, & \text{in } B_R^+, \\
W = 0, & \text{on } \partial B_R^+ \cap \partial \mathbb{R}^d,
\end{cases}
\]
where \( 0 < R \leq 1 \). Denote \( y_0 = \Psi(x_0) \). By freezing the coefficients, we rewrite equation (7.2) as follows:
\[
-\partial_j(C_{ijkl}(y_0)\partial_i W^k) = \partial_j ((C_{ijkl}(y) - C_{ijkl}(y_0))\partial_i W^k) + \partial_j F_{ij}.
\]
In view of the equivalence between the Campanato space and the Hölder space and using the proof of Theorem 7.1 (Theorem 5.14 of [21]) again, we deduce that

\[ [\nabla W]_{a_0, B^{1/2}_{R'}} \leq C \left( \frac{1}{R^{1+a}} \|W\|_{L^\infty(B^1_R)} + [F]_{a_0, B^1_R} \right) \]

\[ + C \left( (c^{0}_{ij,kl}(y) - c^{0}_{ij,kl}(y_0)) \|W\|_{a_0, B^1_R}^\alpha \right), \]

where \( F := (F_{ij}) \). Since \( C^{0}_{ij,kl}(y) \in C^{0,0} \), then we have

\[ (C^{0}_{ij,kl}(y) - C^{0}_{ij,kl}(y_0)) \|W\|_{a_0, B^1_R}^\alpha \leq C \left(R^{\alpha} [\nabla W]_{a_0, B^1_R}^{\alpha} + [F]_{a_0, B^1_R}^{\alpha} \right). \]

Applying the interpolation inequality (for example, see Lemma 6.32 in [22]), we obtain

\[ \|\nabla W\|_{L^\infty(B^1_R)} \leq R^{\alpha} [\nabla W]_{a_0, B^1_R} + \frac{C}{R} [F]_{a_0, B^1_R}, \]

where \( C = C(d) \). Then, we have

\[ [\nabla W]_{a_0, B^{1/2}_{R'}} \leq C \left( \frac{1}{R^{1+a}} \|W\|_{L^\infty(B^1_R)} + R^{\alpha} [\nabla W]_{a_0, B^1_R} + [F]_{a_0, B^1_R} \right). \] (7.3)

Since \( \Psi \) is a homeomorphism, then the norms in (7.3) defined on \( B^1_R \) are equivalent to those on \( \mathcal{N} = \Psi^{-1}(B^1_R) \). Then back to \( w \), we have

\[ [\nabla w]_{a_0, \mathcal{N}^{\alpha}} \leq C \left( \frac{1}{R^{1+a}} \|w\|_{L^\infty(\mathcal{N})} + R^{\alpha} [\nabla w]_{a_0, \mathcal{N}^{\alpha}} + [F]_{a_0, \mathcal{N}^{\alpha}} \right), \]

where \( \mathcal{N} = \Psi^{-1}(B^1_R) \) and \( C = C(d, a, \Psi) \). Moreover, there exists a constant \( 0 < \sigma < 1 \), independent of \( R \), such that \( B_{\sigma R}(x_0) \subset Q \subset \mathcal{N} \).

Then for any domain \( Q' \subset \subset Q \) and each \( x_0 \in Q' \), there exist \( R_0 := R_0(x_0) \) and \( C_0 = C_0(d, a, x_0) \) such that

\[ [\nabla w]_{a_0, B_{R_0}(x_0) \cap Q'} \leq C_0 \left( R_0^{\alpha} [\nabla w]_{a_0, Q'} + \frac{1}{R_0^{1+a}} \|w\|_{L^\infty(Q)} + [F]_{a_0, Q} \right). \] (7.4)

Therefore, using the finite covering theorem for the collection \( \{B_{R_0/2}(x_0) \mid x_0 \in \Gamma \cap Q' \} \), we obtain that there exist finite \( B_{R_i}(x_i), i = 1, 2, ..., K \), covering \( \Gamma \cap Q' \). Denote the constant in (7.4) corresponding to \( x_i \) by \( C_i \). Define

\[ C := \max_{1 \leq i \leq K} \{C_i\}, \quad \mathcal{R} := \min_{1 \leq i \leq K} \left\{ \frac{R_i}{2} \right\}. \]

Then for every \( x_0 \in \Gamma \cap Q' \), there exists some \( 1 \leq i_0 \leq K \) such that \( B_{\mathcal{R}}(x_0) \subset B_{R_{i_0}}(x_{i_0}) \) and

\[ [\nabla w]_{a_0, B_{\mathcal{R}}(x_0) \cap Q'} \leq C \left( \mathcal{R}^{\alpha} [\nabla w]_{a_0, Q'} + \frac{1}{\mathcal{R}^{1+a}} \|w\|_{L^\infty(Q)} + [F]_{a_0, Q} \right). \] (7.5)

We now proceed to establish the corresponding estimates on \( Q' \). Denote the constant in (7.1) of Corollary 7.2 by \( \tilde{C} \). Set

\[ \tilde{C} := \max\{C, \tilde{C}\}, \quad \tilde{\mathcal{R}} := \min\{(3\tilde{C})^{-1/\alpha}, \mathcal{R}\}. \]

For any \( x_1, x_2 \in Q' \), then we have

(i) \( |x_1 - x_2| \geq \frac{\tilde{\mathcal{R}}}{2} \);
(ii) there exists some \( 1 \leq i_0 \leq K \) such that \( x_1, x_2 \in B_{R_{i_0}}(x_{i_0}) \cap Q' \);
(iii) \( x_1, x_2 \in B_{R_{i_0}/2} \subset Q' \).
In the case of (i), we obtain
\[
\frac{|\nabla w(x_1) - \nabla w(x_2)|}{|x_1 - x_2|^{\alpha}} \leq \frac{2^{1+\alpha}}{R^\alpha} \|\nabla w\|_{L^\infty(Q')}.
\]
In the case of (ii), we see from (7.5) that
\[
\frac{|\nabla w(x_1) - \nabla w(x_2)|}{|x_1 - x_2|^{\alpha}} \leq [\nabla w]_{\alpha,B_R} \leq \tilde{C}\left(\frac{1}{R^{1+\alpha}} \|w\|_{L^\infty}\right) + [F]_{\alpha,Q}.
\]
In the case of (iii), it follows from Corollary 7.2 that
\[
\frac{|\nabla w(x_1) - \nabla w(x_2)|}{|x_1 - x_2|^{\alpha}} \leq [\nabla w]_{\alpha,B_R} \leq \tilde{C}\left(\frac{1}{R^{1+\alpha}} \|w\|_{L^\infty}\right) + [F]_{\alpha,Q}.
\]
Consequently, we derive
\[
[\nabla w]_{\alpha,Q} \leq \tilde{C}\left(\frac{R^\alpha}{\alpha} \|\nabla w\|_{L^\infty(Q')} + [F]_{\alpha,Q} + [\nabla w]_{\alpha,Q} + [F]_{\alpha,Q}\right) + \frac{2^{1+\alpha}}{R^\alpha} \|\nabla w\|_{L^\infty(Q')}.
\]
Using the interpolation inequality (see Lemma 6.32 in [22]) again, we have
\[
\frac{2^{1+\alpha}}{R^\alpha} \|\nabla w\|_{L^\infty(Q')} \leq \frac{C}{R^{1+\alpha}} \|w\|_{L^\infty(Q')},
\]
where \(C = C(d,\alpha)\). Then in view of \(R \leq (3\tilde{C})^{-1/\alpha}\), we obtain
\[
[\nabla w]_{\alpha,Q} \leq C(\|w\|_{L^\infty(Q')} + [F]_{\alpha,Q}),
\]
where \(C = C(d,\alpha,Q',Q)\). By utilizing the interpolation inequality, we prove that (4.4) holds.

7.2. \(W^{1,p}\) estimates.

Proof of Lemma 4.4. We first establish the \(W^{1,p}\) interior estimates. In view of the fact that \(w \neq 0\) on \(\partial B_R\) for any \(B_R \subset Q\), we introduce a cut-off function \(\eta \in C^\infty_0(B_R)\) satisfying
\[
0 \leq \eta \leq 1, \quad \eta = 1 \text{ in } B_{\rho}, \quad |\nabla \eta| \leq \frac{C}{R - \rho}.
\]
From equation (4.3), we see that \(\eta w\) verifies
\[
\int_{B_R} C^0_{ijkl} \partial_i(\eta w^k) \partial_j \varphi^i = \int_{B_R} (G_i \varphi^i + F \partial_j \varphi^i), \quad \forall \varphi \in C^\infty_0(B_R; \mathbb{R}^d),
\]
where
\[
G_i := f_{ij} \partial_j \eta - C^0_{ijkl} \partial_i w^k \partial_j \eta, \quad F_{ij} := f_{ij} \eta + C^0_{ijkl} w^k \partial_i \eta.
\]
Let \(v \in H^1_0(B_R; \mathbb{R}^d)\) be the weak solution of
\[
-\Delta v^i = G_i. \tag{7.6}
\]
Then \(\eta w\) satisfies
\[
\int_{B_R} C^0_{ijkl} \partial_i(\eta w^k) \partial_j \varphi^i = \int_{B_R} F \partial_j \varphi^i, \quad \forall \varphi \in C^\infty_0(B_R; \mathbb{R}^d),
\]
where \(F_{ij} := F_{ij} + \partial_j v^i\).
In light of $f_{ij} \in C^{0,\alpha}$, we know that $f_{ij} \in L^p(B_R)$ for any $d \leq p < \infty$. Assume that $w \in W^{1,q}(B_R; \mathbb{R}^d)$, $q \geq 2$. Then we obtain

$$G_i \in L^{p \wedge q}(B_R), \quad \text{where } p \wedge q := \min\{p, q\},$$

and

$$\tilde{F}_{ij} \in L^{p \wedge q^*}(B_R), \quad \text{where } q^* := \begin{cases} \frac{dq}{d-q}, & q < d, \\ 2q, & q \geq d. \end{cases}$$

(7.7)

(7.8)

Applying $L^2$ estimate to equation (7.6), we see $\nabla^2 v \in L^2(B_R)$ and

$$-\Delta (\partial_j v^i) = \partial_j G_i.$$

Then in view of (7.7), it follows from Theorem 7.1 of [21] that $\nabla (\partial_j v^i) \in L^{p \wedge q}(B_R)$. Using the Sobolev embedding theorem, we derive that $\partial_j v^i \in L^{(p \wedge q)^*}$. This, together with (7.8), yields that $\tilde{F}_{ij} \in L^{p \wedge q^*}(B_R)$. Further, utilizing Theorem 7.1 of [21] again, we deduce

$$\|\nabla (\eta w)\|_{L^{p \wedge q^*}(B_R)} \leq C \|\tilde{F}\|_{L^{p \wedge q^*}(B_R)},$$

where $C = C(d, \lambda, \mu, p, q)$ and $\tilde{F} := (\tilde{F}_{ij})$, $i, j = 1, 2, \ldots, d$. Recalling the definition of $G_i$ and $\tilde{F}_{ij}$, it follows from (7.7)–(7.8) that

$$\|\nabla w\|_{L^{p \wedge q^*}(B_R)} \leq \frac{C}{R - \rho} \left(\|w\|_{W^{1,p}(B_R)} + \|F\|_{L^p(B_R)}\right),$$

(7.9)

where $C = C(d, \lambda, \mu, p, q)$.

We proceed to demonstrate that $\nabla w \in L^p(B_{R/2})$. Pick a series of balls with radii as follows:

$$R_k = R \left(\frac{1}{2} + \frac{1}{2k+1}\right), \quad k \geq 0.$$

First, taking $\rho = R_1$ and $q = 2$ in (7.9), we then have

$$\|\nabla w\|_{L^{p \wedge 2^*}(B_{R_1})} \leq \frac{C}{R} \left(\|w\|_{W^{1,2}(B_R)} + \|F\|_{L^p(B_R)}\right).$$

If $p \leq 2^*$, then the proof is finished. If $p > 2^*$, then $\nabla w \in L^{2^*}(B_{R_1})$ and

$$\|\nabla w\|_{L^{2^*}(B_{R_1})} \leq \frac{C}{R} \left(\|w\|_{W^{1,2}(B_R)} + \|F\|_{L^p(B_R)}\right).$$

This, in combination with choosing $R = R_1$, $\rho = R_2$ and $q = 2^*$ in (7.9), reads that

$$\|\nabla w\|_{L^{p \wedge 2^*}(B_{R_1})} \leq \frac{C}{R} \left(\|w\|_{W^{1,2^*}(B_{R_1})} + \|F\|_{L^p(B_{R_1})}\right) \leq \frac{C}{R^2} \left(\|w\|_{W^{1,2^*}(B_{R_1})} + \|F\|_{L^p(B_{R_1})}\right).$$

(7.10)

If $p \leq 2^{**}$, then the proof is finished. If $p > 2^{**}$, repeating the above argument with finite steps, we deduce that $\nabla w \in L^p(B_{R/2})$ and

$$\|\nabla w\|_{L^p(B_{R/2})} \leq C \left(\|w\|_{H^1(B_{R})} + \|F\|_{L^p(B_{R})}\right).$$

Next, we prove the $W^{1,p}$ estimates near boundary $\Gamma$ by using the method of locally flattening the boundary, which is the same to the proof in Lemma 4.3.
For brevity, we employ the same notations as before. Therefore, we know that $$\mathcal{W}(y) := w(\Psi^{-1}(y)) \in H^1(B_{R_0}^+, \mathbb{R}^d)$$ verifies

$$\int_{B_{R_0}^+} C_{ijkl}^0(y) \partial_l W^k \partial_i \varphi' dy = \int_{B_{R_0}^+} F_{ij} \partial_j \varphi dy, \quad \forall \varphi \in H^1_0(B_{R_0}^+, \mathbb{R}^d).$$

By following the proof of Theorem 7.2 of [21], we deduce that for any $$d \leq p < \infty$$,

$$\|\nabla \mathcal{W}\|_{L^p(B_{R_0}^+)} \leq C(\|\mathcal{W}\|_{H^1(B_{R_0}^+)} + \|\mathcal{F}\|_{L^p(B_{R_0}^+)})^p,$$

where $$C = C(\lambda, \mu, R, \Psi)$$. Then back to $$w$$, we have

$$\|\nabla w\|_{L^p(N')} \leq C(\|\mathcal{W}\|_{H^1(N')} + \|\mathcal{F}\|_{L^p(N')}),$$

where $$N' = \Psi^{-1}(B_{R_0}^+/2)$$, $$N = \Psi^{-1}(B_{R_0}^+)$$ and $$C = C(\lambda, \mu, p, R, \Psi)$$. Moreover, there exists a constant $$0 < \sigma < 1$$, independent of $$R$$, such that $$B_{\sigma R} \cap Q \subset N'$$.

Then for any $$x_0 \in Q' \cap \Gamma$$, there exists $$R_0 := R_0(x_0) > 0$$ such that

$$\|\nabla w\|_{L^p(B_{\sigma R_0}(x_0) \cap Q')} \leq C(\|w\|_{H^1(Q')} + \|F\|_{L^p(Q')}),$$

where $$C = C(\lambda, \mu, p, Q', Q)$$. This, together with the Poincaré inequality, yields that $$\Box$$ holds.

Note that for any constant matrix $$M = (a_{ij})$$, $$i, j = 1, 2, \ldots, d$$, $$w$$ satisfies (4.3) with $$F$$ replaced by $$F - M$$. Then using the continuous injection that $$W^{1,p} \hookrightarrow C^{\sigma, \gamma}$$, $$0 < \gamma \leq 1 - d/p$$, we deduce that $$\Box$$ holds.
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