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Fig. 1: LaND is a learning-based approach for autonomous mobile robot navigation that directly learns from disengagements—any time a human monitor disengages the robot’s autonomy. These disengagement datasets are ubiquitous because they are naturally collected during the process of testing these autonomous systems. LaND is able to navigate in a diverse set of sidewalk environments, including parked bicycles, dense foliage, parked cars, sun glare, sharp turns, and unexpected obstacles.

Abstract—Consistently testing autonomous mobile robots in real world scenarios is a necessary aspect of developing autonomous navigation systems. Each time the human safety monitor disengages the robot’s autonomy system due to the robot performing an undesirable maneuver, the autonomy developers gain insight into how to improve the autonomy system. However, we believe that these disengagements not only show where the system fails, which is useful for troubleshooting, but also provide a direct learning signal by which the robot can learn to navigate. We present a reinforcement learning approach for learning to navigate from disengagements, or LaND. LaND learns a neural network model that predicts which actions lead to disengagements given the current sensory observation, and then at test time plans and executes actions that avoid disengagements. Our results demonstrate LaND can successfully learn to navigate in diverse, real world sidewalk environments, outperforming both imitation learning and reinforcement learning approaches. Videos, code, and other material are available on our website https://sites.google.com/view/sidewalk-learning

I. INTRODUCTION

Recent technological advancements have spurred the development of autonomous mobile robots, from sidewalk delivery robots and agricultural inspection quadcopters to autonomous vehicles. One of the primary metrics for measuring progress has been the notion of average distance travelled before disengagement: how far can the robot travel before the robot fails and a human must intervene? Although using these disengagement numbers as a metric for comparing progress is contentious [1], the general consensus is clear: the better the autonomous system, the less disengagements. However, we believe a shift in perspective is needed. Not only do these disengagements show where the existing system fails, which is useful for troubleshooting, but also that these disengagements provide a direct learning signal by which the robot can learn how to navigate. With this perspective, we believe disengagement data is severely underutilized, and in this work we investigate how to learn to navigate using disengagements as a reinforcement signal.

Disengagements are typically used as a tool to debug and improve autonomous mobile robots: run the robot, discover the failure modes, and then rectify the system such that those failure modes are removed. While the first two steps are fairly similar for most developers, the last step—figuring out how to fix the autonomy failure modes—is highly nontrivial and system dependent. This is especially true for the learning-based modules, which are a key component of modern autonomous mobile robots. Improving these learning-based components is a complex process, which could involve designing neural network architectures, hyperparameter tuning, and data collection and labelling; this is a time-consuming, expensive, and technically challenging endeavor that has to be done largely through trial and error.
In this paper, we propose a method for learning to navigate from disengagements, or LaND, which sidesteps this laborious process by directly learning from disengagements. Our key insight is that if the robot can successfully learn to execute actions that avoid disengagement, then the robot will successfully perform the desired task. Crucially, unlike conventional reinforcement learning algorithms, which use task-specific reward functions, our approach does not even need to know the task – the task is specified implicitly through the disengagement signal. However, similar to standard reinforcement learning algorithms, our approach continuously improves because our learning algorithm reinforces actions that avoid disengagements.

Our approach works by leveraging a ubiquitous dataset: the robot’s sensory observations (e.g., camera images), commanded actions (e.g., steering angle), and whether the robot autonomy mode was engaged or disengaged. Using this dataset, we then learn a predictive model that takes as input the current observation and a sequence of future commanded actions, and predicts whether the robot will be engaged or disengaged in the future. At test time, we can then use this predictive model to plan and execute actions that avoid disengagement while navigating towards a desired goal location.

Our work has three primary contributions. First, we propose that disengagements provide a strong, direct supervision signal for autonomous mobile robots, which is already being collected in many commonly used real-world pipelines. Second, we introduce our learning to navigate from disengagements algorithm, or LaND, which is a simple, effective, and scalable framework for creating autonomous mobile robots. Third, we demonstrate our approach on a real-world ground robot in diverse and complex sidewalk navigation environments (Fig. 1), and show our method outperforms state-of-the-art imitation learning and reinforcement learning approaches.

II. RELATED WORK

Algorithms for enabling real-world autonomous mobile robot navigation have been extensively studied and applied to a wide range of robotic systems, ranging from ground robots [2], [3], [4], [5], [6] and aerial drones [7], [8] to full-sized autonomous vehicles [9], [10]. These approaches typically follow the paradigm of building a map of the world, localizing the robot within the map, and planning and following paths within the map towards the desired goal [11]. While these approaches have enabled recent state-of-the-art results [12], these methods still face a number of open challenges, including adverse weather conditions, continuously changing geography, and, perhaps most importantly, failing to learn from prior experience.

An alternative paradigm for robot navigation are learning-based methods. One common class of these learning-based methods aims to directly learn to predict navigational cues about the environment—such as depth, object detection, and road segmentation—directly from the robot’s onboard sensors[13], [14], [15], [16], [17], [18]. Although these approaches have been successfully demonstrated, they are exceedingly expensive to train due to the labeling cost, and additional labels do not necessarily lead to improved performance. In contrast, our LaND approach has zero additional cost beyond the already-required human safety driver, and our experiments show LaND directly improves as more data is gathered.

Another class of learning-based methods is imitation learning, in which a policy is trained to mimic an expert. These approaches have been successfully demonstrated for both ground robots [19], [20], [21], [22] and aerial robots [23], [24], [25]. However, these demonstrations are typically in visually simplistic environments—such as lane following [20], [22], [25], hallways [25], and race courses [21], require injecting noise into the expert’s policy [23], [21], [22]—which can be dangerous, and ignore disengagement data [19], [23], [24], [20], [21]. In contrast, our approach is able to navigate on visually diverse sidewalks, does not require injecting noise during data collection, and can directly leverage disengagement data. Additionally, our experiments demonstrate that our LaND method outperforms behavioral cloning, a standard approach for imitation learning.

In broader terms, learning from disengagements can be viewed as reinforcement learning [26], in which a robot learns from trial and error. One class of reinforcement learning methods for robot learning is sim-to-real, in which a control policy is learned in simulation and then executed in the real world [27], [28], [29]. These sim-to-real approaches are complementary to our LaND approach: the simulation policy can be used to initialize the real-world policy, while our method continues to finetune by learning from disengagements. Other reinforcement learning methods, including ours, learn directly from the robot’s experiences [30], [31], [32], [33], [34], [35], [36], [37]. However, these methods typically assume catastrophic failures are acceptable [32], [37] or access to a safe controller [33], [34], the robot gathers data in a single area over multiple traversals [30], [32], [36], on-policy data collection [36], access to a reward signal beyond disengagement [30], perform their evaluations in the training environment [30], [36], or are only demonstrated in simulation [31], [35]. In contrast, our LaND method is safe because it leverages the existing human-safety driver, learns from off-policy data, does not require retraversing an area multiple times, learns directly from whether the robot is engaged or disengaged, and evaluate in novel, never-before-seen real-world environments. Additionally, we show in our experiments that LaND outperforms [36], a state-of-the-art real world reinforcement learning method for autonomous driving.

III. LEARNING TO NAVIGATE FROM DISENGAGEMENTS

Our goal is to develop an algorithm, which we call LaND, that enables a mobile robot to autonomously navigate in diverse, real-world environments. An overview of LaND is shown in Fig. 2. LaND leverages datasets that are naturally collected while testing autonomous mobile robot systems: the robot’s sensor observations—such as camera images, commanded actions—such as the steering angle, and whether
the robot autonomy mode was engaged or disengaged. Using this dataset, we then train a convolutional recurrent neural network that takes as input the current observation and a sequence of future commanded actions, and predicts the probability that the robot will be engaged or disengaged in the future. At test time, we can then use this model to plan and execute actions that minimize the probability of disengagement while navigating towards a desired goal location.

LaND has several desirable properties. First, our method does not require any additional data beyond what is already collected from testing the autonomous system with a human safety overseer. Second, LaND learns directly from the disengagement data, as opposed to prior methods that use disengagements as an indirect debugging tool. Third, we make minimal assumptions about the robot—just access to the robot’s onboard sensors, commanded actions, and whether the autonomy mode was engaged or disengaged; we do not require access to nontrivial information, such as high-definition maps. And lastly, our method continuously improves as the robot is tested, which we demonstrate in our experiments.

In the following sections, we will describe the data collection process, model training, and planning and control, and conclude with a summarizing overview of LaND.

### A. Data Collection

We start by describing the robot platform used to both collect data and for autonomous navigation. The robot is defined by observation $o_t$ gathered by its onboard sensors, action $a_t$ which commands the robot, and a binary signal $d_t$ indicating if the autonomy mode is disengaged. In our experiments, we use a Clearpath Jackal robot, as shown in Fig. 3.

The observation $o$ is a $96 \times 192$ RGB image from a front-facing $170^\circ$ field-of-view monocular camera, the action $a$ is the desired heading change, and the disengagement signal $d$ is conveyed by a human following nearby with a remote control.

Data collection proceeds by having the robot execute an autonomous control policy, such as the LaND planning-based controller described in Sec. III-C. A person monitors the robot, and if the robot is in a failure state, the human can disengage the autonomy mode. This disengagement is recorded along with the robot’s current observation and a sequence of future commanded actions, effectively creating a dataset of disengagement scenarios.

![Fig. 2: System diagram of our LaND algorithm.](image)

In the training phase, this dataset is used to train the disengagement prediction model at the core of the LaND control policy. LaND alternates between training and testing until the control policy reaches satisfactory performance.

![Fig. 3: The mobile robot.](image)

![Fig. 4: Our LaND approach learns to navigate from disengagements. For the sidewalk navigation task studied in our experiments, there are three types of scenarios that will cause the human overseer to disengage the robot’s autonomy mode: colliding with an obstacle, driving into the street, and driving into a driveway. After the robot is disengaged, the human repositions the robot onto the sidewalk and then re-engages autonomy.](image)
mode or approaching a failure mode, the person disengages autonomy mode. The person then repositions the robot back into a valid state and then re-engages autonomy mode.

An example of the data collection process for our sidewalk experiment evaluations is shown in Fig. 4. The robot proceeds by autonomously driving on the sidewalk. However, if the robot enters one of the three possible failure modes—colliding with an obstacle, driving into the street, or driving into a house’s driveway—the person disengages autonomy mode, uses the remote control to reposition the robot onto the sidewalk, and then re-enables autonomy mode.

As the robot collects data, the observations, actions, and disengagements \( (o_t, a_t, d_t) \) at each time step \( t \) are saved every \( \Delta x \) meters into the dataset \( D \).

### B. Predictive Model

The learned predictive model takes as input the current observation and a sequence of future actions, and outputs a sequence of future disengagement probabilities. Similarly to [37], we define this model as \( f_\theta(o_t, a_{t:t+H}) \rightarrow d_{t:t+H} \), which is a function \( f \) parameterized by vector \( \theta \) that takes as input the current observation \( o_t \) and a sequence of \( H \) future actions \( a_{t:t+H} = (a_t, a_{t+1}, \ldots, a_{t+H-1}) \), and outputs a sequence of \( H \) future predicted disengagement probabilities \( d_{t:t+H} = (d_t, d_{t+1}, \ldots, d_{t+H-1}) \).

We instantiate the model as an image-based, action-conditioned convolutional recurrent neural network, as shown in Fig. 6. The network first processes the input image observation using the MobileNetV2 [38] convolutional neural network, followed by a series of fully connected layers. The output of these image layers serves as the initial hidden state for an LSTM recurrent neural network [39], which sequentially processes each of the \( H \) future actions \( a_{t:t+H} \) and outputs the corresponding predicted probability of disengagement \( \hat{d}_{t:t+H} \).

The model is trained using the collected dataset to minimize the cross entropy loss between the predicted and ground truth disengagement probabilities

\[
\mathcal{L}(\theta, D) = \sum_{(o_t, a_{t:t+H}, d_{t:t+H}) \in D} \sum_{h=0}^{H-1} \mathcal{L}_{CE}(\hat{d}_{t+h}, d_{t+h})
\]

in which \( \mathcal{L}_{CE} \) is the cross-entropy loss.

The neural network parameters \( \theta \) are trained by performing minibatch gradient descent on Eqn. 1. However, we modify the standard minibatch training procedure in two important ways. First, we ensure that half the minibatch contain sequences ending in a disengagement and the other half contain sequences with no disengagements. This rebalancing ensures that disengagement data—which is often a small proportion of the total dataset—is seen often during training. Second, if the sampled time step \( t \) is less than \( H \) steps from a disengagement, we still sample a full sequence of actions \( a_{t:t+H} \) and disengagements \( d_{t:t+H} \) of length \( H \) by padding the sequence with (a) actions randomly sampled from the dataset and (b) additional disengagement signals. This artificial disengagement extension scheme assumes that once the robot is disengaged, any action it takes will cause the robot to remain in a disengaged state. This extension scheme is important because it ensures that (a) the model is trained on observations close to disengagements and (b) the training procedure matches the planning procedure—which always plans over a sequence of \( H \) actions.

### C. Planning and Control

Using the trained neural network disengagement prediction model, the robot can plan and execute actions at test time that avoid disengagements while navigating towards a desired goal location. We encode this planning objective with the following cost function

\[
\mathcal{C}(\hat{a}_{t:t+H}, a_{t:t+H}) = \sum_{h=0}^{H-1} \| \hat{d}_{t+h} - \mathbf{g} \|_2^2.
\]

The first term encourages the robot to avoid disengagements, while the second term encourages the robot to navigate...
towards a desired goal location; the scalar $\alpha$ is a user-defined weighting between these two terms. The goal location is conveyed through the desired heading vector $g$; for example, in our experiments the action is the steering angle, and the goal heading vector is either to turn left, right, or continue straight when the robot encounters a junction. Note that this goal heading does not tell the robot how to navigate, and only provides high-level guidance at junctures; this level of supervision is similar to smartphone driving directions. In our experiments, because there were no junctures, we set $\alpha = 0$, but we maintain this general formulation to show our approach is goal-conditioned.

Using this cost function, the robot solves the following planning problem at each time step

$$a_{t:t+H}^* = \arg \min_{a_{t:t+H}} C(d_{t:t+H}, a_{t:t+H}) : \hat{d}_{t:t+H} = f_\theta(o_t, a_{t:t+H}),$$ (3)

executes the first action, and continues to plan and execute following the framework of model predictive control [40].

We solve Eqn.3 using the zeroth order stochastic optimizer from [41]. This optimizer is more powerful than other zeroth order stochastic optimizers, such as random shooting or the cross-entropy method [42], because it warm-starts the optimization using the solution from the previous time step, uses a soft update rule for the new sampling distribution in order to leverage all of the sampled action sequences, and considers the correlations between time steps. In our experiments, we found this more powerful optimizer was necessary to achieve successful real-time planning and control on our resource-constrained mobile robot. The planner hyperparameters we used were $N = 8192, \alpha = 1, \beta = 0.5, \gamma = 50$ as detailed in [37], and we refer the reader to [37] and [41] for implementation details.

D. Algorithm Summary

We now provide a brief summary of our LaND algorithm (Alg. 1). LaND alternates between two phases: collecting data and training the predictive model.

In the data collection phase, the robot executes actions according to the planning procedure from Eqn.3. A person monitors the robot, and disengages the robot if it enters a failure mode; if the person does disengage the robot, they then reposition the robot and subsequently re-engage autonomous execution. While collecting data, the current observation, action, and disengagement are saved into the training dataset. In the training phase, the collected dataset is used to train the predicted model by minimizing Eqn.3.

Although Alg. 1 uses our LaND control policy to collect data, we note that any control policy can be used to gather data; in fact, in our experiments we used both LaND and the imitation learning and reinforcement learning comparison methods to gather data. However, we note that the ideal policy for data collection is the LaND policy because this ensures that the collected disengagements are from the failure modes of the LaND policy.

### Algorithm 1 Learning to Navigate from Disengagements

1: initialize dataset $D \leftarrow \emptyset$
2: randomly initialize learned parameter $\theta$
3: while not done do
4:     while collecting data do
5:         get current observation $o_t$ from sensors
6:         solve Eqn.3 using $f_\theta$ and $o_t$ to get the planned action sequence $a_{t:t+H}^*$
7:         execute the first action $a_{t+H}^*$
8:         get current disengagement $d_t$
9:         add $(o_t, a_{t:H}^*, d_t)$ to $D$
10:        if $d_t$ is disengaged then
11:            let human execute reset maneuver and re-engage autonomy
12:        end if
13:     end while
14:     use $D$ to train predictive model $f_\theta$ by minimizing Eqn.3
15: end while

### IV. Experiments

In our experimental evaluation, we study how LaND can learn to navigate from disengagement data in the context of a sidewalk navigation task, and compare our approach to state-of-the-art imitation learning and reinforcement learning approaches. Videos, code, and other supplemental material are available on our website.

Our dataset consists of 17.4 km of sidewalks gathered over 6 hours. Data was saved every $\Delta x = 0.5$ meters, and therefore the dataset has 34,800 data points, and contains 1,926 disengagements. Although the amount of data gathered may seem significant, (1) this data is already being collected while testing the robot, (2) the robot requires less human disengagements as it gathers more data and trains, and (3) this dataset is significantly smaller than those typically used in computer vision [43] and reinforcement learning [44] algorithms.

We evaluated LaND in comparison to two other methods:

1) **Behavioral cloning**: a common imitation learning approach used by many state-of-the-art navigation methods [20], [22], [25].

2) **Kendall et. al. [36]**: a reinforcement learning algorithm which first learns a compressed representation of the training images using a VAE [45], and learns a control policy from this compressed representation using the DDPG reinforcement learning algorithm [46]. Kendall et al. [36] did not provide source code, so we therefore used existing VAE [45] and DDPG [44] implementations.

All methods, including ours, were trained on the same dataset. For behavioral cloning, data within 2 meters of a disengagement was not used for training. For Kendall
TABLE I: Experimental evaluation on 2.3 km of never-before-seen sidewalks (Fig. 1). Our LaND approach is better able to navigate these sidewalks, travelling 6.5× further before disengagement compared to the next best method.

| Method                    | Avg. distance until disengagement (meters) |
|---------------------------|--------------------------------------------|
| Behavioral cloning (e.g., [20], [22], [25]) | 13.4                                      |
| Kendall et. al. [36]      | 2.0                                        |
| LaND (ours)               | 87.5                                       |

TABLE II: Experimental demonstration of our LaND improving as more data is gathered. We first collected data using our LaND control policy on 1.3 km of never-before-seen sidewalk. We then finetuned our method on this additional data, and evaluated this finetuned model on the same 1.3 km of sidewalk. Our method improves by over 2× when finetuned on the collected data, showing that our approach is able to continue to improve as more data is gathered.

| Method            | Avg. distance until disengagement (meters) |
|-------------------|--------------------------------------------|
| LaND              | 101.2                                      |
| LaND with finetuning | 218.3                                    |

Fig. 7: Experimental evaluation on 2.3 km of never-before-seen sidewalks (Fig. 1). The plot shows the fraction of trajectories—defined as a continuous episode of engaged autonomy—which travelled a certain distance before a disengagement. Methods closer to the top right are better because this indicates a longer distance travelled before disengagement. Our LaND approach is able to travel farther before disengagement: 33% of the trajectories travelled further than 50 meters, including a trajectory of over 400 meters. In contrast, none of the prior methods were able to travel more than 50 meters before disengagement.

et. al. [36], the reward was -1 for a disengagement, and 0 otherwise.

We compare against these methods because, to the best of our knowledge, they are representative of state-of-the-art methods in imitation learning and reinforcement learning for such tasks. We note, however, that we were unable to perfectly replicate these algorithms because they contained assumptions that violated our problem statement; for example, many of the algorithms injected exploration noise into the data collection policy. Nevertheless, we believe our evaluation accurately reflects current work in the context of our realistic problem statement and real world experimental evaluation.

We evaluated all approaches on 2.3 km of sidewalks not present in the training data, as shown in Fig. 1 Table I shows that LaND is better able to navigate sidewalks compared to the other approaches, travelling 6.5× further on average before disengagement compared to the next best approach. Fig. 7 shows a more detailed per-trajectory analysis. None of the methods besides LaND were able to travel further than 50 meters before disengagement. LaND was able to travel further than 50 meters before disengagement for 33% of the trajectories, and could sometimes travel up to 400 meters. Fig. 9 shows example challenge scenarios—including a parked bicycle, dense foliage, sun glare, and sharp turns—in which LaND successfully navigated, while the best performing comparative approach (imitation learning) failed.

To demonstrate that our approach is able to learn which action sequences lead to disengagements and which do not, we visualized the planner in Fig. 8. This visualization shows the model has learned that actions which lead to collisions, driving into the street, or driving into a driveway will lead


disengagements.

Fig. 9: Qualitative comparison of our LaND method versus the best performing prior approach (behavioral cloning) in scenarios containing parked bicycles, dense foliage, sun glare, and sharp turns. Our approach successfully navigates these scenarios, while imitation learning is unable to and crashes.

Fig. 8: Visualization of planning with the disengagement predictive model. Each image shows the candidate paths considered during planning, and are color coded according to their predicted probability of disengagement. These visualizations show the learned model can accurately predict which action sequences would lead to disengagements, including driving into obstacles (left) or streets or driveways (right).
to a disengagement.

We also investigated the ability of LaND to continuously improve as more data is gathered. In this controlled experiment, we first ran our method on 1.3 km of sidewalk. We then trained our method on this additional data—which included mostly engagements, but also a few disengagements—and evaluated this finetuned model on the same 1.3 km of sidewalk. Table I shows that our method improves by over 2× when finetuned on the collected data, showing that our approach is able to continue to improve as more data is collected.

V. DISCUSSION

We presented LaND, a method for learning navigation policies from disengagements. LaND directly leverages disengagement data by learning a model that predicts which actions lead to disengagements given the current sensory observation. This predictive disengagement model can then be used for planning and control to avoid disengagements. Our results demonstrate LaND can successfully learn to navigate in diverse, real-world sidewalk environments, demonstrating that disengagements are not only useful as a tool for testing, but also directly for learning to navigate.

Although LaND can learn to navigate from disengagements, requiring a person to constantly monitor the robot is both tedious and costly. Investigating methods which enable the robot to know when to ask the human to monitor—such as when the robot is uncertain—could minimize the human cost.

To navigate in complex, real-world environments, LaND as a standalone navigation system, exploring how LaND can be combined with imitation learning approaches into a unified system could enable LaND to be used for planning and control to avoid disengagements. Our observation. This predictive disengagement model can then be combined with imitation learning approaches into a unified framework trained using disengagement and expert data could improve the final navigation policy. Lastly, while we presented LaND as a standalone navigation system, exploring how LaND could be combined with existing navigation planning systems could enable LaND to patch the failure modes of these systems. We believe that solving these and other challenges is crucial for enabling mobile robots to successfully navigate in complex, real-world environments.
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