On backward problem for fractional spherically symmetric diffusion equation with observation data of nonlocal type
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Abstract

The main target of this paper is to study a problem of recovering a spherically symmetric domain with fractional derivative from observed data of nonlocal type. This problem can be established as a new boundary value problem where a Cauchy condition is replaced with a prescribed time average of the solution. In this work, we set some of the results above existence and regularity of the mild solutions of the proposed problem in some suitable space. Next, we also show the ill-posedness of our problem in the sense of Hadamard. The regularized solution is given by the fractional Tikhonov method and convergence rate between the regularized solution and the exact solution under a priori parameter choice rule and under a posteriori parameter choice rule.
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1 Introduction

In recent decades, the study of noninteger diffusion equations has received great attention from mathematicians around the world. These models have many applications in various types of research fields, for example, thermal diffusion in fractal domains [1] and protein dynamics [2], finance [3], systems biology [4], physics [5] and medicine [6], and besides, there are also some references as follows [7–11], and [12]. In this work, we consider the following problem:

\[
\begin{align*}
    D_t^\beta u(r, t) &= \frac{\partial^2 u}{\partial r^2} + \frac{2}{r} \frac{\partial u}{\partial r} + G(r, t), & 0 \leq r \leq R, 0 \leq t \leq T, \\
    u(R, t) &= u(0, t) = 0, & 0 \leq t \leq T, \\
    \lim_{r \to 0} u(r, t) &= \text{bounded}, & 0 \leq t \leq T, \\
    \xi_1 u(r, T) + \xi_2 \int_0^T u(r, t) \, dt &= f(r). 
\end{align*}
\]

(1.1)
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Here Caputo fractional derivative $D^\beta_t$ is defined as follows:

$$D^\beta_t u(r, t) = \frac{1}{\Gamma(1-\beta)} \int_0^t \frac{u_t(r, s)}{(t-s)^\beta} ds, \quad 0 < \beta < 1,$$

(1.2)

and the source function $G(r, t) \in L^\infty([0, R]; r^2)$, the final data $f(r) \in L^2([0, R], r^2)$ are given. Note that when the fractional order $\beta$ is equal to 1, the fractional derivative $D^\beta_t u(r, t)$ is equal to the first-order derivative $\frac{du}{dt}$ (see in [13]), and thus problem (1.1) reproduces the classical diffusion problem. In practice, the input data $(f, G)$ is noisy by the observed data $f^\epsilon$, $G^\epsilon$ which satisfy

$$\|f^\epsilon - f\|_{L^2([0, R]; r^2)} + \|G^\epsilon - G\|_{L^\infty([0, T]; L^2([0, R]; r^2))} \leq \epsilon.$$

(1.3)

Our problem is called inverse problem and its solution is not stable. This property is called ill-posed in the sense of Hadamard. In other words, easier to understand, if $\epsilon$ is small, it will lead to large errors for the corresponding solution if using an unapproximate model for observed data $f^\epsilon$, $G^\epsilon$. The question mentioned in this paper is: Find an approximation method for the solution of the problem with noisy input data $f^\epsilon$, $G^\epsilon$.

Before discussing the main results, we would like to outline a few previous papers that mentioned problem (1.1):

- If $\beta = 1$, $\xi_2 = 0$, $\xi_1 = 1$, and $G = 0$, then the last condition in (1.1) becomes the final condition

$$u(r, T) = f(r).$$

(1.4)

In such a case, problem (1.1) is called backward problem. Then the authors [14] used a modified Tikhonov regularization method for solving problem. In [15], the authors used a spectral method for regularizing the problem.

- If $\beta = 1$, $\xi_2 = 0$, $\xi_1 = 1$, and $G(r, t) = \varphi(t)f(r)$, WeiCheng et al. [16] applied a spectral method to approximate the backward problem and obtained Hölder type estimate with a suitable choice of regularization parameter.

- If $\beta \neq 1$ and $\xi_2 = 0$, $\xi_1 = 1$ and $G(r, t) = 0$, then the authors [17] proposed the quasi-boundary regularization method to solve problem (1.1). They showed convergence estimates between the regularization solution and the exact solution presented under the a priori and a posteriori regularization parameter choice rules.

- If $\beta \neq 1$ and $\xi_2 = 0$, $\xi_1 = 1$ and $G(r, t) = f(r)$, Yang et al. [18] investigated problem (1.1) and provided the estimate of Hölder type.

Let us mention some interesting papers with many various methods for the case $G(r, t) \neq 0$, for example, the truncation method [19], iterated fractional Tikhonov regularization method [20], and the references therein. Besides, regarding other regularization methods and applications, readers can view the following references: [21–28].

Our novel point in this paper is to replace the final condition (1.4) with the nonlocal condition $\xi_1 u(r, T) + \xi_2 \int_0^T u(r, t) dt = f(r)$ as introduced in the last condition of our problem. This condition is proposed in the paper by Dokuchaev [29]. Very recently, Tuan and co-authors used this condition to solve some nonlocal problem, for example [30–32], and [33]. Motivated by this above reason, in this paper, we apply the fractional Tikhonov method to
solve problem (1.1). To the best of authors’ knowledge, there are not any results concerning problem (1.1). Our paper investigates problem (1.1), and the main results of this work are as follows:

- We give the stability and the regularity of the mild solution.
- We show the ill-posedness and the conditional stability of solution in $L^2([0, R]; r^2)$.
- We propose a regularized method and prove the convergence rate under a priori parameter choice rule and a posteriori parameter choice rule.

Let us say that in an analytical sense, our problem seems to be more complicated than the models studied before.

This paper is organized as follows. Section 2 gives some preliminaries that are needed throughout the paper. In Sect. 3, we show the sought solution of problem (1.1), and an example describes the ill-posedness of the problem. In Sect. 4, we study the fractional Tikhonov method to solve problem (1.1) and show the convergence rate under a priori parameter choice rule and a posteriori parameter choice rule. Finally, we add the conclusion for this paper.

2 Preliminaries

In this paper, we denote by $L^2([0, R]; r^2)$ the Hilbert space of Lebesgue measurable functions $u(r, t)$ with weight $r^2$ on $[0, R]

$$\langle u, v \rangle = \int_0^R r^2 u(r)v(r) \, dr,$$

with the scalar product $\|u\|_{L^2([0, R]; r^2)} = (\int_0^R r^2 |u(r)|^2 \, dr)^{\frac{1}{2}}$, and the $L^\infty(0, T; Y)$ consists of all measurable functions $u : [0, T] \rightarrow Y$ with

$$\|u\|_{L^\infty(0, T; Y)} := \text{ess sup}_{0 \leq t \leq T} \|u(t)\|_Y,$$

where $Y$ is a real Banach space with the norm $\|\cdot\|_Y$. We define the space

$$\mathcal{H}^\epsilon([0, R]; r^2) = \left\{ v \in L^2([0, R], r^2) : \sum_{j=1}^{+\infty} (j^2)^{2\epsilon} |\langle v, \psi_j \rangle|^2 < +\infty \right\},$$

then $\mathcal{H}^\epsilon([0, R]; r^2)$ is a Hilbert space with the norm

$$\|v\|_{\mathcal{H}^\epsilon([0, R]; r^2)} = \left( \sum_{j=1}^{+\infty} (j^2)^{2\epsilon} |\langle v, \psi_j \rangle|^2 \right)^{\frac{1}{2}}.$$

For any constant $\alpha > 0$ and $\beta \in \mathbb{R}$, the Mittag-Leffler function is defined as follows:

$$E_{\alpha, \beta}(z) = \sum_{k=0}^{+\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad z \in \mathbb{C},$$

where $\alpha > 0$ and $\beta \in \mathbb{R}$ are arbitrary constants.
Lemma 2.1 ([18]) Assuming that $0 < \beta_0 < \beta_1 < 1$, then there exist constants $D_1$ and $D_2$ depending only on $\beta, \beta_1$ such that for all $\beta \in [\beta_0, \beta_1]$ there hold
\[
\frac{D_1}{\Gamma(1-\beta)} \frac{1}{1-z} \leq E_{\beta,1}(z) \leq \frac{D_2}{\Gamma(1-\beta)} \frac{1}{1-z}, \quad z \geq 0.
\] (2.6)

Lemma 2.2 ([19]) For $\lambda_{j+} \geq \lambda_1 > 0$, $\lambda_j$ is the eigenvalues satisfying $\lambda_1 < \lambda_2 < \cdots < \lambda_j \to \infty$ as $j \to \infty$, then there exist constants $D_3$ and $D_4$ depending only on $\beta, T, \lambda_1$ such that
\[
\frac{D_3}{\pi^2} \frac{R^2}{j^2} \leq E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 (2 \beta - 1) \right) \leq \frac{D_4}{\pi^2} \frac{R^2}{j^2}.
\] (2.7)

Proof This proof can be found in [20]. □

Lemma 2.3 Let $G \in L^\infty(0,T;L^2([0,T],r^2))$, then the exists a positive constant $D_5$ such that
\[
\sum_{j=1}^{\infty} \int_0^T (t-s)^{\beta-1} E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 (2 \beta - 1) \right) |(G(\cdot,s),\psi_j)| ds \leq D_5 \|G\|_{L^\infty(0,T;L^2([0,T],r^2))}.
\] (2.8)

Proof This lemma provision can be found in [20]. □

Lemma 2.4 For any $j \geq 1$, we have the following estimate:
\[
\frac{E}{j^2} \leq \xi_1 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 (2 \beta - 1) \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt \leq \frac{E}{j^2}.
\] (2.9)
in which $E = \left( \frac{D_3}{\pi^2} + \frac{\xi_1 D_5}{\pi^2} \frac{T^2}{1 + \frac{D_3}{\pi^2} T} \right), \bar{E} = \left( \frac{\xi_1 D_5}{\pi^2} + \frac{\xi_2 D_4}{\pi^2} \frac{T^{1-\beta}}{1-\beta} \right)$.

Proof From Lemma 2.2, we need to show that
\[
\xi_1 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt \leq \xi_2 \int_0^T \frac{1}{1 + \left( \frac{j \pi}{R} \right)^2 t^\beta} dt \leq \frac{\xi_2 D_4}{\pi^2} \frac{T^{1-\beta}}{1-\beta}.
\] (2.10)

This leads to
\[
\xi_1 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 (2 \beta - 1) \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt \leq \frac{E}{j^2}.
\] (2.11)

Next, due to the fact, we also get
\[
\xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt \geq \frac{\xi_2 D_4}{\pi^2} \int_0^T \frac{dt}{\frac{j^2}{\pi^2} + \frac{T^2}{1-\beta} \frac{T}{\pi^2} + \frac{T^2}{1+\frac{D_3}{\pi^2} T}}.
\] (2.12)
which implies that

$$
\xi_1 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 T^\beta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt \geq \frac{E}{f^2}.
$$

(2.13)

In this section, we need the solution of the direct problem of (1.1)

\[
\begin{cases}
D_t^\beta u(r, t) = \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} + G(r, t), & 0 \leq r \leq R, 0 \leq t \leq T, \\
u(r, 0) = \ell(r), & 0 \leq r \leq R, \\
\lim_{r \to 0} u(r, t) \text{ bounded}, & u(R, t) = 0, \quad 0 \leq t \leq T.
\end{cases}
\]

(2.14)

From [20], by using the Fourier expansion, we know that

\[
\begin{align*}
\sum_{j=1}^{\infty} f_j(t) &= E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 \langle \ell, \psi_j \rangle \\
+ \int_0^t (t-s)^{\beta-1} E_{\beta,\beta} \left( -\left( \frac{j \pi}{R} \right)^2 (t-s)^\beta \right) \langle G(s), \psi_j \rangle ds,
\end{align*}
\]

(3.1)

where \( \psi_j(r) = \frac{\sqrt{2} j \pi}{R^2} J_0(\frac{j \pi r}{R}) \), and \( J_0(y) \) denotes the 0th order spherical Bessel functions of the first kind. Besides, we know that \( \{ \psi_j(r) \}_{j=1}^{\infty} \) from an orthonormal basis in \( L^2([0, T], r^2) \).

### 3 The mild solution of problem (1.1)

**Theorem 3.1** Let \( f \in L^2([0, R]; r^2) \) and \( G \in L^\infty(0, T; L^2([0, R]; r)) \). Let us further assume that

\[
\sum_{j=1}^{\infty} \frac{\langle f, \psi_j \rangle - \xi_1 \int_0^T (T-s)^{\beta-1} E_{\beta,\beta} \left( -\left( \frac{j \pi}{R} \right)^2 (T-s)^\beta \right) \langle G(s), \psi_j \rangle ds}{\xi_1 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 T^\beta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt} < \infty.
\]

(3.1)

Then problem (1.1) has a unique solution \( u \) given as follows:

\[
u(r, t) = \sum_{j=1}^{\infty} \left( \xi_1 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) \frac{\psi_j(r) - \xi_1 \int_0^T (T-s)^{\beta-1} E_{\beta,\beta} \left( -\left( \frac{j \pi}{R} \right)^2 (T-s)^\beta \right) \langle G(s), \psi_j \rangle ds}{\xi_1 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 T^\beta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt} \right)
\]

\[
- \sum_{j=1}^{\infty} \left( \xi_2^2 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) \int_0^T (t-s)^{\beta-1} E_{\beta,\beta} \left( -\left( \frac{j \pi}{R} \right)^2 (t-s)^\beta \right) \langle G(s), \psi_j \rangle ds \right) \psi_j(r)
\]

\[
- \sum_{j=1}^{\infty} \left( \xi_2 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) \int_0^t (t-s)^{\beta-1} E_{\beta,\beta} \left( -\left( \frac{j \pi}{R} \right)^2 (t-s)^\beta \right) \langle G(s), \psi_j \rangle ds \right) \psi_j(r)
\]

\[
+ \sum_{j=1}^{\infty} \left( \xi_2 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) \int_0^t (t-s)^{\beta-1} E_{\beta,\beta} \left( -\left( \frac{j \pi}{R} \right)^2 (t-s)^\beta \right) \langle G(s), \psi_j \rangle ds \right) \psi_j(r).
\]

(3.2)

Then we get the following regularity:

\[
\|u(\cdot, t)\|_{L^2([0, R]; r^2)} \leq 2 M \|f\|_{L^2([0, R]; r^2)} + 2 M \|G\|_{L^\infty(0, T; L^2([0, R]; r^2))}.
\]

(3.3)
Here $\mathcal{M}$, $\overline{\mathcal{M}}$ are defined later. Let $f \in \mathcal{H}^r([0,R]; r^2)$ and $G \in L^2(0,T; \mathcal{H}^r([0,R]; r^2)) \cap L^\infty(0,T; \mathcal{H}^{r+\gamma}([0,R]; r^2))$ for $s > \gamma + 1$, then $u \in L^p(0,T; \mathcal{H}^r([0,R]; r^2))$ and the regularity result holds

$$
\|u(\cdot,t)\|_{L^p(0,T; \mathcal{H}^r([0,R]; r^2))} \lesssim \|f\|_{\mathcal{H}^r([0,R]; r^2)} + \|G\|_{L^\infty(0,T; \mathcal{H}^{r+\gamma}([0,R]; r^2))} + \|G\|_{L^2(0,T; \mathcal{H}^{r-1-\gamma}([0,R]; r^2))}.
$$

(3.4)

Proof From (2.15) and using the nonlocal condition in problem (1.1), we obtain that

$$
\xi_1 u_j(T) = \xi_1 (\ell, \psi_j) E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 T^\beta\right)
+ \xi_1 \int_0^T (T-s)^{\beta-1} E_{\beta,\beta} \left(-\left(\frac{j\pi}{R}\right)^2 (T-s)^\beta\right) \langle G(\cdot,s), \psi_j \rangle \, ds.
$$

(3.5)

By integrating both sides from 0 to $T$ for equation (2.15), we immediately have the following equality:

$$
\xi_j \int_0^T u_j(t) \, dt = \xi_2 (\ell, \psi_j) \int_0^T E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 t^\beta\right) \, dt
+ \xi_2 \int_0^T \left(\int_0^t (t-s)^{\beta-1} E_{\beta,\beta} \left(-\left(\frac{j\pi}{R}\right)^2 (t-s)^\beta\right) \langle G(\cdot,s), \psi_j \rangle \right) \, ds.
$$

(3.6)

From two observations (3.5) and (3.6), we get the following equality:

$$
\xi_1 u_j(T) + \xi_2 \int_0^T u_j(t) \, dt
= (\ell, \psi_j) \left(\xi_1 E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 T^\beta\right) + \xi_2 \int_0^T E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 t^\beta\right) \right)
+ \xi_1 \int_0^T (T-s)^{\beta-1} E_{\beta,\beta} \left(-\left(\frac{j\pi}{R}\right)^2 (T-s)^\beta\right) \langle G(\cdot,s), \psi_j \rangle \, ds
+ \xi_2 \int_0^T \left(\int_0^t (t-s)^{\beta-1} E_{\beta,\beta} \left(-\left(\frac{j\pi}{R}\right)^2 (t-s)^\beta\right) \langle G(\cdot,s), \psi_j \rangle \right) \, ds.
$$

(3.7)

Our next aim is to express the formula of the function $\ell$ in terms of two input data $f$ and $G$. In view of the nonlocal condition as in the last condition of problem (1.1)

$$
\xi_1 u_j(T) + \xi_2 \int_0^T u_j(t) \, dt = f(r),
$$

we find the following identity for the Fourier coefficient of the function $\ell$:

$$
(\ell, \psi_j) = \frac{(f, \psi_j)}{\xi_1 E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 T^\beta\right) + \xi_2 \int_0^T E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 t^\beta\right) \, dt}
- \frac{\xi_1 \int_0^T (T-s)^{\beta-1} E_{\beta,\beta} \left(-\left(\frac{j\pi}{R}\right)^2 (T-s)^\beta\right) \langle G(\cdot,s), \psi_j \rangle \, ds}{\xi_1 E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 T^\beta\right) + \xi_2 \int_0^T E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 t^\beta\right) \, dt}
- \frac{\xi_2 \int_0^T \left(\int_0^t (t-s)^{\beta-1} E_{\beta,\beta} \left(-\left(\frac{j\pi}{R}\right)^2 (t-s)^\beta\right) \langle G(\cdot,s), \psi_j \rangle \right) \, ds}{\xi_1 E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 T^\beta\right) + \xi_2 \int_0^T E_{\beta,1} \left(-\left(\frac{j\pi}{R}\right)^2 t^\beta\right) \, dt}.
$$

(3.8)
Therefore, by taking Fourier series for the term \( u_j(t) \), the formula of the mild solution to problem (1.1) can be given by

\[
\begin{align*}
  u(t, t) &= \sum_{j=1}^{+\infty} \frac{E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 t^\beta \langle f, \psi_j \rangle)}{\xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) + \xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) dt} \psi_j(t) \\
  &\quad - \sum_{j=1}^{+\infty} \frac{\xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 t^\beta) \int_0^T (T - s)^\beta - 1 E_{\beta, \beta}(-\left(\frac{\pi}{R}\right)^2 (T - s)^\beta) (G(s, s), \psi_j) ds \psi_j(t)}{\xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) + \xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) dt} \\
  &\quad + \sum_{j=1}^{+\infty} \int_0^T (t - s)^\beta - 1 E_{\beta, \beta} \left( -\left(\frac{\pi}{R}\right)^2 (t - s)^\beta \right) (G(s, s), \psi_j) ds \psi_j(t).
\end{align*}
\]

Using the inequality \((a + b + c + d)^2 \leq 4(a^2 + b^2 + c^2 + d^2)\), for \(a, b, c, d \geq 0\), we have

\[
\|u\|_{L^2([0,T], x^2)}^2 \leq 4\|A_1(\cdot, t)\|^2_{L^2([0,T], x^2)} + 4\|A_2(\cdot, t)\|^2_{L^2([0,T], x^2)} + 4\|A_3(\cdot, t)\|^2_{L^2([0,T], x^2)} + 4\|A_4(\cdot, t)\|^2_{L^2([0,T], x^2)}.
\]

Now, we give the regularity result of a mild solution. First of all, from Lemma 2.4, it gives

\[
\sup_{j \geq 1} \left| \frac{E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta)}{\xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) + \xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) dt} \right|^2 \leq \frac{\bar{D}_2}{\bar{D}_2} \left( \frac{1}{\Gamma(1 - \beta)} \right)^2 \left( \frac{1}{\left(\frac{\pi}{R}\right)^2 T^\beta} \right)^2 \leq \left( \frac{\bar{D}_2^2}{\bar{D}_2} \right)^2 \left( \frac{R^2}{\pi^2 T^\beta} \right)^2.
\]

From now on, in short, we denote \(M^2(\beta, E, R, \pi, t, \bar{D}_2) = (\bar{D}_2^{\frac{1}{2}} (1 - \beta)^{\frac{1}{4}} (\frac{\pi}{R})^{\frac{3}{2}})^2\). Next, let us evaluate for \(\|A_i(\cdot, t)\|_{L^2([0,T], x^2)}^2\), \(i = 1, \ldots, 4\), one by one.

**Step 1:** Estimate of \(\|A_1(\cdot, t)\|_{L^2([0,T], x^2)}^2\). By using the estimation for (3.11), we have

\[
\|A_1(\cdot, t)\|_{L^2([0,T], x^2)}^2 \leq \sum_{j=1}^{+\infty} \left| \frac{E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta)}{\xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) + \xi E_{\beta, 1}(-\left(\frac{\pi}{R}\right)^2 T^\beta) dt} \right|^2 \leq M^2 \left( \|f\|^2_{L^2([0,T], x^2)} \right).
\]
Step 2: Applying Lemma 2.3 and the estimation of (3.11), \( \|A_2(\cdot,t)\|_{L^2([0,T],\mathbb{R}^2)}^2 \) can be bounded as follows:

\[
\begin{align*}
\|A_2(\cdot,t)\|_{L^2([0,T],\mathbb{R}^2)}^2 & \leq \sum_{j=1}^{\infty} \left[ \frac{\xi_2 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{\xi_1 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \right] \left[ \frac{\xi_2 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{\xi_1 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \right] \left( \int_0^{T} \left( -\left(\frac{2\pi}{R}\right)^2 t^\beta \right) G(s,\psi) \, ds \right)^2 \\
& \leq \mathcal{M}^2 \sum_{j=1}^{\infty} \int_0^{T} \frac{(T-s)^{\beta-1} E_{\beta,\beta} \left( -\left(\frac{2\pi}{R}\right)^2 (T-s)^\beta \right) G(s,\psi) \, ds \right)^2 \\
& \leq \mathcal{M}^2 \xi_2^2 D_5^2 \|G\|_{L^2([0,T],\mathbb{R}^2)}^2.
\end{align*}
\]

(3.13)

Step 3: Similarly, the estimate of \( \|A_3(\cdot,t)\|_{L^2([0,T],\mathbb{R}^2)}^2 \) is given by

\[
\begin{align*}
\|A_3(\cdot,t)\|_{L^2([0,T],\mathbb{R}^2)}^2 & \leq \sum_{j=1}^{\infty} \left[ \frac{\xi_2 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{\xi_1 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \right] \left[ \frac{\xi_2 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{\xi_1 E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \right] \left( \int_0^{T} \frac{(t-s)^{\beta-1} E_{\beta,\beta} \left( -\left(\frac{2\pi}{R}\right)^2 (t-s)^\beta \right) G(s,\psi) \, ds \right)^2 \\
& \leq \mathcal{M}^2 \xi_2^2 T^2 \|G\|_{L^2([0,T],\mathbb{R}^2)}^2.
\end{align*}
\]

(3.14)

Step 4: By using Lemma 2.3, the estimate of \( \|A_4(\cdot,t)\|_{L^2([0,T],\mathbb{R}^2)}^2 \) is given by

\[
\begin{align*}
\|A_4(\cdot,t)\|_{L^2([0,T],\mathbb{R}^2)}^2 & \leq \sum_{j=1}^{\infty} \left[ \frac{\int_0^{T} (t-s)^{\beta-1} E_{\beta,\beta} \left( -\left(\frac{2\pi}{R}\right)^2 (t-s)^\beta \right) G(s,\psi) \, ds \right]^2 \\
& \leq D_5^2 \|G\|_{L^2([0,T],\mathbb{R}^2)}^2.
\end{align*}
\]

(3.15)

Combining (3.12), (3.13), (3.14), and (3.15), we have the estimate

\[
\|u\|_{L^2([0,T],\mathbb{R}^2)}^2 \leq 4 \mathcal{M}^4 \xi_1^2 D_5^2 + 4 \left( \mathcal{M}^2 \xi_2^2 D_5^2 T^2 + \mathcal{M}^2 \xi_2^2 T^2 D_5^2 \right) \|G\|_{L^2([0,T],\mathbb{R}^2)}^2.
\]

(3.16)

Part B: Similar to part A, let us divide this part into the following steps.

Step 1: Estimate for \( \|A_1(\cdot,t)\|_{\mathcal{H}([0,T],\mathbb{R}^2)} \), we have

\[
\begin{align*}
\|A_1(\cdot,t)\|_{\mathcal{H}([0,T],\mathbb{R}^2)}^2 & = \sum_{j=1}^{\infty} \left( \int_0^{T} \frac{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \left( \int_0^{T} \frac{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \right) \left( \int_0^{T} (t-s)^{\beta-1} E_{\beta,\beta} \left( -\left(\frac{2\pi}{R}\right)^2 (t-s)^\beta \right) G(s,\psi) \, ds \right)^2 \\
& \leq \sum_{j=1}^{\infty} \left( \int_0^{T} \frac{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \right) \left( \int_0^{T} \frac{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 t^\beta)}{E_{\beta,1}(-\left(\frac{2\pi}{R}\right)^2 T^\beta)} \right) \left( \int_0^{T} (t-s)^{\beta-1} E_{\beta,\beta} \left( -\left(\frac{2\pi}{R}\right)^2 (t-s)^\beta \right) G(s,\psi) \, ds \right)^2 \\
& \leq (E^2) \frac{D_5^4 R^4}{\pi^4} \int_0^{T} \frac{(t-s)^{\beta-1} E_{\beta,\beta} \left( -\left(\frac{2\pi}{R}\right)^2 (t-s)^\beta \right) G(s,\psi) \, ds \right)^2 \\
& \leq (E^2) \frac{D_5^4 R^4}{\pi^4} \int_0^{T} \frac{(t-s)^{\beta-1} E_{\beta,\beta} \left( -\left(\frac{2\pi}{R}\right)^2 (t-s)^\beta \right) G(s,\psi) \, ds \right)^2.
\end{align*}
\]

(3.17)

Denoting \( \mathcal{F}_1^2 = (E^2) \cdot \frac{D_5^4 R^4}{\pi^4} \), taking the square root on both sides, we have

\[
\|A(\cdot,t)\|_{\mathcal{H}([0,T],\mathbb{R}^2)} \leq \mathcal{F}_1 t^{-\beta} \|f\|_{\mathcal{H}([0,T],\mathbb{R}^2)}.
\]

(3.18)
Step 2: Estimate for $\|A_2(\cdot, t)\|_{H^\gamma([0,R]^2)}$, for any $0 < \gamma < 1$, we receive

$$E_{\beta, \sigma} \left(- \left(\frac{j\pi}{R}\right)^2 (T-s)^{\beta}\right) \leq \frac{D_0}{1 + \left(\frac{j\pi}{R}\right)^2 (T-s)^{\beta}} \leq D_0 \left(\frac{\pi}{R}\right)^{-2\gamma} (j^2)^{-\gamma} (T-s)^{-\beta\gamma}. \quad (3.19)$$

Denoting $F_2 = D_0 (\frac{\pi}{R})^{-2\gamma}$. Therefore, we can find that

$$\|A_2(\cdot, t)\|^2_{H^\gamma([0,R]^2)} \leq \sum_{j=1}^{\infty} (j^2)^2 \left[ \frac{\xi_1 E_{\beta,1}\left(-\left(\frac{j\pi}{R}\right)^2 T^{\beta}\right) \int_0^T (T-s)^{\beta-1} E_{\beta,\sigma} \left(-\left(\frac{j\pi}{R}\right)^2 (T-s)^{\beta}\right) (G(\cdot, s), \psi_j) \, ds \gamma^2}{\xi_1 E_{\beta,1}\left(-\left(\frac{j\pi}{R}\right)^2 T^{\beta}\right) + \xi_2 \int_0^T E_{\beta,1}\left(-\left(\frac{j\pi}{R}\right)^2 T^{\beta}\right) dt} \right]$$

$$\leq \xi_1^2 \sum_{j=1}^{\infty} (j^2)^2 \frac{D_0^2 R^4 j^{2\beta}}{\pi^4} T^{2\beta} \left( \int_0^T (T-s)^{\beta-1} E_{\beta,\sigma} \left(-\left(\frac{j\pi}{R}\right)^2 (T-s)^{\beta}\right) (G(\cdot, s), \psi_j) \, ds \gamma^2 \right)$$

$$\leq \xi_1^2 F_1^2 F_2^2 T^{2\beta} \sum_{j=1}^{\infty} (j^2)^{2\gamma} \left( \int_0^T (T-s)^{\beta-1-\beta\gamma} (G(\cdot, s), \psi_j) \, ds \right)^2. \quad (3.20)$$

Using the Hölder inequality, we get the following estimate:

$$\left( \int_0^T (T-s)^{\beta-1-\beta\gamma} (G(\cdot, s), \psi_j) \, ds \right)^2 \leq \left( \int_0^T (T-s)^{\beta-1-\beta\gamma} \, ds \right) \left( \int_0^T (T-s)^{\beta-1-\beta\gamma} \|G(\cdot, s), \psi_j\|^2 \, ds \right)$$

$$\leq \left( \frac{T^{\beta-\beta\gamma}}{\beta - \beta\gamma} \right) \left( \int_0^T (T-s)^{\beta-1-\beta\gamma} \|G(\cdot, s), \psi_j\|^2 \, ds \right). \quad (3.21)$$

From (3.20) and (3.21), one has the following bound for the second term $A_2(\cdot, t)$:

$$\|A_2(\cdot, t)\|^2_{H^\gamma([0,R]^2)} \leq \xi_1^2 F_1^2 F_2^2 \left( \frac{T^{\beta-\beta\gamma}}{\beta - \beta\gamma} \right)^2 T^{2\beta} \left( \int_0^T (T-s)^{\beta-1-\beta\gamma} \sum_{j=1}^{\infty} (j^2)^{2\gamma} \|G(\cdot, s), \psi_j\|^2 \, ds \right)$$

$$\leq \xi_1^2 F_1^2 F_2^2 \left( \frac{T^{\beta-\beta\gamma}}{\beta - \beta\gamma} \right)^2 T^{2\beta} \|G\|^2_{L^\infty([0,T]; H^{\gamma-\gamma}([0,R]^2))}. \quad (3.22)$$

From (3.22), we conclude that

$$\|A_2(\cdot, t)\|_{H^\gamma([0,R]^2)} \leq \xi_1 F_1 F_2 \left( \frac{T^{\beta-\beta\gamma}}{\beta - \beta\gamma} \right) T^{\beta} \|G\|_{L^\infty([0,T]; H^{\gamma-\gamma}([0,R]^2))}. \quad (3.23)$$
Step 3: Estimate for \( \|A_3(\cdot,t)\|_{\mathcal{H}^r([0,T];\mathbb{R}^2)} \), by using (3.19), we receive

\[
\begin{aligned}
\|A_3(\cdot,t)\|^2_{\mathcal{H}^r([0,T];\mathbb{R}^2)} &
\leq \xi_2^2 \mathcal{F}_1^2 \sum_{j=1}^{\infty} \langle f^2 \rangle^{2n-2} t^{-2\beta} \left( \int_0^T \left( \int_0^t \left( t-s \right)^{\beta-1} E_{\beta,\beta} \left( \frac{\langle j \pi \rangle^2}{R} \right) (G(\cdot,s), \psi_j) \right) dt \right)^2,
\end{aligned}
\]

(3.24)

By applying the Hölder inequality and denoting \( 0 < \gamma < \min\{1, \frac{1}{\gamma} \} \), we find the following bound:

\[
\begin{aligned}
\left| \int_0^T \left( \int_0^t \left( t-s \right)^{\beta-1} E_{\beta,\beta} \left( \frac{\langle j \pi \rangle^2}{R} \right) (G(\cdot,s), \psi_j) \right) dt \right|
&\leq D_0 \langle j^2 \rangle^{-\gamma} \int_0^T \left( \int_0^t \left( t-s \right)^{-2\gamma \beta} ds \right)^{1/2} \left( \int_0^T \|G(\cdot,s), \psi_j\|^2 ds \right)^{1/2} \frac{1}{\gamma} \int_0^T \|G(\cdot,s), \psi_j\|^2 ds \frac{1}{\gamma} \int_0^T \langle j^2 \rangle^{-\gamma} \|G(\cdot,s), \psi_j\|^2 ds \frac{1}{\gamma} \int_0^T \langle j^2 \rangle^{-\gamma} \|G(\cdot,s), \psi_j\|^2 ds,
\end{aligned}
\]

(3.25)

From (3.24), with \( \mathcal{F}_3^2 = \xi_2^2 \mathcal{F}_1^2 \mathcal{T} D_0^{\left( \frac{1}{\gamma} \right)} \), by two above observations, we deduce that

\[
\begin{aligned}
\|A_3(\cdot,t)\|^2_{\mathcal{H}^r([0,T];\mathbb{R}^2)} &\leq \mathcal{F}_3^2 t^{-2\beta} \sum_{j=1}^{\infty} \left( \int_0^T \langle j^2 \rangle^{2n-2} \|G(\cdot,s), \psi_j\|^2 \right)
\leq \mathcal{F}_3^2 t^{-2\beta} \|G\|_{L^2(0,T;\mathcal{H}^r([0,T];\mathbb{R}^2))}^2.
\end{aligned}
\]

(3.26)

Step 4: Estimate for \( \|A_4(\cdot,t)\|_{\mathcal{H}^r([0,T];\mathbb{R}^2)} \), using (3.19) and by applying the Hölder inequality, \( \|A_4(\cdot,t)\|_{\mathcal{H}^r([0,T];\mathbb{R}^2)} \) can be bounded as follows:

\[
\begin{aligned}
\|A_4(\cdot,t)\|^2_{\mathcal{H}^r([0,T];\mathbb{R}^2)} &\leq \sum_{j=1}^{\infty} \left( \int_0^t \left( t-s \right)^{\beta-1} E_{\beta,\beta} \left( \frac{\langle j \pi \rangle^2}{R} \right) (G(\cdot,s), \psi_j) ds \right)^2
\leq \mathcal{F}_2^2 \sum_{j=1}^{\infty} \langle j^2 \rangle^{2n-2} \left( \int_0^t \left( t-s \right)^{\beta-1-\gamma} \|G(\cdot,s), \psi_j\| ds \right)^2
\leq \mathcal{F}_2^2 \sum_{j=1}^{\infty} \langle j^2 \rangle^{2n-2} \left( \int_0^t \left( t-s \right)^{\beta-1-\gamma} ds \right) \times \left( \int_0^t \left( t-s \right)^{\beta-1-\gamma} \|G(\cdot,s), \psi_j\| ds \right)
\leq \mathcal{F}_2^2 \left( \frac{T^{\beta-\beta \gamma}}{\beta - \beta \gamma} \right) \left( \int_0^t \left( t-s \right)^{\beta-1-\gamma} \sum_{j=1}^{\infty} \langle j^2 \rangle^{2n-2} \|G(\cdot,s), \psi_j\| ds \right)
\leq \mathcal{F}_2^2 \left( \frac{T^{\beta-\beta \gamma}}{\beta - \beta \gamma} \right) \|G\|^2_{L^2(0,T;\mathcal{H}^r([0,T];\mathbb{R}^2))}.
\end{aligned}
\]

(3.27)
Combining four steps as above, we conclude that

\[
\|u(\cdot, t)\|_{H^1([0,T]; l^2)}^p
\leq F_1 t^{-\beta} \|f\|_{H^1([0,T]; l^2)} + \xi_1 F_2 t^{\beta-\beta' \gamma} \|G\|_{L^\infty([0,T]; H^{\alpha-\gamma}([0,T]; l^2))} \\
+ F_3 t^{-\beta} \|G\|_{L^2([0,T]; H^{\alpha-1-\gamma}([0,T]; l^2))} + F_2 \left( \frac{T^{\beta-\beta' \gamma}}{\beta - \beta' \gamma} \right) \|G\|_{L^\infty([0,T]; H^{\alpha-\gamma}([0,T]; l^2))}.
\]

(3.28)

From (3.28), by choosing \( 1 < p < \frac{1}{\beta} \), then the integral \( \int_0^T t^{-\beta p} dt \) is convergent, we have a comment as follows:

\[
\|u\|_{L^p([0,T]; H^1([0,T]; l^2))} \leq \left( \int_0^T t^{-\beta p} dt \right)^{\frac{1}{p}} F_1 \|f\|_{H^1([0,T]; l^2)} \\
+ \left( \int_0^T t^{-\beta p} dt \right)^{\frac{1}{p}} \xi_1 F_2 \left( \frac{T^{\beta-\beta' \gamma}}{\beta - \beta' \gamma} \right) \|G\|_{L^\infty([0,T]; H^{\alpha-\gamma}([0,T]; l^2))} \\
+ \left( \int_0^T t^{-\beta p} dt \right)^{\frac{1}{p}} F_3 \|G\|_{L^2([0,T]; H^{\alpha-1-\gamma}([0,T]; l^2))} \\
+ \left( \int_0^T t^{-\beta p} dt \right)^{\frac{1}{p}} F_2 \left( \frac{T^{\beta-\beta' \gamma}}{\beta - \beta' \gamma} \right) \|G\|_{L^\infty([0,T]; H^{\alpha-\gamma}([0,T]; l^2))},
\]

(3.29)

this implies that

\[
\|u\|_{L^p([0,T]; H^1([0,T]; l^2))} \lesssim \|f\|_{H^1([0,T]; l^2)} + \|G\|_{L^\infty([0,T]; H^{\alpha-\gamma}([0,T]; l^2))} \\
+ \|G\|_{L^2([0,T]; H^{\alpha-1-\gamma}([0,T]; l^2))}.
\]

(3.30)

4 Ill-posedness and conditional stability of problem (1.1)

4.1 The ill-posedness of problem (1.1)

Theorem 4.1 The inverse problem (1.1) is ill-posed in the case \( t = 0 \).

Proof A linear operator \( \mathcal{K} : L^2([0,R]; l^2) \to L^2([0,R]; l^2) \) is as follows:

\[
\mathcal{K}\ell(r) = \sum_{j=1}^{\infty} \left[ \xi_1 E_{\beta,1} \left( -\left( \frac{j\pi}{R} \right)^2 t^\beta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j\pi}{R} \right)^2 t^\beta \right) dt \right] \ell, \psi_j \psi_j(r) \\
= \int_{\Omega} \ell(v) p(r, v) \psi_j(v) dv,
\]

(4.1)

where

\[
p(r, v) = \sum_{j=1}^{\infty} \left[ \xi_1 E_{\beta,1} \left( -\left( \frac{j\pi}{R} \right)^2 t^\beta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j\pi}{R} \right)^2 t^\beta \right) dt \right] \psi_j(r) \psi_j(v).
\]
On the other hand, because of \( L \), we know \( K \) is a self-adjoint operator. Next, we are going to prove its compactness and consider the finite rank operators as follows:

\[
K_N \ell(r) = \sum_{j=1}^{N} \left[ \xi_1 E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 T^\beta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j \pi}{R} \right)^2 t^\beta \right) dt \right] \ell, \psi_j) \psi_j(r). \tag{4.2}
\]

From (4.2), using the inequality \((a + b)^2 \leq 2(a^2 + b^2), a, b \geq 0\), we have

\[
\|K_N \ell - K_\ell\|_{L^2([0, R]; R^2)} \leq \sum_{j=N+1}^{\infty} \frac{E^2}{j^2} \| \ell, \psi_j\|^2 \leq \frac{E^2}{N} \| \ell\|^2_{L^2([0, R]; R^2)}, \tag{4.3}
\]

Therefore, \( \|K_N \ell - K_\ell\|_{L^2([0, R]; R^2)} \) in the sense of operator norm in \( L(L^2([0, R]; R^2); L^2([0, R]; r^2)) \) as \( N \to \infty \). Also, \( K \) is a compact operator. Next, the SVDs for the linear self-adjoint compact operator \( K \) is \( K_\ell = f \), and by Kirsch [34], we conclude that the problem is ill-posed. Next, we continue to give an example for ill-posedness. In here, we assume \( f \in L^2([0, R]; r^2) \) and \( G \in L^\infty(0, T; L^2([0, R]; r^2)) \) and \( f = G = 0 \). In here, we choose

\[
f_k(r) = \frac{\psi_k(r)}{k}, \quad G_k(r, s) = (T-s)^2 E_{\beta,1} \left( -\left( \frac{k \pi}{R} \right)^2 (T-s)^\beta \right) \psi_k(r), \quad 0 < s < T. \tag{4.4}
\]

Let us choose input final data \( f = 0 \), we know that an error in the \( L^2([0, R]; r^2) \) norm between two input final data is as follows:

\[
\|f_k - f\|_{L^2([0, R]; r^2)} = \frac{\|\psi_k(\cdot)\|_{L^2([0, R]; r^2)}}{k} = \frac{1}{k},
\]

this yields \( \lim_{k \to \infty} \|f_k - f\|_{L^2([0, R]; r^2)} = \lim_{k \to \infty} \frac{1}{k} = 0 \). \tag{4.5}

On the other hand, because of \( \beta \in (0, 1) \), one has

\[
\|G_k - G\|_{L^\infty(0, T; L^2([0, R]; r^2))} \leq \left\| \frac{T^2 D_k}{1 + \left( \frac{k \pi}{R} \right)^2 T^\beta} \right\|_{L^\infty(0, T; L^2([0, R]; r^2))} \leq \left( \frac{R^2}{\pi^2} \right) \frac{T^2 D_k}{k^2} \to 0 \quad \text{as} \quad k \to \infty. \tag{4.6}
\]

Combining (4.5) and (4.6) yields that

\[
\|f_k - f\|_{L^2([0, R]; r^2)} + \|G_k - G\|_{L^\infty(0, T; L^2([0, R]; r^2))} \to 0, \quad \text{if} \quad k \to \infty. \tag{4.7}
\]

Setting \( u_k(r, 0) \) is the solution of (1.1), we obtain

\[
u_k(r, 0) = \frac{f_k(r) - \int_0^T (T-s)^\beta E_{\beta,1} \left( -\left( \frac{k \pi}{R} \right)^2 (T-s)^\beta \right) G_k(r, s) ds}{\xi_1 E_{\beta,1} \left( -\left( \frac{k \pi}{R} \right)^2 T^\beta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{k \pi}{R} \right)^2 t^\beta \right) dt}. \tag{4.8}
\]
Using the inequality $|a - b| > |a| - |b|$, we know that

\[
|u_k(\cdot, 0)| \geq \left| \frac{f_k}{\xi_1 E_{\beta,1}(-(\frac{k\pi}{R})^2 T^\beta)} + \xi_2 \int_0^T E_{\beta,1}(-(\frac{k\pi}{R})^2 t^\beta) dt \right| - \left| \frac{\int_0^T (T-s)^{\beta-1} E_{\beta,\beta}(-(\frac{k\pi}{R})^2 (T-s)^\beta) G_k(\cdot, s) ds}{\xi_1 E_{\beta,1}(-(\frac{k\pi}{R})^2 T^\beta)} + \xi_2 \int_0^T E_{\beta,1}(-(\frac{k\pi}{R})^2 t^\beta) dt \right|.
\]  

From (4.9), we get

\[
|u_k(\cdot, 0)| + \left| \frac{\int_0^T (T-s)^{\beta-1} E_{\beta,\beta}(-(\frac{k\pi}{R})^2 (T-s)^\beta) G_k(\cdot, s) ds}{\xi_1 E_{\beta,1}(-(\frac{k\pi}{R})^2 T^\beta)} + \xi_2 \int_0^T E_{\beta,1}(-(\frac{k\pi}{R})^2 t^\beta) dt \right| \geq \left| \frac{f_k}{\xi_1 E_{\beta,1}(-(\frac{k\pi}{R})^2 T^\beta)} + \xi_2 \int_0^T E_{\beta,1}(-(\frac{k\pi}{R})^2 t^\beta) dt \right|.
\]  

Applying the inequality $(a + b)^2 \leq 2(a^2 + b^2)$, $\forall a, b \geq 0$ and Hölder's inequality, we get

\[
\left| \frac{f_k}{\xi_1 E_{\beta,1}(-(\frac{k\pi}{R})^2 T^\beta)} + \xi_2 \int_0^T E_{\beta,1}(-(\frac{k\pi}{R})^2 t^\beta) dt \right|^2 \leq 2 |u_k(\cdot, 0)|^2 + 2T \int_0^T \left| \frac{-(\frac{k\pi}{R})^2 (T-s)^\beta) G_k(\cdot, s)}{\xi_1 E_{\beta,1}(-(\frac{k\pi}{R})^2 T^\beta)} + \xi_2 \int_0^T E_{\beta,1}(-(\frac{k\pi}{R})^2 t^\beta) dt \right|^2 ds.
\]  

Combining (4.4), (4.5), and (4.6), we obtain

\[
\frac{k^2}{E} \leq 2 \left\| u_k(\cdot, 0) \right\|_{L^2((0,T); \mathbb{R}^2)}^2 + \frac{2TK^4}{E^2} \int_0^T \left| \frac{-(\frac{k\pi}{R})^2 (T-s)^\beta) G_k(\cdot, s)}{\xi_1 E_{\beta,1}(-(\frac{k\pi}{R})^2 T^\beta)} + \xi_2 \int_0^T E_{\beta,1}(-(\frac{k\pi}{R})^2 t^\beta) dt \right|^2 ds.
\]  

From the aforementioned inequality, we get the following estimate:

\[
\frac{k^2}{E} \leq 2 \left\| u_k(\cdot, 0) \right\|_{L^2((0,T); \mathbb{R}^2)}^2 + \frac{2TR^4\bar{D}_4}{\pi^8 E^2} \frac{1}{k^4 T} \int_0^T (T-s)^{1-\beta} \right|^2 ds.
\]  

Hence, we come up with the estimate

\[
\frac{k^2}{E} \leq 2 \left\| u_k(\cdot, 0) \right\|_{L^2((0,T); \mathbb{R}^2)}^2 + \frac{1}{k^4} \frac{2TR^4\bar{D}_4}{\pi^8 E^2} \int_0^T (T-s)^2 ds,
\]  

which allows us to give that

\[
\frac{k^2}{E} \leq 2 \left\| u_k(\cdot, 0) \right\|_{L^2((0,T); \mathbb{R}^2)}^2 + \frac{1}{k^4} \frac{2TR^4\bar{D}_4}{\pi^8 E^2}.
\]  

Using the inequality $\sqrt{a^2 + b^2} \leq a + b$, $\forall a, b \geq 0$, one has

\[
\frac{k}{E} \leq \sqrt{2} \left\| u_k(\cdot, 0) \right\|_{L^2((0,T); \mathbb{R}^2)}^2 + \frac{1}{k^2} \sqrt{\frac{2TR^4\bar{D}_4}{\pi^8 E^2}}.
\]
Therefore, we have that

$$\|u(\cdot, 0)\|_{L^2([0, r], \mathbb{R}^2)} \geq \frac{k}{\sqrt{2\pi^2}} - \frac{1}{k^2} \sqrt{\frac{2T^4 R^8 D_4}{\pi^4 E^2}} \rightarrow \infty, \quad \text{if } k \rightarrow \infty. \quad (4.17)$$

Thus, problem (4.8) is, in general, ill-posed in the Hadamard sense in the $L^2([0, R]; r^2)$-norm.

4.2 The conditional stability of the solution for problem (1.1)

**Theorem 4.2** Let us assume that $u(\cdot, 0) \in \mathcal{H}^s([0, R]; r^2)$ for some $s > 0$ satisfying the following a priori bound condition:

$$\|u(\cdot, 0)\|_{\mathcal{H}^s([0, R], r^2)} \leq C. \quad (4.18)$$

Then we have

$$\|u(\cdot, 0)\|_{L^2([0, R], r^2)} \leq S(s, f, G) C^{\frac{1}{\lambda_T}}, \quad (4.19)$$

where

$$S(s, f, G) = (2\|f\|_{L^2([0, R], r^2)} + 2D_5 \|G\|_{L^\infty([0, T], L^2([0, T], r^2))})^{\frac{1}{\lambda_T}}. \quad (4.20)$$

**Proof** By using Parseval’s equality, we obtain that

$$\|u(\cdot, 0)\|_{L^2([0, R], r^2)}^2 = \sum_{j=1}^{+\infty} \left| \left( f(\cdot, \psi_j) - \xi_1 \int_0^T \xi_2 \int_0^T (T-s)^{\beta-1} E_{\beta, \beta} \left( -\frac{j\pi}{R} \right)^2 (T-s)^{\beta} \xi_3 (\cdot, s) \psi_j \, ds \right| \left| \xi_4 E_{\beta, 1} \left( -\frac{j\pi}{R} \right)^2 T^{\beta} \xi_5 + \xi_2 \int_0^T E_{\beta, 1} \left( -\frac{j\pi}{R} \right)^2 T^{\beta} \xi_7 \right| dt \right|^2$$

$$\leq \sum_{j=1}^{+\infty} \left( \left| \left( f(\cdot, \psi_j) - \xi_1 \int_0^T \xi_2 \int_0^T (T-s)^{\beta-1} E_{\beta, \beta} \left( -\frac{j\pi}{R} \right)^2 (T-s)^{\beta} \xi_3 (\cdot, s) \psi_j \, ds \right| \left| \xi_4 E_{\beta, 1} \left( -\frac{j\pi}{R} \right)^2 T^{\beta} \xi_5 + \xi_2 \int_0^T E_{\beta, 1} \left( -\frac{j\pi}{R} \right)^2 T^{\beta} \xi_7 \right| dt \right|^2 \right)^{\frac{1}{\lambda_T}}$$

$$\leq \sum_{j=1}^{+\infty} \left( 2 \left| f(\cdot, \psi_j) \right|^2 + 2 \xi_1 \left| \int_0^T (T-s)^{\beta-1} E_{\beta, \beta} \left( -\left( \frac{j\pi}{R} \right)^2 (T-s)^{\beta} \xi_3 \xi_6 (\cdot, s) \psi_j \, ds \right| \right|^2 \right)^{\frac{1}{\lambda_T}} \leq Q_1^{\frac{1}{\lambda_T}} \times Q_2^{\frac{1}{\lambda_T}}. \quad (4.21)$$

The term $Q_1$ can be estimated by using Lemma 2.4 as follows:

$$Q_1 = \sum_{j=1}^{+\infty} \left( \left| \left( f(\cdot, \psi_j) - \xi_1 \int_0^T \xi_2 \int_0^T (T-s)^{\beta-1} E_{\beta, \beta} \left( -\frac{j\pi}{R} \right)^2 (T-s)^{\beta} \xi_3 (\cdot, s) \psi_j \, ds \right| \left| \xi_4 E_{\beta, 1} \left( -\frac{j\pi}{R} \right)^2 T^{\beta} \xi_5 + \xi_2 \int_0^T E_{\beta, 1} \left( -\frac{j\pi}{R} \right)^2 T^{\beta} \xi_7 \right| dt \right|^2 \right)^{\frac{1}{\lambda_T}}$$

$$\leq \sum_{j=1}^{+\infty} \left( \frac{(2j)^2}{R^2} \left| u(\cdot, 0) \right|^2 \right)^{\frac{1}{\lambda_T}} \leq \frac{1}{E^2} \|u(\cdot, 0)\|_{\mathcal{H}^s([0, R], r^2)}^2. \quad (4.22)$$
The term $Q_2$ can be bounded as follows:

$$Q_2^2 \leq 2 \sum_{j=1}^{\infty} \left| \langle f, \psi_j \rangle \right|^2 + 2 \xi_2^2 \sum_{j=1}^{\infty} \left| \int_0^T (T-s)^{\alpha-1} E_{\beta,\beta} \left( -\left( \frac{j\pi}{R} \right)^2 (T-s)^{\beta} \right) (G(\cdot, s), \psi_j) ds \right|^2$$

$$\leq 2\|f\|_{L^2([0,T]^2)}^2 + 2\xi_2^2 \|G\|_{L^\infty(0,T;L^2([0,T]^2))}^2.$$  

Combining (4.21)–(4.23), we complete the proof.  

## 5 The fractional Tikhonov method and convergence rate

### 5.1 The fractional Tikhonov method

In this section, we apply the fractional Tikhonov method given by Morigui [35]. From now on, we denote

$$\Theta_{\beta,\delta}^{x_1, \beta_2}(\pi, R, T) = \xi_1 E_{\beta,1} \left( -\left( \frac{j\pi}{R} \right)^2 T^\delta \right) + \xi_2 \int_0^T E_{\beta,1} \left( -\left( \frac{j\pi}{R} \right)^2 t^\delta \right) dt,$$

we propose the following regularized solution with exact data $(f, G)$:

$$\mathcal{P}_{a,\delta}(r) = \sum_{j=1}^{\infty} \left| \Theta_{\beta,\delta}^{x_1, \beta_2}(\pi, R, T) \right|^{-1} \left[ \left| \Theta_{\beta,\delta}^{x_1, \beta_2}(\pi, R, T) \right|^2 \left( \xi_1, \psi_j \right) \right] (\Xi, \psi_j) \psi_j(r),$$  

in which

$$\Xi(r) = \sum_{j=1}^{\infty} \left| \Theta_{\beta,\delta}^{x_1, \beta_2}(\pi, R, T) \right|^{-1} \left[ \left| \Theta_{\beta,\delta}^{x_1, \beta_2}(\pi, R, T) \right|^2 \left( \xi_1, \psi_j \right) \right] (\Xi, \psi_j) \psi_j(r).$$  

However, if the measured data $\{f, G\}$ are noisy by $\{f_\epsilon, G_\epsilon\}$, then we get

$$\mathcal{P}_{a,\delta}^{\epsilon}(r) = \sum_{j=1}^{\infty} \left| \Theta_{\beta,\delta}^{x_1, \beta_2}(\pi, R, T) \right|^{-1} \left[ \left| \Theta_{\beta,\delta}^{x_1, \beta_2}(\pi, R, T) \right|^2 \left( \xi_1, \psi_j \right) \right] (\Xi^\epsilon, \psi_j) \psi_j(r),$$  

in which

$$\Xi^\epsilon(r) = \sum_{j=1}^{\infty} \left| f^\epsilon, \psi_j \right| \psi_j(r)$$

$$- \xi_1 \int_0^T (T-s)^{\alpha-1} E_{\beta,\beta} \left( -\left( \frac{j\pi}{R} \right)^2 (T-s)^{\beta} \right) (G^\epsilon(\cdot, s), \psi_j) ds \psi_j(r),$$

where $\delta \in (\frac{1}{2}; 1]$ and $\alpha > 0$. Noting that when $\delta = 1$, the fractional Tikhonov method becomes a standard Tikhonov regularization.
Lemma 5.1 Let $\delta \in \left(\frac{1}{2}; 1\right]$, we have

$$
\sup_{j=0}^{\infty} \left| \Theta_{\alpha}^{j,2}(\pi, R, T) \right|^{-1} \left[ \frac{|\Theta_{\alpha}^{j,2}(\pi, R, T)|^2}{|\Theta_{\alpha}^{j,2}(\pi, R, T)|^2 + \alpha} \right]^\delta \leq Z_\delta^2 \alpha^{-\frac{1}{2}},
$$

(5.5)

with $Z$ depending on $\delta$.

\begin{proof}
The proof of lemma can be found in [36]. \hfill \square
\end{proof}

5.2 An a priori parameter choice rule

Let us consider the operator

$$
Q_\alpha(\pi, R, T)(t) := \sum_{j=1}^{\infty} \left| \Theta_{\alpha}^{j,2}(\pi, R, T) \right|^{-1} \left[ \frac{|\Theta_{\alpha}^{j,2}(\pi, R, T)|^2}{|\Theta_{\alpha}^{j,2}(\pi, R, T)|^2 + \alpha} \right]^\delta \langle v, \psi_j \rangle \psi_j(t),
$$

(5.6)

for $v \in L^2([0, R]; r^2)$ and $0 \leq t \leq T$.

By applying the fractional Tikhonov method, we can see that

$$
u_{\alpha,\beta}(r, 0)
\begin{aligned}
&= \sum_{j=1}^{\infty} \left| \Theta_{\alpha}^{j,2}(\pi, R, T) \right|^{-1} \left[ \frac{|\Theta_{\alpha}^{j,2}(\pi, R, T)|^2}{|\Theta_{\alpha}^{j,2}(\pi, R, T)|^2 + \alpha} \right]^\delta \\
& \times \left[ f, \psi_j \right] - \xi_1 \int_0^T (T - s)^{\beta-1} E_{\beta,\beta} \left( -\frac{\pi}{R} \right)^2 (T - s) \beta \right] (G(s, s), \psi_j) ds \right] \psi_j(r).
\end{aligned}
$$

(5.7)

By choosing the regularization parameter $\alpha$, the following theorem gives that the choice $\alpha$ is valid by using suitable assumptions. In order to give error estimate, let us assume that $\|\Xi\|_{H^2([0, R]; r^2)} \leq C$ for any $s > 0$, where $C$ is a positive constant. Before going to the main theorem, we have auxiliary lemmas as follows.

Lemma 5.2 For some positive constant, we get

$$
\frac{\alpha}{\lambda^{2-2k}} \leq \begin{cases} \frac{k^{(1-k)^2-1}}{\lambda^{2k}} \alpha^k, & \text{if } 0 < k < 1, \\
\frac{1}{\lambda^{2k\alpha^{2-k}}} \alpha, & \text{if } k \geq 1. \end{cases}
$$

(5.8)

\begin{proof}
This lemma is proven similarly [36]. \hfill \square
\end{proof}

Theorem 5.3 Let $f \in L^2([0, R]; r^2)$ and $G \in L^\infty([0, T]; L^2([0, R]; r^2))$, inside $\Theta$ performed as in the digital formula (5.2), and if we choose the parameter regularization

$$
\alpha = \begin{cases} \left( \frac{s}{s} \right)^{\frac{2}{\pi}}, & \text{if } 0 < s < 1, \\
\left( \frac{s}{s} \right)^{\frac{1}{1-s}}, & \text{if } s \geq 1. \end{cases}
$$

then it gives:

- If $0 < s < 1$, then we have

$$
\|u_{\alpha,\beta}^\epsilon(\cdot, 0) - u(\cdot, 0)\|_{L^2([0, R]; r^2)} \text{ is of order } \epsilon^{\frac{2}{\pi}}.
$$

(5.9)
If $s \geq 1$, then we have
\[
\| u_{a,b}^s (\cdot, 0) - u (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)} \text{ is of order } \varepsilon^{\frac{1}{2}}.
\] (5.10)

**Proof** From the triangle inequality, we have
\[
\| u_{a,b}^s (\cdot, 0) - u (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)} \leq \| u_{a,b}^s (\cdot, 0) - u_{a,b} (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)} + \| u_{a,b} (\cdot, 0) - u (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)}. 
\] (5.11)

First of all, we have the estimate $\| u_{a,b}^s (\cdot, 0) - u_{a,b} (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)}$. Now, using the inequality $(a + b)^2 \leq 2(a^2 + b^2)$ gives
\[
\begin{align*}
\| u_{a,b}^s (\cdot, 0) - u_{a,b} (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)}^2 & \leq 2 \sum_{j=1}^{\infty} |\Theta_{R, \hat{R}}^{1, 22} (\pi, R, T)|^{-2} \left[ \frac{|\Theta_{R, \hat{R}}^{1, 22} (\pi, R, T)^2|}{|\Theta_{R, \hat{R}}^{1, 22} (\pi, R, T)^2 + \alpha|} \right]^{2 \delta} \\
& \quad \times \left( |f - f^\varepsilon, \psi_j| \right)^2 \\
& \quad + \varepsilon^{\frac{1}{2}} \int_0^T (T - s)^{\varepsilon - 1} E_{R, \hat{R}} \left[ \left( \frac{T}{R} \right)^{\frac{2}{\varepsilon}} - \left( \frac{T}{R} \right)^{\frac{2}{\varepsilon}} \right] (G (s) - G^\varepsilon (s, \pi, \psi_j)) ds \right)^2.
\end{align*}
\] (5.12)

From (5.12), applying Lemma 2.3 and the estimate of (1.3), it is easy to see that
\[
\| u_{a,b}^s (\cdot, 0) - u_{a,b} (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)} \leq 2 \varepsilon^{\frac{1}{2}} R^{-1} \left\{ (f - f^\varepsilon) \| f^\varepsilon \|_{L^2 ([0, \infty], \mathbb{R}^d)}^2 \\
& \quad + \varepsilon^{\frac{1}{2}} \| G^\varepsilon - G \|_{L^2 ([0, T], L^2 ([0, \infty], \mathbb{R}^d))}^2 \right\}. 
\] (5.13)

Hence, we conclude that
\[
\| u_{a,b}^s (\cdot, 0) - u_{a,b} (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)} \leq 2 \varepsilon^{\frac{1}{2}} R^{-1} \left\{ 1 + \varepsilon^{\frac{1}{2}} \right\}^2. 
\] (5.14)

Moreover, with $\langle \Xi, \psi_j \rangle$ defined in (5.2), we also get
\[
\| u_{a,b} (\cdot, 0) - u (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)}^2 \leq \sum_{j=1}^{\infty} \left| \Theta_{R, \hat{R}}^{1, 22} (\pi, R, T) \right|^{-2} \left[ 1 - \frac{|\Theta_{R, \hat{R}}^{1, 22} (\pi, R, T)^2|}{|\Theta_{R, \hat{R}}^{1, 22} (\pi, R, T)^2 + \alpha|} \right]^{2 \delta} \left| \langle \Xi, \psi_j \rangle \right|^2. 
\] (5.15)

From the definition of $\| \Xi (\cdot) \|_{H^s ([0, \infty], \mathbb{R}^d)} \leq C$, for any $s > 0$, $\delta \in (\frac{1}{2}, 1]$, we obtain
\[
\| u_{a,b} (\cdot, 0) - u (\cdot, 0) \|_{L^2 ([0, \infty], \mathbb{R}^d)} \leq \sup_{j \geq 1} \left[ \frac{\alpha (j^2 - 2) \left| \langle \Xi, \psi_j \rangle \right|^2}{E^2 + \alpha j^2} \right] C^2 \\
\leq \sup_{j \geq 1} \left[ \frac{\alpha (j^2 - 2) \left| \langle \Xi, \psi_j \rangle \right|^2}{E^2 + \alpha j^2} \right] C^2. 
\] (5.16)
Applying Lemma 5.2 and Lemma 2.4, where we used \(|\Theta_{\beta_j}(\pi, R, T)|^2 \geq \frac{E^2}{R^2}\), we get

\[
\sup_{j \geq 1} \left[ \frac{\alpha(j^2)^{-2s}}{|\Theta_{\beta_j}(\pi, R, T)|^2 + \alpha} \right] \leq \sup_{j \geq 1} \left[ \frac{\alpha(j^2)^{-2s}}{E^2 + \alpha^2} \right] \leq \begin{cases} 
\frac{s(1-s)^{-1-s}}{E^2} \alpha^s, & \text{if } 0 < s < 1, \\
\frac{1}{E^2} \alpha, & \text{if } s \geq 1.
\end{cases}
\]  

(5.17)

Combining (5.15), (5.16), and (5.17), we obtain

\[
\|u_{\alpha, \delta}(\cdot, 0) - u(\cdot, 0)\|_{L^2([0, R]; \mathbb{R}^2)} \leq \begin{cases} 
\frac{s(1-s)^{-1-s}}{E^2} \alpha^s, & \text{if } 0 < s < 1, \\
\frac{1}{E^2} \alpha^2, & \text{if } s \geq 1.
\end{cases}
\]  

(5.18)

From (5.14) and (5.18), combining the inequality \(\sqrt{a^2 + b^2} \leq a + b\), \(\forall a, b \geq 0\), we deduce that

\[
\|u_{\alpha, \delta}(\cdot, 0) - u(\cdot, 0)\|_{L^2([0, R]; \mathbb{R}^2)} \leq 2 \frac{1}{E^2} \alpha \leq 2 \left(1 + \frac{1}{E^2} \right)^{\frac{1}{2}} \left(1 + \frac{1}{E^2} \right)^{\frac{1}{2}} \left(1 + \frac{1}{E^2} \right)^{\frac{1}{2}} + \begin{cases} 
\frac{s(1-s)^{-1-s}}{E^2} \alpha^s, & \text{if } 0 < s < 1, \\
\frac{1}{E^2} \alpha^2, & \text{if } s \geq 1.
\end{cases}
\]  

(5.19)

Choose the regularization parameter \(\alpha\) as

\[
\alpha = \begin{cases} 
\left(\frac{s}{\pi}\right)^\frac{2}{\pi}, & \text{if } 0 < s < 1, \\
\left(\frac{s}{\pi}\right)^\frac{1}{\pi}, & \text{if } s \geq 1.
\end{cases}
\]  

(5.20)

then we have:

- If \(0 < s < 1\), then we have the following estimate:

\[
\|u_{\alpha, \delta}(\cdot, 0) - u(\cdot, 0)\|_{L^2([0, R]; \mathbb{R}^2)} \text{ is of order } \epsilon \frac{2}{\pi}.
\]  

(5.21)

- If \(s \geq 1\), then we have the following estimate:

\[
\|u_{\alpha, \delta}(\cdot, 0) - u(\cdot, 0)\|_{L^2([0, R]; \mathbb{R}^2)} \text{ is of order } \epsilon \frac{1}{\pi}.
\]  

(5.22)

The proof is completed. \(\Box\)

### 5.3 An a posteriori parameter choice rule

In this subsection, considering the choice of the a posteriori regularization parameter in Morozov’s discrepancy principle, [37] we choose the regularization parameter \(\alpha\) such that

\[
\|K^p_{\alpha, \delta} - \Xi \|_{L^2([0, R]; \mathbb{R}^2)} = \zeta \epsilon,
\]  

(5.23)

where \(\|\Xi\|_{L^2([0, R]; \mathbb{R}^2)} \geq \zeta \epsilon, \zeta > 1\) depends on \(\epsilon\).
Lemma 5.4 For some positive constants \( k, \alpha, N, \zeta \), we get

\[
\frac{\alpha \zeta^{-k+1}}{N^2 + a \zeta^2} \leq \begin{cases} 
\frac{2^{-1(k+1)} \frac{\alpha}{N^2+1}}{a \zeta^2}, & \text{if } 0 < k < 1, \\
\frac{1}{N^2+1}, & \text{if } k \geq 1.
\end{cases}
\]  

(5.24)

Proof This lemma is proven similarly [36]. \( \square \)

Lemma 5.5 From (5.23), if we can find that \( \zeta \) is satisfied, then we have the estimate of \( \alpha \) as follows:

\[
\alpha^{-1} \leq \begin{cases} 
\left( \frac{\nu_i(D, \xi)}{(\zeta - \sqrt{1 + \xi D})} \right)^{\frac{1}{\zeta}}, & \text{if } 0 < s < 1, \\
\left( \frac{\nu_i(D, \xi)}{(\zeta - \sqrt{1 + \xi D})} \right)^{\frac{1}{\zeta}}, & \text{if } s \geq 1.
\end{cases}
\]  

(5.25)

Proof From (5.23), it gives

\[
\zeta \epsilon = \left\| \mathcal{F} \mathcal{P}_{\alpha, \beta} - \Xi \right\|_{L^2([0, R], \| \cdot \|^2)} \leq \sum_{j=1}^{\infty} \left( \left< \mathcal{F} \mathcal{P}_{\alpha, \beta} - \Xi, \psi_j \right> \right)^2 + \alpha \left\| \psi_j \right\|_{L^2([0, R], \| \cdot \|^2)}^2.
\]  

(5.26)

We have the estimate \( \zeta \epsilon \) through two steps as follows, one by one.

Step 1: Estimate of \( \mathcal{X}_1 \), to do this, we recall \( \Xi, \Xi^\epsilon \) from expressions (5.2) and (5.4), and we have

\[
\mathcal{X}_1 \leq 2 \left\| f - f^\epsilon \right\|_{L^2([0, R], \| \cdot \|^2)} + 2 \zeta^2 D \left\| G^\epsilon - G \right\|_{L^\infty([0, T], \| \cdot \|^2)} \leq 2 \epsilon^2 \left( 1 + \zeta^2 D \right).
\]  

(5.27)

Step 2: Estimate of \( \mathcal{X}_2 \), using again the a priori bound condition of \( \Xi \), we obtain

\[
\mathcal{X}_2 = \left\| \mathcal{F} \mathcal{P}_{\alpha, \beta} - \Xi \right\|_{L^2([0, R], \| \cdot \|^2)} \leq \sup_{j \geq 1} \left( \frac{\left\| \mathcal{F} \mathcal{P}_{\alpha, \beta} - \Xi \right\|_{L^2([0, R], \| \cdot \|^2)}^2 + \alpha}{\left\| \mathcal{F} \mathcal{P}_{\alpha, \beta} - \Xi \right\|_{L^2([0, R], \| \cdot \|^2)}^2} \right) C.
\]  

(5.28)

From (5.28), using Lemma 2.4 and Lemma 5.4 implies that

\[
\alpha (\zeta^2)^{-s} \leq \frac{\zeta}{\alpha (\zeta^2)^{-s-1}} \leq \begin{cases} 
\frac{E^{\left( e^{\frac{1}{\zeta}} \right)^2}}{2^{\frac{1}{\zeta}}} \alpha \frac{\zeta}{\alpha (\zeta^2)^{-s-1}} \left( \frac{\zeta}{\alpha (\zeta^2)^{-s-1}} \right), & \text{if } 0 < s < 1, \\
\frac{\zeta}{\alpha (\zeta^2)^{-s-1}} \left( \frac{\zeta}{\alpha (\zeta^2)^{-s-1}} \right), & \text{if } s \geq 1.
\end{cases}
\]  

(5.29)
From the analytics assessment on the side, we get

$$
\epsilon (\zeta - \sqrt{2(1 + \xi_1^2 D_{\theta}^2)^2}) \leq \begin{cases} 
\mathcal{V}_3(\mathcal{E}, \mathcal{E}_0 s) \mathcal{C} \alpha^{-\frac{1}{2}}, & \text{if } 0 < s < 1, \\
\mathcal{V}_3(\mathcal{E}, \mathcal{E}_0) \mathcal{C} \alpha, & \text{if } s \geq 1.
\end{cases}
$$

(5.30)

This yields

$$
\alpha^{-1} \leq \begin{cases} 
\left( \frac{\mathcal{V}_3(\mathcal{E}, \mathcal{E}_0)}{(\zeta - \sqrt{2(1 + \xi_1^2 D_{\theta}^2)^2})} \right) \frac{\chi}{\chi}, & \text{if } 0 < s < 1, \\
\left( \frac{\mathcal{V}_3(\mathcal{E}, \mathcal{E}_0)}{(\zeta - \sqrt{2(1 + \xi_1^2 D_{\theta}^2)^2})} \right) C^\frac{1}{\chi} e^{-\frac{\chi}{\chi}}, & \text{if } s \geq 1.
\end{cases}
$$

(5.31)

Theorem 5.6 Assume that (1.3) holds, recalling the $\alpha$ in Lemma 5.5, then we have the following estimate:

$$
\| u_{\alpha, \lambda}(\cdot, 0) - u(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)} \\
\leq E \frac{1}{\mathcal{C}_1} (1 + \gamma) \frac{1}{\mathcal{C}_2} e^{-\frac{\mathcal{C}_3}{\mathcal{C}_3}} \frac{1}{\mathcal{C}_4} \frac{1}{\mathcal{C}_5}
$$

(5.32)

Proof From the triangle inequality, we get

$$
\| u_{\alpha, \lambda}(\cdot, 0) - u(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)} \\
\leq \| u_{\alpha, \lambda}(\cdot, 0) - u_{\alpha, \lambda}(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)} + \| u_{\alpha, \lambda}(\cdot, 0) - u(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)}.
$$

(5.33)

From (5.14), we obtain

$$
\| u_{\alpha, \lambda}(\cdot, 0) - u_{\alpha, \lambda}(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)} \leq 2 \mathcal{Z}_1^\frac{1}{\chi} \alpha^{-\frac{1}{\chi}} \epsilon (1 + \xi_1^2 D_{\theta}^2)^{\frac{3}{2}}.
$$

(5.34)

Substituting (5.31) into above equation, one has

$$
\| u_{\alpha, \lambda}(\cdot, 0) - u_{\alpha, \lambda}(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)} \\
\leq 2 \mathcal{Z}_1^\frac{1}{\chi} (1 + \xi_1^2 D_{\theta}^2)^{\frac{3}{2}} \left( \frac{\mathcal{V}_3(\mathcal{E}, \mathcal{E}_0)}{(\zeta - \sqrt{2(1 + \xi_1^2 D_{\theta}^2)^2})} \right) \frac{\chi}{\chi} C^\frac{1}{\chi} e^{-\frac{\chi}{\chi}}, & \text{if } 0 < s < 1, \\
2 \mathcal{Z}_1^\frac{1}{\chi} (1 + \xi_1^2 D_{\theta}^2)^{\frac{3}{2}} \left( \frac{\mathcal{V}_3(\mathcal{E}, \mathcal{E}_0)}{(\zeta - \sqrt{2(1 + \xi_1^2 D_{\theta}^2)^2})} \right) C^\frac{1}{\chi} e^{\frac{1}{\chi}}, & \text{if } s \geq 1.
$$

(5.35)

Next, we give the estimate $\| u_{\alpha, \lambda}(\cdot, 0) - u(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)}$ as follows:

$$
\| u_{\alpha, \lambda}(\cdot, 0) - u(\cdot, 0) \|_{L^2([0, R] ; \mathbb{R}^2)} \\
\leq \sum_{j=1}^{\infty} \left| \phi_j^{\frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{2}(\pi, R, T) \right|^{-\frac{1}{\chi}} \frac{\alpha (\mathcal{C}, \psi_j) \psi_j}{\left| \phi_j^{\frac{1}{\chi}, \frac{1}{2}(\pi, R, T) \right|^2 + \alpha} \|_{L^2([0, R] ; \mathbb{R}^2)}.
$$

(5.36)
Because of Combining (5.37) to (5.39), we conclude that

\[
\|u_{\alpha,C}(\cdot,0) - u(\cdot,0)\|_{L^2([0,R])}\]

\[
\leq \left\{ \sum_{j=1}^{\infty} \frac{\alpha(\Xi,\psi_j)\psi_j}{|\Theta_{j^2}(\pi,R,T)|^2 + \alpha |\Theta_{j^2}(\pi,R,T)|} \right\}^{\frac{1}{p+1}}.
\]

(5.37)

Because of \(\|\Xi\|_{\mathcal{H}^1([0,R])} \leq C\), we obtain

\[
I_2 \leq \left\{ \sum_{j=1}^{\infty} \frac{(\ell^2)^{\alpha(\Xi,\psi_j)\psi_j}}{|\Theta_{j^2}(\pi,R,T)|^2 + \alpha |\Theta_{j^2}(\pi,R,T)|} \right\}^{\frac{1}{p+1}} \leq \sup_{j \geq 1} (\ell^2)^{\frac{1}{p+1} C} \frac{1}{p+1}.
\]

(5.38)

Next, using Lemma 2.4, \(I_1\) can be bounded as follows:

\[
I_1 \leq \sup_{j \geq 1} |\Theta_{j^2}(\pi,R,T)|^{-\frac{1}{p+1}} \left\{ \sum_{j=1}^{\infty} \frac{\alpha(\Xi,\psi_j)\psi_j}{|\Theta_{j^2}(\pi,R,T)|^2 + \alpha |\Theta_{j^2}(\pi,R,T)|} \right\}^{\frac{1}{p+1}}
\]

\[
\leq \sup_{j \geq 1} (\ell^2)^{\frac{1}{p+1} E} \left( \|\Xi - \Xi^*\|_{L^2([0,R])}\right)^{\frac{1}{p+1}}
\]

\[
+ \left\{ \sum_{j=1}^{\infty} \frac{\alpha(\Xi,\psi_j)\psi_j}{|\Theta_{j^2}(\pi,R,T)|^2 + \alpha |\Theta_{j^2}(\pi,R,T)|} \right\}^{\frac{1}{p+1}}
\]

\[
\leq \sup_{j \geq 1} (\ell^2)^{\frac{1}{p+1} E} \left( \|\Xi - \Xi^*\|_{L^2([0,R])}\right)^{\frac{1}{p+1}} (\varepsilon + \xi^*)^{\frac{1}{p+1}}.
\]

(5.39)

Combining (5.37) to (5.39), we conclude that

\[
\|u_{\alpha,C}(\cdot,0) - u(\cdot,0)\|_{L^2([0,R])}\]

\[
\leq E^{\frac{1}{p+1}} (1 + \xi^*)^{\frac{1}{p+1}} C^{\frac{1}{p+1}}.
\]

(4.50)

From (5.33) and (5.40), we know that

\[
\|u_{\alpha,C}(\cdot,0) - u(\cdot,0)\|_{L^2([0,R])}\]

\[
\leq E^{\frac{1}{p+1}} (1 + \xi^*)^{\frac{1}{p+1}} C^{\frac{1}{p+1}}
\]

\[
+ \begin{cases} 
2 \varepsilon_1^s (1 + \xi_1^2 D_0^s)^{\frac{1}{2}} \left( \frac{\nu_{1}(\xi,\ell)}{\ell - \sqrt{s(1+s)(D_0^s)^2}} \right) C^{\frac{1}{p+1}} \varepsilon^{\frac{1}{p+1}}, & \text{if } 0 < s < 1, \\
2 \varepsilon_1^s (1 + \xi_1^2 D_0^s)^{\frac{1}{2}} \left( \frac{\nu_{1}(\xi,\ell)}{\ell - \sqrt{s(1+s)(D_0^s)^2}} \right)^{\frac{1}{2}} C^{\frac{1}{p+1}} \varepsilon^{\frac{1}{p+1}}, & \text{if } s \geq 1. 
\end{cases}
\]

(5.41)

This ends the proof of this theorem.
6 Conclusion

In this paper, we focus on the spherically symmetric backward time-fractional diffusion equation with the nonlocal integral condition. By using some properties of the Mittag-Leffler function, we show two results as follows. First of all, we show the properties of the well-posedness and regularity of the mild solution to this problem. Next, we present that our problem is ill-posed. In addition, we construct a regularized solution and present the convergence rate between the regularized and exact solutions by the fractional Tikhonov method under a priori parameter choice rule and under a posteriori parameter choice rule.
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