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Abstract

Although largely unnoticed by the online algorithms community, T-theory, a field of discrete mathematics, has contributed to the development of several online algorithms for the $k$-server problem. A brief summary of the $k$-server problem, and some important application concepts of T-theory, are given. Additionally, a number of known $k$-server results are restated using the established terminology of T-theory. Lastly, a previously unpublished 3-competitiveness proof, using T-theory, for the Harmonic algorithm for two servers is presented.
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1 Introduction

The $k$-server problem was introduced by Manasse, McGeoch, and Sleator [65], while $T$-theory was introduced by John Isbell [57] and independently rediscovered by Andreas Dress [39, 40]. The communities of researchers in these two areas have had little interaction. The tight span, a fundamental construction of T-theory, was later defined independently, using different notation, by Chrobak and Larmore, who were unaware of the work of Isbell, Dress, and others.

Bartal [6], Chrobak and Larmore [26, 28, 29, 32], and Teia [72], have used the tight span concept to obtain results for the $k$-server problem. In this paper, we summarize those results, using the standard notation of T-theory. We then suggest ways to use T-theory to obtain additional results for the $k$-server problem.

1.1 The $k$-Server Problem

Let $M$ be a metric space, in which there are $k$ identical mobile servers. At each time step a request point $r \in M$ is given, and one server must move to $r$ to serve the request. The measure of cost is the total distance traveled by the servers over the entire sequence of requests.

An online algorithm is an algorithm which must decide on some outputs before knowing all inputs. Specifically, an online algorithm for the server problem must decide which server to move to a given request point, without knowing the sequence of future requests, as opposed to an offline algorithm, which knows all requests in advance.

For any constant $C \geq 1$ we say that an online algorithm $\mathcal{A}$ for the server problem is $C$-competitive if there exists a constant $K$ such that, for any request sequence $\rho$, where $\text{cost}^{\text{opt}}(\rho)$ is the optimum cost for serving that sequence:

$$\text{cost}_{\mathcal{A}}(\rho) \leq C \cdot \text{cost}^{\text{opt}}(\rho) + K$$

If $\mathcal{A}$ is randomized, the expected cost $E\text{cost}_{\mathcal{A}}(\rho)$ is used instead of $\text{cost}_{\mathcal{A}}(\rho)$.

The $k$-server conjecture, posed by Manasse, McGeoch, and Sleator [65], is that there is a deterministic $k$-competitive online algorithm for the $k$-server problem in an arbitrary metric space. Since its introduction by Manasse et al., substantial work has been done on the $k$-server problem [1, 2, 6, 7, 8, 9, 10, 12, 13, 11, 15, 16, 18, 19, 20, 21, 31, 33, 34, 36, 46, 47, 48, 49, 50, 51, 56, 58, 64, 62, 72, 73]. The $k$-server conjecture remains open, except for special cases, and for $k = 2$ for all cases.

It is traditional to analyze the competitiveness of an online algorithm by imagining the existence of an adversary, who creates the request sequence, and must also serve that same sequence. Since we assume that the adversary has unlimited computational power, it will serve the request sequence optimally; thus, competitiveness can be calculated by comparing the cost incurred by the online algorithm to the cost incurred by that adversary. We refer the reader to Chapter 4 of [21] for an extensive discussion of adversarial models.

Throughout this paper, we will let $s_1, \ldots, s_k$ denote the algorithm’s servers, and also, by an abuse of notation, the points where the servers are located. Similarly, we will let $a_1, \ldots, a_k$ denote

---

1 Or for any of a large number of other online problems.
both the adversary’s servers and the points where they are located. We will also let \( r \) be the request point.

### 1.2 Memoryless, Fast, and Trackless \( k \)-Server Algorithms

Let \( A \) be an online algorithm for the \( k \)-server problem. \( A \) is called memoryless if its only memory between steps is the locations of its own servers. When a new request is received, \( A \) makes a decision, moves its servers, and then forgets all information except the new locations of the servers.

\( A \) is called fast if, after each request, \( A \) can make its decision using \( O(1) \) operations, where computing the distance between two points counts as one operation.

\( A \) is called trackless if \( A \) initially knows only the distances between its various servers. When \( A \) receives a request, it is only told the distances between that request and each of its servers. \( A \)’s only allowed output is an instruction to move a specific server to the request point. \( A \) may not have any naming system for points. Thus, it cannot tell how close a given request is to any point on which it does not currently have a server. See [17] for further discussion of tracklessness.

### 1.3 The Lazy Adversary

The lazy adversary is an adversary that always makes a request that costs it nothing to serve, but which forces the algorithm to pay, if such a request is possible. For the \( k \)-server problem, the lazy adversary always requests a point where one of its servers is located, provided the algorithm has no server at that point. When all algorithm servers are at the same points as the adversary servers, the lazy adversary may move one of its servers to a new point. Thus, the lazy adversary never has more than one server that is in a position different from that of an algorithm server. Some online algorithms, such as handshake, introduced in Section 7, perform better against the lazy adversary than against an adversary without that restriction.

### 1.4 T-Theory and its Application to the \( k \)-Server Problem

Since the pioneering work by Isbell and Dress, there have been many contributions to the field of T-theory [3, 4, 5, 22, 23, 24, 41, 38, 42, 43, 44, 35, 52, 53, 54, 55, 57, 59, 60, 69, 70]. The original motivation for the development of T-theory, and one of its most important application areas, is phylogenetic analysis, the problem of constructing a phylogenetic tree showing relationships among species or languages [14, 68].

It was first discovered by Chrobak and Larmore [26] that T-theory can aid in the competitive analysis of online algorithms for the \( k \)-server problem. Since then, work by Teia [72] and Bartal [6], and additional work by Chrobak and Larmore [28, 32] have made use of T-theory concepts to obtain \( k \)-server results.

Many proofs of results in the area of the \( k \)-server problem require lengthy case-by-case analysis. T-theory can help guide this process by providing a natural way to break a proof or a definition into cases. This can be seen in this paper in the definitions of balance slack [5, 2] and handicap [5, 3] and in the proof of 3-competitiveness of harmonic for \( k = 2 \), in Section 8.

In a somewhat different use of T-theory, the tight span algorithm and equipoise make use of the virtual server method discussed in Section 3. These algorithms move servers virtually in the
1.5 Overview of the Paper

In Section 2, we give some elementary constructions from T-theory that are used in applications to the server problem. We provide illustrations and pseudo code for a number of algorithms that we describe.

In Section 3, we give the virtual server construction, which is used for the tight span algorithm as well as for EQUIPOISE. In §4.2 we describe the tree algorithm (TREE) of [29], which forms the basis of a number of the other server algorithms described in this paper. In §4.3 we describe the Bartal’s Slack Coverage algorithm for 2 servers in a Euclidean space [6] in terms of T-theory.

In Section 5, we discuss balance algorithms for the \( k \)-server problem in terms of T-theory. In Section 6 we describe the tight span algorithm [29] and EQUIPOISE [32] in terms of T-theory. In §8.2 we describe how the algorithm RANDOM SLACK is defined using T-theory. In §8.3, we present a T-theory based proof that HARMONIC [66] is 3-competitive for \( k = 2 \). In Section 9, we discuss possible future uses of T-theory for the \( k \)-server problem.

We present a simplified proof that HANDICAP is \( k \)-competitive against certain adversaries (Theorem 3), based on the proof in Teia’s dissertation [72]. We also give a previously unpublished proof that HARMONIC is 3-competitive for \( k = 2 \).

2 Elementary T-Theory Concepts

In keeping with the usual practice of T-theory papers, we extend the meaning of the term metric to incorporate what is commonly called a pseudo-metric. That is, we define a metric on a set \( X \) to be a function \( d : X \times X \to \mathbb{R} \) such that

1. \( d(x, x) = 0 \) for all \( x \in X \)
2. \( d(x, y) = d(y, x) \) for all \( x, y \in X \)
3. \( d(x, y) + d(y, z) \geq d(x, z) \) for all \( x, y, z \in X \) (Triangle Inequality)

We say that \( d \) is a proper metric if, in addition, \( d(x, y) > 0 \) whenever \( x \neq y \). We also adopt the usual practice of abbreviating a metric space \((X, d)\) as simply \( X \), if \( d \) is understood.

2.1 Injective Spaces and the Tight Span

Isbell [57] defines a metric space \( M \) to be injective if, for any metric space \( Y \supseteq M \), there is a non-expansive retraction of \( Y \) onto \( M \), i.e., a map \( r : Y \to M \) which is the identity on \( M \), where \( d(r(x), r(y)) \leq d(x, y) \) for all \( x, y \in Y \). The real line, the Manhattan plane, i.e., the plane \( \mathbb{R}^2 \) with the \( L_1 \) (sum of norms) metric, and \( \mathbb{R}^n \) with the \( L_\infty \) (sup-norm) metric, where the distance between \((x_1, \ldots, x_n)\) and \((y_1, \ldots, y_n)\) is \( \max_{1 \leq i \leq n} |x_i - y_i| \), are injective. No Euclidean space of dimension more than one is injective.
The tight span $T(X)$ of a metric space $X$, which we formally define below, is characterized by a universal property: up to isomorphism, $T(X)$ is the unique minimal injective metric space that contains $X$. Thus, $X = T(X)$ if and only if $X$ is injective.

Isbell [57] was the first to construct $T(X)$, which he called the injective hull of $X$. Dress [39] independently developed the same construction, naming it the tight span of $X$. Still later, Chrobak and Larmore also independently developed the tight span, which they called the abstract convex hull of $X$.

We now give a formal construction of $T(X)$. Let

$$P(X) = \left\{ f \in \mathbb{R}^X \mid f(x) + f(y) \geq d(x, y) \text{ for all } x, y \in X \right\}$$

where $\mathbb{R}^X$ is the set of all functions $f : X \to \mathbb{R}$, and let $T(X) \subseteq P(X)$ be the set of those functions which are minimal with respect to pointwise partial order. $T(X)$ is a metric space where distance is given by the sup-norm metric, i.e., If $f, g \in T(X)$, we define $d(f, g) = \sup_{x \in X} |f(x) - g(x)|$. If $X$ is finite, then $P(X)$ is also a metric space under the sup-norm metric, and is called the associated polytope of $X$ [59]. There is a canonical embedding of $X$ into $T(X)$. For any $x \in X$, let $h_x \in T(X)$ be the function where $h_x(y) = d(x, y)$ for all $y$. By an abuse of notation, we identify each $x$ with $h_x$, and thus say $X \subseteq T(X)$.

If $X$ has cardinality $n$, then $P(X) \subseteq \mathbb{R}^X \cong \mathbb{R}^n$. For any $x, y \in X$, let $D_{x,y} \subseteq \mathbb{R}^X$ be the half-space defined by the inequality $f(x) + f(y) \geq d(x, y)$, and let $H_{x,y} \subseteq \mathbb{R}^X$ be the boundary of $D_{x,y}$, the hyperplane defined by the equation $f(x) + f(y) = d(x, y)$, which we call a bounding hyperplane of $P(X)$. Then $P(X) = \bigcap_{x,y \in X} D_{x,y}$ is an unbounded convex polytope of dimension $n$, and $T(X)$ is the union of all the bounded faces of $P(X)$.

The definition of convex subset of a metric space is not consistent with the definition of convex subset of a vector space over the real numbers. $T(X)$ is a convex subset of $P(X)$, if $P(X)$ is considered to be a metric space; but $T(X)$ is not generally a convex subset of $\mathbb{R}^X$ if $\mathbb{R}^X$ is considered to be a vector space over $\mathbb{R}$.

Dress proves [40] that the tight span of a metric space of cardinality $n$ is a cell complex, where each cell is a polytope of dimension at most $\left\lfloor \frac{n}{2} \right\rfloor$. In Figures 2, 3, and 4, we give an example of the tight span of the 3-4-5 triangle. Let $X = \{x, y, z\}$, where $d(x, y) = 3$, $d(x, z) = 4$, and $d(y, z) = 5$. The vertices of $T(X)$, represented as 3-tuples in $\mathbb{R}^3 \cong \mathbb{R}^X$, are

\[\]
Figure 2: A two-dimensional projection of the three-dimensional complex $P(X)$, in the case where $X$ is the 3-4-5 triangle. $T(X)$ is the subcomplex consisting of the vertices and the bold line segments.

Figure 3: A view of the tight span of the 3-4-5 triangle, embedded in $(\mathbb{R}^3, \mathcal{L}_\infty)$.

Figure 4: A view of the associated polytope of the 3-4-5 triangle, with the tight span in bold.
Figure 2 shows a projection of $P(X)$ in two dimensions. The boundary of $P(X)$ consists of four vertices, three bounded edges, six unbounded edges, and six unbounded 2-faces. $T(X)$ is the union of the bounded edges. Figure 3 is a perspective showing $T(X)$ in $\mathbb{R}^3$, which we endow with the $L_\infty$ metric. Figure 4 is a rendering of the polytope obtained by intersecting $P(X)$ with a half space.

2.2 The Isolation Index and the Split Decomposition

Let $(X, d)$ be a metric space. If $A, B \subseteq X$ are non-empty subsets of $X$, Bandelt and Dress [5] (page 54) define the isolation index of the pair $\{A, B\}$ to be

$$\alpha_{A,B} = \frac{1}{2} \min_{a,a' \in A \atop b,b' \in B} \{ \max \{0, d(a, b) + d(a', b') - d(a,a') - d(b',b)\}, d(a, b') + d(a', b) - d(a,a') - d(b,b') \}$$

**Observation 1** $\alpha_{\{x\}, \{y, z\}} = \frac{d(x,y)+d(x,z)-d(y,z)}{2}$ for any three points $x, y, z$.

A split of a metric space $(X, d)$ is a partition of the points of $X$ into two non-empty sets. We say that a split $A, B$ separates two points if one of the points is in $A$ and the other in $B$. We will use Fraktur letters for sets of splits. If $\mathcal{S}$ is a set of splits of $X$, we say that $\mathcal{S}$ is weakly compatible if, given any four point set $Y \subseteq X$ and given any three members of $\mathcal{S}$, namely $\{A_1, B_1\}$, $\{A_2, B_2\}$, and $\{A_3, B_3\}$, the sets $A_1 \cap Y$, $B_1 \cap Y$, $A_2 \cap Y$, $B_2 \cap Y$, $A_3 \cap Y$, and $B_3 \cap Y$ do not consist of all six two point subsets of $Y$. Figure 5 shows an example of three splits which are not weakly compatible.

If $\alpha_S > 0$, we say that $S$ is a d-split of $X$. The set of all d-splits of $X$ is always weakly compatible. For more information regarding weak compatibility, see [24]. From Bandelt and
Dress [5], we say that \((X,d)\) is split-prime if \(X\) has no \(d\)-splits. For any split \(S\) the split metric on \(X\) is defined as

\[
\delta_S(x,y) = \begin{cases} 
1 & \text{if } S \text{ separates } \{x,y\} \\
0 & \text{otherwise}
\end{cases}
\]

The split decomposition of \((X,d)\) is defined to be

\[
d = d_0 + \sum_{S \in \mathcal{S}} \alpha_S \delta_S
\]

where \(\mathcal{S}\) is the set of all \(d\)-splits of \(X\), and \(d_0\) is called the split-prime residue of \(d\). The split decomposition of \(d\) is unique. If \(d_0 = 0\), we say that \(d\) is totally decomposable. From Bandelt and Dress [5], we have

**Lemma 1** Every metric on four or fewer points is totally decomposable.

**Observation 2** If \(X\) is totally decomposable and \(x, y \in X\), then

\[
d(x,y) = \sum_{S \text{ separates } \{x,y\}} \alpha_S \delta_S
\]

More generally:

**Observation 3** If \(d_0\) is the split-prime residue of \(X\), and if \(x, y \in X\), then

\[
d(x,y) = d_0(x,y) + \sum_{S \text{ separates } \{x,y\}} \alpha_S \delta_S
\]

In Figure 6, we show how the computations of all \(d\)-splits for the 3-4-5 triangle and the resulting tight span of that space.

### 2.3 T-Theory and Trees

The original inspiration for the study of T-theory was the problem of measuring how “close” a given metric space is to being embeddable into a tree. This question is important in phylogenetic analysis, the analysis of relations among species or languages [14, 68], since we would like to map any set of species or languages onto a phylogenetic tree which represents their actual descent, using a metric which represents the difference between any two members of the set. We say that a metric space \(M\) is a tree if, given any two points \(x, y \in M\), there is a unique embedding of an interval of length \(d(x,y)\) into \(M\) which maps the endpoints of the interval to \(x\) and \(y\). An arbitrary metric space \(M\) embeds in a tree (equivalently, \(T(M)\) is a tree) if and only if \(M\) satisfies the four point condition [39]:

\[
d(u,v) + d(x,y) \leq \max \{d(u,x) + d(v,y), d(u,y) + d(v,x)\} \quad \text{for any } u, v, x, y \in M \quad (2)
\]
2.4 Tight Spans of Finite Metric Spaces

Two metric spaces $X_1$ and $X_2$ of the same cardinality are combinatorially equivalent if the tight spans $T(X_1)$ and $T(X_2)$ are combinatorially isomorphic cell complexes. A finite metric space of cardinality $n$ is defined to be generic if $P(X)$ is a simple polytope, i.e., if every vertex of $T(X)$ is the intersection of exactly $n$ of the bounding hyperplanes of $P(X)$. Equivalently, $(X, d)$ is generic if there is some $\varepsilon > 0$ such that $T(X, d)$ is combinatorially equivalent to $T(X, d')$ for any other metric $d'$ on $X$ which is within $\varepsilon$ of $d$, i.e., if $|d(x, y) - d'(x, y)| < \varepsilon$ for all $x, y \in X$.

The number of combinatorial classes of generic metric spaces of cardinality $n$ increases rapidly with $n$. There is just one combinatorial class of generic metrics for each $n \leq 4$. The tight span of one example for each $n \leq 4$ is illustrated in Figure 7. For $n = 5$, there are three combinatorial classes of generic metrics. One example of the tight span for each such class is illustrated in Figure 8. There are 339 combinatorial classes of generic metrics for $n = 6$, as computed by Sturmfels and Yu [70].

2.5 Motivation for Using T-Theory for the k-Server Problem

In Figure 9 we illustrate the motivation, in the case $k = 2$, behind using T-theory to analyze the server problem. Let $\varepsilon_1 = \alpha_{(s_1, r)}$, $\varepsilon_2 = \alpha_{(s_2, r)}$, and $\alpha = \alpha_{(r, s_1, s_2)}$. If $s_i$ serves the request, the total distance it moves is $\varepsilon_i + \alpha$. We can say that $\varepsilon_i$ is the unique portion of that distance, while $\alpha$ is the common portion. When we make a decision as to which server to move, instead of comparing the two distances to $r$, we could compare the unique portions of those distances. In

![Figure 6: Step-by-step calculation of the tight span of the 3-4-5 triangle](image-url)

![Figure 7: Examples of the decomposition given by Observation 2 of metrics on four or fewer points. In the upper figures, distances between points are shown. The lower figures show the tight spans, where the edge lengths are isolation indices.](image-url)

![Figure 8: Examples of the decomposition given by Observation 2 of metrics on four or fewer points. In the upper figures, distances between points are shown. The lower figures show the tight spans, where the edge lengths are isolation indices.](image-url)

![Figure 9: Motivation for Using T-Theory for the k-Server Problem](image-url)
Figure 8: Examples of tight spans for the three generic cases of spaces with five points. Observation 2 applies only to the first case; Observation 3 applies to all cases.

Figure 9: The movement phases of $s_1$ to $r$

In the case that $k = 2$, this intuition leads to modification of the Irani-Rubinfeld algorithm, \textsc{Balance2}, \cite{56} to \textsc{Balance Slack}, which we discuss in \cite{5.2} and modification of \textsc{Harmonic} \cite{66} to \textsc{Random Slack}, which we discuss in \cite{8.2}. For $k > 3$, the intuition is still present, but it is far less clear how to modify \textsc{Balance2} and \textsc{Harmonic} to improve their competitiveness. Teia \cite{72} has partially succeeded; his algorithm \textsc{Handicap}, discussed in this paper in Section 7 is a generalization of \textsc{Balance Slack} to all $k$. \textsc{Handicap} is trackless, and is $k$-competitive against the lazy adversary for all $k$. Teia \cite{72} also proves that, for $k = 3$, \textsc{Handicap} is 157-competitive against any adversary (Theorem 4 of this paper).

3 The Virtual Server Construction

In an arbitrary metric space $M$, the points to which we would like to move the servers may not exist. We overcome that restriction by allowing servers to \textit{virtually} move in $T(M)$, while leaving
the real servers in $M$. (In an implementation, the algorithm keeps the positions of the virtual servers in memory.)

More generally, if $M \subseteq M'$ are metric spaces and there is a $C$-competitive online algorithm $A'$ for the $k$-server problem in $M'$, there is a $C$-competitive online algorithm $A$ for the $k$-server problem in $M$. If $A'$ is deterministic or randomized, $A$ is deterministic or randomized, respectively.

As requests are made, $A$ makes use of $A'$ to calculate the positions the servers of $A'$, which we call virtual servers. When there is a request $r \in M$, $A$ calculates the response of $A'$ and, in its memory, moves the virtual servers in $M'$. If the $i$th virtual server serves the request, then $A$ moves the $i$th real server in $M$ to $r$ to serve the request, but does not move any other real servers.

We give a formal description of the construction of $A$ from $A'$:

---

**Virtual Server Construction**

Let $\{s_i\}$ be the servers in $M$, and let $\{s'_i\}$ be the virtual servers in $M'$.

Let $s'_i = s_i$ for all $i$.

Initialize $A'$.

For each request $r$:

Move the virtual servers in $M'$ according to the algorithm $A'$.

At least one virtual server will reach $r$. If $s'_i$ reaches $r$, move $s_i$ to $r$. All other servers remain in their previous positions.

---

We can assume that the virtual servers match the real servers initially. If a server $s_i$ serves request $r^t$ and then also serves request $r^{t'}$, for some $t' > t$, then $s_i$ does not move during any intermediate step. The corresponding virtual server can make several moves between those steps, matching the real server at steps $t$ and $t'$. Thus, by the triangle inequality, the movement of each virtual server is as least as great as the movement of the corresponding real server. Thus, $\text{cost}_A \leq \text{cost}_{A'}$ for the entire request sequence. It follows that the competitiveness of $A$ cannot exceed the the competitiveness of $A'$.

### 4 Tree Algorithms

The tree algorithm, which we call TREE, a $k$-competitive online algorithm for the $k$-server problem in a tree, occupies a central place in the construction of a number of the online algorithms for the $k$-server problem presented in this paper. The line algorithm, Double Coverage, given in §4.1 below, is the direct ancestor of TREE.

#### 4.1 Double Coverage

In [25], Chrobak, Karloff, Payne, and Viswanathan defined a deterministic memoryless fast $k$-competitive online algorithm, called DOUBLE COVERAGE (DC), for the real line. If a request $r$ is
to the left or right of all servers, the nearest server serves. If \( r \) is between two servers, they both move toward the \( r \) at the same speed and stop when one of them reaches \( r \).

**Double Coverage**

For each request \( r \):
- If \( r \) is at the location of some server, serve \( r \) at no cost.
- If \( r \) is to the left of all servers, move the leftmost server to \( r \).
- If \( r \) is to the right of all servers, move the rightmost server to \( r \).
- If \( s_i < r < s_j \) and there are no servers in the open interval \((s_i, s_j)\), let \( \delta = \min \{r - s_i, s_j - r\} \). Move \( s_i \) to the right by \( \delta \), and move \( s_j \) to the left by \( \delta \). At least one of those two servers will reach \( r \).

![Figure 10: The DOUBLE COVERAGE algorithm](image)

**4.2 The Tree Algorithm**

DC is generalized by Chrobak and Larmore in [29] to a deterministic memoryless fast \( k \)-competitive online algorithm, \textsc{tree}, for the \( k \)-server problem in a tree. We can then extend \textsc{tree} to any metric space which embeds in a tree, using the virtual server construction given in Section 3.

**The Tree Algorithm**

Repeat the following loop until some server reaches \( r \):
- Define each server \( s_i \) to be \textit{blocked} if there is some server \( s_j \) such that \( d(s_i, r) = d(s_i, s_j) + d(s_j, r) \), and either \( d(s_j, r) < d(s_i, r) \) or \( j < i \). Any server that is not blocked is \textit{active}.
- For each \( i \neq j \), let \( \alpha_{i,j} = \alpha_{\{s_i\} \cup \{s_j\}} = \frac{1}{2}(d(s_i, r) + d(s_i, s_j) - d(s_j, r)) \).
- If there is only one active server, move it to \( r \).
- If there is more than one active server:
  - Let \( \delta \) be the minimum value of all \( \alpha_{i,j} \) for all choices of \( i, j \) such that both \( s_i \) and \( s_j \) are active.
  - Move each active server a distance of \( \delta \) toward \( r \).

Assume \( M \) is a tree. If \( s_1, \ldots, s_k \) are the servers and \( r \) is a request, we say that \( s_i \) is \textit{blocked} by \( s_j \) if \( d(s_i, r) = d(s_i, s_j) + d(s_j, r) \), and either \( d(s_j, r) < d(s_i, r) \) or \( j < i \). Any server that is
Figure 11: The phases of one step of TREE

not blocked by another server is active. The algorithm serves the request by moving the servers in a sequence of phases. During each phase, all active servers move the same distance towards r. A phase ends when either one server reaches r or some previously active server becomes blocked. After at most k phases, some server reaches r and serves the request. Figure 11 illustrates an example step (consisting of three phases) of TREE where k = 4. The proof of k-competitiveness of TREE makes use of the Coppersmith-Doyle-Raghavan-Snir potential \[ \Phi_{CDRS} \]

\[ \Phi_{CDRS} = \sum_{1 \leq i < j \leq k} d(s_i, s_j) + 2 \sum_{1 \leq i \leq k} d(s_i, a_i) \]

where \( \{a_1, \ldots, a_k\} \) is the set of positions of the optimal servers and \( \{s_i \leftrightarrow a_i\} \) is the minimum matching of the algorithm servers with the optimal servers. We refer the reader to [29] for details of the proof.

More generally, if M satisfies the four point condition given in Inequality (2), then \( T(M) \) is a tree. We simply use the above algorithm on \( T(M) \) to define a k-competitive algorithm on M, using the method of Section 3. We remark that in the original paper describing TREE [29], there was no mention of the tight span construction. The result was simply stated using the clause, “If M embeds in a tree . . . .”

4.3 The Slack Coverage Algorithm

Bartal’s Slack Coverage algorithm (SC) is 3-competitive for the 2-server problem in any Euclidean space[^3] [6].

[^3]: A parametrized class of Slack Coverage algorithms is described in Borodin and El-Yaniv [21]. Our definition of SC agrees with the case that the parameter is \( \frac{1}{2} \).
Slack Coverage

For each request $r$:
Without loss of generality, $d(s_1, r) \leq d(s_2, r)$.
Let $\delta = \alpha_{(s_1), (s_2, r)} = \frac{1}{2}(d(s_1, r) + d(s_1, s_2) - d(s_2, r))$.
Move $s_1$ to $r$.
Move $s_2$ a distance of $\delta$ along a straight line toward $r$.

Figure 12: One step of Bartal’s Slack Coverage algorithm in a Euclidean space: $s_1$ serves, and $s_2$ moves $\alpha_{(s_1), (s_2, r)} = 7$ towards $r$

The intuition behind SC is that a Euclidean space $E$ is close to being injective. Figure 12 illustrates one step of SC. First, construct $T(X)$, where $X = \{s_1, s_2, r\}$. In $X$, the response of the algorithm TREE would be to move $s_1$ to $r$ to serve the request, and to move $s_2$ a distance of $\delta = \alpha_{(s_1), (s_2, r)}$ towards $r$, in $T(X)$. SC approximates that move by moving $s_2$ that same distance in $E$ towards $r$. We refer the reader to pages 159–160 of [21] for the proof that SC is 3-competitive.

5 Balance Algorithms

Informally, we say that a server algorithm is a balance algorithm if it attempts, in some way, to balance the work among the servers. Three algorithms discussed in this paper satisfy that definition: BALANCE2, BALANCE SLACK, and HANDICAP.

5.1 BALANCE2

The Irani-Rubinfeld algorithm, also called BALANCE2 [56], tries to equalize the total movement of each server. More specifically, when there is a request $r$, BALANCE2 chooses to move that server $s_i$ which minimizes $C_i + 2 \cdot d(s_i, r)$, where $C_i$ is the total cost incurred by $s_i$ on all previous moves. BALANCE2 is trackless and needs $O(k)$ memory.

---

The slack is defined to be the isolation index in [28], while in [21], slack is defined to be twice the isolation index.
**BALANCE2**

Let $C_i = 0$ for all $i$

For each request $r$:

Pick the $i$ which minimizes $C_i + 2 \cdot d(s_i, r)$.

$$C_i = C_i + d(s_i, r).$$

Move $s_i$ to $r$.

From [28] and [56] we have

**Theorem 1** The competitiveness of BALANCE2 for $k = 2$ is at least 6 and at most 10.

The competitiveness of BALANCE2 for $k > 2$ is open.

### 5.2 BALANCE SLACK

![Figure 13: Computing the moves for BALANCE SLACK and RANDOM SLACK](image)

**BALANCE SLACK** [28], defined only for $k = 2$, is a modification of BALANCE2. This algorithm tries to equalize the total slack work; namely, the sum, over all requests, of the Phase I costs, as illustrated in Figure 9.

**BALANCE SLACK**

Let $e_i = 0$ for $i = 1, 2$.

For each request $r$:

$$\varepsilon_1 = \alpha_{\{s_1\}, \{s_2, r\}}$$

$$\varepsilon_2 = \alpha_{\{s_2\}, \{s_1, r\}}$$

Pick that $i$ which minimizes $e_i + \varepsilon_i$

$$e_i = e_i + \varepsilon_i.$$ 

Move $s_i$ to $r$.

We associate each $s_i$ with a number $e_i$, the slack work, which is updated at each move. If $r$ is the request point, let $X = \{s_1, s_2, r\}$, a 3-point subspace of $M$. Let $\varepsilon_1 = \alpha_{\{s_1\}, \{s_2, r\}}$ and $\varepsilon_2 = \alpha_{\{s_2\}, \{s_1, r\}}$, as shown in Figure 13. We now update the slack work values as follows. If $s_i$
serves the request, we increment $e_i$ by adding $\varepsilon_i$, while the other slack work remains the same. We call $\varepsilon_i$ the slack cost of the move if $s_i$ serves the request. The algorithm BALANCE SLACK then makes that choice which minimizes the value of $\max\{e_1, e_2\}$ after the move.

BALANCE SLACK is trackless, because it makes no use of any information regarding any point other than the distances between the three active points, namely the points of $X$, but it is not quite memoryless, as it needs to remember one number, viz, $e_1 - e_2$.

From [28] we have

**Theorem 2** BALANCE SLACK is 4-competitive for $k = 2$.

### 5.3 HANDICAP

Teia’s algorithm, HANDICAP [72], is also a balance algorithm, a rather sophisticated generalization of BALANCE SLACK. HANDICAP is defined for all $k$ and all metric spaces, and is $k$-competitive against the lazy adversary. We postpone discussion of HANDICAP until Section 7.

### 6 Server Algorithms in the Tight Span

The tight span algorithm, TREE, and EQUIPOISE [26, 29, 32] permit movement of virtual servers in the tight span of the metric space. The purpose of using the tight span is that an algorithm might need to move servers to virtual points that do not exist in the original metric space. The tight span, due to the universal property described in §2.1, contains every virtual point that might be needed and no others.

#### 6.1 Virtual Servers in the Tight Span

The tight span algorithm, TREE, and EQUIPOISE [26, 29, 32], described in this paper in Sections 4 and 6, are derived using the embedding $M \subseteq T(M)$, from algorithms defined on $T(M)$. One problem with that derivation is that, in the worst case, $O(|M|)$ numbers are required to encode a point in $T(M)$, which is impossible if $M$ is infinite. Fortunately, we can shortcut the process by assuming the virtual servers are in the tight span of a finite space. If $X \subseteq X'$ are metric spaces and $X' = X \cup \{x'\}$, there is a canonical embedding $\iota : T(X) \subseteq T(X')$ where, for any $f \in T(X)$:

$$(\iota(f))(x) = \begin{cases} f(x) & \text{if } x \in X \\ \sup_{y \in X} \{d(x', y) - f(y)\} & \text{if } x = x' \end{cases}$$

By an abuse of notation, we identify $f$ with $\iota(f)$. In Figure 14, $X$ consists of three points, and $T(X)$ is the union of the solid line segments, while $T(X')$ is the entire figure, where $X' = X \cup \{x'\}$.

Continuing with the construction, let $s^0_1, \ldots, s^0_k \in M$ be the initial positions of the servers, and $r^1 \ldots r^n$ the request sequence. Let $X^t = \{s^0_1, \ldots, s^0_k, r^1, \ldots, r^t\}$, a set of cardinality of at most $k + t$, for $0 \leq t \leq n$. Before the $t^{th}$ request all virtual servers are in $T(X^{t-1})$.

Let $A'$ be an online algorithm for the $k$-server problem in $T(M)$ and $A$ the algorithm in $M$ derived from $A'$ using the virtual server construction of Section 3. When the request $r^t$ is received,\footnote{It is incorrectly stated on page 179 of [21] that BALANCE SLACK requires unbounded memory.}
Figure 14: The inclusion \( \iota : T(X) \subseteq T(X') \) where \( |X| = 3 \) and \( X' = X \cup \{x'\} \)

\( A \) uses the canonical embedding \( T(X^{t-1}) \subseteq T(X^t) \) to calculate the positions of the virtual servers in \( T(X^t) \), then uses \( A' \) to move the virtual servers within \( T(X^t) \). At most, \( A \) is required to remember the distance of each virtual server to each point in \( X^t \).

6.2 The Tight Span Algorithm

tree of [1,2] generalizes to all metric spaces in the case that \( k = 2 \), essentially because \( T(X) \) is a tree for any metric space \( X \) with at most three points. This generalization was first defined in [29], but was not named in that paper. We shall call it the tight span algorithm. As we did for tree, we first define the tight span algorithm as a fast memoryless algorithm in any injective metric space. We then use the virtual construction of Section 3 to extend the definition of the tight span algorithm to any metric space.

The Tight Span Algorithm

For each request \( r \):

Let \( X = \{s_1, s_2, r\} \).

Pick an embedding \( T(X) \subseteq M \).

Execute tree on \( T(X) \).

Assume that \( M \) is injective, i.e., \( M = T(M) \). We define the tight span algorithm on \( M \) as follows: let \( X = \{s_1, s_2, r\} \subseteq M \). Since \( M \) is injective, the inclusion \( X \subseteq M \) can be extended to an embedding of \( T(X) \) into \( M \). Since \( T(X) \) is a tree, use tree to move both servers in \( T(X) \) such that one of the servers moves to \( r \). Since \( T(X) \subseteq M \), we can move the servers in \( M \). In Figure 15, we show an example consisting of two steps of the tight span algorithm, where \( M \) is the Manhattan plane.

Finally, we extend the tight span algorithm to an arbitrary metric space by using the virtual
server construction given in Section 3. We refer the reader to [26] for the proof of 2-competitiveness for \( k = 2 \), which also uses the Coppersmith-Doyle-Raghavan-Snir potential.

### 6.3 EQUIPOISE

In [32], a deterministic algorithm for the \( k \)-server problem, called EQUIPOISE, is given. For \( k = 2 \), EQUIPOISE is the tight span algorithm of [26] discussed in §6.2 and is 2-competitive. For \( k = 3 \), EQUIPOISE is 11-competitive. The competitiveness of EQUIPOISE for \( k \geq 4 \) is unknown.

---

**EQUIPOISE**

For each request \( r \):

Let \( G \) be the complete graph whose nodes are \( S = \{s_1, \ldots, s_k\} \) and whose edges are \( E = \{e_{i,j}\} \).

For each \( 1 \leq i < j \leq k \), let \( w_{i,j} = d(s_i, s_j) + d(s_i, r) + d(s_j, r) \) be the weight of \( e_{i,j} \).

Let \( E_{\text{MST}} \subseteq E \) be the edges of a minimum spanning tree of \( G \).

For each \( e = e_{i,j} \in E_{\text{MST}} \):

Let \( T_e \) be the tight span of \( \{s_i, s_j, r\} \). Choose an embedding \( T_e \subseteq M \).

Emulate TREE on \( T_e \) for two servers at \( s_i \) and \( s_j \) and request point \( r \). One of those servers will move to \( r \), while the other will move to some point \( p_e \in T_e \subseteq M \).

Let \( S' = \{r\} \cup \{p_e \mid e \in E_{\text{MST}}\} \), a set of cardinality \( k \).

Move the servers to \( S' \), using a minimum matching of \( S \) and \( S' \). One server will move to \( r \).

---

Let \( M \) be an arbitrary metric space. We first define EQUIPOISE assuming that \( M \) is injective.

Let \( S = \{s_1, \ldots, s_k\} \), the configuration of our servers in \( M \), let \( r \) be the request point, and let \( X = \{s_1, \ldots, s_k, r\} \). Let \( G \) be the complete weighted graph whose vertices are \( S \) and whose edge weights are \( \{w_{i,j}\} \), where \( w_{i,j} = d(s_i, s_j) + d(s_i, r) + d(s_j, r) \) for any \( i \neq j \). Let \( E_{\text{MST}} \) be the set
Figure 16: One step of EQUIPOISE in the Manhattan plane
- Figure 16(a) shows the computation of \( w_{12} \).
- Figure 16(b) shows the computation of \( w_{13} \).
- Figure 16(c) shows the computation of \( w_{23} \).
- Figure 16(d) shows the weighted graph \( G \).
- Figure 16(e) indicates \( E_{MST} = \{e_{13}, e_{23}\} \), the minimum spanning tree of \( G \).
- Figure 16(f) shows \( T(X) \), with the two-dimensional cell of \( T(X) \) shaded.
- Figure 16(g) shows \( T_{e_{13}} \), and the position \( s_3 \) would move to if TREE for two servers were executed on \( T_{e_{13}} \).
- Figure 16(h) shows \( T_{e_{23}} \), and the position \( s_2 \) would move to if TREE for two servers were executed on \( T_{e_{23}} \).
- Figure 16(i) shows the minimum matching movement of \( S \) to \( S' \).
- Figure 16(j) shows the positions of the three servers after completion of the step.

For each \( e = e_{i,j} = \{s_i, s_j\} \in E_{MST} \), let \( X_e = \{s_i, s_j, r\} \), and let \( T_e = T(X_e) \), and choose an embedding \( T_e \subset M \). We then use the algorithm TREE, for two servers, as a subroutine. For each \( e = e_{i,j} \in E_{MST} \), we consider how TREE would serve the request \( r \) if its two servers were at \( s_i \) and \( s_j \). It would move one of those servers to \( r \), and the other to some other point in \( M \), which we call \( p_e \). Let \( S' = \{r\} \cup \{p_e \mid e \in E_{MST}\} \), a set of cardinality \( k \). EQUIPOISE then serves the request at \( r \) by moving its servers from \( S \) to \( S' \), using the minimum matching of those two sets. One server will move to \( r \), serving the request. Figure 16 shows one step of EQUIPOISE in the case \( k = 3 \), where \( M \) is the Manhattan plane. By using the virtual server construction of Section 3, we extend EQUIPOISE to all metric spaces.

7 Definition and Analysis of HANDICAP

In this section, we define the algorithm HANDICAP, a generalization of BALANCE SLACK, given initially in Teia’s dissertation [72], using slightly different notation. HANDICAP is trackless and
fast, but not memoryless.

The algorithm given in [27] is $k$-competitive against the lazy adversary, but only if the adversary is benevolent i.e., informs us when our servers matches his; HANDICAP is more general, since it does not have that restriction.

For $k \leq 3$, HANDICAP has the least competitiveness of any known deterministic trackless algorithm for the $k$-server problem. The competitiveness of HANDICAP for $k \geq 4$ is unknown.

We give a proof that, for all $k$, HANDICAP is $k$-competitive against the lazy adversary; in fact, against any adversary that can have at most one open server, i.e., a server in a position different from any of the algorithm’s servers. This result was proved in [72]. The proof given here is a simplification inspired by Teia [71].

7.1 Definition of HANDICAP

HANDICAP maintains numbers $E_1, \ldots, E_k$, where $E_i$ is called the handicap\footnote{In [72], the handicap was defined to be $H_i$. The value of $H_i$ is twice $E_i$.} of the $i$th server. The handicap of each server is updated after every step, and is used to decide which server moves. The larger a server’s handicap, the less likely it is to move. Since only the differences of the handicaps are used, the algorithm remembers only $k - 1$ numbers between steps.

\[ \text{HANDICAP} \]

\begin{align*}
\text{Let } E_j &= 0 \text{ for all } j \\
\text{For each request } r: & \\
& \quad \text{Pick that } i \text{ for which } E_i + d(s_i, r) \text{ is minimized.} \\
& \quad \text{For all } 1 \leq j \leq k: \\
& \qquad E_j = E_j + \alpha_{(r), \{s_i, s_j\}} \\
& \quad \text{Move } s_i \text{ to } r.
\end{align*}

Initially, all handicaps are zero. At any step, let $s_1, \ldots, s_k$ be the positions of our servers, and let $r$ be the request point. For all $1 \leq i, j \leq k$, define $\alpha_{ij} = \alpha_{(r), \{s_i, s_j\}}$, the isolation index. Choose that $i$ for which $E_i + d(s_i, r)$ is minimized, breaking ties arbitrarily. Next, update the handicaps by adding $\alpha_{ij}$ to $E_j$ for each $j$, and then move the $i$th server to $r$. The other servers do not move. It is a simple exercise to prove, for $k = 2$, that HANDICAP $\equiv$ BALANCE SLACK. Simply verify that $e_1 - e_2 = E_1 - E_2$, and that $e_1 + e_1 \leq e_2 + e_2$ if and only if $E_1 + d(s_1, r) \leq E_2 + d(s_2, r)$.

Let $a_1, \ldots, a_k$ be the adversary’s servers. We assume that the indices are assigned in such a way that $\{s_i \leftrightarrow a_i\}$ is a minimum matching. If $s_i \neq a_i$, we say that $s_i \leftrightarrow a_i$ is an open matching, and $a_i$ is an open server. If $s_i = a_i$ for all $i$, we can arbitrarily designate any $a_i$ to be the open server. We now prove that HANDICAP is $k$-competitive against any adversary which may not have more than one open server, using the Teia potential defined below, a simplification of the potential used in [72].
7.2 Competitiveness of HANDICAP Against the Lazy Adversary

In order to aid the reader’s intuition, we define the Teia potential \( \Phi \), to be a sum of simpler quantities.

| Name                        | Notation | Formula |
|-----------------------------|----------|---------|
| Server Diversity            | \( D \)  | \( \sum_{1 \leq i < j \leq k} d(s_i, s_j) \) |
| \( k \)-Minimum Matching    | \( M \)  | \( k \cdot \sum_{i=1}^{k} d(a_i, s_i) \) |
| Coppersmith-Doyle-Raghavan-Snir Potential | \( \Phi_{CDRS} \) | \( D + M \) |
| Tension (Spannung) Induced by \( s_i \) on \( \{a_j, s_j\} \) | \( \varepsilon^i_j \) | \( \alpha_{\{s_j\},\{a_j, s_i\}} \) for all \( i, j \) |
| Total Tension Induced by \( s_i \) | \( \varepsilon^i \) | \( \sum_{j=1}^{k} \varepsilon^i_j \) for all \( i \) |
| Net Handicap of \( s_i \) | \( e_i \) | \( E_i - \varepsilon^i \) for all \( i \) |
| Maximum Net Handicap | \( e_{\max} \) | \( \max_{1 \leq i \leq k} e_i \) |
| Handicap Portion of Potential | \( \mathcal{H} \) | \( 2 \sum_{i=1}^{k} (e_{\max} - E_i) \) |
| Teia Potential | \( \Phi \) | \( \Phi_{CDRS} + \mathcal{H} \) |

We prove that \( \Phi \) is non-negative, and that the following update condition holds for each step:

\[
\Delta \Phi - k \cdot \text{cost}_{alg} + \text{cost}_{adv} \leq 0
\]

where \( \text{cost}_{alg} \) and \( \text{cost}_{adv} \) are the algorithm’s and the adversary’s costs for the step, and where \( \Delta \Phi \) is the change in potential during that step.

**Lemma 2** \( \Phi \geq 0 \).

**Proof:** By all \( i \):

\[
2\varepsilon^i_1 = d(s_1, s_i) + d(s_i, a_1) - d(a_1, s_i) \quad \text{by Observation [1]}
\leq d(s_1, s_i) + d(s_i, a_1)
\]

Thus

\[
\Phi = D + M + \mathcal{H}
\]

\[
= \sum_{1 \leq i < j \leq k} d(s_i, s_j) + \sum_{1 \leq i < j \leq k} d(s_i, s_j) + 2 \cdot \sum_{i=1}^{k} (e_{\max} - E_i)
\]
\[ \geq \sum_{i=1}^{k} d(s_i, s_1) + k \cdot d(a_1, s_1) + 2 \cdot \sum_{i=1}^{k} (e_{\text{max}} - E_i) \]
\[ = \sum_{i=1}^{k} (d(s_i, s_i) + d(s_1, a_1) + 2(e_{\text{max}} - e_i - \varepsilon_i^i)) \]
\[ = \sum_{i=1}^{k} ((d(s_1, s_i) + d(s_1, a_1) - 2\varepsilon_i^i) + 2(e_{\text{max}} - e_i)) \]
\[ \geq 0 \]

Every step can be factored into a combination of two kinds of moves:

1. The adversary can move its open server to some other point, but make no request. We call this a cryptic move.

2. The adversary can request the position of its open server, without moving any server. We call this a lazy request.

To prove that Inequality (3), the update condition, holds for every step, it suffices to prove that it holds for every cryptic move and for every lazy request.

**Lemma 3** Inequality (3) holds for a cryptic move.

**Proof:** We use the traditional \( \Delta \) notation throughout to indicate the increase of any quantity.

Without loss of generality, \( r = a_1 \), the open server. Let \( \hat{a}_1 \) be the new position of the adversary’s server. Then \( \Delta D = 0 \), since the positions of the algorithm’s servers do not change, \( \Delta M = k \cdot (d(s_1, \hat{a}_1) - d(s_1, a_1)) \), and \( \Delta e_i = -\Delta \varepsilon_i^i \) for each \( i \). Since \( \Delta e_{\text{max}} \leq \max_i \Delta e_i \), there exists some \( j \) such that

\[ \Delta \mathcal{H} \leq -2k \cdot \Delta e_1^i \]
\[ = k(d(s_1, a_1) - d(a_1, s_j) - d(s_1, \hat{a}_1) + d(\hat{a}_1, s_j)) \quad \text{by Observation 1} \]

Thus

\[ \Delta \Phi - k \cdot \text{cost}_{\text{adv}} = \Delta \mathcal{M} + \Delta \mathcal{H} - k \cdot d(a_1, \hat{a}_1) \]
\[ \leq k(d(\hat{a}_1, s_j) - d(a_1, s_j) - d(a_1, \hat{a}_1)) \]
\[ \leq 0 \]

\[ \square \]

**Lemma 4** Inequality (3) holds for a lazy request.

**Proof:** Without loss of generality, \( a_1 \) is the open server. Then \( r = a_1 \), the request point.

**Case I:** \( s_1 \) serves the request.

As illustrated in Figure 18, \( \alpha_{i_1} + \varepsilon_i^1 = d(s_1, a_1) \), for all \( i \), \( \Delta \mathcal{D} = \sum_{i=2}^{k} (\alpha_{i_1} + \varepsilon_i^1) \), and \( \alpha_{i_1} = d(s_1, a_1) \). Then

\[ \Delta E_i = \alpha_{i_1} \quad \text{for all } i \]
\[ \Delta e_i = \alpha_{i1} + \varepsilon_{i1} = d(s_1, a_1) \quad \text{for all } i \]
\[ \Delta e_{\text{max}} = d(s_1, a_1) \quad \text{since } \min \Delta e_i \leq \Delta e_{\text{max}} \leq \max \Delta e_i \]

Thus
\[ \Delta \Phi + \text{cost}_{\text{ alg}} = \Delta D + \Delta M + \Delta H + d(s_1, a_1) \]
\[ = \sum_{i=2}^{k} (\alpha_{i1} - \varepsilon_{i1}^i) - k \cdot d(s_1, a_1) + 2 \left( k \cdot d(s_1, a_1) - \sum_{i=1}^{k} \alpha_{i1} \right) + d(s_1, a_1) \]
\[ = (k + 1) \cdot d(s_1, a_1) - \sum_{i=2}^{k} (\alpha_{i1} + \varepsilon_{i1}^i) - 2 \cdot \alpha_{11} \]
\[ = 0 \quad (\text{since } \alpha_{i1} + \varepsilon_{i1}^i = d(s_1, a_1) = \alpha_{11}) \]

Case II: For some \( i > 1 \), \( s_i \) serves the request. Without loss of generality, \( i = 2 \). Using the carat notation to indicate the updated values after the move, we have \( \hat{s}_2 = \hat{a}_2 = a_1, \hat{s}_1 = a_2, \hat{s}_i = s_i \) for all \( i > 2 \), and \( \hat{a}_i = a_i \) for all \( i \neq 2 \).

Claim A: \( \Delta e_i = \alpha_{12} \) for all \( i \neq 2 \).

Using Observation [1]

\[
\begin{align*}
e_i & = E_i - \varepsilon_{i1}^i \\
\hat{e}_i & = E_i + \alpha_{2i} - \hat{\varepsilon}_{i1}^i \\
\varepsilon_{i1}^i & = \frac{d(s_i, s_1) + d(s_i, a_1) - d(s_1, a_1)}{2} \\
\alpha_{2i} & = \frac{d(s_2, a_1) + d(s_i, a_1) - d(s_2, s_i)}{2} \\
\hat{\varepsilon}_{i1}^i & = \frac{d(s_i, s_1) + d(s_i, a_2) - d(s_i, a_1)}{2} \\
\alpha_{12} & = \frac{d(s_1, a_1) + d(s_2, a_1) - d(s_1, s_2)}{2}
\end{align*}
\]

Combining the above equations, we obtain \( \hat{e}_i - e_i - \alpha_{12} = 0 \), which verifies Claim A.

Claim B: \( \hat{\varepsilon}_{\text{max}} = \hat{\varepsilon}_{i1} \) for some \( i \neq 2 \).

Since handicap moves \( s_2 \), we know that \( E_2 + d(s_2, a_1) \leq E_1 + d(s_1, a_1) \).

\[
\begin{align*}
\hat{e}_1 & = \hat{E}_1 + \alpha_{12} = E_1 + \alpha_{12} \quad \text{by Claim A} \\
\hat{e}_2 & = \hat{E}_2 - \hat{\varepsilon}_1^2 = E_2 + d(s_2, a_1) - \hat{\varepsilon}_1^2
\end{align*}
\]

Thus
\[
\hat{e}_1 - \hat{e}_2 = E_1 + \alpha_{12} - E_2 - d(s_2, a_1) + \hat{\varepsilon}_1^2 \\
\geq \alpha_{12} - d(s_1, a_1) + \hat{\varepsilon}_1^2 \\
= 0
\]

Since \(\hat{e}_1 \geq \hat{e}_2\), we have verified Claim B.

We now continue with the proof of Case II of Lemma 4. From Claims A and B, \(\Delta e_{\text{max}} \leq \alpha_{12}\). Recall that \(s_2 = a_2\), and \(r = a_1\). Thus \(\alpha_{22} = \alpha_{(r), (s_2, s_2)} = d(s_2, a_1)\). Then

\[
\begin{align*}
\Delta D &= \sum_{i \neq 2} (d(s_i, a_1) - d(s_i, s_2)) \\
\Delta M &= k(d(s_1, a_2) - d(s_1, a_1)) = k(d(s_1, s_2) - d(s_1, a_1)) \\
\Delta H &\leq 2k \cdot \alpha_{12} - 2 \sum_{i=1}^{k} \alpha_{2i} \\
\Delta \Phi + \text{cost}_{\text{alg}} &= \Delta D + \Delta M + \Delta H + d(s_2, a_1) \\
&\leq \sum_{i \neq 2} (d(s_i, a_1) - d(s_i, s_2)) + k(d(s_1, s_2) - d(s_1, a_1)) + 2k \cdot \alpha_{12} \\
&\quad - 2 \sum_{i=1}^{k} \alpha_{2i} + d(s_2, a_1) \\
&= k(2\alpha_{12} - d(s_1, a_1) + d(s_1, s_2)) \\
&\quad - \sum_{i \neq 2} (\alpha_{2i} - d(s_i, a_1) + d(s_i, s_2)) - 2\alpha_{22} + d(s_2, a_1) \\
&= kd(s_2, a_1) - (k - 1)d(s_2, a_1) - 2d(s_2, a_1) + d(s_2, a_1) \\
&= 0
\end{align*}
\]

This completes the proof of Lemma 4 since the left-hand side of the update condition is less than or equal to zero. \(\square\)

**Theorem 3** HANDICAP is \(k\)-competitive against any adversary which can have at most one open server.

**Proof:** Lemma 2 states that the Teia potential is non-negative, while Lemmas 3 and 4 state that the update condition, Inequality (3), holds for every step. \(\square\)

Teia also obtains a competitiveness of HANDICAP against any adversary, for \(k = 3\). From Subsection 8.4 of Teia’s dissertation \[72\], on page 59:

**Theorem 4** For \(k = 3\), HANDICAP is 157-competitive.

### 8 Harmonic Algorithms

In this section, we present the classical algorithm HARMONIC, as well as RANDOM SLACK, an improvement of HARMONIC which uses T-theory. In \[8,3\] we present a T-theory based proof that
HARMONIC is 3-competitive for $k = 2$.

8.1 HARMONIC

HARMONIC is a \textit{memoryless randomized algorithm} for the \textit{k-server problem}, first defined by Raghavan and Snir [66, 67]. HARMONIC is based on the intuition that it should be less likely to move a larger distance than a smaller. HARMONIC moves each server with a probability that is inversely proportional to its distance to the request point.

\begin{equation}
    p_i = \frac{1}{d(s_i, r)} - \frac{1}{d(s_1, r)} + \cdots + \frac{1}{d(s_k, r)}
\end{equation}

Pick one $i$, where each $i$ is picked with probability $p_i$.

Move $s_i$ to $r$.

HARMONIC is known to be 3-competitive for $k = 2$ [30, 35]. Raghavan and Snir [66, 67] prove that its competitiveness cannot be less than $\left(\frac{k+1}{2}\right)$, which is greater than the best known deterministic competitiveness of the $k$-server problem [63, 64]. For $k > 2$, the true competitiveness of HARMONIC is unknown but finite [51]. HARMONIC is of interest because it is simple to implement.

8.2 RANDOM SLACK

RANDOM SLACK, defined only for two servers, is derived from HARMONIC, but moves each server with a probability inversely proportional to the \textit{unique} distance that a server would move to serve the request, namely the \textit{Phase I cost} (see Figure 9).
RANDOM SLACK

For each request $r$:
\[
\epsilon_1 = \alpha \{s_1, \{s_2, r\}\}
\]
\[
\epsilon_2 = \alpha \{s_2, \{s_1, r\}\}
\]
Let $p_1 = \frac{\epsilon_1}{\epsilon_1 + \epsilon_2}$
Let $p_2 = \frac{\epsilon_2}{\epsilon_1 + \epsilon_2}$
Pick one $i$, where each $i$ is picked with probability $p_i$.
Move $s_i$ to $r$.

We refer the reader to [28] for the proof that RANDOM SLACK is 2-competitive.

8.3 Analysis of HARMONIC using Isolation Indices

The original proof that HARMONIC is 3-competitive for $k = 2$ used T-theory, but was never published. In this section, we present an updated version of that unpublished proof.

We will first show that the lazy potential $\Phi$, defined below, satisfies an update condition for every possible move. In a manner similar to that in the proof of Theorem 3, we first factor all moves into three kinds, which we call active, lazy, and cryptic. After each step, HARMONIC’s two servers are located at points $s_1$ and $s_2$, and the adversary’s servers are located at points $a_1$ and $a_2$. Without loss of generality, $s_2 = a_2$ is the last request point. In the next step, the adversary moves a server to a point $r$ and makes a request at $r$, and then HARMONIC moves one of its two servers to $r$, using the probability distribution given in Equation (4). We analyze the problem by requiring that the adversary always do one of three things:

1. Move the server at $a_2$ to a new point $r$, and then request $r$. We call this an active request.
2. Request $a_1$ without moving a server. We call this a lazy request.
3. Move the server from $a_1$ to some other point, but make no request. We call this a cryptic move.

If the adversary moves its server from $a_1$ to a new point $r$ and then requests $r$, we consider that step to consist of two moves: a cryptic move followed by a lazy request. Our analysis will be simplified by this factorization.

If $x, y, z \in M$, we define $\Phi(x, y, z)$, the lazy potential, to be the expected cost that HARMONIC will pay if $x = s_1$, $y = a_1$, and $z = s_2 = a_2$, providing the adversary makes only lazy requests henceforth. The formula for $\Phi$ is obtained by solving the following two simultaneous equations:

\[
\Phi(x, y, z) = 2 \cdot \frac{d(x, y) \cdot d(y, z)}{d(x, y) + d(y, z)} + \frac{d(x, y)}{d(x, y) + d(y, z)} \cdot \Phi(x, z, y) \tag{5}
\]

\[
\Phi(x, z, y) = 2 \cdot \frac{d(x, z) \cdot d(y, z)}{d(x, z) + d(y, z)} + \frac{d(x, z)}{d(x, z) + d(y, z)} \cdot \Phi(x, y, z) \tag{6}
\]
Obtaining the solution
\[ \Phi(x, y, z) = \frac{2 \cdot d(x, y)(2 \cdot d(x, z) + d(y, z))}{d(x, y) + d(x, z) + d(y, z)} \] (7)

**Theorem 5** HARMONIC is 3-competitive for 2 servers.

**Proof:** We will show that the lazy potential is 3-competitive. For each move, we need to verify the update condition, namely that the value of \( \Phi \) before the move, plus three times the distance moved by the adversary server, is at least as great as the expected distance moved by HARMONIC plus the expected value of \( \Phi \) after the move. The update condition holds for every lazy request, by Equation (5). We need to verify the update inequalities for active requests and cryptic moves.

If HARMONIC has servers at \( x \) and \( z \) and the adversary has servers at \( y \) and \( z \), the update condition for the active request where the adversary moves the server from \( z \) to \( r \) is:

\[
\Phi(x, y, z) + 3 \cdot d(z, r) - 2 \cdot d(x, r) \cdot d(z, r) - d(x, r) \cdot d(z, r) \cdot \Phi(x, r, z) \geq 0 \quad (8)
\]

If HARMONIC has servers at \( x \) and \( z \) and the adversary has servers at \( y \) and \( z \), the update condition for the cryptic move where the adversary moves the server from \( y \) to \( r \) is:

\[
\Phi(x, y, z) + 3 \cdot d(y, r) - \Phi(x, r, z) \geq 0 \quad (9)
\]

Let \( X = \{x, y, z, r\} \). It will be convenient to choose a variable name for the isolation index of each split of \( X \). Let:

\[
\begin{align*}
  a &= \alpha_{\{x\},\{y,z,r\}} \\
  b &= \alpha_{\{y\},\{x,z,r\}} \\
  c &= \alpha_{\{z\},\{x,y,r\}} \\
  d &= \alpha_{\{r\},\{x,y,z\}} \\
  e &= \alpha_{\{x,y\},\{z,r\}} \\
  f &= \alpha_{\{x,z\},\{y,r\}} \\
  g &= \alpha_{\{x,r\},\{y,z\}}
\end{align*}
\]

By Lemma 1 and Observation 2, we have

\[
\begin{align*}
  d(x, y) &= a + b + f + g \\
  d(x, z) &= a + c + e + g \\
  d(y, z) &= b + c + e + f \\
  d(x, r) &= a + d + e + f \\
  d(y, r) &= b + d + e + g \\
  d(z, r) &= c + d + f + g
\end{align*}
\]

The three non-trivial splits of \( X \) do not form a coherent set; thus, at least one of their isolation indices must be zero. Figure 19 shows the three generic possibilities for \( T(X) \). Let \( MaxMatch = \)
max \{d(x, y) + d(z, r), d(x, z) + d(y, r), d(x, r) + d(y, z)\}. If MaxMatch = d(x, y) + d(z, r), then e = 0, as shown in Figure 19(a). If MaxMatch = d(x, z) + d(y, r), then f = 0, as shown in Figure 19(b). If MaxMatch = d(x, r) + d(y, z), then g = 0, as shown in Figure 19(c). In any case, the product ef g must be zero. Substituting the formula for each distance, and using the fact that ef g = 0, we compute the left hand side of Inequality (8) to be

\[
\text{numerator}_1 = \frac{(a + b + c + e + f + g)(a + b + d + e + f + g)(b + c + d + e + f + g)(a + c + 2d + e + 2f + g)}{(a + b + c + e + f + g)(a + c + d + e + f + g)}
\]

where numerator$_1$ is a polynomial in the literals a, b, c, d, e, f, and g, given in Appendix [A].

Similarly, the left hand side of Inequality (9) is

\[
\text{numerator}_2 = \frac{(a + b + c + e + f + g)(a + c + d + e + f + g)}{(a + b + c + e + f + g)(a + c + d + e + f + g)}
\]

where numerator$_2$ is also a polynomial in the literals a, b, c, d, e, f, and g, given in Appendix [A].

The denominators of these rational expressions are clearly positive. The proof that numerator$_1$ and numerator$_2$ are non-negative is given in Appendix [A]. Thus, the left hand sides of both inequalities are non-negative, thus verifying that HARMONIC is 3-competitive for two servers. □

9 Summary and Possible Future Applications of T-Theory to the k-Server Problem

We have demonstrated the usefulness of T-theory for defining online algorithms for the server problem in a metric space M, and proving competitiveness by rewriting the update conditions in terms of isolation indices. In this section, we suggest ways to extend the use of T-theory to obtain new results for the server problem.

9.1 Using T-Theory to Generalize RANDOM SLACK

A memoryless trackless randomized algorithm for the k-server problem must act as follows. Given that the servers are at \{s_1, \ldots, s_k\} and the request is r, first compute T(X), where
and then use the parameters of \(T(X)\) to compute the probabilities of serving the request with the various servers.

We know that this approach is guaranteed to yield a competitive memoryless randomized algorithm for the \(k\)-server problem, since HARMONIC is in this class. HARMONIC computes probabilities using the parameters of \(T(X)\), but we saw in RANDOM SLACK in \([8,7]\) that, for \(k = 2\), a more careful choice of probabilities yields an improvement of the competitiveness. We conjecture that, for \(k \geq 3\), there is some choice of probabilities which yields an algorithm of this class whose competitiveness is lower than that of HARMONIC.

### 9.2 Using \(T\)-Theory to Analyze HARMONIC for Larger \(k\)

We know that the competitiveness of HARMONIC for \(k = 3\) is at least \(\left(\frac{1}{2}\right) = 6\). As in Section 8, we could express the lazy potential in closed form, and then attempt to prove that it satisfies all necessary update conditions.

In principle, the process of verifying that the lazy potential suffices to prove 6-competitiveness for HARMONIC for \(k = 3\) could be automated, possibly using the output of Sturmfels and Yu’s program \([70]\) as input. However, the complexity of the proof technique used in Section 8 rises very rapidly with \(k\), and may be impractical for \(k > 2\). There should be some way to simplify this computation.

### 9.3 Generalizing the Virtual Server Algorithms and the \(k\)-Server Conjecture

The \(k\)-server conjecture remains open, despite years of effort by many researchers. The most promising approach to date appears to be the effort to prove that the work function algorithm (WFA) \([31]\), or perhaps a variant of WFA, is \(k\)-competitive. This opinion is explained in depth by Koutsoupias \([61]\). To date, for \(k \geq 3\), it is only known that WFA is \((2k - 1)\)-competitive \([64]\), and that it is \(k\)-competitive in a number of special cases.

HANDICAP represents a somewhat different approach to the \(k\)-server problem. Teia conjectures that HANDICAP can be modified in such a way as to obtain a 3-competitive deterministic online algorithm for the 3-server problem against an arbitrary adversary, thus settling the server conjecture for \(k = 3\). He suggests that this can be done by maintaining two reference points in the tight span. The resulting algorithm would not be trackless.

From the introduction (pp. 3–4) of Teia’s dissertation \([72]\):

For the case of more than one open matching, the memory representation would have to be augmented by additional components. One possibility would be to introduce reference points in addition to handicaps. We are convinced that, for \(k = 3\), by careful case analysis and the introduction of two reference points, a 3-competitive algorithm can be given.
Für den Fall mehr als eines offenen Matchings müßte die Gedächtnisrepräsentation um zusätzliche Komponenten erweitert werden. Eine Möglichkeit wäre, zusätzlich zu den Handicaps Bezugs punkte einzuführen. Wir sind überzeugt, daß sich für $k = 3$ durch sorgfältige Fallunterscheidungen und die Einführung zweier Bezugs punkte ein 3-kompetitiver Algorithmus angeben läßt.
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A Appendix: Mathematica Calculations

We used Mathematica 5.2 to rewrite the left hand side of Inequality 8 as a single rational expression with the least common denominator. We then substituted zero for $efg$ throughout. Then \textit{numerator}_1, the numerator of the resulting rational expression, is the following polynomial:

$$4a^3bc + 9a^2b^2c + 5ab^3c + 4a^3c^2 + 14a^2bc + 13ab^2c^2 + 3b^2c^2 + 5a^2bc^3 + 9abc^4 + 4b^2c^3 + ac^4 + bc^4 + 2a^2bd + 3ab^2d + ab^3d + 6a^2cd + 23a^2bcd + 24ab^2cd + 7b^2cd + 17a^2c^2d + 36abc^2d + 17b^2c^2d + 10ac^3d + 9bc^3d + c^4d + 2a^3d^2 + 7a^2bd^2 + 5ab^2d^2 + 18a^2cd^2 + 37abcd^2 + 17bd^2cd + 21ac^2d^2 + 20bc^2d^2 + 5c^3d^2 + 6a^2d^3 + 10abcd^3 + 4b^2d^3 + 16acd^3 + 16bd^3 + 4c^3d^3 + 4bd^4 + 4cd^4 + 4a^2ce + 17a^2bce + 17ab^2ce + 46b^2ce + 13a^2c^2e + 6ab^2ce + 116a^2c^2e + 7ac^2e + 6bc^2e + c^3e + 2a^2de + 9a^2bed + 7ab^2de + 25a^2cde + 50abcd^2 + 26bc^2de + 7c^3d + 10a^2d^2e + 18ab^2de + 9b^2d^2e + 37ac^2d^2 + 34bcd^2 + 16c^2d^2 + 14ad^2e + 14bd^2e + 4d^2e + 8a^2ce^2 + 16abce^2 + 6b^2ce^2 + 10ac^2e^2 + 7bc^2e^2 + 2c^3e^2 + 6a^2de^2 + 10abde^2 + 2b^2de^2 + 22acde^2 + 17bde^2 + 9c^2de^2 + 12ad^2e^2 + 10bd^2e^2 + 13cd^2e^2 + 6d^2e^2 + 4ae^3c + 2bce^3 + c^3e^3 + 4ade^3c + 2bde^3 + 3cd^3e + 2d^2e^3 + 2a^3bc f + 2ab^3f + 2a^2bf + 30a^2bfc + 33ab^2cf + 8b^3cf + 22a^2c^2f + 13abc f + 12bc^2f + c^2f + 4a^3f df + 16a^2bdf + 13ab^2df + 2b^2df + 39a^2cdf + 88abcdf + 43b^2cdf + 5ac^2df + 54bc^2df + 13c^2df + 16a^2df f + 29abd^2f + 10bd^2cf + 59acdf^2 + 59bcd^2f + 31c^2d^2f + 18ad^2f + 16bd^3f + 24ad^2f + 4df + 2a^2f e + 9ac^2f e + 8ab^2f e + b^3f + 30a^2e f f + 67abc e f + 30b^2ce f + 41ac^2 e f + 39bc^2 e f + 10c^2e f + 20a^2def + 41abde f + 14b^2de f + 90acde f + 85bcde f + 45c e f + 42a^2ce f + 39b^2de f + 58cde f + 22de f + 6a^2e f + 9abf e + 25b^2e f + 30acdf e + 26bce f + 15c^2 f e + 26ace f + 21bdce f + 37cde f + 23d^2e f + 3a^2e f + 3a^3c f + 6e^3 c f + 7d^3 c f + 3a^2 f e + 10a^2 b f^2 + 10a^2 b f^2 + 29f^2 + 23a^2 c f^2 + 57abc f^2 + 28b^2f^2 + 35ac^2 f^2 + 35bc^2 f^2 + 8c^3 f^2 + 16a^2d^2f + 12b^2d^2f + 2f^4 + 11c^2e f^2 + 25abc e f + 105 f^2e f + 57acc f^2 + 58bce f^2 + 31c^2 e f^2 + 44ade f^2 + 41bde f^2 + 74cde f^2 + 37d^2e f^2 + 14e^2 f^2 + 12b^2c f^2 + 26ce f^2 + 26de f^2 + 4e^2 f^2 + 6a^2 f^3 + 14ab f^3 + 6b^2 f^3 + 29ac f^3 + 32bc f^3 + 17c^2 f^3 + 20ad f^3 + 18bdf^3 + 38cdf^3 + 14df^3 + 17aef^3 + 17bc f^3 + 32cf e f + 27de f^3 + 10c^2 f^3 + 6af^4 + 6f^4 b + 12f^4 c + 8df^4 + 8c^4 f + 2f^5 + 4a^4 bg + 8a^2b^2 g + 4abg + 8a^3eg + 34abc g + 33abg + 23abef g + 19be f g + 27b^2eg + 2a^3eg + 5ac^2eg + 35c^2eg + 6a^2f g + 53b^2e f g + 130aef g + 24d^2ef g + 2a^2c^2eg + 3b^2c^2eg + 5c^3e^2g + 6d^3e^2g + 6a^3fg + 31b^2fg + 32abfg + 75bf^2g + 55bc^2f^2g + 55b^2f^2g + 34a^2fg + 35bf^2g + 53c^2fg + 45df^3g + 14f^4 g + 4a^3g^2 + 19a^2bg^2 + 18abf^2g^2 + 3b^2g^2 + 31a^2eg^2 + 65abcg^2 + 26b^2eg^2 + 37ac^2g^2 + 34b^2eg^2 + 8c^3g^2 + 30a^2d^2g^2 + 64ad^2g^2 + 30bd^2g^2 + 92ac^2d^2 + 93bdf^2g^2 + 45cdg^2 + 48ad^2g^2 + 45bd^2g^2 + 57cd^2g^2 + 16d^2g^2 + 20erge^2 + 43beg^2 + 17b^2eg^2 + 67ac^2eg + 63bc^2eg + 33c^2eg + 70ade^2g + 66deg^2 + 87cd^2g^2 + 94d^2eg^2 + 22ace^2g + 196b^2g^2 + 28ce^2g^2 + 32d^2eg^2 + 5c^3g^2 + 32a^2f g^2 + 76abf g^2 + 33b^2f g^2 + 109acf g^2 + 107bc f g^2 + 53c^2f g^2 + 110acdf g^2 + 90bdf g^2 + 143cd^2f g^2 + 68d^2f g^2 + 64a^2f g^2 + 65b^2f g^2 + 86c^2f g^2 + 86df^2g^2 + 35f^2g^2 + 13a^2g^2 + 28abg^2 + 11b^2g^2 + 39acg^3 + 36bcg^3 + 18c^2g^3 + 41adg^3 + 44bg^3 + 53cdg^3 + 27d^2g^3 + 31ae g^3 + 29beg^3 + 39ceg^3 + 46deg^3 + 15e^2g^3 + 50a^2f g^3 + 49bf^2g^3 + 61cf g^3 + 69df^3g + 41f^2g^3 + 14ag^3 + 13bg^3 + 16cg^3 + 20dg + 15eg^3 + 23fg^3 + 5g^5

Each of the variables $a, b, c, d, e, f, g$ is an isolation index, hence cannot be negative. Since there are no negative coefficients in the polynomial \textit{numerator}_1, its value must be non-negative.
Similarly, we used Mathematica to find a polynomial expression for $\text{numerator}_2$, the numerator of the left hand side of Inequality (9):

$$4a^2b + 4ab^2 + 9abc + 4b^2c + 6bc^2 + 2a^2d + 6abd + 4b^2d + 3acd + 6bcd + 2ad^2 + 2bd^2 + 2cd^2 + 2a^2e + 11abe + 4b^2e + 2ace + 12bce + 6ade + 9bde + 3cde + 2d^2e + 3ae^2 + 7bce + 3ce^2 + 3dec + c^3 + 8abf + 4b^2f + 8bce + 4adf + 6bdf + 4cdf + 2d^2f + 5acef + 11bef + 3ce^2f + 7def + 4e^2f + 4bf^2 + 2df^2 + 3ef^2 + 4a^2g + 12abg + 4b^2g + 10acg + 15bceg + 6c^2g + 7adg + 9bdg + 6cdg + 2d^2g + 12aeg + 15bceg + 9deg + 7e^2g + 7afg + 11bfg + 9cfg + 7dfg + 3f^2g + 9ag^2 + 9bg^2 + 11cg^2 + 5dg^2 + 11eg^2 + 8fg^2 + 5g^3$$

Every term is non-negative, hence $\text{numerator}_2$ is non-negative.