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ABSTRACT

Currently there is a considerable development of small, lightweight, lidar systems, for applications in autonomous cars. The development gives possibilities to equip small UAVs with this type of sensor. Adding an active sensor component, beside the more common passive UAV sensors, can give additional capabilities. This paper gives experimental examples of lidar data and discusses applications and capabilities for the platform and sensor concept including the combination with data from other sensors. The lidar can be used for accurate 3D measurements and has a potential for detection of partly occluded objects. Additionally, positioning of the UAV can be obtained by a combination of lidar data and data from other low-cost sensors (such as inertial measurement units). The capabilities are attainable both for indoor and outdoor short-range applications.
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1. INTRODUCTION

The use of high-resolution laser scanners onboard small UAVs is becoming increasingly feasible. Many of these sensors, also referred to as lidar (light detection and ranging) sensors, are using the time-of-flight of several, simultaneously emitted, laser pulses in different directions to obtain accurate range measurements at high repetition rates. Range measurements (up to several hundred meters) together with compact scanning devices and electronics make these laser sensors an interesting complement to other more established sensors for small UAVs, such as visual and thermal cameras.

In this paper we present methods and experimental results for the integration of laser scanning in small UAVs. The purpose of the paper is to describe a sensor system operating in real-time, including hardware, software, and basic principles for the positioning of the sensor system. Experimental data is presented for two typical use cases; operation close to ground and operation using the lidar as a down-looking sensor at a higher altitude. Examples of collaborating sensors are given and a discussion is included on how the capabilities from the lidar sensor can complement other sensors.

The specific application of lidar data for positioning of the platform is the main focus of this paper. The ability to accurately determine the position of a platform, such as an unmanned ground or air vehicle (UGV or UAV), is often crucial in order to fully utilize sensor data from the platform. It is also necessary for enabling autonomous platform operation. Position information with sufficient accuracy can in many cases be obtained from receivers for GNSS (Global Navigation Satellite System) signals. There are, however, cases where the position accuracy provided by GNSS is insufficient. Additionally, in many environments, e.g., in forests, dense cities, indoors, and during adversarial jamming of GNSS signals, GNSS availability is reduced or absent. Therefore, complementary positioning systems are needed. Three examples of positioning techniques are:

- Inertial positioning: integration of sensed accelerations and rotations.
- Positioning based on signals of opportunity: detection and tracking of features not known to the navigation system in advance, e.g. radio sources, visual landmarks, geometric features etc.
- Infrastructure-based positioning: detection and tracking of beacons, reference markers, etc., whose positions are known in advance. GNSS is an example of infrastructure-based positioning.
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Most positioning systems combine more than one of these techniques; specifically, it is common to combine inertial navigation with either signals of opportunity or infrastructure.

Section 2 of this paper describes two typical use cases for lasers on small UAVs. The first case deals with the situation when the sensor platform operates close to ground or in indoor environments. An example of a system setup with hardware, software framework, and algorithms for positioning is given together with sample results. In the second case, results are shown and briefly discussed for operation at a higher altitude. In Section 3 we briefly describe three examples of potential collaborating sensor applications; positioning based on passive imaging, imaging with synthetic aperture radar technology, and a platform with multiple sensor systems. The current results, further development and combined use of several different sensors are discussed in Section 4. Concluding remarks are given in Section 5.

2. LASER SENSOR SYSTEM SETUP AND SENSOR POSITIONING

In this section we present two different methods regarding using laser systems onboard small, lightweight UAVs.

2.1 Operation close to ground or in indoor environments

Data for this part of the study were collected with a positioning system called Grape (GRApH-based Precision lisEr), consisting of a 3D lidar, a flight controller, and software algorithms. The different versions of the firmware and software parts are shown in Table 1. The lidar was an OUSTER-OS1 with 16 channels, which collects approximately 330,000 points per second with a 33.2° vertical and 360° horizontal field of view. The lidar was tilted forward to get more points on the ground close to the lidar. The scanner rotation speed was set to 10 rotations per second. A Pixhawk Mini flight controller was used to obtain accelerometer and gyroscope data from its inertial measurement unit (IMU). The Raspberry Pi 4 Model B running Ubuntu Server was used for data collection and processing. The different components were mounted together with batteries on a wooden platform. This enabled carrying the system by hand, holding it above the head to simulate the movement of a UAV without having to fly.

The specific software frameworks used for the algorithm are Robot Operating System (ROS), Point Cloud Library (PCL), Eigen and Georgia Tech Smoothing and Mapping (GTSAM). ROS is a modular software infrastructure that eases the use of multiple sensors while enabling easy parallel development. The framework consists of nodes that send and receive data using topics. ROS enables using existing software from other developers, such as MAVROS for communicating with the Pixhawk and the OS1 ROSnode for easy communication and data transfer from hardware to software. ROS also have some other advantages, such as its built-in visualization tool, Rviz, which can be used to visualize trajectories and point clouds. Another useful feature is the built-in data saving tool, rosbag, which can be used to record and replay data streams. Point Cloud Library is a useful framework for managing and processing large data structures such as 3D lidar data. In this study PCL was used to store and transfer lidar point clouds between ROSnodes by converting between PCL point clouds and ROS point clouds. PCL was also used for transformation of point clouds between different coordinate systems, and for k-d tree searching methods. Eigen is a C++ library which was used for linear algebra operations with varying matrix sizes. GTSAM is a C++ library used for robotics and computer vision applications by implementing sensor fusion based on factor graphs and Bayes networks.

| Name          | Ubuntu Server | Ouster firmware | Pixhawk mini firmware | ROS   | GTSAM | PCL  | Eigen |
|---------------|---------------|-----------------|-----------------------|-------|-------|------|-------|
| Version       | 18.04         | 1.13.0          | Arducopter 4.0.2       | Melodic Morenia | 4.0.2 | 1.8.1 | 3.3.4 |

The type of positioning algorithm used is called Simultaneous Localization And Mapping (SLAM). SLAM algorithms use the principle of creating some type of map and simultaneously localizing a platform/sensor/robot within that map. This particular SLAM algorithm is a combination of inertial positioning and positioning based on signals of opportunity from the lidar.
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Graph-based SLAM has been a popular method of formulating the SLAM problem for some time. One of the first publications to formulate SLAM as a set of links between robot poses was Ref. [6] and many have since followed e.g. Refs. [7,8,9,10]. Graph-based SLAM has a number of advantages over the more traditional filtering techniques, key among them is the fact that older measurements are not discarded and can be taken into consideration at each time step. Today graph-based SLAM can be considered one of the standard ways of formulating the SLAM problem. Here follows a very brief explanation of the basic concept of graph-based SLAM, further reading can be found in Refs. [11,12,13]. Consider Figure 1, and let $X_k$ represent the robot position at time $k$ and let $L_n$ represent a landmark with index $n$. The odometry and landmark measurements $O_{12}, O_{23}$, and $Z_{21}, Z_{22}, Z_{32}$ are called factors and relate the states to each other with a certain probability. We are interested in the states $X_1, X_2, X_3$ given the factors $O_{12}, O_{23}$, and $Z_{21}, Z_{22}, Z_{32}$, which can be expressed as the following probability,

$$P(X_1, X_2, X_3 | O_{12}, O_{23}, Z_{21}, Z_{22}, Z_{32}) \propto f(X_1, X_2, X_3),$$

(1)

where $f(X_1, X_2, X_3)$ is the value of the factor graph. In order to find the most likely trajectory of the sensor, a maximum a-posteriori inference is done by maximizing this probability. Due to the inherent nonlinearities in a moving robot, this maximization problem boils down to a nonlinear optimization problem that can be solved with a nonlinear optimizer. The corresponding information matrix to a factor graph generated by a robot moving through an environment is in general sparse. This sparsity can be exploited when solving for the optimal trajectory and is the reason why modern graph-based SLAM algorithms can work in real-time.
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Figure 1. A small factor graph with robot poses represented as $X_i$, and landmark poses as $L_n$ connected by odometry factors $O_i$ and landmark measurement factors $Z_i$.

The algorithm, developed for close to ground and indoor positioning, is divided into four different components; feature extraction, feature association, sensor fusion, and a precision node. These components and how they interact are displayed in Figure 2. In the following paragraphs, each of these components are explained in more detail.
The feature extraction is performed by first filtering out candidate features, planes and edges, from each lidar scan. The filter operation is fast, because it is applied on the structured point cloud, ordered along the lidar azimuth and elevation directions, and thus does not require neighbour search operations. The feature candidates are then examined in a local region-of-interest (ROI) around each feature candidate. The ROI-points for each plane feature candidate are fitted to a plane and the candidate with lowest point-to-plane root-mean-square error (RMSE) distance is selected. Similarly, edge candidates are fitted to lines, and the candidate with lowest point-to-line distance RMSE is selected. The scan frame is divided into four sectors (right, back, left, forward) to select one plane and one edge in each sector.

Once the features, \( F_k \), have been extracted from a lidar-scan they need to be associated to the previously constructed map. The feature point cloud is first transformed to the currently best-known position. Thereafter a k-d tree is used to find the k nearest neighbours to a feature measurement based purely on the Euclidean distance between feature centre points. Then, if the normal of a new feature matches the normal of a feature in the map, the feature is associated, and receives a global feature index. The associated features, \( AF_k \), are then passed along to the sensor fusion part of the algorithm.

The Sensor Fusion Node uses the preintegrated IMU Factor included in the GTSAM library. The planar and edge features are represented in the graph using infinite planes and lines in 3D. The backend of this graph-based SLAM algorithm is created with the GTSAM library. Specifically the algorithm called ISAM2 is used in order to create and optimize the factor graph in real-time. ISAM2 is an incremental SAM (Smoothing And Mapping) algorithm that utilizes the Bayes tree for efficient mapping. Since the SLAM algorithm needs to run in real-time on a lightweight platform, a Raspberry Pi 4, it is essential that the sensor fusion computation time is kept to a minimum. As the graph grows in size as
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more and more features are added, the allowed computation time for a scan will eventually be exceeded, making pruning of the graph essential. In order to keep the graph at a manageable size the oldest features in the graph are removed as needed.

The **Precision Node** is used to counteract drift primarily in the x-, y-, z-directions, and around the yaw axis. The roll and pitch drift is continuously held at low values based on information of the direction of the gravitational force (from the IMU), which is fed into the Sensor Fusion Node. The Precision Node combines features from several scans (we use five scans) and optimizes the corresponding poses with a rigid transform. The precision-part of the algorithm has been used in earlier work e.g. in Refs. [14,20] and has two important properties, which improves the accuracy. First, it reduces the pose error, caused by inaccurate individual range measurements, because more features are available from several combined scans. Secondly, the node weighs associated features by age, applying higher weight to old features, which reduces accumulation of errors over time. For the precision node, all earlier features are made available for association. The Precision Node output, with the most accurate pose estimate, is fed into the Sensor Fusion Node.

In order to get rudimentary quantitative measurements of the SLAM algorithm accuracy, we created datasets where the actual start and end positions and orientations were the same, to an accuracy of about 5 cm and 2°. We then used the error between the SLAM-algorithm start and end poses divided by the estimated total distance as our accuracy measurement. The orientation error was only measured in the yaw direction of the platform, and was calculated by dividing the final error in yaw angle compared to the start orientation with the sum of the total yaw-rotation of the platform. The total yaw-rotation was counted in ticks of 45 degrees, rotations smaller than 45 degrees did not contribute to the total sum. This was done in order to reduce the small rotations generated by walking with the platform. The results are summarized in Table 1 for four indoor and two outdoor environments. Multiple floors were traversed in indoor environments in datasets 1 and 6. Examples of estimated sensor trajectories and lidar point clouds are shown in Figure 3.

As shown in Table 2, the resulting position and yaw errors varies between the different types of environments. Datasets 1 and 6 have very low errors whilst the errors in datasets 2 and 3 are relatively high. This high variation between datasets indicates that the algorithm has a very low drift as long as it does not “get lost” i.e. it cannot find features in its current environment or cannot lock on to the previous features for an extended period of time. Dataset number 2 consisted of long narrow corridors, which proved to be a difficult problem due to a lack of features that could be observed for a long period of time and the fact that corridors are very symmetrical and similar for long stretches, increasing the risk of false associations. In general, the outside environments are more difficult due to a lower feature density. For feature-rich indoor environments the position accuracy of our method agrees and performs well compared to the LOAM (Lidar Odometry and Mapping) method published by Zhang and Singh, where position errors of 0.9% and 1.3% were reported for two different indoor environments. Some parts of our algorithm are similar to the LOAM method, such as the plane and edge extraction and the precision node (called mapping in LOAM). However, as the lidar sensor, parts of the algorithm, and environments differs in the LOAM study, accuracy numbers are not directly comparable.

Table 2. Quantitative measurements of the SLAM algorithm in both outdoor and indoor environments.

| Dataset | Environment                 | Total travelled distance | Position error | Total twisted yaw | Yaw error |
|---------|-----------------------------|--------------------------|----------------|-------------------|-----------|
|         |                             | (m)                      | (m) (%)        | (°)               | (%)       |
| 1       | Indoor stair case           | 110                      | 0.55 0.5       | 2430              | 2.3 0.094 |
| 2       | Indoor corridors            | 204                      | 13.2 6.5       | 540               | 9.2 1.70  |
| 3       | Parking lot with open spaces| 108                      | 6.2 5.7        | 450               | 2.3 0.51  |
| 4       | Cluttered outside environment| 221                      | 5.1 2.3        | 540               | 2.9 0.53  |
| 5       | Indoor one floor            | 79                       | 1.4 1.8        | 810               | 1.4 0.17  |
| 6       | Indoor two floors           | 97                       | 0.2 0.2        | 1080              | 0.5 0.05  |
Figure 3. Examples of lidar point clouds from indoor (a-b) and outdoor (c) environments collected from an altitude of about 2 m. Figure (b) shows an overlay detail of the lidar point cloud on a photograph of the indoor environment. The sensor trajectory is indicated in red (a) and (c), or with green large dots (b). Data was collected from a development platform carried by one person.
2.2 Operation as a down-looking sensor

Figure 4 shows one of our UAV test platforms equipped with a Velodyne VLP-16 lidar sensor. Similarly to the OUSTER-OS1, the VLP-16 is a rotating scanning lidar with 16 channels which collects approximately 330 000 points per second. In this setup, the sensor is mounted in a down-looking direction, so that the rotating scanner sweeps the scan lines on the ground in a pattern perpendicular to the forward flight direction. The sensor is tilted slightly in the forward direction to obtain an almost vertical direction of the center lidar ray when the multirotor UAV is pitching forward in forward flight.

Operation of the lidar as a down-looking sensor changes the situation both for positioning and for other applications, compared to horizontal operation. The positioning of the sensor based on lidar data generally becomes more difficult in the horizontal plane (x- and y-planes) because lidar range measurements to landmarks are not performed parallel to the horizontal plane. The ability to detect objects might however become easier and more efficient, because of the larger viewing area exposed to the sensor. For a rotating lidar sensor, like the Velodyne VLP-16 or OUSTER-OS1, the downward mounting angle has the consequence that emitted laser pulses, with scanner angles directed to the sides or upwards, do not give useful range measurement data. We have found that scanner angles at least up to 45°, on each side from the vertical, give useful data. Consequently, the Velodyne VLP-16 collects at least 80 000 points per second from ground or from objects or vegetation on ground in this case.

In Figure 5 we show examples of lidar point clouds, collected from an altitude of about 15 m above ground over a birch tree area. The SLAM method used to assemble the point cloud was not the same as the method described in subsection 2.1. Instead of using landmarks (features), we used all points from each scanner frame and registered those against a ground model, based on data from earlier frames. The method is described in more detail in previous publications. Although the resulting accuracy is relatively high, the method has the drawback of being computationally expensive and is not implemented for onboard real-time operation on the platform.

There is a high potential to detect and possibly classify objects with the down-looking lidar sensor. The primary source of information is the 3D data, but also intensity data (estimated reflectance) is of interest for detection algorithms. The sensor is able to work both during day- and night-time and has the ability to penetrate through obscurants. In Figure 5 (b) the ground points are color-coded with the information from the reflected lidar pulse intensity, from brown for low intensity to white for high intensity. Although some noise in the intensity data is present, there is e.g. a clear difference between pulses reflected from the grass, the car, and the small trench shown in the photograph in Figure 5 (d). The low-intensity pulses reflected from the car are caused both by its dark color and by the specular component of the paint. The penetration ability of the laser pulses through vegetation can be observed in Figure 5 (b). It is to be noted that the point density on the ground and the reflected pulse intensity is lower close to, and in the shadow of the trees. The lower intensity in the shadowed areas is caused by the birch trees (leaves or other parts) which subend parts of the laser beam footprint while other parts of the same beam continues to the ground, which reduces the ground pulse intensity.

Figure 6 shows another example of a lidar point cloud where the color scale represents altitude in Figure 6 (a) and lidar intensity in Figure 6 (b). From the control tower, shown in Figure 6 (c), runs an overhead line indicated with an ellipse. The corresponding point data in Figure 6 (a-b) illustrates the important capability of the lidar sensor to detect and localize narrow objects. This capability can be difficult to achieve for passive visual sensors, especially if the narrow object is imaged against a background with similar reflectance as the object.
Figure 4. Photograph of the UAV equipped with a Velodyne VLP-16 lidar.

Figure 5. Examples of lidar point clouds collected from an altitude of about 15 m (a-b) above ground over a birch tree area. In figure (a) the points are color coded based on altitude and the UAV trajectory in white. Figure (b) shows lidar points from trees and high vegetation color coded based on altitude, and ground points coded based on intensity, from brown (for low intensity) to white (for high intensity). Figures (c) and (d) show photographs of a car in front of the tree area and a small trench on the backside of the tree area. The lidar data was collected from the UAV shown in Figure 4.
3. POTENTIAL COLLABORATING SENSORS

There is a number of potential sensors that could be combined with laser sensors for improved capabilities. In this section we briefly describe three examples from our ongoing work. The three examples are positioning based on passive imaging, imaging using synthetic aperture radar technology, and a platform with multiple sensor systems.

3.1 Positioning based on passive imaging

The Kiwi, shown in Figure 7 (a), is a real-time system for indoor positioning and mapping, which utilizes inertial navigation combined with tracking of visual features. It is the latest member of the family of Chameleon positioning systems, but is built using small and more light-weight components, in order to enable mounting on a small UAV for indoor operation. The Kiwi navigates by detecting recognizable points (often referred to as landmarks) in images from a stereo camera, i.e. two cameras oriented in the same direction, separated by a small distance from each other. The Kiwi tracks these points over time as the system moves through an environment. The inertial sensors, which measure acceleration and rotation, help predict where tracked points should appear in a new image, thereby improving the tracking accuracy. The position and orientation of the camera are estimated based on the tracked landmarks.

Since a stereo camera is used, the approximate distance to most points in the observed scene can be estimated from a single image pair. By combining these measurements with the camera position and orientation along a trajectory, a 3D point cloud representation of the environment is generated. Figure 7 (b)-(c) shows point clouds, generated while moving through an indoor environment.
We have developed another system called the Snowy owl, a down-looking image-based positioning system for UAVs, which can manage without GNSS. The UAV used in our field trials can be seen in Figure 8 (a). It is a quadcopter, with the Snowy Owl system, consisting of an onboard computer and a gimbal with a camera. Briefly, the system uses the onboard camera to take images, which are compared to a reference image (i.e. a satellite image over the operational area). The UAV position is estimated as one of the positions, in the reference image, which matches the camera image. Since there may be several matches, the actual position of the UAV is determined by a particle filter, which fuses the image matching result with the UAV velocity. The velocity is estimated using optical flow; the movement for each pixel between consecutive images. See Ref. [26] for a more detailed description of the algorithm.

The Snowy Owl algorithms run in real-time, like the Kiwi system and the Grape system described in subsection 2.1. We use the estimated position to control the quadcopter during waypoint missions and other autonomous flight. The positioning method is robust to small differences between the camera image and the reference image, i.e. lighting conditions and some seasonal variations. Significant changes like snowfall and construction work would demand a new or updated reference image.

Our GNSS-independent positioning algorithm is integrated with a method for detecting and following moving objects during flight. The algorithm works by detecting and tracking points in the image where both the optical flow and intensity deviate from their surroundings. Since the optical flow is calculated between consecutive images, objects moving relative to the surrounding area will cause optical flow deviations. However, deviations are also caused by objects at different altitudes, and some objects that are higher than their surroundings also meet the requirement of a deviant intensity. These objects are sorted out using an object tracking algorithm, where only tracks which move a certain distance between images are accepted. Image samples showing the positioning and target tracking calculated by the Snowy Owl are shown in Figure 8 (b)-(c) together with images taken by the onboard camera at the same times in Figure 8 (d)-(e).
3.2 Synthetic aperture radar

Synthetic Aperture Radar (SAR) has many applications in fields such as terrain mapping, environmental monitoring, astronomy, law-enforcement, and military surveillance. A SAR sensor can achieve high resolution at long range without a large physical aperture, and is less sensitive to weather conditions and time of day compared to an electro-optical sensor.

A SAR image is formed by combining radar measurements from different positions along a flight trajectory. This effectively synthesizes a virtual antenna that is much larger than the physical antenna used. Accurate focusing requires good knowledge of the relative positions of the measurement points. In theory such knowledge could be acquired by using a perfectly controlled pre-defined flight path. However, as a small UAV may travel along an irregular path involuntarily due to unexpected winds, suboptimal control, etc., position measurements are required for well-focused SAR images. Accurate position measurements can e.g. be achieved using a GNSS/RTK (Real-Time Kinematic) sensor, where a ground based GNSS sends corrections to a GNSS system onboard to achieve an accuracy much better than for a stand-alone GNSS sensor. Recently, several low-cost GNSS/RTK systems have become commercially available. As the UAV GNSS and radar antenna phase centres typically do not coincide, an attitude sensor can additionally be used to more accurately determine the relative position offset of the GNSS and radar antenna phase centers. This is mainly important for non-linear flight paths.

We have successfully tested a strip-map SAR system assembled on a small UAV using a low-cost 5-6 GHz radar, GNSS/RTK, and IMU sensors. A photograph of the UAV used, and a schematic of the system architecture is shown in Figure 9. An example of a generated SAR image is shown in Figure 10, which also shows a photo of the scene from a visual camera on the UAV. In this experiment a zigzag flight path was used. The achieved image resolution (for a corner reflector) was found close to the theoretical limit in both on-track and cross-track directions.
3.3 Multi-sensor UAV platform

The challenge with unreliable communication links together with low or no GNSS-signal, and navigation through narrow environments is a situation we are currently exploiting with the MAX-drone shown in Figure 11. The Multi-purpose Autonomous eXploring drone (MAX) is being developed in the Horizon 2020 project INGENIOUS. MAX is intended as a first responder’s extra companion that assists in the exploration and assessment of potentially dangerous buildings by sending multi-sensor data to a ground control station for manual inspection and automatic analysis. Using a variety of complementary sensors and an onboard distributed computational system, MAX will build and update a 3D representation of the environment, determine waypoints for optimal exploration, find openings large enough to pass through, plan routes and avoid obstacles, in order to navigate safely through complex and narrow geometry and under varying lighting conditions. The intended use requires the UAV to fly indoors or close to ground. In this context a possible solution is to combine both the lidar-based positioning and visual stereo camera positioning described in subsections 2.1 and 3.1. The lidar-based positioning has in this case the advantage of a larger maximum range to landmarks than the stereo camera. Using both systems has the potential of achieving a more robust positioning, which is important for safe navigation in narrow and complex geometries. With several sensors supporting the navigation, also the capability to avoid obstacles is improved. In addition to electro-optical sensors, sonars can be used to detect small objects such as wires and ropes as well as glass windows, and assist with close-range collision avoidance.
4. DISCUSSION

The combination of multiple sensors in one package gives the advantage of being able to handle multiple environments and scenarios. Beside thermal cameras, not treated in this paper, lidar and SAR have the advantages of working in darkness. Lidar and camera-based positioning systems could be combined for a potentially more robust and accurate positioning solution than would be possible using separate systems. Lidar and SAR can be used for mapping and detection of occluded objects which can be difficult for visual cameras. Two downsides of having multiple sensors are the added weight to the platform, with reduced flight time, as well as limiting the processing power onboard for the sensor systems to be used.

The ability to run real-time positioning systems and data processing on smaller processing units such as Raspberry Pi and Jetson Nano enables the development of self-sufficient UAVs. Running the systems onboard gives the potential of being independent of GNSS data or constant communication with a ground unit.

There are limitations to communications when using multiple sensors with high throughput such as lidar and visual cameras. This limitation can be handled by processing data onboard and only communicating the most necessary information such as control commands to the UAV and e.g. detected objects to ground. There are also situations when the communication link between the ground station and the UAV is broken or temporarily interrupted. These problems can occur when flying outdoors with no cell coverage or indoors behind multiple walls, where neither Wi-Fi nor cell phone signals can reach. To handle this, a combination of dedicated links, cell phone networks, and Wi-Fi networks could be used, as well as temporarily buffering data before communicating to the operator.

5. CONCLUSIONS

We have presented laser systems, including hardware and software algorithms, for positioning of small UAVs. The methods presented for operation indoors or close to ground are capable of operating in real-time with a small onboard computer. This is an important capability, especially to enable autonomous operation of platforms, which relies on accurate positioning.

The laser sensor has the advantage of producing accurate range and angular measurements to achieve both accurate positioning of the platform and potentially mapping and detecting objects in dark, shadowed areas or through obscurants such as vegetation.

Future multi-sensor platforms can include both electro-optical and other sensors, such as sonars and radars. The most efficient combination of sensors depends on the operational context, the altitude, as well as size, weight and power requirements. The use of high-resolution active sensors, such as radar sensors and scanning laser systems, are presently rare on small UAVs. With continued development of sensors, electronics, integration and algorithms, more capable small UAVs are expected in the future, both in terms of autonomous behavior and in survey and object detection capabilities.
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