Extraction of optimal fatigue-driving steering indicators considering individual differences
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Abstract
Extracting effective steering indicators is critical for fatigue-identification based on steering behaviour. However, considering individual differences, the best calculation parameters of the individual driver’s steering indicators are different. The indicator’s performance decreases by using unified parameters rather than the individual driver’s best parameters. The authors propose a model extracting individual driver’s optimal fatigue steering indicators calculated by the individual driver’s best parameters. Individual driver’s naturalistic driving data are analysed by the model. First, indicators in sober and fatigue state are examined by the Wilcoxon test, and $|Z|$ represents the indicator’s fatigue-identification performance. And the function reflecting correspondences between calculation parameters and indicator’s fatigue-identification performance is constructed. Then the function is optimized using particle swarm optimization to obtain individual driver’s best calculation parameters maximizing $|Z|$. Finally, effective indicators calculated by the individual driver’s best parameters constitute the individual driver’s optimal fatigue indicator set. Indicators calculated by the individual driver’s best parameters and unified parameters are used to establish the individual fatigue-identification model. The average identification accuracy of models using individual driver’s best parameters and unified parameters is 87.4% and 79.1%, which indicates using individual driver’s optimal fatigue indicators can improve identification accuracy. This study can provide references for individualized fatigue-driving identification.

1 | INTRODUCTION

Fatigue-driving is the typical dangerous driving behaviour, which can cause serious traffic accidents [1]. Some studies have proven that 35–45% of accidents are caused by fatigue-driving [2], more than 100,000 accidents in American are caused by fatigue-driving each year, while heavy traffic accidents caused by fatigue-driving in China account for above 40% [3]. In the absence of effective fatigue-detection methods, actual fatigue-related accidents may be more [4]. With the rapidly increasing number of drivers, the prevention of fatigue-driving is more urgent. Because reducing traffic accidents is an important goal of developing intelligent transportation systems (ITSs), it’s significant to make researches on the characteristics analysis, identification methods, and timely warning systems of fatigue-driving.

Applications of advanced sensor technology, computer technology, and the big data mining technology in ITSs promote indicators extraction and model of fatigue-driving [5, 6]. Many scholars have carried out fatigue-driving identification studies based on physiological-psychological signals [7], driving behaviour [5], vehicle movement [8], driving duration [7], etc., and have obtained great progress. Among them, fatigue-driving identification models using indicators derived from the steering wheel angle are common [9]. Some studies point out that the driver’s fatigue can be reflected by steering behaviours well [2, 5, 8]. And fatigue-driving can be identified validly by building a model based on the standard deviation of steering wheel angle (SDSWA) [10], static percentage of steering wheel movement (SPSWM) [11]. These fatigue-identification methods based on the steering wheel angle have many advantages, such as no interference to the driver, little influenced by environmental...
Factors, and good real-time performance. Moreover, the installation of steering angle sensors is cheap and simple. So, the fatigue-identification method based on the steering wheel angle has been applied to develop the anti-fatigue assisted driving systems in real vehicles [12, 13]. Therefore, we conduct researches on fatigue-driving based on the steering wheel angle. Researches about fatigue-driving identification using steering indicators have been summarized in Table 1.

Researchers got different conclusions by using various unified calculation parameters (such as time windows) to calculate indicators for all drivers. For example, in the simulated environment, Wang et al used the 60 s time window to calculate SDSWM, NSR, and other indicators, and the fatigue-detection accuracy reached 64.15% [8]. Zhang et al. found that the correlation between SRR using these calculating parameters and fatigue was highest with a value of 0.42 in the field environment. It was indicated that calculation parameters could greatly influence the fatigue-identification performance of indicators [14].

Most researchers used unified parameters to calculate steering indicators for all drivers and mixed all drivers’ data to build models [2, 10, 16]. Although much research progress was obtained, these researches neglected the influences of individual differences, which reduced the adaptability and accuracy of individual driver’s fatigue-identification [8, 18].

Previous studies have shown that individual differences are ubiquitous among drivers with different gender, age, driving experience, and other individual properties [17, 19, 20]. And individual differences are important factors affecting the accuracy of driving behaviour models [20], such as drinking driving models and fatigue-driving models. When fatigue occurs, there are individual differences in many aspects among drivers, including the changes of the physiological and psychological characteristics [21, 22], the susceptibility to driving fatigue [23], the changes in driving operation, and the fatigue countermeasure [24]. Therefore, the effects of individual differences should be considered when we do researches on the indicators, identification models, and countermeasures of driving fatigue.

In studies of fatigue-driving indicators, Xu et al. [25] believed that individual differences are important reasons affecting the performance of indicators. They found that there are significant individual differences in indicators such as SDSWA and percentage of eyelid closure (PERCLOS) in the fatigue-driving state. Inger et al. [26] used the mixed-effects regression analysis model to analyse the relationship between subjective fatigue value and blink time, the standard deviation of lane position (SDLP). The result indicates that whether it is fatigue or not, there are significant individual differences in both blink time and SDLP. Zhang et al. [14] found that there are significant individual differences in SDLP and SRR calculated by optimal unified parameters of all drivers, meanwhile, they thought that there were individual differences in the best indicator’s calculation parameters. In research on the fatigue-identification model, scholars found that individual differences are important factors affecting the identification accuracy [8, 9]. When indicators are calculated by unified parameters for all drivers, individual differences can lead to systematic errors in fatigue-identification [26]. Therefore, establishing an accurate fatigue-identification model at the individual level should consider the impact of individual differences. Wang et al. [8] used the individual driver’s non-intrusive indicators to establish a personalized fatigue-identification model results showed that considering individual differences can indeed improve the accuracy of fatigue-identification, which is attributed to using driver-specific fatigue threshold for individual drivers.

The above studies showed the necessity of considering individual differences. Extracting effective fatigue-driving indicators of individual drivers is a prerequisite for establishing an individualized fatigue-driving model [8]. And the fatigue-identification performance of indicators is significantly affected by the calculating parameters [16, 17]. In most identification studies of fatigue-driving, indicators of all drivers are calculated by the unified calculation parameters [27, 28]. But, due to individual differences, the indicator’s best calculation parameters of different drivers are different [14, 29].

### Table 1 Summary of fatigue-driving identification researches based on steering behaviour

| Researcher     | Measurements | Calculating parameters                                                                 | Experimental environment |
|----------------|--------------|----------------------------------------------------------------------------------------|--------------------------|
| Wang, et al [8]. | SDSWM        | the time window is 60 s                                                                 | simulated environment     |
|                | NSR          | the time window is 60 s,                                                               |                           |
| Zhang, et al [14]. | SRR         | the time window is 300 s, the reversal threshold is 6°                                 | field environment         |
| Gastaldi, et al [11]. | MASE   | the time window is 240 s                                                                | simulated environment     |
| Thiffault, et al [15]. | SDSWM  | the time window is 300 s                                                                | simulated environment     |
| Zhang, et al [16]. | SDSWA       | first-layer and second-layer time window is 60 and 15 s respectively                  | field environment         |
|                | SPSWM        | first-layer and second-layer time window is 60 and 15 s respectively; the threshold of static angular velocity is ±0.1°/s |                           |
| Niu [17].      | SDSWA        | the time window is 15 s                                                                 | simulated environment     |

SDSWM, standard deviation of steering wheel movement; NSR, number of steering wheel reversals; SRR, steering reversal rate; MASE, mean of the absolute steering error.
The previous research indicated that because of individual differences, for some drivers, using unified parameters instead of their best parameters to calculate indicators will reduce the fatigue-identification performance of indicators [14]. It can be inferred that when there is no significant difference between indicators of the awake state and the fatigue state, even if individual driver’s data is used to build personalized models, the fatigue-identification accuracy may not be ideal. It has also been mentioned in some studies [15, 20]. For improving the indicator’s performance of fatigue-identification, the indicator’s calculation parameters of individual drivers should be optimized. And effective indicators calculated by the individual driver’s best parameters will be chosen to constitute an optimal fatigue-driving indicator set of individual drivers. Further, an individual fatigue-driving identification model can be established.

Therefore, considering the individual differences in indicator’s best calculation parameters, we propose a novel model to optimize the indicator’s calculation parameters of individual drivers and constitute an optimal fatigue-driving indicator set of individual drivers. Then, to verify the performance of the individual driver’s optimal fatigue-driving indicator set, we build a fatigue-driving identification model based on the back propagation (BP) neural network which is a multi-layer feedforward neural network trained according to error inverse propagation algorithm.

Subsequently, we will present detailed content. In Section 2, the extraction and performance verification models of optimal fatigue-driving steering indicators of the individual driver are introduced. In Section 3, we give the experimental details of data collection, the calculation parameters, and the formulas of indicators. In Section 4, the optimal fatigue-driving steering indicators of some individual drivers are displayed, and indicators’ fatigue-identification performance and other aspects are analysed. Finally, the conclusion and prospect are drawn in Section 5.

2 | METHODOLOGY

2.1 Extraction model of optimal fatigue-driving steering indicator set of an individual driver

The extraction model of an individual driver’s optimal fatigue-driving steering indicator set is shown in Figure 1. And an individual driver’s dataset is input into the model to obtain the individual driver’s optimal fatigue-driving steering indicator set. As shown in Figure 1, the model can be divided into three parts of I–III. The aim of part I is to construct the function which can reflect the correspondence between the indicator’s calculation parameters and the indicator’s fatigue-identification performance represented by $|Z|$. $|Z|$ is obtained by performing the Wilcoxon test on indicators in the sober and the fatigue state. The sober and fatigue-driving states are referred to as two kinds of driving states hereinafter. Then in part II, we use particle swarm optimization (PSO) to optimize the function in part I and obtain an individual driver’s best calculation parameters of indicators. Finally, in part III, we use the Wilcoxon test to examine the indicator calculated by the best parameters and choose the indicator with $p$-value $< 0.05$ to constitute the individual driver’s optimal fatigue-driving steering indicator set. The detailed process of the model is introduced as follows.

First of all, we determine an individual driver and indicator to be analysed, then extract pre-processed naturalistic driving data of the individual driver (introduced in Section 3.2).
2.1.1 | Part I: Construct the function reflecting correspondence between indicator’s calculation parameters and indicator’s fatigue-identification performance

In part I, the various indicators have different calculation parameters (parameter 1, parameter 2, …, parameter j) and Oij is the i-th value of parameter j. First, we calculate indicator sample value based on specific calculation parameters, and according to the Karolinska sleepiness scale (KSS), all indicator samples can be divided into two kinds of driving states.

Second, we use the Wilcoxon test to examine indicators in sober and fatigue states and obtain |Z| that indicates the fatigue-identification performance of indicators. When the calculation parameters (Oij, Oij1, Oij2, …, Oijj) are given, we can get the determined indicator’s value corresponding to the specific calculation parameters. Next, by performing the Wilcoxon test on the determined indicator’s value, we can calculate the specific |Z| (|Z|i) corresponding to the given indicator’s calculation parameters (Oij1, Oij2, …, Oijj). Namely, there is a one-to-one correspondence between the indicator’s calculation parameters and indicator’s |Z|i. Thus, we can construct a function reflecting the relationship between the indicator’s calculation parameters and indicator’s |Z| based on the Wilcoxon test.

Wilcoxon test: Because there are abnormal data in the dataset, the sample data is not normally distributed. The number of time windows used to calculate the indicators determined the sample size of the indicators [16]. In the field experiments, due to durations of the sober state usually differed from durations of the fatigue state [14], indicator sample sizes of the sober state were different from that of fatigue state. Thus, we selected the Wilcoxon test to analyse the variability of indicators between sober and fatigue states. The Wilcoxon test is often used to test significant differences between unpaired samples from two groups when the sample data is not the normal distribution [30]. |Z| in the Wilcoxon test is always used to quantify differences between two sample groups. So, we use |Z| to represent the fatigue-identification performance of indicators. The larger the |Z| is, the greater the indicator’s difference between sober state and fatigue state is. The formula of Z in the Wilcoxon test is introduced as follows.

Indicator sample values are calculated according to formulas and calculation parameters (introduced in Section 3.3), S : S1, S2, …, Sj are indicator sample values in the sober driving state, and the sample amount is n. F : F1, F2, …, Fn are indicator sample values in the fatigue state, and the sample amount is m. Indicator sample values of two kinds of driving states are mixed (sample amount is Q = n + m). The samples are sorted in ascending order.

\[
W_F' = \sum_{k=1}^{n} R_k \quad W_F = \sum_{k=1}^{n} R_k \quad W_{F1} = \frac{m(m+1)}{2} - \frac{n(n+1)}{2}
\]

\[
W_{SF} = \frac{n(n+1)}{2} \quad U = \min \{W_{F1}, W_{SF}\}
\]

\[
Z = \frac{U - \frac{m(m+1)}{2}}{\sqrt{\frac{m(n+1)}{12}}} \sim N(0,1)
\]

In the mixed sample values Rk is the rank of sample value g of S, Rk is the rank of sample value k of F. N(0,1) means that the distribution of Z conforms to the standard normal distribution.

Finally, based on the indicator’s calculation parameters and |Z| from the Wilcoxon test, we construct the function \( H \) which can represent the change of |Z| with the change of the calculation parameters, the function is described as follows.

\[
H: O \rightarrow |Z|
\]

In function \( H \), O(Oij1, Oij2, …, Oijj) is an independent variable vector consists of the indicator’s calculation parameters and Oij represents the indicator’s calculation parameter j. |Z| is a dependent variable.

The function can evaluate the goodness of an indicator’s calculation parameters. The larger the |Z| is, the better the goodness of the indicator’s calculation parameter is. So, we use PSO in part II to deal with the function and obtain an indicator’s optimal calculation parameters with maximum |Z|.

2.1.2 | Part II: Obtain the individual driver’s best calculation parameters of the fatigue-driving indicator

In part II, we mainly introduce the optimization procedure of the indicator’s calculation parameters based on PSO. Particle swarm optimization: PSO is an intelligent optimal solution search algorithm based on group collaboration [31]. PSO has many advantages, such as global searching ability, simple structure, and fast convergence speed due to the cooperation of multiple agents [31]. Thus, we choose PSO to optimize function \( H \) and obtain an individual driver’s best calculation parameters to improve the fatigue-identification performance of indicators.

In PSO of this work, the indicator’s calculation parameters constitute the position vector Oi(Oij1, Oij2, …, Oijj) of the particle i (i = 1, 2, …, N). The element Oij of Oi represents the calculation parameter of the indicator. j = 1, 2, …, Di, Di is the number of indicator’s calculation parameters and N is the total number of particles in a swarm. We design the particle swarm size (N = 30) and search space. Each particle moves randomly in the search space at the speed vector \( V_i = (V_{i1}, V_{i2}, ..., V_{ij}) \).

Function \( H \) is used as the fitness function of a particle. Particle’s position vector O is the independent variable of H and the goodness of particle is evaluated by dependent variable |Z| of fitness function H. The larger the |Z| is, the better the goodness of the particle is, that is, the better the fatigue-identification performance of the indicator is. Thus, the best position with maximal |Z| can be gained through PSO. The best position vector is the best calculation parameters of the indicator. The process of PSO is shown in Figure 2.

In Figure 2, first, we randomly initialize the position and velocity of each particle. Second, we calculate the fitness values of the particles. Third, we obtain the personal best position of particle i \( P_{bi} = (P_{bi1}, P_{bi2}, ..., P_{bij}, ..., P_{biD}) \) and the global best
After part II, we obtain the indicator's best calculation parameters of an individual driver. However, whether the indicator calculated by the individual driver's best parameters is effective for identifying fatigue-driving needs to be analysed. So, in part III, we test differences between indicators in two kinds of driving states calculated by the best parameters. For an individual driver, first, we calculate the indicator using the individual driver's best parameters output by PSO. Second, we do the Wilcoxon test on indicators in two kinds of driving states and obtain the p-value. Lastly, we choose indicators with p-value < 0.05 to constitute the optimal fatigue-driving indicator set of an individual driver. Indicators of the indicator set are calculated by the individual driver's best parameters.

2.2 Performance verification model for optimal fatigue-driving indicator set of an individual driver based on BP neural network

To verify the performance of an individual driver's optimal fatigue-driving indicator set, we build the individual fatigue-identification model based on the BP neural network. The BP neural network is a powerful model for solving complex non-linear classification problems [32]. For an individual driver, we use an individual driver's optimal fatigue-driving indicator set to build a fatigue-identification model named FM_U. Those indicators in FM_U are calculated by individual driver's best parameters. And for comparison, we also use indicators calculated by unified parameters to build the individual fatigue recognition model named FM_I. The types of indicators in FM_U are the same as those in FM_I. By comparing the recognition accuracy of FM_U and FM_I, we can illustrate the fatigue-identification advantage of the optimal fatigue-driving indicator set of an individual driver.

3 ACQUISITION OF DATA AND INDICATORS CALCULATIONS

3.1 Experiment design

1. Experiment participants: Because the influence of gender on fatigue-driving is not analysed in this paper, and according to statistics, the proportion of female professional drivers in the district was low. Therefore, 35 male professional drivers and five female professional drivers were recruited. The ratio of men to women is similar to the real situation. The occupations of the participants included taxi drivers, bus drivers, etc. All participants hold a valid driving license above C1. The average age of participants was 46.83 years (SD = 5.62). Participants were physically and mentally healthy, and they had normal work and rest. The average driving age of participants was 16.53 years (SD = 6.10), they had better driving skills and stable driving habits. Coaches with 30 years of driving experience were recruited as an observer on the co-pilot, they were trained to use KSS for evaluating the driving state of participants and take safety measures to increase of an emergency. The experiment protocol including experimental details and the possible risk was introduced to
all participants. Each participant signed informed consent before experiments and was paid some salary after finishing the whole experiment. The study was carried according to requests of the local ethics board and the privacy information of each participant was protected.

2. Experiment apparatus: Field experiments were carried out using the human-car-environment data acquisition platform modified by a real vehicle. The original steering wheel angle was obtained by a steering angle sensor with 0.1° resolution and 20-Hz sampling frequency, which was installed on a vehicle's steering axle. Section of the Hanshi highway was chosen as the experiment route because the road is straighter, the surface is in good condition, and the traffic volume is small. Experiment apparatuses and the route were shown in Figure 3.

3. Experiment process: The main purpose of this study was to address the effect of individual differences on fatigue-identification. The weather and traffic volume can affect the naturalistic driving behaviour [33]. If these two factors were not controlled, heterogeneity of driving behaviour might be caused by changes in weather or traffic volume rather than the influences of individual differences. However, in the field experiment, the weather conditions such as light and humidity and traffic volume are dynamic, which cannot be set as accurately and conveniently as in the driving simulator [33]. Therefore, referring to previous studies [14, 29], these two factors were controlled by performing the experiment under the condition of well-lit weather and low traffic volume to reduce complexities of the experiment, and excluding periods where data were significantly affected by these factors. Participants entered the Hanshi Expressway (two-way four-lane) by the Fuhe Toll Station and turned around at the Xiangyang North Toll Station for going back. The total journey was about 600 km and the total driving time was about 6 h. We required participants to drive cars at speeds around 100 km/h. Participants departed from the Fuhe Toll Station at 8 am, arrived in the Suizhou Service Area after about 2 h. In the service area, participants had meals and rested for one hour. After rest, the tester turned on instruments and synchronized timestamps of instruments to continue experiments. The participants drove to the Xiangyang North Toll Station, where they turned back to the starting point. Unless participants are too tired to keep safe driving, they were not arranged to rest until they returned to Fuhe Toll Station. Before experiments, participants attempted to drive the vehicle to get familiar with the experimental vehicles, had normal work and rest, and had adequate sleep. During experiments, participants drove with the usual driving habits. Referring to existing studies [2, 14], in the field experiment, keeping quiet was essential for drivers to feel fatigued. Moreover, through inquiring participants, it was found that not opening Windows, not listening to music, not communicating would not affect their daily driving operation. Therefore, referring to the practice of existing studies [2] and avoiding affecting the generation of driving fatigue, participants didn’t open the window, listen to music, and communicate. By comparing the KSS at intervals of 5, 10, and 15 min, it was found that scoring the driver's KSS every 5 min has limited interference with fatigue and can record the driver's fatigue changes in more detail. Thus, similar to reference [14, 26], Observers scored the KSS by inquiring participants every 5 min. After experiments, the final KSS was determined in association with the video of the participant's face and experts' opinions.

Naturalistic driving data of 35 participants were obtained, and data of five participants (No. 3, No. 8, No. 17, No. 23, No. 30) weren’t obtained due to apparatuses' problems.

3.2 | Data preprocessing

To obtain data that fits the requirements of the model in Figure 1, we preprocess the original experimental data according to the process shown in Figure 4.

Before data preprocessing, based on the timestamp of each sensor, we synchronize the time series of the multi-sensor data. So multi-source data corresponded to the same driving state at the same time. Multi-sensor data of every 5 min corresponds to the same KSS because we evaluate the KSS every 5 min. Besides, this paper does not consider the impact of road curves and the traffic environment. According to the video outside the vehicle, the data in the scenes of corners and lane changes due to congestion are excluded to eliminate the influence of small radius curves and traffic congestion on steering behaviour.

3.2.1 | Design double-layer time window

Time windows are important indicator calculation parameters to be optimized, which have significant impacts on the fatigue-identification performance of indicators [14, 17]. According to the reference [16], we propose the double-layer time window to
calculate indicators. We split data into observation units by the first layer time window \((T_1)\). The data in the \(T_1\) observation unit have the same KSS value. For preventing fatigue characteristics covered by the average effect of statistical calculation, we split each \(T_1\) observation unit into smaller pieces by the second layer time window \((T_2)\). We calculate the indicator value of the \(T_2\) time window, and we choose the calculation value of the \(T_2\) time window as the eventual indicator value of the \(T_1\) observation unit. For MLSWA, we take the smallest indicator value of \(T_2\) as the indicator value of \(T_1\), while for the rest indicators, we take the largest indicator value of \(T_2\) as the indicator value of \(T_1\).

For instance, when we calculate SDSWA, if \(T_1 = 60\) s, \(T_2 = 10\) s, \(T_1\) includes six \(T_2\). And the steering wheel angle in each \(T_2\) can be used to calculate one SDSWA, we choose the maximum SDSWA of six \(T_2\) in \(T_1\) as the final SDSWA of the \(T_1\).

3.2.2 Extract consecutive driving data on the highway

For the high speed and high risk of fatigue-driving on the highway, we choose the consecutive driving situation of the highway as an emphasis on research. According to videos outside the vehicle, the experimental data in continuous driving scenarios are extracted. Through the statistics of the speed under the continuous driving scenario, we find that the minimum speed of most observation units under the continuous driving scenario is above 80 km/h. So, we select observation units with the lowest speed exceeding 80 km/h as the observation units of continuous driving on the highway.

3.2.3 Construct indicator matrix for the Wilcoxon test

After obtaining indicator samples of observation units, we divide observation units into some units in the sober state and the other units in the fatigue state according to KSS. Observation units with KSS over five are observation units in fatigue state. In the end, we can construct the matrix of the indicator suitable for the Wilcoxon test. In the matrix, the first column is indicator samples of observations units in the sober state, and the second column is indicator samples of observations units in fatigue state.

3.3 Indicator calculations

According to studies [2, 8, 9], Steering behaviour indicators calculated by unified parameters are chosen to analyse, which is shown in Table 2.

For highlighting the advantages of individual driver’s best calculation parameters of indicator, we also use unified parameters to calculate all participants’ indicators. The unified parameters are used to calculate all drivers’ indicators. And the more people whose fatigue state can be detected using the indicator calculated by the unified parameter, the better the unified parameter. Thus, we use the Wilcoxon test to examine individual driver’s indicator samples and use the number of

| Symbol | Unified calculation parameters | Unit |
|--------|-------------------------------|------|
| @SDSWA | \(T_1 = 60\) s, \(T_2 = 2\) s | ◦/s  |
| @MLSWA | \(T_1 = 60\) s, \(T_2 = 4\) s | ◦/s  |
| @SDLWA | \(T_1 = 60\) s, \(T_2 = 2\) s | ◦/s  |
| @MUSWA | \(T_1 = 60\) s, \(T_2 = 4\) s | ◦/s  |
| @SDUSWA | \(T_1 = 60\) s, \(T_2 = 2\) s | ◦/s  |
| @MASWM | \(T_1 = 60\) s, \(T_2 = 7\) s | ◦/s  |
| @SDSWM | \(T_1 = 60\) s, \(T_2 = 8\) s | ◦/s  |
| @SPSWM | \(T_1 = 60\) s, \(T_2 = 8\) s | ◦/s  |

MLSWA, mean of lower quartile for steering wheel angle; SDLWA, standard deviation of lower quartile for steering wheel angle; MUSWA, mean of upper quartile for steering wheel angle; SDUSWA, standard deviation of upper quartile for steering wheel angle; MASWM, mean of absolute value for steering wheel movement; TSV, threshold of static angular velocity.
participants whose $p$-value < 0.05 as the optimized targets. Based on related researches [8, 16], through several trials, we can gain every indicator’s suitable unified parameters making more participants with $p$-value < 0.05.

Definitions and calculations of indicators are as follows:

1. SDSWA reflects the stability of the rotating steering wheel:

$$SDSWA = \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n} \left( SW_{Ai} - \frac{1}{n} \sum_{j=1}^{n} SW_{Aj} \right)^2}$$  \hspace{1cm} (4)

$n$ is the total number of sample points in the $T_2$ time window, $SW_{Ai}$ is steering wheel angle value for the single sample point $i$, the value is positive for turning right and negative for turning left.

2. MLSWA and SDLSWA reflect the range and stability of large left-turning respectively. $SW_{Ai}$ in the $T_2$ time window is arranged from smallest to largest, the number at the 25%th positions is the lower quartile ($LSW_{A}$), MLSWA, and SDLSWA are mean and standard deviation of $SW_{Ai}$ which is less than $LSW_{A}$ in $T_2$ time window respectively.

$$MLSWA = \frac{1}{n_{L}} \sum_{j=1}^{n_{L}} SW_{Ai} \quad (SW_{Ai} < LSW_{A})$$

$$SDLSWA = \sqrt{\frac{1}{n_{L}(n_{L}-1)} \sum_{i=1}^{n_{L}} \left( SW_{Ai} - \frac{1}{n_{L}} \sum_{j=1}^{n_{L}} SW_{Aj} \right)^2}$$ \hspace{1cm} (5)

$n_{L}$ is the total number of sample points smaller than $LSW_{A}$.

3. MUSWA and SDUSWA reflect the range and stability of large right-turning respectively. $SW_{Ai}$ in the $T_2$ time window is arranged from smallest to largest, the number at the 75%th positions is the upper quartile ($USW_{A}$), MUSWA and SDUSWA are mean and standard deviation of $SW_{Ai}$ which is bigger than $USW_{A}$ in $T_2$ time window respectively.

$$MUSWA = \frac{1}{n_{U}} \sum_{i=1}^{n_{U}} SW_{Ai} \quad (SW_{Ai} > USW_{A})$$

$$SDUSWA = \sqrt{\frac{1}{n_{U}(n_{U}-1)} \sum_{i=1}^{n_{U}} \left( SW_{Ai} - \frac{1}{n_{U}} \sum_{j=1}^{n_{U}} SW_{Aj} \right)^2}$$ \hspace{1cm} (6)

$n_{U}$ is the total number of sample points bigger than $USW_{A}$.

4. MASWM and SDSWM reflect the speed and stability of the steering wheel movement respectively.

$$MASWM = \frac{1}{n_{V}} \sum_{i=1}^{n_{V}} |SW_{Mi}|$$

$$SDSWM = \sqrt{\sum_{i=1}^{n_{V}} (SW_{Mi} - \frac{1}{n_{V}} \sum_{i=1}^{n_{V}} SW_{Mi})^2} \quad (7)$$

$SW_{Mi}$ is steering wheel speed in the $i$th second, $n_{V}$ is the total number of sample points for steering wheel movement in the $T_2$ time window.

5. SPSWM reflects whether the steering behaviour is timely and appropriate.

$$SPSWM = \frac{nv_{i}}{n_{V}}$$ \hspace{1cm} (8)

$nv_{i}$ is the number of sample points within the scope of $±|Z|_{T}$ in the $T_2$ time window.

For indicators (6)–(8), calculation parameters to be optimized are $T_{1}$ and $T_{2}$. And for indicator (8), the calculation parameters are $T_{1}$, $T_{2}$, and $TSV$.

## 4 RESULTS AND DISCUSSIONS

### 4.1 Individual participant’s optimal steering indicator set of fatigue-driving

According to the reference [16], generally speaking, the duration of the fatigue state is 15–75 s, while the typical fatigue characteristics duration is 5 to 20 s. To avoid missing the optimal time window, this paper appropriately expands the optimization scope of the time window. We set the optimization ranges of $T_{1}$ and $T_{2}$ to be 10–80 and 1–25 s, respectively. The data of each participant are input into the model shown in Figure 1, the calculation parameters of the eight indicators are optimized respectively. With the limitation of article length, we randomly select six participants to display the individual participant’s optimal fatigue-driving steering indicator set in Table 3. The sequence numbers for the six example participants are 4, 11, 18, 19, 25, and 29.

As shown in Table 3, the same indicator of different individual participants has different best calculation parameters. Most indicators calculated by the best parameters of individual participants can effectively distinguish fatigue-driving ($p$-value < 0.05). However, for some participants, indicators calculated by the best parameters can’t still distinguish fatigue-driving state. Such as the MUSWA of the No. 4 participant ($p$-value > 0.05), which can’t be chosen to constitute the optimal fatigue-driving indicator set of the No. 4 participant.

We take the No. 25 participant as an example to show the optimization process of calculation parameters of SDSWA. Figure 5 shows the maximum $|Z|$ of SDSWA is gradually
TABLE 3  Individual participant’s optimal steering indicator set of fatigue-driving

| Participant ID | No. 4 | No. 11 | No. 18 | No. 19 | No. 25 | No. 29 |
|----------------|-------|--------|--------|--------|--------|--------|
| Parameters of indicator | Value | | Value | | Value | | Value | | Value | | Value | | Value | |
| SDSWA | $T_1$ | 50 | 4.09* | 47 | 1.50 | 42 | 4.49* | 41 | 4.82* | 45 | 6.00* | 50 | 4.85* |
| | $T_2$ | 4 | 5 | 4 | 7 | 3 | 18 |
| MLSWA | $T_1$ | 50 | 4.03* | 47 | 3.43* | 42 | 1.49 | 41 | 1.42 | 45 | 3.75* | 50 | 2.86* |
| | $T_2$ | 2 | 3 | 2 | 16 | 3 | 4 |
| SDLSWA | $T_1$ | 50 | 4.54* | 47 | 2.40* | 42 | 2.76* | 41 | 3.68* | 45 | 5.46* | 50 | 4.79* |
| | $T_2$ | 4 | 10 | 13 | 2 | 5 | 1 |
| MUSWA | $T_1$ | 50 | 1.01 | 47 | 2.52* | 42 | 2.53* | 41 | 4.18* | 45 | 2.28* | 50 | 2.87* |
| | $T_2$ | 6 | 3 | 1 | 4 | 2 | 2 |
| SDUSWA | $T_1$ | 50 | 3.29* | 47 | 2.56* | 42 | 2.98* | 41 | 3.67* | 45 | 5.68* | 50 | 5.37* |
| | $T_2$ | 1 | 6 | 14 | 20 | 3 | 7 |
| MASWM | $T_1$ | 50 | 2.87* | 47 | 1.87 | 42 | 3.00* | 41 | 5.15* | 45 | 4.87* | 50 | 4.57* |
| | $T_2$ | 11 | 20 | 7 | 8 | 8 | 7 |
| SDSWM | $T_1$ | 50 | 4.10* | 47 | 2.83* | 42 | 2.85* | 41 | 5.85* | 45 | 4.70* | 50 | 5.28* |
| | $T_2$ | 3 | 4 | 3 | 8 | 8 | 9 |
| SPSWM | $T_1$ | 50 | 1.94 | 47 | 2.01* | 42 | 2.26* | 41 | 5.08* | 45 | 5.31* | 50 | 5.42* |
| | $T_2$ | 4 | 9 | 5 | 10 | 4 | 8 |

* means p-value < 0.05, and the indicator with p-value < 0.05 is selected as the effective indicator of fatigue-driving.

FIGURE 5  The maximum $|Z|$ of SDSWA in iterations of PSO

Increasing during the iterative process of PSO. It indicates that the model shown in Figure 1 can improve the fatigue-identification performance of the indicator by optimizing calculation parameters.

4.2 Comparison and individual difference analysis of indicators calculated by unified parameters and individual participant’s best parameters

We take SDSWM as an example to compare the fatigue-identification performance of indicators calculated by unified parameters and individual participant’s best parameters. Further, we explore indicator individual differences among participants.

The unified parameters and individual participant’s best parameters are abbreviated as two types of parameters. For each participant, we use the Wilcoxon test to examine SDSWM calculated by the two types of parameters respectively. Figure 6(a) shows a radar map of SDSWM’s $|Z|$, SDSWM of the individual participant is calculated by two types of parameters respectively. Figure 6(b,c) show the distribution of SDSWM in two kinds of driving states calculated by the unified parameters and the individual participant’s best parameters respectively.

In Figure 6(a), the dashed and the solid line are constituted by $|Z|$ of SDSWM calculated by unified parameters and $|Z|$ of SDSWM calculated by individual participant’s best parameters, respectively. The solid line polygon wraps the dashed line polygon. It indicates that for every participant, the $|Z|$ of SDSWM calculated by individual participant’s best parameters is bigger than that calculated by unified parameters. The result shows that the fatigue-identification performance of SDSWM calculated by individual participant’s best parameters is stronger.

Besides, both solid line and dashed lines are not circular but irregular polygons in Figure 6(a), namely SDSWM’s $|Z|$ of each participant are different. It indicates that there are individual differences in fatigue-identification performance of SDSWM calculated by the two types of parameters. For SDSWM calculated by the unified parameters, SDSWM’s $|Z|$ of No. 29 is maximum with 4.73, and SDSWM’s $|Z|$ of No. 11 is minimum with 1.84.

According to Figure 6(b,c), for each participant, the median value of SDSWM in the fatigue-driving state is higher than that in the sober driving state. The result shows that the stability of
the steering wheel is poor when a participant is fatigue-driving, which is consistent with the existing research conclusions [2]. Comparing the SDSWM box plots of the six example participants in Figure 6(b), there are individual differences in the distribution of SDSWM in two kinds of driving states. For example, as to the sober driving state, the median of the No. 25 is maximum with 0.63, while the median of the No. 11 is the minimum with 0.36. In Figure 6(c), there are also significant individual differences in the distribution of SDSWM calculated by individual participant’s best parameters.

According to SDSWM box plots of the same participant in Figure 6(b,c), for the most participant, differences of distribution for SDSWM in two kinds of driving states calculated by individual participant’s best parameters are bigger. For No. 4, the differences between the median of SDSWM in two kinds of driving states calculated by unified parameters are 0.03, while that calculated by individual participant’s best parameters is 0.06. It indicates that SDSWM calculated by individual participant’s best parameters can better distinguish fatigue-driving state, and the result corresponds to the conclusion obtained in Figure 6(a).

Through the relative analysis in Figure 6, we can conclude that using individual participant’s best calculation parameters to calculate indicators can improve the fatigue-identification performance of a single indicator. But the influence of individual participant’s optimal fatigue indicator set on the accuracy of fatigue-identification needs further study. Besides, among different participants, there are significant individual differences in the indicator’s fatigue-identification ability and distribution. Therefore, we use an individual participant’s optimal fatigue indicator set to build driver-specific fatigue-identification models to verify the performance of indicators calculated by the individual driver’s best calculation parameters.

4.3 | Performance verification for individual participant’s optimal steering indicator set of fatigue-driving

For each participant, sample data of the indicator set calculated by the two types of parameters are input to the BP neural network respectively. We establish two kinds of driver-specific fatigue-identification models namely FM_U and FM_I. By comparing the identification accuracy of FM_U and FM_I, we can verify the performance and advantage of the individual participant’s optimal steering indicator set of fatigue-driving.

Every observation unit (T1 time window) is one sample of fatigue-driving identification. According to the total sample amount of each participant, certain proportions of samples are selected as training sample sets. Identification accuracy equals the number of correctly identified test samples divided by the total number of test samples.

Through multiple trials, we gain the best number of hidden layers and the fittest number of neurons in each hidden layer. On this basis, we can build the best FM_U and FM_I of an individual participant. Therefore, we can calculate the best identification accuracies of the best FM_U and the best FM_I respectively. Meanwhile, to avoid random effects, the average identification accuracy of FM_U and FM_I are calculated based on the identification accuracies of models with different hidden layer structures produced in the trial process.

In Figure 7(a,b), No. 25 participant is taken as an example to show the process of training the model of best FM_U and FM_I. The sample-set input to the neural network for training is divided into three parts: training, verification, and testing. According to the convention, the proportions of the three parts are 70%, 15%, and 15%, respectively. Comparing Figure 7(a,b), the best validation means the square error of FM_I.
and FM_U are 0.21435 and 0.22898 respectively. The best validation mean square error of FM_I is smaller than that of FM_U, which illustrates the FM_I is more accurate. Besides, the best FM_I achieves optimal fit at the seventh epoch, while the best FM_U achieves optimal fit at the tenth epoch, which indicates the convergence speed of FM_I is faster.

As shown in Figure 7(c), the best identification accuracy of the best FM_I is higher than that of the best FM_U. We take participant No. 19 as an example, the best identification accuracy of the best FM_I is 87.5%, which is 6% more than that of the best FM_U with the accuracy of 81.5%. And the average identification accuracy of FM_U is slightly higher than that of FM_I, which indicates that FM_I can improve the identification accuracy relatively solidly. The average of best FM_U of 35 participants is 79.1%, and that of the best FM_I of 35 participants is 87.4%. The comparison result shows that using the individual participant’s optimal fatigue-driving steering indicator set can effectively improve identification accuracy. The reason is that the FM_I uses fatigue indicators calculated by individual driver’s best parameters having stronger fatigue-identification performance, which is illustrated in Figure 6.

As reported in previous research, the sample size has an impact on the accuracy of the BP neural network [34]. Thus, we analyse the number of observation units (sample size) of models. Because the number of observation units is determined by driving time in continuous scenes and \( T_1 \), each participant has a different number of observation units. When the unified \( T_1 \) of all participants is 60 s, the number of observation units ranges from 322 to 364 (Mean = 343, SD = 14). Due to the differences between the unified \( T_1 \) and individual participant’s best \( T_1 \), the sample size of FM_U and FM_I are different. For eliminating the impact of sample size differences on model accuracy, stratified random sampling is used for the population with a large sample size to ensure that the sample sizes of FM_U and FM_I models are the same. For instance, for participant No. 29, the sample sizes of indicators calculated by 60 s and 50 s are 352 and 416. According to the proportion (6:4) of sober and fatigue samples in the indicators calculated by 50 s, 196, and 156 samples are randomly selected from the sober and fatigue samples respectively. And a total of 352 samples are drawn for building FM_I. Therefore, differences in accuracy between FM_U and FM_I are mainly caused by the difference in the fatigue-identification performance of the indicators.

According to the analysis of Figure 7(c), we can see that the fatigue-identification accuracy of the FM_I is more ideal than that of FM_U. Besides, it’s found that there are individual differences in the increase in the best identification accuracy of FM_I. For instance, the increase of participant No. 11 is maximum with 8.9%, while the increase of participant No. 29 was a minimum with 3.2%. Thus, for participant No. 11, it’s more indispensable to adopt the individual participant’s optimal fatigue indicator set to build the identification model of fatigue-driving.

**5 | CONCLUSION**

In ITSs, establishing an accurate fatigue-identification model is the key to developing anti-fatigue advanced assisted driving systems. However, individual differences are important reasons for reducing the performance of fatigue-identification models [8]. Therefore, considering the individual differences, we propose a model to optimize the individual driver’s calculation parameters of indicators and extract an individual driver’s optimal indicator set of fatigue-driving. We use the model to deal with individual participant’s naturalistic driving data and obtain individual participant’s optimal fatigue-driving steering indicator set. The analysis shows that indicators calculated by individual participant’s best parameters are more effective and there are significant individual differences in the distribution of indicators.

Further, we used the indicators calculated by the unified parameters and individual participant’s best parameters to establish the driver-specific fatigue-identification model and
compared identification accuracies of FM_U and FM_I. The average of the best identification accuracy of the best FM_U and the best FM_I for all participants is 79.1% and 87.4% respectively. The result shows that the accuracy of the fatigue-driving identification model using individual participant’s optimal fatigue-driving steering indicator set is higher. The performance of FM_I is similar to ref. [8]. In ref. [8], the fatigue-identification accuracy at an individual driver level was 88.6% in a simulated driving environment. Many factors interfere with fatigue, such as traffic volume, approaching vehicles, outside noise, etc., which causes the difficulties of fatigue-identification in the field experiment [14]. Therefore, the performance of the FM_I is ideal in the real vehicle environment.

Admittedly, there are some shortcomings in our study. For example, limited by the actual conditions, the amount of naturalistic driving data of some participants are not very enough, which causes insufficient model training and not very high fatigue-identification accuracy. And this paper only studied the steering indicators of fatigue-driving. Besides, variations in steering wheel angles caused by curves and traffic environment interfere with the correlation between fatigue driving and steering wheel angles. Because curve radius, traffic volume, and other traffic environment factors are difficult to control in field experiments. The influence of curves and traffic environment was out of the scope of the current work, which might be more suitable to be analysed in driving simulation experiments. In the future, more drivers will be organized to conduct field experiments, more abundant naturalistic driving behaviour data will be collected, and more types of fatigue-driving indicators including PERCLOS, SDLP will be analysed by the proposed model. Besides, more efficient identification models will be adopted to further consummate the research conclusions. These efforts will highlight the advantages of individualized fatigue-driving research and promote the development of individualized anti-fatigue-driving active safety systems in ITS.
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