Numerical optimization of writer and media for bit patterned magnetic recording
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In this work we present a micromagnetic study of the performance potential of bit-patterned (BP) magnetic recording media via joint optimization of the design of the media and of the magnetic write heads. Because the design space is large and complex, we developed a novel computational framework suitable for parallel implementation on compute clusters. Our technique combines advanced global optimization algorithms and finite-element micromagnetic solvers. Targeting data bit densities of 4 Tbit/in², we optimize designs for centered, staggered, and shingled BP writing. The magnetization dynamics of the switching of the exchange-coupled composite BP islands of the media is treated micromagnetically. Our simulation framework takes into account not only the dynamics of on-track errors but also of the thermally induced adjacent-track erasure. With co-optimized write heads, the results show superior performance of shingled BP magnetic recording where we identify two particular designs achieving write bit-error rates of $1.5 \times 10^{-8}$ and $8.4 \times 10^{-8}$, respectively. A detailed description of the key design features of these designs is provided and contrasted with centered and staggered BP designs which yielded write bit error rates of only $2.8 \times 10^{-3}$ (centered design) and $1.7 \times 10^{-2}$ (staggered design) even under optimized conditions.

PACS numbers: 75.78.Cd, 75.50.Ss, 85.70.Kh, 85.70.Li
Keywords: micromagnetic simulation, shape optimization, magnetic recording, bit patterned media, exchange coupled composite

I. INTRODUCTION

Data storage capacity of perpendicular magnetic recording has increased significantly and the technology itself dominated the industry over the past decade. Currently the annual increase of areal density has slowed down, due to the so called trilemma of magnetic recording, where thermal stability, write-ability and media signal-to-noise ratio are conflicting requirements.1–3 By shrinking the bit size the areal density is increased but also the risk of spontaneous thermally induced reversal. To ensure thermal stability magnetically harder materials, i.e. with higher magnetocrystalline anisotropy, can be used. This leads to higher switching field of the media and therefore a higher write field, limited by the size of the recording head, is needed. A bigger write head and a stronger write field broadens the written track, which is counter-productive for high areal densities.

One promising technology for extending magnetic storage densities towards 10 Tbit/in² is bit patterned magnetic recording and many papers have been published showing its potential.4–6 Recording on bit patterned media, where stored information with random clusters of grains (in conventional recording) is replaced by patterned magnetic islands, achieves higher signal-to-noise ratio and thermal stability. However, bit patterned magnetic recording still pose many novel challenges in terms of media fabrication but also in terms of recording physics.4 A localized write field with high down-track and cross-track field gradients are important for addressability of such high areal density media. The distribution of the write field considerably depends on the pole tip’s shape and shield distances. For best writer performance both the effective write field and write field gradient should be maximized. To avoid unintended erasure of nearby bits the fringing field has to be localized to the pole of the write head.

These recording field requirements also strongly depend on the media. Cross-track and down-track pitch, shape, pattern, composition and intrinsic material properties of the media drastically change the requirements on the write field distribution. Exchange coupled composite media consists of a soft magnetic layer, acting as nucleation site therefore reducing the media’s switching field, and a hard magnetic layer, acting as storage layer increasing the media’s thermal stability.

All these influential decisions in design configuration make it difficult to find the most suitable recording head for a specific application. In other words, finding the best write head - media design ends up to be a high dimensional optimization problem where each new design parameter adds another dimension to the configuration
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space. What kind of search strategy can be used depends on the balance between computational power and the model evaluation’s grade of simplification. Following a design of experiment approach, where multiple sweeps of a single design parameter have to be performed, would lead to a numerically too expensive search for the optimal design. Fewer computational expenses can be achieved by using an optimization software environment which intelligently decides which regions of the design space are more promising in order to find the best solution. Kalezhi et al. showed a statistical media property optimization approach where the switching probabilities of single phase and exchange coupled composite media are derived through their energy barriers and energy barrier gradients. This method accurately considers the thermal processes when evaluating the error rates. In the method presented in this work thermal processes are taken into account for the error rate on the adjacent track whereas the writing dynamics such as field rise time and head motion is taken into account for evaluating the error rates on the target and previous bit. Bashir et al. proposed a single objective optimization approach. In their work the effective field and effective field gradient are maximized within the geometrical constraints and then only afterwards the magnetocrystalline anisotropy constant of the media is tuned to optimize the switching field of the media. Fukuda and co-workers simultaneously optimized writer and media parameters for granular perpendicular recording with a multi-objective approach, using a genetic algorithm together with a finite element static Maxwell solver and a micromagnetic solver. A multi-objective optimization software can be used in combination with a response surface method to reduce the number of model evaluations but might involve loss of expressiveness for the optimization’s decisions.

Writing on continuous granular media, where a bit is formed by a large group of grains, no loss of information immediately appears if just a few grains are not switched by the write field as long as the transition between two bit cells is still detectable by the reader. But looking at bit patterned media, where each bit cell is formed by just one single island, we now have to assess if switching has occurred or not and introduce bit error rates. Similarly, adjacent track erasure which influences only a few grains of a bit in conventional recording. In bit patterned recording a bit error occurs if an island on the adjacent track switches its magnetization in the fringing field of the writer.

Hence, a meaningful objective function is to minimize the total write error of a single island. In the case of exchange coupled composite media, the calculation of the effective write field is not as trivial as for single phase media islands. So in this work we present a total write error rate calculation which is fully computed with micromagnetic simulations. We minimize the total bit error rate with a single objective optimization for three different recording schemes: centered writing, staggered writing and shingled writing.

The paper is organized as follows: In Section we describe the sequence of the optimization cycle, which parameters of the write head and media are optimized and how we calculate the total write error rate. In Section the two best write head – media designs for each writing scheme and their error rates are presented and discussed.

II. METHOD

In this section we illustrate the iterative optimization cycle and how the models and meshes are generated. We explain the global optimization algorithm and how it makes decisions. We illustrate all design parameters of the recording head and media. Moreover, we show which of them are handled by the optimization algorithm and which are not. Finally we explain how each proposed design is evaluated with its total write error rate BER_{tot}.

A. Optimization cycle

The optimization cycle consists of two major parts. Firstly the optimization process, which iteratively varies several input parameters of a black box system to minimize an output value of that same system. The second part is located inside this black box. The model evaluation mostly has to be implemented from scratch to read in the given input parameters and return an output value which describes the performance of a given set of input parameters. The optimization algorithm minimizes such an output value by iterating through several combinations of design parameters in a reasonably small amount of model evaluations.

In this work the used algorithm is called efficient global optimization and comes with the open source optimization software tool dakota. This algorithm is suggested for optimizations of problems with long model evaluation times. The algorithm, as most optimization algorithms do, fills the design space with initial training points and evaluates them. It is suggested to train the optimization’s predictor with at least ten times the amount of design parameters. A nearly uniform distribution of these points throughout this high dimensional design space is achieved by using an optimized Latin hypercube space-filling method, which is embedded in the used optimization software. Similar to a response surface method the results of these initial simulations are described with an approximation function, in this case a Gaussian process. In addition to objective function values and numerical derivatives of the objective function the method uses variance data of each already evaluated design and uses it as indicator for future placement of training points. With this information the software calculates an estimated improvement for all unknown design sets, which determines the next training point. The algorithm always evaluates the design set with the highest ex-
FIG. 1. Flow chart of a single model evaluation which returns the total error rate $BER_{\text{tot}}$ after sequentially evaluating $BER_{\text{targ}}$, $BER_{\text{prev}}$, and $BER_{\text{adj}}$. The calculation of $BER_{\text{targ}}$ and $BER_{\text{prev}}$ consists of 12 simultaneously performed micro magnetic recording simulations, which search for a critical interaction field $H_{\text{crit}}$ where successful writing of the target bit isn’t achievable any more. If the head field is too weak to switch the target dot, the following error rate calculations are aborted and a total error rate of 1 is returned instead.

All proposed designs are characterized via the second part of the optimization cycle, the model evaluation, which in our case constructs and analyses a write head – media model. The necessary steps of the model evaluation are depicted in FIG. 1. The evaluation of a model is performed with a Python script, which starts reading in given design parameters from an input file produced by the optimization process and constructs a write head geometry accordingly. Computer aided design is done with the software package SALOME\textsuperscript{[20]} Meshing with a 2.5 nm fine mesh near the pole tip is done with the mesh generation program NETGEN\textsuperscript{[22]}. After these pre-processing steps a hybrid finite element/boundary element method\textsuperscript{[21]} is solving the Landau-Lifshitz-Gilbert equation at 0 K temperature and calculates the emergent magnetostatic field $H_{\text{head}}$ from the recording head between the air bearing surface and the soft under-layer. Starting from a remanent state, a current pulse with a rise time of 0.1 ns is applied to the write head. After 2 ns we compute the write field below the saturated write head with a resolution of 2.5 nm. This 3-dimensional write field data $H_{\text{head}}$ is handed over to the total error rate calculation unit in the evaluation script. Due to the decoupled work flow of the write field computation and the actual recording simulations interactions from the media onto the pole and underlayer are not included. Recording is simulated by moving the precomputed write field over the bit with a rise time of 0.1 ns. An overshoot of coil current has not taken into consideration in this work. The head velocity was 13.5 m s\textsuperscript{-1}. All design related input parameters are detailed in Section II B. How the total write error rate $BER_{\text{tot}}$ (black box output) is calculated is described in Section II C.

B. Design parameters

In FIG. 2 the free design parameters of the write head and the contour of a wrap around shield are shown. In FIG. 2a the main pole and shield is pictured in down track direction, where one can see the side gap of the shield, the shield thickness, the side edge angles, the pole tip width and the cross track offset parameter. FIG. 2b represents a cross section of the geometry in cross track direction illustrating the trailing shield gap, trailing edge angle and the down track offset parameter. In FIG. 2c the write head and wrap around shield is shown from the media’s perspective looking up to the air bearing surface, depicting the definition of the pole tip taper angle.

For each optimization of a specific writing scheme (centered, staggered and shingled), we optimized the trailing shield gap, trailing edge angle, side shield gap, side edge angle and trailing edge down track position. All described angle definitions correspond to the main pole’s faces. The wrap around shield faces are constructed parallel to their opposite pole tip face. Considering skewing, the taper angle from trailing edge to leading edge of the write head’s air bearing surface (see FIG. 2a) is kept constant at 75° during optimization which results in non-planar pole tip faces in cross track orientation.

As for centered and staggered writing we assume a cross track offset of 0 nm as optimal cross track position of the head due to the symmetry of the writing schemes and include the shield thickness as free parameter for the optimization process. Whereas for shingled recording we additionally include the cross track offset as free parameter to get optimized. The pole tip width and the shield thickness at 80 nm and 50 nm respectively are kept constant for this scheme.

In FIG. 3a one can see the pseudo hexagonal media layout with a down track pitch of 13.5 nm, cross track pitch of 11.7 nm, a dot diameter of 12 nm, a bit height of 12 nm and a mag-spacing of 6 nm. This results in an estimated areal density of 4.08 Tb/in\textsuperscript{2} and a filling factor of 71.6%. FIG. 3b shows the additional free media parameters, hard phase’s magneto-crystalline anisotropy $K_{1,\text{hard}}$ and interface exchange constant $A_{\text{ex,int}}$ of an interlayer with a thickness of 1 nm. The soft phase anisotropy is proportionally to the hard phase anisotropy $K_{1,\text{soft}} = 0.2K_{1,\text{hard}}$. The magnetic saturation polarization of both phases is 0.7 T. In this work we assume perfectly aligned media islands where bit position jitter is not included but will be studied in the future.

TABLE I summarizes the free parameters used during
optimization and their parameter search range defined in the optimization. All design parameter ranges in this work are treated as continuous variables by the optimization algorithm.

| parameter               | unit   | lower bound | initial | upper bound |
|-------------------------|--------|-------------|---------|-------------|
| trailing shield gap     | nm     | 5.0         | 9.0     | 20.0        |
| trailing edge angle     | $^\circ$ | 5.0         | 20.0    | 45.0        |
| side shield gap         | nm     | 5.0         | 10.0    | 20.0        |
| side edge angle         | $^\circ$ | 5.0         | 15.0    | 45.0        |
| pole tip width          | nm     | 5.0         | 14.0    | 20.0        |
| pole tip taper angle    | $^\circ$ | 75.0        | 75.0    | 75.0        |
| shield thickness        | nm     | 3.0         | 10.0    | 20.0        |
| $K_{1,\text{hard}}$     | MJ/m$^3$ | 0.5        | 0.8     | 1.2         |
| $A_{k,\text{int}}$      | pJ/m   | 1.0         | 2.0     | 10.0        |
| down track offset       | nm     | 0.0         | 6.8     | 8.0         |
| cross track offset      | nm     | -8.0        | 0.0     | 8.0         |

TABLE I. Initial value, lower and upper bound for each free parameter. All parameters, from the head and media, are treated simultaneously.

The geometry of each write head design proposed by the optimization algorithm is constructed with a Python script controlling the pre-processing computer-aided design software SALOME\textsuperscript{19}. The script has two major options for the write head and shield geometry generation. The first option constructs a model consisting of a full write head structure with coils, yoke, return pole, shield and soft underlayer. The second and more storage conservative option produces a smaller wrap around shield and a main pole which are both mirrored along the soft under-layer’s upper surface. With this second option the write head is just meshed up to the yoke’s edge located 153 nm above the air bearing surface. Above this edge and underneath the mirrored main pole part we apply a charge sheet\textsuperscript{22} with a magnetic charge density equalling to the magnetic saturation polarization $J_S$ instead of using fully meshed return pole, yoke and soft under-layer. Each write head field is calculated with the charge sheet approach in this work. The charge sheet method reduces the computation time by about a factor of 5. Therefore we used the charge sheet method in order to be able to carry out all optimization on a desktop workstation.

TABLE II lists material parameters of each recording head’s part used during simulation for both geometry construction options.

| material          | $K_1$ (J/m$^3$) | $J_S$ (T) | $A_{k,\text{int}}$ (pJ/m) |
|-------------------|-----------------|-----------|---------------------------|
| main pole         | CoFe            | 800       | 2.4                       | 20.2 |
| yoke              | Ni$_{45}$Fe$_{55}$ | 0         | 2.0                       | 13.0 |
| return pole       | Ni$_{55}$Fe$_{45}$ | 0         | 2.0                       | 13.0 |
| shield            | CoFe            | 800       | 2.4                       | 20.2 |
| soft under layer  | NiFe            | 0         | 1.0                       | 13.5 |

TABLE II. Fixed material properties used during simulation. Note that shield and main pole have identical material constants.

C. Error rate calculation

The total bit error rate BER$_{\text{tot}}$ depends on various design parameters which may include key elements of the writer geometry as well as the media properties. There-
fore the total bit error rate $BER_{\text{tot}}$ is used to quantify the performance of each single design configuration. The single objective function is to minimize the overall bit error rate which is a sum of the following three error occurrences: 1) not writing the target bit $BER_{\text{targ}}$, 2) accidentally rewriting the previously written bit $BER_{\text{prev}}$ and 3) the thermally induced writing of an adjacent bit after an unknown amount of recording field passes $BER_{\text{adj}}$. In this section we illustrate the calculation of these three error rates.

To obtain $BER_{\text{targ}}$ and $BER_{\text{prev}}$ we firstly assume a switching field distribution with a standard deviation $\sigma = 0.015H_A$ where $H_A = 2K_{\text{1,hard}}/J_S$. For example with a hard phase anisotropy of $K_{\text{1,hard}} = 750 \text{kJm}^{-3}$ the distribution’s $\sigma$ is $40 \text{mT}$.

Secondly we perform micromagnetic recording simulations. During a single micromagnetic simulation we locally apply the previously calculated write head field profile $H_{\text{head}}$ shifted accordingly with the down-track and cross-track offset. The interaction from the media onto the pole and underlayer is not included into the precomputed write field calculation. Additionally, an external field $H_{\text{ext}}$ is globally applied, which functions as a negative influence on the write head field. In other words this field works against the recording head field. Similarly, we can imagine that variations of the anisotropy field and the magnetostatic interaction field hinder the switching in a given head field. The additional external field mimics this situation. This additionally applied field $H_{\text{ext}}$ is anti-parallel or parallel aligned to the head field for calculating the target bit or previous bit error rate, respectively. The purpose of these simulations is to find the critical external field strength $H_{\text{crit,targ}}$ and $H_{\text{crit,prev}}$ where switching of the target bit or not switching the previous bit isn’t achievable any more. The recording simulations can be done in parallel where one has different $H_{\text{ext}}$ applied. Each one of 12 CPUs perform a recording simulation where only $H_{\text{ext}}$ is taken from the set $\{0, \cdots, 4\sigma\}$ (see FIG. 4) and the critical field, in our case, has always been found within this range.

After determining maximal allowed fields $H_{\text{crit,targ}}$ and $H_{\text{crit,prev}}$ we are able to obtain both bit error rates by integrating over the tail of the Gaussian function with the critical fields as lower bound as shown in the following equations (1) and (2).

$$BER_{\text{targ}} = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{H_{\text{crit,targ}}}{\sqrt{2\sigma^2}} \right) \right] \quad (1)$$
$$BER_{\text{prev}} = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{H_{\text{crit,prev}}}{\sqrt{2\sigma^2}} \right) \right] \quad (2)$$

The part of the evaluation script, which searches for the critical field $H_{\text{crit}}$ is able to refine the search range multiple times. In this work the search pattern has been
refined twice with an initial search discretization of half
the estimated switching field distribution $\sigma$ (illustrated
with long and short tic marks at $H_{ext}$-Axis in FIG. 3).
The switching field distribution is assumed to control the
anisotropy variation $^{4}$. For these recording simulations
the write field moves with $13.5 \text{ m/s}$ in down track direc-
tion and is scaled with a rise time of $0.1 \text{ ns}$ and reverses
within a period of $13.5 \text{ ns}$.

For calculating the thermally induced adjacent track
erasure error $\text{BER}_{\text{adj}}$, we place a single bit into the
fringing field of the head (see adjacent bit position in
FIG. 5). While influenced by this field we compute the
energy barrier $E_B$ for switching micromagnetically
with the nudged elastic band method. The highest field
and the lowest barrier occur at the down track location
which is $2 \text{ nm}$ from the trailing edge in flight direction.
At this fixed location the energy barriers for comput-
ing the adjacent track error was always evaluated. From
the energy barrier we calculate the life time of the bit
$\tau = f_0^{-1} \exp \left( \frac{E_B}{k_B T} \right)$ with an attempt frequency of
$f_0 = 130 \text{ GHz}$. The attempt frequency was calculated
for similar intrinsic media property composition $^{14}$ by mi-
cromagnetically solving the stochastic Landau-Lifshitz-
Gilbert equation $^{23}$. We assume a field exposure time
during writing $t_{\text{write}} = 1 \text{ ns}$. Then the number of passes
before erasure is $\tau/t_{\text{write}}$ and

$$\text{BER}_{\text{adj}} = \frac{t_{\text{write}}}{\tau}. \quad (3)$$

The total bit error rate is the sum of the above described
error rates $\text{BER}_{\text{tot}} = \text{BER}_{\text{targ}} + \text{BER}_{\text{prev}} + \text{BER}_{\text{adj}}$. This
bit error rate gives the probability of an error during
a single write event. The simulations for each kind of
error rate are resource wise expensive, hence they are
calculated sequentially to be able to abort the remaining
model evaluation as soon as one error rate doesn't meet
the requirement. For example if the current evaluated
write head design can't reverse the target bit with its
write field, there is no reason to investigate how it would
perform at the other error rates. Similarly if the head
design is performing well at target bit error rate but al-
ways re-writes the previous bit too, there is no need to
calculate the adjacent error rate any more.

III. RESULTS AND DISCUSSION

The use of several design parameters during an opti-
mization may result in an objective function landscape
which has more than one local minimum with compar-
able objective function values. Thus more than one de-
sign with similar performance is possible. As mentioned
before it is recommended to use at least ten times the
amount of design parameters as initial training points.
By this method we hope to find the most promising de-
signs. The two best designs for each writing scheme are
summarized in TABLE III. The field profiles of each writ-
ing scheme's best design are shown in FIG. 5. Each field

![FIG. 5. (color-online) Perpendicular field profile of the op-
timized design for (a) centered writing (b) staggered writing
and (c) shingled writing. Each field profile is shown in three
perspectives: top view $9 \text{ nm}$ below the air bearing surface, (I)
cross track view along down track offset and (II) down track
view along cross track offset. Each top view shows addi-
tionally the contours of the best head's air bearing surface
and shield. In the top views positions of target, previous and adja-
cent bits are shown in circles. The cross sections always show
the position of the target bit only. Note that due to worst
case location placement of the adjacent bit it might overlap
with the other bits.](image-url)
profile is shown from the top, cross- and down-track direction. The top view shows an $xy$-plane slice of the field profile 9 nm below the air bearing surface, which corresponds to the middle of the media’s soft phase. The cross- and down-track slices are taken depending on the location of the target bit which is furthermore dependent on optimized down- and cross-track offset. The location of target, previous and adjacent bit are illustrated as labelled contours in the FIG. 5.

For centered writing (FIG. 5a) the number of free parameters was 9 (described in Section II.B). After 46 function evaluations the total bit error rate $BER_{tot}$ was minimized to $2.9 \times 10^{-3}$. With this scheme it is most difficult to correctly write the target bit. The target bit error rate $BER_{targ}$ dominates the overall error rate.

For staggered writing (FIG. 5b) the number of free parameters was 9. After 94 function evaluations the total bit error rate $BER_{tot}$ was minimized to $1.8 \times 10^{-2}$. The short down track distance between bits on the target track increases the error. Write errors for the target bit occur at the same rate as rewriting previously written bits, therefore $BER_{targ}$ and $BER_{prev}$ are equal $8.9 \times 10^{-3}$.

For shingled writing (FIG. 5c) the number of free parameters was 8 (described in Section II.B). Total bit error rate was $1.5 \times 10^{-8}$ after 62 function evaluations. The overall bit error rate is dominated by the probability of thermally switching an island on the adjacent track. A similar performance, with slightly changed trailing edge angle and side shield gap but with interfacial exchange coupling $A_{ex, int}$ halved, was reached after 68 function evaluations with a total bit error rate of $BER_{tot} = 8.4 \times 10^{-8}$.

Additionally we calculated the zero field energy barriers $E_{B1}$ (shown in TABLE III) with the nudged elastic band method, for each best exchange coupled-composite media design. The zero field energy barrier of the two best centered writing designs are $140 k_{B} T$ and $110 k_{B} T$ with $T = 300 K$. For staggered writing both barriers are identical at $110 k_{B} T$ and for shingled writing we calculated zero field energy barriers of $140 k_{B} T$ and $130 k_{B} T$.

**IV. CONCLUSION**

We developed an algorithm for the joint optimization of writer and media properties in order to find optimal design parameters for bit patterned media recording. The evaluation of the error rate is fully based on micro magnetic simulations which not only take into account the dynamics on track error but also the thermally induced adjacent track erasure. The computational framework of this paper can be scaled to span large compute clusters, thus enabling optimum solutions for technologically important problems that have rich design spaces.

The optimization runs show that shingled writing clearly outperforms all the other writing schemes for high areal densities.

In centered writing the constraint on pole dimension required to avoid adjacent track erasure on both sides limits the maximum head field which introduces errors for writing the target bit. In staggered writing the effective down-track bit separation is lower by one half as compared to centered or shingled writing. Here our results show high bit error rates caused by back switching the previous bit.

In the design parameters found for centered and staggered writing the perpendicular write field is well below 1 T. Decreasing the air bearing surface to media spacing from 6 nm as used in our simulations, will be essential to achieve error rates below $10^{-3}$ with centered writing on 4 Tb/in$^2$ exchange coupled composite bit patterned media. On the other hand write error rates in the range of $10^{-8}$ were achieved for shingled writing.
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