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1. Introduction and main results

A fundamental problem in statistical prediction analysis is to choose a probability distribution based on observed data that will be good in predicting the behavior of future samples (Aitchison and Dunsmore, 1975; Geisser, 1993; Aitchison, 1975). The future probability density conditioned on the observed past is referred to as the predictive density and estimating it plays an important role in a number of statistical applications (Liang, 2002; Mukherjee, 2013). Consider the problem of predictive density estimation in a $n$-dimensional Gaussian location model where the observed past vector $X \sim N_n(\theta, v_x I)$ and the future vector $Y \sim N_n(\theta, v_y I)$. The variances $v_x$ and $v_y$ are known. The future and past vectors are related only through the unknown location vector $\theta$. Consider predictive density estimators (PRDE) $\hat{p}(y|x)$ and measure their performance in estimating the true future density $p(y|\theta, v_y) = N_n(\theta, v_y I)$ by the global divergence measure.
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of Kullback and Leibler (1951),

\[ L(\theta, \hat{p}(\cdot|x)) = \int p(y|\theta, v_y) \log \left( \frac{p(y|\theta, v_y)}{\hat{p}(y|x)} \right) dy. \tag{1.1} \]

The KL risk integrates the above loss over the past distribution and is given by

\[ \rho(\theta, \hat{p}) = \int L(\theta, \hat{p}(\cdot|x)) p(x|\theta, v_x) dx. \]

Sweeting et al. (2006) showed that \( \rho(\theta, \hat{p}) \) constitutes a posterior predictive relative entropy regret criterion that can be used for the construction of non-subjective prior distributions.

Decision theoretic parallels between PRDE and point estimation (PE) of the multivariate normal mean under square loss are established in Komaki (2001); George et al. (2006); Brown et al. (2008); Ghosh et al. (2008); Kato (2009a); Maruyama and Ohnishi (2019). These risk analysis results hold for any dimension \( n \). In higher dimensions, Fourdrinier et al. (2011); Xu and Liang (2010); Kubokawa et al. (2013) developed minimax optimal PRDE for constrained parameter spaces [see George et al. (2012), Ch. 1 of Mukherjee (2013) and George et al. (2019) for extensive reviews]. Sparse PRDE under exact \( \ell_0 \) sparsity constraints on the location parameter is studied in Mukherjee and Johnstone (2017, 2015) where efficacy of different PRDEs were evaluated with respect to the minimax benchmark risk \( R^*(\Theta) = \inf_{\hat{p}} \sup_{\theta \in \Theta} \rho(\theta, \hat{p}) \). For an \( \ell_0 \) constrained parameter space \( \Theta_0[s_n] = \{ \theta \in \mathbb{R}^n : \sum_{i=1}^n 1\{\theta_i \neq 0\} \leq s_n \} \) when \( \eta_n = s_n/n \to 0 \), the first order asymptotic minimax risk was evaluated as

\[ R^*(\Theta_0[s_n]) = (1 + r)^{-1} n \eta_n \log \eta_n^{-1}(1 + o(1)) \text{ as } n \to \infty, \tag{1.2} \]

where \( r = v_y/v_x \). The minimax risk increases as \( r \) decreases. The difficulty of the density estimation problem increases as \( r \) decreases as we need to estimate the future observation density based on increasingly noisy past observations. The rate of convergence of the minimax risk with \( n \) does not depend on \( r \), and so exact determination of the constants is needed to show the role of \( r \) in this prediction problem. Several predictive phenomena that contrast with point estimation results have been reported with the divergence becoming palpable as \( r \) decreases.

Here, we study the risk of Bayes predictive density estimators based on sparse discrete priors. In order to incorporate the knowledge on sparsity of the parameters, we consider priors with an atom of probability (spike) at the origin. Spike-and-slab priors based procedures have been shown to be very successful for sparse estimation (Johnstone and Silverman, 2004; Clyde and George, 2000; Rockova and George, 2018). Here, we consider slabs based on discrete priors. In regimes with non-asymptotic sparsity levels, i.e., \( \eta_n \to \eta \in (0,1) \),
the least favorable prior is unique and discrete (Berger and Bernardo, 1992; Zhang, 1994). Risk analysis of estimators based on discrete priors has a rich history in statistical decision theory (Johnstone, 2013; Marchand et al., 2004; Bickel, 1983; Kempthorne, 1987), particularly for studying the worst-case geometry of parametric spaces. For tractable analysis and detailed insights, minimax optimality based on discrete priors is studied in the asymptotic regime (Johnstone, 1994b; Bickel, 1983, 1981). Johnstone (1994a) (henceforth referred to as J94) established that for sparse point estimation a product prior based on discrete marginals containing equi-spaced support-points with geometrically decaying probability is asymptotically minimax optimal. Mukherjee and Johnstone (2017) (referred hereon as MJ17) showed that Bayes PRDE from the J94 prior is minimax sub-optimal under Kullback-Leibler loss. In this paper, we construct a discrete prior whose marginals have geometrically decaying tail probabilities akin to J94 but have different prior spacings so that the resultant Bayes PRDE is minimax optimal.

The discrete prior we study here is inspired by the risk diversification phenomenon introduced in Mukherjee and Johnstone (2015) (henceforth referred to as MJ15) for constructing minimax optimal PRDEs. MJ15 showed that in contrast to point estimation, for obtaining minimax optimality in sparse PRDE we need to incorporate the notion of diversification of the future risk. The optimal thresholding rule of MJ15 used two Bayes PRDEs: One of those is the Bayes PRDE from a symmetric product prior whose marginals have finitely many support points with atoms except at the origin having equal probability. Here, we conduct detailed worst-case risk analysis of PRDEs based on generic versions of such discrete priors. Unlike MJ15, our proposed prior has marginals with clusters of equi-probable atoms and the clusters have different probabilities. Compared to MJ15, our proposed clustered prior based Bayes PRDE has the advantage of avoiding the discontinuous thresholding operation in order to obtain sparse minimax optimality.

We first present our main result regarding minimax optimality of the Bayes PRDE from the proposed clustered discrete prior. Thereafter, we discuss the implications of the result along with detailed background and connections to the existing literature.

1.1. Main result: Minimax optimality

For any fixed positive $r$, consider the Bayes PRDE from a discrete product prior consisting of symmetric marginals $\pi_{CL}$ (defined below). The marginal has equi-spaced clusters of atoms with geometrically decaying probability content in the clusters as they move away from the origin. For any $\eta \in (0,1)$ and $r \in (0, \infty)$ consider the univariate clustered discrete prior:

$$
\pi_{CL}[\eta, r; \gamma, \kappa] = (1 - \eta)\delta_0 + \frac{1 - \eta}{2} \sum_{i=1}^{\infty} \eta^{i}\{C_i(\eta, r; \gamma, \kappa) + C_{-i}(\eta, r; \gamma, \kappa)\},
$$

(1.3)
which has an atom of probability $1 - \eta$ at the origin and the remaining $\eta$ probability shared across clusters. Each of the clusters $C_i$ has $\kappa$ atoms $\{\mu_{ij} : j = 1, \ldots, \kappa\}$ of equal probability which is the reason for referring such prior distributions as clustered priors. Let $\nu = (1 + r^{-1})^{-1}$, $\lambda_c := \lambda_c(\eta) = (-2v_x \log \eta)^{1/2}$ and $\lambda_f := \lambda_f(\eta, r) = v^{1/2} \lambda_c$. For any fixed $\gamma \geq 1$, the atoms in $C_1$ are aligned in between $\lambda_f$ and $\lambda_c$ in a geometric progression with common ratio $\gamma$, i.e., $\mu_{1j}(\eta, r, \gamma) = \gamma^{j-1} \lambda_f \land \lambda_c$ for $1 \leq j \leq \kappa$. Such geometric spacing was introduced in MJ15 (see Theorem 1C). For $i \geq 2$ the atoms are extended periodically to cluster $C_i$ as $\mu_{ij} = (i - 1)\mu_{1\kappa} + \mu_{ij}$ and by symmetry $\mu_{-ij} = -\mu_{ij}$ to the negative axis. Thus, the clusters themselves are equidistant at a separation of $\lambda_f$ and while the atoms within each cluster has equal probability, the clusters themselves have geometrically decaying probabilities:

$$C_i(\eta, r; \gamma, \kappa) = \frac{1}{\kappa} \sum_{j=1}^{\kappa} \delta_{\mu_{ij}} \text{ and } P(C_i) = 2^{-1}(1 - \eta)\eta^{\lceil i \rceil} \text{ for } i \in \mathbb{Z} \setminus \{0\}. \quad (1.4)$$

Our proposed cluster prior $\pi_C$ has $\gamma = \gamma_r$ and $\kappa = K_r$ where,

$$\gamma_r = 1 + 4r \quad (1.5)$$

$$K_r = 1 + \left\lfloor \log (1 + r^{-1})/(2 \log \gamma_r) \right\rfloor \cdot 1\{r < r_0\}. \quad (1.6)$$

Thus, $\pi_C[\eta, r] := \pi_{CL}[\eta, r; \gamma_r, K_r]$. Here, $r_0 = 0.5$. Note that, $K_r = 1$ iff $r \geq r_0$.

### Table 1

The size $K_r$ of each cluster in our proposed univariate cluster prior $\pi_C$ as $r$ varies.

| $K_r$ | 0.9694 | 0.9969 | 0.9999 | 1.0007 | 1.0101 | 1.0256 | 0.5 and above |
|------|--------|--------|--------|--------|--------|--------|--------------|
| $r$  | 0.38   | 0.38   | 0.14   | 0.14   | 0.14   | 0.14   | 0.14         |

When $K_r \geq 3$ and $i \geq 1$, all atoms except the $K_r$th one in any cluster $C_i$ are aligned in a geometric progression starting from $\mu_{i1} = (i - 1)\lambda_c + \lambda_f$, with common ratio $1 + 4r$ and $\mu_{iK_r} = i\lambda_c$. Table 1 shows the cluster size as $r$ varies. Figure 1 shows the schematic diagram of the (truncated) prior with 6 clusters for two instances when $r = 0.38$ and $r = 0.14$ respectively. While the former has clusters of size 2, the latter has cluster size 4. Figure 1 illustrates a key aspect of the cluster prior: for $r < r_0$ the gap $\mu_{i, K_r} - \mu_{i, K_r-1}$ is allowed to vary widely with $r$ while $\mu_{i+1,1} - \mu_{i, K_r}$ is fixed at $\lambda_f$ for all $i$.

Now, consider the multivariate clustered prior $\pi_n^C[\eta_n, r](d\theta) = \prod_{i=1}^n \pi_C[\eta_n, r](d\theta_i)$ on $\mathbb{R}^n$. Then, the Bayes PRDE $\hat{p}_C[\eta_n, r]$ based on $\pi_n^C[\eta, r]$ is asymptotically minimax optimal.

**Theorem 1.1.** Fix any $r \in (0, \infty)$. If $\eta_n = s_n/n \to 0$, then

$$\lim_{n \to \infty} \left\{ \sup_{\theta \in \Theta_0[s_n]} \rho(\theta, \hat{p}_C[\eta_n, r]) \right\}/R^*(\Theta_0[s_n]) = 1.$$
1.2. Geometrically decaying priors: Background and risk analysis

For understanding the decision theoretic implications of the above result, we briefly revisit the risk properties of sparse product priors based on symmetric marginals. It follows from J94 that for point estimation of the normal mean over $\Theta_0[\sigma_n]$ under $\ell_2$ loss, the posterior mean of the grid prior $\pi_n^{\text{EG}}$ is minimax optimal as $\eta_n \to 0$. $\pi_n^{\text{EG}}$ constitutes of i.i.d. copies of univariate grid prior $\pi_{\text{EG}}[\eta]$ which is defined for any fixed $r$ and $\eta \in (0, 1)$ as

$$\pi_{\text{EG}}[\eta] = (1 - \eta)\delta_0 + \frac{1 - \eta}{2} \sum_{i=1}^{\infty} \eta^i \{ \delta_{i\lambda^e} + \delta_{-i\lambda^e} \}.$$ 

As $\eta_n \to 0$, the geometric contamination based discrete prior $\pi_{\text{EG}}[\eta_n]$ attains the least Fisher information. In contrast to $\pi_\text{C}$, $\pi_{\text{EG}}$ always has only one point in each cluster. However, they have identical probability decay rate (geometric contamination) as the clusters extend away from the origin. MJ17 showed that the PRDE based on $\pi_n^{\text{EG}}$ is sub-optimal for PRDE estimation based on KL loss. The Bayes PRDE based on a product grid prior whose univariate marginals $\pi_{\text{PG}}$ (subscripts PG and EG denote predictive and estimative grids) has reduced spacing between the atoms and reduced probability decay rate, was established to be minimax optimal in the predictive regime abet for $r \geq \bar{r}_0 = (\sqrt{5} - 1)/4$:

$$\pi_{\text{PG}}[\eta, r] = (1 - \eta)\delta_0 + \frac{\eta(1 - \eta^\nu)}{2} \sum_{i=1}^{\infty} \eta^{(i-1)\nu} \{ \delta_{i\lambda_f} + \delta_{-i\lambda_f} \}.$$ 

However, $\pi_{\text{PG}}$ is sub-optimal for $r < \bar{r}_0$. Note that, unlike the univariate grid priors $\pi_{\text{EG}}, \pi_{\text{PG}}$ where support points have geometric probability decay, $\pi_\text{C}$ has
support points with identical probability within each clusters. The clusters in \( \pi_C \) however has the same decay rate as the support points in \( \pi_{EG} \). The maximum gap between atoms in \( \pi_C \) equals the spacing in \( \pi_{EG} \). Equiprobable atoms in the clusters was introduced in MJ15 to control predictive risk via the new notion of risk diversification. As such consider a truncated cluster prior with only two clusters:

\[
\pi_{TC}[\eta, r] = (1 - \eta)\delta_0 + \eta/2\{C_1 + C_{-1}\}
\]

where, \( C_1 = C_1(\eta, r; \tilde{\gamma}_r, \tilde{K}_r) \) as in (1.4) with \( \tilde{\gamma}_r = 1 + 2r \) and \( \tilde{K}_r \) given by \( K_r - 1 \) with the formula in (1.6) used with \( \tilde{\gamma}_r \) in place of \( \gamma_r \). As the prior \( \pi_{TC} \) is bounded at \( \lambda_c \), its corresponding Bayes PRDE \( \hat{p}_{CT} \) has unbounded risk. Thresholded product PRDE \( \hat{p}_T(y|x i) = \prod_{i=1}^{TC} \hat{p}_T(y_i|x_i) \) with

\[
\hat{p}_T(y_i|x_i) = \hat{p}_{TC}[\eta_n, r](y_i|x_i)1\{|x_i| \leq \lambda_c(\eta_n)\} + \phi(y_i|x_i, v_x + v_y)1\{|x_i| > \lambda_c(\eta_n)\}
\]

was shown in MJ15 to be minimax optimal for any \( r \in (0, \infty) \). In \( \hat{p}_T \) the threshold is \( \lambda_c(\eta_n) \); above the threshold the Bayes PRDE based on the uniform prior, which is Gaussian with variance \( v_x + v_y \) was used where as below the threshold the Bayes PRDE from \( \pi_{CT} \) is used. Thresholding rules are not smooth functions of the data and it was conjectured in Sec. 6 of MJ15 that periodic clustered priors of the form of (1.3)- (1.4) can attain minimax optimality without the discontinuous thresholding operation. Here, we study the risk properties of such cluster priors and establish minimax optimality of the properly calibrated prior \( \pi_C \). We found that the common ratio \( \tilde{\gamma}_r \) used in MJ15 was not optimal and can be increased to \( \gamma_r \). However, as a consequence of removing thresholding we needed one more atom than MJ15 in our proposed cluster prior \( \pi_C \) for small values of \( r \). We show that the number of support points in \( \pi_C \) as used here is necessary by proving the following risk properties of Bayes PRDEs based on generic cluster priors of (1.3). First, we show that our prescribed choice of \( r_0 = 0.5 \) is sharp and can not be further lowered: Any cluster prior with cluster-size one and the probability decay rate of at least \( \eta_n \) is sub-optimal for all \( r < r_0 \). Consider the following univariate prior with singleton atoms in each cluster:

\[
\pi_{SI}[\eta; \nu, l] = (1 - \eta)\delta_0 + \frac{1 - \eta}{2} \sum_{i=1}^{\infty} \eta^i \{\delta_{\mu_i} + \delta_{-\mu_i}\} \quad \text{and} \quad \mu_i = \nu + (i - 1)l, \quad (1.7)
\]

with \( \nu \geq 0 \) and \( l \geq L(\eta) := (2 \log \eta)^{1/2} \). As \( \nu, L \) vary, let \( SI \) be the class of Bayes PRDEs \( \hat{p}_{SI}[\eta_n; \nu, L] \) based on \( n \) i.i.d. copies of \( \pi_{SI}[\eta_n; \nu, L] \). Note, that this class includes Bayes PRDEs based on \( \pi_{EG} \) which correspond to \( \nu = l = L(\eta_n) \) as well as \( \hat{p}_C \) for all \( r \geq r_0 \) in which case \( l = L(\eta_n) \) but \( \nu = (1 + r^{-1})^{-1/2}L(\eta_n) \). The following result shows that the class \( SI \) is sub-optimal.

**Lemma 1.2.** If \( \eta_n = s_n/n \to 0 \), then for any \( r < r_0 \),

\[
\liminf_{n \to \infty} \left\{ \inf_{\hat{p} \in SI} \sup_{\theta \in \Theta_0[s_n]} \rho(\theta, \hat{p}) \right\} / R^*(\Theta_0[s_n]) > 1.
\]
Second, we show that our prescribed cluster size $K_r$ can not be further reduced for any $r < r_0$. The following result shows that any priors of the form (1.3)-(1.4) with $\gamma > \gamma_r$ and $K_\gamma = 1 + \lceil \log(1 + r^{-1})/(2 \log \gamma) \rceil$ (which gets specified once $\gamma$ is fixed by the structure of the atoms in (1.4)) will produce sub-optimal Bayes PRDEs. Also, dropping atoms from $\pi_C$ will lead to sub-optimality. For any non-empty subset $S \subset \{1, \ldots, K_r\}$, instead of (1.4) consider priors $\pi_S[\eta, r]$ with clusters $C_i(\eta, r; \gamma_r, K_r) =$$K_r \sum_{j=1}^{K_r} I(j \in S) - \sum_{j=1}^{K_r} \delta_{\mu_{ij}} I(j \in S)$ and $P(C_i) = 2^{-1}(1 - \eta)|\eta|^{|i|}$ for $i \in \mathbb{Z} \setminus \{0\}$. Let $\hat{p}_{CL}[\eta_n, r; S]$ denote the multivariate Bayes PRDE based on product of $\pi_S[\eta_n, r]$. The following result shows that it is sub-optimal.

**Lemma 1.3.** For any fixed $r < r_0$, as $\eta_n = s_n/n \rightarrow 0$, for any $\gamma > \gamma_r$ and $K_\gamma = 1 + \lceil \log(1 + r^{-1})/(2 \log \gamma) \rceil$ we have:

$$\liminf_{n \rightarrow \infty} \left\{ \sup_{\theta \in \Theta_0[s_n]} \rho(\theta, \hat{p}_{CL}[\eta_n, r; \gamma_r, K_\gamma]) \right\}/R^*(\Theta_0[s_n]) > 1.$$ 

As $\eta_n = s_n/n \rightarrow 0$, there exists $r < r_0$ such that for any $S \subset \{1, \ldots, K_r\}$,

$$\liminf_{n \rightarrow \infty} \left\{ \sup_{\theta \in \Theta_0[s_n]} \rho(\theta, \hat{p}_{CL}[\eta_n, r; S]) \right\}/R^*(\Theta_0[s_n]) > 1.$$

The proof of the above two lemmas are provided in section 3. We end this section by summarizing the key features of our results.

(a) We construct a prior $\pi_n^C$ with geometric contamination akin to the prior $\pi_n^{EG}$ in J94. Under high sparsity, the prior in J94 is asymptically least favorable for point estimation and has the least Fisher information; its posterior mean is minimax optimal under quadratic loss. However, the corresponding Bayes PRDE $\hat{p}_{EG}$ is minimax sub-optimal under KL loss. Our proposed $\pi_n^C$ has the same decay rate as $\pi_n^{EG}$ but lot more atoms. It Bayes PRDE $\hat{p}_C$ is minimax optimal under KL loss.

(b) The proposed prior $\pi_n^C$ is based on the minimax analysis of the posterior predictive relative entropy regret criterion of Sweeting et al. (2006) which differs from traditional reference prior inducing criterion (Bernardo, 1979) as it also considers predictive performance in relation to alternative nondegenerate prior distributions.

(c) As conjectured in MJ15, using the proposed prior $\pi_n^C$ lead to a minimax optimal procedure that do not involve thresholding. The optimality in the structure of the proposed prior is established. Among all geometrically contaminated sparse discrete prior having cluster decay rate similar to $\pi_n^{EG}$ in J94, it has the minimal cardinality as established in Lemmas 1.2 and 1.3.
(d) Compared to the simpler grid priors $\pi_n^{PG}$ analyzed in MJ17, the geometry of manifold induced by the proposed prior $\pi_n^C$ is significantly different. This necessitates separate analysis and proofs of the risk properties of the Bayes PRDEs from $\pi_n^C$.

(e) The essential ingredient in the proof is the asymptotic analysis of the terms in the decomposition of the univariate predictive risk function in (2.2). The terms in the right hand side of (2.2) involve exponential Gaussian sums with different means and variances. Minimax analysis of the predictive regret involves asymptotic characterization of the differences between the logarithm of two exponential Gaussian sums. In contrast, minimax optimality in PE involves studying only one exponential Gaussian sum (see Ch 8.5 in Johnstone (2013) and the description in Sec. 2).

1.3. Further result on the asymptotic Bayes risk

Figure 2 shows the numerical evaluation of the predictive risk $\rho(\theta, \hat{p}_C[\eta, r])$ of our proposed Bayes PRDE when $\eta = 0.001$ and $r = 0.225$. Each cluster has size three. The maximum risk $\hat{p}_C[\eta, r]$ crosses the asymptotic theory limit but does not exceed by much. It shows that the asymptotic analysis is fairly reflective in this non-asymptotic regime.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Plot of the univariate predictive KL risk $\rho(\theta, \hat{p}_C)[\eta, r]$ as $\theta$ varies over the x-axis. Here, $\eta = 0.001$ and $r = 0.225$. The horizontal line corresponds to the asymptotic minimax limit $\lambda_2^f(\eta)/(2r)$. The dotted vertical lines denotes the location of the non-origin support points of $\pi_C[\eta, r]$ with the bold lines marking each cluster boundary.}
\end{figure}

The risk function has its peak between $\mu_{11}$ and $\mu_{12}$ and is approximately periodic barring a few clusters near the origin. As the figure shows, the risk function is much smaller than the asymptotic limit of $\lambda_2^f/(2r)$ for all the points in $C_1$ barring its first point. As all points in $C_1$ are equally likely, this implies that the cluster prior is not least favorable. The following result make this observation rigorous by explicitly evaluating the first order asymptotic Bayes risk of the cluster prior. It establishes that when there are two or more points in each cluster (i.e. $r < r_0$) the cluster prior is no longer least favorable.

**Theorem 1.4.** If $\eta_n = s_n/n \to 0$ as $n \to \infty$, then the multivariate cluster prior $\pi_n^C[\eta_n, r]$ is not asymptotically least favorable for all $r < r_0$. As such, its Bayes
risk satisfies:
\[
\lim_{n \to \infty} \left\{ B(\pi_n^{C}[\eta_n, r]) \right\} / R^*(\Theta_0[s_n]) = \frac{1}{K_r} \left\{ 1 + r \sum_{i=2}^{\infty} \left( 1 + r^{-1} - (1 + 4r)^{2i} \right) \right\},
\]
(1.8)

where, \(K_r\) is defined in (1.6). Additionally, if \(\eta_n \to 0\) and \(s_n \to \infty\) as \(n \to \infty\) then \(\pi_n^{C}[\eta_n, r]\) is asymptotically least favorable for all \(r \geq r_0\).

Note that, when \(r \geq r_0\), \(K_r = 1\) and the RHS of (1.8) equals 1. For \(r < r_0\), the proposed prior is no longer exactly asymptotically least favorable but its Bayes risk has the same order of the minimax risk as \(\eta_n \to 0\).

2. Proof overview

We provide a brief overview of the proof of our main result. Detailed proofs of all the results are provided in section 3. The proof of Theorem 1.1 involves asymptotically upper bounding the risk \(\sup_{\Theta \in \Theta_0[s_n]} \rho(\theta, \hat{\rho}_C)\) by \(R^*(\Theta_0[s_n])\). Then, the asymptotic equality follows as the first term can not be smaller than the minimax risk by definition. Also, note that due to the product structure of the prior, the multivariate maximal risk can be evaluated based on the risk of the univariate Bayes PRDE \(\hat{\rho}_C[\eta_n, r]\) by using the following relation:

\[
\sup_{\Theta \in \Theta_0[s_n]} \rho(\theta, \hat{\rho}_C) = n(1 - \eta_n) \rho(0, \hat{\rho}_C[\eta_n, r]) + n\eta_n \sup_{\Theta \in \mathbb{R} \setminus 0} \rho(\theta, \hat{\rho}_C[\eta_n, r]).
\]  
(2.1)

Asymptotic evaluation of the two expressions on the right above is done by using the risk decomposition Lemma 2.1 of MJ17. It reduces the calculation for the univariate predictive risk to finding expectation of functionals involving standard normal random variable \(Z\) as

\[
\rho(\theta, \hat{\rho}_C[\eta_n, r]) = \frac{\theta^2}{2r} - \mathbb{E} \log N_{\theta, v}(Z) + \mathbb{E} \log D_\theta(Z), \quad \text{where,}
\]

\[
N_{\theta, v}(Z) = 1 + \sum_{i \in \mathbb{Z} \setminus 0} \frac{q_i}{K} \sum_{j=1}^{K} N_{ij}(\theta, Z; v) \quad \text{and} \quad D_\theta(Z) = N_{\theta, 1}(Z).
\]

Here, \(q_i = (1 - \eta_n)^{-1} P(C_i)\) with \(P(C_i)\) being the mass of cluster \(C_i\) in \(\pi_C[\eta_n, r]\); thus \(q_i = 2^{-1} \exp(-|i|\lambda_{e,n}^2/2)\) with \(\lambda_{e,n} = (2 \log \eta_n^{-1})^{-1}\) and \(\lambda_{f,n} = v^{1/2}\lambda_{e,n}\); \(N_{ij}\) is the contribution to the risk of the \(j\)th support point \(\mu_{ij}(\eta_n, r)\) within the \(i\)th cluster.

The risk contributions \(N_{ij}\) are exponents of quadratic forms in \(\mu_{ij}\), viz,

\[
N_{ij}(\theta, Z; v) = \exp\{v^{-1/2}\mu_{ij}Z + v^{-1}\mu_{ij}\theta - (2v)^{-1}\mu_{ij}^2\}.
\]

The risk at the origin is well-controlled for this cluster prior based PRDE (see Lemma 3.1) and so, based on (2.1), it is suffices to bound \(\sup_{\Theta} \rho(\theta, \hat{\rho}_C[\eta_n, r])\) by \(\lambda_{f,n}^2/(2r)\) to arrive at the desired result. This involves tracing two fundamentally
different risk phenomena depending on the location of $\theta$ (a) $\theta \in C_{\pm 1}$ (b) $\theta \notin C_{\pm 1}$. In the former case, $\mathbb{E} \log D_\theta(Z) = O(\lambda_{f,n})$ (and thus the contribution of the third term on the right of (2.2) is not significant. Also, $\mathbb{E} \log N_{\theta,v}(Z) = O(\lambda_{f,n})$ for $|\theta| \leq \lambda_{f,n}$ and so, asymptotically $\rho(\theta, \hat{\rho}_C[\eta_n, r])$ initially increases quadratically in $\theta$ and $\rho(\lambda_{f,n}, \hat{\rho}_C[\eta_n, r]) = \lambda_{f,n}^2/(2r)(1 + o(1))$. However, if $|\theta| \in C_1 \setminus [0, \lambda_{f,n}]$, then $\mathbb{E} \log N_{\theta,v}(Z)$ is significantly large and controls the predictive risk below the desired asymptotic limit (see Lemma 3.4).

If $\theta \in C_i$ for any $|i| > 1$, then the risk phenomenon is quite different than the origin adjoining clusters. Now, $\mathbb{E} \log D_\theta(Z)$ is significantly positive. However, an important ingredient of the proof is that its magnitude can be asymptotically well controlled by considering only atoms in $C_i$ or the nearest atom in $C_{i-1}$. Lemma 3.3 establishes that for $\theta \in C_i$ with $|i| > 1$,

$$\mathbb{E} \log D_\theta(Z) \leq \{\mathbb{E} \log D_i(Z)\}_{i} + o(\lambda_{i,n}^2) \text{ as } n \to \infty,$$

where, $D_i(Z) = N_{i-1,K}(\theta, Z; 1) + \sum_{j=1}^{K} N_i(\theta, Z; 1)$. Next, use the naive bound $\mathbb{E} \log N_{\theta,v}(Z) \geq \mathbb{E} \log N_i(Z)$ where $N_i = N_{i-1,K}(\theta, Z; v) + \sum_{j=1}^{K} N_i(\theta, Z; v)$. Plugging these two bounds in (2.2) we get the desired upper bound in Lemma 3.4.

3. Detailed proofs

3.1. Background and preliminaries

For the technical proofs without loss of generality assume $v_x = 1$. So, $r = v_x/v_y = v_x$. Recall $v = (1 + r^{-1})^{-1}$ and $\eta_n = s_n/n$. As demonstrated in (2.1), the multivariate maximal risk of the Bayes predictive density estimate (PRDE) from the cluster prior can be evaluated by studying the predictive risk of the univariate Bayes PRDE $\hat{\rho}_C[\eta_n, r]$ based on the univariate cluster prior $\pi_C[\eta_n, r]$: 

$$\sup_{\theta \in \Theta_{\eta_n}} \rho(\theta, \hat{\rho}_C) = n(1 - \eta_n)\rho(0, \hat{\rho}_C[\eta_n, r]) + n\eta_n \sup_{\theta \in \mathbb{R} \setminus \{0\}} \rho(\theta, \hat{\rho}_C[\eta_n, r]) . \quad (3.1)$$

Henceforth, unless we explicitly mention, we would concentrate on univariate Bayes predictors and their risk functions. Recall, in the multivariate set-up we consider asymptotically sparse regimes, where $\eta_n \to 0$ as $n \to \infty$. Hereon, for convenience of notation we write $\eta$ instead of $\eta_n$ keeping the dependence on $n$ implicit. Recall,

$$\lambda_x := \sqrt{2 \log \eta^{-1}}, \quad \text{and} \quad \lambda_f := \sqrt{2 \log \eta^{-v}}.$$

Recall from equations (1.3)-(1.6) the univariate clustered discrete prior $\pi_C[\eta, r]$ is the following:

$$\pi_C[\eta, r] = (1 - \eta)\delta_0 + \frac{1 - \eta}{2} \sum_{j=1}^{\infty} \eta^j \{C_j(\eta, r) + C_{-j}(\eta, r)\}.$$
The point-masses in cluster $C_j$ are denoted by $\{\mu_{jk} : k = 1, \ldots, K\}$ where the common cluster size $K$ is

$$K := K(r) = 1 + \left\lceil \log(1 + r^{-1})/(2 \log(1 + 4r)) \right\rceil \cdot 1\{r < r_0\},$$

where, $r_0 = 1/2$. Further, recall that

$$C_j(\eta, r) = \frac{1}{K} \sum_{k=1}^{K} \delta_{\mu_{jk}} \text{ for } j \in \mathbb{Z}\{0\},$$

where $\mu_{1k} = \lambda_f (1 + 4r)^{k-1}$ and $\lambda_e$ for $1 \leq k \leq K$, $\mu_{jk} = (j-1)\mu_{1k} + \mu_{1k}$ for $j \geq 2$, and $\mu_{jk} = -\mu_{-jk}$ for $j < 0$. So for $r \geq r_0$, that is, when $K = 1$, the clustered discrete prior only has point-masses $\{j\lambda_f : j \in \mathbb{Z}\}$.

By Lemma 2.1 of MJ17 the predictive KL risk of the univariate cluster prior is given by:

$$\rho(\theta, \hat{p}_C[\eta, r]) = \frac{\theta^2}{2r} - \mathbb{E} \log N_{\theta, \nu}(Z) + \mathbb{E} \log D_{\theta}(Z) \quad (3.2)$$

where $Z$ is a standard normal random variable, and

$$N_{\theta, \nu}(Z) = 1 + \frac{1}{2K} \sum_{j \in \mathbb{Z}\{0\}} \sum_{k=1}^{K} \exp \left\{ \frac{\mu_{jk} Z}{\sqrt{\nu}} + \frac{\mu_{jk} \theta}{\nu} - \frac{\mu_{jk}^2}{2\nu} - |j| \frac{\lambda^2}{2} \right\},$$

and

$$D_{\theta}(Z) = 1 + \frac{1}{2K} \sum_{j \in \mathbb{Z}\{0\}} \sum_{k=1}^{K} \exp \left\{ \mu_{jk}(Z + \theta) - \frac{\mu_{jk}^2}{2} - |j| \frac{\lambda^2}{2} \right\}.$$
where

\[ D_{\theta_p}(Z) := c_p \exp \left\{ \mu_p Z + \mu_p \theta - \frac{1}{2} \mu_p^2 - j_p \lambda_p^2 \right\}, \quad \text{and} \]

\[ N_{\theta_p}(Z) := c_p \exp \left\{ \frac{\mu_p Z}{\sqrt{v}} + \frac{\mu_p \theta}{v} - \frac{\mu_p^2}{2v} - j_p \lambda_p^2 \right\}. \]

The above notations will be used for all \( r \in (0, \infty) \). But now we define two indexes \( l_d(\theta) \) and \( l_n(\theta) \) for all \( \theta > 0 \) specifically for \( r < r_0 \). If \( \theta \in [j \lambda_e, (j + 1) \lambda_e) \), then let \( l_d(\theta) := j K \). So \( l_d(\theta) \) is the number of support points in the cluster prior between \([0, j \lambda_e]\). This is the index of the atom \( \mu_p \) such that \( \mathbb{E} D_{\theta_p}(Z) \) is maximized. Note that \( j \lambda_e = \mu_{j K} = \mu_{l_d(\theta)} \). Now we define the index \( l_n(\theta) \) which is the index of the atom \( \mu_p \) such that \( \mathbb{E} N_{\theta_p}(Z) \) is maximized. More precisely, \( l_n(\theta) \) is defined as follows:

(i) If \( \theta \in [j \lambda_e, j \lambda_e + \lambda_f] \), then let \( l_n(\theta) := j K \). Note that, in this case \( \mu_{l_n} = \mu_{j K} = j \lambda_e \).

(ii) If \( \theta \in [j \lambda_e + \lambda_f (1 + 4 r)^k, \min\{j \lambda_e + \lambda_f (1 + 4 r)^k (1 + 2 r), (j + 1) \lambda_e\}] \) for \( 0 \leq k < K \), then let \( l_n(\theta) := j K + k + 1 \). Note that, in this case \( \mu_{l_n} = \mu_{j K + k + 1} = j \lambda_e + \lambda_f (1 + 4 r)^k \).

(iii) If \( \theta \in [j \lambda_e + \lambda_f (1 + 4 r)^k (1 + 2 r), \min\{j \lambda_e + \lambda_f (1 + 4 r)^k+1, (j + 1) \lambda_e\}] \) for some \( 0 \leq k < K \), then let \( l_n(\theta) := j K + k + 2 \). Note that, \( \mu_{l_n} = \mu_{j K + k + 2} = \min\{j \lambda_e + \lambda_f (1 + 4 r)^k+1, (j + 1) \lambda_e\} \).

3.2.2. Risk at origin

The risk at the origin for our cluster prior based Bayes PRDE is asymptotically much smaller than the risk for the thresholding based risk diversified PRDE of MJ15. As such, comparing equation (51) in the aforementioned paper with the following result, it follows that any thresholding based minimax optimal PRDE will have much higher risk at the origin than the cluster prior based Bayes PRDE. The Bayes PRDEs based on grid and bi-grids priors such as the \( \pi_{\text{bg}} \) prior of J94 and \( \pi_{\text{pg}} \) and \( \pi_{\text{bg}} \) priors of MJ17 have similar risk to the cluster prior based Bayes PRDE at the origin.

**Lemma 3.1.** For any fixed \( r \in (0, \infty) \), \( \rho(0, \hat{p}_C|\eta, r) \leq \eta(1 + o(1)) \) as \( \eta \rightarrow 0 \).

**Proof.** By definition \( N_{\theta, v}(Z) \geq 1 \) for all \( Z \). Using (3.2), we have

\[ \rho(0, \hat{p}_C) = -\mathbb{E} \log N_{\theta, v}(Z) + \mathbb{E} \log D_{\theta}(Z) \leq \mathbb{E} \log D_{\theta}(Z). \]

Note that, for \( p \neq 0 \), \( \mathbb{E} D_{\theta_p}(Z) = (2K)^{-1} \eta^p \). Summing over all \( p \neq 0 \) and using \( D_0 = 1 \) along with the inequality \( \log(1 + x) \leq x \) for \( x \geq 0 \) we get

\[ \mathbb{E} \log D_{\theta}(Z) \leq \sum_{p \neq 0} \mathbb{E} D_{\theta_p}(Z) = \sum_{p \neq 0} (2K)^{-1} \eta^p = \sum_{j=1}^{\infty} \eta^j = \frac{\eta}{1 - \eta}, \]

This completes the proof. \( \square \)
3.2.3. Risk bounds at the non-origin parametric points

Next, we concentrate on the risk at the non-origin points. Our goal is to establish
\[
\sup_{\theta \in \mathbb{R} \setminus \{0\}} \rho(\theta, \hat{p}_C[\eta, r]) \leq \frac{\lambda_f^2}{2r} (1 + o(1)) \quad \text{as } \lambda_f \to \infty. \number{(3.3)}
\]

This along with (3.1) and the above result about the risk bound at the origin will imply that the multivariate maximum risk obeys
\[
\sup_{\theta \in \Theta_0 [\sigma_n]} \rho(\theta, \hat{p}_C[\eta_n, r]) \leq -n \eta_n (1 - \eta_n)^{-1} + n \eta_n \frac{\lambda_f^2}{2r} (1 + o(1))
\]
\[
= n \eta_n \log \eta_n^{-1} (1 + r)^{-1} (1 + o(1))
\]
which would establish the result in Theorem 1.1. By symmetry, it would be enough to prove the bound in (3.3) for positive $\theta$. Hence, hereon in this subsection we only consider $\theta > 0$. In this case the contribution of $D_{\theta i}$ for $i < 0$ are expected to be negligible. This is formalized in the following result.

**Lemma 3.2.** For any $r \in (0, \infty)$ and any fixed $\theta > 0$ we have,
\[
\mathbb{E} \log D_\theta(Z) = \mathbb{E} \log \left(1 + \sum_{i=1}^{\infty} D_{\theta i}(Z)\right) + o(1) \quad \text{as } \lambda_f \to \infty.
\]

**Proof.** Using the inequality $\log(1 + x + y) \leq x + \log(1 + y)$ for nonnegative $x, y$ we get,
\[
\mathbb{E} \log D_\theta(Z) \leq \sum_{i < 0} \mathbb{E} D_{\theta i}(Z) + \mathbb{E} \log \left(1 + \sum_{i=1}^{\infty} D_{\theta i}(Z)\right).
\]
Using definition of $j_i$ and $D_{\theta i}$ and the fact that $\mu_i < 0, \theta > 0$ we get,
\[
\mathbb{E} D_{\theta i}(Z) = \frac{1}{2} \exp \left\{ \mu_i (Z + \theta) - \frac{\mu_i^2}{2} - j_i \frac{\lambda_f^2}{2} \right\}
\]
\[
= \frac{1}{2} \exp \left\{ \mu_i \theta - j_i \frac{\lambda_f^2}{2} \right\} \leq \frac{1}{2} e^{-j_i \frac{\lambda_f^2}{2}}.
\]
As $i$ runs from 0 to $-\infty$, $j_i$ goes from 1 to $\infty$ with each term repeating $K$ times. Hence, summing over $i < 0$ we get, $\sum_{i < 0} \mathbb{E} D_{\theta i} = o(1)$ as $\lambda_f \to \infty$. This completes the proof. \qed

We first provide an upper bound on $\mathbb{E} \log D_\theta(Z)$, which would be substituted in equation (3.2) to get the required upper bound. The following result is crucial as it shows that the infinite sum in the expression of $D_\theta(Z)$ can be asymptotically reduced as a contribution from a single dominant term. This reduction greatly helps in tracking the risk of the cluster prior and is pivotal in the proof of Theorem 1.1.
Lemma 3.3. For \( r < r_0 \) and any fixed \( \theta > 0 \) we have,
\[
\mathbb{E} \log D_\theta(Z) = \mathbb{E} \log D_{\theta l_d}(Z) + O(\lambda_f) \quad \text{as } \lambda_f \to \infty.
\]

Proof. By virtue of the previous lemma, we can consider only contributions from \( D_{\theta i}(Z) \)s with \( i > 0 \). We suppress the dependence of \( D_{\theta i}(Z) \)s on \( \theta \) and \( Z \) and simply write \( D_i \). Similarly \( D_\theta(Z) \) is written only as \( D_\theta \). Note that, \( l_d \geq 0 \) because \( \theta > 0 \). First we get an upper bound on \( \mathbb{E} \log D_\theta \) by separating the contribution from \( \mu_{l_d} \) as follows
\[
\mathbb{E} \log \left( 1 + \sum_{i=1}^{\infty} D_{\theta i}(Z) \right) \leq \mathbb{E} \log D_{l_d} + \mathbb{E} \log \left( 1 + \sum_{i=l_d+1}^{\infty} \frac{D_i}{D_{l_d}} \right) + \mathbb{E} \log \left( 1 + \sum_{i=0}^{l_d-1} \frac{D_i}{D_{l_d}} \right). \quad (3.4)
\]

In the right hand side of the above equation, the second term compares contribution of \( \mu_{l_d} \) with that of the succeeding terms. We split it further by separating out the contribution of points in the next cluster from the rest in the following manner
\[
\mathbb{E} \log \left( 1 + \sum_{i=l_d+1}^{\infty} \frac{D_i}{D_{l_d}} \right) \leq \sum_{i=l_d+1}^{l_d+K} \mathbb{E} \log \left( 1 + \frac{D_i}{D_{l_d}} \right) + \sum_{i=l_d+1}^{\infty} \mathbb{E} \frac{D_{i+1}}{D_i}. \quad (3.5)
\]

Note that by definition of \( l_d \), \( \mu_{l_d} < \theta \leq \mu_{l_d+K} \). Take \( i \) such that \( l_d + 1 \leq i \leq l_d + K \). Let \( d_i := \mu_i - \mu_{l_d} \). Using the inequality \( \log(1+x) \leq \log 2 + (\log x)_+ \) we get
\[
\mathbb{E} \log \left( 1 + \frac{D_i}{D_{l_d}} \right) = \mathbb{E} \log \left( 1 + \exp \left\{ d_i \left( Z - \mu_{l_d} - \frac{d_i}{2} - \frac{\lambda_e^2}{2} \right) \right\} \right)
\leq \mathbb{E} \log \left( 1 + \exp \left\{ d_i Z - \frac{1}{2} (\lambda_e - d_i)^2 \right\} \right)
\leq \log 2 + \mathbb{E}(d_i Z - (\lambda_e - d_i)^2/2)_+
= O(\lambda_f). \quad (3.6)
\]

Summing over \( i \) in the range \( l_d + 1 \leq i \leq l_d + K \) we get the first term in the right-hand side of equation (3.5) is \( O(\lambda_f) \).

Now let us consider the second term in the right-hand side of (3.5). Let \( i \geq l_d + K \) so that \( \theta \geq \mu_i \). Using \( \mathbb{E}((\mu_{i+1} - \mu_i)Z) = (\mu_{i+1} - \mu_i)^2/2 \) we get
\[
\mathbb{E} \frac{D_{i+1}}{D_i} \leq \mathbb{E} \exp \left\{ (\mu_{i+1} - \mu_i) \left( Z + \theta - \frac{\mu_{i+1} + \mu_i}{2} \right) \right\}
= \exp \left\{ (\mu_{i+1} - \mu_i)(\theta - \mu_i) \right\}. \quad (3.7)
\]

Since \( i \) runs from \( l_d + K \) to \( \infty \) and \( \theta \leq \mu_{l_d+K} \), if we take a sum over \( i \), we get a geometrically decaying sum so that the second term in the right-hand side of equation (3.5) is \( O(1) \).
Hence, the second term in the right-hand side of equation (3.4) is $O(\lambda_f)$.
Now we consider the third term in the right-hand side of equation (3.4) is also $O(\lambda_f)$. We split the sum as

$$
\mathbb{E} \log \left( 1 + \sum_{i=0}^{l_d-1} \frac{D_i}{D_{l_d}} \right) \leq \sum_{i=l_d-K+1}^{l_d-1} \mathbb{E} \log \left( 1 + \frac{D_i}{D_{l_d}} \right) + \mathbb{E} \log \left( 1 + \frac{D_{l_d-K}}{D_{l_d}} z \right) + \sum_{i=0}^{l_d-K-1} \mathbb{E} \frac{D_i}{D_{l_d-K}}. \tag{3.8}
$$

To consider the first term in the right-hand side above, take $l_d - K + 1 \leq i \leq l_d - 1$. Then $\theta \geq \mu_{l_d} \geq (\mu_{l_d} + \mu_i)/2$ and because of the structure of the atoms in the clusters, $\theta - (\mu_{l_d} + \mu_i)/2 = O(\lambda_f)$. Note that, $i$ and $l_d$ belong to the same cluster.

Using symmetry of the distribution of $Z$ we get

$$
\mathbb{E} \log \left( 1 + \frac{D_i}{D_{l_d}} \right) = \mathbb{E} \log \left( 1 + \exp \left( (\mu_i - \mu_{l_d}) \left( Z + \mu_{l_d} + \frac{\mu_i + \mu_{l_d}}{2} \right) \right) \right) = \mathbb{E} \log \left( 1 + \exp \left( (\mu_{l_d} - \mu_i) \left( Z - \mu_{l_d} + \frac{\mu_i + \mu_{l_d}}{2} \right) \right) \right) = O(1).
$$

Summing over $l_d - K + 1 \leq i \leq l_d - 1$ we get the first term in the right-hand side of equation (3.8) is $O(1)$.

Now let us consider the second term in the right-hand side of (3.8). Since $\mu_{l_d} - \mu_{l_d-K} = \lambda_e$ and $\theta \geq \mu_{l_d}$, we get $(\mu_{l_d} + \mu_{l_d-K})/2 - \theta \leq -\lambda_e/2$. Therefore

$$
\mathbb{E} \log \left( 1 + \frac{D_{l_d-K}}{D_{l_d}} \right) = \mathbb{E} \log \left( 1 + \exp \left( (\mu_{l_d} - \mu_{l_d-K}) \left( Z + \frac{\mu_{l_d} + \mu_{l_d-K}}{2} - \theta \right) + \frac{\lambda_e^2}{2} \right) \right) = \mathbb{E} \log \left( 1 + \exp \left( \lambda_e \left( Z + \frac{\mu_{l_d} + \mu_{l_d-K}}{2} - \theta \right) + \frac{\lambda_e^2}{2} \right) \right) \leq \mathbb{E} \log (1 + \exp (\lambda_e Z)) \leq \log 2 + \lambda_e \mathbb{E} Z = O(\lambda_f).
$$

This shows that the second term in the right-hand side of (3.8) is $O(\lambda_f)$. Here we see how $\eta$, which is the probability decay rate from cluster to cluster, goes with the cluster length $\lambda_e$.

Finally, for each $0 \leq i < l_d - K$ define $b_i = \lfloor (l_d - K - i)/K \rfloor$. Then

$$
\mathbb{E} \log \left( 1 + \frac{D_i}{D_{l_d-K}} \right) \leq \mathbb{E} \frac{D_i}{D_{l_d-K}} \leq 2K \exp \left( (\mu_{l_d-K} - \mu_i)(\mu_{l_d-K} - \theta) + b_i \frac{\lambda_e^2}{2} \right). \tag{3.9}
$$
Note that, \( \theta - \mu_{l_d-K} \geq \lambda_c \) and \( \mu_{l_d-K} - \mu_i \geq b_i \lambda_c \). Thus, we have

\[
(\mu_{l_d-K} - \mu_i)(\mu_{l_d-K} - \theta) + b_i \frac{\lambda_c^2}{2} \leq -b_i \lambda_c^2 + b_i \frac{\lambda_c^2}{2} = -b_i \frac{\lambda_c^2}{2}.
\]

Using (3.9) and summing over \( i \) in the range \( 0 \leq i \leq l_d - K \) we get

\[
\sum_{0 \leq i \leq l_d-K} E \log \left( 1 + \frac{D_i}{D_{l_d-K}} \right) \leq \sum_{0 \leq i \leq l_d-K} E \frac{D_i}{D_{l_d-K}} \leq K \sum_{p=0}^{b_0} e^{-p \lambda_c^2/2} = O(1).
\]

This shows that the third term in the right-hand side of (3.8) is \( O(1) \). Thus we have proved that the second and third term in the right-hand side of (3.4) are \( O(\lambda_f) \) as \( \lambda_f \to \infty \). This completes the proof.

The previous lemma essentially shows that to get an upper bound on \( \mathbb{E} \log D_{\theta}(Z) \) it is enough to consider only \( D_{\theta l_d}(Z) \) because asymptotically the contribution of the other terms are negligible. To prove (3.3) using (3.2) we need a lower bound on \( \mathbb{E} \log N_{\theta l_n}(Z) \), which we get by the straightforward inequality \( \mathbb{E} \log N_{\theta}(Z) \geq \mathbb{E} \log N_{\theta l_n}(Z) \). Of course the novelty is in choice of \( l_n(\theta) \) and in the next result we see that these bounds are enough to prove (3.3).

Lemma 3.4. For \( r < r_0 \) and for any \( \theta > 0 \), with \( l_n(\theta), l_d(\theta), N_{\theta l_n}, D_{\theta l_d} \) defined in Subsection 3.2.1 we have

\[
\frac{\theta^2}{2r} - \mathbb{E} \log N_{\theta l_n}(Z) + \mathbb{E} \log D_{\theta l_d}(Z) \leq \frac{\lambda_c^2}{2r} (1 + o(1)) \quad \text{as} \quad \lambda_f \to \infty.
\]

Proof. For convenience we write \( l_d(\theta) \) and \( l_n(\theta) \) as \( l_d \) and \( l_n \) respectively. Note that from the definition of \( l_d \) it follows \( \mu_{l_d} \leq \theta \leq \mu_{l_d+K} \). Let

\[
A_\theta := \mu_{l_d} \theta - \frac{\mu_i^2}{2} - j_{l_d} \frac{\lambda_c^2}{2}, \quad \text{and} \quad B_\theta := \frac{\mu_i \theta}{v} - \frac{\mu_i^2}{2v} - j_{l_d} \frac{\lambda_c^2}{2}.
\]

From definitions it follows \( D_{l_d} = c_{l_d} \exp(\mu_{l_d} Z + A_\theta) \) and \( N_{l_n} = c_{l_n} \exp(\mu_{l_n} Z + B_\theta) \). Hence,

\[
- \mathbb{E} \log N_{\theta l_n}(Z) \leq -B_\theta + O(1) \quad \text{as} \quad \lambda_f \to \infty.
\]

Using \( \theta \geq \mu_{l_d} = j_{l_d} \lambda_c \) we get

\[
A_\theta = j_{l_d} \theta - \frac{j_{l_d}^2 \lambda_c^2}{2} - j_{l_d} \frac{\lambda_c^2}{2} \geq (j_{l_d}^2 - j_{l_d}) \frac{\lambda_c^2}{2} \geq 0.
\]

Using this, we derive the upper bound

\[
\mathbb{E} \log(1 + D_{\theta l_d}(Z)) = \mathbb{E} \log(1 + c_{l_d} \exp(\mu_{l_d} Z + A_\theta)) = A_\theta + \mathbb{E} \log(c_{l_d} + \exp(\mu_{l_d} Z - A_\theta)) \leq A_\theta + \mathbb{E}(\mu_{l_d} Z - A_\theta)_+ + O(1).
\]

Since \( \mu_{l_d} = j_{l_d} \lambda_c \) and \( A_\theta \geq (j_{l_d}^2 - j_{l_d}) \lambda_c^2/2 \), we see that \( \mathbb{E}(\mu_{l_d} Z - A_\theta)_+ = O(\lambda_f) \). Hence,

\[
\mathbb{E} \log(1 + D_{\theta l_d}(Z)) \leq A_\theta + O(\lambda_f).
\]

(3.11)
Combining equations (3.10) and (3.11) we get
\[
\frac{\theta^2}{2r} - \mathbb{E} \log N_{\theta l_n}(Z) + \mathbb{E} \log D_{\theta l_d}(Z) \leq \frac{\theta^2}{2r} - A_\theta + B_\theta + O(\lambda_f).
\]

We will show that \(\frac{\theta^2}{2r} + \frac{A_\theta + B_\theta}{2r} \leq \frac{\lambda_f^2}{2r}\). First consider the case \(l_n = l_d\) which means \(\theta \in \{j_{l_d} \lambda_c, j_{l_d} \lambda_c + \lambda_f\}\). Observe in this case
\[
\frac{\lambda_f^2}{2r} - \frac{\theta^2}{2r} - A_\theta + B_\theta = -\frac{\theta^2}{2r} + \frac{\mu_1 \theta}{r} - \frac{\mu_f^2}{2r} = \frac{1}{2r} (\lambda_f^2 - (\mu_1 - \theta)^2) \geq 0.
\]

Now consider the case \(l_n \neq l_d\), that is, \(l_d + 1 \leq l_n \leq l_d + K\). In this case, using \(j_{l_n} = j_{l_d} + 1\), we get
\[
\frac{\lambda_f^2}{2r} - \frac{\theta^2}{2r} - A_\theta + B_\theta = -\frac{\theta^2}{2r} + \frac{\mu_1 \theta}{r} - \frac{\mu_f^2}{2r} = \frac{1}{2r} (\lambda_f^2 - (\mu_1 - \theta)^2). \tag{3.12}
\]

If we fix values of \(l_n\) and \(l_d\) then this is a quadratic in \(\theta\) with roots \(\alpha(l_n, l_d)\) and \(\beta(l_n, l_d)\) where
\[
\alpha(p, q) := \mu_p + r (\mu_p - \mu_q) - r \left(\frac{(\mu_p - \mu_q)^2}{v} - \frac{\lambda_f^2}{r}\right)^{1/2}, \tag{3.13}
\]
\[
\beta(p, q) := \mu_p + r (\mu_p - \mu_q) + r \left(\frac{(\mu_p - \mu_q)^2}{v} - \frac{\lambda_f^2}{r}\right)^{1/2}. \tag{3.14}
\]

To show that the right-hand side of (3.12) is nonnegative for all \(\theta\), we need to verify that for the range of \(\theta\) for which \(l_n(\theta) = p\) and \(l_d(\theta) = q\) is in the interval \([\alpha(p, q), \beta(p, q)]\) for all feasible \(p, q\) \((l_n(\theta)\) determines \(l_d(\theta)\)). Because of the periodicity of the clusters, it’s enough to consider the first cluster. So we fix \(q = 0\) and consider \(p\) going from 1 to \(K\).

Consider the case \(p = 1\). Using \(\mu_0 = 0\) and \(\mu_1 = \lambda_f\) we get \(\alpha(1, 0) = \lambda_f\) and \(\beta(1, 0) = \lambda_f (1 + 2r)\). By definition, \(l_n = 1\) for \(\theta \in [\alpha(1, 0), \beta(1, 0)]\) as required. With some calculations we can see that if \(\alpha(2, 0) = \lambda_f (1 + 2r)\) then \(\mu_2 = \lambda_f (1 + 4r)\). In general for any \(p > 1\) we can verify \(\alpha(p, 0) < \beta(p - 1, 0)\) proving that the expression in the right-hand side of (3.12) is always non-negative. \(\square\)

### 3.2.4. Proof of Theorem 1.1 for \(r \geq r_0\)

The proof follows essentially the same ideas of the proof in the case \(r < r_0\) but there are some technical differences. The analysis of risk at the origin is unchanged because Lemma 3.1 holds for all \(r\). So now, we analyze risk at non-origin points and basically prove (3.6).

As before, we use the decomposition of risk in (3.2). Our strategy is the same, that is, showing that contribution of \(\mathbb{E} D_{\theta l_d(\theta)}(Z)\) for one particular index \(l_d(\theta)\) is dominant in \(\mathbb{E} \log D_{\theta}(Z)\) and using a naive lower bound on \(\mathbb{E} \log N_{\theta l_d(\theta)}(Z)\) considering \(\mathbb{E} N_{\theta l_n(\theta)}(Z)\) for one particular index \(l_n(\theta)\).
The choices of the indexes in this case are slightly different. Recall that each cluster $C_j$ of $\pi_C[\eta, r]$ consists of only one point. The atoms are at $\mu_p = p\lambda_f$ for all $p \in \mathbb{Z}$. By symmetry we only consider $\theta > 0$. By Lemma 3.2, which didn’t depend on value of $r$, we can ignore all $D_{\theta p}$ with $p < 0$. Suppose $\theta \in [\mu_l, \mu_{l+1})$ for some $l \geq 0$. The contribution of $D_{\theta i}$ for all $i > l$ is negligible compared to $D_{\theta l}$ and the proof is exactly same as done in the beginning of Lemma 3.3, c.f., equations (3.4), (3.5), (3.6) and (3.7). The crucial difference from the sub-critical case arises now. We will see that, if $l \geq 1$, then unlike the sub-critical case $D_{\theta l}$ is not always the dominant term. Instead $D_{\theta, l-1}$ dominates $D_{\theta l}$ for some $\theta$ if $r > r_0$. To see this, note that,

$$E \log \left(1 + \frac{D_{\theta, l-1}}{D_{\theta l}}\right) = E \log \left(1 + \frac{c_l-1}{c_l} \exp \left\{ \lambda_f \left(Z + \frac{\mu_l + \mu_{l-1}}{2} - \theta \right) + \frac{\lambda_f^2}{2} \right\} \right).$$

Hence, $E D_{\theta l}(Z)$ dominates $E D_{\theta, l-1}(Z)$ if $\lambda_f((\mu_l + \mu_{l-1})/2 - \theta) + \lambda_f^2/2 \leq 0$, which simplifies to $\theta \geq \mu_l + \lambda_f/(2r)$. For $\theta \in [\mu_l, \mu_l + \lambda_f/(2r)]$, it can be shown that $D_{\theta, l-1}$ is dominant. Also note that for $l \geq 2$

$$E \log \left(1 + \frac{D_{\theta, l-2}}{D_{\theta, l-1}}\right) = E \log \left(1 + \frac{c_l-2}{c_l-1} \exp \left\{ \lambda_f \left(Z + \frac{\mu_{l-2} + \mu_{l-1}}{2} - \theta \right) + \frac{\lambda_f^2}{2} \right\} \right).$$

Using $r \geq 1/2$

$$\lambda_f \left(\frac{\mu_{l-2} + \mu_{l-1}}{2} - \theta \right) + \frac{\lambda_f^2}{2} \leq \frac{\lambda_f^2}{2} - \frac{3\lambda_f^2}{2} \leq 0.$$

Hence, $D_{\theta, l-2}$ and the preceding $D_{\theta i}$S are not dominant.

Now if $D_{\theta l}$ is dominant, that is, $\theta \in [\mu_l + \lambda_f/(2r), \mu_{l+1})$ then using the naive lower bound $E \log N_{\theta, v}(Z) \geq E \log N_{\theta l}(Z)$ we get

$$\rho(\theta, \hat{\nu}[\eta, r]) = \frac{\theta^2}{2r} - E \log N_{\theta, v}(Z) + E \log D_{\theta l}(Z) \leq \frac{\lambda_f^2}{2r} \left(1 + o(1)\right).$$

We skip the details of the proof because it’s exactly similar to the case $l_d = l_n$ in Lemma 3.4.

On the other hand, if $D_{\theta, l-1}$ is dominant, that is, $\theta \in [\mu_l, \mu_l + \lambda_f/(2r))$, then we use $E \log N_{\theta l}(Z)$ as a lower bound of $E \log N_{\theta, v}(Z)$. We end up with a quadratic in $\theta$ similar to equation (3.12), which is nonnegative in $[\mu_l, \mu_l + 2r\lambda_f]$. Since this interval covers the interval $[\mu_l, \mu_l + \lambda_f/(2r)]$ for $r \geq r_0$ we get the the above equation.

### 3.3. Proof of Lemma 1.2

Similar to Lemma 3.4, here also, since $l > l_\epsilon$, we can show that in the risk decomposition in (2.2) $E \log N_{\theta, v}(Z)$ can be replaced with $E \log N_{\theta, l_n(\theta)}(Z)$ for some $l_n(\theta)$, and similarly $E \log D_{\theta l}(Z)$ can be replaced with $E \log D_{\theta, l_d(\theta)}(Z)$ for some $l_d(\theta)$ ($D_{\theta, p}$ and $N_{\theta, p}$ defined in Subsection 3.2.1), in the sense that the
difference is negligible, that is $O(\lambda_f)$, asymptotically. Consider $\theta \in [\nu + (p - 1)l, \nu + pl]$ for some $p > 1$. By calculations similar to Lemma 3.4, we can show for $\theta \in [\nu + (p - 1)l, \nu + (p - 1)l + \lambda_f]$ if we choose $l_n = l_d = p$ then the risk is below the threshold $\lambda_f^2/(2r)$ asymptotically and similarly $l_n = l_d = p + 1$ works for $\theta \in [\nu + pl - \lambda_f, \nu + pl]$. But for $r \leq 1/3$ we have $\nu + pl - \lambda_f > \nu + (p - 1)l + \lambda_f$, so that for $\theta = \nu + (p - 1)l + \lambda_f + \epsilon$ for small $\epsilon > 0$, we must choose $l_n = p + 1$ and $l_d = p$. This makes the risk go above the threshold $\lambda_f^2/(2r)$ leading to sub-optimality.

### 3.4. Proof of Lemma 1.3

From calculations of Lemma 3.4 it is clear that the for any $r < r_0$ the choice of $\gamma = \gamma_r = (1 + 4r)$ cannot be improved upon for asymptotic minimax optimality. So if we have $\gamma > \gamma_r$ then we will have asymptotic minimax suboptimality. Since the common ration $\gamma$ determines the cluster size $K_n$, the cluster size cannot be improved if we want to maintain minimax optimality. Also if we keep $\gamma = \gamma_r$ and then dropping points from the geometrically spaced grid also causes suboptimality. To see this, suppose the first point we drop is the $m$'th point in the cluster. If $m = 1$, i.e., we drop $\lambda_f$ then as we have already seen that this creates suboptimality. Let $m > 1$. This implies that (3.13)-(3.14) defined in the proof of Lemma 3.4 must satisfy the constraint: $\beta(m + 1, 0) > \alpha(m - 1, 0)$. Writing down the constraint in terms of $r$ and letting $r \to 0$ we get a contradiction, which shows that we cannot drop support points from our prescribed prior.

### 3.5. Proof of Theorem 1.4

The Bayes risk of the multivariate cluster prior $B(\pi_n^c) = nB(\pi_c)$ and the univariate Bayes risk is given by

$$B(\pi_c) = (1 - \eta_n)\rho(0, \tilde{\mu}[\eta_n, r]) + \frac{1 - \eta_n}{2K} \sum_{i=1}^{\infty} \sum_{j=1}^{K} \eta_{n,j}^i \rho(\mu_{ij}, \tilde{\mu}[\eta_n, r])$$

where $K$ is defined in (1.6). From the risk calculations in Lemmas 3.2, 3.3, 3.4 it is clear that the first order asymptotic risk as $\eta_n \to 0$ can be reduced to just concentrating on the origin adjoining clusters $C_{\pm 1}$ and thereafter by symmetry:

$$B(\pi_c) = \frac{1 - \eta_n}{K} \sum_{j=1}^{K} \rho(\mu_{ij}, \tilde{\mu}[\eta_n, r])(1 + o(1))$$

Now, by (3.2) and Lemma 3.4, for each $1 \leq j \leq K$ we have:

$$\rho(\mu_{ij}, \tilde{\mu}[\eta_n, r]) = \mu_{ij}^2/(2r) - \mathbb{E}\log N_{\mu_{ij}, \nu}(Z) + O(\lambda_f, n) \quad \text{as} \quad \eta_n \to 0$$

Also, following exactly the similar asymptotic analysis as in Lemma 3.4 abet now with $N_{\mu_{ij}, \nu}(Z)$ we can establish $\mathbb{E}\log N_{\mu_{ij}, \nu}(Z) = (2\nu)^{-1}(\mu_{ij}^2 - \lambda_f^2)/(1 + \ldots)$
By construction, \( \mu_{1j} \geq \lambda_{f,n} \) with strict equality only when \( j = 1 \) and so each of the terms barring the first one has some positive contributions. Thus, \( \rho(\mu_{1j}, \hat{\pi}_C[\eta_n, r]) = \lambda_{f,n}^2/(2r)(1 + o(1)) \). For all \( j > 1 \), recalling \( \mu_{1j}/\lambda_{f,n} = (1 + 4r)^j ∧ v^{-1/2} \) and \( v = (1 + r^{-1})^{-1} \) we have,

\[
\rho(\mu_{1j}, \hat{\pi}_C[\eta_n, r]) = 2^{-1} \lambda_{f,n}^2 \left\{ 1 + r^{-1} - (1 + 4r)^{2j} \right\}_+ + O(\lambda_{f,n})
\]

where, the first term in the right side above is 0 only when \( j = K \). Thus, the maximal risk is only attained at \( \mu_{11} = \lambda_{f,n} \). Thereafter, the risk decays and finally at \( j = K \), the risk is negligible compared to the asymptotic minimax risk. Figure 3 shows the numerical evaluation of the risk of the cluster prior at the different support point of the first cluster. The figure shows the risk profile when \( \eta_n = 10^{-15} \) which well captures the asymptotic analysis and the aforementioned decay in the risk function is evident from the figure.

Noting that the multivariate minimax risk is \( n\eta_n \lambda_{f,n}^2/(2r)(1 + o(1)) \) as \( \eta_n \to 0 \), the result follows from the above display. When \( r > r_0 \), then \( K = 1 \) and so, the above result directly imply \( B(\pi_n^C)/R^*(\Theta_0[s_n]) \to 1 \) as \( n \to \infty \). The condition \( s_n \to \infty \) ensures that the prior concentrates on the parametric space \( \Theta_0[s_n] \) (see Theorem 1B of MJ15 for details) and thus is least favorable in this case.

4. Simulations

We introspect the performance of the aforementioned PRDEs across different sparsity regimes. The product structure of our estimation framework allows us to concentrate on the maximal risk of the corresponding univariate PRDEs. (2.1) shows that the multivariate maximum risk of \( \hat{\pi}_C \) over \( \Theta_0[s_n] \) is a function of sparsity level \( \eta_n \) and the univariate risk of \( \hat{\pi}_C \). In table 2, we report the
Table 2
Numerical evaluation of the maximum risk for the different univariate predictive density estimates as the degree of sparsity ($\eta$) and predictive difficulty ($r$) varies. The asymptotic theory based minimax risk value is reported in ‘A-Theory’ and the subsequent columns report the maximum risk of the estimators as quotients of ‘A-Theory’ values.

| Sparsity | $r$ | A-Theory | Plugin | $\hat{p}_T$ | $\hat{p}_C$ | $\hat{p}_E$ | $\hat{p}_P$ |
|----------|-----|----------|--------|------------|------------|------------|------------|
| 0.2      | 1   | 0.8047   | 1.3626 | 0.9934     | 0.8321     | 1.0384     | 1.1019     |
|          | 0.4 | 1.1496   | 2.2073 | 1.1302     | 1.2182     | 1.3824     | 1.5500     |
|          | 0.2 | 1.3412   | 3.5794 | 1.5878     | 1.6444     | 1.6730     | 1.9128     |
|          | 0.1 | 1.4631   | 6.2714 | 1.9686     | 2.8799     | 2.0024     | 2.5775     |
| 0.01     | 1   | 1.1513   | 1.2037 | 0.8250     | 0.6908     | 0.8700     | 0.9364     |
|          | 0.4 | 1.6447   | 1.9999 | 0.9464     | 0.9962     | 1.1108     | 1.1568     |
|          | 0.2 | 1.9188   | 3.3046 | 1.2179     | 1.4599     | 1.3572     | 1.4608     |
|          | 0.1 | 2.0933   | 5.8811 | 1.4644     | 2.6143     | 1.6369     | 1.9706     |
| 0.001    | 1   | 1.4979   | 1.1319 | 0.7434     | 0.6473     | 0.8573     | 0.8700     |
|          | 0.4 | 2.1398   | 1.9102 | 0.8907     | 0.9767     | 0.9880     | 1.0055     |
|          | 0.2 | 2.4964   | 3.1917 | 1.0344     | 1.4607     | 1.2722     | 1.2722     |
|          | 0.1 | 2.7234   | 5.7314 | 1.1756     | 2.5838     | 1.4082     | 1.6359     |
| 0.0001   | 1   | 2.3026   | 1.0841 | 0.7065     | 0.6279     | 0.7537     | 0.7537     |
|          | 0.4 | 3.2894   | 1.8062 | 0.8643     | 0.9827     | 0.9170     | 0.9170     |
|          | 0.2 | 3.8376   | 3.1433 | 0.9636     | 1.5069     | 1.1132     | 1.1132     |
|          | 0.1 | 4.1865   | 5.0949 | 1.1083     | 2.6074     | 1.2992     | 1.3617     |
| 0.00001  | 1   | 3.4539   | 1.0913 | 0.7022     | 0.6849     | 0.7081     | 0.6966     |
|          | 0.4 | 4.9341   | 1.8849 | 0.8792     | 1.0408     | 0.9104     | 0.9086     |
|          | 0.2 | 5.7565   | 3.2016 | 0.9493     | 1.5674     | 1.0309     | 1.0746     |
|          | 0.1 | 6.2798   | 5.8275 | 1.0696     | 2.7097     | 1.1471     | 1.1883     |
| 0.00001  | 1   | 4.6052   | 1.1130 | 0.7193     | 0.7164     | 0.7177     | 0.7118     |
|          | 0.4 | 6.5788   | 1.9292 | 0.8990     | 1.0548     | 0.8918     | 0.9111     |
|          | 0.2 | 7.6753   | 3.2877 | 0.9512     | 1.5981     | 1.0142     | 1.0378     |
|          | 0.1 | 8.5730   | 5.9936 | 1.0502     | 2.7587     | 1.1083     | 1.1391     |
| 10^{-10} | 1   | 5.7565   | 1.1371 | 0.7364     | 0.7437     | 0.7248     | 0.7267     |
|          | 0.4 | 8.2235   | 1.9752 | 0.9102     | 1.0939     | 0.8940     | 0.9132     |
|          | 0.2 | 9.5941   | 3.3695 | 0.9609     | 1.6501     | 1.0108     | 1.0262     |
|          | 0.1 | 10.4663  | 6.1542 | 1.0429     | 2.7887     | 1.0995     | 1.1000     |
| 10^{-15} | 1   | 11.5129  | 1.2390 | 0.7954     | 0.8304     | 0.7888     | 0.7872     |
|          | 0.4 | 16.4470  | 2.1615 | 0.9321     | 1.1069     | 0.9000     | 0.9298     |
|          | 0.2 | 19.1882  | 3.6981 | 0.9680     | 1.7358     | 1.0109     | 1.0184     |
|          | 0.1 | 20.9326  | 6.7701 | 1.0185     | 2.9049     | 1.0919     | 1.0253     |

The maximum risk of our proposed clustered prior based Bayes PRDE $\hat{p}_C$ (in last column) as the degree of sparsity $\eta$ and predictive difficulty $r$ varies. Using (2.2), we evaluate the univariate risk of $\hat{p}_T$ for any fixed $\theta$ with high precision by using Monte Carlo integration. Thereafter, the maximum risk is found by conducting a univariate grid search as $\theta$ varies over $\mathbb{R}$.
plugin estimator (b) thresholding based risk diversified PRDE \( \hat{p}_T \) of MJ15 (c) Bayes PRDE \( \hat{p}_{EG} \) based on \( \pi_{EG} \) prior of J94 (d) Bayes PRDE \( \hat{p}_{PG} \) based on \( \pi_{PG} \) prior of MJ17 are respectively reported in columns 4 to 7 in table 2. The risk of \( \hat{p}_{EG} \) and \( \hat{p}_{PG} \) are evaluated by looking at their maximum univariate risk and analogous version of (2.1) which follows from Lemma 2.1 of MJ17. The maximum risk of \( \hat{p}_T \) is numerically evaluated by combining (24), (34), (43) and (47) in MJ15.

Under moderate sparsity, the maximal values of the PRDEs exceed the minimax value specified by the asymptotic theory in (1.2). The exceedance is higher for lower values of \( r \). From the table, it seems that the numeric results are in accordance with the asymptotic theory as \( \eta_n \leq 10^{-3} \). As expected the plug-in PRDE is highly sub-optimal for lower values of \( r \) across all regimes. Once the asymptotic behaviour sets in, the maximum risk of the proposed PRDE \( \hat{p}_C \) is near optimal among the concerned PRDEs across all \( r \) regimes; under moderate sparsity its maximum risk is little worse but for \( \eta_n \leq 10^{-3} \) it has lower maximum risk than \( \hat{p}_{EG}, \hat{p}_{PG} \), and similar risks as \( \hat{p}_T \). However, due to the presence of the countably infinite univariate discrete prior in \( \hat{p}_C \), the asymptotic approximation to its maximum risk as described by Theorem 1.1 comes into effect at relatively smaller \( \eta_n \) values than in the risk of \( \hat{p}_T \).

5. Discussion and future work

The results developed here assume that the variances \( v_x \) and \( v_y \) are known. If \( v_y = rv_x \) where \( r \) is known but \( v_x \) is unknown, a simple approach would be to substitute an estimate \( \hat{v}_x \) of \( v_x \) in the PRDEs discussed here. For \( \hat{v}_x \) we can use the median absolute deviation from zero which is used for PE in the \texttt{EbayesThresh} package of Johnstone and Silverman (2005). For other good candidates for \( \hat{v}_x \), see Xing et al. (2020) and the references therein. However, as shown in Kato (2009b) such plug-in approach will not be optimal. Recently, Maruyama et al. (2020) developed a decision theoretic framework under repeated sampling for studying point estimation efficiency in Gaussian models with unknown scale. As future work, it will be interesting to study PRDE under Kullback-leibler loss in such a framework.

Also, if the sparsity level is unknown, it can be estimated from the data using the empirical Bayes maximum likelihood approach in Johnstone and Silverman (2005) and the estimated sparsity level can be plugged in the form of the Bayes PRDEs discussed in this paper. The PRDEs discussed here are based on spike-and-slab priors with the slab being infinite discrete priors. PRDEs based on continuous slabs (Rockova and George, 2018) are preferred for practical implementation. A manuscript studying adaptivity of such spike-and-slab PRDEs to unknown sparsity is forthcoming.
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