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ABSTRACT

The radio surface brightness-to-diameter (\( \Sigma - D \)) relation for supernova remnants (SNRs) in the starburst galaxy M82 is analyzed in a statistically more robust manner than in the previous studies that mainly discussed sample quality and related selection effects. The statistics of data fits in the \( \log \Sigma - \log D \) plane are analyzed by using vertical (standard) and orthogonal regressions. As the parameter values of \( D - \Sigma \) and \( \Sigma - D \) fits are invariant within the estimated uncertainties for orthogonal regressions, slopes of the empirical \( \Sigma - D \) relations should be determined by using the orthogonal regression fitting procedure. Thus obtained \( \Sigma - D \) relations for samples which are not under severe influence of the selection effects could be used for estimating SNR distances. Using the orthogonal regression fitting procedure, the \( \Sigma - D \) slope \( \beta \approx 3.9 \) is obtained for the sample of 31 SNRs in M82. The results of implemented Monte Carlo simulations show that the sensitivity selection effect does not significantly influence the slope of the M82 relation. This relation could be used for estimating distances to SNRs that evolve in a denser interstellar environment, with number density up to 1000 particles per \( \text{cm}^3 \).
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1. INTRODUCTION

The relation between surface brightness (\( \Sigma \)) and diameter (\( D \)) for supernova remnants (SNRs)—known as the \( \Sigma - D \) relation—is a standard way for investigating the radio brightness evolution of these sources. In the vast majority of situations, it is not feasible to observe the detailed evolution of individual SNRs over very long periods of time. However, by studying the properties of samples of SNRs, which cover a range of different ages but are assumed to follow similar evolutionary paths, it is possible to analyze their statistical properties and evolution. Understanding the statistical and evolutionary properties of SNR samples and particularly using well-defined samples to determine the \( \Sigma - D \) relation also has an important role in providing a method of distance determination for individual SNRs. This is particularly relevant for Galactic SNRs, of which more than 200 have unknown or ill-determined distance measures (see, for example, Green 2009).

In a single external galaxy, all SNRs in the sample are at essentially the same distance. This makes the extragalactic samples of better quality when compared to Galactic ones, because the problems stemming from inaccurate knowledge of distances are eliminated. Additionally, Malmquist bias\(^5\) severely acts in the Galactic samples making them incomplete. An extragalactic sample is not influenced by the Malmquist bias. On the other hand, the best radio instruments at this moment can provide detection of brighter SNRs only in the nearby galaxies. Such a limited survey sensitivity results in a selection effect that significantly reduces the number of detected objects within a relatively distant extragalactic system (approximately up to 15 Mpc; see Urošević et al. 2005, hereafter Paper I; Chomiuk & Wilcots 2009).

This paper presents a fitting procedure that can result, if reliable samples are used, in \( \Sigma - D \) relations that are more useful in terms of distance estimation. The usual form of the relation is

\[
\Sigma = AD^{-\beta},
\]

where parameter \( A \) and slope \( \beta \) are obtained by fitting the observational data for a sample of SNRs.

The two initial empirical \( \Sigma - D \) relations were derived by Poveda & Wolter (1968) and Milne (1970). During the 1970s and early 1980s, a number of detailed analyses of Galactic relations were presented (e.g., Clark & Caswell 1976; Milne 1979). More critical analysis started with the work of Green (1984). A Galactic \( \Sigma - D \) relation that is still quite frequently used was derived by Case & Bhattacharya (1998). A brief review of Galactic and extragalactic relations was presented by Urošević (2002). The updated Galactic \( \Sigma - D \) relations were derived by Guseinov et al. (2003) and Xu et al. (2005).

The best sample for the \( \Sigma - D \) analysis consists of compact SNRs from starburst galaxy M82 (see Arbutina et al. 2004; Paper I). The analyzed sample (21 SNRs) was taken from Huang et al. (1994) and McDonald et al. (2002). This sample is different than other Galactic and extragalactic samples because it has the steepest \( \Sigma - D \) slope (see Paper I) and shows a relatively high degree of \( L - D \) correlation (for more on the \( L - D \) correlation and trivial \( \Sigma - D \) relation concept, see Arbutina et al. 2004). Furthermore, unlike other samples, it consists of a relatively high number of very small and very bright SNRs (Paper I; Fenech et al. 2008, hereafter F08). It is important to note that in an extragalactic sample all the SNRs are essentially at the same distance, wherefore a uniformly sensitive survey has a uniform sensitivity in luminosity or surface brightness for all SNRs within the sample. The survey sensitivity selection effect has a weaker influence on the M82 \( \Sigma - D \) slope than on the slopes derived for other nearby galaxies because M82 SNRs are of relatively high brightness. This is shown in Paper I on Monte Carlo generated artificial extragalactic samples; after generating the sample, a sensitivity cutoff is applied selecting only the points above the survey sensitivity line. The apparent

\(^5\) The volume selection effect—intrinsically bright objects are favored in any flux-limited survey because they are sampled from a larger spatial volume.
(after selection) and true (before selection) fitted slopes of the simulated samples are then compared with the slopes fitted to the real data.

In this paper, we use the new observations of compact SNRs in M82 by F08. From F08, we extract a data set that consists of 31 SNRs and fit $\Sigma - D$ regression for both orthogonal and vertical offsets. Additionally, Monte Carlo simulations are performed to illustrate the selection effect of survey sensitivity on the fitted offsets. Dependence on the range of relevant quantities for samples S1 and S2 are presented in the following section. In Table 1, we present the simulation results for S2 SNRs, referred to as S2 further in the text. While all the data in S1 are mostly of non-compact structure with only the brightest sources above the sample sensitivity limit (0.085 mJy beam$^{-1}$). Inspection of Figure 3 in F08 shows that these five sources have associated diameter errors. To calculate the error in diameter estimates (sources with peak flux $\lesssim 0.1$ mJy beam$^{-1}$), we calculated the angular resolution in 1992 and 2002 data varies in the range 35–50 mas (0.54–0.78 pc), but all sources were resolved with a 35 mas beam (F08). Also, the rms noise in the 2002 data images varies in the range 17–24 µJy beam$^{-1}$ and 46–60 µJy beam$^{-1}$ for the 1992 data images (F08).

The sources from the 2002 observation are listed in Table 2 of F08. Out of 55 sources there are 36 SNRs. For the purpose of this paper, we have excluded five SNRs with the largest angular size (sources with peak flux $\lesssim 0.1$ mJy beam$^{-1}$). Inspection of Figure 3 in F08 shows that these five sources are mostly of non-compact structure with only the brightest parts above the sample sensitivity limit (0.085 mJy beam$^{-1}$). Consequently, these sources are easily confused with noise and the diameters of their faint extended structures cannot be accurately estimated. This left us with the 31 SNRs data set, referred to as S1 further in the text. While all the data in S1 have associated integrated flux density errors, only seven points have associated diameter errors. To calculate the error in $\Sigma$, we need both flux density errors and diameter errors. Table 3 from F08 presents flux densities, diameters, and associated errors for 10 SNRs observed with MERLIN in 1992 (not necessarily listed in Table 2 of F08). We used these 1992 measurements of flux densities, diameters, and associated errors; this sample is further referred to as S2. For elliptical sources, we calculated the mean geometric diameter (for both S1 and S2). The fits of non-weighted vertical and orthogonal offsets for S1, and non-weighted and weighted vertical and orthogonal offsets for S2, are presented in the following section. In Table 1, we present the range of relevant quantities for samples S1 and S2.

### Table 1

| Relevant Quantities | S1 | S2 |
|---------------------|----|----|
| $N^a$               | 31 | 10 |
| $s^b$ (mJy)         | [0.099, 19.435] | [0.72, 39.01] |
| $L(1 \text{ s}^{-1} \text{ Hz}^{-1})$ | $[1.21 \times 10^{37}, 2.38 \times 10^{39}]$ | $[8.82 \times 10^{32}, 4.78 \times 10^{34}]$ |
| $D_{\text{pc}}$     | [0.64, 6.2] | [0.205, 2.25] |
| $\Sigma(W \text{ m}^{-2} \text{ Hz}^{-1} \text{ sr}^{-1})$ | $[9.24 \times 10^{-19}, 4.16 \times 10^{-15}]$ | $(6.42 \times 10^{-17}, 1.22 \times 10^{-13})$ |

**Notes.** The adopted M82 distance is 3.2 Mpc (F08) which provides a linear size equivalent to 1 mas $\equiv 0.0155$ pc (as used in F08).

| a | The number of sources in the sample. |
| b | Integrated flux density. |

### 2. THE M82 DATA SAMPLE

All data analyzed herein are collected from F08. The central kpc of M82 was mapped at 5 GHz using the Multi-Element Radio Linked Interferometer Network (MERLIN). The largest detectable angular size with this array at 5 GHz is $\sim 1.2$ arc-sec (18.5 pc at the distance of M82). Fenech et al. present new MERLIN observations made in 2002 along with observations made 10 years earlier which were previously published by Muxlow et al. (1994). Depending on particular image parameters, the angular resolution in 1992 and 2002 data varies in the range 35–50 mas (0.54–0.78 pc), but all sources were resolved with a 35 mas beam (F08). Also, the rms noise in the 2002 data images varies in the range 17–24 µJy beam$^{-1}$ and 46–60 µJy beam$^{-1}$ for the 1992 data images (F08).

The sources from the 2002 observation are listed in Table 2 of F08. Out of 55 sources there are 36 SNRs. For the purpose of this paper, we have excluded five SNRs with the largest angular size diameter estimates (sources with peak flux $\lesssim 0.1$ mJy beam$^{-1}$).

### 3. FITTING

The standard fitting procedure in the $\Sigma - D$ plane based on the vertical (parallel to the y-axis) $\chi^2$ regression has been used for the calibration of empirical $\Sigma - D$ relations. Recently, Bandiera & Petruk (2010) have used a different method: regression analysis with two independent variables—diameter $D$ and the density of environment $n_0$. In this paper, we stay with one independent variable $D$ (or $\Sigma$) but change the fitting procedure from vertical to orthogonal offsets. Dependence on $n_0$ is important for $\Sigma - D$ analysis. M82 SNRs evolve in a denser environment (Chevalier & Fransson 2001; Arbutina & Urošević 2005), but variation in the ambient density certainly exists. This is consistent with observations of structural evolution and the wide range of expansion velocities of individual SNRs in M82 (e.g., F08; Pedlar et al. 1999; McDonald et al. 2001; Beswick et al. 2006; Fenech et al. 2010). Variation in expansion velocities is probably constrained by the differences in ambient density. This variation in density, if it is assumed that the SNRs are evolving along similar evolutionary tracks, probably does provide one of the key reasons for the moderately large scatter in the plotted $\Sigma - D$ correlation.

For a description of the radio surface brightness evolution of an SNR, we should investigate $\Sigma - D$ correlation, while for the distance determination of SNRs we need the $D - \Sigma$ correlation (see Green 2009). The starting point of our analysis is the requirement that the $D - \Sigma$ and $\Sigma - D$ fit parameter values are invariant within the estimated uncertainties. This can be achieved with the orthogonal regression fitting procedure. Here, we use both types of fitting, standard (vertical) and orthogonal, and compare the results.

Data fitting is performed numerically. We search for the minimum of the $\chi^2$ function using the simplex algorithm (O’Neil 1971). The fit parameter values and their errors, presented in Tables 2–4, are the mean values and associated standard deviations after 10,000 bootstrap data re-samplings for each fit. When fitting with data errors, the vertical offsets are weighted with $\sigma_{y_i}^2$, while orthogonal offsets $\chi^2$ are calculated as

$$\chi^2 = \frac{(y_i - A - \beta x_i)^2}{\sigma_y^2 + \alpha x_i^2 \beta^2}.$$
slopes are obtained, but the differences are not so huge as in the case of the larger sample (see Table 2). On the other hand, $D$–$\Sigma$ slopes are approximately the same in both fitting procedures (see Table 4). This is due to a rather small span of diameters (1 order of magnitude) in comparison to the span of surface brightnesses (4 orders of magnitude). This leads to flatter slopes which results in similar lengths of vertical and orthogonal offsets giving similar fit parameters.

For the proper $\Sigma$–$D$ analysis, the $L$–$D$ correlation should be checked. If the $L$–$D$ correlation does not exist, the trivial $\Sigma \propto D^{-2}$ form should not be used (Arbutina et al. 2004). The statistics of $L$–$D$ correlations for both M82 samples are rather poor. For the S2 sample, this is because of the relatively low coefficient of correlation and a small number of objects in the sample, while for the S1 sample, it is because of a very low coefficient of correlation. The coefficient of correlation $r$ is calculated using the following equation:

$$ r = \frac{\sum_{i}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i}(x_i - \bar{x})^2 \sum_{i}(y_i - \bar{y})^2}}. $$

Finally, based on the poor statistical results of the $L$–$D$ fits (Table 3), it can be concluded that both extracted samples show a high degree of scattering.

5. MONTE CARLO SIMULATIONS

We performed a set of Monte Carlo simulations to estimate the influence of the survey sensitivity selection effect on the $\Sigma$–$D$ slope for the M82 sample (31 SNRs). In both fitting procedures (vertical and orthogonal), we used the algorithm described below.

5.1. Vertical Offsets

Monte Carlo simulations are similar to those described in Paper I. First, we determined the empirical log $\Sigma$ standard deviation from the best-fit line, assuming log $D$ as the independent variable. We then selected an interval in log $D$ between 0.65 and 100 pc. This interval is then sprinkled with random points of the same log $D$ density as that of the real data.

The simulated points that lie on the log $D$ axis are then projected onto a series of lines at different slopes (in steps of 0.1 over $100$ pc). This interval is then sprinkled with random points of the same log $D$ density as that of the real data.

The simulated points that lie on the log $D$ axis are then projected onto a series of lines at different slopes (in steps of 0.1 over $100$ pc). This interval is then sprinkled with random points of the same log $D$ density as that of the real data.

5.1. Vertical Offsets

Monte Carlo simulations are similar to those described in Paper I. First, we determined the empirical log $\Sigma$ standard deviation from the best-fit line, assuming log $D$ as the independent variable. We then selected an interval in log $D$ between 0.65 and 100 pc. This interval is then sprinkled with random points of the same log $D$ density as that of the real data.

The simulated points that lie on the log $D$ axis are then projected onto a series of lines at different slopes (in steps of 0.1 over $100$ pc). This interval is then sprinkled with random points of the same log $D$ density as that of the real data.

The simulated points that lie on the log $D$ axis are then projected onto a series of lines at different slopes (in steps of 0.1 over $100$ pc). This interval is then sprinkled with random points of the same log $D$ density as that of the real data.

The simulated points that lie on the log $D$ axis are then projected onto a series of lines at different slopes (in steps of 0.1 over $100$ pc). This interval is then sprinkled with random points of the same log $D$ density as that of the real data.
simplicity, we assumed a sensitivity line that passes through the real data point of the lowest brightness). This is done 1000 times for each simulated slope and a least-squares best-fit line (vertical regression) is generated for artificial samples.

In Table 5, the first column lists the scatter and the second column shows the value of the simulated slope. Columns 3–6 are for vertical offsets: the mean and standard deviation of the best-fit slopes for the generated samples and the mean and standard deviation of the best-fit slopes for sensitivity selected generated samples. In the same manner, Columns 7–10 list the properties for orthogonal offsets. Figure 3 shows one of our Monte Carlo generated samples for vertical offsets at 5 GHz with a scatter of 1 and the simulated slope of 2.4.

5.2. Orthogonal Offsets

We calculated the standard deviation of data from the data best-fit line using the orthogonal offsets. Then we have generated random diameters as described above. The points are then projected onto the simulated slope line. Then we added the Gaussian noise to the simulated points in the orthogonal direction from the simulated slope line as

\[ D_{\text{noise}} = D_{\text{proj}} \pm \frac{n_{\text{orth}}}{\sqrt{1 + \frac{1}{\beta^2}}}, \]

\[ \Sigma_{\text{noise}} = \Sigma_{\text{proj}} \pm \frac{n_{\text{orth}}}{1 + b^2}, \]

with \( n_{\text{orth}} \) being the noise in the orthogonal offset direction and \( b \) being the simulated slope. All artificial samples are fitted using orthogonal fitting procedure repeated 1000 times. The results of Monte Carlo simulations for orthogonal offsets are presented in Figure 3 (for slope \( \beta = 3.9 \)) and Table 5.

6. DISCUSSION

By contrast to the standard (vertical) fitting, the orthogonal regression procedure leads to a significant change in the slope of the \( \Sigma-D \) relation from 2.4 to 3.9 (Table 2). The latter is a steep empirical slope, very far away from the trivial one (\( \beta \approx 2 \)), and between theoretical predictions for the energy conserving phase of an SNR evolution (\( \beta = 3.5 \) and 4.25),
obtained by Duric & Seaquist (1986) and Berezhko & Völk (2004), respectively. The inverted slope value ($1/3.9 \approx 0.26$) is approximately the same as the value obtained by $D-\Sigma$ fitting. Thus, for the orthogonal fitting procedure, $D-\Sigma$ and $\Sigma-D$ fit parameter values are invariant within the estimated uncertainties (see Tables 2 and 4). A careful inspection of Table 4 leads to the conclusion that both fitting procedures provide similar $D-\Sigma$ slopes. Therefore, in the case of M82 SNRs, instead of using the more complicated orthogonal regression method, one can find the $D-\Sigma$ slope by the standard (vertical) fitting and after that invert it to find a valid $\Sigma-D$ slope. This supports a suggestion to use the $D-\Sigma$ relation given by Green (2009). This is possible because of the narrow span of diameters for M82 SNRs (1 order of magnitude) in comparison to the wide span of brightnesses (4 orders of magnitude). If these spans are similar, the orthogonal procedure has to be used for the useful $D-\Sigma$ regression, too.

Based on the $L-D$ analysis (Table 3), it can be concluded that corresponding correlations are very poor. A large scatter in the data is evident and hence the correlation coefficients are low. On the other hand, some poor trends in the $L-D$ plane are visible but the moderately large level of scattering (or a small number of objects) in analyzed samples could not provide any valid conclusion about these trends (see Figures 1 and 2, second panel). There are observed differences in the expansion velocities of the SNRs in M82 (see F08, and references therein). This implies that they are either on different evolutionary tracks (connected with different initial energy of explosion), and/or expanding into different density regions, or as a consequence, may be in different phases of SNR evolution. Consequently, a relatively large data scatter can be explained by the above noted influences.

When presenting fit parameter values in the tables, we have given the ratio of weighted sum of square residuals (offsets) and number of degrees of freedom ($WSSR/\text{ndof}$). The probability $Q$ of obtaining larger WSSRs is also presented. While for non-weighted offsets $WSSR/\text{ndof}$ and $Q$ values are of no
The table below presents the results of Monte Carlo Simulations for orthogonal fitting procedures for $\Sigma-D$ relations.
Figure 3. Monte Carlo generated sample at 5 GHz for a scatter of 1. M82 data points (31 SNRs, signed by asterisks) are plotted together with the sensitivity (solid) line; artificially generated points are plotted above (filled circles) and below (open circles) this line. Dashed line: fit before selection; dotted line: fit after selection. Left: vertical offsets for a simulated slope of 2.4; right: orthogonal offsets for a simulated slope of 3.9.

practical importance and are calculated only for the sake of completeness, they show that weighted fits are not statistically justified ($Q \gtrsim 0.001$ and WSSR/ndof $\sim 1$, when the scatter is on the order of $\sim 1$ standard deviation).

Arbutina & Urošević (2005) argued that SNRs of different types can be found along more or less parallel tracks in the $\Sigma$–$D$ plane. The tracks are presumably defined by the density of the surrounding environment in which SNRs evolve.

Inspection of Table 5 shows that for scatters larger than 1, slopes of the $\Sigma$–$D$ relation are seriously under the influence of the sensitivity cutoff. This implies that for a reliable calibration of the $\Sigma$–$D$ relation, compact samples should be used (SNRs with similar initial properties evolving in similar environments). This criterion is probably satisfied for the M82 SNR sample consisting of young SNRs that evolve in the dense environment of the M82 starburst region. The latter conclusions may be valid if all SNRs have entered the energy conserving (Sedov) phase. The exact phase of evolution remains the main uncertainty for M82 SNRs. At least one compact SNR 43.3+59.2 has an exponent $m$, from the dynamical law $R \propto r^m$, $\geq 0.68$ implying the free expansion (Beswick et al. 2006). Chevalier & Fransson (2001), on the other hand, argue that M82 SNRs may even be in the radiative phase.

For the simulated data scatter of 1, that should resemble the real scatter of the data, the slope of the $\Sigma$–$D$ relation is not severely biased by the sensitivity cutoff. A similar conclusion is drawn from the Monte Carlo sensitivity related simulations in Paper I. They used the M82 data sample of Huang et al. (1994), collected with the Very Large Array, while the M82 sample analyzed in this work was recorded with the MERLIN measurements. This resulted in somewhat different sensitivity lines but nevertheless both studies came up with similar conclusions.

Monte Carlo simulations are carried out for the purpose of checking the completeness of the M82 SNR sample. Objects with low surface brightnesses cannot be detected because they are affected by the survey sensitivity selection effect. By simulating this effect, we tried to find out whether our sample (i.e., corresponding $\Sigma$–$D$ slope) is representative for M82 SNR population or not. Inspection of Table 5, when scatter is generated by vertical offsets, shows that the sensitivity selection effect makes the observed $\Sigma$–$D$ slopes shallower. The result is identical to the one obtained in Paper I. When scatter is generated by the orthogonal offsets, the sensitivity line does not cut a significant number of artificial objects located in the lower left part of the field. In the scatter 1 scenario, the sensitivity cutoff does not affect the $\Sigma$–$D$ slope (see Table 5). A very interesting situation arises in the simulation of the orthogonal scatter 2 scenario. The $\Sigma$–$D$ slopes are changed significantly. The lower left part of the artificial samples is cut by the sensitivity line when scatter is high (higher than the real one) and the slopes of relations become shallower. Based on the analysis of the results of the simulations presented (Table 5), we believe that the orthogonal scatter 1 scenario is more likely for two reasons: (1) the slope ($\beta = 3.9$) is obtained by the orthogonal procedure that gives the invariant $\Sigma$–$D$ and $D$–$\Sigma$ slopes and (2) scatter is generated by the orthogonal offsets and corresponds to the real scatter in the observed data set. We conclude that the sensitivity selection effect does not have a major impact on the $\Sigma$–$D$ slope for M82 SNRs.

With $D$–$\Sigma$ and $\Sigma$–$D$ fit slopes being invariant within the estimated uncertainties in the orthogonal fitting procedure,
assuming a relatively complete sample, the $\Sigma \propto D^{-3.9}$ relation for M82 SNRs could potentially describe the evolution of young SNRs in the energy conserving phase of their evolution, and this relation might be useful for estimating distances to such SNRs. The problem that remains is the coupling of the evident data scattering in the F08 SNR sample and a small number of objects for which reliable statistics can be done. Another problem is that most of the sources do not show a significant flux density variation (Kronberg et al. 2000), implying a trivial physical relation $L_\gamma \approx \text{const}$. Some sources, like 41.30+59.6, show flux increase rather than decrease (F08). Therefore, the $\Sigma-D$ relations obtained in this paper should be used with caution.

Finally, some compact radio objects in M82 may not be SNRs as proposed by Seaquist & Stanković (2007). They analyzed compact non-thermal radio objects and concluded that some of them are probably the so-called wind-driven bubbles (WDBs) due to the lack of observed time variability in most of the sources, implying ages greater than expected for SNRs. However, the recent detection of $\gamma$ radiation from M82 (Abdo et al. 2010) confirms the standard opinion that radio objects in M82 are indeed SNRs. The strong shock waves of young SNRs are necessary for the efficient production of cosmic rays by the so-called diffuse shock acceleration (DSA) mechanism. The inverse Compton scattering of the background electromagnetic radiation by the cosmic-ray electrons (leptonic model) or a decay of neutral pions, mainly produced by cosmic-ray protons during the interaction with the gas (hadronic model), represents two basic mechanisms for the production of $\gamma$ rays. WDBs probably do not represent proper sites for the production of $\gamma$ rays, due to slower shock waves in comparison to shock waves of young SNRs.

7. CONCLUSIONS

We suggest that the orthogonal regression procedure be used for obtaining empirical $\Sigma-D$ relations. In that case, the values of parameters obtained from the fitting of $\Sigma-D$ and $D-\Sigma$ relations are invariant within estimated uncertainties. Alternatively, if a data span in $\Sigma$ covers more orders of magnitude than a data span in $D$, the fitting of the $D-\Sigma$ relation with vertical offsets can give a $\beta$ that resembles the slope fitted with either $\Sigma-D$ or $D-\Sigma$ orthogonal offsets. The steep $\Sigma-D$ slope ($\beta = 3.9$) is obtained when fitting the orthogonal regression to the updated M82 SNR sample. The results of our Monte Carlo simulations suggest that this slope is probably free of the sensitivity selection effect. Moreover, it is closer to the updated theoretically derived slopes for the energy conserving phase of SNR evolution. The relation $\Sigma \propto D^{-3.9}$ could represent the average evolutionary track for SNRs in M82, and could potentially be used for estimating the distances of young SNRs expanding in dense environment. However, data scattering and, more importantly, a relatively small number of objects in the analyzed samples constrain the reliability of this relation. Due to this, the obtained $\Sigma-D$ relations should be used with caution. More observations and better theoretical description are necessary for a deeper understanding of the radio evolution of these SNRs.

The authors thank Dragana Momić for reading the manuscript and the anonymous referee for valuable comments that improved the quality of this paper. This work is part of Projects No. 146003 and 146012 supported by the Ministry of Science and Environmental Protection of Serbia.
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