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Abstract

We consider the stationary diffusion equation

\[-\text{div}(\nabla u + bu) = f\]

in \(d\)-dimensional torus \(T^d\), where \(f \in H^{-1}\) is a given forcing and \(b \in L^p\) is a divergence-free drift. Zhikov (Funkts. Anal. Prilozhen., 2004) considered this equation in the case of a bounded, Lipschitz domain \(\Omega \subset \mathbb{R}^d\), and proved existence of solutions for \(b \in L^{2d/(d+2)}\), uniqueness for \(b \in L^2\), and has provided a point-singularity counterexample that shows nonuniqueness for \(b \in L^{3/2-}\) and \(d = 3, 4, 5\). We apply a duality method and a DiPerna-Lions-type estimate to show uniqueness of the solutions constructed by Zhikov for \(b \in W^{1,1}\). We use a Nash iteration to demonstrate sharpness of this result, and also show that solutions in \(H^1 \cap L^{p/(p-1)}\) are flexible for \(b \in L^p\), \(p \in [1, 2(d-1)/(d+1)]\); namely we show that the set of \(b \in L^p\) for which nonuniqueness in the class \(H^1 \cap L^{p/(p-1)}\) occurs is dense in the divergence-free subspace of \(L^p\).

1 Introduction

We consider \(d\)-dimensional periodic torus \(T^d = [-1/2, 1/2]^d\), \(d \geq 2\), and \(b \in L^p(T^d; \mathbb{R}^d)\) that is weakly divergence-free, that is

\[\int_{\Omega} b \cdot \nabla \phi = 0 \text{ for all } \phi \in C^\infty(T^d).\]  

We are concerned with the problem of Zhikov, that is with existence and uniqueness of solution \(u \in \dot{H}^1 := \{v \in H^1(T^d) : \int v = 0\}\) to the stationary diffusion equation

\[-\text{div}(\nabla u + bu) = f,\]

where \(f \in H^{-1}(T^d)\) is given. Such a problem arises as a simplification of a homogenization problem, see [12]. We say that \(u \in \dot{H}^1\) is a weak solution of (2) if

\[\int_{\Omega} (-u \Delta \phi + bu \cdot \nabla \phi) = (f, \phi)\]
for all \( \phi \in \hat{C}^\infty(\mathbb{T}^d) \). Here, and below, we use the notation \( \int \equiv \int_{\mathbb{T}^d} \), \( \| \cdot \|_p := \| \cdot \|_{L^p(\mathbb{T}^d)} \), we use the standard definitions of the Lebesgue spaces \( L^p = L^p(\mathbb{T}^d) \) and the Sobolev spaces \( W^{k,p} = W^{k,p}(\mathbb{T}^d) \), \( H^1 = H^1(\mathbb{T}^d) \) and use a dot “.” to denote the subspace of functions with vanishing mean over \( \mathbb{T}^d \), such as \( L^\infty \), for example.

Remarkably, despite the seemingly simple nature of (2), it admits several surprising properties which were pointed out by Zhikov [22] in the setting of a bounded, Lipschitz domain \( \Omega \), and which we outline below. The purpose of this note is to present two results regarding uniqueness of solutions in the case of the torus \( \mathbb{T}^d \): one of them gives uniqueness of a particular type of solutions (Theorem 5), and another one becomes sharp as \( d \to \infty \) (Theorem 6).

In order to discuss the background of the problem, we note that so far it has been considered in the setting of a bounded, Lipschitz domain \( \Omega \subseteq \mathbb{R}^d \), in which case one uses analogous notions of the function spaces \( L^p, W^{k,p}, H^1 \), one considers the space \( H^1_0(\Omega) \) (the closure of \( C_0^\infty(\Omega) \) with respect to the \( H^1 \) norm) instead of \( H^1 \), one writes \( \int \equiv \int_{\Omega} \) and one considers the weak formulation (3) only for \( \phi \in C_0^\infty \). Unless specified otherwise, the following results translate directly to the case of the torus \( \mathbb{T}^d \).

First of all, if \( b \in L^\infty \) then the bilinear form \( \int bu \cdot \nabla \phi \) is bounded on \( H^1_0 \), and so existence and uniqueness of weak solutions (3) follow directly from the Lax-Migrod lemma (see, for example, Theorem 6.2 in [1]). In that case, one observes two estimates that are independent of \( b \): on the one hand taking \( \phi := u \) gives the energy identity

\[
\int |\nabla u|^2 = (f, u). \tag{4}
\]

In fact, the energy identity is valid for any \( u \in H^1_0, f \in H^{-1} \) and \( b \in L^\infty \), since then \( \nabla |u|^2 \in L^1 \), and so approximating \( u \) in \( H^1 \) by \( C_0^\infty \) functions allows one to take the limit in the divergence-free condition for \( b \) to obtain (4).

On the other hand, if the forcing \( f \in L^\infty \) (in which case we define \( (f, u) := \int fu \) then one has the maximum principle

\[
\|u\|_{\infty} \leq c_0 \|f\|_{\infty}, \tag{5}
\]

for some \( c_0 > 0 \) independent of \( b \), which is stated in [22, eq. (1.5)]; it can be verified using a Moser-type iteration. It is valid for all \( u \in H^1_0, b \in L^2, f \in L^\infty \) (and analogously in the periodic setting; (3) is also valid for approximation solutions, see Definition 1 below), which we prove in the Appendix for the sake of completeness. Some other questions related to regularity of solutions were also pursued in [13, 21].

The problem is not so clear when \( b \in L^p \) for \( p < \infty \).

In fact, if \( f \in L^\infty \) then one can easily construct a solution \( u \in L^\infty \) to (2) for any \( b \in L^1 \) using the maximum principle (1). Indeed, it suffices to approximate \( b \) by a sequence of \( b_n \in L^\infty \) such that \( \|b_n - b\|_1 \to 0 \), and extracting a weakly-* convergent subsequence in \( L^\infty \) of the corresponding (unique) solutions \( u_n \) to obtain a desired solution \( u \). Using the energy identity (4) one can also make sure that the constructed \( u \) belongs to \( H^1_0 \) with \( \|u\|_{H^1} \leq c_0 \Omega \|f\|_{\infty} \). Such approximation procedure gives rise to the definition of approximation solutions.

**Definition 1.** Given a \( f \in H^{-1}, p \in [1, \infty] \) and \( b \in L^p \) that is weakly divergence-free (1), we say that \( u \in L^p \) is an approximation solution of the Zhikov problem (2) if it satisfies (2) in the sense of distributions and there exists a sequence \( \{b_n\} \subset L^\infty \) such that \( \|b_n - b\|_p \to 0 \) and \( u_n \rightharpoonup u \) weakly in \( L^p \) as \( n \to \infty \), where \( u_n \) denotes the unique solution of the Zhikov problem (3) with \( b \) replaced by \( b_n \).
Here and below \( p' \) denotes the conjugate exponent to \( p \) (i.e. \( 1/p' + 1/p = 1 \)). As mentioned above, if \( f \in L^\infty \) then any approximation solution satisfies the maximum principle (5).

On the other hand, in the case when \( f \notin L^\infty \) then we have no reason to expect solutions in \( L^\infty \), and so, in light of the embedding \( H^1 \subset L^{2d/(d-2)} \), in order to make sense of the term \( \int bu \cdot \nabla \phi \) in the weak formulation (3) we assume that

\[
b \in L^{2d/(d-2)}. \tag{6}
\]

For such \( b \) any approximation solution is a weak solution satisfying the energy inequality,

\[
\int |\nabla u|^2 \leq (f, u), \tag{7}
\]

which is a consequence of properties of weak limits. Given \( b \) satisfying (6), the question whether any weak solution satisfying (7) must be an approximation solution remains open and is related to the question of uniqueness of weak solutions.

As for uniqueness, Zhikov [22] uses approximation by truncation to show uniqueness of weak solutions of (2), in any dimension \( d \), for

\[
b \in L^2. \tag{8}
\]

Such uniqueness result is also true in the case of the torus in the class of functions \( u \in \dot{H}^1 \), which can also be proved by truncation and observing that (3) is invariant with respect to adding constants to \( u \).

In the case of \( d = 3 \), he also provided an elegant example of nonuniqueness for \( b \in L^{3/2^-} \).

**Example 2** (Zhikov’s [22] counterexample). Let \( \Omega := B(1) \subset \mathbb{R}^3 \) and

\[
b(x) := \frac{x}{|x|^{3\beta} \left( \frac{x}{|x|} \right)}, \quad v(x) := (1 - |x|^4)^\alpha \left( \frac{x}{|x|} \right),
\]

where \( \alpha, \beta \in C^\infty(S^2) \) are such that \( \int_{S^2} \beta = 0, \int_{S^2} \alpha \beta = 0 \) and \( \int_{S^2} \alpha^2 \beta = -2 \). Then \( \text{div} \ b = 0, \ b \in L^{3/2^-}(\Omega) \) for every \( \epsilon \in (0, 1/2] \), \( f := -\text{div} (\nabla v + bv) \in H^{-1}(\Omega) \) and \( v \) is a solution to the Zhikov problem that violates the energy inequality, that is \( \int |\nabla v|^2 > (f, v) \). In particular, \( v \neq u \) for any approximation solution \( u \).

**Remark 3.** One can extend this example to dimension 4 and 5 by extending the three-dimensional ball into a cylinder. In dimension 6 and higher the existence condition (6) fails, and in dimension 2 the example fails, as then \( v \notin H^1_0 \).

Example 2 can be easily translated to the case of the torus \( \mathbb{T}^d \), by cutting off \( b \) outside of the singularity, and applying a Bogovskii lemma (see [2] [4], or Lemma III.3.1 in Galdi [14] for details) to recover zero divergence, and then extending periodically.

The issue of uniqueness in the case \( d = 3 \) for \( b \in L^p, \ p \in (3/2, 2) \), remains open. However, one can show uniqueness among approximation solutions in the case of \( \Omega := B(1) \subset \mathbb{R}^3 \) for \( b \in L^{3/2} \) that are smooth outside of the origin, see Lemma 2.2 in [22]. Furthermore, as shown in Lemma 1.5 in [22], one can use density of \( L^\infty \) in \( H^{-1} \) to obtain the following.
Lemma 4 (Conditional uniqueness of approximation solutions). If \( u = 0 \) is the only \( \dot{L}^\infty \) solution of the Zhikov problem \([5]\) with \( f = 0 \), then approximation solutions are unique in the class of all weak solutions.

The first main result of this note shows that, in the case of the torus \( \mathbb{T}^d \), the condition of the above lemma holds if \( b \in W^{1,1} \).

Theorem 5 (Partial uniqueness). Let \( b \in W^{1,1}(\mathbb{T}^d) \) be weakly divergence free \([1]\). If \( u \in \dot{L}^\infty \) is such that \( \int (\nabla u + bu) \cdot \nabla \phi = 0 \) for all \( \phi \in C^\infty(\mathbb{T}^d) \), then \( u = 0 \).

In particular, by Lemma 4, approximation solutions are unique in the class of weak solutions for \( b \in W^{1,1} \). We note that in the Zhikov counterexample (Example 2) the solution \( u \) is bounded, and the drift \( b \) just fails to belong to \( W^{1,1} \). However, \( f \not\in L^\infty \), and so it is not clear whether any approximation solution is bounded. Thus it is not clear whether Theorem 5 is sharp in the sense that it is not clear whether for \( b \not\in W^{1,1} \) bounded solutions can be nonunique.

On the other hand, Theorem 5 is sharp in the sense that the regularity assumption \( u \in \dot{L}^\infty \) cannot be replaced by \( \dot{L}^p \) for any \( p < \infty \) if the dimension \( d > p + 1 \), see Corollary 7 below.

We prove Theorem 5 in Section 2 below, using a duality method and a DiPerna-Lions-type commutator estimate \([11]\). In this proof the assumption \( \text{div} b = 0 \) is necessary.

Note that Theorem 5 still does not address the uniqueness problem for \( b \in L^p \), \( p \in (2d/(d+2), 2) \) even among approximation solutions, which remains an open problem.

The second main result of this note shows that the problem admits a lot of flexibility for

\[
p < \frac{2(d-1)}{d+1} < \frac{2d}{d+2}.
\]

In fact, not only solutions are nonunique for some \( b \in L^p \) for such \( p \)'s, but the set of such \( b \)'s is dense in \( L^p \).

Theorem 6 (Asymptotically sharp nonuniqueness). Let \( d \geq 4 \) and \( p \in \left( 1, \frac{2(d-1)}{d+1} \right) \). Given \( \epsilon > 0 \) and a divergence-free \( b_0 \in L^p \) there exists another divergence-free \( b \in L^p \) such that \( \| b - b_0 \|_p \leq \epsilon \) and \([5]\) with \( f = 0 \) has a nontrivial weak solution \( u \in H^1 \cap \dot{L}^p \) with \( \int u = 0 \).

As before, we use the convention \( \int \equiv \int_{\mathbb{T}^d} \), \( L^p \equiv L^p(\mathbb{T}^d) \), \( H^1 \equiv H^1(\mathbb{T}^d) \). We note that the range of \( p \)'s for \( d = 2, 3 \) is empty.

Even though the range \([5]\) excludes the approximation solutions of \([3]\) (recall \([3]\)), solutions in the class \( H^1 \cap L^p \) exist for any \( f \in L^\infty \), as pointed out below \([5]\). Thus Theorem 6 is asymptotically sharp in the sense that it shows optimality of the \( L^2 \) regularity of the drift \( b \) for uniqueness, at least for sufficiently high dimension \( d \). We note that in the above theorem we consider \( u \in H^1 \), since this is the class in which the uniqueness holds (for \( b \in L^2 \), recall \([5]\)) and also the energy inequality \([7]\) is concerned with such \( u \). In particular, Theorem 6 demonstrates that if the regularity of the drift \( b \) is very low, then there exist a lot of weak solutions violating the energy inequality.

Moreover, in the case when the \( H^1 \) regularity of \( u \) is not required we obtain the following.

Corollary 7 (Nonuniqueness of less regular solutions). Let \( d \geq 3 \) and \( p \in (1, d-1) \) and let \( r \in [1, p/(d-1)/(d-1 + p')] \). Given \( \epsilon > 0 \) and a divergence-free \( b_0 \in L^p \) there exists \( b \in L^p \) such that \( \text{div} b = 0 \) with \( \| b - b_0 \|_{L^p} \leq \epsilon \) such that \( \int (-u \Delta \phi + bu \cdot \nabla \phi) = 0 \) for all \( \phi \in C^\infty \), for some nontrivial solution \( u \in \dot{L}^p \cap W^{1,r} \).

Moreover if also \( p > (d-1)/(d-2) \) and \( q \in [1, p(d-1)/(d-1 + p)) \) then \( "L^p" \) above can be replaced by \( "L^q \cap W^{1,q} \).
Corollary 7 shows that the range of $p$ can be significantly expanded, if one does not require that $u \in H^1$. In particular, this shows that Zhikov’s uniqueness result [8] of weak solutions does not hold for less regular solutions, i.e. for $u \in L^{p'} \cap W^{1,r}$.

Moreover, for $p < 2(d - 1)/(d + 1)$ one can take $r = 2$ in Corollary 7 to recover Theorem 6.

The last claim of the corollary shows that Theorem 5 is sharp for large dimension $d$. Indeed, given $p' < \infty$ taking any $d > p' + 1$ ensures that the range of $q$ is nonempty. Then taking $q := 1$ gives nonuniqueness of solutions $u \in \dot{L}^{p'}$ for $b \in W^{1,1}$. This shows that the uniqueness of solutions $u \in \dot{L}^\infty$, which is valid in all dimensions due to Theorem 5, is sharp.

We prove Theorem 6 in Section 3 below using a Nash iteration. The main idea of such iterations was first introduced in the groundbreaking work of Nash [20], and it has been introduced to problems in partial differential equations by Müller and Šverák [19], as well as De Lellis and Székelyhidi Jr. [9, 10] in the context of the Euler equations. The latter works inspired a number of groundbreaking developments using Nash iterations [8, 15], sometimes referred to as “convex integration”, leading to the proof of the flexible side of the Onsager conjecture [5, 15], as well as other remarkable results in different models [6, 7, 17, 18].

Our proofs of Theorem 6 and Corollary 7 offer an application of some of these developments in the Zhikov problem, and use Mikado flows, developed by [8, 18]. They are inspired by the approach of Modena and Székelyhidi Jr. [18] in the context of the transport equation, but in our case the regularity of the constructed solution $u$ in Theorem 6 is higher than the regularity of solutions to the transport equation obtained by Modena and Székelyhidi Jr. [18], the price we pay is the lower regularity of the constructed drift $b$. In fact, the roles of $u$ and $b$ in Theorem 6 can be thought of as opposite to the case of [18]. Moreover, our problem is time independent, which resembles a recent result [16] regarding existence of steady solutions to the 4 dimensional Navier-Stokes equations, see also [4], which exposes the flexibility related to the time dependence.

2 Proof of Theorem 5

Here we show that if $b \in W^{1,1}$ is divergence-free and $u \in H^1 \cap L^\infty$ satisfies

$$\int (\nabla u + bu) \cdot \nabla \phi = 0$$

for all $\phi \in C^\infty$, then $u = 0$, which proves Theorem 5.

Given $f \in \dot{L}^\infty(\mathbb{T}^d)$ let $v \in \dot{H}^1(\mathbb{T}^d) \cap L^\infty(\mathbb{T}^d)$ be an approximation solution to [2] with $b$ replaced by $-b$, that is

$$\int \nabla v \cdot \nabla \phi - \int bv \nabla \phi = \int f \phi \quad \text{for } \phi \in C^\infty(\mathbb{T}^d).$$

We denote by $\rho_\varepsilon(x) := \frac{1}{\varepsilon^n} \rho(x/\varepsilon)$ a standard mollifier, where $\rho \in C^\infty_0(B_1)$ is such that $\int_{B_1} \rho = 1$. We set

$$v_\varepsilon := v * \rho_\varepsilon,$$
where “*” denotes the convolution. Using $v_\varepsilon$ as a test function in the equation for $u$ we get

$$0 = \int (\nabla u + bu) \cdot \nabla v_\varepsilon$$

$$= \int \nabla u_\varepsilon \cdot \nabla v - \int ((bu) \ast \nabla \rho_\varepsilon) v$$

$$= \int (b \cdot \nabla u_\varepsilon - (bu) \ast \nabla \rho_\varepsilon) v + \int f u_\varepsilon$$

$$= \int \int u(y)(b(x) - b(y)) \cdot \nabla \rho_\varepsilon(x - y) v(x) dy dx + \int f u_\varepsilon$$

$$= -\int \int u(x - z\varepsilon) \frac{b(x) - b(x - z\varepsilon)}{\varepsilon} \cdot \nabla \rho(z) v(x) dz dx + \int f u_\varepsilon$$

$$\xrightarrow{\varepsilon \to 0} -\int u(x) v(x) \partial_i b(x) dx \cdot \int \nabla \rho(z) z_i dz + \int f u$$

$$= \int f u,$$

where we used (11) in the third line, the change of variable $y \mapsto (x - y)/\varepsilon =: z$ in the fifth line, and the fact that $\int z_j \partial_i \rho(z) z = \delta_{ij}$, where $\delta_{ij}$ denotes the Kronecker delta, together with the divergence-free property of $b$ in the last line. In the 6th line we used the Dominated Convergence Theorem by observing that, since both $u$ and $v$ are essentially bounded, the integrand can be bounded by a constant multiple of $|((b(x) - b(x - z\varepsilon))/\varepsilon|$, which in turn converges in $L^1(\mathbb{T}^d \times \mathbb{T}^d)$ due to the fact that $b \in W^{1,1}$.

Taking $f = u$ gives $u = 0$, as required.

### 3 Proof of Theorem 6 and Corollary 7

Here we prove Theorem 6 that is we show that for every $\varepsilon > 0$ and every divergence-free $b_0 \in C^\infty$ there exists a divergence-free $b \in L^p$ such that $\|b - b_0\|_p \leq \varepsilon$ and, for some nontrivial $u \in H^1 \cap L^{p'}$ with $\int u = 0$,

$$\int (\nabla u + bu) \cdot \nabla \phi = 0 \quad (13)$$

holds for all $\phi \in C^\infty$. Since $C^\infty$ is dense in $L^p$, this proves Theorem 6.

The claim can be proved using the following.

**Proposition 8.** Let $M > 0$ be the constant from Lemma 2 and $p \in (1, (d - 1)/(d + 1))$. Suppose that $(b_0, u_0, f_0) \in C^\infty(\mathbb{T}^d; \mathbb{R}^{2d + 1})$, with $\text{div} \ b_0 = 0$, $\int u_0 = 0$ satisfies the equation

$$-\text{div} (\nabla u_0 + bu_0) = \text{div} \ f_0 \quad \text{in } \mathbb{T}^d.$$

Given $\varepsilon > 0$ there exists another triple $(b_1, u_1, f_1) \in C^\infty(\mathbb{T}^d; \mathbb{R}^{2d + 1})$, with $\text{div} \ b_1 = 0$, $\int u_1 = 0$, satisfying the same equation and such that

$$\|b_1 - b_0\|_p + \|u_1 - u_0\|_{p'} \leq M \max\{\|f_0\|_{1/p'}^{1/p'}, \|f_0\|_{1/p'}^{1/p}\}, \quad (14)$$

$$\|u_1 - u_0\|_{H^1} + \|f_1\|_1 \leq \varepsilon. \quad (15)$$
Proof of Theorem 6 using Proposition 8. Given \( b_0 \) and \( \epsilon \) we can pick any nontrivial \( u_0 \in C^\infty(\mathbb{T}^d) \) such that \( \int u_0 = 0 \) and we set

\[
f_0 := -\nabla u_0 - b_0 u_0.
\]

Since \( f_0 \) depends linearly on \( u_0 \), we can assume (by multiplying \( u_0 \) by a small number) that

\[
\max \left\{ \| f_0 \|_1^{1/p'}, \| f_0 \|_1^{1/p} \right\} \leq \frac{\epsilon}{2M}.
\]

(16)

For \( k \geq 1 \) we apply Proposition 8 with

\[
\varepsilon := \frac{1}{2} \min \left\{ 1, \left( \frac{\epsilon}{M 2^{k+1}} \right)^{p'}, 2^{-k} \| u_0 \|_{H^1} \right\}
\]

(17)

to obtain \((b_k, u_k, f_k)\) satisfying

\[
-\text{div} (\nabla u_k + b_k u_k) = \text{div} f_k.
\]

(18)

Note that, due to (14), (15), this implies that \((b_k)\) is Cauchy in \( L^p \), and \((u_k)\) is Cauchy in \( L^{p'} \) and also Cauchy in \( H^1 \). Thus there exist a divergence-free \( b \in L^p \) such that \( b_k \to b \) in \( L^p \), as well as \( u \in H^1 \cap L^{p'} \) such that \( \int_{\mathbb{T}^d} u = 0 \) and \( u_k \to u \) in \( H^1 \) and in \( L^{p'} \). That \( b, u \) satisfy (13) follows by taking the limit in the weak formulation of (18). Furthermore, due to our choice of \( \varepsilon \) and (14), (15),

\[
\| u_k \|_{H^1} \geq \| u_0 \|_{H^1} - \sum_{l=1}^{k} \| u_l - u_{l-1} \|_{H^1} \geq \| u_0 \|_{H^1} \left( 1 - \sum_{l=1}^{k} 2^{-(l+1)} \right) \geq \frac{\| u_0 \|_{H^1}}{2}
\]

for \( k \geq 1 \),

which shows that \( u \neq 0 \), and

\[
\| b - b_0 \|_p \leq \| b_1 - b_0 \|_p + \sum_{k \geq 2} \| b_k - b_{k-1} \|_p \leq \frac{\epsilon}{2} + \sum_{k \geq 2} M \| f_{k-1} \|_1^{1/p'} \leq \frac{\epsilon}{2} + \sum_{k \geq 2} \frac{\epsilon}{2^k} = \epsilon,
\]

where we used (16) to obtain the first \( \epsilon/2 \). Thus \( \| b - b_0 \|_p \leq \epsilon \), as required. \( \Box \)

It remains to prove Proposition 8. To this end we recall the Mikado flows on \( \mathbb{T}^d \).

Lemma 9 (Mikado flows). There exists \( M > 0 \) with the following property. Given \( \mu > 2d \) and \( j \in \{1, \ldots, d\} \) there exists a Mikado density \( \Theta^j_\mu : \mathbb{T}^d \to \mathbb{R} \) and a Mikado field \( W^j_\mu : \mathbb{T}^d \to \mathbb{R}^d \) such that

\[
\text{div} W^j_\mu = \text{div} (\Theta^j_\mu W^j_\mu) = 0,
\]

\[
\int \Theta^j_\mu = \int W^j_\mu = 0,
\]

\[
\int \Theta^j_\mu W^j_\mu = e_j
\]

(19)
for every $k \geq 0$ and

\[
\sum_{j=1}^{d} \|\nabla^k \Theta_j^i\|_r \leq \frac{M}{3} d^{k+(d-1)} \left( \frac{1}{p} - \frac{1}{r} \right),
\]

\[
\sum_{j=1}^{d} \|\nabla^k W^j_\mu\|_r \leq \frac{M}{3} d^{k+(d-1)} \left( \frac{1}{p} - \frac{1}{r} \right),
\]

\[
\sum_{j=1}^{d} \|\Theta^j_\mu W^j_\mu\|_1 \leq M,
\]

\[
\sum_{j=1}^{d} \|\Theta^j_\mu\|_{H^1} \leq M \mu^{-\gamma},
\]

where $\gamma := (d - 1) \left( \frac{1}{p} + \frac{1}{2} - (1 + \frac{1}{d-1}) \right) > 0$, since $p \in \left( 1, \frac{2(d-1)}{d+1} \right)$.

The Mikado flows have been first introduced by Daneri and Székelyhidi Jr. \cite{8} in the context of the Onsager conjecture regarding the incompressible Euler equations. Here we use the Mikado flows that were applied by Modena and Székelyhidi Jr. \cite{18} in the context of the transport equation, see Lemma 2.1 and Lemma 2.6 in \cite{18} for details.

Given $f : \T^d \to \mathbb{R}$ and $\lambda > 0$, we denote by

\[ f_\lambda(x) := f(\lambda x) \]

the “$\lambda$-dilation of $f$”. We now recall some facts regarding functions with fast oscillations.

**Lemma 10** (Fast-oscillating functions). Let $\lambda \in \mathbb{N}$.

1. **(improved Hölder’s inequality)** For all $p \in [1, \infty]$ there exists $C_p > 0$ such that

\[
\|fg_\lambda\|_p - \|f\|_p \|g\|_p \leq C_p \lambda^{-1/p} \|f\|_{C^1} \|g\|_p
\]

for all $f, g \in C^\infty$.

2. **(quantitative Riemann-Lebesgue)** If $\int g = 0$ then

\[
\left| \int fg_\lambda \right| \leq \sqrt{d} \lambda^{-1} \|f\|_{C^1} \|g\|_1.
\]

3. **(the antidivergence operator $\mathcal{R}$)** Given $f, g \in C^\infty$ with $\int fg_\lambda = \int g = 0$ there exists a vector field $u = \mathcal{R}(fg_\lambda)$ such that $\text{div } u = fg_\lambda$ and

\[
\|\nabla^k u\|_p \leq C_{k,p} \lambda^{k-1} \|f\|_{C^{k+1}} \|g\|_{W^{k,p}}
\]

for $k \geq 0$, $p \in [1, \infty]$, where $C_{k,p} > 0$.

Recall that we use the convention $\int \equiv \int_{\T^d}$ and that all norms and function spaces are considered on $\T^d$. The proof of the lemma follows from Lemmas 2.1-2.6 in \cite{18}. We can now prove the above proposition, where we will write $f \equiv f_0$ for brevity.
Proof of Proposition 8. Let $\delta > 0$ and let $\chi_j \in C^\infty$ be such that $\chi_j = 1$ on $\{|f_j(x)| \geq \delta/2d\}$ and $\chi_j = 0$ on $\{|f_j(x)| \leq \delta/4n\}$. Let

$$\theta(x) := \sum_{j=1}^{n} \chi_j(x) \text{sgn}(f_j(x)) |f_j(x)|^{1/p'} \left(\Theta_j\right)_\lambda,$$

$$\theta_c := -\int \theta,$$

$$w(x) := \sum_{j=1}^{n} \chi_j(x) |f_j(x)|^{1/p} \left(W_j\right)_\lambda,$$

$$w_c(x) := -\sum_{j=1}^{n} \mathcal{R} \left(\nabla \left(\chi_j(x) |f_j(x)|^{1/p}\right) \cdot \left(W_j\right)_\lambda\right),$$

where, in the definition of $w_c$, we have used the facts that $\int W_j = 0$ and

$$\int \nabla \left(\chi_j(x) |f_j(x)|^{1/p}\right) \cdot \left(W_j\right)_\lambda = \int \text{div} \left(\chi_j(x) |f_j(x)|^{1/p} \left(W_j\right)_\lambda\right) = 0$$

(see (19)) to use the antidivergence operator $\mathcal{R}$ introduced in (23). We set

$$u_1 := u_0 + \theta + \theta_c,$$

$$b_1 := b_0 + w + w_c.$$  

(24)

Note that $u_1, b_1 \in C^\infty$ and $\text{div} b_1 = 0$, $\int u_1 = 0$. Moreover, since $\text{div} (\nabla u_0 + b_0 u_0) = -\text{div} f$,

$$\text{div} (\nabla u_1 + b_1 u_1) = \text{div} \left(\theta w - f + \nabla \theta + w u_0 + b_0 \theta + w_c u_0 + b_0 \theta_c + \theta_c w + \theta w_c + \theta_c w_c\right)$$

$$= : \text{div} \; g.$$  

(25)

In what follows we will decompose $g_{\text{main}}$ into $g_{\text{quad}} + g_\chi$ with $\|g_\chi\|_1 \leq \delta/2$ and we will obtain the following estimates

$$\|\theta\|_{H^1} \leq C \lambda^{1/2} \mu^{-\gamma},$$

$$|\theta_c| \leq C \lambda^{-1},$$

$$\|w\|_p + \|w_c\|_p \leq \frac{M}{3} \|f\|_1^{1/p} + C \left(\lambda^{-1/p} + \lambda^{-1}\right),$$

$$\|\theta + \theta_c\|_{p'} \leq \frac{M}{3} \|f\|_1^{1/p'} + C \lambda^{-1/p'},$$

$$\|g_{\text{quad}}\|_1 + \|g_{\text{Lapl}}\|_1 + \|g_{\text{lin}}\|_1 + \|g_{\text{corr}}\|_1 \leq C \left(\lambda^{-1} + \mu^{-(d-1)/\gamma} + \mu^{-(d-1)/\gamma'}\right),$$

(26)

where $C = C(d, p, M, f, u_0, b_0, \delta) > 0$. The claim of Proposition 8 then follows by first taking $\delta > 0$ sufficiently small, then taking $\lambda$ sufficiently large, and finally taking $\mu > 0$ sufficiently large.
In order to prove (26), we first note that
\[
\|w\|_p \leq \sum_{j=1}^{d} \left\| \chi_j |f_j|^{1/p} (W^{j}_{\mu}) \right\|_p \\
\leq \sum_{j=1}^{d} \left( \left\| \chi_j |f_j|^{1/p} \right\|_p W^{j}_{\mu} + C \lambda^{-1/p} \right) \left\| \chi_j(x)|f_j|^{1/p} \right\|_{C^1} \left\| W^{j}_{\mu} \right\|_p \\
\leq \frac{M}{3} \|f\|_1^{1/p} + C \lambda^{-1/p},
\]
where we used the improved Hölder inequality (21) in the second inequality, as well as (20) with \(k = 0\) and our choice of \(\chi_j\) in the last inequality. In order to estimate \(w_c\) we recall (from Lemma 9) that \(\int W^{j}_{\mu} = 0\) and that \(\int \nabla \left( \chi_j(x)|f_j(x)|^{1/p} \right) \cdot W^{j}_{\mu} = \int \text{div} \left( \chi_j(x)|f_j(x)|^{1/p} W^{j}_{\mu} \right) = 0\).
Thus we can use (23) to obtain
\[
\|w_c\|_p \leq C \lambda^{-1} \sum_{j=1}^{d} \|W^{j}_{\mu}\|_p \leq C \lambda^{-1}.
\]
(28)
Analogously to (27) we obtain that
\[
\|\theta\|_{p'} \leq \frac{M}{3} \|f\|_1^{1/p'} + C \lambda^{-1/p'}.
\]
(29)
As for \(\theta_c\) we use the quantitative Riemann-Lebesgue (22) and (20) to obtain
\[
|\theta_c| \leq \sum_{j=1}^{n} \sqrt{n} \lambda^{-1} \|f\|_{C^1} \|\Theta^{j}_{\mu}\|_1 \leq C \lambda^{-1}.
\]
(30)
As for \(\nabla \theta\), we have
\[
\nabla \theta = \sum_{j=1}^{n} \left( \nabla \left( \chi_j \text{sgn}(f_j)|f_j|^{1/p'} \right) \left( \Theta^{j}_{\mu} \right) + \chi_j \text{sgn}(f_j)|f_j|^{1/p'} \lambda \left( \nabla \Theta^{j}_{\mu} \right) \right),
\]
and so
\[
\|\nabla \theta\|_2 \leq C \sum_{j=1}^{d} \left( \|\Theta^{j}_{\mu}\|_2 + \lambda^{1/2} \|\nabla \Theta^{j}_{\mu}\|_2 \right) \leq C \lambda^{\gamma}_{\mu},
\]
where we used the improved Hölder inequality (21) in the first inequality and the last estimate in (20) in the second inequality. A similar estimate for \(\|\theta\|_2\) follows, and so
\[
\|\theta\|_{H^1} \leq C \lambda^{-\gamma}.\)
(31)
Note that
\[ g_{\text{main}} = \sum_{j=1}^{n} \chi_{j} f_{j} \left( \Theta_{\mu}^{j} W_{\mu}^{j} \right) - f = \sum_{j=1}^{n} \chi_{j} f_{j} \left( \Theta_{\mu}^{j} W_{\mu}^{j} - e_{j} \right) + \sum_{j=1}^{n} (1 - \chi_{j}) f_{j} e_{j}, \]
and so
\[ \text{div } g_{\text{main}} = \sum_{j=1}^{n} \nabla \left( \chi_{j} f_{j} \right) \cdot \left( \Theta_{\mu}^{j} W_{\mu}^{j} - e_{j} \right) = g_{\chi}. \]

Noting that (19) implies that both the mean of \( \Theta_{\mu}^{j} W_{\mu}^{j} - e_{j} \) vanishes and that
\[ \int \nabla \left( \chi_{j} f_{j} \right) \cdot \left( \Theta_{\mu}^{j} W_{\mu}^{j} - e_{j} \right) = \int \text{div} \left( \chi_{j} f_{j} \left( \Theta_{\mu}^{j} W_{\mu}^{j} - e_{j} \right) \right) = 0, \]
we can use the antidivergence operator introduced in Lemma 10.3 to define
\[ g_{\text{quad}} := \sum_{j=1}^{n} R \left( \nabla \left( \chi_{j} f_{j} \right) \cdot \left( \Theta_{\mu}^{j} W_{\mu}^{j} - e_{j} \right) \right). \]

We thus have
\[ \text{div } g_{\text{main}} = \text{div } g_{\text{quad}} + \text{div } g_{\chi}, \]
and so we can replace \( g_{\text{main}} \) by \( g_{\text{quad}} + g_{\chi} \) (as then (25) remains valid). Using (23) with \( k := 0 \) we obtain
\[ \| g_{\text{quad}} \|_{1} \leq C \lambda^{-1} \sum_{j=1}^{n} \| \chi_{j} f_{j} \|_{C^{2}} \| \Theta_{\mu}^{j} W_{\mu}^{j} - e_{j} \|_{1} \leq C \lambda^{-1}, \]
where we also used (20) and our choice of \( \chi_{j}'s \) in the last inequality. Moreover \( (1 - \chi_{j}) f_{j} \) vanishes when \( |f_{j}| \geq \delta/2d \), so that
\[ \| g_{\chi} \|_{1} \leq \sum_{j=1}^{n} \| (1 - \chi_{j}) f_{j} \|_{1} \leq \sum_{j=1}^{n} \int_{|f_{j}| < \delta/2d} |f_{j}| \leq \frac{\delta}{2}, \]
as required. By (31) we have \( \| g_{\text{Lap}} \|_{1} \leq C(\delta, \| f \|_{C^{1}}) M \lambda^{\gamma}. \) As for \( g_{\text{lin}} \) we can use the first two estimates in (20) with \( k := 0, r := 1 \) to obtain
\[ \| g_{\text{lin}} \|_{1} \leq \| w \|_{1} \| u_{0} \|_{\infty} + \| b_{0} \|_{\infty} \| \theta \|_{1} \leq C (\mu^{-(d-1)/p} + \mu^{-(d-1)/p'}). \]
Finally,
\[ \| g_{\text{corr}} \|_{1} \leq \| w_{c} \|_{p} \| u_{0} \|_{p'} + \| \theta \|_{p'} \| w_{c} \|_{p} + \| \theta_{c} \| \| b_{0} \|_{1} + \| w \|_{1} + \| w_{c} \|_{1} \leq C \left( \lambda^{-1} + \mu^{-(d-1)/p'} \right), \]
where we used (28), (30), (29) and the second estimate in (20) with \( k := 0, r := 1 \) in the last inequality. Thus we have obtained all inequalities claimed in (26).
In order to prove Corollary 7 we revisit the proof above and note that the restriction on the range of \( p \) originates from the last estimate of (20), that is from the requirement that \( u \in H^1 \). Dropping this requirement we may instead require that \( u \in W^{1,r} \) or impose additional regularity on \( b \), as much as the first two estimates of (20) allow. To be more precise, the first claim of Corollary 7 follows from a version of Proposition 8 in which the iterative estimates (14)–(15) are replaced by

\[
\|b_1 - b_0\|_p + \|u_1 - u_0\|_{p'} \leq M \max\{\|f_0\|_1^{1/p'}, \|f_0\|_1^{1/p}\},
\]

(32)

\[
\|u_1 - u_0\|_{W^{1,r}} + \|f_1\|_1 \leq \varepsilon,
\]

(33)

and with the \( H^1 \) norm replaced by the \( W^{1,r} \) norm in (17) and in the proof of \( u \neq 0 \) following it.

In order to see (32)–(33) one needs to replace the \( \|\nabla \theta\|_2 \) estimate (31) by

\[
\|\nabla \theta\|_r \leq C_r \sum_{j=1}^d \left( \|\Theta^j_\mu\|_r + \lambda^{1 - \frac{1}{q}} \|\nabla \Theta^j_\mu\|_r \right) \leq C_r \lambda^{1 - \frac{1}{q}} \mu^{1+\left(d-1\right)\left(\frac{1}{p'} - \frac{1}{q}\right)},
\]

using (21) and (20). This can be made small, as before, as the exponent of \( \mu \) is negative. We note that this estimate needs to be used in the estimate for \( \|g_{\text{Lapl}}\|_1 \). This guarantees (33), while (32) follows in the same way as before.

Analogously, one can obtain the second claim of Corollary 7 by showing that, except for (33) we also have

\[
\|b_1 - b_0\|_{W^{1,q}} \leq \varepsilon.
\]

(34)

Indeed, using (21), (23) and (20),

\[
\|\nabla w\|_q \leq C_q \sum_{j=1}^d \left( \|W^j_\mu\|_q + \lambda^{1 - \frac{1}{q}} \|\nabla W^j_\mu\|_q \right) \leq C_q \lambda^{1 - \frac{1}{q}} \mu^{1+\left(d-1\right)\left(\frac{1}{p'} - \frac{1}{q}\right)}
\]

and

\[
\|\nabla w_c\|_q \leq C_q \sum_{j=1}^d \|W^j_\mu\|_q \leq C_q \mu^{\left(d-1\right)\left(\frac{1}{p'} - \frac{1}{q}\right)},
\]

which can be both made smaller than \( \varepsilon \) as above.
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Appendix. Proof of the maximum principle (5)

Here we show that, if $f \in L^\infty$ and $b \in L^2$ satisfies the divergence-free condition (1), then any solution $u \in L^\infty \cap H^1$ to $-\text{div} (\nabla u + bu) = f$ (in the sense of (3)) satisfies

$$\|u\|_\infty \leq C_n \|f\|_\infty,$$

(35)

where $C_n > 0$ depends only on the dimension $d$. Note that, since the constant does not depend on $b$, this proves (35) for all $u \in H^1$ (i.e. we can obtain $u \in L^\infty$, rather than assume it), which is (5), as desired. Indeed, one can approximate any $b \in L^{2d/(d+2)}$ in the $L^{2d/(d+2)}$ norm by a $C_\infty$ function and also approximate $f$ in $H^{-1}$ by a smooth function, which gives a unique and smooth solution the approximate system. The limiting procedure described below (6) then gives an approximation solution $u$ with (35). Since for $b \in L^2$ the uniqueness of solutions to (3) holds (recall (8)), we obtain (5).

We first recall the inequality

$$\|g\|_2^2 \leq \varepsilon \|\nabla g\|_2^2 + C_n \varepsilon^{-\frac{d}{2}} \|g\|_1^2,$$

(36)

valid for every $g \in H^1(T^d)$, $\varepsilon \in (0,1)$. Indeed the Gagliardo-Nirenberg-Sobolev inequality gives that

$$\|g\|_2^2 \leq C \|\nabla g\|_2^{\frac{2d}{d+2}} \|g\|_1^{\frac{d}{d+2}} \leq C \varepsilon \|\nabla g\|_2^2 + C_d \varepsilon^{-\frac{d}{2}} \|g\|_1^2$$

if $\int g = 0$, where we used Young’s inequality in the second step. Thus the claim follows for such $g$. If $\int g \neq 0$ then

$$\|g\|_2^2 \leq C \left\| g - \int g \right\|_2^2 + C \left| \int g \right|^2$$

$$\leq \varepsilon \|\nabla g\|_2^2 + C_n \varepsilon^{-\frac{d}{2}} \left\| g - \int g \right\|_1^2 + C \|g\|_1^2$$

$$\leq \varepsilon \|\nabla g\|_2^2 + C_n \varepsilon^{-\frac{d}{2}} \|g\|_1^2,$$

where we used the triangle inequality and the assumption that $\varepsilon < 1$ in the last step.

We can now prove (35). Applying (36) with $g := u^{2k-1}$ gives

$$\int u^{2k} \leq \varepsilon \int \left| \nabla u^{2k-1} \right|^2 + C \varepsilon^{-\frac{d}{2}} \left( \int u^{2k-1} \right)^2,$$

(37)

where $C > 1$ is a generic constant, which depends on $d$ only. The value of $C$ may change from line to line in the following calculation.

Note that, since we assume $b \in L^2$, we can test (3) with $u^{2k-1}$. Indeed, one can, for example, take $\phi := (u^{2k-1})_\varepsilon$ (the mollification of $u$, recall (12)) and take the limit $\varepsilon \to 0$. We obtain

$$\frac{2^k - 1}{2^{2k-2}} \int \left| \nabla u^{2k-1} \right|^2 = \int \nabla u \cdot \nabla (u^{2k-1}) = \int fu^{2k-1} \leq \frac{1}{2} \int f^2 + \frac{1}{2} \int u^{2k},$$

(38)
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where we used the fact that \( \int b \cdot \nabla \left( u^{2k-1} \right) = (1 - 2^{-k}) \int b \cdot \nabla \left( u^{2k} \right) = 0 \), due to the divergence-free assumption on \( b \) and the assumed regularity \( u \in L^\infty \cap H^1 \), \( b \in L^2 \). Applying this inequality in (37) gives

\[
\int u^{2k} \leq \varepsilon \frac{2^{2k-3}}{2k-1} \int f^{2k} + \varepsilon \frac{2^{2k-3}}{2k-1} \int u^{2k} + C \varepsilon^{-\frac{k}{2}} \left( \int u^{2k-1} \right)^2.
\]

Taking \( \varepsilon := 2^{-k} \) and noting that

\[
2^{-k} \frac{2^{2k-3}}{2k-1} \leq \frac{1}{4}
\]

for \( k \geq 1 \), we obtain

\[
\int u^{2k} \leq \frac{1}{4} \int f^{2k} + \frac{1}{4} \int u^{2k} + C^2 \frac{k}{2} \left( \int u^{2k-1} \right)^2,
\]

and so

\[
\int u^{2k} \leq \int f^{2k} + C^2 \frac{k}{2} \left( \int u^{2k-1} \right)^2 \leq \|f\|_\infty^{2k} + C^2 \frac{k}{2} \|u\|_{2k-1}^{2k},
\]

for \( k \geq 1 \). Taking both sides to power \( 2^{-k} \) gives

\[
\|u\|_{2k} \leq \left( \|f\|_\infty^{2k} + C^2 \frac{k}{2} \|u\|_{2k-1}^{2k} \right)^{2^{-k}}
\]

for \( k \geq 1 \). Noting that the above inequality holds trivially when the left-hand side is replaced by \( \|f\|_\infty \), we set

\[
m_k := \max \{ \|f\|_\infty, \|u\|_{2k} \}
\]

and obtain that

\[
m_k \leq \left( 1 + C^2 \frac{k}{2} \right)^{2^{-k}} m_{k-1} \leq \left( C^2 \frac{k}{2} \right)^{2^{-k}} m_{k-1}
\]

for \( k \geq 1 \). (Recall that the value of \( C > 1 \) may change from line to line.) Since

\[
\prod_{k=1}^{\infty} \left( C^2 \frac{k}{2} \right)^{2^{-k}} = \exp \left( \log \left( \prod_{k=1}^{\infty} \left( C^2 \frac{k}{2} \right)^{2^{-k}} \right) \right) = \exp \left( \log C \sum_{k=1}^{\infty} 2^{-k} + \log \left( 2^\frac{k}{2} \right) \sum_{k=1}^{\infty} k 2^{-k} \right) \leq C,
\]

we see that

\[
m_k \leq C m_0 \quad \text{for } k \geq 1.
\]

In particular \( \|u\|_{2k} \leq C m_0 \) for \( k \geq 1 \), which implies that \( u \in L^\infty \) with

\[
\|u\|_\infty \leq C m_0. \tag{39}
\]

On the other hand the Poincaré inequality and (38) applied with \( k = 1 \) gives

\[
\|u\|_2^2 \leq C \|\nabla u\|_2^2 = C \int f u \leq \frac{1}{2} \|u\|_2^2 + C \|f\|_\infty^2,
\]

which, after absorbing the first term on the right-hand side, implies that \( m_0 \leq C \|f\|_\infty \). Applying this in (39) gives (35), as required.
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