Multivariate tempered stable random fields (ISRM$s$) are constructed and their corresponding space of integrable functions is characterized in terms of a quasi-norm utilizing the so-called Rosinski measure of a tempered stable law. In the special case of exponential tempered ISRMs operator-fractional tempered stable random fields are presented by a moving-average and a harmonizable representation, respectively.
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1. Introduction

Multivariate tempered stable distributions are obtained by modifying the Lévy measure of a multivariate stable law by a certain tempering function $q(r, \theta)$, see (2.1) below. This results in tempering the large jumps of the corresponding Lévy process. See [13, 21] for the basic theory of tempered stable laws. A prominent subclass of tempered stable laws is obtained by using exponential tempering $q(r, \theta) = q_\lambda(r) = e^{-\lambda r}$ for some $\lambda > 0$. These exponential tempered stable laws have what is called semi-heavy tails, meaning that the tails decay like a power law for in an intermediate regime and then decay exponentially fast near infinity. They have various applications, see e.g. [1, 2, 5, 15, 18, 19].

Symmetric $\alpha$-stable random measures $\mathcal{M}(dx)$ are used to construct a large class of stable processes in terms of stochastic integrals via

$$X(t) = \int f_t(x) \mathcal{M}(dx)$$

for appropriate kernel functions $f_t$. Prominent examples are fractional stable processes given by either a moving-average or a harmonizable representation, see [22] and the literature cited there. By modifying the kernel function of fractional stable processes, so-called tempered fractional stable motions are obtained, see [6]. The purpose of this paper is to construct fractional tempered stable fields and processes and to study their basic properties. In doing so, we are not modifying the kernel function, but utilizing so-called tempered stable random
measures. That is, the random noise $M(dx)$ gets tempered, whereas the kernel functions remains unchanged.

Using the recently developed general theory of multivariate independently scattered random measures (abbreviated by ISRM) and their corresponding stochastic integrals (see [11]), in Section 2 we introduce multivariate tempered stable ISRMs and characterize theirs space of integrable functions utilizing a quasi-norm based the so-called Rosinski measure of the underlying tempered stable law. The most prominent example is given by the exponentially tempered ISRM $M_{\lambda}$, see Example 2.7 below. Using those we then give examples of operator-fractional tempered stable fields, using ideas and methods of [10, 12]. It turns out that the range of possible parameters of those fields is larger than their corresponding stable fields. In Section 4, we analyze what happens if the exponential tempering parameter $\lambda$ tends to zero. It turns out that in this case $M_{\lambda}$ (and the constructed random fields) converge in distribution to theirs stable counterpart $M_0$. Moreover, it is shown that operator-fractional tempered stable random fields given by the moving-average representation behave locally like operator-fractional stable random fields, using the notion of localisability.

2. Preliminary Results

We start with some notation. Write $\min(a, b) = a \wedge b$ and $\max(a, b) = a \vee b$, respectively. Let $\|\cdot\|$ be the Euclidian norm on $\mathbb{R}^d$ with inner product $\langle \cdot, \cdot \rangle$. Denote the set of all linear operators on $\mathbb{R}^d$ by $L(\mathbb{R}^d)$ with $I = I_d$ being the identity operator on $\mathbb{R}^d$, represented as $d \times d$ matrices in each case. Then, by a little abuse of notation, we also write $\|\cdot\|$ for the operator norm on $L(\mathbb{R}^d)$ (which is induced by the vector space norm $\|\cdot\|$). Denote the transposed vector of $x$ by $x^t$ and the adjoint matrix of $D$ by $D^*$, respectively. Finally, all occurring random vectors are defined on an underlying probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and we equip $\mathbb{R}^d$ with its Borel $\sigma$-Algebra $\mathcal{B}(\mathbb{R}^d)$ (accordingly for $L(\mathbb{R}^d)$).

2.1. Tempered stable distributions and random measures. Consider $\mu$ to be a tempered $\alpha$-stable distribution (abbreviated by T$\alpha$S) on $\mathbb{R}^d$ in the sense of Definition 2.1 in [21], where the stability index $0 < \alpha < 2$ is fixed throughout the paper. That means that $\mu$ is infinitely-divisible without Gaussian part and that its Lévy measure $\phi$ in polar coordinates is of the form

\begin{equation}
\phi(dr, d\theta) = r^{\alpha - 1} q(r, \theta) \, dr \, \sigma(d\theta).
\end{equation}

Here $\sigma$ is a finite measure on $S^{d-1} := \{x \in \mathbb{R}^d : \|x\| = 1\}$ and $q : (0, \infty) \times S^{d-1} \to (0, \infty)$ is a Borel function such that, for every $\theta \in S^{d-1}$, we have:

(i) $q(\cdot, \theta)$ is completely monotone, i.e. $(-1)^n \frac{\partial^n}{\partial r^n} q(r, \theta) > 0$ for all $r > 0$ and $n \in \mathbb{N}$.

(ii) $\lim_{r \to \infty} q(r, \theta) = 0$. 
We call $q$ the tempering function of the $T_{\alpha S}$ distribution $\mu$. It allows to define a measure $R$ on $\mathbb{R}^d$, which is often referred to as the Rosinski measure. The details can be found in [21]. Actually, it is uniquely determined by the relation

\begin{equation}
\phi(A) = \int_{\mathbb{R}^d} \int_0^\infty 1_A(rx) r^{-\alpha-1} e^{-r} R(dx), \quad A \in \mathcal{B}(\mathbb{R}^d).
\end{equation}

It fulfills

$$R(\{0\}) = 0, \quad \int_{\mathbb{R}^d} (\|x\|^2 \wedge \|x\|^{\alpha}) R(dx) < \infty,$$

which implies that $\int (1 \wedge \|x\|^2) R(dx) < \infty$. So $R$ is a Lévy measure, too. Also recall the Lévy-Khintchine-Formula (see Theorem 3.1.11 in [17]) to verify that $\mu \sim [a, 0, \phi]$, where

$$\psi(u) = \exp(\langle a, u \rangle) \phi(dx), \quad u \in \mathbb{R}^d$$

is the corresponding log-characteristic function (abbreviated by LCF).

**Remark 2.1.**

(i) If $q$ additionally fulfills $\lim_{r \downarrow 0} q(r, \theta) = 1$ for every $\theta \in S^{d-1}$, then $\mu$ is called a proper $T_{\alpha S}$ distribution in the terminology of [21]. Theorem 2.3 in [21] states that $\mu$ is proper if and only if $\int \|x\|^\alpha R(dx) < \infty$.

(ii) It is usual to assume that $\mu$ is full, i.e. not concentrated on any hyperplane of $\mathbb{R}^d$. Using Proposition 3.1.20 in [17] together with (2.2) it follows that $\mu$ is full if and only if $R$ is not concentrated on any $d-1$ dimensional subspace of $\mathbb{R}^d$. In this case, following the notation in [17], we say that $R$ is $\mathcal{M}$-full.

(iii) The function $\psi$ can sometimes be represented more explicitly, cf. [13] for the case $d = 1$. Moreover, Theorem 2.9 in [21] presents integral representations for $\psi$ in terms of the measure $R$. However, they are based on a different function within the integral in (2.3), which leads to a different shift vector. See Remark 8.4 in [23] for details.

(iv) The previous distinction is negligible if $\mu$ is symmetric. Because in this case $\phi$ is also symmetric and $a = 0$, which allows to rewrite (2.3) as

\begin{equation}
\psi(u) = \int_{\mathbb{R}^d} (\cos \langle u, x \rangle - 1) \phi(dx), \quad u \in \mathbb{R}^d.
\end{equation}

In what follows we want to use $\mu$ in order to construct a new class of $T_{\alpha S}$ random measures. For this purpose let $(S, \Sigma, \nu)$ be a $\sigma$-finite measure space and $S := \{A \in \Sigma : \nu(A) < \infty\}$. Note that $S$ is a so-called $\delta$-ring whose generated $\sigma$-algebra equals $\Sigma$ (see [11]). Recall that a mapping $M : S \rightarrow \{X : \Omega \rightarrow \mathbb{R}^d | X \text{ random vector}\}$ is called an $\mathbb{R}^d$-valued independently scattered (RIS) random measure on $S$ if the following conditions hold true:

\begin{enumerate}
  \item[(RM1)] For every finite choice $A_1, \ldots, A_k$ of disjoint sets in $S$ the random vectors $M(A_1), \ldots, M(A_k)$ are stochastically independent.
\end{enumerate}
(RM$_2$) For every sequence $(A_n) \subset S$ of disjoint sets fulfilling $\cup_{n=1}^{\infty} A_n \in S$ we have that

$$M(\cup_{n=1}^{\infty} A_n) = \sum_{n=1}^{\infty} M(A_n) \quad \text{almost surely (a.s.).}$$

Using Example 3.7 in [11] we get the following result.

**Theorem 2.2.** Recall that $\mu \sim [a, 0, \phi]$, let $S$ and $\nu$ be as before. Then there exists an $\mathbb{R}^d$-valued ISRM $M$ on $S$ such that $M(A)$ has an infinitely-divisible distribution given by $M(A) \sim [\nu(A) \cdot a, 0, \nu(A) \cdot \phi]$ for every $A \in S$.

In view of [Proposition 2.5] below it is reasonable to call $M$ a tempered ($\alpha$-)stable ISRM, which is generated by $\mu$. Also note that $M$, being infinitely-divisible, is closely related to its so-called control measure $\lambda_M$ on $\Sigma$, cf. Theorem 3.2 in [11]. In particular, $\lambda_M$ equals $\nu$ up to a positive constant.

### 2.2. Integration theory.

Usually, the main benefit of ISRMs results from the consideration of corresponding stochastic integrals. More precisely, for $f : S \to L(\mathbb{R}^d)$, we want to define integrals of the form

$$I_M(f) := I(f) := \int_{S} f(s) M(ds),$$

leading to $\mathbb{R}^d$-valued random vectors again. Since this integral is achieved by a stochastic limit, conditions for the existence of $I(f)$ have been studied in [11] (see [20] for the case $d = 1$). We omit the details. Instead we focus on the main results, adapted to our setting. Therefore, denote the set of all functions $f : S \to L(\mathbb{R}^d)$ for which $I(f)$ is well-defined by $I(M)$. Then Proposition 4.5 in [11] and Theorem 2.3 in [12] yield the following.

**Theorem 2.3.** Let $M$ be as in Theorem 2.2 and define $U : L(\mathbb{R}^d) \to \mathbb{R}^d$ by

$$U(D) := Da + \int_{\mathbb{R}^d} \left( \frac{Dx}{1 + \|Dx\|^2} - \frac{Dx}{1 + \|x\|^2} \right) \phi(dx), \quad D \in L(\mathbb{R}^d).$$

Then, for $f : S \to L(\mathbb{R}^d)$ measurable, the following statements are equivalent:

(i) $f \in I(M)$.

(ii) $J_1(f) + J_2(f) < \infty$ holds true, where

$$J_1(f) := \int_{S} \|U(f(s))\| \nu(ds) \quad \text{and} \quad J_2(f) := \int_{S} \int_{\mathbb{R}^d} (1 \wedge \|f(s)x\|^2) \phi(dx) \nu(ds).$$

(iii) For every $u \in \mathbb{R}^d$ we have that $\int |\psi(f(s)*u)| \nu(ds) < \infty$ and the mapping

$$\mathbb{R}^d \ni u \mapsto \int_{S} \int_{\mathbb{R}^d} (\cos(f(s)*u, x) - 1) \phi(dx) \nu(ds)$$

is continuous.
In each case it follows that $I(f)$ is infinitely-divisible. More precisely, $I(f) \sim [a^f,0,\phi^f]$, where $a^f := \int U(f(s))\nu(ds)$ and

$$\phi^f(A) := (\nu \otimes \phi)(\{(s,x) \in S \times \mathbb{R}^d : f(s)x \in A \setminus \{0\}\}), \quad A \in \mathcal{B}(\mathbb{R}^d).$$

Hence, the LCF of $I(f)$ is given by $\mathbb{R}^d \ni u \mapsto \int \psi(f(s)^*u)\nu(ds)$.

The notion stochastic integral is first of all justified by the fact that $\mathcal{I}(\mathcal{M})$ is a real vector space and that the mapping $\mathcal{I}(\mathcal{M}) \ni f \mapsto I(f)$ is linear. Moreover, for $f,f_1,f_2,\ldots \in \mathcal{I}(\mathcal{M})$, we have that $I(f_n) \to I(f)$ in probability if and only if

$$\forall u \in \mathbb{R}^d : \int_S \psi((f_n(s) - f(s))^*u)\nu(ds) \to 0 \text{ (as } n \to \infty) .$$

This and further properties can be found in Proposition 4.3 and Theorem 4.4 in [11]. In addition, we identify elements in $\mathcal{I}(\mathcal{M})$ that are identical $\nu$-a.e. because this implies that the resulting integrals are equal a.s. and vice versa.

Next we want to understand $J_2(f)$ (recall (2.5)) in terms of the Rosinski measure $\mathcal{R}$, which is inspired by Lemma 2.10 in [21].

**Lemma 2.4.** We have that

$$J_2(f) < \infty \iff H(f) := \int_S \int_{\mathbb{R}^d} (\|f(s)x\|^\alpha \wedge \|f(s)x\|^2) \mathcal{R}(dx) \nu(ds) < \infty.$$

**Proof.** Recall that $0 < \alpha < 2$ is fixed and consider for $z > 0$ the incomplete gamma type functions

$$\gamma(2-\alpha,z) := \int_0^z u^{(2-\alpha)-1}e^{-u}du = \int_0^z u^{1-\alpha}e^{-u}du \quad \text{and} \quad \Gamma(-\alpha,z) := \int_z^\infty u^{-\alpha-1}e^{-u}du,$$

respectively. For instance, see Proposition 12 in [9] together with [24] in order to verify that the following asymptotics hold true: As $z \to 0$ we have that

$$z^{\alpha-2}\gamma(2-\alpha,z) \to (2-\alpha)^{-1} \quad \text{and} \quad z^\alpha \Gamma(-\alpha,z) \to \alpha^{-1}.$$  

On the other hand, as $z \to \infty$,

$$\gamma(2-\alpha,z) \to \Gamma(2-\alpha) = \int_0^\infty u^{1-\alpha}e^{-u}du \quad \text{and} \quad z^{1+\alpha}\Gamma(2-\alpha,z) \to 1.$$  

If we define $g(z) := z^{-2}\gamma(2-\alpha,z) + \Gamma(-\alpha,z)$, it follows that

$$\lim_{z \to 0} z^\alpha g(z) = (2-\alpha)^{-1} + \alpha^{-1} > 0, \quad \text{and} \quad \lim_{z \to \infty} z^2 g(z) = \lim_{z \to \infty} \gamma(2-\alpha,z) + z^{1+\alpha}e^\alpha \Gamma(-\alpha,z) = \Gamma(2-\alpha) > 0.$$

Combine (2.8)-(2.9) and use the fact that $z \mapsto g(z)/(z^{-\alpha} \wedge z^{-2})$ is continuous as well as strictly positive on $(0,\infty)$ to obtain constants $C_1,C_2 > 0$ fulfilling

$$\forall z > 0 : \quad C_1(z^{-\alpha} \wedge z^{-2}) \leq g(z) \leq C_2(z^{-\alpha} \wedge z^{-2}).$$
On the other hand, (2.2) yields that
\[
J_2(f) = \int_S \int_{\mathbb{R}^d} \int_0^\infty (1 \wedge \|rf(s)x\|^2)r^{-\alpha-1}e^{-r} \, dr \, \mathcal{R}(dx) \nu(ds).
\]

Now fix \((s, x) \in S \times \mathbb{R}^d\) such that \(f(s)x \neq 0\) and let \(z = \|f(s)x\|^{-1}\) to observe that
\[
\int_0^\infty (1 \wedge \|rf(s)x\|^2)r^{-\alpha-1}e^{-r} \, dr = z^{-2} \int_0^z r^{1-\alpha}e^{-r} \, dr + \int_z^\infty r^{-\alpha-1}e^{-r} \, dr = g(z).
\]

Then the assertion follows from (2.10). \(\square\)

The function \(H(f)\), which we just introduced, is similar to the approach in [10] and will be useful again later. But before we still have to explain in which sense \(M\) and the corresponding integrals have a tempered stable behavior. In this context, note that \(f = 1_A I\) belongs to \(\mathcal{I}(\mathbb{M})\) for every \(A \in \mathcal{S}\).

**Proposition 2.5.** Consider \(f, f_1, \ldots, f_k \in \mathcal{I}(\mathbb{M})\). Then the random vector \((I(f_1), \ldots, I(f_k))^t\) has a \(T\alpha S\) distribution. Moreover, the Rosinski measure of \(I(f)\) is given by
\[
\mathcal{R}^f(A) := (\nu \otimes \mathcal{R})(\{(s, x) \in S \times \mathbb{R}^d : f(s)x \in A \setminus \{0\}\}), \quad A \in \mathcal{B}(\mathbb{R}^d),
\]
which means that
\[
\phi^f(A) = \int_{\mathbb{R}^d} \int_0^\infty \mathbb{1}_A(r y) r^{-\alpha-1}e^{-r} \, dr \, \mathcal{R}^f(dy).
\]

**Proof.** We first assume that \(k = 1\). Recall that \(I(f)\) has no Gaussian part and that its Lévy measure \(\phi^f\) is given by (2.6). Using (2.2) together with the definition of \(\mathcal{R}^f\) from (2.11) it follows for every \(A \in \mathcal{B}(\mathbb{R}^d)\) that
\[
\phi^f(A) = \int_S \int_{\mathbb{R}^d} \int_0^\infty \mathbb{1}_{A \setminus \{0\}}(r f(s)x) r^{-\alpha-1}e^{-r} \, dr \, \mathcal{R}(dx) \nu(ds)
\]
\[
= \int_{\mathbb{R}^d} \int_0^\infty \mathbb{1}_A(r y) r^{-\alpha-1}e^{-r} \, dr \, \mathcal{R}^f(dy),
\]
i.e. (2.12) holds true. It remains to show that
\[
\int (\|y\|^\alpha \wedge \|y\|^2) \mathcal{R}^f(dy) < \infty.
\]

Because in this case and based on (2.12), Theorem 2.3 in [21] states that \(\phi^f\) really is the Lévy measure of a \(T\alpha S\) distribution on \(\mathbb{R}^d\). Actually, by (2.11) and in view of Lemma 2.4 condition (2.13) is equivalent to the finiteness of \(J_2(f)\). And since \(f \in \mathcal{I}(\mathbb{M})\) implies that \(J_2(f) < \infty\) due to Theorem 2.3, this completes the proof for \(k = 1\). In the general case
Corollary 4.9 in [11] states that \((I(f_1), ..., I(f_k))^t\) is infinitely-divisible, while a combination of Example 3.7 and Theorem 4.4 in [11] shows that its LCF is given by

\[(2.14) \quad \mathbb{R}^{k \cdot d} \ni (u_1, ..., u_k)^t \mapsto \int_S \psi \left( \sum_{j=1}^k f_j(s) u_j \right) \nu(ds).\]

Define \(\psi'((u_1, ..., u_k)^t) := \psi(\sum_{j=1}^k u_j)\). Then one can verify that \(\psi'\) is the LCF of a distribution \(\mu'\) on \(\mathbb{R}^{k \cdot d}\), which is also \(T\alpha S\). Since the corresponding notation is somewhat involved, the details are left to the reader. Anyway, it follows from Theorem 2.2 that there exists an \(\mathbb{R}^{k \cdot d}\)-valued ISRM, which is generated by \(\mu'\) and which we denote by \(M'\). Moreover, define the block diagonal matrices \(f'(s) := f_1(s) \oplus \cdots \oplus f_k(s) \in L(\mathbb{R}^{k \cdot d})\) for every \(s \in S\). Then, using (2.14), it is easy to check that \(f' \in I(M')\) and that

\[(I(f_1), ..., I(f_k))^t \overset{d}{=} \int_S f'(s) M'(ds),\]

where \(\overset{d}{=}\) means equality in distribution. Hence, the argument for \((I(f_1), ..., I(f_k))^t\) having a \(T\alpha S\) distribution reduces to the case \(k = 1\) from above.

If the \(T\alpha S\) distributed generator \(\mu\) is proper things become more practicable. For this purpose let \(L^1(\nu) := \{g : S \to \mathbb{R} | g\text{ is measurable and } \int |g(s)| \nu(ds) < \infty\}\) and recall Remark 2.1 (i).

**Corollary 2.6.** Assume that \(\mu\) is proper. Then we have:

(i) \(\|f\|_\alpha \in L^1(\nu)\) implies that \(J_2(f) < \infty\) and, provided that \(f \in I(M)\), also that the \(T\alpha S\) random vector \(I(f)\) is proper.

(ii) Moreover, if \(\int_{\|x\| \geq 1} \|x\|^2 \mathcal{R}(dx) < \infty\), a sufficient condition for \(J_2(f) < \infty\) is given by \((\|f\|_\alpha \wedge \|f\|^2) \in L^1(\nu)\).

**Proof.** The fact that \(\mu\) is proper yields \(\int \|x\|_\alpha \mathcal{R}(dx) < \infty\). Recall from Lemma 2.4 that \(J_2(f) < \infty\) if and only if \(H(f) = \int (\|y\|_\alpha \wedge \|y\|^2) \mathcal{R}'(dy) < \infty\), where \(H(f)\) is obviously bounded by

\[\int_{\mathbb{R}^d} \|y\|_\alpha \mathcal{R}'(dy) = \int_S \int_{\mathbb{R}^d} \|f(s)x\|_\alpha \mathcal{R}(dx) \nu(ds) \leq \int_S \|f(s)\|_\alpha \nu(ds) \int_{\mathbb{R}^d} \|x\|_\alpha \mathcal{R}(dx).\]
Hence, (i) follows from Proposition 2.5, since we have that $I(f)$ is proper if and only if $\int \|y\|^{\alpha} R(dx) < \infty$. In a similar way we obtain (ii) due to the following computation:

$$
H(f) = \int_{S} \int_{\mathbb{R}^d} (\|f(s)x\|^\alpha \wedge \|f(s)x\|^2) R(dx) \nu(ds)
$$

$$
\leq \int_{S} (\|f(s)\|^\alpha \wedge \|f(s)\|^2) \nu(ds) \int_{\mathbb{R}^d} (\|x\|^\alpha \vee \|x\|^2) R(dx)
$$

$$(2.15) = \int_{S} (\|f(s)\|^\alpha \wedge \|f(s)\|^2) \nu(ds) \left( \int_{\|x\| \leq 1} \|x\|^\alpha R(dx) + \int_{\|x\| \geq 1} \|x\|^2 R(dx) \right).$$

Note that the finiteness of $\int_{\|x\| \geq 1} \|x\|^2 R(dx)$ is equivalent to the finiteness of $\int_{\|x\| \geq 1} \|x\|^2 \phi(dx)$ or $\int_{\mathbb{R}^d} \|x\|^2 \mu(dx)$, respectively (see Proposition 2.7 in [21]).

### 2.3. The full and proper-symmetric case.

From now on we only consider the case that the generator $\mu$ is full as well as proper and symmetric. In view of Remark 2.1 this implies that $f \in \mathcal{I}(\mathbb{M}) \Leftrightarrow J_2(f) < \infty$ together with $I(f) \sim [0, 0, \phi^f]$. In particular, the conditions of Corollary 2.6 (i) are fulfilled. The following example fits into this setting and also illustrates part (ii) of Corollary 2.6

**Example 2.7.** Fix $\lambda > 0$ and explicitly consider the proper tempering function $q(r, \theta) = q_{\lambda}(r) := e^{-\lambda r}$ in (2.1). Then, if $\sigma$ is symmetric, $\phi = \phi_{\lambda}$ and $\mu_{\lambda} \sim [0, 0, \phi_{\lambda}]$ are also symmetric. Moreover, using the construction from (2.3)-(2.5) in [21], we observe that the corresponding Rosinski measure $\mathcal{R}_{\lambda}$ is concentrated on the set $\lambda \cdot S^{d-1}$, where it equals the image measure $\lambda(\sigma)$, defined by $\lambda(\sigma)(A) := \sigma(\lambda^{-1} \cdot A)$ (cf. Example 1 in [21]). It follows that

$$
\int_{\|x\| \geq 1} \|x\|^2 R_{\lambda}(dx) = \int_{S^{d-1}} \|\lambda \theta\|^2 \sigma(d\theta) = \lambda^2 \sigma(S^{d-1}) < \infty.
$$

Thus, in view of Corollary 2.6 (ii), $\lambda \in \mathcal{L}^1(\nu)$ implies that $f \in \mathcal{I}(\mathcal{M}_{\lambda})$, where $\mathcal{M}_{\lambda}$ denotes the ISRM that is generated by $\mu_{\lambda}$. In a similar way it follows from Lemma 2.4 that $\mathcal{I}(\mathcal{M}_{\lambda})$ does not depend on $\lambda > 0$.

We remark that the previous example will be very important later. Now consider $f, f_1, f_2, \ldots \in \mathcal{I}(\mathbb{M})$ and observe that $I(f_n) - I(f) = I(f_n - f) \sim [0, 0, \phi^{f_n - f}]$ in the present case. Hence, as an alternative to criterion (2.7), we have that $I(f_n) \rightarrow I(f)$ in probability if and only if the convergence $\phi^{f_n} \rightarrow 0$ in the space $\mathcal{M}$ (that is the space of all measures on $\mathbb{R}^d$ that assign finite measure to sets bounded away from zero) holds true. That means $\phi^{f_n}(A) \rightarrow 0$ for all $A \in \mathcal{B}(\mathbb{R}^d)$ bounded away from zero. See Theorem 3.1.16 in [17] for details. Lemma 2.1 in [11] shows that this is also equivalent to $J_2(f_n - f) \rightarrow 0$. On the other hand, relation (2.10) from the proof of Lemma 2.4 revealed that

$$(2.16) \quad C_1 H(f) \leq J_2(f) \leq C_2 H(f)$$
holds true for all measurable \( f \). Hence, as \( n \to \infty \) we have that
\[
I(f_n) \to I(f) \quad \text{in probability} \quad \Leftrightarrow \quad H(f_n - f) \to 0.
\]
Similarly to (2.13) in [10] this motivates to introduce
\[
(2.17)
\]
Lemma 2.8. Under the previous assumptions there exists a constant \( K > 0 \) such that
good
\[
(2.18)
\]
Recall that \( \mathcal{R} \) is \( \mathcal{M} \)-full due to [Remark 2.1]. Then we obtain the following observation.

Lemma 2.8. Under the previous assumptions there exists a constant \( K > 0 \) such that
\[
(\|D\|^\alpha \wedge \|D\|^2) \leq Kh(D) \quad \text{holds true for every } D \in \mathcal{L}^d.
\]
Proof. Fix \( 1 \leq i, j \leq d \). Denote the corresponding entry of the matrix \( D \) by \( D_{i,j} \) and let \( e_j \) be the \( j \)-th unit vector in \( \mathbb{R}^d \). Since \( \mathcal{R} \) is \( \mathcal{M} \)-full, we have that \( \mathcal{R} \{ ze_j : z \neq 0 \} > 0 \). In particular, using that \( \mathcal{R} \) is a Lévy measure, there exists some \( 0 < c_j \leq 1 \) such that \( F_j := \{ ze_j : |z| \geq \sqrt{c_j} \} \) fulfills \( 0 < \mathcal{R}(F_j) < \infty \). In view of \( c_j^{1/\alpha} < \sqrt{c_j} \) it follows that
\[
|D_{i,j}|^\alpha \wedge D_{i,j}^2 \leq \|D e_j\|^\alpha \wedge \|D e_j\|^2
\]
\[
= (c_j \mathcal{R}(F_j))^{-1} \int (\|c_j^{1/\alpha} D e_j\|^\alpha \wedge \|\sqrt{c_j} D e_j\|^2) 1_{F_j}(x) \mathcal{R}(dx)
\]
\[
\leq (c_j \mathcal{R}(F_j))^{-1} \int (\|D x\|^\alpha \wedge \|D x\|^2) 1_{F_j}(x) \mathcal{R}(dx)
\]
\[
\leq (c_j \mathcal{R}(F_j))^{-1} h(D).
\]
Note that \( i \) as well as \( j \) were arbitrary and that all norms on \( \mathcal{L}^d \) are equivalent. Hence, up to a positive constant, \( K \) can be chosen as \( \max\{ (c_j \mathcal{R}(F_j))^{-1} : 1 \leq j \leq d \} \). \( \square \)

We call a mapping \( \|\cdot\|_M : \mathcal{I}(\mathbb{M}) \to [0, \infty) \) a quasi-norm (on \( \mathcal{I}(\mathbb{M}) \)) if it has the usual properties of a norm, except a possible weakening of the triangular inequality. That is, there exists some \( A \geq 1 \) such that
\[
(2.18)
\]
holds true. Recall that we identify elements in \( \mathcal{I}(\mathbb{M}) \) that are identical \( \nu \text{-a.e.} \)

Theorem 2.9. (a) The following identities hold true:
\[
\mathcal{I}(\mathbb{M}) = \{ f : S \to \mathcal{L}^d \mid f \text{ is measurable and } H(f, \delta) < \infty \text{ for all } \delta > 0 \}
\]
\[
= \{ f : S \to \mathcal{L}^d \mid f \text{ is measurable and } H(f, \delta) < \infty \text{ for some } \delta > 0 \}.
\]
(b) \( ||f||_{\mathcal{M}} := \inf \{ \delta > 0 : H(f, \delta) \leq 1 \} \) defines a quasi-norm on \( \mathcal{I}(\mathcal{M}) \). Moreover, for every \( f \in \mathcal{I}(\mathcal{M}) \) and \( \delta > 0 \), we have

\[
\left( \frac{||f||_{\mathcal{M}}}{\delta} \right)^\alpha \wedge \left( \frac{||f||_{\mathcal{M}}}{\delta} \right)^2 \leq H(f, \delta) \leq \left( \frac{||f||_{\mathcal{M}}}{\delta} \right)^\alpha \vee \left( \frac{||f||_{\mathcal{M}}}{\delta} \right)^2.
\]  

(2.19)

(c) There exists some \( L_1 \geq 1 \) such that, for every \( f \in \mathcal{I}(\mathcal{M}) \) and \( \delta > 0 \), we have

\[
\mathbb{P}(||I(f)|| \geq \delta) \leq L_1 H(f, \delta).
\]  

(2.20)

Additionally, if \( 0 < p < \alpha \), there exists a constant \( L_2 = L_2(p) > 0 \) such that

\[
\mathbb{E}(||I(f)||^p) \leq L_2 ||f||_{\mathcal{M}}^p.
\]  

(2.21)

(d) The vector space \( \mathcal{I}(\mathcal{M}) \) is complete with respect to \( ||\cdot||_{\mathcal{M}} \) and, for \( f, f_1, \ldots \in \mathcal{I}(\mathcal{M}) \), we have the characterization

\[
I(f_n) \to I(f) \text{ in probability } \iff ||f_n - f||_{\mathcal{M}} \to 0.
\]

Proof of Theorem 2.9. Note that \( H(f) = H(f, 1) \) and verify that part (a) follows from Lemma 2.4 after a verification of

\[
\forall \delta > 0 : (\delta^{-\alpha} \wedge \delta^{-2}) H(f, 1) \leq H(f, \delta) = H(\delta^{-1} f, 1) \leq (\delta^{-\alpha} \vee \delta^{-2}) H(f, 1).
\]  

(2.22)

We now prove part (b). Obviously, \( f = 0 \) implies that \( H(f, \delta) = 0 \) for all \( \delta > 0 \), which yields \( ||f||_{\mathcal{M}} = 0 \). Conversely, if \( ||f||_{\mathcal{M}} = 0 \), we derive from (2.22) that \( H(f, 1) = 0 \), i.e. \( h(f(s)) = 0 \) for almost every \( s \in S \). In view of Lemma 2.8 we obtain for those \( s \) that \( f(s) = 0 \). Also note that the we have \( H(\rho f, \delta) = H(f, |\rho|^{-1} \delta) \) for all \( \rho \neq 0 \) and \( \delta > 0 \). Hence, the homogeneity property \( ||\rho f||_{\mathcal{M}} = |\rho||f||_{\mathcal{M}} \) (\( \rho \in \mathbb{R} \)) holds true by definition of \( ||\cdot||_{\mathcal{M}} \). It remains to prove (2.18). For this purpose recall that \( ||u_1 + u_2||^2 \leq 2(||u_1||^2 + ||u_2||^2) \) \( (u_1, u_2 \in \mathbb{R}^d) \) and that the mapping \( [0, \infty) \ni z \mapsto (1 \wedge z) \) is sub-additive. Using (2.16) we compute for all \( \delta > 0 \) and \( f_1, f_2 \in \mathcal{I}(\mathcal{M}) \) that

\[
H(f_1 + f_2, \delta) \leq C_1^{-1} J_2(\delta^{-1} f_1 + \delta^{-1} f_2)) \leq 2C_1^{-1}(J_2(\delta^{-1} f_1) + J_2(\delta^{-1} f_2)) \leq 2C_2/C_1 (H(f_1, \delta) + H(f_2, \delta)).
\]

Now choose \( A \geq 1 \) such that \( H(f, A\delta) \leq (4C_2/C_1)^{-1} H(f, \delta) \) holds true for every \( \delta > 0 \) and \( f \) as before, which is possible due to (2.22). Since \( H(f, \cdot) \) is decreasing, it follows for \( \varepsilon > 0 \) arbitrary that

\[
H(f_1 + f_2, A(||f_1||_{\mathcal{M}} + ||f_2||_{\mathcal{M}} + \varepsilon)) \leq 2C_2/C_1 (H(f_1, A(||f_1||_{\mathcal{M}} + ||f_2||_{\mathcal{M}} + \varepsilon)) + H(f_2, A(||f_2||_{\mathcal{M}} + \varepsilon))) \leq 2C_2/C_1 (H(f_1, ||f_1||_{\mathcal{M}} + \varepsilon)) + H(f_2, A(||f_2||_{\mathcal{M}} + \varepsilon))) \leq 2^{-1}(H(f_1, ||f_1||_{\mathcal{M}} + \varepsilon) + H(f_2, ||f_2||_{\mathcal{M}} + \varepsilon)) \leq 1,
\]

where in the last step we used the definition of \( ||\cdot||_{\mathcal{M}} \). Letting \( \varepsilon \to 0 \), the same argument shows (2.18) and hence that \( ||\cdot||_{\mathcal{M}} \) is a quasi-norm. Finally, (2.19) is obvious in the case \( ||f||_{\mathcal{M}} = 0 \). Else we observe that \( H(f, ||f||_{\mathcal{M}}) = 1 \) by continuity of \( \delta \mapsto H(f, \delta) \). Then,
similar as before, we can write $H(f, \delta) = H((\delta/\|f\|_M)^{-1}f, \|f\|_M)$ such that (2.19) follows from (2.22).

For the proof of part (c) recall that $|1 - \exp(z)| \leq |z|$ for any $z \in \mathbb{C}$ with $\text{Re} \ z \leq 0$ and that the LCF of $I(f)$ is given by (2.14) for $k = 1$. Combine this with Lemma 2.7 in [10] to obtain a constant $C > 0$ such that, for every $\delta > 0$, the relation

$$\mathbb{P}(\|I(f)\| \geq \delta) \leq C \delta^d \int_{\|u\|_\infty \leq \delta^{-1}} \int_S |\psi(f(s) u)| \nu(ds) \, du$$

holds true. Here $\|\cdot\|_\infty$ denotes the maximum norm on $\mathbb{R}^d$. At the same time there exists some $C_0 \geq 1$ fulfilling $\|\cdot\| \leq C_0 \|\cdot\|_\infty$. Also recall (2.4) and, for every $z \in \mathbb{R}$, that $|\cos(z) - 1| \leq 2(1 \wedge z^2)$. From the Cauchy-Schwarz inequality it follows for every $\|u\|_\infty \leq \delta^{-1}$ that

$$\int_S |\psi(f(s) u)| \nu(s) \leq \int_S \int_{\mathbb{R}^d} |\cos(f(s) u, x) - 1| \phi(dx) \nu(s) \leq 2 \int_S \int_{\mathbb{R}^d} (1 + \|u\|^2 \|f(s) x\|^2) \phi(dx) \nu(s) \leq 2 C_0^2 \int_S \int_{\mathbb{R}^d} (1 + \|\delta^{-1} f(s) x\|^2) \phi(dx) \nu(s) = 2 C_0^2 J_2(\delta^{-1} f).$$

Let $L_1 := 2 C_0^2 C_2$ to verify that (2.16) together with (2.23) implies (2.20). For the second statement of part (c) fix $0 < p < \alpha$. Then it is well-known that

$$\mathbb{E}(\|I(f)\|^p) = p \int_0^\infty \delta^{p-1} \mathbb{P}(\|I(f)\| \geq \delta) \, d\delta,$$

where (2.19)–(2.20) provide the inequality

$$\mathbb{P}(\|I(f)\| \geq \delta) \leq 1_{\|f\|_M}(\delta) + L_1(\|f\|_M/\delta)\alpha 1_{\{\|f\|_M, \infty\}}(\delta), \quad \delta > 0.$$

Now, as in the proof of Theorem 2.8 in [10], we observe that (2.21) holds true for a constant $L_2 > 0$. The details are left to the reader. In order to show that $\mathcal{I}(M)$ is complete, let $(f_n) \subset \mathcal{I}(M)$ be a Cauchy-sequence with respect to $\|\cdot\|_M$. Then we have to find some $f \in \mathcal{I}(M)$ such that $\|f_n - f\|_M \rightarrow 0$ as $n \rightarrow \infty$, or at least along a suitable subsequence, since $(f_n)$ is Cauchy and since $\|\cdot\|_M$ fulfills (2.18). Hence, without loss of generality and throughout following the idea of the proof of Theorem 5.2.1 in [7], it can be assumed that

$$\|f_m - f_n\|_M \leq 2^{-N} \quad \text{for all} \quad m, n \geq N.$$

Recall the definition of $H(\cdot, 1)$ and define the sets $A_j := \{s \in S : h(f_{j+1}(s) - f_j(s)) > j^{-4}\}$ for all $j \in \mathbb{N}$. Using (2.19) and (2.25), it follows that

$$j^{-4} \nu(A_n) \leq H(f_{j+1} - f_j, 1) \leq 2^{-\alpha j}, \quad j \in \mathbb{N},$$

which implies that $\sum_{j=1}^{\infty} \nu(A_j) < \infty$. Thus $B := \limsup_{j \rightarrow \infty} A_j$ is a $\nu$-null set. Let $f(s) := 0$ for every $s \in B$. Conversely, for $s \in B^c = S \setminus B$, there exists some $N(s) \in \mathbb{N}$ fulfilling $s \notin A_j$ for all $j \geq N(s)$. Furthermore, Lemma 2.8 allows us to assume that $N(s)$ is chosen large.
enough such that we have \( \|f_j^{(s)} - f_j(s)\| \leq 1 \) for every \( j \geq N(s) \). Actually, if we use Lemma 2.8 again, this implies for all \( s \in B^c \) and \( m,n \geq N(s) \) that

\[
\|f_m(s) - f_n(s)\| \leq \sum_{j=N(s)}^\infty \sqrt{\|(f_{j+1}^{(s)} - f_j(s))\|^2} = \sum_{j=N(s)}^\infty \sqrt{\|(f_{j+1}^{(s)} - f_j(s))\|^\alpha \wedge \|(f_{j+1}^{(s)} - f_j(s))\|^2} \leq \sqrt{K} \sum_{j=N(s)}^\infty j^{-2}.
\]

It follows that \( \|f_m(s) - f_n(s)\| \to 0 \) as \( N(s) \) tends to \( \infty \), which shows that \( (f_n(s)) \) is Cauchy with respect to the operator norm \( \|\cdot\| \). Denote the corresponding limit by \( f(s) \) and observe that \( f: S \to L^1(\mathbb{R}^d) \) is measurable with \( f_n(s) \to f(s) \) \( \nu \)-almost everywhere as \( n \to \infty \).

Moreover, (2.18) and (2.25) imply for every \( n \in \mathbb{N} \) that \( \|f_n\|_\infty \leq A(\|f_1\|_\infty + 2^{-1}) \). Also note that \( D \mapsto h(D) \) is continuous by the dominated convergence theorem. Hence, Fatou’s Lemma and (2.19) yield that

\[
H(f, 1) = \int_S \liminf_{n \to \infty} h(f_n(s)) \nu(ds) \leq \liminf_{n \to \infty} H(f_n, 1) \leq \liminf_{n \to \infty} (\|f_n\|_\infty^\alpha \wedge \|f_n\|_\infty^2) < \infty,
\]

i.e. \( f \) belongs to \( \mathcal{I}(\mathbb{M}) \) due to part (a). Similarly, it follows from (2.25) for every \( n \in \mathbb{N} \) that

\[
H(f_n - f, 1) \leq \liminf_{m \to \infty} (\|f_n - f_m\|_\infty^\alpha \wedge \|f_n - f_m\|_\infty^2) \leq 2^{-\alpha n}.
\]

In view of (2.19) this shows that \( \|f_n - f\|_\infty \to 0 \) as \( n \to \infty \). The additional statement of part (d) is just a consequence of (2.17) and (2.19). \( \square \)

**Remark 2.10.** Since \( I(f) \) has a TAoS distribution it is well-known that \( \mathbb{E}(\|I(f)\|^p) \) is finite for all \( 0 < p < \alpha \). However, this can also be true for \( p \geq \alpha \), depending on the behavior of \( \mathcal{R}^f \) (see Proposition 2.7 in [21]). But in this case we would need sharper estimates in order to perform an appropriate proof of (2.21).

We finish this section with a useful observation, which, for \( D = f(s) \), we implicitly encountered within the foregoing proofs. More precisely, recall (2.2) and (2.24) together with the proofs of Lemma 2.4 and Corollary 2.6 (particularly (2.15)) as well as Example 2.7.

**Corollary 2.11.** In the situation of Example 2.7 we denote the LCF of \( \mu_\lambda \) by \( \psi_\lambda \). Then there exists a constant \( T > 0 \) such that

\[
|\psi_\lambda(D^*u)| \leq T(1 + \|u\|^2)(\|D\|^{\alpha} \wedge \|D\|^2)
\]

holds true for every \( D \in L(\mathbb{R}^d) \) and \( u \in \mathbb{R}^d \).
3. Examples of multivariate tempered stable random fields: Moving-average and harmonizable representation

Throughout this section fix $\lambda > 0$ and, for the rest of this paper, we explicitly consider the $n$-dimensional Lebesgue measure $\nu(ds) = ds$ on $(S, \Sigma) = (\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$. Then, until further notice (in Section 3.2), let $\mu_\lambda$ and $M_\lambda$ be as in Example 2.7 where $\sigma$ is a finite, symmetric measure on $S^{d-1}$. In addition, we assume that $\sigma$ is $\mathcal{M}$-full, since this ensures that the generator $\mu_\lambda$ is full.

Example 3.1. Consider the case $n = 1$ and let $X(t) := M_\lambda([0, t])$ for every $t \geq 0$. If we recall $(RM_1)$-$(RM_2)$ it is easy to see that the resulting $\mathbb{R}^d$-valued stochastic process $X = \{X(t) : t \geq 0\}$ is a Lévy process. And since $X(1)$ has a $T_\alpha S$ distribution it follows that $X$ is a $T_\alpha S$ Lévy process in the sense of [21].

Note that there are interesting results in [21] concerning the so-called short time and long time behavior of $T_\alpha S$ Lévy processes, respectively. However, in what follows, we treat the general case $n \geq 1$. More precisely and in order to take advantage of our previous efforts, we will investigate $\mathbb{R}^d$-valued random fields of the form $X = \{X(t) : t \in \mathbb{R}^n\}$, where $X(t) = I(f_t)$ for every $t \in \mathbb{R}^n$ and a suitable integrand (or kernel function) $f_t \in \mathcal{I}(M_\lambda)$. In this context, note that we benefit from Proposition 2.5 in the following sense, where $0 < \alpha < 2$ is still fixed.

Definition 3.2. A random field $X = \{X(t) : t \in \mathbb{R}^n\}$ is called tempered ($\alpha$-)stable (abbreviated as a $T_\alpha S$ random field) if all finite-dimensional distributions are $T_\alpha S$.

3.1. Moving-average representation. Our multivariate approach needs some preparation. Fix some matrix $E \in Q(\mathbb{R}^n)$, where $Q(\mathbb{R}^n) := \{E \in L(\mathbb{R}^n) : \text{All real parts of the eigenvalues of } E \text{ are strictly positive}\}$.

Recall that $\exp(E)$, i.e. the matrix exponential of $E$ is given by

$$\exp(E) = \sum_{j=0}^{\infty} \frac{E^j}{j!} \quad \text{with} \quad c^E := \exp((\log c)E), \quad c > 0.$$ 

For instance, see Proposition 2.2.2 in [17] for basic properties about the matrix exponential that we will use in sequel. This allows to define so-called generalized polar coordinates with respect to $E$. More precisely, Lemma 6.1.5 in [17] states that there exists a norm $||\cdot||_E$ on $\mathbb{R}^n$ such that for $S_E^{n-1} := \{x \in \mathbb{R}^n : ||x||_E = 1\}$ the mapping $\Psi : (0, \infty) \times S_E^{n-1} \to \mathbb{R}^n \setminus \{0\}$, $\Psi(c, \theta) = c^E\theta$ is a homeomorphism. In other words, every $x \neq 0$ can be uniquely written as $x = \tau(x)^E l(x)$ for some radial part $\tau(x) > 0$ and some direction $l(x) \in S_E^{n-1}$. In this context, a function $\varphi : \mathbb{R}^n \to \mathbb{C}$ is called $E$-homogeneous if $\varphi(c^E x) = c \varphi(x)$ for all $c > 0$ and $x \neq 0$. On the other hand, letting $\beta > 0$, the authors in [4] say that a function $\varphi : \mathbb{R}^n \to [0, \infty)$ is $(\beta, E)$-admissible if the following conditions hold true:
(i) \( \varphi(x) > 0 \) for all \( x \neq 0 \).

(ii) \( \varphi \) is continuous and for any \( 0 < A < B \) there exists a constant \( C > 0 \) such that, for \( A \leq \|y\| \leq B \),

\[
\tau(x) \leq 1 \Rightarrow |\varphi(x + y) - \varphi(y)| \leq C\tau(x)^\beta.
\]

Here, \( \tau(x) = \tau_E(x) \) is the radial part of \( x \) in terms of the generalized polar coordinates with respect to \( E \).

Now we are able to state the first main result of this section, where the two last-mentioned properties are actually combined. See Theorem 2.11 and Corollary 2.12 in [4] for useful examples of such functions. Also recall that \( I = I_d \) is the identity operator on \( \mathbb{R}^d \).

**Theorem 3.3.** Let \( E \) be as before and denote its trace by \( q \). Assume that \( \varphi : \mathbb{R}^n \to [0, \infty) \) is an \( E \)-homogeneous, \((\beta, E)\)-admissible function for some \( \beta > 0 \). Moreover, consider a \( d \times d \)-matrix \( D \in Q(\mathbb{R}^d) \) such that the maximum of the real parts of the eigenvalues of \( D \), denoted by \( H \), fulfills

\[
H < \beta + q \left( \frac{1}{\alpha} - \frac{1}{2} \right).
\]

Then the random field \( X = \{X(t) : t \in \mathbb{R}^n\} \), defined by

\[
X(t) := \int_{\mathbb{R}^n} \left[ \varphi(t - s)^{D - \frac{2}{\alpha}I} - \varphi(-s)^{D - \frac{2}{\alpha}I} \right] M_\lambda(ds),
\]

exists. Furthermore:

(a) \( X \) is a ToS random field in the sense of **Definition 3.2**.

(b) \( X \) is stochastically continuous.

(c) \( X \) has stationary increments. That is, for any \( h \in \mathbb{R}^n \),

\[
\{X(t + h) - X(h) : t \in \mathbb{R}^n\} \stackrel{fdd}{=} \{X(t) : t \in \mathbb{R}^n\},
\]

where \( \stackrel{fdd}{=} \) denotes equality of all finite-dimensional distributions.

(d) If \( \frac{2}{\alpha} \) is not an eigenvalue of \( D \), then \( X(t) \) is full for every \( t \neq 0 \).

**Proof.** Note that \( X(0) = 0 \) a.s. Then fix \( t \in \mathbb{R}^n \setminus \{0\} \) and observe that \( \varphi(x) = 0 \Leftrightarrow x = 0 \). It follows that

\[
f_t(s) := \varphi(t - s)^{D - \frac{2}{\alpha}I} - \varphi(-s)^{D - \frac{2}{\alpha}I}, \quad s \in \mathbb{R}^n
\]

is well-defined for every \( s \notin \{0, t\} \). However, the cases \( s \in \{0, t\} \) are negligible since, up to a constant, the \( n \)-dimensional Lebesgue measure equals the control measure of \( M_\lambda \) in the present case. Then it suffices to verify that \( (\|f_t(s)\|^\alpha \wedge \|f_t(s)\|^2) \in \mathcal{L}^1(ds) \) due to **Example 2.7**.

For this purpose denote the generalized polar coordinates with respect to \( E \) by \( (\tau(\cdot), t(\cdot)) \).
and let $\tau(0) = 0$. Recall the proof of Theorem 2.5 in [14] and that, if $H < \beta$ holds true instead of (3.2), there it has been shown for some suitably chosen $\gamma > 0$ that
\[
\|f_t(s)\|^\alpha = \|f_t(s)\|^\alpha 1_{\{\tau(s) \leq \gamma\}} + \|f_t(s)\|^\alpha 1_{\{\tau(s) > \gamma\}} \in L^1(ds).
\]
Actually, for the verification of $\|f_t(s)\|^\alpha 1_{\{\tau(s) \leq \gamma\}} \in L^1(ds)$ the quoted proof only makes use of the assumptions on $\varphi$ together with $D \in Q(\mathbb{R}^d)$. Conversely, it uses $H < \beta$ in order to establish the accuracy of $\|f_t(s)\|^\alpha 1_{\{\tau(s) > \gamma\}} \in L^1(ds)$. Now it is easy to verify that condition (3.2) allows us to slightly modify the corresponding estimates from the proof of Theorem 2.5 in [14] and hence to obtain that $\|f_t(s)\|^2 1_{\{\tau(s) > \gamma\}} \in L^1(ds)$ holds true. The details are left to the reader. Anyway, in view of
\[
(3.4) \quad (\|f_t(s)\|^\alpha \wedge \|f_t(s)\|^2) \leq \|f_t(s)\|^\alpha 1_{\{\tau(s) \leq \gamma\}} + \|f_t(s)\|^2 1_{\{\tau(s) > \gamma\}}, \quad s \in \mathbb{R}^n,
\]
this proves the existence of $X$. Then part (a) follows from Proposition 2.5. Now let us prove part (b). For this purpose fix $t \in \mathbb{R}^n$ and observe that, due to (2.17), we have to show that $H(f_{t+h} - f_t) \to 0$ as $h \to 0$. Hence, if we recall Example 2.7 together with (2.15), the claimed stochastic continuity would follow if
\[
\int_{\mathbb{R}^n} (\|f_{t+h}(s) - f_t(s)\|^\alpha \wedge \|f_{t+h}(s) - f_t(s)\|^2) \, ds \to 0
\]
holds true as $h \to 0$. Thus by (3.3), a change of variables and (3.4), it suffices to prove that
\[
(3.5) \quad \int_{\mathbb{R}^n} (\|f_h(s)\|^\alpha 1_{\{\tau(s) \leq \gamma\}} + \|f_h(s)\|^2 1_{\{\tau(s) > \gamma\}}) \, ds \to 0 \quad (h \to 0),
\]
actually leading back to the above-mentioned modification and its corresponding estimates. We omit the details, which, using the dominated convergence theorem, can be found in the proof of Theorem 2.5 in [14] again and which eventually give (3.5). Moreover, by linearity of the stochastic integral and (2.14), the proof of part (c) merely reduces to the foregoing change of variables. Finally, fix $t \neq 0$ and recall from Remark 2.1 in [14] that $f_t(s)$ is invertible for $s$ in a subset of $\mathbb{R}^n$ with positive Lebesgue measure provided that $\frac{\alpha}{\alpha} - 2\alpha$ is not an eigenvalue of $D$. Then the assertion of part (d) follows from Proposition 2.6 (a) in [12].

**Remark 3.4.** Assume that (3.2) is particularly fulfilled with $H < \beta$. Then the foregoing proof showed that the function $\|f_t(s)\|^\alpha$ from (3.3) belongs to $L^1(ds)$. In this case Corollary 2.6 (a) implies that $X(t)$ has even a proper $T\alpha$-S distribution.

### 3.2. Harmonizable representation.

Although Theorem 3.3 provides a large class of multivariate tempered stable random fields by now, we want to present a further class of this type in the sequel. The resulting random fields use a so-called **harmonizable representation**, which is also popular in the context of classical $\alpha$-stable settings, that is without the use of tempering. For instance see [4, 14, 22], just to mention a few. It is also mentionable that, by investigating the scalar-valued $\alpha$-stable moving-average and harmonizable representation from [4], Proposition 6.1 in [3] already established different path properties between both representations. Note that Remark 3.6 as well as Corollary 3.7 below will emphasize these...
In what follows we have to use kernel functions taking values in $L(\mathbb{C}^d)$, that is the space of $d \times d$-matrices with entries from the complex numbers $\mathbb{C}$. Moreover, this also requires the use of a complex-valued tempered stable ISRM. Essentially, we do so by modifying the underlying generator. More precisely, let $\tilde{\sigma}$ be a symmetric and finite as well as $M$-full measure on $S^{2d-1} = \{x \in \mathbb{R}^{2d} : \|x\| = 1\}$. For $\lambda > 0$ as before consider the tempering function $q(r, \theta) = q_\lambda(r) = e^{-\lambda r}$ again, but based on the polar coordinates in $\mathbb{R}^{2d}$ now. Accordingly to (2.1) this allows to define a Lévy measure $\tilde{\phi}_\lambda$ on $\mathbb{R}^{2d}$. Let $\tilde{\mu}_\lambda \sim [0,0,\tilde{\phi}_\lambda]$ with LCF $\tilde{\psi}_\lambda$ be the generator of an $\mathbb{R}^{2d}$-valued ISRM in the sense of Theorem 2.2 (still with $\nu(ds) = ds$ on $(S, \Sigma) = (\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$), denoted by $\tilde{M}_\lambda$.

Note that $\tilde{M}_\lambda$ can be naturally identified with an $\mathbb{C}^d$-valued ISRM, which we denote by $M^C_\lambda$ hereinafter and which, similarly as before, allows for the use as integrator in a corresponding integration theory. We refer the reader to [11] for details. In any case, Proposition 4.11 in [11] states for a measurable function $g : \mathbb{R}^n \to L(\mathbb{C}^d)$ that the $\mathbb{R}^d$-valued random vector

$$\text{Re} \int_{\mathbb{R}^n} g(s) \tilde{M}_\lambda^C(ds)$$

is well-defined (as a stochastic limit) if and only if

$$(3.7) \quad \tilde{g} := \begin{pmatrix} \text{Re} g & -\text{Im} g \\ 0 & 0 \end{pmatrix} \in \mathcal{I}(\tilde{M}_\lambda),$$

where $\tilde{g} \in L(\mathbb{R}^{2d})$. Then we can state the second main result of this section.

**Theorem 3.5.** Let $E \in Q(\mathbb{R}^n)$, denoting its trace by $q$ again and its smallest real part of the eigenvalues by $a$. Assume $\varphi : \mathbb{R}^n \to [0, \infty)$ to be a continuous and $E^*$-homogeneous function fulfilling $\varphi(x) > 0$ for all $x \in \mathbb{R}^n \setminus \{0\}$. Also consider $D \in L(\mathbb{R}^d)$, where $h$ and $H$ denote the minimum and the maximum of the real parts of the eigenvalues of $D$, respectively. Moreover, let the assumption

$$(3.8) \quad \frac{1}{2} - \frac{1}{\alpha} < h \leq H < a$$

hold true. Then the random field $\mathbb{Y} = \{Y(t) : t \in \mathbb{R}^n\}$, defined by

$$(3.9) \quad Y(t) := \text{Re} \int_{\mathbb{R}^n} (e^{i(t,s)} - 1) \varphi(s)^{-D - \frac{\alpha}{2}} \tilde{M}_\lambda^C(ds),$$

exists in the sense of (3.6). Furthermore:

(a) $\mathbb{Y}$ is tempered stable.
(b) $\mathbb{Y}$ is stochastically continuous.
(c) $Y(t)$ is full for every $t \neq 0$.

**Proof.** Denote the generalized polar coordinates with respect to $E^t$ by $(\tau_1(\cdot), l_1(\cdot))$ and observe that Lemma 4.2 in [14], although stated for $D \in Q(\mathbb{R}^d)$, remains true for $D \in L(\mathbb{R}^d)$.
due to (2.2) in [12]. Then, using the assumption $H < a$, it follows exactly as in the proof
of Theorem 2.6 in [14] that $\|s\|^\alpha \|\varphi(s)^{-D-\frac{\alpha}{2}I}\|^\alpha 1_{\{\tau_1(s) < 1\}} \in \mathcal{L}^1(ds)$. Conversely, assuming
that $h > 0$ (which is nothing else than $D \in Q(\mathbb{R}^d)$), the aforementioned proof in [14]
showed that $\|\varphi(s)^{-D-\frac{\alpha}{2}I}\|^\alpha 1_{\{\tau_1(s) \geq 1\}} \in \mathcal{L}^1(ds)$. Actually, by a slight modification it turns out
that we just need the assumption $h > q\left(\frac{1}{2} - \frac{1}{\alpha}\right)$ from (3.8) in order to establish
that $\|\varphi(s)^{-D-\frac{\alpha}{2}I}\|^2 1_{\{\tau_1(s) \geq 1\}} \in \mathcal{L}^1(ds)$ instead. If we combine our findings it follows that the function

$$
\Psi(s) := \|s\|^\alpha \|\varphi(s)^{-D-\frac{\alpha}{2}I}\|^\alpha 1_{\{\tau_1(s) < 1\}} + \|\varphi(s)^{-D-\frac{\alpha}{2}I}\|^2 1_{\{\tau_1(s) \geq 1\}}, \quad s \in \mathbb{R}^n
$$

belongs to $\mathcal{L}^1(ds)$, where the case $s = 0$ is negligible again. Now fix $t \in \mathbb{R}^n$. Then, in view of (3.7) and Euler’s formula, we define

$$
\tilde{g}_t(s) := \left(\begin{array}{ccc}
\cos(t, s) - 1 & \varphi(s)^{-D-\frac{\alpha}{2}I} - \sin(t, s)\varphi(s)^{-D-\frac{\alpha}{2}I} \\
0 & 0
\end{array}\right), \quad s \in \mathbb{R}^n
$$

and observe by equivalence of all norms on $L(\mathbb{R}^d)$ that there exists some $K_0 > 0$ fulfilling

$$
\|\tilde{g}_t(s)\| \leq K_0(|\cos(t, s) - 1| + |\sin(t, s)|)\|\varphi(s)^{-D-\frac{\alpha}{2}I}\|, \quad s \in \mathbb{R}^n.
$$

Recall the idea from (3.4) and the inequality $(a + b)^\alpha \leq 2(a^\alpha + b^\alpha)$. Then we obtain another constant $K_1 > 0$ such that, for every $s \in \mathbb{R}^n$, $\|\tilde{g}_t(s)\|^\alpha \wedge \|\tilde{g}_t(s)\|^2$ is bounded by

$$
K_1(|\cos(t, s) - 1|^\alpha + |\sin(t, s)|^\alpha)\|\varphi(s)^{-D-\frac{\alpha}{2}I}\|^\alpha 1_{\{\tau_1(s) < 1\}} + \|\varphi(s)^{-D-\frac{\alpha}{2}I}\|^2 1_{\{\tau_1(s) \geq 1\}}.
$$

Finally, using the Cauchy-Schwarz inequality together with some routine estimates for $\sin(\cdot)$ and $\cos(\cdot)$, we verify that

$$
\|\tilde{g}_t(s)\|^\alpha \wedge \|\tilde{g}_t(s)\|^2 \leq K_2(1 + \|t\|^\alpha)\Psi(s), \quad s \in \mathbb{R}^n
$$

holds true for some constant $K_2 > 0$ and due to (3.10). In view of (3.7) and Example 2.7
(which remains true accordingly) this proves the existence of $\mathcal{Y}$. We now prove part (a) and
consider $k \in \mathbb{N}$ as well as $t_1, \ldots, t_k \in \mathbb{R}^n$ arbitrary. It follows from Remark 4.13 in [11] that
the random vector $(Y(t_1), \ldots, Y(t_k))^t$ is infinitely-divisible and that its LCF is given by

$$
u \mapsto \int_{\mathbb{R}^n} \tilde{\psi}_\lambda \left(\sum_{j=1}^k (\cos(t_j, s) - 1)\varphi(s)^{-D^\ast -\frac{\alpha}{2}I} u_j - \sum_{j=1}^k \sin(t_j, s)\varphi(s)^{-D^\ast -\frac{\alpha}{2}I} u_j\right) ds,
$$

where $u = (u_1, \ldots, u_k)^t \in \mathbb{R}^{k \cdot d}$. Recall the specific form of $\tilde{g}_t$ from (3.11) and observe
that $(Y(t_1), \ldots, Y(t_k))^t$ can be regarded as projection of the $\mathbb{R}^{k \cdot (2d)}$-valued random vector
$(Z(t_1), \ldots, Z(t_k))^t$, where $Z(t) := \int \tilde{g}_t \, dM_\lambda$ for every $t \in \mathbb{R}^n$. More precisely, for every
$w = (w_1, \ldots, w_k)^t \in \mathbb{R}^{k \cdot 2d}$ with $w_j = (u_j, v_j)^t$ (for $j = 1, \ldots, k$) we can rewrite (3.14) as

$$
\int_{\mathbb{R}^n} \tilde{\psi}_\lambda \left(\sum_{j=1}^k \tilde{g}_t(s)^* w_j\right) ds.
$$
In any case, \((Y(t_1), \ldots, Y(t_k))^t\) inherits the \(T\alpha S\)-property from \((Z(t_1), \ldots, Z(t_k))^t\) due to Proposition 2.5. For the proof of part (b) we fix \(t \in \mathbb{R}^n\) and have to show that \(Y(t+h) - Y(t)\) converges in distribution to zero as \(h \to 0\). For this purpose define
\[
A(t, s) := \begin{pmatrix}
\cos \langle t, s \rangle I_d & \sin \langle t, s \rangle I_d \\
-\sin \langle t, s \rangle I_d & \cos \langle t, s \rangle I_d
\end{pmatrix} \in \mathbb{L}(\mathbb{R}^{2d})
\]
and recall from Proposition 4.3 in [11] that the integral in (3.6) is also linear (as a function of \(g\)). Then, according to (3.14) and similarly as in the proof of Proposition 5.2 in [12], it can be computed that the LCF of \(Y(t+h) - Y(t)\) is given by \(\mathbb{R}^d \ni u \mapsto \int \tilde{\psi}_\lambda(\zeta(t, h, s, u)) \, ds\), where
\[
\zeta(t, h, s, u) := (A(t, s))^* \left( (\cos \langle h, s \rangle - 1)\varphi(s)^{-D^* - \frac{\alpha}{2} I} u, -\sin \langle h, s \rangle \varphi(s)^{-D^* - \frac{\alpha}{2} I} u \right)^t
\]
(3.15)
and the last-mentioned identity holds true for every \(v \in \mathbb{R}^d\). For fixed \(u \in \mathbb{R}^d\) and due to Lévy’s continuity theorem it remains to show the convergence
\[
\int \tilde{\psi}_\lambda(\zeta(t, h, s, u)) \, ds \to 0 \quad (h \to 0).
\]
(3.16)
Observe for every \(s \in \mathbb{R}^n\) that we have \(\tilde{\psi}_\lambda(\zeta(t, h, s, u)) \to 0\) by continuity of \(\tilde{\psi}_\lambda\). At the same time it is obvious that Corollary 2.11 remains true accordingly for \(\tilde{\psi}_\lambda\). Hence, if we combine Corollary 2.11 with (3.15) (say for \(v = 0\)), it follows that
\[
|\tilde{\psi}_\lambda(\zeta(t, h, s, u))| \leq T(1 + \|u\|^2)(\|\tilde{g}_h(s)A(t, s)\|^\alpha \wedge \|\tilde{g}_h(s)A(t, s)\|^2)
\]
\[
\leq T(1 + \|u\|^2)(\|\tilde{g}_h(s)\|^\alpha \wedge \|\tilde{g}_h(s)\|^2).
\]
Note that, in the second step, we used the sub-multiplicativity of the operator norm together with the face that \(\|A(t, s)\| = 1\). Then the dominated convergence theorem gives (3.16) due to (3.14). Finally, the argument for part (c) is mostly presented in the proof of Proposition 5.2 (c) in [12] and therefore left to the reader. □

Remark 3.6. Besides the fact that we demand \(\varphi\) to be \(E^*\)-homogeneous, we can drop condition (3.1) compared to Theorem 3.3. In addition, we get without further assumptions that \(Y(t)\) is full for every \(t \neq 0\). Let us also emphasize that we did not require that \(D\) belongs to \(Q(\mathbb{R}^d)\), which will be explained in Section 4 more into detail.

The following observation indicates another difference between both representations.

**Corollary 3.7.** Let the assumptions of Theorem 3.5 be fulfilled. Additionally, assume that the measure \(\tilde{\sigma}\) is invariant under all operators \(A \in \mathcal{T}(2d)\), i.e. \(A(\tilde{\sigma}) = \tilde{\sigma}\), where
\[
\mathcal{T}(2d) := \left\{ \begin{pmatrix}
(\cos \beta) I_d & (\sin \beta) I_d \\
-(\sin \beta) I_d & (\cos \beta) I_d
\end{pmatrix} : \beta \in [0, 2\pi] \right\}.
\]
Then \(Y\) has stationary increments.
Proof of Corollary 3.7. Fix $t,h \in \mathbb{R}^n$ and observe that, by swapping the roles of $t$ and $h$ in the proof of Theorem 3.5, the LCF of $Y(t+h) - Y(h)$ is given by $\mathbb{R}^d \ni u \mapsto \int \tilde{\psi}_\lambda(\zeta(h,t,s,u)) \, ds$. Moreover, since $q(r,\theta) = q_\lambda(r) = e^{-r\lambda}$ does not depend on $\theta$, it is easy to compute that the given assumption implies that

$$\forall A \in \mathcal{T}(2d) \forall w \in \mathbb{R}^{2d} : \tilde{\psi}_\lambda(\, A^* w \, ) = \tilde{\psi}_\lambda(\, w \, ).$$

Hence, since $A(0,s) = I_{2d}$, we observe for every $u \in \mathbb{R}^d$ that $\int \tilde{\psi}_\lambda(\zeta(0,t,s,u)) \, ds$ equals $\int \tilde{\psi}_\lambda(\zeta(0,t,s,u)) \, ds$, which is nothing else than the LCF of $Y(t)$. Finally, in view of (3.14), the fdd-extension is obvious and therefore left to the reader. This shows that $\mathbb{Y}$ has stationary increments. \hfill $\Box$

3.3. The special cases $d = 1$ and $n = 1$. Certainly, our multivariate approach is very general and its notation therefore rather involved. For many applications it is often enough to consider the cases $d = 1$ or $n = 1$ (or even $d = n = 1$). For those readers we briefly want to remark some useful observations and examples:

- Recall that we denote the greatest real part of the eigenvalues of $D$ by $H$, which, in case $d = 1$, is just a real number. Then $H = h$ is referred to as the so-called Hurst-index in literature. Sometimes this Hurst-Index can help to determine possible scaling properties (see Section 4 below) as well as sample path properties of the corresponding random fields.

- Consider the situation from Example 2.7 again, particularly for $d = 1$ and $\alpha \neq 1$. In this case we have $\sigma = c(\varepsilon_{-1} + \varepsilon_1)$ for some $c > 0$, where $\varepsilon_x$ denotes the point measure in $x$. Then it follows from Remark 2.8 in [13] that the $\psi_\lambda$ can be computed as $\psi(u) = -2c \Gamma(-\alpha)[\lambda^\alpha - \text{Re}(\lambda + iu)^\alpha], \quad u \in \mathbb{R}$.

- On the other hand, in case $n = 1$, it appears natural to consider the function $\varphi(\cdot) = |\cdot|$, which is 1-homogeneous and $(1,1)$-admissible. Then for the existence of the moving-average representation $\mathbb{X} = \{X(t) : t \in \mathbb{R}\}$ from Theorem 3.3 it only remains to ensure that $0 < H < \frac{1}{\alpha} + \frac{1}{2}$ holds true. Moreover, $X(t)$ is full for every $t \neq 0$ provided that $H \neq \frac{1}{2}$. Conversely, in the context of Theorem 3.5, condition (3.8) is equivalent to $\frac{1}{2} - \frac{1}{\alpha} < h \leq H < 1$ in this case.

4. The role of the tempering parameter

Recall the definitions from Section 3, particularly those of $M_\lambda, \tilde{M}_\lambda, M^C_\lambda$ and the respective generators. In either case we call $\lambda > 0$ the tempering parameter. This section will essentially deal with the behavior of the random fields from Section 3 as $\lambda \to 0$. For this purpose we first have to define further generators and corresponding random measures that deal with the case $\lambda = 0$ in a reasonable way.
Remark 4.1. Roughly speaking, for \( q \equiv 1 \) in \((2.1)\) we get back the class of \( \alpha \)-stable distributions on \( \mathbb{R}^d \), although this \( q \) is no valid tempering function anymore. Anyway, let 
\[ \mu_0 \sim [0, 0, \phi_0], \text{ where } \phi_0(dr, d\theta) := r^{-\alpha - 1} dr \sigma(d\theta) \] and note that \( \mu_0 \) is symmetric again. Similarly to Theorem 2.2 there exists an \( \mathbb{R}^d \)-valued random measure, which is generated by \( \mu_0 \) and which we denote by \( \mathbb{M}_0 \). We call \( \mathbb{M}_0 \) a symmetric \( \alpha \)-stable (abbreviated by \( SaS \)) ISRM. Note that \( \mathbb{M}_0 \) corresponds to Example 2.4 in \( [12] \). There it has been shown that a measurable function \( f : S \to L(\mathbb{R}^d) \) is integrable with respect to \( \mathbb{M}_0 \) (i.e. \( f \in \mathcal{I}(\mathbb{M}_0) \)) if and only if
\[ \int_S \int_{S^{d-1}} \|f(s)\theta\|^\alpha \sigma(d\theta) \nu(ds) = \int_{\mathbb{R}^n} \int_{S^{d-1}} \|f(s)\theta\|^\alpha \sigma(d\theta) ds < \infty. \]
In view of Lemma 2.4 and Example 2.7 it easily follows that \( \mathcal{I}(\mathbb{M}_0) \subset \mathcal{I}(\mathbb{M}_\lambda) = \mathcal{I}(\mathbb{M}_1) \) for every \( \lambda > 0 \). Finally, in a similar way as before we obtain an \( \mathbb{R}^{2d} \)-valued \( SaS \) random measure \( \tilde{\mathbb{M}}_0 \) (generated by \( \tilde{\mu}_0 \) with LCF \( \tilde{\psi}_0 \)) and a corresponding \( \mathbb{C}^d \)-valued one, denoted by \( \mathbb{M}^C_0 \). We omit the details.

4.1. A note on different kinds of tempering. Let us emphasize that a main advantage of our approach is based on the fact that we use \( T\alpha S \) distributions as a generator for the underlying random measures. By doing so we combine both the heavy tailed behavior of classical \( \alpha \)-stable distributions and Gaussian trends. Hence, concerning the corresponding stochastic integrals, the observation of Remark 4.1 above is not surprising. Namely we enlarge the class of possible kernel functions when using \( T\alpha S \) generators instead of \( \alpha \)-stable ones. Let us illustrate this effect by means of the kernel functions from Section 3.

For this purpose note that the following statement is due to Theorem 2.5 and Theorem 2.6 in \( [14] \), respectively, except for a negligible difference. That is, the authors in \( [14] \) assume \( \sigma \) (and \( \tilde{\sigma} \)) to be uniformly distributed on \( S^{d-1} \) (and \( S^{2d-1} \)), at least up to a constant, i.e. the LCF of \( \mu_0 \) is given by \( \psi_0(u) = -\rho \|u\|^\alpha \) for some \( \rho > 0 \).

**Proposition 4.2.**

(a) Assume that the conditions of Theorem 3.3 are fulfilled with \( H < \beta \) instead of \((3.2)\). Then the random field \( \mathbb{X}_0 = \{X_0(t) : t \in \mathbb{R}^n\} \) exists, where
\[ X_0(t) := \int_{\mathbb{R}^n} \left[ \varphi(t-s)^{D-\frac{d}{2}}I - \varphi(-s)^{D-\frac{d}{2}}I \right] \mathbb{M}_0(ds), \quad t \in \mathbb{R}^n. \]

(b) Assume that the conditions of Theorem 3.5 are fulfilled for some \( D \in Q(\mathbb{R}^d) \) (i.e. \((3.8)\) reduces to \( H < a \)). Then the random field \( \mathbb{Y}_0 = \{Y_0(t) : t \in \mathbb{R}^n\} \) exists, where
\[ Y_0(t) := Re \int_{\mathbb{R}^n} (e^{it\cdot s} - 1) \varphi(s)^{-D-\frac{d}{2}}I \mathbb{M}^C_0(ds), \quad t \in \mathbb{R}^n. \]

In both cases, \( \mathbb{X}_0 \) and \( \mathbb{Y}_0 \) are \( SaS \) random fields, respectively.

Here the notion of \( SaS \) random fields is analogous to Definition 3.2. Moreover, as expected, the assumptions under which \( \mathbb{X}_0 \) and \( \mathbb{Y}_0 \) exist are more restrictive compared to their natural
counterparts from Section 3 and we lose the TαS property. However, the remaining properties from Theorem 3.3 and Theorem 3.5 still apply to X₀ and Y₀ accordingly.

Actually, the random fields from Section 3 have a true tempered stable character that arises from Proposition 2.5. Let us be more specific what we mean by the word true: Recall the main results from [6] and note that there a different kind of tempering is considered, which extends the univariate idea from [16]. That is, the authors in [6] somehow add a tempering function to the actual kernel function, say f(⋅), while they abstain from the use of TαS random measured as integrator. This has two consequences. On the one hand, it follows that the behavior of f(s) is restrained for large values of s. However, on the other hand, the resulting stochastic integrals have no TαS distribution.

Also note that, in [6], the aforementioned approach has been performed both for a moving-average representation and for a harmonizable representation. We focus on the first one. Then, taking into account the different notation in [6], it is easy to verify that we obtain the following observation as a by-product of Theorem 3.1 in [6] (namely for B = 1αI). The details are left to the reader.

Example 4.3. Fix λ > 0 and let ϕ: ℝⁿ → [0, ∞) be an E-homogeneous function for some E ∈ Q(ℝⁿ), where q denotes the trace of E again. Also consider D ∈ Q(ℝᵈ) arbitrary. Then the random field ˆX = {ˆX(t) : t ∈ ℝⁿ}, defined by

\[ ˆX(t) := \int_{ℝⁿ} \left[ e^{-\lambda ϕ(t-s)} ϕ(t-s)^{D-\frac{d}{2}} - e^{-\lambda ϕ(s)} ϕ(s)^{D-\frac{d}{2}} \right] M_0(ds), \]

exists, where M₀ is as above. Moreover, ˆX is a SαS random field.

Recall from the proof of Theorem 2.5 in [14] that, in the context of Proposition 4.2 (a), condition H < β is needed in order to control the behavior of f₁(s) from (3.3) for large values of s. Hence, as already announced before, this condition disappears when tempering in the sense of [6]. For the same reason we observe in Example 4.3 that ϕ has not to be admissible anymore.

4.2. Scaling properties and tangent fields. In what follows we will show that the random fields from Section 3 have an intimate relation to those from Proposition 4.2.

Lemma 4.4. We have that

\[ \forall ρ, λ > 0, \forall u ∈ ℝᵈ : \psi_λ(ρu) = ρ^α \psi_{λ/ρ}(u). \]

Similarly, the statement holds true for ˇψ_λ.

Proof. In view of μₙ ∼ [0, 0, φₙ], where φₙ is symmetric, we obtain that

\[ \psi_λ(ρu) = \int_{ℝᵈ} (\cos(ρu, x) - 1) φₙ(dx) = \int_{ℝᵈ} (\cos(u, x) - 1) (ρφₙ)(dx). \]
It remains to show that \((\rho \phi_\lambda) = \rho^\alpha \cdot \phi_{\lambda/\rho}\). Fix \(A \in \mathcal{B}(\mathbb{R}^d)\). Then, due to (2.1) and by a change of variables, we compute that
\[
(\rho \phi_\lambda)(A) = \int_{\mathbb{R}^{d-1}} \int_0^\infty 1_{\rho^{-1}A}(r\theta)r^{-\alpha-1}e^{-\lambda r} dr \sigma(d\theta)
\]
\[
= \int_{\mathbb{R}^{d-1}} \int_0^\infty 1_A(p\rho r\theta)r^{-\alpha-1}e^{-\lambda r} dr \sigma(d\theta)
\]
\[
= \rho^\alpha \int_{\mathbb{R}^{d-1}} \int_0^\infty 1_A(r\theta)r^{-\alpha-1}e^{-\lambda r/\rho} dr \sigma(d\theta) = \rho^\alpha \cdot \phi_{\lambda/\rho}(A).
\]

\[\square\]

In order to be more specific we denote by \(X_\lambda = \{X_\lambda(t) : t \in \mathbb{R}^n\}\) and \(Y_\lambda = \{Y_\lambda(t) : t \in \mathbb{R}^n\}\) the moving-average and harmonizable representation corresponding to \(M_\lambda\) and \(M^C_\lambda\) attained in Section 3, respectively. Then the next result states scaling properties for \(X_\lambda\) and \(Y_\lambda\) and is therefore of independent interest.

**Proposition 4.5.**

(a) Under the assumptions of **Theorem 3.3** we have that
\[
\forall c > 0 : \quad \{X_\lambda(c E_t) : t \in \mathbb{R}^n\} \stackrel{fdd}{=} \{c^D X_{c^q_\lambda}(t) : t \in \mathbb{R}^n\}.
\]

(b) Conversely, under the assumptions of **Theorem 3.5** we have that
\[
\forall c > 0 : \quad \{Y_\lambda(c E_t) : t \in \mathbb{R}^n\} \stackrel{fdd}{=} \{c^D Y_{c^{-q}_\lambda}(t) : t \in \mathbb{R}^n\}.
\]

**Proof.** For the proof of part (a) recall \(f_t(\cdot)\) from (3.3) and observe for (almost) all \(s \in \mathbb{R}^n\) that, by \(E\)-homogeneity of \(\varphi\), we have
\[
f_{c E_t}(s) = c^{D-\frac{q}{\alpha}} f_t(c^{-E}s).
\]

Now fix \(k \in \mathbb{N}\) and \(t_1, ..., t_k \in \mathbb{R}^n\). Then, due to (2.14), (4.3), Lemma 4.4 and by a change of variables, we compute that the LCF of \((X_\lambda(c^E t_1), ..., X_\lambda(c^E t_k))^t\) is given by
\[
\mathbb{R}^{k \cdot d} \ni (u_1, ..., u_k) \mapsto \int_{\mathbb{R}^n} \psi_{\lambda} \left( \sum_{j=1}^k f_{c^E t_j}(s)^* u_j \right) ds
\]
\[
= \int_{\mathbb{R}^n} \psi_{\lambda} \left( c^{-\frac{q}{\alpha}} \sum_{j=1}^k f_{t_j}(c^{-E}s)^* c^{D^*} u_j \right) ds
\]
\[
= c^{-q} \int_{\mathbb{R}^n} \psi_{c^{q}_\lambda} \left( \sum_{j=1}^k f_{t_j}(c^{-E}s)^* c^{D^*} u_j \right) ds
\]
\[
= \int_{\mathbb{R}^n} \psi_{c^{-q}_\lambda} \left( \sum_{j=1}^k f_{t_j}(s)^* c^{D^*} u_j \right) ds,
\]
which, again by (2.14), is just the LCF of \((c^D X_{\frac{t}{\lambda}}(t_1), ..., c^D X_{\frac{t}{\lambda}}(t_k))'\). This gives (4.1).

Concerning part (b) recall the representation of \(Y(t) = Y_\lambda(t)\) from (3.9). Using the \(E^*_\alpha\)-homogeneity of \(\varphi\) (which, in general, is different from the function \(\varphi\) in part (a)) we obtain that

\[
(4.5) \quad \cos(c^E t, s) - 1)\phi(s)^{-D^* - \frac{\alpha}{2}} = c^\frac{\alpha}{2} \cos(t, c^E s) - 1)\phi(c^E s)^{-D^* - \frac{\alpha}{2}} c^{D^*}
\]

and, similarly, that

\[
(4.6) \quad \sin(c^E t, s)\varphi(s)^{-D^* - \frac{\alpha}{2}} = c^\frac{\alpha}{2} \sin(t, c^E s)\varphi(c^E s)^{-D^* - \frac{\alpha}{2}} c^{D^*}.
\]

Note that the trace of \(E^*_\alpha\) equals \(q\) again. Hence, based on (3.14) and (4.5)-(4.6), we can proceed as in the proof of part (a) in order to verify the accuracy of (4.2). The details are left to the reader.

**Remark 4.6.** Observe that there is a striking difference in the scaling behavior between the moving-average and the harmonizable representation of \(T\alpha S\) random fields considered in Section 3.

We need another auxiliary result, which is of independent interest again. For this purpose recall Proposition 4.2 and that the conditions mentioned there (and quoted below) always imply the existence of the associated \(T\alpha S\) representations from Section 3. Here, \(\Rightarrow\) means convergence of all finite-dimensional distributions.

**Lemma 4.7.**

(a) Assume that the conditions of Theorem 3.3 are fulfilled with \(H < \beta\) instead of (3.2). Then, as \(\lambda \to 0\), we have that \(X_\lambda \Rightarrow X_0\).

(b) Assume that the conditions of Theorem 3.3 are fulfilled for some \(D \in Q(\mathbb{R}^d)\). Then, as \(\lambda \to 0\), we have that \(Y_\lambda \Rightarrow Y_0\).

**Proof.** We only prove part (a) since the proof of part (b) is very similar and, moreover, mostly covered by the ideas in the proof of Theorem 4.10 below. Fix \(k \in \mathbb{N}\) as well as \(t_1, ..., t_k \in \mathbb{R}^n\) and \(u_1, ..., u_k \in \mathbb{R}^d\). Then, in view of (4.4) (for \(c = 1\)), the assertion would follow from

\[
(4.7) \quad \int_{\mathbb{R}^n} \psi_\lambda \left( \sum_{j=1}^k f_{t_j}(s)^* u_j \right) ds \to \int_{\mathbb{R}^n} \psi_0 \left( \sum_{j=1}^k f_{t_j}(s)^* u_j \right) ds \quad (\lambda \to 0)
\]

due to Lévy’s continuity theorem. Using (2.1) and (2.4) we first observe for every \(\lambda > 0\) and \(u \in \mathbb{R}^d\) that

\[
|\psi_\lambda(u)| = -\psi_\lambda(u) = \int_{S^{d-1}} \int_0^\infty (1 - \cos(u, r\theta)) r^{-\alpha-1} e^{-\varphi(r)} dr \sigma(d\theta)
\]

\[
\leq \int_{S^{d-1}} \int_0^\infty (1 - \cos(u, r\theta)) r^{-\alpha-1} dr \sigma(d\theta) = -\psi_0(u) = |\psi_0(u)|.
\]

In particular, the dominated convergence theorem implies for every \(u \in \mathbb{R}^d\) that we have \(\psi_\lambda(u) \to \psi_0(u)\) as \(\lambda \to 0\). At the same time it is well-known that we have \(|\psi_0(u)| \leq \rho\|u\|^\alpha\),
where \( \rho > 0 \) is a constant (see the proof of Example 2.4 in [12]), and that the inequality
\[
1 - \cos(a + b) \leq 2(2 - \cos(a) - \cos(b))
\]
holds true (see Proposition 1.3.4 in [17]). Combine this with (4.8) to verify the accuracy of
\[
\text{Theorem 3.5 are fulfilled for some } E \text{ and } \lambda > 0 \text{ in (4.10).}
\]
Assume that the conditions of Theorem 4.10.

\[
\text{Theorem 4.10. Assume that the conditions of Theorem 3.5 are fulfilled for some } D \in Q(\mathbb{R}^d). \text{ Then we have for every } \lambda > 0 \text{ and } x \in \mathbb{R}^n \text{ that}
\]
\[
\{c^{-D}(Y_\lambda(x + c^E t) - Y_\lambda(x)) : t \in \mathbb{R}^n\} \xrightarrow{fdd} Y_0 \quad (c \to \infty).
\]
Proof. Let us recall the proof of Theorem 3.5 particularly (3.14) and (3.15). Then, for \( t_1, \ldots, t_k \in \mathbb{R}^n \) as before, we compute that the LCF of \((c^{-D}(Y_\lambda(x) + c^E t_j) - Y_\lambda(x)) : 1 \leq j \leq k)^t\) is given by

\[
\mathbb{R}^{k-d} \ni (u_1, \ldots, u_k)^t \mapsto \int_{\mathbb{R}^n} \tilde{\psi}_\lambda \left( \sum_{j=1}^k \zeta(x, c^E t_j, s, c^{-D^*} u_j) \right) \, ds.
\]

At the same time, by definition of \( A(x, s) \) and \( \zeta \), we can use (4.5)-(4.6) together with Lemma 4.4 to obtain that

\[
\int_{\mathbb{R}^n} \tilde{\psi} \left( \sum_{j=1}^k \zeta(x, c^E t_j, s, c^{-D^*} u_j) \right) \, ds = \int_{\mathbb{R}^n} \tilde{\psi}_\lambda \left( \sum_{j=1}^k \zeta(c^{-E} x, t_j, c^{-D^*} u_j) \right) \, ds
\]

\[
= c^q \int_{\mathbb{R}^n} \tilde{\psi}_{c^{-q}/\alpha} \left( \sum_{j=1}^k \zeta(c^{-E} x, t_j, c^{-D^*} u_j) \right) \, ds
\]

\[
= \int_{\mathbb{R}^n} \tilde{\psi}_{c^{-q}/\alpha} \left( \sum_{j=1}^k \zeta(c^{-E} x, t_j, s, u_j) \right) \, ds,
\]

where in the last step we performed a change of variables. Fix \( u_1, \ldots, u_k \in \mathbb{R}^d \). Then, by Lévy’s continuity theorem and in view of \( A(0, s) = I_{2d} \), it obviously remains to establish that

\[
\int_{\mathbb{R}^n} \tilde{\psi}_{c^{-q}/\alpha} \left( \sum_{j=1}^k \zeta(c^{-E} x, t_j, s, u_j) \right) \, ds \to \int_{\mathbb{R}^n} \tilde{\psi}_0 \left( \sum_{j=1}^k \zeta(0, t_j, s, u_j) \right) \, ds \quad (c \to \infty).
\]

First observe for every \( w \in \mathbb{R}^{2d} \) and as \( \lambda \to 0 \) that, as in the proof of Lemma 4.7, we have \( \tilde{\psi}_\lambda(w) \to \tilde{\psi}_0(w) \). That is, \( \tilde{\mu}_\lambda \) converges to \( \tilde{\mu}_0 \) weakly due to Lévy’s continuity theorem again. Then Lemma 3.1.10 in [17] states that the convergence \( \tilde{\psi}_\lambda \to \tilde{\psi}_0 \) holds even uniformly on compact subsets of \( \mathbb{R}^{2d} \). Hence, since \( c^{-E} x \to 0 \) as \( c \to \infty \) (see Lemma 4.2 in [14]), it is easy to check for every \( s \in \mathbb{R}^n \) that we have

\[
\tilde{\psi}_{c^{-q}/\alpha} \left( \sum_{j=1}^k \zeta(c^{-E} x, t_j, s, u_j) \right) \to \tilde{\psi}_0 \left( \sum_{j=1}^k \zeta(0, t_j, s, u_j) \right) \quad (c \to \infty).
\]
Use essentially the same argument as in (4.9) to verify that there exists a constant $L > 0$ (only depending on $k$) such that, for every $c > 0$ and $s \in \mathbb{R}^n$, we have

$$
\left| \tilde{\psi}_{c^{-q/\alpha}} \left( \sum_{j=1}^{k} \zeta(c^{-E} x, t_j, s, u_j) \right) \right| \leq L \sum_{j=1}^{k} \| \zeta(c^{-E} x, t_j, s, u_j) \|^{\alpha} \\

\leq L \sum_{j=1}^{k} \| A(c^{-E}, x) \|^{\alpha} \| \tilde{g}_t(s) \|^{\alpha} \| u_j \|^{\alpha} \\

= L \sum_{j=1}^{k} \| \tilde{g}_t(s) \|^{\alpha} \| u_j \|^{\alpha},
$$

(4.13)

where in the second step we benefited from (3.15) together with the sup-multiplicativity of the operator norm. Also note that we used $\| A(c^{-E}, x) \|^{\alpha} = 1$ again. Anyway and based on (3.12), it was just the outcome of Theorem 2.6 in [14] that the function in (4.13) belongs to $L^1(ds)$. Eventually, the dominated convergence theorem gives (4.12). □

**Remark 4.11.** Observe that the proof of Theorem 4.10 is simpler if we additionally assume that $Y$ has stationary increments as in Corollary 3.7. In fact, by (4.2) and Lemma 4.7 we get in this particular case that

$$
\{ c^{-D}(Y_{\lambda}(x + c^{E} t)) - Y_{\lambda}(x) : t \in \mathbb{R}^n \} \overset{fdd}{=} \{ c^{-D}Y_{\lambda}(c^{E} t) : t \in \mathbb{R}^n \}
$$

$$
\overset{fdd}{=} \{ Y_{c^{-q/\alpha}}(t) : t \in \mathbb{R}^n \} \Rightarrow \{ Y_0(t) : t \in \mathbb{R}^n \}
$$

as $c \to \infty$.
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