Critical Phenomena and Strategy Ordering with Hub Centrality Approach in the Aspiration-based Coordination Game
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We study the coordination game with an aspiration-driven update rule in regular graphs and scale-free networks. We prove that the model coincides exactly with the Ising model and shows a phase transition at the critical selection noise when the aspiration level is zero. It is found that the critical selection noise decreases with clustering in random regular graphs. With a non-zero aspiration level, the model also exhibits a phase transition as long as the aspiration level is smaller than the degree of graphs. We also show that the critical exponents are independent of clustering and aspiration level to confirm that the coordination game belongs to the Ising universality class. As for scale-free networks, the effect of aspiration level on the order parameter at a low selection noise is examined. In model networks (Barabási-Albert network and Holme-Kim network), the order parameter abruptly decreases when the aspiration level is the same as the average degree of the network. In real-world networks, in contrast, the order parameter decreases gradually. We explain this difference by proposing the concepts of hub centrality and local hub. The histogram of hub centrality of real-world networks separates into two parts unlike model networks, and local hubs exist only in real-world networks. We conclude that the difference of network structures in model and real-world networks induces qualitatively different behavior in the coordination game.

The coordination game describes the emergence of standards, opinion formation, and the diffusion of innovations, which are important problems in sociology, business administration, and statistical mechanics. In this paper, we study the coordination game with an aspiration-based update rule, where each agent prefers to change its strategy if the payoff is small relative to the aspiration. For regular graphs, we demonstrate that the game shows phase transition into a frozen state dominated by one strategy as the selection noise decreases. Interestingly, the critical exponents, which determine the critical behavior at the transition, are the same as the Ising model in spite of the non-equilibrium nature of the coordination game. As for scale-free networks, we discovered a striking difference between model networks and real-world networks in the dynamics of the coordination game. We show the difference is from local hubs, which exist only in real-world networks. Local hubs play dominant roles within their neighborhoods, though their degrees are not so large. The local hubs are identified by the hub centrality, which we propose in this paper. We further discuss the dynamics of local hubs and relation with their neighbors.

I. INTRODUCTION

Since the proposal of Smith and Price\(^1\) the evolutionary game theory has received great attention and made significant progress in various disciplines.\(^3\)\(^\text{–}\)\(^5\)\(^\text{,}\)\(^6\)\(^\text{–}\)\(^17\)\(^\text{,}\)\(^19\)\(^\text{–}\)\(^21\)\(^\text{,}\)\(^23\)\(^\text{–}\)\(^25\)\(^\text{,}\)\(^27\)\(^\text{–}\)\(^35\)\(^\text{–}\)\(^37\)\(^\text{,}\)\(^39\)\(^\text{–}\)\(^41\) The evolutionary game theory is composed of three main parts: the payoff matrix of the game, the strategy update rule, and the network structure, which are controlled to study various phenomena. The payoff matrix determines the payoff of each agent depending on the strategies of the agent and its neighbors; a higher payoff helps the survival and diffusion of the strategy. The prisoner’s dilemma game describes situations with a social dilemma, which hinders cooperative society. The mechanism that promotes the evolution of cooperation even with the social dilemma is one of the key questions in the evolutionary game theory.\(^32\)\(^\text{–}\)\(^36\)\(^\text{,}\)\(^37\) On the other hand, the coordination game is to study the emergence of standards, the dynamics of opinion formation, or the diffusion of innovations.\(^11\)\(^\text{–}\)\(^16\)\(^\text{,}\)\(^18\)\(^\text{–}\)\(^20\)\(^\text{,}\)\(^22\)\(^\text{–}\)\(^24\)\(^\text{,}\)\(^26\)\(^\text{–}\)\(^29\)\(^\text{,}\)\(^31\)\(^\text{–}\)\(^35\)\(^\text{,}\)\(^37\)\(^\text{,}\)\(^39\)\(^\text{–}\)\(^41\) Interestingly, the coordination game has some points common to spin models such as the Ising model and similar kinds of phase transitions are observed in coordination games.\(^13\)\(^\text{–}\)\(^15\)

The strategy update rule describes how agents keep or change their strategies in accordance with the payoff of themselves and their neighbors.\(^17\)\(^\text{–}\)\(^21\)\(^\text{,}\)\(^23\)\(^\text{–}\)\(^25\)\(^\text{,}\)\(^27\)\(^\text{–}\)\(^29\)\(^\text{,}\)\(^31\)\(^\text{–}\)\(^35\)\(^\text{,}\)\(^37\)\(^\text{,}\)\(^39\)\(^\text{–}\)\(^41\) There are many types of strategy update rules: imitation (adaption of a neighbor’s strategy), reproduction (enforcement of the strategy to a neighbor), aspiration-based update, etc. The aspiration-based update rule,\(^19\)\(^\text{–}\)\(^21\)\(^\text{,}\)\(^23\)\(^\text{–}\)\(^25\)\(^\text{,}\)\(^27\)\(^\text{–}\)\(^29\)\(^\text{,}\)\(^31\)\(^\text{–}\)\(^35\)\(^\text{,}\)\(^37\)\(^\text{,}\)\(^39\)\(^\text{–}\)\(^41\) is the win-stay-lose-shift rule in structured networks: when the payoff of an agent satisfies the aspiration level, the agent tends to keep its strategy; otherwise, it prefers to change its strategy.\(^19\)\(^\text{–}\)\(^21\)\(^\text{,}\)\(^23\)\(^\text{–}\)\(^25\)\(^\text{,}\)\(^27\)\(^\text{–}\)\(^29\)\(^\text{,}\)\(^31\)\(^\text{–}\)\(^35\)\(^\text{,}\)\(^37\)\(^\text{,}\)\(^39\)\(^\text{–}\)\(^41\) This update rule promotes cooperation relative to the other strategy update rules in the prisoner’s dilemma game when the temptation of the defective strategy is high.\(^15\)\(^\text{–}\)\(^17\)\(^\text{,}\)\(^21\)\(^\text{–}\)\(^23\)\(^\text{,}\)\(^25\)\(^\text{–}\)\(^27\)\(^\text{–}\)\(^29\)

Recently, the importance of the network structure is emphasized in various aspects.\(^13\)\(^\text{–}\)\(^15\)\(^\text{,}\)\(^17\)\(^\text{–}\)\(^19\)\(^\text{,}\)\(^21\)\(^\text{–}\)\(^23\)\(^\text{,}\)\(^25\)\(^\text{–}\)\(^27\)\(^\text{–}\)\(^29\)\(^\text{,}\)\(^31\)\(^\text{–}\)\(^35\)\(^\text{,}\)\(^37\)\(^\text{,}\)\(^39\)\(^\text{–}\)\(^41\) The network describes the social relation between agents. Many kinds of social networks in the real world have been uncovered; but for a systematic study with controlled parameters, many model networks have been proposed.\(^30\)\(^\text{–}\)\(^32\)\(^\text{,}\)\(^34\)\(^\text{–}\)\(^36\)\(^\text{,}\)\(^38\)\(^\text{–}\)\(^40\) A model network can be generated for a given degree distribution, clustering coefficient, average shortest path length, and assortativity in most cases. However, it is not clear yet whether the model network behaves in the same way as the real-world network in each of the specific problems.\(^33\)\(^\text{–}\)\(^35\)\(^\text{,}\)\(^37\)\(^\text{–}\)\(^39\) In the evolutionary game theory, the network
The number of neighbors of an agent is critical to the payoff of the agent. Usually, an agent with more neighbors is assumed to have a higher probability to gain a large payoff. In the prisoner’s dilemma game in a scale-free network, for instance, some agents have very large numbers of neighbors and they would obtain more payoff compared to other agents with fewer neighbors. Agents with many neighbors tend to be cooperative because cooperation outperforms defection on average for random neighbors, and they are advantageous in strategy diffusion; therefore, highly inhomogeneous networks are favorable to the evolution of cooperation. For this reason, although the level of cooperation is influenced by many factors (noise level, dynamic rules, payoff parameters, etc), the detailed network structure is also crucial.

In this paper, we study the aspiration-based coordination game in various networks including real-world networks. We show that the game is mapped to the Ising model in a specific condition. We investigate the phase transition in random regular networks with varying clustering. We also examine the effect of the aspiration level on critical selection noise and critical exponents. Finally, we compare the results of the aspiration-based coordination game in model networks and real-world networks with scale-free degree distribution. We discovered qualitatively very different behaviors and propose a new parameter, hub centrality to explain these. Based on the hub centrality, we define the local hub and discuss its role in the dynamics of the coordination game.

In the following section, we introduce the model and method of our work. In section III, we present results. We show the coordination game with the zero aspiration level is the same as the Ising model, which is also verified numerically. And we show the results of the non-zero aspiration level cases. In subsection III D, we compare the results of model networks and real-world networks. These graphs and networks consist of nodes and edges. Nodes represent agents and the interactions between agents are through edges. When two agents are connected by an edge, they are neighbors of each other. The number of neighbors of an agent \( i \) is called the degree \( k_i \) of the agent.

In this paper, we study the coordination game with the aspiration-based update rule. There are two strategies in the game: strategy 1 (S1) and strategy 2 (S2). If the two agents who play the game have the same strategy, each of them gets a payoff of 2. Otherwise, each of them gets a payoff of -2. Every agent plays the game with all of its neighbors and the payoff is accumulated. In the next section, we show that this payoff matrix makes the game equivalent to the Ising model in a specific condition.

The aspiration-based strategy update rule is represented by the probability of strategy switch of

\[
P_i = \frac{1}{1 + \exp\left(\frac{\pi_i - A}{\kappa}\right)},
\]

where \( \pi_i \) is the payoff of agent \( i \). If the payoff of agent \( i \) is less than the aspiration level \( A \), the agent has more probability to change its strategy \( (P_i > 0.5) \); otherwise, with higher probability the agent keeps its strategy. The selection noise (inverse selection strength \( \kappa \)) characterizes the irrationality level in the decision process and plays the same role as the temperature of the Ising model. For \( \kappa \rightarrow \infty \), the agent changes its strategy with the probability of 1/2. In the other limit of \( \kappa \ll 1 \), the agent changes its strategy for \( \pi_i < A \) and keeps it for \( \pi_i > A \); exactly at the point of \( \pi_i = A \), the probability of strategy switch is 1/2.

The strategy update is carried out asynchronously. Among \( N \) agents, one agent is selected uniformly at random. The agent plays the games with all of its neighbors and accumulates payoff. Based on the accumulated payoff, the strategy switch probability is calculated. According to the probability, the agent changes or keeps its strategy. One generation is defined as \( N \) such trials so that each agent has one chance of strategy update on average. We performed the simulation of at least 10000 generations for the system to reach an equilibrium state. After an equilibrium state is achieved, we measured physical quantities for the system.

The order parameter in the coordination game is given by

\[
\langle m \rangle = \left\langle \frac{|N_{S1} - N_{S2}|}{N} \rightangle,
\]

where \( N \) is the number of all agents of the given network, \( N_{S1} \) (resp. \( N_{S2} \)) is the number of agents with strategy S1 (resp. S2), and \( \langle \cdots \rangle \) means the ensemble average. It shows the degree of consensus between the two strategies; if all agents have the same strategy, \( \langle m \rangle = 1 \) and it vanishes in a random strategy case. Based on Eq. (2), susceptibility \( \chi \) and Binder cumulant \( U \) are defined as

\[
\chi = N \left( \langle m^2 \rangle - \langle m \rangle^2 \right)
\]

\[
U = 1 - \frac{\langle m^4 \rangle}{3\langle m^2 \rangle^2}.
\]

It is worth mentioning that energy and specific heat are not well-defined in this system.

II. MODEL AND METHOD

We consider various graphs and networks: square lattice, random regular graph (RRG), Barabási-Albert (BA) scale-free network, Holme-Kim (HK) scale-free network, and real-world networks. These graphs and networks consist of nodes and edges. Nodes represent agents and the interactions between agents are through edges. When two agents are connected by an edge, they are neighbors of each other. The number of neighbors of an agent \( i \) is called the degree \( k_i \) of the agent.

In this paper, we study the coordination game with the aspiration-based update rule. There are two strategies in the game: strategy 1 (S1) and strategy 2 (S2). If the two agents who play the game have the same strategy, each of them gets a payoff of 2. Otherwise, each of them gets a payoff of -2. Every agent plays the game with all of its neighbors and the payoff is accumulated. In the next section, we show that this payoff matrix makes the game equivalent to the Ising model....
higher dimensions. The critical behavior close to $T_c$ is described by the critical exponents, which are exactly known only in two dimensions. The Ising model can be studied using the Markov-chain Monte Carlo method, where a spin is chosen uniformly at random and the spin is flipped according to a spin-flip probability $P(\mu \to v)$. Any function can be used as the spin-flip probability if it satisfies the detailed balance. Among many such functions, we may adopt the heat-bath algorithm:

$$P(\mu \to v) = \frac{1}{1 + \exp[(E_v - E_\mu)/k_B T]},$$

where $E_v$ is the energy of state $v$ and $T$ is temperature. The Boltzmann constant $k_B$ is set to 1 without loss of generality. The energy change $(E_v - E_\mu)$ by the spin-flip is determined by the spin configuration of the neighbors of the chosen spin: $E_v - E_\mu = 2D_\mu$, where $D_\mu$ is the number of neighbors with the same spin direction subtracted by the number of neighbors with the opposite spin direction before the spin-flip. Note that $2D_\mu$ is the same as the payoff in the coordination game studied in this paper, and so the spin-flip probability of Eq. (5) is the same as the strategy switch probability for Glauber dynamics of kinetic Ising model and potential game with Boltzmann-Gibbs distribution. The logic rule for two strategies in fictitious game is also conceptually equivalent. Therefore, for the specific payoff matrix and aspiration level, the aspiration-based coordination model shows the same results as the Ising model in the critical selection noise (critical temperature), critical exponents, etc.

**B. Critical behaviors of the coordination game with the zero aspiration level**

In the previous subsection, we showed that the aspiration-based coordination game is equal to the Ising model for $A = 0$, and it should have the phase transition at finite selection noise. We study the phase transition in the square lattice and RRG in this subsection. The RRG was generated by the algorithm introduced in Ref. [35]. The results are averaged over 100000 generations after the system reaches equilibrium and the results of 30 independent simulations are averaged for the final results.

For each graph, we calculated the critical selection noise ($\kappa_c$) and three exponents ($\nu$, $\beta$, and $\gamma$) using finite-size scaling. Physical quantities near the critical selection noise are described by critical exponents:

$$m_L(\tilde{\kappa}) = L^{-\beta}/m(\kappa L^{1/\nu}),$$

$$\chi_L(\tilde{\kappa}) = L^{\nu}/\tilde{\chi}(\kappa L^{1/\nu}),$$

$$U_L(\tilde{\kappa}) = \tilde{U}(\kappa L^{1/\nu}),$$

$$\tilde{\kappa} = \kappa - \kappa_c/\kappa_c,$$

where $L$ is the linear size of the lattice ($L = N^{1/2}$ for the square lattice). In the case of complex networks such as RRG, $L$ should be replaced by the number of agents $N$ in Eqs. (6)-(8). Since scaling functions have the same value regardless of the graph size at $\kappa = \kappa_c$, critical selection noise $\kappa_c$ and critical exponents can be calculated from the values of physical quantities at $\kappa = \kappa_c$. According to Eq. (8), $\kappa_c$ can be obtained from the intersection of Binder cumulants of different graph sizes. After $\kappa_c$ is determined, the critical exponents can be calculated from Eqs. (6), (7), and differentiation of Eq. (8).

**Values of the critical selection noise and critical exponents**

| Graphs     | $\kappa_c$ ($L_c$) | $1/\nu$ | $\gamma/\nu$ | $\beta/\nu$ |
|------------|--------------------|---------|---------------|-------------|
| SL         | 2.2688(4)          | 0.96(6) | 1.76(4)       | 0.11(1)     |
| SL ($A = 4$) | 3.292(1)          | 0.99(5) | 1.76(4)       | 0.10(2)     |
| RRG        | 2.883(2)           | 0.53(3) | 0.50(1)       | 0.23(3)     |
| RRG ($c = 0.2034$) | 2.666(2) | 0.50(1) | 0.50(1)       | 0.23(4)     |
| RRG ($A = 4$) | 4.050(1)          | 0.50(3) | 0.50(1)       | 0.24(1)     |
| Ising (SL) | 2/ln(1 + $v/2$)   | 1       | 7/4           | 1/8         |
| Ising (RRG) | 2/ln(2)            | 1/2     | 1/2           | 1/4         |
calculated in this way are presented in Table I. The results for the square lattice are equal to the exact solutions of the two-dimensional (2D) Ising model [44] as expected within the margin of error. As for the RRG, the critical exponents are consistent with the mean-field theory (MFT) due to small average-path-length [56,57]. Furthermore, we show that the scaling functions (\( \tilde{c} \), \( \tilde{\tilde{c}} \), and \( \tilde{U} \)) collapse independently of graph size in Fig. 1. Due to the critical slowing down [52,55], which appears close to \( \kappa_c \) in a local update algorithm, a somewhat large statistical error is unavoidable.

We also studied critical behaviors in the highly clustered RRG, which are generated by the algorithm in Ref. [55]. They are not always connected networks, but we verified that the proportion of the giant component is at least 99\%. The degree of clustering is quantified by the clustering coefficient \( c \) defined by

\[
c = \frac{\sum c_i}{N} \quad \text{with} \quad c_i = \left\{ \begin{array}{ll} \frac{2l_i}{k_i(k_i-1)} & \text{for } k_i > 1 \\ 0 & \text{for } k_i \leq 1 \end{array} \right., \tag{10}
\]

where \( k_i \) and \( l_i \) are the degree and the number of links among the neighbors of agent \( i \), respectively [50].

Figure 2 shows that critical selection noise \( \kappa_c \) decreases as the clustering coefficient \( c \) increases; we conjecture the relation

\[
\kappa_c(k,c) = \kappa_c(k,0) \ln(g_1 k + g_2 - c) / \ln(g_1 k + g_2), \tag{11}
\]

TABLE II. The values of fitting parameters \( g_1 \) and \( g_2 \) of Eq. (11) in highly clustered RRGs with degree \( k \).

| \( k \) | 4 | 5 | 6 | 7 | 8 |
|---|---|---|---|---|---|
| \( g_1 \) | 0.251(4) | 0.259(6) | 0.247(6) | 0.254(6) | 0.248(1) |
| \( g_2 \) | 1.75(1) | 1.79(3) | 1.73(3) | 1.78(4) | 1.73(5) |

FIG. 2. The critical selection noise \( \kappa_c \) of highly clustered RRGs as a function of clustering coefficient \( c \). Symbols represent simulation results and solid lines are from the conjecture of Eq. (11). The aspiration level is zero. The degrees of each agent are 8 (black squares), 6 (red circles), and 4 (blue triangles). Error bars are smaller than the symbol size.

Parameters \( g_1 \) and \( g_2 \) for a given \( k \) are obtained by fitting and they are listed in Table II. Interestingly, the values of \( g_1 \) and \( g_2 \) are very close to 1/4 and 7/4, respectively. Notably, the decrease of the critical temperature by clustering in the Ising model is also observed in other small-world networks [56,58].

We found that the critical exponents do not depend on the clustering coefficient (see Table I).

FIG. 3. The critical selection noise \( \kappa_c \) as a function of aspiration level \( A \) in the square lattice (blue triangles), RRG with \( k = 4 \) (black squares), and RRG with \( k = 6 \) (red circles). Symbols represent the simulation results and dotted lines are from Eq. (12). Error bars are smaller than the symbol size.

C. Effects of aspiration level on the phase transition of the coordination game

Now we present the results of the aspiration-based coordination game with non-zero aspiration level. The simulation methods are the same as the previous subsections. With varying the aspiration level \( A \), we calculated critical selection noise \( \kappa_c \) and critical exponents in the square lattice and RRGs without clustering. We found that \( \kappa_c \) decreases as \( A \) increases (see Fig. 3), but the values of critical exponents are independent of aspiration level in the square lattice and RRGs (see Table I). We also confirmed the collapse of scaling functions regardless of the graph size for each value of \( A \). Therefore, we conclude that the aspiration-based coordination game belongs to the same universality class as the Ising model in spite of nonequilibrium dynamics, as was conjectured by Ref. [59].

Critical selection noise \( \kappa_c \) approaches zero at \( A = k \) and the long-range order vanishes for higher \( A \). Since there is a maximum value in the payoff an agent can obtain, the strategy update probability becomes too high to sustain the long-range order above a specific aspiration level \( A \). We found no signature of long-range order at and above \( A = k \). Interestingly, the critical aspiration level \( A_c \) is the same as degree \( k \) in both square lattice and RRG. Based on this result, we propose a trend function of

\[
\kappa_c(k,A) = \kappa_c(k,0) \ln(k+1-A) / \ln(k+1), \tag{12}
\]
FIG. 4. Order parameter \( \langle m \rangle \) as a function of \( A \) at each network. The black squares are for BA scale-free network, the red circles are for the HK scale-free network, the blue triangles are for airports network, and the purple inverted triangles are for the email network. The selection noise is set to \( \kappa = 0.01 \). Error bars are smaller than the symbol size.

As shown in Fig. 3, Eq. (12) fits well for positive \( A \) but underestimates \( \kappa \) otherwise.

### D. Aspiration-based coordination game in heterogeneous networks: hub centrality and local hubs

Up to here, we considered only regular graphs. In many cases, however, networks are highly heterogeneous and the heterogeneous degree distribution may affect the properties of the network dramatically. For example, the critical temperature of the Ising model is infinite in scale-free networks.

In this subsection, we study the effect of aspiration level at a low selection noise in two kinds of model networks and two real-world networks with scale-free degree distribution. Degree distributions of the four networks follow the power-law, \( P(k) \propto k^{-\delta} \). Structural properties of the networks we consider in this subsection are presented in Table III. The exponent of power-law degree distribution \( \delta \) in the BA and HK networks is 3 as expected. The simulations are performed at various aspiration levels. The selection noise is set to \( \kappa = 0.01 \). Each simulation result was averaged over 10000 generations after the system had reached an equilibrium state, and the final results were averaged over 30 independent simulations.

The results of \( \langle m \rangle \) for the four kinds of networks are shown in Fig. 5. For \( A \leq 0 \), one of the two strategies dominates the networks, and \( \langle m \rangle \) decreases to zero as \( A \) increases for positive \( A \). The change is very abrupt at \( A = k_{\text{avg}} \) in BA and HK networks. It is noteworthy that the BA and HK networks show almost the same behavior in spite of a large difference in clustering coefficient. In contrast, in the case of the real-world networks, \( \langle m \rangle \) decreases gradually as \( A \) increases. The real-world networks have lower \( \langle m \rangle \) than the model networks for \( A > k_{\text{avg}} \) while it maintains a nonnegligible level for higher \( A \).

To understand the remarkably different behaviors in model networks and real-world networks, we checked \( \langle m \rangle \) of the agents with each degree near \( A = k_{\text{avg}} \), but we found no clue and we conclude that degree of an agent is not a dominating factor in coordination games in real-world networks. Therefore, we propose a new parameter hub centrality \( \phi \), which determines the behavior of each agent in the coordination game beyond the degree. The value of hub centrality of an agent is defined as the proportion of the neighbors that have smaller degree than the agent among all its neighbors. For example, if an agent has five neighbors, three of which have neighbors less than five and the other two neighbors have degree of five or more, \( \phi \) of the agent is 0.6. A high value of \( \phi \) means that the degree of the agent is high compared to those of its neighbors and the agent plays a leading role in its local environment. Since the hub centrality is determined solely by the degree of the agents in the network, it does not change in static networks.

We measured \( \phi \) of all agents and Fig. 5 shows the histogram of degree for a given hub centrality range. Although the results of only BA scale-free network and airports network are shown, those of HK scale-free network and email network are qualitatively the same as Fig. 5(a) and (b), respectively. In the case of model scale-free networks, the value of \( \phi \) is proportional to a degree; the peak of histogram shifts to a higher value of the degree as hub centrality increases and all agents with degree more than 100 have \( \phi \) greater than 0.9. Hub agents are connected with many low-degree agents and are affected critically by their strategies. In this network, sizable agents have a smaller degree than \( k_{\text{avg}} \) and cannot obtain enough payoff for \( A \geq k_{\text{avg}} \). They change their strategies so often to prevent their neighbors gain enough payoff. This causes the decrease of \( \langle m \rangle \) and high-degree agents connected to them cannot keep their strategies, either.

In real-world networks, to the contrary, the histogram separates into two parts as \( \phi \) increases, as shown in Fig. 5(b). In other words, there are a considerable number of agents that have a high \( \phi \) and a low degree in real-world networks; some agents of \( \phi > 0.9 \) have a degree lower than \( k_{\text{avg}} \). They are not hubs but behave like hubs locally, because a large portion of their neighbors has a lower degree. Therefore, we propose to call them local hubs (L-hubs). Figure 6 shows an example of an L-hub in the airports network; the degree of the agent is as

### Table III. Structural properties of the scale-free networks considered in this work: number of agents (\( N \)), average degree (\( k_{\text{avg}} \)), clustering coefficient (\( c \)), and exponent of power-law degree distribution (\( \delta \)). BA network and HK network are generated by Barabási-Albert model and Holme-Kim model, respectively. Airports network represents the connections of airports around the world. Email network is email community network made public and posted by the Federal Energy Regulatory Commission.

| Networks      | \( N \) | \( k_{\text{avg}} \) | \( c \) | \( \delta \) |
|---------------|--------|----------------|------|----------|
| BA network    | 3000   | 10            | \( \approx 0 \) | 3.0(1)   |
| HK network    | 3000   | 10            | 0.2281 | 3.0(1)   |
| Airports network | 2939   | 10.6          | 0.4526 | 1.7(2)   |
| Email network | 33696  | 10.7          | 0.5091 | 2.0(1)   |
FIG. 5. The histogram of the degree of agents at a given $\phi$ range. Hub centrality is divided at regular intervals of 0.1 and the histogram bin of degree is 20. (a) The histogram of BA network. (b) The histogram of airports network.

low as 8, but it is higher than all of its neighbors and the hub centrality of the agent is maximum ($\phi = 1$). L-hubs have a relatively low degree and they are surrounded by neighbors of lower degree. Therefore, L-hubs and their neighbors can lose ordering, and $\langle m \rangle$ begins to decrease even for $A < k_{\text{avg}}$. Moreover, agents with a high degree have various $\phi$ values: the agents who have a higher degree than 100 have a broad range of $\phi$ from 0.6 to 1.0. This indicates that at least some agents have a considerable number of high-degree neighbors as well as many low-degree neighbors; the payoff of the agents is less influenced by the strategy of agents with low degrees. Thus, the agents can obtain enough payoff even in high aspiration level conditions to keep their ordering though agents with low degree change their strategies frequently.

In order to examine the detailed behavior of each agent as $A$ changes, we measured the Edwards-Anderson order parameter ($q$) which is defined for agent $i$ as

$$q_i = \frac{1}{M} \left| \sum_{t} \alpha_i(t) \right|, \quad \text{(13)}$$

where $\alpha_i(t) = 1$ if agent $i$ has the strategy S1 at generation $t$ and $\alpha_i(t) = -1$ otherwise. After the system reaches equilibrium, $\alpha_i$ is measured for each agent $M$ times, once per generation. We fixed $M$ to be 10000. Large value of $q_i$ close to 1 means that the agent $i$ is frozen; if $q_i \approx 0$, the agent $i$ is melted. If the agent $i$ is partially frozen, $q_i$ is moderate value between 0 and 1.

In the melting process as $A$ increases, it is important to observe the change of Edwards-Anderson order parameter of agents with high $\phi$, which have considerably larger degrees than their neighbors and indicate the situation of freezing in their neighborhoods.

Figure 7 shows $q$ as a function of $A$ for four agents with high $\phi$ ($\phi > 0.9$) in each of BA scale-free network and airports network. Two agents of airports network are classified as L-hub. There is no L-hub in BA scale-free network, where every agent with high $\phi$ has a higher degree than $k_{\text{avg}}$. In the case of BA scale-free network, according to Fig. 7(a), all the four agents are frozen for $A < k_{\text{avg}}$ and they are melted abruptly for $A$ slightly larger than $k_{\text{avg}}$. Agents with high $\phi$ in the HK scale-free network show the same behavior.

According to Fig. 7(b), the two L-hubs (blue triangles and purple inverted triangles) are melted near $A = 6$. This means that the subset consisting of the L-hub and its neighbors is melted. Thus, $\langle m \rangle$ of the network begins to decrease at $A < k_{\text{avg}}$.

Another agent, which is represented by red circles, shows a gradual decrease of $q$. When $A$ is zero, the agent is frozen. As $A$ increases, it becomes partially frozen in a specific range; some of its neighbors with a lower degree are melted and this leads to the increase of the strategy update probability of the agent. For $A > 20$, the agent is melted completely. The last
FIG. 7. Edwards-Anderson order parameter of four high-$\phi$ agents in BA scale-free network (the left panel) and in airports network (the right panel) as a function of $A$. The degrees of the agents are 131 (black squares), 46 (red circles), 35 (blue triangles), and 16 (purple inverted triangles) in (a); 172 (black squares), 25 (red circles), 9 (blue triangles), and 6 (purple inverted triangles) in (b). The agents represented by blue triangles and purple inverted triangles in (b) are classified as L-hubs. Insets: $D_{\text{avg}}$ as a function of $A$ for each network, where $D_{\text{avg}}$ is the average $D$ of high-$\phi$ agents ($\phi > 0.9$).

agent (black squares in Fig. 7(b)), which has a very high degree, keeps its order up to $A = 20$. In this case, although some of its neighbors are melted, the agent keeps its strategy interacting with a considerable number of neighbors with high degrees. Due to the presence of such agents, $\langle m \rangle$ is remarkably high at a high aspiration level. Email network also shows qualitatively the same behaviors.

To take a closer look at the melting process of high-$\phi$ agents ($\phi > 0.9$) and their neighbors, we calculated the $q$-difference ($D$) of them, which is defined for agent $i$ as

$$ D_i = q_i - \frac{1}{k_i} \sum_{j \in \Omega_i} q_j, $$

(14)

where $\Omega_i$ is the set of neighbors of the agent $i$. If all of agent $i$ and its neighbors are melted or frozen, $D_i$ becomes almost zero. During the melting process, $D_i$ is expected to be positive since high-$\phi$ agents are melted at a larger $A$ than their neighbors. The average of the $q$-difference of high-$\phi$ agents ($D_{\text{avg}}$) at each network is shown in the insets of Fig. 7.

As shown in the inset of Fig. 7(a), $D_{\text{avg}}$ has non-negligible values only in a very narrow region near $A = k_{\text{avg}}$ in BA scale-free network. Immediately after some agents begin to melt near $A = k_{\text{avg}}$, all agents lose the order abruptly as $A$ increases. In the case of airports network (inset of Fig. 7(b)), to the contrary, $D_{\text{avg}}$ has substantially high values in a wide range of $A$ even up to $A = 20$. This implies that a considerable number of high-$\phi$ agents keep frozen or partially frozen states up to high $A$ though some of their neighbors are melted.

IV. CONCLUSION

We studied the coordination game with aspiration. We proved that this model coincides exactly with the Ising model in the zero aspiration level condition. We also confirmed this using the Monte-Carlo method in square lattice and RRGs. Particularly in the case of RRGs, we found that the critical selection noise decreases as the clustering coefficient increases.

With a non-zero aspiration level, the system also shows the phase transition but the critical selection noise decreases as the aspiration level increases. The phase transition and long-range order disappear when the aspiration level exceeds the degree of the regular graph. We showed that the critical exponents are independent of clustering and aspiration, and so the aspiration-based coordination game belongs to the same universality class as the Ising model at least for regular graphs.

Finally, we also carried out a study on the aspiration-based coordination game in four kinds of scale-free networks at a low selection noise. The order parameter decreases as the aspiration level increases in all the scale-free networks, but the behavior depends crucially on the network type: model network and real-world network. To understand the origin of the difference, we proposed the concept of the hub centrality and studied the relation between hub centrality and degree in the two kinds of networks. The hub centrality is proportional to the degree in the model networks, but the histogram of degree for high hub centrality separates into two parts in the real-world networks. Based on this observation, we concluded that there exist local hubs in real-world networks, which affect the coordination game dynamics seriously. We measured the Edwards-Anderson order parameter of agents of high hub centrality. It decreases abruptly near $A = k_{\text{avg}}$ in model networks. In real-world networks, however, there are various cases depending on the local environment, and so the order parameter gradually decreases as the aspiration level increases.

Since the introduction of Barabási-Albert scale-free network, there have been several discussions about the differences between model networks and real-world networks. It was pointed out that the degree distribution of real-world networks is not exactly scale-free in most cases and the assortativity is not negligible in some
real-world networks.** However, it was not clear whether these differences may lead to critical differences in social network dynamics.

In this work, we showed that model networks and real-world networks can show qualitatively different behaviors, which can not be understood by simple classic network parameters. We introduced new concepts of hub centrality and local hub to explain these behaviors. The histogram of hub centrality depends obviously on the network type and local hubs exist only in real-world networks. These differences result in the different behaviors of the order parameter and Edward-Anderson order parameter in the coordination game. Hub centrality shares some features with the concept of network hierarchy, and so it is expected to be more relevant in networks with hierarchical structures.** We are sure that these concepts would pave the way for deeper understandings of social networks and the dynamics in them.
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