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We demonstrate that tunneling spectra in deeply underdoped \(\text{Bi}_2\text{Sr}_2\text{CuO}_{6+\delta}\) (Bi2201) and \(\text{Ca}_2\text{CuO}_2\text{Cl}_2\) (CCOC) provide clear evidence for nanoscale phase separation (NPS), causing the gap to fill with doping rather than close. The phase separation extends over a doping range from half filling to approximately \(x \sim 0.09\). Assuming the NPS is in the form of stripes, then the nodal gap – which we model as a Coulomb gap – arises from impurity pinning of the charged stripes, ultimately driving a metal-insulator transition.

PACS numbers: 74.20.Gh, 74.20.Cj, 74.25.Dw, 74.25.Jb

Just how a correlated material evolves from a Mott insulator to a high-\(T_c\) superconductor remains a highly contentious issue nearly three decades after the discovery of the cuprates, with important implications for the underlying mechanism of superconductivity. A major puzzle in cuprate physics is what happens on doping to the 2 eV-gap present in the half-filled Mott insulator state. Various theoretical models make clear predictions in this connection. In strong coupling theories (\(t-J\) model or \(U \rightarrow \infty\) Hubbard model) the gap remains large, but there is an anomalous spectral weight transfer (ASWT) from upper (UHB) to lower Hubbard band (LHB).[1] The width of the LHB gradually increases from \(\sim 2t\) to \(\sim 8t\) as the doping changes from \(x = 0\) to \(x = 1\). For smaller-\(U\) Hubbard models, the ASWT is actually faster, as electrons can lower their kinetic energy by hopping through occupied states. In intermediate coupling models, this is associated with a decrease of the magnetic gap with doping.[2]

However, to explain the rapid changes found at low doping requires accounting for doping-dependent screening of the Hubbard \(U\), and in a two-dimensional system with magnetic gap, the screening should turn on discontinuously with doping away from half filling[3]. In such a case, Mott showed that the transition would be first order.[4] This would lead to a very different scenario for the doping dependence of the gap, leading to a filling in rather than a closing as islands of doped phase appear in the sample. Here we will compare these two scenarios to recent scanning tunneling microscopy (STM) experiments on cuprates.

Experimental data in the deeply underdoped regime, which could help discriminate between different theoretical scenarios, however, have been difficult to obtain until recently. Photoemission sees only filled states, and it is unable to probe the Mott gap. Scanning tunneling microscopy (STM) found only a \(\sim 100\) meV pseudogap[5], with no indication as to how this gap connected to the 2 eV optical gap at half-filling. Resonant inelastic x-ray scattering (RIXS) finds evidence for gap collapse, but since it measures a joint density of states (DOS), the analysis is model dependent[6]. Very recent STM data from \(\text{Ca}_2\text{CuO}_2\text{Cl}_2\) (CCOC)[7] and \(\text{Bi}_2\text{Sr}_2\text{CuO}_{6+\delta}\) (Bi2201)[8] give new insight into this problem as these data show the presence of a large gap at half-filling, comparable to the optical gap. Remarkably, the gap in the STM spectra neither remains unchanged nor shrinks with doping, but instead it fills in. This observed behavior is not consistent with a uniform doping scenario. A possible explanation is provided by a model involving competing magnetic orders in which there can be a phase separation between the undoped insulator and an incommensurate magnetic phase near \(1/8\) doping.[9] Since the positive ions are fixed in the lattice, this electronic phase separation cannot be macroscopic, but must be a nanoscale phase separation (NPS), possibly in the form of stripes.

Here we show how these results can be understood within an intermediate coupling model.[10] The band dispersion is taken from density functional theory calculations renormalized by correlations[2][11], while the magnetic order is calculated self consistently within the random phase approximation (RPA). For undoped \(\text{Ca}_2\text{CuO}_2\text{Cl}_2\) (CCOC) the model predicts a large, \(2\Delta \sim 3\) eV gap, consistent with experiment[7], as well as both the gap and the separation of the two Van Hove singularities (VHSs), Fig.[2](c). Moreover, the same model reproduces the experimental dispersions and density of states (DOS) for \(x \geq 0.1\), in both \(\text{Bi}_2\text{Sr}_2\text{CuO}_{6+\delta}\) (Bi2201)[12] and \(\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta}\) (Bi2212)[10].

However, for a uniformly doped system, the \(\sim 3\) eV AF gap at half filling is found to decrease rapidly with doping, leaving only a \(\sim 300\) meV pseudogap at \(x = 0.10\), Fig.[1](c). This would lead to a steady decrease of the gap with increasing doping, as illustrated in Fig.[1]. In contrast, recent scanning tunneling microscopy (STM) experiments on deeply underdoped CCOC and Bi2201 reveal a more complicated doping evolution, with a strong growth of in-gap states in the local DOS (LDOS) spectra.[7][8] Here we shall show that these results can be understood in terms of nanoscale phase separation (NPS).

In the cuprates, there are several sources of charge inhomogeneity that may act in parallel. First, a charge-density wave phase has been found in a number of
cuprates. Then, STM studies find patches of varying local density, which are correlated with oxygen interstitials and vacancies in the Bi-cuprates. Finally, phase separation has been predicted in Bi-cuprates, most notably between the insulating phase in the undoped cuprate and a doping near $x = 0.125$, essentially the range we are modeling. As noted above, this leads to NPS. NPS differs from macroscopic phase separation in that in the latter case only two densities are involved, so that properties such as the AF or superconducting (SC) gaps are doping independent. In NPS, the individual domains are so small that properties evolve with doping in each domain type, due to proximity to the other domains. For instance, in oxygen-doped La$_2$CuO$_{4+\delta}$, the excess oxygen remains mobile to temperatures below room temperature. In this case, there is a macroscopic phase separation, with a wide doping range where the SC transition temperature $T_c$ has a fixed value close to optimal doping, while the AF Néel temperature is nearly unchanged from its value at zero doping. In contrast, for Sr-doped La$_{2-x}$Sr$_x$CuO$_4$ (LSCO), the Sr ions are immobile, and macroscopic phase separation is replaced by spin-and-charge stripes, which can be a form of NPS. Recent neutron scattering studies in Bi2201 find an incommensurate spin response, very similar to the stripe response found in LSCO, suggesting that a very similar NPS is found in both LSCO and Bi2201.

In an NPS model of stripes, the DOS is found to be similar to the superposition of the two separate end phases, and the main effect of nanoscale proximity is to produce small shifts in the density of these end phases – e.g., the undoped insulator phase will acquire a small hole doping. We adopt this model here. Figure 2 displays the LDOS calculated in the NPS model for Bi2201, frames (a) and (b), and CCOC, frames (c) and (d). The dopings for CCOC corresponding to the STM data of Ref. which is plotted along with the calculated curves. We assume that each patch contains a stripe-like mix of the two phases, so the resulting LDOS is approximately a superposition of the two components, with a weak Gaussian broadening. For Bi2201, Figure 2(a,b), we assume that the two stable phases have $x_0 = 0.015$ and $x_1 = 0.09$, and generate linear combinations of the respective LDOSs to represent $x_{av} = 0.03$, Fig. 2(a) and 0.08, Fig. 2(b). For CCOC, Figure 2(c,d), the stable phases have $x_0 = 0.0$ and $x_1 = 0.09$. This simple picture reproduces the effect of gap filling as a function of doping, rather than the gap closing shown in Fig. 1. In Figs. 2(c,d) the model calculations are compared to experimental data (solid lines with noise). The agreement is quite good – the model captures both the gap edge and the DOS peak (subband VHS), and, for the doped sample, the in-gap dos. Note that at energies $< -1$ eV or $> 3$ eV there is additional DOS weight associated with bands not included in the theory.

To further verify the model, we have also used this two-component model to describe the wider variety of patches found in Ref but over a narrower voltage range, Fig. 3. We will use this data to describe our calculation in more detail. To describe the spectra at low voltages, there is one feature we must add to the model. There is a metal-insulator transition associated with a nodal gap. Within the present model, this gap arises on the
charged stripes (regions of higher doping) and increases as the doping decreases and the stripes separate further. We assume that it is due to stripe pinning by impurities, and model it as a Coulomb gapABLE, as has been suggested previously. The Coulomb gap is a soft gap in the density of states which is due to the Coulomb interaction of particles on impurity sites. The magnitude of the gap is related to the intensity of the Coulomb interaction. The effect of the Coulomb interaction in two dimensions on the DOS can be calculated self consistently using the following equation derived by Efros:

\[ g(\omega) = \Delta \exp \left( -\int_0^\infty \frac{g(\omega')d\omega'}{(\omega + \omega')^2} \right) \]

where \( g(\omega) \) is the resulting DOS at frequency \( \omega \) and \( \Delta \) is the width of the Coulomb gap. \( g(\omega) \) is multiplied by the LDOS calculated using the mean field tight-binding model with AF order to simulate the presence of a Coulomb gap. By applying this Coulomb gap and a Gaussian broadening to LDOS for the AF NPS system our model reproduces the characteristic features of the STM data quite well. Namely, the peak above the Fermi energy due to the bottom of the UMB in the STM data quite well. Namely, the peak above the Fermi energy from the LMB in \( x_0 \), and the soft gap with zero states at the Fermi energy due to the Coulomb gap. We note that the stable phase, \( x_1 \), must fluctuate a small amount (\( \leq 0.015 \)) to account for the shift in energy of the positive energy peak across regions of the sample. To compensate for the fluctuation, \( x_0 \) is shifted an equal amount such the the difference in doping between \( x_1 \) and \( x_0 \) is 0.075. Table I lists the parameters used for the calculated, dashed curves in Fig. 3 from the top down. The Gaussian broadening in energy has a width of 20\( meV \) for all calculations.

**TABLE I. Parameters for Fig. 3 calculated LDOS**

| LDOS | \( x_0 \) | \( x_1 \) | \( \Delta (meV) \) | \( x_{av} \) |
|------|---------|---------|----------------|---------|
| 1    | 0.015   | 0.09    | 20              | 0.07875 |
| 2    | 0.0125  | 0.0875  | 28.3            | 0.074   |
| 3    | 0.007   | 0.082   | 36.7            | 0.067   |
| 4    | 0.005   | 0.08    | 45              | 0.06125 |
| 5    | 0.004   | 0.079   | 53              | 0.0565  |
| 6    | 0.003   | 0.078   | 61.7            | 0.05175 |
| 7    | 0.002   | 0.077   | 70              | 0.047   |
| 8    | 0.001   | 0.076   | 78.3            | 0.04225 |
| 9    | 0.0     | 0.075   | 86.7            | 0.0375  |

The role of NPS or ‘stripe’ physics near a Mott transition has been discussed often in the context of NPS and related compounds. We note that NPS bears a resemblance to the strong-coupling effect of anomalous spectral weight transfer (ASWT). ASWT is generally interpreted in terms of Mott physics: there is a penalty \( U \) for putting a second electron on a copper site that is already occupied. Thus, when an electron is removed from a given site, both holes lie at a low energy above the Fermi energy, as there is no \( U \)-penalty for adding a hole with either spin. Thus, because of ASWT the occupation of the upper Hubbard band is not fixed, but decreases with increased hole doping. In an intermediate coupling model, the Mott gap becomes an AF gap. In the presence of NPS, adding a hole creates a region of higher doping, where the AF gap is considerably smaller, so the second hole is shifted to a much lower energy – e.g., as in Fig. 2 – just as in ASWT. Finally, in the strong coupling regime there is a tendency for atoms with two holes to cluster, to increase the kinetic energy without introducing a \( U \)-penalty, thus providing an additional link with NPS.

In conclusion, we have demonstrated that the gap filling – rather than gap closing – found in STM studies of extremely underdoped Bi2201 is most naturally understood in terms of NPS, as had been predicted in this doping range. Local stripes would be strongly pinned by impurities, naturally explaining the occurrence of a nodal gap, a metal-insulator transition, and spin-glass-like phenomena found in underdoped cuprates. The model further predicts the coexistence of (\( \pi, \pi \)) AF order and an incommensurate SDW phase, as has recently been observed in the closely related compound, LSCO.
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