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Abstract. Generating a natural language explanation for a given image is known as image captioning. An image captioning method aims to determine the significant objects present in an image together with the relationship between these objects. Also, the model has the capability to describe an image by a syntactically and semantically correct sentence. For image encoding, convolutional neural network [CNN] is applied and for producing natural language descriptions for a given image, language models (RNN & LSTM etc.) are employed. In this paper, the image encoders and language models used by the state-of-the-art image captioning models is discussed.
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1. Introduction
On daily basis, we find lot of images around us. There are different sources of these images such as Internet, advertisements, articles and news etc. The descriptions for these images are not given but human can easily understand these images without the need of these descriptions. In order to generate image captions automatically, a machine has to understand an image as humans do. Thus, image captioning task uses both image understanding and language generation models. Image understanding focuses on the identification of objects existing in an image and the relationship between these objects. Language generation models aims to produce a syntactically and semantically accurate sentence description for a given image. Thus, these models are the broader subparts of artificial intelligence area.

Image captioning methods using deep learning techniques automatically learns image features from a huge set of training data. Convolutional Neural Networks (CNN) is widely utilized to find out visual features. For classification task, a softmax classifier can be used. However, a class of Recurrent Neural Networks (LSTM and GRU) is used to produce natural language descriptions for these images. There are many applications of image captioning. Automatic indexing of an image is one such application of image captioning. If we want to retrieve an image based on its content, image indexing plays a crucial role. This image indexing concept can be used in many fields such as education, commerce, army, web searching, digital libraries and biomedicine. Facebook and Twitter can use image captioning models to automatically generate image captions for images present on these social media platforms. Models can easily describe by what people are doing, what they are wearing and their locations like hotels, beach or café.

In this paper, image encoders and language models utilized by state-of-the-art image captioning methods is presented in detail. The image encoders used by major captioning models are AlexNet [1], [2]...
VGGNet [2], GoogLeNet [3], ResNet [4] and Inception-v3 [5]. The language models employed are RNN, LSTM [6], log-bilinear model (LBL) [7], dependency tree relations (DTR) [8], Language CNN and maximum entropy language model (MELM) [9].

2. Image Encoders

Fig. 1 depicts the general framework of convolutional neural network (CNN). It includes input layer, convolutional (Conv-layer) layer, pooling (Pool layer) layer and dense layer for flattening and finally the output layer.
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**Fig. 1. General Framework of a CNN**

AlexNet was developed in 2012 by Alex Krizhevsky et al. [1]. It involves five Conv-layer and three fully-connected layers. All the seven layers use Rectified Linear Unit (ReLU) to achieve training faster as compare to tanh and sigmoid activation functions.

VGGNet was proposed by Simonyan et al. [2] in 2014. It consists of 19 layers. It uses 3x3 filters. It uses two fully connected layers with 4096 nodes in each which are followed by softmax layer for performing classification task.

GoogLeNet was given by Szegedy et al. [3] in 2014. It includes four conv-layers, four max-pool and three average pool-layers. Also, it contains five fully connected layer and three softmax layers. It is much deeper and wider network as compared to AlexNet with total 22 layers. All the conv-layers use Rectified Linear Unit (ReLU).

ResNet was given by He et al. [4] in 2015. It has several variations depending upon the number of layer such as 18, 34, 50, 101 and 152. ResNet is almost 8 times deeper as compared to VGGNet. Inception v-3 [5] is widely employed for the task of classification. It contains total 42 layers. It is proposed by updating the inception modules of GoogLeNet architecture.

Table 1 shows the architectures of the above mentioned convolutional neural networks.

| Parameters       | AlexNet | VGGNet | GoogLeNet | ResNet | Inception-v3 |
|------------------|---------|--------|-----------|--------|--------------|
| Year             | 2012    | 2014   | 2014      | 2015   | 2016         |
| Depth            | 8       | 19     | 22        | 152    | 48           |
| Dimension        | 227x227 | 224x224| 229x229   | 224x224| 299x299      |
| Top-1 Accuracy   | 57.1    | 70.5   | 69.8      | 75.2   | 78.8         |
| Top-5 Accuracy   | 80.2    | 91.2   | 89.3      | 93     | 94.4         |
3. Language Models

The log-bilinear language model (LBL) was given by Mnih et al. [7] in 2007. It can be assumed as a feed-forward neural network which is deterministic in nature having a single linear hidden layer. The LBL model works on word embedding vectors. It does the linear prediction by finding the next word representation vector.

In dependency tree relations, first the model finds the objects exist in an image and then find the relationship between these objects by understanding the pair-wise interaction between these objects. Thus, a dependency tree is built that conveys the semantics of a sentence.

Language CNN models employs kernels and sequence of multiple layers to encode the context. These models do not perform pooling. Language CNNs are used widely in the vicinity of natural language understanding (NLP) as POS tagging, chunking, named entity recognition and labeling semantic roles.

Maximum entropy language model (MELM) calculates the conditional probability of the present word based on the previous words. The model is fed with a set of scores of detected words and tries to find the largest likelihood sentence that involves each word exactly one time.

Recurrent Neural Networks (RNN) has the capability to interlink the previous sequence with the current sequence. Long short term memory networks (LSTM) are the capability to remember long term dependencies which RNN are not capable of. LSTM uses three gates which are input gate (how much to add to current state), forget gate (for deciding how much information the model has to remember) and output gate (which part is for output). They also have a cell state to update the information.

Fig. 2 shows the architectures of both RNN and LSTM.

![Fig. 2. General Architecture of RNN Vs LSTM](image)

4. Image Encoders used by Image captioning models

In section 2, the different image encoders are discussed. In this section, a summary of major image captioning models that use the CNN models for image encoding is presented. Table 2 demonstrated the CNN models used by the state-of-the-art image captioning models.
### Table 2: CNN Models used in Image Captioning

| Image Captioning Model                     | AlexNet | VGGNet | GoogLeNet | ResNet | Inception-V3 |
|-------------------------------------------|---------|--------|-----------|--------|--------------|
| Captioning Model [9]                      | ✓       |        |           |        |              |
| Captioning Model [10]                     |         |        |           |        |              |
| Captioning Model [11]                     | ✓       | ✓      |           |        |              |
| Captioning Model [12]                     | ✓       |        |           |        |              |
| Captioning Model [13]                     | ✓       |        |           |        |              |
| Captioning Model [14]                     | ✓       | ✓      |           |        |              |
| Captioning Model [15]                     | ✓       |        |           |        |              |
| Captioning Model [16]                     | ✓       | ✓      | ✓         |        |              |
| Captioning Model [17]                     |         |        |           |        |              |
| Captioning Model [18]                     | ✓       |        |           |        |              |
| Captioning Model [19]                     |         | ✓      |           |        |              |
| Captioning Model [20]                     | ✓       |        |           |        |              |
| Captioning Model [21]                     |         |        |           |        |              |
| Captioning Model [22]                     | ✓       |        |           |        |              |
| Captioning Model [23]                     |         |        |           |        |              |
| Captioning Model [24]                     | ✓       |        |           |        | ✓            |
| Captioning Model [25]                     | ✓       | ✓      |           |        |              |
| Captioning Model [26]                     |         |        |           |        |              |
| Captioning Model [27]                     | ✓       |        |           |        |              |
| Captioning Model [28]                     |         |        |           |        | ✓            |
| Captioning Model [29]                     | ✓       |        |           |        |              |
| Captioning Model [30]                     |         | ✓      |           |        |              |
| Captioning Model [31]                     |         |        |           |        | ✓            |
| Captioning Model [32]                     | ✓       |        |           |        |              |
| Captioning Model [33]                     |         |        |           |        | ✓            |
| Captioning Model [34]                     |         |        |           |        | ✓            |
| Captioning Model [35]                     |         |        |           |        | ✓            |
| Captioning Model [36]                     | ✓       | ✓      |           |        |              |
| Captioning Model [37]                     |         |        |           |        |              |
| Captioning Model [38]                     | ✓       |        |           |        |              |
| Captioning Model [39]                     |         |        |           |        |              |
| Captioning Model [40]                     |         |        |           |        | ✓            |
| Captioning Model [41]                     |         |        |           |        | ✓            |
| Captioning Model [42]                     |         |        |           |        |              |
| Captioning Model [43]                     | ✓       |        |           |        |              |
| Captioning Model [44]                     |         |        |           |        | ✓            |
Table 2: Continued

| Image Captioning Model | AlexNet | VGGNet | GoogLeNet | ResNet | Inception-V3 |
|------------------------|---------|--------|-----------|--------|--------------|
| Captioning Model [45]  | √       |        |           |        |              |
| Captioning Model [46]  |         | √      |           |        |              |
| Captioning Model [47]  |         |        |           |        |              |
| Captioning Model [48]  |         |        |           |        |              |
| Captioning Model [49]  |         |        |           |        |              |
| Captioning Model [50]  |         |        |           |        |              |
| Captioning Model [51]  |         |        |           |        |              |
| Captioning Model [52]  |         |        |           |        |              |
| Captioning Model [53]  |         |        |           |        |              |
| Captioning Model [54]  |         |        |           |        |              |
| Captioning Model [55]  |         |        |           |        |              |
| Captioning Model [56]  |         |        |           |        |              |
| Captioning Model [57]  |         |        |           |        |              |
| Captioning Model [58]  |         |        |           |        |              |
| Captioning Model [59]  |         |        |           |        |              |

5. Language Models used by Image captioning models

In section 3, the different language models are discussed. In this section, a summary of major image captioning models that use the language models for image encoding is presented. Table 3 demonstrated the language models used by the state-of-the-art image captioning models.

Table 3: Language Models used in Image Captioning

| Image Captioning Model | LBL | LSTM | RNN | DTR | Language CNN | MELM |
|------------------------|-----|------|-----|-----|--------------|------|
| Captioning Model [9]   |     |      |     |     |              | √    |
| Captioning Model [10]  |     |      |     |     |              | √    |
| Captioning Model [11]  |     |      |     |     |              | √    |
| Captioning Model [12]  |     |      |     |     |              |      |
| Captioning Model [13]  |     |      |     |     |              |      |
| Captioning Model [14]  |     |      |     |     |              | √    |
| Captioning Model [15]  |     |      |     |     |              | √    |
| Captioning Model [16]  |     |      |     |     |              | √    |
| Captioning Model [17]  |     |      |     |     |              | √    |
| Captioning Model [18]  |     |      |     |     |              | √    |
| Captioning Model [19]  |     |      |     |     |              | √    |
| Captioning Model [20]  |     |      |     |     |              | √    |
| Captioning Model [21]  |     |      |     |     |              | √    |
| Captioning Model [22]  |     |      |     |     |              | √    |
| Captioning Model [23]  |     |      |     |     |              | √    |
| Captioning Model [24]  |     |      |     |     |              | √    |
| Captioning Model [25]  |     |      |     |     |              | √    |
| Captioning Model [26]  |     |      |     |     |              | √    |
| Captioning Model [27]  |     |      |     |     |              | √    |
Table 3: Continued

| Image Captioning Model | LBL | LSTM | RNN | DTR | Language CNN | MELM |
|------------------------|-----|------|-----|-----|--------------|------|
| Captioning Model [28]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [29]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [30]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [31]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [32]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [33]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [34]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [35]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [36]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [37]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [38]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [39]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [40]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [41]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [42]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [43]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [44]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [45]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [46]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [47]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [48]  | ✓   | ✓    | ✓   | ✓   | ✓            | ✓   |
| Captioning Model [49]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [50]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [51]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [52]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [53]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [54]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [55]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [56]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [57]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [58]  | ✓   |      |     |     | ✓            |      |
| Captioning Model [59]  | ✓   |      |     |     | ✓            |      |

6. Conclusion
Image captioning involves both image processing and language processing fields. The purpose of an image captioning model is to provide natural language explanations for a given image. In this paper, the different image encoders used by image captioning models for image feature extraction are discussed. Also, the paper discusses the language models employed by the state-of-the-art image captioning models for generating natural language explanations for a given image. In future, the aim is to build the datasets that include text in images so that this textual information can be fused with the visual component to produce more accurate captions.
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