A novel 3D-vision–based collaborative robot as a scope holding system for port surgery: a technical feasibility study
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OBJECTIVE A clear, stable, suitably located vision field is essential for port surgery. A scope is usually held by hand or a fixing device. The former yields fatigue and requires lengthy training, while the latter increases inconvenience because of needing to adjust the scope. Thus, the authors innovated a novel robotic system that can recognize the port and automatically place the scope in an optimized position. In this study, the authors executed a preliminary experiment to test this system’s technical feasibility and accuracy in vitro.

METHODS A collaborative robotic (CoBot) system consisting of a mechatronic arm and a 3D camera was developed. With the 3D camera and programmed machine vision, CoBot can search a marker attached to the opening of the surgical port, followed by automatic alignment of the scope’s axis with the port’s longitudinal axis so that optimal illumination and visual observation can be achieved. Three tests were conducted. In test 1, the robot positioned a laser range finder attached to the robot’s arm to align the sheath’s center axis. The laser successfully passing through two holes in the port sheath’s central axis defined successful positioning. Researchers recorded the finder’s readings, demonstrating the actual distance between the finder and the sheath. In test 2, the robot held a high-definition exoscope and relocated it to the setting position. Test 3 was similar to test 2, but a metal holder substituted the robot. Trained neurosurgeons manually adjusted the holder. The manipulation time was recorded. Additionally, a grading system was designed to score each image captured by the exoscope at the setting position, and the scores in the two tests were compared using the rank-sum test.

RESULTS The CoBot system positioned the finder successfully in all rounds in test 1; the mean height errors ± SD were 1.14 mm ± 0.38 mm (downward) and 1.60 mm ± 0.89 mm (upward). The grading scores of images in tests 2 and 3 were significantly different. Regarding the total score and four subgroups, test 2 showed a more precise, better-positioned, and more stable vision field. The total manipulation time in test 2 was 20 minutes, and for test 3 it was 52 minutes.

CONCLUSIONS The CoBot system successfully acted as a robust scope holding system to provide a stable and optimized surgical view during simulated port surgery, providing further evidence for the substitution of human hands, and leading to a more efficient, user-friendly, and precise operation.
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are not suitable for neurosurgery, especially intracranial procedures; the limited space and delicate brain tissue involved in neurosurgery may hinder the application of surgical robots. Thus, most robotic systems are used for biopsy and stereotactic procedures or designed for facilitating viewing, among which there are well-known systems such as Neuroarm (MDA, Inc.), Neuromate (Renishaw, Inc.), ROSA (Zimmer Biomet), MKM microscopic system (Zeiss AG), ROVOT-m (Synaptive Medical, Inc.), CyberKnife (Accuray, Inc.), and Remebot (Beijing Baihui Weikang Technology Co.).

The surgical robot can be divided into three types, as follows: 1) a supervisory-controlled system, whereby the surgeon predetermines the plans on a computer model based on diagnostic imaging of the patient and downloads the plans to supervise the robot as it executes the surgical plans; 2) a telesurgical system, which allows the surgeon to operate in real time (with force-feedback from surgical instruments, the surgeon operates in a haptic interface, and the surgical robot copies the surgeon’s movements); and 3) a shared-control system, where the robotic system assists and provides steady hand manipulation of the instruments. Compared with the first two types, the third type of surgical robot is not as frequently studied. However, a robotic assistant can be handy because it increases dexterity and reduces human hand tremors, ensuring a more accurate and safer operation. A typical example of this type of robotic system is one that holds surgical instruments or rests human hands and arms. For example, Rachinger and colleagues introduced a robotic system used as an instrument holder based on a robot called Evolution 1; the earlier robot had been used as an endoscope holder in transsphenoidal surgery with navigational support.

During endoscopic or exoscopic neurosurgery, stable and flexible holding of the cumbersome equipment is demanding for the neurosurgeon. Generally, the surgeon holds the equipment with one hand and manipulates instruments with the other hand, which leads to fatigue quickly and limits the surgeon’s manipulation capabilities, thus reducing stability and safety during the procedures. Sometimes an assistant holds equipment to support the surgeon, which requires perfect coordination between the surgeon and assistant, a collaborative relationship forged over years of working together. Although artificial approaches usually cannot provide a stable and suitable surgical vision field, a holding device can be a suitable substitute for human hands, with stability as the most significant merit. Xiong et al.

Nevertheless, when using the transparent sheath sets during a port surgery, adjustment of the holding device adds complexity and difficulty to the already tedious procedure. To adjust the sheath to another surgical spot, the surgeon must first loosen the holding system, take down the scope, unlock the retractor clamping the sheath, and adjust the sheath. After that, it is necessary to relock the clamp and port sheath, relocate the scope, and fasten the holding system of the scope. The biggest obstacle is not the complexity but the difficulty in relocating the scope to a correct point and angle in order to display a clear and complete field of view. We developed a novel collaborative robotic (CoBot) system with a machine-vision tracking system to simplify these surgical procedures. In this article, we report the preliminary assessment of the feasibility and accuracy of this system.

Methods

CoBot System

This CoBot system mainly consists of a mechatronic arm and a 3D camera (Fig. 1). The mechatronic arm is UR5 (Universal Robots), a lightweight, adaptable, collaborative industrial robot that tackles medium-duty applications with ultimate flexibility. It has 6 degrees of freedom and weighs 18.4 kg, with a payload of 5 kg, a footprint diameter of 149 mm, a reach of 850 mm, and a precision of ± 0.1 mm. Patented technology lets operators with no programming experience quickly set up the system within hours and subsequently operate using an easy-to-use touchscreen tablet. Furthermore, the German Technical Inspection Association approved and certified the safety of this system, which is the primary safety requirement for a surgical robot. The robotic camera, Basler acA2440-20gm GigE (Basler AG), with an accuracy of 0.0694 mm and a visual field of 150 × 170 mm, is the eye of this CoBot system and is fixed onto the front of the mechatronic arm. Its resolution is 2448 pixels × 2048 pixels, and the pixel size is 3.45 μm × 3.45 μm. Cooperating with WEILINKRT Corp., we designed a program that enables the camera to recognize the shape or pattern of a specific marker on the port sheath, leading to the discernment of spatial location to help the robot precisely align the holding exoscope to the longitudinal axis of the port when the port is tilted or pivoted.
Sheath and Model

Based on our patented obturator and transparent sheath set\textsuperscript{23–25} (patent no. 201210066281.1, Victor Medical Instruments Co.), we made two revisions of the sheath to facilitate the camera’s recognition and testing. At the upper opening of both versions, a circular facet with a central hollow was added, on which we stuck a piece of paper writing a character string “ABCDHKM STVWXYZ” that helps the camera recognize and learn. Inside the tube of version 1, we added two slices with an interval of 2 cm. On the center of each slice, a 2-mm-diameter hole was created (Fig. 2A and C), while on the bottom of version 2, we pasted a piece of paper with a pattern (Fig. 2B and D). The revised sheaths are 3D-printed samples (UnionTech Lite600) stabilized by a clamp and a holder. During the test, we changed the direction of the sheath’s facet by adjusting the clamp and the holder.

High-Definition Exoscope and Laser Range Finder

We used a high-definition exoscope (HUIBOSHI Technology) to capture images used to evaluate the result of positioning. The size and focus could be adjusted to demonstrate the details in the images.

A laser range finder, with a measurement error of ±2 mm, was used to measure the distance between the tip of the finder and the first layer within the sheath and to prove the robotic system’s coaxial alignment.

Procedures and Measurement

Test 1

The first test was performed to determine the positioning accuracy of the robotic system. During this test, we used version 1 of the sheath. The robot attaching a laser range finder was calibrated. Theoretically, if the robotic system can accurately place the exoscope with coaxial alignment to the sheath, the laser will pass through the small holes on the two layers, creating a spot of laser light that is visible on the testing platform (Fig. 3A). Under this condition, the laser range finder measures the distance vertically. We recorded the measurement value shown by the laser range finder. Next, we tilted the direction of the sheath at different angles, after which the CoBot system automatically recognized the sheath facet and relocated the laser range finder. These steps were repeated 20 times (Video 1).

VIDEO 1. Demonstration of the testing of coaxial alignment and positioning accuracy. Copyright Xiaolei Chen. Published with permission. Click here to view.

The successful positioning rate was regarded as the proportion of the laser successfully passing through the holes. In addition, we recorded the readings of actual height shown by the laser range finder when the robot

FIG. 2. Two versions of the revised sheath. A: Top opening of version 1 (used in test 1). B: Top opening of version 2 (used in tests 2 and 3). C: Bottom of version 1 (used in test 1). D: Bottom of version 2 (used in tests 2 and 3).

FIG. 3. A: Illustration of the coaxial alignment test. B: The setting of test 2. The thick black arrow indicates the robotic arm, the thick white arrow indicates the holder, the thin black arrow indicates the robotic camera, and the thin white arrow indicates the high-definition camera. C: The high-definition camera and the holder used in test 3.
accurately positioned the range finder. The actual height was the distance between the tip of the finder and the first layer of the sheath. Then we calculated the height error, meaning the difference between the actual height and the set height of the system to place the finder. The error was shown by a mean value and a standard deviation.

Test 2

During this test, we sought to reflect the feasibility of the robotic system. Version 2 of the sheath was used and clamped onto a holder during this test. Mounted on the robot, the exoscope was connected to a computer (Fig. 3B) to display the surgical field. After calibration of the robotic system, the robotic arm was set to the starting position. As we adjusted the direction of the sheath, we started the timer and operated the robotic system to recognize the sheath’s facet. Next, the robotic system relocated the exoscope to an optimized position, after which we recorded the image captured by the high-definition exoscope on the computer for the subsequent evaluation. Then the robotic arm returned to the initiating position. These steps were repeated 20 times, and we stopped the timer at the last image recording (Video 2).

VIDEO 2. Demonstration of the process of test 2. Copyright Xiaolei Chen. Published with permission. Click here to view.

Test 3

The third test was aimed at comparing the fixing device with the robotic system and simulating the general port surgery. Test 3 was the same as test 2, except that a metal fixing arm replaced the robotic arm as a holder for the high-definition camera (Fig. 3C). Following the setup, we began the testing procedure by adjusting the direction of the sheath, then starting the timer. First, operator X changed the sheath’s direction to the possible position that may be encountered during a port surgery. Next, operator Z, manually located the high-definition exoscope to a suitable place, fastened the lock on the holder, and adjusted the image size and focus, followed by operator X screening the image that was transmitted by the camera on the laptop. We repeated these procedures 20 times and collected 20 images for analysis. The timer was stopped at the moment of the last screenshot.

Three researchers (Z.G., Z.Q., and M.L.), blinded to the study design, assessed four statements after evaluating the images taken by the high-definition camera: 1) The pattern was demonstrated clearly, representing clearness. 2) The pattern was located in the center of the top opening, representing coaxial alignment. 3) The pattern was located in the center of the visual field, representing the location. 4) The visual field was stable and comfortable, representing comfortableness.

The researchers rated each statement using a 5-point Likert scale (ranging from 1 to 5 points with 1 = strongly disagree and 5 = strongly agree) to assess each image. The score of each statement was aggregated into a total for each image. We used medians and interquartile ranges to demonstrate statistical description results of the scores of 20 images in each test. Finally, using IBM SPSS Statistics version 25 (IBM Corp.), we compared the scores of the images in different tests by the rank-sum test of two independent samples. A p value < 0.05 was regarded as statistically significant.

Results

Test 1

This robotic system placed the laser range finder successfully in all 20 rounds, which indicates a relatively high location accuracy on the plane parallel to the opening of the sheath and a satisfactory coaxial alignment. The setting height of the system (the distance between the finder’s tip and the first layer of the sheath) was 380.00 mm. The mean height errors ± SD were 1.14 mm ± 0.38 mm (downward) with the most significant error at 2.00 mm and 1.60 mm ± 0.89 mm (upward) with the most significant error at 3.00 mm.

Test 2

The image ratings of each researcher are demonstrated in Table 1. The mean total score of 20 images was 17.00 (range 16.70–17.30). For each statement, the results were 4.30 (IQR 4.00–4.30) for clearness, 4.30 (IQR 4.08–4.30) for coaxial alignment, 4.30 (IQR 4.30–4.40) for location, and 4.30 (IQR 4.08–4.30) for comfortableness. Test 2 took 20 minutes in total, and each round was 1 minute on average. Figure 4 shows typical images made with the high-definition exoscope.

Test 3

Table 2 illustrates the ratings of each statement. The mean total score of 20 images was 14.00 (range 13.00–14.93). For each statement, the results were 3.85 (IQR 3.30–4.30) for clearness, 3.30 (IQR 3.30–4.30) for coaxial alignment, 3.00 (IQR 2.40–3.30) for location, and 3.70 (IQR 3.00–3.70) for degree of comfort. Test 3 took 52 minutes in total, and each round was 2.6 minutes on average. Figure 5 shows typical images made with the high-definition camera.

| Researcher | Clearness  | Coaxial Alignment | Location | Comfortableness | Total |
|------------|-----------|-------------------|----------|----------------|-------|
| M.L.       | 4.00 (3.00–4.00) | 4.00 (4.00–4.00) | 4.00 (4.00–4.00) | 4.00 (3.25–4.00) | 15.50 (14.25–16.00) |
| Z.Q.       | 5.00 (5.00–5.00) | 5.00 (5.00–5.00) | 5.00 (5.00–5.00) | 5.00 (5.00–5.00) | 20.00 (20.00–20.00) |
| Z.G.       | 4.00 (4.00–4.00) | 4.00 (4.00–4.00) | 4.00 (4.00–4.00) | 4.00 (4.00–4.00) | 16.00 (16.00–16.00) |
| Overall mean (range) | 4.30 (4.00–4.30) | 4.30 (4.00–4.30) | 4.30 (4.00–4.30) | 4.30 (4.00–4.30) | 17.00 (16.70–17.30) |

Values represent the median (IQR) unless stated otherwise.
Comparison of Tests 2 and 3

For each image, the mean score of three researchers was calculated. Next, we compared the scores of the two groups of images. The p value of the rank-sum test for comparing the total score was < 0.001, reflecting a significant difference in the image quality between these two groups. Subgroup analysis of clearness (p = 0.003), coaxial alignment (p = 0.002), location (p < 0.001), and degree of comfort (p < 0.001) also showed significant differences between the two groups.

Discussion

Our novel CoBot system can act as a scope holding system for port surgery with high accuracy, presenting a more robust localization ability compared with traditional scope holders.

This robot is designed for port surgery using our patented obturator and transparent sheath set. It replaces the surgical staff assistant to some extent and leaves the dominance of the surgeon. Using our CoBot, a surgeon only needs to manipulate the port sheath and, therefore, can operate with both hands. Meanwhile, the CoBot automatically adjusts the scope to the optimal position with a constant distance for a clear focus; in this way, significant time and effort can be saved.

Robotic scope holding systems have already been introduced in neurosurgery. However, these systems rely on a navigation system to track or work passively using a controller. Most of them are integrated platforms that merge the scope, navigation, and robotic arm as a whole. Additionally, systems like ROSA and NeuroMate are cumbersome and costly, which hampers their integration in the operating room. One of our breakthroughs is that our untethered CoBot system can work without a navigation system, track the sheath itself automatically, and, thus, display the surgical field actively. Its compactness and portability also facilitate its integration in the general operating room and widen its application in some special situations, such as during wartime. In addition, this system can be used with scopes of various kinds and brands, and the self-designed program—the core of our robotic system—can be matched with different robotic arms and cameras. Both of these attributes expand the potential applications of this system. Additionally, by subjecting the CoBot system to experimental conditions and apparatus, we were able to prove and evaluate its feasibility and positioning accuracy.

In test 1, the laser successfully passing through two central holes reflected both an excellent coaxial alignment and positioning. The success rate of positioning was 100% for 20 rounds. The mean height errors were 1.14 mm (downward) with the most significant error at 2 mm, and 1.60 mm (upward) with the most significant error at 3 mm, which, in our view, reflects a relatively high accuracy for port surgery.

For a scope holding system, coaxial alignment weighs more than the positioning error of a certain point.
ertheless, few studies of scope holding systems have paid attention to coaxial alignment. Due to the difficulty of direct measurement of coaxial alignment and limited testing conditions, which requires professional equipment, we used the laser light to prove the coaxial alignment qualitatively. Two holes were on the central axis of version 1 of the sheath. When the laser finder substituted the scope, the laser represented the central axis of the scope. Therefore, if the laser aligned with the sheath’s central axis, light could pass through the holes and reach the testing platform, which could easily be determined from a visible spot of light. Although it was qualitative, it avoided artificial measurement errors as much as possible. We tried other quantitative methods to measure the errors in a previous pilot study, but the results were disappointing. Another merit of our current method is that the passing of light ensures a vertical measurement of height, which we found difficult to define and measure correctly in a previous pilot study.

Tests 2 and 3 simulated exoscopic port surgery. In test 3, two operators manipulated the sheath and scope holder, similar to the process during a port surgery. Operator Z reported difficulty and inconvenience in adjusting the joints of the holder and aligning the camera with the sheath. We frequently refocused, zoomed in, or zoomed out, which could not ensure a stable picture. In addition, the imperfect location of the sheath’s facet in the display was constantly changing, causing much discomfort when we stared at the screen. However, in test 2, the robotic system provided a stable visual field with high positioning accuracy, bringing conveniences such that we did not need to refocus and zoom if an optimal location was set. The results of these two tests were 40 images made with the high-definition camera. Since there is no consensus on the method to evaluate the imaging quality of the surgical scope, we designed a scale containing four aspects rated by three researchers who were blinded to the study design and process. The four statements reflected four elements of a scope holding system: providing a clear visual field, coaxial alignment, correct location, and comfort and stability. Our comparison results demonstrated that the images made with the camera placed by a robotic system possessed a higher quality, meaning that the “CoBot” could reasonably provide an appropriate visual field for surgery. Test 3 took 52 minutes in total for operating 20 rounds, and for each round, the average time was 2.6 minutes, whereas the manipulation of the robotic system (test 2) only took 20 minutes (1 minute for each round). Although we did not compare time statistically, the difference in minutes suggests that we saved a considerable amount of time using the robotic scope holding system.

Although we designed this system for port surgery, its capacity has further potential. Face identification could be achieved via its robust algorithm, making it possible to turn the robotic system into a navigation system with facial registration. The ability to automatically hold and place the equipment may enable its use in general endoscopic and other types of surgery, or even other surgical fields. Moreover, the system’s ability to identify particular objects from disordered products could be transformed into substitution of the surgical assistant and instrument nurses. All these possibilities brighten the future application of this robotic system in the medical field.

It is worth mentioning that this study is a successful attempt to apply an industrial robot in neurosurgery. As far as we know, few studies have tried the industrial robot for intracranial procedures. The industrial robot has already been introduced in other fields such as radiosurgery, spine surgery, and otosurgery. Although a previous study argued the possible but complicated application of industrial robots in surgery, we believe that an appropriate and thoroughly designed translational research of industrial robots can excavate even more potential uses for surgical robots and simplify surgical procedures.

Nevertheless, although the robot could perform the function of inserting the endoscope model into the sheath, limited by our testing conditions, we did not test its performance during simulated endoscopic surgery. The artificial error in the image evaluation cannot be neglected. In a future study, we will have to refine the testing process and conditions in order to study the robot in the context of endoscopic port surgery. For clinical application of this system, a further safety test is ongoing to ensure that the CoBot will brake immediately if it collides with any object. We added force sensors in the robotic arm joints; the sensors were previously used in the industrial version of our CoBot. With these sensors, when the robotic arm encounters a resistance force > 1 N (102 g), it will stop moving. These safety measures are very effective in industrial applications. We are now adopting this technology in our system. Furthermore, we hope to carry out a clinical feasibility study with a small sample of cases after verifying the safety of the CoBot system.

Conclusions

Our newly developed CoBot system can act as an efficient instrument holding system for port surgery, providing further evidence for the substitution of human hands, and leading to a more user-friendly, precise, and safer operation.
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