Some inequalities for reversible Markov chains and branching random walks via spectral optimization

Jonathan Hermon *

Abstract

We present results relating mixing times to the intersection time of branching random walk (BRW) in which the logarithm of the expected number of particles grows at rate of the spectral-gap gap . This is a finite state space analog of a critical branching process. Namely, we show that the maximal expected hitting time of a state by such a BRW is up to a universal constant larger than the \( L_\infty \) mixing-time, whereas under transitivity the same is true for the intersection time of two independent such BRWs.

Using the same methodology, we show that for a sequence of reversible Markov chains, the \( L_\infty \) mixing-times \( t_{\text{mix}}^{(\infty)} \) are of smaller order than the maximal hitting times \( t_{\text{hit}} \) if the product of the spectral-gap and \( t_{\text{hit}} \) diverges, by establishing the inequality \( t_{\text{mix}}^{(\infty)} \leq \frac{1}{\text{gap}} \log( e t_{\text{hit}} \cdot \text{gap}) \). This resolves a conjecture of Aldous and Fill [5] Open Problem 14.12 asserting that under transitivity the condition that \( t_{\text{hit}} \gg \frac{1}{\text{gap}} \) implies mean-field behavior for the coalescing time of coalescing random walks.
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1 Introduction

The purpose of this article is to establish new relations between certain natural quantities associated with a reversible Markov chain on a finite state space using a new 'spectral optimization' technique. These quantities are the maximal hitting time of a state \( t_{\text{hit}} \), the \( L_\infty \) (a.k.a. uniform) mixing time \( t_{\text{mix}}^{(\infty)} \) and the spectral-gap gap. One of these relations (implied by Theorem 1) is the inequality \( t_{\text{mix}}^{(\infty)} \leq \frac{1}{\text{gap}} \log( e t_{\text{hit}} \cdot \text{gap}) \), which as we explain below is the missing component which previously remained open concerning a conjecture of

*University of British Columbia, Vancouver, UK. E-mail: jhermon.math.ubc.ca. Financial support by the EPSRC grant EP/L018896/1 and by NSERC discovery and accelerator grants.
Aldous and Fill about a sufficient condition for mean field behavior for coalescing random walk. We then give in §1.1 (Theorem 2) higher order versions of this involving a parameter $\ell \in \mathbb{N}$, with $\ell = 1$ corresponding to hitting times as in Theorem 1 and $\ell = 2$ to intersection times, as in Theorem 4. The connection of the cases $\ell = 1, 2$ with branching random walk which splits at a rate of order of the spectral-gap is given in §1.2 in Theorems 3 and 4. In particular, we give an interpretation to the quantity 

$$1 \text{ gap } \log(c \text{ hit } \cdot \text{ gap})$$

(from the above bound on $t_{\text{mix}}(\infty)$) in terms of hitting times for such a branching random walk, as well as a probabilistic interpretation in the transitive setup of the bound of Theorem 2 in the case $\ell = 2$ in terms of intersection times of two independent such branching random walks.

The aforementioned relations refine previously known relations, such as the classical inequality (1.4) below as well as the work of Peres et al. [24] which was the first to relate intersection times to mixing times (this work refines [24] only in the transitive setup).

It is a classical result of Aldous [3] that the total variation mixing time of a reversible Markov chain can be characterized in terms of hitting times of sets. For recent refinements of this result see [23, 21, 6]; see also [15] for an analogous result concerning the $L_\infty$ mixing time. It is also well-known that the $L_\infty$ mixing time can be (usually very loosely) bounded in terms of the maximal (expected) hitting time of a state (see (2.5)) and also (usually less loosely) in terms of the spectral-gap (2.4) (see (1.4) below for a combination of parts of (2.4)-(2.5)). Our Theorem 1 gives a more precise relation between these quantities than these two bounds. This new relation is also of theoretical interest, as it gives a simple spectral characterization for the condition that the mixing time and the maximal hitting time are of the same order. The implication of this for a conjecture of Aldous and Fill about mean field behavior of coalescing random walk is discussed later.

Let $(X_t)_{t \geq 0}$ be an irreducible Markov chain on a finite state space $V$ with transition matrix $P$ and stationary distribution $\pi$ (we use this notation throughout the paper). We consider the continuous-time rate 1 version of the chain. Let $H_t := e^{-t(I-P)}$ be its heat kernel (so that $H_t(\cdot, \cdot)$ are the time $t$ transition probabilities). We note that our results are valid also in the discrete-time setup when $\min_{x \in V} P(x, x)$ is bounded away from 0. We denote the eigenvalues of the Laplacian $I - P$ by $0 = \lambda_1 < \lambda_2 \leq \ldots \lambda_{|V|} \leq 2$. The spectral-gap is defined as $\lambda_2$ and the relaxation-time as $t_{\text{rel}} := \frac{1}{\lambda_2}$.

The maximal expected hitting time of a state is given by

$$t_{\text{hit}} := \max_{x, y \in V} \mathbb{E}_x[T_y], \quad \text{ where } \quad T_y := \inf\{t : X_t = y\}.$$ 

It is well-known that the random target time $t_\odot := \sum_y \pi(y)\mathbb{E}_x[T_y]$ is independent of $x$ (see §2.2; the notation $t_\odot$ is borrowed from [18]) and so it is equal to the average hitting time

$$t_\odot = \sum_{x,y} \pi(y)\pi(x)\mathbb{E}_x[T_y] = \sum_y \pi(y)\mathbb{E}_x[T_y] = \sum_y \pi(y)t_{\pi \rightarrow y},$$

[1] We say a Markov chain on a countable state space $V$ with transition matrix $P$ is transitive if for every $x, y \in V$ there is a bijection $f : V \rightarrow V$ such that $f(x) = y$ and $P(x, z) = P(y, f(z))$ for all $z \in V$. 
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where \( t_{\pi \to y} := \mathbb{E}_\pi[T_y] \) is the expected hitting time of a state \( y \) starting at equilibrium. We denote the \( \varepsilon \) \( L_\infty \) mixing time and the \( \varepsilon \) average \( L_2 \) mixing time, respectively, by \(^2\)

\[
t_{\text{mix}}^{(\infty)}(\varepsilon) := \inf \{ t : \max_{a,b} \left| \frac{H_t(a,b)}{\pi(b)} - 1 \right| \leq \varepsilon \} = \inf \{ t : \max_a \left| \frac{H_t(a,a)}{\pi(a)} - 1 \right| \leq \varepsilon \},
\]

\[
t_{\text{ave-mix}}^{(2)}(\varepsilon) := \inf \{ t : \sum_x H_{2t}(x,x) \leq 1 + \varepsilon^2 \} = \inf \{ t : \sum_x \pi(x)d_{2,x}^2(t) \leq \varepsilon^2 \},
\]

where \( d_{2,x}^2(t) := \frac{H_{2t}(x,x)}{\pi(x)} - 1 \geq 0 \) (see (2.1)-(2.2) below). The \( \varepsilon \) \( L_2 \) mixing time, starting from initial state \( x \), is \( t_{\text{mix}}^{(2),x}(\varepsilon) := \inf \{ t : \frac{H_{2t}(x,x)}{\pi(x)} - 1 \leq \varepsilon^2 \} \). We write \( t_{\text{mix}}^{(\infty)} \), \( t_{\text{mix}}^{(2),x} \) and \( t_{\text{ave-mix}}^{(2)} \) for \( t_{\text{mix}}^{(\infty)}(1/2) \), \( t_{\text{mix}}^{(2),x}(1/2) \) and \( t_{\text{ave-mix}}^{(2)}(1/2) \). We note that (1.1) below follows from (1.2) by considering \( x \) such that \( t_{\text{mix}}^{(2),x}(\sqrt{\varepsilon}) = \frac{1}{2} t_{\text{mix}}^{(\infty)}(\varepsilon) \) (such \( x \) exists by (2.1) below).

**Theorem 1.** For an irreducible reversible Markov chain with a finite state space we have \(^3\)

\[
t_{\text{mix}}^{(\infty)}(\varepsilon) \leq t_{\text{rel}} \max \left\{ 1, \log \left( \frac{\max_x t_{\pi \to x}}{\varepsilon t_{\text{rel}}} \right) \right\} \quad \text{for all } \varepsilon > 0 \text{ and so}
\]

\[
t_{\text{mix}}^{(\infty)} \lesssim t_{\text{rel}} \log(1 + t_{\text{hit}}/t_{\text{rel}}).
\]

\[
\forall x \text{ and all } \varepsilon > 0, \quad t_{\text{mix}}^{(2),x}(\varepsilon) \leq \frac{1}{2} t_{\text{rel}} \max \left\{ 1, \log \left( \frac{t_{\pi \to x}}{\varepsilon^2 t_{\text{rel}}} \right) \right\}. \tag{1.2}
\]

\[
t_{\text{ave-mix}}^{(2)} \leq \frac{1}{2} t_{\text{rel}} \log \left( \frac{4t_{\text{hit}}}{t_{\text{rel}}} \right). \tag{1.3}
\]

It is classical (see (2.4) and (2.5)) that

\[
t_{\text{rel}} \log 2 \leq t_{\text{mix}}^{(\infty)} \leq \min \left\{ t_{\text{rel}} \log \left( \frac{4}{\pi_*} \right), 9t_{\text{hit}} \right\}, \quad \text{where } \pi_* := \min_x \pi(x). \tag{1.4}
\]

In light of the general bound \( t_{\text{hit}} \leq \frac{2^\varepsilon}{(\varepsilon-1)\pi_* t_{\text{rel}}} \) (see (2.13)) one sees that (1.1) refines (1.4). For instance, for simple random walk on a 2 dimensional (discrete grid) torus \( \mathbb{Z}_m^2 \) of side length \( m \) (1.1) gives \( t_{\text{mix}}^{(\infty)} = O(m^2 \log \log m) \) whereas (1.4) gives \( t_{\text{mix}}^{(\infty)} = O(m^2 \log m) \) (we used the fact that in this case \( t_{\text{rel}} = \Theta(m^2) \) and \( t_{\text{hit}} = \Theta(m^2 \log m) \), see e.g. [18]).

Typically (1.1) is much better than the bound \( t_{\text{mix}}^{(\infty)} \leq 9t_{\text{hit}} \) (indeed, \( a \log(1 + b/a) \leq b \) for all \( a, b > 0 \) but \( a \log(1 + b/a) \ll b \) when \( a \ll b \); apply this to \( a = t_{\text{rel}} \) and \( b = t_{\text{hit}} \geq t_{\text{rel}} = a \)).

\(^2\)See (2.2)-(2.3) and the discussion in §2.1 for the second equality for \( t_{\text{mix}}^{(\infty)} \) as well as for some motivation for \( t_{\text{ave-mix}}^{(2)} \) and an interpretation of it as an “average \( L_2 \) mixing time” (as suggested by its name).

\(^3\)We write \( o(1) \) for terms which vanish as \( n \to \infty \). We write \( f_n = o(g_n) \) or \( f_n \ll g_n \) if \( f_n/g_n = o(1) \). We write \( f_n = O(g_n) \) (and also \( g_n = \Omega(f_n) \)) if there exists a constant \( C > 0 \) such that \( |f_n| \leq C |g_n| \) for all \( n \). We write \( f_n = \Theta(g_n) \) if \( f_n = O(g_n) \) and \( g_n = O(f_n) \). We use \( \lesssim \) and \( \simeq \) to indicate that an inequality (or a two-sided inequality, respectively) holds up to a universal constant for all Markov chains under consideration (usually, all reversible chains with a finite state space, or such chains that are also transitive).
which typically satisfy \(a \ll b\). A rare\(^4\) transitive example where this fails is simple random walk on the \(n\)-cycle in which \(t^{(\infty)}_{\text{mix}} = \Theta(n^2) = t_{\text{hit}} = \Theta(t_{\text{rel}} \log(1 + t_{\text{hit}}/t_{\text{rel}}))\) (without transitivity, it is still fairly uncommon for \(t^{(\infty)}_{\text{mix}}\) and \(t_{\text{hit}}\) to be of the same order).

The improvement of (1.1) over \(t^{(\infty)}_{\text{mix}} \leq t_{\text{rel}} \log (4/\pi_*)\) is usually less significant than its improvement over \(t^{(\infty)}_{\text{mix}} \leq 9t_{\text{hit}}\). This is because \(t^{(\infty)}_{\text{mix}} \leq t_{\text{rel}} \log (4/\pi_*)\) is already reasonably sharp, considering the complementary inequality \(t^{(\infty)}_{\text{mix}} \geq t_{\text{rel}} \log 2\). In order for (1.1) to improve upon \(t^{(\infty)}_{\text{mix}} \leq t_{\text{rel}} \log (4/\pi_*)\) by more than a constant factor, it is necessary that \(\log(t_{\text{hit}}/t_{\text{rel}}) \ll \log (1/\pi_*),\) which for a random walk on an \(n\)-vertex graph is the same as the condition that \(\log(t_{\text{hit}}/t_{\text{rel}}) \ll \log n\). (This forbids e.g., \(t_{\text{rel}} \leq n^{1-\Omega(1)}\).

Other than the 2D torus, there are no many natural examples satisfying that \(\log(t_{\text{hit}}/t_{\text{rel}}) \ll \log (1/\pi_*)\) and \(t_{\text{rel}} \ll t_{\text{hit}}\) (especially ones which are transitive). (We mention the condition \(t_{\text{rel}} \ll t_{\text{hit}}\) as the case \(t_{\text{rel}} = \Theta(t_{\text{hit}})\) was already discussed above). Theorem 2 provides a higher order versions of Theorem 1 which can be used to recover the correct order of the mixing time in more examples (see Example 1.4).

Equation (1.12) below gives a probabilistic interpretation for the r.h.s. of (1.1) in terms of hitting times for branching random walk.

Throughout the superscript ‘\((n)\)’ indicates that we are considering the \(n\)th Markov chain in the sequence (not to be confused with ‘\((\infty)\)’ and ‘\((2)\)’ for \(L_\infty\) and \(L_2\) mixing times).

**Corollary 1.1.** For a sequence of irreducible reversible Markov chains with finite state spaces the following are equivalent:

\[
(i) \quad \left( t^{(\infty)}_{\text{mix}} \right)^{(n)} = \Theta \left( t^{(n)}_{\text{hit}} \right) \quad \text{(respectively, } t^{(\infty)}_{\text{mix}} \ll t^{(n)}_{\text{hit}} \text{)},
\]

\[
(ii) \quad t^{(n)}_{\text{rel}} = \Theta \left( t^{(n)}_{\text{hit}} \right) \quad \text{(respectively, } t^{(n)}_{\text{rel}} \ll t^{(n)}_{\text{hit}} \text{)}.
\]

Also, \(t^{(2)}_{\text{ave-mix}} \ll t^{(n)}_{\text{hit}}\) (respectively, \(t^{(2)}_{\text{ave-mix}} \ll t^{(n)}_{\text{hit}}\)) if and only if \(t^{(n)}_{\text{rel}} = \Theta \left( t^{(n)}_{\text{hit}} \right)\) (respectively, \(t^{(n)}_{\text{rel}} \ll t^{(n)}_{\text{hit}}\)).

The equivalence between (i) and (ii) is immediate from (1.1) in conjunction \(t_{\text{rel}} \leq t_{\text{hit}}\). Likewise, the second equivalence in the corollary follows at once from (1.3) above.

Let us put Corollary 1.1 in a broader context. Spectral conditions play an important role in the modern theory of Markov chains. A common theme is that for a sequence of reversible Markov chains with finite state spaces of diverging sizes, certain phenomena

\(^{[4]}\)In a work in preparation with Benjamini, Tessera and Tointon we show that for a sequence of finite vertex-transitive graphs \(G_n\) of fixed degree and increasing sizes satisfying that their mixing times are proportional to their maximal hitting times, \(G_n\) rescaled by their diameters converge in the Gromov-Hausdorff topology to the unit circle \(S^1\). Thus under transitivity \(t^{(\infty)}_{\text{mix}} = \Theta(t_{\text{hit}})\) is a very strong condition.
can be understood in terms of the simple condition that the product of the spectral-gap and some other natural quantity diverges. One instance is the cutoff phenomenon and the well-known product condition. This is the condition that the product of the mixing time and the spectral-gap diverges. It is a necessary condition for precutoff in total-variation [18, Proposition 18.4] and a necessary and sufficient condition for cutoff in $L_2$ [7] (in total variation it is known to be a sufficient condition for random walks on trees [6]; see the recent [25] where a modified spectral condition is shown to imply (total variation) cutoff for chains with non-negative curvature). Another such example is given in [11], where it is shown that for a sequence of reversible transitive Markov chains (or more generally, ones for which the average and maximal hitting times of states are of the same order) the cover time is concentrated around its mean (for all initial states) if and only if the product of the spectral-gap and the (expected) cover time diverges (this refines a classical result of Aldous [4]).

Corollary 1.1 concerns the condition that the product of the spectral-gap and the maximal hitting time diverges. This condition was first studied in the context of hitting times in transitive reversible chains by Aldous [1], where it is shown to imply that the maximal and the average hitting time differ only by a smaller order term, and that the law of the hitting time of a vertex is close to an exponential distribution for most initial states.

**Mean field behavior for coalescing random walks:** As we now explain, Corollary 1.1 resolves a conjecture of Aldous and Fill [5, Open Problem 14.12] (re-iterated more recently by Aldous [2, Open Problem 5]). The conjecture asserts that for a sequence of vertex-transitive graphs, the condition that $t_{rel}^{(n)} \ll t_{hit}^{(n)}$ implies mean-field behavior for the coalescing time $\tau_{coal}$ of coalescing random walks. The term mean-field behavior here means that if $t_{meet}$ is the “meeting-time”, which is defined as the expected collision time of two independent walks started each at equilibrium, then the law of $\tau_{coal}/t_{meet}$ converges in distribution (as the index of the graph diverges) to the corresponding limit for the complete graph on $n$ vertices, which is the law of the coalescence time in Kingman’s coalescence (up to a scaling by a factor $n - 1$).

Oliveira [20] has already done all of the heavy lifting, and Corollary 1.1 merely closes the gap between what is proven in [20] and the aforementioned conjecture. Indeed, Oliveira [20] verified the conjecture (for vertex-transitive graphs) under the seemingly stronger condition $(t_{mix}^{TV})^{(n)} \ll t_{hit}^{(n)}$ (see the two comments at the top of p. 3423 in [20]). However, Theorem 3 asserts that this condition is in fact equivalent to the condition $t_{rel}^{(n)} \ll t_{hit}^{(n)}$. We strongly believe that by combining Oliveira’s methodology from [20] with the one from [11] it is possible to show that for a sequence of reversible chains on finite state spaces $\Omega_n$ (of diverging sizes) with stationary distributions $\pi_n$ satisfying that $\max_{x \in \Omega_n} \pi_n(x) = \Theta(\min_{x \in \Omega_n} \pi_n(x))$ and $\min_{x \in \Omega_n} \mathbb{E}_{\pi_n}[T_x] = \Theta(\max_{x \in \Omega_n} \mathbb{E}_{\pi_n}[T_x])$, the condition that $t_{rel}^{(n)} \ll t_{hit}^{(n)}$ implies mean-field behavior for the coalescing time of coalescing random walks. (Crucially, one can show that such a sequence satisfies $t_{meet}^{(n)} = \Theta(t_{hit}^{(n)})$.)
Stability of the condition \((t^{(n)}_{\text{mix}})^{\infty}) \ll t^{(n)}_{\text{hit}}\): The total-variation mixing time is given by
\[
t_{\text{mix}}^{TV} := \inf \left\{ t : \max_{x} d_{1,x}(t) \leq \frac{1}{2} \right\}, \quad \text{where } d_{1,x}(t) := \sum_{y} |H_{t}(x, y) - \pi(y)|.
\]
While it is known that the order of the \(L_{\infty}\) and total variation mixing times can change under a small perturbation of the edge weights or under a rough-isometry \([8, 13, 14, 16]\), it follows from Corollary 1.1 and (2.4) that the condition \((t^{(n)}_{\text{mix}})^{\infty}) \ll t^{(n)}_{\text{hit}}\) as well as the condition \((t^{TV}_{\text{mix}})^{n}) \ll t^{(n)}_{\text{hit}}\) are robust under rough-isometries as well as under a small perturbation of the edge weights, a fact which a-priori is entirely non-obvious.\(^5\) This is in contrast with the spectral condition \(t^{(n)}_{\text{rel}} \ll (t^{TV}_{\text{mix}})^{(n)}\), which is shown in [16, Thm. 3] to be sensitive to small perturbations.

1.1 Higher order analogs of Theorem 1

We write \(\rho_{x} := \rho_{x,2}\) and \(\sigma_{x} = \sigma_{x,2}\) where for \(\ell \in \mathbb{N}\)
\[
\rho_{x,\ell} := \int_{0}^{2t_{\text{rel}}} s^{\ell-1} \frac{(H_{s}(x, x) - \pi(x))}{(\ell - 1)!\pi(x)} \, ds \quad \text{and} \quad \sigma_{x,\ell} := \int_{0}^{\infty} s^{\ell-1} \frac{(H_{s}(x, x) - \pi(x))}{(\ell - 1)!\pi(x)} \, ds. \tag{1.5}
\]
We denote the size of the state space by \(n\) and write
\[
Q = Q_{2} := \sum_{i=2}^{n} \frac{1}{\lambda_{i}^{2}} \quad \text{and} \quad Q_{\ell} := \sum_{i=2}^{n} \frac{1}{\lambda_{i}^{\ell}},
\]
where as above \(0 = \lambda_{1} < \lambda_{2} = \text{gap} \leq \cdots \leq \lambda_{n} \leq 2\) are the eigenvalues of \(I - P\). The motivation behind these definitions shall become clear soon.

**Theorem 2.** For an irreducible reversible Markov chain with a finite state space \(V\) and \(\ell \in \mathbb{N}\) we have that
\[
\forall \epsilon > 0, \quad t^{(2)}_{\text{ave-mix}}(\epsilon) \leq \frac{1}{2} t_{\text{rel}} \max \{ \log (\epsilon^{-2} Q_{\ell} / t_{\text{rel}}^{\ell}) , \ell \}. \tag{1.6}
\]
\[
\forall x \in V, \epsilon > 0, \quad t^{(2)}_{\text{mix}}(\epsilon) \leq \frac{1}{2} t_{\text{rel}} \max \{ \log (\epsilon^{-2} \sigma_{x,\ell} / t_{\text{rel}}^{\ell}) , \ell \}. \tag{1.7}
\]
\[
\forall \epsilon > 0, \quad t^{(\infty)}_{\text{mix}}(\epsilon) \leq t_{\text{rel}} \max \{ \log (\epsilon^{-1} \sigma_{\ell} / t_{\text{rel}}^{\ell}) , \ell \}, \quad \text{where } \sigma_{\ell} := \max_{x \in V} \sigma_{x,\ell}. \tag{1.8}
\]
Recall that the \(\Gamma(\ell, 1)\) distribution has density function \(f_{\ell}(t) = \frac{t^{\ell-1} e^{-t}}{(\ell-1)!} 1_{\{t \geq 0\}}\). For \(\ell \in \mathbb{N}\) it is the law of a sum of \(\ell\) i.i.d. \(\text{Exp}(1)\). Denote \(\kappa_{\ell} := \mathbb{P}[Z_{\ell} \leq 2\ell] \approx 1\), where \(Z_{\ell} \sim \Gamma(\ell, 1)\).

\(^{5}\)The fact that the maximal (expected) hitting time can change only by a bounded factor under a quasi isometry can be seen from the commute-time identity (e.g. [18, Eq. (10.14)]) combined with the robustness of the effective-resistance under quasi isometries (cf. the proof of Theorem 2.17 in [19]).
Proposition 1.2. For an irreducible reversible Markov chain with a finite state space and \( \ell \in \mathbb{N} \) we have that
\[
Q_\ell = \sum_x \pi(x) \sigma_{x,\ell}.
\] (1.9)

\[\forall x, \kappa \sigma_{x,\ell} \leq \rho_{x,\ell} \leq \sigma_{x,\ell} \] (1.10)

Remark 1.3. Using material from §2 (namely, (2.6)-(2.7)) we have that \( Q_1 = t \odot \) and that \( \sigma_{x,1} = t_{\pi \to x} \). Hence the case \( \ell = 1 \) corresponds to Theorem 1. The case \( \ell = 2 \) will also play a special role in what comes.

Example 1.4. The quantity \( \rho_{x,\ell} \) (which in the transitive setup is proportional to \( Q_\ell \) by Proposition 1.2) can easily be estimated for random walk on a \( d \)-dimensional torus \( \mathbb{Z}_m^d \) of side length \( m \). In particular, taking in (1.7) \( \ell = 2d \) gives \( t^{(\infty)}(\mathbb{Z}_m^d) = O(dt_{rel}) \), which is sharp up to a constant factor which depends on \( d \). Indeed \( t^{(\infty)}(\mathbb{Z}_m^d) = \Theta(t_{rel} \log d) \). We note that taking \( \ell = 2 \) already suffices to recover the order of the mixing time up to a constant factor for \( d = 2, 3 \) and up to a \( \log \log m \) factor for \( d = 4 \).

One can reach the same conclusion using (1.6) via a harder calculation exploiting the fact that the eigenvalues for random walk on \( \mathbb{Z}_m^d \) have a simple explicit expression (e.g. [18, §§12.3-13.4]). We omit this calculation as it is somewhat tedious and not particularly illuminating.

Let \((X_t)_{t \geq 0}\) and \((Y_t)_{t \geq 0}\) be two independent realizations of the rate 1 continuous-time Markov chain corresponding to transition matrix \( P \). The intersection-time is defined as
\[
\tau_I := \inf \{ t : X_t \in \{ Y_s : s \in [0,t] \} \text{ or } Y_t \in \{ X_s : s \in [0,t] \} \}.
\]

It is shown in [24] that under reversibility\(^6\)
\[
t^{TV}_{mix} \lesssim t_1 := \max_{x,y} \mathbb{E}_{x,y}[\tau_I] \quad \text{where} \quad \mathbb{E}_{x,y}[\cdot] := \mathbb{E}_{x,y}[\cdot | X_0 = x, Y_0 = y],
\]
and that if in addition \( P \) is also transitive then
\[
t_1 \simeq \mathbb{E}_{\pi,\pi}[\tau_I] \simeq \sqrt{Q}, \quad (1.11)
\]
where \( \mathbb{E}_{\pi,\pi} \) is the expectation when \( X_0 \sim \pi \) and \( Y_0 \sim \pi \) (independently). It is shown in [24] (Lemma 3.7) that in the transitive reversible setup \( t^{(\infty)}_{mix}(1/4) \leq 2\sqrt{Q} \) (see §5 for a generalization of this fact). The case \( \ell = 2 \) of (1.6) offers a substantial improvement in the transitive reversible setup, improving \( 2\sqrt{Q} \) to \( t^{(\infty)}_{mix}(1/4) \leq t_{rel} \max \{ \log (4Q/t_{rel}^2), 2 \} \).

Theorem 3 below (namely (1.16)) offers an analog of (1.11) by interpreting this upper bound from (1.6) in terms of the (expected) intersection time for a certain branching random walk, which we describe in the next subsection.

Using (1.11), the following corollary is an immediate consequence of (1.6).

**Corollary 1.5.** In the above setup, for a sequence of reversible transitive chains:

\[
t^{(n)}_{rel} \ll t^{(n)}_1 \text{ if and only if } (t^{(\infty)}_{mix})^{(n)} \ll t^{(n)}_1.
\]

\(^6\)In [24] discrete-time lazy chains are considered. However their analysis extends to the continuous-time setup.
### 1.2 Hitting and intersection times for “critical” branching random walk

A branching random walk (BRW) with rate $\gamma$ (think of $\gamma$ as the spectral-gap) is a continuous time process in which each particle splits into two particles at rate $\gamma$, independently of the rest of the particles.\footnote{We can treat other variants, including working in discrete-time and/or having a random offspring distribution supported on $\mathbb{N} := \{1, 2, \ldots\}$. The important thing is that the number of particles at time $t$ grows like $\exp(\Theta(t \text{ gap}))$. See Remark 1.6 for more details.} Each particle performs a rate 1 continuous-time random walk corresponding to some transition matrix $P$, which we assume to be reversible w.r.t. $\pi$, independently of the rest of the particles. We consider the case that initially there is a single particle whose initial distribution is the stationary distribution $\pi$.

Theorem 1 explores the relation between hitting-times, mixing-times and the relaxation-time. The hitting-times of a single state are often much larger than the mixing-time (mixing-times are in fact equivalent to hitting-times of large sets [3, 6, 23, 21, 12, 15]), and so it is interesting to relate hitting times of a BRW with $\gamma = \text{gap}$ to mixing-times. As we now explain, the choice $\gamma = \text{gap}$ is natural. With this choice, the number of particles grow by a constant factor every $1/\text{gap}$ time units. The analog of $1 - \rho$ for infinite irreducible reversible chains on a countable state space is the spectral-radius $\rho$ (see e.g., [19, §6.2]). It is classical that $\rho \leq 1$ and that when $\rho = 1$ a branching random walk with offspring distribution of mean $\mu > 1$ is recurrent, while when $\rho < 1$ the critical mean offspring distribution for recurrence of a branching random walk (when the process is conditioned to survive) is $\mu_c = 1/\rho$ (e.g. [10]). At $\mu_c$ the number of particle grows by a constant factor every $1/(1 - \rho)$ time units. Since $1/\text{gap}$ is the finite setup analog of $1/(1 - \rho)$, we may interpret our BRW as a “critical BRW”. It is thus less surprising that such a BRW has interesting connections with the mixing time of the chain.

Let $T_x$ be the first time at which state $x$ is visited by a particle. The intersection-time of two independent BRWs as above, with independent initial distributions, sampled from $\pi$, denoted by $I$, is defined to be the first time $t$ at which a particle from one of the two processes visits a state which was previously visited by a particle from the other process. The following two theorems and Corollary 1.5 refine Theorem 1 and Corollary 1.1. We emphasize that the implicit constants below are all independent of the choice of $P$. We recall that $t_{\pi \to x} = \mathbb{E}_\pi[T_x]$ is the expected hitting time of $x$ by the chain (i.e., by a single particle), starting at equilibrium.

**Theorem 3.** In the above setup, with $\gamma$ taken to be the spectral-gap of $P$, we have that

$$t_{\text{mix}}^{(\infty)} \lesssim t_{\text{rel}} \log(1 + t_{\text{hit}}/t_{\text{rel}}) \lesssim \max_x \mathbb{E}_{\text{BRW}}[T_x],$$

(1.12)

$$\forall x, \quad t_{\text{rel}} \log(t_{\pi \to x}/t_{\text{rel}}) \mathbf{1}_{\{t_{\pi \to x} \geq C_0 t_{\text{rel}}\}} \lesssim \mathbb{E}_{\text{BRW}}[T_x] \lesssim t_{\text{mix}}^{\text{TV}} + t_{\text{rel}} \log(1 + t_{\pi \to x}/t_{\text{rel}}),$$

(1.13)

for some absolute constant $C_0$ (independent of $P$ and $x$).

Let $\rho_{\max} := \max_x \rho_x$ and $\rho_{\min} := \min_x \rho_x$, where $\rho_x = \rho_{x,2}$ is as in (1.5).
Theorem 4. In the above setup, with $\gamma$ taken to be the spectral-gap of $P$, we have that

$$
\mathbb{E}_{\text{BRW}}[\mathcal{I}] \lesssim t_{\text{rel}} \log \left(1 + \frac{\rho_{\max}}{t_{\text{rel}}}\right),
$$

(1.14)

$$
\mathbb{E}_{\text{BRW}}[\mathcal{I}] \gtrsim t_{\text{rel}} \log \left(1 + \frac{\rho_{\min}}{t_{\text{rel}}}\right) \mathbf{1}_{(\rho_{\min} \geq C_1 t_{\text{rel}})},
$$

(1.15)

for some absolute constant $C_1$ (independent of $P$). Finally, if $P$ is also transitive then

$$
t_{\text{mix}}^{(\infty)} \leq t_{\text{rel}} \max\{1, \frac{1}{2} \log \left(4 \mathcal{Q}/t_{\text{rel}}^2\right)\} \asymp t_{\text{rel}} \log \left(1 + \sqrt{\mathcal{Q}/t_{\text{rel}}}\right) \asymp \mathbb{E}_{\text{BRW}}[\mathcal{I}].
$$

(1.16)

We note that the second ‘$\asymp$’ in (1.16) follows from (1.14)-(1.15) using (1.9) and (1.10), whereas the inequality in (1.16) is immediate from (1.6).

We note that (1.16) refined (1.12) in the transitive setup. Indeed, it is not hard to see that $\mathbb{E}_{\text{BRW}}[\mathcal{I}] \lesssim \max_x \mathbb{E}_{\text{BRW}}[\mathcal{T}_x]$. Moreover, it is also immediate from $\mathcal{Q} = \sum_{i=2}^n \frac{1}{\lambda_i}$ (by definition) and the fact that $t_{\odot} = \sum_{i=2}^n \frac{1}{\lambda_i}$ (see (2.7) below) that $\sqrt{\mathcal{Q}} \leq t_{\odot} \leq t_{\text{hit}}$.

Remark 1.6. We note that we could have assumed that at rate $\gamma \geq \text{gap}$ each particle splits into a random number of particles with mean $\mu \geq 1$ such that $\mu - 1 \approx \text{gap}/\gamma$ and with a finite second moment $\hat{\mu}$. The above bounds still hold, with the implicit constants depending only on $(\mu - 1)\gamma/\text{gap}$ and $\hat{\mu}$. Similarly, we could have worked in discrete-time and made the offspring distribution $\nu$ of each particle be supported on $\mathbb{N} := \{1, 2, \ldots\}$. In this setup, at each step each particle makes a step according to $P$ (independently of the rest of the particles), then gives birth to a random number of offspring (with law $\nu$, independently of the rest of the particles) and then vanishes. If the mean of $\nu$ is $1 + \Theta(\text{gap})$ then the same bounds as above hold (up to a constant factor), with $t_{\text{rel}}$ replaced by the absolute relaxation-time, which is defined as $\max\left\{\frac{1}{1-|\lambda|} : \lambda \neq 1 \text{ is an eigenvalue of } P\right\}$.

Remark 1.7. It is natural to consider the case where for $\mathcal{T}_x$ the starting point of the BRW is a worst-case starting state, rather than stationary. Likewise, for $\mathcal{I}$ it is natural to consider the case that the two BRWs start from a worst pair of initial states. It is easy to reduce the setup of worst-case starting point(s) to the setup of stationary starting point(s), by starting with a burn-in period of duration $\Omega(t_{\text{mix}}^{\text{TV}})$. Indeed, by the following proposition the upper bounds in Theorems 3 and 4 are all $\Omega(t_{\text{mix}}^{\text{TV}})$, so allowing such a burn-in period does not increase their order.

We believe that $\mathbb{E}_{\text{BRW}}[\mathcal{I}] \asymp t_{\text{rel}} \log(1 + \sqrt{\mathcal{Q}/t_{\text{rel}}})$ whenever $\mathcal{Q} \asymp \rho_{\max}$. A weaker statement that appears to not require much additional work is that this holds whenever $\rho_{\min} \asymp \rho_{\max}$.

1.3 Our spectral optimization methodology

Our methodology involves a ‘spectral optimization’ technique, which to the best of our knowledge is novel. For simplicity, let us first describe the method in the transitive setup.
In this case, it is well-known (see §2.1 below) that the $L_\infty$ mixing time is given by $\inf\{ t : \sum_{i=2}^n e^{-\lambda_i t} \leq 1/2\}$ where as above $0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq 2$ are the eigenvalues of the Laplacian $I - P$. There are other quantities associated with a reversible Markov chain that can be expressed or bounded in terms of the eigenvalues of $I - P$. One such quantity is the average hitting time which satisfies $t_\circ = \sum_{i=2}^n 1/\lambda_i$ (see (2.7)).

The idea is to make an informed choice for $t$, which serves as a candidate upper bound on the $L_\infty$ mixing time, and consider the following optimization problem, with parameters $\beta_2, \beta_3, \ldots, \beta_n \in [\lambda_2, \infty]$,

$$\max \left\{ \sum_{i=2}^n e^{-\beta_i t} : \beta_2, \beta_3, \ldots, \beta_n \in [\lambda_2, \infty] \right\} \quad \text{subject to} \quad \sum_{i=2}^n 1/\beta_i = t_\circ.$$ 

To avoid rounding issues, we relax the problem and consider

$$\max \left\{ \sum_{i=2}^n a_i e^{-\beta_i t} : \beta_2, \beta_3, \ldots, \beta_n \in [\lambda_2, \infty], a_2, \ldots, a_n \geq 0 \right\} \quad \text{subject to} \quad \sum_{i=2}^n a_i/\beta_i = t_\circ.$$ 

To bound the mixing time by the informed choice of $t$ (which we soon make) one only needs to establish that the solution to the above optimization problem is at most $1/2$. In practice, ignoring rounding issues, our analysis shows that whenever $\lambda_2 \geq 1/2$, for the original optimization problem the worst case is when $\lambda_2 t_\circ$ of the $\beta_i$’s equal $\lambda_2$ and the rest of them equal $\infty$. Our proofs will not ignore such rounding issues (effectively, by working with the relaxed optimization problem) and will also address the existence of a maximizer, but for the sake of simplicity we ignore these issues in the current discussion. This allows us to make an informed choice of $t$ by considering $t_* = t_{rel} \log \left( \frac{2t_\circ}{t_{rel}} \right)$ which solves $\lambda_2 t_{rel} e^{-\lambda_2 t_*} = \frac{1}{2}$ and taking $t = \max\{t_{rel}, t_*\} \geq 1/2$.

To see why the maximum is attained when $\beta_2 = \cdots = \beta_{\lambda_2 t_\circ + 1} = \lambda_2$ and $\beta_j = \infty$ for $j > \lambda_2 t_\circ + 1$ we note that since $h(x) = x e^{-xt}$ is decreasing for $x \geq 1/t$ we have that $\lambda_2 e^{-\lambda_2 x} \leq \beta_j e^{-\beta_j t}$ for all $i$ for $t \geq 1/\lambda_2$. This means that replacing some $(a_i, \beta_i)$ for $i$ such that $\beta_i$ is strictly larger than $\lambda_2$ by $(a_i, \lambda_2/\beta_i, \lambda_2)$ preserves the constraint $\sum_{i=2}^n a_i/\beta_i = t_\circ$ and increases the value of $\sum_{i=2}^n a_i e^{-\beta_i t}$.

In fact, using $t_{\text{ave-mix}}^{(2)} = \inf\{ t : \sum_{i=2}^n e^{-2\lambda_i t} \leq 1/4\}$, the above is also a sketch proof of the inequality (1.3) (without assuming transitivity; since here we have $e^{-2\lambda_i t}$ instead of $e^{-\lambda_i t}$, we need that $2t \geq t_{rel}$ instead of $1/2$ as we needed above).

The above sketch of the method was done in the transitive setup. In the general case the uniform mixing time of the chain starting from a state $x$ can be expressed as

$$\inf\{ t : \sum_{i=2}^n c_i(x) e^{-\lambda_i t} \leq 1/2\},$$

where $c_2(x), \ldots, c_n(x)$ are certain coefficient coming from the spectral-decomposition (e.g., [18, §12.1]). The key is that by (2.6) the expected hitting time of $x$ when the chain starts
from its stationary distribution $\pi$, denoted by $t_{\pi \to x}$, equals $\sum_{i=2}^{n} c_i(x)/\lambda_i$ (crucially, with the same coefficients!). The relevant optimization problem becomes
\[
\sup \left\{ \sum_{i=2}^{n} a_i e^{-\beta_i t} : \beta_2, \ldots, \beta_n \in [\lambda_2, \infty] \text{ and } a_2, \ldots, a_n \geq 0 \right\} \text{ subject to } \sum_{i=2}^{n} a_i \beta_i = t_{\pi \to x}.
\]

Our analysis shows that whenever $\lambda_2 \geq 1$, the supremum is attained with $(a_2, \beta_2) = (\lambda_2 t_{\pi \to x}, \lambda_2)$ and $(a_i, \beta_i) = (0, \infty)$ for all $i \geq 3$. Here the relevant choice of $t$ is $\max\{t_{\text{rel}}, s_*\}$, where $s_*$ is the solution to $\lambda_2 t_{\pi \to x} e^{-\lambda_2 s_*} = \frac{1}{2}$.

A similar analysis can be carried out for other quantities which can be expressed or bounded in terms of the eigenvalues of $I - P$. This is how we prove Theorem 2.

**Sharpness of our bounds:** We conclude the discussion of the method by discussing its sharpness. We already gave a few examples (namely, Example 1.4 and the discussion after Theorem 1). Our bounds only involve $t_{\text{rel}}$ and $t_\circ$ or $t_{\text{hit}}$. It is natural to ask if one can derive an improved bound on the mixing time which only involves these quantities. This question is intimately related to the question “how wasteful is it to assume that all eigenvalues of $I - P$ are equal to $\lambda_2$?”, which we effectively do when solving the relevant optimization problem. More precisely, the optimal solution above was $\beta_i = \lambda_2$ for all $i$ such that $\beta_i \neq \infty$. In practice, this can correspond to a certain number $k$ (the above solution corresponds to $k = \lambda_2 t_\circ$) of the eigenvalues of $I - P$ which are extremely close to $\lambda_2$ and the rest are “too large to matter”.

Typically the second eigenvalue does not have such a high multiplicity as $\lambda_2 t_\circ$, which results in (1.1)-(1.3) typically not being sharp (other than when $\frac{1}{\lambda_2}$ is of the same order as $t_\circ$ or $t_{\text{hit}}$). Other than Ramanujan graphs, it is hard to think of cases of $n$-vertex graphs such that random walk on them satisfies that $\frac{1}{\lambda_2} \ll t_{\text{hit}}$ and such that the second smallest eigenvalue of $I - P$ has multiplicity $n^\Omega(1)$ (or that there are at least $n^\Omega(1)$ eigenvalues which are close to $\lambda_2$).

On the other hand, one can construct such examples which are birth and death chains. The following construction is due to Ding, Lubetzky and Peres [9, bottom of p. 77]. Consider a birth and death chain on $\{1, \ldots, n\}$ with transition probabilities
\[
\begin{align*}
&\cdot P(i, i) = 1 - \lambda \text{ for } 2 \leq i < n, \ P(1, 1) = 1 - \lambda(1 - \varepsilon) \text{ and } P(n, n) = 1 - \lambda \varepsilon, \\
&\cdot P(i, i - 1) = \lambda \varepsilon \text{ for } 2 \leq i \leq n, \text{ and} \\
&\cdot P(i, i + 1) = \lambda(1 - \varepsilon) \text{ for } 1 \leq i < n.
\end{align*}
\]

We allow $\lambda$ to depend on $n$ and pick $\varepsilon = \varepsilon(n, \lambda)$ to vanish sufficiently rapidly in terms of $n$ and $\lambda$. It is not hard to check that this can be done so that all $n$ eigenvalues of $P$ are arbitrarily close to $\lambda$ (even when $\lambda$ depends on $n$) in the sense that they equal $\lambda(1 \pm o(1))$. If we wish for just $k = k(n)$ of the eigenvalues to be arbitrarily close to $\lambda$ (for some arbitrary $k < n$) and for the rest of the eigenvalues to be arbitrarily close to $1/2$ we can replace $\lambda$ by $1/2$ in $P(i, j)$ (where $j = i, i \pm 1$) for all $i \leq n - k$. We omit the details.
1.4 Organization of the paper

In §2 we introduce notation and definitions and prove Proposition 1.2. In §3 we prove Theorems 1 and 2. In §4 we prove Theorems 3 and 4.

2 Preliminaries and notation

Let $(X_t)_{t=0}^\infty$ be an irreducible reversible Markov chain on a finite state space $V$ with transition matrix $P$ and stationary distribution $\pi$. Denote the law of the continuous-time rate 1 version of the chain starting from vertex $x$ (resp. initial distribution $\mu$) by $\mathbb{P}_x$ (respectively, $\mathbb{P}_\mu$). Denote the corresponding expectation by $\mathbb{E}_x$ (respectively, $\mathbb{E}_\mu$). For further background on mixing and hitting times see [5, 18].

2.1 Mixing times and $L_p$ norms

The $L_p$ norm and variance of a function $f \in \mathbb{R}^V$ are $\|f\|_p := (\mathbb{E}_\pi[|f|^p])^{1/p}$ for $1 \leq p < \infty$ (where $\mathbb{E}_\pi[h] := \sum_x \pi(x) h(x)$ for $h \in \mathbb{R}^V$) and $\|f\|_\infty := \max_x |f(x)|$. For $p \in [1, \infty]$ the $L_p$ norm of a signed measure $\sigma$ on $V$ is

$$\|\sigma\|_{p,\pi} := \|\sigma/\pi\|_p, \quad \text{where} \quad (\sigma/\pi)(x) := \sigma(x)/\pi(x).$$

We denote the worst-case $L_p$ distance at time $t$ by $d_p(t) := \max_x d_{p,x}(t)$, where $d_{p,x}(t) := \|\mathbb{P}_x^t - \pi\|_{p,\pi}$. Under reversibility for all $x \in V$ and $t \geq 0$ (e.g. [18, Prop. 4.15]) we have that

$$d^2_{2,x}(t) = \frac{H_{\pi(x)}(x,x)}{\pi(x)} - 1 \quad \text{and} \quad d_\infty(t) := \max_{x,y} \left| \frac{H_{\pi(y)}(x,y)}{\pi(y)} - 1 \right| = \max_{x,y} \frac{H_{\pi(y)}(x,y)}{\pi(y)} - 1. \quad (2.1)$$

The $\varepsilon$ $L_p$ mixing time of the chain (respectively, for initial state $x$) is defined as

$$t_{\text{mix}}^{(p)}(\varepsilon) := \min\{t : d_p(t) \leq \varepsilon\},$$

$$t_{\text{mix}}^{(p),x}(\varepsilon) := \min\{t : d_{p,x}(t) \leq \varepsilon\}. \quad (2.2)$$

When $\varepsilon = 1/2$ we omit it from the above notation. The $\varepsilon$ total variation mixing time is defined as $t_{\text{mix}}^{TV}(\varepsilon) := t_{\text{mix}}^{(1)}(2\varepsilon)$. We write $t_{\text{mix}}^{TV} := t_{\text{mix}}^{(1)}(1/2)$.[8] Clearly, $t_{\text{mix}}^{(p)}$ is non-decreasing in $p$. Finally, we define the average $\varepsilon$ $L_2$ mixing time as

$$t_{\text{ave-mix}}^{(2)}(\varepsilon) := \min \left\{ t : \sum_{v \in V} \pi(v) d^2_{2,v}(t) \leq \varepsilon^2 \right\}$$

(by (2.1)) = \min \left\{ t : \sum_{v \in V} H_{2t}(v, v) \leq 1 + \varepsilon^2 \right\} = \min \left\{ t : \sum_{i=2}^{\vert V \vert} e^{-2\lambda_i t} \leq \varepsilon^2 \right\}. \quad (2.3)$$

[8]Recall that the total-variation distance is $\|\mu - \nu\|_{TV} := \frac{1}{2} \|\mu - \nu\|_{1,\pi}$.  
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We now recall the hierarchy between the various quantities considered above. Under reversibility we have that (e.g. [18, Theorems 10.22, 12.4, 12.5 and Lemmas 4.18 and 20.5])

∀ε ∈ (0, 1), \( \frac{1}{\lambda^2} | \log \varepsilon | \leq t_{\text{mix}}^{TV}(\varepsilon/2) \leq t_{\text{mix}}^{(2)}(\varepsilon) = \frac{1}{\lambda^2} t_{\text{mix}}^{(\infty)}(\varepsilon^2) \leq \frac{1}{\lambda^2} | \log(\varepsilon^2 \min \pi(x)) | \), \( t_{\text{mix}}^{(\infty)} \leq 9t_{\text{hit}}. \) (2.4)

(2.5)

2.2 Hitting-times

We now present some background on hitting times. The random target identity (e.g. [18, Lemma 10.1]) asserts that \( t_\circ := \sum_y \pi(y) \mathbb{E}_x[T_y] \) is independent of \( x \), and that under reversibility, for all \( x \in V \), writing \( a_i(x) := P^{2i}(x, x) + P^{2i+1}(x, x) - 2\pi(x) \), we have that

\[
t_{\pi \to x} := \mathbb{E}_\pi[T_x] = \frac{1}{\pi(x)} \sum_{i=0}^{\infty} a_i(x) = \frac{1}{\pi(x)} \int_0^{\infty} (H_t(x) - \pi(x)) \, dt
\]

(2.6)

(see e.g. [18, Proposition 10.26] or [5, Ch. 2]). In fact, this holds even without reversibility, if we define \( a_i(x) := -p\pi(x) + \sum_{j=0}^{p-1} P^{j+i}(x, x) \), where \( p \) is the period of the chain. Averaging over \( x \) yields (in the reversible setup) the eigentime identity (see e.g. [5, Proposition 3.13])

\[
t_\circ = \sum_{x,y} \pi(x)\pi(y) \mathbb{E}_x[T_y] = \sum_y \sum_{i=0}^{\infty} (P^i(y, y) - \pi(y)) = \sum_{i=0}^{\infty} [\text{Trace}(P^i) - 1] = \sum_{i \geq 2} \frac{1}{\lambda_i}. \quad (2.7)
\]

Let \( U \sim \pi \) be independent of the chain. Noting that \( T_x \leq T_U + \inf\{t : X_{t+T_U} = x\} \) and using the random target lemma to argue \( \mathbb{E}[T_U] = t_\circ \), as well as the strong Markov property to argue that \( \mathbb{E}[\inf\{t : X_{t+T_U} = x\}] = \mathbb{E}_\pi[T_x] = t_{\pi \to x} \), yields:

**Fact 2.1** ([18] Lemma 10.2). \( \max_x t_{\pi \to x} \leq t_{\text{hit}} \leq t_\circ + \max_x t_{\pi \to x} \leq 2 \max_x t_{\pi \to x} \).

The following material can be found at [5, §3.5]. Some of the relevant ideas are due to the pioneer work of Keilson on total positivity [17]. Under reversibility, for any set \( A \) the law of its hitting time \( T_A := \inf\{t : X_t \in A\} \) under initial distribution \( \pi \) conditioned on \( A^c \), is a mixture of Exponential distributions, whose minimal parameter \( \lambda(A) \) is the Dirichlet eigenvalue of the set \( A^c \). There exists a distribution \( \mu_A \), known as the quasi-stationary distribution of \( A^c \), under which \( T_A \) has an Exponential distribution of parameter \( \lambda(A) \). It follows that \( \lambda(A) \geq \frac{1}{\max_{x \in A} \mathbb{E}_\pi[T_x]]} \). We see that for all \( t \geq 0 \),

\[
\mathbb{P}_\pi[T_y > t] \leq \exp(-t/t_{\text{hit}}), \quad \text{and so} \quad \mathbb{E}_\pi[T_y^2] \leq 2t_{\text{hit}}^2.
\]

(2.8)

Using the above description of the law of \( T_A \) it is not hard to show (e.g. [5, p. 86]) that

\[
\forall s, t \geq 0, \quad \mathbb{P}_\pi[T_y > t + s \mid T_y \geq s] \geq \mathbb{P}_\pi[T_y > t].
\]

(2.9)

It follows from the spectral decomposition (e.g., [18, §12.1]) that for all \( x \) and all \( s, t \geq 0 \) we have that

\[
0 < H_{t+s}(x, x) - \pi(x) \leq e^{-s/t_{\text{hit}}}(H_t(x, x) - \pi(x)).
\]

(2.10)

This easily implies the following lemma:
Lemma 2.2. For every irreducible, reversible Markov chain on a finite state space with a stationary distribution $\pi$, for every state $x$ and all $M > 0$ we have that

$$\int_0^\infty (H_s(x, x) - \pi(x))ds \leq \frac{e^M}{e^M - 1} \int_0^{Mt_{\text{rel}}} (H_s(x, x) - \pi(x))ds. \quad (2.11)$$

$$\int_0^\infty s(H_s(x, x) - \pi(x))ds \leq \left(1 + \sum_{i=1}^{\infty} (i + 1)e^{-iM}\right) \int_0^{Mt_{\text{rel}}} s(H_s(x, x) - \pi(x))ds. \quad (2.12)$$

**Proof.** By (2.10) $\frac{f(i)}{f(0)} \leq e^{-Mi}$, where $f(i) := \int_{iMt_{\text{rel}}}^{(i+1)Mt_{\text{rel}}} (H_s(x, x) - \pi(x))ds$. This easily implies (2.11). Likewise writing $g(i) := \int_{iMt_{\text{rel}}}^{(i+1)Mt_{\text{rel}}} s(H_s(x, x) - \pi(x))ds$, (2.12) follows from $\frac{g(i)}{g(1)} \leq (i + 1)e^{-Mi}$ (which again follows from (2.10)). \(\square\)

Combined with Fact 2.1, (2.6) and (2.11) yield the following weak bound which we record solely for the sake of discussion in the introduction. Recall that $\pi_* = \min_x \pi(x)$.

**Corollary 2.3.** For every irreducible, reversible Markov chain on a finite state space $\Omega$ with a stationary distribution $\pi$, we have that

$$t_{\text{hit}} \leq 2 \max_x t_{\pi \to x} \leq \frac{2e}{e - 1} \frac{1}{\pi_*} \int_0^{t_{\text{rel}}} (H_s(x, x) - \pi(x))ds \leq \frac{2e}{e - 1} t_{\text{rel}} \frac{1 - \pi_*}{\pi_*}. \quad (2.13)$$

**Proof of Proposition** (1.2). We first prove (1.9). Let $\ell \in \mathbb{N}$. Using $\int_0^\infty \frac{s^{\ell-1}}{(\ell - 1)!} e^{-sx}ds = 1$ for all $x > 0$ and the spectral decomposition (as well as a change of order of summation and integration) we have that

$$Q_\ell = \sum_{i=2}^{n} \int_0^\infty \frac{s^{\ell-1}}{(\ell - 1)!} e^{-s\lambda_i}ds = \int_0^\infty \frac{s^{\ell-1}}{(\ell - 1)!} (\text{Trace}(H_s) - 1)ds = \sum_x \pi(x)\sigma_{x, \ell}. $$

We now prove (1.10). The inequality $\rho_{x, \ell} \leq \sigma_{x, \ell}$ is trivial. We now prove that $\kappa_\ell \sigma_{x, \ell} \leq \rho_{x, \ell}$. By the spectral decomposition $\frac{H_s(x, x) - \pi(x)}{\pi(x)} = \sum_{i=2}^{n} f_i(x)^2 e^{-\lambda_i s}$ where $f_1 = 1, f_2, \ldots, f_n$ are the orthonormal basis (w.r.t. the inner-product $(f, g)_\pi := \sum_x \pi(y)f(y)g(y)$) corresponding to the eigenvalues $0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq 2$ of $I - P$ (i.e. $(I - P)f_i = \lambda_i f_i$ for all $i$). Then

$$\rho_{x, \ell} = \int_0^{2\ell t_{\text{rel}}} \frac{s^{\ell-1} (H_s(x, x) - \pi(x))}{(\ell - 1)! \pi(x)}ds = \sum_{i=2}^{n} f_i(x)^2 \int_0^{2\ell t_{\text{rel}}} \frac{\lambda_i^\ell s^{\ell-1}}{(\ell - 1)!} e^{-\lambda_i s}ds \geq \kappa_\ell \sum_{i=2}^{n} \frac{f_i(x)^2}{\lambda_i^\ell}, $$

where, recalling that $\kappa_\ell = \mathbb{P}[\Gamma(\ell, 1) \leq 2\ell]$, the last inequality follows from

$$\forall i \geq 2, \int_0^{2\ell t_{\text{rel}}} \frac{\lambda_i^\ell s^{\ell-1}}{(\ell - 1)!} e^{-\lambda_i s}ds = \int_0^{2\ell t_{\text{rel}}\lambda_i} \frac{s^{\ell-1}}{(\ell - 1)!} e^{-s}ds \geq \kappa_\ell, $$
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where in the inequality we used the fact \( \lambda_i \geq 1/t_{rel} \). Finally

\[
\sigma_{x,\ell} = \int_0^\infty \frac{s^{\ell-1} (H_s(x, x) - \pi(x))}{(\ell - 1)!} ds = \sum_{i=2}^n \frac{f_i(x)^2}{\lambda_i^\ell} \int_0^\infty \frac{s^{\ell-1}}{\lambda_i^\ell} e^{-\lambda_i s} ds
\]

(2.14)

3 Proof of Theorems 1 and 2

We begin the section with a proof of Theorem 2.

**Proof of Theorem 2:** We first prove (1.6). Let

\[ t := \frac{1}{2} t_{rel} \max \{ \log \left( \frac{4 \mathcal{Q}_\ell}{t_{rel}^\ell} \right), \ell \} \]

Recall that

\[ \sum_{v \in V} \pi(v) d_{2,v}^2(t) = \sum_{i=2}^n e^{-2\lambda_i t} \] and that \( \mathcal{Q}_\ell = \sum_{i=2}^n \lambda_i^{-\ell} \). Hence \( \sum_{v \in V} \pi(v) d_{2,v}^2(t) \) is bounded by the value of the solution to the optimization problem:

\[
\max \sum_{i=1}^{n-1} a_i e^{-2\beta_i t},
\]

subject to the conditions

1. \( \sum_{i=1}^{n-1} a_i \beta_i^{-\ell} = \mathcal{Q}_\ell \),
2. \( 0 \leq a_i \leq \mathcal{Q}_\ell \lambda_n^\ell \) for all \( i \), and
3. \( \lambda_2 \leq \beta_1 \leq \beta_2 \leq \cdots \leq \beta_{n-1} \leq \infty \). Moreover \( \beta_i \leq \lambda_n \) for all \( i \) such that \( \beta_i < \infty \).

If we further require that exactly \( k \) of the \( \beta_i \)'s are finite, then a maximum is indeed attained by compactness. As there are at most \( n-1 \) possible values for \( k \) we see that also without such a constraint a maximum must be attained. We will show that the maximum is attained when \( \beta_1 = \lambda_2 \), \( a_1 = \mathcal{Q}_\ell \lambda_2^\ell \), and \( \beta_i = \infty \) for all \( i \geq 2 \).

Thus \( \sum_{v \in V} \pi(v) d_{2,v}^2(t) \leq \mathcal{Q}_\ell \lambda_2^\ell \exp(-2\lambda_2 t) \). Substituting the value of \( t \) we see that this is at most \( 1/4 \) as desired. It remains only to verify the above claim that the maximum of the optimization problem is attained when \( \beta_1 = \lambda_2 \) and \( a_1 = \mathcal{Q}_\ell \lambda_2^\ell \), while \( \beta_i = \infty \) for all \( i \geq 2 \).

While it is possible to conclude the proof even without this observation, we note that by a simple Lagrange multipliers calculation one gets that for any maximizer if \( \beta_i, \beta_j \notin \{ \lambda_2, \lambda_n, \infty \} \) and \( \min \{ a_i, a_j \} > 0 \) then \( \beta_i = \beta_j \) (as can be seen by considering the derivatives w.r.t. \( a_i \) and \( a_j \)).

By collecting together \( \beta_1, \ldots, \beta_{i+j} \) which all equal one another, and increasing the value of \( a_i \) to \( \sum_{k=0}^j a_{i+k} \) we see that we can add to constraint (3) the requirement that \( \beta_i < \beta_j \) whenever \( i < j \) and \( \beta_j < \infty \). Together with the previous paragraph, this means that the maximum is attained by a solution with one of the following forms:
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We now rule out cases 2 to 5. In cases 2 to 5 above there is some $i$ and (2.1) $d$ subject to the conditions (1.7) we have that the maximum is attained at a solution with one of the following forms:

To check that the above transformation gives rise to a solution with a larger value it suffices to check that $ce^{-2\mu t} \leq c\frac{\lambda_2}{\mu} e^{-2\lambda_2 t}$ which is the same as $\mu e^{-2\mu t} \leq \lambda_2 e^{-2\lambda_2 t}$. Indeed, by taking derivative w.r.t. $x$ we see that the function $h(x) = x^\ell e^{-2xt}$ is non-increasing if $\frac{\mu t}{\lambda_2} \leq t$. In other words, since by definition $\frac{\mu t}{\lambda_2} \leq t$ we indeed have that $\mu e^{-2\mu t} \leq \lambda_2 e^{-2\lambda_2 t}$ for all $\mu \geq \lambda_2$, as desired. This concludes the proof of (1.6).

**Proof of (1.7):** Let $t := \frac{1}{2} \tau_{\text{rel}} \max \{ \log \left( \varepsilon^{-2} \sigma_{x,\ell}/t_{\text{rel}}^\ell \right), \ell \}$. By the spectral decomposition and (2.1) $d_{x,\ell}^2(t) = \frac{H_{x,x}(x,x)-\pi(x)}{\pi(x)} = \sum_{i=2}^{n} f_i(x)^2 e^{-2\lambda_i t}$, where $f_i$ are an orthonormal (w.r.t. the inner-product $\langle f, g \rangle := \sum y \pi(y) f(y) g(y)$) basis of eigenfunctions with $(I-P)f_i = \lambda_i f_i$, and that by (2.14) $\sigma_{x,\ell} = \sum_{i=2}^{n} \frac{f_i(x)^2}{\lambda_i}$.

Hence, similarly as in the proof of (1.6), $d_{x,\ell}^2(t)$ is bounded by the value of the solution to the optimization problem:

$$\max \sum_{i=1}^{n-1} a_i e^{-2\beta_i t},$$

subject to the conditions

1. $\sum_{i=1}^{n-1} a_i \beta_i^{-\ell} = \sigma_{x,\ell},$

2. $0 \leq a_i \leq \sigma_{x,\ell} \lambda_i^\ell$ for all $i$, and

3. $\lambda_2 \leq \beta_1 \leq \beta_2 \leq \cdots \leq \beta_{n-1} \leq \infty$. Moreover $\beta_i \leq \lambda_n$ for all $i$ such that $\beta_i < \infty$.

The existence of the maximum is justified exactly as in the proof of (1.6). Similarly, as in (1.6) we have that the maximum is attained at a solution with one of the following forms:

Case 1 $\beta_1 = \lambda_2$, $a_1 = \sigma_{x,\ell} \lambda_2^\ell$ and $\beta_i = \infty$ for all $i \geq 2$.

Case 2 $\beta_1 = \lambda_2$, $\lambda_2 < \beta_2 \leq \lambda_n$, $a_1, a_2 > 0$ and $\beta_i = \infty$ for all $i \geq 3$. 

Case 3 $\beta_1 = \lambda_2$, $\lambda_2 < \beta_2 < \lambda_n$, $\beta_3 = \lambda_n$, $a_1, a_2, a_3 > 0$ and $\beta_i = \infty$ for all $i \geq 4$.

Case 4 $\lambda_2 < \beta_1 < \lambda_n$, $\beta_2 = \lambda_n$, $a_1, a_2 > 0$ and $\beta_i = \infty$ for all $i \geq 3$.

Case 5 $\lambda_2 < \beta_1 \leq \lambda_n$, $a_1 = \sigma_{x,\ell} \beta_1^2$ and $\beta_i = \infty$ for all $i \geq 2$.

We now rule out cases 2 to 5. This is done in exactly the same fashion as in the proof of (1.6). We include the details for the sake of completeness.

In cases 2 to 5 above there is some $i$ such that $a_i = c > 0$ and $\beta_i = \mu$ for some $\lambda_2 < \mu \leq \lambda_n$ and $c > 0$. Replacing $a_i = c$ with $a_i = c \lambda_2^\ell / \mu^\ell$ and $\beta_i = \mu$ with $\beta_i = \lambda_2$ preserves constraints (1)-(3) (possibly, up to relabeling of the indices). We will show that this solution has a strictly larger value. This means that the maximum cannot be attained by a solution having one of the forms of cases 2 to 5.

To check that the above transformation gives rise to a solution with a larger value it suffices to check that $c e^{-2\mu t} \leq c \lambda_2^\ell e^{-2\lambda_2 t}$ which is the same as $\mu t e^{-2\mu t} \leq \lambda_2^\ell e^{-2\lambda_2 t}$. We already saw above that this is satisfied whenever $t \leq t$ (which indeed holds by the definition of $t$).

The proof of (1.7) is now concluded by noting that by the choice of $t$ (using Case 1) we have that $d_{\pi,x}(t) \leq \sigma_{x,\ell} \lambda_2^\ell e^{-2\lambda_2 t} \leq 1/4$.

Proof of (1.8): this is immediate from (1.7) together with the equality $\mu_{\text{mix}}^2(\varepsilon) = \frac{1}{2} \mu_{\text{mix}}(\varepsilon^2)$ from (2.4) (which follows directly from (2.1)).

Proof of Theorem 1: This is just the $\ell = 1$ case of Theorem 2 by noting that $t_{\cap} = \sum_{i=2}^n 1/\lambda_i = \mathcal{Q}_1$ by (2.7) and that $t_{\pi \to x} = \sigma_{x,1}$ by (2.6).

4 Hitting and intersection times for branching random walk - Proof of Theorems 3 and 4

Proof of Theorem 3: We first note that the first inequality in (1.12) is a repetition of (1.1). We now argue that the relation $t_{\text{rel}} \log(1 + t_{\text{hit}} / t_{\text{rel}}) \asymp \max_x \mathbb{E}_{\text{BRW}}[T_x]$ in (1.12) follows from (1.13): $J_x 1_{\{t_{\pi \to x} \geq C_0 t_{\text{rel}}\}} \lesssim \mathbb{E}_{\text{BRW}}[T_x] \lesssim t_{\text{mix}} + J_x$, where throughout

$$J_x := t_{\text{rel}} \log(1 + t_{\pi \to x} / t_{\text{rel}})$$

and (as always) $t_{\pi \to x} := \mathbb{E}_{\pi}[T_x]$. Indeed, if there exists $x$ such that $t_{\pi \to x} \geq C_0 t_{\text{rel}}$, then (if $C_0$ is sufficiently large) by Theorem 1 we can also find $x$ such that

$$t_{\text{rel}} \log(t_{\pi \to x} / t_{\text{rel}}) \geq t_{\text{mix}} / 32.$$

For such $x$ by (1.13) we have that $\mathbb{E}_{\text{BRW}}[T_x] \asymp J_x \gtrsim t_{\text{mix}}$, from which it is easy to see that $\max_x \mathbb{E}_{\text{BRW}}[T_x] \asymp \max_x J_x \asymp t_{\text{rel}} \log(1 + t_{\text{hit}} / t_{\text{rel}})$ (as $\max_x t_{\pi \to x} \asymp t_{\text{hit}}$ by Fact 2.1).
If \( \max_x t_{\pi \to x} < C_0 t_{\text{rel}} \), then again using \( \max_x t_{\pi \to x} \asymp t_{\text{hit}} \) we see that \( t_{\text{hit}} \asymp t_{\text{rel}} \), and so \( t_{\text{rel}} \log(1 + t_{\text{hit}}/t_{\text{rel}}) \asymp t_{\text{hit}} \), and so \( \max_x \mathbb{E}_{\text{BRW}}[T_x] \leq \max_x t_{\pi \to x} \leq t_{\text{hit}} \asymp t_{\text{rel}} \log(1 + t_{\text{hit}}/t_{\text{rel}}) \) (the first inequality follows by considering the hitting time of \( x \) by the first particle). Moreover, if \( t_{\text{hit}} \asymp t_{\text{rel}} \) then with a positive probability we have that the BRW has a single particle by time \( t_{\pi \to x}/2 \), where \( x \) is picked so that \( t_{\pi \to x} = \max_x t_{\pi \to x} \). By the Paley-Zygmund inequality we have that \( \mathbb{P}_\pi[T_x > t_{\pi \to x}/2] \geq \frac{1}{4} \mathbb{E}_\pi[T_x^2] \geq \frac{1}{32} \), where we have used \( t_{\pi \to x} = \max_x t_{\pi \to x} \geq \frac{1}{2} t_{\text{hit}} \) (by the choice of \( x \) and Fact 2.1) and \( \mathbb{E}_\pi[T_x^2] \leq 2t_{\text{hit}}^2 \) (2.8).

It follows that when \( \max_x t_{\pi \to x} < C_0 t_{\text{rel}} \) we have that for some \( x \) such that \( t_{\pi \to x} = \max_x t_{\pi \to x} \) with probability bounded from below (uniformly in \( \mathbb{P} \)) \( T_x \geq t_{\pi \to x} \geq t_{\text{hit}} \asymp t_{\text{rel}} \log(1 + t_{\text{hit}}/t_{\text{rel}}) \). This concludes the derivation of (1.12) from (1.13).

**Proof of upper bound in (1.13):** We now prove that \( \mathbb{E}_{\text{BRW}}[T_x] \leq t_{\text{mix}} + J_x \). If \( t_{\pi \to x} < ct_{\text{rel}} \) then we are done, since in this case \( \mathbb{E}_{\text{BRW}}[T_x] \leq t_{\pi \to x} \asymp J_x \). Now assume that \( t_{\pi \to x} \geq ct_{\text{rel}} \).

**Lemma 4.1.** Consider the BRW from above, where initially there is a single particle starting from initial position \( z \). Denote the corresponding law by \( \mathbb{P}_{\text{BRW},z} \). When the initial distribution of the particle is \( \pi \) we simply write \( \mathbb{P}_{\text{BRW}} \) for the law and \( \mathbb{E}_{\text{BRW}} \) for the corresponding expectation. Assume that for some \( M \geq 1 \) and \( p \in (0,1) \) we have that

\[
\max_z \mathbb{P}_{\text{BRW},z}[T_x > 10t_{\text{mix}} + MJ_x] \leq 1 - p.
\]  
(4.1)

Then

\[
\mathbb{E}_{\text{BRW}}[T_x] \leq \max_z \mathbb{E}_{\text{BRW},z}[T_x] \leq p^{-1}(10t_{\text{mix}} + MJ_x).
\]  
(4.2)

Moreover, if for some \( M \geq 1 \), \( K \in \mathbb{N} \) and \( p_1 \in (0,1) \) we have that

\[
\mathbb{P}_{\pi}[T_x > MJ_x/2] \leq (1 - p_1)^{1/K} \quad \text{and}
\]

\[
\mathbb{P}_{\text{BRW}}[\text{the number of particles at time } MJ_x/2 \text{ is at least } 2K] \geq p_2,
\]

then (4.1) holds for this \( M \) with \( p := p_1p_2p_3 \), where \( p_3 := \mathbb{P}[\text{Bin}(2K, 3/4) \geq K] \).

**Proof of Lemma 4.1:** It is easy to see that (4.2) is implied by the inequality

\[
\forall i, \quad \max_z \mathbb{P}_{\text{BRW},z}[T_x > (i + 1)(10t_{\text{mix}} + MJ_x)] \leq i \mathbb{P}_{\text{BRW},z}[T_x > i(10t_{\text{mix}} + MJ_x)] \leq 1 - p
\]

(indeed, this implies that \( \lfloor T_x/(10t_{\text{mix}} + MJ_x) \rfloor \) is stochastically dominated by the Geometric distribution with parameter \( p \)). This indeed follows from (4.1) using the Markov property, by noting that if at time \( i(10t_{\text{mix}} + MJ_x) \) we remove all but one of the particles this can only increase \( T_x \). It remains to prove that (4.1) holds with \( p := p_1p_2p_3 \).

As one might expect from the statement of the lemma, the idea is to first let the process run for \( MJ_x/2 \) times units, during which with probability at least \( p_2 \) the number of particles will become at least \( 2K \). Let us work on this event (this accounts for the term \( p_2 \)). We then let these particles run for a burn-in period of length \( 10t_{\text{mix}} \). We will
argue rigorously that at a cost of the term $p_3$ we may assume that at least $K$ of these particles have i.i.d. stationary positions at time $MJ_x/2 + 10t_{\text{mix}}^\text{TV}$ (this accounts for the term $p_3$ in $p_1 p_2 p_3$). Finally, once we have $K$ such particles with i.i.d. stationary positions, by letting them run for additional $MJ_x/2$ time units, we see that the probability that at least one of them hits $x$ in these additional $MJ_x/2$ time units is at least

$$1 - (\mathbb{P}_\pi[T_x > MJ_x/2])^K \geq p_1.$$  

By the above discussion, to conclude the proof of the lemma, it remains only to show that for any initial state $z$ we can write the law of the walk at time $t = 10t_{\text{mix}}^\text{TV}$ as a mixture of the form $\frac{2}{\pi} + \frac{1}{4} \mu_z$ for some distribution $\mu_z$, or equivalently, that $H_t(z, y) \geq \frac{3}{4} \pi(y)$ for all $y$. Indeed, such a mixture can be sampled by flipping a bias coin with heads probability $3/4$. If it lands on heads, sample $\pi$ and otherwise sample $\mu_z$. Given $2K$ particles, we can do so independently for each of them (where the coin flips as well as the samples of $\pi$ and $\mu_z$ are all independent, and where for each particle, $z$ corresponds to its position at the beginning of the burn-in period). The probability that at least $K$ of the coins will land on heads is exactly $p_3$. (This part of the argument is taken from the proof of Proposition 4.3 in [22], where such an argument is carried out in detail.)

To prove this, we will need to recall the notion of separation mixing time and its connection with the total variation mixing time. The $\delta$-separation mixing-time is defined as

$$t_{\text{sep}}(\delta) := \inf\{t : \min_{x, y} H_t(x, y)/\pi(y) \geq 1 - \delta\}.$$  

For reversible Markov chains we have that $t_{\text{mix}}^\text{TV}(\epsilon) \leq t_{\text{sep}}(\epsilon) \leq 2t_{\text{mix}}^\text{TV}(\epsilon/4)$ for all $\epsilon \in (0, \frac{1}{4})$ (e.g., [18, Lemmas 6.16 and 6.17]). In particular, using the ‘sub-multiplicativity’ property $t_{\text{mix}}^\text{TV}(2^{-i}) \leq 2t_{\text{mix}}^\text{TV}(i)$ (recalling that $t_{\text{mix}}^\text{TV}$ is a shorthand notation for $t_{\text{mix}}^\text{TV}(1/4)$; e.g., [18, (4.34)])

$$10t_{\text{mix}}^\text{TV} \geq 2t_{\text{mix}}^\text{TV}(2^{-4}) \geq t_{\text{sep}}(\frac{1}{4}) \geq t_{\text{mix}}^\text{TV}.$$  

We are done, since $\min_{x, y} H_t(x, y)/\pi(y)$ is non-decreasing (e.g. [18, Exercise 6.4]).

At time $8J_x$ the number of particles is at least $2[t_{\pi \rightarrow x}/2t_{\text{rel}}]$ with probability bounded from below (uniformly in $x$ and $P$). Hence we may take above $M = 16$ and $K = [t_{\pi \rightarrow x}/2t_{\text{rel}}]$, and take $p_2$ and $p_3$ to be uniformly bounded away from zero (over all $x$ and $P$).

It remains to bound $p_1$ from below. Let $K = [t_{\pi \rightarrow x}/2t_{\text{rel}}]$ and $M = 16$ be as above. By (2.9) (used in the second inequality) and Markov’s inequality we have that

$$(\mathbb{P}_\pi[T_x > MJ_x/2])^K \leq (\mathbb{P}_\pi[T_x > et_{\text{rel}}])^K \leq \mathbb{P}_\pi[T_x > et_{\text{rel}} K] \leq \mathbb{E}_\pi[T_x]/(et_{\text{rel}} K) \leq 2/e,$$

where in the first inequality we have used the fact that $MJ_x/2 = 8J_x \geq et_{\text{rel}}$ by our assumption that $t_{\pi \rightarrow x} \geq et_{\text{rel}}$. This concludes the proof of the upper bound in (1.13).

**Proof of lower bound in (1.13):** We now show that $\mathbb{E}_{\text{BRW}}[T_x] \geq J_x$ when $t_{\pi \rightarrow x} \geq C_0t_{\text{rel}}$, provided $C_0$ is sufficiently large. Write $N_x(t) := \int_0^t (\text{number of particles at } x \text{ at time } s)\, ds$. Then

$$\mathbb{P}_{\text{BRW}}[T_x \leq \frac{1}{4} J_x] = \mathbb{P}_{\text{BRW}}[N_x(\frac{1}{4} J_x) > 0] \leq \frac{\mathbb{E}_{\text{BRW}}[N_x(\frac{1}{4} J_x)]}{\mathbb{E}_{\text{BRW}}[N_x(\frac{1}{4} J_x) \mid N_x(\frac{1}{4} J_x) > 0]}.$$

(4.4)
By the Markov property, and using (2.11) and the fact that $J_x \geq 16 t_{\rel}$, provided that $C_0$ is sufficiently large, we have that

$$\mathbb{E}_{\text{BRW}}[N_x(\frac{1}{2} J_x) | N_x(\frac{1}{4} J_x) > 0] \geq \int_0^{\frac{1}{2} J_x} H_s(x, x)ds \geq \frac{7}{8} \int_0^\infty (H_s(x, x) - \pi(x))ds.$$ 

Recall that $t_{x \rightarrow x} = \frac{1}{\pi(x)} \int_0^\infty (H_s(x, x) - \pi(x))ds$ ((2.6)) and so

$$\mathbb{E}_{\text{BRW}}[N_x(\frac{1}{2} J_x) | N_x(\frac{1}{4} J_x) > 0] \geq \frac{7}{8} \pi(x) t_{x \rightarrow x}.$$ 

On the other hand, by stationarity, and using the fact that the expected number of particles at time $t$ is $2^{s/t_{\rel}}$, we have that

$$\mathbb{E}_{\text{BRW}}[N_x(\frac{1}{2} J_x)] = \pi(x) \int_0^{\frac{1}{2} J_x} 2^{s/t_{\rel}}ds \leq \frac{\pi(x) t_{\rel}}{\log 2} 2^{t_{\rel}/(2 t_{\rel})} \leq \pi(x) t_{x \rightarrow x}/2,$$

where the last inequality follows by the definition of $J_x$, provided $C_0$ is sufficiently large. Plugging the last two estimates into (4.4), we see that $\mathbb{P}_{\text{BRW}}[T_x \leq \frac{1}{7} J_x] \leq 4/7$, which implies that $\mathbb{E}_{\text{BRW}}[T_x] \geq J_x$, as desired. \hfill \Box

**Proof of Theorem 4:** We first prove (1.5). In fact, we prove a slightly stronger statement. Before stating it we need to introduce a new quantity (we expect that typically $\chi(2) \asymp \rho_{\min}$, recalling that $\rho_{\min} := \min_x \rho_x$ where $\rho_x = \rho_{x,2} = \int_0^{t_{\rel}} \frac{s H_s(x, x) - \pi(x)}{\pi(x)}ds$ is as in (1.5)\footnote{By the spectral-decomposition $H_s(x, x)$ is decreasing in $s$ and $H_s(x, x) \searrow \pi(x)$ as $s \to \infty$, which implies that $\int_0^t \frac{s H_s(x, x)}{\pi(x)}ds \geq \frac{H_s(x, x)}{2 \pi(x)} t_{\rel}/2$. This, together with $H_1(x, x) \geq 1/e$ implies that for some absolute constant $c_0 > 0$, for all $a > 1$ we have that $\chi_x(a/2) \geq \max\{2^{(2)_s} \sqrt{a - 1}, a_0(a \pi(x))^{-1/2}\}$.}): \[\chi(a) := \min_x \chi_x(a), \quad \text{where} \quad \chi_x(a) := \inf\left\{ \frac{t > 0}{\pi(x)} : \int_0^t \frac{s H_s(x, x)}{\pi(x)}ds \leq al^2 \right\} = \frac{\pi(x)}{al^2} \int_0^\infty \frac{s H_s(x, x)}{\pi(x)}ds \geq \frac{H_s(x, x)}{2 \pi(x)} t_{\rel}/2.\]

$$L := \begin{cases} \frac{c t_{\rel} \log \left( 1 + \frac{\rho_{\min}}{t_{\rel}} \right)}{1/2} & \text{if } \rho_{\min} \geq e^{8/c t_{\rel}^2} \text{ or } \chi(2^{10}) \geq t_{\rel} \\ \chi(2^{10}) & \text{if } \rho_{\min} < e^{8/c t_{\rel}^2} \text{ and } \chi(2^{10}) < t_{\rel} \end{cases},$$

for some absolute constant $c \in (0, 1)$ to be determined later. The lower bound in (1.15) is an immediate consequence of the following proposition together with the definition of $L$.

**Proposition 4.2.** For some absolute constant $c \in (0, 1)$ (from the definition of $L$) we have that $L \leq \mathbb{E}_{\text{BRW}}[\mathcal{I}]$.

**Proof of Proposition 4.2:** We first observe that it suffice to show that $\mathbb{P}_{\text{BRW}}[\mathcal{I} \leq L]$ is bounded away from 1.

We write $U(x, s)$ (respectively, $V(x, s)$) for the number of particles from the first (respectively, second) BRW which occupy state $x$ at time $s$. Consider

$$M(t) := \sum_x \int_0^t \int_0^t \frac{U(x, s)V(x, r)}{\pi(x)}dsdr.$$


Then
\[ P_{BRW}[T \leq L] = P_{BRW}[M(L) > 0] \leq \frac{E_{BRW}[M(2L)]}{E_{BRW}[M(2L) | M(L) > 0]} \]  
(4.5)

By the Markov property and the independence between the two BRWs, we have that
\[ E_{BRW}[M(2L) | M(L) > 0] \geq \min_x \int_0^L \int_0^L \sum_y \frac{H_s(x,y)H_r(x,y)}{\pi(y)} dsdr. \]  
(4.6)

To see this, observe that if \( M(L) > 0 \) there is some \( x \) which is occupied at some time \( s_0 \leq L \) by a particle from the first BRW and at some time \( r_0 \leq L \) by a particle from the second BRW. Considering the contribution to \( M(2L) \) of these two particles, corresponding to times \( s \in [s_0, 2L] \) and \( r \in [r_0, 2L] \) for the first and to times \( r \in [r_0, 2L] \) for the second particle yields the r.h.s. of (4.6).

By reversibility \( \sum_y \frac{H_s(x,y)H_r(x,y)}{\pi(y)} = H_{s+r}(x,x) \) and so (4.6)
\[ E_{BRW}[M(2L) | M(L) > 0] \geq \min_x \int_0^L \frac{sH_s(x,x)}{\pi(x)} ds. \]  
(4.7)

On the other hand, by stationarity and independence of the two BRWs, and using the fact that for each of the BRWs the expected number of particles at time \( t \) is \( 2^{t/t_{rel}} \), we have that
\[ E_{BRW}[M(2L)] = \sum_x \pi(x) \int_0^L \int_0^L 2^{(s+r)/t_{rel}} dsdr = \frac{r_{rel}^2}{(\log 2)^2} (2^{L/t_{rel}} - 1)^2. \]  
(4.8)

**Case I - \( \rho_{min} \geq e^{c/t^2_{rel}} \):** First consider the case that \( \rho_{min} \geq e^{c/t^2_{rel}} \). Then \( L \geq 4t_{rel} \), and so by the definition of \( \rho_{min} \) we have that
\[ E_{BRW}[M(2L) | M(L) > 0] \geq \min_x \int_0^L \frac{sH_s(x,x)}{\pi(x)} ds \geq \rho_{min}. \]

By (4.8), if \( c \) is sufficiently small we have that
\[ E_{BRW}[M(2L)] \leq \rho_{min}/2. \]

Plugging the last two estimates into (4.5) concludes the proof in this case.

**Case II - \( \rho_{min} < e^{c/t^2_{rel}} \) and \( \chi(2^{10}) < t_{rel} \):** Then \( L = \chi(2^{10}) \). Using the fact that \( H_s(x,x) \) is decreasing in \( s \), and using the definition of \( \chi(\cdot) \), we see that
\[ \min_x \int_0^L \frac{sH_s(x,x)}{\pi(x)} ds \geq \min_x \int_0^{\chi(2^{10})} \frac{sH_s(x,x)}{\pi(x)} ds = 2^{10} \chi(2^{10})^2 = 2^{10} L^2. \]  
(4.9)

By (4.8) and the fact that \( L = \chi(2^{10}) < t_{rel} \) (together with \( 2^x - 1 \leq 2x \) doe 0 \( \leq x \leq 1 \) and \( \log 2 > 1/2 \)), we have that
\[ E_{BRW}[M(2L)] \leq 16L^2. \]
Plugging this, together with the estimate $\mathbb{E}_{\text{BRW}}[M(2L) \mid M(L) > 0] \geq 2^{10}L^2$ (which follows by combining (4.9) and (4.7)) into (4.5) concludes the proof in this case.

**Case III - $\rho_{\min} < e^{8/\epsilon^2_{\text{rel}}}$ and $\chi(2^{10}) > t_{\text{rel}}$:** Finally, consider the case that $\rho_{\min} < e^{8/\epsilon^2_{\text{rel}}}$ and $\chi(2^{10}) \geq t_{\text{rel}}$. Then $4L \leq t_{\text{rel}} \leq \chi(2^{10})$. Hence

$$\min_x \int_0^{t_{\text{rel}}} \frac{sH_s(x, x)}{\pi(x)} \, ds \geq \min_x \int_0^{4L} \frac{sH_s(x, x)}{\pi(x)} \, ds \geq 2^{10}(4L)^2 = 2^{14}L^2.$$ 

Using $4L \leq t_{\text{rel}}$ again, by (4.8) we have that $\mathbb{E}_{\text{BRW}}[M(2L)] \leq \frac{t_{\text{rel}}^2}{(\log 2)^2} \left(2^{L/t_{\text{rel}}} - 1\right)^2 \leq \frac{1}{(2 \log 2)^2} L^2$. The proof is hence concluded using (4.5).

**Proof of $\mathbb{E}_{\text{BRW}}[I] \lesssim t_{\text{rel}} \log \left(1 + \frac{\sqrt{\max_{\text{rel}}}}{t_{\text{rel}}} \right)$:** Recall that $\rho_{\max} = \max_x \rho_x$, where $\rho_x = \rho_{x,2}$, and that $Q = Q_2$. By Proposition 1.2 $t_{\text{rel}}^2 \leq Q \approx \sum_x \pi(x) \rho_x$, and so $\sqrt{\rho_{\max}} \gtrsim t_{\text{rel}}$. Hence at time $t = C_2 t_{\text{rel}} \log \left(1 + \frac{\sqrt{\rho_{\max}}}{t_{\text{rel}}} \right)$ both BRWs have at least $2C_3(\text{gap} \sqrt{\rho_{\max}})^2$ particles with probability bounded from below (uniformly in $P$), provided $C_2$ is sufficiently large in terms of $C_3$ (where $C_3$ is to be determined). As in the proof of Lemma 4.1 (which is part of the proof of $\mathbb{E}_{\text{BRW}}[T_x] \lesssim t_{\text{mix}} + J_x$), by taking a burn-in period of duration $t_{\text{sep}}(1/4)$, we may assume that each of BRWs has $S := [C_3(\text{gap} \sqrt{\rho_{\max}})^2]$ particles whose positions are at equilibrium, independently (see 2. below). We note for later usage that by Theorem 2 and (4.3) $t_{\text{sep}}(1/4) \leq t_{\text{mix}}^I \lesssim t_{\text{rel}} \log \left(1 + \frac{\sqrt{\rho_{\max}}}{t_{\text{rel}}} \right)$. Hence the duration of such a burn-in period can be absorbed into the implicit constant.

We can now label the particles in the two processes by 1, ..., $S := [C_3(\text{gap} \sqrt{\rho_{\max}})^2]$ and $1', ..., S'$, respectively. Denote the time interval $[t + t_{\text{sep}}(1/4), t + t_{\text{sep}}(1/4) + t_{\text{rel}}]$ by $\mathcal{J}$. As we explain below in more detail, using the independence of the pairs $(i, i')$, by only considering intersections of particle $i$ with particle $i'$, it suffices to show that

$$\mathbb{P}[\text{the pair of particles } (i, i') \text{ intersect during } \mathcal{J}] = \mathbb{P}_{\pi, \pi} [\tau_I < t_{\text{rel}}] \gtrsim \frac{1}{(\text{gap})^2 \rho_{\max}} , \quad (4.10)$$

where as in §1.2, $\tau_I$ is the intersection time of two independent realizations $(X_t)_{t \geq 0}$ and $(Y_t)_{t \geq 0}$ of the Markov chain (with no branching), and $\mathbb{P}_{\pi, \pi}$ indicates that $X_0 \sim \pi$ and $Y_0 \sim \pi$, independently. Indeed, one way for $\mathcal{I}$ to be at most $t + t_{\text{sep}}(1/4) + t_{\text{rel}}$ is the following:

1. At time $t = C_2 t_{\text{rel}} \log (1 + \text{gap} \sqrt{\rho_{\max}})$ both BRWs have at least $2C_3(\text{gap} \sqrt{\rho_{\max}})^2$ particles. For each $C_3$ we can pick $C_2$ so that this has probability bounded from below.

2. For each of the BRWs, after a burn-in period between time $t$ and $t + t_{\text{sep}}(1/4)$ we get at least $S := [C_3(\text{gap} \sqrt{\rho_{\max}})^2]$ particles with i.i.d. stationary positions. As in the proof Lemma 4.1, by enlarging the probability space if necessary this can be made precise, and the probability of this is bounded from below.
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3. With the above labeling of the particles, for some \(1 \leq i \leq S\) we have that the paths of particles \(i\) and \(i'\) intersect during the time interval \(J = [t + t_{\text{sep}}(1/4), t + t_{\text{sep}}(1/4) + t_{\text{rel}}]\). By this we mean that for some \(r, s \in J\) and some state \(z\) we have that particle \(i\) is at \(z\) at time \(r\) and particle \(i'\) is at \(z\) at time \(s\). Note that for each such pair, the probability this happens is \(P_{\pi, \pi}[I < t_{\text{rel}}]\) and so the probability this happens for at least one pair \((i, i')\) out of the \(S\) pairs is
\[
1 - P_{\pi, \pi}[\tau_I \geq t_{\text{rel}}]^S
\]
By adjusting \(C_2\) from the definition of \(t\) we may ensure that the constant \(C_3\) from the definition of \(S\) can be chosen to be arbitrarily large, while maintaining the probabilities from 1. and 2. above being bounded away from zero.

If (4.10) holds, then the probability of the event in 3. above is bounded away from zero, since it follows from (4.10) that for some constant \(c > 0\) we have
\[
P_{\pi, \pi}[\tau_I \geq t_{\text{rel}}]^S \leq \left(1 - \frac{c}{\text{gap}^2 \rho_{\text{max}}}\right)^S \leq \exp\left(-\frac{cS}{\text{gap}^2 \rho_{\text{max}}}\right) = \exp\left(-\frac{c[C_3(\text{gap}\sqrt{\rho_{\text{max}}})^2]}{\text{gap}^2 \rho_{\text{max}}}\right)
\]
which can indeed be made arbitrarily small by picking \(C_3\) to be large enough in terms of \(\frac{1}{c}\).

This only implies that with probability bounded away from 0 we have that
\[
I \leq t + t_{\text{sep}}(1/4) + t_{\text{rel}} \lesssim t_{\text{rel}} \log (1 + \text{gap}\sqrt{\rho_{\text{max}}})
\]
(We have already explained above that \(t_{\text{sep}}(1/4) \lesssim t \approx t_{\text{rel}} \log (1 + \text{gap}\sqrt{\rho_{\text{max}}})\). Since by (4.3) \(t_{\text{rel}} \lesssim t_{\text{mix}}^{TV} \lesssim t_{\text{sep}}(1/4)\), this shows that indeed \(t + t_{\text{sep}}(1/4) + t_{\text{rel}} \lesssim t_{\text{rel}} \log (1 + \text{gap}\sqrt{\rho_{\text{max}}})\).)

However, applying the Markov property as in the proof of Lemma 4.1, can upgrade such an estimate into the desired estimate \(E_{\text{BRW}}[I] \lesssim t_{\text{rel}} \log (1 + \text{gap}\sqrt{\rho_{\text{max}}})\).

It remains to prove (4.10), which we now do. For the sake of clarity of presentation, we phrase this as a lemma.

**Lemma 4.3.** \(P_{\pi, \pi}[\tau_I < t_{\text{rel}}] \gtrsim \frac{1}{\text{gap}^2 \rho_{\text{max}}}\).

**Proof:** Consider \(R(t) := \sum_x \frac{1}{\pi(x)} \int_0^t \int_0^t 1_{\{X_s = x = Y_r\}} ds dr\). Then \(E_{\pi, \pi}[R(t)] = t^2\) and
\[
R(t)^2 = \sum_{x, y} \frac{1}{\pi(x)\pi(y)} \int_0^t \int_0^t \int_0^t \int_0^t 1_{\{X_s = x = Y_r, X_a = y = Y_b\}} ds dr da db.
\]
Taking expectation, and using reversibility, we see that
\[
E_{\pi, \pi}[R(t)^2] \lesssim \sum_x \pi(x)t^2 \int_0^t \int_0^t \sum_y \frac{H_a(x, y)H_b(x, y)}{\pi(y)} da db
\]
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\[
\sum_x \pi(x) t^2 \int_0^t \int_0^t \frac{H_{a+b}(x, x)}{\pi(x)} \, dadb \leq t^2 \max_x \int_0^{2t} \frac{sH_s(x, x)}{\pi(x)} \, ds \lesssim t^2 \max_x \int_0^t \frac{sH_s(x, x)}{\pi(x)} \, ds,
\]

(where we have used the fact that \(H_s(x, x)\) is non-decreasing in \(s\) to argue that \(\int_0^{2t} \frac{sH_s(x, x)}{\pi(x)} \, ds \leq 16 \max_x \int_{t/2}^t \frac{sH_s(x, x)}{\pi(x)} \, ds\)). Now, for \(t = \tau_{\text{rel}}\) we have that

\[
\max_x \int_0^t \frac{sH_s(x, x)}{\pi(x)} \leq \rho_{\text{max}} + \int_0^t s \, ds = \rho_{\text{max}} + \frac{1}{2} t^2 \lesssim \rho_{\text{max}},
\]

where we have used the fact that by (1.9) \(t = \rho_{\text{rel}} \lesssim E_{\text{mix}}(1/\sqrt{Q}) \lesssim \sum_x \pi(x) \rho_{\text{rel}} \leq \rho_{\text{max}}\). Thus by the Payley-Zygmund inequality

\[
\mathbb{P}_{\pi, \pi}[\tau_I < \tau_{\text{rel}}] = \mathbb{P}_{\pi, \pi}[R(\tau_{\text{rel}}) > 0] = \frac{(\mathbb{E}_{\pi, \pi}[R(\tau_{\text{rel}})])^2}{\mathbb{E}_{\pi, \pi}[R(\tau_{\text{rel}})^2]} \gtrsim \frac{t_{\text{rel}}^2}{\rho_{\text{max}}}.
\]

We now prove that if \(P\) is transitive we have that

\[
t_{\text{mix}}(\infty) \lesssim t_{\text{rel}} \log(1 + \sqrt{Q}/t_{\text{rel}}) \asymp \mathbb{E}_{\text{BRW}}[I].
\]

The first inequality follows from (1.6). The inequality \(\mathbb{E}_{\text{BRW}}[I] \lesssim t_{\text{rel}} \log(1 + \sqrt{Q}/t_{\text{rel}})\) follows from \(\mathbb{E}_{\text{BRW}}[I] \lesssim t_{\text{rel}} \log(1 + \sqrt{\rho_{\text{max}}/t_{\text{rel}}})\) and (1.9).

The proof of (1.9) gives that \(\frac{M}{x} \lesssim Q/\sum_x \pi(x) \rho_{\text{rel}} \leq \mathcal{K}\), where \(\mathcal{K} := 1 + \sum_{i=1}^\infty (i + 1)e^{-i/2}\). When \(Q \geq C_1 \rho_{\text{rel}}^2\) by (1.15) we have that \(\mathbb{E}_{\text{BRW}}[I] \gtrsim t_{\text{rel}} \log(1 + \sqrt{Q}/t_{\text{rel}})\).

It remains to consider the case that \(Q < C_1 \rho_{\text{rel}}^2\) and to show that also in this case we have that \(\mathbb{E}_{\text{BRW}}[I] \gtrsim t_{\text{rel}} \log(1 + \sqrt{Q}/t_{\text{rel}})\). When \(Q < C_1 \rho_{\text{rel}}^2\) we have that \(t_{\text{rel}} \log(1 + \sqrt{Q}/t_{\text{rel}}) \leq t_{\text{rel}}\), and so in order to prove \(\mathbb{E}_{\text{BRW}}[I] \gtrsim t_{\text{rel}} \log(1 + \sqrt{Q}/t_{\text{rel}})\), it suffices to show that in this case for some \(c_1, c_2 \in (0, 1)\) we have that

\[
\mathbb{P}_{\pi, \pi}[\tau_I > c_1 t_{\text{rel}}] \gtrsim c_2.
\]

(4.11)

To see this, observe that with probability bounded away from zero we have that both BRWs have only a single particle by time \(c_1 t_{\text{rel}}\). Given this event, the conditional probability that \(I > c_1 t_{\text{rel}}\) is precisely \(\mathbb{P}_{\pi, \pi}[\tau_I > c_1 t_{\text{rel}}]\). Finally, in the considered case \(t_{\text{rel}} \gtrsim t_{\text{rel}} \log(1 + \sqrt{Q}/t_{\text{rel}})\), and so it suffices to show that \(\mathbb{P}_{\text{BRW}}[I > c_1 t_{\text{rel}}] \gtrsim 1\) in the considered case.

It remains to prove (4.11) (assuming \(Q < C_1 \rho_{\text{rel}}^2\)), which we now do. By (1.11) (taken from [24, Lemma 3.7]) we have that \(t_{\text{mix}}(\infty)/4 \leq 2 \sqrt{Q} \asymp \mathbb{E}_{\pi, \pi}[\tau_I]\). Applying Markov’s inequality and the Markov property inductively, yields that \(\mathbb{P}_{\pi, \pi}[\tau_I > j \left(2 \mathbb{E}_{\pi, \pi}[\tau_I] + t_{\text{mix}}(\infty)/4\right)]\) decays exponentially in \(j\) (we omit the details, as they are routine). Hence if \(Q < C_1 \rho_{\text{rel}}^2\) we have that \(\mathbb{E}_{\pi, \pi}[\tau_I^2] \lesssim (\mathbb{E}_{\pi, \pi}[\tau_I])^2\), and so by the Paley-Zygmund inequality

\[
\mathbb{P}_{\pi, \pi}[\tau_I > c_1 t_{\text{rel}}] \equiv \mathbb{P}_{\pi, \pi}[\tau_I > 1/2 \mathbb{E}_{\pi, \pi}[\tau_I]] \gtrsim \frac{(\mathbb{E}_{\pi, \pi}[\tau_I])^2}{4 \mathbb{E}_{\pi, \pi}[\tau_I^2]} \gtrsim c_2
\]

where we used the fact that \(t_{\text{rel}} \leq \sqrt{Q} \asymp \mathbb{E}_{\pi, \pi}[\tau_I]\) to find an absolute constant \(c_1 > 0\) such that \(c_1 t_{\text{rel}} \leq 1/2 \mathbb{E}_{\pi, \pi}[\tau_I]\) and used \(\mathbb{E}_{\pi, \pi}[\tau_I^2] \lesssim (\mathbb{E}_{\pi, \pi}[\tau_I])^2\) to find an absolute constant \(c_2 > 0\) as above. This concludes the proof. \(\square\)
5 Concluding remarks

Two additional inequalities: Using the fact $H_t(x, x)$ is decreasing in $t$, together with the definition of $t^{(2),x}_{\text{mix}}$ we have that

$$
\sigma_{x, \ell} \geq \int_0^{t^{(2),x}_{\text{mix}}} s^{\ell-1} \frac{(H_s(x, x) - \pi(x))}{(\ell - 1)! \pi(x)} ds \geq \int_0^{t^{(2),x}_{\text{mix}}} s^{\ell-1} \frac{1}{(\ell - 1)!} ds = \frac{(2t^{(2),x}_{\text{mix}}) \ell}{\ell! 4},
$$

and so $2t^{(2),x}_{\text{mix}} \leq (\ell! 4 \sigma_{x, \ell})^{1/\ell} \leq 4\ell \sigma_{x, \ell}^{1/\ell}$, i.e. $t^{(2),x}_{\text{mix}} \leq 2\ell \sigma_{x, \ell}^{1/\ell}$. Similarly, using (1.9)

$$
Q_{\ell} = \sum_x \pi(x) \sigma_{x, \ell} \geq \sum_x \pi(x) \int_0^{t^{(2),x}_{\text{mix}}} s^{\ell-1} \frac{(H_s(x, x) - \pi(x))}{(\ell - 1)! \pi(x)} ds = \frac{(2t_{\text{mix}}^{(2),x})}{\ell!} \sum_x \pi(x) d_{2, x}^2(t).
$$

Taking $t = t_{\text{ave}}^{(2),x}_{\text{mix}}$ yields that $t_{\text{ave}}^{(2),x}_{\text{mix}} \leq 2\ell Q_{\ell}^{1/\ell}$ (under transitivity, $t^{(2),x}_{\text{mix}} \leq 2\ell Q_{\ell}^{1/\ell}$).

Problem 5.1. It would be interesting to find a probabilistic interpretation for the bounds from Theorem 2 for general $\ell$ as we have done (in the following subsection) for $\ell = 1, 2$ in terms of hitting and intersection times of branching random walks. Likewise, it would be interesting to find a probabilistic interpretation for $Q_{\ell}$ for $\ell \geq 3$.
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