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Abstract

The generating function of the cumulants in random matrix models, as well as the cumulants themselves, can be expanded as asymptotic (divergent) series indexed by maps. While at fixed genus the sums over maps converge, the sums over genera do not. In this paper we obtain alternative expansions both for the generating function and for the cumulants that cure this problem. We provide explicit and convergent expansions for the cumulants, for the remainders of their perturbative expansion (in the size of the maps) and for the remainders of their topological expansion (in the genus of the maps). We show that any cumulant is an analytic function inside a cardioid domain in the complex plane and we prove that any cumulant is Borel summable at the origin.
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1 Introduction

Random matrix theory \cite{1, 2} studies probability laws for matrices. They have been introduced more than half a century ago to model the energy spectra of large nuclei and have later proven to be ubiquitous in physics and mathematics. Applications to mathematics range from combinatorics of maps to free probability while in physics, beyond energy spectra of heavy nuclei, random matrices can be used to describe disordered systems and discretized models of random surfaces.

The application of random matrices to random surfaces and 2d quantum gravity \cite{3} relies on the combinatorics of maps. The matrix integrals arising in random matrix theory depend on (at least) two parameters: a coupling constant $\lambda$ and the size of the matrix, $N$. A formal expansion in the parameter $\lambda$ of such matrix integrals yields generating functions for maps of arbitrary genus. The coupling constant $\lambda$ measures the size of the map (the number of its edges), while the parameter $1/N$ turns out to measure the genus of the map. While this formal expansion is extremely successful in enumerating both maps of fixed size and arbitrary genus and maps of fixed genus and arbitrary size, it does not provide an estimation of the matrix integral because it does not converge.

This phenomenon is well understood. From a combinatorial standpoint, the divergence of this formal series is due to the proliferation of maps: while the maps of fixed genus are an exponentially bounded family, maps of arbitrary genus are not. At the analytical level, this reflects the fact that $\lambda = 0$ lies on the boundary of the analyticity domain of the generating function.

One can analyze in some depth these formal power series. Restricting to a fixed order in $1/N$ one obtains convergent series enumerating maps of fixed genus. This yields the celebrated $1/N$ expansion for random matrices \cite{4} (see also \cite{5, 6, 7} for rigorous mathematical results on this expansion). The series at fixed genus exhibit a critical behavior at some critical value $\lambda_c$ of the coupling constant and a formal sum over random surfaces of arbitrary genus can be obtained by taking the so called double scaling limit $\lambda \to \lambda_c, N \to \infty$ while keeping $(\lambda_c - \lambda)N^{5/4}$ fixed.

The precise status of the $1/N$ series is somewhat involved. Usually the $1/N$ series is taken as an asymptotic series: while each order in $1/N$ is well understood, the rest term is usually difficult to control.

Analytical control over the rest term has been achieved in the region of strictly convex potential (see for instance \cite{8} and references therein). This region corresponds to a stable perturbation $\Re \lambda \geq 0$ or to an unstable but small perturbation (such that the perturbation potential is always dominated by the quadratic part and absolute converge of the matrix integral is ensured). However, one would like to exert some same kind of analytic control over the rest term of the $1/N$ series also outside the region of strictly convex potential. This is due to the following two facts:

- when considering the interpretation of a matrix integral as a generating function of maps, $\Re \lambda \geq 0$ corresponds to an alternating sum over maps. A genuine sum over maps is obtained only for $\Re \lambda < 0$. Moreover, the critical point $\lambda_c$ (at which the fixed genus series become critical) lies far on the negative real axis (for bipartite quadrangulations for instance $\lambda_c = -\frac{1}{12}$). In order to study the behavior of the matrix integral in the critical regime one needs to control the rest term close to this critical point.

- in the region $\Re \lambda < 0$, instanton effects $e^{-\sqrt{N}}$ are expected to play a very important role. As they correspond to non trivial solutions of the classical equations of motion, they correspond precisely to the region where the perturbation potential equals the quadratic part, hence outside the strictly convex potential region.
In this paper we focus on the analyticity of the cumulants in a specific random matrix model. Building on results in random tensor theory [9, 10] and on the Loop Vertex Expansion (LVE) introduced in [11] we establish, for any cumulant, an explicit expansion which is convergent for \( \lambda \) in the cardioid domain:

\[
\lambda \in \mathbb{C}, \quad 4|\lambda| < \cos^2\left(\frac{\arg \lambda}{2}\right).
\]

We further provide explicit convergent expressions for the remainder in the expansion in \( \lambda \) and as a by product we prove that any cumulant is Borel summable in \( \lambda \) uniformly in \( N \).

More importantly, we provide explicit expressions for the remainder in the \( 1/N \) expansion of any cumulant which is absolutely convergent in the cardioid domain:

\[
\lambda \in \mathbb{C}, \quad 12|\lambda| < \cos^2\left(\frac{\arg \lambda}{2}\right).
\]

We emphasize that this domain goes well outside the strictly convex potential region. Our paper is thus a first step towards the rigorous study of the instanton effects and of the critical regime in matrix models. However, work still remains to be done: in order to access these effects, one needs to find analytic continuations of our explicit formulae which hold all the way up to the negative real axis (and up to \(-\frac{1}{12}\)).

This paper is divided into four parts. In section 2 we introduce some notation and state our main results. In section 3 we introduce the intermediate field representation which we subsequently use for the proofs of our results which are performed in sections 4 and 5. Some technical details are collected in the appendices.

## 2 Statement of the main results

**Matrix integral and normalization.** In this paper, we consider the Gaußian matrix model with a quartic perturbation. The generating function of its cumulants is defined by the integral over complex \( N \times N \) matrices \( M \):

\[
Z[J, J^\dagger; \lambda, N] = \frac{\int dM \exp \left\{ - \text{Tr}(MM^\dagger) - \frac{\lambda^2}{2N} \text{Tr}(MM^\dagger MM^\dagger) + \sqrt{N} \text{Tr}(JM^\dagger) + \sqrt{N} \text{Tr}(MJ^\dagger) \right\}}{\int dM \exp \left\{ - \text{Tr}(MM^\dagger) - \frac{\lambda^2}{2N} \text{Tr}(MM^\dagger MM^\dagger) \right\}}. \tag{1}
\]

The source \( J \) is itself a \( N \times N \) complex matrix and \( J^\dagger \) is its adjoint. The cumulants of the quartic model are obtained by taking derivatives of \( \log Z \) with respect to \( J \) and \( J^\dagger \).

A Taylor expansion in \( \lambda \), \( J \) and \( J^\dagger \), followed by the evaluation of the Gaußian integral, expresses \( Z \) as a sum over ribbon Feynman graphs (or combinatorial maps). The normalization in \( N \) has been chosen in such a way that the amplitude of a ribbon graph is \( N^\chi(G) \), with \( \chi(G) \) the Euler characteristic of the graph (i.e. the Euler characteristic of a surface of minimal number of handles in which \( G \) can be embedded). Since we are only interested in the cumulants, we divide the integral by its value at \( J = J^\dagger = 0 \).

The measure \( dM \) is the standard Lebesgue measure on matrices suitably normalized in such a way that \( Z[J, J^\dagger; \lambda, N] = 1 \) for \( \lambda = 0 \) and \( J = J^\dagger = 0 \),

\[
dM = \pi^N \prod_{1 \leq i,j \leq N} d\text{Re}(M_{ij})d\text{Im}(M_{ij}) \tag{2}.
\]

The analyticity of \( Z[J, J^\dagger; N, \lambda] \) is fairly easy to establish using conventional techniques. However, in order to study the analyticity of \( \log Z[J, J^\dagger; N, \lambda] \), these techniques have to be supplemented by a detailed study of the zeros of \( Z[J, J^\dagger] \) in the complex domain, which is a harder problem.
Loop Vertex Expansion (LVE) graphs and their amplitudes The LVE is based on combinatorial maps with cilia. A cilium is a half edge hooked to a vertex. A combinatorial map is a graph with a distinguished cyclic ordering of the half edges incident at each vertex. Combinatorial maps are conveniently represented as ribbon graphs whose vertices are disks and whose edges are ribbons (allowing one to encode graphically the ordering of the half edges incident at a vertex).

**Definition 1** (LVE graphs and corners). A LVE graph $(G,T)$ is a connected ribbon graph $G$ with labels on its vertices having furthermore:

- a distinguished spanning tree $T \subset G$.
- a labeling of the edges of $G$ not in $T$ (loop edges in physics parlance).
- at most one cilium per vertex.

A LVE tree is a LVE graph without cycles.

A corner of a LVE graph $(G,T)$ is a pair of consecutive half edges attached to the same vertex.

We denote $K(G)$, $V(G)$, $E(G)$ and $F(G)$ the sets of cilia, vertices, edges and respectively faces of $G$. The edges of $G$ not in $T$ are called loop edges and we denote $L(G,T) = E(G) - E(T)$ the set of loop edges. The faces of $G$ are partitioned between the faces which do not contain any cilium (which we sometimes call internal faces) and the ones which contain at least a cilium which we call broken faces. We denote $B(G)$ the set of broken faces of $G$. Each broken face corresponds to a puncture in the Riemann surface in which $G$ is embedded, and the Euler characteristic of the graph $G$ is:

$$\chi(G) = |V(G)| - |E(G)| + |F(G)| - |B(G)| = 2 - 2g(G) - |B(G)|$$

where $|X|$ denotes the cardinality of $X$ and $g(G)$ is the genus of the graph $G$.

Let us consider a LVE graph $(G,T)$ with vertices labeled $1,\ldots,|V(G)|$. We associate to every edge $e$ of the tree $T$ a weakening parameter $t_e \in [0,1]$. For any two vertices $i$ and $j$ of the graph $G$ we define:

$$(C_T)_{ij} = \inf\{ t_e \mid e \text{ in the unique path } P^T_{i \leftrightarrow j} \text{ in } T \text{ joining } i \text{ and } j \} ,$$

and the infimum is 1 if $i = j$. We arrange $(C_T)_{ij}$ in a (symmetric) $V(G) \times V(G)$ matrix $C_T$. The matrix $C_T$ is a positive matrix. This statement is non trivial and its proof can be found in [12] or [13].

To any real, positive, symmetric $n \times n$ matrix $(C_{ij})_{1 \leq i,j \leq n}$ we associate a unitary invariant normalized Gaussian measure $d\mu_C(A)$ on $n$ random $N \times N$ Hermitian matrices $A = (A_1,\ldots,A_n)$ defined by its covariance:

$$\int d\mu_C(A) A_{i|a} a_{j|cd} = C_{ij} \delta_{ad} \delta_{bc} , \quad \int d\mu_C(A) = 1 ,$$

where $A_{i|a}$ and $A_{j|cd}$ are the matrix elements of the matrices $A_i$ and $A_j$. This Gaussian measure can be represented as a differential operator. Indeed, denoting:

$$\text{Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] = \sum_{a,b} \frac{\partial}{\partial A_{i|a}} \frac{\partial}{\partial A_{j|ba}} , \quad \frac{\partial}{\partial A_{i|ab}} = \frac{1}{2} \left( \frac{\partial}{\partial \text{Re} A_{i|ab}} - i \frac{\partial}{\partial \text{Im} A_{i|ab}} \right) ,$$

the Gaussian expectation of any function $F(A_1,\ldots,A_n)$ is:

$$\int d\mu_C(A) F(A_1,\ldots,A_n) = \left[ e^{\frac{1}{2} \sum_{i,j} C_{ij} \text{Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] F(A_1,\ldots,A_n)} \right]_{A_i = 0} .$$
To every loop edge $e \in L(G,T)$ we associate a parameter $s_e \in [0,1]$. As the loop edges are labeled $1,\ldots,|L(G,T)|$, we will denote $s_1,\ldots,s_{|L(G,T)|}$ the parameter associated to the edge $1,\ldots,|L(G,T)|$. Note that for the loop edge $e = (i,j)$ the parameter $s_e$ and the weakening factor $(C_T)_{ij}$ are completely unrelated.

We associate to every LVE graph $(G,T)$ the amplitude $A_{(G,T)}[J,J^\dagger,\lambda,N]$ defined as a Gaussian integral over $|V(G)|$ Hermitian matrices $A = (A_i)_{1 \leq i \leq |V(G)|}$ (each one of size $N \times N$):

$$A_{(G,T)}[J,J^\dagger;\lambda,N] = \frac{(-\lambda)^{|E(G)|} N^{|V(G)|-|E(G)|}}{|V(G)|!} \int_{1 \geq s_1 \geq \cdots \geq s_{|L(G,T)|} \geq 0} ds_e \prod_{e \in L(G,T)} ds_e \times \int_{[0,1]} \prod_{e \in E(T)} d\tau_e \left( \prod_{e = (i,j) \in L(G,T)} \inf_{e' \in P_{i \to j}} \tau_{e'} \right) \times \int d\mu_{s_{|L(G,T)|}C_T}(A) \prod_{f \in F(G)} \text{Tr} \left\{ \sum_{c \in \partial f} (1 - i \sqrt{\lambda} \frac{\lambda}{N} A_{ic})^{-1} (J_{J^\dagger})_{\eta_c} \right\}, \quad (5)$$

where:

- $\prod_{c \in \partial f}$ is the oriented product around the corners $c$ on the boundary $\partial f$ of the face $f$.
- $i_c$ is the label of the vertex the corner $c$ belongs to.
- $\eta_c = 1,0$ depending on whether $c$ is followed by a cilium (1) or not (0).

We refer to appendix C for some example of LVE graphs and their amplitudes.

The Gaussian measure $d\mu_{s_{|L(G,T)|}C_T}(A)$ can also be written as the differential operator:

$$\int d\mu_{s_{|L(G,T)|}C_T}(A) F(A) = \left[ e^{s_{|L(G,T)|}/2} \sum_{ijkl} \inf_{e \in P_{i \to j}} \tau_{e} \text{Tr} \left[ \frac{\partial}{\partial A_{ij}} \frac{\partial}{\partial A_{kl}} \right] F(A) \right]_{A_i=0}.$$

In the case of a LVE graph which is just a tree, $G = T$, we will use the shorthand notation $A_T[J,J^\dagger;\lambda,N] \equiv A_{(T,T)}[J,J^\dagger;\lambda,N]$. The amplitude simplifies drastically in this case: there are no integrals over the $s$ parameters (and $s_{|L(G,T)|}$ is set to 1), the product over infima in the second line is empty (hence set to 1), and only one trace is obtained (as trees have only one face).

**Constructive expansions of the generating function** Let $\mathcal{C}$ be the cardioid domain in the complex plane (see figure \[\text{I}\]):

$$\mathcal{C} = \left\{ \lambda \in \mathbb{C} \text{ with } 4|\lambda| < \cos^2 \left( \frac{\arg \lambda}{2} \right) \right\}, \quad (6)$$

where we choose the determination $-\pi < \arg \lambda < \pi$ of the argument (hence the argument has a cut on the negative real axis).

Our first result is a convergent expansion of $\log Z[J,J^\dagger;\lambda,N]$ as a sum over LVE trees.

**Theorem 1** (Tree expansion). For any $\lambda \in \mathcal{C}$, there exists $\epsilon_\lambda > 0$ depending on $\lambda$ such that for $\|JJ^\dagger\| < \epsilon_\lambda$ the logarithm of $Z[J,J^\dagger;\lambda,N]$ is given by the following absolutely convergent expansion:

$$\log Z[J,J^\dagger;\lambda,N] = \sum_{T \text{ LVE tree}} A_T[J,J^\dagger;\lambda,N]. \quad (7)$$

In order to compare the tree expansion of Theorem 1 with the conventional perturbative expansion, it is necessary to further expand some of the loop edges. The following theorem is obtained by recursively adding loop edges to the LVE trees.
Theorem 2 (Perturbative expansion with remainder). For any $\lambda \in \mathcal{C}$, there exists $\epsilon_\lambda > 0$ depending on $\lambda$ such that for $\| JJ^\dagger \| < \epsilon_\lambda$:

$$
\log Z[J, J^\dagger; \lambda, N] = \sum_{G \text{ ciliated ribbon graph with } |E(G)| \leq n} \frac{(-\lambda)|E(G)|N^{\chi(G)}}{|\text{Aut}(G)|} \prod_{f \in B(G)} \text{Tr}[(JJ^\dagger)^{c(f)}] + \mathcal{R}_n[J, J^\dagger; \lambda, N],
$$

(8)

where $c(f)$ is the number of cilia in the broken face $f$ and the perturbative remainder at order $n$ is a convergent sum over LVE graphs with at least $n+1$ edges and at most $n+1$ loop edges

$$
\mathcal{R}_n[J, J^\dagger; \lambda, N] = \sum_{(G,T) \text{ LVE graph with } |E(G)| = n+1} A(G,T)[J, J^\dagger; \lambda, N] + \sum_{T \text{ LVE tree with } |E(T)| \geq n+2} A_T[J, J^\dagger; \lambda, N].
$$

(9)

Note that the first term in (8) involves a sum over ribbon graphs (not LVE graphs) and reproduces the perturbative expansion over maps. The remainder is made of the more involved LVE graphs and its amplitude involves further non trivial Gaussian integrations. In particular, the ribbon graphs in the perturbative expansion do not carry labels on their vertices: this is the origin of the factor $\frac{1}{|\text{Aut}(G)|}$ (where Aut$(G)$ is the cardinal of the group of permutations of the labels on the vertices that preserves the adjacency relations of the graph). Alternatively, one could also work with labeled ribbon graphs and divide by $|V(G)|!$.

Since we are dealing with random matrices of size $N$, it is also possible to organize the expansion in powers of $\frac{1}{N}$. Such an expansion is governed by the genus of the ribbon graphs, as a graph with Euler characteristic $\chi(G)$ scales like $N^{\chi(G)}$. Contrary to the standard perturbative expansion, the expansion over graphs of fixed genus $g$ has a finite $(\frac{1}{12})$ radius of convergence, as can be easily seen from their asymptotic behavior [14]. In particular, $\lambda_c = -\frac{1}{12}$ is the critical point, instrumental in constructing the double scaling limit. This motivates the introduction of the following cardioid (see figure 2):

$$
\tilde{C} = \left\{ \lambda \in \mathbb{C} \text{ with } 12|\lambda| < \cos^2 \left( \frac{\text{arg} \lambda}{2} \right) \right\}.
$$

(10)

The shift from the factor 4 for $C$ to 12 for $\tilde{C}$ reflects the fact that the radius of convergence of the sum over ribbon graphs of fixed genus is $\frac{1}{12}$ while the radius of convergence of the sum over trees is $\frac{1}{4}$.

Theorem 3 (Topological expansion with remainder). For any $\lambda \in \tilde{C}$, there exists $\epsilon_\lambda > 0$ depending on $\lambda$ such that for $\| JJ^\dagger \| < \epsilon_\lambda$ the logarithm of $Z[J, J^\dagger; \lambda, N]$ is:

$$
\log Z[J, J^\dagger; \lambda, N] = \sum_{G \text{ ciliated ribbon graph with } g(G) \leq 2} \frac{(-\lambda)|E(G)|N^{2-2g(G)}-|B(G)|}{|\text{Aut}(G)|} \prod_{f \in B(G)} \text{Tr}[(JJ^\dagger)^{c(f)}] + \tilde{\mathcal{R}}_g[J, J^\dagger; \lambda, N],
$$

(11)
where the order $g$ topological remainder is given by the following absolutely convergent expansion:

$$
\tilde{R}_g[J,J^\dagger;\lambda,N] = \sum_{(G,T) \text{ LVE graph with}} A_{(G,T)}[J,J^\dagger,\lambda,N],
$$

(12)

where $G - e_{L(G,T)}$ is the graph obtained by removing the loop edge with the highest label.

This expansion is also obtained by a recursive addition of loop edges to a tree, but with a stop rule which takes into account the topology: one iteratively adds loop edges as long as the genus of the LVE graph $(G,T)$ does not exceed $g$.

**Cumulants.** The main objects of interest in this paper are the cumulants (connected correlation functions).

**Definition 2 (Cumulants).** The cumulant of order $2k$ is the derivative:

$$
K_{a_1b_1c_1d_1,...,a_kb_kc_kd_k}(\lambda,N) = \frac{\partial^2}{\partial J^*_{a_1b_1} \partial J_{c_1d_1}} \cdots \frac{\partial^2}{\partial J^*_{a_kb_k} \partial J_{c_kd_k}} \log Z[J,J^\dagger;\lambda,N] \bigg|_{J=J^\dagger=0}.
$$

Here $J^*_{ab}$ is the complex conjugate of $J_{ab}$, so that $(J^\dagger)_{ab} = J^*_{ba}$. Note that all the derivatives of $\log Z$ which are not of this form vanish. For example, the order 2 cumulant is:

$$
K_{abcd}(\lambda,N) = \frac{\partial^2}{\partial J^*_{ab} \partial J_{cd}} \log Z[J,J^\dagger] = N \left( \langle M_{ab}M^*_{cd} \rangle - \langle M_{ab} \rangle \langle M^*_{cd} \rangle \right).
$$

(14)

The normalization is chosen in such a way that the contribution of a genus $g$ graph with $b$ broken faces scales as $N^{2-2g-b}$, corresponding to the Euler characteristic of a surface with punctures.

Due to the unitary invariance of the matrix model, the cumulants have a specific form. For any permutation of $k$ elements $\sigma \in \mathfrak{S}_k$, let us write $C(\sigma)$ the integer partition of $k$ associated to the cycle decomposition of $\sigma$ and $|C(\sigma)|$ the number of cycles it contains. Let us also denote by $\Pi_k$ the set of integer partitions of $k$ (recall that a partition $\pi \in \Pi_k$ is an increasing sequence of $|\pi|$ integers $0 < k_1 \leq \cdots \leq k_{|\pi|}$ such that $k_1 + \cdots + k_{|\pi|} = k$). To any integer partition of $k$ we associate a trace invariant:

$$
\text{Tr}_\pi(X) = \text{Tr}(X^{k_1}) \cdots \text{Tr}(X^{k_{|\pi|}}).
$$

(15)

As we will see below, the cumulants write in terms of the Weingarten functions $W_g(\tau\sigma^{-1},N)$ [15, 16]. These functions arise when integrating over unitary matrices $U(N)$ with the invariant normalized Haar measure. Denoting $U^*_{ab}$ the complex conjugate of $U_{ab}$ we have [15]:

$$
\int dU \ U_{a_1b_1} \cdots U_{a_kb_k} U^*_{c_1d_1} \cdots U^*_{c_kd_k} =
\delta_{kl} \sum_{\sigma,\tau \in \mathfrak{S}_k} \delta_{a_1(1)c_1} \cdots \delta_{a_1(k)c_k} \delta_{b_1(1)d_1} \cdots \delta_{b_1(k)d_k} W_g(\tau\sigma^{-1},N).
$$

(16)
The functions $W_g(\sigma, N)$ only depends on the cycle structure of $\sigma$. For low values of $n$, the Weingarten functions read:

$$W_g((1), N) = \frac{1}{N}$$

$$W_g((1, 1), N) = \frac{N^2 - 2}{N(N^2 - 1)(N^2 - 4)}$$

$$W_g((1), N) = \frac{-1}{N^2 - 1}$$

$$W_g((2), N) = \frac{-1}{N(N^2 - 1)}$$

$$W_g((3), N) = \frac{2}{N(N^2 - 1)(N^2 - 4)}.$$

Let us chose a permutation $\zeta \in \mathfrak{S}_k$ whose cycle decomposition reproduces the contribution of the broken faces to the amplitude of a LVE graph. Specifically, if there are $b = |B(G)|$ broken faces with $k_1, \ldots, k_b$ cilia, we choose $\zeta$ to have a cycle decomposition of the form:

$$\zeta = (i_1^1 \ldots i_{k_1}^1) \cdots (i_1^b \ldots i_{k_b}^b).$$

This permutation defines a labeling of the cilia in such a way that the product of traces over the broken faces can be expressed as:

$$\prod_{1 \leq m \leq b} \text{Tr} \left[ JJ^\dagger \prod_{1 \leq r \leq k_m} X_{r m}^l \right] = \sum_{1 \leq p_1, q_1 \leq \cdots \leq N} \prod_{1 \leq l \leq k} (JJ^\dagger)_{p_1 q_1} X_{q_1 p_1(l)},$$

where $X^l$ is the product of the resolvents located on the corners separating the cilia labeled $l$ and $\zeta(l)$. Similarly, for the $F(G) - B(G)$ unbroken faces we denote by $Y^m$ the product of the resolvents around the unbroken face labeled $m$.

**Proposition 1.** The amplitude of a LVE graph in eq. (15) expands in trace invariants as:

$$A_{(G,T)}[J, J^\dagger, \lambda, N] = \sum_{\pi \in \Pi_k} A^\pi_{(G,T)}(\lambda, N) \text{ Tr}_{\pi}(JJ^\dagger),$$

with

$$A^\pi_{(G,T)}(\lambda, N) = (-\lambda)^{|E(G)|N^{|V(G)|-|E(G)|}} \left/ |V(G)|! \right. \prod_{1 \leq s_1 \geq \cdots \geq s_{|L(G,T)|} \geq 0} dse$$

$$\int_{e \in E(T)} dte \left( \prod_{e = (i,j) \in L(G,T), e' \in P_{i,j}^{|L(G,T)|}} \inf \left. t_{e'} \right. \right) \int d\mu_{s_1 \leq (L(G,T))} C_{\pi}(A)$$

$$\times \sum_{\tau, \sigma \in \mathfrak{S}_k} \sum_{C(\tau) = \pi} W_g(\sigma^{-1}, N) \prod_{1 \leq m \leq F(G) - B(G)} \text{ Tr}_{\pi} Y^m \prod_{1 \leq l \leq k} X^l_{p_{r(l)} p_{\zeta(l)}}.$$

If the LVE graph $(G, T)$ is reduced to a tree we use the shorthand notation $A^\pi_T(\lambda, N)$ instead of $A^\pi_{(T,T)}(\lambda, N)$.

**Proposition 2** (Scalar cumulants). The order $2k$ cumulants can be written as a sum over partitions of $k$ and over two permutations of $k$ elements:

$$K_{a_1 b_1 c_1 d_1 \ldots a_k b_k c_k d_k}(\lambda, N) = \sum_{\pi \in \Pi_k} K_{\pi}(\lambda, N) \sum_{\rho, \sigma \in \mathfrak{S}_k} \prod_{1 \leq l \leq k} \delta_{\pi^l a_{\rho \pi \sigma^{-1}(l)}} \delta_{\pi^l b_{\rho \pi \sigma^{-1}(l)}}.$$

where $\tau_\pi$ and $\xi_\pi$ are arbitrary permutations such that $\tau_\pi(\xi_\pi)^{-1}$ has a cycle structure corresponding to the partition $\pi$ and the scalar cumulants $K_{\pi}(\lambda, N)$ are given by the expansion:

$$K_{\pi}(\lambda, N) = \sum_{T \text{ LVE tree with } k \text{ cilia}} A^\pi_T(\lambda, N).$$
Choosing any other pair of permutations $\tau_\pi$ and $\xi_\pi$ leads to an identical result, after reorganizing the sum over $\rho$ and $\sigma$. $K_\pi(\lambda, N)$ only depends on the partition $\pi$ and not on the index structure of $K_{a_1b_1c_1d_1,...,a_kb_kc_kd_k} (\lambda, N)$ which explains why we call it scalar cumulant.

The main goal of this paper is to establish some analyticity results as well as bounds for the scalar cumulants $K_\pi(\lambda, N)$ regarded as functions of $\lambda$ inside a cardioid with $N$ considered as a parameter.

### Constructive expansions for cumulants

Our first result states that the expansion of $K_\pi(\lambda, N)$ as a sum over trees yields an analytic function of $\lambda \in \mathcal{C}$.

**Theorem 4** (Analyticity and bound for cumulants). The series:

$$K_\pi(\lambda, N) = \sum_{T \text{ LVE tree with } k \text{ cilia}} A_T^\pi(\lambda, N), \quad (23)$$

defines an analytic function of $\lambda \in \mathcal{C}$. Moreover, each term in this sum is bounded (for $N$ large enough) as:

$$|A_T^\pi(\lambda, N)| \leq \frac{N^{2-|\pi|}|\lambda||E(T)|((k!)^22^{2k})}{(\cos \frac{\arg \lambda}{2})^2|E(T)|+k|V(T)|!}, \quad (24)$$

where $|\pi|$ is the number of integers in the partition $\pi$ of $k$ (number of cilia).

By further expanding loop edges on each tree, we obtain a perturbative expansion with a well controlled remainder. In order to identify the graphs contributing to $K_\pi(\lambda, N)$, we say that a ciliated ribbon graph has broken faces corresponding to $\pi$ if the partition of the cilia defined by the broke faces agrees with the partition $\pi$.

**Theorem 5** (Perturbative expansion with remainder). The perturbative expansion of the cumulants reads:

$$K_\pi(\lambda, N) = \sum_{G \text{ ribbon graph with } k \text{ cilia}} \frac{(-\lambda)^{|E(G)|}N^{x(G)}}{|Aut(G)|} + R_{\pi,n}(\lambda, N). \quad (25)$$

The perturbative remainder $R_{\pi,n}(\lambda, N)$ is a sum over LVE graphs with $k$ cilia, at least $n+1$ edges and at most $n+1$ loop edges,

$$R_{\pi,n}(\lambda, N) = \sum_{(G,T) \text{ LVE graphs with broken structure corresponding to } \pi} A_{(G,T)}^\pi(\lambda, N). \quad (26)$$

The perturbative reminder is analytic for $\lambda \in \mathcal{C}$ and for any $\lambda \in \mathcal{C}$ and $N$ large enough it obeys the bound:

$$|R_{\pi,n}(\lambda, N)| \leq \frac{4|\lambda|}{(\cos \frac{\arg \lambda}{2})^2}^{n+2} + 2^{k+n+2}.$$  

### Borel summation for cumulants

The previous expansion defines an asymptotic expansion of the cumulants. Indeed, let us collect the contribution of all graphs of a given order in

$$a_{\pi,n}(N) = \sum_{G \text{ ribbon graph with } k \text{ cilia}} \frac{N^{x(G)}}{|Aut(G)|}, \quad (27)$$
so that for $\lambda \in \mathbb{C}$ the bound on $R_{\pi,n}(\lambda, N)$ implies

$$
\lim_{\lambda \to 0} \left| \frac{K_\pi(\lambda, N) - \sum_{k \leq m \leq n} (-\lambda)^m a_{\pi,m}(N)}{\lambda^n} \right| = 0.
$$

(28)

However, the series $\sum_n a_{\pi,n} \lambda^n$ is divergent which means that $K_\pi(\lambda, N)$ is not analytic at the origin. From a combinatorial point of view, the divergence of the series is due to the occurrence of too many graphs at a given order in $n$. Nevertheless, $\sum a_{\pi,n}(N) \lambda^n$ contains all the information required to reconstruct $K_\pi(\lambda, N)$ through the Borel summation procedure. The latter is based on the following theorem.

For any $R > 0$, let $D_R$ be the disc of radius $R$ tangent at the origin (see figure 3)

$$
D_R = \{ \lambda \in \mathbb{C} \mid \text{Re} \left( \frac{1}{\lambda} \right) > \frac{1}{R} \},
$$

(29)

and let $\Sigma_\sigma$ be the half strip (see figure 3 for a representation of $D_R$ and $\Sigma_R$)

$$
\Sigma_\sigma = \{ s \in \mathbb{C} \mid \text{distance}(s, \mathbb{R}^+) < \frac{1}{\sigma} \}.
$$

(30)

Figure 3: Domain of analyticity of $F$ and of its Borel transform $B$

**Theorem 6** (Nevanlinna-Sokal [17]). Let $R > 0$ and $F_\omega(\lambda)$ be a family of analytic functions on the disc $D_R$ depending on some parameter $\omega \in \Omega$. If there exists a sequence $a_n(\omega)$ of functions of $\omega \in \Omega$ obeying, for any $n$, $\lambda \in D_R$ and $\omega \in \Omega$ the uniform bound:

$$
|F_\omega(\lambda) - \sum_{m=0}^{n} a_m(\omega) \lambda^m| < C \sigma^{n+1} |\lambda|^{n+1} (n+1)!,
$$

(31)

with $C$ and $\sigma$ two positive constants that do not depend on $\omega$, then the series

$$
B_\omega(s) = \sum_{n=0}^{\infty} \frac{a_n(\omega)}{n!} s^n,
$$

(32)

has radius of convergence $\sigma^{-1}$ and can be analytically continued in the strip $\Sigma_\sigma$. Moreover, there exists a constant $B$ such that, for any $s \in \Sigma_\sigma$ and $\omega \in \Omega$, we have

$$
|B_\omega(s)| \leq B e^{\pi}.
$$

(33)

Finally, for any $\lambda \in D_R$, $F_\omega(\lambda)$ is given by the following absolutely convergent integral:

$$
F_\omega(\lambda) = \int_{0}^{\infty} ds B_\omega(s) e^{-\frac{s}{\lambda}}.
$$

(34)
If the assumption of theorem 9 are fulfilled, \( F_\omega \) is said to be Borel summable at \( \lambda = 0 \), uniformly in \( \omega \). In this case, \( F_\omega \) can be uniquely recovered from the coefficients \( a_n(\omega) \) using its Borel transform \( s \mapsto B_\omega(s) \) and eq. (34).

For any \( \lambda \in \mathcal{D}_R \subset \mathbb{C} \), \( \cos \frac{\arg \lambda}{2} \geq 2^{-1/2} \) and there exists \( R \) such that the perturbative remainder in Theorem 3 is bounded as in eq. (31).

**Corollary 1** (Borel summability). The rescaled cumulants \( N^{-2+|\pi|} K_\pi(\lambda, N) \) (with \( |\pi| \) the number of parts in the partition \( \pi \)) is Borel summable in \( \lambda \) at the origin, uniformly in \( N \), so that

\[
K_\pi(\lambda, N) = \int_0^\infty ds \, e^{-\frac{s}{N}} \left( \sum_{n \geq k} \frac{a_{\pi,n}(N)}{n!} s^n \right),
\]

in a disc included in \( \mathbb{C} \) tangent to the imaginary axis at the origin and independent of \( N \).

**Topological expansion for cumulants** The Taylor expansion at the origin of the cumulants leads to ribbon graphs drawn on surfaces with boundary. The Euler characteristic of a surface determines the power of \( N \). This is known as the topological expansion. While it is well known that the contributions of Feynman graphs of fixed genus are analytic functions in a disk of fixed radius \( \frac{1}{12} \), less is known about the remainder. We state an analyticity results and a bound for the remainder.

**Theorem 7** (Topological expansion). The cumulants \( K_\pi(\lambda, N) \) are expanded in inverse powers of \( N \) as

\[
K_\pi(\lambda, N) = \sum_{h=0}^g N^{2-2g-|\pi|} K_{\pi,h}(\lambda) + \tilde{R}_{\pi,g}(\lambda, N),
\]

where \( K_{\pi,h}(\lambda) \) is a sum over ciliated ribbon graphs of genus \( h \) whose broken faces correspond to the partition \( \pi \), convergent for \( |\lambda| < \frac{1}{12} \):

\[
K_{\pi,h}(\lambda) = \sum_{\text{G ribbon graph with genus } h \text{ and broken faces corresponding to } \pi} \frac{(-\lambda)^{|E(G)|}}{|\text{Aut } G|}.
\]

The topological remainder \( \tilde{R}_{\pi,g}(\lambda, N) \) is a sum over LVE graphs with broken faces corresponding to \( \pi \), genus \( g+1 \) and such that, if we remove the loop edge of highest label, we get a genus \( g \) graph

\[
\tilde{R}_{\pi,g}(\lambda, N) = \sum_{(G,T) \text{ LVE graphs with broken faces corresponding to } \pi} \mathcal{A}_{G,T}^\pi(\lambda, N).
\]

This series converges for \( \lambda \in \overline{\mathbb{C}} \) and in this domain the topological reminder is bounded by

\[
|\tilde{R}_{\pi,g}(\lambda, N)| \leq \left( \frac{2^{3k} k!}{\cos \frac{\arg \lambda}{2}} \right)^{\lambda-2(\lambda+1)} \left( \frac{12|\lambda|}{\cos \frac{\arg \lambda}{2}} \right)^{2g+2} \frac{(4g + k + 1)!}{\left(1 - \frac{12|\lambda|}{\cos \frac{\arg \lambda}{2}} \right)^{4g+k}},
\]

with \( C_g \) a constant depending only on the genus.

### 3 Intermediate field representation

To begin with, we introduce the intermediate field \( A \) (a \( N \times N \) Hermitian matrix) and write the quartic interaction as a Gaussian integral:

\[
\exp \left\{ -\frac{\lambda}{2N} \operatorname{Tr}(MM^\dagger MM^\dagger) \right\} = \int dA \exp \left\{ -\frac{1}{2} \operatorname{Tr}(A^2) + i\sqrt{\frac{\lambda}{N}} \operatorname{Tr}(M^\dagger AM) \right\},
\]

(39)
where the integral is over Hermitian $N \times N$ matrices and is assumed to be normalized. The new field $A$ propagates with the trivial Gaussian measure and the four valent interaction is traded for a three valent interaction involving an $A$ field and a $M$ and a $M^\dagger$ field. This is illustrated in figure[4]

$$\begin{align*}
\text{Figure 4: Intermediate field representation.}
\end{align*}$$

The generating function is thus:

$$Z[J,J^\dagger;\lambda,N] = \int dMdA \exp \left\{ -\frac{1}{2} \text{Tr}(A^2) - \text{Tr} \left[ M^\dagger \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right) M \right] + \sqrt{N} \text{Tr}(JM^\dagger) + \sqrt{N} \text{Tr}(MJ^\dagger) \right\}, \quad (40)
$$

The integral over the original matrices $M$ and $M^\dagger$ is a (non normalized) Gaussian integral with covariance $(1 - i \sqrt{\frac{\lambda}{N}} A) \otimes 1$. Taking into account that:

$$\det \left[ \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right) \otimes 1 \right] = \left[ \det \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right) \right]^N = \exp \left\{ N \text{Tr} \log \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right) \right\}, \quad (41)
$$

we obtain:

$$Z[J,J^\dagger;\lambda,N] = \int dA \exp \left\{ -\frac{1}{2} \text{Tr}(A^2) - N \text{Tr} \log \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right) - N \text{Tr} \left[ J \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right)^{-1} J^\dagger \right] \right\}. \quad (42)
$$

We thus have three different expressions [1], [40] and [42] for the generating function of the cumulants $\log Z[J,J^\dagger;\lambda,N]$. Their Feynman graph expansions are constructed as follows.

The expression [40] involves two types of fields $A$ and $M$ so that the Feynman graphs have two types of edges. The $M$ edges (solid edges) are oriented from $M^\dagger$ to $M$ since $M$ is a complex matrix while the $A$ edges (wavy edges) are not because $A$ is Hermitian. There are 3-valent vertices corresponding to $\text{Tr}(M^\dagger AM)$ and univalent vertices, also viewed as extra half-edges (external legs in the physics literature) corresponding to $\text{Tr}(JM^\dagger)$ and $\text{Tr}(MJ^\dagger)$. Note that all the variables we integrate over are matrices so that we have a cyclic ordering at each vertex and the Feynman graphs are ribbon graphs. We embed the trivalent vertices turning in the clockwise direction so that the $A$ edges are on the right when we follow the orientation of the $M$ edges.

Integrating over $A$ in [40] before proceeding to the perturbative expansion, we recover the integral [1]. Its Feynman rules involve only the $M$ edges (which are oriented) as well as an even number of univalent vertices (external legs) and tetravalent vertices. The latter involve two incoming edges and two outgoing ones, alternating in cyclic order around the vertex.

Integrating over $M$ in [40] before proceeding to the perturbative expansion, we recover the integral [42]. Its Feynman rules involve the $A$ edges and two types of vertices of arbitrary valence (see figure[6]). The first one is an ordinary ribbon vertex, arising from the term $\text{Tr} \log \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right)$. The second one comes from the coupling to the source $\text{Tr} J \left( 1 - i \sqrt{\frac{\lambda}{N}} A \right)^{-1} J^\dagger$. It is a
ribbon vertex with a cilium on a corner (the insertion of the source). We illustrate the three representations for a graph contributing to the order 2 cumulant in figure 7.

The perturbative expansion can be performed either starting from (1) or starting from (42), using:
\[
\left(1 - i\sqrt{\frac{\lambda}{N}} A\right)^{-1} = \sum_{n=0}^{\infty} \left(i\sqrt{\frac{\lambda}{N}}\right)^n A^n
\]
(43)
and performing the Gaussian integral over A.

Comparing the two perturbative expansion for the order 2 cumulant yields the following bijection.

**Proposition 3.** The intermediate field representation yields the following bijection

\[
\{ \text{Connected alternating 2-in 2-out ribbon graphs with } n \text{ vertices and } 2m \text{ external edges} \} \leftrightarrow \{ \text{Connected ribbon graphs with } n \text{ edges and } m \text{ ciliated vertices} \}
\]

This bijection can be described explicitly as follows. Starting with a connected alternating 2-in 2-out ribbon graph with \( n \) vertices and \( 2m \) external edges, we observe that its faces come
in three types. If the face does not contain an external edge, either it is on the left or it is on the right of all the edges which bound it. We color the first kind of faces in black and the second kind white. If a face is broken, then it contains an even number of external edges that are alternatively incoming and outgoing. The pieces of the face comprised between two consecutive external edges are either on the left or on the right of all the edges which bound them. We color these pieces of faces in black and respectively in white. We join pairs of incoming and outgoing external edges separated by black pieces of broken faces into cilia. The black faces (ciliated or not) define the vertices of the intermediate field graphs. Two such vertices are joined by an intermediate field edge if and only if the associated faces meet at vertex.

Conversely, given a intermediate field graph, we expand its vertices into (black) faces, and we cut the cilia into two. We then form tetravalent vertices by contracting the intermediate field edges.

This construction is a generalization of the medial graph construction to graphs with external edges (or equivalently, cilia). Indeed, if there is no cilium on the $A$ graph, then the associated $M$ graph is its medial graph. The basic features of this bijection are summarized in the following table.

| matrix model          | intermediate field |
|-----------------------|--------------------|
| vertex                | edge               |
| black face            | vertex             |
| white face            | face               |
| edge                  | corner             |
| pair of external legs | cilium             |

Matrix model graphs - intermediate field graphs correspondence.

Let us end this section by giving two consequences of the intermediate field representation of the matrix model.

First, the number of planar graphs with $n$ vertices contributing to the order 2 cumulant (2-point function in physics parlance) can be evaluated explicitly using the Schwinger-Dyson equation for the intermediate field. The details of this computation are relegated to the appendix $A$ and the result is:

$$
\frac{2 \cdot 3^n}{n+2} C_n \quad \text{with} \quad C_n = \frac{(2n)!}{n!(n+1)} \quad \text{(Catalan numbers)}.
$$

This is nothing but the number of planar bipartite quadrangulations with $n$ quadrangles, rooted at an edge. Bipartiteness means that the vertices of the quadrangulation are colored in black and white and the edges only connect vertices of different colors. The $M$ graph is the dual of the quadrangulation. The black/white coloring of the faces of the $M$ graph induces an orientation of the $M$ edges in such a way that all the $M$ vertices are alternating 2-in 2-out.

The intermediate field graphs are in bijection with bipartite quadrangulations with $m$ marked edges. The intermediate field graph is obtained by connecting the pair of black vertices on each quadrangle by an wavy $A$ edge (and adding a cilium for every incidence of a marked edge at a black vertex). We thus obtain:

**Proposition 4.**

$$
\left\{ \begin{array}{l}
\text{Bipartite quadrangulations with } n \text{ faces of genus } g \\
\text{having } m \text{ marked edges}
\end{array} \right\} \Leftrightarrow \left\{ \begin{array}{l}
\text{Connected ribbon graphs of genus } g \\
\text{with } n \text{ edges and } m \text{ cilia.}
\end{array} \right\}
$$

Second, the intermediate field can be used to study the analyticity properties of $Z$. We first have the following bound.
Lemma 1. Writing $\lambda = \rho e^{i\theta}$ with $\rho > 0$, we have:
\[
\left\| \left(1 - i\sqrt{\frac{\lambda}{N}}A\right)^{-1} \right\| \leq \frac{1}{\cos \frac{\pi}{2}} ,
\]
where $\| \cdot \|$ denotes the operator norm.

Proof. To prove the lemma, it is convenient to factor $\sqrt{\lambda}$ and write
\[
\left(1 - i\sqrt{\frac{\lambda}{N}}A\right)^{-1} = \frac{1}{\sqrt{\lambda}} \int_0^\infty d\alpha \exp\left\{ -\alpha \frac{1}{\sqrt{\lambda}} + \alpha \frac{i}{\sqrt{N}} A \right\} ,
\]
therefore, the operator norm is bounded by:
\[
\left\| \left(1 - i\sqrt{\frac{\lambda}{N}}A\right)^{-1} \right\| \leq \frac{1}{|\sqrt{\lambda}|} \int_0^\infty \exp\left\{ -\alpha \text{Re}\left(\frac{1}{\sqrt{\lambda}}\right)\right\} \|\exp\left\{\alpha \frac{iA}{\sqrt{N}}\right\| = \frac{1}{\cos \frac{\pi}{2}} .
\]

We can then rewrite (42) as:
\[
Z[J, J^\dagger; N, \lambda] = \int dA \exp\left\{ \frac{1}{2} \text{Tr}(A^2) + N \text{Tr} J \left(1 - i\sqrt{\frac{\lambda}{N}}A\right)^{-1} J^\dagger \right\} \left[\det \left(1 - i\sqrt{\frac{\lambda}{N}}A\right)\right]^N ,
\]
and use lemma 1 to show that this integral is convergent for $\theta \in (-\pi, \pi)$. As the integrand is analytic for $\theta \in (-\pi, \pi)$ we have the following result.

Proposition 5. $Z[J, J^\dagger; N, \lambda]$ is analytic in $\lambda$ on the cut plane $\mathbb{C} - \mathbb{R}^-$.

However, analyticity of $Z[J, J^\dagger; N, \lambda]$ in the cut plane does not imply analyticity of its logarithm, as $Z[J, J^\dagger; N, \lambda]$ may have zeros. In the next section we will see that in order to establish an analyticity result for the logarithm one needs to work some more.
4 Proofs of the theorems regarding the generating function

In this section, we establish the constructive theorems \[1\], \[2\] and \[3\] regarding the generating function of the cumulants.

4.1 The Loop Vertex Expansion (proof of Theorem \[1\])

The basic ingredient in establishing the constructive theorems stated in section \[2\] is the loop vertex expansion, introduced by Rivasseau in \[\[11\]\]. Starting with (42), we expand the exponential as a power series, convergent if \(\lambda \in \mathbb{C} - \mathbb{R}^-\),

\[
Z[J, \tilde{J}] = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int d\mu_\lambda(A) \left[ \prod_{i=1}^{n} N \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right) + N \left( 1 - i \sqrt{\frac{\lambda}{N}} \right)^{-1} J \right]^{n},
\]

(49)

where \(d\mu_\lambda(A) = dA \exp -\frac{1}{2} \text{Tr}(A^2)\) is the normalized Gaussian measure on Hermitian matrices (and we dropped the arguments \(\lambda\) and \(N\) of \(Z\) in order to simplify the notation).

We then use the replica trick and replace (for the term of order \(n\)) the integral over a single matrix \(A\) by integral over a \(n\)-uple of \(N \times N\) Hermitian matrices \(A = (A_i)_{1 \leq i \leq n}\). The replicated Gaussian integral is performed with a normalized Gaussian measure \(d\mu_C(A)\) with a degenerated covariance \(C_{ij} = 1\). Recall that for any real positive symmetric matrix \(A\), \(\sqrt{A}\) spans the kernel of \(\sqrt{A} - \sqrt{A}^{-1}\). This can easily be seen by regularizing the covariance as \(C_{ij} + \epsilon \delta_{ij}\) and letting \(\epsilon \to 0\). Equivalently, at the perturbative level, the uniform covariance generates all the edges (with the appropriated weights) in the Feynman graph expansion that connect the various replicas together.

The generating function then reads:

\[
Z[J, \tilde{J}] = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int d\mu_C(A) \left[ \prod_{i=1}^{n} N \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right) + N \left( 1 - i \sqrt{\frac{\lambda}{N}} \right)^{-1} J \right]^{n}.
\]

(51)

Remark that the Gaussian measure can alternatively be written as the differential operator:

\[
\int d\mu_C(A) F(A) = \left[ e^{\frac{1}{2} \sum_{i,j} \text{Tr} \left( \frac{\partial}{\partial x_{ij}} \right) F(A) } \right]_{A_i=0}.
\]

We now apply the Bridges-Kennedy-Abdessalam-Rivasseau forest formula (see appendix \[B\]). We start by replacing the covariance \(C_{ij} = 1\) by \(C_{ij}(x) = x_{ij}\) (and \(x_{ij} = x_{ji}\)) evaluated at \(x_{ij} = 1\) for \(i \neq j\) and \(C_{ii}(x) = 1\). Then \(Z[J, \tilde{J}]\) is given as a sum over forests:

\[
Z[J, \tilde{J}] = \sum_{F: \text{labeled forest}} \left( -1 \right)^n \frac{1}{n!} \int \prod_{(i,j) \in F} dx_{ij} \left( \prod_{(i,j) \in F} \frac{\partial}{\partial x_{ij}} \right)
\]

\[
\times \left\{ \int d\mu_C(x)(A) \prod_{i=1}^{n} N \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right) + N \left( 1 - i \sqrt{\frac{\lambda}{N}} \right)^{-1} J \right\}_{x_{ij}=u_{ij}^F},
\]

(52)
where \( n \) is the number of vertices of \( F \), \( i \) and \( j \) label the vertices of the forest, there is one weakening parameter \( t_{ij} \) per edge \((i,j)\) of the forest and

\[
v_{ij}^F = \begin{cases} 
\inf_{(k,l)\in P_{i\leftrightarrow j}^F} t_{kl} & \text{if } P_{i\leftrightarrow j}^F \text{ exists} \\
0 & \text{if } P_{i\leftrightarrow j}^F \text{ does not exist}
\end{cases},
\]

(53)

where \( P_{i\leftrightarrow j}^F \) is the unique path in \( F \) joining \( i \) and \( j \) (and the infimum is set to 1 if \( i = j \) ). The Gaußian measure can alternatively be written as the differential operator:

\[
\int d\mu_{C(x)}(A)F(A) = \left[ e^{\frac{i}{2} \sum_{i,j} x_{ij} \text{Tr}[\frac{\partial}{\partial x_{ij}}] F(A)} \right]_{A_i = 0}.
\]

(54)

In order to extract the logarithm we use the following lemma.

**Lemma 2.** Let \( \mathcal{W}(T) \) be a weight associated to a tree \( T \), independent of the labels of its vertices and define the weight of a forest \( \mathcal{W}(F) \) to be the product of the weights of its trees (connected components). Then, as formal series:

\[
\log \sum_{F \text{ labeled forests}} \frac{\mathcal{W}(F)}{|V(F)|!} = \sum_{T \text{ labeled trees}} \frac{\mathcal{W}(T)}{|V(T)|!},
\]

(55)

with \( |V(F)| \) and \( |V(T)| \) the number of vertices in \( F \) and \( T \).

**Proof.** This identity is equivalent to

\[
\sum_{F \text{ labeled forests}} \frac{\mathcal{W}(F)}{|V(F)|!} = \exp \sum_{T \text{ labeled trees}} \frac{\mathcal{W}(T)}{|V(T)|!},
\]

which follows by expanding the right hand side using the multinomial formula, and taking due care of the relabeling of the vertices. \( \square \)

As both the differential operator and the Gaußian measure factor over the trees in the forest \( F \) we obtain:

\[
\log \mathcal{Z}[J, J^T] = \sum_{T \text{ labeled trees}} \frac{(-1)^n}{n!} \int_0^1 \prod_{(i,j)\in T} dt_{ij} \left( \prod_{(i,j)\in T} \frac{\partial}{\partial x_{ij}} \right) \times \left\{ \int d\mu_{C(x)}(A) \prod_{i=1}^n \left[ N \text{Tr} \log \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right) + N \text{Tr} J \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right)^{-1} J^T \right] \right\} \bigg|_{v_{ij}^T},
\]

(56)

where \( P_{i\leftrightarrow j}^T \) is the unique path in the tree \( T \) joining \( i \) and \( j \). Starting from the expression of the Gaußian integral as a differential operator it is immediate to see that:

\[
\frac{\partial}{\partial x_{ij}} \left( \int d\mu_{C(x)}(A)F(A) \right) = \int d\mu_{C(x)}(A) \text{Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] F(A).
\]

This differential operator acts on two vertices \((i,j)\) and generates an edge connecting them. Taking into account that:

\[
\frac{\partial}{\partial A_{i|ab}} \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right)^{-1} = \left( -\frac{\lambda}{N} \right) \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right)^{-1} \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right)^{-1},
\]

(57)

we observe that a resolvent operator \( \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right)^{-1} \) is associated to each corner of a vertex. Multiple derivatives acting on the same vertex (corresponding to multiple edges hooked to it)
can act on either of the corners of the vertex and split it into two. The logarithm of $Z$ becomes thus a sum over plane trees and the source terms $JJ^\dagger$ correspond to cilia decorating some of the vertices of the trees. We thus obtain:

$$\log Z[J, J^\dagger] = \sum_{\text{LVE tree}} \mathcal{A}_T[J, J^\dagger, \lambda, N],$$

$$\mathcal{A}_T[J, J^\dagger, \lambda, N] = \frac{(-\lambda)_{|E(T)|}N^{|V(T)|-|E(T)|}}{|V(T)|!} \int_0^1 \prod_{\epsilon \in E(T)} dt_\epsilon$$

$$\times \int d\mu_{C_T}(A) \text{ Tr } \prod_{c \in \partial T} \left( 1 - i\sqrt{\frac{\lambda}{N}} A_{i_c} \right)^{-1} (JJ^\dagger)^{\eta_c} \tag{58}$$

where $i_c$ is the label of the vertex the corner $c$ is attached to, $\eta_c \in \{0, 1\}$ depending on whether the corner $c$ is followed ($\eta_c = 1$) or not ($\eta_c = 0$) by a source insertion and the covariance $C_T$ is

$$(C_T)_{ij} = \inf_{(k,l) \in P_{i\leftrightarrow j}} t_{kl} \tag{59}$$

and the infimum is set to 1 if $i = j$.

We have thus established the expansion \[7\] in Theorem \[7\]. In order to establish Theorem \[7\] it remains to study the domain on which the expansion \[58\] is convergent.

We first bound the amplitude of each tree using lemma \[7\]

$$\left| \text{ Tr } \prod_{c \in \partial T} \left( 1 - i\sqrt{\frac{\lambda}{N}} A_{i_c} \right)^{-1} (JJ^\dagger)^{\eta_c} \right| \leq N \prod_{c \in \partial T} \left\| \left( 1 - i\sqrt{\frac{\lambda}{N}} A_{i_c} \right)^{-1} \right\| \left\| JJ^\dagger \right\|^{\eta_c}$$

$$\leq \frac{N \| JJ^\dagger \|^k}{(\cos \frac{\arg \lambda}{2})^{2(|E(T)|+k)}} \tag{60}$$

where $k$ denotes the number of cilia of the tree.

Then we bound the number of LVE trees with a given number of edges and cilia.

**Lemma 3** (Counting LVE trees). The number of LVE trees with $n$ edges and $k$ cilia

$$\mathcal{N}(n, k) = \frac{(2n + k - 1)! (n + 1)!}{(n + k)! (n + 1 - k)! k!} \leq 2^{2n+k-1} (n - 1)! \frac{(n + 1)!}{(n + 1 - k)! k!}, \tag{61}$$

**Proof.** The number of LVE trees with $n + 1$ vertices and $k$ cilia on a fixed set of vertices labeled $i_1, \ldots, i_k$ is $\frac{(2n+k-1)!}{(n+k)!}$ (see \[7\]). To obtain $\mathcal{N}(n, k)$ one simply multiplies the latter by the possible choices of $k$ vertices among $n + 1$. The bound follows by the binomial formula

$$\frac{(2n+k-1)!}{(n+k)! (n+1-k)! k!} \leq 2^{2n+k-1}.$$  

Consequently, the sum over LVE trees is bounded by:

$$\left| \sum_{\text{LVE tree}} \mathcal{A}_T[J, J^\dagger, \lambda, N] \right| \leq \sum_{n=0}^\infty \sum_{k=1}^{n+1} \frac{N^2 \| JJ^\dagger \|^k}{(n+1)! (\cos \frac{\arg \lambda}{2})^{2n+k}} 2^{2n+k-1} (n - 1)! \frac{(n + 1)!}{(n + 1 - k)! k!}$$

$$\leq N^2 \sum_{n=0}^\infty \left( \frac{2^{n-1} |\lambda|^n}{\cos \frac{\arg \lambda}{2}} \right) \left( 1 + \frac{2 \| JJ^\dagger \|}{\cos \frac{\arg \lambda}{2}} \right)^{n+1}. \tag{62}$$

Each $\mathcal{A}_T[J, J^\dagger, \lambda, N]$ is analytic in the cut plane $\mathbb{C} - \mathbb{R}^-$. Furthermore, For every $\lambda$ inside the cardioid:

$$\mathcal{C} = \left\{ \lambda \in \mathbb{C} : \quad 4|\lambda| < \cos^2 \left( \frac{\arg \lambda}{2} \right) \right\},$$
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it is possible to find an \( \epsilon_\lambda > 0 \) such that,

\[
\frac{4|\lambda|}{\left(\cos\frac{\arg\lambda}{2}\right)^2} \left(1 + \frac{2\epsilon_\lambda}{\cos\frac{\arg\lambda}{2}}\right) < 1,
\]

hence theorem 1 follows.

Remark furthermore that for \( \lambda \in C \) and \( \|J J^\dagger\| < \epsilon_\lambda \), \( \log Z[J, J^\dagger] \) is analytic in \( \lambda \).

### 4.2 Perturbative expansion with remainder (proof of Theorem 2)

Our starting point is eq. (58):

\[
\log Z[J, J^\dagger] = \sum_{\text{LVE tree}} A_T[J, J^\dagger, \lambda, N],
\]

\[
A_T[J, J^\dagger, \lambda, N] = \frac{(-\lambda)|E(T)|N|V(T)|^{-|E(T)|}}{|V(T)|!} \int_0^1 \prod_{e \in E(T)} dt_e
\]

\[
\times \int d\mu_{C_T}(A) \text{ Tr} \left[ \prod_{e \in \partial T \text{ corner}} \left(1 - i\sqrt{\frac{\lambda}{N}} A_{ic}\right)^{-1} (J J^\dagger)^\eta_e \right],
\]

and the Gaussian measure \( d\mu_{C_T}(A) \) can also be written as:

\[
\int d\mu_{C_T}(A) F(A) = \left[ e^{\frac{1}{2} \sum_{ij} \left( \inf_{(k,l) \in P \leftrightarrow j} t_{kl} \right)} \text{ Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] F(A) \right]_{A_i=0}.
\]

A Taylor expansion at first order with an uniform parameter of the Gaussian measure leads to:

\[
\left. e^{\frac{1}{2} \sum_{ij} \left( \inf_{(k,l) \in P \leftrightarrow j} t_{kl} \right)} \text{ Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] \right|_{s=1} = 1 + \int_0^1 ds_1 \left[ \frac{d}{ds} \right]_{s=s_1} \left. e^{\frac{1}{2} \sum_{ij} \left( \inf_{(k,l) \in P \leftrightarrow j} t_{kl} \right)} \text{ Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] \right|_{s=1}
\]

\[
= 1 + \int_0^1 ds_1 \left( \frac{1}{2} \sum_{ij} \left( \inf_{(k,l) \in P \leftrightarrow j} t_{kl} \right) \text{ Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] \right) e^{\frac{1}{2} \sum_{ij} \left( \inf_{(k,l) \in P \leftrightarrow j} t_{kl} \right)} \text{ Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right].
\]

The term with the Gaussian measure set to 1 corresponds to setting all the replicated fields \( A_i = 0 \). Consequently all the resolvents in the trace are replaced by the identity and the trace becomes just a trace over a product of the external sources.

The rest term is more involved. The new derivatives with respect to the replicated fields \( A_i \) and \( A_j \) act on the resolvents in the trace. As before, a \( \frac{1}{2} \text{ Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] \) operator creates a ribbon edge and brings an overall factor \( \frac{-\lambda}{N} \). As the edge connects two vertices already present in the tree, the new edge is necessarily a loop edge. The sums over \( i \) and \( j \) yields a sum over all the possible ways to add such a loop edge to the tree \( T \), hence we obtain a sum over all the LVE graphs \((G, T)\) one can build over \( T \) having \( |L(G, T)| = 1 \) loop edges.
Iterating \( L \) times we obtain:

\[
A_T[J, J^\dagger, \lambda, N] = \sum_{G} \frac{(-\lambda)|E(G)|N^{X(G)}}{|V(G)|!} \prod_{f \in B(G)} \text{Tr} \left[ (JJ^\dagger)^{c(f)} \right] 
\times \int_0^1 \prod_{e \in E(T)} dt_e \left( \prod_{e=(i,j) \in L(G,T)} \inf_{(k,l) \in P_{i\leftrightarrow j}^T} t_{kl} \right) \int_{1 \geq s_1 \geq \ldots \geq s_{|L(G,T)|} \geq 0} \prod_{e \in L(G,T)} ds_e + \sum_{G} A_{(G,T)}[J, J^\dagger; \lambda, N],
\]

where:

\[
A_{(G,T)}[J, J^\dagger; \lambda, N] = \frac{(-\lambda)|E(G)|N^{V(G)}-|E(G)|}{|V(G)|!} \int_{1 \geq s_1 \geq \ldots \geq s_{|L(G,T)|} \geq 0} \prod_{e \in L(G,T)} ds_e \times \int_{[0,1]} \prod_{e \in E(T)} dt_e \left( \prod_{e=(i,j) \in L(G,T)} \inf_{e' \in P_{i\leftrightarrow j}^T} t_{e'} \right) \times \int d\mu_{s_{|L(G,T)|}} C_T(A) \prod_{f \in F(G)} \text{Tr} \left\{ \prod_{c \in \partial f} \left( 1 - i\sqrt{\frac{\lambda}{N}} A_{i_c} \right)^{-1} (JJ^\dagger)^{\eta_c} \right\}.
\]

yielding the expression eq. (5) for the amplitude of an LVE graph.

We prove theorem 2 by induction on \( n \). We start with the tree expansion in (7) and select the unique LVE tree without any edge. This tree is a single vertex with one cilium (the vertex without a cilium is absent because of the normalization \( Z[0, 0, \lambda, N] \)). We perform an expansion up to \( L = 1 \) loop edges for this term. All the other LVE trees with edges are included in the rest term. We obtain:

\[
\log Z[J, J^\dagger] = N \text{Tr}[JJ^\dagger] + \sum_{(G,T) \text{ LVE graph, } |V(G)|=1, |L(G,T)|=1} A_{(G,T)}[J, J^\dagger; \lambda, N] + \sum_{T \text{ LVE tree } E(T) \geq 1} A_T[J, J^\dagger, \lambda, N].
\]

As the trees with exactly one edge are LVE graphs themselves we can move them to the first rest term and write:

\[
\log Z[J, J^\dagger] = N \text{Tr}[JJ^\dagger] + \sum_{G} A_{(G,T)}[J, J^\dagger; \lambda, N] + \sum_{T \text{ LVE tree } E(T) \geq 2} A_T[J, J^\dagger, \lambda, N],
\]

reproducing eq. (8) for \( n = 0 \). The first term in this expression is the contribution of an ordinary Feynman graph (without any resolvent). If we write the theory in terms only of \( M \), this graph has two univalent vertices \( J \) and \( J^\dagger \) connected by an edge. The second term is the amplitude for a LVE graph with one vertex, one cilium and one edge (which can either be a loop edge or a tree edge). The last term is the contribution of all the LVE trees with at least two edges.

Let us assume that the theorem has been established up to order \( n \) hence the perturbative
remainder at order $n$, $R_{n}[J, J^\dagger, \lambda, N]$ is the sum of two terms:

$$R_n'[J, J^\dagger, \lambda, N] = \sum_{(G,T) \in \text{LVE graph} \atop |E(G)| = n+1} A_{(G,T)}[J, J^\dagger, \lambda, N],$$

$$R_n''[J, J^\dagger, \lambda, N] = \sum_{T \in \text{LVE trees} \atop |E(T)| \geq n+2} A_T[J, J^\dagger, \lambda, N].$$

The trees contributing to $R_n''$ having at least $n+3$ edges give exactly $R_{n+1}''$ (where we omit the arguments in order to simplify the notation). The trees having exactly $n+2$ edges are transferred to $R_n''$. Now consider the LVE graphs in $R_n'$. The amplitude of each of these graphs is written as a Gaussian integral with covariance $s_{(L(G,T))}C_T$. For each of these graphs we expand one more loop edge using:

$$e \frac{s_{(L(G,T))}}{2} \sum_{i,j} \left( \inf_{(k,l) \in P_{i \leftrightarrow j}} t_{kl} \right) \text{Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right]_{s=1} = 1 + \int_{s_{(L(G,T))} \geq 0} ds_{(L(G,T))} \left( \frac{1}{2} \sum_{i,j} \left( \inf_{(k,l) \in P_{i \leftrightarrow j}} t_{kl} \right) \text{Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right] \right)$$

$$\times e \frac{s_{(L(G,T))}+1}{2} \sum_{i,j} \left( \inf_{(k,l) \in P_{i \leftrightarrow j}} t_{kl} \right) \text{Tr} \left[ \frac{\partial}{\partial A_i} \frac{\partial}{\partial A_j} \right].$$

The rest terms are all collected to yield the remaining terms in $R_{n+1}'$, as they are all LVE graphs of order $n+2$, with the correct amplitude.

It remains to check that the evaluation of the new explicit terms reproduces exactly the perturbative evaluation of the amplitude of the graphs with exactly $E(G) = n+1$ edges. As all the $A_i$'s are set to zero in the explicit terms, the product of traces yields just:

$$N^{[F(G)]-[B(G)]} \prod_{f \in B(G)} \text{Tr} \left[ (JJ^\dagger)^{c(f)} \right].$$

The integral over the loop parameters $s_e$ can be trivially performed:

$$\int_{1\geq s_1 \geq \cdots \geq s_{|L(G,T)|} \geq 0} ds_e = \frac{1}{|L(G,T)|!}.$$ (67)

Since there are precisely $|L(G,T)|!$ ways to label the loop edges, the sum becomes a sum over graphs with unlabeled loop edges. We are left with ciliated ribbon graphs with labels on their vertices and a distinguished spanning tree.

The integral over the weakening parameters $t_e$ is more subtle (see [13]). A Hepp sector $\alpha$ in a graph $G$ is a total order of the edges of $G$. For any Hepp sector $\alpha$, the dominant tree $T(\alpha)$ in the sector is obtained by iteratively choosing the highest edges in the sector which do not form cycles. It turns out (13) that for fixed $G$ and $T$ the integral over the parameters $t_e$ is the percentage of Hepp sectors of $G$ in which the tree $T$ is dominant. The following lemma is then trivial.

**Lemma 4.** For any vertex labeled graph $G$:

$$\sum_{T \text{ spanning tree}} \int_{E(T)} dt_e \left( \prod_{e \in E(T)} \inf_{(i,j) \in L(G,T)} t_{e} \right) = 1.$$ (68)
Collecting these two results together, the explicit terms are a sum over vertex labeled ciliated ribbon graphs with exactly $n + 1$ edges. Taking into account the amplitude does not depend on the labeling of the vertices, we collect together all the terms corresponding to different labellings of the same ribbon graph and use:

$$
\frac{1}{|V(G)|!} \sum_{\text{labellings of } V(G)} ^{|Aut(G)|} (-\lambda)^{|E(G)|} N x(G) \prod_{f \in B(G)} \text{Tr} \left[ (J J^\dagger)^{(f)} \right]
$$

$$
= \frac{(-\lambda)^{|E(G)|} N x(G)}{|Aut(G)|} \prod_{f \in B(G)} \text{Tr} \left[ (J J^\dagger)^{(f)} \right],
$$

where $|Aut(G)|$ corresponds to the order of the group of permutations of the vertices that leave the graph invariant to obtain the explicit terms in eq. (8).

Finally, the analyticity of the remainder is obvious since $R_1' [J, J^\dagger, \lambda, N]$ is a finite sum of analytic functions in $\mathbb{C} - \mathbb{R}^-$ and $R_2'' [J, J^\dagger, \lambda, N]$ is bounded by the bound in eq. (62), hence converges and is analytic under the same hypothesis.

4.3 Topological expansion (proof of Theorem 3)

In the expansion theorem 2, we have recursively added loop edges to the trees irrespective of the genus of the graph $(G, T)$ we obtained. In order to prove the topological expansion theorem 3, we use the same algorithm, except that we stop adding loop edges to a graph if its genus reaches $g + 1$. We thus obtain:

$$
\log Z[J, J^\dagger; \lambda, N] = \sum_{G \text{ ciliated ribbon graph } |E(G)| \leq n \text{ and } g(G) \leq g} \frac{(-\lambda)^{|E(G)|} N^{2-2g(G)-B(G)}}{|Aut(G)|} \prod_{f \in B(G)} \text{Tr} \left[ (J J^\dagger)^{(f)} \right]
$$

$$
+ \tilde{R}_{g,n}[J, J^\dagger; \lambda, N] + \tilde{R}_{g,n}'[J, J^\dagger; \lambda, N] + \tilde{R}_{g,n}''[J, J^\dagger; \lambda, N],
$$

where now there are three classes of remainder terms.

The first remainder term is made of LVE graphs with less than $n + 1$ edges such that the addition of the last loop edge (with label $|L(G, T)|$) increases the genus form $g$ to $g + 1$:

$$
\tilde{R}_{g,n}[J, J^\dagger; \lambda, N] = \sum_{(G, T) \text{ LVE graph with } |E(G)| \leq n + 1 \text{ and } g(G) = g + 1 \text{ and } g(G-\epsilon[L(G, T)]) = g} A_{(G, T)}[J, J^\dagger; \lambda, N].
$$

The second remainder term is a summation over LVE graphs with $n + 1$ edges and genus less than $g$:

$$
\tilde{R}_{g,n}'[J, J^\dagger; \lambda, N] = \sum_{(G, T) \text{ LVE graph with } |E(G)| = n + 1 \text{ and } g(G) \leq g} A_{(G, T)}[J, J^\dagger; \lambda, N].
$$

Finally, the last remainder term is a sum over LVE trees with at least $n + 2$ edges on which the loop generating algorithm has not yet been applied:

$$
\tilde{R}_{g,n}''[J, J^\dagger; \lambda, N] = \sum_{T \text{ LVE tree } |E(T)| \geq n + 2} A_T[J, J^\dagger; \lambda, N].
$$

In order to take the limit $n \to \infty$, we bound the LVE amplitudes $A_{(G, T)}[J, J^\dagger; \lambda, N]$ as well as the number of graphs contributing to the remainders.

To bound the LVE amplitude in eq. (5), we observe that the latter is a product over faces of traces of products of resolvents. Bounding each trace as $|\text{Tr}(O)| \leq N||O||$ and using lemma
Therefore, create a new corner, but the two corners adjacent to the new cilium (which are distinct since 2 corners on which we can add a third cilium (the graph has 2 cilia). When adding the new cilium we condition that two cilia are not adjacent, in a graph with one marked edge) which is known [14].

The number of genus \( g \) graphs with \( n \) edges and \( g \) cilia. Using proposition \( \ref{proposition:ribbon-graphs} \) and noticing that \( \frac{1}{|L(G,T)|!} \) cancels the labeling of the loop edges, we get:

\[
\sum_{G \text{ ribbon graph with labeled vertices } \ |E(G)| = n \text{ and } g(G) = g} \int \prod_{e \in E(T)} dt_e \left( \prod_{e = (i,j) \in L(G,T)} \inf_{e' \in P_{i,j,i+1}} t_{e'} \right) \frac{1}{|V(G)||!|L(G,T)|!} \leq \tilde{N}(g,n,k). \tag{74}
\]

The inequality (instead of an equality) in the last line comes from the possibility to have different labellings of the vertices leading to the same unlabeled graph (this is also the origin of the factor \( 1/|\text{Aut}(G)|! \) in the explicit terms).

Now we need a bound on \( \tilde{N}(g,n,k) \). We obtain all graph with \( k \) cilia by adding \( k-1 \) cilia to a graph with 1 cilium. Relaxing the condition that there is at most one cilium per vertex to the condition that two cilia are not adjacent, in a graph with \( n > 0 \) edges and 1 cilium, there are \( 2n+1-2 = 2n-1 \) corners on which we can add the second cilia (the graph has \( 2n+1 \) corners, but the 2 corners adjacent to the first cilia are forbidden). When adding the new cilium we create a new corner, but the two corners adjacent to the new cilium (which are distinct since \( n > 0 \)) are forbidden. Therefore, there are \( 2n-2 \) corners on which we can add a third cilium and so on up to the last cilium for which we have \( 2n-(k-1) = 2n+1-k \) available corners. Therefore,

\[
\tilde{N}(g,n,k) \leq \frac{(2n-1)\ldots(2n+1-k)}{k!} \tilde{N}(g,n,1) \leq \frac{(2n)!}{k!(2n-k)!} \tilde{N}(g,n,1) \tag{75}
\]

where we have divided by \( k! \) since all the cilia are indistinguishable (i.e. adding cilia on the same corners but in a different order leads to the same graph). Note that we only obtain an inequality since adding cilia to different graphs can lead to the same ciliated graph.

The number of genus \( g \) graphs with \( n \) edges and a single cillum is equal to the number of rooted bipartite quadrangulations (due to the bijection in proposition \( \ref{proposition:ribbon-graphs} \) applied to maps with one marked edge) which is known [14].

**Lemma 5.** The number \( \tilde{N}(g,n) \) of rooted maps with \( n \) edges and genus \( g \) has the asymptotic behavior

\[
\tilde{N}(g,n) \sim C_g 12^n n^{\frac{5}{2}(g-1)}, \tag{76}
\]

with \( C_g \) a constant that only depends on the genus.

Consequently, there is a constant \( C'_g \) such that, for \( n \) large enough \( \tilde{N}(g,n) = \tilde{N}(g,n,1) \leq C'_g 12^n n^{\frac{5}{2}(g-1)} \), so that

\[
\tilde{N}(g,n,k) \leq C'_g 12^n n^{\frac{5}{2}(g-1)} \frac{(2n)!}{k!(2n-k)!}. \tag{77}
\]
We thus obtain the bound:

\[
\sum_{(G,T) \text{ LVE graph with } |E(G)|=n \text{ and } g(G)=g} |A_{(G,T)}[J,J^\dagger; \lambda, N]| \\
\leq \sum_{k=1}^{n+1} N^{2-2g} |\lambda|^n \left( \frac{1 - \cos \frac{\arg \lambda}{2}}{2} \right)^{2n+k} \|JJ^\dagger\|^k \frac{(2n)!}{k!(2n-k)!} \tilde{N}(g, n) \\
\leq C_g 12^n n^{2(g-1)} N^{2-2g} \left( \frac{|\lambda|}{\cos \frac{\arg \lambda}{2}} \right)^n \left( 1 + \frac{\|JJ^\dagger\|}{\cos \frac{\arg \lambda}{2}} \right)^{2n},
\]

(78)

where we have extended the sum over \( k \) from 0 to \( 2n \) (instead of \( n+1 \)) and used the binomial formula.

For every \( \lambda \in \tilde{C} \), there exists \( \epsilon_\lambda > 0 \) such that

\[
\left( \frac{|\lambda|}{\cos \frac{\arg \lambda}{2}} \right)^n \left( 1 + \frac{\epsilon_\lambda}{\cos \frac{\arg \lambda}{2}} \right)^2 = \xi < \frac{1}{12}.
\]

(79)

We chose \( \|JJ^\dagger\| \leq \epsilon_\lambda \). We then have the following bounds:

- we bound the term

\[
\tilde{R}_{g,n}[J,J^\dagger; \lambda, N] = \sum_{(G,T) \text{ LVE graph with } |E(G)|<n+1 \text{ and } g(G)=g+1} A_{(G,T)}[J,J^\dagger; \lambda, N].
\]

by a sum over graphs of genus \( g+1 \) having at most \( n+1 \) edges:

\[
|\tilde{R}_{g,n}[J,J^\dagger; \lambda, N]| \leq C_{g+1} n^{2-2(g+1)} \sum_{m=0}^{n+1} m^{2g} (12 \xi)^m,
\]

which is convergent as \( n \to \infty \) while keeping \( N \) fixed.

- we bound the term

\[
\tilde{R}_{g,n}'[J,J^\dagger; \lambda, N] = \sum_{(G,T) \text{ LVE graph with } |E(G)|=n+1 \text{ and } g(G) \leq g} A_{(G,T)}[J,J^\dagger; \lambda, N].
\]

by:

\[
|\tilde{R}_{g,n}'[J,J^\dagger; \lambda, N]| \leq N^2 \left( \sum_{h=0}^{g} \frac{C_h}{N^{2h}} (n+1)^{\frac{h}{2}(h-1)} \right) (12 \xi)^{n+1},
\]

hence this term goes to zero when sending \( n \to \infty \) while keeping \( N \) fixed.

- as the sum over LVE trees is convergent, the last reminder term:

\[
\tilde{R}_{n}''[J,J^\dagger; \lambda, N] = \sum_{T \text{ LVE tree } |E(T)| \geq n+2} A_{T}[J,J^\dagger; \lambda, N],
\]

also goes to zero when sending \( n \to \infty \) while keeping \( N \) fixed.

This achieves the proof of theorem 3.
5 Proofs of the theorems regarding the cumulants

5.1 Cumulants and their structure (proofs of Propositions 1 and 2)

Before establishing the proposition 1 we detail some properties of the Weingarten functions.

**Lemma 6** (Convolution inverse). For $N > k$ and any permutations $\sigma, \tau \in S_k$, one has:

\[
\sum_{\tau \in S_k} N^{|C(\tau \rho^{-1})|} Wg(\tau \sigma^{-1}, N) = \begin{cases} 1 & \text{if } \rho = \sigma \\ 0 & \text{otherwise} \end{cases}
\]  

(80)

where $|C(\sigma)|$ is the number of cycles in the decomposition of $\sigma$.

**Proof.** For any permutation $\rho$ we have:

\[
\sum_{a,c} \left( \prod_{i=1}^{k} \delta_{\rho(i)c_i} \right) \int dU \ U_{a_1b_1} \cdots U_{a_kb_k} U_{c_1d_1}^* \cdots U_{c_kd_k}^* Wg(\tau \sigma^{-1}, N) \Rightarrow
\]

\[
\left( \prod_{i=1}^{k} \delta_{b_{\rho(i)}d_i} \right) = \sum_{\sigma, \tau \in S_k} N^{|C(\tau \rho^{-1})|} \left( \prod_{i=1}^{k} \delta_{b_{\sigma(i)}d_i} \right) Wg(\tau \sigma^{-1}, N). \quad (81)
\]

Applying this equality for $b_{\sigma(i)} = d_i = i$ the left hand side is non zero only for $\rho = \sigma$ and in this case it equals 1.

In our context, the Weingarten functions are used in order to write any unitary invariant homogeneous polynomial of degree $k$ of a $N \times N$ Hermitian matrix $H$ as a linear combination of products of traces of powers of $H$. Let $P$ be such a polynomial:

\[
P(H) = \sum_{1 \leq p_1, q_1, \ldots, p_k, q_k \leq N} A_{p_1, q_1, \ldots, p_k, q_k} H_{p_1 q_1} \cdots H_{p_k q_k}, \quad (82)
\]

with $P(UHU^*) = P(H)$ for any $U \in U(N)$.

**Lemma 7** (Expansion over trace invariants). Any unitary invariant degree $k$ homogeneous polynomial can be written as:

\[
P(H) = \sum_{\pi \in \Pi_k} P_\pi \ Tr_\pi(H), \quad (83)
\]

with:

\[
P_\pi = \sum_{\sigma, \tau \in S_k} \sum_{C(\sigma) = \pi, 1 \leq p_1, \ldots, p_k \leq N} A_{p_1 \tau(1), \ldots, p_k \tau(k)} Wg(\tau \sigma^{-1}, N) \quad (84)
\]

and the trace invariant (that only depend on the cycle structure $C(\sigma)$) are:

\[
Tr_\pi(H) = \sum_{1 \leq a_1, \ldots, a_k \leq N} H_{a_1 a_{\sigma(1)}} \cdots H_{a_k a_{\sigma(k)}}. \quad (85)
\]

In particular, if $P$ is already a trace invariant associated to the partition $\pi_0$ then $P_\pi = 1$ if $\pi = \pi_0$ and 0 otherwise.
Proof. Due to unitary invariance of $P$ we have

$$P(H) = \int [dU] P(UHU^\dagger) = \sum_{1 \leq p_1, q_1, \ldots, q_k} A_{p_1, q_1, \ldots, q_k} (\prod_{i=1}^k U_{p_i a_i} U_{q_i b_i}^* H_{a_i b_i})$$

$$= \sum_{\tau, \sigma \in \mathfrak{S}_k} \left( \sum_{1 \leq p_1, q_1, \ldots, q_k} A_{p_1, q_1, \ldots, q_k} (\prod_{i=1}^k \delta_{p_{\tau(i)}} a_i) \right) \left( \prod_{i=1}^k \delta_{a_{\sigma(i)} b_i} H_{a_i b_i} \right) Wg(\tau \sigma^{-1}, N).$$

If $P$ is the trace invariant associated to $\pi_0 = (k_1, \ldots, k_{|\pi_0|})$ then:

$$A_{p_1, q_1, \ldots, q_k} = \frac{1}{\sum_{\rho \in \mathfrak{S}_k} C(\rho) = \pi_0} \sum_{\rho \in \mathfrak{S}_k} \prod_{i=1}^k \delta_{q_i p_{\rho(i)}}$$

and

$$P_\pi = \sum_{\sigma, \tau \in \mathfrak{S}_k} \left( \sum_{1 \leq p_1, \ldots, p_k \leq N} \frac{1}{\sum_{\rho \in \mathfrak{S}_k} C(\rho) = \pi_0} \sum_{\rho \in \mathfrak{S}_k} \prod_{i=1}^k \delta_{p_{\tau(i)} p_{\rho(i)}} \right) Wg(\tau \sigma^{-1}, N)$$

$$= \frac{1}{\sum_{\rho \in \mathfrak{S}_k} C(\rho) = \pi_0} \sum_{\rho \in \mathfrak{S}_k} N^{C(\rho^{-1})} Wg(\tau \sigma^{-1}, N).$$

By the convolution inverse identity, the sum over $\tau$ enforces $\rho = \sigma$ and the lemma follows. \qed

We chose a permutation $\zeta \in \mathfrak{S}_k$ whose cycle decomposition reproduces the contribution of the broken faces to the amplitude of a LVE graph:

$$\zeta = (i_1^1 \ldots i_{k_1}^1) \cdots (i_1^b \ldots i_{k_b}^b).$$

(86)

if there are $b = |B(G)|$ broken faces with $k_1, \ldots, k_b$ cilia. Denoting $X^l$ the product of the resolvents in between the cilia $l$ and $\zeta(l)$ and $Y^m$ the product of the resolvents around the unbroken face labeled $m$ the amplitude can be written as:

$$A_{G,T}[J, J^\dagger, \lambda, N] = \frac{(-\lambda)^{|E(G)|} N^{|V(G)| - |E(G)|}}{|V(G)|!} \int \prod_{1 \leq e \leq L(G,T)} ds_e \int \prod_{e \in E(T)} dt_e \inf_{e = (i,j) \in L(G,T)} t_{e'}$$

$$\int d\mu_{|L(G,T)|} \text{C}_T(A) \prod_{1 \leq m \leq B(G)} \text{Tr} \left[ J J^\dagger \prod_{1 \leq r \leq k_m} X_{e_r}^m \right] \prod_{1 \leq m \leq F(G) - B(G)} \text{Tr} \left[ Y^m \right].$$

(87)

This is a degree $k$ homogeneous polynomial which is invariant under the unitary transformation $J \rightarrow U J$ and $J^\dagger \rightarrow J^\dagger U^\dagger$. Indeed, because of the invariance of $d\mu_{C_T}(A)$ the transformation of $J$ can be compensated by a transformation on the matrices $A_1, \ldots, A_n$. Therefore, we may apply lemma 7 to expand it over trace invariants:

$$A_{G,T}[J, J^\dagger, \lambda, N] = \sum_{\pi \in \Pi_k} A_{G,T}^\pi(\lambda, N) \text{Tr}_\pi(J J^\dagger),$$

(88)
with:

\[
A^{\tau,T}_{G,N}(\lambda,N) = \frac{(-\lambda)^{|E(G)| N V(G)| - |E(G)|}}{|V(G)|!} \int \prod_{1 \leq s_1 \geq \cdots \geq s_{|L(G,T)|} \geq 0} d_s e \prod_{e \in E(T)} dt_e \left( \prod_{e = (i,j) \in L(G,T), e' \in \mathcal{P}_{i,j}} \inf \ e' \right) \int d\mu_s_{|L(G,T)|} C_T(A) \times \sum_{\tau,\sigma \in \mathfrak{S}_k} \sum_{C(\sigma) = \pi} Wg(\tau \sigma^{-1}, N) \prod_{1 \leq m \leq F(G) - B(G)} \prod_{1 \leq l \leq k} X^{l}_{\rho_{l}(l) \rho_{l}(l)} .
\]

This proves proposition 1.

In order to prove proposition 2 we use the expression of log \(Z[J, J^\dagger, \lambda, N]\) form theorem 1. As the sum over LVE trees is convergent we can derive term by term with respect to the sources. Before deriving we express the amplitude of a LVE tree as in proposition 1. Proposition 1. As the sum over LVE trees is convergent we can derive term by term with respect to the sources. Before deriving we express the amplitude of a LVE tree as in proposition 1. Proposition 1.

In order to prove proposition 2 we use the expression of log \(Z[J, J^\dagger, \lambda, N]\) form theorem 1. As the sum over LVE trees is convergent we can derive term by term with respect to the sources. Before deriving we express the amplitude of a LVE tree as in proposition 1. Proposition 1.

We bound the norm of the resolvents using lemma 1 (recall that we have a resolvent per corner and there are 2|E(G)| + k corners on a LVE graph with |E(G)| edges and k cilia). Taking

\[
|Wg(\sigma, N)| < \frac{2^{2k}}{N^{2k - |C(\sigma)|}} .
\]

This lemma can be deduced from the asymptotic behavior of the Weingarten functions \[15\, 16\].

We bound the norm of the resolvents using lemma 1 (recall that we have a resolvent per corner and there are 2|E(G)| + k corners on a LVE graph with |E(G)| edges and k cilia). Taking

\[
|Wg(\sigma, N)| < \frac{2^{2k}}{N^{2k - |C(\sigma)|}} .
\]

This lemma can be deduced from the asymptotic behavior of the Weingarten functions \[15\, 16\].

We bound the norm of the resolvents using lemma 1 (recall that we have a resolvent per corner and there are 2|E(G)| + k corners on a LVE graph with |E(G)| edges and k cilia). Taking

\[
|Wg(\sigma, N)| < \frac{2^{2k}}{N^{2k - |C(\sigma)|}} .
\]
into account that each trace produces a factor of \( N \) we obtain:

\[
\begin{aligned}
&\left|W_g(\tau \sigma^{-1}, N)\right| \\
&\sum_{1 \leq p_1, \ldots, p_k \leq N} \left| \prod_{1 \leq m \leq f-b} \text{Tr} \left[ Y^m \right] \prod_{1 \leq l \leq k} X_{p_l p_{\xi^{-1}(l)}} \right| \\
&\leq 2^{2k} N|C(\xi^{-1})| + |C(\tau \sigma^{-1})| - 2k + F(G) - B(G) \\
&\left( \cos \arg \lambda \right)^{2E(G)+k}.
\end{aligned}
\]  

(94)

In order to bound the scaling in \( N \) of the amplitude of a LVE graph we use the following lemma [9].

**Lemma 9.** Let \( \sigma \) and \( \tau \) two permutations of \( k \) elements. Then, the numbers of cycles in the decompositions of \( \sigma \), \( \tau \) and \( \sigma \tau \) obey:

\[
|C(\sigma)| + |C(\tau)| \leq k + |C(\sigma \tau)|.
\]  

(95)

**Proof.** We will prove the following more general inequality: for any three permutations \( \sigma \), \( \tau \) and \( \xi \) of \( k \) elements we have:

\[
|C(\sigma \xi^{-1})| + |C(\xi \tau)| \leq k + |C(\sigma \tau)|.
\]

Let us represent \( k \) white vertices labeled \( 1 \) to \( k \) and \( k \) black vertices labeled \( 1 \) to \( k \). We connect the white vertex \( p \) with the black vertex \( \tau(p) \) and the black vertex \( \tau(q) \) with the white vertex \( \xi(q) \). The cycles of \( \xi \tau \) are the cycles made of alternating \( \xi \) and \( \tau \) edges (the connected components of this graph).

If there exists a \( p \) such that \( \xi \tau(p) \neq p \) we compare \( |C(\xi \sigma^{-1})| + |C(\xi \tau)| \) with \( |C(\sigma \xi^{-1})| + |C(\xi \tau)| \) where:

\[
\xi(q) = \begin{cases} 
\xi(q), & \text{for } q \neq \xi^{-1}(p), \tau(p) \\
\xi(\tau(p)) = \xi \tau(q), & \text{for } q = \xi^{-1}(p) \\
\tau^{-1}(q), & \text{for } q = \tau(p)
\end{cases}
\]

The number of cycles of \( \xi \tau \) goes up by one:

\[
|C(\xi \tau)| = 1 + |C(\xi \tau)|,
\]

while the number of cycles of \( \sigma \xi^{-1} \) can not decrease by more than one (looking at the graph corresponding to \( \xi \) and \( \sigma^{-1} \) we see that the change from \( \xi \) to \( \xi \) can at most collapse two connected components into one). As \( |C(\xi \sigma^{-1})| = |C(\sigma \xi^{-1})| \) we conclude that:

\[
|C(\sigma \xi^{-1})| + |C(\xi \tau)| \leq |C(\sigma \xi^{-1})| + |C(\xi \tau)|,
\]

and now \( \xi \tau(p) = p \). Iterating we obtain:

\[
|C(\sigma \xi^{-1})| + |C(\xi \tau)| \leq (|C(\sigma \xi^{-1})| + |C(\xi \tau)|)_{\xi \tau = \tau^{-1}} = k + |C(\sigma \tau)|.
\]

\( \square \)

A double application of lemma [9] leads to

\[
|C(\xi \tau^{-1})| + |C(\tau \sigma^{-1})| \leq k + |C(\xi \sigma^{-1})| \leq 2k + |C(\xi)| - |C(\sigma)|,
\]  

(96)

and taking into account that \( |C(\sigma)| = |\pi| \) (the number of integers in the partition \( \pi \)) and \( |C(\xi)| = |B(G)| \) is the number of broken faces, we arrive at:

\[
\left| A^\pi_{(G, T)}(\lambda, N) \right| \leq \frac{2^{2k}(k!)^2 |\lambda||E(G)| N |V(G)| - |E(G)| + |F(G)| - |\pi|}{(\cos \arg \lambda)^{2|E(G)|+k} |V(G)| (|E(G)| - |V(G)| + 1)!}.
\]  

(97)
In particular, for a tree we have
\[ |A_T^2(\lambda, N)| \leq \frac{2^{2k}(k!)^2|\lambda|^{|E(T)|}N^{2-|\pi|}}{(\cos \frac{\arg \lambda}{2})^{2|E(T)|+(k+1)!}}. \] (98)

This establishes theorem 4.

In order to prove theorem 5 we apply the same algorithm as before and obtain the perturbative series with remainder:
\[ \mathcal{R}_{\pi,n}(\lambda, N) = \sum_{(G,T) \text{ LVE graph}} \mathcal{A}_{(G,T)}^2(\lambda, N) + \sum_{T \text{ LVE tree}} \mathcal{A}_T^2(\lambda, N), \] (99)

where \( K(G) \) denotes the number of cilia of \( G \). In order to bound this remainder we use eq. (97) and bound separately the contributions of the trees and of the LVE graphs with loop edges.

The contribution of trees with \( E(T) \geq n + 2 \) edges is bounded by:
\[ \left| \sum_{T \text{ LVE tree}} \mathcal{A}_T^2(\lambda, N) \right| \leq \sum_{n' \geq n+2} \mathcal{N}(n', k) \frac{2^{2k}(k!)^2|\lambda|^{n'N^{2-|\pi|}}}{(\cos \frac{\arg \lambda}{2})^{2n'k+(n'+1)!}}. \] (100)

The number of LVE trees with \( n' \) edges and \( k \) cilia \( \mathcal{N}(n', k) \) has been evaluated in lemma 3 and we get:
\[ \left| \sum_{T \text{ LVE tree}} \mathcal{A}_T^2(\lambda, N) \right| \leq \frac{N^{2-|\pi|}2^{3k-1}k!}{(\cos \frac{\arg \lambda}{2})^k} \sum_{n' \geq n+2} \frac{(n'-1)!}{(n'+1-k)!} \frac{2^{n'}|\lambda|^{n'}}{(n'+1-k)!} \left( \frac{4|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^{m+n+2}. \] (102)

At fixed \( k \) the ratio \( \frac{(n'-1)!}{(n'+1-k)!} \) is a polynomial in \( n' \) so that the series on the right hand side is convergent for \( 4|\lambda| < \cos^2 \frac{\arg \lambda}{2} \). It can be rewritten as:
\[ \frac{(n'-1)!}{(n'+1-k)!} = \sum_{m \geq 0} \frac{(m+n+1)!}{(m+n+3-k)!} \left( \frac{4|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^m, \] (102)

and, as \( n-1 \geq k \) (as the LVE trees have at most a cilium per vertex) we have \( m! \geq (m+n+3-k)! \), hence:
\[ \left| \sum_{T \text{ LVE tree}} \mathcal{A}_T^2(\lambda, N) \right| \leq \frac{N^{2-|\pi|}2^{3k-1}k!}{(\cos \frac{\arg \lambda}{2})^k} (n+1)! \sum_{m \geq 0} \frac{(m+n+1)!}{m!} \left( \frac{4|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^m = \frac{N^{2-|\pi|}2^{3k-1}k!}{(\cos \frac{\arg \lambda}{2})^k} (n+1)! \left( 1 - \frac{4|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^{n+2}. \] (103)

Denoting by \( n' \) the number of edges in a spanning tree (so that the graph has \( n'+1 \) vertices) and \( n'' \) the number of loop edges of a LVE graphs with loop edges, the contribution to the rest term of these graphs is bounded by:
\[ \left| \sum_{(G,T) \text{ LVE graph}} \mathcal{A}_{(G,T)}^2(\lambda, N) \right| \leq \frac{2^{2k}(k!)^2|\lambda|^{n'+n''N^{2-|\pi|}}}{(\cos \frac{\arg \lambda}{2})^{2n'+2n''k+k}(n'+1)!(n'')!}. \] (104)
where $\mathcal{N}(n', n'', k)$ is the number of LVE graphs with $n''$ loop edges, $n' + 1$ vertices and $k$ cilia.

The following lemma is an immediate consequence of the counting of LVE graph with given number of vertices, cilia and loop edges performed in [9].

**Lemma 10** (Counting LVE graphs). The number of LVE graphs with $n' + 1$ vertices, $n''$ loop edges and $k$ cilia reads

$$\mathcal{N}(n', n'', k) = \frac{(2n' + 2n'' + k - 1)! \cdot (n' + 1)!}{(n' + k)! \cdot 2^{n''} k! \cdot (n' + 1 - k)!}. \quad (105)$$

**Proof.** First notice that that the number of LVE graphs with $n' + 1$ vertices, $k$ cilia on a specific set of vertices and $n''$ loop edges reads [9]

$$\frac{(2(n' + n'') + k - 1)!}{2^{n''} (n' + k)!}. \quad (106)$$

Then, we obtain $\mathcal{N}(n', n'', k)$ by counting the configurations of vertices that can carry cilia, so that

$$\mathcal{N}(n', n'', k) = \frac{(2(n' + n'') + k - 1)!}{2^{n''} (n' + k)!} \times \frac{(n' + 1)!}{(n' + 1 - k)! k!} = \frac{(2n' + 2n'' + k - 1)! \cdot (n' + 1)!}{(n' + k)! \cdot 2^{n''} k! \cdot (n' + 1 - k)!}. \quad (107)$$

Using the binomial bound $\frac{1}{(n' + k)! (n'')!} \leq \frac{2^{n' + n'' + k}}{(n' + n'' + k)!}$ and the trivial inequality $\frac{1}{(n' + k)!} \leq 1$, we arrive at

$$\left| \sum_{(G,T) \text{ LVE graph} \atop |E(G)| = n + 1} A^\pi_{(G,T)}(\lambda, N) \right| \leq \frac{2^{3k+n+1} k! |\lambda|^{n+1} N^{2-|\pi|} (2n + k + 1)!}{(\cos \frac{\arg \lambda}{2})^2 2^{n+2+k} (n + 1)!} \sum_{n'+n''=n+1} 1. \quad (108)$$

Another use of the binomial formula shows that $\frac{(2n+k+1)!}{(n+k+1)!} \leq 2^{n+k+1} n!$ so that

$$\left| \sum_{(G,T) \text{ LVE graph} \atop |E(G)| = n + 1 \text{ and } |K(T)| = k} A^\pi_{(G,T)}(\lambda, N) \right| \leq \frac{2^{4k+3n+3} k! |\lambda|^{n+1} N^{2-|\pi|} (n + 1)!}{(\cos \frac{\arg \lambda}{2})^2 2^{n+2+k}}. \quad (109)$$

Since $n + 2 < 2(n + 1)$, this also implies

$$\left| \sum_{(G,T) \text{ LVE graph} \atop |E(G)| = n + 1 \text{ and } |K(T)| = k} A^\pi_{(G,T)}(\lambda, N) \right| \leq \frac{2^{4k+3n+3} k! |\lambda|^{n+1} N^{2-|\pi|} (n + 1)!}{(\cos \frac{\arg \lambda}{2})^2 2^{n+2+k}}. \quad (109)$$

Summing up the two bounds we obtain:

$$|R_{\pi,n}(\lambda, N)| \leq$$

$$\leq N^{2-|\pi|} \frac{2^{3k-1} k!}{(\cos \frac{\arg \lambda}{2})^k} (n + 1)! \left( \frac{4|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^{n+2} + \frac{2^{4k+3n+3} k! |\lambda|^{n+1} N^{2-|\pi|} (n + 1)!}{(\cos \frac{\arg \lambda}{2})^2 2^{n+2+k}}. \quad (109)$$

This establishes theorem [5].
5.3 Topological expansion for the cumulants (proof of Theorem 7)

The proof of theorem 7 proceeds along the same lines as that of theorem 5 except that the perturbative expansion involves contributions of all graphs up to genus $g$ and the remainder contains graphs of genus $g + 1$. As before, the main idea is to express the contribution of Feynman graphs and LVE in terms of trace invariants.

Starting with eq. (11), we collect terms homogeneous of degree $k$ in $JJ^\dagger$. The first term is obviously written as a sum of trace invariants

$$ \sum_{G \text{ ribbon graph with } k \text{ cilia}} \frac{(-\lambda)|E(G)|N\chi(G)}{|\text{Aut}(G)|} \prod_{f \text{ broken face}} (JJ^\dagger)^{\ell(f)} = \sum_{G \text{ ribbon graph with } k \text{ cilia}} \frac{(-\lambda)|E(G)|N\chi(G)}{|\text{Aut}(G)|} \text{Tr}_\pi(JJ^\dagger) . \quad (110) $$

After derivation with respect to the sources, it yields a contribution to $K_{\pi,g}(\lambda, n)$ of the form

$$ \sum_{G \text{ ribbon graph with } k \text{ cilia}} \frac{(-\lambda)|E(G)|N\chi(G)}{|\text{Aut}(G)|} , \quad (111) $$

which is just the sum over Feynman graph of genus less than $g$ and broken faces corresponding to $\pi$. Recall that the number of graphs of genus $g$ with $n$ edges is bounded as in (77):

$$ \tilde{N}(g, n, k) \leq C_g n^2 n^2(g-1) \frac{(2n)!}{k!(2n-k)!} . \quad (112) $$

Accordingly, the series $\sum_n \tilde{N}(g, n, k)z^k$ converges for $|z| < \frac{1}{12}$.

Consider now the remainder $\tilde{R}_{\pi,g}(\lambda, N)$, containing only genus $g + 1$ LVE graphs and express it in terms of trace invariants:

$$ \tilde{R}_{\pi,g}(\lambda, N) = \sum_{(G, T) \text{ LVE graphs with broken faces corresponding to } \pi} \mathcal{A}^T_{(G, T)}(\lambda, N) . \quad (113) $$

We bound each LVE graph as in (97). Since this bound only depends on the graph $G$ and not on the choice of the spanning tree $T$, we use lemma 4 to get

$$ |\tilde{R}_{\pi,g}(\lambda, N)| \leq \sum_{n=2(g+1)}^\infty \tilde{N}(g + 1, n, k) \frac{2^k(k!)^2\lambda|n|N^2-2(g+1)-|n|}{(\cos \frac{\arg \lambda}{2})^{2n+k}} \quad (114) $$

hence

$$ |\tilde{R}_{\pi,g}(\lambda, N)| \leq \leq N^2-2(g+1)-|\pi| \frac{2^k(k!)^2}{(\cos \frac{\arg \lambda}{2})^{g+1}} \sum_{n=2(g+1)}^\infty n^2(g-1)+k \left( \frac{12|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^n $$

$$ = N^2-2(g+1)-|\pi| \frac{2^k(k!)^2}{(\cos \frac{\arg \lambda}{2})^{g+1}} \left( \frac{12|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^{2g+2} $$

$$ \times \sum_{m \geq 0} (m + g + 1)^{\frac{5}{2}(g-1)+k} \left( \frac{12|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^m . $$
Bounding:

\[(m + g + 1)^{\frac{g}{2}(g-1)+k} \leq (m + g + 1)^{3g+k} \leq \frac{(m+4g+k+1)!}{m!},\]

we obtain the rough bound:

\[|\bar{R}_{\pi, g}(\lambda, N)| \leq \]

\[\leq N^{2-2(g+1)-|\pi|} \left( \frac{2^{2k}k!}{(\cos \frac{\arg \lambda}{2})^k} \right) C''^{g+1} \left( \frac{12|\lambda|}{(\cos \frac{\arg \lambda}{2})^2} \right)^{2g+2} \frac{(4g+k+1)!}{\left(1 - \frac{12|\lambda|}{(\cos \frac{\arg \lambda}{2})^2}\right)^{4g+k}}.\]

This achieves the proof of theorem \[7\].
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## A Schwinger-Dyson equations for the intermediate field

In this appendix, we derive the explicit formula for the order 2 cumulant in the large $N$ limit using the Schwinger-Dyson equation for the intermediate field. This allows us to express it as an explicit power series collecting all the planar graphs, with two external legs in the matrix model formulation or, equivalently, with one cilium in the intermediate field representation. This result is classical and goes back to Koplik, Neveu and Nussinov \[19\] which treated the $\phi^4$ interaction without recourse to the intermediate field.

Let us collect all planar graphs contributing to the order 2 cumulant in the power series

\[G(\lambda, q) = \sum_{m,n} G_{m,n} q^m \lambda^n \tag{115}\]

with $G_{m,n}$ the number of connect planar graphs with $n$ vertices (intermediate field edges or equivalently, matrix vertices $\text{Tr}(MM^\dagger)$) and $m$ boundary matrix lines. The indeterminate $q$ only appears in the formulation of the Schwinger-Dyson equation and the order 2 cumulant is recovered in the limit $q \to 1$.

It obeys the planar Schwinger-Dyson equation

\[G(\lambda, q) = q + \lambda q G^2(\lambda, q) + \lambda q^2 \frac{G(\lambda, q) - G(\lambda, 1)}{q - 1} \tag{116}\]

Graphically, this equation can be derived as follows. Starting from the incoming $M$ line, there are three possibilities, see figure \[9\]

- We do not meet an interaction with the intermediate field so that the graph reduces to a single matrix line (first term in figure \[9\] and (116)).
- The removal of the first $AMM^\dagger$ vertex we encounter disconnects the graph (second term in figure \[9\] and (116)).
Figure 9: Schwinger-Dyson equations in the intermediate field representation

- The graph remains connected after the removal of the first vertex encountered (third term in figure 9 and (116)). In this case, we have to keep track of the various possibilities of attaching the intermediate field line on the external boundary of the graph. This is the origin of the $q$-derivative term

$$G(\lambda, q) - G(\lambda, 1) = \sum_{m \geq 1, n \geq 0} G_{m,n} \left( \sum_{k=0}^{m-1} q^k \right) \lambda^n$$  \hspace{1cm} (117)$$

since the insertion of the $A$ line encloses $k$ $M$-lines for $0 \leq k \leq m - 1$.

At lowest order in $n$, the explicit expressions of $G_n(q) = \sum_m G_{m,n} q^n$ read

$$G_0(q) = q$$  \hspace{1cm} (118)
$$G_1(q) = q^2 [2]_q$$  \hspace{1cm} (119)
$$G_2(q) = 2q^4 [2]_q + q^2 ([2]_q + [3]_q)$$  \hspace{1cm} (120)
$$G_3(q) = q^5 ([2]_q)^2 + 4q^5 [2]_q + 2q^3 ([2]_q + [3]_q)$$  \hspace{1cm} (121)
$$+ 2([4]_q + [5]_q) + (2[2]_q + 2[3]_q + [4]_q)$$  \hspace{1cm} (122)

with $[n]_q = \frac{q^n - 1}{q - 1}$.

The planar Schwinger-Dyson equation (116) $G(1, \lambda)$ is quadratic in $G(q)$ and can be used to determine $G(q)$ in terms of the variables $q$ and $\lambda$ and of $G(1, \lambda)$ treated as an independent variable

$$G(q, \lambda) = \frac{q-1-\lambda q^2 - \sqrt{(q-1-\lambda q^2)^2 - 4\lambda q(q-1)[q(q-1)-\lambda q^2 G(1, \lambda)]}}{\lambda q(q-1)}$$  \hspace{1cm} (123)$$

where we have retained the solution with a well defined limit at $\lambda = 0$.

In order for $G(q)$ to be analytic in $q$ and $\lambda$, $G(1, \lambda)$ which is itself a series in $\lambda$, must be such that the polynomial under the square root has a double root in $q$. This polynomial reads

$$(\lambda^2 - 4\lambda + 4\lambda^2 G(1, \lambda)) q^4 + (6\lambda - 4\lambda^2 G(1, \lambda)) q^3 + (1 - 2\lambda) q^2 - 2q + 1$$  \hspace{1cm} (124)$$

and its discriminant factorizes as

$$\lambda^4 (1 - \lambda G(1, \lambda))^2 (1 - G(1, \lambda) - 16\lambda + 18\lambda G(1, \lambda) - 27\lambda^2 G^2(1, \lambda))$$  \hspace{1cm} (125)$$

Discarding the solution $G(1, \lambda) = \frac{1}{\lambda}$, the solution of the quadratic part yields the planar contribution to the order 2 cumulant

$$G(1, \lambda) = \frac{-1 + 18\lambda - (1 - 12\lambda)^{3/2}}{54\lambda^2}$$  \hspace{1cm} (126)$$
Its expansion as a power series in $\lambda$ reads
\[
G(1,\lambda) = \sum_n \frac{2 \cdot 3^n}{n+2} C_n \lambda^n \quad \text{with} \quad C_n = \frac{(2n)!}{n!^2(n+1)}
\] (127)

This reproduces the counting of planar ribbon graphs with one cillum, or equivalently, rooted, bipartite quadrangulations.

**B The BKAR forest formula**

In this appendix, we briefly review the Brydges-Kennedy-Abdesselam-Rivasseau (BKAR) forest formula [12] which allows us to expand $\log Z[J,J^{\dagger},\lambda,N]$ as a sum over trees.

Let $\phi$ be a function of $\mathbb{R}^\frac{n(n-1)}{2}$ whose arguments $u_{ij}$ are associated to the edges of the complete graph on $n$ vertices labeled $\{1, 2, \ldots, n\}$. The following theorem yields an expansion of $\phi(1, \ldots, 1)$ as a sum over forests with $n$ labeled vertices, Recall that a forest is a subset of edges of the complete graph that does not contain any cycle.

For every forest $F$, let us denote (if it exists) $P_{i \leftrightarrow j}^F$ the unique path in the forest $F$ joining the vertices $i$ and $j$.

**Theorem 8 (Brydges-Kennedy-Abdesselam-Rivasseau).** Let $\phi : \mathbb{R}^\frac{n(n-1)}{2} \to \mathbb{C}$ be a smooth, sufficiently derivable function. Then:
\[
\phi(1, \ldots, 1) = \sum_F \int_0^1 \prod_{(i,j) \in F} d u_{ij} \left( \prod_{(i,j) \in F} \frac{\partial |E(F)|}{\partial x_{ij}} \right) (v_{ij}^F),
\] (128)

where $v_{ij}^F$ is given by:
\[
v_{ij}^F = \begin{cases} 
\inf_{(k,l) \in P_{i \leftrightarrow j}^F} u_{kl} & \text{if } P_{i \leftrightarrow j}^F \text{ exists} \\
0 & \text{if } P_{i \leftrightarrow j}^F \text{ does not exist}
\end{cases},
\] (129)

and $|E(F)|$ is the number of edges in the forest $F$.

This theorem is a broad generalization of the fundamental theorem of calculus, to which it reduces when $n = 2$. Indeed, in this case there are two forests on the complete graph with 2 vertices (thus with a single edge, see figure 10) and we get
\[
\phi(1) = \phi(0) + \int_0^1 dt_{12} \left( \frac{\partial \phi}{\partial x_{12}} \right) (t_{12})
\] (130)

The first term corresponds to the empty forest ($|E(F)| = 0$) and the second one to the full forest ($|E(F)| = 1$).

Figure 10: The two forests built on two vertices
For \( n = 3 \), we have seven forests (see figure 11) and we get:

\[
\phi(1, 1, 1) = \phi(0, 0, 0) + \int_{[0,1]} dt_{12} \left( \frac{\partial \phi}{\partial x_{12}} \right) (t_{12}, 0, 0) \\
+ \int_{[0,1]} dt_{23} \left( \frac{\partial \phi}{\partial x_{23}} \right) (0, t_{23}, 0) + \int_{[0,1]} dt_{13} \left( \frac{\partial \phi}{\partial x_{13}} \right) (0, 0, t_{13}) \\
+ \int_{[0,1]^2} dt_{12} dt_{23} \left( \frac{\partial^2 \phi}{\partial x_{12} \partial x_{23}} \right) (t_{12}, t_{23}, \inf(t_{12}, t_{23})) \\
+ \int_{[0,1]^2} dt_{12} dt_{13} \left( \frac{\partial^2 \phi}{\partial x_{12} \partial x_{13}} \right) (t_{12}, \inf(t_{12}, t_{13}), t_{13}) \\
+ \int_{[0,1]^2} dt_{23} dt_{13} \left( \frac{\partial^2 \phi}{\partial x_{23} \partial x_{13}} \right) (\inf(t_{23}, t_{13}), t_{23}, t_{13}) .
\]

Figure 11: The seven forests built on three vertices

The first term corresponds to the empty forest, the next three to the forests with one edge and the last three to the forests with two edges.

In quantum field theory, the main interest of this formula lies in the fact that it provides an expansion for the partition function with sources \( Z[J] \) as a sum over forests. Its logarithm is then readily computed as a convergent sum over trees.

### C Some examples of LVE graphs and their amplitudes

Here we illustrate how the LVE graph amplitude (5) is computed on a few examples. We use a double line representation for the intermediate field instead of a wavy line, \( \sim \sim \sim \sim \sim \sim \sim \rightarrow \)

![LVE tree](image)

Figure 12: A LVE tree

For the tree in figure 12, the amplitude reads:

\[
A \rightarrow 4 \rightarrow \frac{N(-\lambda)^4}{3!} \int_0 dt_{12} dt_{23} dt_{24} \int d\mu_c(A) \\
\text{Tr} \left[ (1 - i \sqrt{\frac{\lambda}{N} A_3})^{-1} (1 - i \sqrt{\frac{\lambda}{N} A_2})^{-1} (1 - i \sqrt{\frac{\lambda}{N} A_1})^{-1} (1 - i \sqrt{\frac{\lambda}{N} A_2})^{-1} (1 - i \sqrt{\frac{\lambda}{N} A_3})^{-1} J JJ^\dagger (1 - i \sqrt{\frac{\lambda}{N} A_1})^{-1} (1 - i \sqrt{\frac{\lambda}{N} A_2})^{-1} (1 - i \sqrt{\frac{\lambda}{N} A_3})^{-1} J JJ^\dagger \right].
\]
with covariance matrix

$$C = \begin{pmatrix}
1 & t_{12} & \inf(t_{12}, t_{23}) & \inf(t_{12}, t_{24}) \\
t_{12} & 1 & t_{23} & t_{24} \\
\inf(t_{12}, t_{23}) & t_{23} & 1 & \inf(t_{23}, t_{24}) \\
\inf(t_{12}, t_{24}) & t_{24} & \inf(t_{23}, t_{24}) & 1
\end{pmatrix}. \quad (131)$$

Figure 13: A planar LVE graph

For the planar LVE graph in figure 13, the amplitude reads:

$$A = \frac{N^{-1}(-\lambda)^4}{3!} \int_0^{s_1} ds_1 \int_0^{s_2} ds_2 \int_0 dt_{12} dt_{23} dt_{24} \inf(t_{12}, t_{23}) t_{23} \int d\mu_{s_2} C(A) \quad (132)$$

$$\text{Tr} \left[ (1 - i\sqrt{\frac{A}{N}} A_3)^{-1} (1 - i\sqrt{\frac{A}{N}} A_1)^{-1} J J^\dagger (1 - i\sqrt{\frac{A}{N}} A_2)^{-1} (1 - i\sqrt{\frac{A}{N}} A_2)^{-1} \right] \text{Tr} \left[ (1 - i\sqrt{\frac{A}{N}} A_3)^{-1} (1 - i\sqrt{\frac{A}{N}} A_1)^{-1} J J^\dagger (1 - i\sqrt{\frac{A}{N}} A_3)^{-1} \right].$$

with covariance matrix:

$$s_2 C = s_2 \begin{pmatrix}
1 & t_{12} & \inf(t_{12}, t_{23}) \\
t_{12} & 1 & t_{23} \\
\inf(t_{12}, t_{23}) & t_{23} & 1
\end{pmatrix}. \quad (133)$$

Figure 14: A non planar LVE graph
For the non planar LVE graph in figure 14 the amplitude reads:

\[ A = \frac{N^{-1}(-\lambda)^4}{3!} \int_{0}^{1} ds_{1} \int_{0}^{s_{1}} ds_{2} \int_{0}^{s_{1}} dt_{12} dt_{23} dt_{24} \inf(t_{12}, t_{23}) \int d\mu_{s_{2}} C(A) \]

\[ \text{Tr} \left[ \left(1 - i \sqrt{\frac{\lambda}{N}} A_{1} \right)^{-1} \left(1 - i \sqrt{\frac{\lambda}{N}} A_{2} \right)^{-1} \left(1 - i \sqrt{\frac{\lambda}{N}} A_{3} \right)^{-1} \right] \]

\[ \left(1 - i \sqrt{\frac{\lambda}{N}} A_{1} \right)^{-1} \left(1 - i \sqrt{\frac{\lambda}{N}} A_{2} \right)^{-1} \left(1 - i \sqrt{\frac{\lambda}{N}} A_{3} \right)^{-1} \left(1 - i \sqrt{\frac{\lambda}{N}} A_{1} \right)^{-1} J J^\dagger \]

with covariance matrix

\[ s_{2} C = s_{2} \begin{pmatrix} 1 & t_{12} & \inf(t_{12}, t_{23}) \\ t_{12} & 1 & t_{23} \\ \inf(t_{12}, t_{23}) & t_{23} & 1 \end{pmatrix} \]

(134)

### D Analyticity domain for the vector model

In the case of the vector model, the cardioid can be extended to reach the real negative axis. This result is not new, see [20]. An argument similar to ours, based on the LVE and contour rotation can also be found in [13].

The cumulants of the vector model are defined by the generating \( W[J, J^\dagger] = \log Z[J, J^\dagger] \) with

\[ Z[J, J^\dagger] = \int d\Phi \exp \left\{ \Phi \Phi^\dagger + \frac{\lambda}{2N} \left( \Phi \Phi^\dagger \right)^{2} + \sqrt{N} \Phi^\dagger J + \sqrt{N} J^\dagger \Phi \right\} \]

(135)

where \( \Phi \in \mathbb{C}^{N} \) is a \( N \) component vector and \( \Phi \Phi^\dagger = |\Phi_1|^2 + \cdots + |\Phi_N|^2 \). As for the matrix model, the integral is normalized such that \( Z[J, J^\dagger] = 1 \) at \( \lambda = 0 \). The sources \( J \) and \( J^\dagger \) are also \( N \) component complex vectors.

The vector model admits a intermediate field representation based on

\[ \exp -\frac{\lambda}{2N} \left( \Phi \Phi^\dagger \right)^{2} = \int dA \exp \left\{ \frac{1}{2} A^2 - i \sqrt{\frac{\lambda}{N}} A \Phi \Phi^\dagger \right\} \]

(136)

where the integral is over a real scalar \( A \). Thus, the Gaussian integral over \( \Phi \) can be performed

\[ Z[J, J^\dagger] = \int d\Phi dA \exp \left\{ \frac{1}{2} A^2 + \left[ \Phi \left(1 - i \sqrt{\frac{\lambda}{N}} A \right) \right] + \sqrt{N} \Phi^\dagger J + \sqrt{N} J^\dagger \Phi \right\} \]

(137)

\[ = \int dA \exp \left\{ \frac{1}{2} A^2 + N \log \left(1 - i \sqrt{\frac{\lambda}{N}} A \right) + N J^\dagger J \left(1 - i \sqrt{\frac{\lambda}{N}} A \right)^{-1} \right\} \]

(138)

Let us notice two differences with respect to the matrix integral eq. (12): There is no power of \( N \) in front of the resolvent and \( A \) and \( J^\dagger J \) are scalars, so that they can be commuted. However, the perturbative expansion of the vector model in the intermediate field also involves ribbon graphs, even if all quantities are scalars. This is so because the interaction vertices are based on resolvents, which have a cyclic ordering of their half edges.

Then, we perform the loop vertex expansion and expand \( \log Z[J, J^\dagger] \) over ciliated ribbon trees

\[ \log Z[J, J^\dagger] = \sum_{T \text{tree}} \frac{N(-\lambda)^{(l(E(T)))}}{|V(T)|!} \int dt \int d\mu_{C_{y}}(A) \prod_{i=1}^{n} \left(1 - i \sqrt{\frac{\lambda}{N}} A_{i} \right)^{-l_{i}} \]

(139)
$n$ is the number of vertices of $T$, $k$ the number of cilia and $l_i$ the number of corners attached to vertex $i$. This expression has the same domain of convergence as the matrix integral, stated in theorem \( \Pi \).

However, the domain of analyticity can be enlarged. To proceed, let us write the powers of the resolvent as

$$
\left( 1 - i \sqrt{\frac{\lambda}{N}} A \right) ^{-l} = \frac{1}{\Gamma(l)(\sqrt{\lambda})^l} \int_0^\infty d\alpha \alpha^{l-1} \exp - \alpha \left\{ \frac{1}{\sqrt{\lambda}} - \frac{i}{\sqrt{N}} A \right\}.
$$

(140)

Inserting this representation in the integral over replicas yields

$$
\int d\mu_{C_T}(A) \prod_{i=1}^n \left( 1 - i \sqrt{\frac{\lambda}{N}} A_i \right) ^{-l_i} = \int_0^\infty \prod_i d\alpha_i \left( \sqrt{\lambda} \right)^{2n-2+k} \prod_i \Gamma(l_i) \int d\mu_{C_T}(A) \exp - \sum_i \left\{ \frac{\alpha_i}{\sqrt{\lambda}} - \frac{i\alpha_i A_i}{\sqrt{N}} \right\}.
$$

(141)

The main simplification in the vector model case is that the integral over the replicas is Gaussian and can be performed explicitly

$$
\int d\mu_{C_T}(A) \exp - \sum_i \left\{ \frac{\alpha_i}{\sqrt{\lambda}} - \frac{i\alpha_i A_i}{\sqrt{N}} \right\} = \exp - \left\{ \sum_i \frac{\alpha_i}{\sqrt{\lambda}} + \sum_{i,j} \frac{C_{ij}\alpha_i\alpha_j}{2N} \right\}.
$$

(142)

Therefore, the loop vertex expansion of the vector model reads

$$
\log Z[J, J^\dagger] = \sum_{\gamma} \frac{N(-1)^{(n-1)(J^\dagger, J)^k}}{n! (\sqrt{\lambda})^k \prod_i \Gamma(l_i)} \int dt \int d\alpha \prod_i \alpha_i^{l_i-1} \exp - \left\{ \sum_i \frac{\alpha_i}{\sqrt{\lambda}} + \sum_{i,j} \frac{C_{ij}\alpha_i\alpha_j}{2N} \right\}.
$$

(143)

where we recall that the sum runs over ribbon trees with $n$ labeled vertices and $k$ cilia and that $l_i$ is the number of corners attached to vertex $i$.

Next, we write $\lambda = \rho \exp^\phi$ and rotate the $\alpha_i$ integrations by an angle $\phi$ in their complex planes, $\alpha_i \to e^{i\phi} \alpha_i$. This is possible since the integrand is holomorphic in all the $\alpha_i$ but requires that the integrand goes to 0 on the arcs $\alpha_i = Re^{i\chi}$ with $\chi \in [0, \frac{\phi}{2}]$ and $R \to +\infty$. This last condition imposes that the real part of the argument of the exponential be always positive. A sufficient condition is to impose that the linear and quadratic terms are separately positive, $\cos(\theta - 2\phi) > 0$ and $\cos \phi > 0$. After rotation of the contour, the generating function of the cumulants is expanded as

$$
\log Z[J, J^\dagger] = e^{i\phi\lambda} \sum_{T} \frac{N(-1)^{(n-1)(J^\dagger, J)^k}}{n! (\sqrt{\lambda})^k \prod_i \Gamma(l_i)} \int dt \int d\alpha \prod_i \alpha_i^{l_i-1} \exp - \left\{ e^{\frac{\phi}{2} \theta} \sum_i \frac{\alpha_i}{\sqrt{\rho}} + e^{i\phi} \sum_{i,j} \frac{C_{ij}\alpha_i\alpha_j}{2N} \right\}.
$$

(144)

Let us emphasize that none of the terms in the sum over trees depend on $\phi$. We may therefore conveniently choose $\phi$ to enlarge the domain of analyticity. To this aim, let us bound the exponential as

$$
\left| \exp - \left\{ e^{\frac{\phi}{2} \theta} \sum_i \frac{\alpha_i}{\sqrt{\rho}} + e^{i\phi} \sum_{i,j} \frac{C_{ij}\alpha_i\alpha_j}{2N} \right\} \right| = \exp - \left\{ \cos \frac{\phi - \theta}{2} \sum_i \frac{\alpha_i}{\sqrt{\rho}} + \cos \phi \sum_{i,j} \frac{C_{ij}\alpha_i\alpha_j}{2N} \right\}
\leq \exp - \left\{ \cos \frac{\phi - \theta}{2} \sum_i \frac{\alpha_i}{\sqrt{\rho}} \right\}
$$

(145)

since the covariance is a positive matrix. Now we perform the integral over the Schwinger parameters $\alpha_i$

$$
|\log Z[J, J^\dagger]| \leq \sum_{T} \frac{N}{n! \cos^{2n-2+k} \frac{\theta - \phi}{2}}
$$

(146)
Since we have to stay away from the critical half line \( \theta = \pm \pi \), the best bound (given the conditions imposed by the positivity of the argument of the exponential in the contour rotation) is obtained for \( \phi = \theta \) for \( \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) and \( \phi = -\frac{\pi}{2} \) for \( \theta \in [-\frac{\pi}{2}, 0] \). Therefore, the generating function is bounded as

\[
| \log Z[J, J^\dagger] | \leq \sum_T \frac{N|\lambda|^{(n-1)}(J^\dagger J)^k}{n!} \quad \text{for} \quad \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}],
\]

(147)

\[
| \log Z[J, J^\dagger] | \leq \sum_T \frac{N|\lambda|^{(n-1)}(J^\dagger J)^k}{n! \left[ \cos \left( \frac{|\theta|}{2} - \frac{\pi}{4} \right) \right]^{2n-2+k}} \quad \text{for} \quad \theta \in [-\pi, -\frac{\pi}{2}] \cup \left[ \frac{\pi}{2}, \pi \right]
\]

(149)

(150)

Finally, an argument similar to the one presented in section 4.1 and leading to theorem 1 establishes the following analyticity theorem for the vector model.

**Theorem 9** (Constructive theorem for the vector model). *Cumulants are analytic functions of \( \lambda \) inside the curve*

\[
C' = \left\{ r e^{i\theta} \text{ with } 4r < 1 \text{ for } \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \text{ and } 4r < \cos^2 \left( \frac{|\theta|}{2} - \frac{\pi}{4} \right) \text{ for } \theta \in [-\pi, -\frac{\pi}{2}] \cup \left[ \frac{\pi}{2}, \pi \right] \right\}
\]

(151)

with cut on the negative real axis.

\( C' \) is limited by a portion of a circle and two portions of cardioids, rotated by angles \( \pm \frac{\pi}{2} \) as illustrated on figure D.

![Figure 15: analyticity domain for the vector model](image)

Note that the analyticity domain intersects the negative real axis, on which the function has a cut because \( \theta = \pm \pi \) has to be excluded.

**References**

[1] M.L. Mehta, *Random Matrices*, Academic Press (2004)

[2] G. Akemann, J. Baik and P. Di Francesco, *The Oxford Handbook of Random Matrix Theory*, Oxford University Press (2011).

[3] P. Di Francesco, P. H. Ginsparg and J. Zinn-Justin, “2-D Gravity and random matrices,” Phys. Rept. 254, 1 (1995) [hep-th/9306153].
[4] G. 't Hooft, “A planar diagram theory for strong interactions,” Nucl. Phys. B 72, 461 (1974).

[5] G. W. Anderson, A. Guionnet and O. Zeitouni, “An Introduction to Random Matrices”, Studies in Advanced Mathematics, v. 118, Cambridge University Press (2009).

[6] S. Albeverio, L. Pastur and M. Shcherbina, ”On the 1/n Expansion for Some Unitary Invariant Ensembles”, Comm.Math.Phys. 224 (2001)

[7] N.M. Ercolani and K.D. T-r Mclaughlin ”Asymptotics of the partition function for random matrices via Riemann-Hilbert techniques, and applications to graphical enumeration”, Internat. Math. Research Notices, 2003 http://arxiv.org/abs/math-ph/0211022

[8] A . Guionnet, D . Shlyakhtenko Free diffusions and matrix models with strictly convex interaction, Geometric and Functional Analysis, 18 (2009)

[9] R. Gurau, “The 1/N Expansion of Tensor Models Beyond Perturbation Theory,” Commun. Math. Phys. 330, 973 (2014) [arXiv:1304.2666 [math-ph]].

[10] T. Delepoue, R. Gurau and V. Rivasseau, ”Borel summability and the non perturbative 1/N expansion of arbitrary quartic tensor models,” http://arxiv.org/abs/arXiv:1403.0170

[11] V. Rivasseau, ”Constructive Matrix Theory,” JHEP 0709 (2007) 008 [arXiv:0706.1224 [hep-th]]

[12] A. Abdesselam and V. Rivasseau, ”Trees, forests and jungles: A Botanical garden for cluster expansions,” In *Palaiseau 1994, Constructive physics* 7-36 http://arxiv.org/abs/hep-th/9409094.

[13] R. Gurau, V. Rivasseau and A. Sfondrini, ”Renormalization: an advanced overview,” http://arxiv.org/abs/arXiv:1401.5003

[14] G. Chapuy, M. Marcus, G. Schaeffer, ”A bijection for rooted maps on orientable surfaces” SIAM Journal on Discrete Mathematics 23 3, 1587-1611 http://arxiv.org/abs/0712.3649

[15] B. Collins, ”Moments and cumulants of polynomial random variables on unitary groups, the Itzykson-Zuber integral, and free probability,” Internat. Math. Research Notices, 2003 http://arxiv.org/abs/arXiv:0402073])

[16] B. Collins and P. Sniady “Integration with respect to the Haar measure on unitary, orthogonal and symplectic group,” Commun. Math. Phys. 264, 773 (2006) [arXiv:math-ph/0402073].

[17] A. D. Sokal, ”An Improvement Of Watson’s Theorem On Borel Summability,” J. Math. Phys. 21 (1980) 261.

[18] V. Rivasseau and Z. Wang, ”How to resume Feynman graphs, ” http://arxiv.org/abs/arXiv:1304.5913

[19] J. Koplik, A. Neveu and S. Nussinov, ”Some Aspects of the Planar Perturbation Series,” Nucl. Phys. B 123 (1977) 109.

[20] C. Billionnet and P. Renouard, ”Analytic Interpolation And Borel Summability Of The (lambda N Phi**4n+2) Models. 1. Finite Volume Approximation,” Commun. Math. Phys. 84 (1982) 257.