HEAT CONTENT ASYMPTOTICS FOR RIEMANNIAN MANIFOLDS WITH ZAREMBA BOUNDARY CONDITIONS
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Abstract. The existence of a full asymptotic expansion for the heat content asymptotics of an operator of Laplace type with classical Zaremba boundary conditions on a smooth manifold is established. The first three coefficients in this asymptotic expansion are determined in terms of geometric invariants; partial information is obtained about the fourth coefficient.

1. Introduction

Let \((M, g)\) be a smooth compact \(m\)-dimensional manifold with smooth boundary \(\partial M\) and let \(V\) be a smooth vector bundle over \(M\). Let

\[ D = -(a^{ij} \text{Id} \cdot \partial_i \partial_j + b^k \partial_k + c) \]

be a smooth second order operator over \(M\) with scalar leading symbol; we adopt the Einstein convention and sum over repeated indices. We assume the matrix \(\{a^{ij}\}\) is positive definite and use the inverse matrix \(g_{ij}\) to define a Riemannian metric on \(M\).

We can write the operator \(D\) invariantly as follows. There is a unique connection \(\nabla\) on \(V\) and a unique endomorphism \(E\) of \(V\) so that

\[ D = D(\nabla, E) = -(a^{ij} \nabla_i \nabla_j + E). \]

The connection 1 form and endomorphism \(E\) are given in terms of the derivatives of the total symbol of \(D\) and the Christoffel symbols \(\Gamma\) by:

\[
\begin{align*}
\omega_i &= \frac{1}{2} g_{ij} b^j + \frac{1}{2} a^{kl} \Gamma_{kli} \\
E &= c - a^{ij} (\partial_i \omega_j + \omega_i \omega_j - \omega_k \Gamma_{ij}^k).
\end{align*}
\]

The boundary conditions we shall impose are at the heart of the matter. We assume given a decomposition \(\partial M = C_R \cup C_D\) as the union of two closed submanifolds with common smooth boundary \(C_R \cap C_D = \Sigma\). Let \(\phi; m\) denote the covariant derivative of \(\phi\) with respect to the inward unit normal on \(\partial M\). Let \(S\) be an auxiliary endomorphism of \(V|_{C_R}\). We take Robin boundary conditions on \(C_R\) and Dirichlet boundary conditions on \(C_D\) arising from the boundary operator:

\[
\mathcal{B}\phi := (\phi; m + S\phi)|_{(C_R - \Sigma)} \oplus \phi|_{C_D}.
\]

We refer to Seeley \[17\] for a more general formalism; see also related work of Avramidi \[1\], Dowker \[7\], \[8\], and Jakobson et al. \[11\].

Let \(e^{-tD_B}\) be the fundamental solution of the heat equation; \(u = e^{-tD_B}\phi\) is then characterized by the equations:

\[
(\partial_t + D)u = 0, \ u(x; 0) = \phi(x), \ Bu(x, t) = 0 \text{ for } t > 0.
\]

The equality \(u(x; 0) = \phi(x)\) is to be taken in the \(L^2\) sense where \(\phi \in C^\infty(M; V)\) is a smooth section to \(V\) which gives the initial temperature distribution. Let \(\phi^* \in C^\infty(M; V^*)\) be a smooth section to the dual bundle \(V^*\) which gives the specific heat of the manifold. We denote the natural pairing between \(V\) and \(V^*\) by

\[
\langle \cdot, \cdot \rangle.
\]
\( \langle \cdot, \cdot \rangle \). Let \( dx, dx' \), and \( dz \) be the Riemannian measures on \( M \), on \( \partial M \), and on \( \Sigma \), respectively. We define the total heat energy content of the manifold by setting:

\[
\beta(\phi, \phi^*, D, B)(t) := \int_M (e^{-tD_B} \phi, \phi^*)dx.
\]

It is worth putting this in a more classical framework in the special case where \( D = \Delta \) is the Laplacian and \( S = 0 \). Let \( W^{1,2}(M) \) be the closure of \( C^\infty(M) \) with respect to the Sobolev norm

\[
\|\phi\|^2 = \int_M \{|\nabla \phi|^2 + |\phi|^2\}dx.
\]

Let \( W^{1,2}_{0,C_D}(M) \) be the closure of the set

\[
\{ \phi \in W^{1,2}(M) : \text{supp}(\phi) \cap C_D = \emptyset \}.
\]

Thus, for example, \( W^{1,2}_{0,\emptyset}(M) = W^{1,2}(M) \). Let \( W^{1,2}_{0,\partial M}(M) \). For \( \lambda > 0 \), let

\[
N(M, C_D, \lambda) = \sup(\dim E_\lambda)
\]

where the supremum is taken over all subspaces \( E_\lambda \subset W^{1,2}_{0,C_D}(M) \) such that

\[
||\nabla \phi||_{L^2(M)} < \lambda ||\phi||_{L^2(M)}, \quad \forall \phi \in E_\lambda.
\]

Then \( N(M, \emptyset, \lambda) \) is the spectral counting function for the Neumann Laplacian on \( M \), \( N(M, \partial M, \lambda) \) is the spectral counting function for the Dirichlet Laplacian on \( M \), and \( N(M, C_D, \lambda) \) is the spectral counting function for the Laplacian acting in \( L^2(M) \) with Dirichlet conditions on \( C_D \) and Neumann conditions on \( \partial M - C_D \).

It is well known, see for example McKean and Singer [16], that since \( M \) is compact and \( \partial M \) is smooth, \( N(M, \emptyset, \lambda) \) is finite. By the variational principle,

\[
N(M, \partial M, \lambda) \leq N(M, C_D, \lambda) \leq N(M, \emptyset, \lambda);
\]

consequently \( N(M, C_D, \lambda) \) is finite and counts the numbers of eigenvalues less than \( \lambda \) with the Zaremba boundary condition defined by \( C_D \). Let \( \lambda_1 \leq \lambda_2 \leq \ldots \) be the eigenvalues counted by \( N(M, C_D, \cdot) \) and let \( \{\phi_i\} \) be a corresponding orthonormal basis of eigenfunctions in \( L^2(M) \). If \( \phi \) and \( \phi^* \) are smooth, we can express the heat content in terms of the Fourier coefficients:

\[
\beta(\phi, \phi^*, D, B)(t) = \sum_i e^{-t\lambda_i} \langle \phi, \phi_i \rangle_{L^2(M)} \langle \phi^*, \phi_i \rangle_{L^2(M)}.
\]

By Parseval’s identity, the series converges for \( \phi = \phi^* = 1 \) and for all \( t > 0 \):

\[
\beta(1, 1, D, B)(t) = \sum_i e^{-t\lambda_i} \left\{ \langle 1, \phi_i \rangle_{L^2(M)} \right\}^2 \leq e^{-t\lambda_1} \sum_i \langle 1, \phi_i \rangle_{L^2(M)}^2 = vol(M) e^{-t\lambda_1}.
\]

It now follows that the series in Equation (1.d) converges for all smooth \( \phi \) and \( \phi^* \) and for all \( t > 0 \).

We return to the general setting. Adopt the notation established above.

**Theorem 1.1.** Let \( \phi \in C^\infty(M; V) \) and let \( \phi^* \in C^\infty(M; V^*) \). There exists a complete asymptotic expansion \( \beta(\phi, \phi^*, D, B)(t) \sim \sum_{n\geq0} \beta_n(\phi, \phi^*, D, B)t^{n/2} \) where the \( \beta_n \) are locally computable in terms of integrals over \( M, C_D, C_R, \) and \( \Sigma \).

We use the dual connection \( \hat{\nabla} \) to covariantly differentiate sections of \( V^* \). Let the dual endomorphism \( \hat{S} \) on \( V^* \) define the dual boundary condition \( \hat{B} \) for the dual operator \( \hat{D} \) on \( C_R \). Near the boundary, we choose a local orthonormal frame \( \{e_i\} \) for the tangent bundle of \( M \) so that \( e_m \) is the inward unit geodesic normal vector field; on \( \Sigma \), we assume \( e_m-1 \) is the inward unit normal of \( \Sigma \subset C_D \). Let indices \( a, b \) range from 1 through \( m - 1 \) and index the induced orthonormal frame for the
tangent bundle of the boundary; let indices $u, v$ range from 1 through $m - 2$ and index the induced orthonormal frame for $\Sigma$. Let $L_{ab} := \Gamma_{abm}$ and $L_{uv} := \Gamma_{uv(m-1)}$ be the components of the second fundamental forms of $\partial M \subset M$ and $\Sigma \subset C_D$, respectively. Let $R$ be the Riemann curvature tensor with the sign convention that $R_{1221} = +1$ for the standard sphere in $\mathbb{R}^3$.

**Theorem 1.2.** There exist universal constants $c_i$ so that:

1. $\beta_0(\varphi, \varphi^*, D, B) = \int_M \langle \varphi, \varphi^* \rangle dx$.
2. $\beta_1(\varphi, \varphi^*, D, B) = -\frac{2}{\sqrt{n}} \int_{C_D} (\varphi, \varphi^*) dx'$.
3. $\beta_2(\varphi, \varphi^*, D, B) = -\int_M (D\varphi, \varphi^*) dx + \int_{C_R} \{\langle \phi, m + S\phi, \phi^* \rangle \} dx'$
   $+ \int_{C_D} \{\frac{1}{2} L_{aa}(\varphi, \varphi^*) - \langle \phi, \phi^*_a \rangle \} dx' + c_0 \int_{C_R} \langle \phi, \varphi^* \rangle dz$.
4. $\beta_3(\varphi, \varphi^*, D, B) = \frac{1}{3\sqrt{n}} \int_{C_R} (m + S\phi, \phi^*_m + S\phi^*) dx'$
   $- \frac{2}{\sqrt{n}} \int_{C_D} \left(\frac{1}{3} \langle \phi, \phi^* \rangle + \frac{2}{3} \langle \phi, \phi^*_m \rangle - \langle \phi, \phi^*_a \rangle + \langle E\phi, \phi^* \rangle \right)$
   $- \frac{2}{3} L_{aa}(\varphi, \varphi^*)_m + \langle (L_{aa} L_{bb} - \frac{1}{6} L_{ab} L_{ab} + \frac{1}{6} R_{aamam}) \phi, \phi^* \rangle \} dx'$
   $+ \int_{C_R} \{(c_1 L_{m-1,m-1} + c_2 L_{uu} + c_3 L_{uu} + c_4 S) \phi, \phi^* \}$
   $+ c_0 (\varphi, \varphi^*)_m - c_6 (\phi, \varphi^*)_m \} dz$.
5. We have $c_0 = -\frac{1}{2}, c_3 = \frac{1}{2\sqrt{n}}, c_5 = \frac{1}{2\sqrt{n}}, c_6 = -\frac{2}{3\sqrt{n}}$.
6. We have $c_2 - \frac{1}{2} c_4 = \frac{2}{3\sqrt{n}}$.

**Remark 1.3.** Our methods did not yield $c_1$. They also did not permit us to complete the computation of \{c_2, c_4\}.

Theorem 1.2 follows if $\Sigma$ is empty from results of [2, 3]; the new feature here is the additional integrands over $\Sigma$ present in $\beta_2$ and $\beta_3$ and the partial information we have obtained concerning these terms.

Here is a brief guide to the paper. In Section 2 we use invariance theory to establish Assertions (1-4) of Theorem 1.2. In Section 6 we use product formulas and make a special case computation to show

$$(1.e) \quad c_0 = -\frac{1}{2}, \quad c_1 = \frac{1}{\sqrt{n}} - c_3 - c_5 = 0, \quad \text{and} \quad c_2 - \frac{1}{2} c_4 + c_6 = 0.$$ 

In Section 4 we use special cases on the half-plane to complete the proof by showing

$$(1.f) \quad c_3 = \frac{1}{2\sqrt{n}}, \quad c_5 = \frac{1}{2\sqrt{n}}, \quad \text{and} \quad c_6 = -\frac{2}{3\sqrt{n}}.$$ 

The remainder of the paper is devoted to the proof of Theorem 1.1 using results of [13, 14, 15]; we believe the methods of Seeley [17, 18] could also be used. We switch focus completely at this stage. Instead of working invariently and globally in the context of Riemannian manifolds using methods of invariance theory, we work locally in Euclidean space in a system of local coordinates. In Section 5 we introduce the function spaces which we shall need. In Section 6 we discuss various ‘model’ problems and in Section 7 we formulate a basic theorem on asymptotics. We obtain a number of estimates and conclude the proof of Theorem 1.1 in Section 8 by establishing a slightly more general result (see Theorem 8.2).

2. **Universal expressions for the invariants $\beta_n^\Sigma$**

Let $\beta_n^\Sigma$ denote the additional invariant defined by integration over $\Sigma$. Dimensional analysis then shows that $\beta_n^\Sigma$ can be computed by integrating invariants which are homogeneous of weight $n - 2$ in the jets of the symbol; see the discussion in [2, 4] on this point where a similar analysis was performed which studied the interior invariants and the boundary invariants for Dirichlet or Neumann problems. Thus trivially, $\beta_0^\Sigma = \beta_1^\Sigma = 0$, and therefore the first interesting contribution arises at the
β_2 level; this must be a constant multiple of (φ, φ^*). Assertions (1-3) of Theorem
now follow.
To study the form of the additional boundary integral over Σ appearing in β_3, we investigate the local geometry near Σ. Fix a point z_0 ∈ Σ. Let z = (z_1, ..., z_{m-2}) be local coordinates on Σ so
\[ g(\partial^z_u, \partial^z_v)(z_0) = \delta_{uv} \quad \text{and} \quad \partial^z_u g(\partial^z_x, \partial^z_y)(z_0) = 0 \quad \text{for} \quad 1 \leq u, v, w \leq m - 2. \]
By considering the geodesic flow from Σ ⊂ C_2, we introduce coordinates
\[ (z, y_1) \to \exp_z \{ y_1 e_{m-1}(z) \} \]
so that y_1 is the signed geodesic distance from Σ to ∂M; C_2 corresponds to y_1 ≥ 0 and C_R corresponds to y_1 < 0. The metric then satisfies:
\[ g(\partial^z_u, \partial^z_v) = 0 \quad \text{and} \quad g(\partial^z_1, \partial^z_1) = 1. \]
Now use the geodesic flow of ∂M in M to introduce coordinates
\[ (z, y_1, y_2) \to \exp_{(z,y_1)} \{ y_2 e_m(z, y_1) \} \]
where y_2 is the geodesic distance to ∂M. We then have
\[ g(\partial^z_1, \partial^z_1) = g(\partial^z_1, \partial^z_1) = 0 \quad \text{and} \quad g(\partial^z_2, \partial^z_2) = 1. \]
The only non-zero derivatives of the metric at z_0 are then given by the second fundamental forms:
\[ \tilde{L}_{uv}(z_0) = -\frac{1}{2} \partial^z_u g(\partial^z_u, \partial^z_v)(z_0), \]
\[ L_{uv}(z_0) := -\frac{1}{2} \partial^z_u g(\partial^z_u, \partial^z_v)(z_0) \quad \text{and} \quad \]
\[ L_{m-1,m-1}(z_0) := -\frac{1}{2} \partial^z_u g(\partial^z_1, \partial^z_1)(z_0). \]
The structure group is the orthogonal group O(m - 2) and we apply H. Weyl’s Theorem on the invariants of the orthogonal group. Assertion (2) now follows by writing down a basis for the set of invariants of weight 1 and applying the symmetry
\[ \beta_n(\phi, \phi^*, D, \mathcal{B}) = \beta_n(\phi^*, \phi, \hat{D}, \hat{\mathcal{B}}) \]
where D and B are the dual operator and dual boundary condition on the dual bundle V^*, respectively. The usual product and addition formulas then show the constants are dimension free and universal. This completes the proof of Theorem (4).

3. Relations among the universal coefficients
The universal coefficient c_0 of Theorem (3) can be determined by a special case calculation. Let M_+ be a compact convex subset of R^2 with non-empty interior and smooth boundary ∂M_. We suppose that ∂M_+ contains a closed line segment Λ of positive length. Let M_- be the reflection of M_+ with respect to the line determined by Λ. We assume that Λ = ∂M_+ ∩ ∂M_. We set N = M_+ ∪ M_-.
Let Λ = ∂M_+ be the usual flat Laplacian. Let
\[ C_R(M_+) := \Lambda, \quad C_D(M_+) := \partial M_+ - \Lambda, \]
\[ C_R(N) := 0, \quad C_D(N) := \partial N = C_D(M_+) \cup C_D(M_-). \]
We take φ = φ^* = 1 and S = 0 to define u_± on M_± and u_N on N. Let
\[ (3.a) \quad c(φ) := 4 \int_0^\infty \frac{\sinh(π - γ)s}{\sinh(πs) \cdot \cosh(γs)} ds. \]
The manifold $N$ has two cusps of angle $2\pi$ at $\partial \Lambda$. The results of \[3\] \[5\] can be used to compute $\beta_n$, while Theorem \[1\] \[2\] \[3\] can be used to see:

\[(3.b) \quad \beta_N(\phi, \phi^*, \Delta, B)(t) = \int_N dx - \sqrt{t} \left\{ \frac{2}{\sqrt{\pi}} \int_{\partial N} dx' \right\} + \frac{t}{2} \left( \frac{1}{2} \int_{\partial N} L_{aa} dx' + 2c(2\pi) \right) + O(t^{\frac{3}{2}}),\]

\[\beta_M(\phi, \phi^*, \Delta, B)(t) = \int_{M_+} dx - \sqrt{t} \left\{ \frac{2}{\sqrt{\pi}} \int_{\partial M_+} dx' \right\} + \frac{t}{2} \left( \frac{1}{2} \int_{C_p(M_+)} L_{aa} dx' + 2c_0 \right) + O(t^{\frac{3}{2}}).\]

We have by symmetry that $u_N(\phi, \phi^*, \Delta, B) = u_\pm(\phi, \phi^*, \Delta, B)$ if $x \in M_\pm$ and $t > 0$ and trivially the normal derivative of $N$ vanishes on $\Lambda$. Thus:

\[\beta_N(\phi, \phi^*, \Delta, B)(t) = \beta_M(\phi, \phi^*, \Delta, B)(t) + \beta_M(\phi, \phi^*, \Delta, B)(t) = 2\beta_M(\phi, \phi^*, \Delta, B)(t).\]

Since $\partial N = C_D(M_+) \cup C_D(M_-)$, we may use equations \[3.6\] and \[3.9\] to see that $4c_0 = 2c(2\pi)$. By Equation \[3.8\], $c(2\pi) = -1$. We may therefore conclude

$c_0 = -\frac{1}{2}$.

We use warped product formulae to obtain the two relationships between the coefficients given in Equation \[1.10\]. Let $M_1 := [0,1] \times S^1$ be the cylinder with the usual parameters $(r, \theta)$. Set:

\[
\begin{align*}
ds_1^2 & := dr^2 + d\theta^2, \quad C_D := \{0,1\} \times [0, \pi], \\
C_R & := \{0,1\} \times [\pi, 2\pi], \quad \Sigma := \{0,1\} \times \{0, \pi\}, \\
\Delta_1 & := -\partial_r^2 - \partial_\theta^2, \quad S_1 := 0, \\
\phi_1 & := 1, \quad \phi^*_1 = 1.
\end{align*}
\]

Since $\Sigma$ is discrete, $dz$ is counting measure. Since all the structures are flat,

$\beta_n(\phi_1, \phi^*_1, \Delta_1, B_1) = 0$ for $n \geq 3$.

Let $\varepsilon$ be a small real parameter. Let $M_2 := M_1 \times S^1$ and let $\Theta$ be the usual periodic parameter on the second circle. Let $f = f(r, \theta)$ be a smooth warping function and define

\[
\begin{align*}
ds_2^2 & := ds_1^2 + e^{2\varepsilon f(r, \theta)} d\Theta^2, \quad D_2 := \Delta_1 - e^{-2\varepsilon f(r, \theta)} \partial_\theta^2, \\
dvol_2 & = e^{\varepsilon f} dr d\theta d\Theta.
\end{align*}
\]

We take the warping function to vanish identically near $r = 1$ and focus attention on $r = 0$. Note that $D_2$ is not self-adjoint. We let $B_2 := B_1$ induce the same boundary conditions; we must adjust $S_2$ appropriately to once again take pure Neumann boundary conditions on $C_R \times S^1$ as the connection induced by $D_2$ having a non-trivial connection 1 form. We let $\phi_2 := 1$, but we set $\phi^*_2 = e^{-\varepsilon f(r, \theta)}$ to compensate for the change in the volume element. Set $u_2 = u_1$. We verify that $u_2 = e^{-i\Delta_2} s_2 \phi_2$ by computing:

\[
\begin{align*}
(\partial_t + D_2)u_2 & = (\partial_t + \Delta_1)u_1 = 0, \\
u_2(r, \theta, \Theta; 0) & = u_1(r, \theta; 0) = 1,
\end{align*}
\]

$B_2 u_2 = 0$. 
Consequently we may compute:

\[
\beta(1, \phi_2^*, \Delta_2, B_2)(t) = \int_{M_2} u_2(r, \theta, \Theta; t)\phi_2^*(r, \theta, \Theta)e^{\varepsilon f(r, \theta)}drd\theta
\]

\[
= 2\pi \int_{M_1} u_1(r, \theta, \Theta; t)drd\theta = 2\pi \beta(1, 1, \Delta_1, B_1)(t), \quad \text{so}
\]

(3.d) \[ \beta_3(1, \phi_2^*, D_2, B_2) = 2\pi \beta_3(1, 1, \Delta_1, B_1) = 0. \]

First take \( f(r, \theta) = f(\theta) \) to be independent of the radial parameter near \( r = 0 \).

We use equation (1.a) to see:

\[
\omega_r = \omega_\Theta = 0, \\
\nabla_\Theta \phi_2 = (\partial_\theta + \omega_\Theta)\phi_2 = -\frac{\varepsilon}{\Theta} f_\theta, \\
\nabla_\Theta \phi_2^* = (\partial_\theta - \omega_\Theta)\phi_2^* = -\frac{\varepsilon}{\Theta} f_\theta, \\
-\phi_{2,\Theta} = -\frac{\varepsilon^2}{\Theta^2} f_\theta f_\theta e^{-\varepsilon f(\theta)}, \\
E = \frac{\varepsilon}{\Theta} f_\theta + \frac{\varepsilon^2}{\Theta^2} f_\theta f_\theta e^{-\varepsilon f(\theta)}. \\
\]

Consequently we have

(3.e) \[ \beta_3^{C_\Theta}(\phi_2, \phi_2^*, D_2, B) = -\frac{2}{\sqrt{\pi}} \int_{C_\Theta} \frac{\varepsilon}{2} f_\theta d\theta d\Theta = \frac{\varepsilon}{\sqrt{\pi}} \int_\Sigma f_\theta d\Theta. \]

Note that \( c_3 L_{uu} (\phi_2, \phi_2^*) = -c_3 f_\theta \varepsilon e^{-\varepsilon f} \) and \( c_5 (\phi_2, \phi_2^*); m^{-1} = -c_5 f_\theta \varepsilon e^{-\varepsilon f} \). Because

\[
\beta_3^{C_\Theta}(\phi_2, \phi_2^*, D_2, B) = -\varepsilon \int_\Sigma (c_3 + c_5) f_\theta d\Theta,
\]

we have the desired relationship

\[
\frac{1}{\sqrt{\pi}} - c_3 - c_5 = 0.
\]

We now take \( f(r, \theta) = f(r) \) where

\[
f(0) = 0, \quad \partial_r f(0) = 1, \quad \text{and} \quad \partial_r^k f(0) = 0 \quad \text{for} \quad k > 1.
\]

Since \( B\phi_2 = 0 \) on \( C_\Theta \), only \( C_\Theta \) and \( \Sigma \) are relevant. We follow the discussion in Section 3 of [H] to show \( \beta_3^{C_{\Theta}} = 0 \). We have

\[
\phi = 1, \quad \phi^* = e^{-\varepsilon f(r)}, \quad \Gamma_\Theta \Theta_r = -\varepsilon e^{\varepsilon f}, \\
\omega_r = -\frac{\varepsilon}{\Theta}, \quad \bar{\omega}_r = \frac{\varepsilon}{\Theta}, \quad S_2 = \frac{1}{2} \varepsilon.
\]

Consequently, we may compute on \( C_\Theta \) that:

\[
\frac{2}{3} \langle \phi, mm, \phi^* \rangle + \frac{2}{3} \langle \phi, \phi^*; mm \rangle = \frac{\varepsilon^2}{\Theta}, \\
E = -\omega_r \omega_r + \omega_r \Gamma_{\Theta \Theta_r} = \frac{\varepsilon^2}{\Theta^2}, \\
-\frac{2}{3} L_{aa} \langle \phi, \phi^* \rangle; m = -\frac{\varepsilon^2}{\Theta^2}, \\
(\frac{1}{12} L_{aa} L_{bb} - \frac{1}{6} L_{ab} L_{ab} + \frac{1}{6} R_{mm}) = (\frac{1}{12} - \frac{1}{6} + \frac{1}{6}) \varepsilon^2, \\
\beta_3^{C_\Theta} = (\frac{1}{12} + \frac{3}{12} + \frac{8}{12} + \frac{12}{12}) \varepsilon^2 = 0.
\]

This implies that

\[
0 = \beta_3^{C_\Theta}(1, \phi_2^*, \Delta_2, B_2)
\]

\[
= \int_{\Sigma} \{(c_2 L_{uu} + c_4 S)\phi_2, \phi_2^* + c_6 (\phi_2, \phi_2^*); m \} dz
\]

\[
= (-c_2 + \frac{1}{2} c_4 - c_6) \varepsilon \ vol(\Sigma).
\]

This establishes Equation (1c) by showing that

\[
c_2 - \frac{1}{2} c_4 + c_6 = 0.
\]
4. AN EXAMPLE ON THE HALF-PLANE

We now consider an example on the half-plane, where the classical Zaremba
boundary value problem that we are considering has a simple spectral resolution.
The two-dimensional Laplacian is given in polar coordinates by
\[ \Delta = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2}{\partial \phi^2}. \]

We let \( \phi = 0 \) define the Dirichlet component and \( \phi = \pi \) define the Neumann
boundary component. The spectral resolution is then given by:
\[ \psi_{\lambda,k}(\phi, r) = \sqrt{\frac{2}{\pi}} \sin \left( \frac{\phi}{2} \right) J_{\lambda+k/2}(\lambda r), \quad k \in \mathbb{N}_0. \]

We can use this spectral resolution to write down the Fourier decomposition of
the heat content where we assume a suitable decay of \( \phi \) and \( \phi^* \) at infinity to ensure
this is well defined:
\[ \beta(\phi, \phi^*, \mathcal{D}, \mathcal{B})(t) = \sum_{k=0}^{\infty} \int_{\mathbb{R}^2} d\lambda \lambda e^{-t\lambda^2} \gamma_{k,\lambda}(\phi) \gamma_{k,\lambda}(\phi^*) \] where
\[ \gamma_{k,\lambda}(f) = \int_0^\pi d\phi \int_0^\infty dr \int_0^\pi d\phi' \int_0^\infty dr' \phi(\phi, r) \psi_{\lambda,k}(\phi, r) \psi_{\lambda,k}(\phi', r'). \]

We first perform the \( \lambda \) integration using \[ \text{Equation 6.633,} \]
\[ \int_0^\infty dx x e^{-tx^2} J_\lambda(\alpha x) J_\lambda(\beta x) = \frac{1}{2t} e^{-\frac{x^2+\beta^2}{4t}} I_{k+1/2} \left( \frac{\alpha \beta}{2t} \right). \]

This leads to the following representation of the heat content,
\[ \beta(\phi, \phi^*, \mathcal{D}, \mathcal{B})(t) = \frac{1}{\pi t} \sum_{k=0}^{\infty} \int_0^\pi d\phi \int_0^\infty dr \int_0^\pi d\phi' \int_0^\infty dr' \phi(\phi, r) \psi_{\lambda,k}(\phi, r) \psi_{\lambda,k}(\phi', r') \]
\[ \sin \left( \phi[k + 1/2] \right) \sin \left( \phi'[k + 1/2] \right) e^{-r^2+r'^2/4t} I_{k+1/2} \left( \frac{rr'}{2t} \right). \]

We will choose suitable angular parts for the localizing functions \( \phi, \phi^* \) to ensure that
the angular integrals can be obtained in closed form. As we will see, an arbitrary
\( r \)-dependence can be dealt with.

The basis for the forthcoming calculation is the integral representation of the
Bessel function \( I_{k+1/2} \) where \( k \) is an integer (we refer to \[ \text{Equation 8.431.5 for details:} \]
\[ I_{k+1/2}(z) = \frac{1}{\pi} \int_0^\pi d\theta e^{cz \cos \theta} \cos \left( \frac{1}{2} \left( k+\frac{1}{2} \right) \theta \right) \]
\[ - \frac{\sin \left( \frac{1}{2} \left( k+\frac{1}{2} \right) \pi \right)}{\pi} \int_0^\infty d\tau e^{-z \cosh \tau - \left( k+\frac{1}{2} \right) \tau} \]
\[ = \frac{1}{\pi} \int_0^\pi d\theta e^{cz \cos \theta} \cos \left( \frac{1}{2} \left( k+\frac{1}{2} \right) \theta \right) \]
\[ - \frac{1}{\pi} \left( -1 \right)^k \int_0^\infty d\tau e^{-z \cosh \tau - \left( k+\frac{1}{2} \right) \tau}. \]

**Remark 4.1.** If we had studied pure Dirichlet or pure Neumann boundary con-
tions, then the relevant Bessel functions would be indexed by an integer rather
than by the half integer \( k + 1/2 \). The second term in the representation given by
\[ \text{Equation 4.16c} \] would be absent in such a case.

Substituting the identity
\[ \exp \left\{ \frac{r^2 + r'^2}{4t} + \frac{rr'}{2t} \cos \theta \right\} = \exp \left\{ -\frac{(r-r')^2}{4t} + \frac{rr'}{2t}(\cos \theta - 1) \right\} \]
into (4.b) and using a saddle point argument, we can verify that the first term in (4.c) is ‘responsible’ for producing the volume and boundary contributions. We will show that the second term is ‘responsible’ for the contributions concentrated on Σ. As we are interested in the contributions concentrated on Σ, which we will denote by $\beta^\Sigma$, we only study the second term in (4.e).

We give another derivation of the identity $c_0 = -1/2$ to illustrate the general idea behind the calculation. We assume $\phi$ and $\phi^*$ to have the product form

$$\phi = \Omega_1(\varphi)R_1(r), \quad \phi^* = \Omega_2(\varphi)R_2(r).$$

We first study a constant angular part $\Omega_i(\varphi) = 1$, $i = 1, 2$, and perform the angular integrations,

$$\int_0^\pi d\varphi \sin \left( \varphi \left[ k + \frac{1}{2} \right] \right) = \frac{1}{k + 1/2}.$$

This yields the identity

$$\beta^\Sigma(\phi, \phi^*, \mathcal{D}, \mathcal{B})(t) = -\frac{t}{\pi^2} R_1(0) R_2(0) \int_0^\infty dr \int_0^\infty dr' R_1(r) R_2(r') e^{-\frac{r^2 + r'^2}{\alpha}} \int_0^\infty d\tau e^{-\frac{r^2}{2}} \cosh \tau \sum_{k=0}^{\infty} (-1)^k \frac{e^{-\left( k + 1/2 \right) \tau}}{\left( k + 1/2 \right)^2}.$$

Thus only $r \sim 0$ and $r' \sim 0$ contribute to the asymptotic small $t$ expansion of the heat content.

We substitute $y = r/\sqrt{t}$, $y' = r'/\sqrt{t}$, and expand around $r = 0$, $r' = 0$. To leading order this produces

$$\beta^\Sigma(\phi, \phi^*, \mathcal{D}, \mathcal{B})(t) \sim -\frac{t}{\pi^2} R_1(0) R_2(0) \int_0^\infty dr \sum_{k=0}^{\infty} (-1)^k \frac{e^{-\left( k + 1/2 \right) \tau}}{\left( k + 1/2 \right)^2} \int_0^\infty dy \int_0^\infty dy' y y' e^{-\frac{r^2 + r'^2}{2} - \frac{r^2}{2} \cosh \tau}.$$

The constant $c_0$ is determined by this triple integral and the sum over $k$. We perform the $y'$-integral using [10], Equation 3.322.2; this involves a complementary error function which, together with [10], Equation 6.286.1, yields

$$\beta^\Sigma(\phi, \phi^*, \mathcal{D}, \mathcal{B})(t) \sim -\frac{t}{\pi^2} R_1(0) R_2(0) \sum_{k=0}^{\infty} \frac{(-1)^k}{(k + 1/2)^2} \int_0^\infty d\tau e^{-\left( k + 1/2 \right) \tau} \left\{ -\frac{4}{\sinh^2 \tau} + \frac{4\tau \cosh \tau}{\sinh^3 \tau} \right\}.$$

The integration of the single terms in (4.c) is not possible as is seen from the $\tau \to 0$ behaviour. In order to use [10], Equation 3.541.1,

$$\int_0^\infty d\tau e^{-\mu \tau} \sinh^\alpha(\beta \tau) = \frac{1}{2^{\alpha+1} \beta} B\left( \frac{\mu}{2\beta}, \alpha + 1 \right),$$

with the beta-function $B(x, y)$, we need to introduce a regularizing factor $\sinh^\alpha \tau$ in (4.c), integrate the single terms and perform the limit $\nu \to 0^+$ at the end of the calculation. We obtain

$$\beta^\Sigma(\phi, \phi^*, \mathcal{D}, \mathcal{B})(t) \sim -\frac{t}{\pi^2} R_1(0) R_2(0) \sum_{k=0}^{\infty} \frac{(-1)^k}{(k + 1/2)^2} \left[ -2 \left( k + \frac{3}{2} \right) + \left( k + \frac{1}{2} \right)^2 \psi'(\frac{1}{2} \left[ k + \frac{1}{2} \right]) \right]$$
with the psi-function \( \psi(x) = (d/dx) \ln \Gamma(x) \). The first term can be summed with the aid of the Hurwitz zeta function,

\[
\sum_{k=0}^{\infty} (-1)^k \frac{k + 3/2}{(k + 1/2)^2} = \frac{\pi}{2} + 4C,
\]

\( C \) being the Catalan constant. The summation over the derivatives of the \( \psi \)-function is performed using [10], Equation 8.363.8,

\[
\psi'(x) = \zeta_H(2; x).
\]

We use this to write

\[
\sum_{k=0}^{\infty} (-1)^k \psi' \left( \frac{1}{2} \left[ k + \frac{1}{2} \right] \right) = \sum_{k=0}^{\infty} (-1)^k \sum_{l=0}^{\infty} \frac{1}{(l + \frac{1}{2} [k + \frac{1}{2}])^2}.
\]

This allows us to conclude

\[
\beta^\Sigma(\phi, \phi^*, D, B)(t) \sim -\frac{1}{2} t R_1(0) R_2(0),
\]

which gives us another derivation of the result that \( c_0 = -1/2 \). Since we have chosen a constant angular dependence, we do not have \( < \phi, \phi^* >_m \) terms. Also, given the localizing functions are assumed to be \( C^\infty(M; V) \), we need \( R_i(r) = R_i(-r) \), which implies \( (\partial/\partial r) R_i(r)|_{r=0} = 0 \); so we do not have \( < \phi, \phi^* >_{m-1} \) terms either and we need not consider other terms in the asymptotic expansion for this example.

In order to obtain information about constants \( c_5 \) and \( c_6 \), we need to study nontrivial angular dependences. The constant \( c_6 \) is studied by looking at

\[
\Omega_1(\varphi) = 1, \quad \Omega_2(\varphi) = \sin \varphi.
\]

Assuming \( R_2(r) = r R_2(0) + O(r^2) \) as \( r \to 0 \), we have that \( \phi^*_m|_{r=0} = R_2(0) \).

As in the previous calculation, we start by observing that

\[
\int_0^{\pi} d\varphi \sin \left( \varphi \left[ k + \frac{1}{2} \right] \right) \sin \varphi = (-1)^{k+1} \left( \frac{1}{2k-1} - \frac{1}{2k+3} \right).
\]

This allows us to write the leading term of \( \beta^\Sigma \) as \( t \to 0 \) in the form

\[
\beta^\Sigma(\phi, \phi^*, D, B)(t) \sim \frac{2^{3/2}}{\pi^2} R_1(0) R_2(0) \sum_{k=0}^{\infty} \left\{ \frac{1}{(2k-1)(2k+1)} - \frac{1}{(2k+1)(2k+3)} \right\} \int_0^{\pi} d\tau e^{-\left( k + \frac{1}{2} \right) \tau} \int_0^{\infty} dy \int_0^{\infty} dy' y^2 e^{-y^2/4} - \frac{y'}{2} \cosh \tau.
\]
To proceed as before with [10], Equations 3.322.2 and 6.286.1, we observe

\[ I := \int_{0}^{\infty} dy' \int_{0}^{\infty} dy \, yy' e^{-y^2 - y'y'^2} \cosh \tau \]

\[ = -\frac{2}{\sinh \tau} \frac{d}{d\tau} \int_{0}^{\infty} dy' y' e^{-y'^2} \int_{0}^{\infty} dy \, yy' e^{-y^2 - y'y'^2} \cosh \tau. \]

The \( y \)-integral is evaluated using [10], Equation 3.322.2, the resulting \( y' \)-integral with [10], Equation 6.286.1. This shows that

\[ I = -\frac{2}{\sinh \tau} \frac{d}{d\tau} \int_{0}^{\infty} dy \, y' e^{-y'^2} \int_{0}^{\infty} dy \, yy' e^{-y^2 - y'y'^2} \cosh \tau. \]

with the hypergeometric function \( _2F_1(a, b; c; x) \). For the particular parameters involved, the hypergeometric function is

\[ _2F_1\left(1, \frac{3}{2}; 2; \tanh^2 \tau\right) = -\frac{2(-1 + \sqrt{1 - x})}{x \sqrt{1 - x}}, \]

which for \( x = \tanh^2 \tau \) yields the identity

\[ _2F_1\left(1, \frac{3}{2}; 2; \tanh^2 \tau\right) = 2 \frac{\cosh^2 \tau}{\sinh^2 \tau} (-1 + \cosh \tau). \]

This shows that

\[ I = -4\sqrt{\pi} \left\{ \frac{2 \cosh \tau}{\sinh^2 \tau} - \frac{2}{\sinh \frac{3}{2} \tau} - \frac{1}{\sinh \frac{1}{2} \tau} \right\} = \frac{\sqrt{\pi}}{\cosh^2 \left(\frac{\tau}{2}\right)}; \]

and consequently we have that

\[ \beta^\Sigma(\phi, \phi^*, D, B)(t) \]

\[ \sim \frac{2t^{\frac{3}{2}}}{\pi^2} R_1(0) R_2(0) \sum_{k=0}^{\infty} \left\{ \frac{1}{(2k-1)(2k+1)} - \frac{1}{(2k+1)(2k+3)} \right\} \]

\[ \times \int_{0}^{\infty} d\tau \, e^{-(k+\frac{1}{2})\tau} \frac{1}{\cosh^{\frac{3}{2}} \left(\frac{\tau}{2}\right)}. \]

We evaluate the integral using [10], Equation 3.541.8. With \( \mu = k + 1/2 \) and with the standard notation [10]

\[ \beta(x) = \frac{1}{2} \left[ \Psi \left(\frac{x + 1}{2}\right) - \Psi \left(\frac{x}{2}\right) \right] = \sum_{k=0}^{\infty} \frac{(-1)^k}{x + k}. \]

This shows that

\[ \int_{0}^{\infty} e^{-\mu \tau} d\tau = \frac{2}{3} \mu \left\{ 1 + 2(\mu^2 - 1) [\beta(\mu + 1) - \beta(\mu)] \right\}. \]

We note that

\[ \frac{1}{(2k-1)(2k+1)} - \frac{1}{(2k+1)(2k+3)} = \frac{1}{(\mu - 1)\mu(\mu + 1)}, \]

which allows us to write

\[ \beta^\Sigma(\phi, \phi^*, D, B)(t) \]

\[ \sim \frac{2t^{\frac{3}{2}}}{3\pi^2} R_1(0) R_2(0) \sum_{k=0}^{\infty} \left\{ \frac{1}{(\mu - 1)\mu(\mu + 1)} + 2[\beta(\mu + 1) - \beta(\mu)] \right\}. \]
Our final task is the evaluation of the sum over $k$. To this end, we note that
\[
\sum_{k=0}^{\infty} \frac{1}{(k - \frac{1}{2})(k + \frac{3}{2})} = 0, \quad \text{and}
\sum_{k=0}^{\infty} (\beta(k + 3/2) - \beta(k + 1/2)) = -\beta(1/2) = -\frac{\pi}{2}.
\]

We may then conclude that
\[
\beta^\Sigma(\phi, \phi^*; \mathcal{D}, \mathcal{B})(t) \sim -\frac{2}{3\sqrt{\pi}} R_1(0) R_2'(0) t^{3/2}.
\]

This shows, as desired, that
\[
c_6 = -\frac{2}{3\sqrt{\pi}}.
\]

In order to determine $c_5$, we choose
\[
\Omega_1(\varphi) = 1 \quad \text{and} \quad \Omega_2(\varphi) = \cos \varphi.
\]

We again suppose that $R_2(r) = r R_2'(0) + O(r^2)$. Then as $r \to 0$,
\[
\phi^*|_{r=0} = R_2'(0).
\]

The relevant angular part integration is
\[
\int_{0}^{\pi} d\varphi \sin \left(\varphi \left[k + \frac{1}{2}\right]\right) \cos \varphi = \frac{1}{2k - 1} + \frac{1}{2k + 3}.
\]

The $y$ and $y'$ integration, as well as the resulting $\tau$-integration are the same as before, and the equation corresponding to (4.i) for this example is
\[
\beta^\Sigma(\phi, \phi^*; \mathcal{D}, \mathcal{B})(t) \sim -\frac{t^{1/2}}{3\pi^{3/2}} R_1(0) R_2'(0) \times \sum_{k=0}^{\infty} (-1)^k \left\{ \frac{1}{\mu - 1} + \frac{1}{\mu + 1} + 4\mu(\beta(\mu + 1) - \beta(\mu)) \right\}.
\]

The remaining sum over $k$ may be performed with the help of the identities
\[
\sum_{k=0}^{\infty} (-1)^k \frac{1}{k + \frac{1}{2}} = -\frac{1}{2} (\pi + 4), \quad \sum_{k=0}^{\infty} (-1)^k \frac{1}{k + \frac{3}{2}} = \frac{1}{2} (4 - \pi), \quad \text{and}
\sum_{k=0}^{\infty} (-1)^k (k + 1/2)(\beta(k + 3/2) - \beta(k + 1/2)) = -\frac{\pi}{8}.
\]

We add these relations to conclude that
\[
\beta^\Sigma(\phi, \phi^*; \mathcal{D}, \mathcal{B})(t) \sim \frac{1}{2\sqrt{\pi}} R_1(0) R_2'(0) t^{3/2}.
\]

This shows that
\[
c_5 = \frac{1}{2\sqrt{\pi}}.
\]

This establishes Equation (1.f) and thereby completes the proof of Theorem 1.2.
5. Function Spaces

The analysis in question is local so we shall suppose \( M \) is an open domain in \( \mathbb{R}^m \) with compact closure and with smooth boundary \( \partial M \). For the sake of simplicity, we shall assume that the vector bundle in question is trivial; the analysis is similar in the bundle valued case. We write the Robin boundary operator in local coordinates in the form

\[
Ru = \sum a^{ij}(x)\partial_{x^j} + d(x),
\]

where \( \sigma = (\sigma_1, \ldots, \sigma_m) \) is the outward unit normal to \( \partial M \) and \( d \) is a smooth function on \( \partial M \).

Let \( \nu \) be the distance to \( \partial M \) and let \( x' \) denote a point on \( \partial M \). We introduce coordinates \((x', \nu) \rightarrow x' + \nu \sigma\) on a collared neighborhood of the boundary to express

\[
D(x, \partial_x) = -a(x')\partial^2_\nu + \nu b(x', \nu)\partial^2_\nu + L_1(x', \nu, \partial_{x'}) \partial_\nu + L_2(x', \nu, \partial_{x'}). \tag{5.a}
\]

In Equation (5.a), \( a \) is a smooth positive function on \( \partial M \), \( b \) is smooth in a neighborhood of the boundary, and \( L_1 \) and \( L_2 \) are differential operators in \( x' \) of orders 1, 2, respectively, with smooth coefficients near \( \partial M \).

Near \( \Sigma, M \) is diffeomorphic to \( \Sigma \times B_+(\varepsilon) \) for some \( \varepsilon > 0 \), where

\[
B_+(\varepsilon) := \{ y = (y_1, y_2) : y_2 \geq 0, y_1^2 + y_2^2 < \varepsilon^2 \}.
\]

We may choose \( y_2 \) to be the normal parameter \( \nu \) and use coordinates \((z, y)\) near \( \Sigma \). With these normalizations,

\[
C_D = \{(z, y) : y_2 = 0, y_1 \geq 0\} \quad \text{and} \quad C_R = \{(z, y) : y_2 = 0, y_1 < 0\}.
\]

We can express the operator \( D \) as:

\[
D(x, \partial_x) = -L(z, \partial_y) + A_2(z, y, \partial_z) + \sum_{i=1}^{2} (y_i B_{i2}(z, y, \partial_y) + A_{i1}(z, y, \partial_z) \partial_{y_i}). \tag{5.b}
\]

In this formulation, \( A_{i1} \) and \( B_{i2} \), \( A_2 \) are differential operators with smooth coefficients of orders 1 and 2, respectively. Furthermore, \( L \) can be expressed as

\[
L(z, \partial_y) = \sum_{i,j=1}^{2} A^{ij}(z) \partial_{y_i} \partial_{y_j}, \tag{5.c}
\]

where \( A^{ij} \) are smooth real valued functions on \( \Sigma \) such that the matrix \( \{A^{ij}\} \) is symmetric positive definite and

\[
L(z, \xi) \leq \kappa_0^{-1} |\xi|^2 \quad \text{for all} \ z \in \Sigma \text{ and} \ \xi \in \mathbb{R}^{m-2} \tag{5.d}
\]

with some positive \( \kappa_0 \). The boundary operator \( R \) can be represented in these coordinates as

\[
R(x', \partial_z) = R_0(z, \partial_y) + y_1 B_1(z, y_1, \partial_y) + A_1(z, y, \partial_z), \tag{5.e}
\]

where \( B_1 \) and \( A_1 \) are differential operators with respect to \( y \) and \( z \) of orders 1 with smooth coefficients, and

\[
R_0(z, \partial_y) = \sum_{j=1}^{2} A^{i2}(z) \partial_{y_j}. \tag{5.f}
\]

We blowup \( \Sigma \) and introduce polar coordinates near \( \Sigma \) by setting:

\[
(z, \rho, \theta) \rightarrow (z, y) = (z, \rho \cos \theta, \rho \sin \theta).
\]

Note that \( \theta = 0 \) defines \( C_D \) while \( \theta = \pi \) defines \( C_R \).

Let \( C^\infty(M_\Sigma) \) be the class of smooth functions on \( C^\infty(M - \Sigma) \) which extend smoothly to the blowup. In what follows we shall suppose that a function \( \rho \), which defined only locally, has been extended smoothly as a \( C^\infty(M_\Sigma) \) function which is positive outside the original neighborhood.
\textbf{Definition 5.1.} For $\kappa > 0$, let $\mathcal{E}(\kappa)$ be the set of functions $U \in C^\infty([0, \infty))$ which satisfy estimates of the form
\[|\partial^k U(\tau)| \leq C_{k,\kappa'} \exp(-\kappa' \tau^2) \quad \text{for} \quad k = 0, 1, 2, \ldots \quad \text{and} \quad \kappa' \in (0, \kappa).\]
The optimal constants $C_{k,\kappa'}$ define semi-norms
\[p_{k,\kappa'}(U) := \inf C_{k,\kappa'}\]
giving a Frechet space topology on $\mathcal{E}(\kappa)$. We use this topology to define subspaces of $\mathcal{E}(\kappa)$ of smooth functions on $C_D$ and on $C_R$:
\[\mathcal{E}(C_D, \kappa) = C^\infty(C_D, \mathcal{E}(\kappa)) \quad \text{and} \quad \mathcal{E}(C_R, \kappa) = C^\infty(C_R, \mathcal{E}(\kappa)).\]
Introduce the halfspace $\mathbb{R}^2_+ = \{y = (y_1, y_2) : y_2 \geq 0\}$ with polar coordinates $(\rho, \theta)$ for $\rho \in [0, \infty)$ and $\theta \in [0, \pi]$.

\textbf{Definition 5.2.} Let $\mathcal{U}$ be a smooth function on $\mathbb{R}^2_+ - \{0\}$. We say that $\mathcal{U} \in \Lambda^\kappa_\mu$ if
\begin{enumerate}
\item $|\partial^k \partial_\rho^j \mathcal{U}(y)| \leq C_{k,j} \rho^{-k} \mu^{-j}$ for $\rho \leq 1$ and for all $k, j$;
\item For large values of $\rho$, the function $\mathcal{U}$ admits an asymptotic expansion
\begin{equation}
\mathcal{U}(y) \sim \sum_{j=0}^\infty \rho^{-j} \left\{ \frac{v_j(\theta)}{\rho} + \sum_{\pm} U^\pm_j(y_2) \chi(\frac{y_2}{\rho}) \right\},
\end{equation}
where $v_j \in C^\infty([0, \pi])$, where $\chi$ is a smooth cutoff function on $\mathbb{R}_+$ which equals 1 for small $\tau$ and 0 for large $\tau$, and where $U^\pm_j \in \mathcal{E}(\kappa)$ with “+” corresponding to $y_1 > 0$ and “−” corresponding to $y_1 < 0$.

The asymptotic expansion in Definition 5.2 is to be understood in the following sense. For any $N = 1, 2, \ldots$ and for any multi-indices $\alpha$ and $\gamma$ with $|\gamma| \leq |\alpha|$, we have a constant $C$, which is independent of $\theta$ and of $\rho$, so that:
\begin{equation}
\left| y^\gamma \partial_\theta^\gamma \left( \mathcal{U}(\rho, \theta) - \sum_{j=0}^{N-1} \rho^{-j} \left\{ \frac{v_j(\theta)}{\rho} + \sum_{\pm} U^\pm_j(y_2) \chi(\frac{y_2}{\rho}) \right\} \right) \right| \leq C \rho^{-N}, \rho \geq 1.
\end{equation}
One verifies that the class given in Definition 5.2 is independent of the particular $\chi$ chosen.

\textbf{Definition 5.3.} Let $\Lambda^\kappa_\mu(\Sigma) = C^\infty(\Sigma; \Lambda^\kappa_\mu)$ be the set of all functions $\mathcal{U} = \mathcal{U}(z, y)$ from $C^\infty(\Sigma \times (\mathbb{R}^2_+ - \{0\}))$ belonging to $\Lambda^\kappa_\mu$ for every $z \in \Sigma$. The coefficients $v_j$ and $U^\pm_j$ in the asymptotic expansion (5.8) and in the inequality (5.8) may depend on $z \in \Sigma$. We assume that these coefficients belong to $C^\infty(\Sigma, \mathcal{E}(\kappa))$ and that (5.8) and (5.9) can be differentiated with respect to $z$.

\textbf{Definition 5.4.} Let $R_\mu$ be the set of smooth functions on $\mathbb{R}_+$ so that:
\begin{enumerate}
\item $|\partial^k \mathcal{V}(\rho)| \leq C_k \rho^{-k}$ for $\rho \leq 1$,
\item $\mathcal{V}(\rho) \sim \sum_{j=0}^\infty a_j \rho^{-j}$ as $\rho \to \infty$.
\end{enumerate}

\textbf{Remark 5.5.} Condition (2) of Definition 5.4 means that we have estimates
\[|\partial^k \mathcal{V}(\rho) - \sum_{j=0}^N a_j \rho^{-j}| \leq C_{N,k} \rho^{-N-k-1}\]
for all $N$ and $k$ and for $\rho \geq 1$.

We put
\[R_\mu(\Sigma) := C^\infty(\Sigma, R_\mu)\].
6. Model problems

We shall first consider boundary value problems on a half-line and then subsequently consider boundary value problems on the half-plane. We begin with the Dirichlet problem:

\[(6.1) \quad (\partial_t - \partial^2_x) U\left(\frac{\nu}{\sqrt{t}}\right) = t^{k/2-1} F\left(\frac{\nu}{\sqrt{t}}\right), \quad U(0) = G,\]

where \(\nu \geq 0\), \(t > 0\) and \(k = 0, 1, \ldots\). The function \(U = U(\nu)\) then satisfies

\[U''(\nu) + 2\nu U'(\nu) - 2kU(\nu) = -4F(\nu) \quad \text{for } \nu \geq 0, \quad U(0) = G.\]

The homogeneous equation for \(U\) (with \(F = 0\)) has two solutions

\[\psi_k(\nu) = \int^{\infty}_{\nu} (s-\nu)^ke^{-s^2} \, ds \quad \text{and} \quad \phi_k(\nu) = e^{-\nu^2} \partial^k_x e^{\nu^2}.\]

Therefore if \(F = 0\) the only solution to \((6.1)\) decaying for large \(\nu\) is the function

\[U(\nu) = 2b\psi_k(\nu)/\Gamma((k + 1)/2).\]

Let \(G = 0\). We impose suitable decay properties on \(F\) to ensure the following integrals converge and set:

\[U(\nu) = \begin{cases} \frac{4}{k!(k-1)!} \psi_k(\nu) \int^\infty_0 e^{s^2} \phi_k(s) F(s) \, ds + \phi_k(\nu) \int^\infty_0 e^{s^2} \psi_k(s) F(s) \, ds & , k \text{ odd}, \\ \frac{4}{k!(k-1)!} \psi_k(\nu) \int^\infty_0 e^{s^2} \phi_k(s) F(s) \, ds - \phi_k(\nu) \int^\infty_0 e^{s^2} \psi_k(s) F(s) \, ds & , k \text{ even}. \end{cases}\]

**Proposition 6.1.** Let \(a \in C^\infty(C_D)\) be a positive function, let \(F \in E(C_D, \kappa)\), let \(G \in C^\infty(C_D)\), and let \(\kappa \leq \min_{x'} \kappa^{-1}(x')\). Then there exists \(U \in E(C_D, \kappa)\) so

\[\partial_t - \partial^2_x U\left(\frac{\nu}{\sqrt{t}}\right) = t^{k/2-1} F\left(\frac{\nu}{\sqrt{t}}\right) \quad \text{and} \quad U(0) = G.\]

**Proof.** We make the change of variable \(t = at\) to reduce the problem of Proposition 6.1 to that given in Equation \((6.1)\) with \(F = F(x')\) and \(G = G(x')\) for \(x' \in C_D\). One can then use the formulae given above to see that \(U \in E(C_D, \kappa)\) as claimed. \(\Box\)

A similar argument can be given to deal with the Neumann problem:

**Proposition 6.2.** Let \(a \in C^\infty(C_R)\) be a positive function, let \(F \in E(C_R, \kappa)\), let \(H \in C^\infty(C_R)\), and let \(\kappa \leq \min_{x'} \kappa^{-1}(x')\). Then there exists \(U \in E(C_R, \kappa)\) so

\[\partial_t - \partial^2_x U(x', \frac{\nu}{\sqrt{t}}) = t^{k/2-1} F(x', \frac{\nu}{\sqrt{t}}) \quad \text{and} \quad U'(0) = H.\]

Next we study a model problem in the half-space \(\mathbb{R}^2_+:\)

\[(6.2) \quad (\partial_t - \Delta_y)U\left(\frac{\nu}{\sqrt{t}}\right) = t^{k/2-1} F\left(\frac{\nu}{\sqrt{t}}\right) \quad \text{for } y \in \mathbb{R}^2_+ \text{ and } t > 0,\]

\[(6.3) \quad U(y_1, 0) = G(\rho) \quad \text{for } y_1 > 0 \text{ and } \rho \partial_{y_2} U(y_1, 0) = \mathcal{H}(\rho) \quad \text{for } y_1 < 0,\]

where \(k\) is a nonnegative integer, where \(F \in \Lambda^\mu_\kappa\), and where \(G, \mathcal{H} \in R_\mu\). Equation \((6.2)\) can be rewritten as

\[(6.4) \quad (\partial^2_x + \frac{1}{\rho} \partial_\rho + \frac{1}{\rho^2} \partial^2_\rho) U + (2\rho \partial_\rho + -2k)U = -4F \quad \text{on } \mathbb{R}^2_+.\]

We adopt the notation of Definition 6.4. We omit details of the proof of the following Theorem as it is analogous to the proof given for Proposition 2.13.

**Theorem 6.3.** Let \(\kappa \in (0, 1)\) and \(\mu \in (-1/2, 1/2)\). Let \(F \in \Lambda^{\mu-2}_\kappa\) and \(\mathcal{G}, \mathcal{H} \in R_\mu\). Then there exists a unique solution to Equations \((6.3)\) and \((6.4)\) belonging to \(\Lambda^\mu_\kappa\).

Next we consider the case when the operator and the right-hand sides in Equations \((6.3)\) and \((6.4)\) depend on a parameter. Let \(R_0\) be the operator of Equation \((6.1)\), let \(L(z, \partial_y)\) be the operator of Equation \((6.3)\), and let \(z_0\) be the constant of Equation \((6.4)\).
Theorem 6.4. Let $\kappa \in (0, \kappa_0]$ and $\mu \in (-1/2, 1/2)$. If $F \in \Lambda^k_+ - 1(\Sigma)$ and if $G, H \in R_k(\Sigma)$, then there exists a unique element $U \in \Lambda^k_+ (\Sigma)$ such that

$$ (\partial_t - L(z, \partial_y))(t^{k/2}U(z, \frac{y}{2\sqrt{t}})) = t^{k/2 - 1}F(z, \frac{y}{2\sqrt{t}}) \quad \text{for } y \in \mathbb{R}^2_+ \text{ and } t > 0. $$

$$ U(z, y_1, 0) = G(z, y_1) \quad \text{for } y_1 > 0, $$

$$ \rho(R_0(z, \partial_y)U)(z, y_1, 0) = H(z, -y_1) \quad \text{for } y_1 < 0. $$

Proof. Let $B = B_y = A^{-1/2}$ where $A = A^j$. Set $Y_k = \sum_{j=1,2} B_{kj}y_j$. Then the equations given in Theorem 6.4 become Equations (6.b) and (6.c) where the right-hand side depends on the parameter $z \in \Sigma$. The desired result now follows from Theorem 6.3.

7. A Theorem on Asymptotics

We can now establish the result from which Theorem 6.1 will follow. Let

$$ \kappa = \min_{x' \in \partial M} \varepsilon(x') $$

where $\varepsilon(x')$ is the best constant in the inequality

$$ \sum a^{ij}(x')\xi_i\xi_j \leq \varepsilon^{-1}(x')|\xi|^2 \quad \text{for } \xi \in \mathbb{R}^m. $$

Theorem 7.1. Let $\Phi \in C^\infty(M_\Sigma)$. Then the weak solution of Equation (1.5) has the asymptotic representation:

$$ u(x, t) \sim \sum_{k=0}^\infty t^{k/2}\left\{ \Xi \left( \frac{\rho}{2\sqrt{t}} \right) \left( u_k(x) + \rho \eta(\nu/\rho)U^D_k \left( x', \frac{\nu}{2\sqrt{t}} \right) \right) + \rho \eta(\nu/\rho)U^R_k \left( x', \frac{\nu}{2\sqrt{t}} \right) + \zeta(\rho)U_k \left( z, \frac{y}{2\sqrt{t}} \right) \right\}. $$

In the above, $\xi$, $\zeta$, and $\eta$ are smooth cutoff functions on $\mathbb{R}^1$ which vanish when the argument is greater than $\delta$ and which are equal to 1 if the argument is less than $\frac{1}{2}\delta$ where $\delta > 0$ is suitably chosen. We set $\Xi = 1 - \xi$. The functions $u_k$ belong to $C^\infty(M_\Sigma)$, $U^D_k \in \mathcal{E}(C_\mathcal{D}, \kappa)$, $U^R_k \in \mathcal{E}(C_\mathcal{R}, \kappa)$, and $U_k \in \Lambda^k_+(\Sigma)$ with arbitrary $\mu \in [0, 1/2)$. Moreover the coefficient $U^R_k$ equals zero.

The asymptotic expansion in this theorem is to be understood in the sense that the difference

$$ r_N(x, t) = u(x, t) - \sum_{k=0}^N t^{k/2}\left\{ \Xi \left( \frac{\rho}{2\sqrt{t}} \right) \left( u_k(x) + \rho \eta(\nu/\rho)U^D_k \left( x', \frac{\nu}{2\sqrt{t}} \right) \right) + \rho \eta(\nu/\rho)U^R_k \left( x', \frac{\nu}{2\sqrt{t}} \right) + \zeta(\rho)U_k \left( z, \frac{y}{2\sqrt{t}} \right) \right\} $$

(7.a)

satisfies the estimate

$$ |\partial_t^{\alpha} \partial_x^\beta r_N(x, t)| \leq C \begin{cases} t^{(N+1)/2 - \alpha_0 - |\alpha|/2} & \text{for } t \leq \rho^2, \\ t^{(N+1-\mu)/2 - \alpha_0 - \mu - |\alpha|} & \text{for } t \geq \rho^2. \end{cases} $$

(7.b)

Moreover, the same estimate (in a neighborhood of $\Sigma$) is valid for all the derivatives of $r_N$ with respect to $z$ where the constant involved may depend on the number of derivatives.

7.1. The Main Term. We are looking for $u$ in the form

$$ u(x, t) = \Xi \left( \frac{\rho}{2\sqrt{t}} \right) u_0(x) + v(x, t), $$

where $u_0 = \Phi$ and $v$ satisfies the equations:

$$ \left\{ \begin{array}{ll} (\partial_t + D(x, \partial_x))v = f & \text{in } M \times (0, T), \\ v = g & \text{on } C_D \times (0, T), \\ Rv = h & \text{on } C_R \times (0, T), \end{array} \right. $$

(7.c)
with initial condition

\[(7.d)\] \[v = 0 \quad \text{on} \quad M \quad \text{for} \quad t = 0.\]

Here

\[(7.e)\] \[f(x, t) = -\Xi\left(\frac{\rho}{2\sqrt{t}}\right)Du_0(x) + [\partial_t + D, \Xi(\frac{\rho}{2\sqrt{t}})]u_0(x),\]
\[g = -\Xi\left(\frac{\rho}{2\sqrt{t}}\right)u_0(x), \quad \text{and} \quad h = -R\Xi\left(\frac{\rho}{2\sqrt{t}}\right)u_0(x),\]

where here and elsewhere \([\cdot, \cdot]\) denotes the commutator of two operators. Decompose the function \(u\) near \(\Sigma\) in an asymptotic series with respect to \(\rho\):

\[f(x, t) \sim \Xi\left(\frac{\rho}{2\sqrt{t}}\right)f_{01}(x) + \zeta(\rho)\sum_{k=0}^{\infty} t^{-1+k/2}F_{0k}\left(\frac{z}{2\sqrt{t}}, \frac{y}{2\sqrt{t}}\right),\]

where \(f_{01} \in C^\infty(M_{\Sigma})\) and \(F_{0k}(z, Y)\) belongs to \(\Lambda^0_\rho(\Sigma)\) and is equal to zero for small \(|Y|\). The asymptotic expansion given above means that the remainder

\[q_N(x, t) = f(x, t) - \Xi\left(\frac{\rho}{2\sqrt{t}}\right)f_{01}(x) - \sum_{k=0}^{N} t^{-1+k/2}F_{0k}\left(\frac{z}{2\sqrt{t}}, \frac{y}{2\sqrt{t}}\right)\]

satisfies the estimate

\[|\partial_1^{\alpha_0}\partial_2^{\alpha_1}q_N(x, t)| \leq |C(t^{N-1/2}\alpha_0 - |\alpha_1|/2),\]

where \(q_N(x, t) = 0\) for \(\rho \leq \varepsilon \sqrt{t}\) and for some small positive \(\varepsilon\).

Analogously, one can represent \(g\) and \(h\) as

\[g(x', t) = \Xi\left(\frac{\rho}{2\sqrt{t}}\right)\rho g_{01}(x') + \zeta(\rho)\Xi\left(\frac{\rho}{2\sqrt{t}}\right)g_{00}(z),\]
\[h(x', t) \sim \Xi\left(\frac{\rho}{2\sqrt{t}}\right)h_{01}(x') + \zeta(\rho)\rho^{-1}\sum_{k=0}^{\infty} t^{k/2}H_{0k}\left(\frac{z}{2\sqrt{t}}, \frac{\rho}{2\sqrt{t}}\right),\]

where \(h_{01} \in C^\infty(C_{\mathcal{R}})\) and \(H_{0k}(z, Y)\) are smooth functions from \(R_\rho(\Sigma)\) which are equal to 0 for \(|Y| \leq \varepsilon\).

Now, the function \(U_0\) can be found by solving the problem

\[(\partial_t + L(z, \partial_y))U_0(z, \frac{y}{2\sqrt{t}}) = t^{-1}\Xi\left(\frac{\rho}{2\sqrt{t}}\right)\left(\frac{\rho}{2\sqrt{t}}\right)^{-2}u_0(z, \theta) + F_{00}\left(z, \frac{\rho}{2\sqrt{t}}\right),\]
\[U_0(z, y_1, 0) = \Xi\left(\frac{\rho}{2\sqrt{t}}\right)g_{00}(z) \quad \text{for} \quad y_1 > 0,\]
\[\rho(\mathcal{R}\mathcal{U}_0)(z, y_1, 0) = \mathcal{H}_{00}(z, \frac{\rho}{2\sqrt{t}}) \quad \text{for} \quad y_1 < 0.\]

By Theorem 5.4, this boundary value problem has a solution from \(\Lambda^0_\rho(\Sigma)\). Similarly, the function \(U^D_0\) satisfies the relations

\[(\partial_t - a\partial_1^2)U^D_0\left(\frac{\rho}{2\sqrt{t}}\right) = 0, \quad U^D_0(0) = g_{01}(x'),\]

and, by Proposition 6.1, has a solution \(U \in \mathcal{E}(C_{\mathcal{P}}, \kappa)\). The remainder

\[w(x, t) = u(x, t) - \Xi\left(\frac{\rho}{2\sqrt{t}}\right)(u_0(x) + \eta(1/\rho)U^D_0(x', \frac{\rho}{2\sqrt{t}})) - \zeta(\rho)\mathcal{U}_0\left(\frac{\rho}{2\sqrt{t}}\right)\]

satisfies the Equations

\[(7.f)\] \[
\begin{aligned}
(\partial_t + D(x, \partial_x))w &= f \quad \text{in} \quad M \times (0, T), \\
w &= g \quad \text{on} \quad C_{\mathcal{P}} \times (0, T), \\
Rw &= h \quad \text{on} \quad C_{\mathcal{R}} \times (0, T),
\end{aligned}
\]

and the initial condition

\[(7.g)\] \[w = 0 \quad \text{on} \quad M \quad \text{for} \quad t = 0.\]
One can verify that the right-hand sides in (7.i) admit the following asymptotic expansions as \( t \to 0 \):

\[
    f(x, t) \sim \sum_{k=1}^{\infty} t^{k/2 - 1} \left\{ \Xi \left( \frac{\rho}{2\sqrt{t}} \right) \left( f_k(x) + \rho \eta(\nu/\rho) F_k^D \left( x', \frac{\nu}{2\sqrt{t}} \right) \right) + \rho \eta(\nu/\rho) F_k^R \left( x', \frac{\nu}{2\sqrt{t}} \right) + \zeta(\rho) F_k \left( \frac{y}{2\sqrt{t}} \right) \right\}
\]

(7.h)

with \( f_k \in C^\infty(M_\Sigma) \), \( F_k^D \in \mathcal{E}(C_D, \mathcal{R}) \), \( F_k^R \in \mathcal{E}(C_R, \mathcal{R}) \) and \( F_k \in \Lambda_{\Sigma}^{\mu+1}(\Sigma) \),

\[
    g(x', t) \sim \sum_{k=1}^{\infty} t^{k/2} \left\{ \Xi \left( \frac{\rho}{2\sqrt{t}} \right) \rho g_k(x') + \zeta(\rho) G_k \left( \frac{y}{2\sqrt{t}} \right) \right\},
\]

(7.i)

with \( g_k \in C^\infty(C_D) \), \( G_k \in \mathcal{R}_{\mu+1}(\Sigma) \), and

\[
    h(x', t) \sim \sum_{k=1}^{\infty} t^{(k-1)/2} \left\{ \Xi \left( \frac{\rho}{2\sqrt{t}} \right) h_k(x') + \zeta(\rho) H_k \left( \frac{y}{2\sqrt{t}} \right) \right\}
\]

(7.j)

with \( h_k \in C^\infty(C_R) \), \( H_k \in \mathcal{R}_{\mu+1}(\Sigma) \). The asymptotic expansion of Equation (7.h) is to be understood in the following sense. Let

\[
    f^{(N)}(x, t) = \sum_{k=1}^{N} t^{k/2 - 1} \left\{ \Xi \left( \frac{\rho}{2\sqrt{t}} \right) \left( f_k(x) + \rho \eta(\nu/\rho) F_k^D \left( x', \frac{\nu}{2\sqrt{t}} \right) \right) + \rho \eta(\nu/\rho) F_k^R \left( x', \frac{\nu}{2\sqrt{t}} \right) + \zeta(\rho) F_k \left( \frac{y}{2\sqrt{t}} \right) \right\}
\]

then the remainder \( R_N = f - f^{(N)} \) satisfies the estimate

\[
    |\partial_t^{\alpha_0} \partial_x^{\alpha_x'} \partial_z^{\alpha_z} R_N(x, t)| \leq C \left\{ \begin{array}{cl}
    t^{(N-1)/2-\alpha_0-\alpha_x'/2} & \text{for } t \leq \rho^2 \\
    t^{(N-1)/2-\alpha_0+(1-\mu)/2} \rho^{\mu-1-\alpha_x'/2} & \text{for } t \geq \rho^2
    \end{array} \right.
\]

(7.k)

for all \( \alpha_0 = 0, 1, \ldots \) and multi-indices \( \alpha = (\alpha_1, \ldots, \alpha_m) \) and \( \gamma = (\gamma_1, \ldots, \gamma_m - 2) \) with nonnegative integer components. The derivatives with respect to \( z \) are defined and should be taken into account only in a neighborhood of \( \Sigma \), outside of this neighborhood \( \gamma \) is zero.

If we denote by \( g^{(N)}(x', t) \) and \( h^{(N)}(x', t) \) the partial sums in (7.i) and (7.j) from 1 to \( N \) and introduce the remainder terms \( R_{gN} = g - g^{(N)} \) and \( R_{hN} = h - h^{(N)} \) then the asymptotic representations (7.i) and (7.j) mean that

\[
    |\partial_t^{\alpha_0} \partial_x^{\alpha_x'} \partial_z^{\alpha_z} R_{gN}(x, t)| \leq C \left\{ \begin{array}{cl}
    t^{(N+1)/2-\alpha_0-\alpha_x'/2} & \text{for } t \leq \rho^2 \\
    t^{N/2 - \alpha_0 - \mu/2} \rho^{\mu+1-\alpha_x'/2} & \text{for } t \geq \rho^2
    \end{array} \right.
\]

(7.l)

and

\[
    |\partial_t^{\alpha_0} \partial_x^{\alpha_x'} \partial_z^{\alpha_z} R_{hN}(x, t)| \leq C \left\{ \begin{array}{cl}
    t^{N/2 - \alpha_0 - \mu/2} \rho^{\mu-1-\alpha_x'/2} & \text{for } t \leq \rho^2 \\
    t^{N/2 - \alpha_0 - \mu/2} \rho^{\mu-2} & \text{for } t \geq \rho^2
    \end{array} \right.
\]

(7.m)

for all \( \alpha_0 = 0, 1, \ldots \) and multi-indices \( \alpha' = (\alpha_1, \ldots, \alpha_{m-1}) \) and \( \gamma = (\gamma_1, \ldots, \gamma_{m-2}) \). Roughly speaking the estimates for the remainder terms are the same as the estimate for the next terms in the asymptotic expansions (7.h)–(7.j).

The form of the right-hand sides (7.h)–(7.j) are more general than we need but it is convenient to consider this more general form in order to unify the construction of other terms in the asymptotic expansion for \( u \).

### 7.2. Higher order terms.

We first describe the construction of the terms \( u_1, U_1^D \), \( U_1^R \) and \( U_1 \).
The term \( u_1 \). We take \( u_1 = 2f_1 \). Then
\[
(\partial_t + D(x, \partial_x)) \left( t^{1/2} \Xi \left( \frac{\rho}{2\sqrt{t}} \right) u_1(x) \right) - t^{-1/2} \Xi \left( \frac{\rho}{2\sqrt{t}} \right) f_1(x) = \frac{\rho}{4t} \xi^t \left( \frac{\rho}{2\sqrt{t}} \right) u_1(x) - t^{1/2} \left[ D(x, \partial_x), \xi \left( \frac{\rho}{2\sqrt{t}} \right) \right] u_1(x) + t^{1/2} \Xi \left( \frac{\rho}{2\sqrt{t}} \right) D(x, \partial_x) u_1(x).
\]
Decomposing the function \( u_1 \) near \( \Sigma \) in asymptotic series with respect to \( \rho \) we obtain that the right-hand side is asymptotically equal to
\[
t^{1/2} \Xi \left( \frac{\rho}{2\sqrt{t}} \right) f_{11}(x) + \sum_{k=1}^{\infty} t^{k/2-1} \zeta(\rho) F_{1k} \left( z, \frac{y}{2\sqrt{t}} \right)
\]
with \( f_{11} \in C^\infty(M_{\Sigma}) \) and \( F_{1k} \in \Lambda^\mu_k(\Sigma) \). Moreover \( F_{1k}(z, Y) = 0 \) for \(|Y| \leq \varepsilon\) for some positive \( \varepsilon \). So, we have compensated the term containing \( f_1 \) in the right-hand side of (7.h) and the discrepancy, which came, can be included in the remaining terms in the right-hand side in (7.i). We shall denote the new right-hand sides by the same letters.

The term \( U_1 \). We find this function from the equation
\[
(\partial_t - L(z, \partial_y)) \left( t^{1/2} U_1 \left( z, \frac{y}{2\sqrt{t}} \right) \right) = t^{-1/2} F_1 \left( z, \frac{y}{2\sqrt{t}} \right)
\]
supplied with boundary conditions
\[
U_1(z, y_1, 0) = G_1(z, y_1) \quad \text{for } y_1 > 0
\]
and
\[
\rho \sum_{j=1}^{2} A^j(z) \partial_y^j U_1(z, y_1, 0) = H_1(z, -y_1) \quad \text{for } y_1 < 0.
\]
The discrepancy in the equation brought by this term is equal to
\[
(\partial_t + D) \left( t^{1/2} \zeta(\rho) U_k \left( z, \frac{y}{2\sqrt{t}} \right) \right) - t^{-1/2} \zeta(\rho) F_k \left( z, \frac{y}{2\sqrt{t}} \right) = t^{1/2} \zeta(\rho) (D + L) U_k \left( z, \frac{y}{2\sqrt{t}} \right) + t^{1/2} [D, \zeta(\rho)] U_k \left( z, \frac{y}{2\sqrt{t}} \right).
\]
Using (5.b) and the asymptotic expansion at infinity for functions from the class \( \Lambda \) one can show that the right-hand side of the equation above has asymptotics
\[
\sum_{k=2}^{\infty} \xi(t^{k/2-1} \left( \frac{\rho}{2\sqrt{t}} \right) \left( f_{1k}(x) + \eta(\nu/r) F_{1k}^D \left( x', \frac{\nu}{2\sqrt{t}} \right) \right) + \eta(\nu/r) F_{1k}^R \left( x', \frac{\nu}{2\sqrt{t}} \right) + \zeta(\rho) F_{2k} \left( z, \frac{y}{2\sqrt{t}} \right) \right),
\]
where \( f_{1k} \in C^\infty(M_{\Sigma}), F_{1k}^D \in \mathcal{E}(C_D, \kappa), F_{1k}^R \in \mathcal{E}(C_R, \kappa) \) and \( F_{2k} \in \Lambda^\mu_{k+1}(\Sigma) \).

The discrepancy in the Dirichlet boundary condition is zero and in the Robin boundary condition is
\[
R(t^{1/2} \zeta U_1) - \zeta(\rho) \rho^{-1} H_k
\]
\[
= \sum_{k=2}^{\infty} t^{(k-1)/2} \left( \frac{\rho}{2\sqrt{t}} \right) h_{1k}(x') + \zeta(\rho) \rho^{1/2} H_{1k} \left( z, \frac{\rho}{2\sqrt{t}} \right),
\]
where \( h_{1k} \in C^\infty(C_R), H_{1k} \in \mathcal{R}_{\mu+1}(\Sigma) \). So, one can see that \( U_1 \) compensates the terms \( F_1, G_1 \) and \( H_1 \) in the right-hand sides of (7.h)–(7.k). The discrepancies brought by \( U_1 \) have lower order and can be included in terms in the asymptotic expansions (7.h)–(7.j) with \( k \geq 2 \).
The terms $U_1^D$ and $U_1^R$. We define the function $U_1^D$, $x' \in C_D$, as a solution of the boundary value problem

$$(\partial_t - a(x')\partial_x^2)(t^{1/2}U_1^D(x', \nu)) = t^{-1/2}F_1^D(x', \nu),$$

$U_1^D(x', 0) = g_1(x')$

with $x'$ considered as a parameter. We have

$$(\partial_t + D(x, \partial_x))(t^{1/2}\eta(\nu/\rho)\rho U_1^D(x', \nu)) = t^{-1/2}H_j(D, \partial_x)\rho U_1^D(x', \nu)$$

$= t^{1/2}\eta(\nu/\rho)\rho U_1^D(x', \nu)$

By Equation (5.4), the right-hand side in this equation asymptotically equals

$$\sum_{j=2}^{\infty} t^{1/2-1} \zeta(\nu/\rho) F_{1j}(z, \nu/2\sqrt{t}) + \rho \sum_{j=2}^{\infty} t^{1/2-1} \zeta(\nu/\rho) F_{1j}(x', \nu/2\sqrt{t})$$

with $F_{1j} \in \Lambda_{k-1}(\Sigma)$ and $F_{1j}^D \in \mathcal{E}(C_D, \kappa)$.

The term $U_1^R$ is then constructed analogously. Thus, we have constructed the approximation of the solution which contains all terms in the asymptotic expansion of Theorem 7.1 with $k = 1$ and which compensates all terms in the asymptotic representations of the right-hand sides of (7.4) with $k = 1$. Continuing this procedure we can compensate terms with $k = 2, 3, \ldots$. Therefore, if we put

$$u_N(x, t) = \sum_{k=0}^{\infty} t^{k/2} \left\{ \eta(\nu/\rho) U_k(x', \nu/2\sqrt{t}) + \rho \eta(\nu/\rho) U_k(x', \nu/2\sqrt{t}) \right\}$$

and $r_N = u - u_N$. The function $r_N$ then satisfies the equations:

$$\begin{cases} 
(\partial_t + D(x, \partial_x)) r_N = f_N & \text{in } M \times (0, T) \\
 r_N = g_N & \text{on } C_D \times (0, T), \\
 R u_N = h_N & \text{on } C_R \times (0, T),
\end{cases}$$

with the initial condition $r_N = 0$ on $M$ for $t = 0$. The right-hand sides in these relations admit the asymptotic expansions (7.8)–(7.9), respectively, where summation is started from $k = N + 1$.

8. Estimate of the Remainder Term in the Asymptotics

In this section, we complete the proof of Theorem 7.1 by establishing the remainder estimate given in Equation (7.10). The proof rests on a result (Theorem 8.1 below) obtained by Johansson [12]. First we introduce some additional notation. Let $T$ be a positive number and $Q_T = M \times (0, T)$, $\Gamma_+^D = C_D \times (0, T)$ and $\Gamma_+^R = C_R \times (0, T)$. We introduce also weighted Sobolev spaces. Let $\ell = 0, 1, \ldots$, $\beta \in \mathbb{R}$. The space $W_{2,\ell}^\beta(\Gamma_+^D)$ consists of functions on $Q_T$ with the finite norm

$$||u||_{W_{2,\ell}^\beta(Q_T)} = \left( \int_{Q_T} \rho^{2(\beta - \ell)} \sum_{|\alpha| \leq 2\ell} \rho^{2|\alpha|} |\partial_x^\alpha u|^2 \, dx \, dt \right)^{1/2}$$

where we set $\alpha_0 := (\alpha_0, \alpha)$ and $|\alpha| := 2\alpha_0 + |\alpha|$. For $s = 1/4, 3/4, \ldots$, introduce the trace spaces $W_{2,\ell}^{\beta, s}(\Gamma_+^D)$ with the norm

$$||u||_{W_{2,\ell}^{\beta, s}(\Gamma_+^D)} = (\int_0^T ||u(\cdot, t)||_{W_{2,\ell}^{\beta, s}(C_D)}^2 \, dt + \int_{C_D} \rho^{2\beta} ||u(x, \cdot)||_{H^{s}(0, T)}^2 \, dx)^{1/2}.$$
Here $H^k$ stands for the standard Sobolev space on the interval $(0, T)$. If $k$ is a positive integer, then $V^{k-1/2}_\beta(C_D)$ is the space of traces on $C_D$ of functions from the space $V^k_\beta(M)$ with the norm

$$\|v\|_{V^k_\beta(M)} = \left(\int_M \sum_{|\alpha| \leq k} \rho^{2|\beta-k|+|\alpha|} |\partial^\alpha_x v(x)|^2 dx\right)^{1/2}.$$ 

The norm in $V^{k-1/2}(C_D)$ is defined by

$$\|w\|_{V^{k-1/2}(C_D)} = \inf \{ \|v\|_{V^k_\beta(M)} : v \in V^k_\beta(M), v|_{C_D} = w \}.$$ 

Analogously, one can define the space $W^{2s,s}_\beta (\Gamma^D_T)$.

The closure of functions from the space $W^{2\ell,\ell}_\beta (Q_T)$ equal to 0 for small $t$ will be denoted by $W^{2\ell,\ell}_\beta (Q_T)$. Analogously one defines the spaces $W^{2s,s}_\beta (\Gamma^D_T)$ and $W^{2s,s}_\beta (\Gamma^R_T)$.

If $|\alpha| < 2\ell - n/2 - 1$ then functions $u \in W^{2\ell,\ell}_\beta (Q_T)$ have continuous derivatives of order $\alpha$ in $Q_T$ and

$$|\partial_\alpha^\alpha \partial_\beta^\beta u(x,t)| \leq C \rho^{2|\beta|-|\alpha|-n/2-1-\beta} \|u\|_{W^{2\ell,\ell}_\beta (Q_T)}.$$ 

This estimate can be obtained from the analogous estimate for functions from non-weighted spaces (see [6], Chapter 3) and homogeneity arguments. If $u \in W^{2\ell,\ell}_\beta (Q_T)$ and $|\alpha| + 2m < 2\ell - n/2 - 1$ with a nonnegative $m$ then, clearly,

$$(8.a) \quad |\partial_\alpha^\alpha \partial_\beta^\beta u(x,t)| \leq C \rho^{2\ell-m|\beta|-n/2-1-\beta} \|u\|_{W^{2\ell,\ell}_\beta (Q_T)}.$$ 

The proof of the following result is contained in [12].

**Theorem 8.1.** Let $\ell \geq 1$ be an integer and let $\beta$ satisfy $1/2 < -\beta + 2\ell < 3/2$. If $f \in W^{2\ell-2,1/2-1}_\beta (Q_T)$, $g \in W^{2\ell-3/2,1/4}_\beta (\Gamma^D_T)$ and $h \in W^{2\ell-3/2,1/4}_\beta (\Gamma^R_T)$ then there exists a unique solution $u \in W^{2\ell,\ell}_\beta (Q_T)$ to problem (7.a). This solution satisfies the estimate

$$\|u\|_{W^{2\ell,\ell}_\beta (Q_T)} \leq C \left( \|f\|_{W^{2\ell-2,1/2-1}_\beta (Q_T)} + \|g\|_{W^{2\ell-1/2,1/4}_\beta (\Gamma^D_T)} + \|h\|_{W^{2\ell-3/2,1/4}_\beta (\Gamma^R_T)} \right) (8.b)$$ 

Now we are in a position to prove the remainder estimate (7.b). According to the construction of the terms in the asymptotic expansion given in Theorem 7.1 (see the end of Sect. 7.2) the remainder (7.a) satisfies the boundary value problem (7.a), (7.b), where the right-hand sides admit the asymptotic representations (7.1)–(7.6) with summation starting with $k = N + 1$. Therefore these right-hand sides are estimated by the right-hand sides in (7.1)–(7.6). This implies that the derivative of order $k$ with respect to $t$ and all derivatives with respect to $z$ (in a neighborhood of $\Sigma$) belong to

$$W^{2\ell-2,1/2-1}_\beta (Q_T), \quad W^{2\ell-1/2,1/4}_\beta (\Gamma^D_T), \quad W^{2\ell-3/2,1/4}_\beta (\Gamma^R_T),$$

for $\ell < (N - 2k - 1)/2$ and $2\ell - \beta < 2 + \mu$, respectively. We suppose here that $\mu$ is an arbitrary number from the interval $(0, 1/2)$. Now applying Theorem 8.1.1 we obtain that $\partial_\ell^k r_N$ together with all derivatives with respect to $z$ (in a neighborhood of $\Sigma$) belongs to $W^{2\ell,\ell}_\beta (Q_T)$ for $1/2 < -\beta + 2\ell < 1 + \mu$ and $\ell < (N - 2k - 1)/2$.

This implies that in a $+\text{neighborhood of } \Sigma$ the integral

$$\int \rho^{2\ell-2\beta} \sum_{|\alpha| \leq 2\ell} \rho^{2|\alpha|} |\partial_\alpha^\alpha \partial_\beta^\beta u|^2 dy$$

is bounded uniformly with respect to $t$ and $z$. By the usual imbedding theorem we obtain

$$|\partial_\alpha^\alpha \partial_\beta^\beta u| \leq C \rho^{2\ell-|\alpha|-1-\beta}.$$
for $|\alpha| < 2\ell - 1$. Choosing $\sigma = 2\ell - 1 - \beta$ close to $1/2$ and then taking $\mu \in (\sigma, 1/2)$ we can rewrite the above estimate as

$$\text{(8.c)} \quad |\partial_y \partial_t^{\beta - 1} \partial_x^\alpha u| \leq C t^\mu \rho^{-|\alpha|}$$

which is valid for $|\alpha| + 2k + 2m < N - 2$ and for arbitrary multi-index $\gamma$.

In order to obtain a remainder estimate outside a neighborhood of $\Sigma$ one can use the following asymptotic expansion for $u$

$$\text{Estimates (8.c) and (8.d) imply (8.e)} \quad |\partial_t^\alpha \partial_x^\beta r_N(x, t)| \leq C t^m \rho^{|-\beta|}$$

for $|\alpha| + 2m < 2\ell - n/2 - 1$ and for $\rho \geq \varepsilon$ where $\varepsilon$ is a small positive number. In order to obtain estimate (7.b) for $r$ we proceed as follows. We choose an integer $M > N$ and represent the remainder term $r_N$ as

$$r_N = r_M + \sum_{k=N+1}^M t^{k/2} \left\{ \Xi \left( \frac{\rho}{2\sqrt{t}} \right) (u_k(x) + \rho \eta(\nu/\rho) U_k^D \left( x', \frac{\nu}{2\sqrt{t}} \right)) + \rho \eta(\nu/\rho) U_k^R \left( z, \frac{\nu}{2\sqrt{t}} \right) \right\}.$$  

One can check that all the terms in the summation satisfy estimate (7.b). By choosing $M$ sufficiently large, we obtain estimate (7.b) for $r_M$ from (8.c). The proof of Theorem 7.1 is complete. □

Let $\Sigma_D$ and $\Sigma_R$ denote the boundaries of $C_D$ and $C_R$, respectively. Clearly, functions from $C^\infty(M_{\Sigma})$ may take different values on $\Sigma_D$ and $\Sigma_R$. The existence of the asymptotic series given in Theorem 7.1 is a special case of the following more general result:

**Theorem 8.2.** Let $u$ be the solution to problem (7.a) and let $\sigma \in C^\infty(M_{\Sigma})$. Then the following asymptotic expansion for $u$ is valid:

$$\text{(8.g)} \quad \int_M \sigma(x) u(x, t) dx \sim \sum_{k=0}^\infty t^k \int_M \sigma(x) u_k(x) dx + \sum_{k=0}^\infty t^{k/2} \left( t a_k + t^{1/2} b_k + t^{3/2} c_k \right),$$

where

$$a_k = \int_{\Sigma_D} \int_{-\pi}^{\pi} v_k(z, \theta) dz d\theta, \quad b_k = \int_{C_D} w_k^D(x') dx' + \int_{C_R} w_k^R(x') dx',$$

and

$$c_k = \int_{\Sigma_D} h_k^D(z) dz + \int_{\Sigma_R} h_k^R(z) dz.$$

Here $u_k, v_k, w_k^D, w_k^R, h_k^D$ and $h_k^R$ are smooth functions whose values at a given point depend only on values of $\varphi$ and its derivatives at this point.

**Proof.** We have

$$\int_M \sigma(x) \Xi \left( \frac{\rho}{2\sqrt{t}} \right) u_k(x) dx = \int_M \sigma(x) u_k(x) dx - \int_M \xi \left( \frac{\rho}{2\sqrt{t}} \right) \sigma(x) u_k(x) dx.$$  

From $\sigma, u_k \in C^\infty(M_{\Sigma})$ it follows that

$$\sigma(x) u_k(x) = \sum_{j=0}^N u_{kJ}(z, \theta) \rho^j + O(\rho^{N+1})$$
for each $N$, which implies that

$$
\int_M \xi\left(\frac{\rho}{2\sqrt{t}}\right) \sigma(x) u_k(x) dx = t \sum_{j=0}^{\infty} c_j \int_{\Sigma} \int_{-\pi}^{\pi} u_{kj}(z, \theta) dz d\theta t^{1/2},
$$

where $c_j$ are constants independent of the initial data $\varphi$. Therefore, the integrals in (8.1) give the first sum in the right-hand side of (8.2) in Theorem 8.2 and terms of the form $t a_k$ in (8.2).

Next, consider the integral (8.j)

$$
\int_M \sigma(x) \sum \left(\frac{\rho}{\sqrt{t}}\right) \rho \eta \left(\frac{\nu}{\rho}\right) U_k^D (x', \frac{\nu}{\sqrt{t}}) dx.
$$

Let us introduce a cutoff function $\zeta(y_1)$ which is equal to 1 for $|y_1| \leq \varepsilon/2$ and 0 for $|y_1| \geq \varepsilon$, where $\varepsilon$ is a small positive number. Then we represent (8.j) for small $t$ as

$$
\int_M (1 - \zeta(y_1)) \rho \eta \left(\frac{\nu}{\rho}\right) \sigma(x) U_k^D (x', \frac{\nu}{\sqrt{t}}) dx
$$

$$
+ \int_{\Sigma} \int_{0}^{\infty} \int_{0}^{\infty} \zeta(y_1) \rho \sigma(z, y) U_k^D (z, \frac{y_1}{\sqrt{t}}, \frac{y_2}{\sqrt{t}}) dy dz
$$

$$
+ \int_{\Sigma} \int_{0}^{\infty} \int_{0}^{\infty} \zeta(y_1) \rho (\eta \left(\frac{\nu}{\rho}\right) - 1) \sigma(z, y) U_k^D (z, \frac{y_1}{\sqrt{t}}, \frac{y_2}{\sqrt{t}}) dy dz
$$

$$
(8.i)
$$

$$
(8.j)
$$

where $\rho$ is equal to $\sqrt{y_1^2 + y_2^2}$ in coordinates $y = (y_1, y_2)$. One can check directly that the first two integrals in (8.j) have asymptotics

$$
\sum_{j=0}^{\infty} t^{(1+j)/2} \int_{C_D} q_{kj}(x') dx'
$$

and the third integral has an expansion of the form

$$
\sum_{j=0}^{\infty} t^{1+j/2} \int_{\Sigma_D} h_{kj}^{(1)}(z) dz.
$$

Making change of variables $y_1 = 2\sqrt{t}Y_1$ and $y_2 = 2\sqrt{t}Y_2$ we can rewrite the last integral in (8.j) as

$$
4t^{3/2} \int_{\Sigma} \int_{0}^{\infty} \int_{0}^{\infty} \xi(\rho) \rho \eta (Y_2/\rho) \sigma(z, \sqrt{t}Y) U_k^D (z, \sqrt{t}Y_1, Y_2) dY_1 dY_2 dz.
$$

Since $U_k^D \in E(C_D, \kappa)$, the last integral has the asymptotics

$$
\sum_{j=0}^{\infty} t^{(3+j)/2} \int_{\Sigma_D} h_{kj}^{(2)}(z) dz,
$$

where $h_{kj}^{(2)}$ are integrals with respect to $Y_2$ of linear combinations of functions $\partial_{Y_1} U_k^D (z, Y_1, Y_2)|_{Y_1 = 0}$ multiplied by explicit weights. The term

$$
\int_M \sigma(x) \sum \left(\frac{\rho}{\sqrt{t}}\right) \rho \eta \left(\frac{\nu}{\rho}\right) U_k^R (x', \frac{\nu}{\sqrt{t}}) dx
$$

is considered analogously.

It remains to obtain an asymptotic expansion of the term (8.k)

$$
\int_{\Sigma} \int_{0}^{\infty} \int_{0}^{\infty} \sigma(x) \zeta(\rho) U_k (z, \frac{y_1}{\sqrt{t}}) dy_1 dy_2.
$$

Using the asymptotic expansion for the function $U_k$ for large second argument:

$$
U_k (z, Y) \sim \sum_{j=0}^{\infty} |Y|^{-j} \left(\frac{\nu(y,z)}{\nu}\right) + \sum_{\pm} U_k^\pm (z, Y_2) \chi \left(\frac{Y_2}{\sqrt{t}}\right),
$$
we obtain integrals similar to the ones just considered. Moreover, one can show that the coefficient $v_{00}$ is equal to zero because of vanishing of the analogous coefficient in the asymptotics of the right-hand side in the equation for the function $U_0$. Reasoning as above we arrive at the required asymptotic representation for these integrals. This completes the proof of Theorem 8.2 and thereby of Theorem 1.1. □
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