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Abstract—This paper introduces video domain generalization where most video classification networks degenerate due to the lack of exposure to the target domains of divergent distributions. We observe that the global temporal features are less generalizable, due to the temporal domain shift that videos from other unseen domains may have an unexpected absence or misalignment of the temporal relations. This finding has motivated us to solve video domain generalization by effectively learning the local-relation features of different timescales that are more generalizable, and exploiting them along with the global-relation features to maintain the discriminability. This paper presents the VideoDG framework with two technical contributions. The first is a new deep architecture named the Adversarial Pyramid Network, which improves the generalizability of video features by capturing the local-relation, global-relation, and cross-relation features progressively. On the basis of pyramid features, the second contribution is a new and robust approach of adversarial data augmentation that can bridge different video domains by improving the diversity and quality of augmented data. We construct three video domain generalization benchmarks in which domains are divided according to different datasets, different consequences of actions, or different camera views, respectively. VideoDG consistently outperforms the combinations of previous video classification models and existing domain generalization methods on all benchmarks.

Index Terms—Deep learning, transfer learning, video domain generalization, video action recognition.

1 INTRODUCTION

Previous deep networks for video classification achieve competitive results in the intra-domain setting [1], [2], [3], [4], [5], assuming that training and test videos are independently and identically distributed (i.i.d.). We find that the performance of these models degenerates since the i.i.d. assumption might be violated as the domain shift is on. In this paper, we name this inter-domain application setting as the video domain generalization problem, where models are trained on a source domain and evaluated on unseen target domains with the same label set. Unlike the extensively studied image and video domain adaptation problem [6], [7], [8], [9], [10], [11], in our setting, not only labels but also data of the target domains are unavailable during training. Further, learning more generalizable models is crucial for action recognition. This is because the actions from the test domain are typically performed by new subjects in unknown environments or novel views. As described by Zhou et al. [12], intuitively, different persons can perform the same action in dramatically different ways, so, commonly, a model might not be able to recognize actions performed by new subjects not seen during training.

For the video domain generalization problem, one might ask what causes the drop in performance of the mainstream deep networks. The answer is that when the distribution of target data is unknown, the spatial and temporal domain shifts coexist. The spatial domain shift is caused by the variations of the appearance in video frames, which can be partly solved by previous image domain generalization methods [13], [14], [15]. The temporal domain shift indicates the unexpected absence or misalignment of short-term video events (a.k.a. local temporal relations) across distant domains, which has not been fully considered by existing approaches. As shown in Fig. 1(b), videos in different domains under the same category (i.e., playing basketball) may have distinct subsets or sequences of local events (e.g., running → layup → dribbling vs. dribbling → shooting), which presents a new challenge to learning diverse features for classification that can cover various permutations and combinations of basic local video relations.

1.1 To Solve the Dilemma of Generalizability against Discriminability

Recent approaches like Temporal Relation Networks (TRN) [5] learn hierarchical features over long-term video clips, with lower layers focusing on local temporal relations and higher layers focusing on more global ones. Throughout this paper, we borrow the A-distance [16] to quantify the overall domain shift, which measures the distance between two separate domains with respect to the same feature mapping function. In an early experiment shown in Fig. 1(a), we used the TRN learned in the UCF domain [17] as the feature mapping function, and tested its performance for the HMDB domain [18]. We observed that the local-relation features yield narrow A-distance [16] (the lower, the better), suggesting that while the local-relation features learned from short video snippets are less discriminative in intra-domain scenarios, they are more generalizable than the global-relation features. Based on this finding, our solution to the temporal domain shift is to use the short-term video relations to generate adversarial examples to augment the source dataset. The motivation
is that although the local video events under the same category might not be identical in different domains, there must be some overlap between them that can be used as generalization bridges. As shown in Fig. 1(b) (bottom right), the model can recognize a video of playing basketball from the unseen domain via a shared local event of dribbling.

However, there comes another problem. We observe that generally the above domain generalization approach deteriorates in-domain performance. For example, the model may misrecognize a video of playing football (bottom left) as playing basketball via the shared local event of running. The fact is that while the use of local-relation features to generate new adversarial examples can improve the generalizability of deep networks, it may also degrade the discriminability of spatiotemporal features, resulting in videos being misclassified into similar categories. The key idea is to use the global-relation features to guide the generalization of local events and dynamically find the events that are highly relevant to the overall video representation. Specifically, we present the Adversarial Pyramid Network (APN), which corrects the erroneous generalization with two techniques. First, it aligns the local- and global-relation features by performing a pyramid of attention blocks at different timescales. In the process of domain augmentation, the use of the multi-level relational features can balance the diversity and the focus of the generated data points. Second, we introduce a new training algorithm of Robust Adversarial Domain Augmentation (RADA), which improves the robustness of APN to various adversarial perturbations derived from the relational features at multiple levels. Our methods are inspired by several cutting-edge techniques from other ML topics, but more importantly, we improve them, i.e., ADA [13] → RADA, Transformer [19] → APN, and jointly use them with strong ties in a unified framework named VideoDG.

We design three benchmarks for video domain generalization, covering different transfer learning scenarios across datasets, across camera views, and across different consequences of video events. The experiments also cover different domain generalization setups with multiple source domains or multiple target domains. These setups are well-explored for image data, but have never been studied in the spatiotemporal video context. VideoDG consistently achieves the best results on all benchmarks. We release the code and pre-trained models at https://github.com/thuml/VideoDG.

To sum up, the contributions of this paper are as follows:

- It introduces video domain generalization, a new transfer learning problem that has not been explored before. It is also very challenging due to the co-occurrence of spatial and temporal domain shifts, and cannot be well resolved by existing video classification models, nor the naive modifications of image domain generalization approaches to video data.
- We find that the key to video domain generalization is to resolve the dilemma of generalizability and discriminability. The main idea is to expand the frame relations of the source domain properly, in the sense that they need to be diverse enough to be easily generalized to potential target domains, while being discriminative to be correctly recognized.
- We also observe that, empirically, in existing video classification models, local relational features are more generalizable while the global ones are more discriminative. It enlightens us to propose the APN model and the RADA algorithm to form a unified framework, VideoDG, in which features at different pyramid levels play different roles in the process of robust adversarial domain augmentation.

2 RELATED WORK

2.1 Video Classification

Recent advances in deep learning provide some useful insights on how to capture long-term temporal relations to improve the discriminability of spatiotemporal features [20], [21], [22], [23]. However, most existing video classification models, including 2D CNNs [1], [5], [24], [25], [26], [27], [28],
with gradient-based perturbations [13], [40], [47]. Our approach is closely related to the work from Sinha et al. [47] proposed an adversarial training procedure, named WRM, to obtain a robust neural network for image perturbations, which augments the model parameter updates by perturbing the underlying distribution of training data in a Wasserstein ball. Based on WRM, the Adaptive Data Augmentation (ADA) method [13] casts image domain generalization as the following worst-case problem around the source distribution $Q$ and is expected to generalize well on unseen domains $P$:

$$\min_{\theta \in \Theta} \sup_{P: D(P, Q) \leq d} \mathbb{E}_P [\ell_\theta (X, Y)],$$

where $\theta \in \Theta$ is the set of weights of the entire model. $(X, Y) \in X \times Y$ indicates a source data point with its label. $\ell : X \times Y \to \mathbb{R}$ is the categorical cross-entropy loss. The ADA method denotes by $D(P, Q)$ the distance metric around the source distribution $Q$ that characterizes the set of unknown populations we wish to generalize to. The perturbed new data distribution $P$ should be diverse enough but not deviate far from $Q$, i.e., $D(P, Q) \leq d$. $D(P, Q)$ is defined by the
Wasserstein distance on the semantic space. Consider the transportation cost from two data points \((X, Y)\) to \((X', Y')\):

\[
c((X, Y), (X', Y')) \triangleq \frac{1}{2} \|X - X'\|_2^2 + \infty \cdot 1 \{Y \neq Y'\},
\]

which is denoted by \(c(X, X')\) if \(Y = Y'\). By taking \(g(X)\) as the output of the last hidden layer, the distance of two data points in the original space \(X \times Y\) is defined as:

\[
c_\theta((X, Y), (X', Y')) = c((g(X), Y), (g(X'), Y')),
\]

in which \(c_\theta\) measures distance with respect to output of the last hidden layer. ADA uses the semantic space constraint. The worst-case formulation can be defined as a surrogate loss:

\[
\sup_{X \in X} \{\ell_\theta(X, Y_0) - \gamma c_\theta((X, Y_0), (X_0, Y_0))\},
\]

where \(\gamma\) is a hyperparameter of the transportation cost and \((X_0, Y_0)\) is a data point from the source distribution \(Q\). The training procedure of ADA has two separate stages: a data augmentation stage and a minimization stage with respect to \(\ell_\theta\). The data augmentation stage has two alternated training phases: a maximization phase with respect to Eq. (4) and an online minimization phase of \(\ell_\theta\) on the augmented dataset. In the maximization phase, the new data point \((X_k, Y_0)\) is generated iteratively to learn “hard” data points from fictitious target distributions by maximizing the following perturbation over the source data \(X_0\):

\[
X \leftarrow X + \nabla_X \{\ell_\theta(X, Y_0) - \gamma c_\theta((X, Y_0), (X_0, Y_0))\}. \tag{5}
\]

However, the original image ADA method is not suitable for video domain generalization in two ways. First, it defines the transportation cost \(c(\cdot)\) at the activation of the last hidden layer, which could be less generalizable on video data. By contrast, we define \(c(\cdot)\) at different network levels to trade-off the generalizability of the local temporal features and the discriminability of the global temporal features, leading to more diverse adversarial examples. Second, the robustness of the original ADA method is not well guaranteed because the augmented data may be too diverse.

### 3.2 Combining ADA and Video Classification Models

Alg. 1 shows a simple baseline approach that slightly modifies the original ADA to fit the existing video classification models [1], [3], [4], [5], [29]. Notably, the original ADA method has two separate training stages (we refer to the proposed algorithm in [13]): it first generates new images in \(K\) minimax training procedures to augment the source dataset \(K\) times, and subsequently learns the model by minimizing the classification loss over the entire augmented dataset. However, such a two-stage training strategy is not suitable for video data. One concern is the memory footprint, because as \(K\) grows, the amount of video data that needs to be stored increases dramatically. Moreover, to learn the semantic relations in different timescales and avoid overfitting, video classification models commonly take as inputs different combinations of frames that are sampled randomly or uniformly from the entire videos. But with the growth of \(K\), in the second training stage, the original ADA method is more and more likely to sample the adversarial examples with fixed anchor frames, which would harm the diversity of input data. To solve the above problems, we combine the two separate training stages of image ADA, generating adversarial examples and optimizing the classification loss over the augmented data \textit{on-the-fly} without appending the training set (Line 11 in Alg. 1). Following Eq. (5), we use the activations of the last hidden layer to compute the transportation cost \(c(\cdot)\) in \(T_{\text{max}}\) maximization phases. However, in spatiotemporal scenarios, in order to generate both diverse and representative adversarial examples, we need to specifically consider the temporal relations at different timescales. It encourages us to trade-off the generalizability of the local temporal features and the discriminability of the global temporal features. In Section 4.3, we give detailed descriptions of RADA, which can be viewed as an improved version of ADA in the video context.

### 4 Method

Our method, VideoDG, has two major technical contributions. In this section, we first introduce the basic building blocks and overall architecture of the Adversarial Pyramid Network (APN) as shown in Fig. 2. Then, we propose a new training approach of Robust Adversarial Domain Augmentation (RADA) to improve the generalizability of APN.

#### 4.1 Basic Building Blocks

##### 4.1.1 Frame Encoder

Given an input video, we divide it evenly into \(M\) segments and then randomly sample one frame from each segment. We extract a \(D\)-dimensional feature \(f_i\) \((D = 256)\) from each selected frame using a ResNet-50 [50], a fully-connected layer, and a Dropout layer. We then concatenate \(\{f_1, \ldots, f_M\}\) at the time dimension and obtain \(F_M \in \mathbb{R}^{M \times D}\) shown in Fig. 2.
Another benefit of the pyramid network is that it can greatly improve the diversity and representativeness of new data points, e.g., by taking it as both key and value, rather than directly reflecting the content of the global-relation feature. Therefore, at the Pyramid Level III, we aggregate the content of the global-relation feature. Therefore, at the third pyramid level, we aggregate $R_{III}$ and $R_{Global}$ by $R_{III} = AttnBlock(F_M, F_M)$.

### 4.2 Adversarial Pyramid Network

The idea of using multi-scale temporal relations is initially inspired by TRN [5]. However, unlike TRN, we innovatively propose a pyramid network of relational features based on the above-mentioned attention blocks to gradually learn the local- and cross-relation features on different timescales, which is essential for alleviating the temporal domain shift (i.e., absence or misalignment of local video events). Another benefit of the pyramid network is that it can greatly facilitate the process of domain augmentation by balancing the diversity and representativeness of new data points.

#### 4.2.1 Pyramid Level I: Local-Relation Attention

The first pyramid level is applied to the output of the frame encoder. For each $m \in \{2, \ldots, M - 1\}$, it first randomly samples $m$ consecutive features from $\{f_1, \ldots, f_M\}$, and then concatenates them at the time dimension to obtain $F_m$. Next, it uses the attention block to get features of Pyramid Level I:

$$R_{m}^I = AttnBlock(F_m, F_m),$$  

and provides a set of local-relation features $\{R_{2}^I, \ldots, R_{M-1}^I\}$, which can represent a variety of short-term video events.

#### 4.2.2 Pyramid Level II: Cross-Relation Attention

When we review the showcases of playing basketball vs. playing football in Fig. 1, we find that local temporal cues can be more generalizable but may also lead to false generalization. To avoid generating unnecessary adversarial examples that diverge too much, we cannot directly use $R_m^I$ for domain augmentation. Instead, we need to constrain the spatiotemporal features using more category-specific information. To this end, we use the second pyramid level to align each local-relation feature $R_m^I \in \{R_2^I, \ldots, R_{M-1}^I\}$ to the global one

$$R_{Global} = AttnBlock(F_M, F_M)$$  

which can be more discriminative by considering long-term video cues. Concretely, we perform the attention block to enable the temporal relations at various timescales to interact with each other:

$$R_{m}^{II} = AttnBlock(R_{Global}, R_m^I),$$  

by taking $R_{Global} \in R^{M \times D}$ as the query and $R_m^I \in R^{m \times D}$ as the key. Finally, to combine cross-relation features at different timescales at Pyramid Level II, we have $R_{II} = \sum_{m=2}^{M-1} R_{m}^{II}$ and use it as a part of the RADA algorithm to be discussed later. Note that we also explored other aggregation functions, e.g., concatenation and attention, but the element-wise sum empirically performs best.

#### 4.2.3 Pyramid Level III: Cross-Relation Sum

Although the cross-relation attention block at the second pyramid level enables the local-relation features to interact with the global one, it maintains the strong impact of $R_m^I$ by taking it as both key and value, rather than directly reflecting the content of the global-relation feature. Therefore, at the third pyramid level, we aggregate $R_{III}$ and $R_{Global}$ by $R_{III} = \sum_{m=2}^{M-1} R_{m}^{II}$.
Empirically, we explored other aggregation functions such as concatenation and attention, and found that the element-wise sum is most effective. At test time, we use $R^{III}$ for classification, while at training time, we use both $R^{II}$ and $R^{III}$ in the process of domain augmentation, as they are complementary to each other, resulting in both diverse and representative adversarial examples. In Section 5, we show the necessity of using hierarchical features in RADA.

To sum up, APN enables learning a pyramid of relational features. Potentially, each level of features can play a different role in the process of generating adversarial examples: (1) $R^{I}_m$ is concerned with generalizability rather than discriminability, which can enhance the diversity of learned features; (2) $R^{II}$ adaptively focuses on category-specific local relations with the help of cross-relation attention, which can be used to expand the distribution of the generated spatiotemporal data; (3) $R^{III}$ directly shows the discriminative long-term relations to the classifier and the RADA algorithm, which can be used to control the focus of the expanded source domain.

### 4.3 RADA Algorithm

To use APN as a solution to video domain generalization, a straightforward method is to directly combine it with existing methods for learning generalizable visual features, e.g., Adaptive Data Augmentation (ADA) [13]. The adversarial examples can be viewed as difficult data points far from the source domain. They can be close to the target domain, or at least they can enable the model to learn more generalizable features from the augmented training set.

However, the vanilla ADA method does not consider the specific challenge of video domain generalization, i.e., the temporal domain shift. In the first place, we need the augmented data points to be diverse enough to cover a variety of absences and permutations of local video events across domains. In the second place, we want the distribution of the generated data to be as close as possible to that of the invisible target domain. To balance the diversity and focus of new data points and to learn robust, domain-invariant representations, we propose a new algorithm named Robust Adversarial Domain Augmentation (RADA) based on the APN model as the training framework of VideoDG. RADA inherits the theory of ADA and improves it for video scenarios by leveraging the relational features of multiple levels and the robustness regularization. As shown in Alg. 2, RADA consists of two training procedures:

- $T_{max}$ maximization phases to generate adversarial examples from the above-mentioned multi-level relational features, which control the distribution of the expanded source domain.
- A minimization phase of classification errors with a robustness regularization, which allows the learning of generalizable features to be unaffected by overly divergent new data points.

#### 4.3.1 Maximization Phases with Feature Pyramid

We use hierarchical cross-relation features, $R^{II}$ and $R^{III}$, to generate data perturbations, rather than the local- or global-relation features, i.e., $\{R^{I}_m\}_{m=2}^{M-1}$ and $R^{Global}$. Though both $R^{II}$ and $R^{III}$ can balance the generalizability and discriminability of the spatiotemporal features, $R^{II}$ is a direct reflection of $\{R^{I}_m\}_{m=2}^{M-1}$ while $R^{III}$ contains more category-specific knowledge from $R^{Global}$. Hence, using both of them as the roots to generate new data points can control the distribution of the expanded source domain. Based on different levels of features in APN, we generate adversarial examples $X^{II}$ and $X^{III}$, and update them iteratively in $T_{max}$ phases shown in Lines 7-12 in Alg. 2. In each phase, we extend the original image-based ADA method to hierarchical, spatiotemporal feature space and maximize:

$$L_{adv}^{k}(\theta; (X, Y)) := \sup_{X \in X} \{ \ell(h(R^{k}), Y) - \gamma c(R^{k}, R^{k}_0) \},$$

(9)

where $(X, Y) \in \mathcal{X} \times \mathcal{Y}$ indicates a source data point with its label, $k \in \{II, III\}$ is the level of the feature pyramid, and $R^{II}_0$ and $R^{III}_0$ are cross-relation features generated from $(X, Y)$; $\theta \in \Theta$ is the set of weights of the entire model, $h$ is the classifier in terms of a fully-connected layer, $\ell$ is cross-entropy loss, $c$ is the transportation cost measured by the mean squared error and $\gamma$ is the penalty parameter of the transportation cost. Notably, the spatiotemporal perturbations have a time dimension of $M$, which is equal to the number of segments of the input video, and thus enables the model to iteratively add the perturbations to adversarial examples. After $T_{max}$ maximization phases, we convey the final $X^{II}$ and $X^{III}$ to the next minimization phase.

#### 4.3.2 Minimization Phase with Robust Training

The next step is to optimize the classification loss over the augmented data on-the-fly. To further compensate for the potential effects caused by any overly divergent new data points and to prevent APN from being incorrectly generalized to similar but different categories, e.g., the misclassification of playing football as playing basketball as shown in Fig. 1(b), we introduce a surrogate loss with robustness regularization over the hierarchical features learned by APN:

$$L_{\text{cls}}^{k}(\theta; (X^k, Y)) := \ell(h(R^{k}), Y)$$

classify adversarial examples

$$L_{\text{robust}}^{k}(\theta; (X^k, Y)) := \ell(h(R^{k}), h(R^{m}_0))$$

robustness regularization

$$L_{\text{min}} := L_{\text{cls}}^{k}(\theta; (X^k, Y)) + \lambda L_{\text{robust}}^{k}(\theta; (X^k, Y)),$$

(12)

where $\lambda \geq 0$ is a hyperparameter for robustness regularization. As above, $\ell$ is cross-entropy loss, $h$ is the classifier in terms of a fully-connected layer, and $k \in \{II, III\}$ is the level of the feature pyramid.

**Why robust regularization?** In other words, we apply the objective function in Eq. (12) for both the cross-relation features at Level II and Level III of the pyramid. We believe that the generalizability of APN can be improved by enhancing the robustness of spatiotemporal features to the adversarial examples from different pyramid levels. Such a regularization form was firstly introduced by Zhang et al. [52]. It is initially designed to strike a balance between accuracy and robustness in the design of defenses against adversarial examples. Zhang et al. showed that the robust error can in general be bounded tightly using two terms: one corresponds to the classification error measured by
we will find that when we use it to improve the "smoothness" of the categorical predictions generated by APN when using the source data multi-view NTU benchmark, domains are naturally divided.

In this section, we construct three video domain generalization benchmarks and use them to validate the effectiveness of Algorithm 2.

Output: Learned APN weights \( \theta \)

1: Initialize \( \theta \leftarrow \theta_0 \)
2: repeat
3: \((X, Y) \sim S\)
4: \((R^{\text{II}}_0, R^{\text{III}}_0) = \text{APN}(X)\)
5: \(\theta \leftarrow \theta - \alpha \nabla_{\theta} \ell (h(R^{\text{II}}_0), Y)\)
6: \(X^{\text{II}} = X; X^{\text{III}} = X\)
7: for \(t = 1, \ldots, T_{\text{max}}\), do
8: \((R^{\text{II}}, R^{\text{III}}) = \text{APN}(X^{\text{II}})\)
9: \(X^{\text{II}} \leftarrow X^{\text{II}} + \nabla X L^{\text{adv}} (\theta; (X, Y))\)
10: \((R^{\text{III}}) = \text{APN}(X^{\text{III}})\)
11: \(X^{\text{III}} \leftarrow X^{\text{III}} + \nabla X L^{\text{adv}} (\theta; (X, Y))\)
end for
13: \((R^{\text{II}}, R^{\text{III}}) = \text{APN}(X^{\text{II}})\)
14: \((R^{\text{III}}) = \text{APN}(X^{\text{III}})\)
15: \(\theta \leftarrow \theta - \alpha \nabla_{\theta} (L^{\text{cls}} (\theta; (X, Y)) + \lambda L^{\text{robust}} (\theta; (X, Y)) + \lambda L^{\text{adv}} (\theta; (X, Y)))\)
17: until Convergence

A source video dataset \(S = \{(X_i, Y_i)\}_{i=1}^n\), the penalty parameter of the transportation cost \(\gamma\), the robustness regularization parameter \(\lambda\), the number of maximization phases \(T_{\text{max}}\), and the learning rate \(\alpha\)

Output: Learned APN weights \( \theta \)

1: Initialize \( \theta \leftarrow \theta_0 \)
2: repeat
3: \((X, Y) \sim S\)
4: \((R^{\text{II}}_0, R^{\text{III}}_0) = \text{APN}(X)\)
5: \(\theta \leftarrow \theta - \alpha \nabla_{\theta} \ell (h(R^{\text{II}}_0), Y)\)
6: \(X^{\text{II}} = X; X^{\text{III}} = X\)
7: for \(t = 1, \ldots, T_{\text{max}}\), do
8: \((R^{\text{II}}, R^{\text{III}}) = \text{APN}(X^{\text{II}})\)
9: \(X^{\text{II}} \leftarrow X^{\text{II}} + \nabla X L^{\text{adv}} (\theta; (X, Y))\)
10: \((R^{\text{III}}) = \text{APN}(X^{\text{III}})\)
11: \(X^{\text{III}} \leftarrow X^{\text{III}} + \nabla X L^{\text{adv}} (\theta; (X, Y))\)
end for
13: \((R^{\text{II}}, R^{\text{III}}) = \text{APN}(X^{\text{II}})\)
14: \((R^{\text{III}}) = \text{APN}(X^{\text{III}})\)
15: \(\theta \leftarrow \theta - \alpha \nabla_{\theta} (L^{\text{cls}} (\theta; (X^{\text{II}}, Y)) + \lambda L^{\text{robust}} (\theta; (X^{\text{II}}, Y)) + \lambda L^{\text{adv}} (\theta; (X^{\text{III}}, Y)))\)


5 EXPERIMENTS

In this section, we construct three video domain generalization benchmarks and use them to validate the effectiveness of VideoDG. On the UCF-HMDB benchmark, source and target domains are divided according to different datasets. On the multi-view NTU benchmark, domains are naturally divided according to different camera views. On the Something Something benchmark, domains are divided according to different consequences of actions and video events such as doing something vs. pretending to do something.

5.1 Experimental Setups

5.1.1 Source Validation Protocols

Model selection protocols are crucial for all transfer learning approaches, especially when the test domains are not accessible during training. As described in the work from Gulrajani and Lopez-Paz [53], existing domain generalization approaches often select the best-performing models and hyperparameters in the source validation set, but implicitly ignores its distribution shift from the test set. The hyperparameters that perform well on the validation set generally lack cross-domain generalizability.

One-class SVM source validation. We present an alternative scheme of in-domain model selection, without accessing the test domain. It can better ensure the cross-domain generalization ability of the selected models and hyperparameters. Different from the regular training/validation splits, we explicitly mine and leverage the in-domain distribution shift to divide the source dataset. Specifically, for each video clip, we randomly sample 5 frames and extract their deep features using a ResNet50 model [50] that is pretrained on ImageNet. We then average the values of these 5 features and feed it to a one-class SVM [54] with the non-linear RBF kernel. We train the SVM over the entire source dataset, in which samples with lower scores are considered outliers. We take the top-scoring 70% of the samples as the training set and the rest as the validation set. We tune hyperparameters and perform model selection on the new splits. In this way, the out-of-domain generalization ability of the models can be partially evaluated within the source domain. In Section 5.2.5, we include the sensitivity analyses of hyperparameters.
5.1.2 Implementation and Training Details
Due to the strong evidence that heavy data augmentation can improve domain generalization performance [45], [46], we apply random cropping and horizontal flipping to the input frames of all compared models at training time. We set the number of video segments $M$ to 5 on all benchmarks, which is a common practice in the existing video classification and domain adaptation approaches [1], [5], [10]. The random sampling strategy of input frames is determined by following that of previous models, e.g., TSN [1] and TRN [5]. The number of feature levels used in RADA and the choice of cross-relation aggregation functions are determined in preliminary experiments by comparing with other options, e.g., element-wise sum and concatenation.

We run all experiments three times and report the mean and standard deviation of the results. During the training procedure, we use the SGD optimizer with a batch size of 40 video clips, and a base learning rate of 0.001, which is reduced by 10 times per 30 epochs. Our models converge in 150 epochs, taking less than 16 hours on 8 TITAN-X GPUs.

5.1.3 Compared Models

Video classification model. We compare APN with five widely-used or state-of-the-art video classification models: TSN [1], TRN [5], TSM [29], I3D [3], and NL-I3D [4] (NL here stands for Non-Local). For a fair comparison, TSN, TSM, TRN, and our models all use the ResNet-50 [50] backbone that is pretrained on ImageNet. I3D and NL-I3D use the same 3D ResNet-50 architecture with 32 input frames. These backbones are pretrained on the Kinetics dataset [55]. We also include baseline models by combining the above networks with the original image ADA method [13].

Single-source domain generalization methods. Since our approach is an early work for video domain generalization, we compare it with baseline models that apply existing image-based methods for learning generalizable features to video data:

- ADA: The original ADA with an appended training set [13], which generates adversarial examples by maximizing the transportation cost in the semantic space as shown in Eq. (3).
- ADA: The original ADA with an appended training set [13], which generates adversarial examples by maximizing the transportation cost in the semantic space as shown in Eq. (3).
- ADA: The original ADA with an appended training set [13], which generates adversarial examples by maximizing the transportation cost in the semantic space as shown in Eq. (3).
- ADA: The original ADA with an appended training set [13], which generates adversarial examples by maximizing the transportation cost in the semantic space as shown in Eq. (3).

Multi-source domain generalization methods. Finally, we include existing image-based methods that can learn generalizable features from multiple source domains such as Epi-FCR [44], MMD-AAE [41], and CIDDG [56].

All the compared models, including VideoDG, use the same ensemble strategy at test time with different values of $\gamma \in \{0.001, 0.01, 0.1, 1, 10\}$. We show that the new video domain generalization problem is so challenging that its performance cannot be greatly improved by simple combinations of existing image-based domain generalization methods and previous video classification models.

5.2 UCF-HMDB: A Cross-Dataset Benchmark
We first evaluate our approach through generalization experiments across datasets. The UCF-HMDB benchmark consists of the 12 overlapping categories shared by UCF101 [17] and HMDB51 [18], which contains a total of 3,809 videos.

| Model | Backbone | ADA | ADA | ADA | M-ADA | RADA | Jigsaw |
|-------|----------|-----|-----|-----|-------|------|--------|
| UCF → HMDB | | | | | | | |
| TSN | 51.4 ± 0.2 | 51.1 ± 0.3 | 49.6 ± 0.3 | 51.4 ± 0.2 | 52.4 ± 0.2 | 51.3 ± 0.2 | 51.5 ± 0.3 |
| TRN | 52.4 ± 0.2 | 52.8 ± 0.2 | 52.1 ± 0.3 | 52.9 ± 0.2 | 53.4 ± 0.3 | 53.3 ± 0.2 | 53.3 ± 0.3 |
| TSM | 52.2 ± 0.3 | 51.3 ± 0.3 | 52.7 ± 0.3 | 51.7 ± 0.3 | 52.5 ± 0.2 | 51.3 ± 0.2 | 52.5 ± 0.3 |
| I3D | 52.2 ± 0.3 | 51.5 ± 0.3 | 51.5 ± 0.2 | 51.9 ± 0.2 | 52.1 ± 0.3 | 52.4 ± 0.3 | 52.2 ± 0.3 |
| NL-I3D | 54.0 ± 0.3 | 53.5 ± 0.4 | 54.0 ± 0.2 | 53.5 ± 0.3 | 54.9 ± 0.2 | 55.3 ± 0.3 | 55.1 ± 0.4 |
| APN | 54.3 ± 0.3 | 55.2 ± 0.3 | 56.9 ± 0.2 | 55.5 ± 0.3 | 55.6 ± 0.3 | 59.1 ± 0.3 | 55.2 ± 0.4 |

| Model | Backbone | ADA | ADA | ADA | M-ADA | RADA | Jigsaw |
|-------|----------|-----|-----|-----|-------|------|--------|
| HMDB → UCF | | | | | | | |
| TSN | 68.6 ± 0.3 | 68.2 ± 0.2 | 67.4 ± 0.2 | 68.3 ± 0.3 | 69.2 ± 0.2 | 68.3 ± 0.2 | 68.5 ± 0.3 |
| TRN | 69.8 ± 0.3 | 69.6 ± 0.5 | 70.6 ± 0.2 | 70.0 ± 0.4 | 69.9 ± 0.3 | 71.2 ± 0.3 | 70.1 ± 0.3 |
| TSM | 69.2 ± 0.3 | 68.6 ± 0.3 | 68.3 ± 0.2 | 68.3 ± 0.3 | 69.1 ± 0.3 | 69.2 ± 0.2 | 68.9 ± 0.3 |
| I3D | 66.6 ± 0.3 | 67.3 ± 0.3 | 67.1 ± 0.2 | 67.8 ± 0.4 | 68.7 ± 0.3 | 68.5 ± 0.3 | 68.3 ± 0.2 |
| NL-I3D | 71.2 ± 0.3 | 70.3 ± 0.3 | 71.1 ± 0.2 | 70.5 ± 0.3 | 71.9 ± 0.3 | 72.3 ± 0.3 | 72.0 ± 0.3 |
| APN | 71.4 ± 0.3 | 71.9 ± 0.3 | 72.2 ± 0.3 | 72.0 ± 0.2 | 71.5 ± 0.3 | 74.9 ± 0.3 | 72.4 ± 0.3 |

Fig. 3. Snapshots of all 12 categories of the cross-dataset UCF-HMDB benchmark. Spatial and temporal domain shifts co-exist in these scenarios.

TABLE 1
Test accuracy (%) on the UCF-HMDB benchmark: (1) APN is compared with existing video classification networks; (2) RADA is compared with existing domain generalization approaches. APN and RADA are shown to be firmly connected and improve each other. VideoDG = APN + RADA.
The benchmark is adopted from existing work for video domain adaptation [10]. We take one dataset as the source domain and the other as the target one. In Fig. 3, we show frame examples for each category. Videos from different domains (datasets) may have diverse action behaviours, e.g., practicing shooting or playing the whole basketball game. The domain shift also exists in the spatial information, e.g., playing football on the field or in an alley, climbing outdoors or indoors.

5.2.1 The Challenging Video Domain Generalization

As shown in Table 1, most compared models, including TSN, TSM, I3D, and NL-I3D, show performance degradation when using the original ADA method. For example, the performance of the I3D-based Non-Local model reduces from 54.0% to 53.5% after applying ADA. These results may look counter-intuitive, but indicate that video domain generalization is a super challenging task that cannot be greatly improved by directly applying existing methods of learning generalizable image features to the video classification backbones. An effective domain augmentation method for spatiotemporal data requires unique considerations for the temporal domain shift.

5.2.2 Main Results

Closely related APN and RADA. As shown in Table 1, VideoDG (APN with RADA) achieves the best test accuracy of 59.1% (UCF → HMDB). Compared with other video classification networks, it largely exceeds the second place, i.e., NL-I3D with RADA, by 3.8%. Besides, we have two interesting observations from Table 1. First, the APN model consistently works well with all the compared domain generalization approaches, indicating that its relational pyramid provides more generalizable features. Second, the RADA algorithm particularly performs better on APN than on any other backbones. It is because RADA relies on the relational features of multiple pyramid levels to compromise between the diversity and the focus of the generated adversarial examples. In this sense, the RADA algorithm is intimately coupled with the proposed APN architecture.

Comparison with other ADA-based methods. We compare RADA with other domain generalization methods that are based on adversarial perturbations and modified for video data. From Table 1, RADA significantly outperforms the original ADA with a progressively appended training set, the memory-efficient ADA shown in Alg. 1, and M-ADA which is the state-of-the-art method for single-domain image domain generalization. All the above approaches are based on the APN model. Furthermore, RADA also outperforms a variant of ADA\textsubscript{pixel} that is also modified for video inputs by 2.2% from UCF to HMDB and 2.7% backward. The only difference between them is the form of transportation cost in Eq. (3), where RADA uses the semantic space constraint while ADA\textsubscript{pixel} uses the pixel space constraint based on the Wasserstein distance.

Comparison with traditional (hard) data augmentation. Inspired by the previous study that traditional (hard) data augmentation techniques can improve the generalization ability of image classification models [45], we here explore the benefits of image rotation, color jittering, contrast perturbation, and brightness perturbation in the video scenarios. We also adopt the training scheme of randomized data augmentation from Volpi and Murino [45], and sequentially apply all the transformations to each minibatch of source data. As shown in Table 2, the RADA algorithm improves the APN backbone by a larger margin than other data augmentation methods. We argue that, in video scenarios, the spatial transformations cannot greatly benefit the generalization.
As mentioned above, we use the A-distance \([16]\) to quantify performance, without augmenting the training set from the perspective of temporal relations.

### Comparison with the Jigsaw puzzle method

Solving the Jigsaw puzzle has been shown effective for improving the generalizability of image classification models \([14]\), so we include this method in the experiments. We here refer to \([57]\) to generate Jigsaw puzzles from the video frame patches. More specifically, in a tuple of \(M\) sampled frames, each video frame is divided into 4 patches, and we use all the \(4 \times M\) frame patches to construct the Jigsaw puzzle. As shown in Table 1, the modified Jigsaw puzzle method obtains a similar performance to the original ADA method, but its results are still inferior to the proposed RADA algorithm.

#### 5.2.3 Generalizability Analysis by A-distance

As mentioned above, we use the A-distance \([16]\) to quantify the generalizability (how well it can mitigate the domain shift). It is defined as

\[
d_A = 2(1 - \epsilon),
\]

where \(\epsilon\) is the error rate of a domain classifier trained to discriminate the source domain and the target domain.

Fig. 4 compares the A-distances of different levels of APN features from the UCF domain to the HMDB domain. We can see that the global-relation features produce the highest A-distance, being less generalizable than any representations of APN. It also shows that the A-distances of Level-II and Level-III features (cross-relation) are much smaller than that of the Level-I features (local-relation), leading us to design the RADA framework based on cross-relation features to adjust the focus of the expanded source domain.

Further, compared with NL-I3D, we can see that APN can better reduce the temporal domain shift, though it has fewer parameters. More importantly, the even smaller A-distances after applying RADA show that the effectiveness comes from its ability to reduce domain shift rather than solely relying on APN as a more powerful deep architecture.

#### 5.2.4 Different Roles of Pyramid Levels in RADA

First and foremost, as shown by the A-distances in Fig. 4, the Level-I local relational features are more generalizable than the global relational features.

Next, we evaluate the ratio of test samples misclassified by the APN without RADA but corrected by applying RADA at each pyramid level, namely the Correction Rate: \(CR = \frac{FP}{TP + FN}\), where the definition of \(FP\) and \(FN\) is shown in Table 3. We can see from Fig. 5 that \(CR_{level-I} (18.3%) > CR_{level-III} (10.6%) > CR_{level-II} (9.8%)\). On the other hand, we also evaluate the ratio of samples that were classified correctly before applying RADA but incorrectly after that, which is regarded as the Misclassification Rate: \(MR = \frac{TN}{TP + TN}\), where the definition of \(TP\) and \(TN\) is also shown in Table 3. From Fig. 5, we have \(MR_{level-I} (17.9%) > MR_{level-III} (13.1%) > MR_{level-II} (12.9%)\). The above results indicate that the Level-I relational features enable the model to handle difficult samples, but can be more likely to trigger negative generalization effects at the same time. In contrast, the Level-II and Level-III relational features improve the generalizability in a more conservative manner.

Fig. 6 further illustrates the need to use cross-relation features with a visual example. A video of fencing is misclassified as punching by the APN trained with Level-I adversarial examples. The incorrect generalization can be caused by similar short-term motion that is less discriminative from the classification view.

We also observe that of all the samples correctly classified by applying APN at Level II (\(RADA_{II}\)), only 38.3% are also correctly classified by applying APN at Level III (\(RADA_{III}\)).
It gives strong evidence that Level-II and -III features play complementary roles.

We summarize the above empirical results. First, the global relational features have the largest A-distance (the lower, the better). Second, the Level-I local relational features have the largest miscorrection rate (also the lower, the better). Third, the two levels of cross-relation features are complementary in the generalization results. These observations inspire us to use both Level-II and Level-III features of APN to generate adversarial examples in RADA. As shown in Table 4, it achieves the highest classification accuracy across domains, compared with other baselines.

### 5.2.5 Hyperparameter Analyses

All hyperparameters are tuned on the source validation set, which is constructed by mining the in-domain distribution shift via a one-class SVM described in Section 5.1.1.

#### The number of maximization phases

Table 5 shows the test accuracy of RADA and ADA\_pixel with $T_{\text{max}} \in \{1, 5, 10, 15\}$, respectively. From the results, we can see that RADA consistently outperforms ADA\_pixel with different numbers of maximization phases. Besides, RADA yields the best results when $T_{\text{max}} = 5$ and appears to be stable in the near range. We set the same $T_{\text{max}}$ value on other benchmarks as well.

### Table 6

Test accuracy (%) on the NTU benchmark with multiple target domains. L (left), C (center), and R (right) are different viewpoint domains.

| Model | $L \rightarrow C$, R | Backbone | RADA | $C \rightarrow L$, R | Backbone | RADA | $R \rightarrow L$, C | Backbone | RADA |
|-------|----------------------|----------|------|----------------------|----------|------|----------------------|----------|------|
| TSN   | 39.5 ± 0.3           | 39.2 ± 0.3| 60.6 ± 0.3 | 58.9 ± 0.3 | 47.5 ± 0.2 | 46.7 ± 0.4 |
| TRN   | 43.6 ± 0.2           | 43.9 ± 0.3| 62.2 ± 0.3 | 62.6 ± 0.3 | 49.8 ± 0.3 | 49.9 ± 0.2 |
| TSM   | 40.7 ± 0.2           | 39.3 ± 0.3| 60.8 ± 0.2 | 59.7 ± 0.3 | 48.7 ± 0.2 | 47.6 ± 0.3 |
| I3D   | 41.4 ± 0.3           | 41.3 ± 0.3| 51.8 ± 0.1 | 50.3 ± 0.2 | 42.0 ± 0.3 | 41.9 ± 0.2 |
| NL-I3D| 42.2 ± 0.3           | 43.4 ± 0.4| 52.9 ± 0.2 | 53.5 ± 0.2 | 43.5 ± 0.3 | 43.6 ± 0.3 |
| APN   | 44.9 ± 0.2           | 49.4 ± 0.2| 63.7 ± 0.2 | 68.6 ± 0.2 | 53.1 ± 0.3 | 55.6 ± 0.2 |
Hyperparameter tuning for robustness regularization. Under the one-class SVM source validation protocol, as shown by the orange bars in Fig. 7 (a-b), the proposed model achieves the best validation accuracy when $\lambda = 1$, which is consistent with the test domain performance. By contrast, as shown by the gray bars, the model performs best on regular validation splits when $\lambda = 0$. All in all, by using the one-class SVM validation strategy, we can select more generalizable models without accessing the test domain. Furthermore, since RADA has two contributions on top of ADA, one might wonder which will give more performance gains: the multi-scale adversarial examples that are originated from different feature levels of APN; or the robustness regularization. To find the answer, we first disable the robustness loss in Eq. (12) by setting $\lambda = 0$. As shown by the blue bars in Fig. 7 (a-b), the test accuracy is slightly lower than that of $\lambda = 1$. However, it is still higher than that of ADA$_{\text{sem}}$, as well as the memory-efficient ADA$_{\text{alg. 1}}$. The results show that both contributions have important effects on the performance gain.

Model ensembling with different hyperparameters for the transportation cost. As shown in Fig. 7 (c-d), we can easily tune the hyperparameter of $\gamma$ on the one-class SVM validation set. Different from the selection process of $\lambda$, at test time, we follow the original ADA method to ensemble 5 separate models with different values of $\gamma \in \{0.001, 0.01, 0.1, 1, 10\}$, since these models have relatively small performance gaps on the validation set.

5.3 NTU: A Cross-View Video Benchmark

It is a natural application scenario of video domain generalization to directly deploy a model trained with data recorded from one camera view in a new environment with videos from other camera views. Here, we use the multi-view NTU [58] dataset, which contains around 57,000 videos and 60 categories of human activities. We build the benchmark by splitting the source and target domains according to three major viewpoints. As different domains share the same temporal events, we can separately analyze the case of spatial domain shift on this benchmark.

5.3.1 Main Results

As shown in Table 6 and Table 7, VideoDG (i.e., APN trained with RADA) outperforms other models significantly under experimental setups with multiple target domains or multiple source domains. The example in Fig. 8 shows the spatial domain shift across different camera views. We can conclude that although our approach is specifically designed to deal with problems caused by the absence and misalignment of video events in different domains, it remains effective to overcome the general spatiotemporal domain shift, even in extreme cases where only spatial domain shift exists. This conclusion is further supported by the results of A-distance in Fig. 9. Compared with TRN, which is also a deep network based on temporal relational features, the proposed VideoDG reduces the domain shift more effectively on the NTU benchmark.
TABLE 9
Test accuracy (%) on the Something-Something benchmark.

| Model  | Source → Target Backbone | Target → Source Backbone |
|--------|--------------------------|----------------------------|
| TSN    | 35.1 ± 0.3               | 35.2 ± 0.2                |
| TRN    | 36.8 ± 0.3               | 37.1 ± 0.3                |
| TSM    | 36.5 ± 0.2               | 36.3 ± 0.2                |
| I3D    | 31.0 ± 0.2               | 30.3 ± 0.2                |
| NL-I3D | 33.2 ± 0.3               | 33.3 ± 0.2                |
| APN    | 38.0 ± 0.3               | 41.2 ± 0.2                |

5.3.2 The Number of Video Segments
In Table 8, we analyze the effect of the number of video segments in the range of \( M \in \{3, 4, 5, 6, 7\} \), and observe that, in most cases, VideoDG (APN with RADA) performs best when \( M = 5 \). We also observe that the performance is quite stable when \( M \geq 5 \). For a trade-off between accuracy and efficiency, we choose \( M = 5 \) for all benchmarks, which is also a typical setting of TRN [5].

5.3.3 Comparisons with Existing Multi-Source Domain Generalization Methods
Besides the above benchmarks with a single source domain, on the multi-view NTU benchmark, we also follow the multi-source domain generalization setups to compare our approach with the previous methods, including Epi-FCR [44], CIDDG [56] and MMD-AAE [41]. We use two views as source domains and the rest as the target one. As shown in Table 7, the proposed VideoDG approach remarkably outperforms other baselines. All compared models have very similar network backbones and similar numbers of parameters. The results show that VideoDG not only performs well under the single-domain generalization but also achieves the best performance under the multi-source generalization setups.

5.4 Something-Something: A Cross-Relation Video Domain Generalization Benchmark
In many practical applications, videos at test time may have similar but different consequences of actions, or different combinations of local temporal relations from the training source domain. Under these circumstances, the temporal domain shift is significant. We construct a benchmark by selecting 20 basic categories from the Something-Something dataset [59]. Under each category such as tearing, there are two sub-categories with different consequences of actions such as tearing something and pretending to be tearing something that is not tearable. We assign them to different domains. The source domain has 9,530 videos and the target one has around 4,000 videos.

5.4.1 Main Results
As shown in Table 9, due to the remarkable temporal domain shift, the classification accuracy remains low, and none of the compared models shows much generalizability on this challenging benchmark. But still, the proposed VideoDG approach (i.e., APN trained with RADA) outperforms other models significantly. Fig. 10 gives a showcase on this benchmark, where VideoDG correctly recognizes the action of tearing even though there is a notable temporal domain shift.

By contrast, the compared model misclassifies the action as twisting, which is incorrect but reasonable since the person in the test video has not yet torn the thing apart. It is a very challenging case, considering the ambiguity of motion in sub-categories of twisting something and pretending to tear something that is not tearable. Furthermore, as shown in Fig. 11, VideoDG reduces the domain shift more effectively than TRN on the Something-Something benchmark.

The full list of the categories/sub-categories of the Something-Something benchmark is included in Table 10.

6 Conclusion
This paper introduced a new problem of video domain generalization, where models are trained on one source domain and evaluated on different unseen domains. We found that most video classification networks, even enhanced with existing methods for learning generalizable visual features, underperform in such settings due to the co-occurrence of spatial and temporal domain shifts. We proposed a novel method named VideoDG with two technical contributions. The first one is the new Adversarial Pyramid Network, which progressively learns generalizable and discriminative video representations at different pyramid levels. We then used the feature pyramid to generate adversarial examples in space-time, and thus derived the Robust Adversarial Domain Augmentation algorithm, which is the second contribution of this work. We constructed three video benchmarks with different kinds of spatial and temporal domain shifts, and validated the effectiveness of VideoDG on all benchmarks.
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