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Characteristic functions (CFs) provide a very efficient method for evaluating the probability density functions of stochastic thermodynamic quantities and investigating their statistical features in quantum master equations (QMEs). A conventional procedure for obtaining these functions is to resort to a first-principles approach; namely, the evolution equations of the CFs of the combined system and its environment are obtained and then projected into the degrees of freedom of the system. However, the QMEs can be unraveled by a quantum jump trajectory. Thermodynamic quantities such as the heat, work, and entropy production can be well defined along a trajectory. Hence, on the basis of the notion of a trajectory, can we straightforwardly derive these CFs, e.g., their evolution equations? This is essential to establish the self-contained stochastic thermodynamics of a QME. In this paper, we show that it is indeed plausible and also simple. Particularly, these equations are fully consistent with those obtained by the first-principles method. Our results have practical significance; they indicate that the quantum fluctuation relations could be verified by more realistic photocounting experiments.
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I. INTRODUCTION

In the past two decades, there has been growing interest in the stochastic thermodynamics of nonequilibrium quantum processes that can be described by Lindblad quantum master equations (QMEs). These studies include the definitions of stochastic thermodynamic quantities, their statistical features and computations, experimental measurements, etc. This research was initially inspired by theoretical efforts that extend the classical fluctuation relations into the quantum regime. The practical possibility of manipulating and controlling quantum systems has further boosted the enthusiasm of researchers in this field. It is not occasional to devote considerable amount attention to QMEs. On the one hand, these equations have solid mathematical and physical foundations. On the other hand, in the statistical physics community, there has a long tradition of studying irreversible thermodynamics by using QMEs. Although most of these previous results have been obtained from the point of view of an ensemble or average, they provide a very valuable reference for studies of the stochastic behaviors of these quantum systems.

A powerful concept for investigating stochastic thermodynamic quantities is the characteristic function (CF). A CF has been employed in the work equalities of closed quantum systems and was soon extended to the case of QMEs. Previous results have shown that this concept is very efficient for analyzing fluctuation properties and the computation of stochastic quantities. For example, consider the statistical features of the heat of a Brownian particle moving in a fluid. The equation of motion of the particle can be unraveled into a quantum jump trajectory (QJT). Along each QJT, the heat, work, and entropy production can be well defined. Along with these thermodynamic functions, we still need to obtain the time-evolution equations of these functions. However, to the best of our knowledge, there are few papers that have carried out this critical step. Previously, for special time-independent QMEs, De Roeck et al. argued that the CF of the heat defined by a QJT is equivalent to the CF defined by the first-principles method. However, they did not derive any time-evolution equations. Very recently, for two specific time-dependent QMEs, one of the authors developed a method for calculating the work by solving the backward-time-evolution equations of the CF of the work. In addition to the less frequently used backward time, the introduction of the auxiliary time-reversed QMEs therein also restricted the region of application of this method. In this paper, we attempt to thoroughly overcome this issue. Rather than focusing on some special models, our discussions are focused on a QME beforehand and then study its entropy production or the energy exchanges between the system and the reservoirs.

Logical, the introduction of a composite system should not be essential. This point is understood more clearly if one recalls the stochastic thermodynamics of classical stochastic processes. For example, consider the statistical features of the heat of a Brownian particle moving in a fluid. The equation of motion of the particle is usually described by the Fokker–Planck equation whose role is very analogous to a QME. The energies of the system consisting of the particle and its surrounding fluid would rarely be considered. This point is understood more clearly if one recalls the stochastic thermodynamics of classical stochastic processes. For example, consider the statistical features of the heat of a Brownian particle moving in a fluid. The equation of motion of the particle is usually described by the Fokker–Planck equation whose role is very analogous to a QME. The energies of the system consisting of the particle and its surrounding fluid would rarely be considered. In addition, not all QMEs have microscopic foundations; some of them have been proposed phenomenologically. Under this circumstances, the first-principles method might lose microscopic basis.

An alternative strategy for studying the stochastic thermodynamics of QMEs is to apply the fact that these equations can be unraveled into a quantum jump trajectory (QJT). Along each QJT, the heat, work, and entropy production can be well defined. Since the occurrence of a trajectory has a conventional probability interpretation, the CFs shall be naturally defined as well. In order to analyze the statistical features of these thermodynamic quantities, we still need to obtain the time-evolution equations of these functions. However, the to the best of our knowledge, there are few papers that have carried out this critical step. Previously, for special time-independent QMEs, De Roeck et al. argued that the CF of the heat defined by a QJT is equivalent to the CF defined by the first-principles method. However, they did not derive any time-evolution equations. Very recently, for two specific time-dependent QMEs, one of the authors developed a method for calculating the work by solving the backward-time-evolution equations of the CF of the work. In addition to the less frequently used backward time, the introduction of the auxiliary time-reversed QMEs therein also restricted the region of application of this method. In this paper, we attempt to thoroughly overcome this issue. Rather than focusing on some special models, our discussions are focused on a QME whose form is sufficient-ly general to cover the various QMEs frequently found in the literature. We show that there are not any special difficulties for obtaining the time-evolution equation of these CFs. Importantly, these CFs are also consistent with those obtained by the previous first-principles method.

The paper is organized as follows. In Sec. III we unify a variety of QMEs into a general formula. We point out that this formula may be interpreted by the notion of the QJT. The essential notation is also provided. In Sec. IV after an overview of the thermodynamic quantities at the trajectory level and the clarification of their applicable regions, we show that their CFs can be always evaluated by taking the trace over the operators. Particularly, their equations of motion can be straightforwardly derived and have more than one form. The statistical properties of these quantities are also discussed from the point of view of the CFs. In Sec. V, we use a concrete Floquet QME to illustrate our results. Section VI presents the conclusions of this paper.
II. QME AND QJT

There exists a variety of QMEs in stochastic thermodynamics. We roughly divide them into three types \[76\]. The first type is the standard master equations \[25, 27, 54, 77\]. These time-independent equations have been mainly applied to issues related to how a system relaxes into a thermal equilibrium state \[52, 55\] or nonequilibrium steady state \[2, 3, 63, 64, 73, 78\]. In contrast, the equations of the second type have time-dependent coherent dynamics, whereas the dissipative parts are static \[13, 15, 17, 79\]. They have often been used in quantum optics \[52, 69, 71\], e.g., a two-level atom interacting with a radiation field and driven by a classical time-varying electric field \[84\]. The physical validity of these equations is ensured if the externally driven field is so weak that its effect on its environment is negligible. The equations of the last type fully depend on the time. Typical examples include the adiabatically driven QMEs \[16, 19, 54, 77, 81\] and periodic Floquet QME \[21, 22, 82, 85\]. Although the applicable regions of these three types of QMEs are very distinct \[86\], they can be formally unified as specific cases of the following QME:

\[
\partial_t \rho = -\frac{i}{\hbar} [H(t), \rho] + \sum_{\omega_i} \gamma(\omega_i) \left[ A(\omega_i, t) \rho A^\dagger(\omega_i, t) - \frac{1}{2} \{ A^\dagger(\omega_i, t) A(\omega_i, t), \rho \} \right]
\]

\[
= \mathcal{L}(t) \rho,
\]

where \( H(t) \) is the Hamiltonian of the system, \( \rho(t) \) is the reduced density matrix of the system, \( A(\omega_i, t) \) are the Lindblad operators, and \( A^\dagger(\omega_i, t) = A(-\omega_i, t) \). In this paper, we further assume that there is only one heat reservoir surrounding the system at the equilibrium temperature \( T \). Eq. (1) is not the most general. We may add more dissipative terms to account for the complex interactions between the system and the reservoir or for the presence of multiple reservoirs, e.g., as in Ref. \[65\]. Nevertheless, it is sufficient to show our formulas and results. The Lindblad operators mean that they are the eigenoperators of an operator, \( \mathcal{H}(t) \), i.e.,

\[ [\mathcal{H}(t), A^\dagger(\omega_i, t)] = \hbar \omega_i A(\omega_i, t), \]

\[ [\mathcal{H}(t), A(\omega_i, t)] = -\hbar \omega_i A(\omega_i, t). \]

The coefficients \( \hbar \omega_i \) are the differences between the eigenvalues of \( \mathcal{H}(t) \). They are positive or negative but always occur in pairs. We note that \( \mathcal{H}(t) \) may or may not be a physical Hamiltonian, which depends on concrete models. For instance, in a system driven by a weak field, \( \mathcal{H}(t) \) is the unperturbed Hamiltonian \( \mathcal{H}_0 \) of the system, and \( \hbar \omega_i \) are the differences between the energy eigenvalues of \( \mathcal{H}_0 \) \[16, 52\]. In an adiabatically driven system, \( \mathcal{H}(t) \) is the system’s Hamiltonian \( H(t) \), while \( \hbar \omega_i \) are the differences between the instantaneous energy eigenvalues of \( H(t) \) \[16, 61\]. In a periodic Floquet QME, \( \mathcal{H}(t) \) is the Floquet Hamiltonian, \( H_F = H(t) - i\hbar \partial_t \). In this case, the commutator in Eq. (2) must be understood in the Sambe space \[87\], while \( \hbar \omega_i \) are the differences between the quasienergies of the Floquet Hamiltonian \[88, 89\]. The last component of the QME in Eq. (1) is related to the rates \( \gamma(\omega) (> 0) \). A conventional assumption is that they satisfy the detailed balance condition

\[
\gamma(\omega) = e^{h\omega/k_B T} \gamma(-\omega).
\]

This is essential for the validity of a variety of fluctuation relations \[1, 19, 21, 23\]. It is worthwhile to emphasize that either the seemingly complex descriptions of \( \mathcal{H}(t) \) or the detailed balance condition have nothing to do with our formalism for the CFs.

The solution of Eq. (1) is formally written as \( \rho(t) = G(t, t_0)(\rho(t_0)) \), where the superpropagator is

\[
G(t, t_0) = T_- e^{\int_{t_0}^t dr \mathcal{L}(r)},
\]

where \( T_- \) is the chronological time-ordering operator. On the other hand, \( \rho(t) \) can be also interpreted as a statistical average of an ensemble of wave vectors \[52, 69, 71\]. To understand this point clearly, it is insightful to apply the Dyson series to Eq. (1). This formalism was initially developed for time-independent QMEs \[63, 90, 91\]. Nevertheless, its extension to the current QME is almost trivial. First, we rewrite Eq. (1) as

\[
\partial_t \rho = \mathcal{L}_0(t) \rho + \sum_{\omega_i} J(\omega_i, t) \rho,
\]

where the superoperators \( \mathcal{L}_0 \) and \( J(\omega_i) \) are

\[
\mathcal{L}_0(t) \rho = -\frac{i}{\hbar} [H(t), \rho] - \frac{1}{2} \sum_{\omega_i} \gamma(\omega_i) \{ A^\dagger(\omega_i, t) A(\omega_i, t), \rho \},
\]

\[
J(\omega_i, t) \rho = \gamma(\omega_i) A(\omega_i, t) \rho A^\dagger(\omega_i, t),
\]
Applying the Dyson series to Eq. (5), we obtain the following alternative formal solution of $\rho(t)$:

$$
\rho(t) = G_0(t, t_0) [\rho(t_0)] + \sum_{N=1}^{\infty} \sum_{\{\omega_i\}} \left( \prod_{i=N}^{\infty} \int_{t_{i-1}}^{t_i} dt_i \right) \left( \prod_{i=N}^{\infty} G_0(t, t_N) J(\omega_{iN}, t_N) G_0(t_N, t_{N-1}) \cdots J(\omega_{i1}, t_1) G_0(t_1, t_0) [\rho(t_0)] \right),
$$

where $t_{N+1} = t$, $\{\omega_i\} = \{\omega_{1N}, \cdots, \omega_{11}\}$, the summations are over all possible $\omega_i$ at time $t_i$, and the superpropagator is

$$
G_0(t, t') = \mathcal{T}_e^{-\int_{t'}^{t} d\tau \mathcal{L}_0(\tau)}.
$$

The reader is reminded that these superoperators act on all terms on their right-hand side. For simplification of the notation, we used the abbreviation $D(t)$ and the subscript $C$ to denote these integrals and summations with respect to all possible arrangements. The structures of Eqs. (6) and (11) show that, if the initial density matrix $\rho(t_0)$ is a pure state, the action of the integrand of Eq. (5) always preserves this purity during the entire procedure, that is, a quantum trajectory in the Hilbert space of the system is generated. Importantly, a further argument shows that the classical probability of observing such a trajectory in the time interval $(t_0, t)$ that has an initial wave vector $|\psi_m\rangle$, undergoes $N$ jumps at increasing times $t_i$ (i = 1, ⋯, $N$) with an order of jumps $\{\omega_i\}$, and finally arrives at the wave vector $|\phi_n\rangle$ is as follows:

$$
dP_{n|m}\{\omega_i\} = \left( \prod_{i=N}^{\infty} dt_i \right) \text{Tr} [\langle \phi_n | G_0(t, t_N) J(\omega_{iN}, t_N) G_0(t_N, t_{N-1}) \cdots J(\omega_{i1}, t_1) G_0(t_1, t_0) |\psi_m\rangle \langle \psi_m |].
$$

If no jump occurs, the probability is simply

$$
dP_{n|m}\{\omega_i\} = \text{Tr} [\langle \phi_n | G_0(t, t_0) |\psi_m\rangle \langle \psi_m |].
$$

Unless otherwise stated, $|\psi_m\rangle$ and $|\phi_n\rangle$ are assumed to be the eigenvectors of some physical quantities with the quantum numbers $m$ and $n$, respectively.

### III. CFS AND TIME-EVOLUTION EQUATIONS

#### A. Thermodynamic quantities

The physical realization of a QJT is that an open quantum system is continuously monitored by an external photon detector. This mechanism interprets an action of $J(\omega_i, t)$ on a pure state $|\varphi(t)\rangle$ at the time $t$ as a jump of the wave vector $|\varphi(t)\rangle$ to a new wave vector $A(\omega_i, t)|\varphi(t)\rangle/\|A(\omega_i, t)|\varphi(t)\|$. Importantly, this jump also accompanies an energy exchange $h\omega_i$ between the system and the reservoir, which is recorded by the detector. If the sign of $h\omega_i$ is positive, the energy is released into the reservoir; otherwise, it is absorbed from the reservoir. Hence, along a trajectory starting from the vector $|\psi_m\rangle$ and with $N$ jumps, $\{\omega_i\}$, we define the heat produced by the system as

$$
Q_{n|m}\{\omega_i\} = \sum_{i=1}^{N} h\omega_i.
$$

This definition does not depend on the concrete initial and final wave vectors. We only require that the initial density matrix is a mixture of pure states, i.e., $\rho(t_0) = \sum p_m |\psi_m\rangle \langle \psi_m |$, where $p_m$ is the probability of finding the state $|\psi_m\rangle$. These wave vectors could or could not be orthogonal each other.

To define the stochastic work done by some external devices, a TEM of the system must be performed. Assume that the system's Hamiltonian $H(t)$ has instantaneous eigenvectors $|\varepsilon_n(t)\rangle$ with discrete eigenvalues $\varepsilon_n(t)$, $n = 1, \cdots$. By performing TEMs of the system at the beginning and ending of the quantum process, we define the work along a QJT with $N$ jumps, $\{\omega_i\}$, and starting from the state $|\psi_m(t_0)\rangle$ and ending at the state $|\varepsilon_n(t)\rangle$ as

$$
W_{n|m}\{\omega_i\} = \varepsilon_n(t) - \varepsilon_m(t_0) + \sum_{i=1}^{N} h\omega_i.
$$
Eq. (13) is in fact the first law of thermodynamics under the notion of a QJT. However, because of the energy measurement at time $t_0$, the original density matrix $\rho(t_0)$ is projected into a new one given by

$$\rho'(t_0) = \sum_m (\varepsilon_m(t_0)|\rho(t_0)|\varepsilon_m(t_0))|\varepsilon_m(t_0)\rangle\langle\varepsilon_m(t_0)|,$$

$$= \sum_m\rho_{mm}(t_0)|\varepsilon_m(t_0)\rangle\langle\varepsilon_m(t_0)|,$$

(14)

where $\rho_{mm}(t_0)$ is the probability of finding the wave vector $|\varepsilon_m(t_0)\rangle$. In addition to Eq. (13), stochastic work may also be defined for one part of the system [14]. For instance, in the QMEs of the second type, their Hamiltonian usually has two terms, $H(t) = H_0 + H_1(t)$, where $H_0$ is the time-independent bare Hamiltonian of the atoms and $H_1(t)$ is the interaction between the atoms and external classical fields. The TEM may be performed on $H_0$ rather than the entire $H(t)$. Then an alternative work is defined as Eq. (13); however, the eigenvectors and eigenvalues therein are replaced by those of the bare Hamiltonian $H_0$ [14, 15]. Eq. (14) is modified accordingly. Although these two types of work are distinct in physics [50, 93, 94], their formulas are very similar. Hence, we use a notation $H'$ to represent their different Hamiltonian, and $|\varepsilon_m(t)\rangle$ and $\varepsilon_n(t)$ in Eqs. (13) and (14) are understood as the eigenvectors and eigenvalues of $H'(t)$, respectively. Note that these various definitions of work in the same system are also present in the classical situation [95].

The last thermodynamic quantity is the total entropy production. Considering that the density matrix $\rho(t)$ is Hermitian, it must have a diagonal form with respect to an orthonormal basis, i.e., $\rho(t) = \sum_n \lambda_n(t)|\lambda_n(t)\rangle\langle\lambda_n(t)|$. The probability $\lambda_n(t)$ of finding the state $|\lambda_n(t)\rangle$ is also the eigenvalue of $\rho(t)$ itself. If we assume that a QJT starts from the wave vector $|\lambda_m(t_0)\rangle$, jumps $N$ times with $\{\omega_i\}$, and ends at the wave vector $|\lambda_n(t)\rangle$, we can define the total entropy production along this trajectory as

$$S_{n|m}\{\omega_i\} = k_B\left[ -\ln \lambda_n(t) + \ln \lambda_m(t_0) \right] + \frac{1}{T} \sum_{i=1}^N \hbar \omega_i.$$

(15)

This is a simple quantum extension of the classical trajectory entropy [37]. We must emphasize that this definition is distinct from the classical one; here, $-k_B \ln \lambda_m(t)$ is related to the von Neumann entropy instead of the Shannon entropy that was used in the classical case [52].

B. Heat

On the basis of the above notation, we now write the CF for the heat as follows:

$$\Phi(\xi) = \langle \exp(i\xi Q) \rangle = \sum_{n,m} \int_C \rho_{nm}\{\omega_i\} \rho_m \exp \left[ i\xi Q_{n|m}\{\omega_i\} \right].$$

(16)

The first equation is shorthand for the average over QJTs. Substituting the probability formulas in Eqs. (10) and (11) and the heat definition in Eq. (12) into Eq. (16) and rearranging, we obtain

$$\Phi(\xi) = \text{Tr} \left[ \int_C D(t)G_0(t, t_N) e^{i\xi\hbar\omega_N} J(\omega_{t_N}, t_N)G_0(t_N, t_{N-1}) \cdots e^{i\xi\hbar\omega_1} J(\omega_{t_1}, t_1)G_0(t_1, t_0) |\rho(t_0)\rangle \right].$$

(17)

We immediately find that the entire term in the square brackets is almost the same as the formal solution of $\rho(t)$; see Eq. (8). The only difference is that each jump superoperator $J(\omega_t, t)$ is multiplied by the "phase" factor $\exp(i\xi\hbar\omega_t)$. Hence, without further derivation, this analogy results in the following alternative expression of the CF:

$$\Phi(\xi) = \text{Tr} \left[ \hat{\rho}(t, t_0; \xi) |\rho(t_0)\rangle \right],$$

(18)

where the new operator $\hat{\rho}(t, t_0; \xi)$ satisfies the time-evolution equation given by

$$\partial_t \hat{\rho} = -\frac{i}{\hbar}[H(t), \hat{\rho}] + \sum_{\omega_t} \gamma(\omega_t) \left[ e^{i\xi\hbar\omega_t} A(\omega_t, t) \hat{\rho} A^\dagger(\omega_t, t) - \frac{1}{2} \{ A^\dagger(\omega_t, t) A(\omega_t, t), \hat{\rho} \} \right]$$

$$= \hat{L}(t; \xi) \hat{\rho},$$

(19)

and its initial condition is $\rho(t_0)$. This is the central result of this paper. Considering that Eq. (19) will be repeatedly used but with different initial conditions below, we specifically define its superpropagator

$$\hat{G}(t, t_0; \xi) = \text{Tr} e^{\int_{t_0}^{t} d\tau \hat{L}(\tau; \xi)}.$$

(20)
We have several comments regarding the time-evolution equation. Firstly, in a concrete QME with a special Hamiltonian and Lindblad operators, Eq. (19) reduces to the previous results [4, 17, 21, 22, 63, 64]. All of them were obtained by the first-principles method mentioned in Sec. I. Obviously, this is dramatically different from our method that is completely based on a QJT. In addition, it is worthwhile to point out that the earliest version of Eq. (19) is credited to Mollow [80]. He investigated the probability distribution of the number of photons of a two-level atom that is driven by a weak classical field and simultaneously interacts with a bath of modes of a radiation field. At that time, the notion of a QJT was still in its infancy, and emission or absorption of photons was not interpreted as “heat.” Hence, it is not very surprising to see that the preceding derivations carried out by Mollow are far more complex. Secondly, the CF in Eq. (18) provides a convenient way to obtain the operator expressions of the moments of the heat. To clarify this point, we rewrite Eq. (19) as

\[ \partial_t \hat{\rho} = \mathcal{L}(t) \hat{\rho} + \sum_{\omega_1} (\omega_1 e^{\xi \tilde{\omega} t} - 1) J(\omega_1, t) \hat{\rho} = \mathcal{L}(t) \hat{\rho} + \mathcal{Q}_\xi(t) \hat{\rho}. \]  

This new form is very analogous to Eq. (5). We may apply the Dyson’s series again and obtain its formal solution

\[ \hat{\rho}(t, t_0; \xi) = \int_C \mathcal{D}(t) G(t, t_N) \mathcal{Q}_\xi(t_N) G(t_N, t_{N-1}) \cdots \mathcal{Q}_\xi(t_1) G(t_1, t_0) [\rho(t_0)], \]  

where \( G(t_2, t_1) \) is the superpropagator in Eq. (4). Substituting the solution into the CF of the heat and performing a Taylor expansion in terms of \( \xi \), we easily obtain the moments of the heat, e.g., the first two moments,

\[ \langle Q \rangle = \int_{t_0}^t dt_1 \sum_{\omega_{1\text{}}_1} \hbar \omega_{1\text{}} \gamma(\omega_{1\text{}}) \langle A^\dagger(\omega_{1\text{}}, t_1) A(\omega_{1\text{}}, t_1) \rangle, \]  

\[ \langle Q^2 \rangle = \int_{t_0}^t dt_1 \sum_{\omega_{1\text{}}_1} (\hbar \omega_{1\text{}})^2 \gamma(\omega_{1\text{}}) \langle A(\omega_{1\text{}}, t_1) A^\dagger(\omega_{1\text{}}, t_1) \rangle \]  

\[ + 2 \int_{t_0}^t dt_1 \int_{t_0}^{t_1} dt_2 \sum_{\omega_{1\text{}}_2, \omega_{1\text{}}_1} \hbar \omega_{1\text{}} \omega_{1\text{}} \gamma(\omega_{1\text{}}) \gamma(\omega_{1\text{}}) \langle A(\omega_{1\text{}}, t_1) A(\omega_{1\text{}}, t_2) A^\dagger(\omega_{1\text{}}, t_1) A^\dagger(\omega_{1\text{}}, t_2) A(\omega_{1\text{}}, t_1) \rangle. \]  

Here, we have used the definition of the multitime correlation function of operators [97]; see Appendix A. Lastly, although the presence of Eq. (19) does not matter to Eq. (9), this detailed balance condition is indeed critical to ensure the fluctuation relations. Under this condition, the superoperator \( \tilde{G} \) possesses the following important property:

\[ \tilde{G}(t, t_0; i\beta) (I) = 0, \]  

where \( \beta \) is the inverse temperature \( 1/k_B T \), and \( I \) is the identity operator. The proof is straightforward. Considering that the presence of positive and negative \( \omega_i \) is always in pairs and the Lindblad’s operator \( A(\omega_i, t) \) is equal to \( A(\omega_i, t)^\dagger \), we have \( \tilde{L}(t; i\beta) = 0 \). Eq. (25) is very useful for exploring intriguing fluctuation relations. For instance, we can obtain the following integral fluctuation relation for the heat:

\[ \langle e^{-Q} \rangle_r = 1, \]  

where the subscript \( r \) indicates that the initial density matrix of the system is a completely random ensemble, e.g., in a \( N \)-level system, \( \rho(t_0) = 1/N \). The same equality has been found in a specific two-level system (TLS) of a second-type QME [73]. The current one is more general. The other two applications will be presented shortly.

C. Work and total entropy production

The CF of the work is

\[ \Psi(\eta) = \langle \exp(i\eta W) \rangle' = \sum_{n, m} \int_C dP_{n|m}(\omega_i) \rho_{mm}(t_0) \exp [i\eta W_{n|m}(\omega_i)]. \]  

(27)
Here, we use a prime to indicate that the initial density matrix is \( \rho'(t_0) \) instead of \( \rho(t_0) \) itself. Substituting the probability formulas in Eqs. (14) and (15) and the work definition in Eq. (13) into Eq. (27), we have

\[
\Psi(\eta) = \text{Tr} \left[ e^{i \eta H(t)} \int_0^1 \mathcal{D}(t) G_0(t, t_N) e^{i \eta \omega t_{N}} J(\omega t_{N}, t_N) G_0(t_N, t_{N-1}) \cdots e^{i \eta \omega t_{1}} J(\omega t_{1}, t_1) G_0(t_1, t_0) \left( e^{-i \eta H'(t_0)} \rho'(t_0) \right) \right].
\]  

(28)

In comparison with Eq. (17), in addition to the fact that the initial density matrix is replaced by \( \exp[-i \eta H(t_0)] \rho'(t_0) \), the other change is the presence of an additional operator \( \exp[i \eta H'(t)] \). Hence, the CF of the work can be calculated in very similar manner to that the heat, i.e.,

\[
\Psi(\eta) = \text{Tr} \left[ e^{i \eta H(t)} \hat{G}(t, t_0; \eta) \left( e^{-i \eta H'(t_0)} \rho'(t_0) \right) \right].
\]  

(29)

This result has been obtained for the second-type QME \( [17] \) and Floquet QME \( [22] \) by applying the first-principles method, in which \( H'(t) \) is equal to the bare Hamiltonian \( H_0 \) of the atoms and the entire Hamiltonian \( H(t) \), respectively. Intriguingly, the detailed balance condition in Eq. (3) and its consequence in Eq. (25) imply an important equality. If the projected density matrix \( \rho'(t_0) \) happens to be the canonical distribution, i.e., \( \exp[-\beta H'(t_0)]/Z(t_0) \), where \( Z(t_0) \) is the instantaneous partition function at time \( t_0 \), i.e., \( \text{Tr}[\exp(-\beta H'(t_0))] \), the following equality appears:

\[
\langle e^{-\beta W} \rangle' = \frac{Z(t)}{Z(t_0)}
\]  

(30)

This is nothing but the celebrated work equality for QMEs including Bochkov-Kuzovlev equality \( [15, 28] \) and Jarzynski equality \( [4, 13, 16] \).

The last CF is the total entropy production in Eq. (15). Carrying out the same procedure as that for the heat or work, we obtain this CF as

\[
\Omega(\zeta) = \langle \exp(i \zeta S) \rangle = \sum_{n,m} \int_0^1 \text{d} P_{n|m} \{ \omega_i \} \lambda_{m}(t_0) \exp \left[ i \zeta S_{n|m} \{ \omega_i \} \right] = \text{Tr} \left[ \rho(t) - i c k_B \dot{\hat{G}}(t, t_0; \zeta/T) \rho(t_0) \right].
\]  

(31)

Assuming the validity of the detailed balance condition in Eq. (3) and choosing \( \zeta = i/k_B \), we obtain the following fluctuation relation for the total entropy production:

\[
\left\langle e^{-S/k_B} \right\rangle = 1
\]  

(32)

According to Jensen’s inequality, this equality implies that \( \langle S \rangle \geq 0 \), or the second law of thermodynamics for QMEs \( [98] \). In contrast to the previous two fluctuation relations, Eqs. (26) and (31), the current one is always true for an arbitrary initial condition.

### D. Alternative expressions of CFs

The above results give the impression that Eq. (19) holds a very special position. Either calculations or analyses of these CFs have to resort to this time-evolution equation. However, in the specific case of \( H(t) = H'(t) \), including the second-type QME \( [15] \) and adiabatically driven systems in third-type QMEs \( [16] \), we can construct an alternative time-evolution equation for the work that plays an analogous role as Eq. (19) for the heat. To clarify this point, we first regard the entire term in Eq. (29) as the operator \( \hat{K}(t, t_0; \eta) \). Differentiating \( \hat{K}(t, t_0; \eta) \) with respect to \( t \) and applying Eq. (19) and the property of Lindblad operators in Eq. (2), we obtain the following closed evolution equation:

\[
\partial_t \hat{K} = \mathcal{L}(t) \hat{K} + \partial_t \left( e^{i \eta H'(t)} \right) e^{-i \eta H'(t)} \hat{K} - \frac{i}{\hbar} \left[ e^{i \eta H'(t)}, H(t) \right] e^{-i \eta H'(t)} \hat{K}
\]  

(33)

and its initial condition is \( \rho'(t_0) \). We particularly emphasize that the presence of Eq. (33) is irrelevant to the detailed balance condition in Eq. (3). This is another key result of this paper. If we re-solve the equation, the CF of the work is then alternatively calculated by

\[
\Psi(\eta) = \text{Tr}[\hat{K}(t, t_0; \eta)] = \text{Tr}[\hat{G}(t, t_0; \eta)(\rho'(t_0))].
\]  

(34)
Here, the superpropagator is

$$G(t, t_0; \eta) = \mathcal{T} e^{\int_{t_0}^{t} dt \xi(t; \eta)}.$$  \hfill (35)

We have several comments regarding Eq. (33). First of all, this equation with Eq. (34) is just the quantum Feynman-Kac formula in the QMEs; see Appendix B. Secondly, analogous to the use of Eq. (19) for calculating the CFs of the work and total entropy production, we can use this equation with different initial conditions to calculate the CFs of the heat and total entropy production on the basis of the following formulas:

$$\Phi(\xi) = \text{Tr} \left[ e^{-i \xi H'(t)} \tilde{G}(t, t_0; \xi) \left( e^{i \xi H'(t_0)} \rho(t_0) \right) \right],$$  \hfill (36)

$$\Omega(\xi) = \text{Tr} \left[ \rho(t)^{-i \xi k_B e^{-i \xi H'(t)/T}} \tilde{G}(t, t_0; \xi/T) \left( e^{i \xi H'(t_0)/T} \rho(t_0)^{-i \xi k_B} \rho(t_0) \right) \right].$$  \hfill (37)

From a computation viewpoint for the condition of $\mathcal{H}(t) = H'(t)$, there are no significant differences between these two time-evolution equations. Hence, choosing one of them is only a question of personal taste. Thirdly, if $H'(t)$ is the system’s Hamiltonian $H(t)$, as in adiabatically driven QMEs [16], under the assumption of the detailed balance condition in Eq. (3) and given $\eta = i\beta$, we note that Eq. (33) is just the modified dynamics of the accompanying density matrix proposed by Chetrite and Mallick [11]. Its solution is then trivial and is as follows:

$$K(t, t_0; i\beta) = \frac{\exp[-\beta H(t)]}{Z(t_0)},$$  \hfill (38)

It was argued that these dynamics lead to a quantum Jarzynski equality. Nevertheless, they obtained it by simply projecting an analogous equation in the classical Langevin dynamics into the QME without any probability interpretation. This key ingredient was missing until explicitly establishing Eq. (34). Finally, Eq. (33) has a backward time counterpart; see Appendix C. In fact, this version was proposed by one of the authors [15, 16]. However, to arrive at this result, he used auxiliary time-reversed QMEs and especially required the detailed balance condition, which makes the explanation of the backward equation obscure. Still, owing to Eq. (34), this ambiguity is thoroughly eliminated now.

**IV. AN EXAMPLE: FLOQUET QME OF A TWO-LEVEL SYSTEM**

In this section, we use a concrete Floquet QME to demonstrate several previous results. This is a TLS with the Hamiltonian

$$H(t) = \frac{\hbar \omega_0}{2} \sigma_z + \frac{\hbar \Omega}{2} \left( \sigma_+ e^{-i \omega_L t} + \sigma_- e^{i \omega_L t} \right),$$  \hfill (39)

where $\omega_0$ is the frequency of the transitions between these two levels, $\Omega$ is the Rabi frequency, and $\omega_L$ is the frequency of the periodic external field. The thermodynamics of this typical QME has been intensively studied in the recent literature [21, 22, 85, 99, 101]. The Floquet basis vectors of this system are

$$|u_{\pm}(t)\rangle = \frac{1}{\sqrt{2\Omega'}} \left( \frac{\pm \sqrt{\Omega' \pm \delta}}{e^{i \omega_L t} \sqrt{\Omega' \mp \delta}} \right),$$  \hfill (40)

where $\Omega' = \sqrt{\delta^2 + \Omega^2}$, and the detuning parameter $\delta = \omega_0 - \omega_L$. The corresponding quasienergies of these two vectors are

$$\varepsilon_{\pm} = \frac{\hbar}{2} (\omega_L \pm \Omega'),$$  \hfill (41)

respectively. Assuming that $\omega_L - \Omega' > 0$ and the coupling between the TLS and the heat reservoir is transverse [83, 101], we may obtain three of the six Lindblad operators of $\omega = \omega_L, \omega_L - \Omega'$, and $\omega_L + \Omega'$ as

$$A(\omega_L, t) = \frac{\Omega}{2\Omega'} (|u_+(t)\rangle\langle u_+(t)| - |u_-(t)\rangle\langle u_-(t)|) e^{-i \omega_L t},$$

$$A(\omega_L - \Omega', t) = \left( \frac{\delta - \Omega'}{2\Omega'} \right) |u_+(t)\rangle\langle u_+(t)| e^{-i \omega_L t},$$

$$A(\omega_L + \Omega', t) = \left( \frac{\delta + \Omega'}{2\Omega'} \right) |u_-(t)\rangle\langle u_+(t)| e^{-i \omega_L t};$$  \hfill (42)
We see that the QMEs in these studies are analogous to Eq. (1); however, more dissipative terms are present. Hence, containing multiple reservoirs or particle transport. So far, we have only been concerned with one reservoir with a thermal temperature, and particle exchanges are not allowed. Some literatures already considered this issue. We see that the QMEs in these studies are analogous to Eq. (1); however, more dissipative terms are present. Hence,
FIG. 1. The distributions of the heat (in units of $\hbar \omega_0$) of the Floquet QME of a TLS at $t = 2\omega_0^{-1}$ (red lines and open circles) and $20\omega_0^{-1}$ (blue lines and open squares). The open symbols are calculated by simulating QJTs, whereas the vertical lines are obtained by solving Eq. (19) and performing an inverse Fourier transform. The initial density matrix is set to be the identity operator. The parameters are $\omega_L = 1.0\omega_0$, $\Omega = 0.8\omega_0$, $A = 1.0\omega_0^{-2}$, and $T = 1.0\hbar \omega_0/k_B$. For convenience, we have let $k_B = 1$, $\hbar = 1$, and $\omega_0 = 1$. The inset shows the results of the left-hand side of Eq. (26) calculated at different values of $t$ by simulating QJTs. The dashed line therein is a guide for the eyes.

the theory and computing method developed in this paper are useful in these situations. The second possible extension is to account for non-Markovian effects [106, 107]. Non-Markovian properties usually lead to a failure of the QME [11] on which we heavily rely, e.g., the rates $\gamma(\omega)$ becomes negative [108]. However, the extension of the state space of an open system may retrieve this key form [106, 107]. The physical relevance of our results needs to be clarified precisely. Finally, the role of many-body interactions of the quantum system in stochastic thermodynamics is almost unexplored issue; QJT would be a basic and useful notion to investigate this issue [109].
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APPENDIX A: MULTITIME CORRELATION FUNCTION OF OPERATORS

There is a very general definition for the multitime correlation function [52, 97]. Here, we restrict it to the following form that is relevant to our applications:

$$
\text{Tr} \left[ O_N(t_N)G(t_N, t_{N-1})\cdots O_1(t_1)G(t_1, t_0)[\rho(t_0)]B_1(t_1)\cdots B_N(t_N) \right] = \langle O_N(t_N)\cdots O_1(t_1)B_1(t_1)\cdots B_N(t_N) \rangle,
$$

(45)

where $O_i$ and $B_i$, $i = 1, \cdots, N$, are arbitrary operators, and $t_i$ are ordered in time such that $t_N > \cdots > t_1 > t_0$. 

APPENDIX B: CFS USING MULTITIME CORRELATION FUNCTION OF OPERATORS

The structure of Eq. (53) is the same as that of Eq. (21). Hence, we can express the CF of the work in Eq. (54) by using the multitime correlation function of operators. To this end, we rewrite the time-evolution equation of the operator $K(t, t_0; \eta)$,

$$\partial_t K = \mathcal{L}(t) K + \partial_t e^{i\eta H'(t)} e^{-i\eta H'(t)} K - \frac{i}{\hbar} [e^{i\eta H'(t)}, H(t)] e^{-i\eta H'(t)} K,$$

and its initial condition is $\rho'(t_0)$, where the action of $\mathcal{W}_\eta$ on an operator is a simple multiplication from the right-hand of the operator. Applying the Dyson’s series again, we obtain the following alternative formal solution:

$$K(t, t_0; \eta) = \int_C \mathcal{D}(t) G(t, t_N) \mathcal{W}_\eta(t_N) G(t_N, t_{N-1}) \cdots \mathcal{W}_\eta(t_1) G(t_1, t_0) \rho'(t_0).$$

Using the definition (45), we immediately find a concise expression of the CF of the work:

$$\Psi(\eta) = \left< T_- e^{\int_{t_0}^{t} d\tau \mathcal{W}_\eta(\tau)} \right>.'$$

Although this new form does not bring any advantages in computing over the original ones, Eqs. (29) and (34), it indeed corresponds to the celebrated Feynman-Kac formula in classical stochastic processes [10, 11, 15, 16, 94, 110]. Analogously, the concise expressions of the CFS of the heat and entropy production are given by

$$\Phi(\xi) = \left< e^{-i\xi H'(t)} T_- e^{\int_{t_0}^{t} d\tau \mathcal{W}_\xi(\tau)} e^{i\xi H'(t_0)} \right>,$$

$$\Omega(\zeta) = \left< \rho(t) e^{-i\zeta_{kB} e^{-i\eta H'(t)/T} T_- e^{\int_{t_0}^{t} d\tau \mathcal{W}_\zeta(\tau)} e^{i\zeta_{kB} H'(t_0)/T} \rho(t_0)} \right>,$$

respectively. The last equation with specific $\zeta = i/k_B$ has been found earlier by one of the authors [111]. However, its physical explanation is clarified only here.

APPENDIX C: BACKWARD-TIME-EVOLUTION EQUATIONS

In order to derive the backward time counterpart of Eq. (53), it is convenient to apply the following property:

$$\text{Tr}[O_1 \hat{G}^*(t, t'; \eta)(O_2)] = \text{Tr}[\hat{G}^*(t', t; \eta)(O_1) O_2],$$

where the two times $t \geq t'$; $O_i$, $i = 1, 2$, are two arbitrary operators; and the superpropgator $\hat{G}^*(t', t; \eta)$ is equal to $T_\rightarrow \exp[\int_{t'}^t d\tau \hat{L}^*(\tau; \eta)]$ with

$$\hat{L}^*(t; \eta)(O_1) = i \hbar[H(t), O_1] + \sum_{\omega_i} \gamma(\omega_i) \left[ A^\dagger(\omega_i, t) O_1 A(\omega_i, t) - \frac{1}{2} \left\{ A^\dagger(\omega_i, t) A(\omega_i, t), O_1 \right\} \right]$$

$$+ O_1 \partial_t e^{i\eta H'(t)} e^{-i\eta H'(t)} + O_1 \frac{i}{\hbar}[H(t), e^{i\eta H'(t)}] e^{-i\eta H'(t)},$$

where $T_\rightarrow$ denotes the antichronological time-ordering operator. The proof is direct, and we will not show it here. On the basis of this property, we can immediately rewrite Eq. (55) as

$$\Psi(\eta) = \text{Tr}[\hat{G}^*(t_0, t; \eta)(I) \rho'(t_0)] = \text{Tr}[K^*(t_0, t; \eta) \rho'(t_0)],$$

where the time-evolution equation of the new operator $K^*(t', t; \eta)$ with respect to the backward time $t'$ is

$$\partial_{t'} K^* = -\hat{L}^*(t'; \eta) K^*,$$
APPENDIX D: DISTRIBUTIONS OF HEAT OF A FLOQUET QME

A. CF method

Because the Floquet basis, Eq. (10), is complete and orthogonal, it is convenient to expand Eq. (19) in this basis. First, the Lindblad operators (42) are as follows:

\[
A(\omega_L, t) = \frac{\Omega}{2\Omega'} \sigma_z(t),
\]
\[
A(\omega_L - \Omega', t) = \left( \frac{\delta - \Omega'}{2\Omega'} \right) \sigma_+(t),
\]
\[
A(\omega_L + \Omega', t) = \left( \frac{\delta + \Omega'}{2\Omega'} \right) \sigma_-(t),
\]

and the other three Lindblad operators \(A(\omega, t)\) with \(\omega = -\omega_L, -(\omega_L - \Omega'), \) and \(- (\omega_L + \Omega')\) are their adjoint operators. Note that, in order to indicate that these Pauli matrixes are not the conventional ones, we add time parameters after these symbols. Using these matrixes, we expand the operator \(\hat{\rho}(t, t_0; \xi)\) as follows:

\[
\hat{\rho} = \frac{p_+(t) + p_-(t)}{2} I + \frac{p_+(t) - p_-(t)}{2} \sigma_z(t) + p_1(t) \sigma_+(t) + p_2(t) \sigma_-(t),
\]

where \(p_\pm\) and \(p_i, i = 1, 2,\) are the diagonal and non-diagonal elements of this density matrix. Substituting them into Eq. (19) and doing a simple algebra, we get the time-evolution equations for \(\hat{p}_\pm(t)\):

\[
\begin{align*}
\frac{dp_\pm(t)}{dt} & = \left[ (e^{i\xi\omega_L - 1}) \gamma(\omega_L) \left( \frac{\Omega}{2\Omega'} \right)^2 + (e^{-i\xi\omega_L - 1}) \gamma(-\omega_L) \left( \frac{\Omega}{2\Omega'} \right)^2 \\
& \quad - \gamma(\mp(\omega_L - \Omega')) \left( \frac{\delta - \Omega' + \Omega}{2\Omega'} \right)^2 - \gamma(\mp(\omega_L + \Omega')) \left( \frac{\delta + \Omega' - \Omega}{2\Omega'} \right)^2 \right] p_\pm \\
& \quad + \left[ e^{\pm i\xi(\omega_L - \Omega')} \gamma(\mp(\omega_L - \Omega')) \left( \frac{\delta - \Omega'}{2\Omega'} \right)^2 + e^{\mp i\xi(\omega_L + \Omega')} \gamma(\mp(\omega_L + \Omega')) \left( \frac{\delta + \Omega'}{2\Omega'} \right)^2 \right] p_\mp.
\end{align*}
\]

Because the initial density matrix is assumed to be the identity operator, the initial conditions of \(p_\pm\) are simply \(1/2\) and \(0\). Although these two equations are a bit long, they are the first-order ordinary differential equations with constant coefficients. Their solutions are simple. Obviously, the CF of the heat is \(\Phi(\xi) = p_+(t) + p_-(t).\) By substituting the concrete rates and performing an inverse Fourier transform, we can obtain the distribution of the heat. What we did here is completely parallel with those done in Ref. [21].

B. Simulation of QJTs

According to the notion of QJT [52, 69, 71], the reduced density matrix \(\rho(t)\) of the QME (11) can be interpreted as a statistical average of wave vectors. The wave vector \(\Psi(t)\) varies in the Hilbert space of the TLS with alternatively deterministic continuous evolution and stochastic jumps. Assuming that the continuous evolution starts from time \(t\) and ends at time \(t + \tau\), during this process its deterministic equation is

\[
\frac{d}{ds} \Psi(t + s) = -\frac{i}{\hbar} \left[ H(t + s) - \frac{i\hbar}{2} \sum_{\omega \in \Omega} \gamma(\omega) A^\dagger(\omega, t + s) A(\omega, t + s) \right] \Psi(t + s),
\]

\(0 \leq s \leq \tau.\) Because the Floquet basis is complete and orthogonal, it is convenient to expand \(\Psi(t + s)\) in this basis, that is,

\[
\Psi(t + s) = \mu_{\pm}(s) |u_{\pm}(t + s)\rangle + \mu_{-}(s) |u_{-}(t + s)\rangle.
\]

Substituting it into Eq. (58), we get

\[
\frac{d\mu_{\pm}}{ds} = -i \frac{\varepsilon}{\hbar} \mu_{\pm} - \frac{1}{\tau_{\pm}} \mu_{\pm},
\]
where the coefficients are
\[
\frac{1}{\tau_{\pm}} = \frac{1}{2} \left[ \left( \frac{\Omega}{2\Omega'} \right)^2 \gamma(\omega_L) + \gamma(-\omega_L) + \gamma(\pm(\omega_L - \Omega')) \left( \frac{\delta - \Omega'}{2\Omega'} \right)^2 + \gamma(\pm(\omega_L + \Omega')) \left( \frac{\delta + \Omega'}{2\Omega'} \right)^2 \right],
\]
respectively. Eqs. (60) have simple solutions,
\[
\mu_{\pm}(s) = \mu_{\pm}(0) \exp \left[ - \left( \frac{s}{\tau_{\pm}} + \frac{1}{\tau_{\pm}} \right) \right].
\]
Obviously, the wave vector, \( \Psi(t + s) \), is not normalized. The normalized one is \( \overline{\Psi}(t + s) \), which is the same as Eq. (59) except that \( \mu_{\pm}(s) \) therein are replaced by \( \mathcal{P}_{\pm}(s) = \mu_{\pm}(s)/\sqrt{||\mu_{+}(s)||^2 + ||\mu_{-}(s)||^2} \). We can determine the time duration \( \tau \) by solving equation
\[
\eta = ||\Psi(t + \tau)||^2 = ||\mu_{+}(0)||^2 \exp \left( - \frac{2\tau}{\tau_{+}} \right) + ||\mu_{-}(0)||^2 \exp \left( - \frac{2\tau}{\tau_{-}} \right),
\]
where \( \eta \in (0, 1) \) is a uniform random number.
This smooth evolution is interrupted by a jump at time \( t + \tau \). The state after the jump is
\[
A(\omega_{t+\tau}, t + \tau)\Psi(t + \tau)/||A(\omega_{t+\tau}, t + \tau)\Psi(t + \tau)||.
\]
The probabilities of these jumps are proportional to
\[
\gamma(\omega_{t+\tau})||A(\omega_{t+\tau}, t + \tau)\Psi(t + \tau)||^2.
\]
We list these six states in the following table:

| State after a jump | Probabilities \( \propto \) | Heat produced |
|--------------------|-----------------------------|---------------|
| \( \mu_{+}(t + \tau) \) | \( \gamma(\omega_L)(\Omega/2\Omega')^2 \) | \( \hbar \omega_L \) |
| \( \mu_{-}(t + \tau) \) | \( \gamma(\omega_L - \Omega') (\mu_{-}(\tau) ||\delta - \Omega'/2\Omega')^2 \) | \( \hbar (\omega_L - \Omega') \) |
| \( \mu_{+}(t - \tau) \) | \( \gamma(\omega_L + \Omega') (\mu_{+}(\tau) ||\delta + \Omega'/2\Omega')^2 \) | \( \hbar (\omega_L + \Omega') \) |
| \( \mu_{-}(t - \tau) \) | \( \gamma(-\omega_L - \Omega') (\mu_{-}(\tau) ||\delta - \Omega'/2\Omega')^2 \) | \( -\hbar (\omega_L - \Omega') \) |
| \( \mu_{+}(t - \tau) \) | \( \gamma(-\omega_L + \Omega') (\mu_{+}(\tau) ||\delta + \Omega'/2\Omega')^2 \) | \( -\hbar (\omega_L + \Omega') \) |

After a state is randomly chosen from them, new rounds with continuous evolution and stochastic jump start until the end time is arrived.
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