Rapid self-magnetization of laser speckles in plasmas by nonlinear anisotropic instability
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Abstract. Presented here are the first kinetic two-dimensional Vlasov–Fokker–Planck calculations of inertial confinement fusion-related laser–plasma interactions, to include self-consistent magnetic fields, hydrodynamic plasma expansion and anisotropic electron pressure. An underdense plasma, reminiscent of the gas fill of a hohlraum, is heated by a laser speckle with $I\lambda^2 = 1.0 \times 10^{15}$ W cm$^{-2}$ \mu m$^2$ and radius $w_0 = 5$ \mu m. Inverse bremsstrahlung absorption of the laser and non-local electron transport lead to the development of a collisional analogue of the Weibel electromagnetic instability. The instability is seeded by magnetic fields, generated in an initial period of linear growth due to the anisotropic electron distribution arising in a laser speckle. Using the circular polarization does not generate significant fields. For linear polarization, the field generally saturates when the magnetization is $\omega \tau_{ei} > 1$, and the effective growth rate is similar to the coherence time of typical laser speckles. The presence of these magnetic fluctuations significantly affects the heat fluxes and hydrodynamics in the plasma.

Contents

1. Introduction 2
2. The model and set-up 3
3. Magnetic field generation by laser speckles 5
4. Conclusions 9
Acknowledgments 10
References 10

1 Present address: The University of Michigan, Ann Arbor, MI, USA.
1. Introduction

Magnetic field generation in nanosecond timescale, laser generated, collisional plasmas occurs due to a number of mechanisms, each described by a term in Ohm’s law. Therefore, the choice of the form of Ohm’s law used is crucial in determining the magnetic fields in long pulse laser–plasma interactions. For example, the $\nabla T \times \nabla \ln n$, or thermoelectric, mechanism is a well-known hydrodynamic source of magnetic fields [1, 2]. This occurs due to electric fields that arise to balance scalar electron pressure gradients and maintain quasineutrality in collisional plasmas. Other sources of magnetic fields include divergent non-local fluxes [3], photon momentum deposition [4] and a number of electromagnetic instabilities [5, 6] including Weibel’s instability [7]. In general, electron pressure is not isotropic; magnetic fields can also be generated by anisotropic electron pressure, which can be driven by the electron oscillation in the laser field [8]–[12], for example. This generation mechanism is a collisional version of Weibel’s collisionless instability [13].

Proper consideration of these magnetic fields is very important, as they are well known to alter the transport properties of the plasma [14]. In experiments, magnetic fields have been observed to affect the long-term evolution of an expanding plasma [15], to suppress non-locality [16], and to be generated and reconnect in laboratory astrophysical experiments [17]. Understanding the role magnetic fields take in suppressing heat flow is particularly important in laser fusion scenarios, such as hohlraums [18]. Such magnetic fields are significant, in that their presence affects the magnitude and direction of the particle fluxes, e.g. electron heat flux, and therefore the long-time evolution of the system. This evidently has consequences for inertial fusion energy applications, as the coupling of the laser beams with the walls or pellet and the development of hot spots are all critical to the uniformity of the implosion; the inhibition of transport due to magnetic fields can lead to these hot spots which can in turn inhibit the onset of back-scattering instabilities [19].

The lasers used for inertial confinement fusion (ICF) will have their intensity profiles randomly distributed in a series of hot spots, or speckles of high intensity, by the use of random phase plates [20]. The speckle pattern has a coherence time of less than the hydrodynamic timescale (1–10 ps), so that the ion fluid experiences a relatively uniform, time averaged, heating profile [21]. However, since the source of magnetic field generation is proportional to the gradients in electron pressure and laser intensity, these small scale-length speckles can be significant sources of magnetic field, and therefore the resulting fields can affect the hydrodynamics over longer timescales. Under such conditions of small temperature scale lengths due to speckles, non-local effects can also play a significant role in affecting the transport properties of the plasma [22]. Hence, accurate modelling of both magnetic fields and non-local effects are important in determining the evolution of a system.

In this paper, magnetic field generation by circular laser speckles was analysed by the first kinetic, two-dimensional, Vlasov–Fokker–Planck (VFP) code designed for ICF-related scenarios to include self-consistent magnetic fields, hydrodynamic plasma expansion and anisotropic electron pressure. The parameters used were similar to those used by Dubroca et al [11], allowing comparison with the ten moment fluid calculations used in that investigation. Here, the more detailed VFP treatment, over a 50 ps timescale, resulted in magnetization of the plasma for linear polarization of over an order of magnitude greater than with the hydrodynamic calculation. Additionally, the growth rate of the fields was significantly less than 10 ps, which is within the typical coherence time of a laser speckle, when the Cartesian tensor distribution
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function expansion [23] included terms up to order 2. When a reduced model for the full rank 3 heat-flux tensor was included, the growth rate was damped but remained significant in terms of the long-time evolution of the system. The simplicity of the equation used for the heat flux tensor would also mean it would tend to overestimate the damping.

The reason for the rapid growth of strong magnetic fields is that the calculations in this study self-consistently included the feedback of the magnetic field on the electrons, in addition to non-local electron transport arising naturally from the VFP calculation. The result of the feedback is that a collisional analogue of the Weibel instability driven by the laser field occurs [8]–[10], which amplifies a seed field generated by the spatial variation in anisotropic pressure [11]. Although a linear, local analysis of the Weibel instability driven by inverse bremsstahlung (IB) heating suggests the growth rates are too small to be a problem for ICF scenarios [24], in the nonlinear and non-local regime studied here, the effective growth rate is sufficient to magnetize the plasma within the lifetime of a speckle. Consequently, heat flux and ion flux across a large number of similar magnetic perturbations are expected to be modulated, leading to a modification of the transport properties.

2. The model and set-up

The VFP equation provides a fully kinetic description of semi-collisional plasmas. It describes the evolution of a particle distribution function in the presence of macroscopic electromagnetic fields and microscopic small-angle deflections:

$$\frac{\partial}{\partial t} + v \cdot \nabla - \frac{e}{m_e} (E + v \times B) \cdot \frac{\partial}{\partial v} f(v, r, t)$$

$$= - \frac{\partial}{\partial v} \cdot \{ f(v, r, t) \langle \Delta v \rangle \} + \frac{1}{2} \frac{\partial}{\partial v} \frac{\partial}{\partial v} \{ f(v, r, t) \langle \Delta v \Delta v \rangle \}. \tag{1}$$

Here, $E$ and $B$ are the macroscopic electric and magnetic fields and $f \, d^3r \, d^3v$ represents the number of particles within a phase-space volume of $d^3r \, d^3v$. The terms on the right-hand side represent drag and diffusion in velocity space, respectively, and sum to zero for a maxwellian particle velocity distribution. Ampère–Maxwells’ and Faraday’s laws provide the necessary equations to calculate the evolution of fields and distribution function, given some initial conditions:

$$\nabla \times B = \mu_0 j + \frac{1}{c^2} \frac{\partial E}{\partial t}, \tag{2}$$

$$\nabla \times E = -\frac{\partial B}{\partial t}. \tag{3}$$

Since the distribution function is six dimensional, solving using this formalism can be computationally difficult. Various methods can be used to reduce the problem. Here a Cartesian tensor expansion [23] is employed, with the distribution function expanded as $f(t, r, v) = f_0 + \sum f_i \cdot \hat{v} + \sum f_n : \hat{v} \hat{v} + \ldots$. This expansion can be truncated in a collisional plasma, as collisions tend to push the distribution towards an isotropic distribution, in the centre of mass frame, represented by $f_0$. Higher orders are successively smaller perturbations, $f_0 \gg f_1 \gg f_2 \ldots$, but this ordering does not necessarily hold for all $v$, i.e. in the tail of the distribution. Physically measurable quantities relate to the terms in the expansion via moments; integrals over the
velocity space. When considering the electron distribution, \( f_0 \) yields scalar quantities such as electron density \( n_e \) and temperature \( T_e \). \( f_1 \) yields vector quantities such as current \( j \) and scalar total electron heat flux \( q_e \). \( f_2 \) is related to the anisotropic pressure tensor \( P_{ee} \), in a marginally more complicated way;

\[
m_e \frac{8\pi}{15} \int_0^\infty f_2 v^4 dv = P_{ee} - \frac{1}{3} \rho_e = \Pi_e,
\]

where \( \rho_e \) is the scalar electron pressure.

A planar, CH plasma with an initially uniform, unmagnetized density profile and uniform temperature was modelled using a second generation of the VFP code Impacta [25]. The new code, Impacta, uses the same basic model as Impact, but includes a number of improvements, notably the addition of the second-order term in the Cartesian tensor expansion of the distribution function, which allows Weibel-like instabilities to occur. In this model, the VFP equation is solved for the electron distribution, but the ions are treated as a cold fluid.

The plasma was subsequently heated by a collimated, non-evolving, circular laser beam, which was modelled in an \( x-y \)-plane perpendicular to its propagation. Laser heating was implemented using an operator that is a modification of Langdon’s [26] for IB laser heating. This includes the effects of the laser field on the anisotropy of the distribution and also the feedback of magnetic fields on the absorption process. The new part of the heating operator is obtained by following the same method as Langdon, but by both substituting the time averaged \( f_1 \) generated by the laser field into the \( f_2 \) equation and including a quasi-static background magnetic field. The oscillation of electrons in the laser field tends to distort the distribution function, giving it an ellipticity in velocity space. The presence of the magnetic field does not affect \( f_0 \), but rotates the absorption of anisotropic pressure from the component in the direction of polarization into the other components. The IB operator for \( f_2 \) that includes these effects is

\[
\left. \frac{\partial f_2}{\partial t} \right|_{IB} = \frac{1}{2} Y n_i Z^2 v_0^2 \left[ \left( P_{IB} + P_{IB} \right) v \frac{\partial}{\partial v} \left( \frac{1}{v^4} \frac{\partial}{\partial v} f_0 \right) + \frac{3}{v^4} P_{IB} \frac{\partial}{\partial v} f_0 \right],
\]

where \( P_{IB} = \left( \hat{E}_l \times \hat{E}_l - \frac{1}{2} \hat{I} \right) \) is a tensor describing the effect of the polarization direction \( \hat{E}_l \) of the laser, and \( P_{IB} = (1/2v_e)(\hat{E}_l \times \hat{E}_l + \omega_e \times \hat{E}_l \times \hat{E}_l) \) describes the feedback of the magnetic field on the absorption of laser momentum. \( Y = 4\pi (e^2/4\pi \varepsilon_0 m_e)^2 \ln \Lambda_{ei}, \) and \( \ln \Lambda_{ei} \) is the Coulomb logarithm for electron–ion (e–i) scattering. Also, \( 1/v_{ei} \propto v^3 \) is the mean 90° scattering time for an electron of speed \( v \) from the ion background, and \( \omega_e = eB/m_e \) is the electron cyclotron frequency. It has been assumed that the feedback of this anisotropic pressure on the laser oscillation current is negligible. This expression is equivalent to those given in [24, 27], but in Cartesian expanded form. In the case of circular polarization, where the electric field direction is changing as a function of time, the cycle average of the dyadic \( \hat{E}_l \times \hat{E}_l \) is used. Further details of the derivation of the modified heating operator will be given in a future publication.

The new code, Impacta, uses an implicit finite difference algorithm to solve the components of the expanded VFP equation for electrons, in addition to the Faraday and the Ampère–Maxwell equations for the fields. Note that in Impact, the magnetic field was calculated explicitly. Impacta currently uses the Lorentz approximation (valid for high \( Z \)), whereby electron–electron (e–e) collisions are neglected in the equation for \( f_1 \) and higher. The change in \( f_1 \) due to e–i scattering is retained in all equations, in the reduced form, where it

\[
\frac{d}{dt} \left[ \int f(v) \, dv \right] = \int \left[ \frac{\partial f}{\partial v} \right] \frac{\partial f}{\partial v} \, dv,
\]
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is $\delta f_i / \delta t \propto -f_i I (l + 1) / 2 v^3$. All terms in $\partial / \partial t$ are retained. A hydrodynamic ion fluid model is included using the equations used in [28], but with the full electron pressure tensor used to update the ion velocity.

The ambient electron number density, mean ionization state, mean atomic mass and initial temperature of the plasma were taken to be $n_{e0} = 1 \times 10^{20}$ cm$^{-3}$, $\bar{Z} = 5$, $A = 6.5$ and $T_{e0} = 1$ keV, respectively. These conditions would be relevant to the gas fill of a hohlraum. Under these conditions, the mean-free path and collision time, for angular scattering of an electron (moving at the initial thermal speed $v_0 = \sqrt{2k_b T_{e0}/m_e}$) by the ion background, were $\lambda_{ei} = 4.0 \mu$m and $\tau_{ei} = 214$ fs, respectively, and the Coulomb logarithm was $\ln \Lambda_{ei} = 7.6$. The size of the computational domain was a square of side $192 \mu$m. The spatial domain used a square grid with a constant spacing of $\Delta x$, $\Delta y = 0.625 \mu$m in the vicinity of the heated region (a central $50 \mu$m $\times$ $50 \mu$m square). Grid cells near to the boundary exponentially increased in size to a boundary cell size of $42 \mu$m, to ensure heat flowed away from the vicinity of the speckle, with reflecting boundary conditions. The velocity grid was defined as $0 < v < 12 v_0$, with spacing $\Delta v = 0.1 v_0$. The laser profile was a circular, Gaussian intensity profile with a radius of $5 \mu$m at $1/e$ of full intensity, and with heating strength was $I \lambda^2 = 1.0 \times 10^{15}$ W cm$^{-2}$ $\mu$m$^2$. These conditions are similar to those studied in [11]. The full duration of the numerical integration was 52 ps, with a time step of $\Delta t = 20$ fs.

3. Magnetic field generation by laser speckles

The calculations performed here demonstrated growth rates of up to $0.56$ ps$^{-1}$ for magnetic fields generated around a circular speckle, typical of the laser profiles propagating through the gas fill of a hohlraum. Even the most conservative calculation yielded a Hall parameter of $\omega_c \tau_{ei} > 0.1$ within 10 ps. The structure of the magnetic field was initially always a quadrupole around the heating region, as shown in figure 1(a). This structure is due to the linear magnetic field growth associated with the electric field that balances the anisotropic pressure. The independent, nonzero components of the traceless part of the pressure tensor, $\Pi_{xx} - \Pi_{yy}$, can be expressed in this coordinate system in the combination $\Delta \Pi_e = (\Pi_{xx} - \Pi_{yy})/2$ and $\Pi_{xy}$, where $\Pi$ is the full pressure tensor, and $\Pi_e$ is the scalar pressure [11].

For early times, when the magnetic field is weak, as in figure 1, $\Delta \Pi_e$ is approximately the same shape as the heating profile. This is because collisions with ions transfer the distortion of the distribution function due to the oscillation of electrons in the laser field, and therefore increases $\Pi_{xx}$, for linear polarization in $x$, and decreases $\Pi_{yy}$. The deviation from a circular region for $\Delta \Pi_e$ is due to transport; the pressure tensor is also affected by gradients in temperature. The contribution to the electric field from the pressure tensor can be found by taking moments of the expanded VFP equation, but for a Maxwellian velocity distribution is proportional to $\nabla \cdot \nabla \Pi_{xx}$. This term is a more general form of the thermoelectric magnetic field generation mechanism, where the electric field is proportional to $\nabla \Pi_e / n_e$. On taking the curl of the electric field to find the magnetic field source, in this planar Cartesian geometry, two terms arise;

$$\frac{\partial B}{\partial t} \propto \frac{\partial}{\partial x} \frac{\partial}{\partial y} \Delta \Pi_e + \left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) \Pi_{xy}. \quad (6)$$

The first of these leads to the quadrupole magnetic field structure shown in figure 1(a).
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Later in time, the structure changes to a more complicated magnetic field shape, arising due to the onset of the feedback of the magnetic field on $\Pi$ itself and involves the second term of equation (6). The magnetic field rotates the distribution slightly, leading to a two-dimensional version of the collisional Weibel instability occurring. In figure 2, the magnetic fields, $\Delta \Pi_e$ and $\Pi_{xy}$, are shown after 4 ps, in the same calculation as before. The magnetic field structure is still a quadrupole, but is now much stronger closer to the $x$-axis. The effect of the magnetic field can clearly be seen in the diagonal components of the traceless pressure tensor, $\Delta \Pi_e$, where it has been eroded away in the presence of the magnetic field. As can be seen from figure 2, $\Delta \Pi_e$ has been rotated into $\Pi_{xy}$. The magnetic field generation that results is now the combination of both sources in equation (6).

In this calculation, the growth rate of the magnetic field was such that it exceeded a Hall parameter of $\omega_c \tau_{ci} > 1$ in 6 ps. After that initial fast growth, the Nyquist wavelength components of the field on the grid started to dominate, as these grow faster than the wavelengths that are resolved. The growth rate of the collisional Weibel instability with the expansion to $f_2$, as employed in this particular calculation, is known to be too fast for the largest values of $k$ (small-wavelength perturbations) [29]. This is because the next order ($f_3$) acts as a diffusive term for the anisotropic pressure. To include the effects of $f_3$ is currently computationally difficult for this implicit method. However, it can be included in the equation for $f_2$ in a reduced form. For this, only the spatial and collisional terms in the $f_3$ equation are considered, which can be rearranged and then substituted into the $f_2$ equation. The details of this will be given in a future publication. This has the effect of dramatically reducing the growth rate for large $k$. However, it tends to over-estimate the damping, as the feedback of the magnetic field, and the inhibiting effect of the electric field on $f_3$ are not included.

When the same calculations were performed with this ‘Weibel damping’ included, the growth rate was dramatically reduced. The grid-limited (largest $k$) wavenumber magnetic field perturbations were damp away completely, and the growth rate of the resolved instability was lowered by more than an order of magnitude. Even under the conditions of this damping, the growth of magnetic field was fast enough that the plasma was magnetized sufficiently ($\omega_c \tau_{ci} \approx 0.1$), within the coherence time of a typical speckle ($<10$ ps), to suppress and redirect
Figure 2. (a) Magnetic field, $B_z$, in tesla, (b) $\Delta \Pi_e$ normalized to $n_e k T_\infty$ and (c) $\Pi_{xy}$ normalized to $n_e k T_\infty$ after laser heating of a 1 keV plasma by a 5 $\mu$m speckle for $t = 4$ ps. The laser is linearly polarized in the $x$ (horizontal)-direction. (d, e) The temperature profile of the plasma normalized to $T_\infty$ after 2.2 ps of heating for calculations with initial temperatures of (d) 1 keV and (e) 20 eV.

Heat flow. This would lead to a transport barrier, leading to a higher temperature in the laser heating region than would otherwise exist. This could suppress back-scattering instabilities, and therefore increase the coupling efficiency of the laser. Note that even though the growth rate changed with this addition to the model, the qualitative behaviour remained the same.

The calculations were also performed with the initial ambient temperature being 20 eV instead of 1 keV as before. In this case, non-local effects were strong due to the small scale-length gradients in temperature that occur as the plasma rapidly heats. The heating is sufficiently rapid that the temperature at the centre of the spot is of the same order of magnitude as before (and hence still non-local), but the gradients in temperature are more pronounced, figures 2(d) and (e). This situation would represent early time behaviour in the gas fill of a hohlraum. The magnetic fields that were generated grow rapidly even with ‘Weibel damping’ switched on. A magnetization of $\omega_c \tau_{\text{ei}} > 1$ was achieved in 25 ps, which considering that this represents a conservative calculation is significant. In this case the interaction is particularly complicated. The magnetic field source from non-local effects given by Kingham and Bell [3] is zero here, due to the circular symmetry. Here, it is the interaction between the non-local and anisotropic effects which leads to the magnetic field growth.
Figure 3. Effective magnetization, $\omega_c \tau_{e0}$, for calculations under the conditions given in the text for (a) no ‘Weibel damping’, $T_{e0} = 1$ keV, including $P_B$; (b) with ‘Weibel damping’, $T_{e0} = 1$ keV, including $P_B$; (c) no ‘Weibel damping’, $T_{e0} = 1$ keV, $P_B = 0$ and (d) with ‘Weibel damping’, $T_{e0} = 20$ eV, including $P_B$.

In figure 3, time histories of the maximum effective magnetization in these calculations are given. The calculations were all performed with identical laser parameters and under the same initial plasma conditions as described above, except for the following differences: figure 3(a) was run with the expansion of the distribution function up to $f_2$ and self-consistently contained the feedback of the quasi-static magnetic field on the absorption of anisotropy from the laser ($P_B$ from equation (5)). This gave a very fast growth rate ($0.56 \text{ ps}^{-1}$) for the magnetic quadrupole around the speckle. Due to the strong feedback, after 6 ps the wavelength of the field structure rapidly approached the grid Nyquist wavelength. The feedback of the magnetic fields on the absorption acted to increase the spatial gradients in the pressure tensor, and therefore enhance magnetic field generation. Under the same conditions, but including the reduced model for $f_3$, figure 3(b), the growth rate is dramatically reduced, and the linear growth dominates. In figure 3(c), the reduced $f_3$ model was not included, and also $P_B = 0$. In this case, the growth rate is reduced compared with figure 3(a), indicating that the feedback of the magnetic field enhances the generation mechanism. As the calculation does not go numerically unstable, the field can be seen to initially grow rapidly, but then saturate at a magnetization of $\omega_c \tau_{e0} \approx 1$.

Finally, figure 3(d) shows a calculation with the same model as in figure 3(b), but starting with a lower ambient temperature of 20 eV. The effect of the transport induced by the associated temperature gradients was to dramatically increase the growth rate, even for this conservative calculation. The growth of strong magnetic fields was characteristic of all calculations that included the effect of anisotropic pressure and linear polarization. It is worth noting that with circular polarization, under these conditions, no magnetic fields were generated. The reason for this is that, although circular polarization does generate anisotropic pressure, it is azimuthally symmetric in the polarization plane.

The effects of this magnetization on transport is shown in figure 4. The magnitude of heat flux is shown in figure 4(a), for an initially 20 eV calculation after 50 ps of heating. It is modulated substantially by the combined effects of the generated magnetic fields and spatially asymmetric pressure tensor. The effect on transport is evidently most clearly seen for the low
Figure 4. (a) The magnitude of normalized heat flux, $\sqrt{m_e q / (2 k_b T_{e0})^{3/2}} n_{e0}$ and (b) the normalized ion number density, $n_i / n_{i0}$ of an initially 20 eV plasma after 50 ps heating.

In the calculations performed in this paper, strong magnetic fields were generated in times that are very short in the context of nanosecond laser interactions. The fields were generated in quadrupole structures around laser speckles occurring in the laser profiles. Although the laser is smoothed over the hydrodynamic timescale, the rapidity of the growth of these fields could, very feasibly, sufficiently magnetize the plasma within the coherence time of a laser speckle. It would therefore be of interest to consider the effect of a plasma containing a quasi-randomly distributed collection of alternating magnetic field regions. A calculation of transport in a plasma with this magnetic field structure should result in modified heat flow and hydrodynamics. This could also be further enhanced, because the magnetic fields are advected with the heat flow, and therefore compress and amplify [6], resulting in a potential barrier to further heat flow. This is left for further work.

As the calculations performed here are for almost identical conditions to [11], it is worth noting the major differences from that study. The main conclusion, that these laser speckles can result in magnetic field generation is broadly the same, despite the former calculation being a hydrodynamic calculation, as opposed to the kinetic result here. However, the effect of the feedback of the magnetic field on the IB absorption of anisotropic pressure, which is included here, results in a magnetic field generating instability. This two-dimensional analogue of the collisional Weibel instability causes the fields to be strongly amplified from the linear mechanism of [11]. Other differences include a quadrupole instead of octopole structure, which...
arises from non-local flows suppressing the gradient in the shape of the electron distribution function, and the saturation of the field; in this calculation, saturation occurs due to suppression of the driving $\Delta \Pi_e$ due to the magnetic field. In [11], saturation is due to the Nernst effect [31]. Here, flux limiters are not required and the Nernst effect is included, both naturally because of the VFP calculation. Hence the rate of Nernst advection differs due to the heat flow differing from the hydrodynamic calculation.

Note that under the conditions studied here, the effect of $f_2$ due to pressure gradients is not normally significant either [32]. However, the laser generated anisotropy and the collisional Weibel instability mean that inclusion of $f_2$ is important. $f_3$ represents the flows and diffusion of $f_2$, and hence its importance only arises when gradients in $f_2$ become very large, as for high $k$ Weibel modes. The inclusion of $f_3$ in a reduced manner does dramatically reduce the magnetic field growth. However, this reduced model is likely to overestimate the damping, due to the neglecting of magnetic and electric fields in the $f_3$ equation. A full calculation may be possible in the future, but as is, this represents a ‘reality check’ on the results obtained here. Since significant fields are still generated even with the reduced model, it is highly probable that laser speckles do generate quasistatic magnetic fields, which redirect and inhibit global heat flow. This magnetic field generation can be eliminated (in this geometry) by the use of circularly polarized radiation.
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