ABSTRACT

We study the impact of visual assistance for automated audio captioning. Utilizing multi-encoder transformer architectures, which have previously been employed to introduce vision-related information in the context of sound event detection, we analyze the usefulness of incorporating a variety of pretrained features.

We perform experiments on a YouTube-based audiovisual data set and investigate the effect of applying the considered transfer learning technique in terms of a variety of captioning metrics. We find that only one of the considered kinds of pretrained features provides consistent improvements, while the others do not provide any noteworthy gains at all. Interestingly, the outcomes of prior research efforts indicate that the exact opposite is true in the case of sound event detection, leading us to conclude that the optimal choice of visual embeddings is strongly dependent on the task at hand.

More specifically, visual features focusing on semantics appear appropriate in the context of automated audio captioning, while for sound event detection, time information seems to be more important.

Index Terms—Transfer learning, automated audio captioning, audiovisual, multimodal

1. INTRODUCTION

Sound recognition has recently become a popular machine learning discipline. This is largely thanks to the organization of yearly editions of the Detection and Classification of Acoustic Scenes and Events (DCASE) challenge [1, 2, 3, 4, 5, 6]. This has in turn been facilitated by the publishing of relevant audio data sets, such as Audio Set [7], which is useful in the context of many related subtasks.

Sound recognition encompasses many partially connected problems, such as classification and/or spatial localization of acoustic events. In this work we specifically deal with the relatively complex task of automated audio captioning, of which the objective is to generate informative transcriptions of auditory recordings.

The last three versions of the DCASE challenge, task 6 (or at least a subproblem thereof) has been devoted to automated audio captioning [5, 6]. In all of these editions, Clotho [8] was used for training and evaluation of the submitted systems. This data set consists of samples extracted from Freesound, a large-scale sound library, accompanied with crowdsourced captions.

Models employed for tackling this task and data typically consist of a mixture of convolutional, recurrent, and attention-based (e.g., transformer) neural networks organized in an encoder-decoder structure. The best-performing systems usually also utilize some additional mechanisms that provide performance improvements, such as sentence length estimation [10], keyword-based extensions [10, 11], pretraining [11, 12] and reinforcement learning [12].

Clotho [8] is a commonly utilized collection for automated audio captioning, but it is not the only one. An alternative designed for a similar purpose is AudioCaps [13], which consists of a subset of the recordings in AudioSet [7], accommodated with crowdsourced captions. In contrast to the previously described data option, the associated clips originate from YouTube, which opens up possibilities in terms of multimodal processing, as visual information can obviously be readily extracted in this case.

The merit of incorporating the visual modality has recently started to be investigated for text-based audio retrieval (and its inverse problem), for which the objective is to select sound samples from a pool of candidates that best fit a written query. In [14], it is shown that in this context, including visual features can certainly lead to improvements. This endeavor is clearly related to task at hand, but is considerably less complex, as it does not involve natural language generation. As a consequence, in this work, we attempt to extend the current state of research by also analyzing the usefulness of vision-related information for automated audio captioning.

To this end, we start from the multi-encoder transformer architectures described in [15]. They have been utilized successfully for incorporating visual features in the context of audio tagging and sound event detection, which involve classification of auditory clips. We apply adaptations in order for them to become suitable to the problem at hand, i.e., automated audio captioning. This is relatively simple, as the base system is already relatively similar to many models employed in the context of the target task, such as some of the winners of the DCASE challenge previously mentioned [11, 12].

In Section 2, we dive further into the employed methodology, describe the employed models and elaborate upon how they are used to assess the usefulness of visual information in the context of automated audio captioning. Next, in Section 3 we provide more specific details on the experimental setup, and in Section 4 we report the results of all performed trials and analyze them. Finally, in Section 5 we summarize the most important conclusions.

2. METHOD

In this section, we elaborate upon the used method. More specifically, we explain the models employed for assessing the usefulness of visual information in the context of automated audio captioning. They are modified versions of the multi-encoder transformer systems for visually assisted sound event detection proposed in [15].

2.1. Architecture

A schematic visualization of the architecture is given in Figure 1.

Two series of features are processed by an equal amount of encoders. The first sequence always consists of auditory inputs, while the second can either be acoustic or visual in nature. More information on the specific types of embeddings employed in this work are given in Section 3. The main goal of this project is to investigate...
Token selection is done using beam search with a width of 5, a max depth of 20 and a length normalization factor of 1.

The words are iteratively generated based on the output probabilities of the considered model. Token selection is done using beam search with a width of 5, a max depth of 20 and a length normalization factor of 1.

The transformer decoder consists of 2 layers, each of them using attention modules with 4 heads producing 128-dimensional outputs. The feedforward layer with ReLU activation mapping the embeddings to 128-dimensional vectors. This choice is further justified by the fact that all of the considered features are already quite informative as they are all extracted from pretrained models.

The component combining the outputs of the two encoders and utilizing them to generate captions of the provided clips is the multi-encoder transformer decoder [15,16]. It is almost equal to the originally proposed variant in [9] (or more accurately, the slightly modified version described in [17]), but there is one difference: All multi-head cross-attention blocks are duplicated and used to produce two sets of intermediate features, one for each series of vectors produced by the two encoders. These embeddings are linearly mixed and the result can be processed regularly further into the system. Naturally, the choice of the interpolation weights becomes an important hyper-parameter consideration as a result and is discussed in Section 3.

The transformer decoder consists of 2 layers, each of them using attention modules with 4 heads producing 128-dimensional outputs. The feedforward layer with ReLU activations in these components project their inputs to 2048 vectors. Dropout [18] is employed at the feedforward layer of this neural network are used as embedding sequences in this project. The combination of all these steps leads to a result that can be processed regularly further into the system. Naturally, the choice of the interpolation weights becomes an important hyper-parameter consideration as a result and is discussed in Section 3.

The transformer decoder consists of 2 layers, each of them using attention modules with 4 heads producing 128-dimensional outputs. The feedforward layer with ReLU activations in these components project their inputs to 2048 vectors. Dropout [18] is employed at the feedforward layer of this neural network are used as embedding sequences in this project. The combination of all these steps leads to a result that can be processed regularly further into the system. Naturally, the choice of the interpolation weights becomes an important hyper-parameter consideration as a result and is discussed in Section 3.

In this work, we use a number of different pretrained auditory and visual features for generating captions. In this section, we detail all of the preprocessing steps performed to obtain these embeddings. Interesting to note is that the choice of vision-related options is the same as in the work on multi-encoder attention-based architectures for visually assisted audio tagging and sound event detection [15], allowing us to broaden the analysis in Section 3 by making interesting comparisons between different sound recognition tasks.

3.2. Preprocessing

In this project, we utilize the AudioCaps data collection [13]. It is a subset of the well-known AudioSet [7], which features over two million YouTube clips of (mostly) 10 seconds long and is accompanied with an ontology of 632 environmental sound event classes. The considered selection is also provided with textual captions and can therefore be used to tackle automated audio captioning.

Because the clips in the collection originate from YouTube, we are able to extract visual features on top of the usual auditory embeddings and accomplish our objective, i.e., investigate the usefulness of vision for the task at hand. Unfortunately, this data set is not carefully curated, and the only way to obtain the samples is to perform manual download, which inevitably leads to some availability issues.

The resulting data set used in this work is split into three disjoint partitions for training, validation and evaluation. They contain 45964, 459 and 907 clips respectively. Each sample in the latter two subcollections are provided with five captions, while the examples in the subset for learning only come with a single textual description.

3.2.1. PANN auditory features

To obtain pretrained auditory features, we first resample the audio clips to 44.1 kHz. Then, log mel magnitude spectrograms with 64 frequency bins are extracted using a Hamming window of 1024 samples (corresponding to about 25 ms) and a hop length of 431 samples (corresponding to about 10 ms). For a recording of 10 seconds, this results in 1024 frames. Next, these spectral maps are fed to a version of the CNN10 PANN [21], pretrained for audio tagging on the large-scale AudioSet data set [7]. The 512-dimensional outputs of the last feedforward layer of this neural network are used as embedding sequences in this project. The combination of all these steps leads to a series of 64 vectors for an acoustic input that is 10 seconds long.

These auditory features have previously been employed to great success in the context of automated audio captioning, such as in [22].

In contrast to the other pretrained models mentioned in this section, the CNN10 PANN network [21] is included into the complete architecture and its parameters are allowed to update during learning.

3.2.2. OpenL3 visual features

OpenL3 [23] is an embedding model trained in a self-supervised manner to predict correspondence between auditory and visual streams. It is pretrained on the large-scale Audio Set [7].

3. EXPERIMENTAL SETUP

In this section, the setup used during all of the performed experiments is discussed. More specifically, we go into the employed data and corresponding preprocessing methods, detail hyperparameters used in the training phase and elaborate on the captioning metrics utilized for evaluation of the considered models.

3.1. Data

In this project, we utilize the AudioCaps data collection [13]. It is a subset of the well-known AudioSet [7], which features over two million YouTube clips of (mostly) 10 seconds long and is accompanied with an ontology of 632 environmental sound event classes. The considered selection is also provided with textual captions and can therefore be used to tackle automated audio captioning.

Because the clips in the collection originate from YouTube, we are able to extract visual features on top of the usual auditory embeddings and accomplish our objective, i.e., investigate the usefulness of vision for the task at hand. Unfortunately, this data set is not carefully curated, and the only way to obtain the samples is to perform manual download, which inevitably leads to some availability issues.

The resulting data set used in this work is split into three disjoint partitions for training, validation and evaluation. They contain 45964, 459 and 907 clips respectively. Each sample in the latter two subcollections are provided with five captions, while the examples in the subset for learning only come with a single textual description.

3.2. Preprocessing

In this work, we use a number of different pretrained auditory and visual features for generating captions. In this section, we detail all of the preprocessing steps performed to obtain these embeddings. Interesting to note is that the choice of vision-related options is the same as in the work on multi-encoder attention-based architectures for visually assisted audio tagging and sound event detection [15], allowing us to broaden the analysis in Section 3 by making interesting comparisons between different sound recognition tasks.

3.2.1. PANN auditory features

To obtain pretrained auditory features, we first resample the audio clips to 44.1 kHz. Then, log mel magnitude spectrograms with 64 frequency bins are extracted using a Hamming window of 1024 samples (corresponding to about 25 ms) and a hop length of 431 samples (corresponding to about 10 ms). For a recording of 10 seconds, this results in 1024 frames. Next, these spectral maps are fed to a version of the CNN10 PANN [21], pretrained for audio tagging on the large-scale AudioSet data set [7]. The 512-dimensional outputs of the last feedforward layer of this neural network are used as embedding sequences in this project. The combination of all these steps leads to a series of 64 vectors for an acoustic input that is 10 seconds long.

These auditory features have previously been employed to great success in the context of automated audio captioning, such as in [22].

In contrast to the other pretrained models mentioned in this section, the CNN10 PANN network [21] is included into the complete architecture and its parameters are allowed to update during learning.

3.2.2. OpenL3 visual features

OpenL3 [23] is an embedding model trained in a self-supervised manner to predict correspondence between auditory and visual streams. It is pretrained on the large-scale Audio Set [7].

3. EXPERIMENTAL SETUP

In this section, the setup used during all of the performed experiments is discussed. More specifically, we go into the employed data and corresponding preprocessing methods, detail hyperparameters used in the training phase and elaborate on the captioning metrics utilized for evaluation of the considered models.
To obtain pretrained visual features, still frames are first sampled from the video clips at a rate of about 6.5 fps. The images are fed into the video subnetwork of OpenL3 [23]. For a recording of 10 seconds, these steps lead to a series of 64 2048-dimensional vectors.

3.2.4. VGG16 visual features

To obtain pretrained visual features, still frames are first sampled from the video clips at a rate of about 6.5 fps. The images are fed into VGG16 [25], a convolutional network for image classification, pretrained on the ImageNet data set [26]. For a recording of 10 seconds, these steps lead to a series of 64 4096-dimensional vectors.

3.3. Data augmentation

As mentioned before, the goal of this project is to analyze the merit of including visual information in the context of automated audio captioning, and not to obtain ideal performance. Therefore, we only utilize a limited amount of data augmentation to prevent overfitting of models. More specifically, we solely employ SpecAugment [22]: Time and frequency masking algorithms are applied with maximum widths of 64 and 8 respectively to the log mel spectrograms fed as inputs to the pretrained PANN networks [21] described earlier.

4. EXPERIMENTAL RESULTS

In this section, we analyze the automated audio captioning scores listed in Section 3 obtained by the considered multi-encoder transformers using different types of auditory and visual features, as discussed in Section 2. We report metrics which are averaged over 20 training runs with independent model parameter initialization instances to improve the reliability of the results.

Table 1 contains the scores and associated standard deviations of the models incorporating different pretrained features. As mentioned in Section 2, the first encoder always takes in auditory embeddings, while the other inputs are variable. The interpolation weights used at inference time are also listed. The results are competitive with the current state of the art as catalogued in a recent survey [39].

The multi-encoder transformers with OpenL3 and TC visual features clearly do not significantly outperform the variant only employing auditory inputs. On the other hand, the systems incorporating VGG16-based embeddings do achieve better performance. In what follows, we will be diving deeper into this interesting outcome.

Firstly, it is necessary to discuss the encoder weights employed during evaluation. For the model only using auditory inputs, these do not make any real difference for obvious reasons. For the variant with OpenL3 features, the interpolation hyperparameter associated with the visual stream is set to 0, which means that the optimal choice is to ignore the knowledge encapsulated by these vectors. For the system employing the other considered pretrained vision-based embeddings, this is not the case, however, the contribution of the acoustic information still dominates as the connected mixing hyperparameter remains relatively large. This makes sense, as audio is clearly the most salient modality for the task at hand.

When it comes to the visual features, as previously noted, only the VGG16 embeddings significantly improve the performance of the models. A further visualization of the results is given in Figure 2 for CIDEr scores, clearly demonstrating the disparity in response when the interpolation weight of the auditory encoder is lowered.
Table 1. Scores of multi-encoder transformers

| Encoder inputs                | Evaluation weights (%) | BLEU-4 (%) | METEOR (%) | ROUGE-L (%) | CIDEr (%) | SPICE (%) | SPIDER (%) |
|------------------------------|------------------------|------------|------------|-------------|-----------|-----------|-----------|
| PANN auditory features       | 0.5                    | 24.45      | 22.52      | 46.35       | 65.32     | 16.41     | 40.87     |
| PANN auditory features       | 0.5 ±0.20              | 24.48      | 22.52      | 46.35       | 65.39     | 16.42     | 40.91     |
| PANN auditory features       | 1                      | 24.48      | 22.52      | 46.35       | 65.39     | 16.42     | 40.91     |
| OpenL3 visual features       | 0                      | 24.48      | ±0.052     | ±0.067      | ±0.30     | ±0.051    | ±0.10     |
| PANN auditory features       | 0.75                   | 24.48      | 22.55      | 46.40       | 65.57     | 16.48     | 41.02     |
| TC visual features           | 0.25                   | ±0.18      | ±0.056     | ±0.081      | ±0.39     | ±0.057    | ±0.14     |
| PANN auditory features       | 0.75                   | 24.78      | 22.85      | 46.85       | 66.87     | 16.91     | 41.89     |
| VGG16 visual features        | 0.25                   | ±0.15      | ±0.050     | ±0.076      | ±0.33     | ±0.055    | ±0.11     |

Fig. 2. CIDEr scores of audiovisual multi-encoder transformers

Table 2 lists a subset of results obtained by the audiovisual multi-encoder transformers when the interpolation weight of the acoustic stream is forced to 0 during inference, and only visual information can be utilized to generate captions. As expected, all models strongly underperform when comparing against the outcomes in Table 1 but again, we observe that VGG16 features perform the best.

Table 2. Vision-only scores of multi-encoder transformers

| Visual features | BLEU-4 (%) | METEOR (%) | ROUGE-L (%) | CIDEr (%) | SPICE (%) |
|----------------|-----------|------------|-------------|-----------|-----------|
| OpenL3         | 6.630     | 11.41      | 26.81       | 8.523     | 4.952     |
| TC             | 8.401     | 12.17      | 29.35       | 15.57     | 6.050     |
| VGG16          | 10.23     | 13.69      | 32.26       | 22.22     | 7.976     |

In [15], it is shown that incorporating OpenL3 and TC features into multi-encoder transformers is beneficial for sound event detection, while VGG16 embeddings provide little merit. Curiously, this is the opposite of what we find in this work on audio captioning.

This can be explained by differences with regard to the visual information captured by the pretrained vectors. For sound event detection, which requires segmentation, time-related details are important, and thus, features extracted from models built for tasks with temporal facets are suitable. In contrast, in the case of automated audio captioning, semantic details are essential and it is more appropriate to use embeddings focusing on this knowledge, such as those produced by VGG16, which was designed for object detection.

5. CONCLUSION

In this work, we investigated the impact of incorporating pretrained visual features into models for automated audio captioning. To this end, we employed multi-encoder transformer systems, which have previously been utilized to add vision-related information in the context of classification-based sound recognition tasks to great effect.

Experiments were performed using a YouTube-based audiovisual data set and a variety of pretrained visual features. Performance was measured in terms of multiple captioning metrics.

We showed that the inclusion of just one of the three examined sets of pretrained visual features led to significant performance improvements for automated audio captioning. Fascinatingly, this outcome is the direct opposite of the conclusions formulated in prior related research on audio tagging and sound event detection: For those classification-based tasks, only the incorporation of the other regarded types of vision-related embeddings proved to be useful.

This phenomenon can be explained by the difference in knowledge encapsulated by the inspected pretrained visual inputs. Features focusing on time-related aspects seem to be useful for sound event detection, which makes sense as this task involves a temporal segmentation aspect. However, in the context of automated audio captioning, these details are largely irrelevant and it is more appropriate to employ embeddings concentrating on semantic information, such as vectors extracted from models designed for object detection.

For future research, it could be wise to investigate the impact of incorporating pretrained visual features into models for other sound recognition tasks. It might also be useful to design embeddings combining the strengths of those examined in this work, i.e., create vectors encapsulating relevant temporal as well as semantic information.
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