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Abstract

The $L^p$ maximal inequalities for martingales are one of the classical results in the theory of stochastic processes. Here we establish the sharp moderate maximal inequalities for one-dimensional diffusion processes, which include the $L^p$ maximal inequalities as special cases. Moreover, we apply our theory to many specific examples, including the Ornstein-Uhlenbeck (OU) process, Brownian motion with drift, reflected Brownian motion with drift, Cox-Ingersoll-Ross process, radial OU process, and Bessel process. The results are further applied to establish the moderate maximal inequalities for some high-dimensional processes, including the complex OU process and general conformal local martingales.
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1 Introduction

The moderate and $L^p$ maximal inequalities for continuous martingales are one of the classical results in probability theory. Let $M = (M_t)_{t \geq 0}$ be a continuous local martingale with vanishing at zero. The Burkholder-Davis-Gundy (BDG) inequality [1, Chapter IV, Exercise 4.25] claims that for any moderate function $F$ (see Definition 2.1 below), there exist two constants $c_F, C_F > 0$ such that for any stopping time $\tau$ of $M$,

$$c_F \mathbb{E} F([M, M]_\tau) \leq \mathbb{E} \left[ \sup_{0 \leq t \leq \tau} F(M_t) \right] \leq C_F \mathbb{E} F([M, M]_\tau),$$

where $[M, M] = ([M, M]_t)_{t \geq 0}$ is the quadratic variation process of $M$. This type of inequalities is referred to as moderate maximal inequalities since it holds for any moderate function. Since $F(x) = x^p$ is a moderate function for any $p > 0$, there exist two constants $c_p, C_p > 0$ such that for any stopping time $\tau$ of $M$,

$$c_p \mathbb{E} [M]^{p/2}_\tau \leq \mathbb{E} \left[ \sup_{0 \leq t \leq \tau} |M_t|^p \right] \leq C_p \mathbb{E} [M]^{p/2}_\tau,$$

which gives the BDG-type $L^p$ maximal inequalities.

Over the past two decades, significant progress has been made in the $L^p$ maximal inequalities for diffusion processes [2–15] and continuous-time Markov chains [16]. In particular, Peskir [6] have...
proved the $L^1$ maximal inequalities for a wide class of one-dimensional diffusions using the Lenglart domination principle. Subsequently, the $L^1$ maximal inequalities have been generalized to the $L^p$ case for some special diffusions and special ranges of $p$ \cite{9-14}. However, thus far, very few results have been obtained about the moderate maximal inequalities for diffusions \cite{9-15}, which include the $L^p$ maximal inequalities as special cases. This is because the majority of existing results based their proof on the application of the Lenglart domination principle, which performs well in the $L^p$ case but fails in the more general moderate case. Recently, Jia and Zhao \cite{15} have established the moderate maximal inequalities for the Ornstein-Uhlenbeck (OU) process. Specifically, let $X = (X_t)_{t \geq 0}$ be an OU process solving the stochastic differential equation
\begin{equation}
  dX_t = \alpha X_t \, dt + dB_t, \quad X_0 = 0,
\end{equation}
where $\alpha > 0$. Then for any moderate function $F$, there exist two constants $c_{\alpha,F}, C_{\alpha,F} > 0$ such that for any stopping time of $X$,
\begin{equation}
  c_{\alpha,F} \mathbb{E} F\left(\log^{1/2}(1 + \alpha \tau)\right) \leq \mathbb{E} F(X^*_\tau) \leq C_{\alpha,F} \mathbb{E} F\left(\log^{1/2}(1 + \alpha \tau)\right).
\end{equation}
The aim of the present paper is to generalize the above result and establish the moderate maximal inequalities for a wide class of one-dimensional diffusions and even higher-dimensional processes. Our method is based on the “good $\lambda$ inequality” introduced by Burkholder \cite{17} and is different from the previous method based on the Lenglart domination principle. Once the moderate maximal inequalities have been developed, the $L^p$ maximal inequalities follow naturally for any $p > 0$.

The structure of this paper is organized as follows. In Section 2, we present the general theory of the moderate and $L^p$ maximal inequalities for one-dimensional diffusions. Section 3 is devoted to the proof of the main theorems. In Sections 3-6, we apply our theory to some specific examples and establish their moderate maximal inequalities; these examples include the OU process, Brownian motion with drift, reflected Brownian motion with drift, Cox-Ingersoll-Ross process, radial OU process, and Bessel process. In Sections 7 and 8, our theory is further applied to establish a novel type of maximal inequalities for some two-dimensional stochastic processes including the complex OU process, complex Brownian motion, and general conformal local martingales.

\section{Moderate maximal inequalities for diffusions}

Let $X = (X_t)_{t \geq 0}$ be a one-dimensional time-homogeneous diffusion process starting from zero, which is the (weak) solution to the stochastic differential equation (SDE)
\begin{equation}
  dX_t = b(X_t) \, dt + \sigma(X_t) \, dB_t, \quad X_0 = 0,
\end{equation}
where $b : \mathbb{R} \to \mathbb{R}$ is Borel measurable, $\sigma : \mathbb{R} \to [0, \infty)$ is locally bounded, and $B = (B_t)_{t \geq 0}$ is a standard Brownian motion defined on some filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, P)$ satisfying the usual conditions. Let $X^*$ denote the maximum process of $|X|$ defined by
\begin{equation}
  X^*_t = \sup_{0 \leq s \leq t} |X_s|.
\end{equation}
Recall that the generator of $X$ is defined by
\begin{equation}
  \mathcal{L} = b(x) \frac{d}{dx} + \frac{1}{2} \sigma^2(x) \frac{d^2}{dx^2}.
\end{equation}
Let \( R_+ = [0, \infty) \). Before stating our main results, we recall the following definition of moderate functions [1, Page 164].

**Definition 2.1.** A function \( F : R_+ \to R_+ \) is called moderate if
(a) it is a continuous increasing function vanishing at zero,
(b) there exists \( \beta > 1 \) such that
\[
\sup_{x > 0} \frac{F(\beta x)}{F(x)} < \infty.
\] (2.4)

In the above equation, we stipulate that \( 0/0 = 1 \) and \( x/0 = \infty \) for any \( x > 0 \). It is easy to see that if \( F \) is moderate, then (2.4) holds for any \( \beta \geq 1 \) [1, Page 164]. In particular, \( F(x) = x^p \) is a moderate function for any \( p > 0 \).

We next introduce the concept of controllable processes, which extends the definition given in [16, Definition 3.2].

**Definition 2.2.** The process \( X \) is called controllable if there exist constants \( \gamma, C > 0 \) and \( \beta > 1 \) such that for any \( t \geq 0 \) and \( \lambda > 0 \),
\[
\sup_{|x| = \lambda} P_x (X_t^* \geq \beta \lambda) \leq C P_0 (X_t^* \geq \gamma \lambda),
\] (2.5)
where \( P_x(\cdot) = P(\cdot | X_0 = x) \).

The following two theorems, whose proof can be found in Section 3, give the upper and lower bounds of the moderate maximal inequalities for diffusions.

**Theorem 2.3.** Let \( g : R_+ \to R_+ \) be a strictly increasing continuous function with \( g(0) = 0 \). Suppose that \( X \) is controllable and there exist constants \( p > 0 \) and \( C_p > 0 \) such that the following \( L^p \) maximal inequality holds for any \( t \geq 0 \):
\[
E(X_t^*)^p \leq C_p E(g(t))^p.
\] (2.6)

Then for any moderate function \( F \), there exists a constant \( C_F > 0 \) such that for any stopping time \( \tau \) with respect to the filtration \( \{F_t\} \),
\[
EF(X_\tau^*) \leq C_F EF(g(\tau)).
\] (2.7)

**Theorem 2.4.** Let \( g : R_+ \to R_+ \) be a strictly increasing continuous function with \( g(0) = 0 \) and let \( f : R \to R \) be a \( C^2 \) function satisfying \( Lf = 1 \) and \( f(0) = 0 \). Suppose that exists \( \beta > 1 \) such that the following condition holds:
\[
\lim_{\delta \to 0} \sup_{\lambda > 0, |x| < \delta \lambda, |y| < \delta \lambda} \frac{f(y) - f(x)}{g^{-1}(\beta \lambda) - g^{-1}(\lambda)} = 0.
\] (2.8)

Then for any moderate function \( F \), there exists a constant \( c_F > 0 \) such that for any stopping time \( \tau \) with respect to the filtration \( \{F_t\} \),
\[
EF(X_\tau^*) \geq c_F EF(g(\tau)).
\] (2.9)

Combining the above two theorems, we obtain the following corollary, which is the main result of this paper.
Corollary 2.5. Suppose that the conditions of both Theorems 2.3 and 2.4 are satisfied. Then for any moderate function $F$, there exist two constants $c_F, C_F > 0$ such that the following moderate maximal inequalities hold for any stopping time $\tau$ with respect to the filtration $\{\mathcal{F}_t\}$:

$$c_F \mathbb{E}F(g(\tau)) \leq \mathbb{E}F(X^*_\tau) \leq C_F \mathbb{E}F(g(\tau)).$$

In particular, for any $p > 0$, there exist two constants $c_p, C_p > 0$ such that the following $L^p$ maximal inequalities hold for any stopping time $\tau$ with respect to the filtration $\{\mathcal{F}_t\}$:

$$c_p \mathbb{E}(g(\tau))^p \leq \mathbb{E}(X^*_\tau)^p \leq C_p \mathbb{E}(g(\tau))^p.$$

3 Proof of the main theorems

Here we shall give the proof of Theorems 2.3 and 2.4 using the following classical results, whose proof can be found in [1, Chapter IV, Lemma 4.9].

Lemma 3.1. Let $X$ and $Y$ be two nonnegative random variables. Let $\phi: \mathbb{R}_+ \to \mathbb{R}_+$ be a function satisfying $\phi(\delta) \to 0$ as $\delta \to 0$. Suppose that there exists $\beta > 1$ such that the following good $\lambda$ inequality holds for any $\delta, \lambda > 0$:

$$\mathbb{P}(X \geq \beta\lambda, Y < \delta\lambda) \leq \phi(\delta)\mathbb{P}(X \geq \lambda).$$

Then for any moderate function $F$, there exists a positive constant $C$ depending on $F$, $\beta$, and $\phi$ such that

$$\mathbb{E}F(X) \leq C\mathbb{E}F(Y).$$

We are now in a position to prove Theorem 2.3.

Proof of Theorem 2.3 For any $x > 0$, let $\tau_x = \inf\{t \geq 0 : |X_t| \geq x\}$. Since $X$ is controllable, there exists $\beta > 1$ and $\gamma, C, \lambda > 0$ such that for any $s > 0$,

$$\sup_{|x| = \lambda} \mathbb{P}_x(X^*_s \geq \beta\lambda) \leq C\mathbb{P}_0(X^*_s \geq \gamma\lambda).$$

Then for any $\delta > 0$, it is easy to check that

$$\mathbb{P}_0(X^*_s \geq \beta\lambda, g(\tau) < \delta\lambda) \leq \mathbb{P}_0(X^*_s \tau_{\tau_x} \geq \beta\lambda, \tau > \tau_x),$$

where $s = g^{-1}(\delta\lambda)$. By the strong Markov property of $X$, we have

$$\mathbb{P}_0(X^*_s \geq \beta\lambda, g(\tau) < \delta\lambda) \leq \mathbb{E}_0[1_{\{\tau > \tau_x\}} \mathbb{P}_0(X^*_s \tau_{\tau_x} \geq \beta\lambda | \mathcal{F}_{\tau_x})]$$

$$= \mathbb{E}_0[1_{\{\tau > \tau_x\}} \mathbb{P}_{X_{\tau_x}}(X^*_s \geq \beta\lambda)]$$

$$\leq \sup_{|x| = \lambda} \mathbb{P}_x(X^*_s \geq \beta\lambda)\mathbb{P}_0(\tau > \tau_x) \leq C\mathbb{P}_0(X^*_s \geq \gamma\lambda)\mathbb{P}_0(\tau > \tau_x).$$

It then follows from Chebyshev’s inequality that

$$\mathbb{P}_0(X^*_s \geq \gamma\lambda) \leq \frac{\mathbb{E}(X^*_s)^p}{(\gamma\lambda)^p} \leq \frac{C_p(g(s))^p}{(\gamma\lambda)^p} = \frac{C_p(\delta\lambda)^p}{(\gamma\lambda)^p} = \frac{C_p\delta^p}{\gamma^p},$$

where $C_p$ is the constant in 2.6. This shows that

$$\mathbb{P}_0(X^*_s \geq \beta\lambda, g(\tau) < \delta\lambda) \leq \frac{CC_p\delta^p}{\gamma^p}\mathbb{P}_0(X^*_s \geq \lambda).$$

The desired result then follows from Lemma 3.1.
We next give the proof of Theorem 2.4.

**Proof of Theorem 2.4** For any $\delta > 0$, it is easy to check that

$$\mathbb{P}_0(g(\tau) \geq \beta \lambda, X_r^* < \delta \lambda) \leq \mathbb{P}_0(\tau \geq r, X_r^* < \delta \lambda),$$

where $r = g^{-1}(\lambda)$ and $s = g^{-1}(\beta \lambda)$. By the Markov property of $X$, we have

$$\mathbb{P}_0(g(\tau) \geq \beta \lambda, X_r^* < \delta \lambda) \leq \mathbb{E}_0[1_{\{\tau \geq r\}} \mathbb{P}_0(X_r^* < \delta \lambda|\mathcal{F}_r)]$$

$$\leq \mathbb{E}_0[1_{\{\tau \geq r\}} \mathbb{P}_X(X_r^* < \delta \lambda)]$$

$$\leq \sup_{|x| < \delta \lambda} \mathbb{P}_x(X_r^* < \delta \lambda)\mathbb{P}_0(\tau \geq r).$$

For any $x > 0$, let $\tau_x = \inf\{t \geq 0 : |X_t| \geq x\}$. Applying Itô’s formula, we obtain

$$f(X_{\tau_x \wedge t}) = f(X_0) + \int_0^{\tau_x \wedge t} \mathcal{L}f(X_s^x) \, ds + \int_0^{\tau_x \wedge t} f'(X_s)\sigma(X_s) \, dB_s.$$  

Since $f$ is $C^2$ and $\sigma$ is locally bounded, the last term in the above equation is a martingale. Taking expectation on both sides of the above equation and using the fact that $\mathcal{L}f = 1$ yield

$$\mathbb{E}_x f(X_{\tau_x \wedge t}) = f(x) + \mathbb{E}_x \tau_{\delta \lambda} \wedge t.$$  

For any $|x| < \delta \lambda$, let $t \to \infty$ in the above equation yields

$$\mathbb{E}_x \tau_{\delta \lambda} = \lim_{t \to \infty} \mathbb{E}_x f(X_{\tau_x \wedge t}) - f(x) \leq \sup_{|y| < \delta \lambda} f(y) - f(x).$$

It then follows from Chebyshev’s inequality that

$$\sup_{|x| < \delta \lambda} \mathbb{P}_x(X_r^* < \delta \lambda) = \sup_{|x| < \delta \lambda} \mathbb{P}_x(\tau_{\delta \lambda} > s - r) \leq \sup_{|x| < \delta \lambda} \frac{\mathbb{E}_x \tau_{\delta \lambda}}{s - r}$$

$$\leq \sup_{\lambda > 0} \frac{f(y) - f(x)}{g^{-1}(\beta \lambda) - g^{-1}(\lambda)} := \phi(\delta).$$

Thus we have

$$\mathbb{P}_0(g(\tau) \geq 2 \lambda, X_r^* < \delta \lambda) \leq \phi(\delta)\mathbb{P}_0(g(\tau) \geq \lambda).$$

The desired result then follows from the condition (2.8) and Lemma 3.1. □

**Remark 3.2.** Actually, the condition (2.8) can be weakened for some specific processes. First, from the proof of Theorem 2.4 if $X$ is a nonnegative process, then the condition (2.8) can be weakened as

$$\lim_{\delta \to 0} \sup_{\lambda > 0, 0 \leq x, y < \delta \lambda} \frac{f(y) - f(x)}{g^{-1}(\beta \lambda) - g^{-1}(\lambda)} = 0.$$  

In addition, if $X$ is regular, i.e. $\mathbb{P}_x(T_y < \infty) > 0$ for any $x, y \in \mathbb{R}$, where $T_y := \inf\{t > 0 : X_t = y\}$ is the hitting time of $y$ [Page 300], then we have $\mathbb{E}_x \tau_{\delta \lambda} < \infty$ [Chapter VII, Proposition 3.1]. From the proof of Theorem 2.4, the condition (2.8) can be weakened as

$$\lim_{\delta \to 0} \sup_{\lambda > 0, |x| < \delta \lambda} \frac{f(\delta \lambda) \vee f(-\delta \lambda) - f(x)}{g^{-1}(\beta \lambda) - g^{-1}(\lambda)} = 0.$$  

Finally, if the function $f$ in Theorem 2.4 is increasing on $[0, \infty)$ and decreasing on $(-\infty, 0]$, then the condition (2.8) can be weakened as

$$\lim_{\delta \to 0} \sup_{\lambda > 0} \frac{f(\delta \lambda) \vee f(-\delta \lambda)}{g^{-1}(\beta \lambda) - g^{-1}(\lambda)} = 0.$$
4 Ornstein-Uhlenbeck processes

The Ornstein-Uhlenbeck (OU) process is one of the most important kinetic models in statistical mechanics \cite{18, 19}. Let $X = (X_t)_{t \geq 0}$ be a one-dimensional OU process starting from zero, which is the unique solution to the SDE

$$dX_t = -\alpha X_t \, dt + dB_t, \quad X_0 = 0, \quad (4.10)$$

where $\alpha > 0$. The moderate maximal inequalities for OU processes have been studied in \cite{15}. Here we revisit the moderate maximal inequalities for OU processes using the results of the present paper.

**Theorem 4.1.** Let $X = (X_t)_{t \geq 0}$ be the OU process solving (4.10). Then for any moderate function $F$, there exist two constants $c_{\alpha,F}, C_{\alpha,F} > 0$ such that for any stopping time of the filtration $\{F_t\}$,

$$c_{\alpha,F} E_F \left( \log \frac{1}{2} \left( 1 + \alpha \tau \right) \right) \leq E_F (X^*_\tau) \leq C_{\alpha,F} E_F \left( \log \frac{1}{2} \left( 1 + \alpha \tau \right) \right). \quad (4.11)$$

**Proof.** For any $x \in \mathbb{R}$, let $X^x$ be the solution to the SDE

$$dX^x_t = -\alpha X^x_t \, dt + dB_t, \quad X^x_0 = x.$$

Recall that the following $L^1$ maximal inequalities for $X$ have been established \cite[Theorem 2.5]{8}:

$$E_X (X^*_t) \leq C E \log \frac{1}{2} (1 + \alpha t), \quad t \geq 0.$$

Then it is easy to check that $X^x_t = xe^{-\alpha t} + X^0_0$ for any $t \geq 0$. Hence for any $t \geq 0$ and $\lambda > 0$, we have

$$\sup_{|x|=\lambda} \mathbb{P}_x (X^*_t \geq 2\lambda) \leq \mathbb{P}_0 (X^*_t \geq \lambda),$$

which means that $X$ is controllable. The upper bound of (4.11) then follows for Theorem 2.3.

On the other hand, let $f : \mathbb{R} \to \mathbb{R}$ and $g : \mathbb{R}_+ \to \mathbb{R}_+$ be the functions defined as

$$f(x) = 2 \int_0^x e^{\alpha u^2} \, du \int_0^{\alpha u} e^{-\alpha v^2} \, dv, \quad g(x) = \log \frac{1}{2} (1 + \alpha x).$$

Then $f$ is the unique solution to the initial value problem of the ordinary differential equation (ODE)

$$\mathcal{L} f = 1, \quad f(0) = f'(0) = 0,$$

where $\mathcal{L}$ is the generator of $X$. To proceed, note that

$$f(x) \leq 2 \int_0^x u e^{\alpha u^2} \, du = \frac{1}{\alpha} (e^{\alpha x^2} - 1) = g^{-1}(\alpha x).$$

Moreover, it is not difficult to check that $g^{-1}(\alpha x) \geq \alpha^2 g^{-1}(x)$ for any $x \geq 0$ and $\alpha > 1$. Since $f$ is an even function, we finally obtain

$$\sup_{\lambda>0} \frac{f(\delta \lambda) + f(-\delta \lambda)}{g^{-1}(2\lambda) - g^{-1}(\lambda)} \leq \sup_{\lambda>0} \frac{f(\delta \lambda)}{g^{-1}(\lambda)} \leq \sup_{\lambda>0} \frac{g^{-1}(\sqrt{\alpha \delta \lambda})}{g^{-1}(\lambda)} \leq \alpha \delta^2,$$

which tends to zero as $\delta \to 0$. Note that $f$ is increasing on $[0, \infty)$ and decreasing on $(-\infty, 0]$. The lower bound of (4.11) then follows for Theorem 2.4 and Remark 3.2. \hfill \Box
5 Brownian motions with drift and reflected Brownian motions with drift

Next we apply our main theorems to Brownian motions with drift and reflected Brownian motions with drift. Let \( V_t = B_t - \mu t \) be a Brownian motion with drift \(-\mu\) starting from zero, where \( \mu > 0 \). The definition of a reflected Brownian motion with drift is given as follows \([20]\).

**Definition 5.1.** For any \( \mu > 0 \), let \( \beta = (\beta_t)_{t \geq 0} \) be the unique solution to the SDE

\[
d\beta_t = -\mu \text{sign}(\beta_t) dt + dB_t, \quad \beta_0 = 0.
\]

Then \( X_t = |\beta_t| \) is a realization of a reflected Brownian motion with drift \(-\mu\) starting from zero.

Note that in \([6]\), only the upper bound of the \( L^1 \) maximal inequalities for \( V \) is obtained. In \([11]\), the lower bound of the \( L^p \) maximal inequalities for \( V \) is obtained, but the control function in the lower bound is different from that in the upper bound and thus is not sharp. Moreover, in \([6, 11]\), the \( L^p \) maximal inequalities for \( X \) are only obtained for \( 0 < p < 2 \). The following theorem gives the sharp moderate maximal inequalities for (reflected) Brownian motions with drift, which imply that the \( L^p \) maximal inequalities hold for all \( p > 0 \).

**Theorem 5.2.** Let \( V = (V_t)_{t \geq 0} \) be a Brownian motion with drift \(-\mu\) starting from zero and let \( X = (X_t)_{t \geq 0} \) be a reflected Brownian motion with drift \(-\mu\) starting from zero, where \( \mu > 0 \). Then for any moderate function \( F \), there exist two constants \( c_{\mu,F}, C_{\mu,F} > 0 \) such that for any \( \tau \) of the filtration \( \{\mathcal{F}_t\} \),

\[
c_{\mu,F} \mathbb{E} F(\log(\mu \sqrt{\tau} + 1)) \leq \mathbb{E} F(V^*_\tau) \leq C_{\mu,F} \mathbb{E} F(\log(\mu \sqrt{\tau} + 1)),
\]

\[
c_{\mu,F} \mathbb{E} F(\log(\mu \sqrt{\tau} + 1)) \leq \mathbb{E} F(X^*_\tau) \leq C_{\mu,F} \mathbb{E} F(\log(\mu \sqrt{\tau} + 1)).
\]

**Proof.** We first focus on the moderate maximal inequalities for \( V \). Recall that the following \( L^1 \) maximal inequality for \( V \) has been established \([6, Equation (2.47)]\):

\[
\mathbb{E} V^*_t \leq C_{\mu} g_\mu(t), \quad t \geq 0.
\]

To proceed, let \( V^x_t = B_t + \mu t + x = V_t + x \) be a Brownian motion with drift starting from \( x \in \mathbb{R} \). For any \( t \geq 0 \) and \( \lambda > 0 \), we have

\[
\sup_{|x|=\lambda} \mathbb{P}_t(V^x_t \geq 2\lambda) \leq \mathbb{P}_0(V^x_t \geq \lambda),
\]

which shows that \( V \) is controllable. Let \( f_\mu : \mathbb{R} \rightarrow \mathbb{R}_+ \) be the function defined as

\[
f_\mu(x) = \frac{e^{2\mu x} - 2\mu x - 1}{2\mu^2},
\]

and let \( g_\mu : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) denote the inverse of \( f_\mu \) for \( x \geq 0 \). It is easy to check that for any \( x \geq 0 \),

\[
\frac{1}{\mu^2} \left(e^{2\mu x} - 2e^{\mu x/2} + 1\right) \leq f_\mu(x) \leq \frac{1}{\mu^2} (e^{4\mu x} - 2e^{\mu x} + 1).
\]

This indicates that

\[
\frac{1}{2\mu} \log(\mu \sqrt{x} + 1) \leq g_\mu(x) \leq \frac{2}{\mu} \log(\mu \sqrt{x} + 1).
\]
The upper bound then follows from Theorem 2.3 and the inequality (5.15). On the other hand, it is easy to check $f_\mu$ is the unique solution to the initial value problem of the ODE
\[ \mathcal{L} f = 1, \quad f(0) = f'(0) = 0, \]
where $\mathcal{L}$ is the generator of $V$, and has the following integral representation:
\[ f_\mu(x) = \int_0^x h_\mu(u) du, \]
where $h_\mu(u) = 2e^{2\mu u} \int_0^u e^{-\mu v} dv$ is an strictly increasing function for $u \geq 0$. Hence for any $\lambda > 0$, we have
\[ f_\mu(2\lambda) - f_\mu(\lambda) = \int_\lambda^{2\lambda} h_\mu(u) du > \int_0^\lambda h_\mu(u) du = f_\mu(\lambda) \]
and for any $0 < \delta < 1$,
\[ f_\mu(\delta \lambda) = \int_0^{\delta \lambda} h_\mu(u) du = \delta \int_0^\lambda h_\mu(\delta u) du < \delta f_\mu(\lambda). \]
Moreover, it is easy to check that $f_\mu(x) > f_\mu(-x)$ for any $x > 0$. Thus we finally obtain
\[ \sup_{\lambda > 0} \frac{f_\mu(\delta \lambda) \lor f_\mu(-\delta \lambda)}{f_\mu(2\lambda) - f_\mu(\lambda)} \leq \sup_{\lambda > 0} \frac{f_\mu(\delta \lambda)}{f_\mu(\lambda)} \leq \delta, \quad (5.16) \]
which tends to zero as $\delta \to 0$. Note that $f_\mu$ is increasing on $[0, \infty)$ and decreasing on $(-\infty, 0]$. The lower bound then follows from Theorem 2.4, Remark 3.2, and the inequality (5.15).

We next focus on the moderate maximal inequalities for $X$. Recall that the following $L^1$ maximal inequality for $X$ has been established \cite[Theorem 2.1]{21}:
\[ \mathbb{E} X^*_t \leq C_\mu g_\mu(t), \quad t \geq 0. \]
Next we will prove that for any $t \geq 0$ and $\lambda > 0$,
\[ \mathbb{P}_\lambda(\beta^*_t \geq 2\lambda) \leq 2\mathbb{P}_0(\beta^*_t \geq \lambda). \quad (5.17) \]
For any $x > 0$, let $\tau_x = \inf\{ t \geq 0 : |\beta_t| \geq x \}$ and $\eta = \inf\{ t \geq 0 : \beta_t = 0 \}$. It is easy to see that
\[ \mathbb{P}_\lambda(\beta^*_t \geq 2\lambda) = \mathbb{P}_\lambda(\tau_{2\lambda} \leq t) = \mathbb{P}_\lambda(\tau_{2\lambda} \leq t, \tau_{2\lambda} \geq \eta) + \mathbb{P}_\lambda(\tau_{2\lambda} \leq t, \tau_{2\lambda} < \eta) : = I + II. \]
By the strong Markov property of $\beta$, we have
\[ I = \mathbb{P}_\lambda(\tau_{2\lambda} \leq t, \tau_{2\lambda} \geq \eta) \]
\[ = \mathbb{E}_\lambda \left[ I_{\{\tau_{2\lambda} \geq \eta\}} \mathbb{E}_\lambda (I_{\{\eta \leq \tau_{2\lambda} \leq t\}} | \mathcal{F}_\eta) \right] \]
\[ \leq \mathbb{E}_\lambda \left[ I_{\{\tau_{2\lambda} \geq \eta\}} \mathbb{E}_0 (\tau_{2\lambda} \leq t) \right] \leq \mathbb{E}_0 (\tau_{2\lambda} \leq t) \leq \mathbb{P}_0 (\beta^*_t \geq \lambda). \quad (5.18) \]
To proceed, let $Y^\lambda_t = \beta_t + \lambda$ for any $t \geq 0$. Then $Y^\lambda = (Y^\lambda_t)_{t \geq 0}$ is the solution to the SDE
\[ dY^\lambda_t = -\mu \text{sign}(Y^\lambda_t - \lambda) dt + dB_t, \quad Y^\lambda_0 = \lambda. \]
Moreover, let $\beta^\lambda = (\beta^\lambda_t)_{t \geq 0}$ be the solution to the SDE
\[ d\beta^\lambda_t = -\mu \text{sign}(\beta^\lambda_t - \lambda) dt + dB_t, \quad \beta^\lambda_0 = \lambda. \]
It then follows from the comparison theorem that $\beta_t^\lambda \leq Y_t^\lambda$ for any $t \geq 0$ (with probability one). Note that here we did not use the classical version of the comparison theorem, which requires that at least one of the drift terms of $\beta^\lambda$ and $Y^\lambda$ satisfies the Lipschitz condition [1, Chapter IX, Theorem 3.7]. Rather here we use the version stated in [22, Chapter VI, Theorem 1.1]. Specifically, let $b_1, b_2 : \mathbb{R} \to \mathbb{R}$ be two continuous functions defined as

$$
b_1(x) = \begin{cases} 
\mu, & x \leq 0, \\
\mu(1 - 4x/\lambda), & 0 < x < \lambda/2, \\
-\mu, & x \geq \lambda/2,
\end{cases}$$

and $b_2(x) = b_1(x - \lambda/2)$. For any $x \in \mathbb{R}$, it is easy to see that $b_1(x) \leq b_2(x)$, $-\mu \text{ sign}(x) \leq b_1(x)$, $-\mu \text{ sign}(x) \geq b_2(x)$.

Moreover, since the drift and diffusion terms of both $\beta^\lambda$ and $Y^\lambda$ are bounded and the diffusion terms of both processes are constants, it follows from the Nakao-Le Gall uniqueness theorem [23, Chapter V, Theorem 41.1] that both processes are pathwise unique. Then the comparison theorem [22, Chapter VI, Theorem 1.1] indicates that $\beta_t^\lambda \leq Y_t^\lambda$ for any $t \geq 0$. For any $x > 0$, let $\gamma_x = \inf\{t \geq 0 : Y_t^\lambda \geq x\}$ and let $\sigma_x = \inf\{t \geq 0 : \beta_t^\lambda \geq x\}$. Then we have

$$
\Pi = P_\lambda(\tau_{2\lambda} \leq t, \tau_{2\lambda} < \eta) = P_0(\sigma_{2\lambda} \leq t) \leq P_0(\gamma_{2\lambda} \leq t) \leq P_0(\beta_t^\lambda \geq \lambda).
$$

(5.19)

Combining (5.18) and (5.19), we obtain (5.17). Similarly, we can prove that

$$
P_{-\lambda}(\beta_t^\lambda \geq 2\lambda) \leq 2P_0(\beta_t^\lambda \geq \lambda).
$$

This equation, together with (5.17), shows that $\beta$ is controllable. The upper bound of (5.13) then follows from Theorem 2.3 and (5.15). On the other hand, let $\tilde{f} : \mathbb{R} \to \mathbb{R}$ be the function defined as

$$
\tilde{f}_\mu(x) = \frac{e^{2\mu |x|} - 2\mu |x| - 1}{2\mu^2}.
$$

It is straightforward to check that $\tilde{f}_\mu \in C^2(\mathbb{R})$ and

$$
\mathcal{L}_\mu \tilde{f}_\mu = 1, \quad \tilde{f}_\mu(0) = \tilde{f}_\mu'(0) = 0,
$$

where $\mathcal{L}_\mu$ is the generator of $\beta$. Since $\tilde{f}_\mu(x) = f_\mu(|x|)$ for any $x \in \mathbb{R}$, it follows from (5.16) that

$$
\lim_{\delta \downarrow 0} \sup_{\lambda > 0} \frac{\tilde{f}_\mu(\delta\lambda) \vee \tilde{f}_\mu(-\delta\lambda)}{\tilde{f}_\mu(2\lambda) - \tilde{f}_\mu(\lambda)} = 0.
$$

Applying Theorem 2.4 and Remark 3.2 to $\beta$ and noting that the maximal processes of $\beta$ and $X$ are the same give the lower bound of (5.13).

6 Cox-Ingersoll-Ross processes, radial Ornstein-Uhlenbeck processes, and Bessel processes

In mathematical finance, the Cox-Ingersoll-Ross (CIR) model is widely applied to describe the evolution of interest rates [24]. We first recall the following definition [10, 25].
Definition 6.1. For any \( a \geq 0, b \in \mathbb{R}, \) and \( c > 0, \) the unique solution \( C = (C_t)_{t \geq 0} \) to the SDE
\[
dC_t = (a + bC_t) \, dt + c \sqrt{|C_t|} \, dB_t, \quad C_0 = x \geq 0,
\]
is called the CIR process starting from \( x \) and is denoted by \( \text{CIR}(a, b, c, x). \)

The comparison theorem ensures that \( C_t \geq 0 \) for any \( t \geq 0 \) \([25]\). When \( a = 0 \) and \( x = 0, \) the solution to (6.20) is the constant process \( C = 0. \) In this case, the maximal inequalities for \( C \) is trivial and thus we assume \( a > 0 \) in the following. In the special case of \( a = \alpha > 0, b = 0, \) and \( c = 2, \) the CIR process reduces to a squared Bessel process, which is defined below \([1, \text{Chapter XI, Definition 1.1}]\).

Definition 6.2. For any \( \alpha > 0, \) the unique solution to the SDE
\[
dY_t^\alpha = \alpha \, dt + 2 \sqrt{Y_t^\alpha} \, dB_t, \quad Y_0^\alpha = x \geq 0,
\]
is called a squared Bessel process starting from \( x \) and is denoted by \( \text{BESQ}(\alpha, x). \)

We first study the moderate maximal inequalities for squared Bessel processes.

Theorem 6.3. Let \( Y^\alpha = (Y_t^\alpha)_{t \geq 0} \) be a \( \text{BESQ}(\alpha, 0). \) Then for any moderate function \( F, \) there exist two constants \( c_{\alpha,F}, C_{\alpha,F} > 0 \) such that for any stopping time \( \tau \) with respect to the filtration \( \{ \mathcal{F}_t \}, \)
\[
c_{\alpha,F} E F(\tau) \leq E F(Y_{\tau^*}^{\alpha,F}) \leq C_{\alpha,F} E F(\tau).
\]

**Proof.** We first prove that there exist constants \( C, \gamma > 0, \) such that for any \( t \geq 0 \) and \( \lambda > 0, \)
\[
\mathbb{P}_\lambda(Y_t^{\alpha,F} \geq 4\lambda) \leq C \mathbb{P}_0(Y_t^{\alpha,F} \geq \gamma \lambda).
\]

To the end, we consider the following three cases.

The first case occurs when \( \alpha = N \) is a positive integer. Recall that a squared Bessel process of dimension \( N \) is the same in law as the square of the Euclidean norm of an \( N \)-dimensional Brownian motion \([1, \text{Page 439}]\). Specifically, let \( W_t = (W_{1,t}, W_{2,t}, \ldots, W_{N,t}) \) be a \( N \)-dimensional standard Brownian motion. Then the process \( Y_t^N := \sum_{i=1}^N W_{i,t}^2 \) with \( \sum_{i=1}^N W_{i,0}^2 = \lambda \) (e.g., with \( W_{1,0} = \sqrt{\lambda} \) and \( W_{2,0} = \cdots = W_{N,0} = 0 \) is a \( \text{BESQ}(N, \lambda). \) Hence
\[
\mathbb{P}_\lambda\left(Y_t^{N,F} \geq 4\lambda\right) = \mathbb{P}_{(\sqrt{\lambda},0,\ldots,0)}\left(\sup_{0 \leq s \leq t} \sum_{i=1}^N W_{i,s}^2 \geq 4\lambda\right)
= \mathbb{P}_{(\sqrt{\lambda},0,\ldots,0)}\left(\sup_{0 \leq s \leq t} \sum_{i=1}^N (W_{i,s} - W_{i,0} + W_{i,0})^2 \geq 4\lambda\right)
\leq \mathbb{P}_{(\sqrt{\lambda},0,\ldots,0)}\left(\sup_{0 \leq s \leq t} \sum_{i=1}^N (W_{i,s} - W_{i,0})^2 \geq \lambda\right) = \mathbb{P}_0\left(Y_t^{N,F} \geq \lambda\right).
\]

The second case occurs when \( \alpha > 1 \) and \( \alpha \) is not an integer. Let \( [\alpha] \) denote the smallest integer
larger than $\alpha$. By the comparison theorem and case 1, we have
\[
\mathbb{P}_\lambda \left( Y_{t,*}^\alpha \geq 4\lambda \right) \leq \mathbb{P}_\lambda \left( Y_{t}^{[\alpha],*} \geq 4\lambda \right) \leq \mathbb{P}_0 \left( Y_{t}^{[\alpha],*} \geq \lambda \right)
\]
\[
= \mathbb{P}_{(0,\ldots,0)} \left( \sup_{0 \leq s \leq t} \sum_{i=1}^{[\alpha]} W_{i,s}^2 \geq \lambda \right)
\]
\[
\leq \mathbb{P}_{(0,\ldots,0)} \left( \sup_{0 \leq s \leq t} \sum_{i=1}^{[\alpha]-1} W_{i,s}^2 \geq \frac{1}{2}\lambda \text{ or } \sup_{0 \leq s \leq t} W_{[\alpha],s}^2 \geq \frac{1}{2}\lambda \right)
\]
\[
\leq 2\mathbb{P}_{(0,\ldots,0)} \left( \sup_{0 \leq s \leq t} \sum_{i=1}^{[\alpha]-1} W_{i,s}^2 \geq \frac{1}{2}\lambda \right)
\]
\[
= 2\mathbb{P}_0 \left( Y_{t}^{[\alpha]-1,*} \geq \frac{1}{2}\lambda \right) \leq 2\mathbb{P}_0 \left( Y_{t}^{\alpha,*} \geq \frac{1}{2}\lambda \right).
\]

The third case occurs when $0 < \alpha < 1$. We will next prove by induction that for any $k \geq 1$,
\[
\mathbb{P}_\lambda \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq 4\lambda \right) \leq 2^k \mathbb{P}_0 \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq \frac{1}{2^k}\lambda \right).
\]

To this end, we recall the following additive property for squared Bessel Processes [1, Chapter XI, Theorem 1.2]: for any $x, x' \geq 0$ and $\alpha, \alpha' > 0$, if $Y^\alpha \sim \text{BESQ}(\alpha, x)$ and $Y^\alpha' \sim \text{BESQ}(\alpha', x')$ are independent, then we have $Y^\alpha + Y^\alpha' \sim \text{BESQ}(\alpha + \alpha', x + x')$. Hence by the comparison theorem and case 1, we obtain
\[
\mathbb{P}_\lambda \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq 4\lambda \right) \leq \mathbb{P}_\lambda \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq 4\lambda \right) \leq \mathbb{P}_0 \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq \lambda \right)
\]
\[
= \mathbb{P}_0 \left( (Y_{t,\frac{k}{k+1}} + \tilde{Y}_{t,\frac{k}{k+1}})^* \geq \lambda \right)
\]
\[
\leq 2\mathbb{P}_0 \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq \frac{1}{2}\lambda \right),
\]
where $\tilde{Y}_{t,\frac{k}{k+1}}$ is an independent copy of $Y_{t,\frac{k}{k+1}}$. Suppose that (6.23) holds for some $k \geq 1$. Then
\[
\mathbb{P}_\lambda \left( Y_{t,\frac{k}{k+1}+1,*,*}^\lambda \geq 4\lambda \right) \leq \mathbb{P}_\lambda \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq 4\lambda \right) \leq 2^k \mathbb{P}_0 \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq \frac{1}{2^k}\lambda \right)
\]
\[
= 2^k \mathbb{P}_0 \left( (Y_{t,\frac{k}{k+1}} + \tilde{Y}_{t,\frac{k}{k+1}})^* \geq \frac{1}{2^k}\lambda \right)
\]
\[
\leq 2^{k+1} \mathbb{P}_0 \left( Y_{t,\frac{k}{k+1}+1,*}^\lambda \geq \frac{1}{2^{k+1}}\lambda \right),
\]
where $\tilde{Y}_{t,\frac{k}{k+1}+1}$ is an independent copy of $Y_{t,\frac{k}{k+1}+1}$. Hence by induction, (6.23) holds for any $k \geq 1$. Finally, for any $\alpha > 0$, there exists $k \geq 1$ such that $\alpha \in (1/2^{k+1}, 1/2^k]$. It then follows from the comparison theorem and (6.23) that
\[
\mathbb{P}_\lambda \left( Y_{t,*}^\alpha \geq 4\lambda \right) \leq \mathbb{P}_\lambda \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq 4\lambda \right) \leq 2^k \mathbb{P}_0 \left( Y_{t,\frac{k}{k+1},*}^\lambda \geq \frac{1}{2^k}\lambda \right)
\]
\[
\leq \frac{1}{2^{k+1}} \mathbb{P}_0 \left( Y_{t,\frac{k}{k+1}+1,*}^\lambda \geq \frac{1}{2^{k+1}}\lambda \right) \leq \frac{1}{2^{k+1}} \mathbb{P}_0 \left( Y_{t,*}^{\alpha,*} \geq \frac{1}{2^{k+1}}\lambda \right).
\]

To summarize, for any $\alpha > 0$, we have proved that
\[
\mathbb{P}_\lambda \left( Y_{t,*}^\alpha \geq 4\lambda \right) \leq 2^{\left\lceil \frac{1}{\alpha} \right\rceil} \mathbb{P}_0 \left( Y_{t,*}^{\alpha,*} \geq 2^{-\left\lceil \frac{1}{\alpha} \right\rceil}\lambda \right),
\]
(6.24)
which shows that $Y^\alpha$ is controllable. Moreover, recall that for any $0 < p < 1$, the following $L^p$ maximal inequality for $Y^\alpha$ has been established [10, Equation (3.16)]

$$
\mathbb{E}(Y_t^{\alpha,*})^p \leq C^{\alpha} \frac{2-p}{1-p} t^p, \quad t \geq 0.
$$

(6.25)

The upper bound of (6.21) then follows from Theorem 2.3.

We next prove the lower bound. Let $f_\alpha(x) = x/\alpha$ for any $x \in \mathbb{R}$. It is easy to check that

$$
\mathcal{L} f_\alpha = 1, \quad f_\alpha(0) = 0, \quad f_\alpha'(0) = \frac{1}{\alpha}.
$$

where $\mathcal{L}$ is the generator of $Y^\alpha$. Note that

$$
\lim_{\delta \downarrow 0} \sup_{\lambda > 0} f_\alpha(\delta \lambda) 2 \lambda - \lambda = 0.
$$

The lower bound then follows from Theorem 2.4 and Remark 3.2.

**Remark 6.4.** In [10, Theorem 3.1], the authors have established the $L^p$ maximal inequalities for $Y^\alpha$ for any $p > 0$. However, their proof when $p \geq 1$ is questionable, because they mistakenly regarded the random time $T \mathbb{1}_{\{T > S\}}$ as a stopping time, when $S$ and $T$ are two stopping times with $S \leq T$ (see the last paragraph in page 119 of [10]).

We then apply the above theorem to Bessel processes [1, Chapter XI, Definition 1.9].

**Definition 6.5.** For any $\alpha > 0$ and $x \geq 0$, the square root of the process $\text{BESQ}(\alpha, x^2)$ is called a Bessel process of dimension $\alpha$ starting from $x$ and is denoted by $\text{BES}(\alpha, x)$.

Bessel processes may or may not be diffusions [25]. A Bessel process of dimension $\alpha > 1$ starting from $x > 0$ is a submartingale and the solution to the SDE

$$
dU_t^\alpha = \frac{\alpha-1}{2U_t^{\alpha}} dt + dB_t, \quad U_0^\alpha = x.
$$

(6.26)

A Bessel process of dimension $\alpha = 1$ can be realized by a reflected Brownian motion, which is a submartingale but is not a diffusion in the sense of [23]. A Bessel process of dimension $0 < \alpha < 1$ is not even a semimartingale and thus is not a diffusion. Please refer to [3, 25] for details.

Note that in [23], the $L^p$ maximal inequalities for $U^\alpha$ are obtained for $\alpha \geq 1$ and $p > 0$. Moreover, in [11], the $L^p$ maximal inequalities for $U^\alpha$ are obtained for $\alpha > 0$ and $0 < p < 2$. The following theorem gives the sharp moderate maximal inequalities for Bessel processes, which imply that the $L^p$ maximal inequalities hold for all $\alpha > 0$ and $p > 0$.

**Corollary 6.6.** Let $U^\alpha = (U_t^\alpha)_{t \geq 0}$ be a $\text{BES}(\alpha, 0)$. Then for any moderate function $F$, there exist two constants $c_{a,F}, C_{a,F} > 0$ such that for stopping time $\tau$ of the filtration $\{\mathcal{F}_t\}$,

$$
c_{a,F} \mathbb{E}F(\sqrt{\tau}) \leq \mathbb{E}F(U^{\alpha,*}_\tau) \leq C_{a,F} \mathbb{E}F(\sqrt{\tau}).
$$

(6.27)

**Proof.** Let $f(x) := F(\sqrt{x})$ for any $x \geq 0$. Since $F$ is a moderate function, it is easy to check that $f$ is also a moderate function. The desired result then follows from Theorem 6.3.

The following theorem gives the moderate maximal inequalities for CIR process with $b < 0$. 

Theorem 6.7. Let $C = (C_t)_{t \geq 0}$ be a CIR$(a, b, c, 0)$ with $a, c > 0$ and $b < 0$. Then for any moderate function $F$, there exist two constants $c_F, C_F > 0$ depending on $a, b,$ and $c$ such that for any stopping time $\tau$ with respect to the filtration $\{\mathcal{F}_t\}$,

$$c_F \mathbb{E} F \left( \log \left( 1 - \frac{2ab}{c^2} \tau \right) \right) \leq \mathbb{E} F(C_\tau^*) \leq C_F \mathbb{E} F \left( \log \left( 1 - \frac{2ab}{c^2} \tau \right) \right).$$

**Proof.** We first consider the upper bound. From [25, Equation (4)], any CIR process $C \sim \text{CIR}(a, b, c, x)$ can be represented by

$$C_t = e^{bt} Y^{\alpha}_{\frac{4b}{c^2}(1 - e^{-bt})},$$

(6.28)

where $Y^\alpha$ is a BESQ($\alpha, x$) with $\alpha = 4a/c^2$. We first prove that there exist constants $C, \gamma > 0$, such that for any $t \geq 0$ and $\lambda > 0$,

$$\mathbb{P}_\lambda(C_t^* \geq 4\lambda) \leq C \mathbb{P}_0(C_t^* \geq \gamma \lambda).$$

(6.29)

The proof of (6.29) is similar to that of (6.22) with some modifications. To prove the above inequality, we consider the following three cases.

The first case occurs when $\alpha = N$ is a positive integer. Let $\rho(t) = \frac{e^{bt}}{0b}(1 - e^{-bt})$ for any $t \geq 0$ and let $W_t = (W_{1,t}, W_{2,t}, \ldots, W_{N,t})$ be a $N$-dimensional standard Brownian motion. Since $b < 0$, we have

$$\mathbb{P}_\lambda(C_t^* \geq 4\lambda) = \mathbb{P}_\lambda \left( \sup_{0 \leq s \leq t} \left( e^{bs} Y^{\alpha}_{\rho(s)} \right) \geq 4\lambda \right)
= \mathbb{P}_\lambda \left( \sup_{0 \leq s \leq t} \left( e^{bs} \sum_{i=1}^{N} W_{i,\rho(s)}^2 \right) \geq 4\lambda \right)
= \mathbb{P}_\lambda \left( \sup_{0 \leq s \leq t} \left( e^{bs} \sum_{i=1}^{N} \left( W_{i,\rho(s)} - W_{i,0} + W_{i,0} \right)^2 \right) \geq 4\lambda \right)
\leq \mathbb{P}_\lambda \left( \sup_{0 \leq s \leq t} \left( e^{bs} \sum_{i=1}^{N} (W_{i,\rho(s)} - W_{i,0})^2 \right) \geq \lambda \right) = \mathbb{P}_0 \left( (C_t^*) \geq \lambda \right).$$

The second case occurs when $\alpha > 1$ and $\alpha$ is not an integer. Let $[\alpha]$ denote the smallest integer larger than $\alpha$. By the comparison theorem and case 1, we have

$$\mathbb{P}_\lambda \left( (C_t^*) \geq 4\lambda \right) \leq \mathbb{P}_\lambda \left( \sup_{0 \leq s \leq t} \left( e^{bs} Y^{[\alpha]}_{\rho(s)} \right) \geq 4\lambda \right) \leq \mathbb{P}_0 \left( \sup_{0 \leq s \leq t} \left( e^{bs} Y^{[\alpha]}_{\rho(s)} \right) \geq \lambda \right)
= \mathbb{P}_0 \left( \sup_{0 \leq s \leq t} \left( e^{bs} \sum_{i=1}^{[\alpha]} W_{i,\rho(s)}^2 \right) \geq \lambda \right)
\leq 2\mathbb{P}_0 \left( \sup_{0 \leq s \leq t} \left( e^{bs} \sum_{i=1}^{[\alpha]-1} W_{i,\rho(s)}^2 \right) \geq \frac{1}{2} \lambda \right) \leq \mathbb{P}_0 \left( (C_t^*) \geq \frac{1}{2} \lambda \right) = 2\mathbb{P}_0 \left( (C_t^*) \geq \lambda \right) = 2\mathbb{P}_0 \left( (C_t^*) \geq \frac{1}{2} \lambda \right).$$
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The third case occurs when $0 < \alpha < 1$. From the additive property for squared Bessel Processes and the representation (6.28), it is easy to obtain the following additive property for CIR processes: for any $a, a' > 0$ and $x, x' \geq 0$, if $C \sim \text{CIR}(a, b, c, x)$ and $C' \sim \text{CIR}(a', b, c, x')$ are independent, then we have $C + C' \sim \text{CIR}(a + a', b, c, x + x')$. Then the proof of (6.29) in the third case is the same as the proof of (6.22) in the third case.

To summarize, we have proved (6.29), which shows that $C$ is controllable. We shall next establish the $L^p$ maximal inequality of $C$ for $0 < p < 1$ following the classical method of the Lenglart domination principle [6, Lemma 2.1]. Let $f : \mathbb{R}_+ \to \mathbb{R}_+$ be the function defined as

$$f(x) = \frac{2}{c^2} \int_0^x t^{-\frac{ab}{2}} e^{-\frac{ab}{2}t} dt \int_0^t s^{-\frac{ab}{2}} e^{\frac{ab}{2}s} ds.$$  

Complex but straightforward calculations show that $f \in C^2(\mathbb{R}_+)$ and

$$Lf = 1, \quad f(0) = 0, \quad f'(0) = \frac{1}{a},$$

where $L$ is the generator of $C$. It then follows from Itô’s formula that

$$\mathbb{E}f(X_\tau) = \mathbb{E}\tau$$  

(6.30)

for any bounding stopping time $\tau$ of the filtration $\{\mathcal{F}_t\}$. For any $x \geq 0$, we have

$$f_1(x) := \frac{c^2}{-ab2a/c^2} \left( e^{-\frac{ab}{2}x} - 1 \right) = \frac{2}{c^2} \int_0^x t^{-\frac{ab}{2}} e^{-\frac{ab}{2}t} \left( e^{\frac{ab}{2}t} \int_0^{t/2} s^{-\frac{ab}{2}} e^{\frac{ab}{2}s} ds \right) dt$$

$$\leq \frac{2}{c^2} \int_0^x t^{-\frac{ab}{2}} e^{-\frac{ab}{2}t} dt \int_0^{t/2} s^{-\frac{ab}{2}} e^{\frac{ab}{2}s} ds$$

$$\leq f(x) \leq \frac{2}{c^2} \int_0^x t^{-\frac{ab}{2}} e^{-\frac{ab}{2}t} dt \int_0^t s^{-\frac{ab}{2}} e^{\frac{ab}{2}s} ds$$

$$= -\frac{c^2}{2ab} \left( e^{-\frac{ab}{2}x} - 1 \right) := f_2(x).$$

Let $g : \mathbb{R}_+ \to \mathbb{R}_+$ be the function defined as

$$g(x) = -\frac{c^2}{2b} \log \left( 1 - \frac{2ab}{c^2} x \right).$$

Since $f, f_1,$ and $f_2$ are both strictly increasing and vanishes at zero, we obtain

$$g(x) = f_2^{-1}(x) \leq f^{-1}(x) \leq f_1^{-1}(x) = -\frac{c^2}{b} \log \left( 1 - \frac{ab2a/c^2}{c^2} x \right).$$  

(6.32)

For any $0 < p < 1$, let $H_p(x) = (f_1^{-1}(x))^p$ and

$$\tilde{H}_p(x) = x \int_x^\infty \frac{1}{s} dH_p(x) + 2H_p(x)$$

for any $x \geq 0$. It is easy to check that

$$\lim_{x \to 0} \frac{x}{H_p(x)} \int_x^\infty \frac{1}{s} dH_p(x) = \frac{p}{1 - p}, \quad \lim_{x \to \infty} \frac{x}{H_p(x)} \int_x^\infty \frac{1}{s} dH_p(x) = 0.$$

Hence we obtain

$$\sup_{x \geq 0} \tilde{H}_p(x) < \infty.$$  

(6.33)
where $x$ denotes by ROU($\alpha,\beta,x$) is called a radial Ornstein-Uhlenbeck process of dimension $\alpha$. Remark 3.2. For any $0 < p < 1$, we obtain the following $L^p$ maximal inequality for any $0 < p < 1$:

$$
E \sup_{0 \leq t \leq \tau} X_t^p = E \sup_{0 \leq t \leq \tau} (f^{-1}(f(X_t)))^p \leq E \sup_{0 \leq t \leq \tau} H_p(f(X_t)) \leq E \tilde{H}_p(\tau) \lesssim E H_p(\tau) \lesssim E g^p(\tau),
$$

where $x \lesssim y$ means that there exists a constant $C > 0$ depending only on $p$ such that $x \leq Cy$. The upper bound of (6.27) then follows from Theorem 2.3.

We next consider the lower bound. By (6.31) and (6.32), we have

$$
\lim \sup_{\delta \downarrow 0} \frac{f(\delta \lambda)}{g^{-1}(2\lambda) - g^{-1}(\lambda)} \leq \lim \sup_{\delta \downarrow 0} \frac{-e^{2\delta\lambda}(e^{-2\beta\lambda} - 1)}{2\lambda (e^{-2\lambda} - 1)} + \frac{e^{2\delta\lambda} - 1}{2\lambda (e^{-2\lambda} - 1)} \leq \lim \sup_{\delta \downarrow 0} \int_0^{\delta \lambda} e^{-\frac{ab}{2\lambda}t} dt \leq \lim \delta = 0.
$$

Note that $f$ is increasing on $[0, \infty)$. The lower bound of (6.27) then follows from Theorem 2.4 and Remark 3.2.

Remark 6.8. In [10] Theorem 2.1, the authors have established the $L^p$ maximal inequalities for $C$ for any $p > 1$. However, their proof when $p \geq 1$ is questionable, because they mistakenly regarded the random time $T I_{|T| > S}$ as a stopping time, when $S$ and $T$ are two stopping times with $S \leq T$ (see the last paragraph in page 117 in [10]).

We then apply the above theorem to radial OU processes [25].

Definition 6.9. For any $\alpha \geq 0$, $\beta \in \mathbb{R}$, and $x \geq 0$, the square root of the process CIR($\alpha, 2\beta, 2, x^2$) is called a radial Ornstein-Uhlenbeck process of dimension $\alpha$ and parameter $\beta$ starting from $x$, and is denoted by ROU($\alpha, \beta, x$).

It is known that for any $\alpha > 1, \beta > 0$, and $x > 0$, an ROU($\alpha, \beta, x$) is the solution to the SDE

$$
dR_t = \left(\frac{\alpha - 1}{2R_t} - \beta R_t\right) dt + dB_t, \quad R_0 = x.
$$

Corollary 6.10. Let $R = (R_t)_{t \geq 0}$ be an ROU($\alpha, \beta, 0$) with $\alpha, \beta > 0$. Then for any moderate function $F$, there exist two constants $c_F, C_F > 0$ depending on $\alpha$ and $\beta$ such that for any stopping time $\tau$ with respect to the filtration $\{F_t\}$,

$$
c_F EF \left( \log \left(1 + \alpha \beta \tau\right) \right) \leq EF(R_\tau^2) \leq C_F EF \left( \log \left(1 + \alpha \beta \tau\right) \right).
$$

Proof. Let $f(x) := F(\sqrt{x})$ for any $x \geq 0$. Since $F$ is a moderate function, it is easy to check that $f$ is also a moderate function. The desired result then follows from Theorem 6.7.

7 Complex Ornstein-Uhlenbeck processes

Thus far, the moderate maximal inequalities have been established for various one-dimensional diffusions. Interestingly, the results in this paper can also be used to establish the maximal inequalities for some high-dimensional processes. Here we consider the moderate maximal inequalities for the complex OU process, which is also an important kinetic model in statistical mechanics [26]. We recall the following definition [27, 28].
Definition 7.1. Let $W = W^{(1)} + iW^{(2)}$ be a complex standard Brownian motion, where $W^{(1)}$ and $W^{(2)}$ are real standard Brownian motions with respect to the filtration $\{F_t\}$. Then for any $\alpha = a + ib \in \mathbb{C}$ with $a > 0$, the solution $Z = (Z_t)_{t \geq 0}$ of the following SDE
\[ dZ_t = -\alpha Z_t \, dt + dW_t, \quad Z_0 = 0, \] (7.34)
is called a complex OU process starting from zero.

The following theorem gives the moderate maximal inequalities for complex OU processes.

Theorem 7.2. Let $Z = (Z_t)_{t \geq 0}$ be the complex OU process solving (7.34). Then for any moderate function $F$, there exist two constants $c_{\alpha,F}, C_{\alpha,F} > 0$ such that for any stopping time $\tau$ with respect to the filtration $\{F_t\}$,
\[ c_{\alpha,F} \mathbb{E}F\left(\log \frac{1}{2} \left(1 + 2a\tau\right)\right) \leq \mathbb{E}F(Z^*_\tau) \leq C_{\alpha,F} \mathbb{E}F\left(\log \frac{1}{2} \left(1 + 2a\tau\right)\right). \] (7.35)

Proof. Let $Z_t = X_t + iY_t$ for any $t \geq 0$. It is easy to check that the pair $(X, Y)$ is the solution to the following two-dimensional diffusion:
\[
\begin{align*}
\frac{dX_t}{dt} &= (-aX_t + bY_t) \, dt + W_t^{(1)}, \\
\frac{dY_t}{dt} &= (-bX_t - aY_t) \, dt + W_t^{(2)}.
\end{align*}
\]

By Itô’s formula, we have
\[ |Z_t|^2 = X_t^2 + Y_t^2 = \int_0^t 2X_s \, dX_s + \int_0^t 2Y_s \, dY_s + \int_0^t d[X, X]_s + \int_0^t d[Y, Y]_s \\
= \int_0^t (2 - 2aX_s^2 - 2aY_s^2) \, ds + 2 \int_0^t X_s \, dW_s^{(1)} + 2 \int_0^t Y_s \, dW_s^{(2)} \\
= \int_0^t (2 - 2a|Z_s|^2) \, ds + 2 \int_0^t \sqrt{|Z_s|^2} \, dB_s,
\]
where the process $B = (B_t)_{t \geq 0}$ is defined as
\[ B_t = \int_0^t \frac{X_u}{\sqrt{|Z_u|^2}} \, dW_u^{(1)} + \frac{Y_u}{\sqrt{|Z_u|^2}} \, dW_u^{(2)}. \]

Note that $B$ is a continuous local martingale starting from zero and $(B, B)_t = s$. It follows from Lévy’s characterization theorem [1, P150 Theorem 3.6] that $B$ is a standard Brownian motion with respect to the filtration $\{F_t\}$. Hence $|Z|^2$ is a CIR process. Let $f(x) = F(\sqrt{x})$ for any $x \geq 0$. Since $F$ is a moderate function, it is easy to check that $f$ is also a moderate function. The desired results then follows from Theorem 6.7.

8 Conformal local martingales

In fact, the moderate maximal inequalities studied above can be used to established two types of moderate maximal inequalities for conformal local martingales, which can be viewed as an extension of the classical BDG inequality. We first recall the following definition [1, Chapter V, Definition 2.2].
Definition 8.1. Let $M = X + iY$ be a continuous complex local martingale, i.e. $X$ and $Y$ are two real continuous local martingales. Then $M$ is called a conformal local martingale if

$$[M, M] = [X, X] - [Y, Y] + 2i[X, Y] = 0,$$

where $[X, Y]$ denotes the quadratic variation process between $X$ and $Y$.

Before we focus on conformal local martingales, we establish two types of moderate maximal inequalities for complex Brownian motions, which are stated below. The idea of the following result is similar to Corollary 2.7 in [5] but with more complex calculations.

Corollary 8.2. Let $W = W^{(1)} + iW^{(2)}$ be a complex standard Brownian motion with respect to the filtration $\{F_t\}$. Then for any moderate function $F$, there exist two constants $c_F, C_F > 0$ such that for any stopping time $\tau$ with respect to the filtration $\{F_t\}$,

$$c_F \mathbb{E}F(\sqrt{\tau}) \leq \mathbb{E}F\left(\max_{0\leq t\leq \tau} |W_t|\right) \leq C_F \mathbb{E}F(\sqrt{\tau}), \quad (8.36)$$

$$c_F \mathbb{E}F\left(\log^{1/2}(1 + \log(1 + \tau))\right) \leq \mathbb{E}F\left(\max_{0\leq t\leq \tau} |W_t|\right) \leq C_F \mathbb{E}F\left(\log^{1/2}(1 + \log(1 + \tau))\right). \quad (8.37)$$

Proof. Since $|W|$ is a two-dimensional Bessel process starting from zero, the inequalities (8.36) follow directly from Corollary 6.6.

On the other hand, for any $a > 0$ and $b \in \mathbb{R}$, let $\alpha = a + ib$. To proceed, we define

$$G_t = F_{e^{2at}}, \quad Z_t = \frac{1}{\sqrt{2a}} e^{-at} W_{e^{2at}} - 1, \quad \tilde{W}_t = Z_t + \alpha \int_0^t Z_s ds,$$

for any $t \geq 0$. Note that $B_t^{(1)} = W^{(1)}_{e^{2at}}$ and $B_t^{(2)} = W^{(2)}_{e^{2at}}$ are continuous martingales with respect to the filtration $\{G_t\}$. Moreover, it is easy to see that

$$\sqrt{2a}Z_t = e^{-at} \left(\cos(bt)B_t^{(1)} + \sin(bt)B_t^{(2)}\right) + ie^{-at} \left(-\sin(bt)B_t^{(1)} + \cos(bt)B_t^{(2)}\right).$$

By Itô’s formula, we have

$$\sqrt{2adZ_t} = -e^{-at} \left(a \cos(bt)B_t^{(1)} + a \sin(bt)B_t^{(2)} + b \sin(bt)B_t^{(1)} - b \cos(bt)B_t^{(2)}\right) dt$$

$$+ e^{-at} \cos(bt)dB_t^{(1)} + e^{-at} \sin(bt)dB_t^{(2)}$$

$$+ ie^{-at} \left(a \sin(bt)B_t^{(1)} - a \cos(bt)B_t^{(2)} - b \cos(bt)B_t^{(1)} + b \sin(bt)B_t^{(2)}\right) dt$$

$$- ie^{-at} \sin(bt)dB_t^{(1)} + ie^{-at} \cos(bt)dB_t^{(2)}$$

$$= -\alpha \sqrt{2a}Z_t dt + e^{-at} \cos(bt)dB_t^{(1)} + e^{-at} \sin(bt)dB_t^{(2)}$$

$$- ie^{-at} \sin(bt)dB_t^{(1)} + ie^{-at} \cos(bt)dB_t^{(2)}.$$

Hence we obtain

$$\sqrt{2ad\tilde{W}_t} = \sqrt{2adZ_t} + \alpha \sqrt{2a}Z_t dt$$

$$= e^{-at} \cos(bt)dB_t^{(1)} + e^{-at} \sin(bt)dB_t^{(2)} - ie^{-at} \sin(bs)dB_t^{(1)} + ie^{-at} \cos(bs)dB_t^{(2)}.$$
This shows that \( \hat{W}_t = \hat{W}_t^{(1)} + i \hat{W}_t^{(2)} \), where
\[
\hat{W}_t^{(1)} = \frac{1}{\sqrt{2a}} \int_0^t e^{-as} \cos(bs) dB_s^{(1)} + \frac{1}{\sqrt{2a}} \int_0^t e^{-as} \sin(bs) dB_s^{(2)},
\]
\[
\hat{W}_t^{(2)} = \frac{1}{\sqrt{2a}} \int_0^t e^{-as} \cos(bs) dB_s^{(2)} - \frac{1}{\sqrt{2a}} \int_0^t e^{-as} \sin(bs) dB_s^{(1)}.
\]

Moreover, it is easy to check that
\[
[\hat{W}^{(1)}, \hat{W}^{(1)}]_t = \frac{1}{2a} \int_0^t e^{-2as} \cos^2(bs) dB_s^{(1)} + \frac{1}{2a} \int_0^t e^{-2as} \sin^2(bs) dB_s^{(2)} + \frac{1}{2a} \int_0^t e^{-2as} d(e^{2as} - 1) = t.
\]

Similarly, we can prove that \([\hat{W}^{(2)}, \hat{W}^{(2)}]_t = t\) and \([\hat{W}^{(1)}, \hat{W}^{(2)}]_t = 0\). This shows that \(W\) is complex Brownian motion with respect to \(\{G_t\}\) and thus \(Z\) is a complex OU process. Let \(H(t) = e^{2at} - 1\) for any \(t \geq 0\). Note that \(\tau\) is a stopping time with respect to \(\{F_t\}\) if and only if \(H^{-1}(\tau) = \log(1 + \tau)/(2a)\) is a stopping time of \(\{G_t\}\). Note that
\[
\sqrt{2a}|Z_t| = e^{-at}|W_{e^{2at} - 1}| = \frac{|W_{H(t)}|}{\sqrt{H(t)} + 1}.
\]

This shows that
\[
\max_{0 \leq t \leq \tau} \frac{|W_t|}{\sqrt{1 + t}} = \sqrt{2a} \max_{0 \leq t \leq H^{-1}(\tau)} |Z_t|.
\]

Thus it follows from Theorem 7.2 that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq \tau} f \left( \frac{1}{\sqrt{2a} \sqrt{1 + t}} |W_t| \right) \right) \sim \mathbb{E} f \left( \log^{1/2} \left( 1 + 2aH^{-1}(\tau) \right) \right)
\]
\[
= \mathbb{E} f \left( \log^{1/2} \left( 1 + \log(1 + \tau) \right) \right),
\]
where \(x \sim y\) means that there exists two constants \(c, C > 0\) such that \(cx \leq y \leq Cx\). The desired result then follows from the definition of moderate functions.

Since any conformal local martingale is a time change of the complex Brownian motion, the above corollary implies the moderate maximal inequalities for conformal local martingales.

**Corollary 8.3.** Let \(M = X + iY\) be a conformal local martingale with respect to the filtration \(\{F_t\}\) starting from zero. Then for any moderate function \(F\), there exist two constants \(c_F, C_F > 0\) such that for any stopping time \(\tau\) of the filtration \(\{F_t\}\),
\[
c_F \mathbb{E} F \left( \sqrt{|X, X|_\tau} \right) \leq \mathbb{E} F \left( \max_{0 \leq t \leq \tau} |M_t| \right) \leq C_F \mathbb{E} F \left( \sqrt{|X, X|_\tau} \right), \quad (8.38)
\]
\[
c_F \mathbb{E} F (g (|X, X|_\tau)) \leq \mathbb{E} F \left( \max_{0 \leq t \leq \tau} \frac{|M_t|}{\sqrt{1 + |X, X|_t}} \right) \leq C_F \mathbb{E} F (g (|X, X|_\tau)). \quad (8.39)
\]

where \(g(t) = \log^{1/2}(1 + \log(1 + t))\) for \(t \geq 0\).

**Proof.** Since \(M\) is a conformal local martingale with \(M_0 = 0\), there exists a complex standard Brownian motion \(W\) such that \(M_t = W_{[X, X]_t}\) [1, Chapter V, Theorems 2.4]. The desired result then follows directly from Corollary 8.2.
For any conformal local martingale $M$, (8.38) shows that the maximum process of $|M|^p$ on average behaves as $[X, X]^{p/2}$ for any $p > 0$. Furthermore, (8.39) shows that the maximum process of $|M|^p$, normalized by $(1 + [X, X])^{p/2}$, on average behaves as $\log^{p/2}(1 + \log(1 + [X, X]))$ for any $p > 0$. The relationship between these two results is rather similar to that between the law of large numbers and the central limit theorem.
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