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Quantum key distribution (QKD) enables two remote users to share a string of key bits with information-theoretical security. Parameter optimization is a crucial step in achieving optimal performance in practical QKD systems. In general, such optimization is implemented using a local search algorithm (LSA). However, LSAs inevitably fail to find out the optimal values when the searched key rate function is nonconvex or has a discontinuity of first-order derivatives and a narrow parameter search space. This paper proposes a genetic algorithm-based method to overcome the limitations of LSAs for QKD parameter optimization. We tested the proposed method with various types of common QKD protocols and found that it has very high parameter optimization performance for QKD with a time consumption comparable to that using a standard LSA. We expect our method to be a valuable optimization tool for quantum information processing tasks.

1. Introduction

Quantum key distribution (QKD) [1, 2], which is guaranteed by the principles of quantum mechanics, enables two remote users to share a string of key bits with information-theoretical security. In realistic QKD systems, nonperfect single-photon sources, such as a weak coherent state laser pulses (WCPs), are widely adopted, making them susceptible to a sophisticated attack called a photon number splitting attack [3, 4]. However, the decoy-state method was proposed to solve this problem by using two or more photon intensities to evaluate the single-photon contributions [5, 6]. In recent decades, decoy-state QKD has been demonstrated in optical fiber [7–9] and free space [10, 11]. Various field-test QKD networks [12–16], assembled with decoy-state QKD systems, have been reported worldwide. Recently, combined with the idea of measurement-device-independent (MDI)-QKD [8, 17–19], which removes all detector side-channel attacks, decoy-state QKD systems have successfully overcome the repeaterless secret key capacity [20–24] and become more suitable for practical applications [25–29].

In reality, all decoy-state QKD experiments are completed within finite time. Hence, the total number of emitted signals is finite. This means that the estimation of single-photon contributions using the decoy-state method must account for statistical fluctuations. This is referred to as finite-key analysis of QKD [30–33]. When considering finite-data size, the intensity choices of signal and decoy states and the probabilities of sending these states are crucial in achieving better system performance. Thus, a full optimization must be performed to search for these parameters based on given experimental parameters, such as optical misalignment, data size, and channel loss.

In general, such full optimization is completed by a brute-force global search, which is challenging due to limited computational power. Hence, it is only suitable for searched functions with a smaller number of parameters. In 2014, Xu et al. [34] introduced a local search algorithm (LSA) called coordinate descent (CD), which significantly improves the optimization speed for symmetric MDI-QKD, which has a higher number of searched parameters. Subsequently, it has been proven to be an efficient tool for optimization problems.
in various QKD protocols, such as asymmetric MDI-QKD [35, 36] and twin-field QKD [37].

However, there are three main drawbacks when using an LSA for the optimization of parameters in a QKD protocol. First, LSAs are easily trapped in local maxima because they require the targeted function to be convex. However, quite a few QKD protocols [37, 38], such as the BB84 protocol, cannot fulfill this requirement. Second, LSAs inevitably fail to find optima, especially when searching for the optimal key rate over the maximum transmission distance of QKD systems. In this case, a positive key rate is exhibited in a very narrow search space. However, LSAs lack the ability to follow the appropriate path to the optimum on such complex search spaces. Third, LSAs require the searched key rate function to have continuous first-order derivatives with respect to the parameters. However, numerous QKD protocols [35, 36, 39, 40], such as asymmetric MDI-QKD [36], are discontinuous, which results in failure to find the optimal point. These disadvantages are discussed in more detail in Section 2.2.

A more effective method is to exploit a neural network to directly predict the optimal parameters for QKD systems [38, 41, 42]. Although this approach shows several orders of magnitude higher speed compared with LSAs, it takes several hours and requires considerable programming to train a neural network. Furthermore, it typically requires pre-generated training data sets using an LSA and can output only a portion (ranging from 80% to 99%) of the optimal secure rate of an LSA [38]. Hence, the level of optimal key rate obtained using an LSA determines the performance of the neural network.

This paper proposes a method that uses a genetic algorithm (GA) to overcome the limitations of LSAs for QKD parameter optimization. A GA is a general-purpose search algorithm capable of exploiting the information accumulated about an initially unknown search space to guide subsequent searches into useful subspaces. This key feature enables the GA to efficiently find QKD optima, even with complex, large, and poorly understood search spaces. We tested the proposed method using four common QKD protocols: BB84, symmetric and asymmetric MDI-QKD, and reference-independent (RFI)-MDI-QKD. The simulation results demonstrate that the proposed method can accurately and efficiently optimize QKD parameters.

The remainder of the paper is organized as follows. In Section 2, we describe how parameter optimization can be formulated as a function that can be searched by computer algorithms. We then further discuss the limitations of LSAs for parameter optimization. In Section 3, we introduce the proposed method with an example protocol. In Section 4, we present numerical results that show that the proposed method can accurately find optimal parameters and secure key rates for four common QKD protocols. Finally, we summarize the paper in Section 5.

2. Parameter Optimization in QKD

2.1. Optimal Parameters as a Function. Let us consider asymmetrical MDI-QKD as an example. Because Alice and Bob have nonidentical distances to the untrusted relay Charles, they must use an asymmetrical protocol [36] called the seven-intensity protocol to achieve a higher key rate. In the seven-intensity protocol, the intensities used are not only different for Alice and Bob but also different in the two bases Z and X. Therefore, a total of 12 parameters must be optimized when considering a finite-size effect: 

\[
\mathbf{y} = \{s_A, s_B, \mu_A, \mu_B, \gamma_A, \gamma_B, \eta_{d}, e_{d}, f_{e}, L, N, \}
\]

Here, we represent these 12 parameters as a vector \( \mathbf{y} \), where \( \{s_A, s_B, \mu_A, \mu_B, \gamma_A, \gamma_B, \eta_{d}, e_{d}, f_{e}, L, N, \} \) are the signal and decoy intensities for Alice (Bob), and \( P_{s_A}, P_{s_B}, P_{A}, P_{B} \) are the probabilities of sending them.

To calculate the key rate of a practical QKD system, we must consider the influence of experimental parameters, including dark count \( Y_0 \), error correction efficiency \( f_{e} \), detection efficiency \( \eta_{d} \), optical misalignment \( e_{d} \), distance \( L \), and total number of signals \( N \) sent by Alice and Bob. These experimental parameters are united as \( \mathbf{e} \), so the key rate function of QKD can be expressed as

\[
\mathcal{R} = R(\mathbf{e}, \mathbf{v}),
\]

which is a function of user parameters \( \mathbf{v} \) and experimental parameters \( \mathbf{e} \). The experimental parameters are typically fixed, as determined by the performance of QKD systems, and user parameters are controlled by the users. Hereinafter, we refer to the “user parameters” as simply “parameters” for ease of explanation. Therefore, to calculate the optimal key rate, we must compute

\[
R_{\text{opt}}(\mathbf{e}) = \max_{\mathbf{v} \in \mathcal{V}} R(\mathbf{e}, \mathbf{v}),
\]

which is the optimal key rate for a given \( \mathbf{e} \), and \( \mathcal{V} \) is the parameter search space. The key objective of parameter optimization for QKD is to acquire the optimal set of \( \mathbf{v}_{\text{opt}} \) given the maximum value from the target function \( R(\mathbf{e}, \mathbf{v}) \) with the given \( \mathbf{e} \). This can be expressed as

\[
\mathbf{v}_{\text{opt}}(\mathbf{e}) = \arg \max_{\mathbf{v} \in \mathcal{V}} R(\mathbf{e}, \mathbf{v}).
\]

In principle, the optimal set of \( \mathbf{v}_{\text{opt}} \) can be determined using a global search, which searches the optimal points by calculating \( R(\mathbf{e}, \mathbf{v}) \) many times with different parameters. However, for some protocols with extremely large parameter spaces, a brute-force search is impossible to complete in a reasonable time. For example, the above-mentioned seven-intensity protocol has a 12-dimensional parameter space. A desktop PC would take approximately several months to search over a very rough dozens of sample resolution for each parameter.

2.2. Limitations of LSAs. LSAs enable an efficient parameter search in a reasonable time for some specific QKD protocols. However, there are some limitations of LSAs for QKD optimization if the target key rate function cannot fulfill some extreme restrictions. To explain this clearly, as in Ref. [34], we adopted the CD algorithm, which is a popular LSA. We demonstrate that the CD algorithm does not work for
several QKD protocols. Note that these limitations do not depend on specific LSAs because they all share the same basic principles.

CD usually starts with a manually input starting point, known as the current solution, and then it descends along each axis stepwise within its neighborhood and iterates over each axis in turn. The algorithm moves from the current solution to a better closer solution, which is used in the next iteration as the current solution. This process is repeated until there is no better solution within the neighborhood of the current solution. For instance, as shown in Figure 1, we begin by iterating $s$ and finding the optimal current solution. In the next iteration, the algorithm descends along the $\mu_A$ axis. After several iterations, the optimal parameters can be found.

However, CD has several relatively strict requirements for the searched functions. First, LSAs do not work for a nonconvex key rate function because it would result in two peaks at the boundary line. Second, LSAs require the searched key rate function to have continuous first-order derivatives with respect to the parameters. Furthermore, LSAs lack the ability to follow the proper path to the optimum in narrow search spaces. Numerous QKD protocols do not fulfill all these requirements. For instance, as shown in Figure 2(a), the key rate function of the BB84 protocol is slightly nonconvex, and in Figure 2(b), the first-order derivative of the key rate function in the seven-intensity MDI-QKD protocol is discontinuous with respect to $\mu_A$ and $\mu_B$. The reason for this discontinuity is discussed in detail in Ref. [36]. Furthermore, a positive key rate is exhibited only in a very narrow search space over a long transmission distance, as shown in Figures 2(c) and 2(d), where we plot the key rate function of RFI-MDI-QKD with a distance of $L = 1$ km and $L = 30$ km, respectively; it can be seen that the boundary line at $L = 30$ km is far lower than that at $L = 1$ km.

Here, we further discuss LSAs for asymmetrical MDI-QKD in detail. In Ref. [36], the authors showed that LSAs are infeasible for asymmetrical MDI-QKD because the first-order derivatives of the key rate function in the seven-intensity protocol are discontinuous with respect to $\mu_A$ and $\mu_B$. As shown in Figure 3, this causes the contour map of the key rate to have some break points, as indicated by the black circles. If we used the CD algorithm, it would incorrectly stop at any break points after several iterations because no better solution could be found in orthogonal steps. As a result, it would fail to find the optima.

It is worth mentioning that, with considerable mathematical techniques, one can switch to polar coordinates of variables and remove the problem of discontinuity of derivatives in the seven-intensity protocol. Hence, a direct usage of LSA has a good performance for optimization. However, the transformation is based on the proved Theorems I and II in Ref. [36]. It is unknown whether the theorems can be applied in other protocols or not, for example, the twin-field or asymmetric reference-independent MDI-QKD protocols.

![Figure 1](image_url)  
**Figure 1:** CD algorithm for symmetrical MDI-QKD optimization. On the contour of the two-dimensional subspace (the signal intensity $s$ and the decoy intensity $\mu$), the CD begins at the starting point and then descends along each axis to the local optima.

### 3. Methods

In this section, we describe our proposed GA-based method [43]. For simplicity, to introduce our method, we consider the seven-intensity protocol as an example protocol that has been proven not to be able to optimize parameters using the CD algorithm. In the next subsection, when detailing the numerical results, we also include the following three protocols to show that the method provides an effective search for them too: BB84, symmetric MDI-QKD, and RFI-MDI-QKD.

Our method is mainly based on a GA, which exploits a population of candidate solutions and then explores the search space by evolving the population through four biological genetic operators: parent selection, crossover, mutation, and replacement. Without any restriction on the target function, a GA is able to exploit the information collected from an initially unknown search space to guide following searches into useful subspaces. This key feature enables our method to outperform LSAs and efficiently search QKD optimal parameters.

Here, we use our method to find the optimal decoy intensities $\mu_A$ and $\mu_B$ in the seven-intensity protocol as an example. The optimization was performed using the built-in GA package in MATLAB R2016b. Figure 4 displays the procedure, and the detail is explained as follows:

(i) **Initialization**

After setting the population size to 30, the algorithm initializes with a random population of candidate solutions (called individuals). For the seven-intensity protocol, we used a range of common values for $s \in (0,1)$, $\mu \in (0,1)$, $\nu \in (0,1)$, $P \in (0,1)$. Here, since Alice and Bob have equal range, we omit the subscripts of $A$ and $B$. As illustrated in Figure 4(a), the whole range of possible solutions (or the search space) is allowed in the 1st generation. Though the function being
Figure 2: Examples of (a) nonconvex key rate function with respect to signal intensity $s$ and decoy intensity $\nu$ in the BB84 protocol, (b) discontinuity of first-order derivatives of key rate function with respect to Alice’s decoy intensity $\mu_A$ and Bob’s decoy intensity $\mu_B$ in asymmetric MDI protocol, and narrow search spaces over long transmission distances of (c) $L = 1\text{ km}$ and (d) $L = 30\text{ km}$ with respect to each users’ signal intensity $s$ and decoy intensity $\nu$ in RFI-MDI protocol. In each example, the boundary line was obtained by sweeping the $x$ and $y$ parameters.

Figure 3: CD algorithm for asymmetrical MDI-QKD optimization. The LSA is stopped at the current optimum because no better solution can be found in the orthogonal steps. The black circle points indicate break points. The $x$ axis is Alice’s decoy intensity $\mu_A$, and the $y$ axis is Bob’s decoy intensity $\mu_B$. 
discontinuous, the solutions are possible to be inseminated in specific regions on occasion, where the potential optimal solutions will be found.

(ii) Selection
During each iteration (or successive generation), a part of the existing population is chosen to produce a new one (called the parents) through a fitness-based process. This process is conducted by a preset fitness function. Here, we choose the roulette selection function, which simulates a roulette wheel with the area of each segment proportional to its expectation. Generally, fitter individuals (measured by the roulette selection function) are at greater chance of selection for the next step, i.e., genetic operators.

(iii) Genetic operators
In this step, the main goal is to produce a second-generation population of solutions from the parents generated in the previous step. The generation is based on biologically genetic behaviors, including crossover and mutation. To generate each new solution (called child), a pair of "parent" solutions is selected from the pool generated in the step of Selection. Since the child is bred by using the combination of crossover and mutation, it typically shares many of the characteristics of its created parents. For each new child, a new pair of parents is chosen for breeding. The genetic process is repeated until a new population of solutions of preset size (we set to 30) is produced. The crossover and mutation operations are implemented with certain

Figure 4: Illustration of our method for optimization in the seven-intensity protocol. The objective is to find the optimal Alice's decoy intensity $\mu_A$ and Bob's decoy intensity $\mu_B$. The red points represent successive solutions in each generation. (a) In the 1st generation, possible solutions are overlaid at all search spaces. (b) and (c) Fitter solutions are extracted through selection and genetic operators. (d) After 50 generations, the algorithm is stopped at a point very close to the optima.
probabilities, which are set as 0.8 and 0.02, respectively. In crossover operation, a multipoint crossover method is adopted, which exchanges genes of the parent at several randomly selected gene points. In mutation operation, we use a random mutation method that each gene of an individual has a probability of mutation.

As shown in Figure 4(b), this procedure will generally improve the population’s average fitness since only the best organisms from the 1st generation are chosen for breeding. Then, a fitter population of solutions is achieved after several generations, as displayed in Figure 4(c).

(iv) Stopping

The above process maintains until one of the following stopping criteria is reached: (a) the number of iterations being more than 1000; (b) function tolerance (average change in the fitness function

Table 1: Parameters for the experiment and numerical simulations for four protocols. \( \eta_d \) is the detection efficiency, \( e_d \) denotes the optical misalignment, \( Y_0 \) is the dark count rate, and \( N \) is the number of emitted signals.

| Protocol           | \( \eta_d \) (%) | \( e_d \) (%) | \( Y_0 \)       | \( N \)        |
|--------------------|------------------|---------------|-----------------|---------------|
| BB84 [44]          | 10               | 1             | \( 4 \times 10^{-6} \) | \( 1 \times 10^7 \) |
| Asymmetric MDI [45]| 65               | 0.5           | \( 8 \times 10^{-7} \) | \( 1 \times 10^{11} \) |
| Symmetric MDI [29] | 53               | 1.8           | \( 4 \times 10^{-8} \) | \( 3 \times 10^{13} \) |
| RFI-MDI [46]       | 12.5             | 0.5           | \( 1.2 \times 10^{-6} \) | \( 3 \times 10^{12} \) |

Figure 5: Comparison of optimized key rate using an LSA versus GA: (a) BB84 QKD protocol, (b) asymmetric MDI-QKD protocol, (c) symmetric MDI-QKD protocol, and (d) RFI-MDI-QKD protocol. In each subfigure, the blue and red dotted lines denote the expected key rates using LSA and GA, respectively.
value within 50 successive generations) being less than $\varepsilon = 10^{-20}$. Well-optimized parameters will typically be attained once each of the two criteria is met, as illustrated in Figure 4.

### 4. Numerical Results and Discussion

In this section, we report the use of the proposed method to optimize parameters for four common QKD protocols: BB84 (nonconvex key rate function), seven-intensity (discontinuity of first-order derivatives), symmetric MDI-QKD (large search space), and RFI-MDI-QKD (narrow search spaces over a long transmission distance). The experimental parameters were taken from previous works, as summarized in Table 1. The results are plotted in Figure 5. It can be seen that the proposed method can optimize parameters well for all protocols. For comparison, we also plot the key rate using an LSA. It can be seen that our proposed method achieves very similar levels of key rate compared to the LSA for the symmetrical MDI-QKD and RFI-MDI-QKD protocols, as shown in Figures 5(c) and 5(d). In this test, the performance of LSA is mainly determined by the chosen empirical starting point that needs output a positive key rate in the first round. But this starting point would not always be the most optimal starting point. Hence, the GA is not always better than LSA for all MDI-QKD, for example, in RFI-MDI-QKD. Furthermore, our method outperforms the LSA for BB84 and asymmetrical MDI-QKD protocols: (i) LSA outputs multiple maxima, which results in a nonsmooth key rate, as indicated by the blue line in Figure 5(a), and (ii) LSA exhibits poor performance for the seven-intensity protocol, as shown in Figure 5(b).

We also performed a timing test for the two algorithms. The algorithms were run using the same compiler, and ten samples were optimized for each protocol. The average time consumption was recorded, as shown in Table 2. It is clear that our method exhibits almost the same efficiency as the LSA. Here, the LSA initialized with an empirical starting point that output a positive key rate in the first round. This simple modification saves some time in finding a local maximum. The time consumption of GA can further be improved by setting more proper algorithm parameters, such as population size and crossover and mutation probabilities.

### 5. Conclusion

In summary, we proposed an efficient way to optimize the parameters for a given decoy-state QKD protocol. We tested our method with four common QKD protocols and demonstrated that it outperforms an LSA and can accurately and efficiently find optima. Furthermore, we showed that our method outperforms LSAs, which has several limitations, in QKD parameter optimization. In this work, we apply the GA for QKD optimization and obtain a good performance. The well feature of GA would be potential to solve other problems in QKD, as Ref. [47, 48], where the authors applied the GA to find optimal QKD protocols for given user-specified restrictions and arbitrary quantum channels.

Furthermore, we expect that our method could be a valuable optimization tool for other quantum information processing tasks, such as blinding quantum computing [49, 50] and quantum secure direct communication [51].

**Added Note.** When our work is in submission, we successfully exploit our method to improve the efficiency of parameter optimization in the quantum secure direct communication protocol [52]. In contrast to our present manuscript, the paper was focused on designing a quantum secure direct communication protocol, which is an important branch of quantum cryptography but different from QKD.
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