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Abstract—The existing model for identifying user data features based on smart meter data adopts a supervised learning method. Although the model has good identification performance under the condition of sufficient index samples, matching data are difficult to obtain and the marking cost is high in real life. The identification accuracy is significantly reduced when the matching data are insufficient or unavailable in the supervised learning method. In view of the above problems, based on the smart meter data, this paper proposes a feature recognition method for residential user data based on semi-supervised learning, which uses three indicators to evaluate the recognition performance of the proposed semi-supervised learning method for residential user data features and to find the appropriate feature selection method and data acquisition resolution. Then, explore the role of this method in real life when there is insufficient or unavailable matching data. Experimental results show that the performance of the proposed semi-supervised learning algorithm is better than that of the supervised learning algorithm, and the accuracy of the proposed algorithm is better than or close to that of the supervised learning algorithm.
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I. INTRODUCTION

With the continuous development of smart electricity business such as demand response and energy efficiency management, scholars at home and abroad have conducted in-depth exploration and research on the relationship between smart meter data and residential user data characteristics. The characteristic information of residential user data affects the electricity consumption behavior of residents, and conversely, the portrait information of residents can also be identified from their electricity consumption behavior and data [1]. Therefore, the topic of exploring the potential correlation between smart meters and residential user data characteristics is mainly divided into two categories: one is to explore the residential electricity load pattern and analyze how the user data characteristics affect the electricity load type; the other is to identify the residential user data characteristics through the residential electricity load characteristics [2].

The residential load has strong randomness, and the characteristic data of residential users can help power companies to better understand the characteristics of residential peak load and the reasons for changes in electricity consumption behavior. Scholars in China and abroad have done a lot of research on the first type of topic [3]. Wang Yi et al. proposed a new dynamic clustering method for power consumption behavior. Firstly, the symbolic aggregation approximation measure is used for each user to reduce the size of the data set, and the Markov algorithm based on time series is used to establish a dynamic energy consumption model, which converts a large number of load data curves into matrix form. Secondly, the typical power consumption pattern is obtained through the fast clustering algorithm based on the density peak, and then the Kullback Liebler distance is used to evaluate the difference in power consumption behavior, and the users are clustered. The example in this paper verifies the effectiveness of this method [4]. Wang Fei et al. used the density-based clustering algorithm DBSCAN to extract the seasonal typical electricity consumption patterns of each user and used the K-means clustering algorithm to cluster the electricity consumption patterns, and finally used the association rule mining algorithm to explore the potential relationship between the residential electricity consumption pattern and its user data characteristic factors [5]. These works deeply explore the factors affecting the electricity load pattern of users, which can effectively promote the implementation of energy-saving projects. However, these studies need to integrate a large number of user data characteristics, classify and manage users according to specific user data characteristics rather than load patterns, and make some personalized service policies for different types of families, which are more easily accepted and understood by non-professional technicians [6]. Therefore, how to automatically, intelligently, and accurately identify the characteristic information of resident user data has become the core work of the association. In recent years, there are many methods applied to identify the characteristics of residential user data in smart meter data.

In the research of user portrait recognition based on the smart meter data, the key task is to extract and select the features of smart meter data, which directly affects the upper limit of the performance of the user portrait recognition model [7]. In the existing literature, the extraction of smart meter data features is focused on a single domain (single time domain or single frequency domain), which fails to comprehensively analyze the potential rules contained in smart meter data from multiple perspectives [8].

However, the existing models for identifying user data features based on smart meter data all adopt the supervised learning method. Although it achieves good recognition performance when the index sample is sufficient, the recognition accuracy is significantly reduced when the...
matching data is insufficient or unavailable [9]. However, in real life, it is difficult to obtain matching data, the cost is high, and it is time-consuming and labor-intensive. How to save the cost of sample labeling while maintaining good user data feature recognition performance is an urgent problem to be solved [10].

To solve the problems in real life, such as difficulty in obtaining matching data, high cost, time-consuming, and labor-consuming, this paper proposes a feature recognition method of residential user data based on semi-supervised learning based on extracting the time domain and frequency domain features of smart meters. This method can make full use of the potential rules contained in a small number of matching data and a large number of non-index data to explore the relationship between smart meter data and residential user data characteristics and reduce the cost of index marking. In this paper, the effectiveness of semi-supervised learning is verified by the real CER data set, and two main factors affecting the performance of the semi-supervised learning recognition algorithm are analyzed.

The main innovations of this paper are:
1) It decomposes an original average daily power consumption curve by adopting a discrete wavelet transform and extracting frequency domain characteristics;
2) The method of combing time domain and frequency domain features is helpful to improve the accuracy of portrait recognition;
3) The applicability and expansibility of the feature extraction method. Based on the combination of time domain and frequency domain characteristics, the resolution of smart meter data acquisition will have an impact on the results of portrait recognition.

The main contents of the paper are as follows:
1) It introduces the research motivation, background and research status of this paper, and puts forward the solutions to the existing problems.
2) It explains the basic principle of the technical content.
3) The data feature recognition method based on semi-supervised learning is introduced.
4) Through the experimental analysis, the technical advancement and reliability of the research content of this paper are compared and tested.
5) In the conclusion part, the research results of this paper and the future work are summarized.

II. BASIC PRINCIPLES OF SEMI-SUPERVISED CLASSIFICATION

Semi-supervised generative classification algorithms assume that different classes of data are generated by potentially different "sources", and that the samples of each class follow a probability distribution \( p(x \mid y; \theta) \), where \( \theta \) is the parameter of the probability density distribution function [11]. If the samples without index and the samples with index come from the same probability distribution, the samples without index whose index values are inferred can be used as training samples to improve the classification accuracy of the model [12].

The semi-supervised expectation-maximization (EM) algorithm is a typical generative classification model, which assumes that its data distribution conforms to the Gaussian mixture model, and that the data of each class follows the normal distribution [13]. The joint probability density of the sample data and the index can be obtained from the conditional probability density function of the class, as shown in (1).

\[
p(x, y \mid \theta) = p(y \mid \theta) p(x \mid y, \theta)
\]

(1)

The parameter vector of the model can be determined according to the samples with and without indicators, which is transformed into solving the optimization problem as shown in (2) [14].

\[
\max_{\theta} \ln p(x_i, y_i \mid \theta) + \lambda \ln p(x_i, y_i \mid \theta)
\]

(2)

Where, \( \lambda \) is the artificially set parameter. \( x_1, x_2, \ldots, x_i \) is the sample without index, and \( x_1, x_2, \ldots, x_i \) is the sample with index. The EM algorithm is used to solve this problem. First, a set of parameters is estimated according to the sample with index, and then the expectation is calculated (step E) [15]. The sample without index is marked according to the estimated parameters, and the maximum likelihood estimate is calculated. Maximize the maximum likelihood estimate (M-step) obtained by E-step, re-estimate and update the parameters, and then start the next round of E-step calculation, repeat this EM process until the parameters converge [16].

III. FEATURE RECOGNITION METHOD OF RESIDENTIAL USER DATA BASED ON SEMI-SUPERVISED LEARNING

A. OVERALL METHODOLOGY FRAMEWORK

The process of identifying the features of residential user data based on semi-supervised learning algorithm can be divided into three parts, and the overall method framework is shown in Fig. 1.

![Feature Recognition Model](https://example.com/feature_model.png)

Fig. 1. Overall Method Framework of Resident user Data Feature Recognition Model based on Semi-supervised Learning.
1) First, remove the abnormal values and missing values of the smart meter data, then extract 54 time domain features and 24 frequency domain features. Normalize the features, and finally use the feature selection algorithm to screen the extracted load features, and select the input features of the subsequent identification model according to the importance ranking [17].

2) Sort out the questionnaire data related to user data characteristics, mainly analyze the user data characteristics that have a greater impact on power consumption, and classify and define the classification indicators for each type of user data characteristics according to the answer results of the questionnaire. The classification indicators can be used as real user indicators for the calculation of model performance indicators [18].

3) Match the finally selected smart meter data characteristics with the resident user data characteristic indexes through the user ID to form a final sample set. The semi-supervised learning method is used to train a small number of samples with indicators and a large number of samples without indicators to obtain the user data feature recognition model based on semi-supervised learning. Finally, the performance evaluation index is used to verify the effectiveness of the model [19].

B. Feature Selection

In this paper, three methods are used to select features respectively to facilitate the subsequent verification of the impact of different feature selection methods on semi-supervised learning to identify the features of residential user data.

1) Filtration: For the 78 data features extracted from the CER data set, the filtering method first uses the variance discrimination method, sets the variance threshold, and eliminates the features whose variance is less than the threshold (that is, there is no discrimination) [20]. Then the Pearson correlation coefficient method is used to calculate the Pearson correlation coefficient of the remaining features and the real user data feature identification classification index, and the R most important (i.e., most relevant) features are selected according to the coefficient value ranking [21].

2) Packaging method: For the packaging method, the Recursive Feature Elimination (RFE) method based on Logistic Regression (LR) algorithm is used in this section to select the features extracted from the CER data set. Firstly, a weight value is assigned to each original feature in the initial training. Secondly, the LR model is used to predict the classification index. Then the predicted classification index is compared with the real index to calculate the recognition error. The weight of each feature is updated according to the error, and the feature with the smallest absolute value of the weight is proposed in each round [22]. Repeat this step until the required number of features is reached. Finally, these features with larger weights are used as the input of the subsequent classification model. A schematic diagram of feature selection based on the LR-RFE algorithm is shown in Fig. 2.

3) Embedding method: The Random forest measures its ability to identify user data features by calculating the PI value of each feature. When calculating the importance of the extracted feature N, a decision tree i is created. The OOBErrori is first calculated. Then, the values of the out-of-bag data feature N are randomly rearranged, and the rest of the features remain unchanged to form a new out-of-bag data set OOBi. According to the new OOB, the OOBErrori is recalculated. The PI value of the feature N in the ith tree can be obtained by subtracting the results of the two calculations, and the calculation formula is shown in (3).

\[ PI_i(N) = \text{OOBError}_{i} - \text{OOBError}_{i} \]

The calculation process is repeated for each tree of the random forest, and the final PI value of the feature N can be obtained by summing and averaging the PI values of the feature N of each tree, as shown in (4).

\[ PI(N) = \frac{1}{C} \sum_{i=1}^{C} PI_i(N) \]

C = ntree represents the number of decision trees used in the random forest. If the importance of a feature ranks high, it means that its value has discrimination between different samples. After the eigenvalues are randomly reordered on the out-of-bag data set, their discrimination for different user samples is reduced, thus improving the OOBErrori. Therefore, the higher the PI value, the higher the importance of the feature. The process of using the random forest algorithm to rank the importance of features is shown in Fig. 3.
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C. Performance Evaluation Index

In this paper, the TSVM semi-supervised learning method is used to identify the characteristics of residential user data. Three performance evaluation indicators, namely ACC, F1-Score and AUC, are used to evaluate and analyze the recognition model.

When training the SVM classifier, five-fold cross validation is used to train the samples to verify the recognition performance of the data features of residential users more reliably. To evaluate the classification performance of the classifier from multiple perspectives, several evaluation indexes are given here.

Accuracy

For user data features with M category indexes, the confusion matrix $C$ of $M \times M$ can be calculated. $J$ represents the number of features with the category index of m that are misclassified into the category index of n. If $m = n$, then $C_{m,n}$ represents the number of correct classifications, and vice versa. Accuracy (ACC) can be expressed by formula (5).

$$\text{Accuracy} = \frac{\sum_{m=1}^{M} \sum_{n=1}^{M} C_{m,n}}{\sum_{m=1}^{M} \sum_{n=1}^{M} C_{m,m}}$$

For the binary classification problem, the confusion matrix shown in Table I can be obtained by comparing the sample indicators identified by the classification model with the real sample indicators.

| TABLE I. BINARY CLASSIFICATION CONFUSION MATRIX |
|-----------------------------------------------|
| Positive | Negative |
| --- | --- |
| The prediction is positive | TP | FP |
| The prediction is negative | FN | TN |

True Positives (TP): the number of samples that are actually positive and predicted to be positive; False Positives (FP): the number of samples that are actually negative and predicted to be positive.

False Negatives (FN): the number of samples that are actually negative and predicted to be negative. Therefore, ACC can also be expressed by the following formula (6):

$$\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}$$

F1-Score

According to the confusion matrix, several performance evaluation indexes can be obtained.

Precision: The proportion of samples that are actually positive (positive) among the samples predicted to be positive (positive), as shown in formula (7).

$$\text{Precision} = \frac{TP}{TP + FP}$$

Recall: The proportion of samples that are correctly classified as positive among all samples that are really positive (positive examples), as shown in formula (8).

$$\text{Recall} = \frac{TP}{TP + FN}$$

F1-Score is a comprehensive index reflecting precision and recall, and its value range is 0 to 1. The closer the value of F1-Score is to 1, the better the recognition performance of the model is, and its calculation formula is shown in (9).

$$\text{F1-Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

IV. EXPERIMENTAL ANALYSIS

A. Experimental Environment Setting

This paper also uses the open CER data set to analyze the data characteristics of six residential users. See Table II for details.

To verify the effectiveness of the proposed method, the recognition performance of TSVM semi-supervised learning algorithm is compared with four classical KNN, RF, SVM and MLP supervised learning algorithms, and two examples are set to verify the results.

To verify whether the recognition performance of the resident user portraits can be improved by adding frequency domain features on the basis of time domain features, SVM is used to train the features of smart meters, and the grid search method is used to optimize the SVM parameters. 80% of the user sample is the training set and 20% is the test set. The selection of the main hyper-parameters of SVM in the three cases of only time domain feature (Model 1), only frequency domain feature (Model 2), and combination of time domain and frequency domain (Proposed Model) is shown in Table III.
**TABLE II. USER DATA CHARACTERISTIC DESCRIPTION AND INDEX DEFINITION TABLE BASED ON CER DATA SET**

| Number | User data Characteristics | User data characterization | Category       | Indicators | Sample size |
|--------|----------------------------|----------------------------|----------------|------------|-------------|
| 1      | Employment                 | Employment status of the family's main earner | Hire          | 1          | 1423        |
|        |                             |                            | Not hired      | 2          | 1026        |
| 2      | Population                 | Number of family members   | Little (no<2)  | 1          | 1321        |
|        |                             |                            | Many (no.N3)   | 2          | 1128        |
| 3      | Housing types              | Housing types              | Freestyle      | 1          | 1299        |
|        |                             |                            | Connection type| 2          | 1104        |
| 4      | Occupancy rate             | Is the house unused for more than 6 hours per day? | Yes          | 1          | 1619        |
|        |                             |                            | No             | 2          | 345         |
| 5      | Cooking type               | Type of cooking facility   | Electricity    | 1          | 1712        |
|        |                             |                            | Non-electricity| 2          | 737         |
| 6      | With or without children at home | With or without children at home | Yes          | 1          | 1964        |
|        |                             |                            | No             | 2          | 485         |

**TABLE III. MAIN HYPER-PARAMETER SETTINGS OF SVM CLASSIFIERS**

| SVM serial number | Model 1 | Model 2 | Proposed model |
|-------------------|---------|---------|----------------|
|                   | Kernel  | C       | gamma | Kernel | C       | gamma | Kernel | C       | gamma |
| 1                 | RBF     | 99      | 0.02  | RBF    | 23     | 0.2   | RBF    | 5       | 0.02  |
| 2                 | RBF     | 97      | 0.02  | RBF    | 85     | 0.2   | RBF    | 59      | 0.002 |
| 3                 | RBF     | 33      | 0.02  | RBF    | 3      | 0.2   | RBF    | 67      | 0.02  |
| 4                 | RBF     | 2       | 20    | RBF    | 2      | 200   | RBF    | 2       | 20    |
| 5                 | RBF     | 22      | 0.02  | RBF    | 43     | 20    | RBF    | 32      | 0.02  |
| 6                 | RBF     | 2       | 0.2   | RBF    | 77     | 0.2   | RBF    | 2       | 0.2   |
| 7                 | RBF     | 2       | 20    | RBF    | 2      | 200   | RBF    | 2       | 20    |

First of all, for the basic results of TSVM, the accuracy values of population, housing occupancy, cooking type and whether there are children in the house are higher than 75%, and the accuracy values of employment and housing type are between 60% and 70%. The recognition accuracy of all user data features is higher than 60%, which shows the basic effectiveness of the semi-supervised learning method proposed in this paper.

Comparing the TSVM semi-supervised learning algorithm with other supervised learning algorithms, when the proportion of index samples is set to 5%, for any user data feature, the recognition accuracy, F1-Score and AUC of TSVM are higher than those of other supervised learning algorithms.

**B. Example 2 Experimental Setup and Result Analysis**

To further verify the performance of the proposed method, the proportion of samples with index for the semi-supervised learning algorithm is set to 5%, and the proportion of samples with index for the supervised learning algorithm is set to 10 times that of the semi-supervised learning model, that is, 50%. Here, the LR-RFE-based feature selection method is still used to select the top 20 features that are correlated with the classification target value. In this case, the ACC, F1-Score and AUC values of the TSVM semi-supervised learning algorithm and the four supervised learning algorithms of KNN, RF, SVM and MLP to identify the characteristic indicators of residential user data are shown in Fig. 4.

In Fig. 4, for the TSVM semi-supervised algorithm, except for the user-data feature of population number, the recognition ACC values of other user data features are higher than those of other supervised learning methods. For the population, the ACC and AUC values identified by TSVM with only 5% of the matching data are slightly lower than those identified by the supervised learning method with 50% of the matching data, but the difference is not significant.
The effectiveness of semi-supervised learning is verified by the real CER data set.

2) Then, the effectiveness of semi-supervised learning is recognized by the performance of semi-supervised learning algorithms is analyzed.

This method can make full use of the potential rules contained in a small number of matching data and a large number of non-index data to explore the relationship between smart meter data and residential user data characteristics and reduce the cost of index marking.

In future work, it is necessary to further explore the relationship between smart meter data and residential electricity consumption behavior habits, update the identification scenario, and integrate the user data characteristic information into residential load pattern forecasting, baseline load estimation or high demand response potential user identification from the user demand side.
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