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Abstract—Multi-robot Simultaneous Localization and Mapping (SLAM) is a crucial capability to obtain timely situational awareness over large areas. Real-world applications demand multi-robot SLAM systems to be robust to perceptual aliasing and to operate under limited communication bandwidth; moreover, it is desirable for these systems to capture semantic information to enable high-level decision-making and spatial AI.

This paper presents Kimera-Multi, a multi-robot system that (i) is robust and capable of identifying and rejecting incorrect inter and intra-robot loop closures resulting from perceptual aliasing, (ii) is fully distributed and only relies on local (peer-to-peer) communication to achieve distributed localization and mapping, and (iii) builds a globally consistent metric-semantic 3D mesh model of the environment in real-time, where faces of the 3D mesh are annotated with semantic labels. Kimera-Multi is implemented by a team of robots equipped with visual-inertial sensors. Each robot builds a local trajectory estimate and a local mesh using Kimera. When communication is available, robots initiate a distributed place recognition and robust pose graph optimization protocol based on a distributed graduated non-convexity algorithm. The proposed protocol allows the robots to improve their local trajectory estimates by leveraging inter-robot loop closures while being robust to outliers. Finally, each robot uses its improved trajectory estimate to correct the local mesh using mesh deformation techniques.

We demonstrate Kimera-Multi in photo-realistic simulations, SLAM benchmarking datasets, and challenging outdoor datasets collected using ground robots. Both real and simulated experiments involve long trajectories (e.g., up to 800 meters per robot). The experiments show that Kimera-Multi (i) outperforms the state of the art in terms of robustness and accuracy, (ii) achieves estimation errors comparable to a centralized SLAM system while being fully distributed, (iii) is parsimonious in terms of communication bandwidth, (iv) produces accurate metric-semantic 3D meshes, and (v) is modular and can be also used for standard 3D reconstruction (i.e., without semantic labels) or for trajectory estimation (i.e., without reconstructing a 3D mesh).

Supplementary Material

Video demonstration of the proposed Kimera-Multi system on the Medflyt dataset (Fig. 1): https://youtu.be/G7I3JubdU8E.

I. INTRODUCTION

Multi-robot collaborative simultaneous localization and mapping (SLAM) is an important topic in robotics research, due to its capability to provide situational awareness over large-scale environments for extended periods of time. Such capability is fundamental for various applications such as factory automation, search & rescue, intelligent transportation, planetary exploration, and surveillance and monitoring in military and civilian endeavors.

In this work, we advance state-of-the-art collaborative SLAM by developing a system that enables real-time estimation of dense metric-semantic 3D mesh models under realistic constraints on communication bandwidth. The 3D mesh captures the complete and dense geometry of the environment that the robots operate in. Furthermore, by annotating the mesh with human-understandable semantic labels (e.g., “building”, “road”, “object”), our system provides high-level abstractions of the environment that are necessary to enable next-generation spatial perception [1] (or Spatial AI [2]) and high-level decision making. In single-robot SLAM, metric-semantic models have been employed in pioneering work such as SLAM++ [3] and SemanticFusion [4]. Recent work includes systems that can build metric-semantic 3D models in real-time using a multi-core CPU, including Kimera [1] and Voxblox++ [5]. In multi-robot SLAM, many existing systems rely on sparse landmarks (e.g., [6, 7]). While these systems excel at collaborative localization, they do not provide a complete solution to dense mapping, which is required by critical navigation tasks such as collision avoidance and motion planning. On the other hand, recent multi-robot systems begin to leverage semantic information to aid collaborative SLAM, but the underlying representations are still sparse (e.g., objects [8, 9]). Recent work [10] employs dense semantic segmentation, but the approach is limited to pairwise matching of local maps. Overall, there has not been a complete multi-robot system for dense metric-semantic SLAM, partially due to the additional communication and computation costs involved in building such a model. This work closes this gap by developing a collaborative metric-semantic SLAM system. Furthermore, the proposed system is fully distributed and is capable of operating under realistic communication constraints.

In addition, this work aims to improve the robustness of collaborative SLAM for operations in challenging real-world environments. In practice, perceptual aliasing caused by similar-looking scenes often results in wrong inter-robot data associations (i.e., outlier loop closures), which in turn cause catastrophic failures of standard estimation back-ends. In multi-robot SLAM, this issue is further complicated by the lack of a common reference frame and a global outlier-free odometry backbone. While recent work has proposed several
robust estimation techniques for collaborative SLAM, they either rely too heavily on initialization [11, 12] or employ heuristic search methods [13, 14] which can cause low recall (i.e., missing correct loop closures). This work addresses this challenge by developing a robust distributed back-end based on graduated non-convexity (GNC) [15].

**Contributions.** The primary contribution of this work is *Kimera-Multi, a fully distributed system for multi-robot dense metric-semantic SLAM.* Our system enables a team of robots to collaboratively estimate a semantically annotated 3D mesh model of the environment in real-time. Each robot runs *Kimera* [16] to process onboard visual-inertial sensor data and obtain local trajectory and 3D mesh estimates. When communication becomes available, a fully distributed procedure is triggered to perform inter-robot place recognition, relative pose estimation, and robust distributed trajectory estimation. From the jointly optimized trajectory estimates, each robot performs real-time local mesh deformation to correct local mapping drift and improve global map consistency. The implementation of *Kimera-Multi* is modular and allows different components to be disabled or replaced. Fig. 1 demonstrates *Kimera-Multi* on a three-robot collaborative SLAM dataset collected at Medfield, Massachusetts, USA.

The second technical contribution of this work is a *new, two-stage method for outlier-robust distributed pose graph optimization (PGO),* which serves as the distributed back-end of *Kimera-Multi.* The first stage initializes robots’ local trajectories in a global reference frame by using GNC [15] to estimate relative transformations between the coordinate frames of pairs of robots. This method is robust to outlier loop closures and, furthermore, is efficient because it does not require iterative communication. The second stage solves the full robust PGO problem. For this purpose, we present a distributed extension of GNC built on top of the state-of-the-art RBCD solver [17]. Compared to prior techniques, our approach achieves more robust and accurate trajectory estimation, and is less sensitive to parameter tuning.

Our third contribution is *an extensive experimental evaluation.* We present quantitative evaluations of *Kimera-Multi* on a collection of large-scale photo-realistic simulations and SLAM benchmarking datasets. In addition, we demonstrate *Kimera-Multi* on challenging real-world datasets collected by autonomous ground robots. Our results show that *Kimera-Multi* (i) provides more robust and accurate distributed trajectory estimation compared to alternative techniques employed in prior work [13, 14], (ii) achieves estimation accuracy that is similar to a centralized system while being fully distributed, (iii) is communication-efficient and achieves as much as 70% communication reduction compared to baseline centralized systems, (iv) builds accurate metric-semantic 3D meshes, (v) is modular and allows different features such as mesh reconstruction and semantic annotation to be disabled according to user needs.

**Novelty with respect to previous work [18].** An earlier version of *Kimera-Multi* was presented in [18], but the present paper extends that work with two new contributions. First, we develop an *outlier-robust and fully distributed* trajectory estimation method based on GNC. In [18], we used an incremental extension of Pairwise Consistency Maximization (PCM) [13] to reject outlier loop closures. However, PCM employs a graph-theoretic formulation and in practice relies on heuristic maximum clique search which causes low recall. In this work, we show that the proposed distributed GNC method outperforms PCM in terms of robustness and accuracy, and is less sensitive to parameter tuning. The second new contribution is a set of additional experimental evaluations. These include a comprehensive evaluation of different robust distributed PGO techniques (Section VII-A), evaluations on additional photo-realistic simulations and benchmarking datasets (Section VII-B), and evaluations on two new chal-
lenging outdoor datasets (Fig. 1 and Fig. 14) collected using autonomous ground robots (Section VII-C).

II. RELATED WORK

A. Metric-Semantic SLAM

In recent years, single-robot SLAM research is steadily moving towards systems that can build metric-semantic maps [19–22, 4, 23–29, 16, 5, 30]. Related research efforts include systems building voxel-based models [4, 23–29], ESDF and meshes [16, 31, 5], or 3D scene graphs [30]. In this work, we build our multi-robot metric-semantic SLAM system on top of kimera [16], which provides accurate real-time visual-inertial odometry (VIO) and lightweight mesh reconstruction.

In the multi-robot SLAM literature, the majority of approaches have focused on dense geometric representations (e.g., occupancy maps [32]) or sparse landmark maps [6, 33]; see [34] and the references therein. Recent work begins to incorporate sparse objects or dense semantic information in multi-robot perception. Choudhary et al. [8] use class labels to associate objects within a multi-robot pose graph SLAM framework. Tchuiel and Indelman [9] develop a distributed object-based SLAM method that leverages the coupling between object classification and pose estimation. Yue et al. [10] leverage dense semantic segmentation to perform relative localization and map matching between pairs of robots. In [18], we presented an early version of kimera-Multi and demonstrated it as the first fully distributed system for multi-robot dense metric-semantic SLAM. The present paper extends [18] with a new outlier-robust distributed pose graph optimization algorithm and additional experimental evaluations.

B. Distributed Loop Closure Detection

Inter-robot loop closures are critical to align the trajectories of the robots in a common reference frame and to improve their trajectory estimates. In a centralized visual SLAM system (e.g., [35]), robots transmit a combination of global descriptors (e.g., bag-of-words vectors [36, 37] and learned full-image descriptors [38]) and local visual features (e.g., [39, 40]) to a central server that performs centralized place recognition and geometric verification. Recent work develops distributed and communication-efficient paradigms for inter-robot loop closure detection. Cieslewski and Scaramuzza [41] propose an efficient method for distributed visual place recognition, based on splitting and distributing bag-of-words visual features [36]. A subsequent approach is developed in [42, 7] based on clustering and distributing NetVLAD [38] descriptors. A complementary line of work develops efficient methods for distributed geometric verification. Giamou et al. [43] develop a method to verify a set of candidate inter-robot loop closures using minimum data exchange. Tian et al. [44, 45] consider distributed geometric verification under communication and computation budgets and develop near-optimal communication policies based on submodular optimization.

C. Distributed PGO

Pose graph optimization (PGO) is commonly used as the estimation backbone of state-of-the-art SLAM systems. Centralized approaches for multi-robot PGO collect all measurements at a central station, which computes the trajectory estimates for all the robots [46–49, 12]. In parallel, considerable efforts have been made to design distributed PGO methods. Cunningham et al. [6, 33] use Gaussian elimination to exchange marginals over the separator poses. Another family of approaches are based on distributed gradient descent [50–52]. Aragues et al. [53] use a distributed Jacobi approach to estimate 2D poses. Choudhary et al. [8] propose a two-stage approach that uses distributed Gauss-Seidel method to initialize rotation estimates and solve a single Gauss-Newton iteration. This method is also implemented as the distributed back-end in recent decentralized SLAM systems [7, 14].

Recently, Fan and Murphey [54] propose a majorization-minimization method that adapts Nesterov’s acceleration technique to achieve significant empirical speedup. Tian et al. [17] develop the Riemannian block-coordinate descent (RBCD) method that can be similarly accelerated, and furthermore propose a distributed global optimality verification method based on accelerated power iteration. The conference version of kimera-Multi [18] uses RBCD as the distributed back-end. A subsequent work [55] develops distributed PGO with convergence guarantees under asynchronous communication.

D. Robust PGO

Standard least squares formulation of PGO is susceptible to outlier loop closures that can severely impact trajectory estimation. To mitigate the effect of outliers in single-robot SLAM, early methods are based on RANSAC [56], branch & bound [57], and M-estimation ([58, 59]). Sünderhauf and Protzel [60] develop a method to deactivate outliers using binary variables. Agarwal et al. [61] build on the same idea and develop the dynamic covariance scaling method. Hartley et al. [62] and Casasfranca et al. [63] propose to minimize the ℓ1-norm of residual errors. Chatterjee and Govindu [64, 65] develop iteratively reweighted least squares (IRLS) methods to solve rotation averaging using a family of robust cost functions. Hu et al. [66] develop similar IRLS methods for single-robot SLAM. Olson and Agarwal [67] and Pfingsthorn and Birk [68, 69] consider multi-modal distributions for the noise. Lajoie et al. [70] and Carlone and Calafiore [71] develop global solvers based on convex relaxations. A separate line of work investigates consensus maximization formulations that seek to identify the maximal set of mutually consistent inliers [72–74]. Recently, Yang et al. [15] develop graduated non-convexity (GNC) that optimizes a sequence of increasingly non-convex surrogate cost functions, and demonstrate state-of-the-art performance on robust PGO problems.

In multi-robot SLAM, Indelman et al. [11] and Dong et al. [12] apply expectation-maximization to find consistent inter-robot loop closures and estimate initial relative transformations between robots. Mangelson et al. [13] design the Pairwise Consistency Maximization (PCM) approach to perform robust map merging between pairs of robots. Lajoie et al. [14] develop the DOOR-SLAM system which implements an extended version of PCM as the outlier
Fig. 2: Kimera-Multi: system architecture. Each robot runs Kimera (including Kimera-VIO and Kimera-Semantics) to estimate local trajectory and mesh. Robots then communicate to perform distributed loop closure detection and robust distributed PGO. Given the optimized trajectory, each robot performs local mesh optimization.

rejection method before distributed trajectory estimation. The recent NeBula system [75] also employs PCM within a centralized collaborative SLAM architecture. In this work, we develop a fully distributed extension of GNC [15], and demonstrate that our method outperforms PCM in terms of robustness and accuracy.

III. SYSTEM OVERVIEW

In Kimera-Multi, each robot runs the fully decentralized metric-semantic SLAM system shown in Fig. 2. The system consists of four main modules: (i) local (single-robot) Kimera, (ii) distributed loop closure detection, (iii) robust distributed trajectory estimation via PGO, and (iv) local mesh optimization. Among these modules, distributed loop closure detection and robust distributed PGO are the only ones that involve communication between robots. Fig. 3 shows the data flow between these modules.

Kimera [1] runs onboard each robot and provides real-time local trajectory and mesh estimation. In particular, Kimera-VIO [16] serves as the visual-inertial odometry module, which processes raw stereo images and IMU data to obtain an estimate of the odometric trajectory of the robot. Kimera-Semantics [16] processes depth images (Possibly obtained from RGB-D cameras or by stereo matching) and 2D semantic segmentations [76] and produces a dense metric-semantic 3D mesh using the VIO pose estimates. In addition, Kimera-VIO computes a Bag-of-Words (BoW) representation of each keyframe using ORB features and DBoW2 [37], which is used for distributed loop closure detection. Interested readers are referred to [16, 1] for more technical details.

Distributed Loop Closure Detection (Section IV) is executed whenever two robots α and β are within communication range. The robots exchange BoW descriptors of the keyframes they collected. When the robots find a pair of matching descriptors (typically corresponding to observations of the same place), they perform relative pose estimation using standard geometric verification techniques. The relative pose corresponds to a putative inter-robot loop closure, and is used during robust distributed trajectory estimation.

IV. DISTRIBUTED LOOP CLOSURE DETECTION

This section describes the front-end of Kimera-Multi, which is responsible for detecting inter-robot loop closures between pairs of robots. The information flow is summarized in Fig. 3. When communication becomes available, robot α initiates the distributed loop closure detection process, by sending global descriptors of its new keyframes since the last rendezvous to the other robot β. We implement these descriptors as bag-of-word vectors using the DBoW2 library [37]. Upon receiving the bag-of-word vectors, robot β searches within its own keyframes for candidate matches whose normalized visual similarity scores exceed a threshold (≥ 0.1 in our code). When a potential loop closure is identified, the robots perform standard geometric verification to estimate the relative transformation between the two matched keyframes. In our implementation, robot β first requests the 3D keypoints and associated descriptors of the matched keyframe from robot α (Fig. 3). Subsequently, robot β computes putative correspondences by matching the two sets of feature descriptors using nearest neighbor search implemented in OpenCV.

Fig. 3: Communication protocol and data flow between pair of robots.

Robust Distributed Trajectory Estimation (Section V) solves for the optimal trajectory estimates of all robots in a global reference frame, by performing robust distributed PGO using odometric measurements from Kimera-VIO and all putative loop closures detected so far. At the beginning, a robust initialization scheme is used to find coarse relative transformations between robots’ reference frames. Then, a robust optimization procedure based on a distributed extension of GNC [15] using the RBCD solver [17] is employed to simultaneously select inlier loop closures and recover optimal trajectory estimates. Compared to the incremental PCM technique [13] used in the conference version of Kimera-Multi [18], our new approach enables more robust and accurate trajectory estimation, and is less sensitive to parameter tuning.

Local Mesh Optimization (Section VI) is executed after the robust distributed trajectory estimation stage. This module performs a local processing step that deforms the mesh at each robot to enforce consistency with the trajectory estimate resulting from distributed PGO.
From the putative correspondences, robot $\beta$ attempts to compute the relative transformation using Nistér’s five-point method [79] and Arun’s three-point method [80] combined with RANSAC [56]. Both techniques are implemented in the OpenGV library [81]. If geometric verification succeeds with more than five correspondences, the loop closure is accepted and sent to the robust distributed trajectory estimation module.

V. ROBOT DISTRIBUTED TRAJECTORY ESTIMATION

In Kimera-Multi, the robots estimate their trajectories by collaboratively solving a PGO problem using the entire team’s odometry measurements and intra-robot and inter-robot loop closures. Some of these loop closures may be outliers (due to, e.g., perceptual aliasing) and thus we need an outlier-robust method for solving PGO. In the earlier version of Kimera-Multi [18], we used an incremental variant of PCM [13] for outlier rejection via maximum clique computation prior to trajectory estimation. However, even with parallelization [82], the runtime of exact maximum clique search exceeds 10 seconds already in graphs with 700 loop closures, which is not practical for our application. For this reason, in practice PCM has to rely on heuristic maximum clique algorithms and thus often exhibits poor recall, as shown in Section VII-A.

In this paper, we propose a new distributed approach for robust trajectory estimation based on GNC [15]. The main idea in GNC is to start from a convex approximation of the robust cost function and then gradually introduce the non-convexity to prevent convergence to spurious solutions. While in general GNC does not require an initial guess [15], it has been observed that global solvers for 3D SLAM (e.g., SE-Sync [83]) become too slow in the presence of outliers [74]. For this reason, in [74] local optimization is performed instead at each iteration of GNC (starting from an outlier-free initial guess), and this approach has been shown to be very effective. In single-robot SLAM, one can easily obtain an outlier-free initial guess by chaining together odometry measurements. In the multi-robot case, there is no odometry between different robots’ poses, and the challenge thus becomes building an initial guess that is insensitive to outliers.

To address the aforementioned challenge, the proposed distributed graduated non-convexity (D-GNC) approach involves two stages. In the first stage (Section V-B), we use an outlier-robust and communication-efficient method to initialize robots’ trajectories in a global reference frame. In the second stage (Section V-C), we develop a fully distributed procedure to execute GNC, using the RBCD distributed solver as a subroutine. Algorithm 1 provides the pseudocode of D-GNC.

Algorithm 1 Distributed Graduated Non-Convexity (D-GNC)

Input:
- Initial trajectory estimates in local frames of each robot
- Odometry and intra-robot and inter-robot loop closures that each robot is involved in
- Threshold $\bar{c}$ of truncated least squares (TLS) cost

Output:
- Optimized trajectory estimate of each robot in global frame

1: Robust initialization: robots communicate to initialize trajectory estimates in a global reference frame (Section V-B).
2: In parallel, each robot initializes GNC weights for its local intra and inter-robot loop closures $w_i = 1, \forall i$.
3: while not converged do
4: Variable update: with fixed weights, robots communicate to execute RBCD for $T$ iterations (default $T = 15$).
5: Weight update: in parallel, each robot updates GNC weights for intra-robot loop closures and inter-robot loop closures it is involved in.
6: Parameter update: in parallel, each robot updates the control parameter $\mu$.
7: end while

A. Background: Graduated Non-Convexity

We start by providing a brief review of GNC [15, 84]. One challenge associated with classical M-estimation [85, 86] is that the employed robust cost function $\rho$ can be highly non-convex, hence making local search techniques sensitive to the initial guess. The key idea behind GNC is to optimize a sequence of easier (i.e., less non-convex) surrogate cost functions that gradually converges to the original robust cost function. Each surrogate problem takes the same form as classical M-estimation,

$$\min_{x \in \mathcal{X}} \sum_i \rho_i(r_i(x)),$$

where $r_i : \mathcal{X} \rightarrow \mathbb{R}$ is the residual error associated with the $i$th measurement. The sequence of surrogate functions $\rho_i$, parameterized by control parameter $\mu$, satisfies that for some given constants $\mu_0$ and $\mu_1$: (i) for $\mu \rightarrow \mu_0$, the function $\rho_i$ is convex, and (ii) for $\mu \rightarrow \mu_1$, $\rho_i$ converges to the original (non-convex) robust cost function $\rho$. In practice, one initializes $\mu$ near $\mu_0$, and gradually updates its value to approach $\mu_1$ as optimization proceeds.

For each instance of (1), GNC reformulates the problem using the Black-Rangarajan Duality [84], which states that under certain technical conditions (satisfied by all common choices of robust cost functions), (1) is equivalent to the following optimization problem,

$$\min_{x \in \mathcal{X}, w_i \in [0,1]} \sum_i [w_i r_i^2(x) + \Phi_{\rho_i}(w_i)],$$

where $w_i \in [0,1]$ is a scalar weight associated with the $i$th measurement. In (2), the outlier process $\Phi_{\rho_i}(w_i)$ introduces a penalty term for each $w_i$, and its expression depends on the chosen robust cost function $\rho$ and the control parameter $\mu$. Similar to the classical iterative reweighted least squares (IRLS) scheme, GNC performs alternating minimization over the variable $x$ and weights $w_i$ to optimize (2), but in the meantime also updates the control parameter $\mu$:

1) Variable update: Minimize (2) with respect to $x$ with fixed weights $w_i$. This amounts to solving a standard
weighted least-squares problem,

\[ x^* \in \arg \min_{x \in \mathcal{X}} \sum_i w_i r_i^2(x). \] (3)

2) **Weight update**: Minimize (2) with respect to \( w_i \) with fixed variable \( x \). The corresponding update for each \( w_i \) has a closed-form expression that depends on the current robust surrogate function \( \rho \); see [15, Proposition 3-4].

3) **Parameter update**: Update \( \mu \) by a constant factor to approach \( \mu_0 \).

The control parameter \( \mu \) is initialized at a value close to \( \mu_0 \). In the absence of a better guess, all weights are initialized to one (i.e., all measurements are considered inliers initially). Then the steps above are repeated until \( \mu \) approaches \( \mu_1 \).

### B. Robust Distributed Initialization

To optimize the pose graph, we first need to initialize all robot poses in a shared (global) coordinate frame (Algorithm 1, line 1). Each robot can readily initialize its trajectory in its local reference frame by chaining odometry measurements. To express these local initial guesses in the global reference frame, however, we must estimate the relative pose between the local reference frames.

**Pairwise coordinate frame estimation.** First, let us see how this can be done between two robots \( \alpha \) and \( \beta \), with local reference frames \( A \) and \( B \), respectively. Consider a loop closure between the \( i \)th pose of \( \alpha \) and \( j \)th pose of \( \beta \), denoted as \( \hat{X}_{\alpha_i}^A \) and \( \hat{X}_{\beta_j}^B \). Denote the odometric estimates of pose \( i \) and \( j \) (in the local frames of the two robots) as \( \hat{X}_{\alpha_i}^A \) and \( \hat{X}_{\beta_j}^B \). By combining these pose estimates with the loop closure, we obtain a noisy estimate of the relative transformation between frames \( A \) and \( B \),

\[ \hat{X}_{\alpha_i}^A \overset{\text{def}}{=} \hat{X}_{\alpha_i}^A \hat{X}_{\beta_j}^B (\hat{X}_{\beta_j}^B)^{-1}, \] (4)

where the subscript of \( \hat{X}_{\alpha_i}^A \) indicates that this estimate is computed using loop closure \( (i, j) \). From (4), we see that each inter-robot loop closure provides a candidate alignment for the reference frames \( A \) and \( B \). Furthermore, candidate alignments produced by inlier loop closures are expected to be in mutual agreement; see Fig. 4 and also [11]. To obtain a reliable estimate of the true relative transformation, we thus formulate and solve the following robust pose averaging problem,

\[ \hat{X}^*_B \in \arg \min_{X \in \mathbb{SE}(3)} \sum_{(i,j) \in L_{\alpha,\beta}} \rho(r_{ij}(X)), \] (5)

where \( \rho : \mathbb{R} \rightarrow \mathbb{R} \) is the truncated least squares (TLS) robust cost function [15], and \( L_{\alpha,\beta} \) is the set of inter-robot loop closures between robot \( \alpha \) and \( \beta \). Each residual measures the geodesic distance between the to-be-computed average pose \( X \) and the measurement \( \hat{X}_{\beta_j}^B \),

\[ r_{ij}(X) \triangleq \| X \otimes \hat{X}_{\beta_j}^B \|_\Sigma, \] (6)

where \( \Sigma \in \mathbb{S}_{++}^6 \) is a fixed covariance matrix. In our implementation, we use a diagonal covariance with a standard deviation of 0.1 rad for rotation and 0.5 m for translation. Between a given pair of robots, one robot can solve (5) **locally** using GNC [15] without extra communication (since each robot already has access to all loop closures it is involved in), and transmits the solution to the other robot. In practice, we use the GNC implementation available in GTSAM [87], which uses Levenberg-Marquardt (initialized at identity pose) in each GNC variable update to solve (5).

**Multi-robot coordinate frame estimation.** The above pairwise procedure can be executed repeatedly to express all local reference frames (and trajectory estimates) in a global frame while being robust to outliers. To do so, we first choose an arbitrary spanning tree in the robot-level dependency graph [17] whose vertices correspond to robots, and edges represent the presence of at least one inter-robot loop closure between the two corresponding robots (Fig. 4). Note that the spanning tree induces a unique path between any two robots. Without loss of generality, we select an arbitrary robot \( \alpha \) and use its reference frame \( A \) as the global frame. For each remaining robot \( \beta \), we need to obtain its relative transformation to the global frame \( \hat{X}_{\beta_j}^B \in \mathbb{SE}(3) \). This is done by traversing the unique path in the robot-level spanning tree from \( \alpha \) to \( \beta \), and composing all estimated pairwise transformations computed using (5) along the way. In practice, this procedure can be performed in a fully distributed fashion, by incrementally growing the robot-level spanning tree from \( \alpha \) using local communication. Finally, each robot \( \beta \) uses its corresponding \( \hat{X}_{\beta_j}^B \) to express its initial trajectory in the global frame. Note that our distributed PGO approach does not require the robots to share these initial trajectory estimates, but only requires them to be expressed in a shared global frame at each robot.

### C. Robust Distributed Pose-Graph Optimization

Following the initialization stage, robots perform robust distributed PGO to obtain optimal trajectory estimates while simultaneously rejecting outlier loop closures. Let \( X_{\alpha_i} = (R_{\alpha_i}, t_{\alpha_i}) \in \mathbb{SE}(3) \) denote the \( i \)th pose of robot \( \alpha \) in the global frame. We aim to optimize all pose variables using all odometric measurements and putative loop closures.

\[
\min_{X_{\alpha_i} \in \mathbb{SE}(3), \forall \alpha \in \mathcal{R}, \forall i} \sum_{\alpha \in \mathcal{R}} \left( \sum_{i=1}^{n_{\alpha}-1} \sum_{(i,j) \in L_{\alpha,\beta}} r_{ij}(X_{\alpha_i}, X_{\alpha_{i+1}})^2 + \sum_{(\alpha,\beta) \in \mathcal{L}} \rho(r_{\alpha,\beta}(X_{\alpha_i}, X_{\beta_j})) \right)
\] (7)
where $\mathcal{R} = \{\alpha, \beta, \ldots\}$ denotes the set of robots, $n_\alpha$ is the total number of poses of robot $\alpha$, and the set of loop closures $L$ includes both intra-robot and inter-robot loop closures. Each residual error in (7) corresponds to a single relative pose measurement in the global pose graph, where the residual error is measured using the chordal distance. For example, the residual corresponding to a loop closure is given by [83],

$$
r^\alpha_{\beta_1}(X_\alpha, X_{\beta_1}) \triangleq \left( w_R \left\| R^\alpha_{\beta_1} - R_{\alpha, \tilde{R}^\alpha_{\beta_1}} \right\| + w_t \left\| t_{\beta_1} - t_{\alpha, r} - R_{\alpha, \tilde{R}^\alpha_{\beta_1}} \right\| \right)^{1/2},
$$

where $\tilde{X}^\alpha_{\beta_1} = (\tilde{R}^\alpha_{\beta_1}, \tilde{t}^\alpha_{\beta_1}) \in \text{SE}(3)$ is the observed noisy transformation, and $w_R, w_t > 0$ specify measurement precisions. We employ the standard quadratic cost for odometric transformations, and

$$
\text{error is measured using the chordal distance. For example, the residual error in (7) corresponds to a single relative pose}
$$

Moreover, RBCD can be used as an anytime algorithm, since due to the first-order nature of typical distributed optimization methods (including both RBCD and DGS). To develop a more practical and efficient approach, we relax the convergence requirements and allow approximate solutions during variable updates. Specifically, we only apply RBCD for a fixed number of iterations to refine the trajectory estimates based on the current weights. In our implementation, we set the number of iterations to 15 by default. The resulting trajectories are then used to warm start the next variable update step. As measurement weights converge, our approach also allows the trajectory estimates to converge to relatively high precision.

**Weight update.** In the original GNC paper [15], it has been shown that the weight update for each residual function using TLS only depends on the current residual error $\tilde{r}_i$, control parameter $\mu$, and the threshold $\bar{c}$ of the TLS cost.

$$
w_i \left\{ \begin{array}{ll}
0, & \text{if } \tilde{r}_i^2 \in [\frac{\mu}{\mu+\bar{c}^2}, +\infty], \\
\frac{c}{\bar{c}} \sqrt{\mu(\mu+1)} - \mu, & \text{if } \tilde{r}_i^2 \in [\frac{\mu}{\mu+\bar{c}^2}, \frac{\mu+1}{\mu} \bar{c}^2], \\
\frac{1}{1+\mu}, & \text{if } \tilde{r}_i^2 \in [0, \frac{\mu}{\mu+\bar{c}^2}].
\end{array} \right.
$$

See [15, Proposition 4] for more details. The weight update step is particularly suitable for distributed computation, as (10) suggests that this operation can be performed independently and in parallel for each residual function (i.e., loop closure). We leverage this insight to implement a fully distributed weight update scheme (Algorithm 1, line 5). Specifically, each robot first updates weights associated with its internal loop closures, and then, for each inter-robot loop closure, one of the two involved robots computes the updated weight, and subsequently transmits the new weight to the other robot. After the weight update stage, each robot also updates its local copy of the control parameter $\mu$, so that the sequence of surrogate cost functions gradually converges to the original TLS function (Algorithm 1, line 6).

**VI. Local Mesh Optimization**

This section describes how to perform local correction of the 3D mesh in response to a loop closure. Kimera-Semantics builds the 3D mesh from the Kimera-VIO (odometric) estimate. However, since distributed PGO described in previous section improves the accuracy of the trajectory estimate by enforcing loop closures, it is desirable to correct the mesh according to the optimized trajectory estimate (i.e., each time distributed PGO is executed). Here we propose an approach for mesh optimization based on deformation graphs [88]. Deformation graphs are a model from computer graphics that deforms a given mesh in order to anchor points in this mesh to user-defined locations while ensuring that the mesh remains locally rigid; deformation graphs are typically used for 3D animations,
where one wants to animate a 3D object while ensuring it moves smoothly and without artifacts [88].

**Creating the deformation graph.** In our approach, we create a unified deformation graph including a simplified mesh and a pose graph of trajectory keyframes. The process is illustrated in Fig. 5. The intuition is that the “anchor points” in [88] will be the keyframes in our trajectory. More specifically, while Kimera-Semantics builds a local 3D mesh for each robot $\alpha$ using pose estimates from Kimera-VIO, we keep track of the subset of 3D mesh vertices seen in each keyframe from Kimera-VIO. To build the deformation graph, we first subsample the mesh from Kimera-Semantics to obtain a simplified mesh. We simplify the mesh with an online vertex clustering method by storing the vertices of the mesh in an octree data structure; as the mesh grows, the vertices in the same voxel of the octree are merged and degenerate faces and octree data structure; as the mesh grows, the vertices in the same voxel of the octree are merged and degenerate faces and degenerate faces are removed. The voxel size is tuned according to the environment or the dataset. Then, the vertices of this simplified mesh and the corresponding keyframe poses are added as vertices in the deformation graph; we are going to refer to the corresponding vertices in the deformation graph as mesh vertices and keyframe vertices. Moreover, we add two types of edges to the deformation graph: mesh edges (corresponding to pairs of mesh vertices sharing a face in the simplified mesh), and keyframe edges (connecting a keyframe with the set of mesh vertices it observes).

For each mesh vertex $k$ in the deformation graph, we assign a transformation $M_k = (R_k^M, t_k^M)$, where $R_k^M \in \text{SO}(3)$ and $t_k^M \in \mathbb{R}^3$; $M_k$ defines a local coordinate frame, where $R_k$ is initialized to the identity and $t_k$ is initialized to the position $g_k$ of the mesh vertex from Kimera-Semantics (i.e., without accounting for loop closures). We also assign a pose $X_i = (R_i^x, t_i^x)$ to each keyframe vertex $i$. The pose is initialized to the pose estimates from Kimera-VIO.

**Optimizing the deformation graph.** The goal is to correct the mesh on each robot in response to changes in the keyframe poses (due to PGO). Towards this goal, we need to adjust the poses (and the mesh vertex positions) to “anchor” the keyframe poses to the latest estimates from distributed PGO as shown in Fig. 5. Denoting the optimized poses from distributed PGO as $\tilde{X}_i$, and calling $n$ the number of keyframes in the trajectory and $m$ the total number of mesh vertices in the deformation graph. Following [88], we compute updated poses $X_i, M_k$ of the vertices in the deformation graph by solving the following local optimization problem at each robot,

$$\arg\min_{X_1,\ldots,X_n, M_1,\ldots,M_m \in \text{SE}(3)} \sum_{i=0}^n ||X_i \ominus \tilde{X}_i||_2^2 + \sum_{k=0}^n \sum_{l \in \mathcal{N}^M(k)} ||R_k^M(g_l - g_k) + t_k^M - t_l^M||_2^2 + \sum_{i=0}^n \sum_{l \in \mathcal{N}^M(i)} ||R_i^x \tilde{g}_il + t_i^x - t_l^M||_2^2$$

(11)

where $g_k$ denotes the non-deformed position of vertex $k$ in the deformation graph, $\tilde{g}_il$ denotes the non-deformed position of vertex $l$ in the coordinate frame of keyframe $i$, and $\mathcal{N}^M(k)$ denotes all the mesh vertices in the deformation graph connected to vertex $k$, and $\ominus$ denotes a tangent-space representation of the relative pose between $X_i$ and $\tilde{X}_i$ [89, 7.1]. Intuitively, the first term in the minimization (11) enforces (“anchors”) the poses of each keyframe $X_i$ to match the optimized poses $\tilde{X}_i$ from distributed PGO. The second term enforces local rigidity of the mesh by minimizing the mismatch with respect to the non-deformed configuration $g_k$. The third term enforces local rigidity of the relative positions between keyframes and mesh vertices by minimizing the mismatch with respect to the non-deformed configuration in the local frame of pose $X_i$. We optimize (11) using a Levenberg-Marquardt method in GTSAM [87].

Since the deformation graph contains a subsampled version of the original mesh, after the optimization, we retrieve the location of the remaining vertices as in [88]. In particular, the positions of the vertices of the complete mesh are obtained as affine transformations of nodes in the deformation graph:

$$\tilde{v}_i = \sum_{j=1}^m s_j(v_j) [R_j^M(v_j - g_j) + t_j^M]$$

(12)

where $v_j$ indicates the original vertex positions and $\tilde{v}_i$ are the new deformed positions. The weights $s_j$ are defined as

$$s_j(v_j) = (1 - ||v_j - g_j||/d_{\text{max}})^2$$

and then normalized to sum to one. Here $d_{\text{max}}$ is the distance to the $k + 1$ nearest node as described in [88] (we set $k = 4$).

Note that the Kimera-Semantics mesh also includes semantic labels as an attribute for each node in the mesh, which remain untouched in the mesh deformation.

**VII. EXPERIMENTS**

In this section, we perform extensive evaluations of Kimera-Multi. Our results show that Kimera-Multi provides robust and accurate estimation of trajectories and metric-semantic meshes, is efficient in terms of communication usage, and is flexible thanks to its modularity. The rest of this section is organized as follows. In Section VII-A, we analyze the robustness of Kimera-Multi in numerical experiments. In Section VII-B, we evaluate the quality of trajectory estimates and metric-semantic reconstruction in photo-realistic simulations and benchmarking datasets. Lastly, in Section VII-C, we demonstrate Kimera-Multi on two challenging real-world datasets collected by ground robots.
A. PGO Robustness Analysis

In this section, we evaluate different robust trajectory estimation techniques on synthetic datasets with varying ratios of outlier loop closures. Our results demonstrate the importance of robust initialization for multi-robot PGO. Furthermore, we show that alternative technique based on PCM [13] has low recall (i.e., missing correct loop closures). Overall, we show that the proposed D-GNC method achieves the best performance, and is not sensitive to parameter tuning.

**Single-robot experiments.** To offer additional insights and contrast with the multi-robot analysis later, we first perform ablation studies on single-robot synthetic datasets. We simulate 2D PGO problems contaminated by outliers using the INTEL dataset [90]. To generate outlier loop closures, we randomly select pairs of non-adjacent poses in the original pose graph, and add relative measurements with uniformly random rotations and translations. For translations, we sample each coordinate uniformly at random within the domain $[-10, 10]$ m.

The following trajectory estimation techniques are compared: (1) L2: standard least squares optimization using Levenberg-Marquardt (LM), (2) PCM: outlier rejection with pairwise consistency maximization [13] using the approximate maximum clique solver [82] followed by LM, (3) GNC: graduated non-convexity [15], (4) PCM + GNC: PCM outlier rejection followed by GNC. Both LM and GNC are implemented in GTSAM [87]. All methods start from the odometry initial guess. Note that both PCM and GNC require the user to specify a confidence level (in the form of a probability threshold) that determines the maximum residual of inliers. We vary this probability threshold and compare different techniques across the entire spectrum.

Fig. 6 shows the absolute trajectory errors (ATE) with respect to the maximum likelihood estimate, computed using the outlier-free pose graph. Results are collected over 10 Monte Carlo runs. Standard LM optimization is not robust even under 10% outlier loop closures (Fig. 6a). In many cases, PCM tends to be overly conservative and reject inliers (due to approximate maximum clique search), which leads to an increase in the trajectory error. The same issue also negatively impacts the performance of PCM + GNC (blue), since rejected inliers cannot be recovered. On the other hand, GNC (green) achieves smaller error across the entire spectrum. Under 70% outliers (Fig. 6b), PCM has larger errors especially at higher probability thresholds (e.g., 99%), indicating that the method is unable to reject all outliers. In this case, applying subsequent GNC helps to improve the performance of PCM. However, also in this case, applying GNC alone consistently achieves the best performance over the entire range of probability thresholds. This result suggests that GNC should be the method of choice in single-robot PGO independent from the parameter tuning.

**Multi-robot experiments.** In multi-robot PGO, there is no longer an outlier-free initial guess (i.e., odometry), which is crucial for the strong performance of GNC observed in the single-robot case. We investigate this issue in the next experiment, and demonstrate the robust initialization scheme proposed in Section V-B as an effective solution. Similar to the previous experiment, we use the INTEL dataset with the same outlier model described previously. The pose graph is divided into three segments with approximately equal lengths to simulate a three-robot collaborative SLAM scenario.

We compare two variants of GNC using different initial guesses. The first variant uses the proposed robust initialization scheme, and is labeled as “GNC” in Fig. 7 (green). The second variant uses a naïve initialization formed using the local odometry of each robot and randomly sampled inter-robot loop closures between pairs of robots; see (4). This variant is labeled as “GNC (naïve init)” in Fig. 7 (magenta). When PCM is used, we sample inter-robot loop closures from the inlier set returned by PCM. All problems are solved using a centralized implementation based on GTSAM [87]. Distributed experiments will be presented in the next section.

Fig. 7 reports ATE results across 10 Monte Carlo runs. With 10% outlier loop closures (Fig. 7a), it is less likely that the naïve initialization is affected by outliers. Consequently, the two variants of GNC have similar performance in most cases, but naïve initialization still causes occasional failures (magenta outliers). The failure cases correspond to instances when the initial guess was accidentally built using an outlier loop closure. The problem caused by incorrect initialization becomes more evident under 70% outlier loop closures (Fig. 7b), where naïve initialization fails in the majority of instances. This is because under 70% outliers, the naïve initial guess is almost always contaminated by wrong loop closures, which
severely affects the performance of GNC. In comparison, using PCM helps to avoid catastrophic failures, but PCM still exhibits low recall as in the single-robot case. Finally, the proposed robust initialization effectively corrects the wrong initial guess, and applying GNC from the robust initialization (green) consistently outperforms other techniques.

To provide additional insights over the performance of different techniques, Fig. 8 shows qualitative comparisons of final trajectory estimates on a random problem instance with 70% outliers. All techniques use the same probability threshold of 99%. Under this setting, PCM (Fig. 8a) fails to reject all outlier loop closures. As a result, its solution is distorted when compared to the maximum likelihood estimate. When applying GNC from naive initialization (Fig. 8b), the method fails to recover any inlier loop closures due to incorrect initialization that causes the variable update to converge to wrong estimates. Fig. 8c-8d show that applying either PCM or robust initialization to correct the initial guess before applying GNC can effectively resolve the problem. Between these two approaches, however, our proposed robust initialization produces lower trajectory error, which can also be seen by comparing the trajectory estimates within the red box. This is because PCM incorrectly removes inlier loop closures during outlier rejection, which causes a loss of accuracy that cannot be recovered by GNC.

B. Evaluation in Simulation and Benchmarking Datasets

We evaluate Kimera-Multi in three photo-realistic simulation environments (Medfield, City, Camp), developed by the Army Research Laboratory Distributed and Collaborative Intelligent Systems and Technology (DCIST) Collaborative Research Alliance [91]. In addition, we also evaluate on three real-world environments (Vicon Room 1, Vicon Room 2, Machine Hall) from the EuRoC dataset [92]. Among all datasets, Machine Hall contains five sequences which are used to simulate collaborative SLAM with five robots. The simulation and Vicon Room datasets contain three sequences that are used to simulate a three-robot scenario. In our experiments in this section and Section VII-C, we run Kimera-Multi in a setting where robots are constantly in communication range, which means that inter-robot loop closures are established at the earliest possible time. In future work, we plan to further improve our implementation and test our system in scenarios where communication is intermittent. Trajectory estimation results. We first evaluate the accuracy of different distributed trajectory estimation techniques. In this experiment, we use Kimera-VIO to process raw sensor data, and it is thus hard to obtain accurate covariance information for all measurements. In our implementation, we use a fixed isotropic covariance for each residual in PGO, with a standard deviation of 0.01 rad for rotation and 0.1 m for translation. Moreover, we use a relatively conservative probability threshold of 50% for all robust estimation techniques. We compare the following distributed solvers: (1) L2: standard PGO (least squares optimization) using RBCD [17], (2) PCM: outlier rejection with PCM [13], followed by RBCD, (3) D-GNC (NI): proposed D-GNC method starting from a naive initial guess that combines local odometry of each robot with randomly sampled inter-robot loop closures between pairs of robots, (4) PCM + D-GNC: outlier rejection with PCM, followed by D-GNC, (5) D-GNC: the proposed D-GNC method with robust initialization, (6) D-GNC (ES): an “early stopped” version of D-GNC that terminates after 50 total RBCD updates, (7) centralized GNC from GTSAM [87].

Table I reports the final ATE of each method when evaluated against the ground truth. Note that the total trajectory length varies significantly across datasets, which also causes ATE to vary. Due to the existence of outlier loop closures, standard least squares optimization (L2) gives large errors. PCM improves over the L2 results, but still yields large errors on a subset of datasets. The proposed D-GNC method achieves significantly lower trajectory errors on all datasets. Similar to the synthetic experiments (Section VII-A), we observe that applying GNC after PCM (“PCM + D-GNC” in the table) always leads to suboptimal performance compared to the proposed approach, due to the low recall of PCM. On the Medfield simulation, applying D-GNC from naive initialization fails. In this case, the naive initialization is wrong due to the selection of an outlier loop closure. This creates an error in the initial alignment of robots’ reference frames which D-GNC is unable to correct. Finally, we observe that on three of the datasets, applying early stopping (ES) leads to lower error compared to full optimization (distributed or centralized). In this experiment, estimation errors are computed with respect to the ground truth trajectories, which are in general different from the true (unknown) maximum likelihood estimate. In summary, the proposed D-GNC method achieves the best
performance, and applying early stopping (ES) does not significantly affect the accuracy of trajectory estimation, which remains comparable to the centralized GNC.

**Communication usage and solution runtime.** In Table II, we compare the communication usage of Kimera-Multi with two baseline centralized architectures that either transmit all images or keypoints. Data payloads used by Kimera-Multi are divided into three parts: place recognition (exchanging bag-of-word vectors), geometric verification (exchanging keypoints and descriptors), and distributed PGO. The front-end (first two modules) consumes more communication than the back-end (distributed PGO). Overall, our results demonstrate that Kimera-Multi is communication-efficient. For instance, on the Vicon Room 2 dataset, our system achieves a communication reduction of 70% compared to the baseline centralized system that transmits all keypoints and descriptors. On the other hand, the system does not achieve equally significant communication reduction on the Machine Hall dataset. Compared to other datasets, the increased number of robots in Machine Hall results in more data transmission. In particular, the loose thresholds for loop closure detection lead to increased data transmission during the geometric verification (GV) stage. Further communication reduction may be achieved by employing recent communication-efficient methods for distributed place recognition [42, 7] and geometric verification [44, 45].

In addition, Table II reports the runtime of D-GNC and also compares with the centralized solver (implemented in GTSAM [87]). Our method has reasonable runtime (approximately 10 seconds) for the smaller Vicon Room datasets. For the larger datasets, D-GNC requires more time for full convergence. Nevertheless, applying early stopping (ES) effectively keeps the runtime close to its centralized counterpart, without heavily compromising estimation accuracy.

**Metric-Semantic Mesh Quality.** We use the ground-truth point clouds available in the EuRoc Vicon Room 1 and 2 datasets, and the ground-truth mesh (and its semantic labels) available in the DCIST simulator to evaluate the accuracy of the 3D metric-semantic mesh built by Kimera-Semantics and the impact of the local mesh optimization (LMO). For evaluation, the estimated and ground-truth meshes are sampled with a uniform density of $10^3$ points/m$^2$ as in [16]. The resulting semantically-labeled point clouds are then registered using the ICP [93] implementation in Open3D [94]. Then, we calculate the mean distance between each point in the ground-truth point cloud to its nearest neighbor in the estimated point cloud to obtain the metric accuracy of the 3D mesh. In addition, we evaluate the semantic reconstruction accuracy by calculating the percentage of correctly labeled points [16] relative to the ground truth using the correspondences given by ICP. Fig. 9 and Fig. 10 report the metric accuracy of the individual meshes constructed by each robot as well as the merged global mesh, and Table III shows the semantic reconstruction accuracy in the simulator (EuRoc does not provide ground-truth semantics).

In general, the metric-semantic mesh accuracy improves after LMO for both individual and merged 3D meshes, demonstrating the effectiveness of LMO in conjunction with our distributed trajectory optimization. The dense metric-semantic meshes are shown in Fig. 11 and Fig. 12. In the case when semantic labels are unavailable, we are still able to generate the mesh, colored by the RGB image colors, as shown in Fig. 13 for the experiment in the simulator portraying the Medfield scene.

### C. Evaluation in Large-Scale Outdoor Datasets

**Experimental Setup.** We demonstrate Kimera-Multi on two challenging outdoor datasets, collected using a Clearpath Jackal UGV equipped with a forward-facing RealSense D435i

---

**TABLE I: Absolute trajectory errors (ATE) in meters with respect to ground truth trajectories.**

| Dataset          | Length [m] | L2   | PCM   | D-GNC (NI) | PCM + D-GNC | D-GNC | D-GNC (ES) | Centralized GNC |
|------------------|------------|------|-------|------------|-------------|-------|------------|-----------------|
| Medfield         | 2396       | 64.2 | 12.5  | 57.4       | 4.64        | 3.92  | 4.32       | 3.88            |
| City             | 1213       | 3.58 | 1.57  | 0.91       | 1.08        | 0.85  | 0.76       | 1.00            |
| Camp             | 1037       | 11.9 | 13.7  | 0.97       | 1.09        | 0.96  | 0.75       | 1.33            |
| Vicon Room 1     | 211        | 1.17 | 1.00  | 0.34       | 0.45        | 0.35  | 0.21       | 0.36            |
| Vicon Room 2     | 206        | 1.87 | 1.56  | 0.46       | 0.62        | 0.47  | 0.48       | 0.43            |
| Machine Hall     | 466        | 1.92 | 1.76  | 0.48       | 0.70        | 0.41  | 0.49       | 0.52            |

**Fig. 9: Metric reconstruction evaluation on the Euroc sequences.** Mesh error (in meters) for the 3D meshes by Kimera-Semantics and Kimera-Multi’s LMO.
TABLE II: Communication usage and solution runtime. The data payloads induced by Kimera-Multi are further divided into three modules: place recognition (PR) that exchanges bag-of-word vectors, geometric verification (GV) that transmits keypoints and feature descriptors, and distributed pose graph optimization (DPGO). Centralized communication and runtime are colored in gray.

| Dataset        | # Poses | # Edges | PR  | GV  | DPGO | Total | Centralized (Images) | Centralized (Keypoints) | Distributed | Distributed (ES) | Centralized |
|----------------|---------|---------|-----|-----|------|-------|----------------------|------------------------|-------------|----------------|-------------|
| Medfield       | 2918    | 3104    | 22.6| 41.5| 1.8  | 65.9  | 2113                 | 141                    | 29.2        | 5.9           | 4.4         |
| City           | 3212    | 4173    | 16.2| 44.5| 8.8  | 69.5  | 2326                 | 155                    | 22.1        | 4.5           | 3.2         |
| Camp           | 5088    | 5200    | 39.2| 19.7| 0.5  | 59.4  | 3685                 | 246                    | 43.2        | 9.1           | 4.4         |
| Vicon Room 1   | 1693    | 2788    | 9.5 | 14.7| 3.6  | 27.8  | 1226                 | 81.7                   | 8.9         | 2.2           | 3.1         |
| Vicon Room 2   | 1738    | 2335    | 11.5| 10.2| 2.7  | 24.4  | 1259                 | 83.9                   | 11.7        | 3.2           | 1.7         |
| Machine Hall   | 3261    | 5196    | 46.0| 76.8| 22.9 | 145.7 | 2362                 | 157                    | 20.5        | 2.5           | 6.3         |

Fig. 10: Metric reconstruction evaluation on the Camp, City, and Medfield simulator datasets. Mesh error (in meters) for the 3D meshes by Kimera-Semantics and Kimera-Multi’s LMO.

TABLE III: Semantic reconstruction evaluation. Semantic labels accuracy before and after correction by LMO in the DCIST simulator.

| Dataset          | Robot ID | Kimera-Semantics (%) | LMO (%) |
|------------------|----------|----------------------|---------|
| Camp             | 0        | 81.6                 | 96.2    |
|                  | 1        | 92.8                 | 98.1    |
|                  | 2        | 82.8                 | 96.1    |
|                  | Merged   | 79.4                 | 95.2    |
| City             | 0        | 77.1                 | 77.7    |
|                  | 1        | 80.7                 | 83.1    |
|                  | 2        | 71.4                 | 70.6    |
|                  | Merged   | 76.1                 | 78.8    |

RGBD Camera and IMU. The first dataset was collected at the Medfield State Hospital, Massachusetts, USA (Fig. 1). Three sets of trajectories were recorded, with the longest trajectory being 860 meters in length. The second dataset was collected around the Ray and Maria Stata Center at MIT (Fig. 14), and also includes three different trajectories with each trajectory being over 500 meters in length. In both Fig. 1 and Fig. 14, the red, orange, and blue trajectories correspond to robots with ID 0, 1, and 2, respectively. Both sets of experiments are challenging and include many similar-looking scenes that induce spurious loop closures.

**Results and Discussions.** Table IV reports statistics about loop closures on the outdoor datasets. Specifically, for each pair of robots, we report the number of loop closures accepted by D-GNC over the total number of detected loop closures (including outliers). Diagonal entries in the table correspond to intra-robot loop closures. Both datasets contain many outlier loop closures, which are successfully rejected by D-GNC. Compared to Medfield, the Stata dataset contains significantly less inter-robot loop closures, which makes distributed PGO particularly challenging.

In order to evaluate estimation accuracy in the absence of ground truth trajectories, we measure end-to-end errors as in [95]. In particular, we design each individual robot trajectory to start and finish at the same place, and then compute the final end-to-end position errors. The end-to-end error is not equivalent to the ATE, but still provides useful information about the final estimation drift on each trajectory. Table V compares the end-to-end errors of Kimera-VIO, Kimera-Multi (using D-GNC to estimate trajectories), and centralized result (solved using GNC in GTSAM [87]). To complement the quantitative result, we also provide qualitative visualizations of the optimized trajectories and meshes in Fig. 1 and Fig. 14.

On the Medfield dataset (Fig. 1), Kimera-VIO accumulates a
Fig. 12: Dense metric-semantic 3D mesh model generated by Kimera-Multi with three robots in the simulated City scene.

Fig. 13: Dense metric 3D mesh model generated by Kimera-Multi with three robots in the simulated Medfield scene.

Drift of approximately 15-25 m on each trajectory sequence. We note that the drift is mostly in the vertical direction, hence only partially visible in Fig. 1a. Through loop closures and robust distributed PGO, Kimera-Multi significantly reduces the error and furthermore achieves the same performance as the centralized solver as shown in Table V. In this case, the global pose graph has 15650 poses in total (including all robots). D-GNC uses a total of 100 RBCD iterations which takes 53 seconds. Further runtime reduction may be achieved by decreasing the rate at which keyframes are created. In summary, our trajectory estimation results together with the final optimized mesh shown in Fig. 1c demonstrate the effectiveness of the proposed system.

In comparison, the Stata dataset (Fig. 14) is more challenging, partially due to the lack of enough inter-robot loop closures (Table IVb). Kimera-VIO accumulates higher drifts as shown in Fig. 14a and Table V. Fig. 14b shows the Kimera-Multi trajectory estimates produced using the default settings of D-GNC (see Algorithm 1). In this case, the global pose graph has 11184 poses in total. D-GNC uses 120 RBCD iterations which takes 50 seconds. We observe that while the orange and red trajectory estimates are qualitatively correct, the blue trajectory is not correctly aligned in the global frame. This is because with the approximate variable updates of D-GNC (presented in Section V-C), the only inter-robot loop closure with the blue trajectory is rejected. Additionally, with fewer inter-robot loop closures, RBCD generally converges at a slower rate. To resolve this issue, we increase the number of RBCD iterations within each variable update, hence making D-GNC more similar to the centralized GNC algorithm. With this change, D-GNC uses a total of 2000 RBCD iterations which takes 14 minutes. However, the final trajectory estimates (Fig. 14c) are significantly improved and are close to centralized GNC (Fig. 14d). The corresponding end-to-end errors are also close to centralized GNC as shown in Table V. Fig. 15 shows the optimized mesh produced by Kimera-Multi corresponding to the trajectory estimates shown in Fig. 14c. In this experiment, the difficulty faced by Kimera-Multi is primarily due to the lack of inter-robot loop closures (Table IVb). In the future, we plan to further improve the loop closure detection module to gain better performance in similar visually challenging scenarios.

VIII. Conclusion

We presented Kimera-Multi, a distributed multi-robot system for robust and dense metric-semantic SLAM. Our system advances state-of-the-art multi-robot perception by estimating 3D mesh models that capture both dense geometry and semantic information of the environment. Kimera-Multi is fully distributed:
each robot performs independent navigation, using Kimera to estimate local trajectories and meshes in real-time. When communication becomes available, robots engage in local communication to detect loop closures and perform distributed trajectory estimation. From the globally optimized trajectory estimates, each robot performs local mesh optimization to refine its local map. We also presented D-GNC, a novel two-stage method for robust distributed pose graph optimization, which serves as the estimation backbone of Kimera-Multi and outperforms prior outlier rejection methods.

We performed extensive evaluation of Kimera-Multi, using a combination of photo-realistic simulations, indoor SLAM benchmarking datasets, and large-scale outdoor datasets. Our results demonstrated that Kimera-Multi (i) provides robust and accurate trajectory estimation while being fully distributed, (ii) estimates 3D meshes with improved metric-semantic accuracy compared to inputs from Kimera, and (iii) is communication-efficient and achieves significant communication reductions compared to baseline centralized systems.
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