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Abstract—We comment on a recent TKDE paper [1] “Linear Approximation of F-measure for the Performance Evaluation of Classification Algorithms on Imbalanced Data Sets”, and make two improvements related to comparison of F-measures for two prediction rules.
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1 INTRODUCTION

F-measure is a popular performance measure for classification algorithms, which compromises precision and recall. We found in a recent issue of TKDE Wong’s paper [1] on statistical comparison of F-measures for two algorithms, which is obviously an important problem. However, we found that there are two things in [1] that need improvement.

For each algorithm, Wong’s variance formula in his Theorem 1 [1] has omitted the randomness of the weight for the recall. The correct implementation should be via a delta method, which will lead to a different formula, see Takahashi, Yamamoto, Kuchiba and Koyama’s Appendix C [2] for a general formula allowing more than 2 classes. We conjecture that Takahashi et al.’s formula [2] in the 2-class case should be equivalent to the “JVESR formula” (Janson and Vegelius 1981 [3]; Elston, Schroeder, and Rohjan 1982 [4]) that we use in this paper, which were introduced from different fields much earlier. These methods provide analytic formulas and do not need k-fold cross validation as in Wong [1], for estimating the correlation between the recall and the precision. However, Takahashi et al. [2] did not consider the comparison of two algorithms.

Wong [1] does consider comparison of two algorithms, but has incorrectly assumed that they are independent in his Theorem 1, whereas they should really be correlated when applied to a common testing dataset (e.g., in Wong’s Table 5 [1]). In this paper, we use a formula from Ju [5] (Appendix A) for estimating the correlation between two different algorithms when operating on a same testing dataset.

Our proposed method is therefore the combination of the use of the “JVESR formula” for each algorithm, and the use of Ju’s formula [5] (also see Proposition 1) for the between-algorithm correlation. The end result is that we can provide a correct way of comparing F-measures for two algorithms, without the need of k-fold cross validation as in [1]. The paper is organized as follows. We extend the “JVESR formula” in Section 2. In Section 3, we compare the numerical performance of the proposed method and Wong’s method with the designed comparative experiments. Finally, we conclude and discuss possible future works in Section 4.

2 EXTENSION OF JVESR FOR TWO F-MEASURES

In binary classification problems, the examples in a dataset (usually imbalanced) can be coded as \( Z \in \{0, 1\} \) and modeled as a random variable. The prediction results of a classification algorithm \( a \in \{1, 2\} \) are independent and identically distributed random vectors on \( \{0, 1\} \times \{0, 1\}^2 \). The sample average of all \( f(Z_k, \{L_a\}_k) \) is denoted as

\[
E_nf(Z, \{L_a\}) \triangleq n^{-1} \sum_{k=1}^{n} f(Z_k, \{L_a\}_k). \tag{1}
\]

For \( n = 1, 2, \ldots, \infty \), the performance of \( L_a \) can be measured by the F-measure, which can be expressed as

\[
\tau_{na} \triangleq \frac{2E_n(ZL_a) + E_n(L(1-Z_a)) + E_n(Z(1-L_a))}{2E_n(ZL_a) + E_n(L(1-Z_a)) + E_n(Z(1-L_a))}. \tag{2}
\]

To compute the variance \( \text{Var}(\tau_{n1} - \tau_{n2}) \), we need to know \( \text{Var}(\tau_{n1}), \text{Var}(\tau_{n2}) \) and \( \text{Cov}(\tau_{n1}, \tau_{n2}) \). We extend the “JVESR formula” for computing the covariance of F-measures for two algorithms.

Proposition 1. (Covariance formula) Denote \( \kappa_{na} \triangleq \tau^{-1}_{na} - 1 \). Then for any \( a, b \in \{1, 2\} \), the large \( n \) asymptotic covariance

\[
\text{Cov}(\tau_{n1}, \tau_{nb}) = \frac{\tau_{a}^{2} \tau_{b}^{2}}{n2^{2}E(ZL_a)E(ZL_b)} \times \left[ \text{Cov}(L_a(1-Z) + Z(1-L_a), L_b(1-Z)) + \text{Cov}(L_a(1-Z) + Z(1-L_a), Z(1-L_b)) - \kappa_a \cdot \text{Cov}(ZL_a, L_b(1-Z) + Z(1-L_b)) - \kappa_b \cdot \text{Cov}(ZL_b, L_a(1-Z) + Z(1-L_a)) + \kappa_a \kappa_b \cdot \text{Cov}(ZL_a, ZL_b) \right], \tag{3}
\]

where \( \tau_a = \lim_{n \to \infty} \tau_{n1}, \tau_b = \lim_{n \to \infty} \tau_{n2}, \kappa_a = \lim_{n \to \infty} \kappa_{na}, \kappa_b = \lim_{n \to \infty} \kappa_{nb} \).
When \( a = b \), the covariance in (3) becomes the variance, which can be shown by tedious algebra to coincide with the “JVESR formula” (Janson and Vegelius 1981 [3]; Elston, Schroeder, and Rohjan 1982 [4]). So we in fact are presenting an extension of the “JVESR formula” for multiple algorithms.

To apply the formulas in this Proposition, we can estimate the \( \tau_a, \kappa_a, E \) and \( \text{Cov} \) by the sample analogues. To compare sample \( F \)-measure \( \bar{f}_a = \tau a \) for two algorithms \( a = 1, 2 \), this Proposition allows us to compute the following quantities in Table 1 later, according to our proposed extension of the JVESR method:

\[
\text{Var}(\bar{f}_a) = \text{Cov}(\bar{f}_a, \bar{f}_a), \quad \text{for } a = 1, 2, \quad (4)
\]

\[
\text{Corr}(\bar{f}_1, \bar{f}_2) = \frac{\text{Cov}(\bar{f}_1, \bar{f}_2)}{\sqrt{\text{Var}(\bar{f}_1)} \sqrt{\text{Var}(\bar{f}_2)}}. \quad (5)
\]

\[
\text{Var}(\bar{f}_1 - \bar{f}_2) = \text{Cov}(\bar{f}_1, \bar{f}_1) + \text{Cov}(\bar{f}_2, \bar{f}_2) - 2\text{Cov}(\bar{f}_1, \bar{f}_2), \quad (6)
\]

\[
z = \frac{\bar{f}_1 - \bar{f}_2}{\sqrt{\text{Var}(\bar{f}_1 - \bar{f}_2)}}. \quad (7)
\]

**Proof of Proposition 1.**

For \( i \in \{1, 2\} \), let

\[
\kappa ni = \tau a - 1 = \frac{E_\infty(L_i(1 - Z) + Z(1 - L_i))}{2E_\infty(ZL_i)}. \quad (8)
\]

In order to apply the delta method, we need to differentiate \( \kappa ni \):

\[
d\kappa ni = \frac{dE_\infty(L_i(1 - Z) + Z(1 - L_i))}{2E_\infty(ZL_i)} - \frac{E_\infty(L_i(1 - Z) + Z(1 - L_i)) \cdot dE_\infty(ZL_i)}{2E_\infty(ZL_i)} \approx \frac{dE_\infty(L_i(1 - Z) + Z(1 - L_i)) - \kappa ni \cdot dE_\infty(ZL_i)}{2E_\infty(ZL_i)} \quad (9)
\]

where \( E = E_\infty \).

With (9) and the delta method, for any \( a, b \in \{1, 2\} \), we...
have,

\[
\text{Cov}(\kappa_{na}, \kappa_{nb}) = \frac{1}{n^2 E(ZL_a)E(ZL_b)} \times \\
\left[ \text{Cov}\{L_a(1 - Z) + Z(1 - L_a), L_b(1 - Z)\} \\
+ \text{Cov}\{L_a(1 - Z) + Z(1 - L_a), Z(1 - L_b)\} \\
- \kappa_a \cdot \text{Cov}\{ZL_a, L_b(1 - Z) + Z(1 - L_a)\} \\
- \kappa_b \cdot \text{Cov}\{ZL_b, L_a(1 - Z) + Z(1 - L_a)\} \\
+ \kappa_a\kappa_b \cdot \text{Cov}\{ZL_a, ZL_b\} \right].
\]  

(10)

The object $\kappa_{ni}$ in (6) can also be differentiated as $d\kappa_{ni} \approx -\bar{\tau}_i^{-2}d\tau_{ni}$, and thus we have $d\tau_{ni} \approx -\bar{\tau}_i^2 d\kappa_{ni}$. By applying the delta method again, the covariance of $\bar{\tau}_{na}$ and $\bar{\tau}_{nb}$ can be calculated as

\[
\text{Cov}(\bar{\tau}_{na}, \bar{\tau}_{nb}) = \tau_a^2 \tau_b^2 \cdot \text{Cov}(\kappa_{na}, \kappa_{nb}),
\]

which leads to the proof. Q.E.D.

### 3 Experimental Study

To compare the performance of the extended JVESR method and Wong’s method, we propose a framework of comparative experiments, and a high-level overview of this framework is shown in Figure 1. We choose 3 datasets (Abalone [6], White-wine [7] and Seismic [8]) from the UCI data repository [9] for evaluating the model performance. For each of the three original datasets, we save a subset as training data, and apply 1-NN and RF (Random Forest), to obtain two prediction rules $L_1 \in \{0, 1\}$ and $L_2 \in \{0, 1\}$, respectively, for a label $Z \in \{0, 1\}$ defined according to Wong [1]. The remaining data form a “population” from which the testing datasets, each of size $n = 1000$, are subsampled with replacement for $c = 1200$ times. On each subsampled testing dataset, the $F$-measures $\hat{f}_1$ and $\hat{f}_2$ of prediction rules $L_1$ and $L_2$, respectively, are computed and compared. Our code is publicly available [10].

In Table 1, both JVESR and Wong’s methods are applied for variance computation, based on testing datasets, each of size $n = 1000$. Entries in Table 1 represent the average values over multiple testing datasets. For both methods, a small percentage of these $c = 1200$ testing datasets lead to infinite variance, and are therefore excluded from the average. The exact number of testing datasets we use is denoted as $c'$, and the values of $c'$ for datasets Abalone, White-wine and Seismic are 1137, 1173 and 909, respectively, for which the computed variances are finite for both JVESR and Wong’s methods. (In this regard, more testing datasets are excluded for Wong’s method, especially for the Abalone and White-wine datasets.) The “simulated” variance, correlation, etc., are computed with the $c'$ pairs of $(\hat{f}_1, \hat{f}_2)$ obtained from the $c'$ testing datasets. They approximately represent the “true values” for the variance, correlation, etc.

For the Corr($\hat{f}_1, \hat{f}_2$) using the JVESR method, we report the averaged value of all the $c$ correlations between $\hat{f}_1$ and $\hat{f}_2$ of the algorithms tested on the subsamples, each being estimated from the covariance formula proposed in Proposition 1. The simulated Corr($\hat{f}_1, \hat{f}_2$) is computed as the exact correlation between the $c'$ $\hat{f}_1$'s and $\hat{f}_2$'s of the algorithms tested on the subsamples. In Table 1 the Corr($\hat{f}_1, \hat{f}_2$) computed by the JVESR method is pretty close to the simulated correlation between $\hat{f}_1$ and $\hat{f}_2$ for all the three datasets, and this further verifies that the dependency of algorithms shouldn’t be ignored when comparing the algorithms tested on the same dataset.

As shown in Table 1 we present the $z$-statistic values for pairwise comparison of different methods, averaged over $c'$ testing datasets. It is possible for us to make quite

### Table 1

Results of Comparing JVESR Method With Wong’s Method on the Three Datasets.

| Dataset (Algorithm) | Metric | Simulation | JVESR Method [5, 4] | Wong’s Method [1] |
|---------------------|--------|------------|---------------------|-------------------|
| Abalone             | $\hat{f}_1$ | 0.209 | 0.138 | 0.209 | 0.138 | 0.209 | 0.138 |
|                     | Var($\hat{f}_1$) | 0.00241 | 0.00278 | 0.00237 | 0.00267 | 0.00230 | 0.00235 |
|                     | Corr($\hat{f}_1, \hat{f}_2$) | 0.347 | 0.348 | 0.348 | 0.348 | 0.348 | 0.348 |
|                     | Var($\hat{f}_1 - \hat{f}_2$) | 0.00339 | 0.00326 | 0.00326 | 0.00465 | 0.00465 | 0.00465 |
|                     | $z$-statistic | 1.22 | 1.27 | 1.27 | 1.09 | 1.09 | 1.09 |
| White-wine          | $\hat{f}_1$ | 0.347 | 0.445 | 0.347 | 0.445 | 0.347 | 0.445 |
|                     | Var($\hat{f}_1$) | 0.00276 | 0.00373 | 0.00287 | 0.00393 | 0.00273 | 0.00264 |
|                     | Corr($\hat{f}_1, \hat{f}_2$) | 0.744 | 0.746 | 0.746 | 0.746 | 0.746 | 0.746 |
|                     | Var($\hat{f}_1 - \hat{f}_2$) | 0.00171 | 0.00180 | 0.00180 | 0.00537 | 0.00537 | 0.00537 |
|                     | $z$-statistic | -2.38 | -2.42 | -2.42 | -1.38 | -1.38 | -1.38 |
| Seismic             | $\hat{f}_1$ | 0.145 | 0.052 | 0.145 | 0.052 | 0.145 | 0.052 |
|                     | Var($\hat{f}_1$) | 0.00164 | 0.00070 | 0.00176 | 0.00127 | 0.00173 | 0.00120 |
|                     | Corr($\hat{f}_1, \hat{f}_2$) | 0.342 | 0.412 | 0.412 | 0.412 | 0.412 | 0.412 |
|                     | Var($\hat{f}_1 - \hat{f}_2$) | 0.00161 | 0.00179 | 0.00179 | 0.00293 | 0.00293 | 0.00293 |
|                     | $z$-statistic | 2.33 | 2.16 | 2.16 | 1.75 | 1.75 | 1.75 |

$^i i = 1$ if the algorithm is 1-NN. Otherwise, $i = 2$. 

https://github.com/teniscape/comparison-of-methods-for-estimating-F-measures.
opposite decision for pairwise comparison if the estimation of \( \text{Var}(f_1 - f_2) \) is inaccurate. For example, for the White-wine and Seismic sets, the simulated \( z \)-statistic and the \( z \)-statistic computed by the JVESR method both indicate that typically we have to reject the null hypothesis at the significance level 0.05 for comparing the two algorithms on both datasets. However, with the same significance level, the \( z \)-statistics computed with Wong’s method indicate that we can typically accept the null hypothesis.

The ways JVESR and Wong used to compute the \( F \)-measure are essentially the same, although Wong first calculates the recall and precision for data in each fold and then average them to calculate the final \( F \)-measure for each algorithm. As a result, the \( F \)-measures computed for the same algorithm on the same dataset shown in Table 1 are the same. Although for most of the cases, the variances of \( F \)-measure computed using Wong’s method are not accurate, we do find that they are close to the simulated variances in some cases, e.g., the \( \text{Var}(f_1) \) for White-wine data. Although we have pointed out that the method Wong used to compute the variance of \( f_i \) is not totally right, sometimes the computed variance can still be pretty close to the simulated result.

When testing the RF algorithm on the Seismic dataset, we find that the number of true positive (TP) examples for most of the subsampled sets is less than five, and thus the large-sample condition is not satisfied for those cases. The precise asymptotics in the estimation of the variance in JVESR method is probably impaired in this situation, and this makes the estimated \( \text{Var}(f_2) \) not so accurate as the estimations for the other two datasets. The estimated variance obtained with Wong’s method in this case is also larger than the simulated variance. Even though the estimated variances for RF algorithm on Seismic data are not so accurate for either method, we still get more accurate \( z \)-statistics for pairwise comparison when applying the JVESR method since the correlation between the two algorithms can be naturally incorporated by our variance formula (6).

We notice that the \( f_2 \) for Seismic data is close to boundary 0, and this may be another possible reason (\( F \)-measure being close to values 0 or 1) why it doesn’t lead to a good asymptotic result when using JVESR method to estimate the \( \text{Var}(f_2) \) on Seismic data. We leave for future work the more thorough understanding of this interesting phenomenon that possibly caused by small number of TP examples and extreme \( F \)-measure, and the finding of possible methods to fix it.

4 Conclusions

In this paper, we improve Wong’s method [1] for comparing two \( F \)-measures, by allowing correlated prediction rules and applying the variance formulas of JVESR [3], [4]. Our proposed framework of comparative experiments can be extended to compare multiple algorithms on multiple datasets, which is an ongoing work.

Finally, we comment that by comparison of two algorithms, we really mean comparison of the testing data performances of the two rules learned from the same training data, as generated by the two different classification methods. In standard error computations of both JVESR and Wong, variance of testing data is incorporated but not the variation of the classification rules learning from possibly different training data. The latter is more difficult, since its variance does not relate to standard estimation of a low dimensional parameter from training data, such as in Logistic Regression, but is involving many parameters possibly incompletely optimized (such as in Random Forest) or a completely nonparametric method (such as in Nearest Neighbor).
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