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Abstract—Neural networks (NNs) are widely used for object classification in autonomous driving. However, NNs can fail on input data not well represented by the training dataset, known as out-of-distribution (OOD) data. A mechanism to detect OOD samples is important for safety-critical applications, such as automotive perception, to trigger a safe fallback mode. NNs often rely on softmax normalization for confidence estimation, which can lead to high confidences being assigned to OOD samples, thus hindering the detection of failures. This paper presents a method for determining whether inputs are OOD, which does not require OOD data during training and does not increase the computational cost of inference. The latter property is especially important in automotive applications with limited computational resources and real-time constraints. Our proposed approach outperforms state-of-the-art methods on real-world automotive datasets.

I. INTRODUCTION

Neural network (NN) perception systems currently provide state-of-the-art object classification performance $^{11}$–$^{13}$. Softmax normalization is ubiquitously used by NNs for uncertainty estimation. However, such NNs tend to fail on out-of-distribution (OOD) data by assigning incorrect classifications with high confidence $^5$. Although softmax tends to perform well on data that follows the training distribution ($D_{\text{tr}}$), it assigns overconfident values to OOD samples ($D_{\text{out}}$) due to the fast-growing exponential function $^6$. If novel objects appear during inference, the NN could classify them incorrectly with high confidence $^6$–$^{10}$. For example, if a NN is designed to classify road users and is therefore trained on samples of pedestrians, cars, trucks, and cyclists, it may eventually classify a deer with high confidence as a car. The deer is an OOD sample for the NN since it was not included in the training data and, thus, the NN misclassifies it as shown in Fig. 1. Hence, these confidences output by the NN pose multiple risks such as decreasing the overall perception accuracy and hiding failures, which reduces system reliability and forces autonomous vehicles to take more conservative actions. To avoid the restriction to conservative actions in general, it is important to detect these perception errors and only then take appropriate measures such as switching to a safe fallback mode in order to ensure safe execution $^5$.

The literature discusses various approaches for identifying $D_{\text{out}}$. One category of approaches uses NN architectures that have implicit OOD detection $^{11}$–$^{13}$, but these methods often increase computational costs. Another category of approaches is dedicated OOD detection methods, which include training techniques such as auxiliary losses or modifications to the NN architecture $^6$, $^{14}$, $^{15}$. These methods usually require OOD data during development. This paper presents a threshold-based OOD detection approach that combines auxiliary training techniques with post hoc statistics that capture network characteristics after training. This combination improves the area under the precision recall curve (AUPR) metric compared to state-of-the-art methods. Additionally, our approach does not require $D_{\text{out}}$ during training and comes without additional computational costs at inference time. The latter attribute, in particular, is important for automotive applications that run on limited resources with real-time constraints. During training, our proposed method uses an auxiliary Generative Adversarial Network (GAN) $^{16}$ to produce $D_{\text{out}}$ data that encourages the object classifier to assign low confidences to samples on or outside the decision boundary. Post hoc, the parameters of class-conditioned Gaussian distributions over the bottleneck layer of the NN are computed from the training data. A sample is classified as $D_{\text{out}}$ during inference based on its distance to the previously computed Gaussian distributions. Our proposed method is validated on an object classification task using real-world automotive datasets, including KITTI $^{17}$ and nuScenes $^{18}$.

Our contributions are as follows. We present an OOD detection approach that does not require an externally collected $D_{\text{out}}$ dataset and comes without additional computational costs during inference. We empirically validate our OOD detection method on real-world data with multiple post
hoch distance metrics, demonstrating superior performance to state-of-the-art approaches.

II. RELATED WORK

OOD detection can be categorized into implicit (Section II-A) and explicit (Section II-B) detection techniques. Implicit OOD detection techniques can naturally detect OOD samples as a byproduct of their design, while dedicated OOD detection approaches consider auxiliary losses during training, additional architectural components, or post hoc network statistics.

A. Implicit OOD Detection Techniques

Bayesian Neural Networks (BNNs) can identify samples from $D_{out}$ by design unlike Maximum Likelihood Estimation (MLE)-based approaches [11], [19]. BNNs represent model uncertainty using parameterized distributions over NN weights. NN ensembles can also represent model uncertainty by using a collection of weights [19], [20]. Both of these methods can be used for OOD detection. Although BNNs and NN ensembles are promising research directions, current state-of-the-art automotive perception usually relies on MLE-based deep NNs [1], [2] due to lower computational costs. Hence, in our paper, we follow this line of research. Monte Carlo (MC) dropout [21] has gained popularity for uncertainty-based OOD detection. MC dropout is a simple, effective method for epistemic uncertainty estimation that does not require an explicit $D_{out}$ dataset to be available during training. In contrast to BNNs, which are trained to compute model uncertainty, MC dropout measures the uncertainty by applying dropout to the NN during inference. For this, MC dropout requires multiple forward passes during inference, which is unsuitable for applications that run on limited resources and have real-time constraints.

Normalizing flows (NFs) have also been used for OOD detection using the learned feature space [22]. However, the memory footprint of NFs is unsuitable for larger inputs and, thus, Wellhausen et al. [23] apply NFs only to the bottleneck vector of a NN. We follow the latter approach in modeling distributions over the bottleneck vector, but instead of NFs, we fit class-conditioned Gaussian distributions following Lee et al. [24], which add no extra memory footprint to the NN.

B. Dedicated OOD Detection Techniques

Variational Autoencoders (VAEs) [25]–[27] and adversarially trained AEs [28] can specifically be developed for OOD detection. Latent space distances and reconstruction losses of bidirectional GANs [29] are used for $D_{out}$ classification [30], [31]. However, these methods incur additional computational costs during inference.

NN architecture components like decoders [6], additional output neurons [15], or auxiliary loss functions [14] are used for OOD detection. However, these methods require explicit $D_{out}$ datasets during training. Golan et al. [32] circumvent the need for an explicit $D_{out}$ dataset by applying geometric transformations to the input data, such as flipping, rotating, or translating images, during training. However, the same transformation must be applied during inference to detect OOD samples, which adds computational cost. Classifiers have been trained on feature space distances [33], [34] to detect OOD samples during inference. We do not train explicitly on feature distances but apply an auxiliary loss to assign low confidences to generated OOD examples. We thus maximize the distance from our generated $D_{out}$ samples to the $D_{in}$ dataset implicitly.

Post hoc methods, such as that proposed by Lee et al. [24], compute network statistics on an already trained network to detect OOD samples. Combining auxiliary training methods from Hendrycks et al. [14] with post hoc statistics from Lee et al. [24] has been proposed by Papadopoulos et al. [35], but they require a carefully designed $D_{out}$ dataset. Lee et al. [36] avoid the design of $D_{out}$ by using an auxiliary GAN to generate $D_{out}$ during training and an additional loss function that assigns uniform distribution to $D_{out}$. In our work, we also use a GAN to produce $D_{out}$ samples during training. Following Papadopoulos et al. [35], we combine this auxiliary training procedure with post hoc statistics and investigate multiple distance metrics for OOD detection. With this combination, we circumvent the need for $D_{out}$ dataset collection and outperform the state-of-the-art approach from Lee et al. [36].

III. METHOD

We propose an uncertainty-based OOD detection approach that combines auxiliary training techniques with post hoc statistics. An overview of the proposed method is shown in Fig. 2. Similar to Lee et al. [36], we use an auxiliary GAN to produce $D_{out}$ during training to encourage the object classifier to assign low confidence to samples on and outside the decision boundary. We extend the approach of Lee et al. [36] by proposing an additional post hoc component to the OOD detection method, thereby improving performance. We compute the parameters of class-conditioned Gaussian distributions over the weights of the bottleneck layer of the NN based on the training data. Class-conditioned Gaussian distributions are a reasonable choice for modeling distributions on pre-trained features according to the analysis by Lee et al. [24]. During inference, a distance computation to the Gaussian distributions facilitates the identification of $D_{out}$.
The discriminator (Fig. 3a) consists of two convolutional layers with $5\times5$ kernels, strides of $2\times2$, and leaky ReLU activations followed by a dropout layer with a dropout rate of 0.3. The first and second layers produce 64 and 128 feature maps, respectively. The convolutions are followed by a fully connected layer with a single output. The first block of the generator (Fig. 3b) consists of a fully connected layer with batch normalization and a leaky ReLU activation. Then, the network contains three transposed convolution blocks with $5\times5$ kernels, batch normalization, and leaky ReLU activations. The last block consists of only a transposed convolution with $5\times5$ kernel.

This is achieved through the additive Kullback-Leibler (KL) divergence term between the classifier output and the uniform distribution. The generator loss in Eq. (2) features an additive KL term trains the generator to create samples on the decision boundary of the classifier and the same term encourages the classifier to assign uniform distribution to these samples. We denote the ground truth label as $\ell$. The classifier loss is defined as:

$$L_{cls} = CE (cls(D_{in}), \ell) + KL\left[cls\left(gen\left(n\right)\right) \parallel \frac{1}{n_c}\right].$$

The sequential learning procedure is demonstrated in detail in Algorithm 1.

**Algorithm 1 Joint Training Loss**

```plaintext```
for epoch in epochs do
    batches_din ← split $D_{in}$ into batches of batch_size
    for (data, $\ell$) in batches_din do
        $n =$ sample_n ()
        # 1) update discriminator
        $\mathcal{L}_d = BCE \left(\text{dis}(data), 1\right) + BCE \left(\text{dis}(gen\left(n\right)), 0\right)$
        update dis w.r.t. $\mathcal{L}_d$
        # 2) update generator
        $\mathcal{L}_g = BCE \left(\text{dis}(gen\left(n\right)), 1\right) + KL\left[cls\left(gen\left(n\right)\right) \parallel \frac{1}{n_c}\right]$)
        update gen w.r.t. $\mathcal{L}_gen$
        # 3) update classifier
        $L_{cls} = CE \left(cls\left(data\right), \ell\right) + KL\left[cls\left(gen\left(n\right)\right) \parallel \frac{1}{n_c}\right]$
        update cls w.r.t. $L_{cls}$
    end for
end for
```

In contrast to [36], we propose a different architecture for the discriminator (see Fig. 3a) and generator (see Fig. 3b) due to stability issues encountered during training on automotive datasets. The main differences between our discriminator architecture and that of Lee et al. [36] are as follows. We use a smaller number of convolutional layers with larger $5\times5$ kernels. We also replace batch normalization with dropout regularization since we empirically found better performance with this regularization method. We hypothesize that the larger kernels might be beneficial due to larger input sizes compared to the datasets used in [36]. Within the generator, we insert a fully connected layer and again use kernels of size $5\times5$. We found empirically that the addition of the fully connected layer accelerated the generator training. Similar to Lee et al. [36], we use the VGG-13 architecture [37] for the classification network. We use a 100-dimensional standard Gaussian noise vector $n$ as input to the generator network to produce $D_{out}$. The discriminator ($\text{dis}$) takes as input data of shape $height \times width \times 3$ with a value range of $[0,1]$. The discriminator outputs a confidence value in $[0,1]$, where 1 is the highest confidence that the input belongs to $D_{in}$. The generator ($\text{gen}$) processes $n$ to synthesize data samples of the same shape and value range as $D_{in}$. All weights are initialized with the Xavier initialization [38], biases are initialized with zero, and the network is trained with the Adam optimizer [39]. The initial learning rate of $2 \times 10^{-4}$ is exponentially decreased every 30,000 iterations with a decay rate of 0.5. The network is trained for 100 epochs with a batch size of 128.

**A. Training**

A GAN architecture consists of two components: a generator and a discriminator. The generator synthesizes data samples such that the discriminator would incorrectly classify these generated samples ($D_{out}$) as regular input data ($D_{in}$). The discriminator is optimized to distinguish between the generated samples and the real input. The discriminator loss in Eq. (1), the generator loss in Eq. (2), and the object classification loss in Eq. (3) are jointly trained (see Algorithm 1) following [36].

The discriminator loss is computed to distinguish samples from $D_{in}$ and $D_{out}$, and is thus defined as the sum of the binary cross-entropy (BCE) losses from $D_{in}$ and from $D_{out}$:

$$L_d = BCE \left(\text{dis}(D_{in}), 1\right) + BCE \left(\text{dis}(gen\left(n\right)), 0\right)$$

where $n$ is the standard Gaussian noise vector, gen is the generator output, and dis is the discriminator output. In our construction, the generator loss in Eq. (2) features an additive term that serves to encourage the network to output samples on the decision boundary of the object classifier. Hence, the generator is not only trained to fool the discriminator, but also to encourage the object classifier to assign low confidences to samples on or outside the decision boundary. This is achieved through the additive Kullback-Leibler (KL) divergence term between the classifier output and the uniform distribution. The generator loss is:

$$L_g = BCE \left(\text{dis}(gen\left(n\right)), 1\right) + KL\left[cls\left(gen\left(n\right)\right) \parallel \frac{1}{n_c}\right]$$

where $n_c$ is the number of classes, $\frac{1}{n_c}$ is the uniform distribution over classes, and cls is the output of the classification network with softmax normalization. Similarly, the classifier weight are updated to classify $D_{in}$ correctly using the cross entropy loss (CE) and to assign a uniform distribution to $D_{out}$ with the same KL term as in $L_g$ (see Eq. (2)). This KL term trains the generator to create samples on the decision boundary of the classifier and the same term encourages the classifier to assign uniform distribution to these samples. We denote the ground truth label as $\ell$. The classifier loss is defined as:

$$L_{cls} = CE \left(cls(D_{in}), \ell\right) + KL\left[cls\left(gen\left(n\right)\right) \parallel \frac{1}{n_c}\right].$$

The sequential learning procedure is demonstrated in detail in Algorithm 1.
B. Post Hoc Network Statistics

Having trained the network, we now want to compute the parameters of class-conditioned Gaussian distributions over the logits, also referred to as the bottleneck vector, of the classification network. The class-conditioned Gaussian is a reasonable modeling choice for the parameter distribution according to Lee et al. [24]. The distance to the Gaussian distribution deemed most likely by the softmax distribution is used to identify OOD samples. We first consider the cosine similarity measure, which is a known distance metric for comparing high dimensional feature vectors and, thus, an effective means for OOD detection:

\[
\text{CosSim}(x, \mu_c) = \frac{x \cdot \mu_c}{|x| \cdot |\mu_c|} \tag{4}
\]

where \(x\) is the logit vector from the classifier for a test input, \(\mu_c\) is the mean vector, and \(c\) is the most likely class according to the softmax distribution. Since the cosine similarity does not take into account the dispersion of the features, we also consider computing the Mahalanobis distance as suggested by Lee et al. [24]:

\[
d_{M_c} = \sqrt{(x - \mu_c)^T \Sigma_c^{-1} (x - \mu_c)} \tag{5}
\]

where \(\Sigma_c\) is the covariance matrix. Since \(d_{M_c}\) is not bounded, which is required for the common interpretation of confidence measures, we compute the confidence based on the chi-square (\(\chi^2\)) distribution. \(d_{M_c}^2\) follows the \(\chi^2\) distribution where the degrees of freedom correspond to the feature dimensions. This probability is then used for OOD detection [40], [41]. Unlike our proposed method, Lee et al. [24] require an explicit, pre-determined \(D_{out}\) during training in order to perform OOD detection during inference.

IV. EXPERIMENTS

We consider two classification training regimes in our experiments: (1) the classifier is trained using the standard cross entropy loss (CE loss) and (2) the classifier is trained using the sequential losses in Eq. (1) - Eq. (3) (joint loss). For both sets of experiments, the predicted class label is the most likely class according to the softmax layer. For the predicted class, the following post hoc confidence measures are computed to detect \(D_{out}\):

- Largest softmax probability mass amongst all classes (softmax), mutual information (MI) from MC dropout [21], cumulative density function (CDF) of the \(\chi^2\) distribution (ours), and cosine similarity (ours).
- The joint loss training with softmax probabilities inspired by [36], serves as a baseline to our proposed combination with post hoc statistics (\(\chi^2\) and CosSim).

We compare our proposed method against MC dropout using \(T = 100\) inference steps as it is a popular method for OOD detection [12], [13]. We do not consider baseline against [24] since this approach requires a \(D_{out}\) dataset during the development phase.

A. Datasets

We evaluate the proposed OOD detection method on two real-world automotive datasets: KITTI [17] and nuScenes [19]. We extract Car, Truck, Cyclist, and Pedestrian object classes from the KITTI dataset represented as \(192 \times 256 \times 3\) patches following the train/test split as suggested by Nitsch et al. [42]. Objects from the nuScenes dataset include ten different classes (Barrier, Bicycle, Bus, Car, Construction Vehicle, Bike, Officer, Cone, Trailer, Truck) with a patch size of \(128 \times 128 \times 3\). We follow the train/validation split proposed by Caesar et al. [13]. In our experiments, the NuScenes validation set serves as the test set, because the test labels have not been released to the public. The KITTI and nuScenes datasets both serve as \(D_{in}\), while the ImageNet [43] test set is chosen as \(D_{out}\). The \(D_{in}\) datasets are used for training whereas the \(D_{out}\) dataset is purely used for OOD detection evaluation. The whole ImageNet test set is considered as \(D_{out}\) although it might contain object classes from \(D_{in}\) (e.g. cars). However, the amount of overlap between the classes in \(D_{in}\) and \(D_{out}\) is comparably small and it is the same for all methods during evaluation.

B. Evaluation Metrics

We report the Detection Accuracy and the Area Under Precision Recall (AUPR) curve as done in related literature [24], [36]. Following the notation from Lee et al. [36], the Minimum Error Probability \(\epsilon\) is stated as:

\[
\epsilon = 1 - \min_{\tau} \{ P(q(x|in) \leq \tau) P(x|in) + P(q(x|out) > \tau) P(x|out) \} \tag{6}
\]

where \(x_{in}\) and \(x_{out}\) belong to \(D_{in}\) and \(D_{out}\), respectively. \(P\) is the sample probability of \(x\) belonging to \(D_{in}\) or \(D_{out}\), \(q\) is the confidence score of the evaluated metric (e.g. softmax, cosine similarity), and \(\tau\) describes the best possible threshold between the confidence scores for \(D_{in}\) and \(D_{out}\). The Detection Accuracy is defined as:

\[
\text{Detection Accuracy} = 1 - \epsilon. \tag{7}
\]

The Detection Accuracy reflects the classification result only for the best possible threshold \(\tau\) given knowledge of the confidence scores of the evaluated metric for \(D_{in}\) and \(D_{out}\). Therefore, it should be considered in combination with a threshold independent measure, such as Area Under Precision Recall (AUPR) curve, as done in related literature [24], [36]. The AUPR is a suitable measure of the classification performance on class-imbalanced datasets, which is the case in our experiments. There are two subcategories in the AUPR metric: AUPR-in (\(D_{in}\) positive class) and AUPR-out (\(D_{out}\) positive class). The AUPR-in metric is central to evaluating the performance of OOD detection as it characterizes how well \(D_{in}\) is correctly identified during the classification task.

C. Quantitative Results

Table I and Table II show the results on the automotive datasets, KITTI (\(D_{in}\)) and nuScenes (\(D_{in}\)), with the ImageNet test set serving as \(D_{out}\). The best result is highlighted in bold and the second best in italics. The results in Table I and Table II confirm that the joint loss scheme is superior to the regular NN training for OOD detection. Furthermore, the cosine similarity is amongst the best results in all experiments with a clear advantage on the AUPR-in metric. When considering the post hoc approaches to OOD detection on their own (CE term in Eq. (3)), we found the cosine similarity to still be the superior choice for standard CE loss trained classifiers. \(\chi^2\)-based detection
achieves comparable results but is nevertheless outperformed by the cosine similarity measure. We hypothesize that further improvements to covariance estimation may lead to better OOD detection performance with the $\chi^2$-based uncertainty.

For the KITTI experiments (Table I), the cosine similarity metric achieves a +5% better Detection Accuracy than softmax as well as a significant difference of +10.91% in the AUPR-in metric. We hypothesize that its slightly lower performance on AUPR-out compared to the baseline might be due to classes in the ImageNet test set overlapping with classes in D$_{in}$. The ImageNet test set does not provide labels, and therefore, it was not possible to easily filter out overlapping classes. Thus, we posit that our method is better able to discern the true OOD examples out of the imperfect D$_{out}$ dataset. For the NuScenes experiments (Table II), similar Detection Accuracy is reported for the softmax and cosine similarity approaches. However, in the AUPR-in metric, the cosine similarity metric clearly outperforms softmax with +15% improvement while sacrificing only 3% on the AUPR-out. Furthermore, the cosine similarity outperforms the MC dropout baseline on the Detection Accuracy and AUPR-in metrics in both datasets. Our approach has the advantage of being real-time capable, unlike MC dropout, which requires $T = 100$ forward passes of the NN.

D. Qualitative Results

Qualitative OOD detection results are shown on a network trained with the joint loss using the nuScenes dataset ($D_{in}$). Fig. 4 shows example road users that are not present in the nuScenes dataset alongside OOD detection results from the softmax [36] and cosine similarity (ours) detectors. The threshold used to classify a sample as $D_{in}$ or $D_{out}$ is the optimal $\tau$ evaluated in the Detection Accuracy in Table II. The car in Fig. 4a is not present in the nuScenes dataset ($D_{in}$) but visually belongs to the same distribution as the cars in the dataset, and is correctly classified as $D_{in}$. The example in Fig. 4b is a beer bike which can be seen in select German cities. This road user is not in the distribution of the nuScenes training data and both the softmax and the cosine similarity accurately classify it as $D_{out}$. Although the baseline network was trained with auxiliary training techniques, softmax still assigns high probability to the horse-drawn carriage in Fig. 4c classifying it as $D_{in}$ and mistaking it for a car with high certainty. This example highlights that the addition of post hoc statistics adds value to the auxiliary training methods in OOD detection.

V. CONCLUSION AND FUTURE WORK

In this paper, we introduce an approach that effectively combines auxiliary training techniques and post hoc statistics to perform OOD detection. We investigate different post hoc metrics during inference to identify OOD samples. Our method with the cosine similarity metric achieves the best AUPR-in performance on real-world datasets over the MC dropout [44] and softmax [36] baseline approaches for OOD detection. In particular, the combination of generative networks during training and the post hoc computed class-conditioned Gaussian distributions achieves promising performance. We highlight that our proposed approach does not necessitate the definition and recording of an explicit $D_{out}$ dataset and only requires a single inference step of the NN.

As future work, our approach can be applied to the field of anomaly detection to recognize scenarios that are not yet present or underrepresented in $D_{in}$. For example, a flat truck tire lying on the highway is a rarely recorded scenario but poses a high safety risk. Automated addition of these rare cases to the training database is important to make automotive perception robust and thereby ensure safe driving maneuvers. Although these scenarios might be manually annotated, they could easily be missed in the thousands of hours of data required for automotive validation processes.
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