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Abstract

Integrating multi-phase information is an effective way of boosting visual recognition. In this paper, we investigate this problem from the perspective of medical imaging analysis, in which two phases in CT scans known as arterial and venous are combined towards higher segmentation accuracy. To this end, we propose Phase Collaborative Network (PCN), an end-to-end network which contains both generative and discriminative modules to formulate phase-to-phase relations and data-to-label relations, respectively. Experiments are performed on several CT image segmentation datasets. PCN achieves superior performance with either two phases or only one phase available. Moreover, we empirically verify that the accuracy gain comes from the collaboration between phases.

1. Introduction

Semantic segmentation is one of the fundamental problem in computer vision which implies a wide range of applications. Recent years, with the rapid development of deep learning [23, 22, 47, 14], researchers designed a series of segmentation models [29, 5, 4, 6, 8] which are mostly equipped with an encoder-decoder architecture, and have been verified effective in various image domains.

Medical imaging analysis especially organ segmentation is an important prerequisite of computer-assisted diagnosis [33, 34, 39, 47]. In this field, images can appear in more than one phases, each of which corresponds to a specific way of data sampling and/or scanning. It has been well acknowledged that incorporating multi-phase information improves visual recognition [35, 55], but nevertheless, this problem has been fewer studied before. There are two possible reasons – One of them lies in the lack of multi-phase training data, and the other refers to the difficulty in aligning multi-phase data and digging complementary information out from them. A typical example is shown in Figure 1.

Mathematically, in a multi-phase image dataset, each sample is equipped with a semantic annotation $Y$ and a few images $\{X_A, X_B, \ldots\}$, and the goal is to infer $Y$ from all these image data. A straightforward solution is to train a discriminative model $Y = f(X_A, X_B, \ldots)$, but we encounter a major difficulty. In real-world scenarios, e.g., abdominal CT scans, different input images may correspond to different annotations. Thus, the problem becomes inferring $Y$ or any of its instantiation (e.g., $Y_A$) from a few paired data $(X_A, Y_A), (X_B, Y_B), \ldots$, and the major challenge is to build relations between different phases.

To address this issue, we propose an approach named Phase Collaborative Network (PCN). This is an end-to-end framework which formulates the joint distribution of both image data and semantic annotations. The major contribution

Figure 1: (Best viewed in color) An illustration of the difference between CT scans from arterial (left) and venous (right) phases. Vessels (marked in red) have larger intensities in the arterial phase while organs (e.g., a kidney marked in blue) and soft tissues have larger intensities in the venous phase. These differences are mainly due to the different physical properties of these targets.
of this work lies in decomposing this distribution into two parts, namely, a data-to-label relation and a phase-to-phase relation. In practice, the former term is implemented as a discriminative model (e.g., a segmentation network), and the latter one as a generative model (e.g., a GAN which can transfer image style across different phases). PCN, with generators in the back-end and discriminators in the front-end, can be optimized in an end-to-end manner. PCN is evaluated on two sources of data, including our own two-phase datasets and two public single-phase datasets. In the latter scenario, PCN takes advantage of a generator pre-trained from extra unlabeled data, and outperforms the latter scenario, PCN takes advantage of a generator pre-trained from extra unlabeled data, and outperforms the state-of-the-arts using merely single-phase information.

The remainder of this paper is organized as follows. Section 2 briefly reviews related work, and Section 3 describes the Phase Collaborative Network. Experiments are shown in Section 4 and the conclusions drawn in Section 5.

2. Related Work

Semantic segmentation is a critical problem in computer vision. Conventional methods refer to the graph-based methods [11] and handcrafted local features [42], etc. have trend to be replaced by techniques from deep learning, which are typically deep neural networks that can produce higher segmentation accuracy [29] [6]. As various deep network architectures have been proposed [23] [22] [37] [14], the segmentation networks have become more robust and thus have been applied to more tasks like video-based segmentation, instance segmentation [31] [12] [30] [56] [39] and more types of data like 3D data [18] [32], etc. As the segmentation networks can be extended to more and more tasks, researchers also attempt to apply segmentation networks in medical imaging analysis, where the medical images differ from natural images in that data appear in a volumetric form.

Medical imaging analysis is an important pre-requisite of the computer-aided diagnosis (CAD) that can assist human doctors in clinical scenarios. Since medical images contain enormous information such as internal organs, bones, soft tissues vessels, etc., the automatic segmentation of organs or soft tissues from CT volumes is critical for further diagnosis [3] [40] [13] [48]. Researchers often design individualized algorithms in order to capture specific properties of different organs, e.g., liver [25] [15], spleen [27], kidney [24], lungs [17] and pancreas [17] [59] [47], etc. These methods focus on single phase data and compared to human doctors, who often refer to multi-phase data, face a bottleneck in information. Thus, some studies attempt to bring in multi-phase information to improve segmentation performance [26] [44]. However, due to the limitation of CT scanning process, using multi-phase in segmentation networks faces the problem of alignment between arterial and venous phases. Although there are useful techniques in label fusion [2] [43] [41], they yet face difficulty in fusing data from different phases. The intrinsic problem is there should exist paired arterial and venous data, while we cannot obtain the complete dataset. Thus, we are inspired to model the relation between arterial and venous dataset, so as to achieve multi-phase segmentation.

Deep generative models aim to use a parametric distribution to fit the real data distribution in an unsupervised way. By modeling the data distribution, we can achieve the goal of generation. In recent years, generative models like VAE and GAN [20] [11] and their extensions have become popular and have been applied to various scenarios due to their impressive performance. Since the arterial and venous phases form different data distribution, to build a relation between them refers to the domain adaptation using generative models, where Pix2Pix [19], CycleGAN [50] and UNIT [28] etc. are typical models in this field. In this research field, the images are considered to consist of elements marked as “content” and “style”, and these models focus on style transfer [10] [46]. In our work, we consider the organs as content and their intensity, etc. as style, thus to build the relation between original and latent data between phases, we bring in the idea of domain adaptation, which is critical for success in new, unseen environments. Studies like [16] address the scenario where we are provided source data, source labels, and target data to predict target label. In this scenario, we have data and label in both phases, but need to transfer between phases with spatial alignment.

3. Phase Collaborative Network

3.1. Problem and Motivation

We consider semantic segmentation in the context that multi-phase information is available. Mathematically, we are provided with image data and semantic labels in two phases \(A\) and \(B\): \(A = \{X_A \in \mathbb{R}^n, Y_A \in \{0,1\}^n\}\) and \(B = \{X_B \in \mathbb{R}^n, Y_B \in \{0,1\}^n\}\). An example comes from medical imaging analysis, which, as shown in Figure 1 may assign different labels in different phases, i.e., \(Y_A \neq Y_B\). Thus, a straightforward approach is to learn separate models to deal with each phase. Let the models be \(f_A(X_A; \theta_A)\) and \(f_B(X_B; \theta_B)\), then the goal of optimization can be formulated as \(\theta_A^* = \arg \min \theta \|f_A(X_A; \theta) - Y_A\|\) and \(\theta_B^* = \arg \min \theta \|f_B(X_B; \theta) - Y_B\|\), respectively.

In this paper, we take a better strategy, which considers two phases simultaneously, so that information learned from one phase can assist prediction in the other. This is confirmed by the entropy inequalities [9], \(\mathcal{H}(X_A, X_B) \geq \max\{\mathcal{H}(X_A), \mathcal{H}(X_B)\}\), where \(\mathcal{H}\) indicates the Shannon entropy. The key is to build relations between two phases so that they both benefit from complementary information. Therefore, our goal is to learn a model \(f(\cdot)\) that integrates information from both phases: \(\theta^* = \arg \min \theta \|f(X_A, X_B; \theta) - Y_A\| + \|f(X_A, X_B; \theta) - Y_B\|\).
As the two terms for optimization are symmetric, we will discuss the one related to phase $A$ in the following parts.

3.2. The Collaboration between Multiple Phases

To exploit information from both phases, we model the relation between $X_A$, $X_B$ and $Y_A$ as follow:

$$p_{data}(X_A, X_B, Y_A) = p_{data}(X_A, Y_A) \cdot p_{data}(X_B|X_A, Y_A).$$

The first term $p_{data}(X_A, Y_A)$ indicates the relation between the data and label in phase $A$. The second term $p_{data}(X_B|X_A, Y_A)$ indicates the relation between phase $A$ and $B$. We present the general relation between them using probabilistic graphical model [21] in Figure 2. We can directly model the first term using a segmentation model and there exists a latent variable $X_B(A)$ that carries information from phase $B$, but conditioned on $X_A, Y_A$. To model this relation, a natural solution is to use domain adaptation methods which model phase-to-phase relation. We will present how to model these relations in details in following parts.

3.2.1 Building Data-to-Label Relations

As shown in Figure 2, the data-to-label relation involves paired data $X_A, X_B^{(A)}$ and label $Y_A$. To train a model that minimizes $\|f(X_A, X_B^{(A)}; \theta) − Y_A\|$, we suppose two segmentation models, $S_A : X_A \rightarrow Y_A$, $S_B : X_B \rightarrow Y_B$. Given an image $x_A$ and its label $y_A$ in phase $A$, the segmentation loss is:

$$\mathcal{L}_{seg}(S_A, S_B, x_A, y_A) = \lambda \mathcal{L}_{S_A}(S_A, x_A, y_A) + (1 - \lambda) \mathcal{L}_{S_B}(S_B, x_B^{(A)}, y_A)$$

$$= \lambda \|S_A(x_A; \theta_A) - Y_A\| + (1 - \lambda) \|S_B(x_B^{(A)}; \theta_B) - Y_A\|$$

(1)

where $\lambda \in [0, 1]$ is a coefficient that adjusts the information weight from each phase. Note that we jointly use two segmentation models in the modeling of $f(\cdot)$. Here, a question is raised: how to get the unobserved data $x_B^{(A)}$ for the multi-phase segmentation? In the next section, we will present the solution by building the relation between phases.

Figure 2: (Best viewed in color) The relation between different phases: for data and label in phase $A$ (left) and phase $B$ (right), there exist latent data variables to be inferred (dashed line), which can be inferred using style transfer.

3.2.2 Building Phase-to-Phase Relations

In the previous part, we applied the unobserved data $x_B^{(A)}$ in segmentation to build the data-to-label relation. In this part, we further discuss how to build the phase-to-phase relation so as to infer the unobserved data.

Similar to the concept in domain adaptation, we consider the semantic labels as the content and the images present the content with phase-specific style. Considering $x_B^{(A)} \sim p_{data}(X_B|X_A, Y_A)$, in order to generate $x_B^{(A)}$, we can transfer $x_A$ to $x_B^{(A)}$, and keep the semantic label invariant to $y_A$. In this sense, suppose we have two segmentation models that respectively work well in phase $A, B$, if we only transfer the style between $A$ and $B$, these segmentation models should be able to make the same prediction. Mathematically, we define two well trained segmentation models in each phase and a translator that only transfer style from $A$ to $B$ as $S_A(\cdot; \theta_A^B), S_B(\cdot; \theta_B^A), F(\cdot; \phi_{AB})$, we should have:

$$x_B^{(A)} = F(x_A; \phi_{AB}); \quad S_A(x_A; \theta_A^B) = S_B(x_B^{(A)}; \theta_B)$$

(2)

In this way, we can build a relation between phase $A$ and $B$. This relation is bidirectional, thus we can also apply another translator $G$ to transfer from $B$ to $A$.

The loss function in this part involves the generation loss of $F$, which can be presented in the form of a GAN loss [11] and the segmentation loss using the generated data $F(x_A)$:

$$\mathcal{L}_{F}(F, S_B, x_A, x_B, y_A) = \mathcal{L}_{GAN}(F, D_B, x_A, x_B) + \mathcal{L}_{S_B}(S_B^*, x_B^{(A)}, y_A)$$

(3)

where $D_B$ is an adversarial discriminator that aims to distinguish $F(x_A)$ from real samples $x_B$. Note that the phase-to-phase relation partially depends on the data-to-label relation. Plus, the segmentation model $S_B$ and the translator $F$ are supposed to be well trained. Thus in the training stage we need train them separately at the beginning, which we will discuss in section 3.3.
3.2.3 The Overall Framework

Combining the above components yields the proposed Phase Collaborative Network (PCN), which consists of four parts, namely, two discriminative models \( S_A \) and \( S_B \) for semantic segmentation in phases \( A \) and \( B \), as well as two generative models (\( F \) and \( G \)) for translation between phases \( A \) and \( B \), respectively, as shown in Figure 3.

Combining Equation (1), (3) and considering both phases \( A, B \), the overall optimization goal is:

\[
\mathcal{L}(S_A, S_B, F, G, x_A, y_A, x_B, y_B) = \mathcal{L}_{seg}(S_A, S_B, x_A, y_A) + \mathcal{L}_{seg}(S_A, S_B, x_B, y_B) + \mathcal{L}_{GAN}(F, D_B, x_A, x_B) + \mathcal{L}_{GAN}(G, D_A, x_A, x_B)
\]

3.3. Optimization

In this paper, we instantiate PCN using two state-of-the-art approaches, namely, RSTN [47] as a discriminative model and CycleGAN [50] as a generative model. RSTN is a coarse-to-fine segmentation model that consists of two segmentation networks for coarse and fine level segmentation. These two models are separately optimized at the first two stages and jointly optimized at the final stage. CycleGAN is an unsupervised generative model that works in a cyclic manner with a pair of GAN losses. Jointly training these two models is equivalent to optimizing the objective in Equation (4).

The training phase aims at training the framework with data in both phases and involves two stages. As we take CycleGAN [50] as the translator, given the data in phase \( A \) and \( B \) \((x_A, y_A, x_B, y_B)\), the full objective in Equation (4) can be specified as:

\[
\mathcal{L}(S_A, S_B, F, G, x_A, y_A, x_B, y_B) = \mathcal{L}_A(S_A, S_B, x_A, y_A, x_B^{(A)}) + \mathcal{L}_B(S_A, S_B, x_B, y_B, x_A^{(B)}) + \mathcal{L}_{CycleGAN}(D_A, D_B, F, G, x_A, x_B)
\]

where \( \mathcal{L}_{CycleGAN}(D_A, D_B, F, G, x_A, x_B) \) is the CycleGAN objective that consists of a pair of GAN loss and cycle-consistency loss [50].

Note that in Equation (3), building the phase-to-phase relation needs the segmentation network to be well trained; meanwhile, the translator should also provide proper transferred image so that the training of segmentation network will not collapse. The training phase thus consists of two stages:

- **The separate stage**: we set \( \lambda = 1 \) in Equation (1) for PCN’s discriminative models. Thus, the segmentation models are only trained with real data \( x_A, y_A \) in phase \( A \) and \( x_B, y_B \) in phase \( B \); the transfer model is trained in a unsupervised way as CycleGAN.

- **The joint stage**: we set \( \lambda \in (0, 1) \). In this case, PCN starts to incorporate information in different phases in its discriminative module to make prediction; meanwhile, the generative module starts to address the semantic consistency to ensure spatial alignment between images in different phases.

The testing phase follows the flowchart as in Figure 3 to predict the final result using information from both phases, but we don’t need data from both phases. PCN takes the

![Diagram](image-url)
input $x_A$ (resp. $x_B$), the generative module generates the unobserved data $x_B^{(A)}$ (resp. $x_A^{(B)}$) and make a prediction with its discriminative module as shown in Equation (1).

In a single-phase dataset, we only have data and label in one phase (e.g., $A$). PCN is still able to train a segmentation model in phase $B$ to enable phase-specific information to be incorporated. We assume that, with a translation model $\mathbf{F}$ that well models $p_{data}(X_B|X_A, Y_A)$, the generated data $x_B^{(A)}$ can well represent the information from phase $B$. Therefore, for a single-phase dataset, we need a wellpre-trained PCN translation module to help the training for $S_A$ and $S_B$.

3.4. Connection to Domain Adaptation

Domain adaptation is critical to deal with problems in unseen environments. In recent years, adversarial adaptation models are widely applied and achieved great success in transferring knowledge from a known domain to a unknown domain. As our approach brings in the idea of domain adaptation, in this part we discuss the relation of our approach to some typical domain adaptation methods.

CycleGAN [50] is a widely applied method that addresses the issues of unpaired image-to-image translation. This model assumes there exists a translation between data distribution in two domains $p_{data}(X_A)$ and $p_{data}(X_B)$. Thus a pair of GAN models [11] are applied to model $p_{\theta_A}(X_A|X_B)$ and $p_{\theta_B}(X_A|X_B)$ for the translation, and the cycle-consistency is proposed to ensure the content is invariant in translation. Compared to CycleGAN, our method models $p_{\theta_A}(X_B|X_A, Y_A)$ and $p_{\theta_B}(X_A|X_B, Y_B)$ to ensure the content invariance and spatial alignment.

CyCADA [16] aims to improve the content invariance by bring in the task-level consistency. This approach addresses in a scenario where we are given data and label in source domain, but in target domain we only have data. With this domain adaptation method, great success is achieved in transferring knowledge from source domain to assist the task in target domain. Compared to CyCADA, our method can improve the task performance in both directions. That is, we can not only assist the task in the target domain, but can also apply the information from target domain back to source domain. If PCN models the phase-to-phase relation only from source domain to target domain, the PCN will degenerate to a model equivalent to CyCADA. Moreover, PCN can be used for single-domain data to help the tasks on most of existing datasets.

3.5. Application to Medical Imaging Segmentation

Now, we investigate the real-world scenario that motivates this formulation, i.e., medical imaging analysis, or specifically, organ segmentation in abdominal CT scans. In this problem, multi-phase information is often useful, while most existing approaches were based on a single (e.g., venous) phase [47]. This is mainly due to two reasons. First, most public datasets appear in a single phase. Second, even if multiple phases are available, both image data and annotations are difficult to be aligned, as shown in Figure 1.

Figure 4 shows the problem in the plate notation. Ideally, the observations in both phases are supposed to be well aligned (left part in Figure 4), and we aim at training a model $f$ that can infer the semantic label from observations $X_A$ and $X_V$: $Y = f(X_A, X_V; \theta)$. Unfortunately, as shown in the right part of Figure 4 the observed data are often unpaired due to the time gap between arterial and venous scans. Since $Y_A$ and $Y_V$ are independently sampled from the semantic information distribution $p_{data}(Y)$, it is difficult to guarantee $Y_A = Y_V$. Intuitively, during the CT scanning process, the abdominal organs and vessels dilate or contract from time to time, we can hardly get paired $x_A$ and $x_V$ that share the same annotation $y$.

Theoretically, there should exist images in another phase that correspond to the current semantic annotation, but we cannot observe these images due to the time interval between arterial and venous phase. As shown in Figure 4 the dashed semicircles present the data that cannot be scanned in real world. To fix the gap, we can apply PCN to build relations between these variables for the multi-phase segmentation $\hat{Y}_A = f(X_A, x_A^{(A)}; \theta)$ or $\hat{Y}_V = f(X_V, x_A^{(V)}; \theta)$. Even for medical datasets in single phase, a nice property of PCN is that it can be applied to these single-phase datasets to assist the medical imaging analysis.

4. Experiments

4.1. Datasets, Evaluation and Details

We collect a multi-phase dataset that contains CT scans with 11 abdominal organs and 5 vessels on 200 normal and 200 pancreas-abnormal patients in the arterial and the venous phase. Moreover, we also evaluate our approach on
| Organ          | Adrenal G. | Gallbladder | I. V. C. | Kidney L. | Kidney R. | Pancreas | S. M. A. |
|---------------|------------|-------------|----------|-----------|-----------|----------|----------|
| Normal        | RSTN-A     | 59.40%      | 87.20%   | 73.62%    | 94.28%    | 95.13%   | 84.58%   | 74.48%   |
|               | RSTN-V     | 56.11%      | 87.19%   | 78.77%    | 94.26%    | 92.10%   | 86.94%   | 71.67%   |
|               | PCN-A      | 64.96%      | 87.58%   | 77.09%    | 94.44%    | 95.81%   | 84.89%   | 79.30%   |
|               | PCN-V      | 64.00%      | 88.16%   | 81.42%    | 93.33%    | 95.49%   | 88.20%   | 74.36%   |
| Abnormal      | RSTN-A     | 58.14%      | 80.59%   | 73.20%    | 92.09%    | 94.45%   | 80.32%   | 66.28%   |
|               | RSTN-V     | 52.60%      | 86.10%   | 78.19%    | 92.78%    | 90.26%   | 75.89%   | 62.72%   |
|               | PCN-A      | 63.57%      | 86.19%   | 74.70%    | 93.01%    | 94.58%   | 81.48%   | 69.75%   |
|               | PCN-V      | 59.90%      | 89.28%   | 79.43%    | 95.51%    | 94.00%   | 79.82%   | 64.40%   |

Table 1: Comparison of test segmentation accuracy (DSC) by RSTN [47] and our approach on our dataset

Table 2: Test segmentation accuracy (DSC) comparison between our approach and the state-of-the-arts on NIH pancreas dataset and Medical Decathlon pancreas dataset.

| Data   | Approach | Average | Max  | Min  |
|--------|----------|---------|------|------|
| NIH    | Roth et al. [34] | 78.01%  | 84.65% | 34.11% |
|        | Zhou et al. [49] | 82.37%  | 90.85% | 62.43% |
|        | Yu et al. [47]  | 84.50%  | 91.02% | 62.81% |
|        | PCN        | 85.15%  | 94.68% | 68.89% |
| MD     | Yu et al. [47]  | 73.38%  | 87.54% | 35.53% |
|        | PCN        | 76.59%  | 86.23% | 57.29% |

The model is trained in the arterial phase. As for our framework, we can observe for all the organs and vessels, either in the arterial phase or the venous phase, better segmentation results are achieved, which verifies that our framework can incorporate the information from another phase to improve the segmentation accuracy.

4.3. Segmentation in Single-phase Datasets

To justify our approach is applicable to most of existing datasets in the real world, we evaluate the effectiveness of PCN on the NIH pancreas segmentation dataset [34] and the medical decathlon pancreas dataset. As these public datasets are in venous phase, we apply a pre-trained generator $G_{V2A}$ : $V \rightarrow A$ on our dataset to PCN and fix it during the training. The discriminative modules of PCN are trained from scratch.

In Table 2 we show that our approach works better than the baseline models, i.e., the state-of-the-art approaches in single-phase [34, 49, 47]. As shown, the average improvement over 82 cases on NIH pancreas dataset is 0.65%. With our case-by-case study, compared to RSTN [47], which achieves the best results among the baseline methods, PCN outperforms than RSTN on 74 cases.

To investigate how PCN benefits from the arterial phase, we studied the prediction of the segmentation network that takes generated input. On average, the segmentation network taking generated arterial data provides 4814 voxels as auxiliary prediction, where 2258 voxels possess intersection

---

1 http://medicaldecathlon.com/index.html
with labeled voxels, and 553 effective voxels are accepted in the final prediction. On another public dataset, the Medical Decathlon Pancreas Dataset, we compare with the results with RSTN [47]. Our approach shows an improvement of 3.21% on this dataset. The segmentation network taking the generated arterial data provides 4224 effective auxiliary prediction voxels on average, 929 of which are accepted in the final prediction.

From these experiments, we justify the effectiveness of our approach on single-phase dataset. With a well trained PCN translation module, our approach is able to generate the data in the style of another phase, thus benefit the training of the segmentation network in another phase to achieve the multi-phase segmentation.

4.4. Diagnostic Experiments

4.4.1 Quality of Image Translation

In this section, we apply the statistical diagnosis on the quality of latent data inference. That is to say, we justify: whether the style transfer provides the information from another phase.

As described in Section 3.2.2, the translation model aims to approximate the distribution of data in a specific phase $p_{data}(X_A)$ and $p_{data}(X_V)$. To evaluate the quality of translation, we use ground-truth segmentation mask on the training and testing data to obtain HU distributions of different organs on original/generated-arterial/venous data. For each organ (e.g., pancreas), we take all voxels labeled as this organ, and plot out the corresponding distribution. Each organ have 4 distributions: the distribution in arterial phase $p_{data}(X_A, Y_A)$, the distribution in venous phase $p_{data}(X_V, Y_V)$, the generated arterial data distribution $p_G(X_A | X_V, Y_V)$ and the generated venous data distribution $p_F(X_V | X_A, Y_A)$. With these data, we can understand whether the current transfer model learns these transfer information correctly.

In Figure 5 we present the pancreas HU distribution and the visualization of the image translation. We can observe that for the origin data in both phases, the distributions shows different appearance. Correspondingly, the arterial and venous CT scans possess different characteristics. From the distribution, we can observe the transfer model has succeeded in approximating the distribution to the original data distribution. From the CT scans, we can also observe that the translation models indeed captures some phase-specific information, for example, the intensity of liver (the organ on the upper-left corner) is higher in the venous phase and lower in the arterial phase.

4.4.2 Qualitative Visualization

In Figure 5 we show a typical example on how multi-phase information improves segmentation. Our single-phase baseline, RSTN [47], produces a false-positive area in pancreas segmentation, and it is filtered out while we take complementary information from the other phase into consideration. In some other organs or soft tissues, the complementariness of multi-phase information is also significant, e.g., in the context of blood vessels, arteries are often easier to recognize in the arterial phase, while veins are easier in the venous phase. PCN provides a practical solution to fuse multi-phase information especially when there is not sufficient information in one phase.

4.4.3 Difference from Data Augmentation

A natural question comes here: for our approach, is there any difference or relation to the data augmentation? In this section, we give a quick discussion on this question.

We first apply 100 case arterial and venous data to train a RSTN model, respectively; then we randomly pick out 50 cases from both phases to form a new dataset for training; finally we combine all data together to form a dataset of 200 cases to form another training set. The test set is the same as in section 4.2. Table 3 shows the test results of models trained on different training sets. We can observe: (1) as the training sets consist both arterial and venous phase data, the test results are not necessarily improved w.r.t. the result from model trained on arterial/venous phase data; (2) when we extend the training set size, although the test results are better, compared to the results in Table 1, these test results are not comparable to those produced by models trained on single-phase data. Thus, incorporating information from another phase is not equivalent to the data augmentation.

We observed that combining data from different phase, if the size of training set is enlarged, the performance of the model might be improved. However, this also increases the variance of the training set, which requires the model to be more powerful to handle the data variance. Thus, our approach differs simply combining data from different phase for data augmentation, but to incorporate the useful information so as to improve the segmentation.
Figure 6: *(Best viewed in color)* HU distribution of pancreas area and visualization on real and generated CT scans from arterial/venous phases.

Table 3: Test segmentation accuracy (DSC) comparison of RSTN with different training set size.

| Organs                  | I.V.C. | Pancreas | S.M.A |
|-------------------------|--------|----------|-------|
| Arterial (100 cases)    | 67.5%  | 79.3%    | 68.4% |
| Venous (100 cases)      | 70.9%  | 78.3%    | 64.6% |
| Ar+Ve (50+50 cases)     | 67.3%  | 74.5%    | 65.4% |
| Ar+Ve (100 + 100 cases) | 74.5%  | 81.2%    | 72.7% |

4.4.4 Ablation: Unsupervised Domain Adaptation

We further investigate the difference between our approach and the unsupervised domain adaptation approach [50, 16].

We pick two organs where PCN has large improvement in segmentation accuracy. We use four different training configurations: (1) PCN on multi-phase dataset; (2) PCN on single-phase dataset (we suppose the data on another phase is unknown, thus we apply a pretrained PCN translation module and fix it during training); (3) we fix PCN in separate stage during training, which means the translation module is trained in an unsupervised way (marked as UDA-multi); (4) we apply a pretrained CycleGAN to PCN’s translation model for single-phase datasets.

The results are summarized in Table 4. We compare PCN with standard unsupervised domain adaptation, and PCN outperforms than the unsupervised adaptation methods in modeling $p_{data}(X_B|X_A, Y_A), p_{data}(X_A|X_B, Y_B)$ in both multi-phase and single-phase scenario, since PCN is a more attention on semantic consistency.

Table 4: Test segmentation accuracy (DSC) comparison with different training configuration.

| Phase     | Arterial | Venous |
|-----------|----------|--------|
| PCN-multi | 77.09%   | 79.30% |
| PCN-single| 74.32%   | 75.28% |
| UDA-multi | 73.85%   | 74.43% |
| UDA-single| 73.14%   | 72.01% |

From a theoretical analysis, we argue that the difficulty mainly lies in the gap between images from different views. Then, we formulate this problem into modeling two relations, namely, data-to-label relations and phase-to-phase relations, for which we design discriminative and generative models, respectively. The entire network is optimized in an end-to-end manner, and achieves satisfying performance on both single-phase and multi-phase datasets. Confirmed by the radiologists in our team, these segmentation results are helpful to computer-assisted clinical diagnoses.

The success of our approach lays the foundation of integrating multi-phase data into various vision problems. However, as a preliminary study, PCN still suffers some drawbacks. For example, PCN currently adopts a GAN-based method as the generative model, but such model can be heavily constrained by the domains in training data, which limits its application to other organs, e.g., a generative model pre-trained in abdominal CT scans is unlikely to transfer to brain CT scans. Also, PCN assumes that both phases contain part of known information, but, in real applications, possibly, one or more phases are not equipped with any annotations. It is possible to integrate PCN with weakly-supervised or semi-supervised approaches in these scenarios. All these topics are left for future research.

5. Conclusions

In this paper, we present Phase Collaborative Network (PCN) to deal with the difficulty in multi-phase segmentation especially in the subarea of medical imaging analysis.
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