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Abstract—Wood logs picking is a challenging task to automate. Indeed, logs usually come in cluttered configurations, randomly orientated and overlapping. Recent work on log picking automation usually assume that the logs' pose is known, with little consideration given to the actual perception problem. In this paper, we squarely address the latter, using a data-driven approach. First, we introduce a novel dataset, named TimberSeg 1.0, that is densely annotated, i.e., that includes both bounding boxes and pixel-level mask annotations for logs. This dataset comprises 220 images with 2500 individually segmented logs. Using our dataset, we then compare three neural network architectures on the task of individual logs detection and segmentation: two region-based methods and one attention-based method. Unsurprisingly, our results show that axis-aligned proposals, failing to take into account the directional nature of logs, underperform with 19.03 mAP. A rotation-aware proposal method significantly improves results to 31.83 mAP. More interestingly, a Transformer-based approach, without any inductive bias on rotations, outperformed the two others, achieving a mAP of 57.53 on our dataset. Our use case demonstrates the limitations of region-based approaches for cluttered, elongated objects. It also highlights the potential of attention-based methods on this specific task, as they work directly at the pixel-level. These encouraging results indicate that such a perception system could be used to assist the operators on the short-term, or to fully automate log picking operations in the future.

I. INTRODUCTION

Forestry has seen a large mechanization effort, yet little has been done on automating tasks requiring high-level cognition. In the last decade, other industries such as agriculture and mining, made significant progress towards automation. While facing different challenges, forestry is catching up towards autonomous machines in the forest and mills \cite{1}. Just like the ferrying of ores has been one of the first tasks automated in mining \cite{2}, it is presumed that forwarding operations, i.e., extracting logs from the forest with heavy machinery, will be the first candidate for automation \cite{3}. Log picking is an essential component in this forwarding task, but is challenging from a perception and manipulation perspective. This exacerbates the ongoing manpower shortage in forestry operations, as novice operators require lengthy training to accomplish this repetitive task \cite{4}. On the short run, teleoperation \cite{6} could allow operators to work from remote locations, while having access to better situational awareness with real-time navigation and augmented reality. Other assistance systems, like the Intelligent Boom Control (IBC), are also simplifying the work of operators, thus reducing their cognitive load \cite{7}. Taking advantage of these technological advances, unmanned logging machines are getting closer to reality. However, previous work on autonomous log handling \cite{8} assume that the position and orientation of the logs are known, which is generally not the case.

Our work focuses primarily on this log perception problem, targeting autonomous forestry forwarders and wood loaders. In computer vision, earlier work on object detection focused on predicting bounding boxes encompassing the target objects. The object’s center of mass, the usual grasp...
point for a log, could then be assumed to be in the middle of the bounding box. However, this assumption will fail for non-rectangular objects such as crooked wood logs, as seen in Figure 1c. Thus, our system aims at segmenting individual logs in RGB images from a camera placed in or above the operator’s cabin, as shown in Figure 1a. One reason that detection of wood logs is non-trivial is that they tend to be cluttered by nature. Indeed, logs are elongated objects that are generally found either randomly spread on the ground, or in piles throughout the recently harvested forest or the lumberyard. Moreover, they suffer from partial occlusion, either from branches or simply other logs, which makes instance segmentation more challenging. Variations in illumination and weather in outdoor locations are also challenging, especially in northern countries such as Canada or Sweden. In these areas, forestry operations are performed throughout the winter, thus in snowy conditions.

Our main contribution consists in characterizing data-driven approaches, namely deep learning, on the task of wood logs segmentation. In this regard, we provide a densely annotated dataset with a diversity of scenarios, i.e., piled and individual logs, various seasons, environments, illuminations and point of views. We also demonstrate the viability of speeding up manual data labeling by using an earlier-trained network to suggest labels to a human annotator, simplifying future annotation jobs. We then tested three instance segmentation architectures. First, we used Mask R-CNN [9], a well-known and widely used segmentation network, as a baseline. Its poor results show that using axis-aligned bounding boxes as region proposals leads to sub-par quality masks, mainly because they encompass other logs, as depicted in Figure 1b. Since logs are elongated and not axis-aligned, an upgraded version using oriented anchors [10] in the Region Proposal Network (RPN) was considered. This helps by reducing the presence of other logs in the Region-of-Interest (ROI). Finally, we tested a recent, state-of-the-art transformer network called Mask2Former [5] which shows promising results on the log segmentation task. In particular, we show that this type of approach seems to be compatible with long-shaped, cluttered objects.

In short, the contributions of this work are:

- a demonstration of the potential and applicability of different deep neural networks architectures on the challenging task of log detection; and
- **TimberSeg 1.0:** the first publicly available dataset of 220 RGB images of logs in various environments, with dense annotation (bounding boxes and masks) for 2500 logs.

### II. RELATED WORK

Our survey of the literature focuses on recent instance segmentation methods and their variants, targeting applicability towards detecting elongated, cluttered and overlapping objects. We also analyze some recent applications of deep learning in forestry and agriculture, highlighting the absence of work and datasets in autonomous log picking.

#### A. Instance Segmentation Architectures

Segmentation is usually performed by adding an object mask prediction to existing object detection methods for bounding box prediction. We can classify instance segmentation approaches in multiple sub-categories below.

**Single-stage methods** work by directly making predictions from the feature maps extracted by the backbone, often in a grid-like manner. One example is YOLACT++ [11], which is extending RetinaNet’s [12] dense grid prediction by adding a mask branch that combines prototype masks extracted from the feature maps. The SOLOv2 network [13] instead deals directly with instance segmentation, where each square of a grid is responsible for generating a segmentation mask and a class label, without generating bounding boxes.

**Two-stage methods** are named so because of the intermediary step of predicting ROIs, followed by a second stage classifying and refining the localization of the object. Faster R-CNN [14] was the first to use a Region Proposal Network (RPN) to predict these ROIs, which are refined with a regression network. Mask R-CNN [9] later added a mask branch for instance segmentation. Whereas single-stage methods are more computationally efficient, two-stage methods yield better accuracy and recall on the widely used COCO dataset [15].

**Rotated proposal** methods were subsequently developed to target randomly oriented objects with elongated geometries. Indeed, Mask R-CNN displays strong results on datasets containing regular-shaped objects such as COCO [15]. However, the axis-aligned and rectangular-shaped assumption of its RPN is challenged when trained on cluttered or randomly oriented long objects, such as scattered wood logs. Thus, Ma et al. [10] proposed a novel Rotation Region Proposal Network (RRPN), in their case for detecting non-axis aligned text. They added an angle factor to the anchor boxes, bounding objects more precisely, as shown in Figure 1b. This improved Rotated Mask R-CNN method was successfully applied on remote sensing detection of ships in [16], which exhibit some visual similarities with scattered logs.

**Attention-based methods** [17] are radically departing from previous approaches, putting forward universal frameworks for all segmentation tasks. It started with DETR [18], using a transformer encoder-decoder and queries to detect a fixed number of objects. QueryInst [19] further adapted DETR to instance segmentation, by adding dynamic mask heads. Also based on DETR, MaskFormer [20] first segments the input image into a fixed number of masks and then classifies them. Incremental changes brought forth by Mask2Former [5] provided faster convergence and higher accuracy. Because Mask2Former works directly at the pixel level through attention, they no longer include the inductive bias of rectangular regions. Consequently, they can achieve better accuracy on instance segmentation of logs (i.e., cluttered, elongated objects), as we will demonstrate later.
B. Deep Learning in Forestry and Agriculture

Many papers are applying vision and deep learning in forestry and agriculture. Specifically, the problem of instance segmentation of fruits and vegetables has received significant attention. For example, Halstead et al. [21] applied Faster R-CNN and Mask R-CNN for sweet pepper detection over multiple domains, demonstrating the natural ability of the model to generalize when provided diverse enough data. Mask R-CNN was also evaluated for strawberries detection [22] in a fruit-picking robot. Their system visually separated ripe from unripe fruits, using the predicted masks for stem localization. Liu et al. [23] slightly modified Mask R-CNN for cucumber fruits detection, using the assumption that cucumbers are always green. They used color filtering to remove background pixels, thus accelerating the generation of anchor boxes in RPN. Their results show that masks are necessary for precise center point estimation of elongated, non-linear objects such as cucumbers, which relates well to wood logs. However, we show in our experiments that Mask R-CNN is hardly applicable when objects are superimposed and close to each other, partly because of the Non-Maximum Suppression (NMS) step. Moreover, the lack of uniformity in logs’ color, shape and texture, as well as distinctiveness with the background precludes any color or texture filtering approach.

In forestry, we notice a growing interest in public datasets for deep learning tasks such as classification and detection. Carpentier et al. [24] released a large bark images dataset for tree species identification. Silva et al. [25] published a dataset of standing trees for bounding boxes detection and trained a YOLOv3 [26] network on it. Li et al. [27] trained this same network for detecting ground obstacles in a harvested forest, on a custom dataset. Nevertheless, the latter two datasets only provide bounding boxes ground truths, which can be useful to visually assist the machine operator, but hardly applicable to precise localization. Moreover, they rely heavily on the axis-aligned assumption, which may be suitable for standing trees, but not for randomly piled wood logs.

The problem of detecting and localizing logs, both in harvested forests or in lumberyards, has received little attention. More than a decade ago, Park et al. [28] demonstrated the potential of a structured light-based vision system to detect and localize logs, predating deep learning. Experiments were conducted indoor, greatly diminishing its applicability to outdoor environments. More recently, Polewski et al. [29] used convolutional neural networks for semantic segmentation of fallen trees in aerial images, separating instances using shape parametrization. This technique is unsuitable for log piles, since the masked pile can be blob-shaped, making it impossible to distinguish individual instances geometrically. More related to forwarders and wood loaders, motion planning to grasp logs is analyzed in [8]. There, they used reinforcement learning to control the crane motion of a forwarder. However, the target log’s pose is assumed to be known in the aforementioned work. Our paper thus seeks to fill the gap in the literature around wood logs detection, while providing data to push research forward. Indeed, we conjecture that one of the reasons that explains the lack of research on wood logs detection is the absence of publicly available labeled datasets.

III. METHODOLOGY

In this section, we first detail our approach for data collection and labeling. Then, we describe each evaluated network architecture, to further highlight their specificities in regards to our task at hand. Lastly, we provide all the training details.

A. Dataset Collection and Labeling

The dataset used in our experiments, called TimberSeg 1.0, is composed of 220 images containing 2500 instances of wood logs in representative environments and dispositions. Thus, these images were carefully selected to capture typical viewpoints and situations that a forwarder or wood loader operator would operate with. We can see in Figure 2a that images have been collected in four types of environments. Forest corresponds mostly to scattered logs in freshly cut areas, whereas roadside consists of neatly piled logs ready to be transported, as seen in Figure 1a. To collect this data, three dashcams (VIOFO A129 Pro Duo 4K) were installed in forestry forwarders operating in forests near Lake Saint-Jean, Quebec, Canada. Each dashcam comprised two cameras, fixed on the inner side of the cabin’s windows. One camera pointed forward, while the other pointed sideways. They recorded hundreds of hours of video, at various resolutions (4K, 2K, 1080p) over multiple months and weather conditions. Pictures, using a Canon EOS M50 digital camera, were also taken in lumberyards from sawmills and paper
mills, including images of filled timber trucks’ trailers from an upper viewpoint. The combination of dynamic images coming from the videos and static images taken with the camera provides additional diversity to the dataset. Finally, complementary images were taken from publicly available videos from the Internet, to further increase the geographical diversity [21]. The forests images are predominant on purpose, as they exhibit harder visual conditions. The images contain a widely varying number of log instances as depicted in Figure 2b, ranging from 1 to 29 logs, for an average of 11.3. Figure 2c shows the aspect ratio of logs, which resembles a log-normal distribution, with a mean value of 8.3 and a tail distribution going as high as a ratio of 24. This is far from the 2:1 or 1:2 aspect ratios typically used for anchor boxes, reflecting the non-standardness of our problem. The distribution of log orientations, presented in Figure 2d, shows a peak around 90°, indicating that a significant portion of the logs are parallel to the y-axis of the camera. Otherwise, logs do not display any other dominant orientation in images, making their detection challenging to axis-aligned proposal approaches.

Our dataset was annotated using polygon mask segmentation with the SuperAnnotate tool. From a log picking perspective, it is sufficient to detect and segment only the logs on top of a pile. Others will become accessible as the pile is collected. In this regard, a log is only segmented if it is accessible to the forwarder, meaning that a log covered by others or too far away should not be labeled. Similarly to active learning approaches, we use our most accurate network (Mask2Former) to generate pre-annotations and progressively accelerate the labeling process. A human annotator then corrects the mistakes made by the network instead of segmenting everything from scratch.

B. Network Architectures

Three instance segmentation architectures are evaluated and compared on our dataset: a vanilla Mask R-CNN, a Rotated Mask R-CNN and a Mask2Former network. Figure 3 shows a visual depiction of the key elements of each architecture.

1) Mask R-CNN: Given the historical importance of Mask R-CNN [9], it will serve as a baseline for region-proposal methods. First, a Convolutional Neural Network (CNN) backbone processes the input image to produce multi-resolution feature maps. Then, the RPN uses a sliding window to evaluate the objectness of each predefined axis-aligned anchor box, to generate region proposals. The network’s heads independently predict a class, a bounding box and a pixel-wise mask for every ROI. Testing Mask R-CNN will help highlight the limitations of such axis-aligned approaches for our task at hand.

2) Rotated Mask R-CNN: Ma et al. [10] showed that Mask R-CNN has limitations when objects in the scene are dense or arbitrarily oriented. As a potential solution, they introduce a rotation-based framework and propose the Rotation Region Proposal Network (RRPN), which adds an orientation to anchor boxes, to generate region proposals. The network’s heads independently predict a class, a bounding box and a pixel-wise mask for every ROI. Testing Mask R-CNN will help highlight the limitations of such axis-aligned approaches for our task at hand.

3) Mask2Former: Attention-based architectures like Mask2Former [5] work directly at the pixel-level. Similarly to Mask R-CNN, a backbone first extracts a pyramid of feature maps. The usual backbone for this method is a Swin Transformer [30], but a CNN backbone would also work. A six-layer multi-scale deformable attention Transformer (MSDeformAttn) [31] then decodes the feature maps to generate high-resolution per-pixel embeddings. Finally, a transformer decoder uses masked attention to process these
embeddings as well as object queries to output masks and labels. This decoder is composed of nine layers handling different resolutions of feature maps, depicted in a simplified manner in Figure 3 by the (A)-(D) labels.

C. Training Details

We used the Detectron2\(^1\) library based on PyTorch [32] to train the models on single-class detection. Our Mask R-CNN implementation mostly follows [9], with a ResNeXt101 backbone. For training, the initial learning rate was set to 0.001, reducing by a factor of 5 every 2000 iterations, with mini-batches of size 8. The model was optimized using an Stochastic Gradient Descent (SGD) method with 0.9 momentum and 0.0001 weight decay. We trained for 8000 iterations, with the test set containing 20\% on the images. The initial network’s weights had been previously pretrained on ImageNet-1k, for the backbone, and then on COCO dataset for the whole network.

The only changes applied to the rotated version of Mask R-CNN are the use of RRPN and RRoIAlign [10] for oriented region proposals. Box anchors were selected to have a 30 degrees orientation interval and aspect ratios of 4, 8, 12 and 16, following the dataset statistics displayed in Figure 2c. Both RPNN and RRPN use a smooth-L1 loss over the box parameters \((x, y, \text{width, height and angle})\) where \((x, y)\) are the center coordinates. We increased the number of detections per image to 250 instead of the original 100, which slightly improves accuracy and recall.

Mask2Former was also trained following most recommendations in the original paper [5]. The feature extractor is a Swin-B backbone with a window size of 12, pretrained on ImageNet-1k and COCO. We set the number of object queries for the decoder to 100. We used the same learning schedule and hyperparameters as Mask R-CNN, except for the use of AdamW optimizer and a weight decay of 0.02.

We use the same data augmentation for each network, following the large-scale jittering (LSJ) method proposed in Ghiassi et al. [33], which was proven to be highly data efficient. It consists of randomly resizing the images in a scale between 0.1 and 2.0 as well as cropping to a fixed size of 1024 \(\times\) 1024 pixels with gray padding and flipping horizontally. We also normalized images with ImageNet’s mean and standard deviation for each color channel. The hardware used for model training and testing consists of a single computer with a Nvidia RTX-3090 GPU, an Intel Core i9-10900KF CPU and 64 GB of RAM. Single fold training time for Mask R-CNN was 2.5 hours, while Rotated Mask R-CNN took 5 hours per fold and Mask2Former only 45 minutes.

IV. EXPERIMENTS & RESULTS

Multiple experiments were conducted to compare and analyze the performances of selected networks on TimberSeg 1.0. In this section, we start by comparing each architecture, both quantitatively and qualitatively. We seek to corroborate our previous hypothesis that region-based approaches hinder good instance segmentation, in the case of cluttered and elongated objects. We then present further experiments on the best performing network, Mask2Former, to better characterize its performances. All results are generated using a 5-fold cross-validation policy, to fully leverage our dataset.

A. Networks Comparison

We evaluated the predicted masks using the standard COCO metrics Mean Average Precision (mAP) and AP50, as well as Average Recall (AR) and the F1-score, each time keeping the 100 best scoring detections. Table I presents a quantitative comparison between the three architectures on the task of instance segmentation of wood logs. We first note an important improvement of over 12\% in mAP when switching to rotated region proposals instead of using axis-aligned boxes. More importantly, it shows that Mask2Former has a strong edge over two-stage networks on our application, nearly doubling all metrics compared to the rotated version of Mask R-CNN. Pretraining the Mask2Former backbone on ImageNet-22k yields only marginal improvements.

Table I also displays the inference speed for each network. The lower frame rate obtained by Rotated Mask R-CNN can be explained by the higher number of anchor box proposals. Indeed, a standard RPN uses 15 anchor box shapes, whereas our RRPN implementation employs 84 because of the multiple orientations. Despite using less computation than RRPN, Mask2Former exhibits a significant accuracy improvement. Overall, it shows that detection in real time or near real time is possible, opening the door to visual-servoing methods.

Figure 4 shows the precision-recall curves for our Mask2Former implementation, evaluated using mask IoU. As in Table I, these results are for single-frame detection. When taking the 0.5 IoU curve, we can see that a precision greater than 80\% can be achieved while maintaining an 80\% recall. In the context of log picking, a low recall implies that some logs would be left behind, while a low precision means that the grapple often misses the target. Since humans should not be around during these operations, missing the target would

\(^1\)https://github.com/facebookresearch/detectron2

![Fig. 4: Precision-Recall curves for various mask Intersection over Union (IoU)s using our best performing Mask2Former network. Model shows impressive performances for IoUs up to 0.7.](image-url)
TABLE I: Performance comparison of each tested network on our dataset, evaluated on predicted masks. Results show that using rotated regions in Mask R-CNN significantly improves accuracy, recall and thus F1-score. Mask2Former outperforms both approaches, using attention mechanisms based on Transformers [17]. Pretraining the Swin-B backbone on ImageNet-22k further improves results by a small margin.

| Architecture | Backbone | mAP | AP50 | Recall | F1-score | fps |
|--------------|----------|-----|------|--------|----------|-----|
| Mask R-CNN   | X101-FPN | 19.03±3.21 | 36.10±4.45 | 28.60±3.98 | 0.23±0.04 | 12.55 |
| Rot. Mask R-CNN | X101-FPN | 31.83±4.26 | 52.78±4.33 | 36.95±3.14 | 0.34±0.03 | 5.66 |
| Mask2Former | Swin-B (1k) | 56.05±3.12 | 82.97±1.99 | 64.06±3.05 | 0.60±0.03 | 8.47 |
| Mask2Former | Swin-B (22k) | 57.53±3.37 | 84.28±2.44 | 65.16±3.40 | 0.61±0.03 | 8.47 |

not have devastating consequences other than slowing down operations.

A better metric for log grasping would be the success rate, tested in real-life conditions. In the absence of a machine to evaluate such a metric, we considered that an IoU of 0.5 should be sufficient for a successful grasp, yielding a precision of 84.39 % as displayed in Table I. This takes into account the fact that the center of mass of the predicted mask would be in the actual log. Moreover, the opening width of a grapple is several times the diameter of a log, accommodating for ample localization errors. Finally, although an autonomous forwarder would need to automatically choose the next target log, it is not vital to pick the optimal one and, following our labeling protocol (Section III-A), the predicted logs should always be the ones on top of the pile and accessible.

B. Power Law and Real-Time Potential

A fundamental question when trying to tackle a problem using data-driven approaches is to estimate the amount of labeled data needed to solve it. To this effect, we investigated the relationship between this training dataset size and the observed mAP with Mask2Former. There, the number of training images ranged from 20 to 160, with a fixed test set of 44 images. A linear regression on the semi-log plot, as depicted by the purple line in Figure 5a, shows that we are in the presence of a power law, as seen also by others using Vision Transformers [34]. With some reserves, we can expect an improvement of around 6.87 % each time the dataset size is doubled, until a plateau is reached. In this regard, it is safe to assume that leveraging a bigger dataset or semi-supervised methods would lead to better predictions. These are, however, beyond the scope of this work.

In Figure 5b, we ran another experiment, this time varying the size of the image at the network input. As the resolution increases, the network’s accuracy improves, in line with what is observed in the literature. Conversely, frame rate decreases due to increased computation needs to process larger images. By varying the input image size, one can get an interesting trade-off between speed and accuracy. For instance, the frame rate can go as high as 24.05 fps when the image size is reduced to 256 × 256, accepting that precision will drop accordingly. We observe an interesting sweet spot around an image size of 512 × 512, where the inference speed can be tripled with only a 5 % drop in precision.

C. Qualitative Results

Figure 6 shows a number of examples of images from our dataset, with their annotation, for difficult images. Prediction outputs from Mask2Former are also provided in this figure. The network displays good robustness to challenging conditions such as snow, sun glare and night time operation.

V. CONCLUSION

In this paper, we addressed the problem of log picking automation in forestry operations. To this effect, we created a novel dataset of log images, some of them taken during the actual operation of a forwarder. The TimberSeg 1.0 dataset, which will be made public upon publication, contains 220 images with 2500 logs precisely annotated with bounding boxes and masks. Using our dataset, we then compared the applicability of three deep neural network architectures on the task of wood log segmentation. Our results showed that Mask2Former, an approach based on attention, works best on this type of cluttered, occluded and randomly oriented objects, as opposed to the more traditional region-proposal based methods. Our results demonstrate the viability of such a perception system, which could be used for operators’ aid in teleoperation or as a stepping stone towards autonomous forwarders and wood loaders. Our validation also opens the door to automatic roadside logpile inventories, by simply using a camera mounted on a vehicle.

For future works, success rate yielded by our approach needs to be validated on a real wood loader to ensure the maturity of the solution. Also, detection accuracy could be
improved in several ways. On the data side, we plan on leveraging the large volume of unlabeled videos that we collected with our dashcams. Semi- and self-supervised learning methods, such as Masked Auto-encoders [35], could then be used in pretraining the backbone to our application domain. Improved data augmentation, such as copy-paste [33] could also be employed to reduce dependency on labeled images. On the algorithm side, our approach is currently single frame. As such, our results constitute a worst-case scenario, where planning of log grasps would be based on detections coming from a single image. Techniques based on Bayesian filtering could be employed to improve detection reliability, explicitly tracking log instances across video frames. Implicit approaches performing detection directly from video streams [36] could also be envisioned.
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