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A B S T R A C T
Wind flow in urban areas is strongly affected by the urban geometry. In the last decades most of the geometries used to reproduce urban areas, both in wind-tunnel (WT) tests and Computational Fluid Dynamics (CFD) simulations, were simplified compared to reality in order to limit experimental effort and computational costs. However, it is unclear to which extent these geometrical simplifications can affect the reliability of the numerical and experimental results. The goal of this paper is to quantify the deviations caused by geometrical simplifications. The case under study is the district of Livorno city (Italy), called “Quartiere La Venezia”. The 3D steady Reynolds-averaged Navier-Stokes (RANS) simulations are solved, first for a single block of the district, then for the whole district. The CFD simulations are validated with WT tests at scale 1:300. Comparisons are made of mean wind velocity profiles between WT tests and CFD simulations, and the agreement is quantified using four validation metrics (FB, NMSE, R and FAC). The results show that the most detailed geometry provides improved performance, especially for wind direction $\alpha = 240^\circ$ ($22\%$ difference in terms of FAC).

1. Introduction

The complex morphology of cities renders the analytical description of wind flow in urban areas very difficult. Analytical wind flow models are generally well established over flat open terrain, where the wind profiles mainly depend on the aerodynamic roughness of the surface and on thermal stratification. In contrast, wind flow in urban environments is governed by a variety of complex factors, such as the heterogeneous geometry of buildings, flow impingement, separation and recirculation and local thermal effects.

The region above the buildings, usually defined as the urban boundary layer (UBL), is influenced by continuously changing surface roughness, so that the wind flow never reaches a homogeneous equilibrium condition. The situation is even more complex within the urban canopy layer (UCL), where streets give rise to complex canyoning effects that are strongly dependent on the canyon orientation with respect to the incoming wind. Many researchers have investigated different aspects of urban flows (see e.g. reviews by Britter and Hanna, 2003; Fernando, 2010; Fernando et al., 2010), but at present the UBL is not yet completely understood although WT tests and CFD simulations are frequently used in urban physics and wind engineering to gain increased understanding.

In the last decades, several studies have focused on numerical modeling of wind flow over random urban-like obstacles (e.g. Xie et al., 2008), uniform and staggered building arrays (e.g. Coceal and Belcher, 2004; Xie and Castro, 2006; An et al., 2013; Razak et al., 2013), idealized urban surfaces (e.g. Cheng and Porté-Agel, 2015), semi-idealized urban canopies (e.g. Hertwig et al., 2012) and actual urban environments (Blocken et al., 2012; Janssen et al., 2013; Montazeri et al., 2013; García Sánchez et al., 2014). Errors and uncertainties can be related to the geometrical model precision, the approximate form of the governing equations (RANS, LES), the turbulence models, the discretization schemes and the boundary conditions such as the inflow conditions and the surface roughness (Franke et al., 2007; Blocken et al., 2007a; Harbrecht and Wright, 2007; Tominaga et al., 2008a, b; Emory et al., 2013; Gorl et al., 2015). Carpentieri and Robins (2015) analyzed the impact of morphological parameters on wind flow in the UCL. Their results show how the building height variability, the angles between street canyon orientations and incoming wind and other local geometrical features can strongly influence the characteristics of the urban flow.

Several authors (Chang and Meroney, 2003; Fernando, 2010; Barlow,
stressed that the complexity of the UBL requires studies with multiple approaches with complementary strengths and weaknesses. In particular, the joint use of WT testing and CFD simulations has enabled a better understanding of urban aerodynamics and has enhanced the performance of both (Murakami, 1990; Stathopoulos, 1997; Baker, 2007; Tominaga and Stathopoulos, 2013, 2016; Blocken, 2014, 2015; Meroney, 2016). However, results of both techniques are strongly dependent on geometrical model details (AIAA, 1998; Casey and Wintergerste, 2000; AIJ, 2004; Franke, 2006; Blocken, 2014). Nevertheless, geometrical simplifications are frequently adopted and often even required in both techniques, and the question therefore arises to what extent different levels of geometrical simplification can affect the results.

The aim of this study is to quantify the so-called uncertainty (AIAA, 1998; Oberkampf et al., 2004; Versteeg and Malalasekera, 2007) caused by geometrical simplifications of the urban model, both intentionally imposed (e.g. to limit experimental manufacturing cost or computational cost) and arising from a limited knowledge of the system to be analyzed (e.g. the epistemic uncertainty). For this purpose, a historical district called “Quartiere La Venezia” in Livorno city (Italy) is selected as case study. This area is chosen because the nearby port has been monitored by different measurement instruments in several locations, which will provide input data for the present study. They consist of anemometric stations and a LiDAR wind profiler installed in the framework of the European projects “Wind and Ports” (Solari et al., 2012) and “Wind, Ports, and Sea” (Burlando et al., 2015a; Repetto et al., 2017). The location is particularly interesting since the highest wind velocity observations generally occur for Western winds, in which case the incoming velocity profile in the district can be measured by the aforementioned LiDAR station (Fig. 1). Moreover, the transition from sea to land is expected to strongly influence the vertical wind profile in this area. WT tests on a model of the district at scale 1:300 were performed and reported in an earlier study (Ricci et al., 2017).

In the present paper, 3D steady-state RANS simulations using the realizable k-ε turbulence model are performed at the same scale as the WT tests in two different steps. First, CFD simulations are performed on a single block of Quartiere La Venezia with three different levels of geometrical simplification, i.e. the so-called simplified, approximated and detailed geometrical models, where the latter has an identical geometry as

![Fig. 1. Pictures of Livorno city (Italy): (a) location of the test district (yellow circle), anemometric stations (Avp 3, Avp 4 and Avp 6) and LiDAR station, (b–c) test district Quartiere La Venezia, (d) Canale Rosciano (West – East), (e) Canale Rosciano (Northeast – Southwest), (f) a small canal inside Quartiere La Venezia. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image1)

![Fig. 2. Wind-tunnel experiments: (a) digital model used to build the WT model, (b) WT schematic, (c) pictures of the WT model. Only the buildings shown as extruded volumes in Fig. 2a were included in the WT model. The red outline indicates the group of buildings simulated in the first step (single block; Section 3). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image2)
the WT model. Second, simulations are performed for the whole urban model of Quartiere La Venezia for two of the three levels of geometrical simplification, i.e. the simplified and the approximated geometrical models.

The paper is organized as follows. Section 2 contains a short description of the WT tests used to validate the CFD simulations. Section 3 and Section 4 describe two steps of CFD analysis. In particular, Section 3 introduces the CFD models (simplified, approximated and detailed), the boundary conditions and the computational setup for the simulations for the single block of Quartiere La Venezia. On the basis of the obtained results, Section 4 describes the CFD simulations for the whole urban district adopting the simplified and approximated models, and shows the comparison of the WT and CFD results in terms of mean velocity profiles. In Section 5, the level of agreement between WT and CFD results is quantified using validation metrics. Finally, Section 6 (discussion and limitations) and Section 7 (summary and conclusions) conclude the paper.

2. Description of the wind-tunnel experiments

Only some main aspects of the WT tests are mentioned in this section; the reader is referred to Ricci et al. (2017) for more details. WT tests on a geometrical model of the whole urban district were performed in the atmospheric boundary layer (ABL) wind tunnel of the Department of Civil, Chemical and Environmental Engineering (DICCA) of the Polytechnic School of the University of Genoa, Italy. The wind tunnel at DICCA is a closed-loop subsonic circuit with a test section of 8.8 m long and a cross-section of 1.70 m (width) x 1.35 m (height) (Fig. 2b). A WT model of the case study - Quartiere La Venezia - was created at a scale of 1:300 using medium density fiberboard (MDF) of different thicknesses for the ground plates and buildings, and 3 mm closed cell PVC foamboard panels for roofs and bridges (Fig. 2a,c). The blockage ratio in the cross-section was kept below 3.5% for all wind directions.

Tests were performed for three western wind directions (α = 240°, 270° and 300°), corresponding to the prevalent wind directions for the strongest winds in Livorno (Fig. 2a). The mean wind velocity scenarios obtained during the European project “Wind and Ports” (Solari et al., 2012) by means of the WINDS model (Wind Interpolation by Non-Divergent Schemes), anemometric data, and the digital land cover maps of the CORINE project (Bossard et al., 2000) were used as reference for the choice of the incoming flow profiles in the WT tests. Based on this, an ABL profile with aerodynamic roughness length z0 = 0.1 m (full scale) and friction velocity u* = 0.89 m/s was used for the WT tests.

In the WT tests, the mean wind velocity was measured at two sets of positions (Fig. 3). In the first set, 10 positions inside “Canale Rosciano” (A11 - A52) were monitored at 15 heights in the range from 0.02 to 0.6 m above the wind-tunnel floor (corresponding to 6 m and 180 m full scale above mean sea level). Since these positions are fixed to the model geometry, their position in the WT is dependent on model orientation and hence on wind direction. The second set was distributed along a Cartesian grid laid out according to the WT local reference system, consisting of 15 measurement locations at 15 heights (from 0.02 to 0.6 m above the wind-tunnel floor) aligned along three lines of five measurement positions each (L11-5, L21-5, L31-5). Both sets of measurements will be used to validate the CFD simulations performed on the urban district, Quartiere La Venezia, described in Section 4. A third set of measuring positions (L16-14, L26-14, L36-14), indicated in Fig. 3 by the green points, was used to investigate the wind velocity profile development in the downstream part of the computational domain. The results of this investigation are described in Section 4.

3. CFD simulations of a single block of Quartiere La Venezia

3.1. Computational geometry, domain and grid

In the first step, CFD simulations were performed on a single block of
Quartiere La Venezia (indicated by the red outline in Fig. 2a) at the same scale of the WT tests (1:300) and for wind direction \( \alpha = 240^\circ \), in order to preliminarily investigate the deviations caused by three different levels of geometrical simplification (i.e. called hereafter simplified, approximated and detailed geometrical models). Based on the CFD results obtained in this step, the criteria to realize the geometries of the whole urban district were chosen for the second step. Fig. 4 shows the relationship between the WT test-section and the CFD computational domain. The size of the computational domain was \( L \times W \times H = 5.5 \times 1.70 \times 1.35 \text{ m}^3 \), where the width (W) and height (H) are coincident with the WT cross-section. The three CFD geometrical models and the associated grids were realized using the software Gambit 2.4.6. The first one, termed simplified geometrical model, was obtained representing the single group of buildings as a single bluff body with a height equal to the arithmetic average height of that building group (Fig. 5a). The second one, termed approximated geometrical model, was obtained including buildings with their real ground plan and heights, but replacing pitched roofs with flat ones (Fig. 5b). To this purpose, the height of every building was calculated as the average between the heights of the peak and the eaves of the pitched roofs. Note that the pitch of the roofs of Quartiere La Venezia are probably less relevant from the aerodynamic point of view, since these are low-sloped roofs with slopes in the range of only about 5°–10°.

The third one, the detailed geometrical model, was perfectly coincident with the WT geometrical model, including the real ground plan and heights of the buildings including pitched roofs (Fig. 5c). Grid generation for the simplified and approximated geometrical was performed using the surface grid generation technique presented by van Hooff and Blocken (2010) in order to achieve a high-level control over the grid layout. Grid generation for the detailed geometrical model was performed only in part using this technique due to the sloped roof geometry. All three grids were constructing adhering to the best guidelines (Franke et al., 2007; Tominaga et al., 2008a; Blocken, 2015). The local grid resolution was taken equal or higher than that in previous studies that used the same technique and employed certain grid resolutions based on detailed grid-sensitivity tests (van Hooff and Blocken, 2010; Blocken et al., 2012). The expansion ratio of the grid was kept below 1.2 everywhere in the computational domain and at least thirty cells were used along every building edge, which is far beyond the minimum number of ten mentioned in the best practice guidelines (Franke et al., 2007; Tominaga et al., 2008a). In order to avoid convergence problems and maximize numerical accuracy, only hexahedral and prismatic cells were
used for the simplified and approximated geometrical models in line with van Hooff and Blocken (2010); conversely, hexahedral, prismatic and tetrahedral cells were employed in the detailed model because of the pitched roof geometries. The construction of the computational grid of the detailed geometrical model was found to be about five times more computationally demanding (user time and processing time combined) than the other two geometrical models. The resulting grids counted 5.9 million cells for the simplified geometrical model, 8.5 million cells for the approximated geometrical model, and 11.8 million cells for the detailed geometrical model.

3.2. Boundary conditions

In order to reproduce the inflow conditions of the WT tests as accurately as possible, the inlet face of the computational domain was placed where the approach-flow profile was measured in the WT, that is approximately 1 m upstream of the first building of the urban model (Fig. 4). Hence, the measured vertical mean velocity profile was prescribed, and the vertical profiles of the turbulent kinetic energy $k(z)$ and the turbulence dissipation rate $\varepsilon(z)$ were calculated using the equations below (Tominaga et al., 2008a):

$$k(z) = \frac{1}{2} (\sigma_u^2(z) + \sigma_v^2(z) + \sigma_w^2(z))$$

$$\varepsilon(z) = C_\mu^s k(z) \frac{dU}{dz}$$

For Eq. (1) the velocity standard deviations $\sigma_u(z)$, $\sigma_v(z)$ and $\sigma_w(z)$ measured in the WT tests were employed. In Eq. (2) the constant $C_\mu$ is 0.09 and a smoothing function was used to remove excessive numerical noise introduced by the gradient calculation. Since the WT equipment does not allow measurements to be made over the entire height of the WT cross-section, mean wind velocity and velocity standard deviations were directly measured only from 0 to 0.6 m and from 1.20 to 1.35 m. In the central part, between 0.6 and 1.20 m, these quantities were linearly interpolated in order to link both measured parts (Fig. 6). Note that the height of the tallest building is 0.15 m (corresponding to 45 m full scale) and as a result the particular shape of the vertical profiles above 0.6 m is expected to be of minor to no importance for the resulting flow patterns below the 0.15 m threshold.

At the bottom, sides and top of the domain as well as on the building and bridge surfaces, the standard wall functions by Launder and Spalding (1974) with roughness modification by Cecebi and Bradshaw (1977) were employed. At the bottom of the computational domain, an equivalent sand-grain roughness height $k_s$ equal to 0.0013 m (0.39 m full scale) was imposed. This value was calculated in accordance with Blocken et al. (2007a) as $k_s = 9.793 z_0/C_s$, where $C_s$ (the roughness constant) was taken equal to 2.5 in order to comply with the necessary condition $y^+ > k_s$, where $y^+$ is the distance of the centroid of the first cell from the wall. The size of the first near-wall cell was chosen in order to obtain dimensionless wall unit values $y^+$ in the logarithmic layer range, i.e. 30–300 (Blocken et al., 2007a,b). An overview of these boundary conditions is given in Fig. 7. At the sides and top of the domain as well as on the building and bridge surfaces, $k_s$ was equal to zero. At the outlet of the domain, zero static gauge pressure was imposed.

3.3. Solver settings

The CFD simulations were performed using the open-source CFD code OpenFOAM 2.3.0 with the 3D steady-state Reynolds-Averaged Navier-Stokes (RANS) approach. The realizable $k$-$\varepsilon$ turbulence model was adopted for closure (Shih et al., 1995). Second-order discretization schemes were used for the convective and viscous terms of the governing equations. The SIMPLE algorithm was adopted to couple pressure and velocity fields (Patankar, 1980; Ferziger and Perić, 2002). Numerical convergence was achieved when the residuals showed no discernible fluctuation and further decrease during the iterative process. All CFD simulations were performed on a High Performance Computing (HPC) system at DICCA, using a computer node with 32 cores running in parallel at 1.4 GHz.
3.4. CFD results: comparison of results for the three geometrical models

The amplification factor $U/U_{\text{in},0.02\text{m}}$ is defined as the local wind speed divided by the inlet wind speed at height $z = 0.02$ m ($U_{\text{in},0.02\text{m}}$). The amplification factor $U/U_{\text{in},0.60\text{m}}$ is defined in the same way but with inlet wind speed at height $z = 0.60$ m. Fig. 8 shows contours of the amplification factor in a horizontal plane at 0.02 m and in the vertical center-plane through L2 (see Fig. 3a). The CFD results for the three geometrical models exhibit almost the same wind-flow patterns upstream of the building block, both in terms of horizontal and vertical contours (Fig. 8). In contrast, significant differences are observed for the approximated and detailed geometrical models, with respect to the simplified one, at the courtyard and in the wake (Fig. 8c and d). The differences can be investigated more in detail by the mean wind velocity profiles at the positions C1 - C8 (Fig. 9). In Fig. 9, the axes show the ratio $U/U_{\text{in},0.6\text{m}}$ (absissa) vs. normalized reference height $z/z_{\text{ref}}$ (ordinate), with reference height $z_{\text{ref}} = 0.60$ m. The deviations of the simplified and approximated geometrical models with respect to the detailed geometrical model are calculated in terms of differences between mean velocity ratios, $U/U_{\text{in},0.6\text{m}}$, i.e. $\Delta_{\text{sim}} = U_{\text{sim}}/U_{\text{in},0.6} - U_{\text{det}}/U_{\text{in},0.6}$ and $\Delta_{\text{app}} = U_{\text{app}}/U_{\text{in},0.6} - U_{\text{det}}/U_{\text{in},0.6}$ at the positions C1 - C8 and for four different levels (0.05, 0.1, 0.15 and 0.2 of $z/z_{\text{ref}}$) above the bottom of the domain (Table 1).

In general, the CFD results from the three geometrical models show the same wind velocity values above $z/z_{\text{ref}} \approx 0.2$. In contrast, the approximated and detailed geometrical models exhibit significant differences with respect to the simplified geometrical model (below $z/z_{\text{ref}} \approx 0.2$) at all positions except for C1 and C2 (upstream of the obstacle).

In the central part of the computational domain, at positions C3, C4 and C5, larger differences in terms of mean velocity ratio are found between the three CFD models mostly inside the courtyards of the buildings (for the approximated and detailed geometrical models). The approximated model shows small overestimations at positions C3 and C4 below $z/z_{\text{ref}} \approx 0.1$ with respect to the detailed model. Below $z/z_{\text{ref}} \approx 0.1$, the simplified model evidently does not provide any velocity values due to the absence of the courtyards (Fig. 9 and Table 1). At $z/z_{\text{ref}} = 0.15$ and at $z/z_{\text{ref}} = 0.2$, the $\Delta_{\text{app}}$ values are smaller than $\Delta_{\text{sim}}$ (Table 1). Approximately the same trend of mean velocity ratio observed at positions C3 and C4 is also found at position C5 at levels 0.15 and 0.2 of $z/z_{\text{ref}}$ (Table 1).

Fig. 8. (a) Perspective view of the selected single block of Quartiere La Venezia and nearby surroundings. Contours of amplification factor in horizontal and vertical plane for (b) simplified, (c) approximated and (d) detailed geometrical models, for wind direction $\alpha = 240^\circ$, made at 0.02 m above sea level (6 m full scale) and in a vertical centerplane of the computational domain (see Fig. 3a).

---

Table 1. Mean velocity deviations between simplified and approximated geometrical models with respect to the detailed model at $z/z_{\text{ref}} = 0.15$ and $z/z_{\text{ref}} = 0.2$.
In the downstream part of the computational domain, at positions C6, C7 and C8, very substantial discrepancies in mean velocity ratio are found between the simplified and the other geometrical models (Fig. 9 and Table 1). A flattening of the three curves is observed at the positions C6 and C7 between 0.05 and 0.15 of \( z/z_{\text{ref}} \), which increases with decreasing height of the buildings (Fig. 9). As a matter of fact, in the

| \( z/z_{\text{ref}} \) | C1       | C2       | C3       | C4       |
|-----------------|----------|----------|----------|----------|
| 0.05            | 0        | 0.001    | 0.005    | building | building |
| 0.1             | 0        | 0.001    | -0.045   | building | 0.044    | building |
| 0.15            | 0        | 0.001    | 0.015    | 0.015    | 0.001    | 0.048    | 0.014    |
| 0.20            | 0.001    | 0.000    | 0.012    | 0.011    | 0.001    | 0.005    | 0.002    |

| \( z/z_{\text{ref}} \) | C5       | C6       | C7       | C8       |
|-----------------|----------|----------|----------|----------|
| 0.05            | building | building | -0.078   | 0.177    | 0.142    | 0.023    |
| 0.1             | building | building | 0.418    | 0.348    | 0.158    | 0.040    |
| 0.15            | 0.082    | 0.027    | 0.117    | 0.060    | 0.034    | 0.004    |
| 0.20            | 0.003    | -0.001   | 0.004    | 0.000    | -0.008   | -0.014   |

Table 1
Variation in mean velocity ratio between simplified and detailed models (\( \Delta_{\text{sim}} \)), and approximated and detailed geometrical models (\( \Delta_{\text{app}} \)) at positions C1 - C8 (see Fig. 8).

In the downstream part of the computational domain, at positions C6, C7 and C8, very substantial discrepancies in mean velocity ratio are found between the simplified and the other geometrical models (Fig. 9 and Table 1). A flattening of the three curves is observed at the positions C6 and C7 between 0.05 and 0.15 of \( z/z_{\text{ref}} \), which increases with decreasing height of the buildings (Fig. 9). As a matter of fact, in the
the height of the single block (constant and equal to 0.07 m) is lower compared to the tallest building of the approximated and detailed models, respectively equal to 0.09 and 0.098 m. The results are clearly confirmed by the corresponding values of $\Delta_{\text{sim}}$ and $\Delta_{\text{app}}$ reported in Table 1.

Overall, a satisfactory agreement is found, in terms of velocity values, between the approximated and detailed models. Conversely, the simplified model shows large discrepancies with respect to both finer models at about all central and downstream positions.

Based on the satisfactory agreement between the approximated and detailed geometrical models, and considering that the construction of the detailed model is found to be about 5 times more computationally demanding (user time and processing time combined) than the approximated model, only the simplified and approximated models are retained for further study and are applied to the whole urban district Quartiere La Venezia.

4. CFD simulations of the urban district Quartiere La Venezia

4.1. Computational setup

In this second step, CFD simulations are performed on two geometries with different level of precision of the urban district Quartiere La Venezia, i.e. the simplified and approximated geometrical models. A computational domain with the same size ($L \times W \times H = 5.5 \times 1.70 \times 1.35 \text{ m}^3$) as the one used in the first step (Section 3) is employed also in the current step. As already discussed in Section 3, since the grid generation is computationally demanding, a detailed grid-sensitivity analysis for each computational model and domain is not performed. However, in order to provide grid independent results, a very high-resolution of the grids is adopted based on the previous similar works published by van Hooff and Blocken (2010), Blocken et al. (2012) and Janssen et al. (2013) that are based on a detailed grid-sensitivity analysis. The computational grids are constructed using the surface-grid extrusion technique presented by van Hooff and Blocken (2010) in order to achieve a high-level of control over the grid and to adhere to the best guidelines (Franke et al., 2007; Tominaga et al., 2008a; Blocken, 2015). The expansion ratio of the grid was kept between 1.05 and 1.1 in the whole domain and at least twenty cells along every edge of buildings were used (Fig. 10). Three computational grids are generated for each of the geometries, one for every wind direction. In order to avoid convergence problems and maximize numerical accuracy, only hexahedral and prismatic cells were used. Key statistics for each grid are shown in Tables 2 and 3. It can be seen that the approximated models are more than 50% more computational expensive than the simplified ones, in terms of the number of cells, grid generation and required runtime. Fig. 11 compares the geometry of the actual urban area, the WT model and both CFD models.

As recommended by Blocken (2015), three different blockage ratios

![View of computational grid for simplified and approximated geometrical models of Quartiere La Venezia for the wind direction $\alpha = 240^\circ$.](image-url)
are calculated: the vertical blockage ratio $BR_H$, the lateral blockage ratio $BR_L$, and the (frontal area) blockage ratio $BR$. Ideally these ratios should be below 17% for the first two and 3% for the last one. The values given in Eq. (3) below show that this criterion is met for $BR_H$ but not for $BR$ and $BR_L$: especially the value for $BR_L$ is quite high. However, the projected frontal area gives an overly pessimistic estimate of the importance of blockage effects due to the existence of streets in the model through which air can flow. Furthermore, since all measurement positions and all positions of interest are located in the central part of the urban model, the effect of possible artefacts near the edges of the model on observations in these positions is expected to be limited. Regardless, most important for the validation study is that the cross-section of the computational domain matches the WT cross-section, which is the case.

$$BR = \frac{A_{building}}{A_{domain}} = 3.5\% \quad BR_H = \frac{H_{building}}{H_{domain}} = 5.8\% \quad BR_L = \frac{L_{building}}{L_{domain}} = 58.8\%$$

Concerning the other computational settings, the same boundary conditions, inlet conditions, turbulence model, discretization scheme for the equations, algorithm solver and cluster machine are used as in the first step (Section 3).

### 4.2. Comparison of wind-tunnel and CFD results

#### 4.2.1. Contours of amplification factor

Contours of the amplification factor are analyzed in various horizontal and vertical sections at different heights and widths of the computational domain. Fig. 12 shows the amplification factors $U_{in,0.02m}$ for both CFD models and for three wind directions.

In Fig. 12a–b ($\alpha = 240^\circ$), Canale Rosciano is almost aligned with the approach-flow wind direction and, as a result, the wind flow is funneled through the canal. Separation and reversal zones are not observed along the canal for this wind direction. Inside the canal, the wind velocity in the simplified model is substantially higher than in the approximated one.

In Fig. 12c–d ($\alpha = 270^\circ$), the Canale Rosciano is more sheltered from the approaching wind compared to $\alpha = 240^\circ$. The simplified model shows higher wind velocities in the central part of the domain (to the North of the Canale Rosciano) than the approximated one.

In Fig. 12e–f ($\alpha = 300^\circ$), the Canale Rosciano is more perpendicular to the approach-flow, and it is therefore to a large degree sheltered by the upstream buildings. The approximated model shows higher wind velocities and more extensive leeward zones at the beginning and the end of the canal, respectively. Especially for this wind direction, the CFD simulations are found to be quite sensitive to the geometric detailing. Important differences between the two levels of detail employed in this study are found inside the narrow street and canal, as shown in Fig. 13 for the amplification factor $U_{in,0.6m}$.

Fig. 14 shows contours of the amplification factor $U_{in,0.6m}$ for both CFD models at the centerline of the computational domain for $\alpha = 240^\circ$. Despite the fact that model detail can heavily modify the wind-flow pattern inside the urban district, overall, the thickness of the UBL seems similar in both CFD models. Indeed, Fig. 14 shows almost the same horizontal development of stratification for the simplified and approximated models, although the maximum height of the buildings is different for both models, i.e. about 0.10 m and 0.15 m (32 and 45 m at full scale) respectively. This is useful information in our understanding of the physical interpretation of displacement height.

#### 4.2.2. Vertical wind profiles

To analyze the streamwise (horizontal) homogeneity of the approach-flow profiles, an empty domain with the same size as that for the urban model (see Section 4.1) is employed. The profiles at the inlet face and at

---

**Table 2**

Comparison of computational grids (in terms of number of cells) for the simplified and approximated models.

| Wind direction | Simplified model | Approximated model | app/sim |
|----------------|------------------|--------------------|---------|
| $\alpha = 240^\circ$ | 13,205,730 | 23,275,935 | 1.76 |
| $\alpha = 270^\circ$ | 11,283,586 | 20,817,834 | 1.84 |
| $\alpha = 300^\circ$ | 11,394,163 | 19,915,959 | 1.75 |

---

**Table 3**

Comparison of computational time required for the simplified and approximated models.

| Computational time | Simplified model | Approximated model | app/sim |
|--------------------|------------------|--------------------|---------|
| total time for grid generation (b) | 432 | 687 | 1.59 |
| total runtime (h) | 234 | 402 | 1.72 |

---

Fig. 11. Quartiere La Venezia: view from wind direction $\alpha = 240^\circ$. (a) Photo of the actual urban district, (b) photo of the WT model, (c) computational grid of the simplified model, (d) computational grid of the approximated model.
Fig. 12. Contours of amplification factor: comparison between simplified and approximated geometrical models for wind directions (a, b) $\alpha = 240^\circ$, (c, d) $\alpha = 270^\circ$ and (e, f) $\alpha = 300^\circ$—horizontal sections (left) and axonometric view (right) made at 0.02 m above the bottom (6 m above sea level at full scale). Canale Rosciano is indicated by “CR” in the figures.
the position of the first building of the urban model are compared along the lines L2 (centerline of computational domain) and at 0.02 m above the bottom, yielding a relative difference of only 0.91% (with an increase of the velocity), indicating sufficient horizontal inhomogeneity (Blocken et al., 2007a).

Fig. 15 shows dimensionless mean wind velocity profiles obtained from the WT and CFD models for the three wind directions at four locations. The set of measuring positions placed at the central line of the Canale Rosciano (A22-A52) were chosen in order to understand the canyoning effects inside the urban district (see Fig. 3b).

Overall, above roughly 0.17 m (50 m full-scale equivalent), corresponding to \( z/z_{ref} \geq 0.28 \), the mean velocity profiles are fairly undisturbed for all models (WT, simplified and approximated models) and approximately coincident with the incoming profiles, especially for the wind direction \( \alpha = 240^\circ \). For \( \alpha = 240^\circ \), the wind is approximately aligned with the entrance of Canale Rosciano and can flow between the city blocks rather freely. It is also evident that, when the orientation of the Canale Rosciano is more inclined with respect to the incoming wind (from \( \alpha = 240^\circ \) to \( \alpha = 300^\circ \)), at lower heights, the WT and CFD wind velocity profiles are strongly modified by the buildings and the different degrees of precision with which they are represented turn out to have a large effect on the flow, especially inside the narrow street and canal. Fig. 15a (\( \alpha = 240^\circ \)): at position A22, where the incoming flow is aligned with the canal, the agreement between CFD and WT results is quite satisfactory. At position A52, the CFD model predictions are less accurate. Intentionally chosen, this position is located directly leeward of the important bridge near the city center and in the middle of a crossroads. At position A42, the level of detail of the CFD model plays a key role. In this part of the canal the incoming flow is no longer perfectly aligned with it, and the wake effects due to the presence of the buildings can be extremely dependent on their shape. Whereas the mean velocity profile of the approximated model shows a very similar trend compared with the WT profile, the simplified model displays a larger gap to the WT results between 0.11 and 0.28 of \( z/z_{ref} \). In the last position A52, which is located in the middle of a canal curve, the approximated model again leads to a better prediction than the simplified one. Overall, for this wind direction, the approximated model shows better agreement with WT results than the simplified one. This also holds true for the measuring positions that are not reported here. Fig. 15b (\( \alpha = 270^\circ \)): at position A22, the agreement between the CFD models and the WT results is very close in the higher part of the domain down to \( z/z_{ref} = 0.1 \) (18 m full scale). However, the discrepancy between WT and CFD results is substantial close to the ground. At positions A32 and A42, important differences are found between 0 and 0.2 \( z/z_{ref} \). As previously stated, these positions are located directly leeward of some buildings (see also Fig. 12c-d), where the results are affected by the
Fig. 15. Comparison of the vertical mean wind velocity profiles ($z_{ref} = 0.60 \text{ m}$) along the lines A$_2$-A$_5$ for the inlet directions (a) $\alpha = 240^\circ$, (b) $\alpha = 270^\circ$ and (c) $\alpha = 300^\circ$, for the simplified model (CFD sim), approximated model (CFD app), and WT model (WT). The inlet profile (black dashed line) is also shown for comparison.
underestimation of the turbulent kinetic energy $k$ due to the steady-state RANS approach here adopted. As an example, Fig. 16 shows the underestimation of the turbulent kinetic energy for all wind directions at position $A_{32}$. The quantitative agreement between WT and CFD results is unsatisfactory for this wind direction, although the qualitative wind profile development of the models inside the Canale Rosciano (from position $A_{22}$ to $A_{52}$) is somewhat similar. This was probably due to the canyoning effects along the water canal. The worst agreement between the WT and CFD results occurs at position $A_{22}$ below $z/z_{ref} = 0.15$, and at positions $A_{32}$, $A_{42}$ and $A_{52}$ below $z/z_{ref} = 0.30$.

Fig. 15c ($\alpha = 300^\circ$): the worst performance of the CFD models is obtained for this wind direction. The buildings located at the edge of the Canale Rosciano represent a barrier for the wind flow. Only for position $A_{22}$ located windward of the canal, the comparison is satisfactory. For the rest of the positions ($A_{32}$, $A_{42}$ and $A_{52}$) the CFD profiles are quite different from the WT ones. The wind flow is not channeled along the Canale Rosciano and canyoning effects occur in the simulations behind the buildings placed at the edge of the channel (see Fig. 12e–f). This aspect explains the trend of the profiles at different positions. The worst agreement between the WT and CFD results is observed at position $A_{22}$ below $z/z_{ref} = 0.1$, and at positions $A_{32}$, $A_{42}$ and $A_{52}$ below $z/z_{ref} = 0.40$.

Finally, in order to understand the different wind flow patterns produced by two CFD models (i.e. simplified and approximated models) in the downstream part of the computational domain, mean velocity profiles of two CFD models are compared at the 27 positions ($L_{26}-14$, $L_{27}-14$, $L_{36}-14$) already shown in Fig. 3a. The mean velocity profiles monitored along the centerline of the computational domain (from $L_{26}$ to $L_{27}$) and for the three wind directions considered, are graphically displayed in Fig. 17. The axes show the ratio $U/U_{in,0.6m}$ (abscissa) vs. normalized reference height $z/z_{ref}$ (ordinate), with the incoming wind velocity $U_{in,0.6m}$ measured at a reference height of $z_{ref} = 0.6$ m as normalization factor.

Overall, the two CFD models show, for each wind direction, a different wind velocity profile development in the downstream part of the computational domain, from the last building of the urban district (at the position $L_{26}$ and $L_{27}$) to the outlet face (Fig. 17). It is worth to note that, for the simplified model, where the tallest building (about 0.10 m) is lower than the equivalent of the approximated model (about 0.15 m), the wind velocity profile reaches almost a complete equilibrium condition, i.e. it does not change anymore, in the downwind distance (from the position $L_{26}$ to the outlet face of the domain). In contrast, for the approximated model, for which the mismatch of roughness heights is larger than the simplified model, the mean velocity profile needs a larger downwind distance to reach an equilibrium condition.

4.2.3. Error analysis along vertical lines

A comparison between the CFD and WT test results is made along vertical lines at the positions $A_{21}$ and $A_{41}$ (see also Fig. 3b) for 15 heights and three wind directions. Normalized mean wind velocities in the CFD results and WT data are plotted against each other in Fig. 18. The abscissa reports the ratio between the mean wind velocity measured at height $z$ and the reference mean wind velocity measured at $z = 0.6$ m ($U_{ref}$) in the WT tests; the ordinate axis shows the same ratio for the CFD results. Fig. 18a shows better agreement between the approximated model and the WT model than between the simplified and the WT model. In the latter case the velocity ratio is substantially overestimated compared to the WT data. In contrast, the approximated model shows some underestimation of the velocity values close to the ground. For the inlet wind direction $\alpha = 270^\circ$, shown in Fig. 18b, discrepancies are observed between the CFD and WT velocity ratios, especially at position $A_{41}$ near the ground. This is found for both CFD models, probably due to the flow reversal zones close to the walls (see Fig. 12c–d). The results shown in Fig. 18c are consistent with those for the central line of the Canale Rosciano (Fig. 15c). The large deviations between CFD and WT results highlighted at position $A_{21}$ for this inflow direction ($\alpha = 300^\circ$) can be due to the zone of flow separation present at the entrance of the canal (see Fig. 12e–f). Underestimation and overestimation of the velocity ratios occurs at position $A_{41}$, in the lower and higher part of the profiles, respectively. Fig. 18 clearly shows one of the limitations of this study. As a matter of fact, the accuracy that can be achieved is most likely limited by the deficiencies of the 3D steady state RANS approach. The use of a more accurate geometry may therefore not lead to improved predictions within the areas where non-stationary wind-flow patterns occur. This limitation was already pointed out, for instance, by Murakami (1993), Tominaga et al. (2008b) and Blocken et al. (2016), who discussed this issue for building aerodynamics and by Burlando et al. (2015b), who discussed this issue using an analogous CFD model to simulate the flow around a vertical axis wind turbine.
5. Deviations caused by geometrical simplifications

5.1. Validation metrics

The statistical performance of both CFD models is evaluated (Chang and Hanna, 2004; Gousseau et al., 2013) in order to quantify the agreement in the mean velocity $U$ between CFD and WT results. Based on the study by Schatzmann et al. (2010), four different validation metrics are used:

Fractional Bias ($FB$) \[ FB = \frac{U_{WT} - U_{CFD}}{U_{WT} + U_{CFD}} \]  

Normalized Mean Square Error ($NMSE$) \[ NMSE = \frac{(U_{WT} - U_{CFD})^2}{U_{WT} \cdot U_{CFD}} \]  

Correlation coefficient ($R$) \[ R = \frac{(U_{WT} - U_{CFD}) \cdot (U_{CFD} - U_{CFD})}{\sigma_{U_{WT}} \cdot \sigma_{U_{CFD}}} \]  

Fraction of data points (FAC1.3) that satisfy: \[ 1/1.3 \leq \frac{U_{CFD}}{U_{WT}} \leq 1.3 \]  

here $U_{WT}$ is the mean wind velocity magnitude (m/s) from the WT experiments, $U_{CFD}$ is the mean wind velocity magnitude from the CFD simulations (m/s) using the simplified or approximated model, and $\sigma$ is the standard deviation over a specific dataset. The ideal values corresponding to complete agreement between CFD and WT are $FB = 0$, $NMSE = 0$, $R = 1$ and $FAC1.3 = 1$.

5.2. Statistical performance: wind velocities in horizontal planes

The validation metrics were calculated in horizontal planes at 15 heights ($z$) from 0.02 m to 0.6 m above the bottom (corresponding to 6 and 180 m above sea level at full scale) for all measuring positions A and L (overall 25 points) and for all inlet wind directions ($\alpha = 240^\circ$, $\alpha = 270^\circ$ and $\alpha = 300^\circ$). Results for $z = 0.02$ m above the bottom are given in Table 4 for each considered wind direction. The results of Table 4 are based on data which are graphically displayed in Fig. 19. On the abscissa, the mean wind velocity value $U_{WT}$ measured at all available positions is
displayed, normalized with respect to the mean inlet wind velocity magnitude taken at reference height $U_{in,0.02}$ (6 m above sea level at full scale). The equivalent ratio $U_{CFD}/U_{in,0.02}$ of the WT data is reported on the ordinate.

For a wind direction of $\alpha = 240^\circ$ the FB values of the approximated model clearly shows a tighter distribution around the diagonal compared to the simplified model, indicating better agreement. For $\alpha = 270^\circ$ the same FB value is obtained for both CFD models while for $\alpha = 300^\circ$ the simplified model performed better than the approximated one. A similar trend is observed for the NMSE which shows better performance of the approximated model for $\alpha = 240^\circ$. Its performance becomes comparable to that of the simplified model for $\alpha = 270^\circ$ while it is outperformed by the simplified model for $\alpha = 300^\circ$. The $R$ of the approximated models is in general quite satisfactory. For $\alpha = 240^\circ$ and $\alpha = 300^\circ$ the approximated model clearly performed better than the simplified model while they showed similar performance for $\alpha = 270^\circ$. Finally, the metric FAC1.3 is used to understand how many data positions fall within 30% of WT data. No difference in the performance of both CFD models is observed in this metric for $\alpha = 270^\circ$ and $\alpha = 300^\circ$, while the approximated model performed much better for $\alpha = 240^\circ$.

5.3 Influence of geometrical simplifications on the total drag

In order to assess the effect of the geometrical simplifications on the total drag ($D$), this parameter was calculated for both the simplified and approximated models ($D_{sim}$ and $D_{app}$) and for the three wind directions.
considered. As expected, for all the CFD cases the most significant contribution to the total drag is given by the pressure drag associated to the bluff bodies (i.e. buildings and bridges), whereas the viscous drag contribution is confined between 2% and 6%, depending on the CFD case considered. In Table 5 the ratio between \( D \) and \( \text{Dsim, 270} \) (chosen as reference value) is shown for all the CFD models. For all the wind directions considered, the drag for the approximated model is higher than the simplified one, i.e. +20.2% for \( \alpha = 240^\circ \), +19.0% for \( \alpha = 270^\circ \) and +8.1% for \( \alpha = 300^\circ \), as reported in the last row of Table 5, where the relative difference between two CFD models is calculated as \( (D_{\text{app}}/D_{\text{sim,270}})/(D_{\text{sim}}/D_{\text{sim,270}}) \). This is possibly attributable to the higher mean height of the buildings, which yields a higher contribution of the pressure drag as well. In addition, the total drag also changes according to the wind direction considered.

6. Discussion and limitations

In this case study, the 3D steady-state RANS approach with the realizable \( k-\epsilon \) turbulence model was applied to simulate mean wind-velocity patterns in a single block of Quartiere La Venezia and in the whole urban district reproduced at reduced scale (1:300). A portion of the WT section was reproduced by the computational domain in order to facilitate the comparison between WT and CFD results. This study is based on several assumptions:

- The study was performed for only a single city district. Nevertheless, the selected area may be considered representative of many historic towns including different types of buildings and narrow and curved streets.
- WT tests and CFD simulations were performed only for a neutrally stratified ABL flow, which typically occurs at the highest wind velocities.
- Three geometries with different degrees of precision were analyzed only for a single block of Quartiere La Venezia, since the detailed model of the whole urban district was found to be extremely computationally demanding.
- The method used to estimate the height of the buildings (the average between the heights of the peak and eaves of roofs) of the approximated model may be not completely representative of buildings with roofs particularly slanted.
- The CFD simulations were performed using the 3D steady-state RANS approach, which is known to be deficient especially in separation zones. Large-Eddy Simulation (LES) are currently planned in order to investigate the impact of this limitation.
- Only a limited number of measuring positions (25 positions in the horizontal plane) was taken into account during the WT tests and subsequently used to validate the CFD results. For each point, however, 15 different heights were monitored, so that the overall number of points is actually equal to 375. These points, in turn, were measured for three wind directions, which means 1125 independent measurements.

In spite of these limitations, the CFD simulations of the urban district showed a satisfactory agreement with the WT tests for wind direction \( \alpha = 240^\circ \) when the finer geometry (approximated model) was used.

7. Summary and conclusions

In this paper the local-scale forcing effects on wind flows in an urban environment were evaluated. In the first step, 3D steady-state RANS simulations were performed on a single block of a selected case study -
Quartiere la Venezia in Livorno city (Italy) - for one wind direction ($\alpha = 240^\circ$) and three geometries with different degrees of precision, i.e. simplified, approximated and detailed models. Based on the numerical results found in the first step, a simplified and approximated model of the urban district Quartiere La Venezia were generated and simulated in the second step, using the same computational settings employed in the first step (dimension of domain, boundary conditions, turbulence model, discretization schemes for the equations, algorithm solver). In order to investigate to which extent geometrical model details can affect the CFD results, the mean wind velocity profiles of both CFD models at 25 positions for 15 heights each and three different wind directions were compared with the WT results. In order to quantify the agreement between the WT and the CFD results, the statistical performance was evaluated using four different validation metrics: $FB$, $NMSE$, $R$ and $FAC1.3$.

From the first step of this study, the following observations can be made:

- The simplified model showed large difference in terms of mean velocity with respect to the approximated and detailed models, mostly in the lower part of the wind velocity profiles (Section 3.4).
- The approximated and detailed models showed a satisfactory agreement both upstream and downstream of the single block (Section 3.4). The small differences in terms of mean velocity found mostly in the courtyard of the buildings, between two CFD models, do not justify probably a very high computational effort required to realize and simulate an eventual detailed model of the entire urban district (Section 3.4).

From the second step of this study, the following observations can be made:

- The mean velocity contours showed the sensitivity of the simulations to the different degrees of model precision. The largest differences between the flow fields in the approximated and simplified models were found in the narrow streets and canal, especially for the wind direction $\alpha = 240^\circ$ (Section 4.2.1).
- Although the geometric detail can affect the wind-flow pattern inside the urban district, the thickness of the UBL was similar for both CFD models (Section 4.2.1). For the wind directions $\alpha = 270^\circ$ and $\alpha = 300^\circ$, corresponding to a decrease of the flow alignment with respect to the entrance of Canale Rosciano, the agreement between CFD and WT results decreased (Section 4.2.2).
- The CFD results showed an unsatisfactory correspondence between the CFD and WT results in locations where non-stationary phenomena occurred. It is likely that here the 3D steady-state RANS approach becomes the main source of error, in which case a more detailed geometry will not improve the flow prediction.
- The validation metrics ($FB$, $NMSE$, $R$ and $FAC1.3$) confirmed that the finer geometry (approximated model) on average assures notably better performance than the coarse model (simplified model) (Section 5.2).
- The geometrical simplifications applied to the urban model of Quartiere La Venezia affected the results also in terms of total drag. The approximated model resulted in a higher total drag with respect to the simplified model for all wind directions considered (Section 5.3).

Overall, wind flow modeling in urban areas is affected by many errors and uncertainties related to the inlet conditions, boundary conditions, numerical approach (RANS, LES, DNS), turbulence models, etc. A discussion of all these errors and uncertainties is beyond the scope of the present paper, but the future intention is to quantify their relative importance for the urban area investigated in this paper. In particular, numerical investigations on the same urban model (at scale 1:300) are in progress to quantify the uncertainties concerning inlet conditions as well as the numerical approach (RANS, LES, …).
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