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Abstract—Collection of user's location and trajectory information that contains rich personal privacy in mobile social networks has become easier for attackers. Network traffic control is an important network system which can solve some security and privacy problems. In this paper, we consider a network traffic control system as a trusted third party and use differential privacy for protecting more personal trajectory data. We studied the influence of the high dimensionality and sparsity of trajectory data sets based on the availability of the published results. Based on similarity point aggregation reconstruction ideas and a prefix tree model, we proposed a hybrid publishing method of differential privacy spatiotemporal trajectory data sets APTB.
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1 INTRODUCTION

RAFFIC control, especially network traffic control, which plays a significant role in network systems, is able to solve some security and privacy problems such as internal information leakage as well as the personal information disclosure. The main purpose of network traffic control is to satisfy users' requirements of networking, to provide users with better quality of network services, and to protect the transmission safety of monitoring data at the same time. The network traffic control systems not only encrypt data transmission, but also intercept and block potential unsafe protocols. They also block illegal accesses as well as virus invasions.

Mobile social networks now are widely used for communication and interaction among people[5]. Seamless mobile computing, key management[14-16] and social computing together, greatly enhances the authenticity, regional and interactive users in a real-time mobile terminal and the user is bound to ensure the authenticity of the social network. In addition, the introduction of location information brings social networking service diversification and individuation that can provide real-time interaction between users. We witness new types of information that involve spatio-temporal trajectory data.

We can not deny the importance of spatio-temporal trajectory data. It can help research on user behavior theories and on issues such as network traffic burst prediction and network resource allocation. With the current increase of location service applications, however, the research on the privacy protection of location trajectory data has become a popular research topic and has produced a collection of results [1-3].

Differential privacy is widely studied[4-6] for the privacy and security issues of statistical data. For a trajectory data set, we will use differential privacy for manipulating the spatiotemporal trajectory data while monitoring traffic of the mobile terminal. This is to protect personal privacy as well as keep data availability. Applying the differential privacy model to the publication of trajectory data sets is of great significance to the privacy and security that’s studied in [17-20] for mobile information.

Trajectory privacy not only includes the trajectory itself, but also includes sensitive location points in the trajectory and other personal information that can be mined through the trajectory. Trajectory data sets can be divided into spatial trajectory data sets and spatio-temporal trajectory data sets according to their type. Differential privacy algorithms[7,8] such as prefix...
and n-gram are published for spatial trajectory data sets, and differential privacy algorithms such as GST for spatio-temporal trajectory data sets. The biggest difference between the spatial trajectory data set and the spatio-temporal trajectory data set is whether the position points in the trajectory contain time attributes. Although there is only one time attribute in the definition of the spatio-temporal trajectory data set, it will have a significant impact on the efficiency of the publishing algorithm and the accuracy of the published data set.

In this paper, we propose a method of hybrid publishing of spatial-temporal differential privacy trajectory data sets, aiming at the shortcomings of existing differential privacy trajectory data sets.

2 PROBLEM SETUP

We use the prefix tree model to publish the spatio-temporal trajectory dataset that ultimately satisfies the differential privacy. The temporal attribute of the spatio-temporal location points leads to many nodes in the prefix tree and the problem of excessive noise added. The idea of partition and merge is used to propose a node aggregation reconfiguration. The noise prefix tree construction algorithm APTB, can effectively reduce the overall noise injection amount of the prefix tree under the premise of guaranteeing differential privacy.

2.1 Problem

Compared to ordinary spatial trajectory datasets, there are more spatial-temporal trajectory data points in the time-entry attribute. This forms a large number of branches in the prefix tree, resulting in excessive accumulated noise in the prefix tree. This also reduces the availability on releasing data set.

In the prefix tree of this paper, we consider the root node as a virtual node. The root is located at the 0th level of the tree. The branch from the root node to the current node represents a prefix, and the branch from the root node to the leaf node is called a path. Each node in the tree consists of triple(L, $\epsilon$, c), where L represents the spatio-temporal location represented by the node, $\epsilon$ represents the privacy budget assigned to the node, and c represents the number of tracks in the data set that contain the node prefix. For example, TABLE 1 shows a trajectory dataset aggregated over time and space. Its real prefix tree is shown in Fig.1.

| No. | trajectory |
|-----|------------|
| 1   | $L_1 \rightarrow L_2$ |
| 2   | $L_1 \rightarrow L_3 \rightarrow L_4$ |
| 3   | $L_2 \rightarrow L_3$ |
| 4   | $L_3 \rightarrow L_5$ |
| 5   | $L_2 \rightarrow L_5 \rightarrow L_6$ |
| 6   | $L_3 \rightarrow L_4 \rightarrow L_5$ |
| 7   | $L_3 \rightarrow L_5 \rightarrow L_6$ |
| 8   | $L_4 \rightarrow L_5$ |
| 9   | $L_4 \rightarrow L_5 \rightarrow L_6$ |
| 10  | $L_4 \rightarrow L_5$ |
| 11  | $L_5 \rightarrow L_6$ |
| 12  | $L_5 \rightarrow L_6$ |
| 13  | $L_4 \rightarrow L_7$ |
| 14  | $L_5 \rightarrow L_6$ |
| 15  | $L_5 \rightarrow L_7$ |

Fig.1 Real prefix map generated from TABLE 1

Adjacent data sets refer to the spatio-temporal trajectory data set recorded only by one trajectory, so the global sensitivity of the query
is 1. Therefore, we can use Laplacian mechanism to add noise for implementing differential privacy protection for trajectory datasets. The amount of noise added for each node is subject to the Lap(1/Ɛ) distribution. However, the spatio-temporal trajectory dataset has high dimensional characteristics. If noise is directly added, each layer of the prefix tree accumulates a large amount of noise data, resulting in a reduced availability of the final published track data set.

A feasible solution to solve the problem mentioned previously is to combine nodes with similar count values into a coarse node for nodes assigned to the same privacy budget in the same layer. While the coarse node count becomes the sum of the counts of the member nodes, it is only adding a separate Laplacian noise to the coarse node that can guarantee the differential privacy of all the member nodes. At the time of publication, the count of member nodes is the average number of coarse node noise counts. Assuming that the coarse node contains m member nodes, we can know that the average amount of noise added by each member node becomes 1/m before the merge. This solution can reduce the amount of noise added effectively and respond to longer-range queries.

However, since the counts of the member nodes at the time of publication use the average number, not only noise errors but also the reconstruction error caused by the average affects the accuracy of the member node count. Therefore, in order to truly improve the accuracy of the published data set, the relationship between noise error and reconstruction error must be balanced.

2.2 APTB Overview

To solve this problem, we propose a noise prefix tree construction algorithm APTB[10] based on node aggregation reconstruction.

The main idea of the APTB is to reduce cumulative error and transfer error first by limiting the height of the prefix tree and the number of nodes that can be extended downward in each layer. Secondly, for nodes assigned to the same privacy budget in the same layer of the prefix tree, they are first aggregated according to the count value, and then use the exponential mechanism to select neighboring nodes with similar count values for reconstructing and re-assembling, and adding noise to the reconstructed coarse nodes. Taking the average number of coarse node noise counts as the count of member nodes. Finally, we process the constructed noise prefix tree in a consistent manner, and generate a final released spatio-temporal trajectory data set based on the processed results.

When the noise prefix tree is expanded downwards, if the noise count of a node is very small, according to the nature of the Laplacian mechanism, its true count value will also be small. Continuing to expand this type of node will make the number of nodes in the tree grow exponentially, which not only reduces the efficiency of the algorithm and increases the calculation cost, but also increases the transmission error and accumulated noise amount of the prefix tree. Therefore, we limit such nodes by thresholds 0. For noise-counted nodes which c(N)<0, we mark them as leaf nodes and do not continue to expand to the next level.

Assuming h=3, 0=2, the noise prefix tree constructed from the spatio-temporal trajectory dataset shown in Table -1 is shown in Fig.2. Only some of the nodes are shown and the construction of the unshown part is similar to that of other nodes.

The noise prefix tree construction algorithm APTB and subsequent consistency processing will be described in detail below.

3 NODE PRIVACY BUDGET ALLOCATION

Before constructing the noise prefix tree, we
calculate the height $h$ of the tree first, where $h$ does not contain the root node, Root. The larger the $h$ is, the longer the maximum length of the final released dataset trajectory. Also, the included sequence information becomes richer, but it increases the risk of privacy leakage. Moreover, the value of $h$ will also affect the total amount of noise in the prefix tree. The greater the value of $h$, the greater the overall noise level. However, if the value of $h$ is too small, the published track data set will lose part of the sequence information, making it less capable of responding to data mining tasks. Therefore, a reasonable $h$ must be set to balance the privacy and availability of the published data set. However, most of the publishing algorithms require the publisher to set it up based on the actual characteristics of the data set.

We then divide the privacy budget into two equal parts, one for adding noise to the maximum length of the trajectory, and the other for adding noise to the count of the trajectory length. In the second line of the algorithm, the reason why the noise is added to the maximum track length $l$ is to consider such a case: Assuming that in $D$ the number of tracks with a length of $l$ is 1, we use $tr$ to represent this track, if we delete $tr$ to form a contiguous dataset $D'$ by $D$, then the structure of the trace length count value vector in $D'$ will change, thus destroying differential privacy.

In order to better utilize the privacy budget and reduce waste, we have proposed a new privacy budget allocation strategy based on the characteristics of the spatio-temporal trajectory dataset. For a node $N$ to be allocated a private budget, we use $Tree(N)$ to represent a subtree with $N$ as the root node. When assigning the privacy budget, we calculate theoretical maximum expansion layer number $\text{maxExpand}(N)$ of $N$. The greater of $\text{maxExpand}(N)$, means the higher the theoretical height of $Tree(N)$, and the smaller the assigned privacy budget value. The smaller of $\text{maxExpand}(N)$, the greater the allocated privacy budget. For the calculation of $\text{maxExpand}(N)$, the set of candidate child nodes $\text{sonSet}(N)$ of $N$ is first required.

After computing the candidate set of child nodes $\text{sonSet}(N)$, if the result is $\text{sonSet}(N) = \text{null}$, then $\text{maxExpand}(N) = 0$; otherwise, select the child node $s$ with the largest number of expandable layers from $\text{sonSet}(N)$.

Since the value of $\text{Tree}(N)$ depends not only on $\text{maxExpand}(N)$, but also by the noise prefix tree height $h$ and the number of layers in which $N$ is located. Although the distribution of the above privacy budgets cannot completely avoid waste due to the impact of noise thresholds 0, it still plays a significant positive role in improving the availability of published data sets. In future work, we will further optimize the distribution of privacy budgets based on the effect of 0 on the height of the prefix tree.

4 NODE AGGREGATION

In order to solve the problem that the high dimensionality of spatio-temporal trajectory dataset leads to adding too much noise data, we propose the idea of partitioning and merging nodes to assign to the same privacy budget in the same layer of the noise prefix tree and reduce noise errors. The pre-reconstruction plus noise technique based on partitioning and merging has been widely used in the field of differential privacy histogram publications and its validity and privacy have been proved theoretically. These theories are also applicable to the construction of noise prefix tree. Moreover, the nodes in the noise prefix tree have a great similarity with the histogram. We can map the prefixes represented by the nodes to the attributes of the histograms and map the counts of the nodes to the bucket frequency of the histogram. When the pre-reconstruction technique is used to process the nodes in the same layer of the noise prefix tree, the outliers in the node count value will also bring a large reconstruction error to the publishing result, and this error will be passed down. In the deeper construction of the prefix tree, the error becomes larger and larger. Therefore, compared to the impact of outliers on the accuracy of the published data of the differential privacy histogram, its impact on the construction of the prefix tree is much greater.
For eliminating this effect, we have to aggregate the node with similar counts into the same cluster, and aggregate the outliers into separate clusters. When the nodes are combined and reconstructed, clusters are used as the unit, only the similar nodes in the same cluster are merged, thereby eliminating the influence of outliers on node reconstruction.

We should also compare the true counter value plus the noise size when the nodes are aggregating. This process needs to input a count value interval distance \( \delta \), which can be also called outlier distance. Nodes whose noise count value is larger than the outlier distance will not be assigned to the same one.

5 NODE RECONSTRUCTION

After the aggregating and sorting nodes according to the noise count value of the node, the cluster-units are also used to combine and reconstruct neighboring nodes with similar count values in the cluster to reduce the amount of noise added. We considered combining nodes with similar count values in the prefix tree and then adding noise can effectively reduce the total amount of noise added. However, the merging will bring about new reconstruction errors. In order to effectively balance the noise error and the reconstruction errors, the merging operation is more reasonable.

In this part, before adding noise to the coarse nodes, we should begin with selecting the neighboring nodes with similar count values to perform a merge operation, and then increase the number of merged nodes through multiple cycles. When choosing the merging neighbors, in order to ensure differential privacy, we use the exponential mechanism to choose and use the similar distance of nodes as the scoring function of the index of the selection of the node's consolidation scheme, the selection operation loop is performed \( k \) times, where \( k \) is the number of nodes in the cluster. The smaller the similarity distance between two adjacent nodes, the higher the score and the greater the probability of being selected for merging.

When the number of nodes \( C \), which represents the node cluster collection that assigned to the same privacy budget in layer \( i \), is less than or equal to 2, the output scheme selected by the exponential mechanism is one and only one, so no choice of exponential mechanism is required. Therefore, when \( k \leq 2 \), this step does not consume the privacy budget. The fifteenth line of the algorithm is the process of adding noise to the merged node, where in \( \tilde{n}^j_i \), the count value is the noise result \( \tilde{n}^j_i \), but the other node information is the same to \( \tilde{n}^j_i \). When noise is added, only noise is added to the coarse node.

6 NOISE THRESHOLD AND CONSISTENCY PROCESSING

In the noise prefix tree, the error of the parent node is passed down to the child node, causing an accumulation of errors. The biggest source of this kind of error is a node with a true counter value of 0 in itself. Since the noise is added and its count value is greater than the threshold 0, it can continue to expand downwards. Therefore, we need to design a reasonable threshold to limit the generation of such nodes to the maximum extent without affecting the expansion of nodes with larger true counts. In terms of choice, literature [9] gives an effective solution, and we make some improvements based on it, making the algorithm work better in the context of this article. However, unlike [9], we do not set the same threshold for all nodes in the tree. Instead, we update the value according to the privacy budget assigned by the node and the aggregation reconfiguration of the cluster.

When adding noise to the node's count value, we suppose that there are \( k \) nodes in \( C \), and the probability that a node with a true counter value of 0 exceeds after adding noise is \( P_0 \), then, we hope \( kP_0 < 1 \) for each \( C \). Through experiments on real data sets, it is found that the threshold calculation method described above can effectively control the number of nodes whose real count value in each layer of the noise prefix tree continues to expand downward.

Before generating a spatio-temporal trajectory dataset that satisfies differential privacy based on a noise prefix tree, we must adjust the node count value in the noise prefix tree to
meet the consistency requirement. Because the size of the Laplacian noise added by the tree node is only related to the privacy budget when the global sensitivity is determined. If the child node is assigned a small private budget, it is likely that the Laplacian noise added is too large to exceed its parent node's count. In order to a better solution of this problem, we give the concept of node consistency, as defined in Definition 2.2.

**Definition 2.2.** Given a noise prefix tree node $N$ and its child node set $S(N)$, the count value of $N$ is set to $n$. Then the node's consistency is defined as follows:

1) For any $s \in S(N)$, its count value $s \leq n$;

2) $n \geq \sum_{s \in S(N)} s$ ;

3) $n$ is an integer greater than or equal to 0.

In order to satisfy the definition for all nodes in the noise prefix tree, we make the following adjustments to the count value of the node:

1) Starting from the first layer of the prefix tree layer by layer, for each node $N$ of the $i$-th layer, if its count value $n$ is less than 0, then let $n=0$; if there are satisfy $\Sigma s = n$, count value $s_i$ in each child node $s_i$ in $N$ will be adjusted.

2) Round off the counts of all nodes in the noise prefix tree.

In Fig.2, the count value of each node is shown as a shaded part after adjusting. it is necessary to generate a finally released space-time trajectory data set satisfying differential privacy according to the tree structure. The space-time release trajectory data set is shown in TABLE 2 (excluding the part with the prefix L$^1$ and L$^3$).

| No. | trajectory |
|-----|------------|
| 1   | $L_2 \rightarrow L_3 \rightarrow L_4$ |
| 2   | $L_2 \rightarrow L_3$ |
| 3   | $L_2 \rightarrow L_3$ |
| 4   | $L_2 \rightarrow L_5$ |
| 5   | $L_2 \rightarrow L_6$ |
| 6   | $L_6$ |
| 7   | $L_4 \rightarrow L_5 \rightarrow L_6$ |
| 8   | $L_4 \rightarrow L_5 \rightarrow L_7$ |
| 9   | $L_4 \rightarrow L_5$ |
| 10  | $L_4 \rightarrow L_5$ |
| 11  | $L_4 \rightarrow L_7$ |
| 12  | $L_5 \rightarrow L_7$ |
| 13  | $L_5 \rightarrow L_6$ |
| 14  | $L_5 \rightarrow L_6$ |
| 15  | $L_5 \rightarrow L_6$ |
| 16  | $L_5$ |

7 CONCLUSION
With the rapid development of mobile social networks, it has become easier to collect user's location and trajectory information. Through the excavation of trajectory data, a large number of potential models can be discovered. However, the trajectory contains rich personal privacy. The trajectory data can be used to obtain private information such as the user's lifestyle and home address. As people's privacy awareness gradually improves, privacy protection for the release of trajectory data sets cannot be delayed. Network traffic control is an important network systems which can solve some security and privacy problems. As a new privacy standard, differential privacy has gradually been applied to various fields of privacy protection due to its theoretical solidity. In this paper, we consider the network traffic control system as trusted third party and use differential privacy in it for protecting personal trajectory data more. However, the existing differential privacy trajectory data set publication method mainly protects the data set with a small location points and does not consider the
time attribute of the location points. In the publication of spatio-temporal trajectory data sets with large time-point attributes and location points.

The research content of this paper still has certain optimization space. In the next step, we will start with the following and continue to conduct more in-depth research: In the privacy budget allocation of the noise prefix tree node, the influence of the noise threshold \( \theta \) on the height of the tree is not considered. Next, it is necessary to consider how to add the \( \theta \) parameter to the privacy budget allocation algorithm to further reduce the waste of the privacy budget.
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