Rogue events in the group velocity horizon
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The concept of rogue waves arises from a mysterious and potentially calamitous phenomenon of oceanic surfaces. There is mounting evidence that they are actually commonplace in a variety of different physical settings. A set of defining criteria has been advanced; this set is of great generality and therefore applicable to a wide class of systems. The question arises naturally whether there are generic mechanisms responsible for extreme events in different systems. Here we argue that under suitable circumstances nonlinear interaction between weak and strong waves results in intermittent giant waves with all the signatures of rogue waves. To obtain these circumstances only a few basic conditions must be met. Then reflection of waves at the so-called group-velocity horizon occurs. The connection between rogue waves and event horizons, seemingly unrelated physical phenomena, is identified as a feature common in many different physical systems.

The appearance of rare but extremely powerful optical waves in nonlinear fiber supercontinua¹–³ provided a surprising laboratory analogy of rogue waves⁴,⁵. These laboratory experiments have opened up new possibilities for the investigation of this mysterious and severely destructive phenomenon observed in oceans worldwide. Characteristic signatures of ocean rogue waves can also be found in a variety of different classical and quantum systems. Outside the context of optics, analogies have been shown for matter waves⁶, superfluidity⁷, filaments⁸, and others. The concept of rogue waves has now evolved into an autonomous topic in science⁹, in particular as the dramatic concentration of energy into giant waves exhibits a high potential for various applications¹⁰. While there is now growing consent on a set of unified defining criteria for rogue waves across various physical systems, explanations for the appearance of giant waves often rely on nonlinear mechanisms peculiar to the individual case, e.g., the Raman effect in optics. Given the ubiquity of rogue waves in physics, it appears intriguing to search for common prerequisites and mechanisms across the systems. It would indeed be interesting if a mechanism could be identified that generates rogue waves in more than just one physical system. That would help to move from a purely phenomenological observation of similarities towards a deeper understanding of the underlying physical mechanisms. Possible ingredients for such mechanism are a dispersive and a nonlinear contribution to the wave velocity. Dispersion, i.e., a non-trivial dependence of propagation speed on the wave vector, appears in essentially all wave-supporting physical systems, which typically also exhibit a dependence of propagation speed on wave amplitude.

As a definition of rogue waves three criteria have been put forward: i) The amplitude or corresponding characteristic of a rogue wave is at least twice the average amplitude¹¹. ii) The phenomenon is localized and unpredictable in the sense that the wave seems to “appear from nowhere and disappear without a trace”¹². iii) The statistical distribution of the wave crests reveals a non-Gaussian heavy tail, i.e., extreme events are significantly more frequent than typically anticipated.

Beyond these criteria, an underlying modulation instability is regarded to be connected to the formation of rogue waves. Modulation instabilities require dispersion and a nonlinearity of the propagation speed, i.e., exactly those conditions that have been identified for rogue-wave supporting systems. Moreover, these same effects constitute the basis for an enhanced interaction between light pulses, enabling an all-optical reflection process by means of the familiar cross-phase modulation¹³. The basic idea behind this interaction process is that an intense light pulse traveling down a nonlinear optical fiber creates a propagating front at which the propagation speed suddenly changes. If a co-propagating second pulse with nearly identical group velocity approaches that front, that pulse does not pass through the other pulse but gets reflected. Suitable conditions include an interaction
SCIENTIFIC REPORTS | 2 : 850 | DOI: 10.1038/srep00850

wave formation in this system\(^2\). It should be noted that we do not exclude the possible existence of a second, Raman-based, rogue wave formation mechanism in optics. Parameters are detailed in the ‘Methods’ section; they correspond to the regime where the complex scenario of supercontinuum generation\(^2\) takes place and where rogue waves are observed\(^1,2,3\).

Figure 1(a) displays the typical temporal dynamics of soliton fission\(^2\). Several fundamental solitons are ejected. These solitons are ultrashort pulses of different duration (but all in the femtosecond regime) and different peak powers. Their trajectories appear as pronounced lines which clearly stand out from the background. The different slopes of the trajectories indicate different velocities, on account of different center frequencies (not shown in Fig. 1) and the frequency dependence of the group velocity. This way, the ensemble of solitons is spread out in time. If the solitons remained undisturbed, one would expect them to propagate along straight trajectories in Fig. 1(a). The fission process also generates less intense phase-matched dispersive waves in the normal dispersion regime\(^2\), which propagate with a velocity close to that of the solitons. These dispersive waves eventually form a low-level radiation background across the t-z plane. As we deliberately excluded Raman scattering in our analysis, we might expect that the group velocity of solitons is constant except in isolated places where soliton-soliton scattering processes occur. Indeed, inspection of Fig. 1 reveals several such characteristic crossings of soliton trajectories in the t-z plane. However, we also find that the trajectories of the solitons S1–S3 do not appear to be ruled by isolated scattering events. The parabolic curve of the soliton trajectories indicates their constant acceleration.

A close inspection of the solitons S0–S3 in Fig. 1(a)–(e) already reveals essential signatures of event horizons. Consider S3, for example. The trajectory curvatures suddenly upward near z = 15 cm, where weaker traces of background radiation hit the soliton and bounce off it. At the same position, the soliton peak power experiences a sudden increase by more than a factor two [Fig. 1(e)]. In fact, in all cases shown in Fig. 1(b)–(e) there is a strong correlation between the appearance of curved soliton trajectories and sudden changes of peak power. In contrast, S0 follows a nearly linear trajectory and, correspondingly, shows no comparable increase. This kind of power enhancing interaction represents an inherent phenomenon in the supercontinuum generation and can also be observed in presence of higher-order effects such as the Raman effect\(^16,18\).

This more than twofold increase of peak power [Fig. 1(c)–(e)] already fulfills the first criterion for rogue waves. The actual amount of increase is correlated to the amount of acceleration and is apparently determined by (unpredictable) details of the collision. Similarly, the subsequent decrease of peak powers can be fast (S1) or slow (S3), again with sensitive dependence on initial conditions. This shows that the second criterion for rogue waves, unpredictable appearance and disappearance, is also fulfilled. We will turn to the third rogue wave criterion (skewed statistics) below.

We have performed numerous simulations with different soliton numbers and consistently observe the above-discussed behavior whenever soliton fission triggers the generation of supercontinuum. With increasing peak power the number of temporarily existing giant solitons increases. It is important to note that the supercontinuum generation process as modeled here is fully capable of producing a modulation instability\(^19,20\). However, at least with the rather moderate powers assumed here, this instability only manifests itself via certain periodic spikes in the initial \(\approx 0.5\) cm propagation length. It is known that the modulation instability may initiate the underlying soliton fission process\(^20\), but is not a necessary prerequisite for the fission. For the case at hand, we conclude that this process is of little importance to the subsequent giant wave generation.

For a thorough understanding of the dynamics, let us further consider example S3. To follow its fate, we extracted all soliton parameters and show them separately in Fig. 2. Its trajectory exhibits a
conspicuous bend at \( z < 14 \) cm, which immediately manifests itself in the curvature of the time delay curve of Fig. 2(a). Yet, at the very same position, nearly all other soliton parameters also experience a pronounced change in the range from 15 to 16 cm. The pulse duration is reduced [Fig. 2(b)] while the peak power increases [Fig. 2(c)]. Moreover, the carrier frequency is upshifted [Fig. 2(e)], which results in a change of the group velocity. We therefore conclude that along its travel along trajectory S3, the wave increases significantly in power and becomes a giant wave. Nevertheless, the pulse energy [Fig. 2(d)] rises only minimally, and the photon number [Fig. 2(f)] remains nearly constant all the way up to \( z = 16 \) cm. This finding indicates that the interaction process between continuum background and soliton is mainly a reshaping process. A little further down the fiber, at \( z < 16 \) cm, the soliton reaches the zero-dispersion frequency (305 THz) of the fiber. With parts of the spectrum crossing into the normal dispersion regime, both energy and photon number drop, and the peak power begins to decrease. This reduction is accompanied by dispersive waves radiated off and eventually leads to a quick disappearance of the giant wave.

In the presence of the clutter of several solitons on a wide and varied background of radiation, it is difficult to irrefutably identify cause and effect of the dynamics of each individual soliton. We therefore ventured to isolate a representative soliton and selected segments of the dispersive waves in Fig. 1 right at the onset of the trajectory curvature, such that a deterministic interpretation of the rogue wave formation decoupled from the supercontinuum generation process becomes viable. To this end we numerically launch a soliton with properties copied from the case of S2 [Fig. 1(c)] (center frequency \( v_s = 268.5 \) THz, width 30 fs FWHM) together with a temporal segment (width 118 fs) of dispersive waves near the velocity-matched frequency of \( v_d = 549 \) THz. The result is displayed in Fig. 3, with panels (a) and (c) showing the temporal and spectral evolution, respectively. For the sake of greater clarity, the temporal coordinate is shifted at a constant rate with respect to that in Fig. 1 so that the dominant constant contribution to the group velocity is effectively removed. Given the choice of the reference frame in Fig. 3(a), any deviation of the soliton trajectory from a straight line parallel to the axis can only result from nonlinear interaction with the injected continuum radiation. It is obvious that interaction takes place upon collision, and it is also plain that the soliton gets reshaped, with a change of its peak power upon each interaction. What we actually see in Fig. 3(a) is the optical analogue to an event horizon. Its origin is the Kerr-mediated refractive index modulation by the radiation which the radiation runs into. The radiation then either stays close to the soliton or escapes by shifting its frequency, with either option implying strong interaction between both.

These processes are completely elastic, and they induce a mutual shift of optical frequencies. With the photon number of the soliton practically conserved, the soliton blue shift accordingly causes a mild increase of its energy [Fig. 3(c)]. The shifted soliton also experiences a considerably smaller \( \beta_2 \) [Fig. 3(b)]. Considering that the energy of a soliton is expressed through the peak power \( P_0 \) and \( \beta_2 \) as \( E = 2\sqrt{P_0/\beta_2}\gamma \), the decrease of \( \beta_2 \) cannot be compensated by a
to test whether even higher soliton peak powers can be obtained. We observe that the stronger the induced frequency shift is, the faster the giant soliton builds up and then vanishes again. By judicious insertion of dispersive waves, both the appearance and disappearance as well as the extent of the peak power enhancement can be controlled. Our discussion also demonstrates that modulation instability is irrelevant for this deterministic mechanism of rogue wave generation.

We now turn to the third criterion for rogue waves, its skewed statistical distribution. We generated a total of 4000 realizations of supercontinua, using different noise seeds, shown in Fig. 4(a) together with the average spectrum. Clearly, shot-to-shot variations are considerable. Figure 4(b) displays the histogram of pulse intensities extracted from the time series. This histogram displays the typical heavy-tailed figure-1 shape which is characteristic for rare-but-extreme events. Figure 4(c) shows the same data set on a log-log scale. It is obvious that it fits very well to a Weibull distribution. We emphasize that these data were obtained without spectral filtering of the time series. While some published results involved such filtering of noisy supercontinuum data, it is now understood that filtering may produce misleading results. This discussion makes it clear that the third criterion for rogue waves — its skewed statistics — is fulfilled, too.

Rogue waves, subject to non-Gaussian statistics, have already been shown to appear in the fiber supercontinuum generation both with and without Raman frequency shift. The emergence of a single “champion” soliton due to multiple collisions between optical solitons was previously discussed as one possible mechanism behind rogue wave formation. This reasoning follows the idea that large solitons may extract energy from a turbulent soliton ensemble described by the Nonlinear Schrödinger Equation. However, a multitude of collisions between solitons is required for such a growth. In contrast, in our system giant solitons are observed before a sizeable number of suitable collisions occurs. Therefore, the nature of the newly observed continuum-soliton scattering processes is markedly different from soliton-soliton scattering. As continuum radiation quickly disperses there will always be temporal slices of the dispersive waves that effectively copropagate with a given soliton, making mutual extended interaction much more likely than the appearance of a sufficient number of soliton-soliton processes.

Discussion

We have demonstrated a mechanism for rogue wave formation which relies only on two ingredients, a dispersive and a nonlinear contribution to the wave velocity. This minimal set of requirements can rightfully be expected to exist in a wide class of physical systems. The rogue waves discussed here are not closed solutions of the wave equation like, e.g., the Akhmediev breather or the Peregrine soliton. Instead, the class of rogue waves discussed here emerges from interaction between the continuum background and solitons. Moreover, the mechanism is completely deterministic, which gives rise to some interesting thoughts:

How can this concept be exploited in various physical systems to control the power of pulses? If one knew all key parameters, could one restrain the unpredictability inherent in the process? Ultimately, could one suppress the emergence of giant waves? And how would this apply to immensely complex systems like ocean surface waves? We believe that the discovery of this mechanism of rogue wave formation will enable a deeper understanding of this fascinating yet possibly devastating phenomenon.

Methods

Propagation model. For our numerics, we use a non-envelope propagation model for ultrashort pulses in a nonlinear waveguide. To trace the real-valued optical field $E(z, t)$ we introduce a complex-valued $\tilde{E}(z, t)$ such that in the frequency domain

$$\tilde{E}(z) = E(z) - \frac{i}{\omega} \tilde{E}(z) / (\beta |\omega|).$$

Note that $\mathbf{E} = \Re(\tilde{E})$ and that the positive (negative) frequency part of $\tilde{E}(z, t)$ corresponds to the forward (backward) waves. This enables us to keep only the Kerr effect as a nonlinearity and to omit higher
harmonic generation, which is only a distraction here. The basic propagation equation for \( E(x,t) \) reads

\[
\frac{i}{c} \frac{\partial E}{\partial t} + \beta(0) E + \frac{3\sigma^2 e^{2i\sigma}}{8c^2 |\beta(0)|^2} |E|^2 E = 0.
\]

(1)

Parameters \( c, \sigma, \beta \) and \( \beta(0) \) are the speed of light, the third-order nonlinear susceptibility, and the slowly-varying envelope, respectively. The unidirectional propagation regime \( E(x,t) \) is identical to the analytic signal \( \tilde{E}(x,t) = 2 \sum_{n} E_n e^{in(x-v_0 t)} \).

Our description of the optical field is then equivalent to using the forward Maxwell equation, but with the benefit of a clear separation from third harmonic generation. Note that for the sake of universality we also neglect the Raman effect. The latter clearly affects both pulse propagation and generation of optical rogue waves, but it represents a nonlinear process quite specific to optics, and it is neither an inevitable necessity for rogue wave formation, nor of much importance for the main concept of a group velocity horizon.

If the slowly-varying envelope description with respect to a suitable carrier frequency applies, Eq. (1) reduces to the standard nonlinear Schrödinger equation, and the absolute magnitude of \( \tilde{E}(x, t) \) is the same as that of the envelope. Equation (1) is subject to the conservation laws

\[
I_1 = \sum I_0(n/\alpha) |E_0|^2, \quad I_2 = \sum I_0(n/\alpha^2) |E_0|^2,
\]

(2)

where \( n(\alpha) \) is the frequency-dependent refractive index, and \( I_{2,1} \) are finite quantities proportional to the time-averaged photon flux and power, respectively. Our approach correctly models nonlinear processes between waves of different frequencies such as four-wave mixing and cross phase modulation between solitons and dispersive waves, and between individual solitons. In the following, we consider a typical single-mode photonic crystal fiber with a single zero-dispersion frequency similar to the fiber used in Ref. (3).

For our numerical work we use a de-aliased pseudospectral method originating from computational fluid dynamics\(^\text{34}\). The conventional split-step Fourier approach either requires very small space steps or lacks precision for a few-cycle optical pulse and relatively long propagation distance, such that the integrals of motion are not conserved. However, numerical implementation of a Runge-Kutta integration scheme of \( 8 \text{th} \) order with adaptive step-size control for the integration of the linear and nonlinear part in the frequency domain allows calculations in a very efficient and accurate manner. Considering ultrashort optical pulses with the carrier frequencies of several hundreds THz, we use at least \( \Delta t = 0.6 \) fs. Depending on the initial pulse width we use \( 2 \text{nd} \) or \( 3 \text{rd} \) discretization points for a periodic time window \( T = 5 \) ps and \( T = 10 \) ps, respectively. Several test calculations with resolution increased to \( 10^4 \) points were performed, but this turned out to be unnecessary.

We simulated the propagation in the anomalous dispersion regime of a photonic crystal fiber close to its zero dispersion wavelength \( \Delta_{\text{ZDW}} \approx 842 \) nm. Pulse parameters are: center wavelength \( \lambda_c = 897 \) nm, full width at half maximum FWHM = 265 fs, and peak power of 22 kW. The fiber nonlinearity parameter was \( \gamma = 0.1 \) W-1 m-1. The dispersion was as shown in Fig. 3(b); in particular, parameter \( \beta_2 = -0.053 \) fs2 mm-1 is required to estimate the soliton order\(^\text{35}\), which for the quoted pulses is \( N \approx 38 \).

As a final sanity check of our method, we performed comparative simulations for the supercontinuum generation in Fig. 1a) with the generalized Schrödinger equation, both with a split-step and a Runge-Kutta scheme. This is a well-established technique but by its nature it is not capable of making the distinction of energy and photon number, and thus of a correct assessment of the energy transfer described above. However, we could convince ourselves that the propagation dynamics is virtually the same as with our more elaborate ansatz.
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