Universal non-uniform concatenated code with low error diffusion based on pieceable fault-tolerant protocol
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Quantum concatenation code is a convenient way to realize fault-tolerant universal computing in contrast with magic state distillation, but there are many non-fault-tolerant logical locations in the lowest encoding level of such a code, which thereby increases the possibility of error multiplication and limits its capability to realize a universal gate library. In this work, we first propose a general framework based on machine learning technologies for the decoder design of a pieceable fault-tolerant quantum circuit. Then following our design principles, we adopt the neural-network algorithm to give an optimized decoder for such a fault-tolerant circuit. To assess the effectiveness of our new decoder, we adopt it into the pieceable fault-tolerant logical controlled-NOT gates which act on the Steane-7 qubit encoded state and the Reed-Muller 15 qubit encoded state; then we simulate these circuits under depolarizing noise model and compare the gate error thresholds in contrast to the minimal-weight decoder. Finally, we provide a fault-tolerant universal gate library based on a 33-qubit non-uniform concatenated code. We introduce several level-1 pieceable fault-tolerant locations with optimized decoders to construct the fault-tolerant non-Clifford gate on this code, which effectively reduces the number of time steps for implementing this gate. Meanwhile, we analyze the pseudo-threshold of our universal scheme.

I. INTRODUCTION

In recent years, quantum error correction codes have been proven to be useful in realizing a reliable and scalable quantum computer [1–5]. Specifically, quantum information is stored in a so-called logical qubit through an encoding circuit, such method ensures that the information can be protected from environmental noise and decoherence effects by introducing periodic error corrections [6–8]. On the other hand, the logical elementary gates designed in a fault-tolerant manner can form any large-scale reliable circuit, so that the accuracy of the calculation result is guaranteed under the condition that the physical error is lower than a certain error threshold [9][12].

With the rapid development of noisy intermediate scalable quantum (NISQ) devices [13][16], designing a practical high accuracy universal logical gate library with low qubit overhead has been becoming increasingly important in the research field of quantum fault-tolerant computing. However, due to the limitation of the no-go theorem [17][18], existing schemes for implementing fault-tolerant universal computing usually require a large number of quantum state resources, such as preparation and distillation of the magic state $V|+\rangle$ for the non-Clifford gate $V$. Combined with some transversal Clifford operations, such a state can be taken to implement a fault-tolerant logical gate $V$ [19][21]. Meanwhile, some researchers have adopted the code concatenation method to achieve a universal gate library by two error correction codes that have complementary transversal logical gates. Due to the sacrifice of the fault tolerance of some of its low-level logical locations, this scheme still has the defect of low anti-noise ability [22][24].

In particular, by appropriately dividing a non-transversal logical circuit into several pieces and designing a self-adaptive decoder according to the pieceable fault-tolerant protocol (PFTP), fault-tolerant universal computing can be realized in a relatively fragile way [25][27]. For example, a logical controlled-controlled-Z (CCZ) gate that acts on Steane-7 logical qubits can be equivalently synthesized by a 4-pieceable fault-tolerant circuit, such a gate plays a crucial role in forming a universal gate library; Measurement-based quantum computing can be utilized to design pieceable fault-tolerant conversion circuits between two stabilizer codes who with complementary transversal quantum gates [27][28]. However, the
existing minimal weight decoder can only analyze the correctable error of the encoded circuit, but errors that occurred in the syndrome extraction circuit are easy to accumulate between different circuit pieces, thereby resulting in an undetectable logical error. Therefore, the PFTP is a less error-propagation-aware fault-tolerant circuit design method compared with the transversal protocol.

Through the noise simulation, we found that, for a circuit designed by PFTP, some machine learning algorithm can be utilized to analyze the potential relationship between the collection of all intermediate syndrome data and the event of error propagation \[29, 31\]. For instance, during the application of the code conversion circuits between Steane-7 qubit code and Reed-Muller-15 (RM-15) qubit code \[31\], the error that occurred in the syndrome extraction process of the former circuit piece usually affects the syndrome data of the latter circuit piece, thus resulting in error correction failure. With the noise model assuming that the error is independent of each other, we think that an additional discriminant model can be added to the decoder to identify this type of errors. So we propose an optimized concatenation universal fault-tolerant protocol. The stabilizer code is defined by a set of particular Pauli operators, also referred to as the stabilizer formalism developed by Gottesman \[7\].

**Definition 1 (n-qubit Pauli group)** A n-qubit Pauli group \(G_n\) consists of the tensor products of single-qubit Pauli operators that can be described by the following set:

\[
G_n = \{ \lambda \sigma_1 \otimes \sigma_2 \otimes \cdots \otimes \sigma_n : \sigma_i \in \{I, X, Y, Z\} \},
\]

where \(\lambda \in \{\pm 1, \pm \sqrt{-1}\}\).

Given an operator \(g \in G_n\), its support is defined as a subset of \([n] := \{1, 2, \ldots, n\}\), where we denote by the symbol \(\text{supp}(g)\) the set of all \(i \in [n]\) such that \(g\) acting on the \(i\)-th qubit is not identity. The weight of a Pauli operator \(wt(g)\) equals the size of its support. For example, \(wt(Z \otimes Z \otimes I) = wt(Z_0 Z_1) = 2\).

Next, we describe the stabilizer formalism. A stabilizer \(S\) is an abelian subgroup belonging to \(G_n\), which does not contain \(-I\). Because the operators in this group are Hermitian and mutually commuting, they can be diagonalized simultaneously. Therefore, the stabilizer code can be defined by the following statement:

**Definition 2 (n-qubit Stabilizer Code)** Given a stabilizer subgroup \(S < G_n\), a n-qubit stabilizer code \(C_n\) is the joint +1 eigenspace of operators in \(S\) belonging to the Hilbert space \((\mathbb{C}^2)^\otimes n\) and can be described by the following set:

\[
C_n = \{ |\psi\rangle : g|\psi\rangle = |\psi\rangle, \forall g \in S \}.
\]

Without loss of generality, we assume that the dimension of \(C_n\) is \(2^{n-m}\), where \(k = n - m\) is the number of logical qubits and \(d\) is the code distance. According to quantum coding theory, the stabilizer of \(C_n\) has \(m\) generators, denoted as \(S = \langle g_1, \ldots, g_m \rangle\), and \(C_n\) can correct any Pauli error of weight \(t \leq \left\lfloor \frac{d-1}{2} \right\rfloor\).

With the definition stated above, it is necessary to find corresponding encoded operations to realize a given computation task. The Pauli subgroup \(C(S)\), called the centralizer of \(S\), is defined to be a set of elements in \(G_n\) that commute with all elements in \(S\). We can first choose operators \(\tilde{Z}_1, \ldots, \tilde{Z}_k\) and \(\tilde{X}_1, \ldots, \tilde{X}_k\) in \(C(S)\) that are independent of the generators of \(S\) and satisfy the communication conditions \(\tilde{X}_i \tilde{Z}_k = (-1)^{\delta_{ij}} Z_1 X_k\). For convenience, we also refer to these operators as logical Pauli operators.
Therefore, it is not difficult to say that the encoded $|0⟩^\otimes k$ can be uniquely represented by the joint +1 eigenspace of the following set of $n$ operators: $\{g_1, \ldots, g_n, Z_1, \ldots, Z_k\}$. Similarly, we can give other basic encoded states by applying the corresponding logical Pauli X operators to $|0⟩^\otimes k$ such that $\sum_{i=1}^{k} X_i x_i |0⟩^\otimes k$, where $x_i \in \{0, 1\}$.

**TABLE I.** The generators of the stabilizer $S$ and logical Pauli operators of Steane’s $[[7;1;3]]$ code

| Stabilizer generators | Logical Pauli Operator |
|-----------------------|------------------------|
| $X_0X_2X_4X_6$       | $\tilde{X}_1 = X^\otimes 7$ |
| $X_1X_2X_3X_6$       | $\tilde{Z}_1 = Z^\otimes 7$ |
| $X_3X_4X_5X_6$       |                         |
| $Z_0Z_2Z_4Z_6$       |                         |
| $Z_1Z_2Z_5Z_6$       |                         |
| $Z_3Z_4Z_5Z_6$       |                         |

**TABLE II.** The generators of the stabilizer $S$ and logical Pauli operators of Reed-Muller $[[15;1;3]]$ code

| Stabilizer generators | Logical Pauli Operator |
|-----------------------|------------------------|
| $X_7X_8X_9X_{10}X_{11}X_{12}X_{13}X_{14}$ | $\tilde{X}_1 = X^\otimes 15$ |
| $X_1X_2X_3X_4X_5X_6X_7X_8X_{11}X_{12}X_{13}X_{14}$ | $\tilde{Z}_1 = Z^\otimes 15$ |
| $X_9X_10X_11X_12X_{13}X_{14}$ |                         |
| $Z_7Z_8Z_9Z_{10}Z_{11}Z_{12}Z_{13}Z_{14}$ |                         |
| $Z_1Z_2Z_3Z_4Z_5Z_6Z_7Z_{11}Z_{13}Z_{14}$ |                         |
| $Z_0Z_2Z_3Z_4Z_5Z_6Z_8Z_{12}Z_{13}Z_{14}$ |                         |
| $Z_9Z_{10}Z_{11}Z_{12}Z_{13}Z_{14}$ |                         |
| $Z_5Z_{10}Z_{11}Z_{12}Z_{13}Z_{14}$ |                         |
| $Z_9Z_{10}Z_{11}Z_{12}Z_{13}Z_{14}$ |                         |
| $Z_2Z_6Z_7Z_8Z_{11}Z_{12}Z_{13}Z_{14}$ |                         |

We show the stabilizer generators and logical Pauli operators of Steane’s 7-qubit code and RM-15 code in Table I and Table II. In addition, how to perform operations on an encoded state without losing the code’s protection is a highly important topic. We next give the definition of $t$-fault-tolerant; more details can be found in [7][8].

**Definition 3** ($t$-fault-tolerant) For a $[[n;k;d]]$ code $C_n$, let $t = \lceil \frac{n-k}{d-1} \rceil$, a quantum operation which is protected by $C_n$ is $t$-fault-tolerant, if the following two conditions are satisfied:

(i) For an input codeword with an error of weight $w_1$, if $w_2$ single-qubit faults occur during the operation with $w_1 + w_2 \leq t$, ideally decoding the output state gives the same codeword as ideally decoding the input state.

(ii) For $w$ single-qubit faults during the implementation of a fault-tolerant operation with $w \leq t$, no matter how many errors are present in the input state, the output state differs from a codeword by an error with its weight no more than $w$.

Here we say that ideally decoding is equivalent to perform a round of noise-free error correction. Both conditions are required to ensure that correctable errors do not propagate through the entire operation and prevent errors from accumulating during multiple rounds of error correction.

Next we introduce the PFTP. It would be convenient to intuitively imagine that a specific encoded circuit $C$ on $C_n$ can be decomposed into $r$ pieces:

$$C = C_rC_{r-1} \ldots C_1,$$

where parameter $r$ refers to the minimum number of circuit pieces that an encoding circuit can be divided without the loss of fault-tolerance. More specially, we can obtain a fault-tolerant variant of $C$ if each $C_i$ is carefully designed such that certain uncorrectable errors can be signaled by some adapted error correction process $E_i$. So a modified $t$-fault-tolerant variant of $C$, denoted as $\tilde{C}$, can be described as follows:

$$\tilde{C} = E_rE_{r-1} \ldots E_1C_1.$$

By performing adapted error correction after each $C_i$ on the encoded state, we obtain several fault-tolerant gadgets $E_iC_i (i = 1, \ldots, r)$.

To specifically explain these adjustment error correction processes, we would like to introduce some useful concepts. The first is contagious error; it is a type of Pauli error operators that can be described as:

$$E_r = \{ E \in G_n : \exists i \text{ s.t. } [E, C_i] = EC_i \neq 0 \}. $$

Only contagious error occurred in $C_i$ may propagate. For example, we assume that one of a circuit piece $C_m$ only contains a single physical control-Pauli $Z$ $(CZ)$ gate with control qubit $a$ and target qubit $b$, and the input state at the $a$-th qubit has a Pauli $X$ error; then after the application of $C_m$, the input error will become a 2-qubit error $X \otimes Z$, i.e., $CZ(X \otimes I)CZ^\dagger = X \otimes Z$. So the single Pauli $X$ is a contagious error related to $C_i$, and the $Z$-type Pauli errors $(I \otimes Z, Z \otimes I, Z \otimes Z)$ are non-contagious.

In each $E_i (i = 1, \ldots, r-1)$ we correct contagious errors immediately and left the non-contagious error until $E_r$. The syndrome information of $E_r$ will be recorded and sent to $E_r$ for the correction of non-contagious error. Here we also introduce the tool for correcting contagious error:

$$S_{EC} = \{g \in S : \forall i, [g, C_i] = 0 \}. $$

For a $r$-pieceable fault-tolerant ($r$-PFT for short) circuit $C$, the elements of the stabilizer group satisfying the above conditions are called constant stabilizers.

**III. MULTI-CLASSIFICATION MODEL FOR ERROR SYNDROME OF THE PFT LOGICAL CIRCUIT**

Next, we design a decoding scheme for the final error correction process of a PFT logical circuit. For convenience, we first introduce the definition of error syndrome. The syndrome is defined as a classical bit-string
for tracking error events of a fault-tolerant circuit, and it can be obtained by fault-tolerantly measuring stabilizer generators. Since the effect of most noise channels on the quantum state can be decomposed as a linear combination of Pauli operators [S], we only consider this kind of error throughout the paper. Assuming an error $E$ has occurred on a $[[n; k; d]]$ encoded state, we then fault-tolerantly measure the stabilizer generators and obtain a syndrome vector as follows:

$$s_i(E) = \begin{cases} 1 & \text{if } E_i \neq 0 \\ 0 & \text{if } E_i = 0 \end{cases}, \quad i = 1, \ldots, n - k. \quad (7)$$

Then the syndrome vector of $E$ can be defined as a bit-string $s(E) = (s_1(E), \ldots, s_{n-k}(E)) \in \mathbb{Z}_2^{n-k}$.

A typical decoding process can be described by matching the measured syndrome $s$ with its most likely recovery operator $R_s$ such that $R_s E \in S$. More specifically, the recovery operator can be written as:

$$R_s = \mathcal{L}(s) \mathcal{T}(s) \mathcal{G}(s), \quad (8)$$

where operator $\mathcal{G}(s) \in S$ and $\mathcal{T}(s)$ belongs to an Abelian group composed of Pauli operators called pure error [35]. This group has $n - k$ generators and satisfies $\{g_i, T_j\} = \delta_{ij}$, $i, j = 1, \ldots, n - k$. The part of the recovery operator $\mathcal{L}(s) \in N(S)/S$ belongs to the logical Pauli group acting on $k$ logical qubits.

A decoder based on the minimum weight scheme can quickly infer the pure error $\mathcal{T}(s)$ from the syndrome $s$. However, this kind of decoders are not scalable for large quantum code and cannot infer potential logical errors. Actually, an optimal decoder should be able to infer the most likely logical fault $\mathcal{L}(\mathcal{T})$ from the known syndrome, such that:

$$\mathcal{L}(\mathcal{T}) = \arg\max_{\mathcal{L}} \{ P(\mathcal{L}|\mathcal{T}) \}. \quad (9)$$

The PFTP described in Eq. (1) can make the syndrome data of different intermediate error corrections have a potential correlation. For example, the round-robin logical controlled-Z gate on $[[5; 1; 3]]$ code has been carefully designed to be fault-tolerant. The constant stabilizer syndromes of this gate can be further analyzed to infer some weight-2 $Z$-type Pauli errors [25]. This observation inspired us to design an extended decoding scheme to infer the possible error propagation event among several circuit pieces as much as possible. More specifically, for the final error correction process $\mathcal{E}_r$, we explain its decoding process as a pattern matching model so as to jointly analyze measurement information of $r$-pieceable error correction processes. Then this process would infer the most likely logical error if we effectively train the model functions. Therefore, we conclude that an optimal decoder of $\mathcal{E}_r$ should be able to infer the logical error information $\mathcal{L}(\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(r)})$ such that:

$$\mathcal{L}(\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(r)}) = \arg\max_{\mathcal{L}} \{ P(\mathcal{L}|\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(r)}) \}, \quad (10)$$

where $\mathcal{T}^{(i)}$ is the syndrome information of pure errors obtained from $\mathcal{E}_i$.

Since all codes considered in this paper encode a single logical qubit, we first rewrite the recovery operator of $\mathcal{E}_r$ as follows:

$$R_{s_r} = \mathcal{L}(s) \mathcal{T}(s_r) \mathcal{G}(s_r), \quad (11)$$

where $s_r$ is the syndrome vector obtained by the error correction process of $\mathcal{E}_r$ and $s = s_1 \times \cdots \times s_r$. Single logical qubit Pauli group can be expressed as $< i, \bar{X}_i, \bar{Z}_i >$, so the logical component can be decomposed as $\mathcal{L}(s) = \bar{X}_1^{g_2} \bar{Z}_1^{g_3}$ regardless of the global phase factor, where $a, b \in \mathbb{Z}_2$.

Therefore, we introduce two functions $g_X$ and $g_Z$ such that:

$$R_{s_r} = \bar{X}_1^{g_X(s)} \bar{Z}_1^{g_Z(s)} \mathcal{T}(s_r) \mathcal{G}(s_r). \quad (12)$$

According to Eq. (12), we model the decoding process as a labeled classification task of discrete data. Then we define the data set as $D \subseteq \{ s \} \times L$, and any element of $D$ can be represented with the form $(s, l)$, where $l$ is the label of class. Here we use the one-hot encoded label for $k$ classes, i.e., $l \in L = \{ l : l \in \{0,1\}^k, \mathcal{T}^l \mathcal{I} = \mathcal{I} \}$. From Eq. (12), the output of model functions need to give the predicted value $(g_X(s), g_Z(s))$ based on all intermediate syndromes. So we take different predicted values as classification labels to corresponding to logical recovery operators, and denote these labels as $\{ l_1, l_X, l_Y, l_Z \}$.

For a $[[n; k; d]]$ code, we note that the logical operator of this code belongs to the following subgroup $\mathcal{L} \subseteq < i, \bar{X}_1, \ldots, \bar{X}_k, \bar{Z}_1, \ldots, \bar{Z}_k >$. Similarly, we can construct a multi-classification model with the number of $2^k$ categories for a $r$-PFT logical circuit, and the recovery operator of $\mathcal{E}_r$ is given as follows:

$$R_{s_r} = \bar{X}_1^{g_X(s)} \cdots \bar{X}_k^{g_X(s)} \bar{Z}_1^{g_Z(s)} \cdots \bar{Z}_k^{g_Z(s)} \mathcal{T}(s_r) \mathcal{G}(s_r). \quad (13)$$

IV. THE DECODER CONSTRUCTION OF 2-PFT LOGICAL CNOT CIRCUIT

Now we analyze the logical CNOT gates acting on the Steane-7 logical qubit and RM-15 logical qubit. First, we show that each of it can be divided into a product sequence of two fault-tolerant sub-circuits. Secondly, following our design framework, we take $\mathcal{C}_4$ as an example and use the neural network algorithm to give the structure of its decoder.

Nikalaia et al. [36] has proposed a round-robin logical CNOT gate with $\mathcal{C}_7$ encoded state as the control and $\mathcal{C}_{15}$ as the target, but they didn’t give a specific solution to make this logical circuit fault-tolerant. Following their results, we divide this circuit into two pieces and insert a constant stabilizer error correction process between them to make the entire circuit fault-tolerant, as
FIG. 1. Pieceable fault-tolerant logical CNOT circuit with $C_7$-logical qubit as the control and $C_{15}$-logical qubit as the target, we use $\tilde{C}_A$ to represent this circuit. The intermediate contagious error correction process $E_1$ is applied after $C_1$, during which only the constant stabilizers are measured to correct the Pauli $X$ error for control code block and Pauli $Z$ error for target code block.

FIG. 2. Pieceable fault-tolerant logical CNOT circuit with $C_{15}$-logical qubit as the control and $C_7$-logical qubit as the target, we use $\tilde{C}_B$ to represent this circuit. The intermediate contagious error correction process $E_1$ is applied after $C_1$, during which only the constant stabilizers are measured to correct the Pauli $X$ error for control code block and Pauli $Z$ error for target code block.

shown in Fig. 1. For the control code block, the stabilizer $Z_0Z_2Z_4Z_6, Z_1Z_2Z_5Z_6$ and $Z_3Z_4Z_5Z_6$ are invariant under the conjugation of circuits $C_1$ and $C_2$, so these operators are constant stabilizers by definition. Similarly, for the target code block, those generators that only contain the Pauli-$X$ operator in Table II are constant stabilizers.

In contrast, we give a 2-PFT logical CNOT circuit with $C_{15}$ encoded state as control and $C_7$ encoded state as target, which is shown in Fig. 2. We have verified that the stabilizer $X_0X_2X_4X_6, X_1X_2X_5X_6$ and $X_3X_4X_5X_6$ of the target code block are invariant under the conjugation of circuits $C_1$ and $C_2$. For the control code block, those generators that only contain Pauli-$Z$ operator in Table II are constant stabilizers.

A. The construction of decoders

By keeping the constant stabilizer syndrome data in $E_1$ and passing it to $E_2$, some uncorrectable errors caused
by contagious error will have unique syndromes. Therefore, we can extend the error-syndrome lookup table to include more correspondences. This extended decoding strategy can ensure that $\mathcal{C}_A$ and $\mathcal{C}_B$ are at least 1-fault-tolerant circuits \cite{25}. A fault-tolerant logical circuit on a code can be modeled as a level-1 extend rectangle (1-exRec) \cite{10}, as shown in Fig. 3. Based on this circuit model, we can design a simulation scheme to calculate the pseudo-threshold of a 1-exRec. The pseudo-threshold can be defined as the intersection between the error rate line of the unprotected gate and its corresponding logical variant, the higher the pseudo-threshold of the logical circuit, the better its anti-noise ability. Actually, from our numerical experiments, we find that the above strategy cannot fully utilize the syndrome results of intermediate error corrections to infer the possible logical error.

In contrast, our neural-network decoding scheme can be used to analyze the relationship between syndrome and error, and design an error diffusion early warning mechanism to correct possible logical errors. We construct a syndrome data classification model for these 2-PFT circuits. We use the deep neural network algorithm to train these models and apply them to the final error correction process. We then propose the following decoding process:

(i) During the implementation of $\mathcal{E}_2$, we use the minimum weight decoding method to apply the pure error recovery operator $\mathcal{T}(s_2)$;

(ii) Take the syndrome data $s = s_1 \times s_2$ as model input to get the class value $g_X(s)$ and $g_Z(s)$. Then we apply the logical recovery operator $\mathcal{L}(s) = X_1^{g_X(s)} Z_1^{g_Z(s)}$.

![FIG. 3. For a given error correction code, any physical quantum circuit has its corresponding logical variant on this code, also called rectangle (Rec). A 1-exRec is a level-1 encoding Rec along with its leading error correction circuit (LEC) and trailing error correction circuit (TEC).](image)

1. Data set and labels

For a neural network decoder, the sparsity of training data is the main reason that limits its performance. Specifically, with the increasing of code distance and the decreasing of physical error rate, the effective training data will rarely occur in noise simulation, so that the neural network cannot learn some patterns from the syndrome data.

Chamberland et al. \cite{24} proposed the concept of a set of malignant locations, that is, a set of $n$ locations in a fault-tolerant 1-Rec is defined to be malignant if there exists an error configuration that acts on these $n$ locations such that the 1-Rec has a logical fault. Meanwhile, they pointed out that the Monte Carlo method can be utilized to estimate the proportion of $n$ malignant locations set in all combinations of locations in a 1-Rec, this rate is also denoted as $\hat{f}_n$.

Inspired by this, we propose that, for 1-Rec on a distance-3 code, the effective training data can be collected by the following way: First, we take the sampling method and perform circuit simulation to estimate the rate $\hat{f}_1$, where the number of simulations can be set large enough to obtain an estimated value with a sufficiently small variance; Then, after each simulation, we save the "valid" syndrome data and use the ideal Shor method to decide the logical error ($\tilde{X}$ or $\tilde{Z}$) that occurred on the data state. In addition, the syndrome data caused by multiple fault locations in 1-Rec may mislead the training of the neural network model. For example, for the 3-qubit repetition code, the syndrome data for errors $X_0X_1$ and $X_2$ are the same, but only the former will make the error correction fail and result in a logical error. In particular, when training the neural network decoders of circuits $\mathcal{C}_A$ and $\mathcal{C}_B$, we only use the valid data which is collected from the estimation of $\hat{f}_1$. After the training is completed, we will analyze the error correction capability of our decoders through depolarization noise simulation.

2. Model optimization strategy and objective function

The parameters of the model function need to be found by using a suitable machine learning algorithm. Next, we use the deep neural network algorithm to get the model function. More details can be referred to \cite{37, 38}.

In machine learning, the data set $D$ can be seen as a set of points that are produced by the real function of the data model, and our goal is to use neural networks to approximate this function. The neural network can be determined by the parameter $\omega$, then the problem of finding the optimal coefficients of the function $g_Xg_Z$ is transformed into finding the optimal parameter $\omega$. The objective function $\mathcal{L}(D, \omega)$ usually is taken as the goal of optimization:

$$\min_{\omega} \mathcal{L}(D, \omega).$$

The objective function is the quantification of the difference between the model output and the observation result, it can be described as follows:

$$\mathcal{L}(D, \omega) = -\sum_{s} \sum_{j=1}^{k} I_{s}^{(j)} \ln \hat{P}_j(s, \omega) + \lambda \sum_{m=0}^{M} \|\omega^{(m)}\|_2,$$

where $I_{s}^{(j)}$ is the binary indicator if the $j$-th class label is the correct classification for measured syndrome $s$, $M$
is the number of layers for the network, and $\hat{P}_j$ is the model predicted probability that $s$ belongs to $j$-th class. Our network structure is shown in Fig. 4, the syndrome vector $s$ as the input data of the network is first sent to $M$ hidden layers, and the hidden layer function is shown as follows:

$$H_m = f(\omega^{(m-1)}H_{m-1} + b^{(m-1)}), \quad m = 1, \ldots, M. \quad (16)$$

Here we take the rectified linear unit as the active function $f$, i.e., $f(x) = \max\{0, x\}$. Then, we pass the output of the last hidden layer to the SoftMax layer to calculate the probability that $s$ belongs to the $j$-th category. We denote $\hat{P} = (\hat{P}_1, \ldots, \hat{P}_k)$, and adapt the following equation to obtain this

$$\hat{P}_j = \frac{e^{V_j}}{\sum_{j=1}^{k} e^{V_j}}, \quad j = 1, \ldots, k, \quad (17)$$

where $V = (V_1, \ldots, V_k) = \omega^{(M)}H_M + b^{(M)}$. Finally, we predict the class label vector $\hat{I} = (\hat{i}^{(1)}, \ldots, \hat{i}^{(k)})$ of $s$ by:

$$\hat{I}_s^{(i)} = \begin{cases} 1 & \text{for } i = \arg\max_j \hat{P}_j \\ 0 & \text{otherwise.} \end{cases}$$

In contrast, reducing the empirical error usually makes the model over-fit the training data and gives a more complicated model. Such a case will greatly damage the generalization of the model and cause additional time consumption. Therefore, it is usually necessary to add an extra term to the objective function to reduce the structural error of the model; this term is also called regularization. Commonly used regularization methods are $L1$ regularization and $L2$ regularization. Here we use $L2$ regularization, as shown in Eq. (15), which will limit the coefficient $\omega$ in the model function to reduce the complexity of the model. A hyper-parameter $\lambda$ is also introduced to balance loss function and regularized weight.

For the training details of $\tilde{C}_A$, we construct two binary classification models for the two types of data labeled by $g_X(s)$ and $g_Z(s)$. The dimension of input data is 47, and each model has 4 hidden layers and the number of hidden layer nodes are 256, 512, 1024 and 256. We set the batch size is 30, the learning rate is $10^{-4}$. We train our models on pytorch.

V. CODE CONSTRUCTION AND THRESHOLD ANALYSIS

A. Nonuniform Concatenated 33-qubit Code for Universal Fault-tolerant Computation

The final error correction process $\mathcal{E}_r$ of a $r$-PFT circuit $\mathcal{C}$ can be used to correct errors that marked by any fault-tolerant sub-circuit $\mathcal{E}_r\mathcal{C}_l(i = 1, \ldots, r - 1)$ or correctable errors occurred in $\mathcal{C}_r$. Specifically, let

$$\mathcal{C}_{Rec} = \mathcal{C}_r\mathcal{C}_{r-1}\ldots\mathcal{C}_1. \quad (18)$$

Then, $\mathcal{C}_{Rec}$ actually implement the effect of the corresponding physical circuit on the logical qubits, and $\mathcal{E}_r$ can be taken as its error correction process. So we can model $\mathcal{C} = \mathcal{E}_r\mathcal{C}_{Rec}$ as a 1-Rec. On the other hand, for the logical qubit applied by a non-transversal logical circuit, some of its physical qubits that are interacted during the implementation of this circuit can be re-encoded so as to fulfill the requirement of fault-tolerance.

Based on the above two points, we now give the construction of a 33-qubit non-uniform concatenated code. First, as shown in Fig. 5 for a Steane-7 logical qubit, we re-encode the 0, 5 and 6-th physical qubits. The 5-th qubit is replaced with an RM-15 logical qubit, because the qubit will be applied with a T gate later. The 0 and 6-th qubits are replaced with Steane-7 logical qubits. Therefore, the controlled-NOT gates that act on two different logical qubits can be implemented under PFTP and equipped with our neural network-based decoder. Secondly, we give a description about how to implement the universal gate library $\{H, CNOT, T\}$ on this code. Since the level-2 code of the 33-qubit code is the Steane-7 qubit code, it can transversally realize any Clifford operators. Especially, from Fig. 5 have we pointed out that all of the level-1 logical components that make up the logical T gate can be fault-tolerant, so the 33-qubit code can implement universal computing in a fault-tolerant manner.

B. Numerical simulation and threshold analysis

We analyze the threshold performance of the 33-qubit code through the stabilizer circuit simulation algorithms [39]. Our simulation experiments are executed on the platform called LIQUID [40]. We first show the pseudo-threshold results of $\tilde{C}_A$ and $\tilde{C}_B$ equipped with our neural-network decoding procedure. Subsequently, we collect the depolarization error rates for all level-1 logical elements that 33-qubit code used to realize the universal gate library. Based on this, we give the universal computing pseudo-threshold value. At the same time, we make a comparison with the existing results in terms of qubit resource consumption, T gate execution time, and the lower bound of the threshold for realizing universal quantum computing.
For convenience, we first introduce the concept of malignant error event [23], which can be defined as follows: Let $|\psi\rangle$ be the input encoded state. As can be seen from Fig. 6, the LEC circuit is first applied to the input state, and then we ideally project the output state of the LEC circuit into the original code space. Let $|\psi_{LEC}\rangle$ be the state after this projection, and $|\psi_{TEC}\rangle$ be the final output state after the TEC and a round of ideal projection. Then we define the malignant error event as

$$|\psi_{TEC}\rangle = E \cdot \text{cnot}(|\psi_{LEC}\rangle),$$

where $E$ is a single or two-logical qubit error. For example, suppose the input state is $|\emptyset\rangle$, and we get $|01\rangle$ after implementation of CNOT 1-exRec, then a malignant error event $E$ occurs, where $E$ can be one of the following logical errors: $X, Y, Z, XZ, ZY$.

The logical error rate of a 1-exRec can be defined as

$$\sum_E \mathcal{P}(E|\epsilon)$$

where $\epsilon$ represents the physical error rate for all components in a quantum circuit, $E$ represents all the possible malignant error events that a noisy-CNOT gate will occur, i.e., with a probability of $\frac{1}{2^{16}}$, a two-qubit Pauli error drawn uniformly and independently from $\{I, X, Y, Z\} \otimes \{I, X, Y, Z\} \backslash \{I \otimes I\}$, and $\mathcal{P}(E|\epsilon)$ is the probability of logical error $E$ with a given physical error rate. Therefore, the pseudo-threshold of a 1-exRec is the physical error probability that satisfies $\epsilon = \sum_E \mathcal{P}(E|\epsilon)$.

For our simulation scheme, we construct depolarization noise model for threshold calculation, that is, apply the following noise channel to each noise physical component in a 1-exRec:

$$\epsilon(\rho) = (1 - \frac{3\epsilon}{4})\rho + \frac{\epsilon}{4}(X\rho X + Z\rho Z + Y\rho Y).$$

The basic noise components in our simulation are listed in Table IV. Here we make the assumption that the physical error rate of a two-qubit gate and one-qubit gate being the same. With the basic assumption described above, we now give the calculate method of logical failure rate for $\tilde{C}_A$ or $\tilde{C}_B$ as follows:

\begin{table}[h]
\centering
\caption{Types of physical noisy locations present in the simulation experiment of a 1-exRec.}
\begin{tabular}{|c|c|}
\hline
No. & component type \\
\hline
1 & Basic state $|\emptyset\rangle$ preparation \\
2 & Basic state $|+\rangle$ preparation \\
3 & Measurement of Pauli operator \\
4 & Two-qubit quantum gate \\
5 & Single-qubit non-identity quantum gate \\
\hline
\end{tabular}
\end{table}

(i) First, we choose a sequence of physical error rates ranging from $10^{-4}$ to $10^{-3}$. For each fixed physical error rate $\epsilon$, we simulate the $\tilde{C}_A$ or $\tilde{C}_B$ under a depolarizing noise channel. The simulation is valid if all the ancillary blocks in a 1-exRec pass the verification.

(ii) When a noisy logical CNOT gate fails, it applies an ideal CNOT gate followed by one of the 15 nontrivial two-qubit logical Pauli operators. Thus, for each possible logical error $E$, we prepare an appropriate initial encoded state and use the Monte Carlo method to estimate its conditional probability when the physical error rate is fixed. Here, we set the number of simulation $N = 10^6$ and denote the logical error rate as $\mathcal{P}(E|cnot, \epsilon) = \frac{m}{N}$, where $m$ is the number of logical errors $E$ occurring after $N$ iterations.

A polynomial fitting algorithm is used to obtain two types of 1-exRec logical error curves, and it can be found that the best fitting effect can be achieved by using quadratic function fitting. Actually, for an effective fault-tolerant quantum operation, its logical error rate should be smaller than the error rate of unprotected one, there also has been proved that if error propagation through the entire fault-tolerant circuit is limited, and a good decoder is used, the logical error rate should exhibit the power-law scaling [24], which means code concatenation techniques can be adapted to exponentially reduce the logical error rate.

Following the above simulation scheme, we show the performance of the decoder we designed through Fig[7].

\begin{table}[h]
\centering
\caption{Pseudo-threshold results for minimal weight decoding strategy and neural-network based decoding strategy.}
\begin{tabular}{|c|c|c|c|}
\hline
logical circuit & minimal weight & neural-network & \\
\hline
$\tilde{C}_A$ & $9.36 \times 10^{-7}$ & $1.06 \times 10^{-4}$ & \\
$\tilde{C}_B$ & $1.99 \times 10^{-6}$ & $1.98 \times 10^{-4}$ & \\
\hline
\end{tabular}
\end{table}
FIG. 7. (a) The rate of logical error $XI$ for $\tilde{C}_A$. (b) The rate of logical error $IZ$ for $\tilde{C}_A$. (c) The rate of the sum of logical errors for $\tilde{C}_A$.

Fig. 8. (a) The rate of logical error $XI$ for $\tilde{C}_B$. (b) The rate of logical error $IZ$ for $\tilde{C}_B$. (c) The rate of the sum of logical errors for $\tilde{C}_B$.

It can be observed that the fitting curve of the logical error rate of $\tilde{C}_A$ and $\tilde{C}_B$ based on two decoding strategies show the characteristics of a quadratic curve. We think this is a reasonable numerical simulation result. Because the code distance of Steane and RM code is three, decoders for these codes are effective if they can correct most of the single-qubit errors, such that the logical error can only be caused by two or more single-qubit errors that occur independently. In contrast, our decoding strategy can more effectively reduce the logical error rate of the pieceable fault-tolerant circuit, so it leads to a higher threshold result, as shown in Table III.

TABLE V. The pseudo threshold required for realizing fault-tolerant universal computing of three non-uniform concatenation codes and the estimation of the circuit depth required to realize a fault-tolerant T gate.

| Code\gate | pseudo-threshold | Time steps of T gate |
|-----------|------------------|---------------------|
| 49-qubit CNOT | $1.21 \times 10^{-3}$ | 40 |
| 49-qubit Hadamard | $7.76 \times 10^{-5}$ | |
| 49-qubit T | $4.18 \times 10^{-4}$ | |
| 25-qubit CNOT | $4.08 \times 10^{-4}$ | 91 |
| 25-qubit Hadamard | $7.21 \times 10^{-4}$ | |
| 25-qubit T | $3.93 \times 10^{-4}$ | |
| 33-qubit CNOT | $3.25 \times 10^{-4}$ | 59 |
| 33-qubit Hadamard | $4.17 \times 10^{-4}$ | |
| 33-qubit T | $1.12 \times 10^{-4}$ | |

We use the Steane method to make the error correction fault-tolerant throughout this paper. We assume that a
circuit $C$ can be divided into several time steps so that at each time step, each qubit (excluding those added at later time steps or deleted at earlier time steps) involves exactly one location, that is, each qubit in the first position is preparation and the last position of each qubit is a measurement. For most of the fault-tolerant protocols, the processing speed of syndrome information in classical computers should keep up with quantum computers. Besides, in the process of applying a 1-Rec on the logical qubit, it is reasonably to think that the auxiliary state for error correction can be prepared asynchronously, so that the auxiliary state can be introduced immediately whenever it is needed for syndrome extraction. For example, we estimate the number of unit time steps required for the error correction process on the Steane 7-qubit code.

As shown in Fig. 12, this circuit can be divided into six time steps (including the recovery operation for the data state). Therefore, a transversal fault-tolerant gate on this code needs to consume seven time steps. Similarly, we can also estimate the time step resources required for the error correction process that uses the Shor method. In Table V, we compare the total number of time steps required to achieve a fault-tolerant T gate by three non-uniform concatenated codes. It can be seen that, without the use of inner level code conversion, our circuit structure effectively reduces the number of time steps for implementing a T gate compared with 25-qubit code.
VI. CONCLUSIONS

In summary, the main contribution of this work is as follows: first, we propose a general design framework based on machine learning technology for the decoder of the pieceable fault-tolerant circuit. Based on this, we propose an improved concatenation universal fault-tolerant computing scheme; In particular, we design a non-uniform concatenation 33-qubit code and provide the construction of a universal quantum gate library \( \{ H, CNOT, T \} \) on its corresponding logical qubit. Compared with the existing concatenation code, we have reduced the number of non-fault-tolerant locations in the level-1 encoding layer of the logical Hadamard gate. Meanwhile, we introduced the pieceable fault-tolerant locations equipped with a neural network decoder in the level-1 encoding layer of the logical T gate, such replacement makes it consumes fewer time steps than 25-qubit concatenation code. Secondly, to verify the improvement of our scheme, we compare the pseudo-threshold with the existing concatenation code under the depolarized noise model. The simulation results showed that the scheme we designed has a higher lower bound than the 49-qubit code.

Besides, with the consideration of the noise in the current experimental platform, we will use the statistical learning methods to effectively analyze its impact on the output of the circuit in our future work.
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