Model-based assessment of replicability for genome-wide association meta-analysis
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Genome-wide association meta-analysis (GWAMA) is an effective approach to enlarge sample sizes and empower the discovery of novel associations between genotype and phenotype. Independent replication has been used as a gold-standard for validating genetic associations. However, as current GWAMA often seeks to aggregate all available datasets, it becomes impossible to find a large enough independent dataset to replicate new discoveries. Here we introduce a method, MAMBA (Meta-Analysis Model-based Assessment of replicability), for assessing the “posterior-probability-of-replicability” for identified associations by leveraging the strength and consistency of association signals between contributing studies. We demonstrate using simulations that MAMBA is more powerful and robust than existing methods, and produces more accurate genetic effects estimates. We apply MAMBA to a large-scale meta-analysis of addiction phenotypes with 1.2 million individuals. In addition to accurately identifying replicable common variant associations, MAMBA also pinpoints novel replicable rare variant associations from imputation-based GWAMA and hence greatly expands the set of analyzable variants.
Genome-wide association meta-analysis (GWAMA) is an effective approach to enlarge sample size and empower the discovery of genetic variants associated with complex traits. In the past decade, GWAMA identified numerous genetic variants that are associated with various complex traits, including cardiovascular diseases, diabetes, and cancer. These associated variants helped narrow down the list of potential causal genes, and provided numerous targets for biological follow-up and drug development. For the years to come, it will be a central focus of disease biology to understand the functional and clinical consequences of GWAS loci.

A critical step preceding any functional follow-up is to confirm the validity of the identified association signals. Ascertainment bias, phenotyping or genotyping error, population structure, or cryptic relatedness can all cause false positive discoveries and mislead downstream functional studies that are costly to perform. To minimize false positive findings, replication is often conducted using an independent dataset. If the identified association remains significant, the signal is considered replicated and likely valid. While replication is the gold standard for validating GWAS discovery, there is always a tension between the motivation of designing a suitably sized replication dataset, and aggregating all available cohorts in a discovery sample to maximize the power of genetic discovery. Just as in discovery samples, replication studies can also have type I or type II errors, so it is important that replication studies should be of sufficient sample size to convincingly distinguish the non-zero effect from the null effect. As GWAS discovery sample sizes increase, newly identified loci tend to have smaller effect sizes, or come from variants with rare minor allele frequency, which makes finding a sufficiently powered replication dataset increasingly challenging. Moreover, after replication, studies often seek to jointly analyze the discovery and replication datasets to discover additional loci, which will be left unreplicated. As such, there is a compelling need to develop a principled statistical model-based approach to assess the replicability of genetic association studies when a suitable replication dataset is unavailable.

Classical approaches for meta-analysis, such as fixed effects, random effect meta-analysis, or their adaptations in GWAS, do not specifically address the replicability problem. These methods may produce spurious meta-analysis results when some participating studies contain false positive signals. In practice, some ad hoc procedures may be applied to examine the validity of the results, e.g. if the association signal is supported by a certain number of participating studies or if the heterogeneities of the genetic effect between genetically similar populations are small, which can be hard to reproduce and generalize. Also, in order to protect against spurious associations, some overly conservative criteria may be applied in the quality control, e.g. studies may attempt to remove all low-frequency variants from imputation-based GWAS, even though many of the imputed low-frequency variants may still be informative and causative. Some principled methods exist for assessing the replicability for biological experiments, including repfdr and SCREEN which were developed specifically for GWAMA. These existing methods seek to leverage the strength and consistency of the signals between biological replicates to distinguish replicable and non-replicable signals. Yet there are several limitations to these approaches when applied to GWAMA. For one, they only rely on the statistical significance of the association but do not consider the estimated effect sizes, or the potential sample size differences between participating studies. Large datasets produce more significant p-values compared to smaller studies when the estimated association effect size (either genuine or spurious) is the same, so the significance of association in each cohort is not a reliable measure for replicability. Also, some of these methods (e.g. repfdr) were developed for a few biological replicates and cannot scale well with meta-analyses with many participating studies.

We address the limitations of existing methods by developing a principled approach MAMBA (Meta-Analysis Model-based Assessment of replicability) to assess the replicability of GWAMA association signals. Our approach models the genetic effects as a mixture of SNPs with real non-zero effects, normally-behaved null SNPs, and SNPs that have null effects but appear as spurious association signals in some participating studies due to artifacts in the data. MAMBA performs meta-analysis for genome-wide SNPs and calculates a posterior probability of replicability (PPR) that a given SNP has a non-zero replicable effect. Similar to other methods for assessing replicability, our method exploits cohort-level summary association statistics from multiple studies in GWAMA. It assigns a higher PPR to an association signal, if the SNP is significantly associated with the phenotype and its estimated effect sizes are consistent across multiple studies. Compared to other meta-analysis methods, MAMBA is much more robust to outlier studies. In the special case that fixed effects assumptions hold, and no heterogeneity or outliers are present, MAMBA is similar to a standard inverse-variance weighted meta-analysis (except that MAMBA imposes a prior on the distribution of effect sizes across SNPs), resulting in virtually no loss of power compared to the widely used fixed effect meta-analysis. We conduct extensive simulations to evaluate the performance of our approach in assessing the replicability of association signals in meta-analysis across a wide range of scenarios. We show that MAMBA can powerfully identify replicable association signals. It also improves the genetic effect estimates by borrowing information across genome-wide SNPs and applying shrinkage. We further demonstrate the value of the method by applying it to a GWAMA of several smoking and drinking addiction phenotypes from the GWAS and Sequencing Consortium of Alcohol and Nicotine use (GSCAN), where summary statistics are aggregated from 35 individual study cohorts of European ancestry, and up to 1.2 million research participants.

In the published meta-analysis, a stringent quality control was conducted and only variants with MAF > 0.1% were analyzed to ensure the quality of the results, yet it potentially left out well-imputed rare frequency variants with MAF < 0.1%. In this study, we reanalyze the common variants (with MAF > 1%) and low-frequency variants (0.1%<MAF < 1%) analyzed in the original study, as well as the rare imputed variants (with MAF <0.1%) using MAMBA. Among the 556 published common and low-frequency variant signals, we identify only one with low PPR (<10%), while 529 have PPR greater than 99%. In our extended analysis of ~4300 rare imputed variants, we identify 2,807 variants with PPR greater than 99% with many being coding variants. These identified rare variant association signals pinpoint potential new loci with pleiotropic effects on lipids metabolisms, immunity, and substance use. MAMBA hence further expands the utility of imputation-based genetic studies to robustly study rare variants.

In this work, summarily, we propose methods for assessing replicability from GWAMA, reanalyze an ultra-large-scale GWAMA of tobacco and alcohol use phenotype, and identify a number of interesting rare variant associations. The proposed methods and software will benefit future large-scale genetic studies using biobanks.

Results

A motivating example. The MAMBA model was motivated by the observed patterns of outliers from multiple large-scale GWAMA on lipids levels and smoking drinking traits. As a motivating example,
Fig. 1 Cohort level Z-scores for a genome-wide significant SNP that was identified as non-replicable for a Smoking Initiation (SmkInit) phenotype from GSCAN Consortium. Cross-mark indicates the meta-analysis z-score from a two-sided hypothesis test unadjusted for multiple comparisons. The size of the dot is proportional to the sample size of the cohort. Identified “outlier” summary statistic is marked as orange, which has a disproportionally large Z-score and drives the meta-analysis association results. The purple triangle indicates the MAMBA estimated Z-score, the posterior probability of replicability is $9 \times 10^{-22}$, very close to 0. Source data are provided as a Source Data file.

Methods overview. MAMBA is a two-level mixture model that takes the genetic effect $b_j$ and its standard deviation $s_j$ from participating studies as input for a particular SNP $j$, i.e. $b_j = (b_{j1}, \ldots, b_{jk})$ and $s_j = (s_{j1}, \ldots, s_{jk})$. To mathematically describe this model, we define indicator variable $R_j \sim$ Bernoulli ($\pi$), with $R_j = 1$ if the SNP has a real non-zero effect. When the SNP has null effect (i.e. $R_j = 0$), we further define an indicator variable $O_{jk} \sim$ Bernoulli ($\lambda$) indicating whether the SNP is a spurious association with inflated variation (i.e. $O_{jk} = 1$ in study $k$, or it is a well-behaved null SNP (i.e. $O_{jk} = 0$). Conditional on the indicators, the distribution of the genetic effect $b_{jk}$ satisfies

$$p(b_{jk}|\mu_j, R_j = 1) \sim N(\mu_j, s_{jk}^2) \quad p(\mu_j|R_j = 1) \sim N(0, \tau^2)$$

$$p(b_{jk}|\mu_j = 0, R_j = 0, O_{jk} = 0) \sim N(0, \tau^2 s_{jk}^2)$$

$$p(b_{jk}|\mu_j = 0, R_j = 0, O_{jk} = 1) \sim N(0, \alpha s_{jk}^2)$$

Here $a$ is an inflation factor which captures the extent of inflation in the observed effect sizes for outlier summary statistics (i.e. $R_j = 0, O_{jk} = 1$). As a special case, when no outliers exist, conditional on the mean value parameter $\mu_j$, the MAMBA model reduces to that of a fixed effect meta-analysis, i.e. $p(b_{jk}|\mu_j) \sim N(\mu_j, s_{jk}^2)$ for all SNPs. As the goal of the model is to identify replicable associations, we do not allow for outliers or model variance inflation when a SNP has real non-zero genetic effect (i.e. the case $R_j = 1, O_{jk} = 1$ is not considered in our model). To assess the replicability of GWAS loci, we choose the sentinel variant from each locus as input, which is pruned based upon linkage disequilibrium. We assume that the SNPs used in the model are independent, so the likelihood for all SNPs becomes the product of the likelihood of individual SNPs. When it is of interest to estimate the genetic effect sizes of all variants in a locus (and not merely the sentinel variants), we found that fitting the same model using correlated SNPs led to similar improvements as MAMBA in estimating genetic effect size. In this case, the model can be considered as a composite likelihood (MAMBA-est), which takes all SNPs in the identified loci as input. This allows for genome-wide estimates of genetic effect size, which can be used for many downstream analyses. If the primary goal of the analysis is assessing replicability, MAMBA is preferred to MAMBA-est due to its computational convenience. A more detailed comparison of MAMBA and MAMBA-est can be found in "Results".

Using an expectation-maximization algorithm, we estimate the hyperparameters from the data, and calculate the PPR. MAMBA (and MAMBA-est) give improved estimates of the genetic effect by modeling the joint distribution of the effect sizes across different genetic variants. To facilitate the comparison with frequentist methods, we further developed a parametric bootstrap method to calculate $p$-values testing $H_0: \mu_j = 0$ for each SNP. More model details can be found in the "Online Methods".

Simulation studies. We conducted extensive simulations to compare the performance of MAMBA with existing meta-analysis and replicability analysis methods. We assessed the models in terms of type I error control, power, and estimation of the underlying effect size. The models considered for comparison include

1. fixed effects inverse variance weighted meta-analysis (FE);
2. random effects DerSimonian-Laird model (RE)\(^2\);\(^3\);
3. Han and Eskin’s random effects model (RE2) that assumes no heterogeneity across studies under the null hypothesis\(^4\);\(^5\);
4. Binary effects model (BE)\(^6\),\(^7\) that assumes for each SNP, a portion of the studies in the meta-analysis have null effects while the rest of the studies have fixed effects;
5. SCREEN method for replicability analysis\(^8\),\(^9\), a method which calculates the posterior probability that a SNP has non-zero effect in at least a given number of studies.

As each method makes different assumptions regarding the distribution of the estimated effect sizes across studies, we considered 5 different data generation processes (DGP) to facilitate a comprehensive and fair comparison between different methods. Under each DGP, we simulated 60 million independent SNPs, and randomly picked 1% of SNPs to have true non-zero effect, which are normally distributed with mean zero and variance $\tau^2$. The effect size estimate variances $s_{jk}^2$ were generated in our simulation by sampling with replacement from the variance of the observed genetic effects calculated from existing GSCAN study summary statistics. The effect size estimates were then simulated based upon the estimated true effect sizes and standard errors sampled from the GSCAN studies, following the assumptions of each DGP.

For the MAMBA DGP, we varied the severity of outlier test statistics, while for RE and RE2 DGP we varied the amount of effect heterogeneity across cohorts. For FE DGP we considered different magnitudes of fixed effects sizes. For BE DGP we randomly selected a fraction of the studies where the genetic effect of causal variants is non-zero. A complete and detailed breakdown of simulation scenarios considered can be found in the Supplementary Note.
Simulation evaluation of type I error. We evaluated empirical type-I error rates at $\alpha = 1 \times 10^{-6}$, $1 \times 10^{-3}$, and 0.05 for each method under different DGPs (Supplementary Data 1). The type I error was evaluated using 60 million simulated genetic variants for each DGP.

First, we found that under the fixed-effects assumption (DGP=FE), all methods controlled type I error for different significance thresholds, except for the RE method which tends to be conservative. When outliers are present in the dataset (DGP=MAMBA), all models except for MAMBA have inflated type-I error. The inflation of the type-I error rate becomes increasingly severe as the significance level becomes more stringent. For example, at $\alpha = 1 \times 10^{-3}$, type I error for the FE method is 5 times inflated relative to the significance threshold, and BE and RE2 methods are both >10 times inflated. At a more stringent threshold of $\alpha = 1 \times 10^{-6}$, the type I error for the FE method is >400 times the significance threshold, whereas BE and RE2 both have type-I error rates of more than 4000 times the significance threshold.

Interestingly, the RE method does not have well-controlled type-I error even when the data are generated under a RE DGP. This is in fact consistent with previous investigations. The type I error inflation is due to the challenge of accurately estimating the heterogeneity in a set of meta-analysis studies. On the other hand, the MAMBA model produces better-calibrated p-values compared to the RE model even when the data is generated according to a RE model. For example, at $\alpha = 1 \times 10^{-6}$, the RE method type-I error rate is $9.7 \times 10^{-6}$, close to 10 times the significance threshold, while the type I errors for FE, RE2, and BE methods are all greater than 20 times the nominal threshold. The SCREEN model was not considered here, as it does not calculate meta-analysisp-values.

Simulation comparison of power. We next compared each method in terms of power under different DGPs (Fig. 2a). As some methods have inflated type-I error rates, we recalibrated the significance threshold for each method so that all methods have an empirical type-I error rate $\alpha = 1 \times 10^{-6}$. The power comparison was based upon the recalibrated threshold (Supplementary Data 2). We first note that when standard fixed-effects assumptions hold (DGP=FE), power for the MAMBA model is nearly equal to that for fixed-effects meta-analysis, and larger than any alternative methods. When the data are generated with outliers or heterogeneity (DGP=MAMBA or RE DGP), the power of the MAMBA model is also greater than that of any other method. Under an RE2 DGP, where heterogeneity exists only under the alternative hypothesis, MAMBA and FE have nearly identical power, and both are slightly more powerful than the RE2 method. This comparison is in fact consistent with Han and Eskin’s finding, and is reflective of the amount of between-study heterogeneity (0.05–0.3) we used in the simulation studies. In general, one would expect some advantages for the RE2 method over alternatives in cases of more extreme effect heterogeneity. Finally, while the BE model has superior power when less than 90% of the studies are associated with the phenotype, the MAMBA and FE models are the most powerful methods when the genetic variant is associated with the phenotype in 90% or more of the studies. As the goal of the MAMBA model is to identify real and non-zero replicable associations where effects are present in all cohorts, the comparison result with BE is expected in cases where only a small proportion of studies are associated with the phenotype.

Improved accuracy for genetic effect estimates. In assessing the accuracy of effect size estimation, we observed that the MAMBA model exhibits lower mean-squared error (MSE) between the estimated and true effect sizes compared to FE or RE methods regardless of the DGP (Fig. 2b). This is likely because the MAMBA posterior estimator benefits from shrinkage achieved by jointly modeling all SNPs. Under the FE, RE, RE2, and MAMBA DGP, we noted that the MSEs of genetic effect estimates from FE and RE models are more than 40 times larger than that of the MAMBA model. The BE, RE2, and SCREEN models were not considered for comparison here as they do not directly estimate effect size.
Estimation of MAMBA Hyperparameters. A summary of hyperparameter estimates across all simulated DGP is shown in Supplementary Data 3. When the data are generated according to the MAMBA model, average estimates of MAMBA hyperparameters are close to the true values used in the simulation. Under a FE DGP, the inflation factor $\alpha$ converges to nearly 1, which indicates no inflation and is equivalent to the FE DGP assumption. We found that under RE or RE2 DGP with the $I^2$ heterogeneity statistic between 5–30%, the fraction of estimated outlier studies was large (~0.6), but the estimate of variance inflation $\alpha$ was moderate (between 1 and 1.6). As indicated by well-controlled Type I error, MAMBA appears to be flexible enough to adequately model a RE DGP. Under all DGP, the estimated proportion and variance of replicable non-zero effect SNPs were well estimated by the MAMBA model. We also ran additional simulation scenarios, considering cases where the MAMBA inflation factor was large and the proportion of outliers was small ($\alpha = 100, \lambda = 0.001$), and where the inflation factor is relatively modest ($\alpha = 1.1, \lambda = 0.025$). These scenarios are reflective of the models estimated for GSCAN addiction phenotypes. We found that MAMBA hyperparameter estimates remained unbiased with well-controlled Type-I error rates, with power and MSE of effect sizes improved compared to alternative methods (Supplementary Data 4).

Application to GSCAN meta-analysis of addiction phenotypes. We also used the GSCAN dataset to compare meta-analysis methods and their potential to assess replicability in GWAS. The GSCAN study consists of 35 contributing research studies and a combined sample size of up to 1.2 million participants. In this study, a total of 406 novel loci were identified. Here, we consider analyzing Drinks per Week (DrnkWk), Smoking Initiation (SmkInit), Smoking Cessation (SmkCes), and Cigarettes Per Day (CigDay) phenotypes. Table 1 displays the sample sizes for each trait. More detailed information on the participating cohorts can be found in Supplementary Data 5–6. Minor allele frequencies from all variants in each GSCAN cohort were shared in meta-analysis, and the overall MAF was calculated across cohorts using the individual cohort MAFs. All GSCAN cohorts were of European ancestry. Participating studies in the meta-analysis were approved by their local Institutional Review Board.

To evaluate different methods, we treated the 23andMe dataset as the replication cohort as it is the largest contributing study. We performed discovery meta-analysis using the remaining cohorts. In this way, we ensure that both the discovery and replication cohorts have adequate sample sizes and power. For each phenotype, we first conducted a fixed effect inverse variance weighted meta-analysis combining the genetic effect estimates. We analyzed all SNPs which were imputed in at least four cohorts. Among variants with marginal $p$-values $< 1 \times 10^{-5}$, we applied clumping and retained the SNP with the most significant $p$-value in each locus, and removed any SNPs within 500kb that have an LD coefficient of $> 0.1$ with the sentinel variant. These retained SNPs were combined with non-significant (i.e. $p$-value $> 1 \times 10^{-3}$) pruned variants with minor allele frequency (MAF) $> 0.01$ to fit the MAMBA model. The non-significant pruned variants are included in the dataset to ensure that the non-replicable mixture component of the MAMBA model is represented and can be accurately estimated. Their inclusion is for numerical considerations. We also applied MAMBA-est to all SNPs in identified loci. For both MAMBA and MAMBA-est, a separate model was estimated for each chromosome to allow the hyperparameters to vary across chromosomes. The average time for model convergence was less than 2 minutes for MAMBA models and less than 5 minutes for MAMBA-est (Supplementary Data 7). Estimated model parameters for all GSCAN models are shown in Supplementary Data 8–11. A layered Manhattan plot illustrating the results of the MAMBA method for SmkInit is displayed in (Fig. 3).

GSCAN Analysis Demonstrates that MAMBA is More Powerful and Robust Than Alternative Methods. We ranked the $p$-values in the discovery and replication cohort separately, with smaller $p$-values given lower numerical rank. In assessing whether a SNP has a replicable association, we expect that the $p$-values for replicable signals will be consistently highly ranked in both the discovery and replication cohorts, while spurious signals from the discovery cohort will likely become insignificant and low-ranked in the replication cohort. To compare different methods we used Kendall’s-tau to assess the concordance between $p$-values in discovery and replication phase.

The $p$-values from both MAMBA and MAMBA-est had higher levels of concordance with the replication cohort $p$-value for every phenotype compared to alternative methods (Table 2). In addition, a visual comparison makes it clear that, compared to FE meta-analysis, the MAMBA method tends to produce less significant $p$-values for SNPs with low ranks in the replication dataset (which are more likely to be spurious associations), but similar results for the higher-ranking SNPs (which are more likely to have true non-zero effects) (Fig. 4a). This demonstrates improved power and robustness for MAMBA. In contrast, the RE method can be underpowered, as many SNPs which are ranked highly in the replication cohort do not have significant $p$-values in the discovery cohort, which makes Kendall’s tau correlation coefficient lower (Fig. 4b). On the other hand, BE and RE2 methods tend to produce $p$-values similar to FE regardless of the replication rank of the SNP (Fig. 4c, d), suggesting that they may be sensitive to outliers and detect spurious associations as significant. Compared to MAMBA, MAMBA-est had a slight decrease in the concordance, as more noise was introduced as numerous correlated SNPs were fitted (Table 2).

The MSE and Pearson correlation coefficient between discovery and replication cohort effect sizes were improved for all phenotypes and for practically every comparison considered, in particular for the genetic effect estimates for low and rare frequency variants with MAF $< 1\%$ (Supplementary Data 12). For example, low-frequency variant correlation (defined here as MAF $< 1\%$) was improved from ~0.05 for FE and RE methods to 0.33 using the MAMBA method for the DrnkWk phenotype, along with a greater than 5-fold reduction in MSE. For the CigDay phenotype, correlation was improved from ~0.01 to 0.12 using the MAMBA method, along with a greater than 6-fold reduction in MSE (Fig. 5 and Supplementary Data 13). We plotted the estimated effect sizes from the FE and MAMBA method against the replication effect size estimates to demonstrate the improvement and shrinkage applied for each GSCAN phenotype (Supplementary Fig. 1). MAMBA-est had either nearly equal or slightly improved concordance and MSE with the replication dataset at the same pruned set of SNPs as the MAMBA method. This indicates that composite likelihood using information shared

### Table 1 Sample size for discovery and replication cohorts for smoking and drinking phenotypes in GSCAN.

| Phenotype     | Discovery N (number of contributing studies) | Replication sample size (23andMe) |
|--------------|---------------------------------------------|----------------------------------|
| CigDay       | 263,954 (34)                                | 73,380                           |
| DrnkWk       | 537,349 (33)                                | 403,931                          |
| SmkCes       | 366,740 (36)                                | 234,398                          |
| SmkInit      | 651,337 (35)                                | 599,289                          |
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Table 2 Kendall’s tau correlation of p-values between discovery meta-analysis and replication p-value. The highest correlations were marked by an asterisk.

| Method     | Phenotype | CigDay | DrnkWk | SmkCes | SmkInit |
|------------|-----------|--------|--------|--------|---------|
| MAMBA      |           | 0.28*  | 0.29*  | 0.13*  | 0.37*   |
| MAMBA-est  |           | 0.27   | 0.28   | 0.13*  | 0.36    |
| FE         |           | 0.26   | 0.26   | 0.12   | 0.20    |
| RE         |           | 0.17   | 0.12   | 0.01   | 0.09    |
| RE2        |           | 0.25   | 0.27   | 0.12   | 0.13    |
| BE         |           | 0.24   | 0.27   | 0.10   | 0.09    |

Improved robust modeling of rare variants. The promising results from simulation and real data analysis encouraged us to reanalyze the GSCAN data using all available studies including 23andMe. We leveraged MAMBA to determine replicable and non-replicable signals without imposing any preset filtering criteria.

We first examined the replicability of the 556 reported hits (MAF > 0.1%) in the original GSCAN study, where we found 555 signals have PPR>99%. We identified rs79631993 to have low probability of replicability for the SmkInit phenotype (PPR = 0.08, MAMBA PVALUE=0.2). This SNP was highly significant as an outlier in one cohort, but became insignificant when meta-analyzed using the rest of the cohorts (Fixed Effects PVALUE=0.6).

Next, we explored if MAMBA can identify additional rare frequency (MAF < 0.1%) association signals which may be misleading “peak” in the Manhattan plot typically indicative of a strong clear signal. Other outlier SNPs do not have significant SNPs in LD, thus may be challenging to judge for authenticity by visual inspection of the Manhattan plot. In addition, replicable rare-variant associations will inherently have fewer SNPs in LD, which would make visual judgement challenging. When examined in the replication data from the 23andMe cohort, only 4 of these 87 variants with low MAMBA PPR were replicated at a nominal significance threshold of p<0.05, and 39 of these SNPs which were measured in the replication cohort have effect size estimates in the opposite direction of the discovery sample. Surprisingly, 25 of these SNPs for the SmkInit phenotype have reached genome-wide significance in the discovery cohort using a fixed effect meta-analysis. (See Supplementary Fig. 3 and Supplementary Data 15 for a description of detected non-replicable SNPs). On the other hand, among the 986 SNPs with estimated PPR >99%, 47% were nominally significant with p<0.05 in the replication cohort 23andMe, and 79% with consistent direction of effects. Clearly, our comparison showed that MAMBA is very effective filtering out non-replicable signals, which we found to generally occur more frequently as MAF decreases. At the same time, it can recover many replicable low and rare frequency variant effects, which may be filtered out under more stringent quality control criteria (e.g. removing all variants with MAF<0.1% or with imputation $R^2<0.3$). MAMBA thus can maximize the utility of the imputation-based GWAS, in particular for the discovery of associated lower frequency variants.

MAMBA identifies outliers and non-replicable associations. Using MAMBA model outputs, we summarize the predicted number of outliers at each SNP and across GSCAN phenotype and MAF ranges (Table 3). We observed an increase in the predicted number of outliers for rare variants (MAF < 0.1%) compared to more common variants across phenotypes. For some traits, such as SmkInit, false positive associations may be pervasive prior to standard quality control procedures, and were detected even for common frequency variants (MAF > 1%). Among 2274 SNPs with suggestive evidence of association (i.e. $p < 1 \times 10^{-3}$), 87 SNPs had MAMBA PPR less than 0.1 (Table 3). Among these 87 variants with low PPR for the SmkInit phenotype and also high-
functionally important but were not identified in the original analyses. For GSCAN phenotypes, 4337 rare variants with MAF < 0.1% were analyzed, of which 2807 had PPR greater than 99%. We used the Ensembl Variant Effect Predictor28 to determine potential effects of these variants on genes and transcript sites, and found 262 SNPs which may function as either stop-gain or missense mutations, or are intronic mutations with genome-wide significant p-values ($P_{MAMBA} < 5 \times 10^{-8}$) (Supplementary Data 16).

We subsequently checked whether these associations were related to terms of “Alcoholism”, “Alcohol Drinking”, “Smoking”, “Tobacco Use Disorder”, and “Substance-Related Disorders” using PheGenI Phenotype-Genotype Integrator29. We found that 39 of the 262 SNPs corresponded to genes with previously cited associations for another smoking–drinking trait, with 5 being associated with both smoking and drinking phenotypes 30–36 (GRM5, PCDH9, CDH13, DPP6, ESR1) (Supplementary Data 16). This highlighted the pervasive pleiotropy of rare variants for smoking and drinking addiction.

Among the 262 identified variants, a number of them are rare coding variants that point to genes with relevant mechanisms in addiction. The SNPs (rs121908486 and rs140272400) function as missense mutations, and reside in known lipids-associated genes (SLC7A9 and LIPC). rs121908486 is a known pathogenic variant for the SLC7A9 gene, and is identified as replicable for both DrnkWk ($P_{MAMBA} < 7.6 \times 10^{-7}$) and SmkCes ($P_{MAMBA} < 3 \times 10^{-8}$) phenotypes. SLC7A9 is located within “amino acid transport across the plasma membrane” pathway which has also been associated with alcohol dependence37. A missense variant (rs28936679) in the AANAT gene is significantly associated with SmkCes ($P_{MAMBA} < 3 \times 10^{-8}$), and moderately associated...
**Fig. 5 Pearson Correlation of meta-analysis estimated effect sizes with replication cohort effect sizes.** We separately considered the correlation for (a) all variants (b) low-frequency variants (MAF < 0.01) (c) rare variants (MAF < 0.001) (d) genome-wide significant SNPs (two-sided unadjusted p-value < 5 × 10^{-8}). Source data are provided as a Source Data file.
### Table 3 Estimated Number of Outliers Statistics and Non-replicable SNPs in the GSCAN Dataset.

| Phenotype | MAF range | Number of significant SNPs | Median # of outliers | Maximum # outliers at each SNP | Total expected # of Non-replicable SNPs |
|-----------|-----------|----------------------------|----------------------|-------------------------------|---------------------------------------|
| SmkInit   | 0 < MAF < 0.001 | 306 | 6.32 | 2.151 | 0.007 |
|           | 0.001 < MAF < 0.01 | 301 | 0.91 | 1.027 | 0.005 |
|           | 0.01 < MAF < 0.1 | 151 | 1.27 | 2.173 | 0.006 |
| SmkCes    | 0 < MAF < 0.001 | 424 | 26.09 | 3.099 | 0.026 |
|           | 0.001 < MAF < 0.01 | 100 | 5.01 | 0.874 | 0.025 |
|           | 0.01 < MAF < 0.1 | 201 | 7.09 | 1.349 | 0.025 |
| DrnkWk    | 0 < MAF < 0.001 | 229 | 12.72 | 1.722 | 0.025 |
|           | 0.001 < MAF < 0.01 | 74 | 0.81 | 0.71 | 0.025 |
|           | 0.01 < MAF < 0.1 | 151 | 0.91 | 1.73 | 0.025 |
| CigDay    | 0.001 < MAF < 0.01 | 61 | 1.12 | 0.74 | 0.025 |
|           | 0.01 < MAF < 0.1 | 137 | 1.27 | 1.75 | 0.025 |

Using estimated hyperparameters from MAMBA, we estimated the number of non-replicable SNPs and outlier statistics in each study as a way to quantify the extent of outlier statistics in real data.

**Discussion**

In this article, we presented a model-based method, MAMBA, for identifying non-zero replicable signals from a GWAS and refining genetic effect estimates. We demonstrated using simulated and real datasets that MAMBA is capable of identifying non-replicable SNPs with high accuracy, and the refined effect size estimates from MAMBA have smaller MSE and are more concordant with estimates from independent datasets.

There are some existing methods for assessing the replicability of GWAS results\(^ {18,19}\), which seek to identify the studies with non-zero genetic effects. However, because most of the genetic effects identified in GWAMA are small, statistical power to identify associations from each participating study is often limited, as evidenced by the low power of the SCREEN method. In contrast, our method focuses on quantifying whether the aggregated genetic effect in meta-analysis is non-zero, leveraging the strength and consistency of association signals between contributing studies and consequently leading to improved power and robustness.

Our approach implicitly assumes that the genetic effects for genuine association signals are relatively homogeneous. Though this assumption may be violated in practice, our simulations based upon the random effect model with considerable heterogeneity showed that the method still yields well-calibrated \( p \)-values, demonstrating the robustness of the method. For most identified genetic variants from GWAS, genetic heterogeneity for genuine association has typically been shown to be small\(^ {16,39}\), particularly for studies that use only European samples. Currently, there is limited knowledge on the genetic heterogeneity in multi-ethnic studies that involve non-European samples, as a majority of existing large-scale genetic studies were based upon samples of European ancestry. In practice, the genetic effect heterogeneity may depend on the extent of gene environment interaction, on whether the causal variant has different frequencies between populations, or on differences in linkage disequilibrium between ancestries. When multi-ethnic studies are considered, MAMBA can be applied to analyze each ancestry separately if there is strong evidence suggesting between-ancestry genetic effect heterogeneities.

In real data analysis of addiction phenotypes, we found MAMBA outperforms conventional heuristic quality control procedures that are being used in GWAS studies, such as examining if a GWAS “peak” has a strand of neighboring variants in LD which are also significantly associated. As we showed in the results, some spurious association signals also have supporting neighbors, which would likely be missed by visual inspection but were correctly pinpointed by MAMBA. We also found that our method can reliably identify replicable low-frequency SNPs and improve the coverage of imputation-based GWAMA to lower frequency variants. In practice, imputation-based GWAS meta-analyses often remove all low-frequency variants (i.e. MAF<0.1% or imputation quality R\(^ 2 < 0.3\)) to protect against false positives. However, many of the low-frequency SNPs may still provide valuable association information. For future studies, we suggest using a more lenient filtering criteria in combination with PPR estimated by MAMBA to identify replicable associations, as current procedures for filtering variants may be overly conservative but can still fail to filter out spurious association signals.

The MAMBA model was developed to assess the replicability for the sentinel variants. When there are multiple independent
signals in a locus, conditional analysis can be applied by first adjusting for the association signals from the top variant. The conditional p-values and effect sizes can be used as input for assessing the replicability for secondary variants. We also developed an extension to MAMBA called MAMBA-est, which extends MAMBA in a composite likelihood framework and can analyze correlated SNPs in each locus. A major application of MAMBA-est is to obtain more robust marginal effect size estimates for SNPs across the genome, which may be utilized in a variety of downstream analyses and in conjunction with other methods which take summary statistics as input, such as PrediXcan\textsuperscript{40} or LD Score regression\textsuperscript{11}. When the interest is to assess the replicability of sentinel variants, MAMBA should be used instead of MAMBA-est, as it yields slightly more accurate estimates of the posterior probability of replicability.

Similar to the other meta-analysis methods we compared in this paper, MAMBA implicitly assumes that summary statistics from contributing studies are independent. General methodology has been proposed for decoupling the summary statistics from GWAS when there are overlapping subjects across studies\textsuperscript{42}. These methods can be applied before assessing replicability with MAMBA. Extensions of MAMBA to overlapping subjects in meta-analysis is also a promising area of future research.

As the sequencing and genotyping cost continues to decrease, more genetic datasets will be generated and analyzed, and more studies will probe rare variants and variants with small genetic effects. Given the difficulty of finding a sufficiently sized replication cohort that is powerful enough to validate rare variant and small effects, model-based assessment of replicability in GWAMA should be seriously considered. We expect our method MAMBA will be a very useful tool for this purpose.

Methods

Model details. MAMBA is a hierarchical mixture model, which takes the SNP effects and their standard errors from participating studies as input. We define $b_j = (b_{j1}, \ldots, b_{jt})^T$ and $s_j = (s_{j1}, \ldots, s_{jt})^T$, where $b_j$ and $s_j$ are the genetic effect estimate and standard error for SNP $j$ in study $k$. We further use $b = (b_1, \ldots, b_T)^T$ denote the effect size estimates for all $M$ SNPs analyzed in the model. In the MAMBA mixture model, we use the latent variable $R_j$ to model whether SNP $j$ has real non-zero effects, and the latent variable $O_j$ to denote whether a null SNP is a spuriously associated outlier in some studies. Replicable SNPs are assumed to have underlying marginal effect sizes $\mu$, which follows a normal distribution with mean 0 and variance $\tau^2$. The proportion of replicable non-zero effect SNPs is denoted as $\pi$. The effect estimates for outlier SNPs is assumed to follow a normal distribution with variance $\tau^2$. The proportion of outlier summary statistics for non-replicable SNP $j$ is denoted as $\lambda_j^o$.

Together, the distribution for the summary statistics $b_j$ follows

$$b_j | R_j, O_j, \mu_j = \begin{cases} \mathcal{N}((\mu_j, s_j^2), R_j = 1) \\
\mathcal{N}(0, s_j^2), R_j = 0, \quad O_j = 1 \\
\mathcal{N}(0, s_j^2), R_j = 0, \quad O_j = 0 \end{cases}$$

(2)

where $\mu_j \sim \mathcal{N}(0, \tau^2)$, $R_j \sim \text{Bernoulli}(\pi)$, $O_j \sim \text{Bernoulli}(\lambda_j^o)$.

The hyperparameters of the model are denoted by $\theta = (\tau^2, \pi, \lambda_j^o)$, among which $\pi$ is used to model the marginal effect sizes for "outlier" summary statistics. Here, we assume that the contributed studies in a meta-analysis are non-overlapping and independent of each other, so the probability density function for a SNP $j$ is

$$p(b_j) = \pi \int_{-\infty}^{\infty} p(\mu_j | R_j = 1) \prod_{j=1}^{T} p(b_{j1}, \ldots, b_{jt} | R_j = 1) d\mu_j + (1 - \pi)$$

$$\prod_{j=1}^{T} \left[ \frac{1}{\lambda_j^o} p(0, \mu_j | R_j = 0, O_j = 1) + (1 - \lambda_j^o) p(b_{j1}, \ldots, b_{jt} | R_j = 0, O_j = 0) \right]$$

(3)

As pruned SNPs are independent of each other, the joint likelihood satisfies:

$$p(b) = \prod_{j=1}^{T} p(b_j)$$

(4)

In fact, the likelihood in (4) can also be viewed as a composite likelihood when used to analyze genome-wide correlated SNPs and improve accuracy of genetic effect estimates (i.e. MAMBA-est).

We fit the joint model in (2) using an empirical Bayes approach, and estimate the hyperparameters $\theta = (\tau^2, \pi, \lambda_j^o)$ with an Expectation and Maximization (EM) algorithm (See Supplementary Note for details). The resulting estimated parameters are denoted as $\hat{\pi}, \hat{\tau}^2, \hat{\lambda}_j^o$ and $\hat{\theta}$. While the likelihood and EM algorithm used to estimate both MAMBA and MAMBA-est models are the same, the hyperparameter estimates may not be comparable between the two models. This is because different sets of input summary statistics are provided for MAMBA and MAMBA-est. Given that our primary interest is to assess replicability and improve genetic effect estimates, the hyperparameters may be considered as nuisance parameters.

The posterior probability of a SNP having replicable effect (PPR) is estimated by

$$p(R_j = 1 | b_j) = \frac{p(b_j | R_j = 1)}{\sum_{R} p(b_j | R)} + (1 - \pi)$$

$$\prod_{j=1}^{T} \left[ \frac{1}{\lambda_j^o} p(0, \mu_j | R_j = 0, O_j = 1) + (1 - \lambda_j^o) p(b_{j1}, \ldots, b_{jt} | R_j = 0, O_j = 0) \right]$$

(5)

and the posterior mean effect size for SNP $j$ can be derived as

$$\hat{\mu}_j = \frac{p(R_j = 1 | b_j) \hat{\mu}_j | R_j = 1, b_j}{p(b_j | R_j = 1)}$$

$$= \frac{p(R_j = 1 | b_j) \sum_{R} p(b_j | R)}{\sum_{R} p(b_j | R)}$$

(6)

(See Supplementary Note for a detailed derivation.)

In practice, the contributed summary association statistics often contain missing data, and the level of missingness is often higher for lower frequency variants\textsuperscript{43}. This can be due to the low imputation quality for some variants, or because different studies use slightly different reference panel for imputation and hence harbor slightly different variant sites. When a genetic variant $j$ is missing from cohort $k$, we exclude the missing summary statistics from the likelihood. The resulting analysis will still be valid, as the missingness occurs independently of the phenotype.

Connections to fixed effect meta-analysis and weighted least square meta-analysis. MAMBA has a few interesting connections with existing methods. First, when there are no outliers, conditional on the mean parameter $\mu$, the model is reduced to fixed effect inverse variance weighted meta-analysis method. In this case, the likelihood for the summary statistics becomes

$$p(b_j | R_j = 0) \sim \mathcal{N}(\mu_j, s_j^2)$$

Yet, unlike fixed effect meta-analysis, our method includes a prior on the parameter $\mu$, which allows us to borrow strength from different variant sites.

Secondly, when the summary statistic for a non-replicable SNP is an outlier, its effect size is assumed to follow a normal distribution with variance inflated by a factor of $a$, i.e.

$$p(b_j | R_j = 0, O_j = 1) \sim \mathcal{N}(0, a^2 s_j^2)$$

This "inflated variance" model is similar to the assumption made by a weighted least square meta-analysis. Previous studies have shown that a weighted least square meta-analysis with "inflated variance" assumption works equally well as a random effect model when there is heterogeneity in the effect sizes\textsuperscript{44}. It also performs better than fixed effects methods when the variance of the estimator may not be accurately estimated\textsuperscript{45}. In our model, this modeling strategy also helps MAMBA produce robust meta-analysis results in the presence of outlier effect size estimates.

Calculation of P-values based upon bootstraps. To facilitate the comparison of MAMBA and other frequentist meta-analysis methods, we also developed a parametric bootstrap method to empirically generate the null distribution for the PPR computed from MAMBA. We then calculate p-values by comparing the MAMBA and other frequentist meta-analysis methods, we also developed a parametric bootstrap method based upon the estimated hyperparameters $\hat{\theta}$ from the model in (1), and estimate the PPR for all SNPs in the simulated datasets. Specifically, for the $m$th bootstrap dataset, we generate the SNP effects based upon the following hierarchical model:

$$b_m^{\text{SNP}} | \text{mut-} \mu, \text{mut-} \tau^2, \text{mut-} \lambda^o \sim I(R_m = 1) \mathcal{N}(\mu_m, s_m^2) + I(R_m = 0, O_m = 0) \mathcal{N}(0, s_m^2) + I(R_m = 0, O_m = 1) \mathcal{N}(0, a^2 s_m^2),$$

where

$$p_m^\text{mut-} \sim \mathcal{N}(0, \tau^2), \quad m = 1, \ldots, M$$

$$R_m \sim \text{Bernoulli}(\pi), \quad m = 1, \ldots, M$$

$$O_m \sim \text{Bernoulli}(\lambda), \quad m = 1, \ldots, M, \quad k = 1, \ldots, K$$

A total of $L$ bootstrap datasets will be generated, and $M$ denotes the number of SNPs used in the original model. The standard errors $s_m^2$ for a simulated
SNP $m$ in dataset $l$ are generated by bootstrap sampling from the rows of $\Delta_m^{l,i}$, where each row of $\Delta_m^{l,i}$ is a vector of standard errors for a SNP from the original dataset.

3. The posterior probabilities of the simulated non-associated SNPs ($R_i = 0$) from all $L$ bootstrap datasets form an empirical distribution under the null hypothesis of no association. Let $[R_i]_l$ denote the number of simulated non-associated SNPs in bootstrap dataset $l$. We can calculate the p-value for SNP $j$ in the original dataset by $p_{j}^{l} = \frac{1}{\sum_{l=1}^{L} \sum_{i} \mathbb{1}(R_i^{l} = 1|b_i)} \cdot \frac{1}{p(R_i^{l} = 1|b_i)}$, where $p(R_i^{l} = 1|b_i)$ is the PPR in the original dataset for SNP $j$, and $p(R_i^{l} = 1|b_i)$ is the estimated PPR from the null SNP $m$ in the $h$th simulated dataset.

GSCAN datasets. We evaluated the proposed methods using the meta-analysis dataset from the GSCAN consortium\cite{12}. Four smoking and drinking phenotypes were used, including:

I. Smoking Initiation (SmkInit) is a binary trait that contrasts ever and never smokers. Ever smokers were defined as individuals who have smoked $\geq 50$ cigarettes in their lifetime, which is consistent with the definition by the Centre for Disease Control\cite{13};

II. Cigarettes per day (CigDay) is a quantitative trait that measures the average number of cigarettes smoked per day by ever smokers;

III. Smoking cessation (SmkCes) is a binary trait that contrasts former vs current smokers;

IV. Drinks Per Week (DrnkWk) is a quantitative trait that measures the average number of drinks per day by regular drinkers.

Age of Initiation (AgeInit) was the only GSCAN consortium phenotype excluded from our analysis, as there were too few SNPs which surpassed genome-wide significance using fixed effects meta-analysis.

Proprocessing: Workflow for Analyzing GSCAN Dataset with MAMBA and MAMBA-test. Using MAMBA, we assess the replicability of a pruned set of sentinel variants. In addition to the significant sentinel variants, we include randomly pruned markers from a reference panel to ensure that both non-replicable and replicable associated SNPs are represented in the dataset and the model may be reliably estimated. We follow the steps below to prune the GSCAN summary statistics and prepare the data to fit the MAMBA model:

- Step 0: We first perform fixed-effect GWAS meta-analysis to identify loci of interest with suggestive evidence of association (p-value $< 1 \times 10^{-5}$).
- Step 1a: Prune variants with suggestive evidence of association using the “clumping” procedure implemented in Plink v1.9\cite{21}. These are the SNPs of interest for which we seek to assess the presence of a replicable non-zero effect. plink --bfile repanel --clump fixed_effects_meta_sumstats --clump-p1 1e-5 --clump-kb 500 --clump-r2 0.1
- Step 1b: Given that the significant SNPs from Step 1a all initially appear to have non-zero effect from a fixed effects meta-analysis, we incorporate summary statistics from an independent set of variants randomly pruned based upon a reference panel. These SNPs allow the non-reproducible, zero-mean component of the MAMBA mixture model to be reliably estimated, plink --bfile repanel --clump-kb 500 --clump-r2 0.1
- Step 2: Create the dataset used to fit the MAMBA model by combining randomly pruned variants with clumped variants with suggestive evidence of association. We remove any randomly pruned markers within 500 kb of a clumped variant to ensure that the set of SNPs used to fit the model are in linkage equilibrium.

When using MAMBA-test to refine estimates of genetic effects, no pruning steps are needed and correlated SNPs can be analyzed directly.

Additional software. Many analyses were conducted using R with packages including Matrix\cite{22}, data.table version 1.12.2\cite{23}, gridExtra version 2.1\cite{24}, cowplot version 0.9.4\cite{25}, metafor version 2.0\cite{26}, sttable version 1.8.2\cite{27}, and ggplot2 version 3.0.2\cite{28}. For analysis using RE2 and BE (binary effect) models, METASOFT software v2.0.1 was used\cite{29}.

Reporting summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability. The aggregated GSCAN summary association statistics can be found at https://genome.psych.umn.edu/index.php/GSCAN\cite{30} Source data are provided with this paper.

Code availability. An R package implementing the proposed methods can be found at https://github.com/danl1mcguire/mamba\cite{31}.
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