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Abstract—Deep neural networks are susceptible to label noise. Existing methods to improve robustness, such as meta-learning and regularization, usually require significant change to the network architecture or careful tuning of the optimization procedure. In this work, we propose a simple hierarchical approach that incorporates a label hierarchy when training the deep learning models. Our approach requires no change of the network architecture or the optimization procedure. We investigate our hierarchical network through a wide range of simulated and real datasets and various label noise types. Our hierarchical approach improves upon regular deep neural networks in learning with label noise. Combining our hierarchical approach with pre-trained models achieves state-of-the-art performance in real-world noisy datasets.
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1 INTRODUCTION

The robustness of deep learning has been studied from different aspects. One of the topics focuses on investigating whether deep neural networks can learn from noisy labels as it can be difficult to collect data with clean annotations in many real applications [1], [2]. Although deep learning models enjoy certain generalizability for different tasks, they can be very sensitive to label noise as they tend to memorize noise during training due to their expressivity [3], [4]. In addition, there exist different types of label noise [5] and each of them may have its unique effects on the model performance.

Deep learning models designed to mitigate label noise can be broadly categorized into two groups: model-based and model-free [6]. Model-based methods depend on explicit assumptions about the distribution and the behavior of the noise. Popular techniques in model-based settings include noisy channel [7], [8], data pruning [10], [11], [12] and sample selection [13], [14], [15]. Model-free methods, on the other hand, aim to improve robustness without explicitly modeling the label noise structure. Common model-free methods include robust losses such as non-convex loss [16], [17], [18], generalized cross-entropy loss [19], meta-learning [20], [21], [22], and regularization [23], [24], [25] among others [26], [27], [28]. We focus on the model-free setting in this paper due to its broad applicability.

We propose a simple and efficient hierarchical approach that requires no change of the network architecture and the optimization mechanism. This is in contrast to the existing model-free methods above that typically require either significant change in network architecture (e.g., co-teaching in [14], [29]) or in the optimization procedure (e.g., meta-learning in [22], semi-supervised learning in [30], [31]). Experiments on the benchmark datasets with synthetic noise suggest that our proposed hierarchical approach can statistically (and operationally) improve the performance of the deep learning model (see Figure 1). This result is similarly observed in a real-world dataset with inherent label noise.

Fig. 1. Performance advantages obtained by our hierarchical model (HC) compared to the standard model (FLAT) on ICON94 dataset with uniform noise and noise ratio ∈ {0%, 20%, 30%, 50%}. The accuracy gain (of HC over FLAT) is both statistically and operationally significant.

The rest of this paper is organized as follows. Section 2 provides background on label noise taxonomy and related work on the main directions of this topic. Section 3 introduces our proposed hierarchical model. Section 4 provides experimental results on different datasets with various types of label noise. Section 5 conducts ablation study on our proposed method. Section 6 discusses our findings and future work.
2 Background

2.1 Label Noise Taxonomy

In this section, we provide different major categorizations of label noise. The simplest type of label noise is known as uniform label noise, where the ground truth labels are changed to the wrong labels uniformly with a probability $p$. A slightly more complicated type of label noise is class-dependent. In class-dependent settings there is a noise transition matrix $T_{K \times K}$, where $K$ is the number of classes, that governs the probability of a ground-truth label getting switched to a different label. In particular, if an observation has a ground truth label $i$ then the probability that the observed class label is $j$ is $T_{ij}$. Hence, the diagonal of the matrix $T$ is proportion of truly-class $i$ remaining class $i$. The transition matrix $T$ need not be symmetric. A yet more complicated setting is feature and class-dependent. That is, the probability of transitioning from class $i$ to class $j$ is a function of both the feature vector and the ground truth label $i$. This setting best mimics real-world label noise scenarios as the difficulty in labeling for human annotators is non-uniform for most ground-truth class conditionals. Some authors consider part-dependent label noise where the noise only partially depends on an instance [32].

Also related to the label noise taxonomy is the perspective of [33] and [34] where they describe the label noise problem in the language of uncertainty. In their characterization, there are two types of uncertainty: aleatoric and epistemic. Aleatoric uncertainty persists in the data even as the number of samples goes to infinity whereas epistemic uncertainty can be avoided with a sufficient amount of data. The uniform label noise setting we consider herein falls under aleatoric uncertainty, and the class-dependent noise setting under both aleatoric and epistemic uncertainty.

2.2 Related work

Major directions of mitigating label noise include developing robust architecture, selecting samples with clean labels during training, modifying the loss function to estimate the inverse of the transition matrix, and leveraging deep learning uncertainty techniques. Authors in [19], [35], [36], [37] proposed a robust loss function to achieve a smaller risk for unseen clean data. Sample selection techniques that filter clean labels for training and remove noisy labels have been proposed in [13], [14], [29], [38]. Sample selection and label correction for spatial computing are studied in [39]. Devising loss to estimate the noise transition matrix and correct the labels are studied in [7], [8], [40]. Various uncertainty techniques to mitigate label noise are proposed, such as using MCDropout [33], [34], Bootstrap [41], and Bayesian CNN using Bayes by Backprop [42]. Semi-supervised learning is another emerging field in label noise research, where the noisy labeled data are treated as unlabeled [30], [31], [43].

3 Deep Hierarchical Model

3.1 Problem Setup

Consider the classical classification set up [44] pg.2: Let $(X, Y), (X_1, Y_1), \cdots, (X_n, Y_n) \sim F_{XY}$, where a feature vector realization $X$ is an element of $\mathbb{R}^d$ and class label $Y$ realization is an element of $[K] = \{1, \cdots, K\}$. Denote the training data by $T_n = \{(X_1, Y_1), \cdots, (X_n, Y_n)\}$. Our goal is to learn a classifier $g: \mathbb{R}^d \times \mathbb{R}^d \times [K] \rightarrow [K]$ using $T_n$ to predict the true but unobserved class label $Y$ based on the observed test feature vector $X$. Performance is measured by conditional probability of error,

$$L(g) = P_{F} [g(X; T_n) \neq Y | T_n].$$

Now consider the setting where we do not observe the $Y_i$ but rather noisy labels $Z_i$. For $P_i \in [0, 1]$, let noisy class label $Z_i$ be given by $P[Z_i = Y_i] = 1 - P_i$ and $Z_i$ distributed uniformly on $[K] \setminus \{Y_i\}$ with probability $P_i$; $P_i = 0$ means no noise in the $Z_i$ and $P_i = (K - 1)/K$ means no information in the noisy labels $Z_i$. Thus, we have $(X_i, Y_i, Z_i, P_i) \sim F_{X,Y,Z,P}$. Again: $X$ is the feature vector and $Y$ is the true class label; now $Z$ is the noisy class label and $P$ characterizes the label noise. The classifier $g$ is trained on the noisy dataset $\tilde{T}_n = \{(X_1, Z_1), \cdots, (X_n, Z_n)\}$, and evaluated on the clean sample

$$L(\tilde{g}) = P_{F} [g(X; \tilde{T}_n) \neq Y | \tilde{T}_n].$$

The goal is to find $\tilde{g} = g(X; \tilde{T}_n)$ such that $L(\tilde{g})$ is minimized. In what follows, we consider $g_0$ as a deep neural network parameterized by $\theta$.

3.2 Hierarchical Model

For some multi-class classification problems, the labels can be structured into a hierarchy. A hierarchy may be based on an expert’s definition of what similarity means, e.g., labels corresponding to the concept of “mammal” such as “tiger”, “human”, and “lion” may all share a subsection of the label tree. Or, a hierarchy may be based on the shared features of different classes, e.g., “dolphin” and “shark” may share a subsection of the label tree. In hierarchical classification settings, the coarser label (i.e., “mammal”) can be viewed as a more robust classification signal than the original fine class labels because mislabels more naturally occur within a subsection of the hierarchy — it is easier to confuse a tiger for a lion than a tiger for a shark. In this work, we utilize the label hierarchy to improve classification performance in the presence of label noise.

More precisely: Let $\tilde{x}, \tilde{z} \in \mathbb{R}^K$ be the predicted probability of the original class label and the coarse class label, respectively. Let $\tilde{z}, \tilde{z} \in \mathbb{R}^{n \times K}$ be the predictions arranged in rectangular form. Let $x \in \mathbb{R}^{n \times d}$ be the design matrix, and $z \in \mathbb{R}^{n \times K}$ be the noisy labels (in one-hot encoding form). Algorithm 1 and Figure 2 describe our hierarchical approach. The key idea is to augment the standard neural network $g_0$ with a label hierarchy mapping function $f$ and a weighted loss function $L_f$ without any changes of the network architecture. Figure 1 illustrates the performance advantages obtained by our hierarchical approach (details and elaboration are provided in Section 4.3 below).

As shown in Figure 2 we construct a label hierarchy using a label mapping function, which maps the predictions of the original classes (fine) to the higher-level classes (coarse). The label mapping function can be given a priori or can be learned from the data [45]. We will discuss this in more details in Section 4.
Fig. 2. Our proposed hierarchical (HC) model compared to the standard (FLAT) model: HC model only requires a label mapping function and a weighted loss objective in addition to the original FLAT model. Our HC model runs as fast as the FLAT model and reduces to the FLAT model when $\alpha = 1$.

Algorithm 1 Hierarchical Model

Require: Label mapping function $f$, weight scalar $\alpha$, model $g_\theta$, data $(x, z)$, epochs $T$, learning rate $\eta$.

Initialize:

$\theta$ from pre-trained model or randomly.

for $t = 0$ to $T$

$\hat{z} = g_\theta(x)$ [Forward pass]

$\hat{z}_C = f(\hat{z})$ [Coarse label mapping]

$L = (1 - \alpha)\ell(\hat{z}_C, z_C) + \alpha \ell(\hat{z}, z)$ [Weighted Loss]

$\theta = \theta - \eta \nabla_\theta L$ [Backward pass]

end for

return $g_\theta$

Once we have mapped coarse label predictions, we compute the weighted loss function per Algorithm 1 where the weight $\alpha$ can be adjusted to deal with different noise ratios. Note that when $\alpha = 1$, our HC model reduces back to the original FLAT model. In practice, one can fix $\alpha$ based on any prior knowledge of data quality or adaptively adjust $\alpha$ during the training process. See Section 5 for the investigation of $\alpha$ on the performance of our proposed method.

Notably, our HC model has the same order of computational complexity as the original FLAT model: per Algorithm 1 the HC model only requires an additional computation of the [Coarse Label Mapping] step, whereas all the other steps are the same as in the FLAT model. In contrast, many existing hierarchical frameworks increase the complexity of the network architecture (e.g., [46] adds higher-level classifiers) or the optimization procedure (e.g., [47] requires training on subnetworks for fine classes and coarse classes, and then fine-tuning end-to-end). Thus, our HC model is a simple, effective strategy against label noise that can be efficiently implemented in any existing neural network model without incurring significant additional computational costs.

4 Experiments

We conduct several sets of experiments on different datasets with various types of label noise to compare the performance of our HC models against the FLAT models.

4.1 Datasets

We consider 3 datasets with synthetic noise and 1 real world noisy dataset, which are summarized as follows.

- **MNIST** [48]. The collection of handwritten digits (10-class) with a training set of 60000 examples and a test set of 10000 examples.
- **CIFAR100** [49]. Labeled subset (100-class) of the 80 million tiny images dataset with a training set of 50000 examples and a test set of 10000 examples.
- **ICON94**. Subset (94-class) of the [Common Mobile/Web App Icons] with a training set of 113314 examples, a validation set of 14164 examples and a test set of 14164 examples.
- **ANIMAL-10N** [50]. A real world noisy (noise ratio around 8%) dataset (10-class) with a training set of 50000 examples and a test set of 5000 examples.

4.2 Setup

**Label Noise.** We consider the following two types of synthetic noise in our experiments.

- **Uniform Noise.** The probability of label changing from the true class to any other class is equally distributed, i.e., the noise transition matrix $T$ is defined as

  $T_{ij} = \begin{cases} 1 - p & i = j \\ \frac{p}{K-1} & \text{otherwise} \end{cases}$

where $K$ is the number of class. In our experiments, we consider the noise ratio $p \in \{0.2, 0.3, 0.5\}$.

- **Class-dependent Noise.** The probability of label changing to other class depends on the true class of the data instance. In particular, we follow the procedure in [1] where one first train a deep neural network using training set, and then construct the noise transition matrix with the confusion matrix of the trained network on the test set. Note that the noise generated by this procedure is also feature-dependent since the noise transition matrix depends on the network trained on the features. In our experiments, we consider the noise ratio $p \in \{0.25, 0.35, 0.45, 0.55\}$.

For MNIST and CIFAR100 datasets, we used the class-dependent noisy labels generated by [1] that are made publicly available at this repository.

**Label Hierarchical Structure.** In practice, one can either extract the natural hierarchical structure from the data or learn the hierarchical structure as in [45]. The hierarchical structures we apply in our experiments are summarized as follows.
be 0.5 for the first set of experiments. The effect of PyTorch \[54\]. The batch size is set to be 64 and the networks follow the recommended steps for pre-trained models in Training Scheme.

0 the initial learning rate of all experiments. ADAM \[55\] is used for optimization with (both FLAT and HC models) are trained for 100 epochs for sider two metrics: per-epoch accuracy gain and final-stage performance is studied in Section 5.

4.3 Results

To fully understand the performance of our HC models against FLAT models in the presence of label noise, we consider two metrics: per-epoch accuracy gain and final-stage accuracy gain. For per-epoch accuracy gain, we compare their test accuracies at each epoch and check the significance of the improvement of our HC models against FLAT models via McNemar’s test \[56\]. The per-epoch analysis shows how the HC models react to the label noise relative to the FLAT models during training and informs the optimal choice of early stopping; For final-stage accuracy gain, we compare the averaged test accuracies over the last 10 epochs of the HC and the FLAT models, which can be thought as the worst-case scenario when the label noise has fully contaminated the models. This can help us understand how well the HC models can mitigate the memorization of noisy labels relative to the FLAT models.

Per-epoch accuracy gain. Figure 3 provides the per-epoch comparison of FLAT and HC models on CIFAR100 with synthetic noise. Test accuracy is plotted as mean(\pmstderr) across 5 runs. p-value is obtained from the McNemar’s test and plotted as median across 5 runs. HC is statistically significantly better than FLAT (p-value smaller than 0.05) for most of the epochs.

Final-stage accuracy gain. Table 1 provides comparison of FLAT and HC models in terms of their final-stage accuracies (i.e. averaged over epoch 90 to epoch 100). Table 2 includes comparison of FLAT and HC models where performance is evaluated in terms of the test accuracy averaged over epoch 21 to epoch 30 for MNIST and CIFAR100, epoch 6 to epoch 15 for ICON94, which corresponds to the scenario when (optimal) early stopping is applied. Note that our HC models perform significantly better than the FLAT models
posed method, we conduct ablation study using CIFAR100 to understand the effect of weight parameter $\alpha$ labels.

Thus our HC models can outperform the FLAT models by $\alpha$ labels are relatively clean. Also recall the weighted loss we adopt as

$$ L = (1 - \alpha) \ell_{\text{coarse}} + \alpha \ell_{\text{fine}}, $$

where $\alpha = 1$ for FLAT models and $\alpha < 1$ for HC models. Thus our HC models can outperform the FLAT models by leveraging the information from the relatively clean coarse labels.

\section{Ablation Study}

To understand the effect of weight parameter $\alpha$ on our proposed method, we conduct ablation study using CIFAR100 with different types of noise and noise ratios.

**Setup.** We consider uniform and class-dependent noise with different level of noise ratios, i.e., clean (0%), low

for most of the experiments, including low-noise (even zero noise) and high-noise regimes; the advantage of HC models becomes more prominent when coupled with early stopping.

To understand how our HC models can mitigate label noise, we use the experiments on ANIMAL-10N as an illustration. Recall that this dataset contains 5 pairs of confusing animals (see eqn 5). In other words, the original (fine) 10-class labels are relatively noisy but the higher-level (coarse) labels are relatively clean. Also recall the weighted loss we adopt as

\begin{equation}
L = (1 - \alpha) \ell_{\text{coarse}} + \alpha \ell_{\text{fine}},
\end{equation}

where $\alpha = 1$ for FLAT models and $\alpha < 1$ for HC models. Thus our HC models can outperform the FLAT models by leveraging the information from the relatively clean coarse labels.

\section{Ablation Study}

To understand the effect of weight parameter $\alpha$ on our proposed method, we conduct ablation study using CIFAR100 with different types of noise and noise ratios.

**Setup.** We consider uniform and class-dependent noise with different level of noise ratios, i.e., clean (0%), low

- **MNIST**
  - Uniform: 20% 96.42 ± 0.01, 96.48 ± 0.00
  - Class-dependent: 25% 92.51 ± 0.02, 92.63 ± 0.02

- **CIFAR100**
  - Uniform: 20% 63.29 ± 0.25, 64.15 ± 0.13
  - Class-dependent: 25% 55.39 ± 0.13, 55.99 ± 0.10

- **ICON94**
  - Uniform: 20% 79.31 ± 0.13, 79.77 ± 0.12
  - Class-dependent: 25% 73.77 ± 0.19, 73.77 ± 0.19

\begin{table}[h]
\centering
\begin{tabular}{lccccc}
\hline
Dataset & Noise Ratio & FLAT & HC & p-value & \(\alpha\)-value \\
\hline
MNIST & Uniform & 20% 96.42 ± 0.01, 96.48 ± 0.00 & 96.42 ± 0.01, 96.48 ± 0.00 & 0.00 & 0.00 \\
 & Class-dependent & 25% 92.51 ± 0.02, 92.63 ± 0.02 & 92.51 ± 0.02, 92.63 ± 0.02 & 0.01 & 0.01 \\
CIFAR100 & Uniform & 20% 63.29 ± 0.25, 64.15 ± 0.13 & 63.29 ± 0.25, 64.15 ± 0.13 & 0.03 & 0.03 \\
 & Class-dependent & 25% 55.39 ± 0.13, 55.99 ± 0.10 & 55.39 ± 0.13, 55.99 ± 0.10 & 0.10 & 0.10 \\
ICON94 & Uniform & 20% 79.31 ± 0.13, 79.77 ± 0.12 & 79.31 ± 0.13, 79.77 ± 0.12 & 0.12 & 0.12 \\
 & Class-dependent & 25% 73.77 ± 0.19, 73.77 ± 0.19 & 73.77 ± 0.19, 73.77 ± 0.19 & 0.19 & 0.19 \\
\hline
\end{tabular}
\caption{Comparison of FLAT and HC models using early stopping on different datasets. Test accuracy is averaged over last 10 epochs and reported as mean(±stderr) across 5 runs for synthetic noise.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
Dataset & Noise Ratio & FLAT & HC & p-value \\
\hline
MNIST & Clean & 0% 99.43 ± 0.00, 99.45 ± 0.00 & 99.43 ± 0.00, 99.45 ± 0.00 & 0.00 \\
 & Uniform & 20% 96.32 ± 0.11, 96.82 ± 0.06 & 96.32 ± 0.11, 96.82 ± 0.06 & 0.06 \\
 & Class-dependent & 25% 91.38 ± 0.25, 92.30 ± 0.44 & 91.38 ± 0.25, 92.30 ± 0.44 & 0.44 \\
CIFAR100 & Clean & 0% 75.92 ± 0.06, 75.76 ± 0.09 & 75.92 ± 0.06, 75.76 ± 0.09 & 0.09 \\
 & Uniform & 20% 61.89 ± 0.10, 63.41 ± 0.20 & 61.89 ± 0.10, 63.41 ± 0.20 & 0.20 \\
 & Class-dependent & 25% 54.39 ± 0.12, 55.65 ± 0.10 & 54.39 ± 0.12, 55.65 ± 0.10 & 0.10 \\
ICON94 & Clean & 0% 89.62 ± 0.06, 89.61 ± 0.05 & 89.62 ± 0.06, 89.61 ± 0.05 & 0.05 \\
 & Uniform & 20% 90.02 ± 0.14, 86.13 ± 0.14 & 90.02 ± 0.14, 86.13 ± 0.14 & 0.14 \\
\hline
\end{tabular}
\caption{Comparison of FLAT and HC models on different datasets. Test accuracy is averaged over last 10 epochs and reported as mean(±stderr) across 5 runs for MNIST and CIFAR100, epoch 6 to epoch 15 for ICON94 and reported as mean(±stderr) across 5 runs.}
\end{table}
well or even outperforms the flat model without label noise; investigating its generalization property both in-distribution and out-of-distribution is a natural next step.

Acknowledgements
The authors thank Youngser Park for his valuable comments on the paper. Cong Mu and Teresa Huang are partially supported by the Johns Hopkins Mathematical Institute for Data Science (MINDS) Data Science Fellowship.

References
[1] G. Algan and I. Ulusoy, “Label noise types and their effects on deep learning,” arXiv preprint arXiv:2003.10471, 2020.
[2] H. Song, M. Kim, D. Park, Y. Shin, and J.-G. Lee, “Learning from noisy labels with deep neural networks: A survey,” IEEE Transactions on Neural Networks and Learning Systems, 2022.
[3] C. Zhang, S. Bengio, M. Hardt, B. Recht, and O. Vinyals, “Understanding deep learning (still) requires rethinking generalization,” in Communications of the ACM, vol. 64, no. 3, pp. 107–115, 2021.
[4] D. Arpit, S. Jastrzebski, N. Ballas, D. Krueger, E. Bengio, M. S. Kanwal, T. Maharaj, A. Fischer, A. Courville, Y. Bengio et al., “A closer look at memorization in deep networks,” in International conference on machine learning. PMLR, 2017, pp. 233–242.
[5] B. Freytag and M. Verleysen, “Classification in the presence of label noise: a survey,” IEEE transactions on neural networks and learning systems, vol. 25, no. 5, pp. 845–869, 2013.
[6] G. Algan and I. Ulusoy, “Image classification with deep learning in the presence of noisy labels: A survey,” Knowledge-Based Systems, vol. 215, p. 106771, 2021.
[7] G. Patrini, A. Rozza, A. Krishna Menon, R. Nock, and L. Qu, “Making deep neural networks robust to label noise: A loss correction approach,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 1944–1952.
[8] D. Hendrycks, M. Mazeika, D. Wilson, and K. Gimpel, “Using trusted data to train deep networks on labels corrupted by severe noise,” Advances in neural information processing systems, vol. 31, 2018.
[9] J. Goldberger and E. Ben-Reuven, “Training deep neural-networks using a noise adaptation layer,” 2016.
[10] J. Huang, L. Qu, R. Jia, and B. Zhao, “O2u-net: A simple noisy label detection approach for deep neural networks,” in Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 3326–3334.
[11] K. Sharma, P. Donmez, E. Luo, Y. Liu, and I. Z. Yalniz, “Noiserank: Unsupervised label noise reduction with dependence models,” in European Conference on Computer Vision. Springer, 2020, pp. 737–753.
[12] Y. Yan, Z. Xu, I. Tsang, G. Long, and Y. Yang, “Robust semi-supervised learning through label aggregation,” in Proceedings of the AAAI conference on artificial intelligence, vol. 30, no. 1, 2016.
[13] L. Jiang, Z. Zhou, T. Leung, L.-J. Li, and L. Fei-Fei, “Mentornet: Learning data-driven curriculum for very deep neural networks on corrupted labels,” in International Conference on Machine Learning. PMLR, 2018, pp. 2304–2313.
[14] B. Han, Q. Yao, X. Xu, G. Niu, M. Xu, W. Hu, I. Tsang, and M. Sugiyama, “Co-teaching: Robust training of deep neural networks with extremely noisy labels,” Advances in neural information processing systems, vol. 31, 2018.
[15] P. Chen, B. B. Liao, G. Chen, and S. Zhang, “Understanding and utilizing deep neural networks trained with noisy labels,” in International Conference on Machine Learning. PMLR, 2019, pp. 1062–1070.
[16] N. Manwani and P. Sastry, “Noise tolerance under risk minimization,” IEEE transactions on cybernetics, vol. 43, no. 3, pp. 1146–1151, 2013.
[17] A. Ghosh, N. Manwani, and P. Sastry, “Making risk minimization tolerant to label noise,” Neurocomputing, vol. 160, pp. 93–107, 2015.
[18] N. Charoenphakdee, J. Lee, and M. Sugiyama, “On symmetric loss for learning from corrupted labels,” in International Conference on Machine Learning. PMLR, 2019, pp. 961–970.
[19] Z. Zhang and M. Sabuncu, “Generalized cross entropy loss for training deep neural networks with noisy labels,” Advances in neural information processing systems, vol. 31, 2018.

Table 3
Comparison of HC models with different weight parameter α on CIFAR100. Test accuracy is averaged over epoch 21 to epoch 30 and reported as mean ± stderr across 5 runs.

| Noise        | Rate | 0.25 | 0.50 | 0.75 | 1     |
|--------------|------|------|------|------|-------|
| Clean        | 80%  | 75.50 ± 0.00 | 75.66 ± 0.09 | 75.84 ± 0.04 | 75.51 ± 0.06 |
| Uniform      | 50%  | 44.43 ± 0.33 | 42.15 ± 0.09 | 41.34 ± 0.20 | 40.60 ± 0.24 |
| Class-dependent | 55% | 44.82 ± 0.05 | 42.98 ± 0.19 | 44.56 ± 0.08 | 44.63 ± 0.18 |

Training Scheme. ResNet-18 [52] is used as the backbone network. The transformation for the input images follow the recommended steps for pre-trained models in PyTorch [54]. The batch size is set to 64 and the networks are trained for 30 epochs for all experiments. ADAM [55] is used for optimization with the learning rate of 0.0001.
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6 Discussion
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(b) Class-dependent noise with noise ratio 0%, 25%, 55% and 85%.

Fig. 7. Per-epoch analysis of HC models with different weight parameter $\alpha$ on CIFAR100 with synthetic noise. Test accuracy is plotted as mean(±stderr) across 5 runs. The overall performance of HC models appear to be consistent for different weight parameter $\alpha$.
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