Numerical Study of Parallel Optoelectronic Reservoir Computing to Enhance Nonlinear Channel Equalization
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Abstract: Nonlinear impairment is one of the critical limits to enhancing the performance of high-speed communication systems. Traditional digital signal processing (DSP)-based nonlinear channel equalization schemes are influenced by limited bandwidth, high power consumption, and high processing latency. Optoelectronic reservoir computing (RC) is considered a promising optical signal processing (OSP) technique with merits such as large bandwidth, high power efficiency, and low training complexity. In this paper, optoelectronic RC was employed to solve the nonlinear channel equalization problem. A parallel optoelectronic RC scheme with a dual-polarization Mach–Zehnder modulator (DPol-MZM) is proposed and demonstrated numerically. The nonlinear channel equalization performance was greatly enhanced compared with the traditional optoelectronic RC and the Volterra-based nonlinear DSP schemes. In addition, the system efficiency was improved with a single DPol-MZM.
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1. Introduction

Along with substantial advances in novel internet and wireless applications, higher speed and larger capacity requirements have been put forward for communication systems. Therefore, nonlinear effects in communication systems have become common and more serious such as nonlinear electro-optical conversion in high-speed visible light communication [1], nonlinear distortion in radio frequency power amplifiers commonly used in the wireless communications [2], and signal distortions caused by various optical devices in optical fiber communications [3].

The nonlinear channel equalization method plays an essential role in recovering data from communication systems by compensating for nonlinear impairment. At present, nonlinear channel equalizations are mainly based on digital signal processing (DSP)-based methods and machine learning-based methods. Compared with mathematical model-based DSP methods, such as Volterra filtering [4], machine learning-based methods, such as artificial neural networks (ANNs), use the connection-based model to simulate the activity of biology neurons, and it has apparent advantages in processing nonlinear data [5]. Recently, ANN-based machine learning schemes have been demonstrated with enhanced channel equalization performance compared with traditional DSP methods for high-speed communications [6]. Moreover, the feedback ANNs showed strong memory capacity and good optimization solving ability, which can be used to solve the timing-dependent nonlinear channel equalization problem. However, limitations also exist, for example, the connection weights in the network are difficult to train, the computation complexity is large, and the convergence speed is slow. Meanwhile, the disadvantage of fading memory [7] leads to inadequate modeling of nonlinear impairment.
Reservoir computing (RC) brings a drastic simplification of the system design to the feedback ANNs in an easily trainable manner. Compared with conventional feedback ANNs, RC only needs to train the output connection weight matrix, and the other connection matrices are randomly generated. The principle of RC dramatically reduces the computational complexity of feedback ANNs, and it also overcomes the problem of fading memory. The coefficients of the readout layer can be computed by solving linear equations. Therefore, RC is a promising method to solve the nonlinear channel equalization problem in communication systems.

The hardware implementation of RC can be realized with pure electrical methods [8], optoelectronic methods [9], and all-optical methods [10–12]. The main difference among these methods lies in the categories of the components that make up the RC. The pure electrical method is designed with pure electrical devices [8] in which the bandwidth is limited and the power consumption is high. Comparatively, optical signal processing (OSP) methods provide new insight into the design of RC schemes. The optoelectronic and all-optical RC schemes are favored thanks to their higher bandwidth, faster processing speed, and lower power consumption than pure electrical methods [11]. In [10], the all-optical RC is realized with a simple optical delay feedback loop, using semiconductor optical amplifiers to provide a nonlinear transformation function. Still, its performance might be influenced by its internal noise. In [12], the delay RC system based on a semiconductor laser was studied using the phase response of the laser. The RC with a parallel processing scheme is also an important developing trend in nonlinear signal processing [13–16]. In [13], an on-chip architecture for parallel photonic RC is proposed employing multiple electronically tunable delay lines with an electronically tuned switch. In [14], a new hidden layer is introduced to form an RC structure with two different feedback delay loops and dual nonlinear nodes. However, the rich parallelism of optics is not utilized in these schemes, and multiple discrete components are required in the parallel RC systems to act as the nonlinear activation units, which will deteriorate the systems’ efficiency and performance. Moreover, the optimization of parallel RC in terms of nonlinear channel equalization has not been analyzed in detail.

In this paper, we innovatively explore the potential of the optics parallelism in parallel RC, propose to utilize the optical polarization multiplexing scheme to enhance the RC system’s efficiency and performance, supported by a novel double-loop scheme with a dual-polarization Mach–Zehnder modulator (DPol-MZM). Therefore, only one modulator is required to perform as the nonlinear activation unit for the parallel RC loops. We compared the internal dynamics of this novel RC structure with the typical single-loop RC through a numerical study. We verified that the internal dynamics of the proposed RC were enhanced. In the nonlinear channel equalization verification, the proposed scheme showed greatly enhanced transmission performance compared with the traditional optoelectronic RC and the Volterra-based nonlinear DSP schemes.

2. The Parallel Reservoir Computing
2.1. Basic Concepts of Reservoir Computing

As a simplified feedback ANN, RC has a three-layer structure: input layer, output layer, and middle layer as shown in Figure 1. Its core lies in a nonlinear delay feedback loop, which is mentioned as the typical RC in the following content. According to the concept of time-division multiplexing [8], virtual nodes are set on the delay loop, and the delay $\tau$ is equally divided into $N$ parts. When the input signal is fed into the nonlinear element, the nonlinear element generates a transient response under the combined action of the current input and the remaining virtual nodes on the feedback loop, so the virtual nodes have a wide variety of states. The output of the RC is given by the weighted linear $(W_{\text{out}})$ combination of virtual node states. The virtual node state provides a nonlinear mapping of the input to the high-dimensional space. Each virtual node is equivalent to a neuron, so when the size of reservoir $N$ increases, the performance is enhanced at the expense of increased calculation time and complexity. The time duration of each part is
\( \theta \), which is the virtual node interval. The function of \( \theta \) is the time interval of collecting RC node state and related signal pre-processing. According to the above analysis, its state equation is as Equation (1), where \( x(n) \) is the state function, \( u(n+1) \) is the input signal, and \( \text{bias} \) is an offset to make RC work in the nonlinear range of excitation function \( f(.) \).

\[
x(n + 1) = f(W_{\text{res}} \ast x(n) + W_{\text{in}} \ast u(n + 1) + \text{bias})
\]

(1)

**Figure 1.** Schematic diagram of RC. \( W_{\text{in}} \) is the input connection weight matrix, \( W_{\text{res}} \) is the internal connection weight matrix, \( W_{\text{out}} \) is the output connection weight matrix, \( \tau \) is the delay time, \( x(n) \) is the state function, and \( \text{NL} \) is the nonlinear node.

### 2.2. Proposed Scheme of Optoelectronic Reservoir Computing

The internal dynamics of the optoelectronic reservoir are enriched by the proposed parallel optoelectronic RC scheme using optical polarization multiplexing methodology, supported by a novel double-loop scheme with a dual-polarization Mach–Zehnder modulator (DPol-MZM). The structure is shown in Figure 2.

**Figure 2.** DPol-MZM-based double-loop reservoir structure diagram. LD: laser diode; PC: polarization controller; DPol-MZM: dual-polarization Mach–Zehnder modulator; OA: optical attenuator; PD: photodetector; AMP: amplifier; BPF: bandpass filter.

A continuous-wave laser is used as the input of the DPol-MZM. The optical carrier passes through the optical polarization controller (PC) into two orthogonal beams. It enters
into two arms of the DPol-MZM (e.g., Fujitsu FTM7980), and then the intensities of these two optical carriers are modulated by the voltage related to the input signal. The state function \( x(n) \) is collected and used as the output of RC. Then, it is injected into two feedback loops with different delays and different optical attenuation coefficients. The up and down loops have various delays corresponding to \( \tau_1 \) and \( \tau_2 \) in the figure. The virtual node interval \( \theta \) is equal, so the number of virtual nodes \( N \) between the two loops is different. By setting the delays in the two loops differently, the virtual nodes of the two loops are non-symmetrically coupled, and the internal dynamics of the reservoir are enriched. Setting different light attenuation coefficients also enriches the internal dynamics. Next, the optical signals of these two loops are converted into electrical signals by photodetectors (PDs), and they are combined with the pre-processed input signals to feedback to the two arms of the DPol-MZM, forming a parallel optoelectronic RC scheme with two delay feedback loops. The combiner is actually the coupler in the implementation of the scheme. Here, the polarization is not controlled in the loop, and the optical polarization orthogonality is controlled inside the DPol-MZM.

A delay differential equation model is used to analyze the system. The dynamic equation is shown as follows:

\[
\begin{align*}
\frac{dx(n)}{dt} &= \frac{1}{\tau_L} \left\{ -x(n) - \frac{1}{\tau_H} y(n) + \beta \left[ \cos^2 \left( \frac{\pi}{\alpha_1} x(n-\tau_1) + \gamma W_{in} u(n) + \phi_{1} \right) + \frac{V_{\pi}}{2} \right] \\
\frac{dy(n)}{dt} &= x(n)
\end{align*}
\]

(2)

where \( x(n) \) is the state function, \( \tau_H \) is the time constant of the high-pass filtering effect of the loop, \( \tau_L \) is the time constant of the low-pass filtering effect of the loop, and \( \beta \) is the normalized feedback coefficient. The function of \( \alpha_{1,2} \) is equivalent to the internal connection weight matrix of the neural network, \( \tau_{1,2} \) is the two-loop delays, \( \gamma \) is the scaling parameter for the input signal, \( W_{in} \) is the input connection weight matrix, \( u(n) \) is the input signal, \( \phi_{1,2} \) is the bias voltage of the two arms of DPol-MZM, and \( V_{\pi} \) is the half-wave voltage of the modulator. The typical values of the fixed parameters in the system are presented in Table 1. Additional parameters are optimized in the numerical simulations to optimize the nonlinear channel equalization performance.

| Parameters                          | Symbol | Value               |
|-------------------------------------|--------|---------------------|
| Size of RC                          | \( N \) | 50, 100             |
| Time constant of the high-pass filtering | \( \tau_H \) | \( 19.89 \times 10^{-12} \) s |
| Time constant of the low-pass filtering | \( \tau_L \) | \( 51.34 \times 10^{-12} \) s |
| Half-wave voltage of the modulator  | \( V_{\pi} \) | 5 V                 |

2.3. Input Signal Processing

The pre-processing of the input signal is shown in Figure 3, which consists of sampling and holding. Here, the sampling period was set to be equal to \( \tau_1 \). A sampling period is divided into \( N = 50 \) parts, the duration of each part is \( \theta \), and then it is multiplied by a random mask size. To reduce the requirement of the sampling rate of AWG (arbitrary waveform generator) and facilitate the realization of the system, we adopted a slow-changing mask method [17] as a pre-processing method for RC that divides the period into larger parts. Here, the sampling period was divided into \( N/10 \) parts so that the duration of
each part was $10^n \theta$, and the value of the mask was discrete values of $\pm 1$. However, if the large $10^n \theta$ were to be selected, the system would reach steady state after each virtual node spacing. Therefore, choosing an appropriate value of $\theta$ is very important. The value of $\theta$ is discussed later.

![Sample and hold](image)

**Figure 3.** Schematic diagram of the input signal pre-processing process.

### 3. Numerical Setup and Results

First, we chose the Wiener model to simulate the various nonlinear factors that appeared in the communication system, as shown in Figure 4. The schematic diagram of the model is shown in the figure below; here, $d(n)$ is the input signal, $h_i$ are the coefficients of the linear part, and $g_j$ are the coefficients of the nonlinear part [18].

\[
d(n) = \sum_{i=1}^{M} h_i d(n - i)
\]

\[
q(n) = \sum_{j=1}^{Z} g_j(q(n))^j
\]

\[
u(n) = q(n) + 0.036q^2(n) - 0.011q^3(n) + v(n)
\]

The original $d(n)$ is a four-level pulse amplitude modulation signal (PAM-4) that is a random sequence with a value of $\{-3, -1, 1, 3\}$ [19]. Here, we set $M = 7$, $i = -2$, $j = 1$, $Z = 3$, and the specific coefficients are shown in the following formulas. Thus, the input signal first undergoes a linear memory change and is converted to $q(n)$:

\[
q(n) = 0.08d(n + 2) - 0.12d(n + 1) + d(n)
\]

\[
+ 0.18d(n - 1) - 0.1d(n - 2) + 0.091d(n - 3) - 0.05d(n - 4) + 0.04d(n - 5) + 0.03d(n - 6) + 0.01d(n - 7)
\]

followed by an instantaneous memoryless nonlinearity:

\[
u(n) = q(n) + 0.036q^2(n) - 0.011q^3(n) + v(n)
\]
memory property of the proposed optoelectronic RC and improve the correlation between the proposed RC scheme and the Wiener model in terms of memory performance. Second, Equation (5) shows the nonlinear and noise property of the channel, it can be reflected in the nonlinear node (DPol-MZM) and output training process in the proposed optoelectronic RC. Thus, the optimization of the parameters of DPol-MZM would change the nonlinear transfer function of it, and this process could influence the nonlinear property of the proposed optoelectronic RC.

3.1. Parameters Optimization

In the parameter optimization part, the signal-to-noise (SNR) ratio was set to 16 dB, the training length was $3 \times 10^3$ PAM-4 signals, and the testing length was $5 \times 10^4$ PAM-4 signals. Here, we mainly show the effects of the virtual node interval ($\theta$), mask size ($\gamma$), feedback coefficient ($\beta$), and the ridge regression value ($reg$) in the RC training process.

As mentioned in Section 2.3, the larger $\theta$ contributes to the reduced hardware requirements for implementing the RC scheme. However, if the selected $\theta$ is too large, it may exceed the characteristic time scale of the nonlinear node. In that case, the influence of neighboring nodes on the state of the virtual node will be weakened, and the performance of RC will be drastically reduced. As shown in Figure 5, when $\theta$ was set between 10 and 80 ps, the BER was relatively low, but when $\theta$ was set between 50 and 80 ps, the error was more stable, so $\theta = 80$ ps was superior here.

![Figure 5](image)

As shown in Figure 6, when the mask size $\gamma$ was set to a value of approximately 1, BER was relatively small. As $\gamma$ increases from 0, the BER decreases first and then increases when $\gamma$ is larger than 1. This phenomenon is straightforward. When $\gamma$ is close to 0, the input multiplied by $\gamma$ is equivalent to almost zero in the system. When $\gamma$ is too large, the signal will deviate from the nonlinear region of the transfer function. Both situations will deteriorate the system’s transmission performance. Here, we chose $\gamma = 0.70$. 
The trend in the relationship between the normalized feedback coefficient $\beta$ and BER was similar to that of $\gamma$. The trend is shown in Figure 7. It was necessary to make the value of the function as close as possible to the nonlinear region of the transfer function, so $\beta$ also needed a value region that was not too big or too small. When $\beta < 1$, the internal dynamics of the reservoir were stable. When $\beta > 1$, it may become divergent. Therefore, for $\beta > 1$, the performance decreased as $\beta$ increased. Finally, the optimal value of $\beta$ was determined to be 0.11 by dividing into smaller intervals as shown in the inset of Figure 7.

In the training process of the output connection weight matrix ($W_{out}$), the optimization of the regularization parameter ($\text{reg}$) was also involved. The output layer collects $x(n)$ at all times, and the node state of each cycle was a column to form matrix $B$. This matrix $B$ was multiplied by the output connection weight matrix, $W_{out}$, to obtain the output. The output...
matrix \( T \) of the training process was the expected output \( d(n) \). \( T \) is a known quantity so that \( W_{out} \) can be solved as the following formula:

\[
W_{out} = T * B^{-1}
\]  

(6)

Considering that matrix \( B \) may be a singular matrix and enhance the model’s generalization ability, the ridge regression algorithm was used to satisfy these two conditions. Equation (6) was modified to the following formula [20]:

\[
W_{out} = T B^T (B B^T + \text{reg} * E)^{-1}
\]  

(7)

where \( E \) is the identity matrix of the same size as \( B^*B^T \). The value of \text{reg} directly affects \( W_{out} \), affecting the performance of the RC.

As shown in Figure 8, when \text{reg} was very close to 0, the curve fluctuated sharply, and the error was large. This phenomenon occurred because the regularization parameter was too small, causing the model to transform into an over-fitting state. At the same time, because the training length was small, regularization was needed to improve the network’s generalization ability. When the \text{reg} value was relatively large, especially ranging from 1E-6, the BER also increased. This phenomenon was because the weight attenuation caused numbers of the values in the \( W_{out} \) matrix to be 0 or close to 0, making the model to be in an under-fitting state and reducing the accuracy. It had excellent performance around \( \text{reg} = 1 \times 10^{-11} \). It should be noted that the optimal value of \text{reg} is affected by SNR. When the SNR is large, the optimal \text{reg} will decrease.

![Image](image_url)

**Figure 8.** Relationship between regularization parameter \text{reg} and BER.

### 3.2. Results and Comparisons

We compared the proposed system with the typical single-loop RC. The parameter settings of the two systems are shown in Table 2. For a fair comparison, the total number of the virtual nodes should be identical between the double-loop and single-loop systems (i.e., \( N = 150 \) of a typical RC), and the rest of the parameters set at the best operating point of the respective system.
Table 2. Parameter values for the proposed RC and typical RC in our numerical simulation.

| Parameters (unit)     | Symbol | Typical RC | Proposed RC |
|-----------------------|--------|------------|-------------|
| Size of RC            | \(N_1\) | 150        | 50          |
|                       | \(N_2\) | \(\backslash\) | 100         |
| Input gain            | \(\gamma\) | 0.5       | 0.7         |
| Feedback gain         | \(\beta\) | 0.47      | 0.11        |
| Delay time (s)        | \(\tau_1\) | \(1.2 \times 10^{-5}\) | \(4 \times 10^{-6}\) |
|                       | \(\tau_2\) | \(\backslash\) | \(8 \times 10^{-6}\) |
| Bias voltage (V)      | \(\varphi_1\) | \(-4\pi\) | \(3.5\pi\) |
|                       | \(\varphi_2\) | \(\backslash\) | \(-2.5\pi\) |
| Scale factor of feedback | \(\alpha_1\) | 0.9       | 0.7         |
|                       | \(\alpha_2\) | \(\backslash\) | 0.55        |

First, we used entropy [17] to compare the internal dynamics of the RC structure, as mentioned above, and the typical single-loop RC. The formula for normalized entropy is as Equation (8), where \(p_i\) is the probability of the node states being included in the \(i\)-th segment. As shown in Figure 9, the greater the entropy indicated the enhanced internal dynamics. As can be seen, the internal dynamics of the double-loop RC were enhanced more than the typical single-loop RC.

\[
h_{\text{node}} = \frac{1}{\log_2 0.01} \sum_{i=1}^{N} p_i \log_2 p_i \tag{8}\]

![Entropy versus the normalized feedback coefficient](image)

**Figure 9.** Entropy versus the normalized feedback coefficient.

The DPol-MZM-based double-loop optoelectronic RC enriched the internal dynamics of the reservoir and improved performance through the nonlinearity of the parallel loops superimposed on the transfer function. When simulating nonlinear channel equalization tasks, its BER was greatly improved compared with the single-loop scheme below the HD-FEC [21] and KP4-FEC [22], reaching a BER level of \(1 \times 10^{-6}\) at the SNR of 32 dB. The performance of decision feedback equalization (DFE) [23] and third-order Volterra filtering [24] methods are also shown in Figure 10.
4. Conclusions

In summary, we proposed and numerically studied a parallel optoelectronic RC system. We first proved that the proposed scheme enhanced the internal dynamics more than a typical single-loop RC. In addition, we numerically analyzed several typical influencing factors to optimize the performance of the proposed RC. The simulation results demonstrated that the proposed system has the potential to obtain lower BERs for nonlinear channel equalization. Furthermore, the proposed optoelectronic RC scheme is less complex than other ANN schemes and is easy to implement in hardware, so that in the future, channel equalization in communication systems can be realized at the cost of smaller chip resources or power consumption. Altogether, this makes the DPol-MZM-based parallel RC an appealing tool for dealing with nonlinear distortion problems in communication systems.
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