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Abstract

We consider a Lotka-Volterra food chain model with possibly intra-specific competition in a stochastic environment represented by stochastic differential equations. In the non-degenerate setting, this model has already been studied by A. Hening and D. Nguyen in [10] [11] where they provided conditions for stochastic persistence and extinction. In this paper, we extend their results to the degenerate situation in which the top or the bottom species is subject to random perturbations. Under the persistence condition, there exists a unique invariant probability measure supported by the interior of $\mathbb{R}_+^n$ having a smooth density.

Moreover, we study a more general model, in which we give new conditions which make it possible to characterize the convergence of the semi-group towards the unique invariant probability measure either at an exponential rate or at a polynomial one. This will be used in the stochastic Lotka-Volterra food chain to see that if intra-specific competition occurs for all species, the rate of convergence is exponential while in the other cases it is polynomial.
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We consider a stochastic food chain model with \( n \) species. Species \( n \) is the apex predator which hunts species \( n - 1 \) which is in turn the predator of species \( n - 2 \) which hunts species \( n - 3 \) and so on until species 1 which is at the bottom of the food chain.

More precisely, the model is given by the following (possibly degenerate) Lotka-Volterra food chain stochastic differential equation on \( \mathbb{R}^n_+ := \{ x \in \mathbb{R}^n \mid x_i \geq 0, \ i = 1, \ldots, n \} \),

\[
dX_i(t) = X_i(t)F_i(X(t)) \, dt + \sigma_iX_i(t) \, dB_i \quad i = 1, \ldots, n
\]

whereby

\[
F_i(x) = \begin{cases} 
  a_{i0} - a_{i1}x_1 - a_{i2}x_2 & i = 1, \\
  -a_{i0} + a_{i,i-1}x_{i-1} - a_{ii}x_i - a_{i,i+1}x_{i+1} & i = 2, \ldots, n-1, \\
  -a_{n0} + a_{n,n-1}x_{n-1} - a_{nn}x_n & i = n,
\end{cases}
\]

with \( a_{11}, a_{ij} > 0 \) for \( i \neq j \), \( a_{ii} \geq 0 \), \( \sigma_i \geq 0 \) for \( i = 1, \ldots, n \) and \((B_i^1, \ldots, B_i^n)_{t \geq 0}\) a vector of independent Brownian motions.

The quantity \( X_i(t) \) represents the density of species \( i \) at time \( t \), \( a_{ii} \) its intra-specific competition rate, \( a_{i0} \) its death rate (or growth rate for species 1), \( a_{i,i-1} \) the rate at which it hunts species \( i - 1 \), and \( a_{i,i+1} \) the rate at which it is hunted by species \( i + 1 \). In addition, the capital growth rate of species \( i \) is subject to environmental fluctuations whose variance is measured by \( \sigma_i^2 \).

In the deterministic case (i.e. \( \sigma_i = 0 \) for all \( i \)), this model was first considered by T. Gard and T. Hallam in the late seventies in [7] when there is no intra-specific competition (i.e \( a_{ii} = 0 \) for all \( i \geq 2 \)). They gave a criterion based uniquely on the coefficients \( a_{ij} \) for persistence and extinction.

Equation (1) with non-zero \( \sigma_i \)'s, is a natural way to incorporate random fluctuations in the growth rate. Although the choice of a constant variance \( \sigma_i^2 \) seems oversimplified...
as commented on in [1], stochastic models with linear diffusion terms have been used extensively by biologists for predicting population dynamics and estimating extinction likelihoods in [3, 6, 15]. They were also used to explore how stochasticity can facilitate or inhibit the persistence of populations, coexistence of interacting species or genotypes; see e.g. [5, 17] and the references therein.

Following this line, A. Hening and D. Nguyen in [10, 11] studied (1) in the non-degenerate case (i.e. \( \sigma_i \neq 0 \) for all \( i \)) and provided general conditions for persistence and extinction.

The main purpose of this paper is to extend their results to the degenerate setting whereby some but not all of the \( \sigma_* \)s are 0. This is motivated by the fact that environmental fluctuations may have different impacts to different species in an ecological system. For instance, some species, perhaps because of their biological nature, may be negligibly affected by the sources of environmental randomness under consideration.

We will focus our attention here on the specific case whereby the noise affects at least the top or bottom species (meaning that \( \sigma_1 \neq 0 \) or \( \sigma_n \neq 0 \)) and show that the conditions given in [10, 11] ensuring persistence of the process remain valid. Here by persistence we mean that:

(a) There exists a unique invariant probability measure on \( \mathbb{R}^n_{++} := \{ x \in \mathbb{R}^n_+ : \prod_{i=1}^n x_i > 0 \} \) called the persistent measure.

(b) Whenever the initial condition lies in \( \mathbb{R}^n_{++} \), the process converges (in distribution) to the persistent measure.

Another key question is to understand the rate of this convergence and how this rate is determined by the model parameters. We will see here that positive intra-specific rates (i.e \( a_{ii} > 0 \) for all \( i \)) ensure an exponential rate of convergence (exactly like in the non-degenerate case ([8], [10])) whilst, if some of the rates are zero (i.e \( a_{ii} = 0 \) for some \( i \)), one can only ensure a polynomial rate of convergence. This will be established in Section 4, in a general framework providing new results that can be applied beyond Lotka-Volterra food chain models.

Outline of contents  The first part of Section 2 is devoted to some preliminaries and notations. We present the main results of this paper in the second part. More precisely, under some conditions, we characterize the persistence of all species and the rates of convergence to a unique invariant probability measure. We also provide criteria for the extinction of some species. The first part of Section 3 is devoted to the introduction of some mathematical tools and follows [2]. In particular, we provide a very useful criterion which ensures the persistence. In the second part, we prove Theorem 2.6 which provides conditions for stochastic persistence.

In section 4, we shall prove general results on the rates of convergence of the semi-group towards the unique invariant probability measure. We will then use these to prove Theorem 2.7 which characterizes the convergence rates of our model. We will see that the intra-specific competition will give an exponential rate whereas without it we will only have a polynomial one. Section 5 then focuses on the case of extinction of at least
one species. The appendix (Section 6) contains some technical proofs of Section 2 and 3 for convenience.

2 Notations and results

2.1 Notations

Throughout the paper, we let
\[ \mathbb{R}^n_+ := \{ x \in \mathbb{R}^n \mid \prod_{i=1}^{n} x_i > 0 \} \quad \text{and} \quad \partial \mathbb{R}^n_+ := \{ x \in \mathbb{R}^n_+ \mid \prod_{i=1}^{n} x_i = 0 \} \]
denote, respectively, the interior and the boundary of \( \mathbb{R}^n_+ \). For \( 1 \leq j < n \), we define \( \mathbb{R}^{(j)}_+ \) and \( \mathbb{R}^{(j)}_{++} \) in the same way and we also define
\[ \mathbb{R}^{(j)}_+ := \{ x \in \mathbb{R}^n_+ \mid x_1, \ldots, x_j \geq 0, x_{j+1}, \ldots, x_n = 0 \} \]
and
\[ \mathbb{R}^{(j)}_{++} := \{ x \in \mathbb{R}^n_+ \mid x_1, \ldots, x_j > 0, x_{j+1}, \ldots, x_n = 0 \} . \]

We let \( (X^x(t))_{t \geq 0} \) denote the solution to (1) with initial condition \( X^x(0) = x \) and \( (P_t)_{t \geq 0} \) denote its transition kernel defined by \( P_t f(x) := \mathbb{E}[f(X^x(t))] \) for every measurable bounded function \( f : \mathbb{R}^n_+ \to \mathbb{R} \) and by \( P_t(x,B) := P_t 1_B(x) \) for all Borel set \( B \subset \mathbb{R}^n_+ \).

A Borel set \( B \) is called invariant if
\[ P_t 1_B = 1_B \]
for all \( t \geq 0 \).

Given an invariant set \( A \subset \mathbb{R}^n_+ \) (typically \( A = \mathbb{R}^n_+ \) or \( A = \partial \mathbb{R}^n_+ \)), we let \( \mathcal{P}_{\text{inv}}(A) \) (resp. \( \mathcal{P}_{\text{erg}}(A) \)) denote the set of invariant (resp. ergodic) probability measure of the process that are supported by \( A \), i.e. \( \mu(A) = 1 \) for \( \mu \in \mathcal{P}_{\text{inv}}(A) \) (resp. \( \mu \in \mathcal{P}_{\text{erg}}(A) \)). Recall that an invariant probability measure \( \mu \) is ergodic if for every invariant Borel set \( B, \mu(B) \in \{ 0,1 \} \).

We also let \( (\Pi_t^x)_{t \in \mathbb{R}_+} \) denote the set of empirical occupation measures of the process \((X^x(t))\) with initial condition \( x \in \mathbb{R}^n_+ \), that is
\[ \Pi_t^x(\cdot) := \frac{1}{t} \int_0^t 1_{\{X^x(s) \in \cdot\}} ds. \]

For a function \( f : \mathbb{R}^n_+ \to \mathbb{R} \) and a measure \( \mu \), we write \( \mu f := \int f(x) \mu(dx) \).

Recall that the total variation distance between two probability measures \( \mu, \nu \) on \( \mathbb{R}^n_+ \) is defined by
\[ \| \mu - \nu \|_{TV} := \sup \{ |\mu f - \nu f| \mid f : \mathbb{R}^n_+ \to \mathbb{R} \text{ measurable bounded, } \|f\|_{\infty} < 1 \} . \]
In the same manner, for \( f : \mathbb{R}_+^n \to \mathbb{R}_+ \), we define the \( f \)-norm by

\[
\| \mu \|_f := \sup \{ |\mu g| : g : \mathbb{R}_+^n \to \mathbb{R} \text{ measurable bounded}, |g| < f \}.
\]

Remark that when \( f = 1 \), it is the total variation norm.

We say that a map \( f : \mathbb{R}_+^n \to \mathbb{R} \) is proper if \( \lim_{\|x\| \to \infty} f(x) = \infty \).

### 2.2 Preliminaries

We start this part by rewriting (1) in the Stratonovich formalism

\[
dX_i(t) = X_i(t) \tilde{F}_i(X(t)) \, dt + \sigma_i X_i(t) \circ dB_t^i, \quad i = 1, \ldots, n
\]

where

\[
\tilde{F}_i(x) = F_i(x) - \frac{1}{2} \sigma_i^2 \quad i = 1, \ldots, n.
\]

**Remark 2.1.** If we let \( \tilde{a}_{10} = a_{10} - \frac{1}{2} \sigma_i^2, \tilde{a}_{i0} = a_{i0} + \frac{1}{2} \sigma_i^2 \) for \( i \geq 2 \) and \( \tilde{a}_{ij} = a_{ij} \) if \( i \neq 0 \), then \( \tilde{F} \) is defined by (2) with \( a_{ij} \) replaced by \( \tilde{a}_{ij} \).

An equilibrium \( p^* \) for \( \tilde{F} \) given by (4) (i.e. \( \tilde{F}(p^*) = 0 \)) is called positive if \( p^* \in \mathbb{R}_+^n \).

It turns out that the existence of a such point (which has to be unique) is a necessary and sufficient condition for stochastic persistence. Before stating our main theorems, we will give another equivalent condition of the existence of this positive equilibrium for \( \tilde{F} \) and we start by defining a parameter, called \( \tilde{\delta}(n) \).

For \( a, b, m \in \mathbb{N}, \ a \leq b \), we let \( A_b^a(m) \) denote the set of permutations of \( \{a, a+1, \ldots, b-1, b\} \) that are product of \( m \) disjoint transpositions of the form \( (i \ i+1) \) and we let

\[
A_a^b := \bigcup_{m=0}^{\infty} A_a^b(m).
\]

Remark that \( A_a^b(m) = \emptyset \) if \( m > \frac{b-a+1}{2} \). Now, we define

\[
\tilde{\delta}(n) := \tilde{a}_{10} \prod_{j=2}^{n} \tilde{a}_{j,j-1} - \sum_{k=2}^{n} \tilde{a}_{k0} \prod_{l=k+1}^{n} \tilde{a}_{l,l-1} \sum_{\alpha \in A_{b-1}^{a-1}} \prod_{j=1}^{k-1} \tilde{a}_{j,\alpha(j)}.
\]

**Examples 2.2.**

\[
A_3^3 = \{ \text{Id}_{\{1,2,3\}}, (1\,2), (2\,3) \},
\]

\[
A_4^4 = \{ \text{Id}_{\{1,2,3,4\}}, (1\,2), (2\,3), (3\,4), (1\,2)(3\,4) \},
\]

\[
\tilde{\delta}(2) = \tilde{a}_{10} \tilde{a}_{21} - \tilde{a}_{20} \tilde{a}_{11},
\]

\[
\tilde{\delta}(3) = \tilde{a}_{10} \tilde{a}_{32} \tilde{a}_{21} - \tilde{a}_{20} \tilde{a}_{32} \tilde{a}_{11} - \tilde{a}_{30} \tilde{a}_{22} \tilde{a}_{11} - \tilde{a}_{30} \tilde{a}_{12} \tilde{a}_{21}.
\]
Remark 2.3. If \( \tilde{a}_{ii} = 0 \) for \( i \geq 2 \), then \( \tilde{\delta}(n) = \tilde{\kappa}(n) \prod_{i=2}^{n} \tilde{a}_{i,i-1} \) where \( \tilde{\kappa}(n) \) is introduced in \([11]\). In some sense, \( \tilde{\delta}(n) \) can be seen as a generalisation of \( \tilde{\kappa}(n) \), since it is also defined for \( \tilde{a}_{ii} \geq 0 \).

We can now state the link between the constant \( \tilde{\delta}(n) \) and the nature of the equilibrium of \( \tilde{F} \).

**Proposition 2.4.** \( \tilde{\delta}(n) > 0 \iff \tilde{F} \) has a positive (necessarily unique) equilibrium \( p^* \).

The proof is technical and postponed to Appendix [6.2]. Moreover, since the existence of a positive equilibrium for \( \tilde{F} \) is a necessary and sufficient condition for stochastic persistence, so is the positivity of \( \tilde{\delta}(n) \).

**Remark 2.5.** The proof of Proposition [2.4] provides an explicit formula for \( p^* \). This extends the results in \([10]\) since it also provides an explicit formula for \( \mathcal{I}_n \) (as defined in \([10]\)). It is also interesting to note that by \([10, Proposition 3.1]\) \( \tilde{\delta}(n) \) and \( \mathcal{I}_n \) have the same sign and as only the positivity of these two parameters is important, working with one or the other doesn't matter.

### 2.3 Main results

With the help of the previous parts, we can now state the stochastic persistence theorem.

**Theorem 2.6.** Suppose that \( \sigma_1 > 0 \) or \( \sigma_n > 0 \) and that \( \tilde{\delta}(n) > 0 \). Then

(a) \( P_{\text{inv}}(\mathbb{R}_+^n) = \{\Pi\} \).

(b) \( \Pi \) is absolutely continuous with respect to the Lebesgue measure of \( \mathbb{R}^n \) and its density is \( C^\infty \).

(c) For all \( f \in L^1(\Pi) \) and \( x \in \mathbb{R}_+^n \), \( \lim_{t \to \infty} t^{\beta-1} \|P_t(x,\cdot) - \Pi(\cdot)\|_{W_{\beta,q}} = 0 \), \( x \in \mathbb{R}_+^n \)

The next result specifies the rate of convergence of \( (P_t) \) toward \( \Pi \).

**Theorem 2.7.** Suppose that \( \sigma_1 > 0 \) or \( \sigma_n > 0 \) and that \( \tilde{\delta}(n) > 0 \).

(a) If \( a_{ii} = 0 \) for some \( i = 2, \ldots, n \), then there exists \( q_0 > 1 \) such that for all \( 1 < q < q_0 \) there exists a proper \( C^2 \) function \( W_q : \mathbb{R}_+^n \to \mathbb{R}_+ \) such that for all \( 1 \leq \beta \leq q \)

\[
\lim_{t \to \infty} t^{\beta-1} \|P_t(x,\cdot) - \Pi(\cdot)\|_{W_{\beta,q}} = 0, \quad x \in \mathbb{R}_+^n
\]

where \( W_{\beta,q} = W_q^{1-\beta/q} \).
(b) If \( a_{ii} > 0 \) for all \( i \), then there exist \( \varsigma > 0 \) and a continuous proper function \( \tilde{W} : \mathbb{R}^n_+ \rightarrow [1, \infty] \) such that
\[
\lim_{t \to \infty} e^{\varsigma t} \| P_t(x, \cdot) - \Pi(\cdot) \|_{\tilde{W}} = 0, \quad x \in \mathbb{R}^n_+.
\]

Remark 2.8. Theorem 2.7 clearly implies convergence in total variation (take \( \beta = q \) in (a) and note that \( \tilde{W} \geq 1 \) in (b)).

We have seen in the previous theorems that positivity of parameter \( \tilde{\delta}(n) \) ensures the persistence of all species. If we want to characterise extinction of at least one of them, we have to suppose that there exists \( 1 \leq i \leq n \) such that \( \tilde{\delta}(i) \leq 0 \). Intuitively if species \( i \) goes extinct, species \( i + 1 \) must become extinct too since its only source of food is species \( i \). Arguing in the same manner, we intuitively conclude that species \( i + 2, \ldots, n \) also must become extinct. This will be done in Lemma 5.1.

A. Hening and D. Nguyen already proved it in [10, 11] in the degenerate and non-degenerate setting :

Theorem 2.9 (A. Hening, D. Nguyen 2018). Suppose that there exists \( 1 \leq j^* < n \) such that \( \tilde{\delta}(j^*) > 0 \) and \( \tilde{\delta}(j^* + 1) \leq 0 \).

(a) If \( a_{ii} = 0 \) for some \( i = 2, \ldots, n \), then
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{E}_x [X_k(s)] ds = 0, \quad \text{for} \quad k = j^* + 1, \ldots, n \quad \text{and all} \quad x \in \mathbb{R}^n_+.
\]
Moreover, for every \( \varepsilon > 0 \), there exists a compact set \( K_\varepsilon \subset \mathbb{R}^{(j^*)}_+ \) such that for all \( x \in \mathbb{R}^n_+ \),
\[
\liminf_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}_x [(X_1(s), \ldots, X_{j^*}(s)) \in K_\varepsilon] ds \geq 1 - \varepsilon.
\]

(b) If \( a_{ii} > 0 \) for all \( i = 1, \ldots, n \), then \( X_{j^*+1}, \ldots, X_n \) go extinct almost surely exponentially fast and for every \( \varepsilon > 0 \), there exists a compact set \( K_\varepsilon \subset \mathbb{R}^{(j^*)}_+ \) such that for all \( x \in \mathbb{R}^n_+ \),
\[
\liminf_{t \to \infty} \mathbb{P}_x [(X_1(t), \ldots, X_{j^*}(t)) \in K_\varepsilon] \geq 1 - \varepsilon.
\]
Moreover, if \( \sigma_1, \ldots, \sigma_{j^*} > 0 \), there exists a unique invariant probability measure \( \Pi \) supported by \( \mathbb{R}^{(j^*)}_+ \) such that for all \( x \in \mathbb{R}^n_+ \), \( P_t(x, \cdot) \) converges weakly to \( \Pi(\cdot) \), i.e. for all continuous bounded functions \( f : \mathbb{R}^n_+ \to \mathbb{R} \),
\[
\lim_{t \to \infty} P_t f(x) = \Pi f(x).
\]

Remark 2.10. Statement (a) of Theorem 2.9 is proved in [11] in the case where \( a_{ii} = 0 \) for all \( i \geq 2 \). The proof easily extends verbatim to the present situation.

The next theorem complements the second assertion of Theorem 2.9.
Theorem 2.11. Suppose that there exists \( 1 \leq j^* < n \) such that \( \tilde{\delta}(j^*) > 0 \) and \( \tilde{\delta}(j^*+1) \leq 0 \) and moreover that \( \sigma_1 > 0 \) or \( \sigma_{j^*} > 0 \). Then

(a) \( \mathcal{P}_{\text{inv}}(\mathbb{R}_+^n) = \mathcal{P}_{\text{inv}}(\mathbb{R}_+^{(j^*)}) \) and \( \mathcal{P}_{\text{inv}}(\mathbb{R}_+^{(j^*)}) = \{\Pi\} \).

(b) If \( a_{ii} > 0 \) for all \( i = 1, \ldots, n \), \( P_t(x, \cdot) \) converges weakly to \( \Pi(\cdot) \) for all \( x \in \mathbb{R}_+^n \).

Remark 2.12. In [11], when except for the lowest tropic level, species have no intraspecific competition (that is, \( a_{ii} = 0 \), \( i = 2, \ldots, n \)), the authors cannot show that \( X_k(t), k \geq j^* \) converges to \( 0 \) exponentially fast with probability 1 if \( \tilde{\delta}(j^*) > 0 \) and \( \tilde{\delta}(j^*+1) \leq 0 \) because it is not easy to show the tightness of the family of random occupation measures when \( a_{ii} = 0 \), \( i = 2, \ldots, n \).

Using newly-developed coupling techniques, one can obtain the exponential convergence of \( X_k(t), k \geq j^* \) with probability 1. This result is beyond the scope of this paper and it will be reported in [3].

3 Stochastic persistence

3.1 Some mathematical tools

In this section, we introduce some tools that will be needed for the proof of Theorem 2.6. We consider the general stochastic differential equation given by (1) under the assumption that \( F_i \) is \( C^\infty \) but not necessarily of the form (2).

Let \( L \) and \( \Gamma_L \) respectively denote the formal generator and the formal carré du champ defined by

\[
Lg(x) := \sum_{i=1}^{n} x_i F_i(x) \frac{\partial g}{\partial x_i}(x) + \frac{1}{2} \sum_{i=1}^{n} \sigma_i^2 x_i^2 \frac{\partial^2 g}{\partial x_i^2}(x)
\]

and

\[
\Gamma_L(g)(x) := \sum_{i=1}^{n} \sigma_i^2 x_i^2 \left( \frac{\partial g}{\partial x_i}(x) \right)^2
\]

for \( g : \mathbb{R}_+^n \to \mathbb{R} \) a \( C^2 \) map (see [2] Section 3.2 for more details).

Let \( C_b(\mathbb{R}_+^n) \) be the set of real-valued bounded continuous functions on \( \mathbb{R}_+^n \). We let \( \mathcal{L} \) be the infinitesimal generator of \( (P_t)_{t \geq 0} \) on \( C_b(\mathbb{R}_+^n) \) and \( \mathcal{D}(\mathcal{L}) \subset C_b(\mathbb{R}_+^n) \) be its domain. Following [2], recall that \( \mathcal{D}(\mathcal{L}) \) is defined as the set of \( f \in C_b(\mathbb{R}_+^n) \) for which

1. \( \mathcal{L}f(x) := \lim_{t \to 0} \frac{P_t f(x) - f(x)}{t} \) exists for all \( x \in \mathbb{R}_+^n \);
2. \( \mathcal{L}f \in C_b(\mathbb{R}_+^n) \);
3. \( \sup_{0 < t \leq 1} \frac{1}{t} ||P_t f - f||_\infty < \infty \).
For a map $f \in \mathcal{D}(\mathcal{L})$ such that $f^2 \in \mathcal{D}(\mathcal{L})$, we let
\[ \Gamma f := \mathcal{L}(f^2) - 2f \mathcal{L}f. \]
denote the carrée du champ operator.

The next result is Proposition 3.1 in [2] but for the second part of assertion 2 for which we provide the proof in the Appendix 6.1.

**Proposition 3.1.** Suppose that there exists a $C^2$ proper map $U : \mathbb{R}^n_+ \to [1, \infty[$ and constants $\alpha, \gamma > 0$, $\beta \geq 0$ such that
\[ LU \leq -\alpha U + \beta \tag{5} \]
and
\[ \Gamma_L(U) \leq \gamma U^2. \tag{6} \]

Then,

1) For each $x \in \mathbb{R}^n_+$, there exists a unique strong solution $(X^x(t))_{t \geq 0} \subset \mathbb{R}^n_+$ to (1) with initial condition $X^x(0) = x$ and $X^x(t)$ is continuous in $(t, x)$. In particular, the process is $C_b(\mathbb{R}^n_+)$-Feller, that is for each continuous bounded function $f : \mathbb{R}^n_+ \to \mathbb{R}$, the mapping $(t, x) \mapsto P_t f(x)$ is continuous.

2) $\sup_{t \geq 0} \mathbb{E}(U(X^x(t))) \leq \frac{\beta}{\alpha}$ for all $x \in \mathbb{R}^n_+$ and $\mu U = \int U d\mu \leq \frac{\beta}{\alpha}$ for all $\mu \in \mathcal{P}_{inv}(\mathbb{R}^n_+)$. 

3) If $\mathcal{C}^2_c(\mathbb{R}^n_+)$ is the set of $C^2$ real valued maps with compact support, then $\mathcal{C}^2_c(\mathbb{R}^n_+) \subset \mathcal{D}^2(\mathcal{L})$, the set of functions $f$ such that $f, f^2 \in \mathcal{D}(\mathcal{L})$ and for all $f \in \mathcal{C}^2_c(\mathbb{R}^n_+)$
\[ \mathcal{L}f(x) = Lf(x) \quad \text{and} \quad \Gamma(f)(x) = \Gamma_L(f)(x). \]

4) The set $\partial \mathbb{R}^n_+$ is invariant under $(P_t)_{t \geq 0}$.

5) For $c > 1$, the process
\[ M_t(x) := U^{\frac{1}{2}}(X^x(t)) - U^{\frac{1}{2}}(x) - c \int_0^t U^{\frac{1}{2}}(X^x(s)) ds, \quad t \geq 0 \]
is a martingale that satisfies the strong law of large numbers, that is
\[ \lim_{t \to \infty} \frac{M_t(x)}{t} = 0 \]
$\mathbb{P}_x$ almost surely for all $x \in \mathbb{R}^n_+$. There also exists $K \geq 0$ such that
\[ LU^{\frac{1}{2}} \leq -c U^{\frac{1}{2}} + K. \]

In the proof of persistence, accessibility also plays a key role.
Definition 3.2. A point \( y \in \mathbb{R}_+^n \) is accessible from \( x \in \mathbb{R}_+^n \) if for every neighbourhood \( U \) of \( y \), there exists \( t \geq 0 \) such that \( P_t(x, U) > 0 \).

We denote by \( \mathcal{A}_x \) the set of points \( y \) that are accessible from \( x \) and for \( D \subset \mathbb{R}_+^n \), we let \( \mathcal{A}_D = \bigcap_{x \in D} \mathcal{A}_x \) be the set of accessible points from \( D \).

Let

\[
A^0(x) = (x_1 \bar{F}_1(x), \ldots, x_n \bar{F}_n(x)) \quad \text{and} \quad A^j(x) = \sigma_j x_j e_j, \quad j = 1, \ldots, n
\]

(7)

where \( e_j \) stands for the \( j \)-th vector of the canonical basis of \( \mathbb{R}^n \). Now, we consider the deterministic control system associated to (3)

\[
\dot{y} = A^0(y) + \sum_{j=1}^{n} u^j A^j(y)
\]

(8)

where the control function \( u = (u^1, \ldots, u^n) : \mathbb{R}_+ \to \mathbb{R}^n \) is at least piecewise continuous. We let \( y(u, x, \cdot) \) denote the maximal solution to (8) starting from \( x \) and with control function \( u \).

The next result is Proposition 5.3 in [2].

Proposition 3.3. Let \( x, z \in \mathbb{R}_+^n \), then \( z \in \mathcal{A}_x \) if and only if for every neighbourhood \( O \) of \( z \), there exists a control sequence \( u \) such that \( y(u, x, t) \in O \) for some \( t \geq 0 \).

We also need the so-called Hörmander condition. Let

\[
E^1 := \{A^1, \ldots, A^n\},
\]

\[
E^k := E^{k-1} \cup \{[V, W] \mid V \in E^{k-1}, W \in E^{k-1} \cup \{A^0\}\} \quad k \geq 2,
\]

where \([\cdot, \cdot]\) denotes the Lie bracket operator and \( A^1, \ldots, A^n \) are defined by (7). Recall that given two smooth vector fields \( V, W : \mathbb{R}^n \to \mathbb{R}^n \) and \( x \in \mathbb{R}^n \),

\[
[V, W](x) := DW(x)V(x) - DV(x)W(x),
\]

where \( DV(x) = \left( \frac{\partial V}{\partial x_j}(x) \right)_{i,j} \) stands for the Jacobian matrix of \( V \) at \( x \).

For \( x \in \mathbb{R}^n \) and \( k \geq 1 \), we let \( E^k(x) := \{V(x) \mid V \in E^k\} \).

Definition 3.4. We say that (3) satisfies the strong Hörmander condition at \( x \in \mathbb{R}_+^n \) if there exists \( k \in \mathbb{N}^* \) such that

\[\text{span}(E^k(x)) = \mathbb{R}^n.\]

For \( \mu \in \mathcal{P}_{\text{erg}}(\partial \mathbb{R}_+^n) \) provided \( \bar{F}_i \in L^1(\mu) \) we let

\[\mu \bar{F}_i := \int \bar{F}_i d\mu\]

denote the invasion rate of species \( i \) with respect to \( \mu \). See [2] chapter 5 or [11] for more details.

Theorem 2.6 will be deduced from the next theorem which is a reformulation of Corollary 5.4 in [2].
Theorem 3.5. Suppose the hypotheses of Proposition 3.1 are satisfied and assume moreover that
\[ \tilde{F}_i \in L^1(\mu) \quad \forall \mu \in \mathcal{P}_{inv}(\partial \mathbb{R}^n_+) \quad \text{and} \quad i = 1, \ldots, n, \] (9)
and that there exist positive numbers \( p_1, \ldots, p_n \) such that for all \( \mu \in \mathcal{P}_{erg}(\partial \mathbb{R}^n_+) \)
\[ \sum_{i=1}^{n} p_i \mu \tilde{F}_i > 0. \] (10)

If there exists \( x^* \in \mathfrak{A}_{\mathbb{R}^n_+} \cap \mathbb{R}^n_+ \) satisfying the strong Hörmander condition, then
(a) \( \mathcal{P}_{inv}(\mathbb{R}^n_+) = \{ \Pi \} \) and \( \Pi \) is absolutely continuous with respect to the Lebesgue measure of \( \mathbb{R}^n \).
(b) For all \( f \in L^1(\Pi) \) and \( x \in \mathbb{R}^n_+ \), \( \lim_{t \to \infty} \Pi^x_t f = \Pi f \) a.s. and \( (P_t) \) converge to \( \Pi \) in total variation.
(c) The density of \( \Pi \) is \( C^\infty \).

Remark 3.6. By part (2) of Proposition 3.1, a sufficient condition for (9) is
\[ \sum_{i=1}^{n} |\tilde{F}_i| \leq aU + b \]
for some constants \( a, b > 0 \).

3.2 Proof of Theorem 2.6

To prove the theorem, we assume that \( F_i \) is given by (2). Let
\[ U(x) = 1 + \sum_{i=1}^{n} c_i x_i \] (11)
where \( c_1 > 0, c_i = c_1 \prod_{k=2}^{i} \frac{a_k}{a_k - 1} \) for \( i = 2, \ldots, n \).

Lemma 3.7. The function \( U \) and the parameters
\[ \alpha = \min_{i=2,\ldots,n} \{a_{i0}\}, \quad \beta = \alpha + \sup_{x_1>0} \{c_1 x_1 (a_{10} - a_{11} x_1) + c_1 a x_1\}, \quad \gamma = \max_{i=1,\ldots,n} \{\sigma_i^2\} \]
satisfy hypotheses (5) and (6) of Proposition 3.1. Moreover \( \tilde{F}_i \in L^1(\mu) \)
\( \forall \mu \in \mathcal{P}_{inv}(\partial \mathbb{R}^n_+) \) and \( i = 1, \ldots, n \).

Proof The first part of the proof is easy and left to the reader (see [11, Lemma 3.2] for a detailed one). The second one follows from Remark 3.6.

□
We now relate the sign of $\tilde{\delta}(n)$ to the persistence condition \((10)\).

Proposition 3.8. $\tilde{\delta}(n) > 0$ is equivalent to condition \((10)\) of Theorem 3.5.

Proof. First suppose that $\tilde{\delta}(n) > 0$. By Lemma 4 in [18], condition \((10)\) is equivalent to
\[
\max_{i=1,\ldots,n} \mu \tilde{\mathcal{F}}_i > 0, \quad (*)
\]
for every $\mu \in \mathcal{P}_{\text{inv}}(\partial \mathbb{R}_n^+)$. By Lemma 3.5 of [11], the first part of the proof of Theorem 1.1 \((i)\) in [10] and Remark 2.3 \((*)\) is verified.

Remark that in [10, 11] the aforesaid proofs do not require the non-degeneracy of the process, so they are still true in this setting.

Conversely, suppose \((10)\) is true. By Theorem 5.1 of [2] and Lemma 3.7, there exists $\mu \in \mathcal{P}_{\text{inv}}(\mathbb{R}_n^+)$ such that $\mu \tilde{\mathcal{F}}_i = 0$ for all $i = 1, \ldots, n$. Now, write explicitly the system $\mu \tilde{\mathcal{F}}_i = 0$:
\[
\begin{align*}
0 &= \tilde{a}_{10} - \tilde{a}_{12} \int x_1 \mu(dx) - \tilde{a}_{11} \int x_2 \mu(dx) & i &= 1, \\
0 &= -\tilde{a}_{i0} + \tilde{a}_{i-1} \int x_{i-1} \mu(dx) - \tilde{a}_{ii} \int x_i \mu(dx) - \tilde{a}_{i+1} \int x_{i+1} \mu(dx) & i &\neq 1, n, \\
0 &= -\tilde{a}_{n0} + \tilde{a}_{n-1} \int x_{n-1} \mu(dx) - \tilde{a}_{nn} \int x_n \mu(dx) & i &= n.
\end{align*}
\]

So $\left( \int x_1 \mu(dx), \ldots, \int x_n \mu(dx) \right)$ is the unique solution of the previous system and by definition of $\mu$, this solution is strictly positive. By Proposition 2.4 $\tilde{\delta}(n) > 0$. \[
\square
\]

The next proposition is Theorem 5.3.1 of [12] for the intra-specific case and Exercise 5.3.2 of [12] for the non-intra-specific one.

Proposition 3.9. Assume the equivalent conditions of Proposition 2.4 are satisfied, then for the deterministic system $\dot{X}_i = X_i \tilde{F}_i(X)$, $i = 1, \ldots, n$ (i.e. system \((3)\) without noise), $p^*$ (as defined in Proposition 2.4) is globally asymptotically stable i.e. for every initial condition $x_0 \in \mathbb{R}_n^+$, the solution $X^{x_0}(t)$ has the property that $X^{x_0}(t) \to p^*$.

Corollary 3.10. Under the equivalent conditions of Proposition 2.4, $p^* \in \mathcal{A}_{\mathbb{R}_n^+}$.

Proof. We start by rewriting the control equation for \((3)\)
\[
\dot{y}_i = y_i \tilde{F}_i(y) + u^i y_i \sigma_i \quad i = 1, \ldots, n
\]
where $u = (u^1, \ldots, u^n) : \mathbb{R}_+ \to \mathbb{R}^n$ is at least piecewise continuous.

If we take $u \equiv 0$, by Proposition 3.9 the solution $y(0, x, t) \to p^*$ for every $x \in \mathbb{R}_n^+$. We conclude by using Proposition 3.3. \[
\square
\]
Now, we discuss Hörmander’s condition.

**Proposition 3.11.** Assume that either \( \sigma_1 > 0 \) or \( \sigma_n > 0 \). Then the strong Hörmander condition for (3) is satisfied for every \( x \in \mathbb{R}^n_+ \).

**Proof.** Recall that for \( x \in \mathbb{R}^n_+ \), \( A^1(x) = \sigma_1 x_1 e_1 \) and \( A^0(x) = (x_1 \tilde{F}_1(x), \ldots, x_n \tilde{F}_n(x)) \).

We immediately get for \( x \in \mathbb{R}^n_+ \) that \( DA^1(x) \) and \( DA^0(x) \) are the \( n \times n \) matrix defined as

\[
DA^1(x)_{ij} = \begin{cases} 
\sigma_1 & \text{if } (i, j) = (1, 1), \\
0 & \text{if } (i, j) \neq (1, 1), 
\end{cases}
\]

and as

\[
DA^0(x) = \begin{pmatrix}
\tilde{F}_1(x) + x_1 \frac{\partial \tilde{F}_1}{\partial x_1}(x) & x_1 \frac{\partial \tilde{F}_1}{\partial x_2}(x) & 0 & \cdots & 0 \\
x_2 \frac{\partial \tilde{F}_2}{\partial x_1}(x) & \tilde{F}_2(x) + x_2 \frac{\partial \tilde{F}_2}{\partial x_2}(x) & x_2 \frac{\partial \tilde{F}_2}{\partial x_3}(x) & \cdots & \vdots \\
0 & x_3 \frac{\partial \tilde{F}_3}{\partial x_2}(x) & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & x_{n-1} \frac{\partial \tilde{F}_{n-1}}{\partial x_n}(x) & \tilde{F}_n(x) + x_n \frac{\partial \tilde{F}_n}{\partial x_1}(x)
\end{pmatrix}.
\]

We now define recursively the family of vector fields \( b^k \in E^k, k \geq 1 \) by

\[
\begin{cases}
    b^1 = A^1, \\
    b^{k+1} = [b^k, A^0].
\end{cases}
\]

We have for \( x \in \mathbb{R}^n_+ \) that \( b^k \) has the form

\[
b^k_k(x) = \sigma_1 x_1 \prod_{i=2}^{k} x_i \tilde{a}_{i,i-1} \quad \text{and} \quad b^k_j(x) = 0 \quad \text{for all } j > k.
\]

The assumption \( \sigma_1 > 0 \) makes \( \{b^1(x), \ldots, b^n(x)\} \) a basis of \( \mathbb{R}^n \) for every \( x \in \mathbb{R}^n_+ \). So Hörmander’s condition holds true for every \( x \in \mathbb{R}^n_+ \).

The case \( \sigma_n > 0 \) is very similar and left to the reader. \( \square \)

By Lemma 3.7, the function \( U \) defined by (11) satisfies the hypotheses of Proposition 3.1 and furthermore (9) is satisfied. Since \( \tilde{\delta}(n) > 0 \) and by Proposition 3.8 hypothesis (10) holds true. Under conditions \( \sigma_1 > 0 \) or \( \sigma_n > 0 \) and \( \tilde{\delta}(n) > 0 \), Corollary 3.10 and Proposition 3.11 make the equilibrium \( p^* \) an accessible point satisfying the strong Hörmander condition. Proposition 3.11 proves moreover that the strong Hörmander condition holds at every \( x \in \mathbb{R}^n_+ \).

Then hypotheses of Theorem 3.5 hold true and Theorem 2.6 follows.
4 Rate of convergence

4.1 General main results on the rate of convergence

As in Section 3.1, we consider the general stochastic differential equation given by (1) under the assumption that $F_i$ is $C^\infty$ but not necessarily of the form (2).

We suppose here that there exists a map $U : \mathbb{R}^n_+ \to \mathbb{R}$ satisfying the hypotheses of Proposition 3.1 and the additional conditions:

$$\liminf_{\|x\| \to \infty} \frac{U(x)}{\ln \|x\|} > 0, \quad (12)$$

$$\limsup_{\|x\| \to \infty} \left( LU(x) + p_0 \sum_{i=1}^n |F_i(x)| \right) < 0 \text{ for some } p_0 > 0 \quad (13)$$

and

$$\sum_{i=1}^n |F_i(x)| \leq C U^{d_0}(x) \text{ for some } d_0 \geq 1 \text{ and } C > 0. \quad (14)$$

We also assume that the persistence condition of Theorem 2.6 is satisfied, that is there exist $p_1, \ldots, p_n > 0$ such that

$$\sum_{i=1}^n p_i \mu \tilde{F}_i > 0 \text{ for every } \mu \in \mathcal{P}_{\text{erg}}(\partial \mathbb{R}^n_+). \quad (15)$$

Remark that we can assume that $\sum_{i=1}^n p_i$ is sufficiently small without loss of generality.

Consider the function

$$V(x) = U(x) - \sum_{i=1}^n p_i \ln x_i.$$  

When $\sum_{i=1}^n p_i$ is sufficiently small, we deduce from (12) and (13) that the function $V(x)$ satisfies

$$V(x) > 0 \text{ for any } x \in \mathbb{R}^n_+ \text{ and } \lim_{\|x\| \to \infty} V(x) = \infty$$

and

$$L V(x) \leq h_1 \mathbf{1}_{\{|x| \leq M\}} - h_2 \mathbf{1}_{\{|x| \geq M\}}, \quad x \in \mathbb{R}^n_+ \quad (16)$$

for some positive constants $h_1, h_2, M$.

Let us define the constant $q_0 > 1$ such that

$$-\alpha + \frac{q_0 - 1}{2} \gamma = 0 \quad (17)$$

where $\alpha$ and $\gamma$ are as in (5) and (9).

Finally, for $q \in \left[1, \min\{q_0, \frac{q_0 + 2}{2}\}\right]$, let

$$W_q = \begin{cases} 
V^q + C U^q & \text{if } 1 < q \leq 2, \\
V^q + C U^{q-2} & \text{if } q > 2,
\end{cases} \quad (18)$$
\[ \hat{W}(x) = \left( \frac{U(x)}{\prod_{i=1}^{n} x_i^{p_i}} \right)^{\varepsilon^*} \]  

(19)

for some \( C, \varepsilon^* > 0 \). Remark that \( W_q > 0 \) and that \( \hat{W} \geq 1 \) when \( \sum_{i=1}^{n} p_i \) is sufficiently small.

We can now state two new general theorems for the rates of convergence.

**Theorem 4.1.** Assume that there exists a map \( U : \mathbb{R}^n_+ \to \mathbb{R} \) satisfying the hypotheses of Proposition 3.1, (12), (13), (14) and (15). Suppose moreover that there exists \( x^* \in \mathcal{A}_{\mathbb{R}^n_+} \cap \mathbb{R}^n_+ \) which satisfies the strong Hörmander condition. Then for all \( q \in ]1, \min\{q_0, \frac{q_0+2}{2}\} \) and for all \( 1 \leq \beta \leq q \),

\[ \lim_{t \to \infty} t^{\beta-1} \| P_t(x, \cdot) - \Pi(\cdot) \|_{W_{\beta, q}} = 0, \quad x \in \mathbb{R}^n_+ \]

where \( W_{\beta, q} = W_1^{1-\beta/q} \) and \( W_q \) is defined by (18).

**Theorem 4.2.** Assume that there exists a map \( U : \mathbb{R}^n_+ \to \mathbb{R} \) satisfying hypotheses of Proposition 3.1, (14) and (15). Suppose that (12) and (13) are strengthened to

\[ \liminf_{\|x\| \to \infty} \frac{\ln U(x)}{\ln \|x\|} > 0 \]  

(20)

and

\[ \limsup_{\|x\| \to \infty} \left( L \ln U(x) + p_0 \sum_{i=1}^{n} |F_i(x)| \right) < 0 \text{ for some } p_0 > 0 \]  

(21)

respectively. Assume moreover that there exists \( x^* \in \mathcal{A}_{\mathbb{R}^n_+} \cap \mathbb{R}^n_+ \) which satisfies the strong Hörmander condition. Then there exists \( \varsigma > 0 \) such that

\[ \lim_{t \to \infty} e^{\varsigma t} \| P_t(x, \cdot) - \Pi(\cdot) \|_{\hat{W}} = 0, \quad x \in \mathbb{R}^n_+ \]

where \( \hat{W} \) is defined by (19).

Before proving these theorems, we will apply them in the next part to prove the polynomial or exponential rate of convergence in the Lotka-Volterra food chain model.

### 4.2 Proof of Theorem 2.7

To prove Theorem 2.7, we will use Theorem 4.1 and 4.2.

(a) Suppose that \( a_{ii} = 0 \) for some \( i = 2, \ldots, n \). By Lemma 3.7 \( U \) satisfies the hypotheses of Proposition 3.1. We have from (5)

\[ LU(x) + p_0 \sum_{i=1}^{n} |F_i(x)| \leq -\alpha U + \beta + p_0 \sum_{i=1}^{n} |F_i(x)|. \]
Since $F_i$ and $U$ are linear functions, then for $p_0$ sufficiently small (13) holds true and (12) is trivially verified. We also deduce that for each $d_0 \geq 1$, there exists a constant $C > 0$ such that (14) holds. Since $\tilde{\delta}(n) > 0$, by Proposition 3.8 (15) is immediately verified. Moreover by Corollary 3.10 and Proposition 3.11, $p^* \in \mathbb{A}_{\mathbb{R}^n_+} \cap \mathbb{R}^n_+$ satisfies the strong Hörmander condition.

Thus, by Theorem 4.1, for all $q \in \{q_0, \frac{q_0 + 2}{2}\}$ and for all $1 \leq \beta \leq q$

$$\lim_{t \to \infty} e^{t\beta - 1} \|P_t(x, \cdot) - \Pi(\cdot)\|_{W^{\beta, q}} = 0, \quad x \in \mathbb{R}^n_+$$

where $q_0$ is defined by (17), $W_q$ by (18) and $W_{\beta, q} = W^{1 - \beta/q}$.

(b) Suppose that $a_{ii} > 0$ for all $i$. The verification of the hypotheses of Proposition 3.1 and of inequalities (14) and (15) is basically the same as in the case (a). (20) follows from the form of $U$. To prove (21), first remark that

$$L \ln U(x) = \frac{LU(x) - 1}{2U^2(x)} U(x) \leq \frac{c_1 x_1 (a_{10} - a_{11} x_1) - \sum_{i=2}^n c_i a_{i0} x_i - \sum_{i=2}^n c_i a_{ii} x_i^2}{1 + \sum_{i=1}^n c_i x_i} - \frac{1}{2} \frac{\sum_{i=1}^n c_i^2 \sigma_i x_i^2}{(1 + \sum_{i=1}^n c_i x_i)^2}.$$ 

It thus becomes clear that $L \ln U(x)$ is bounded above by a linear function of $\|x\|$ with a negative slope. Then (21) holds true for $p_0 > 0$ sufficiently small. Since $\tilde{\delta}(n) > 0$, by Corollary 3.10 and Proposition 3.11, $p^* \in \mathbb{A}_{\mathbb{R}^n_+} \cap \mathbb{R}^n_+$ satisfies the strong Hörmander condition.

Thus, by Theorem 4.2, there exists $\varsigma > 0$ such that

$$\lim_{t \to \infty} e^{\varsigma t} \|P_t(x, \cdot) - \Pi(\cdot)\|_{2\hat{W}} = 0, \quad x \in \mathbb{R}^n_+$$

where $\hat{W}$ is defined by (19).

This concludes the proof.

**Remark 4.3.** In the case (a), i.e. $a_{ii} = 0$ for some $i = 2, \ldots, n$, if $\sigma_1 > 0$ and $\sigma_i = 0$, for $i = 2, \ldots, n$, then we can easily verify that for any $q > 0$,

$$LU^q(x) \leq \beta_q - \alpha_q U^q(x)$$

for some $\beta_q, \alpha_q > 0$. Thus, in view of Proposition 4.9, the degree of $t^{\beta - 1}$ in Theorem 2.7 part (a) can be any positive number.

**Remark 4.4.** The positivity of $a_{ii}$ allows us to choose a stronger Lyapunov function. It implies that $(X^x_i)$ enter in a compact exponentially fast and this is why the semi-group $(P_t)$ converges to the stationary distribution exponentially fast.
4.3 Proofs of Theorem 4.1 and Theorem 4.2

We start by Theorem 4.1. In order to obtain the polynomial convergence rate, we will show that for each \( q \in \left[ 1, \min\{q_0, \frac{q+2}{2}\} \right] \), there is a \( T > 0 \) such that the proper function \( W_q : \mathbb{R}_{++}^n \to \mathbb{R}_+ \) defined by (18) satisfies

\[
 P_T(W_q(x)) - W_q(x) \leq -\kappa W_q^{(q-1)/q}(x) + K \mathbf{1}_{\{W_q \leq R\}}(x)
\]

for some \( \kappa, K, R > 0 \). We will also show that the Markov chain \((X^x(kT))_{k \in \mathbb{N}}\) is aperiodic, irreducible and all compact set in \( \mathbb{R}_{++}^n \) is petite. Then by [14, Theorem 3.6], for all \( 1 \leq \beta \leq q \)

\[
 \lim_{t \to \infty} t^{\beta-1} \left\| P_t(x, \cdot) - \Pi(\cdot) \right\|_{W_{\beta,q}} = 0, \quad x \in \mathbb{R}_{++}^n
\]

where \( W_{\beta,q} = W_q^{1-\beta/q} \).

To proceed, let us recall some concepts and results needed to prove the main theorem. Let \( \Phi = (\Phi_0, \Phi_1, \ldots) \) be a discrete-time Markov chain on a general state space \((E, \mathcal{E})\), where \( \mathcal{E} \) is a countably generated \( \sigma \)-algebra. Denote by \( \mathbf{P} \) the Markov transition kernel for \( \Phi \). If there is a non-trivial \( \sigma \)-finite positive measure \( \varphi \) on \((E, \mathcal{E})\) such that for any \( A \in \mathcal{E} \) satisfying \( \varphi(A) > 0 \) we have

\[
 \sum_{k=1}^{\infty} \mathbf{P}^k(x, A) > 0, \quad x \in E
\]

where \( \mathbf{P}^k \) is the \( k \)-step transition kernel of \( \Phi \), then the Markov chain \( \Phi \) is called \( \varphi \)-irreducible. It is known that if \( \Phi \) is \( \varphi \)-irreducible, then there exist a positive integer \( d \) and disjoint subsets \( E_0, \ldots, E_{d-1} \subset E \) such that for all \( i = 0, \ldots, d-1 \) and all \( x \in E_i \), we have

\[
 \mathbf{P}(x, E_j) = 1 \text{ where } j = i + 1 \text{ (mod } d) \text{ and }
\]

\[
 \varphi \left( E \setminus \bigcup_{i=0}^{d-1} E_i \right) = 0.
\]

The smallest positive integer \( d \) satisfying the above condition is called the period of \( \Phi \). An aperiodic Markov chain is a chain with period \( d = 1 \).

A set \( C \in \mathcal{E} \) is called petite, if there exist a non-negative sequence \( (a_k)_{k \in \mathbb{N}} \) with \( \sum_{k=1}^{\infty} a_k = 1 \) and a nontrivial positive measure \( \nu \) on \((E, \mathcal{E})\) such that

\[
 \sum_{k=1}^{\infty} a_k \mathbf{P}^k(x, A) \geq \nu(A), \quad x \in C, A \in \mathcal{E}.
\]

Lemma 4.5. If there exists \( p^* \in \mathfrak{A}_{\mathbb{R}_{++}^n} \cap \mathbb{R}_{++}^n \) satisfying the strong Hörmander condition, then for any \( T > 0 \), the Markov chain \((X^x(kT))_{k \in \mathbb{N}}\) is aperiodic, irreducible and all compact sets in \( \mathbb{R}_{++}^n \) are petite.
**Proof** Due to the strong Hörmander condition, by [13] the transition probability $P_t(x, \cdot)$ of $(X^x(t))$ has a smooth density, denoted by $p(t, x, y)$. Let $q^* \in \mathbb{R}^n_{++}$ and $T > 0$ such that $p(T, p^*, q^*) > 0$. Since $p(t, x, y)$ is smooth, we can find $r > 0$ such that

$$\inf \{ p(T, x, y) \mid x \in B(p^*, r), y \in B(q^*, r) \} =: \delta_r > 0,$$

where $B(x, r)$ is the open ball with radius $r$ centered at $x$.

By accessibility of $p^*$, for each compact set $K \subset \mathbb{R}^n_{++}$ there exists $k_K > 0$ such that

$$P_{kT}(x, B(p^*, r/2)) > 0$$

for any $x \in K$, $k \geq k_K$. Due to the compactness of $K$ and the Feller property of $(X^x(t))$, we can easily obtain that

$$\inf_{x \in K} \{ P_{kT}(x, B(p^*, r)) \} := \varsigma_{k, K} > 0, \text{ for any } k \geq k_K. \tag{24}$$

Applying the Chapman–Kolmogorov equation and using (23) and (24), we have

$$\inf_{x \in K} \{ P_{(k+1)T}(x, C) \} \geq \varsigma_{k, K} \delta_r m(C \cap B(q^*, r)), \quad k \geq k_K \tag{25}$$

for any measurable subset $C \subset \mathbb{R}^n_{++}$, where $m(\cdot)$ is the Lebesgue measure on $\mathbb{R}^n_{++}$. Obviously, (25) implies that the Markov chain $((X^x(kT))_{k \in \mathbb{N}}$ is irreducible and every compact set $K$ is petite. Moreover, $((X^x(kT))_{k \in \mathbb{N}}$ is aperiodic because if it is not, then there is $d > 1$ and disjoint subsets $E_0, \ldots, E_{d-1}$ such that for all $i = 0, \ldots, d-1$ and $x \in E_i$,

$$P_T(x, E_j) = 1, \quad j = i + 1 \mod d.$$ 

This implies that for any $k \in \mathbb{N}$ and $x \in E_i$

$$P_{(kd+1)T}(x, E_j) = 1, \quad j = i + 1 \mod d. \tag{26}$$

Now, observe that at least one of the two sets $E_0 \cap B(q^*, r)$ and $B(q^*, r) \setminus E_0$ has nonzero Lebesgue measure. If $m(E_0 \cap B(q^*, r)) > 0$, for any $x \in E_0$, letting $K$ be a compact set containing $x$, then we have from (25) that

$$P_{(kd+1)T}(x, E_0) \geq \varsigma_{k, K} \delta_r m(E_0 \cap B(q^*, r)) > 0, \quad k \geq k_K$$

which contradict the fact that $E_0, E_1$ are disjoint and $P_{(kd+1)T}(x, E_1) = 1$. Likewise, if $m(B(q^*, r) \setminus E_0) > 0$, for any $x \in E_{d-1}$, letting $K$ be a compact set containing $x$, we have from (25) that

$$P_{(kd+1)T}(x, B(q^*, r) \setminus E_0) \geq \varsigma_{k, K} \delta_r m(B(q^*, r) \setminus E_0) > 0, \quad k \geq k_K$$

which contradict $P_{(kd+1)T}(x, E_0) = 1$ and $x \in E_{d-1}$. The contradiction argument above shows that the Markov chain $((X^x(kT))_{k \in \mathbb{N}}$ is aperiodic. 

□
Now, we want to prove that for all $q \in \left] 1, \min\left\{ q_0, \frac{q_0+2}{2} \right\} \right]$ $W_q$ satisfies (22). The proof will follow the approach in [3]. To proceed, we first need the next technical results. We start by next lemma that provided very useful inequalities.

**Lemma 4.6.** Let $p > 0$. There exists $c_p > 0$ such that for any $a > 0$ and $x \in \mathbb{R}$ we have

$$|a + x|^{1+p} \leq \begin{cases} a^{1+p} + (1+p)a^px + c_p|x|^{1+p} & \text{if } p \leq 1, \\ a^{1+p} + (1+p)a^px + a^p + c_p(|x|^{2p} + 1) & \text{if } p > 1. \end{cases} \quad (27)$$

As an application, for a random variable $Y$ and a constant $k > 0$, one has that there exists $K_1 > 0$ such that

$$\mathbb{E}[k + Y]^{1+p} \leq \begin{cases} k^{1+p} + (1+p)k^p\mathbb{E}Y + \tilde{K}_1\mathbb{E}|Y|^{1+p} & \text{if } p \leq 1, \\ k^{1+p} + (1+p)k^p\mathbb{E}Y + k^p + \tilde{K}_1(\mathbb{E}|Y|^{2p} + 1) & \text{if } p > 1. \end{cases} \quad (28)$$

Moreover, there exists $c_{p,b} > 0$ depending only on $p, b > 0$ such that if $x + a \geq 0$ then

$$(a+x)^{1+p} - b(a+x)^p \leq \begin{cases} a^{1+p} + (1+p)a^px - \frac{b}{2}a^p + c_{b,p}(|x|^{1+p} + 1) & \text{if } p \leq 1, \\ a^{1+p} + (1+p)a^px - \frac{b}{2}a^p + a^p + c_{b,p}(|x|^{2p} + 1) & \text{if } p > 1. \end{cases} \quad (29)$$

**Proof** If $x > a/2$ then

$$(a + x)^{1+p} - a^{1+p} - (1+p)a^px < c_{p,a}^{1+p}. \quad (27)$$

If $x < -a/2$ then

$$|a + x|^{1+p} - a^{1+p} - (1+p)a^px \leq c_{p,a}^{1+p}. \quad (27)$$

If $p \leq 1$ we are done for this two cases. For $p > 1$, since $a > 0$, it is enough to remark that $c_p|x|^{1+p} \leq a^p + c_p(|x|^{2p} + 1)$.

If $|x| \leq a/2$, consider the function

$$f(x) = (a + x)^{1+p} - a^{1+p} - (1+p)a^px.$$  

We have $f(0) = 0$, $f'(0) = 0$, $f''(x) = (1+p)p(a + x)^{p-1}$. By Taylor’s expansion, there exists $0 \leq \xi_x \leq 1$ such that

$$f(x) = (1+p)p\frac{x^2(a + \xi_x x)^{p-1}}{2}.$$  

If $0 < p \leq 1$ then $x^2(a + \xi_x x)^{p-1} \leq x^2(2|x|)^{p-1} \leq c_p|x|^p$. If $p > 1$ then we have from Young’s inequality that

$$x^2(a + \xi_x x)^{p-1} \leq x^2(3/2a)^{p-1} \leq a^p + c_p|x|^{2p}.$$  

Thus, (27) has been proved. (28) straightforwardly follows. To prove (29), we consider two cases. If $0 \leq a + x \leq 2^{-1/p}a$ then we have $(a + x)^{1+p} \leq 2^{-(1+p)/p}a^{1+p}$ and the inequality is true by choosing a constant $c_{b,p}$ sufficiently large that

$$2^{-(1+p)/p}a^{1+p} + \frac{b}{2}a^p \leq a^{1+p} + c_{b,p}.$$  

If $a + x \geq 2^{-1/p}a$ then $-b(a + x)^p \leq -\frac{b}{2}a^p$ and (29) follows (27).  

□
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Let $2\rho := \inf \{ \sum_{i=1}^{n} p_i \mu \tilde{F} : \mu \in \mathcal{P}_{\text{inv}}(\partial \mathbb{R}_+^n) \} > 0$ and let $n^*$ be a positive integer such that $(n^* - 1)h_2 - 2h_1 \geq \frac{\alpha}{2}$.

**Lemma 4.7.** Suppose that $U$ satisfies hypotheses of Proposition 3.1 and inequalities (12), (13), (14) and (15). Then there exist $T^* > 0, \delta > 0$ such that

$$\mathbb{E}_x \int_0^T LV(X(s))ds \leq -\rho T$$

for any $T \in [T^*, n^*T^*], x \in \mathbb{R}^n_+, \|x\| \leq M,$ and $\text{dist}(x, \partial \mathbb{R}_+^n) \leq \delta$.

**Proof** The lemma is well known; see [2, Proposition 8.2] or [9, Proposition 4.1]. □

**Lemma 4.8.** Suppose $U$ satisfies the hypotheses of Proposition 3.1. Let $q_0$ like in (17), i.e. $q_0 > 1$ satisfies $-\alpha + \frac{a-1}{2} \gamma = 0$ where $\alpha$ and $\gamma$ are as in (5) and (6). For any $1 < q < q_0$,

$$LU^q(x) \leq k_1q - k_2qU^q(x), \quad x \in \mathbb{R}_+^n$$

(30)

for some positive constants $k_1q, k_2q$. As a result,

$$\mathbb{E}_xU^q(X(t)) \leq \frac{k_1q}{k_2q} + U^q(x)e^{-k_2q t}, \quad t \geq 0.$$  

(31)

On the other hand,

$$\mathbb{E}_xU^p(X(t)) \leq e^{K_p t}U^p(x)$$

(32)

for any $p \geq 1$ and some constant $K_p > 0$.

**Proof** The estimate (30) is straightforward calculations but we give here the proof for completeness. For $1 < q < q_0$, by (5) and (6) we have

$$LU^q(x) = qU^{q-1}(x)LU(x) + \frac{1}{2} q(q - 1) U^{q-2}(x) \Gamma_L(U)(x)$$

$$\leq qU^q(x) \left( -\alpha + \frac{a-1}{2} \gamma \right) + q\beta U^{q-1}(x).$$

Since $q < q_0$, then there exist $k_1q, k_2q > 0$ such that

$$LU^q(x) \leq k_1q - k_2qU^q(x), \quad x \in \mathbb{R}_+^n.$$  

Then (31) follows by a standard application of Itô’s formula to the function $e^{k_2q t}U^q(X(t))$. Finally, it is easy to check that

$$LU^p(x) \leq K_pU^p(x)$$

for some constant $K_p > 0$. An application of Itô’s formula and Gronwall’s inequality derives (32). A more detailed proof can be found in [2, Section 9.3] for (31) and (32). □
Proposition 4.9. Assume $U$ satisfies the hypotheses of Proposition \[12\] and inequalities \[13\], \[14\] and \[15\]. Let $q$ be any number in the interval $]1, \min\{q_0, \frac{q_0+2}{2}\}[$. There is $\kappa^* > 0$ and $C, C^* > 0$ such that

$$
\mathbb{E}_x[U^q(X(n^*T^*)) + V^q(X(n^*T^*))] \leq C U^q(x) + V^q(x) - \kappa^* [CU^q(x) + V^q(x)]^{\frac{q-1}{q}} + C^*
$$

if $1 < q \leq 2$ and

$$
\mathbb{E}_x[U^{2q-2}(X(n^*T^*)) + V^q(X(n^*T^*))] \leq CU^{2q-2}(x) + V^q(x) - \kappa^* [CU^{2q-2}(x) + V^q(x)]^{\frac{q-1}{q}} + C^*
$$

if $q > 2$.

Proof First we assume that $1 < q \leq 2$. In the sequel, $C^*$ is a generic constant depending on $T^*, M, n^*$ but independent of $x \in \mathbb{R}^n_+$. $C^*$ can differ from line to line. Suppose $X(0) = x$. We have from Itô’s formula that

$$V(X(t)) = V(x) + \int_0^t LV(X(s))ds + M(t).$$

It can be seen that $M(t)$ is a martingale with quadratic variation:

$$\langle M(t) \rangle = \int_0^t \Gamma_L(V)(X(s))ds \leq K \int_0^t U^2(X(s))ds$$

(33)

for some constant $K$ independent of $t$.

Note that by \[14\], $|LV(x)| \leq CU^{q_0}(x)$ which together with (33) and (32) and applications of Itô’s isometry and Hölder’s inequality implies that

$$\mathbb{E}_x \left| \int_0^t LV(X(s))ds \right|^q \leq C^* U^q(x)^{q_0} \quad \text{and} \quad \mathbb{E}_x |M(t)|^q \leq C^* U^q(x), \quad t \leq n^*T^*.$$ 

(34)

We have from (34) and (28) that

$$\mathbb{E}_x[V(X(t))]^q \leq V^q(x) + q \left[ \mathbb{E}_x \int_0^t LV(X(s))ds \right] V^{q-1}(x) + C^* \mathbb{E}_x \left| \int_0^t LV(X(s))ds + M(t) \right|^q \leq V^q(x) + q \left[ \mathbb{E}_x \int_0^t LV(X(s))ds \right] V^{q-1}(x) + C^*(1 + U^{q_0}(x)), \quad t \leq n^*T^*. $$

(35)

Thus, if $||x|| \leq M$ and $\text{dist}(x, \partial \mathbb{R}^n_+) \leq \delta$, we have $\mathbb{E}_x \int_0^t LV(X(s))ds \leq -\rho t$, $t \in [T^*, n^*T^*]$. As a result

$$\mathbb{E}_x[V(X(T))]^q \leq V^q(x) - q\rho TV^{q-1}(x) + C^*(1 + U^{q_0}(x)), \quad T \in [T^*, n^*T^*].$$

(36)

On the other hand, we have from

$$V(X(T)) = V(x) + \int_0^T LV(X(s))ds + M(T) \leq V(x) + h_1 T + M(T)$$
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and (28) that
\[ \mathbb{E}_x[V(X(T))] \leq V^q(x) + qh_1TV^{q-1}(x) + C_2(1 + U^{q\delta_0}(x)), \quad T \leq n^*T^*. \quad (37) \]

for some \( C_2 \) independent of \( x \). Since \( V(x) \) is bounded on the set \( \{ x \in \mathbb{R}^n_+ : \| x \| \leq M, \text{dist}(x, \partial \mathbb{R}^n_+) \geq \delta \} \), by combining (36) and (37) for \( \| x \| \leq M \), we obtain that
\[ \mathbb{E}_x[V(X(T))] \leq V^q(x) - q\rho TV^{q-1}(x) + C^*, \quad T \in [T^*, n^*T^*]. \quad (38) \]

Define
\[ \xi = \inf\{ t \geq 0 : \| X(t) \| \leq M \} \wedge (n^*T^*). \]

From now on, we suppose that \( \| x \| \geq M \). For \( t \leq \xi \), we have
\[ V(X(t)) = V(x) + \int_0^t LV(X(s))ds + M(t) \leq V(x) - h_2t + M(t). \quad (39) \]

We have from (38) and the strong Markov property of \( X(t) \) that
\[
\mathbb{E}_x \left[ 1_{\{ \xi \leq T^*(n^*-1) \}} V^q(X(n^*T^*)) \right] \\
\leq \mathbb{E}_x \left[ 1_{\{ \xi \leq T^*(n^*-1) \}} [V^q(X(\xi)) + C^*] \right] \\
- \mathbb{E}_x \left[ 1_{\{ \xi \leq T^*(n^*-1) \}} q\rho(n^*T^* - \xi)V^{q-1}(X(\xi)) \right] \\
\leq \mathbb{E}_x \left[ 1_{\{ \xi \leq T^*(n^*-1) \}} (V(x) + M(\xi))^q + C^* \right] \\
- q\rho T^* \mathbb{E}_x \left[ 1_{\{ \xi \leq T^*(n^*-1) \}} (V(x) + M(\xi))^{q-1} \right] \\
\leq \mathbb{E}_x \left[ 1_{\{ \xi \leq T^*(n^*-1) \}} \left( V^q(x) - \frac{q\rho T^*}{2} V^{q-1}(x) + qM(\xi)V^{q-1}(x) + C^* (|M(\xi)|^q + 1) \right) \right] \\
(39) \text{ is applied here).} \quad (40)

If \( T^*(n^*-1) \leq \xi \leq T^*n^* \) we have
\[
\mathbb{E}_x \left[ 1_{\{ \xi \geq T^*(n^*-1) \}} V^q(X(n^*T^*)) \right] \\
\leq \mathbb{E}_x \left[ 1_{\{ \xi \geq T^*(n^*-1) \}} V^q(X(\xi)) + C^* \right] \\
+ qh_1 \mathbb{E}_x \left[ 1_{\{ \xi \geq T^*(n^*-1) \}} (n^*T^* - \xi)V^{q-1}(X(\xi)) \right] \\
(\text{due to (37) and the strong Markov property}) \\
\leq \mathbb{E}_x \left[ 1_{\{ \xi \geq T^*(n^*-1) \}} [(V(x) + M(\xi) - h_2 \xi)^q + C^*] \right] \\
+ qh_1 T^* \mathbb{E}_x \left[ 1_{\{ \xi \geq T^*(n^*-1) \}} (V(x) + M(\xi) - h_2 \xi)^{q-1} \right] \\
(\text{because of (39)}) \\
\leq \mathbb{E}_x \left[ 1_{\{ \xi \geq T^*(n^*-1) \}} \left( V^q(x) - qh_2 \xi V^{q-1}(x) + qM(\xi)V^{q-1}(x) + C^* (|M(\xi)| + 1)^q \right) \right] \\
+ 2^{q-1} qh_1 T^* \mathbb{E}_x \left[ 1_{\{ \xi \geq T^*(n^*-1) \}} (V^{q-1}(x) + |M(\xi)|^{q-1}) \right]
\]
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Combining two displays above, we obtain
\[
\mathbb{E}_x \left[ 1_{\{\xi \geq T^*(n^*-1)\}} \left( V^q(x) - \frac{q \rho T^*}{2} V^{q-1}(x) + q M(\xi) V^{q-1}(x) + C^*(|M(\xi)| + 1)^q \right) \right]
\]
(since \((n^*-1) h_2 - 2^{q-1} h_1 \geq \frac{\rho}{2}\) and \(\xi \geq T^*(n^*-1)\)).

As a result, by adding \((40)\) and \((41)\) and noting that \(\mathbb{E}_x M(\xi) = 0\), we have
\[
\mathbb{E}_x V^q(X(n^*T^*)) \leq V^q(x) - q \frac{\rho}{2} T^* V^{q-1}(x) + C^* M(\xi) + 1)^q
\]
\[
\leq V^q(x) - q \frac{\rho}{2} T^* V^{q-1}(x) + C^* U^q(x)
\]
where the inequality \(\mathbb{E}_x (|M(\xi)| + 1)^q \leq C^* U^q(x)\) comes from an application of the Burkholder-Davis-Gundy Inequality, Hölder’s inequality and \((33)\) and \((32)\).

From \((31)\), we have
\[
\mathbb{E}_x U^q(X(n^*T^*)) \leq U^q(x) - \left(1 - e^{-k_2 n^* T^*} \right) U^q(x) + \frac{k_{1q}}{k_{2q}}.
\]
Combining \((42)\) and \((43)\), we can easily get that
\[
\mathbb{E}_x [V^q(X(n^*T^*)) + C U^q(X(n^*T^*))] \leq V^q(x) + C U^q(x) - \kappa^* \left( V^q(x) + C U^q(x) \right)^{(q-1)/q} + C^* \]
for some \(\kappa^* > 0, C^* > 0\) and sufficiently large \(C\).

If \(q > 2\) then \(q_0 > 2\) and \(2q - 2 < q_0\) since \(q < \min\{q_0, \frac{q_0 + 2}{2}\}\). We carry the proof in the same manner with use of the inequalities \((27), (28)\) and \((29)\) for the case \(p = q-1 > 1\) and we obtain that
\[
\mathbb{E}_x V^q(X(n^*T^*)) \leq V^q(x) - q \frac{\rho}{2} T^* V^{q-1}(x) + V^{q-1}(x) + C^* \mathbb{E}_x (|M(\xi)| + 1)^{2q-2}
\]
\[
\leq V^q(x) - \left( q \frac{\rho}{2} T^* - 1 \right) V^{q-1}(x) + C^* U^{2q-2}(x)
\]
\[
\leq V^q(x) - \left( q \frac{\rho}{4} T^* \right) V^{q-1}(x) + C^* U^{2q-2}(x)
\]
when we choose \(T^*\) sufficiently large. (Note that \(\rho\) and \(q\) do not depend on the choice of \(T^*\) so we can choose \(T^* > \frac{\rho}{2 q_0}\).) Since \(2q - 2 < q_0\), we have from \((31)\) that
\[
\mathbb{E}_x U^{2q-2}(X(n^*T^*)) \leq U^{2q-2}(x) - \left(1 - e^{-k_2 (2q-2) n^* T^*} \right) U^{2q-2}(x) + \frac{k_{1,2q-2}}{k_{2,2q-2}}
\]
Combining two displays above, we obtain
\[
\mathbb{E}_x [V^q(X(n^*T^*)) + C U^{2q-2}(X(n^*T^*))] \leq V^q(x) + C U^{2q-2}(x) - \kappa^* \left( V^q(x) + C U^{2q-2}(x) \right)^{(q-1)/q} + C^* \]
for some \(\kappa^* > 0, C^* > 0\) and sufficiently large \(C\).
Fix \( q \in ]1, \min\{q_0, \frac{m+2}{m} \} [ \), then \( W_q \) defined by (18) is proper and for \( R > 0 \), the set \( \{ W_q \leq R \} \) is compact and by Lemma 4.5 also petite. Then for \( 0 < \hat{\kappa} < \kappa^* \), by Proposition 4.9 there exists \( R > 0 \) such that

\[
P_{n^*T} W_q - W_q \leq -\hat{\kappa} W_q^{(q-1)/q} + C^* 1_{\{ W_q \leq R \}},
\]

Using Lemma 4.5 and Theorem 3.6 of [14], we get for all \( 1 \leq \beta \leq q \)

\[
\lim_{t \to \infty} t^{\beta-1} \| P_t(x, \cdot) - \Pi(\cdot) \|_{W_{\beta,q}} = 0, \quad x \in R^n_+
\]

where \( W_{\beta,q} = W_q^{1-\beta/q} \). This concludes the proof of Theorem 4.1.

We pass now to the proof of Theorem 4.2 and we first need the next proposition.

**Proposition 4.10.** Suppose that hypotheses of Proposition 3.1, (14), (15), (20), (21) hold. Then there is \( \kappa^* \in (0, 1) \) and \( K^* > 0, \varepsilon^* > 0 \) such that

\[
\mathbb{E}_x \left( \frac{U(X(t))}{\prod_{i=1}^n x_i^{p_i}(t)} \right)^{\varepsilon^*} \leq C^* + \kappa^* \left( \frac{U(x)}{\prod_{i=1}^n x_i^{p_i}} \right)^{\varepsilon^*}, \quad x \in R^n_+.
\]

**Proof** The result is basically proved in [2, 9]. \( \square \)

In other words, this Proposition shows that

\[
P_t \hat{W}(x) \leq K^* + \kappa^* \hat{W}(x), \quad x \in R^n_+
\]

for some constants \( K^* > 0, \kappa \in (0, 1) \) independent of \( x \) and \( t \) and for \( \hat{W} \) defined by (19). For \( R \) large enough and since \( \hat{W} \) is proper, we have

\[
P_t \hat{W}(x) \leq \hat{\kappa}^* \hat{W}(x) + \hat{K}^* 1_{\{ \hat{W} \leq R \}}(x), \quad x \in R^n_+
\]

for some \( \hat{\kappa}^* \in (\kappa, 1) \) and a \( \hat{K}^* > 0 \). Then by Lemma 4.5 the set \( \{ \hat{W} \leq R \} \) is petite. By the second corollary of Theorem 6.2 of [16], there exists \( \varsigma > 0 \) such that

\[
\lim_{t \to \infty} e^{\varsigma t} \| P_t(x, \cdot) - \Pi(\cdot) \|_{\hat{W}} = 0, \quad x \in R^n_+.
\]

This concludes the proof of Theorem 4.2.
5 Extinction

In Section 2, we have seen that intuitively, if species $j^*$ goes extinct then species $j^* + 1, \ldots, n$ do, too. Next lemma confirms that this intuition is correct. Remark that A. Hening and D. Nguyen already proved it in \cite{10, 11} with other tools since they didn’t have the constant $\tilde{\sigma}(n)$.

**Lemma 5.1.** (a) If $\tilde{\sigma}(n) > 0$, then $\tilde{\sigma}(n - 1) > 0$.

(b) If $\tilde{\sigma}(n - 1) \leq 0$, then $\tilde{\sigma}(n) < 0$.

(c) If $\tilde{\sigma}(n) \leq 0$, then there is no invariant probability measure supported by $\mathbb{R}^n_{++}$.

**Proof** First, notice that $\tilde{\sigma}(n)$ can be rewritten as

$$
\tilde{\sigma}(n) = \tilde{a}_{n,n-1} \left[ \tilde{a}_{n-1} \prod_{j=2}^{n} \tilde{a}_{j,j-1} - \sum_{k=2}^{n-1} \tilde{a}_{k0} \prod_{l=k+1}^{n} \tilde{a}_{l,l-1} \sum_{\alpha \in A_{k}^{k-1}} \prod_{j=1}^{k-1} \tilde{a}_{\alpha,\alpha(j)} \right] - \tilde{a}_{n0} \sum_{\alpha \in A_{n}^{n-1}} \prod_{j=1}^{n-1} \tilde{a}_{\alpha,\alpha(j)}
$$

Then parts (a) and (b) become clear. Suppose there exists $\mu \in \mathcal{P}_{inv}(\mathbb{R}^n_{++})$, then by same arguments as in the proof of Proposition \ref{prop:3.8}, $\tilde{\sigma}(n) > 0$ and (c) follows.

\[ \square \]

**Remark 5.2.** The same conclusions holds true with $n$ replaced by $i$ in last lemma and in particular if $\tilde{\sigma}(i) \leq 0$ there is no invariant probability measure supported by $\mathbb{R}^i_{++}$. In particular, this implies that if there exists $1 \leq i \leq n$ such that $\tilde{\sigma}(i) \leq 0$, then $\tilde{\sigma}(k) < 0$ for all $k = i + 1, \ldots, n$ and furthermore, there is no invariant probability measures supported by $\mathbb{R}^k_{++}$ for all $k = i, \ldots, n$.

5.1 Proof of Theorem \ref{thm:2.11}

Since $\tilde{\sigma}(j^*) > 0$ and $\sigma_1 > 0$ or $\sigma_{j^*} > 0$, by Theorem \ref{thm:2.6} we obtain that

(I) $\mathcal{P}_{inv}(\mathbb{R}^*_{++}) = \{\Pi\}$.

(II) $(P_t^{(j^*)})$ converge to $\Pi$ in total variation where $(P_t^{(j^*)})$ stands for the transition kernel restricted to the first $j^*$ species.
Point (a) then follows from Remark 5.2 and (I).

By the form of the Lyapunov function $\tilde{W}$ constructed in Theorem 4.2 and by the second Corollary of Theorem 6.2 of [16], $(P_t)$ converge weakly uniformly on each compact set of $\mathbb{R}^{(j^*)}$, i.e. for each continuous bounded function $f : \mathbb{R}^{(j^*)} \to \mathbb{R}_+$ and each compact set $K \subset \mathbb{R}^{(j^*)}$,

$$\lim_{t \to \infty} \left( \sup_{x \in K} |P_tf(x) - \Pi f(x)| \right) = 0.$$ 

By [10], we know that species $x_1, \ldots, x_{j^*}$ are persistent in probability, that is for any $\varepsilon > 0$, there exists a compact set $K_\varepsilon \subset \mathbb{R}^{(j^*)}$ such that for all $x \in \mathbb{R}^{n_+}$,

$$\lim_{t \to \infty} \inf_{x \in \mathbb{R}^{(j^*)}} \mathbb{P}_x [(X_1(t), \ldots, X_{j^*}(t)) \in K_\varepsilon] \geq 1 - \varepsilon.$$ 

Moreover, always by [10], species $x_{j^*+1}, \ldots, x_n$ goes extinct almost surely. Then by the latter, the Feller property and by mimicking the proof of Theorem 1.1 (iii) of [10], we get point (b), that is $P_t(x, \cdot)$ converges weakly to $\Pi(\cdot)$ for all $x \in \mathbb{R}^{n_+}$.

6 Appendix

6.1 Proof of Proposition 3.1 point 2

The first part is Proposition 3.1 in [2] and the second one is Lemma 3.2 of [11], but we give the proof for completeness.

Let $\tau_k = \inf \{ t \geq 0 \mid U(X^x(t)) \geq k \}$ for $x$ fixed. We write $a \land b$ for the infimum between $a$ and $b$. By Dynkin’s formula and hypothesis (5),

$$\mathbb{E}_x [U(X(\tau_k \land t))] = U(x) + \mathbb{E}_x \left[ \int_0^{\tau_k \land t} LU(X(s))ds \right] \leq U(x) + \beta \mathbb{E}_x [\tau_k \land t] - \alpha \mathbb{E}_x \left[ \int_0^{\tau_k \land t} U(X(s))ds \right].$$

By letting $k \to \infty$, we obtain

$$\mathbb{E}_x [U(X(t))] \leq U(x) + \beta t - \alpha \mathbb{E}_x \left[ \int_0^t U(X(s))ds \right].$$

By definition of a Markov kernel and the Fubini-Tonelli theorem, we finally have

$$P_t U(x) \leq U(x) + \beta t - \alpha \int_0^t P_s U(x)ds.$$ 

By the same arguments as in the proof of Theorem 2.2 in [2], we get

$$P_t U(x) \leq e^{-\alpha t} \left( U(x) - \frac{\beta}{\alpha} \right) + \frac{\beta}{\alpha}.$$
This implies that for all \( x \in \mathbb{R}_+^n \)

\[
\limsup_{t \to \infty} P_t U(x) \leq \frac{\beta}{\alpha}.
\]

We pass now to the proof of the second part. Let \( \mu \in \mathcal{P}_{inv}(\mathbb{R}_+^n) \) and \( K > 0 \). By Fatou’s lemma

\[
\mu (K \land U) = \mu [P_t (K \land U)]
\]

\[
= \lim_{t \to \infty} \mu [P_t (K \land U)]
\]

\[
\leq \mu \left[ \limsup_{t \to \infty} P_t (K \land U) \right]
\]

\[
\leq \frac{\beta}{\alpha}.
\]

By letting \( K \to \infty \), we obtain that for every \( \mu \in \mathcal{P}_{inv}(\mathbb{R}_+^n) \), \( \mu U \leq \frac{\beta}{\alpha} \).

\[\square\]

6.2 Proof of Proposition 2.4

For \( i \in \{1, \ldots, n-2\} \) and \( \alpha \in A_{i+1}^n, \beta \in A_{i+2}^n \), we define

\[
\hat{\alpha}(j) = \begin{cases} 
\alpha(j) & \text{if } j \neq i, \\
i & \text{else},
\end{cases} \quad \text{and} \quad \hat{\beta} = \beta(i+1).
\]

Then, the map \( \hat{\cdot} : A_{i+1}^n \cup A_{i+2}^n \to A_i^m \) is a bijection.

We now write explicitly the system \( \tilde{F}(x) = 0 \) :

\[
\begin{align*}
\tilde{a}_{10} &= \tilde{a}_{11} x_1 + \tilde{a}_{12} x_2, \\
\tilde{a}_{i+1} x_{i-1} &= \tilde{a}_{i0} + \tilde{a}_{ii} x_i + \tilde{a}_{i+1} x_{i+1} \quad i = 2, \ldots, n-1, \\
\tilde{a}_{n,n-1} x_{n-1} &= \tilde{a}_{n0} + \tilde{a}_{nn} x_n.
\end{align*}
\]

One can check by induction that

\[
x_i = \prod_{j=i+1}^{n} \frac{1}{\tilde{a}_{j,j-1}} \left[ x_n \sum_{\alpha \in A_{i+1}^n} \prod_{j=i+1}^{n} \tilde{a}_{j,\alpha(j)} + \tilde{a}_{i+1,0} \prod_{j=i+2}^{n} \tilde{a}_{j,j-1} \\
+ \sum_{k=i+2}^{n} \tilde{a}_{k0} \prod_{l=k+1}^{n} \tilde{a}_{l,l-1} \sum_{\alpha \in A_{k+1}^{k-1}} \prod_{j=i+1}^{k-1} \tilde{a}_{j,\alpha(j)} \right]
\]

for \( i = 1, \ldots, n-1 \).
Now, we determine the value of $x_n$. By the first equation of the system and the previous relation, we have

$$
\tilde{a}_{10} \prod_{j=2}^{n} \tilde{a}_{j-1} = x_1 \tilde{a}_{11} \prod_{j=2}^{n} \tilde{a}_{j-1} + x_2 \tilde{a}_{12} \tilde{a}_{21} \prod_{j=3}^{n} \tilde{a}_{j-1}
$$

$$
= x_n \left[ \sum_{\alpha \in A_{t_2}^{k}} \tilde{a}_{11} \prod_{j=2}^{n} \tilde{a}_{j,\alpha(j)} + \sum_{\beta \in A_{t_3}^{k}} \tilde{a}_{12} \tilde{a}_{21} \prod_{j=3}^{n} \tilde{a}_{j,\beta(j)} \right]
$$

$$
+ \tilde{a}_{20} \tilde{a}_{11} \prod_{j=3}^{n} \tilde{a}_{j-1} + \sum_{k=3}^{n} \tilde{a}_{k_0} \prod_{l=k+1}^{n} \tilde{a}_{l,l-1} \sum_{\alpha \in A_{t_2}^{k-1}} \tilde{a}_{11} \prod_{j=2}^{k-1} \tilde{a}_{j,\alpha(j)}
$$

$$
+ \tilde{a}_{30} \tilde{a}_{12} \tilde{a}_{21} \prod_{j=4}^{n} \tilde{a}_{j-1} + \sum_{k=4}^{n} \tilde{a}_{k_0} \prod_{l=k+1}^{n} \tilde{a}_{l,l-1} \sum_{\beta \in A_{t_2}^{k-1}} \tilde{a}_{12} \tilde{a}_{21} \prod_{j=3}^{k-1} \tilde{a}_{j,\beta(j)}
$$

$$
= x_n \sum_{\alpha \in A_{t_2}^{k}} \prod_{j=1}^{n} \tilde{a}_{j,\alpha(j)} + \sum_{k=2}^{n} \tilde{a}_{k_0} \prod_{l=k+1}^{n} \tilde{a}_{l,l-1} \sum_{\alpha \in A_{t_2}^{k-1}} \prod_{j=1}^{k-1} \tilde{a}_{j,\alpha(j)}.
$$

The last equality follows from the $\tilde{\alpha}$ bijection. Then we have

$$
x_n \sum_{\alpha \in A_{t_2}^{k}} \prod_{j=1}^{n} \tilde{a}_{j,\alpha(j)} = \tilde{\delta}(n).
$$

As the sum to the left is strictly positive, we have that $x_n > 0$ iff $\tilde{\delta}(n) > 0$. We conclude the proof by noting that $x_n > 0$ iff $x > 0$.
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