Odd viscosity in active matter: microscopic origin and 3D effects
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In common fluids, viscosity is associated with dissipation. However, when time-reversal-symmetry is broken a new type of non-dissipative ‘viscosity’ emerges. Recent theories and experiments on classical 2D systems with active spinning particles have heightened interest in odd viscosity, but a microscopic theory for it in active materials is still absent. Here we present such first-principles microscopic Hamiltonian theory, valid for both 2D and 3D, showing that odd viscosity is present in any system, even at zero temperature, with globally or locally aligned spinning components. Our work substantially extends the applicability of odd viscosity into 3D fluids, and specifically to internally driven active materials, such as living matter (e.g., actomyosin gels). We find intriguing 3D effects of odd viscosity such as propagation of anisotropic bulk shear waves and breakdown of Bernoulli’s principle.

Active materials are composed of many components that convert energy from their environment into directed mechanical motion. Time reversal symmetry (TRS) is thus locally broken leading to novel phenomena such as motility-induced phase separation [1], giant density fluctuations [2, 3], and entropy production in the (non-equilibrium) steady state [4, 5]. Examples of active matter are abundant and range from living matter such as bacteria [6, 7], cells [8, 9], actomyosin networks [3, 10, 11], and bird flocks [12] to driven Janus particles [13, 14], colloidal rollers [15, 16], and macroscale driven chiral rods [17].

One of the striking phenomena arising from broken TRS is the possible appearance of a so-called odd or Hall viscosity. In general the viscosity, \( \eta_{ijkl} \), relates stress, \( \sigma_{ij} \), to deformation rate, \( \nabla \dot{v}_k \). When TRS holds, Onsager reciprocal relations (ORR) [18–20] for equilibrium fluids require that the standard dissipative viscosity tensor \( \eta_{ijkl} \) be even under time reversal (TR) and under the interchange \( ij \leftrightarrow kl \). However, when TRS is broken, ORR predict an additional ‘odd viscosity’ (OV) that is odd under both TR and interchange of \( ij \) and \( kl \): \( \eta_{ijkl}^{ov} = -\eta_{ijkl}^{ov} \).

This odd viscosity is non-dissipative and does not contribute to the entropy or heat production. Hence, it should be present even in a purely non-dissipative Hamiltonian system.

Odd viscosity, often called gyro viscosity, has been studied for some time in gases [21] and plasmas in a magnetic field [22, 23], and in superfluid He\(^3\) [24]. It was first discussed by Avron and co-workers in the context of quantum-Hall fluids [25] and hypothetical 2D odd fluids [26] in which OV is compatible with rotational isotropy. Subsequently, the effects of OV in quantum-Hall fluids were thoroughly investigated [27–31]. Recent research has paid much less attention to 3D systems.

The fact that TRS is inherently broken in active matter inspired recent investigations of OV in classical active materials [17, 32–36], all of which focused on 2D fluids. Most of these studied the phenomenology of OV, though Ref. [32] derives the OV from an assumed hydrodynamic action and Ref. [37] presents a microscopic theory for 2D active chiral fluids in which OV is found numerically using Langevin dynamics simulations. Odd viscosity has also been experimentally confirmed in 2D [38], verifying the existence of unidirectional edge-states [34, 39].

In this paper we present a first-principles microscopic Hamiltonian theory for odd viscosity in both 2D and 3D using the Poisson-Bracket (PB) approach [40–42]. Our theory, valid even at zero temperature, suggests that any system with globally or locally aligned spinning components has global (or local) OV arising from kinetic energy alone (other contributions are possible). We discuss some consequences of OV in 3D fluids, including the breakdown of Bernoulli’s principle and the existence of anisotropically propagating bulk transverse velocity waves. We further show that OV should be present in many active matter systems, including 3D ones. Specif-
ically, we expect to find signatures of OV in swimming bacteria and actomyosin networks.

We view a fluid as a large collection of particles (rigid molecules), with center-of-mass (CM) position \( \mathbf{r}^a \), each composed of multiple sub-particles (atoms) with mass \( m^a \) and momentum \( \mathbf{p}^a \) located at \( \mathbf{r}^{a\mu} \), Fig. 1. The total momentum density is \( \mathbf{g}(\mathbf{r}) = \sum_{\alpha \mu} \mathbf{p}^{\alpha \mu} \delta(\mathbf{r} - \mathbf{r}^{\alpha \mu}) \), which, when coarse-grained, becomes [43, 44]

\[
g(\mathbf{r}) = g^c + \frac{1}{2} \nabla \times \ell, \tag{1}
\]

where \( g^c = \rho \mathbf{v} \) is the CM momentum density, \( \rho \) the mass density, \( \mathbf{v} \) the CM velocity, and \( \ell(\mathbf{r}) = \ell \cdot \Omega \) is the angular-momentum density of spinning particles, where \( \ell \) is the moment-of-inertia density and \( \Omega \) is the rotation-rate vector. Because by definition \( \ell = 0 \) for point-like particles, we necessarily consider complex particles. Although \( \ell \) affects local momentum both in the bulk and on the surface, it does not contribute to the total momentum because \( \int \mathbf{r} \cdot \ell = 0 \). It does, however, contribute to the total angular momentum, \( \mathbf{L} = \int \mathbf{r} \times \mathbf{g} + \ell \). Like a magnetic field, \( \ell \) is a pseudovector that is even under parity (P) and odd under TR.

Balance of angular momentum implies that the stress tensor \( \sigma \) associated with \( \mathbf{g} \) can always be symmetricized [44]. Then, the viscosity \( \eta_{ijkl} \) is invariant under the exchanges \( i \leftrightarrow j \) and \( k \leftrightarrow l \). On the other hand, \( g^c \) does not count all momentum, and its stress tensor \( \sigma^c \) can have antisymmetric contributions. As shown below, a ‘proper’ OV (obeying ORR) appears in \( \sigma \), while \( \sigma^c \) contains only one part of it.

In writing (1) we assume the system is structurally isotropic. However, the presence of \( \ell \) breaks rotational invariance. The essential features of OV are seen for a purely kinetic Hamiltonian, which is written within our model after coarse graining [43, 45] as [46].

\[
H = \int \mathbf{d}r \frac{g^2}{2\rho} = \int \mathbf{d}r \left[ \frac{(g^c)^2}{2\rho} + \mathbf{\ell} \cdot \mathbf{w}^c \right], \tag{2}
\]

where \( \mathbf{w}^c = \frac{1}{2} \nabla \times \mathbf{v}^c \) is half the fluid vorticity and \( \mathbf{g} = \rho \mathbf{v} \) with \( \mathbf{v} \) the fluid velocity. Note that in the second equality we dropped a non-hydrodynamic term \( \sim (\nabla \times \ell)^2 \). Although this Hamiltonian is standard in terms of \( \mathbf{g} \), it is peculiar in terms of \( g^c \), where the second term couples angular momentum density and vorticity. This term was added ad-hoc (with opposite sign) in [32, 47] to a hydrodynamic action and was crucial in deriving the OV.

As detailed in [43], using the PBs [48]

\[
\begin{align*}
\{ g^c_i (\mathbf{r}), \rho (\mathbf{r'}) \} &= \rho(\mathbf{r}) \nabla \delta(\mathbf{r} - \mathbf{r'}), \\
\{ g^c_i (\mathbf{r}), g^c_j (\mathbf{r'}) \} &= g^c_i (\mathbf{r'}) \nabla_j \delta(\mathbf{r} - \mathbf{r'}) - \nabla_i [g^c_j (\mathbf{r'}) \delta(\mathbf{r} - \mathbf{r'})], \\
\{ \ell_i (\mathbf{r}), \ell_j (\mathbf{r'}) \} &= -\varepsilon_{ijk} \ell_k (\mathbf{r}) \delta(\mathbf{r} - \mathbf{r'}), \\
\{ \ell_i (\mathbf{r}), g^c_j (\mathbf{r'}) \} &= \ell_i (\mathbf{r'}) \nabla_j \delta(\mathbf{r} - \mathbf{r'}),
\end{align*}
\tag{3}
\]

give the non-dissipative part of the dynamics for the total momentum that satisfies \( \dot{g}_i + \nabla_j (v_j g_i) = \nabla_j \sigma_{ij} \), where

\[
\sigma_{ij} = -P \delta_{ij} + (\eta_{ijkl} + \eta^{\alpha}_{ijkl}) \nabla_i \delta_{k} \tag{4}
\]

is the complete stress tensor with \( P \) the hydrostatic (thermodynamic) pressure. When anisotropic dissipative terms associated with \( \ell \) are ignored, \( \eta_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \eta (\delta_{ik} \delta_{jl} + \delta_{ij} \delta_{kl}) \), where \( \lambda \) and \( \eta \) are constants [43].

The odd viscosity,

\[
\eta^{\alpha}_{ijkl} = -\frac{1}{4} \ell_n (\varepsilon_{jln} \delta_{ik} + \varepsilon_{iln} \delta_{jk} + \varepsilon_{ikn} \delta_{jl} + \varepsilon_{jkn} \delta_{il}), \tag{5}
\]

naturally emerges from Eqs. (2)-(3), revealing its non-dissipative nature, \( \ell \) can be a function of space and time to create “localized” OV [49]. When \( \ell \) is constant we get Onsager’s OV, where \( \ell \) plays the role of magnetic fields in plasmas [22, 23]. The 2D OV [26, 32] follows from Eq. (5) by writing \( \mathbf{\ell} = \ell \hat{z} \) (for a fluid in the xy plane), thereby converting the Levi-Civita tensor to \( \varepsilon_{ij} = \varepsilon_{ijz} \). Remarkably, unlike magnetic field in plasmas, this result is purely mechanical and does not require thermodynamic equilibrium or statistical mechanics.

We continue with some phenomenological consequences of OV in 3D. We focus, for simplicity, on the case of constant (in space and time) \( \ell \), which may originate in external driving as described in [43] and Refs. [17, 32, 50], and experimentally realized in 2D “fluid” metamaterials [17, 38]. The ‘odd’ Navier-Stokes equation (NSE), Eq. (4), then reads

\[
\dot{\mathbf{v}}_i + \nabla_j (v_j g_i) = -\nabla_i \hat{P} + \eta \nabla^2 v_i + \frac{1}{2} \ell \cdot \nabla \omega_i - \frac{1}{2} \varepsilon_{ikn} \ell_n \nabla_k \cdot \mathbf{v} - \frac{1}{2} \mathbf{v} \cdot \mathbf{\ell} \cdot \mathbf{v}, \tag{6}
\]

with \( \hat{P} = P - (\lambda + \eta) \nabla \cdot \mathbf{v} + \ell \cdot \mathbf{v} \) being the mechanical pressure (diagonal part of the stress) and \( \omega = \frac{1}{2} \nabla \times \mathbf{v} \). To investigate the mode structure we linearize Eq. (6) and the continuity equation, \( \dot{\rho} + \nabla \cdot (\rho \mathbf{v}) = 0 \), and use Fourier-Transform \( [\mathbf{v}, \delta P] = \int \frac{dk}{(2\pi)^3} [\tilde{\mathbf{v}}, \delta P] e^{i(k \cdot r - \omega t)} \) to obtain:

\[
\begin{pmatrix}
  s + i k^2 & -i \ell k & 2 i \ell k & 0 \\
  i \ell k & s + i k^2 & 0 & 0 \\
  -2 i \ell k & 0 & s + i \nu k^2 - kc & 0 \\
  0 & -k c & s & 0
\end{pmatrix}
\begin{pmatrix}
  \tilde{v}_1 \\
  \tilde{v}_2 \\
  \tilde{v}_3 \\
  \tilde{v}_4
\end{pmatrix}
= 0. \tag{7}
\]

Here \( v \equiv \eta / \rho_0, v_L = 2 \nu + \lambda / \rho_0, \hat{\ell} \equiv \ell / (4 \rho_0), \ell = \ell \hat{z} \), and \( \Delta = \rho / (c \rho_0) \) where \( \rho = \rho_0 + \Delta \rho \) and \( c \) is the sound speed \( c^2 = \partial P / \partial \rho \). We further define \( v_{1,2} = v \cdot \hat{e}_{1,2} \) and \( v_L = v \cdot \mathbf{k} \), where \( \mathbf{k} = (k_x, k_y, k_z) / k \), \( \hat{e}_1 = (-k_y, k_x, 0) / k_L \), and \( \hat{e}_2 = (-k_x k_z, -k_y k_z, k_x^2 - k_y^2) / (k k_L) \) are a set of orthonormal vectors with \( k = \sqrt{k_x^2 + k_y^2} \), and \( k_L = k \cdot \ell / \ell \).

When dissipation \( (\nu, \nu_L) \) is negligible, the matrix in Eq. (7) is Hermitian, with real eigenvalues, and corresponding orthogonal eigenvectors. Hence, there are no instabilities and novel ‘odd’ mechanical waves always propagate. The full solution for the inviscid case can be found
in [43] (Eq. (81)). Figure 2 presents a polar plot of the ‘odd’ excitation frequencies $s_\pm$ for various $\tilde{\ell}$. We find that $s_-$ ($s_+$) reaches its maximal value for $\alpha = 0$ ($\alpha = 45^\circ$), where $\tilde{\ell} \cdot \mathbf{k} = \cos \alpha$. These modes are always admixture of transverse (T) and longitudinal (L) modes, except when $\alpha = 0$, in which case, $s_+$ ($s_-$) is the L mode for $k\ell < c$ ($k\ell > c$).

The upper left (lower right) $2 \times 2$ submatrix of Eq. (7) deals with transverse (longitudinal) variables only, where $2\tilde{\ell}k\ell_1$ couples the two. The dimensionless measure of this quantity is $g = 2\tilde{k}\ell_1/c$, which becomes arbitrarily small as $k\ell_1$ becomes less than $c/(2\tilde{\ell})$. Thus, in the hydrodynamic limit, T and L modes decouple. The frequencies with lowest-order coupling corrections are

$$s_T = (\pm \tilde{\ell}k_{\parallel} - ivk^2)(1 - 2\tilde{\ell}^2k_{\parallel}^2/c^2)$$ \hspace{1cm} (8)

$$s_L = \mp ck \left( 1 + 2 - \frac{\tilde{\ell}^2k_{\parallel}^2}{c^2} - \frac{1}{8} \frac{\nu\ell k_{\parallel}^2}{c^2} \right) - \frac{1}{2} \nu \ell k_{\parallel}^2,$$ \hspace{1cm} (9)

and the associated eigenvectors $\vec{v} = (v_1, v_2, v_L, h)$ to lowest order in $g$ and $g_{\nu} = k\nu\ell/c$ are: $\vec{v}_T = (\mp ig_0, 0, 1, \pm 1 + ig_0/2)$ and $\vec{v}_L = (1, \mp i, 0, -ig)$. As expected [26], the transverse polarizations are purely circular in the $g \to 0$ limit. When dissipative viscosities are nonzero, the transverse-mode frequency becomes purely diffusive for $k_1 = 0$. A detailed analysis of the general case with arbitrary $\mathbf{k}$ and the associated phase diagram showing regions with diffusing and propagating modes is deferred to [43].

It is instructive to see how breaking TRS and parity by $\tilde{\ell}$ affects normal modes and field couplings. Define the signature of a field to be (TR, P). $v_1$ and $v_L$ have signature $(-, +)$, $v_2$ $(-, -)$, and $\tilde{\ell}$ $(-, +)$. Thus, $\tilde{\ell}kk_\parallel$ with signature $(-, -)$ couples $v_1$ to $v_2$, creating a propagating transverse mode, and $\tilde{\ell}k\ell_1$ with signature $(-, +)$ couples $v_1$ to $v_2$, thus mixing longitudinal and transverse components. The transverse $v_1 - v_2$ block in Eq. (7) is similar to the equation for magnons in ferromagnets [51] with magnetization $\mathbf{M} = (M_x, M_y, M_z)$ with signature $(-, +)$. $M_x$ and $M_y$ play the role of $v_1$ and $v_2$, and $M_z$ the role of $\tilde{\ell}$. The magnon has an isotropic, rather than an anisotropic, dispersion relation $\omega \propto k^2$, reflecting the fact that in the absence of spin-orbit couplings $\mathbf{M}$ rotates under a different group than spatial points.

An important and useful simplification of the odd NSE (Eq. (6)) is its incompressible limit, $\nabla \cdot \mathbf{v} = 0$:

$$\vec{g}_i + \nabla_j (v_jg_i) = -\nabla_i \tilde{P} + \eta \nabla^2 v_i + \frac{1}{2} \ell \cdot \nabla \omega_i,$$ \hspace{1cm} (10)

where now $\tilde{P} \equiv P + \ell \cdot \omega$. Notice that in 2D the last term vanishes, and because $\tilde{P}$ is not a state variable but rather is obtained from the incompressibility constraint, the (bulk) flow is not affected by OV [33]. However, this is not the case in 3D, thus one should expect very different phenomenology from that of 2D, even for incompressible fluid.

In order to understand the incompressible limit it is useful to examine the longitudinal equation. The latter is obtained by taking the divergence Eq. (6) and using the continuity equation:

$$\nabla^2 \frac{\nabla^2 \rho}{\rho_0} \frac{\nabla \cdot \mathbf{v}}{\rho} = 0.$$ \hspace{1cm} (11)

In normal fluids ($\ell = 0$), incompressibility is attained by setting $\delta \rho = 0$, implying that $\nabla^2 P = 0$. This constraint is not affected by transverse diffusion modes or by local vorticity. In the present case, the constraint $\delta \rho = 0$ implies that $\nabla^2 (P + \ell \cdot \omega) = 0$. But in the presence of a transverse wave, in which $\ell \cdot \omega$ is nonzero, $P$ must undergo a compensating change, which normally means that $\delta \rho$ must do so as well. The resolution requires consideration of the limit $c \to \infty$. The eigenvectors $\vec{v}_T$ and $\vec{v}_L$ following Eq. (9) reveal that $\delta \rho = -\ell \cdot \omega/c^2$, which satisfies Eq. (11) for $c \to \infty$ [43]. Because $\delta \rho$ is formally zero, but $\nabla^2 P$ is not, we could say that a transverse wave produces a (thermodynamic) pressure wave, but not a density wave. Note that although $P$ oscillates, the experimentally accessible $P$ does not. This shows the crucial difference between these two definitions of pressure.

We continue by examining the validity of Bernoulli’s principle in odd fluids. Consider an incompressible, inviscid ($\eta = 0$) odd fluid. In steady-state, multiplying Eq. (10) by $\mathbf{v}$ gives

$$(\mathbf{v} \cdot \nabla) \left( \frac{\tilde{P}}{\rho} + \frac{1}{2} v^2 \right) = \frac{1}{2\rho} v_i (\ell \cdot \nabla) \omega_i.$$ \hspace{1cm} (12)

As in 2D, the mechanical pressure $\tilde{P}$ takes the place of the thermodynamic pressure $P$. In 2D, the right-hand-side
of Eq. (12) vanishes and Bernoulli’s principle, in which $\beta v^2$ is constant along a streamline, is recovered. Furthermore, in 2D the vorticity is conserved along a streamline [54], and thus Bernoulli’s principle for $P$ is also restored [26]. In 3D the RHS does not generally vanish, therefore, Bernoulli’s principle is not valid for ‘odd’ fluids in 3D. Similarly, we observe the breakdown of Kelvin’s circulation theory in 3D odd fluids [43], and expect to find significant effects on lift and the Magnus effect.

So far we have not discussed the origin of a non-vanishing angular momentum, which requires discussing the dynamics of $\ell$. The PB approach along with introduction of a torque density $\tau(r,t)$ [55], provides the dynamics’ non-dissipative part [43]. Adding a dissipative term $-\Gamma_{ij}(\Omega_j - \omega_{ij})$ [19, 48] that provides preference for a dissipation-free steady-state in which $\Omega = \omega^c$ completes the equation:

$$\dot{\ell}_i(r) + \nabla_j (\ell_j v_j) = \varepsilon_{ijk}\omega_j \ell_k - \Gamma (\Omega_i - \omega_i) + \tau_i,$$

where a non-hydrodynamic term $\sim \nabla^2 \ell$ was neglected, and we set for simplicity $\Gamma_{ij} = \Gamma_{ji}$. The 2D version of Eq. (13), in which the first term of the RHS vanishes, was first suggested in [17] and was used extensively since [19, 20, 32, 50]. Both TRS and parity are broken by $\ell$, and the presence of $\tau$ adds an extra term $\frac{1}{2} \varepsilon_{ijk}\tau_k$ to $\sigma_{ij}$ [56], giving $\ell$ a non-random value, $\ell \approx \frac{1}{2} \tau / \Gamma$ in the hydrodynamic limit (see [43] Eq. (42)) leading to the appearance of $\Omega$, Eq. (5). When $\tau = 0$, $\Omega$ relaxes in microscopic times to a function of $\omega$, which rapidly vanishes as the fluid approaches equilibrium.

Equation (4) gives the dynamics of $g$, for which a symmetric stress tensor can always be found (up to $\frac{1}{2} \varepsilon_{ijk}\tau_k$ that appears in the presence of body torques). The dynamics of $g^c$ assumes a similar form [43], $g^c_{ij} + \nabla_j (v^c_j g^c_{ij}) = \nabla_j \sigma^c_{ij}$, but with

$$\sigma^c_{ij} = -P \delta_{ij} + \left[ \eta_{ijkl} - \frac{1}{2} \ell_n \varepsilon_{kn}\delta_{il} \right] \nabla_l v^c_k - \frac{1}{2} v^c_i (\nabla \times \ell)_j + \frac{1}{2} \varepsilon_{ijk}(\Omega_k - \omega^c_k),$$

that has an antisymmetric dissipative part to ensure conservation of angular momentum when $\tau = 0$, and both symmetric and antisymmetric reactive parts, but only one part of Onsager’s OV (Eq. (5)). This contrasts with current literature [32, 37, 39] in which the CM stress tensor $\sigma^c$ is assumed to include both the ‘proper’ OV and the antisymmetric dissipative term [57].

In [43] we show that after integrating out $\Omega$, the CM stress tensor has the proper Onsager OV, terms proportional to $\nabla \times \ell$, and an additional reactive antisymmetric viscosity contribution $\frac{1}{2} \ell \varepsilon_{ijk} \nabla \cdot v$. The latter violates ORR and implies that $\ell \neq 0$ (see [43]). The corollary is that even after relaxation of $\Omega$, the CM description cannot properly describe a system with $\ell \neq 0$, because it does not conform with the balance of angular momentum (an exception is a fluid of constant density).

Although we explore in detail the constant $\ell$ case, our framework does not restrict $\ell$ to be constant in space or time. In fact, in internally driven active materials (such as all natural active materials) the total active torque must vanish [19], implying that $\tau$ is a divergence of some quantity. For example, in an isotropic active gel (e.g. actomyosin gel) $\tau = \hat{\tau} \nabla \rho$ where $\hat{\tau}$ is a pseudoscalar (see derivation in [43] Sec. V). Therefore, we expect to have numerous realizations of 3D OV ranging from swimming bacteria [58] and actomyosin networks [19] to swimming microrobots (see Fig. 3).

We have presented a microscopic Hamiltonian theory for the appearance of odd viscosity in active fluids. Being a Hamiltonian theory, no dissipation is required to obtain the OV terms. Our central result is an equation of motion for the total momentum density of non-interacting spinning particles that is valid for arbitrary local values of the angular momentum density $\ell$. This equation, which is the analogue of Bloch equations for magnetization, yields the OV predicted by Onsager. Interactions among particles, which we do not consider, modify the OV value but not its form.

Our work considerably extends the applicability of OV into 3D systems and specifically shows its relevance in biological realizations and systems in which torques are generated internally. Examples for such biological realizations range from bacterial suspensions to actomyosin networks, and may even be present in active biopolymer networks without motors [59] where filaments chirality couples force and twist. It is our hope this work will promote a variety of studies on odd viscosity in 3D systems, from ferronematics to active gels. For instance, it would be interesting to investigate the appearance of odd viscosity in the presence of nematic or polar order.
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Figure 3. Illustration of a fluid of torque dipoles that shows inhomogeneous OV. On the right - torque dipole as a model for torque exerted by bacteria (where its head and flagellar are rotating in opposite directions) and for a myosin twisting two actin filaments [19].
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I. MICROSCOPIC MODEL FOR THE TOTAL MOMENTUM

A main result cited in Eq. (1) of the main text relates the total momentum density to the angular momentum density. Here we derive this equation using a very general microscopic model and a simplistic diatomic molecule model. The crucial ingredient to produce Eq. (1), of any microscopic model, is the complexity of the individual molecules, i.e. they cannot be simply point masses, but must contain at least ‘mass dipole’ (diatomic molecule).

A. General model

Let us start with a general model describing complex molecules. We consider a fluid that is composed of many complex rigid particles 1 with center-of-mass (CM) at position $r^\alpha$, each of which is by itself comprised of two or more point-like mass points with mass $m^{\alpha\mu}$ and momentum $p^{\alpha\mu} = m^{\alpha\mu} \mathbf{r}^{\alpha\mu}$, located at $r^{\alpha\mu}$ (see Fig. 1 of main text). Throughout we use $\dot{X} = \partial X / \partial t$. The total momentum density of such a fluid is:

$$\dot{g}_i(r) = \sum_{\alpha\mu} p^{\alpha\mu}_i \delta(r - r^{\alpha\mu}) \simeq \sum_{\alpha} p^{\alpha}_i \delta(r - r^\alpha) - \sum_{\alpha\mu} p^{\alpha\mu}_i \Delta r^{\alpha\mu} \nabla_j \delta(r - r^\alpha),$$

(1)

where $\Delta r^{\alpha\mu} \equiv r^{\alpha\mu} - r^\alpha$ and we define the CM momentum $p^\alpha \equiv \sum_{\mu} p^{\alpha\mu}$. Here we assume the molecules are small compared to distances of interest (long wavelength limit), $|\Delta r^{\alpha\mu}| \ll |r - r^\alpha|$. The second term in Eq. (1) can be written in a more familiar form with

$$\sum_{\mu} m^{\alpha\mu} \Delta r^{\alpha\mu} = \sum_{\mu} m^{\alpha\mu} \Delta r^{\alpha\mu}_j \partial_i \Delta r^{\alpha\mu}_i + \sum_{\mu} m^{\alpha\mu} \Delta r^{\alpha\mu}_i \Delta r^{\alpha\mu}_j = \sum_{\mu} m^{\alpha\mu} \Delta r^{\alpha\mu}_i \partial_i \Delta r^{\alpha\mu}_j + \Delta r^{\alpha}_i \left[ \sum_{\mu} m^{\alpha\mu} \right],$$

(2)

where we have used the fact that $r^\alpha$ is the CM coordinate, i.e., $r^\alpha \sum_{\mu} m^{\alpha\mu} = \sum_{\mu} m^{\alpha\mu} r^{\alpha\mu}$.

The ‘spin’ momentum density is defined to be the difference between the total momentum density and the CM momentum density, $g^s(r)$:

$$\dot{g}^s_i(r) \equiv \dot{g}_i(r) - \dot{g}_i^c(r) = - \sum_{\alpha\mu} m^{\alpha\mu} (\partial_i \Delta r^{\alpha}_j) \Delta r^{\alpha\mu}_i \nabla_j \delta(r - r^\alpha),$$

(3)

$$\dot{g}^c_i(r) \equiv \sum_{\alpha} p^{\alpha}_i \delta(r - r^\alpha).$$

(4)

Separating $g^s$ into symmetric and antisymmetric parts (for $i \leftrightarrow j$) we have,

$$\dot{g}^s_i(r) = - \frac{1}{2} \varepsilon_{ijk} \varepsilon_{klm} \sum_{\alpha\mu} m^{\alpha\mu} (\partial_i \Delta r^{\alpha}_j) \Delta r^{\alpha\mu}_m \nabla_j \delta(r - r^\alpha) + \frac{3}{2} \sum_{\alpha} \left( \frac{a^{\alpha}_i}{3} + \frac{b^{\alpha}_i}{3} \right) \nabla_j \delta(r - r^\alpha),$$

(5)
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1 Rigidity is assumed for simplicity - internal degrees of freedom will not change our hydrodynamic equations.
where we use the definitions of $R_{ij}$ and $I_{ij}$ from Ref. [1]:

$$R_{ij} = \sum_\mu m_{\mu} \left[ \Delta r_{ij}^{\alpha\mu} - \frac{1}{3} \left( \Delta r_{ij}^{\alpha\mu} \right)^2 \delta_{ij} \right],$$

(6)

$$I_{ij} = \sum_\mu m_{\mu} \left[ \left( \Delta r_{ij}^{\alpha\mu} \right)^2 \delta_{ij} - \Delta r_{ij}^{\alpha\mu} \Delta r_{ij}^{\alpha\mu} \right].$$

(7)

The first term in the brackets of Eq. (5) includes a cross product of the positions of the molecule’s point masses and their velocities, both relative to the molecule CM. This cross product is also multiplied by the mass, providing the definition of the angular momentum of each molecule,

$$\ell_i^\alpha = \varepsilon_{ijk} \sum_\mu m_{\mu} \left( \partial_t \Delta r_{ij}^{\alpha\mu} \right) \Delta r_{ij}^{\alpha\mu}.$$  

(8)

Defining the density of angular momentum, $\hat{\ell}(r) = \sum_\alpha \ell^\alpha (r - \mathbf{r}^\alpha)$, and its symmetric counterpart $\hat{A}(r) = \frac{1}{2} \sum_\alpha K^\alpha \delta (r - \mathbf{r}^\alpha)$ where $K^\alpha = \frac{1}{2} \left( R^\alpha + \frac{1}{2} I^\alpha \right)$, we finally obtain

$$\hat{g}^\ast(r) = \frac{1}{2} \nabla \times \hat{\ell} + \nabla \cdot \hat{A}.$$  

(9)

As we show below using a diatomic molecule model, $\hat{K}(r) = \sum_\alpha K^\alpha \delta (r - \mathbf{r}^\alpha)$ is a generalization of the alignment tensor and should be thought of as an order parameter.

To continue we coarse-grain all fields [2] to obtain spatially smooth functions. The coarse-grained fields, $X(r)$, are the spatial and temporal averages of the microscopic fields, $\bar{X}(r)$ (average over particles in some mesoscopic volume and over microscopic timescales). The system is assumed to be isotropic (other than the possible appearance of the spatial and temporal averages of the microscopic fields, $\hat{X}_i$), the system is assumed to be isotropic (other than the possible appearance of angular momentum). Therefore, in the derivation of the Poisson-Brackets below and throughout (except for in the derivation of the diatomic model) we set $A = K = 0$, and $\hat{g}^\ast(r) = \frac{1}{2} \nabla \times \hat{\ell}$. This gives Eq. (1) of the main text:

$$g(r) = g^\ast + \frac{1}{2} \nabla \times \ell.$$  

(10)

Note that in general $\ell_i = I_{ij} \Omega_j = \rho I_{ij} \Omega_j$ where $\Omega$ is the moment of inertia per unit mass. For structurally isotropic system $\ell = \rho \Omega$. Note that the total angular momentum density has the property that it gives the correct total angular momentum of the system,

$$L = \int dr \varepsilon_{ijk} r_j g_k = \int dr \left[ \varepsilon_{ijk} r_j g_k + \frac{1}{2} \varepsilon_{ijk} r_k r_j \nabla_i \ell_m \right] = \int dr \left[ \varepsilon_{ijk} r_j g_k - \frac{1}{2} \varepsilon_{ijk} r_k r_j \ell_m \right] = \int dr \left[ (r \times g^\ast)_i + \ell_i \right].$$  

(11)

where the integral is over a volume larger than the system’s.

Following similar calculation for the density we find that

$$\hat{\rho}(r) = \sum_{\alpha\mu} m_{\mu} \delta (r - \mathbf{r}^\alpha) \simeq \hat{\rho}^\ast(r) + \nabla_i \nabla_j \hat{K}_{ij}(r),$$  

(12)

with $\hat{\rho}^\ast(r) = \sum_\alpha m_{\alpha \mu} \delta (r - \mathbf{r}^\alpha)$ and $m_{\alpha \mu} = \sum_{\mu \in \alpha} m_{\mu}$ is the mass of the $\alpha$’s molecule. Therefore, in general $\rho$ depends on the order parameter $K$, but as we noted above we consider only the case of $K = 0$ so we have $\rho(r) = \hat{\rho}^\ast(r)$.

### B. Diatomic molecule as a simple case

To get some more intuition on the microscopic model, we introduce a simple model in which each rigid molecule is composed of two point masses, $m$, separated by distance $2a$ as depicted in Fig. 1. We define $\nu^\alpha$ to be a unit vector pointing from mass ‘2’ to mass ‘1’. The momentum of the two point masses can we written in terms of the CM momentum, $p^\alpha$, and $\nu$:

$$p^{\alpha,1} = \frac{1}{2} p^\alpha + ma \nu^\alpha,$$

(13)

$$p^{\alpha,2} = \frac{1}{2} p^\alpha - ma \nu^\alpha.$$  

(14)
The total momentum density for the diatomic fluid is

\[ \dot{g}_i(r) = \sum_{\alpha \mu} \left[ p_{i,\alpha}^{\alpha} \delta(r - r^{\alpha}) + p_{i,\mu}^{\alpha,2} \delta(r - r^{\alpha} + a\nu^{\alpha}) \right] \]

(15)

\[ \simeq \sum_{\alpha} \left[ (p_{i,\alpha}^{\alpha - 1} + p_{i,\alpha}^{\alpha,2}) \delta(r - r^{\alpha}) + a (p_{i,\alpha}^{\alpha - 2} - p_{i,\alpha}^{\alpha,1}) \nu^{\alpha} \nabla^j \delta(r - r^{\alpha}) \right] \sum_{\alpha} \left[ p_{i,\alpha}^{\alpha} \delta(r - r^{\alpha}) - m \dot{I} \nu^{\alpha} \nu^{\alpha} \nabla^j \delta(r - r^{\alpha}) \right], \]

where we have used \( r^{\alpha - 1} - r^{\alpha,2} = 2a\nu^{\alpha} \), and the moment of inertia of each molecule is \( \dot{I} = 2a^2 \). As before we use the long wavelength limit, \( a \ll |r - r^{\alpha}| \).

Following similar steps as in the general model we write \( \dot{g} = \dot{g}^c + \dot{g}^s \), with \( \dot{g}^c \equiv \sum_{\alpha} p^{\alpha} \delta(r - r^{\alpha}) \) and

\[ \dot{g}_i^c(r) = -\frac{m \dot{I}}{2} \left[ \varepsilon_{ijk} \varepsilon_{klm} \sum_{\alpha} \dot{\nu}_m^{\alpha} \nu_m^{\alpha} \nabla^j \delta(r - r^{\alpha}) + \sum_{\alpha} \dot{Q}_{ij}^\alpha \nabla^j \delta(r - r^{\alpha}) \right]. \]

(16)

Here \( Q_{ij}^\alpha = \nu_i^{\alpha} \nu_j^{\alpha} - \delta_{ij}/d \) is the alignment tensor and \( d \) is the number of dimensions. As in the general model, the first term of Eq. (16) includes the angular momentum of each molecule, \( \ell^\alpha = m \dot{I} \nu^{\alpha} \times \nu^{\alpha} \). The advantage of this simple model is now revealed by using the definition of the angular velocity of each molecule, \( \Omega^\alpha \equiv \nu^{\alpha} \times \nu^{\alpha} \), which gives explicitly \( \ell^\alpha = m I \Omega^\alpha \). Calculating the density within this model gives \( \rho(r) = \rho^c(r) + m \dot{I} \nabla_i \nabla_j Q_{ij}(r) \), where \( Q_{ij}(r) = \sum_{\alpha} Q_{ij}^\alpha \delta(r - r^{\alpha}) \). Therefore, we conclude that in this simple model \( \mathbf{K}^\alpha \rightarrow m \dot{I} \Omega^\alpha \), and as in the general model we take \( \mathbf{A} = \mathbf{K} = 0 \) such that \( \dot{g}^s(r) = \frac{1}{2} \nabla \times \ell \) and \( \rho(r) = \rho^c(r) \).

II. POISSON BRACKETS

The microscopic dynamics obeys Hamilton’s equations of motion, which can be written in terms of the Poisson Brackets (PB), \( df/dt = \{f, H\}/\partial f/\partial t \), where \( f \) and \( H \) are functions of the canonical microscopic coordinates, \( \{q^\alpha_i\} \), and their conjugate momenta, \( \{\pi^\alpha_i\} \). Here \( \alpha \) refers to different particles and \( i \) to different generalized coordinates (might be, e.g., rotational coordinates).

We are interested in the dynamics of the coarse grained total momentum and angular momentum densities. The microscopic fields \( \Phi_{\mu} \left( \{q^\alpha_i\}, \{\pi^\alpha_i\}, t \right) \) are then coarse-grained to give mesoscopic fields \( \Phi_{\mu} \left( r, t \right) \equiv \left[ \Phi_{\mu} \left( \{q^\alpha_i\}, \{\pi^\alpha_i\}, t \right) \right]_c \), and the statistical mechanics of the latter is determined by the coarse-grained Hamiltonian \( H \left( \{\Phi_{\mu}\} \right) \). The reactive (non-dissipative) part of the dynamics of the coarse-grained fields is found by essentially applying the PB to these fields [1],

\[ \frac{\partial \Phi_{\mu}(r, t)}{\partial t} \big|_{\text{reactive}} = - \int \text{d}r' \{ \Phi_{\mu}(r), \Phi_{\nu}(r') \} \frac{\delta H}{\delta \Phi_{\nu}(r')}, \]

(17)

where \( \{ \Phi_{\mu}(r), \Phi_{\nu}(r') \} = \{ \Phi_{\mu}(r), \Phi_{\nu}(r') \} \) and

\[ \{ \Phi_{\mu}(r), \Phi_{\nu}(r') \} = \sum_{\alpha i} \left[ \frac{\partial \Phi_{\mu}(r)}{\partial \pi^\alpha_i} \frac{\partial \Phi_{\nu}(r')}{\partial q^\alpha_i} - \frac{\partial \Phi_{\mu}(r)}{\partial q^\alpha_i} \frac{\partial \Phi_{\nu}(r')}{\partial \pi^\alpha_i} \right]. \]

(18)
Note that these equations are nothing more than a generalization of the microscopic PB when applying the chain rule and considering the fact that $\Phi_\mu(r)$ are fields. Furthermore, the PB only couples the fields $\Phi_\mu$ and $\Phi_\nu$ if they have different sign under time reversal.

However, unlike the microscopic dynamics, the PB does not give the complete mesoscopic dynamics. The coarse-graining procedure neglects many degrees of freedom, which appears as an additional dissipative term in the coarse-grained dynamics

$$\frac{\partial \Phi_\mu(r,t)}{\partial t}\bigg|_{\text{dissipative}} = - \int dr' \Gamma_{\mu\nu}(r,r') \frac{\delta H}{\delta \Phi_\nu(r')}.$$  \hfill (19)

The dissipative tensor $\Gamma$ is symmetric and positive semi definite. It is generally a function of all fields $\{\Phi_\mu\}$, and following Curie’s symmetry principle it must obey the system symmetries. Moreover, oppositely to the reactive terms (Eq. (17)), here $\Phi_\mu$ is dissipatively coupled to $\Phi_\nu$ only if they have the same sign under time reversal (this is the signature of dissipation).

### A. Poisson Brackets in our model

The first step in calculating the PB is to determine the coarse-grained Hamiltonian. In the context of PB, which is purely mechanistic, coarse-graining refers to spatial and temporal coarse graining (average over particles is some mesoscopic volume and over microscopic timescales) rather than ensemble average, which requires discussing temperature. Here we use the simplest Hamiltonian (Eq. (2) of the main text) that can be obtained by direct coarse-graining [2]:

$$H = \int dr \frac{g^2}{2\rho} = \int dr \left[ \frac{(g^c)^2}{2\rho} + \frac{1}{8\rho} (\nabla \times \ell)^2 + \ell \cdot \omega^c \right] \simeq \int dr \left[ \frac{(g^c)^2}{2\rho} + \ell \cdot \omega^c \right],$$  \hfill (20)

with $\omega^c = \frac{1}{2} \nabla \times \mathbf{v}^c$ is half the fluid vorticity. Note that in the last equality we have omitted the term $\sim (\nabla \times \ell)^2$ as it is higher order in gradients and therefore vanishes in the hydrodynamic limit (long wavelength). We would like to find the equations of motion for both the momentum and the angular momentum densities. Following Eq. (17), the reactive parts of these equations are:

$$\dot{g}_i(r) = - \int dr' \left[ \{g_i(r), g_j(r')\} + \frac{\delta H}{\delta g_j(r')} + \{g_i(r), \rho(r')\} \frac{\delta H}{\delta \rho(r')} \right],$$  \hfill (21)

$$\dot{\ell}_i(r) = - \int dr' \left[ \{\ell_i(r), g_j(r')\} + \frac{\delta H}{\delta g_j(r')} + \{\ell_i(r), \rho(r')\} \frac{\delta H}{\delta \rho(r')} \right].$$  \hfill (22)

The fundamental PB needed to calculate these equations are related to the fields $\ell(r), g^c(r), \rho(r)$:

$$\{\ell_i(r), \ell_j(r')\} = -\epsilon_{ijk} \ell_k(r) \delta(r-r'),$$  \hfill (23)

$$\{g^c_i(r), \ell_j(r')\} = -\nabla^i_i [\ell_j(r') \delta(r-r')],$$  \hfill (24)

$$\{\ell_i(r), g^c_j(r')\} = \ell_i(r') \nabla_j \delta(r-r'),$$  \hfill (25)

$$\{g^c_i(r), \rho(r')\} = \rho(r) \nabla_i \delta(r-r').$$  \hfill (26)

Other PB between these fields vanish. Note that we have assumed the system has no structural order, i.e. $K = 0$, otherwise $\rho$ should be decomposed to $\rho^c$ and $K$.

The equations of motion for the momentum and angular momentum are supplemented by the dynamics for the mass density

$$\dot{\rho}(r) = - \int dr' \left[ \{\rho(r), g_j(r')\} + \frac{\delta H}{\delta g_j(r')} + \{\rho(r), \ell_j(r')\} \frac{\delta H}{\delta \ell_j(r')} \right].$$  \hfill (27)

Using Eq. (26) and the fact that $\{\rho(r), \ell_j(r')\} = 0$ we find the usual continuity equation $\dot{\rho} + \nabla \cdot \mathbf{g} = 0$ where dissipative terms are not allowed because the mass density is conserved.
1. Dynamics of the total momentum density

The reactive part of the dynamics of the total momentum is then
\[
\dot{g}_i(r) = \int dr' \left[ \{g^\alpha_i(r), g^\alpha_j(r')\} + \{g^\alpha_i(r), g^\alpha_j(r')\} \right] v_j(r')
\]

\[
- \{g_i(r), \rho(r')\} \frac{v^2(r')}{2}
\].

(28)

The required PB for Eq. (28) are

\[
\{g^\alpha_i(r), g^\alpha_j(r')\} = -\frac{1}{2} \varepsilon_{ijkl} \nabla_k^i [\ell_l(r') \delta(r - r')] ,
\]

(29)

\[
\{g^\alpha_i(r), g^\alpha_j(r')\} = \frac{1}{2} \varepsilon_{ijkl} \ell_l(r') \nabla_k \nabla_j \delta(r - r'),
\]

(30)

\[
\{g^\alpha_i(r), g^\alpha_j(r')\} = -\frac{1}{4} \left( \varepsilon_{ijk} \nabla_k [\ell_s(r) \delta(r - r')] + \varepsilon_{ikn} \nabla_k [\ell_j(r) \delta(r - r')] \right),
\]

(31)

\[
\{g^\alpha_i(r), g^\alpha_j(r')\} = g^\alpha_i(r') \nabla_j \delta(r - r') - \nabla_i [g^\alpha_j(r') \delta(r - r')].
\]

(32)

Substituting Eqs. (26)-(32) into Eq. (28) and using integration by parts (while throwing boundary terms) yields

\[
\dot{g}_i = \frac{1}{2} \rho \nabla_i \left( v^2 - \nabla_j (v_j g^\alpha_i) - g^\alpha_i \nabla_i v_j + \frac{1}{2} \varepsilon_{ijkl} \ell_l(r') \nabla_k \nabla_j \left( v_j v_l \ell_i \right) - \frac{1}{4} \varepsilon_{ijkl} \nabla_k \left[ \ell_m \left( \nabla_m v_j - \nabla_j v_m \right) \right].
\]

(33)

The form of Eq. (33) is not satisfactory. Since the momentum is conserved, one expects to be able to write \( \dot{g}_i + \nabla_j (v_j g_i) = \nabla_j \sigma_{ij} \). The resolution lies in expressing \( g^\alpha_i \) in terms of \( g \) and \( \ell \) using Eq. (10). Rewriting the first three terms of the right-hand-side of Eq. (33), we have

\[
\frac{1}{2} \rho \nabla_i \left( v^2 - \nabla_j (v_j g^\alpha_i) - g^\alpha_i \nabla_i v_j = -\nabla_j (v_j g_i) + \frac{1}{2} \varepsilon_{imn} \nabla_j (v_j \nabla_m \ell_n) + \frac{1}{2} \varepsilon_{jmn}(\nabla_m \ell_n)(\nabla_i v_j),
\]

(34)

and

\[
\dot{g}_i + \nabla_j (v_j g_i) = \nabla_j \sigma_{ij},
\]

(35)

\[
\sigma_{ij} = -\frac{1}{2} \left( \varepsilon_{knm} \delta_{ij} \ell_n + \varepsilon_{imn} \delta_{jk} \ell_n + \frac{1}{2} \left[ \varepsilon_{ijl} \ell_k - \varepsilon_{ijk} \ell_l \right] \right) \nabla_i v_k.
\]

(36)

Although it is not clear from the structure above, it can be verified that the stress tensor is symmetric. The antisymmetric part of the stress tensor is \( \sigma^{an}_{ij} = \frac{1}{2} (\sigma_{ij} - \sigma_{ji}) \), and using Eq. (36) we have

\[
\sigma^{an}_{ij} = -\frac{1}{4} \left[ \ell_n \left( \varepsilon_{jkn} \delta_{il} - \varepsilon_{ikn} \delta_{jl} + \varepsilon_{iln} \delta_{jk} - \varepsilon_{ijn} \delta_{lk} \right) + \varepsilon_{ijl} \ell_k - \varepsilon_{ijk} \ell_l \right] \nabla_i v_k
\]

\[
= -\frac{1}{4} \left[ \ell_n \varepsilon_{jln} \left( \nabla_i v_l - \nabla_l v_i \right) - \varepsilon_{imn} \left( \nabla_j v_l - \nabla_l v_j \right) + \varepsilon_{ijl} \left( \nabla_i v_n - \nabla_n v_i \right) \right]
\]

\[
= -\frac{1}{4} \varepsilon_{mnst} \left[ \delta_{ij} \delta_{ln} - \delta_{jm} \delta_{ln} - \delta_{jm} \delta_{ln} + \delta_{im} \delta_{jn} + \delta_{in} \delta_{jm} - \delta_{im} \delta_{jn} \right] \nabla_i v_t = 0,
\]

(37)

The stress tensor can then be written in a more familiar form:

\[
\sigma_{ij} = -\frac{1}{4} \ell_n \left( \varepsilon_{jln} \delta_{ik} + \varepsilon_{iln} \delta_{jk} + \varepsilon_{ikn} \delta_{jl} + \varepsilon_{jkn} \delta_{il} \right) \nabla_i v_k \equiv \eta_{ijkl} \nabla_i v_k.
\]

(38)

This form is the same as was phenomenologically written for plasma with magnetic fields [3], where \( \ell \) plays the role of a magnetic field. Since in deriving Eq. (38) we did not assume anything about \( \ell \) it can be any function of space ans time. To compare with recent works of active spinning particles we also write the stress tensor in 2D:

\[
\sigma_{ij} = -\frac{\ell}{2} \left( \nabla_i v_j + \varepsilon_{ik} \nabla_k v_j \right).
\]

(39)

This is very similar to the expression for the ‘odd’ part of the stress tensor in Ref. [4]. There is, however, a crucial difference between the two formulations. Here the stress tensor is that for the dynamics of the total momentum.
density while that of Ref. [4] is that of the CM momentum density. This is crucial (as explained in the main text) as in our formalism the stress tensor must be symmetric due to conservation of the total momentum \(^2\), which also constraints the form of the dissipation (see again discussion in the main text). Our results, Eqs. (38)-(39) are valid for any \(\ell\), constant or not.

The dissipative terms can be obtained using Eq. (19), and are written below in Eq. (46).

2. Dynamics of angular momentum density

It is straightforward to compute the PB of Eq. (22) using Eqs. (23)-(25) and \(\{\ell_i(\mathbf{r}), \rho(\mathbf{r'})\} = 0\) (because we assume \(\mathbf{K} = 0\)). The reactive part of the \(\mathbf{\ell}\) dynamics is then

\[
\dot{\ell}_i(\mathbf{r}) + \nabla_j (\ell_i v_j) = \varepsilon_{ijk} \ell_k \omega_j. \tag{40}
\]

In 2D, the right-hand-side vanishes. Dissipation in \(\mathbf{\ell}\) is constrained by the requirement that for uniform rotations of the system, in which \(\Omega = \omega^c\), there is no dissipation. Thus, the dissipative term must has the form \(\Gamma_{ij} (\Omega_j - \omega^c_j)\) [5, 6]. The form of \(\Gamma\) is constraint by symmetry (see Section III) and the general requirements of the dissipative tensor (see paragraph below Eq. (19)). It is thus written as

\[
\Gamma_{ij} = g_1 \delta_{ij} + g_2 \ell_i \ell_j. \tag{41}
\]

In the main text we assume the dissipation to be isotropic by choosing \(g_1 = \Gamma\) and \(g_2 = 0\) such that \(\Gamma_{ij} = \Gamma \delta_{ij}\). The next step is to express \(\omega^c\) in terms of \(\omega\) and \(\ell\):

\[
\dot{\ell}_i(\mathbf{r}) + \nabla_j (\ell_i v_j) = \varepsilon_{ijk} \ell_k \omega_j - \Gamma (\Omega_i - \omega_i) - \frac{\Gamma}{4} \nabla_j \left[ \frac{1}{\rho} (\nabla_i \ell_j - \nabla_j \ell_i) \right] + \tau_i \\
= \varepsilon_{ijk} \ell_k \omega_j - \Gamma (\Omega_i - \omega_i) + \tau_i, \tag{42}
\]

where we have added an external (or active) torque \(\tau\) and in the second equality we have neglected terms \(\sim \nabla^2 \ell\).

This is Eq. (7) of the main text.

The steady state of the bulk fluid for \(\tau = 0\) is \(\mathbf{v} = 0\) (assuming no other external forcing). For non-zero \(\tau\) we write \(\Omega = \Omega^0 + \delta \Omega\) and assume \(\nabla \mathbf{v}\) and thus also \(\omega\) scales as \(\delta \Omega\). The long-wavelength low-frequency solution is \(\Omega_0 \sim \tau / \Gamma\) and \(\ell_0 = \mathbf{I} \cdot \tau / \Gamma\). This effectively creates a constant (in time) angular momentum density, which is related to the odd viscosity coefficient (Eq. (5) in the main text).

Note that in order to obtain the dissipative term in the dynamics of \(\mathbf{\ell}\) from Eq. (19), the Hamiltonian should have included also a term \(\frac{1}{2} \mathbf{\ell} \cdot \mathbf{\Gamma}^{-1} \cdot \mathbf{\ell}\) as in Refs. [5, 6]. We show elsewhere [2] that such a term indeed exists in the Hamiltonian alongside the standard \(g^2 / (2\rho)\) term we consider in this work. However, the addition of such a term in the Hamiltonian has no effect on the reactive part of the dynamics for structurally isotropic materials (\(I_{ij} \sim \delta_{ij}\)) [2].

3. Poisson-Brackets for the pressure

In order to obtain the pressure that is added in Eq. (6) of the main text the Hamiltonian of Eq. (20) must be supplemented by a free-energy \(F[\rho] = \int d\mathbf{r} f(\rho, \nabla \rho)\):

\[
H = \int d\mathbf{r} \frac{\mathbf{g}^2}{2\rho} + F[\rho(\mathbf{r})]. \tag{43}
\]

Since \(\{\ell_i(\mathbf{r}), \rho(\mathbf{r'})\} = 0\) this addition does not affect the angular momentum dynamics, but the dynamics for the total momentum is modified

\[
\dot{g}_i(\mathbf{r}) = - \int d\mathbf{r'} \left[ \left( \{g_i^0(\mathbf{r}), g_j^0(\mathbf{r'})\} + \{g_i^0(\mathbf{r}), g_j^0(\mathbf{r'})\} + \{g_i^0(\mathbf{r}), g_j^0(\mathbf{r'})\} + \{g_i^0(\mathbf{r}), g_j^0(\mathbf{r'})\} \right) v_j(\mathbf{r'}) \right. \\
+ \left. \{g_i(\mathbf{r}), \rho(\mathbf{r'})\} \left( \frac{\delta F}{\delta \rho(\mathbf{r'})} - \frac{\mathbf{v}^2(\mathbf{r'})}{2} \right) \right] , \tag{44}
\]

such that with the use of Eq. (26) the resulting stress tensor of Eq. (38) becomes \(\sigma_{ij} = \eta_{ijkl} \nabla_i v_k - P \delta_{ij}\) where \(P = \rho \frac{\delta F}{\delta \rho} - f\). To obtain this we have also used the identity \(\rho \nabla_i \frac{\delta F}{\delta \rho} = \nabla_i P\).

\(^2\) In the presence of external or active torques there is an antisymmetric stress: \(\frac{1}{2} \varepsilon_{ijk} \tau_k\). There are no other antisymmetric stresses.
III. PHENOMENOLOGICAL DERIVATION OF THE STRESS TENSOR - GENERAL SYMMETRY CONSIDERATIONS

Using the Hamiltonian of Eq. (20) as the free-energy, $F$ (assuming local equilibrium), and writing a general conservation equation for the total momentum, $\dot{g}_i + \nabla_j(v_j g_i) = \nabla_j \sigma_{ij}$, one finds the thermodynamic entropy production rate to be (see e.g. Ref. [6] Appendix B or [7]),

$$T \frac{dS}{dt} = \int d\mathbf{r} u_{ij} \sigma_{ij}^k,$$

where $u_{ij} = \frac{1}{2}(\nabla_i v_j + \nabla_j v_i)$ and $\sigma_{ij}^k$ is the kinetic part of the stress tensor (i.e., does not include elastic contributions). Within the framework of linear irreversible thermodynamics the thermodynamic fluxes ($\sigma_{ij}^k$) are expanded to linear order in the thermodynamic forces ($u_{ij}$). The coefficients in this expansion are called the kinetic coefficients, and they must obey (i) the system symmetries and (ii) Onsager relations. The first condition implies that the kinetic coefficients are written in terms of the system order parameters, which is $\ell$ in our case. Notably, this means that a kinetic coefficient that has a part with odd number of $\ell$’s will behave differently under time reversal than other order-parameter dependent parts (similar to what happens when the order parameter is magnetization).

Specifically, introducing the viscosity tensor, $\sigma_{ij}^\eta = \eta_{ijkl} \nabla_i v_k$, and writing $\eta_{ijkl}$ in terms of $\delta_{ij}$, $\varepsilon_{ijk}$, and $\ell$ we have $\eta_{ijkl} = \eta^o_{ijkl} + \eta^\ell_{ijkl}$ with

$$\eta^o_{ijkl} = \zeta \delta_{i\delta} \delta_{j\delta} + \eta (\delta_{i\gamma} \delta_{j\delta} + \delta_{i\delta} \delta_{j\gamma}) + \alpha_1 (\delta_{i\beta} \ell_j \delta_{\alpha\delta} + \delta_{i\delta} \ell_{j\alpha} + \ell_{i\delta} \delta_{j\alpha} + \ell_{i\alpha} \delta_{j\delta} + \ell_{i\delta} \delta_{j\gamma} + \ell_{i\gamma} \delta_{j\delta})$$

$$+ \alpha_3 \ell_{i\delta} \ell_j \delta_{\alpha\delta},$$

$$\eta^\ell_{ijkl} = \beta_1 (\varepsilon_{ijn} \delta_{ik} + \varepsilon_{iin} \delta_{jk} + \varepsilon_{ikn} \delta_{jl} + \varepsilon_{ijn} \delta_{il}) \ell_n + \beta_2 (\varepsilon_{ijn} \ell_j \ell_k + \varepsilon_{iin} \ell_j \ell_k + \varepsilon_{ikn} \ell_j \ell_l + \varepsilon_{ijn} \ell_{jl}) \ell_n,$$

such that $\eta_{ijkl} = \eta^o_{ijkl}$ and $\eta^\ell_{ijkl} = -\eta^o_{ikjl}$. All of the coefficients above are generally a function of $\ell^2$. Indeed, the time reversal signatures of $\eta^o$ and $\eta^\ell$ are different. The former does not contribute to the entropy production rate, hence, it is non-dissipative or reactive, and only $\eta^\ell$ is dissipative. These general symmetry arguments allow for terms in $\eta^o$ that are not observed using our microscopic model. We expect such terms to appear when mode-coupling terms, not considered in our current treatment, are included. The $\ell$-dependent terms in $\eta^\ell$ are neglected in the main text.

IV. ODD VISCOSITY FROM THE CENTER-OF-MASS MOMENTUM

In order to find the reactive part of the CM momentum we calculate

$$\dot{g}_i^c = -\int d\mathbf{r}' \left\{ g_i^c(\mathbf{r}), g_j^c(\mathbf{r}') \right\} \frac{\delta H}{\delta g_j^c(\mathbf{r}')} + \left\{ g_i^c(\mathbf{r}), \ell_j(\mathbf{r}') \right\} \frac{\delta H}{\delta \ell_j(\mathbf{r}')} + \left\{ g_i^c(\mathbf{r}), \rho(\mathbf{r}') \right\} \frac{\delta H}{\delta \rho(\mathbf{r}')} \right].$$

The required PB are given in Eqs. (24), (26), and (32). Using these PB Eq. (48) reads,

$$\dot{g}_i^c + \nabla_j (v_j^c g_i^c) = -\frac{1}{2} \nabla_j \left[ v_i^c (\nabla \times \ell) + \varepsilon_{jmn} \ell_n \nabla_i v_m^c \right].$$

If $\ell$ is constant in space this expression simplifies greatly,

$$\dot{g}_i^c + \nabla_j (v_j^c g_i^c) = -\frac{1}{2} \nabla_j \left[ \varepsilon_{jmn} \ell_n \nabla_i v_m^c \right],$$

which becomes in 2D

$$\dot{g}_i^c + \nabla_j (v_j^c g_i^c) = -\frac{\ell}{2} \nabla_j \left[ \varepsilon_{jmn} \nabla_i v_m^c \right].$$

The term in the right-hand-side is the same (except that here $\mathbf{v} \rightarrow \mathbf{v}^c$) as the first ‘odd’ term in the dynamics of the total momentum, Eq. (39).

The symmetric dissipative term is the same as for the total velocity (with $\mathbf{v} \rightarrow \mathbf{v}^c$ of course), see Eq. (46). However, for the CM momentum the stress tensor is not necessarily symmetric. In fact, conservation of total angular momentum dictates that the (internal) body term in the dynamics of $\ell$ must be equal to $-\varepsilon_{ijk} \sigma^{ij}_k$ [6]. Therefore,

3 Strictly speaking, it is equal to the part of $-\varepsilon_{ijk} \sigma^{ij}_k$ that is not a divergence of any tensor.
the dissipative antisymmetric term is \( \frac{\Gamma}{2} \varepsilon_{ijk} \nabla_j (\Omega_k - \omega_c^k) \). One can then write the full equation of motion for \( \mathbf{g}^c \) as

\[
\sigma_{ij}^c = -P \delta_{ij} + \eta_{ijkl} (\nabla_l v_k^c) - \frac{1}{2} v_i^c (\nabla \times \ell)_j + \frac{\Gamma}{2} \varepsilon_{ijk} (\Omega_k - \omega_c^k) ,
\]

(52)

and where

\[
\eta_{ijkl} = -\frac{1}{4} \ell_n \delta_{imn} \delta_{ik} + \frac{1}{4} \varepsilon_{ijn} \delta_{kl} .
\]

(53)

Note that we have also added the pressure term that can be derived from PB if one includes a density dependent free-energy (see Sec. II A 3 and [1]). The dynamics of \( \ell \) in term of \( \mathbf{v}^c \) is found by substituting Eq. (10) in Eq. (42):

\[
\dot{\ell}_i (r) + \nabla_j (\ell_i v_j^c) \approx \varepsilon_{ijk} \ell_k \omega_j^c - \Gamma (\Omega_i - \omega_c^i) + \tau_i ,
\]

(54)

where, as before, we neglect terms \( \sim \nabla^2 \ell \). We now have all the dynamics in terms of the CM momentum. In this representation not all ‘odd’ terms are present, but instead there is an antisymmetric dissipative term connecting the CM momentum and the angular momentum densities.

Let us show that the dynamics of the total momentum (Eq. (4) of the main text) can be recovered from the CM dynamics. To do so we start by substituting Eq. (54) into Eq. (52) yielding,

\[
\sigma_{ij}^c = -P \delta_{ij} + (\eta_{ijkl} + \eta_{ijkl}^o) (\nabla_l v_k^c) - \frac{1}{2} [v_i^c (\nabla \times \ell)_j + v_j^c (\nabla \times \ell)_i] + \frac{1}{2} \varepsilon_{ijk} \left( \tau_k - \dot{\ell}_k \right) ,
\]

(55)

with \( \eta_{ijkl}^o \) as defined in Eq. (5) of the main text. This stress has the complete odd viscosity but also two terms that do not appear in the total momentum formulation (see Eq. (4) of the main text and below): a term that depends on \( \nabla \times \ell \) and an antisymmetric term that depends on the rate of change of the internal angular momentum. The former seems to break Galilean invariance, however, when the Galilean transformation is applied to all fields including the angular momentum one can verify this term is Galilean invariant as required. The dynamics of the total angular momentum can be readily recovered from Eq. (55) by using the definition of the total momentum (10), which implies that the total momentum obeys \( \dot{g}_i + \nabla_j (v_i g_j) = \nabla_j \sigma_{ij} \) with \( \sigma_{ij} = \sigma_{ij}^c + \sigma_{ij}^\ell \) and

\[
\nabla_j \sigma_{ij}^\ell = \frac{1}{2} \varepsilon_{ijk} \nabla_k \dot{\ell}_j + \nabla_j \left( v_j g_i - v_j g_i^c \right) .
\]

(56)

Adding Eqs. (56) and Eq. (55) gives the desired total momentum stress tensor.

It is tempting to eliminate \( \Omega \) from the CM dynamics, Eq. (52), with the hope that the antisymmetric dissipative stress will be replaced by the missing odd terms. Below we show that this is not the case and that the proper odd viscosity is only obtained for the total momentum. We eliminate \( \Omega \) by solving Eq. (54) as in the solution in the total momentum formulation in which we take the long-wavelength low-frequency limit and write \( \Omega = \Omega^0 + \delta \Omega, \rho = \rho_0 + \delta \rho \) while assuming \( \delta \Omega \) and \( \delta \rho \) are of the order of \( \nabla \mathbf{v}^c \). The result is

\[
\Omega^0 = \tau_1 / \Gamma ,
\]

\[
\delta \Omega = \omega_c^i + \frac{1}{\Gamma} \left[ \frac{1}{2} \varepsilon_{ijk} (\nabla_k \omega_c^i - \varepsilon_{imn} \omega_c^m - \rho_0 \varepsilon^c \cdot \nabla (\mathbf{f}^0_\Omega) ) \right] ,
\]

(57)

which with the aid of the continuity equation yields

\[
\dot{\ell}_i \approx -\varepsilon_{ij} \varepsilon^c \cdot \mathbf{v} - \mathbf{f}^0_\Omega \varepsilon^c \cdot \nabla \rho_0 ,
\]

(58)

where \( \mathbf{f}^0_\Omega = \rho_0 \mathbf{f}^0_\Omega \). This solution is valid for any \( \tau \), even if it is inhomogeneous and not constant in time. Substituting Eq. (58) into Eq. (55) gives the low-frequency long-wavelength dynamics of the CM momentum after relaxation of \( \Omega \). The CM stress tensor can then be written as:

\[
\sigma_{ij}^c = (\eta_{ijkl}^o + \eta_{ijkl}^o) (\nabla_l v_k^c) - P \delta_{ij} - \frac{1}{2} (\varepsilon_{imn} v_j^c + \varepsilon_{jmn} v_i^c) (\nabla_m \rho_0^c) + \frac{1}{2} \varepsilon_{ijn} \tau_n
\]

\[
\quad + \frac{1}{2} \varepsilon_{ijn} \left( \varepsilon_{lkm} \varepsilon_{ij}^c \cdot \mathbf{v} + \mathbf{f}^0_{\Omega_n} \varepsilon^c \cdot \nabla \rho_0 \right) + \frac{1}{2} \varepsilon_{ij} \tau_n
\]

\[
= (\eta_{ijkl}^o + \eta_{ijkl}^o) (\nabla_l v_k^c) - P \delta_{ij} - \frac{1}{2} (\varepsilon_{imn} v_j^c + \varepsilon_{jmn} v_i^c) (\nabla_m \rho_0^c) + \frac{1}{2} \varepsilon_{ijn} \left( \mathbf{f}^0_{\Omega_n} \varepsilon^c \cdot \nabla \rho_0 + \tau_n \right) ,
\]

(59)

where

\[
\sigma_{ij}^o = -\frac{1}{4} \rho_0 (\varepsilon_{ipl} \delta_{jk} + \varepsilon_{jpl} \delta_{ik} + \varepsilon_{kl} \delta_{ij} + \varepsilon_{jkl} \delta_{il} - 2 \varepsilon_{ijl} \delta_{kl}) ,
\]

(60)
is the CM odd viscosity, which clearly does not obey Onsager’s reciprocity relations. This is most easily seen when considering both \( \rho_0 \) and \( \Omega^0 \) to be constant such that

\[
\sigma_{ij}^c = \left( \eta_{ijkl}^c + \eta_{ijkl}^o \right) \nabla_i v_k^c - P \delta_{ij} .
\] (61)

Moreover, even after relaxation of \( \Omega \), the CM stress tensor is not symmetric and its antisymmetric contribution is not simply \( \frac{1}{2} \varepsilon_{ijk} \tau_k \), but rather contains other contributions that originate in \( \ell \). Then, if one disregards \( \ell \) the balance of angular momentum is not obeyed. This leads to the remarkable conclusion that the CM formulation is generally insufficient to describe the system dynamics when \( \ell \) is non-vanishing. A specific situation in which the CM formulation does provide a proper description of the system dynamics is when both \( \Omega^0 \) and \( \rho_0 \) are constants and the fluid is incompressible (in this case \( \ell = 0 \)) such that \( \sigma_{ij}^c = \left( \eta_{ijkl}^c + \eta_{ijkl}^o \right) \nabla_i v_k^c - P \delta_{ij} \). Note that even in this very specific case, in which the complete odd viscosity appears in the CM stress tensor, \( \sigma_{ij}^c \) is symmetric and does not contain the antisymmetric dissipative term.

A. External torque includes bulk friction

In many cases, the torque in Eq. (54) contains friction terms, which in their simplest form are \( -\Gamma \Omega \). Such a friction term is more common in 2D odd fluids in which the molecules move on a surface, but it may also appear in 3D odd fluids when the solvent degrees of freedom are neglected or when molecules move within a porous medium. In this case we have \( \tau = \tilde{\tau} - \Gamma \Omega \) where \( \tilde{\tau} \) is a result of, e.g., an external field. Eliminating \( \Omega \) can still be done straightforwardly using the same method as described above where now the solution for \( \Omega \) in the long-wavelength long-time limit is

\[
\Omega_i^0 = \frac{1}{\Gamma + \Gamma \Omega} \tilde{\tau}_i ,
\]

\[
\delta \Omega_i = \frac{1}{\Gamma + \Gamma \Omega} \omega_i^c + \frac{1}{\Gamma + \Gamma \Omega} \left[ \frac{1}{2} \ell^0_k \left( \nabla_k v_i^c - \nabla_i v_k^c \right) - \rho_0 \mathbf{v}^c \cdot \nabla \left( \tilde{I} \Omega_i^0 \right) \right] ,
\] (62)

instead of Eq. (57). The CM stress tensor after elimination of \( \Omega \) has the same form as in Eq. (59) with \( \tau \rightarrow \tilde{\tau} \) and \( \ell^0 = \rho \tilde{I} \Omega^0 \) where \( \Omega \) is now written in Eq. (62). The conclusions from the discussion in Sec. IV, where \( \Gamma \Omega = 0 \), thus remains valid.
B. Steady state solutions

It is important in the presence of body torques (be external or active) to verify that the long-wavelength long-time solutions we find correspond to steady-state solutions, where the total angular momentum \( \mathbf{L} = \int_V \mathbf{r} \times \mathbf{g} + \ell \) does not grow in time, \( d\mathbf{L}/dt = \mathbf{T}^{\text{tot}} = 0 \), where \( \mathbf{T}^{\text{tot}} \) is the total torques on the system. An approximate way of achieving this is by considering bulk friction as in Sec. IV A such that \( \mathbf{T}^{\text{tot}} = \int_V (\mathbf{\dot{r}} - \Gamma^2 \mathbf{\Omega}) \) and taking the limit \( \Gamma^2 \gg \Gamma \), which implies that \( \mathbf{\Omega} \approx \tilde{\tau}/\Gamma^2 \) [4]. Conservation of angular momentum in this case is valid (approximately) only for small enough systems because \( d\mathbf{L}/dt \sim V \Gamma^2 \).

A more rigorous explanation lies in the system boundaries. We imagine the system being attached to an immobile surface with a torsional spring with very large spring constant \( \kappa \), see Fig. 2. The system boundaries exerts torques on the particles \(-\Gamma^2 (\mathbf{\Omega} - \hat{\theta})\) where \( \hat{\theta} \) is the twist angle of the torsional spring. By Newton’s third law, the particles exerts an equal and opposite torque on the system boundaries so that the torque on the container is

\[
\mathbf{T}^b = -\kappa \hat{\theta} + \int_S \Gamma^2 (\mathbf{\Omega} - \hat{\theta}),
\]

while the torque on the particles is

\[
\mathbf{T}^p = \int_V (\mathbf{\dot{r}} - \Gamma^2 \mathbf{\Omega}) - \int_S \Gamma^2 (\mathbf{\Omega} - \hat{\theta}),
\]

such that the total torque on the system is \( \mathbf{T}^{\text{tot}} = \mathbf{T}^p + \mathbf{T}^b = -\kappa \hat{\theta} + \int_V (\mathbf{\dot{r}} - \Gamma^2 \mathbf{\Omega}) \). Conservation of angular momentum requires that \( \mathbf{T}^{\text{tot}} = 0 \), namely

\[
\hat{\theta} = \frac{1}{\kappa} \int_V (\mathbf{\dot{r}} - \Gamma^2 \mathbf{\Omega}).
\]

Because in practice \( \kappa \to \infty \) the rotation angle of the container \( \hat{\theta} \to 0 \). Note that conservation of angular momentum does not impose any constraints on \( \Gamma \), \( \Gamma^2 \) or \( \Gamma^4 \).

Importantly, the system boundaries serve as an angular momentum sink (due to the large size of \( \kappa \)) allowing for steady-state solutions for any value of \( \tilde{\tau} \). Specifically, it is readily deduced from Eq. (62) (or Eq. (59)) that a constant \( \tilde{\tau} \) produce (approximately) a constant angular velocity of the spinning particles, that can obtain any value (it only depends on the friction coefficients and the body torque \( \tilde{\tau} \)).

V. INTERNAL ACTIVE DRIVING

Internal active torques are abundant in biology and are present whenever activity is not due to an external field. Such internal torques must be a divergence of something such that the total active torque vanishes. For an isotropic system (say an isotropic active gel) the active torque \( \mathbf{\tau}_{\text{a}} \) that exerts two opposite torque monopoles \( \pm \mathbf{T}^\alpha \) at \( \mathbf{r}^\alpha \pm \mathbf{a}^\alpha/2 \), respectively (see Fig. 3(a)). Such particle creates a torque dipole density

\[
\mathbf{\tau}^\alpha = \mathbf{T}^\alpha [\delta (\mathbf{r} - \mathbf{r}^\alpha + \mathbf{a}^\alpha/2) \delta (\mathbf{r} - \mathbf{r}^\alpha - \mathbf{a}^\alpha/2)] \approx \mathbf{T}^\alpha (\mathbf{a}^\alpha \cdot \nabla) \delta (\mathbf{r} - \mathbf{r}^\alpha).
\]

Averaging over ensemble of such torque dipoles (mesoscopic average) with \( \mathbf{a}^\alpha = a \mathbf{v}^\alpha \) and assuming \( \mathbf{T}^\alpha = T \xi^\alpha \) (here both \( \mathbf{v}^\alpha \) and \( \xi^\alpha \) are unit vectors and the angle between them is \( \theta \), which is the same for all particles) we get for isotropically distributed torque dipoles,

\[
\mathbf{\tau} = T a \nabla \cdot \left( \sum_\alpha \mathbf{v}^\alpha \xi^\alpha \delta (\mathbf{r} - \mathbf{r}^\alpha) \right)_\text{meso} = \frac{T a}{d} (\cos \theta) \nabla n(\mathbf{r}),
\]

where \( d \) is the dimensionality. Here we have used the fact that for an isotropic system any second-rank tensor \( \sim \delta_{ij} \). Then by writing \( \text{Tr} [\mathbf{v}^i_1 \mathbf{v}^j_2] = C \text{Tr} \delta_{ij} \) one has \( \cos \theta = C d \) thus \( \mathbf{v}^i_1 \xi^j_2 = (\delta_{ij}/d) \cos \theta \). For a one-component fluid in which its constituents exerts these active torques as depicted in Fig. 3(b), the equation of motion for \( \mathbf{\ell} \) is (see Eq.(42)),

\[
\dot{\ell}_i (\mathbf{r}) + \nabla_j (\ell_i v_j) = \varepsilon_{ijk} \ell_k \omega_j - \Gamma (\Omega_i - \omega_i) + \tau \nabla_i \rho,
\]

where \( \tau \equiv T a (\cos \theta) / (md) \), with \( m \) being the particles’ mass.
Figure 3. (a) Illustration of an active torque dipole. A particle whose CM located at \( r^a \) exerts two opposite torque monopoles \( \mp T^a \) at \( r^a \pm \alpha^a/2 \). The two opposite torques are separated by distance \( \alpha \), hence creating a torque dipole \( \sim T^a \alpha \). In (b) a random collection of such torque dipoles create a torque-dipole density \( \sim \nabla n \) with \( n \) being the particles’ density.

Such active torque density generally leads to inhomogeneous stationary odd viscosity as we now show. First, we expand the density \( \rho = \rho_0 + \delta \rho \) with \( \rho_0 \) assumed to be constant in time (but not in space). Then, the continuity equation becomes:

\[
\partial_t \delta \rho + \mathbf{v} \cdot \nabla \rho_0 + \rho_0 \nabla \cdot \mathbf{v} = 0.
\]

Here we assumed as in previous sections that \( \nabla \mathbf{v} \) is of the order of \( \delta \rho \). Writing as before \( \mathbf{\Omega} \simeq \mathbf{\Omega}^0 + \delta \mathbf{\Omega} \), gives (in the long-wavelength low-frequency limit) \( \mathbf{\Omega}^0 = \bar{T} \nabla \rho_0 / \Gamma \), which is generally inhomogeneous but it is constant in time. Hence, the odd viscosity is not necessarily constant (spatially), but the ‘odd’ Navier-Stokes equation (Eq. (6) of the main text) is still valid.

VI. MODE STRUCTURE - ‘ODD’ MECHANICAL WAVES

In this section we investigate the mode structure of the odd Navier-Stokes equation. We start by writing \( [\rho, \mathbf{v}] \simeq [\rho_0, \mathbf{0}] + [\delta \rho, \mathbf{v}] \) and linearize Eq. (8) of the main text and the continuity equation, \( \dot{\rho} + \nabla \cdot (\rho \mathbf{v}) = 0 \). Then, we perform a Fourier-Transform \( \mathbf{v}, \delta \rho = \int \frac{d^3k}{(2\pi)^3}[\mathbf{v}, \delta \rho] e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)} \), which results in

\[
\begin{pmatrix}
  s + i\nu k^2 & -i\bar{k}k & 2i\bar{k}k & 0 \\
  i\bar{k}k & s + i\nu k^2 & 0 & 0 \\
  -2i\bar{k}k & 0 & s + i\nu L k^2 & -kc \\
  0 & 0 & -kc & s
\end{pmatrix}
\begin{pmatrix}
  \dot{v}_1 \\
  \dot{v}_2 \\
  \dot{v}_L \\
  \dot{h}
\end{pmatrix} = 0.
\]

(69)

Here a set of orthonormal unit vectors was introduced: \( \mathbf{\hat{k}} = (k_x, k_y, k_z)/k \), \( \mathbf{\hat{e}}_1 = (-k_y, k_x, 0)/k_\perp \), and \( \mathbf{\hat{e}}_2 = (-k_x k_z, -k_y k_z, k_\parallel^2)/(k k_\perp) \), where \( k = \sqrt{k_x^2 + k_y^2 + k_\parallel^2} \), \( k_\perp = \sqrt{k_x^2 + k_y^2} \), and \( k_\parallel = \mathbf{k} \cdot \ell / \ell \). We have defined \( v_{1,2} = \mathbf{v} \cdot \mathbf{\hat{e}}_{1,2}, v_L = \mathbf{v} \cdot \mathbf{k}, h = c \delta \rho / \rho_0, \nu = \eta / \rho_0, \nu_L = 2\nu + \zeta / \rho_0, \ell \equiv \ell / (4\rho_0) \), and \( \ell = \ell \). Note that for vanishing viscosities (\( \nu = \nu_L = 0 \)) the matrix in Eq. (69) is Hermitian, thus it has real eigenvalues and the corresponding eigenvectors are orthogonal. The fact that all eigenvalues are real means that there are no instabilities and that waves always propagate (when the viscosity is negligible).

Equation (69) can be written in a more familiar form by using the continuity equation to write the equations for the velocity alone:

\[
\begin{pmatrix}
  s + i\nu k^2 & -i\bar{k}k & 2i\bar{k}k & 0 \\
  i\bar{k}k & s + i\nu k^2 & 0 & 0 \\
  -2i\bar{k}k & 0 & s + i\nu L k^2 - c^2 k^2 / s & 0 \\
  0 & 0 & 0 & s
\end{pmatrix}
\begin{pmatrix}
  \dot{\bar{v}}_1 \\
  \dot{\bar{v}}_2 \\
  \dot{\bar{v}}_L \\
  \dot{\bar{h}}
\end{pmatrix} = 0.
\]

(70)

The eigenvalues are found using \( \det \mathbf{M} = 0 \), with \( \mathbf{M} \) being the matrix in Eq. (69) or(70). This results in a quartic equation

\[
\left[ s^2 - c^2 k^2 + is\nu L k^2 \left( s + i\nu k^2 \right)^2 - 4sk^2 k_\parallel^2 (s + i\nu k^2) \right] = 0.
\]

(71)
Although analytical solution is present for such an equation it does not have a lot of meaning. Let us examine some simplifying limits. First, inspection of Eq. (70) shows that $k_\perp$ is responsible to the coupling between longitudinal and transverse modes. Taking $k_\perp = 0$ gives

$$s_L = \frac{k}{2} \left[ -i \nu_L k \pm \sqrt{4c^2 - \nu_L^2 k^2} \right],$$

$$s_T = -i \nu k^2 \pm k k_\parallel \hat{\ell}. \tag{73}$$

The four modes (two longitudinal, Eq. (72), and two transverse, Eq. (73)) are of decaying waves. Unlike regular fluids, here there are two transverse propagating modes (instead of diffusive modes). Another simple limit is obtained for $k_\parallel = 0$ and $\nu = 0$, leading to a quadratic equation with solutions:

$$s = \frac{k}{2} \left[ -i \nu_L k \pm \sqrt{-\nu_L^2 k^2 + 4 \left(c^2 + 4k_\perp^2 \ell^2\right)} \right]. \tag{74}$$

These solutions corresponds to two propagating (and decaying) longitudinal waves. There are no transverse waves, neither propagating nor diffusive, in this limit. In this case waves propagate if the $4 \left(c^2 + 4k_\perp^2 \ell^2\right) > \nu_L^2 k^2$, revealing that when $k_\perp$ is present it can promote propagation of longitudinal waves even when $\nu_L$ is large enough such that for normal fluids ($\ell = 0$) these waves are diffusive.

With view of the decoupled mode frequencies in Eqs. (72)-(73), in the long-wavelength limit the last term of Eq. (71) can be treated as perturbation (for $s_L$ it is $\sim k^6$ and for $s_T$ it is $\sim k^8$). To find the correction to the longitudinal mode, $s_L$, in the long-wavelength limit we write

$$s^2 - c^2 k^2 + i s \nu L k^2 = L, \tag{75}$$

where $L \ll 1$. Then, substituting $s \simeq \pm kc$ (the long wavelength solution of $s_L$ from Eq. (72)) in Eq. (71) we find that $L = 4 \ell^2 k_\perp^2 k_\parallel^2$. One can now use $L$ and solve Eq. (75), yielding

$$s_L \simeq \pm kc \left[ 1 + \frac{16 \ell^2 k_\perp^2 - \nu_L^2 k^2}{8c^2} \right] - \frac{1}{2} i \nu_L k^2. \tag{76}$$

The correction to the transverse modes can be found by writing

$$(s + i \nu k^2)^2 - k^2 k_\parallel^2 \ell^2 = T, \tag{77}$$

with $T \ll 1$. Next, we substitute the long-wavelength solution for $s_T$ (which is the same as Eq. (73)) in Eq. (71) and obtain $T = -\left(4 \ell^2 k_\perp^2 k_\parallel^2 / c^2\right) (\ell k_\parallel \mp i \nu k)$. Using the solution for $T$ in Eq. (77) gives

$$s_T \simeq \left(-i \nu k^2 \pm k k_\parallel \hat{\ell}\right) \left(1 - \frac{2 \ell^2 k_\parallel^2}{c^2}\right). \tag{78}$$

The eigenvectors $\hat{\nu} = (v_1, v_2, v_L, h)$ associated with the longitudinal and transverse waves (Eqs. (76) and (78)), to lowest order in $g = 2\ell k_\perp / c$ and $g_\nu = k \nu L / c$ are:

$$\hat{\nu}_L = (\mp ig, 0, 1, \pm 1 + ig_\nu / 2), \quad \hat{\nu}_T = (1, \mp i, 0, -ig), \tag{79}$$

where $g$ is a dimensionless measure for the strength of the coupling between longitudinal and transverse modes.

The incompressible limit is formally obtained from Eq. (71) by taking $kc/s \rightarrow \infty$, which also corresponds to $g, g_\nu \ll 1$. A predominantly transverse mode with nonzero $v_1$ satisfies $h = -i g v_1$, or equivalently $\delta \rho/\rho = -i 2\ell k_\perp v_1 / c^2$. Re-expressed in coordinate space, this gives $\delta \rho = -\ell \cdot \omega / c^2$ as also found in the main text using a different route.

Another instructive limit is the inviscid case ($\nu, \nu_L = 0$) for which Eq. (71) reduces to a quadratic equation for $s^2$,

$$s^4 - k^2 s^2 \left[c^2 + \ell^2 \left(4k_\perp^2 + k_\parallel^2\right)\right] + k^4 k_\parallel^2 c^2 \ell^2 = 0. \tag{80}$$

Solving Eq. (80) one finds

$$s^2 = \frac{k^2}{2} \left(c^2 + \ell^2 \left(4k_\perp^2 + k_\parallel^2\right)\right) \pm \sqrt{\left[c^2 + \ell^2 \left(4k_\perp^2 + k_\parallel^2\right)\right]^2 - 4c^2 k_\parallel^2 \ell^2}. \tag{81}$$
The discriminant $D \equiv \left[c^2 + \ell^2 \left(4k^2 + k^2_\parallel \right)\right]^2 - 4c^2k^2_\parallel$ can be shown to be strictly positive, hence, $s^2$ is real and Eq. (81) also implies that $s^2 > 0$. Therefore, there are four propagating modes as expected due to the fact that the matrix in Eq. (69) is Hermitian for an inviscid odd fluid (see discussion after Eq. (69)). Both solutions are admixture of the longitudinal and transverse modes.

With all the information on the limiting cases we are prepared to discuss the general mode structure. In Fig. 4 we plot the number of propagating waves (number of solution with non-vanishing real part) in the space spanned by $\ell$ and $k$ for constant dimensionless viscosities. These plots are representative for $\nu k/c < 1$ with various values of $\nu_L k/c$. When $\nu \geq 1$ only subfigure (f) is accessible because $\nu_L \geq 2\nu \geq 2$. Clearly $\alpha = 0$ corresponds to Eqs. (72)-(73) such that for any nonzero value of $\ell$ transverse waves are propagating. However, for $\nu_L k/c \geq 2$ longitudinal waves are diffusive, explaining the black vertical stripe at $\alpha = 0$ in subfigure (b). On the contrary when $\alpha = \pi/2$, Eq. (74) shows that there are no transverse waves and that longitudinal waves always propagate for sufficiently large values of $\ell$, explaining the transitions from red ‘x’ region to black asterisk region. For any other value of $\alpha$ all modes are a mixture of longitudinal and transverse modes. The blue star region can be thought of as an effectively inviscid region in the sense that all four modes propagate in this region (of course these viscosities results in decaying waves) and for large enough values of $\ell$, Eq. (81) indeed gives the frequencies for the four modes. Note that the long wavelength limit corresponds to the region around the origin in subfigure (a) alone. In all other subfigures $\nu_L k^2 > kc$ such that they must be thought of as being plotted for finite wavenumber. It is interesting that the red ‘x’ region does not need to be continuous, showing the complicated dependence of the eigenfrequencies on $\alpha$.

VII. BREAKDOWN OF KELVIN’S CIRCULATION THEOREM

The strength of the vortex tube, also referred to as circulation, is defined as

$$\Gamma = \oint_c \mathbf{v} \cdot d\mathbf{s} = \int_A 2\mathbf{\omega} \cdot d\mathbf{A},$$

(82)
where $A$ is the area bound by the closed contour $c$ and $\omega = \frac{1}{2} \nabla \times \mathbf{v}$. Kelvin’s circulation theorem (and also Helmholtz’s first theorem) states that the circulation strength does not change in time, $d\Gamma/dt = 0$.

Let us consider the simple case of an inviscid ($\eta = 0$) incompressible (constant density) ‘odd’ fluid. Taking the curl of the odd Navier-Stokes equation, Eq. (12) of the main text, while using $\nabla \times \nabla \times \mathbf{v} = \nabla \nabla \cdot \mathbf{v} - \nabla^2 \mathbf{v} = -\nabla^2 \mathbf{v}$, yields the following ‘odd’ vorticity equation

$$\frac{D\omega_i}{Dt} = \frac{1}{2\rho} \varepsilon_{ijk} (\ell \cdot \nabla) \nabla_j \omega_k + \omega \cdot \nabla v_i. \quad (83)$$

The first term is the novel odd term that only appears in 3D (in 2D $\ell \cdot \nabla X = 0$ for any $X$). One can then write the vortex strength as,

$$\frac{d\Gamma}{dt} = 2 \int_A \frac{D\omega}{Dt} \cdot dA = \int_A \left[ \varepsilon_{ijk} \hat{n}_i (\ell \cdot \nabla) \nabla_j \omega_k + 2 \omega \cdot \nabla v_i \hat{n}_i \right] dA, \quad (84)$$

with $\hat{n}$ being the surface direction. Integrating by parts the second term and using the divergence theorem gives

$$\frac{d\Gamma}{dt} = \int_A (\ell \cdot \nabla) \cdot (\nabla \times \omega) \cdot dA, \quad (85)$$

which does not vanish, such that the vortex strength is not conserved in 3D odd fluids. Because odd viscosity originates in body torques that generally results in non-conservative forces, for which Kelvin’s circulation theory does not hold, one might expect such breakdown for odd fluids. However, the case considered here is of constant $\ell$, which is a result of a constant torque that does not produce a non-conservative force. It is for this reason that Kelvin’s circulation theory still holds for 2D odd fluids.
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