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Spin transport at metallic interfaces is an essential ingredient of various spintronic device concepts, such as giant magnetoresistance, spin-transfer torque, and spin pumping. Spin-orbit coupling plays an important role in many such devices. In particular, spin current is partially absorbed at the interface due to spin-orbit coupling. We develop a general magnetoelectronic circuit theory and generalize the concept of spin-mixing conductance, accounting for various mechanisms responsible for spin-flip scattering. For the special case when exchange interactions dominate, we give a simple expression for the spin-mixing conductance in terms of the contributions responsible for spin relaxation (i.e., spin memory loss), spin torque, and spin precession. The spin memory loss parameter \( \delta \) is related to spin-flip transmission and reflection probabilities. There is no straightforward relation between spin torque and spin memory loss. We calculate the spin-flip scattering rates for \( \text{N}|\text{N}, \text{F}|\text{N}, \) and \( \text{F}|\text{F} \) interfaces using the Landauer–Büttiker method within the linear muffin-tin orbital method and determine the values of \( \delta \) using circuit theory.
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I. INTRODUCTION

Spin-orbit coupling (SOC) plays an essential role at metallic interfaces, especially in the context of spin-transport-related phenomena such as giant magnetoresistance (GMR) [1,2], spin injection and spin accumulation [3], spin-transfer torque [4], spin pumping [5–7], spin-orbit torque [8,9], spin Hall magnetoresistance (SMR) [10], and the spin Seebeck effect (SSE) [11–13]. The concept of spin-mixing conductance, originally introduced within the magnetoelectronic circuit theory [14], plays a very important role in describing spin transport at magnetic interfaces [15].

Nevertheless, the spin-mixing conductance in its original form cannot account for various important contributions associated with spin-flip processes [16–22], coupling to the lattice [23,24], and other effects associated with magnons [25–27]. One can generalize the concept of spin-mixing conductance by considering spin pumping in the presence of spin-flip processes [28] or by considering the magnetoelectronic circuit theory in the presence of spin-flip scattering [29]. So far such generalizations have not been able to clarify the role of interfacial spin relaxation (usually referred to as spin memory loss or spin loss) in processes responsible for spin pumping and spin-transfer torque. Recent progress in first-principles calculations of interfacial spin loss [29] suggests that an approach fully accounting for spin-nonconserving processes can be developed. Experimental data on the relation between spin-orbit interaction and the efficiency of spin-orbit torque [18,30–32] are often interpreted intuitively in terms of the spin memory loss parameter [1], while lacking careful theoretical justification.

In this work, we develop the most general form of magnetoelectronic circuit theory and apply it to studies of spin transport, concentrating on such phenomena as spin-orbit torque and interfacial spin relaxation in multilayers. We introduce a tensor form for the generalized spin-mixing conductance describing spin-nonconserving processes, such as spin dephasing, spin memory loss, and spin precession. We numerically calculate parts of the spin-mixing conductance responsible for the spin memory loss in \( \text{N}|\text{N}, \text{F}|\text{N}, \) and \( \text{F}|\text{F} \) interfaces in the presence of spin-orbit interactions using the Landauer–Büttiker method based on the linear muffin-tin orbital (LMTO) method. We show that the generalized spin-mixing conductance can also be used to describe spin-orbit torque when exchange interactions dominate and the torque on the lattice can be disregarded. Our results for the generalized spin-mixing conductance suggest that two distinct combinations of scattering amplitudes are responsible for spin memory loss and torque, and in general there is no simple connection between the two.

The paper is organized as follows. In Sec. II, we develop a general formulation of the magnetoelectronic circuit theory in the presence of spin-flip scattering. In Sec. III, we apply the magnetoelectronic circuit theory to calculations of spin loss in \( (\text{N}_1\text{N}_2)_\mathcal{N}, (\text{N}_1\text{F}_2)_\mathcal{N}, \) or \( (\text{F}_1\text{F}_2)_\mathcal{N} \) multilayers connected to ferromagnetic leads. In Sec. IV, we apply the magnetoelectronic circuit theory to spin-orbit torque calculations. Computational details are described in Sec. V, and the technicalities of the adiabatic-embedding approach are detailed in Sec. VI. Section VII presents numerical results for the spin-flip transmission and reflection rates and area-resistance products for the \( \text{N}|\text{N}, \text{F}|\text{N}, \) and \( \text{F}|\text{F} \) interfaces. Section VIII concludes the paper.
II. GENERALIZED CIRCUIT THEORY

A. Formalism

The magnetoelectronic circuit theory follows from the boundary conditions linking pairs of nodes in a circuit [14]. Here we consider the general case, allowing spin-nonconserving scattering at interfaces between magnetic or nonmagnetic metals due to the presence of spin-orbit interaction or nonuniform magnetization. The boundary condition at an interface between nodes 1 and 2, with arbitrary interface functions \( f_a \) (a = 1, 2 labels the node), is

\[
\hat{I}_2 = G_0 \sum_{mn} \left[ \hat{r}_{mn} \hat{f}_1 (\hat{r}_{mn})^\dagger - [M_2 \hat{r}_2 - \hat{r}_{mn} \hat{f}_2 (\hat{r}_{mn})^\dagger] \right],
\]

where \( G_0 = e^2/\hbar \), \( \hat{r}_{mn} \) is the spin-dependent reflection amplitude for electrons reflected from channel \( n \) into channel \( m \) in node 2, \( \hat{r}_{mn} \) is the spin-dependent transmission amplitude for electrons transmitted from channel \( n \) in node 1 into channel \( m \) in node 2, and the Hermitian conjugate is taken only in spin space. Equation (1) can be easily rewritten for the current \( I_1 \) in node 1. For a ferromagnetic node, the spin accumulation is taken to be parallel to its magnetization. The matrices \( \hat{r}_{mn} \) and \( \hat{r}_{mn} \) are generally off-diagonal in spin space.

It is customary to assume that the distribution functions in the nodes, \( \hat{f}_a = \hat{\sigma} \hat{f}_a^0 + \hat{\sigma} \cdot \hat{\mathbf{f}}_a \), are isotropic, i.e., independent of \( \mathbf{k} \). In this case Eq. (1) reduces to generalized Kirchhoff relations [29]:

\[
I_1^0 = G_{1c} \Delta f_0 - G_{1c} \Delta f_1 - G_{1c} \Delta f_2 - G_{1v} \hat{f}_1, \tag{2}
\]

\[
I_2^0 = G_{2c} \Delta f_0 + G_{2c} \Delta f_1 + G_{2c} \Delta f_2 + G_{2v} \hat{f}_1, \tag{3}
\]

where \( \Delta f_0 = f_0^1 - f_0^2 \) and \( \Delta f_1 = f_1^1 - f_1^2 \) are interfacial drops of charge and spin components of the distribution function, and \( \Delta f_i = (\hat{\sigma} \cdot \hat{f}_i - \hat{\sigma} \cdot \hat{f}_1)/2 \). The conductances in Eqs. (2) and (3) carry a subscript 2 emphasizing that they generally differ from their counterparts describing the currents in node 1; this subscript will be dropped where it does not lead to confusion. The conductances are related through \( G_{1c} = G_{1c} - G_1^v, G_{1v} = G_{1v} = G_1^v, G_{2c} = G_{2c} + G_2^v, G_{2v} = G_2^v \) to the following scalar, vector, and tensor quantities:

\[
G_{1c} = 2G_0 \sum_{mn} T_{mn}^c, \tag{4}
\]

\[
G_1^v = 4G_0 \sum_{mn} i \varepsilon_{ijk} T_{mn}^j, \tag{5}
\]

\[
G_2^v = 4G_0 \sum_{mn} i \varepsilon_{ijk} R_{mn}^j, \tag{6}
\]

\[
G_{1c}^r = 2G_0 \sum_{mn} (T_{mn}^0 + T_{mn}^0 + i \varepsilon_{ijk} T_{mn}^j), \tag{7}
\]

\[
G_{ij}^r = 2G_0 \delta_{ij} \sum_{mn} (T_{mn}^k + T_{mn}^k + i \varepsilon_{klm} R_{mn}^j), \tag{8}
\]

\[
G_{ij}^r = 2G_0 \delta_{ij} \sum_{mn} (R_{mn}^k + R_{mn}^k + i \varepsilon_{klm} R_{mn}^j), \tag{9}
\]

where \( \delta_{ij} = \delta_1 \delta_{kl} - \delta_2 \delta_{kl} \), Latin indices \( i, \ldots, l \) denote Cartesian coordinates and \( m, n \) the conduction channels, and repeated Cartesian indices are summed over here and below. In the above expressions, we defined the following combinations of scattering-matrix elements:

\[
R_{mn}^{ij} = \frac{\text{Tr}(\hat{r}_{mn}^i \hat{r}_{mn}^j \hat{\sigma}^u \hat{\sigma}^v)/4,} \tag{10}
\]

\[
T_{mn}^{ij} = \frac{\text{Tr}(\hat{r}_{mn}^i \hat{r}_{mn}^j \hat{\sigma}^u \hat{\sigma}^v)/4,} \tag{11}
\]

where the Greek indices can take values from 0 to 3.

In order to obtain the circuit theory equations (2) and (3) from Eq. (1), we used the trace relations for Pauli matrices, \( \text{Tr}(\hat{\sigma}^u \hat{\sigma}^v) = 2 \delta_{ij}, \text{Tr}(\hat{\sigma}^u + \hat{\sigma}^v) = 2i \delta_{ij}, \text{and} \text{Tr}(\hat{\sigma}^u \hat{\sigma}^v) = 2(\delta_{ij} \delta_{kl} + \delta_{il} \delta_{jk} - \delta_{ik} \delta_{jl}). \) The unitarity condition gives the following identities:

\[
\sum_{mn} \hat{r}_{mn}^i (\hat{r}_{mn}^j)^\dagger + \hat{r}_{mn} (\hat{r}_{mn}^j)^\dagger = M_2 \delta_{ij}, \tag{12}
\]

\[
\sum_{mn} \hat{r}_{mn}^i (\hat{r}_{mn}^j)^\dagger + \hat{r}_{mn} (\hat{r}_{mn}^j)^\dagger = M_1 \delta_{ij}, \tag{13}
\]

\[
\sum_{mn} \hat{r}_{mn} (\hat{r}_{mn}^j)^\dagger + \hat{r}_{mn}^i (\hat{r}_{mn}^j)^\dagger = M_2 \delta_{ij}, \tag{14}
\]

\[
\sum_{mn} \hat{r}_{mn} (\hat{r}_{mn}^j)^\dagger + \hat{r}_{mn}^i (\hat{r}_{mn}^j)^\dagger = M_1 \delta_{ij}, \tag{15}
\]

which relate the conductances defined for the two nodes separated by the interface as \( G_{1c} = G_{1c}^r, G_{1v} = G_{1v}^r + G_{1v}^r, G_{1c} = G_{1c} + G_{1c}^r \) and \( G_{2c} = G_{2c} + G_{2c}^r \).

The interface conductances in the magnetoelectronic circuit theory have to be renormalized by the Sharvin resistance for transparent Ohmic contacts [33,34] which allows comparison between ab initio studies and experiment [35]. The circuit theory in Eqs. (2) and (3) can be generalized to account for the drift contributions in the nodes by renormalizing the conductances \( G_{1c}, G_{1v}, G_{2c}, G_{2v}, \) and \( G_{2v}^r \). This can be done by connecting nodes 1 and 2 to proper reservoirs with spin-dependent distribution functions \( f_L \) and \( f_R \) via transparent contacts. The currents in the nodes then become \( I_1 = 2G_0 M_1 (f_L - f_1) \) and \( I_2 = 2G_0 M_2 (f_2 - f_R) \), where \( M_1(2) \) describe the number of channels (in general, spin-dependent) in the nodes. Effectively, this leads to substitutions \( f_1^{(1)} \rightarrow f_1^{(1)} + I_1^{(1)}/(2G_0 M_1^{(1)}) \) and \( f_2^{(1)} \rightarrow f_2^{(1)} - I_2^{(1)}/(2G_0 M_2^{(1)}) \) in Eqs. (2) and (3).

Finally, we note that the conductance \( \hat{G}_{mn} \) describes various spin-nonconserving processes, such as spin dephasing, spin loss, and spin precession. Therefore, it can be interpreted as a tensor generalization of the spin-mixing conductance [14,36,37] to systems with spin-flip scattering. In the limiting case described in Ref. [28], our definition reduces to the generalized tensor expression suggested there. However, our definition is more general as it can account for processes corresponding to spin precession and spin memory loss. Spin-nonconserving processes can also result in spin-charge conversion (i.e., spin galvanic effect), which is described by \( G_{2v}^r \) and \( G_{2v}^r \) conductances. Furthermore, \( G_{1c}^r \) describes the conversion of charge imbalance into spin current (inverse spin galvanic effect), and \( \hat{G}_{mn}^r \) is the tensor spin conductance.

B. Spin-conserving F/N interface

We now apply the generalized circuit theory to an F/N interface. In the special case of a spin-conserving interface,
Eqs. (2) and (3) should be invariant under $SO(3)$ rotations in spin space, which reproduces the spin-conserving circuit theory \[14,36,37\]:

$$G^m = 0,$$ \hspace{1cm} (16)

$$G^{cs} = G^{sc} = G^{cs} m,$$ \hspace{1cm} (17)

$$\hat{G}^{ss} = G^{sc} m \otimes m,$$ \hspace{1cm} (18)

$$\hat{G}^m = 2G^{ij}_{j} (1 - m \otimes m) + 2G^{ij}_{j} m \times ,$$ \hspace{1cm} (19)

where the tensor $\otimes m$ implements a projection onto the magnetization direction, and $G^{ij}_{j}$ and $G^{ij}_{j}$ are the real and imaginary parts of the spin-mixing conductance $G^{ss}$, and $\alpha$ and $\beta$ stand for $sc$, $cs$, $t$, $r$, or $m$; $\beta$ stands for $ss$, $t$, $r$, or $m$; and the tensors $G^{ij}_{j}$, $G^{ij}_{j}$, $G^{ij}_{j}$, $G^{ij}_{j}$, etc., are invariant under the nonmagnetic point group of the system.

The circuit theory substantially simplifies for axially symmetric interfaces, which are common in polycrystalline heterostructures. Choosing the $z$ axis to be normal to the interface and applying the constraints corresponding to the $C_{\infty}\text{sym}$ symmetry, we obtain the expansion of vector conductances $G^{s}$, $G^{sc}$, and $G^{m}$ to second order in $m$:

$$\hat{G}^{\alpha} = \begin{bmatrix} m_{x} x_{1}^{\alpha(1)} + m_{y} x_{2}^{\alpha(2)} \\ m_{y} x_{1}^{\alpha(1)} - m_{x} x_{2}^{\alpha(2)} \\ m_{z} x_{3}^{\alpha(1)} \end{bmatrix},$$ \hspace{1cm} (22)

where $x_{1}^{\alpha(1)}$, $x_{2}^{\alpha(1)}$, and $x_{3}^{\alpha(1)}$ are arbitrary coefficients. For the tensor conductances $\hat{G}^{ss}$ and $\hat{G}^{m}$ we obtain

$$\hat{G}^{\alpha} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & x_{1}^{\alpha(0)} & 0 \\ 0 & 0 & x_{2}^{\alpha(0)} \end{bmatrix} \begin{bmatrix} m_{x} x_{1}^{\beta(1)} + m_{y} x_{2}^{\beta(2)} \\ m_{y} x_{1}^{\beta(1)} - m_{x} x_{2}^{\beta(2)} \\ m_{z} x_{3}^{\beta(1)} \end{bmatrix} + \begin{bmatrix} 0 \\ m_{x}^{\beta(1)} x_{1}^{\beta(1)} - m_{y}^{\beta(1)} x_{2}^{\beta(1)} \\ -m_{y}^{\beta(1)} x_{1}^{\beta(1)} \end{bmatrix} \begin{bmatrix} 0 \\ -m_{x}^{\beta(1)} x_{2}^{\beta(1)} \end{bmatrix} \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix},$$ \hspace{1cm} (23)

where $x_{1}^{\alpha(0)}$, $x_{2}^{\alpha(0)}$, and $x_{3}^{\alpha(1)}$ are arbitrary coefficients.

The role of spin-flip scattering becomes the most transparent if both the magnetization and the spin accumulation are either parallel or perpendicular to the interface. In this case, the tensor and vector conductances in Eqs. (2) and (3) can be simplified, and we arrive at the following relations for relevant components associated with the in-plane and perpendicular directions:

$$G^{sc} = G_{0}(T_{tt} + T_{tt}^\dagger + T_{tt}^\dagger + T_{tt}'),$$ \hspace{1cm} (26)

$$G^{cs} = G_{0}(T_{tt} - T_{tt}^\dagger + T_{tt}^\dagger - T_{tt}'),$$ \hspace{1cm} (27)

$$G' = 2G_{0}(T_{tt}^\dagger - T_{tt}'),$$ \hspace{1cm} (28)

$$G' = 2G_{0}(T_{tt}^\dagger + T_{tt}'),$$ \hspace{1cm} (29)

along with $G^{sc} = G^{sc} - G'$, $G^{cs} = G^{cs} - G'$, $G^{m} = G^{m} + G'$, and $\hat{G}^{m} = \hat{G}'$. Of course, all quantities in these expressions are different for the in-plane and perpendicular orientations of the magnetization; the corresponding index has been dropped to avoid clutter. The spin-resolved dimensionless transmittances and reflectances

$$T_{\sigma\sigma'} = \sum_{mn} t_{mn}^{\sigma\sigma'} (r_{mn}^{\sigma\sigma'})^*,$$ \hspace{1cm} (30)

$$R_{\sigma\sigma'} = \sum_{mn} r_{mn}^{\sigma\sigma'} (r_{mn}^{\sigma\sigma'})^*,$$ \hspace{1cm} (31)

are defined in the reference frame with the spin quantization axis aligned with the magnetization.

Equations (26)–(29), together with Eqs. (2) and (3), are also valid for axially symmetric FF interfaces, as long as the magnetizations of the two ferromagnets are collinear. These expressions generalize the result given in Ref. [29] for axially symmetric N|N junctions to include F|N and F|F interfaces.

D. Relation to Valet-Fert theory

The Valet-Fert model \[38\] incorporates spin relaxation in diffusive bulk regions but makes restrictive approximations for the interfaces, treating them as transparent, spin-conserving, and prohibiting transverse spin accumulation \[2,16,39–42\]. When spin relaxation at interfaces is of interest, the treatment based on the Valet-Fert model is forced to replace the interfaces by fictitious bulk regions \[1,2\], which is restrictive even for N|N interfaces \[29\].

Here we show how diffusive bulk regions can be incorporated in the generalized circuit theory. By introducing nodes near the interfaces and treating both interfaces and bulk regions as junctions, the generalized Kirchhoff’s rules \[2,16,39–42\] can be used to analyze entire devices with spin relaxation in the diffusive bulk regions and arbitrary spin-nonconserving scattering at interfaces.

The Valet-Fert model employs the following equations to describe spin and charge diffusion in a nonmagnetic metal,

$$\frac{\partial^2}{\partial x^2} (D_{fN}^{V}) = 0,$$ \hspace{1cm} (32)

$$\frac{\partial^2}{\partial x^2} (D_{fN}^{V}) = \frac{F_N}{\tau_{eff}},$$ \hspace{1cm} (33)
and in a ferromagnet,
\[ \frac{\partial^2}{\partial x^2} (D_1 f_t^1 + D_1 f_i) = 0, \]
(34)
\[ \frac{\partial^2}{\partial x^2} (D_1 f_t^1 - D_1 f_i) = \frac{f_t - f_i}{\tau_{sf}^1}. \]
(35)
Here \( f_t^F = m(f_t - f_i)/2 \) is the spin accumulation in the ferromagnet, and the spin-flip relaxation times \( \tau_{sf}^N = (l_{sf}^N)^2/D \) and \( \tau_{sf}^F = (l_{sf}^F)^2/(1/D_1 + 1/D_1)/2 \) are given in terms of the spin-diffusion lengths \( l_{sf}^N, l_{sf}^F \) and diffusion coefficients \( D, D_0 \).

We now consider three basic circuit elements.

## 1. Diffusive \( N \) region

For a diffusive \( N \) layer, the solution of Eqs. (32) and (33) leads to a simplified version of Eqs. (2) and (3) with vanishing vector conductances \( G^N, G^F, G^m \), and all tensor conductances reduced to scalars:
\[ G^N = \frac{2D}{l_N}, \]
(36)
\[ G^x_N = G_N^x \frac{\delta_N}{\sinh \delta_N}, \]
(37)
\[ G^m_N = G_N^m \delta_N \tanh \frac{\delta_N}{2}, \]
(38)
where \( l_N \) is the thickness of the \( N \) layer, and \( \delta_N = l_N/l_{sf}^N \).

## 2. Diffusive \( F \) region

For a diffusive \( F \) layer with spin accumulation that is parallel to the magnetization, the solution of Eqs. (34) and (35) leads to vanishing \( G^m \) and the other conductances defined as follows:
\[ G^N = (D_1 + D_1)/l_F, \]
(39)
\[ G^x_F = \frac{m(D_1 - D_1)}{l_F}, \]
(40)
\[ G^x_N = \frac{\delta_F}{\sinh \delta_F} + \frac{(G^c)^2}{G^F}, \]
(41)
\[ G^m_F = \frac{\delta_F}{\sinh \delta_F} \tanh \frac{\delta_F}{2}, \]
(42)
where \( G^c = [(G^x)^2 - (G^F)^2]/G^F \) is the effective conductance and \( \tau_F \) the thickness of the \( F \) layer, and \( \delta_F = \tau_F/l_{sf}^F \). Incidentally, in the \( \delta_F \gg 1 \) limit these relations imply that \( T_{11} = T_{11}^2 \), as noted in Ref. [43].

## 3. Diffusive \( F|N \) junction

As a simple application, consider a composite junction consisting of \( F \) and \( N \) diffusive layers separated by a transparent interface. Such an idealized junction can be used to model an interface with spin-flip scattering between \( F \) and \( N \) layers [2,16,39–42]. Combining the results for \( F \) and \( N \) regions with boundary conditions, we find \( G^m = 0 \) and the following effective conductances:
\[ G^c = \left(1/G^c_F + 1/G^c_N\right)^{-1}, \]
(43)
\[ G^x = G^N = G^c_F. \]
(44)
\[ \hat{G}^m = \frac{G^m_N}{G^m_N + G^m_F + G^m_N} \mathbf{m} \otimes \mathbf{m}, \]
(45)
\[ \hat{G}^m = \frac{G^m_N}{G^m_N + G^m_F + G^m_N} \mathbf{m} \otimes \mathbf{m}, \]
(46)
where the conductances for the \( F \) and \( N \) layers should be taken from the previous subsections. If spin-flip scattering is negligible, we recover the known result [16]: \( \hat{G}^m = G^N(1 - \mathbf{m} \otimes \mathbf{m}) \).

## III. SPIN LOSS AT INTERFACES

The experimental data on interfacial spin relaxation come primarily from the measurements of magnetoresistance in \( (N_1N_2) \), \( (N_1F_2) \), or \( (F_1F_2) \) multilayers connected to ferromagnetic leads [1,2], where \( N \) is the number of repetitions. The results have been reported [1,2] in terms of the effective spin memory loss parameter \( \delta_N \) or \( \delta_F \) obtained by treating the interface as a fictitious bulk layer and fitting the data to the Valet-Fert model. Here we relate the experimentally measured parameter \( \delta_N \) or \( \delta_F \) to the generalized conductances appearing in Eqs. (2) and (3). We assume that the interfaces are axially symmetric and that the magnetization and spin accumulation are either parallel or perpendicular to the interface.

## A. \( N|N \) multilayer

We first consider a multilayer with repeated interfaces between nonmagnetic metals \( N_1 \) and \( N_2 \). We would like to assess the decay of spin current which may include the spin relaxation both at interfaces and in the bulk. To this end, we place nodes in both \( N_1 \) and \( N_2 \) layers and consider the case of axially symmetric interfaces corresponding to relations, \( G^x = G^c = G^m = 0 \). The relevant conductances \( G^c, G^x, G^m \), \( G^c_1 \), and \( G^m_1 \) account for the scattering in the bulk and/or at the interfaces. Using Eq. (3), we arrive at the following equations for the spin current in some arbitrary node \( i \) in the superlattice,
\[ l_i = g_i^x (f_{i-1} - f_i^1) + g_i^m f_i^1, \]
(47)
\[ l_i = g_i^x (f_{i-1} - f_i^1) + g_i^m f_i^1, \]
(48)
which results in the recursive formula,
\[ 2g_i^m g_i^x f_i^1 = f_{i-1}^1 - 2f_i^1 + f_{i+1}^1. \]
(49)
This equation has analytical solutions:
\[ f_i^1 = C_1 e^{\delta i} + C_2 e^{-\delta i}, \]
(50)
where the constants \( C_1 \) and \( C_2 \) are determined by the boundary conditions. In the limit of weak spin-flip scattering, we obtain the leading term for the decay rate:
\[ \delta^2 \approx \frac{g_i^m}{g_i^c}, \]
(51)
where the constants $C_1$ and $C_2$ are defined by the boundary
conditions. Note that to the lowest order in the spin-flip
processes, only the denominator in Eq. (51) needs to be
renormalized by the Sharvin resistance for transparent
Ohmic contacts, i.e., $1/G^s = 1/G^{cx} - (1/M_1 + 1/M_2)/(4G_0)$. It is
clear that the constant $\delta$ describes how the spin current decays
as we increase the number of layers in the superlattice. The
conductances in Eq. (51) may also include scattering in the
bulk where the total conductances can be calculated by con-
catenating the corresponding bulk and interface conductances
using Eqs. (2) and (3). When obtaining $\delta$ from experimental
data, one typically considers only interfacial contributions in
Eq. (51), while the bulk contributions are simply removed [1].
This does not cause any problem when spin-orbit interaction
is weak as in this limit the total $G^m$ is a simple sum of
contributions from interface and bulk.

B. F|N and F|F multilayers

By considering F|N and F|F multilayers connected to fer-
romagnetic leads one can also quantify spin relaxation at
magnetic interfaces [1]. In this case, a parameter $\delta$
that describes the decay of spin current can also be related to the scatter-
ing matrix elements and to the generalized conductances in
Eq. (2) and (3). We assume that we have a superlattice with
repeated interfaces between nonmagnetic (N$_1$) and ferromag-
netic (F$_2$) layers. Nonmagnetic can be considered a special
example of F in this section; equations derived below also apply
to F|F multilayers without any modifications. We would like
to assess the decay of spin current due to spin relaxation at
interfaces and in the bulk. We take nodes in F and N layers
and consider the case of axially symmetric interfaces. We
also assume collinear spin transport with the magnetization
being in-plane or perpendicular to interfaces. The generalized
conductances may include scattering both in the bulk and at
the interfaces. Using Eqs. (2) and (3), we arrive at the following
equations for the spin and charge currents in node $i$:

\begin{align}
I_0^1 & = G^{c+}(f_{i-1}^0 - f_i^0) + G_i^{c+}(f_{i-1}^0 - f_i^0) - G_i^{0+}f_i, \\
I_0^0 & = G^{c+}(f_i^0 - f_{i+1}^0) + G_i^{c+}(f_i^0 - f_{i+1}^0) + G_i^{0+}f_i, \\
I_i^+ & = G_i^{c+}(f_{i-1}^0 - f_i^0) + G_i^{0+}(f_{i-1}^0 - f_i^0) - G_i^{0+}f_i, \\
I_i^- & = G_i^{c+}(f_i^0 - f_{i+1}^0) + G_i^{0+}(f_i^0 - f_{i+1}^0) + G_i^{0+}f_i,
\end{align}

which results in the recursive formula:

\begin{equation}
2G^m_{i-1}/G^m_i - 2G^c_{i-1}/G^c_i = f_{i+1} - 2f_i + f_{i+1}.
\end{equation}

As in the nonmagnetic case, the above expression has analytical
solutions:

\begin{equation}
I_{i}^{\pm} = C_1 e^{\delta i} + C_2 e^{-\delta i}.
\end{equation}

In the limit of weak spin-flip scattering, we obtain the leading
term for the decay rate:

\begin{equation}
\delta^2 \approx \frac{G^m_i + G^m_N}{G^*}.
\end{equation}

where $G^* = [(G^{cc})^2 - (G^{cc})^2]/G^{cc}$ is the effective conduc-
tance of the scattering region. Note that to the lowest order in
the spin-flip processes, only the denominator in Eq. (58) needs
to be renormalized by the Sharvin resistance for transparent
Ohmic contacts, i.e., $1/G^s = 1/G^{c+} - (1/M_1 + 1/M_2)/(4G_0)$. The constant $\delta$ describes how the spin
current decays as we increase the number of layers in the
multilayers. As in the N|N case, the conductances in Eq. (58)
may also include scattering in the bulk. The bulk and interface
cconductances can be concatenated using Eqs. (2) and (3).

IV. SPIN-ORBIT TORQUE

The discontinuity of spin current at the interface following
from the circuit theory in Eqs. (2) and (3) can be used to cal-
culate the total torque transferred to both the magnetization and
the lattice. In general, separating these two contributions is
not possible without considerations beyond the circuit theory.
When exchange interactions dominate and the torque on the
lattice can be disregarded, we can use the circuit theory to
calculate the spin torque on magnetization. Note that spin-flip
scattering and spin memory loss can still be present even in the
absence of the lattice torque, e.g., due to magnetic disorder at
the interface.

In the absence of angular momentum transfer to the lat-
tice, it is natural to assume axial symmetry with respect to magnetization direction which results in simplifications in
Eqs. (22)–(25), i.e., $x_1^{\rho(2)} = 0$, $x_2^{\rho(2)} = x_2^0$, $x_4^{\rho(1)} = x_2^0$, $x_3^{\rho(1)} = x_3^0$, $x_3^{\rho(2)} = 0$, $x_4^{\rho(2)} = x_4^0 = x_4^0 = x_4^0$. This leads to the following generalization of Eq. (19) for the spin-mixing
cconductance:

\begin{equation}
\tilde{G}^m = 2G_{t}^{\uparrow\downarrow}(1 - m \otimes m) + 2G_{m}^{m}m \otimes m + 2G_{t}^{\uparrow\downarrow}m \times ,
\end{equation}

where $G_{t}^{\uparrow\downarrow} = G_0 \sum_{mm} \text{Re}(\delta_{mm} - r_{mm} \delta_{mm} - r_{mm} \delta_{mm})$ describes the absorption of transverse spin current and $G_{m}^{m} = G_0(T_{1+} + T_{1+} + R_{1+} + R_{1+})$ the absorption of longitudinal spin current
(i.e., spin memory loss); $G_{t}^{\uparrow\downarrow} = G_0 \sum_{mm} \text{Im}(\delta_{mm} - r_{mm} \delta_{mm} - r_{mm} \delta_{mm})$ describes the precession of spins. Even though the formal expressions for $G_{t}^{\uparrow\downarrow}$ and $G_{m}^{m}$ did not change compared to
Eq. (19), their values can still be affected by the presence of
spin-flip scattering due to unitarity of the scattering matrix.
The effect of the unitarity constraint, however, does not have
a direct relation to the spin memory loss parameter $\delta$ [29].

Using a typical spin-orbit torque geometry [10] and Eq. (3),
we can write a boundary condition determining the torque:

\begin{equation}
\frac{2e^2}{h} \tau_F = (\hat{1} - m \otimes m)j' = (\hat{1} - m \otimes m)\tilde{G}^m \cdot \mu',
\end{equation}

where $\mu'$ is the spin accumulation and $\tau_F$ is the magnetization
torque. The spin current can be further calculated from the
diffusion equation:

\begin{equation}
\nabla^2 \mu = \mu/j_{sf}'
\end{equation}

and

\begin{equation}
j' = -\frac{\sigma}{2e} \partial_{\mu} \mu + j_{SH} \gamma,
\end{equation}

where the interface is orthogonal to the $z$ axis and $j_{SH}$ is the
spin Hall current. We recover conventional antidamping and
fieldlike torques:

\[
\vec{\tau}_F = (\hbarJ^{\text{spin}}/2e) \left[ \frac{g_{\delta}^{i\dagger} \tanh \delta/2}{1 + 2g_{\delta}^{i\dagger} \coth \delta} \vec{m} \times (\vec{m} \times \hat{\gamma}) \right. \\
\left. + \frac{g_{\delta}^{i\dagger} \tanh \delta/2}{1 + 2g_{\delta}^{i\dagger} \coth \delta} \vec{m} \times \hat{\gamma} \right],
\]

where \( g_{\delta}^{i\dagger} = (\hbarJ/\sigma)G_{R(\delta)}^{i\dagger} \) and \( \sigma \) is the conductivity of the nonmagnetic metal. The results of this section are inconsistent with the notion that spin memory loss should directly affect spin-orbit torque [18,30–32]. As can be seen from Eq. (59), two separate parameters are responsible for spin memory loss and spin-orbit torque, and in general there is no direct connection between the two. In the presence of spin-orbit interactions, only the total torque acting on the lattice and magnetization can be obtained from the circuit theory. However, it seems that a similar conclusion can be reached about the absence of direct relation between spin memory loss and torque.

V. COMPUTATIONAL DETAILS AND INTERFACE GEOMETRY

The transmittances and reflectances (30) and (31) were calculated using the Landauer-Büttiker approach implemented in the tight-binding linear muffin-tin orbital (LMTO) method [44]. Spin-orbit coupling (SOC) was introduced as a perturbation to the LMTO potential parameters [44,45]. The local density approximation (LDA) was used for exchange and correlation [46].

We have considered a number of interfaces between metals with the face-centered cubic lattice. The interfaces were assumed to be epitaxial with the (111) or (001) crystallographic orientation. Lattice relaxations were neglected, and the average lattice parameter for the two lead metals was used for the given interface. The polarization of the spin current and the magnetization (in F[N and F[F systems) were taken to be either parallel or perpendicular to the interface.

Self-consistent charge and spin densities were obtained using periodic supercells with at least 12 monolayers of each metal. The surface Brillouin zone integration in transport calculations was performed with a 512 × 512 mesh for magnetic and 128 × 128 for nonmagnetic systems.

We also studied the influence of interfacial intermixing on spin memory loss at Pt|Pd and Au|Pd interfaces. One layer on each side of the interface was intermixed with the metal on the other side. The mixing concentrations were varied from 11% to 50%. For example, an A|B interface with 25% intermixing had two disordered layers with compositions \( A_{0.75}B_{0.25} \) and \( A_{0.25}B_{0.75} \) between pure A and pure B leads. The transverse size of the supercell was 2 × 2 for 25% and 50% intermixing and 3 × 3 for 11% intermixing. The conductances were averaged over all possible configurations in the 2 × 2 supercell and over 18 randomly generated configurations in 3 × 3. In addition, a model with long-range intermixing (LRI) was considered where the transition from pure A to pure B occurs over 8 intermixed monolayers with compositions \( A_{8/9}B_{1/9}, A_{7/9}B_{2/9}, ..., A_{1/9}B_{8/9} \). This model was implemented using 3 × 3 supercells.

VI. ADIABATIC EMBEDDING

In the Landauer-Büttiker approach, the active region where scattering takes place is embedded between ideal semi-infinite leads. In the circuit theory, the leads are imagined to be built into the nodes of the circuit on both sides of the given interface. In order to define spin-dependent scattering matrices with respect to the well-defined spin bases, we turn off SOC in the leads.

To avoid spurious scattering at the boundaries with the SOC-free leads, we introduce “ramp-up” regions between the interface and the leads, wherein the SOC is gradually increased from zero at the edges of the active region to its actual magnitude near the interface. Specifically, for an atom at a distance \( x \) from the interface \( (|x| > l_0) \), the SOC parameters are scaled by \((L - 2|x|)/(L - 2l_0)\), where \( L \) is the total length of the active region and \( l_0 \) the length of the region on each side of the interface where SOC is retained at full strength. In our calculations we set \( l_0 \) to 2 monolayers.

Because a slowly varying potential only allows scattering with a correspondingly small momentum transfer, such adiabatic embedding [29] allows a generic pure spin state from the lead to evolve without scattering into the bulk eigenstate of the metal before being scattered at the interface.

In a nonmagnetic metal, as explained in Ref. [29], adiabatic embedding leads to strong reflection near the lines on the Fermi surface where the group velocity is parallel to the interface. Geometrically, when projected orthographically onto the plane of the interface, these lines form the boundaries of the projected Fermi surface. Electrons with such wave vectors can backscatter from the SOC ramp-up region both with and without a spin flip. The contribution of this backscattering to the spin-flip reflectance is an artifact of adiabatic embedding and needs to be subtracted out [29]. In a magnetic lead such backscattering conserves spin and is, therefore, inconsequential for spin memory loss calculations.

Adiabatic embedding can also produce strong scattering near the intersections of different sheets of the Fermi surface, where an electron can scatter from one sheet to another with a small momentum transfer. Such intersections do not exist in nonmagnetic metals considered in this paper (Cu, Ag, Au, Pd, Pt), but they are present in all ferromagnetic transition metals. When the two intersecting sheets correspond to states of opposite spin, scattering from one sheet to the other is a spin-flip process. Depending on the signs of the normal (to the interface) components \( v_\perp \) of the group velocities at the intersection, this scattering may or may not change the propagation direction with respect to the interface and thereby show up in spin-flip reflection or transmission. These two situations are illustrated in Fig. 1. If \( v_\perp \) has opposite signs on the two intersecting sheets [see Figs. 1(a) and 1(b)], then SOC opens a gap at the avoided crossing, and incident electrons with quasimomenta close to the intersection are fully reflected from the ramp-up region with a spin flip. On the other hand, if \( v_\perp \) has the same sign on the two sheets [see Figs. 1(c) and 1(d)], then, instead of backscattering, there is a large probability of forward spin-flip scattering as the electron passes through the ramp-up region.

Because we are interested in the spin-flip scattering processes introduced by the interface, the contribution of
spin-flip scattering due to the presence of the ramp-up regions in the leads should be subtracted out. Unfortunately, this can only be done approximately. The approach used for N1|N2 interfaces in Ref. [29] was to subtract the spin-flip reflectances of auxiliary systems N1|N1 and N2|N2 where the same lead material is used on both sides of an imaginary interface with adiabatic embedding. This method is reasonable because the electrons incident from one of the leads and backscattered by the ramp-up region never reach the interface in the real N1|N2 system. In an F|N system, the same is true for the backscattering on Fermi sheet crossings in F [the case of Figs. 1(a) and 1(b)], but not for the forward scattering [the case of Figs. 1(c) and 1(d)].

Nevertheless, as a simple approximation, we extend the approach of Ref. [29] to the F|N interfaces, subtracting both the spin-flip reflectances in auxiliary F|F and N|N systems and the spin-flip transmittance in auxiliary F|F. Likewise, for an F|F interface, we subtract both reflectances and transmittances in F1|F1 and F2|F2. Thus, for any kind of interface, we define

\[ T'_{\uparrow \downarrow} = T^{12}_{\uparrow \downarrow} - T^{11}_{\uparrow \downarrow} - T^{22}_{\uparrow \downarrow} \tag{64} \]

\[ R'_{\uparrow a \downarrow} = R^{12}_{\uparrow a \downarrow} - R^{1a}_{\uparrow \downarrow} \tag{65} \]

where \( a = L \) or \( a = R \) denotes one of the leads, and the primed quantities are used in Eq. (58). In the following, we refer to this as the subtraction method, and the parameter \( \delta \) calculated in this way is denoted \( \delta_s \).

\[ k \text{-point filtering} \]

A more fine-grained approach is to identify the locations in the surface Brillouin zone where spurious reflection or transmission occurs and filter out the contributions to spin-flip scattering probabilities from those locations. This filtering requires care, because some spin-flip scattering processes near the Fermi surface crossings are, in fact, physical, rather than merely being artifacts of adiabatic embedding. This can be seen from Fig. 2, which shows possible spin-flip scattering processes facilitated by the crossing of the Fermi sheets of opposite spin.

Figure 2(a) shows a spin-flip backscattering process in the left lead, which can occur near a Fermi projection boundary in a nonmagnetic metal or near a Fermi crossing of the type shown in Fig. 1(b). The processes shown in Figs. 2(b) and 2(c) result from the forward scattering near a Fermi crossing of the type shown in Fig. 1(d) in the left lead, where the electron is then either transmitted through or reflected from the interface, respectively. Each process has a reciprocal version. The three processes shown in Figs. 2(a)–2(c) exist solely due to the presence of a ramp-up region, which provides the small momentum transfer needed to scatter from one Fermi sheet to another.

In contrast, Figs. 2(d) and 2(e) show physical scattering processes. Here, the momentum of an electron incident from the left lead lies inside the spin-orbit gap of the type shown in Fig. 1(b) in the right lead. As a result, the electron experiences a resonant spin-flip transmission [Fig. 2(d)] or reflection [Fig. 2(e)] at the interface. Resonant spin-flip transmission shown in Fig. 2(d) is possible because an electron can scatter to a different Fermi sheet with a large momentum transfer acquired from the interface. Illustrations in Figs. 2(d) and 2(e) are highly schematic because the wave function inside the spin-orbit gap is evanescent in the right lead.

Let us first examine the spin-flip scattering processes in systems without a physical interface, where all scattering is due to adiabatic embedding alone. Spin-flip reflection at the Fermi projection boundaries can be seen in Figs. 3(a) and 3(d) for adiabatically embedded Pt and Pd, respectively, denoted in the figure caption as a fictitious “interface” of a material with itself (e.g., Pt|Pt) [29]. The areas with strong spin-flip reflection are notably broader in Pt, which has a larger spin-orbit constant compared to Pd. Spin-flip reflection at Fermi crossings can be seen in Figs. 4(a) and 4(b) for adiabatically embedded Ni and Co, respectively. These two cases correspond to the diagram in Fig. 2(a). Spin-flip transmission at Fermi crossings in Ni and Co is seen, in turn, in Figs. 4(c) and 4(d); this is the process shown in Fig. 2(b) without the physical interface.

Now consider physical interfaces. Contours with strong spin-flip reflection in, say, Fig. 3(d) for Pd|Pd are also seen in Fig. 3(c) for electrons incident from the Pd lead in Pt|Pd; the same comparison can be made for contours with strong spin-flip reflection in, say, Fig. 4(a) for Ni|Ni and 4(g) for Ni|Co. These processes correspond to Fig. 1(a). Furthermore, the contours with strong spin-flip transmission in Fig. 4(c) for Ni|Ni show up in both Figs. 4(e) and 4(g) for spin-flip transmission and reflection in Ni|Co, respectively. These processes correspond to Figs. 2(b) and 2(c). The contours with resonant
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Now consider physical interfaces. Contours with strong spin-flip reflection in, say, Fig. 3(d) for Pd|Pd are also seen in Fig. 3(c) for electrons incident from the Pd lead in Pt|Pd; the same comparison can be made for contours with strong spin-flip reflection in, say, Fig. 4(a) for Ni|Ni and 4(g) for Ni|Co. These processes correspond to Fig. 1(a). Furthermore, the contours with strong spin-flip transmission in Fig. 4(c) for Ni|Ni show up in both Figs. 4(e) and 4(g) for spin-flip transmission and reflection in Ni|Co, respectively. These processes correspond to Figs. 2(b) and 2(c). The contours with resonant
spin-flip transmission in Co|Co (Fig. 4(d)) also show up in spin-flip transmission for Ni|Co (Fig. 4(e)); this corresponds to Fig. 2(b) with the two leads interchanged.

All of the spin-flip scattering processes mentioned so far and corresponding to Figs. 2(a)–2(c) are artifacts of adiabatic embedding and need to be filtered out in the calculation of the interfacial spin loss parameter. On the other hand, the spin-flip transmission [Fig. 4(e)] and reflection [Fig. 4(g)] functions for the Ni|Co interface also show the spin-flip resonances of the types shown in Figs. 2(d) and 2(e). Consider the spin-flip reflection function for electrons incident from the Ni lead for the Ni|Co interface, which is shown in Fig. 4(g). Apart from the resonant contours appearing in Figs. 4(a) and 4(c) for spin-flip reflection and transmission in Ni|Ni, there are also resonant contours in Fig. 4(g) that correspond to the spin-flip reflection resonances in Co|Co, which are seen in Fig. 4(b). The same resonant contours appearing in Fig. 4(e) for the spin-flip transmission in Ni|Co correspond to the process shown in Fig. 2(d). These resonances correspond to the physical process depicted in Fig. 2(e) and should not be filtered out in the calculation of the spin-loss parameter.

This analysis shows that both artifacts of adiabatic embedding [Figs. 2(a)–2(c)] and physical resonant spin-flip scattering processes [Figs. 2(d) and 2(e)] can be located in $k$ space using spin-flip transmission functions calculated for auxiliary systems. Thus, as an alternative to the subtraction method discussed above, the artifacts of adiabatic embedding can be removed using $k$-point filtering.

For nonmagnetic (N$_1$|N$_2$) interfaces, we first identify the $k$ points where the spin-flip reflectance in an auxiliary system (N$_1$|N$_1$ or N$_2$|N$_2$) exceeds a certain threshold value, which is chosen so that the spin-flip reflectance in the auxiliary system becomes less than 0.001$G_0$ if the contributions from the identified $k$ points are excluded. Then the contributions from
FIG. 4. \( k \)-resolved spin-flip transmission and reflection functions for Ni|Ni, Co|Co, and Ni|Co, and an illustration of \( k \)-point filtering. (a) \( R_{\uparrow\downarrow} \) in Ni|Ni; (b) \( R_{\downarrow\uparrow} \) in Co|Co; (c) \( T_{\uparrow\downarrow} \) in Ni|Ni; (d) \( T_{\downarrow\uparrow} \) in Co|Co; (e) \( T_{\uparrow\downarrow} \) in Ni|Co; (f) \( T_{\downarrow\uparrow} \) in Co|Co; (g) \( R_{\uparrow\downarrow}^{L} \) in Ni|Co; (h) \( R_{\downarrow\uparrow}^{R} \) in Ni|Co; (i) \( T_{\uparrow\downarrow} \) in Ni|Co, filtered; (j) \( T_{\downarrow\uparrow} \) in Ni|Co, filtered; (k) \( R_{\uparrow\downarrow}^{L} \) in Ni|Co, filtered; (l) \( R_{\downarrow\uparrow}^{R} \) in Ni|Co, filtered.

those \( k \) points are excluded in the calculation of the spin-flip reflectance for electrons incident from the corresponding lead. To ensure that the artifacts are fully removed, the excluded regions are slightly enlarged.

Ferromagnetic leads induce resonant scattering near the crossings of the Fermi surfaces for opposite spins. Processes of the types shown in Figs. 2(a)–2(c) should be filtered out, as explained above. We found that the spin-flip reflectances and transmittances for all ferromagnetic interfaces considered here are dominated by resonant processes depicted in Figs. 2(d) and 2(e) rather than by contributions from generic \( k \) points. Indeed, the spin-loss parameters obtained by excluding the processes of Figs. 2(a)–2(c) or by including only those in Figs. 2(d) and 2(e) are almost identical. Figures 4(i)–4(l) show the spin-flip scattering functions obtained by starting from Figs. 4(e)–4(h) and filtering out everything other than the processes of Figs. 2(d) and 2(e). By performing \( k \)-point filtering in this way we obtain a lower bound on the spin-flip scattering functions and the spin-loss parameter, ensuring that the artifacts of adiabatic embedding are completely removed. The values \( \delta_f \) listed in Table III were obtained in this way.

VII. RESULTS

A. Nonmagnetic interfaces

Table I lists the area-resistance products \( AR \) and the spin-loss parameters for nonmagnetic interfaces. The subtraction and \( k \)-point filtering methods result in similar values of \( \delta \). For all material combinations, \( \delta \) is quite similar for (001) and (111) interfaces, suggesting that the crystallographic structure of the interface does not have a strong effect on interfacial spin relaxation. In all cases, the spin-loss parameter is slightly lower for the parallel orientation of the spin accumulation relative to the interface.

The calculated \( AR \) products and \( \delta \) parameters are in good agreement with experimental measurements [1] in systems without Pd, but both are strongly overestimated for (Au,Ag,Cu,Pd)|Pd interfaces. However, the results for the Au|Pd (111) interface with the spin accumulation parallel to the interface are in good agreement with recent calculations of Gupta et al. [47] (\( AR = 0.81 \, \Omega \, \text{m}^{-2} \) and \( \delta = 0.43 \)) based on the analysis of the local spin currents near the interface.

The large discrepancy in \( AR \) for interfaces with Pd suggests that the idealized interface model is inadequate for these
TABLE I. Area-resistance products \( AR \) (\( \Omega \text{m}^2 \)) and spin-loss parameters obtained using the subtraction method (\( \delta_s \)) and the filtering method (\( \delta_f \)) for nonmagnetic interfaces. \( \mathbf{M} \) denotes the orientation of the spin accumulation relative to the interface.

| NN | Plane | \( \mathbf{M} \) | \( AR \) | \( AR_{\text{exp}} \) | \( \delta_s \) | \( \delta_f \) | \( \delta_{\text{exp}} \) |
|-----|-------|----------------|--------|----------------|--------|--------|--------|
| Pt|Pd | 001 | || 0.42 | 0.14 ± 0.03 | 0.60 | 0.57 | 0.13 ± 0.08 |
| 001 | d | 0.44 | 0.14 ± 0.03 | 0.71 | 0.65 | 0.13 ± 0.08 |
| 111 | || 0.28 | 0.14 ± 0.03 | 0.41 | 0.36 | 0.13 ± 0.08 |
| 111 | d | 0.29 | 0.14 ± 0.03 | 0.45 | 0.38 | 0.13 ± 0.08 |
| Au|Pd | 001 | || 0.96 | 0.23 ± 0.08 | 0.71 | 0.68 | 0.08 ± 0.08 |
| 001 | d | 0.96 | 0.23 ± 0.08 | 0.86 | 0.82 | 0.08 ± 0.08 |
| 111 | || 0.83 | 0.23 ± 0.08 | 0.53 | 0.54 | 0.08 ± 0.08 |
| 111 | d | 0.87 | 0.23 ± 0.08 | 0.73 | 0.69 | 0.08 ± 0.08 |
| Ag|Pd | 001 | || 0.92 | 0.35 ± 0.08 | 0.41 | 0.47 | 0.15 ± 0.08 |
| 001 | d | 1.12 | 0.35 ± 0.08 | 0.50 | 0.54 | 0.15 ± 0.08 |
| 111 | || 0.89 | 0.35 ± 0.08 | 0.41 | 0.47 | 0.15 ± 0.08 |
| 111 | d | 0.92 | 0.35 ± 0.08 | 0.50 | 0.55 | 0.15 ± 0.08 |
| Cu|Pd | 001 | || 0.81 | 0.45 ± 0.005 | 0.41 | 0.47 | 0.24 ± 0.05 |
| 001 | d | 0.81 | 0.45 ± 0.005 | 0.47 | 0.52 | 0.24 ± 0.05 |
| 111 | || 0.80 | 0.45 ± 0.005 | 0.43 | 0.40 | 0.24 ± 0.05 |
| 111 | d | 0.81 | 0.45 ± 0.005 | 0.53 | 0.48 | 0.24 ± 0.05 |
| Cu|Au | 001 | || 0.13 | 0.15 ± 0.005 | 0.08 | 0.08 | 0.13 ± 0.07 |
| 001 | d | 0.13 | 0.15 ± 0.005 | 0.11 | 0.11 | 0.13 ± 0.07 |
| 111 | || 0.11 | 0.15 ± 0.005 | 0.08 | 0.07 | 0.13 ± 0.07 |
| 111 | d | 0.12 | 0.15 ± 0.005 | 0.11 | 0.10 | 0.13 ± 0.07 |
| Cu|Pt | 001 | || 0.90 | 0.75 ± 0.05 | 1.00 | 0.87 | 0.9 ± 0.1 |
| 001 | d | 0.89 | 0.75 ± 0.05 | 1.07 | 0.9 | 0.9 ± 0.1 |
| 111 | || 0.75 | 0.75 ± 0.05 | 0.88 | 0.72 | 0.9 ± 0.1 |
| 111 | d | 0.82 | 0.75 ± 0.05 | 1.11 | 0.83 | 0.9 ± 0.1 |
| Cu|Ag | 001 | || 0.03 | 0.045 ± 0.005 | 0.02 | 0.2 | 0 |
| 001 | d | 0.03 | 0.045 ± 0.005 | 0.03 | 0.02 | 0 |
| 111 | || 0.13 | 0.045 ± 0.005 | 0.03 | 0.03 | 0 |
| 111 | d | 0.13 | 0.045 ± 0.005 | 0.04 | 0.04 | 0 |

interfaces. Therefore, Pt|Pd and Au|Pd with interfacial intermixing were also constructed as described in Sec. V. The results for intermixed interfaces are listed in Table II. It is notable that intermixing increases the \( AR \) product, while its values for ideal interfaces with Pd are already too large compared with experimental reports. The spin-loss parameter \( \delta \) is also significantly increased by intermixing, which moves it further away from experimental data.

TABLE II. Same as in Table I but for nonmagnetic interfaces with intermixing. The percentage indicates the composition in the two intermixed layers. LRI refers to the long-range intermixing model; see Sec. V for details.

| NN (mix %) | Plane | \( \mathbf{M} \) | \( AR \) | \( AR_{\text{exp}} \) | \( \delta_s \) | \( \delta_f \) | \( \delta_{\text{exp}} \) |
|-----------|-------|----------------|--------|----------------|--------|--------|--------|
| Pt|Pd (11%) | 111 | || 0.29 | 0.14 ± 0.03 | 0.45 | 0.38 | 0.13 ± 0.08 |
| 111 | d | 0.30 | 0.14 ± 0.03 | 0.56 | 0.40 | 0.13 ± 0.08 |
| Pt|Pd (25%) | 111 | || 0.32 | 0.14 ± 0.03 | 0.52 | 0.46 | 0.13 ± 0.08 |
| 111 | d | 0.34 | 0.14 ± 0.03 | 0.65 | 0.52 | 0.13 ± 0.08 |
| Pt|Pd (50%) | 111 | || 0.36 | 0.14 ± 0.03 | 0.58 | 0.51 | 0.13 ± 0.08 |
| 111 | d | 0.38 | 0.14 ± 0.03 | 0.72 | 0.57 | 0.13 ± 0.08 |
| Pt|Pd (LRI) | 111 | || 0.82 | 0.14 ± 0.03 | 1.20 | 0.91 | 0.13 ± 0.08 |
| 111 | d | 0.85 | 0.14 ± 0.03 | 1.34 | 0.96 | 0.13 ± 0.08 |
| Au|Pd (11%) | 111 | || 0.86 | 0.23 ± 0.08 | 0.56 | 0.46 | 0.08 ± 0.08 |
| 111 | d | 0.90 | 0.23 ± 0.08 | 0.76 | 0.58 | 0.08 ± 0.08 |
| Au|Pd (25%) | 111 | || 0.96 | 0.23 ± 0.08 | 0.60 | 0.58 | 0.08 ± 0.08 |
| 111 | d | 1.01 | 0.23 ± 0.08 | 0.81 | 0.73 | 0.08 ± 0.08 |
| Au|Pd (50%) | 111 | || 0.95 | 0.23 ± 0.08 | 0.60 | 0.58 | 0.08 ± 0.08 |
| 111 | d | 0.99 | 0.23 ± 0.08 | 0.82 | 0.73 | 0.08 ± 0.08 |
| Au|Pd (LRI) | 111 | || 1.24 | 0.23 ± 0.08 | 0.79 | 0.65 | 0.08 ± 0.08 |
| 111 | d | 1.29 | 0.23 ± 0.08 | 0.98 | 0.76 | 0.08 ± 0.08 |
The disagreement with experiment in the values of $AR$ and $\delta$ for interfaces with Pd is likely due to the lack of understanding of the interfacial structure in the sputtered multilayers, for which no structural characterization is available, to our knowledge. It seems somewhat implausible that the real sputtered interfaces are much less resistive compared to both ideal or intermixed interfaces considered here. It is possible that nominally bulk regions in sputtered multilayers containing Pd are more disordered and thereby have a higher resistivity and shorter spin-diffusion length compared to pure Pd films. The fitting procedure used to extract the $AR$ and $\delta$ parameters for the interface [1] would then ascribe this additional bulk resistance and spin relaxation to the interfaces.

### B. Ferromagnetic interfaces

Table III lists the results for interfaces with one or two ferromagnetic leads. The $AR$ products for all interfaces are in excellent agreement with experimental data [1]. The values of the spin-loss parameter obtained using the subtraction method ($\delta_s$) tend to be larger, by up to a factor of 2, compared to the $k$-point filtering method ($\delta_f$), which is expected to be more accurate. For Pt|Co the results for $AR$ and $\delta$ are in good agreement both with experiment and with calculations using the discontinuity of the spin current. [47] In other systems $AR$ agrees very well with experiment but $\delta$ is underestimated, which may be due to the neglect of interfacial disorder and to the limitations of the adiabatic-embedding method.

### VIII. CONCLUSIONS

We have developed a general formalism for analyzing magnetoelectronic circuits with spin-nonconserving $N|N$, $F|N$, or $F|F$ interfaces between diffusive bulk regions. A tensor generalization of the spin-mixing conductance encodes all possible spin-nonconserving processes, such as spin dephasing, spin loss, and spin precession. In the special case when exchange interactions dominate, those contributions can be clearly separated into terms responsible for spin memory loss, spin-orbit torque, and spin precession. Surprisingly, there is no direct relation between spin-orbit torque and spin memory loss; the two effects are described by different combinations of scattering amplitudes responsible for the absorption of the transverse and longitudinal components of spin current at the interface.

The spin relaxation (i.e., spin memory loss) parameter $\delta$ has been numerically calculated using Eqs. (51) and (58) for a number of $N|N$, $F|N$, and $F|F$ interfaces. First-principles calculations, aided by adiabatic embedding, show reasonable agreement with experiment for $\delta$ and the area-resistance products with the exception of $N|N$ interfaces including a Pd lead. For such interfaces both $\delta$ and $AR$ are strongly overestimated, which cannot be explained by short- or long-range interfacial intermixing. The analysis of spin-flip scattering probabilities for $F|N$ and $F|F$ interfaces suggests that interfacial spin relaxation is dominated by electronic states near the crossings of the Fermi surfaces for opposite spins in ferromagnets.

The generalized magnetoelectronic circuit theory provides a convenient framework for analyzing spin transport in magnetic nanostructures with strong spin-orbit coupling at interfaces.
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