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ABSTRACT
Shared Automated Vehicles (SAVs) fleets companies are starting pilot projects nationwide. In 2020 in Fairfax Virginia it was announced the first Shared Autonomous Vehicle Fleet pilot project in Virginia. SAVs promise to improve quality of life. However, SAVs will also induce some negative externalities by generating excessive vehicle miles traveled (VMT), which leads to more congestions, energy consumption, and emissions. The excessive VMT are primarily generated via empty relocation process. Reinforcement Learning based algorithms are being researched as a possible solution to solve some of these problems: most notably minimizing waiting time for riders. But no research using Reinforcement Learning has been made about reducing parking space cost nor reducing empty cruising time. This study explores different Reinforcement Learning approaches and then decide the best approach to help minimize the rider waiting time, parking cost, and empty travel.

1 INTRODUCTION
Shared Automated Vehicles (SAV) hold great promise to improve quality of life by providing reliable and affordable door-to-door mobility service to citizens. The technology is advancing rapidly, with many competing companies developing or deploying Automated Vehicle (AV) technology. As of July 20th, 2018, there are 55 Autonomous Vehicle Testing Permit holders who are allowed to test AVs on road in California, increasing from approximately 40 holders in 2017 [4]. Waymo, Google’s satellite company in charge of AV, is testing and expanding the fleet of AVs in California and Phoenix, AZ suburbs. Uber, recently resumes its SAV service program in AVs on road in California, increasing from approximately 40 holders in 2018 [6]. In 2020 in Fairfax, Virginia it was announced the first Shared Autonomous Vehicle Fleet pilot project in the state [18].

The SAVs are also expected to have positive social impacts [1], [13]. It is expected that SAV will reduce road accidents that are currently related with human errors (i.e., around 90% of all accidents). Most of the simulation results show that the system if widely adopted can reduce household vehicle ownership by approximately 90% [7]. While the privately owned AVs (PAVs) may only be able to reduce 9.5% vehicle ownership by sharing AVs among household members [22]. Vehicle ownership reduction can also be translated into significant decline in urban parking demand. Zhang & Guhathakurta’s simulation studies show SAV can reduce the parking land by over 90% using both grid-based [20] and empirical travel and road network data [19] by reducing vehicle ownership. This indicates that these aesthetically unpleasant and environmentally unfriendly parking spaces can be eliminated and replaced with more sustainable and efficient land uses in an SAV-dominant future. Meanwhile, the SAVs tend to consume less energy and generate Greenhouse Gas (GHG) emissions from the life cycle perspective compared with PAVs and current conventional vehicles [7, 9].

However, there remain concerns regarding the sustainability of SAVs. Simulation studies show the system may generates approximately 10-20% of the excessive Vehicle Miles Traveled (VMT) compared with private conventional vehicles [7, 19]. The extra VMT are typically induced during the vehicle relocation process for passenger pick-up, spatial empty vehicle rebalancing, and parking purposes. One critical step to curb empty VMT generation is to design more efficient vehicle relocation algorithms that can balance the trade-offs between vehicle parking fees, cruising, and the average waiting time of clients. However, to date, only a few studies have explored the design of such algorithm. For instance, Fagnant and Kockelman [7] examined several different relocation strategies in their simulation model and identified one deterministic algorithm that outperforms the rest as the preferred methods, which was later broaderly adopted in many other simulation studies [3, 19]. In this study, we evaluate whether Artificial Intelligence (AI), specifically the Reinforcement Learning techniques, could improve the vehicle relocation policy by reducing user waiting time, fuel cost and empty VMT generation. As baseline we will use the algorithm developed by Fagnant and Kockelman [7].

2 BACKGROUND AND RELATED WORK
2.1 Related Work
Fagnant & Kockelman (2014) developed a vehicle relocation algorithm for the SAV system [7]. The algorithm calculates balancing values for big zones in the hypothetical city to determine the potential relocation destination for idling vehicles located in SAV supply surplus areas. The imbalance value for each zone is estimated based on the following formula:

\[
\text{BlockBalance} = \frac{\text{SAV}_{\text{Total}} - (\text{SAV}_{\text{block}} \times \frac{\text{Demand}_{\text{block}}}{\text{Demand}_{\text{Total}}})}{(1)
\]

Where, \(\text{SAV}_{\text{Total}}\) is the total number of available SAVs in the system; \(\text{SAV}_{\text{block}}\) is the total of available SAVs in the block; \(\text{Demand}_{\text{block}}\) is the expected demand in the block; \(\text{Demand}_{\text{Total}}\) is the expected total demand in the study area.
The limitation of this algorithm includes the arbitrary selections of (1) the spatial configuration of large zone or blocks for imbalance values calculation; (2) random selection of relocation destination after the determination of relocation blocks. Furthermore, although the relocation algorithm account for the overall supply and demand in the system, the relocation decision is not generated on a centralized basis, i.e., the system relocates one vehicle at a time without considering the spatial distribution of other SAVs that will finish service in the near future. These limitations can potential be alleviated or even eliminated by the introduction of Reinforcement Learning (RL) algorithms.

Within the context of transportation, there has been studies related to using RL to control traffic lights [8] or [10]. Other studies like the one from Wei, Wang, Yang [17] use RL techniques to estimate the order in which passengers will be picked up in a shared taxi simulation. Further the study by Lin K. et.al.[11] explores reinforcement learning approach similar to Deep Q-Learning and introduces novel approach to action space to allow for faster training (just use neighboring zones as potential destinations for SAV reallocations). This study is different from Lin K. study in that we explore several reinforcement learning algorithms and not just Deep Q-Learning. A second difference is that this study uses parking cost as a component of the reinforcement learning reward to optimize. Meanwhile work by Lin K does not include parking costs in the reward function.

2.2 Reinforcement Learning

Reinforcement Learning is a branch of machine learning dealing with sequential decision making. Given its loose requirements it is warranted in deep reinforcement learning. In order to mitigate divergence different techniques have been proposed such as TRPO, Double Deep Q-Learning and others. Fleet Management problem is poised to be optimized by Deep Reinforcement Learning (both its original approach as well as its function approximator approach). Rationale for this are the following:

1. Dynamics of taxi ridership demand can be treated as a black box for the reinforcement learning algorithm to figure out.  
2. As we incorporate more info for each city region such as number of ride request, number of drop offs, time of day the totality of the state space may become too large to hold in memory.

In this introduction to reinforcement learning we introduce the following ideas:

1. Markov Decision Processes.  
2. Value Iteration and Policy Iteration.  
3. Monte Carlo  
4. Q-Learning  
5. Value function approximators  
6. REINFORCE  
7. Imitation Learning  
8. Monte Carlo Tree Search  
9. Comparison table

In next subsection we discuss different simulators for fleet management and based on them we discuss which reinforcement learning algorithm makes more sense to evaluate.

2.3 Markov Decision Processes

In order to understand Markov Decision Processes we can start with Markov Processes.

2.3.1 Markov Processes are Memoryless Random Processes. They are a sequence of random states that hold the Markov Assumption. A state $s_t$ is a Markov state if and only if the next state $s_{t+1}$ is independent of its previous history $h_t$. 

$$p(s_{t+1}|s_t, a_t) = p(s_{t+1}|h_t, a_t)$$

(2)

Definition of Markov Process:

1. S is a finite set of states ($s \in S$).  
2. P is a dynamics / transition model that specifies $p(s_{t+1} = s'|s_t = s)$.  
3. no rewards involved.

2.3.2 Markov Reward Processes. are equal to Markov Process, but they add a reward function per state $R(s_t)$ and discount factor for the accumulating rewards, $\gamma$. Usually they return the total sum of rewards after reaching the end state: $G = \sum_i \gamma \cdot R(s)$. We also have new concept Value of a state which represents the expected reward obtained from that state and onwards.

$$V(s) = R(s_t) + \gamma \sum_{s'} p(s'|s_t)V(s')$$ Expected sum of rewards

$$G = \sum_1 \gamma^i R(s)$$ Discounted sum of rewards

When talking about stochastic markov reward processes, we mean that when a transition happens from a state to a next state, the selection of which actual state will be next state is drawn from a probability distribution ($p(s_{t+1} = s'|s_t = s)$). This is different from deterministic markov reward processes where the next state is predefined to the same next state no matter how many times the transition occurs. Hence, in the case of stochastic markov reward
With an accurate process, the $V(s_t) = \mathbb{E}[G_t]$, meanwhile in deterministic markov reward process $V(s_t) = G_t$.

2.3.3 Markov Decision Processes. are equal to Markov Reward Processes, and add actions:

1. Transition model: $P(s_{t+1} = s'|s_t = s, a_t = a)$, is an action.
2. Reward model: $R(s_{t+1} = s'|s_t = s, a_t = a)$.
3. Policies: $\pi(a|s) = P(a_t = a|s_t = s)$.

With Markov Decision Processes, the expected sum of discounted rewards also depends on the policy (action taken):

$$V^\pi(s) = R(s, \pi(s)) + \gamma \sum P(s'|s, \pi(s))V^\pi(s')$$

2.3.4 Markov Decision Process Control. is about learning optimal policies. While previous definitions help build framework for us to talk and evaluate different algorithms, what we really are interested with is to find policies that optimize certain criteria and that is the Markov Decision Process Control. We will learn about value iteration and policy iteration that are basic policy search algorithms next section.

2.4 Value Iteration & Policy Iteration

2.4.1 Value iteration. is an algorithm to find the accurate value of expected sum of discounted rewards for any given state $s$, $V(s)$. With an accurate $V(s)$ we can also find best policy.

| Algorithm 1: Value Iteration |
|-------------------------------|
| 1. $V_k(.) = 0$ ; |
| 2. $V_{k+1}(.) = 0$ ; |
| 3. while convergence do |
| 4. foreach $s \in S$ do |
| 5. \[ V_{k+1}(s) = \max_a R(s, a) + \gamma \sum P(s'|s, a)V_k(s') \] |
| 6. end |
| 7. $V_k = V_{k+1} ;$ |
| 8. $V_{k+1}(.) = 0 ;$ |
| 9. end |

After this, $V(s)$ function can be used to extract best policy:

$$\pi_{k+1}(s) = \arg\max_a R(s, a) + \gamma \sum P(s'|s, a)V_k(s')$$

In value iteration it is expected that the transition probability, $P(s'|s, a)$, and reward function, $R(s, a)$, are known. Also, convergence means that the reward vectors did not change more than a small number $\epsilon$ (usually $\epsilon = 0.001$ or less).

2.4.2 Policy Iteration. is another algorithm that can be used to find the best policy. Both Policy Iteration and Value Iteration find the best policy and work as long as the dynamics model and reward models are known ($R(.), P(.)$). They both are guaranteed to converge to global optimal. At the same time these warrants are only for the cases when state-space can fit in computer memory (aka tabular case). Depending on the environment sometimes policy iteration will be faster to converge, other times will be value iteration so is worth trying both.

| Algorithm 2: Policy Iteration |
|-------------------------------|
| 1. policy-stable is false; |
| 2. while not policy-stable do |
| 3. $V^\pi(.) = 0$ ; |
| 4. $V_{k+1}^\pi(.) = 0$ ; |
| 5. while convergence of $V^\pi$ do |
| 6. foreach $s \in S$ do |
| 7. \[ V_{k+1}(s) = R(s, \pi(s)) + \gamma \sum P(s'|s, \pi(s))V^\pi_k(s') \] |
| 8. end |
| 9. $V_k = V_{k+1} ;$ |
| 10. $V_{k+1}(.) = 0 ;$ |
| 11. end |
| 12. $b = \pi(s) ;$ |
| 13. foreach $s \in S$ do |
| 14. \[ \pi(s) = \arg\max_a R(s, a) + \gamma \sum P(s'|s, a)V^\pi_k(s') \] |
| 15. end |
| 16. if $b = \pi(s)$ then |
| 17. policy-stable is true; |
| 18. end |
| 19. end |

2.5 Monte Carlo Policy Control

Policy Control involves nuanced challenges mainly:

1. Optimization: maximize the rewards
2. Delayed reward or credit assignment: this refer to the fact that an action taken at this point will have benefits many time steps from now. How can we keep track of this consequence or credit?
3. Exploration: given that the environments’ states are not immediately visible to the agent, agent needs to explore the environment in order to discover rewards.

Also, there are two categories we can classify control algorithms by:

1. On-policy: learn about a policy by following that policy.
2. Off-policy: learn about a policy by following a different policy.

Ideally we want to use off-policy algorithms as they promise to reuse records of other policies’ episodes. Nevertheless, due to different policies will have each different action distribution some importance sampling needs to occur which makes the learning less efficient.

2.5.1 First-visit Monte Carlo On Policy Evaluation. does not require reward model nor transition model and does not even require Markov state assumption. The main idea is to deduct $V(s) = \frac{1}{n} \sum_{i=1}^{n} G_t$, some limitation is that can only be applied to episodic environments.

2.5.2 Every-visit Monte Carlo On Policy Evaluation. is same as First-visit MC, but instead of increasing on the first state appearance, it does it for every time. This results in First-Visit MC in being unbiased, meanwhile Every-visit MC in being biased (because is biased for states that appear multiple times in an episode compared with other states that appear only once in an episode).
The intuition behind this estimation is that the actual value should be the next state’s maximum Q value (\(Q^\ast\)). Having action as input, in similar fashion once we know a good small to reach the actual Q value for that state-action and hence it may be a little higher than the actual and such state-action will be chosen over other state-actions pairs. This is known as Maximization Bias.

One way to solve this Maximization Bias for Q-Learning is to split the Q-function: (1) for the estimation of Q and the other, (2) for pick decision of Q. And this approach is named Double Q-Learning.

2.6 Q-Learning

2.6.1 Q-function. is the estimated discounted sum of rewards for a action/state pair. Similar to V function, but with addition of having action as input. In similar fashion once we know a good estimate of the Q value, we can create optimal policy that picks the action with the highest Q value.

\[
Q(s, a) = \sum_{s'} P(s'|s, a) [R(s'|s, a) + \gamma V(s')]
\]

2.6.2 Temporal difference. refers to a trick used to estimate the next state’s maximal optimal Q value and with this estimate we can improve upon the Q value of the current state-pair:

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \eta (r_t + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t))
\]

The intuition behind this estimation is that the actual Q value should be the next step’s maximum Q value (\(\max_a Q(s_{t+1}, a)\)) plus the reward obtained in current step \(t\).

2.7 Double Q-Learning and Maximization Bias

If we take unbiased estimators (e.g. from monte carlo estimation of Q-values or even biased estimators such as Q-Learning), once we update the policy, the policy may become biased, because maybe the number of samples of an state (say for Q function) is too small to reach the actual Q value for that state-action and hence it may be a little higher than the actual and such state-action will be chosen over other state-actions pairs. This is known as Maximization Bias.

One way to solve this Maximization Bias for Q-Learning is to split the Q-function: (1) for the estimation of Q and the other, (2) for pick decision of Q. And this approach is named Double Q-Learning.

2.8 Value Function Approximators

As state-space grows, the previous algorithms cannot be solved as they require for the totality of state-space to be iterated over. Solution for this challenge has been to use Value Function Approximators (VFA) to approximate V function or Q function [14].

Main concern of using value function approximators is that they break assumption made by previous algorithms that in each iteration of the algorithm (be it value-iteration/policy-iteration/Q-Learning/MonteCarlo) the difference in the V/Q function will be monotonically decreasing. In other words, meanwhile tabular methods the incremental improvement is a contractor, in function approximators the incremental improvement is a contractor as well as an expansor sometimes. Because VFA sometimes are an expansor, then there is no convergence warranties.

2.9 REINFORCE

REINFORCE is an algorithm part of a wider family of reinforcement learning algorithms known as Policy gradient algorithms.

2.9.1 Policy Gradient. algorithms do not attempt to model the discounted sum of rewards until end of episode (either V or Q) and instead just focus on modifying the policy \(\pi(s) = a\) in such a way as to increase the reward. This is usually done by using Artificial Neural Network to approximate the policy and applying stochastic
gradient descent algorithm on sum of discounted rewards, \( f(\theta) \) w.r.t to the policy function approximation weights \( \theta \):

\[
f(\theta) = V(\theta) = \sum_i y^i r_i
\]

\[
\nabla_\theta f(\theta) = \mathbb{E}[\nabla_\theta \log \pi_\theta(s, a) * Q^\pi(s, a)]
\]

Here are just the results, please check [16] for the derivation.

2.9.2 REINFORCE. is as below:

**Algorithm 6: REINFORCE**

1. Init \( \theta \) randomly;
2. while \( K \) number of times do
3. Sample trajectory \( T = s, a, s_2, a_2, ..., s_n \) using policy \( \pi \);
4. foreach \( s_t, a_t, r_t \) in \( T \) do
5. \( G_t = \sum_{j=t+1}^{n} y^j r_j \);
6. \( \theta \leftarrow \theta + \alpha \nabla_\theta \log \pi_\theta(s_t, a_t) G_t \);
7. end
8. end

**Advantages** of using policy gradient algorithm like REINFORCE are:

1. Sometimes is easier to encode policy rather than value functions (\( V(s) \)).
2. Allows to learn stochastic policies.
3. Better convergence properties.

**Disadvantages:**

1. Typically evaluate to local maximum rather than global optimum. So algorithm needs to be run several times with neural network weights initiated in different random states and just remember the best performing ending neural network weights.
2. Evaluating policy is inefficient and high variance.

2.10 Imitation Learning

Two big challenges of reinforcement learning: credit assignment problem and exploration are solved if we demonstrate reinforcement learning agent the behavior we wish it to improve on. In imitation learning we encode domain knowledge in the form of policy class used. That is, instead of learning from scratch we offer reinforcement learning agent another policy to imitate. This helps bootstrap the learning and afterwards agent has learned the bootstrapped policy it can continue with independent learning.

In imitation learning, we try to produce the same discounted state distribution between the teacher policy and the student policy and some research suggests on using Generative Adversarial Networks to do this.

2.11 Monte Carlo Tree Search (MCTS)

MCTS uses model-based learning to simulate state, action, state trajectories and with them select the action that is the most promising after \( n \) number of simulations. It is often used in game board environments [15].

2.11.1 Model-based learning is often times useful when the model is easy to learn. Then, we can use value iteration / policy iteration to find best policy. Or in case the state-space is too large, we can use other value function approximators reinforcement learning algorithms to learn from learnt model (that can produce many data points relatively cheaply compared with the real world).

By model we refer to the transition function of state, action to another state. And to the reward function given a state and action.

- Model \( M = P, R \), transition and reward functions.
- \( S_{t+1} \sim P(S_t, A_t) \)
- \( R_{t+1} \sim R(R_t, S_{t+1}) \)
- assume conditional independence between rewards and state transitions: \( P(S_{t+1}, R_{t+1} | S_t, A_t) = P(S_{t+1} | S_t, A_t)P(R_{t+1} | S_t, A_t) \)

Goal is to learn model based on experiences, is a supervised learning problem (features are the previous state and action and target are the reward and state):

\[
S_1, A_1 \rightarrow R_2, S_2
\]
\[
S_2, A_2 \rightarrow R_3, S_3
\]
\[
S_3, A_3 \rightarrow R_4, S_4
\]
\[
\vdots
\]
\[
S_{T-1}, A_{T-1} \rightarrow R_T, S_T
\]

Learning \( s, a \rightarrow r \) is a regression learning. Learning \( s, a \rightarrow s' \) is a density estimation problem. Pick loss function, hyperparameters.

2.11.2 Monte Carlo Tree Search. algorithm can be described as simulating several trajectories that are most promising based on previous trajectories results for as long as possible and once time to take decision comes, picks the best next action based on previous simulations. While MCTS is simulating trajectories they are recorded in the tree search. States are nodes in the tree. As states in the tree are revisited, their value functions are recalculated for future use.

1. Precondition is to have an existing model.
2. Start with empty tree in state zero.
3. Simulate a trajectory and record it the tree.
4. As new trajectory is about to start, select next action based on the action that renders maximum Q function:
   \[
   Q(s, a, i) = \frac{1}{N(i)} \sum_{k=1}^{N(i)} \sum_{j \in \text{episode}(i)} G_k(s, a, i) + c \sqrt{\frac{\ln(N(i))}{N(i)+1}}
   \]
5. \( i \) is the \( i \)th episode.
6. \( N(i) \) is the number of times the episode up to this state has been visited.
7. in general this Q function reuses part of the upper confidence bounds and normal monte carlo search to select the
best action to visit next. Such that the action with the most confidence and highest value is selected.

Advantages of MC tree search

- Highly selective best-first search. (does not need to build all the state-space tree).
- Evaluates states dynamically (like Dynamic Programming).
- Uses sampling to break curse of dimensionality.
- Works for black-box models.
- Computational efficient and parallelisable.

Disadvantages of MC tree search

- Could be that one branch of the tree has a single loss action but is pruned by the tree and hence not explored.
- Requires a model to be available, then limited use to those environments with simple model or to environments whose model are available or can be learned.

3 METHODOLOGY

3.1 Simulators

There are several simulators we can use and the criteria to choose one is based on the following:

(1) able to provide feedback about travel time, customer’s waiting time as well as parking costs?
(2) How easy is it to adapt to reinforcement learning loop of execute action, receive next state, reward, then take another action?
(3) And more technical details is whether it exists in python as reinforcement learning algorithms author has are coded in python.

3.1.1 Simulator I: Exploring the Impact of Shared Autonomous Vehicles on Urban Parking Demand: An Agent-based Simulation Approach. paper by W. Zhang et al. [21] developed a simulator that allows to model waiting times, travel times, and parking costs. Moreover, it is based upon Atlanta City traffic patterns and areas. This is the most sophisticated environment. At the same time, simulator does not fit nicely into the reinforcement learning framework because time steps are not discrete but rather continuous. This means there is no clear cut place where we can measure the reward obtained by the agent. Still this problem could be mitigated by adding a step once the agent finishes executing the action.

3.1.2 Simulator II: Efficient Large-Scale Fleet Management via Multi-Agent Deep Reinforcement Learning. paper by Lin K. et al. [11] developed another simulator that allows to model waiting times and travel times. It is discrete time based and hence it allows for easier integration with Reinforcement Learning training process. It is based on square or hexagonal synthetic areas while actual traffic data can be loaded upon it. Disadvantage of this simulator is that does not have parking time information modeled into the simulation.

3.1.3 Simulator I as selected testing platform. The cost associated with adjusting the workflow of simulator I to make its time-step discrete compared with the cost of adjusting the workflow of simulator II to add parking lot costs causes us to decide on simulator I. Especially because we lack data to augment simulator II with parking lots cost.

3.1.4 Simulator workflow. Simulator I follows OpenAI’s gym Application Programmable Interface (API) [2] for simulators:

- (1) reset() : restarts the environment to a new episode and returns the initial state.
- (2) step(a) : takes action a in environment and returns the following tuple: (state, reward, is episode finished?, extra info)
- (3) close() : deletes environment’s internal data structures.

And then we can easily adjust reinforcement learning loop of observe state, take action on environment, get reward, observe new state, take new action, get new reward, etc., using a sequence of calls to the reset(), step(a1), step(a2), ..., step(aN), reset() APIs. The meaning of action (a) parameter in the step(a) API is interpreted like this: Each time an agent is free to pick up for customers, the vector a is sampled to identify which zone to travel to. The expectation is that the agent will learn to identify how to best allocate SAV in city’s zones as the demand changes according to the hour of the day.

Note that in this simulator each episode lasts for 7 days and there is one step every hour (for a total of 24*7 steps per episode). During step-hour the decision made by the agent is kept constant until next step-hour arrives and a new decision is made.

The decision of using 7 days to represent one episode is arbitrary and kept to represent one week time. But there is no reason to believe results will be different if using 1 day or 10 days per episode.

3.1.5 Environment State Encoding. Given a city with n zones, the environment state is defined by three parts:

- Travel demand per zone: \( \text{demand}_{i,j} \) Where demand\(_{i,j}\) is the demand in \( i \) th zone.
- Share of SAV per zone: \( \frac{\text{SAV}_i}{\sum_{j=1}^{n} \text{SAV}_j} \) Where \( \text{SAV}_i \) is the number of SAV in \( i \) th zone (busy or otherwise).
- Parking space per zone: \( \text{parking}_i \) Where \( \text{parking}_i \) is the number of available parking spaces in \( i \) th zone.

Then these three vectors of \( n \) zones each are concatenated to form a \( 3n \) one-dimension vector. This is the vector the agent observes as environment state.

3.1.6 Action space. Given a city with \( n \) zones, two approaches to encode the action space are studied:

- n-zone action space: one action per each one of the zones in the environment. Action space size of \( n \). This basically means that for each state agent is at there will be \( n \) number of possible actions to choose from.
- 4-nearest zones action space: One action per each one of the four closest zones. Action space size of \( 4 \). This basically means that for each state agent is at there will be \( 4 \) possible actions to choose from.
Table 1: Comparison of reinforcement learning algorithms. Biased+: means that are biased due to some states being visited more often than others. Depends*: means that depending on underlying function approximator implementing the teacher’s policy.

| Algorithm / Metric | Requires Markov Assumption | Model based or model free | Biased or unbiased | Supports Stochastic Policies | Convergence Warranties | Supports Large State-Spaces |
|--------------------|-----------------------------|---------------------------|-------------------|-----------------------------|------------------------|-----------------------------|
| Value Iteration / Policy Iteration | Yes | Model based | Unbiased | No | Yes | No |
| Monte Carlo First Visit | No | Model free | Unbiased | Yes | Yes | No |
| Monte Carlo Every Visit | No | Model free | Biased+ | Yes | Yes | No |
| Q-Learning | Yes | Model free | Biased+ | No | Yes | No |
| Deep Q-Learning | Yes | Model free | Biased+ | No | No | Yes |
| Double Deep Q-Learning | Yes | Model free | Biased+ | No | No | Yes |
| REINFORCE | Yes | Model free | Biased+ | Yes | Yes | No |
| Imitation Learning | Yes | Model free | Depends* | Depends* | Depends* | Depends* |
| Monte Carlo Tree Search | No | Model based | Biased+ | Yes | No | Yes |

Table 2: Reward components notation

| Term | Meaning |
|------|---------|
| $W$ | set of all clients waiting (max 1 day waiting) |
| $W_i$ | the $i$th client from set $W$ |
| $W^r_i$ | the $i$th client’s salary |
| $W^{wa}_i$ | the $i$th client’s waiting time |
| $ET$ | set of all empty vehicles |
| $ET_j$ | the $j$th SAV from set $ET$ |
| $ET^d_j$ | the distance $j$th SAV traveled while empty |
| $P$ | set of all vehicles parked |
| $P_z$ | the $z$th SAV from set $P$ |
| $p_z$ | the parking fee in the location where the $z$th SAV was parked at |
| gas | constant price of gas |

The larger the action space the longer it takes for the value approximators to reach the real Q-value, hence it is expected the 4-nearest zones action space to outperform the $n$-zone action space.

3.1.7 Computing reward per step. The reward function incorporates three main costs: customer waiting time, SAV empty travel cost and parking costs. Our algorithm is modeled as a single agent reinforcement learning even though it handles several SAV at the same time. Our proposed RL algorithm models the behavior of a centralized route planner rather than the individual behavior of each SAV. Because we are modeling the behavior of the central planner, therefore, the reward we are trying to optimize should comprise the rewards for all the SAVs. To achieve this goal we use the average reward of the whole system as the reward. We call it global reward, $R_g$. The global reward depends on the state of the environment at a given time. The notations are displayed in table 2. Based on that notation the reward is defined as:

$$R_g(\text{time}) = - \left( \frac{1}{|W|} \sum_i W^r_i + W^{wa}_i + \frac{1}{|ET|} \sum_j ET^d_j + \text{gas} + \frac{1}{|P|} \sum_z p_z \right)$$

(3)

Note the additional negative sign after adding up the three components of the reward, this is because all the components are actually costs and so we want to reduce them rather than encourage them. All RL algorithms will try to maximize the reward and hence reduce the cost (as long as the costs are negative).

3.2 Baseline: Imbalance Algorithm

First put forward by Fagnant and Kockelman [7], the imbalance algorithm works by moving SAVs from areas with high SAV density to areas with low SAV density. Specifically, given the state from section Environment State Encoding, it is comprised by three parts: (1) travel demand, (2) share of SAV per zone, and (3) parking space per zone.

**Imbalance baseline algorithm** focuses in the first two parts:

1. **Travel demand per zone**: $\frac{\text{demand}_i}{\sum_j \text{demand}_j}$ Where demand$_i$ is the demand in $ith$ zone.
2. **Share of SAV per zone**: $\frac{\text{SAV}_i}{\sum_j \text{SAV}_j}$ Where SAV$_i$ is the number of SAV in $ith$ zone (busy or otherwise).

And combines them both into a single $n$ vector (where $n$ is the number of zones): Each $ith$ element of this vector corresponds to $ith$ zone and is defined by:

$$\text{imbalance}_i = \frac{\text{SAV}_i}{\sum_j \text{SAV}_j} - \frac{\text{demand}_i}{\sum_j \text{demand}_j}$$

Afterwards a one-hot encoding $n$ elements vector is build where the $ith$ element is 1 if the imbalance$_i \geq 10\%$ and 0 otherwise. Finally the agent samples one element from the distribution specified by one-hot vector, that is, only those elements with imbalance greater than 10% will be selected when the agent is sampling.

4 EVALUATION

4.1 Reinforcement Learning Algorithms to be studied

The idea of the study is to identify proper reinforcement learning algorithms for the Shared Autonomous Vehicles (SAV) Fleet Management problem in large action states. The following criteria is used to select reinforcement learning algorithms:

- Works with large state spaces. Although the simulator’s settings are using only 21 zones (for a 21$^3$ state space),
we want to investigate algorithms that will support large state spaces for future work.

- Model-free learning algorithms are preferred as they do not require extra step to create a model.

Thus, the algorithms that comply with these requirements are Deep Q-Learning, Double Deep Q-Learning and REINFORCE. And they will be used in the study.

4.2 Experiments

4.2.1 All-zones action space vs 4-nearest zones action space.

There are two options of encoding the action space as explained in section Action space:

- \textit{n-zone action space}: in this option there are as many actions as zones and hence it can grow rapidly as we apply the algorithm to larger cities or areas. Usually reinforcement learning algorithms do not perform well on large action spaces [5]. Hence we expect the learning in this action space approach is not going to happen or happen too slowly.

- \textit{4-nearest zones action space}: This approach tries to reduce the action space to only the four nearest zones per each zone and hence reduces the action space considerably. Inspiration is taken from work by Lin, Renyu, et.al [12] Expectation is that this action space approach will allow rewards to be tractable: as there are only four options to test, the number of example action test in the simulator for a given state is smaller than the n-zone action space case. Also, at the time of training, there are only four potential actions to learn from compared with n-zone action space that has n actions to learn from. Thus learning will also be faster.

4.2.2 Imbalance algorithm vs Reinforcement Learning algorithms.

We want to measure reinforcement learning algorithms against proven industry algorithms. We use the Imbalance Algorithm from Fagnant and Kockelman [7] and explained in section Baseline: Imbalance Algorithm.

In this experiment we will compare Imbalance algorithm against the three selected RL algorithms: DQN, DDQN and REINFORCE.

4.3 Experiments setup

The experiments are executed as follows: Each agent is trained for 7 simulator days (one week) and that is considered one iteration. The reward is obtained every hour of the iteration and such reward is computed as the average of the hourly rewards during that iteration. \textit{iteration reward}_{\text{1st}} = \sum_{i=1}^{168} r_i. Then, the agent is trained for 100 iterations (100 weeks). Finally the same experiment is repeated again with the same agent starting from random network initialization. And for all agents the architecture is as follows:

- 1st layer: 21 * 3 neurons
- 2nd layer: 120 neurons
- 3rd layer: 120 neurons
- 4th layer: 21 * n in case of n-zone action space, or 21 * 4 in case of 4 nearest zones action space.

The non-linear function ReLu is applied between each of the layers.

\[
\text{ReLU}(x) = \max(x, 0)
\]

A softmax function is applied after last layer to ensure the final vector sums up to 1 as the agents will sample from this final action distribution or take its max.

\[
\text{Softmax}(\vec{x}) = \frac{e^{x_j}}{\sum_{j=1}^{n} e^{x_j}}
\]

4.4 Function Approximator configuration

A neural network is used as function approximator for all agents and for all agents the architecture is as follows:

1. \text{1st layer:} 21 * 3 neurons
2. \text{2nd layer:} 120 neurons
3. \text{3rd layer:} 120 neurons
4. \text{4th layer:} 21 * n in case of n-zone action space, or 21 * 4 in case of 4 nearest zones action space.

The non-linear function ReLu is applied after last layer to ensure the final vector sums up to 1 as the agents will sample from this final action distribution or take its max.

\[
\text{Softmax}(\vec{x}) = \frac{e^{x_j}}{\sum_{j=1}^{n} e^{x_j}}
\]

4.5 Results

4.5.1 n-zone action space vs 4-nearest zones action space.

The results of comparing n-zone action space vs 4-nearest zones action space is the latter performs better in all three compared algorithms: Deep Q-Learning (DQN), Double Deep Q-Learning (DDQN), and REINFORCE. This matches with the literature [5] as well as with expectation that given few possible actions makes it easier to explore the environment as well as easier to backpropagate the reward signal from fewer actions. In DQN case we see in figure 2 the charted comparison of both approaches and in the summary table that the 4-nearest zones approach outperforms n-zones approach by 1.7 %. In DDQN case we can see in figure 4 the charted comparison and the 4-nearest zones outperforms n-zones approach by 0.4 %. REINFORCE case is in figure 3 and 4-nearest zones outperforms n-zones approach by 1.5 %.
Table 3: Experiment 1 summary table: n-zone vs 4-nearest zones action spaces

![Figure 2: DDQN, n-zone vs 4-nearest action space](image1)

![Figure 3: REINFORCE, n-zone vs 4-nearest action space](image2)

![Figure 4: Tabular data, n-zone vs 4-nearest action space](image3)

![Figure 5: Imbalance algorithm vs Reinforcement Learning](image4)

5 CONCLUSION

We studied different reinforcement learning approaches from the basic ideas of Value Iteration and Policy Iteration to the more advanced Monte Carlo Tree Search. Amongst these, the algorithms that support large state space as well as are model free are Deep Q-Learning, Double Deep Q-Learning and REINFORCE. SAV Fleet Management problem has been studied with reinforcement learning approaches before but not with parking cost as a component to optimize. We start from the simulator used by Zhang.W [22] that includes travel times, customer waiting time, and parking costs to investigate whether reinforcement learning can still provide a better optimization compared with existing imbalance algorithm [7]. Simulator was refitted to utilize OpenAI gym APIs. Two experiments were run: which action space performs better?: (1) n-zone action space, each zone has n potential actions where n is the number of zones in the city, and (2) 4-nearest zones action space, each zone has only 4 actions available of the 4 nearest zones. The results of this first experiment is that the 4-nearest zones action space performs better compared with the n-zones approach. This is likely due to easier exploration in an environment with fewer actions. Second experiment investigates whether reinforcement learning approaches perform better than the imbalance algorithm, result is
that indeed reinforcement learning perform better. This is likely
due to reinforcement learning algorithms learning to forecast the
zones’ demand and allocates SAV to zones with most demands as
the demand increases in a proactive manner, meanwhile imbalance
algorithm acts in a reactive manner. Given these consistent,repeat-
able consistent results, more investigation is needed in same en-
vironment with larger service area with larger number of zones.
Also, given we are encoding a zone’s nearest neighbors, this ap-
proach lends itself to graph approaches where nodes can also have
nearest neighbors. We can investigate whether framing other NP
graph related problems with deep reinforcement learning, such as
Travelling Salesman, using the n-nearest nodes action space encoding
could provide solutions in competitive time.
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