Waiting time distributions of electron transfers through quantum dot Aharonov-Bohm interferometers
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Abstract – We present an analysis of waiting time distributions of consecutive single-electron transfers through a double-quantum-dot Aharonov-Bohm interferometer. Waiting time distributions qualitatively indicate the presence of interferences and provide information on orbital-detuning and coherent interdot-electron transfer. The frequencies of interdot-transfer-induced oscillations are Aharonov-Bohm phase sensitive, while those due to level detuning are phase independent. The signature of the quantum interference in the waiting-time distribution is more apparent for weakly coupled electron transfer detectors.
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Introduction. – Double-quantum-dot (DQD) junctions provide an experimental setup to study phase coherent transport \([1–3]\) and to realize Aharonov-Bohm (AB) interferometers \([4–6]\). So far theoretical studies on transport properties of DQD-AB interferometers have been focused on average current \([7–14]\) and shot noise \([15–18]\) properties. Recently time-resolved detection of single-electron transfers in single QD \([19–22]\) and DQD in series has become experimentally feasible \([23]\). The waiting-time distribution (WTD) of consecutive electron transfers can be obtained from time series analysis and provide detailed information on QDs \([24,25]\) and single molecules \([26]\). They were found to be sensitive to interference due to multiple-electron paths in DQD junctions \([24]\) and contain more detailed information than current and noise measurements \([25]\).

In this work we present a WTD analysis of single-electron transfer through a model DQD-AB interferometer. The WTD signal reveals the energetic structure, Coulomb interaction, and quantum interference of the DQD. These quantities are connected with qualitatively distinguishable oscillations in the WTD. The frequencies of these oscillations are sensitive to the AB phase, \(\phi \equiv 2\pi \Phi / \Phi_0\), and are suppressed at \(\phi = 2n\pi\) for an integer \(n\) when interdot transfer is present. Here, \(\Phi\) is the magnetic flux perpendicular to the junction and \(\Phi_0 = h/e\) the magnetic flux quanta. In contrast, the frequencies of the oscillations purely due to energy detunings of the DQD orbitals are \(\phi\)-independent. We show that their detection requires weakly coupled electron detectors thereby avoiding to inflict fast decoherence on the DQD. To this end, we exploit a master equation in the many-body Fock space of the DQD, assuming weak system-reservoir coupling.

The applied magnetic flux can be detected by current measurements and the shot noise Fano factor is quantitatively shifted by interdot transfers \([16,17]\). For WTD, a qualitatively distinct dependence on interdot-electron transfers and orbital detunings is given by the oscillations. The information content obtained through WTD is can be mostly replicated by the full shot noise spectrum \([25]\) and analysis of WTD can serve as an alternative approach to study the system under investigation.

The paper is organized as follows. In the second section we present the Hamiltonian of the AB-DQD interferometer. In the third section, we derive the quantum master equation and the expressions for the WTD. The fourth section is dedicated the discussion of the analytical and numerical results, followed by conclusion and outlook.

Hamiltonian. – The set-up under consideration is illustrated in fig. 1. We consider spinless electrons and each QD can hold only one electron at most. We decompose the total Hamiltonian of the DQD-AB interferometer junction...
The AB phase parameters.

\[ \Phi \times U \]

The phase components are formally given as [24] \( \Sigma_\nu^+ = \sum_s \Psi_s^\dagger \Psi_{\nu s}^{(-)} + \Psi_s \Psi_{\nu s}^{(-)} \), \( \Sigma_\nu^- = \sum_s \Psi_s^\dagger \Psi_{\nu s}^{(+)} + \Psi_s \Psi_{\nu s}^{(+)} \), and \( \Pi_\nu = \sum_s (\Psi_s^\dagger \Psi_{\nu s}^{(+)} + \Psi_s \Psi_{\nu s}^{(-)} + \text{H.c.}) \). The involved super-operators are defined as the left or right actions (\( \Psi \cdot \equiv \Psi \cdot \Psi \)), \( \Psi \equiv \Psi \cdot \Psi \) of the associated Hilbert-space \( \Psi \)-operators. Besides the annihilation (creation) operators \( \Psi_s^\dagger \) we also have to consider their auxiliaries [24,28]:

\[ \Psi_{\nu s}^{(\pm)}(t,\phi) = \sum_{s'} \int_{t_0}^{t} dt' C_{\nu s s'}^{(\pm)}(t-t';\phi)e^{-i\mathcal{L}(t-t')} \Psi_{s'}^0. \]
Here, $C_{\nu s, l}^{(\pm)}(t; \phi) = \sum_{\nu q} T_{\nu q}^{(\nu)}(\phi) T_{q l}^{(\nu)}(\phi) (\phi_{\nu q}(t) \phi_{q l}(0)) R$ and $C_{\nu s, l}^{(\pm)}(t; \phi) = \sum_{\nu q} T_{\nu q}^{(\nu)}(\phi) T_{q l}^{(\nu)}(\phi) (\phi_{\nu q}(t) \phi_{q l}(0)) R$ are the AB phase-dependent interacting reservoir correlation functions. The trace over the reservoir degrees of freedom is denoted by $\langle \ldots \rangle R$. Applying the given phase relations in $T_{\nu q}^{(\nu)}(\phi)$ and assuming further $T_{q l} = T_{l q} = T_q$ for the AB phase-free parts lead to the relations:

$$C_{\nu 11}^{(\pm)}(t) = C_{\nu 22}^{(\pm)}(t) = C_{\nu s, l}^{(\pm)}(t), C_{\nu 12}^{(\pm)}(t) = C_{\nu s, l}^{(\pm)}(t) e^{i \phi l/2}, \text{ and } C_{\nu 2l}^{(\pm)}(t) = C_{\nu s, l}^{(\pm)}(t) e^{-i \phi l/2}.$$  

The auxiliary operators in their non-Markovian form (eq. (5)) can be numerically evaluated without further approximations as shown in refs. [24] and [28]. To derive analytical results we apply the Born-Markov approximation, together with the wide-band limit for the reservoir spectral density $\Gamma \equiv |T_q|^2 \delta(\epsilon - \epsilon_q)$. The latter leads to $C_{\nu 11}^{(\pm)}(t) = \Gamma \int_{-\infty}^{\infty} e^{i \epsilon l - i \epsilon q t} d\epsilon$.

As results, the auxiliary annihilation operators defined in eq. (5) can be evaluated as

$$\Psi_{\nu s, l}^{(\pm)} = \Gamma f_{\nu s, l}^{(\pm)}(L)(\Psi_1 + \psi_{1} e^{i \phi l/2}),$$

which depend on the AB-phase but no longer on the time.

The auxiliary creation operators $\Psi_{\nu s, l}^{(\pm)}$ are of similar expressions, but with the replacements of $L \rightarrow -L$, $\phi \rightarrow -\phi$ and $\Psi_s \rightarrow \Psi_{s}^{\dagger}$ in eq. (6). Note that since $H_S$ is diagonal in the many-body Fock space, the action of the superoperator $f_{\nu s, l}^{(\pm)}(L)$, which is determined by the Fermi function and the diagonal system Liouvillian, can be carried out easily. All the 16 auxiliary operators, $\Psi_{\nu s, l}^{(\mp)}$ and $\Psi_{\nu s, l}^{(\pm)}$ with $\nu = 1, r$ and $\ell = 1, 2$, can now be evaluated (cf. eq. (6)) in terms of $4 \times 4$ matrices in the Fock-space representation. Consequently, the action of each dissipative tensor in the second term of eq. (3), which has been given in terms of the left and right multiplications of some $\Psi_s (\Psi_{s}^{\dagger})$ and $\Psi_{s, l}^{(\pm)} (\Psi_{s, l}^{(\pm)} (\Psi_{s, l}^{(\pm)})$ is now determined. It is worth to mention here that the approximation scheme explored in eq. (6) leads to an eq. (3) in Lindblad form.

**Results.** We use the following parameter scheme to describe our calculation results. A bias of $2V$ is applied symmetrically $\mu_{l/r} = \mu_{eq} \pm V$. Some theoretical investigation employed degenerated orbitals [16–18] for simplification while interesting effects could be predicted in the non-degenerate scenario [12–14,24] that had also been studied in experiment [4]. We consider the latter. The orbital energies of the DQD are set to be $\epsilon_1 = \epsilon_2 + \alpha$ and $\epsilon_2 = \epsilon_3 - \alpha$; i.e., the orbital energy split (or detuning) is $2\alpha$. We set the vacuum DQD state $\epsilon_0 = 0$ as the energy zero, and $\epsilon_3 = 1$ the internal energy unit. In all calculations, $\mu_{eq} = 1.0$ and $T = 0.1$.

![Figure 2](image)

**Fig. 2:** $P_{\nu \rightarrow r}(t)$ (left panels) as functions of AB-phase $\phi$ and time $t$. The corresponding Fourier transformation $F(\omega)$ (right panels) at $\phi = 0$ (dash), $\pi/2$ (solid), and $\pi$ (dot), respectively. The upper, middle and bottom panels are for three representing sets of interdot transfer rate $\Delta$ and orbital detuning $\alpha$. Other parameters are $U = 1.0$, $T = 0.1$, $2V = 0.2$ and $\mu_{eq} = 1.0$ (in unit of $\epsilon_g$); see text for details.

Figure 2 demonstrates the dependence of the waiting-time distributions $P_{\nu \rightarrow r}(t)$ (left panels) on the AB-phase $\phi$, together with their Fourier transforms $F(\omega)$ (right panels) exemplified at three representing values of $\phi = 0, \pi$, and $2\pi$. The Coulomb repulsion parameter $U = 1.0$ and the bias $2V = 0.2$ are common, while the interdot transfer and orbital energy split parameters are $(\Delta, \alpha) = (0, 1.0)$ in the upper, $(0, 0.05)$ in the middle, and $(0.1, 0.05)$ in the bottom panels, respectively. Clearly, the influences of $\Delta$ and $\alpha$ on the waiting-time distribution are qualitatively distinct, especially in the two limiting regimes. While $P_{\nu \rightarrow r}(t)$ shows only little dependence on $\phi$ in the dot orbital split case (the middle panel: $\Delta = 0$ but $\alpha \neq 0$), it is strikingly sensitive to the AB-phase in the interdot transfer case (the upper panel: $\Delta \neq 0$ but $\alpha = 0$). In the latter case, the characteristic oscillation is maximized at $\phi = \pi$, but disappears at $\phi = 0$ and $\phi = 2\pi$. These observations can be largely understood as follows.

The dot orbital split ($\Delta = 0$ but $\alpha \neq 0$) case resembles the transport through double slits. The resulting interference [24] persists and is sensitive to the AB-phase with a period of $2\pi$ as it was predicted for the electric current [13–17]. Here the decrease and increase of the amplitude of the WDT reflects this dependence of the current on the AB-phase, since it can be obtained from
parameters are same as fig. 2. The AB-phase is $\phi = \pi$ and the orbital detuning $\alpha = 0$. Other parameters are same as fig. 2.

WDT by integration [24]. This accounts for the basic feature observed in the upper panels of fig. 2.

In interdot transfer case (upper panels: $\Delta \neq 0$ but $\alpha = 0$), the aforementioned double-slit feature is destroyed. The interdot transfer allows electrons to switch between the two pathways provided by the DQD. Thus, different phases can be accumulated as the electron transfer through the coupled DQD and the phase symmetry is broken along some of the possible transfer trajectories.

As a result, the total accumulated phase depends on the value of $\phi$ with a period of $4\pi$. This periodic behavior was recently predicted in ref. [17] for specific settings of the eigenenergies of the QD-QD-AB interferometer.

Here, it leads to a pure exponential decay of $P_{t\rightarrow t}(t)$ at the AB-phase $\phi = 0$ or $2\pi$. However, at other values of $\phi$, it leads to an effective phase difference between the eigenvalues which are subject to an induced energy gap of $2\Delta$, responsible for the AB-phase activated oscillations observed in the upper panels of fig. 2.

In the intermediate regime shown in the bottom panels of fig. 2, oscillations can be observed for all $\phi$; however, the Fourier transform reveals a frequency shift when the AB-phase is tuned by the magnetic field. At $\phi = \pi$, the observed frequency corresponds to the DQD eigenenergy gap ($2\sqrt{\Delta^2 + \alpha^2} = 0.224$), while at $\phi \neq 0$ or $2\pi$, it is blue or red shifted, respectively. The amplification of the oscillation at $\phi = \pi$ is characteristic for interdot transfer and allows to distinguish it from orbital detuning. The latter causes only small oscillations at $\phi = 0$ or $2\pi$.

Figure 3 examines further the influence of $\Delta$ on $P_{t\rightarrow t}(t)$ (left) and its spectrum $F(\omega)$ (right), with $\alpha = 0$ and $\phi = \pi$, where oscillations due to AB-phase–activated interferences between the eigenvalues are at maximum. Note that the interference would remain dark at $\phi = 0$ in this case; as can be seen the upper panels of fig. 2. The amplitude of $P_{t\rightarrow t}(t)$ oscillation decreases with $\Delta$, which corresponds to a decreased average current through the DQD.

To analyze other coherent operation conditions, let us focus on the orbital-detuning ($\Delta = 0$ and $\alpha \neq 0$) case where $H_S$ is diagonal. We also neglect the Liouville-space off-diagonal elements in $P(t)$, which have a relatively small influence in the weak-coupling regime. As results, the propagator $S_{t_1,t_0}$ in determining $P_{t\rightarrow t}(t,t_0)$ (eq. (4)) becomes diagonal, and the analytical solution is achievable. Moreover, the waiting-time distribution is separable into $P_{t\rightarrow t}(t) = P_{osc}(t) + P_{decay}(t)$.

The decaying terms $P_{decay}(t)$ depend only weakly on the AB-phase which would make it difficult to extract information. For the case of incoherent transport through single benzene molecules a detailed discussion of $P_{decay}(t)$ is provided in ref. [26] which can be applied to QD-systems as well.

As the coherent operation conditions are concerned, we focus only on the oscillation term, which is independent of the AB-phase for the orbital split case (cf. the middle panels of fig. 2).

\[
P_{osc}(t) = p_0 \Gamma^2 b^2(V,\alpha) e^{-2a(U,V)\Gamma t}\cos(2\alpha t),
\]

where $p_0$ is the initial vacuum state occupation number, $a(U,V) = a(U,-V) = f(U+V) + f(U-V) + 2$, and

\[
b(V,\alpha) = 1 + \frac{e^{2\alpha}}{\sqrt{e^{(V+\alpha)^2} + 2e^{(V+\alpha)\beta}} - f(V+\alpha)f(V-\alpha)}.
\]

The left panel of fig. 4 depicts the damping parameter $a$ as a function of $U$ and $V$. It assumes the maximum value of 4 for small Coulomb coupling $U < V$ and is independent of $\alpha$. Also the decay rate proportional to the system-electrode coupling strength $\Gamma$. Thus a weak coupling is required for the observability of interferences. This qualifies statistical analysis of waiting-time distributions as an indirect method to study internal processes indirectly avoiding fast decoherence in the system.

The right panel of fig. 4 depicts the pre-exponent parameter $b^2$ as function of $V$ and $\alpha$. It reveals further the parameter regimes where oscillations are observable. One condition is that $V < \alpha$. Oscillations are suppressed at negative bias larger than the DQD energy gap. The amplitude is strongly increased when $V > \alpha$. However, in this regime the decay rate $2\alpha \Gamma$ may reach its maximum and prevent the observability of interferences. Apparently, the presence of strong Coulomb coupling, as well as operating at small bias regime, are favored for the observation of interference effects by means of waiting-time distributions.
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**Conclusion.** – In conclusion, a Markovian quantum master equation in the Fock space was formulated and employed to calculate the waiting-time distribution of consecutive electron transfers in AB interferometers. Based on this we describe a novel statistical method to determine quantum interferences, interdot-electron transfers, orbital detuning and the AB-phase. Orbital detuning and interdot transfer induce oscillations in the waiting-time distribution in the presence of interference. The two cases can be distinguished qualitatively since the frequency of the latter one is sensitive to the AB-phase. The observability of oscillations, from which the aforementioned parameters can be quantitatively deduced, requires the presence of strong Coulomb interaction, small bias and a weak electrode-system coupling.

The predicted effects can be tested by combining QD-AB experiments [3] with recent single-electron counting experiments [23]. The DQD may have to be employed in parallel geometry. Such an experiment would allow to extend single-electron counting spectroscopy [25,26] to AB-interferometers, and thus, provide more detailed information than conventional current and noise measurements.

The indirectness of the statistical detection avoids fast decoherence but a large number of transfer events is necessary in order to extract information. Also other sources of decoherence like coupling to phonon bath have to be minimized. The signature of interferences in the waiting-time distribution can survive in the presence of a phonon bath [25].
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