Research Article

Numerical Investigation of Thin Film Spreading Driven by Surfactant Using Upwind Schemes

E. Momoniat, M. M. Rashidi, and R. S. Herbst

1 Centre for Differential Equations, Continuum Mechanics and Applications School of Computational and Applied Mathematics, University of the Witwatersrand, Private Bag 3, Wits, Johannesburg 2050, South Africa
2 Mechanical Engineering Department, Engineering Faculty of Bu-Ali Sina University, Hamedan, Iran
3 University of Michigan-Shanghai Jiao Tong University Joint Institute, Shanghai Jiao Tong University, Shanghai, China

Correspondence should be addressed to E. Momoniat; ebrahim.momoniat@wits.ac.za

Received 4 February 2013; Accepted 29 March 2013

Copyright © 2013 E. Momoniat et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Numerical solutions of a coupled system of nonlinear partial differential equations modelling the effects of surfactant on the spreading of a thin film on a horizontal substrate are investigated. A CFL condition is obtained from a von Neumann stability analysis of a linearised system of equations. Numerical solutions obtained from a Roe upwind scheme with a third-order TVD Runge-Kutta approximation to the time derivative are compared to solutions obtained with a Roe-Sweby scheme coupled to a minmod limiter and a TVD approximation to the time derivative. Results from both of these schemes are compared to a Roe upwind scheme and a BDF approximation to the time derivative. In all three cases high-order approximations to the spatial derivatives are employed on the interior points of the spatial domain. The Roe-BDF scheme is shown to be an efficient numerical scheme for capturing sharp changes in gradient in the free surface profile and surfactant concentration. Numerical simulations of an initial exponential free surface profile coupled with initial surfactant concentrations for both exogenous and endogenous surfactants are considered.

1. Introduction

In this paper we investigate numerical solutions of a coupled system of hyperbolic/degenerate-parabolic equations [1] modelling the spreading of an insoluble surfactant on the free surface of a thin liquid film. Surfactants are known to decrease the effects of surface tension by creating a spatial variation in the surface tension due to a tangential surface stress. This effect is also known as a Marangoni stress. The coupled system of nonlinear equations is given by [1, 2]

\[ h_t + \nabla \cdot (vh) = 0, \quad \Gamma_t + \nabla \cdot (w\Gamma) = \delta \Delta \Gamma, \quad (1) \]

where

\[ v = \frac{1}{2} h \nabla \sigma (\Gamma) - \frac{\beta}{3} h^2 \nabla h + \frac{\kappa}{3} h^2 \nabla \Delta h, \]

\[ w = h \nabla \sigma (\Gamma) - \frac{\beta}{2} h^2 \nabla h + \frac{\kappa}{2} h^2 \nabla \Delta h. \quad (2) \]

The free surface of the thin film is given by \( h = h(x, y, t) \) and the surfactant concentration by \( \Gamma = \Gamma(x, y, t) \). The nondimensional constants \( \beta \) and \( \kappa \) balance gravity, capillarity, and Marangoni stress, respectively. The nondimensional constant \( \delta = 1/Pe \) where \( Pe \) is the Peclet number. Surfactants have important applications in both industrial and biological applications.

The reviews of Craster and Matar [3] and Afsar-Siddiqui et al. [4] contain applications of surfactant and thin film flow problems to industry. These include thin film spreading driven by surfactant [5–7] and the use of surfactants in industrial coating [8, 9]. Warner et al. [10] study the effects of surfactants on the dewetting of ultrathin films. This is important for templating of films in microelectronics [11, 12]. Halpern et al. [13] perform a theoretical study of the delivery of surfactant into the lung. This is part of a much larger investigation dealing with the delivery of treatment for neonate and adult respiratory distress syndrome [14–21]. Extensions to this works have been undertaken by Craster and Matar [22]...
and Matar et al. [23] by modelling the effect of surfactants on a layer of mucus modelled as a non-Newtonian fluid. This is a significant improvement of the Newtonian models considered previously. Other biological models in which the use of surfactants is relevant are applications to the human eye [24]. Schwartz et al. [25] model cell division and motility as a consequence of the interaction of surfactants with the free surface of the cell membrane.

In this paper we consider numerical solutions of the one-dimensional case $h = h(x, t)$ and $\Gamma = \Gamma(x, t)$ where surface tension effects are ignored. The resulting coupled system of nonlinear equations is given by

$$\frac{\partial h}{\partial t} + \frac{\partial Q}{\partial x} = 0, \quad \frac{\partial \Gamma}{\partial t} + \frac{\partial P}{\partial x} = 0,$$

where

$$Q = -\frac{h^2 \Gamma}{2} + \frac{h^3}{3}, \quad P = -h \frac{\partial \Gamma}{\partial x} + \frac{h^2}{2} \Gamma.$$ (4)

The model equations (3) have been derived in [17, 26, 27] where surface tension effects have been ignored. Levy and Shearer [2] have considered numerical solutions of the coupled system (3) by implementing an implicit scheme and solving the resulting equations using a Newton’s method. Of particular interest in the numerical investigation are the shock type structures that develop in the travelling wave solutions. Peterson and Shearer [1] consider numerical solutions of a one-dimensional case of (3) for $\beta = \kappa = 0$ and a linear equation of state for the surface tension. They consider a front tracking numerical scheme and an implicit numerical scheme where the resulting equations are solved using a Newton’s method. A front capturing method is also introduced based on Godunov’s method which is very effective in capturing the moving front. Peterson and Shearer then go on to consider two-dimensional spreading for $\beta + \kappa > 0$ which is not relevant to our purposes. Peterson and Shearer [28] make analytical progress in solving (1) by investigating similarity solutions for $\beta = \kappa = \delta = 0$.

In this paper we use an explicit upwind numerical scheme of Roe [29, 30] to solve the coupled system (3). Upwind schemes are typically implemented to solve hyperbolic partial differential equations while the coupled system (3) is hyperbolic/parabolic. For $\delta = 0$ (1) is degenerate at $\Gamma = 0$ [1]. Peterson and Shearer [1] have pointed out that the degeneracy for the case $\delta = 0$ implies that if $\Gamma(x, 0)$ has compact support, then the solution $\Gamma(x, t)$ will have compact support for $t > 0$. This holds true for the case $\beta = 1$ and $\kappa = 0$ for a linear equation of state $\sigma(\Gamma) = 1 - \Gamma$ considered in this paper. It is this compact support that makes it possible to implement an upwind scheme to solve the hyperbolic/degenerate-parabolic coupled system. Another advantage of using the Roe scheme is, as Jaisankar and Raghurama Rao [31] have shown, that the approximation to the flux gradient used in the Roe scheme is related to the speed of the shock through the Rankine-Hugoniot condition. This ties in with the front tracking and front capturing methods implemented by Peterson and Shearer [1]. The standard Roe formulation is compared to a Roe-Sweby scheme [32] with a minmod limiter. An advantage of an explicit scheme over an implicit scheme is the ease with which we can implement the scheme in parallel. We implement the explicit scheme using OpenMP with C++.

A further improvement we make to the numerical scheme is to improve the order of the time integration. TVD (total variation diminishing) Runge-Kutta schemes [33, 34] are popular high-order time integration schemes. At each time step more than one iteration of the numerical scheme is required for an improvement in the accuracy of the scheme. This can prove to be computationally expensive for a coupled system of nonlinear equations. We compare a TVD Runge-Kutta approximation to the time derivative to a second-order approximation to the time derivative given by a BDF (backward difference formula) leading to an $\lambda$-stable multistep method [35]. Unlike the TVD Runge-Kutta scheme the BDF scheme requires only one Roe scheme evaluation at each time step.

The paper is divided up as follows. In Section 2 we derive the numerical scheme to solve the coupled system of nonlinear equations (3). In Section 3 we consider the stability of an FTCS scheme which gives the stability of the equivalent upwind scheme. In Section 4 we consider simulations of the numerical scheme. Concluding remarks are made in Section 5.

2. Upwind Numerical Scheme

We define $h_i^j = h(x_i, t_j)$ and $\Gamma_i^j = \Gamma(x_i, t_j)$ where the spatial domain is discretized into $n + 1$ equidistant intervals of width $\Delta x$ and $x_i = i \Delta x$. The time $t_j$ is defined by $t_j = j \Delta t$ where $\Delta t$ is the time step length. We approximate the spatial derivatives in (4) by the low-order forward and backward difference approximations

$$\frac{\partial \Gamma}{\partial x} \bigg|_{x=x_i} \approx \frac{\Gamma_i^{j+1} - \Gamma_i^j}{\Delta x} + O(\Delta x),$$

$$\frac{\partial \Gamma}{\partial x} \bigg|_{x=x_i} \approx \frac{\Gamma_i^j - \Gamma_i^{j-1}}{\Delta x} + O(\Delta x),$$

the central difference approximation

$$\frac{\partial \Gamma}{\partial x} \bigg|_{x=x_i} \approx \frac{\Gamma_i^{j+1} - \Gamma_i^{j-1}}{2 \Delta x} + O(\Delta x^2),$$

and the high-order central difference approximation

$$\frac{\partial \Gamma}{\partial x} \bigg|_{x=x_i} \approx \frac{-\Gamma_i^{j+2} + 8 \Gamma_i^{j+1} - 8 \Gamma_i^{j-1} + \Gamma_i^{j-2}}{12 \Delta x} + O(\Delta x^4).$$
We therefore obtain the approximations to the fluxes given by

\[ Q_i^j = \begin{cases} \frac{(h_i^j)^2}{2} \left( \frac{1}{\Delta x} (\Gamma_{i+1}^j - \Gamma_i^j) \right) + \frac{(h_i^j)^3}{3}, & i = 0, \\ \frac{(h_i^j)^2}{2} \left( \frac{1}{\Delta x} (\Gamma_{i+1}^j - \Gamma_i^j) \right) + \frac{(h_i^j)^3}{3}, & 1 \leq i \leq 2, n - 2 \leq i \leq n - 1, \\ \frac{(h_i^j)^2}{2} \left( \frac{1}{\Delta x} (\Gamma_{i+2}^j - \Gamma_{i+1}^j - 8\Gamma^j_{i+1} + 8\Gamma^j_{i+2}) \right) + \frac{(h_i^j)^3}{2}, & 3 \leq i \leq n - 3, \\ \frac{(h_i^j)^2}{2} \left( \frac{1}{\Delta x} (\Gamma_{i}^j - \Gamma_{i-1}^j) \right) + \frac{(h_i^j)^3}{2}, & i = n, \end{cases} \]

A third-order TVD Runge-Kutta approximation to the time derivative to the free surface \( h(x, t) \) yields

\[ h_i^{(j+1)} = h_i^j - \frac{\Delta t}{\Delta x} \left( Q_i^{j+1/2} - Q_i^{j-1/2} \right), \]

\[ h_i^{(j+2)} = \frac{3}{4} h_i^j - \frac{1}{4} h_i^{(j+1/2)} - \frac{1}{4} \left( \frac{\Delta t}{\Delta x} \right) \left( Q_i^{(j+1/2)} - Q_i^{(j-1/2)} \right), \]

\[ h_i^{(j+1)} = \frac{1}{3} h_i^j + \frac{2}{3} h_i^{(j+2/3)} - \frac{2}{3} \left( \frac{\Delta t}{\Delta x} \right) \left( Q_i^{(j+2/3)} - Q_i^{(j-1/2)} \right). \]

(11)

The third-order TVD Runge-Kutta approximation to the surfactant concentration will have a similar form.

A finite volume approximation to (3) is given by

\[ \frac{\partial h}{\partial t} \bigg|_{t=t_i} + \frac{1}{\Delta x} \left( Q_{i+1/2} - Q_i^{j-1/2} \right) = 0, \]

\[ \frac{\partial \Gamma}{\partial t} \bigg|_{t=t_i} + \frac{1}{\Delta x} \left( P_{i+1/2}^{j-1} - P_i^{j-1} \right) = 0. \]

The fluxes are approximated by the three-point central difference schemes with a numerical viscosity term of Roe [29, 30] given by

\[ Q_i^{j+1/2} = \frac{1}{2} \left( Q_i^j + Q_i^{j+1} - [p_i^{j+1/2} \mid h_i^{j+1} - h_i^j] \right), \]

\[ p_i^{j+1/2} = \frac{1}{2} \left( p_i^j + p_i^{j+1} - [h_i^{j+1} - h_i^j] \right), \]

where

\[ a_i^{j+1/2} = \begin{cases} Q_i^{j+1} - Q_i^j, & h_i^{j+1} \neq h_i^j, \\ h_i^{j+1} - h_i^j, & h_i^{j+1} = h_i^j, \end{cases}, \]

\[ b_i^{j+1/2} = \begin{cases} p_i^{j+1} - p_i^j, & h_i^{j+1} \neq h_i^j, \\ p_i^{j+1} - p_i^j, & h_i^{j+1} = h_i^j. \end{cases}, \]

Using a finite volume approximation to the spatial derivatives in (3) with an Euler approximation to the time derivatives we obtain

\[ h_i^{j+1} = h_i^j + \lambda \left( Q_i^{j+1/2} - Q_i^{j-1/2} \right), \]

\[ \Gamma_i^{j+1} = \Gamma_i^j + \lambda \left( P_i^{j+1/2} - P_i^{j-1/2} \right). \]

A finite volume approximation to the spatial derivatives in (3) combined with the BDF approximation to the time derivative given by (10) leads to the numerical scheme

\[ h_i^{j+1} = \frac{4}{3} h_i^j - \frac{1}{3} h_i^{j-1} + \frac{2\lambda}{3} \left( Q_i^{j+1/2} - Q_i^{j-1} \right), \]

\[ \Gamma_i^{j+1} = \frac{4}{3} \gamma_i^{j+1} - \frac{1}{3} \gamma_i^{j-1} + \frac{2\lambda}{3} \left( P_i^{j+1} - P_i^{j-1} \right). \]

(16)
We implement the multistep method by evaluating (15) for \( j = 0 \) to determine \( h^j_c \) and \( \Gamma^j_c \). We evaluate (16) for \( j = 1, 2, \ldots \), where we use the values for \( h^j_c \) and \( \Gamma^j_c \) obtained from (15) to start the scheme. Both (15) and (16) are evaluated for \( i = 1, 2, \ldots, n - 1 \). The values at \( i = 0 \) and \( i = n \) are determined from the boundary conditions. The initial conditions come from the physics of the problem being considered.

The Roe approximations to the flux given by (13) coupled with the third-order Runge-Kutta approximation to the time derivative lead to a Roe-TVD numerical scheme. A Roe-Sweby scheme [32] combines the high-order Roe flux approximation (13) with the low-order Lax-Wendroff approximation

\[
Q^{LW,j}_{i+(1/2)} = \frac{1}{2} \left( Q^j_{i} + Q^j_{i+1} - \frac{\Delta t}{\Delta x} \left( a^j_{i+(1/2)} \right)^2 (h^j_{i+1} - h^j_{i}) \right),
\]

\[
p^{LW,j}_{i+(1/2)} = \frac{1}{2} \left( p^j_{i} + p^j_{i+1} - \frac{\Delta t}{\Delta x} \left( b^j_{i+(1/2)} \right)^2 (\Gamma^j_{i+1} - \Gamma^j_{i}) \right),
\]

such that

\[
Q^{s,j}_{i+(1/2)} = Q^j_{i+1/2} + \Phi(r) \left( Q^{LW,j}_{i+1/2} - Q^{j}_{i+1/2} \right),
\]

\[
p^{s,j}_{i+(1/2)} = p^j_{i+1/2} + \Phi(w) \left( p^{LW,j}_{i+1/2} - p^j_{i+1/2} \right),
\]

\[
r = \frac{h_i - h_{i-1}}{h_{i+1} - h_i}, \quad w = \frac{\Gamma_i - \Gamma_{i-1}}{\Gamma_{i+1} - \Gamma_i}.
\]

After some numerical experimentation we find that the limiter that works best is the minmod limiter given by

\[
\Phi(r) = \max \{0, \min (1, r)\}.
\]

The Roe-Sweby scheme is coupled with the third-order TVD approximation to the time derivative leading to a Roe-Sweby-TVD numerical scheme. The final scheme we consider is the Roe-BDF scheme given by (16) where the approximations to the fluxes are given by (13). The Roe-TVD, Roe-Sweby-TVD, and Roe-BDF numerical schemes are simulated in the next section.

The surfactant concentration has two forms. For a preexisting or endogenous surfactant

\[
\Gamma(x, 0) = 1,
\]

and for a deposited or exogenous surfactant [17, 26, 27]

\[
\Gamma(x, 0) = \exp(-x^2).
\]

We consider an initial exponential film profile given by

\[
h(x, 0) = \exp(-x^2).
\]

We are interested in simulating the behaviour of a moving front at the leading edge of a thin film. We thus fix the height of the film and surfactant concentration at the origin such that

\[
h(0, t) = 1, \quad \Gamma(0, t) = 1.
\]

The continuity boundary conditions

\[
\frac{\partial h}{\partial x} \bigg|_{x=0, x=\infty} = 0, \quad \frac{\partial \Gamma}{\partial x} \bigg|_{x=0, x=\infty} = 0 \tag{24}
\]

close the problem. The boundary conditions (23) coupled with (24) give

\[
h_0^j = 1, \quad h_1^j = 1, \quad \Gamma_0^j = 1, \quad \Gamma_1^j = 1. \tag{25}
\]

The model equation (3) is degenerate since the coefficient of the highest derivative tends to zero as the film height tends to zero [36]. To avoid numerical difficulties which arise out of this degeneracy for the boundary conditions at \( x = \infty \) we assume the height of the film is not zero but rather the height of a precursor film [37]. In this paper we fix the height of the precursor film to be the height of the initial film profile at the end point. We make a similar assumption with the surfactant concentration. This precursor boundary condition coupled with the derivative condition at \( x = \infty \) gives

\[
h_{n+1}^j = h_n^j, \quad h_{n-1}^j = h_{n-1}^j, \quad \Gamma_{n+1}^j = \Gamma_n^j, \quad \Gamma_{n-1}^j = \Gamma_{n-1}^j. \tag{26}
\]

### 3. Stability

In this section we consider the stability of the system (3). We linearise the system around the constant solutions \( h = 1 \) and \( \Gamma = 1 \) by making the substitutions

\[
h = 1 + \epsilon h_0(x, t), \quad \Gamma = 1 + \epsilon \Gamma_0(x, t), \tag{27}
\]

where \( \epsilon \ll 1 \). Substituting (27) into (3) and separating to leading order coefficients in \( \epsilon \) we obtain the linear system

\[
\frac{\partial h_0}{\partial t} + \frac{\partial h_0}{\partial x} - \frac{1}{2} \frac{\partial^2 g_0}{\partial x^2} = 0, \quad \frac{\partial \Gamma_0}{\partial t} + \frac{1}{2} \frac{\partial g_0}{\partial x} + \frac{\partial h_0}{\partial x} - \frac{\partial^2 g_0}{\partial x^2} = 0. \tag{28}
\]

We now perform a von Neumann stability analysis on the linear system (28) to determine the Courant-Friedrichs-Lewy (CFL) condition for numerical stability. We approximate the spatial derivatives in (28) by central difference approximations

\[
\frac{\partial h_0}{\partial x} \bigg|_{x=x_i} \approx \frac{h_{i+1}^j - h_{i-1}^j}{2 \Delta x}, \quad \frac{\partial^2 g_0}{\partial x^2} \bigg|_{x=x_i} \approx \frac{g_{i+1}^j - 2g_{i}^j + g_{i-1}^j}{\Delta x^2} + O(\Delta x^2) \tag{29}
\]

We are interested in simulating the behaviour of a moving front at the leading edge of a thin film. We thus fix the height of the film and surfactant concentration at the origin such that

\[
h(0, t) = 1, \quad \Gamma(0, t) = 1. \tag{23}
\]
We approximate the time derivatives by the forward difference approximations
\[
\frac{\partial h}{\partial t}
\bigg|_{t=j} = \frac{h_{i+1}^{j} - h_{i}^{j}}{\Delta t} + O(\Delta t),
\]
\[
\frac{\partial g}{\partial t}
\bigg|_{t=j} = \frac{g_{i+1}^{j} - g_{i}^{j}}{\Delta t} + O(\Delta t).
\]
(30)

We obtain the forward-time central-space (FTCS) approximation to (28) given by
\[
h_{i}^{j+1} = h_{i}^{j} - \frac{\Delta t}{2\Delta x} \left( h_{i+1}^{j} - h_{i-1}^{j} \right)
+ \frac{\Delta t}{2\Delta x^2} \left( g_{i+1}^{j} - 2g_{i}^{j} + g_{i-1}^{j} \right),
\]
(31)
\[
g_{i}^{j+1} = g_{i}^{j} - \frac{\Delta t}{4\Delta x} \left( g_{i+1}^{j} - g_{i-1}^{j} \right)
+ \frac{\Delta t}{\Delta x^2} \left( g_{i+1}^{j} - 2g_{i}^{j} + g_{i-1}^{j} \right).
\]
(32)

To perform a von Neumann stability analysis we substitute
\[
h_{i}^{j} = H_{i} e^{i\omega \Delta x}, \quad g_{i}^{j} = G_{i} e^{i\omega \Delta x},
\]
(33)
into (32) where \( \hat{I}^2 = -1 \) to obtain the system
\[
\begin{pmatrix}
H_{i}^{j+1} \\
G_{i}^{j+1}
\end{pmatrix}
= A
\begin{pmatrix}
H_{i}^{j} \\
G_{i}^{j}
\end{pmatrix},
\]
(34)
where
\[
A = \begin{pmatrix}
1 - \frac{I \Delta t}{2\Delta x} \sin (\omega \Delta x) & \frac{\Delta t}{\Delta x} (\cos (\omega \Delta x) - 1) \\
-\frac{I \Delta t}{2\Delta x} \sin (\omega \Delta x) & 1 - \frac{I \Delta t}{2\Delta x} \sin^2 (\omega \Delta x) + \frac{\Delta t}{\Delta x^2} (\cos (\omega \Delta x) - 1)
\end{pmatrix}.
\]
(35)

Condition (36) therefore gives
\[
\sqrt{\left( 1 + \frac{2 \Delta t}{\Delta x^2} (\cos (\omega \Delta x) - 1) \right)^2 + \left( \frac{\Delta t}{\Delta x} \right)^2 \sin^2 (\omega \Delta x)} < 1.
\]
(40)
The nonlinear equation (40) can be simplified to give the Courant-Friedrichs-Lewy (CFL) condition
\[
\frac{\Delta t}{\Delta x^2} < \frac{1}{2},
\]
(41)
where we have chosen \( \omega = (\pi + 2z\pi) / \Delta x \) for \( z \in \mathbb{Z} \).

In this section we have shown that the FTCS numerical scheme given by (31) and (32) will give stable results provided the CFL condition (41) is satisfied. This condition holds true for the Roe upwind scheme derived in Section 2. In the next section we consider the evolution of the initial exponential thin film profile for both endogenous and exogenous surfactants.

4. Simulation of Numerical Scheme

We simulate the numerical schemes on a 2.66 GHz Windows machine with 6.00 GB of RAM with 2 Intel QUAD core CPUs using the MinGW version of C++. We first consider a simulation of all three numerical schemes taking \( n = 250 \) and \( \Delta t = 2.5 \times 10^{-6} \) where we have chosen \( x_0 = 0, x_n = 4 \) and \( h = (x_n - x_0) / n \). We take our iterations up to a final time of \( t = 1.0 \).
Table 1: Comparing $L_2$ and $L_\infty$ norms for Roe-TVD, Roe-Sweby-TVD, and Roe-BDF schemes where we have taken $n = 500$ and $\Delta t = 2.5 \times 10^{-6}$.

| Method                        | $h(x, t)$ $L_2$ | $h(x, t)$ $L_\infty$ | $g(x, t)$ $L_2$ | $g(x, t)$ $L_\infty$ |
|-------------------------------|-----------------|-----------------------|-----------------|-----------------------|
| **Endogenous surfactant**     |                 |                       |                 |                       |
| Roe-TVD versus Roe-Sweby-TVD  | 0.00694248      | 0.01257900            | 0.0015539400    | 0.002015310           |
| Roe-Sweby-TVD versus Roe-BDF  | 0.00168707      | 0.00780482            | 0.0000845757    | 0.000414136           |
| Roe-TVD versus Roe-BDF        | 0.00721239      | 0.01252690            | 0.0015349300    | 0.002011100           |
| **Exogenous surfactant**      |                 |                       |                 |                       |
| Roe-TVD versus Roe-Sweby-TVD  | 0.00919323      | 0.01143190            | 0.0111612       | 0.03605900            |
| Roe-Sweby-TVD versus Roe-BDF  | 0.00636653      | 0.01057280            | 0.0021225       | 0.00227495            |
| Roe-TVD versus Roe-BDF        | 0.00571950      | 0.00672977            | 0.0105552       | 0.03629150            |

We simulate this case in parallel using OpenMP. In Table 2 we show the advantage of using OpenMP over nonparallel computations for long-time simulations of an endogenous surfactant.

From Table 2 we note that implementing the numerical scheme on OpenMP is faster than using the nonparallel formulation. While the improvement is not significant for the times considered here, when one considers an increase in the resolution (larger $n$ values) and long-time solutions, a significant improvement is noted.

In Figures 1 and 2 we obtain the propagating front solutions observed by Levy and Shearer [2]. We have obtained these solutions without recourse to an implicit numerical
method as implemented by Levy and Shearer [2] as well as Peterson and Shearer [1].

5. Concluding Remarks

In this paper we have considered numerical solutions of a coupled system of nonlinear equations modelling the effects of surfactant on the free surface of a thin film on a horizontal substrate. The original system has been investigated by Levy and Shearer [2] and solved by implementing an implicit numerical scheme coupled with Newton's method. We have shown that an explicit upwind scheme coupled with high-order approximations to the spatial derivatives and a BDF scheme for the time integration in which the time step and space step satisfy the CFL condition $\Delta t/\Delta x^2 < 1/2$ are able to capture the sharp changes in gradient that occur in both the free surface profile and surfactant concentration. The upwind schemes are easier to implement than implicit schemes and can be implemented in parallel.
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