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Abstract
The reachability problem is a central decision problem in verification of vector addition systems with states (VASS). In spite of recent progress, the complexity of the reachability problem remains unsettled, and it is closely related to the lengths of shortest VASS runs that witness reachability.

We obtain three main results for VASS of fixed dimension. For the first two, we assume that the integers in the input are given in unary, and that the control graph of the given VASS is flat (i.e., without nested cycles). We obtain a family of VASS in dimension 3 whose shortest runs are exponential, and we show that the reachability problem is $\mathsf{NP}$-hard in dimension 7. These results resolve negatively questions that had been posed by the works of Blondin et al. in LICS 2015 and Englert et al. in LICS 2016, and contribute a first construction that distinguishes 3-dimensional flat VASS from 2-dimensional ones. Our third result, by means of a novel family of products of integer fractions, shows that 4-dimensional VASS can have doubly exponentially long shortest runs. The smallest dimension for which this was previously known is 14.
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1 Introduction

Context. Vector addition systems with states (shortly, VASS) [20, cf. Section 5.1], vector addition systems without states (shortly, VAS) [27], and Petri nets [37], are equally expressive with well-known straightforward mutual translations. They form a long established model of concurrency with extensive applications in modelling and analysis of hardware
Two central decision problems in the context of formal verification based on that model are the following. Stated in terms of the first formalism, the input of both problems is a VASS $V$, and two configurations $p(v)$ and $q(w)$.

**Coverability** asks whether $V$ has a run starting at $p(v)$ and finishing at some configuration $q(w')$ such that $w' \geq w$. Thus the final configuration of the run needs to have control that is in the given target state $q$ and resources that are component-wise no smaller than the given target vector $w$. In applications, $q(w)$ is typically seen as a minimal unsafe configuration, and the coverability problem is fundamental for verifying safety properties.

**Reachability** asks whether $V$ has a run starting at $p(v)$ and finishing at $q(w)$. Thus the run needs to reach the given target configuration exactly. It has turned out that verification of liveness properties amounts to solving the reachability problem [22]. Moreover, a plethora of problems from formal languages [10], logic [26, 13, 12, 8], concurrent systems [18, 16], process calculi [35], linear algebra [23] and other areas (the references are again illustrative, cf. Schmitz’s recent survey [40]) are inter-reducible with the reachability problem.

The coverability problem was found ExpSpace-complete already in the 1970s [33, 38], and the reachability problem was proved decidable in the early 1980s [34]. However, the complexity of the latter has become one of the most studied open questions in the theory of verification. The best upper and lower bounds are both very recent, and are given by an Ackermannian function [29] and a tower of exponentials [11], respectively.

**Fixed Dimension VASS.** The gaps in the state of the art on the complexity of the reachability problem are particularly vivid when the dimension is fixed. For concreteness, we focus on VASS, bearing in mind that corresponding statements in terms of VAS or Petri nets can be obtained by means of standard translations (we refer to [40] Section 2.1 for details, noting that in some cases the dimension is affected by a small additive constant). The only broadly settled cases are for dimensions 1 and 2, as shown in the following table, where ‘unary’ and ‘binary’ specify how the integers in the input to the reachability problem are encoded.

| Dimension | Unary VASS | Binary VASS |
|-----------|------------|-------------|
| 1         | NL-complete | NP-complete |
| 2         | NL-complete | PSPACE-complete |

For dimensions $d \geq 3$, the best known bounds are from [29] and [11], namely membership of the fast-growing primitive recursive class $F_{d+4}$ and hardness for $(d - 13)$-ExpSpace when $d \geq 13$, respectively, which hold with both unary and binary encodings. In particular, for $3 \leq d < 13$, no better lower bounds have been known than NL for unary VASS and PSPACE for binary VASS, whereas the $F_{d+4}$ upper bound is far above elementary already for $d = 3$.

**Flat Control.** The structural restriction of flatness, which is essentially that the control graph contains no nested cycles, has long played a prominent role in a number of settings in verification, cf. e.g. [9]. In fact, all the tight upper bounds for dimensions 1 and 2 recalled above can be seen as due to the effective flattrability of 2-dimensional VASS [30]. Regarding the complexity of reachability for flat VASS, there has been a marked contrast in the state of the art depending on the encoding.

**Binary:** Thanks to reducibility to existential Presburger arithmetic [17, 3], we have NP membership, even when the dimension is not fixed. And already for dimension 1, we have NP hardness.
Unary: With the exception of dimensions 1 and 2 for which we have the NL memberships, no better upper bound than NP has been known in dimension 3 or higher. And for any fixed dimension, no better lower bound than NL has been obtained. Interestingly, from the results of Rosier and Yen [39], we have that the coverability problem for fixed dimension flat VASS is in NP with the binary encoding and in NL with the unary encoding, which not provably better than the reachability problem as just discussed.

Main Results. The NL memberships of reachability for unary VASS in dimension 2 and of coverability for unary VASS in any fixed dimension were obtained by proving that polynomially bounded witnessing runs always exist. It is therefore pertinent to ask:

Do polynomially bounded witnessing runs exist for reachability for unary flat VASS in fixed dimensions greater than 2?

Our first main result, presented in Section 3, provides a negative answer immediately in dimension 3. We believe this is very significant for the continuing quest to understand the reachability problem, for which as we have seen there is currently a huge complexity gap already in dimension 3. Namely, 3-dimensional VASS have so far been distinguished from 2-dimensional VASS only by means of the infamous example of Hopcroft and Pansiot [24, proof of Lemma 2.8], which shows that, in contrast to the latter, the former do not have semi-linear reachability sets and are hence not flattable. However, we now have a new distinguishing feature which is present even under the restriction of flatness.

Even if polynomially bounded witnessing runs do not exist, it is conceivable that the decision problem nevertheless has low complexity, so we next ask:

Is reachability for unary flat VASS in NL in fixed dimensions greater than 2?

We show that this is unlikely in Section 4 where our second main result establishes NP hardness in dimension 7. This provides the first concrete indication that the reachability problem is harder than the coverability problem for fixed dimension flat VASS.

Lastly, we turn to binary VASS in fixed dimensions $d$, where without the flat assumption, the enormous complexity gap between PSPACE hardness and $F_{d+4}$ membership remains for $3 \leq d \leq 13$. Given that exponentially bounded witnessing runs exist for $d = 2$ [14] (which yields PSPACE membership) but not for $d = 14$ [11], we ask:

Do exponentially bounded witnessing runs exist for reachability for binary VASS in fixed dimensions from 3 to 13?

A negative answer is provided in Section 5 by our third main result, which exhibits a family of 4-dimensional VASSes whose shortest witnessing runs are doubly exponentially long.

Technical Contributions. In all three of the main results, we make use of a key technical pattern first seen in [11], namely checking divisibility of a counter $x$ by a large integer as follows: ensure that a counter $y$ is initially equal to $x$, then multiply $x$ weakly (which a priori may nondeterministically produce an erroneous smaller result) by many integer fractions greater 1 whose product is $c/d$, and finally verify that $x = y \cdot (c/d)$ by subtracting $c$ from $x$ and $d$ from $y$ repeatedly until they are both 0. The divisibility by the large integer is ensured because the check succeeds if and only if the weak multiplications are all exact. However, much additional development has been involved:

1. For the exponentially long shortest runs in Section 3, we employ the factorial fractions also seen in [11], but in reverse order, with the construction stripped to its essentials to minimise the dimension, and with a detailed divisibility analysis of large integers.
2. The NP hardness in Section 3 builds on the development in the previous section, adding careful machinery that facilitates exact computations on exponentially large integers.

3. To obtain the doubly exponentially long shortest runs in Section 4, we have developed an intricate new family of sequences of fractions, where in contrast to the much simpler factorial equations, the number of distinct fractions in a sequence is logarithmic in relation to both the numerators and the denominators as well as to the length of the sequence.

2 Preliminaries

Vector Addition Systems with States. A vector addition system with states in dimension \( d \) (\( d \)-VASS, or simply VASS if the dimension is irrelevant) is a pair \( V = (Q,T) \) consisting of a finite set \( Q \) of states and a finite set of transitions \( T \subseteq Q \times \mathbb{Z}^d \times Q \). The size of a VASS is \( |Q| + |T| \cdot s \), where \( s \) is the maximum on the representation size of a vector in \( T \). A configuration of a \( d \)-VASS is a pair \( (p,v) \in Q \times \mathbb{N}^d \), denoted \( p(v) \), consisting of a state \( p \) and a nonnegative integer vector \( v \). A run of a \( d \)-VASS is a sequence of configurations

\[
p_0(v_0), \ldots, p_k(v_k),
\]

such that for every \( 1 \leq i \leq k \) there is a transition \( \alpha_i = (p_{i-1},w_i,p_i) \in T \) satisfying \( v_{i-1} + w_i = v_i \). The sequence of transitions \( \alpha_1, \ldots, \alpha_k \) we call the path of the run \( (1) \).

We are interested in the complexity of the reachability problem: given a \( d \)-VASS and two configurations \( p(v), q(w) \) does there exist a run from \( p(v) \) to \( q(w) \). W.l.o.g. we can restrict \( v = w = 0 \) to be the zero vectors, as the general case polynomially reduces to such restricted case. Indeed, it suffices to add a new initial state whose only out-going transition adds \( v \), and likewise a new final state whose only in-going transition subtracts \( w \). In the sequel we usually assume that VASS is additionally equipped with a pair of configurations, a source \( p(v) \) and a target \( q(w) \), thus \( V = (Q,T,p(v),q(w)) \). Thus we do not distinguish between a VASS and a VASS reachability instance. Runs from \( p(v) \) to \( q(w) \) we call halting runs of \( V \).

We study the reachability problem under two further restrictions. The first restriction assumes that the dimension \( d \) is fixed. In this case it may matter, for the complexity of the reachability problem, whether the numbers appearing in the vectors in \( T \) are encoded in unary or binary. We will thus distinguish these two cases, and speak of unary, respectively binary VASS. Note that in the unary case one can assume w.l.o.g. all vectors in \( T \) to be either the zero vector, or the unit vector \( e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) with single 1 on some \( i \)-th coordinate, or inverse \( -e_i \) thereof. The second restriction is flatness and concerns cycles in runs (see e.g. [30, 3]). The path \( \alpha_1, \ldots, \alpha_k \) of a run \( (1) \) is called simple if there is no repetition of states along the path; it is called simple cycle if there is no repetition of states along the path except for the first and the last states which are equal: \( p_0 = p_k \). A VASS is flat if every state admits at most one simple cycle on it (i.e., the VASS has no nested cycles).

Counter Programs. We are going to represent VASSes by counter programs. A counter program is a numbered sequence of commands of the following types:

- \( x += n \) (increment counter \( x \) by \( n \))
- \( x -= n \) (decrement counter \( x \) by \( n \))
- \( \text{goto } L \text{ or } L' \) (jump to either line \( L \) or line \( L' \))

except that the first and the last command of the program, respectively, are of the form

- \( \text{initialise to } 0 \) (initialise all counters to zero);
- \( \text{halt if } x_1, \ldots, x_i = 0 \) (terminate provided all listed counters are zero).
(We note that in the unary case, increments \( x += m \) and decrements \( x -= m \) can be written as \( m \) consecutive unitary increments \( x += 1 \) and decrements \( x -= 1 \), respectively, introducing only linear blow-up. In the binary case this would lead to an exponential blow-up.) Indeed, a counter program \( \mathcal{P} \) represents a VASS (in fact, a VASS reachability instance) of dimension equal to the number of counters used in \( \mathcal{P} \), with a separate state for every line in \( \mathcal{P} \). The increment and decrement commands in \( \mathcal{P} \) are simulated by transition vectors of the VASS. The source and target configurations of the VASS correspond to the first and last line of \( \mathcal{P} \). The size of the VASS is linear with respect to the size of the program. This convenient representation was adopted e.g. in \([15, 11]\).

Accordingly with runs of a VASS, we speak of runs of a counter program (in particular, values of counters along a run are nonnegative) with the proviso that the initial value of all counters is 0. A run is **halting** if it has successfully executed its (necessarily last) \text{halt} command; otherwise, the run is **partial**. The reachability problem for a VASS translates into the question whether there exists a halting run in a counter program.

Note that a counter program does not need to test for zero all counters in the final \text{halt} command; for the sake of presentation it is convenient to allow for halting runs with non-zero final value of certain (irrelevant) counters. On the other hand, formally, our intention is that a counter program represents a VASS reachability instance with the zero target vector. This incompatibility can be circumvented by assuming that counter programs are implicitly completed with additional loops allowing to decrease every untested counter just before executing the \text{halt} command.

In case of fragments of counter programs which neither start with \text{initialise} nor end with \text{halt}, we consider explicit \text{initial} and \text{final} values of counters. Note however that due to nondeterministic \text{goto} command, final values are not uniquely determined by initial ones.

When writing counter program we use a syntactic sugar: we write \text{goto} \( L \) instead of \text{goto} \( L \) or \( L \), and whenever a program repeats the block of commands in line 2 some nondeterministically chosen number of times (possibly zero, possibly infinite), as shown on the left, we use a shorthand as shown on the right:

\begin{align*}
1: & \text{ goto } L \\
2: & \text{ <iterated commands> } \\
3: & \text{ goto } L \\
4: & \text{ <remaining commands> }
\end{align*}

\begin{align*}
1: & \text{ loop } \\
2: & \text{ <iterated commands> } \\
3: & \text{ <remaining commands> }
\end{align*}

In the sequel we will only occasionally use \text{goto} commands explicitly. Observe that a counter program without explicit \text{goto} commands, but using **unnested** \text{loop} commands (which implicitly use \text{goto} commands), always represents a flat VASS.

\begin{algorithm}[H]
\begin{enumerate}
\item \text{loop} \\
\item \( x -= 1 \) \( y += 1 \) \\
\item \text{loop} \\
\item \( x += c \) \( y -= d \)
\end{enumerate}
\end{algorithm}

We end this section with examples of counter programs that \textit{weakly} compute a number \( b \) in some counter \( x \), i.e., all runs end with \( x \leq b \), and there is a run that ends with \( x = b \). On the way we also introduce macros to be used later to facilitate writing complex programs. As a preparation, consider the program in Algorithm 1 which weakly multiplies the initial value of \( x \) by \( \frac{c}{d} \).

\begin{algorithm}[H]
\begin{enumerate}
\item \( x, y \) be initial and final values, respectively, of counters \( x, y \). We claim that the sum of final values is at most \( \frac{c}{d} \) times larger than the sum of initial values. Moreover, it is exactly \( \frac{c}{d} \) times larger if, and only if, both loops are iterated \textit{maximally}: the first loop exits only when the counter \( x \), decreased in its every iteration, reaches the minimal possible value 0; and likewise the second loop exits only when the counter \( y \) reaches 0. Enforcing
maximal iteration of loops will be our fundamental technical objective in the sequel.

Claim 1. Let $x', y'$ be the values of counters $x, y$ at the exit from the first loop. Then $x_1 + y_1 \leq (x_0 + y_0) \cdot \frac{c}{d}$. Moreover, $x_1 = (x_0 + y_0) \cdot \frac{c}{d}$ if, and only if, $x' = y_1 = 0$.

Algorithm II Program fragment $W_b$.
1: initialise to 0
2: for $i := m$ downto 0 do
3: loop
4: $x -= 1$ $y += 1$
5: loop
6: $x += 2$ $y -= 1$
7: if $b_i = 1$ then $x += 1$

Algorithm III Unfolding of macros in $W_2$.
1: initialise to 0
2: loop
3: $x -= 1$ $y += 1$
4: loop
5: $x += 2$ $y -= 1$
6: $x += 1$
7: loop
8: $x -= 1$ $y += 1$
9: loop
10: $x += 2$ $y -= 1$

Figure 1 A 2-VASS represented by the program $W_2$. The first coordinate corresponds to the value of counter $x$ and the second one to the value of counter $y$.

The counter program $W_b$ shown in Algorithm II weakly computes a number $b$, assuming that $b_m \ldots b_0 = \text{Bin}(b)$ is the binary representation of $b$ (the oldest bit $b_m = 1$). The halt command is omitted as no zero-testing is relevant in this example. We use for and if then preprocessing macros with the following semantics. The macro

for $i := m$ downto 0 do <program fragment>

is understood as $(m + 1)$-fold repetition of copies of <program fragment>:

<program fragment> $(i = m)$
<program fragment> $(i = m - 1)$
...<program fragment> $(i = 0)$

for $i = m, m - 1, \ldots, 0$. It is important that $i$ is not a counter but a meta-variable that is treated as a constant in every program fragment. By convention we use different fonts for counters and meta-variables: $i$ is a counter while $i$ is a meta-variable. Furthermore in every copy, say for $i = k$, at every appearance of the macro if $\varphi(i)$ then <optional program fragment>, the formula $\varphi(i)$ is evaluated and, if it evaluates positively then macro is replaced by <optional program fragment>, otherwise it is removed. Specifically, consider for example $m = 1$ and $b = 2$, i.e., $b_1 = 1$ and $b_0 = 0$. Unfolding of the macros appearing in $W_2$ yields the counter program shown in Algorithm III. Figure 1 shows the corresponding 2-VASS. We remark that the programs in Algorithm II and Algorithm III represent flat VASS.

Clearly, we do not want for and if then to be full-fledged commands operating on program counters, as this would make counter programs as powerful as Minsky machines, hence undecidable. They are just pre-processing macros that operate on meta-variables $i$ only, and constitute syntactic sugar helpful in writing repetitive program fragments.

Proposition 2. The program $W_b$ weakly computes $b$. 

Picture of Figure 1
Proof. By Claim 1, the program $W_b$ weakly multiplies $x$ by 2 in lines (3)–(6). Combining this with addition of a bit in (7) gives weak computation of $b$.

\section{Exponential Shortest Runs}

\begin{theorem}
There is a family of unary flat 3-VASS $(\mathcal{V}_n)_{n \in \mathbb{N}}$ of size $O(n^2)$ such that every halting run of $\mathcal{V}_n$ is of length exponential in $n$.
\end{theorem}

\begin{algorithm}
1: initialise to 0
2: $x \leftarrow 1$  $y \leftarrow 1$
3: loop
4: $x \leftarrow 1$  $y \leftarrow 1$
5: for $i := n$ down to 1 do
6: loop
7: $x \leftarrow i + 1$  $z \leftarrow i$
8: loop
9: $x \leftarrow i + 1$  $z \leftarrow i$
10: loop
11: $x \leftarrow n + 1$  $y \leftarrow 1$
12: halt if $y = 0$.
\end{algorithm}

Similarly, let $x_i'$ be the value of counter $x$ at the exit from the loop in lines 6–7. For uniformity we write $x_{n+1}$ and $z_{n+1}$ for the values of $x$ and $z$, respectively, just before entering the for macro, and call these values initial. Notice that $x_{n+1}$ is equal to the value of counter $y$ at that point and $z_{n+1} = 0$. By Claim 1, we derive:

\begin{claim}
For all $i = 1, \ldots, n$, we have $x_{i+1} + z_{i+1} \leq (x_i + 1 + z_i) \cdot \frac{i+1}{i}$.
\end{claim}

We focus on runs that maximally iterate both inner loops, by which we mean:

- the value of $x$ is 0 at the exit of the loop in lines 6–7.
- the value of $z$ is 0 at the exit of the loop in lines 8–9.

\begin{claim}
We have $x_{i+1} \leq x_{n+1} \cdot (n+1)$. The equality holds if, and only if, $z_i = z_i' = 0$ for all $i = 1, \ldots, n$.
\end{claim}

For a finite subset $X \subseteq \mathbb{N}$ of natural numbers, we write $\text{LCM}(X)$ for the least common multiple of all numbers in $X$. We will use the number $N(n)$ defined as

$$N(n) := \frac{\text{LCM}(\{2, \ldots, n+1\})}{n+1}.$$ 

The following two claims conclude the proof of Theorem 3.

\begin{claim}
The function $N$ grows exponentially with respect to $n$. The binary representation Bin$(N(n))$ is computable in time polynomial with respect to $n$.
\end{claim}

\begin{proof}
For the exponential upper bound we recall that $N(n) \leq n!$. For the exponential lower bound we use the prime number theorem (proved independently by Jacques Hadamard and Charles Jean de la Vallée Poussin in 1896): the number of primes $\pi(n)$ between 2 and $n$ is at least $\pi(n) \geq c \cdot n^\epsilon - 1$ for some constants $c > 0$ and $0 < \epsilon < 1$. Since $\text{LCM}(\{2 \ldots n+1\})$
must be divisible by all prime numbers between 2 and \( n + 1 \) and each prime number is at least 2 we get \( \text{Lcm}(\{2, \ldots, n + 1\}) \geq 2^{\pi(n+1)} \).

\( N(n) \) is computated by exhaustive enumeration of all non-divisors of \( n + 1 \), computing their prime decompositions, and combining them into prime decomposition of \( N(n) \).

\[ \triangleright \text{Claim 7.} \quad \text{For every initial value } x_{n+1} \text{ of counter } x \text{ there is at most one halting run. Such a run exists if, and only if, } x_{n+1} \text{ is a positive multiple of } N(n). \]

\[ \text{Proof. Recall that the last loop in } P_n \text{ in line } 11 \text{ decreases simultaneously } y \text{ by 1 and } x \text{ by } n + 1. \text{ Therefore, the run halts only if } x \geq y \cdot (n + 1). \text{ By Claim 5 we have } x \leq y \cdot (n + 1). \text{ Thus every halting run satisfies the equality } x = y \cdot (n + 1). \text{ By Claim 5 we know that is possible only if } z_i = x'_i = 0 \text{ for all } i = 1, \ldots, n, \text{ which uniquely determines the run for a given } x_{n+1}. \text{ It remains to prove that a halting run exists if, and only if, } x_{n+1} \text{ is a positive multiple of } N(n). \text{ Notice that by Claim 4 and Claim 5 in a halting run}
\]

\[ x_i = x_{i+1} \cdot \frac{i + 1}{i + 1} = \ldots = x_{n+1}, \quad \prod_{j=1}^{n} \frac{j + 1}{j} = x_{n+1} \cdot \frac{n + 1}{i}. \]

Therefore \( x_{n+1} \cdot (n + 1) \) must be always divisible by all numbers in \( \{1 \ldots n\} \). Since \( n + 1 \) divides \( x_{n+1} \cdot (n + 1) \) as well, we deduce that \( \text{LCM}(\{2, \ldots, n + 1\}) \) divides \( x_{n+1} \cdot (n + 1) \) which is equivalent to \( N(n) \) divides \( x_{n+1} \). Conversely, if \( x_{n+1} \) is a multiple of \( N(n) \) then there is a run where all loops are iterated maximally, satisfying \( x_i = x_{i+1} \cdot \frac{i + 1}{i + 1} \) and thus halting.

\[ \triangleleft \]

## 4 NP-hardness

This section is devoted to proving NP-lower bound for flat VASS in fixed dimension.

\[ \triangleright \text{Theorem 8. The reachability problem for unary flat 7-VASS is P-hard.} \]

As mentioned in the introduction NP-membership is already known (even in binary VASS of unrestricted dimension). Thus as a corollary we get the following result.

\[ \triangleright \text{Corollary 9. The reachability problem for flat } d \text{-VASS is } \text{NP-complete for fixed } d \geq 7. \]

To prove Theorem 8 we reduce from the \text{Subset Sum} problem: given a set of positive integers \( S = \{s_1, \ldots, s_k\} \subseteq \mathbb{N} - \{0\} \) and an integer \( s_0 > 0 \), determine if some subset \( R \subseteq S \) satisfies \( \sum_{s \in R} s = s_0 \). Note that all the numbers \( s_0, s_1, \ldots, s_k \) are encoded in binary.

Fix an instance \( s_0, s_1, \ldots, s_k \) of the \text{Subset Sum} problem and let \( n \) be the smallest natural number such that \( N(n) \geq s_0, s_1, \ldots, s_k \). By Claim 4 the number \( n \) as well as the binary representation \( \text{Bin}(N(n)) = b_n \ldots b_0 \) is computable in time polynomial with respect to the sizes of binary representations of \( s_0, s_1, \ldots, s_k \). Recall that \( b_m = 1 \). We are going to define a unary counter program \( P \) of polynomial size using 7 counters, as a function of \( s_0, s_1, \ldots, s_k \) and \( n \), which halts if, and only if, the instance \( s_0, s_1, \ldots, s_k \) is positive.

The main obstacle is that the numbers in the \text{Subset Sum} problem are represented in binary, while the numbers in a counter program are to be represented in unary. Thus we have to exactly compute with exponential numbers, using a fixed number of 7 counters.

**Construction of \( P \).** We face the challenge by combining the weak computation given by Proposition 2 (that allows us to compute at most a required value \( b \)) with the insight of the proof of Theorem 3 (that enforces that the computed value is simultaneously at least \( b \)).
The program \( P \) implements this idea. The first half of the program, namely lines 1–11 weakly computes in counter \( e \) the value \( N(n) \), and in counter \( f \) the value \( N(n) \cdot (k+1) \), very much like the counter program \( \mathcal{W}_k \). Note a slight difference compared to Algorithm [V] the oldest bit \( b_m = 1 \) is treated in a different way than other bits \( b_i \) for \( 0 \leq i < m \), by initializing counters \( e \) and \( f \) to 1 and \( k+1 \), respectively, which excludes a trivial halting run that would never iterate any loop and end with the value of \( y \) equal to 0. Then the second part of \( I \) checks, very much like the counter program \( \mathcal{P}_n \), if the values are computed exactly. (Notice that lines 12–19 of Algorithm [V]) Using Claim [I] we get:

\[ \text{Claim 10.} \quad \text{Counter program} \ I \text{ has exactly one halting run that computes} \ N(n) \text{ and} \ N(n) \cdot (k+1) \text{ in counters} \ e \text{ and} \ f, \text{respectively, and} \ 0 \text{ in the remaining counters} \ x, x', y \text{ and} \ z. \]

The program \( \mathcal{P} \) (shown in Algorithm [VI] consists of the program \( I' \) obtained from \( I \) by removing the last \text{halt} command. The remaining part of \( \mathcal{P} \) exploits the values of counters \( e \) and \( f \) computed by \( I' \) to turn weak computations of exponential numbers into exact ones. It never modifies the counter \( y \) again, hence \( y \) is listed in the final \text{halt} command of \( \mathcal{P} \), and uses a distinguished counter \( u \), initially set to 0, a program fragment \( \mathcal{R}_{s_0, \text{true}}^+ \) and a number of program fragments \( \mathcal{R}_{s, p}^- \) for \( s \in \{ s_1, s_2 \ldots s_k \} \) and \( p \in \{ \text{true, false} \} \). We call these program fragments \textit{components}. In every halting run of \( \mathcal{P} \), the component \( \mathcal{R}_{s, \text{true}}^- \) decrements \( u \) by \( s \) while the other component \( \mathcal{R}_{s, \text{false}}^- \) has no effect on counter \( u \). Likewise, the component \( \mathcal{R}_{s_0, \text{true}}^+ \) increments \( u \) by \( s_0 \). Finally, \( u \) is zero-tested by the final \text{halt} command.

**Algorithm V** Counter program \( I \).

1. initialise to 0
2. \( x := 1 \quad y := 1 \quad e := 1 \quad f := k+1 \)
3. for \( i := m - 1 \) to 0 do
   4. loop
   5. \( x := 1 \quad x' := 1 \)
   6. \( y := 1 \quad e := 1 \quad f := k+1 \)
   7. loop
   8. \( x := 2 \quad x' := 1 \)
   9. \( y := 2 \quad e := 2 \quad f := 2(k+1) \)
10. if \( b_i = 1 \) then
11. \( x := 1 \quad y := 1 \quad e := 1 \quad f := k+1 \)
12. for \( i := n \) down to 1 do
13. loop
14. \( x := 1 \quad z := 1 \)
15. loop
16. \( x := i + 1 \quad z := i \)
17. loop
18. \( x := n + 1 \quad y := 1 \)
19. halt if \( y = 0 \)

\[ I' \]
\[ \mathcal{R}_{s_0, \text{true}}^+ \]
\[ \text{goto } f_1 \text{ or } t_1 \]
\[ f_1: \mathcal{R}_{s_1, \text{false}}^- \text{ goto } f_2 \text{ or } t_2 \]
\[ f_2: \mathcal{R}_{s_2, \text{false}}^- \text{ goto } f_3 \text{ or } t_3 \]
\[ t_1: \mathcal{R}_{s_1, \text{true}}^- \text{ goto } f_2 \text{ or } t_2 \]
\[ t_2: \mathcal{R}_{s_2, \text{true}}^- \text{ goto } f_3 \text{ or } t_3 \]
\[ \ldots \]
\[ f_3: \mathcal{R}_{s_3, \text{false}}^- \text{ goto } h \]
\[ t_3: \mathcal{R}_{s_3, \text{true}}^- \]
\[ \text{halt if } y, u, f = 0 \]

For \( 1 \leq i \leq k \), we use \( f_i \), respectively \( t_i \), to denote the the first line of the program fragment \( \mathcal{R}_{s_i, \text{false}}^- \) respectively \( \mathcal{R}_{s_i, \text{true}}^- \). Every component \( \mathcal{R}_{s_i, p}^- \), for \( 0 \leq i < k \) and \( * \in \{ +, - \} \), is followed by \text{goto} \( f_{i+1} \) or \( t_{i+1} \). Thus for every \( i = \{ 1 \ldots k \} \) either \( \mathcal{R}_{s_i, \text{false}}^- \) or \( \mathcal{R}_{s_i, \text{true}}^- \) is executed, as shown by the following control flow diagram of \( \mathcal{P} \):
Reachability in Fixed Dimension VASS

Observe that every halting run of \( P \) determines a subset \( R \subseteq \{1, \ldots, k\} \) such that for \( i \in R \) the component \( R_{s_i, true}^* \) is executed, while for \( i \notin R \) the component \( R_{s_i, false}^* \) is executed.

The Components. The component \( R_{s, p}^* \) is shown in Algorithm VII. By \( \text{BIN}_n(a) = a_m \ldots a_0 \) we mean the \((m+1)\) -bit binary representation of the number \( a < 2^{m+1} \), padded with leading 0 bits if needed. The aim of every \( R_{a, true}^* \) is to increment (when \( * = + \)) or decrement (when \( * = - \)) \( a \) from the counter \( u \), using the counters \( e \) and \( f \) to enforce exactness. After the auxiliary counter \( v \) is initialised to 1, in every iteration of the for loop (in lines 2-8) counter \( v \) is weakly multiplied by 2, so after \( i \) iterations its value is at most \( 2^i \).

\[
\text{Algorithm VII Component } R_{a, p}^*.
\]

1. \( v \leftarrow 1 \)
2. for \( j := 0 \) to \( m - 1 \) do
3. \( \text{loop} \)
4. \( v \leftarrow 1 \quad v' \leftarrow 1 \)
5. \( \text{if } b_j = 1 \text{ then} \)
6. \( e \leftarrow 1 \quad e' \leftarrow 1 \quad f \leftarrow 1 \)
7. \( \text{if } p \land (a_j = 1) \text{ then } u \leftarrow 1 \)
8. \( \text{loop} \)
9. \( v \leftarrow 2 \quad v' \leftarrow 1 \)
10. \( \text{loop} \)
11. \( v \leftarrow 1 \)
12. \( e \leftarrow 1 \quad e' \leftarrow 1 \quad f \leftarrow 1 \)
13. \( \text{if } p \land (a_m = 1) \text{ then } u \leftarrow 1 \)
14. \( \text{loop} \)
15. \( e \leftarrow 1 \quad e' \leftarrow 1 \)

Note that the oldest bit \( a_m \), irrespectively of its value 0 or 1, is treated differently (in lines 10, 11, 13) from the other bits \( a_{m-1} \ldots a_0 \) of \( \text{BIN}_m(a) \) (treated in the body of the for loop in lines 2-9). This is because the auxiliary counter \( v \) needs to be multiplied by 2 exactly \( m \) times, which happens in the course of \( m \) iterations of the for loop, while the number of bits in \( \text{BIN}(a) \) is \( m + 1 \), thus larger by 1. Consequently, in lines 10, 13 the value of \( v \) is not flushed to \( v' \) nor restored back from \( v' \), and hence \( v \) is forcedly 0 at the end of \( R_{a, true}^* \) and can be reused by the following commands. Note that the if macro is used in line 12 as, due to the choice of \( m \), the oldest bit \( b_m \) of \( \text{BIN}(N(n)) \) is 1.

The above analysis applies equally well to every component \( R_{a, false}^* \), as its computation is exactly the same as that of \( R_{a, true}^* \), except that the value of \( u \) is not changed.

Dimension 7. To estimate the dimension of the VASS represented by \( P \), notice that \( I' \) uses counters \( x, x', y, z, e, f \) and components \( R_{s, p}^* \) use additionally \( v, v', e', u \). However, by Claim 10 the final values of \( x, x', z \) computed by \( I' \) are 0 in every halting run of \( P \), hence the three counters can be reused in components, which reduces the number of counters to 7.

5 Doubly Exponential Shortest Runs

- **Theorem 11.** There is a family of binary 4-VASS \( (V_n)_{n \in \mathbb{N}} \) of size \( O(n^3) \) such that every halting run of \( V_n \) is of length doubly exponential in \( n \).
In this section we prove the theorem. Define the description size of an irreducible fraction \( \frac{p}{q} \) as \( \max\{p,q\} \). We start with a key technical lemma stating existence of arbitrarily long increasing sequences of rationals greater than 1, of description size exponential with respect to \( k \), with the property that the result of multiplying consecutive exponential powers of these rationals has only exponential (and not doubly exponential) description size.

**Lemma 12.** For each \( k \geq 1 \) there are \( k \) rational numbers
\[
1 < f_1 < \ldots < f_k = 1 + \frac{1}{4^k},
\]
of description size bounded by \( 4^k \), such that the description size of \( f \) defined by
\[
f = (f_k)^{2^k} \cdot \ldots \cdot (f_2)^{2^2} \cdot (f_1)^{2^1}
\]
is bounded by \( 4^{2(k^2+k)} \).

A distinguished counter \( x \) in the 4-VASS \( V_k \) will play a special role: in every halting run, \( x \) will be exactly multiplied by consecutive powers as in (3). As the denominator of the irreducible form of \( f_k \) is at least 2, the counter \( x \), just before the very first multiplication by \( (f_k)^{2^k} \), must be divisible by the denominator of \( f_k \) to the power \( 2^k \), which is doubly exponential in \( k \). In consequence, every halting run has to be doubly exponentially long.

As before, the main difficulty is to turn weak multiplications into exact ones. To this aim we will rely on Lemma 12 and on a well-known weakly exponentiating 3-VASS gadget of Hopcroft and Pansiot [24]:

The gadget is represented by the program fragment \( HP(c,d) \) shown in Algorithm VIII.

**Proposition 13.** Consider program fragment \( HP(c,d) \) for an irreducible fraction \( \frac{c}{d} > 1 \), and initial values \( x_0, y_0, z_0 \) of counters \( x, y \) and \( z \). In every run, the respective final values \( x_1, y_1, z_1 \) satisfy
\[
x_1 + y_1 \leq (x_0 + y_0) \cdot \left( \frac{c}{d} \right)^{z_0 - z_1}.
\]
Moreover, there is a run satisfying \( x_1 = (x_0 + y_0) \cdot \left( \frac{c}{d} \right)^{z_0} \) if, and only if, \( x_0 + y_0 \) is divisible by \( d^{z_0} \). In this case \( y_1 = z_1 = 0 \).

**Proof.** The two inner loops (lines 2–5) coincide with the counter program fragment shown in Algorithm I. As the outer loop is executed \( z_1 - z_0 \) times, the first part follows by Claim I.

For the second part, assume \( x_0 + y_0 \) is divisible by \( d^{z_0} \), and consider the unique run where all the loops are iterated maximally, by which we mean:
- the outer loop (lines 1–6) is executed exactly \( z_1 - z_0 \) times;
- whenever execution of the first inner loop (lines 2–3) ends, the value of \( x \) is 0;
- whenever execution of the second inner loop (lines 4–5) ends, the value of \( y \) is 0;
Thus every execution of the two inner loops necessarily multiplies the sum \( x + y \) by \( \frac{c}{a} \), and consequently, after \( i \) iterations of the outer loop the values of respective counters \( x', y', z' \) satisfy

\[
x' = (x_0 + y_0) \cdot \left( \frac{c}{a} \right)^{z_0 - i} \quad y' = 0 \quad z' = z_0 - i.
\]  
(4)

Repeating the multiplication \( z_0 \) times yields \( x_1 = \left( \frac{c}{a} \right)^{z_0} \) and \( y_1 = z_1 = 0 \), as required.

Conversely, suppose \( x_1 = (x_0 + y_0) \cdot \left( \frac{c}{a} \right)^{z_0} \). As \( c \) and \( d \) are co-primes, the sum of initial values \( x_0 + y_0 \) is thus forcedly divisible by \( d^{z_0} \). By the first part we know that the outer loop has been iterated maximally, hence \( z_1 = 0 \). Then \( y_1 = 0 \) follows by the first part. ▷

**Construction of \( V_k \).** Fix \( k \geq 1 \). Let \( f_i = \frac{a_i}{b_i} \), for \( i \leq i \leq k \), be the fractions from Lemma 12 and let \( f = \frac{a}{b} \) be the result of their multiplication as in (3). We thus have:

\[
\left( \frac{a_1}{b_1} \right)^2 \cdot \left( \frac{a_2}{b_2} \right)^2 \cdots \left( \frac{a_k}{b_k} \right)^2 = \frac{a}{b}.
\]

Algorithm IX (on the left below) shows the counter program representing the 4-VASS \( V_k \) (on the right below), using four counters \( t, x, y \) and \( z \). The constants appearing in increment and decrement commands are exponential in \( k \), represented in binary in size \( V_k \) is \( \mathcal{O}(k) \). The length of \( V_k \) is \( \mathcal{O}(k) \) and hence its size is \( \mathcal{O}(k^3) \).

**Algorithm IX** Program representing 4-VASS \( V_k \) shown on the right. Counters \( t, x, y \) and \( z \) correspond to consecutive dimensions.

---

1: initialise to 0
2: \( t += 1 \quad x += 1 \)
3: loop
4: \( t += 1 \quad x += 1 \)
5: for \( i := k \) down to 1 do
6: \( z += 2^i \)
7: loop
8: loop
9: \( x -= 1 \quad y += 1 \)
10: loop
11: \( x += a_i \quad y -= b_i \)
12: \( z -= 1 \)
13: loop
14: \( t -= b \quad x -= a \)
15: halt if \( t = 0 \)

▷ Claim 14. For every \( k \geq 0 \), the 4-VASS \( V_k \) has a halting run.

**Proof.** Put \( N := \prod_{i=1..k} (b_i)^{2^i} \). By performing the first loop (lines 3–4) exactly \( N - 1 \) times, the run reaches the following valuation of counters \( x, y, z \):

\[
x_k = N \quad y_k = z_k = 0.
\]

(6)
Notice that the outer loop (lines 7–12) coincides with the program fragment $\mathcal{HP}(a_i, b_i)$. We use the second part of Proposition 13 for consecutive iterations of the for macro. The proposition allows us to derive a run where the values $x_j, y_j, z_j$ of counters $x, y, z$, after $k - j$ iterations of the for macro (for $j \in \{0, \ldots, k\}$), satisfy:

$$
x_j = N \cdot \left( \frac{a_j}{b_j} \right)^{2^j} \cdots \left( \frac{a_k}{b_k} \right)^{2^k} \quad \forall j \quad y_j = z_j = 0. \quad (7)
$$

Indeed, by induction with respect to $k - j$ (using (6) as induction base for $j = k$), we argue as follows: if (7) holds then $x_j$ is divisible by $(b_j - 1)^{2^j - 1}$, and hence by Proposition 13 there is a continuation of the run that yields

$$
x_{j-1} = x_j \cdot \left( \frac{a_{j-1}}{b_{j-1}} \right)^{2^{j-1}} \quad y_{j-1} = z_{j-1} = 0.
$$

In consequence, for $j = 0$ we obtain, using (5):

$$
x_0 = N \cdot \frac{a}{b} \quad y_0 = z_0 = 0.
$$

As the counter $t$ is not modified inside the for loop (lines 5–12), its value is still equal to $N$ after for loop is finished. Thus, by executing $N$ iterations of the last loop (in lines 13–14) we reach the value 0 of all the four counters $t, x, y, z$ and hence halt in line 15. Summing up, every $V_k$ admits a halting run.

Proof of Theorem 11. We argue that every halting run of $V_k$ has length at least doubly exponential in $k$. Consider an arbitrary halting run, i.e., a run reaching the final value $t = 0$ in line 15. As before, let $x_j, y_j$ and $z_j$, for $j = 0, \ldots, k$, stand for the values of counters $x, y$ and $z$, respectively, after $k - j$ iterations of the for macro. Let $x_k = N \geq 1$ be the value of the counters $t$ and $x$ after exiting from the first loop (lines 3–4); cf. (6). The counter $t$ is not modified inside the for loop (lines 5–12). Thus the last loop (in lines 13–14) has to be performed exactly $N$ times, which implies

$$
x_0 \geq N \cdot \frac{a}{b}. \quad (8)
$$

Let $n_k, n_{k-1}, \ldots, n_1$ stand for the number of iterations of the outer loop (lines 7–12) in consecutive iterations of the for macro. By the very structure of $V_k$ we know that, for every $1 \leq i \leq k$,

$$
k \sum_{j=i}^{k} n_j \leq \sum_{j=1}^{k} 2^j. \quad (9)
$$

We aim to show that the inequality (8) implies $n_j = 2^j$ for every $j \in \{1, \ldots, k\}$. As the outer loop (lines 7–12) coincides with the program fragment $\mathcal{HP}(a_i, b_i)$, we may apply the first part of Proposition 13 to derive, similarly as above:

$$
x_j \leq N \cdot \left( \frac{a_j}{b_j} \right)^{n_j} \cdots \left( \frac{a_k}{b_k} \right)^{n_k}. \quad (10)
$$

Claim 15 will imply that, roughly speaking, the biggest value of $x_j$ is obtained, if in every unfolding of the for macro we perform the maximal possible number of iterations of the outer loop, and hence finish with the counter value $z = 0$. 

Claim 15. Assuming (9), \((\frac{a_j}{b_j})^{n_1} \cdot (\frac{a_2}{b_2})^{n_2} \cdot \ldots \cdot (\frac{a_k}{b_k})^{n_k} \leq \frac{a}{b} \). The equality holds if, and only if, \(n_j = 2^j\) for all \(j \in \{1, \ldots, k\}\).

Proof. For vectors \((n_1, \ldots, n_k)\) satisfying (9), we define the function \(f(n_1, \ldots, n_k) = (\frac{a_1}{b_1})^{n_1} \cdot \ldots \cdot (\frac{a_k}{b_k})^{n_k}\). Thus (5) says that \(f(2^1, \ldots, 2^k) = \frac{a}{b}\). Observe that any other vector \((n_1, \ldots, n_k)\) satisfying (9) is obtained from \((2^1, \ldots, 2^k)\) by applying a number of times one of the following two operations:
1. decrement some \(n_i\) by 1
2. decrement some \(n_i\) by 1 and increment \(n_{i-1}\) by 1.

As any of this operations strictly decreases the value of \(f\), Claim 15 follows.

By the first part of Claim 15, together with inequalities (9) and (10) we deduce \(x_0 \leq N \cdot \frac{a}{b}\), which, combined with (8) yields the equality:
\[
x_0 = N \cdot \frac{a}{b}.
\]
The latter equality, together with the second part of Claim 15, implies \(n_j = 2^j\) for all \(j = 1 \ldots k\). As a consequence, the initial value \(N\) of \(x\) is, due to the second part of Proposition 13, divisible by \(M = (b_k)^{2^k}\). As \(1 < \frac{a_k}{b_k} < 2\), we have \(b_k \geq 2\), and hence \(M\) is doubly exponential with respect to \(k\). It follows that the length of the run is also doubly exponential, as the first inner loop, in the first iteration of the \texttt{for} macro \((i = k)\), is necessarily executed \(N - 1 \geq M - 1\) times. This concludes the proof of Theorem 11.

6 Conclusion

Our three main results have provided non-trivial counter-examples that advance the state of the art in the challenging area of the complexity of the reachability problem for VASS (equivalently, VAS and Petri nets). We have focussed on fixed dimension, and in particular, answered a central question that had remained open since [3] and [14], namely whether reachability for flat VASS given in unary is decidable in nondeterministic logarithmic space for any fixed dimension, by establishing NP hardness in dimension 7. Two specific matters that remain unresolved by this work are: whether NP hardness of reachability for unary flat VASS is obtainable in any dimension less than 7 (and more than 2), and whether binary VASS in dimension 3 can have doubly exponential shortest reachability witnesses.

We also remark that, although it has never been made precise, there seems to be an intriguing deep connection between the still open gap from NL hardness to NP membership of reachability for unary flat 3-VASS and the still open gap from PSPACE hardness to EXPSPACE membership of coverability for 1-GVAS (1-VASS with pushdown) [31] [41]. Finally, we expect that the novel family of sequences of fractions developed in Section 5 will have applications beyond the result obtained here.
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We now concentrate on the second part of the claim. If \( x' = y = 0 \) then \( d \mid (x_0 + y_0) \) and thus \( x_1 = (x_0 + y_0) \cdot \frac{c}{d} \). For the opposite direction, if \( y_1 \neq 0 \) then \( x_1 < x + y_1 \leq (x_0 + y_0) \cdot \frac{c}{d} \). If \( x' \neq 0 \) then by (11) we get

\[
\begin{align*}
x_1 &\leq x' + \frac{c}{d} \\
\end{align*}
\]

We now concentrate on the second part of the claim. If \( x' = y_1 = 0 \) then \( d \mid (x_0 + y_0) \) and thus \( x_1 = (x_0 + y_0) \cdot \frac{c}{d} \). For the opposite direction, if \( y_1 \neq 0 \) then \( x_1 < x + y_1 \leq (x_0 + y_0) \cdot \frac{c}{d} \). If \( x' \neq 0 \) then by (11) we get

\[
\begin{align*}
x_1 &\leq x' + \frac{c}{d} \\
\end{align*}
\]

Proof of Claim 1. As \( x' + y' = x_0 + y_0 \) and \( c > d \) we get:

\[
\begin{align*}
x_1 + y_1 &\leq x' + \frac{c}{d} \\
\end{align*}
\]

Proof of Theorem 8. The size of \( P \) is polynomial in \( n, k \) and \( m \) and it can be computed in time polynomial with respect to the size of the input: \( s_0, S = \{ s_1, \ldots, s_k \} \). \( P \) represents a flat VASS since its explicit goto commands form a directed acyclic graph, and loop macros are not nested. We prove that \( P \) has a halting run if, and only if, the instance \( \{ s_0 \}, \{ s_1, \ldots, s_k \} \) of the subset problem is positive.

Proof of Claim 5. By Claim 1 we get \( x_i + z_i \leq (x_{i+1} + z_{i+1}) \cdot \prod_{i=1}^{n} \frac{i+1}{i+1} = (x_{n+1} + z_{n+1}) \cdot (n+1) \). Since \( z_{n+1} = 0 \) this implies the inequality.
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Consider a halting run $\rho$ of $\mathcal{P}$, and recall that after $I'$ the counter $y$ is not modified any more, and zero-tested by the final $\text{halt}$ command of $\mathcal{P}$. By Claim 10 the values of $e$ and $f$ after $I'$ are $N(n)$ and $N(n) \cdot (k + 1)$, respectively.

The sum of counters $e$ and $e'$ is invariantly equal $N(n)$ as decrement of one is always accompanied by increment of the other. Thus in every component $R^*_{a,p}$ visited by $\rho$, the counter $f$ is decreased by at most the initial value of $e$, hence by at most $N(n)$. Finally, by construction of $\mathcal{P}$ the run $\rho$ passes through exactly $k + 1$ components $R^*_{a,p}$. Therefore, as $f$ is zero-tested by the final $\text{halt}$ command, we deduce.

\[ \text{Claim 16. The run } \rho \text{ decreases } f \text{ by exactly } N(n) \text{ in every visited component } R^*_{a,p}. \]

In consequence, the initial values of component $R^*_{a,p}$, for $0 \leq i \leq k$, satisfy:

\[ e_0 = N(n), \quad f_0 = N(n) \cdot (k + 1 - i), \quad v_0 = v'_0 = 0. \]

Using Claim 14 we deduce.

\[ \text{Claim 17. The run } \rho \text{ iterates all loops maximally in every visited component } R^*_{a,p}, \text{ except possibly the last loop in line } 13 \text{ in the last two components } R^*_{a,p}. \]

Possible non-maximal iteration of the last loop in $R^*_{a_{true}}$ and $R^*_{a_{false}}$ has no impact on the further analysis of the run $\rho$. As a direct corollary we deduce:

\[ \text{Claim 18. The run } \rho \text{ executes the command } u := 1 \text{ exactly } a \text{ times in every visited component } R^*_{a_{true}}. \]

Therefore, the value of $u$ is incremented by $s_0$ in component $R^*_{a_{true}}$. Let $R \subseteq \{s_1, \ldots, s_k\}$ be the set of all $s_i$ such that $\rho$ passes through $R^*_{a_{true}}$. Again by Claim 18 for every $s_i \in R$ the value of $u$ is decreased by $s_i$ in component $R^*_{a_{true}}$, and for every $s_i \notin R$ the value of $u$ is preserved in component $R^*_{a_{false}}$. Since $u$ is zero-tested by the final $\text{halt}$ command, the instance of the Subset Sum problem is necessarily positive.

\[ \text{Proof of Lemma 12} \]

For $1 \leq i \leq k$ put $r_i := \frac{4^{k+i} - 1}{4^k}$, and observe the following (straightforward) equalities:

\[ \left(\frac{1}{r_i}\right)^2 \cdot \left(\frac{1}{r_i}\right)^2 \cdot \ldots \cdot \left(\frac{1}{r_i}\right)^2 = r_i. \]

Multiplying all these equalities yields the equality:

\[ f_1^2 \cdot f_2^2 \cdot \ldots \cdot f_k^2 = f, \quad \text{where} \quad f_i = \frac{r_i}{r_{i+1} \cdot \ldots \cdot r_k}, \quad f = (r_1 \cdot \ldots \cdot r_k)^2. \]

(12)

As numerators and denominators of all $r_i$ are bounded by $4^{k+1}$, numerators and denominators of all $f_i$ are bounded by $4^{k^2+k}$, and numerator and denominator of $f$ are bounded by $4^{2(k^2+k)}$, as required.

It remains to argue that the (in)equalities (2) hold. We notice the following relation between $r_i$ and $r_{i-1}$, for $1 < i \leq k$:

\[ r_i^2 = \left(1 + \frac{2k-i}{4^k}\right)^2 > 1 + \frac{2k+1-i}{4^k} = r_{i-1}, \]

which implies

\[ \frac{r_i}{r_{i-1} \cdot \ldots \cdot r_k} = \frac{r_i^2}{r_{i-1} \cdot \ldots \cdot r_k} > 1 \]
and hence $f_1 < f_2 < \ldots < f_k$. For $i = k$ we have $f_k = r_k = 1 + \frac{1}{4^k}$. It thus remains to show $f_1 > 1$, which is equivalent to

$$r_1 > r_2 \cdot \ldots \cdot r_k. \quad (14)$$

By (13) we deduce $r_2^{i-1} > r_{k-i}$, by induction on $i$, which implies the following inequality:

$$r_k^{2^{k-1}-1} = r_k^{1+2+4+\ldots+2^{k-2}} > r_2 \cdot \ldots \cdot r_k.$$

For (14) it suffices to show, relying on the above inequality, that $r_1 > r_k^{2^{k-1}-i}$. Put $N := 2^{k-1} - 1$ for convenience. We thus need to prove:

$$r_1 > (1 + \frac{1}{4^k})^N. \quad (15)$$

By inspecting the expansion of the right-hand side

$$(1 + \frac{1}{4^k})^N = \sum_{i=0}^{N} \binom{N}{i} \cdot \frac{1}{4^{ik}}$$

we observe that the right-hand side is bounded by the sum of first $N$ elements of a geometric progression, which, in turn, is bounded by the sum of the whole infinite one:

$$(1 + \frac{1}{4^k})^N \leq 1 + \frac{N}{4^k} + \frac{N^2}{4^{2k}} + \ldots + \frac{N^N}{4^{Nk}} < \frac{1}{1 - \frac{1}{4^k}}.$$ 

Thus for showing (15) it is sufficient to prove the inequality $r_1 > \frac{1}{1 - \frac{1}{4^k}}$, which is equivalent to

$$\left(1 - \frac{2^{k-1}-1}{4^k}\right)\left(1 + \frac{2^{k-1}}{4^k}\right) > 1.$$

The latter inequality is easily verified to hold true as

$$\frac{1}{4^k} > \frac{2^{k-i}-1}{4^k} \cdot \frac{2^{k-i}}{4^k}.$$ 

The inequality (15) is proved, and hence so is Lemma 12.