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Abstract: A state observer design for the inertia wheel pendulum considering static friction of the actuated inertia disc is presented. The frictional force is modeled by the Stribeck effect, with two separate differential equations describing the sticking and non-sticking system, respectively. The transition between the two scenarios is in general determined by a static friction condition. Three proposed observers are designed for both the sticking and non-sticking model. Depending on the probability of the respective model given a current measurement, the more likely is selected for state estimation. The performance is demonstrated on a laboratory demonstrator, where the observers including the proposed probabilistic model selection are compared.
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1. INTRODUCTION

State estimation is a common method for determining non-measurable and unknown system states. Just as the state estimation problem is generally more difficult in the non-linear scenario than in the linear scenario, the same is true for the distinction between infinite- and finite-dimensional systems, see Meurer et al. (2005). Moreover, in particular systems governed by a family of differential equations with algebraic switching conditions, i.e., switched or hybrid systems, see, e.g., Liberzon (2003), require special attention. Switching conditions, as encountered when modeling mechanical systems with static friction, are generally state-dependent. Thus, depending on the current values of the state, the system behaves according to a different differential equation. This is usually not a problem when evaluating the initial value problem, since the state variables required for the switching condition are known from the simulation. However, for the state estimation problem, the state-dependent condition is critical because, except for certain measured quantities, only the estimated quantities are known to the observer. Depending on which differential equation is used, different estimates result, which in turn have different implications for the choice of the actual model for the observer. The present paper focuses on the observer design for the inertia wheel pendulum, a nonlinear mechanical benchmark example in control theory as found in, e.g., Spong et al. (1999), with switching sticking and non-sticking subsystem. The stiction of the wheel, which typically occurs during pendulum tests in real experimental setups, is modeled as an alternation between two models, with each described by a separate differential equation. An extended Kalman filter (EKF), a nonlinear observer with linear error dynamics (NO_L) and a nonlinear observer with passive error dynamics (NO_P), are designed and evaluated on the laboratory demonstrator. The widely used EKF, see, e.g., Simon (2006), is based on a sampled-data system representation and stochastic methods, while the NO_L and NO_P exploit system theoretic approaches such as linearization by output injection, see, e.g., Krener and Isidori (1983), and passivity properties, see, e.g., Schaft (2017). Therefore, the observer with passive error dynamics exploits a port-Hamiltonian representation of the inertia wheel pendulum, see, e.g., Ortega et al. (2001), which allows to inject a dissipative behavior of the error system between state and estimate. The port-Hamiltonian framework has proven useful for both finite and infinite dimensions in system analysis and in the design of controllers and observers, see, e.g., Macchelli et al. (2005), Schöberl and Siuka (2014), Malzer et al. (2020), and Ecker et al. (2021).

The paper considers a finite-dimensional switched system. The main difficulties that arise in the transition between the sticking and non-sticking model for the observer are addressed by probabilistic model selection. Instead of the sole evaluation of the switching condition with estimates from either the sticking or the non-sticking model, the marginal likelihood of the two models given the obtained measurement is used. The Bayesian factor, a ratio of the likelihoods of the competing models, see, e.g., Bernardo and Smith (2008), determines which model is used for the prediction of the state. The paper is structured as follows. In Section 2, the model of the inertia wheel pendulum including static friction of the wheel is briefly derived. Section 3, is dedicated to the design of the observers as well as the presentation of the probabilistic model selection. Finally, in Section 4, the performance of the proposed observers are demonstrated on a laboratory model.
2. MATHEMATICAL MODELING

This section is dedicated to the mathematical modeling of the inertia wheel pendulum. Since the mechanical system is a common example in control theory, see, e.g., Spong et al. (1999), a detailed derivation of the equation of motion is omitted and more attention is devoted to the modeling of the static friction.

2.1 Inertia Wheel Pendulum

The model of the inertia wheel pendulum under consideration, see, Fig. 1, consists of a rigid, ball-bearing pendulum with actuated wheel at one end and counterweight at the opposite end. The absolute angle of the pendulum is denoted by \( \varphi_1 \) and the relative angle of the wheel by \( \varphi_2 \). The wheel is driven by a subordinate torque-controlled DC electric motor. The electrical dynamics, which are much faster compared to the dynamics of the mechanical system, are neglected. Therefore, the motor torque \( M \) is considered as the input of the model of the inertia wheel pendulum.

The governing equations of motion with regard to the generalized coordinates \( q = [q]^T = [\varphi_1, \varphi_2]^T \) and velocities \( \dot{q} = \dot{[q]}^T = [\dot{\varphi}_1, \dot{\varphi}_2]^T \) are derived by means of the Euler-Lagrange equations

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}_\alpha} - \frac{\partial L}{\partial q_\alpha} = Q_\alpha, \quad \alpha = 1, 2, \tag{1}
\]

where the Lagrange function \( L = T - V \) is the difference between the kinetic energy \( T = \frac{1}{2} \theta_1 \dot{\varphi}_1^2 + \frac{1}{2} \theta_2 (\dot{\varphi}_1 + \dot{\varphi}_2)^2 \) and the potential energy \( V = a \cos(\varphi_1) \). The moments of inertia of the subsystem pendulum are summarized by the parameter \( \theta_1 \), whereas the moment of inertia of the wheel with respect to the center of gravity is described by \( \theta_2 \). Moreover, the factor \( a \) covers the components of the potential energy of the overall system. The viscous damping between the pendulum and the base as well as the pendulum and the inertia wheel are taken into account. The damping terms are assumed to be proportional to the respective angular velocity, i.e., \( d_\alpha \omega_\alpha \), which together with the input moment \( M \) and friction moment \( M_s \) form the terms of the generalized forces \( Q = [Q]^T = [-d_1 \dot{\varphi}_1, -d_2 \dot{\varphi}_2 + M - M_s]^T \).

Evaluating the Euler-Lagrange equations (1), the equations of motion correspond to the second order differential equation system

\[
\begin{bmatrix}
\theta_1 + d_2 \\
\theta_2 \\
\theta_2 \\
\theta_2
\end{bmatrix}
\begin{bmatrix}
\varphi_1 \\
\varphi_2 \\
\varphi_2 \\
\varphi_2
\end{bmatrix} - \begin{bmatrix}
ad \sin(\varphi_1) \\
0
\end{bmatrix} = \begin{bmatrix}
-d_1 \dot{\varphi}_1 \\
-d_2 \dot{\varphi}_2 + M - M_s
\end{bmatrix}. \tag{2}
\]

Furthermore, the equations can be rewritten as a system of first order differential equations with state \( x = [\varphi_1, \varphi_2, \omega_1, \omega_2]^T \), where \( \omega_\alpha = \dot{\varphi}_\alpha \). Since the resulting system does not depend on the angle \( \varphi_2 \), the equation \( \dot{\varphi}_2 = \omega_2 \) is omitted and only the three dimensional system

\[
\begin{bmatrix}
\dot{\varphi}_1 \\
\dot{\omega}_1 \\
\dot{\omega}_2
\end{bmatrix} = \begin{bmatrix}
\frac{1}{\theta_1} (a \sin(\varphi_1) - d_1 \omega_1 + d_2 \omega_2 - M + M_s) \\
\frac{1}{\theta_1} \sin(\varphi_1) - d_1 \omega_1 + d_2 \omega_2 + \frac{1}{\theta_2} (M - M_s - d_2 \omega_2)
\end{bmatrix}
\] \tag{3}

with state \( x = [\varphi_1, \omega_1, \omega_2]^T \) and abbreviation \( \theta_c = \frac{\theta_1 \theta_2}{\theta_1 + \theta_2} \) is considered.

2.2 Static friction

The present model is not yet satisfactory for the state observation of the inertia wheel pendulum. The occurring discrepancy between the mathematical model and real measured data, which become apparent during the validation (see Section 4.1), indicate that crucial effects are not taken into account by the model (3). Depending on the trajectory of the system, i.e., usually the drop down or swing up of the pendulum, different disturbances are crucial. In the swing-up experiment, the static friction of the pendulum dominates, while in the drop-down experiment, the static friction of the wheel dominates. However, the present paper focuses on the observer design with the pendulum angle as measured quantity. Since a direct measurement of the wheel angle is not considered, the static friction of the wheel is more critical for the observer design and therefore the main emphasis of this work.

The modeling of the static friction of the inertia wheel is realized by a structural switch between two differential equations. The friction force is described as a function of the friction velocity by the Striebeck curve

\[
M_s(\omega_2) = r_c \sigma \sigma(\omega_2) + (r_S - r_C) e^{-\frac{(\omega_2)}{K}} \sigma(\omega_2)
\]

where \( r_c \) corresponds to the Coulomb friction and \( r_S \) to the Stiction parameter. The negative slope friction for a small transition of velocity from zero is referred to as the Striebeck effect, see Ellis (2003). Note that viscous damping has already been taken into account in the derivation of the mathematical model. Static friction, i.e., \( \omega_2 = 0 \) and \( \dot{\omega}_2 = 0 \), must meet the condition

\[
\frac{\theta_2}{\theta_1 + \theta_2} (a \sin(\varphi_1) + d_1 \omega_1) = M < r_S. \tag{4}
\]

The model of the inertia wheel pendulum in stiction with \( \omega_2 = 0 \) and \( M_S = 0 \) is given by

\[
\begin{bmatrix}
\dot{\varphi}_1 \\
\dot{\omega}_1 \\
\dot{\omega}_2
\end{bmatrix} = \begin{bmatrix}
\frac{1}{\theta_1} (a \sin(\varphi_1) - d_1 \omega_1) \\
0
\end{bmatrix}, \tag{5}
\]

where the associated Lagrange function is equivalent to

\[
L = \frac{1}{2} \theta_1 \varphi_1^2 - a \cos(\varphi_1). \tag{6}
\]

2.3 Port-Hamiltonian Representation

The subsequent nonlinear observer design with passive error dynamics will exploit a port-Hamiltonian representation of the mechanical system. By means of the regular
Legendre mapping the Hamiltonian $H = \sum_{\alpha=1}^{n} p_{\alpha} q^{\alpha} - L$ of the non-sticking system (3) corresponds to

$$H = \frac{1}{2} \dot{\theta}_{1}^{2} (p_{1} - p_{2})^{2} + \frac{1}{2} \dot{\theta}_{2}^{2} p_{2}^{2} + a \cos(\varphi_{1})$$

(7)

with the generalized momenta $p_{\alpha} = \frac{\partial L}{\partial \dot{q}_{\alpha}}$ introduced as

$$\begin{bmatrix} p_{1} \\ p_{2} \end{bmatrix} = \begin{bmatrix} \dot{\theta}_{1} + \dot{\theta}_{2} \\ \dot{\theta}_{2} \end{bmatrix} \begin{bmatrix} \varphi_{1} \\ \varphi_{2} \end{bmatrix} .$$

(8)

The Hamiltonian formalism $\dot{p}_{\alpha} = \frac{\partial L}{\partial \dot{q}_{\alpha}} + Q_{\alpha}$ allows to represent the pendulum as port-Hamiltonian system

$$\dot{x} = (J - R) \left( \frac{\partial H}{\partial x} \right)^{T} + Gu$$

(9)

with state $x = [\varphi_{1}, \varphi_{2}]^{T}$, input $u = M - M_{S}$, partial derivatives $\partial_{x} H = \partial H/\partial x = [-a \sin(\varphi_{1}), (p_{1} - p_{2})/\theta_{1}, -(p_{1} - p_{2})/\theta_{1} + p_{2}/\theta_{2}]$ and matrices

$$J = -JT = \begin{bmatrix} 0 & 0 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad R = RT = \begin{bmatrix} 0 & 0 & 0 \\ 0 & d_{1} & 0 \\ 0 & 0 & d_{2} \end{bmatrix}, \quad G = \begin{bmatrix} 0 \\ 1 \end{bmatrix} .$$

Proceeding similarly, the port-Hamiltonian representation of the inertia wheel pendulum in stiction with Lagrangian (6), generalized momentum $p_{1} = \frac{\partial L}{\partial \dot{q}_{1}} = \theta_{1} \dot{\varphi}_{1}$ and Hamiltonian $H = \frac{1}{2} \dot{\varphi}_{1}^{2} + \cos(\varphi_{1})$ is given by

$$\begin{bmatrix} \dot{\varphi}_{1} \\ \dot{p}_{1} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \frac{1}{\theta_{1}} & 0 \\ -1\dot{\theta}_{1} & \frac{1}{\theta_{1}} - \frac{d_{1}}{\theta_{2}} \end{bmatrix} \begin{bmatrix} 0 \varphi_{1} \\ \varphi_{2} \\ p_{1} \end{bmatrix} .$$

(10)

3. OBSERVER DESIGN

The presented observer design focuses on the estimation of the state $x = [\varphi_{1}, \omega_{1}, \omega_{2}]^{T}$ with the pendulum angle $\varphi_{1}$ as measured output. For this purpose, three nonlinear state estimators for the inertia wheel pendulum are introduced.

3.1 Extended Kalman Filter

The Kalman filter is an optimal state observer for linear systems with Gaussian noise. Under the assumption that both the probability density function of the initial state and the noise are Gaussian distributed, the first two stochastic moments, i.e., the expectation and the variance, are sufficient for a stochastic representation. The extended Kalman filter is a nonlinear version of the Kalman filter based on the linearization of the dynamics about the current estimate. Since the EKF is de facto standard in the theory of nonlinear state estimation, a detailed derivation, as found in Simon (2006), is omitted. The time-continuous models (3) and (5) are discretized using a fourth-order Runge-Kutta schema with sampling time $T_{s} = 5$ ms, i.e., considered are the equations

$$x_{k+1} = f_{k}(x_{k}, u_{k}, w_{k})$$

and

$$y_{k} = h_{k}(x_{k}, v_{k})$$

with time index $k$, system state $x_{k} = [\varphi_{1}, \omega_{1}, \omega_{2}]^{T}$, output $y_{k} = \varphi_{1}$, input $u_{k} = M$ as well as process noise $w_{k}$ and measurement noise $v_{k}$. The estimation of the state is denoted with $\hat{x}_{k}$. Depending on the number of measurements included, it is referred to as an a posteriori or a priori estimate. The a priori state $\hat{x}_{k}$ considers all measurements up to the previous time $k - 1$, i.e., $Y_{k-1} = \{y_{0}, \ldots, y_{k-1}\}$, while as the a posteriori state $\hat{x}_{k}$ includes all measurements up to actual time $k$, i.e., $Y_{k} = \{y_{0}, \ldots, y_{k}\}$. The Taylor series expansions of the sampled-data system (11) along the estimates corresponds to the linearised system

$$x_{k+1} = F_{k}(x_{k}) + L_{k} w_{k} + \dot{u}_{k}$$

$$y_{k} = H_{k}(x_{k}) + M_{k} u_{k}$$

(12a)

(12b)

with Jacobian matrices $F_{k} = \frac{\partial f_{k}}{\partial x} \bigg|_{\hat{x}_{k}}$, $L_{k} = \frac{\partial f_{k}}{\partial w} \bigg|_{\hat{x}_{k}}$, $H_{k} = \frac{\partial h_{k}}{\partial x} \bigg|_{\hat{x}_{k}}$, $M_{k} = \frac{\partial h_{k}}{\partial u} \bigg|_{\hat{x}_{k}}$ and input $\dot{u}_{k} = f_{k}(\hat{x}_{k}, u_{k}, 0) - F_{k}(\hat{x}_{k})$. Assuming mean-free Gaussian process and measurement noise, i.e., $w_{k} \sim (0, Q_{k})$ and $v_{k} \sim (0, R_{k})$, the prediction step is defined as $\hat{x}_{k+1}^{0} = F_{k} \hat{P}_{k}^{+} F_{k}^{T} + L_{k} R_{k} L_{k}^{T}$ and $\hat{x}_{k+1}^{-} = f_{k}(\hat{x}_{k}, u_{k}, 0)$ while the measurement update can be expressed by

$$K_{k} = P_{k} \hat{H}_{k}^{T} = (H_{k} F_{k}^{+} H_{k}^{T} + M_{k} R_{k} M_{k}^{T})^{-1}$$

(13a)

$$\hat{x}_{k+1} = \hat{x}_{k+1}^{-} + K_{k} (y_{k} - h_{k}(\hat{x}_{k+1}^{-}, 0))$$

(13b)

$$P_{k}^{+} = P_{k} - K_{k} H_{k} P_{k}^{+}$$

(13c)

3.2 Nonlinear Observer with linear error dynamics

The nonlinear observer with linear error dynamics is based on the idea of a coordinate change that splits the system into a linear and a nonlinear term, where the nonlinear part may only depend on input and output. This linearization by output injection, see Krener and Isidori (1983) and Krener and Respondek (1985), has the advantage that if the observer is chosen as a copy of the plant in adapted coordinates, the nonlinear terms cancel. The nonlinear time-continuous models (3) and (5) can be represented by a regular coordinate transformation $z = \Phi(x)$ and output $y$ as $\dot{z} = \dot{A} z + \alpha(u, y)$, where $\alpha(u, y)$ corresponds to the nonlinear term that depends only on the input $u$ and output $y$. In the case of the inertia wheel pendulum, the nonlinearities occur exclusively in the measurable state $y = \varphi_{1}$, which is why a desired splitting is already possible with $z = \Phi(x) = x$. Therefore, the decomposition of the inertia wheel pendulum in the non-sticking scenario with original coordinates is given by

$$\begin{bmatrix} \dot{\varphi}_{1} \\ \dot{\omega}_{1} \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & \frac{1}{\theta_{1}} \end{bmatrix} \begin{bmatrix} \varphi_{1} \\ \omega_{1} \end{bmatrix} + \begin{bmatrix} 0 \\ \frac{\partial}{\partial \varphi_{1}} \sin(\varphi_{1}) \end{bmatrix} - \begin{bmatrix} M - M_{s} \\ \frac{M_{s}}{\theta_{2}} \end{bmatrix} \alpha(u, y)$$

where the decomposition of the sticking model is given by

$$\begin{bmatrix} \dot{\varphi}_{1} \\ \dot{\omega}_{1} \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & \frac{1}{\theta_{1}} \end{bmatrix} \begin{bmatrix} \varphi_{1} \\ \omega_{1} \end{bmatrix} + \begin{bmatrix} 0 \\ \frac{\partial}{\partial \varphi_{1}} \sin(\varphi_{1}) \end{bmatrix} \alpha(u, y) .$$

The nonlinear observer with state $\dot{x}$ is composed of a copy of the plant and linear correction term

$$\dot{\hat{x}} = \dot{A} \hat{x} + \alpha(u, y) + K(y - \hat{y})$$

(14)

where $\hat{y}$ corresponds to the estimated linear output $\dot{y} = C \dot{x}$ and $K$ represents the correction coefficients of the observer. The dynamics of the linear error $\epsilon = x - \hat{x}$ are thus given by

$$\dot{\epsilon} = (A - KC)\epsilon .$$

(15)

Both the linear subsystem of the sticking and non-sticking models are observable, allowing observer design methods
from linear control theory such as pole placement or optimal designs based on the solution of the algebraic Riccati equation, see, e.g., Simon (2006). The proposed nonlinear observer with linear error dynamics (14) is implemented quasi-continuous. The previously described optimal designs based on the solution of the algebraic equation from linear control theory such as pole placement or linear behavior. Both the linear subsystem of the sticking and of the non-sticking model are observable. Finally, the nonlinear observer is designed by an appropriate choice of $K$ or $K_d$, with the objective of stabilizing the linear error dynamics (15) and (17), respectively.

### 3.3 Nonlinear Observer with passive error dynamics

The underlying idea is to design a nonlinear observer that induces a passive behavior of the error of state and estimation. Exploiting the port-Hamiltonian representation of the system, the passive error dynamics is derived with the observer as a copy of the plant. In addition, a compensation term allows the imposition of an appropriate desired Hamiltonian function $H_d$ of the error system, and a measurable collocated output can be used for the injection of damping behavior. In this way, the asymptotic stability of the error system for the model in stiction and the model not in stiction should be ensured. Considering the port-Hamiltonian representation (9) and (10), the nonlinear observer with state $\hat{x}$ and system output $y = h(x)$ is introduced as

$$\dot{\hat{x}} = (J - R) \left( \partial_x H(\hat{x}) + \Phi(\hat{x}, y) \right)^T + Gu - G_o u_o,$$

where $\Phi(\hat{x}, y)$ corresponds to the compensation term and $G_o u_o$ to the observer input used for the damping injection. Since the compensation term $\Phi(\hat{x}, y)$ and the input $G_o u_o$ are quantities of the observer, they should only depend on the estimation $\hat{x}$ and the measurement $y$. As mentioned, the compensation term will be used to induce the desired Hamiltonian function $H_d$. For this purpose the compensation term is determined as

$$\Phi = \left( \partial_x H(x) - \partial_x H(\hat{x}) - \partial_x H_d(e) \right)^T,$$

where $e = x - \hat{x}$ corresponds to the considered linear error between state and estimate. As a result of the proposed observer (18) and the compensation term, the error dynamic is given by

$$\dot{e} = (J - R) \left( \partial_x H(x) - \partial_x H(\hat{x}) - \Phi(\hat{x}, y) \right)^T + G_0 u_o,$$

where the evolution of the Hamiltonian corresponds to

$$\dot{H}_d(e) = - (\partial_x H_d(e)) R (\partial_x H_d(e))^T + (\partial_x H_d(e)) G_o u_o.$$

For the implementation of the observer, an appropriate positive definite Hamilton function $H_d > 0$ must ensure that the compensation term depends only on the estimate $\hat{x}$ and the output $y$, i.e., $\Phi(\hat{x}, y)$ holds. This functional dependency can be verified by means of exterior algebra, where $d$ refers to the exterior derivative with respect to the coordinates $x$ and $\wedge$ to the exterior product. Therefore, considering in general $m$ output equations, the entries of the compensation term $\Phi$ defined by $H_d$ with $1 \leq i \leq n$ must satisfy the condition $d\Phi \wedge dh^1 \wedge \ldots \wedge dh^m = 0$. In order to verify the asymptotic stability of the error system, not only the positive definiteness of $H_d$ but also the negative definiteness of $H_d$ must be ensured. Since for mechanical systems in general only $R \geq 0$ holds, see (9) and (10), and thus $H_d \leq 0$, additional dissipative behavior has to be included to force a steady decrease of the observation error. Therefore, a desired matrix $R_d = R_d^T = R + \dot{R} > 0$ must match the condition

$$- (\partial_x H_d(e)) R (\partial_x H_d(e))^T + (\partial_x H_d(e)) G_o u_o$$

$$= - (\partial_x H_d(e)) R_d (\partial_x H_d(e))^T,$$

which allows the observer input with

$$G_o u_o = F(\hat{x}, u, y) = -\dot{R} (\partial_x H_d(e))^T$$

asymptotic stabilize the error dynamics. Note that $G_o u_0$ as part of the observer must also depend only on $\hat{x}$, $u$ and $y$. Considering the inertia wheel pendulum with measured output $y = h(x) = \phi_1$, the positive definite function $H_d(e) = \frac{1}{2} \phi_1^2 + \frac{1}{2} \bar{\alpha} (\bar{p}_1 - \bar{p}_2)^2 + \frac{1}{2} \bar{m}_2^2$ with $\alpha > 0$ serves as desired Hamiltonian, since $dF \wedge dh = 0$ holds. Likewise, the matching condition is fulfilled with

$$G_o u_o = F(\hat{x}, u, y) = -\dot{R} (\partial_x H_d(e))^T$$

where also simultaneously $R_d = R + \dot{R} > 0$ ensures the desired behavior of steadily decreasing estimation error. The desired Hamiltonian for the model in stiction is set to $H_d(e) = \frac{1}{2} \phi_1^2 + \frac{1}{2} \bar{m}_2^2$ and the observer input to

$$G_o u_o = -\dot{R} (\partial_x H_d(e))^T$$

The nonlinear observer with passive error dynamics (18) is implemented quasi-continuous.

### 3.4 Model selection

This section presents an approach for the implementation of a switching law between two models in the scope of an observer design with no complete knowledge of the state. Since the state dependence of the derived switching condition in the observer must be evaluated with estimates, a correct selection of the currently correct model for the observer is not always possible. Therefore, a probabilistic model selection based on the Bayesian factor is proposed. The basic idea is that with the current measurement obtained, the probability of both models is determined and the switching law between two models in the scope of a model selection is introduced as

$$x_{k+1} = A_k x_k + G_d a(u_k, y_k)$$

with correction term $K_d$ also leads to an error dynamics

$$e_{k+1} = (A_d - K_d C) e_k$$

with linear behavior. Both the linear subsystem of the sticking and of the non-sticking model are observable. Finally, the nonlinear observer is designed by an appropriate choice of $K$ or $K_d$, with the objective of stabilizing the linear error dynamics (15) and (17), respectively.

The basic idea is that with the current measurement observation error. Therefore, a desired matrix $R_d = R_d^T = R + \dot{R} > 0$ must match the condition

$$- (\partial_x H_d(e)) R (\partial_x H_d(e))^T + (\partial_x H_d(e)) G_o u_o$$

$$= - (\partial_x H_d(e)) R_d (\partial_x H_d(e))^T,$$

which allows the observer input with

$$G_o u_o = F(\hat{x}, u, y) = -\dot{R} (\partial_x H_d(e))^T$$

asymptotic stabilize the error dynamics. Note that $G_o u_0$ as part of the observer must also depend only on $\hat{x}$, $u$ and $y$. Considering the inertia wheel pendulum with measured output $y = h(x) = \phi_1$, the positive definite function $H_d(e) = \frac{1}{2} \phi_1^2 + \frac{1}{2} \bar{\alpha} (\bar{p}_1 - \bar{p}_2)^2 + \frac{1}{2} \bar{m}_2^2$ with $\alpha > 0$ serves as desired Hamiltonian, since $dF \wedge dh = 0$ holds. Likewise, the matching condition is fulfilled with

$$G_o u_o = F(\hat{x}, u, y) = -\dot{R} (\partial_x H_d(e))^T$$

where also simultaneously $R_d = R + \dot{R} > 0$ ensures the desired behavior of steadily decreasing estimation error. The desired Hamiltonian for the model in stiction is set to $H_d(e) = \frac{1}{2} \phi_1^2 + \frac{1}{2} \bar{m}_2^2$ and the observer input to

$$G_o u_o = -\dot{R} (\partial_x H_d(e))^T$$

The nonlinear observer with passive error dynamics (18) is implemented quasi-continuous.

### 3.4 Model selection

This section presents an approach for the implementation of a switching law between two models in the scope of an observer design with no complete knowledge of the state. Since the state dependence of the derived switching condition in the observer must be evaluated with estimates, a correct selection of the currently correct model for the observer is not always possible. Therefore, a probabilistic model selection based on the Bayesian factor is proposed. The basic idea is that with the current measurement obtained, the probability of both models is determined and the more likely one is used for prediction. The output is interpreted as a random variable $Y$ because a perturbation $v_k$ with probability density function $p_Y(v_k)$ enters the output equation with $y_k = h(x_k) + v_k$. The non-sticking model (3) is referred to as $M_1$, and the sticking model (5)
is referred to as $M_2$, where $f_{M,k}$ and $f_{M,k}$ denote their corresponding sampled-data systems. In principle, this methodology is not limited to two models. Nevertheless, considered are the two models $M_1$ and $M_2$ as well as the a posteriori estimate of the previous time step $\hat{x}_{k-1}$ as well as the current measurement $y_k$. The marginal likelihoods of the two models given the obtained measurement in ratio results in the so-called Bayes factor

$$K = \frac{\Pr(M_1|y = y_k)}{\Pr(M_2|y = y_k)}.$$  

Therefore, when $K > 1$, it is more likely that the measurement $y_k$ stems from the model $M_1$, and vice versa, when $K < 1$, the model $M_2$ is to be preferred. With equal probable models, i.e., $\Pr(M_1) = \Pr(M_2)$ and Bayes’ theorem, see, e.g., Papoulis and Pillai (2002),

$$\Pr(M|y = y_k) = \frac{p_Y(y_k|M)\Pr(M)}{p_Y(y_k)},$$

where $p_Y(y_k) = p_Y(y_k|M_1)\Pr(M_1) + p_Y(y_k|M_2)\Pr(M_2)$ denotes the probability density function of the output, the ratio of the Bayes factor can be simplified to

$$K = \frac{p_Y(y_k|M_1)}{p_Y(y_k|M_2)}.$$  

For the computational implementation the conditional probability density function can be expressed in terms of the probability density of the perturbation as

$$p_Y(y_k|M_2) = p_Y(y_k) \circ (y_k - h(\hat{x}_{M_2,k}))$$

with $\hat{x}_{M_2,k} = f_{M_2,k}(\hat{x}_{k-1})$.

4. EXPERIMENTAL RESULTS

This section is dedicated to the validation of the proposed models and the presentation of the observer performance by the drop-down experiment of the inertia pendulum.

4.1 Validation

The validation should highlight the discrepancy between the model without static friction and the real measured data in order to justify the additional effort for modeling static friction. Furthermore, the validation allowed to identify the parameters of the Strubeck curve as well as the viscous damping coefficients. The parameters of the static friction model as well as the experimental determined parameters of the inertia wheel pendulum are listed in Table 1. Note that the stiction of the pendulum as well as the counter-torque due to the supply lines to the drive wheel are not taken into account. However, in the course of validation, the initialization error of the incremental encoder was compensated by calibration. The reference measurement data, i.e., the angles of pendulum and wheel, of the real laboratory model were recorded by two incremental encoders. The associated angular velocities were determined by gate time measurement. The following Figure 2 shows the validation of both the model without static friction and the model with static friction and structure switch based on (4). While the results of measurement and simulation of both models hardly differ for $\varphi_1$ and $\omega_1$, significant discrepancies between measurement and the model without static friction occur for $\omega_2$. In contrast, the model with static friction reproduces the real behavior of the pendulum very well. Therefore, it is also used for the observer design, since the estimation performance depends to a high degree on the model accuracy.

| Table 1. Parameters of the inertia wheel pendulum and the static friction model. |
|---------------------------------|-----------------|
| **Model parameters** | **Static friction model** |
| Parameter | Value | Parameter | Value |
| $a$ [kg m$^2$ s$^{-2}$] | 0.15535 | $r_C$ [kg m$^2$ s$^{-3}$] | 0.0024 |
| $\theta_1$ [kg m$^2$] | 0.05045 | $r_S$ [kg m$^2$ s$^{-3}$] | 0.0026 |
| $\theta_2$ [kg m$^2$] | 0.00113 | $w_{2,0}$ [s$^{-1}$] | 0.0501 |
| $d_1$ [kg m$^2$ s$^{-1}$] | 0.00885 | $d_2$ [kg m$^2$ s$^{-1}$] | 0.00015 |

Fig. 2. Validation of the inertia wheel pendulum: Comparison of the mathematical models considering static friction (——) and non static friction (—) with measurements from the laboratory demonstrator (—).
linear-quadratic estimator, the correction term of the error dynamics is obtained as Kalman gain. Assuming that the measurement is not disturbed, i.e., $R = 0$, the solution of the algebraic Riccati equation yields observer parameter that lead to a dead-beat behavior. The parameter of nonlinear observer with passive error dynamics are set to $\alpha = 10$ and $\beta = 5$. The observer estimates in Fig. 3 are nearly identical, except for the transient responses. The estimates of the wheel angular velocity $\dot{\omega}_2$ are presented in Fig. 4. The results of the observers are divided into three separate graphs to illustrate the change in adhesion of the wheel. In every estimation step, the observers first determine the probability that the system is in stiction and not in stiction given the latest measurement. The most likely model is subsequently applied for the estimation of the state. In Fig. 4, the current model used for estimation is indicated by the background color, with a red area (-----) marking the sticking model and a green area (-----) marking the no-sticking model. All three observers provide satisfactory results, especially with respect to their combination with the probabilistic model selection.

5. CONCLUSION

In this contribution, three observers for the nonlinear model of inertia wheel pendulum with switching stiction of the wheel have been presented. Beside an extended Kalman Filter, a nonlinear observer with linear as well as a nonlinear observer with passive error dynamics are proposed. As the considered system is described by two differential equations, representing a sticking and a non-sticking model, the switching in the observer is implemented by means of a probabilistic model selection based on Bayes factor. The performance of the observers is verified on a laboratory demonstrator.
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