NEGATIVE AMPHICHIRAL KNOTS AND THE HALF-CONWAY POLYNOMIAL
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ABSTRACT. In 1979, Hartley and Kawauchi proved that the Conway polynomial of a strongly negative amphichiral knot factors as $f(z)f(-z)$. In this paper, we normalize the factor $f(z)$ to define the half-Conway polynomial. First, we prove that the half-Conway polynomial satisfies an equivariant skein relation, giving the first feasible computational method, which we use to compute the half-Conway polynomial for knots with 12 or fewer crossings. This skein relation also leads to a diagrammatic interpretation of the degree-one coefficient, from which we obtain a lower bound on the equivariant unknotting number. Second, we completely characterize polynomials arising as half-Conway polynomials of knots in $S^3$, answering a problem of Hartley-Kawauchi. As a special case, we construct the first examples of non-slice strongly negative amphichiral knots with determinant one, answering a question of Manolescu. The double branched covers of these knots provide potentially non-trivial torsion elements in the homology cobordism group.
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A strongly negative amphichiral knot is a smooth oriented knot $K \subset S^3$ along with an order 2 symmetry $\rho: (S^3, K) \to (S^3, K)$ which reverses the orientation of $S^3$ and of $K$, and which has fixed set $S^0$; see Figure 1 for some examples. Since this symmetry reverses the orientation on $S^3$, it is considerably more difficult to study than its orientation-preserving cousins: periodic and strongly invertible knots. For example, in the concordance group these knots are all torsion so that additive concordance invariants, such as the signature, must vanish. Consequently, it was only recently shown that strongly negative amphichiral knots can have large 4-genus [Mil20].

In this paper we define and study an equivariant version of the Conway polynomial. Apart from our direct results and applications, one long-term goal of this project is to build a foundation to study equivariant knot Floer and Khovanov homology theories for strongly negative amphichiral knots. In the strongly invertible case, such homology theories have been used to show that certain slice disks are not isotopic [DHM21] (see also [Hay21] and [HS22]), and that a refinement of Khovanov homology can distinguish mutants [LW21]. In particular, equivariant theories can provide inroads on non-equivariant problems.

1.1. The half-Conway polynomial. Hartley and Kawauchi showed that the Conway polynomial of a strongly negative amphichiral knot factors as $f(z)f(-z)$ for some polynomial $f(z)$ [HK79, Theorem 1]. Here $f(z)$ corresponds to the Alexander polynomial of the non-orientable homology circle which is the quotient of the knot exterior by the amphichiral symmetry [Kaw75]. This factorization is recognized as an obstruction to the existence of a strongly negative amphichiral symmetry. However, the polynomial $f(z)$ has not been studied as an invariant of the symmetry directly. Indeed, we provide the first method for computing $f(z)$ from a knot diagram.

To produce a diagrammatic computation method, we give a method to naturally choose an element of $\{f(z), f(-z), -f(z), -f(-z)\}$, which we define to be the half-Conway polynomial $\nabla_{(K, \rho)}(z)$ of a strongly negative amphichiral knot $(K, \rho)$; see Definition 4.3. We can then show that the half-Conway polynomial satisfies an equivariant skein relation analogous to the skein relation for the Conway polynomial. Such a skein relation requires a sign associated with symmetric pairs of crossings, but there is no obvious choice; each pair consists of a positive and a negative crossing. Nonetheless, we assign a sign to such pairs (see Definition 3.1).
Theorem 1.1. The half-Conway polynomial satisfies the following equivariant skein relation:
\[ \nabla_{(K_+, \rho)}(z) - \nabla_{(K_-, \rho)}(z) = z \cdot \nabla_{(K_0, \rho)}(z), \]
where \( K_+, K_-, \) and \( K_0 \) are an equivariant skein triple as in Definition 4.6.

Here \((K_+, \rho)\) is any strongly negative amphichiral knot with a positive dichromatic symmetric crossing pair, and \((K_-, \rho)\) and \((K_0, \rho)\) are obtained from \((K_+, \rho)\) by changing and resolving this crossing pair respectively. (See Figure 1 for an example and Section 4.1 for a precise definition of \( K_+, K_-, \) and \( K_0 \).)

Remark 1.2. Although Hartley proved that the Conway polynomial \( \nabla_K(z) \) factors as \( f(z)f(-z) \) for any negative amphichiral knot [Har80, Theorem 3.1], Theorem 1.1 only makes sense when the negative amphichiral symmetry is realized by a diagrammatic involution; that is for strongly negative amphichiral knots.

Following the precedent of the Conway polynomial, one may hope to prove Theorem 1.1 by examining a \( \rho \)-invariant Seifert surface or a pair of Seifert surfaces exchanged by \( \rho \). However, strongly negative amphichiral knots cannot bound symmetric Seifert surfaces; such a surface must contain a point-wise fixed arc but there are only two fixed points in \( S^3 \). Additionally, it is not clear how to extract the necessary homological information from a pair of Seifert surfaces. Instead, we use a novel argument based on symmetric surgery diagrams to piece together the skein relation.

For our first application of Theorem 1.1, we compute the half-Conway polynomial for all strongly negative amphichiral knots with 12 or fewer crossings; see Section 8. Using these computations of the half-Conway polynomial, we can distinguish many strongly negative amphichiral symmetries on a given knot. (The symmetries in the following proposition can also be distinguished by [BS16, Theorem 15.1].)

Proposition 1.3. For any \( n > 0 \), there exists a knot \( K \) with \( n \) strongly negative amphichiral symmetries, distinguished by their half-Conway polynomials.

For a second application, we relate the half-Conway polynomial to another invariant, the half-linking number \( h(K) \) defined in Section 3. The integer \( h(K) \) is the sum of signs of symmetric pairs of crossings in a symmetric diagram (see Definitions 3.1 and 3.4), and we use a theory of symmetric Reidemeister moves (developed in Section 2 and Appendix A) to prove that \( h(K) \) is invariant under equivariant isotopy. We also show that the half-linking number provides a lower bound on the equivariant unknotting number, the minimum number of symmetric pairs of crossing changes necessary to produce the unknot; see Section 3.1.

Theorem 1.4. Let \( K \) be a strongly negative amphichiral knot. Then the half-linking number \( h(K) \) is a lower bound on the equivariant unknotting number. That is, \( \bar{u}(K) \geq |h(K)| \).

Perhaps surprisingly, this bound turns out to be independent of the slice genus, and even the equivariant slice genus; see Example 3.10.

In the following corollary of Theorem 1.1, we specify the relationship between the half-Conway polynomial and the half-linking number, which further implies a relationship between the half-linking number and the Arf invariant.

Corollary 1.5. Let \((K, \rho)\) be an oriented strongly negative amphichiral knot. Then

\[ \nabla_{(K, \rho)}(z) = \frac{1}{n} \left( f(z)^n f(-z)^n \right), \]

\( n \) is the number of strongly negative amphichiral symmetries.
(1) The coefficient of $z$ in $\nabla_{(K,\rho)}(z)$ is equal to the half-linking number $h(K)$, and
(2) $h(K) \equiv \text{Arf}(K) \pmod{2}$.

In particular, the equivalence $h(K) \equiv \text{Arf}(K) \pmod{2}$ gives a simple diagrammatic interpretation of the Arf invariant for strongly negative amphichiral knots. Corollary 1.5 also implies the invariance of the half-linking number, but we include an additional proof via SNA Reidemeister moves; these moves provide a platform for defining and studying diagrammatic invariants, and we believe that they will be an important tool for studying Questions 1.9 and 1.10 below.

Finally, we construct knots with arbitrary prescribed half-Conway polynomials, solving an open problem from [HK79, Remark (3)]. (The following theorem follows immediately from Theorem 6.1.)

**Theorem 1.6.** Let $f(z) \in \mathbb{Z}[z]$ such that $f(0) = 1$. Then there is an oriented strongly negative amphichiral knot $(K, \rho)$ with half-Conway polynomial $\nabla_{(K,\rho)}(z) = f(z)$.

As a particular example, this theorem allows the construction of many non-slice strongly negative amphichiral knots with determinant 1 by choosing a half-Conway polynomial which fails the Fox-Milnor condition and gives determinant 1; see Figure 2 for one example. This answers Problem 20(3) from [FT17].

**Corollary 1.7.** There exist non-slice (strongly negative) amphichiral knots with determinant 1.

Such knots are interesting because their double branched covers represent potentially non-trivial torsion elements in the homology cobordism group. In fact, the involutive Heegaard Floer theoretic invariant called the $\iota$-complex could obstruct these double branched covers from bounding a homology 4-ball (see [DHST18]), although it is currently a challenge to compute these $\iota$-complexes. It is unknown whether there is torsion in the homology cobordism group; see [Man18, Section 2].

**Remark 1.8.** To construct interesting integer homology spheres, Van Buskirk [VB83] constructed prime strongly negative amphichiral knots with Alexander polynomial 1, and Siebenmann and Van Buskirk [SVB83] constructed prime strongly positive amphichiral knots with...
determinant 1. In both cases, it is unknown if the knots are non-slice. More generally, it is unknown if there are non-slice amphichiral knots with Alexander polynomial 1 [FT17, Problem 21].

1.2. Open questions. We conclude with some open questions which we hope will inform future research in the area.

**Question 1.9.** Using the equivariant skein relation in Theorem 1.1 as a definition for the half-Conway polynomial, is there a proof of equivariant isotopy invariance using symmetric Reidemeister moves?

In this paper, we define the half-Conway polynomial by normalizing an Alexander polynomial associated to the quotient of the knot complement so that equivariant isotopy invariance is straightforward; in exchange the proof that it satisfies the equivariant skein relation is somewhat complicated. We attempted the proof of invariance using symmetric Reidemeister moves but were unable to check the SNA R4 move (see Theorem 2.7). This proof method is of interest because it is related to the following question.

**Question 1.10.** Is there an equivariant version of the Jones or HOMFLY-PT polynomial satisfying an equivariant skein relation?

It turns out that the obvious equivariant analog of the skein relation for the Jones polynomial does not define an invariant of strongly negative amphichiral knots. Nonetheless, we believe that some equivariant analog of the Jones polynomial should exist, albeit with a more complicated skein relation. Of course, one may further wish to define an equivariant Khovanov homology theory as has been done for strongly invertible knots; see [LW21], [Wat17], [Cou09]. In a related direction, the following question may be more approachable.

**Question 1.11.** Is there an equivariant version of knot Floer homology categorifying the half-Conway polynomial?

One reason to construct such a theory would be to generate an equivariant slice obstruction to finish the classification of equivariantly slice strongly negative amphichiral knots with 12 or fewer crossings (see [BI21]). Additionally, it may answer the fundamental Question 1.12 below.

**Question 1.12.** Is the equivariant connected sum operation commutative up to equivariant isotopy? up to equivariant concordance?

Here the equivariant connected sum depends on an orientation and choice of fixed point; see Definition 2.5. Certainly the equivariant connected sum operation seems to be non-commutative; recently Di Prisa proved that a similar equivariant concordance group for strongly invertible knots is not abelian [DP22]. However, abelian invariants like the half-linking number and half-Conway polynomial cannot detect non-commutativity.

**Organization.** In Section 2 we give some background on strongly negative amphichiral knots and develop a theory of symmetric Reidemeister moves. In Section 3 we introduce the half-linking number, and establish its additivity under equivariant connected sum. In Section 3.1 we introduce the equivariant unknotting number and prove Theorem 1.4. In Section 4 we define the half-Conway polynomial, discuss its basic properties, and prove Proposition 1.3 and Corollary 1.5. Section 5 discusses an approach to computing the half-Conway polynomial via symmetric surgery diagrams. In Section 6 we prove Theorem 6.1 (equivalently, Theorem
1.6) and Corollary 1.7. In Section 7 we prove Theorem 1.1. In Section 8 we compute the half-Conway polynomial for knots with 12 or fewer crossings. In Appendix B we tabulate symmetric diagrams for these knots.
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2. Background on strongly negative amphichiral knots

We begin with some basic definitions about strongly negative amphichiral knots.

**Definition 2.1.** A strongly negative amphichiral knot is a knot $K \subset \mathbb{S}^3$ along with a smooth involution $\rho: \mathbb{S}^3 \to \mathbb{S}^3$ with fixed-point set $S^0 \subset K$.

Note that by [HS59, Liv63], all strongly negative amphichiral involutions on $\mathbb{S}^3$ are conjugate in the diffeomorphism group. Thinking of $\mathbb{S}^3$ as $\mathbb{R}^3 \cup \{\infty\}$, we will work exclusively with the representative of this conjugacy class given by the point reflection symmetry across the origin. Here the two fixed points are the origin and $\{\infty\}$.

**Definition 2.2.** A symmetric diagram for a strongly negative amphichiral knot $(K, \rho)$ is a regular projection of $K$ to a $\rho$-invariant $S^2 \subset \mathbb{S}^3$ along with under and over-crossing data.

Note that a symmetric diagram must contain both fixed points of $\rho$. We will place one of these fixed points at infinity, and the other in the center of our diagram (that we mark with a dot) so that $K$ may be viewed as a 2-ended tangle with a point reflection symmetry about its center. See Figure 1.

**Definition 2.3.** A direction on a strongly negative amphichiral knot $(K, \rho)$ is a choice of fixed point and orientation on $K$.

Diagrammatically, our convention is to place the chosen fixed point at infinity, and to orient the knot from the left to the right of the page. We will refer to the chosen fixed point as $x_\infty$ and the other fixed point as $x_0$. We will refer to the arc beginning at $x_\infty$ and ending at $x_0$ as $a_r$ (often drawn in red), and the arc beginning at $x_0$ and ending at $x_\infty$ as $a_b$ (often drawn in blue).

**Definition 2.4.** Two strongly negative amphichiral knots $(K, \rho)$ and $(K', \rho')$ are equivalent if there is an equivariant orientation-preserving homeomorphism of pairs $\varphi: (S^3, K) \to (S^3, K')$. If $K$ and $K'$ are oriented, we further require that $\varphi$ preserves the orientation, and if $K$ and $K'$ are directed, we require that $\varphi$ takes the chosen fixed point for $K$ to the chosen fixed point for $K'$.

Note that this notion of equivalence is the same as an equivariant isotopy between $(K, \rho)$ and $(K', \rho')$ (see Theorem 2.7 below), but stronger than the existence of an orientation-preserving homeomorphism $\psi: (S^3, K) \to (S^3, K')$ with $\psi(\rho)$ isotopic to $\rho'$, the equivalence used in the mapping class group $\text{MCG}(S^3, K')$. In particular, changing the choice of direction in an equivariant connected sum (see below) may change the equivalence class of the symmetry, but not the isotopy class.
In this paper, we will work with directed strongly negative amphichiral knots, although our invariants will be insensitive to the choice of fixed point. However, this choice is necessary in order to define an equivariant connected sum operation.

**Definition 2.5.** The equivariant connected sum \((K, \rho) \# (K', \rho')\), or just \(K \# K'\), of two directed strongly negative amphichiral knots \((K, \rho)\) and \((K', \rho')\) is defined by removing a \(\rho\)-invariant neighborhood of \(x_0\) from \((S^3, K, \rho)\) and a \(\rho'\)-invariant neighborhood of \(x_\infty\) from \((S^3, K', \rho')\) and gluing the resulting 3-balls together in the way compatible with the chosen orientations on \(K\) and \(K'\) and with the symmetries \(\rho\) and \(\rho'\). The result is again a directed strongly negative amphichiral knot in \(S^3\) with \(x_0\) the remaining fixed point on \(K'\) and \(x_\infty\) the remaining fixed point on \(K\). See Figure 3.

**Remark 2.6.** We will also make use of the (non-equivariant) connected sum \(K \# K\) of a knot \(K\) with its reverse mirror \(\overline{K}\). Note that \(K \# \overline{K}\) has an obvious strongly negative amphichiral symmetry exchanging \(K\) and \(\overline{K}\). If \(K\) happens to be a strongly negative amphichiral knot, then \(K \# K\) should not be confused with \(K \# \overline{K}\), which in general are two distinct symmetries on \(K \# K\).

### 2.1. Symmetric Reidemeister moves for strongly negative amphichiral knots

Perhaps the simplest way to obtain invariants of strongly negative amphichiral knots is to define a theory of Reidemeister moves which are invariant under the symmetry, which we call strongly negative amphichiral (SNA) Reidemeister moves.

**Theorem 2.7.** Every pair of equivariant diagrams for a directed strongly negative amphichiral knot \(K\) are related by a finite sequence of the following moves.

1. An equivariant planar isotopy \((R_0)\).
2. An equivariant pair of any of the 3 standard Reidemeister moves \(R_1\), \(R_2\), and \(R_3\).
3. The following new symmetric move \(R_4\) corresponding to pulling an equivariant pair of strands across one of the two fixed points.

**Remark 2.8.** If \(K\) is not directed, then there is an additional “move” which consists of redrawing the same diagram with the other fixed point at \(\infty\). In part to avoid this, we work with directed strongly negative amphichiral knots throughout this paper.
The proof of Theorem 2.7 is somewhat involved, and perhaps of independent interest; we provide it in Appendix A.

3. THE HALF-LINKING NUMBER

The two fixed points on a strongly negative amphichiral knot separate it into a pair of arcs $a_r$ and $a_b$ exchanged by the involution, and a direction on the knot specifies an order on the crossings of any symmetric diagram as follows. We say that for a pair of crossings $c$ and $c'$ in $D$, $c < c'$ if we encounter $c$ before $c'$ when traversing $K$ following the orientation and starting at $x_\infty$. Using this structure, we associate a sign to each equivariant pair of crossings $(c, \rho(c))$. (Note that $c$ and $\rho(c)$ always have opposite signs.)

**Definition 3.1.** Let $(K, \rho)$ be a directed strongly negative amphichiral knot, and fix an equivariant diagram $D$ for $K$. For an equivariant pair of crossings $(c, \rho(c))$, we define $\text{sign}(c, \rho(c))$ as the sign of the larger of the two crossings $c$ and $\rho(c)$. In other words

$$\text{sign}(c, \rho(c)) = \begin{cases} 
\text{sign}(c), & \text{if } c > \rho(c) \\
\text{sign}(\rho(c)), & \text{if } \rho(c) > c.
\end{cases}$$

**Definition 3.2.** Let $c, \rho(c)$ be a pair of crossings in a strongly negative amphichiral knot diagram. If $c$ contains an arc from $a_r$ and an arc from $a_b$ then we call $(c, \rho(c))$ a dichromatic crossing pair. If both arcs of $c$ belong to either $a_r$ or $a_b$, we call $(c, \rho(c))$ a monochromatic crossing pair.

**Remark 3.3.** As we will see, when $(c, \rho(c))$ is a dichromatic crossing pair, $\text{sign}(c, \rho(c))$ does not depend on the choice of fixed point in the direction of $K$, only on the orientation; see Proposition 3.7. On the other hand, if $(c, \rho(c))$ is a monochromatic crossing pair, then $\text{sign}(c, \rho(c))$ does depend on the choice of fixed point.

We can now define an invariant of strongly negative amphichiral knots by counting the signs of equivariant pairs of crossings involving an arc in $a_r$ and an arc in $a_b$.

**Definition 3.4.** Let $D$ be an equivariant diagram for a directed strongly negative amphichiral knot $(K, \rho)$. Then the half-linking number is

$$h(D) = \frac{1}{2} \sum \text{sign}(c, \rho(c)),$$

where the sum is over dichromatic crossing pairs $(c, \rho(c))$.

**Example 3.5.** Consider the strongly negative amphichiral diagram $D$ for the directed strongly negative amphichiral knot $10_{88}$ shown in Figure 4. The greater in each dichromatic crossing pair is marked with a gray circle, and since both are positive crossings we have that $h(D) = \frac{1}{2}(1 + 1) = 1$.

In Theorem 3.6 and Proposition 3.7 below, we show that the half-linking number is an invariant of an oriented strongly negative amphichiral knot. In other words, the half-linking number does not depend on the choice of equivariant diagram, or the choice of fixed point on the knot. We will then write $h(K)$ to refer to the half-linking number of the oriented strongly negative amphichiral knot $K$.

**Theorem 3.6.** Let $D_1$ and $D_2$ be equivariant diagrams for a directed strongly negative amphichiral knot $(K, \rho)$. Then $h(D_1) = h(D_2)$. In particular, the half-linking number does not depend on the choice of equivariant diagram.
Figure 4. A strongly negative amphichiral diagram for $10_{88}$ with a choice of direction. For convenience the arcs $a_r$ and $a_b$ are colored red and blue respectively.

Figure 5. The half-linking number is invariant under the R4 move. The crossing pairs are labeled with their contribution to the half-linking number.

Proof. By Theorem 2.7, $D_1$ and $D_2$ are related by a sequence of the SNA Reidemeister moves R0, R1, R2, R3, and R4, so it is enough to check that the half-linking number is unchanged under each of these moves.

After an SNA R0 move, the crossings and order are identical so that the half-linking number is unchanged.

After an SNA R1 move there is a new invariant crossing pair, but it is monochromatic so that it does not contribute to the half-linking number.

After an SNA R2 move there are two new crossing pairs, and either both are dichromatic, or neither are. In the first case, the two crossing pairs contribute to the half-linking number with opposite signs so that in both cases the half-linking number is unchanged.

For SNA R3 moves there are two cases. Either all three crossing pairs are monochromatic, in which case invariance is clear, or one crossing pair is monochromatic and the other two are dichromatic. In the latter case, the order on each of the two dichromatic crossing pairs does not change. In particular, there are the same number of crossing pairs which contribute to the half-linking number, with the same signs.

Finally after an SNA R4 move there are three new pairs of crossings. Regardless of how we orient the strands (ensuring that it is compatible with the amphichiral symmetry) and which direction we choose, exactly two of these pairs of crossings are dichromatic; one contributes +1 to the half-linking number and one contributes −1 to the half-linking number. Figure 5 shows the result of an SNA R4 move with one choice of orientations and direction; the other choices are similar.

□

Proposition 3.7. Let $K$ be a directed strongly negative amphichiral knot. Let $rK$ be the reverse of $K$ and let $K^*$ be $K$ with the other choice of fixed point. Then

1. $h(K) = -h(rK)$, and
2. $h(K) = h(K^*)$. 

Proposition 3.7. Let $K$ be a directed strongly negative amphichiral knot. Let $rK$ be the reverse of $K$ and let $K^*$ be $K$ with the other choice of fixed point. Then

1. $h(K) = -h(rK)$, and
2. $h(K) = h(K^*)$. 


Figure 6. A strongly negative amphichiral diagram for the equivariantly slice knot $K = 8_9$ for which $h(K) = -2$. The four crossings contributing to $h(K)$ are indicated with a gray circle; they are all negative crossings.

Proof. Reversing the orientation on $K$ reverses the order on the crossings so that if $c < \rho(c)$ in a diagram for $K$, then $\rho(c) < c$ in the corresponding diagram for $rK$. However, the signs of the crossings themselves do not depend on the orientation. Hence the sign of $(c, \rho(c))$ in $K$ and $rK$ are different and $h(K) = -h(rK)$.

Next, note that in diagrams for $K$ and $rK^*$, the crossings along $a_r$ appear in the opposite order so that $h(K) = -h(rK^*)$. Then by (1), $h(K^*) = -h(rK^*)$. Therefore $h(K) = h(K^*)$. □

**Proposition 3.8.** Given two directed strongly negative amphichiral knots $K$ and $K'$,

$$h(K \# K') = h(K) + h(K').$$

Proof. This is immediate from the definitions by considering diagrams $D$ and $D'$ for $K$ and $K'$ respectively, and the corresponding diagram $D \# D'$ for $K \# K'$. The dichromatic crossing pairs in $D$ and $D'$ (see Definition 3.4) correspond precisely with the dichromatic crossing pairs in $D \# D'$, and since the corresponding crossing pairs have the same sign, their contributions to the half-linking number agree. □

**Remark 3.9.** One may wonder whether $h(K)$ is an equivariant concordance invariant; it is analogous to the linking number, it is additive under equivariant connected sum, and changing the direction on $K$ (as needed to define the inverse in the equivariant concordance group) negates $h(K)$. However, this is false; see the following example.

**Example 3.10.** Consider the knot $K = 8_9$ (with the direction as shown in Figure 6). We compute $h(K) = -2$, but $K$ is equivariantly slice (see [BI21, Figure 1]).

**3.1. Equivariant unknotting.** Next we discuss an application of the half-linking number to equivariant unknotting.

**Definition 3.11.** Given a strongly negative amphichiral knot $K$, the equivariant unknotting number $\tilde{u}(K)$ is the minimum number of equivariant pairs of crossing changes necessary to transform $K$ into the unknot.

Note that a single crossing change cannot be equivariant for a strongly negative amphichiral knot. We also have the immediate inequality $\tilde{u}(K) \geq u(K)$, where $u(K)$ is the (usual) unknotting number of $K$.

**Proposition 3.12.** The equivariant unknotting number $\tilde{u}(K)$ is finite.

Proof. Given an equivariant diagram $D$ for a strongly negative amphichiral knot $K$, we will produce a finite equivariant unknotting sequence. To begin, note that the two fixed points
separate $K$ into two arcs $a_r$ and $a_b$. In each dichromatic pair of crossings in $D$, either $a_r$ passes over $a_b$ in both crossings, or vice versa. First, perform a finite sequence of equivariant crossing changes to ensure $a_r$ always passes over $a_b$. This produces a new strongly negative amphichiral knot $K'$ which is a connected sum $J\#\overline{J}$. Here $\overline{J}$ is the reverse mirror of $J$ and the symmetry on $K'$ exchanges $J$ and $\overline{J}$. Now take any finite unknotted sequence $\{c_i\}$ for $J$. Then $\{\rho(c_i)\}$ is a finite unknotted sequence for $\overline{J}$. Thus $\{c_i, \rho(c_i)\}$ is a finite equivariant unknotted sequence for $K'$.

**Theorem 1.4.** Let $K$ be a strongly negative amphichiral knot. Then the half-linking number $h(K)$ is a lower bound on the equivariant unknotted number. That is, $\tilde{u}(K) \geq |h(K)|$.

**Proof.** We will prove this by induction on $\tilde{u}(K)$. Clearly $\tilde{u}(K) = 0$ if and only if $K$ is the unknot, and the half-linking number of the unknot is 0.

Now consider an equivariant pair of crossing changes which take a knot $K_1$ with $\tilde{u}(K_1) = n$ to a knot $K_2$ with $\tilde{u}(K_2) = n - 1$. By inductive assumption, $|h(K_2)| \leq n - 1$. Taking any symmetric diagram in which this equivariant pair of crossing changes is visible, let $a_r$ and $a_b$ be the two arcs of the diagram. On one hand, the crossing changes transforming $K_1$ into $K_2$ may occur between a monochromatic crossing pair. In this case the half-linking number is unchanged so that $|h(K_1)| = |h(K_2)| \leq n - 1 \leq n$, as desired. Otherwise, the crossing pair is dichromatic so that $h(K_1)$ and $h(K_2)$ differ by $\pm 1$. In particular, $|h(K_1)| \leq |h(K_2)| + 1 \leq n - 1 + 1 = n$.

This theorem is sharp for many knots with 12 or fewer crossings, such as in the following example.

**Example 3.13.** Consider the strongly negative amphichiral symmetry $\rho$ on $12a_{1287}$ shown in Figure 7. The 6 crossings in the bottom right are all positive, so that $h(12a_{1287}, \rho) = 3$ and hence $\tilde{u}(12a_{1287}, \rho) \geq 3$ by Theorem 1.4. On the other hand, changing the 3 equivariant pairs of crossings so that the red arc $a_r$ always passes over the blue arc $a_b$ produces the unknot, so that $\tilde{u}(12a_{1287}, \rho) \leq 3$. It is interesting to compare this to the (non-equivariant) unknotted number for $12a_{1287}$, which is unknown (it is either 2 or 3).

4. **The half-Conway polynomial**

Let $(K, \rho)$ be an oriented strongly negative amphichiral knot. Then $\rho$ restricts to a free involution of $S^3 - \nu(K)$. The quotient $Q = (S^3 - \nu(K))/\rho$ is a non-orientable homology circle; that is, $H_4(Q; \mathbb{Z}) = H_4(S^1; \mathbb{Z})$ and $H_3(Q, \partial Q; \mathbb{Z}) = 0$ (see [HK79, Lemma 1] for details). In particular, one can define the Alexander polynomial of $Q$ after choosing a generator of $H_1(Q; \mathbb{Z})$; see Kawauchi [Kaw75]. In the case of the quotient of a strongly negative amphichiral knot exterior, an oriented meridian of $K$ descends to a generator of $H_1(Q; \mathbb{Z})$ so that an orientation on $K$ specifies a generator of $H_1(Q; \mathbb{Z})$ by the right-hand rule. The Alexander polynomial of $Q$ is then the principal generator of the first elementary
ideal of $H_1$ of the infinite cyclic cover, thought of as a $\mathbb{Z}[\tau, \tau^{-1}]$-module. Unlike the usual Alexander polynomial, it is important that the orientation of $K$ specifies a generator $\tau$ (as opposed to $\tau^{-1}$) since the polynomial need not be invariant under $\tau \mapsto \tau^{-1}$.

**Definition 4.1.** The half-Alexander polynomial $\Delta_{(K, \rho)}(\tau)$ of $(K, \rho)$ is the Alexander polynomial of $Q = (S^3 - \nu(K))/\rho$.

Similarly to the usual Alexander polynomial, $\Delta_{(K, \rho)}(\tau)$ is defined only up to multiplication by a unit in $\mathbb{Z}[\tau, \tau^{-1}]$, which we indicate with the symbol “$\doteq$”. Clearly $\Delta_{(K, \rho)}(\tau)$ is an oriented equivariant isotopy invariant.

**Theorem 4.2** ([HK79, Theorem 1]). The half-Alexander polynomial $\Delta_{(K, \rho)}(\tau)$ satisfies the following.

1. $|\Delta_{(K, \rho)}(1)| = 1$.
2. $\Delta_{(K, \rho)}(\tau) \doteq \Delta_{(K, \rho)}(-\tau^{-1})$, and
3. $\Delta_{(K, \rho)}(\tau) \cdot \Delta_{(K, \rho)}(-\tau) \doteq \Delta_K(\tau^2)$.

In the following definition, we use Theorem 4.2 to resolve the ambiguity in $\Delta_{(K, \rho)}(\tau)$ of multiplication by a unit in $\mathbb{Z}[\tau, \tau^{-1}]$. This is analogous to the Conway normalization of the usual Alexander polynomial [Con70] (see also [Lic97, Chapter 8]).

**Definition 4.3.** Let $(K, \rho)$ be an oriented strongly negative amphichiral knot. Then the half-Conway polynomial $\nabla_{(K, \rho)}(z)$ is the unique polynomial of $z$ such that

1. $\nabla_{(K, \rho)}(\tau - \tau^{-1}) \doteq \Delta_{(K, \rho)}(\tau)$, where $\Delta_{(K, \rho)}(\tau)$ is the half-Alexander polynomial (see Definition 4.1), and
2. $\nabla_{(K, \rho)}(0) = 1$.

To see that $\nabla_{K, \rho}(z)$ is well-defined, note that Theorem 4.2(2) implies that for some $a_i \in \mathbb{Z}$ and $n \geq 1$,

$$\Delta_{(K, \rho)}(\tau) \doteq a_0 + \sum_{i=1}^{n} a_i (\tau^i + (-\tau^{-1})^i).$$

In particular, by the fundamental theorem of symmetric polynomials, the right side can be written as a polynomial in $\tau \cdot (-\tau^{-1})$ and in $\tau - \tau^{-1}$, or just $\tau - \tau^{-1}$. Furthermore, Theorem 4.2(1) allows us to pin down the overall sign of $\nabla_{K, \rho}(z)$ by specifying that $\nabla_{K, \rho}(0) = 1$. Note that $\nabla_{(K, \rho)}(z)$ is clearly an oriented equivariant isotopy invariant.

In the second two parts of the following proposition, we show that the half-Conway polynomial $\nabla_{(K, \rho)}(z)$ has similar properties to the usual Conway polynomial $\nabla_K(z)$ (see [Lic97, Section 8] for background about the Conway polynomial). In particular, we can describe the effect of orientation reversal (c.f. [Lic97, Proposition 6.12]), and of connected sums. In Section 4.1 we will see that the half-Conway also satisfies a skein relation.

**Proposition 4.4.** Let $(K, \rho)$ be an oriented strongly negative amphichiral knot. Then the half-Conway polynomial $\nabla_{(K, \rho)}(z)$ has the following properties.

1. $\nabla_{(K, \rho)}(z) \cdot \nabla_{(K, \rho)}(-z) = \nabla_K(z)$.
2. $\nabla_{(K, \rho)}(z) = \nabla_{(rK, \rho)}(-z)$, where $rK$ is $K$ with the opposite orientation.
3. $\nabla_{(K^\#K', \rho \#\rho')}(z) = \nabla_{(K, \rho)}(z) \cdot \nabla_{(K', \rho')}(z)$.

**Proof.** For statement (1), recall that $\Delta_K(\tau^2) = \nabla_K(\tau - \tau^{-1})$. Now rewriting Theorem 4.2(3) in terms of the Conway and half-Conway polynomial, we get

$$\nabla_{(K, \rho)}(\tau - \tau^{-1}) \cdot \nabla_{(K, \rho)}(-\tau + \tau^{-1}) = \nabla_K(\tau - \tau^{-1}),$$

where $\nabla_K$ is the Conway polynomial, which is well-defined up to the sign of $\tau - \tau^{-1}$. For statement (2), using Theorem 4.2(2) and Definition 4.1, we have

$$\Delta_{(K, \rho)}(\tau) = \Delta_{(K, \rho)}(-\tau^{-1}) = \nabla_K(\tau - \tau^{-1}),$$

and

$$\Delta_{(K, \rho)}(\tau) = \Delta_{(K, \rho)}(-\tau^{-1}) = \nabla_K(\tau - \tau^{-1}),$$

where $\nabla_K$ is the Conway polynomial, which is well-defined up to the sign of $\tau - \tau^{-1}$. For statement (3), using Theorem 4.2(2) and Definition 4.1, we have

$$\Delta_{(K^\#K', \rho \#\rho')}(\tau) = \Delta_{(K, \rho)}(\tau) \cdot \Delta_{(K', \rho')}(\tau),$$

and

$$\Delta_{(K^\#K', \rho \#\rho')}(\tau) = \Delta_{(K, \rho)}(\tau) \cdot \Delta_{(K', \rho')}(\tau),$$

where $\nabla_K$ is the Conway polynomial, which is well-defined up to the sign of $\tau - \tau^{-1}$.
For statement (2), note that reversing the orientation on \( K \) corresponds to exchanging \( \tau \) and \( \tau^{-1} \), and hence \( \Delta_{(K,\rho)}(\tau) = \Delta_{(rK,\rho)}(\tau^{-1}) \). Then substituting for the half-Conway polynomial we have \( \nabla_{(K,\rho)}(z) = \nabla_{(rK,\rho)}(-z) \).

For statement (3), let \( Q, \tilde{Q}, \) and \( \tilde{Q}'' \) be the infinite cyclic covers of \( (S^3 - \nu(K))/\rho, (S^3 - \nu(K'))/\rho' \), and \( (S^3 - \nu(K\#K'))/(\rho\#\rho') \) respectively. Consider the connected summing sphere \( S \) for \( K\#K' \). Lifting \( S/\rho \) to \( \tilde{Q}'' \), we have \( \tilde{S} \cong \mathbb{R} \times I \), which separates \( \tilde{Q}'' \) into two pieces: one \( \tau \)-equivariantly homeomorphic to \( \tilde{Q} \) and one \( \tau \)-equivariantly homeomorphic to \( \tilde{Q}' \). Now since \( \mathbb{R} \times I \) is contractible, the Mayer-Vietoris sequence applied to this decomposition of \( \tilde{Q}'' \) gives that the \( \mathbb{Z}[[\tau, \tau^{-1}]] \)-module \( H_1(\tilde{Q}'') \) splits as a direct sum of \( H_1(\tilde{Q}) \) and \( H_1(\tilde{Q}') \). Hence the half-Alexander polynomial is multiplicative under connected sum, and so is the half-Conway polynomial. \( \square \)

**Proposition 1.3.** For any \( n > 0 \), there exists a knot \( K \) with \( n \) strongly negative amphichiral symmetries, distinguished by their half-Conway polynomials.

**Proof.** Let \( K' = 10_{43} \) with \( \rho \) the strongly negative amphichiral symmetry shown in Figure 8 and let \( (rK',\rho) \) be its reverse. In Section 8 we compute that \( \nabla_{(K',\rho)}(z) = 1 + z^2 + z^3 \). Note that \( K' \) is reversible so that \( K' \) and \( rK' \) are (non-equivariantly) isotopic. For any \( n \in \mathbb{N} \) we can take equivariant connected sums to obtain \( (K_{i,j},\rho_{i,j}) := \#^i(K',\rho)\#^j(rK',\rho) \), where \( i, j \geq 0 \) with \( i + j = n \). Each \( K_{i,j} \) is isotopic to \( \#^nK' = K \), but computing the half-Conway polynomials (see Proposition 4.4(2) and (3)) gives that

\[
\nabla_{(K_{i,j},\rho_{i,j})}(z) = (1 + z^2 + z^3)^i(1 + z^2 - z^3)^j
\]

so that each of these \( n + 1 \) symmetries is distinct. \( \square \)

The following proposition will be an important first step towards computing the half-Conway polynomial for an arbitrary strongly negative amphichiral knot.

**Proposition 4.5.** Let \( J \subset S^3 \) be any oriented knot, and let \( \overline{J} \) be the reverse mirror of \( J \) so that \( J \# \overline{J} \) has a natural strongly negative amphichiral symmetry \( \rho \). Then

\[
\nabla_{(J \# \overline{J},\rho)}(z) = \nabla_{J}(z),
\]

where \( \nabla_{J}(z) \) is the usual Conway polynomial of \( J \).

We postpone the proof of this proposition until the end of Section 5, after we discuss symmetric surgery presentations.

### 4.1. The equivariant skein relation

Before stating the main theorem, we set up some notation and conventions as follows. Recall that the fixed points separate \( K \) into a pair of arcs \( a_r \) and \( a_b \), and recall that in Definition 3.1 we assigned a sign to each equivariant pair of crossings.
\[ \rho(c_+) + \rho(c_-) = D_+ + D_- - D_0 \]

Figure 9. The diagrams \( D_+ \), \( D_- \), and \( D_0 \) are identical outside of the equivariant pair of disks shown. Here \( c_+ > \rho(c_+) \) and \( c_- > \rho(c_-) \). Note that we require \((c_+, c_-)\) to be a dichromatic crossing pair; see Definition 3.2.

**Definition 4.6.** An equivariant skein triple is a triple \( K_+, K_-, \) and \( K_0 \) of strongly negative amphichiral knots such that

1. There are diagrams \( D_+, D_- \), and \( D_0 \) for \( K_+, K_-, \) and \( K_0 \) respectively which are identical outside of an equivariant pair of disks.
2. Within the equivariant pair of disks, \( D_+ \) is a positive dichromatic crossing pair, \( D_- \) is a negative dichromatic crossing pair, and \( D_0 \) is the unique oriented resolution of that crossing pair; see Figure 9.

**Theorem 1.1.** The half-Conway polynomial satisfies the following equivariant skein relation:

\[ \nabla_{(K_+, \rho)}(z) - \nabla_{(K_-, \rho)}(z) = z \cdot \nabla_{(K_0, \rho)}(z), \]

where \( K_+, K_- \), and \( K_0 \) are an equivariant skein triple as in Definition 4.6.

We defer the proof of Theorem 1.1 until Section 7.

**Remark 4.7.** In contrast with the skein relation for the usual Conway polynomial, the resolution of a dichromatic crossing pair is a knot rather than a link. One might wish to extend this skein relation to all equivariant pairs of crossings. However, to do so requires consideration of links, which arise when resolving monochromatic crossing pairs. Since there is no clear way to assign a sign to an equivariant pair of crossings in a link, we only define the skein relation on dichromatic crossing pairs.

Although the equivariant skein relation is not defined for every pair of crossings, we can still use it to compute the half-Conway polynomial \( \nabla_{(K, \rho)}(z) \) for any strongly negative amphichiral knot \( K \) as follows. Iteratively apply the equivariant skein relation to obtain a skein decomposition of \( K \) such that in every element in the decomposition the arc \( a_r \) always passes over the arc \( a_0 \). In such a diagram, we can perform a small equivariant isotopy to pull \( a_r \) above the plane of the diagram, and \( a_0 \) behind the plane of the diagram, so that the plane of the diagram decomposes the knot as \( J \# \overline{J} \) for some \( J \), and \( \nabla_{(J \# \overline{J}, \rho)}(z) = \nabla_J(z) \); see Proposition 4.5. The half-Conway polynomials of the summands in the skein decomposition then determine the half-Conway polynomial of \( K \) by Theorem 1.1. An example computation is worked out in Figure 10.

In addition to providing an easy computational method, this equivariant skein relation also allows us to relate the half-Conway polynomial and the Arf invariant to the half-linking number of \( K \).
Figure 10. A strongly negative amphichiral diagram for $K_+ = 8_{17}$ (top), and the strongly negative amphichiral diagrams obtained by a crossing change ($K_-$ on the bottom left) and an oriented resolution ($K_0$ on the bottom right) on the indicated symmetric pair of crossings. Here $K_-$ is the unknot, and $K_0$ is $3_1 \# 3_1$, so that $\nabla_{(K_+, \rho)}(z) = \nabla_{(K_-, \rho)}(z) + z \cdot \nabla_{(K_0, \rho)}(z) = 1 + z(1 + z^2) = 1 + z + z^3$.

Corollary 1.5. Let $(K, \rho)$ be an oriented strongly negative amphichiral knot. Then

1) The coefficient of $z$ in $\nabla_{(K, \rho)}(z)$ is equal to the half-linking number $h(K)$, and
2) $h(K) \equiv \text{Arf}(K) \pmod{2}$.

Proof. We first prove claim (1). Let $a_1(K)$ denote the $z$-coefficient of $\nabla_{(K, \rho)}(z)$. First, consider strongly negative amphichiral knots of the form $J \# J$ for some knot $J$. By definition, $h(J \# J) = 0$, and by Proposition 4.5, $a_1(J \# J) = 0$ since the Conway polynomial $\nabla_J(z)$ is a polynomial in $z^2$. Next, note that the half-linking number $h(K)$ satisfies the relation

\[ h(K_+) - h(K_-) = 1, \]

and Theorem 1.1 (along with Definition 4.3) implies that

\[ a_1(K_+) - a_1(K_-) = 1. \]

Now any strongly negative amphichiral knot $K$ admits a finite sequence of dichromatic crossing changes which transforms it to a knot of the form $J \# J$ for some knot $J$. By definition, $h(J \# J) = 0$, and by Proposition 4.5, $a_1(J \# J) = 0$ since the Conway polynomial $\nabla_J(z)$ is a polynomial in $z^2$. Next, note that the half-linking number $h(K)$ satisfies the relation

\[ h(K_+) - h(K_-) = 1, \]

and Theorem 1.1 (along with Definition 4.3) implies that

\[ a_1(K_+) - a_1(K_-) = 1. \]

For claim (2), recall that the $z^2$-coefficient of the Conway polynomial is the Arf invariant (mod 2) [Kau83, Corollary 10.8] and by Proposition 4.4,

\[ \nabla_{(K, \rho)}(z) \cdot \nabla_{(K, \rho)}(-z) = \nabla_K(z). \]

Letting $\nabla_{(K, \rho)}(z) = 1 + a_1 z + a_2 z^2 + \ldots$, we have $\nabla_{(K, \rho)}(-z) = 1 - a_1 z + a_2 z^2 - \ldots$ and hence

\[ \nabla_K(z) = 1 + (2a_2 - a_1^2)z^2 + \ldots. \]

Then since $(2a_2 - a_1^2) \equiv a_1 \pmod{2}$, we have that $\text{Arf}(K) \equiv a_1 \equiv h(K) \pmod{2}$. \qed
5. Computing the half-Alexander polynomial with a surgery presentation

In this section we use a symmetric surgery description of a strongly negative amphichiral knot to obtain an equivariant presentation for the Alexander module from which we can compute the half-Alexander polynomial. This is analogous to the non-equivariant discussion in [Lie97, Section 7].

We begin with some notation. Let \((K, \rho)\) be an oriented strongly negative amphichiral knot and let \(X = S^3 - \nu(K)\) be the exterior of \(K\) with quotient \(Q = (S^3 - \nu(K))/\rho\). Let \(X_\infty(K)\) be the infinite cyclic cover of \(K\). Let \(t\) be the generator of the deck transformation group specified by the orientation on \(K\). Then \(H_1(X_\infty; \mathbb{Z})\) is naturally a \(\mathbb{Z}[t, t^{-1}]\)-module. The following proposition is implicit in the work of Kawauchi [Kaw76], but we produce a proof here for convenience.

**Proposition 5.1.** The symmetry \(\rho\) lifts to a homeomorphism \(\tau: X_\infty(K) \to X_\infty(K)\) such that \(\tau^2 = t\). Furthermore, \(X_\infty(K) \to X \to Q\) is the infinite cyclic cover of \(Q\), and \(\tau\) is the generator of the deck transformation group compatible with the orientation on \(K\). In particular, \(\tau\) is unique and the \(\mathbb{Z}[\tau, \tau^{-1}]-\)module \(H_1(X_\infty(K); \mathbb{Z})\) is the Alexander module of \(Q\).

**Proof.** Let \(m\) be an oriented meridian of \(K\) such that \(\text{lk}(m, K) = 1\); we may choose \(m\) such that \(\rho(m) = m\). Let \(\pi_\rho\) denote the quotient map \(X \to Q\). Note that \(\pi_\rho\) is the orientation cover of \(Q\) since it is an orientable double cover. Let \(l = \pi_\rho(m)\) be the oriented loop in \(Q\) with \((\pi_\rho)_*([m]) = 2[l] \in H_1(Q; \mathbb{Z})\). After choosing a basepoint \(q \in l\), the covering space correspondence produces from \([l] \in \pi_1(Q, q)\) a deck transformation on \(X \to Q\) and a deck transformation of \(X_\infty(K) \to X \to Q\). By construction, the deck transformation of \(X \to Q\) is \(\rho\), and we call the other deck transformation \(\tau: X_\infty(K) \to X_\infty(K)\). Clearly \(\tau\) is a lift of \(\rho\), and it remains to show that \(\tau^2 = t\). Since \(\tau\) is a lift of \(\rho\), we have that \(\tau^2\) is a lift of \(\rho^2 = \text{id}_X\), and hence that \(\tau^2\) must be a deck transformation of the covering map \(X_\infty(K) \to X\). Explicitly choosing a basepoint \(p \in \pi^{-1}(q)\), we see that both \(\tau^2\) and \(t\) correspond to \([m]\) \in \pi_1(X, p)\) and hence \(\tau^2 = t\).

To see that \(X_\infty(K) \to X \to Q\) is the infinite cyclic cover of \(Q\), note that \(X_\infty(K)/\tau = (X_\infty(K)/\tau^2)/\rho = X/\rho = Q\), and in particular \(\tau\) generates the (infinite cyclic) deck transformation group. It also follows from the construction in the previous paragraph that \(\tau\) is compatible with the orientation of \(K\).

Next we show that \(\tau\) is the unique lift of \(\rho\) satisfying \(\tau^2 = t\). Note that all lifts of \(\rho\) are deck transformations of \(X_\infty(K) \to Q\) and hence they are of the form \(\tau^n\) for some \(n \in \mathbb{Z}\). Clearly the only lift that squares to \(t\) is \(\tau\). The final statement, that the \(\mathbb{Z}[\tau, \tau^{-1}]-\)module \(H_1(X_\infty(K); \mathbb{Z})\) is the Alexander module of \(Q\), follows from the second part of the statement.

We now describe how to compute the Alexander module of \(Q\) in terms of a symmetric surgery description of \(X_\infty(K)\). Here a symmetric surgery diagram of \(K\) refers to a strongly negative amphichiral unknot \(U\) along with a symmetric framed link \(L\) such that surgery along \(L\) gives \(S^3\) and \(U\) becomes \(K\). We further require that the linking number of each component of \(L\) with \(U\) is 0 so that the link lifts to \(X_\infty(U)\). See for example Figures 11 and 2 (left).

We now describe one way to obtain a symmetric surgery description. Start with a symmetric diagram \((D, \rho)\), and let \(\{c_i, \rho(c_i)\}\) be a symmetric collection of crossings such that changing all of these crossings produces an unknot (see Proposition 3.12). We now change
the crossings \( \{c_i, \rho(c_i)\} \) and introduce a pair of framed surgery circles \( \{\alpha_i, \beta_i\} \); see Figure 11 for the case of the figure-eight knot. The resulting unknot \( U \), along with \( \{\alpha_i, \beta_i\} \), produces a symmetric description of \( K \). Note that \( \text{lk}(U, \alpha_i) = \text{lk}(U, \beta_i) = 0 \).

We can now lift the framed link \( \bigcup_i (\alpha_i \cup \beta_i) \) to the infinite cyclic cover of \( U \) to obtain a surgery description for \( X_\infty(K) \). Since \( U \) is an unknot, the infinite cyclic cover is \( D^2 \times \mathbb{R} \); see Figure 12 and 13 for the case of the figure-eight knot. Note that \( \tau \) acts as the composition of a horizontal translation with a reflection across \( D^1 \times \mathbb{R} \), taking a lift of \( \alpha_i \) to a lift of \( \beta_i \), and a lift of \( \beta_i \) to a lift of \( \alpha_i \).

Next we write a presentation matrix for the \( \mathbb{Z}[[\tau, \tau^{-1}]] \)-module \( H_1(X_\infty(K); \mathbb{Z}) \). To do so, we choose for each \( i \) a lift \( \overline{\alpha}_i \) of \( \alpha_i \), and an oriented meridian \( m_i \) of \( \overline{\alpha}_i \). Then \( H_1(X_\infty(K); \mathbb{Z}) \) is generated over \( \mathbb{Z}[[\tau, \tau^{-1}]] \) by \( \{m_i\} \). Each symmetric pair of surgery circles \( (\alpha_i, \beta_i) \) then gives a relator as follows. Orient \( \overline{\alpha}_i \) so that the linking with \( m_i \) is +1 and let \( l_i \) be the oriented parallel push-off of \( \overline{\alpha}_i \) representing the framing. Now define

\[
(3) \quad f_{i,j}(\tau) = \sum_k \text{lk}(l_i, \tau^k \overline{\alpha}_j)(-\tau)^k \in \mathbb{Z}[\tau, \tau^{-1}],
\]

and the relator corresponding to \((\alpha_i, \beta_i)\) is

\[
 r_i = \sum_j f_{i,j}(\tau)m_j.
\]

The \((i, j)\)th entry of the presentation matrix \( M \) is then given by \( f_{i,j} \). Since \( M \) is a square matrix, we have

\[
\Delta_{(K, \rho)}(\tau) \doteq \det(M).
\]

Note that \( M \) has an unusual symmetry: \( f_{i,j}(\tau) = f_{j,i}(-\tau^{-1}) \). Indeed, using the deck transformation \( \tau^{-k} \), we have

\[
\text{lk}(l_i, \tau^k \overline{\alpha}_j) = (-1)^k \cdot \text{lk}((-\tau)^{-k} \overline{\alpha}_i, l_j),
\]

where the \((-1)^k\) factor appears because \( \tau \) is orientation reversing. This symmetry implies \( \det(M)(\tau) = \det(M)(-\tau^{-1}) \) and hence \( \det(M) \) already gives rise to a symmetrized half-Alexander polynomial, but there is still an overall sign ambiguity.

**Example 5.2.** We will compute the half-Alexander polynomial for the strongly negative amphichiral symmetry \( \rho \) on the figure-eight knot \( K \) shown on the left in Figure 11. Note that \( K \) can be equivariantly unknotted with two crossing changes so that we have a symmetric surgery diagram for \( K \) shown on the right in Figure 11. We can then simplify this link with an equivariant isotopy to obtain Figure 12. From here, we can lift the link to the infinite
Figure 12. The symmetric link from Figure 11, simplified equivariantly so that the unknot $U$ has no crossings.

Figure 13. The lifts of $\alpha$ and $\beta$ in Figure 12 to the infinite cyclic cover of $U$. Here $-1$-surgery on the $t^n\overline{\alpha}$ components and $+1$-surgery on the $t^n\overline{\beta}$ components produces the infinite cyclic cover of the figure-eight knot, and $\overline{\alpha}$ and $\overline{\beta}$ are lifts from Figure 12 of $\alpha$ and $\beta$ respectively. Note that $\tau^2 = t$.

cyclic cover; see Figure 13. Note that the $\mathbb{Z}[\tau, \tau^{-1}]$-module $H_1(X_\infty(K); \mathbb{Z})$ is generated by a single element, the meridian of $\overline{\alpha}$. Furthermore, there is a single relator which we now compute. Since the framing on $\overline{\alpha}$ is $-1$, we have that $lk(l_0, \overline{\alpha}) = -1$, and also

$$lk(\overline{\alpha}, \tau \overline{\alpha}) = lk(\overline{\alpha}, \overline{\beta}) = 1,$$

and

$$lk(\overline{\alpha}, \tau^{-1} \overline{\alpha}) = lk(\overline{\alpha}, t^{-1} \overline{\beta}) = -1.$$

When computing the linking numbers above, we can choose an arbitrary orientation on $\overline{\alpha}$, and applying $\tau$ or $\tau^{-1}$ will produce an orientation on $\overline{\beta}$ or $t^{-1}\overline{\beta}$. In Figure 13 this corresponds to all curves being oriented clockwise, or all oriented counterclockwise. As a result we have the relator $\tau^{-1} - 1 - \tau$ (see Equation 3), and therefore the half-Alexander polynomial is

$$\Delta_{(K,\rho)}(\tau) = -\tau^{-1} + 1 + \tau.$$

5.1. **Proof of Proposition 4.5.** Now that we can compute the half-Alexander polynomial from a symmetric surgery presentation, we are prepared to give the proof of Proposition 4.5.

**Proof of Proposition 4.5.** Converting this back to a statement about the half-Alexander polynomial by setting $z = \tau - \tau^{-1}$, we have the equivalent statement

$$\Delta_{(J\#J,\rho)}(\tau) \equiv \Delta_J(\tau^2).$$

To prove this, we will compare surgery descriptions for the infinite cyclic covers $X_\infty(J)$ and $X_\infty(J\#J)$. Let $\rho$ be the strongly negative amphichiral symmetry on $J\#J$ stated in the proposition. Let $\Sigma$ be a connected summing sphere which is $\rho$-invariant, separating $S^3$ into two 3-balls: $B_+ \text{ containing } J \text{ and } B_- \text{ containing } J$. Note that $(J\#J) \cap \Sigma$ is exactly the two fixed points of $\rho$. Start with a surgery presentation $\{\alpha_1, \alpha_2, \ldots, \alpha_n; U\}$ for $J$, where each $\alpha_i$ is a framed circle and $U$ is the unknot. Removing a neighborhood of a
point on $J$ where we perform the connected sum, this also gives a surgery description for $(B_+, J \cap B_+)$. Applying the symmetry $\rho$, we then have a symmetric surgery description for $\{\alpha_1, \alpha_2, \ldots, \alpha_n, \rho(\alpha_1), \rho(\alpha_2), \ldots, \rho(\alpha_n); U\}$ for $J \# J$.

Lifting this to the infinite cyclic cover $X_\infty(U)$ we get a surgery presentation of the infinite cyclic cover $X_\infty(J \# J)$. The lift of the connected summing sphere $\Sigma$ is $\mathbb{R} \times I$ which separates $X_\infty(U)$ into the infinite cyclic cover $X_\infty(B_+)$ of $B_+$ over $U \cap B_+$ and the infinite cyclic cover $X_\infty(B_-)$ of $B_-$ over $U \cap B_-$. For each $i$, let $\overline{\alpha_i}$ be a lift of $\alpha_i$ to $X_\infty(U)$. Now $X_\infty(B_+)$ along with the lifts $\bigcup_{i,j} \tau^{2j} \overline{\alpha_i}$ is a surgery presentation for $X_\infty(J)$, where $\tau^2 = t$ is the generator of the deck transformation group. Applying the lift $\tau$ of the symmetry $\rho$, we have that $X_\infty(B_-)$ along with the lifts $\bigcup_{i,j} \tau^{2j+1} \overline{\alpha_i}$ of the surgery curves $\rho(\alpha_i)$ is a surgery presentation for $X_\infty(J)$. We then compute $\Delta_J(t) = \det M$, where $M$ is the $n \times n$ matrix whose $(i, j)$ entry is

$$
(4) \quad \sum_k lk(\overline{\alpha_i}, t^k \overline{\alpha_j}) \cdot t^k \in \mathbb{Z}[t, t^{-1}].
$$

Here $lk(\overline{\alpha_i}, \overline{\alpha_j})$ is understood to be the linking of $\overline{\alpha_i}$ with its appropriately framed longitude. On the other hand, the half-Alexander polynomial $\Delta_{(J \# J, \rho)}(\tau) = \det N$, where $N$ is the $n \times n$ matrix whose the $(i, j)$ entry is

$$
(5) \quad \sum_k lk(\overline{\alpha_i}, \tau^k \overline{\alpha_j}) \cdot (-\tau)^k \in \mathbb{Z}[\tau, \tau^{-1}].
$$

Note that $lk(\overline{\alpha_i}, \tau^{2m+1} \overline{\alpha_j}) = 0$ for all $m$ since $\overline{\alpha_i}$ and $\tau^{2m+1} \overline{\alpha_j}$ are separated by the lift of the connected summing sphere $\Sigma$. Therefore the $(i, j)$ entry of $N$ is

$$
\sum_k lk(\overline{\alpha_i}, (\tau^2)^k \overline{\alpha_j}) \cdot (\tau^2)^k.
$$

Comparing Equations 4 and 5 we see that $\Delta_J(\tau^2) = \det M \big|_{t=\tau^2} = \det N = \Delta_{(J \# J, \rho)}(\tau)$. □

6. Realizations of half-Conway polynomials

In this section we characterize which polynomials can be realized as the half-Alexander polynomial of a strongly negative amphichiral knot. Work of Kawauchi [Kaw75, Theorem 1.6] implies that any polynomial $f(\tau) \in \mathbb{Z}[\tau, \tau^{-1}]$ with $f(\tau) = f(-\tau^{-1})$ and $|f(1)| = 1$ is the half-Alexander polynomial of a strongly negative amphichiral knot in an integer homology 3-sphere. However, it was unknown if these polynomials can be realized by knots in $S^3$ (see [HK79, Remark (3)]). We show that this is the case by directly constructing such knots using an equivariant version of the construction in [Lev65]. The precise statement follows.

**Theorem 6.1.** Let $f(\tau) = \sum_{i=-N}^N a_i \tau^i \in \mathbb{Z}[\tau, \tau^{-1}]$ such that

1. $a_i = (-1)^i a_{-i}$, and
2. $\sum_i a_i = 1$.

Then there is a strongly negative amphichiral knot $(K, \rho)$ such that $\Delta_{(K, \rho)}(\tau) = f(\tau)$.
Figure 14. A symmetric surgery description of a strongly negative amphichiral knot $K$ which has a prescribed half-Alexander polynomial.

**Proof.** We directly construct a knot $(K, \rho)$ with $\Delta_{(K, \rho)}(\tau) \doteq f(\tau)$ via a symmetric surgery description as follows. Let $b_i = a_{2i}$ for $1 \leq i \leq k = \lfloor \frac{N}{2} \rfloor$. Likewise, let $c_i = -a_{2i-1}$ for $1 \leq i \leq l = \lfloor \frac{N + 1}{2} \rfloor$. Then the knot $(K, \rho)$ is shown in Figure 14. First, observe that $K$ is a strongly negative amphichiral knot in $S^3$, since the blue and red surgery curves form a $\rho$-invariant 2-component unlink. Indeed, ignoring $K$, the $b_i$ crossing boxes each untwist and then the $c_i$ crossing boxes cancel in pairs.

Now let $\alpha$ be the $+1$-surgery curve and $\beta$ be the $-1$-surgery curve, and choose a lift $\overline{\alpha}$ of $\alpha$ to the infinite cyclic cover of the unknot. Then the $i$th coefficient of $\Delta_{(K, \rho)}(\tau)$ is $lk(\overline{\alpha}, \tau^{-i}\overline{\alpha})$, for $i \neq 0$, since $H_1(X_\infty; \mathbb{Z}) = \mathbb{Z}[\tau, \tau^{-1}]$ modulo a single relation (see Equation 3). By examining a surgery diagram for the infinite cyclic cover of $K$, we can see that $lk(\overline{\alpha}, \tau^{2i}\overline{\alpha}) = b_i$ and that $lk(\overline{\alpha}, \tau^{2i-1}\overline{\alpha}) = c_i$. Specifically, observe that the only crossings between $\overline{\alpha}$ and $\tau^{2i}\overline{\alpha}$ are the lifts of the crossings in the twisting region labeled $-b_i$. Indeed, the two arcs of $\alpha$ disjoint from the $-b_i$ twisting region link the knot $i$ and $-i$ times, and $\tau^{2i}$ is the $i$th power of the deck transformation. Note that the crossings in the $-b_i$ regions are positive crossings since the two arcs are oriented in opposite horizontal directions. (This computation is identical to the non-equivariant case in [Lev65, Section 5]; see in particular Figures 1 and 3 of [Lev65].)

Similarly, the only crossings between $\overline{\alpha}$ and $\tau^{2i-1}\overline{\alpha}$ are the lifts of the crossings in the twisting region labeled $-c_i$. See Figures 12 and 13 for the case where $c_1 = 1$ and all other coefficients are 0. Generalizing this, the arc of $\alpha$ between the $-c_1$ and $-c_i$ twisting regions links the knot $i - 1$ times so that the $-c_i$ twisting region contributes to the linking number between $\overline{\alpha}$ and $\tau^{2i-1}\overline{\alpha}$. Finally, the constant term of $\Delta_{(K, \rho)}(\tau)$ is forced by condition (2). As a result, we have that $\Delta_{(K, \rho)}(\tau) \doteq f(\tau)$. □

Using Theorem 6.1, we can construct strongly negative amphichiral knots with a specific Alexander polynomial. In particular, we can construct strongly negative amphichiral knots for which the determinant is 1 and simultaneously the Fox-Milnor condition obstructs sliceness.
Proof of Corollary 1.7. Let \( K \) be a strongly negative amphichiral knot with half-Alexander polynomial \( n\tau^{-3} + n\tau^{-1} + 1 - n\tau - n\tau^3 \) for either \( n = 1 \) or \( n \geq 3 \) prime. The case \( n = 1 \) is shown in Figure 2. Let \( \Delta_K(t) \) be the Alexander polynomial of \( K \). Then by Theorem 4.2,
\[
\Delta_K(t^2) = (n\tau^{-3} + n\tau^{-1} + 1 - n\tau - n\tau^3)(-n\tau^{-3} - n\tau^{-1} + 1 + n\tau + n\tau^3),
\]
so that
\[
\Delta_K(t) = -n^2t^{-3} - 2n^2t^{-2} + n^2t^{-1} + (1 + 4n^2) + n^2t - 2n^2t^2 - n^2t^3.
\]
Plugging in \( t = -1 \), we have that the determinant is 1, and we will use the Fox-Milnor condition [FM66] to see that \( \Delta_K(t) \) does not factor as \( f(t)f(t^{-1}) \) for any Laurent polynomial \( f(t) \). For \( n = 1 \), this is apparent since \( \Delta_K(t) \) is irreducible over \( \mathbb{Q} \). For \( n \geq 3 \) prime, we will argue by contradiction. Let \( f(t) = a_0 + a_1t + a_2t^2 + a_3t^3 \), and suppose that \( f(t)f(t^{-1}) = \Delta_K(t) \). That is
\[
(a_0 + a_1t + a_2t^2 + a_3t^3)(a_0 + a_1t^{-1} + a_2t^{-2} + a_3t^{-3}) = \Delta_K(t).
\]
Comparing coefficients, we have the system of equations
\[
\begin{align*}
 a_0a_3 &= -n^2, \\
 a_0a_2 + a_1a_3 &= -2n^2, \\
 a_0a_1 + a_1a_2 + a_2a_3 &= n^2, \\
 a_0^2 + a_1^2 + a_2^2 + a_3^2 &= 4n^2 + 1.
\end{align*}
\]
Since \( n \) is prime, the first equation implies that \( a_0, a_3 \in \{\pm 1, \pm n, \pm n^2\} \). However, the last equation immediately rules out \( a_0 = \pm n^2 \) or \( a_3 = \pm n^2 \) since \( n \geq 3 \). We may then assume without loss of generality that \( a_0 = n \) and \( a_3 = -n \). In this case the second, third, and fourth equations reduce to
\[
\begin{align*}
 a_2 - a_1 &= -2n, \\
 a_1a_2 &= -n^2, \\
 a_1^2 + a_2^2 &= 1 + 2n^2,
\end{align*}
\]
which has no solutions. \( \Box \)

There are no strongly negative amphichiral knots with determinant 1 which have 12 or fewer crossings, so that this knot is necessarily somewhat complicated. Moreover, this is the first example of a non-slice strongly negative amphichiral knot with determinant 1, answering Problem 20.3 in [FT17]. Such knots are of interest because their double branched covers potentially represent non-trivial torsion elements in the homology cobordism group; non-trivial torsion elements in this group are currently not known to exist (see [Man18, Section 2]).

7. Proof of Theorem 1.1

Let \( K_+ \) and \( K_- \) be strongly negative amphichiral knots related by a dichromatic equivariant crossing change \( (c_+, \rho(c_+)) \rightarrow (c_-, \rho(c_-)) \) such that the pair of crossings \( (c_+, \rho(c_+)) \) in \( K_+ \) is positive (see Definition 3.1). We can take an equivariant unknotting sequence for \( K_- \) outside of the neighborhood of \( (c_-, \rho(c_-)) \). This gives us a symmetric surgery description for \( K_- \) from the unknot \( U \), which determines a symmetric surgery description of \( X_\infty(K_-) \) in \( X_\infty(U) = D^2 \times \mathbb{R} \); see Section 5. Let \( M_- \) be the presentation matrix of \( H_1(X_\infty(K_-); \mathbb{Z}) \) induced by this surgery. The unknotting sequence for \( K_- \) gives an unknotting sequence
Figure 15. The local surgeries needed to obtain $K_+, K_-$, and $K_0'$. Note that $K_0'$ is distinct from the resolution $K_0$ in Figure 9. The crossings in the top row come after the crossings in the bottom row, so that the sign of each pair is the sign of the top crossing; see Definition 3.1.

for $K_+$ by adding in the additional crossing change $(c_+, \rho(c_+)) \rightarrow (c_-, \rho(c_-))$. The surgery presentation for $K_+$ is then obtained from the surgery presentation for $K_-$ by adding an equivariant pair of surgery circles; see Figure 15. Let $M_+$ be the corresponding presentation matrix for $H_1(X_\infty(K_+); \mathbb{Z})$. Finally, replacing the $\pm 1$-framed circles corresponding to $(c_+, \rho(c_+)) \rightarrow (c_-, \rho(c_-))$ with 0-framed circles, we obtain a new framed link in $S^3 - \nu(U)$ which lifts to a framed link $\tilde{L}_0$ in $X_\infty(U)$. Let $X_\infty^0$ be the manifold obtained by surgery on $\tilde{L}_0$ and let $M_0$ be the corresponding presentation matrix for the $\mathbb{Z}[\tau, \tau^{-1}]$-module $H_1(X_\infty^0; \mathbb{Z})$.

Remark 7.1. Note that the $\mathbb{Z}[\tau, \tau^{-1}]$-module $H_1(X_\infty^0; \mathbb{Z})$ is the Alexander module of the strongly negative amphichiral knot $K_0'$ in $(S^1 \times S^2) \# (S^1 \times S^2)$ obtained from $K_-$ by 0-surgery on the pair of circles on the right in Figure 15.

The following proposition (which depends on Lemmas 7.3, 7.4, and 7.5 below) is our first step towards proving Theorem 6.1.

Proposition 7.2. Let $M_+, M_-$, and $M_0$ be as above. Then

1. $\det(M_+) - \det(M_-) = \det(M_0)$,
2. $\det(M_+)\big|_{\tau=1} = \det(M_-)\big|_{\tau=1}$, and
3. letting $z = \tau - \tau^{-1}$,
   \[
   \frac{\partial \det(M_0)}{\partial z}\big|_{z=0} = \frac{1}{2} \cdot \frac{\partial \det(M_0)}{\partial \tau}\big|_{\tau=1} = \det(M_-)\big|_{\tau=1}.
   \]

Proof. We start by writing the matrices $M_+$ and $M_0$ in terms of $M_-$. Recall that the entries of a presentation matrix are linking numbers between lifts of surgery curves (see equation (3)). Hence $M_+$ and $M_0$ are each obtained from $M_-$ by adding a row and a column containing linking numbers involving lifts of the extra equivariant pair of surgery circles as shown in Figure 15. Furthermore, the added surgery circles for $K_0'$ and $K_+$ differ only by their framings, so the off-diagonal entries in $M_+$ and $M_0$ are identical. Concretely, let $n = \text{rank}(M_-)$. Then there are Laurent polynomials $f(\tau), h(\tau)$, and a $n$-tuple of Laurent polynomials $p_1(\tau), \ldots, p_n(\tau)$ satisfying the conditions.





polynomials $\vec{g}(\tau) = (g_1(\tau), g_2(\tau), \ldots, g_n(\tau))$ such that
\begin{equation}
M_+ = \begin{bmatrix}
\frac{M_-}{\vec{g}^T(-1)} \\
\frac{g}{f}
\end{bmatrix}, \quad \text{and} \quad M_0 = \begin{bmatrix}
\frac{M_-}{\vec{g}^T(-1)} \\
\frac{g}{h}
\end{bmatrix}.
\end{equation}

By Lemma 7.3 below, $f(\tau) = h(\tau) + 1$ and we compute
\[
\det(M_+) - \det(M_-) = \det\left[\begin{array}{c} M_- \\ \frac{g}{f}
\end{array}\right] - \det\left[\begin{array}{c} M_- \\ 0
\end{array}\right] = \det\left[\begin{array}{c} M_- \\ \frac{g}{f}
\end{array}\right] - \det\left[\begin{array}{c} M_- \\ 0
\end{array}\right] = \det(M_0),
\]
proving Proposition 7.2 (1). Next, we will show that $\det(M_+)|_{\tau=1} = \det(M_-)|_{\tau=1}$. By Lemma 7.4 below, $\vec{g}(1) = 0 = \vec{g}^T(-1)$ and $f(1) = 1$ so that
\[
\det(M_+)|_{\tau=1} = \det\left[\begin{array}{c} M_-|_{\tau=1} \\ \frac{g}{f}(1)
\end{array}\right] = \det\left[\begin{array}{c} M_-|_{\tau=1} \\ 0
\end{array}\right] = \det(M_-)|_{\tau=1}.
\]
For the final claim, we have
\[
\frac{\partial \det(M_0)}{\partial z}|_{z=0} = \frac{1}{2} \frac{\partial \det(M_0)}{\partial \tau}|_{\tau=1}
\]
by the chain rule. Let $\vec{r}_i$ be the $i$th row of $M_-$. Then we compute
\[
\frac{1}{2} \frac{\partial \det M_0}{\partial \tau}|_{\tau=1} = \frac{1}{2} \left( \det\left[\begin{array}{c} \frac{M_-}{(\vec{g})^T(-1)} \\ \vec{g}^T(-1)
\end{array}\right] \vec{g}'(1) + \sum_{i=1}^n H_i \right),
\]
where
\[
H_i = \det\left[\begin{array}{c} \vec{r}_1(1) \\ \vec{r}_2(1) \\ \vdots \\ \vec{r}'_i(1) \\ \cdots \\ \vec{r}_n(1)
\end{array}\right] = \det\left[\begin{array}{c} \vec{r}_1(1) \\ \vec{r}_2(1) \\ \vdots \\ \vec{r}'_i(1) \\ \cdots \\ \vec{r}_n(1)
\end{array}\right] = 0,
\]
in which the bottom row is 0 by Lemma 7.4. Hence
\[
\frac{1}{2} \frac{\partial \det M_0}{\partial \tau}|_{\tau=1} = \frac{1}{2} \det\left[\begin{array}{c} M_-|_{\tau=1} \\ \frac{g}{h}(1)
\end{array}\right]
\]
where in the second equality we have $\vec{g}(1) = 0$ by Lemma 7.4 and $h'(1) = 2$ by Lemma 7.5, also below.

Lemma 7.3. In Equation (6), $f(\tau) = h(\tau) + 1$. 

Proof. Let $\alpha$ be the $+1$-surgery curve for $K_+$ in Figure 15 and let $l$ be the $+1$-framed longitude of $\alpha$. Similarly, let $\alpha'$ be the $0$-surgery curve for $K'_0$ and let $l'$ be the $0$-framed longitude of $\alpha'$. Additionally, choose a lift $\bar{\alpha}$ of $\alpha$ in $X_\infty(K_+)$ and a push-off $\bar{l}$ of $\bar{\alpha}$ that lifts $l$, and choose lifts $\bar{\alpha}'$ and $\bar{l}'$ in $X_\infty^0$ similarly. Then

$$f(\tau) = \sum_i \ell(k(\bar{l}, \tau^i\bar{\alpha})(-\tau)^i), \text{ and } h(\tau) = \sum_i \ell(k(\bar{l}', \tau^i\bar{\alpha}')(-\tau)^i).$$

Only the framings on $\alpha$ and $\alpha'$ differ between these two sums, and the framing only affects the $i = 0$ term. Hence the non-constant terms in $f(\tau)$ and $h(\tau)$ are identical. To compare the constant terms, note that

$$\sum_i \ell(k(\bar{l}, \tau^{2i}\bar{\alpha})) = \ell(k(\alpha, l)) = 1, \text{ and } \sum_i \ell(k(\bar{l}', \tau^{2i}\bar{\alpha}')) = \ell(k(\alpha', l')) = 0,$$

where $\tau^{2i} = t^i$ are the usual deck translations. We can then compute the difference

$$f(\tau) - h(\tau) = \ell(k(\bar{l}, \bar{\alpha})) - \ell(k(\bar{l}', \bar{\alpha}'))$$

$$= \sum_i \ell(k(\bar{l}, \tau^{2i}\bar{\alpha})) - \sum_i \ell(k(\bar{l}', \tau^{2i}\bar{\alpha}'))$$

$$= 1 - 0 = 1,$$

where the first two equalities both use the fact that the non-constant terms in $f(\tau)$ and $h(\tau)$ are equal. Hence $f(\tau) = h(\tau) + 1$. \hfill \Box

Lemma 7.4. In Equation (6), $\bar{g}(1) = \bar{g}(-1) = 0$ and $f(1) = 1$. In particular, $h(1) = 0$.

Proof. Let $\alpha, l, \bar{\alpha}$, and $\bar{l}$ be defined as in Lemma 7.3. Then

$$f(1) = \sum_i \ell(k(\bar{l}, \tau^i\bar{\alpha})(-1)^i).$$

Furthermore, for all $j \in \mathbb{Z}$ we have

$$\ell(k(\bar{l}, \tau^{2j+1}\bar{\alpha})) = -\ell(k(\tau^{-2j+1}\bar{l}, \bar{\alpha})) = -\ell(k(\tau^{-2j+1}\bar{\alpha}, \bar{l}))$$

so that the odd terms in the previous equation cancel, giving us

$$f(1) = \sum_i \ell(k(\bar{l}, \tau^{2i}\bar{\alpha})) = \ell(k(l, \alpha)) = 1.$$

Then $h(1) = 0$ since $f(\tau) = h(\tau) + 1$ (Lemma 7.3). We will now show that $g_j(1) = 0$ for $1 \leq j \leq n$. Let $\alpha_j$ and $\rho(\alpha_j)$ be the equivariant pair of surgery curves corresponding to the $j$th row of $M_-$. Let $\bar{\alpha}_j$ be a lift of $\alpha_j$ to $X_\infty(K_-)$. Then

$$g_j(1) = \sum_i \ell(k(\bar{\alpha}, \tau^i\bar{\alpha}_j)(-1)^i = \sum_i \ell(k(\bar{\alpha}, \tau^{2i}\bar{\alpha}_j) - \sum_i \ell(k(\bar{\alpha}, \tau^{2i+1}\bar{\alpha}_j))$$

$$= \ell(k(\alpha, \alpha_j)) - \ell(k(\alpha, \rho(\alpha_j))) = 0 - 0 = 0.$$

Here $\ell(k(\alpha, \alpha_j)) = \ell(k(\alpha, \rho(\alpha_j))) = 0$ since the surgery curves are all pairwise unlinked. The argument that $g_j(-1) = 0$ is similar. Therefore $\bar{g}(1) = \bar{g}(-1) = 0$. \hfill \Box

Lemma 7.5. Let $h$ be defined as in Equation 6. Then

$$\frac{\partial h}{\partial z} \bigg|_{z=0} = \frac{1}{2} \cdot \frac{\partial h}{\partial \tau} \bigg|_{\tau=1} = 1.$$
Proof. Using the notation from Lemma 7.3, we have

\[ h(\tau) = \sum_i l(k(\overline{\ell'} , \tau^i \overline{\alpha'}) (-\tau)^i), \]

so that

\[ \frac{1}{2} h'(1) = \frac{1}{2} \sum_i i \cdot l(k(\overline{\ell'} , \tau^i \overline{\alpha'}) (-1)^i). \]

By the symmetry, \( l(k(\overline{\ell'} , \tau^{2i} \overline{\alpha'}) = l(k(\overline{\ell'} , \tau^{-2i} \overline{\alpha'}) \) for all \( i \in \mathbb{Z} \) so that the terms corresponding to index \( 2i \) and \( -2i \) cancel each other for all \( i \), and we are left with

\[ \frac{1}{2} h'(1) = -\frac{1}{2} \sum_i (2i + 1) l(k(\overline{\ell'} , \tau^{2i+1} \overline{\alpha'}) = -\frac{1}{2} \sum_i (2i + 1) l(k(\overline{\alpha'} , \tau^{2i+1} \overline{\alpha'}) \).

It remains to check that

\[ -\frac{1}{2} \sum_i (2i + 1) l(k(\overline{\alpha'} , \tau^{2i+1} \overline{\alpha'}) = 1. \]  

We begin by putting the surgery curves \( \alpha' \) and \( \rho(\alpha') \) in a particular position relative to the unknot \( U \) as follows. Pull \( U \) straight and let \( a_r \) and \( a_b \) be the two arcs of \( U \) separated by the fixed points of \( \rho \). The surgery curve \( \alpha' \) (see Figure 15) bounds a disk which intersects \( U \) in two points, one on \( a_r \) and one on \( a_b \). This disk is isotopic, under the isotopy which pulls \( U \) straight, to the band sum of a pair of meridional disks, \( D_1 \) around \( a_r \) and \( D_2 \) around \( a_b \). Let \( b \) be the band connecting \( D_1 \) and \( D_2 \). Equivariantly, let \( D'_1 = \rho(D_1) \) and \( D'_2 = \rho(D_2) \) so that \( \rho(\alpha') \) bounds a disk which is a band sum of \( D'_1 \) and \( D'_2 \). See Figure 16. Note that \( b \) and \( \rho(b) \) may be knotted and linked, but are disjoint from \( U \) and the interiors of \( D_1, D_2, D'_1, \) and \( D'_2 \).

We can then choose a new projection for Figure 16 where \( U \) is perpendicular to the diagram, and where a neighborhood \( N \) of the projection of \( U \) containing \( D_1, D_2, D'_1, \) and \( D'_2 \) is disjoint from the interiors of \( b \) and \( \rho(b) \); see Figure 17. Let \( \gamma \) and \( \delta \) be the arcs on the boundary of \( b \) disjoint from \( N \) as indicated. Then lift Figure 17 to the infinite cyclic cover \( X_\infty(U) \) as shown in Figure 18. Here \( \overline{\delta} \) and \( \overline{\gamma} \) are lifts of \( \delta \) and \( \gamma \) respectively, and \( \overline{\eta}_1 \) and \( \overline{\eta}_2 \) are lifts of boundary pieces of \( D_1 \) and \( D_2 \) respectively so that \( \overline{\alpha'} = \overline{\alpha} \cup \overline{\gamma} \cup \overline{\eta}_1 \cup \overline{\eta}_2 \) as shown.

We can now compute Equation 7 directly by counting signs of crossings between \( \overline{\alpha'} \) and \( \bigcup_i \tau^{2i+1} \overline{\alpha'} \) in Figure 18. First, consider \( \overline{\eta}_1 \) and \( \overline{\eta}_2 \). We directly see that crossings involving these arcs contribute \( \tau - \tau^{-1} \) to \( h(\tau) \): a \( \tau \) contribution from the crossings with \( \tau \overline{\eta}_2 \) and a \( -\tau^{-1} \) contribution from the crossings with \( \tau^{-1} \overline{\eta}_2 \). This contributes \(-\frac{1}{2} \times (-2) = 1\) to the left
hand side of Equation 7. It remains to show that the crossings involving \(\delta\) and \(\gamma\) contribute 0. To see this, observe that the crossings between \(\overline{\gamma}\) or \(\overline{\delta}\) and \(\bigcup \tau^{2i+1}\alpha\) occur as shown in Figure 19, where the pair of strands in each band are related by a \(\tau^2\) (or equivalently, \(t\)) shift since \(\eta_i\) loops around \(K\) once. Indeed, each band crossing in \(S^3\) consists of 4 crossings. Since we are only interested in crossings involving \(\tau^{2i+1}\alpha\), we only consider band crossings between \(b\) and \(\rho(b)\). Such band crossings lift to exactly two band crossings in \(X\infty(U)\) which involve \(\overline{\gamma}\) or \(\overline{\delta}\). In these two band crossings there are 4 total crossings involving \(\overline{\delta}\) or \(\overline{\gamma}\). These contribute

\[
\pm \frac{1}{2} \left( \tau^{2n-1} - \tau^{2n+1} + \tau^{2n+3} - \tau^{2n+1} \right)
\]

to \(h(\tau)\), where the sign depends on the orientation of the band crossing and the \(\frac{1}{2}\) is part of the usual linking number formula. This results in a contribution of 0 to the left hand side of Equation 7.

We need one additional lemma before proving Theorem 1.1.

**Lemma 7.6.** For \(M_0\) and \(K_0\) as above, \(\det(M_0) = \lambda \cdot (\tau - \tau^{-1}) \cdot \Delta_{(K_0, \rho)}(\tau)\), for some \(\lambda \in \mathbb{Q}\).

**Proof.** Recall that \(\det(M_0)\) is the Alexander polynomial of \(K_0'\) (see Figure 15). Let \(B_0\) be the ball shown on the top right in Figure 9, and let \(B_0'\) be the corresponding ball for \(K_0'\) shown on the top right in Figure 15. Take their pre-images \(\overline{B_0}\) and \(\overline{B_0'}\) in the infinite cyclic covers of \(K_0\) and \(K_0'\) respectively, and let \(E\infty = (X\infty(K_0) - (\overline{B_0} \cup \tau\overline{B_0}))\). Note there is a
natural identification between $E_\infty$ and $(X_\infty(K_0') - (\overline{B}_0' \cup \tau \overline{B}_0'))$. We can decompose

$$X_\infty(K_0) = E_\infty \cup (\overline{B}_0 \cup \tau \overline{B}_0),$$

and

$$X_\infty(K_0') = E_\infty \cup (\overline{B}_0' \cup \tau \overline{B}_0').$$

Let $\Lambda_Q = \mathbb{Q}[\tau, \tau^{-1}]$. We can compare the $\Lambda_Q$-modules $H_1(X_\infty(K_0); \mathbb{Q})$ and $H_1(X_\infty(K_0'); \mathbb{Q})$ using the Mayer-Vietoris sequence on this $\tau$-equivariant decomposition. We use $\mathbb{Q}$ coefficients to simplify the linear algebra since $\Lambda_Q$ is a principal ideal domain. Let $\mathcal{S}$ be the preimage of $\partial B_0$ in the infinite cyclic cover (either $X_\infty(K_0')$ or $X_\infty(K_0)$). Note that $\mathcal{S}$ and $\tau \mathcal{S}$ are disjoint. We have the Mayer-Vietoris sequences as follow:

$$H_1(\mathcal{S} \cup \tau \mathcal{S}; \mathbb{Q}) \xrightarrow{i_1 \oplus i_2} H_1(E_\infty; \mathbb{Q}) \oplus H_1(\overline{B}_0 \cup \tau \overline{B}_0; \mathbb{Q}) \to H_1(X_\infty(K_0); \mathbb{Q}) \to 0,$$

and

$$H_1(\overline{B}_0 \cup \tau \overline{B}_0; \mathbb{Q}) \xrightarrow{i_1 \oplus i_2} H_1(E_\infty; \mathbb{Q}) \oplus H_1(\overline{B}_0' \cup \tau \overline{B}_0'; \mathbb{Q}) \to H_1(X_\infty(K_0'); \mathbb{Q}) \to 0.$$

In particular, $H_1(X_\infty(K_0); \mathbb{Q})$ and $H_1(X_\infty(K_0'); \mathbb{Q})$ are the cokernels of $i_1 \oplus i_2$ and $i_1 \oplus i_2'$ respectively. We can then obtain presentation matrices for $H_1(X_\infty(K_0); \mathbb{Q})$ and $H_1(X_\infty(K_0'); \mathbb{Q})$ as follows. Since $\Lambda_Q$ is a principal ideal domain, $H_1(E_\infty; \mathbb{Q})$ can be written as

$$\Lambda_Q/f_1 \oplus \Lambda_Q/f_2 \oplus \cdots \oplus \Lambda_Q/f_n$$

for some $f_1, f_2, \ldots, f_n \in \Lambda_Q$. Therefore, $H_1(E_\infty; \mathbb{Q})$ admits a square presentation matrix $A_E$: the diagonal matrix with entries $f_1, f_2, \ldots, f_n$. Note that $\mathcal{S}$ is homeomorphic to two copies of $\mathbb{R} \times [0, 1]$ with infinitely many tubes connecting them, as shown on the left in Figure 21.
Here $\tau^2$ acts by shifting the tubes one place to the right, and $\tau$ exchanges $S$ and $\tau S$. Let $m_1$ and $m_2$ be lifts of $m_1$ and $m_2$ from Figure 20 as shown. Then $H_1(S \cup \tau S; \mathbb{Q}) \cong \Lambda_\mathbb{Q}(m_1, m_2)$. Similarly, $B_0$ is homeomorphic to an infinite ladder: two copies of $D^2 \times \mathbb{R}$ connected by infinitely many solid tubes; see Figure 21. As with $S$, $\tau^2$ acts by shifting the rungs of the ladder one place to the right, so that $H_1(B_0 \cup \tau B_0; \mathbb{Q}) \cong \Lambda_\mathbb{Q}(m_1, m_2)$. Now we obtain a presentation matrix for $H_1(X_\infty(K_0); \mathbb{Q})$ by enlarging $A_E$:

$$A = \begin{bmatrix} 0 & 1 & 0 \\ \vec{v}_1 & \vec{v}_2 & A_E \end{bmatrix}.$$ 

Here $\vec{v}_1$ and $\vec{v}_2$ are the coefficients of $i_1([m_1])$ and $i_1([m_2])$ respectively. Furthermore, the (1,1)-entry is 0 since $i_2([m_1]) = 0$, and the (1,2)-entry is 1 since $i_2([m_2]) = [m_2]$.

Similarly, $B_0'$ can be obtained from an infinite ladder by performing surgeries along the lifts of the 0-surgery curves, each of which encircles the gap between an adjacent pair of rungs; see Figure 21. Then $H_1(B_0' \cup \tau B_0'; \mathbb{Q}) \cong \Lambda_\mathbb{Q}(\bar{m})$, where $\bar{m}$ is the meridian of one of the surgery curves, and $B_0$ is a meridian of a rung as shown. In particular, $i_2([m_1]) = 0$ and $i_2([m_2]) = (1 - \tau^2)[\mu]$. Therefore $H_1(X_\infty(K_0'); \mathbb{Q})$ has a presentation matrix

$$A' = \begin{bmatrix} 0 & (1 - \tau^2) & 0 \\ \vec{v}_1 & \vec{v}_2 & A_E \end{bmatrix}.$$ 

We now compare the first elementary ideals of $H_1(X_\infty(K_0); \mathbb{Q})$ and $H_1(X_\infty(K_0'); \mathbb{Q})$ from these matrices. The first elementary ideal $E$ of $H_1(X_\infty(K_0); \mathbb{Q})$ is generated by the $(n+1) \times (n+1)$ minors of $A$, and the first elementary ideal $E'$ of $H_1(X_\infty(K_0'); \mathbb{Q})$ is generated by the $(n+1) \times (n+1)$ minors of $A'$. Since $A$ and $A'$ are identical apart from the (1,2)-entry, we can see that the minors of $A'$ are precisely $(1 - \tau^2)$ times the corresponding minors of $A$. In particular, a generator for $E'$ is $(1 - \tau^2)$ times a generator of $E$, up to multiplication by a unit in $\Lambda_\mathbb{Q}$.

Note that $\det(M_0) = \Delta_{(K_0, \rho)}(\tau)$ generates $E'$ and that $\Delta_{(K_0, \rho)}(\tau)$ generates $E$. Therefore, $\det(M_0)$ and $(\tau - \tau^{-1})\Delta_{(K_0, \rho)}(\tau)$ are equal up to multiplication by a unit in $\Lambda_\mathbb{Q}$. Furthermore, since both $\det(M_0)$ and $(\tau - \tau^{-1})\Delta_{(K_0, \rho)}(\tau)$ are symmetric under $\tau \to -\tau^{-1}$, they are in fact equal up to multiplication by a unit in $\mathbb{Q}$.

**Proof of Theorem 1.1.** Let $\varepsilon = \det(M_+)|_{\tau=1}$, which is 1 or $-1$ by Theorem 4.2. Note that by Proposition 7.2 (2), $\varepsilon = \det(M_-)|_{\tau=1}$ as well. By construction, $\det(M_\pm) = \Delta_{(K_\pm, \rho)}(\tau)$. Then since $\det(M_\pm)$ is symmetric and $\nabla_{(K_\pm, \rho)}(z)$ is normalized to have constant term 1, letting $z = \tau - \tau^{-1}$ gives us

$$\det(M_+) = \varepsilon \cdot \nabla_{(K_+, \rho)}(z) \text{ and } \det(M_-) = \varepsilon \cdot \nabla_{(K_-, \rho)}(z).$$

By Lemma 7.6,

$$\det(M_0) = \lambda(\tau - \tau^{-1})\nabla_{(K_0, \rho)}(\tau - \tau^{-1}) = \lambda z \nabla_{(K_0, \rho)}(z).$$

To determine $\lambda$, note that Proposition 7.2 (3) gives that the $z$-coefficient of $\det(M_0)$ is $\varepsilon$. Furthermore, since $\nabla_{(K_0, \rho)}$ is normalized to have constant term 1, $\lambda = \varepsilon$ whence we have

$$\det(M_0) = \varepsilon \cdot z \nabla_{(K_0, \rho)}(z).$$

Then by Proposition 7.2 (1), $\det(M_+) - \det(M_-) = \det(M_0)$ so that

$$\varepsilon \cdot \nabla_{(K_+, \rho)}(z) - \varepsilon \cdot \nabla_{(K_-, \rho)}(z) = \varepsilon \cdot z \nabla_{(K_0, \rho)}(z).$$
Dividing by $\varepsilon$, we have
\[
\nabla_{(K^+,-\rho)}(z) - \nabla_{(K^-,-\rho)}(z) = z \nabla_{(K_0,\rho)}(z),
\]
as desired.

8. The half-Conway polynomials for knots with 12 or fewer crossings

In this section we list the values of the half-Conway polynomial for all strongly negative amphichiral knots with 12 or fewer crossings. Since the choice of orientation can replace $z$ with $-z$, we normalize so that the lowest order odd power of $z$ has a positive coefficient. For compactness we list the coefficients ordered by degree. For example, $[1, 0, -2]$ represents $1 - 2z^2$.

Most of these polynomials can be computed from only the Conway polynomial (when it factors uniquely), see Proposition 4.4(1). Eleven of the remaining polynomials can be computed with the additional data of the half-linking number (indicated by bold typeface in the table); see Corollary 1.5(1), and Example 8.1. The remaining example 12a_{1152} (boxed in the table) requires some extra effort using Theorem 1.1; see Example 8.2. In Appendix B we
also provide symmetric diagrams for these knots, which we used to compute the half-linking number.

| $K$  | $\nabla_{(K,\rho)}(z)$ |
|------|------------------------|
| $4_1$ | $[1, 1]$               |
| $8_9$ | $[1, 2, 1, 1]$         |
| $8_{18}$ | $[1, 1, 1, 1]$    |
| $10_{37}$ | $[1, 1, 2]$     |
| $10_{79}$ | $[1, 1, 3, 1, 1]$ |
| $10_{99}$ | $[1, 0, 2, 0, 1]$ |
| $10_{118}$ | $[1, 2, 2, 1, 1]$ |
| $12a_{58}$ | $[1, 1, 1, 1, 1]$ |
| $12a_{273}$ | $[1, 1, 1, 2]$ |
| $12a_{458}$ | $[1, 0, 0, 1, -1]$ |
| $12a_{471}$ | $[1, 1, -2]$ |
| $12a_{506}$ | $[1, 0, -1, 1, -1]$ |
| $12a_{819}$ | $[1, 2, 3, 3, 1, 1]$ |
| $12a_{887}$ | $[1, 0, 0, 1, -1]$ |
| $12a_{960}$ | $[1, 0, -1, 2]$ |
| $12a_{1019}$ | $[1, 0, 1, 0, -1]$ |
| $12a_{1105}$ | $[1, 0, 0, 0, 1]$ |
| $12a_{1127}$ | $[1, 2, -2]$ |
| $12a_{1188}$ | $[1, 0, 0, 1, 1]$ |
| $12a_{1211}$ | $[1, 0, 1, 2, 0, 1]$ |
| $12a_{1229}$ | $[1, 1, -1, 3, -1, 1]$ |
| $12a_{1254}$ | $[1, 2, 0, 3, 0, 1]$ |
| $12a_{1260}$ | $[1, 2, -1, 2]$ |
| $12a_{1268}$ | $[1, 2, 0, 1, -1]$ |
| $12a_{1289}$ | $[1, 3, 2, 4, 1, 1]$ |
| $12n_{706}$ | $[1, 0, -2, 0, -1]$ |

Example 8.1. Consider the strongly negative amphichiral knot $(K,\rho)$ shown in Figure 22. Here the Conway polynomial is $\nabla_K(z) = 1 - 2z^4 + z^8 = (1 - z)^2(1 + z)^2(1 + z^2)^2$ so that the half-Conway polynomial is either $(1 - z)(1 + z)(1 + z^2) = 1 - z^4$ or $(1 + z)^2(1 + z^2) = 1 + 2z + 2z^2 + 2z^3 + z^4$ by Proposition 4.4. However, from Figure 22 we compute that the half-linking number is $h(K) = 2$ so that $\nabla_{(K,\rho)}(z) = 1 + 2z + 2z^2 + 2z^3 + z^4$ by Corollary 1.5.

Figure 22. A strongly negative amphichiral symmetry on $12a_{435}$. 
Example 8.2. Let $K = 12a_{1152}$ and let $\rho$ be the strongly negative amphichiral symmetry on $K$ with $h(K) = 1$ as shown in Figure 23. We know that $\nabla_K(z) = 1 - z^2 - z^6 + z^8$. This polynomial factors in multiple ways, so that the half-Conway polynomial is not determined by the Conway polynomial. Indeed, the possibilities are $1 + z - z^3 - z^4$, $1 + 3z + 4z^2 + 3z^3 + z^4$, or $1 + z + z^3 + z^4$. Noting that the half-linking number (which can readily be computed from Figure 23) is 1, we still cannot determine whether the half-Conway polynomial is $1 + z - z^3 - z^4$ or $1 + z + z^3 + z^4$. However, we can use the equivariant skein relation (see Theorem 1.1) on the indicated pair of crossings. Changing the indicated crossings in the top diagram in Figure 23 gives $(K', \rho') \bowtie (K', \rho')$ (Figure 23, bottom left), where $(K', \rho')$ is the figure-eight knot with $h(K', \rho') = 1$. On the other hand, resolving these crossings gives $(K'', \rho'')$ with $K'' = 8_{18}$ and $h(K'', \rho'') = 1$ (Figure 23, bottom right). For both $(K', \rho')$ and $(K'', \rho'')$ we can compute the half-Conway polynomial by using only the Conway polynomial and the half-linking number. In particular, $\nabla_{(K', \rho')}(z) = 1 + z + z^2 + z^3$ and $\nabla_{(K'', \rho'')}(z) = (\nabla_{(K', \rho')}(z))^2 = 1 + 2z + z^2$. Now Theorem 1.1 gives that

$$\nabla_{(K', \rho') \bowtie (K'', \rho')}(z) - \nabla_{(K', \rho')}(z) = z \nabla_{(K'', \rho'')}(z),$$

and hence $\nabla_{(K', \rho')}(z) = 1 + z - z^3 - z^4$.

APPENDIX A. PROOF OF THEOREM 2.7

In this appendix, we prove Theorem 2.7, which follows immediately from Theorem A.13. The proof works with long knots in $\mathbb{R}P^2 \times I$, which naturally arise as quotient objects of strongly negative amphichiral knots. Roughly, we will produce triangle moves relating equivalent long knots which then lift to symmetric triangle moves relating strongly negative
amphichiral knots. The projections of these triangle moves decompose as Reidemeister moves. We begin by setting up some definitions.

**Definition A.1.** Let \((F, \ast)\) be a pointed surface. A (smooth, tame, or polygonal) long knot \(K\) in \(F \times \mathbb{R}\), is a (smooth, tame, or polygonal) embedding \(K : \mathbb{R} \to F \times \mathbb{R}\) such that there is a constant \(C(K) > 0\) and for all \(|x| > C(K)\), \(K(x) = \ast\).

For convenience, we take \(D^2\) to be the unit disc and set the basepoint of \(D^2\) (and its quotient \(\mathbb{R}P^2\)) to be the origin when dealing with long knots in \(D^2 \times \mathbb{R}\) or \(\mathbb{R}P^2 \times \mathbb{R}\).

**Definition A.2.** Let \(F\) be a surface. A map \(f : F \times \mathbb{R} \to F \times \mathbb{R}\) is end-fixing if there is a constant \(C(f) > 0\) so that for all \(x \in \mathbb{R}\) with \(|x| > C(f)\), \(f(p, x) = (p, x)\) for all \(p \in F\).

**Definition A.3.** Two long knots \(K_1\) and \(K_2\) in \(F \times \mathbb{R}\) are ambient isotopic if there exists a family of end-fixing homeomorphisms \(h_t : F \times \mathbb{R} \to F \times \mathbb{R}\) such that \(h_0 = \text{id}\) and \(h_1(K_1) = K_2\).

**Remark A.4.** We will be interested in the isotopy classes of these end-fixing homeomorphisms and in particular the mapping class group of end-fixing self-homeomorphisms of \(\mathbb{R}P^2 \times \mathbb{R}\), which is equivalent to \(\mathcal{M}(\mathbb{R}P^2 \times I, \partial)\), the mapping class group of \(\mathbb{R}P^2 \times I\) fixing the boundary.

Given two elements \(f, g \in \mathcal{M}(\mathbb{R}P^2 \times I, \partial)\), in addition to their composition \(f \circ g\), we can also concatenate them to get a map \((\mathbb{R}P^2 \times [0, 2], \partial) \to (\mathbb{R}P^2 \times [0, 2], \partial)\) given by \(f\) on \((\mathbb{R}P^2 \times [0, 1], \partial)\) and \(g\) on \((\mathbb{R}P^2 \times [1, 2], \partial)\). Rescaling \([0, 2]\) back to \([0, 1]\) gives us a map \(f \ast g : (\mathbb{R}P^2 \times I, \partial) \to (\mathbb{R}P^2 \times I, \partial)\). We will use this concatenation operation as the group operation in \(\mathcal{M}(\mathbb{R}P^2 \times I, \partial)\), as justified by the following lemma.

**Lemma A.5.** The homeomorphisms \(f \circ g\) and \(f \ast g\) represent the same class in \(\mathcal{M}(\mathbb{R}P^2 \times I, \partial)\).

**Proof.** By squashing \(f\) vertically along the \(I\) direction, we see that \(f\) is isotopic to a homeomorphism \(f'\) which fixes \(\mathbb{R}P^2 \times [0, 0.5]\), and similarly \(g\) is isotopic to a homeomorphism which fixes \(\mathbb{R}P^2 \times [0.5, 1]\). Then composing \(f'\) with \(g'\) is exactly \(f \ast g\). \(\square\)

We can now compute \(\mathcal{M}(\mathbb{R}P^2 \times I, \partial)\).

**Theorem A.6.** Then \(\mathcal{M}(\mathbb{R}P^2 \times I, \partial) \cong \mathbb{Z}\), and a generator is represented by the homeomorphism \(T_1\) shown in Figure 24.

**Proof.** We begin by identifying \(\mathbb{R}P^2 \times I\) with the quotient of \(D^2 \times I\) which identifies antipodal points of the boundary of each \(D^2 \times \{\ast\}\). Let \(C\) be the cylinder which is the quotient of \(\partial D^2 \times I\) in \(\mathbb{R}P^2 \times I\). Now consider the vertical annulus \(A_0 \subset \mathbb{R}P^2 \times I\) defined as the quotient of the product \(\ell \times I\), where \(\ell\) is a diameter of \(D^2\). Furthermore, for \(i \in \mathbb{Z}\), let \(A_i\) be the image of \(A_0\) under the homeomorphism \(T_i := (T_1)^i\). Note that the \(A_i\)’s can be distinguished by their intersections with \(C\); each \(A_i\) intersects \(C\) in a curve which wraps \(i\) times around \(C\).

We will show that for any homeomorphism \(h : (\mathbb{R}P^2 \times I, \partial) \to (\mathbb{R}P^2 \times I, \partial)\), \(h(A_0)\) is ambient isotopic to some \(A_i\) fixing \(\partial(\mathbb{R}P^2 \times I)\). Note that the boundary circles of \(A_0\) intersect \(C\) in two points, and are fixed by \(h\), so that \(\partial(h(A_0) \cap C)\) is still two points and hence the intersection \(h(A_0) \cap C\), after a small isotopy to make the intersection transverse, contains a single arc \(\gamma\). Now \(h(A_0) \cap C\) may also contain some closed loops. Note that these closed loops are disjoint from the arc \(\gamma\). In particular, they bound disks both in \(C\) and in \(h(A_0)\). Working from an innermost closed loop, the union of these disks is an embedded sphere. Then since \(\mathbb{R}P^2 \times I\) is irreducible, this sphere bounds a ball, and we can isotope \(h(A_0)\)
to remove the innermost intersection circle with $C$. (Note that the only prime reducible 3-manifolds are $S^2$-bundles over $S^1$, see for example [Hem04, Lemma 3.13], so that $\mathbb{R}P^2 \times I$ is irreducible since it is prime.) Repeating this process, we may assume that $h(A_0) \cap C = \gamma$. Now in $C$, keeping the boundary fixed, the arc $\gamma$ is isotopic to $C \cap A_i$ for exactly one $i \in \mathbb{Z}$. Additionally, $h(A_0) - C$ and $A_i - C$ are ambient isotopic disks in $(\mathbb{R}P^2 \times I - C) \cong (D^2 \times I)$, fixing the boundary. Hence after an ambient isotopy, we may assume that $h(A_0) = A_i$. Given this, we will show that $h$ is isotopic to $T_i$. To see this, note that $h \circ T_{-i}(A_0) = A_0$ so that $h \circ T_{-i}$ produces a homeomorphism of $(\mathbb{R}P^2 \times I) - A_0 = B^3$, fixing the boundary. Then since $\mathcal{M}(B^3, \partial) = 0$, we conclude that $h \circ T_{-i}$ is isotopic to the identity and so $h$ is isotopic to $T_i$. Finally, note that for $i \neq 0$, $(A_i \cap C, \partial)$ is not isotopic to $(A_0 \cap C, \partial)$ so that the $T_i$ has infinite order in $\mathcal{M}(\mathbb{R}P^2 \times I, \partial)$. \hfill $\Box$

**Proposition A.7.** Let $K_1$ and $K_2$ be two long knots in $\mathbb{R}P^2 \times \mathbb{R}$. If there exists an end-fixing homeomorphism $h: \mathbb{R}P^2 \times \mathbb{R} \to \mathbb{R}P^2 \times \mathbb{R}$ so that $h(K_1) = K_2$, then $K_1$ and $K_2$ are ambient isotopic.

**Proof.** As pointed out earlier, the mapping class group of end-fixing homeomorphisms of $\mathbb{R}P^2 \times \mathbb{R}$ can be identified with $\mathcal{M}(\mathbb{R}P^2 \times I, \partial)$. By Theorem A.6, $h$ is isotopic to $T_i$ for some $i \in \mathbb{Z}$. Let $C >> 0$ be a constant so that both $K_1$ and $K_2$ restrict to $0 \times [C, \infty) \subset \mathbb{R}P^2 \times [C, \infty)$ and so that $h$ fixes $\mathbb{R}P^2 \times [C, \infty)$. We define $t_{-i}: \mathbb{R}P^2 \times \mathbb{R} \to \mathbb{R}P^2 \times \mathbb{R}$ by

$$t_{-i}(r, \theta, y) = \begin{cases} (r, \theta - i\pi(y - C), y) & y \in [C, C + 1], \\ (r, \theta, y) & \text{otherwise.} \end{cases}$$

Note $h \circ t_{-i}(K_1) = K_2$. Moreover, since $t_i$ is isotopic to $T_{-i}$, the map $h \circ t_{-i}$ is isotopic to the identity map through end-fixing homeomorphisms $H_t$, $t \in [0, 1]$; $H_t$ provides an ambient isotopy connecting $K_1$ and $K_2$. \hfill $\Box$

**Definition A.8.** Two long knots $K_1, K_2 \subset \mathbb{R}P^2 \times \mathbb{R}$ are said to be **narrowly ambient isotopic** if there exists a neighborhood $N$ of $K_1$ such that $N \cong D^2 \times \mathbb{R}$ and an ambient isotopy $H_t: N \to N$ that fixes $\partial N$ and deforms $K_1$ to $K_2$.

In other words, two long knots in $\mathbb{R}P^2 \times \mathbb{R}$ are narrowly ambient isotopic as long knots if they are ambient isotopic as long knots in some $D^2 \times \mathbb{R}$ embedded in $\mathbb{R}P^2 \times \mathbb{R}$.

**Definition A.9.** Two long knots $K_1, K_2 \subset \mathbb{R}P^2 \times \mathbb{R}$ are said to be **narrowly equivalent** if there exists finitely many long knots $J_1, J_2, \ldots, J_m$ such that $J_1 = K_1$, $J_m = K_2$, and $J_i$ is narrowly ambient isotopic to $J_{i+1}$ for $i = 1, 2, \ldots, m - 1$. 
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Lemma A.10. Let \( K_1 \) and \( K_2 \) be two long knots in \( \mathbb{R}P^2 \times \mathbb{R} \). Suppose \( K_1 \) and \( K_2 \) are ambient isotopic, then they are narrowly equivalent.

Proof. Up to small isotopy and perturbations, we may assume \( K_1 \) and \( K_2 \) are smooth and that there is a smooth ambient isotopy \( H_t \) that deforms \( K_1 \) to \( K_2 \). Let \( \Phi: \mathbb{R} \times I \to \mathbb{R}P^2 \times \mathbb{R} \) denote the trace of the ambient isotopy. Specifically, if \( K_1 \) is represented by the embedding \( f: \mathbb{R} \to \mathbb{R}P^2 \times \mathbb{R} \) then \( \Phi(x, t) = H_t(f(x)) \). Then there exist \( 0 = a_0 < a_1 < \cdots < a_m = 1 \) such that the long knots \( J_i := \Phi(-, a_i) \) admit neighborhoods \( N_i \cong D^2 \times \mathbb{R} \) and such that \( \Phi(x, t) \in N_i \) for \( t \in [a_i, a_{i+1}] \), \( i = 1, 2, \ldots, m - 1 \). Next, for \( i = 1, 2, \ldots, m - 1 \), we show \( J_i \) and \( J_{i+1} \) are narrowly ambient isotopic by constructing an ambient isotopy \( H^{(i)}_t: N_i \to N_i, t \in [0, 1] \). We will define \( H^{(i)}_t \) to be the time-\( t \) flow map of a time-dependent vector field \( X_t \) supported in a compact subset of \( N_i \) away from the boundary. More specifically, we define \( X_t(\Phi(x, (1-t)a_i + ta_{i+1})) = \frac{1}{a_{i+1} - a_i} \frac{\partial \Phi}{\partial t} \) and extend it smoothly to a \( t \)-dependent vector field compactly supported away from \( \partial N_i \). By construction, \( H^{(i)}_t \) fixes \( \partial N_i \) and deforms \( J_i \) to \( J_{i+1} \). □

Definition A.11. Let \( K_1 \) and \( K_2 \) be polygonal knots in a PL manifold. The knots \( K_1 \) and \( K_2 \) are related by a triangle move if there is a (possibly degenerate) PL 2-simplex with two edges on \( K_1 \) and one edge on \( K_2 \), or vice versa, and \( K_1 \) and \( K_2 \) are identical away from this simplex. The knots \( K_1 \) and \( K_2 \) are \( \Delta \)-equivalent if they are related by a finite sequence of triangle moves.

Lemma A.12. Let \( K_1 \) and \( K_2 \) be two polygonal long knots in \( D^2 \times \mathbb{R} \). If there exists an end-fixing PL homeomorphism \( f: D^2 \times \mathbb{R} \to D^2 \times \mathbb{R} \) so that \( f(K_1) = K_2 \), then \( K_1 \) and \( K_2 \) are \( \Delta \)-equivalent.

Proof. We may assume the PL homeomorphism \( f \) is isotopic to the identity map through end-fixing homeomorphisms; if not, using a similar argument as in the proof of Proposition A.7, we may replace \( f \) by its composition with an appropriate twisting map that fixes both \( K_1 \) and \( K_2 \). (Here, we used the fact that \( \mathcal{M}(D^2 \times I, D^2 \times \{0, 1\}) \cong \mathbb{Z} \), where the mapping classes are represented by twisting maps; we omit the proof and remark that this can be seen by a similar argument as in the proof of Theorem A.6.) In particular, now we may isotope \( f \) in the complement of \( \nu(K_1) \cup \nu(K_2) \) so that it fixes a collar neighborhood of \( \partial(D^2 \times \mathbb{R}) \), where \( \nu(K_i) \) denotes a regular neighborhood of \( K_i \). Let \( D_r \) denote the disc \( \{(x, y)| x^2 + y^2 \leq r^2 \} \). Up to reparametrization, we may assume \( K_1 \cup K_2 \subset D_{1/5} \times \mathbb{R} \) and \( f \) fixes the complement of \( D_{1/2} \times \mathbb{R} \).

Let \( C \gg 0 \) so that both \( K_1 \) and \( K_2 \) restricts to \( \{0\} \times (-\infty, C] \cup \{0\} \times [C, \infty) \) and so that \( f \) fixes \( \mathbb{R}P^2 \times \{y\} \) for \( |y| \geq C \). Let \( \ell \) be an arc obtained by shifting \( K_1 \cap D_{1/5} \times [-C, C] \) horizontally so that \( \ell \) is contained in the neighborhood of \( \partial(D^2 \times \mathbb{R}) \) which is fixed by \( f \). Let \( K'_1 \) be the knot obtained by joining the upper end of \( \ell \) to the lower end of \( \{0\} \times [C, \infty) \) and joining the lower end of \( \ell \) to the upper end of \( \{0\} \times (-\infty, C] \).

We now claim that both \( K_1 \) and \( K_2 \) are \( \Delta \)-equivalent to \( K'_1 \). To see this, we can perform triangle moves along the horizontal shift between \( K_1 \) and \( K'_1 \). Applying \( f \) then produces triangle moves relating \( K_2 = f(K_1) \) and \( K'_1 = f(K'_1) \). Composing these gives the \( \Delta \)-equivalence between \( K_1 \) and \( K_2 \). □

Theorem A.13. Let \((K_1, \rho)\) and \((K_2, \rho)\) be equivalent strongly negative amphichiral knots in \( S^3 \). Then any symmetric diagram for \( K_1 \) is related to any symmetric diagram for \( K_2 \) by a finite sequence of SNA Reidemeister moves.
Proof. Throughout the proof, we will fix a generic ρ-invariant \( S^2 \subset S^3 \) containing all knot diagrams. We may assume, by applying a small isotopy if necessary, that \( K_1 \) and \( K_2 \) coincide in a neighborhood of each fixed point in \( S^3 \). This small isotopy projects to a planar isotopy of the symmetric diagram. Now removing neighborhoods of the two fixed points, we can consider the quotient of \( S^3 \) by the amphichiral symmetry, which is \( \mathbb{R}P^2 \times \mathbb{R} \). The images of \( K_1 \) and \( K_2 \) are (oriented) long knots \( K_1 \) and \( K_2 \), and the equivariant homeomorphism between \( K_1 \) and \( K_2 \) descends to an end-fixing homeomorphism between \( K_1 \) and \( K_2 \). In fact, by Proposition A.7, there is an end-fixing ambient isotopy between \( K_1 \) and \( K_2 \). Then by Lemma A.10, \( K_1 \) and \( K_2 \) are narrowly equivalent through a sequence of long knots \( J_1, \ldots, J_m \). It suffices to show that the symmetric diagrams for the strongly negative amphichiral knots corresponding to \( J_i \) and \( J_{i+1} \) (which are narrowly ambient isotopic) are related by SNA Reidemeister moves. For convenience we will just assume that \( K_1 \) and \( K_2 \) are narrowly ambient isotopic in some \( D^2 \times \mathbb{R} \subset \mathbb{R}P^2 \times \mathbb{R} \). This narrow ambient isotopy produces a homeomorphism \( f: D^2 \times \mathbb{R} \to D^2 \times \mathbb{R} \) with \( f(K_1) = K_2 \). Furthermore, by applying small isotopies which induce planar isotopies of the corresponding symmetric diagrams, we will assume that \( K_1 \) and \( K_2 \) are polygonal.

We will use \( f \) to get a PL homeomorphism \( D^2 \times \mathbb{R} \to D^2 \times \mathbb{R} \) sending \( K_1 \) to \( K_2 \). (The proof is a straightforward modification to that of the corresponding statement for knots in \( S^3 \); see for example [Moi54, Theorem 6.1] or [Kaw96, Theorem A.3].) By [Moi52, Theorem 2], we can find a homeomorphism \( f' \) which is an approximation of \( f \) and which is piecewise-linear on the exterior \( (D^2 \times \mathbb{R}) - \nu(K_1) \) of \( K_1 \), where \( \nu(K_1) \) is a PL-regular neighborhood of \( K_1 \). A priori \( f'(\nu(K_1)) \) may not be a PL-regular neighborhood of \( K_2 \), but it is at least a PL submanifold of \( D^2 \times \mathbb{R} \), since its boundary \( f'(\partial \nu(K_1)) \) is a PL submanifold. We can then find a PL-regular neighborhood \( \nu(K_2) \) inside \( f'(\nu(K_1)) \), and there is a PL strip \( \mathbb{R} \times [0, 1] \) interpolating between the image of a longitude \( L_1 \) of \( K_1 \) in \( f'(\partial \nu(K_1)) \) and a longitude \( L_2 \) of \( K_2 \) in \( \partial \nu(K') \), by [Bin54, Theorem 3]. This strip gives a PL isotopy between \( L_2 \) and \( f'(L_1) \). We also have PL isotopies between \( K_1 \) and \( L_1 \), and between \( K_2 \) and \( L_2 \). In particular, there is a composite PL homeomorphism:

\[
(D^2 \times \mathbb{R}, K_1) \to (D^2 \times \mathbb{R}, L_1) \to (D^2 \times \mathbb{R}, f'(L_1)) \to (D^2 \times \mathbb{R}, L_2) \to (D^2 \times \mathbb{R}, K_2).
\]

Now by Lemma A.12, we have a \( \Delta \)-equivalence between \( K_1 \) and \( K_2 \). Lifting the triangle moves from this equivalence to \( S^3 \) produces equivariant pairs of triangle moves relating \( K_1 \) and \( K_2 \). Let \( \Delta \) and \( \rho(\Delta) \) be an equivariant pair of triangles, and consider the projections of \( \Delta \) and \( \rho(\Delta) \) to the \( S^2 \) of the diagram. If the projections of \( \Delta \) and \( \rho(\Delta) \) are disjoint, then we are reduced to an equivariant isotopy or an equivariant pair of R1, R2, or R3 moves. If instead \( \Delta \) and \( \rho(\Delta) \) have overlapping projections, then (possibly after replacing \( \Delta \) with a smaller triangle in a subdivision) the union of their projections is a \( \rho \)-invariant contractible region and hence contains exactly one of the two fixed points. The projections of \( \Delta \) and \( \rho(\Delta) \) can then be subdivided into an equivariant sequence of R1, R2, and R3 moves, and one of the two R4 moves as shown in the statement of Theorem 2.7.

Appendix B. Table of strongly negative amphichiral knots

For convenience we provide a table of symmetric diagrams for all strongly negative amphichiral prime knots with 12 or fewer crossings. This table was produced by taking the list of all negative amphichiral knots with 12 or fewer crossings (see for example [LM23]) and adjusting the diagrams to be symmetric.
\begin{tabular}{|c|c|c|}
\hline
$4_1$ & $6_3$ & $8_3$ \\
\hline
$8_9$ & $8_{12}$ & $8_{17}$ \\
\hline
$8_{18}$ & $10_{17}$ & $10_{33}$ \\
\hline
$10_{37}$ & $10_{43}$ & $10_{45}$ \\
\hline
$10_{79}$ & $10_{81}$ & $10_{88}$ \\
\hline
$10_{99}$ & $10_{109}$ & $10_{115}$ \\
\hline
$10_{118}$ & $10_{123}$ & $12a_4$ \\
\hline
\end{tabular}
12a_{1254} \hspace{2cm} 12a_{1260} \hspace{2cm} 12a_{1267}

12a_{1269} \hspace{2cm} 12a_{1273} \hspace{2cm} 12a_{1275}

12a_{1280} \hspace{2cm} 12a_{1281} \hspace{2cm} 12a_{1287}

12a_{1288} \hspace{2cm} 12n_{356} \hspace{2cm} 12n_{462}

12n_{706} \hspace{2cm} 12n_{873}
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