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Abstract We reorganize the derivative expansion of general (power-counting non-renormalizable) 2d dilaton gravity such that the mass function is integrable. As an example, we consider a three-parameter family of models and provide conditions on the parameters such that the ground state is either Minkowski, Rindler, or (A)dS.

1 Introduction to general 2d dilaton gravity

Two is the lowest spacetime dimension with enough room for space and time. Consequently, it is the lowest dimension that allows for light cones, horizons, and black holes. Moreover, two is the lowest dimension permitting non-trivial intrinsic curvature and topology. For all these reasons, two-dimensional (2d) theories of gravity serve as minimal toy models to elucidate conceptual aspects of classical and quantum gravity, including black hole evaporation and holographic correspondences.

Since Einstein gravity does not exist in 2d, one has to resort to some alternative gravity theory. All known approaches lead to the same class of theories (possibly after some field redefinitions and/or integrating in/out auxiliary fields), namely 2d...
dilaton gravity, a scalar-tensor theory. In its most general version, the bulk action

\[ I[g_{\mu\nu}, X] = -\frac{\kappa}{4\pi} \int d^2x \sqrt{-g} \left(XR - 2\varphi'(X, -\nabla X)^2\right) \]  

contains an arbitrary function \( \varphi \) of two variables, the dilaton \( X \) and its kinetic term \( (\nabla X)^2 \). We adapted signs consistently with [13]. Special cases often considered in the literature are the restriction to power-counting renormalizable models [33, 35] or to potentials that are independent from the kinetic term [28, 44]. In our work, we do not impose such restrictions.

While the action (1) has appeared, e.g., in [39, 9, 14, 26, 40] (also known as “kinetic gravity braiding” [5] or “Horndeski theory” [17]), besides the class of dilaton scale invariant models studied in detail in [13] no charting of the full model space was attempted yet.

In this proceedings contribution, we make the first steps in this direction. In section 2 we review how to obtain all classical solutions, focussing on the linear dilaton sector, up to the integration of a conservation equation. In section 3 we reorganize the way that models are formulated by demanding the conservation equation to be integrable and providing some function therein as input, from which the potential \( \varphi \) is then deduced. In section 4 we focus on a three-parameter family as an example and discuss under which conditions the models exhibit ground states that are maximally symmetric (Minkowski, Rindler, or (A)dS). In section 5 we conclude.

2 Classical solutions

To discuss the classical solutions of general 2d dilaton gravity (1), it is convenient to work in the first order formulation of the theory [24, 25], whose action

\[ I(\omega, e_a, X, X^a) = \frac{\kappa}{2\pi} \int \left( X d\omega + X^a \left( de_a + e_b^a \omega \wedge e_b \right) + \varepsilon \varphi(X, X^c X_c) \right) \]  

depends on the (dualized) Lorentz connection \( \omega \), the zweibein \( e_a \), the dilaton \( X \), and auxiliary scalar fields \( X^a \). We introduced the volume form \( \varepsilon = \frac{1}{2} \epsilon^{ab} e_a \wedge e_b \). In light-cone coordinates \( (x^+, x^-) \) for the Lorentz indices \( a, b \), the Minkowski metric reads as \( \eta_{++} = 1, \eta_{\pm\pm} = 0 \). Our sign convention for the Levi-Civita symbol is \( \varepsilon^\pm = \pm 1 \).

The equations of motion

\begin{align}
    dX + X^- e^+ - X^+ e^- &= 0 \quad (3a) \\
    (d\pm\omega)X^\pm \pm \varepsilon \varphi' &= 0 \quad (3b) \\
    d\omega + \varepsilon \frac{\partial \varphi'}{\partial X} &= 0 \quad (3c) \\
    (d\pm\omega)e^\pm + \varepsilon \frac{\partial \varphi'}{\partial X^\pm} &= 0 \quad (3d)
\end{align}
are of first order in derivatives. Solving (3c) and (3a) for $\omega$ and $X^a$ and re-injecting these solutions into the action (2) recovers the second order action (1) (see e.g. [13] for details).

The constant dilaton sector of the theory is given by the solutions of (3a)-(3d) satisfying

$$\mathcal{V}(X, X^a X_a) = 0 = X^a$$

These solutions have constant dilaton, constant curvature, and are locally maximally symmetric. They are covered extensively in the literature (see e.g. [16]), so we do not discuss them in this work.

Instead, we focus on the linear dilaton sector of the theory and summarize the solution algorithm discussed in [13]. Combining (3b) and (3a) obtains

$$dY - \mathcal{V}(X, 2Y) dX = 0 \quad Y := X^+ X^-.$$

As discussed below, this relation implies Casimir conservation $dC = 0$ and can be integrated to yield the Casimir function $C(X, Y)$. Assuming $X^+ \neq 0$ (essentially without loss of generality) the equation (3b) implies

$$\omega = -\frac{dX^+}{X^+} - Z \mathcal{V}$$

where $Z = e^+ / X^+$. Similarly, the equation (3a) yields

$$e^- = \frac{dX^-}{X^+} + X^+ Z$$

and the volume element $\mathcal{E} = -Z \wedge dX$. Combining the upper signs (3d) and (3b) gives

$$dZ = (Z \wedge dX) \frac{\partial \mathcal{V}}{\partial Y}.$$

Inserting $Z = dv e^{Q(X)}$ into this equation yields

$$\frac{dQ}{dX} = -\frac{\partial \mathcal{V}}{\partial Y}$$

which can be formally integrated as

$$Q(X) = -\int_X^Y \frac{\partial \mathcal{V}}{\partial Y}$$

by virtue of (5). The line element reads as

$$ds^2 = 2e^+ e^- = 2e^Q dv dX + 2Ye^{2Q} dv^2$$

where $Y$ is constrained through (5) and $Q(X)$ is given in (10). Introducing the radial coordinate $dr = e^Q dX$, which can be integrated to give the dilaton as a function of the radius $X(r)$, the line element (11) takes Eddington–Finkelstein form,
The solution (12) is completely determined once the potential \( \mathcal{V} \) is provided, up to the integration constant \( C \) in (5) corresponding to the Casimir of the theory.\(^2\) All solutions exhibit at least one Killing vector, namely \( \partial_v \).

We highlight three properties of the Casimir \( C \): 1. Physically, it encodes the mass of the solution. 2. Notably, the function \( Q(X) \), in general, depends on the Casimir, except for power-counting renormalizable models. 3. To obtain explicit solutions, we still need to integrate (5). How to achieve this is the subject of the next section.

### 3 Integrable conservation equation

In practice, given a potential \( \mathcal{V} \), it might be difficult to integrate the conservation equation (5) and find an explicit solution for \( Y \). Furthermore, it is not a priori obvious to determine which class of potentials \( \mathcal{V} \) will allow us to find explicit solutions and obtain a complete classification of the ground states. Instead, we will use another route and start from a class of exact differential equations for (5). They are of the form

\[
p(X, Y) \, dX + q(X, Y) \, dY = 0
\]

where \( p(X, Y) \) and \( q(X, Y) \) are functions satisfying the integrability condition

\[
\frac{\partial p}{\partial Y} = \frac{\partial q}{\partial X}.
\]

With this condition, the conservation equation (13) can be rewritten in terms of the Casimir \( C(X, Y) \) as

\[
dC = 0 \quad \text{with} \quad p = \frac{\partial C}{\partial X} \quad q = \frac{\partial C}{\partial Y}
\]

which readily can be integrated. Comparing with (5), we identify

\[
\mathcal{V} = -\frac{p}{q}.
\]

Our approach is reminiscent of inverse scattering methods: instead of starting with some potential \( \mathcal{V} \) and determining the mass function \( C \), we postulate some suitable mass function \( C \), use (15) to get the functions \( p \) and \( q \), and obtain the potential \( \mathcal{V} \) as output by virtue of (16).\(^3\) In terms of (16), equation (10) leads to

\[
Q(X) = \int^{X} \frac{\partial \left( \frac{p}{q} \right)}{\partial Y} \, dX' = \int^{X} \left( 1 \frac{\partial p}{q \partial Y} - \frac{p}{q} \frac{1}{q \partial Y} \right) \, dX'.
\]

\(^2\) The constant coming from the integration of (9) is trivial since it can be fixed by a choice of units.

\(^3\) The analog of the integrability condition (14) would be difficult to formulate if one started from a generic potential \( \mathcal{V} \) instead of starting from equation (13), which justifies our approach.
The first term in the integral on the right can be rewritten with the relation (14).

\[ Q(X) = \int X \left( \frac{1}{q} \frac{\partial q}{\partial X'} + Y^2 \frac{1}{q} \frac{\partial q}{\partial Y} \right) dX' \]  

Performing the change of integration variable \( dX = \frac{1}{Y} dY + \frac{1}{q} \frac{\partial q}{\partial X} dX \), we finally obtain

\[ Q(X) = \int \frac{1}{q} dq = \ln q(X) \]  

where, as explained in the previous section, the integration constant does not contain physical information and has therefore been set to zero. In general, \( Q(X) \) depends on the Casimir \( C \) when \( q \) depends on \( Y \), since we use the integrated version of (5) to express \( Y \) as function of \( X \) and the Casimir \( C \). Power-counting renormalizable models, \( Y(X, 2Y) = V(X) - YU(X) \), are a notable exception: for these models, the integrating factor \( Q(X) \) is independent from the Casimir \( C \).

Up to this stage, given \( p, q \) in equation (13) satisfying the integrability condition (14), we have shown how to write explicitly the line element (11) using (19) and the constraint on \( Y \) that can be readily obtained from the Casimir conservation deduced from (13). Now we intend to determine the ground states of these families of metrics, which are characterized by solutions with (i) constant curvature and (ii) vanishing Casimir function. The first condition is by choice — we are mostly interested in models that have a maximally symmetric ground state, like flat space, Rindler, or (A)dS. The second condition is without loss of generality: we can always shift the whole spectrum in such a way that the value of the Casimir function for the ground state vanishes.

The Ricci scalar \( R \) is expressed in terms of the Killing norm \( K \) as

\[ R = \partial_r^2 K \quad K = 2q^2Y. \]  

We distinguish three types of vacua, depending on the values of the curvature and Killing norm:

- **Minkowski ground states** are characterized by vanishing Ricci scalar, \( R = 0 \), and constant Killing norm, \( K(r) = \text{const} \).
- **Rindler ground states** are given by vanishing Ricci scalar, \( R = 0 \), and linear Killing norm, \( K(r) \propto r \).
- **(A)dS ground states** are characterized by positive (negative) Ricci scalar, so that the Killing norm is quadratic. We can distinguish between Poincaré (A)dS with \( K(r) \propto (-)^2r^2 \), global (A)dS with \( K(r) \propto ((-)^2 + 1) \) and (A)dS Rindler where \( K(r) \propto ((-)^2 + Ar + B \) for some constants \( A, B \). In the following, when discussing (A)dS ground states, we will only refer to Poincaré (A)dS ground states.

---

\[ \text{Zeros of the Killing norm } K \text{ in (20) correspond to loci of Killing horizons. They arise either for } q = 0 \text{ or } Y = 0. \text{ The case of } q = 0 \text{ leads to an extremal Killing horizon, as } q = 0 \text{ is a double zero for the Killing norm. The loci of non-extremal Killing horizons are those for which } Y = 0. \]
4 Three-parameter family as example

Power-counting renormalizable models involve potentials and Casimirs that are at most linear in $Y$. The ground states of these models have been extensively discussed in the literature (see e.g. [21]). Here, we focus on the simplest general dilaton gravity that is not power-counting renormalizable by considering a Casimir $C(X,Y)$ quadratic in $Y$,

$$C(X,Y) = V_0(X) + V_1(X)Y + V_2(X)Y^2$$  \hspace{1cm} (21)

where the potentials $V_0$, $V_1$, $V_2$ are taken to be monomials in $X$.

The parameters $A$, $B$, $D$ and $a$, $b$, $c$ are constant. The condition (ii) to obtain ground state solutions requires solving $C(X,Y) = 0$ for $Y$. This leads to two branches of solutions.

$$Y^\pm = -V_1 \pm \sqrt{V_1^2 - 4V_2V_0} \over 2V_2$$ \hspace{1cm} (23)

Evaluating the function $q(X,Y)$ on these solutions yields

$$q(X,Y^\pm) = V_1 + 2V_2Y^\pm = \pm \sqrt{V_1^2 - 4V_2V_0}.$$ \hspace{1cm} (24)

Plugging (23) and (24) into the second equation of (20) gives the ground state Killing norm

$$K_0^{\pm} := K^{\pm}|_{C=0} = (V_1^2 - 4V_2V_0) \over V_2 .$$ \hspace{1cm} (25)

For the three-parameter family (22), this reads as

$$K_0^{\pm} = (B^2X^{2b} - 4ADX^{a-c}) \over D .$$ \hspace{1cm} (26)

By expanding $Y^\pm$ for small values of $D$, one can see that the branch $Y^-$ is continuously connected to the linear solution, while the branch $Y^+$ is not. This constitutes a criterion to select the branch $Y^-$ rather than $Y^+$, which is what we are going to do.

We now focus on the condition (i) defining ground states. Following the classification of vacua provided at the end of the previous section, we treat each case separately. We determine first the conditions on the model parameters $a$, $b$, $c$ such that the ground state of the corresponding model has the desired properties, then write down the potential associated with the model and finally display the metric (12) that emerges as solution of the model, for any value of the Casimir $C$. The relation between dilaton and radial coordinate is displayed in the appendix. As an abbreviation we often use the discriminant $\Delta := B^2 - 4AD$. 
4.1 Minkowski ground states

Minkowski ground states are found by requiring the expression of the Killing norm (26) to be constant. Rewriting (26) as

\[ K^{-0} = X^{3b-c} (B^2 - 4AD X^{a+c-2b}) \left( -\frac{B}{D} - \frac{B^2}{D^2} - \frac{c}{D} X^{a+c-2b} \right) = \text{const}, \]  

we see that this condition is satisfied for generic \( A, B \) and \( D \) only if each term in the product is constant, and therefore \( a + c - 2b = 0 \) and \( 3b - c = 0 \). Minkowski ground state models then have to obey the relations

\[
\text{Minkowski ground state models: } \quad a = -b \quad \text{and} \quad c = 3b \quad (28)
\]

between the parameters, yielding the potential

\[
V_{\text{Mink}}(X, -(\partial X)^2) = a X^{2a-1} \frac{4A + 2BX^{-2a}(\partial X)^2 - 3DX^{-4a}(\partial X)^4}{-4B + 4DX^{-2a}(\partial X)^2}. \quad (29)
\]

The metric (12) for Minkowski ground state models simplifies to (\( \Delta = B^2 - 4AD \))

\[
ds^2 = 2dvdr - l_0 \left( \Delta + 4CDX^{-a} \right) \left( B + \sqrt{\Delta + 4CDX^{-a}} \right) dv^2 \quad (30)
\]

where we labelled by \( l_0 \) the freedom of fixing the integration constant in the function \( Q(X) \) given in (19). Demanding the terms proportional to the Casimir \( C \) to be subleading for large \( X \) establishes the convexity condition \( a > 0 \). For positive \( a \) and a convenient choice of \( l_0 \), the metric (30) has the asymptotically flat expansion

\[
ds^2 = 2dvdr - \left( 1 - MX^{-a} + O(M^2X^{-2a}) \right) dv^2 \quad (31)
\]

where the mass parameter \( M \) is proportional to \( C \). Demanding that large values of the radial coordinate also correspond to large values of the dilaton requires \( a \leq 1 \).

Thus, standard Minkowski ground state models obey \( a \in (0, 1] \) in addition to (28).

Non-generic cases for specific values of the constants \( A, B, D \) exist as well. If \( A = 0 \) and \( B \neq 0 \), we get the ground state condition \( c = 3b \) with no further restriction. In the case of \( B = 0 \) and \( A \neq 0 \), \( K^{-0} = \text{const} \) leads to \( c = -3a \). The case \( D = 0 \) leads to a two-parameter family of power-counting renormalizable models with the conditions on the parameter \( K_0 = 2q^2Y = -2AB X^{a+b} = \text{const} \), so that \( a = -b \).

Comparing with the well-known two-parameter family \((a'b')\) (see e.g. [21]) where the potential reads as \( V_{(a'b')}(X, 2Y) = \frac{a'}{X} Y + X^{a'+b'} \) and using the dictionary \( a' = -b \) and \( b' = a - 1 \), we recover the known result for Minkowski ground state \( a' = 1 + b' \), which constitutes a consistency check of our derivation.
4.2 Rindler ground states

With the radial coordinate defined by \( r = \int q(X', Y) \, dX' \), the condition \( K_0^- \propto r \) reads as follows

\[
K_0^-= \left( b X^{2b} - 4AD X^{a+c} \right) \left( -\frac{B}{D} X^{b-c} - \sqrt{\frac{B^2}{D^2} X^{2b-2c} - 4 \frac{A}{D} X^{a-c}} \right) \propto X^{b+1} \left[ \frac{B}{b+1} + \frac{2D}{c+1} \left( -\frac{B}{D} - \sqrt{\frac{B^2}{D^2} - 4 \frac{A}{D} X^{a-2b+c}} \right) \right]. \quad (32)
\]

This can be rewritten as

\[
\left( -\frac{B}{D} - \sqrt{\frac{B^2}{D^2} - 4 \frac{A}{D} X^{a-2b+c}} \right) \left( -\frac{2D}{c+1} + X^{2b-c-1} \left( b X^{a-2b+c} \right) \right) \propto \frac{B}{b+1}. \quad (33)
\]

For generic \( A, B \), and \( D \) this can be solved for the parameters

\[
\text{Rindler ground state models:} \quad a = 1 \quad c = 2b - 1 \quad \text{(34)}
\]

yielding the potential

\[
\gamma_{\text{R}}(X, -\partial X^2) = X^{-b} \frac{4A - 2bX^{b-1}(\partial X)^2 + (2b-1)DX^{2b-2}(\partial X)^4}{-4B + 4DX^{b-1}(\partial X)^2}. \quad (35)
\]

The metric (12) for Rindler ground state models simplifies to \( (\Delta = B^2 - 4AD) \)

\[
ds^2 = 2 \, dv \, dr - I_0 X^{1+b} \left( \Delta + \frac{4CD}{X} \right) \left( B + \sqrt{\Delta + \frac{4CD}{X}} \right) \, dv^2 \quad (36)
\]

where \( I_0 \) has the same meaning as before. The terms proportional to the Casimir \( C \) are always subleading at large \( X \). Demanding that large values of the radial coordinate also correspond to large values of the dilaton requires \( b \geq -1 \). For these standard Rindler ground state models, the metric (36) has the asymptotically Rindler expansion

\[
ds^2 = 2 \, dv \, dr - \left( r - M r^{b/(1+b)} + \mathcal{O}(M^2 r^{(b-1)/(1+b)}) \right) \, dv^2 \quad (37)
\]

where the mass parameter \( M \) is proportional to \( C \).

Non-generic cases for specific values of the constants \( A, B, D \) exist as well. For \( A = 0 \), the condition \( K_0^- \propto r \) is satisfied provided \( c = 2b - 1 \). For \( B = 0 \) and \( A \neq 0 \) we get the solution \( a = 1 \) satisfying \( K_0^- \propto r \). For \( D = 0 \), the condition \( K_0^- \propto r \) yields \( a = 1 \) with \( b \) arbitrary. In terms of the \((a'b')\) family, we get \( b' = 0 \), which confirms the known result \cite{21}.
4.3 (A)dS ground states

The (A)dS condition $K_0^- \propto r^2$ is given by

$$K_0^- = X^{3b-c} \left( B^2 - 4AD X^{a-2b+c} \right) \left( -\frac{B}{D} - \sqrt{\frac{B^2}{D^2} - 4 \frac{A}{D} X^{a-2b+c}} \right)$$

$$\propto X^{2b+2} \left[ \left( \frac{B}{b+1} \right)^2 + \frac{4BD}{(b+1)(c+1)} \left( -\frac{B}{D} - \sqrt{\frac{B^2}{D^2} - 4 \frac{A}{D} X^{a-2b+c}} \right) \right] +$$

$$+ \left( \frac{2D}{c+1} \right)^2 \left( -\frac{B}{D} - \sqrt{\frac{B^2}{D^2} - 4 \frac{A}{D} X^{a-2b+c}} \right)^2 .$$

(38)

For generic $A$, $B$ and $D$ this is solved for the parameters obeying

$$\text{(A)dS ground state models:} \quad a = b + 2 \quad c = b - 2 .$$

(39)

yielding the potential

$$\mathcal{V}_{\text{AdS}}(X, -(\partial X)^2) = X^{4aA - 2(a - 2)B X^{-2} (\partial X)^2 + (a - 4)D X^{-4} (\partial X)^4} \frac{1}{-4B + 4DX^{-2}(\partial X)^2} .$$

(40)

The metric (12) for (A)dS ground state models simplifies to $(\Delta = B^2 - 4AD)$

$$ds^2 = 2 dv dr + l_0 X^{2a-2} \left( \Delta + \frac{4CD}{X^a} \right) \left( B + \sqrt{\Delta + \frac{4CD}{X^a}} \right) dv^2$$

(41)

where again $l_0$ has the same meaning as before. The terms proportional to the Casimir $C$ are subleading at large values of the dilaton if $a > 0$. If $a > 1$, then large values of the radial coordinate also correspond to large values of the dilaton. For these standard (A)dS ground state models, the metric (41) has the asymptotically (A)dS expansion

$$ds^2 = 2 dv dr + \left( A r^2 + M r^{(a-2)/(a-1)} \right) \left( M^2 r^{-2/(a-1)} \right) dv^2$$

(42)

where $A = A(A, B, D)$ is positive (negative) for (A)dS, and the mass parameter $M$ is proportional to the Casimir $C$.

Again, some non-generic cases for specific values of the constants $A$, $B$, $D$ exist. If $A = 0$, $K_0^- \propto r^2$ yields $c = b - 2$. For $B = 0$ we get $c = a + 4b$. For $D = 0$ we get the result $a = b + 2$ from the condition $K_0^- \propto r^2$. This is consistent with the AdS ground states previously found for the model $\mathcal{V}(X, 2Y) = \frac{\phi}{X} Y + X$ [21].
5 Generalizations

There are three types of generalizations of the standard Minkowski-, Rindler-, and (A)dS-ground state models discussed in this work.

1. **Beyond standard models.** One can relax the convexity conditions imposed as standard. For instance, one could consider Minkowski ground state models (29) where the parameter \( a \) lies outside the interval \((0, 1]\). Then either the weak coupling region, \( X \to \infty \), no longer corresponds to large values of the radial coordinate, \( r \to \infty \), or the Killing norm is dominated asymptotically by the terms containing the Casimir \( C \). In the latter case, generic solutions no longer are asymptotically flat. Similar remarks apply to Rindler and (A)dS ground state models. In the restricted class of power-counting renormalizable models, this issue was addressed in [11, 2].

2. **Beyond maximally symmetric ground states.** One can give up the requirement of having a maximally symmetric ground state and study all members of the family of models defined by (21) with (22). It could be interesting to scan this model space by imposing as constraint reasonable thermodynamics, along the lines of section 4.2 in [10].

3. **Beyond quadratic ansatz.** One can extend the discussion beyond the 3-parameter family considered in the present work. In particular, generalizing the ansatz (21) to \( C(X, Y) = \sum_{n=0}^{4} V_n(X) Y^n \) yields explicit (if cumbersome) expressions, and all our results generalize straightforwardly to this case. Generalizations beyond these algebraic examples require new techniques or special choices of \( C(X, Y) \).

Besides these generalizations, there are also some evident potential applications of the models studied in the present work. We list three examples for possible follow-up work and expect that some of these points will be addressed in the near future.

1. **Thermodynamics and holographic renormalization.** Presently, it is unclear which boundary terms have to be added to the bulk action (1) to render the variational principle well-defined. For the class of power-counting renormalizable models, these boundary terms were constructed in [10] (using the Hamilton–Jacobi method, see e.g. [34]). They play an important role in thermodynamics since in the Euclidean version of the theory the Helmholtz free energy is determined from the (holographically renormalized) on-shell action. It could be rewarding to extend the thermodynamical discussion of [10] to generic 2d dilaton gravity models (1), like in section 5 of [13].

2. **Asymptotic symmetries and boundary excitations.** Models with maximally symmetric ground states could allow for some standard boundary conditions, using notions of locally asymptotically flat or locally asymptotically (A)dS spacetimes, along the lines of e.g. [12, 13].

3. **SYK-like correspondences.** Given the relation between Schwarzian actions and AdS isometries (see [29] and the reviews [32, 37, 15]) one might expect SYK-like models [23, 36] dual to the AdS ground state models. Similarly, by analogy to [1] Rindler ground state models could lead to a twisted warped boundary action.
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Appendix — Relation between dilaton and radial coordinate

The relation between dilaton and radial coordinate,

$$dr = e^{Q(X)} dX$$  \hspace{1cm} (43)

can be integrated in closed form in terms of elementary functions and the hypergeometric function \( _2F_1 \) for all models considered in our work. Dropping the integration constant in \( Q(X) \), we list now these results, using again the definition \( \Delta = B^2 - AD \) and introducing the definition \( M = -4CD/\Delta \).

For Minkowski ground state models, we obtain

$$r = \frac{2X \sqrt{\Delta (1 - MX^{-a})}}{(a - 2) (3a - 2) M^2} \left( \frac{2a}{a + 2} X^a \ _2F_1 \left( 1, 1 + \frac{1}{a}, \frac{3}{2}; \frac{1}{a}, X^a/M \right) + M \left( a + (2 - a)MX^{-a} \right) \right)$$  \hspace{1cm} (44)

which for large values of \( X \) and \( a \in (0, 1] \) expands as

$$r \propto X^{1-a} + \ldots$$  \hspace{1cm} (45)

For Rindler ground state models, we obtain

$$r = \frac{2}{3} \sqrt{\Delta} \left( \frac{1}{M} \right)^{1/2 - b} (X - M)^{3/2} \ _2F_1 \left( \frac{3}{2}, \frac{1}{2} - b, \frac{3}{2}; 1 - X/M \right)$$  \hspace{1cm} (46)

which for large values of \( X \) and \( b > -1 \) expands as

$$r \propto X^{1+b} + \ldots$$  \hspace{1cm} (47)

For (A)dS ground state models, we obtain

$$r = \frac{a \sqrt{\Delta (1 - MX^{-a})} X^{a-1}}{(a - 2) (a - 1)} \left( _2F_1 \left( 1, 1 - \frac{1}{a}, \frac{3}{2} - \frac{1}{a}; X^a/M \right) + 1 - \frac{2}{a} \right)$$  \hspace{1cm} (48)

which for large values of \( X \) and \( a > 1 \) expands as

$$r \propto X^{-1+a} + \ldots$$  \hspace{1cm} (49)

In all cases, the omitted proportionality constants are independent from \( M \) and can be adjusted conveniently by fixing the integration constant in \( Q(X) \).
References

1. Afshar, H., González, H.A., Grumiller, D., Vassilevich, D.: Flat space holography and the complex Sachdev-Ye-Kitaev model. Phys. Rev. D 101(8), 086,024 (2020). DOI 10.1103/PhysRevD.101.086024
2. Bağchi, A., Grumiller, D., Salzer, J., Sarkar, S., Schöller, F.: Flat space cosmologies in two dimensions - Phase transitions and asymptotic mass-domination (2014)
3. Callan Jr., C.G., Giddings, S.B., Harvey, J.A., Strominger, A.: Evanescent black holes. Phys. Rev. D45, 1005–1009 (1992)
4. Chamseddine, A.H., Wyler, D.: Gauge theory of topological gravity in (1+1)-dimensions. Phys. Lett. B228, 75 (1989)
5. Deffayet, C., Pujolas, O., Sawicki, I., Vikman, A.: Imperfect Dark Energy from Kinetic Gravity Braiding. JCAP 10, 026 (2010). DOI 10.1088/1475-7516/2010/10/026
6. Dijkgraaf, R., Verlinde, H., Verlinde, E.: String propagation in a black hole geometry. Nucl. Phys. B371, 269–314 (1992)
7. Elitzur, S., Forge, A., Rabinovici, E.: Some global aspects of string compactifications. Nucl. Phys. B359, 581–610 (1991)
8. Grumiller, D., Jackiw, R.: Liouville gravity from Einstein gravity. In: S. Gosh, G. Kar (eds.) Recent Developments in Theoretical Physics, pp. 331–343. World Scientific, Singapore (2010)
9. Grumiller, D., Kummer, W., Vassilevich, D.V.: Dilaton gravity in two dimensions. Phys. Rept. 369, 327–429 (2002)
10. Grumiller, D., McNees, R.: Thermodynamics of black holes in two (and higher) dimensions. JHEP 04, 074 (2007)
11. Grumiller, D., McNees, R., Salzer, J.: Cosmological constant as confining U(1) charge in two-dimensional dilaton gravity. Phys. Rev. D90, 044,032 (2014). DOI 10.1103/PhysRevD.90.044032
12. Grumiller, D., McNees, R., Salzer, J., Valcárcel, C., Vassilevich, D.: Menagerie of AdS2 boundary conditions. JHEP 10, 203 (2017). DOI 10.1007/JHEP10(2017)203
13. Grumiller, D., Ruzziconi, R., Zwikel, C.: Generalized dilaton gravity in 2d. SciPost Phys. 12, 032 (2022). DOI 10.21468/SciPostPhys.12.1.032
14. Grumiller, D., Vassilevich, D.V.: Non-existence of a dilaton gravity action for the exact string black hole. JHEP 11, 018 (2002)
15. Gu, Y., Kitaev, A., Sachdev, S., Tarnopolsky, G.: Notes on the complex Sachdev-Ye-Kitaev model. JHEP 02, 157 (2020). DOI 10.1007/JHEP02(2020)157
16. Hartman, T., Strominger, A.: Central Charge for AdS(2) Quantum Gravity. JHEP 0904, 026 (2009). DOI 10.1088/1126-6708/2009/04/026
17. Horndeski, G.W.: Second-order scalar-tensor field equations in a four-dimensional space. Int. J. Theor. Phys. 10, 363–384 (1974). DOI 10.1007/BF01807638
18. Ikeda, N.: Two-dimensional gravity and nonlinear gauge theory. Annals Phys. 235, 435–464 (1994). DOI 10.1006/aphy.1994.1104
19. Isler, K., Trugenberger, C.A.: A gauge theory of two-dimensional quantum gravity. Phys. Rev. Lett. 63, 834 (1989)
20. Jackiw, R.: Lower dimensional gravity. Nucl. Phys. B252, 343–356 (1985)
21. Katanaev, M.O., Kummer, W., Liebl, H.: On the completeness of the black hole singularity in 2-d dilaton theories. Nucl. Phys. B 486, 353–370 (1997). DOI 10.1016/S0550-3213(96)00624-4
22. Katanaev, M.O., Volovich, I.V.: String model with dynamical geometry and torsion. Phys. Lett. B175, 413–416 (1986)
23. Kitaev, A.: A simple model of quantum holography. KITP strings seminars, April/May 2015, http://online.kitp.ucsb.edu/online/entangled15/ and http://online.kitp.ucsb.edu/online/entangled15/kitaev2/
24. Klosch, T., Strobl, T.: Classical and quantum gravity in (1+1)-Dimensions. Part 1: A Unifying approach. Class. Quant. Grav. 13, 965–984 (1996). DOI 10.1088/0264-9381/13/5/015. [Erratum: Class. Quant. Grav. 14, 825 (1997)]
25. Klosch, T., Strobl, T.: Classical and quantum gravity in (1+1)-dimensions. Part 2: The Universal coverings. Class. Quant. Grav. 13, 2395–2422 (1996). DOI 10.1088/0264-9381/13/9/007
26. Kunstatter, G., Maeda, H., Taves, T.: New 2D dilaton gravity for nonsingular black holes. Class. Quant. Grav. 33(10), 105,005 (2016). DOI 10.1088/0264-9381/33/10/105005
27. Lemos, J.P.S., Sa, P.M.: The Black holes of a general two-dimensional dilaton gravity theory. Phys. Rev. D 49, 2897–2908 (1994). DOI 10.1103/PhysRevD.49.2897. [Erratum: Phys.Rev.D 51, 5967–5968 (1995)]
28. Louis-Martinez, D., Gegenberg, J., Kunstatter, G.: Exact Dirac quantization of all 2-D dilaton gravity theories. Phys. Lett. B 321, 193–198 (1994). DOI 10.1016/0370-2693(94)90463-4
29. Maldacena, J., Stanford, D.: Remarks on the Sachdev-Ye-Kitaev model. Phys. Rev. D 94(10), 106.002 (2016). DOI 10.1103/PhysRevD.94.106002
30. Mandal, G., Sengupta, A.M., Wadia, S.R.: Classical solutions of two-dimensional string theory. Mod. Phys. Lett. A 6, 1685–1692 (1991)
31. Mann, R.B., Ross, S.F.: The D → 2 limit of general relativity. Class. Quant. Grav. 10, 345–351 (1993)
32. Mertens, T.G.: The Schwarzian theory — origins. JHEP 05, 036 (2018). DOI 10.1007/JHEP05(2018)036
33. Odintsov, S.D., Shapiro, I.L.: One loop renormalization of two-dimensional induced quantum gravity. Phys. Lett. B263, 183–189 (1991)
34. Papadimitriou, I.: Holographic renormalization as a canonical transformation. JHEP 1011, 014 (2010). DOI 10.1007/JHEP11(2010)014
35. Russo, J.G., Tseytlin, A.A.: Scalar tensor quantum gravity in two-dimensions. Nucl. Phys. B382, 259–275 (1992)
36. Sachdev, S., Ye, J.: Gapless spin fluid ground state in a random, quantum Heisenberg magnet. Phys. Rev. Lett. 70, 3339 (1993). DOI 10.1103/PhysRevLett.70.3339
37. Sárosi, G.: AdS4 holography and the SYK model. PoS Modave2017, 001 (2018). DOI 10.22323/1.323.0001
38. Schaller, P., Strobl, T.: Poisson structure induced (topological) field theories. Mod. Phys. Lett. A9, 3129–3136 (1994)
39. Strobl, T.: Gravity in two spacetime dimensions (1999). Habilitation thesis
40. Takahashi, K., Kobayashi, T.: Generalized 2D dilaton gravity and kinetic gravity braiding. Class. Quant. Grav. 36(9), 095,003 (2019). DOI 10.1088/1361-6382/ab1355
41. Teitelboim, C.: Gravitation and Hamiltonian structure in two space-time dimensions. Phys. Lett. B126, 41 (1983)
42. Verlinde, H.: Black holes and strings in two dimensions. In: Trieste Spring School on Strings and Quantum Gravity, pp. 178–207 (1991). The same lectures were given at MGV1 in Japan, June, 1991
43. Witten, E.: On string theory and black holes. Phys. Rev. D44, 314–324 (1991)
44. Witten, E.: Deformations of JT Gravity and Phase Transitions (2020)