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Abstract

We present a corpus of 44 human-agent verbal and gestural story retellings designed to explore whether humans would gesturally entrain to an embodied intelligent virtual agent. We used a novel data collection method where an agent presented story components in installments, which the human would then retell to the agent. At the end of the installments, the human would then retell the embodied animated agent the story as a whole. This method was designed to allow us to observe whether changes in the agent’s gestural behavior would result in human gestural changes. The agent modified its gestures over the course of the story, by starting out the first installment with gestural behaviors designed to manifest extraversion, and slowly modifying gestures to express introversion over time, or the reverse. The corpus contains the verbal and gestural transcripts of the human story retellings. The gestures were coded for type, handedness, temporal structure, spatial extent, and the degree to which the participants’ gestures match those produced by the agent. The corpus illustrates the variation in expressive behaviors produced by users interacting with embodied virtual characters, and the degree to which their gestures were influenced by the agent’s dynamic changes in personality-based expressive style.
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1. Background and Motivation

We present a corpus of 44 human-virtual agent story retellings that were designed to collect both verbal and nonverbal aspects of human-agent interaction in order to investigate whether people would gesturally entrain to a virtual agent. We used a novel method involving retelling a story in installments in order to investigate the effect on human gestural and verbal behavior of a protocol in which the intelligent embodied agent changed its gestural expressive style over time, either starting as introverted and becoming extraverted, or vice versa.

Previous research suggests that intelligent virtual agents will be viewed more positively if they are both capable of nonverbal expressive behavior, and capable of adapting their behavior to their conversational partner. This adaptation may be based on personality, specific behaviors of the partner, emotional expressiveness or matching, or cultural norms (Andre et al 2014, Endrass et al, 2010; Kopp et al 2006, Mairesse & Walker 2010, 2011; Salem et al, 2012, Hartmann et al 2005). Some studies have suggested that agents that can behaviorally coordinate will be viewed more positively, are more believable, and are more persuasive (Bailenson et al., 2008, Tapos & Mataric, 2008, Andre et al 2000). People respond to coordinating computers in ways that are similar to how they respond to coordinating people. If the computer mimics their own verbal personality style, people like the computer more (Nass & Moon, 2000). People also tend to have a preference for interacting with agents whose nonverbal expressive behaviors present a personality that matches their own (Bailenson & Yee, 2005; Liu et al., 2013, in press). However, people do seem to be forgiving of machines in ways that some researchers have found they are not of each other (Aronson & Linder, 1965). Computers’ changes to be unlike humans did not result in people disliking the computer (Nass & Moon, 2000). Investigation in human-agent interaction has explored both how humans adapt to agents (Branigan, et al., 2003; Heyselaar et al., 2014), and how agents can be designed to be perceptive towards users’ communicative behaviors and adaptive in response (Buschmeier et al., 2009; De Jong, et al., 2008; Walker, et al., 2007, Mairesse & Walker 2010, 2011).

While studies have considered how humans adapt to computers linguistically, through the repetition of syntactic constructions or register, few studies have considered the adaptation of nonverbal expressive behavior in relation to embodied conversational agents (for an exception see Kramer et al., 2007). Similarly, while researchers have attempted to implement systems that imbue agents with automatic alignment between the perception and production of gestures, less work has been done on user gestures directed towards agents in the context of interaction. Currently, no studies have investigated the degree to which a person’s gesturing may be influenced by the presence and expressive style of an agent’s gestures. People interacting with a hand-held virtual agent do produce gesture and other nonverbal displays (Bickmore, 2002), although they produce fewer gestures, gaze patterns away, and head nods in comparison to interactions with a human interlocutor. Given the similar reduction in gesturing in human-human conversations without visual co-presence, for example when speaking on the telephone (Bavelas, et al., 2008), it is unclear if the gestures produced by the participants interacting with the handheld virtual agent were indeed communicative, or were rather gestures produced to facilitate speech production (Rauscher, et
al., 1996). That some participants in this study gestured with both hands, including the one holding the virtual agent device, and that many produced gestures that would be out of the visual field of the agent, suggests that it is not necessarily a foregone conclusion that people will gesture communicatively towards agents. Importantly, for the development of agents capable of perceiving and adapting to the nonverbal expressive behaviors of users, these users should gesture communicatively towards the agents. Similarly, parallel to the review presented above, it is likely that in a communicative interaction, users may adjust their gestures to match those of the agents.

By collecting participants’ gestures as they interact with a virtual agent, we are able to capture both direct repetitions of single gestures as well as general stylistic adaptation in expressive behavior. In interactive dialogue, speakers repeat each other’s gestures across conversational turns (Holler & Wilkin, 2011; Mol, Krahmer, Maes, & Swerts, 2012). Beyond one-to-one repetition of single gestures, speakers also adapt to the stylistic expressive behavior of their conversational partner, both in speech (Giles, Coupland, & Coupland, 1991) and in gesture (Bergmann & Kopp, 2012; Tolins, Liu, Wang, Fox Tree, Neff, & Walker, 2013, 2016).

Stylistic expressive behavior may be particularly useful as a cue to adaption in that it can be taken to reflect the personality of the speaker. A number of studies have explored nonverbal expressive correlates of personality, both in humans and in conversational agents. The personality dimension of extraversion in particular is highly visible, allowing for accurate perception and judgment (Funder & Dobroth, 1987; John & Robins, 1993). Speakers who score high on scales of extraversion tend to produce broader gestures that are further from the body (Lippa, 1998; Riggio & Friedman, 1986). In addition, extraverts gesture more frequently and with more rapid movements than introverts (LaFrance, Heisel, & Beatty, 2004). Manipulations of these particular dimensions of gesture have been incorporated into virtual agents (e.g. Hu, Walker, Neff, & Fox Tree, 2015; Neff, Wang, Abbott, & Walker, 2010). People observing these agents accurately interpret the expressive style visible in the gestures as indications of the agents’ personality (Neff et al., 2010; Liu, Tolins, Fox Tree, Neff, & Walker, 2013, 2016).

We present a corpus of human-agent verbal and gestural story retellings. We used a novel data collection method where an agent presented story components in parts for a person to retell, concluding with the person retelling the story as a whole. This method allows observation of human behavioral changes while an agent changes behavior over time. As adaptation towards a conversational partner has been correlated with both affiliation (Chartrand & Bargh, 1999) as well as conversational success (Louwerse, Dale, Bard, & Jeuniaux, 2012), willingness to adapt towards a conversational virtual agent may be a critical part of usability, both in terms of the user adapting towards the agent and the agent changing its expressive behavior to adapt towards the user. In our study, we manipulated whether the agent moved from nonverbal expressive correlates of extraversion to introversion, or from introversion to extraversion. The corpus is available at nlds.soee.ucsc.edu/corpora.

2. Corpus Description
We collected a corpus of verbal and nonverbal communication between participants and an agent whose expressive behavior changed over time, from extraversion to introversion, or from introversion to extraversion. The corpus provides speech transcription as well as information about the frequency and variability in nonverbal communication towards agents. This allows exploration of communicative behaviors directed towards agents and the degree that people adapt their gestures to those of an agent. The corpus also includes information about the retellers’ personalities.

2.1 Participants
Forty-four participants were drawn from the University of California, Santa Cruz research participant pool. Participants were compensated with partial course credit.

2.2 Agent and Agent’s Expressive Behaviors
Two interactive story scripts were created. The narratives were drawn from a corpus of spontaneously produced near-miss stories told by University of California, Santa Cruz undergraduates in 2014. Near-miss stories demonstrate typical narrative arcs, including a set-up, climax, and resolution and include topic matter relatable to by the participant population. The two selected stories were transcribed and the transcriptions synthesized using AT&T text-to-speech, using the American English voice Crystal (AT&T Natural Voices SDK) with minor adjustments and changes towards understandability. Each story transcription was separated into five separate story installments. A transcript of one of the snippets follows:

So I spun off and it was like, it was like really smoky, so I thought that the car was going to blow up, so I don’t know, I guess like, adrenaline had like kicked in or whatever and I couldn’t get out of my door ’cause it was all bent up, but I crawled out of the passenger seat.
Agent gestures were scripted to co-occur with the synthesized speech. Noun phrases and verb phrases from the transcript were selected for co-produced gestures. The agent’s gestures were drawn from a library of previously collected motion capture data. Gestures were selected such that they represented meaningful aspects of the utterance (McNeill, 2005). As such, the gestures were either iconic or metaphoric (McNeill, 1992; 2005). Iconic gestures represent physical, or concrete, aspects of the content of a message, whereas metaphoric gestures are used to represent abstract content. Previous research has suggested that speakers will repeat content-rich gestures (Holler & Wilkin, 2011; Kimbara, 2008). By restricting the agent’s gestures to those that may be interpreted as a meaningful part of the agent’s message, we hoped to be able to quantify the degree to which participants displayed adaption through gesture repetition.

Gestures were scripted to include preparation phases, in which the agent’s hands were drawn up into the gesture space from rest, strokes, the meaningful part of the gesture, and retractions, in which the gestures were brought out of the gesture space. See Fig. 1. A number of gestures included a post-stroke hold, in which the hands were held in place. This was particularly true for instances in which two gestures occurred close together: Rather than retracting the hands after each gesture, the agent would hold between strokes, mimicking a larger gestural utterance as would be produced in human communication (Kipp, Neff, Kipp, & Albrecht, 2007).

The expressivity of the gestures was manipulated so that the agent expressed varying degrees of extraversion/introversion across story parts. See Fig. 2.

The expressive profile was manipulated such that each story part was told with a distinct level of gestural extraversion using a sliding scale representing five levels of extraversion/introversion as expressed through the nonverbal expressive behavior. Two versions of each story were created. In one the agent moved from extraverted to introverted gesturing behavior. In the other, the agent moved from introverted to extraverted. A number of coordinated dimensions were manipulated, including spatial extent, the distance of the agent’s hands from the center of its body, and gesture rate, with gestures removed from the original script to correspond to positions along the sliding scale. Both expansiveness of gestures and gesture rate have been positively correlated with high levels of extraversion in humans (LaFrance, Heisel, & Beatty, 2004) and agents (Liu et al., 2016). The most extraverted agent thus had the largest, fastest gestures, with a high number of different gestures throughout the story. The most introverted agent gestured much less frequently during the same stretches of talk, and the gestures they did produce were smaller and slower. Introverted agents also displayed less body movement. For details, see Neff et al. (2010) and Hu et al (2015, 2016). These different gesture profiles were produced in tandem with the same script, allowing for an exploration of the role of nonverbal behaviors alone.

The agent was rendered using a 3D wooden manikin animation with five-fingered hands. Manufactured gestures were combined into a single scripted file and rendered into a movie using the animation software Maya (Autodesk). The rendered videos presented the entire model of the agent facing directly towards the participant (Figure 2). The agent was projected using a Ricoh Ultra Short Throw Projector (www.ricoh-usa.com), which displayed the agent at roughly eye level and with a height of four feet and a maximum arm span of three feet. This setup was designed to make the human subject feel as though they were talking to another life-sized person. The humans
stood up in a small enclosed space while talking to the agent during the story telling and retelling. This elicited realistic gestural performances from the humans. See Fig. 3.

2.3 Procedure

Each participant engaged in two different story retelling interactions with the virtual agent. For one story, the first installment of the agent’s nonverbal expressive behavior was highly extraverted and then story installments became introverted over the course of the story, and for the other story the agent’s initial story installment was designed to be highly introverted and then the protocol was for the agent to become more and more extraverted over each story installment. The order of the two stories and the direction of the agent’s adaptation were counter-balanced across participants.

Participants were informed that the purpose of the study was to interact with a virtual agent, the Story-Tron 9000, designed to learn and tell stories. The interactivity of the agent was emphasized by pointing at the cameras and microphones through which the participants were told the agent saw and heard the participant, and by making the participant wave and say hello to activate the agent at the beginning of the story. In fact, no participant behavior was necessary for the agent to respond; a research assistant went into another room and pressed play on the video. Each story was told in five parts of equivalent length, with the agent prompting the participant to repeat back each part. After the repetition of the fifth story part, the agent prompted the participant to retell the story in its entirety. After each story, participants completed a short survey on how they perceived the agent and the interaction. Following the second of these post-interaction surveys, the participants also completed a general questionnaire, as well as the TIPI personality survey (Gosling et al., 2003).

2.4 Transcription and Annotation

Participants were recorded through three small cameras aligned at 0, 45, and 90 degrees relative to the participants’ orientation towards the virtual agent. The three feeds of the participant, along with the projection of the virtual agent and the speech recording, were aligned through CaptureSync (http://www.bensoftware.com/capturesync; see Figure 2). These composite recordings were used for the transcription of talk and gestures by trained coders using the transcription software Elan (Brugman & Russel, 2004; http://tla.mpi.nl/tools/tla-tools/elan/). Coders were trained on pilot data and then individually transcribed the talk. A transcript of one of the agent snippets (repeated here for comparison) and three human retellings follows:

Agent: So I spun off and it was like, it was like really smoky, so I thought that the car was going to blow up, so I don’t know, I guess like, adrenaline had like kicked in or whatever and I couldn’t get out of my door ‘cause it was all bent up, but I crawled out of the passenger seat.

Retelling 1: And I spun out and it was really smoky and I thought my car was going to blow up and like adrenaline hit again and I tried to get out of my car but I couldn’t because it was so bent up that I crawled out of the passenger seat.

Retelling 2: The car hit me and I was spinning out of control and uh the car started smoking and I didn’t know what to do I couldn’t go out of my door so I went out the passenger’s seat.

Retelling 3: Yeah so you um you were um your car was all bent up and or you were spinning and you were like freaked out and you wanted to get out of your car and adrenaline kicked in but you couldn’t get out of your car because your car door was open so you had to crawl out the passenger’s window.

These examples show similarity in some retelling choices, such as mentioning the concept of spinning, and differences in other retelling choices, such as retelling in first person or second person.

Coders then coded the gestures using a tiered structure. These transcriptions were then double-checked by a second coder and modified as needed. Gesture phase and phrases were coded (Kita et al., 1998), capturing the temporal structure of the gestures. Each gesture consisted of at least a stroke phase, and may or may not have also contained a preparatory phase, a hold phase, and a retraction phase. These phases were combined into larger gesture units called phrases, with each phrase coded for type as well as the lexical items with which it co-occurred. Gestures were categorized as iconic, metaphoric, deictic, and beat. The spatial extent of the gestures was coded using a previously developed scheme that captures height, distance from the body, and radial orientation (Kipp et al., 2006; Kipp, Neff, & Albrecht, 2007). Based on the words produced with gestures, participants’ gestures were matched to those produced by the agent in regards to three features: a. location – whether the gesture co-occurred with the same words that the agent produced gesture with, b. form – whether the participants’ gesture matched the form of the agent’s gesture at this same location, and c. handedness – whether the participant expressed the gesture using the same handedness as originally produced by the agent.
3. Corpus Characteristics

The corpus includes personality profiles, retellings transcripts, and gesture coding. It also includes the original agent scripts along with gesture coding of the agent’s gestures in the same format as the participants.

3.1 Personality Profiles

Information related to the personality profile of the participants is included in the corpus. The short questionnaire the participants filled out provided a measure of personality along the Big 5 personality dimensions through the Ten Item Personality Measure (TIPI; Gosling, Rentfrow, & Swann, Jr., 2003). The participants who participated in this study represented a wide range of personality profiles, including on the dimension of extraversion most relevant to the current analysis.

3.2 Retellings

The story retellings were transcribed for both words and gestures. On average, participants spoke 335 words (SD = 52) across both stories. The verbal transcriptions can be compared to the original agent script for measures of retelling accuracy using an automatic script that produced counts of exact matches. On average, participants introduced 71 words per story that were not found in the original script, while an average of 34 words from the original script were omitted in the retelling. The two original agent scripts were 225 and 257 words long.

3.3 Gesture Coding

Fourteen participants did not gesture at all during the course of the experiment. For the participants who did gesture, the degree of gesturing was highly variable. On average these participants gestured 36 times (SD = 36 gestures), with the number of gestures across the whole experiment ranging from a single gesture to 150 gestures. Transcription and coding were combined in a modified XML format (see Figure 3 below).

3.4 Gesture Analyses

The gesture corpus permits analysis of both the gestural behavior of people interacting with a virtual agent as well as the influence of the agent’s gestures on this communicative behavior. It demonstrates the high degree of variability in the expressive behaviors of humans interacting with virtual agents, from those who did not gesture at all to those who displayed a large degree of communicative gesturing. In the following we present an analysis of the participants’ gesture style in relation to the degree of extraversion displayed in the agent’s gesturing style over time that also works to exemplify how this corpus may be used for future work. As participants did not produce gestures at every level of agent expressive behavior, and exhibited large variation in the degree of gestures produced, a mixed effects model was employed with random intercepts for participant (Snijders & Bosker, 1999). Chi-square tests were run comparing the goodness of fit of models including the variable of interest with null models.

Each of the 1127 total gestures across the corpus was coded for type (see Table 2), handedness, spatial extent, and temporal structure (whether the gesture contained a preparatory phase, hold phase, or retract phase, and the length of these and the gesture stroke phases). Gestures were also coded as to whether they mimicked the gesturing behavior of the agent. Of the 1127 gestures, about a quarter, 285, matched the location of one of the agent’s gestures. Of these gestures produced in the same location as the agent’s gestures, 131 also matched the form of the agent’s gesture.

| Table 2: Gesture Type Counts |
|-------------------------------|
| Gesture Type  | Count  |
| Beat           | 210    |
| Metaphoric     | 643    |
| Iconic         | 211    |
| Deictic        | 54     |

A single spatial extent score was calculated for each gesture by averaging across the three dimensions coded for the beginning and end of the gesture. Participants’ extraversion level predicted the spatial extent of their gestures, $\chi^2(1) = 10.69, p < .01$. Participants who reported higher extraversion produced larger gestures over the course of the total experiment, $\beta=.12, SDE = .04$.  

Figure 4: Screenshot of composite feed of video recording.
To analyze accommodation to the agent’s gestures, we ran separate analyses for the part-by-part retellings and the full story retelling that happened at the end of the experiment. For the part-by-part retellings, we used the agent’s extraversion level for each individual part as a predictor of the participant’s spatial extent. For the full retelling we measured participants’ gesturing style in regards to the two general conditions, which were whether the agent’s behavior moved from extraverted to introverted or from introverted to extraverted over the course of the experiment.

For the part-by-part retelling, the agent’s extraversion as expressed through their gesture style within a given story part did not significantly impact the participants’ spatial extent beyond their own extraversion level, $\chi^2(1) = 0.91, p = .34$, nor did these two factors interact, $\chi^2(1) = 2.46, p = .29$. We also tested whether participants’ behavior varied systematically over time, such as whether they moved more as the experiment went on, and found that this factor did not significantly improve model fit, $\chi^2(1) = 0.54, p = .46$. Looking at the likelihood that a participant would repeat a gesture that the agent displayed, or gesture at the same point in the talk at which the agent gestured, neither the agent’s extraversion level nor the participants’ own reported extraversion significantly improved model fit for either variable, all $ps > .05$.

Within the full retellings, the agent’s general pattern of change in expressive behavior interacted with the participant’s extraversion, such that high extraverts and low extraverts displayed distinct patterns of changes in spatial extent across the two stories (one story for each of the two agent expressive behavior patterns). A model including the interaction predicted significantly more variance, $\chi^2(1) = 6.66, p < .01$. Participants with high levels of extraversion were more influenced by the agent condition than participants with low extraversion. However, as visible in Figure 4, these high extraverts diverged from the pattern of expressive behavior of the agents, making gestures with larger spatial extent when the agent moved to a more introverted style of nonverbal expressive behavior over the course of the interaction. While the majority of the literature on interactional effects in expressive behavior have focused on convergence (Pickering & Garrod, 2004; Mol et al., 2012), divergence in style is not unprecedented (Giles, Coupland, & Coupland, 1991) and may be an important aspect of interpersonal interaction (Giles & Ogay, 2007).

![Figure 5: Sample presentation of transcription data, providing participant personality profile, as well as verbal and gestural transcription information.](image)

![Figure 6: The mean spatial extent of gestures produced by participants during the full retelling of the stories learned from the agent. For ease of visual display, we present low and high extraverts with a median split (statistical tests were on continuous data). The agent’s expressive style across the story learning interaction interacted with the participants’ extraversion such that high extraverts displayed divergent expressive styles.](image)

4. Conclusion

We have described an experiment to collect a corpus of
people’s speech and gestures produced in a spontaneous interaction with a virtual agent. The agent was designed to vary its nonverbal expressive behavior. This corpus captures both the speech and the gestural behaviors of participants learning and retelling a story back to the agent. Participants produced gestures that correlated with their personality profile: The more extraverted they were, the greater the spatial extent of their gestures. In addition, the personality of the participant interacted with the personality correlates visible in the agent’s gesturing: Some people produced distinct gesture styles when interacting with agents whose behavior changed over the course of the conversation. Interacting with autonomous conversational agents, in particular those designed to produce nonverbal communicative and expressive behaviors, is a newly developing area. We consider it important to provide data on the human users as well, including the variability in communicative behavior directed towards these agents.
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