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Abstract. In recent years, convolutional neural networks (CNNs) are used in a large number of tasks in computer vision. One of them is object detection for autonomous driving. Although CNNs are used widely in many areas, what happens inside the network is still unexplained on many levels. Our goal is to determine the effect of Intrinsic dimension (i.e. minimum number of parameters required to represent data) in different layers on the accuracy of object detection network for augmented data sets. Our investigation determines that there is difference between the representation of normal and augmented data during feature extraction.

1 Introduction and Related work

Autonomous driving is a trending area of research in computer vision. Neural networks are an integral part of the autonomous driving pipeline through which images and lidar points are processed to predict objects. Events have been witnessed where weather changes had led to disastrous consequences of self-driving cars for eg. in 2016 Tesla’s self-driving car failed to discriminate between white tractor and bright sky [16]. Our objective is to estimate Intrinsic dimension (ID) of augmented data sets in object detection network trained over normal data to observe change in data representation due to noise or affine transformation. Bac et al. [4] states that estimation of ID is important in choosing machine learning methods and its applications including validation, deployment, and explainability. Recognition of labels in intrinsic space is efficient in terms of memory requirements and computation time [8]. It is found in [1] that addition of noise to input increases ID. In our study, TwoNN [6] algorithm (Fig 1) is used to estimate ID. It is based on the ratio of distances between two nearest neighbours which makes it computationally efficient, and also overcomes the issue of data lying on a curved manifold. It is numerically consistent and reliable estimator even in presence of low number of points. From available local and global ID estimators, TwoNN algorithm is used for ID estimation because of interesting results in [3]. The aim of this paper is to verify first, if similar characteristic shape is evident.
in the case of augmented data sets, second, the classification layer ID providing an idea about network performance, third, if there is a increase in ID due to irrelevant features and fourth, do the augmented data representation behave like an untrained network? The use of three data sets is to study the effect of different data on augmentations. ID is analyzed in Faster R-CNN [14] with VGG-16, VGG-19 [15] backbones for KITTI [7], MS COCO [11] and VOC [5] data sets. Increase in ID due to vertical shift augmentation for KITTI data is observed. Behaviour of rotated images resemble the representation of data in untrained networks for all data sets and dimensional behaviour of COCO data is opposite to KITTI and VOC at classification layer.

2 Intrinsic Dimension

One of the geometric properties of representing data in neural network is Intrinsic dimension i.e. minimum number of co-ordinates required to represent data without information loss. Local ID estimators [2] [9] compute in local subspaces of data representation. Global ID estimators [6] compute over whole data point representation. Both global and local ID estimators can be used for estimation in alternate data neighbourhood. Our aim is to estimate ID at different layers for object detection networks and determine the relationship between average precision of augmented data and estimated ID [1]. In [17], ID characteristics are distinguishable for normal and adversarial generated samples in local space. This motivates us to experiment with ID estimation in global space. TwoNN algorithm is implemented in our paper to estimate ID.

- Compute pairwise distances for each point in the data set.
- For each point i find two shortest distances \( r_1 \) and \( r_2 \) and compute \( \mu_i = (r_1/r_2) \).
- Sort the values of \( \mu \) in ascending order through a permutation \( \sigma \), then define the empirical cumulate \( F_{emp}(\mu_{\sigma(i)}) = i/N \).
- Fit the points of the plane given by coordinates \( \{\log(\mu_i), -\log(1-F_{emp}(\mu_i))\} \) with a straight line passing through the origin.

The slope of the line give us an estimate of ID. With this approach, the estimated ID is asymptotically correct even for data sampled from non-uniform probability distributions. TwoNN algorithm is referenced from [6].

3 Experiments

In this paper, ID is computed at each pooling layer in VGG backbone network (labeled as pool1, ..., pool5). After feature extraction layers, in Faster R-CNN, ID is computed at classification layer(rpn_c) and bounding box layer(rpn_b) in region proposal network. Then, ROI pooling layer(roi), second FC layer(fc) and again for classification(cls_p) and bounding box layer(box_p) at the end. In
| Dataset   | Image Size       | Train set | Val set | Network             |
|-----------|------------------|-----------|---------|---------------------|
| KITTI     | 1200 x 1200, 300 x 300 | 5500      | 1981    | Faster R-CNN, RetinaNet [10] |
| COCO      | 300 x 300        | 80000     | 38000   | Faster R-CNN        |
| channel shift | 300 x 300       | 13500     | 3625    | Faster R-CNN        |

Table 1: Training and evaluation setup is shown in the above table. During evaluation, complete val set is evaluated and estimating ID with 2000 images for COCO and VOC and 400 images for KITTI from separate test set.

RetinaNet architecture, ID is computed at each pooling layer in VGG backbone. Next layers to compute ID that follow are classification head convolution(cls_h) block, classification(cls_l) layer, regression head convolution(box_h) block and bounding box(box_r) layer. The reason to compute ID after a block of layers instead of every single layer is due to computational requirements [3]. ID is also estimated for MS COCO data set on Faster R-CNN model trained on VOC data and alternatively for VOC data set on model trained on COCO data (Fig 3b). Other implemented augmentations from Table 2 are Horizontal Shift, the image is shifted left or right depending upon the random number generated between -0.7 and 0.7 and Vertical Shift, similar to horizontal shift except translation occurs by shifting image top or bottom.

| Augmentation                          | KITTI | VOC | COCO |
|---------------------------------------|-------|-----|------|
| normal - without augmentations        | 43.4  | 57.6| 36.5 |
| horizontal flip - flip image on x axis| 28.3  | 52.2| 31.4 |
| channel shift - shift RGB channels with random value between -50 and 50 | 15.1  | 23.6| 18.3 |
| vertical flip - flip image on y axis  | 12.1  | 20.6| 12.0 |
| rotation - image is rotated between 45 and -45 degrees | 3.6   | 5.2 | 4.3  |

Table 2: Comparison of average precision (AP) IOU@0.50 over augmented val sets of KITTI, COCO and VOC on Faster R-CNN with VGG-16.

While estimation of ID, bounding box with highest score is used as input to ROI pooling layer from the region proposal network due to constraint of our ID estimation algorithm where each image is represented as a point at layers of our network leads to no change in ID at layers after RPN. What happened while using bounding box with lowest scores? Our results did not have an impact because average precision depends on all objects predicted by the network. Another reason is removal of images from our estimation process if there are no predictions for bounding boxes, because in such scenarios there will be no data points for representation at ROI pooling layer. With 1200 pixels square image the memory requirements during computation of high dimensional tensor (400 x 2304000) is 33.8G. So to reduce computational requirement and save time ID is estimated...
using 400 images. To check the stability of results, ID is estimated for both small and large sizes, the ID value is higher in the case of a larger image but ID follows similar structure when plotted against the layers used for estimating ID. Plots can be found at our repository (https://github.com/ajaychawda58/ID_CNN).

4 Results

![Graphs](image)

Fig. 2: Intrinsic dimension estimates over layers of Faster R-CNN on KITTI (2a), VOC (2b) and COCO (2c). Our figures depict variations in estimated ID at backbone layers where features are extracted for RPN and ROI layers. A large shift is evident in vertical shift for KITTI data. Rotated images behaviour resembles as represented by an untrained network.

As per findings in (See 3.1 in [3]) for classification tasks hunchback shape is evident in trained networks whereas in untrained networks the network displays a flat profile. In our experiments, flatter trajectory for rotated images(Fig 2) is observed, which indicate that rotated images have poor representation in the manifold. It is proven from the evaluation of rotated images where average precision (Table 1) is low compared to other augmentations over all data sets. Hunchback profile for other augmented data sets with varying ID at different layers is present in (Fig 2), hence they are represented better within network in comparison to rotated images.

Vertical shift in KITTI (Fig 2a) has high ID ∼ 187 whereas the normal data has ID ∼ 84 at pool1 layer. It may be because of irrelevant features like filling of resized image with interpolation that attribute to increase in ID [3] and due to original image size of KITTI being around 1200 x 350. When image is shifted vertically and empty pixels are filled by interpolation, the added pixels are irrelevant features to the network. Comparing with COCO and VOC (Fig 2b & 2c) large difference between vertical shift and normal data is absent. Therefore, claim of increased ID can be confirmed due to aspect ratio 3:1 of KITTI images because in case of COCO and VOC the aspect ratio is close to 1:1. If the increase in shift was only due to filling of shifted image, it would be also present in horizontally shifted images. But the absence of increased ID in initial pooling layers for horizontal shift supports our claim.

ID of classification layer does not predict the object detection performance in contradiction to (See 3.2 in [3]) that corresponds to relationship between last
hidden layer and accuracy of classification. In our case last hidden layers (fc layer) ID also have no relationship with AP (Table 1). So, using TwoNN algorithm, dependence of ID with AP over data sets cannot be confirmed but difference in ID is observed at feature extraction level that motivates us to investigate our hypothesis using a different approach later.
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Fig. 3: Median intrinsic dimension estimated on KITTI, COCO and VOC data in 3a COCO data on VOC trained model and vice-versa in 3b. Fig 3c compares RetinaNet on KITTI data for both backbone networks which perform similarly, with slightly increased ID at bounding box head indicating that using VGG-19 the network generalizes worse in comparison to VGG-16 backbone at bounding box head layer.

While comparing Fig 2a, Fig 2b and Fig 2c our observations are that ID is lower in classification layer in comparison to bounding box layer for KITTI and VOC data, but for COCO data the phenomenon is reversed with higher ID in classification layer than bounding box layer. One possibility is that the network generalizes poorly at classification layer due to large number of classes (n=91) [12]. Evaluating COCO data on model trained on VOC data and vice-versa, our goal is to investigate how different data sets behave within the network trained on another data set. There is decrease in ID at pool3 layer in both data sets. The reason for decrease can be attributed to change in number of classes in the network affecting the ID at this particular layer because other hyper parameters for the network are same in both data sets.

5 Conclusion and Future work

The presented approach is based on data representation in object detection networks by estimating ID. Results are compared against classification task in [3] and observed that they are comparable at feature extraction level but not beyond region proposal network. The approach is constrained due to choice of estimator for ID, still interesting behaviour is observed at backbone level, which motivates to continue research with different estimators. Further the research will continue with comparison between current results and model trained on augmentations and network without proposals eg. YOLO [13] and eliminate bottleneck due to ID estimation with current approach. Our work starts at a basic level by estimating ID of data sets on Faster R-CNN which indicates the novelty of approach and hope to find more explanations about object detection networks in future.
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