Abstract—In this paper, we present a scalable deep learning approach to solve opinion dynamics stochastic optimal control problems with mean field term coupling in the dynamics and cost function. Our approach relies on the probabilistic representation of the solution of the Hamilton-Jacobi-Bellman partial differential equation. Grounded on the nonlinear version of the Feynman-Kac lemma, the solutions of the Hamilton-Jacobi-Bellman partial differential equation are linked to the solution of a set of Forward-Backward Stochastic Differential Equations. These equations can be solved numerically using a novel deep neural network with architecture tailored to the problem in consideration. The resulting algorithm is tested on a polarized opinion consensus experiment. We showcase the scalability and generalizability of our algorithm on a 10k agent experiment. The proposed framework opens up the possibility for future applications on extremely large-scale problems.

I. INTRODUCTION

With the fast development of social media and their enormous impact on our societies, there is an increasing interest to gain a deeper understanding of the underlying mechanisms of network-enabled opinion dynamics. An appealing feature of opinion dynamics is the interaction and the exchange of opinion which occurs among individual agents or groups of agents. Hence, from a computational perspective the opinion dynamics can be characterized as simulating the evolution of agents’ opinion over time under the interaction with their peers. Agent-based model in which the opinion is represented as a real value, such as DeGroot [8], Friedkin and Johnsen (FJ) model [10] and their variants, have achieved great empirical success. Interestingly, the phenomena of emulation, herding behavior and polarization occur when one describes the opinion exchange between agents as a graph [22].

In the recent years, Mean field (MF) game and control have become critical tools for analyzing large-population system. In MF game and control, the interaction between indistinguishable agents is negligible though the aggregated influence accumulated among agents is significant. The corresponding MF social opinion optimal control problem is aiming to optimise the sum of agents’ cost, which is also known as social cost [22] in order to steer the social opinion [26], reach consensus [1], etc. The research was initiated by [15] in which the Social Certainty Equivalence method was proposed. The work in [23] adopted stochastic jump diffusion in the opinion dynamics and developed asymptotic team-optimal solution. In [16], the authors consider the scenario where major agents exist and formulated the problem by forward backward stochastic differential equations theory.

From the perspective of stochastic optimal control theory, the MF game and control can be associated with a Hamilton-Jacobi-Bellman (HJB) equation, which is a nonlinear, second-order Partial Differential Equation (PDE). Different methodologies exist for solving the aforementioned HJB PDE using sampling. In particular, the Path integral control methodology [17] leverages Cole-Hopf transformation to obtain a linear PDE representation of the initial nonlinear HJB PDE. The solution of this linear PDE is given by the linear Feynman-Kac Theorem [18]. While the Path Integral control approach can handle nonlinear stochastic control problems, it relies on assumptions between control authority and the variance and type of the noise in the dynamics. These assumptions restrict the applicability of Path Integral control to specific classes of problems.

Stochastic control methods based on the nonlinear Feynman-Kac lemma [20] overcome the limitations of Path Integral control by representing the HJB PDE as a system of coupled Forward and Backward Stochastic Differential Equations (FBSDEs). These representations hold for general classes of PDEs that arise in stochastic optimal control. Recent work [14] incorporates deep learning into the FBSDEs representation and demonstrates feasibility and numerical efficiency. The key idea is to represent the FBSDEs system with a deep neural network architecture, which can be trained with back-propagation through time. The resulting algorithm is known as Deep FBSDEs. The work in [21] and [24] improve on the Deep-FBSDE approach by incorporating importance sampling within the FBSDEs representation and using a novel and scalable DNN architecture based on Long Short-Term Memory neural networks. The proposed algorithm overcomes limitations of work in [14] in terms of scalability and training speed. The framework is further extended to the stochastic differential game using fictitious play in [12] supported by theoretical analysis [13]. [6] improves the scalability of prior work [12] by leveraging symmetric property in the mean field game and provides theoretical analysis on the importance sampling technique in FBSDEs literature.

In this paper, we study the mean field optimal control problem with graphic neighborhood structure under the context of opinion dynamics. Different from [13] and [6] which have access to global information (i.e state of all agents), we consider local graphic local information of the
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state of neighboring agents. In our work, we consider the MF term existing in the cost functional and dynamics which causes the difficulties of control design [15]. A novel HJB formulation and its corresponding FBSDEs system, named as Deep Graphic FBSDEs (DG-FBSDE), are proposed. In particular, the main contributions of our work are threefold:

1) We derive a novel HJB PDE and propose associated DG-FBSDEs to handle the opinion dynamics control when MF term is in the cost functional and state dynamics. The underlying DNN backbone architecture relies on Residual Network with time embedding [6], [7]. Notably, DG-FBSDEs can be generalized to the form in which, the global information is accessible as presented in the prior work [6].

2) We demonstrate the scalability of DG-FBSDEs with a 10K agents experiment and the capability of DG-FBSDEs with a polarized opinion problem.

3) We illustrate the generalization capability of DG-FBSDEs as a deep learning model. Our model is tested on larger number of agents with the policy trained with few agents. It paves the way for potential large scale applications in the real world.

II. NOTATIONS AND PROBLEM FORMULATION

Let $X$ denotes the random variable representing the state of all agents and $X_i$ denote random variable for $i$th agent. The notation $X_{-i}$ denotes random variable of the state all agents except $i$th. Moreover, let $V_x(X,t)$ and twice differentiable value function with $V_x$ corresponding to the gradient and Hessian w.r.t $X$.

A. Problem Formulation

The opinion of an individual agent in the networked environment can be influenced by neighbors, and through which, its belief is updated. Here we consider the belief update [25] of a network of $N$ agents in the form of Friedkin and Johnsen (FJ) model [10]:

$$dX_i(t) = -\alpha(t)X_i(t)dt + \alpha(t)\int_{A_i(t)} dW_i^t + \Sigma(X_i,t)dW_i$$

s.t. $X(t_0) = x_{i_0}^0,$  \hspace{1cm} (1)

where $X_i \in \mathcal{X} \subseteq \mathbb{R}^{n_x}$ is the state (opinion) of representative $i$th agent. $\Sigma : \mathcal{X} \times [t_0, T] \rightarrow \mathbb{R}^{n_x \times n_u}$ is diffusion term. The state is driven by $n_w$ dimensional Brownian motion which is denoted as $W = (W_{1}^t, ..., W_{i}^t, ..., W_{N}^t)$. $\alpha : [t_0, T] \rightarrow \mathbb{R}$ and $f : \mathcal{X} \times [t_0, T] \rightarrow \mathbb{R}^{n_x}$ are susceptibility to local influence, and center of bias [25] respectively. $\mathcal{A}_i$ defines the set of neighbors of $i$th agent:

$$\mathcal{A}_i(t) = \left\{ X_j(t) \mid \|X_i(t) - X_j(t)\|_2^2 \leq \epsilon(t) \right\},$$

where $\epsilon$ is the radius of neighborhood. Based on eq.1, we consider finite time horizon $N$-player stochastic differential game with controlled dynamics,

$$dX_i(t) = -\alpha(t)X_i(t)dt + \alpha(t)f(A_i(t))dt + G(X_i,t)U_i(X_i,t)dt + \Sigma(X_i,t)dW_i$$

s.t $X(t_0) = x_{i_0},$ \hspace{1cm} (2)

where $U_i \in \mathcal{U} \subseteq \mathbb{R}^{n_u}$ is control for representative $i$th agent and $G(X_i,t) : \mathcal{X} \times [t_0, T] \rightarrow \mathbb{R}^{n_x \times n_u}$ is the actuator dynamics. For notational simplicity, the functional dependence of $U_i$ on $X_i$ is omitted hereafter. Interestingly, eq.2 can be interpreted as the Mckean-Vlasov Stochastic Differential Equation [3] which is broadly investigated in Mean Field Game (MFG) literature [4] when the number of agents tends to be infinite and $\mathcal{A}_i$ becomes a state distribution.

Following [22], the objective function for each individual agent is formulated as follows:

$$J_i(X, U) = \mathbb{E} \int_{t_0}^{T} \left| \left| X_i(t) - \Gamma X_i(A_i(t)) \right| \right|^2_{Q} + \frac{1}{2} \left\| U_i \right\|^2_k dt$$

$$+ \mathbb{E} \left( C_i(X, T) + C(A_i(X, T)) \right),$$

where $\Gamma$ is a constant coefficient controlling the importance of neighbor's opinion and $X_i(A_i(X, T))$ is the averaging opinion of neighborhood of $i$th agent defined as follows:

$$X_i(A_i(X, T)) = \frac{1}{|A_i|} \sum_{X_j \in A_i} X_j(t).$$

The social cost is defined by the expression:

$$J_{soc}(X, U) = \sum_{i=1}^{N} J_i(X, U),$$

where $N$ is the total number of agents. The individual agent is aiming to find the minimum social cost given the local neighbors information. Therefore the optimal control is:

$$U_i^* = \arg \min_{U_i} J_{soc}(X, U).$$

III. Decoupling the Objective Function

Noticing that the social objective function (eq.4) is coupled with all the agents, the actual objective for an individual agent to optimize is not clear. Intuitively, the social cost function contains terms that the representative agent $i$ is unable to affect (i.e. agent $i$ cannot influence the states of agents which are not inside the neighborhood through interaction.). In this section, we are going to transform the original optimization problem (eq.5) into a more favorable form, in which the irrelevant terms will be dropped. One can decouple the social objective function into the terms related and independent w.r.t the representative agent $i$ as in Theorem 1.

Theorem 1: The social objective function in (4) can be decomposed as:

$$J_i(X, U) = \mathbb{E} \left[ \int_{t_0}^{T} L_i(X, U, t) + L\rightarrow i(X, U, t) dt \right]$$

$$+ \mathbb{E} \left[ C_i(X, T) + C\rightarrow i(X, T) \right],$$

where $U_i$ is the control for representative $i$th agent and $G(X_i, t) : \mathcal{X} \times [t_0, T] \rightarrow \mathbb{R}^{n_x \times n_u}$ is the actuator dynamics.
\[ \mathcal{L}_i(X_i, U_i, t; x_{-i}) = X_i^T S_1 X_i + S_2 X_i + \frac{1}{2} \| U_i \|^2_R, \]
\[ \mathcal{C}_i(X, T; X_{-i}) = X_i^T S_1 X_i + S_2 X_i, \]
\[ S_1 = \tilde{s}_i \Gamma^T Q \tilde{s}_i + Q, \]
\[ S_2 = -2\Gamma^T (X_{(k)}^{(k)}(t)^T Q + \tilde{s}_2 Q + \tilde{s}_3 \Gamma), \]
where \( X_{(k)}^{(k)}(t) := \frac{1}{|A_k|} \sum_{x_n \in A_k} x_n \) represents the scaled average of the opinions of \( k \)th agent’s neighbors except agent \( i \). \( \mathcal{L}_{-i} \) and \( \mathcal{C}_{-i} \) are independent of agent \( i \).

Proof: For individual objective function for agent \( i \), one can write the running cost functional at time \( t \) as follows:

\[ \mathcal{J}_i^{\text{run}}(X, U, t) := \left\| X_i - \Gamma X_i^{(A)}(t) \right\|_Q^2 + \frac{1}{2} \| U_i \|_R^2 \]
\[ = \left\| X_i \right\|_Q^2 - 2\Gamma X_i^{(A)}(t)^T Q X_i + \frac{1}{2} \| U_i \|_R^2 \]
\[ + \underbrace{X_i^{(A)}(t)^T \Gamma^T Q \Gamma X_i^{(A)}(t)}_{\phi_i}, \]
where \( \phi_i \) represents for the term related to agent \( i \) while \( \phi'_i \) represents for the terms which are irrelevant w.r.t agent \( i \). Similarly, for \( j \)th agent, the running cost reads:

\[ \mathcal{J}_j^{\text{run}}(X, U, t) = \left\| X_j - \Gamma X_j^{(A)}(t) \right\|_Q^2 + \frac{1}{2} \| U_j \|_R^2. \]

If \( i \)th agent does not appear in \( j \)th agent’s neighborhood, the relevant term \( \phi_i \) will vanish since the information of \( i \)th agent will only exist in \( \phi'_j \):

\[ \mathcal{J}_j^{\text{run}}(X, U, t) = \phi_j + \phi'_j = 0 + \phi'_j. \]

On the contrary, If \( i \)th agent exists in \( j \)th agent’s neighborhood, the running cost functional can be decomposed as:

\[ \mathcal{J}_j^{\text{run}}(X, U, t) = \| X_j - \Gamma X_j^{(A)}(t) \|_Q^2 + \frac{1}{2} \| U_j \|_R^2 \]
\[ = \| X_j \|_Q^2 - 2\Gamma^T (X_j^{(A)}(t)^T Q X_j + \| \Gamma X_j^{(A)}(t) \|_Q^2 + \frac{1}{2} \| U_j \|_R^2 \]
\[ + 2\Gamma^T \frac{1}{|A_j(t)|} X_j^{(A/i)^T Q X_j} + \phi'_j, \]
where \( A/i \) is denoted as set \( A \) except agent \( i \).
ith agents:

\[ L_i(X, U, t) = \sum_{k=1}^{N} \phi_k^i = \|X_i\|^2_Q - 2\Gamma X_i^{(A)}(t)^T Q X_i + \frac{1}{2} \|U_i\|_R^2 + \sum_{k \in \mathcal{N}/i} I_{[i \in \mathcal{A}_k(t)]} \left[ -2\Gamma \frac{1}{|\mathcal{A}_k(t)|} X_i^{(A)}(t)^T Q X_k + 2\Gamma^2 \frac{1}{|\mathcal{A}_k(t)|} X_i^{(A/i)}(t)^T Q X_i \right] \]

\[ = \|X_i\|^2_Q - 2\Gamma X_i^{(A)}(t)^T Q X_i + \frac{1}{2} \|U_i\|_R^2 + \sum_{k \in \mathcal{A}_i(t)} \left[ -2\Gamma \frac{1}{|\mathcal{A}_k(t)|} X_i^{(A)}(t)^T Q X_k + \frac{1}{2} \|U_i\|_R^2 \right] \]

\[ + \Gamma^2 \sum_{k \in \mathcal{A}_i(t)} \left[ -\frac{1}{|\mathcal{A}_k(t)|} X_i^{(A/i)}(t)^T Q X_i \right] \]

\[ + \sum_{k \in \mathcal{A}_i(t)} \left[ -\frac{1}{|\mathcal{A}_k(t)|} X_i^{(A/i)}(t)^T Q X_k \right] \]

\[ = \|X_i\|^2_Q - 2\Gamma X_i^{(A)}(t)^T Q X_i + \frac{1}{2} \|U_i\|_R^2 + \sum_{k \in \mathcal{A}_i(t)} \left[ -2\Gamma \frac{1}{|\mathcal{A}_k(t)|} X_i^{(A/i)}(t)^T Q X_k + \frac{1}{2} \|U_i\|_R^2 \right] \]

\[ + \sum_{k \in \mathcal{A}_i(t)} \left[ -\frac{1}{|\mathcal{A}_k(t)|} X_i^{(A/i)}(t)^T Q X_k \right] \]

\[ = \|X_i\|^2_Q - 2\Gamma X_i^{(A)}(t)^T Q X_i + \frac{1}{2} \|U_i\|_R^2 + \sum_{k \in \mathcal{A}_i(t)} \left[ -2\Gamma \frac{1}{|\mathcal{A}_k(t)|} X_i^{(A/i)}(t)^T Q X_k + \frac{1}{2} \|U_i\|_R^2 \right] \]

Equality \( (*) \) holds because all agents share identical neighborhood radius \( c \). By repeating the algebra above, the terminal state cost functional related to agent \( i \) can be easily obtained as:

\[ C_i(X, T; X_{-i}) = X_i^T S_1 X_i + S_2 X_i. \]

IV. HJB and FBSDE formulation

Thanks to Theorem 1, the optimal control for each agent can be obtained by solving the simplified optimization problem as follows:

\[ u_i^* = \arg\min_{U_i} J_{soc}(X, U) \]

\[ = \arg\min_{U_i} \mathbb{E} \int_{t_0}^{T} L_i(X, U, t) + L_{-i}(X, U, t)dt + \mathbb{E}[C_i(X, T)] \]

\[ = \arg\min_{U_i} \mathbb{E} \int_{t_0}^{T} L_i(X, U, t)dt + \mathbb{E}[C_i(X, T)] \]

\[ \neq \arg\min_{U_i} J_i(X, U). \]

Remark 2: The new formulation is optimizing the social cost. On the contrary, the last equation (eq.3) only considers individual interest. Hence, the value function for individual agent can be naturally defined as,

\[ V_i^i(X, t) = \inf_{U_i} \mathbb{E} \int_{t_0}^{T} L_i(X, U, t)dt + \mathbb{E}[C_i(X, T)] . \]

By leveraging the stochastic optimal control theory, \( V_i \) satisfies the HJB Equation specified as follows:

\[ V_i + H(x, \dot{x}, V_{xx}^i, t) = 0, \quad V(x, T) = C_i(x, T), \]

where \( H \) is known as Hamiltonian in literature. Recalling realized opinion dynamics with controls (eq.2), here we denote \( F(X_i) := -\alpha(t)X_i(t)dt + \alpha(t) f(\mathcal{A}_i) \) for simplicity. Knowing the dynamics and objective, the Hamiltonian reads:

\[ H(x, V_{xx}^i, V_{xx}^i, t) \]

\[ = \min_{U_i} \left[ L_i + V_{xx}^i(F + GU_i) + \frac{1}{2} \text{Tr}(V_{xx}^i \Sigma \Sigma^T) \right] \]

\[ = \min_{U_i} \left[ X_i^T S_1 X_i + S_2 X_i + \frac{1}{2} \|U_i\|_R^2 \right] + \frac{1}{2} \text{Tr}(V_{xx}^i \Sigma \Sigma^T) \].

By forcing the derivative of the term in the bracket to be zero, one can find the optimal control as:

\[ U_i^* = R_i^{-1} G^T V_{xx}^i. \]

Plugging the Hamiltonian with optimal control \( U_i^* \) back to (eq.16), we can derive the HJB equation for the \( i \)th representative agent:

\[ V_i^i + \frac{1}{2} \text{Tr}(V_{xx}^i \Sigma \Sigma^T) + V_x^i F - \frac{1}{2} \|U_i^*\|_R^2 \]

\[ + X_i^T S_1 X_i + S_2 X_i = 0 \]

s.t \( V^i(X, T) = C_i(X, T) \).
A. FBSDE theory and Importance sampling (IS)

The HJB PDE (eq.18) can be related to a set of FBSDEs by applying the nonlinear Feynman-Kac Lemma [18]:

\[
dX_i = F dt + \Sigma dW^i_t, \quad \text{ (FSDE)},
\]

\[
dY_i = -(X^T_i S_1 X_i + S_2^2 X_i - \frac{1}{2} ||U^*_i||^2_2) dt + Z^*_i dW^i_t \quad \text{ (BSDE)},
\]

s.t \(X_{t_0} = x_{t_0}, Y_T = C_i(X_T).\) \tag{19}

Here we follow classical notations appeared in FBSDE theory literature: \(Y_i \equiv V_i\) is value function and \(Z_i \equiv \Sigma V^*_i\) is known as the adjoint state. In the FBSDE formulation, the solution of backward process (BSDE) corresponds to the solution of HJB equation. Inspired by [9], the FBSDE with importance sampling (IS) can be further established as:

\[
dX_i = (F + G \hat{U}_i) dt + \Sigma dW^i_t, \quad \text{ (FSDE)},
\]

\[
dY_i = \left[-(X^T_i S_1 X_i + S_2^2 X_i - \frac{1}{2} ||U^*_i||^2_2) + Z^*_i \Phi \hat{U}_i \right] dt + Z^*_i dW_t \quad \text{ (BSDE)},
\]

s.t \(X_{t_0} = x_{t_0}, Y_T = C_i(X_T).\) \tag{20}

where we assume \(G(X, t)\) can be decompose as \(G(X, t) = \Sigma(X, t) \Phi(X, t)\) [21]. The IS formulation allows us to modify the FSDE, while the BSDE still solves the original HJB PDE (eq.18) almost surely. Due to the mathematical flexibility, nominal control policy \(U_i\) can be any arbitrary control. Here, we adopt the control policy estimated in the previous run/iteration of the algorithm. Theoretically supported by [6], IS is able to increase exploration which is critical for value function estimation on non-equilibrium states.

V. Deep Graphic FBSDE (DG-FBSDE)

Utilizing aforementioned results, we propose a novel Deep Graphic FBSDE (DG-FBSDE) framework to solve stochastic optimal control problems with local graphic neighborhood information. Notably, the framework can be extended to the system with global information smoothly.

Algorithm: The algorithm is designed in the continuous time horizon \(0 \leq t \leq T\) during which FSDE and BSDE are propagated via Euler integration scheme (see fig.1: Orange and blue path are FSDE and BSDE respectively). In Algorithm.1, the neural network is aiming to approximate initial value function \(Y_0^*\) and \(Z_i\) component at each timesteps. The loss function for the neural network is defined as the \(L_2\) norm of the difference between predicted value function \(Y_i^*\) induced by BSDE, and the true terminal value function \(Y_i^{*T}\) determined by terminal cost function \(C_i\). The neural network can be trained by standard gradient based optimizers such as Adam [19].

Network Architecture: The network architecture is illustrated in fig.1. We use Residual Neural Network with time embedding [5] as the neural network backbone. The neural network is sharing the same parameters...
Fig. 3: Opinion trajectories with different policies. (a): The agents fail to reach consensus without controls. (b):[2] cannot drive agents to reach agreement because of the information limitation. (c):[13] can drive agent to the consensus, but it is heavily biased. (d): When the dynamics equipped with DG-FBSDE, the agents are able to reach neutral consensus.

Fig. 4: The difference of sampled opinion region between opinion dynamics with and without importance sampling. [13] fails to sample neutral regions. By contrast, our model with importance sampling is able to cover broader state space which potentially lead to favorable neutral consensus policy.

over timesteps. In this work we consider agents that are symmetric. This means that they have identical objective functions (eq.4) and dynamics (eq.2). We assign all the agents to the same neural network architecture and then follow the process of Centralized Training and Decentralized Executing (CTDE) scheme that is used in the Reinforcement Learning literature. By eliminating potentially redundant parameters, we only need to maintain one neural network in fig.1 for all agents which paves the way for generalizing trained policy to larger number of agents without additional training.

VI. SIMULATION RESULTS

Setup: We tested our algorithm on three different opinion scenarios to illustrate that agents will reach consensus uniformly under control induced by DG-FBSDE. For the unimodal Gaussian initialization, we empirically show the applicability of our algorithm for different scopes of information, and surprisingly, DG-FBSDE can be scaled up to 10k agents with global information. For the polarized opinion case, in which opinion states are initialized as bi-modal distribution, the system will not reach consensus without controls.

We demonstrate that our algorithm is able to obtain a more favorable neutral consensus policy compared to the work [14] which uses PDEs solver leveraging the power of deep learning as well as the work in [2] that is based on stochastic optimization methods applied to free-energy types of cost functions. Lastly, we show the superior generalization ability of our algorithm by deploying trained policy to larger number of agents without further fine-tuning under four-modal opinion initialization, and demonstrate how the controlled agents influence the dynamics of uncontrolled agents. The resulting plots are averaging over 3 repeated independent runs. Solid line and shadow region are mean and standard deviation. The hyperparameters are $\alpha = 1$, $\epsilon = 2$, $\Sigma = IN$ unless otherwise noted. For unimodal case, the initial states are sampled from uniform distribution with range of $[-10, 10]$. For bimodal case, the initial states are sampled uniformly in the range of $[-8, -4]$ and $[4, 8]$ in order to guarantee the agent from the other modal distribution will not appear in the neighborhood. For four modal case, the initial states are sampled uniformly from the range of $[-4, -3], [-1, 0], [1.5, 2.5], [4, 5]$. The center of bias term is defined as $f(A_i) = 1/|A_i| \sum_{x_k \in A_i} x_k$.

A. Unimodal Consensus

We first consider the unimodal Gaussian initialization for agents' opinions, and the dynamics of opinions is following eq.2. The evolution of opinions without control (eq.1) is shown in fig.2 in bluer. One can notice that opinions reach consensus gradually due to the interaction
Algorithm 1 Deep Graphic FBSDE

1: Hyper-parameters: \( N \): Number of players; \( T \): Number of timesteps; \( N_{gd} \): Number of gradient descent steps; \( B \): Batch size;
2: Parameters: \( \phi \): Network weights for Initial Value (IV) prediction \( Y^i_0 = f_{\phi}(\cdot; \phi) \); \( \theta \): Network weights for prediction \( Z^i_t = f_{\theta}(\cdot; \theta) \).
3: Initialize trainable parameters: \( \theta^0 \), \( \phi^0 \)
4: Generate \( B \) sample \( x_0 \) and \( B \times T \) Noise.
5: repeat
6: Running parallel for (sub)superscript \( i \).
7: for \( l \leftarrow 0 \) to \( N_{gd} - 1 \) do
8: for \( t \leftarrow 0 \) to \( T - 1 \) do
9: if \( t = 0 \) then
10: Sampling \( B \) number of initial states \( x_0 \).
11: Predict value function for \( i \)th player: \( Y^i_0 = f_{\phi}(X_0; \phi) \)
12: else
13: Compute network prediction: \( Z^i_t = f_{\theta}(X_t; \theta) \)
14: end if
15: Compute \( i \)th optimal control: \( U^i_t = R^{-1} \Phi^T Z^i_t \)
16: Propagate FSDE in (eq.20):
17: \( dX^i_t = (F(X^i_t, t) + G(X^i_t, t)U^i_t)dt + \Sigma dW^i_t \)
18: Propagate BSDE in (eq.20):
19: \( dY^i_t = -[X^i_tS_tX^i_t + S^2_tX^i_t\frac{1}{2}||U^i_t||^2] + Z^i_t \Phi U^i_t dt + Z^i_t dW^i_t \)
20: end for
21: Compute True terminal value \( Y^i_T(X, T) = C_i(X_T, T) \)
22: Compute loss \( ||Y^i_T(X, T) - Y^i_T(X, T)|| \)
23: Gradient Update: \( \theta, \phi \)
24: end for
25: until convergence

Component \( f(A_i) \) in the dynamics. The opinion arrives agreement rapidly by applying DG-FBSDE controls with local information. When the DG-FBSDE has the access to the global information, such as other agents’ opinion, the consensus rate will be increased accordingly as being shown in fig.2. Our algorithm can scale up to 10K agents while maintaining superior performance due to the data-driven deep neural network model.

B. Consensus in the phenomenon of Polarization

In the real world, the phenomenon of polarization among agents are attracting increasing attention [11]. In this section, we consider a polarized opinion scenario in which, the neighborhood radius \( \epsilon \) is set to 2 such that agents are unable to reach agreement without controls. In fig.3(a), the opinions of agents are not able to reach consensus since the influence of opinion from the other modal distribution will never present in the \( \epsilon \)-neighborhood. As a result, [2] cannot find a policy which drives agents to the agreement shown in fig.3(b). Prior work [14] can find the consensus policy which is shown in fig.3(c), but the terminal consensus state is largely biased to one of the opinion. Despite of the difficulties of the problem formulation, DG-FBSDE still manages to induce a neutral consensus policy which is demonstrated in fig.3(d). fig.5 illustrates that, even though both [14] and our model is able to minimize the objective function, our model can find a more favorable neutral policy. We suspect that the performance difference is introduced by the importance sampling of FBSDEs. In fig.4, one can notice that the dynamics without importance sampling is unable to explore the neutral consensus region (in the middle). On the contrary, dynamics with IS has better exploration which is including the desirable consensus region.

C. Generalization of DG-FBSDE

Neural networks are well-known for their generalization ability. In this section, we show that, the policy is applicable to larger number of agents even though it is trained by only small number agents. We use 60 agents in the training phase to obtain the DG-FBSDE policy. Motivated by the scenario where some of agents are not directly controllable in the real world, We simulate the total of 500 agents but half of them are uncontrollable. The another half of agents are equipped with DG-FBSDE policy trained on a 60 agents example. In fig.6, one can find that the controlled agents can reach the consensus as expected and the uncontrolled dynamics is merging to the consensus opinion by the influence of neighbors. This experiment verifies the generalization of our model and paves the way for the future in extremely large scale applications. In practice, We can instead to train on smaller number of agents and drop the expensive training when the number of agents is huge.

VII. Conclusion

In this work, we first derive the HJB PDE when MF term with local information appears in the state cost.
functional and dynamics in consideration. We propose the novel DG-FBSDEs algorithm to solve such HJB PDE and verify the performance of our algorithm in different experiment setups. Our algorithm achieves favorable performance when the phenomena of polarization occurs compared with [13] and [2]. We showcase that the proposed algorithm generalizes to the case when the global information is available for which cases the consensus rate is accelerated. Lastly, as a deep learning framework, our model is able to generalize to larger number of agents without further fine-tuning. These last property creates opportunities for future practical applications of the proposed algorithm to extremely large scale opinion dynamics models.
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