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Fig. 1. HCP Dataset: Prediction of CFIS by (a) Our Framework (b) Matrix AE without rs-fMRI Decoder (c) Matrix AE without DTI Decoder (d) BrainNet CNN (e) Dictionary Learning + ANN (f) Decoupled Matrix AE and ANN

Fig. 2. ASD Dataset: (A) SC recovery by (L): Our Framework (M): Linear Regression (R): DTI only AE (B) t-SNE visualization of embeddings (C) Coeff. of Var. ($C_v$) (log scale) for $\Phi_{\text{align}}(\cdot)$. Cold colors imply better stability (D) Top four FC bases
Fig. 3. ASD Dataset: Multi-output prediction performance of (L): ADOS (M): SRS (R): Praxis by (a) Our Framework (b) Matrix Autoencoder without rs-fMRI Decoder (c) Matrix Autoencoder without DTI Decoder (d) BrainNet CNN (e) Dictionary Learning + ANN (f) Decoupled Matrix Autoencoder and ANN
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Abstract. We propose an integrated deep-generative framework, that jointly models complementary information from resting-state functional MRI (rs-fMRI) connectivity and diffusion tensor imaging (DTI) tractography to extract predictive biomarkers of a disease. The generative part of our framework is a structurally-regularized Dynamic Dictionary Learning (sr-DDL) model that decomposes the dynamic rs-fMRI correlation matrices into a collection of shared basis networks and time varying patient-specific loadings. This matrix factorization is guided by the DTI tractography matrices to learn anatomically informed connectivity profiles. The deep part of our framework is an LSTM-ANN block, which models the temporal evolution of the patient sr-DDL loadings to predict multidimensional clinical severity. Our coupled optimization procedure collectively estimates the basis networks, the patient-specific dynamic loadings, and the neural network weights. We validate our framework on a multi-score prediction task in 57 patients diagnosed with Autism Spectrum Disorder (ASD). Our hybrid model outperforms state-of-the-art baselines in a five-fold cross validated setting and extracts interpretable multimodal neural signatures of brain dysfunction in ASD.

1 Introduction

Autism Spectrum Disorder (ASD) is a complex neurodevelopmental disorder characterized by impaired social communicative skills and awareness, coupled with restricted/repetitive behaviors. These symptoms and levels of disability vary widely across the ASD spectrum. Neuroimaging techniques such as rs-fMRI and DTI are gaining popularity for studying aberrant brain connectivity in ASD [7]. Rs-fMRI allows us to assess the functional organization of the brain by tracking changes in steady-state co-activation [20], while DTI measures structural connectivity via the diffusion of water molecules in the brain [3]. However, the
high data dimensionality, coupled with noise and patient variability, have limited our ability to integrate these modalities to understand behavioral deficits.

Techniques integrating structural and functional connectivity focus heavily on groupwise discrimination from the static connectomes. Methods include statistical tests on the node or edge biomarkers [31], data-driven representations [33,23], and neural networks [2] for classification. However, none of these methods tackle continuous-valued prediction, e.g., quantifying level of deficit. Deep learning is becoming increasingly popular for continuous prediction. The work of [18] proposes a specialized end-to-end convolutional network that predicts clinical outcomes from DTI connectomes. The authors of [15] combine a dictionary learning on the rs-fMRI correlations with an ANN to predict clinical severity in ASD patients. However, these methods focus on a single neuroimaging modality and do not leverage complementary information between structure and function.

There is now growing evidence that functional connectivity between regions is a dynamically evolving process [8], and that modeling this evolution is crucial to understanding disorders like ASD [27,29]. Hence, recent methods have been proposed that use either a sparse decomposition of the rs-fMRI connectomes [9], or a temporal clustering for ASD/control discrimination [28]. While promising, these approaches focus exclusively on rs-fMRI and ignore structural information.

We propose a hybrid deep-generative model that integrates structural and dynamic functional connectivity with behavior into a unified optimization framework. Our generative component is a structurally-regularized Dynamic Dictionary Learning (sr-DDL) model, which uses anatomical priors from DTI to regularize a time-varying decomposition of the rs-fMRI correlation matrices. Here, the connectivity profiles are explained by shared basis networks and time-varying patient-specific loadings. Simultaneously, these loadings are input to a deep network which uses an LSTM (Long Short Term Memory Network) to model temporal trends and an ANN (Artificial Neural Network) to predict clinical severity. Our optimization procedure learns the bases, loadings, and neural network weights most predictive of behavioral deficits in ASD. We obtain a representation which is both interpretable and generalizes to unseen patients, thus providing a comprehensive characterization of the disorder.

2 A Deep-Generative Hybrid Model for Connectomics

Fig. 1 illustrates the generative (sr-DDL) and deep (LSTM-ANN) components of our framework. Let $P$ be the number of ROIs in our brain parcellation and $N$ be the number of patients. The rs-fMRI dynamic correlation matrices for patient $n$ are denoted by $\{\Gamma_n^t\}^T_n$, with $T_n$ being the number of time steps. $L_n \in \mathbb{R}^{P \times P}$ is the corresponding DTI connectivity information, and $y_n \in \mathbb{R}^{M \times 1}$ is a vector of $M$ concatenated severity measures. Given the inputs $\mathcal{P} = \{(\Gamma_n^t), L_n, y_n\}_{n=1}^N$, our framework optimizes the following joint objective:

$$J(B, \{c_n^t\}, \Theta; \mathcal{P}) = \sum_n D(B(\{c_n^t\}; \{\Gamma_n^t\}, L_n) + \lambda \sum_n L(\Theta, \{c_n^t\}; y_n)$$

where $D(B, \{c_n^t\}; \{\Gamma_n^t\}, L_n)$ is the sr-DDL loss and $L(\Theta, \{c_n^t\}; y_n)$ is the deep network loss.
Fig. 1. Framework to integrate structural & dynamic functional connectivity for multi-task prediction. **Gray Box:** sr-DDL module for rs-fMRI dynamic correlation matrices and DTI connectivity matrices. **Blue Box:** LSTM-ANN for multi-score prediction.

**sr-DDL Factorization:** We represent the correlation matrices $\Gamma^t_n$ by a shared basis $B \in \mathbb{R}^{P \times K}$ that captures template patterns of co-activity and temporal loadings $c^t_n \in \mathbb{R}^{K \times 1}$ that indicate their time-varying strength:

$$D(B, \{c^t_n\}; \{\Gamma^t_n\}, L_n) = \sum_i \frac{1}{T_n} ||\Gamma^t_n - B\text{diag}(c^t_n)B^T||_{L_n} \text{ s.t. } B^TB = I_K \quad (2)$$

Here, $K$ is the size of our basis, and $\text{diag}(c^t_n)$ is a diagonal matrix based on the elements of $c^t_n$, and $I_K$ is the identity matrix of size $K$. The positive semidefiniteness of $\{\Gamma^t_n\}$ further implies that $c^t_n$ is non-negative. The orthonormality constraint on $B$ helps us learn uncorrelated sub-networks that explain the rs-fMRI data well and implicitly regularize the optimization.

Notice that Eq. (2) uses a weighted Frobenius norm, rather than the standard $\ell_2$ penalty. Mathematically, this norm is computed as $||X||_{L_n} = \text{Tr}(X^T L_n X)$ [21,30], with $X = \Gamma^t_n - B\text{diag}(c^t_n)B^T$. The matrix $L_n \in \mathbb{R}^{P \times P}$ in our case is the normalized graph Laplacian [4] derived from the DTI adjacency matrix for patient $n$. The DTI adjacency is 1 if there is at least one tract between the corresponding regions, and 0 otherwise. Essentially, this structural-regularization encourages the functional decomposition to focus on explaining the functional connectivity between regions with an a-priori anatomical connection.

**Deep Network:** The patient coefficients $c^t_n$ are input to an LSTM-ANN network to predict the scores $y_n$. The LSTM generates a hidden representation $h^t_n$ over time. From here, the Predictor ANN (P-ANN) outputs a time varying estimate of the scores $\hat{y}_n^t$. The Attention ANN (A-ANN) generates $T_n$ scalars, which we softmax across time to obtain the attention weights: $\{a^t_n\}_{t=1}^{T_n}$. These weights determine which time points for each patient are most relevant for be-
Alternating minimization strategy for joint optimization of Eq. (4)

The final prediction is an attention-weighted average across the estimates $\hat{y}_t^n$. We use an MSE loss in Eq. (1) to obtain:

$$L(\{c_t^n\}, y_n; \Theta) = ||\hat{y}_n - y_n||_F = \left|\sum_t \hat{y}_t^n a_t^n - y_n \right|_F$$

We employ a two-layered LSTM with hidden layer width 40. As seen in Fig 1, both the P-ANN and the A-ANN have two hidden layers with width 40 with ReLU activations, with output size $(V)$ as $M$ and 1 respectively. We observed that these modeling choices are robust to issues with saturation and vanishing gradients that can hinder the training of deep neural networks. Finally, we fix the trade-off between the losses in Eq. (1) at $\lambda = 3$, and the number of networks to $K = 15$ based on a grid search.

2.1 Coupled Optimization Strategy:

We use alternating minimization to optimize Eq. (1) with respect to $\{B, \{c_t^n\}, \Theta\}$. Here, we iteratively cycle through the updates for the dictionary $B$, loadings $\{c_t^n\}$, and the LSTM-ANN weights $\Theta$ to obtain a joint solution.

We note that there is a closed-form Procrustes solution for quadratic objectives [16]. However, Eq. (1) is bi-quadratic in $B$, so it cannot be directly applied. Therefore, we adopt the strategy in [13,14,15,11], by which we introduce the constraints of the form $D_t^n = B \text{diag}(c_t^n)$, with corresponding augmented Lagrangian variables $\{\Lambda_t^n\}$. Thus, our objective from Eq. (1) now becomes:

$$J_c = \sum_{n,t} \frac{1}{T_n} ||\Gamma_t^n - D_t^n B^T||_{L_n} + \lambda \sum_n L(\Theta, \{c_t^n\}; y_n) \quad s.t. \quad B^T B = I_K$$

$$+ \sum_{n,t} \frac{\gamma}{T_n} \left[ \text{Tr} \left( (\Lambda_t^n)^T (D_t^n - B \text{diag}(c_t^n)) \right) \right] + \frac{1}{2} ||D_t^n - B \text{diag}(c_t^n)||_F^2$$

Fig. 2 outlines our coupled optimization strategy, with steps detailed as follows:

**Step 1: Closed form solution for $B$.** Notice that Eq. (4) reduces to a Procrustes objective $B^* = \arg \min_B B^T B = I_K ||M - B||_F^2$ where:

$$M = \sum_n \frac{1}{T_n} \sum_t (\Gamma_t^n L_n + L_n \Gamma_t^n) D_t^n + \gamma D_t^n \text{diag}(c_t^n) + \gamma \Lambda_t^n \text{diag}(c_t^n)$$
Given the singular value decomposition \( M = USV^T \), then \( B^* = UV^T \). Thus, \( B \) spans the anatomically weighted space of patient correlation matrices.

**Step 2: Updating the sr-DDL loadings \( \{c_n^t\} \).** The objective \( J_c \) in Eq. (4) decouples across patients. We can also incorporate the non-negativity constraint \( c_{nk}^t \geq 0 \) by passing an intermediate vector \( \hat{c}_n^t \) through a ReLU. The ReLU pre-filtering allows us to optimize an unconstrained version of Eq. (4), which can be done via the stochastic ADAM algorithm [19]. In essence, this optimization couples the parametric gradient from the augmented Lagrangians with the backpropagated gradient from the deep network (defined by fixed \( \Theta \)). After convergence, the thresholded loadings \( c_n^t = \text{ReLU}(\hat{c}_n^t) \) are used in subsequent steps.

**Step 3: Updating the Deep Network weights \( \Theta \).** We use backpropagation on the loss \( \mathcal{L}(\cdot) \) to solve for \( \Theta \). Notice that we can handle missing clinical data by dropping the contributions of the unknown value of \( y_{nm} \) to the network during backpropagation. We use the ADAM [19] optimizer with random initialization, a learning rate of \( 10^{-4} \), scaled by 0.95 every 5 epochs, and batch-size 1.

**Step 4: Updating the Constraint Variables \( \{D_n^t, \Lambda_n^t\} \).** We perform parallel primal-dual updates for the constraint pairs \( \{D_n^t, \Lambda_n^t\} \) [1]. Here, we cycle through the closed form update for \( D_n^t \) and gradient ascent for \( \Lambda_n^t \) until convergence.

**Step 5: Prediction on Unseen Data.** In our cross-validated setting, we need to compute the sr-DDL loadings \( \{\bar{c}_n^t\}^T_{t=1} \) for a new patient based on the training \( B^* \). Since we do not know the score \( \bar{y} \) for this patient, we remove the contribution \( \mathcal{L}(\cdot) \) from Eq. (4) and assume the constraints \( \bar{D}^t = B^* \text{diag}(\bar{c}_t^t) \) hold with equality, thus removing the Lagrangian terms. Essentially, the optimization for \( \{\bar{c}_t^t\} \) reduces to decoupled quadratic programming (QP) objectives \( Q_t \) across time:

\[
\bar{c}_t^t = \arg\min_{\bar{c}_t^t} \frac{1}{2} (\bar{c}_t^t)^T \bar{H} \bar{c}_t^t + \bar{f}_t^T \bar{c}_t^t \quad \text{s.t.} \quad \bar{A} \bar{c}_t^t \leq \bar{b} \\
\bar{H} = 2(B^T L B^*); \quad \bar{f} = -[(B^T (\bar{L} \bar{L}^T + \bar{L} \bar{L}^T)B^*) \circ I_K] \; |I_K|; \quad \bar{A} = -I_K \quad \bar{b} = 0
\]

Where, \( \circ \) denotes the Hadamard product. Finally, we estimate \( \bar{y} \) via a forward pass through the LSTM-ANN.

**2.2 Baseline Comparisons:**

We compare the predictive performance of our framework against three baselines:

1. Two channel BrainNet CNN [18] on static rs-fMRI and DTI connectomes
2. PCA on DTI weighted dynamic rs-fMRI correlation features + LSTM-ANN
3. Decoupled sr-DDL factorization followed by the LSTM-ANN

The first baseline integrates multi-modal DTI connectivity with static rs-fMRI connectivity via the BrainNet CNN introduced in [18]. The original architecture is designed to predict cognitive scores from DTI. Here, we modify the BrainNet CNN to have two branches, one for rs-fMRI patient correlation.
matrices $\Gamma_n \in \mathbb{R}^{P \times P}$ and the other for the DTI Laplacians $L_n \in \mathbb{R}^{P \times P}$. We also modify the ANN in [18] to pool the learned representations and predict $M$ clinical severity measures. The hyperparameters are fixed according to [18].

For the second baseline, we weight the dynamic $P \times (P - 1)/2$ rs-fMRI correlation features by the respective DTI Laplacian features. We then use Principal Component Analysis (PCA) to reduce the data dimensionality to $K = 15$, followed by a similar LSTM-ANN framework to map onto behavior.

Finally, we examine the score prediction upon excluding the DTI regularization from our deep-generative hybrid. This helps us evaluate the advantage of our multi-modal data integration, as opposed to analyzing rs-fMRI data alone.

3 Experimental Evaluation and Results:

**Data and Preprocessing.** We validate our framework on a cohort of 57 children with high-functioning ASD. Rs-fMRI and DTI scans are acquired on a Philips 3T Achieva scanner (rs-fMRI: EPI, TR/TE = 2500/30ms, flip angle = 70, res = 3.05 × 3.15 × 3mm, duration = 128 or 156 time samples; DTI: EPI, SENSE factor = 2.5, TR/TE = 6356/75ms, res = 0.8 × 0.8 × 2.2mm, b-value = 700s/mm², 32 gradient directions). Rs-fMRI data was preprocessed through a standard pipeline that included motion correction, normalization to the MNI template, spatial and temporal filtering, and nuisance regression with CompCorr [6]. DTI data was preprocessed using the FDT pipeline in FSL [17]. We perform tractography using the BEDPOSTx and PROBTRACKx functions in FSL [5].

We use the Automatic Anatomical Labeling (AAL) atlas [34] to define 116 brain ROIs. A sliding window protocol (length=45, stride=5) was used to extract dynamic rs-fMRI correlations matrices. We subtract the first eigenvector, which is a roughly constant bias, and use the residual matrices as the inputs $\{\Gamma'_n\}$ for all methods. The DTI connectivity matrix is binary, where 1 corresponds to at least one tract between the two regions. We impute the DTI connectivity for the 11 patients, who do not have DTI based on the training data.

We rely on three clinical measures to characterize various impairments associated with ASD. The Autism Diagnostic Observation Schedule (ADOS) [25] captures socio-communicative deficits and restricted/repetitive behaviors via clinician evaluation (dynamic range: 0 – 30). The Social Responsiveness Scale (SRS) [25] quantifies impaired social functioning via a parent/teacher questionnaire (dynamic range: 70 – 200). Finally, Praxis [12,22] measures the ability to perform skilled motor gestures on command. A videotaped performance of the child is scored by two research-reliable raters (dynamic range: 0 – 100).

**Multi-dimensional Severity Prediction.** Fig. 3 contrasts the performance of the deep-generative hybrid against the best performing baseline. We have included performance comparisons against the remaining baselines in Fig. 1 of the Supplementary Document. Here, we plot the severity score as given by the clinician on the x-axis, and the score predicted by the algorithm on the y-axis. The training and testing performance is illustrated by the red and blue
Table 1. Performance based on Median Absolute Error (MAE) and Mutual Information (MI). Lower MAE and higher MI indicate better performance.

| Score  | Method          | MAE Train | MAE Test | MI Train | MI Test |
|--------|-----------------|-----------|----------|----------|---------|
| ADOS   | BrainNetCNN     | 1.90      | 3.50     | 0.96     | 0.25    |
|        | PCA & LSTM-ANN  | 0.34      | 2.47     | 0.96     | 0.35    |
|        | Without DTI reg.| 0.13      | 3.27     | 0.99     | 0.26    |
|        | **Our Framework** | **0.08** | **2.84** | **0.99** | **0.34** |
| SRS    | BrainNetCNN     | 5.25      | 18.96    | 0.83     | 0.75    |
|        | PCA & LSTM-ANN  | 4.73      | 19.05    | 0.95     | 0.68    |
|        | Without DTI reg.| 0.49      | 18.70    | 0.97     | 0.77    |
|        | **Our Framework** | **0.51** | **17.81** | **0.98** | **0.88** |
| Praxis | BrainNetCNN     | 3.78      | 15.15    | 0.95     | 0.19    |
|        | PCA & LSTM-ANN  | 2.21      | 20.71    | 0.90     | 0.47    |
|        | Without DTI reg.| 1.09      | 17.34    | 0.99     | 0.49    |
|        | **Our Framework** | **0.13** | **13.50** | **0.99** | **0.85** |

Fig. 3. Multi-Score Prediction by **Left**: ADOS **Middle**: SRS **Right**: Praxis by **Yellow Box**: deep-generative hybrid. **Green Box**: PCA+LSTM-ANN

points, respectively. The bold $x = y$ diagonal line indicates ideal performance. Notice that all methods have a good training fit for all the scores. However, in case of testing performance, our method outperforms the baselines in almost all cases. Empirically, we are able to tune the baseline hyperparameters to obtain good testing performance on a single score (e.g. ADOS for Baseline 2), but the prediction of the remaining scores suffer. In contrast, the testing predictions from our framework follow the diagonal line more closely for all the scores. We believe that the representational flexibility of our deep network along with the joint optimization helps us generalize well.
Fig. 4. Top: Subnetworks identified by the deep-generative hybrid. The red and orange regions are anti-correlated with the blue and green regions. Bottom: (Left) Learned attention weights (Right) Variation of network strength over time.

Clinical Interpretability. Fig. 4 (top) illustrates four representative subnetworks learned in B. (We have included the complete set of sub-network characterizations in Fig. 2 in the Supplementary Document.) Regions storing positive values are anticorrelated with negative regions. Subnetwork 1 includes regions from the default mode network (DMN), which has been widely reported in ASD [24]. Subnetwork 2 exhibits contributions from higher order visual processing and sensorimotor areas, concurring with behavioral reports of reduced visual-motor integration in ASD [24]. Subnetworks 3 exhibits contributions from the central executive control network and insula, believed to be essential for switching between goal-directed and self-referential behavior [32]. Subnetwork 4 includes prefrontal and DMN regions, along with subcortical areas: associated with social-emotional regulation [26].

Fig. 4 (bottom left) illustrates the learned attentions output by the A-ANN for all 57 patients during testing. We group patients with shorter scans in the first few rows of the plot. We have blackened the rest of the time points for these patients. The colorbar indicates the strength of the attention weights. The flagged non-zero weights denote intervals of the scan considered especially relevant for prediction. We observe that the network highlights the start of the scan for several patients, while it prefers focusing on the end of the scan for some others. This is indicative of the underlying patient heterogeneity.

Lastly, we illustrate the variation of the network strength for a patient in the cohort over the scan duration in Fig. 4 (bottom right). Each solid colored line corresponds to one of the 15 sub-networks. Over the scan duration, each network cycles through phases of activity and relative inactivity. Thus, only a few networks at each time step contribute to the patient’s dynamic connectivity.
profile. This parallels the transient brain-states hypothesis in dynamic rs-fMRI connectivity [10], with active states as corresponding sub-networks in B.

4 Conclusion

We have introduced a novel deep-generative framework to integrate complementary information from the functional and structural neuroimaging domains, and simultaneously explain behavioral deficits in ASD. Our unique structural regularization elegantly injects anatomical information into the rs-fMRI functional decomposition, thus providing us with an interpretable brain basis. Our LSTM-ANN term not only models the temporal variation, but also helps isolate key dynamic resting-state signatures, indicative of clinical impairments. Our coupled optimization procedure ensures that we learn effectively from limited training data and generalize well to unseen patients. Finally, our framework makes very few assumptions and can potentially be applied to study other neuro-psychiatric disorders (eg. ADHD, Schizophrenia) as an effective diagnostic tool.
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