Abstract—In this paper, we propose novel non-linear precoders for the downlink of a multi-user MIMO system with the existence of multiple eavesdroppers. The proposed non-linear precoders are designed to improve the physical-layer secrecy rate. Specifically, we combine the non-linear successive optimization Tomlinson-Harashima precoding (SO-THP) with generalized matrix inversion (GMI) technique to maximize the physical-layer secrecy rate. For the purpose of comparison, we examine different traditional precoders with the proposed algorithm in terms of secrecy rate as well as BER performance. We also investigate simplified generalized matrix inversion (S-GMI) and lattice-reduction (LR) techniques in order to efficiently compute the parameters of the precoders. We further conduct computational complexity and secrecy rate analysis of the proposed and existing algorithms. In addition, in the scenario without knowledge of channel state information (CSI) to the eavesdroppers, a strategy of injecting artificial noise (AN) prior to the transmission is employed to enhance the physical-layer secrecy rate. Simulation results show that the proposed non-linear precoders outperform existing precoders in terms of BER and secrecy rate performance.

Index Terms—Physical-layer security, precoding algorithms, successive optimization, secrecy rate analysis.

I. INTRODUCTION

Data security in wireless systems has been traditionally dominated by encryption methods such as Data Encryption Standard (DES) and Advanced Encryption Standard (AES) [1]. However, these existing encryption algorithms suffer from high complexity and high latency. Besides, development in computing power also brings great challenges to existing encryption techniques. Therefore, are capable of achieving secure transmission under high computing power scenario with low complexity have become an important research topic.

From the viewpoint of information theory, Shannon established the theorem of cryptography in his seminal paper [3]. Wyner has subsequently posed the Alice-Bob-Eve problem and described the wire-tap transmission system [3]. Furthermore, the system discussed in [3] suggests that physical layer security can be achieved in wireless networks. Later on, another study reported in [4] proved that secrecy transmission is achievable even under the situation that the eavesdropper has a better channel than the desired user in a statistical sense. Furthermore, the secrecy capacity for different kinds of channels, such as Gaussian wire-tap channel and multi-input multi-output (MIMO) wire-tap channel have been studied in [5, 6]. In some later works [7, 8, 9], it has been found that the secrecy of the transmission can be further enhanced by adding artificial noise to the system.

A. Prior and Related Work

In recent years, precoding techniques, which rely on knowledge of channel state information (CSI), have been widely studied in the downlink of multiuser MIMO (MU-MIMO) and cooperative systems [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. Linear precoding techniques such as zero-forcing (ZF), minimum mean-square error (MMSE) and block diagonalization (BD) have been introduced and studied in [23, 24, 25]. Furthermore, non-linear precoding techniques like Tomlinson-Harashima precoding (THP) [26], vector perturbation (VP) precoding [27] have also been reported and investigated. In the previous mentioned works, the implementation of linear or non-linear precoding techniques at the transmitter are considered with perfect knowledge of CSI to the users. In the scenario without knowledge of CSI to the eavesdroppers, one technique which is effective in improving the secrecy rate of the downlink of MU-MIMO systems is the application of artificial noise (AN) at the transmitter [2]. Several criteria or strategies applying AN to wireless systems have been introduced in [28, 29]. In particular, the approaches reported in [28] have been applied to the downlink of MU-MIMO systems. Apart from the studies in precoding techniques there are also some works that introduce lattice-reduction (LR) strategies [30, 31]. The LR strategies are also implemented prior to the transmission and it has been proved that the LR aided system can achieve full diversity in the downlink of MU-MIMO systems.

B. Motivation and Contributions

Prior work on precoding for physical-layer security systems has been heavily based on [7, 8], which can effectively improve the secrecy rate of wireless systems. However, it is well known in the wireless communications literature that non-linear precoding techniques can outperform linear approaches. In particular, non-linear precoding techniques require lower transmit power than linear schemes and can achieve higher sum-rates. However, work on non-linear precoding for physical-layer security in wireless systems is extremely limited even though there is potential to significantly
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improve the secrecy rate of wireless systems. The motivation for this work is to develop and study non-linear precoding algorithms for MU-MIMO systems that can achieve a secrecy rate higher than that obtained by linear precoders as well as a lower transmit power requirement and an improved bit error rate (BER) performance.

In our work, we develop and study a successive optimization Tomlinson-Harashima precoding (SO-THP) precoding algorithms based on the generalized matrix inversion approach reported in [25]. Specifically, the proposed non-linear precoders exploit both successive interference cancellation, lattice-reduction and block diagonalization, which can impose orthogonality between the channels of the desired users [84], [85], [86], [87], [88], [89], [90], [91], [105], [93], [94], [95], [96], [97], [98], [99], [100], [101], [102], [103], [104], [105], [106], [107], [108], [109], [110], [111], [112], [113], [114], [115], [116], [117], [118], [119], [120], [121], [122], [123], [124], [125], [126], [127], [128], [129], [130], [131], [132], [133], [134], [135]. This combined approach has not been considered previously in the literature and has the potential of achieving a higher secrecy rate than existing non-linear and linear precoding algorithms as well as an improved BER performance as compared to prior art. The major contributions in our paper are summarized as follows:

- A novel non-linear precoding technique, namely, SO-THP+GMI is proposed for the downlink of MU-MIMO networks in the presence of multiple eavesdroppers.
- The proposed SO-THP+GMI algorithm combines the SO-THP precoding with the GMI technique to achieve a higher secrecy rate.
- The proposed SO-THP+GMI precoding algorithm is extended to a S-GMI version which aims to reduce computational complexity of the SO-THP+GMI algorithm.
- An LR strategy is combined with the aforementioned S-GMI version proposed algorithm and this so-called LR-aided version algorithm achieves full receive diversity.
- An analysis of the secrecy rate achieved by the proposed non-linear precoding algorithms is carried out along with an assessment of their computational complexity cost.

The rest of this paper is organized as follows. We begin in Section IV by introducing the system model and the performance metrics. A brief review of the standard SO-THP algorithm is included in Section III. In Section IV we present the details of proposed SO-THP+GMI, SO-THP+S-GMI and LR-SO-THP+S-GMI Precoding algorithms. Next in Section IV the analysis of secrecy rate and the computational complexity of the precoding algorithms are carried out. In Section IV numerical evaluation is conducted to show the advantage of proposed precoding algorithms. Finally, some concluding remarks are given in Section VII.

C. Notation

Bold uppercase letters $A \in \mathbb{C}^{M \times N}$ denote matrices with size $M \times N$ and bold lowercase letters $a \in \mathbb{C}^{M \times 1}$ denote column vectors with length $M$. Conjugate, transpose, and conjugate transpose are represented by $(\cdot)^*$, $(\cdot)^T$ and $(\cdot)^H$ respectively; $I_M$ is the identity matrix of size $M \times M$; $\text{diag}\{\mathbf{a}\}$ denotes a diagonal matrix with the elements of the vector $\mathbf{a}$ along its diagonal; $\mathcal{C}\mathcal{N}(0,\sigma_n^2)$ represents complex Gaussian random variables with i.i.d entries with zero mean and $\sigma_n^2$ variance.

II. SYSTEM MODEL AND PERFORMANCE METRICS

In this section we introduce the system model of the downlink of the MU-MIMO network under consideration. The performance metrics used in the assessment of the proposed and existing techniques are also described.

A. System Model

Consider a MU-MIMO downlink wireless network consisting of one transmitter or Alice at the access point, $T$ users or Bob and $K$ eavesdroppers or Eve at the receiver side as shown in Fig. 1. The transmitter is equipped with $N_t$ antennas. Each user and each eavesdropper node are equipped with $N_r$ and $N_e$ receive antennas, respectively. In this system we assume that the eavesdroppers do not jam the transmission and the channel from the transmitter to each user or eavesdropper follows a flat-fading channel model. The quantities $H_f \in \mathbb{C}^{N_r \times N_t}$ and $H_k \in \mathbb{C}^{N_e \times N_t}$ denote the channel matrix of the $i$th user and $k$th eavesdropper, respectively. Following [47], the number of antennas should satisfy $N_t^{\text{total}} \geq T \times N_r$. During the transmission, $N_t = M \times N_r$ antennas at the transmitter are activated to perform the precoding procedure. In other words, the precoding matrix is assumed here for convenience to be always a square matrix.

We use the vector $s_r \in \mathbb{C}^{N_r \times 1}$ to represent the data symbols to be transmitted to user $r$. An artificial noise (AN) can be injected before the data transmission to enhance the physical-layer secrecy. We use the vector $s'_r \in \mathbb{C}^{m \times 1}$ with $m \leq (N_t^{\text{total}} - T \times N_r)$ to denote the independently generated jamming signal. Assume the transmit power of user $r$ is $E_r$,
and $0 < \rho < 1$ is the power fraction devoted to the user. Then, the power of user and jamming signal can be respectively expressed as $E[s_r^H s_r] = \rho E_r$ and $E[s_r^H s'_r] = (1 - \rho) E_r$. Finally the signal after precoding can be expressed as

$$x_r = P_r s_r + P'_r s'_r,$$

where the quantities $P_r \in \mathbb{C}^{N_t \times N_r}$ and $P'_r \in \mathbb{C}^{N_t \times m}$ are the corresponding precoding matrices. Here we take zero-forcing precoding as an instance. Given the total channel matrix $H = [H_1^T \ H_2^T \ \cdots \ H_r^T \ \cdots \ H_{\tilde{M}}^T]^T$, the total precoding matrix can be obtained as $P^ZF = H^H (HH^H)^{-1}$. The precoding matrix $P^ZF$ can be expanded to $P^ZF = [P_1 \ P_2 \ \cdots \ P_r \ \cdots \ P_M]$. Simultaneously, the precoding matrix $P'_r$ can be generated from the null space of the $r$th user channel $H_r$ by singular value decomposition (SVD) [8]. Note that other precoding strategies [13], [18], [15], [16], [17], [7] and MMSE filters can also be considered [38], [39], [40], [41], [118], [42], [43], [44], [45], [100], [111], [46], [134], [47], [48], [131], [49]. As a result, we have $H_r P'_r = 0$, which means the jamming signal does not interfere the user’s signal. The received data for each user or eavesdropper can be described by

$$y_r = \beta_r^{-1} (H_r P_r s_r + H_r P'_r s'_r + H_r \sum_{j=1,j \neq r}^T P_j s_j + n_r),$$

where $\beta_r = \sqrt{\frac{E_r}{||P_r|| + ||P'_r||}}$ is used to ensure that the transmit power after precoding remains the same as the original transmit power $E_r$ for user $r$.

B. Secrecy Rate and Other Relevant Metrics

In this subsection, we describe the main performance metrics used in the literature to assess the performance of precoding algorithms.

1) Secrecy rate and secrecy capacity: According to [3], the level of secrecy is measured by the uncertainty of Eve about the message $R_e$ which is called the equivocation rate. With the total power equal to $E_s$, the maximum secrecy capacity $C_s$ for the MIMO system without AN is expressed as

$$C_s = \max_{Q_s \succeq 0, \text{Tr}(Q_s) = E_s} \log(\det(I + H_{ba} Q_s H_{ba}^H))$$

$$- \log(\det(I + H_{ca} Q_s H_{ca}^H)),$$

where the quantity $Q_s$ is the covariance matrix associated with the signal after precoding. However, the channels between the transmitter and the eavesdroppers are usually not perfectly known in reality. This situation is known as the imperfect channel state information (CSI) case in [7], which we will address in our studies.

2) Computational complexity: According to the study in [37], non-linear precoding techniques can approach the maximum channel capacity with high computational complexity. High complexity of the algorithm directly leads to a high cost of power consumption. In our research, however, novel non-linear precoding algorithms with reduced complexity are developed.

3) BER performance: Ideally, we would like the users to experience reliable communication and the eavesdroppers to have a very high BER (virtually no reliability when communicating). The algorithm is supposed to achieve high diversity for the MIMO system.

III. REVIEW OF THE SO-THP ALGORITHM

In this section, a brief review of the conventional successive optimization THP (SO-THP) in [23] is given. The general structure of the SO-THP algorithm is illustrated in Fig. 2 and its main implementation steps are introduced in the following.
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In Fig. 2 a modulo operation $M(\cdot)$ which is defined in [50] is employed to fulfill the SO-THP algorithm. Based on [37], THP can be equivalently implemented in a successive block diagonalization manner. In particular, the precoding matrix is given by

$$P_r^{BD} = V_r^{(0)} V_r^{\text{eff}},$$

where $V_r^{(0)} \in \mathbb{C}^{N_t \times N_r}$ is the nulling matrix of the $r$th user’s channel, $V_r^{\text{eff}}$ is a unitary matrix of the corresponding effective channel and the demodulation matrix of the $r$th user is chosen as $D_r = U_r^{\text{eff}}$, where $U_r^{\text{eff}}$ is also obtained from the effective channel. Given a channel matrix $H_r = [H_1 \ H_2 \ \cdots \ H_{r-1} \ H_{r+1} \ \cdots \ H_{\tilde{M}}]^T$, $V_r^{(0)}$ can be obtained by the SVD operation $H_r = U_r \Sigma_r [V_r^{(1)} V_r^{(0)}]^H$. Based on $V_r^{(0)}$, an effective channel can be calculated and with second SVD operation $H_r^{\text{eff}} = H_r V_r^{(0)} U_r^{\text{eff}} \Sigma_r V_r^{\text{eff}} H_r^{\text{eff}}$ we are capable of getting $V_r^{\text{eff}}$ and $U_r^{\text{eff}}$. For each iteration, the SO-THP algorithm selects the user with maximum capacity from the remaining users and process it first. The selection criterion is described as

$$\arg \min_r (C_{\max,r} - C_r);$$

where $C_{\max,r}$ denotes the maximum capacity of the $r$th user and $C_r$ is the capacity considering the interference from the other users. If we assume there is no interference from other users and the capacity can be achieved by the SVD procedure, we have

$$H_r = U_r \Sigma_r [V_r^{(1)} V_r^{(0)}]^H,$$

$$C_{\max,r} = \log_2 \det \left( I + H_r V_r^{(1)} V_r^{(0)} H_r^H \right).$$

In the scenario considering the interference from the other users, the BD decomposition is implemented on the channels of the remaining users in each iteration:

$$C_r = \log_2 \det \left( I + H_r P_r P_r^H H_r^H \right);$$
Therefore, the filters for the SO-THP algorithm can be obtained as
\[ F = \left( P_{1BD} \cdots P_{BD} \right), \]  
\[ D = \left( \begin{array}{cccc}
U_{eff1}^H & \cdots & \cdots & \cdots \\
& \cdots & \cdots & \cdots \\
& & \cdots & \cdots \\
& & & U_{effT}^H
\end{array} \right), \]  
\[ B = \text{lower triangular} \left( DHF \cdot \text{diag} \left( \left[DHF\right]_{ii}^{-1} \right) \right). \]  
It is worth noting that \( F \) in (2), \( D \) in (10) are calculated in the reordered way according to equation (5), and the scaling matrix \( G = \text{diag} \left( \left[DHF\right]_{ii}^{-1} \right) \).

IV. PROPOSED PRECODING ALGORITHMS

In this section, we present three non-linear precoding algorithms SO-THP+GMI, SO-THP+S-GMI and LR-SO-THP+S-GMI for the downlink of MU-MIMO systems, and a selection criterion based on capacity is devised for these algorithms. We then derive filters for the three proposed precoding techniques, which are computationally simpler than SO-THP.

According to [37], the conventional SO-THP algorithm has the advantage of improving the BER and the sum rate performances, however, the complexity of this algorithm is high due to the successive optimization procedure and the multiple SVD operations. In [51], an approach called generalized MMSE channel inversion (GMI) is developed to overcome the noise enhancement drawback of BD caused by its completely focus on the suppression of multi-user interference. Later in [53], it has been shown that the complete suppression of multi-user interference is not necessary and residual interference is so small that cannot affect the sum-rate performance. This approach is called simplified GMI (S-GMI). The proposed algorithms are inspired by dirty paper coding (DPC) [2] and other non-linear precoding techniques [37, 52, 63] which have been investigated for the downlink of MU-MIMO systems.

A. SO-THP+GMI Algorithm

The proposed SO-THP+GMI algorithm mainly focuses on achieving high secrecy rate performance with lower complexity than the conventional SO-THP algorithm. In the conventional SO-THP algorithm the precoding matrix as well as the receive filters are obtained with (3) using the BD algorithm without considering noise enhancement. In [51], the GMI scheme uses the QR decomposition to decompose the MMSE channel inversion \( \hat{H} \in C^{N_t \times T N_r} \) as expressed by
\[ \hat{H} = (H^H H + \alpha I)^{-1} H^H, \]  
\[ \hat{H}_r = [\tilde{Q}_r^{(0)} \cdot \tilde{Q}_r^{(1)}] \tilde{R}_r \]  
for \( r = 1, \cdots, T, \)  
where \( \tilde{H}_r \in C^{N_t \times N_t} \), \( \tilde{Q}_r^{(0)} \in C^{N_t \times N_t} \) is an orthogonal matrix, \( \tilde{R}_r \in C^{N_t \times N_t} \) is an upper triangular matrix. In (12), the noise is taken into account. As a result, the generation of the precoding matrix will mitigate the noise enhancement. When the GMI generated precoding matrix is used to calculate the channel capacity with (3), the reduced noise contributes to the increase of secrecy rate. Also with (13), the QR decomposition reduces the computational complexity as compared with the conventional SO-THP algorithm implementing the SVD decomposition. To completely mitigate the interference, a transmit combining matrix \( T_r \) given in [51] is applied to \( Q_r^{(0)} \). Once we have \( \bar{Q}_r^{(0)} \) and \( T_r \), we can write the relation
\[ H_r \bar{Q}_r^{(0)} T_r = U_r \Sigma_r V_r^H, \]  
Then the precoding matrix as well as the receive filter for the GMI scheme are given by
\[ P_{GMI} = [\tilde{Q}_1^{(0)} T_1 \tilde{V}_1 \cdot \tilde{Q}_2^{(0)} T_2 \tilde{V}_2 \cdots \tilde{Q}_T^{(0)} T_T \tilde{V}_T], \]  
\[ M_{GMI} = \text{diag} \left( \left[ \tilde{U}_1^H \tilde{U}_2^H \cdots \tilde{U}_T^H \right] \right), \]  
where \( P_{GMI} \in C^{N_t \times N_t} \) and \( M_{GMI} \in C^{N_t \times N_t} \). The details of the proposed SO-THP+GMI algorithm to obtain the precoding and receive filter matrices are given in the Table of Algorithm 1.

Algorithm 1 Proposed SO-THP+GMI Precoding

1: for \( r = 1 : T \) do
2: \( \hat{G}_r = H_r \);  
3: \( \hat{G}_r = U_r \Sigma_r [V_r^{(1)} V_r^{(0)}]^H; \)  
4: \( F_r = V_r^{(1)}; \)  
5: \( C_{\max, r} = \log_2 \det \left( I + R_{k,r}^{-1} G_r F_r F_r^H G_r^H \right); \)
end for
7: \( M = H; \)
8: loop
9: while \( r = T : 1 \) do
10: for \( n = 1 : r \) do
11: \( G = (M^H M + \alpha I)^{-1} M^H \);  
12: \( G_n = [\tilde{Q}_n^{(0)} \cdot \tilde{Q}_n^{(1)}] \tilde{R}_n \);  
13: \( M_r Q_r^{(0)} T_r = \tilde{U}_n \Sigma_n \tilde{V}_n^H \);  
14: \( P_n = \tilde{Q}_n^{(0)} T_r \tilde{V}_n^{(1)} \);  
end for
15: end while
16: for \( j = 1 : r \) do
17: \( C_j = \log_2 \det \left( I + R_{k,j}^{-1} M_j P_j P_j^H M_j^H \right); \)
end for
19: \( a_r = \arg \min_j (C_{\max, j} - C_j); \)
20: \( F_r = P_{a_r}; \)  
21: \( D_r = U_{a_r}^H; \)  
22: \( M = [H_1^T \cdots H_{a_r-1}^T H_{a_r+1}^T \cdots H_T^T]^T \);  
end while
24: end loop
25: \( F = (F_1 \cdots F_T); \)
26: \( D = \left( \begin{array}{cccc}
D_1 & & & \\
& \cdots & & \\
& & \cdots & \\
& & & D_T
\end{array} \right) \);  
27: \( B = \text{lower triangular} \left( DHF \cdot \text{diag} \left( \left[DHF\right]_{ii}^{-1} \right) \right) \).

B. SO-THP+S-GMI Algorithm

Further development on SO-THP+GMI with complexity reduction leads to a novel SO-THP+S-GMI algorithm. A simplified GMI (S-GMI) has been developed in [53] as an
improvement of the original RBD precoding in [23]. This is known as S-GMI. In [14], a transmit combining matrix is applied to achieve complete interference cancelation between different users. In this case, the interference will not be completely mitigated, resulting in a slight decrease of the sum-rate even though the complexity will have a significant reduction [23]. Here, we incorporate the S-GMI technique into an SO-THP scheme and devise the SO-THP+S-GMI algorithm. The transmit and receive filters of the proposed SO-THP+S-GMI algorithm are described by

$$ H_r \bar{Q}_n \overset{(0)}{=} U_r \Sigma_r \bar{V}_r H, $$

$$ P_{S-GMI} = [\bar{Q}_1^{(0)} \bar{V}_1 \ ar{Q}_2^{(0)} \bar{V}_2 \ \cdots \ \bar{Q}_T^{(0)} \bar{V}_T], $$

$$ M_{S-GMI} = \text{diag}\{\bar{U}_1 H \ ar{U}_2 H \ \cdots \ \bar{U}_T H\}, $$

where $P_{S-GMI} \in \mathbb{C}^{N_t \times N_r}$, $M_{S-GMI} \in \mathbb{C}^{N_r \times N_r}$.

With reduced computational complexity, the SO-THP+S-GMI algorithm is capable of achieving better secrecy rate performance especially at lower SNR. The detailed S-GMI procedure implemented in the proposed SO-THP+S-GMI algorithm is shown in Algorithm 2. Cooperated with Algorithm 1, the precoding and receive filter matrices can be obtained.

**Algorithm 2 S-GMI Precoding**

1: for $n = 1 : r$ do
2: \quad $G = (M^H M + \alpha I)^{-1} M^H$
3: \quad $G_n = \bar{Q}_n \bar{Q}_n^{(1)} \bar{R}_n$
4: \quad $M_n \bar{Q}_n \overset{(0)}{=} U_n \Sigma_n \bar{V}_n H$
5: \quad $P_n = \bar{Q}_n \bar{V}_n^{(1)}$
6: end for

C. LR-SO-THP+S-GMI Algorithm

The development in linear algebra contribute to the lattice reduction technique application in wireless networks. According to study in [30], a basis change may lead to improved performance as corroborated by lattice reduction techniques. The more correlated the columns of channel $H$, the more significant the improvements will be. To achieve full diversity of the system, with complex lattice reduction algorithm (CLR) [55], the LR transformed channel for the $r$th user is obtained as

$$ H_{r, \text{red}}^H = H_r^H L_r $$

where $H_{r, \text{red}} \in \mathbb{C}^{N_r \times N_r}$ is the transposed reduced channel matrix. The quantity $L_r \in \mathbb{C}^{N_r \times N_r}$ is the transform matrix generated by the CLR algorithm. Note that the transmit power constraint is satisfied since $M_r$ is a unimodular matrix.

Compared to the conventional SO-THP algorithm, the lattice reduced channel matrix $H_{r, \text{red}}$ is employed in the conventional S-GMI algorithm. The details of the LR aided S-GMI Procedure are given in Algorithm 3. Cooperated with Algorithm 1, we can complete the calculation of precoding and receive filter matrices.

**Algorithm 3 Lattice-Reduction aided S-GMI Procedure**

1: for $n = 1 : r$ do
2: \quad $G = (H^H H + \alpha I)^{-1} H^H$
3: \quad $G_n = \bar{Q}_n \bar{Q}_n^{(1)} \bar{R}_n$
4: \quad $M_n \bar{Q}_n \overset{(0)}{=} U_n \Sigma_n \bar{V}_n H$
5: \quad $P_n = \bar{Q}_n \bar{V}_n^{(1)}$
6: end for

V. ANALYSIS OF THE ALGORITHMS

In this section, we develop an analysis of the secrecy rate of the proposed precoding algorithms along with a comparison of the computational complexity between the proposed and existing techniques.

A. Computational Complexity Analysis

| Step | Operations | Flops | Case |
|------|------------|-------|------|
| 1    | $G_r = U_r \Sigma_r [V_r^{(1)} V_r^{(0)}]^H$, | $32R(N_t N_r^2 + N_r^3)$ | $(2, 2, 2) \times 6$ |
| 2    | $G = (H^H H + \alpha I)^{-1} H^H$ | $(2N_r^3 - 2N_r^2 + N_t + 16N_t N_r^2)$ | 3822 |
| 3    | $G_n = \bar{Q}_n \bar{Q}_n^{(1)} \bar{R}_n$ | $\sum_{r=1}^{R} 16r(N_r^2 N_r^2 + N_t N_r^2 + \frac{3}{2} N_r^3)$ | 9472 |
| 4    | $H_{\text{eff}}, n = H_n \bar{Q}_n \bar{T}_n$ | $\sum_{r=1}^{R} 16r N_r N_r^2$ | 20736 |
| 5    | $H_{\text{eff}}, n = U_n^{(4)} \Sigma_n^{(4)} V_n^{(4)} H$ | $\sum_{r=1}^{R} 64r(N_r^2 N_r^2 + \frac{3}{2} N_r^3 N_r^2 + N_r N_r^2 + N_r^3)$ | 26946 |
| 6    | $B = \text{lower triangular}$ | $16N_t N_r^2$ | 3456 |

| Total | $67054$ |

According to [53], it can be calculated that the cost of the QR in FLOPs is 22.4% lower than BD. The results shown in Table I indicate that the complexity is reduced by about 22.4% by the proposed SO-THP+GMI compared with the conventional SO-THP calculated in the same way. Based on the proposed SO-THP+GMI algorithm, further complexity reduction can be achieved by SO-THP+S-GMI and the complexity is about 34.4% less than that of the conventional SO-THP algorithm.

Fig. 3 shows the required FLOPS of the proposed and existing precoding algorithms. Linear precoding gives lower computational complexity but the BER performance is worse than non-linear ones. The three proposed algorithms show an advantage over the conventional SO-THP algorithm in terms of complexity. Among all the three proposed algorithms, SO-THP+S-GMI has the lowest complexity followed by LR-SO-THP+S-GMI. SO-THP+GMI requires the highest complexity.
This completes the proof.

In the following, the percentage of the injected artificial noise power is set to 40% of the total transmit power. When AN is added during the transmission, equation (3) can be transformed to:

\[
\log \left( \det \left( I + H_{ba}Q_sH_{ba}^H \right) \right) - \log \left( \det \left( I + (I + H_{ea}Q_sH_{ea}^H)^{-1}(H_{ea}Q_sH_{ea}^H) \right) \right)
\]

(36)

To assess the influence of different channel gain ratios between legitimate users and the eavesdroppers, we fix the legitimate users’ channel gain and change the eavesdroppers’. The above equation (36) can be further transformed to

\[
\log(\det(\mathbf{I} + H_{ba}Q_sH_{ba}^H)) - \log(\det(\mathbf{I} + (H_{ea}H_{ea}^H)^{-1} + Q_s^{-1})Q_s)
\]

(37)

In the high-SNR regime, \( E_s \rightarrow \infty \), according to (28), \( Q_s, Q_s' \rightarrow \infty \), the term \( (H_{ea}H_{ea}^H)^{-1} \) can then be omitted and the result is the following expression

\[
\log(\det(\mathbf{I} + H_{ba}Q_sH_{ba}^H)) - \log(\det(\mathbf{I} + (Q_s')^{-1}Q_s))
\]

(38)

Considering artificial noise, \( (Q_s')^{-1}Q_s = \rho/(1-\rho)\mathbf{I} \). When \( \rho \) is fixed, then \( \log(\det(\mathbf{I} + (Q_s')^{-1}Q_s)) \) would be a constant. From (38), the secrecy rate will increase even when the eavesdroppers have better statistical channel knowledge than the legitimate users.

VI. SIMULATION RESULTS

A system with \( N_t = 4 \) transmit antennas and \( T = 2 \) users will result in 1,2 eavesdroppers is considered. Each user or eavesdropper is equipped with \( N_r = 2 \) and \( N_k = 2 \) receive antennas. \( m = \frac{\sigma_{na}^2}{\sigma_{na}^2} \) represents the gain ratio between the main and wire-tap channel.

![Fig. 4. BER performance with precoding techniques in 4 x 4 x 2 MU-MIMO broadcast channel, m = 0.5](image-url)
\[ C_s = \max_{Q_s \geq 0, \text{Tr}(Q_s) = E_s} \log \left( \det \left( I + H_{ea}Q_sH_{ea}^H \right) \right) \]  
(24)

\[ C_s = \max_{Q_s \geq 0, \text{Tr}(Q_s) = E_s} \log \left( \det \left( I + H_{ea}Q_sH_{ea}^H \right) \right) \]  
(25)

\[ \Phi_1(P, Q_s) = (H_{ea}PP^HH_{ea}^H)^{-1}(I + H_{ea}Q_sH_{ea}^H) \]  
(26)

\[ \Phi_2(P, Q_s) = (H_{ba}PP^HH_{ba}^H)^{-1}(I + H_{ba}Q_sH_{ba}^H) \]  
(27)

\[ SA = E \left[ \Phi_1(P, Q_s)^{-1} \Phi_2(P, Q_s) \right] \]  
(31)

\[ \Phi_3(P, Q_s) = (H_{ea}PP^HH_{ea}^H)^{-1} + (H_{ba}PP^HH_{ba}^H)^{-1}H_{ba}Q_sH_{ba}^H \]  
(32)

\[ SA = E \left[ (H_{ea}PP^HH_{ea}^H)^{-1} + E_s \right]^{-1} \left[ (H_{ba}PP^HH_{ba}^H)^{-1} + E_s \right] \]  
(33)

\[ C_{E_{\text{sec}} \rightarrow \infty} = \log \left( \det \left( H_{ea}PP^HH_{ea}^H \right) \right) \]  
(34)

\[ F_{\text{6}}. \text{ Secrecy rate change with different artificial noise power ratio} \]

\[ F_{\text{7}}. \text{ Secrecy rate with precoding techniques in } 4 \times 4 \text{ MU-MIMO broadcast channel} \]

\[ B. \text{ Imperfect Channel State Information} \]

In the simulations, the channel errors are modeled as a complex random Gaussian noise matrix \( E \) following the distribution \( \mathcal{CN}(0, \sigma_E^2) \). Then, the imperfect channel matrix \( H^e \) is defined as

\[ H^e = H + E \]  
(39)

We assume the channels of the legitimate users are perfect and the eavesdropper will have imperfect CSI.

\[ A. \text{ Perfect Channel State Information} \]

In Fig. 4 the proposed LR-SO-THP+S-GMI algorithm has the best BER performance. In Fig. 7, in the scenario where \( T > K \) the secrecy rate of the proposed algorithms have around 5 bits/Hz higher rate than the other precoding techniques. When \( T = K \), Fig. 8(a) shows that the proposed algorithms achieve a higher secrecy rate than the other techniques at low SNRs. And the secrecy rate will converge to a constant which will depend on the gain ratio between the main and the wire-tap channels \( m \).
In Fig. 8(b), the secrecy rate performance is evaluated in the imperfect CSI scenario [53], [11], [54]. Compared with the secrecy rate performance in Fig. 8(a), the secrecy rate will suffer a huge decrease in the imperfect CSI scenario. When \( T = K \), Fig. 8(b) shows that the secrecy rate at low SNR is degraded and the secrecy rate requires very high SNR to converge to a constant. It is worth noting that the proposed SO-THP+S-GMI has the best secrecy rate performance amongst the studied precoding techniques.

**C. Imperfect Channel State Information With Artificial Noise**

In Fig. 8(c) AN is added and the total transmit power \( P_s \) is the same as before. Fig. 8(d) shows the secrecy rate with the change of the transmit signal power ratio to the artificial noise. According to the secrecy performance of Fig. 8(d), 40% of the transmit power \( P_s \) is used to generate AN.

**VII. CONCLUSION**

Precoding techniques are widely used in the downlink of MU-MIMO wireless networks to achieve good BER performance. They also contribute to the improvement of the secrecy rate in physical layer. Among all the studied nonlinear precoding techniques, the proposed SO-THP+S-GMI algorithm requires the lowest computational complexity which results in a significant improvement on the efficiency. The BER and the secrecy rate performances of the SO-THP+S-GMI algorithm are also superior to the existing linear and non-linear algorithms considered.
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