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Abstract—We exhibit two memoryless Gaussian networks where the capacity-gains afforded by feedback are unbounded in the signal-to-noise ratio (SNR). The networks are instances of the Gaussian broadcast channel and the two-user Gaussian interference channel. To demonstrate the capacity-gains we propose and analyze a novel feedback coding scheme.

For the broadcast channel with two receivers it is shown that if the noise sequences at the two receivers are perfectly anticorrelated, then, at high SNR, feedback asymptotically doubles the sum-capacity. The same holds if the noise sequences are perfectly correlated provided that they are of unequal variances. This result extends to the multi-receiver broadcast channel: if the noise sequences are all different and have a rank-one covariance matrix, then, at high-SNR, feedback asymptotically multiplies the sum-capacity by the number of receivers. However, as we show, these multiplicative gains collapse when the feedback is noisy.

For the two-receiver Gaussian broadcast channel with noise-free feedback we also derive the high-SNR asymptotic sum-capacity. The expansion is exact in the sense that, as the SNR tends to infinity, the difference between the sum-capacity and our asymptotic expression tends to zero. If the noise sequences are perfectly anticorrelated or if they are perfectly correlated and of unequal variances, then the asymptotic expansion is as if the transmitter communicated to the two receivers over two parallel Gaussian channels. Otherwise, the asymptotic expansion is the same as if the receivers could cooperate.

For the two-user interference channel it is shown that if the noises experienced by the two receivers are perfectly correlated or perfectly anticorrelated, then for most channel-gains feedback doubles the high SNR sum-capacity.

I. INTRODUCTION

We present two memoryless Gaussian networks where the capacity gains afforded by noise-free feedback are unbounded in the signal-to-noise ratio (SNR). The networks are instances of the real, scalar, additive white Gaussian noise (AWGN) broadcast channel (BC) and the real, scalar, AWGN interference channel (IC).

For the two-user AWGN BC we prove that, when the AWGN sequences corrupting the outputs at the two receivers are perfectly anti-correlated (i.e., have correlation coefficient $\rho_z = -1$) or when they are perfectly correlated (i.e., $\rho_z = 1$) and of unequal noise variances ($\sigma_1^2 \neq \sigma_2^2$), at high SNR, noise-free feedback approximately doubles the sum-capacity from $\frac{1}{2} \log (1 + \text{SNR})$ to approximately $2 \cdot \frac{1}{2} \log (1 + \text{SNR})$. Thus, in these cases the noise-free feedback increases the sum-capacity by approximately $\frac{1}{2} \log (1 + \text{SNR})$ which is unbounded in the SNR. The same holds also even when the two AWGN sequences are sufficiently close to perfectly anticorrelated (i.e., $\rho_z \approx -1 + \frac{1}{\text{SNR}}$), or when they are sufficiently close to perfectly correlated (i.e., $\rho_z \approx 1 - \frac{1}{\text{SNR}}$) and have different variances ($\sigma_1^2 \neq \sigma_2^2$).

In these cases the prelog\(^1\) (the factor in the sum-capacity high-SNR expansion in front of $\frac{1}{2} \log (1 + \text{SNR})$) is 2 and exceeds the number of transmit antennas. This is in sharp contrast to the case where the received signals are corrupted by independent AWGN sequences, a case in which the prelog (with or without feedback) cannot exceed the number of transmit (or receive) antennas [1].

To demonstrate these gains we propose and analyze a novel feedback coding scheme, similar to the schemes in [4], [5], and [6]. (The gains for anti-correlated AWGN sequences are also achieved by the Ozarow-Leung scheme in [8], [9] if the scheme’s parameter are chosen carefully, see [10], [11].) Our proposed coding scheme also allows us to determine the high-SNR asymptotics of the sum-capacity of the two-receiver AWGN BC with noise-free feedback and arbitrary noise correlation. The expansion is exact in the sense that the difference between it and the sum-capacity $C_{BC; \Sigma}$ vanishes as the SNR tends to infinity:

- When the two AWGN sequences are perfectly anticorrelated (i.e, have correlation coefficient $\rho_z = -1$) or when they are perfectly correlated and have unequal variances $\sigma_1^2 \neq \sigma_2^2$,

$$\lim_{P \to \infty} \left[ C_{BC; \Sigma} - \left( \frac{1}{2} \log \left( 1 + \frac{P}{\sigma_1^2} \right) + \frac{1}{2} \log \left( 1 + \frac{P}{\sigma_2^2} \right) \right) \right] = 0. \quad (1)$$

Thus, the sum-capacity approaches the sum-capacity of two parallel AWGN channels where the transmitter can communicate with power $P$ over each of them. In this case, noise-free feedback doubles the prelog and thus provides gains in the sum-capacity that are unbounded in the SNR.

- When the AWGN sequences are neither perfectly anti-correlated nor perfectly correlated,

$$\lim_{P \to \infty} \left[ C_{BC; \Sigma} - \frac{1}{2} \log \left( 1 + \frac{P(\sigma_1^2 + \sigma_2^2 - 2\rho_z \sigma_1 \sigma_2)}{\sigma_1^2 \sigma_2^2 (1 - \rho_z^2)} \right) \right] = 0. \quad (2)$$

and the sum-capacity approaches the sum-capacity of a setup where the two receivers can cooperate. Here feedback does not increase the prelog, and its benefit at high SNR is the additive term $\frac{1}{2} \log \left( \frac{\sigma_1^2 + \sigma_2^2 - 2\rho_z \sigma_1 \sigma_2}{\max(\sigma_1^2, \sigma_2^2)(1 - \rho_z^2)} \right)$. This gain is bounded in the power, but it can be very

\(^1\)The prelog is often also referred to as the multiplexing gain or degrees of freedom.
For the $K > 2$ user AWGN BC our proposed coding scheme allows us to prove that if the AWGN sequences corrupting the $K$ received signals are all different but have covariance matrix of rank 1, then a prelog of $K$ is achievable. For a related recent result see [12].

A naturally ensuing question is whether these gains in capacity can also be attained when the feedback is noisy. In this paper we concentrate on how feedback noise affects the reported gains in the prelog. We show that when the feedback links are corrupted by independent AWGN sequences, then—irrespective of the positive feedback-noise variances and of the correlation of the forward noise-sequences—the prelog of the two-user AWGN BC setup equals one (as in the absence of feedback). The proof of this result is based on a genie argument inspired by the work of Kim, Lapidoth, and Weissman [13].

The second network we consider is the two-user scalar AWGN IC with noise-free one-sided feedback where each of the two transmitters communicates with a different intended receiver, and each transmitter observes feedback from its corresponding receiver only. Our proposed coding scheme proves that when the two AWGN sequences experienced at the two receivers are perfectly anticorrelated or perfectly correlated, then for most channel gains noise-free feedback doubles the prelog from 1 to 2. Thus, noise-free feedback allows to approximately double the sum-capacity at high SNR and can provide unbounded gains. (When the interference channel is symmetric, the prelog 2 result can also be shown using a slight generalization (to account for the correlation between the noise sequences) of Kramer’s memoryless LMMSE-scheme [14].)

Previously, a prelog of 2 was known to be achievable for the two-user scalar AWGN IC only when the two transmitters (or the two receivers) could fully cooperate [15] in the sense that both transmitters can compute their channel inputs as a function of both messages. Our result shows that limited cooperation through feedback can be sufficient.

For the two-user AWGN IC we do not consider noisy feedback. Rate-limited feedback for this setup has recently been studied in [18].

The fact that feedback can increase the capacity of memoryless networks without bounds was first reported by the authors in [2] for the two-user AWGN BC and for the symmetric two-user AWGN IC where the individual noise sequences corrupting the outputs at the two receivers are perfectly anticorrelated. The same conclusion was later also reached in [3, 16] (also based on the scheme proposed in [17]) for the two-user AWGN IC when the noise sequences are independent. Multiplicative gains for the AWGN IC with independent noises at moderate SNR were already reported in [14, Section VI-B].

We conclude this section with some notation and an outline of the rest of the paper. Throughout the paper the logarithm is taken with respect to the base 2 and for convenience we define $-\log 0 = \infty$. We will use the shorthand notation $\log^+(x)$ for $\max(0, \log(x))$. Also, we denote by $A^n$ and $a^n$ the tuple of random variables $A_1, \ldots, A_n$ and their realizations $a_1, \ldots, a_n$, respectively. The set of real numbers will be denoted by $\mathbb{R}$, the set of positive real numbers by $\mathbb{R}^+$, and the set of positive integers by $\mathbb{Z}^+$. The abbreviation IID stands for independent and identically distributed.

The paper is organized as follows. In Sections II-V we present the channel models and the main results for the two-user AWGN BC with noise-free feedback, the two-user AWGN BC with noisy feedback, the $K \geq 2$ user AWGN BC with noise-free feedback, and the two-user AWGN IC with one-sided noise-free feedback. In Section VI we present a coding scheme for the two-user AWGN BC with noise-free feedback, and prove our results for this setup. In Section VII we prove our results for the AWGN BC with noisy feedback. In Sections VIII and IX we present coding schemes and prove our results for the $K$-user AWGN BC with noise-free feedback and the two-user AWGN IC with one-sided noise-free feedback, respectively.

II. TWO-USER BROADCAST CHANNEL WITH NOISE-FREE FEEDBACK: SETUP AND MAIN RESULTS

The real, scalar, AWGN BC with noise-free feedback is depicted in Figure 1. Denoting the time-$t$ transmitted symbol by $x_t \in \mathbb{R}$ and the time-$t$ received symbols by $Y_{1,t}$ and $Y_{2,t}$ respectively, we have

$$Y_{1,t} = x_t + Z_{1,t}, \quad (3a)$$

and

$$Y_{2,t} = x_t + Z_{2,t}, \quad (3b)$$

where the sequence of noise pairs $\{(Z_{1,t}, Z_{2,t})\}$ is drawn IID according to a centered Gaussian distribution of covariance matrix

$$K_z = \begin{pmatrix} \sigma_1^2 & \rho_z \sigma_1 \sigma_2 \\ \rho_z \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix}. \quad (4)$$

We assume that both noise variances $\sigma_1^2, \sigma_2^2$ are positive (i.e., not equal to 0).

The transmitter wishes to send Message $M_1$ to Receiver 1 and an independent message $M_2$ to Receiver 2. The messages $M_1$ and $M_2$ are assumed to be uniformly distributed over the sets $M_1 \triangleq \{1, \ldots, |2^{nR_1}|\}$ and $M_2 \triangleq \{1, \ldots, |2^{nR_2}|\}$, where $n$ denotes the blocklength and $R_1$ and $R_2$ the respective rates of transmission.

It is assumed that the transmitter has access to noise-free feedback from both receivers, i.e., that after sending $x_{t-1}$ it learns both outputs $Y_{1,t-1}$ and $Y_{2,t-1}$. The transmitter can

![Fig. 1. The two-user AWGN BC with noise-free feedback.](image-url)
thus compute its time-$t$ channel input as a function of both messages and all previous channel outputs:
\[
X_t = f_{BC,t}^{(n)}(M_1, M_2, Y_{t-1}^1, Y_{t-1}^2), \quad t \in \{1, \ldots, n\},
\]
where the encoding function $f_{BC,t}^{(n)}$ is of the form
\[
f_{BC,t}^{(n)} : \mathcal{M}_1 \times \mathcal{M}_2 \times \mathbb{R}^{t-1} \times \mathbb{R}^{t-1} \to \mathbb{R}.
\]
The channel inputs are subject to an expected average block-power constraint $P > 0$. Thus, in (5) we only allow for encoding functions $\{f_{BC,t}^{(n)}\}_{t=1}^n$ such that
\[
\frac{1}{n} \mathbb{E} \left( \sum_{t=1}^n X_t^2 \right) \leq P.
\]
After the $n$-th channel use each receiver decodes its intended message based on its observed channel output sequence. Receiver 1 produces the estimate
\[
\hat{M}_1 = \phi_1^{(n)}(Y_1^n),
\]
and Receiver 2 the estimate
\[
\hat{M}_2 = \phi_2^{(n)}(Y_2^n),
\]
where the decoding functions $\phi_1^{(n)}$ and $\phi_2^{(n)}$ are of the form
\[
\phi_1^{(n)} : \mathbb{R}^n \to \{1, \ldots, 2^nR_1\},
\]
\[
\phi_2^{(n)} : \mathbb{R}^n \to \{1, \ldots, 2^nR_2\}.
\]

A rate pair $(R_1, R_2)$ is said to be achievable if for every block-length $n$ there exists a set of $n$ encoding functions $\{f_{BC,t}^{(n)}\}_{t=1}^n$ as in (6) satisfying the power constraint (7) and two decoding functions $\phi_1^{(n)}$ and $\phi_2^{(n)}$ as in (10) and (11) such that
\[
\lim_{n \to \infty} \Pr(\hat{M}_1 = \hat{M}_2) = 0.
\]
The closure of the set of all achievable rate pairs $(R_1, R_2)$ is called the capacity region. The supremum of the sum $R_1 + R_2$ over all achievable rate pairs $(R_1, R_2)$ is called its sum-capacity, and we denote it by $C_{BC,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z)$. In this paper we are particularly interested in the prelog, which characterizes the logarithmic growth of the sum-capacity at high powers, and is defined as:
\[
\lim_{P \to \infty} \frac{C_{BC,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z)}{1/2 \log(1 + P)}.
\]
The sum-capacity of our setup $C_{BC,\Sigma}$ is unknown except for the physically degraded case where
\[
\rho_z \in \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}.
\]
In this case the capacity region is not increased with feedback [19], and thus, [20], [21]
\[
C_{BC,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z) = \frac{1}{2} \log \left( 1 + \frac{P}{\min\{\sigma_1^2, \sigma_2^2\}} \right).
\]
The AWGN BC with feedback is in particular physically degraded if $\rho_z = 1$ and $\sigma_1^2 = \sigma_2^2$, in which case both receivers observe exactly the same output sequence.

Our main result in Theorem 1 is the asymptotic high-SNR sum-capacity of the AWGN BC with feedback. Whenever the BC is not physically degraded, the asymptotic high-SNR sum-capacity with feedback is strictly larger than without.

**Definition 1:** Let $C_{\text{HighSNR}}(P, \sigma_1^2, \sigma_2^2, \rho_z)$ be defined as follows.

- For physically degraded channels, i.e., $\rho_z \in \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}$,
\[
C_{\text{HighSNR}}(P, \sigma_1^2, \sigma_2^2, \rho_z) \triangleq \frac{1}{2} \log \left( 1 + \frac{P}{\min\{\sigma_1^2, \sigma_2^2\}} \right).
\]

- For not physically-degraded channels with fully correlated noises, i.e., $|\rho_z| = 1$ and $\rho_z \notin \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}$,
\[
C_{\text{HighSNR}}(P, \sigma_1^2, \sigma_2^2, \rho_z) \triangleq \frac{1}{2} \log \frac{P}{\sigma_1^2} + \frac{1}{2} \log \frac{P}{\sigma_2^2}.
\]

- Finally, for not physically degraded channels with partially correlated noises, i.e., $\rho_z \in (-1, 1)$ and $\rho_z \notin \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}$,
\[
C_{\text{HighSNR}}(P, \sigma_1^2, \sigma_2^2, \rho_z) \triangleq \frac{1}{2} \log \left( \frac{P(\sigma_1^2 + \sigma_2^2 - 2\rho_z\sigma_1\sigma_2)}{\sigma_1^2\sigma_2^2(1 - \rho_z^2)} \right).
\]

**Theorem 1 (Asymptotic High-SNR Sum-Capacity):** For all $\sigma_1^2, \sigma_2^2 > 0$ and $\rho_z \in [-1, 1]$
\[
\lim_{P \to \infty} \left( C_{BC,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z) - C_{\text{HighSNR}}(P, \sigma_1^2, \sigma_2^2, \rho_z) \right) = 0.
\]

**Proof:** When the channel is physically degraded, i.e., $\rho_z \in \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}$, the result follows from (14). For the other cases the result is proved in Section VI-C.

**Note 1:** If $|\rho_z| = 1$ and the channel is not physically degraded, the sum-capacity at high SNR is as if there was a separate, non-interfering link from the transmitter to each of the two receivers and the transmitter could communicate with power $P$ over both these links. If $\rho_z \in (-1, 1)$, then the sum-capacity at high SNR is as if the two receivers could fully cooperate in their decoding.

**Note 2:** Given $\sigma_2^2, \sigma_1^2 > 0$, define $\gamma : (-1, 1) \to \mathbb{R}^+$ as
\[
\gamma(\rho_z) \triangleq \frac{\sigma_1^2 + \sigma_2^2 - 2\rho_z\sigma_1\sigma_2}{\sigma_1^2\sigma_2^2(1 - \rho_z^2)}.
\]

By Theorem 1, $\gamma(\rho_z)$ describes the behavior of the sum-capacity in the asymptotic high-SNR regime when $\rho_z \in (-1, 1)$. Notice that $\gamma(\rho_z) \to \infty$ as $\rho_z \to -1$, and if $\sigma_1^2 \neq \sigma_2^2$, then also $\gamma(\rho_z) \to \infty$ as $\rho_z \to -1$. Moreover, $\gamma(\rho_z)$ is strictly decreasing over $\rho_z \in (-1, \min \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\})$ and strictly increasing over $\rho_z \in \left( \min \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}, 1 \right)$. It thus takes its minimum at $\rho_z = \min \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}$ where $\gamma(\rho_z) = \frac{1}{\min\{\sigma_1^2, \sigma_2^2\}}$.

Figure 2 shows the typical behavior of $\gamma(\rho_z)$. From Theorem 1 we obtain the following corollary.

\footnote{Notice that for physically degraded channels with partially correlated noises, i.e., for $\rho_z \in (-1, 1)$ and $\rho_z \notin \left\{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \right\}$, the definitions in (15) and (16) coincide.}
Corollary 2 (Prelog): The prelog of the AWGN BC with noise-free feedback is 2 if \( \rho_z = -1 \) or if \( \rho_z = +1 \) and \( \sigma_1^2 \neq \sigma_2^2 \), otherwise it is 1.

Note 3: Our results for \( \rho_z \in \{-1, +1\} \) remain valid when the transmitter has only one-sided noise-free feedback, i.e., when the transmitter for example only observes the outputs \( \{Y_{1,t}\} \) but not \( \{Y_{2,t}\} \). This holds because for \( \rho_z \in \{-1, +1\} \) the channel capacities coincide with one-sided and two-sided feedback. In fact, in the setup with one-sided feedback the transmitter can locally compute the missing outputs \( Y_{2,t} \) (or \( Y_{1,t} \)):

\[
Y_{2,t} = \rho_z \frac{\sigma_2}{\sigma_1} (Y_{1,t} - X_t) + X_t, \quad t \in \{1, \ldots, n\}.
\]

Theorem 1 and Corollary 2 show that when \( \rho_z \in \{-1, +1\} \) and the channel is not physically degraded, feedback approximately doubles the high-SNR sum-capacity. In Section VI-A we present a coding scheme with this desired performance. (When \( \rho_z = -1 \) also the Ozarow-Leung scheme \cite{ozarow1993fundamental, leung1993fundamental} achieves such sum-rates \cite{8, 9}.) In Figure 3 we have plotted the relationship between the sum-rate achieved by our scheme in Section VI-A and the transmitted power \( P \) for various values of the correlation \( \rho_z \). It shows that for large powers \( P \) (i.e., \( P \geq 100 \)), feedback can nearly double the capacity not only when the correlation \( \rho_z \) is exactly -1, but also when \( \rho_z \) is sufficiently close to -1, i.e., when \( \rho_z = -1 + \epsilon \) for sufficiently small \( \epsilon > 0 \) depending on the power \( P \).

Theorem 3 and Corollary 4 ahead explore the relationship between \( P \) and the required correlation \( \rho_z \). Since the required correlation depends on the transmit power \( P \), we make the dependence explicit and denote the correlation by \( \rho_z(P) \).

Theorem 3 and Corollary 4 thus characterize the generalized prelog where the channel parameters (here the noise correlation \( \rho_z \)) vary with the power \( P \).

Let noise variances \( \sigma_1^2, \sigma_2^2 > 0 \) and for each power \( P > 0 \) a correlation coefficients \( \rho_z(P) \) be given. Define

\[
\zeta_1 \triangleq \lim_{P \to \infty} \frac{-\log(1 + \rho_z(P))}{\log(P)},
\]

\[
\zeta_2 \triangleq \lim_{P \to \infty} \frac{-\log(1 - \rho_z(P))}{\log(P)},
\]

where recall that we defined \(-\log 0 \triangleq \infty\). Notice that \( \zeta_1 > 0 \) only if \( \lim_{P \to \infty} \rho_z(P) = -1 \), and \( \zeta_2 > 0 \) only if \( \lim_{P \to \infty} \rho_z(P) = 1 \).

Theorem 3 (Generalized Prelog): The generalized prelog depends on whether the noise variances \( \sigma_1^2, \sigma_2^2 \) are equal or different. If \( \sigma_1^2 = \sigma_2^2 \), the generalized prelog is

\[
\lim_{P \to \infty} \frac{C_{\text{BC},Y}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} = \min \left\{ 1 + \zeta_1, 1 + \zeta_2 \right\}.
\]

and if \( \sigma_1^2 \neq \sigma_2^2 \), it is

\[
\lim_{P \to \infty} \frac{C_{\text{BC},Y}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} = \min \left\{ 1 + \max \left\{ \zeta_1, \zeta_2 \right\}, 2 \right\}.
\]

Proof: See Section VI-C

Corollary 4 (Generalized Prelog): Let \( \rho_z(P) \) be of the form

\[
\rho_z(P) = \pm \left( 1 - \frac{\epsilon(P)}{\bar{P}} \right), \quad \nu \in \{1, 2\}, \quad \zeta \in [0, 1],
\]

where

\[
\lim_{P \to \infty} \frac{\log(\epsilon(P))}{\log(P)} = 0.
\]

Unless \( \sigma_1^2 = \sigma_2^2 \) and \( \lim_{P \to \infty} \rho_z(P) = 1 \),

\[
\lim_{P \to \infty} \frac{C_{\text{BC},Y}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} = 1 + \zeta.
\]
The feedback-noise sequences \(\{(W_{1,t}, W_{2,t})\}\) are assumed to be independent of the messages \((M_1, M_2)\) and of the noise sequences on the forward path \(\{(Z_{1,t}, Z_{2,t})\}\) and IID according to a zero-mean bivariate Gaussian distribution of diagonal covariance matrix \(\begin{pmatrix} \sigma_{W1}^2 & 0 \\ 0 & \sigma_{W2}^2 \end{pmatrix}\). We shall assume throughout this section that the feedback noise variances are positive
\[
\sigma_{W1}, \sigma_{W2} > 0.
\]

(25)

In this setup the transmitter computes its channel inputs as
\[
X_t = f_{BCNoisy,t}^{(n)}(M_1, M_2, V_1^{t-1}, V_2^{t-1}), \quad t \in \{1, \ldots, n\},
\]
where the encoding function \(f_{BCNoisy,t}^{(n)}\) is of the form
\[
f_{BCNoisy,t}^{(n)} : M_1 \times M_2 \times \mathbb{R}^{t-1} \times \mathbb{R}^{t-1} \rightarrow \mathbb{R}.
\]

(27)

The channel input sequence \((X_1, \ldots, X_n)\) is again subject to an expected average block-power constraint \(P > 0\) as in (7).

Decoding rules, achievable rates, capacity region, sum-capacity and prelog are defined as in the previous section. The sum-capacity for this setup with noisy feedback is denoted by \(C_{BCNoisy,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_2, \sigma_{W1}^2, \sigma_{W2}^2)\).

Noisy feedback does not increase the prelog.

**Theorem 5:** Irrespective of the correlation \(\rho_2 \in [-1, 1]\), the prelog is one:
\[
\lim_{P \to \infty} C_{BCNoisy,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_2, \sigma_{W1}^2, \sigma_{W2}^2) = \frac{1}{2} \log(1 + P).
\]

(28)

**Proof:** See Section [VI] □

Thus, with noisy feedback the prelog equals 1 also when the noise correlation \(\rho_2 \in \{-1, 1\}\). This result assumes that the feedback-noise variances \(\sigma_{W1}^2, \sigma_{W2}^2 > 0\) are fixed. If instead they tend to 0 as the power \(P \to \infty\), then for \(\rho_2 \in \{-1, 1\}\) the (generalized) prelog may be larger than 1, depending on the speed of convergence of the limits \(\sigma_{W1}^2, \sigma_{W2}^2 \to 0\). The following note examines the generalized prelog when the feedback-noise variances tend to 0 slower than \(P^{-\xi}\) for any \(\xi > 0\).

**Note 4:** Theorem [5] remains valid if the feedback-noise variances \(\sigma_{W1}^2, \sigma_{W2}^2\) tend to 0 as the power \(P \to \infty\), if the convergence is slower than \(P^{-\xi}\) for all \(\xi > 0\). More precisely, if \(\sigma_{W1}^2, \sigma_{W2}^2\) depend on \(P\) in a way that
\[
\lim_{P \to \infty} \frac{- \log(\sigma_{W1}^2)}{- \log(\sigma_{W2}^2)} \leq 0, \quad \nu \in \{1, 2\},
\]
then the prelog is 1, irrespective of the noise correlation \(\rho_2 \in [-1, 1]\).

**Proof:** See Section [VII-B] □

### IV. K-USER BROADCAST CHANNEL WITH NOISE-FREE FEEDBACK: SETUP AND MAIN RESULTS

We generalize the setup in Section (11) to \(K \geq 2\) users. Thus, here, the single transmitter wishes to communicate with \(K\) receivers. The goal of the communication is that each Receiver \(k \in \{1, \ldots, K\}\) learns its desired Message \(M_k\), where the messages \(M_1, \ldots, M_K\) are independent, and each \(M_k\) is uniformly distributed over \(\mathcal{M}_k = \{1, \ldots, 2^{nR_k}\}\).

The channel model is described as follows. Given that the transmitter sends the time-\(t\) input symbol \(x_t\), Receiver \(k\) observes the time-\(t\) output symbol
\[
Y_{k,t} = x_t + Z_{k,t}, \quad t \in \{1, \ldots, n\},
\]
where \(\{(Z_{1,t}, \ldots, Z_{K,t})\}_{t=1}^n\) is a sequence of IID centered Gaussian vectors of covariance matrix \(K_z\) and independent of the messages \((M_1, \ldots, M_K)\).

The transmitter has noise-free feedback from all channel outputs, and thus can compute its channel inputs as
\[
X_t = f_{K-BC,t}^{(n)}(M_1, \ldots, M_K, Y_1^{t-1}, \ldots, Y_K^{t-1})
\]
for some encoding function \(f_{K-BC,t}^{(n)}\), such that the input sequence \((X_1, \ldots, X_n)\) satisfies the expected average block-power constraint in (7).

An error occurs in the communication whenever
\[
(M_1, \ldots, M_K) \neq (\hat{M}_1, \ldots, \hat{M}_K).
\]

(30)

Achievable rate-tuples, capacity region, and sum-capacity are defined in analogy to the setup with two users. The sum-capacity of this setup is denoted by \(C_{K-BC,\Sigma}(P, K_z)\). We are interested in its prelog.

**Theorem 6:** If the covariance matrix \(K_z\) has rank 1, then the prelog is
\[
\lim_{P \to \infty} C_{K-BC,\Sigma}(P, K_z) = \frac{1}{2} \log(1 + P) = n_\alpha.\]

(31)

where \(n_\alpha\) denotes the number of rows in \(K_z\) that are different.

**Proof:** See Section [VIII-B] □

**Corollary 7:** When \(K_z\) is of rank 1 and all its rows are different, the prelog is \(K\).

The achievability of prelog \(K \geq 3\) was first proved in [12] for the complex memoryless Gaussian broadcast channel. The prelog \(\geq 3\) result in [12] however requires that the real and imaginary parts of the noise symbols are correlated, and thus does not include our result in Theorem 6 as a special case.

**Note 5:** Theorem 6 remains valid also when the transmitter has feedback only from a single receiver. This can be seen by analogy to Note 3.
V. TWO-USER INTERFERENCE CHANNEL WITH NOISE-FREE FEEDBACK: SETUP AND MAIN RESULTS

In this section we consider the real scalar AWGN IC with noise-free feedback, which has two transmitters. Transmitter 1 wishes to send Message $M_1$ to Receiver 1, and Transmitter 2 Message $M_2$ to Receiver 2. Assuming that at time $t$ Transmitter 1 sends the real symbol $x_{1,t}$ and Transmitter 2 sends the real symbol $x_{2,t}$, Receiver 1 observes

$$Y_{1,t} = a_{1,1} x_{1,t} + a_{1,2} x_{2,t} + Z_{1,t},$$

and Receiver 2 observes

$$Y_{2,t} = a_{2,1} x_{1,t} + a_{2,2} x_{2,t} + Z_{2,t}.$$  \hfill (32a)

The “channel gains”

$$a_{1,1}, a_{1,2}, a_{2,1}, a_{2,2} \neq 0,$$  \hfill (33)

are non-zero real constants and the noise sequences $\{(Z_{1,t}, Z_{2,t})\}_{t=1}^{\infty}$ are defined as in Section II.

Each transmitter has access to noise-free feedback from its corresponding receiver. Thus, each of the two transmitters can compute its time-$t$ channel input as

$$X_{k,t} = f_{k}^{(n)}(M_k, Y_{k,t}^{-1}), \quad k \in \{1, 2\},$$

for some encoding function $f_{k}^{(n)}$ of the form

$$f_{k}^{(n)} : M_k \times \mathbb{R}^{t-1} \rightarrow \mathbb{R}, \quad \nu \in \{1, 2\}.$$  \hfill (32b)

The two channel input sequences are subject to the same average block-power constraint $P > 0$:

$$\frac{1}{n} E \left[ \sum_{t=1}^{n} X_{k,t}^2 \right] \leq P, \quad k \in \{1, 2\}. \quad \text{(34)}$$

Decoding rules, achievable rate pairs, capacity region, sum-capacity, and prelog are defined as for the AWGN BC. We denote the sum-capacity of the symmetric AWGN IC by $C_{IC;\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z)$.

Without feedback, the prelog of the AWGN IC equals $1$; with noise-free feedback it can be $2$, depending on the channel gains $a_{1,1}, a_{1,2}, a_{2,1}, a_{2,2} \neq 0$ and on the noise parameters $\sigma_1^2, \sigma_2^2, \rho_z$.

**Theorem 8:** The prelog of the AWGN IC with noise-free feedback satisfies the following three statements.

- If $\rho_z \in (-1, 1)$ or if $\rho_z \in \{-1, 1\}$ and $\frac{a_{2,2}}{a_{1,2}} = \frac{a_{2,1}}{a_{1,1}} = \rho_z \frac{a_{2}}{a_{1}}$, then

$$\lim_{P \rightarrow \infty} C_{IC;\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z) = 1; \quad \text{(35)}$$

- if $\rho_z \in \{-1, 1\}$ and moreover, both $\frac{a_{2,2}}{a_{1,2}}$ and $\frac{a_{2,1}}{a_{1,1}}$ are different from $\rho_z \frac{a_{2}}{a_{1}}$, then

$$\lim_{P \rightarrow \infty} C_{IC;\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z) = 2; \quad \text{(36)}$$

- otherwise

$$1 \leq \lim_{P \rightarrow \infty} C_{IC;\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z) \leq 2. \quad \text{(37)}$$

**Proof:** See Section IX-B

VI. A SCHEME AND PROOFS FOR THE AWGN BC WITH NOISE-FREE FEEDBACK

A. A coding scheme

We present a new coding scheme for the $K = 2$ user Gaussian BC with noise-free feedback, see also \[7\]. (The scheme is generalized to $K \geq 2$ users in Section VIII-A.) Our scheme is similar to the schemes proposed by Cover and Pombra \[4\] for (non-white) Gaussian point-to-point channels with noise-free feedback, by Lapidoth and Wigger \[5\] for the two-user AWGN multi-access channel with noisy feedback, and by Lapidoth, Steinberg, and Wigger \[6\] for the two-user AWGN BC with one-sided noise-free feedback. We also propose a choice of parameters for our scheme. Despite being suboptimal (see \[7\] for improved choices), this choice suffices to prove the achievability results in Theorems 1 and 3 when the channel is not physically degraded.

Our scheme has the following parameters: the positive integer number $\eta$; the $\eta$-by-$\eta$ strictly lower-triangular matrices $B_1, B_2$; the $\eta$-dimensional column-vectors $u_1, u_2$; and the $\eta$-dimensional row-vectors $v_1, v_2$.

1) Code Construction: Let the block-length $n$ of our scheme be a multiple of $\eta$, i.e., $n = \eta n'$ for some positive integer number $n'$.

We generate two codebooks $\{C_k\}_{k=1}^{2}$, where $C_k$ contains $2^{n R_k}$ codewords of length $n'$. To generate the codebooks we draw each entry of each codeword randomly and independently according to a standard Gaussian distribution. Both codebooks are revealed to the transmitter, and each codebook $C_k$ is sent to the corresponding receiver $k$.

2) Encoding: For $k \in \{1, 2\}$, let $\Xi_k(M_k)$ denote the codeword in $C_k$ that corresponds to Message $M_k$, and let $\Xi_k,i$ be its $i$-th symbol.

Also, for each $i \in \{1, \ldots, n'\}$ let $X_i$ denote the $\eta$-length column vector obtained by stacking the $\eta$ input symbols $X_{(i-1)\eta+1}, \ldots, X_{(i)\eta}$ on top of each other:

$$X_i = (X_{(i-1)\eta+1}, \ldots, X_{(i)\eta})^T, \quad \text{(38)}$$

and for each $k \in \{1, 2\}$, let the $\eta$-length vectors $Y_{k,i}$ and $Z_{k,i}$ be defined similarly.

The encoding procedure is as follows. The transmitter picks from each codebook $C_k$, for $k \in \{1, 2\}$, the codeword that corresponds to the message $M_k$, and then sends in each subblock $i \in \{1, \ldots, n'\}$ a linear combination of the $i$-th symbols of these codewords and the subblock’s past noise-symbol:\[4\]

$$X_i = \Xi_{1,i} u_1 + \Xi_{2,i} u_2 + B_1 Z_{1,i} + B_2 Z_{2,i}. \quad \text{(39)}$$

The strict lower-triangularity of the matrices $B_1$ and $B_2$ assures that the feedback is used only causally.

The inputs satisfy the average block-power constraint \[7\] whenever Inequality \[40\] on top of the next page is satisfied.

\[4\]The transmitter can compute all the past noise symbols because, through the feedback, it learns the past channel outputs and because it also knows the past channel inputs.
\[ \|u_1\|^2 + \|u_2\|^2 + \text{tr} (B_1 B_1^\top) \sigma_1^2 + \text{tr} (B_2 B_2^\top) \sigma_2^2 + 2 \text{tr} (B_1 B_2^\top) \rho_2 \sigma_1 \sigma_2 \leq \eta P. \] (40)

3) Decoding: In subblock \( i \in \{1, \ldots, n'\} \) Receiver 1 observes
\[
Y_{1,i} = \Xi_{1,i} u_1 + \Xi_{2,i} u_2 + (B_1 + 1) Z_{1,i} + B_2 Z_{2,i},
\]
(41a)
and Receiver 2 observes
\[
Y_{2,i} = \Xi_{1,i} u_1 + \Xi_{2,i} u_2 + (B_2 + 1) Z_{2,i} + B_1 Z_{1,i}.
\]
(41b)
To decode its desired message \( M_k \), each Receiver \( k \in \{1,2\} \) forms the "new outputs"
\[
I_{k,i} = v_k^\top Y_{k,i}, \quad i \in \{1, \ldots, n'\},
\]
(42)
and optimally decodes \( M_k \) based on \( (I_{k,1}, \ldots, I_{k,n'}) \), e.g., using a maximum-likelihood decoder.

4) Choice of Parameters: We describe a choice of the parameters \( B_1, B_2, u_1, u_2, v_1, v_2 \) for every positive integer \( \eta \), and then let \( \eta \to \infty \).

Choose \( q > 0 \) and \( \delta \notin \{-1,0\} \) to satisfy Equation 43 shown on top of the next page, and define
\[
a_1 \triangleq q,
\]
(44)
\[
a_2 \triangleq -\delta^2 q,
\]
(45)
\[
b_1 \triangleq -\delta (1 + \delta) q^2,
\]
(46)
\[
b_2 \triangleq -\delta^2 (1 + \delta) q^2.
\]
(47)
For a given positive integer \( \eta \) we choose the \( \eta \times \eta \) matrices \( B_1 \) and \( B_2 \) Toeplitz with non-zero entries only on the first and second diagonals below the main diagonal:
\[
B_k = \begin{pmatrix}
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & a_k & 0 & \cdots & 0 & 0 & 0 \\
0 & b_k & a_k & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & b_k & a_k & 0 & 0 \\
0 & \cdots & 0 & b_k & a_k & 0 & 0
\end{pmatrix},
\]
(48)
and we choose the \( \eta \)-dimensional vectors
\[
u_1 = \begin{pmatrix}
P \\
2 + 2\delta^2 q
\end{pmatrix}
\begin{pmatrix}
1 & \frac{b_k}{\alpha_1} & 0 & \cdots & 0
\end{pmatrix}^\top
\]
(49a)
\[
u_2 = \begin{pmatrix}
P \\
2 + 2\delta^2 q
\end{pmatrix}
\begin{pmatrix}
1 & \frac{b_k}{\alpha_2} & 0 & \cdots & 0
\end{pmatrix}^\top
\]
(49b)
\[
v_1 = \begin{pmatrix}
(-\frac{b_2}{\alpha_1}) \eta^{-1} & (-\frac{b_2}{\alpha_1}) \eta^{-2} & \ldots & -\frac{b_2}{\alpha_1} & 1
\end{pmatrix}
\]
(49c)
\[
v_2 = \begin{pmatrix}
(-\frac{b_1}{\alpha_1}) \eta^{-1} & (-\frac{b_1}{\alpha_1}) \eta^{-2} & \ldots & -\frac{b_1}{\alpha_1} & 1
\end{pmatrix}.
\]
(49d)
By \( 43 \)–\( 48 \), for every \( \eta \) this choice satisfies the power constraint \( 40 \). Moreover, the vector \( v_1 \) is orthogonal to the first \( \eta - 2 \) columns of the matrices \( B_1 + 1 \) and \( B_2 \), and to the vector \( u_1 \), but not to \( u_2 \). Similarly, \( v_2 \) is orthogonal to the first \( \eta - 2 \) columns of the matrices \( B_1 + 1 \) and \( B_2 + 1 \), and to the vector \( u_1 \), but not to \( u_2 \). Therefore,
\[
I_{1,i} = \begin{pmatrix}
P \\
2 + 2\delta^2 q
\end{pmatrix}
\begin{pmatrix}
-\frac{b_2}{\alpha_1} & \eta^{-1} & 1 - \frac{a_2}{\alpha_1} & 1
\end{pmatrix}
\begin{pmatrix}
\Xi_{1,i} \\
\Xi_{2,i}
\end{pmatrix}
\]
\[+ \begin{pmatrix}
-\frac{b_2}{\alpha_1} & \eta^{-1} & 1 - \frac{a_2}{\alpha_1} & 1
\end{pmatrix}
\begin{pmatrix}
Z_{1,i-1} + Z_{1,i} + a_2 Z_{2,i-1} \\
Z_{1,i} + a_2 Z_{2,i-1}
\end{pmatrix}
\]
(50a)
\[
I_{2,i} = \begin{pmatrix}
P \\
2 + 2\delta^2 q
\end{pmatrix}
\begin{pmatrix}
-\frac{b_1}{\alpha_1} & \eta^{-1} & 1 - \frac{a_1}{\alpha_1} & 1
\end{pmatrix}
\begin{pmatrix}
\Xi_{1,i} \\
\Xi_{2,i}
\end{pmatrix}
\]
\[+ \begin{pmatrix}
-\frac{b_1}{\alpha_1} & \eta^{-1} & 1 - \frac{a_1}{\alpha_1} & 1
\end{pmatrix}
\begin{pmatrix}
Z_{1,i-1} + Z_{2,i-1} + a_1 Z_{1,i-1} \\
Z_{2,i-1} + a_1 Z_{1,i-1}
\end{pmatrix}
\]
(50b)
We see that with our choice of parameters the last \( \eta - 2 \) channel uses in each subblock are used to iteratively cancel the previous noise symbols in this subblock. Therefore, the "new output symbols" \( I_{1,i} \) or \( I_{2,i} \) depend only on the previous noise symbols \( Z_{1,i-1}, Z_{2,i-1} \), but not on the previous noise symbols. Also, Receiver 1’s "new outputs" \( I_{1,1}, \ldots, I_{1,n'} \) do not depend on the non-desired codeword \( \Xi_{2,1}, \ldots, \Xi_{2,n'} \), and thus they can be viewed as the outputs of a point-to-point channel where the transmitter only sends the codeword \( \Xi_{1,1}, \ldots, \Xi_{1,n'} \), but not \( \Xi_{2,1}, \ldots, \Xi_{2,n'} \). Similarly for Receiver 2’s "new outputs".

5) Achievable Rates: By \( 44 \)–\( 49d \) and \( 50 \) and by standard arguments, our scheme achieves all rate pairs \( (R_1, R_2) \) that satisfy
\[
R_1 \leq \frac{1}{2\eta} \log \left( 1 + \frac{P (1 + \delta)^2}{2 + 2\delta^2 (1 + \delta)} q^2 (1 + \delta)^2 \eta^{-1} \right)
\]
(51a)
\[
R_2 \leq \frac{1}{2\eta} \log \left( 1 + \frac{P (1 + \delta)^2}{2 + 2\delta^2 (1 + \delta)} q^2 (1 + \delta)^2 \eta^{-1} \right)
\]
(51b)
We have the following lemma.

Lemma 1: Let \( \xi, \zeta \) be positive real numbers. If \( 1 + \zeta \geq \xi \), then the mapping \( \eta \in \mathbb{Z}^+ \to \frac{1}{2\eta} \log(1 + \xi^{-1}) \), has its maximum at \( \eta = 1 \); otherwise it has its supremum at \( \eta \to \infty \).

Proof: See Appendix A.

By Lemma 1 \( \eta = 1 \) maximizes the constraints in \( 51 \) for small powers \( P \) and \( \eta \to \infty \) maximizes them for large powers \( P \). Letting \( \eta \to \infty \), we conclude the following.

Proposition 9: All nonnegative rate-pairs \( (R_1, R_2) \) that satisfy
\[
R_1 \leq \frac{1}{2} \log^+ \left( q^2 (1 + \delta)^2 \right)
\]
(52a)
\[
R_2 \leq \frac{1}{2} \log^+ \left( q^2 (1 + \delta)^2 \right)
\]
(52b)
When $\rho_z(P) \in (-1, 1)$, the choice
\begin{equation}
\delta = \frac{\sigma_1}{\sigma_2} : \frac{\sigma_1 - \rho_2 \sigma_2}{\sigma_2 - \rho_2 \sigma_1}, \tag{53a}
\end{equation}
\begin{equation}
q^2 = \frac{(1 - \epsilon)P}{\sqrt{\sigma_1^2(1 - \frac{\sigma_1}{\sigma_2})^2}} \tag{53b}
\end{equation}
satisfies the power constraint (43) for all $\epsilon > 0$ and all powers $P$ exceeding some threshold $P_0(\epsilon, \sigma_1^2, \sigma_2^2, \rho_z)$. Plugging this choice into the achievable rates in Proposition 9 results in the following corollary.

**Corollary 10:** For $\rho_z \in (-1, 1)$ and every $\epsilon \in (0, 1)$ there exists a positive real number $P_0(\epsilon, \sigma_1^2, \sigma_2^2, \rho_z)$ such that the sum-rate
\begin{equation}
R_1 + R_2 = \frac{1}{2} \log^+ \left( \frac{(1 - \epsilon)P(\sigma_1^2 + \sigma_2^2 - 2\rho_2 \sigma_1 \sigma_2)}{\sigma_1^2(1 - \frac{\sigma_1}{\sigma_2})^2} \right) \tag{54}
\end{equation}
is achievable for all powers $P > P_0(\epsilon, \sigma_1^2, \sigma_2^2, \rho_z).$

When $|\rho_z| = 1$, the choice
\begin{equation}
\delta = -\rho_z \frac{\sigma_1}{\sigma_2}, \tag{55a}
\end{equation}
\begin{equation}
q = \sqrt{\frac{P}{\sigma_1^2(1 - \frac{\sigma_1}{\sigma_2})}}, \tag{55b}
\end{equation}
satisfies (43), and the matrices $B_1$ and $B_2$ defined through (44)-(48) and (55) satisfy
\begin{equation}
B_1 \sigma_1 + B_2 \rho_z \sigma_2 = B, \tag{56}
\end{equation}
where $B$ is a Toeplitz matrix with all zero entries except on the first diagonal below the main diagonal where the entries equal $\sqrt{P}$:
\begin{equation}
B = \begin{pmatrix}
0 & 0 & \cdots & 0 & 0 & 0 \\
\sqrt{P} & 0 & \cdots & 0 & 0 & 0 \\
0 & \sqrt{P} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & \sqrt{P} & 0 & 0 \\
0 & \cdots & 0 & \cdots & 0 & \sqrt{P}
\end{pmatrix}. \tag{57}
\end{equation}

Since $\rho_z \in (-1, 1)$ this implies that—similarly to the scheme for the AWGN point-to-point channel with feedback sketched in Note 7 ahead—in each channel use the transmitter only sends the previous noise symbol, but not the ones before. This is unlike our scheme for $\rho_z \in (-1, 1)$ where the transmitter sends the two previous noise symbols.

Specializing the rate constraints in (51) to the choice in (55) results in
\begin{equation}
R_1 \leq \frac{1}{2\eta} \log \left( 1 + \left( \frac{P}{\sigma_1^2} \right)^{\eta - 1} \left( 1 - \rho_z \frac{\sigma_1^2}{\sigma_2^2} \right)^2 \frac{P/\sigma_1^2}{2 + 2P/\sigma_1^2} \right) \tag{58a}
\end{equation}
\begin{equation}
R_2 \leq \frac{1}{2\eta} \log \left( 1 + \left( \frac{P}{\sigma_2^2} \right)^{\eta - 1} \left( 1 - \rho_z \frac{\sigma_2^2}{\sigma_1^2} \right)^2 \frac{P/\sigma_2^2}{2 + 2P/\sigma_2^2} \right). \tag{58b}
\end{equation}

Letting $\eta \to \infty$ we thus obtain the following corollary for $|\rho_z| = 1$.

**Corollary 11:** If $|\rho_z| = 1$, and the channel is not physically degraded, i.e., $\rho_z \notin \{ \frac{\sigma_1}{\sigma_2}, \frac{\sigma_2}{\sigma_1} \}$, then all nonnegative rate-pairs $(R_1, R_2)$ that satisfy
\begin{equation}
R_1 \leq \frac{1}{2} \log^+ \left( \frac{P}{\sigma_1^2} \right) \tag{59a}
\end{equation}
\begin{equation}
R_2 \leq \frac{1}{2} \log^+ \left( \frac{P}{\sigma_2^2} \right) \tag{59b}
\end{equation}
are achievable.

**Note 6:** For $|\rho_z| = 1$ and when the channel is not physically degraded our scheme achieves prelog 2 when $\eta \to \infty$. For finite $\eta$ our scheme achieves prelog $\frac{3}{2\eta}$, see (58). Thus, $\eta = 3$ suffices to increase the prelog compared to the no-feedback setup.

**Note 7:** To gain intuition about the scheme and our choice of parameters, it is instructive to consider the following scheme for the AWGN point-to-point channel with feedback. We consider an AWGN channel with noise variance $\sigma_2^2$ and power constraint $P$. The scheme is obtained by specializing our BC-scheme to $K = 1$. We describe our choice of parameters through an explicit description of the encoding and decoding strategies.

Let $\Xi_1, \ldots, \Xi_n$ denote the symbols of the single codeword chosen by the transmitter. In the first channel use of each subblock $i \in \{1, \ldots, n\}$ the transmitter sends the codeword symbol $\Xi_i$ scaled by $\sqrt{P}$, and in all other channel uses of the subblock it sends the previous noise symbol scaled by $\sqrt{P}$:
\begin{equation}
X_{i(1)}\eta + 1 = \sqrt{P} \Xi_i, \tag{60}
\end{equation}
\begin{equation}
X_{i(1)}\eta + 2 = \sqrt{P} \frac{Z_{i(1)}\eta + 1}{\sigma_2} \Xi_i + Z_{i\eta}, \tag{61}
\end{equation}
\begin{equation}
X_{i\eta} = \sqrt{P} \frac{Z_{i\eta - 1}}{\sigma_2} \Xi_i, \tag{62}
\end{equation}
where $Z_i$ denotes the Gaussian noise symbol corrupting the output at time $t$. The receiver uses the last $\eta - 1$ channel outputs of each subblock to iteratively cancel the noise corrupting the first output in the subblock
\begin{equation}
I_i \triangleq \sum_{\ell=1}^{\eta} \sqrt{P} \frac{Y_{i(1)}\eta + \ell}{\sigma_2} \Xi_i + Z_{i\eta}, \tag{63}
\end{equation}
and then decodes its desired message $M$ by applying a maximum-likelihood decoder to the resulting sequence $I_1, \ldots, I_n'$. Letting $\eta \to \infty$, the described scheme achieves all rates satisfying
\begin{equation}
0 \leq R \leq \frac{1}{2} \log^+ \left( \frac{P}{\sigma_2^2} \right), \tag{64}
\end{equation}
and is thus optimal in the asymptotic high-SNR regime.
Notice that for finite $\eta$ the performance of the scheme could be improved, if instead of as in (63) the symbol $I_i$ is chosen as the minimum mean square estimate (LMMSE) of $X_i$ given $Y_{i-1}\eta + f^{\eta}_{i-1}$. However, in the limit $\eta \to \infty$ both choices achieve the same rates.

Note 8: The simple scheme in Note 7 illustrates that with feedback one can achieve a rate $R = \frac{1}{2} \log^+ \left( \frac{P}{\sigma_1^2} \right)$ over an AWGN point-to-point channel by sending most of the time—in fact, in all channel uses except for the first channel use of each subblock—the previous noise-symbol scaled to satisfy the power constraint $P$.

Now, in our scheme for the AWGN BC with noise correlation $|\rho_z| = 1$ we apply the same idea with the only difference that we wish to convey two different codewords (one for each receiver) and that we send their corresponding symbols over the first two channel uses of each subblock. Sending the codesymbols during two channel uses allows us to choose their signaling directions $(u_1$ and $u_2$, respectively orthogonal to the beamforming direction at their non-intended receiver $(v_2$ and $v_1$, respectively). When the channel is not physically degraded, the beamforming directions at the two receivers are different, and each receiver observes essentially the same channel outputs as if the transmitter was using the point-to-point scheme in Note 7. Therefore, in this case, our scheme achieves the rate pair $R_1 = \frac{1}{2} \log^+ \left( \frac{P}{\sigma_1^2} \right)$, $R_2 = \frac{1}{2} \log^+ \left( \frac{P}{\sigma_2^2} \right)$ (see Corollary 11).

The special case $|\rho_z| = 1$ illustrates very nicely that the intuition put forth in [23], [9], [24], [25] applies also to our scheme: feedback is helpful for a memoryless BC because it allows the transmitter to identify and transmit information that at the same time is useful for both receivers, and therefore the BC can be used in a more efficient way.

B. Proof of Theorem 7

For physically degraded channels where $\rho_z \in \left\{ \frac{\sigma_2}{\sigma_1}, \frac{\sigma_1}{\sigma_2} \right\}$ the result is proved in [19] and [20].

When $|\rho_z| = 1$ and $\rho_z \notin \left\{ \frac{\sigma_2}{\sigma_1}, \frac{\sigma_1}{\sigma_2} \right\}$, the achievability follows from Corollary 11 and the converse by applying the cutset bound with two individual cuts between the transmitter and each of the two receivers:

$$R_1 + R_2 \leq \max_{X : \text{\textbf{E}}|X|^2 \leq P} \{ I(X; Y_1) + I(X; Y_2) \}$$

$$= \frac{1}{2} \log \left( 1 + \frac{P}{\sigma_1^2} \right) + \frac{1}{2} \log \left( 1 + \frac{P}{\sigma_2^2} \right), \quad (65)$$

where the equality follows because a Gaussian law maximizes the differential entropy under a variance constraint [22].

When $\rho_z \in (-1, 1)$ and $\rho_z \notin \left\{ \frac{\sigma_2}{\sigma_1}, \frac{\sigma_1}{\sigma_2} \right\}$, the achievability follows from Corollary 11 and the converse by applying the cutset bound with a single cut between the transmitter and both receivers:

$$R_1 + R_2 \leq \max_{X : \text{\textbf{E}}|X|^2 \leq P} \{ I(X; Y_1, Y_2) \}$$

$$\leq \frac{1}{2} \log \left( 1 + \frac{P(\sigma_1^2 + \sigma_2^2 - 2\sigma_1\sigma_2\rho_z)}{\sigma_1^2\sigma_2^2(1 - \rho_z^2)} \right), \quad (66)$$

C. Proof of Theorem 3

Recall that here $\rho_z(P)$ depends on the power $P$.

We first prove the converse to (22) where $\sigma_1^2 = \sigma_2^2$. In this case, Upper bound (66) specializes to

$$C_{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))$$

$$\leq \frac{1}{2} \log \left( 1 + \frac{P}{\sigma_1^2(1 + \rho_z(P))} \right), \quad \rho_z(P) \in (-1, 1). \quad (67)$$

In view of (44) and since we defined $-\log(0) = \infty$, Upper bound (67) holds also for $\rho_z(P) \in \{-1, 1\}$, and thus for all $\rho_z(P) \in [-1, 1]$. Therefore, by the definition of $\zeta_i$ in (20),

$$\lim_{P \to \infty} \frac{C_{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} \leq 1 + \zeta_{-1}. \quad (68)$$

On the other hand, by (65), irrespective of $\{\rho_z(P)\}_{P>0}$,

$$\lim_{P \to \infty} \frac{C_{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} \leq 2. \quad (69)$$

Combining (68) and (69) establishes the converse to (22).

We now prove the converse to (23) where $\sigma_1^2 \neq \sigma_2^2$. By Upper bound (66) and since $\sigma_1^2 + \sigma_2^2 - 2\rho_z(P)\sigma_1\sigma_2 < 2(\sigma_1^2 + \sigma_2^2)$ and $1 - \rho_z^2(P) \geq 1 - |\rho_z(P)|$ for all $\rho_z(P) \in (-1, 1)$,

$$C_{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))$$

$$\leq \frac{1}{2} \log \left( 1 + \frac{P}{\sigma_1^2\sigma_2^2(1 - |\rho_z(P)|)} \right), \quad \rho_z(P) \in (-1, 1). \quad (70)$$

Now, since we defined $-\log(0) = \infty$, Upper bound (70) holds also for $\rho_z(P) \in \{-1, 1\}$, and hence for all $\rho_z(P) \in [-1, 1]$. Moreover, since by the definitions of $\zeta_i$ and $\zeta_{i+1}$ in (20) and (21),

$$\lim_{P \to \infty} \frac{-\log(1 - |\rho_z(P)|)}{\log(P)} = \max \{\zeta_{-1}, \zeta_{+1}\}, \quad (71)$$

we conclude that

$$\lim_{P \to \infty} \frac{C_{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} \leq 1 + \max \{\zeta_{-1}, \zeta_{+1}\}. \quad (72)$$

Combining (72) with (69) establishes the converse to (23).

We next prove that for arbitrary $\sigma_1^2, \sigma_2^2$:

$$\lim_{P \to \infty} \frac{C_{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} \geq \min \{1 + \zeta_{-1}, 2\}. \quad (73)$$

Since a generalized prelog of 1 is achievable even without feedback [20], [21] the interesting case is $\zeta_{-1} > 0$. In the following, assume that $\zeta_{-1} > 0$, which implies the existence of an increasing unbounded sequence $\{P_\ell\}_{\ell=1}^\infty$ such that

$$\lim_{\ell \to \infty} \frac{-\log(1 + \rho_z(P_\ell))}{\frac{1}{2} \log(P_\ell)} = \zeta_{-1} > 0, \quad (74)$$

and in particular

$$\lim_{\ell \to \infty} \rho_z(P_\ell) = -1. \quad (75)$$

For each $\ell$ we choose parameters $q_\ell$ and $\delta_\ell$ and show that Inequality (73) follows from Proposition 3 specialized to these
parameters. Let $\epsilon \in (0, 1)$ be a small positive number, and define the limit (not necessarily finite)

$$\kappa \triangleq \lim_{\ell \to \infty} \frac{\rho_z(P_t) - \delta_\ell \rho_z(P_t) \sigma_1 \sigma_2}{\delta_\ell \rho_z(P_t) \sigma_1 \sigma_2 + 2 \delta_\ell \rho_z(P_t) \sigma_1 \sigma_2}. \quad (76)$$

We choose

$$\delta_\ell = \begin{cases} \frac{\sigma_2}{\sigma_1 - \rho_z(P_t) \sigma_2} & \text{if } \rho_z(P_t) \in (-1, 1) \\ -\rho_z(P_t) \frac{\sigma_2}{\sigma_1} & \text{if } \rho_z(P_t) \in \{-1, 1\} \end{cases} \quad (77)$$

and depending on $\kappa$, we choose $q_\ell > 0$ as follows.

- If $\kappa = \infty$, we choose $q_\ell > 0$ such that

$$q_\ell^2 = \sqrt{\frac{1}{\delta_\ell^2 (1 + \delta_\ell)^2 (\sigma_2^2 + \sigma_1^2 \delta_\ell^2 + 2 \rho_z(P_t) \delta_\ell \sigma_1 \sigma_2)}} \quad (78)$$

- If $\kappa \in [0, \infty)$, we choose $q_\ell > 0$ such that

$$q_\ell^2 = \beta (1 - \epsilon) P_\ell \quad (79)$$

where $\beta > 0$ is a solution to

$$\sigma_2^2 \left( 1 + \frac{\sigma_1}{\sigma_2} \right)^2 (1 + \beta \frac{\kappa}{\sigma_2^2}) = 1. \quad (80)$$

Notice that for any $\epsilon > 0$ there exists a positive integer $\ell_0(\epsilon, \sigma_1^2, \sigma_2^2, \kappa)$ such that our choice $(\delta_\ell, q_\ell)$ satisfies the power constraint $(79)$ for all $\ell > \ell_0(\epsilon, \sigma_1^2, \sigma_2^2, \kappa)$.

Moreover, if $\kappa \in [0, \infty)$, then specializing the rates in Proposition $9$ to the choices in $(77)$ and $(79)$ proves that

$$\lim_{\ell \to \infty} \frac{C_{BC}(P_t, \sigma_1^2, \sigma_2^2, \rho_z(P_t))}{\frac{1}{2} \log(1 + P_\ell)} \geq 2. \quad (81)$$

If $\kappa = \infty$, then for all sufficiently large $\ell$ the correlation coefficient $\rho_z(P_t) \in (-1, 1)$, and by $(77)$ the choice in $(78)$ evaluates to

$$q_\ell^2 = \sqrt{\frac{(\sigma_2 - \sigma_1 \rho_z(P_t))^2}{\delta_\ell^2 (1 + \delta_\ell)^2 (\sigma_2^2 + \sigma_1^2 \delta_\ell^2 + 2 \rho_z(P_t) \delta_\ell \sigma_1 \sigma_2) (1 + \rho_z(P_t))}} \quad (82)$$

Notice that by $(85)$

$$\lim_{\ell \to \infty} \frac{\rho_z(P_t) - \delta_\ell \rho_z(P_t) \sigma_1 \sigma_2}{\delta_\ell \rho_z(P_t) \sigma_1 \sigma_2 + 2 \delta_\ell \rho_z(P_t) \sigma_1 \sigma_2} = 0, \quad (83)$$

and therefore, specializing the rates in Proposition $9$ to the choice in $(77)$ and $(82)$ proves that

$$\lim_{\ell \to \infty} \frac{C_{BC}(P_t, \sigma_1^2, \sigma_2^2, \rho_z(P_t))}{\frac{1}{2} \log(1 + P_\ell)} \geq 1 + \zeta_1. \quad (84)$$

Combining $(84)$ with $(81)$ establishes $(73)$.

In a similar way we can also prove that when $\sigma_1^2 \neq \sigma_2^2$

$$\lim_{\rho_z \to \infty} \frac{C_{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z(P))}{\frac{1}{2} \log(1 + P)} \geq \max \{1 + \zeta_1, 2\}. \quad (85)$$

To this end, it suffices if in the proof to $(73)$ we replace $\zeta_1$ by $\zeta_1 + 2$ by

$$\lim_{\ell \to \infty} \frac{-\log(1 - \rho_z(P_t))}{\frac{1}{2} \log(P)} = \zeta_1 + 2 > 0. \quad (86)$$

We prove $(75)$ by $\lim_{\ell \to \infty} \rho_z(P_t) = 1$, and $(80)$ by

$$\sigma_2^2 \left( 1 - \frac{\sigma_1}{\sigma_2} \right)^2 (1 + \beta \frac{\kappa}{\sigma_2^2}) = 1. \quad (87)$$

The assumption of non-equal noise variances $\sigma_1^2 \neq \sigma_2^2$ is needed here to conclude that $(83)$ holds and that $(87)$ has a finite solution for $\beta$.

Combining finally $(85)$ with $(73)$ establishes the achievability of $(22)$ and $(23)$ and concludes the proof.

### VII. PROOFS FOR THE AWGN BC WITH NOISY FEEDBACK

#### A. Proof of Theorem $5$

The interesting part is the converse result, which we prove using a genie-argument similar to $(13)$.

The following three steps establish the desired converse result. 1.) We introduce a genie-aided AWGN BC without feedback and show that its sum-capacity bounds the sum-capacity of the original AWGN BC with noisy feedback.

2.) We introduce a less noisy AWGN BC with neither genie-information nor feedback and show that its sum-capacity coincides with the sum-capacity of the genie-aided AWGN BC.

3.) We show that the prelog of the less noisy AWGN BC equals $1$, irrespective of the noise variances $\sigma_1^2, \sigma_2^2, \sigma_1^2, \sigma_2^2 > 0$ and the correlation coefficient $\rho_z \in [-1, 1]$.

We elaborate on these three steps starting with the first one. The genie-aided AWGN BC is defined as the original AWGN BC without feedback, but with a genie that prior to transmission reveals the sequences $\{(Z_{1,t} + W_{1,t})\}_{t=1}^n$ and $\{(Z_{2,t} + W_{2,t})\}_{t=1}^n$ to the transmitter and both receivers.

Notice that with this genie information, after each channel use $t$, the transmitter can locally compute the missing feedback outputs $V_{1,t}$ and $V_{2,t}$:

$$V_{1,t} = X_t + (Z_{1,t} + W_{1,t}), \quad (88)$$

$$V_{2,t} = X_t + (Z_{2,t} + W_{2,t}). \quad (89)$$

(82) We can thus conclude that the sum-capacity of the genie-aided AWGN BC is at least as large as the sum-capacity of the original AWGN BC with feedback.

We next elaborate on the second step. The less noisy AWGN BC is described by the channel law

$$Y_{1,t}' = x_t + Z_{1,t} + (Z_{1,t} + W_{1,t}) \quad (90)$$

$$Y_{2,t}' = x_t + Z_{2,t} + (Z_{2,t} + W_{2,t}) \quad (91)$$

where the noise sequences are defined as

$$Z_{1,t}' \triangleq Z_{1,t} - \mathbb{E}[Z_{1,t}((Z_{1,t} + W_{1,t}), (Z_{2,t} + W_{2,t}))], \quad (92)$$

$$Z_{2,t}' \triangleq Z_{2,t} - \mathbb{E}[Z_{2,t}((Z_{1,t} + W_{1,t}), (Z_{2,t} + W_{2,t}))], \quad (93)$$

and are of variances

$$\text{Var}(Z_{1,t}') = \sigma_1^2 + \sigma_2^2 \left(1 - \rho_z^2\right) + \sigma_1^2 \sigma_2^2 \left(1 - \rho_z^2\right) \quad (94)$$

$$\text{Var}(Z_{2,t}') = \sigma_1^2 + \sigma_2^2 \left(1 - \rho_z^2\right) \quad (95)$$

By the following two observations, the sum-capacity of this less noisy AWGN BC coincides with the sum-capacity of the genie-aided AWGN BC. Firstly, the sum-capacity of
the less noisy AWGN BC remains unchanged if prior transmission a genie reveals the sequences \( \{Z_{1,t} + W_{1,t}\} \) and \( \{Z_{2,t} + W_{2,t}\} \) to the transmitter and both receivers. This follows because by Definitions (23) and (24) and the Gaussianity of all involved sequences the genie-information \( \{Z_{1,t} + W_{1,t}\} \) and \( \{Z_{2,t} + W_{2,t}\} \) is independent of the reduced noise sequences \( \{Z_{1,t}'\}, \{Z_{2,t}'\} \), and thus plays only the role of common randomness which does not increase capacity. Secondly, the sum-capacity of the genie-aided AWGN BC coincides with the sum-capacity of the less noisy AWGN BC, when in this latter case the transmitter and both receivers additionally know the genie-information \( \{(Z_{1,t} + W_{1,t})\} \) and \( \{(Z_{2,t} + W_{2,t})\} \). This holds because knowing the genie-information \( \{(Z_{1,t} + W_{1,t})\}_{t=1}^n \) and \( \{(Z_{2,t} + W_{2,t})\}_{t=1}^n \) the outputs \( Y_{1,t}' \) and \( Y_{2,t}' \) can be transformed into the outputs \( Y_{1,t} \) and \( Y_{2,t} \), and vice versa.

We finally elaborate on the third step. The less noisy AWGN BC is a classical AWGN BC with neither feedback nor genie-information, and its sum-capacity is \( 2 \)

\[
C_{BCLessNoisy}(P, \sigma_1^2, \sigma_2^2, \rho_z, \sigma_{W1}^2, \sigma_{W2}^2) = \frac{1}{2} \log \left( 1 + \frac{P}{\min \{\text{Var}(Z_{1,t}'), \text{Var}(Z_{2,t}')\}} \right),
\]

where the variances \( \text{Var}(Z_{1,t}'), \text{Var}(Z_{2,t}') \) are defined in (93) and (95). By (93)–(95) the prelog of the less noisy AWGN BC equals \( 1 \), irrespective of the noise variances \( \sigma_1^2, \sigma_2^2, \sigma_{W1}^2, \sigma_{W2}^2 > 0 \) and the noise correlation \( \rho_z \in [-1,1] \). This concludes the third step, and thus our proof.

B. Proof of Note 4

Let \( \sigma_1^2, \sigma_2^2 > 0 \) and \( \rho_z \in [-1,1] \) be fixed and for every power \( P > 0 \) let the feedback-noise variances \( \sigma_{W1}^2(P) \) and \( \sigma_{W2}^2(P) \) be given, where

\[
\lim_{P \to \infty} - \frac{\log(\sigma_{W2}^2(P))}{\log P} \leq 0, \quad \nu \in \{1,2\}.
\]

Since for each power \( P \) a prelog 1 is achievable even without feedback we have to prove

\[
\lim_{P \to \infty} C_{BCNoisy,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z, \sigma_{W1}^2(P), \sigma_{W2}^2(P)) \leq \frac{1}{2} \log (1 + P),
\]

(98)

For \( \rho_z \in (-1,1) \) Inequality (98) follows immediately from Corollary 2 because with noisy feedback the prelog cannot be larger than with noise-free feedback. (The transmitter can always add the feedback noise itself.)

For \( \rho_z \in [-1,1] \) the proof of (98) is similar to the proof in Section VII-A. In fact, following the same steps as before, we can conclude that for each \( P > 0 \)

\[
C_{BCNoisy,\Sigma}(P, \sigma_1^2, \sigma_2^2, \rho_z, \sigma_{W1}^2(P), \sigma_{W2}^2(P)) \leq \frac{1}{2} \log \left( 1 + \frac{P}{\min \{\text{Var}(Z_{1,t}'), \text{Var}(Z_{2,t}')\}} \right),
\]

(99)

where here, because \( |\rho_z| = 1 \), the variances in (94) and (95) simplify to

\[
\text{Var}(Z_{1,t}') = \frac{\sigma_1^2 \sigma_{W1}^2(P) \sigma_{W2}^2(P)}{\sigma_1^2 \sigma_{W1}^2(P) + \sigma_2^2 \sigma_{W1}^2(P) + \sigma_{W1}^2(P) \sigma_{W2}^2(P)},
\]

(100)

\[
\text{Var}(Z_{2,t}') = \frac{\sigma_2^2 \sigma_{W2}^2(P) \sigma_{W1}^2(P)}{\sigma_1^2 \sigma_{W1}^2(P) + \sigma_2^2 \sigma_{W1}^2(P) + \sigma_{W1}^2(P) \sigma_{W2}^2(P)}.
\]

(101)

The desired inequality (98) for \( \rho_z \in \{-1,1\} \) follows now simply by combining (97) with (99)–(101).

VIII. SCHEME AND PROOF FOR THE K-USER AWGN BC WITH NOISE-FREE FEEDBACK

A. A Scheme for the special case rank\( (K_z) = 1 \)

We generalize the coding scheme in the previous section to \( K \geq 2 \) users. Here, we focus on the special case where the noise covariance matrix \( K_z \) has rank 1, which suffices to prove the achievability of Theorem 6. The scheme is however easily extended to general covariance matrices.

To make the description of the scheme more intuitive, we rewrite the channel law in (29) in an equivalent form. Since \( K_z \) is of rank 1, (29) is equivalent to

\[
Y_{k,t} = X_t + \alpha_k Z_{0,t}, \quad t \in \{1, \ldots, n\},
\]

(102)

where \( \{Z_{0,t}\} \) is an IID zero-mean Gaussian sequence of variance 1, and where

\[
\alpha_k = \text{sign}(\rho_{1,k}) \sigma_k, \quad k \in \{1, \ldots, K\};
\]

here \( \rho_{1,k} \) denotes the correlation coefficient (either -1 or 1) between \( Z_{1,t} \) and \( Z_{k,t} \) and \( \sigma_k \) is the positive root of \( \sigma_k^2 \).

We now describe the scheme. It has the following parameters: the positive integer number \( \eta \); the \( \eta \times \eta \) strictly lower-triangular matrices \( B_1, \ldots, B_K \); the \( \eta \)-dimensional column-vectors \( v_1, \ldots, v_K \); and the \( \eta \)-dimensional row-vectors \( u_1, \ldots, u_K \).

1) Code Construction, Encoding, Decoding: Code construction, encoding, and decoding procedures are as described in Section VII-A with the only difference that now the parameter \( k \) runs from 1, \ldots, \( K \).

Thus, in each subblock \( i \in \{1, \ldots, n'\} \) the transmitter sends the channel inputs

\[
X_i = \sum_{k=1}^{K} \Xi_{k,i} u_k + \sum_{k=1}^{K} B_k \alpha_k Z_{0,i},
\]

(103)

where \( Z_{0,i} \triangleq (Z_{0,(i-1)\eta+1}, \ldots, Z_{0,\eta})^T \), and Receiver \( k \in \{1, \ldots, K\} \) observes the channel outputs

\[
Y_{k,i} = \sum_{k'=1}^{K} \Xi_{k,i} u_k + \left( \sum_{k'=1}^{K} B_{k'} \alpha_{k'} + \lambda \alpha_k \right) Z_{0,i},
\]

(104)

where \( Y_{k,i} \triangleq (Y_{k,(i-1)\eta+1}, \ldots, Y_{k,\eta})^T \). The channel input sequence satisfies the average block-power constraint (7) whenever Inequality (105) shown on top of the next page is satisfied.
where $w_k \alpha_k > 0$ is a constant that neither depends on $P$ nor on $\eta$.

3) Achievable Rates: Combining (106)–(112), we conclude the following. Our scheme achieves all rate tuples $(R_1, \ldots, R_K)$ that simultaneously satisfy

$$R_k \leq 1 \frac{1}{2 \eta} \log \left( 1 + \frac{P^{\eta - K} (\alpha_k w_k)^2}{\alpha_k^2} \right), \quad k \in \{1, \ldots, K\}.$$  \hspace{1cm} (113)

Letting $\eta \to \infty$ we obtain the following.

**Proposition 12**: If $\alpha_1, \ldots, \alpha_K$ are all different, and $P > 1$ the rate-tuple $(R_1, \ldots, R_K)$ satisfying

$$R_k \leq 1 \frac{1}{2 \eta} \log \left( \frac{P}{\alpha_k} \right), \quad k \in \{1, \ldots, K\}$$  \hspace{1cm} (114)

is achievable.

B. Proof of Theorem 2

By the definition of $n_\alpha$ there are only $n_\alpha$ different channels and therefore the prelog cannot exceed $n_\alpha$.

If $n_\alpha = K$, then $\alpha_1, \ldots, \alpha_K$ in (102) are all different, and the achievability of prelog $n_\alpha$ follows directly from Proposition 12. If $n_\alpha < K$, then we pick $n_\alpha$ receivers such that the corresponding rows of $K_z$ are all different. We then apply the scheme in the previous section to only these $n_\alpha$ receivers (and ignore the other receivers). By Proposition 12 this scheme achieves the desired prelog $n_\alpha$ to the selected receivers.

IX. SCHEME AND PROOFS FOR THE AWGN IC WITH ONE-SIDED FEEDBACK

A. A Scheme

We present a block-scheme similar to the scheme for the two-user broadcast channel in Section VI-A. Our scheme takes the same parameters as the scheme in Section VI-A: a positive integer number $\eta$, two strictly lower-triangular $\eta$-by-$\eta$ matrices $B_1$ and $B_2$, two $\eta$-dimensional column-vectors $u_1$ and $u_2$, and two $\eta$-dimensional row-vectors $v_1$ and $v_2$.

1) Code construction, Encoding, Decoding: The code construction and the decoding procedures are the same as for the two-user broadcast scheme in Section VI-A. The encoding procedure differs because here there are two transmitters.

As before, for $k \in \{1, 2\}$ let $\Xi_k(M_k)$ denote the codeword in $C_k$ corresponding to Message $M_k$, and let $\Xi_{k,i}$ denote its $i$-th symbol. Let for each $k \in \{1, 2\}$ the $\eta$-length vectors $y_{k,i}$ and $z_{k,i}$ be defined as before, and similarly, define for $k \in \{1, 2\}$

$$X_{k,i} \triangleq (X_{k,(i-1)\eta+1}, \ldots, X_{k,i\eta})^T.$$

(115)

Transmitter $k \in \{1, 2\}$ performs the following encoding procedure. It picks codeword $\Xi_k(M_k)$ and in each subblock
Let $i \in \{1, \ldots, n\}$ it sends a linear combination of the $i$-th symbol of this codeword and the past feedback signals observed in this subblock:

\begin{align}
X_{1,i} &= u_1 \Xi_{1,i} + B_1(a_{1,2}X_{2,i} + Z_{1,i}) \quad (116a) \\
X_{2,i} &= u_2 \Xi_{2,i} + B_2(a_{2,1}X_{1,i} + Z_{2,i}). \quad (116b)
\end{align}

2) Choice of Parameters: We only present a choice of parameters for the case where $\rho_z \in \{-1, 1\}$. In this case $Z_{2,i} = \rho_z \Xi_{1,i}$, and we can rewrite the channel outputs at Receiver 2 as

\begin{equation}
Y_{2,i} = a_{2,1}X_{1,i} + a_{2,2}X_{2,i} + \rho_z \frac{\sigma_2}{\sigma_1} Z_{1,i}. \quad (117a)
\end{equation}

We fix a positive integer $\eta$, and choose $B_2$ the all-zero matrix and

$$B_1 = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 \\
\frac{\sqrt{P}}{\sigma_1} & 0 & 0 & \ldots & 0 & 0 \\
0 & \frac{\sqrt{P}}{\sigma_1} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & \frac{\sqrt{P}}{\sigma_1} & 0 & 0 \\
0 & 0 & \ldots & 0 & \frac{\sqrt{P}}{\sigma_1} & 0
\end{pmatrix}. \quad (118)
$$

With this choice, by (116a) and (117),

\begin{align}
Y_{1,i} &= a_{1,1}u_1 \Xi_{1,i} + a_{1,2}(a_{1,1}B_1 + I)u_2 \Xi_{2,i} \\
&\quad + (a_{1,1}B_1 + I)Z_{1,i}
\end{align}

and

\begin{align}
Y_{2,i} &= a_{2,1}u_1 \Xi_{1,i} + (a_{2,1}a_{1,2}B_1 + a_{2,2}I)u_2 \Xi_{2,i} \\
&\quad + \left(a_{2,1}B_1 + \rho_z \frac{\sigma_2}{\sigma_1}\right) Z_{1,i}.
\end{align}

We now choose the vector $v_1$ to be orthogonal to the first $(\eta - 1)$ columns of the matrix $(a_{1,1}B_1 + I)$; $v_2$ to be orthogonal to the first $(\eta - 1)$ columns of the matrix $(a_{2,1}B_1 + \rho_z \frac{\sigma_2}{\sigma_1})$; the vector $u_1$ to be orthogonal to $v_2$ but not to $v_1$, and the vector $u_2$ simply not orthogonal to $(a_{2,1}a_{1,2}B_1 + a_{2,2}I)v_2$. Such a choice is:

\begin{align}
u_1 &= \begin{pmatrix}
\frac{\sqrt{P}}{\sigma_1} \\
0 \\
\vdots \\
0
\end{pmatrix}^T \\
u_2 &= \begin{pmatrix}
1 & 0 & \ldots & 0
\end{pmatrix}^T \\
v_1 &= \begin{pmatrix}
-a_{1,1} \sqrt{P}/\sigma_1 \\
-a_{1,1} \sqrt{P}/\sigma_1 \\
\vdots \\
-a_{1,1} \sqrt{P}/\sigma_1
\end{pmatrix} \left(\begin{pmatrix}
\eta^{-1} \\
\eta^{-2} \\
\vdots \\
1
\end{pmatrix}ight) \\
v_2 &= \begin{pmatrix}
-a_{2,1} \sqrt{P}/\rho_z \sigma_2 \\
-a_{2,1} \sqrt{P}/\rho_z \sigma_2 \\
\vdots \\
-a_{2,1} \sqrt{P}/\rho_z \sigma_2
\end{pmatrix} \left(\begin{pmatrix}
\eta^{-1} \\
\eta^{-2} \\
\vdots \\
1
\end{pmatrix}ight)
\end{align}

The chosen $u_1, u_2, B_1, B_2$ satisfy the average power constraints (34) at Transmitters 1 and 2 whenever $P$ and $\eta$ are sufficiently large. Moreover,

\begin{align}
I_{1,i} &= \frac{P \sigma_2^2}{\sigma_1^2 + P a_{2,1}^2} \left(\begin{pmatrix}
\sqrt{P} a_{1,1} \\
0 \\
\vdots \\
0
\end{pmatrix} \left(\begin{pmatrix}
\eta^{-1} \\
\eta^{-2} \\
\vdots \\
1
\end{pmatrix}ight)
\right) a_{1,1} \Xi_{1,i} \\
&\quad + Z_{1,i} \eta \\
I_{2,i} &= \frac{P \sigma_2^2}{\rho_z \sigma_2} \left(\begin{pmatrix}
\sqrt{P} a_{1,1} \\
0 \\
\vdots \\
0
\end{pmatrix} \left(\begin{pmatrix}
\eta^{-1} \\
\eta^{-2} \\
\vdots \\
1
\end{pmatrix}ight)
\right) \left(a_{2,1,2} - \frac{\rho_z \sigma_2}{\eta^{\frac{1}{2}} a_{1,1}}\right) a_{1,1} \Xi_{1,i} + \frac{1}{\rho_z \sigma_2} Z_{1,i} \eta.
\end{align}

Again, each receiver uses its last $\eta - 2$ outputs of each subblock to iteratively cancel the previous noise symbols in this subblock. Moreover, the "new outputs" $I_{1,1}, \ldots, I_{1,n'}$ do not depend on $\Xi_{2,1}, \ldots, \Xi_{2,n'}$ but only on $\Xi_{1,1}, \ldots, \Xi_{1,n'}$, and similarly, the "new outputs" $I_{2,1}, \ldots, I_{2,n'}$ do not depend on $\Xi_{2,1}, \ldots, \Xi_{2,n'}$ but only on $\Xi_{2,1}, \ldots, \Xi_{2,n'}$.

3) Achievable Rates: For every $\eta \in \mathbb{Z}^+$ our scheme achieves all nonnegative rate-pairs that satisfy

\begin{align}
R_1 \leq \frac{1}{2} \log \left(1 + \frac{P a_{2,1}^2}{\sigma_1^2} \left(\begin{pmatrix}
1 \\
0 \\
\vdots \\
0
\end{pmatrix} \left(\begin{pmatrix}
\eta^{-1} \\
\eta^{-2} \\
\vdots \\
1
\end{pmatrix}ight)
\right) a_{1,1} \Xi_{1,i} \right) \\
R_2 \leq \frac{1}{2} \log \left(1 + \frac{P a_{2,1}^2}{\sigma_1^2} \left(\begin{pmatrix}
1 \\
0 \\
\vdots \\
0
\end{pmatrix} \left(\begin{pmatrix}
\eta^{-1} \\
\eta^{-2} \\
\vdots \\
1
\end{pmatrix}ight)
\right) Z_{1,i} \eta \right).
\end{align}

Taking the limit $\eta \to \infty$ leads to the following.

Proposition 13: When $a_{2,1}$ and $a_{2,2}$ are both different from $\rho_z \frac{\sigma_2}{\sigma_1}$, then all rate-pairs satisfying

\begin{align}
R_1 \leq \frac{1}{2} \log \left(\frac{a_{1,1}^2 P}{\sigma_1^2} \right) \\
R_2 \leq \frac{1}{2} \log \left(\frac{a_{1,2}^2 P}{\sigma_1^2} \right)
\end{align}

are achievable.

Note 9: Exchanging the roles of the two transmitters we obtain: when $\frac{a_{2,1}}{a_{1,1}}$ and $\frac{a_{2,2}}{a_{1,2}}$ are both different from $\rho_z \frac{\sigma_2}{\sigma_1}$, then all rate-pairs satisfying

\begin{align}
R_1 \leq \frac{1}{2} \log \left(\frac{a_{2,1}^2 P}{\sigma_1^2} \right) \\
R_2 \leq \frac{1}{2} \log \left(\frac{a_{2,2}^2 P}{\sigma_1^2} \right)
\end{align}

are achievable.

Note 10: With the proposed choice of parameters our scheme achieves prelog 2 when $\frac{a_{2,1}}{a_{1,1}}$ and $\frac{a_{2,2}}{a_{1,2}}$ are both different from $\rho_z \frac{\sigma_2}{\sigma_1}$ and when $\eta \to \infty$. For fixed $\eta$ the scheme achieves a prelog of $2 \sqrt{\eta}$. Thus, choosing $\eta = 3$ suffices to achieve a prelog larger than 1.

Note 11: For a symmetric setup where $a_{1,1} = a_{2,2}$ and $a_{1,2} = a_{2,1}$ the achievability of (36) can also be shown using a slight generalization of Kramer’s memoryless LMMSE scheme (14), see (11).

B. Proof of Theorem 8

Relation (37) follows from the following more general relation. Irrespective of the channel parameters the prelog satisfies

\[ 1 \leq \lim_{P \to \infty} \frac{C_{\text{BC}(P, \sigma_1^2, \sigma_2^2, \rho_z)}}{2 \log(1 + P)} \leq 2. \]
The lower bound in \( \text{(123)} \) can be achieved, e.g., by silencing Transmitter 1 and letting Transmitter 2 communicate its Message \( M_2 \) to Receiver 2 over the resulting interference-free AWGN channel \( Y_{2,t} = a_{2,2}X_{2,t} + Z_{2,t} \) at a rate \( R_2 = \frac{1}{2} \log \left( 1 + \frac{(a_{2,1}^2 + a_{2,2}^2)P}{\sigma_k^2} \right) \). The upper bound can be derived using the cutset bound and the entropy maximizing property of the Gaussian distribution under a covariance matrix constraint. In fact, applying two cuts between both transmitters and each of the two receivers yields the following upper bounds

\[
R_k \leq \frac{1}{2} \log \left( 1 + \frac{(a_{k,1}^2 + a_{k,2}^2)P}{\sigma_k^2} \right), \quad k \in \{1, 2\},
\]

which establish the converse result in \( \text{(123)} \).

We next prove Equation \( \text{(35)} \). The achievability follows directly from the general relation \( \text{(123)} \). When \( \rho_z \in (-1, 1) \) and \( \frac{a_{z,1}}{\sigma_1} = \frac{a_{z,2}}{\sigma_2} = \operatorname{sign}(\rho_z) \frac{a_2}{\sigma_1} \), the converse follows because in this case

\[
Y_{1,t} = \operatorname{sign}(\rho_z) \frac{a_1}{\sigma_2} Y_{2,t}, \quad t \in \{1, \ldots, n\},
\]

and thus, each receiver can reconstruct the other receiver’s outputs. Consequently, the feedback capacity of our AWGN IC coincides with the feedback capacity of the AWGN MAC from both transmitters to one of the two receivers, and its prelog is 1 \( \text{(26)} \).

To prove the converse to \( \text{(35)} \) when \( \rho_z \in (-1, 1) \) we use a genie-argument and a generalized Sato-MAC bound \( \text{(27)} \), similar to the upper bounds in \( \text{(28)} \) Section V-B, \( \text{(29)} \), \( \text{(30)} \), \( \text{(31)} \). Our proof consists of the following three steps. In the first step we let a genie prior to transmission reveal the symbols

\[
U^n = Z^n_2 - a_{z,2} Z^n_1
\]

to Receiver 1. This obviously can only increase the sum-capacity of our channel. The resulting setup will be called the genie-aided IC.

In the second step, we apply Sato’s MAC-bound argument \( \text{(27)} \) to this genie-aided IC. That means, we define an appropriate genie-aided MAC and show that the capacity of the genie-aided IC is contained in the capacity of this genie-aided MAC. The genie-aided MAC is obtained from the genie-aided IC by eliminating Receiver 2 and instead requiring that the only remaining receiver 1 decodes both messages \( M_1 \) and \( M_2 \). The desired inclusion of the capacities is proved by showing that for any encoding and decoding strategies for the genie-aided IC it is possible to find encoding/decoding strategies for the genie-aided MAC such that the probability of error over the MAC is no larger than over the IC.

We fix encoding/decoding functions for the genie-aided IC, and choose the encoding/decoding functions for the genie-aided MAC as follows. The MAC transmitters apply the same encoding functions as the IC transmitters. The only MAC-receiver decodes the pair \( (M_1, M_2) \) as follows: 1.) It applies IC-Receiver 1’s decoding rule to decode Message \( M_1 \). 2.) It computes

\[
\hat{X}_{1,t} = f_{IC,1,t}(\hat{M}_1, Y_{1,t}^{t-1}), \quad t \in \{1, \ldots, n\},
\]

and

\[
\hat{Y}_{2} = \frac{a_{2,2}}{a_{1,2}} (Y^n_1 - a_{1,1} \hat{X}_1^n) + a_{2,1} \hat{X}_1^n + U^n, \quad \text{(126)}
\]

where \( \hat{M}_1 \) denotes the decoded message in 1.) and \( f_{IC,1,t}^{(n)} \) denotes IC-Transmitter 1’s encoding function. 3.) It finally applies IC-Receiver 2’s decoding rule to decode Message \( M_2 \) based on the sequence \( \hat{Y}_{2} \).

Notice that whenever the MAC-receiver (and thus also IC-Receiver 1) decode \( M_1 \) correctly, then \( \hat{X}_1^n = X^n_1 \), and \( \hat{Y}_{2} = Y^n_2 \). Therefore, whenever the IC-Received 1 and 2 decode their intended messages \( M_1 \) and \( M_2 \) correctly, then so does the only MAC-receiver, and the probability of error over the MAC cannot exceed the probability of error over the IC. This concludes the second step.

In the third step we show that the genie-aided MAC has prelog no larger than 1. Combined with the previous two steps this yields the desired converse to \( \text{(35)} \). Before elaborating on this third step, we recall that in the considered genie-aided MAC the channel law is

\[
Y_{1,t} = a_{1,1} X_{1,t} + a_{1,2} X_{2,t} + Z_{1,t}, \quad t \in \{1, \ldots, n\};
\]

the two transmitters observe the generalized feedback signals \( \{Y_{1,t}\} \) and \( \{Y_{2,t}\} \); and before the transmission starts, the receiver learns the genie-information \( U^n \).

We now prove that the prelog of this genie-aided MAC is upper bounded by 1. To this end we fix an arbitrary sequence of blocklength-\( n \) rates-(\( R_1, R_2 \)) coding schemes for the considered MAC such that the probability of error \( \epsilon(n) \) tends to zero as \( n \) tends to infinity. Then, for every blocklength \( n \) we have:

\[
R_1 + R_2 \leq \frac{1}{n} I(M_1, M_2; Y_1^n, U^n) + \epsilon(n) \leq \frac{1}{n} I(M_1, M_2; Y_1^n | U^n) + \epsilon(n) \leq \frac{1}{n} \sum_{t=1}^{n} \left( h(Y_{1,t} | Y_1^{t-1}, U^n) - h(Y_{1,t} | Y_1^{t-1}, M_1, M_2, U^n) \right) + \epsilon(n) \leq \frac{1}{n} \sum_{t=1}^{n} \left( h(Y_{1,t} | U_t) - h(Y_{1,t} | X_{1,t}, X_{2,t}, U_t) \right) \leq \frac{1}{n} \sum_{t=1}^{n} I(Y_{1,t}; X_{1,t}, X_{2,t}, U_t) \leq \frac{1}{2} \log \left( 1 + \frac{(|a_{1,1}| + |a_{1,2}|^2)P}{\text{Var} \left( Z_{1,t} Z_{2,t} - \frac{a_{2,2}}{a_{1,2}} Z_{1,t} \right)} \right),
\]

where the first inequality follows by Fano’s inequality; the first equality follows by the independence of the genie-information \( U^n \) and the messages \( M_1 \) and \( M_2 \); the second equality by
noting that the vector $Y_{t-1}^{2}$ can be computed as a function of $M_{1}, Y_{1}^{t-1}$, and $U^{t-1}$, see (126); the fourth equality follows because the input $X_{1,t}$ is a function of the Message $M_{1}$ and the feedback outputs $Y_{1}^{t-1}$, and similarly $X_{2,t}$ is a function of $M_{2}$ and $Y_{2}^{t-1}$, and because of the Markov relation $(M_{1}, M_{2}, Y_{1}^{t-1}, Y_{2}^{t-1}, U_{t}^{n}, U_{t+1}^{n}) = (X_{1,t}, X_{2,t}, U_{t}) - Y_{1,t}$; and the last inequality follows because the Gaussian distribution maximizes differential entropy under a covariance constraint.

Since $\text{Var}(Z_{1,t}|Z_{2,t}^{2} - \frac{\eta_{2}}{\eta_{1}} Z_{1,t})$ does not depend on $P$ and is strictly positive whenever $\rho_{2} \in (-1, 1)$, by (127) we conclude that (35) holds also when $\rho_{2} \in (-1, 1)$.

The converse to (36) follows from the general Relation (123), and its achievability from Proposition 13 (Section IX-A).
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APPENDIX A

PROOF OF LEMMA 1

Let $\eta \in \mathbb{Z}^{+}$. If $1 + \zeta \geq \xi$, then

\[ \frac{1}{2\eta} \log(1 + \xi^{\eta-1} \zeta) \leq \frac{1}{2\eta} \log(1 + (1 + \zeta)^{\eta-1} \xi) \]

\[ = \frac{1}{2\eta} \log \left( (1 + \zeta)^{\eta} - (1 + \zeta)^{\eta-1} - 1 \right) \geq 0 \]

\[ \leq \frac{1}{2\eta} \log((1 + \zeta)^{\eta}) = \frac{1}{2} \log(1 + \zeta). \]

Otherwise, if $1 + \zeta < \xi$, then

\[ \frac{1}{2\eta} \log(1 + \xi^{\eta-1} \zeta) \leq \frac{1}{2\eta} \log(1 + \xi^{\eta-1} (\xi - 1)) \]

\[ = \frac{1}{2\eta} \log \left( \xi^{\eta} - (\xi^{\eta-1} - 1) \right) \geq 0 \]

\[ \leq \frac{1}{2\eta} \log \left( \xi^{\eta} \right) = \frac{1}{2} \log(\xi). \]
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