Analysis of etching at a solid-solid interface
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We present a method to derive an analytical expression for the roughness of an eroded surface whose dynamics are ruled by cellular automaton. Starting from the automaton, we obtain the time evolution of the height average and height variance (roughness). We apply this method to the etching model in 1 + 1 dimensions, and then we obtain the roughness exponent. Using this in conjunction with the Galilean Invariance we obtain the other exponents, which perfectly match the numerical results obtained from simulations. These exponents are exact and they are the same as those exhibited by the Kardar-Parisi-Zhang (KPZ) model for this dimension. Therefore, our results provide proof for the conjecture that the etching and KPZ models belong to the same universality class. Moreover, the method is general, and it can be applied to other cellular automata models.
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INTRODUCTION

The dynamics of growth interfaces has become an interdisciplinary field and has had large success in the unification of concepts in many branches, ranging from applications in materials science [1, 2] to fundamental problems in mathematics [3, 4]. In the last decades two different approaches have been widely used. The first is the use of differential stochastic equations such as the KPZ equation [5, 6, 7]. However, many recent advances are due to the availability of fast and affordable computer clusters. Such development has made it feasible, for instance, to obtain numerical simulations of large particle systems by obeying simple repetitive rules which mimic complex systems and whose emergent information and properties have been obtained through several techniques and approaches. The second method is defined as a cellular automata analysis. It is obvious that there is a need to connect these methods, and considerable effort has been exerted to achieve this goal. In this work we obtain the first exact solution for a growth cellular automaton model, i.e., we obtain the exact exponents for the etching model, and we show that it belongs to the same class of universality as that of the KPZ model.

The surface growth phenomenon, when treated as a stochastic process, encompass a wide field of applications. Some examples of growth systems are corrosion [8, 9, 10], fire propagation [11, 12], atomic deposition [13, 14], evolution of bacterial colonies [15, 16], and spherical models [17, 18]. Models have been proposed and studied through experiments [19, 20], analytical calculations [21, 22] and computational simulations [23, 24].

Surfaces with different internal dynamics can lead to distinct profiles, which can be characterized by different measures, the most important being the mean value and the standard deviation of the surface height $h_i(t)$, $i = 1, 2, ... L$. When related to surfaces, the standard deviation $w(t)$ is often called the surface width or roughness, and is defined as

$$w(t) = \sqrt{\frac{1}{L} \sum_i y_i^2(t)}, \quad (1)$$

wherein the variable $y_i$, $y_i(t) = h_i(t) - \bar{h}(t)$, (2) measures how high a site $i$ is with respect to the mean substrate height

$$\bar{h}(t) = \frac{1}{L} \sum_i h_i(t). \quad (3)$$

Though the average height $\bar{h}(t)$ increases continuously due to the growth process, the dynamic equilibrium leads to surface width saturation after a period of roughening buildup. The saturated surface width, $w_s$, is often expressed as a function of the substrate size as the power law $w_s \sim L^\alpha$, $\alpha$ being the roughness exponent. The saturation occurs at times larger than a characteristic time $t_x$ that follows the power law $t_x \sim L^z$, where $z$ is the dynamic exponent. Before saturation ($t \ll t_x$), $w(L, t)$ evolves as a power law with the growth exponent $\beta$, $w(L, t) \sim t^\beta$.

In the literature, we can find good examples of cellular automata models [25, 26, 27, 28] whose continuous versions are similar to the KPZ equation. Although many
works were dedicated at obtaining the exponents, little effort was directed into obtaining a relation to describe the roughness time evolution. In this work we develop a general method to obtain the roughness evolution for cellular automata models. Then we apply the method to the etching model \cite{W:1}. We exactly obtain the saturated roughness \( w_s \) and the roughness exponent \( \alpha \). From this we obtain \( \beta \) and \( z \), and we show that the etching model belongs to the same class of universality as that of the KPZ model.

**BASIC THEORY**

We develop here the basic ideas to obtain the roughness for a cellular automaton model. The details are left to the appendix. Consider the variation of roughness squared for a given time interval \( \Delta t = 1/L \) as

\[
\frac{dw^2}{dt} = \lim_{\Delta t \to 0} \left\langle \frac{\Delta w^2}{\Delta t} \right\rangle
\]

\[
= L \int P(y_i, y_{i+1}, t) \Delta w^2 dy_i \cdot dy_{i+1} \tag{4}
\]

Here \( \Delta w^2 = \Delta w^2(y_i, y_{i+1}) \) is the variation in one possible event, i.e., we take a large number of experiments \( N_c \) and at a time \( t \) we take a variation \( \Delta w^2 \) that occurs in the next time interval. This process is equivalent to being weighted by the probability distribution \( P(y_i, y_{i+1}, t) \), which depends on the configuration at the site \( i \), its neighbors \( y_{i+1} \), and time. Note that values of \( h_l \) are discrete variables. However, when we average over a large number of experiments all possible real values of \( y_i \) arise, and we can define the probability \( P \) and \( \Delta w^2 \) as continuous functions.

Unfortunately, there is no theory which can be used to obtain \( P \). In this way we define the auxiliary function

\[
\Phi(t) = \frac{\int P(y_i, y_{i+1}, t) \Delta w^2 dy_i \cdot dy_{i+1}}{\int \Delta w^2 dy_i \cdot dy_{i+1}} \tag{5}
\]

which we will call the evolution factor. Here, \( \Delta w^2 dy_i \cdot dy_{i+1} \) is an equiprobability distribution. The integral on the denominator can be solved exactly. With this definition we rewrite Eq. \( \text{(1)} \) as

\[
\frac{dw^2}{dt} = L \Phi(t) \int \Delta w^2 dy_i \cdot dy_{i+1} \tag{6}
\]

We note that Eq. \( \text{(6)} \) is the same as Eq. \( \text{(3)} \), and no approximation were applied. The evolution factor contains all information about the dynamics and correlation. It makes it possible to separate the time integral from the integral in the configuration space. In this way the last integral in Eq. \( \text{(6)} \) can be exactly calculated. The factor \( \Phi(t) \) will be discussed later for the etching model.

**The equiprobability of the configurations**

To make the notation less clumsy, the random site will be chosen to be \( i = 2 \), implying that only the sites \( i = 1, 2, 3 \) are relevant. Therefore, each step of the cellular automaton changes the value of the squared surface width by \( \Delta w^2(y_i, y_{i+1}) \).

Before proposing an expression such as \( P_{\text{eqp}}(w, y_1, y_2, y_3) \) we must remember that there is a finite number of substrate configurations allowed by each value of \( w \). This finite number is the result of the restrictions on \( y_i \) imposed by the definitions of \( w^2 \) and \( y_i \) in Equations \( \text{(1)} \) and \( \text{(2)} \).

\[
y_1^2 + y_2^2 + \cdots + y_L^2 = w^2 L \tag{7a}
\]

\[
y_1 + y_2 + \cdots + y_L = 0 \tag{7b}
\]

Eq. \( (\text{7a}) \) defines the surface of a hypersphere centered at the origin and of total radius \( R_T = w \sqrt{L} \), and Eq. \( (\text{7b}) \) defines a hyperplane, which passes at the origin, both in \( L \)-D, i.e., in a space of \( L \) dimensions. From the intersection of these two subspaces, a spherical surface results, which is \((L-2)\)-D, and has the same radius \( R_T \).

For each combination of \( y_1, y_2 \), and \( y_3 \), i.e., fixed values of these variables, the remaining \((L-3)\) \( y_j \)'s obeys

\[
y_4^2 + y_5^2 + \cdots + y_L^2 = Lw^2 - y_1^2 - y_2^2 - y_3^2 = R^2 \tag{8a}
\]

\[
y_4 + y_5 + \cdots + y_L = - (y_1 + y_2 + y_3) \tag{8b}
\]

and forms another spherical surface, now with the dimensions \( L-5 \). While the \((L-2)\)-D surface corresponds to all possible surface configurations of a given value of \( w \), the \((L-5)\)-D surface is the subset of these configurations defined by the triad \( y_1, y_2 \), and \( y_3 \). Following a common convention for the number of accessible states, these surfaces will be called, respectively, \( \Omega_T \) and \( \Omega \). Consequently, the probability of a given triad is

\[
P_{\text{eqp}}(w, y_1, y_2, y_3) = \frac{\Omega}{\Omega_T} \tag{9}
\]

It is important to stress that the equiprobability assumption disregards the different probabilities of each configuration generated by the cellular automaton, and even the fact that some configurations are never generated for certain automata. These selections rules are due to the cellular automaton and affect the function \( \Delta w^2(y_i, y_{i+1}) \). However, one should always bear in mind that all accessible states of a system, as defined by Eq. \( (\text{1}) \), have equal probabilities as established by Statistical Mechanics. A good test to check if the equiprobability distribution is suitable to describe the dynamics in a certain region is to observe if the behavior of \( \Phi(t) \) is correct. If it is constant in time, then equiprobability is present.
Eq. (9) can be rewritten by substituting the expression for the area of a hypersphere,

\[ P_{\text{cusp}}(w, y_1, y_2, y_3) = \frac{S_{L-5}R_{L-5}}{S_{L-2}R_{L-2}} \]

(10)

where \( R \) and \( R_T \) are the radius of the corresponding hyperspheres and

\[ S_N = \frac{2\pi(N+1)^{N/2}}{\Gamma[(N+1)/2]}, \]

(11)

where \( \Gamma(n+1) = n! \) is the gamma function.

To obtain the radius \( R \) we have to diagonalize the reduced hyperspheres as shown in the Appendix. The above probability can than be expressed more conveniently using the coordinates

\[
\begin{align*}
  y_1 &= \sqrt{L}w \sin \rho \cos \theta \\
  y_2 &= \sqrt{L}w \sin \rho \sin \theta \cos \varphi \\
  y_3 &= \sqrt{L}w \sin \rho \sin \theta \sin \varphi
\end{align*}
\]

(12)

with the variables defined in the intervals

\[
0 \leq \rho \leq \frac{\pi}{2}, \quad 0 \leq \theta \leq \pi, \quad 0 \leq \varphi \leq 2\pi.
\]

(13)

After diagonalizing the small hypersphere (see Appendix), we arrive at

\[
\frac{dw^2}{dt} = L\Phi(t)\frac{S_{L-5}}{S_{L-2}} \int_0^{2\pi} \int_0^\pi \int_0^{\frac{\pi}{2}} \Delta w^2(w, \rho, \theta, \varphi) \sin^2 \rho \cos^{L-4} \rho \sin \theta \sin \rho \sin \theta \sin \varphi \, d\rho \, d\theta \, d\varphi.
\]

(14)

Note that Eq. (14) and the above result are general, and consequently do not depend on the cellular automaton used. However to obtain an explicit final result we need to select a model. In the next section we obtain this integral for the etching model.

**THE ETCHING MODEL**

The etching model is an automaton that mimics the erosion of a surface by an acid. We randomly choose a site \( i \), and we look at its nearest neighbor. If \( h_{i+1} > h_i \), it is reduced to the same height as \( h_i \), i.e., the height of the surface decreases at each step. We then defined it using the rules:

1. Randomly choose a site \( i \in [1..L] \).
2. If \( h_{i-1}(t) > h_i(t) \) do \( h_{i-1}(t + \Delta t) = h_i(t) \).
3. If \( h_{i+1}(t) > h_i(t) \) do \( h_{i+1}(t + \Delta t) = h_i(t) \).
4. Do \( h_i(t + \Delta t) = h_i(t) - 1 \).

The algorithm implements a cell removal probability that is proportional to the number of the exposed faces of the cell, a reasonable approximation of the etching process. It could also describe a deposition where each exposed face has the same attachment probability. For that reason, it can be referred to as either particle removal, or deposition with \( h \rightarrow -h \). The roughness is invariant to the symmetry operation \( h \rightarrow -h \). In Fig. 1 we show the evolution for the etching model.

Note that the change of the roughness has the term \((y_{2+1} - y_3)^2 = (h_{2+1} - h_2)^2\) which is identical to the nonlinear term \((\nabla h)^2\) in the KPZ equation. The scaling exponents found by Mello et al. \([7, 9]\) in 1 + 1 dimensions were \( \alpha = 0.491 \) and \( \beta = 0.330 \), suggesting that the model is within the KPZ universality class \((\alpha = 1/2, \beta = 1/3)\). Other studies analyzed the model in 1 + 1 and 2 + 1 dimensions focusing on aspects such as the dynamic behavior of the roughness and comparisons with other models belonging to the KPZ universality class \([7, 9, 14, 15]\). Some studies highlighted that the Galilean invariance (GI) breaks down in fractal dimensions \([7, 9]\), while recent work \([16]\) shows that for \( d + 1, d \) integer and \( d \leq 6 \), the GI holds. The last work also shows that inside this limit there is no upper critical dimension. It is important to mention that there are some results showing that GI does not seem to play the relevant role usually assumed in defining the KPZ universality class \([7, 9]\). Finally some works demonstrate applications in the comprehension of kinetic roughening at metal-electrolyte interfaces \([7, 9]\). Those works are well-performed numerical analyses and are quite precise. However, we aspire to obtain exact solutions for this model. In the appendix we obtain \( \Delta w^2 \) for the etching model. Using those results in Eq. (14), we obtain the Eq. (18) which may be rewritten as

\[
2w \frac{dw}{dt} = -c_a(w - w_+)(w - w_-)\Phi(t),
\]

(15)

where \( w_\pm \) depends only on \( L \). As shown in Eq. (11) for
large values of $L$, $w_{\pm} = \pm w_s$ where

$$w_s \propto L^{1/2}.$$  \hspace{1cm} (16)

This is the major result of our work to obtain for the exact value for $\alpha$ for an automaton cellular model. For the etching model in $1+1$ dimensions it yields $\alpha = 1/2$. We cannot at present time use our method to obtain $\beta$ or $z$. Furthermore, we cannot obtain the GI $z + \alpha = 2$. However, numerical studies had been conducted in up to $6+1$ dimensions for the etching model [7]. If we assume the GI, and use the identity $z = \alpha/\beta$ we obtain $\beta = 1/3$ and $z = 3/2$, which are the KPZ exponents. Consequently, within the GI hypothesis, we have obtained the exact exponents for the etching model, and this adds to the evidence that it belongs to the same universality class as that of KPZ.

**THE LIMITING BEHAVIOR**

In the last section we have achieved what we proposed for this work, i.e. to obtain the exact exponents for the etching model for $1+1$ dimensions. Nevertheless, we feel that we need to better understand the time evolution of $w(t)$. The evolution factor $\Phi(t)$ contains all of the information about the dynamics and correlation and remains to be determined. We shall discuss it in Fig. 1 and Table I. Now, we solve Eq. (15), with $w_{\pm} = \pm w_s$, to obtain

$$w(t) = w_s[1 - \exp(-\sigma(t))]^{1/2}.$$ \hspace{1cm} (17)

where

$$\sigma(t) = \int_0^t \Phi(t') \, dt'.$$ \hspace{1cm} (18)

The constant $c_0$ has been absorbed in the above integral. First note that we can reverse Eq. (17) to obtain

$$\sigma(t) = -\ln \left[1 - \left[w(t)/w_s\right]^2\right].$$ \hspace{1cm} (19)

Since $w(t)$ is a growing function of $t$, $\sigma(t)$ is also a growing function of $t$, which is in agreement with the fact that $\Phi(t)$ is always positive.

In Fig. 2 we display $\sigma(t) = -\ln \left[1 - \left[w(t)/w_s\right]^2\right]$ as function of $t$. We obtain $w(t)$ by averaging over $10^7$ numerical experiments for several values of $L$. In Fig. 1a we show the beginning of the growth process ($t \ll 1$, and

| Case | Limits | $\Delta y_1$ | $\Delta y_2$ | $\Delta y_3$ | $\sum \Delta y_i$ | $\sum (\Delta y_i)^2$ |
|------|--------|---------------|---------------|---------------|-----------------|-----------------|
| 1    | $y_1 < y_2 > y_3$ | 0             | -1            | 0             | -1              | 1               |
| 2    | $y_1 > y_2 > y_3$ | $y_2 - y_1$   | -1            | 0             | $y_2 - y_1 - 1$ | $1 + y_2^2 + y_1^2 - 2y_1y_2$ |
| 3    | $y_1 < y_2 < y_3$ | 0             | -1            | $y_2 - y_3$   | $y_2 - y_3 - 1$ | $1 + y_2^2 + y_3^2 - 2y_3(y_1 + y_3)$ |
| 4    | $y_1 > y_2 < y_3$ | $y_2 - y_1$   | $y_2 - y_3$   | 0             | $2y_2 - y_1 - y_3 - 1$ | $1 + y_1^2 + 2y_2^2 + y_3^2 - 2y_3(y_1 + y_3)$ |

**TABLE I.** Change in some quantities that control the dynamics in each of the four cases of Fig. 1.

**FIG. 2.** Evolution of $\sigma(t)$. The data points are the results of numerical simulation of the etching model for several substrate lengths. The straight lines are the results for the uncorrelated process. (a) Expansion of $\sigma(t)$ for small values of $t$, implying small values of $w(t)/w_s$. (b) Intermediate and large times.


In this study, we present a method to obtain an equation for the roughness evolution. The definition of an evolution factor $\Phi(t)$ allows the separation of the time integral from that of the configuration space. This space is an $L$ dimensional space formed by the heights of the eroded surface. The probability of occurrence of a given interface configuration is the ratio between the hypersphere area of that configuration and the total hypersphere area in all possible configurations. In this way the statistical average in the configuration space can be obtained. The hypersphere method has potential for application in cellular automata models which depend only on the nearest neighbors but needs to be built differently for each type of algorithm. The only restriction on the algorithm is the condition that each site affects and is only acted on and affects the nearest neighbors. A limitation of our method is that it provides exact results only at asymptotic times, neither it provide the distribution of height $h(x,t)$, but the distribution of configurations.

Nevertheless, it has the advantage of being a method for cellular automaton, an area which is mainly studied by numerical tools.

We applied the method to the $1+1$ etching model and obtained the roughness exponent $\alpha$ which matches exactly with the KPZ exponent. If we consider that the GI is valid, which is supported by numerical calculation [? ], we can say that the etching model belongs to the KPZ universality class. Recently, Sasamoto and Spohn [?] have solved the KPZ equation for $1+1$ dimensions. There, they found that the probability distribution function of the height $h(x,t)$ for all $t > 0$. In particular, they showed that on the scale $t^{1/3}$, the statistics are given by the Tracy-Widom distribution [? ? ]. Moreover, we can say that we have obtained the stationary solution, $t > t^*$, of the configuration distribution for the $1+1$ KPZ equation. We hope that investigations of distribution evolution in a lattice[? ] can be used to obtain at least one approximated time dependent distribution of configurations. Finally, since our method does not involve renormalization approaches, which fails for $d \neq 1$, the generalization for $d > 1$ is possible; nevertheless, it involves hard calculations.
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Appendix

Evolution of the quadratic roughness

The squared surface width will be affected by the value of $y_i^2$ before and after each step, for $i \in [1,3]$

$$y_i^2(t) = \left[h_i(t) - \bar{h}(t)\right]^2.$$  

$$y_i^2(t + \Delta t) = \left[h_i(t + \Delta t) - \bar{h}(t + \Delta t)\right]^2$$  

$$= \left[h_i(t) + \Delta h_i - \bar{h}(t) - \Delta \bar{h}\right]^2$$  

$$= \left[y_i(t) + \Delta h_i - \Delta \bar{h}\right]^2$$  

$$= y_i^2(t) + (\Delta y_i)^2$$

with

$$\Delta y_i^2 = 2y_i(t)\Delta h_i - 2y_i(t)\Delta \bar{h}$$  

$$- 2\Delta h_i \Delta \bar{h} + (\Delta h_i)^2 + (\Delta \bar{h})^2.$$  

From Eq. (17) we can write

$$\Delta w^2 = \frac{1}{L} \sum_i \Delta y_i^2.$$  

A convenient expression for it can be found if we substitute the identities $\sum_i y_i = 0$ and $\sum_i \Delta h_i = L \Delta \bar{h}$, and
remember that $\Delta h_i = 0$ for $i \notin [1, 3]$,

$$\Delta w^2 = - (\Delta h)^2 + \frac{1}{2} \sum_{i=1}^{3} [2y_i\Delta h_i + (\Delta h_i)^2].$$

Equation (23) is a general formula (independent of the iterative algorithm) for the increment of the squared surface width at each time step, which must be replaced in Eq. (15). In order to obtain the dynamics of a specific algorithm, it is necessary to know the values of $\Delta h_i$ and $\Delta h$, which are functions of $w$, $y_1$, $y_2$, and $y_3$.

### Diagonalizing the hypersphere

The plane of Eq. (7b) contains the center of the sphere of Eq. (7a), and therefore, the sphere defined by their intersection also has the same radius. However, the hyperplane (8b) does not cross the origin. Consequently we need to know the radius $R$. Squaring (8b), we obtain

$$-2 \sum_{i,j=4 \atop i \neq j}^{L} y_i y_j = L w^2 - y_1^2 - y_2^2 - y_3^2 - (y_1 + y_2 + y_3)^2,$$

which we rewrite in a matrix form:

$$\begin{bmatrix} y_4 & y_5 & \cdots & y_L \end{bmatrix} \begin{bmatrix} 0 & -1 & \cdots & -1 \\ -1 & 0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & -1 \\ -1 & \cdots & -1 & 0 \end{bmatrix} \begin{bmatrix} y_4 \\ y_5 \\ \vdots \\ y_L \end{bmatrix} = L w^2 - y_1^2 - y_2^2 - y_3^2 - (y_1 + y_2 + y_3)^2.$$ (24)

The eigenvalues and a set of (non-orthogonal) eigenvectors of the above matrix are

$$\lambda_i = 4 - L \quad \lambda_3 = 1 \quad \lambda_6 = 1 \quad \cdots \quad \lambda_L = 1$$

$$v'_4 = 1 \quad v'_5 = 1 \quad v'_6 = -1 \quad \cdots \quad v'_L = 1.$$ (26)

If these vectors are combined and rescaled to form an orthonormal basis, $\{v_4, v_5, \ldots, v_L\}$, we can define a linear isometric transformation to the set of variables $y'_4, \ldots, y'_L$:

$$\begin{bmatrix} y'_4 \\ y'_5 \\ \vdots \\ y'_L \end{bmatrix} = \begin{bmatrix} v_4' & v_5' & \cdots & v_L' \end{bmatrix} \begin{bmatrix} y_4 \\ y_5 \\ \vdots \\ y_L \end{bmatrix}.$$ (27)

This transformation eliminates the off-diagonal terms of Eq. (25).

$$L w^2 - y_1^2 - y_2^2 - y_3^2 - (y_1 + y_2 + y_3)^2 = - (L - 4)y_4^2 + y_5^2 + \cdots + y_L^2,$$ (29)

preserving the metrics used when calculating the number of accessible states, $\Omega$ and $\Omega_T$. The transformed variable $y'_4$ is equal to

$$y'_4 = \frac{1}{\sqrt{L - 3}} (y_4 + y_5 + \cdots + y_L).$$ (30)

which, thanks to Eq. (8b) may be written as

$$y'_4 = - \frac{1}{\sqrt{L - 3}} (y_1 + y_2 + y_3).$$ (31)

With this transformation, Eq. (25) becomes

$$y_5'^2 + \cdots + y_L'^2 = L w^2 - y_1^2 - y_2^2 - y_3^2 - \frac{(y_1 + y_2 + y_3)^2}{L - 3}.$$ (32)

The radius of this hypersphere is given by

$$R = \sqrt{L w^2 - y_1^2 - y_2^2 - y_3^2 - \frac{(y_1 + y_2 + y_3)^2}{L - 3}}.$$ (33)

We can now rewrite Eq. (10) with the values $R_T$ and $R$ in the asymptotic case $L \to \infty$,

$$P_{\text{exp}}(w, y_1, y_2, y_3) = \frac{S_{L-5}}{S_{L-2}} \left[ \frac{L w^2 - y_1^2 - y_2^2 - y_3^2}{(L w^2)^{\frac{L-5}{2}}} \right].$$ (34)

Now if we use coordinates (12), the probability (34) expressed in these coordinates is

$$P_{\text{exp}}(w, \rho, \theta, \varphi) = \frac{S_{L-5}}{S_{L-2}} \frac{1}{w^3 L^{3/2}} \cos^{L-5} \rho,$$ (35)

and the Jacobian yields

$$dV = dy_1 dy_2 dy_3 = w^3 L^{3/2} \sin^2 \rho \cos \rho \sin \theta \, d\rho \, d\theta \, d\varphi.$$ (36)

Using the above results we arrive to Eq. (14).

### The etching model

We will now calculate the evolution of the mean value of $w^2$ for the etching model. The value of $\Delta w^2$ in the integrand of Eq. (13) is given by Eq. (23), and therefore, we must determine $\Delta h_i$ and $\Delta h$ for each step of the etching model. To calculate these terms it is necessary to separate the four possibilities of evolution of the etching model – shown in Figure 1 and Tab. 1.
The values of Eq. (23) corresponding to the four cases shown on Tab. I are

\begin{align}
1: \quad L\Delta w^2 &= 2y_2 + 1 - \frac{1}{L} \tag{37a} \\
2: \quad L\Delta w^2 &= \left[1 + (y_2 - y_1)^2\right] \left(1 - \frac{1}{L}\right) + \frac{2}{L}(y_1 - y_2) + 2y_1(y_2 - y_1) + 2y_2 \tag{37b} \\
3: \quad L\Delta w^2 &= \left[1 + (y_2 - y_3)^2\right] \left(1 - \frac{1}{L}\right) + \frac{2}{L}(y_3 - y_2) + 2y_3(y_2 - y_3) + 2y_2 \tag{37c} \\
4: \quad L\Delta w^2 &= \left[1 + (y_2 - y_1)^2 + (y_2 - y_3)^2\right] \left(1 - \frac{1}{L}\right) + \frac{2}{L}(y_1 + y_3 - 2y_2) - \frac{2}{L}(y_2 - y_1)(y_2 - y_3) + 2y_1(y_2 - y_1) + 2y_3(y_2 - y_3) + 2y_2 \tag{37d}
\end{align}

The above expressions must be replaced in Eq. (14) with the limits of the table in Tab. I. The integrals are not complicated, but involve tedious calculations, resulting in

\[
\frac{dw^2}{dt} = -[c_aw^2 + c_bw - c_c]\Phi(t), \tag{38}
\]

with

\[
c_a = \frac{1}{6} \frac{(7\pi - 3\sqrt{3})(L - 4)(L - 2)L}{\pi(L - 3)(L - 1)^2} \left(\frac{\Gamma\left(\frac{L+1}{2}\right)}{\Gamma\left(\frac{L}{2} + 1\right)}\right)^2, \tag{39a}
\]

\[
c_b = \frac{2\sqrt{2}(L - 4)(L - 2)L}{\pi(L - 3)(L - 1)^2} \left(\frac{\Gamma\left(\frac{L+1}{2}\right)}{\Gamma\left(\frac{L}{2} + 1\right)}\right)^2, \tag{39b}
\]

\[
c_c = \frac{(L - 4)(L - 2)L}{2(L - 3)(L - 1)} \left(\frac{\Gamma\left(\frac{L+1}{2}\right)}{\Gamma\left(\frac{L}{2} + 1\right)}\right)^2. \tag{39c}
\]

The polinomial of Eq. (38) has the roots

\[
w_{\pm} = \frac{-c_b \pm \sqrt{c_b^2 + 4c_ac_c}}{2c_a}. \tag{40}
\]

For large values of \(L\) the coefficients of Eq. (39) behave as \(c_c/c_a \propto L\), and \(c_b/c_a \propto L^0\), meaning that \(w_{\pm} = \pm w_s\) with the asymptotic value of \(w(t \to \infty) = w_s\),

\[
w_s = \frac{c_c}{c_a} \propto L^{1/2}. \tag{41}
\]
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