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Abstract—HTTP Adaptive Streaming of video content is becoming an integral part of the Internet and accounts for the majority of today’s traffic. Although Internet bandwidth is constantly increasing, video compression technology plays an important role and the major challenge is to select and set up multiple video codecs, each with hundreds of transcoding parameters. Additionally, the transcoding speed depends directly on the selected transcoding parameters and the infrastructure used. Predicting transcoding time for multiple transcoding parameters with different codecs and processing units is a challenging task, as it depends on many factors. This paper provides a novel and considerably fast method for transcoding time prediction using video content classification and neural network prediction. Our artificial neural network (ANN) model predicts the transcoding times of video segments for state of the art video codecs based on transcoding parameters and content complexity. We evaluated our method for two video codecs/implementations (AVC/x264 and HEVC/x265) as part of large-scale HTTP Adaptive Streaming services. The ANN model of our method is able to predict the transcoding time by minimizing the mean absolute error (MAE) to 1.37 and 2.67 for x264 and x265 codecs, respectively. For x264, this is an improvement of 22% compared to the state of the art.
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I. INTRODUCTION

The demand of video applications and services is constantly increasing. Today it is a commodity to encode, distribute, share, and consume video content anywhere, anytime, and on any device [1]. Many of these services adopt a streaming paradigm typically deployed over the open, unmanaged Internet [2]. An important technical breakthrough and facilitator is certainly HTTP Adaptive Streaming (HAS). In HAS, video assets are provided in multiple versions called representations that are divided into short-term segments (e.g., 2s to 10s) and are requested by a client device individually based on its contextual conditions (e.g., network characteristics, viewing device, etc.) in a dynamic, adaptive manner [3, 4]. Moreover, in some implementations, such as MPEG-DASH [3], the HAS technology is independent of video compression methods and can utilize various codecs. This is especially important because we are now in a situation where we can choose from several video codecs, such as Advanced Video Coding (AVC) [5], High Efficiency Video Coding (HEVC) [6], VP9 [7], AOMedia Video 1 (AV1) [8], and Versatile Video Coding (VVC) [9]. Typically, the transcoding of video segments is a parallel process running on a high-performance infrastructure such as the cloud [10, 11]. Unfortunately, transcoding of multiple segments of a single video for adaptive streaming can take seconds or even days, depending on many technical aspects, such as video content complexity, transcoding parameters, and processing units [12]. In fact, predicting the transcoding time for the many combinations of transcoding parameters for different codecs and content types (i.e., genres) is a complex task and big challenge for streaming services [13, 14].

Typically, servers and big data platforms [15] are used for distributed video transcoding without any prediction of the transcoding time. For example, Stride [15] is a distributed video transcoding system that leverages the Apache Spark [16] to speedup a video segment processing time. Adding a segment transcoding time prediction feature to Stride scheduling module can significantly improve the overall transcoding time. Cloud platforms, dedicated servers, and low-energy Internet of Things devices [11, 17] are some application domains where predicting transcoding time has a significant impact on the provisioning and scheduling of hundreds of transcoding tasks [10]. Accurate prediction of transcoding times for multiple tasks allow services to avoid the load imbalance and inefficient use of resources. Moreover, modern scheduling methods [18, 19] exploit the information about task completion time to make better use of the processing infrastructure. Such information is particularly useful for those transcoding services which require multiple transcoding parameters and video content with different characteristics [14].

To decrease and improve the transcoding time prediction for videos, we propose a novel and accurate method called ComplexCTTP, a Complexity Class based Transcoding
Time Prediction, which consist of two main phases: (i) data generation and (ii) transcoding time prediction using an artificial neural network (ANN). The main purpose of the first phase is data generation and video content complexity classification. The second phase predicts the transcoding time using the developed sequential ANN model. The ANN model is able to predict the time of video transcoding task for multiple codecs taking into account the complexity of content in the context of HAS. The main contributions of our ComplexCTTP method are summarized as follows:

- We propose a video complexity classification, with respect to the video segment’s spatial information (SI) and temporal information (TI) [20, 21].
- We introduce a fast approach to measure spatial and temporal information of video segments by computing them for a transcoded segment with a low bitrate and resolution.
- The developed sequential ANN model uses the most important parameters that influence the transcoding time as input data, i.e., information about the complexity of the video content, properties of the input video file, and transcoding parameters of a video codec.

To assess our method, we used a set of ten different video sequences of different types with different duration and frame rate. We evaluated our approach for the two most commonly deployed video codecs/implementations (i.e., AVC/x264 and HEVC/x265) and in anticipation of the results our proposed approach achieved a mean absolute error (MAE) of 1.37 for x264 and 2.67 for x265, respectively. For x264 codec, this is an improvement of 22% compared to the state of the art results [14].

The remainder of this paper is structured as follows. Section II highlights related work. Our proposed methodology is explained in Section III. Section IV describes its implementation and evaluation results are provided in Section V. Section VI concludes the paper and highlights future work.

II. RELATED WORK

Several methods for predicting transcoding time using machine learning algorithms and neural networks for codecs x264, MPEG-4 Part 2, VP8, and H.263 are proposed in [14, 22]. The authors use the following parameters as inputs for their ANN: bitrate, framerate, resolution, codec, number and size of I, P and B frames. They achieved accuracy of MAE as 1.75 ± 2.834. Zakerinasab et al. [23] conduct an analysis of the influence of video file size on transcoding efficiency and processing time. They suggest that for faster video transcoding, the size of the video segment should be dynamically selected according to the similarity of the video frames. In their work, they make some recommendations for improving the video transcoding process, but do not predict the video processing time. Li et al. [24] find that the processing time of a Group of Pictures (GoP) has a good correlation with the execution time of other GOPs for the same video sequence. They propose a method for predicting video transcoding time for live streaming services based on the execution time history of GOPs. Several other works [25, 26] also present history-based predictive models. Nevertheless, due to the significant variability in the workload of continuous processing tasks, history-based models often provide low accuracy. Ma et al. [27] propose a video transcoding time prediction method, with respect to video segment length and targeted bitrates. The authors make predictions based on collected statistics and probabilistic theory and do not take into account the complexity of the content. Paakkonen et al. [28] present an architecture for predicting video transcoding metrics in a Docker-based system. The authors predict CPU utilization and transcoding time for live video transcoding tasks on virtual machine instances using machine learning models. They show that the video transcoding time for x264 codec for different instances can be predicted with average accuracy of 3-6%. Zhao et al. [29] proposed a model for predicting the complexity of transcoding video segments by analyzing I, P and B frames of the video sequences. The authors make predictions for MPEG-4 Part 2 and H264 codec, and use a limited number of videos and more focus on video transcoding task scheduling. Benkacem et al. [30] propose virtual video transcoders and approach for load balancing the transcoding tasks. The authors study transcoding behavior in different cloud environments and investigate the impact of the video duration on a video transcoder performance in terms of transcoding time. Krishnappa et al. [31] present several policies for online video streaming and suggest to transcode only the video bitrates that are actually requested by the client. They show that the increase in transcoding time of a single segment is almost linear with the increase in video segment duration. In turn, the authors use a limited number of transcoding parameters and presets.

Only a few studies deal with predicting video segment transcoding times for x264 but without taking into account encoding presets (e.g., as known in x264, x265, VP9) or content complexity of segmented videos, such as spatial and temporal information. Similarly, limited work has been done so far for x265 and high bitrates/resolutions, which are becoming increasingly popular.

III. METHODOLOGY

This section presents our methodology comprising two phases as shown in Fig. 1: (i) data generation and (ii) transcoding time prediction.

In the data generation phase, a first step is to select videos of different complexity classes. Some sequences have minor movements, e.g., moving head on a static black background etc., while others have significant movements, e.g., changing street view or riding jockeys, etc. The selected video sequences should comprise different types of
video content, as represented by its spatial information and temporal information [20]. The SI metric is a measure of the spatial complexity of a video content, calculated as follows:

$$SI = \max_{i,j} \{\sigma [\text{Sobel}(F_n)]\},$$  \hspace{1cm} (1)

where $F_n$ is a video frame at time instance $n$, $\sigma$ is the standard deviation across all the pixels in the Sobel filter of its luminance component, and $\max$ selects the maximum standard deviation across all the frames in the video. The TI metric represents the amount of motion in a video sequence, defined based on a motion difference function $M_n$ that represents the difference between the luminance components for identically located pixels in two consecutive frames $F_n$ and $F_{n-1}$:

$$M_n(i,j) = F_n(i,j) - F_{n-1}(i,j),$$  \hspace{1cm} (2)

where $F_n(i,j)$ is the frame pixel located at row $i$ and column $j$ at time instance $n$ in the sequence. The TI metric is the maximum value of standard deviation of $M_n(i,j)$ for all the pixels:

$$TI = \max_{i,j} \{\sigma [M_n(i,j)]\}. \hspace{1cm} (3)$$

The second step is to split the video sequence into segments of, e.g., 2s or 4s length. The segment length is one of the most important parameters in adaptive streaming, because each segment usually begins with a random access point to allow dynamic switching between representations on the client side [32].

The feature selection step plays a pivot role in prediction tasks. We extract important features for our data collection from each video segment. Each record in our dataset contains the following fields: codec_type, segment_name, encoding_bitrate, segment_duration, width, height, encoding_preset, SI, TI, and transcoding_time.

For the segment complexity classification, we assign a video complexity class to each video segment based on its spatial information and temporal information [21]. We define four complexity classes HH, LL, HL, LH referred to as high T & high SI, low T & low SI, high T & low SI and low T & high SI, respectively.

After defining the complexity class and extracting the remaining features of each video segment, we prepare the entire dataset for the next phase, i.e., the transcoding time prediction.

Before implementing an ANN training model to predict the transcoding time of video segments, we first pre-process the generated data, i.e., we reduce the number of records by calculating only the maximum and minimum transcoding time for the same combinations of transcoding parameters and complexity class. Then we distribute the entire dataset between training and testing dataset.

After preparing training and testing data, the next step is to select an appropriate neural network model [33]. We choose a sequential model for training because in this model only the first layer needs to receive the information about the input shape while the remaining layers do infer the input shapes automatically. Once the model is fixed based on the data, the next step is to select an appropriate activation function [34] for the neural network training. We use two types of activation functions for our model, i.e., linear and non-linear. In the linear activation function, the output does not confine between any range and the function produces a line as shown in Figure 2 and, thus, we use it as output layer activation function. For hidden layers we use a rectified linear unit (ReLU) as non-linear activation function. From Figure 2, we see that the ReLU curve is half rectified. It means that for all negative input values, it turns the value into zero immediately.

To evaluate the output results of the proposed ANN model, we use MAE as shown in Eq. (4) that represents the absolute model prediction error in units of the variable, and mean squared error (MSE) as shown in Eq. (5) as the squared average difference between the actual and the predicted values.

$$MAE = \frac{1}{n} \sum_{j=1}^{n} |y_j - \hat{y}_j|$$  \hspace{1cm} (4)

$$MSE = \frac{1}{n} \sum_{j=1}^{n} (y_j - \hat{y}_j)^2$$  \hspace{1cm} (5)
Where, $n$ is number of input instances, $y_j$ is the target output and $\hat{y}_j$ is the actual output. Based on MAE and MSE values, we tune and update the training parameters of the ANN model. We repeat this process until we get consistent and optimal ANN performance.

IV. IMPLEMENTATION

This section describes the implementation of our work based on the proposed methodology.

A. Data generation

In the data generation phase, we selected ten video sequences available from a public dataset [12], which comprise different types of video content, as represented by their spatial and temporal information as depicted in Fig. 3. Thus, we can state that we used the videos that represent a wide range of possible use cases. The main characteristics of the original video sequences are given in Table I.

Using FFmpeg [35] v4.1.3, we decoded all video sequences into raw YUV format and split each sequence into segments of 2s and 4s duration resulting in 240 segments in total. The segment length is one of the crucial parameters in HTTP Adaptive Streaming because usually, each segment starts with a random access point to enable dynamic switching to other representations at segment boundaries. A segment length of 4s shows a good trade-off with respect to streaming performance and coding efficiency [36] and is also adopted within deployments. A segment length of 2s is also used in today’s deployments and confirms the trend towards low-latency requirements [32].

After creating the YUV segments, we encoded each segment using the FFmpeg x264 library with the vslow preset in order to maintain highest quality compared to the original/input video sequence. Both codecs x264 and x265 contain the same set of presets as follows: ultrafast, superfast, veryfast, faster, fast, medium (default preset), slow, slower, veryslow, placebo; such that, for the same video file and transcoding bitrate with slower preset, there will be the slower transcoding speed and better video quality. In our work, we did not use placebo as it does not give significant quality improvement compared to vslow according to the official FFmpeg documentation [37]. For all segments, we calculated SI and TI metrics [21] as shown in Fig 4. Different segments that belong to the same video can have different TI and SI values. This happens because the segments of one video may contain entirely different visual complexity content. Further in this paper, we consider all these prepared segments as the source segments, and use them for multiple transcoding tasks.

We performed the transcoding on an Intel Xeon Gold 6148 2.4 GHz processor. Each segment was transcoded using FFmpeg’s single-threaded mode which is also used in practice in a distributed cloud-based environment [11, 15].
focus of our work is related to HTTP Adaptive Streaming and, thus, we adopted the bitrate ladder as shown in Table II which consists of a wide range of bitrates/resolutions. This selection is based on existing datasets proposed in the literature [38] and in industry best-practices and guidelines [39, 40].

We performed transcoding for both x264 and x265 on FFmpeg software and Python scripts in order to measure segment transcoding time. In total, we executed 82080 transcoding tasks. The number of tasks was 54720 (2 video codecs * 19 bitrates * 9 encoding presets * 160 segments) for 2s segments and 27360 (2 video codecs * 19 bitrates * 9 encoding presets * 80 segments) for 4s segments. The total execution time for all transcoding tasks was approximately 580 hours. For all of the performed transcoding tasks, we formed the Raw Transcoding Dataset with 82080 records containing transcoding parameters, output metrics and SI, TI information of each segment. Each record in our dataset contains the following fields: codec_type, segment_name, encoding_bitrate, segment_duration, width, height, encoding_preset, SI, TI, and transcoding_time.

The next step determines the video complexity class for each segment using SI and TI value. Calculating SI and TI metrics for the original high-resolution video segments is very time-consuming. For example, the average time to calculate the SI and TI values of a 2s segment is about 14.2s. Therefore, before calculating these two metrics, we quickly encoded each source video segment using the ultrafast preset with a low bitrate (100 kbps) and a low resolution (144p), which takes 1.07s for 2s segments on average. Then, we calculated SI and TI metrics with an average of 0.21s for the same encoded video segments. By doing this, we saved almost 13s (14.2 − (1.07+0.21)) on an average for each segment. The optimization of determining the content complexity is also subject to future work. In this paper, the aim is to show that content complexity, such as TI and SI, can be used to better predict transcoding time.

We calculated the correlation coefficient (Pearson correlation) of TI and SI when transcoding at different quality representations according to the bitrate ladder and found a significantly strong correlation between these representations. The correlation coefficient between encoded video segments with 144p resolution and the original video segments with 2160p (or 1744p) resolution for TI and SI is 0.98 and 0.65, respectively, which presents positively strong and highly correlated relationship. Based on these findings, we decided to use the TI and SI metric values obtained from the segments transcoded with a low resolution and bitrate in our proposed work. After calculating TI and SI for segments, we defined four types of complexity classes: (i) Low TI - low SI (LL), (ii) low TI - high SI (LH), (iii) high TI - high SI (HH), and (iv) high TI - low SI (HL) as shown in Fig. 4. The dividing lines between these complexity classes were formed according to the two 50% boundaries indicated in the Table III. For example, 50% boundary of SI means that half of the segments have SI values less than 70 and half segments have values more than or equal to 70. Values of both 50% boundaries were calculated using the ceiling function [41]. Thus, for each segment, depending on its SI and TI values, one complexity class was assigned.

| Complexity class | TI and SI ranges |
|------------------|------------------|
| HH (high TI, high SI) | TI (7, max), SI (70, max) |
| LL (low TI, low SI) | TI [min, 7), SI [min, 70) |
| HL (high TI, low SI) | TI [7, max], SI [min, 70] |
| LH (low TI, high SI) | TI [min, 7], SI (70, max) |

B. Transcoding time prediction

After identifying multiple features from each video segment, we selected the most significant parameters from the raw dataset and also derived several new parameters for the ANN model. First, we used SI and TI of each video segment to calculate a complexity class. Then we calculated number_of_pixels parameter by multiplying width and height. We checked redundant data entries and pre-processed the data records. For this, we reduced the number of records by only calculating the maximum and minimum transcoding time for all possible combinations of [codec_type, complexity class, encoding_bitrate, encoding_preset, segment_duration, fps]. Finally, we created two equal data sets for training and testing the ANN with 3762 records for each codec (x264 and x265).

To predict the transcoding time of video segments, we used the Keras Python library [42] to implement an ANN model for both codecs independently, which consist of 7 input neurons, 3 hidden layers and 2 output neurons. All input and output parameters of the ANN are schematically shown in the Fig. 5. We considered Adadelta, Adagrad, and RMsprop [43] optimizers for training of the ANN model.
model and finally selected Adadelta after evaluating its performance with other optimizers. Adadelta is an advanced optimizer of Adagrad which adapts learning rates based on a moving window of gradient updates, rather than collecting the information of all past gradients. This special feature of Adadelta makes it better than other optimizers to learn and adjust the learning parameters by default even when multiple updates have been done. Detailed information about all the characteristics of the ANN is presented in the Table IV. We performed the ANN training of segmented video files (of 2s and 4s) for both codecs (x264 and x265) on the data as discussed in the previous section. All input parameters of the neural network are explained in Table V. Two ANN outputs are predicted: maximum and minimum transcoding time. To evaluate the output results of ANN model, we used MAE and MSE metrics.

V. RESULTS AND ANALYSIS

In this section, we present the results to analyze the performance and to examine the advantages of using the proposed ComplexCTTP method for predicting transcoding times.

Typically, x265 requires more computing resources than x264, but x265 achieves higher quality than x264 with the same transcoding parameters [44]. For example, the actual transcoding time for the same 4s segment of the Jockey sequence encoded with veryslow preset and bitrate 750 kbps (no. 6 in Table II) requires about 12 s for transcoding with x264 and 70 s with x265. For higher bitrates and resolutions, the difference is even greater, e.g., transcoding with 20 Mbps bitrate (no. 19 in Table II) and veryslow preset for x264 and x265 takes 450 s and 680 s, respectively. Note that segment transcoding time also depends on the complexity of the content. For instance, the actual transcoding time of the 11th 4s segment of the Sintel video sequence encoded with medium preset and bitrate 17 Mbps (no. 18 in Table II) requires about 35 s for transcoding with x264 codec. While for the next 12th segment encoded with the same transcoding parameters, the actual transcoding time is 67 s. Here, the transcoding time difference of two consecutive video segments of same video sequence is almost doubled. It happened because the content complexity of the two video segments is very different. The values of [TI and SI] for the 11th and 12th segment are [0.6 and 3.6] and [5.1 and 9.1] respectively. The 11th segment mainly contains black color and a minimum of moving objects. In order to group segments by complexity, we used four different types of complexity class as discussed in the methodology section. The average actual transcoding time for all segments for both codecs and four complexity classes, is shown in Fig. 6. There is an evident relationship between average transcoding time and complexity class. We can see that the average transcoding time is different for all complexity classes and it is shorter for the video segments with low TI and low SI value (LL complexity class in Table III) and vice versa. The transcoding time increases with the complexity class of the content. If we compare the results for the LH and HL complexity classes, we can observe that the complexity class with a higher TI metric takes more transcoding time than the complexity class with high SI. This can be explained by the fact that the temporal complexity of a segment, which is based on calculating the difference in motion between the video frames of a segment, requires more time to transcode. An important implication of these findings is that each complexity class significantly
describes the complexity of the segments in terms of the time required for transcoding. Therefore, we used the complexity class as one of the input parameters for transcoding time prediction using ANN model.

The results of MAE and MSE metric of our ANN model with complexity class input parameter compared to other developed ANN models for testing, are presented in Table VI. Based on these results, the ANN with complexity class (1) input parameter on the testing data predicts transcoding time better compared to the ANN model without any complexity class, TI and SI, (2) input parameters or ANN model with TI and SI, (3) input parameters of segments transcoded with a low resolution and bitrate. The ANN model with TI and SI input parameters of original video segments (4) has slightly better MAE for both x264 and x265 codec compared to our ANN model with complexity class (1). In turn, we can not use this ANN model (4) successfully because the calculation of TI and SI metric for the original video segments with high bitrate and resolution takes more time as mentioned in Section IV.

Prediction results using ANN produces a lower error if we use the complexity class as an (additional) input parameter. For x264, MAE and MSE values are less than for x265. We attribute this to the fact that the average transcoding time of x264 is about half of the average transcoding time of x265 (as shown in Fig. 6), and this is also reflected in the MAE metric. The predicted values of transcoding time for x264 in comparison to the actual transcoding times for testing data are shown in Fig. 7.

We compared and analysed the performance of the proposed ComplexCTTP method with results presented by Tewodros et al. [14]. For this, we investigated and compared the Online Video Characteristics and Transcoding Time (OVCTT) dataset [45] created and used by the Tewodros et al. with our dataset. The OVCTT dataset contains characteristics of the input and output videos and their requirements for transcoding time when transcoding video into different formats. The dataset was created based on experiments on Intel i7-3720QM CPU using FFmpeg software. The total number of transcodings for all four video codecs (x264, MPEG-4 Part 2, VP8, H.263) presented in this dataset is 68784 (about 17196 per codec). While the number of transcodings for each video codec (x264 or x265) in our dataset is 41000, which is more than double per codec compared to OVCTT dataset. A detailed comparison of both datasets in terms of transcoding time is shown in the Table VI and VII. The maximum values and standard deviations of transcoding times are much higher in our dataset. We did not conduct transcodings for MPEG-4 Part 2, VP8 and H.263 codec, as these are not popularly used nowadays for HAS [12]. We also compared all the transcoding parameter characteristics used in both datasets and presented them in a Table VIII. It is clearly seen that our dataset outperforms OVCTT dataset for almost all characteristics except the number of fps values. However, our dataset contains one additional value of 60 fps, which is becoming increasingly popular, especially for high resolutions and bitrates. The Tewodros et al. utilised only the bitrates and resolutions up to 5 Mbps and 1080p respectively as compared to our dataset where these values are up to 20 Mbps and 2160p, respectively.

Next we developed and deployed the Python scripts on a Linux machine to calculate the input parameters for ANN models for both methods, i.e., Tewodros et al. [14] method and our ComplexCTTP method. The Tewodros et al. used bitrate, framerate, resolution, codec, number and size of I, P, B frames as input parameters for their ANN model. The most time consuming operation in Tewodros et al. method

| Transcoding time characteristics | OVCTT dataset (all four codecs) | Our dataset (x264 / x265) |
|---------------------------------|---------------------------------|--------------------------|
| Number of transcodings          | 68784                           | 41040 / 41400            |
| Standard deviation              | 16.1                            | 41.2 / 76.6              |
| Minimum value (in sec)          | 0.18                            | 0.59 / 0.67              |
| Maximum value (in sec)          | 224.6                           | 624.2 / 1283.5           |

| Transcoding parameter characteristic | OVCTT dataset | Our dataset |
|--------------------------------------|---------------|-------------|
| No. of presets for (x264/x265)       | 0 / -         | 9 / 9       |
| No. of resolutions                   | 6             | 11          |
| No. of bitrates                      | 7             | 19          |
| No. of fps values                    | 5             | 3           |
| Resolution (min/max in pixels)       | 144p / 1080p  | 144p / 2160p|
| Bitrate (min/max in Kbps)            | 56 / 5000     | 100 / 20000 |
| Fps value (min/max)                  | 12 / 29.97    | 24 / 60     |

### Table VI

| MAE / MSE (in sec) | x264 | x265 |
|--------------------|------|------|
| (1) With complexity classes | 1.17 / 10.96 | 2.37 / 45.30 |
| (2) Without TI, SI and complexity classes | 2.77 / 74.98 | 7.55 / 663.93 |
| (3) With TI and SI values of 144p segments | 1.48 / 13.46 | 3.94 / 168.36 |
| (4) With TI and SI values of the original segments | 1.32 / 10.90 | 2.39 / 56.01 |

### Table VII

**Table VIII TRANSCODING PARAMETERS CHARACTERISTICS OF BOTH DATASETS.**

| Transcoding parameter characteristic | OVCTT dataset | Our dataset |
|--------------------------------------|---------------|-------------|
| No. of presets for (x264/x265)       | 0 / -         | 9 / 9       |
| No. of resolutions                   | 6             | 11          |
| No. of bitrates                      | 7             | 19          |
| No. of fps values                    | 5             | 3           |
| Resolution (min/max in pixels)       | 144p / 1080p  | 144p / 2160p|
| Bitrate (min/max in Kbps)            | 56 / 5000     | 100 / 20000 |
| Fps value (min/max)                  | 12 / 29.97    | 24 / 60     |
is to calculate the number and size of I, P, B frames using FFprobe [46] program, since this requires checking all the video frames of the original video file. In our ComplexCTTP method, the time-taking operation is complexity class calculation which requires to transcode original video segment using a ultrafast encoding preset to a low bitrate (100Kbps) and a low resolution (144p), and then calculating SI and TI complexity metrics. An example of comparison for both methods for the Beauty video sequence 2s segments of an average time required to calculate ANN input parameters is given in the Table IX. IX. With our ComplexCTTP method, the percentage decrease of time (PDT) for 2s segments of Beauty video sequence is about 70%. The PDT values for all video sequences with 4s segments are presented in Fig. 8. As we can see that for nine out of ten video sequences, the PDT values range from 53% to 80%. Only for the BBB video sequence, the PDT value is 36% (slightly lower than other video sequences). The video sequences have different PDT values because the speed of calculating the number and size of I, P, B frames by the FFprobe program in Tewodros et al. method directly depends on a size of segment file and a fps value. The segments of the BBB video sequence have smaller file sizes and can be processed faster. Therefore, the PDT value of the BBB video sequence is lesser.

Finally, we compared the results of predicted transcoding time of two methods. The Tewodros et al. applied ANN, linear regression (LR), and support vector regression (SVR) to predict the transcoding time. During training and testing of data, they achieved MAE as 1.757 ± 2.834, 1.484 ± 3.594 and 7.233 ± 9.997 for ANN, SVR, and LR respectively. With our ComplexCTTP method, we were able to minimize MAE to 1.37 for AVC/x264 and 0.411 for x264 codec compared to the Tewodros et al. method.

In turn, our ComplexCTTP method allows a much faster and more accurate prediction of the transcoding time for the x264 codec compared to the Tewodros et al. method.

**VI. CONCLUSIONS AND FUTURE WORK**

In this research, we propose the ComplexCTTP method, a novel method for fast and more accurate prediction of video transcoding time with ANN model. We developed an ANN model based on a dataset produced with x264 and x265. The ComplexCTTP method also supports an approach for assigning a video complexity class to segments. Our results show that using the video complexity class as an ANN input parameter yields a better prediction of the transcoding time. In particular, the results show that our created ANN model with video complexity class as input parameter for x264 and x265 is able to predict transcoding time by minimizing MAE up to 1.37 and 2.67 for x264 and x265, respectively.

Future work includes experiments on new emerging codecs and adding more sophisticated approaches for fast transcoding time prediction, such as intelligently selecting and analyzing the content complexity of a few segments of a video to make prediction about the transcoding time of the entire video. Additionally, we will investigate using the predicted transcoding time for the actual scheduling of video transcoding tasks with multiple codecs in a heterogeneous cloud infrastructure.
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