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Self-Paced (Asynchronous) BCI Control of a Wheelchair in Virtual Environments: A Case Study with a Tetraplegic
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The aim of the present study was to demonstrate for the first time that brain waves can be used by a tetraplegic to control movements of his wheelchair in virtual reality (VR). In this case study, the spinal cord injured (SCI) subject was able to generate bursts of beta oscillations in the electroencephalogram (EEG) by imagination of movements of his paralyzed feet. These beta oscillations were used for a self-paced (asynchronous) brain-computer interface (BCI) control based on a single bipolar EEG recording. The subject was placed inside a virtual street populated with avatars. The task was to “go” from avatar to avatar towards the end of the street, but to stop at each avatar and talk to them. In average, the participant was able to successfully perform this asynchronous experiment with a performance of 90%, single runs up to 100%.
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1. INTRODUCTION

Virtual reality (VR) provides an excellent training and testing environment for rehearsal of scenarios or events that are otherwise too dangerous or costly—or even currently impossible in physical reality. The technological progress in the last decade has made VR systems attractive for various research fields and applications ranging from aviation and military applications, simulation and training programs (where real-life training is too expensive or difficult to monitor and control), psychotherapy, and medical surgery. In particular, the area of medical rehabilitation exploits the possibilities and advances made available by VR systems, specifically the rehabilitation of motor functions [1, 2] including stroke rehabilitation (upper and lower extremity training) [3], spatial and perceptual motor training, Parkinson’s disease, orthopedic rehabilitation [4], balance training, and wheelchair mobility [5]. A major finding in this field is that people with disabilities can perform motor learning in VR, which can then be transferred to reality [6, 7]. In some cases it is even possible to generalize to other untrained tasks including improved efficiency of virtual training and learning [1, 2, 8]. It is important to note that VR is not a treatment by itself, and therefore it is impossible to study whether it is effective or not for rehabilitation. Although VR rehabilitation was undertaken in patients with acquired brain injury or damage with some success [9, 10], it is rather a new technological tool, which may be exploited to enhance motor retraining.

Virtual environments (VE) have already been used as a feedback media for brain–computer interface (BCI) experiments. BCI technology deals with the development of a direct communication channel between the human brain and machines which does not require any motor activity [11, 12]. This is possible through the real-time analysis of electrophysiological brain signals recorded by electroencephalogram (EEG) or electrocorticogram (ECoG). Other than the EEG and ECoG, brain signals can also be recorded invasively by implanted electrodes in the brain. Voluntary mental activity (e.g., a sequence of thoughts) modifies bioelectrical brain activity and consequently the EEG and ECoG. A BCI is able to detect such changes and generate operative control signals. Particularly for people suffering from severe physical...
disabilities or are in a “locked-in” state, a BCI offers a possible 
communication channel. Recently, the BCI has been used to 
control events within a VE, but most of the previously 
conducted VR-BCI research is based on two types of visually 
evoked responses; either the steady-state visual evoked 
potential (SSVEP) [13] or the event-related P300 potential 
[14]. These methods typically force the subjects to perform a 
visual task which might be unnatural (e.g., to gaze at a 
blinking object). In contrast, no visual stimuli are necessary 
if oscillatory EEG components, modulated by specific men-
tal strategies (e.g., motor imagery), are used for the BCI [11]. 
With such a system participants are able to navigate through 
VEs by imagination of hand or foot movements [15, 16]. 
Thereby, the EEG is analyzed in predefined time intervals 
(cue-based or synchronous BCI) and the participants can de-
cide between two states (either go right/left or forward/stop), 
but only whenever they are triggered by the system. The dis-
advantage of such a synchronous BCI and of a BCI based on 
evoked potentials is that an external stimulus from the sys-
tem is always necessary and that the system always makes a 
decision (out of a predefined set of choices, e.g., movement 
imaginations). Up to now, most of the existing BCI systems 
are operated in this synchronized (or cue-based) paradigm, 
but this is not the natural way of human-machine interac-
tion.

Transferring the BCI from laboratory conditions towards 
real-world applications needs the identification of brain pat-
terns asynchronously without any timing constraints: the 
computer is no longer in control of timing and speed but the 
user. An asynchronous (self-paced) BCI is continuously 
analyzing the ongoing brain activity, however, not only the 
intentional-control (IC) states have to be detected (e.g., mo-
tor imagery) but also the in-between periods, whereas the 
user is in a non-control state (NC, formerly called idling 
state). In the later, the user may be idle, daydreaming, think-
ing about something else, or performing some other action, 
but is not trying to control the BCI. Asynchronous BCIs are 
much more complicated than synchronous ones, nevertheless, 
the community is more and more addressing these problems 
[17–21]. A big challenge in case of asynchronous BCIs is the 
validation. The performance is mostly measured in percent-
age of successful switching (true positive rate, TP) between 
IC and NC (or between the different IC states) and percent-
age of false or not intended switching (false positive rate, FP). 
For computing the correct TP/FP rates, it is necessary to ac-

access the subjects “real” intend and to compare it with the 
BCI output. Unfortunately, this information is not directly 
accessible. So either the system is telling the user to perform 
a switch or the user is reporting immediately if a switch oc-
curred correctly or not. In the first scenario, analogical to a 
cue-based (synchronous) application, the system and not the 
user is in control of the timing [22]. In the second scenario, 
verbal comments or keystrokes could be used to verify the 
correctness of the BCI output, nevertheless the execution of 
such response tasks is modifying the EEG and thereby in-
fluencing the BCI output as well. A different approach is to 
give the user a task, which is only accomplishable by having 
control over NC and IC states and measuring only the task 
performance. Thereby, no concrete values for the TP and FP 

rates are computable, but the definition of the task involves 
that a high number of TP and a low number of FP is neces-
sary. This procedure has been applied in this paper.

In this case study we want to demonstrate that it is pos-
sible for a tetraplegic subject to intentionally control his 
wheelchair within virtual reality by self-paced motor imagery 
using an EEG-based BCI. The participant is placed inside a 
virtual street populated with avatars and the task is to “move” 
from avatar to avatar towards the end of a street by imagina-
tion of movements of his paralyzed feet. The reason for the 
VR-setup is that the visual-rich virtual street with the avatars 
ensured that the experiment is diversified and engaging but 
contains enough distraction as it would be in a real street. 
The defined experiment has a simple goal with clear tasks, 
nevertheless, no instructions or cues from the BCI are neces-
sary. A minimized setup of one bipolar EEG recording should 
be enough for this asynchronous control under real-world-
like VR conditions.

2. METHODS

2.1. The tetraplegic subject

Here, we report on a 33-year-old male tetraplegic subject. 
After a traumatic injury of the spinal cord in 1998, he has a 
complete motor and sensory lesion below C5 and an incom-
plete lesion below C4. During an intensive training period of 
approximately 4 months, he has learned to control the cue-
based Graz-BCI. The training was carried out with different 
types of motor imagery (MI; left- and right-hand motor im-
ageries, idling, and foot movement imaginations) because of 
the insufficient accuracy in the beginning. The MI had to 
be performed within 4 seconds following the cue-stimulus. 
Finally, his cue-based performance during right-hand ver-
sus foot motor imagery was between 90% and 100% (details 
about this training are reported elsewhere [23]). Specifically, 
the midcentral-focused beta oscillations with a dominant 
frequency of approximately 17 Hz allowed a brain-switch like 
application of a neuro-prosthesis [24, 25]. Thereby, he had 
to focus on a foot movement imagination over a period of 1 
second (dwell time) to activate a trigger and initiate a grasp 
sequence. After each trigger, a refractory period of 5 seconds 
guaranteed that no further grasp sequence could be initiated. 
The same brain rhythms have been used in this work for the 
self-paced control of the VE.

2.2. Data acquisition and signal processing

One single EEG channel was recorded bipolarly 2.5 cm an-
terior and posterior to the electrode position Cz (foot repre-
sentation area) of the international 10/20 system [26]. The 
ground electrode was positioned on the forehead (position 
Fz). The EEG was amplified (sensitivity was set to 50 µV 
and the power-line notch filter was activated), bandpass fil-
tered between 0.5 and 30 Hz with a bipolar EEG amplifier 
g.tec, Guger Technologies, Graz, Austria) recorded and on-
line processed with a sampling frequency of 250 Hz [27]. 
The recording and processing was handled by rtBCI [28], 
based on MATLAB 7.0.4 (MathWorks, Inc., Natick, USA) in
combination with Simulink 6.2, Real-Time Workshop 6.2, and the open source package BIOSIG [29].

A single logarithmic band power (BP) feature was estimated from the ongoing EEG by digital band-pass filtering the recording (Butterworth IIR filter of order 5, between 15 and 19 Hz), squaring, averaging (moving average) the samples over the past second, and computing the logarithm from this time series. A simple threshold (TH) was used to distinguish between foot movement imagination (intentional control, IC) and rest (non-control state (NC)). Whenever the band power exceeded the threshold, a foot MI was detected (see Figures 3(a)–3(e)).

An “idling” recording (approximately 120 seconds) without any foot movement imagination was recorded before the experiment for the calculation of the TH. The BP was calculated and the mean \( \bar{x} \) and the standard deviation SD were extracted. The TH was set to

\[
TH = \bar{x} + 3 \cdot SD.
\]  

Unlike previous asynchronous studies no, dwell time (minimum time over threshold before the action is triggered) or refractory period (minimum time between two successful actions) was used [22, 24].

2.3. The virtual environment

The participant was placed with his wheelchair in the middle of a multiprojection-based stereo and head-tracked VR system that commonly known as a “Cave” [30]. The particular VR system used was a ReaCTor (SEOS Ltd. West Sussex, UK) which surrounds the user with three back-projected active stereo screens (3 walls) and a front-projected screen on the floor (see Figure 1). Left- and right-eye images are alternately displayed at 45 Hz each, and synchronized with CrystalEye stereo glasses. A special feature of any multiwall VR system is that the images on the adjacent walls are seamlessly joined together, so that participants do not see the physical corners but the continuous virtual world that is projected with active stereo [31]. The application was implemented in DIVE [32] and the communication between the BCI and the VR occurred every 40 milliseconds via the Virtual Reality Peripheral Network (VRPN, [33]) communication protocol. The used VE was a virtual street with shops on both sides and populated with 15 virtual characters (avatars), which were lined up along the street (see Figure 2, [15]).

2.4. Experimental setup

The task of the participant was to “move” from avatar to avatar towards the end of the virtual street (65 length units) by movement imagination of his paralyzed feet. Only during the time when the TH was exceeded (IC, foot MI detected), the subject moved forward (moving speed 1.25 units/second, see Figures 3(e)-3(f)). Every time he was short before passing an avatar, he had to stop very close to it. Each avatar was surrounded by an invisible communication sphere (0.5–2.5 units) and the subject had to stop within this sphere (see Figures 2 and 3(g)). The size of the sphere was adequate to the distance for a conversation in the real world and corresponded to a stopping time slot of approximately 1.6 seconds. The avatar started talking to the subject, if he was standing still for one second within this sphere (see Figure 3(i)). After finishing a randomly chosen short statement (like “Hi,” “My name is Maggie,” “It was good to meet you,” etc.), the avatar walked away. Communication was only possible within the sphere; if the subject stopped too early or stopped too close to the avatar nothing happened. After a while, on his own free will, the subject could imagine another foot movement and started moving again towards the next avatar, till the end of the street was reached. The distance traversed depended only on the duration of the foot motor imagery, longer foot MI resulted in a larger distance than short bursts of MI. The 15 avatars were placed on the

![Figure 1: Picture of the virtual street populated with 15 avatars and the tetraplegic subject in his wheelchair in the middle of the multi-projection wall VR system. The subject was wearing the electrode cap with one bipolar channel connected to the BCI system (amplifier and laptop on the right side).](image1)

![Figure 2: The task of the participant was to go from avatar to avatar towards the end of the street (outlined with a dashed line). The avatars were lined up and eachavatar had its invisible communication sphere (drawn as dotted lines here). The subject had to stop within this sphere, not too close and not too far away from the avatar.](image2)
same positions in all ten experiments and the participant always started from the same point. The subject was encouraged to look around in the street during the experiment and to answer the statements of the avatars, like it would be in reality.

3. RESULTS

In two days, the tetraplegic subject performed ten runs and he was able to stop at 90% of the 150 avatars and talked to them. In four runs, he achieved a performance of 100% (see Table 1). In general, the distance between the avatar and the subject during talking was 1.81 ± 0.49 units, whereby, the communication range (allowed gap between avatar and subject) was 0.5 to 2.5 units. In the example given in Figure 3(f), the subject entered the communication sphere of avatar 1 (5.5–7.5 units) at second 8.3 and stopped at second 8.9 (6.1 units). Unfortunately, he started moving again at second 9.3, so the pause was below 1 second and, therefore, the stop did not activate the avatar. Nevertheless, he managed to stop again at second 10.4 (7.1 units), which was still in the communication sphere and at this time, he was standing still for longer than 1 second, so he correctly stopped at the avatar, which replied: “My name is Maggie” at second 11.4. At second 15.4, he started moving towards avatar 2. In general, it took him 6.66 seconds ± 4.85 seconds to restart moving after the contact with the avatar.

In Figure 3(h), spatial-temporal tracking data of the first four avatars of three runs are presented. In some runs, the subject started earlier with foot MI and walked straight to the avatar, whereby in other runs stops between the avatars occurred. Detailed information of all runs is given in Table 1. The duration of one run (each run lasted approximately 355 ± 60 seconds) depended only on the performance of the subject. In the Graz-BCI, the EEG is classified sample-by-sample and the EEG data revealed that foot motor imagery could be detected in 18.2% ± 6.4% of the run time. The averaged duration of MI periods was 1.58 seconds ± 1.07 seconds,
Table 1: Positions and times of the contacts between the subject and the avatars of all runs. The position is given in units and the time (in seconds) of the speaking avatar is given in brackets behind the position. In the first two columns, the number of the avatar (No.) and the spatial placement of the avatar (AvPos) are shown. In case of missed avatars, the number of occurred stops within the communication sphere is given in square brackets. In the last row, the performance (perf., in %) of each run is specified.

| No. | AvPos | Run 1 | Run 2 | Run 3 | Run 4 | Run 5 | Run 6 | Run 7 | Run 8 | Run 9 | Run 10 |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| 1   | 8     | 6.7 (48.2) | 6.3 (56.7) | 6.8 (33.0) | 5.9 (12.0) | 5.9 (14.8) | 5.6 (19.5) | 6.6 (20.0) | 5.6 (19.8) | 5.9 (18.8) |
| 2   | 11    | 9.3 (65.3) | 9.2 (76.0) | 9.1 (43.7) | 9.0 (20.8) | 9.0 (22.1) | 9.7 (36.6) | 9.0 (25.4) | 8.7 (31.7) | 10.0 (60.7) | 9.8 (52.0) |
| 3   | 15    | 13.7 (84.6) | 12.7 (98.5) | 13.2 (55.9) | 12.4 (31.6) | — [1] | 12.7 (54.0) | — [1] | 14.1 (42.4) | — [1] | 13.1 (56.4) |
| 4   | 18    | 15.7 (92.1) | 16.6 (111.7) | 17.2 (67.8) | 16.6 (43.3) | 16.4 (37.0) | 16.4 (66.7) | 16.4 (40.1) | 17.2 (51.0) | 15.6 (75.9) | 16.1 (61.4) |
| 5   | 22    | 20.5 (117.4) | 20.3 (127.2) | 20.6 (55.5) | 19.5 (48.2) | — [1] | 20.2 (45.4) | 20.9 (61.2) | 20.9 (99.0) | — [0] | — [0] |
| 6   | 32    | 30.2 (131.3) | 30.6 (149.8) | 29.7 (100.4) | 29.9 (74.6) | — [1] | 30.4 (96.6) | 30.3 (59.3) | 29.4 (83.0) | 30.1 (113.3) | 30.9 (78.6) |
| 7   | 35    | 33.2 (150.3) | — [1] | 33.6 (109.6) | 33.5 (92.2) | — [1] | 34.1 (113.0) | 33.5 (72.2) | 33.1 (101.9) | 33.6 (122.5) | 33.3 (84.4) |
| 8   | 39    | 37.8 (175.0) | 36.5 (180.6) | 37.7 (120.8) | 36.4 (97.7) | 36.4 (85.9) | 36.6 (119.5) | 36.4 (80.3) | 37.8 (117.2) | 37.3 (135.0) | 36.4 (90.6) |
| 9   | 44    | 41.5 (182.0) | 42.0 (199.6) | 42.3 (136.6) | 42.8 (113.3) | 41.5 (96.3) | 42.6 (150.5) | 41.9 (92.8) | 42.1 (126.8) | 42.8 (142.6) | 41.9 (98.2) |
| 10  | 47    | 44.5 (198.9) | 44.8 (215.7) | 45.3 (146.6) | 44.7 (122.8) | 45.6 (112.3) | 46.2 (175.8) | 45.1 (101.4) | 45.3 (139.3) | 45.3 (150.6) | 45.0 (108.3) |
| 11  | 51    | 48.7 (223.5) | 50.0 (244.5) | 48.6 (159.6) | 49.7 (134.8) | — [1] | — [0] | 49.1 (110.3) | 49.3 (153.1) | 49.0 (162.7) | 49.8 (131.5) |
| 12  | 56    | 54.1 (251.7) | 55.0 (272.4) | 53.9 (172.7) | 53.7 (143.7) | 53.6 (147.9) | 54.0 (206.7) | 54.5 (127.4) | 54.1 (167.8) | 55.1 (182.4) | — [1] |
| 13  | 60    | 57.9 (277.6) | 58.0 (283.5) | 58.4 (187.1) | 58.0 (156.7) | 57.5 (165.3) | — [2] | 58.4 (135.7) | 58.1 (181.1) | — [0] | 58.2 (157.4) |
| 14  | 63    | 62.2 (305.5) | 61.8 (300.0) | 61.1 (198.0) | 60.5 (164.3) | 61.3 (177.7) | 61.6 (239.8) | 60.5 (150.2) | 61.0 (191.5) | — [0] | 60.9 (163.8) |
| 15  | 67    | 65.3 (355.8) | 66.4 (322.2) | 65.2 (213.7) | 65.2 (175.8) | 65.8 (198.7) | — [1] | 64.9 (160.7) | 65.1 (204.9) | 64.9 (212.7) | 64.6 (172.2) |

Perf. 100% 93.3% 100% 100% 73.3% 73.3% 93.3% 100% 80% 86.6%

with a maximum of 5.24 seconds and a median of 1.44 seconds.

In 11 of the 15 missed avatars (of all runs), the subject stopped within the communication range, but the stopping time was too short (between 0.08 and 0.88 seconds, mean ±SD = 0.47 second ± 0.27 second). In Table 1, the number of these occurred stops is given in square brackets for each missed avatar. The stops occurred at 1.43 ± 0.47 units before the avatar. At one avatar he stopped twice but both stops where too short (0.76 and 0.56 seconds).

3.1. Simulation with surrogate data: random walk simulation

For evaluation purposes, a “random walk” simulation was performed. The aim of this simulation was to demonstrate that only the intentional thought-based control of the subject allowed a successful completion of the task. No coincidently created sequence should result in any correct accessed avatar. As surrogate data a random sequence has been used instead of the EEG for simulating IC (go) and NC (stop). The ratio of IC to NC was always 1000 repetitions were simulated. In the case with the same ratio as in the performed experiments (IC : NC = 0.182 : 0.818), no avatars were correctly accessed. It is clear that, if the surrogate data would contain only one go (IC) sample followed by, for example, thousands of stop (NC) samples and then the next go sample and so on, a completely perfect performance (contact with every avatar) would be produced, but the duration of the run would increase towards infinity. Therefore, several ratios were examined (0.5, 0.1, 0.05, ... : 1) and almost all of them returned zero hits (correctly accessed avatars). The first avatar contact occurred at a ratio of 0.001 : 1 (IC to NC samples). For this test, the duration of the run had to be extended by 200 times (about 20 hours) and the number of correctly stopped avatars was 0.002 ± 0.015, compared to 13.5 ± 1.6 avatars within 355 seconds (about 6 minutes) in the performed experiment with the tetraplegic subject.

4. DISCUSSION

The implementation of a self-paced (asynchronous) EEG-based BCI for the control of applications in virtual environment was successfully demonstrated with a tetraplegic
subject. The patient was able to move forward in the virtual street and to stop at each avatar with a single bipolar EEG recording. The prominent induced centrally localized beta oscillations, allowed a very simple signal processing approach (compare Figure 3(c) with Figure 3(d)). In an interview, the subject confirmed that moving occurred only during periods of foot motor imagery, but he reported that it was hard to stop precisely. Specifically, when the avatars were placed more to the left or right, it was difficult to find the "correct distance" to the avatar. The instructions given to the participant before the experiment did not imply the restriction to perform the experiment as fast as possible, but to take his time to look around, talk to the avatars or enjoy the VR world. Therefore, no statement about the duration of the runs can be given.

In four runs, the subject was able to reach a performance of 100%, in all other runs, in minimum one avatar was missed. In most of the missed avatars (except two), the subject stopped either too shortly within the communication sphere or stopped close before (too early) or shortly after the sphere (too late). The reason for these missed avatars was the invisible communication sphere around the avatars, which was reported by the subject as the biggest disadvantage of this VE. So it was not clear for the subject where the sphere started or ended, especially when the avatars were placed further away from the middle of the street and the sphere was, therefore, very small. Sometimes he thought to be close enough, but maybe missed it by a hairbreadth, so an additional very small "step" (very short foot MI) was necessary to come inside the sphere. Unfortunately, it could happen that this step was too large (too long) and the sphere already passed by. Oscillatory EEG components need some time to appear and stop, so very short bursts (necessary for such small steps) are very unlikely to be produced. Maybe it would have been better to visualize the communication sphere or to change the appearance of the avatar (e.g., the color, the expression on the face, etc.) whenever the subject has entered the sphere. Nevertheless, the design of the experiment with necessary periods of IC (moving) and defined positions of NC (stopping close to the avatars) guaranteed that the performance during the asynchronous control could be verified. A drawback of the experimental design is that it forced the subject to be able in minimum to stop for 1 second (NC), but did not force the participant for shorter or longer periods of IC (no impact on the performance, just influencing the duration of a run). So good NC control was more crucial than IC control. Unfortunately, no values for TP and FP can be given for the experiment. Successful stops (90%) could be reported as TP and missed avatars (10%) as FN (false negative), but FP and TN (true negative) cannot be evaluated. The experiment itself required only periods of NC for stopping at the avatars and talking to them. Therefore, after reaching the last avatar, the BCI was not stopped and the subject was instructed to stand still and wait till the VE was shut down. In this period of NC no movement happened (duration between 8 and 93 seconds, mean = 44 seconds). The outcome of the simulation with surrogate data showed that only the intentional control of the subject allowed a successful accomplishment of the given task, almost all simulated data resulted in zero hits (no correct avatar contact).

The usage of a visually-rich VE with avatars, which were talking to the subject, ensured that the experiment was diverse and even distracting for the subject, somewhat like in the real world. Nevertheless, the subject was able to succeed with 90%. It is known that the development of skills or knowledge that are obtained while someone is in a VE can be transferred to real-world behavior and performance [6, 7]. Indeed, VEs have also been shown to reinforce the building of new neural pathways through imaginations or intention to move a paralyzed limb [1, 2]. For a person who is wheelchair-bound, VEs are especially attractive. First, simply using a VE that includes, for example, immersion in an almost all-surrounding stereo world [31] with the freedom to move at will can give such persons access to experiences that may be long forgotten (or which they have never had). Another advantage here is that the simulation power of VEs can be used to create virtual prototypes of new navigation or control methods, and give potential users experience of them in a safe environment, before they are ever built physically.

The next step would be to extend the BCI to more than one IC state, and thereby increase the degree of freedom and allow the subject to choose the direction of moving, for example, by imagining a left- or right-hand movement [34]. In the future, the final goal will be to control a real wheelchair in a real street. This could be supported by applying a similar procedure as Millán [35] reported during the control of a miniaturized robot through an 80 × 60 cm representation of an empty flat. Thereby, the BCI was sending only high-level commands (forward, right, follow left wall, etc.) every 0.5 second to a finite state automation. The robot was executing the high-level command (e.g., turn right at next occasion) autonomously using its on-board sensors (infrared proximity sensors for obstacles detection) and was continuing the command till the next high-level command was sent. Although the difficulties and challenges are more on the side of the robot/wheelchair as on the side of the BCI, the feasibility of a successful completion of such real-world navigation task is increased.

5. CONCLUSION

For the first time, it was demonstrated that a tetraplegic subject, sitting in a wheelchair, could control his movements in a VE by the usage of a self-paced (asynchronous) BCI based on one single EEG recording. The usage of a visually-rich VE with talking avatars ensured that the experiment is diversified and engaging but contains enough distraction as it would be in a real street. Controlling a VE (e.g., the virtual wheelchair) is the closest possible scenario for controlling the real wheelchair in a real street, so virtual reality allows patients to perform movements in a safe environment. So a further step of transferring the BCI from laboratory conditions towards real-world applications could be performed.

ACKNOWLEDGMENTS

This work was carried out as part of the PRESENCCIA project, an EU funded Integrated Project under the IST
program (Project no. 27731) and supported by October Films, Hewlett-Packard and the EU COST B27 program. The authors would like to thank the subject for his participation.

REFERENCES

[1] M. K. Holden, “Virtual environments for motor rehabilitation: review,” Cyberpsychology & Behavior, vol. 8, no. 3, pp. 187–211, 2005.
[2] J. Broeren and O. Scott, “Commentary on Holden, M. K., virtual environments for motor rehabilitation: review,” CyberPsychology & Behavior, vol. 8, no. 3, pp. 212–219, 2005.
[3] D. Jack, R. Boian, A. S. Merians, et al., “Virtual reality-enhanced stroke rehabilitation,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 9, no. 3, pp. 308–318, 2001.
[4] M. Girone, G. Burdea, M. Bouzit, V. Popescu, and J. E. Deutsch, “Orthopedic rehabilitation using the “rutgers ankle” interface,” Studies in Health Technology and Informatics, vol. 70, pp. 89–95, 2000.
[5] J. S. Webster, P. T. McFarland, L. J. Rapport, B. Morrill, L. A. Roades, and P. S. Abadee, “Computer-assisted training for improving wheelchair mobility in unilateral neglect patients,” Archives of Physical Medicine and Rehabilitation, vol. 82, no. 6, pp. 769–775, 2001.
[6] R. V. Kenyon and M. B. Afenya, “Training in virtual and real environments,” Annals of Biomedical Engineering, vol. 23, no. 4, pp. 445–455, 1995.
[7] F. D. Rose, E. A. Attree, B. M. Brooks, et al., “Training in virtual environments: transfer to real world tasks and equivalence to real task training,” Ergonomics, vol. 43, no. 4, pp. 494–511, 2000.
[8] E. Todorov, R. Shadmehr, and E. Bizzi, “Augmented feedback presented in a virtual environment accelerates learning of a difficult motor task,” Journal of Motor Behavior, vol. 29, no. 2, pp. 147–158, 1997.
[9] F. D. Rose, B. M. Brooks, and A. A. Rizzo, “Virtual reality in brain damage rehabilitation: review,” Cyberpsychology & Behavior, vol. 8, no. 3, pp. 241–262, 2005.
[10] N. Foreman and I. Stirk, “Commentary on Rose, F. D., Brooks, B. M. & Rizzo, A. A., virtual reality in brain damage rehabilitation: review,” CyberPsychology & Behavior, vol. 8, no. 3, pp. 263–271, 2005.
[11] G. Pfurtscheller and C. Neuper, “Motor imagery and direct brain-computer communication,” Proceedings of the IEEE, vol. 89, no. 7, pp. 1123–1134, 2001.
[12] J. R. Wolpaw, N. Birbaumer, D. J. McFarland, G. Pfurtscheller, and T. M. Vaughan, “Brain-computer interfaces for communication and control,” Clinical Neurophysiology, vol. 113, no. 6, pp. 767–791, 2002.
[13] E. C. Lalor, S. P. Kelly, C. Finucane, et al., “Steady-state VEP-based brain-computer interface control in an immersive 3D gaming environment,” EURASIP Journal on Applied Signal Processing, vol. 2005, no. 19, pp. 3156–3164, 2005.
[14] J. D. Bayliss, “Use of the evoked potential P3 component for control in a virtual apartment,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 11, no. 2, pp. 113–116, 2003.
[15] R. Leeb, C. Keinrath, D. Friedman, et al., “Walking by thinking: the brainwaves are crucial, not the muscles!,” Presence: Teleoperators and Virtual Environments, vol. 15, no. 5, pp. 500–514, 2006.
[16] G. Pfurtscheller, R. Leeb, C. Keinrath, et al., “Walking from thought,” Brain Research, vol. 1071, no. 1, pp. 145–152, 2006.
[17] J. F. Borisoff, S. G. Mason, A. Bashashati, and G. E. Birch, “Brain-computer interface design for asynchronous control applications: improvements to the LF-ASD asynchronous brain switch,” IEEE Transactions on Biomedical Engineering, vol. 51, no. 6, pp. 985–992, 2004.
[18] S. G. Mason, J. Kronegg, J. E. Huggins, M. Fatourechi, and A. Schlögl, “Evaluating the performance of self-paced brain-computer interface technology,” Tech. Rep., Brain-Interface Laboratory, Neil Squire Society, Vancouver, Canada, 2006. http://www.bci-info.org/.
[19] J. R. Millán and J. Mourino, “Asynchronous BCI and local neural classifiers: an overview of the adaptive brain interface project,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 11, no. 2, pp. 159–161, 2003.
[20] G. R. Müller-Putz, R. Scherer, G. Pfurtscheller, and R. Rupp, “EEG-based neuroprosthesis control: a step towards clinical practice,” Neuroscience Letters, vol. 382, no. 1-2, pp. 169–174, 2005.
[21] R. Scherer, G. R. Müller-Putz, C. Neuper, B. Graimann, and G. Pfurtscheller, “An asynchronously controlled EEG-based virtual keyboard: improvement of the spelling rate,” IEEE Transactions on Biomedical Engineering, vol. 51, no. 6, pp. 979–984, 2004.
[22] G. Townsend, B. Graimann, and G. Pfurtscheller, “Continuous EEG classification during motor imagery-simulation of an asynchronous BCI,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 12, no. 2, pp. 258–265, 2004.
[23] G. Pfurtscheller, C. Guger, G. R. Müller-Putz, G. Krausz, and C. Neuper, “Brain oscillations control hand orthosis in a tetraplegic,” Neuroscience Letters, vol. 292, no. 3, pp. 211–214, 2000.
[24] G. R. Müller-Putz, R. Scherer, G. Pfurtscheller, and R. Rupp, “Brain–computer interfaces for control of neuroprostheses: from synchronous to asynchronous mode of operation,” Biomedizinische Technik, vol. 51, no. 2, pp. 57–63, 2006.
[25] G. Pfurtscheller, G. R. Müller-Putz, J. Pfurtscheller, H. J. Gerner, and R. Rupp, “‘Thought’—control of functional electrical stimulation to restore hand grasp in a patient with tetraplegia,” Neuroscience Letters, vol. 351, no. 1, pp. 33–36, 2003.
[26] H. H. Jasper, “The ten-twenty electrode system of the international federation,” Electroencephalography and Clinical Neurophysiology, vol. 10, no. 2, pp. 370–375, 1958.
[27] G. Pfurtscheller, G. R. Müller-Putz, A. Schlögl, et al., “15 years of BCI research at Graz university of technology: current projects,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 14, no. 2, pp. 205–210, 2006.
[28] rtsBCI, “Graz brain-computer interface real-time open source package,” http://sourceforge.net/projects/rtscbic/, 2004–2007.
[29] BioSig, “An open source software package for biomedical signal processing under matlab,” http://biosig.sf.net/, 2003–2007.
[30] C. Cruz-Neira, D. J. Sandin, and T. A. DeFanti, “Surround-screen projection-based virtual reality: the design and implementation of the CAVE,” in Proceedings of the 20th Annual Conference on Computer Graphics and Interactive Techniques, pp. 135–142, Anaheim, Calif., USA, August 1993.
[31] M. Slater, A. Steed, and Y. Chrysanthou, Computer Graphics and Virtual Environments: From Realism to Real-Time, Addison-Wesley, Boston, Mass, USA, 2001.
[32] E. Frécon, G. Smith, A. Steed, M. Stenius, and O. Ståhl, “An overview of the COVEN platform,” Presence: Teleoperators and Virtual Environments, vol. 10, no. 1, pp. 109–127, 2001.

[33] VRPN, “Virtual reality peripheral network,” http://www.cs.unc.edu/Research/vrpn/.

[34] R. Scherer, A. Schlögl, F. Lee, H. Bischof, D. Grassi, and G. Pfurtscheller, “The self-paced Graz brain-computer interface: methods and applications,” to appear in Computational Intelligence and Neuroscience, 2007.

[35] J. R. Millán, F. Renkens, J. Mouriño, and W. Gerstner, “Non-invasive brain-actuated control of a mobile robot by human EEG,” IEEE Transactions on Biomedical Engineering, vol. 51, no. 6, pp. 1026–1033, 2004.