A data-driven analysis, and its limitations, of the spatial flood archive of Flanders, Belgium to assess the impact of soil sealing on flood volume and extent
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Abstract

Soil sealing increases surface runoff in a watershed and decreases infiltration into the soil. Consequently, urbanization poses a significant challenge for watershed management to mitigate faster runoff accumulation downstream and associated floods. Hydrological models are often employed to assess the impact of land-use dynamics on flood events. Alternatively, data-driven approaches combining time series of land use geodatasets and georeferenced flooded zones also allow to assess the relationship between soil sealing and flood severity. This study presents such data-driven analysis using a spatially explicit archive of flooded areas dating back to 1988 in the Flanders region of Belgium, which is characterized by urban sprawl. This archived data, along with time series of rainfall and land use, were analyzed for three middle-sized river subbasins using two machine learning methods: boosted regression trees and support vector regression. The machine learning methods were found suitable for this type of analysis, since their flexibility allows for spatially explicit models with larger sample sizes. However, the relationship between soil sealing and flood volume and extent could not be conclusively confirmed by our models. This may be due to data limitations, such as the limited number of recorded historical floods, inaccuracies in recorded historical flood polygons and inconsistencies in the land use classifications. It is therefore stressed that continued consistent monitoring of floods and land use changes is required.

Introduction

Land use changes impact the hydrology of a watershed. Especially soil sealing caused by urbanization can affect the hydrological processes of a watershed by decreasing infiltration and water storage in the soil, thus increasing rapid infiltration-excess overland flow and decreasing slow subsurface flow. Consequently, urbanization poses a significant challenge for sustainable land management as soil sealing leads to faster runoff accumulation downstream, which affects the occurrence and severity of flood events [1–3]. With urbanization increasing worldwide [4]
and climatic conditions becoming more erratic [5], assessments of the hydrological impacts of land use changes are required in order to support future policy making regarding sustainable water resources management [6, 7]. The impact of land-use dynamics on flow regimes is often assessed using (semi-)distributed hydrological models incorporating land use information [2, 3, 8–10]. Based on these flow regimes, hydrodynamic models can then be employed to simulate flood extents [11–14]. However, flood inundation modelling, and the attribution of changes in flood regimes based on such models, has limitations due to uncertainties in model structure, model parameters and model inputs [15, 16]. Uncertainty in model structure arises from the type of model and its underlying assumptions [17, 18], while issues related to parameter calibration [19] and input data [12, 20] also add to the uncertainty of model results. By continuously monitoring observed flooded areas, time series of ever-increasing length are obtained. With the availability of these longer time series, the opportunity arises to assess the relationship between soil sealing and flood volumes and extents in a data-driven approach, taking into account the meteorological conditions and landscape configuration. These data-driven approaches relate the input variables directly to the observed outputs, and thus do not explicitly consider the underlying physical process. Given the complexity and nonlinearity of the hydrological processes involved, such as infiltration and evapotranspiration, the nonparametric and nonlinear data-driven methods are assumed suitable to assess the characteristics of flood phenomenon [21, 22].

Such empirical, data-driven analysis is tested in this study based on data for Flanders, a region of Belgium, which is prone to flooding: approximately 5% of the full territory has been flooded at least once in the period 1988–2016. The monitoring of these flood events from various sources lead to the creation of a geospatial flood archive with delineations of areas which have been flooded since 1988 [23, 24]. Furthermore, Flanders is characterized by urban sprawl resulting in a fragmented, complex landscape, referred to as a ‘rurban’ landscape [25]. These land-use dynamics together with the high population density make Flanders one of the most urbanized regions in Europe [26, 27]. Therefore, Flanders is an interesting study case to assess the impact of surface sealing on flood events using the boundaries of the flooded areas as recorded in the spatially explicit archive. Data from this archive, along with rainfall and land use data, were collected for three subbasins and analyzed using two Machine Learning (ML) methods: Support Vector Regression (SVR) and Boosted Regression Trees (BRT). A sensitivity analysis was performed to assess which factors impact the models most by alternately introducing variation into each of the factors.

**Materials and methods**

**Geospatial data**

**Study areas.** The study was carried out on three subbasins from three different primary river basins in Flanders, Belgium (Fig 1). The first study area, the Maarkebeek river basin, is situated in the Bovenschelde river basin and has an area of approximately 52 km². The basin of the Bellebeek river (87 km²) is located in the Dender basin. Finally, an upstream subbasin of the Demer river was selected with an area of 243 km².

**Geospatial flood archive.** The flood data were derived from the geospatial archive of flooded areas in Flanders [23]. This archive is published and maintained as a geodataset by the Flemish Environment Agency. Its latest update contains the contours of significant flooded areas in Flanders between 1988 and 2016 (Fig 2). The dataset is compiled from a variety of sources. Prior to 2000, when the archive was first assembled, flood contours were digitized from analogue maps recording flood extents. Later, mainly information provided by
municipalities and aerial orthophotographs were used to update the archive. An updated version is released approximately every four years.

In the Maarkebeek subbasin, flood events were recorded in six years (1993, 1995, 1998, 1999, 2003 and 2010), while in the Bellebeek subbasin there were floods in seven years (1988, 1993, 1999, 2002, 2003, 2010 and 2016). Finally, in the Demer subbasin, nine flood events occurred: one event in 1988, 1998, 2004 and 2007, three in 2010 and two in 2016. These flood events were recorded in the spatial flood archive in respectively 48, 117 and 184 flood polygons in the Maarkebeek, Bellebeek and Demer subbasins. Table 1 provides the number of flood polygons for each flood event. The outlines of these flood polygons were combined in ArcMap 10.5.1 with a Digital Elevation Model (DEM) with a resolution of 5 m to derive the volume of water present in each of the flooded zones for the reported extent [30]. The flood volume (m$^3$) and extent (m$^2$) were assessed in the statistical analyses as dependent variables.

**Meteorological data.** Hourly precipitation data from the closest weather station of the Royal Meteorological Institute and the Flemish Environment Agency (www.waterinfo.be) were used to derive information on accumulated precipitation prior to the flood events and the intensity of the flood-inducing rainfall. Four derived variables were tested in the statistical analyses: the precipitation accumulation over the 14 days and 30 days prior to the flood event and the hourly and 6-hourly peak precipitation intensity 24 hours before the flood. An overview of this data for each flood event is provided in Table 1.
The land use data were derived from three land use/land cover (LULC) maps valid for 1995, 2001 and 2012, which cover the area of Flanders. The 1995 land use map was derived from multispectral LANDSAT imagery using a maximum likelihood classification and describes the land use in Flanders in 27 classes, of which 21 occur in the study areas, with a resolution of 20 m [31, 32]. The land use map of 2001 [33] was derived from LANDSAT images using semi-automatic classification. It has a resolution of 15 m and distinguishes nine classes, with eight occurring in the subbasins, with a mean squared positional error of 18 m. The most recent land use map available is from 2012, which was constructed based on multispectral orthophotos and administrative parcel information using segment-based classification. It has a resolution of 5 m with 14 classes, all of which occur in the study areas, and a kappa-coefficient of 89.6%, which was derived by comparison with a sample of 1,252 points using an orthophoto of 2012 as reference data [34].

In order to geometrically and thematically align these land use maps, they were first resampled using the nearest neighbor algorithm to stack them at the resolution of 20 m. A land use change trajectory analysis was then applied to identify and correct improbable or impossible land use changes [35–38]. This analysis consisted in: (i) listing all LULC change combinations per pixel, (ii) expert-based evaluation of the likeliness of each combination and (iii) adjusting improbable changes when possible, e.g. changes from urban into another land use were reversed. This was done for every study area, after which the LULC maps were reclassified into the five classes of urban, arable land, forest, other green and water, with the urban land use class representing soil sealing. The percentages of adjusted urban area for the three land use tables are given in Table 1.

Table 1. Overview of flood events in the study areas, their meteorological characteristics and corresponding interpolated urban fractions.

| SUBBASIN  | Date       | #  | Vol (m³) | Area (ha) | PP (mm/hr) | PP (mm/6hr) | PS (mm/14d) | PS (mm/30d) | Urban (%) |
|-----------|------------|----|----------|-----------|------------|-------------|-------------|-------------|-----------|
| MAARKEEKB | 30/12/1993 | 1  | 17,378   | 11.57     | 4.6        | 1.4         | 100         | 179         | 3.29      |
|           | 25/01/1995 | 1  | 5,126    | 5.48      | 3.3        | 1.9         | 62          | 169         | 4.07      |
|           | 09/09/1998 | 1  | 45,485   | 13.97     | 9.3        | 1.6         | 45          | 103         | 5.24      |
|           | 25/12/1999 | 30 | 366,155  | 106.32    | 4.3        | 2          | 102         | 114         | 5.63      |
|           | 01/01/2003 | 3  | 15,088   | 6.05      | 3.2        | 1.5         | 53          | 113         | 7.19      |
|           | 13/11/2010 | 12 | 347,663  | 84.25     | 8.3        | 3.4         | 67          | 117         | 9.92      |
| BELLEBEEK | 12/03/1988 | 15 | 86,874   | 33.40     | 3.1        | 1          | 47          | 62          | 5.77      |
|           | 19/12/1993 | 15 | 191,590  | 19.31     | 2.4        | 1.6         | 74          | 84          | 8.60      |
|           | 24/12/1999 | 11 | 106,184  | 28.17     | 9.1        | 4           | 77          | 105         | 12.00     |
|           | 05/08/2002 | 2  | 7,965    | 2.56      | 7.0        | 1.2         | 83          | 100         | 13.70     |
|           | 01/01/2003 | 18 | 125,316  | 76.68     | 4.5        | 1.7         | 96          | 119         | 14.26     |
|           | 12/11/2010 | 47 | 60,182   | 32.79     | 8.2        | 3.3         | 48          | 101         | 18.23     |
|           | 01/07/2016 | 9  | 62,231   | 22.32     | 2.9        | 0.85        | 53          | 105         | 21.63     |
| DEMER     | 12/03/1988 | 4  | 3,246    | 1.06      | 2.7        | 1.4         | 60          | 73          | 12.55     |
|           | 13/09/1998 | 41 | 1,424,014 | 344.50    | 9.1        | 6.4         | 66          | 118         | 18.05     |
|           | 6/11/2004  | 7  | 226,598  | 35.76     | 0.4        | 0.1         | 2           | 64          | 21.35     |
|           | 8/11/2007  | 2  | 2,257    | 1.24      | 4.9        | 1.5         | 41          | 43          | 23.00     |
|           | 14/08/2010 | 7  | 81,856   | 19.64     | 5.8        | 2.1         | 32          | 53          | 24.65     |
|           | 12/11/2010 | 82 | 293,123  | 163.01    | 4.1        | 4.4         | 46          | 66          | 24.65     |
|           | 13/12/2010 | 5  | 173,244  | 33.58     | 2.5        | 0.8         | 20          | 34          | 24.65     |
|           | 26/05/2016 | 5  | 2,939    | 2.37      | 13.6       | 4.3         | 28          | 83          | 27.94     |
|           | 01/06/2016 | 31 | 78,476   | 19.89     | 4.6        | 3.4         | 134         | 121         | 27.94     |

# = number of flood polygons associated with the flood event, Vol = volume of water in flooded zones, PP = peak precipitation during event, PS = accumulated precipitation prior to the flood event.

https://doi.org/10.1371/journal.pone.0239583.t001

Land use data. The land use data were derived from three land use/land cover (LULC) maps valid for 1995, 2001 and 2012, which cover the area of Flanders. The 1995 land use map was derived from multispectral LANDSAT imagery using a maximum likelihood classification and describes the land use in Flanders in 27 classes, of which 21 occur in the study areas, with a resolution of 20 m [31, 32]. The land use map of 2001 [33] was derived from LANDSAT images using semi-automatic classification. It has a resolution of 15 m and distinguishes nine classes, with eight occurring in the subbasins, with a mean squared positional error of 18 m. The most recent land use map available is from 2012, which was constructed based on multispectral orthophotos and administrative parcel information using segment-based classification. It has a resolution of 5 m with 14 classes, all of which occur in the study areas, and a kappa-coefficient of 89.6%, which was derived by comparison with a sample of 1,252 points using an orthophoto of 2012 as reference data [34].

In order to geometrically and thematically align these land use maps, they were first resampled using the nearest neighbor algorithm to stack them at the resolution of 20 m. A land use change trajectory analysis was then applied to identify and correct improbable or impossible land use changes [35–38]. This analysis consisted in: (i) listing all LULC change combinations per pixel, (ii) expert-based evaluation of the likeliness of each combination and (iii) adjusting improbable changes when possible, e.g. changes from urban into another land use were reversed. This was done for every study area, after which the LULC maps were reclassified into the five classes of urban, arable land, forest, other green and water, with the urban land use class representing soil sealing. The percentages of adjusted urban area for the three land use
down the accumulated precipitation to obtain the flood volume per mm of rainfall. The Maarkebeek subbasin is the least urbanized, followed by the Bellebeek subbasin and the Demer subbasin. Urbanization takes place in all three study areas between 1995 and 2012, accelerating in the subbasins of the Maarkebeek and Bellebeek after 2001, and decelerating after 2001 in the Demer subbasin.

The machine learning methods incorporate the urban fraction upstream from the flood polygons as predictor: for flood events occurring before 1999, these fractions were derived from the adjusted 1995 LULC data, for flood events occurring between 1999 and 2005, the land use dataset of 2001 was used and for flood events after 2005, the land use dataset of 2012 was used to derive the urban fractions.

Statistical methods

Machine learning aims to develop data-driven methods which improve with increasing experience or learning [39]. These data-driven learning methods provide a range of advantages, including a greater flexibility in data assumptions and less reliance on expert knowledge, which makes them also applicable in flood risk and susceptibility assessments [40–44]. A range of different methods have been developed, of which two were applied to our data: Support Vector Regression (SVR) and Boosted Regression Trees (BRT). The accuracy of each model was assessed with the Root Mean Square Error (RMSE) and relative RMSE, calculated by dividing the RMSE by the mean volume of water or area extent of the flooded polygons in each study area, i.e. 11,588 m$^3$ and 47,424 m$^2$ in the Maarkebeek subbasin, 5,473 m$^3$ and 18,397 m$^2$ in the Bellebeek subbasin and 12,423 m$^3$ or 33,753 m$^2$ in the Demer subbasin. The error estimates were calculated based on an independent test-set.
The observations used in the SVR and BRT are the individual flood polygons, since the absence of spatial correlation is not a prerequisite for these methods. This resulted in 48 observations in the Maarkebeek subbasin, 117 observations in the Bellebeek subbasin and 184 observations in the Demer subbasin. The response variables were the volume of water in these flooded polygons and their respective area. There were six predictors included in the models: accumulated precipitation, peak precipitation, upstream urban fraction, mean upstream urban area, edge density of the upstream urban area and the flood polygon’s flow accumulation. Two alternatives for the two meteorological predictors were tested, resulting in four possible combinations of peak precipitation (mm/hr; mm/6 hr) and accumulated precipitation (mm/14 days; mm/30 days). The urban fraction in the area upstream of the flood polygon was also included as a predictor, as were two indices of urban fragmentation and connectivity: (i) the mean area of an urban, upstream polygon (m²), and (ii) the edge density (m/m²) of the urban upstream area, defined as the total circumference of upstream urban areas divided by the total upstream urban area. A higher mean area indicates a more compacted urbanization, whereas a higher edge density indicates a more fragmented upstream urban area. The location of the individual flood polygons in the subbasin was represented in the model by the flow accumulation variable. The flow accumulation was derived from the DEM and equals the number of upstream pixels that drain into an outlet. In this case, the most downstream pixel of each individual flood polygon was taken as the outlet. A pixel with a higher flow accumulation value is located more downstream in the subbasin.

**Support vector regression.** The Support Vector algorithm constitutes a supervised, non-linear learning method which can be applied for classification or regression, in the latter case it is referred to as Support Vector Regression (SVR) [39, 44, 46]. In SVR, the inputs are first mapped to a hyperplane using a kernel function, which can be linear or radial. Next, a linear regression function is constructed in this hyperplane, which minimizes an $\varepsilon$-insensitive loss function. A regularization parameter controls the trade-off between model complexity and the loss function [44, 46, 47]. The models and their parameters were tuned and implemented using the ‘caret’ package in R-software, using repeated k-fold cross-validation [48], with ten repeats and five folds. The importance of the different predictors in the SVR was assessed using the feature selection procedure Recursive Feature Elimination (RFE), a well-known selection method for support vector algorithms. RFE first fits a model to all the predictors and ranks the features based on their importance in this model. Next, in an iterative process a model is trained while leaving out one feature based on its ranking, thus also determining the best feature subset size and composition [49]. The average adjusted R² and its standard deviation over the different resampling loops were used to assess the importance of each predictor [48].

**Boosted regression trees.** Tree-based models, like BRT, use binary splits to partition the predictor space into homogeneous regions. These hierarchical decision trees automatically take into account interactions between predictors and are insensitive to outliers. However, small changes in training data can give different results [50]. Consequently, single tree models are unstable [51]. Boosting is a method to increase the model accuracy by combining a large number of single tree models to optimize the predictive performance. This is done in a stepwise, iterative way where a new tree is fitted on the residuals of the model [50]. Three parameters need to be specified to fit a BRT: (i) the learning rate, i.e. the weight given to each tree as it is added to the model, (ii) the tree complexity or the number of nodes in a tree and (iii) the number of trees required, which is controlled by the learning rate and tree complexity [46, 50]. The ‘train’ function in the ‘caret’ package of the R-software was used to set the optimal values of the learning rate and tree complexity for each of the study areas [48]. Next, the package ‘dismo’ of R was used to determine their optimal tree sizes and to develop the BRT [52]. Table 2 shows the results of this parameter tuning. The results of the BRT are visualized by partial dependence plots.
These plots show the effect of a predictor on the response while accounting for the average effect of all other predictors. Though not a perfect representation, especially when the predictors are correlated, these plots provide a useful basis for the interpretation of the model [50].

**Sensitivity analysis.** A sensitivity analysis was performed to assess which of the candidate predictors influence the flood volume models' outputs most. In this analysis, the input values were perturbed One at A Time (OAT). The impact of these perturbations was assessed by a sensitivity index, where $M$ is the number of factors in the model, $x_i$ is the nominal value of the $i$-th input factor, $g$ is the model's response and $\Delta_i$ is the variation of the input factor [53, 54]:

$$S_i(x) = \text{abs} \left( \frac{g(x_1, \ldots, x_i + \Delta_i, \ldots, x_M) - g(x_1, \ldots, x_i, \ldots, x_M)}{\Delta_i} \right).$$

This OAT approach was performed for several $\Delta_i$ and the mean $S_i$ and its standard deviation were calculated to assess each factor’s sensitivity: a higher $S_i$ indicates a higher sensitivity [53]. The perturbations were chosen so that the entire range of the factor was covered. The perturbed nominal values were randomly based on one of the observations for each study area: the flood event recorded on 30/12/1993 was selected for the Maarkebeek subbasin, for the Demer subbasin the recorded flood event on 12/11/2010 was selected, and for the Bellebeek subbasin the observation on 05/08/2002 was selected.

**Results**

**Support vector regression**

Table 3 shows the RMSE and relative RMSE for the different SVR model configurations predicting flood volume and extent in the three studied subbasins. These error estimates show little variation when different combinations of meteorological predictors are implemented in the models. The errors are high for all three study areas, but lowest for the SVR models predicting flood extent in the Maarkebeek subbasin.

The results of the Recursive Feature Elimination, performed with an accumulated precipitation over 14 days and hourly peak precipitation, are given in Table 4. The predictors are ranked based on the mean $R^2$: a higher mean $R^2$ indicates a higher importance of the predictor in the SVR model. The standard deviation (SD) provides information on the variability of the mean $R^2$. The flow accumulation is ranked first by the RFE in each SVR, the accumulated precipitation is ranked low for all SVR models. The fraction of upstream urban area is ranked third out of six in the SVR of the Maarkebeek subbasin, fourth in the Demer subbasin and fifth in the Bellebeek subbasin. The fragmentation indices, edge density and mean area of the upstream urban areas, are ranked low in the SVR of the Maarkebeek and higher in the SVR of the Demer and the Bellebeek.

**Boosted regression trees**

Table 5 shows the RMSE and relative RMSE of the Boosted Regression Trees for the three subbasins. The RMSE of the BRT models are high for both the flood volume and the area extent,
with the relatively lowest errors obtained in the Maarkebeek subbasin. The error estimates show little variation when different meteorological predictors are used in the models.

Fig 4 shows the partial dependence plots for the Maarkebeek, Bellebeek and Demer subbasins for each predictor of the BRT models predicting flood volume, implementing 14 day accumulated precipitation and hourly peak precipitation as meteorological predictors. The flow accumulation is the most important predictor in the three BRT models with a relative importance of 54.2% in the Maarkebeek BRT model, 72.7% in the Bellebeek model and 64.1% in the Demer model. The fraction of urban area upstream of the flood polygons is the second most important predictor in the BRT models, with the highest importance in the Maarkebeek model (26%). The fragmentation indices, mean area and edge density of the upstream urban area, are of low importance (< 5%) in the BRT models, except for the edge density in the BRT model of the Maarkebeek basin (9.3%). The meteorological variables, accumulated precipitation and peak precipitation, are of relatively little importance in the models, which is also reflected by the results in Table 5 showing little variation with different meteorological

### Table 3. RMSE and relative RMSE (%) of the support vector regressions for the three subbasins testing different meteorological predictors.

|       | Maarkebeek |       | Demer |       | Bellebeek |
|-------|------------|-------|-------|-------|-----------|
|       | Vol RMSE (m³) | rRMSE (%) | RMSE (m³) | rRMSE (%) | RMSE (m³) | rRMSE (%) |
| PS14—PP | 11,292 | 97 | 19,192 | 155 | 7,725 | 141 |
| PS14—PP6 | 11,993 | 103 | 19,255 | 155 | 7,595 | 139 |
| PS30—PP | 11,449 | 99 | 19,329 | 156 | 7,899 | 144 |
| PS30—PP6| 13,219 | 114 | 19,404 | 156 | 7,928 | 145 |
|       | Area RMSE (m²) | rRMSE (%) | RMSE (m²) | rRMSE (%) | RMSE (m²) | rRMSE (%) |
| PS14—PP | 27,722 | 58 | 67,064 | 199 | 39,688 | 216 |
| PS14—PP6 | 27,756 | 59 | 64,360 | 191 | 39,006 | 212 |
| PS30—PP | 27,821 | 59 | 71,790 | 213 | 39,648 | 216 |
| PS30—PP6 | 27,855 | 59 | 71,903 | 213 | 39,301 | 214 |

The dependent variable is the volume of water in an individual polygon (Vol; m³) and its area extent (Area; m²) (Maarkebeek: 48 obs., Bellebeek: 117 obs., Demer: 184 obs.). The independent, meteorological variables tested are accumulated precipitation (PS14; mm/14 days and PS30; mm/30 days) and peak precipitation (PP; mm/hr and PP6; mm/6 hr). Other independent variables included in the analyses are the flood polygons’ flow accumulation, fraction of the urban area upstream to each flood polygon, and mean area (m²) and edge density (m/m²) of upstream urban patches.

https://doi.org/10.1371/journal.pone.0239583.t003

### Table 4. Results of the Recursive Feature Elimination (RFE) of the support vector regression.

|       | MAARKEBEEK |       | DEMER |       | BELLEBEEK |
|-------|------------|-------|-------|-------|-----------|
|       | mean R² | SD | rank | Mean R² | SD | rank | Mean R² | SD | rank |
| Flow Acc | 0.46 | 0.075 | 1 | 0.079 | 0.013 | 1 | 0.72 | 0.064 | 1 |
| PeakP | 0.31 | 0.063 | 2 | 0.042 | 0.015 | 5 | 0.022 | 0.013 | 4 |
| PrecSum | 0.20 | 0.051 | 5 | 0.006 | 0.005 | 6 | 0.004 | 0.018 | 6 |
| Upstream Urban | 0.31 | 0.101 | 3 | 0.032 | 0.008 | 4 | 0.022 | 0.021 | 5 |
| Mean Area | 0.28 | 0.066 | 4 | 0.055 | 0.017 | 2 | 0.036 | 0.038 | 2 |
| Edge density | 0.20 | 0.063 | 6 | 0.036 | 0.010 | 3 | 0.024 | 0.018 | 3 |

The dependent variable is the volume of water in an individual polygon (Vol; m³) (Maarkebeek: 48 obs., Bellebeek: 117 obs., Demer: 184 obs.). The independent variables are the accumulated precipitation (PrecSum; mm/14 days), peak precipitation (PeakP; mm/hr), flow accumulation (Flow Acc), fraction of the urban area upstream to each flood polygon (Upstream Urban), mean area of upstream urban patches (Mean Area; m²) and edge density of upstream urban patches (m/m²). The mean R² and its standard deviation (SD) over the different resampling loops are provided as measures of importance for each predictor. The rank of each predictor, based on its mean R², is also given.

https://doi.org/10.1371/journal.pone.0239583.t004
These predictors are most important in the Demer model with an importance of 8.2% for the accumulated precipitation and 7.1% for the peak precipitation.

Overall, the partial dependence plots of flow accumulation in Fig 4 show that a higher value for flow accumulation results in a higher flood volume, indicating that zones close to the outlet are more prone to flooding. In the Maarkebeek model, the partial dependence plot indicates that higher upstream urban fractions contribute to flood volume, while this predictor has a negative effect in the Bellebeek and Demer models. Some of the partial dependence plots also indicate contra-intuitive and unlikely results. The partial dependence plot of the accumulated precipitation in the BRT model of the Maarkebeek basin indicates that a higher accumulated precipitation results in a lower volume of flood water. In the models of the Bellebeek basin and Demer subbasin, a higher peak precipitation or accumulated precipitation, resp., results in a lower flood volume.

### Sensitivity analysis

The sensitivity analysis was performed on one single flood volume model configuration for each of the machine learning methods, namely the models implementing the 14 day accumulated precipitation and hourly peak precipitation, as the models implementing these meteorological factors have the lowest RMSE in predicting flood volume. The results of the sensitivity analysis are given in Fig 5. These results show that the SVR models are most sensitive to variations in the input data, although the BRT have the highest standard deviations of the mean $S_i$. This is because the $S_i$ of the BRT models follow the patterns shown in the partial dependence plots (see Fig 4): in some ranges of the factor values the $S_i$ are zero, which means that a change in the factor does not result in a change of the flood volume; in other areas the sensitivity is higher, explaining the relatively high standard deviations of the $S_i$. Overall, the models show a relatively high sensitivity to variations in the urban area fraction and the precipitation factors.

### Discussion

The relationship between soil sealing due to urbanization and flood volume and extent, derived from a spatial flood archive, was analyzed for three subbasins in Flanders using two machine learning methods, Support Vector Regressions and Boosted Regression Trees. Both these
methods have been applied in environmental research [46, 55, 56], including flood susceptibility mapping and regional flood frequency analysis [40–44]. Machine learning methods do not assume a linear relationship between variables and allow for observations to be spatially correlated, making them also promising for a data-driven analysis of the relationship between urbanization and flood volume and extent, given the complexity of the relationship between floods and land use changes, including urbanization [1]. The individual flood polygons could therefore be implemented as observations in the SVR and BRT models and the locations of these polygons were included through their flow accumulation, thus increasing the sample size in each subbasin and making the statistical analyses spatially explicit. However, since this analysis derived the response variables from the spatial flood archive, the temporal dynamics of soil sealing on infiltration-excess surface runoff, resulting in higher and faster peak flows [1, 3], were disregarded.
The empirical analysis of Putro et al. [57] shows an upward trend in runoff totals in urbanized catchments. The hypothesis of a similar trend in flood volume and extent cannot be confirmed by our analysis using SVR and BRT, as no clear relationship with the urban area indicators is identified, model accuracy is low with both statistical methods and a number of unlikely associations, e.g. higher precipitation resulting in lower flood volumes, are present in all models. A possible explanation is the limited sample size, and consequently limited training set size, in our analyses, as only respectively 48, 117 and 184 flood events occurred between 1988 and 2016 in the Maarkebeek, Bellebeek and Demer subbasins. A regional analysis, pooling flood polygons from more subbasins than the three study areas included in this research, may improve model accuracy [58]. Overall, a lower RMSE was achieved with the SVR models, which were also found to be more sensitive to variations in the input data. The better model performance of the SVR methods is contrary to the findings of Heremans et al. [46], indicating that in sub-pixel land use classification, the accuracy of SVR models is more impacted by small training set sizes than BRT. The models with the lowest error were obtained for the Maarkebeek subbasin, which is the smallest, least urbanized study area. The urban fraction in the models of this subbasin also has a larger impact on flood volume compared to the other study areas (Table 4). This could be explained by the scale-effect [59]: the impact of land use and vegetation decreases with catchment size. This may indicate that the studied subbasins are too large to assess the effect of urbanization on flood volume and extent.

As in process-based hydrological and hydraulic models, uncertainty in the input data of the models is also an important source of error in data driven models [12, 20]. The meteorological, flood and land use data were therefore studied for potential errors.

The meteorological data, used to derive the meteorological predictors, were retrieved from the weather station closest to the studied subbasins. However, convective, local storm events causing floods may be underestimated by these point observations. This could cause inaccuracies when the precipitation station data are applied to local flood polygons. The precipitation indicators derived from these data showed a relatively high sensitivity in the models predicting flood volume, indicating that these inaccuracies may have a large impact. Integrating data from multiple weather stations or using spatially explicit rainfall maps derived from RADAR images may improve model results.

The flood volumes and area extents, used as the dependent variable in the statistical analyses, were derived from the geospatial archive of the contours of the flooded areas in Flanders as recorded between 1988 and 2016. To assess the accuracy of the derived volumes, a linear
regression was performed for the three study areas between the volume of water in flood polygons, summed per flood event, and the measured peak discharge during these flood events at the outlet of the basins [60]. It was assumed that a monotone increasing relationship exists between these variables: a higher peak discharge would result in a higher volume of water in the flood plains. The results of these regressions are shown in Fig 6. The best relationship was obtained in the Maarkebeek basin with an adjusted $R^2$ of 0.56, the relationships in the Bellebeek and Demer basins resulted in negative adjusted $R^2$. This exploratory analysis might indicate a poor relationship between the measured peak discharge and the derived flood volumes, which could indicate the presence of errors in the flood contours and DEM. Another possible explanation is that the recorded polygons do not always represent the maximum extent of the flooded zones, but an average or accidental extent. Especially flood contours recorded before the year 2000 may contain inaccuracies, since these polygons were digitized from analogue recordings. The consistent use of modern techniques, such as the use of drone technology or orthophotos to map the extent of flooded areas may help to reduce these errors.

The urban fraction is another important input factor in the statistical models, included in the machine learning methods as the fraction of upstream urban area from every flood polygon. These fractions were derived from three land use maps spanning the 1995–2010 period, a low number considering the rate of urbanization in Flanders [25]. The assumption was made that each land use map was representative for a number of years, linking several of the flood events to one land use dataset. These assumptions may have introduced errors in the estimated urban fractions, which can only be improved when more land use datasets become available.
Another limitation for the land use datasets was the sparse or inadequate metadata, especially about the datasets’ quality. The metadata was largely missing for the 1995 land use dataset, while for the 2001 dataset only the mean squared positional error was reported without further explanation [33]. However, the metadata information regarding accuracy for the 2012 land use dataset was complete and indicated a high positional accuracy with a kappa-coefficient of 89.6% [34]. A land use trajectory analysis was performed to remove some of the inconsistencies in the classification between the land use datasets. However, some inconsistencies remain, especially between the land use map of 2001 and those of 1995 and 2012: the area fraction of forest and arable land are both lower in 2001 than they are in 1995 and 2012, indicating that this is most likely an inconsistency in this land use map and possibly due to the more generalized classes in 2001 (9 classes) as compared to 1995 (27 classes) and 2012 (14 classes). This difference in classification impedes the statistical analyses, as the sensitivity analysis indicated that the statistical models were sensitive to variations in urban fractions.

Conclusion

The generally accepted hypothesis, that the expansion of soil sealing leads to increased flood volumes downstream, cannot conclusively be confirmed by the results of our analyses. Though the urban fraction is an important indicator in the machine learning models, the RMSE is high and the models reveal inconsistencies, such as a negative associations between accumulated precipitation and flood volume.

This finding may be partly explained by errors in the datasets: the boundaries present in the geospatial flood archive may not be fully correct due to digitization errors or may not always show the maximum extent of the floods; the land use data had different classification schemes, which could introduce errors in the derived urban fractions; and point observations from the meteorological stations may have missed local heavy precipitation intensities causing floods. The sensitivity analysis shows that the models, in particular the SVR models, are sensitive to these inaccuracies. Consistency in the monitoring of flood extents and in the classification of land use datasets is therefore important to allow data-driven analyses. Long-term flood monitoring will also help increase the currently limited sample size. Another possible explanation for the high RMSE and model inconsistencies could be the scale-effect [59], which states that the impact of land use and vegetation on flood events decreases with catchment size. This could be reflected in the fact that the models with the lowest error were obtained in the smallest study area, namely the Maarkebeek subbasin.

Despite these limitations, it was found that the machine learning methods applied in this study, Support Vector Regression and Boosted Regression Trees, were suitable for a data-driven analysis of the relationship between urbanization and flood volume and extent. Due to the more flexible data assumptions in these machine learning methods, the individual polygons could be considered as observations, thus increasing the observation sample size and allowing the location of these polygons to be included in the models. Consequently, the presented machine learning analyses are spatially explicit.

In conclusion, we can state that SVM and BRT are promising approaches for the empirical, data-driven assessment of the relationship between soil sealing and flood volume and extent. Clearly, there are data limitations to overcome, such as inconsistencies and inaccuracies as well as the limited length of the time series of flood extents. Of course, these limitations will also affect the performance of approaches based on mechanistic models. The data limitations indicate the need for a continued consistent monitoring of both flood events and land use changes in order to allow for more consistent outcomes of a data-driven analysis.
Supporting information

S1 Data. Dataset of the Maarkebeek subbasin. ID = flood polygon ID, year = year of the flood occurrence, Vol = volume of water in flood polygon (m$^3$), Area = extent of flood polygon (m$^2$), PrecSum14 = 14 day accumulated precipitation (mm/14 days), PrecSum30 = 30 day accumulated precipitation (mm/30 days), PP = hourly peak precipitation (mm/hr), PP6 = 6 hourly peak precipitation (mm/6 hr), Flow_Acc = flow accumulation in flood polygon (nr of pixels upstream of flood polygon), Urban = urban fraction upstream of flood polygon, Edgedens = edge density of urban area upstream of flood polygon, Mean_Area = mean area (m$^2$) of urban area upstream of flood polygon.

S2 Data. Dataset of the Bellebeek subbasin. ID = flood polygon ID, year = year of the flood occurrence, Vol = volume of water in flood polygon (m$^3$), Area = extent of flood polygon (m$^2$), PrecSum14 = 14 day accumulated precipitation (mm/14 days), PrecSum30 = 30 day accumulated precipitation (mm/30 days), PP = hourly peak precipitation (mm/hr), PP6 = 6 hourly peak precipitation (mm/6 hr), Flow_Acc = flow accumulation in flood polygon (nr of pixels upstream of flood polygon), Urban = urban fraction upstream of flood polygon, Edgedens = edge density of urban area upstream of flood polygon, Mean_Area = mean area (m$^2$) of urban area upstream of flood polygon.

S3 Data. Dataset of the Demer subbasin. ID = flood polygon ID, YMD = year, month and day of the flood occurrence, Vol = volume of water in flood polygon (m$^3$), Area = extent of flood polygon (m$^2$), PrecSum14 = 14 day accumulated precipitation (mm/14 days), PrecSum30 = 30 day accumulated precipitation (mm/30 days), PP = hourly peak precipitation (mm/hr), PP6 = 6 hourly peak precipitation (mm/6 hr), Flow_Acc = flow accumulation in flood polygon (nr of pixels upstream of flood polygon), Urban = urban fraction upstream of flood polygon, Edgedens = edge density of urban area upstream of flood polygon, Mean_Area = mean area (m$^2$) of urban area upstream of flood polygon.

Acknowledgments

We acknowledge the Royal Meteorological Institute, the Flemish Environment Agency and the Flemish Information Agency for the provisioning of the source datasets.

Author Contributions

Conceptualization: Karen Gabriels, Patrick Willems, Jos Van Orshoven.
Data curation: Karen Gabriels.
Formal analysis: Karen Gabriels.
Funding acquisition: Karen Gabriels, Patrick Willems, Jos Van Orshoven.
Investigation: Karen Gabriels.
Methodology: Karen Gabriels, Patrick Willems, Jos Van Orshoven.
Project administration: Karen Gabriels.
Resources: Karen Gabriels.
Software: Karen Gabriels.
Supervision: Patrick Willems, Jos Van Orshoven.
Validation: Karen Gabriels.
Visualization: Karen Gabriels.
Writing – original draft: Karen Gabriels.
Writing – review & editing: Karen Gabriels, Patrick Willems, Jos Van Orshoven.

References
1. Bronstert A, Niehoff D, Bürger G. Effects of climate and land-use change on storm runoff generation: Present knowledge and modelling capabilities. Hydrol. Process. 2002; 16: 509–529. https://doi.org/10.1002/hyp.326.
2. Lin YP, Hong NM, Wu PJ, Wu CF, Verburg PH. Impacts of land use change scenarios on hydrology and land use patterns in the Wu-Tu watershed in Northern Taiwan. Landsc. Urban Plan. 2007; 80: 111–126. https://doi.org/10.1016/j.landurbplan.2006.06.007.
3. Miller JD, Hess T. Urbanisation impacts on storm runoff along a rural-urban gradient. J. Hydrol. 2017; 552: 474–489. https://doi.org/10.1016/j.jhydrol.2017.06.025.
4. United Nations. World Urbanization Prospects: The 2018 Revision. New York; 2019. https://doi.org/10.4054/demres.2005.12.9.
5. IPCC. Climate Change 2014: Synthesis Report. Contribution of Working Groups I, II and III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Core Writing Team, Pachauri RK, Meyer LA, editors. Geneva, Switzerland; 2014. 151 p.
6. Liu J, Shi Z. Quantifying land-use change impacts on the dynamic evolution of flood vulnerability. Land use policy. 2017; 65: 198–210. https://doi.org/10.1016/j.landusepol.2017.04.012.
7. Chu A, Lin Y-C, Chiueh P-T. Incorporating the effect of urbanization in measuring climate adaptive capacity. Land use policy. 2017; 68: 28–38. https://doi.org/10.1016/j.landusepol.2017.07.019.
8. Kalantari Z, Lyon SW, Folkeson L, French HK, Stolle J, Jansson PE, et al. Quantifying the hydrological impact of simulated changes in land use on peak discharge in a small catchment. Sci. Total Environ. 2014; 466–467: 741–754. https://doi.org/10.1016/j.scitotenv.2013.07.047.
9. Braud I, Breil P, Thollot F, Lagouy M, Branger F, Jacquiernet C, et al. Evidence of the impact of urbanization on the hydrological regime of a medium-sized periurban catchment in France. J. Hydrol. 2013; 485: 5–23. https://doi.org/10.1016/j.jhydrol.2012.04.049.
10. Sajikumar N, Remya RS. Impact of land cover and land use change on runoff characteristics. J Environ Manage. 2015; 161: 460–8. https://doi.org/10.1016/j.jenvman.2014.12.041 PMID: 25575849
11. Huang Q, Wang J, Li M, Fei M, Dong J. Modeling the influence of urbanization on urban pluvial flooding: a scenario-based case study in Shanghai, China. Nat Hazards. 2017; 87(2): 1035–55. https://doi.org/10.1016/j.nahaz.2013.03.014.
12. Pappenberger F, Beven KJ, Hunter NM, Bates PD, Gouweleeuw BT, Thileen J, et al. Cascading model uncertainty from medium range weather forecasts (10 days) through a rainfall-runoff model to flood inundation predictions within the European Flood Forecasting System (EFFS). Hydrol Earth Syst Sci. 2005; 9(4): 381–93. https://doi.org/10.5194/hess-9-381-2005.
13. Yu D, Lane SN. Urban fluvial flood modelling using a two-dimensional diffusion-wave treatment, part 2: Development of a sub-grid-scale treatment. Hydrol Process. 2006; 20(7): 1567–83. https://doi.org/10.1002/hyp.5935.
14. Yu D, Lane SN. Urban fluvial flood modelling using a two-dimensional diffusion-wave treatment, part 1: Mesh resolution effects. Hydrol Process. 2006; 20(7): 1541–65. https://doi.org/10.1002/hyp.5936.
15. Liu Z, Menwade V. Accounting for model structure, parameter and input forcing uncertainty in flood inundation modeling using Bayesian model averaging. J Hydrol. 2018; 565(August): 138–49. https://doi.org/10.1016/j.jhydrol.2018.08.009.
16. Bailes JD, Wagner CR. Sources of uncertainty in flood inundation maps. J Flood Risk Manag. 2009; 2(2): 139–47. https://doi.org/10.1111/j.1753-318X.2009.01029.x.
17. Teng J, Jakeman AJ, Vaze J, Croke BFW, Dutta D, Kim S. Flood inundation modelling: A review of methods, recent advances and uncertainty analysis. Environ Model Softw. 2017; 90: 201–16. https://doi.org/10.1016/j.envsoft.2017.01.006.
18. Pappenberger F, Matgen P, Beven KJ, Henry JB, Pfister L, Fraipont P. Influence of uncertain boundary conditions and model structure on flood inundation predictions. Adv Water Resour. 2006; 29(10): 1430–49. https://doi.org/10.1016/j.adwres.2005.11.012.
19. Andréassian V, Le Moine N, Perrin C, Ramos MH, Oudin L, Mathevet T, et al. All that glitters is not gold: The case of calibrating hydrological models. Hydrol Process. 2012; 26(14): 2206–10. https://doi.org/10.1002/hyp.9264.

20. Merwade V, Olivera F, Arabi M, Edleman S. Uncertainty in Flood Inundation Mapping: Current Issues and Future Directions. J Hydrol Eng. 2008; 13(7): 608–20. https://doi.org/10.1061/(ASCE)1084-0699(2008)13.

21. Gupta VK, Mantilla R, Troutman BM, Dawdy D, Krajewski WF. Generalizing a nonlinear geophysical flood theory to medium-sized river networks. Geophys Res Lett. 2010; 37(11): 1–6. https://doi.org/10.1029/2009GL041540.

22. Merz B, Kreibich H, Lall U. Multi-variate flood damage assessment: A tree-based data-mining approach. Nat Hazards Earth Syst Sci. 2013; 13: 53–64. https://doi.org/10.5194/nhess-13-53-2013.

23. Agentschap Informatie Vlaanderen; Vlaamse Milieumaatschappij. Recent overstromende gebieden [Internet], 2017. Available from: http://www.geopunt.be/catalogus/datasetfolder/6BC263EB-F4DF-4B16-963B-840CD2EFAACF

24. Van Orshoven J. Van nature overstroombare en recent overstroomde gebieden in Vlaanderen. In: Proceedings of the Study Day on ‘Space for Water, The Best Insurance Against Flooding’, Brussels, Belgium; 2001. pp. 1–22.

25. Poelmans L, Van Rompaey A. Detecting and modelling spatial patterns of urban sprawl in highly fragmented areas: A case study in the Flanders-Brussels region. Landsc. Urban Plan. 2009; 93: 10–19. https://doi.org/10.1016/j.landurbplan.2009.05.018.

26. Brouwers J, Peeters B, Van Steertegem M, Van Lipzig N, Wouters H, Beullens J, et al. MIRAK klimaatrapport. 2015.

27. European Environment Agency. Imperviousness and imperviousness change. 2017 [cited 2019 January 18]. Available from: https://www.eea.europa.eu/data-and-maps/indicators/imperviousness-change-1/assessment.

28. Agentschap Informatie Vlaanderen. Voorlopig referentiebestand gemeentegrenzen, toestand 17/08/2017—correctie [Internet], 2018. Available from: http://www.geopunt.be/catalogus/datasetfolder/463322e3-5041-4be4-8cb2-c495994ca217.

29. Agentschap Informatie Vlaanderen; Vlaamse Milieumaatschappij; Vlaamse Hydrografische Atlas—Zones, 12 maart 2020 [Internet], 2020. Available from: http://www.geopunt.be/catalogus/datasetfolder/3c22f409-ed0e-4867-50cfd4e853b1.

30. Agentschap Informatie Vlaanderen; Vlaamse Milieumaatschappij; Watlab. DHM-Vlaanderen, raster, 5 m [Internet], 2006. Available from: http://www.geopunt.be/catalogus/datasetfolder/B5C62D89-A0C4-4228-B359-6FCAB7020C50.

31. Gulinck H, Dufourmont P, Wouters P, Sanders J. Ontwikkeling van een gebiedsdekkende informatie-laag afgeleid uit satellietbeelden als basis voor monitoring en structuurkartering van het landelijk gebied in Vlaanderen. 1996.

32. Honnay O, Piessens K, Van Landuyt W, Hermy M, Gulinck H. Satellite based land use and landscape complexity indices as predictors for regional plant species diversity. Landsc Urban Plan. 2003; 63(4): 241–50. https://doi.org/10.1016/S0169-2046(02)00194-9.

33. Agentschap Informatie Vlaanderen. Bodembedekkingsbestand, opname 2001. 2002 [cited 2019 January 18]. Available from: http://www.geopunt.be/catalogus/datasetfolder/F14B3B46-5728-4E55-8DF9-D45D3A7A233.

34. Agentschap Informatie Vlaanderen. Bodembedekkingskaart (BBK), 5m resolutie, opname 2012 [Internet], 2016. Available from: http://www.geopunt.be/catalogus/datasetfolder/cbd76a37-027a-48ed-a5fe-012d5f6db55b.

35. Verbeiren B, Van De Voorde T, Canters F, Binard M, Cornet Y, Batelaan O. Assessing urbanisation effects on rainfall-runoff using a remote sensing supported modelling strategy. Int. J. Appl. Earth Obs. Geoinf. 2012; 21: 92–102. https://doi.org/10.1016/j.jag.2012.08.011.

36. Carmona A, Nahuelhual L. Combining land transitions and trajectories in assessing forest cover change. Appl. Geogr. 2012; 32: 904–915. https://doi.org/10.1016/j.apgeog.2011.09.006.

37. Wang D, Gong J, Chen L, Zhang L, Song Y, Yue Y. Spatio-temporal pattern analysis of land use/cover change trajectories in Xihe watershed. Int. J. Appl. Earth Obs. Geoinf. 2012; 14: 12–21. https://doi.org/10.1016/j.jag.2011.08.007.

38. Powell SL, Cohen WB, Yang Z, Pierce JD, Alberti M. Quantification of impervious surface in the Snohomish Water Resources Inventory Area of Western Washington from 1972–2006. Remote Sens. Environ. 2008; 112: 1895–1908. https://doi.org/10.1016/j.rse.2007.09.010.

39. Jordan MI, Mitchell TM. Machine learning: Trends, perspectives, and prospects. Science 2015; 349: 255–260. https://doi.org/10.1126/science.aaa8415 PMID: 26185243
Lee S, Kim JC, Jung HS, Lee MJ, Lee S. Spatial prediction of flood susceptibility using random-forest and boosted-tree models in Seoul metropolitan city, Korea. Geomatics, Nat. Hazards Risk 2017; 8: 1185–1203. https://doi.org/10.1080/19475705.2017.1308971.

Lee Y, Brody SD. Examining the impact of land use on flood losses in Seoul, Korea. Land use policy 2018; 70: 500–509. https://doi.org/10.1016/j.landusepol.2017.11.019.

Mojaddadi H, Pradhan B, Nampak H, Ahmad N, bin Ghazali AH. Ensemble machine-learning-based geospatial approach for flood risk assessment using multi-sensor remote-sensing data and GIS. Geomatics, Nat. Hazards Risk 2017; 8: 1080–1102. https://doi.org/10.1080/19475705.2017.1294113.

Tehrany MS, Pradhan B, Jebrur MN. Flood susceptibility mapping using a novel ensemble weights-of-evidence and support vector machine models in GIS. J. Hydrol. 2014; 512: 332–343. https://doi.org/10.1016/j.jhydrol.2014.03.008.

Gizaw MS, Gan TY. Regional Flood Frequency Analysis using Support Vector Regression under historical and future climate. J. Hydrol. 2016; 538: 387–398. https://doi.org/10.1016/j.jhydrol.2016.04.041.

Tarboton D, Bras R, Rodriguez-Iturbe I. On the extraction of channel networks from digital elevation data. Hydrol. Process. 1991; 5: 81–100. https://doi.org/10.1002/hyp.3360050107.

Heremans S, Van Orshoven J. Machine learning methods for sub-pixel land cover classification in the spatially heterogeneous region of Flanders (Belgium): a multi-criteria comparison. Int. J. Remote Sens. 2015; 36: 2934–2962. https://doi.org/10.1080/01431161.2015.1054047.

Smola AJ, Schölkopf B. A tutorial on support vector regression. Stat. Comput. 2004; 14: 199–222. https://doi.org/10.1023/B:STCO.0000035301.49549.88.

Kuhn M. Building Predictive Models in R Using the caret Package. J. Stat. Softw. 2008; 28: 1–26. https://doi.org/10.18637/jss.v028.i07 PMID: 27774042

Guyon I, Weston J, Barnhill S, Vapnik V. Gene selection for cancer classification. Mach. Learn. 2002; 46: 389–422. https://doi.org/10.1108/033216406010919020.

Elith J, Leathwick JR, Hastie T. A working guide to boosted regression trees. J. Anim. Ecol. 2008; 77: 802–813. https://doi.org/10.1111/j.1365-2656.2008.01390.x PMID: 18397250

Strobl C, Malley J, Tutz G. An Introduction to Recursive Partitioning: Rationale, Application, and Characteristics of Classification and Regression Trees, Bagging, and Random Forests. Psychol. Methods 2009; 14: 323–348. https://doi.org/10.1037/a0016973 PMID: 19963996

Hijmans RJ, Phillips S, Leathwick JR, Elith, J. Package ‘dismo’. 2016.

Pianosi F, Beven K, Freer J, Hall JW, Rougier J, Stephenson DB, et al. Sensitivity analysis of environmental models: A systematic review with practical workflow. Environ. Model. Softw. 2016; 79: 214–232. https://doi.org/10.1016/j.envsoft.2016.02.008.

Francos A, Ebroza FJ, Bouraoui F, Bidoglio G, Galbiati L. Sensitivity analysis of distributed environmental simulation models: Understanding the model behaviour in hydrological studies at the catchment scale. Reliab. Eng. Syst. Saf. 2003; 79: 205–218. https://doi.org/10.1016/S0951-8320(02)00231-4.

Ottoy S, De Vos B, Sindayihebura A, Hermy M, Van Orshoven J. Assessing soil organic carbon stocks under current and potential forest cover using digital soil mapping and spatial generalisation. Ecol Indic. 2017; 77: 139–50. https://doi.org/10.1016/j.ecolind.2017.02.010.

Sindayihebura A, Ottoy S, Dondeyne S, Van Meirvenne M, Van Orshoven J. Comparing digital soil mapping techniques for organic carbon and clay content: Case study in Burundi’s central plateaus. Catena. 2017; 156(February): 161–75. https://doi.org/10.1016/j.catena.2017.04.003.

Putro B, Kjeldsen TR, Hutchins MG, Miller J. An empirical investigation of climate and land-use effects on water quantity and quality in two urbanising catchments in the southern United Kingdom. Sci Total Environ. 2016; 548–549: 164–72. https://doi.org/10.1016/j.scitotenv.2015.12.132.

Mostofi Zadeh S, Burn DH. A Super Region Approach to Improve Pooled Flood Frequency Analysis. Can Water Resour J. 2019; 44(2): 146–59. https://doi.org/10.1080/07011784.2018.1548946.

Blöschl G, Arcioni-Bardin S, Bonell M, Dorninger M, Goodrich D, Gutknecht D, et al. At what scales do climate variability and land cover change impact on flooding and low flows? Hydrol. Process. 2007; 21: 1241–1247. https://doi.org/10.1002/hyp.

Vlaamse Milieumaatschappij, Waterbouwkundig Laboratorium, Maritieme Dienstverlening & Kust, De Vlaamse Waterweg nv. Waterinfo.be [Internet]. 2020. Available from: https://www.waterinfo.be/default.aspx?path=NL/Thema/Overstroming_Actueel&KL=en.