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We investigate the ionic current modulation in DNA nanopore translocation setups by numerically solving the electrokinetic mean-field equations for an idealized model. Specifically, we study the dependence of the ionic current on the relative length of the translocating molecule. Our simulations show a significantly smaller ionic current for DNA molecules that are shorter than the pore at low salt concentrations. These effects can be ascribed to the polarization of the ion cloud along the DNA that leads to an opposing electric dipole field. Our results for DNA shine light on the observed discrepancy between infinite pore models and experimental data on various sized DNA complexes.

I. INTRODUCTION

The basis of molecule sensing using nanopores is the modulation of the ionic current in a setup where two electrolyte reservoirs are connected by a nanopore. An externally applied electric field causes an ionic current and drives a charged particle or molecule through the nanopore. During the translocation a salt-dependent ionic current modulation can be observed. Such systems have been employed for a range of analytes from DNA and proteins to viruses, and via numerical simulations as observed by Wang, Ermann, and Keyser.

A recent study even combined the nanopore sensing with machine learning to differentiate different coronaviruses based on their footprint in the current signal. Nanopore sensing has been thoroughly investigated to study the current modulation caused by DNA molecules, both experimentally and via numerical simulations using a multitude of simulation approaches. A general overview of hydrodynamic and transport phenomena in solid-state nanopores is given in several review articles. In theory such systems have often been investigated with so-called infinite pore models. These models neglect any finite-length effects of the DNA molecule or the pore by inherently assuming a translational symmetry. For the translocation of a single double-stranded DNA (dsDNA) molecule through a cylindrical pore it has been shown that infinite pore models agree very well with the experimental data for the current modulation. While in these dsDNA nanopore systems the assumption of an infinitely short pore holds, we want to explore the opposite limit in which the analyte size approaches the length of the pore or is even shorter than the pore. Therefore, we cover analyte-to-pore length ratios smaller than unity. This range might, e.g., be relevant for DNA origami sensing systems that incorporate glass nanocapillary pores with a sensing length of a few hundred nanometers. These models neglect any finite-size effects of the DNA ends present in the pore. These effects are expected to be much more noticeable for pores with a large sensing length and cannot be resolved in typical DNA sensing setups with solid-state nanopores due to the high demands on the ionic current sampling rate on the order of hundreds of MHz.

Although we are not explicitly modeling a system of DNA origamis, the physical mechanism, i.e., the ion cloud polarization, leading to the observed reduction in the ionic current is transferable to such systems. Future modeling approaches in this direction based on the work presented here might also explain the non-monotonic behavior of the cross-over salt concentration as a function of the length of the origami molecule as observed by Wang, Ermann, and Keyser.

II. THE DNA-NANOPORE MODEL

The model under study incorporates two electrolyte reservoirs with a monovalent electrolyte solution of varying concentration that are connected by a cylindrical nanopore. The DNA is modeled as a cylindrical object with rounded ends fixed at the center of the pore. The DNA ends are modeled as hemispherical caps of the same diameter as the DNA. We mainly follow the modeling approach as described in Ref. 28. However, while Ref. 28 neglects any finite size effects of the pore and the DNA molecule, the model in this work explicitly takes these effects into account. The sketch in Fig. 1 shows the whole simulation domain with the two electrolyte reservoirs, the connecting nanopore and the DNA in the center of the pore. The diameter of the pore is 10 nm while the investigated pore length is 40 nm. The length of the DNA is varied in the range from 0.4 to 1.6 pore lengths (i.e., 16 nm to 64 nm) in order to also investigate the conductivity for systems where the DNA is significantly shorter or larger than the nanopore. The overall system length has been set to 10 times the pore length.

In this study, we present results for a finite pore model in terms of a mean-field level description of the two-reservoir setup in which a DNA molecule is fixed in the center of the pore. Our results show that the ionic current through the pore significantly depends on the molecule length for a range of electrolyte concentrations that typically contain the concentration of zero modulation. Furthermore, we present an interesting effect of a large current modulation when only one of the DNA ends is present in the pore. These effects are expected to be much more noticeable for pores with a large sensing length and cannot be resolved in typical DNA sensing setups with solid-state nanopores due to the high demands on the ionic current sampling rate on the order of hundreds of MHz.
The mean-field model employed in this work is based on solving the electrokinetic equations (Poisson for electrostatics, Nernst-Planck for ion transport, and Stokes for hydrodynamics of the solvent) for a charged cylinder representing the dsDNA in an uncharged cylinder representing the nanopore following the approach in Ref. 28. The Nernst-Planck equation is modified to incorporate the friction between ions and the dsDNA molecule that has previously been found to be crucial for coarsened dsDNA models in order to reproduce experimental and all-atom simulation data on current modulation in nanopores\textsuperscript{22,27}.

The diffusion-advection equation for the fluxes of the ionic species $j_{\pm}$ in the system reads:

$$ j_{\pm} = [-D \nabla + u \mu_{\pm} F_\pm] c_{\pm}, \quad (1) $$

where $D_{\pm}$ is the diffusion constant, $u$ is the fluid velocity, $\mu_{\pm} = \mu_{\pm} / D_{\pm}$ is the ion mobility, $F_\pm$ contains any external forces, and $c_{\pm}$ the ion density. The external forces are comprised of the electrostatic forces and the frictional forces:

$$ F_{\pm} = \varepsilon_{\pm} E - \alpha \omega \left( 0, 0, \frac{\mu}{c_{\pm}} \right). \quad (2) $$

Due to the velocity-dependent frictional force, this results in an algebraic equation for the fluxes along the pore ($z$-component):

$$ f_{\pm}(r, z) = \left[ -D \frac{\partial}{\partial z} + \bar{u}(r, z) + \mu \left( \varepsilon_{\pm} E^z(r, z) - \alpha \omega \frac{\dot{f}_{\pm}(r, z)}{c_{\pm}(r, z)} \right) \right] c_{\pm}(r, z), \quad (3) $$

where $e$ is the elementary charge, $z_{\pm}$ the valency of the ions, $E^z$ the electric field strength along the symmetry axis, $\alpha = 15 \times 10^{-12}$ kg s$^{-1}$ a numerical constant (controlling the amount of frictional force) and $\omega$ is a position-dependent weight function for the frictional force (adopted from Ref. 28):

$$ \omega(r, z) = \begin{cases} \left( 1 - \frac{r}{r_{\text{cut}}} \right)^2 & \text{if } r < r_{\text{cut}} \text{ and } |z| < \frac{l_{\text{NA}}}{2}, \\ 0 & \text{else}, \end{cases} \quad (4) $$

where $r_{\text{cut}} = 1.4$ nm is the cut-off distance for the friction. We assume a temperature of 300 K throughout all simulations.

The advective motion of ions is taken into account by means of Stokes’ equations with incompressibility condition:

$$ \eta \nabla^2 \mathbf{u} - \nabla p + \mathbf{f} = 0, \quad (5) $$

$$ \nabla \cdot \mathbf{u} = 0, \quad (6) $$

where $\eta$ is the dynamic viscosity, $u$ the fluid velocity, $p$ the pressure, and $f = \sum_{i \in \{+, -\}} e_i \mathbf{F}_i$ (cf. Eq. (2)) is the force density that the ions impose on the fluid. A no-slip boundary condition $u = 0$ is applied on both the pore and DNA surface. Hydrodynamic momentum exchange over the reservoir boundaries (dashed lines in Fig. 1) is prevented by applying a vanishing normal stress condition for the fluid flow.

Electrostatic interactions between ions are considered by solving the Poisson equation

$$ \nabla^2 \Psi = -\sum_{i \in \{+, -\}} e_i e_f \frac{\rho_i}{\varepsilon_0 e_f}, \quad (7) $$

where $\Psi$ is the electrostatic potential with vacuum permittivity $\varepsilon_0$ and the relative permittivity of water $\varepsilon_r = 78.5437^4$. On the DNA boundary, we set the surface charge density $\sigma = -0.136 \text{C/m}^2$. For the pore surface a zero-charge condition $\mathbf{n} \cdot \nabla \Psi = 0$ is applied, where $\mathbf{n}$ denotes the unit vector normal to the boundary. For the lower and upper boundaries (drawn with blue and red dashed lines in Fig. 1, respectively) we set the electrostatic potentials $\Psi_{\text{ext}} = 0$ and $\Psi_{\text{ext}} = l_{\text{pore}} E_{\text{ext}}^z$ with $l_{\text{pore}}$ being the length of the pore and $E_{\text{ext}}^z = 1 \times 10^6 \text{V m}^{-1}$ being the approximate value for the electric field in comparable experimental setups\textsuperscript{36}. By choosing the electrostatic potential difference depending on the pore length and thereby keeping the electric field in the pore approximately constant we are able to directly compare results from different pores. The friction between ions and dsDNA results in a coupling between electrostatic and advective forces on the ions. The model’s inherent axisymmetry reduces the problem domain to two dimensions. We solved the electrokinetic equations with the finite-element method using the commercial software package COMSOL Multiphysics\textsuperscript{®} version 5.6. (cf. Sec. D in the Appendix for information about the used FEM mesh).
III. RESULTS

The central physical quantity of interest is the ionic current through the DNA nanopore system. In analogy to previous experimental and theoretical studies, we define the following pore length independent current modulation:

\[ I_{\text{mod}} := \frac{I_{\text{filled}} - I_{\text{empty}}}{I_{\text{empty}}}, \]  

where \( I_{\text{filled}} \) is the ionic current through the pore if a test molecule is present in the pore and \( I_{\text{empty}} \) is the empty pore current. In Fig. 2, the ionic current modulation is shown as a function of the DNA length for different electrolyte bulk concentrations. There is a significant drop in the modulation for shorter DNA molecules if the molecule length falls below the pore length.

Comparing the current modulation to data from the infinite pore model of Ref. 28 (cf. Fig. 3), the curves for the finite pore seem to converge towards the infinite pore reference for increasing ratios of \( l_{\text{DNA}}/l_{\text{pore}} \). The differences in the modulation are larger for shorter molecules and smaller salt concentrations. Consistent with results from all-atom simulations of an infinite pore system as presented in Ref. 22, the ionic current through the pore is dominated by the direct contribution caused by the applied electric field (cf. Eq. (9)). As can be seen in Fig. 4a, the advective current fraction due to electrososmotic flow along the DNA is at most in the order of 5–6 percent. Notably, the ionic current’s dependency on the DNA length has its maximum for the lowest salt concentration, i.e., where the negatively-charged surface is screened least. This is in line with the salt-dependent ionic current modulation in experimental systems and simulation studies of similar systems in which the current modulation diverges in the limit of zero bulk electrolyte concentrations.

Because of the much larger influence of the direct current on the total current modulation, we focus further analysis on the electric field and the amount of charge in the pore since these quantities actually define the direct current density (neglecting constants):

\[ j_{\text{direct}}(r,z) = \frac{\mu e^2 E_z(r,z) [c_r(r,z) + c_z(r,z)]}{\alpha \mu \omega(r,z) + 1}, \]  

where \( E_z(r,z) \) is the electric field in the pore and \( c_r(r,z) + c_z(r,z) \) is the sum of the concentrations of all ions inside the pore.

FIG. 2. The ionic current modulation as a function of the DNA molecule’s length for different salt concentrations. The length of the nanopore is 40 nm. The dashed lines show the current modulation for an infinite pore (taken from results for the model as presented in Ref. 28).

FIG. 3. The ionic current modulation as a function of salt concentration different DNA molecule lengths. The data is also compared to results from two infinite pore models on the mean-field level and the atomistic level of detail.

FIG. 4. The advective (a) and direct (b) contributions to the ionic current as a function of the DNA length.
where we reused the notation of Eq. 3.

In order to investigate the electric field’s dependency on the DNA length we radially averaged the $z$-component of the field at the center of the pore ($z = 0$ and $r \in [l_{DNA}, r_{pore}]$). Along this horizontal line, the electric field vanishes for symmetry reasons if no external field acts on the mobile charges of the system. However, as can be seen in Fig. 5 if an external field is applied we observe a significant modulation of the electric field along the pore as a function of the DNA length for small electrolyte concentrations. In the most intuitive picture on the level of an equivalent circuit model for the DNA nanopore system the DNA acts as an increased resistance in the pore and the total resistance of the DNA increases with its length. Thus, a larger portion of the potential drops along the DNA which increases the electric field in the pore. However, as Fig. 2 shows, the DNA actually enhances the current in the pore (for bulk electrolyte concentrations up to around 400 mmol l$^{-1}$). Therefore, this simplified picture can not explain our observation of an increased electric field.

![FIG. 5. The average $z$-component of the electric field in the center of the pore as a function of the DNA length normalized by the average $z$-component of the electric field in the center of an empty pore.](image)

The external electric field induces an electric dipole field caused by the polarized counter-ion cloud around the negatively charged DNA that weakens the externally applied field in the pore. Fig. 6 shows the dependency of this dipole moment on the DNA length. Here, again we see a significant dependency on the DNA length for low salt concentrations. In addition, the induced dipole moment decreases with the salt concentration. Intuitively one might think that a larger dipole moment would lead to a larger opposing field and therefore a weaker total field in the pore center. The dipole electric field in the pore center, however, also depends on the locations of the charges.

In the following, we want to develop a simple model to get a better understanding of what the induced dipole moment’s

![FIG. 6. The $z$-component of the total electric dipole of the whole simulation domain. The inset image shows a sketch of the ion cloud around the charged surface of the DNA: the external field induces an asymmetry in the mobile ion distribution.](image)
enhanced for longer DNA molecules (cf. Sec. B in the Appendix). The total ion density in the pore, however, is enhanced (compared to the reservoir) and increases with the length of the DNA. Therefore, the repulsion of co-ions is over-compensated by the attraction of the counter-ions (cf. Fig. 7). This observation is in line with the overall observation of a larger ionic current through the pore for electrolyte concentrations of up to about 400 mol\textsuperscript{-1}.

![Bar graph showing the averaged total ion density in the pore normalized with the respective bulk values as a function of the DNA length.](image)

**Fig. 7.** The averaged total ion density in the pore normalized with the respective bulk values as a function of the DNA length.

Fig. 8 shows an interesting effect of an enhanced ionic current modulation that we observe in the two phases of the translocation process in which only one end of the DNA is located in the pore. Notably, this modulation is about a factor of four larger compared to the situation where neither of the DNA ends is in the pore. This high modulation is only observed for a relatively short part of the translocation of about 20 nm in our pore geometry and therefore the sampling frequency of experimental setups would need to be sufficiently large to capture such effects. The translocation speed of a DNA through a solid state nanopore is about 10\textsuperscript{8} bps\textsuperscript{-1} to 10\textsuperscript{9} bps\textsuperscript{-1}, i.e. 0.34 mm/s\textsuperscript{-1} to 34.0 mm/s\textsuperscript{-1} \cite{38,39}. That means that the time interval that has to be resolved in the experiment is about $\Delta t \approx 0.588 \mu$s to 5.88 $\mu$s which translates to a sampling rate of about 1.7 MHz to 17 MHz. However, since the high modulation is present as long as only one of the analyte ends is in the sensing region, it might be possible to resolve the modulation for pores with a longer sensing length, e.g. in glass nanocapillaries. Still, we are not aware of experimental observations of similar effects.

![Diagram showing the ionic current modulation as a function of the DNA length.](image)

**Fig. 8.** The ionic current modulation (cf. Eq. (8)) as a function of the distance between the DNA tip and the pore entry (a) and as a function of the distance between the DNA end and the pore exit (b) for two different DNA lengths. The horizontal line shows the approximate modulation when both DNA ends are outside of the pore region.

### IV. CONCLUSION

We have shown that the current modulation of analytes in nanopore sensing setups significantly depends on the length of the translocating charged object if the length of the object is shorter than the sensing length of the pore for electrolyte concentrations up to about 400 mol\textsuperscript{-1}. Our model in this work extends a previously studied mean-field model\textsuperscript{28} for an infinite dsDNA molecule in an infinite pore to a model that includes a finite pore and the cis- and trans-reservoirs of the Coulter-type sensing setup. Our data shows that the ionic current increases with the length of the DNA and converges to values of infinite pore models as presented in Refs. 22, 28, 35, and 40. Furthermore, we investigated the underlying electrostatic effects, namely the length-dependent opposing electric field that results from the polarized ion cloud around the DNA. This dipole field’s component parallel to the pore gets smaller for an increasing DNA length which leads to an overall increasing electric field in the pore. Such effects are not present our infinite pore models for DNA origamis as presented in Ref. 35 which might explain the deviation between the simulation data of these models and experimental results of Wang, Ermann, and Keyser\textsuperscript{36}.

In addition, our simulations revealed an interesting effect, namely the appearance of an enhanced ionic current modulation upon just entering or just leaving the nanopore interior that can be ascribed to the local electric field of the charged molecule’s tip either amplifying or weakening the externally applied electric field in the pore.
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Appendix A: Effective Pore Length

In experimental studies of Wang, Ermann, and Keyser, a similar setup to the model presented in this manuscript has been utilized to investigate the current modulation of complex DNA structures. One of the more significant differences, however, is the pore geometry. The glass capillaries used in the experimental study have a diameter of about 10 nm at the tip but have a conical geometry with an opening angle of about 6°. It is known from experimental as well as simulation studies that a wider nanopore causes a larger magnitude of electroosmotic flow which leads to a larger contribution of the advective current to the overall ionic current. However, all-atom simulations in an infinite cylindrical pore setup revealed that this contribution is negligible for infinite DNA nanopore systems. Nevertheless, even if this geometric effect might not be significant for the conductivity of the system, the absolute length of the nanopore might influence the importance of the finite size effects. To get an estimate for up to which length the conicity of the experimental pore affects the conductivity, we calculated the length-dependent pore resistance. For an infinitesimal pore segment of length $dz$ the resistance of a conical pore with the cross-section area $A(z)$ can be described as

$$dR = \rho \frac{dz}{A(z)}, \quad (A1)$$

where $\rho$ is the bulk electrolyte resistance and $A(z) = \pi r(z)^2 = \pi (r_1 + z \tan \alpha)^2$ is the cross-section area of the pore at the position $z$ measured from the tip of the pore. Here, $\alpha$ denotes the opening angle of the conical pore geometry. Integrating Eq. A1 yields:

$$R(z) = \rho \int_0^z \frac{dz}{A(z)} = \frac{\rho}{\pi (r_1 (z + \frac{z}{\tan \alpha}))} \tan \alpha \quad (A2)$$

In Fig. 9, Eq. A2 is shown for a pore length up to 1 µm. The value of the bulk resistance $\rho$ is arbitrarily set to unity. In the limit of an infinitely long conical pore Eq. (A2) converges to a resistance of $R_\infty = \frac{\rho}{\pi \tan \alpha r_1}$. However, as shown in Fig. 9, the largest contribution to the resistance (95 % at about 900 nm) suggests an effective length of the pore on the order of several hundred nanometers. Although this model only takes into account the resistance based on the geometry of the pore, the result is in line with simulation studies in Ref. 15 in which the decay of the electric field in the pore was used to estimate the sensing length.

FIG. 9. Length-dependent pore resistance for a conical pore and the respective resistance in the infinite pore limit (a). The difference between the resistance of the conical pore with a given length and the infinite pore limit (b). The crossing of the 5 % line and the resistance curve is at about 900 nm.

The DNA structures studied by Wang et al. in Ref. 36 are between approximately 150 nm and 600 nm and are therefore shorter than the estimated effective pore length. This clearly sets those DNA nanopore systems apart from many other experimentally investigated setups in which the DNA is orders of magnitude longer than the pore.

Appendix B: Ion Density in the Pore

We analyzed the density of the two ion species in the pore. The co-ions of the dsDNA are repelled from the pore and the density is well below the bulk value for all investigated DNA lengths and salt concentrations. The cation density, however, is enhanced in the pore and increases with the length of the DNA (cf. Fig. 10).

Appendix C: Electric Dipole Field Model

This model assumes that the $z$-component of the total dipole moment DNA nanopore system is created by a single pair of charges at the two ends of the DNA on the symmetry axis. This assumption is based on the observation that the charge density is asymmetric along the DNA as shown in Fig. 11.
Thus, the electrostatic potential of these two charges (+q at 

\[ z = -0.5 \frac{l_{DNA}}{l_{pore}} \] and \(-q \) at \( z = 0.5 \frac{l_{DNA}}{l_{pore}} \) reads:

\[
\Phi(r, z) = \frac{|q|}{4\pi \varepsilon_0 \varepsilon_r} \left[ \left( r^2 + \left( z + \frac{l_{DNA}}{2} \right)^2 \right)^{-\frac{1}{2}} - \left( r^2 + \left( z - \frac{l_{DNA}}{2} \right)^2 \right)^{-\frac{1}{2}} \right].
\] (C1)

From the electrostatic potential, the \( z \)-component of the electric field at \( z = 0 \) can be calculated by taking the negative gradient of the potential:

\[
E_{z,\text{dipole}}(r, z = 0) = (-\nabla \Phi(r, z))_{z=0} = \frac{2|q| l_{DNA}}{\pi \varepsilon_0 \varepsilon_r \left( l_{DNA}^2 + 4r^2 \right)^\frac{1}{2}}.
\] (C2)

We now insert the assumption that the system’s total dipole moment is only caused by the two charges, i.e. \(|q| = \frac{|P_z|}{l_{DNA}}\)

\[
E_{z,\text{dipole}}(r, z = 0) = \frac{2|P_z|}{\pi \varepsilon_0 \varepsilon_r \left( l_{DNA}^2 + 4r^2 \right)^\frac{1}{2}}.
\] (C3)

**Appendix D: FEM Mesh**

The rotational symmetry of the investigated three-dimensional system setup allows for its treatment using a quasi-two-dimensional axisymmetric simulation domain. The FEM mesh for this domain was adapted (cf. Fig. 13) in order to properly resolve the Debye layer near the negatively charged DNA. Using quadrilateral elements close to the DNA
surface, the geometry of the mesh more closely follows the expected symmetry of the solution for the Poisson equation for electrostatics which defines the smallest length scale in the Debye layer. The rest of the simulation domain consists of triangular mesh elements.

FIG. 13. Example of the customized mesh used for the FEM simulations. The area around the electrically charged DNA surface is resolved with quadrilateral elements to properly capture the behavior in the Debye layer. The rest of the simulation domain consists of triangular mesh elements.
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