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Abstract: Existing studies for representation learning of homogeneous information networks cannot be applicable to academic heterogeneous information networks (HINs) with multi-type nodes and multi-relations because of the lack of ability to issue heterogeneity. Meanwhile, due to the closeness and blocking of businesses among different enterprises, there is a serious phenomenon of data islands. To solve the above challenges, we proposed an academic heterogeneous information network embedding representation learning method based on federated learning (FedAHE), which utilizes node attention and meta path attention mechanism to learn low-dimensional, dense and real-valued vector representations while preserving the rich topological information and meta-path-based semantic information of nodes in network. Moreover, we combined federated learning with the representation learning of academic HINs and put forward a federal training mechanism based on dynamic weighted aggregation of parameters (FedDWA) to optimize the node embeddings of HINs. Through sufficient experiments, the efficiency, accuracy and feasibility of our proposed framework are demonstrated.
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1 Introduction

Heterogeneous information network (HIN) \cite{1}\cite{2} is a directed graph with multi-type nodes and relationships. And network embedding\cite{3}, an effective method to represent large-scale networks\cite{4}, can well preserve the proximity of rich semantic information in original networks. The embedding results of HIN have also been proved to be useful as feature input and widely used in various graph analysis tasks, especially clustering\cite{5}, classification\cite{6}, link prediction\cite{7} and recommendation\cite{8}\cite{9}. Many researchers explore methods to combine the advantages of HIN with network embedding, but there still exists some unsolved challenges so far.

First, existing HIN embedding methods usually assume that the meta path weights of all nodes are the same, which cannot capture the individualized feature of nodes connected by path instances, leading to the insufficiency of degree of proximity preservation of network topology. In additional, while measuring node similarity, most of the previous methods only count the number of path instances, which lead to the ignorance of semantic differences between path instances.

At the same time, due to the competition and monopoly between industries, the business of different enterprises is limited by certain commercial factors\cite{10} and it is difficult to fully share data, which leads to a serious data island phenomenon\cite{11}. To solve the above problems, Google firstly proposed theory related to federated learning\cite{12}. As an emerging paradigm of machine learning, it provides a novel solution for user data sharing, enabling users to obtain a more optimized model without the need for local original data, so that "data does not move and model moves".

To tackle above challenges, we proposed an attention-based representation model for academic HIN embedding that can simultaneously preserve the rich node topology and meta-path-based semantic information in HINs. We combined federated learning with embedded representation learning of HINs composed of scientific research teams and focus on optimization method of representation learning model based on federated training mechanism. The main contributions of this paper are summarized as follows:

1. We constructed an academic heterogeneous information network to address the issue that large variety of scientific and technological data with complex structure and hidden semantics cannot be accurately represented by traditional homogeneous information network.

2. We proposed an academic heterogeneous information network embedding representation learning method based on federated learning (FedAHE), which utilizes node attention and meta path attention to preserve both the topological and meta-path-based semantic information of nodes in HINs.

3. We combined federated learning with the embedded representation learning of HINs to break the data islands, and designed a federal training mechanism based on dynamic weighted aggregation of parameters (FedDWA) to optimize the representation learning method of HINs.

2 Related Work

\textbf{Heterogeneous Information Network Embedding} As an effective paradigm for modeling complex relationships
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and objects[13], heterogeneous information network has attracted extensive research in emerging research directions. Some scholars try to combine the representation method of homogeneous information network with the characteristics of heterogeneous information network. For example, GraphGan[14] et al. used the minimax game finally fits the true nodes distribution and obtains the vector representation of network nodes. This method can also be used for the representation of heterogeneous networks while ignoring the extra properties of nodes in heterogeneous networks, but the performance is mediocre. MeiLian[15] et al. proposed a vector element path model, which embeds different types of nodes into different spaces to deepen the differences between these multi-type nodes, and further proposed an improved Metapath2vec++ model. Liu[16] et al. combined various types of objects with their relationships under a unified framework to calculate the heterogeneous reachability probability using a meta-path-based outlier identification technique in the representation learning of HINs.

**Federated Learning** Traditional information network representation methods[17] usually construct high-dimensional sparse matrices, which require high computing and storage costs, and data requires centralized training and lacks flexibility[18]. Based on this, federated learning emerges as the times require. Most studies use secure multi-party computation[19], homomorphic encryption[20], and differential privacy[21] to improve security. The aggregation mechanism of parameters on federated learning server has also received extensive attention. The two primary categories of these works are exponential moving average based algorithm and federated average based algorithm. Taking an average aggregated weight of all trained weights in worker nodes participated in federated is what the original federated averaging algorithm[22] aims at. This means faster nodes must have to wait for the slower ones. In response to this problem, Li[23] dynamically adjusts local training rounds on various performance working nodes by a parameter server. However, this method of directly weighting the corresponding positions of the working node weights reduces the convergence[24]. Moreover, the exponential moving average aggregation update strategy[25] has high efficiency in the case of high communication delay and heterogeneity since it can be weighted and summed with the weight reserved by the parameter server with a fixed weight.

**3 The Proposed Method**

Our model is designed as a central parameter server and a set of local clients. Figure 1 shows the architecture of our framework.
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**Figure 1** Federated Academic HIN Embedding Model Architecture (FedAHE)

**3.1 Client Update**

We designed the local HIN embedding model with two layers, it is shown in Figure 2.
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**Figure 2** Local HIN Embedding Model

**3.1.1 Node Level Attention Layer**

We learn the embedding representation of node structural features based on adjacent vector $A^T_i$ and a multi-layer perceptron (MLP), parameterized by $W^T_i$, is applied to transfer the high-dimensional sparse adjacent vector into a d-dimensional space.

For the neighbors $V_j$ of node $V_i$, $V_j$ will be assigned a larger node-level attention weight if it has more similar structure to the node $V_i$, here cosine similarity is applied to measure the similarity of structural features between $V_i$ and $V_j$ and the node-level attention coefficient $c^\pi_{ij}$ can be computed as:

$$s^\pi_{ij} = \frac{(w^T_i A^T_i)^T w^T_j A^T_j}{\|w^T_i A^T_i\| \|w^T_j A^T_j\|}$$  \hspace{1cm} (1)

$$c^\pi_{ij} = \frac{\exp(s^\pi_{ij})}{\sum_{k\in N_i} \exp(s^\pi_{ik})}$$ \hspace{1cm} (2)

where $W^T_i$ is the parameter of MLP which denotes the transformation matrix for meta path $\pi$, $s^\pi_{ij}$ denotes the meta-path-based cosine similarity of structural feature between $V_i$ and $V_j$, $c^\pi_{ij}$ is the node-level attention
coefficients of node \( V_i \) and \( N_i \) denotes the collections of neighbors connecting to node \( V_i \).

We learn the aggregated structural feature embedding representation \( e^N_{N(i)} \) of nodes \( V_i \) by uniformly sampling nodes in the set of its neighbor nodes:

\[
e^N_{N(i)} = \sigma \left( \sum_{j \in N_i} c^N_{ij} W^N \cdot A^N_j \right)
\]  

(3)

where \( e^N_{N(i)} \) is the aggregated embedding of node \( V_i \), \( N_i \) is the neighborhood nodes connected to node \( V_i \) by meta path \( \pi \) and \( \sigma() \) is the activation function.

Finally, by combing the structural feature representation of node \( V_i \) itself and its neighbor nodes connected by path instances, the meta path based embedding \( e^\pi \) of \( V_i \) can be computed as follow:

\[
e^\pi = W^\pi_c [e^N_{N(i)} \cdot W^\pi] \]

(4)

where \( e^N_{N(i)} \) is the aggregated structural feature embedding of node \( V_i \), \( W^\pi \) is the structural feature representation of nodes \( V_i \), \([\cdot]\) indicates vector concatenation operation, and \( W^\pi_c \) denotes the dimensional transformation weight matrix.

### 3.1.2 Meta-path Level Attention Layer

We design the meta-path level attention mechanism based on a meta-path preference vector \( P_i \in \mathbb{R}^{1 \times k} \). Thereby, a comprehensive embedding representation of nodes in HINs can contain both structural and semantic features.

Similarly, a more similarity between the structural feature embedding \( e^\pi_i \) and the preference vector \( P_i \) will lead to larger attention coefficients. We first apply a line transformation parameterized by \( W_\rho \) to transform the structural feature embedding \( e^\pi_i \) into k-dimension space and denote the transformed embedding as \( e^\pi_i ' \), thus the meta path attention coefficients of node \( V_i \) can be denoted as:

\[
\delta^\pi_i = \frac{p_i \cdot e^\pi_i '}{||p_i|| \cdot ||e^\pi_i '||}
\]  

(5)

\[
\delta^\pi_i = \frac{\exp(\delta^\pi_i ')}{\sum_{m=1}^{M} \exp(\delta^\pi_m ')}
\]  

(6)

where \( p_i \) is the preference vector, \( \delta^\pi_i ' \) is the cosine similarity between the transformed structural feature embedding \( e^\pi_i ' \) and preference vector \( p_i \) based on meta path, \( || \cdot || \) denotes vector L2 normalization and \( \delta^\pi_i ' \) is the meta path attention coefficient of node \( V_i \).

Finally, given a HIN in which \( M \) meta paths exist, the ultimate comprehensive embedding representation \( e_i \) of node \( V_i \) which well preserves both rich semantic and structural feature in HIN can be denoted as:

\[
e_i = \sum_{\pi=1}^{M} \delta^\pi e^\pi_i
\]  

(7)

The objective of client updates is to minimize the cross-entropy loss between the predictions and ground-truth by back propagation and stochastic gradient descent.

### 3.2 Server Aggregation

We maintain two records on the federated parameter server. One is the latest weight parameters of all clients, which guarantees that while updating clients, all out-of-date weights of federated clients can be totally eliminated, and is denoted as \( S_w = (w^1, w^2, ..., w^n) \). Another is the record of the latest parameter version number of all worker nodes which is denoted as \( S_v = (v^1, v^2, ..., v^m) \).

Suppose there are \( n \) working nodes each identified by a unique \( id \) number in federation, the version number is initialized to 1 and increments by 1 after each update occurs. When each time uploading model parameters, each node sends its own node id, current weight \( w \) and version number \( v_{\text{latest}} \) to the parameter server and only the record \( S_w[id] \) of node with \( id \) is updated. The aggregated parameter weights \( w_{\text{latest}} \) of working node with \( id \) are updated as follows:

\[
w_{\text{latest}} = \sum^n_{i=1} (v_{\text{latest}} - S_v[id] + 1)^{-a} \cdot S_w[id]
\]  

(8)

where \( v_{\text{latest}} \) is the latest version provided by working node with \( id \), and \( S_v[id] \) is the corresponding version record on the parameter server.

Moreover, the normalization aggregated parameter weights \( w_{\text{latest normal}} \) is denoted as:

\[
w_{\text{latest normal}} = \frac{w_{\text{latest}}}{\sum^n_{i=1} (v_{\text{latest}} - S_v[id] + 1)^{-a}}
\]  

(9)

Each time the aggregation is completed, it is checked whether the version of all nodes is behind the latest version, and whether it exceeds the threshold limit of the version gap. When the version gap limit is exceeded, the parameter server will send the latest weight to all nodes, otherwise the updated aggregation parameters will be only sent to this client with \( id = id \).

### 4 Experiments

We conduct experiments on three datasets(DBLP[26], Aminer[27] and ACM[28]) oriented scientific research, which are typical representatives of academic HINs. For experimental implementation, we apply Adam optimizer with initial learning rate as 0.001 for local HIN Embedding model optimization, and respectively set the client local batch size and epoch to 256 and 1. Moreover, the embedding vector dimension is 128 and the number of clients chosen is 3.

We compare to Node2Vec[29] and LINE[30] which loss network heterogeneity since regarding all nodes and relationships as the same type. Also, we compare to Metapath2vec[31], HIN2vec[32] and GAT[33] for providing evidence about the superiority in heterogeneity exploring of our proposed attention mechanism. In this paper we only compare FedAHE with previously mentioned non-federated-based baseline, leaving the comparison with federated methods for future work.
4.1 Node Classification

We choose Macro-F1 and Micro-F1 as the evaluation metric for node classification, and the results of node classification in datasets mentioned above are shown in Table 1. According to the first two rows of the table, the metrics of FedAHE is higher than that of all these homogeneous network embedding methods (Node2Vec and LINE), which indicates that FedAHE has a more efficient ability and better performance to correctly capture rich heterogeneous information in HINs. For the next two rows representing methods (MetaPath2Vec and HIN2Vec) that only consider meta-paths, but ignore the preference weights of these different meta-paths, FedAHE almost performs best. Furthermore, FedAHE also performs better than GAT which takes the weights of different meta path in account, demonstrating the efficiency, correctness and feasibility of proposed node level attention and meta-path attention mechanism.

| Dataset | DBLP Aminer ACM |
|---------|----------------|
| Node2Vec | Micro-F1 Micro-F1 Micro-F1 Micro-F1 |
| LINE | 0.836 0.837 0.841 0.826 0.874 0.865 |
| MetaPath2Vec | 0.841 0.843 0.899 0.881 0.913 0.896 |
| HIN2Vec | 0.783 0.776 0.923 0.878 0.921 0.887 |
| GAT | 0.850 0.852 0.927 0.902 0.927 0.904 |
| FedAHE (ours) | 0.867 0.859 0.932 0.901 0.931 0.913 |

4.2 Parameter Aggregation

We also compare our proposed FedDWA with FedAvg and AFed, two typical federated parameter aggregation algorithms. Figure 3 shows the rate of gradient descent with different parameter aggregation methods on DBLP. We can find that the gradient decreases faster on the same communication round, and the model also converges faster than the traditional methods, demonstrating that FedDWA works more effectively by dynamically aggregating and updating parameter weights uploaded by federated participants.

Figure 3 The Rate of Gradient Descent with Different Parameter Aggregation Methods on DBLP.

5 Conclusions

We proposed a federated embedding representation learning method of academic heterogeneous information network (FedAHE) based meta path attention and node attention mechanism, which can not only learn low-dimensional, dense vector representations of nodes in HINs, but also preserve the rich network topological information and meta-path-based semantic information of nodes. In additional, we combined federated learning with embedding learning of HINs, proposed a federal training mechanism based on dynamical weighted aggregation of parameters (FedDWA) to optimize the local HINs embedding learning. Through experiments, the proposed method has been proved to have much better correctness, feasibility and efficiency than the traditional methods.
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