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Abstract—Treating each training sample unequally is prevalent in many machine-learning tasks. Numerous weighting schemes have been proposed. Some schemes take the easy-first mode, whereas others take the hard-first one. Naturally, an interesting yet realistic question is raised. Given a new learning task, which samples should be learned first, easy or hard? To answer this question, both theoretical analysis and experimental verification are conducted. First, a general objective function is proposed and the optimal weight can be derived from it, which reveals the relationship between the difficulty distribution of the training set and the priority mode. Two novel findings are subsequently obtained: besides the easy-first and hard-first modes, there are two other typical modes, namely, medium-first and two-ends-first; the priority mode may be varied if the difficulty distribution of the training set changes greatly. Second, inspired by the findings, a flexible weighting scheme (FlexW) is proposed for selecting the optimal priority mode when there is no prior knowledge or theoretical clues. The four priority modes can be flexibly switched in the proposed solution, thus the effectiveness of our proposed FlexW and further compare the weighting schemes in different modes under various learning scenarios. On the basis of these works, reasonable and comprehensive answers are obtained for the easy-or-hard question.
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I. INTRODUCTION

MANY machine-learning models, in particular, neural networks, are sensitive to the weights of training samples. Treating each training sample unequally can improve the learning performance of these models [1], [2], [3], [4]. The cues and inspirations for the design of the weighting methods are usually derived from the following two aspects.

1) Context-Inspired Weighting Methods: Tasks such as fraud detection [5] and medical diagnosis [6] are cost-sensitive. Different samples have unequal importance according to their gains or costs. Therefore, samples with high gains/costs should be assigned with high weights.

2) Characteristics-Inspired Weighting Methods: Training samples are different from each other in characteristics, such as data quality [7], [8], [9], sample neighbors [10], margin [11], and category distribution [2], [12], [13]. In some tasks, samples in the minority categories are generally more difficult to learn well, so these samples should be assigned with high weights. In some other tasks, some labels of samples are of low confidence or with high noise, so these samples should be assigned with low weights.

Context-inspired weighting methods are usually defined in a heuristic manner and are only employed in particular applications. In contrast, characteristics-inspired weighting strategies have received increasing attention in recent years due to their effectiveness and universality. Data characteristics are related to an intrinsic property of training samples, namely, learning difficulty. Most related studies split training samples into easy/hard or easy/medium/hard according to their learning difficulty [14], [15]. In some schemes, hard samples are assigned with high weights, which is called the hard-first mode. For example, Lin et al. [3] proposed focal loss (FL) in object detection, which significantly improves the detection performance. In some other schemes, easy samples have higher weights than hard ones, which is called the easy-first mode. For example, Kumar et al. [16] proposed self-paced learning (SPL), which sets the weights of hard samples to zero with a threshold. The threshold is gradually increased to ensure that more hard samples can participate in the next training epochs. These two priority modes, namely, easy-first and hard-first, appear to contradict each other, yet both demonstrate effectiveness in specific learning tasks. Consequently, a natural question is raised. Which samples should be learned first facing a new learning task, easy or hard? Indeed, several studies have proposed similar concerns. For example, Wang et al. [15] raised a similar question about “easy-first versus hard-first” under the context of curriculum learning (CL).

To answer the question (called the “easy-or-hard” question for brevity), partial observations and conclusions in existing studies are summarized, and preliminary answers are obtained, which are as follows.

1) The weights for noisy samples should be decreased, making the model less disturbed by noise [17], [18]. In other words, the easy-first mode will be more effective in training data with heavy noise.

2) If easy samples are excessive, the hard-first mode is preferred. For example, in the application of FL [3],
hard samples are assigned with high weights in object detection tasks. In imbalanced learning, head categories (i.e., categories with a relatively large proportion of samples) are relatively easy, in general, and thus easy samples are excessive when a high imbalance exists [19].

3) According to the human learning mechanism, easy samples should be learned first.

The above answers are far from satisfactory for the “easy-or-hard” question because there are still some deep concerns.

1) Are there any other possible priority modes besides the easy-first and hard-first modes?
2) The second answer listed above refers to the difficulty distribution of training samples. What is the relationship between the difficulty distribution and the priority mode?
3) The priority mode is fixed during the training procedure in nearly all existing studies. Can the priority mode be changed during the entire training process?
4) When there is no prior knowledge or theoretical clues such as noise and difficulty distribution discussed in the preliminary answers, is there an effective and universal solution to assign weights on training samples?

To solve the four subproblems listed above, both theoretical and empirical investigations are conducted and comprehensive answers are obtained. Our contributions are summarized as follows.

1) Preliminary observations and conclusions from existing studies are summarized. Four unsolved subproblems are raised according to the gap between the question and the summarized preliminary answers.
2) To theoretically explore the “easy-or-hard” question, a general objective function is constructed for the difficulty-based sample weights. It reveals the relationship between the learning difficulty distribution and the priority mode. Theoretical analysis based on the bias-variance tradeoff theory is then carried out.
3) An effective and universal weighting solution is proposed for selecting the optimal priority mode when there is no prior knowledge or theoretical clues. Our proposed solution can be flexibly switched among the four modes (i.e., easy-first, medium-first, hard-first, and two-ends-first) only by changing its hyperparameters, while existing weighting methods can only achieve partial modes.
4) Extensive experiments on various learning tasks under different scenarios are conducted on benchmark datasets. The empirical observations further support our main theoretical conclusions. Thus, an in-depth and comprehensive answer to the easy-or-hard question is obtained.

In addition, our proposed weighting method achieves competitive results in all the above learning scenarios.

II. RELATED WORK

A. Description of Symbols

We define the symbols including the main symbols in Table I. Let \( T = \{(x_i, y_i)\}_{i=1}^N \) be a set of \( N \) training samples, where \( x_i \) is the input feature and \( y_i \) is the associated label. Let \( C \) be the number of categories and \( y_i \in \{1, \ldots, C\} \). Let \( r_c \) be the empirical category frequency of the \( c \)th category. The training loss is denoted as \( L \). Let \( w_i \) and \( l_i \) be the weight and loss of the \( i \)th sample, respectively. Let \( p_i \in [0, 1] \) be the predicted probability of sample \( x_i \) for the ground truth. Let \( d_i \) be the \( i \)th sample’s learning difficulty, which can be approximated by other values, such as \( l_i \) and \( 1 - p_i \). \( w^c \) is defined as the weight of the \( c \)th category when the categorywise weighting strategy is utilized.

B. Existing Weighting Methods

Table I lists some typical weighting methods in previous literature. The core of a weighting scheme is its weighting function for the input samples. According to the granularity of the weighting methods, the weighting functions can be samplewise, categorywise, or their mixtures. According to the priority mode, existing weighting schemes can be divided into easy-first and hard-first. Their application scenarios (i.e., standard, imbalanced, and noisy) are also presented. The methods in Table I are inspired by a (partial) particular view of the data characteristics, and thus each method only implements one priority mode. Although some of them can achieve more than one priority modes with some minor changes, only one mode is used in their previous applications. For example, if the hyperparameter \( \gamma \) in FL [3], which is a typical weighting method for object detection, is negative, the easy-first mode is used in their previous applications. For example, if the hyperparameter \( \gamma \) in FL [3], which is a typical weighting method for object detection, is negative, the easy-first mode can be achieved. Nevertheless, almost all applications of FL choose the hard-first mode (i.e., \( \gamma > 0 \)).

Both priority modes are widely adopted in various learning scenarios according to the characteristics of training data. Hard-first weighting schemes are commonly used for imbalanced data. For example, FL [3] is inspired by the observation that easy samples are excessive in object detection datasets relative to hard ones. Thus, it assigns relatively high weights to hard samples and relatively low weights to easy samples, which greatly improves the detection performance. Class-balanced loss [2] exerts high weights on samples in tail categories (i.e., categories with a relatively small proportion of samples), which is a typical method for imbalanced learning. Learning optimal samples weights (LOW) [19] forces the model to focus on less represented or more challenging samples and works well for imbalanced data. Dynamically weighted balanced loss (DWB) [13] sets higher weights on hard-to-train instances based on the category proportion and the predicted probability of ground truth.

Easy-first weighting methods are verified to be effective on noisy data. SPL [18] sets the weights of samples with large losses to zero with a threshold. The threshold is gradually increased to ensure that more hard samples can participate in subsequent epochs. SuperLoss [16] downweights the contribution of samples with large losses to decrease the impact of noisy samples. There are some easy-first schemes inspired by clues other than loss. CL [25], [29] is motivated by human learning that easy samples should be learned first. The observations from an empirical study [4] imply that the easy-first paradigm CL mainly takes effect in noisy scenarios. Some recent CL methods adopt more complicated priority modes [27], [30], [31]. In balanced CL [29], on the basis of the easy-first mode, the selection of samples has to be balanced.
under certain constraints to ensure diversity across image regions [30] or categories [27]. Therefore, balanced CL adopts the mixed mode. In teacher–student CL [31], the curriculum of the student network is learned by its corresponding teacher network. Thus, its priority mode depends on the interaction between the student and teacher networks.

C. Measures for Learning Difficulty of Samples

Learning difficulty is an intrinsic property of training samples, which depends on various factors that are related to data characteristics, including data quality [7], [8], [9], [32], sample neighbors [10], margin [11], and category distribution [2], [19], [33]. The lower the quality of a sample is, the larger the learning difficulty of the sample will be; the more heterogeneous samples in the neighborhood of a sample are, the larger the learning difficulty of the sample will be; the smaller the margin of a sample has, the larger the learning difficulty of the sample will be; the smaller a category is, the larger the learning difficulty of samples in this category will be. Most existing difficulty measures are defined by heuristics, which can be divided into the following five categories.

1) Prediction-Based Measures: This category mainly employs the loss [16], [18] or the predicted probability of the ground truth [3], [34] as the difficulty measure. The motivation is that a large loss (or a small predicted probability of ground truth) indicates a large difficulty.

2) Category Proportion-Based Measures: This category utilizes the category proportion [2], [13] as the difficulty measure. The intuition is that the smaller the category proportion, the harder the samples in this category.

3) Gradient-Based Measures: This category adopts the loss gradient [19] as the difficulty measure. The motivation is that the larger the norm of the loss gradient, the harder the sample [19].

4) Margin-Based Measures: Margin [11] means the distance from the sample to the decision boundary. The motivation is that a small margin indicates a large learning difficulty.

5) Uncertainty-Based Measures: This category utilizes the uncertainty of a sample to measure its learning difficulty. Samples with large uncertainties are generally considered hard ones [35].

Table II lists the five categories of difficulty measures and their corresponding typical methods. Prediction-based measures (i.e., loss and predicted probability of ground truth) are the most widely used. In addition, this category is simple, yet effective in various learning scenarios [3], [16], [34].

III. Theoretical Investigation

A general theoretical framework is lacking to pursue the learning difficulty-based sample weights. To conduct theoretical analyses, a general objective function is first proposed.
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A. General Objective Function

Learning difficulty-based weighted loss $L_d$ is defined as

$$L_d = \frac{1}{N} \sum_{i} w_i(d_i)l_i$$

where $w_i$ depends on $d_i$, and $N$ is the number of samples in the training set. The sample weights can adjust the difficulty distribution of the training samples. Let $d(x)$ be the learning difficulty of $x$. Let $p_{opt}(d(x))$ and $p_d(d(x))$ be the optimal and real difficulty distributions of the training data, respectively, and their corresponding densities are denoted as $p_{opt}(d(x))$ and $p_d(d(x))$. Let $\tilde{p}_d(d(x))$ be the new difficulty distribution of the training set with the weights of samples and $\tilde{p}_d(d(x)) \propto w(d(x))p_d(d(x))$, where $\tilde{p}_d(d(x))$ is the density of $\tilde{p}_d(d(x))$. Theoretically, the optimal weights can be pursued with the following objective function:

$$\min_{w} KL(\tilde{p}_d(d(x))| |p_{opt}(d(x)))$$

where $KL$ is the Kullback–Leibler divergence [36] between the two distributions. According to (2), the optimal weight for a training sample $x$ is

$$w^*[d(x)] \propto \frac{p_{opt}[d(x)]}{p_d[d(x)]}.$$  

(3)

In the following discussion, $x$ is omitted for brevity. If the optimal and real difficulty distributions of the training data are the same, then all samples are equally important.

If helpful information (e.g., partial data characteristics) is available and reasonable assumptions are accessible, an appropriate value for $w^*(d)$ can be obtained. The form of the optimal weight [see (3)] can explain a lot of weighting strategies. For example, if the learning difficulty of samples in the same category is assumed to be equal (different categories have different learning difficulties) and $p_{opt}(d)$ is assumed to be uniform, then the reciprocal of category proportion is the optimal weight for each sample which is commonly employed in imbalanced data [2]. The gradient harmonizing mechanism (GHM) [8] can also be explained by (3).

1 If there are sufficient data in the validation set, the optimal difficulty distribution of the training set is similar to the difficulty distribution of the validation set (the whole space).

2 The case of $p_d(d(x)) = 0$ is not considered as the value of $w^*[d(x)]$ is meaningless in this case.

B. Four Typical Priority Modes

Based on (3), a new concept, the relative learning difficulty $\tau(d)$, is introduced, which is denoted as the likelihood ratio $\tau(d) = p_{opt}(d)/p_d(d)$. It measures the insufficient degree of samples with difficulty $d$. If $\tau(d) < 1$, then samples with learning difficulty $d$ are excessive in the training set. The smaller the $\tau(d)$ is, the more excessive the samples with difficulty $d$ are. According to (3), $w^*[d(x)] \propto \tau(d)$. Therefore, these samples should have relatively low weights. On the contrary, if $\tau(d) > 1$, then samples with learning difficulty $d$ are insufficient in the training set. The larger the $\tau(d)$ is, the more insufficient the samples are. According to (3), high weights should be assigned to these samples. Thus, samples with large relative difficulty should be assigned with high weights.

Because the two cases of excessive and insufficient samples are complementary, we only need to analyze the typical cases of excessive samples. Four typical cases, including excessive easy/medium/hard/both easy and hard samples in the training data, can be obtained and discussed as follows.

1) If hard samples are excessive in the training data, then the relative difficulty $\tau(d)$ is small for hard samples. Thus, hard samples should be assigned with relatively low weights. Alternatively, the “easy-first” mode should be adopted. Fig. 1(a) illustrates this case where $p_{opt}(d)$ is assumed to be uniform and $\tau(d)$ decreases on $d$.

2) If easy samples are excessive in the training data, then the relative difficulty $\tau(d)$ is small for easy samples. Thus, easy samples should be assigned with relatively low weights. Alternatively, the “hard-first” mode should be utilized. Fig. 1(b) illustrates this case and $\tau(d)$ increases on $d$.

3) If medium-difficult samples are excessive in the training data, then $\tau(d)$ will be small for medium-difficult
samples. Thus, samples with medium difficulty should be assigned with relatively low weights. Alternatively, the “two-ends-first” mode should be adopted. Fig. 1(c) illustrates this case and $\tau(d)$ decreases at first and then increases on $d$.

4) If both easy and hard samples are excessive in the training data, then $\tau(d)$ is small for both easy and hard samples. Thus, both easy and hard samples should be assigned with relatively low weights. Alternatively, the “medium-first” mode should be taken. Fig. 1(d) illustrates this case and $\tau(d)$ increases at first and then decreases on $d$.

According to the above analysis, the following answers to Subproblems 1) and 2) are obtained.

1) For Subproblem 1), besides the easy-first and hard-first modes, at least two other typical priority modes exist, namely, medium-first and two-ends-first. Indeed, these two modes have been utilized in existing studies. For example, GHM [8] decreases the weights of over-hard (noisy) samples on the basis of the hard-first mode. Thus, in our study, GHM is under the medium-first mode. Yang et al. [37] proposed self-paced balance learning, whose priority mode is a combination of the easy-first and hard-category-first modes. Thus, this priority mode is an approximation of the two-ends-first mode.

2) For Subproblem 2), (3) well reveals the relationship between the priority modes and the two learning difficulty distributions of the training set, namely, $P_{\text{opt}}(d)$ and $P_{\text{tr}}(d)$. In addition, samples with a large/small relative difficulty $\tau(d)$ should be assigned with high/low weights.

C. Analysis Based on the Bias-Variance Tradeoff Theory

The bias-variance tradeoff theory is a basic theory for the qualitative analysis of the generalization error for models [38]. In this section, it is used to support that when easy/hard samples are excessive, the priority mode of hard/easy-first should be adopted. It also indicates that the optimal model complexity can be changed by weighting the training samples.

Let $T$ be a random training set and $f(x|T)$ be the trained model on $T$. The bias-variance tradeoff is based on the following learning error [39]:

$$\text{Err} = E_{x,y} E_T[||y - f(x|T)||_2^2]$$

$$\approx \text{Bias}^2 + \text{Variance} + \delta_e$$

(5)

where $\delta_e$ refers to the noise term. It indicates that the bias and variance terms will decrease and increase if the model complexity $c$ increases [40]. Minimum learning error is achieved when the sum of the partial derivatives of the two terms with respect to the model complexity $c$ equals to zero. Training samples can be divided into easy, medium, and hard according to their learning difficulty. Therefore, the sample space can be divided into three regions, namely, $R_{\text{easy}}$, $R_{\text{medium}}$, and $R_{\text{hard}}$. Thus, the generalization errors for $f(x|T)$ in the three regions can be obtained. The learning error for $f(x|T)$ in $R_{\text{easy}}$ is as follows:

$$\text{Err}_{\text{easy}} = E_{(x,y)\in R_{\text{easy}}} E_T[||y - f(x|T)||_2^2]$$

$$\approx \text{Bias}_{\text{easy}} T + \text{Var}_{\text{easy}} T$$

(6)

Likewise, we can define the learning error in the $R_{\text{medium}}$ and $R_{\text{hard}}$ regions. According to the law of total expectation, the entire learning error can be decomposed into

$$\text{Err} = p_{\text{easy}}\text{Err}_{\text{easy}} + p_{\text{medium}}\text{Err}_{\text{medium}} + p_{\text{hard}}\text{Err}_{\text{hard}}$$

(7)

where $p_{\text{easy}}$, $p_{\text{medium}}$, and $p_{\text{hard}}$ are the possibilities of a random sample coming from $R_{\text{easy}}$, $R_{\text{medium}}$, and $R_{\text{hard}}$, respectively. Naturally, $p_{\text{easy}} + p_{\text{medium}} + p_{\text{hard}} = 1$. Based on the bias–variance tradeoff theory on the entire sample space, we propose the following assumption.

Assumption 1: For all the three biases (e.g., $\text{Bias}_{\text{easy}}$) and variance terms (e.g., $\text{Var}_{\text{easy}}$) of $R_{\text{easy}}$, $R_{\text{medium}}$, and $R_{\text{hard}}$, the bias and variance terms are decreasing and increasing functions with respect to the model complexity $c$, respectively. Both the partial derivatives of the bias and variance terms with respect to $c$ are increasing functions.

According to Assumption 1, minimum learning error for each region is achieved when the sum of the partial derivatives of its bias and variance terms with respect to $c$ equals to zero. Let $c^e$ be the optimal model complexity for the entire sample space when the minimum Err is attained. Likewise, let $c^m_{\text{easy}}$ and $c^m_{\text{hard}}$ be the optimal model complexities for $R_{\text{easy}}$ and $R_{\text{hard}}$, respectively. The following assumption is proposed.

Assumption 2: $c^m_{\text{easy}} < c^e < c^m_{\text{hard}}$.

With Assumption 2, we have the following propositions.

Proposition 1: If weights higher than one are exerted on the samples in $R_{\text{hard}}$, and the weights for samples in other regions remain one, then the new optimal model complexity

3In our theoretical analysis, we assume that samples can be divided into easy, medium, and hard ones according to their learning difficulty. However, it is challenging and unnecessary to strictly distinguish which category a sample belongs to in real applications.
Proposition 2: If weights higher than one are exerted on samples in the $R_{\text{easy}}$, and the weights for samples in other regions remain one, the new optimal model complexity $c_{\text{new}}^*$ over the entire space will be smaller than $c^*$. Alternatively, the complexity of the optimal model is decreased.

A theoretical analysis for Proposition 1 is shown in the Appendix. Proposition 1 supports that when easy samples are excessive in the training set, the trained model will become quite simple and underfitting. Thus, hard samples should be assigned with high weights to increase the complexity of the model. Alternatively, the hard-first mode should be adopted. Proposition 2 supports that when hard samples are excessive in a training set, the easy-first mode should be utilized. These two propositions further support the two conclusions that we have discussed in Section III-B.

D. Varied Priority Mode

Subproblem 3) concerns whether the fixed priority mode during the training procedure is always optimal. The “fixed mode” means that only one priority mode is adopted during the whole training procedure, while the “varied mode” means that different priority modes are used in different training stages. According to (3), the priority mode of the optimal weight depends on the relative difficulty $\tau(d)$. If $\tau(d)$ is fixed during the training procedure, the priority mode adopted should not be varied. For example, when “category proportion” is used as the difficulty measure [2], $\tau(d)$ will be fixed during the training process. Note that although the priority mode remains unchanged on some occasions, the weights of samples are still variable to achieve lower generalization errors of models [40]. The reason is that the learning difficulty of samples varies at each epoch as the performance of the trained model varies during training. With the improvement of the model performance, the learning difficulties of most samples will be decreased. For example, many studies leverage training loss to measure learning difficulty. The losses of most samples will decrease from one epoch to the next and thus their learning difficulties can be viewed as decreasing.

In general, $\tau(d)$ depends on both $p_{\text{opt}}(d)$ and $p_r(d)$. Although $p_{\text{opt}}(d)$ is unknown, it is fixed during the training process. Therefore, the answer to Subproblem 3) is subject to $p_r(d)$. As described in Section II-C, the learning difficulty of samples is commonly measured by some heuristic factors such as loss and the norm of loss gradient in existing studies. These factors are changeable during the training procedure, so $p_r(d)$ is not fixed during the training process. If the variation of $p_r(d)$ is significant, then $\tau(d)$ will change greatly. Theoretically, the priority mode may be varied if $p_r(d)$ changes drastically. For example, when the loss is used as the difficulty measure, there will be numerous samples with a large loss in the early training stage, as shown in Fig. 1(a). With the enhancement in the model performance, easy samples will dominate the training set if the training set has no significant deviations (e.g., heavy noise), as shown in Fig. 1(b). Thus, during the training process, the easy-first mode should be adopted in the initial training stage, and the hard-first mode should be adopted gradually.

Based on the above analysis, an answer to Subproblem 3) is obtained. The priority mode is not absolutely fixed during the training procedure, and it should be varied if $p_r(d)$ changes significantly.

E. Flexible Weighting Function

If there is no prior knowledge, theoretical clues, or empirical observations, the self-paced paradigm may be helpful as it is inspired by human learning mechanisms. However, this pattern does not work in all scenarios [4], [41]. To explore a more universal and effective solution (answer) to Subproblem 4), a weighting strategy that can achieve all four priority modes should be proposed. Specifically, a weighting function is defined with the condition that all the four typical priority modes described in Section III-B can be achieved when different values of hyperparameters are taken. Thus, the selection of the appropriate priority mode is transformed into the problem of hyperparameter selection (optimization).

Let $\Lambda$ be the hyperparameter(s) of a weighting function. $D$ is defined as the domain of the learning difficulty of training samples. $\Omega$ is defined as the domain of the hyperparameter $\Lambda$. According to the four typical weight curves shown in Fig. 1, a weighting function $w(d; \Lambda)$, which can achieve the four priority modes, should satisfy the following three conditions.

1) $w(d; \Lambda) \geq 0, \forall d \in D$ when $\Lambda \in \Omega$.
2) A hyperparameter grouped with $d$, which can make the curve horizontally shift, is required. It ensures that any segment of the curve can be taken when $d \in D$.
3) $w(d; \Lambda)$ should contain a local maximum and a local minimum under the same or different values of $\Lambda \in \Omega$.

Condition 3) guarantees that the medium-first and two-ends-first modes can be implemented. Specifically, if a selected segment contains a local minimum, then the two-ends-first priority mode is realized; if a selected segment contains a local maximum, then the medium-first priority mode is realized.

Let $\alpha$ and $\gamma$ be two hyperparameters. We propose a weighting function that can achieve all four priority modes, namely, Flexible Weighting function (FlexW), which is

$$w_i = (d_i + \alpha)^\gamma e^{-\gamma(d_i + \alpha)}.$$  \hspace{1cm} (8)

FlexW satisfies all the above-mentioned conditions, and thus it can achieve all four priority modes. If $\gamma$ is an even number or $\gamma + d_i > 0$, then Condition 1) holds. Condition 2) is also obviously satisfied. We analyze whether Condition 3) is satisfied. To simplify the form, $d + \alpha$ is denoted as $t$. Thus, the weighting function becomes

$$f(t) = t^\gamma e^{-t\gamma}.$$  \hspace{1cm} (9)

Taking the derivative of (9), we obtain

$$f'(t) = \gamma t^{\gamma - 1} e^{-t\gamma}(1 - t).$$  \hspace{1cm} (10)

Regardless of the value of $\gamma$, the function either has both a local maximum and a local minimum or contains only a local maximum or a local minimum. Thus, Condition 3) is satisfied.
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Fig. 2 shows the curve of $f(t) = t^v e^{-\gamma t}$ when $\gamma = 2$. If segment (a) is selected, then the “easy-first” priority mode is implemented; if segment (b) or (c) is selected, then the “hard-first” mode is implemented; if both segments (a) and (b) are selected, then the “two-ends-first” mode is implemented; if both segments (c) and (d) are selected, then the “medium-first” mode is implemented. Considering that $d \in D$, which segment(s) is/are selected depends on the horizontal shift hyperparameter $\alpha$. If $\gamma$ is set to zero, then the weights of all samples are equal to one, and thus CE loss with FlexW degenerates into the ordinary CE loss.

When different values of $\alpha$ and $\gamma$ are chosen, different priority modes can be achieved by FlexW. Following FL [3], $1 - p$ is utilized to approximate the learning difficulty of samples. Fig. 3(a)–(d) shows the weight curve examples including “easy-first,” “medium-first,” “hard-first,” and “two-ends-first,” respectively, when different values of $\alpha$ and $\gamma$ are chosen. Therefore, only the hyperparameters in FlexW are needed to be changed without changing the entire weighting function when facing different learning tasks. Our experimental evaluation of different scenarios indicates the considerable flexibility of the proposed FlexW.

Based on the above analysis, an answer to Subproblem 4) is obtained. When there is no prior knowledge or theoretical clues for the learning task, a weighting function (e.g., FlexW) that can achieve all four priority modes should be adopted. To select the optimal priority mode for a learning task, grid search can be utilized to search hyperparameters in the hyperparameter intervals corresponding to the four priority modes. Once the optimal hyperparameters are determined, the optimal mode is subsequently obtained. Using meta-learning to learn the hyperparameters is another effective way to optimize the hyperparameters in FlexW, which has become a standard technique for hyperparameter selection [42], [43]. The meta-learning strategy of Shu et al. [44] can be followed. Grid search is mainly utilized in our experiments as meta-learning relies on an additional high-quality meta-dataset.

### IV. Experimental Investigation

Section III performs theoretical investigations of the four subproblems listed in Section I. This section conducts extensive experiments for various learning tasks under different scenarios. Our theoretical analyses are adaptable to all difficulty measures, while $1 - p$ is adopted as the difficulty measure in our experiments as with multiple methods do [3], [34]. The experimental results verify the effectiveness and universality of our proposed weighting method FlexW.

#### A. Image Classification With Noisy Labels

1) **Experimental Settings:** Two benchmark image classification datasets, namely, CIFAR10 and CIFAR100 [45], are adopted. Each sample is a $32 \times 32$ image from 1 out of 10 or 100 categories. Pair-flip and uniform label noises are simulated following the manner of Shu et al. [1]. Wide ResNet-28-10 (WRN-28-10) [46] and ResNet-32 [47] are adopted as the backbone classifier networks for the flip and uniform noises, respectively. Each experimental run is five times with different seeds for parameter initialization and label noise generation.

The comparison methods include Baseline, which directly trains the backbone network with CE loss; four easy-first methods (SPL (Binary, Log, and Poly modes) [16], [20], [48], SuperLoss [18], R-CE [17], and Information-theoretic loss (CE$_{PTM}$) [49]), and three hard-first methods (FL [3], LOW [19], and quality FL (QFL) [22]). The weights of all samples are equal to one when the backbone network is trained with CE loss. The networks are trained using stochastic gradient descent (SGD) with momentum 0.9, weight decay $5 \times 10^{-4}$, and initial learning rate 0.1. The batch size is set to 128. The values of $\gamma$ and $\alpha$ in FlexW for easy/hard/medium/two-ends-first modes are searched in $\{-1, -0.5, -0.4, -0.2\} \times \{0.1, 0.2, 0.3\}$ / $\{0.2, 0.4, 0.5, 1\}$ / $\{0.1, 0.2, 0.3\}$ / $\{0.2, 0.4, 0.5, 1\}$ / $\{0.4, 0.6, 0.8\}$ / $\{-1, -0.5, -0.4, -0.2\} \times \{0.4, 0.6, 0.8\}$, respectively.

2) **Results:** Adding noise changes the difficulty distribution of the training set, resulting in excessive hard samples in the training set relative to the entire space. To analyze the performance of the easy-first and hard-first modes on noisy data, the specific accuracy of SPL-Binary, FL, and FlexW (easy-first) on individual noisy and clean samples are analyzed, as shown in Fig. 4. From the left figure, the schemes with the easy-first mode [i.e., SPL-Binary and FlexW (easy-first)] have lower accuracy on noisy samples compared with the hard-first method (i.e., FL) before 140 epochs. From the right figure, SPL-Binary and FlexW (easy-first) consistently outperform FL on clean samples. Therefore, the easy-first methods make the model less disturbed by noise.

To further reduce the negative influence of quite hard samples in the early training stage, the manner for dealing with quite hard samples in SPL is combined into our FlexW. It further improves the model performance in some cases. The weighting function of FlexW with SPL manner is

$$w_i = \begin{cases} (1 - p_i + \alpha)^\gamma e^{-\gamma(1 - p_i + \alpha)}, & l_i \leq \lambda \\ 0, & l_i > \lambda \end{cases}$$

where $\lambda$ is a threshold defined in SPL [16], which is gradually increased to ensure that more hard samples can participate in the next epochs of training.

Under two types of noise with varying noise ratios, we compare FlexW with some advanced weighting methods in different priority modes, as shown in Tables III and IV. The results of FL are from Shu et al. [1]. FlexW under the easy-first
mode achieves the best performance. In addition, the easy-first methods [e.g., SuperLoss and FlexW (easy-first)] perform better than the hard-first ones (e.g., FL and LOW) on noisy data. In some cases, the performance of the hard-first methods is close to or even better than that of the Baseline, mainly due to the imperfect difficulty measure. Alternatively, using only loss to distinguish noisy samples from hard ones is not completely accurate, as discussed by Shin et al. [32], especially for asymmetric label noise. Accordingly, the hard-first priority mode will increase not only the weights of noisy samples, but also those of clean hard ones. Increasing the weights of clean hard samples may have a positive influence on model training. If the positive influence is more significant than the negative influence of noisy samples, then the model performance may be improved.

More ablation studies implemented by FlexW with four priority modes are conducted on CIFAR10 with 20% and 40% flip noise. The results are shown in Table V, indicating that the medium-first mode also achieves good performance on noisy data. Therefore, the easy/medium-first modes are more suitable than the hard-first ones for noisy data. The experimental results are consistent with our theoretical analysis for Subproblem 2), as shown in Sections III-B and III-C.

To further demonstrate the superiority of FlexW, the significance test is conducted. The almost stochastic order (ASO) [50] method is used, which returns a value $\epsilon_{\text{min}}$, expressing (an upper bound to) the amount of violation of stochastic order. If $\epsilon_{\text{min}} < \tau$ (where $\tau$ is 0.5 or less), then the corresponding algorithm can be declared as superior. $\epsilon_{\text{min}}$ can also be interpreted as a confidence score. The lower it is, the more sure the conclusion. The results on noisy CIFAR10 and CIFAR100 datasets are shown in Fig. 5, in which all the obtained $\epsilon_{\text{min}}$s for the comparison between FlexW (easy-first) and other methods are smaller than 0.05, indicating that using ASO with a confidence level 0.05, the score distribution of FlexW (easy-first) based on three random seeds is stochastically dominant ($\epsilon_{\text{min}} = 0.05$) over other compared methods on noisy CIFAR data.

**B. Text Classification With Noisy Labels**

1) **Experimental Settings:** The Stanford Sentiment Treebank (SST-2) [51] dataset is adopted. Its training set contains
TABLE VI
TEST ACCURACY (%) OF COMPETING METHODS ON NOISY SST-2

| Dataset          | SST-2 20% | 40% | 60% |
|------------------|-----------|-----|-----|
| Baseline         | 93.30     | 93.58 | 87.57 | 69.55 |
| Focal loss       | 93.57     | 88.58 | 84.37 | 65.27 |
| SPL-Poly         | 94.16     | 92.24 | 88.84 | 75.36 |
| DSC              | 94.26     | 89.48 | 85.38 | 66.91 |
| TL               | 93.65     | 89.36 | 85.43 | 67.24 |
| SPLD             | 93.68     | 92.42 | 88.26 | 76.12 |
| SPL-IR           | 93.85     | 92.58 | 88.64 | 75.87 |
| FlexW (easy-first) | 94.51   | 94.01 | 89.82 | 77.29 |
| FlexW (medium-first) | 94.80 | 93.14 | 89.23 | 76.02 |
| FlexW (hard-first)  | 94.91  | 89.86 | 86.03 | 66.84 |
| FlexW (two-ends-first) | 94.75 | 89.82 | 84.78 | 58.58 |

Fig. 6. Results of ASO significance test for the comparison between FlexW (easy-first) and other methods on SST-2 with 20% noise.

67,000 movie reviews, and the test set contains 18,000 reviews. The labels of samples are randomly flipped, and the values of the noise ratio are set to 20%, 40%, and 60%, respectively. BERT-base [52] model is applied as the backbone network. The experimental configuration follows that of Devlin et al. [52], and the hyperparameter setting of FlexW is the same as that in Section IV-A. The comparison methods include Baseline, which trains the backbone network with CE loss; three hard-first methods (FL [3], Tversky loss (TL) [53], and Sørensen–Dice coefficient loss (DSC) [53]), and three easy-first approaches (SPL-Poly [48], SPL with Diversity (SPLD) [21], and self-paced implicit regularizer (SPL-IR) [54]).

2) Results: The comparing results are shown in Table VI. The easy-first methods, including SPLD, SPL-Poly, SPL-IR, and FlexW (easy-first), achieve good performance, while the hard-first ones perform poorly. From the ablation studies of FlexW, FlexW (medium-first) also obtains competitive performance. Thus, the easy-first and medium-first modes are more suitable for noisy data. Alternatively, the weights for noisy samples should be decreased.

As with Section IV-A, ASO is employed to demonstrate the significance of FlexW on noisy SST-2 data. The results are shown in Fig. 6, in which all obtained $\epsilon_{\text{min}}$s for the comparison between FlexW (easy-first) and other methods are smaller than 0.05, indicating that using ASO with a confidence level 0.05, the score distribution of FlexW (easy-first) based on three random seeds is stochastically dominant ($\epsilon_{\text{min}} = 0.05$) over other compared methods on noisy SST-2.

C. Image Classification With Imbalanced Datasets

1) Experimental Settings: Long-tailed versions of CIFAR benchmarks with different imbalance factors compiled by Cui et al. [2] are used. ResNet-32 [47] is adopted as the backbone. The compared methods include Baseline, which trains the backbone network with CE loss; four hard-first methods (FL [3], label-distribution-aware margin loss (LDAM) [55], Class-balanced loss [2], and LOW [19]), three easy-first methods [SPL (Binary, Log, Poly, and Linear modes) [16], [20], [48], SuperLoss [18], and R-CE [17]], and an approximated two-ends-first method (cost-sensitive SPL [37]). Other experimental settings are the same as those in Section IV-A.

2) Results: For imbalanced training data, the proportion of easy samples is larger than that of the entire space, as shown in Fig. 1(b). To study the performance of the hard-first and easy-first priority modes on imbalanced data, the accuracy for each category is analyzed on CIFAR10 with an imbalance factor of 20. Fig. 7(a) indicates that the methods under the hard-first mode [i.e., FlexW (hard-first) and FL] increase the accuracy of most tail categories compared with those under the easy-first mode (i.e., SPL-Binary). For example, FlexW (hard-first) improves the accuracy of tail categories 6, 7, 8, 9, and 10, and FL increases the accuracy of tail categories 5, 7, 8, and 10. Fig. 7(c) shows that the hard-first methods improve the accuracy of the last tail category significantly. Since the first head category contains a large number of samples, all three methods perform well, as shown in Fig. 7(b). Thus, for imbalanced data, an effective weighting scheme should focus on improving the performance of the tail categories, which can be achieved by the hard-first mode.

Inspired by the manner of dealing with the imbalance in FL, a categorywise hyperparameter is introduced in FlexW. The weighting function of FlexW combined with the categorywise hyperparameter is

$$w_i = c(y_i)(1 - p_i + \alpha)e^{-\gamma(1 - p_i + \alpha)}$$

where $c(y_i)$ is the categorywise hyperparameter which can further increase the weights for samples in tail categories. It can be set to two for tail categories 6–10 (71–100) and one for other categories in CIFAR10 (CIFAR100), respectively.

Table VII compares some advanced methods under various imbalance factors. The results of FL-$\gamma = 1$, Class-balanced, Class-balanced Focal, and LDAM are from Li et al. [56]. The performance of the hard-first methods (e.g., FlexW [hard-first(*)]) is Class-balanced loss, Class-balanced Focal and FL generally surpasses that of the easy-first methods [e.g., SPL and FlexW (easy-first)]. In addition, FlexW under the hard-first mode achieves the best results, and the categorywise hyperparameter further improves the model performance in some cases. The performance of SPL is approaching that of FL in some cases. It is because the easy-first methods can improve the accuracy of head categories. However, these methods further enlarge the gap between the head and tail categories which is not desirable.

Fig. 8(a) and (b) shows the average weights of samples in the first five head and last five tail categories of CIFAR100, respectively, reflecting the contribution of samples in each category to the model. The weights of the five head categories drop quickly, whereas those of the tail categories remain high during the entire training process. It indicates that the hard-first mode increases the influence of samples in the tail categories on the model. Fig. 8(c) shows the proportion of hard samples (with $l_i \geq \log 10$) in each category. The tail categories have larger proportions of hard samples than head ones, which
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TABLE VII

| Dataset                  | Long-tailed CIFAR10 | Long-tailed CIFAR100 |
|-------------------------|---------------------|----------------------|
| Imbalance factor        | 200                 | 10                   | 200                 | 10 |
| Baseline                | 65.68               | 70.36                | 82.23                | 86.39 |
| Focal loss; γ=1         | 65.29               | 70.38                | 82.76                | 86.66 |
| Focal loss; γ=0.5       | 64.00               | 70.33                | 82.72                | 86.81 |
| Focal loss; γ=2         | 64.88               | 69.59                | 82.32                | 86.52 |
| SPL-Binary              | 65.64               | 70.94                | 82.82                | 87.09 |
| SPL-Log                 | 62.05               | 70.46                | 75.64                | 82.66 |
| SPL-Poly                | 64.98               | 70.56                | 75.33                | 82.45 |
| SPL-Linear              | 62.09               | 70.29                | 74.88                | 82.45 |
| Class-balanced          | 68.77               | 72.68                | 78.13                | 84.56 |
| Class-balanced Focal    | 68.15               | 74.57                | 79.22                | 83.78 |
| i-LADAM                 | 66.75               | 73.55                | 78.83                | 83.89 |
| SuperLoss               | 64.75               | 70.62                | 75.23                | 82.45 |
| R CE                    | 63.98               | 70.13                | 75.66                | 82.23 |
| LOW                     | 67.23               | 72.78                | 76.42                | 83.46 |
| FlexW (easy-first)      | 64.82               | 70.96                | 76.89                | 82.54 |
| FlexW (hard-first)      | 69.64               | 75.81                | 80.13                | 85.35 |
| FlexW (hard-first*)     | 70.27               | 75.33                | 80.56                | 85.64 |

Fig. 7. (a) Accuracy of the three methods for ten categories on CIFAR10 with an imbalance factor of 20. (b) and (c) Accuracy of the three methods for Categories 1 and 10 on CIFAR10 with an imbalance factor of 20.

Fig. 8. (a) and (b) Average weights of the first/five head/tail categories on CIFAR100 with an imbalance factor of 100. (c) Proportion of hard samples in each category in CIFAR10 with an imbalance factor of 100.

supports the common sense that samples in the tail categories are harder to learn than those in the head on average.

The experimental results are in accordance with our theoretical analysis for Subproblem 2), as shown in Sections III-B and III-C. The trained model will be underfitting when easy samples are excessive, as shown in Fig. 1(b). To appropriately increase the complexity of the trained model, the hard-first mode should be adopted. Furthermore, the significance of the performance of FlexW is also verified by ASO and indicates that the score distribution of FlexW (hard-first) based on three random seeds is stochastically dominant ($\epsilon_{min} = 0.05$) over other compared methods on imbalanced CIFAR data using ASO with a confidence level 0.05.

D. Paraphrase Identification With Imbalanced Datasets

1) Experimental Settings: Category imbalance is a common data bias in various natural language-processing tasks such as tagging and machine-reading comprehension. In this section, two paraphrase identification (PI) datasets are adopted, namely, Microsoft Research Paraphrase Corpus (MRPC) [57] and Quora Question Pairs (QQPs) [58]. MRPC contains sentence pairs automatically extracted from online news, with human annotations of whether the sentence pairs are semantically equivalent. Its category distribution is imbalanced. There are 6800 pairs in total. 68% of them are positive, and 32% of them are negative. QQP is a collection of question pairs from the community question-answering website Quora. Its category
distribution is also imbalanced. There are over 400,000 question pairs in total. 37% of them are positive, and 63% of them are negative. We adopt BERT-base [52] as the backbone network. The experimental configuration of Li et al. [53] is followed. The comparison methods include Baseline, which trains the backbone network with CE loss; three hard-first methods (FL [3], TL [53], and DSC [53]), and three easy-first methods (SPL-Poly [48], SPLD [21], and SPL-IR [54]). The hyperparameter setting of FlexW is the same as that in Section IV-A.

2) Results: The results are shown in Table VIII. The hard-first methods [e.g., DSC and FlexW (hard-first)] perform better than the easy-first ones [e.g., SPLD and FlexW (easy-first)] on imbalanced text data, which is in accordance with our analysis in Sections III-B and III-C. In addition, the results of the ASO significance test manifest that using ASO with a confidence level 0.05, the score distribution of FlexW (hard-first) based on three random seeds is stochastically dominant ($\epsilon_{\text{min}} = 0.05$) over other compared methods on QQP data.

### E. Object Detection With Different Difficulty Distributions

1) Experimental Settings: Dense object detection is a typical application where the distribution of easy and hard samples is imbalanced. PASCAL VOC [59], [60] is utilized whose training set consists of VOC2007 and VOC2012 train and validation sets with a total of 16,551 samples. As the training set contains excessive easy samples [3], it is denoted as VOC-e. To investigate other difficulty distribution cases, we compiled three training sets based on the training set of VOC: the dataset with excessive hard samples (VOC-h), the dataset with excessive medium-difficult samples (VOC-m), and the dataset with both excessive easy and hard samples (VOC-b). All three artificially constructed training sets contain 8000 images. For VOC-h, 7000 images are those with the largest loss-conf values in the original VOC training set. The remaining 1000 images are randomly selected from the training data except for the hardest 7000 ones. VOC-m is composed of 8000 images with moderate loss-conf values in the range of [0.8,1.8]. VOC-b is composed of 4000 images with the smallest loss-conf values and 4000 images with the largest loss-conf values in the original VOC training set. VOC2007 test is adopted as the test set with a total of 4952 samples. YOLOv4 [61] and the weight pretrained by Darknet [62] are adopted. The optimizer we used is SGD, where the momentum and weight decay are set to 0.9 and $5 \times 10^{-4}$. The initial learning rate is $1 \times 10^{-4}$, and the final learning rate is $1 \times 10^{-6}$. We use a batch size of four images. The hyperparameter setting of FlexW is the same as that in Section IV-A.

In this experiment, we reveal an interesting fact that FL can also implement the easy-first mode when its hyperparameter $\gamma$ is negative. The performance of the six weighting schemes [FL (easy-first), FL (hard-first), FlexW (easy-first), FlexW (hard-first), FlexW (medium-first), FlexW (two-ends-first)] on the four datasets is shown in Table IX.

2) Results: The two hard-first schemes, including FlexW (hard-first) and FL (hard-first), obtain better results on VOC-e, which contains excessively easy samples. In contrast, when the dataset contains excessive hard samples, the easy-first methods [i.e., FlexW (easy-first) and FL (easy-first)] achieve better performance. For VOC-m, FlexW (two-ends-first) gets the best performance, and FlexW (easy-first) gets the second-best performance. For VOC-b, FlexW (medium-first) and FL (hard-first) obtain the best and second-best performance.

The experimental results are consistent with the four conclusions obtained in our theoretical analysis for Subproblems 1) and 2), as shown in Section III-B. Furthermore, FlexW achieves competitive performance on object detection tasks.

### F. Performance of Varied Priority Mode

As mentioned in Section III-D, if the difficulty distribution of the training set changes drastically during the training process, the corresponding priority mode should also be varied. To demonstrate the varied mode is more effective in some cases, we manually switch the priority mode during the training process. When loss is used as the difficulty measure, the difficulty distribution of the training set will change as training progresses. Using FlexW, the varied mode is investigated on imbalanced CIFAR data. In the early training stage, most samples have large losses. Thus, the easy-first mode should be utilized. Alternatively, the hyperparameters in FlexW (i.e., $\alpha$ and $\gamma$) should be searched in the interval of the easy-first mode, $\gamma = -0.5$ and $\alpha = 0.1$ are employed in the first 100 epochs. With the model trained better, easy samples are excessive because hard samples are mostly samples in tail categories. Thus, the hard-first mode should be adopted to improve the classification performance of the tail categories in later periods. In this stage, the hyperparameters in FlexW should be searched in the intervals of the hard-first mode. $\gamma = 0.5$ and $\alpha = 0.1$ are adopted in the remaining epochs.

Table X shows the performance of FlexW with the varied priority mode and hard-first mode. The results indicate that the varied mode achieves better performance than the fixed mode in some cases, which is in accordance with our analysis in Section III-D. The priority mode does not need to remain fixed, and it should be varied if the difficulty distribution of the training set changes significantly.

### G. Image Classification With Standard Datasets

1) Experimental Settings: Standard CIFAR10 and CIFAR100 [45] datasets are utilized in this experiment. The five hard-first methods (FL [3], LOW [19], CL by

| Dataset         | MRPC  | QQP   |
|-----------------|-------|-------|
| Baseline        | 88.05 | 91.42 |
| Focal loss      | 88.46 | 91.91 |
| SPL-Poly        | 86.84 | 90.38 |
| DSC             | 88.78 | 92.27 |
| TL              | 88.71 | 92.12 |
| SPLD            | 85.99 | 90.85 |
| SPL-IR          | 86.12 | 90.74 |
| FlexW (easy-first) | 86.78 | 91.25 |
| FlexW (medium-first) | 88.24 | 92.08 |
| FlexW (hard-first) | 89.73 | 93.35 |
| FlexW (two-ends-first) | 87.32 | 90.68 |
dynamic instance hardness (DIHCL) [63], minimax CL (MCL) [64], and CL by optimizing learning dynamics (DoCL) [65], the three easy-first methods (SPL [16], SuperLoss [18], and SPLD [21]), our proposed FlexW (easy-first, hard-first, medium-first, and two-ends-first), and FlexW with meta-learning are compared on WRN-28-2 [46], as shown in Table XI. In addition, the two easy-first methods (SPL-Binary [16] and SPLD [21]), the six hard-first methods (Inverse-SPL [66], LOW [19], FL [3], DIHCL [63], MCL [64], and DoCL [65]), FlexW (easy-first, hard-first, medium-first, and two-ends-first), and FlexW with meta-learning are compared on VGG-16 [67], as shown in Table XII. For VGG-16, we adopt a slightly modified version [67], which contains only one fully-connected layer. Experimental settings are the same as those in Section IV-A. For FlexW with meta-learning, the construction of metadata follows the manner of Shu et al. [1].

2) Results: Tables XI and XII show that there is no clear judgment among all the priority modes on standard data. For example, the hard-first and easy-first modes perform better on standard CIFAR10 and CIFAR100, respectively. Our proposed FlexW outperforms three advanced CL methods, including DIHCL, MCL, and DoCL. In addition, using meta-learning to optimize the hyperparameters in FlexW can obtain better performance. The experimental results are consistent with the answer for Subproblem 4), which is stated in Section III-E. Weighting methods that can implement all four priority modes (e.g., FlexW) should be utilized when there is no prior knowledge or theoretical clues. Grid search and meta-learning strategies can be adopted to select the optimal hyperparameters. Once the optimal hyperparameters are determined, the optimal priority mode can be obtained.

H. Selection of Hyperparameters in FlexW

For the convenience of application, we give the hyperparameter intervals with stable performance corresponding to the four priority modes, as shown in Table XIII. If the optimal priority mode can be predetermined, grid search can be used to search hyperparameters within specific intervals.

When no prior knowledge exists, both grid search and meta-learning methods can be utilized to select the optimal hyperparameters (i.e., priority modes), as stated in Section III-E. It is worth noting that FlexW can be flexibly switched among the four priority modes only by changing its hyperparameters. Alternatively, when facing a new learning task, only the values of hyperparameters in FlexW are needed to be changed without changing the entire weighting function.

V. ANSWERS AND DISCUSSION

According to the aforementioned theoretical analyses and empirical observations, a comprehensive answer is obtained for our investigated “easy-or-hard” question in the following.

1) No universal fixed optimal priority mode exists for an arbitrary learning task.

2) Except for the easy-first and hard-first priority modes, there are two other typical priority modes, namely, medium-first and two-ends-first.

3) The weights for noisy samples should be decreased. Thus, the priority modes of easy-first and medium-first are more effective on noisy data.

4) The relationship between the difficulty distribution and the priority mode can be analyzed based on (3). Samples with large/small relative difficulty should be assigned with high/low weights. Thus, four conclusions can be obtained: a) if there are excessive easy samples in the training data, the hard-first mode should be adopted; b) if there are excessive hard samples, the easy-first mode should be adopted; c) if there are excessive medium-difficult samples, the two-ends-first mode should be adopted; and d) if there are both excessive easy and hard samples, the medium-first mode should be adopted.

5) The priority mode is not necessary to be fixed during training. If the difficulty distribution of the training data changes significantly during the training process, the priority mode should also be varied.

6) If there is no prior knowledge or theoretical clues, the weighting schemes (e.g., FlexW) which can achieve all four priority modes should be adopted. Which mode is more appropriate depends on the results of the hyperparameter tuning.

The above answer indicates that the measurement of the learning difficulty of samples is crucial as the weight is directly determined by the difficulty distribution of the training set. In most existing studies, the learning difficulty is approximated by the loss (or the predicted probability of ground truth) [3], [16], which is shown in Table II. Although reasonable, an ideal solution should fully consider factors, including loss, the neighbor of samples, category distribution, and noise level. This study will be the focus of our future work.

Another critical issue is the judgment of whether easy/medium/hard samples are excessive in the training set. Prior knowledge of the training set, such as noise level and

---

### TABLE IX

**MAPS (%) OF SIX WEIGHTING SCHEMES ON FOUR VOC DATASETS**

| Dataset | FL (hard-first) | FL (easy-first) | FlexW (hard-first) | FlexW (easy-first) | FlexW (medium-first) | FlexW (two-ends-first) |
|---------|----------------|----------------|-------------------|-------------------|---------------------|------------------------|
| VOC-a   | 75.21          | 66.96          | 76.84             | 71.70             | 75.25               | 66.88                  |
| VOC-b   | 66.62          | 68.30          | 67.67             | 69.25             | 67.64               | 65.74                  |
| VOC-c   | 55.74          | 62.36          | 60.14             | 62.71             | 58.76               | 63.25                  |
| VOC-d   | 61.75          | 57.72          | 61.43             | 59.54             | 63.58               | 58.66                  |

---

### TABLE X

**TEST ACCURACY (%) UNDER THE HARD-FIRST AND VARIED MODES ACHIEVED BY FLEXW ON IMBALANCED CIFAR10 AND CIFAR100**

| Dataset | Imbalance | Hard-first | 200 | 100 | 50  | 20  |
|---------|-----------|------------|-----|-----|-----|-----|
| CIFAR10 | Hard-first| 69.64      | 75.81| 80.13| 85.55| 88.86|
| CIFAR10 | Varied mode | 69.98 | 76.23 | 80.71 | 84.54 | 88.00 |
| CIFAR100| Hard-first | 37.81 | 41.72 | 46.98 | 53.61 | 58.82 |
| CIFAR100| Varied mode | 37.34 | 41.85 | 45.25 | 53.97 | 57.23 |
category proportion, can help us with this issue. If there is not any prior knowledge but the learning difficulty of each sample is accessible, the excess of easy/medium/hard samples should be judged according to the difference between the difficulty distributions of the entire sample space and the training dataset. It is impractical to utilize the distribution of the entire sample space. A feasible way is to take the difficulty distribution of the validation set as a reference, as the validation set is generally regarded as unbiased. If which kinds of samples are excessive cannot be determined, weighting strategies that can achieve all four modes (e.g., FlexW) should be adopted. Both the grid search and meta-learning methods can be utilized to select the optimal hyperparameters of FlexW.

VI. CONCLUSION

This study focuses on an interesting and important question about the choices of priority modes for learning tasks. A deep investigation of this question facilitates understanding various existing weighting schemes and choosing an appropriate priority mode for a new learning task. First, a general objective function is proposed, which offers an explanation of the “easy-or-hard” question theoretically. Second, several theoretical answers are obtained based on the general objective function. Two other priority modes, namely, medium-first and two-ends-first, are revealed. In addition, the priority mode is not necessary to be fixed during the training process. Third, an effective and universal weighting solution (i.e., FlexW) is proposed when there is no prior knowledge or theoretical clues. This solution alleviates the defects of existing schemes that only single or partial priority mode(s) can be implemented. Fourth, extensive experiments for various tasks are conducted under different data characteristics. Finally, a comprehensive answer to the “easy-or-hard” question is obtained according to the theoretical analysis and empirical evaluation.

APPENDIX

A. Theoretical Analysis for Proposition 1 and 2

A strict proof for Proposition 1 is challenging. We give the proof under a special case that the weights exerted on $R_{\text{easy}}$ are identical. Without loss of generality, the weights on each sample in $R_{\text{hard}}$ are denoted as $(1 + \epsilon)$, where $\epsilon > 0$.

Let $\text{Bias}_T(c)$ and $\text{Var}_T(c)$ be the bias and variance terms defined in (5) in Section III-C, respectively. Minimum learning error is achieved when the sum of the partial derivatives of the two terms with respect to the model complexity $c$ is equal to zero. Let $c^*$ be the optimal model complexity when the minimum learning error is achieved. We yield

$$\frac{\partial \text{Err}}{\partial c} \bigg|_{c^*} = \frac{\partial \text{Bias}_T(c)}{\partial c} \bigg|_{c^*} + \frac{\partial \text{Var}_T(c)}{\partial c} \bigg|_{c^*} = 0. \quad (13)$$

According to Assumptions 1 and 2, we have

$$\frac{\partial \text{Bias}_{T\text{easy}}(c)}{\partial c} \bigg|_{c^*} + \frac{\partial \text{Var}_{T\text{easy}}(c)}{\partial c} \bigg|_{c^*} > 0$$

$$\frac{\partial \text{Bias}_{T\text{hard}}(c)}{\partial c} \bigg|_{c^*} + \frac{\partial \text{Var}_{T\text{hard}}(c)}{\partial c} \bigg|_{c^*} < 0. \quad (14)$$

Let $p_{\text{easy}}$, $p_{\text{medium}}$, and $p_{\text{hard}}$ be the probabilities that a random sample coming from $R_{\text{easy}}$, $R_{\text{medium}}$, and $R_{\text{hard}}$, respectively. Naturally, $p_{\text{easy}} + p_{\text{medium}} + p_{\text{hard}} = 1$. According to the law of total expectation, the error in the entire sample space can be split into three regions and calculated separately. Thus, we yield

$$\text{Err}(c^*) = p_{\text{easy}}\text{Err}_{\text{easy}}(c^*) + p_{\text{medium}}\text{Err}_{\text{medium}}(c^*) + p_{\text{hard}}\text{Err}_{\text{hard}}(c^*)$$

$$\text{Bias}(c^*) = p_{\text{easy}}\text{Bias}_{T\text{easy}}(c^*) + p_{\text{medium}}\text{Bias}_{T\text{medium}}(c^*) + p_{\text{hard}}\text{Bias}_{T\text{hard}}(c^*)$$

$$\text{Var}(c^*) = p_{\text{easy}}\text{Var}_{T\text{easy}}(c^*) + p_{\text{medium}}\text{Var}_{T\text{medium}}(c^*) + p_{\text{hard}}\text{Var}_{T\text{hard}}(c^*). \quad (15)$$

When the weights $(1 + \epsilon)$ are exerted on samples in $R_{\text{hard}}$, then $\text{Bias}(c^*)$ and $\text{Var}(c^*)$ become

$$\text{Bias}_T(c^*) = p_{\text{easy}}\text{Bias}_{T\text{easy}}(c^*) + p_{\text{medium}}\text{Bias}_{T\text{medium}}(c^*) + p_{\text{hard}}\text{Bias}_{T\text{hard}}(c^*) + \epsilon p_{\text{hard}}\text{Bias}_{T\text{hard}}(c^*)$$

$$\text{Var}_T(c^*) = p_{\text{easy}}\text{Var}_{T\text{easy}}(c^*) + p_{\text{medium}}\text{Var}_{T\text{medium}}(c^*) + p_{\text{hard}}\text{Var}_{T\text{hard}}(c^*) + \epsilon p_{\text{hard}}\text{Var}_{T\text{hard}}(c^*). \quad (16)$$

Based on (14) and (16), we have

$$\frac{\partial \text{Bias}_T(c)}{\partial c} \bigg|_{c^*} + \frac{\partial \text{Var}_T(c)}{\partial c} \bigg|_{c^*} = 0 + \epsilon p_{\text{hard}} \left( \frac{\partial \text{Var}_{T\text{hard}}(c)}{\partial c} \bigg|_{c^*} + \frac{\partial \text{Bias}_{T\text{hard}}(c)}{\partial c} \bigg|_{c^*} \right) < 0. \quad (17)$$

Accordingly, the model complexity should be increased to attain the new balance between the bias and variance terms.
Alternatively, the new optimal model complexity $c_{\text{new}}^*$ will be larger than $c^*$. The proof for Proposition 2 is with a similar inference manner.

**B. Gradient Analysis of FlexW**

The weighting strategies affect the training process by influencing the loss gradients of samples. To better understand FlexW, the gradient of the loss function with FlexW is analyzed. The loss gradient of CE loss with FlexW is

$$\frac{dL}{dz} = \frac{\partial L}{\partial p} \times \frac{\partial p}{\partial z} = p(1-p)(1-p+\alpha)^{\gamma-1} e^{-\gamma(1-p+\alpha)} \times \left( \gamma \log p(\gamma-p) - \frac{1-p+\alpha}{p} \right)$$

(18)

where $p = (1/(1+e^{-z})$. The gradient of CE loss with FlexW is in comparison to the gradients of CE loss, FL [3], CE loss with SPL-Log [20], and ASL [34].

Fig. 9(a) shows the gradients of different weighting strategies. Under CE loss, harder samples have larger gradients than easier ones. FL increases the gradients of hard samples. However, it is sensitive to noise. ASL decreases the gradients of quiet-hard samples. FlexW with four priority modes of FlexW is utilized, the curves of the four variants are shown in Fig. 9(c). When the easy/medium/hard/two-ends-first mode of FlexW is utilized, the loss gradients of easy/medium/hard/both easy and hard samples are increased compared with those under CE loss.
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