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Abstract. We present a recent result [23] for the free boundary problem for contact discontinuities in ideal compressible magnetohydrodynamics (MHD). They are characteristic discontinuities with no flow across the discontinuity for which the pressure, the magnetic field and the velocity are continuous whereas the density and the entropy may have a jump. Under the Rayleigh-Taylor sign condition \( \partial p/\partial N < 0 \) on the jump of the normal derivative of the pressure satisfied at each point of the unperturbed contact discontinuity, we prove the well-posedness in Sobolev spaces of the linearized problem for 2D planar MHD flows. This is a necessary step to prove a local-in-time existence theorem [24] for the original nonlinear free boundary problem provided that the Rayleigh-Taylor sign condition is satisfied at each point of the initial discontinuity. The uniqueness of a solution to this problem follows already from the basic a priori estimate deduced for the linearized problem.

1. Introduction. We consider the equations of ideal compressible MHD:

\[
\begin{align*}
\partial_t \rho + \text{div} (\rho v) &= 0, \\
\partial_t (\rho v) + \text{div} (\rho v \otimes v - H \otimes H) + \nabla q &= 0, \\
\partial_t H - \nabla \times (v \times H) &= 0, \\
\partial_t \left( \rho e + \frac{1}{2} |H|^2 \right) + \text{div} \left( (\rho e + p)v + H \times (v \times H) \right) &= 0,
\end{align*}
\]
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where $\rho$ denotes density, $v \in \mathbb{R}^3$ plasma velocity, $H \in \mathbb{R}^3$ magnetic field, $p = p(\rho, S)$ pressure, $q = p + \frac{1}{2} |H|^2$ total pressure, $S$ entropy, $e = E + \frac{1}{2} |v|^2$ total energy, and $E = E(\rho, S)$ internal energy. With a state equation of gas, $\rho = \rho(p, S)$, and the first principle of thermodynamics, (1) is a closed system for the unknown $U = U(t, x) = (p, v, H, S)$.

System (1) is supplemented by the divergence constraint

$$\text{div} \, H = 0$$

(2)
on the initial data $U(0, x) = U_0(x)$. As is known, taking into account (2), we can easily symmetrize system (1) by rewriting it in the nonconservative form

$$\begin{align*}
\frac{1}{\rho c^2} \frac{dp}{dt} + \text{div} \, v &= 0, \\
\rho \frac{dv}{dt} - (H, \nabla)H + \nabla q &= 0, \\
\frac{dH}{dt} - (H, \nabla)v + H \text{div} \, v &= 0, \\
\frac{dS}{dt} &= 0,
\end{align*}$$

(3)

where $c^2 = 1/\rho c_2$ is the square of the sound speed, $\rho c_2 = \partial \rho / \partial p$, $d/dt = \partial_t + (v, \nabla)$ and by $(,)$ we denote the scalar product. Equations (3) form the symmetric system

$$A_0(U) \partial_t U + \sum_{j=1}^{3} A_j(U) \partial_j U = 0$$

(4)

which is hyperbolic if the matrix $A_0 = \text{diag}(\rho c_2, \rho, \rho, \rho, 1, 1, 1, 1)$ is positive definite, i.e.,

$$\rho > 0, \quad \rho c_2 > 0.$$  

(5)

The symmetric matrices $A_j$ can be easily written down.

We assume that the plasma obeys the state equation of a polytropic gas

$$\rho(p, S) = A p^{\gamma} e^{-\frac{\gamma}{2}}, \quad A > 0, \quad \gamma > 1.$$  

(6)

In this case $c^2 = \gamma p/\rho$ and (5) becomes equivalent to

$$\rho > 0, \quad p > 0.$$  

(7)

Moreover, we manage to carry out the well-posedness analysis for contact discontinuities (see their definition just below) only for 2D planar MHD flows. This means that the flow is $x_3$-invariant ($U = U(t, x_1, x_2)$), but the velocity and the magnetic field are shearless ($v_3 = H_3 = 0$). In other words, without loss of generality we may assume that the space variables, the velocity and the magnetic field have only two components: $x = (x_1, x_2) \in \mathbb{R}^2$, $v = (v_1, v_2) \in \mathbb{R}^2$, $H = (H_1, H_2) \in \mathbb{R}^2$. In the 2D planar case and for a polytropic gas, the MHD system (3) reads

$$A_0(U) \partial_t U + A_1(U) \partial_1 U + A_2(U) \partial_2 U = 0$$  

(8)

In fact, for us it is only important that for a polytropic gas the value $\rho c^2 = \gamma p$ is continuous if the pressure is continuous, i.e., our results hold true for state equations for which the value $\rho c^2$ has the same property.

For the general 2D case, when $U = U(t, x_1, x_2)$, one can show that if the condition $v_3 = H_3 = 0$ holds at $t = 0$, then it is satisfied for all times $t > 0$, i.e., the assumption $v_3|_{t=0} = H_3|_{t=0} = 0$ restricts us to planar flows.
with $A_0 = \text{diag}(1/(\gamma p), \rho, \rho, 1, 1, 1)$ and

$$A_1 = \begin{pmatrix}
\frac{\partial}{\partial x} & 1 & 0 & 0 & 0 & 0 \\
1 & \rho v_1 & 0 & 0 & H_2 & 0 \\
0 & 0 & \rho v_1 & 0 & -H_1 & 0 \\
0 & 0 & 0 & v_1 & 0 & 0 \\
0 & H_2 & -H_1 & 0 & v_1 & 0 \\
0 & 0 & 0 & 0 & 0 & v_1
\end{pmatrix}, \quad A_2 = \begin{pmatrix}
\frac{\partial}{\partial x} & 0 & 1 & 0 & 0 & 0 \\
0 & \rho v_2 & 0 & -H_2 & 0 & 0 \\
1 & 0 & \rho v_2 & H_1 & 0 & 0 \\
0 & -H_2 & H_1 & v_2 & 0 & 0 \\
0 & 0 & 0 & 0 & v_2 & 0 \\
0 & 0 & 0 & 0 & 0 & v_2
\end{pmatrix}.$$

We consider the MHD equations (1) for $t \in [0, T]$ in the unbounded space domain $\mathbb{R}^3$ and suppose that $\Gamma(t) = \{x_1 - \varphi(t, x') = 0\}$ is a smooth hypersurface in $[0, T] \times \mathbb{R}^3$, where $x' = (x_2, x_3)$ are tangential coordinates. We assume that $\Gamma(t)$ is a surface of strong discontinuity for the conservation laws (1), i.e., we are interested in solutions of (1) that are smooth on either side of $\Gamma(t)$. To be weak solutions of (1) such piecewise smooth solutions should satisfy the MHD Rankine-Hugoniot conditions (see, e.g., [15])

$$\begin{cases}
[j] = 0, & [H_N] = 0, & j [v_N] + [q] = 0, & j [v_\tau] = H_N [H_\tau], \\
H_N [v_\tau] = j [H_\tau/\rho], & j [e + \frac{1}{2}(|H|^2/\rho)] + [q v_N - H_N (H, v)] = 0
\end{cases} \quad (9)$$

at each point of $\Gamma$, where $[g] = g^+ |\Gamma| - g^- |\Gamma|$ denotes the jump of $g$, with $g^\pm := g$ in the domains

$$\Omega^\pm(t) = \{\pm(x_1 - \varphi(t, x')) > 0\},$$

and

$$j^\pm = \rho (v_N^\pm - \partial_\tau \varphi), \quad v_N^\pm = (v_\pm, N), \quad H_N = (H^\pm, N), \quad N = (1, -\partial_2 \varphi, -\partial_3 \varphi),$$

$$v_\tau = (v_\tau^\pm), \quad H_\tau = (H_\tau^\pm), \quad v_\tau^\pm = (v_\tau^+, v_\tau^-), \quad \tau = (\partial_2 \varphi, 1, 0), \quad \tau_2 = (\partial_3 \varphi, 0, 1), \quad H_N |\Gamma| := H_N^\pm |\Gamma|;$$

and $j = j^\pm |\Gamma|$ is the mass transfer flux across the discontinuity surface.

From the mathematical point of view, there are two types of strong discontinuities: shock waves and characteristic discontinuities. Following Lax [14], characteristic discontinuities, which are characteristic free boundaries, are called contact discontinuities. For the Euler equations of gas dynamics contact discontinuities are indeed contact from the physical point of view, i.e., there is no flow across the discontinuity ($j = 0$).

In MHD the situation with characteristic discontinuities is richer than in gas dynamics. Namely, besides shock waves ($j \neq 0, |\rho| \neq 0$) there are three types of characteristic discontinuities [3, 15]: tangential discontinuities or current-vortex sheets ($j = 0, H_N |\Gamma| = 0$), Alfvén or rotational discontinuities ($j \neq 0, |\rho| = 0$), and contact discontinuities ($j = 0, H_N |\Gamma| \neq 0$). Current-vortex sheets and MHD contact discontinuities are contact from the physical point of view, but Alfvén discontinuities are not.

Strong discontinuities formally introduced for the MHD equations do not necessarily exist (at least, locally in time) as piecewise smooth solutions for the full range of admissible initial flow parameters. As is known (see [2, 3, 18, 19]), the fulfillment of the Kreiss-Lopatinski condition [11] for the linearized constant coefficients problem for a planar discontinuity is necessary (but not sufficient in general) for the local-in-time existence of corresponding nonplanar discontinuities. The violation of the Kreiss-Lopatinski condition is equivalent to the ill-posedness of the linearized constant coefficient problem. This is the same as Kelvin-Helmholtz instability, and the corresponding planar discontinuity is called unstable or violently unstable.
The more restrictive condition is the uniform Kreiss-Lopatinski condition \[11\] and it requires the nonexistence of not only unstable but also neutral modes. The corresponding planar discontinuity is called **uniformly stable**. The uniform stability condition satisfied at each point of the initial strong discontinuity usually implies its local-in-time existence. At least, this is so for gas dynamical shock waves \[3, 18\], and more recently the same was proved for MHD shock waves \[20, 12\]. However, **neutral (or weak) stability** sometimes also implies local-in-time existence. For example, for the isentropic Euler equations, Coulombel and Secchi \[4\] have proved the local-in-time-existence of neutrally stable vortex sheets (in 2D) and neutrally stable shock waves.

In MHD there are two types of Lax shocks: fast and slow shock waves (see, e.g., \[15\]). A complete 2D stability analysis of fast MHD shock waves was carried out in \[27\] for a polytropic gas equation of state. Taking into account the results of \[20, 12\] extending the Kreiss–Majda theory \[11, 18\] to a class of hyperbolic symmetrizable systems with characteristics of variable multiplicities (this class contains the MHD system), uniformly stable fast shock waves found in \[27\] exist locally in time. Regarding slow shock waves, some results about their stability can be found in \[3, 8\].

Current-vortex sheets can be only neutrally stable and a sufficient condition for the neutral stability of planar compressible current-vortex sheets\(^3\) was found in \[28\]. The local-in-time existence of solutions with a surface of a current-vortex sheet of the MHD equations was proved in \[30\], provided that the sufficient stability from \[28\] holds at each point of the initial discontinuity.

By numerical testing of the Kreiss-Lopatinski condition the parameter domains of stability and violent instability of planar Alfvén discontinuities were found in \[10\]. Alfvén discontinuities are violently unstable for a wide range of flow parameters \[10\] but, as current-vortex sheets, they can be only neutrally stable. As was shown in \[10\], the violation of uniform stability for stable Alfvén discontinuities is the direct consequence of the fact that the symbol associated to the free boundary is **not elliptic**. It means that the boundary conditions cannot be resolved for the time-space gradient \(\nabla_{t,x} \phi = (\partial_t \phi, \partial_x \phi, \partial_3 \phi)\) of the front function.

In fact, for a general class of free boundary problems one can show that the non-ellipticity of the front symbol implies the existence of neutral modes associated with zeroing of this symbol. At the same time, neutral stability in the case of non-elliptic front symbol is, in some sense, weaker than usual neutral stability. As was noted in \[31\], this kind of neutral stability is, in general, not enough for the well-posedness of the linearized problem with variable coefficients (and, of course, of the original nonlinear problem). That is, this problem can be ill-posed even if the constant coefficients problem satisfies the (weak) Kreiss-Lopatinski condition.

The classical example of a free boundary problem with non-elliptic front symbol is the problem for the incompressible Euler equations with the vacuum boundary condition \(p|_\Gamma = 0\) on a free boundary \(\Gamma(t)\) moving with the velocity of fluid particles (see \[16\] and references therein). The front symbol is also not elliptic for the counterpart of this problem for the compressible Euler equations describing the motion of a compressible perfect liquid (with \(\rho|_\Gamma > 0\)) in vacuum \[17, 31\].

One can easily check that the linearization of the vacuum problem (for compressible or incompressible liquid) associated with a planar boundary always satisfies the

\(^3\)For the well-posedness and stability analysis for incompressible current-vortex sheets we refer the reader to \[5, 21, 29\] and references therein.
Kreiss-Lopatinski condition, i.e., Kelvin-Helmholtz instability does not occur. Nevertheless, the local-in-time existence in Sobolev spaces was managed to be proved in [16, 17, 31] for the nonlinear free boundary problem only under the physical assumption
\[
\frac{\partial p}{\partial N} \leq -\epsilon < 0 \quad \text{on } \Gamma(0) \tag{10}
\]
on the normal derivative of the pressure on the initial free boundary, where \( N \) is the outward normal to \( \Gamma \) and \( \epsilon \) is a fixed constant. As is known, the violation of (10) is associated with Rayleigh-Taylor instability occurring on the level of variable coefficients of the linearized problem. Moreover, for the case of incompressible liquid Ebin [6] showed the ill-posedness in Sobolev spaces of the nonlinear problem when the physical condition (10) is not satisfied.

Here we are interested in MHD contact discontinuities and for them the front symbol is also always not elliptic. For contact discontinuities, in view of the requirements \( j = 0 \) and \( H_N|_{\Gamma} \neq 0 \), the Rankine-Hugoniot conditions (9) give the boundary conditions
\[
[p] = 0, \quad [v] = 0, \quad [H] = 0, \quad \partial_t \varphi = v_N \quad \text{on } \Gamma(t) \tag{11}
\]
which indeed cannot be resolved for \( \nabla_{t,x} \varphi \). At the same time, the density and the entropy may undergo any jump: \([\rho] \neq 0, [S] \neq 0\).

**Remark 1.** Observe that the continuity of the magnetic field in (11) is equivalent to
\[
[H_N] = 0, \quad [H_\tau] = 0 \quad \text{on } \Gamma(t). \tag{12}
\]
One can show that the first condition in (12) coming from the constraint equation (2) is not a real boundary condition and must be regarded as a restriction (boundary constraint) on the initial data (see Proposition 1 for more details).

Our final goal is to find conditions on the initial data
\[
U^\pm(0, x) = U_0^\pm(x), \quad x \in \Omega^\pm(0), \quad \varphi(0, x') = \varphi_0(x'), \quad x' \in \mathbb{R}^2, \tag{13}
\]
providing the existence and uniqueness in Sobolev spaces on some time interval \([0, T]\) of a solution \((U^\pm, \varphi)\) to the free boundary problem (1), (11), (13), where \( U^\pm := U \in \Omega^\pm(t) \), and \( U^\pm \) is smooth in \( \Omega^\pm(t) \). Because of the general properties of hyperbolic conservation laws it is natural to expect only the local-in-time existence of solutions with a surface of contact discontinuity. Therefore, from the mathematical point of view, the question on its nonlinear Lyapunov’s stability has no sense.

At the same time, the study of the linearized stability of contact discontinuities is not only a necessary step towards the proof of their local-in-time existence but is also of independent interest in connection with various astrophysical applications. As is noted in [9], the boundary conditions (11) are most typical for astrophysical plasmas. Contact discontinuities are usually observed in the solar wind, behind astrophysical shock waves bounding supernova remnants or due to the interaction of multiple shock waves driven by fast coronal mass ejections.

The absence of Kelvin-Helmholtz instability for contact discontinuities follows from a conserved energy integral [3] which can be trivially obtained for the constant coefficients problem resulting from the linearization of problem (1), (11), (13) about its piecewise constant solution associated with a planar discontinuity. That is, planar MHD contact discontinuities are always neutrally stable (see Section 3
But, the non-ellipticity of the front symbol causes principal difficulties if we want to extend the a priori $L^2$ estimate [3] easily deduced for the constant coefficients problem to the linearized problem with variable coefficients.

In [23] under a suitable stability condition for the unperturbed flow (see just below) we have managed to prove the well-posedness in Sobolev spaces of the linearized variable coefficients problem for contact discontinuities in 2D planar MHD (see (8)). It is amazing that the classical Rayleigh-Taylor sign condition

$$\left[ \frac{\partial p}{\partial N} \right] \leq -\epsilon < 0$$

(14)

on the jump of the normal derivative of the pressure satisfied at each point of the unperturbed nonplanar contact discontinuity naturally appears in our energy method as the condition sufficient for the well-posedness of the linearized problem. It is interesting to note that, unlike the condition $[\partial q/\partial N] < 0$ considered in [32] for the plasma-vacuum interface problem, the magnetic field does not enter (14). That is, for MHD contact discontinuities condition (14) appears in its classical (purely hydrodynamical) form as a condition for the pressure $p$ but not for the total pressure $q = p + \frac{1}{2} |H|^2$.

The proof of the well-posedness of the linearized problem is based on a basic a priori $H^1$ estimate we deduce for this problem. It is worth noting that this a priori estimate already implies the uniqueness of a solution to the original nonlinear free boundary problem. Uniqueness can be proved by standard argument, exactly in the same manner as was done in [29] for incompressible current-vortex sheets.

Our well-posedness result is a necessary step to prove the local-in-time existence of MHD contact discontinuities provided that the Rayleigh-Taylor sign condition is satisfied at each point of the initial discontinuity. Since in the basic a priori estimate for the (variable coefficients) linearized problem we have a loss of derivatives from the source terms to the solution, we are going to prove the existence of solutions to the original nonlinear problem by a suitable Nash-Moser-type iteration scheme. We suppose that the scheme of the proof will be really similar to that in [4, 30, 31] and the form of the local-in-time existence theorem will be analogous to that in [31]. We do not see any principal difficulties in this direction and the corresponding work is already in progress [24].

The extension of our result to the general 3D case is still an open difficult problem. It is worth noting that the Rayleigh-Taylor instability of contact discontinuities was earlier detected in numerical MHD simulations of astrophysical plasmas as fingers near the contact discontinuity in the contour maps of density (see [7] and references therein). Our hypothesis is that Rayleigh-Taylor instability is associated with the violation of the classical condition (14). The proof of this hypothesis is also an interesting open problem for future research.

This paper is a short version of our original paper [23], but the most important points are described in full details. The rest of the present paper is organized as follows. In Section 2, we reduce the free boundary problem (1), (11), (13) to an initial-boundary value problem in a fixed domain and discuss properties of the reduced problem. In Section 3, we obtain the linearized problem and formulate the

---

4 The surprising thing is that neutral stability trivially shown by the energy method cannot be proved by the usual spectral analysis due to the impossibility to solve analytically (in the general case) the dispersion relation for the magnetoacoustics system (see Section 3).

5 We refer also to [26] for a similar but a little bit more involved argument towards the proof of uniqueness for a plasma-vacuum problem.
main result for it which is Theorem 3.1 about its well-posedness in Sobolev spaces under the Rayleigh-Taylor sign condition for the 2D planar unperturbed flow. Moreover, in Section 3 we briefly discuss properties of the constant coefficients linearized problem for a planar contact discontinuity. In Section 4 we derive the energy a priori estimate for the variable coefficients linearized problem and in Section 5 outline the proof of the existence of solutions of this problem.

2. Reduced nonlinear problem in a fixed domain. The function \( \varphi(t, x') \) determining the contact discontinuity surface \( \Gamma \) is one of the unknowns of the free boundary problem \((1)/(4),(11),(13)\). To reduce this problem to that in a fixed domain we straighten the interface \( \Gamma \) by using the same simplest change of independent variables as in \([30,31]\). That is, the unknowns \( U^+ \) and \( U^- \) being smooth in \( \Omega^\pm(t) \) are replaced by the vector-functions

\[ \tilde{U}^\pm(t, x) := U^\pm(t, \Phi^\pm(t, x), x') \]  

which are smooth in the half-space \( \mathbb{R}^+_1 = \{ x_1 > 0, \ x' \in \mathbb{R}^2 \} \), where

\[ \Phi^\pm(t, x) := \pm x_1 + \Psi^\pm(t, x), \quad \Psi^\pm(t, x) := \chi(\pm x_1)\varphi(t, x'), \]  

and \( \chi \in C^\infty_0(\mathbb{R}) \) equals to 1 on \([-1,1]\), and \( ||\chi'||_{L_\infty(\mathbb{R})} < 1/2 \). Here, as in \([19]\), we use the cut-off function \( \chi \) to avoid assumptions about compact support of the initial data in our (future) nonlinear existence theorem \([24]\).

Remark 2. The above change of variable is admissible if \( \partial_1 \Phi^\pm \neq 0 \). The latter is guaranteed, namely, the inequalities \( \partial_1 \Phi^+ > 0 \) and \( \partial_1 \Phi^- < 0 \) are fulfilled, if we consider solutions for which \( ||\varphi||_{L_\infty((0,T) \times \mathbb{R}^2)} \leq 1 \). This holds if, without loss of generality, we consider the initial data satisfying \( ||\varphi_0||_{L_\infty(\mathbb{R}^2)} \leq 1/2 \), and the time \( T \) in our existence theorem is sufficiently small.

Dropping for convenience tildes in \( \tilde{U}^\pm \), we reduce \((4),(11),(13)\) to the initial-boundary value problem

\[ L(U^+, \Psi^+) = 0, \quad L(U^-, \Psi^-) = 0 \quad \text{in } [0,T] \times \mathbb{R}^3_+, \]  

\[ \mathbb{R}(U^+, U^-, \varphi) = 0 \quad \text{on } [0,T] \times \{ x_1 = 0 \} \times \mathbb{R}^2, \]  

\[ U^+|_{x_1=0} = U_0^+, \quad U^-|_{x_1=0} = U_0^- \quad \text{in } \mathbb{R}^3_+, \quad \varphi|_{x_1=0} = \varphi_0 \quad \text{in } \mathbb{R}^2, \]

where \( L(U, \Psi) = L(U, \Psi)U \),

\[ L(U, \Psi) = A_0(U)\partial_t + A_1(U, \Psi)\partial_1 + A_2(U)\partial_2 + A_3(U)\partial_3, \]

\[ \bar{A}_1(U^\pm, \Psi^\pm) = \frac{1}{\partial_1 \Phi^\pm} \left( A_1(U^\pm) - A_0(U^\pm)\partial_1 \Psi^\pm - \sum_{k=2}^3 A_k(U^\pm)\partial_k \Psi^\pm \right) \]

\( (\partial_1 \Phi^\pm = \pm 1 + \partial_1 \Psi^\pm) \), and \((18)\) is the compact form of the boundary conditions

\[ [p] = 0, \quad [v] = 0, \quad [H_z] = 0, \quad \partial_t \varphi - v_\nu^+|_{x_1=0} = 0, \]  

with \([g] := g^+|_{x_1=0} - g^-|_{x_1=0}\) for any pair of values \( g^+ \) and \( g^- \). Moreover, recall that, according to the definition of contact discontinuity, \( H_N^\pm|_{x_1=0} \neq 0 \). Here

\[ v_\nu^\pm = v_1^\pm - v_2^\pm \partial_2 \Psi^\pm - v_3^\pm \partial_3 \Psi^\pm, \quad H_N^\pm = H_1^\pm - H_2^\pm \partial_2 \Psi^\pm - H_3^\pm \partial_3 \Psi^\pm, \]

\[ H_i^\pm = (H_i^\pm, H_i^\pm), \quad H_i^\pm = H_1^\pm \partial_{i+1} \Psi^\pm + H_i^\pm_{i+1}, \quad i = 1, 2. \]

There appear two natural questions. The first one: Why has the boundary condition \([H_N] = 0\) not been included in \((18)\) (see Remark 1)? And the second question: Why are systems \((1)\) and \((4)\) equivalent on solutions with a surface of
Proposition 1. Let the initial data (19) satisfy
\[ \text{div} h^+ = 0, \quad \text{div} h^- = 0 \] (21)
and the boundary condition
\[ [H_N] = 0, \] (22)
where \( h^\pm = (H_N^\pm, H_2^\pm \partial_1 \Phi^\pm, H_3^\pm \partial_1 \Phi^\pm). \) If problem (17)–(19) has a sufficiently smooth solution, then this solution satisfies (21) and (22) for all \( t \in [0, T]. \) The same is true for solutions with a surface of contact discontinuity of system (1).

Equations (21) are just the divergence constraint (2) on either side of the straightened front. Using (21), we can prove that system (1) in the straightened variables is equivalent to (17).

Concerning the boundary condition (22), we must regard it as the restriction on the initial data (19). Otherwise, the hyperbolic problem (17), (18), (22) does not have a correct number of boundary conditions. Indeed, the boundary matrix reads
\[ A_v = \text{diag} (A_1(U^+, \Psi^+), A_1(U^-, \Psi^-)), \]
where
\[ \tilde{A}_1(U^\pm, \Psi^\pm) = \frac{1}{\partial_1 \Phi^\pm} \begin{pmatrix} \frac{w^\pm}{\rho \pm (c_{\pm})^2} & N^\pm & 0 & 0 \\ (N^\pm)^T & \rho w^\pm_1 I_3 & N^\pm \otimes H^\pm - h^\pm_1 I_3 & 0^T \\ 0^T & H^\pm \otimes N^\pm - h^\pm_1 I_3 & w^\pm_1 I_3 & 0^T \\ 0 & 0 & 0 & w^\pm_1 \end{pmatrix}, \]
with
\[ w^\pm = u^\pm - (\partial_1 \Psi^\pm, 0, 0), \quad u^\pm = (v^\pm_N, v^\pm_2 \partial_1 \Phi^\pm, v^\pm_3 \partial_1 \Phi^\pm), \]
\( I_3 \) is the unit matrix of order 3, \( N^\pm = (1, -\partial_2 \Psi^\pm, -\partial_3 \Psi^\pm), \) and \( w^\pm_1 \) and \( h^\pm_1 \) are the first components of the vectors \( w^\pm \) and \( h^\pm \) respectively, and \( \otimes \) denotes the tensor product. In view of the last condition in (20) and its counterpart for \( v^- \), we have \( w^\pm_1 |_{x_1 = 0} = 0 \) and
\[ \tilde{A}_1(U^\pm, \Psi^\pm)|_{x_1 = 0} = \pm \begin{pmatrix} 0 & N & 0 & 0 \\ 0 & 0 & O_3 & 0^T \\ N^T & O_3 & N \otimes H^\pm - h^\pm_1 I_3 & 0^T \\ 0 & 0 & 0 & O_3 \end{pmatrix}, \] (23)
where \( O_3 \) is the zero matrix of order 3. For the matrix
\[ \hat{A}^\pm = \tilde{A}_1(\hat{U}^\pm, \hat{\Psi}^\pm)|_{x_1 = 0}, \]
calculated at a certain background \((\hat{U}^\pm, \hat{\Psi}^\pm)\) we have
\[ (\hat{A}^\pm U^\pm, U^\pm) = ((J^\pm)^T \hat{A}^\pm J^\pm W^\pm, W^\pm) = (\hat{B}^\pm W^\pm, W^\pm), \] (24)
where \( \hat{B}^\pm = B(\hat{U}^\pm|_{x_1 = 0}, \hat{\Psi}^\pm), \)
\[ W^\pm = (\hat{\varphi}^\pm, \partial_2 \hat{\varphi}^\pm, \partial_3 \hat{\varphi}^\pm, H^\pm_N, H^\pm_2, H^\pm_3, S^\pm), \quad \hat{\varphi}^\pm = p^\pm + (\hat{H}^\pm, H^\pm), \]
\[ \hat{\varphi}^\pm = v^\pm - v^\pm_2 \partial_2 \hat{\varphi} - v^\pm_3 \partial_3 \hat{\varphi}, \quad \hat{H}^\pm_N = H^\pm_1 - H^\pm_2 \partial_2 \hat{\varphi} - H^\pm_3 \partial_3 \hat{\varphi}, \]
and $U^\pm = J^\pm W^\pm$, with $\det J^\pm \neq 0$.

After calculations analogous to those in [25] we find

$$B^\pm = \pm \begin{pmatrix} 0 & e_1 & 0 & 0 \\ e_1^T & O_3 & -h_1^\pm a_0 & 0^T \\ 0^T & -h_1^\pm a_0 & O_3 & 0^T \\ 0 & 0 & 0 & 0 \end{pmatrix}_{|x_1=0},$$

(25)

where $e_1 = (1, 0, 0)$ and $a_0 = a_0(\varphi)$ is the symmetric positive definite matrix

$$a_0 = \begin{pmatrix} 1 & \partial_2 \varphi & \partial_3 \varphi \\ \partial_2 \varphi & 1 + (\partial_2 \varphi)^2 & \partial_2 \varphi \partial_3 \varphi \\ \partial_3 \varphi & \partial_2 \varphi \partial_3 \varphi & 1 + (\partial_3 \varphi)^2 \end{pmatrix}.$$ 

Since $h_1^\pm|_{x_1=0} \neq 0$, the matrix $B^\pm$ has three positive, three negative and two zero eigenvalues. Therefore, the boundary matrix $A_{\nu}$ on the boundary $x_1 = 0$ has six positive, six negative and four zero eigenvalues. That is, the boundary $x_1 = 0$ is characteristic, and since one of the boundary conditions is needed for determining the function $\varphi$, the correct number of boundary conditions is seven (that is the case in (20)).

**Remark 3.** In fact, the signature of the symmetric matrix $A_{\nu}|_{x_1=0}$ associated with a nonplanar front $x_1 = \varphi(t, x')$ is determined from the well-known formulae for the eigenvalues of the matrix $A_1$ associated with the planar front $x_1 = 0$ and calculated through the Alfvén and (fast and slow) magnetosonic velocities (see, e.g., [15]). In this sense, the calculations above were not really necessary. At the same time, for the linearized problem we will need formulae (24) and (25) for deriving a priori estimates by the energy method.

In the next section, we linearize problem (17)–(19) around a given basic state ("unperturbed flow") and we will have to make reasonable assumptions about it. Since in our future nonlinear analysis by Nash-Moser iterations the basic state playing the role of an intermediate state $(U^\pm_{n+1/2}, \varphi_{n+1/2})$ (see [4, 26, 30, 31]) should finally converge to a solution of the nonlinear problem, we need to know a certain a priori information about solutions of problem (17)–(19). This information is contained in the following proposition.

**Proposition 2.** Assume that problem (17)–(19) (with the initial data satisfying (21) and (22)) has a sufficiently smooth solution $(U^\pm, \varphi)$ on a time interval $[0, T]$. Assume also that the plasma obeys the state equation (6) of a polytropic gas. Then the normal derivatives $\partial_1 U^\pm$ satisfy the jump conditions

$$[\partial_1 H_N] = 0$$

(26)

and

$$[\partial_1 v] = 0$$

(27)

for all $t \in [0, T]$, where due to the fact that we have transformed the domains $\Omega^\pm(t)$ into the same half-space $\mathbb{R}_+^3$ (but not into the different half-spaces $\mathbb{R}_+^3$ and $\mathbb{R}_-^3$) the jump of a normal derivative is defined as follows

$$[\partial_1 a] := \partial_1 a^+_|_{x_1=0} + \partial_1 a^-|_{x_1=0}.$$ 

(28)

The proof of the above proposition is really technical and can be found in [23].

---

6 The matrix $a_0$ is the matrix $\hat{a}_0$ from [25] calculated on the boundary $x_1 = 0$. 
3. Linearized problem and main result.

3.1. Basic state. We first describe a basic state upon which we perform linearization. Let

\[ (\hat{U}^+(t, x), \hat{U}^-(t, x), \hat{\varphi}(t, x')) \]  

(29)

be a given sufficiently smooth vector-function with \( \hat{U}^\pm = (\hat{\rho}^\pm, \hat{\upsilon}^\pm, \hat{H}^\pm, \hat{S}^\pm) \) and

\[ \|\hat{U}^+\|_{W_2^1(\Omega_T)} + \|\hat{U}^-\|_{W_2^1(\Omega_T)} + \|\hat{\varphi}\|_{W_2^1(\partial \Omega_T)} \leq K, \]  

(30)

where \( K > 0 \) is a constant and

\[ \Omega_T := (-\infty, T] \times \mathbb{R}^3_+, \quad \partial \Omega_T := (-\infty, T] \times \{x_1 = 0\} \times \mathbb{R}^2. \]

If the basic state (29) upon which we shall linearize problem (17)–(19) is a solution of this problem (its existence should be proved), then it is natural to call it unperturbed flow. The trivial example of the unperturbed flow is the constant so-

However, if the basic state is a solution of the problem, then the linearization gives a new solution. This is the main result of the paper. We prove it in the next section.

Considering from now on the case of a polytropic gas, we assume that the basic state defined in \( \Omega_T \) satisfies there the hyperbolicity condition (5),

\[ \rho(\hat{\rho}^\pm, \hat{S}^\pm) \geq \hat{\rho}_0 > 0, \quad \hat{\rho}^\pm \geq \hat{\rho}_0 > 0 \]  

(31)

(with some fixed constants \( \hat{\rho}_0 \) and \( \hat{\rho}_0 \)), the boundary conditions (20),

\[ [\hat{\rho}] = 0, \quad [\hat{v}] = 0, \quad [\hat{H}_r] = 0, \quad \partial_t \hat{\varphi} - \hat{v}_N^\pm |_{x_1 = 0} = 0, \]  

(32)

the condition

\[ |\hat{H}_N^\pm|_{x_1 = 0} \geq \bar{\kappa}_0 > 0 \]  

(33)

(with some fixed constant \( \bar{\kappa}_0 \)), the equations for \( H^\pm \) contained in (17),

\[ \partial_t \hat{H}^\pm + \frac{1}{\partial_t \hat{\Phi}^\pm} \left\{ ([\hat{\upsilon}^\pm], \nabla)\hat{H}^\pm - ([\hat{h}^\pm], \nabla)\hat{\upsilon}^\pm + \hat{H}^\pm \text{div} \hat{\upsilon}^\pm \right\} = 0, \]  

(34)

the divergence constraints (21) and the boundary constraint (22) for \( t \leq 0 \),

\[ \text{div} \hat{h}^\pm |_{t \leq 0} = 0, \quad [\hat{H}_N]|_{t \leq 0} = 0, \]  

(35)

and the jump condition

\[ \partial_t \hat{v}_N = 0, \]  

(36)

where, from now on, the jump of the normal derivatives has to be intended as in (28) and where all of the “hat” values are determined like corresponding values for \((U^\pm, \varphi)\), e.g.,

\[ \hat{\Phi}^\pm(t, x) = \pm x_1 + \hat{\Phi}^\pm(t, x), \quad \hat{\upsilon}^\pm(t, x) = \chi(\pm x_1)\hat{\varphi}(t, x'), \]

\[ \hat{v}_N^\pm = \hat{v}_1^\pm - \hat{v}_2^\pm \partial_2 \hat{w}^\pm - \hat{v}_3^\pm \partial_3 \hat{w}^\pm, \quad \hat{H}_N^\pm = \hat{H}_1^\pm - \hat{H}_2^\pm \partial_2 \hat{w}^\pm - \hat{H}_3^\pm \partial_3 \hat{w}^\pm, \]

\[ \hat{H}_r^\pm = (\hat{H}_r^\pm, \hat{H}_r^\pm), \quad \hat{H}_{r_i}^\pm = \hat{H}_{r_i}^\pm + \hat{H}_{r_{i+1}}^\pm, \quad i = 1, 2. \]

Moreover, without loss of generality we assume that \( \|\hat{\varphi}\|_{L_\infty(\partial \Omega_T)} < 1 \) (see Remark 2). This implies

\[ \partial_t \hat{\Phi}^+ \geq 1/2, \quad \partial_t \hat{\Phi}^- \leq -1/2. \]

Note that (30) yields

\[ \|\hat{W}\|_{W_2^1(\Omega_T)} \leq C(K), \]

where \( \hat{W} := (\hat{U}^+, \hat{U}^-, \nabla_{t,x} \hat{\upsilon}^+, \nabla_{t,x} \hat{\upsilon}^-), \nabla_{t,x} = (\partial_t, \nabla), \) and \( C = C(K) > 0 \) is a constant depending on \( K \).
As in Proposition 1, equations (34) and constraints (35) imply
\[ \text{div } \hat{h}^+ = 0, \quad \text{div } \hat{h}^- = 0 \] (37)
and
\[ |\hat{H}_N| = 0 \] (38)
for all \( t \in (-\infty, T] \). Then, as in the proof of Proposition 2 (see [23]), using (32), (36) and (38), from (34) and (37) we deduce for the basic state the jump conditions (26) and (27),
\[ \partial_t \hat{H}_N = 0, \quad [\partial_t \hat{v}] = 0. \] (39)

**Remark 4.** For the linearized problem we will need equations associated to the divergence constraints (21). However, exactly as in [30], to deduce them it is not enough that these constraints are satisfied by the basic state (29) (see (37)) and we need actually that the equations for \( H^\pm \) themselves contained in (17) are fulfilled for (29), i.e., assumption (34) holds.

**Remark 5.** Assumptions (31)–(36) are nonlinear constraints on the basic state which are automatically satisfied if the basic state is an exact solution of problem (17)–(19) (unperturbed flow). We will really need them while deriving a priori estimates for the linearized problem. In the forthcoming nonlinear analysis we plan to use the Nash-Moser method. As in [4, 30, 31], the Nash-Moser procedure will be not completely standard. Namely, at each \( n \)th Nash-Moser iteration step we will have to construct an intermediate state \((U^\pm_{n+1/2}, \varphi_{n+1/2})\) satisfying constraints (31)–(36). Without assumption (36) such an intermediate state can be constructed in exactly the same manner as in [30]. Assumption (36) does not however cause additional difficulties and we postpone corresponding arguments to the nonlinear analysis.

### 3.2. Linearized Problem

The linearized equations for (17), (18) read:

\[ \mathbb{L}'(\hat{U}^\pm, \hat{\Psi}^\pm)(\delta U^\pm, \delta \Psi^\pm) := \frac{d}{d\varepsilon}\mathbb{L}(U^\pm_{\varepsilon}, \Psi^\pm_{\varepsilon})|_{\varepsilon=0} = f^\pm \quad \text{in } \Omega_T, \]

\[ \mathbb{B}'(\hat{U}^+, \hat{U}^-, \hat{\varphi})(\delta U^+, \delta U^-, \delta \varphi) := \frac{d}{d\varepsilon}\mathbb{B}(U^+_{\varepsilon}, U^-_{\varepsilon}, \varphi_{\varepsilon})|_{\varepsilon=0} = g \quad \text{on } \partial \Omega_T \]

where \( U^\pm_{\varepsilon} = U^\pm + \varepsilon \delta U^\pm, \varphi_{\varepsilon} = \varphi + \varepsilon \delta \varphi \), and
\[ \Psi^\pm_{\varepsilon}(t, x) := (\pm x_1)\varphi_{\varepsilon}(t, x'), \quad \Phi^\pm_{\varepsilon}(t, x) := \pm x_1 + \Psi^\pm_{\varepsilon}(t, x), \]
\[ \delta \Psi^\pm(t, x) := (\pm x_1)\delta \varphi(t, x). \]

Here, as usual, we introduce the source terms \( f^\pm(t, x) = (f^1_1(t, x), \ldots, f^4_1(t, x)) \) and \( g(t, x') = (g_1(t, x'), \ldots, g_7(t, x')) \) to make the interior equations and the boundary conditions inhomogeneous.

We easily compute the exact form of the linearized equations (below we drop \( \delta \)):

\[ \mathbb{L}'(\hat{U}^\pm, \hat{\Psi}^\pm)(U^\pm, \Psi^\pm) = L(\hat{U}^\pm, \hat{\Psi}^\pm)U^\pm + C(\hat{U}^\pm, \hat{\Psi}^\pm)U^\pm - \{ L(\hat{U}^\pm, \hat{\Psi}^\pm)\Psi^\pm \} \frac{\partial i \hat{U}^\pm}{\partial i \Phi^\pm}, \]

\[ \mathbb{B}'(\hat{U}^+, \hat{U}^-, \hat{\varphi})(U^+, U^-, f) = \left( \begin{array}{c} p^+ - p^- \vspace{1mm} \\ v^+ - v^- \vspace{1mm} \\ H^+_r - H^-_r \vspace{1mm} \\ \partial_t \varphi + \hat{v}^+_2 \partial_2 \varphi + \hat{v}^+_3 \partial_3 \varphi - v^+_N \end{array} \right) \]
where
\[ v_N^\pm = v_1^\pm - v_2^\pm \partial_2 \tilde{\Psi}^\pm - v_3^\pm \partial_3 \tilde{\Psi}^\pm, \quad H^\pm_{r_i} = (H^\pm_{r_1}, H^\pm_{r_2}), \]
and the matrix \( C(\hat{U}^\pm, \hat{\Psi}^\pm) \) is determined as follows:
\[ C(\hat{U}^\pm, \hat{\Psi}^\pm)Y = (Y, \nabla_y A_0(\hat{U}^\pm))\partial_i \hat{U}^\pm + (Y, \nabla_y \tilde{A}_1(\hat{U}^\pm, \hat{\Psi}^\pm))\partial_i \hat{\Psi}^\pm \]
\[ + (Y, \nabla_y A_2(\hat{U}^\pm))\partial_2 \hat{U}^\pm + (Y, \nabla_y A_3(\hat{U}^\pm))\partial_3 \hat{U}^\pm, \]
\[ (Y, \nabla_y A(\hat{U}^\pm)) := \sum_{i=1}^8 y_i \left( \frac{\partial A(Y)}{\partial y_i} \bigg|_{Y=\hat{U}^\pm} \right), \quad Y = (y_1, \ldots, y_8). \]

The differential operator \( L'(\hat{U}^\pm, \hat{\Psi}^\pm) \) is a first order operator in \( \Psi^\pm \). This fact can give some trouble in obtaining a priori estimates for the linearized problem by the energy method. Following [1], we overcome this difficulty by introducing the “good unknowns”:
\[ \dot{U}^+ := U^+ - \frac{\Psi^+}{\partial_1 \Phi^+} \partial_1 \hat{U}^+, \quad \dot{U}^- := U^- - \frac{\Psi^-}{\partial_1 \Phi^-} \partial_1 \hat{U}^- . \]

Omitting detailed calculations, we rewrite the linearized interior equations in terms of the new unknowns \( \dot{U}^\pm \):
\[ L(\hat{U}^\pm, \hat{\Psi}^\pm)\dot{U}^\pm + C(\hat{U}^\pm, \hat{\Psi}^\pm)\dot{U}^\pm - \frac{\Psi^\pm}{\partial_1 \Phi^\pm} \partial_1 \{ L(\hat{U}^\pm, \hat{\Psi}^\pm) \} = f^\pm. \]

Dropping as in [1, 4, 22, 25, 26, 30, 31, 32] the zero-order terms in \( \Psi^+ \) and \( \Psi^- \) in (41), \(^7\) we write down the final form of our linearized problem for \( \dot{U}^+, \dot{U}^-, \varphi \):
\[ L(\hat{U}^\pm, \hat{\Psi}^\pm)\dot{U}^\pm + C(\hat{U}^\pm, \hat{\Psi}^\pm)\dot{U}^\pm = f^\pm \quad \text{in } \Omega_T, \]
\[ \left( \begin{array}{c} \dot{\rho}^+ - \dot{\rho}^- + \varphi [\partial_1 \dot{\rho}] \\ \dot{\psi}^+ - \dot{\psi}^- \\ \hat{H}^+_{r_i} - \dot{\psi^+}_{r_i} + \varphi [\partial_1 \hat{H}_{r_i}] \\ \partial_i \varphi + \dot{\psi}^+_{r_2} \partial_2 \varphi + \dot{\psi}^+_{r_3} \partial_3 \varphi - \dot{\psi}^-_{r_2} - \varphi \partial_1 \dot{\psi}^-_{r_2} \end{array} \right) = g \quad \text{on } \partial \Omega_T, \]
\[ (\dot{U}^+, \dot{U}^-, \varphi) = 0 \quad \text{for } t < 0, \]
where
\[ \dot{\psi}^+_N = \dot{\psi}^+_1 - \dot{\psi}^+_2 \partial_2 \tilde{\Psi}^+ - \dot{\psi}^+_3 \partial_3 \tilde{\Psi}^+, \quad \hat{H}^\pm_{r_i} = (H^\pm_{r_1}, H^\pm_{r_2}), \]
\[ \hat{H}^+_{r_i} = \hat{H}^+_{r_1} \partial_{i+1} \tilde{\Psi}^+ + \hat{H}^+_{r_{i+1}}, \quad i = 1, 2. \]

We used the important condition \([\partial_1 \dot{\psi}] = 0\) for the basic state, cf. (39), while writing down the second line in the left-hand side of the boundary conditions (43). We assume that \( f^\pm \) and \( g \) vanish in the past and consider the case of zero initial data, which is the usual assumption.\(^8\)

From problem (42)–(44) we can deduce nonhomogeneous equations associated with the divergence constraints (21) and the “redundant” boundary condition (22) for the nonlinear problem. More precisely, we have the following proposition (we refer to [23] for its simple technical proof).

\(^7\)In the future nonlinear analysis the dropped terms in (41) should be considered as error terms at each Nash-Moser iteration step.

\(^8\)The case of nonzero initial data is postponed to the nonlinear analysis (construction of a so-called approximate solution; see, e.g., [1, 30]).
Proposition 3. Let the basic state \((29)\) satisfies assumptions \((31)-(36)\). Then solutions of problem \((42)-(44)\) satisfy

\[
\text{div } \hat{h}^+ = f_5^+, \quad \text{div } \hat{h}^- = f_9^- \quad \text{in } \Omega_T,
\]

\[
\hat{H}_N^+ - \hat{H}_N^- = g_8 \quad \text{on } \partial \Omega_T.
\]

Here

\[
\hat{h}^\pm = \left( \hat{H}_N^\pm, \hat{H}_2^\pm \partial_1 \hat{\Phi}^\pm, \hat{H}_3^\pm \partial_1 \hat{\Phi}^\pm \right), \quad \hat{H}_N^\pm = \hat{H}_1^\pm - \hat{H}_2^\pm \partial_2 \hat{\Psi}^\pm - \hat{H}_3^\pm \partial_3 \hat{\Psi}^\pm
\]

and the functions \(f_5^\pm = f_9^\pm(t,x)\) and \(g_8 = g_8(t,x')\), which vanish in the past, are determined by the source terms and the basic state as solutions to the linear inhomogeneous equations

\[
\partial_t a^\pm + \frac{1}{\partial_1 \hat{\Phi}^\pm} \left\{ \left( \hat{w}^\pm, \nabla a^\pm \right) + a^\pm \text{div } \hat{u}^\pm \right\} = F^\pm \quad \text{in } \Omega_T,
\]

\[
\partial_t g_8 + \partial_2 (\hat{v}_2^+ g_8) + \partial_3 (\hat{v}_3^+ g_8) = G \quad \text{on } \partial \Omega_T,
\]

where \(a^\pm = f_5^\pm / \partial_1 \hat{\Phi}^\pm\), \(F^\pm = (\text{div } f_5^\pm) / \partial_1 \hat{\Phi}^\pm\),

\[
f_5^\pm = (f_N^\pm, \partial_1 \hat{\Phi}^\pm f_6^\pm, \partial_1 \hat{\Phi}^\pm f_7^\pm), \quad f_N^\pm = f_5^\pm - f_6^\pm \partial_2 \hat{\Psi}^\pm - f_7^\pm \partial_3 \hat{\Psi}^\pm,
\]

\[
G = \left\{ [f_N] + \partial_2 (\hat{H}_2^+ g_N) + \partial_3 (\hat{H}_3^+ g_N) - \partial_2 (\hat{H}_N^+ g_3) - \partial_3 (\hat{H}_N^+ g_3) \right\} \big|_{x_1=0},
\]

\[
[f_N] = f_N^+|_{x_1=0} - f_N^-|_{x_1=0}, \quad g_N = g_2 - g_3 \partial_2 \hat{\phi} - g_4 \partial_3 \hat{\phi}.
\]

3.3. Constant coefficients linearized problem for a planar discontinuity.

If we “freeze” coefficients of problem \((42)-(44)\), drop the zero-order terms in \((42)\) and the zero-order terms in \(\varphi\) in \((43)\), assume that \(\partial_t \hat{\phi} = \partial_2 \hat{\phi} = \partial_3 \hat{\phi} = 0\), and in the change of variables take \(\chi \equiv 1\), then we obtain a constant coefficients linear problem which is the result of the linearization of the original nonlinear free boundary value problem \((4)\), \((11)\), \((13)\) about its exact piecewise constant solution

\[
U^\pm = \hat{U}^\pm = (\hat{p}, 0, \hat{v}_2, \hat{v}_3, \hat{H}_1, \hat{H}_2, \hat{H}_3, \hat{S}^\pm) = \text{const} \quad \text{for } \pm x_1 > 0
\]

for the planar contact discontinuity \(x_1 = 0\). This exact piecewise constant solution satisfies \((5)\) and \((33)\):\(^9\)

\[
\hat{\rho}^\pm = \rho (\hat{p}, \hat{S}^\pm) > 0, \quad (\hat{v}^\pm)^2 = 1 / \rho (\hat{p}, \hat{S}^\pm) > 0, \quad \hat{H}_1 \neq 0.
\]

Since we can perform the Galilean transformation

\[
\tilde{x}_2 = x_2 - \hat{v}_2 t, \quad \tilde{x}_3 = x_3 - \hat{v}_3 t,
\]

without loss of generality we may assume that \(\hat{v}_2 = \hat{v}_3 = 0\).

Taking into account the above, we have the following constant coefficients problem:

\[
\hat{A}_0^\pm \partial_1 U^\pm \pm \hat{A}_1 \partial_1 U^\pm + \sum_{j=2}^3 \hat{A}_j \partial_j U^\pm = f^\pm \quad \text{in } \Omega_T,
\]

\(^9\)For the constant coefficients problem we do not restrict ourselves to the case of a polytropic gas and consider a general equation of state \(\rho = \rho (p, S)\).
\[
\left( \begin{array}{c}
p^+ - p^- \\
v^+ - v^- \\
H^+_2 - H^-_2 \\
H^+_3 - H^-_3 \\
\partial_t \varphi - v^+_1 \\
\end{array} \right) = g \quad \text{on } \partial \Omega_T,
\]
(50)

\[
(U^+, U^-, \varphi) = 0 \quad \text{for } t < 0,
\]
(51)

where \( \hat{A}_0^\pm = \text{diag}(1/(\hat{\rho}^\pm (\hat{c}^\pm)^2), \hat{\rho}^\pm, \hat{\rho}^\pm, 1, 1, 1, 1, 1) \),

\[
\hat{A}_1 = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & \hat{H}_2 & \hat{H}_3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\hat{H}_1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \hat{H}_2 & -\hat{H}_1 & 0 & 0 & 0 & 0 & 0 \\
0 & \hat{H}_3 & 0 & -\hat{H}_1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

and the matrices \( \hat{A}_2 \) and \( \hat{A}_3 \) can be also easily written down.

We can reduce (49)–(51) to a problem with homogeneous boundary conditions, i.e., with \( g = 0 \). To this end we use the classical argument suggesting to subtract from the solution a more regular function \( \tilde{U}^\pm \in H^1(\Omega_T) \) satisfying the boundary conditions. Then, the new unknown \( U^\pm = U^\pm - \tilde{U}^\pm \) satisfies problem (49)–(51) with \( g = 0 \) and \( f^\pm = F^\pm \), where

\[
F^\pm = f^\pm - \hat{A}_0^\pm \partial_t \tilde{U}^\pm + \hat{A}_1 \partial_t \tilde{U}^\pm - \sum_{j=2}^3 \hat{A}_j \tilde{U}^\pm
\]

and

\[
\sum_\pm \|F^\pm\|_{L^2(\Omega_T)} \leq C \sum_\pm \left\{ \|f^\pm\|_{L^2(\Omega_T)} + \|	ilde{U}^\pm\|_{H^1(\Omega_T)} \right\}
\]

\[
\leq C \left\{ \sum_\pm \|f^\pm\|_{L^2(\Omega_T)} + \|g\|_{H^{1/2}(\partial \Omega_T)} \right\}.
\]
(52)

Here and later on \( C \) is a constant that can change from line to line, and it may depend from another constants.

Since, by virtue of the homogenous boundary conditions (50) for \( U^\pm \), we have

\[
[(\hat{A}_1 U^\pm, U^\pm)] = (\hat{A}_1 U^\pm, U^\pm)|_{x_1=0} - (\hat{A}_1 U^\pm, U^\pm)|_{x_1=0}
\]

\[
= 2[v^1_1(p^+ + \hat{H}_2 H^+_2 + \hat{H}_3 H^+_3)] - 2\hat{H}_1 [v^2_2 H^+_2 + v^3_3 H^+_3] = 0,
\]

standard simple arguments of the energy method applied to systems (49) give the conserved integral [3]

\[
\frac{d}{dt} \left( \sum_\pm \int_{R^3_+} (\hat{A}_1^\pm U^\pm, U^\pm) dx \right) = 0
\]

if \( F^\pm = 0 \). For the general case when \( F^\pm \neq 0 \), we easily get the priori estimate

\[
\sum_\pm \|U^\pm\|_{L^2(\Omega_T)} \leq C \sum_\pm \|F^\pm\|_{L^2(\Omega_T)},
\]
for $U^{\pm}$ with no loss of derivatives from $F^{\pm}$. Taking into account (52), this estimate gives the a priori estimate

$$\sum_{\pm} \|U^{\pm}\|_{L^2(\Omega_T)} \leq C \left( \sum_{\pm} \|f^{\pm}\|_{L^2(\Omega_T)} + \|g\|_{H^{1/2}(\partial\Omega_T)} \right)$$

(53)

for the original unknown $U^{\pm}$ with the loss of “1/2 derivative” from $g$ (regarding an a priori estimate for the front perturbation $\varphi$, see Remark 6 below).

It follows from estimate (53) that Kelvin-Helmholtz instability never happens for planar contact MHD discontinuities, i.e., they are always (at least, neutrally) stable. It is interesting to note that it seems technically impossible to show this by the spectral analysis because already at the first stage we come to the dispersion relations

$$\text{det}(s\hat{A}^+_0 + \lambda\hat{A}_1 + i\omega_2\hat{A}_2 + i\omega_3\hat{A}_3) = 0$$

which cannot be analytically solved for the eigenvalues $\lambda$ (even in the 2D planar case [27]). Here $s = \eta + i\xi$, with $\eta > 0$, $\xi \in \mathbb{R}$, and $\omega = (\omega_2, \omega_3) \in \mathbb{R}^2$ are the Laplace and Fourier variables respectively.

The fact that the uniform Kreiss-Lopatinski condition [11] is never satisfied, i.e., planar contact MHD discontinuities are only neutrally stable follows from the non-ellipticity of the front symbol discussed in Section 1. Indeed, as was noticed in [10], the non-ellipticity of the front symbol always implies the existence of neutral modes. For contact MHD discontinuities, this neutral mode is $s = 0$.\footnote{In the original reference frame where $\hat{v}' = (\hat{v}_2, \hat{v}_3)$ is not necessarily zero this neutral mode is $s = -i(\omega, \hat{v}')$.}

It corresponds to the following non-trivial normal mode solution of problem (49), (50) with $f^{\pm} = 0$ and $g = 0$:

$$\varphi = \bar{\varphi} e^{i(\omega, x')}, \quad (\rho^{\pm}, v^{\pm}, H^{\pm}) = 0, \quad S^{\pm} = \bar{S}^{\pm} e^{i(\omega, x')},$$

where $\bar{S}^{\pm}$ and $\bar{\varphi}$ are arbitrary constants. It is natural that in our case when the Kreiss-Lopatinski condition holds only in a weak sense we have a loss of derivatives in the a priori estimate (53).

Remark 6. For estimating the front perturbation $\varphi$ we have to prolong problem (49), (50) up to first-order tangential derivatives (with respect to $t$, $x_2$ and $x_3$). Then, we can estimate the $L^2$ norms of the tangential derivatives of $U^{\pm}$. Taking into account the structure of the boundary matrix $\hat{A}_1$, we can express $\partial_1 v_1^{\pm}$ through these tangential derivatives. After this, using the last boundary condition in (50) and the trace theorem for $v_1^{\pm}$, we get an a priori estimate for $\varphi$ in $L^2$ (see also [3]).

3.4. Linearized problem for the 2D planar case and main result. In the rest of the paper, we restrict ourselves to 2D planar MHD flows, i.e., when

$$x = (x_1, x_2) \in \mathbb{R}^2, \quad v = (v_1, v_2) \in \mathbb{R}^2, \quad H = (H_1, H_2) \in \mathbb{R}^2.$$}

Then, for a polytropic gas the symmetric form of the MHD equations is system (8).

For the 2D planar case the counterpart of the linearized problem (42)–(44) reads:

$$A_0(\bar{U}^{\pm})\partial_t U^{\pm} + \bar{A}_1(\bar{U}^{\pm}, \bar{\Psi}^{\pm})\partial_1 U^{\pm} + A_2(\bar{U}^{\pm})\partial_2 U^{\pm} + C(\bar{U}^{\pm}, \bar{\Psi}^{\pm})U^{\pm} = f^{\pm} \quad \text{in } \Omega_T,$$

(54)
\[
\begin{pmatrix}
\dot{p}^+ - \dot{p}^- + \varphi[\partial_1 \dot{p}]
\dot{v}_1^+ - \dot{v}_1^- \\
\dot{v}_2^+ - \dot{v}_2^-
H_T^+ - H_T^- + \varphi[\partial_1 \dot{H}_T]
\partial\psi + \dot{v}_2^+ \partial_2 \varphi - \dot{v}_N^- - \varphi \partial_1 \dot{v}_N^-
\end{pmatrix} = g \quad \text{on } \partial\Omega_T, \quad (55)
\]

where

\[
\Omega_T := (-\infty, T] \times \mathbb{R}^2, \quad \partial\Omega_T := (-\infty, T] \times \{x_1 = 0\} \times \mathbb{R},
\]

the matrices \(A_0, A_1\) and \(A_2\) are described just after system (8),

\[
\dot{U}^\pm = (\dot{p}^\pm, \dot{v}_1^\pm, \dot{v}_2^\pm, \dot{H}_1^\pm, \dot{H}_2^\pm, \dot{S}^\pm), \quad f^\pm = (f_1^\pm, \ldots, f_6^\pm), \quad g = (g_1, \ldots, g_5),
\]

\[
\dot{\bar{v}}_N^\pm = \dot{v}_1^\pm - \dot{v}_2^+ \partial_2 \bar{\psi}^\pm, \quad \dot{\bar{v}}_N^- = \dot{v}_1^\pm - \dot{v}_2^- \partial_2 \bar{\psi}^\pm, \quad \dot{\bar{H}}_T^\pm = \dot{H}_1^\pm \partial_1 \bar{\psi}^\pm + \dot{H}_2^\pm, \quad \text{etc.}
\]

In view of the counterparts of (24) and (25) for the 2D planar case, the matrices \(A_1(\bar{U}^\pm, \bar{\psi}^\pm)\) have the following structure:

\[
A_1(\bar{U}^\pm, \bar{\psi}^\pm) = \tilde{A}_1^\pm + \tilde{A}_0^\pm,
\]

where \(\tilde{A}_0^\pm|_{x_1=0} = 0\) (the exact form of the matrices \(\tilde{A}_0^\pm\) is of no interest) and

\[
(\tilde{A}_1^\pm \bar{U}^\pm, \bar{\psi}^\pm) = ([\tilde{J}]^T \tilde{A}_1^\pm \tilde{J} \bar{W}^\pm, \bar{W}^\pm) = (\tilde{B}_1^\pm \bar{W}^\pm, \bar{W}^\pm),
\]

\[
\tilde{B}_1^\pm = \frac{1}{\partial_1 \bar{\psi}^\pm} \begin{pmatrix}
0 & e_1 & 0 & 0 \\
e_1^T & 0 & -\dot{\bar{H}}_N^\pm a_0^\pm & 0 \\
0 & -\dot{\bar{H}}_N^\pm a_0^\pm & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix},
\]

with \(e_1 = (1,0)\), \(\bar{U}^\pm = \tilde{J} \bar{W}^\pm\), det \(\tilde{J} \neq 0\),

\[
\bar{W}^\pm = (q_1^\pm, \dot{v}_N^\pm, \dot{v}_2^\pm, \dot{H}_N^\pm, \dot{H}_2^\pm, \dot{S}^\pm), \quad \bar{q}^\pm = \bar{p}^\pm + \dot{\bar{H}}_1^\pm \dot{\bar{H}}_1^- + \dot{\bar{H}}_2^\pm \dot{\bar{H}}_2^-,
\]

and

\[
a_0^\pm = \left( \frac{1}{\partial_2 \bar{\psi}^\pm} \frac{\partial_2 \bar{\psi}^\pm}{1 + (\partial_2 \bar{\psi}^\pm)^2} \right) > 0.
\]

Moreover, for writing down the quadratic forms with the matrices \(A_1(\bar{U}^\pm, \bar{\psi}^\pm)\) on the boundary we will use their exact form (cf. (23))

\[
A_1(\bar{U}^\pm, \bar{\psi}^\pm)|_{x_1=0} = \pm \begin{pmatrix}
0 & 1 & -\partial_2 \psi & 0 & 0 & 0 \\
1 & 0 & 0 & \dot{\bar{H}}_2^\pm \partial_2 \psi & \dot{\bar{H}}_1^- & 0 \\
-\partial_2 \psi & 0 & 0 & -\dot{\bar{H}}_1^\pm \partial_2 \psi & -\dot{\bar{H}}_1^\pm & 0 \\
0 & \dot{\bar{H}}_2^\pm \partial_2 \psi & -\dot{\bar{H}}_1^\pm \partial_2 \psi & 0 & 0 & 0 \\
0 & \dot{\bar{H}}_2^\pm & -\dot{\bar{H}}_1^- & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}|_{x_1=0} \quad (61)
\]
As for the case of constant coefficients in (49)–(51), for problem (54)–(56) we will not use the boundary constraint associated with (22). Therefore, we do not include it in the 2D counterpart of Proposition 4 below.

**Proposition 4.** Let the basic state (29) satisfies assumptions (31)–(36) (to be exact, their 2D planar analogs). Then solutions of problem (54)–(56) satisfy

\[ \text{div } \hat{h}^+ = f^+_{T}, \quad \text{div } \hat{h}^- = f^-_{T} \quad \text{in } \Omega_{T}. \]  

(62)

Here \( \hat{h}^\pm = (\hat{H}_N^\pm, \hat{H}_2^\pm \partial_1 \hat{\Phi}^\pm) \) and the functions \( f^\pm_{T} = f^\pm_{T}(t, x), \) which vanish in the past, are determined by the source terms and the basic state as solutions to the linear inhomogeneous equations

\[ \partial_t a^\pm + \frac{1}{\partial_1 \hat{\Phi}^\pm} \left\{ (\hat{\omega}^\pm, \nabla a^\pm) + a^\pm \text{div } \hat{u}^\pm \right\} = F^\pm \quad \text{in } \Omega_{T}, \]  

(63)

where \( a^\pm = \mathcal{f}^\pm_{T}/\partial_1 \hat{\Phi}^\pm, \quad F^\pm = (\text{div } \mathcal{f}^\pm_{T})/\partial_1 \hat{\Phi}^\pm, \) \( \hat{f}^\pm_{N} = (f^\pm_{N}, \partial_1 \hat{\Phi}^f_{N}), \) \( f^\pm_{N} = f^\pm_{N} - f^\pm_{S} \partial_2 \hat{\Phi}^\pm, \) and the vectors \( \hat{\omega}^\pm \) and \( \hat{u}^\pm \) are the 2D analogs of the corresponding vectors introduced above.

**Remark 7.** In view of (32), \( \hat{\omega}^\pm_{1} |_{x_1 = 0} = 0. \) Then equations (63) do not need any boundary conditions and from them we easily get the estimates

\[ \| f^\pm_{T} (t) \|_{L^2(\mathbb{R}_T^2)} \leq C \| \text{div } f^\pm_{T} \|_{L^2(\Omega_T)} \leq C \| f^\pm \|_{H^1(\Omega_T)} \]  

(64)

and

\[ \| f^\pm_{T} \|_{L^2(\Omega_T)} \leq C \| f^\pm \|_{H^1(\Omega_T)}. \]  

(65)

We are now in a position to state our main result.

**Theorem 3.1.** Let the basic state (29) satisfies assumptions (31)–(36) (in the 2D planar case). Let also

\[ [\partial_1 \hat{p}] \geq \epsilon > 0 \quad \text{(66)} \]

where \( [\partial_1 \hat{p}] = \partial_1 \hat{p}^+_|_{x_1 = 0} + \partial_1 \hat{p}^-|_{x_1 = 0} \) (see (28)) and \( \epsilon \) is a fixed constant. Then, for all \( f^\pm \in H^1(\Omega_T) \) and \( g \in H^{3/2}(\partial \Omega_T) \) which vanish in the past, problem (54)–(56) has a unique solution \( (\hat{U}^+, \hat{U}^-), \varphi) \in H^1(\Omega_T) \times H^1(\partial \Omega_T). \) Moreover, this solution obeys the a priori estimate

\[ \sum \| \hat{U}^\pm \|_{H^1(\Omega_T)} + \| \varphi \|_{H^1(\partial \Omega_T)} \leq C \left\{ \sum \| f^\pm \|_{H^1(\Omega_T)} + \| g \|_{H^{3/2}(\partial \Omega_T)} \right\}, \]  

(67)

where \( C = C(K, \rho_0, \rho_0, \kappa_0, \epsilon, T) > 0 \) is a constant independent of the data \( f^\pm \) and \( g. \)

Note that inequality (66) is just the Rayleigh-Taylor sign condition (14) written for the straightened unperturbed discontinuity (with the equation \( x_1 = 0 \)).

4. Energy a priori estimate for the 2D planar case.

4.1. Reduction to homogeneous boundary conditions. As for the case of constant coefficients in subsection 3.3, we reduce (54)–(56) to a problem with homogeneous boundary conditions, i.e. with \( g = 0. \) Using again the classical argument, we subtract from the solution a more regular function \( \hat{U}^\pm \in H^2(\Omega_T) \) satisfying the boundary conditions (55). Then, the new unknown
\[ U^{\pm} = \hat{U}^{\pm} - \overline{U}^{\pm}, \] (68)

with
\[ \|\hat{U}^{\pm}\|_{H^1(\Omega_T)} \leq C\|g\|_{H^{1/2}(\partial\Omega_T)}, \] (69)
satisfies problem (54)–(56) with \( f^\pm = F^\pm = (F^\pm_1, \ldots, F^\pm_6) \), where
\[ F^\pm = f^\pm - A_0(\hat{U}^\pm)\partial_t \hat{U}^\pm - \hat{A}_1(\hat{U}^\pm, \hat{\Psi}^\pm)\partial_t \hat{U}^\pm - A_2(\hat{U}^\pm)\partial_2 \hat{U}^\pm - C(\hat{U}^\pm, \hat{\Psi}^\pm)\overline{U}^\pm \] (70)
and \( F^\pm \) satisfy estimates (cf. (52)):
\[ \sum_{\pm} \|F^\pm\|_{H^1(\Omega_T)} \leq C\left\{ \sum_{\pm} \|f^\pm\|_{H^1(\Omega_T)} + \|g\|_{H^{1/2}(\partial\Omega_T)} \right\}. \] (71)

Dropping for convenience the indices \( \hat{\cdot} \) in (68), we get our reduced linearized problem:
\[ A_0(\hat{U})\partial_t U^\pm + \hat{A}_1(\hat{U}^\pm, \hat{\Psi}^\pm)\partial_t U^\pm + A_2(\hat{U}^\pm)\partial_2 U^\pm + C(\hat{U}^\pm, \hat{\Psi}^\pm)U^\pm = F^\pm \quad \text{in} \quad \Omega_T, \] (72)
\[ [p] = -\varphi[\partial_2 \hat{p}], \] (73)
\[ [v] = 0, \] (74)
\[ [H_T] = -\varphi[\partial_t \hat{H}_T], \] (75)
\[ v^+_N = \partial_0 \varphi - \varphi \partial_1 \hat{v}^+_N \quad \text{on} \quad \partial \Omega_T \] (76)
\[ (U^+, U^-, \varphi) = 0 \quad \text{for} \quad t < 0, \] (77)

where
\[ \partial_0 := \partial_t + \hat{\partial}_2 \partial_2 \quad \text{in} \quad \Omega_T. \] (78)

It is not a big mistake to call \( \partial_0 \) the material derivative because on the boundary \( \partial_0 \) coincides with the material derivative \( \partial_t + (\hat{u}^\pm, \nabla) \) (in the reference frame related to the discontinuity). In view of (62) and (65), solutions to problem (72)–(77) satisfy
\[ \text{div} \, h^\pm = F^\pm_7 \quad \text{in} \quad \Omega_T \] (79)

where
\[ \|F^\pm_7\|_{L^2(\Omega_T)} \leq C\|F^\pm\|_{H^1(\Omega_T)} \] (80)

and we will also need the layerwise counterpart of (80) (cf. (64))
\[ \|F^\pm(t)\|_{L^2(\mathbb{R}^+)} \leq C\|F^\pm\|_{H^1(\Omega_T)}. \] (81)

Taking into account (69) and (71), the following lemma for the reduced problem (72)–(77) yields estimate (67) for problem (54)–(56).

**Lemma 4.1.** Let the basic state (29) satisfies assumptions (31)–(36) (in the 2D planar case) together with condition (66). Then for all \( F^\pm \in H^1(\Omega_T) \) which vanish in the past the a priori estimate
\[ \sum_{\pm} \|U^\pm\|_{H^1(\Omega_T)} + \|\varphi\|_{H^1(\partial\Omega_T)} \leq C \sum_{\pm} \|F^\pm\|_{H^1(\Omega_T)} \] (82)
holds for problem (72)–(77), where \( C = C(K, \bar{p}_0, \bar{\kappa}_0, \epsilon, T) > 0 \) is a constant independent of the data \( F^\pm \).

That is, it remains to prove Lemma 4.1 and the rest of this section will be devoted to this proof. In what follows we assume by default that the assumptions of Lemma 4.1 are satisfied.
4.2. **Estimate of normal derivatives through tangential ones.** In spite of the fact that for problem (72)–(77) the boundary $x_1 = 0$ is characteristic, using the structure of the boundary matrix (see (57)–(60)) and the divergence constraints (79), we can estimate the $L^2$–norms of the normal derivatives $\partial_1 U^\pm$ through the $L^2$–norms of $U^\pm$ and the tangential derivatives $\partial_2 U^\pm$ (and the $H^1$–norms of the source terms $F^\pm$).

**Proposition 5.** The solutions to problem (72)–(77) obey the estimate

$$\|\partial_1 U^\pm\|_{L^2(\Omega_t)}^2 \leq C \left\{ \|F^\pm\|^2_{L^2(\Omega_T)} + \int_0^T I^\pm(s) ds \right\}$$

for all $t \leq T$ and $C = C(K, \bar{\rho}_0, \bar{\kappa}_0, T) > 0$ being a constant independent of the source terms $F^\pm$, where $\Omega_t = (-\infty, t) \times \mathbb{R}_+^2$ and

$$I^\pm(t) = \|U^\pm(t)\|^2_{L^2(\mathbb{R}_+^2)} + \|\partial_1 U^\pm(t)\|^2_{L^2(\mathbb{R}_+^2)} + \|\partial_2 U^\pm(t)\|^2_{L^2(\mathbb{R}_+^2)}$$

(clearly, $\int_0^T I^\pm(s) ds = \|U^\pm\|^2_{L^2(\Omega_T)} + \|\partial_1 U^\pm\|^2_{L^2(\Omega_T)} + \|\partial_2 U^\pm\|^2_{L^2(\Omega_T)}$).

For a detailed proof of Proposition 5 we refer to [23]. The main idea is the following. The parts of systems (72) for $\hat{p}^\pm$, $\hat{v}^\pm$ and $\hat{H}^\pm_2$ are not characteristic and from the divergence constraints (79) we can estimate $\partial_1 \hat{H}^\pm_N$. This gives estimates for $V^\pm = (p^\pm, v^\pm, H^\pm)$ (see [23]). Then, the estimates of the normal derivatives $\partial_1 S^\pm$ follow from the last equations in systems (72),

$$\partial_1 S^\pm + \frac{1}{\partial_1 \bar{\Phi}^\pm}(\hat{\omega}^\pm, \nabla S^\pm) + \text{l.o.t.} = F_0^\pm \text{ in } \Omega_T$$

(l.o.t are unimportant lower-order terms), which do not need any boundary conditions because $\hat{\omega}_1^\pm |_{x_1 = 0} = 0$.

4.3. **Preparatory estimation of material derivatives.** We apply the differential operator $\partial_0$ (see (78)) to systems (72). Then, by standard arguments of the energy method applied to the resulting symmetric hyperbolic systems (considered as systems for $\partial_0 U^\pm$ with lower-order terms depending on $U^\pm$, $\partial_1 U^\pm$, $\partial_2 U^\pm$), in view of (83), we obtain

$$\sum_\pm \int_{\mathbb{R}_+^2} (A_0(\hat{U}^\pm) \partial_0 U^\pm, \partial_0 U^\pm)(t) \, dx + 2 \int_{\partial \Omega_t} Q_0 dx_2 ds \leq C \left\{ \sum_\pm \|F^\pm\|_{H^1(\Omega_T)}^2 + \int_0^T I(s) ds \right\},$$

where $I(t) = I^+(t) + I^-(t)$, with $I^\pm(t)$ defined in (84), and

$$Q_0 = -\frac{1}{2} \sum_\pm \left( \tilde{A}_1(\hat{U}^\pm, \hat{\Phi}^\pm) \partial_0 U^\pm, \partial_0 U^\pm \right) |_{x_1 = 0}.$$

Then, the main idea of estimating the material derivatives $\partial_0 U^\pm$ is the usage of the control on the material derivative $\partial_0 \varphi$ of the front perturbation $\varphi$ following from the boundary condition (76). Referring to [23] for detailed arguments, here
we just write down the final inequality
\[
\sum_{\pm} \left( \|U^\pm(t)\|_{L^2(\mathbb{R}_x^2)}^2 + \|\partial_0 U^\pm(t)\|_{L^2(\mathbb{R}_x^2)}^2 + \|\varphi(t)\|_{L^2(\mathbb{R})}^2 \right) \\
\leq C \left\{ \hat{\varepsilon} \sum_{\pm} \left( \|\partial_1 U^\pm(t)\|_{L^2(\mathbb{R}_x^2)}^2 + \|\partial_2 U^\pm(t)\|_{L^2(\mathbb{R}_x^2)}^2 \right) \\
+ \frac{1}{\hat{\varepsilon}} \left( \sum_{\pm} \|F^\pm\|_{H^1(\Omega_T)}^2 + \int_0^t I(s)ds + \|\varphi\|_{L^2(\partial \Omega_T)}^2 \right) \right\},
\]
(86)
where \(\hat{\varepsilon}\) is a small positive constant and \(C\) does not depend on \(\hat{\varepsilon}\).

4.4. Estimation of \(x_2\)-derivatives: Deduction of the main energy inequality. We now differentiate systems (72) with respect to \(x_2\). Then, similarly to (85) by the energy method we get
\[
\sum_{\pm} \int_{\mathbb{R}_x^2} \left( A_0(\tilde{U}^\pm, \partial_2 U^\pm, \partial_2 U^\pm) \right) dx + 2 \int_{\partial \Omega_T} Q_2 dx ds \\
\leq C \left\{ \sum_{\pm} \|F^\pm\|_{H^1(\Omega_T)}^2 + \int_0^t I(s)ds \right\},
\]
(87)
where
\[
Q_2 = \frac{1}{2} \sum_{\pm} \left( A_1(\tilde{U}^\pm, \tilde{\Psi}^\pm, \partial_2 U^\pm, \partial_2 U^\pm) \right) \big|_{x_1=0} = \left( -\partial_2 v^+_N [\partial_2 p] + R[\partial_2 H_T] \right) \big|_{x_1=0} + Q_2
\]
and
\[
R = (\tilde{H}_N^+ \partial_2 v^+_2 - \tilde{H}_2^+ \partial_2 v^+_N) \big|_{x_1=0}, \\
Q_2 = \left( \text{coeff } v^+_2 [\partial_2 p] + \text{coeff } v^+_2 [\partial_2 H_T] + \text{coeff } [H_1] \partial_2 v^+_2 \\
+ \text{coeff } [H_1] \partial_2 v^+_N + \text{coeff } v^+_2 [H_1] \right) \big|_{x_1=0}.
\]

To treat the quadratic form \(Q_2\) we use not only the boundary conditions but also the interior equations considered on the boundary. Namely, by multiplying the equations for \(H^\pm\) contained in (72) by the vector \((1, -\partial_2 \tilde{\Psi}^\pm)\), considering the result at \(x_1 = 0\) and taking (76) into account, we obtain
\[
R = -\partial_0 H_N^+ + \text{coeff } v^+_N + \text{coeff } v^+_2 + \text{coeff } H_N^+ + F_N^+ \quad \text{on } \partial \Omega_T,
\]
(88)
with \(F_N^+ = F_4^+ - F_5^+ \partial_2 \tilde{\Psi}^+\). Using (88) (as well as the definition of \(R\) itself) and the boundary conditions (75) and (76), we calculate:
\[
Q_2 = \left( \partial_1 p \partial_2 \varphi \partial_2 v^+_N - [\partial_1 \tilde{H}_T] R \partial_2 \varphi - [\partial_2 \partial_1 \tilde{H}_T] \varphi \partial_2 v^+_2 \\
+ \left( \partial_0 \partial_1 p \partial_1 \tilde{H}_T \right) \varphi \partial_2 v^+_N + Q_2 \right) \big|_{x_1=0} \\
+ \left( \text{coeff } v^+_2 \partial_2 \varphi + \text{coeff } \partial_2 \varphi \partial_2 v^+_N + \text{coeff } v^+_2 \partial_2 \varphi \partial_2 v^+_2 \right) \big|_{x_1=0}.
\]
(89)
The underbraced term in (89) is most important because under the Rayleigh-Taylor sign condition (66) it gives us the control on the $L^2$ norm of $\partial_2 \varphi$ (see below). Having in hand this control, only the underlined term in (89) needs an additional care whereas the rest terms in (89) can be easily treated by the integration by parts, etc. Indeed,

$$2 \int_{\partial \Omega_t} Q_2 dx_2 ds = \int_{\mathbb{R}} [\partial_1 \tilde{p}] (t) (\partial_2 \varphi)^2 (t) dx_2 - K(t) - M(t)$$

$$\geq \epsilon \|\partial_2 \varphi (t)\|_{L^2 (\mathbb{R})}^2 - K(t) - M(t),$$

(90)

where

$$K(t) = \int_{\partial \Omega_t} \text{coeff } \partial_0 H_N^+ \partial_2 \varphi |_{x_1 = 0} dx_2 ds$$

and

$$M(t) \leq C \left\{ \sum_{\pm} \|F^\pm\|^2_{H^2 (\Omega_T)} + \int_0^t I(s) ds + \|\varphi\|^2_{L^2 (\partial \Omega_t)} + \|\partial_2 \varphi\|^2_{L^2 (\partial \Omega_t)} \right\}. \quad (91)$$

Here we used the integration by parts, the elementary inequality

$$\|U^\pm \|_{L^2 (\partial \Omega_t)} \leq \|U^\pm \|_{L^2 (\Omega_T)} + \|\partial_1 U^\pm \|_{L^2 (\Omega_T)}, \quad (92)$$

estimate (83) and the trace theorem for $F^+_N$ (or even the inequality like (92)).

It remains to estimate the boundary integral $K(t)$ of the underlined term in (89). To this end we first integrate by parts and use the boundary condition (76):

$$K(t) = L(t) + \int_{\partial \Omega_t} \text{coeff } H_N^+ \partial_2 \varphi + \text{coeff } H_N^+ \partial_2 (\partial_0 \varphi) |_{x_1 = 0} dx_2 ds$$

$$= L(t) + \int_{\partial \Omega_t} \text{coeff } H_N^+ \partial_2 \varphi + \text{coeff } H_N^+ \varphi + \text{coeff } H_N^+ \partial_2 v^+_N |_{x_1 = 0} dx_2 ds,$$

where

$$L(t) = \int_{\mathbb{R}} \text{coeff } H_N^+ \partial_2 \varphi |_{x_1 = 0} dx_2.$$

Then we apply (92), estimate (83) and passage to the volume integral and integration by parts (see [23]):

$$K(t) \leq L(t) + C \left\{ \sum_{\pm} \|F^\pm\|^2_{H^2 (\Omega_T)} + \int_0^t I(s) ds + \|\varphi\|^2_{L^2 (\partial \Omega_t)} + \|\partial_2 \varphi\|^2_{L^2 (\partial \Omega_t)} \right\}. \quad (93)$$

We now estimate the integral $L(t)$ by using the Young inequality, the passage to the volume integral, the relation $\partial_1 H_N^+ = \text{coeff } H_N^+ + \text{coeff } \partial_2 H_N^+ + F_T^+$ following from (79), estimate (81), and the elementary inequality

$$\|U^\pm (t)\|^2_{L^2 (\mathbb{R}^2_+)} \leq \int_0^t I(s) ds.$$

This gives

$$L(t) \leq C \left\{ \frac{\epsilon}{\epsilon} \|\partial_2 \varphi (t)\|^2_{L^2 (\mathbb{R})} + \frac{1}{\epsilon} \int_{\mathbb{R}} (H_N^+)^2 |_{x_1 = 0} dx_2 \right\}$$

$$= C \left\{ \frac{\epsilon}{\epsilon} \|\partial_2 \varphi (t)\|^2_{L^2 (\mathbb{R})} + \frac{1}{\epsilon} \int_{\mathbb{R}^2_+} H_N^+ \partial_1 H_N^+ dx \right\}$$

$$\leq C \left\{ \frac{\epsilon}{\epsilon} \|\partial_2 \varphi (t)\|^2_{L^2 (\mathbb{R})} + \frac{1}{\epsilon} \int_{\mathbb{R}^2} H_N^+ (t) |_{L^2 (\mathbb{R}^2_+)} \right\}.$$
where $C$ does not depend on $\tilde{\varepsilon}$ which can be taken the same as in (86). Then, (87), (90), (91), (93) and (94) imply

$$\sum_{\pm} \| \partial_2 U^\pm(t) \|^2_{L^2(\mathbb{R}^2)} + \| \partial_2 \varphi(t) \|^2_{L^2(\mathbb{R}^2)} \leq C \left\{ \varepsilon \left( \| \partial_2 \varphi(t) \|^2_{L^2(\mathbb{R})} + \| \partial_2 U^+(t) \|^2_{L^2(\mathbb{R}^2)} \right) + \sum_{\pm} \| F^\pm \|^2_{H^1(\Omega_T)} \right\} + \| \varphi \|^2_{L^2(\partial \Omega_T)} + \| \partial_2 \varphi \|^2_{L^2(\partial \Omega_T)} + \frac{1}{\varepsilon^2} \int_0^t I(s) ds,$$

At last, choosing $\tilde{\varepsilon}$ to be small enough and taking into account that

$$\| \partial_0 U^\pm(t) \|^2_{L^2(\mathbb{R}^2)} + c_1 \| \partial_2 U^\pm(t) \|^2_{L^2(\mathbb{R}^2)} \geq c_2 \left\{ \| \partial_1 U^\pm(t) \|^2_{L^2(\mathbb{R}^2)} + \| \partial_2 U^\pm(t) \|^2_{L^2(\mathbb{R}^2)} \right\},$$

with suitable positive constants $c_1$ and $c_2$ depending on the basic state, the combination of (86) and (95) yields the energy inequality

$$J(t) \leq C \left\{ \sum_{\pm} \| F^\pm \|^2_{H^1(\Omega_T)} + \int_0^t J(s) ds \right\},$$

where

$$J(t) = I(t) + \| \varphi(t) \|^2_{L^2(\mathbb{R})} + \| \partial_2 \varphi(t) \|^2_{L^2(\mathbb{R})}.$$  

Then, applying Gronwall’s lemma and integrating in time over $(-\infty, T)$, from (96) we derive the energy a priori estimate

$$\sum_{\pm} (\| U^\pm \|^2_{L^2(\Omega_T)} + \| \partial_1 U^\pm \|^2_{L^2(\Omega_T)} + \| \partial_2 U^\pm \|^2_{L^2(\Omega_T)}) + \| \varphi \|^2_{L^2(\partial \Omega_T)} + \| \partial_2 \varphi \|^2_{L^2(\partial \Omega_T)} \leq C \sum_{\pm} \| F^\pm \|_{H^1(\Omega_T)}.$$

In view of (92), from the boundary condition (76) we obtain the estimate

$$\| \partial_t \varphi \|^2_{L^2(\partial \Omega_T)} \leq C \left\{ \| U^+ \|^2_{L^2(\Omega_T)} + \| \partial_1 U^+ \|^2_{L^2(\Omega_T)} + \| \varphi \|_{L^2(\partial \Omega_T)} + \| \partial_2 \varphi \|_{L^2(\partial \Omega_T)} \right\}.$$  

Combining (83) (with $t = T$), (97) and (98), we deduce the desired a priori estimate (82). Thus, the proof of Lemma 4.1 is complete. Recall that Lemma 4.1 implies estimate (67) in Theorem 3.1.

5. Well-posedness of the linearized problem.

5.1. Existence of solutions for a fully noncharacteristic “strictly dissipative” regularization. We prove the existence of a unique solution $(\hat{U}^+, \hat{U}^-, \varphi) \in H^1(\Omega_T) \times H^1(\partial \Omega_T)$ to problem (54)–(56) by using its fully noncharacteristic “strictly dissipative” regularization containing a small parameter of regularization $\varepsilon$:

$$A_0(\hat{U}^\pm) \partial_t \hat{U}^{\pm \varepsilon} - \varepsilon \partial_1 \hat{U}^{\pm \varepsilon} + \hat{A}_1(\hat{U}^\pm, \hat{\varphi}^\pm) \partial_1 \hat{U}^{\pm \varepsilon}$$

$$+ A_2(\hat{U}^\pm) \partial_2 \hat{U}^{\pm \varepsilon} + \hat{C}(\hat{U}^\pm, \hat{\varphi}^\pm) \hat{U}^{\pm \varepsilon} = f^\pm \quad \text{in } \Omega_T,$$  

where

$$\hat{A}_1(\hat{U}^\pm, \hat{\varphi}^\pm) = A_1(\hat{U}^\pm, \hat{\varphi}^\pm) + \varepsilon A_1^\varepsilon(\hat{U}^\pm, \hat{\varphi}^\pm),$$

$$\hat{C}(\hat{U}^\pm, \hat{\varphi}^\pm) = C(\hat{U}^\pm, \hat{\varphi}^\pm) + \varepsilon C^\varepsilon(\hat{U}^\pm, \hat{\varphi}^\pm),$$

and

$$\hat{A}_1^\varepsilon(\hat{U}^\pm, \hat{\varphi}^\pm) = \frac{1}{2} \left( \partial_1 \hat{U}^{\pm \varepsilon} \right)^2 + \frac{1}{2} \left( \partial_2 \hat{U}^{\pm \varepsilon} \right)^2 + \frac{1}{2} \left( \hat{\varphi}^\pm \right)^2,$$

$$\hat{C}^\varepsilon(\hat{U}^\pm, \hat{\varphi}^\pm) = \frac{1}{2} \left( \partial_1 \hat{U}^{\pm \varepsilon} \right)^2 + \frac{1}{2} \left( \partial_2 \hat{U}^{\pm \varepsilon} \right)^2 + \frac{1}{2} \left( \hat{\varphi}^\pm \right)^2.$$
The boundary conditions (100) for \((\hat{U}^+, \hat{U}^-, \varphi^+)\) coincide with (55) whereas the \(L^1\) interior equations (99) contain the additional terms \(-\epsilon \partial_t \hat{U}^\pm \epsilon\) compared to the original (not regularized) equations (54).

**Lemma 5.1.** Let assumptions (31)–(33) be satisfied and the constant \(\epsilon > 0\) be small enough compared to the constant \(\tilde{\kappa}_0\) in (33). Then, for any fixed constant \(\epsilon\) and for all \(f^\pm \in H^1(\Omega_T)\) and \(g \in H^1(\partial\Omega_T)\) which vanish in the past, problem (99)–(101) has a unique solution \(((\hat{U}^+, \hat{U}^-), (\varphi^+, \varphi^-)) \in H^1(\Omega_T) \times H^1(\partial\Omega_T)\).

**Proof.** Here we just outline the proof of Lemma 5.1 and refer to [23] for full details. Since the constant \(\epsilon > 0\) is small enough compared to the constant \(\tilde{\kappa}_0\) in (33), the number of incoming characteristics for systems (99) coincides with that for systems (54). Considering for a moment \(\varphi^\pm\) as a given function, we easily see that the boundary conditions (100) (without the last one) are strictly dissipative:

\[
\sum_\pm \{\epsilon I_0 - \tilde{A}_1(\hat{U}^\pm, \hat{\varphi}^\pm)\hat{U}^\pm, \hat{U}^\pm\}_{x_1=0} \geq \sum_\pm \frac{\epsilon}{2} \|U^\pm|_{x_1=0}\|^2 - \frac{C}{\epsilon} (\|g\|^2 + |\varphi^\pm|^2),
\]

where \(I_0\) is the unit matrix of order 6. Then, omitting the details, by standard arguments of the energy method we can get the \(L^2\) estimate

\[
\sum_\pm \|U^\pm\|_{L^2(\Omega_T)} + \|\varphi^\pm\|_{L^2(\partial\Omega_T)} \leq C(\epsilon) \left\{ \sum_\pm \|f^\pm\|_{L^2(\Omega_T)} + \|g\|_{L^2(\partial\Omega_T)} \right\},
\]

where \(C(\epsilon) \to +\infty\) as \(\epsilon \to 0\), but now the constant \(\epsilon\) is fixed. Using tangential differentiation and the fact that the boundary \(x_1 = 0\) is not characteristic for \(\epsilon \neq 0\), we also easily obtain the \(H^1\) estimate

\[
\sum_\pm \|U^\pm\|_{H^1(\Omega_T)} + \|\varphi^\pm\|_{H^1(\partial\Omega_T)} \leq C(\epsilon) \left\{ \sum_\pm \|f^\pm\|_{H^1(\Omega_T)} + \|g\|_{H^1(\partial\Omega_T)} \right\}.
\]

Having in hand the \(L^2\) estimate (102), the existence of a weak \(L^2\) solution to problem (99)–(101) can be obtained by the classical duality argument. To this end we should obtain an \(L^2\) a priori estimate for the dual problem. The boundary conditions (100) are not strictly dissipative in the classical sense but in some sense they are similar to them and it is natural to expect the same from the dual problem. This will enable us to derive an a priori estimate for the dual problem. We again refer to [23] for detailed arguments.

The a priori estimate (103) is not uniform in \(\epsilon\) and not suitable to pass to the limit as \(\epsilon \to 0\). However, thanks to Lemma 5.1 we have now the existence of solutions of the regularized problem for any fixed sufficiently small parameter \(\epsilon > 0\). Estimate (103) as well as Lemma 5.1 holds true even if the stability condition (66) is violated. Below, assuming the fulfillment of (66) and a more regularity for the source term \(g\) (as in Theorem 3.1, \(g \in H^{3/2}(\partial\Omega_T)\)), we will get for problem (99)–(101) an a priori
estimate uniform in $\varepsilon$. Actually, this estimate is nothing else than our basic a priori estimate (67).

5.2. Uniform in $\varepsilon$ estimate and passage to the limit. Revisiting several places in the arguments of Section 4 and adapting them for problem (99)–(101), we can obtain for this problem the uniform in $\varepsilon$ a priori estimate (67).

Lemma 5.2. Let the basic state (29) satisfies assumptions (31)–(36) (in the 2D planar case) together with condition (66). Then for any sufficiently small constant $\varepsilon > 0$ and for all $f^\pm \in H^1(\Omega_T)$ and $g \in H^{3/2}(\partial\Omega_T)$ which vanish in the past the a priori estimate

$$\sum_\pm \|\dot{U}^\pm\|_{H^1(\Omega_T)} + \|\varphi\|_{H^1(\partial\Omega_T)} \leq C \left\{ \sum_\pm \|f^\pm\|_{H^1(\Omega_T)} + \|g\|_{H^{3/2}(\partial\Omega_T)} \right\}$$

holds for problem (99)–(101), where $C = C(K, \bar{\rho}_0, \bar{\rho}_0, \bar{\kappa}_0, \varepsilon, T) > 0$ is a constant independent of $\varepsilon$ and the data $f^\pm$ and $g$.

We are now in a position to pass to the limit as $\varepsilon \to 0$. In view of Lemma 5.1, for all sufficiently small $\varepsilon$ problem (99)–(101) admits a unique solution with the regularity described in Theorem 3.1. Due to the uniform a priori estimate (104) we can extract a subsequence weakly convergent to $((\dot{U}^+, \dot{U}^-, \varphi), \phi) \in H^1(\Omega_T) \times H^1(\partial\Omega_T)$ with $((\dot{U}^+, \dot{U}^-)|_{x_1=0} \in H^{3/2}(\partial\Omega_T)$. Passing to the limit in (99)–(101) as $\varepsilon \to 0$ immediately gives that $((\dot{U}^+, \dot{U}^-, \varphi), \phi)$ is a solution to problem (54)–(56). The a priori estimate (67) implies its uniqueness. The proof of Theorem 3.1 is complete.
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