Causal Structure Learning: a Bayesian approach based on random graphs

Mauricio Gonzalez-Soto  
Coordinación de Ciencias Computacionales  
Instituto Nacional de Astrofísica Optica y Electronica (INAOE)  
Mexico  
mauricio@inaoep.mx

Ivan R. Feliciano-Avelino  
Coordinación de Ciencias Computacionales  
Instituto Nacional de Astrofísica Optica y Electronica (INAOE)  
Mexico  
ivan.feliciano@inaoep.mx

L. Enrique Sucar  
Coordinación de Ciencias Computacionales  
Instituto Nacional de Astrofísica Optica y Electronica (INAOE)  
Mexico  
esucar@inaoep.mx

Hugo J. Escalante Balderas  
Coordinación de Ciencias Computacionales  
Instituto Nacional de Astrofísica Optica y Electronica (INAOE)  
hugojair@inaoep.mx

Abstract

A Random Graph is a random object which take its values in the space of graphs. We take advantage of the expressibility of graphs in order to model the uncertainty about the existence of causal relationships within a given set of variables. We adopt a Bayesian point of view in order to capture a causal structure via interaction and learning with a causal environment. We test our method over two different scenarios, and the experiments mainly confirm that our technique can learn a causal structure. Furthermore, the experiments and results presented for the first test scenario demonstrate the usefulness of our method to learn a causal structure as well as the optimal action. On the other hand the second experiment, shows that our proposal manages to learn the underlying causal structure of several tasks with different sizes and different causal structures.

1 Introduction

Intelligent agents often face situations in which an action must be chosen in the presence of uncertain conditions (Lake et al., 2017). In many real-world applications, an agent doesn’t have access to all of the parameters and information required to calculate the maximum expected utility as prescribed by the von Neumann-Morgenstern and Savage Theorems (Von Neumann and Morgenstern, 1944).
Savage [1954], Gilboa [2009], but if the agent knew that her actions and their consequences are causally related, then she could attempt to discover these relations and use them in order to predict consequences of actions better than if she only observes multiple action-outcome pairs as done in Reinforcement Learning [Sutton and Barto [1998]].

Many real-world applications of decision making are solved by associative methods which capture only statistical patterns found in data. For example, Reinforcement Learning [RL] methods, although they have good performance, such methods are not designed to explain why a specific trajectory was chosen. This is highly relevant in real-world applications, e.g., self-driving cars, where it is very important to understand, e.g., why an accident happened.

Causality deals with regularities found in a given environment which are stronger than probabilistic relations in the sense that a causal relation allows for evaluating a change in the consequence given a change in the cause [Spirtes et al. [2000]]. We adopt here the manipulationist interpretation of Causality [Woodward [2003]]. The main paradigm is clearly expressed by Campbell and Cook [1979] as manipulation of a cause will result in a manipulation of the effect. Consider the following example from Woodward [2003]: manually forcing a barometer to go down won’t cause a storm, whereas the occurrence of a storm will cause the barometer to go down.

Learning a causal model of an environment and using it to act upon the environment allows us to explain aspects of the model that an associative model would not be able to: it allows one to ask why. On the other hand, a causal model allows to imagine what would have happened if another course of action had been taken [Pearl and Mackenzie [2018]]. Since a causal model, once it is learned, does not depend neither on the agent nor its preferences, the gained knowledge could be easily transferred for problems of similar domain where the use of the acquired causal relations is useful.

Given that human beings focus on local aspects while learning causal relations which are later unified into a single structure [Fernbach and Sloman [2009], Waldmann et al. [2008], Danks [2014], Welle [and Danks [2012]] propose a model to explain how observations and interventions are used by human beings to learn causal relations in terms of a local prediction-error learning. Following this line of thought, we propose here a local probabilistic encoding of the uncertainty that a decision maker has over the existence or not of causal relations between variables.

When doing Bayesian modeling [Bernardo and Smith [2000], Gelman et al. [2013]] one first identifies the source of the uncertainty; e.g., the parameter of a probability density function which generates data; then, one specifies a probabilistic model over such uncertainty. In this work, we identify as our source of uncertainty the existence or not of a causal relationship between a given pair of variables. We will model such uncertainty as the probability of the occurrence of an edge in a random graph.

Random Graphs were proposed by Erdős and Renyi while using probabilistic methods in order to study problems in graph theory. A random graph can be thought of as a dynamic object which starts as a set of vertices and successive edges are added at random according to some probability law. The simplest example consists of drawing at random a graph from the space of all graphs in \( n \) vertices and \( M \) edges, where each graph has the same probability [Bollobás [2001]]. Further models can be found in complex systems, economics, the study of social networks among others [Jackson [2010], Newman [2018]].

Our probabilistic model over the source of uncertainty, which is the decision maker’s belief about the existence of causal relations between variables, is to be updated in terms of what is observed from interactions with the environment and therefore with the true causal mechanism that controls the environment. Since observations alone do not suffice to uniquely determine a Directed Graph, we make use of interventions [Eberhardt [2007]], as well as a partial ordering between the variables in the model that, at least in principle, cannot be a cause of each other. This ordering must be an input product from expert knowledge.

To test our causal structure learning proposal, we tackled two tasks. In the first one, we propose that an agent learns the causal structure while taking advantage of the knowledge that she is acquiring in order to select an optimal action. In the second problem, we focus on only learning the causal structure in different configurations of a same task. The obtained results are encouraging because they show the usefulness of a Bayesian approach to learn the true underlying causal mechanism within a decision making problem. Besides, we can see that an agent can explore and exploit its causal knowledge in order to learn faster while also reaching a higher reward than if only using associative information.
2 Related Work

In recent work by Lattimore et al. (2016); Sen et al. (2017) and Gonzalez-Soto et al. (2018), a decision maker is given the task to learn an optimal action from a series of learning rounds in a causal environment when the causal model which controls the environment is unknown to the decision maker. Lattimore et al. (2016) assume that the conditional distributions for each variable given its parents is known, while Sen et al. (2017) assume as known only a part of the causal graphical model and allows for interventions in the unknown part of the model. Meanwhile, Gonzalez-Soto et al. (2018) assume that the graphical structure of the true model is known and attempt to learn both the parameters of the model as well as the optimal action.

In Gonzalez-Soto et al. (2018), a decision maker knows the graphical structure of the true causal model which controls her environment and holds beliefs, in form of a Dirichlet distribution, over the parameters. Following Joyce (1999), the decision maker forms a local causal model and uses a result found in Pearl (2009) in order to obtain the optimal action $a^*$ as follows:

$$a^* = \text{argmax}_a \sum u(c) P(c|do(a)).$$

Once the optimal action has been found for the current model, the decision maker observes the response from the environment, and updates the Dirichlet distribution according to what has been observed.

The methodology described above achieves a performance similar to the classical Q-Learning algorithm with the extra of learning a causal model of a very simple environment. Learning a causal model of the environment allows to extract high-level insights of a phenomena beyond associative descriptions of what is observed. A causal model is able to explain why a particular decision was made since it allows to extract the causes and effects of an agent’s actions. Once a causal model is acquired, an external user is able to reason about what...if... statements that associative methods cannot answer.

We note that the three mentioned works have in common that a causal graphical model controls the environment and the limitation of assuming as known a part of the causal graphical model. We propose here a random graph-based approach for causal structure learning which can be used while simultaneously learning an optimal action.

Algorithms to discover causal relations in data can be found in Spirtes et al. (2000); Eberhardt (2008a); Hauser and Bühlmann (2012, 2014); Hyttinen et al. (2013); Loh and Bühlmann (2014); Shanmugam et al. (2015); Mooij et al. (2016). The most important of them being the PC-Algorithm (Spirtes et al., 2000) which is a constraint-based method for causal discovery, and has an exponential worst-case running time. The PC-Algorithm is based in the Inductive Causation Algorithm proposed by Verma and Pearl (1990). Other important causal discovery algorithms are the Fast Causal Inference (FCI) from Spirtes et al. (2000) as well as the GES from Chickering (2002). In Hauser and Bühlmann (2012) an active learning approach to prove a conjecture stated in Eberhardt (2008b) about the worst-case number of experiments required to uniquely discover a causal graph (up to Markov equivalences).

Also, an active learning approach can be used to learn causal models from data, where one starts with some initial graph and then selects the instances in the data that allow to add and orient edges in order to end with a fully oriented graph. Active learning algorithms for causal discovery can be found in Tong and Koller (2001); Murphy (2001); Meganck et al. (2006); He and Geng (2008); Hauser and Bühlmann (2012); Ness et al. (2017); Rubenstein et al. (2017). Notice that these papers consider learning while interacting with a causal environment. For a recent review in causal discovery see Glymour et al. (2019).

Our work also assumes interaction, and interventions, over an environment in which actions and outcomes are connected via a causal graphical model. On the other hand, our work does not assume an initial causal structure, rather we consider initial beliefs about the existence of causal relations.

3 Methodology

Let a rational decision maker consider the following set of variables $X = \{X_1, \ldots, X_n\}$ which are causally related by some unknown, fixed causal graphical model (CGM) $G$; i.e., there exists some CGM $G$ which has nodes corresponding to each variable in
X\). The agent knows that she can only intervene variables which belong to a subset \(X_1 \subseteq X\), and does so in order to alter the value of some identified reward variables \(X_2 \subseteq X\). In the case in which \(X_1, \{X_2\}\), as we will later consider in one of the test scenarios, then without loss of generality, we assume that the agent can only intervene on \(X_1\) wishing to affect \(X_2\). Also, we assume that the agent knows a causal ordering of the variables, which specifies, for some but not all of the variables, which other variables can not be a cause of it.

As mentioned in the introduction we will form a random graph using the beliefs that the decision maker has about the existence of a causal link between nodes in a graph. Formally, let \(p_{ij} \in [0, 1]\) be the belief that the agent has over a causal relation (directed link) existing between the variable with index \(i\) and the variable with index \(j\). This is, the decision maker has belief \(p_{ij}\) that \(X_i \rightarrow X_j\)

Let \(G\) an initial random graph formed as follows: the node set is \(N = \{1, \ldots, n\}\) and a there exists a link between \(i\) and \(j\) with probability \(p_{ij}\). This could be thought of as throwing a charged coin with \(p = p_{ij}\) and connecting nodes \(i\) and \(j\) if head turns up.

Now, in order to identify causal effects \(\text{[Hauser and Bühlmann, 2014]}\), the agent makes an intervention \(a^*\) over the possible values that \(X_1\) can take within the resulting graph \(G\). Once the action is taken, a full realization \(X_1 = x_1, \ldots, X_n = x_n\) is observed. We are allowing random interventions for generality, but the random action taken could easily be replaced by an optimal action found, for example, according to the methodology found in Gonzalez-Soto et al. (2018). In fact we will later consider the problem of exploration vs. exploitation and propose a mix of random and optimal actions in order to learn a causal structure and the optimal action for such structure.

We recall that in Gonzalez-Soto et al. (2018), a decision maker knows the causal structure of the true causal model which controls her environment. The decision maker uses a Dirichlet distribution in order to model the conditional probabilities that appear in the post-interventional distribution expression obtained by Pearl’s do-calculus over the known graph. A sample from the Dirichlet distribution is used to form a local causal model over the known structure in order to find the optimal action using a result from J. Pearl stated in Section 4.1 of Pearl (2009).

Then, in order to update the initial beliefs \(p_{ij}\) according to what has been observed, we use Bayes Theorem as follows: for each pair of indexes \(i, j\) and the current graph \(G\), we ask for the probability of such graph producing the output \((X_1 = a^*, \ldots, X_i = x_i, \ldots X_j = x_j, X_n = x_n)\), which will be used as the likelihood of data given the current graph, and as a prior probability we simply use \(p_{ij}\), so we have

\[
p_{ij}^{t+1} \propto p(X_1 = a^*, \ldots, X_i = x_i, \ldots X_j = x_j, \ldots X_n = x_n | \text{current graph})p_{ij}^t. \tag{2}
\]

Then, we update the model generating a new graph according to \(p_{ij}\).

**Algorithm 1** Causal relations belief learning algorithm

**Require:** The maximum number of iterations \(k\).

Initialize \(p_{ij}\) randomly.

for \(t = 1, \ldots, k\) do

  Initialize \(G\) with link node \(i\) to node \(j\) with probability \(p_{ij}\).

  Take action \(a^*\) for graph \(G\) and probabilities given by a count of the observations.

  Update \(p_{ij}^{t+1} \propto p(X_1 = a^*, \ldots, X_i = x_i, \ldots X_j = x_j, \ldots X_n = x_n | \text{current graph})p_{ij}^t\).

end for

return The beliefs \(p_{ij}\)

### 3.1 Exploration vs. Exploitation

If an optimal action is selected, then the decision maker takes the risk of not observing enough events in order to update his beliefs due to the exploration vs. exploitation tradeoff (March, 1991). We propose to use an \(\varepsilon\)-greedy method (Sutton and Barto, 1998) with a linearly decaying and exponentially decaying \(\varepsilon\).
4 Experiments

Our objective is to show that the structure of the causal model which controls an environment can be learned via repeated interaction by a rational decision maker. We consider two problems: the disease-treatment scenario proposed by Gonzalez-Soto et al. (2018) and the multistep task of light switch control introduced by Nair et al. (2019).

We carried out a series of experiments in which an agent, intervening one variable at a time, updates its causal relations beliefs until they converge to a value that corresponds to whether the connection exists or not. For true connections, the beliefs must reach a high value, for spurious ones a very low value must be reached. These values correspond to the degree of certainty of the decision maker over the existence of a causal relation between pairs of variables.

4.1 Disease treatment

We examined the hypothetical example proposed by Gonzalez-Soto et al. (2018): consider a patient who can have one of two possible diseases. A doctor can treat the disease with either treatment \( A \) or \( B \), both of which carry some risk. Whether a patient is cured or not depends on the disease the patient has, the given treatment and a possible adverse reaction that the latter may have on the patient. Having said that, we can define the set of binary variables for the problem, the interve variables, and the reward variables as: \( X = \{\text{Treatment, Disease, Reaction, Lives}\} \), \( X_1 = \{\text{Treatment}\} \) and \( X_2 = \{\text{Lives}\} \), respectively.

We propose to mimic the physician-patient interaction with an agent interacting with an environment which is ruled by a causal model. The structure of the causal model is shown in Figure 1.

4.1.1 Implementation

The set of beliefs, to generate the graph \( G \), is restricted to the possible edges that follow the causal order \( \{\text{Disease, Treatment, Reaction, Lives}\} \). For this problem, the only variable that can be intervened is \( \text{Treatment} \), i.e., \( X_1 = \{\text{Treatment}\} \). We propose to use and compare three approaches to set the treatment. The first action selection policy is not focused on exploiting causal knowledge to select the best treatment, so the agent randomly selects it. The remaining two, try to deal with the exploitation and exploration problem through an \( \epsilon \)-greedy policy with an exponential and a linear \( \epsilon \) decay, respectively. Once a treatment is performed, the agent observes the environment response and adds it to an observations buffer \( O \). Therefore, the agent carries out an update of its beliefs using 2. The parameters of the models are learned using a Maximum likelihood estimator, a Laplacian smoothing, and the data \( O \), collected from the beginning of learning up to the current learning time step.

4.1.2 Parameters

To validate our approach we ran 10 times our method to learn the causal relationships shown in Figure 1. The initial values for beliefs \( p_{ij} \) are set to 0.5. For each execution, the number of beliefs updating rounds is 50. For the random action selection policy, the probability of choosing one of the treatments is 0.5. For the \( \epsilon \)-greedy policy, the optimal reward for every interaction is set to 1 which can be interpreted as that the patient lived. Thus, the agent is expected to select the treatment most likely to cause the patient to live. Both versions of \( \epsilon \)-greedy, start with an exploration probability equal to 1 until reaching 0.01. For the exponential decay, the value of \( \epsilon \) is decreased by multiplying it by 0.9 at every step. On the other hand, the linear decay is done by uniformly decreasing \( \epsilon \) with respect to the relationship between the number of interventions and the difference between the maximum and minimum exploration values.
4.1.3 Results

To measure the performance of our algorithm we wish to know how different the beliefs and ground truth (defined in Figure 1) are. We use the $l^2$ norm where we directly compare the values of the beliefs with the true edges. As stricter measures we use the Hamming loss and the accuracy. Since these measures require comparing whether two values are equal or not, before the evaluation, we propose mapping the beliefs to values in $\{0, 1\}$, assigning the value of 0 to $p_{ij}$ if $p_{ij} < \theta$ or 1 otherwise ($\theta = 0.75$). We evaluate each of the mentioned metrics per episode and the average is obtained by execution. Besides the metric to evaluate how well does our agent learn the true causal structure, we want to know how good is at choosing a treatment. Therefore, we compare our method following the $\epsilon$-greedy policy variants with the Q-learning algorithm following the same $\epsilon$-greedy versions.

Figure 2 shows the average value and standard deviation per round of each belief $p_{ij}$ over 10 runs for each action policy. It is easy to observe that the relation between Treatment and Reaction is the easiest to learn for the three policies. Also, we can see that the beliefs about Treatment-Lives, and Disease-Reaction remain very similar in all policies. However, there is a different behavior for Reaction-Lives and Disease-Lives. The former belief, keeps its value much lower for the $\epsilon$-greedy with an exponential decay compared two the other action selection policies. Something similar happens to the Disease-Lives, but in this case, it seem that the agent is learning the wrong way. From this, we can assume that rather than stop performing random actions and select the best, sometimes seems better to stop updating the beliefs or maybe use another method to calculate the parameters of the models to compute the new values of $p_{ij}$.

Figure 3 shows the three evaluation metrics for the structure learning and the obtained reward for each interaction round. The first three plots of Figure 3 evidence that random actions are better to find the true causal relationships. On the other hand, we can see that policy using a fast decay of the exploration rate, outperforms the rest of the methods and is very similar to the Q-learning algorithm with the same action selection scheme. However, our approach learns to choose from causal mechanisms of the world.

![Figure 2: Average beliefs $p_{ij}$ over 50 rounds and 10 experiments.](image)

![Figure 3: Evaluation metrics per interaction round over 50 rounds and 10 experiments.](image)

4.2 Light switches scenario

We tested our approach on the light switch control tasks testbed introduced by Nair et al. (2019). In general, an agent starts with an initial lighting setting of the environment and aims to reach a specific configuration of lights on and off. An example of an initial observation an the goal of the agent is shown in Figure 4.

Specifically, an agent has control of $N$ light switches to control $N$ lights. The relationship between switches and lights is given by a causal model which defines how the former control the latter. The underlying causal model is unknown to the agent. However, the agent can induce the causal structure and the model parameters through interactions with its environment, i.e., by moving the light switches.
Following the game-based approach, the decision maker performs an action (flipping a switch) and its world responds with the state of the lights and switches.

Figure 4: The agent starts with an initial configuration of the lights. It aims to reach the goal state of lights by controlling the switches at every step $t$. The connections between switches and lights can be represented by a causal model (the graph with the blue and green vertices).

The agent can perceive two types of signals, an image with a bird’s eye view of the environment (as in Figure 4) and a value for a set of binary variables $\mathcal{X} = \{X_1, \ldots, X_n\}$ where $X_i \in \{0, 1\}$ encodes the state of the lights and switches. The number $N$ of switches and lights is equal, and we can define another variable which represents an action of not flipping any switch. Therefore, the cardinality of $|\mathcal{X}| = n$ is equal to $2N + 1$. The set of variables to intervene $\mathcal{X}_1 = \{X_1, \ldots, X_{N+1}\}$ describe the switches condition and the non action decision, where each $X_i$ denotes with $X_i = 1$ if the switch has been flipping into the on position or $X_i = 0$ otherwise. Furthermore, the set of reward variables $\mathcal{X}_2 = \{X_{N+2}, \ldots, X_{2N+1}\}$ defines the lights state, where $X_j = 1$ indicates that the light $j$ is on, otherwise $X_j = 0$.

The testbed involves 3 different types of causal relationships between the switches and lights and they are shown in Figure 5:

- **One to one**: each switch controls only one light.
- **Common cause**: in this case, a single switch may control more than one light and each light is controlled by at most one switch.
- **Common effect**: each switch maps to one light, but more than one switch can control the same light.

### 4.2.1 Implementation

The same steps are followed as for the problem attacked above, with some exceptions and changes. First, the beliefs are restricted to $\mathcal{X}_1 \times \mathcal{X}_2$, where the sets of variables corresponding to causes and effects are $\mathcal{X}_1$ and $\mathcal{X}_2$, respectively. Each belief $p_{ij}$ is initialized with a value of 0.5, where $i$ denotes the cause/switch $X_i$ and $j$ denotes the effect/light $X_j$.

Unlike the previous problem, we need to model the conditional probability from a different way. We model de conditional probability with two distributions. One to model the probability of turn on the light and another one corresponding to the turn off of the lightning. The problem is deterministic, and for this proof of concept we do not change this specification. So we model the probabilities with values of 1’s or 0’s depending of the problem instance.

We keep two buffers of observations, $O_{on}$ and $O_{off}$. The first one, $O_{on}$ holds the data generated on interactions where the agent turns a light on. Conversely, $O_{off}$, stores the data after the agent acts and turns off some light. Using both, the generated data and $G$, the agent estimates the parameters of two models using the Maximum likelihood estimation method and a Laplacian smoothing. Therefore,
after the agent’s action selection, if some light is turned on, we can compute the probability of an observation using the parameters of the lights on model. Otherwise we use the parameters of the lights off model.

During the interaction for updating the beliefs, the agent acts by randomly fixing the value of one of the variables in $X_1$, i.e., the decision maker flip the switch to the on or off position. Therefore, at the time step $t$, after action and environment’s response, the agent updates its beliefs following 2.

For this proof of concept we did not use visual observations of the environment. However, our method can be extended if we encode the images as the variables of $X$.

### 4.2.2 Parameters

We carried out a series of experiments to show that our proposal is able to learn the causal structure of several instances of the task. An experiment consists of running our method over $K = 10$ instances of the light control task where each problem instance has an underlying causal structure that guides the connections between switches and lights. We only learn structures with $N$ lights and $N + 1$ possible actions, because we include the action of doing nothing. Then, the number of possible edges is $(N + 1) \times N$ ($N \in \{5, 7, 9\}$). The number of updating rounds $k$ is 50. We cope with the three types of causal structures: 1) one to one, 2) common cause and 3) common effect.

### 4.2.3 Results

Unlike the previous problem, we have several possible configurations for an instance of the task. Furthermore, each algorithm execution corresponds to learn a different causal structure. Like before, we use the $l_2$ loss function, the Hamming loss and the accuracy. For the latter measures we set $\theta = 0.75$.

Figure 6 shows the evaluation metrics per $k$ rounds and the displayed value in the plots is the average over the $K$ different causal structures. Each plot corresponds to a number of lights $N$ and a different evaluation measure. We can see that the type of structures that represent a harder challenge are the Common effect graphs. A possible explanation of this situation is that there is some ambiguity for the agent to know which switch causes a change in a light so there is a need to execute more rounds of interactions. In general, we can observe that the true causal seems to be learned for all the cases.

For better visualization of the change in beliefs. We randomly chose the updating process of one structure for every possible case. We collect the values of the beliefs at some learning time steps. Figure 7 shows the heatmaps describing the evolution of each belief. Analyzing the sequence of heatmaps, we can observe that the heatmaps obtained in the last beliefs updating are very similar to the ground truth in each case.

### 5 Conclusions

We have presented a Bayesian random graph-based methodology which is able to learn a causal structure from interventions and does not assume an initial DAG. Our approach is flexible and easily implementable as shown by the experiments, which also reflect a good performance over two quite different scenarios. In the first scenario we have also learned the optimal action while also learning a causal structure, which presented the challenge of balancing exploration and exploitation; we attacked this challenge using a $\varepsilon$-greedy algorithm with an exponential and linearly decaying $\varepsilon$. 
Figure 6: Average value and standard deviation per round of each metric over 10 runs.

Figure 7: Example of heatmaps showing the changes over time of the beliefs against the ground truth, for the learning of one causal graph.
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