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In this paper for the first time, we construct quantum analogs starting from classical stochastic processes, by replacing random “which path” decisions with superpositions of all paths. This procedure typically leads to non-unitary quantum evolution, where coherences are continuously generated and destroyed. In spite of their transient nature, these coherences can change the scaling behavior of classical observables. Using the zero temperature Glauber dynamics in a linear Ising spin chain, we find quantum analogs with different domain growth exponents. In some cases, this exponent is even smaller than for the original classical process, which means that coherence can play an important role to speed up the relaxation process.

I. INTRODUCTION

Stochastic processes are extensively used to model different classical systems in many disciplines starting from physics \([1, 2]\) to finance \([3]\), chemistry \([4]\) to biology \([5]\), computer science \([6]\), etc. There are different types of stochastic processes which include random walks \([7]\), Lévy walks \([8]\), Brownian motion \([9]\), random fields \([10]\), branching processes \([11]\), etc.

Since the ground breaking work in Refs. \([12–14]\), which provide a complete formal characterization of Markovian quantum processes, there has been a lot of work dedicated to map out the frontier between quantum and classical stochastic processes. On the quantum side, we find the superposition principle and coherence, whereas on the classical side there are random choice and stochasticity. Starting from a unitary quantum process of a perfectly isolated system, measurements \([15]\) and/or the coupling to an environment \([16]\) gradually replace coherent superpositions by stochastic mixtures. So the origin of stochasticity in the quantum process is the measurement theory itself. As argued in \([17]\) this is how the classical world appears in quantum theory. Recent efforts to quantify “coherence” from the point of view of a resource theory \([18–20]\) lead to the question, if there are “non-classical” tasks which can be performed only at the expense of this resource \([21, 22]\). In all these efforts, the starting point (focus) has always been on the initially unitary quantum process, eventually trying to find related classical stochastic processes.

By contrast, in this paper for the first time ever, we start from a given classical process and ask what are the quantum processes which can be converted to that classical process, by repeated projective measurements. We call these processes “quantum extensions”, and we provide general guiding principles for their construction. Instead of starting from the unitary dynamics of the closed quantum system and considering the effect of the coupling to environmental degrees of freedom, we start from the classical stochastic process, where we replace random choices by superpositions. There are several measures of coherence \([18–20]\) which quantify the amount of superpositions. Our approach allows to investigate systematically the different non-unitary quantum processes in the vicinity of a given classical process. It thereby sheds new light on the question to what extent quantum effects may be important in a variety of phenomena usually studied classically. Particularly important examples of high current interest can be found in biology \([34–36]\).

In order to demonstrate that these quantum extensions may have qualitatively different and potentially useful properties, we consider the zero temperature quenching dynamics \([23]\) of the one-dimensional Ising model. There, we analyze in detail two different quantum extensions. In one case, the relaxation process becomes generally faster, in the other case it becomes slower, than the original process. We show that small quantum effects can make certain physical processes more efficient, like the case of the relaxation process towards equilibrium. Such relaxation processes play a very important role for different cases in quantum biology as recently reported in \([35]\).

II. DISCRETE STOCHASTIC MARKOV PROCESS

A. Classical discrete Markov process

For simplicity, we restrict ourselves to stochastic Markov processes in discrete time with a discrete state space \(\{j\}\). We can then describe the dynamics of the system by a sequence of stochastic transition matrices \(\mathcal{J}(n)\), where \(n \in \mathbb{N}_0\) denotes discrete time. These transition matrices fulfill a composition law according to which \(\left[\mathcal{J}(n) \mathcal{J}(n-1) \ldots \mathcal{J}(m)\right]_{ij}\) is the probability to find the system in state \(\langle i \rangle\) at time \(n\), provided the system was in state \(\langle j \rangle\) at time \(m-1\). The evolution of an ensemble of initial states, can be described by an evolving probability vector \(p(n)\), such that \(p(n) = \mathcal{J}(n)p(n-1)\).
Similar to the classical case, a quantum stochastic Markov process $\Lambda_Q$ can be defined as a sequence of quantum maps, $\Lambda_Q(n)$. These must be completely positive, trace preserving, linear maps (CPTP-maps) in the space of density matrices \cite{24, 25}. Therefore, instead of an evolving probability vector, we now have a density matrix evolving in time. Similar to the classical case, we have the following composition law:

$$\rho(n) = \Lambda_Q(n) \circ \Lambda_Q(n-1) \circ \ldots \circ \Lambda_Q(m) \left[ \rho(m-1) \right]. \quad (1)$$

For the quantum description of a given classical Markov process we define the Hilbert space as the space of linear combinations of the classical states, \{ $|j\rangle$ \}, with the scalar product chosen in such a way that these states are orthonormal. Then, a diagonal density matrix $\bar{\rho}(n)$, represents an ensemble of classical states, in exactly the same way as the above mentioned probability vectors. It is then easy to verify that the set of operators

$$\left\{ K_{ij}(n) = \sqrt{J_{ij}(n)} |i\rangle \langle j| \right\}_{i,j} \quad (2)$$

is a valid set of Kraus operators, defining a sequence of quantum channels $\Lambda_J(n)$ \cite{16} such that

$$\bar{\rho}(n) = \Lambda_J(n)[\bar{\rho}(n-1)] = \sum_{ij} K_{ij}(n) \bar{\rho}(n-1) K_{ij}(n)^\dagger. \quad (3)$$

This completes the description of the classical stochastic process in the quantum channel formalism.

According to the resource theory of quantum coherence \cite{18, 19, 26}, the classical maps $\Lambda_J(n)$ are completely incoherent channels as their image is always a diagonal density matrix. In addition they are unable to detect any coherences, as their image is independent of any non-diagonal elements.

### B. Criteria for Quantum extension

We are now interested in quantum processes $\Lambda_Q(n)$, which may be considered as “quantum extensions” of the classical process $\Lambda_J$. In practical terms, we require the quantum process to reduce to the classical process, if it is observed (i.e. measured) sufficiently often. This leads us to the following formal definition:

**Definition** A quantum process described by a sequence of quantum maps $\Lambda_Q(n)$ is a “quantum extension” of the classical process described by $\Lambda_J(n)$ if and only if

$$\forall n : \Lambda_J(n) = \mathcal{P} \circ \Lambda_Q(n) \circ \mathcal{P}, \quad (4)$$

where $\mathcal{P}$ denotes a complete measurement of the set of classical states (i.e. the basis states \{ $|j\rangle$ \}).

As illustrated in Fig. 1, starting from a general quantum process $\Lambda_Q$, we include the complete measurements $\mathcal{P}$ before or after each individual quantum map $\Lambda_Q(n)$.

The measurements between two quantum maps can be duplicated without changing the dynamics, which results in the classical maps $\Lambda_J(n) = \mathcal{P} \circ \Lambda_Q(n) \circ \mathcal{P}$.

To find candidate quantum processes $\Lambda_Q$ which may then be checked if they really are valid quantum extensions of a given classical process $\Lambda_J$, we use the following guiding principles: (i) We try to find quantum extensions for each stochastic map $\Lambda_J(n)$, individually. (ii) Both, the classical and the quantum map can be uniquely defined by their action on the basis states \{ $|j\rangle$ \}. Here, the classical map is determined by the probabilities to jump from the state $|j\rangle$ to any other state. (iii) For the corresponding quantum map, we try to replace as far as possible random “which path” decisions by a superposition of all available options. This is done in such a way that the absolute value square of the transition amplitudes agree with the corresponding classical transition probabilities. (iv) This must be done in such a way that Eq. (4) is fulfilled. As explained in App. A this is not always possible with a single unitary operation. Therefore we also consider conditional unitary operations, where the choice of the operation is conditioned on the outcome of a projective measurement. (v) Once we found a valid quantum extension $\Lambda_Q(n)$, we may define a whole one parameter family of interpolating extensions by the convex sum

$$(1-p) \Lambda_Q(n) + p \Lambda_J(n) \quad (5)$$

for $0 \leq p \leq 1$. Inserting Eq. (4) into Eq. (5) shows that we can implement this map by simply performing complete measurements $\mathcal{P}$ with probability $p$ after each elementary time step. Then for $p = 0$ the system will be maximally coherent while for $p = 1$ the process will be completely incoherent classical process.

### III. CHOICE OF THE STOCHASTIC PROCESS AND IT’S QUANTUM EXTENSION

To test our procedure for constructing quantum extensions of a given classical stochastic process, we consider the zero temperature quenching dynamics of the
one-dimensional nearest neighbor Ising model (without magnetic field) [27] with periodic boundary conditions.

A. Classical relaxation process

The classical relaxation process starts from a totally disordered initial configuration, corresponding to a very high temperature, where the spins are either up or down at random. We are interested in the relaxation process from this random initial configuration to one of the two ground states, where all spins are aligned to each other, pointing either up or down.

The relaxation process under zero temperature Glauber dynamics [23] is as follows: (i) choose a spin at random; (ii) calculate the energy change ($\Delta E$) of the system if the spin is flipped; (iii) If $\Delta E > 0$ flip the spin, if $\Delta E = 0$ do nothing, if $\Delta E < 0$ choose one of the two options at random with equal probabilities. The process consisting of the steps (i),(ii),(iii) amounts to one elementary (local) operation. For a spin chain of length $N$, one Monte-Carlo step consists of $N$ such elementary operations.

This process is a Markov chain [4], exactly of the type considered in Sec. II A. If we denote the local operation, which is applied to spin $q$ in the chain by $\mathcal{J}^{(q)}$, then we find for a complete elementary operation:

$$p(n+1) = \mathcal{J} p(n), \quad \mathcal{J} = \frac{1}{N} \sum_{q=1}^{N} \mathcal{J}^{(q)}.$$  \hspace{1cm} (6)

Here, the uniform average taken over all local transition matrices $\mathcal{J}^{(q)}$, implements the random choice of spin $q$ in step (i), of the above list.

Finally, we will write down the transition matrix $\mathcal{J}^{(q)}$ in the basis of all possible classical configurations. For that it is enough to consider the spin $q$ and its immediate neighbors. Let us denote the spin-up state by $|0\rangle$ and the spin-down state by $|1\rangle$, and let us order the configurations of three consecutive spins as $(|000\rangle, |001\rangle, |010\rangle, |011\rangle, |100\rangle, |101\rangle, |110\rangle, |111\rangle)$. Then the transition matrix reads

$$\mathcal{J}^{(q)} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1/2 & 0 & 1/2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1/2 & 0 & 1/2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/2 & 0 & 1/2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/2 & 0 & 1/2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{pmatrix}.$$  \hspace{1cm} (7)

In agreement with the Glauber process, outlined above, the transition matrix leaves the configurations $|000\rangle$ and $|111\rangle$ untouched, it flips the middle spin of the configurations $|010\rangle$ and $|101\rangle$, while flipping the middle spin with probability one half in all other cases.

B. Corresponding quantum extensions

In order to find quantum extensions of the process described in Sec. III A, it is enough to find a quantum extensions $\Lambda_Q$ of the classical transition matrix $\mathcal{J}$. Just as in the classical case, we will implement $\Lambda_Q$ as a uniform mixture of local operations $\Lambda_Q^{(q)}$, which are applied to spin $q$ and its immediate neighbors. Therefore,

$$\Lambda_Q = \frac{1}{N} \sum_{q=1}^{N} \Lambda_Q^{(q)}.$$  \hspace{1cm} (8)

In this way, the problem is reduced to finding quantum extensions $\Lambda_Q^{(q)}$ for the three-spin classical operation $\mathcal{J}^{(q)}$.

As explained in detail in App. A, a single unitary operation cannot be a valid quantum extension of the map $\mathcal{J}^{(q)}$ given in Eq. (7). One needs at least two Kraus operators, which may be chosen as conditional unitary operations. Dividing the three-spin Hilbert space into two subspaces, defined by the projectors, $P = |010\rangle\langle 010| + |101\rangle\langle 101|$ and its complement $\hat{P}$, we may write for the desired quantum operation

$$\Lambda_Q^{(q)}[\varrho] = \hat{\sigma}_x \hat{P} \varrho \hat{P} \sigma_x + \hat{U}_X \hat{P} \varrho \hat{P} \hat{U}_X^\dagger.$$  \hspace{1cm} (9)

Here, the Pauli matrix $\hat{\sigma}_x$ is applied to central spin, whereas the unitary matrix $\hat{U}_X$ can be decomposed into the orthogonal sum

$$\hat{U}_X = \mathbb{1}_{\{|000\},|111\}} \oplus X_{\{|001\},|011\}} \oplus X_{\{|100\},|110\}} \oplus X_{\{|010\},|101\}},$$  \hspace{1cm} (10)

where $X$ may be any $2 \times 2$ dimensional unitary matrix with matrix elements of the same magnitude, $1/\sqrt{2}$. Again, in App. A we explain how one arrives at this result and we show that $\Lambda_Q^{(q)}$ is indeed a valid quantum extension, which fulfills Eq. (4).

In the numerical simulations to be presented below, we will focus on two different choices for $X$, namely

$$H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad S = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}. $$  \hspace{1cm} (11)

Here, $H$ is the Hadamard gate and $S$ is a SU(2) matrix. As we will see, the two options lead to the resulting quantum processes with very different behaviors.

C. Observables

In this section, we introduce the observables we are going to analyze. For studying the relaxation process in time, we measure time in units of Monte-Carlo time steps (MCS), such that $t$ increases by one unit, whenever $N$ elementary operations $\Lambda_Q$ are completed.

Average number of domain walls. For a classical Ising spin chain, starting from a disordered state, the average number of domain walls $D_w(t)$ decays as $t^{-1/2}$ indicating
that the average domain size increases as $t^{1/z}$, where $z$ is domain growth exponent [28].

If $n_D(j)$ is the number of domain walls of the spin configuration $|j\rangle$ ($0 \leq j \leq 2^N - 1$), we define the corresponding quantum observable $\hat{D}_W = \sum_j n_D(j) |j\rangle\langle j|$. Hence the expectation value for an evolving mixed quantum state $\rho(t)$ is $\langle \hat{D}_W \rangle(t) = \text{tr}[\hat{D}_W \rho(t)]$.

**Relaxation time** The dynamics of the classical process always ends in a state, where all spins point in the same direction, either up, $|0\rangle = (00 \cdots 0)$, or down, $|1\rangle = (11 \cdots 1)$. The quantum process, however, can also end in a superposition of the two states. Thus, the probability to find the system after time $t$ at equilibrium, is $P_{\text{Eq}}(t) = \text{tr}[\hat{P}_{\text{Eq}} \rho(t)]$, where $\hat{P}_{\text{Eq}} = |0\rangle\langle 0| + |1\rangle\langle 1|$. In the simulations below, we report the half life $t_{1/2}$ in MCS, which is such that $P_{\text{Eq}}(t_{1/2}) = 1/2$ (see App. C for further elaboration).

**Coherence** Quantum extensions differ crucially from their classical ancestor due to the presence of superpositions. These are quantified conveniently with the help of the coherence measure

$$C(t) = \sum_{i \neq j} |\rho_{ij}(t)|,$$

as introduced in [18].

**IV. NUMERICAL SIMULATIONS**

We simulated different quantum extensions of the classical relaxation process for the zero temperature quench of an Ising spin chain. At their core there are the unitary matrices $H$ and $S$ [Eq. (11)], which generate the required quantum superpositions. We label the resulting processes by “HAD” and “SYH”, respectively. As explained above, once a quantum extension $\Lambda_Q$ is found, we can construct convex combinations of that process with the original classical process as described in Eq. (5). This allows us to control the degree of coherence introduced in the system.

In practice this means that after each elemental quantum map $\Lambda_Q^{(q)}$, we apply a complete measurement $\mathcal{P}$ with probability $p$. We consider three cases: $p = 0$ (maximally coherent without complete measurements), $p = 1/N$ (on average one complete measurement per MCS), $p = 1$ (complete measurements with certainty reproducing the classical process). In that latter case, the two options “HAD” and “SYH” yield exactly the same dynamics. This leaves us with five different processes listed in Tab. (1).

**Methodology** In all cases, we consider an even number of spins $N$, with random initial configurations, where there are exactly as many spins pointing upward as downward. To avoid the evolution of large density matrices, we use an unraveling method [16, 29]. That is, we compute the evolution of a large number of pure states, $\{\Psi_{\alpha}(n)\}_{1 \leq \alpha \leq N_{\text{sam}}}$, and approximate the density matrix

$$\rho(t) \approx \frac{1}{N_{\text{sam}}} \sum_{\alpha} |\Psi_{\alpha}(Nt)\rangle \langle \Psi_{\alpha}(Nt)|,$$

where $t$ is time in MCS. In the present case, the unraveling is easy to realize, since the whole process has been decomposed into random choices, measurements and conditional unitary operations [see App. B for details]. Using a sparse matrix storage format for the density matrices, we have been able to perform simulations up to $N = 20$ spins averaging over $N_{\text{sam}} = 24000$ random initial configurations [30].

On panel (a), Fig. (2) shows the half-time $t_{1/2}$ of the relaxation process as a function of the number of spins $N$. In the plot, we divide $t_{1/2}$ by $N^2$ which corresponds to the scaling of the relaxation time for the classical process as $N \rightarrow \infty$ [28]. We show the results for the five different processes, described in Tab. I. The finite negative slope in the classical case, seems to indicate that $t_{1/2} \sim N^2$ with $z < 2$. We checked that this is due to

![FIG. 2: Panel (a): half life $t_{1/2}$ (in units of MCS) divided by $N^2$ vs. $N$ (the length of the spin chain) in a log-log plot. Points are numerical simulations, the straight lines best fits. Panel (b): Average number of domain walls $\langle D_W \rangle$ multiplied by $\sqrt{t/N}$ vs. $t$ for the different process types for $N = 20$. In both panels the symbols correspond to: HAD-0 ( ), HAD-1 ( ), Class (+), SYH-1 ( ), and SYH-0 ( ).](image-url)
the small system size. For $N \gtrsim 80$ one recovers the expected value $z \approx 2$. The quantum extensions show very different scaling exponents. For the HAD cases the exponents are larger, for the SYH cases smaller than in the classical case. These findings are remarkable, in view of the fact that the coherence which is built up during the process is transient and from a global perspective relatively weak. The apparent acceleration of the relaxation process is also remarkable; in particular as it seems to persist in the large $N$ limit.

On panel (b), the figure shows the decay of the average number of domain walls with time for the largest spin chain ($N = 20$). Here, $\langle D_W \rangle$ is multiplied by $\sqrt{t}/N$ which would compensate the expected classical, large-$N$, power-law decay. In that way, data which are showing that power-law decay with $z = 2$ would lie on a horizontal line. On general grounds the scaling coefficients for the half times in panel (a) are related to the scaling coefficients for the decay of $\langle D_W \rangle$ as $t_{1/2} \sim N^z$ and $\langle D_W \rangle \sim t^{-1/z}$ [28]. Thus, the solid lines in panel (b) show the power-laws obtained from the exponents estimated in panel (a).

For a realistic macroscopic relaxation process, the natural unit of time is the time it takes for a macroscopic number of constituents to change their state. In our simulations, this time scale is the MCS. So one could expect that if one removes all coherences at every MCS, that the macroscopic observables should behave essentially as in the classical process. Our results for the cases HAD-1 and SYH-1 show that this is not the case. Both, the half times plotted in panel (a) and the average number of domain walls plotted in panel (b) are closer to the maximally quantum cases (without the complete projective measurements) than to the classical case. This quite proves that provided the generation of coherence is sufficiently effective even extremely short decoherence times will not be sufficient to suppress the particular properties of the quantum process.

Figure 3 shows the coherence measure from Eq. (12) as a function of time, for different chain lengths. Initially there is a steep increase with a pronounced maximum after a few MCS, followed by an apparently exponential decay. The maximum value of $C(t)$ increases with $N$, but slower than exponential. Since the number of non-diagonal elements of $\varrho(t)$ is $O(2^N)$, this indicates that the overall amount of coherence is rather small. However as we have shown in figure 2, the amount of coherence is enough to change the behavior of the other observables significantly. The scaled semi-log plot in the main figure, shows that the coherence decays exponentially for all times, with different decay rates at short and large times. For large $t$, a scaling form can be written as

$$C(t) \sim N^\alpha \exp(kt/N^\alpha),$$

where $\alpha = 1.91 \pm 0.014$, $k \approx 0.017$ for SYH-0, and $\alpha = 2.16 \pm 0.02$, $k \approx 0.007$ for HAD-0. The scaling form of $C(t)$ is more complex for short times [31].

One could have assumed that coherence in general might speed up the relaxation process for similar reasons than in the case of the Grover quantum search algorithm [32]. Instead of applying the energy-minimizing spin-flip operations to individual configurations sequentially, coherence allows to apply these operations in parallel to several configurations. Our results show that the situation is more complicated. Almost the same amount of coherence (at the early stage of the process) can either lead to a speed-up or a slowing down of the relaxation process, depending on nothing else but the unitary spin operations employed (HAD or SYH). Interestingly, in the HAD case, the system not only takes a much longer time to reach the equilibrium subspace, it also conserves coherence for a much longer time. Hence, one can say that it is the conservation of coherence which makes it more difficult for the system to find its way to the equilibrium subspace. Of course it would be very desirable and in principle it should be possible to discover the mechanism behind such different behaviors. This requires more detailed studies of the relaxation process itself, which will be left as a task for the future.

V. CONCLUSIONS AND DISCUSSION

Through a new concept that we called quantum extension, we find quantum processes associated with a given Markovian classical stochastic process. In physical terms, this association means that sufficiently frequent observations of the quantum process will convert those processes into the original classical one. This construction does not need an auxiliary system [24, 25]. In other words, unlike in the case of quantum walks [33], our construction does not extend the state space of the original classical process [7].
We apply this new approach to the Glauber relaxation process of a linear Ising chain under a quench to zero temperature. We characterize the coherence of the system in different temporary regimes. Finally, we analyze the process to reach the equilibrium subspace, providing strong evidence that the relaxation times scale differently, for different quantum extensions. Among those, we find at least one process which is faster than the classical case. For a long time stochastic dynamics has been studied for several systems classically including the spin systems for which the real world is quantum. Our construction of “quantum extensions” is useful for studying the dynamics of such systems in a more realistic way.

Our findings may be particularly relevant in areas such as quantum biology and quantum computation. There are increasing experimental evidences [34–36] for the presence of coherence in biological processes. Currently we are increasing experimental evidences [34–36] for the presence of coherence in biological processes. Currently, our approach could pave the way to form quantum operations which are partially in-coherent, but still conserve/generate sufficient coherence at the expense of an enormous number of additional processes. In this context, our results (in particular those for the main question is to what extent this coherence is necessary for the functioning and efficiency of these processes). In this context, our results (in particular those for

\[ \Lambda_{\mathcal{J}} : \rho \rightarrow \rho' = \sum_k J_{jk} \rho_{kk} \]

as quantum biology and quantum computation. There are increasing experimental evidences [34–36] for the presence of coherence in biological processes. Currently we are increasing experimental evidences [34–36] for the presence of coherence in biological processes. Currently, our approach could pave the way to form quantum operations which are partially in-coherent, but still conserve/generate sufficient coherence to outperform a classical algorithm.
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Appendix A: Quantum stochastic map

In order to find quantum extensions \( \Lambda_{\mathcal{Q}} \) of a classical stochastic operation \( \mathcal{J} \), we use the Kraus operator representation [41]. In that case, \( \Lambda_{\mathcal{Q}} \) is defined in terms of a set of Kraus operators as

\[ \Lambda_{\mathcal{Q}} : \rho \rightarrow \rho' = \sum_r \hat{K}_r \rho \hat{K}_r^\dagger , \quad \sum_r \hat{K}_r^\dagger \hat{K}_r = \mathbb{1} \].

It is a very difficult task to systematically analyze all possible quantum extensions in terms of such general Kraus operators. We therefore consider a more restrictive set of quantum operations, namely conditional unitary operations. In physical terms, that amounts to a projective measurement, with subsequent unitary operations which are conditioned on the measurement outcomes. In other words, for an observable \( A \) with the spectral decomposition

\[ \hat{A} = \sum_r a_r \hat{P}_r , \quad \hat{P}_r \hat{P}_s = \delta_{rs} \hat{P}_r , \quad \sum_r \hat{P}_r = \mathbb{1} \],

and arbitrary unitary operators \( U_r \), we choose the Kraus operators as

\[ \hat{K}_r = \hat{U}_r \hat{P}_r \].

A case of particular interest is the case of a completely unitary operation, when \( \Lambda_{\mathcal{Q}} \) contains only one element, \( \hat{K}_1 = \hat{U} (\hat{P}_1 = \mathbb{1}) \). In this case the condition for a valid quantum extension, Eq. (4), requires that \( \Lambda_{\mathcal{J}} = \mathcal{P} \circ \Lambda_{\mathcal{Q}} \circ \mathcal{P} \). For an arbitrary density matrix \( \rho \) and \( \rho' = U \rho U^\dagger \), this is equivalent to the condition that

\[ \Lambda_{\mathcal{J}} : \rho'_{jj} = \sum_k J_{jk} \rho_{kk} \]

and when equations (A4) and (A5) are compared, the following condition is obtained

\[ \forall j, k : \quad J_{jk} = |U_{jk}|^2 \].

For our particular example of the classical map defined in Eq. (7), such a unitary operation cannot exist. This is because the required unitary matrix must have matrix elements \( U_{11} \) and \( U_{13} \) of magnitude equal to one, so that the corresponding columns cannot be orthogonal.

If a single unitary operation does not work, we can try to find a quantum operations with two Kraus operators. As explained above, we search for Kraus operators which describe a conditional unitary operation. That means, depending on whether the system is found in one subspace \( \hat{P} \) or not (subspace \( \hat{P}^\dagger \)) we apply one unitary operation \( \hat{U} \) or another, \( \hat{V} \). To simplify the task even more, we assume that the basis states are eigenstates of \( \hat{P} \) and \( \hat{P}^\dagger \). With this, the requirement for a valid operator sum representation is fulfilled:

\[ \hat{K}_1 = \hat{U} \hat{P} , \quad \hat{K}_2 = \hat{V} \hat{P}^\dagger \]

with

\[ \hat{K}_1^\dagger \hat{K}_1 + \hat{K}_2^\dagger \hat{K}_2 = \hat{P} + \hat{P}^\dagger = \mathbb{1} \].

Now, from the right-hand side of equation (4), the following diagonal elements of \( \rho' \) are obtained

\[ \rho'_{jj} = U_{jk} \rho_{kk} \rho_{kk} U_{jk}^* + V_{jk} \rho_{kk} \rho_{kk} V_{jk}^* \]

and the requirement for a valid quantum extension now reads:

\[ \forall j, k : \quad J_{jk} = \left\{ \begin{array}{ll} |U_{jk}|^2 : \hat{P} |k\rangle = |k\rangle \\ |V_{jk}|^2 : \hat{P} |k\rangle = 0 \end{array} \right. \]
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Now let us return to our particular case. A quantum extension associated to the classical map Eq. (7) that satisfies condition (A9) is defined in Eq. (9) where the unitary operations $U$ and $V$ are chosen as $\hat{U} = \hat{\sigma}_x^{(q)}$, $V = \hat{U}_X$ (defined in Eq. 10), which in matrix form look like

$$
\mathcal{K}_1 = \sigma_x^{(q)} P = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
$$

(A10)

$$
\mathcal{K}_2 = U_X P^s = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & X_{11} & 0 & X_{12} & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & X_{21} & 0 & X_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & X_{11} & 0 & X_{12} & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & X_{21} & 0 & X_{22} & 0
\end{pmatrix},
$$

(A11)

We can see that this choice fulfills Eq. (3), where $\hat{K}_1$ takes care of column 3 and 6 while $\hat{K}_2$ takes care of all the other columns. Of course,

$$X = \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix},$$

(A12)

must be a unitary matrix where all matrix elements have absolute value squared equal to one half. For that we use the matrices defined in Eq. (11).

### Appendix B: Numerical simulation: Unraveling

In this section we describe a simplified version of the unraveling method presented in [16]. This method is easy to implement and with proper optimization reduces the computational costs of processing and memory. The method consists of the following:

I. An initial state $|\Psi_\alpha(0)\rangle$ is taken from the set of basis states with zero magnetization, i.e., half of spins up and half down.

II. A spin is chosen randomly from the chain to which the local operation (LO) is applied. The LO consists of an element of the set of Kraus operators $\{\mathcal{K}_r\}$. Then, with a probability $q_r = \langle\Psi_\alpha(0)|\mathcal{K}_r|\Psi_\alpha(0)\rangle$ the LO $\mathcal{K}_r$ transform the initial state $|\Psi_\alpha(0)\rangle$ as follows

$$|\Psi_\alpha(0)\rangle \mapsto |\Psi_\alpha(1)\rangle = \frac{\mathcal{K}_r|\Psi_\alpha(0)\rangle}{\sqrt{q_r}}.$$

III. With probability $p$ it is decided to apply a complete projective measurement. This measurement collapses the state $|\Psi_\alpha(1)\rangle$ to one of the elements of the basis, which eliminates any trace of coherences created in the previous step.

At each discrete time $n = 1, 2, \ldots$, steps II-III are repeated. The state of the system is saved at each Monte-Carlo (MC) time $t$, i.e., $t = N \cdot n$. The evolution ends at some time $t^*$ when the system reach the equilibrium subspace. Which is equivalent to $|\Psi_\alpha(t^*)\rangle = c_0(t^*)|0\rangle + c_1(t^*)|1\rangle$ ($|0\rangle = |00\cdots0\rangle$ and $|1\rangle = |11\cdots1\rangle$) with $|c_0(t^*)|^2 + |c_1(t^*)|^2 = 1$. This protocol is repeated for each of the initial states $\{|\Psi_\alpha(0)\rangle\}_\alpha = 1, \ldots, N_{\text{sam}}$, so that the density matrix at each MC time is approximated as follows

$$\rho(t) \approx \frac{1}{N_{\text{sam}}} \sum_\alpha |\Psi_\alpha(t)\rangle \langle \Psi_\alpha(t)|.$$
The total number of elements in the ensemble can be written as $N_{\text{sam}} = N_1 + N_2 + \cdots + N_{t_{\text{max}}}$, where $N_t$ corresponds to the number of elements of the ensemble that reach the equilibrium subspace at MC time step $t$. So, we define the probability that the system reach the equilibrium subspace at time $t$ as

$$P_t = \frac{N_t}{N_{\text{sam}}}$$

This probability of occurrence is plotted in figure 4 (panel-a) for a chain with 16-spin.

Similarly we define the half-life $t_{1/2}$, the way it is defined in radioactive decay processes [42], as the time required for half of the elements of the ensemble to reach the equilibrium subspace. To estimate the half-life as a function of the length of the spin chain (figure 2-b in the main text), we first calculate the cumulative probability distribution

$$P_{\text{eq}}(t) = \int_0^t P_{\text{eq}}(t') dt'$$

and calculate the time for which $P_{\text{eq}} = 1/2$, as shown in figure 4 (panel-b, black dashed line).

Alternatively, we can define an observable $\hat{O} = \lambda_1 \hat{P}_\text{eq} + \lambda_2 \hat{P}_\text{eq}^c$, where $\hat{P}_\text{eq}$ projects to the equilibrium subspace and $\hat{P}_\text{eq}^c = I - \hat{P}_\text{eq}$. Then, the probability of reaching the equilibrium subspace $P_{\text{eq}}(t)$ is given by

$$P_{\text{eq}}(t) = \text{tr}[\hat{P}_\text{eq} \rho(t)]$$

see figure 4 (lower panel, solid violet line).
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