Breast Cancer Classification using Deep Convolutional Neural Network
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Abstract. Over the last decade, the demand for early diagnosis of breast cancer has resulted in new research avenues. According to the world health organization (WHO), a successful treatment plan can be provided to individuals suffering from breast cancer once the non-communicable disease is diagnosed at an early stage. An early diagnosis of cure disease can reduce mortality all over the world. Computer-Aided Diagnosis (CAD) tools are widely implemented to diagnose and detect different kinds of abnormalities. In the last few years, the use of the CAD system has become common to increase the accuracy in different research areas. The CAD systems have minimum human intervention and producing accurate results. In this study, we proposed a CAD technique for the diagnosis of breast cancer using a Deep Convolutional Neural Network followed by Softmax classifier. The proposed technique was tested on the Wisconsin Breast Cancer Datasets (WBCD). The proposed classifier produced an accuracy of 100% and 99.1% for two different datasets, which indicates effective diagnostic capabilities and promising results. Moreover, we test our proposed architecture with different train-test partitions.

1. Introduction

Non-communicable diseases (NCD) such as breast cancer (BC) is one of the dominant factors of mortalities around the globe. BC is the most common cancer among females. According to the report of the International Agency for Research on Cancer (IARC), 367, 900 new cases against BC were registered in China during 2018 [1]. Breast cancer is ranked ⁴ᵗʰ commonest cancer around the world according to the mortality rate. There are several factors that are multifunctional and responsible for BC. These factors include diet, family history, hormones, obesity, reproduction of abnormal cells and even radiation therapy. According to the previous studies, BC is diagnosed at the advanced stage and this will result in almost half of the patients would die [2].

The Health risk is at ramp due to the fast-growing population, as the medical images are increasing exponentially day by day, and the traditional methods for BC classification have failed to meet the increasing demands for the medical images [3]. The Computer-Aided Diagnosis (CAD) method of diagnosis has a very high demand in medical applications. Pathologists in routine examine visually and navigate the entire pathological images to analyze and identify the abnormalities inside the medical image. Moreover, the diagnosis based on the clinical diagnostic methods requires a significant amount of time to determine whether the medical image is cancerous or non-cancerous. This process is very tedious and prolonged. In addition, the human eye is less adept to subtle changes in the tissue and
each medical professional has its own unique subjective mood of reading the fatigue. This may result in different diagnostic conclusions by different doctors about the same medical image. The diagnostic procedure of medical image highly depends on the human factor, which is not free from error. A patient may face severe results due to the doctor’s minor mistake. Therefore, in this paper authors have proposed a CAD system for the BC classification. A good CAD system provides low false-negative rate and low false-positive rates [4].

Machine learning (ML) is a set of tools utilized for evaluation and creation of algorithms that demonstrate regression, classification and pattern recognition. The deep learning algorithm comprises of four steps: (1) collects the data, (2) select the best suitable neural network, (3) train the neural network using input data and parameters, (4) and evaluate the neural network on test data [5]. ML has been used for decades to identify the tumor and other malignancies for decades envisages the categorization of genes responsible of cancer and express the prognosis [6]-[7].

2. Related Work
Although machine learning has resolved very complex medical issues, there are still vacuum in early cancer diagnosis. Therefore, data scientists are trying to develop new research methods, which are easy to implement and can produce much high accuracy results to diagnose cancer at an early stage. In 2019, Kadam et al., demonstrated a method for Breast Cancer Classification (BCC) using Feature Ensemble Learning. They developed Stacked Sparse Autoencoder and Softmax Regression for the detection of benign cells to malignant cells. They achieved 98.6% accuracy for the Wisconsin Breast Cancer Dataset (BCD) [8]. Quite a lot of studies have been stated in the literature and are based on diverse approaches that could permit premature cancer investigation and prediction, which includes SVM [9], Decision Tress [10], Artificial Neural Network [11], Minimum Distance Classifier [12], Fuzzy Classifier [13], Fuzzy Rough Neural Network [14], Particle swarm optimization [15-18], microRNA and biomarkers [19-21], and Deep Learning [22]. In literature, there are numerous methods have been developed for breast cancer classification, (BCC) using machine learning and deep learning. In 2017, Litejens et al., presented a survey on deep learning in medical image analysis [22]. In literature, there are numerous methods have been developed for breast cancer classification, (BCC) using machine learning and deep learning. In 2018, Jasmir et al., presented a method for the detection of BC using deep learning [23]. In 2018, Rankhlin et al., demonstrated a technique for the BCC from the Histology Image Analysis using deep convolutional neural networks [24]. In 2016, Xu et al., proposed a method for the nuclei detection on breast cancer histopathology images using Stacked Sparse Autoencoder [25]. In 2001, Baldi et al., demonstrated a detection method for breast cancer using mammography images. However, this method is not sufficient enough and misclassified almost 15% cases of breast cancer [26]. M. Akay et al [27], demonstrated a method for the diagnosis of breast cancer and they achieved an overall accuracy of 99.51%, sensitivity 100%, and specificity of 97.91%. They used 80-20% train + validate, and test ratio partition. They used Ls-SVM method to identify breast cancer from the WBCD. In 2007, Übeyli et al [28], also developed a breast cancer classification model using SVM, and they achieved an overall accuracy of 99.54%, however, they did not mention the specificity and selectivity values for their results. They used 37% data for training and validation purposes, whereas, 63% data was used to examine the performance of the classifier. In 2014, Dheeba et al., demonstrated Particle Swarm Optimized Wavelet Neural Network for the breast cancer classification [29]. They achieved 93.67% accuracy, the sensitivity of 94.17% and specificity of 93.1%. However, they did not mention the ratio for the partition of data. In 2015, Meet et al., developed ICA-RBFNN based neural network to distinguish breast cancer, they achieved an overall accuracy of 90.49% [30]. In 2015, Nahato et al., developed a breast cancer classifier with an overall efficiency of 98.86% [31]. In 2016, Ahmed et al., developed deep belief networks for the breast cancer classification. They evaluated their algorithm using different training + validate and test partition of the data [32]. They achieved an overall accuracy of 99.68% for DBN-NN, which was a semi-supervised method. This is the highest diagnosis’s accuracy in the literature. In machine learning, Naive Bayes, and K-Nearest Neighbor are the most widely used algorithms to classify, and regression applications [33-35]. M. Amare et al., [36] diagnosed breast cancer with an overall accuracy of 97.5% with NB classifier, and they also achieved
96.1% accuracy with K-NN classifier. In 2015, Bhuvaneswariaa [37], proposed that K-NN algorithm used to evaluate the performance of cancer classification.

3. Proposed Methodology

3.1 Dataset
We used two different datasets to evaluate the performance of the proposed Convolutional Neural Network (CNN) classifier, which is developed for the BCC using a deep convolutional neural network. The first dataset contains the six ninety-nine (699) samples. Each sample corresponds to the eleven (11) attributes. Out of these 699 samples, sixteen samples contained missing values, so the samples which contain missing values, automatically discarded from the dataset. The actual number of samples for the second dataset was six eighty-three (683). The 11th feature column contains the binary responses of each clinical sample. Figure 1 shows the distribution of the benign class and malignant class for each dataset(s).

The second dataset contains 31 parameters. Out of these 31 parameters, we remove the first column, which contains the name/identity of the patients, and this information is irrelevant for the development of deep learning techniques. Whereas, the last column indicates the response of the data, whether the patient belongs to the benign class or belongs to the malignant class. The total number of observations for this labelled dataset was five hundred sixty-nine (569). This dataset was donated by the University of California, Irvine. In this dataset, there were 357 malignant clinical samples and 212 benign clinical samples. However, in the first dataset, there were 239 benign samples and 444 malignant samples. There were nine and thirty attributes present in first and second datasets, respectively, which were used to develop and evaluate the performance of the deep CNN architecture based model for the breast cancer classification.

![Distribution of Wisconsin Breast Cancer Dataset](image)

**Figure 1. Distribution of Wisconsin Breast Cancer Dataset**

3.2 CNN for Breast Cancer Classification
The dataset was fed as an input to the CNN in application to the breast cancer classification. After feeding the input, we trained the deep convolutional kernels in the proposed architecture of CNN. We used LeakyRELU [38] nonlinearity for the convolutional layers, which can be defined as:

\[
f(x) = \begin{cases} 
  x, & \text{if } x > 0 \\
  ax, & \text{otherwise}
\end{cases}
\]  

(1)

In general, the convolutional layer can be expressed as:

\[
y^j = f(b^j + \sum_i k^{ij} x^i)
\]  

(2)

Here \(x^i\) and \(y^j\) are the representing the i-th input map and j-th output map, respectively. The term \(b^j\) represents the bias parameter of the j-th map, * denotes the convolutional operation between the two functions, and \(b^j\) shows the convolutional kernel used between the i and j maps.

After the convolutional layer, the max-pooling layer was introduced. In this layer, each neuron presents in the output map \(y^j\) pools over an s * s non-overlapping region in the input map \(x^i\). Generally, the max-pooling layer is described as:
\[ y^i_j = \max_{0 \leq m \leq s} \{ x^i_{j+m} \} \]  

(3)

The convolutional layers and max-pooling layers are fully connected and which are then connected to the Softmax classifier. The Softmax classifier contains the number of output classes equal to the number of the outputs. In our proposed architecture, we used \( \text{tanh} \) as a non-linear protocol in the connectivity of all the layers. The Softmax function operates as a function of squashing, and the k-dimensional input vector (dataset) is re-normalized, produces in the range of \([1,2]\) of real values. Mathematically it can be shown as:

\[ \sigma(z)_j = \frac{e^{z_j}}{\sum_{k=1}^{K} e^{z_k}}, \text{for } j = 1, \ldots, K \]  

(4)

Two types of error produced during the process of development of the ML technique. Training error is induced during the training phase of the neural network, whereas, the generalization error is produced during the testing phases of the proposed classifier. In deep learning, the training is often affected by the overfitting and under-fitting phenomenon. To reduce these issues in our proposed architecture for BCC, we applied batch normalization after each layer [39]. The dropout was introduced after the first fully connected layer [40]. The complete proposed architecture for the breast cancer classification can be viewed in figure 2.

3.3 CNN Training

In the proposed architecture we have two classes, which are benign class and malignant class. The following weighted loss function was used to train the proposed CNN classifier.

\[ E(\omega, x_n, y_n) = -\frac{1}{n} \sum_{n=1}^{N} \alpha_n \sum_{k=1}^{K} t_{kn} \ln y_{kn} \]  

(5)

Here \( x_n \) is the input vector, \( y_n \) is the prediction generated by the classifier for the \( n^{th} \) clinical input data, and \( t_{ni} \) is the actual response of the \( n^{th} \) clinical sample. \( K \) represents the number of classes, and \( N \) is the total number of clinical samples.

3.4 Performance Evaluation of Proposed Architecture

The performance of proposed architecture on two datasets for breast cancer classification shown in table 1. The CNN classifier is evaluated by the metrics shown in (6) - (9), respectively. The performance of breast cancer classifier suing deep CNN architecture was expressed in terms of True Positive Rate (TPR) or recall, True Negative Rate (TNR), False Positive Rate (FPR), and precision.

True Positive (TP) is defined as the clinical samples, which were correctly diagnosed as benign by the developed classifier. True Negative (TN) is defined as the clinical samples, where the proposed classifier has correctly diagnosed the malignant clinical data. False-negative and false-positive are those instances, where the proposed architecture has misclassified the data, either into the benign class or malignant class. It indicates the error produced by the classifier. A good classifier is one that can diagnose all the samples correctly. However, if a model predicts correctly true negative samples but...
unable to identify the true positive samples, such a model cannot be used in the clinics due to the uncertainty of the classifier. Therefore, it is very necessary that the developed classifier should have high accuracy, sensitivity, selectivity, and sensitivity values and such a model is not perfect for clinical usage.

\[ \text{Precision} = \frac{TP}{TP + FP} \]  
\[ \text{Recall} = \frac{TP}{TP + FN} \]  
\[ \text{FPR} = \frac{FP}{FP + TN} \]  
\[ F - \text{measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

We also draw the Receiver Operating Characteristic (ROC) curves and precision-recall curves to evaluate the performance of breast cancer classification provided for different datasets.

4. Results and Discussion

4.1 Quantitative Analysis

Receiver Operating Characteristics (ROC) curves are an essential tool to visualize the performance of the developed classifier. It uses a graphical plot to demonstrate the diagnostic capability of the proposed neural network to distinguish the malignant breast cancer samples from the benign samples. This tool allowed us to select the best possible optimal neural network model for the BC classification. The ROC curves also illustrate how a considerable neural network-based model is skilled in distinguishing between classes. The total area under the ROC curve is 1, which indicates there is no misclassification in any class, and such models possess the perfect classification. The higher the Area Under Curve (AUC) values, the better the performance of the neural network. Figure 3 shows the Receiver Operating Characteristics (ROC) curves for the first dataset, using three different train + validate, and test partition data. Figure 3(a) is indicating maximum area under the curve, which shows that the proposed model has achieved 100% accuracy when tested on the test data. Whereas, Figure 3(b) indicates more area under the curve as compared to Figure 3(c), but less area under the curve when compared to Figure 3(a). Figure 3(c) is representing the least area under the curve, which indicates the performance of the classifier is affected by the misclassification. The proposed model has achieved minimum accuracy while testing at 57.54 – 42.46% in three different sets of training + validation and test partition data. This result indicates that data divided into 73.3 – 26.7 % (train + validate, test) has a better in-sample average performance for the breast cancer dataset.

**Figure 3.** Receiver Operating Characteristics (ROC) Curve for 683 samples (1st Dataset)  
(A) 73.3 – 26.7 (%) Train + validate to test partition  
(B) 64.42 - 35.58 (%) Train + validate to test partition  
(C) 57.54 - 42.46 (%) Train + validate to test partition

Figure 4 represents the ROC curves for the second dataset. Figure 4(a) indicates the maximum area under the curve, while Figure 4(c) is showing the minimum area under the curve. Although, there is only a minute difference in the AUC values of all three data portioned datasets. However, the data
divided into 73.3-26.7% data has performed slightly better than the other two data partitions done for this study. This also indicates that the performance of the proposed model depends on the number of training samples, as the number of training samples increases, the performance of the classifier on the test increases. When the number of training samples is decreasing, the performance of the classifier is also deteriorating.

**Figure 4.** Receiver Operating Characteristics (FOC) Curve for 569 samples (2nd Dataset)
(A) 80 – 20 (%) Train + validate to test partition  (B) 75 – 25 (%) Train + validate to test partition  (C) 70 - 30(%) Train + validate to test partition

### 4.2 Qualitative Analysis

Figure 5 and figure 6 represent the confusion matrices for the test data, using two different datasets as described in the previous sections. Figure 5(A) shows the result obtained from 73.3-26.7% data. In this experiment, 183 samples were selected as the test data, out of 683 samples, other samples were used for the training + validation purpose. Out of 183 samples, 115 samples belong to the malignant class and 68 samples belong to the benign class. The proposed classifier accurately distinguished all the benign and malignant samples, respectively. This model produced an overall accuracy of 100%, with a precision 100%, recall 100%, and the F-measure value also 100%.

Figure 5 Confusion Matrices for 683 samples (1st Dataset)
(A) 73.3 – 26.7 (%) Train + validate to test partition  (B) 65 – 35 (%) Train + validate to test partition  (C) 58 – 42 (%)Train + validate to test partition

In the second experiment, there were 242 samples used to test the performance of the classifier. Out of these 242 samples, 159 samples belong to the malignant class and 83 samples belong to the benign class. In this experiment, the proposed classifier classified all the benign samples, but one sample from the malignant class was misclassified. This model produced an overall accuracy of 99.6%. For this experiment, we obtained 99.37% value for precision, 100%, and 99.68% for the recall and F-measure parameters, respectively.

In the third experiment, we used 290 samples to evaluate the performance of the proposed classifier. Out of these 290 samples, 189 specimens belong to the malignant class and 101 samples belong to the
benign class. However, this model yields an overall accuracy of 99%. This model misclassified two and one samples from benign and malignant classes, respectively. For this experiment, the developed classifier has achieved 98.94%, 99.46%, and 99.19% for the precision, recall, and F-measure parameters, respectively.

![Confusion Matrices](image)

**Figure 6.** Confusion Matrices for 569 samples (2nd Dataset)

(A) 80 – 20 (%) Train + validate to test partition  
(B) 75 – 25 (%) Train + validate to test partition  
(C) 70 - 30(%)Train + validate to test

For the second dataset, we used 30 features in each sample to identify benign tumour patients from malignant tumour patients. In this dataset, we performed several experiments, and the best of the three are presented here. For 80-20% data, there were 114 samples in the test data. Out of these 114 samples, 46 and 68 samples were selected from the benign and malignant classes, respectively. The developed neural network misclassified one sample from the malignant samples and correctly diagnosed all the benign samples. This model produced an overall accuracy of 99.1%, with a precision of 100%, recall 97.87%, and F-measure score was 98.92%.

For the second experiment, we used 75-25% data to visualize the performance of the CNN classifier. In this experiment, 142 samples were used. Out of these 142 samples, there were 60 benign samples and 82 malignant samples. The model misclassified two samples from the malignant class and correctly diagnosed all the benign samples. This model produced an overall accuracy of 98.6%, with a precision value of 100%, a recall value of 96.78%, and the F-measure value was 98.36%. In the third experiment, we split the data into 70-30% to evaluate the performance of the classifier. In this experiment, we have 82 benign samples and 89 malignant samples. The classifier misclassified one and two samples from benign and malignant classes, respectively. For this experiment, the model produced an overall accuracy of 98.2%, with precision 98.78%, recall 97.59%, and F-measure 98.18%.

Table 1 and 2 summarizes the performance of the proposed deep CNN for breast cancer classification using WBCD.

**Table 1.** Performance Evaluation of proposed Deep CNN and Comparison with previously studies (1st Dataset 683 samples)

| Method Proposed                  | Train + validate to Test partition (%) | Accuracy (%) | Sensitivity (%) | Selectivity (%) |
|----------------------------------|----------------------------------------|--------------|----------------|-----------------|
| [25] K-Nearest Neighbour Naïve Bayes Classifier | -                                      | 97.5         | -              | -               |
| [29] PSOWNN                      | -                                      | 93.67        | 94.17          | 92.11           |
| [30] ICA-RBFN                    | -                                      | 90.49        | -              | -               |
| Our proposed method              | 73.3 - 26.7                            | 100          | 100            | 100             |
Table 2. Performance Evaluation of proposed Deep CNN and Comparison with previously studies (2nd Dataset 569 samples)

| Method Proposed                                      | Train + validate to Test partition (%) | Accuracy (%) | Sensitivity (%) | Selectivity (%) |
|------------------------------------------------------|----------------------------------------|--------------|-----------------|-----------------|
| [1] Stacked Sparse Autoencoder Ensemble Learning      | -                                      | 98.6         | -               | -               |
| Our proposed method                                   | 80 – 20                                | 99.1         | 100             | 97.8            |

The different parameters which were used to evaluate the performance of the developed neural network is shown in Table 1. The cross-entropy illustrates the loss function in the proposed classifier. From the following table, we can see that cross-entropy loss is decreasing as the accuracy of the developed model is increasing, and cross-entropy loss function also determined us in selecting the best-developed model for the breast cancer classification. From Figure 3(A), we conclude that the model has zero log loss function value. In general, the value of cross-entropy lies between 0 and 1. In this study, we got the maximum cross-entropy function values equals to 3.57*10^{-5} and 1.34 * 10^{-2}, and these values were attained by using 73.3 – 26.7 %, and 80 – 20 % data, for 1st and 2nd dataset, respectively.

5. Conclusions
In this work, we have proposed an automatic prognosis system for the detection of breast cancer using deep convolutional neural network (DCNN). The pre-training phase was carried out using the Convolutional layer, max-pooling layer, and fully connected layers, and this pre-training phase was followed by a classification layer to distinguish the benign samples from the malignant samples. For repeatability and reliability, the performance of the proposed DCNN was tested on two WDBC datasets using several train + validate to test partition data. From the experiments on the specified datasets, deep CNN outperforms previously published studies. We have achieved 100% accuracy, with 100% F-measure, and 100% Recall values for the 1st dataset, when we used 73.3% data for the training + validation, and 26.7% data was used to evaluate the performance of the proposed neural network architecture. For the second dataset, we have achieved an overall accuracy of 99.1%, with 98.92% F-measure score, and 97.87% Recall values. The second dataset contains 30 features, by changing the number of filters and filter size, we may get more accuracy for the second dataset. The achieved results for this study indicate the classifier performance over other state of art methodologies. Although, CNN’s learning process still needs substantial effort on legacy hardware. Consequently, a CAD system based on CNN using FPGA or other commercial hardware is still a challenging task, and the hardware implementation of such neural networks can assist the medical professionals in the early diagnosis of breast cancer. In the future, we are looking to develop a single chip-based neural networks to diagnose the abnormalities of diabetic retinopathy, EEG, and cardiac arrhythmia.
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