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1 Introduction

Following the rapid developing of artificial intelligence (AI) boosted by deep neural networks, we are wondering how far is it going for AI to be really creative. We know that human beings are intelligent in terms of creating novel things from scratch. Art can be selected as one type of Turing-Test: given two paintings, can we distinguish which one is painted by AI and which one is by a real-world person? This same question stands for music creating, poem writing, singing and so on. We further ask ourselves, can we be involved in the whole AI creation process? Say, we communicate with AI to exchange ideas of what’s the next painting topic or genre, or what’s the next movement of the music. Through these interactive AI creation processes, we hope to inspire AI and be inspired by AI, just alike we learn from Alpha-Go1 after it learnt from us first and then by itself through self-supervised learning. For Go gaming, we know the rules of win or lose. However, for AI creation, evaluation metrics are subjectively defined in creative ways.

In this year’s (27th) Natural Language Processing (NLP 2021) conference, we proposed and organized the first workshop named “when creative AI meets conversational AI”,2 or, briefly “CAI+CAI=CAI”.2 In this one-day workshop, there are two technical papers and eight invited talks. These two technical papers respectively and interestingly cover one direction of text-to-image leveraging DM-GAN (Zhu et al. 2019) and ManiGAN (Li et al. 2020) for bird image generation (Azuaje et al. 2021) and its reversed direction of image-to-text by visual-text integrated Transformer (森 他 2021) for story generation. The eight invited talks cover most major directions of creative AI and conversational AI, such as voice conversion (Zhao et al. 2020), image generation (Jiang et al. 2021), contents retrieving (Yu et al. 2019), fine-art paintings (Huckle et al. 2020), image-to-image translation (Guo et al. 2021), AI painting, music generating and singing (Wu et al. 2020), poem-writing (Wu et al. 2017), and multi-modal learning for medical and healthcare applications (Ma et al. 2021; Obinata et al. 2020).
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2 Motivation of This Workshop

Our workshop is inspired by the following facts. Creative AI, training *generative* deep neural networks for NLP (such as poems, Haiku, stories), image (such as painting, animation), and speech (such as classic and popular music generation, singing), has achieved impressive milestones during recent years, thanks to deep neural networks such as attentive encoder-decoder architectures alike Transformers (Vaswani et al. 2017), generative-discriminative frameworks alike GANs (Goodfellow et al. 2014) and self-supervised encoders alike VAEs (Razavi et al. 2019). In industry, conversational AI products such as Apple’s Siri, Microsoft’s Cortana, Google Home, Amazon’s Alexa, XiaoICE (Zhou et al. 2020), Rinna (Wu et al. 2016) that support text and speech based multi-modal communication between chatbots and human beings, have obtained millions of users in Japan and billions of users globally.

In order to construct the strong *persona* of conversational AI products, chatbots are enhanced to be able to interactively write poems, create songs, sing, and even tell stories, through multi-turn communications with end users. Furthermore, QA-style and IR-oriented chatbots of general domains and vertical domains such as finance, healthcare and even emotional pure-chatting are also requiring generative, creative and explainable AI models to support the multi-modal and multi-turn interactions with human beings.

In this workshop, we were aiming at collecting, sharing, and discussing state-of-the-art research on creative AI and conversational AI, empowered by large-scale open datasets, open-source architectures, and distributed GPU platforms. Most importantly, with creative AI combined with conversational AI, we are aiming at bringing AI to help assisting under-represented groups’ learning and communicating with the real world, such as interactive music therapy, children’s painting guiding, emotional caring for social phobia and elderly cognition guarding. These goals derive our current and future CAI² workshops.

3 Roadmap of Technical Directions

Figure 1 illustrates three major directions of creative AI,³ text, image and speech and further their combinations. First, GANs and generative large-scale pretrained language models such as GPT-3 have been employed for text generating. The up-left corner also shows a Haiku generated by Rinna (Wu et al. 2017). Second, GANs and visual-transformers have been utilized for

---

³ I also gave a same title speech in GTC 2021: S31384 https://gtc21.event.nvidia.com/media/When%20Creative%20AI%20Meets%20Conversational%20AI%20%5B31384%5D/1 Innre6o531
controllable image generations. There are eight images for kerchiefs generated by inspiring customers’ individual favours in the middle-left corner. Third, music and speech directions are of enormous market scale where AI has been investigated for piano generating that designed time-valued note tuples as inputs to transformer-xl (Dai et al. 2019) with joint pitch/velocity/melody learning (Wu et al. 2020) and singing voice synthesis (e.g., popular music, Peking opera) using non-autoregressive frameworks such as Transformer’s encoders following fastspeech (Lu et al. 2020), as shown in the bottom-left corner of Figure 1.

These three directions can be combined together for multi-modal or cross-modal AI creation. First, text and image can be combined for directions such as text-guided painting. In the example given in the up-right corner of Figure 1, the input text is “urbanization in China” and there are six paintings respectively drawn by historically famous artists such as Franz Marc, Rembrandt, Edvard Munch, Emile Bernard, van Gogh, and Gauguin. It is interesting to ask artists that

---

**Fig. 1** Illustration of creative AI’s single/combined directions.
lived centuries before to draw pictures of modern topics. In addition, the painting process is designed to be interactive: users are encouraged to keep guiding every time a painting is drawn by AI so that the images can be kept updating in multi-turns. This is helpful for users to better understand AI’s painting process and for beginners to practice following hints from AI. Second, text and voice can be combined so that we can train an AI singer who can sing by given lyrics and melody and chord progress are generated on the fly (Zhu et al. 2018). The example given in right-middle corner is to ask AI to generate singing for a lyric sentence “I and you” (Lu et al. 2020). Third, by combining images and voices following timeline, concerts have been hosted by AI singers or virtual singers, considering that there are a list of famous virtual singers.

Besides conversational AI products developed by a list of AI companies, there are open-source developer-oriented conversational AI platforms, such as NVIDIA’s Jarvis\(^4\) which includes 35 pretrained models of speech recognition, NLP (NER, QA, user intention classification, slot filling), and speech synthesis functions. Jarvis is a fully accelerated application framework for building multi-modal conversational AI services that use an end-to-end deep learning pipeline. Developers at enterprises can easily fine-tune state-of-the-art models on their data to achieve a deeper understanding of their specific context and optimize for inference to offer end-to-end real-time services that run in less than 300 milliseconds and delivers 7x higher throughput on GPUs compared with CPUs. Combining creative AI with these open-source conversational AI platforms can possibly save researchers and developers time for idea and product implementing.

4 Conclusion

Human being constructed modern industrialized world since we are creative and converse with each other for cooperation. Now, we are empowering AI systems to be more and more creative so that we can cooperate with them as well through numerous multi-modal channels. Assisted by AI algorithms, big data and cloud computing (ABC), CAI\(^2\) is absorbing more focus and is supposed to contribute continually and impressively to a better society.
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