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Abstract—Performance analysis for linear time-invariant (LTI) systems has been closely tied to quadratic Lyapunov functions ever since it was shown that LTI system stability is equivalent to the existence of such a Lyapunov function. Some metrics for LTI systems, however, have resisted treatment via means of quadratic Lyapunov functions. Among these, point-wise-in-time metrics, such as peak norms, are not captured accurately using these techniques, and this shortcoming has prevented the development of tools to analyze system behavior by means other than e.g. time-domain simulations. This work demonstrates how the more general class of homogeneous polynomial Lyapunov functions can be used to approximate point-wise-in-time behavior for LTI systems with greater accuracy, and we extend this to the case of linear time-varying (LTV) systems as well. Our findings rely on the recent observation that the search for homogeneous polynomial Lyapunov functions for LTV systems can be recast as a search for quadratic Lyapunov functions for a related hierarchy of time-varying Lyapunov differential equations; thus, performance guarantees for LTV systems are attainable without heavy computation. Numerous examples are provided to demonstrate the findings of this work.

I. INTRODUCTION

Beginner’s courses on linear systems quickly introduce the Lyapunov function as a natural means to express system stability in terms of energy loss. One essential result of Lyapunov states that the stability of a linear time invariant (LTI) system is equivalent to the existence of a quadratic energy function that decays along system trajectories [1], and since then quadratic stability theory has been greatly extended to develop metrics and indicators of performance such as passivity [2, Chapter 14], [3] and robustness [4]. These metrics generally leverage the ubiquitous presence of the quadratic Lyapunov functions that are naturally embedded in stable LTI systems [5].

Some metrics for LTI systems, however, have resisted treatment via means of quadratic Lyapunov functions. Among these, point-wise-in-time metrics, such as peak norms, are not captured accurately [6], and this shortcoming has prevented the development of tools to analyze system behavior by means other than time-domain simulations.

When extending to the case of linear time-varying (LTV) systems, new challenges emerge: for instance, it is known that not all stable LTV systems can be certified via quadratic Lyapunov functions [7], and the time-varying nature of these systems reduces the ease of simulation. Further, analytical considerations in simulation are often steered by subjective criteria: for example, the stopping-time of a simulation is, in practice, generally chosen by either analysing the poles of the system or the relative distance to the steady-state output (See, e.g. [8, impulse.m]). For these reasons, it is useful to have means other than simulation for extracting time domain properties for LTV systems.

The topic addressed in this paper relies on the recent observation in [9] that the search for homogeneous polynomial Lyapunov functions for LTV systems can be recast as the search for quadratic Lyapunov functions for a related hierarchy of Lyapunov differential equations. Indeed, every stable LTV system induces a homogeneous polynomial Lyapunov function [10], [11], and the search for such a Lyapunov function is easily expressed as sum-of-squares and found by solving a convex, semi-definite feasibility program. Our contribution is to show that the aforementioned hierarchy of LTI systems defines a powerful framework for extracting time-domain properties of LTV systems, and we particularly show how one can compute bounds on the impulse and step response of LTV systems using homogeneous polynomial Lyapunov functions.
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Given $A \in \mathbb{R}^{n \times m}$ and integer $i \geq 1$, we denote by $\otimes^{i} A \in \mathbb{R}^{n \times m}$ the $i$th-Kronecker Power of $A$, as defined recursively by
\begin{align}
\otimes^{1} A &:= A \\
\otimes^{i} A &:= A \otimes (\otimes^{i-1} A) \quad i \geq 2.
\end{align}

### III. Preliminaries

We consider the linear time-invariant system
\begin{align}
\dot{x} &= Ax + bu, \\
y &= cx,
\end{align}
with state $x \in \mathbb{R}^{n}$, control input $u \in \mathbb{R}$ and output $y \in \mathbb{R}$. We are particularly interested in studying the impulse response of (2), which is given by
\begin{align}
h(t) &= ce^{At}b. \quad (3)
\end{align}

Elementary simulations may provide desired information such as a norm-bound on $h(t)$. However, such simulations become cumbersome and inelegant when e.g. $A$, $b$, or $c$ are uncertain or time-varying. To address these robustness issues, algebraic approaches to time-domain analyses have been proposed that rely on quadratic Lyapunov functions [3, Section 6.2], [12].

A quadratic Lyapunov function for (2) is given by $V(x) = x^T P x$ where $P \in \mathbb{S}^{n}_{++}$ satisfies
\begin{align}
A^T P + PA &\preceq 0. \quad (4)
\end{align}

Indeed, any quadratic Lyapunov function for (2) implicitly defines an ellipsoidal sublevel set
\begin{align}
\mathcal{E}_\alpha &= \{x \in \mathbb{R}^{n} \text{ and } x^T P x \leq \alpha\} \quad (5)
\end{align}
for any positive $\alpha$, and this sublevel set is invariant in the sense that any trajectory of $\dot{x} = Ax$ that starts within $\mathcal{E}_\alpha$ stays within $\mathcal{E}_\alpha$ for all time. Based on this consideration, an upper bound on the impulse response may be obtained from any invariant ellipsoid, as we show in Proposition 1.

**Proposition 1.** [3] If $P \in \mathbb{S}^{n}_{++}$ satisfies (4), then $|h(t)| \leq \overline{h}$ for all $t \geq 0$ where
\begin{align}
\overline{h} &= \sqrt{c P^{-1} c^T} \sqrt{b^T P b}. \quad (6)
\end{align}

**Proof.** Let $\alpha = b^T P b$. Then a norm bound on $h(t)$ can be computed by finding the point on the boundary of $\mathcal{E}_\alpha$ in the direction $c$, that is $|h(t)| \leq \overline{h}$ for all $t$, where $\overline{h}$ is given by
\begin{align}
\overline{h} &= \max_{z \in \mathbb{R}^{n}} cz \\
&\text{s.t. } z^T P z \leq \alpha \quad (7)
\end{align}
and this optimization problem is solved by (6). □

To find the ellipsoid parameter $P$ which minimizes the bound on the impulse response while satisfying the Lyapunov constraint (4), we formulate the program
\begin{align}
P = \arg \min_{Q \in \mathbb{S}^{n}_{++}} c Q^{-1} c^T \\
&\text{s.t. } b^T Q b \leq 1 \\
&\quad A^T Q + PQ \preceq 0 \quad (8)
\end{align}

which can be easily computed via convex optimization techniques (See Example 1).

**Example 1.** Consider the system
\begin{align}
\dot{x} &= \begin{bmatrix} 0 & 1 \\ -1 & -0.9 \end{bmatrix} x + \begin{bmatrix} 1 \\ 1 \end{bmatrix} u, \quad (9)
\end{align}
\begin{align}
y &= \begin{bmatrix} \sqrt{2} & -\sqrt{2} \end{bmatrix} x.
\end{align}

Solving (8), we have that $P = (0.5) I_2$ is the ellipsoidal parameter that minimizes impulse response bound given in (6). Then, from (6) we find $|h(t)| \leq \overline{h} = 2\sqrt{2}$ for all $t$. Figures 1a and 1b plot the impulse response of (9) in the phase plane and time domain, respectively. ■

The maximum impulse response of a passive system is known to be equal to $\overline{h}$ from (6) [3], however, the norm bound (6) generally suffers from conservatism (See Example 2).

**Example 2.** Consider the system (2) with stiff dynamics
\begin{align}
(A)_{i,j} &= \begin{cases} -(M)^{i-1} & \text{if } i = j \\ 0 & \text{otherwise,} \end{cases} \\
(b)_i &= 1 \\
(c)_i &= \begin{cases} 1 & \text{if } i = 1 \\ (-1)^{i+1} 2 & \text{otherwise.} \end{cases}
\end{align}

for some $M \geq 0$. This system is stable, and $|h(t)| \leq 1$ for all $t \geq 0$. However, it was shown in [14] that the gap between the actual maximum impulse response and the upper bound obtained by solving (8) grows to $2n - 1$ when $M$ tends toward infinity. ■

In this work, we address the aforementioned conservatism, and we present a similar technique for generating a norm bound on $h(t)$ that relies on nonquadratic Lyapunov functions for the system $\dot{x} = Ax$. To that end, we first define the following infinite hierarchy of LTI systems:
\begin{align}
H_1 : \begin{cases} \\
\dot{z}_1 = A_1 z_1 \\
A_1 = A \\
\xi_i = A_i \xi_i \\
A_i = I_n \otimes A_{i-1} + A \otimes I_{n-i-1}, i \geq 2,
\end{cases} \quad (10)
\end{align}
where $A \in \mathbb{R}^{n \times n}$ and the state of the system $H_i$ is given by $\xi_i \in \mathbb{R}^{n}$. This hierarchy is best understood by looking at $H_2$, which is the vectorized version of the Lyapunov differential equation $\dot{X} = AX + XA^T$ with $X \in \mathbb{R}^{n \times n}$. Moreover, if $z(t)$ is a solution to $\dot{z} = Az$ then $\xi_i(t) = (\otimes^i x(t))$ is a solution to $H_i$. This hierarchy is closely tied to the Liouville equations used to obtain the infinite-dimensional linear differential equations which drive the evolution of probability density functions, in a way similar to

\[\text{[1]}\]

In Example 1 and those that follow, we compute (6) using CVX [13], a convex optimization toolbox, made for use with MATLAB. The code that generates the figures from these examples is publicly available through the GaTech FactsLab GitHub: https://github.com/gtfactslab/Abate_ACC2021
the Chapman-Kolmogorov equations [15, Chapter 16]. See also [16] for the discrete-time parallel to (10).

An essential observation made in [9] is that a quadratic Lyapunov function for the $i$th level system $H_i$ identifies a homogeneous polynomial Lyapunov function for $\dot{x} = Ax$; that is, if $P_i \in S_{++}^{n_i}$ satisfies

$$A_i^T P_i + P_i A_i \preceq 0 \quad (11)$$

for $A_i$ as defined in (10), then a polynomial Lyapunov function for the system $\dot{x} = Ax$ is given by

$$V(x) = (\otimes^i x)^T P_i (\otimes^i x) \quad (12)$$

and this Lyapunov function is homogeneous in the entries of $x$ and is of order $2i$.

IV. IMPULSE RESPONSE ANALYSIS VIA HOMOGENEOUS POLYNOMIAL LYAPUNOV FUNCTIONS

Our main result is to show that the impulse response bound on $h(t)$, which is provided in Proposition 1, can be considerably improved when higher-order polynomial Lyapunov functions are considered. In particular, we study the guarantees attainable when considering the homogeneous polynomial Lyapunov functions that naturally arise from the hierarchy of stable LTI systems (10), and we show in the following theorem how these Lyapunov functions are used to bound the impulse response $h(t)$.

For integer $i \geq 1$, define $b_i \in \mathbb{R}^{n_i}$ and $c_i^T \in \mathbb{R}^{n_i}$ by

$$b_i = \otimes^i b, \quad c_i = \otimes^i c.$$  

**Theorem 1.** If $P_i \in S_{++}^{n_i}$ satisfies (11) at the $i$th level, then $|h(t)| \leq \overline{h}$ for all $t$ where

$$\overline{h} = (c_i P_i^{-1} c_i^T)^{1/2} (b_i^T P_i b_i)^{1/2}. \quad (13)$$

**Proof.** For any integer $i \geq 1$, construct the system

$$\dot{\xi} = A_i \xi + b_i u \quad (14)$$

$$y = c_i \xi$$

with $\xi \in \mathbb{R}^{n_i}$, $u \in \mathbb{R}$, and impulse response $h(t)$. Assuming $P_i \in S_{++}^{n_i}$ satisfies (11) at the $i$th level, we have that $|h(t)| \leq (c_i P_i^{-1} c_i^T)^{1/2} (b_i^T P_i b_i)^{1/2}$. Moreover, from the construction (14), we have that $|h(t)| \leq |h(t)|^{1/2} = \overline{h}$. This completes the proof. \hfill \Box

As in (8), we next formulate a convex program to search for the parameter $P_i$ which provides the tightest upper bound on $h(t)$ attainable using Theorem 1,

$$P_i = \arg\min_{Q \in S_{++}^{n_i}} c_i Q^{-1} c_i^T$$

s.t. $b_i^T Q b_i \leq 1$

$$A_i^T Q + Q A_i \preceq 0. \quad (15)$$

We demonstrate the application of Theorem 1 in Example 3.

**Example 3.** We consider the stiff system, previously presented in Example 2 where we take $n = 2$ and $M = 100$. The optimization problem (15) is solved for $i = 1, 2, 5$, and the resulting quadratic Lyapunov parameters $P_i$ are used to generate bounds on the impulse response using (13). In Figure 2 we show the impulse response of the stiff system and the bounds derived using Theorem 1. Note that as the degree of the Lyapunov functions grows, the sublevel sets of the resulting Lyapunov function shrink and approximate the relevant parts of the impulse response trajectory in the state-space with greater accuracy. \hfill \Box

As illustrated in Example 3, the accuracy of the bound (13) will generally increase as $i$ increases. This is due to the fact that the homogeneous polynomial Lyapunov functions generalize quadratic Lyapunov functions [9].

Theorem 1 can also be used to reduce the simulation complexity for systems of the form (2). While it is natural to analyse such systems though simulation, it can be
A vector in the direction of \( x \) response is shown in blue, and \( x(0) = b \) is shown as a blue dot. The invariant sublevel sets of the \( 2^{nd}, 4^{th} \) and \( 10^{th} \) order homogeneous polynomial Lyapunov functions that are derived in this study are shown in red, orange and green, respectively.

Fig. 2: Example 3. Figures 2a and 2b plot the impulse response of the stiff system from Example 2 where \( n = 2 \) and \( M = 100 \). The impulse response is shown in blue, and the magnitude bounds derived using \( P_i \) for \( i = 1, 2, 5 \) are shown in red, orange and green, respectively. As \( t \) goes to infinity, \( h(t) \) decays to 0.

Fig. 3: Example 4. The impulse response \( h(t) \) is shown in blue, and the magnitude bounds derived using \( P_1 \) and \( P_4 \) are shown in red and green, respectively. At time \( t = 1 \), a bound on the tail of \( h(t) \) is computed via (13) with \( i = 1 \), and this bound is shown in red.

V. Step Response Analysis via Homogeneous Polynomial Lyapunov Functions

We next turn our discussion to the step response of (2), which is the output \( y(t) \) when \( x(0) = 0_n \) and \( u(t) = 1 \) for all \( t \geq 0 \). Equivalently, the step response of (2) is given by \( s(t) \) where

\[
\dot{x} = Ax + b \\
s = cx
\]

and \( x(0) = 0_n \), and a closed form representation of the step response is given by

\[
s(t) = cA^{-1}(e^{At} - I_n)b. \tag{17}
\]

As we show next, a norm bound on \( s(t) \) can be derived using Lyapunov functions in manner similar to that presented previously. For integer \( i \geq 1 \), define \( A_i \in \mathbb{R}^{n \times n} \) by

\[
A_i = \otimes^i(A^{-1}).
\]

**Theorem 2.** If \( P_i \in S_{++}^{n_i} \) satisfies (11) at the \( i \)th level, then \( |s(t) + cA^{-1}b| \leq \overline{\sigma} \) for all \( t \) where

\[
\overline{\sigma} = (c_i P_1^{-1} c_i^T)^{1/(2i)} (b_i^T A_i^T P_i A_i b_i)^{1/(2i)}.
\]

**Proof.** The system (16) has a stable equilibrium \( x_{eq} = -A^{-1}b \). Taking the transformation \( \tilde{x}(t) = x(t) - x_{eq} \), we find that the step response of (2) is equal to the impulse response of the system

\[
\dot{\tilde{x}} = A\tilde{x} + A^{-1}bu \\
y = c\tilde{x} - cA^{-1}b.
\]

Thus, the bound (18) is derived using Theorem 1.

Using similar reasoning to that of (8), we find that the Lyapunov parameter \( P_i \) that provides the tightest upper
bound on $|s(t) + cA^{-1}b|$ attainable using Theorem 2 is given by

$$P = \text{arg min}_{Q \in S^{n \times n}_+} c_i Q^{-1} c_i^T$$

s.t. $b_i^T A_i^T Q A_i b_i \leq 1$

$$A_i^T Q + Q A_i \preceq 0.$$  \hfill (20)

We demonstrate the application of Theorem 2 in Example 5.

**Example 5.** Consider the system 2 with $x \in \mathbb{R}^3$ and

$$A = \begin{bmatrix} -1 & 0 & 2 \\ 0 & -10 & 1 \\ 0 & -2 & -1 \end{bmatrix}, \quad b = \begin{bmatrix} -2 \\ 1 \\ 1 \end{bmatrix}, \quad c^T = \begin{bmatrix} 1 \\ -2 \\ 2 \end{bmatrix}.$$  

The optimization problem (20) is solved for $i = 1, 3$, and the resulting Lyapunov parameters $P_i$ are used to generate bounds on the step response using (18). At time $t = 4$, a new bound on the step response is computed via (18), and this creates a norm bound on the tail of $s(t)$, as shown in Figure 4.

**VI. IMPULSE RESPONSE ANALYSIS FOR LINEAR TIME-VARYING SYSTEMS**

The foregoing ideas can be used over a range of possible applications going beyond the analysis of a single LTI system. Lyapunov functions have long been known to be useful for robustness analyses, and we explore these applications in this section.

**A. Bounds on Impulse Response for Uncertain and Nonlinear Systems**

The foregoing bounds on impulse response can be readily extended to the case of linear time-varying input-output systems. Specifically, we consider

$$\dot{x} = A(t)x + bu,$$

$$y = cx,$$  \hfill (21)

where for given $A, \Delta \in \mathbb{R}^{n \times n}$, we have that

$$A(t) \in \{ A + \lambda \Delta \mid \lambda \in [-1, 1] \}$$  \hfill (22)

for all $t$. In this case, the impulse response $h(t)$ is described parametrically by a solution $\varphi(t)$ to

$$\dot{\varphi}(t) = A(t)\varphi(t)$$

$$h(t) = c\varphi(t)$$

$$\varphi(0) = b.$$  \hfill (23)

Theorem 3 shows how a norm bound on $h(t)$ for (21) can be similarly computed by considering the hierarchy (10).

**Theorem 3.** If $P_i \in S^{n \times n}_+$ satisfies (11) for $A + \Delta$ and $A - \Delta$ at the $i$th level, then $|h(t)| \leq \overline{h}$ for all $t$ where $\overline{h}$ is given by (13). Moreover, the parameter $P_i$ which minimizes $\overline{h}$ can be computed with (8), where $P_i$ is understood to satisfy (11) for both $A + \Delta$ and $A - \Delta$ at the $i$th level.

**Proof.** Assume there exists a $P_i \in S^{n \times n}_+$ that satisfies (11) for both $A + \Delta$ and $A - \Delta$ at the $i$th level. Then, the system $\dot{h}(t) = A(t)x(t)$ is stable with a homogeneous polynomial Lyapunov function $V(x) = (\otimes^i x)^T P_i (\otimes^i x)$ [9]. Therefore $|h(t)| \leq \overline{h}$, where $h(t)$ is the impulse response of (21) and $\overline{h}$ the area on the point level set $\{ x \in \mathbb{R}^n \mid V(x) = b_i^T P_i b_i \}$ in the direction $c^T$. It follows from the reasoning presented in the proof of Theorem 1 that $\overline{h}$ is given by (13). This completes the proof.

The stability guarantees in Theorem 3 are in terms of a global norm bound on $h(t)$. We next generalise Theorem 3 to provide a time-dependent bound on $h(t)$ which is exponentially growing/decaying in $t$ (See Theorem 4).

**Theorem 4.** For $\alpha \in \mathbb{R}$, if $P_i \in S^{n \times n}_+$ satisfies (11) for $A + \Delta + \alpha I_n$ and $A - \Delta + \alpha I_n$ at the $i$th level, then $|h(t)| \leq e^{-\alpha t} \overline{h}$ for all $t$ where $\overline{h}$ is given by (13).

**Proof.** Choose $\alpha \in \mathbb{R}$, and assume there exists a $P_i \in S^{n \times n}_+$ that satisfies (11) for both $A + \Delta + \alpha I_n$ and $A - \Delta + \alpha I_n$ at the $i$th level. Then, $V(x) = (\otimes^i x)^T P_i (\otimes^i x)$ is a homogeneous polynomial Lyapunov function for the system

$$\dot{x} = A_n(t)x.$$  \hfill (24)

where $A_n(t) \in \mathbb{R}^{n \times n}$ evolves according to

$$A_n(t) \in \{ A + \alpha I_n + \lambda \Delta \mid \lambda \in [-1, 1] \}.$$  \hfill (25)

Thus, applying the results of Theorem 3 we have that the impulse response of

$$\dot{x} = (A(t) + \alpha I_n)x + bu$$

$$y = cx$$

is bounded by $\overline{h}$ from (13).

Fix an $A(t)$ satisfying (22), and denote by $\varphi(t) \in \mathbb{R}^n$, $h(t) \in \mathbb{R}$ the solution to (24). Then $\varphi_\alpha(t) := e^{\alpha t} \varphi(t)$ is the solution to

$$\dot{\varphi}_\alpha(t) = (A(t) + \alpha I_n)\varphi_\alpha(t)$$

$$\varphi_\alpha(0) = b.$$  \hfill (27)
Therefore $|h(t)| \leq e^{-\alpha t} \bar{h}$ for all $t$. This completes the proof.

We demonstrate application of Theorems 3 and 4 in Example 6.

**Example 6.** Consider the uncertain system (21) with $x \in \mathbb{R}^2$, and

$$A = \begin{bmatrix} 0 & 1 \\ -0.6 & -0.5 \end{bmatrix}, \quad b^T = [0 \ 1], \quad c = [1 \ 0].$$

The optimization problem (20) is solved for $i = 6$ and the resulting Lyapunov parameters $\mathcal{P}_i$ are used to generate bounds on the impulse response using (13). Next, Theorem 4 is employed, and exponential stability guarantees are computed for $\alpha = -0.5, 0.15$ and $i = 6$. The exponential and global norm bounds computed in this study are shown in Figure 5 in the time domain, along with several sample system impulse responses.

**B. Robust Uncertain System Simulation**

As demonstrated in the previous examples, the bound provided in (13)—which is introduced in Theorem 1 and generalised in Theorem 3—will generally only serve as a good approximation of the system response initially. Thus, the bound provided in (13) may be too weak to employ in instances where, e.g., long-term system knowledge is needed, and we have attempted to address this concern by providing e.g. norm-bounds on the tail of the impulse response (See Examples 4 and 5), and exponential stability bounds (See Theorems 3 and Example 6). As an alternative, we next present a method for approximating $h(t)$ for (21) that uses the difference between the impulse responses within a family of linear systems.

We consider

$$\dot{x} = \begin{bmatrix} A(t) & 0 \\ 0 & A \end{bmatrix} x + \begin{bmatrix} b \\ 0 \end{bmatrix} u,$$

$$y = \begin{bmatrix} c & -c \end{bmatrix} x,$$

and where $A(t)$ satisfies (22). Given a signal $A(t)$, we have that the impulse response of (29) is equal to $h(t) - ce^{At}b$ where $h(t)$ is the impulse response of (21) and is given by (23). Thus, a new time varying bound on $h(t)$ can be derived straightforwardly from the results presented previously (See Theorem 5).

Define $A_+, A_- \in \mathbb{R}^{2n \times 2n}$, and $\bar{b}_i, \bar{c}_i^T \in \mathbb{R}^{(2n)^i}$ by

$$A_+ = \begin{bmatrix} A + \Delta & 0 \\ 0 & A \end{bmatrix}, \quad A_- = \begin{bmatrix} A - \Delta & 0 \\ 0 & A \end{bmatrix},$$

$$\bar{b}_i = (\otimes^i [1 \ 1])^T \otimes b, \quad \bar{c}_i = (\otimes^i [1 \ -1]) \otimes c.$$

**Theorem 5.** For $\alpha \in \mathbb{R}$, if $\mathcal{P}_i \in S^{(2n)^i}_{\alpha}$ satisfies (11) for $A_+ + \alpha I_{2n}$ and $A_- + \alpha I_{2n}$ at the $i$th level, then $|h(t) - ce^{At}b| \leq e^{-\alpha t} \bar{h}$ for all $t$ where $\bar{h}$ is given by

$$\bar{h} = \left( \bar{c}_i \mathcal{P}_i^{-1} \bar{c}_i^T \right)^{1/2} (\bar{b}_i^T \mathcal{P}_i \bar{b}_i)^{1/2i}. \quad (30)$$

Moreover, the parameter $\mathcal{P}_i$ which minimizes $\bar{h}$ can be computed with (8), where $\mathcal{P}_i$ is understood to satisfy (11) for both $A_+ + \alpha I_{2n}$ and $A_- + \alpha I_{2n}$ at the $i$th level.

The application of Theorem 5 is demonstrated through a case study in the following section.

**VII. Numerical Example**

In this study we consider the uncertain linear system (21) previously introduced in Example 6 and restated here: we consider (21) with $x \in \mathbb{R}^2$ and

$$A = \begin{bmatrix} 0 & 1 \\ -0.6 & -0.5 \end{bmatrix}, \quad \Delta = \begin{bmatrix} 0 & 0 \\ 0.1 & -0.1 \end{bmatrix}, \quad b^T = [0 \ 1], \quad c = [1 \ 0].$$

We first consider the case where $\alpha = 0$. We compute $\mathcal{P}_1$ and $\mathcal{P}_1$ that satisfies the hypothesis of Theorem 5 using (8). By applying Theorem 5 we compute an envelope centered at $ce^{At}b$ which contains the impulse response of (21). The bounds computed in this study are shown in Figure 6 plotted in the time domain.

We next consider the case where $\alpha < 0$. In this case, the envelope

$$|h(t) - ce^{At}b| \leq e^{-\alpha t} \bar{h}, \quad (32)$$

that bounds the impulse response $h(t)$ will grow with time. We demonstrate this assertion by computing $\mathcal{P}_2 \in \mathbb{R}^{(2n)^2}$ that satisfies the hypothesis of Theorem 5 for $\alpha = -0.25, -0.5, -1$, and plotting the resulting convergence envelopes (See Figure 7). Note that as $\alpha$ decreases the envelope bound (32) will approximate the initial system behavior with greater accuracy; however, the long-term accuracy is better achieved with higher values $\alpha$.

Finally, we consider the case where $\alpha > 0$ and, in this case, the resulting envelope (32) will shrink with time. Moreover, this bound will converge more quickly when $\alpha$ is
large and this bound will increase in accuracy as the order of the search \( i \) increases. To demonstrate this assertion we compute \( P_i \) that satisfies the hypothesis of Theorem 5 for \( \alpha = 0.1 \) at the levels \( i = 1, 3 \). The resulting convergence envelopes are shown in Figure 8a; note that as \( i \) increases, the bound (32) approximates the true maximum impulse response of (21) with greater accuracy. Additionally, we find that as the order of the search \( i \) increases, higher \( \alpha \) values are possible. For instance, when searching for a quadratic Lyapunov parameter \( P_1 \) that satisfies the hypothesis of Theorem 5 the optimization problem (8) is solvable only when \( \alpha \leq 0.156 \). However, at the \( i = 2 \) level the optimization problem (8) is solvable for \( \alpha \leq 0.169 \), and at the \( i = 3 \) level the optimization problem (8) is solvable for \( \alpha \leq 0.173 \). The envelope bounds derived from these maximum \( \alpha \) parameters are shown in Figure 8b.

VIII. CONCLUSION

This work demonstrates how the more general class of homogeneous polynomial Lyapunov functions can be used to approximate point-wise-in-time behavior for LTV systems, and we particularly study the impulse and step response of these systems. Our findings rely on the recent observation that the search for homogeneous polynomial Lyapunov functions for LTV systems can be recast as a search for quadratic Lyapunov functions for a related hierarchy of time-varying Lyapunov differential equations; thus, performance guarantees for LTV systems are attainable without heavy computation. Numerous examples are provided to demonstrate the findings of this work.
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