SRPT for Multiserver Systems

1. INTRODUCTION

The Shortest Remaining Processing Time (SRPT) scheduling policy and variants thereof have been deployed in many computer systems, including web servers [5], networks [9], databases [3] and operating systems [1]. SRPT has also long been a topic of fascination for queueing theorists due to its optimality properties. In 1966, the mean response time for SRPT was first derived [11], and in 1968 SRPT was shown to minimize mean response time in both a stochastic sense and a worst-case sense [10]. However, these beautiful optimality results and the analysis of SRPT are only known for single-server systems. Almost nothing is known about SRPT in multiserver systems, such as the M/G/k, even for the case of just k = 2 servers.

The SRPT policy for the M/G/k is defined as follows: at all times, the k jobs with smallest remaining processing time receive service, preempting jobs in service if necessary. We assume a central queue, meaning any job can be dispatched or migrated to any server at any time, and a preempt-resume model, meaning preemption incurs no cost or loss of work. It seems believable that SRPT should minimize mean response time in multiserver systems because it gives priority to the jobs which will finish soonest, which seems like it should minimize the number of jobs in the system. However, it was shown in 1997 that SRPT is not optimal for multiserver systems in the worst case [6,7]. That is, one can come up with an adversarial arrival sequence for which the mean response time under SRPT is larger than the optimal mean response time. In fact, the ratio by which SRPT’s mean response time exceeds the optimal mean response time can be arbitrarily large [6,7].

The fact that multiserver SRPT is not optimal in the worst case provokes a natural question about the stochastic case.

Is SRPT optimal or near-optimal for minimizing mean response time in the M/G/k?

Unfortunately, this question is entirely open. Not only is it not known whether SRPT is optimal, but multiserver SRPT has also eluded stochastic analysis.

What is the mean response time for the M/G/k under SRPT?

The purpose of this paper is to answer both of these questions in the high-load setting. Under low load, response time is dominated by service time, which is not affected by the scheduling policy. In contrast, under high load, response
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systems are not work-conserving. Purely adversarial worst-case analysis is easier but leads to weak bounds when directly applied to the stochastic setting.

What makes our analysis work is a strategic combination of the stochastic and worst-case techniques. We use the more powerful stochastic tools where possible and use worst-case techniques to bound variables for which exact stochastic analysis is intractable.

The full version of this paper will appear as [2].

2. ANALYSIS OF SRPT-K

Consider a tagged job \( j \) of size \( x \). We will call a job \( \ell \) relevant to \( j \) if \( \ell \) has smaller remaining size than \( j \). Otherwise, we call \( \ell \) irrelevant.

Traditional tagged job analysis cannot be applied to SRPT-k because SRPT-k is not work-conserving. Our approach is to find a way to make SRPT-k appear work-conserving while the tagged job \( j \) is in the system. We do this by introducing the new concept of virtual work. Virtual work encapsulates all of the time that the servers spend either idle or working on irrelevant jobs while \( j \) is in the system. By thinking of these times as “virtual work”, the system appears to be work-conserving while \( j \) is in the system, allowing us to bound the response time of \( j \).

We will bound \( j \)'s response time by bounding the total amount of server activity between \( j \)'s arrival and departure. Between \( j \)'s arrival and departure, each server can be doing one of four categories of work.

- **Tagged work**: serving \( j \).
- **Old work**: serving a job which is relevant to \( j \) that was in the system upon \( j \)'s arrival.
- **New work**: serving a job which is relevant to \( j \) that arrived after \( j \).
- **Virtual work**: either idling or serving an job which is irrelevant to \( j \).

The response time of \( j \) is exactly the total of tagged, old, new, and virtual work. The main idea behind our analysis is to bound this total by a single (work-conserving) busy period.

**Definition 2.1.** A relevant busy period for a job of remaining size \( x \) started by (possibly random) amount of work \( V \), written \( B_{\leq x}(V) \), is the time until a system starting with \( V \) total work becomes empty, where only arrivals of size at most \( x \) are admitted and the system completes work at rate 1 throughout.

We can bound of each of the four categories of work.

- **Tagged work** is \( j \)'s size \( x \).
- **Old work** is equal to the amount of relevant work seen by \( j \) upon arrival. By the PASTA property [12], this is \( \text{RelWork}_{\leq x}^{\text{SRPT-k}} \), the steady state amount of relevant work for a job of size \( x \).
- **New work** is bounded by all jobs of size at most \( x \) that arrive during a relevant busy period \( B_{\leq x}(\cdot) \) started by tagged, old, and virtual work.
- **Virtual work** is easily shown to be at most \((k-1)x\), because virtual work is only done while \( j \) is in service, since SRPT-k prioritizes \( j \) over irrelevant jobs.

Taken together, these yield a stochastic dominance bound,

\[
T_{\text{SRPT-k}}(x) \leq B_{\leq x}(\text{RelWork}_{\leq x}^{\text{SRPT-1}} + kx).
\]

Our next task is to bound \( \text{RelWork}_{\leq x}^{\text{SRPT-k}} \), the steady state amount of relevant work for a job of size \( x \) under SRPT-k. A purely stochastic analysis of relevant work would be very difficult. We therefore take the following hybrid approach. We consider a pair of systems which experience the same arrival sequence:

- **System 1**, which uses SRPT-1; and
- **System k**, which uses SRPT-k.

We compare the amounts of relevant work in each system, giving a worst-case bound for the difference. This allows us to use the previously known stochastic analysis of \( \text{RelWork}_{\leq x}^{\text{SRPT-1}} \) to give a stochastic bound for \( \text{RelWork}_{\leq x}^{\text{SRPT-k}} \).

For any time \( t \), let \( \text{RelWork}_{\leq x}^{(1)}(t) \) be the amount of relevant work in System 1 at \( t \), and similarly for \( \text{RelWork}_{\leq x}^{(k)}(t) \). Our goal is to give a worst-case bound for the difference in relevant work between Systems 1 and \( k \),

\[
\Delta_{\leq x}(t) = \text{RelWork}_{\leq x}^{(1)}(t) - \text{RelWork}_{\leq x}^{(k)}(t).
\]

To bound \( \Delta_{\leq x}(t) \), we split times \( t \) into

- **few-jobs intervals**, during which there are fewer than \( k \) relevant jobs at a time in System \( k \); and
- **many-jobs intervals**, during which there are at least \( k \) relevant jobs at a time in System \( k \).

A similar splitting was used by Leonardi and Raz [6, 7].

**Lemma 2.2.** For any arrival sequence and at any time \( t \), the difference between the relevant work in System 1 and the relevant work in System \( k \) is bounded by

\[
\Delta_{\leq x}(t) \leq kx.
\]

**Proof.** If \( t \) is in a few-jobs interval, there are at most \( k-1 \) relevant jobs in System \( k \), each of remaining size at most \( x \), so \( \Delta_{\leq x}(t) \leq \text{RelWork}_{\leq x}^{(k)}(t) \leq (k-1)x \).

If instead \( t \) is in a many-jobs interval, we argue as follows. During the many-jobs interval, \( \Delta_{\leq x}(t) \) is nonincreasing. This is because System \( k \) completes relevant work at rate 1 during a many-jobs interval, which is at least as fast as System 1 completes relevant work. (Recall that the systems experience identical arrival sequences, so arrivals do not change \( \Delta_{\leq x}(t) \).

Thus it suffices to bound \( \Delta_{\leq x}(t) \) when \( t \) is the start of a many-jobs interval. It can be shown that System \( k \) has at most \( k \) relevant jobs at the start of a many-jobs interval, so \( \Delta_{\leq x}(t) \leq \text{RelWork}_{\leq x}^{(k)}(t) \leq kx \) in this case, as desired.

2.1 Response Time Bound

Recall that the waiting time of a job is the time between its arrival and its first instant of service. We write \( W_{\text{SRPT-1}}(x) \) for the waiting time of a job of size \( x \) under SRPT-1.

**Theorem 2.3.** In an M/G/1/k, the response time of a job of size \( x \) under SRPT-k is bounded by

\[
T_{\text{SRPT-k}}(x) \leq_{st} W_{\text{SRPT-1}}(x) + B_{\leq x}(2kx).
\]

**Proof.** From [2.1], we know that

\[
T_{\text{SRPT-k}}(x) \leq_{st} B_{\leq x}(\text{RelWork}_{\leq x}^{\text{SRPT-k}} + kx).
\]

By plugging in Lemma 2.2, we find that

\[
T_{\text{SRPT-k}}(x) \leq_{st} B_{\leq x}(\text{RelWork}_{\leq x}^{\text{SRPT-1}} + 2kx) = B_{\leq x}(\text{RelWork}_{\leq x}^{\text{SRPT-1}}) + B_{\leq x}(2kx).
\]

To obtain the desired bound, we recall the waiting time in SRPT-1 [3],

\[
W_{\text{SRPT-1}}(x) = B_{\leq x}(\text{RelWork}_{\leq x}^{\text{SRPT-1}}).
\]
While Theorem 2.3 gives a good bound on the response time under SRPT-k, we can tighten the bound further.

**Theorem 2.4.** In an M/G/k, the mean response time of a job of size x under SRPT-k is bounded by

\[ E[T_{SRPT-k}^k(x)] \leq \frac{\int_0^x \lambda t f_s(t) dt}{2(1 - \rho_{\leq x})^2} + k \rho_{\leq x} + \int_0^x \frac{k}{1 - \rho_1} dt, \]

where \( f_s(t) \) is the probability density function of the service requirement distribution \( S \), and \( \rho_{\leq x} = \int_0^x \lambda t f_s(t) dt \) is the load due to jobs of size at most \( x \).

**Proof.** See [2].

\[ \square \]

3. OPTIMALITY OF SRPT-K IN HEAVY TRAFFIC

Using Theorem 2.3, we now bound \( E[T_{SRPT-k}^k] \) in relation to \( E[T_{SRPT-1}^k] \).

**Theorem 3.1.** In an M/G/k, the mean response time under SRPT-k is bounded by

\[ E[T_{SRPT-k}^k] \leq E[T_{SRPT-1}^k] + \frac{2k}{\lambda} \log \left( \frac{1}{1 - \rho} \right), \]

**Proof.** Let \( R(x) = E[B_{\leq x}(x)] \). Taking expectations over Theorem 2.3, we find that

\[ E[T_{SRPT-k}^k] \leq E[W_{SRPT-1}^k] + 2E[R(S)], \]

Waiting time is less than response time by definition, so

\[ E[W_{SRPT-1}^k] \leq E[T_{SRPT-k}^k]. \]

After straightforward calculus, we obtain

\[ E[R(S)] \leq \frac{1}{\lambda} \log \left( \frac{1}{1 - \rho} \right), \]

implying the desired bound.

\[ \square \]

**Corollary 3.2.** In an M/G/k with service requirement distribution \( S \) which is either (i) bounded or (ii) unbounded with tail function of upper Matuszewski index less than \(-2\),

\[ \lim_{\rho \to 1} \frac{E[T_{SRPT-k}^k]}{E[T_{SRPT-1}^k]} = 1. \]

**Proof.** Since \( T_{SRPT-1}^k \) minimizes mean response time \(10\), it suffices to show that

\[ \lim_{\rho \to 1} \frac{E[T_{SRPT-k}^k]}{E[T_{SRPT-1}^k]} \leq 1. \]

It follows immediately from the results of Lin et al. \(8\) that under the conditions on \( S \) assumed,

\[ \lim_{\rho \to 1} \log \left( \frac{1}{1 - \rho} \right) = 0. \]

Applying Theorem 3.1, the desired limit follows.

\[ \square \]

From Corollary 3.2 and the optimality of SRPT-1 \(10\), it also follows that SRPT-k is asymptotically optimal among all k-server policies.

As an illustration of the optimality of SRPT-k, we plot the ratio \( E[T_{SRPT-k}^k]/E[T_{SRPT-1}^k] \) in Figure 3.1. The important feature to notice in Figure 3.1 is that as system load \( \rho \) approaches 1, both our analytic bound and the simulation converge to response time ratio 1.
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The plot above shows the ratio \( E[T_{SRPT-k}^k]/E[T_{SRPT-1}^k] \). Observe that as \( \rho \to 1 \), both our bound and the simulation converge to a ratio of 1. Our simulation of this ratio is the solid orange curve. Our analytic upper bound derived in Theorem 2.3 is the dashed blue curve. We use \( k = 10 \) servers. The service requirement distribution \( S \) is Uniform(0, 2). We only simulate up to \( \rho = 0.99975 \) due to long convergence times.

Figure 3.1: Convergence of mean response time ratio
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