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ABSTRACT

The adversarial impact of the Covid-19 pandemic has created a health crisis globally all over the world. This unprecedented crisis forced people to lockdown and changed almost every aspect of the regular activities of the people. Thus, the pandemic is also impacting everyone physically, mentally, and economically, and it, therefore, is paramount to analyze and understand emotional responses during the crisis affecting mental health. Negative emotional responses at fine-grained labels like anger and fear during the crisis might also lead to irreversible socio-economic damages. In this work, we develop a neural network model and train it using manually labeled data to detect various emotions at fine-grained labels in the Covid-19 tweets automatically. We present a manually labeled tweets dataset on COVID-19 emotional responses along with regular tweets data. We created a custom Q&A RoBERTa model to extract phrases from the tweets that are primarily responsible for the corresponding emotions. None of the existing datasets and work currently provide the selected words or phrases denoting the reason for the corresponding emotions. Our classification model outperforms other systems and achieves a Jaccard score of 0.6475 with an accuracy of 0.8951. The custom RoBERTa Q&A model outperforms other models by achieving a Jaccard score of 0.7865. Further, we present a historical emotion analysis using COVID-19 tweets over the USA including each state level analysis.

1. Introduction

Every country is taking preventive measurements to fight against the COVID-19 pandemic. By the end of 2020, there were more than 83 million confirmed cases of novel coronavirus globally, and about 20 million people are infected in the USA alone. The number of total fatal cases exceeded 1.8 million globally in 2020. The number of infected people and fatality keeps rising every day. Social distancing or stay-at-home became the most widely used directive all over the world. Social distancing is impacting public events, business activities, the educational domain, and almost every other activity associated with human life. People are losing their jobs and earning sources and thus, the stress level is rising at both the personal and community levels. The emotional responses became overwhelming and inconsistent as people are facing an unprecedented challenge. The studies of behavioral economics show that emotions can deeply affect individual behavior and decision-making.

Social networks have the hidden potential to reveal valuable insights on human emotions at the personal and community level. The monitoring of emotions at fine-grained labels could be valuable during and after the COVID-19 pandemic as the reactions of the people are changing every moment during this unpredictable time. The exploration of tweets to track emotions might play a significant role to understand people’s behaviors and responses during the COVID-19 pandemic. The recent works [1–4] show that Twitter data and human emotions analysis can be highly useful and it is not limited to only predict crimes, stock market, election polarity, and managing disasters. Therefore, it is paramount to analyze the social media data to understand the human behavior and reaction in the ongoing pandemic. To find out useful insights from the public reactions and shared posts in social media, and to model the public emotions, we have started collecting tweets from 5th March 2020. We have collected and processed over 600 million tweets related to Coronavirus (focused on the USA only) which is more than 4.5 terabytes in raw data. We developed a web application that processes the collected data in real-time and produces interactive graphs and charts. The website is accessible publicly and enables anyone to observe the sentiments, topic trends, and user mobility with interactive visualizations including maps, time charts, and word clouds. Detailed information about the website and visualizations is available in [5].
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There is a wide range of research works available where sentiments are explored using different techniques. Sentiments analysis [6–9] became a popular field of natural language processing. In most of the sentiment analysis work, sentiments are explored considering high-level emotion categories such as positive, neutral, and negative. Several works also considered sentiment as a form of feeling using numerical scores such as 1 to 5 defining very bad to very good or something like that. However, to understand the emotional response of the people and correlate that with the socio-economic situation, we need fine-grained labels of emotion. For example, labeling the emotions like sadness, worry, or angry as negative sentiment only might not enable us to understand the proper reaction of a person as all three of those emotions may lead to different behaviors and decisions. Furthermore, while detecting and labeling the emotions into different categories is highly useful, it is also necessary to understand the reasoning behind an emotion. People might be angry or sad for different causes, and treating all of those causes similarly might not be ideal. To understand the reasoning behind an emotion, it is necessary to label a few words or a phrase from a text which will enable us to understand the emotions better and use them appropriately.

However, there is a lack of available labeled emotion data. In our research, we were able to find two available tweet emotion datasets. One of those datasets [10] has a total of 14,827 annotated tweets in 11 emotion categories (e.g. anger, anticipation, disgust, fear, joy, love, optimism, pessimism, sadness, surprise, and trust) comprises with English, Arabic, and Spanish tweets. However, this dataset does not contain any COVID-19 related tweets. The other dataset [11] which is annotated using COVID-19 tweets contains 10K English tweets and 10K of Arabic tweets in 10 different categories (e.g. optimistic, thankful, empathetic, pessimistic, anxious, sad, annoyed, denial, official report, and joking). We found that this dataset is useful for developing machine learning models to automatically detect and classify the tweet’s emotions. However, the 10K labeled English tweets for 10 different categories are fairly low for creating an effective machine learning model. Moreover, none of those datasets provide the selected words or a phrase denoting the reason for the corresponding emotions.

Due to the lack of available datasets, most of the research works on COVID-19 sentiments such as [5,12,13] are mostly limited to the positive, neutral, and negative sentiments or researcher rely on some available API or lexicon-based tools that provides emotion categories without understanding the proper context which essentially is not appropriate for fine-grained emotion analysis tasks. There is also a lack of available machine learning models to automatically classify the emotion in the tweets using the context. To resolve those problems, we started annotated COVID-19 English tweets manually to 10 different emotion categories (e.g. neutral, optimistic, happy, sad, surprise, fear, anger, denial, joking, pessimistic) as well as also select the words or phrases that might be responsible for the selected emotion label. The phrase selection makes our dataset unique as there is no other such data available on COVID-19 tweet emotion to the best of our knowledge. Our annotated dataset can be used with the conjunction of the available dataset by [11] for the similar emotion labels to classify the emotion of the tweets and train a better machine learning model. In this work, we not only presented our dataset but also develop and train machine learning models to detect the emotion of the tweets and extract phrase which is mostly responsible for the detected emotion. We explore and created custom pipelines for the classification and phrase extraction tasks and perform a comparative study of the model performance. The primary contributions of this work are:

- A multi headed binary classifier using deep learning to automatically classify the COVID-19 tweets into above specified 10 emotions. The classifier determine the high-level relationships among the labels, and extract a contextual representation of the tweets to detect different emotions. The developed classification model achieves a Jaccard score of 0.6475 with an accuracy of 0.8951 outperforming other systems.

- A custom Q&A roBERTa model to extract the phrase that is mostly responsible for a particular emotion on a tweet. The model predicts the positions of the start and end tokens from a given text that represent the specified emotion. The proposed model achieves a score of 0.7865 in Jaccard metrics.

- Manually labeled (by three annotators) 10,000 tweets into 10 different emotions (e.g. neutral, optimistic, happy, sad, surprise, fear, anger, denial, joking, pessimistic). Along with the labels, we also selected the phrase that might be responsible for the respective emotion.

- An experimental historical emotion analysis on COVID-19 tweets using the developed classification model.

2. Related works

Throughout the recent years social media has seen a tremendous increase in its use during times of crisis. Many researchers from all around the globe are creating COVID-19 datasets using Twitter APIs [14,15]. Putting together millions of tweets composed of largely English tweets related to keywords like: covid, corona, pandemic, and quarantine similar to those used in our research for the initial collection of tweets. Researchers are investigating methods of promoting healthy social media use during times of pandemic similar to the COVID-19 outbreak. With the growing amount of open data available relating to the public opinion from platforms like Twitter, Facebook, Instagram, Snapchat, Tumblr, LinkedIn, Youtube, Twitch, and Reddit [16,17] as grown exponentially. Researchers are looking into different methods with the hope of developing an effective method of utilizing all the public data available through Twitter. Some suggest that the possibility of reaching an accuracy of sentiment classification is between 60–80 percent [9,18].

Twitter being especially popular for anomaly detection, response and communication monitoring during crisis (disease outbreaks [19, 20], hurricanes [21–23], floods [24], terrorist bombing [25], misinformation propagation [26,27] and others [28,29]). Lisa et al. [30] and Ramez et al. [31] presented their works on misinformation propagation and quantification during COVID-19 using twitter. The authors in [31] conclude, there is an alarming rate of medical misinformation and non-credible content sharing on Twitter throughout the pandemic. It is very crucial to quantify the misinformation on social media and take the necessary action to prevent unnecessary anxiety and medically harmful methods to fight against COVID-19.

Catherine et al. [32] are exploring the possibility of illustrating topics such as spreading of corona case, healthcare workers and personal protection equipment (PPE) and seventeen others using a pattern matching and topic modeling system with Latent Dirichlet Allocation (LDA). The authors are investigating the use of five methods of analysis on features like key terms and features, information dissemination and propagation and network behavior during COVID-19 pandemic. These produced a model that could detect high level topic trends in news briefings over time. Aala et al. [33] also performed topic modeling using word frequencies and Latent Dirichlet Allocation (LDA) with the aim to identify the primary topics shared in the tweets related to the COVID-19. Choudhury et al. [34] developed a dataset of classified tweets for a more refined set of emotions. Using a hashtag word classification system the authors were able to classify millions of tweets quickly. An example of this would be the translation of the word smile into the class of joviality.

Although there are many works available on tweet classification and phrase extraction we found only a few attempts to classify the tweets emotion during the COVID-19 pandemic using context-based machine learning models as there is a lack of available datasets. Most of the traditional tweet emotional classification works [10,35,36] treat the problem as a text classification problem and rely on a large amount of labeled data and focus mostly on effective feature engineering. Baziots et al. [37] and Meisheri et al. [38] who hold the first and
third place of the multi-label emotion classification task of SemEval-2018 Task1, developed classifiers using a bidirectional LSTM with an attention mechanism. Using two different trained models: regularized linear regression and logistic regression classifier chain, Park et al. [39] try to classify the emotions for the same problem discussed above. The authors captured the correlation of emotion labels using logistic regression classifiers. However, none of those works perform emotion classification on a crisis datasets which might represents a wide verify of emotions with unbalance labeled data. Yang et al. [11] introduce a COVID-19 dataset and implemented XLNet, AraBert, and ERNIE for classifying the emotion in English, Arabic, and Chinese language text respectively which is the only available emotion classification work on the COVID-19 tweets or text. For phrase extraction there are several transformation based models [40,41] available from different research works. However, to our knowledge there is no available phrase extraction work on tweets emotion.

While there are ongoing research works for emotion detection and classification using the tweets there is a lack of publicly available datasets. Moreover, in most of those works, researchers are trying to label and detect emotion categories only for the tweets. However, the phrase that is responsible for a particular emotion in a tweet might help us understand the tweets better and can allow us to dive deep into data mining on emotional response. There is also a lack of available machine learning model that is developed particularly for automatic emotion detection of the COVID-19 tweets. In this work, we present the EMOCOV dataset that provides emotion category labels along with the phrase responsible for that emotion. We also propose two different machine learning models: one is for emotion classification using deep learning approach with attention mechanism and auxiliary features input, and another one for extracting the responsible phrase for that emotion using a custom Q&A roBERTa head.

3. Data collection, annotation and description

At the early stage of our research, we have performed data analysis to observe and understand the differences between the available Twitter datasets for sentiment analysis and COVID-19 tweets. We observed that due to the ever-evolving nature of the tweets’ linguistics and the newly allowed length of the tweet text (280 vs previous 140) there are noticeable contrasts between the available datasets and recent tweets. Moreover, during the ongoing pandemic, there is a frequent change in the events, guidelines, restrictions, news which creates a roller-coaster ride of emotions. Fig. 1 represents the word clouds created using the tweet texts from the ongoing COVID-19 dataset and using a combined dataset created from the Crowdflower sentiment dataset and SemEval-2018 dataset. We randomly select 5000 data points from each category for generating word clouds. Fig. 1(a) depicts the word cloud for COVID tweets, and Fig. 1(b) represents the word cloud for the combined dataset of non-COVID tweets. From the figures, we can observe a good variation among the frequent words in the datasets. While general tweets contain usual words (e.g., love, going, today, thank) in the texts, COVID tweets are dominated by the words specifically related to the ongoing pandemic (e.g., death, patient, lockdown, death). We can also observe that only a few words in the non-COVID dataset are very frequent while the frequency of the top words in the COVID-tweets is much closer which is represents by the size of the words. We have also noticed emotional variations among the people for the same news or events. For example, while many people considered lockdown as positive, there were another group of people who were against it. Therefore, the same words with a little variation changed the emotion of the tweets. Machine learning models are highly dependable on the quality of the data. Most of the models rely on good data annotation and embedding techniques. This encouraged us to create our own for emotion analysis on the ongoing pandemic. Further, to make a robust model that can adapt to the change of the emotion and punctuation uses in the tweets, we have developed a deep learning model pipeline. In the following subsection, we briefly describe the process of data collection and data annotation along with an overview of our dataset.

3.1. Data collection

We are collecting tweets since 5th March 2020 using Twitter Streaming API and the python Tweepy package. We have collected more than 500M tweets in 2020. We run the queries using COVID-19 related keywords (e.g. COVID, corona, coronavirus) for the tweets collection. The module listens to the stream of the tweets and tries to check if a tweet text contains any of the desired words. While checking the module it converts all the text to lower case and tries to find out sub-strings within the text. By doing this, the module identifies a qualified tweet and saves it in the JSON format. Further, the collected data is processed in real-time for the CoronaVis<sup>2</sup> application. We will keep collecting the data and update the collected tweets ids in the data repository<sup>3</sup> periodically. The repository contained those tweet ids for which we were able to estimate a state-level geo-location.

3.2. Data annotation

We randomly selected 10K English tweets generated from the USA for the emotion annotation from the collected COVID-19 tweets in our first phase of data annotation. The tweets are annotated manually by 3 different people to reduce any bias. Among three annotators, one is a Ph.D. student working on social media data mining since 2017. The other two annotators are undergraduate students from the computer science department and are native English speakers. We have selected 10 dominant emotions based on the study in [34] to label the tweets. Those 10 labels are neutral, optimistic, happy, sad, surprise, fear, anger, denial, joking, and pessimistic. Each tweet has annotated with primary and secondary emotion based on the tweet text. The primary label is selected from the majority agreement of all the annotators considering both primary and secondary labels. For example, if an annotator selected “Optimistic” as the primary label and another annotator selected “Optimistic” as a secondary label for a tweet, we have considered the primary label for that tweet as “Optimistic”. The secondary emotion is selected based on the majority agreement. If a majority agreement is unavailable, then that the tweet was discarded. By this process, the agreement for primary emotion between two annotators is 87% and the agreement from three annotators is 68%. For the secondary emotion, the inter-annotators agreements are 54% and 41% respectively by two annotators and three annotators. Further, the annotators marked a phrase associated with the primary emotion for each tweet. The whole tweet text has been selected for the tweets with neutral emotions. We will share our annotated emotion data publicly for further research and analysis.

3.3. Data description

3.3.1. COVID-19 tweets data

Table 1 represents a high-level summary of the tweets ids that is available in the git repository. However, we are continuously collecting the data and thus the data statistics can be changed in the repository with future updates. In the repository, we have included processed tweet ids that have geolocation information. However, we will also include the list of all tweets ids with or without geolocation information.

The processed tweets ids are saved and updated in the git repository within the folder named as data. The data folder contains several csv files. Every file contains tweets ids fetched in the respective date that is specified as the name of that file. For example, 2020-03-05.csv contains the tweets that was fetched on 5th March, 2020. The name was formatted as Year-Month-Date.

2 https://mykabir.github.io/coronavis/.
3 https://github.com/mykabir/COVID19.
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4. Emotion detection and extraction

4.1. Neural network for emotion classification

We develop a Deep Neural Network to classify the tweet text into a specific emotion category. To create the network, we modify the deep neural network that we have proposed in our previous research work [4]. Fig. 2 illustrates the architecture of the model starting from input sequence generation. The modified deep learning model comprises 6 primary components.

1. Input layer: Processed tweets are used as input in this layer as vectors.

2. Embedding layer: Using lookup tables, this layer encodes the input into real-valued vectors. We used a pretrained word vectors named GloVe [42] which generates a feature word vectors using co-occurrences based statistical model. This layer map all tokenized words in every tweet to their respective word vector. Padding is used at the end of the vector list for the tweets with shorter length.

3. BLSTM layer: The Long–Short Term Memory (LSTM) is a specialized version of Recurrent Neural Network (RNN) that is capable of learning long term dependencies. While LSTM can only see and learn from past input data, Bidirectional LSTM runs input in both forward and backward direction. This bidirectional feature of BiLSTM is critical to understand of complex language context [43].

The implemented LSTM version in this work can be defined by the Eqs. (1)–(5) where the input gate, forget gate, output gate and cell state activation. In the equations represents the logistic sigmoid function, represents the respective hidden vectors, and is the weight matrix. A detailed explanation of each equation and more about LSTM is available in [44].

\[
\begin{align*}
    i_t &= \sigma (W_{ix}x_t + W_{ih}h_{t-1} + b_i) \\
    f_t &= \sigma (W_{fx}x_t + W_{fh}h_{t-1} + W_{cx}c_{t-1} + b_f) \\
    o_t &= \sigma (W_{ox}x_t + W_{oh}h_{t-1} + W_{co}c_t + b_o) \\
    c_t &= f_t c_{t-1} + i_t \tanh (c_t) \\
    h_t &= o_t \tanh (c_t)
\end{align*}
\]

4. Attention layer: We use a word-level deterministic, differentiable attention mechanism to identify the words with the closer semantic relationship in a tweet. Eq. (6) represents the attention score of each word in a sentence and is an activation function. More information on the attention mechanism is available in [45].

\[
e_{ij} = g \left( W h_i c_j \right)
\]

5. Auxiliary features input: A tweet can only contain 280 characters which forces a user to express emotions in a different way compared to a traditional English sentence. People use extra punctuations and emoticons to intensify the meaning of a
tweet. We perform feature engineering to obtain a set of specific auxiliary features that can assist the classification model. A list of extracted auxiliary features that shows noticeable influence during the model evaluation is given in Table 4. The well-known NLTK package is used to extract those features.

6. Output layer: The output layer is created using dense layers which use `sigmoid` as activation function and predict the output class. The layer produces binary values for all the label categories.

### 4.1.1. Classification model parameters and training

A set of optimal parameters is crucial for achieving the desired performance results. We performed rigorous parameter tuning and selected an optimal set that is used in all the experiments. We used the same set of parameters as presented in Table 5 for performance evaluation and model reproducibility. To build a robust model, we used 5-fold cross-validation with an 80/20 split ratio for training and testing. Initially, we have trained and tested our model starting from 20 epochs to 100 epochs. To get the optimal learning rate, we employed an LR-scheduler with an initial learning rate of 0.001. We observe that the learning rate drops to 0.00001 by the time the model reaches the best validation score. We noticed that each model performed best around 40 epochs and after that start overfitting. Therefore we use 50 epochs for the final training and testing.

### 4.2. Custom RoBERTa for phrase extraction

RoBERTa, a Robustly Optimized BERT Pretraining Approach [40] is developed using the Google’s BERT language masking strategy [46]. The accuracy of RoBERTa is 2%–20% higher compared to BERT. Both of these approaches provide transformer to learn a language representation. However, BERT is more suitable for Question and Answer problem solution as BERT tries to predict the Next Sequence Probability of a token. As RoBERTa does not use NSP, we have to develop a custom Q&A head to predict the probability of the start and the end sequence of the tokens.

The developed model uses two Q&A heads that is illustrated in Fig. 3 for the position of start sequence of a phrase and the end position of the sequence. Practically, the model provides a probability for each character position for being a start or end sequence. Further, using the maximum probability value, the model selects the final start and the end positions. Primarily, the developed models have the following three components:
1. Tokenizer: The tokenizer takes the input text and splits it into words using the black space between the characters. It performs the similar split for both the input tweet text and the selected text. Further, it translates those words into the respective numerical values using RoBERTa base vocabulary files. After that it creates two masked lists where any other values apart from the start and end positions of the sequence is set as 0. The formal list puts 1 for the start position and the second list puts 1 for the end position of the selected text sequence. The tokenizer also creates a same size attention mask for all the input tweet texts where available words position presented as ones with the padding zeros.

2. RoBERTa Base: We used pretrained RoBERTa base model for further training with our input data. RoBERTa base uses the BERT-base architecture with 125M parameters. For the implementation, we used Huggingface transformer library. Detailed information about RoBERTa base is available in Liu et al. [40].

3. Custom Q&A head: We created a custom Q&A head for the start and the end position prediction of the sequence. RoBERTa is developed primarily for question and answering task. In our model, we treated it for the similar purpose where the emotion label is the question, and the selected phrase is the respective answer. To achieve that, we use a convolution layer that transforms the base output of RoBERTa to a pre-determined vector size. Further, applying the softmax function, it produces two one hot encoded lists for the starting and the ending index position of the given text.

4.2.1. Model parameters

We used several parameters to tune our model. Table 6 demonstrates the final parameter for our model with the best performance.

5. Experimental result and analysis

We present the experimental result and historical emotion analysis in this section. We use two different machines to perform data collection, model training, and analysis. We use a machine with Intel Xeon E5-2650 v4 @ 2.20 GHz CPU (12 cores, 24 threads) with 64GB RAM and an Nvidia RTX-2070 super GPU. Another machine comprises of Intel® Core™ i9-9900K CPU @ 3.60 GHz (8 cores, 16 threads) with 64GB RAM and an Nvidia RTX-2080Ti GPU. In the following subsections, we describe the evaluation metrics, experimental results, and emotion analysis.

Table 6

| Hyperparameter          | Value/Description                     |
|-------------------------|---------------------------------------|
| MAX input length        | 196                                   |
| Pre-trained network     | RoBERTa base                          |
| Dense layer             | 2 layers; One for start position and one for end position of the sequence. |
| Dropout                 | 0.1 before each output dense layer    |
| Activation function     | Output dense layer: Softmax;          |
| Cross validation        | Folds = 5;                            |
|                         | Training and validation split = 80/20; |
| Epochs and batch        | Epochs = 10 (each fold); batch size = 68; |

5.1. Evaluation metrics

To evaluate the classification model, we have used Micro F1, Macro F1, Jaccard, and Accuracy. Let L denotes the number of label categories, TP denotes True Positive, FP denotes False Positive, and FN denotes False Negative. We can define F1 micro average score using Eqs. (7)–(9).

\[
\text{Precision}_{\text{micro}} = \frac{\sum_{k=1}^{L} TP_k}{\sum_{k=1}^{L} (TP_k + FP_k)} \tag{7}
\]

\[
\text{Recall}_{\text{micro}} = \frac{\sum_{k=1}^{L} TP_k}{\sum_{k=1}^{L} (TP_k + FN_k)} \tag{8}
\]

\[
F_{1\text{micro}} = \frac{2 \times \text{Precision}_{\text{micro}} \times \text{Recall}_{\text{micro}}}{\text{Precision}_{\text{micro}} + \text{Recall}_{\text{micro}}} \tag{9}
\]

Eqs. (10)–(13) denote the macro average F1 score calculation which is a simple averaging of F1 scores for different labels.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{10}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{11}
\]

\[
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{12}
\]

\[
F_{1\text{macro}} = \frac{1}{|L|} \sum_{k=1}^{L} F_{1k} \tag{13}
\]

Jaccard score is a popular metric for multi-label binary classifier accuracy as this metric consider every label category similarly. The jaccard score is calculated using Eq. (14). In the equation, T denotes...
We evaluate accuracy as another metrics as it provides a better observation of model performance while the data has imbalanced categories. Eq. (15) defines the Accuracy score where $\sigma(Y_k == P_k)$ returns 1 if the prediction for a data is correct, otherwise it returns 0.

We evaluated phrase extraction model using word-level jaccard similarity score. It calculates the performance using the similarity between the predicted words respective ground truth. In Eq. (16), $Y_k$ denotes the ground truth string, and $P_k$ refers to the predicted string.

$$J_{\text{acc}} = \frac{1}{|T|} \sum_{k=1}^{T} \frac{Y_k \cap P_k}{Y_k \cup P_k}$$

$$\text{Accuracy} = \frac{1}{|T|} \sum_{k=1}^{T} \sigma(Y_k == P_k)$$

5.2. Experimental results

5.2.1. Classifier evaluation

We evaluate our proposed classification model using two different data sets. First, we use our own labeled emotion data that we described in Section 3.3.2. The primary and secondary emotion label was processed as distinctive data points for the classification purpose. For example, if a tweet has a label of Angry and Pessimistic, we take that tweet for both of the label categories individually. Further, we have created an aggregated data combining our data, the emotion dataset by Yang et al. [11] and the emotion classification dataset of SemEval-2018 Task1: Affect in Tweets [10]. For the aggregated data, we evaluate the models only on the selected labels that are similar across all the three datasets. We have converted some of the labels to reduce the imbalance in the label categories. The aggregation module produces a combined dataset across 9 different emotion categories that are presented in Table 7. The #data row in the table presents the number of tweets that are used for training, validation, and testing of the classification models for each category. Other rows indicated as %label represents the distribution of labeled data in each dataset. To elaborate, to train and test the models to identify the neutral tweets we used a dataset containing 10K tweets where 23.47% tweets were neutral and the rest of the tweets were labeled as other emotion categories. To train and test, those 23.47% tweets were assigned binary label 1 - indicating neutral emotion, while the rest of the 77.53% tweets was assigned label 0 - indicating non-neutral emotions. Similarly, for optimism we used a dataset containing 25K tweets, where 15.35% tweets were optimistic and rest of the tweets were labeled as other categories.

Tables 8 and 9 represent the performance of 3 different classification models. To compare our model performance, we compare our model with SVM-Unigrams [10] and NTUA-SLP [37]. NTUA-SLP is the submitted system that became the winner of the SemEval-2018 Task1: E-challenge. For our annotated dataset which has highly imbalanced categories, NTUA-SLP performed better in F1-Micro and Jaccard score. However, our model performed better in the other two metrics. Our model BiLSTM outperforms both SVM-Unigrams and NTUA-SLP in terms of F1-Macro, Jaccard, and Accuracy while we train and test those models using the combined dataset described in Table 7.

Table 10 represents some sample tweet texts and respective emotion labels predicted by our proposed model (BiLSTM) and NTUA-SLP. We omit SVM-Unigrams from this comparison as the performance of this model is considerably lower. Although both models predicted labels for all of the emotion classes for a given text, here we only present the emotion labels for which the models have different predictions. Column ‘GT’ in the table denotes the ground truth (annotated) labels. We observe that NTUA-SLP is struggling with sarcastic and contrasting emotions. For example, in the first tweet, the tone of the text seems happy until we see the word ‘ignorant’. Due to this hashtag, we can infer that this tweet is sarcastic. In the second and third tweets, we observe contrasting emotions or meanings. While the struggle of the families during covid is sad, stimulus check brings optimism. In the third tweet, the literal meaning of the word ‘Losing’ is not something positive. However, losing weight could be a positive thing. We find it fascinating that our proposed model is doing well do identify these contexts compared to the NTUA-SLP. To find out the probable reason behind this we perform several evaluations. In the evaluation, we observe the impact of auxiliary feature input that we describe in Section 4.1. Using auxiliary features input we explicitly provide a set of features that helps the model to detect the context in the tweet. For example, in Table 10, we observe a significant number of capital words or letters in the tweets with contrasting meanings. The auxiliary features input helps the model to catch this information which is otherwise might have less impact due to the attention on the words and word-embedding. By the architecture, NTUA-SLP uses a self-attention mechanism that identifies the dominant words related to the emotion. However, this leads to misclassification in some cases. To confirm this hypothesis we further train and evaluate our model without using the auxiliary features input. Without the auxiliary features, the performance of the model drops by 5%–10% for different emotion classes. Furthermore, we assess the weakness of our model. Our proposed model underperforms for the emotion classes with small training data such as pessimistic and...
fear. The 5th tweet in the table represents such an example. NTUA-SLP is outperforming our model for such a situation. In the future, we are planning to develop and train multiple models architecture with and without auxiliary features and ensemble those models to address the weakness of our model.

5.2.2. Phrase extraction evaluation

Similar to classifier evaluation we evaluate models for phrase extraction using our annotated dataset and a combined dataset that is available in Kaggle Tweet Sentiment Extraction competition. However, due to some automated data processing, there were some issues in the text in the available dataset. We processed that dataset using the original tweet text that is available in crowdflower dataset. Combining our data with the external dataset, we were able to make the models robust and it increased the performance of the models. Table 11 represents the performance evaluation of the models. In the table Jaccard (EXT.) denotes the performance of the model when we also used the external data for model training and testing. The developed RoBERTa model with a custom Q&A head outperforms both BERT and ALBERT models for both datasets. For BERT and ALBERT implementation, we have used the publicly available top kernels used and available in the Kaggle Tweet Sentiment Extraction competition.

Few examples of phrase extractions are presented in Table 12 to demonstrate the effectiveness of the model in different contexts. The table also includes the output from BERT and ALBERT models along with our proposed Custom RoBERTa model. We observe that in most cases, all of the models selected smaller phrases or fewer words compared to the annotators’ selection. However, our proposed model selected longer phrases in many cases compared to other models. All three models follow the similar concept of question and answer modeling. In the context of this work, the provided emotion acts like a question and the answer is the selected phrase by the models related to the given emotion. Both BERT and ALBERT encode each word in a tweet and selected text. However, we created a custom head in our model which encodes each letter in the text instead of the word. Hence, while BERT and ALBERT try to predict the starting and ending word positions, our model tries to predict the starting and ending letter positions. We believe this behavior is the primary reason for the better performance of our model as it helps to mimic the longer phrase. In Table 12, we observe both BERT and ALBERT are omitting the preposition, adverbs, or adjectives in the predicted text in many cases. For example, both models omitted “should, biggest, have, and some” for tweets 1–4. While our proposed model included those words. In the 5th tweet, our model predicted ‘What kind of’ compared to the ‘What kind’ predicted by ALBERT. The research on the phrase extraction models is still in the primary stage for emotion context. Also due to the subjectivity of the annotators, the selected text varies a lot. The models perform miserably with fear, surprise, and sarcastic tweets. In future, we need to conduct more experiments and analysis to have more concrete reasoning on why the models performing differently. Also, we need more data for generalizing the models better.

5.3. Historical tweets emotion analysis

In this section, we present the historical emotion analysis on the COVID-19 tweets. We present the analysis of the six dominant emotions (e.g. Happy, Sad, Optimistic, Pessimistic, Fear, and Anger) all over the USA. Further, we analyze the emotions of six individual states (NY, CA, CO, TX, MO, and FL) to perform a comparative study of the emotions among the states from the east coast, midwest, and west coast. To infer the state from the tweet we have used geo-tag and user profile information. If a tweet is not geo-tagged, we fetched the user profile to lookup the location info. We discarded the tweets if we were unable to infer a location. We have also discarded tweets from any user profile which has more than 5 tweets on a day. This is to ensure the filtering of the spamming and also reducing the bias of having tweets from the same person. We have also removed the duplicates or retweets. Using our location detection strategy and filtering module, we get more than 56M tweets originated from the USA from 5th March 2020 to 31st December 2020. On average there are 188765 tweets per day. For the above specified six states that we have used for the analysis have the following numbers tweet per day on average: NY-11419, CA-24230, CO-3681, TX-19328, MO-2297, FL-13014. For the analysis, we use our proposed machine learning model to classify the tweet emotions. In this section, we include analysis on weekly and monthly emotion distribution. However, we primarily focus on the monthly analysis at which enables us to correlate the important events during the pandemic in limited space. To calculate the emotion scores in the figures, we use the weekly and monthly mean of the classified tweets emotions.

Fig. 4 presents the weekly ratio of emotion categories. We can see that happy, sad, and fear are the identified emotions for most of the tweets. We observe that while 70%–80% of the tweets are showing those 6 emotions, there are still 20%–30% tweets that are either neutral or can be categorized in other emotion categories. In the figure, Y-axis represents the distributions of emotions on a scale of 0 to 1. The distribution is calculated using the total number of tweets identified for an emotion divided by the total number of tweets in that periods. For example, in the first week the distribution of the

| Table 10 |
|---|
| Sample output comparison between the proposed model and NTUA-SLP model. |
| Tweet text | Emotion | BiLSTM (EXT.) | NTUA-SLP | GT |
|---|---|---|---|---|
| Those who are following trump regarding MASK, have a happy get together. #covid #ignorant | Happy | 0 | 1 | 0 |
| With all of the sad news during COVID, the only hopeful thing is Stimulus check for the struggling family. | Sad | 1 | 1 | 1 |
| If this #lockdown does not end now it will not be just the covid that is flattened but the economy FLATLINED. | Sad | 1 | 1 | 1 |
| Plans to alter own clothes after losing 17 Pounds in COVID-19 #Lockdown | Happy | 1 | 0 | 1 |
| This is nothing more than targeting the old to get increased numbers of deaths with COVID. OBVIOUS! | Pessimistic | 0 | 1 | 1 |

| Table 11 |
|---|
| Performance evaluation of the phrase extractors. |
| Model | Jaccard | Jaccard (EXT.) |
|---|---|---|
| BERT base | 0.6852 | 0.7349 |
| ALBERT | 0.6879 | 0.7529 |
| Custom RoBERTA (Our model) | 0.7196 | 0.7865 |

4 https://www.kaggle.com/c/tweet-sentiment-extraction/.
5 https://data.world/crowdflower/sentiment-analysis-in-text.
Almost 70% of PA’s Covid-19 deaths of 3806 have occurred in nursing homes.

Rare Thai Turtle Nests Make Biggest Comeback In 20 Years Thanks to COVID-19

Pessimistic: bigger issues than Corona

Fight Corona by staying indoors. Spend some quality time with your family that is otherwise difficult in our busy schedules.

What kind of hatred is in his heart!!

Anger: should never have

Optimistic: biggest comeback

He believes the Democrats want people to die of COVID-19 so they can win the election? What kind of hatred is in his heart!!

Surprise: election? What, ALBERT: What kind

Table 12
Example of phrase extractions by proposed model.

| #  | Tweet                                                                 | Emotion       | Selected text          | Model              |
|----|----------------------------------------------------------------------|---------------|------------------------|--------------------|
| 1  | Tweet: Almost 70% of PA’s Covid-19 deaths 2611 of 3806 have occurred in nursing homes or long-term care — PA should never have… | Anger, Never have | Custom RoBERTa: never have |
| 2  | Tweet: Rare Thai Turtle Nests Make Biggest Comeback In 20 Years Thanks to COVID-19 | Happy, Comeback | BERT Base: biggest comeback |
| 3  | Tweet: If hygiene JUST became a priority for you ... you have bigger issues than Corona. | Pessimistic, Bigger issues | Custom RoBERTa: have bigger issues |
| 4  | Tweet: Fight Corona by staying indoors. Spend some quality time with your family that is otherwise difficult in our busy schedules. | Optimistic, Quality time | BERT Base: quality, ALBERT: quality time |
| 5  | Tweet: He believes the Democrats want people to die of COVID-19 so they can win the election? What kind of hatred is in his heart!! | Surprise, Election | Custom RoBERTa: What kind of |

Fig. 4. Weekly emotion distribution in the USA.

emotions are as follows: Happy = 0.1714, sad = 0.1477, optimistic = 0.1394, pessimistic = 0.0589, fear = 0.1537, anger = 0.0298, surprise = 0.0092, and others = 0.2899. We conduct further emotion analysis on the six dominant emotions that we have stated earlier. Fig. 5 provides a better idea of weekly emotion distribution. It shows the variation in the emotions in each week. We use the exact emotion range in the Y-axis without scaling. This allows us to recognize the dominant emotions in the tweets. For example, the Y-axis values of pessimistic and anger charts denote that the number of tweets with those emotions is lower than other emotions.

While Fig. 5 represents the emotional roller-coaster in the USA, Fig. 6 depicts a better picture of emotion evolution during the pandemic using monthly emotion distribution. We can observe a similar emotion range in monthly and weekly charts. We present some of the critical events during the pandemic in Fig. 7 to correlate the emotions. This also allows us to observe the accuracy of the models with respect to historical events. In Fig. 7, the events are ordered in a way such that, closer events to the timeline occurred earlier in the respective month. From the figure, we can see that in mid-February US stock market crashed from the fear of COVID-19. By the end of February US reported the first COVID related death.

From the emotion chart in Fig. 6 we observe the high range of fear and pessimism at the beginning of March as people became aware of the situation. In March WHO declares COVID-19 as a pandemic and a national emergency also announced in the USA. By the end of March, the death count became 2000 in the US and the total number of cases surpassed 102K+. However, stimulus bills were also signed in March and people started to receive their first stimulus check in April. There was also a lack of proper guidance regarding the pandemic and many people thought COVID-19 is only harming the adult people severely. Because of this, fear is reduced and people became optimistic in April. However, people were still sad and disappointed by the pandemic and economic situation. We can see a sharp rise in anger in April. In April, the death count increased rapidly and president Trump suggested disinfectants can be helpful for COVID treatment which surges the anger among the people. Until May, most of the COVID cases in the USA were came from New York. However, by the end of May, COVID cases and hospitalization started to spike in other states which triggers negative emotions all over the USA. This reflects in Fig. 6 as we can see fear and pessimism rise sharply from June. In August, the daily reported new cases declined and because of that, we see a drop in the fear. People were scared again after August as the second wave of COVID infection started and the daily new cases started to break the previous record regularly. By September 200K people died in the USA and a total of 1M people died worldwide because of COVID. In October several reports were published about positive vaccine trials which gave optimism to the people. In November, US reported 100K+ news cases in a single day. People started to lost hope and both anger and pessimism started to rise. In December people started to gain confidence because of the vaccine roll-out. However, the USA experienced a record single-day death. Furthermore, several reports stated the 20M vaccination goal of the USA might not be fulfilled in 2020. All those events trigger mixed reactions but we can observe an increasing amount of anger.
Fig. 5. Weekly emotion variation in the USA (March 2020–December 2020). Y axis represents the weekly emotion range on a scale of 0–1 combining all emotions.

Fig. 6. Monthly emotion variation in the USA (March 2020–December 2020).

Fig. 7. Timeline of Events Related to the COVID-19 Pandemic in the USA.
The monthly emotions variations for six different states (NY, CA, CO, TX, MO, FL) are depicted in Fig. 8. We can observe a similarity in emotion timeline across the USA and the states. While most of the states have similar emotional trends, we can observe some significant variations at some points. For instance, we can observe a higher amount of negative emotions such as fear, pessimism, and sadness in Missouri (MO) and Florida (FL) during July, August, and September. MO exhibits a higher amount of fear, pessimism, and sadness in August compared to other states. If we look back at the timeline of the events in Fig. 7, we see that in July COVID-19 cases spiked in MO and FL and it was spreading fast. This correlates with the higher negative emotion as we can see in the chart. In November and December, the new cases again started to rise rapidly in MO and FL which make people scared and sad. As a result, we can see those states showing high fear and pessimism. We can see during NOV–DEC, MO is showing the highest fear among the six states and FL is showing maximum anger. From the charts and COVID-19 events timeline, we can state that the classification model performed satisfactorily to identify the emotions during the pandemic.

6. Conclusion and future work

In this work, we proposed two machine learning models for multi-label binary classification and phrase extraction applied on a unique emotion dataset on COVID-19 tweets for classifying 10 different emotion labels, and to select a phrase that represents each emotion the most. This paper also presents a comparative performance evaluation and analysis of the proposed models. Our developed models outperformed other systems under different performance metrics. We use a set of auxiliary features that improve the performance of the classifier. For phrase extraction, we use RoBERTa pre-trained model with a custom Q&A head which takes the emotion label as a question and tries to find a phrase that can best be suited for that emotion. The output analysis of the model shows the robustness to understand the context of a given tweet. Further, we perform a historical emotion analysis over some of the states in the USA using the COVID-19 tweets. The analysis shows how the negative emotions increased during the pandemic. It also shows how people were adapting to the pandemic over time, and being more optimistic. In the future, we will integrate our models in our live application to continue the emotion analysis during the pandemic over the entire USA. We will also analyze phrase extraction model output over the historical COVID-19 tweets and incorporate those in the live application. We will keep exploring the different ideas on phrase extraction for emotion context in the future to improve our results further. We plan to use data augmentation and transfer learning to train our model so that it can perform robustly with effectiveness. We will share our data publicly for the different research communities on Github.
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