A new criterion based on Kullback-Leibler information for space filling designs
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ABSTRACT

Experimental designs are tools which can drastically reduce the number of simulations required by time-consuming computer codes. One strategy for selecting the values of the inputs, whose response is to be observed, is to choose these values so that they are spread evenly throughout the experimental region, according to “space filling designs”. In this article, we suggest a new criterion based on the Kullback-Leibler information for design construction. The aim is to minimize the difference between the empirical distribution of the design points and the uniform distribution which is equivalent to maximizing the Shannon entropy. The entropy is estimated by a Monte Carlo method, where the density function is replaced with its kernel density estimator or by using the nearest neighbor distances.
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1. Introduction

For many scientific phenomena, physical experimentation is very expensive, time-consuming, or impossible. Engineers and scientists have been in the forefront of developing mathematical models and numerical solutions to describe physical systems. As models become more sophisticated, running times increase rapidly, and computer experiments are necessary to characterize physical phenomena.
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A computer experiment consists of running a simulation with an input vector \( x \) which specifies the values of the governing input parameters (input factors) of the computer model. The outputs, \( y(x_1), \ldots, y(x_n) \), at a given set of inputs \( x_1, \ldots, x_n \), are used to provide a predictor of the simulated response. In this paper, we suppose that no information is available about the relationship between the response and the input factors (exploratory phase). Hence, the designs should allow one to adapt a variety of statistical models (kriging models, neural network models, ...). One strategy consists of selecting the set of inputs in order to fill up the experimental region in a uniform fashion. These kinds of designs are called “space filling designs” and have been widely investigated in the past decade (e.g. Koehler & Owen (1996) and Franco (2008)). They provide information about all parts of the experimental region and enable one to spot possible irregularities of the computer response within the experimental region.

In this paper, we propose a new criterion based on the Kullback-Leibler information (KL information) for design construction. As with the discrepancy method, the KL information measures the difference between the empirical distribution of the design points and the uniform distribution. The idea is to minimize this difference by using an exchange algorithm.

In section 2, the properties of the KL information are presented, especially the link with the Shannon entropy in the case of the uniform distribution. In sections 3 and 4, two methods of the entropy estimation are investigated. The first one is a Monte Carlo method where the density function is replaced with its Gaussian kernel estimate. The second one avoids the density estimation by using the nearest neighbor distances. In section 4, we compare the new designs with the most commonly used space filling designs.

2. Kullback-Leibler information

Suppose that the design points \( X_1, \ldots, X_n \) are \( n \) independent observations of the random vector \( X=(X_1, \ldots, X^d) \) with absolutely continuous density function \( f \) concentrated on the unit cube \([0,1]^d\). The aim is to select the design points in such way as to have the density function “close” to the uniform density function. The Kullback-Leibler (KL) information measures the difference between two density functions \( f \) and \( g \) supported by \( E \),

\[
I(f, g) = \int_E f(x) \ln \left( \frac{f(x)}{g(x)} \right) dx.
\]
Note that the KL information is not a metric function since the triangle inequality is not satisfied and the information is not symmetrical. Hence, the density functions can not be exchanged and \( f \) is the “design” density and \( g \) is the “target” density, i.e. the uniform density. However, the KL information is always non-negative, \( I(f, g) \geq 0 \), with \( I(f, g) = 0 \) if and only if \( f = g \). The aim is then to minimize the KL information so as to make \( f \) converge towards the uniform density.

If \( g \) is the uniform density function, then the KL information becomes

\[
I(f) = \int f(x) \ln(f(x)) \, dx = -H[f],
\]

where \( H[f] \) denotes the Shannon entropy. Therefore, minimizing the KL information amounts to maximizing the entropy.

We recognize the definition of the maximum entropy sampling commonly used in computer experiments (Shewry & Wynn (1987), Currin et al. (1988)). The difference lies in the fact that the entropy used in this paper is independent of any metamodel. The aim of maximizing the entropy is not the gain in information on the model parameters. On the other hand, for \( f \) concentrated on \([0,1]^d\), one always has \( H(f) \leq 0 \) and the maximum value of \( H(f) \), zero, being uniquely attained by the uniform density. This latter property confirms our choice to minimize the KL information. Note that Dudewicz et al. (1981) proposed an entropy-based test of uniformity but only for \( d=1 \). In order to avoid any confusion with the maximum entropy designs mentioned above, the designs constructed in this paper are called «minimal KL information designs ».

Finally, we use an exchange algorithm that maximizes the entropy for the design construction. The main point of the method is the estimation of the Shannon entropy. Beirlant et al. (1997) gave an overview of several techniques of estimation. Two methods have been selected. The first one is a Monte Carlo method where the density function is replaced with its Gaussian kernel estimate. The second one is based on the nearest neighbor distances.

3. **Estimate of entropy based on the Monte Carlo method (MC)**

Given that the entropy can be written as follows,

\[
H(X) = -E[\ln(f(X))]
\]
where $E$ denotes the expectation for $f$, the Monte Carlo method provides an unbiased and consistent estimate of the entropy,

$$
\hat{H}(X) = -\frac{1}{n} \sum_{i=1}^{n} \ln f(X_i).
$$

Ahmad and Lin (1976) proposed to replace the unknown density function $f$ with its kernel density estimate (Silverman 1986, Scott 1992),

$$
\hat{f}(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x - X_i}{h} \right), \forall x \in [0,1]^d
$$

The quality of a kernel estimate depends essentially on the value of its bandwidth $h$ (smoothing parameter). In our application, the bandwidth is chosen using Scott’s rule where the standard deviation estimates are replaced with the standard deviation of the uniform distribution on $[0,1]$,

$$
\hat{h} = \frac{1}{\sqrt{12}} \frac{1}{n^{(d+1)/2}}
$$

The choice of kernel function $K$ is much less important for the behavior of the estimate than the choice of $h$. Most of the common kernels (uniform, Epanechnikov, triangle, ...) have a bounded support (unit sphere), so that, in our application, the probability that the kernel values are not zero is extremely small. So, the chosen kernel function $K$ is the multivariate Gaussian distribution,

$$
K(z) = \frac{(2\pi)^{d/2}}{s^d} \exp \left[ -\frac{1}{2s^2} \|z\|^2 \right],
$$

where $s^2$ is the variance of the uniform distribution on $[0,1]$ multiplied by the dimension $d$, $s^2 = \frac{d}{12}$.

Joe (1989) obtained asymptotic bias and variance terms for the estimator described above. The bias depends naturally on the size $n$ and the dimension $d$ but also on the bandwidth $h$ (fixed during the exchange algorithm). Moreover, he pointed out that the sample size needed for good estimates increases rapidly with the dimension (fig 1a). Hence, in the context of experimental design, the entropy estimation will be approximate since the size $n$ is small. However, the objective is not to compute an accurate approximation of the entropy. And, despite the low accuracy, the exchange algorithm converges rapidly (fig 1b) toward designs with the expected properties (filling up the space) (fig. 3).
Fig. 1. Convergence of the Monte Carlo method ($d=3$)

4. **Estimate of entropy based on nearest neighbor distances (NN)**

The performance of the Monte Carlo methods generally reduces as dimensionality increases. Moreover, the density function needs to be estimated for each exchange in the algorithm. Hence, the design construction with the previous method becomes time-consuming as the sample size increases. Kozachenko and Leonenko (1987) proposed estimating the entropy by

$$
\hat{H}(f) = \frac{d}{n} \sum_{i=1}^{n} \ln \rho_i + \ln \left( \frac{\pi^{d/2}}{\Gamma(d/2+1)} \right) + C_E + \ln(n-1)
$$

where $C_E=0.5772$ is the Euler constant, $\Gamma$ is the Gamma function and $\rho_i$ is the nearest neighbor distance of $X_i$ and the other $X_j$,

$$
\rho_i = \min_{j \neq i, j \neq X_i} \|X_i - X_j\|.
$$

They proved the asymptotic unbiasedness and the consistency of the estimator. Figure 2a illustrates the consistency and the bias since the estimated values are positive whereas the entropy is negative. Figure 2b shows that the exchange algorithm converges more slowly than the previous one. Finally, even if the density function estimation is avoided, this method of construction requires nearly the same running-time.
Fig. 2. Convergence of the nearest neighbor method (d=3)

Remark: Singh et al. (2003) generalized the method to the k\textsuperscript{th} nearest neighbor in order to reduce the high fluctuations of the estimation due to the small fluctuations of the small $\rho_i$ values. This method is justified in the context of real experiments where the $\rho_i$ values are not recorded to high accuracy. Conversely, the values are exact in simulation and it is preferable to emphasize the small distances.

5. Design comparison

The aim of this section is to study the properties of the designs constructed by the methods described above, and to compare them with the usual space filling designs.

In an exchange algorithm, the design depends more or less on the initial setting. Consequently, several initializations are run, and the best design is selected so as to reduce the dependence. However, in this section, several designs are built from only one initialization in order to study this dependence.

5.1. Improvement of the initial setting

The aim of the construction methods is to fill up the parameter space in a uniform fashion. It can be seen on figure 6 that the objective is reached for the two methods. Whatever the initialization, the algorithm converges toward designs with the same characteristics:
• The points lie on the edge of the factor space but also in the interior like a scrambled regular grid (quasi-periodical distribution). Such distribution assures the points are spread evenly in the unit cube.

• Contrary to a regular grid, many levels are tested for each parameter.

• For small size \( n \), the minimal KL designs will generally lie on the exterior of \([0,1]^d\) and fill in the interior as \( n \) becomes large. Koelher & Owen (1996) pointed out the same behavior for maximin designs.

The MST criterion (§ 5.3.) shows that the designs keep these characteristics in dimension \( d \geq 2 \).

5.2. Comparison with traditional space filling designs

Criteria

It is impossible to study visually the point distribution when \( d \geq 2 \). The analysis requires criteria to assess the uniformity and/or the distribution throughout the unit cube. The criteria selected in this paper are intrinsic, that is, they are independent of any kind of metamodel.
• The cover measure (Cov) calculates the difference between the design and a regular grid (Gunzburger et al. (2004)). The goal is to minimize the criterion in order to be close to a regular grid and, in so doing, to guarantee that the points fill up the space.

• Johnson et al. (1990) proposed the maximin and minimax distances to spread the points evenly in the unit cube. The maximin criterion (Mindist) maximizes the minimal distance between the points.

• Contrary to the previous criterion, the discrepancy is not based on the distance between the design points. This criterion measures the difference between the empirical cumulative distribution and the uniform cumulative distribution (Niederreiter (1987)). Two kinds of discrepancy are selected, the L2-discrepancy (DL2) and the centered L2-discrepancy (DC2).

**Traditional space filling designs**

The designs selected for the comparison are the most common designs used for computer experiments. Koehler & Owen (1996) and Franco (2008) proposed an overview of space filling designs.

• Random : designs built by simple applications of the random function.

• LH : latin hypercube designs (without optimization).

• Discr : sequences with small discrepancy (Sobol, Niederreiter, Hammersley, Halton) (Niederreiter (1987)).

• Dmax : designs which maximize the determinant of a covariance matrix (Shewry & Wynn (1987), Currin et al. (1988)). These designs are commonly used when the metamodel is a kriging surface.

• Strauss : designs created using a Strauss procedure, which considers the repulsion between two points, in such a way as to maximize filling the space of the parameters (Franco, 2008).

• Maximin : optimal designs based on the maximin distance.

• MC : minimal KL information designs constructed by the Monte Carlo method.

• NN : minimal KL information designs constructed by the nearest neighbor method.

The minimal KL designs provide the best results except for the discrepancy (fig. 4 and fig. 5). This conclusion is surprising since the two criteria, discrepancy and KL information, minimize the difference between the point distribution and the uniform distribution, whereas the cover measure and the maximin criteria are based on the distance between the design points. This result may be explained by the difficulty in evaluating the discrepancy.

Figure 5 shows that the design qualities do not decrease when the dimension $d$ increases. The minimal KL information designs compete with maximin designs (even concerning the maximin criteria) which are commonly used in the exploratory phase.
Fig. 4. Criterion for 20 designs of size 30 with dimension 3
Fig. 5. Criterion for 20 designs of size 100 with dimension 10
5.3. MST criterion

The MST (Minimal Spanning Tree) criterion proposed by Franco et al. (2008) (following the studies of Wallet et al., 1998) classifies the designs according to their structure: grid, cluster,… . The classification depends on the mean and standard deviation of the edge lengths of the MST associated with the design under study (fig. 6). The designs of the region of quasi-periodicity represent the best compromise between regular grid (space filling) and uncertain distribution (uniformity). The designs of minimal KL information also give the best results in this case (figures 7 and 8) with a clear demarcation in dimension 3. This result confirms the remarks on the characteristics of the designs of dimension 2 (§5.1). The designs constructed using the Monte Carlo method with Gaussian kernels are still higher performing than those constructed by nearest neighbor method.

![Diagram showing empirical distribution created using MST criteria](image)

**Fig. 6.** Empirical distribution created using MST criteria

The classification depends on the mean and standard deviation of the edge lengths of the MST associated with the design under study. The designs of the region of quasi-periodicity represent the best compromise between regular grid (space filling) and uncertain distribution (uniformity). The designs of minimal KL information also give the best results in this case (fig. 7 and fig. 8) with a clear demarcation in dimension 3. This result confirms the remarks on the characteristics of the designs of dimension 2 (§5.1). The designs constructed using the Monte Carlo method with Gaussian kernels are still higher performing than those constructed by nearest neighbor method.
Fig. 7. Representation of the MST criterion calculated on 20 designs with 30 points in dimension 3

Fig. 8. Representation of the MST criterion calculated on 20 designs with 100 points in dimension 10
6. Conclusion

The aim of the criteria presented in this paper is to minimize the difference between the distribution of the design points and the uniform one by using the KL information. The criterion is equivalent to maximizing the Shannon entropy, and the design construction is then based on the entropy estimation. Two methods have been investigated, and they provide roughly the same results. The first one is a Monte Carlo method where the density function is replaced with its Gaussian kernel estimation. The second one avoids the density estimation by using the nearest neighbor distances. The tests show that minimal KL information designs achieve the main goal, which is to spread the design points evenly throughout the experimental region. They are indisputably the best designs with regard to the usual criteria, even in high dimensions. They compete with maximin designs which are widely used in the exploratory phase.

Despite the context of experimental designs, which is far-removed from asymptotic conditions, a criterion based on the Shannon entropy estimation provides very good results. However, the Monte Carlo method performs less well as the dimension increases and the design size decreases. Moreover, the Monte Carlo method requires running time, since the density has to be estimated for each exchange. Leonenko et al. pointed out that nearest-neighbor methods show promise when the dimension is large, but the tests show a slow convergence of the exchange algorithm. One idea consists of replacing the Shannon entropy by another one, for instance, the Rényi entropy (estimated by minimal spanning trees, Hero et al., 2002), or the Tsallis entropy (analytic expression when the density is replaced with its kernel estimate, Bettinger et al., 2008).
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