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Abstract

An anomaly detection problem is investigated, in which there are totally \( n \) sequences with \( s \) anomalous sequences to be detected. Each normal sequence contains \( m \) independent and identically distributed (i.i.d.) samples drawn from a distribution \( p \), whereas each anomalous sequence contains \( m \) i.i.d. samples drawn from a distribution \( q \) that is distinct from \( p \). The distributions \( p \) and \( q \) are assumed to be unknown a priori. Two scenarios, respectively with and without a reference sequence generated by \( p \), are studied. Distribution-free tests are constructed using maximum mean discrepancy (MMD) as the metric, which is based on mean embeddings of distributions into a reproducing kernel Hilbert space (RKHS). For both scenarios, it is shown that as the number \( n \) of sequences goes to infinity, if the value of \( s \) is known, then the number \( m \) of samples in each sequence should be at the order \( \mathcal{O}(\log n) \) or larger in order for the developed tests to consistently detect \( s \) anomalous sequences. If the value of \( s \) is unknown, then \( m \) should be at the order strictly larger than \( \mathcal{O}(\log n) \). Computational complexity of all developed tests is shown to be polynomial. Numerical results demonstrate that our tests outperform (or perform as well as) the tests based on other competitive traditional statistical approaches and kernel-based approaches under various cases. Consistency of the proposed test is also demonstrated on a real data set.
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1 Introduction

In this paper, we study an anomaly detection problem (see Figure 1), in which there are totally \( n \) sequences with \( s \) anomalous sequences to be detected. Each normal sequence consists of \( m \) independent and identically distributed (i.i.d.) samples drawn from a distribution
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whereas each anomalous sequence contains i.i.d. samples drawn from a distribution \( q \) that is distinct from \( p \). The distributions \( p \) and \( q \) are assumed to be unknown a priori. The goal is to build distribution-free tests to detect the anomalous data sequences generated by \( q \) out of all data sequences.

The study of such a problem is very useful in many applications. For example, in cognitive wireless networks, signals follow different distributions either \( p \) or \( q \) depending on whether the channel is busy or vacant. A major issue in such a network is to identify vacant channels out of a large number of busy channels based on their corresponding signals in order to utilize vacant channels for improving spectral efficiency. This problem was studied in [1,2] under the assumption that \( p \) and \( q \) are known, whereas in this paper, we study the problem with unknown \( p \) and \( q \). Other applications include detecting anomalous DNA sequences out of normal sequences, detecting virus infected computers from other virus free computers, and detecting slightly modified images from other untouched images.

We note that in the model considered here, each data point contains a sequence of samples drawn from one distribution. This is different from the typical anomaly or outlier detection problems studied in machine learning [3,4], in which each data point contains only one sample. The parametric model of the problem has been well studied, e.g., [1], in which it is assumed that the distributions of \( p \) and \( q \) are known a priori and can be exploited for detection. However, the nonparametric model is less explored, in which it is assumed that the distributions \( p \) and \( q \) are unknown and can be arbitrary. Recently, Li, Nitinawarat and Veeravalli proposed the divergence-based generalized likelihood tests in [5], and characterized the error decay exponents of these tests. However, [5] studied only the case when the distributions \( p \) and \( q \) are discrete with finite alphabets, and their tests utilize empirical probability mass functions of \( p \) and \( q \).

In this paper, we study the nonparametric model, in which distributions \( p \) and \( q \) can be continuous and arbitrary. The major challenges to solve this problem (compared to the discrete case studied in [5]) lie in: (1) it is difficult to accurately estimate continuous distributions with limited samples for further anomaly detection; (2) it is difficult to design low complexity tests with continuous distributions; and (3) building distribution-free consistent tests (and further guaranteeing exponential error decay) is challenging for arbitrary distributions.

A number of statistical approaches and tools may be applied to solving this problem. A natural approach, e.g., FR-Smirnov test [6], is to first estimate the distributions based on data samples, and then compare the estimated distributions for anomaly detection. Such an approach typically does not perform very well, because it requires a large number of samples to accurately estimate continuous distributions, particularly when \( p \) and \( q \) represent distributions of vector random variables. Otherwise, the error in estimating the distributions can propagate to the anomaly detection step. Some traditional statistical approaches such as t-test, FR-Wolf test [6], and Hall test [7] do not require distribution estimation as an intermediate step, and can be applied to address this problem. However, t-test and FR-wolf test do not perform well for arbitrary distributions. Hall test has a large computational complexity. More recently, the kernel-based approaches such as kernel density ratio (KDR)
test [8] and kernel Fisher discriminant analysis (KFDA) test [9] have been developed, which use kernels to estimate certain distance metrics between two distributions. In particular, KDR test uses kernels to estimate the ratio between two probability densities and then further estimates the divergence between the two probability distributions.

In this paper, our approach that is introduced below falls into the class of kernel-based approaches. For the sake of comparison, we also develop/implement tests based on the traditional statistical approaches and other kernel-based approaches mentioned above, although those approaches were not applied specifically to our anomaly detection problem previously. We demonstrate that our tests outperform or equal those other tests under various testing cases.

More specifically, our approach adopts the emerging technique based on mean embedding of distributions into a reproducing kernel Hilbert space (RKHS) [10,11]. The idea is to map probability distributions into a RKHS with an associated kernel such that distinguishing the two probabilities can be carried out by distinguishing their corresponding embeddings in the RKHS. Such an approach is justified by the fact that mapping of distributions into RKHS is injective (i.e., one-to-one) for certain kernels including Gaussian and Laplace kernels as shown in [11,13]. Since RKHS naturally carries a distance metric, mean embeddings of distributions can be compared easily based on their distances in the RKHS using the samples of distributions. Such a metric is referred to as the maximum mean discrepancy (MMD) as introduced in [15,16]. MMD-based approaches have several advantages. For example, MMD can be easily estimated based on samples, and hence leads to low complexity tests. It is particularly advantageous for vector distributions. Furthermore, MMD-based approaches do not require estimation of probability density functions as an intermediate step, but directly estimate the distance of distributions to build tests, thus avoiding error propagation.

In this paper, we apply MMD as a metric to construct our tests for detecting data sequences generated by the anomalous distribution. We are interested in the large data regime, in which the total number \(n\) of data sequences goes to infinity. This is motivated by many practical applications such as DNA sequence detection, in which anomalous DNA sequences are required to be detected out of a large number of normal data sequences. It is clear that as the total number \(n\) of sequences becomes large, (and possibly the number \(s\) of anomalous data sequences also becomes large), it becomes increasingly challenging to consistently detect all anomalous sequences. It then requires that the number \(m\) of samples in each data sequence correspondingly enlarges in order to more accurately detect anomalous sequences. Hence, there is a tension between \((n, s)\) and \(m\) in the asymptotic regime as \(n\) goes to infinity to guarantee correct detection. This also differentiates this paper from the study in [5], in which \(n\) and \(s\) are assumed to be fixed and only the number of samples becomes large.

We summarize our main contributions as follows.

1. We construct MMD-based distribution-free consistent tests, which enjoy low computational complexity (which is polynomial as \(n\) increases) and superb performance (as compared to other tests described in (5)).
2. We take a new perspective to analyze the consistency of tests. In contrast to consistency
analysis in classical statistical theory as in [5], which assumes that the problem dimension (i.e., the number \(n\) of sequences and the number \(s\) of anomalous sequences in our problem) is fixed and the sample size \(m\) increases, our focus is on the regime in which the problem dimension increases. We are interested in characterizing how the sample size \(m\) should scale with \(n\) and \(s\) in order to guarantee the consistency of our tests. We show that in general the sample size \(m\) can be much smaller than \(n\) (i.e., in the order of \(\log n\)), which is desirable.

(3) We perform a comprehensive study of the problem in various cases. We study two scenarios, with and without a reference data sequence generated by \(p\), respectively. For each scenario, we build distribution-free tests for two cases with and without the knowledge of the number \(s\) of anomalous sequences. Comparing the performance of these tests suggests that a reference sequence does not always provide advantage for reducing the number \(m\) of samples needed for consistent detection, but in general helps to reduce computational complexity. Nevertheless, lack of the information about the number \(s\) of anomalous sequences results in order-level increase in \(m\) needed for consistent detection. For the scenario without a reference sequence, we further develop low complexity consistent tests by exploiting the asymptotic behavior of \(s\) and \(n\).

(4) We provide an interesting example study, in which the distribution \(q\) is the mixture of the distribution \(p\) and the anomalous distribution \(\tilde{q}\). In such a case, the anomalous sequence contains only sparse samples from the anomalous distribution. Our results for such a model quantitatively characterize the impact of the sparsity level of anomalous samples on the scaling behavior of the sample size \(m\), in order to guarantee consistency of the proposed tests.

(5) We provide extensive numerical results. We first provide numerical results to demonstrate our theoretical assertions. We then develop/implement tests based on a number of competitive traditional statistical approaches and kernel-based approaches, and compare our MMD-based tests with these tests. We further compare our tests with the divergence-based generalized likelihood test proposed in [5]. Our numerical results demonstrate that the MMD-based test is the best performed test (or among the best performed tests) under various experimental cases. We finally apply our test to a real data set to demonstrate that our test is consistent and among the best performed tests.

The rest of the paper is organized as follows. In Sections 2 we describe the problem formulation and introduce the MMD-based approach. In Sections 3 and 4 we present our tests and theoretical results on the performance guarantee of these tests respectively for the cases with and without a reference sequence. In Section 5 we provide numerical results. Finally in Section 6 we conclude our paper with remarks on future work.

2 Problem Statement and Preliminaries on MMD

In this section, we first describe the problem that we study, and then briefly introduce the idea of kernel mean embedding of distributions and the metric of MMD that we use for building our tests.
2.1 Problem Statement

We study an anomaly detection problem (see Figure 1), in which there are in total \( n \) data sequences denoted by \( Y_k \) for \( 1 \leq k \leq n \). Each data sequence \( Y_k \) consists of \( m \) i.i.d. samples \( y_{k1}, \ldots, y_{km} \) drawn from either a distribution \( p \) or an anomalous distribution \( q \), where \( p \neq q \). In the sequel, we use the notation \( Y_k := (y_{k1}, \ldots, y_{km}) \). We assume that the distributions \( p \) and \( q \) are arbitrary and unknown a priori. Our goal is to build distribution-free tests to detect data sequences generated by the anomalous distribution \( q \).

We assume that \( s \) out of \( n \) data sequences are anomalous, i.e., are generated by the anomalous distribution \( q \). We study both cases with the value of \( s \) known and unknown a priori, respectively. We are interested in the asymptotical regime, in which the number \( n \) of data sequences goes to infinity. We assume that the number \( s \) of anomalous sequences satisfies \( \frac{s}{n} \to \alpha \) as \( n \to \infty \), where \( 0 \leq \alpha \leq 1 \). This includes the following three cases: (1) \( s \) is fixed as \( n \to \infty \); (2) \( s \to \infty \), but \( \frac{s}{n} \to 0 \) as \( n \to \infty \); and (3) \( \frac{s}{n} \) approaches a positive constant, which is less than or equal to 1. Some of our results are applicable to the case with \( s = 0 \), i.e., the null hypothesis in which there is no anomalous sequence. We will comment on such a case when the corresponding results are presented. In this paper, \( f(n) = \mathcal{O}(g(n)) \) denotes \( f(n)/g(n) \) converges to a constant as \( n \to \infty \).

We study two scenarios. Scenario 1 assumes that there is a reference data sequence \( X \) available a priori, which contains i.i.d. samples \( (x_1, \ldots, x_m) \) generated from the distribution \( p \). In the sequel, we use the notation \( X := (x_1, \ldots, x_m) \). Scenario 2 assumes that such a reference data sequence \( X \) is not available. Scenario 1 is reasonable because it is often the case in applications that samples from distribution \( p \) are easy to collect, and can hence be exploited to detect anomalous data sequences.

We next define the probability of detection error as the performance measure of tests. We let \( I \) denote the set that contains indices of all anomalous data sequences. Hence, the cardinality \( |I| = s \). We let \( \hat{I}^n \) denote a sequence of index sets that contain indices of all anomalous data sequences claimed by a corresponding sequence of tests.
Definition 1. A sequence of tests are said to be consistent if
\[ \lim_{n \to \infty} P_e = \lim_{n \to \infty} P\{\hat{T}^n \neq \mathcal{I}\} = 0. \] (1)

We note that the above definition of consistency is with respect to the number \( n \) of sequences instead of the number \( m \) of samples. However, as \( n \) becomes large (and possibly as \( s \) becomes large), it is increasingly challenging to consistently detect all anomalous data sequences. It then requires that the number \( m \) of samples becomes large enough in order to more accurately detect anomalous sequences. Therefore, the limit in the above definition in fact refers to the asymptotic regime, in which \( m \) scales fast enough as \( n \) goes to infinity in order to guarantee asymptotically small probability of error.

Furthermore, for a consistent test, it is also desirable that the error probability decays exponentially fast with respect to the number \( m \) of samples.

Definition 2. A sequence of tests are said to be exponentially consistent if
\[ \liminf_{m \to \infty} -\frac{1}{m} \log P_e = \liminf_{m \to \infty} -\frac{1}{m} \log P\{\hat{T}^n \neq \mathcal{I}\} > 0. \] (2)

The above definition is with respect to the asymptotic regime of \( m \), because the exponential decay behavior of the error probability is with respect to \( m \). In fact, the limit refers to the asymptotic regime, in which \( m \) scales fast enough as \( n \) goes to infinity in order to guarantee exponential error decay.

In this paper, our goal is to construct distribution-free tests for detecting anomalous sequences, and characterize the scaling behavior of \( m \) with \( n \) (and possibly \( s \)) so that the developed tests are consistent (and possibly exponentially consistent).

An example with sparse anomalous samples. In this paper, we also study an interesting example, in which the distribution \( q \) is a mixture of the distribution \( p \) with probability \( 1-\epsilon \) and an anomalous distribution \( \tilde{q} \) with probability \( \epsilon \), where \( 0 < \epsilon \leq 1 \), i.e., \( q = (1-\epsilon)p + \epsilon\tilde{q} \). It can be seen that if \( \epsilon \) is small, the majority of samples in an anomalous sequence are drawn from the distribution \( p \), and only sparse samples are drawn from the anomalous distribution \( \tilde{q} \). The value of \( \epsilon \) captures the sparsity level of anomalous samples. Here, \( \epsilon \) can scale as \( n \) increases, and is hence denoted by \( \epsilon_n \). We study how \( \epsilon_n \) affects the number of samples needed for consistent detection.

2.2 Introduction of MMD

In this subsection, we briefly introduce the idea of mean embedding of distributions into RKHS [10,11] and the metric of MMD. Suppose \( \mathcal{P} \) is a set that includes a class of probability distributions, and suppose \( \mathcal{H} \) is the RKHS with an associated kernel \( k(\cdot, \cdot) \) (see [17,18] for an introduction of RKHS). We define a mapping from \( \mathcal{P} \) to \( \mathcal{H} \) such that each distribution \( p \in \mathcal{P} \) is mapped to an element in \( \mathcal{H} \) as follows
\[ \mu_p(\cdot) = \mathbb{E}_p[k(\cdot, x)] = \int k(\cdot, x)dp(x). \]
Here, $\mu_p(\cdot)$ is referred to as the mean embedding of the distribution $p$ into the Hilbert space $\mathcal{H}$. Due to the reproducing property of $\mathcal{H}$, it is clear that $\mathbb{E}_p[f] = \langle \mu_p, f \rangle_{\mathcal{H}}$ for all $f \in \mathcal{H}$.

It is desirable that the embedding is injective such that each $p \in \mathcal{P}$ is mapped to a unique element $\mu_p \in \mathcal{H}$. It has been shown in [11–14] that for many RKHSs such as those associated with Gaussian and Laplace kernels, the mean embedding is injective. In order to distinguish between two distributions $p$ and $q$, [16] introduced the following quantity of maximum mean discrepancy (MMD) based on the mean embeddings $\mu_p$ and $\mu_q$ of $p$ and $q$ in RKHS:

$$
\text{MMD}[p, q] := \|\mu_p - \mu_q\|_{\mathcal{H}}.
$$ (3)

It is clear that the MMD equals the distance between the mean embeddings $\mu_p$ and $\mu_q$ of the two distributions $p$ and $q$, and can be used to distinguish between $p$ and $q$ due to the injectivity of mean embedding.

It can also be shown that

$$
\text{MMD}[p, q] = \sup_{\|f\|_{\mathcal{H}} \leq 1} \mathbb{E}_p[f(x)] - \mathbb{E}_q[f(x)].
$$

Namely, MMD$[p, q]$ achieves the maximum of the mean difference of a function between the two distributions over all unit-norm functions in the RKHS $\mathcal{H}$.

Due to the reproducing property of kernel, it can be easily shown that

$$
\text{MMD}^2[p, q] = \mathbb{E}_{x, x'}[k(x, x')] - 2\mathbb{E}_{x, y}[k(x, y)] + \mathbb{E}_{y, y'}[k(y, y')],
$$ (4)

where $x$ and $x'$ have independent but the same distribution $p$, and $y$ and $y'$ have independent but the same distribution $q$. An unbiased estimator of MMD$^2[p, q]$ based on $l_1$ samples of $X$ and $l_2$ samples of $Y$ is given as follows,

$$
\text{MMD}^2_{u}[X, Y] = \frac{1}{l_1(l_1 - 1)} \sum_{i=1}^{l_1} \sum_{j \neq i} k(x_i, x_j) + \frac{1}{l_2(l_2 - 1)} \sum_{i=1}^{l_2} \sum_{j \neq i} k(y_i, y_j) - \frac{2}{l_1l_2} \sum_{i=1}^{l_1} \sum_{j=1}^{l_2} k(x_i, y_j).
$$ (5)

We note that other estimators of the MMD$^2[p, q]$ are also available, which can be used for our problem. In this paper, we focus on the unbiased estimator given above to convey the central idea.

### 3 Scenario I: with Reference Sequence

In this section, we study the scenario, in which a reference sequence $X$ containing samples generated from the distribution $p$ is available. We start with a simple case, in which there is only one anomalous sequence out of the total $n$ sequences, i.e. $s = 1$. We then generalize our study to the case, in which $1 \leq s \leq n - 1$, and $s$ is known a priori. We further study the case with the value of $s$ unknown. We finally provide an example, in which anomalous sequences
contain only sparse samples generated by an anomalous distribution. We construct tests for all cases and analyze the performance and complexity of these tests. In particular, we characterize how \( m \) scales with \( n \) and \( s \) in order to guarantee consistent detection of all anomalous data sequences.

We first consider the case with only one anomalous sequence. With the reference sequence \( X \), we compute \( \text{MMD}_u^2[X, Y_k] \) for each sequence \( Y_k \) for \( 1 \leq k \leq n \) using (5). It is clear that if \( Y_k \) is generated by \( p \), then \( \text{MMD}_u^2[X, Y_k] \) is an estimator of \( \text{MMD}^2[p, p] \) and hence should be close to zero. If \( Y_k \) is anomalous, \( \text{MMD}_u^2[X, Y_k] \) is an estimator of \( \text{MMD}^2[p, q] \), which is a positive constant. This understanding naturally leads to the following distribution-free test when \( s = 1 \). The sequence \( k^* \) is the index of the anomalous data sequence if

\[
k^* = \arg \max_{1 \leq k \leq n} \text{MMD}_u^2[X, Y_k].
\] (6)

The following theorem characterizes the condition under which the above test is consistent.

**Theorem 1.** Consider the anomaly detection model with a reference sequence generated by \( p \) and with one anomalous sequence. Suppose the test (6) applies a bounded kernel with \( 0 \leq k(x, y) \leq K \) for any \( (x, y) \). Then the test (6) is consistent if

\[
m > \frac{24K^2(1 + \eta)}{MMD^4[p, q]} \log n,
\] (7)

where \( \eta \) is any positive constant. Furthermore, under the above condition, the test (6) is also exponentially consistent.

**Proof.** The proof of Theorem 1 is given in Appendix A.

We note that the boundedness condition \( 0 \leq k(x, y) \leq K \) on the kernel function is satisfied by many kernels such as Gaussian kernel and Laplace kernel. Theorem 1 implies that it is sufficient to have \( O(\log n) \) samples in each data sequence in order to guarantee consistency of the test (6). This is desirable in practice because as the number of sequences gets large (and hence detection becomes more challenging), the number of sample needed for building a distribution-free and consistent test can still be much smaller, i.e., in the logarithmic order of the number of sequences.

We now consider the general case with \( s \) anomalous sequences, where \( 1 \leq s \leq n - 1 \). Here, we allow \( s \geq \frac{n}{2} \) for generality of our result. We first consider the case when the value of \( s \) is known a priori, and build the following test. We compute \( \text{MMD}_u^2[X, Y_k] \) for each \( 1 \leq k \leq n \), and pick sequences with the largest \( s \) values of \( \text{MMD}_u^2[X, Y_k] \) to be anomalous. More specifically, the test outputs the following set that contains indices of anomalous sequences:

\[
\hat{\mathcal{I}} = \{ k : \text{MMD}_u^2[X, Y_k] \text{ is among the } s \text{ largest values of } \text{MMD}_u^2[X, Y_i] \text{ for } i = 1, \ldots, n \}.
\] (8)

The following theorem characterizes the condition under which the above test is consistent.
Theorem 2. Consider the anomaly detection model with a reference sequence generated by \( p \) and with \( s \) anomalous sequence, where \( 1 \leq s \leq n - 1 \). Assume the value of \( s \) is known. Further assume that the test (8) applies a bounded kernel with \( 0 \leq k(x, y) \leq K \) for any \( (x, y) \). Then the distribution-free test (8) is consistent if

\[
m > \frac{24K^2(1 + \eta)}{\text{MMD}^4[p, q]} \log((n - s)s),
\]

(9)

where \( \eta \) is any positive constant. Furthermore, under the above condition, the test (8) is also exponentially consistent. The computational complexity of the test (8) is \( \max\{O(nm^2), O(ns - \frac{s^2}{2})\} \).

Proof. See Appendix B.

Since \( s \) has an order less than or equal to \( O(n) \), Theorem 2 implies that it is sufficient to have \( O(\log n) \) samples in each data sequence in order to guarantee consistency of the test. Although \( s \) does not affect the order of \( m \), it is still interesting to further understand how \( s \) affects the exact value of the threshold in (9). It can be seen that if \( s \leq \frac{n}{2} \), the threshold on \( m \) to guarantee consistent detection increases as \( s \) increases, which is reasonable. It is somewhat surprising that if \( s > \frac{n}{2} \), the threshold on \( m \) decreases as \( s \) increases. This is in fact also intuitive, because if \( s > \frac{n}{2} \), the number of normal sequences is less than \( \frac{n}{2} \), and it is hence more convenient to detect normal sequences (and consequently anomalous sequences are also identified). As \( s \) increases, the number of normal sequences decreases, and thus the detection is easier.

Theorem 2 also implies that computational complexity of the test (8) is at most \( O(n^2) \), because the order \( O(\log n) \) for \( m \) is sufficient for the test to be consistent, and \( s \) is at most \( n \).

We next consider the case, in which the value of \( s \) is unknown. For this case, the test (8) is not applicable, because it depends on the value of \( s \). In order to build a test now, we observe that for large enough \( m \), \( \text{MMD}^2_g[X, Y_k] \) should be close to zero if \( Y_k \) is drawn from \( p \), and should be far away enough from zero (in fact, close to \( \text{MMD}^2[p, q] \)) if \( Y_k \) is drawn from the anomalous distribution \( q \). Based on this understanding, we build the following test:

\[
\widehat{T} = \{k : \text{MMD}^2_n[X, Y_k] > \delta_n\}
\]

(10)

where the threshold \( \delta_n \to 0 \) as \( n \to \infty \). This requirement on \( \delta_n \) is to guarantee that the threshold is asymptotically less than \( \text{MMD}^2[p, q] \), which is positive but unknown. The following theorem characterizes the condition that \( m \) should satisfy in order for the test (10) to be consistent.

Theorem 3. Consider the anomaly detection model with a reference sequence generated by \( p \) and with \( s \) anomalous sequences, where \( 0 \leq s \leq n - 1 \). Assume that the value of \( s \) is unknown a priori. Further assume that the test (10) adopts a threshold \( \delta_n \) that converges to
as $n \to \infty$, and applies a bounded kernel with $0 \leq k(x, y) \leq K$ for any $(x, y)$. Then the test (10) is consistent if

$$m > 16(1 + \eta)K^2 \max \left\{ \frac{\log(\max\{s, 1\})}{(\text{MMD}^2[p, q] - \delta_n)^2}, \frac{\log(n - s)}{\delta_n^2} \right\}$$

(11)

where $\eta$ is any positive constant.

Proof. See Appendix C.

Remark 1. Theorem 3 is also applicable to the case with $s = 0$, i.e., the null hypothesis when there is no anomalous sequence.

Theorem 3 implies that if $\frac{s}{n} < 1$ as $n \to \infty$, the threshold on $m$ in (11) is dominated by the second term. Since $\delta_n \to 0$ as $n \to \infty$, $m$ should scale strictly faster than $O(\log n)$ in order to guarantee consistent detection. Compared to the case with the value of $s$ known (for which it is sufficient for $m$ to scale at the order $O(\log n)$), the threshold on $m$ has order-level increase due to lack of the knowledge of $s$. An extreme case occurs if $\frac{s}{n} = 1$ as $n \to \infty$, in which the order $O(\log n)$ for $m$ is sufficient. This is reasonable, because now anomalous sequences dominate so that errors caused by the asymptotically small threshold $\delta_n$ do not dominate the performance, and hence do not enlarge the requirement on the order of $m$.

We also note that the test (10) is not exponentially consistent. In fact, when there is no null hypothesis (i.e., $s > 1$), an exponentially consistent test can be built as follows. For each subset $S$ of $\{1, \ldots, n\}$, we compute the average $\frac{1}{|S|} \sum_{k \in S} \text{MMD}^2[X, Y_k]$, and the test finds the set of indices corresponding to the largest average value. However, for such a test to be consistent, $m$ needs to scale linearly with $n$ and computational complexity is exponential with $n$, which are not desirable.

We finally study the example with sparse anomalous samples that we introduce in Section 2.1. In this model, $\epsilon_n$ captures the sparsity level of anomalous samples. The following results capture the impact of $\epsilon_n$ on the scaling behavior of $m$ to guarantee consistency of our test.

Corollary 1. Consider the model with the distribution $p$ and the anomalous distribution $q = (1 - \epsilon_n)p + \epsilon_n \tilde{q}$, where $0 < \epsilon_n \leq 1$. If $s$ is known, then the test (8) is consistent if

$$m > 24K^2(1 + \eta) \frac{\log(s(n - s))}{\text{MMD}^4[p, \tilde{q}] \epsilon_n^4}$$

(12)

where $\eta$ is any positive constant.

If $s$ is unknown, then the test (10) is consistent if

$$m > 16(1 + \eta)K^2 \max \left\{ \frac{\log(\max\{s, 1\})}{(\epsilon_n^2 \text{MMD}^2[p, \tilde{q}] - \delta_n)^2}, \frac{\log(n - s)}{\delta_n^2} \right\}$$

(13)

where $\eta$ is any positive constant, and $\delta_n < \epsilon_n^2 \text{MMD}^2[p, \tilde{q}]$ for large enough $n$. 
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We note that for the case with \( s \) unknown, the design of the test (10) requires information about the scaling behavior of \( \epsilon_n \), which is usefully available in practice.

**Proof.** The proof follows from Theorems 2 and 3 by substituting:

\[
\text{MMD}^2[p, q] = \mathbb{E}_{x,x'}[k(x, x')] - 2\mathbb{E}_{x,y}[k(x, y)] + \mathbb{E}_{y,y'}[k(y, y')]
\]

\[
= \mathbb{E}_{x,x'}[k(x, x')] - 2(1 - \epsilon_n)\mathbb{E}_{x,x'}[k(x, x')] - 2\epsilon_n\mathbb{E}_{x,y}[k(x, \tilde{y})] + (1 - \epsilon_n)^2\mathbb{E}_{x,x'}[k(x, x')]
\]

\[
+ 2\epsilon_n(1 - \epsilon_n)\mathbb{E}_{x,\tilde{y}}[k(x, \tilde{y})] + \epsilon_n^2\mathbb{E}_{\tilde{y},\tilde{y}'}[k(\tilde{y}, \tilde{y}')] = \epsilon_n^2\text{MMD}^2[p, \tilde{q}],
\]

(14)

where \( x \) and \( x' \) are independent but have the same distribution \( p \), \( y \) and \( y' \) are independent but have the same distribution \( q \), and \( \tilde{y} \) and \( \tilde{y}' \) are independent but have the same distribution \( \tilde{q} \).

Corollary 1 implies that if \( \epsilon_n \) is a constant, then the scaling behavior of \( m \) needed for consistent detection does not change. However, if \( \epsilon_n \to 0 \) as \( n \to \infty \), i.e., anomalous sequences contain more sparse anomalous samples, then \( m \) needs to scale faster with \( n \) in order to guarantee consistent detection. This is reasonable because the number \( m \) of samples in each sequence should have a higher order to cancel out the impact of the increasingly sparse anomalous samples in each anomalous sequence. Corollary 1 explicitly captures such tradeoff between the number \( m \) of samples and the sparsity level \( \epsilon_n \) of anomalous samples in addition to the number \( n \) of total data sequences and the number \( s \) of anomalous sequences.

### 4 Scenario II: Without Reference Sequence

In this section, we consider the case, in which a reference sequence generated by the distribution \( p \) is not available. As for the scenario with a reference sequence, here we start with a simple case with \( s = 1 \), and then study the more general case, in which \( s = \alpha \) as \( n \to \infty \), where \( 0 \leq \alpha \leq 1 \). We study both cases with the value of \( s \) known and unknown, respectively. We finally study the example, with sparse anomalous samples.

We first study the case with \( s = 1 \). For each sequence \( Y_k \), we use \( \overline{Y}_k \) to denote the \( (n-1)m \) dimensional sequence that stacks all other sequences together, as given by

\[
\overline{Y}_k = \{Y_1, \ldots, Y_{k-1}, Y_{k+1}, \ldots, Y_n\}.
\]

We then compute \( \text{MMD}^2_u[Y_k, \overline{Y}_k] \) for \( 1 \leq k \leq n \). It is clear that if \( Y_k \) is an anomalous sequence, then \( \overline{Y}_k \) is fully composed of normal sequences. Hence, \( \text{MMD}^2_u[Y_k, \overline{Y}_k] \) is a good estimator of \( \text{MMD}^2[p, q] \), which is a positive constant. Nonetheless, if \( Y_k \) is a normal sequence, \( \overline{Y}_k \) is composed of \( n-2 \) sequences generated by \( p \) and only one sequence generated by \( q \). As \( n \) increases, the impact of the anomalous sequence on \( \overline{Y}_k \) is negligible, and \( \text{MMD}^2_u[Y_k, \overline{Y}_k] \)
should be close to zero. Based on the above understanding, we construct the following test when \( s = 1 \). The sequence \( k^* \) is the index of the anomalous data sequence if

\[
k^* = \arg \max_{1 \leq k \leq n} \text{MMD}^2_u[Y_k, \overline{Y}_k].
\]  

(15)

The following theorem characterizes the condition under which the above test is consistent.

**Theorem 4.** Consider the anomaly detection model without a reference sequence and with one anomalous sequence. Suppose the test (15) applies a bounded kernel with \( 0 \leq k(x, y) \leq K \) for any \( (x, y) \). Then, the test (15) is consistent if

\[
m > \frac{16K^2(1 + \eta)}{\text{MMD}^4[p, q]} \log n,
\]

(16)

where \( \eta \) is any positive constant. Furthermore, under the above condition, the test (15) is also exponentially consistent.

**Proof.** See Appendix D.

Theorem 4 implies that for the scenario without a reference sequence, \( O(\log n) \) samples are still sufficient to guarantee consistent detection.

We now consider the more general case in which \( \frac{s}{n} \rightarrow \alpha \) as \( n \rightarrow \infty \), where \( 0 \leq \alpha < \frac{1}{2} \). Although we focus on the case with \( \alpha < \frac{1}{2} \), the case with \( \alpha > \frac{1}{2} \) is similar, with the roles of \( p \) and \( q \) exchanged. We first study the case, in which the value of \( s \) is known. Our test is a natural generalization of the test (15) except now the test picks the sequences with the largest \( s \) values of \( \text{MMD}^2_u[Y_k, \overline{Y}_k] \), which is given by

\[
\hat{I} = \{k : \text{MMD}^2_u[Y_k, \overline{Y}_k] \text{ is among the } s \text{ largest values of } \text{MMD}^2_u[Y_i, \overline{Y}_i] \text{ for } i = 1, \ldots, n\}.
\]

(17)

The following theorem characterizes the condition under which the above test is consistent.

**Theorem 5.** Consider the anomaly detection model without a reference sequence and with \( s \) anomalous sequences, where \( \frac{s}{n} \rightarrow \alpha \) as \( n \rightarrow \infty \) and \( 0 \leq \alpha < \frac{1}{2} \). Assume the value of \( s \) is known. Further assume that the test (17) applies a bounded kernel with \( 0 \leq k(x, y) \leq K \) for any \( (x, y) \). Then the test (17) is consistent if

\[
m > \frac{16K^2(1 + \eta)}{(1 - 2\alpha)^2 \text{MMD}^4[p, q]} \log(s(n - s)),
\]

(18)

where \( \eta \) is any positive constant. Furthermore, under the above condition, the test (17) is also exponentially consistent. The computational complexity of the test (17) is \( O(n^3m^2) \).

**Proof.** See Appendix E.
Theorem 5 implies that without a reference sequence, the test (17) requires $O(\log n)$ samples in each data sequence in order to guarantee consistency of the test, which is the same as the test (8) with a reference sequence.

We further note that Theorem 5 is also applicable to the case in which $\alpha > \frac{1}{2}$ simply with the roles of $p$ and $q$ exchanged.

**Remark 2.** Comparison of Theorems 5 and 2 suggests that if $\alpha$ is small enough, then the test (17) (that does not exploit a reference sequence) requires a smaller number of samples for guaranteeing consistent detection than the test (8) that uses a reference sequence. Although this seems counter-intuitive, it is in fact reasonable, because the test (17) uses $\text{MMD}_2[Y_i, \overline{Y}_i]$ as an estimator of $\text{MMD}^2$. The sequence $\overline{Y}_i$ contains more samples than the reference sequence, and hence leads to a more accurate estimator of $\text{MMD}^2$ if anomalous sequences have only negligible impact on $\overline{Y}_i$ (which holds if $\alpha$ is small). As $\alpha$ becomes larger, the sequence $\overline{Y}_i$ is contaminated by more anomalous sequences, and hence the performance of the test (17) eventually gets worse than the test (8).

Theorem 5 also suggests that computational complexity of the test (17), although is still polynomial in $n$, is larger than that of the test (8) with a reference sequence. Hence, a reference sequence in general helps to reduce computational complexity. Furthermore, as we remark below, we can construct a test without a reference sequence that has lower complexity than the test (17) (although the improved complexity is still larger than the test (8) with a reference sequence).

**Remark 3.** For the case with $\frac{s}{n} \to 0$, as $n \to \infty$, we can build a test without a reference sequence that has reduced computational complexity. For each $Y_k$, instead of using $n - 1$ sequences to build $\overline{Y}_k$ as in the test (17), we take any $l$ sequences out of the remaining $n - 1$ sequences to build a sequence $\overline{Y}_k$, such that $\frac{l}{n} \to 0$ and $\frac{s}{n} \to 0$ as $n \to \infty$. Such an $l$ exists for any $s$ and $n$ satisfying $\frac{s}{n} \to 0$ (e.g., $l = \sqrt{sn}$). It can be shown that using $\overline{Y}_k$ to replace $\overline{Y}_k$ in the test (17) still leads to consistent detection under the same condition given in Theorem 5. The computational complexity of such a test becomes $O(n^2m^2)$, which is substantially smaller than $O(n^3m^2)$ of the test (17), considering that $l$ is less than $n$ in the order sense.

We next consider the case, in which the value of $s$ is unknown a priori. Based on the understanding similar to scenario 1, we build the following test:

$$\widehat{\mathcal{T}} = \{k : \text{MMD}^2_{\underline{u}}[Y_k, \overline{Y}_k] > \delta_n\}$$

(19)

where $\delta_n \to 0$ and $\frac{s^2}{n\delta_n} \to 0$ as $n \to \infty$. We note that the above requirements on $\delta_n$ implies that the test (19) is applicable only when $\frac{s}{n} \to 0$ as $n \to \infty$. This includes two cases: (1) $s$ is fixed and (2) $s \to \infty$ and $\frac{s}{n} \to 0$ as $n \to \infty$. Furthermore, the scaling behavior of $s$ as $n$ increases needs to be known in order to pick $\delta_n$ for the test. This is reasonable to assume because mostly in practice the scale of anomalous data points can be estimated based on domain knowledge.

The following theorem characterizes the condition under which the test (19) is consistent.
Theorem 6. Consider the anomaly detection model without a reference sequence and with \( s \) anomalous sequences, where \( \frac{s}{n} \to 0 \), as \( n \to \infty \). We assume that the value of \( s \) is unknown a priori. Further assume that the test (19) adopts a threshold \( \delta_n \) such that \( \delta_n \to 0 \) and \( \frac{s^2}{n^2\delta_n} \to 0 \), as \( n \to \infty \), and the test applies a bounded kernel with \( 0 \leq k(x,y) \leq K \) for any \((x,y)\). Then the test (19) is consistent if

\[
m > 16(1 + \eta)K^2 \max \left\{ \frac{\log(\max\{1,s\})}{(\log(n-s))^2}, \frac{\log(n-s)}{(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y,Y]])^2} \right\},
\]

where \( \eta \) is any positive constant, and \( \mathbb{E}[\text{MMD}^2_u[Y,Y]] \) is a constant, where \( Y \) is a sequence generated by \( p \) and \( \overline{Y} \) is a stack of \((n-1)\) sequences with \( s \) sequences generated by \( \tilde{q} \) and the remaining sequences generated by \( p \). The computational complexity of the test (19) is \( \mathcal{O}(n^3m^2) \).

Proof. See Appendix F.

We note that Theorem 6 is also applicable to the case with \( s = 0 \), i.e., the null hypothesis when there is no anomalous sequence. We further note that the test (19) is not exponentially consistent. Following the idea similar to scenario 1 with a reference sequence, for the case with \( s > 0 \), an exponentially consistent test can be built. However, the consistency of such a test requires that \( m \) scales linearly with \( n \) and the computational complexity is exponential with respect to \( n \), which are not desirable.

Theorem 6 implies that the threshold on \( m \) to guarantee consistent detection has an order strictly larger than \( \mathcal{O}(\log n) \), because \( \frac{s}{n} \to 0 \) and \( \delta_n \to 0 \) as \( n \to \infty \). As we comment for scenario 1, this is the price paid due to lack of the knowledge of the value of \( s \).

As for scenario 1 with a reference sequence, we finally study the example with sparse anomalous samples, i.e., the anomalous distribution \( q = (1 - \epsilon_n)p + \epsilon_n\tilde{q} \). The following result characterizes the impact of sparsity level \( \epsilon_n \) on the scaling behavior of \( m \) to guarantee consistent detection.

Corollary 2. Consider the model with the distribution \( p \) and the anomalous distribution \( q = (1 - \epsilon_n)p + \epsilon_n\tilde{q} \), where \( 0 < \epsilon_n \leq 1 \). If \( s \) is known, then the test in (17) is consistent if

\[
m > \frac{16K^2(1 + \eta)}{(1 - 2\alpha)^2\epsilon_n^4\text{MMD}^2[p,\tilde{q}]} \log(s(n-s)),
\]

where \( \eta \) is any positive constant.

If \( s \) is unknown, then the test in (19) is consistent if

\[
m > 16(1 + \eta)K^2 \max \left\{ \frac{\log(\max\{1,s\})}{(\epsilon_n^2\text{MMD}^2[p,\tilde{q}] - \delta_n)^2}, \frac{\log(n-s)}{(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y,Y]])^2} \right\},
\]

where \( \eta \) is any positive constant, \( \delta_n < \mathbb{E}[\text{MMD}^2_u[Y,Y]] \) for large enough \( n \), \( Y \) is a sequence generated by \( p \), and \( \overline{Y} \) is a stack of \((n-1)\) sequences with \( s \) sequences generated by \( \tilde{q} \) and the remaining sequences generated by \( p \).
5 Numerical Results

In this section, we provide numerical results to demonstrate our theoretical assertions, and compare our MMD-based tests with a number of tests based on other approaches. We also apply our test to a real data set.

5.1 Demonstration of Theorems

We start with scenario 1 with a reference sequence. We choose the distribution \( p \) to be Gaussian with mean zero and variance one, i.e., \( \mathcal{N}(0, 1) \), and choose the anomalous distribution \( q \) to be Laplace distribution with mean one and variance one. We use the Gaussian kernel \( k(x, x') = \exp(-\frac{|x-x'|^2}{2\sigma^2}) \) with \( \sigma = 1 \).

For the case with \( s = 1 \), we run the test \( (6) \) for five cases with \( n = 100, 200, 300, 400, 500 \), respectively. In Figure 2, we plot how the probability of error changes with \( m \). For illustrational convenience, we normalize \( m \) by \( \log n \), i.e., the horizontal axis represents \( \frac{m}{\log n} \). It is clear from the figure that when \( \frac{m}{\log n} \) is above a certain threshold, the probability of error converges to zero, which is consistent with our theoretical results. Furthermore, for different values of \( n \), all curves drop to zero almost at the same threshold. This observation confirms Theorem 1 which states that the threshold on \( \frac{m}{\log n} \) depends only on the bound \( K \) of the kernel and MMD of the two distributions. Both quantities are constant for all values of \( n \).

For the case with \( s \geq 1 \), we set \( n = 100 \), and run the test \( (8) \) for three cases with the numbers of anomalous sequences being \( s = 1, 20, 40 \), respectively. In Figure 3, we plot the probability of error as a function of \( m \). It can be seen that for each value of \( s \), when \( m \) is
above a certain threshold, the probability of error converges to zero, representing that our test is consistent. Furthermore, the threshold on $m$ at which a curve drops to zero increases with $s$. This observation is consistent with Theorem 2 which suggests that the threshold on $m$ increases with $s$ if $s < \frac{n}{2}$.

We next study the case with a reference sequence and with $s$ anomalous sequences, but here the value of $s$ is unknown a priori. For this simulation, we set $s = 10$, but our test does not exploit such information. We choose the distribution $p$ to be $\mathcal{N}(0, 0.5)$, and choose the distribution $q$ to be a mixture of two Laplace distributions with equal probability: one with mean $-3$ and variance 0.5 and the other with mean 3 and variance 0.5. We apply the test (10), and set the threshold $\delta_n = \frac{1}{(\log n)^{0.7}}$, which converges to zero as $n \to \infty$. We set $m = \lceil 0.28(\log n)^{1.4}\log(n - s) \rceil$. In Figure 4, we plot the probability of error as a function of $n$. It can be seen that as $n$ increases, the probability of error converges to zero. This clearly confirms Theorem 3 which implies that the chosen scaling behavior of $m$ should guarantee consistency of the test.

We further study scenario 2, in which there is no reference sequence. We choose the distributions $p$ and $q$ to be the same as those for Figure 2, and use the same Gaussian kernel for our test here so that it is easy to compare the performance with scenario 1. We choose $s = 1$. We run the test for cases with the numbers of sequences being $n = 40, 100$, respectively. In Figure 5, we plot the probability of error as a function of $\frac{m}{\log n}$. It can be seen that similarly for the test with a reference sequence, as $m$ increases, the probability of error converges to zero. In particular, both curves drop to zero almost at the same threshold, which agrees with Theorem 4.

In Figure 6, we compare the performance of the tests with and without a reference sequence. It can be seen that the probability of error in both curves drops to zero as $m$ increases. More importantly, it is clear that the test without a reference sequence results in an error probability that converges to zero faster than the test with a reference sequence. This is consistent with our theoretical results in Theorems 2 and 5. As we comment in Remark 2, our test without a reference sequence can perform better than the test with a reference sequence.
sequence if $\alpha$ is small enough, where $\alpha = \lim_{n \to \infty} \frac{s}{n}$.

Figure 7: Comparison of the MMD-based test with divergence-based generalized likelihood test with a reference sequence.

Figure 8: Comparison of the MMD-based test with divergence-based generalized likelihood test without a reference sequence.

5.2 Comparison with Other Tests

In this subsection, we compare our MMD-based tests with tests based on other nonparametric approaches. We first compare our test with the divergence-based generalized likelihood approach developed in [5]. Since the test in [5] is applicable only when the distributions $p$ and $q$ are discrete and have finite alphabets, we set the distributions $p$ and $q$ to be binary with $p$ having probability 0.3 to take “0” (and probability 0.7 to take “1”), and $q$ having probability 0.7 to take “0” (and probability 0.3 to take “1”). We let $s = 1$ and assume that $s$ is known. We let $n = 50$. We compare the performance for both the case with a reference sequence and the case without a reference sequence. We note that for the case with a reference data sequence, we use the empirical distribution of the reference sequence to replace the true distribution $p$ in the divergence-based generalized likelihood test proposed in [5] in order for a fair comparison with the MMD-based test.
In Figure 7 and Figure 8, we plot the probability of error as a function of sequence length. It can be seen that the MMD-based test has a slightly better performance than the divergence-based generalized likelihood test in both cases. We note that it has been shown in [5] that the divergence-based test has optimal convergence rate in the limiting case when $n$ is infinite, which suggests that such a test should also perform well for the case with finite $n$. Thus, the comparison demonstrates that the MMD-based test can provide comparable or even better performance than the well-performed divergence-based test.

We next compare the MMD-based test with four other tests based on traditional statistical approaches which are t-test, FR-Wolf test, FR-Smirnov test, and Hall test. We focus on the scenario with a reference sequence and with $s = 1$. We set $n = 100$. For the MMD-based test, we use the Gaussian kernel with $\sigma = 1$. We compare the five tests for the following four cases:

1. $p$ and $q$ have same mean and same variance: $p$ is Laplacian distribution with mean 1 and variance 5, and distribution $q$ is a mixture of two Laplacian distributions with equal probability: one with mean $-1$ and variance 1, and the other with mean 3 and variance 1.
2. $p$ and $q$ have different mean and same variance: $p$ is Gaussian distribution with mean 0 and variance 1, and $q$ is Laplacian distribution with mean 1 and variance 1.
3. $p$ and $q$ have different mean and different variance: $p$ is Gaussian distribution with
Figure 10: Comparison of the MMD-based test with two kernel-based tests KFDA and KDR

mean 0 and variance 1, and \( q \) is Laplacian distribution with mean 1 and variance 3.

- \( p \) and \( q \) have same mean and different variance: \( p \) is Gaussian distribution with mean 0 and variance 1, and \( q \) is a mixture of two Laplacian distributions with equal probability: one with mean \(-2\) variance 3 and the other with mean 2 and variance 3.

In Figure 9, we plot the probability of error as a function of \( m \) for the five tests for the above four cases. It can be seen that for all cases, the MMD-based test is either the best or one of the best tests among the five tests. In particular, the MMD-based test performs much better than other tests for the case when \( p \) and \( q \) have the same mean and variance. This suggests that the MMD-based test is specially advantageous to capture difference in higher order moments between two distributions compared to other tests. We also note that although the Hall test sometimes yields comparable performance with the MMD-based test, its complexity is much larger than the MMD-based test.

We next compare our MMD-based tests with two other kernel-based tests KFDA and KDR, where KDR uses the divergence as the distance metric. We focus on the scenario with a reference sequence and with \( s = 1 \). We set \( n = 100 \). For all tests, we use the Gaussian kernel with \( \sigma = 1 \). We compare the three kernel-based tests for the same four cases as in the previous comparison. In Figure 10, we plot the probability of error as a function of \( m \) for the three tests for the above four cases. It can be seen that the MMD-based test performs much better than the other two tests when \( p \) and \( q \) have the same mean and variance, and
performs as well as the other two tests in the remaining three cases.

5.3 Application to Real Data Set

In this subsection, we study how the MMD-based test performs on a real data set. We choose the collection of daily maximum temperature of Syracuse (New York, USA) in July from 1993 to 2012 as the normal data sequences, and the collection of daily maximum temperature of Makapulapai (Hawaii, USA) in May from 1993 to 2012 as anomalous sequences. Here, each data sequence contains daily maximum temperatures of a certain day across twenty years from 1993 to 2012. In our experiment, the data set contains 32 sequences in total, including one temperature sequence of Hawaii and 31 sequences of Syracuse. The probability of error is averaged over all cases with each using one sequence of Hawaii as the anomalous sequence. Although it seems easy to detect the sequence of Hawaii out of the sequences of Syracuse, the temperatures we compare for the two places are in May for Hawaii and July for Syracuse, during which the two places have approximately the same mean in temperature. In this way, it may not be easy to detect the anomalous sequence (in fact, some tests do not perform well as shown in Figure 11).

We apply the MMD-based test (for the case with no reference sequence) to the data set and compare its performance with t-test, FR-Wolf test, FR-Smirnov test, and Hall test. For the MMD-based test, we use the Gaussian kernel with $\sigma = 1$. In Figure 11, we plot the probability of error as a function of the length of sequence $m$ for all tests. It can be seen that the MMD-based test, Hall test, and FR-wolf test have the best performances, and all of the three tests are consistent with the probability of error converging to zero as $m$ goes to infinity. Furthermore, comparing to Hall and FR-wolf tests, the MMD-based test has the lowest computational complexity.

We also compare the performance of MMD-based test with the kernel-based tests KFDA and KDR for the same data set. For all three tests, we use Gaussian kernel with $\sigma = 1$. In Figure 12, we plot the probability of error as a function of the length of sequence for all
tests. It can be seen that all tests are consistent with the probability of error converging to zero as \( m \) increases, and the MMD-based test has the best performance among the three tests.

6 Conclusion

In this paper, we have investigated a nonparametric anomaly detection problem, in which normal and anomalous data sequences contain i.i.d. samples drawn from different distributions \( p \) and \( q \), respectively. We have built MMD-based distribution-free tests to detect anomalous sequences for two scenarios respectively with and without a reference sequence generated by \( p \). We have characterized the scaling behavior of the sample size \( m \) of samples as the total number \( n \) of sequences goes to infinity in order to guarantee consistency of the developed tests. We have also compared the scaling behavior of \( m \) for the two scenarios and for the cases with and without the knowledge of the number \( s \) of anomalous sequences. We have demonstrated our theoretic results by numerical examples and have demonstrated the performance of our tests by comparing it to other appealing tests. Our study of this problem demonstrates a useful application of the mean embedding of distributions and MMD, and we believe that such an approach can be applied to solving various other nonparametric problems.

Appendix

A Proof of Theorem 1

We first introduce the McDiarmid’s inequality which is useful in bounding the probability of error in our proof.

Lemma 1 (McDiarmid’s Inequality). Let \( f : \mathcal{X}^m \to \mathbb{R} \) be a function such that for all \( i \in \{1, \ldots, m\} \), there exist \( c_i < \infty \) for which

\[
\sup_{X \in \mathcal{X}^m, \tilde{x} \in \mathcal{X}} |f(x_1, \ldots, x_m) - f(x_1, \ldots, x_{i-1}, \tilde{x}, x_{i+1}, \ldots, x_m)| \leq c_i. \tag{23}
\]

Then for all probability measure \( p \) and every \( \epsilon > 0 \),

\[
P_X\left( f(X) - E_X(f(X)) > \epsilon \right) < \exp\left( -\frac{2\epsilon^2}{\sum_{i=1}^m c_i^2} \right), \tag{24}
\]

where \( X \) denotes \( (x_1, \ldots, x_m) \), \( E_X \) denotes the expectation over the \( m \) random variables \( x_i \sim p \), and \( P_X \) denotes the probability over these \( m \) variables.

We recall the notation \( X := (x_1, x_2, \ldots, x_m) \) and \( Y_k := (y_{k1}, y_{k2}, \ldots, y_{km}) \). Now for any index \( 1 \leq a \leq m \), we use \( X_{-a} \) and \( Y_{k,-a} \) to denote \( X \) and \( Y_k \) with the \( a \)-th component being removed, respectively.
In the test (6), we compute the MMD^2_u[X, Y_k] for each k, where 1 ≤ k ≤ n, as follows:
\[
\text{MMD}_u^2[X, Y_k] = \frac{1}{m(m-1)} \sum_{i=1}^{m} \sum_{j \neq i}^{m} k(x_i, x_j) + \frac{1}{m(m-1)} \sum_{i=1}^{m} \sum_{j \neq i}^{m} k(y_{ki}, y_{kj}) - \frac{2}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} k(x_i, y_{kj}).
\] (25)

In order to analyze the error probability for test (6), without loss of generality, we assume that Y_1 is the anomalous sequence, i.e., the sequence generated from the anomalous distribution q. Hence,
\[
P_e = P(k^* \neq 1) = P\left(\exists k \neq 1 : \text{MMD}_u^2[X, Y_k] > \text{MMD}_u^2[X, Y_1]\right)
\leq \sum_{k=2}^{n} P\left(\text{MMD}_u^2[X, Y_k] > \text{MMD}_u^2[X, Y_1]\right)
= \sum_{k=2}^{n} P\left(\text{MMD}_u^2[X, Y_k] - \text{MMD}_u^2[X, Y_1] + \text{MMD}^2[p, q] > \text{MMD}^2[p, q]\right). \quad (26)
\]

For any k ≥ 2, we define
\[
\Delta_k = \text{MMD}_u^2[X, Y_k] - \text{MMD}_u^2[X, Y_1]
= \frac{1}{m(m-1)} \sum_{i,j=1}^{m} \sum_{i \neq j}^{m} (k(y_{ki}, y_{kj}) - k(y_{1i}, y_{1j})) - \frac{2}{m^2} \sum_{i,j=1}^{m} (k(x_i, y_{kj}) - k(x_i, y_{1j})).
\] (27)

It can be seen that E[\Delta_k] = -MMD^2[p, q].

In order to apply McDiarmid’s inequality to bound (26), we first evaluate the following quantities. There are in total 3m variables that affect the value of \Delta_k. We study the influence of these 3m variables on \Delta_k in the following three cases.

For 1 ≤ a ≤ m, change of y_{1a} affects \Delta_k through the following terms,
\[
- \frac{2}{m(m-1)} \sum_{i=1, i \neq a}^{m} k(y_{1i}, y_{1a}) + \frac{2}{m^2} \sum_{i=1}^{m} k(x_i, y_{1a})
\]

In this test, the kernel we use is bounded, 0 ≤ k(x, y) ≤ K. Hence, we have
\[
|\Delta_k(X, Y_k, Y_{1,-a}, y_{1a}) - \Delta_k(X, Y_k, Y_{1,-a}, y_{1a}')| \leq \frac{4K}{m} \quad (28)
\]

Similarly, for 1 ≤ a ≤ m, and for k ≥ 2, change of y_{ka} affects \Delta_k through the following terms,
\[
\frac{2}{m(m-1)} \sum_{i=1, i \neq a}^{m} k(y_{ki}, y_{ka}) - \frac{2}{m^2} \sum_{i=1}^{m} k(x_i, y_{ka}).
\]
Therefore, we have
\[ |\Delta_k(X, Y_1, Y_{k-a}, y_{ka}) - \Delta_k(X, Y_1, Y_{k-a}, y_{ka}^{'})| \leq \frac{4K}{m}. \tag{29} \]

For \(1 \leq a \leq m\), change of \(x_a\) affects \(\Delta_k\) through the following terms,
\[ -\frac{2}{m^2} \sum_{j=1}^{m} (k(x_a, y_{kj}) - k(x_a, y_{1j})). \]

Hence, we have
\[ |\Delta_k(X-a, x_a, Y_1, Y_k) - \Delta_k(X-a, x_a, Y_1, Y_k)| \leq \frac{4K}{m}. \tag{30} \]

Combining (28), (29), and (30), and applying McDiarmid’s inequality, we have
\[
P\left( \text{MMD}_u^2[X, Y_k] - \text{MMD}_u^2[X, Y_1] + \text{MMD}^2[p, q] > \text{MMD}^2[p, q] \right)
= P\left( \Delta_k - \mathbb{E}[\Delta_k] > \text{MMD}^2[p, q] \right)
\leq \exp\left( -\frac{2\text{MMD}^4[p, q]}{m^2 \frac{16K^2}{m} + m^2 \frac{16K^2}{m} + m^2 \frac{16K^2}{m}} \right)
= \exp\left( -\frac{m\text{MMD}^4[p, q]}{24K^2} \right) \tag{31} \]

Therefore, we obtain
\[
P_e \leq n \exp\left( -\frac{m\text{MMD}^4[p, q]}{24K^2} \right) = \exp\left( \log n - \frac{m\text{MMD}^4[p, q]}{24K^2} \right), \tag{32} \]

which implies if
\[ m > \frac{24K^2 (1 + \eta)}{\text{MMD}^4[p, q]} \log n, \]

where \(\eta\) is any positive constant, then \(P_e \to 0\) as \(n \to \infty\). It is also clear that if the above condition is satisfied, \(P_e\) converges to zero exponentially fast with respect to \(m\). This completes the proof.

**B Proof of Theorem 2**

This proof is a generalization of the proof in Appendix A. Without loss of generality, we assume that the first \(s\) sequences are generated from the anomalous distribution \(q\). We
analyze the test (8) as follows:

\[
P_e = P\left(\hat{I} \neq \mathcal{I}\right)
\]

\[
= P\left(\exists k > s : \text{MMD}_u^2[X, Y_k] > \min_{1 \leq l \leq s} \text{MMD}_u^2[X, Y_l]\right)
\]

\[
\leq \sum_{k=s+1}^{n} \sum_{l=1}^{s} P\left(\text{MMD}_u^2[X, Y_k] > \text{MMD}_u^2[X, Y_l]\right)
\]

(33)

Following steps similar to those for obtaining (31), we have,

\[
P\left(\text{MMD}_u^2[X, Y_k] > \text{MMD}_u^2[X, Y_l]\right) \leq \exp\left(-\frac{m\text{MMD}_u^4[p, q]}{24K^2}\right),
\]

for \(s + 1 \leq k \leq n\) and \(1 \leq l \leq s\). Hence,

\[
P_e \leq \exp\left(\log((n - s)s) - \frac{m\text{MMD}_u^4[p, q]}{24K^2}\right),
\]

(34)

which implies that if

\[
m > \frac{24K^2(1 + \eta)}{\text{MMD}_u^4[p, q]} \log((n - s)s),
\]

where \(\eta\) is any positive constant, then \(P_e \to 0\) as \(n \to \infty\).

It is also clear that if the above condition is satisfied, \(P_e\) converges to zero exponentially fast with respect to \(m\).

The computations of the test include \(O(nm^2)\) computations of the kernel function values \(k(x, y)\), \(O(nm^2)\) additions, \(O(n)\) multiplications, and \(O(ns - \frac{s^2}{2})\) comparisons. Hence, the computational complexity is \(\max\{O(nm^2), O(ns - \frac{s^2}{2})\}\).

C  Proof of Theorem 3

We analyze the probability of error for the test (10) as follows. When \(s \neq 0\), without loss of generality, we assume that the first \(s\) sequences are the anomalous sequences. Hence,

\[
P_e = P\left(\hat{I} \neq \mathcal{I}\right)
\]

\[
= P\left(\exists l \leq s : \text{MMD}_u^2[X, Y_l] \leq \delta_n\right) \text{or} \left(\exists s + 1 \leq k \leq n : \text{MMD}_u^2[X, Y_k] > \delta_n\right)
\]

\[
\leq \sum_{l=1}^{s} P\left(\text{MMD}_u^2[X, Y_l] \leq \delta_n\right) + \sum_{k=s+1}^{n} P\left(\text{MMD}_u^2[X, Y_k] > \delta_n\right).
\]

(35)
Since $\delta_n \to 0$ as $n \to \infty$, for large enough $n$, $\text{MMD}^2[p,q] - \delta_n > 0$ holds. It can also be seen that $\mathbb{E}[\text{MMD}^2_u[X,Y]] = \text{MMD}^2[p,q]$, and $\mathbb{E}[\text{MMD}^2_u[X,Y_k]] = 0$. Hence, applying McDiarmid’s inequality, we obtain,

$$P\left(\text{MMD}^2_u[X,Y] \leq \delta_n\right) = P\left(\text{MMD}^2_u[X,Y] - \text{MMD}^2[p,q] \leq -(\text{MMD}^2[p,q] - \delta_n)\right) \leq \exp\left(-\frac{2(\text{MMD}^2[p,q] - \delta_n)^2}{m + \frac{16K^2}{m}}\right) = \exp\left(-\frac{m(\text{MMD}^2[p,q] - \delta_n)^2}{16K^2}\right),$$

for $1 \leq l \leq s$, and,

$$P\left(\text{MMD}^2_u[X,Y_k] > \delta_n\right) \leq \exp\left(-\frac{2\delta_n^2}{m + \frac{16K^2}{m}}\right) = \exp\left(-\frac{m\delta_n^2}{16K^2}\right),$$

for $s + 1 \leq k \leq n$. Therefore,

$$P_e \leq s \exp\left(-\frac{m(\text{MMD}^2[p,q] - \delta_n)^2}{16K^2}\right) + (n - s) \exp\left(-\frac{m\delta_n^2}{16K^2}\right) = \exp\left(\log s - \frac{m(\text{MMD}^2[p,q] - \delta_n)^2}{16K^2}\right) + \exp\left(\log(n - s) - \frac{m\delta_n^2}{16K^2}\right).$$

Hence, if

$$m > \frac{16(1 + \eta)K^2}{(\text{MMD}^2[p,q] - \delta_n)^2 \log s},$$

and

$$m > \frac{16(1 + \eta)K^2}{\delta_n^2 \log(n - s)},$$

where $\eta$ is any positive constant, then $P_e \to 0$, as $n \to \infty$.

When $s = 0$, $P_e = \sum_{i=1}^{n} P\left(\text{MMD}^2_u[X,Y_k] > \delta_n\right)$. Then applying (37), we have if

$$m > \frac{16(1 + \eta)K^2}{\delta_n^2 \log n},$$

where $\eta$ is any positive constant, then $P_e \to 0$, as $n \to \infty$.

The computations of the test include $\mathcal{O}(nm^2)$ computations of the kernel function values $k(x,y)$, $\mathcal{O}(nm^2)$ additions, $\mathcal{O}(n)$ multiplications, and $\mathcal{O}(n)$ comparisons. Hence, the computational complexity is $\mathcal{O}(nm^2)$. 


D Proof of Theorem 4

In order to analyze the probability of error for the test (15), without loss of generality, we assume that the first sequence is the anomalous sequence generated by the anomalous distribution \( q \). Hence,

\[
P_e = P(k^* \neq 1) = P\left( \exists k \neq 1 : \text{MMD}^2_u[Y_k, \overline{Y}_k] > \text{MMD}^2_u[Y_1, \overline{Y}_1] \right)
\]

\[
\leq \sum_{k=2}^{n} P\left( \text{MMD}^2_u[Y_k, \overline{Y}_k] > \text{MMD}^2_u[Y_1, \overline{Y}_1] \right),
\]

(42)

For notational convenience, we stack \( Y_1, \ldots, Y_n \) into a \( nm \) dimensional row vector \( Y = \{y_i, 1 \leq i \leq nm\} \), where \( Y_k = \{y_{(k-1)m+1}, \ldots, y_{km}\} \). And we define \( n' = (n - 1)m \). We then have,

\[
\text{MMD}^2_u[Y_1, \overline{Y}_1] = \frac{1}{m(m-1)} \sum_{i,j=1}^{m,m} k(y_i, y_j) + \frac{1}{n'(n'-1)} \sum_{i,j=m+1}^{nm, nm} k(y_i, y_j) - \frac{2}{mn'} \sum_{i=1}^{m,nm} k(y_i, y_j).
\]

(43)

For \( 2 \leq k \leq n \), we have,

\[
\text{MMD}^2_u[Y_k, \overline{Y}_k] = \frac{1}{m(m-1)} \sum_{i,j=(k-1)m+1}^{km,km} k(y_i, y_j) + \frac{1}{n'(n'-1)} \sum_{i,j=m+1}^{nm, nm} k(y_i, y_j) + 2 \sum_{i=1}^{m,(k-1)m} k(y_i, y_j)
\]

\[
+ 2 \sum_{j=km+1}^{(k-1)m,nm} k(y_i, y_j) + \sum_{i,j=km+1}^{(k-1)m,(k-1)m} k(y_i, y_j) + 2 \sum_{i=m+1}^{m,(k-1)m} k(y_i, y_j)
\]

\[
- \frac{2}{mn'} \left( \sum_{j=(k-1)m+1}^{km,km} k(y_i, y_j) + \sum_{i=m+1}^{(k-1)m,km} k(y_i, y_j) + \sum_{j=km+1}^{(k-1)m+1} k(y_i, y_j) \right).
\]

(44)

We define

\[
\Delta_k = \text{MMD}^2_u[Y_k, \overline{Y}_k] - \text{MMD}^2_u[Y_1, \overline{Y}_1].
\]

It can be shown that,

\[
E[\text{MMD}^2_u[Y_1, \overline{Y}_1]] = \text{MMD}^2[p, q],
\]
and
\[
\mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]] = \mathbb{E}_{x,x'} k(x, x') + \frac{1}{(n-1)m((n-1)m-1)} \left( m(m-1)\mathbb{E}_{y,y'} k(y, y') 
+ 2m^2(n-2)\mathbb{E}_{x,y} k(x, y) + ((n-2)m-1)(n-2)m \mathbb{E}_{x,x'} k(x, x') \right)
- \frac{2}{(n-1)m^2} \left( m^2\mathbb{E}_{x,y} k(x, y) + (n-2)m^2\mathbb{E}_{x,x'} k(x, x') \right)
\rightarrow 0, \text{ as } n \rightarrow \infty,
\] (45)
where \(x\) and \(x'\) are independent but have the same distribution \(p, y\) and \(y'\) are independent but have the same distribution \(q\). Hence, there exists a constant \(\theta\) that satisfies
\[
\mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]] < \theta < \text{MMD}^2[p, q],
\] (46)
for large enough \(n\).

We next divide the entries in \(\{y_1, \ldots, y_{nm}\}\) into three groups: \(Y_1 = \{y_1, \ldots, y_m\}\), \(Y_k = \{y_{(k-1)m+1} \ldots, y_{km}\}\), and \(\overline{Y}_k\) that contains the remaining entries. We define \(Y_{-a}\) as \(Y\) with the \(a\)-th component \(y_a\) being removed.

For \(1 \leq a \leq m\), \(y_a\) affects \(\Delta_k\) through the following terms
\[
\frac{1}{n'(n'-1)} \left( 2 \sum_{j=1 \atop j \neq a}^{m} k(y_a, y_j) + 2 \sum_{j=m+1}^{(k-1)m} k(y_a, y_j) + 2 \sum_{j=km+1}^{nm} k(y_a, y_j) \right)
- \frac{2}{mn'} \sum_{j=(k-1)m+1}^{km} k(y_a, y_j) - \frac{2}{m(m-1)} \sum_{j=k+1 \atop j \neq a}^{m} k(y_a, y_j) + \frac{2}{mn'} \sum_{j=m+1}^{nm} k(y_a, y_j).
\] (47)

Hence, for \(1 \leq a \leq m\), we have
\[
|\Delta_k(Y_{-a}, y_a) - \Delta_k(Y_{-a}, y_a')| \leq \frac{4K}{m} \left( 1 + \mathcal{O}\left(\frac{1}{n}\right) \right).
\] (48)

For \((k-1)m + 1 \leq a \leq km\), \(y_a\) affects \(\Delta_k\) through
\[
\frac{2}{m(m-1)} \sum_{j=(k-1)m+1 \atop j \neq a}^{km} k(y_a, y_j) - \frac{2}{mn'} \left( \sum_{i=1}^{m} k(y_i, y_a) + \sum_{i=m+1}^{(k-1)m} k(y_i, y_a) + \sum_{j=km+1}^{nm} k(y_a, y_j) \right)
- \frac{2}{n'(n'-1)} \sum_{j=m+1 \atop j \neq a}^{nm} k(y_a, y_j) + \frac{2}{mn'} \sum_{i=1}^{m} k(y_a, y_i).
\] (49)

Hence, for \((k-1)m + 1 \leq a \leq km\), we have
\[
|\Delta_k(Y_{-a}, y_a) - \Delta_k(Y_{-a}, y_a')| \leq \frac{4K}{m} \left( 1 + \mathcal{O}\left(\frac{1}{n}\right) \right).
\] (50)
For \( m + 1 \leq a \leq (k - 1)m \) or \( km + 1 \leq a \leq nm \), \( y_a \) affects \( \Delta_k \) through

\[
\frac{2}{n'(n' - 1)} \left( \sum_{i=1}^{m} k(y_i, y_a) + \sum_{i=\text{m+1}}^{(k-1)m} k(y_i, y_a) + \sum_{j=\text{m+1}}^{nm} k(y_a, y_j) \right) - \frac{2}{mn'} \sum_{j=(k-1)m+1}^{km} k(y_a, y_j)
- \frac{1}{n'(n' - 1)} \sum_{j=m+1}^{nm} k(y_a, y_j) + \frac{2}{mn'} \sum_{i=(k-1)m+1}^{km} k(y_i, y_a)
\]

(51)

Hence, for \( m + 1 \leq a \leq (k - 1)m \) or \( km + 1 \leq a \leq nm \), we have

\[
|\Delta_k (Y-a, y_a) - \Delta_k (Y-a, y'_a)| \leq \frac{1}{m} \left( \mathcal{O} \left( \frac{1}{n} \right) \right).
\]

(52)

We further derive the following probability,

\[
P \left( \text{MMD}_u^2[Y_k, \overline{Y}_k] > \text{MMD}_u^2[Y_1, \overline{Y}_1] \right)
= P \left( \text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_1, \overline{Y}_1] + \text{MMD}^2[p, q] > \text{MMD}^2[p, q] \right)
\leq P \left( \text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_1, \overline{Y}_1] + \text{MMD}^2[p, q] - E[\text{MMD}_u^2[Y_k, \overline{Y}_k]] > \text{MMD}^2[p, q] - \theta \right),
\]

(53)

where (a) follows from (46).

Combining (18), (50), (52), and applying McDiarmid’s inequality, we have,

\[
P \left( \text{MMD}_u^2[Y_k, \overline{Y}_k] > \text{MMD}_u^2[Y_1, \overline{Y}_1] \right)
\leq \exp \left( -\frac{2(MMD^2[p, q] - \theta)^2}{2m \frac{16K^2}{m}(1 + \mathcal{O}(\frac{1}{n})) + \frac{1}{m} \mathcal{O}(\frac{1}{n})} \right)
= \exp \left( -\frac{m(MMD^2[p, q] - \theta)^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right)
\]

(54)

Hence,

\[
P_e \leq \exp \left( \log n - \frac{m(MMD^2[p, q] - \theta)^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right).
\]

(55)

Since \( \theta \) can be picked arbitrarily close to zero, we conclude that if

\[
m > \frac{16K^2(1 + \eta)}{\text{MMD}^4[p, q]} \log n,
\]

(56)

where \( \eta \) is any positive constant, then \( P_e \to 0 \) as \( n \to \infty \). It is also clear that if the above condition is satisfied, \( P_e \) converges to zero exponentially fast with respect to \( m \). This completes the proof.
E  Proof of Theorem 5

We analyze the performance of the test (17). Without loss of generality, we assume that the first \(s\) sequences are anomalous and are generated from distribution \(q\). Hence, the probability of error can be bounded as,

\[
P_e = P\left( \exists k > s : \text{MMD}_u^2[Y_k, \overline{Y}_k] > \min_{1 \leq l \leq s} \text{MMD}_u^2[Y_l, \overline{Y}_l] \right)
\]

\[
\leq \sum_{k=s+1}^{n} \sum_{l=1}^{s} P\left( \text{MMD}_u^2[Y_k, \overline{Y}_k] > \text{MMD}_u^2[Y_l, \overline{Y}_l] \right).
\]

Using the fact that \(s/n \to \alpha\), where \(0 \leq \alpha < \frac{1}{2}\), and using (43) and (44), we can show that

\[
E[\text{MMD}_u^2[Y_l, \overline{Y}_l]] \to (1 - \alpha)^2\text{MMD}^2[p, q],
\]

as \(n \to \infty\), for \(1 \leq l \leq s\), and

\[
E[\text{MMD}_u^2[Y_k, \overline{Y}_k]] \to \alpha^2\text{MMD}^2[p, q],
\]

as \(n \to \infty\), for \(s + 1 \leq k \leq n\). Hence, there exists a constant \(\theta\) such that

\[
0 < \theta < (1 - \alpha)^2\text{MMD}^2[p, q] - \alpha^2\text{MMD}^2[p, q]
\]

and

\[
E[\text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_l, \overline{Y}_l]] < \alpha^2\text{MMD}^2[p, q] - (1 - \alpha)^2\text{MMD}^2[p, q] + \theta,
\]

for large enough \(n\).

Therefore, we obtain,

\[
P\left( \text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_l, \overline{Y}_l] > 0 \right)
\]

\[
= P\left( \text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_l, \overline{Y}_l] - E[\text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_l, \overline{Y}_l]]
\]

\[
> - E[\text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_l, \overline{Y}_l]] \right)
\]

\[
\leq P\left( \text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_l, \overline{Y}_l] - E[\text{MMD}_u^2[Y_k, \overline{Y}_k] - \text{MMD}_u^2[Y_l, \overline{Y}_l]]
\]

\[
> ( (1 - \alpha)^2 - \alpha^2)\text{MMD}^2[p, q] - \theta \right),
\]

for large enough \(n\).

Applying McDiarmid’s inequality, we obtain,

\[
P_e \leq \exp\left( \log((n - s)s) - \frac{m((1 - 2\alpha)\text{MMD}^2[p, q] - \theta)^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right).
\]
Since $\theta$ can be arbitrarily small, we conclude that if,

$$m > \frac{16K^2(1 + \eta)}{(1 - 2\alpha)^2 \text{MMD}^4[p, q] \log(s(n - s))},$$

(63)

where $\eta$ is any positive constant, then $P_e \to 0$, as $n \to \infty$. It is also clear that if the above condition is satisfied, $P_e$ converges to zero exponentially fast with respect to $m$.

The computations of the test (17) include $O(n^3 m^2)$ computations of kernel function values $k(x, y)$, $O(n^3 m^2)$ additions, $O(n)$ multiplications, and $O(ns - \frac{s^2}{2})$ comparisons. Hence, the computational complexity is $O(n^3 m^2)$.

**F Proof of Theorem 6**

We analyze the performance of the test (19). Without loss of generality, we assume that the first $s$ sequences are the anomalous sequences. Hence,

$$P_e = P\left( \exists 1 \leq l \leq s : \text{MMD}^2_u[Y_l, \overline{Y}_l] \leq \delta_n \right) \lor \left( \exists s + 1 \leq k \leq n : \text{MMD}^2_u[Y_k, \overline{Y}_k] > \delta_n \right)$$

$$\leq \sum_{l=1}^{s} P\left( \text{MMD}^2_u[Y_l, \overline{Y}_l] \leq \delta_n \right) + \sum_{k=s+1}^{n} P\left( \text{MMD}^2_u[Y_k, \overline{Y}_k] > \delta_n \right).$$

(64)

Using the fact that $\frac{s}{n} \to 0$ as $n \to \infty$, and using (43) and (44) we obtain,

$$\mathbb{E}\left[ \text{MMD}^2_u[Y_l, \overline{Y}_l] \right] \to \text{MMD}^2[p, q],$$

(65)

$$\mathbb{E}\left[ \text{MMD}^2_u[Y_k, \overline{Y}_k] \right] \to 0,$$

(66)

as $n \to \infty$, for $1 \leq l \leq s$ and $s + 1 \leq k \leq n$.

Due to (65), there exists a constant $\epsilon$ such that $-\mathbb{E}[\text{MMD}^2_u[Y_l, \overline{Y}_l]] < -\text{MMD}^2[p, q] + \epsilon$ for large enough $n$.

For $1 \leq l \leq s$, we drive,

$$P\left( \text{MMD}^2_u[Y_l, \overline{Y}_l] \leq \delta_n \right)$$

$$= P\left( \text{MMD}^2_u[Y_l, \overline{Y}_l] - \mathbb{E}[\text{MMD}^2_u[Y_l, \overline{Y}_l]] \leq -\mathbb{E}[\text{MMD}^2_u[Y_l, \overline{Y}_l]] + \delta_n \right)$$

$$\leq P\left( \text{MMD}^2_u[Y_l, \overline{Y}_l] - \mathbb{E}[\text{MMD}^2_u[Y_l, \overline{Y}_l]] \leq -(\text{MMD}^2[p, q] - \epsilon - \delta_n) \right),$$

(67)
for large enough $n$. Therefore, by applying McDiarmid’s inequality, we obtain,

$$P\left( \text{MMD}^2_u[Y_t, \overline{Y}_t] \leq \delta_n \right) \leq \exp\left( -\frac{2(\text{MMD}^2[p, q] - \epsilon - \delta_n)^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right)$$

$$= \exp\left( -\frac{m(\text{MMD}^2[p, q] - \epsilon - \delta_n)^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right),$$

(68)

for large enough $n$.

For $s + 1 \leq k \leq n$,

$$P\left( \text{MMD}^2_u[Y_k, \overline{Y}_k] > \delta_n \right)$$

$$= P\left( \text{MMD}^2_u[Y_k, \overline{Y}_k] - \mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]] > \delta_n - \mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]] \right).$$

(69)

Using the fact that $\frac{s^2}{n^2\delta_n} \to 0$ as $n \to \infty$, we can show that

$$\frac{\mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]]}{\delta_n} \to 0,$$

as $n \to \infty$. Hence, for large enough $n$, $\delta_n > \mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]]$. Therefore, using McDiarmid’s inequality, we have

$$P\left( \text{MMD}^2_u[Y_k, \overline{Y}_k] > \delta_n \right)$$

$$\leq \exp\left( -\frac{2(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]])^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} + \frac{16K^2(1 + \mathcal{O}(\frac{1}{n}))}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right)$$

$$= \exp\left( -\frac{m(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]])^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right).$$

(70)

Therefore,

$$P_e \leq s \exp\left( -\frac{m(\text{MMD}^2[p, q] - \epsilon - \delta_n)^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right)$$

$$+ (n - s) \exp\left( -\frac{m(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]])^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right)$$

$$= \exp\left( \log s - \frac{m(\text{MMD}^2[p, q] - \epsilon - \delta_n)^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right)$$

$$+ \exp\left( \log(n - s) - \frac{m(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y_k, \overline{Y}_k]])^2}{16K^2(1 + \mathcal{O}(\frac{1}{n}))} \right),$$

(71)
for large enough $n$. Hence, we conclude that if

$$m > \frac{16(1 + \eta)K^2}{(\text{MMD}^2[p,q] - \delta_n)^2} \log s,$$  \hspace{1cm} (72)

and

$$m > \frac{16(1 + \eta)K^2}{(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y_k, \bar{Y}_k]])^2} \log(n - s),$$ \hspace{1cm} (73)

where $\eta$ is any positive constant, then $P_e \to 0$, as $n \to \infty$.

When $s = 0$, $P_e = \sum_{k=1}^{n} P(\text{MMD}^2_u[Y_k, \bar{Y}_k] > \delta_n)$, then applying (70), we have if

$$m > \frac{16(1 + \eta)K^2}{(\delta_n - \mathbb{E}[\text{MMD}^2_u[Y_k, \bar{Y}_k]])^2} \log n,$$ \hspace{1cm} (74)

where $\eta$ is any positive constant, then $P_e \to 0$, as $n \to \infty$.

The computations of the test (19) include $O(n^3m^2)$ computations of kernel function values $k(x,y)$, $O(n^3m^2)$ additions, $O(n)$ multiplications, and $O(n)$ comparisons. Hence, the computational complexity is $O(n^3m^2)$.
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