Internet traffic classification (TC) is a critical technique in network management and is widely applied in various applications. In traditional TC problems, the edge devices need to send the raw traffic data to the server for centralized processing, which not only generates a lot of communication overhead but also leads to the privacy leakage and information security issues. Federated learning (FL) is a new distributed machine learning paradigm that allows multiple clients to train a global model collaboratively without raw traffic data sharing. The TC in a FL framework preserves the user privacy and data security by keeping the raw traffic data local. However, because of the different user behaviours and preferences, traffic data heterogeneity emerges. The existing FL solutions introduce bias in model training by averaging the local model parameters from all heterogeneous clients, which degrades the classification accuracy of the learnt global classification model. To improve the classification accuracy in heterogeneous data environment, this paper proposes a novel client selection algorithm, namely, WCL, in federated paradigm based on a combination of model weight divergence and local model training loss. Extensive experiments on the public traffic dataset QUIC and ISCX have proved that the WCL algorithm obtains, compared to CMFL, superior performance in improving model accuracy and convergence speed on low heterogeneous traffic data and high heterogeneous traffic data, respectively.

1. Introduction

Internet traffic classification, which classifies network traffic into different classes, plays a significant role in network management, such as network anomaly detection, quality of service (QoS), network monitoring, and traffic engineering (TE). In recent years, numerous TC methods have been proposed to classify the Internet traffic and the methods can be mainly divided into three categories: port-based classification methods [1], payload-based classification methods [2], and machine learning- (ML-) based [3] methods. In these traditional classification methods, all the raw traffic data have to be uploaded to the server for centralized processing, which raises peoples’ concerns about data security and user privacy.

FL [4, 5] is a new proposed distributed ML paradigm that can address the data privacy and security issues in TC. In a FL paradigm, the raw traffic data is kept in local clients for training and the clients share the learnt classification model instead of raw traffic data, which greatly preserves user privacy and data security. However, due to the different user behaviours and preferences, heterogeneity of client data emerges. The heterogeneous traffic data introduces bias in model training and degrades global model accuracy in FL, for existing federated solutions mainly average the local models from selected clients to obtain the global model. Therefore, how to alleviate the bias of high heterogeneous data in global model training in FL has become a hot research topic. The existing works mainly adopt to weighted averaging the local model parameters [6] or selecting the
clients according to the same sign counts between the local models and global model \[7\], which can hardly eliminate the high heterogeneity clients in model aggregation.

Based on the abovementioned problems, in this paper, we propose a client selection method in FL based on a combination of model weight divergence and client training loss. For eliminating the high heterogeneous clients in model aggregation, the server selects the clients with smaller model weight divergence. For improving the convergence speed in FL, the server selects the clients with larger training losses. This algorithm can improve the traffic classification accuracy and convergence speed for model training in FL by selecting the appropriate clients to participate in. The main contributions of this paper are as follows:

(i) First, we study the TC problem in a federated paradigm for preserving the data security and user privacy

(ii) Second, we propose a new client selection algorithm WCL to optimize the accuracy and convergence speed of the FL model. Specifically, we combine the weight divergence between the client and the global model and the loss value of the client training process when selecting the clients in model aggregation

(iii) Third, we conducted extensive experiments on public datasets QUIC and ISCX to demonstrate the superiority of the WCL algorithm. The experimental results demonstrate that WCL can improve the classification accuracy under different environment settings. Moreover, the convergence speed can also be improved.

The rest of this paper is structured as follows. Section 2 is the related works on FL and TC. Section 3 presents the introduction of FL and the problem description. In Section 4, we provide the details about the proposed client selection algorithm WCL. In Section 5, we use real traffic datasets to evaluate the WCL algorithm under different environment settings. Finally, we make a conclusion in Section 6.

2. Related Work

In this part, we summarize the related works of FL and TC in recent years.

2.1. FL. There are two scenarios in FL. For the first scenario where all clients participate, Konečný et al. \[8–18\] proposed that the client data may be highly heterogeneous, which will affect the convergence of the local update SGD and may lead to a decrease in the accuracy of the FL model. In order to reduce the model accuracy on the heterogeneity of data, Sahu et al. have proposed the second scenario where only partial clients participate in the FL \[19, 20\]. In this paper, we study the Internet traffic classification in a FL scenario with partial client participation. However, how to choose the appropriate clients to improve the model accuracy and convergence speed poses a big challenge.

Luping et al. \[7\] proposed an orthogonal method CMFL to prevent the uploading of training data from clients with lower correlation. The CMFL method uses the global update in the previous iteration to estimate the global update in the current iteration. This article explains that since the training of the model usually converges smoothly, the difference between the two sequential global models should be small. Therefore, the CMFL algorithm uses orthogonal calculations between the model training update data of the current client and the global model update in the previous iteration to determine the correlation between the client model update and the global model update. However, the relationship between orthogonal calculation and correlation mentioned in the paper does not seem to be convincing. However, the CMFL method has obvious effects in reducing communication overhead, but the improvement in model accuracy is extremely limited. Specifically, in the client selection algorithm, the power-of-choice framework improves the convergence speed of the model and the effect is obvious.

Cho et al. \[21\] proposed power-of-choice, a client selection framework with high communication and computational efficiency. The power-of-choice framework has also been confirmed, which can greatly improve the convergence speed of the model while reducing communication overhead. But this framework also has the same problem, that is, the improvement of model accuracy is very limited. Specifically, in the client selection algorithm, the power-of-choice framework improves the convergence speed of the model and the effect is obvious. Zhang et al. \[6\] mentioned the influence of the degree of nonindependent (non-IID) of client data on FL model training. The highly heterogeneous data distribution caused by non-IID data will bring bias in model training and may lead to a decrease in the accuracy of the FL model. Therefore, Zhang et al. \[6\] proposed a new FL method CSFedAvg. The CSFedAvg method uses the weight divergence to identify the non-IID degrees of clients, and CSFedAvg selects client update data with lower degree of non-IID according to the weight divergence to train the global model. This algorithm improves the model accuracy and convergence speed to a certain extent, but the improvement effect is limited. Therefore, how to choose a suitable client to participate in the training is a research hot-spot that has received wide attention in the FL algorithm.

2.2. TC. TC has a wide range of applications in network management, including traffic security monitoring and service quality monitoring. In recent years, numerous TC methods have been proposed, which can be divided into three categories: port-based classification methods, load-based classification methods, and ML methods.

(1) Port-based traffic classification method: the port-based classification method uses the port number in the TCP/UDP header to classify different types of network traffic. Obviously, the port-based classification is very simple and convenient. However, most new network applications use random port technology for data transmission, which brings difficulties to classification. And Auld et al. \[2\] proposed that this method is prone to interference, and the classification accuracy obtained is extremely unsatisfactory...
In this section, for the ease of understanding, we first briefly state the main steps of a FL framework, and give the general framework of FL in Figure 1. Then, we introduce the definition of Internet traffic classification problem in FL.

3. Preliminary

In this paper, we propose a new FL algorithm WCL. The WCL algorithm proposes a new client selection scheme to select the clients with low heterogeneity in model aggregation, thereby effectively improving the training accuracy and convergence speed of the global model.

3.1. FL. In general, we can decompose the communication process of FL into 4 steps as shown in Figure 1:

1. Server first broadcasts the global model to the local clients
2. The local clients download the global model and train the traffic classification model with local raw traffic data using ML methods, such as SVM and deep learning (DL)
3. The local client uploads the trained model parameters to the federated server
4. Finally, the local models from the clients are aggregated in server, which commonly uses FedAvg algorithm [4]

After learning the communication process of FL, we now formalize the description of the model training process in FL as follows. Given a client set $C = \{C_1, C_2, \cdots, C_N\}$ and a client local dataset $D = \{D_1, D_2, \cdots, D_N\}$, here $N$ is the number of clients. In the client set $C$, $C_k$ represents the $k$-th client. In the dataset $D_k$ represents the local data of the $k$-th client. For a traffic classification model, the goal is to minimize the model parameter $x$ of the average classification loss $f(x)$:

$$ \text{minimize } f(x) = \frac{1}{N} \sum_{k=1}^{N} f_k(x), $$

where $f_k(x)$ represents the loss value of client $k$ when using its local data to train the model.

In the model training iteration process, we choose stochastic gradient descent (SGD) to optimize the model. Then, the update of the model $x_k(i)$ in the $i$-th round of communication can be formulated as follows:

$$ x_k(i) = x_k(i-1) - \eta_i \nabla f_k(x_k(i-1)), $$

where $\eta_i$ denotes the learning rate in round $i$ and $\nabla f_k(x_k(i-1))$ denote the gradient function.

Then, after obtaining the client model parameters in the current communication process, the server needs to integrate the client model parameters and obtain the global model $x(i)$ formulated as follows:

$$ x(i) = \frac{1}{N} \sum_{k=1}^{N} x_k(i). $$

3.2. Traffic Classification Problem Definition in FL. The traffic classification problem is a multiclassification problem. In FL, given the distributed traffic dataset $D_i = \{X_i, Y_i\}$ in each client $i$, we need to find a function $W$ to make the predicted value $W(X_i)$ of the function as close as possible to the target value $Y_i$.

The definition of notations is summarized in Table 1.

4. Algorithm Description

In this section, we will introduce a new FL algorithm WCL, which proposes a new client selection scheme to improve the accuracy and convergence speed of the global classification model. Specifically, we first present the framework of the WCL algorithm. Then, we introduce our proposed algorithm WCL in details.

4.1. An Overview of the Proposed Algorithm WCL. In order to facilitate understanding, we first introduced the framework of WCL, which is shown in Figure 2. We assume that there is a federated server and $N$ clients. Each client has its generated raw traffic data, and the client does not need to send its own private data to the server. The framework of FL preserve the user privacy and data security. In each round of WCL communication, the main process can be summarized as follows.

(i) Step 1: the federated server uploads the global model and broadcasts it to candidate clients

(ii) Step 2: after the client receives the server model, it uses its local data to train its own local model

(iii) Step 3: after the client local model is trained, each client calculates the weight divergence between its own local model parameters and the global model.
parameters. Then, the clients send the weight divergence and the local model training loss to the server.

(iv) Step 4: the server considers the weight divergence and client loss returned by the client and obtains a priority value by considering two factors at the same time according to a certain weight ratio and selects a certain ratio of clients according to the priority value of each client.

(v) Step 5: the client selected to upload model parameters uploads its own local model parameters to the server.

(vi) Step 6: the server receives the model parameters from the selected clients, aggregates them, and obtains the global model.

The above 6 steps form a communication round in the WCL algorithm. We need to iterate the above steps for multiple rounds until the target accuracy of the model is reached. It can be seen that compared to the traditional FL in which all clients participate, WCL algorithm adds two steps to each round of communication: (a) calculate weight bias and obtain client loss and (b) select the clients in FL.

4.2 Algorithm Details. We now introduce the WCL algorithm in details. The pseudocode of the WCL algorithm is shown in Algorithm 1. The input of the algorithm includes client set $C = \{C_1, C_2, \cdots, C_N\}$, the weight coefficients of the weight divergence $r_1$ and the weight coefficients of client loss $r_2$, the initial global model of the federated server: $x(0)$, selected clients ratio $m$, the number of candidate clients $N$, and learning rate $\eta$. The output of the WCL algorithm is an optimized global model $x$. Then, the main process of WCL is shown as follows.

The federated server first broadcasts the initial global model $x(0)$ to the candidate clients.

Then, the client receives the global model from the server and uses the local raw traffic data to train its local
model. We set the client model for round $t$ as $x_k(t)$. We can formulate the whole process as follows:

$$x_k(t) = x_k(t-1) - \eta_t \nabla f_k(x_k(t-1)),$$

where $\eta_t$ denotes the client learning rate in round $t$ and $\nabla f_k(x_k(t-1))$ denotes the gradient function. It can be clearly seen that $x_k(t-1)$ is consistent with $x(t-1)$.

After the client local model is trained, each client calculates the weight divergence $w_k(t)$ between its own local model parameters $x_k(t)$ and the global model parameters $x$. Since the optimization of the model is usually smooth, we believe that the difference between the model parameters of two adjacent rounds in sequence is small. Therefore, we use the global model of the previous round of communication $x(t-1)$ to calculate the weight divergence between the current round of the client model and the global model. Then, the client sends the weight divergence $w_k(t)$ and the client loss $l_k(t)$ to the server. Since the weight divergence and the client loss are rational numbers with small values, the communication overhead can be almost ignored compared to the model parameters. Then, we can formulate the weight divergence calculation as follows:

$$w_k(t) = \frac{||x_k(t) - x(t-1)||}{||x(t-1)||}.$$  

The clients with less weight divergence and larger training loss are preferred in the client selection for alleviating the model bias incurred by the high heterogeneous clients, at the same time improving the converging speed.

The server considers both the model weight divergence $w_k(t)$ and client loss $l_k(t)$ uploaded by the clients and obtains a priority value $p_k(t)$ by considering a linear combination of two factors at the same time. The value of $p_k(t)$ is computed as follows:

$$p_k(t) = r_1 w_k(t) - r_2 l_k(t),$$  

where $r_1, r_2$ represent the weight coefficients of weight divergence value and client training loss value, respectively.

Once the priority value of the client is obtained, we can determine the set of selected clients $C_s$ by selecting the clients with smaller values of $p_k(t)$.

$$C_s = \{C_1, C_2, \ldots, C_n\},$$

where $n$ denotes the number of selected clients and $m$ denotes the selected client ratio. The value of $n$ is computed as follows:

$$n = m \ast N.$$  

Then, the clients in $C_s$ are selected to upload model parameters to the server for model aggregation.

Finally, the server receives the model parameters from the selected clients, aggregates the local models, and obtains the global model. In this paper, we leverage the most widely used method FegAvg to aggregate the client model. The process of averaging the uploaded local models is shown as follows.

$$x(t) = \frac{1}{n} \sum_{k=1}^{n} x_k(t).$$

The above process is repeated until reaching the
Input: Clients set \( C \), the weight factor of the weight divergence and client loss \( r_1, r_2 \), the initial global model of the federated server \( x(0) \), selected clients ratio \( m \) during communication, number of candidate clients \( N \), learning rate \( \eta \).

Output: Optimized global model \( x_1 \):

1. Initialize \( t = 0, x(0) \leftarrow x(t), C = \{C_1, C_2, \ldots, C_N\} \)
2. for each communication round \( t = 1, 2, \ldots, T \) do
3. \( x(t-1) \leftarrow \text{federatedBroadcast}(x(t-1)) \)
4. for each client \( C_k \in C \) do
5. \( x_k(t) \leftarrow \text{clientUpdate}(D_k, x(t-1)) \)
6. \( w_k(t) \leftarrow \text{getWeightBiasValues}(x(t-1), x_k(t)) \)
7. end for
8. \( C_s \leftarrow \text{chooseClient}(w_1::N(t), m, l_1::N(t)) \)
9. for \( \forall C_i \in C_s \) do
10. \( w_{1::n}(t) = \sum_{k=1}^{n} x_k(t) \)
11. end for
12. \( x(t) = \frac{1}{n} \sum_{k=1}^{n} x_k(t) \leftarrow \text{getNewState}(C_s, w_{1::n}) \)
13. end for
14. function CLIENTUPDATE\( D_k, x(t-1) \)
15. for each local training epoch \( j = 1, 2, \ldots, J \) do
16. \( x_k(t) = x_k(t-1) - \eta t \nabla f_k(x_k(t-1)) \)
17. end for
18. return \( x_k(t) \)
19. end function
20. function CHOOSECLIENT\( w_{1::N}(t), CS, l_{1::N}(t) \)
21. for each client \( k = 1, 2, \ldots, N \) do
22. \( p_k(t) = r_1 w_k(t) + r_2 l_k(t) \)
23. end for
24. \( C_{index} \leftarrow \text{topCS, OfClient}(p_{1::N}(t)) \)
25. return \( C_i \)
26. end function

Algorithm 1: The proposed algorithm WCL in FL.

Figure 3: Accuracy curves of WCL under QUIC dataset with 30 clients and the selected client ratio set to 0.3 in two different data distribution situations: (a) high data heterogeneity and (b) low data heterogeneity.
maximum iteration times $T$. Finally, we can obtain a global classification model that improves the classification accuracy in heterogeneous environment.

## 5. Evaluation

In this part, we conducted extensive simulation experiments on public datasets to prove the superiority of the WCL algorithm. In the simulation experiment, we assume that all participating clients have the same computational capabilities. At the same time, we assume our system is a synchronized client-server system. All participating clients train the local model with the local traffic data and upload their weight divergence and training loss to the server. The server must wait for all participating clients to accomplish the parameters uploading. We implemented the WCL algorithm using python and keras. During the evaluation process, the experiment was conducted on a personal computer equipped with a 2.8 GHz Intel Core i7-7700HQ and 8 GB of RAM.

The local learning models used by the WCL algorithm are the CNN models. The model consists of an input layer, convolutional layer, pooling layer, fully connected layer, and output layer. We set 3 layers of convolutional layer, the convolution kernel is a $3 \times 3$ convolution kernel, and the pooling parameter is set to 2. The three convolutional layers have 32, 64, and 128 convolution kernels.
respectively. And, in the convolutional layer and the fully connected layer, we choose ReLU as the activation function. In the output layer, we choose softmax as the activation function.

We used public traffic datasets QUIC and ISCX to validate the performance of WCL. The QUIC dataset includes 6589 traffic data samples, which can be classified into 5 categories. The ISCX dataset contains 60,000 traffic data samples, which can be divided into 14 categories. During the experiment, we set the number of communication between the client and the federation server to 300, the number of local iterations of the client to 10, and the ratio of the client to own the dataset to 0.8. For the number of clients, we have experiment with multiple sets of parameters. The number of clients are 30, 40, and 50, respectively. The selected clients ratios is set to 0.3. In addition, we set up two types of clients in the simulation experiment: (1) clients with smaller dataset distribution differences and (2) clients with larger dataset distributions. For the distribution of these two datasets, we also conducted a large number of simulation experiments to prove the superiority of the WCL algorithm. In order to demonstrate the improvement effect of

Figure 6: Accuracy curves of WCL under ISCX dataset with 30 clients and the selected clients ratio set to 0.3 in two different data distribution situations: (a) high data heterogeneity and (b) low data heterogeneity.

Figure 7: Accuracy curves of WCL under ISCX dataset with 40 clients and the selected client ratio set to 0.3 in two different data distribution situations: (a) high data heterogeneity and (b) low data heterogeneity.
the algorithm, we compare with the algorithm CMFL proposed in [7]. We plot the accuracy curves on the two datasets when the number of clients is set to 30, 40, and 50 in Figures 3–8.

As shown in Figures 3–8, we demonstrate the performance of the proposed WCL algorithm in improving the accuracy of the model and accelerating the convergence speed by comparing with the baseline. It can be seen from Figures 3–8 that whether it is on high heterogenous traffic data or low heterogenous traffic data, the WCL algorithm has a significant improvement in improving model accuracy compared with the CMFL algorithm. Similarly, in Figures 3–8, it can also be clearly observed that compared to the CMFL algorithm, the WCL algorithm has a significant improvement in model accuracy and convergence speed.

In Tables 2 and 3, we give a summary of the improvement ratios of the WCL algorithm on the two datasets. As shown in Table 2, the performance of WCL on the QUIC dataset is summarized. When the number of clients is 30, the accuracy improvement ratio of the WCL algorithm compared to the CMFL on the traffic data with different heterogeneities is 35.4% and 23.9%, respectively; when the number of clients is 40, the accuracy improvement ratio of the WCL algorithm compared to the CMFL on the traffic data with different heterogeneities is 39.3% and 26.7%, respectively; when the number of clients is 50, the accuracy improvement ratio of WCL compared to the CMFL on the traffic data with different heterogeneities is 31.6% and 25.5%, respectively. Table 3 summarizes the performance of WCL on the ISCX dataset. When the number of clients is set to 30, the improvement effect of WCL on the two distributions is 23.1% and 46.1%, respectively; when the number of clients is set to 40, the improvement effect of WCL is 27.9% and 16.2%, respectively; when the number of clients is set to 50, the WCL improvement effect is 16.3% and 11.7%, respectively.

In addition, we can also derive some conclusions related to the degree of data heterogeneity in Tables 2 and 3. The results in Tables 2 and 3 show that when the data has high heterogeneity, the improvement ratio of WCL compared to CMFL is higher than the improvement ratio when the data is in low heterogeneity. Combining the analysis of Figures 3–8 with Tables 2 and 3, it can be seen that when the data has high heterogeneity, the performance of CMFL is much worse than that has low heterogeneity data. In summary, WCL demonstrates its efficiency regardless of the high heterogeneous data or the low heterogeneous data. The WCL algorithm is not only suitable for low heterogeneous data but also for highly heterogeneous data. This also further reflects the superiority of the WCL algorithm.

Table 2: The improvement effect of the model accuracy of the WCL algorithm on the QUIC dataset.

| Client number | Improvement on QUIC |
|---------------|---------------------|
|               | High data heterogeneity | Low data heterogeneity |
| 30            | 35.4%                | 23.9%                  |
| 40            | 39.3%                | 26.7%                  |
| 50            | 31.6%                | 25.5%                  |

Table 3: The improvement effect of the model accuracy of the WCL algorithm on the ISCX dataset.

| Client number | Improvement on ISCX |
|---------------|---------------------|
|               | High data heterogeneity | Low data heterogeneity |
| 30            | 23.1%                | 46.1%                  |
| 40            | 27.9%                | 16.2%                  |
| 50            | 16.3%                | 11.7%                  |
6. Conclusion

This paper proposes a novel client selection algorithm WCL in FL to improve the training accuracy and convergence speed of the global classification model. Because the high heterogeneous client data will affect the accuracy and convergence speed of the federation model, in this paper, we propose a new client selection scheme based on weight divergence and client training loss in the WCL algorithm. In the selection process, the weight divergence reflects the degree of heterogeneity of client data. At the same time, considering the selection divergence of the client with higher local training loss makes the model converge faster. We demonstrate that a combination of weight divergence and local training loss of the clients can greatly improve the accuracy of the model and the speed of convergence when selecting the clients. In the evaluation, extensive experiments are conducted on the public traffic datasets QUIC and ISCX. The simulation experiment results show that the WCL algorithm greatly improves the training accuracy and convergence speed of the global classification model. Moreover, the WCL algorithm not only performs well in the environment with low heterogeneity data but also performs well in the environment with high heterogeneity data.

Data Availability

The traffic dataset QUIC is available at https://drive.google.com/drive/folders/1PveV0hJ82usPh6dWDlz7Lv8L6h3JpWhE. The traffic dataset ISCX is available at https://www.unb.ca/cic/datasets/vpn.html.
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