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Abstract. The algebraic study of special integral operators led to the notions of Rota-Baxter operators and shuffle products which have found broad applications. This paper carries out an algebraic study of general integral operators and equations, and shows that there are rich algebraic structures underlying Volterra integral operators and the corresponding equations. First Volterra integral operators are shown to produce a matching twisted Rota-Baxter algebra satisfying twisted integration-by-parts operator identities. In order to provide a universal space to express general integral equations, free operated algebras are then constructed in terms of bracketed words and rooted trees with decorations on the vertices and edges. Further explicit constructions of the free objects in the category of matching twisted Rota-Baxter algebras are obtained by a twisted and decorated generalization of the shuffle product, providing a universal space for separable Volterra equations. As an application of these algebraic constructions, it is shown that any integral equation with separable Volterra kernels is operator linear in the sense that the equation can be simplified to a linear combination of iterated integrals.
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1. Introduction

This paper sets up an algebraic framework for integral equations by operated algebras and establishes the operator linearity of separable Volterra integral equations by applying matching twisted Rota-Baxter algebras. More precisely, this paper provides

(i) a precise framework to discuss integral equations algebraically in terms of bracketed words and decorated rooted trees. Indeed, the setup applies to equations of any linear operators. This leads to a notion of integral polynomials and hence, by setting the polynomials to zero, integral equations;

(ii) an effective framework for integral equations with separable Volterra integral operators, through uncovering algebraic relations of such operators. As an application, we show that any separable integral equation can be expressed in terms of iterated integrals.

1.1. Background of integral operators and integral equations.

1.1.1. Analytic aspect. In general terms, an integral equation is an equation involving integral operators of unknown functions. The study of integral equations was begun by Fredholm [11] and Volterra [32], and the two main branches of equations within the discipline, where both limits of integration are fixed and where one or both limits are allowed to vary, bear their respective names. In particular, Volterra equations are defined by the Volterra integral operators

\[ P_K(f)(x) := \int_a^x K(x, t) f(t) \, dt, \]

with kernels \( K(x, t) \).

Integral equations and operators have seen many applications since their inception. Hilbert [19] used integral equations to begin the study of functional analysis. Integral operators appear when solving boundary value problems through the use of Green’s functions, which are the kernels of such operators [31]. See [33, 36] for the general theory of integral equations.

Originated from the work of K.-T. Chen, iterated integrals are important in topology and (differential and algebraic) geometry [6, 7, 18], and in number theory [20] where they are also called Drinfeld integrals or Kontsevich integrals, as well as in quantum field theory [4]. In general, it is a fundamental problem to determine when an integral expression or an integral equation can be expressed in terms of iterated integrals.

1.1.2. Algebraic aspect. The study of integral equations from an algebraic perspective was more recent. One approach has been through the lens of Rota-Baxter algebras, in which a linear operator \( P \) must satisfy the Rota-Baxter identity of weight \( \lambda \) for some fixed scalar \( \lambda \)

\[ P(f)P(g) = P(fP(g)) + P(P(f)g) + \lambda P(fg). \]

When \( \lambda = 0 \), this can be taken as an abstraction of the integration by parts identity for the usual single-variable integral by letting \( P(f)(x) = \int_a^x f(t) \, dt \); letting \( \lambda \) vary allows Rota-Baxter algebras to be applied in many areas outside of integral equations. Indeed Rota-Baxter algebras were first used by G. Baxter in fluctuation theory [1], and by G.-C. Rota in combinatorics [28]. The algebraic structure for the space of integral operators \( \int_a^x f(t) \, dt \) using shuffle products was developed from this perspective and is closely related to the aforementioned iterated integrals started by K.-T. Chen [16]. From another perspective, integro-differential algebras were developed to algebraically study boundary problems for linear ordinary differential equations [12, 17, 26].
Other algebraic identities are known to hold for special integral operators. One distinguished example is the Reynolds operator identity

\[ R(f)R(g) = R(fR(g)) + R(R(f)g) - R(R(f)R(g)) \quad \text{for all } f, g \in A, \]

satisfied by the Volterra integral operator \( P(f)(x) := \int_0^x e^{t-x} f(t) \, dt \) which served as one of the first examples of the Reynolds operator originated from the famous work of O. Reynolds on turbulence theory in fluid mechanics [24] and was interested to R. Birkhoff and G.-C. Rota [2, 27, 29].

A recent example is the matching Rota-Baxter operators [37], consisting of a family of linear operators \( P_\omega, \omega \in \Omega \), for a parameter set \( \Omega \) satisfying the identities

\[ P_\alpha(f)P_\beta(g) = P_\alpha(fP_\beta(g)) + P_\beta(P_\alpha(f)g) + \lambda_\beta P_\alpha(fg) \quad \text{for all } f, g \in A, \alpha, \beta \in \Omega. \]

They are satisfied by a family of integral operators \( P_\omega(f)(x) := \int_a^x h_\omega(t)f(t) \, dt \) for a parametric family of functions \( h_\omega(t) \).

Despite all these developments, the overall understanding is still very limited on the algebraic aspect of integral operators and integral equations, in comparison with their differential counterparts which, through the pioneering work of Ritt and Kolchin, and contributions of many authors over the recent decades, has evolved into a vast field of theory and applications [21, 23, 25]. Specifically, the algebraic definition of a differential operator is long established as the Leibniz rule or product formula. Additionally, the meaning of a differential equation from an algebraic perspective is also well established as the ring of differential polynomials on a set of “differential” variables, namely the polynomials on the given variables and their differential derivations.

1.2. Integral polynomials and integral equations. The purpose of this paper is to give precise meanings to the notions of integral equations and integral algebras, serving as the foundation of an algebraic study and symbolic computations of integral equations, analogous to their differential counterparts.

In Section 2, we give an overview of the analytic Volterra operators and equations and show they have the algebraic property that, if the kernel is separable, i.e. is a product of single-variable functions, then the algebra of continuous functions equipped with a family \( \{P_\omega \mid \omega \in \Omega\} \) of separable Volterra operators is a matching Rota-Baxter algebra twisted by invertible elements \( \tau_\omega \) (Theorem 2.9), that is, the Volterra integral operators \( P_\omega, \omega \in \Omega \), satisfy identities of the form

\[ P_\alpha(f)P_\beta(g) = \tau_\alpha P_\beta \left( \tau_\alpha^{-1} P_\alpha(f)g \right) + \tau_\beta P_\alpha \left( \tau_\beta^{-1} f P_\beta(g) \right) \quad \text{for all } f, g \in C(I), \alpha, \beta \in \Omega. \]

Their relationship with the Reynolds operator is briefly discussed.

In Section 3 we develop an algebraic structure for defining arbitrary integral equations. An integral equation should be an element of a suitably defined “integral polynomial algebra,” namely the free commutative “integral” algebra on a set \( Y \) of unknown functions, analogous to the polynomial algebra \( \mathbb{k}[Y] \) or the differential polynomial algebra \( A[Y] \). We aim to find a suitable notion of integral algebra which, in contrast to differential algebras, can have different definitions depending on the nature of the integral operators and might not have any algebraic characterizations. To be versatile, we begin by imposing no conditions on the integral operators except their linearity, in which case, such an algebra is called an operated algebra, defined in [15] but can be traced back to A.G. Kurosh [22] who called it an \( \Omega \)-algebra. The construction of free (noncommutative) operated algebras generated by sets was obtained in [15] in terms of bracketed words, Motzkin paths and rooted trees.

In order to provide a general algebraic framework for operator equations and, in particular, integral equations, we adapt to the commutative case the construction of free operated algebras
by bracketed words (Theorem 3.5) and rooted trees (Theorem 3.6), the latter analogous to the noncommutative case but utilizing typed decorated trees, that is, rooted trees whose vertices and edges are both decorated, arising from the recent study of renormalization [5, 10]. To handle integral equations with variable coefficients, we consider free commutative operator algebras on sets with coefficients in a preassigned operated algebra, in particular in a “coefficient algebra” of functions equipped with integral operators. This free object, called the free relative $\Omega$-operated $k$-algebra over an algebra $C$, provides the formal and rigorous context for operator equations, and can also be described using bracketed words (Theorem 3.10) or rooted trees (Corollary 3.11). Then any integral equation, regarded as a special case of an operator equation, comes from an element of the thus-defined free commutative operated algebra with coefficients in an algebra with integral operators.

When one or a family of linear operators satisfies certain operator identities, an element in the corresponding operator polynomial algebra can descend to a smaller algebra with more concise description, similar to the usual differential polynomials. Indeed, setting $C = A[Y]$ for some function space $A$ and $\Omega$ a set of integral operators, the free relative $\Omega$-operated algebra is thus the integral polynomial algebra with integral operator set $\Omega$, coefficient function space $A$, and variable functions $Y$. This allows us to not only rigorously define solutions to algebraic integral equations, but also describe when two such equations are equivalent to each other; see Definition 3.12(ii) and Proposition 3.15.

In Section 4 we apply this abstract approach to the concrete setting of Volterra integral operators as in Eq. (1), in particular separable Volterra integral operators, for which the kernel $K(x, t)$ is separable. Applying the twisted Rota-Baxter relation satisfied by the Volterra operators allows us to obtain another construction of the free objects (Theorem 4.5). As an application, we show in Theorem 4.6 that any integral equation with separable kernels can be equivalently expressed in terms of iterated integrals. Examples are given throughout to illustrate how our algebraic results apply to specific Volterra equations.

Notations. In this paper, we fix a ground field $k$ of characteristic 0. All the structures under discussion, including vector spaces, algebras and tensor products, are taken over $k$ unless otherwise specified. Likewise, all algebras are assumed to be commutative unitary $k$-algebras.

2. Analytic and algebraic operators for integral equations

In this section we give a first discussion of the relationship between analytically defined operators from integrals and algebraically defined operators by algebraic operator identities, before their general study in later sections. We show that a Volterra integral operator is a Rota-Baxter operator for only phantom kernels. For separable kernels, it can be realized by a more general operator that we introduce, called twisted Rota-Baxter operators.

Definition 2.1. Let $I \subseteq \mathbb{R}$ be an open interval and let $C(I)$ be the algebra of continuous functions on $I$.

(i) A Volterra operator is a linear operator

$$P_K := P_{K,a} : C(I) \to C(I), P_K(f)(x) := \int_a^x K(x, t)f(t) \, dt,$$

for some $a \in I$ and kernel $K(x, t) \in C(I^2)$;

(ii) A kernel $K$ and the corresponding Volterra operator are called separable if it can be decomposed as $K(x, t) = k(x)h(t)$ for some functions $k$ and $h$ in $C(I)$;
(iii) A kernel $K$ and the corresponding Volterra operator are called **phantom** if it is a function of only the variable of integration (i.e. the “dummy” variable). It is the special case of a separable kernel when $k(x)$ is a constant;

(iv) An integral equation is called **separable** (resp. **phantom**) if all the integral operators in question are separable (resp. phantom) and share the same lower limit.

By imposing suitable convergent conditions on $C(I)$ at the endpoints of $I$, we can also take $a$ to be one of the endpoints of $I$, allowing us to discuss the Thomas-Fermi equation below.

**Example 2.2.**

(i) Volterra’s population model for a species in a closed system [35] describes the population $u(t)$ of a species when exposed to both crowding and toxicity; it can be written as an integral equation of the form

$$u(t) = u_0 + a \int_0^t u(x) \, dx - b \int_0^t u(x)^2 \, dx - c \int_0^t u(x) \, \int_0^x u(y) \, dy \, dx,$$

where $a$, $b$, and $c$ are the birth rate, crowding coefficient, and toxicity coefficient, respectively, and $u_0$ is the initial population. Here there is one integral operator

$$P : f(t) \mapsto \int_0^t f(x) \, dx.$$

(ii) The Thomas-Fermi equation [34] describes the potential $y(x)$ of an atom in terms of the radius $x$, and can be written as an integral equation of the form

$$y(x) = 1 + Bx + \int_0^x \int_0^s s^{-1/2} y(s)^{3/2} \, ds \, dt,$$

where $B$ is a known parameter. In this setting, there are two integral operators

$$P_1 : f(x) \mapsto \int_0^x f(t) \, dt, \quad P_2 : f(x) \mapsto \int_0^x t^{-1/2} f(t) \, dt.$$

Considering the importance of linearity of algebraic and differential equations, we introduce an analogous notion for integral equations in terms of iterated integrals [4, 6, 7].

**Definition 2.3.** An integral equation is called **operator linear** if any monomial in the equation is an iterated integral, that is, it does not contain any products of integral operators.

Note the difference between an equation being operator linear and linear in the usual sense, namely the unknown function only appears once to the first power in every term of the equation. For example, Eq. (5) is not linear since it contains $u^2$, but it is operator linear since there is no product of integral operators. The two integrals in the last term are iterated, not multiplied. Similarly, a term $yP(y)$ is operator linear, but not linear. To the contrary, the equation

$$f(x) + \left( \int_0^x (\sin t)(f(t)^3 - g(t)) \, dt \right) \left( \int_0^x \exp(t)g(t)^2 \, dt \right) = 0$$

is not operator linear (and nonlinear) because the product of the Volterra operators.

As an application of our algebraic study, we will show that integral equations with separable kernels can be reduced to one that is operator linear (Theorem 4.6).

We next recall the algebraic notions arising from Volterra operators. They will be supplemented by other notions (Definitions 2.6 and 3.3) as the algebraic structures to study integral equations in this paper.
Proposition 2.5. \(\ast\) satisfy a twisted Rota-Baxter identity.

Definition 2.4. \(\ast\) precisely the following result holds.

We first consider the simple case \(K(x,t) = K(t)\), that is, \(K\) is a phantom kernel. In this case \(P_K\) is essentially the classical integral operator \(I\) together with a linear operator \(C\) variations, the family of operators \(K\). The family of linear operators \(\lambda\) together with a family of linear operators \(\lambda\) \(K\) is an Rota-Baxter operator of weight zero, we obtain

\[
P_K(f)P_H(g) = I(Kf)fP_H(g)) + P_H(P_K(f)g) + \lambda P(fg)
\]

for all \(f, g \in R\).

If \(\lambda = (\lambda)\), then we say that the MRBA has weight \(\lambda\).

Note that any Rota-Baxter algebra is also a MRBA by letting \(\Omega\) contain a single element. We first consider the simple case \(K(x,t) = K(t)\), that is, \(K\) is a phantom kernel. In this case \(P_K\) is essentially the classical integral operator \(I\) together with a linear operator \(C\) variations, the family of operators \(K\). The family of linear operators \(\lambda\) together with a family of linear operators \(\lambda\) \(K\) is an Rota-Baxter operator of weight zero holds:

\[
I(f)I(g) = I(fI(g)) + I(I(f)g) \text{ for all } f, g \in C(I).
\]

In fact, as \(K \in C(I)\) varies, the family of operators \(P_K\) form a MRBA in Definition 2.4.(ii). More precisely, the following result holds.

Proposition 2.5. For any \(K, H \in C(I)\), \(P_K\) and \(P_H\) satisfy the matching Rota-Baxter identity

\[
P_K(f)P_H(g) = P_K(fP_H(g)) + P_H(P_K(f)g) \text{ for all } f, g \in C(I),
\]

making \((C(I), (P_K)_{K \in C(I)})\) a MRBA of weight 0.

Proof. We note that \(P_K(f) = I(Kf)\) and \(P_H(g) = I(Hg)\) for the integral operator \(I(f)(x) := \int_a^x f(t)dt\). Since \(I\) is a Rota-Baxter operator of weight zero, we obtain

\[
P_K(f)P_H(g) = I(Kf)fP_H(g)) + I(I(Kf)Hg) = P_K(fP_H(g)) + P_H(P_K(f)g),
\]

as needed.

We now consider the case when the kernel \(K(x,t)\) is indeed a function of \(x\) in addition to \(t\). Here, the Volterra integral operator \(P_K\) is no longer a Rota-Baxter operator. As a simple example, let \(K(x,t) = xK(t)\). Then the linear operator \(P_K\) on \(C(R)\) with \(a = 0\) gives \(P_K(f)(x) = x^4\) which does not agree with \(P_K(fP_K(g))(x)\) because \(P_K(fP_K(g))(x) = \frac{3}{2}x^4\).

In general, a Volterra operator with separable kernel \(K(x,t) = k(x)h(t)\) is a Rota-Baxter operator only in very specific circumstances, as shown in Corollary 2.11. Nevertheless, the operator can satisfy a twisted Rota-Baxter identity.

Definition 2.6. \(\ast\) for any \(\lambda \in k\), an algebra \(R\) with a linear operator \(P\) and a specific invertible element \(\tau \in R\) is called a twisted Rota-Baxter algebra of weight \(\lambda\) with twist \(\tau\) if

\[
P(x)P(y) = \tau P(\tau^{-1}P(x)y) + \tau P(\tau^{-1}xP(y)) + \lambda \tau P(\tau^{-1}xy)
\]

for all \(x, y \in R\).

(ii) Fix a non-empty set \(\Omega\) and let \(\lambda := (\lambda_\omega| \omega \in \Omega) \subseteq k\). An \(\Omega\)-matching twisted Rota-Baxter algebra of weight \(\lambda\) with twist \(\tau\) is a \(k\)-algebra \(R\) together with a family of linear operators \(P_\omega := (P_\omega| \omega \in \Omega)\), where \(P_\omega : R \to R\) for all \(\omega \in \Omega\), and a parametric family \(\tau_\omega := (\tau_\omega| \omega \in \Omega)\) of invertible elements of \(R\) satisfying

\[
P_\omega(x)P_\beta(y) = \tau_\omega P_\beta(\tau^{-1}_\omega P_\omega(x)y) + \tau_\beta P_\omega(\tau^{-1}_\beta xP_\beta(y)) + \lambda_\beta \tau_\beta P_\omega(\tau^{-1}_\beta xy)
\]

for all \(\omega \in \Omega\) and \(\lambda_\omega, \lambda_\beta \in k\).
Lemma 2.8. For $\tau_{\Omega} = (\tau)$ (resp. $\lambda_{\Omega} = (\lambda)$), then we say that the MTRBA has twist $\tau$ (resp. weight $\lambda$).

For $\Omega$-MTRBAs $(R, P_{\Omega}, \tau_{\Omega})$ and $(R', P_{\Omega}', \tau_{\Omega}')$, an algebra homomorphism $\varphi : R \rightarrow R'$ is called an $\Omega$-MTRBA homomorphism if $\varphi(\tau_{\omega}) = \tau_{\omega}'$ and $\varphi P_{\omega} = P_{\omega}' \varphi$ for all $\omega \in \Omega$.

The next result shows that a MTRBA is equivalent to a MRBA.

**Proposition 2.7.** Let $P_{\Omega}$ be a family of linear operators on an algebra $R$ and let $\tau_{\Omega} \subseteq R$ of invertible elements and $\lambda_{\Omega} := (\lambda_{\omega})_{\omega \in \Omega} \subseteq k$. Then $(R, P_{\Omega})$ is an $\Omega$-MTRBA of weight $\lambda_{\Omega}$ with twist $\tau_{\Omega}$ if and only if $(R, P_{\Omega})$ is an $\Omega$-MRBA of weight $\lambda_{\Omega}$, where $P_{\omega} := \tau_{\omega}^{-1} P_{\omega} \tau_{\omega}$, $\omega \in \Omega$.

**Proof.** The proposition follows from the equation

$$P_{\alpha}(x)P_{\beta}(y) - \tau_{\alpha} P_{\beta}(\tau_{\alpha}^{-1} P_{\alpha}(x)y) - \tau_{\beta} P_{\alpha}(\tau_{\beta}^{-1} x P_{\beta}(y)) - \lambda_{\beta} \tau_{\alpha} P_{\alpha}(\tau_{\beta}^{-1} xy)$$

relating the axioms of the MTRBAs and the MRBAs. $\square$

**Convention.** With our application to integral equations in mind, we will only consider the case of weight zero in the rest of the paper. So for an MTRBA, we always mean one with weight zero.

We give more identities for an MTRBA (of weight 0) for later use.

**Lemma 2.8.** Let $(R, P_{\Omega}, \tau_{\Omega})$ be an $\Omega$-MTRBA. Then for $P_{\omega,\omega'} := \tau_{\omega'}^{-1} P_{\omega} \tau_{\omega}$, $\omega, \omega' \in \Omega$, we have

$$P_{\alpha}(x)P_{\beta}(y) - \tau_{\alpha} P_{\beta}(\tau_{\alpha}^{-1} P_{\alpha}(x)y) - \tau_{\beta} P_{\alpha}(\tau_{\beta}^{-1} x P_{\beta}(y)) = 0,$$

for any $x, y \in R$ and $\alpha, \beta, \gamma, \gamma' \in \Omega$.

**Proof.** To prove Eq. (14), we multiply $\tau_{\gamma}$ to its left hand side and then use Eq. (13) to derive

$$\tau_{\gamma} P_{\alpha}(x)P_{\beta}(y) - \tau_{\gamma} \tau_{\alpha} P_{\beta}(\tau_{\alpha}^{-1} P_{\alpha}(x)y) - \tau_{\gamma} \tau_{\beta} P_{\alpha}(\tau_{\beta}^{-1} x P_{\beta}(y))$$

$$= P_{\alpha}(x)P_{\beta}(y) - \tau_{\alpha} P_{\beta}(\tau_{\alpha}^{-1} P_{\alpha}(x)(\tau_{\gamma}y)) - \tau_{\beta} P_{\alpha}(\tau_{\beta}^{-1} x P_{\beta}(\tau_{\gamma}y)) = 0.$$

For Eq. (15), we also use Eq. (13) to see that

$$\tau_{\gamma'}^{-1} \tau_{\gamma} P_{\alpha}(x)P_{\beta}(y) - \tau_{\gamma'}^{-1} \tau_{\alpha} P_{\beta}(\tau_{\alpha}^{-1} P_{\alpha}(x)(\tau_{\gamma}y)) - \tau_{\gamma'}^{-1} \tau_{\beta} P_{\alpha}(\tau_{\beta}^{-1} x P_{\beta}(\tau_{\gamma}y))$$

$$= \tau_{\gamma'}^{-1} \tau_{\gamma} P_{\alpha}(x)P_{\beta}(y) - \tau_{\gamma'} P_{\alpha}(\tau_{\alpha}^{-1} P_{\alpha}(x)(\tau_{\gamma}y)) - \tau_{\gamma'} P_{\alpha}(\tau_{\beta}^{-1} x P_{\beta}(\tau_{\gamma}y)) = 0. \square$$

As the main application of MTRBAs, we have

**Theorem 2.9.** Let $I \subseteq \mathbb{R}$ be an open interval and let $R := C(I)$ be the algebra of continuous functions on $I$. Let $K_{\omega}(x, t) = k_{\omega}(x)h_{\omega}(t) \in C(I)$, $\omega \in \Omega$ be a family of separable kernels with all $k_{\omega}(x)$ free of zeros. Let $a \in I$ and let $P_{K_{\omega}}(f)(x) := \int_{a}^{x} K_{\omega}(x, t)f(t) \, dt$, $\omega \in \Omega$, be the corresponding Volterra operators on $R$. Denote $\tau_{\omega} := \frac{K_{\omega}(x, a)}{k_{\alpha}(a)}$, $\omega \in \Omega$. Then $(R, P_{K_{\omega}}, \tau_{\Omega})$ is an $\Omega$-MTRBA.

**Proof.** By assumption, the functions $\tau_{\omega} = \frac{K_{\omega}(x, a)}{k_{\alpha}(a)}$, $\omega \in \Omega$, are invertible on $I$. To verify that $(C(\mathbb{R}), P_{K_{\omega}}, \tau_{\Omega})$ is an $\Omega$-MTRBA, we just need to check Eq. (13) as follows. For any $f, g \in C(I)$ and $\alpha, \beta \in \Omega$,

$$\tau_{\alpha} P_{K_{\beta}}(\tau_{\alpha}^{-1} P_{K_{\alpha}}(f)g) + \tau_{\beta} P_{K_{\alpha}}(\tau_{\beta}^{-1} f P_{K_{\beta}}(g))$$

$$= \frac{k_{\alpha}(x)}{k_{\alpha}(a)} \left( k_{\beta}(x) \int_{a}^{x} \frac{h_{\beta}(t)k_{\alpha}(a)}{k_{\alpha}(t)} \left( g(t)k_{\alpha}(t) \int_{a}^{t} h_{\alpha}(u) f(u) \, du \right) \, dt \right).$$
\[ + \frac{k_\beta(x)}{k_\beta(a)} \left( k_\alpha(x) \int_a^x \frac{h_\alpha(t)k_\beta(a)}{k_\beta(t)} \left( f(t)k_\beta(t) \int_a^t h_\beta(u)g(u) \, du \right) \, dt \right) \]

\[ = k_\alpha(x)k_\beta(x) \left( \int_a^x h_\beta(t)g(t) \, dt \right) \left( \int_a^x h_\beta(t)g(t) \, dt \right) = P_{K_\alpha}(f)P_{K_\beta}(g), \]

where the third equality is due to integration by parts. \( \square \)

**Corollary 2.10.** With the notations in Theorem 2.9, if \( \Omega \) is a singleton, then \( (C(I), P_{K_\alpha}) \) is a twisted Rota-Baxter algebra with twist \( \tau := k(x)/k(a) \).

**Corollary 2.11.** With the notations in Theorem 2.9, a Volterra operator \( P_{K_\alpha}, \omega \in \Omega \) is a Rota-Baxter operator if \( k_\omega(x) \) is a constant function, that is, the kernel \( K_\omega \) is phantom. When all kernels \( K_\omega, \omega \in \Omega \), are phantom, \( (C(I), P_{K_\alpha}) \) is a MRBA.

**Proof.** According to Theorem 2.9, \( P_{K_\alpha} \) is a twisted Rota-Baxter operator with \( \tau_\omega = k_\omega(x)/k_\omega(a) \), which is a Rota-Baxter operator if \( \tau_\omega = 1 \). This holds if and only if \( k_\omega(x) = k_\omega(a) \) is a constant. In this Eq. (13) becomes Eq. (10). \( \square \)

**Example 2.12.**
(i) For \( K(x, t) = e^{-x+t} = e^t/e^x \). The operator \( P_K : C(\mathbb{R}) \to C^1(\mathbb{R}) \) satisfies the Reynolds identity in Eq. (3). See [2, 27, 29] for further details on the identity. On the other hand, for \( \tau = k(x)/k(a) = e^{-x} \), we obtain a twisted Rota-Baxter operator.
(ii) For \( K(x, t) = x \), taking \( \tau = k(x)/k(a) = x/a \), we obtain a twisted Rota-Baxter operator.

3. **An algebraic framework for integral equations**

We now introduce a framework to express integral equations, in particular the Fredholm equations and Volterra equations. It is our hope that this approach will on one hand provide a uniform and precise context for studying integral equations that are more general than their existing forms and, on the other hand, will also bring the algebraic methods and perspectives into the study of integral equations and lay the foundation for their symbolic computations. For some related literature, see [3, 12, 14, 15, 26].

3.1. **Background.** We will first express integral equations in terms of elements of a suitable operated algebra [15, 16]. An *algebraic* integral equation can be understood as the annihilation of an “integral” algebraic expression \( \Phi(Y, P_{\Omega}, A) \) consisting of several ingredients and restrictions [36]:

(i) an algebra of variable functions, including a set \( Y \) of unknown functions to be solved from the integral equation;
(ii) a set \( P_{\Omega} := (P_\omega \mid \omega \in \Omega) \) of integral operators in various forms, set apart by
   (a) the lower or upper limits (each being fixed or variable, and in the later case, independent variables or intermediate variables);
   (b) the kernels for the integral operators, as functions in both the dummy variables of the integrals and the independent variables for the integral equation;
Special cases are the Volterra operators and the Fredholm operators;
(iii) a set \( A \) of “free term” or coefficient functions which can appear both inside and outside of the integrals. Some of them can be constant, treated as parameters.
(iv) These ingredients are put together by the algebraic operations together with the action of the integral operators.
Remark 3.1. We note a subtle difference in the meanings of algebraicity of an operator equation, as discussed in Item (i). If the unknown functions are polynomials of the unknown variables $Y$, then the equation is called algebraic, while if other functions of $Y$ can appear, the equation is called operator algebraic. In the following integral equations, the first one is algebraic while the second one is operator linear since $y^{3/2}$ is not polynomial in $y$. But the second equation is still operator algebraic since the operations for the integrals are algebraic (and in composition).

We put Example 2.2 into this framework.

Example 3.2. 

(i) Volterra’s population model. Here $Y = \{u\}$, there is one integral operator $P$ defined by Eq. (6) and the set $A$ can be taken to be the set of all constants. Then Volterra’s population model in Eq. (5) becomes

$$u = u_0 + aP(u) - bP(u^2) - cP(uP(u)).$$

(ii) Thomas-Fermi equation. In this setting, $Y = \{y\}$, there are two Volterra operators $P_1$ and $P_2$ in Eq. (8) and the set $A$ can be taken to be the ring of polynomials $\mathbb{R}[x]$. Then the Thomas-Fermi equation (7) becomes

$$y = 1 + Bx + P_1(P_2(y^{3/2})).$$

To inspire a precise general framework for integral equations, let us first recall how we formulate algebraic equations. An algebraic equation consists of several ingredients:

(i) a set $X$ of variables;
(ii) a set of “free term” elements from a prefixed $k$-algebra $A$ over the ground field $k$.
(iii) The ingredients can be put together by the algebraic operations.

As is well-known, the general form of an algebraic equation is an element in the polynomial algebra $A[X]$.

Another motivation which is more closely related to our study is differential equations, consisting of ingredients and conditions:

(i) a set $Y$ of unknown functions;
(ii) a set $d_\Omega := \{d_\omega | \omega \in \Omega\}$ of differential operators;
(iii) a set of “free term” or coefficient functions from a differential algebra $(A, d_{0,\Omega})$ where $d_{0,\Omega} := \{d_0, \omega | \omega \in \Omega\}$.
(iv) The ingredients can be put together by the algebraic operations, together with the differential operators.

Note that here $A$ carries its own commuting derivations $d_{0,\omega}$, $\omega \in \Omega$, called an $\Omega$-ring in differential algebra [21, 30] where $\Lambda$ instead of $\Omega$ is used. Elements in $A$ are called the coefficient functions because they are the coefficients in the differential equation. A coefficient function is not necessarily a constant function (defined to be the ones in $k$) for the derivations $d_{0,\omega}$ or $d_\omega$.

In differential algebra [21, 30], a differential equation with coefficients in an $\Omega$-ring $(A, d_{0,\Omega})$ is an element in the differential polynomial algebra $A\{Y\} := A_{\Omega}\{Y\}$ which is simply the polynomial algebra

$$A_{\Omega}\{Y\} := A[\Delta_{\Omega}Y], \text{ where } \Delta_{\Omega}Y := Y \times C(\Omega).$$

Here $C(\Omega)$ is the commutative monoid over $\Omega$:

$$C(\Omega) := \left\{ \prod_{\omega \in \Omega} \omega^{n_\omega} \mid n_\omega \in \mathbb{N}, \omega \in \Omega, \text{ with finitely many } n_\omega \text{ positive} \right\}$$
representing the iterations from \( \Omega \). An element \( \tau = \prod_{\omega \in \Omega} \omega^{n_\omega} \) of \( C(\Omega) \) is identified with the map \( n = n_\tau : \Omega \to \mathbb{N}, \quad \omega \mapsto n_\omega \), with finite support. For \( \omega \in \Omega \), the derivation \( d_\omega \) on \( A_\Omega[Y] \) first restricts to \( d_{0,\omega} \) on \( A \) and further sends \((y, \tau)\) to \((y, \omega \tau)\), that is, sending \( n_\tau \) to
\[
n_{\tau,\omega} : \Omega \to \mathbb{N}, \alpha \mapsto \begin{cases} n(\alpha) + 1, & \alpha = \omega, \\ n(\alpha), & \text{otherwise}. \end{cases}
\]
These two conditions determine \( d_\omega \) uniquely since \( A[\Delta_\Omega Y] = A \otimes_k k[\Delta_\Omega Y] \) as an algebra for which \( d \) applies to a pure tensor \( a \otimes f = af \) by the Leibniz rule. See [21, 23, 25] for more details.

For example, with \( Y = \{y\} \) and \( \Omega = \{d\} \) both singletons, \( A[Y] = A[y] = A[y^{(n)} | n \geq 0] \) is the space for differential equations with one derivation \( d \) and one unknown function \( y \).

While this gives precise definitions of algebraic equations and (algebraic) differential equations, there does not appear to be a general notion of integral equations, even though in broad terms an integral equation is an equation involving integral operators.

Based on the previous discussion, as an analogy of an algebraic or a differential equation, an integral equation should be an element of a suitably defined “integral polynomial algebra” which should be a free object in a suitable category of integral algebras. Such integral algebras would depend on the integral operators involved. Since an arbitrary integral operator is not known to satisfy any algebraic relations, in order to serve the general purpose, we impose only linearity on the operators, which leads us to an operated algebra [15].

First in Section 3.2 we give two constructions of free commutative operated algebras, one by bracketed words and then by rooted trees whose vertices and edges are both decorated. This setup will provide a general framework for operator equations and, in particular, integral equations, with constant coefficients.

In order to deal with integral equations with variable coefficients, we consider a relative version of operated algebras in Section 3.3, in the sense of operated algebras with an operated homomorphism from a given operated algebra, in practice a “coefficient algebra” of functions equipped with integral operators. The free objects in this category of relative operated algebras provide the formal and rigorous context for operator equations with variable coefficients.

Of course such an interpretation is not our goal by itself, but rather the first step in understanding integral equations from an algebraic viewpoint. Applications will be given in Section 4.

3.2. **Free operated algebras and decorated rooted trees.** We construct free operated algebras first by bracketed works and then by rooted trees with decorations on both the vertices and the edges.

3.2.1. **Construction of free operated algebras by bracketed elements.** We start with some general definitions and notations.

**Definition 3.3.** Let \( \Omega \) be a nonempty set. An **\( \Omega \)-operated \( k \)-module** (resp. **\( \Omega \)-operated \( k \)-algebra**) is a \( k \)-module (resp. \( k \)-algebra) \( V \) together with \( k \)-linear maps \( P_\omega : V \to V, \omega \in \Omega \). Denote \( P_\Omega := (P_\omega | \omega \in \Omega) \). A homomorphism from an \( \Omega \)-operated \( k \)-module (resp. \( k \)-algebra) \((V,P_\Omega)\) to an \( \Omega \)-operated \( k \)-module (resp. \( k \)-algebra) \((U,Q_\Omega)\) is a \( k \)-module (resp. \( k \)-algebra) homomorphism \( f : V \to U \) such that \( fP_\omega = Q_\omega f, \omega \in \Omega \).

The class of \( \Omega \)-operated algebras with homomorphisms between them forms the category of \( \Omega \)-operated algebras.
Let $C$ be an algebra. We construct the free $\Omega$-operated unitary algebra over $C$, by applying bracketed words. See [15] for more details on bracketed words.

**Definition 3.4.** Let $\Omega$ be a nonempty set and $C$ a $k$-algebra. The free $\Omega$-operated $k$-algebra over $C$ is an $\Omega$-operated $k$-algebra $(F(\Omega, C), \Pi_\Omega)$ together with a $k$-algebra homomorphism $i_C : C \to F(\Omega, C)$ satisfying the universal property that, for any $\Omega$-operated $k$-algebra $(R, P_\Omega)$ and $k$-algebra homomorphism $f : C \to R$, there is a unique $\Omega$-operated $k$-algebra homomorphism $\overline{f} : (F(\Omega, C), \Pi_\Omega) \to (R, P_\Omega)$ such that $\overline{f} i_C = f$.

In the special case when $C$ is the symmetric algebra $S(V)$ on a module $V$ (resp. the polynomial algebra $k[Y]$ on a set $Y$), we obtain the free $\Omega$-operated algebra over the module $V$ (resp. over the set $Y$), where the algebra homomorphism $i_C$ is replaced by a linear map (resp. a set map). Recall $S(V) = \bigoplus_{n \geq 0} S^n(V)$, where $S^n(V)$ is the $n$-th symmetric tensor power of $V$ with the convention that $S^0(V) = k$. Denote $S^+(V) := \bigoplus_{n \geq 1} S^n(V)$.

Given an $\omega \in \Omega$ and a module $V$, let $[V]_\omega$ denote the module $\{ [v]_\omega \mid v \in V \}$. So it is a copy of $V$ but is linearly independent of $V$. We also assume that the modules $[V]_\omega$ are linearly independent when $\omega$ varies in $\Omega$. Another way to think of $[V]_\omega$ is that $[V]_\omega$ is a module together with a given linear bijection $\pi_\omega : V \to [V]_\omega$ for which we denote $\pi_\omega(v) = [v]_\omega$, hence the notation $[V]_\omega$. In reality, $[v]_\omega$ is meant to be the image of $v$ under the action of a linear operator $\cdot | \omega$. Note that by definition, we have the linearity

$$[au + bv]_\omega = a[u]_\omega + b[v]_\omega \text{ for all } a, b \in k, u, v \in V.$$ 

Denote

$$[V]_\Omega := \bigoplus_{\omega \in \Omega} [V]_\omega.$$ 

With the notations in Definition 3.4, we now construct the free $\Omega$-operated algebra over an algebra $C$. The construction is modified after the one for free $\Omega$-operated algebras in [15], with the commutativity condition further imposed, as well as the condition on the generating set being relaxed to a generating algebra. See the remark after Definition 3.4.

We will obtain the free object as the limit of a direct system

$$\{ i_{n,n+1} : \mathcal{E}(C)_n \to \mathcal{E}(C)_{n+1} \}_{n=0}^{\infty}$$

of algebras $\mathcal{E}_n := \mathcal{E}(C)_n, n \geq 0$, where the transition morphisms $i_{n,n+1}$ are natural injective algebra homomorphisms.

For the initial step of $n = 0$, we define

$$\mathcal{E}_0 := C.$$ 

We then define

$$\mathcal{E}_1 := \mathcal{E}(C)_1 := C \otimes S([C]_\Omega) = C \oplus (C \otimes S^+([C]_\Omega)),$$

with the natural injective algebra homomorphism

$$i_{0,1} : \mathcal{E}_0 := C \hookrightarrow \mathcal{E}_1 = C \oplus (C \otimes S^+([C]_\Omega)).$$

For the inductive step, let $n \geq 1$ be given and assume that the algebras $\mathcal{E}_k, k \leq n$, and injective algebra homomorphisms

$$i_{k-1,k} : \mathcal{E}_{k-1} \hookrightarrow \mathcal{E}_k, 1 \leq k \leq n,$$

have been defined. We then define

$$\mathcal{E}_{n+1} := \mathcal{E}(C)_{n+1} := C \otimes S([\mathcal{E}_n]_\Omega) = C \oplus (C \otimes S^+([\mathcal{E}_n]_\Omega)).$$
The natural injection $i_{n-1,n} : \mathfrak{S}_{n-1} \hookrightarrow \mathfrak{S}_n$ in Eq. (18) induces the natural linear injection
\[
[\mathfrak{S}_{n-1}]_\Omega \hookrightarrow [\mathfrak{S}_n]_\Omega
\]
and thus an algebra injection
\[
i_{n,n+1} : \mathfrak{S}_n := C \otimes S ([\mathfrak{S}_{n-1}]_\Omega) \hookrightarrow C \otimes S ([\mathfrak{S}_n]_\Omega) =: \mathfrak{S}_{n+1}.
\]

This completes the inductive construction of the direct system. Finally we define the direct limit of algebras
\[
(20)\quad \mathfrak{S}(\Omega, C) := \lim_{\rightarrow} \mathfrak{S}_n = \bigcup_{n \geq 0} \mathfrak{S}_n.
\]
As a direct limit of algebras, $\mathfrak{S}(\Omega, C)$ is an algebra.

For $\omega \in \Omega$, define a linear map
\[
\Delta_\omega : \mathfrak{S}(\Omega, C) \rightarrow \mathfrak{S}(\Omega, C), \ u \mapsto [u]_\omega.
\]

Thus the pair $(\mathfrak{S}(\Omega, C), \Delta_\Omega)$ is an $\Omega$-operated algebra. Adapting the proof of the free $\Omega$-operated algebras in [15, Corollary 3.6], we can show that $(\mathfrak{S}(\Omega, C), \Delta_\Omega)$ is the free $\Omega$-operated algebra over $C$. The proof is also a simplified version of the proof for the relative case in Theorem 3.10. So the reader can also be referred there for details.

**Theorem 3.5.** Let $\Omega$ be a nonempty set and $C$ a $k$-algebra. Let $j_C : C \hookrightarrow \mathfrak{S}(\Omega, C)$ be the natural injection. The pair $(\mathfrak{S}(\Omega, C), \Delta_\Omega)$ together with $j_C$ is the free $\Omega$-operated $k$-algebra over $C$.

3.2.2. **Realization as typed trees.** Now we apply typed rooted trees, with decorated vertices and edges, to give another construction of the free $\Omega$-operated algebra $\mathfrak{S}(\Omega, C)$ just obtained by bracketed words. The rooted tree construction has the advantage of being intuitive and non-recursive, giving an easy understanding of the free object. The bracketed word construction is more precise, and the recursive definition is convenient to be applied in proofs.

See [5, 10] for more details on typed rooted trees from the perspective of renormalization, algebra and combinatorics. See also [8] for a related treatment for the rooted tree integrals and sums, and their renormalization.

Let $\mathcal{T}$ denote the set of nonplanar rooted trees. For a nonempty set $\Omega$ and an algebra $C$, let $\mathcal{T}(\Omega, C)$ denote the set of the trees in $\mathcal{T}$ with their vertices decorated by elements of $C$ and their edges decorated by elements of $\Omega$. Such trees are called **vertex-edge decorated trees.** Some examples are

\[
\begin{align*}
\bullet_a & \bigtriangleup_{\alpha} b \bigtriangleup_{\beta} c \bigtriangleup_{\gamma} d \bigtriangleup_{\delta} e, \\
\bigtriangleup_{\alpha} & \bigtriangleup_{\beta} a \bigtriangleup_{\gamma} b \bigtriangleup_{\delta} c \bigtriangleup_{\gamma} d \bigtriangleup_{\delta} e, \\
\bigtriangleup_{\alpha} & \bigtriangleup_{\beta} a \bigtriangleup_{\gamma} b \bigtriangleup_{\delta} c \bigtriangleup_{\gamma} d \bigtriangleup_{\delta} e.
\end{align*}
\]

Let $\mathfrak{T}(\Omega, C)$ denote the module spanned by $\mathcal{T}(\Omega, C)$, allowing ($k$-)linearity on decorations of the vertices.

We next define the **grafting product** $T \forall U$ of two $(\Omega, C)$-decorated trees $T$ and $U$ to be obtained by merging the roots of $T$ and $U$ into a common root shared by the branches of both the trees $T$ and $U$, and decorating the common root by the product of the decorations of the roots of $T$ and $U$. For example
\[
\begin{align*}
\bullet_a \bigtriangleup_{\alpha} b \bigtriangleup_{\beta} c \bigtriangleup_{\gamma} d \bigtriangleup_{\delta} e & = \bigtriangleup_{\alpha} a \bigtriangleup_{\beta} b \bigtriangleup_{\gamma} c \bigtriangleup_{\delta} d \bigtriangleup_{\delta} e, \\
\bigtriangleup_{\alpha} a \bigtriangleup_{\beta} b \bigtriangleup_{\gamma} c \bigtriangleup_{\delta} d \bigtriangleup_{\delta} e & = \bigtriangleup_{\alpha} a \bigtriangleup_{\beta} b \bigtriangleup_{\gamma} c \bigtriangleup_{\delta} d \bigtriangleup_{\delta} e.
\end{align*}
\]

For each $\omega \in \Omega$, define a linear operator $\Lambda_\omega$ on $\mathfrak{T}(\Omega, C)$ to be the **extension operator**, sending a decorated tree $T$ in $\mathcal{T}(\Omega, C)$ to a new tree $\Lambda_\omega(T)$ by adding a new root connecting to the root of
By showing that to emphasize the diagram operations is somewhat reversed. Thus we use the terms grafting product and extension operator.

For example, \[a \text{ filtered algebra structure. First define the height (}21\text{) inductive hypothesis. We thus define}\]

by the universal property of \( S \) with the multiplication in \( S \) defined as a direct limit of maps.

By the definitions of the extension operator and hence an algebra homomorphism.

Next for a given \( n \geq 0 \), assume that a bijective algebra homomorphism \( \eta_n : \Xi_n \to \Xi_n \) has been defined. Then the bijection defines a linear bijection

and hence an algebra homomorphism

To be specific, consider the decomposition \( \Xi_{n+1} = C \oplus (C \otimes S^+(\Xi_n))[\Omega] ) \) and consider the two cases when \( u \) is in either of the direct summands. If \( u \) is in \( C \), then define \( \eta_{n+1}(u) := u \). If \( u \) is a pure tensor in \( C \otimes S^+(\Xi_n)[\Omega] \), then

with the multiplication in \( S^+(\Xi_n)[\Omega] \) suppressed. Then \( \eta_n(u_i), 1 \leq i \leq k \), are trees in \( T_n \) by the inductive hypothesis. We thus define

By the definitions of the extension operator \( \Lambda_{\omega_i} \) and the grafting product \( \vee \), the new tree \( \eta_{n+1}(u) \) is the grafting of the trees \( \Lambda_{\omega_i}(\eta_n(u_i)), 1 \leq i \leq k \), with \( c \) decorating the common root. On the other hand, any rooted tree in \( T_{n+1} \) is either \( \bullet_c \) or of the forms described above and thus has the factorization in Eq. (21). Thus \( \eta_{n+1} \) is surjective and an inverse map of \( \eta_{n+1} \) can be defined by reversing the above process. This completes the inductive construction of \( \eta \) and its bijectivity.

To summarize, we have
Theorem 3.6. The $\Omega$-operated $k$-algebra $((\mathfrak{T}(\Omega, C), \vee), A_\Omega)$, together with natural imbedding $i_C : C \to \mathfrak{T}(\Omega, C)$, is the free $\Omega$-operated $k$-algebra over $C$.

3.3. Free operated algebras in the relative context.

3.3.1. General discussion. The notion of an (associative) algebra is a relative notion of a ring in the sense that an algebra is a ring $R$ together with a ring homomorphism $k \to R$, called the structure map. A similar notion is fundamental in differential algebra where a differential algebra usually means a differential ring $(R, D)$ together with a differential ring homomorphism $(A, d) \to (R, D)$ from a base differential ring $(A, d)$.

Since an integral equation also has its coefficient functions equipped with preassigned integral operators, we give a relative notion of operated algebras.

Definition 3.7. For a given $\Omega$-operated $k$-algebra $(A, \rho_\Omega)$, an $(A, \rho_\Omega)$-algebra is an $\Omega$-operated $k$-algebra $(R, P_\Omega)$ together with a homomorphism (called the structure map) $j_R : (A, \rho_\Omega) \to (R, P_\Omega)$ of $\Omega$-operated $k$-algebras. A homomorphism $f : (R, P_\Omega) \to (S, Q_\Omega)$ of $(A, \rho_\Omega)$-algebras is a homomorphism of $\Omega$-operated $k$-algebras that is compatible with the structure maps: $f j_R = j_S$.

We next construct the free objects in the category of $(A, \rho_\Omega)$-algebras. Let $B$ be a $k$-augmented algebra in the sense that there is a direct sum decomposition

$$B = k \oplus B^+$$

of $k$-subalgebras. In other words, $B$ is the unitization of a $k$-algebra $B^+$. Then

$$C = A \oplus (A \otimes B^+)$$

is an $A$-augmented algebra in the sense that there is a direct sum decomposition $C = A \oplus C^+_A$.

Definition 3.8. Let $\Omega$ be a nonempty set. Let $(A, \rho_\Omega)$ be an $\Omega$-operated $k$-algebra and let $B$ be a $k$-augmented algebra. The free $\Omega$-operated $k$-algebra over $B$ with coefficients in $(A, \rho_\Omega)$ (or simply the free $(A, \rho_\Omega)$-algebra over $B$) is an $(A, \rho_\Omega)$-algebra $(F_\Lambda(\Omega, B), \Pi_\Omega)$ together with an algebra homomorphism $i_B : B \to F_\Lambda(\Omega, B)$ satisfying the universal property that, for any $(A, \rho_\Omega)$-algebra $(R, P_\Omega)$ and algebra homomorphism $f : B \to R$, there is a unique $(A, \rho_\Omega)$-algebra homomorphism $\overline{f} : (F_\Lambda(\Omega, B), \Pi_\Omega) \to (R, P_\Omega)$ such that $\overline{f} i_B = f$.

Remark 3.9. As our primary interest, taking $B$ to be $k[Y]$ for a set $Y$ of variable functions and replacing the algebra homomorphism from $B$ by a map from $Y$, we obtain the free $(A, \rho_\Omega)$-algebras over the set $Y$. However the more general $B$ allows non-algebraic functions in the variable functions to be included as noted in Remark 3.1. See also Remark 3.13.

3.3.2. Construction by bracketed words. To construct the free $(A, \rho_\Omega)$-algebra over a $k$-augmented algebra $B$, we denote

$$C := A \otimes B$$

and define a direct subsystem $\{\mathfrak{T}_n \mid n \geq 0\}$ of $\mathfrak{T} = \{\mathfrak{T}(C) \mid n \geq 0\}$. Each $\mathfrak{T}_n$ is an $A$-augmented algebra with $\mathfrak{T}_n = A \oplus \mathfrak{T}_n^+$.

First take

$$\mathfrak{T}_0 := \mathfrak{T}_0 = C, \quad \mathfrak{T}_0^+ := C_A^+ := A \oplus B^+,$$

and

$$\mathfrak{T}_1 := C \otimes S(\mathfrak{T}_0^+) = C \oplus C \otimes S^+(\mathfrak{T}_0^+) = A \oplus C_A^+ \oplus (C \otimes S^+(\mathfrak{T}_0^+)),$$

$$\mathfrak{T}_1^+ := C_A^+ \oplus (C \otimes S^+(\mathfrak{T}_0^+)).$$
Then we have the natural inclusions
\[ \mathcal{S}_0 := C \hookrightarrow \mathcal{S}_1, \quad \mathcal{S}_0^+ \hookrightarrow \mathcal{S}_1^+. \]

For the inductive step, let \( n \geq 1 \) be given and assume the data of algebras \( \mathcal{S}_k, \mathcal{S}_k^+, 1 \leq k \leq n \), with \( \mathcal{S}_k = A \oplus \mathcal{S}_k^+ \), and injective algebra homomorphisms

\[ i_{n-1,n} : \mathcal{S}_{n-1} \to \mathcal{S}_n, \quad i_{n-1,n}^+ : \mathcal{S}_{n-1}^+ \to \mathcal{S}_n^+. \]

We then define
\[
\mathcal{S}_{n+1} := C \otimes S([\mathcal{S}_{n-1}^+]_\Omega) = A \oplus C_\lambda^+ \otimes (C \otimes S^+([\mathcal{S}_{n-1}^+]_\Omega)),
\]
\[
\mathcal{S}_{n+1}^+ := C_A^+ \oplus (C \otimes S^+([\mathcal{S}_{n-1}^+]_\Omega)).
\]

The natural injection \( i_{n-1,n}^+ : \mathcal{S}_{n-1}^+ \hookrightarrow \mathcal{S}_n^+ \) in Eq. (22) induces the natural injections
\[ [\mathcal{S}_{n-1}]_\Omega \hookrightarrow [\mathcal{S}_n]_\Omega \]
and
\[ S([\mathcal{S}_{n-1}]_\Omega) \hookrightarrow S([\mathcal{S}_n]_\Omega), \]
which then induce
\[ i_{n,n+1} : \mathcal{S}_n := C \otimes S([\mathcal{S}_{n-1}]_\Omega) \hookrightarrow C \otimes S([\mathcal{S}_n]_\Omega) =: \mathcal{S}_{n+1}, \]
\[ i_{n,n+1}^+ : \mathcal{S}_n^+ := C_A^+ \oplus (C \otimes S^+([\mathcal{S}_{n-1}]_\Omega)) \hookrightarrow C_A^+ \oplus (C \otimes S^+([\mathcal{S}_n]_\Omega)) =: \mathcal{S}_{n+1}^+. \]

This completes the inductive construction of the direct systems. Finally we define the direct limits of algebras
\[ \mathcal{S} := \mathcal{S} (\Omega, A \otimes B) := \lim_\rightarrow \mathcal{S}_n = \bigcup_{n \geq 0} \mathcal{S}_n, \quad \mathcal{S}^+ := \lim_\rightarrow \mathcal{S}_n^+ = \bigcup_{n \geq 0} \mathcal{S}_n^+. \]

As a direct limit of \( k \)-algebras, \( \mathcal{S} \) and \( \mathcal{S}^+ \) are \( k \)-algebras.

For each \( \omega \in \Omega \), \([\mathcal{S}_n]_\omega \) is contained in \( \mathcal{S}_{n+1}^+ \). Also, taking direct limits on the two sides in the equality \( \mathcal{S}_n = A \oplus \mathcal{S}_n^+ \), we obtain the equality \( \mathcal{S} = A \oplus \mathcal{S}^+ \). Thus there is a natural \( k \)-linear map
\[ \Pi_\omega : \mathcal{S} (\Omega, A \otimes B) \to \mathcal{S} (\Omega, A \otimes B), \; u \mapsto \begin{cases} \rho_\Omega (u), & u \in A, \\ [u]_\omega, & u \in \mathcal{S}^+, \; \omega \in \Omega. \end{cases} \]

Consequently the pair \( (\mathcal{S} (\Omega, A \otimes B), \Pi_\Omega) \) is an \( \Omega \)-operated algebra. Further, there is the obvious inclusion \( j_\Omega : (A, \rho_\Omega) \hookrightarrow (\mathcal{S} (\Omega, A \otimes B), \Pi_\Omega) \) of \( \Omega \)-operated algebras. Hence \( (\mathcal{S} (\Omega, A \otimes B), \Pi_\Omega) \) is an \( (A, \rho_\Omega) \)-algebra.

We prove that \( \mathcal{S} (\Omega, A \otimes B) \) satisfies the desired universal property.

**Theorem 3.10.** Let \( \Omega \) be a nonempty set and let \( (A, \rho_\Omega) \) be an \( \Omega \)-operated algebra. Let \( B \) be a \( k \)-augmented algebra and let \( i_B : B \hookrightarrow \mathcal{S} (\Omega, A \otimes B) \) be the natural injection. The pair \( (\mathcal{S} (\Omega, A \otimes B), \Pi_\Omega) \) together with \( i_B \) is the free \( (A, \rho_\Omega) \)-algebra over \( B \) in the sense of Definition 3.8.

**Proof.** Let \( (R, P_\Omega) \) be an \( (A, \rho_\Omega) \)-algebra with the structure map \( j_\Omega : (A, \rho_\Omega) \to (R, P_\Omega) \) which is an \( \Omega \)-operated algebra homomorphism. Let \( f : B \to R \) be an algebra homomorphism. We will define the desired \( (A, \rho_\Omega) \)-algebra homomorphism
\[ \overline{f} : (\mathcal{S} (\Omega, A \otimes B), \Pi_\Omega) \to (R, P_\Omega) \]
from a sequence of algebra homomorphisms
\[ f_n : \mathcal{S}_n \to R, \quad n \geq 0, \]
that is compatible with the direct system \( \{ \mathcal{S}_n, i_{n,n+1} \}_{n \geq 0} \).
Again taking $C := A \otimes B$, first define
\[ f_0 = j_R \otimes f : \mathcal{S}_0 := C = A \otimes B \to R. \]

Then define
\[ \lfloor f_0 \rfloor : \lfloor \mathcal{S}_0 \rfloor, \omega = [C^+_A]_\omega \to R \]
by $\lfloor f_0 \rfloor([u], \omega) := P_\omega(f_0(u))$, which then together with $f_0 : C \to R$ induces a unique algebra homomorphism
\[ f_1 : \mathcal{S}_1 = C \otimes S(\lfloor \mathcal{S}_0 \rfloor, \omega) \to R. \]

We also have $f_1 \mid_{\mathcal{S}_0} = f_0$.

Inductively, for $n \geq 1$, suppose that $f_i : \mathcal{S}_i \to R, i \leq n$, have been defined such that $f_i \mid_{\mathcal{S}_{i-1}} = f_{i-1}, i \geq 1$. We then define
\[ \lfloor f_n \rfloor : [\mathcal{S}_n^+]_\Omega \to R, \ [u], \omega \mapsto P_\omega(f_n(u)), \ u \in \mathcal{S}_n^+, \omega \in \Omega. \]

Then together with the map $f_0 : C \to R$, we obtain an algebra homomorphism
\[ f_{n+1} : \mathcal{S}_{n+1} = C \otimes S(\lfloor \mathcal{S}_n^+ \rfloor, \omega) \to R. \]

For $u \in \mathcal{S}_{n-1}, n$, we have
\[ f_{n+1}(\lfloor u \rfloor, \omega) = \lfloor f_n \rfloor(\lfloor u \rfloor, \omega) = P_\omega(f_n(u)) = P_\omega(f_{n-1}(u)) = \lfloor f_{n-1} \rfloor(\lfloor u \rfloor, \omega) = f_n(\lfloor u \rfloor). \]

It then follows that $f_{n+1} \mid_{\mathcal{S}_n} = f_n$. Therefore, we obtain an algebra homomorphism
\[ \overline{f} := \lim_{\to} f_n : \mathcal{S}(\Omega, A \otimes B) = \lim_{\to} \mathcal{S}_n \to R. \]

To check that $\overline{f}$ is an $(A, \rho_\Omega)$-algebra homomorphism, for $a \in A$, we have
\[ \overline{f} j_3(a) = \overline{f}(a) = f_0(a) = j_R(a). \]

To see that $\overline{f}$ is an operated algebra homomorphism, for $u \in \mathcal{S}^+ = \bigcup_{n \geq 0} \mathcal{S}_n^+$ and hence $u \in \mathcal{S}_{n}^+$ for some $n \geq 0$, by the definition of $\overline{f} = \lim f_n$, we have
\[ \overline{f} \Pi_\omega(u) = \overline{f}(\lfloor u \rfloor, \omega) = f_{n+1}(\lfloor u \rfloor, \omega) = \lfloor f_n \rfloor(\lfloor u \rfloor, \omega) = P_\omega f_n(u) = P_\omega \overline{f}(u). \]

Further, for $a \in A$, we have
\[ \overline{f} \Pi_\omega(a) = \overline{f}(\rho_\Omega(a)) = j_R(\rho_\Omega(a)) = P_\omega j_R(a) = P_\omega \overline{f} j_3(a) = P_\omega \overline{f}(a). \]

This proves the existence of $\overline{f}$.

Finally, from the construction of $\overline{f}$, it is the only way to define an $(A, \rho_\Omega)$-algebra homomorphism such that $\overline{f} i_B = f$. This completes the proof. \qed

3.3.3. Construction by rooted nonplanar forests. Again take $C := A \otimes B$ for a $k$-augmented algebra $B$, in particular $B = k[Y]$ for a set $Y$. We consider the submodule $\mathcal{E}(\Omega, C)$ of $\mathcal{S}(\Omega, C)$ spanned by vertex-edge decorated rooted trees $\mathcal{E}(\Omega, C) \subseteq \mathcal{T}(\Omega, C)$ for which the leaf vertices are decorated by $C^+_A := A \otimes B^+$. For the one-vertex tree, the vertex is not taken to be a leaf and hence can be decorated by any element in $C$. Then $\mathcal{E}(\Omega, C) = \{ \star_a | a \in A \} \cup \mathcal{E}^+$, where $\mathcal{E}^+$ consists of $\star_a$ with $a \in C^+_A$ and trees of height at least one with leaf vertices decorated by $C^+_A$. Then $\mathcal{E}(\Omega, C)$ is closed under the grafting product $\vee$. Further, for $\omega \in \Omega$, define $\Gamma_\omega$ on $\mathcal{E}(\Omega, C)$ by
\[ \Gamma_\omega(T) = \begin{cases} \rho_\Omega(T) & T = \star_a, a \in A, \\ \Lambda_\omega(T) & T \in \mathcal{E}^+(\Omega, C). \end{cases} \]
Then the bijective $(A, \rho_\Omega)$-algebra homomorphism $\eta : \mathfrak{S}(\Omega, C) \rightarrow \mathfrak{I}(\Omega, C)$ restricts to a bijection $\eta : \mathfrak{I}(\Omega, C) \rightarrow \mathfrak{E}(\Omega, C)$. Thus we conclude

**Corollary 3.11.** Let $(A, \rho_\Omega)$ be an $\Omega$-operated algebra and let $B$ be a $k$-augmented algebra. The pair $((\mathfrak{E}(\Omega, A \otimes B), \mathfrak{I}), \Gamma_\Omega)$ is the free $(A, \rho_\Omega)$-algebra over $B$.

Applying Theorem 3.10 and Corollary 3.11 to our subject of study, any integral equation can be regarded as an element of $\mathfrak{E}(\Omega, C)$ or $\mathfrak{I}(\Omega, C)$. Here $\Omega$ is the set of integral operators, including the integral limits and kernels. So for example $f(x) \mapsto \int_0^x K(x, t)f(t) \, dt$ is taken as one integral operator; $C = A \otimes B$ is the algebra of coefficient functions $A$, such as $C(\mathbb{R})$, together with the variable functions $B$. In particular, let $Y$ be a set of variable functions. Then $C = C(\mathbb{R})[Y]$. By enlarging this $C$, we can also consider the case when transcendental functions of $Y$ are involved.

As the following examples illustrate, we have a three way dictionary among $\mathfrak{E}(\Omega, C)$, $\mathfrak{I}(\Omega, C)$ and integral expressions which, when set to zero, become integral equations.
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Here $\alpha, \beta, \gamma, \delta$ are in $\Omega$ and $a, b, c, d, e$ are in $C$ and further in $C^*_A$ when decorating leaf vertices.

Now we can define the main notions of our study, including a formal definition of integral equations.

**Definition 3.12.** Let $(A, \rho_\Omega)$ be an $\Omega$-operated algebra and $B$ be a $k$-augmented algebra.

(i) The $(A, \rho_\Omega)$-algebra $\mathfrak{I}(\Omega, A \otimes B)$ (resp. $\mathfrak{E}(\Omega, A \otimes B)$) is called the **operated polynomial algebra in words** (resp. **trees**) with operator set $\Omega$, coefficient algebra $A$ and variable algebra $B$. Elements (setting to zero) in $\mathfrak{I}(\Omega, A \otimes B)$ and $\mathfrak{E}(\Omega, A \otimes B)$ are called **operator equations** in words (resp. trees).

(ii) Let $B = k[Y]$ and hence $A \otimes B = A[Y]$ where $Y$ is a set. Then $\mathfrak{I}(\Omega, A[Y])$ and $\mathfrak{E}(\Omega, A[Y])$ are called the **operated polynomial algebra** with operator set $\Omega$, coefficient algebra $A$ and independent variables $Y$. Their elements (setting to zero) are called **operator equations** with the same qualifications.

(iii) Further let $A = C(I)$ for an open interval $I \subseteq \mathbb{R}$, $\rho_\Omega$ a set of integral operators on $A$ and $Y$ a set of variable functions. Then $\mathfrak{I}(\Omega, C(I)[Y])$ and $\mathfrak{E}(\Omega, C(I)[Y])$ are called the **integral polynomial algebra** with integral operator set $\Omega$, coefficient function space $C(I)$ and variable functions $Y$. Their elements (setting to zero) are called **integral equations** with the same qualifications.

**Remark 3.13.** As noted in Remark 3.9, taking $B$ to be an algebra containing non-polynomial functions of the variable functions $Y$, we can include more general operator equations than when $B$ is taken $A[Y]$. For example, the Thomas-Fermi equation in Eq. (7), rewritten in Eq. (16), is not in $\mathfrak{I}(\Omega, C(I)[y])$, but is in $\mathfrak{I}(\Omega, C(I) \otimes B)$ for $B = \mathbb{R}[y, z]/(z^2 - y^3)$.

As a prototype of operator equations and integral equations thus defined, taking the operated algebra $(A, \rho_\Omega)$ in Item (ii) to be a differential algebra, we arrive at a notion of differential equations.
**Definition 3.14.** Let \((A, d_0)\) be a differential algebra. In particular, let \(A\) be the differential algebra of smooth functions on an open interval \(I \subseteq \mathbb{R}\) with the usual derivation. The operated algebra \(\mathfrak{S}(\langle d_0 \rangle, A[Y])\) (resp. \(\mathcal{E}(\langle d_0 \rangle, A[Y])\)) is called the **differential polynomial algebra over \(Y\)**. Its elements (setting to zero) are called differential equations in \(Y\).

These notions of the differential polynomial algebra and a differential equation is apparently more general than the usual notions in Eq. (17) in the usual sense of differential algebra \([21, 23]\). However, as to be shown in Proposition 3.17, the two sets of notions are equivalent.

### 3.4. Evaluations, solutions and equivalence of operator equations

As defined in Definition 3.12, for a given element \(\phi \in \mathfrak{S}(\Omega, A \otimes B)\), the equation

\[
\phi = 0
\]

is called an operator equation. We are interested in the solutions of \(\phi\) in the operated algebra \((A, \rho_\Omega)\) (or its extension), when the operator \(\Pi_\omega\) on \(\mathfrak{S}(\Omega, A \otimes B)\) is taken to be the specific linear operator \(\rho_\omega\) on \(A, \omega \in \Omega\). By the universal property of \(\mathfrak{S}(\Omega, A \otimes B)\), an algebra homomorphism \(f_B : B \to A\) gives rise to a unique \(\Omega\)-operated algebra homomorphism, called an **evaluation map**:

\[
\overline{f} := \overline{f}_B := \text{eval}_{f_B, \Pi_\Omega \to \rho_\Omega} : \mathfrak{S}(\Omega, A \otimes B) \to A,
\]

such that \(f = \overline{f}_B\). Of particular interest to us is when \(B = k[Y]\) is a polynomial algebra, so \(f_B : B \to A\) is uniquely determined by a map \(f_Y : Y \to A\), denoted by \(Y \mapsto f_Y\). Then the equation \(\phi = 0\) has a solution \(f_Y\) when \(\Pi_\omega\) are taken to be the operators \(\rho_\Omega\) precisely means

\[
\text{eval}_{Y \mapsto f_Y, \Pi_\Omega \to \rho_\Omega}(\phi) = 0.
\]

Thus the operator equations \(\phi = 0\) for which \(f_Y\) is a solution form the kernel \(J_{\rho_\Omega, f_Y}\) of \(\overline{f}\), which is an operated ideal of \(\mathfrak{S}(\Omega, A[Y])\). For a given set of linear operators \(\rho_\Omega\) on \(A\), as we run through all the evaluations of \(Y\), consider the intersection

\[
J_{\rho_\Omega} := \bigcap_{Y \mapsto f_Y} J_{\rho_\Omega, f_Y}.
\]

Elements in \(J_{\rho_\Omega}\) are precisely the (algebraic) operator identities satisfied by elements of \(A\) and the operators \(\rho_\Omega\). Thus we have

**Proposition 3.15.**

(i) Elements in \(\mathfrak{S}(\Omega, A[Y]) \backslash J_{\rho_\Omega}\) give operator equations that do not hold identically in \((A, \rho_\Omega)\).

(ii) Two operator equations \(\phi = 0\) and \(\psi = 0\) for \(\phi, \psi \in \mathfrak{S}(\Omega, A[Y])\) have the same solution set in \((A, \rho_\Omega)\) if the operators differ by an element in \(J_{\rho_\Omega}\).

These properties lead us to define

**Definition 3.16.** Let \((A, \rho_\Omega)\) be an operated algebra and \(Y\) be a set.

(i) Nonzero elements of \(\mathfrak{S}(\Omega, A[Y]) / J_{\rho_\Omega}\) are called **reduced operator polynomials** for \((A, \rho_\Omega)\).

(ii) Operated polynomials \(\phi\) and \(\psi\) (or their corresponding equations) in \(\mathfrak{S}(\Omega, A[Y])\) are called **equivalent** if \(\phi - \psi\) is in \(J_{\rho_\Omega}\).

Even though it is usually not practical to display a canonical basis of the quotient \(\mathfrak{S}(\Omega, \rho_\Omega) / J_{\rho_\Omega}\), it is possible to do so when the operated ideal \(J_{\rho_\Omega}\) is replaced by an operated subideal generated by defining identities of algebraically defined operators such as the differential operator (in differential algebra) or the Rota-Baxter operator, as we will show next.
We will consider the case when the operators $\rho_\Omega$ are separable Volterra operators in the next section to obtain further properties of the integral polynomials and the corresponding integral equations, namely that any such integral equation is equivalent to an integral equation that is operator linear (Definition 2.3).

As a prototype of this case, we first treat differential operators and differential equations.

**Proposition 3.17.** Let $(A, \rho_\Omega)$ be a differential algebra and let $Y$ be a set. Any differential polynomial in the sense of Definition 3.12, that is, as an element of $\mathfrak{S}([d], A[Y])$, is equivalent to a differential polynomial in the usual sense of differential algebra and differential equation, that is, as an element of $A_\Omega[Y]$ in Eq. (17).

**Proof.** Let $\phi = \phi(\Pi_\Omega, A, Y)$ in the free $(A, \rho_\Omega)$-operated algebra $(\mathfrak{S}(\Omega, A[Y]), \Pi_\Omega)$. Consider the defining relations of differential operators in a differential algebra:

$$\Pi_\alpha(uv) - \Pi_\alpha(u)v - u\Pi_\alpha(v), \text{ for all } u, v \in \mathfrak{S}(\Omega, A[Y]), \alpha \in \Omega,$$

in $\mathfrak{S}(\Omega, A[Y])$.

Since $\rho_\Omega$ are differential operators on $A$, for any $f : Y \to A$, the induced $(A, \rho_\Omega)$-algebra homomorphism $\overrightarrow{f}$ sends the expressions in Eq. (25) to zero. Thus the operated ideal $I_{\text{diff}}$ generated by these expressions is contained in the ideal $J_{\rho_\Omega}$ defined in Definition 3.16.

By definition, the quotient $(A, \rho_\Omega)$-algebra $\mathfrak{S}(\Omega, A[Y])/I_{\text{diff}}$ is the free $(A, \rho_\Omega)$-differential algebra. Thus by the fact that $A_\Omega[Y]$ in Eq. (17) is also the free $(A, \rho_\Omega)$-differential algebra, we have the natural isomorphism

$$\mathfrak{S}(\Omega, A[Y])/I_{\text{diff}} \cong A_\Omega[Y]$$

of differential algebras. In fact, the isomorphism (or its inverse) is given linearly by sending a differential monomial $(y, \prod_{\omega \in \Omega} \omega^\omega) \in Y \times C(\Omega)$ in $A_\Omega[Y] = A[Y \times C(\Omega)]$ to the corresponding element $\prod_{\omega \in \Omega} \Pi_\omega(\gamma)$ in $\mathfrak{S}(\Omega, A[Y])$. This means that, in particular, the element $\phi(\Pi_\Omega, A, Y)$ in $\mathfrak{S}(\Omega, A[Y])$ is congruent modulo $I_{\text{diff}}$ to an element of $A_\Omega[Y]$. Since $I_{\text{diff}}$ is contained in $J_{\rho_\Omega}$, by Definition 3.16, $\phi(\Pi_\Omega, A, Y)$ is equivalent to a differential equation in $\mathfrak{S}(\Omega, A[Y])$ of the form given in $A_\Omega[Y]$. □

4. **Separable Volterra equations and their linearity**

In this section, we first construct free relative MTRBAs which serve as the universal context for separable Volterra equations. We then apply the construction to prove the operator linearity of separable Volterra equations.

4.1. **Construction of free relative MTRBAs.** We start with the related notions. As the analogy of an algebra over a ring in the context of MTRBAs, we give

**Definition 4.1.** Fix an $\Omega$-MTRBA $(A, \rho_\Omega, \tau_\Omega)$. By an $(A, \rho_\Omega, \tau_\Omega)$-MTRBA, we mean an $\Omega$-MTRBA $(R, P_\Omega, \tau_{R,\Omega})$ with an $\Omega$-MTRBA homomorphism $j := j_R : (A, \rho_\Omega, \tau_\Omega) \to (R, P_\Omega, \tau_{R,\Omega})$. We also use $(R, P_\Omega, \tau_{R,\Omega}, j_R)$ to denote the data. For $(A, \rho_\Omega, \tau_\Omega)$-MTRBAs $(R_1, P_{1,\Omega}, \tau_{1,\Omega}, j_1)$ and $(R_2, P_{2,\Omega}, \tau_{2,\Omega}, j_2)$, an $\Omega$-MTRBA homomorphism $f : (R_1, P_{1,\Omega}, \tau_{1,\Omega}) \to (R_2, P_{2,\Omega}, \tau_{2,\Omega})$ is called an $(A, \rho_\Omega, \tau_\Omega)$-MTRBA homomorphism if $j_2 = f j_1$.

We will determine the free objects in the category of $(A, \rho_\Omega, \tau_\Omega)$-MTRBAs, defined precisely as follows.
**Definition 4.2.** Given an $\Omega$-MTRBA $(A, \rho_\Omega, \tau_\Omega)$ and an augmented $k$-algebra $B$, a **free** $(A, \rho_\Omega, \tau_\Omega)$-MTRBA over $B$, denoted by the quintuple $(F_{\text{MTRBA}}(A, B), P_{F,\Omega}, \tau_{F,\Omega}, j_F, i_B)$, is an $(A, \rho_\Omega, \tau_\Omega)$-MTRBA $(F_{\text{MTRBA}}(A, B), P_{F,\Omega}, \tau_{F,\Omega}, j_F)$ with a $k$-algebra homomorphism $i_B : B \to F_{\text{MTRBA}}(A, B)$ satisfying the following universal property. For any $(A, \rho_\Omega, \tau_\Omega)$-MTRBA $(R, P_{R,\Omega}, \tau_{R,\Omega}, j_R)$ and a $k$-algebra homomorphism $f : B \to R$, there exists a unique $(A, \rho_\Omega, \tau_\Omega)$-MTRBA homomorphism $\overline{f}_{\text{MTRBA}} : (F_{\text{MTRBA}}(A, B), P_{B,\Omega}, \tau_{F,\Omega}, j_F) \to (R, P_{R,\Omega}, \tau_{R,\Omega}, j_R)$ such that $f = \overline{f}_{\text{MTRBA}} i_B$.

In the case when $B$ is the polynomial algebra $k[Y]$ on a set $Y$ or the symmetric algebra $S(V)$ over a $k$-module $V$, we obtain the notions of a free $(A, \rho_\Omega, \tau_\Omega)$-MTRBA over $Y$ or $V$.

When the twist $\tau_\Omega$ is trivial, namely $\tau_\omega = 1_A$ for $\omega \in \Omega$, we recover the notion of a free $(A, \rho_\Omega)$-MRBA recalled in Definition 2.4. See [13] where the construction is also provided. We will apply this construction to obtain the free $(A, \rho_\Omega, \tau_\Omega)$-MTRBA over $B$.

We first give some notations. For a linear operator $Q$ on an algebra $R$ and invertible $a \in R$, denote $Q^a(r) := aQ(a^{-1}r)$. Then for a family of operators $Q_\Omega$ and invertible elements $a_\Omega$, denote

$$Q_\Omega^{a_\Omega} := \{Q_\omega^{a_\Omega} | \omega \in \Omega\}, \quad Q_\Omega^{a_\Omega} := \{Q_\omega^{a_\Omega} | \omega \in \Omega\}.$$

**Proposition 4.3.** Let $(A, \rho_\Omega, \tau_\Omega)$ be a fixed $\Omega$-MTRBA. Let $(A, \rho_\Omega^{r_\Omega})$ be the $\Omega$-MRBA by Proposition 2.7. Let $B = k \oplus B^+$ be an augmented $k$-algebra. Let $(F_{\text{MRBA}}(A, B), P_{F,\Omega}, j_F, i_B)$ with $i_B : B \to F_{\text{MRBA}}(A, B)$ be the free $(A, \rho_\Omega^{r_\Omega})$-MRBA over $B$. Denote $\tau_{F,\Omega} := j_F(\tau_\Omega) \subseteq F_{\text{MRBA}}(A, B)$. Then the quintuple $(F_{\text{MRBA}}(A, B), P_{F,\Omega}, \tau_{F,\Omega}, j_F, i_B)$ is the free $(A, \rho_\Omega, \tau_\Omega)$-MTRBA over $B$.

**Proof.** Let $(R, P_{R,\Omega}, \tau_{R,\Omega}, j_R)$ be an $(A, \rho_\Omega, \tau_\Omega)$-MTRBA and $f : B \to R$ an algebra homomorphism. To verify the desired universal property of $(F_{\text{MRBA}}(A, B), P_{F,\Omega}, \tau_{F,\Omega}, j_F, i_B)$, we will construct a unique homomorphism $\overline{f}_{\text{MTRBA}} : F_{\text{MRBA}}(A, B) \to R$ of $(A, \rho_\Omega, \tau_\Omega)$-MTRBAs such that $\overline{f}_{\text{MTRBA}} i_B = f$.

By Proposition 2.7, $(F_{\text{MRBA}}(A, B), P_{F,\Omega}^{r_\Omega}, \tau_{F,\Omega}, j_F)$ is an $\Omega$-MTRBA and $(R, P_{R,\Omega}^{r_\Omega}, j_R)$ is an $\Omega$-MRBA. Also, $P_{F,\Omega} j_F = j_F P_{F,\Omega}^{r_\Omega} = \tau_{F,\Omega} P_{F,\Omega} j_F \tau_{\Omega}^{-1} = P_{F,\Omega}^{r_\Omega} j_F$, and $j_R P_{R,\Omega} = P_{R,\Omega} j_R$ implies that $j_R P_{\Omega}^{r_\Omega} = P_{R,\Omega}^{r_\Omega} j_R$. Hence, $(F_{\text{MRBA}}(A, B), P_{F,\Omega}^{r_\Omega}, \tau_{F,\Omega}, j_F)$ is an $(A, \rho_\Omega, \tau_\Omega)$-MTRBA and $(R, P_{R,\Omega}^{r_\Omega}, j_R)$ is an $(A, \rho_\Omega^{r_\Omega})$-MRBA.

By the universal property of the free $(A, \rho_\Omega^{r_\Omega})$-MRBA $(F_{\text{MRBA}}(A, B), P_{F,\Omega}, j_F, i_B)$, the algebra homomorphism $f : B \to R$ induces a unique homomorphism of $(A, \rho_\Omega^{r_\Omega})$-MRBAs $\overline{f}_{\text{MRBA}} : F_{\text{MRBA}}(A, B) \to R$ such that $\overline{f}_{\text{MRBA}} i_B = f$. Thus we have the following diagram, where the left half is for the category of MRBAs and the right half is for the category of MTRBAs.

---

1Only the universal property is needed here. The construction will be recalled next.
We show that $\overline{f}_{MTRBA}$ in the left half of the diagram also satisfies the universal property of $\overline{f}_{MTRBA}$ in the right half of the diagram. First note that, for $\omega \in \Omega$, we have

$$\overline{f}_{MTRBA}(\tau_{F,\omega}) = \overline{f}_{MTRBA}j_F(\tau_{\omega}) = j_F(\tau_{\omega}) = \tau_{R,\omega}$$

for all $\omega \in \Omega$.

Thus as functions, $\tau_{R,\omega}\overline{f}_{MTRBA}^{-1}_{F,\omega} = \overline{f}_{MTRBA}$ for $\omega \in \Omega$. We then obtain

$$\overline{f}_{MTRBA}P_{F,\omega}^{-1} = P_{R,\omega}^{-1}\overline{f}_{MTRBA} = \tau_{R,\omega}\overline{f}_{MTRBA}^{-1}P_{F,\omega}\tau_{F,\omega}^{-1}P_{F,\omega}^{-1} = \tau_{R,\omega}\overline{f}_{MTRBA}^{-1}P_{F,\omega}\tau_{F,\omega}^{-1}P_{F,\omega}^{-1}$$

which vanishes since $\overline{f}_{MTRBA}$ is a homomorphism of MRBAs. Thus $\overline{f}_{MTRBA}$ is compatible with the linear operators and hence is a homomorphism of $(A, \rho_{\Omega}, \tau_{\Omega})$-MTRBAs.

Suppose $\overline{f}_{MTRBA} : (F_{MTRBA}(A, B), P_{F,\omega}, \tau_{F,\omega}, j_F) \to (R, P_{R,\omega}, \tau_{R,\omega}, j_R)$ is another $(A, \rho_{\Omega}, \tau_{\Omega})$-MTRBA homomorphism such that $f = \overline{f}_{MTRBA}i_B$. Then by the same argument, we find that $\overline{f}_{MTRBA}$ is an $(A, \rho_{\Omega}', \tau_{\Omega}')$-MTRBA homomorphism such that $f = \overline{f}_{MTRBA}i_B$. Then we must have $\overline{f}_{MTRBA} = \overline{f}_{MTRBA}$. This completes the proof.

Now we can apply Proposition 4.3 to construct the free $(A, \rho_{\Omega}, \tau_{\Omega})$-MTRBA over $B$ via the construction of the free $(A, \rho_{\Omega}', \tau_{\Omega}')$-MTRBA over $B$ given in [13]. We recall this construction without the abbreviations used there.

For distinction, let $(A, \phi_{\Omega})$ denote a fixed $\Omega$-MRBA. Let $B = k \oplus B^+$ be an augmented $k$-algebra. Denote

$$\mathcal{A} := A \otimes B, \quad \mathcal{A}^+ := A \otimes B^+.$$

Then $\mathcal{A} = A \oplus \mathcal{A}^+$.

Consider the $k$-module

$$F_{MTRBA}(A, B) := \bigoplus_{k \geq 0} \mathcal{A} \otimes (k\Omega \otimes \mathcal{A}^+)^{\otimes k}.$$

We first define a system of linear operators $P_{F,\omega}, \omega \in \Omega$ on $F_{MTRBA}(A, B)$. Any pure tensor of $F_{MTRBA}(A, B)$ is of the form

$$u = u_0 \otimes (\omega_1 \otimes u_1) \otimes (\omega_2 \otimes u_2) \cdots \otimes (\omega_n \otimes u_n), \quad u_0 \in A, \quad u_i \in \mathcal{A}^+, \quad \omega_i \in \Omega, \quad 1 \leq i \leq n, \quad n \geq 0.$$

We then define

$$P_{F,\omega}(u) := \begin{cases} \phi_{\omega}(u_0), & u_0 \in A, \quad n = 0, \\ \phi_{\omega}(u_0) \otimes (\omega_1 \otimes u_1) \otimes (\omega_2 \otimes u_2) \cdots \otimes (\omega_n \otimes u_n) \\ -1_A \otimes (\omega_1 \otimes \phi_{\omega}(u_0)u_1) \otimes (\omega_2 \otimes u_2) \cdots \otimes (\omega_n \otimes u_n), & u_0 \in A, \quad n > 0, \\ 1_A \otimes (\omega \otimes u_0) \otimes (\omega_1 \otimes u_1) \cdots \otimes (\omega_n \otimes u_n), & u_0 \in \mathcal{A}^+. \end{cases}$$

By means of these operators, we can express a pure tensor $u = u_0 \otimes (\omega_1 \otimes u_1) \cdots \otimes (\omega_n \otimes u_n), \quad n > 0$, of $F_{MTRBA}(A, B)$ in the recursive form

$$u = u_0 \left(1_A \otimes (\omega_1 \otimes u_1) \cdots \otimes (\omega_n \otimes u_n)\right) = u_0P_{F,\omega}(u') \quad \text{with} \quad u' := u_1 \otimes (\omega_2 \otimes u_2) \cdots \otimes (\omega_n \otimes u_n).$$

We can then recursively define a binary operation $\otimes = \otimes_{\Omega}$ on $F_{MTRBA}(A, B)$. For any pure tensors

$$u = u_0 \otimes (\omega_1 \otimes u_1) \cdots \otimes (\omega_m \otimes u_m) = u_0P_{F,\omega}(u') \in \mathcal{A} \otimes (k\Omega \otimes \mathcal{A}^+)^{\otimes m}$$

...
and
\[ v = v_0 \otimes (\varepsilon_1 \otimes v_1) \cdot \cdot \cdot (\varepsilon_n \otimes v_n) = v_0 P_{F,\xi_1}(v') \in \frak{A} \otimes (k\frak{A} \otimes \frak{A}^+)^{\otimes n} \]
with their recursive forms when \( m, n > 0 \), define
\[
(28) \quad u \otimes v := u \otimes_\Omega v := \begin{cases} 
    u_0 v_0, & \text{if } m = n = 0, \\
    u_0 v_0 (\varepsilon_1 \otimes v_1) \cdot \cdot \cdot (\varepsilon_n \otimes v_n) = u_0 v_0 P_{F,\xi_1}(v'), & \text{if } m = 0, n > 0, \\
    u_0 v_0 \otimes (\omega_1 \otimes u_1) \cdot \cdot \cdot (\omega_m \otimes u_m) = u_0 v_0 P_{F,\omega}(u'), & \text{if } m > 0, n = 0, \\
    u_0 v_0 P_{F,\xi_1}(P_{F,\xi_1}(u') \otimes v') + u_0 v_0 P_{F,\omega}(u' \otimes P_{F,\xi_1}(v')), & \text{if } m, n > 0.
\end{cases}
\]

Then extend \( \otimes \) to all of \( F_{MRBA}(A, B) \) by bilinearity. Let \( j_F : A \to F_{MRBA}(A, B) \) be the natural inclusion.

**Theorem 4.4.** ([13]) Let \((A, \phi_\Omega)\) be an \( \Omega \)-MRBA and \( B \) an augmented \( k \)-algebra. Then the quadruple \((F_{MRBA}(A, B), \otimes, P_{F,\Omega}, j_F, i_B)\) is the free \((A, \phi_\Omega)\)-MRBA over \( B \).

Now let \((A, \rho_\Omega, \tau_\Omega)\) be an \( \Omega \)-MTRBA. Applying Proposition 4.3, we can adopt Theorem 4.4 to construct the free \((A, \rho_\Omega, \tau_\Omega)\)-MTRBA over \( B \) as follows. Take \( \phi_\Omega := \rho_\Omega^{-1} \) in Theorem 4.4 to give the free \((A, \rho_\Omega^{-1})\)-MTRBA over \( B \) as \((F_{MRBA}(A, B), \otimes, P_{F,\Omega}, j_F, i_B)\). Then with the operator \( P_{F,\Omega} \) defined in Eq. (27), the operator \( P_{F,\Omega}^{T_R} \) on \( F_{MRBA}(A, B) \) given in Proposition 4.3 becomes
\[
(29) \quad P_{F,\Omega}^{T_R}(u) := \begin{cases} 
    \rho_\omega(u_0), & u_0 \in A, n = 0, \\
    \rho_\omega(u_0) \otimes (\omega_1 \otimes u_1) \cdot \cdot \cdot (\omega_n \otimes u_n) \\
    -\tau_\omega \otimes (\omega_1 \otimes \tau_\omega^{-1} \rho_\omega(u_0) \omega_2) \otimes (\omega_n \otimes u_n), & u_0 \in A, n > 0,
\end{cases}
\]
for any \( u = u_0 \otimes (\omega_1 \otimes u_1) \cdot \cdot \cdot (\omega_n \otimes u_n) \in \frak{A} \otimes (k\frak{A} \otimes \frak{A}^+)^{\otimes n}, n \geq 0 \).

Then by Proposition 4.3, we obtain

**Theorem 4.5.** Let \((A, \rho_\Omega, \tau_\Omega)\) be an \( \Omega \)-MTRBA and \( B \) an augmented \( k \)-algebra. Then with the \( k \)-module \( F_{MRBA}(A, B) \) in Eq. (26), the multiplication \( \otimes \) in Eq. (28), the linear operators \( P_{F,\Omega} \) in Eq. (29) and \( \tau_{F,\Omega} := j_F(\tau_\Omega) \subseteq F_{MRBA}(A, B) \), the quintuple \((F_{MRBA}(A, B), \otimes_\Omega, P_{F,\Omega}^{T_R}, \tau_{F,\Omega}, j_F, i_B)\) is the free \((A, \rho_\Omega, \tau_\Omega)\)-MTRBA over \( B \).

**4.2. Operator linearity of separable Volterra equations.** We now apply the construction of free MTRBAs to obtain the operator linearity (Definition 2.3) of integral equations with separable Volterra operators.

**Theorem 4.6.** Let \( I \subseteq \mathbb{R} \) be an open interval and \( A := C(I) \). Let \( K_\Omega := \{ k_\omega(x, t) | \omega \in \Omega \} \) be a family of separable kernels \( K_\omega(x, t) = k_\omega(x) h_\omega(t) \in C(I^2) \) with \( k_\omega(x) \) zero free on \( I \). Let \((A, P_{K_\Omega}, \tau_\Omega)\) be the MTRBA in Theorem 2.9. For any given set \( Y \), any element (and its corresponding integral equation) in the free \((A, \rho_\Omega)\)-algebra \((\frak{K}(\Omega, A[Y]), \Pi_\Omega)\) over \( B \) defined in Theorem 3.10 is equivalent to one that is operator linear and in which each of the iterated operators acts on variable functions (that is, on functions in \( A[Y]^+ \)).

As noted after Definition 3.16, this theorem shows that in order to study integral equations of a Volterra operator with separable kernels, we only need to consider operator linear integral equations with these Volterra operators.

**Proof.** Consider the defining relation of the \( \Omega \)-matching twisted Rota-Baxter operator
\[
(30) \quad \Pi_{\alpha}(u) \Pi_{\beta}(v) - \tau_{\alpha} \Pi_{\beta} (\tau_{\alpha}^{-1} \Pi_{\alpha}(u)v) - \tau_{\beta} \Pi_{\alpha} (\tau_{\beta}^{-1} u \Pi_{\beta}(v)) \text{ for all } u, v \in \frak{K}(\Omega, A[Y]), \alpha, \beta \in \Omega.
\]
in $\mathfrak{V}(\Omega, A[Y])$. Since $(A, P_{K_{\Omega}}, \tau_{\Omega})$ is an $\Omega$-MTRBA, for any $f : Y \to A$, the induced $(A, P_{K_{\Omega}}, \tau_{\Omega})$-MTRBA homomorphism $\overline{f}$ sends the expressions in Eq. (30) to zero. Thus the operated ideal $I_{TRB}$ generated by these expressions is contained in the ideal $J_{\rho_{\Omega}}$ defined in Definition 3.16, where $\rho_{\Omega} = P_{K_{\Omega}}$.

By definition, the quotient $(A, P_{K_{\Omega}})$-algebra $\mathfrak{V}(\Omega, A[Y])/I_{TRB}$ is the free $(A, P_{K_{\Omega}}, \tau_{\Omega})$-MTRBA. With the assumption on $(A, P_{K_{\Omega}}, \tau_{\Omega})$ in the theorem, by Theorem 4.5, this free object is also given by $F_{MRBA}(A, B) := (F_{MRBA}(A, B), \otimes, P_{FR}, \tau_{F}, j_{F}, i_{B})$ with $B = \mathbb{R}[Y]$. Thus we have a natural isomorphism $\mathfrak{V}(\Omega, A[Y])/I_{TRB} \cong F_{MRBA}(A, \mathbb{R}[Y])$ of $(A, P_{K_{\Omega}}, \tau_{\Omega})$-MTRBAs. This means that, in particular, any element $\phi(\Pi_{\Omega}, A, Y)$ in $\mathfrak{V}(\Omega, A[Y])$ is congruent modulo $I_{TRB}$ to an element of $F_{MRBA}(A, \mathbb{R}[Y])$. Since

$$F_{MRBA}(A, \mathbb{R}[Y]) := \bigoplus_{k \geq 0} A[Y] \otimes (k\Omega \otimes A[Y]^+)^\otimes,$$

the latter element is operator linear and each of the iterated operators acts on variable functions. Since $I_{TRB} \subseteq J_{\rho_{\Omega}}$, by Definition 3.16, $\phi(\Pi_{\Omega}, A, Y)$ is equivalent to an integral equation in $\mathfrak{V}(\Omega, A[Y])$ that is operator linear with the mentioned additional property.

We next apply the theorem to some examples of Volterra equations, beginning with the ones in Example 2.2 that motivated our study.

**Example 4.7.**  
(i) We first note that the Volterra population model in Example 2.2 (i) is already operator linear.

(ii) The Thomas-Fermi equation from Example 2.2, Eq. (7) is already operator linear. But there is no variable function between the outer and inner integrals, as prescribed in Theorem 4.6 (by taking the independent variable to be $z = y^{1/2}$). Integration by parts gives

$$\int_0^x \int_0^t s^{-1/2} y(s)^{3/2} ds dt = x \int_0^x s^{-1/2} y(s)^{3/2} ds - \int_0^x t^{1/2} y(t)^{3/2} dt,$$

now operator linear with the desired form.

As shown in Theorem 2.9, the Volterra integral operator

$$P_K(f) := k(x) \int_a^x h(t) f(t) dt$$

is a twisted Rota-Baxter operator by $\tau = \frac{K(x)}{K(a)}$, and thus satisfies the twisted Rota-Baxter identity

$$P_K(f) P_K(g) = \tau P_K \left( \tau^{-1}(P_K(f) g + f P_K(g)) \right)$$

for any $f(x), g(x) \in C(I)$. We apply this identity in the following Volterra equations to obtain operator linear forms. Naturally, these examples are guaranteed to work thanks to Theorem 4.6.

**Example 4.8.**  
(i) Let the kernel be $K(x, t) = e^{-x+t}$ and $a = 0$, so $\tau = e^{-x}$. On $C(\mathbb{R})$, the Volterra equation

$$0 = \left( \int_0^x e^{-x+t} f(t) dt \right) \left( \int_0^x e^{-s+x} h(s) ds \right) - \left( \int_0^x e^{-x+t} f(t) dt \right) \left( \int_0^x e^{-s+x} g(t) ds \right)$$

written in operator form is

$$0 = P_K(f P_K(g)) P_K(h) - P_K(f P_K(h)) P_K(g)$$

$$= \tau P_K(\tau^{-1}(P_K(f P_K(g)) h + f P_K(g) P_K(h))) - \tau P_K(\tau^{-1}(P_K(f P_K(h)) g + f P_K(h) P_K(g)))$$
\[ = \tau P_K(\tau^{-1} h P_K(f P_K(g))) - \tau P_K(\tau^{-1} g P_K(f P_K(h))). \]

Rewriting this back using the integral notations, we obtain
\[
0 = e^{-x} \int_0^x e^{-xt} \left( e^t h(t) \int_0^t e^{-s+t} \left( f(u) \int_0^u e^{-u+s} g(s) ds \right) du \right) dt - e^{-x} \int_0^x e^{-xt} \left( e^t g(t) \int_0^t e^{-s+t} \left( f(u) \int_0^u e^{-u+s} h(s) ds \right) du \right) dt.
\]

Observe that this equation is operator linear and each of the iterated integrals acts on the variable functions \( f, g \) and \( h \).

(ii) For \( K(x, t) = xt \) and \( a = 1 \), we have \( \tau = x \). On \( C((1, \infty)) \), we can rewrite the equation
\[
f(x) = \left( \int_1^x xtf(t)g(t)dt \right) \left( \int_1^x xtf(t) \int_1^tuh(u)du dt \right)
\]
as
\[
f = P_K(fg)P_K(fP_K(h))
\]
\[
= \tau P_K \left( \tau^{-1}(P_K(fg)fP_K(h)) + fgP_K(fP_K(h)) \right)
\]
\[
= \tau P_K \left( \tau^{-1}hP_K(fg) \right) + \tau P_K \left( \tau^{-1}fgP_K(fP_K(h)) \right) + \tau P_K \left( \tau^{-1}fgP_K(fP_K(h)) \right)
\]

Again, the last expression rewrites to integrals in operator linear forms and each of the iterated integrals acts on the variable functions \( f, g \) and \( h \).
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