The binding of oxygen to tetrameric hemoglobin is the textbook example for demonstrating interaction between multiple binding sites (cooperativity) on a biological unit and the use of the Hill equation (Hill, 1910). The Hill equation is derived from the analysis of the following binding equilibrium:

\[
E + nL \leftrightarrow EL_n, \quad K_D = \frac{[E][L]^n}{[EL_n]},
\]

where \(E\) is a biological unit (hemoglobin, enzyme, receptor, transporter), \(L\) is a ligand, \(n\) is the stoichiometric coefficient of ligand \(L\), and \(K_D\) is the (overall) dissociation constant. The saturation level of bound ligand is the same as the fraction of the biological unit in the substrate-bound state:

\[
y = \frac{n[EL_n]}{n+[L]} = \frac{[EL_n]}{[E]} = [E] + [EL_n].
\]

Substitution of the expression for the mass balance in the equilibrium constant yields the Hill equation,

\[
y = \frac{[L]^n}{K_A^n + [L]^n}, \quad K_A = \sqrt[n]{K_D},
\]

where \(n\) is generally termed the Hill coefficient, and \(K_A\) indicates the ligand concentration that results in half of the maximal saturation level (\(y = 0.5\)). Parameters \(n\) and \(K_A\) may be determined from the slope and the ordinate intercept of a linearized form of the Hill equation,

\[
\log \frac{y}{1-y} = n \log [L] - n \log K_A.
\]

The binding of oxygen to tetrameric hemoglobin is the textbook example for demonstrating interaction between multiple binding sites (cooperativity) on a biological unit and the use of the Hill equation (Hill, 1910). The Hill equation is derived from the analysis of the following binding equilibrium:

\[
E + nL \leftrightarrow EL_n, \quad K_D = \frac{[E][L]^n}{[EL_n]},
\]

where \(E\) is a biological unit (hemoglobin, enzyme, receptor, transporter), \(L\) is a ligand, \(n\) is the stoichiometric coefficient of ligand \(L\), and \(K_D\) is the (overall) dissociation constant. The saturation level of bound ligand is the same as the fraction of the biological unit in the substrate-bound state:

\[
y = \frac{n[EL_n]}{n+[L]} = \frac{[EL_n]}{[E]} = [E] + [EL_n].
\]

Substitution of the expression for the mass balance in the equilibrium constant yields the Hill equation,

\[
y = \frac{[L]^n}{K_A^n + [L]^n}, \quad K_A = \sqrt[n]{K_D},
\]

where \(n\) is generally termed the Hill coefficient, and \(K_A\) indicates the ligand concentration that results in half of the maximal saturation level (\(y = 0.5\)). Parameters \(n\) and \(K_A\) may be determined from the slope and the ordinate intercept of a linearized form of the Hill equation,

\[
\log \frac{y}{1-y} = n \log [L] - n \log K_A.
\]
these systems because they obligatorily bind several co-ions before the translocation event can take place. The co-ions bind to the same protein entity rather than to different subunits, but conceptually this makes no difference (Fig. 1 D). Nonetheless, physically realistic models are rarely used to analyze kinetic data of ion-coupled transporters, which is unfortunate, because a proper Hill analysis can be useful to obtain mechanistic understanding.

Here, we briefly review the Hill analysis of physically realistic models. We emphasize the importance of the measured output of the biological system by discriminating between a “binding” model and a “response” model, which have different information content. Ion-coupled transporters represent a clear example of the response model, and we subsequently describe the Hill analysis of transporter kinetics. As an example, we show how the analysis can provide the exact number of transported co-ions, regardless of the extent of cooperativity in ion binding. Finally, we use the large amount of available data on the sodium-coupled aspartate transporter GltPh to exemplify the usefulness of the Hill analysis.

The saturation curves in binding and response models
In realistic models, the ligand molecules bind sequentially to the \(N\) binding sites on the biological unit, thereby generating intermediate bound states as demonstrated in the example with \(N = 2\) in Fig. 2. As a consequence, the mass balance changes to

\[
\varepsilon = [E] + [E_aL] + [E_bL] + [ELL],
\]

where subscripts \((a)\) and \((b)\) indicate the two binding sites on \(E\). It follows that the saturation level depends on what exactly is measured.

The binding model applies when the binding of each substrate molecule evokes the same measurable output (Fig. 2 A) and the saturation curve is defined by

\[
y_B = \frac{[E_aL] + [E_bL] + 2[ELL]}{2\varepsilon}.
\]

Examples of such biological systems include ligand-gated channels that open only when all sites are occupied, receptors that signal in the fully occupied state, and also ion-coupled transporters that translocate when all co-ions have bound (Fig. 1, C and D). The same biological system may be analyzed by both models depending on the experimental setup. In one experiment, radiolabeled ligand bound to a channel may be measured at varying free ligand, and in a second experiment, the current through the same channel may be monitored. The two approaches yield different saturation behaviors.

The relation between the saturation level \(y_B\) and the concentration of the free ligand in the binding model for a system with two identical binding sites is

\[
y_B = \frac{[E_aL] + [L]^2}{\alpha K_a^* + 2\alpha K_b^* [L] + [L]^2} = K_a^* \sqrt{\alpha}.
\]

Interaction parameter \(\alpha\) gives the change in affinity of one site when the other site is already occupied \((K_a^* = \frac{K_a}{\alpha K_b^*}\), see Fig. 2). \(\alpha\) takes a value of 1 in the absence of cooperativity and a value of <1 for positive cooperativity, and thus is inversely related to cooperativity. For
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\[
y_B = \frac{\alpha [L]}{[L] + K_D [L] + K_D^*} = \frac{\alpha [L]}{[L] + \alpha K_D [L] + \alpha K_D^*}
\]  
(9)
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\[
y_R = \frac{\alpha^2 [L]^2}{[L]^2 + \alpha^2 [L]^2 + \alpha^2 K_D [L]^2 + \alpha^2 K_D^* [L]^2}
\]  
(11)
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Hill analysis of the binding and response models

Even though the saturation curves for the binding and response models (Eqs. 8 and 9) do not take the form of the Hill equation (Eq. 3), the experimental data can be analyzed by a double logarithmic plot similar to Eq. 4:

\[ \log \frac{y_{b,r}}{1-y_{b,r}} = f(\log[L]). \]  

(12)

In contrast to the linear relation described by Eq. 4, the slope of the curve obtained from the Hill analyses of realistic models is a variable with the ligand concentration, and the Hill coefficient \( n \) is redefined as the slope of the curve at \([L] = K_d\), where \( y \) is half the maximal saturation level (Kuriyan et al., 2012). In Fig. 3 (A and B), the Hill analyses for the binding and response models are presented for three different cases: no interaction between the binding sites (independent binding, \( \alpha = 1 \)), strong interaction (\( \alpha = 0.01 \)), and an intermediate level of interaction (\( \alpha = 0.1 \)).

For all values of \( \alpha \), the binding model yields linear relations both at very low (\( [L] < K_0 \)) and very high (\( [L] > K_0 \)) ligand concentrations, with slopes equal to 1 (Fig. 3 A and supplemental text 3). In the absence of interaction (\( \alpha = 1 \)), the two lines are continuous in line with Eq. 10. With interacting sites (\( \alpha < 1 \)), the two linear parts are discontinuous, and the slope of the curve is maximal at \([L] = K_0\). The Hill coefficient defined as the slope at \([L] = K_0\) depends on the interaction between the sites and takes a value between 1 and \( N \), the number of binding sites.

The Hill analysis of the response model results in a curve with a different shape (Fig. 3 B). Again, there are linear parts at the high and low extremes of the ligand concentration for every value of \( \alpha \), but in this case with different slopes. At the high concentration limit, the slope approaches a value of 1, but at the low limit it approaches a value of \( N \) (see supplemental text 3), which is the maximal slope of the curve. With increasing interaction between the sites, the entire curve shifts up the y axis, but the shape remains identical. Consequently, regardless of the interaction between the sites, the Hill analysis of the response model always contains the information on the number of binding sites in the slope of the linear part at the lower concentration limit. The Hill coefficient defined as the slope at the x-axis intercept is always smaller than the maximal slope of the curve. In the limit of very high cooperativity, it approaches the number of binding sites \( N \). In the absence of interaction between the binding sites, the slope is larger than 1, in line with Eq. 11.

In contrast to the Hill coefficient, the interaction parameter \( \alpha \) in the mechanistic binding and response models is a true measure of the interaction between the sites. Parameter \( \alpha \) measures the change in affinity of one site upon binding to the other site (\( K_0^* = \alpha K_0 \)). The relation between the Hill coefficient and the mechanistic interaction parameter \( \alpha \) is shown in Fig. 4 A for the binding and response models analyzed above. It requires an increase in the affinity of a factor of \( \sim 10 \) (\( \alpha = 0.1 \)) for the Hill coefficient to reach a value that is halfway between 1 and the number of binding sites (\( n = 1.5 \)). It follows that the interaction has to be extremely strong for the Hill coefficient to approach the number of binding sites.

Ion-coupled transporters

Ion-coupled secondary transporters allow for the accumulation of a substrate \( S \) inside the cell by catalyzing the following transport reaction

\[ S_{\text{out}} + nH_{\text{out}} \rightarrow S_{\text{in}} + nH_{\text{in}}, \]  

(13)

in which \( H \) is the co-ion, usually a proton or Na⁺ ion, and \( n \) equals the number of symported co-ions. Free energy is transduced from the co-ion gradient, the proton motive force or sodium ion motive force, to the substrate gradient. Mechanistically, secondary transporters
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couple the flux of the substrate to the flux of the co-ions by allowing the actual translocation step only when the transporter protein has bound the full complement of transported species (the productive state),

\[ E + S_{\text{out}} + nH_{\text{out}} \leftrightarrow E : S : H_n \rightarrow E : S : H_{n+1} \]  
\[ K_B = \frac{[E][S][H]^n}{[ESH_n]} \]  \hspace{1cm} (14)

The binding equilibrium in Eq. 14 resembles the one in Eq. 1 where the co-ions are concerned, but an additional ligand, the substrate, is bound as well. The Hill equation may be derived using an analogous approach as above for binding equilibrium (Eq. 1).

The rate is proportional to the concentration of state \( E : S : H_n \) and maximal \( (V_{\text{max}}) \) when all enzyme \( \varepsilon \) is in the productive state:

\[ v = k_{\text{cat}}[E : S : H_n] \]  
\[ V_{\text{max}} = k_{v_{\text{max}}} \varepsilon \]  
\[ \varepsilon = \frac{[E][S][H]^n}{K_B + [S][H]^n} \]  \hspace{1cm} (15)

Substitution of the mass balance in the expression for the overall equilibrium constant \( K_B \) in Eq. 14, and assuming rapid equilibrium of the binding steps, yields Eq. 16 for the saturation level of the rate:

\[ y = \frac{v}{V_{\text{max}}} = \frac{[E : S : H_n]}{\varepsilon} = \frac{[S][H]^n}{K_B + [S][H]^n} \]  \hspace{1cm} (16)

Because two different molecules (\( S \) and \( H \)) are transported by the protein, the analysis of \( y \) depends on the experimental design. In one type of experiment, the saturation level is measured at constant substrate concentration and varying co-ion concentration for which reorganization of the terms in Eq. 16 results in the Hill equation,

\[ y = \frac{[H]^n}{K_A + [H]} \]  
\[ K_A = \frac{K_B}{\sqrt{[S]}} \]  \hspace{1cm} (16a)

The concentration of \( H \) yielding half the maximal rate \( (K_A) \) depends on the substrate concentration. The Hill coefficient \( n \) may be derived using Eq. 4.

Alternatively, the saturation level is measured at constant co-ion concentration and varying substrate concentration, which yields the equivalent relation,

\[ y = \frac{[S]}{K_B^{\text{app}} + [S]} \]  
\[ K_B^{\text{app}} = \frac{K_B}{[H]^n} \]  \hspace{1cm} (16b)

The apparent affinity constant for the substrate \( (K_B^{\text{app}}) \) depends on the co-ion concentration, and Hill coefficient \( n \) may be determined from the slope of a double logarithmic plot of the apparent affinity constant and the co-ion concentration,

\[ \log K_B^{\text{app}} = \log K_B - n \log[H] \]  \hspace{1cm} (17)

This type of analysis may lead to erroneous interpretations of \( n \) because any mechanistic detail is ignored. Similarly, as discussed above, the value of \( n \) does not report the number of co-ions.

Mechanistic transporter models
Ion-coupled transporters are of the response model type, because only the state with all co-ions bound is translocation competent. The binding of co-ions as well as the substrate not only allows for interaction between the co-ion–binding sites but also for interaction between co-ion– and substrate-binding sites. Two extreme cases are the “random-binding” mechanism that assumes no interaction between co-ion– and substrate-binding sites and the “ordered-binding” mechanism that assumes that all co-ions bind before the substrate can bind. Note that “random” and “ordered” are used here to indicate the interaction between substrate and co-ions, not between co-ions.

In the random-binding mechanism, the co-ions bind according to the scheme in Fig. 2 B (for \( N = 2 \)), where the substrate binds with the same affinity to all states of the transporter regardless of the number of co-ions bound. The saturation level of the rate is the product of the saturation levels of co-ion binding in the response model \( y_R^H \) (Eq. 9) and substrate binding \( y_R^S \) (supplemental text 1, section 1.1):

\[ y_R = \frac{v}{V_{\text{max}}} = y_R^H y_R^S \]  \hspace{1cm} (18)

It follows for the rate measured at varying co-ion concentration at constant substrate concentration,

\[ v = V_{\text{max}} (\text{app}) y_R^H \]  
\[ V_{\text{max}} (\text{app}) = \frac{[S]}{K_B^H + [S]} V_{\text{max}} \]  \hspace{1cm} (18a)

Similarly, for the rate of substrate-dependent measurements at constant co-ion concentration,

\[ v = V_{\text{max}} (\text{app}) \frac{[S]}{K_B^S + [S]} \]  
\[ V_{\text{max}} (\text{app}) = y_R^H V_{\text{max}} \]  \hspace{1cm} (18b)

In the random-binding mechanism, the ligand for which the concentration is kept constant in the experiments (either the co-ion or the substrate) affects the maximal rate, but not the affinity for the other ligand.

In the ordered-binding mechanism, the substrate has affinity only for the fully co-ion–loaded state, resulting in the scheme depicted in Fig. 2 C (\( N = 2 \)). It can be shown for the saturation level of the rate (see supplemental text 2) that

\[ y_R = \frac{y_R^H [S]}{K_B^H + y_R^H [S]} \]  \hspace{1cm} (19)
and it follows for co-ion–dependent rate measurements at constant substrate,

\[ v = V_{\text{max}}(\text{app}) \frac{\frac{y_R^H}{K_D^H}}{\frac{K_D^H}{[S]} + \frac{[S]}{K_D^H}} \]

\[ V_{\text{max}}(\text{app}) = \frac{[S]}{K_D^H + [S]} V_{\text{max}}. \]

(19a)

The substrate "pulls" the transporter in the productive state, but this requires a higher concentration when the co-ion concentration is low than when it is high; i.e., the apparent affinity for the substrate increases with higher co-ion concentration. Eventually, all transporter molecules will be pulled in the productive state, making the maximal rate independent of the co-ion concentration.

Measurement of \( K_D^S(\text{app}) \) and \( V_{\text{max}}(\text{app}) \) at different co-ion concentrations provides a means of discriminating between the two extreme mechanisms of random binding and ordered binding. In the random-binding mechanism, the co-ion concentration affects the maximal rate, whereas the affinity for the substrate is not affected, and in the ordered-binding mechanism, the affinity for the substrate depends on the co-ion concentration, whereas the maximal rate is independent. A more detailed account of substrate-dependent transport kinetics is given in supplemental text 4.

Hill analysis of mechanistic transporter models

The Hill analysis of the transport rate measured at varying co-ion concentrations and constant substrate implies

\[ \log \frac{y_R}{1 - y_R} = \log \frac{v}{V_{\text{max}} - v} = f(\log[H]). \]

(20)

In the random-binding mechanism, the saturation behavior for the co-ions (Eq. 18a) is identical to the response model (Eq. 9), and consequently the graphical analysis of Eq. 20 is identical to Fig. 3 B.

In the ordered-binding mechanism, substitution of the expression for \( y_R^H \) in Eq. 19a yields for a transporter with two binding sites \((N = 2; \text{see supplemental text 2, section 2.2})\),

\[ K_D^S(\text{app}) = \frac{K_D^H}{\alpha} \left( \frac{[H]}{K_D^H} + \frac{[H]^2}{2} \right)^{-1} \]

(19b)

\[ \alpha(\text{app}) = C \frac{K_D^H}{K_D^H + [S]} \]

Importantly, the interaction parameter \( \alpha \) is replaced by an apparent interaction parameter \( \alpha(\text{app}) \) that depends on the substrate concentration \([S]\). At constant substrate concentration, Eq. 21 is of the same form as the saturation level function of the response model (Eq. 9). In the Hill analysis, the shape of the curves is identical as that observed for the response model above, but the curves shift up along the y axis by a value of \( \log(1 + [S]/K_D) \) (Fig. 3 C, for two values of \( \alpha \), and supplemental text 3, section 3.3). The upshift moves the x-axis intercept into the low substrate concentration domain and, consequently, higher values for the Hill coefficient are obtained with increasing concentrations of the substrate \( S \) used in the experiments (Fig. 5, A and B). The maximum value for \( n \) still equals the number of binding sites \( N \). Importantly, the concentration of \( S \) is an experimental variable, and therefore the value of \( n \) can be controlled experimentally (see below).

**Figure 5.** Dependence of the Hill coefficient on the substrate concentration in the ordered-binding mechanism of a transporter with two co-ion–binding sites \((N = 2)\) and \( \alpha = 1 \) (●) and \( \alpha = 0.01 \) (○; A) and with three co-ion–binding sites \((N = 3)\) and \( \alpha_1 = \alpha_2 = 1 \) (●) and \( \alpha_1 = \alpha_2 = 0.1 \) (○; B). The Hill coefficients were determined as described in the legend to Fig. 4.
Relation between the Hill coefficient and cooperativity in the ordered-binding transporter model

In the ordered-binding transporter model, the apparent interaction between the co-ions increases with increasing substrate concentration and, consistently, the simulations in Fig. 4 B show an increase in the Hill coefficient with increasing [S] at every value of α. The Hill coefficient is most sensitive to the substrate concentration in the absence of interaction between the sites (Fig. 4 B). If there is strong interaction between the co-ions (α = 0.01), the dependency is much smaller and the value of n much closer to N over the entire range of substrate concentrations (Fig. 5, A and B, for n = 2 and n = 3, respectively).

The ordered-binding mechanism of the co-ion–coupled transporter resembles the behavior of ligand-activated receptors described by Weiss (1997). He noted that a transition of a receptor in the fully bound state to a second fully bound state had the same effect as an increased interaction between the ligand-binding sites. The example used was a receptor with multiple ligand-binding sites that could convert from an inactive state to an activated state only if all ligands were bound. The more the activated state was favored in the equilibrium between the two states, the more the Hill coefficient approached the number of binding sites. Similarly, in the ordered-binding mechanism of the co-ion–coupled transporter, the productive state $EH_n$ is selectively “pulled out” of the co-ion–binding scheme by the substrate to yield state $EH_nS$. Importantly, in the case of transporters, the (apparent) equilibrium between the two states is experimentally accessible by setting the substrate concentration. At infinite high substrate concentration, the number of co-ions is reported by the Hill coefficient independent of the interaction between the co-ion–binding sites.

Practical consideration: Data analysis

Experimentally, the Hill coefficient is determined by measuring transport rates in a narrow range of co-ion concentrations around the concentration that yields half the maximal rate (i.e., $K_h$). The data are then plotted according to Eq. 20 and fitted to a straight line, the slope of which is taken as the Hill coefficient. Importantly, a fair estimation of the maximal rate is needed for this analysis. Alternatively, the experimental data may be fitted directly to the Hill equation (Eq. 3) using a nonlinear fitting procedure, which takes both the Hill coefficient and the maximal rate as parameters. Formally, this procedure is incorrect because the equation does not describe the response model, but the numeric results are practically the same between the two methods (see supplemental text 5).

To determine the number of cotransported ions in secondary transporters, there are three options. The first option applies when transport follows an ordered-binding mechanism. The Hill coefficients are determined at a range of substrate concentrations (Fig. 5). The number of co-ions follows from the value that the Hill coefficient approaches at high substrate concentration (see below for example). The Hill coefficient at low substrate concentrations reports on the interaction between the co-ion–binding sites. The second option applies regardless of whether the transporter catalyzes a random-binding or ordered-binding mechanism. The number of sites may be directly obtained from the saturation level curve at the lower co-ion concentration limit. In this case, only the first term is significant in the denominator of Eq. 9 and in the equivalent equations in supplemental text 1, Table 1.4. This limit corresponds to the condition where bound states of the biological unit are negligible, and the saturation level is

\[ y_R^H \sim [H]^N \quad y_R^H \ll 1. \]  

(22)

When experimental conditions allow, Eq. 22 provides a direct estimate of the number of binding sites (see, for instance, Lolkema et al., 1994). This approach resembles the limiting slope analysis of voltage-gated ion channels (Sigworth, 1994; Zagotta et al., 1994; Bezanilla, 2000).

Finally, true mechanistic information may be obtained by fitting the data directly to the saturation curves $y_R$. Unfortunately, there is no continuous function in N, and the data subsequently has to be fitted to the equations for $n = 1, n = 2, \ldots$ (see supplemental texts 1 and 2, sections 1.4 and 2.4). Once the number of co-ions is determined by the best-fitting equation, the interaction parameters $\alpha_i$ are obtained from the fitted parameters. Although this procedure yields the most detailed information, it requires highly accurate data to be successful.

Example: The Na+-coupled aspartate transporter GltPh

The aspartate transporter GltPh of the archaeon *Pyrococcus horikoshii* was among the first ion-coupled transporters for which a high resolution crystal structure was obtained (Yernool et al., 2004). GltPh is a member of the DAACS family of transporters that contains members from all domains of life, ranging from transporters for glutamate and neutral amino acid uptake in bacteria to excitatory neurotransmitter transporters in the central nervous system (Slotboom et al., 1999; Focke et al., 2013). The crystal structure of GltPh prompted many functional studies of the transporter to relate structure to mechanism (Boudker et al., 2007; Ryan and Mindell, 2007; Reyes et al., 2009, 2013; Ryan et al., 2009; Groeneveld and Slotboom, 2010; Akyuz et al., 2013, 2015; Erkens et al., 2013; Ewers et al., 2013; Hänelt et al., 2013; Jensen et al., 2013; Mulligan and Mindell, 2013; Verdon et al., 2014; Focke et al., 2015; Machens et al., 2015). For the discussion here, it is relevant that rates of aspartate transport as a function of the co-ion concentration have been
measured at fixed aspartate concentrations, and conversely, that apparent affinity constants for aspartate have been measured at fixed co-ion concentrations (Boudker et al., 2007; Reyes et al., 2013; Verdon et al., 2014).

**Analysis of transport data.** Ryan et al. (2009) reported the rate of transport catalyzed by GltPh reconstituted in proteoliposomes as a function of the Na⁺ concentration at two fixed aspartate concentrations using transport assays with radiolabeled aspartate. At a fixed concentration of 0.1 µM aspartate, a sigmoidal relation was obtained that fitted to the Hill equation (Eq. 3) with an apparent affinity $K_d$ of 3.9 mM Na⁺ and a Hill coefficient $n$ of 2.4. At a 10-fold higher aspartate concentration, the curve as a whole shifted to lower Na⁺ concentrations resulting in a higher apparent affinity $K_d$ of 2.0 mM and a slightly higher Hill coefficient of 2.6. The change in apparent affinity indicates that the mechanism of transport by GltPh is not of the random-binding type (Eq. 18a). The random-binding and ordered-binding mechanisms described above are extreme cases. The data suggests that GltPh has a significant ordered-binding component following Eq. 19a. The ordered-binding mechanism for GltPh is in agreement with experiments showing a much lower affinity of the protein for aspartate in the absence than in the presence of Na⁺ (Boudker et al., 2007; Jensen et al., 2013).

In the ordered-binding mechanism, the Hill coefficient increases with increasing substrate concentration to reach the number of co-ions transported (Fig. 5). In the experiments of Ryan et al. (2009), the Hill coefficient is relatively insensitive to the 10-fold increase in aspartate concentration (it raises from 2.4 to 2.6) and is close to the number of three transported Na⁺ ions determined independently by direct measurement of the flux ratio between aspartate and Na⁺ using $^{14}$C-labeled aspartate and $^{22}$Na⁺ (Groeneveld and Slotboom, 2010). The two fixed aspartate concentrations of 0.1 and 1 µM roughly correspond with values of 1 and 10 for the ratio $[S]/K_d^S$ ($K_{d,app} = 0.12$ µM at 100 mM Na⁺; Ryan et al., 2009). The relatively small increase in the Hill coefficient between these two values suggests significant cooperativity between the Na⁺-binding sites on GltPh (Fig. 5 B). It must be emphasized that the apparent affinities and Hill coefficients should be determined over a much larger range of aspartate concentrations to confirm these conclusions.

**Analysis of aspartate affinity constants.** Apparent affinities of GltPh for aspartate at different fixed sodium ion concentrations have been determined by isothermal titration calorimetry (ITC) or fluorescence signal titrations for the wild-type protein and binding-site mutants (Boudker et al., 2007; Reyes et al., 2013; Verdon et al., 2014). The data showed a strong dependence of the $K_d$ values for aspartate on the Na⁺ ion concentration and was analyzed by Eq. 17, which indicates a linear relation in a double logarithmic plot of the apparent affinity constant and the fixed co-ion concentration with a slope identical to the number of sodium ions. The experimental data in some cases fitted well to a linear relation but in other cases deviated strongly (Reyes et al., 2013). Slopes of the fitted lines in different experiments varied from 0.7 to 2.9.

As discussed above, Eq. 17 ignores any mechanistic detail by not taking into account partially Na⁺-bound states. Analysis of a more realistic mechanistic model is presented in supplemental text 4, and a graphical representation is shown in Fig. 6. Only in the low sodium ion concentration range is the relation linear with a slope that reports the number of co-ions. With increasing co-ion concentration, the slope decreases to become zero and the affinity constant extrapolates to the true $K_d$ for aspartate when the protein is saturated with sodium ions. The nonlinearity is well visible in the experimental data, and a slope of <1 has been reported (e.g., Verdon et al., 2014). Consequently, the range of co-ion concentrations used in the experiments must be large enough to cover the full shape of the curve. If not, the slope may be any number between zero and the number of co-ions.

It must be noted that the analysis of binding data obtained by ITC or fluorescence techniques is less straightforward than the analysis of transport data. In contrast to measurements of transport rates, in which the response is proportional to the fully Na⁺-bound state, with ITC or fluorescence measurements, it is not known “a priori” to which Na⁺-bound state aspartate binds; i.e., the results do not discriminate between a binding and a response model for co-ion binding. In the reported

![Figure 6. Analysis of the apparent affinity for the substrate in the ordered-binding mechanism. The plot shows numerical simulations of Eq. 4.13 in supplemental text 4 for three values of the interaction parameter $a$: 1 (■), 0.1 (○), and 0.01 (▲). The function was rewritten to $K_d^{app}(H)/K_d = x + x^2$ in which $x$ is the co-ion concentration relative to the affinity constant $x = [H]/K_d^S$ (graphic representation shown in Fig. 6).](image-url)
binding experiments for GltPh, only the binding of aspartate and not the binding of Na+ was detected, as binding of Na+ alone did not generate a measurable fluorescence change nor a detectable heat release. The strong dependence of the affinity constant for aspartate on the Na+ concentration indicates an ordered-binding type of mechanism where aspartate preferentially binds to Na+-bound states.

Conclusion

In mechanistic models for binding of multiple ligands to a biological unit, the saturation behavior depends on the experimental readout. In the binding model, the Hill analysis does not provide information on the number of binding sites N. In contrast, the Hill analysis of the response model does contain this information, in which case the slope of the curve in the lower concentration range corresponds to the number of binding sites. In neither model does the Hill coefficient—defined as the slope of the curve at half-maximal saturation—report this number. In the binding model, the Hill coefficient varies between a value of 1 in the absence of interaction and a value of N in case of extremely strong interaction. In the response model, it varies between a number larger than 1 and N. In both models, the derived Hill coefficient is a measure of the cooperativity and sets a lowest possible number of sites.

Ion-coupled transporters are of the response model type, and the saturation behavior of the rate with the cation in the lower concentration limit contains the information on the number of cotransported ions. Additionally, in the case of an ordered-binding mechanism, in which the co-ions bind before the transported substrate, the Hill coefficient of co-ion binding is a function of the substrate concentration. The apparent interaction between the co-ion sites increases with the substrate concentration and, consequently, the Hill coefficient extrapolates to the number of co-ions. Measurements of the Hill coefficient over the entire range of substrate concentrations provide information on both the extent of interaction between the sites and the number of sites.

Online supplemental material

Five supplemental texts accompany this review: (1) derivation of the equations for the binding and response models; (2) derivation of the equations for the ordered-binding transporter mechanism; (3) derivation of the equations for the Hill analysis of the saturation level functions; (4) derivation of the equations for substrate-dependent kinetics of mechanistic transporter models; (5) data analysis by curve fitting. The online supplemental material is available at http://www.jgp.org/cgi/content/full/jgp.201411332/DC1.
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