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Abstract

This paper describes the GW/LT3 contribution to the 2016 VarDial shared task on the identification of similar languages (task 1) and Arabic dialects (task 2). For both tasks, we experimented with Logistic Regression and Neural Network classifiers in isolation. Additionally, we implemented a cascaded classifier that consists of coarse and fine-grained classifiers (task 1) and a classifier ensemble with majority voting for task 2. The submitted systems obtained state-of-the-art performance and ranked first for the evaluation on social media data (test sets B1 and B2 for task 1), with a maximum weighted F1 score of 91.94%.

1 Introduction

The 2016 DSL shared task objective was to correctly identify the different variations of similar languages (Malmasi et al., 2016). DSL2016 covered two main subtasks:

- Task 1: discriminating between similar languages from the same language family and between national language varieties. Covered languages and varieties are:
  - I Bosnian (bs), Croatian (hr) and Serbian (sr) from the South Slavic language family
  - II Malay (my) and Indonesian (id) from the Austronesian language family
  - III Portuguese from Brazil (pt-BR) and Portugal (pt-PT)
  - IV Spanish from Argentina (es-AR), Mexico (es-MX) and Spain (es-ES)
  - V French from France (fr-FR) and Canada (fr-CA)

- Task 2: Arabic dialect identification. The task includes Modern Standard Arabic (MSA) and the Egyptian (EGY), Gulf (GLF), Levantine (LAV) and North African (NOR) dialects.

Both tasks were evaluated in two tracks: closed (no external resources or additional training data are allowed) and open. The shared task involves predicting different languages for groups I and II from Task 1, identifying different variants of the same language in groups III, IV, V from Task 1, and predicting dialects in Task 2. Furthermore, Task 1 was evaluated on in-domain and out-of-domain test sets.

The experimental approaches described in this paper include preprocessing methods to prepare the data, feature engineering, various machine learning methods (Logistic Regression, Support Vector Machines and Neural Networks) and system architectures (one-stage, two-stage and ensemble classifiers). Additionally, we collected Twitter training data for Task 2 and studied its impact on prediction performance. GW/LT3 participated in Task 1 (closed) and Task 2 (closed and open).

The rest of the paper is organized as follows: Section 2 presents a brief overview of work in similar languages identification and previous DSL tasks. Section 3 describes the overall methodology, whereas Section 4 and 5 discuss the datasets, preprocessing, experimental results and analysis in detail for each task. Section 6 concludes this paper.
2 Related Research

Language identification is an active field of research, where in recent years increased attention has been given to the identification of closely related languages, language variants and dialects, which are harder to distinguish. The three editions of the DSL shared task on detecting similar languages have provided a forum for benchmarking various approaches. For a detailed overview of the previous editions and their related work, we refer to the overview papers of Zampieri et al. (2014) and Zampieri et al. (2015).

State-of-the-art approaches to related language identification rely heavily on word and character n-gram representations. Other features include the use of blacklists and whitelists, language models, POS tag distributions and language-specific orthographical conventions (Bali, 2006; Zampieri and Gebre, 2012). For systems, a wide range of machine learning algorithms have been applied (Naive Bayes and SVM classifiers in particular), with work on optimization and dimensionality reduction (Goutte et al., 2014), and on ensembling and cascading, which yielded the best-performing systems in the 2015 edition (Goutte and Léger, 2015; Malmasi and Dras, 2015).

Previous approaches for Arabic dialect detection, a new task introduced in this shared task edition, use similar approaches. Sadat et al. (2014) argue that character n-gram models are well suited for dialect identification tasks because most of the variation is based on affixation, which can be easily modeled at the character level.

Also new to this edition of the shared task is the evaluation on social media data. In 2014, the TweetLID shared task specifically addressed the problem of language identification in very short texts (Zubiaga et al., 2014). This brought to light some of the challenges inherent to the genre: a need for a better external resources to train systems, low accuracy on underrepresented languages and the inability to identify multilingual tweets.

3 System Description

We experiment with a number of machine learning methods that range from conventional methods such as Logistic Regression to Deep Learning.

Feature Set

We experimented with a simple feature set similar to those that proved effective in previous DSL tasks (Goutte and Léger, 2015). We employ word and character n-gram representations as features in the closed submission for Task 1. Additionally, we incorporate lexical features based on Arabic dialect dictionaries. We generated GLF, EGY, LAV and NOR noisy dictionaries that are collected from Twitter where a filter based on the geolocation field from Twitter API is applied to reflect the targeted dialects (e.g. KW → GLF). The MSA dictionary is based on the unique vocabulary set in Arabic Gigaword. The dictionary features are a set of 5 features (one per dialect) where each feature value represents the in-dictionary occurrence frequencies (e.g. kdh mA y$H$ [EN: This is not right]: GLF_dic:1, EGY_dic:3, MSA_dic:1, LAV_dic:1, NOR_dic:1).

Classifiers

Support Vector Machines (SVM): we experimented with SVMs and found that it produces worse results in comparison to other classifiers. As a result, we did not submit a run that implements SVM.

Logistic Regression (LR) classifier: the intuition behind using LR as opposed to Support Vector Machines (SVM) is that LR works better in scenarios where the classes are close to each other and when the predictors can near-certainly determine the output label. We use LR for both Task 1 and Task 2 as one of the submitted runs, where LR produces state-of-the-art results for Task 1 on out-of-domain data. All LRs are trained with L2 regularization and a cost $C$ of 1.

Neural Network (NN) classifier: we also experiment with NNs, because they have proven effective in modelling a wide range of complex NLP tasks. All NNs are trained with a single hidden layer of 500 neurons, using softmax activation and Adaptive Moment Estimation (Adam) to optimize the stochastic gradient descent.

Two-stage classifier: for Task 1, we implemented a two-stage classifier where we first train a system to predict the coarse-grained language group class. Then, for every language group we built a model
that predicts the fine-grained variant class. A detailed description of this classifier is depicted in Figure 1. **Ensemble with majority voting:** for Task 2, we implemented an ensemble classifier that takes the majority vote of 1 LR and 2 NN classifiers’ output and produces the majority label. Ties are broken by taking the output of the best-performing individual classifier. The number and selection of classifiers participating in the ensemble was determined experimentally on the development data.

4 **Task 1**

Task 1 focuses on predicting the correct label of language variant among classes of similar languages and variants.

4.1 **Datasets**

The dataset provided contains:

- Training and development data: a balanced train and dev set containing fragments from newswire text (18000 training and 2000 dev instances per class)

- Test data: class-balanced in-domain (test set A: 12000 instances) and out-of-domain data collected from social media (test sets B1 and B2 with 500 instances each, pertaining to the South Slavic and pt families)

4.2 **Preprocessing**

In order to reduce data dimensionality and improve lexical recall, preprocessing was applied to the datasets. This was especially relevant for the out-of-domain datasets B1 and B2, which were noisy in nature since they had been collected from Twitter. We performed the following normalization operations:

- number masking (e.g. 1990 \(\Rightarrow\) 8888)

- URL replacement (e.g. ttg.uni-saarland.de/vardial2016 \(\Rightarrow\) URL)

- in words elongated with character flooding, repetitions are limited to two occurrences (e.g. goooood \(\Rightarrow\) good)

- removal of at-mentions, retweets and HTML tags

- lowercasing of all text
Additionally, we applied language filtering on the tweets in datasets B1 and B2. The task was to determine the primary language variant of a Twitter user, given a collection of his or her tweets. However, Twitter users do not consistently tweet in the same language: some tweets may be in a different language entirely, and some may have internal code switching. Because such tweets can confuse a classifier, we removed all tweets that could not be confidently assigned to one of the language groups under study. We used the probability outputs of a NN coarse-grained classifier to remove all tweets that had less than 95% of the probability mass concentrated in one category.

Figure 2: Example of out-of-domain dataset entry

4.3 Postprocessing
For the B1 and B2 test sets, which only contain 2 of the 5 language groups, we normalize predictions pertaining to an incorrect language group by backing off to the highest-probability available class. In the case of the cascaded classifier, this is done in the first stage.

4.4 Results
The GW/LT3 team submitted to the closed track for Task 1, where no external training data or resources could be used. For each dataset, three systems were submitted (as explained in Section 3), with the following settings:

- LR: character (2-6) and word n-grams (1-3) with term-frequency weighting
- NN: binary character n-gram features (2-6), 35 epochs of training
- Cascade: both the coarse (language group) and fine-grained classifier use LR, with the same feature set as described above for LR

GW/LT3 ranked first in the out-of-domain evaluation (test sets B1&B2) and third for in-domain test set A. As shown in Table 1, the LR classifier yields the best performance on the B1 and B2 test sets, with an accuracy of 92.0% and 87.8%, respectively. It is narrowly beaten by the cascaded approach on test set A (88.7%).

The state-of-the-art performance on the B1 and B2 test sets may indicate that adequate preprocessing is a prerequisite when dealing with noisy social media data. Both the normalization steps and the aggressive filtering of code-switched tweets based on language family detection may have been effective for improving performance over competing systems.

| Metric        | Data | A          | B1         | B2         |
|---------------|------|------------|------------|------------|
|               |      | LR         | NN         | 2-stage    | LR         | NN         | 2-stage    | LR         | NN         | 2-stage    |
| Accuracy      |      | 88.59      | 85.02      | **88.70**  | **92.00**  | 89.60      | 91.20      | **87.80**  | 86.00      | 87.20      |
| F1-weighted   |      | 88.60      | 84.93      | **88.70**  | **91.94**  | 89.45      | 91.12      | **87.73**  | 85.81      | 87.13      |

Table 1: Task 1 results. System ranks are indicated in superscript.

Based on the confusion matrices for the in-domain dataset, we note a very similar behavior among the three different approaches, especially LR & two-stage. We note that NN consistently performs worse than the other two approaches with a marked accuracy degradation in the more closely language variants,
such as the Portuguese and Spanish language groups. The NN approach performs notably poorly for the detection of Mexican Spanish with a recall of 58% in comparison to 81% for LR. However, it is worth noting that performance for Mexican Spanish is poor across classifiers (Table 2). Together with Bosnian (across datasets), it appears to be harder to predict than other language variants.

Table 2: Task 1 per-variant F1-score
5 Task 2

Task 2 aims to predict the correct Arabic dialect from a set of 5 different dialects. GW/LT3 submitted systems to both the open and closed for the Arabic subtracks.

5.1 Datasets

The dataset (Ali et al., 2016) provided contains Automatic Speech Recognition (ASR) transcripts in Buckwalter encoding and is divided into:

- **Training data**: unlike Task 1, the training data is unbalanced and contains 1578 EGY, 1672 GLF, 1758 LAV, 999 MSA, and 1612 NOR instances (total of 7619)
- **Test data**: ASR transcripts containing 315 EGY, 256 GLF, 344 LAV, 274 MSA, and 351 NOR instances (total of 1540)

**External datasets** For the open submission, we used dialect dictionaries to make in-vocabulary frequency count features (as explained in 3). For MSA, we used the Arabic Gigaword vocabulary, whereas for other dialects we built dictionaries based on data collected from Twitter. We are aware that using social media data invariably introduces noise, both in terms of misspelled vocabulary entries and with relation to incorrect geographical information. However, as argued by Mubarak and Darwish (2014), such information still provides acceptable dialectal corpora. We filtered the collected tweets based on the countries of interest that map to the targeted dialects of the shared task (e.g. Syria → LAV). Before creating the dictionaries, we apply normalization (hamza normalization, emoji and URL removal, . . . ). The resulting dictionary sizes were 76,721 for GLF, 22,003 for EGY, 10,000 for LAV, 286,559 for MSA and 6,343 for NOR.

5.2 Preprocessing

We tested applying letter normalization during the train/dev phase, where we normalized the different shapes of hamza (’, |, >, &, ,<) to Alif (A). However, we noted that this type of normalization did not improve performance, which is why it was omitted in the final systems. However, preprocessing on the dictionaries collected from Twitter was applied in a similar fashion as the one described in 4.2.

5.3 Results

Settings of the 3 submitted runs for both tracks (as explained in Section 3), were as follows:

- **LR**: character (2-6) and word n-grams (1-3) without term-frequency weighting, additional dictionary features for the open track
- **NN**: binary character n-gram features (2-6), 35 epochs of training

---

1http://www.qamus.org/transliteration.htm
- Ensemble: 1 NN classifier with character (3-5) and word (1) n-grams, 1 NN classifier with character n-grams (2-6) and 1 LR classifier with character n-grams (1-6) with MSA dictionary features for the open track

GW/LT3 ranks 2\textsuperscript{nd} and 5\textsuperscript{th} in the open and closed settings respectively, using the ensemble approach (EMV) described in Section 3. Table 3 shows the three submitted runs’ performance under the closed and open settings. We note that adding extra features using the external resources, or even adding them as extra training data during the train/dev phase, did not improve the performance of the systems. This can likely be explained by limited overlap in genre between the training and test data and the Twitter data. In Table 4, we note that EMV produces the best performance per dialect, with MSA being the easiest dialect to identify. This may be explained by the fact that MSA is highly distinguishable from other dialects, as opposed to the high overlap between dialects’ vocabularies.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Metric} & \multicolumn{3}{c|}{\textbf{Closed}} & \multicolumn{1}{c|}{\textbf{Open}} \\
\hline
\textbf{Data} & \textbf{LR} & \textbf{NN} & \textbf{EMV} & \textbf{LR} & \textbf{NN} & \textbf{EMV} \\
\hline
\textbf{Accuracy} & 44.42 & 49.03 & \textbf{49.03} & 44.35 & 49.03 & \textbf{49.09} \\
\hline
\textbf{F1-weighted} & 44.79 & 49.17 & \textbf{49.22} & 44.74 & 49.17 & \textbf{49.29} \\
\hline
\end{tabular}
\caption{Task 2 results. System ranks are indicated in superscript.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\textbf{Method} & \textbf{Dialect} & \textbf{EGY} & \textbf{GLF} & \textbf{LAV} & \textbf{MSA} & \textbf{NOR} \\
\hline
\textbf{CLOSED} & LR & 45 & 33 & 43 & 54 & 48 \\
\hline
& NN & 52 & \textbf{35} & 48 & 61 & 49 \\
\hline
& EMV & \textbf{52} & 34 & \textbf{48} & \textbf{61} & \textbf{50} \\
\hline
\textbf{OPEN} & LR & 44 & 33 & 43 & 55 & 48 \\
\hline
& NN & 52 & \textbf{35} & 48 & 61 & 49 \\
\hline
& EMV & \textbf{52} & \textbf{35} & \textbf{48} & \textbf{61} & \textbf{50} \\
\hline
\end{tabular}
\caption{Task 2 dialects F1-score}
\end{table}

Based on Figure 6 and 7, we note that our systems perform in a very similar behavior under the open and closed settings, which is due to the small number of added features under the open settings as opposed to the closed. GLF dialect represents the highest challenge for our systems with F1-score of 35\% (as shown in Table 4). Based on the confusion matrix, we note that GLF is often mispredicted as LAV or MSA. Additionally, we note that MSA yields the best performance among the various dialects, a result aligning with the findings of Zaidan and Callison-Burch (2014). EMV produces the best overall accuracy and F-score results with a performance that is very close to the NN system, as two of the three votes belong to NN systems with different parameters.

6 Conclusion & Future Work

In this paper, we discussed the collaborative work between George Washington University (GW) and Ghent University (LT3), where GW/LT3 submitted systems to both 2016 DSL Task 1 (closely related languages and variants) and Task 2 (Arabic dialect identification). The performance of our best run on out-of-domain data for Task 1 ranked first, using a Logistic Regression classifier. We hypothesize that adequate preprocessing of noisy social media data may be a prerequisite for good performance. Complex system architectures such as cascaded classification or ensembling did not yield significant improvements over the one-stage classifiers. Given the promising results of the single-layer Neural Networks for the Arabic dialect detection task, we intend to investigate alternative Deep Learning methodologies in future work.
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