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Abstract Viruses are small infectious agents that replicate only inside the living cells of other organisms and comprise approximately 94% of the nucleic acid-containing particles in the oceans. They are believed to play a central role in evolution, are responsible for various human diseases, and have important contributions to biotechnology and nanotechnology. Viruses undergo evolutionary selection for efficient transmission from host to host by exploiting the host’s gene expression machinery (e.g., ribosomes) for the expression of the genes encoded in their genomes. As a result, viral genes tend to be expressed via non-canonical mechanisms that are very rare in living organisms. Many of the gene expression stages and other aspects of the viral life cycle are encoded in the viral transcripts via ‘silent codes’, and are induced by mutations that are synonymous to the viral amino acid content. In a series of studies that included the analyses of dozens of organisms from the three domains of life, it was shown that there are overlapping ‘silent codes’ in the genetic code that are related to all stages of gene expression regulation. The aim of this chapter is to summarize the current knowledge related to the silent codes in viral genomes and the open questions in the field.
## 1 Hidden Information Related to Gene Expression Regulation and Other Aspects is Encoded in the Transcripts and Affects Organismal/Viral Fitness

Proteins are the principal actors in all intracellular activities. Gene expression is the process by which the information encoded in a gene is used to synthesize the corresponding protein. The major cellular biophysical stages of gene expression are transcription, splicing (in eukaryotes), mRNA degradation, translation, and protein degradation; each of these stages has several sub-stages (e.g., initiation, elongation, and termination of translation). For many years, researchers referred to the promoter (which mainly determines the transcription initiation rates) as the ‘module’ that includes almost all the information related to gene expression regulation, while the information related to protein structure is contained in the coding sequence via the genetic code.

However, in recent years, it was shown that such a modularity is only a raw approximation of the reality (Quax et al. 2015; Supek 2016; Sauna and Kimchi-Sarfaty 2013; Fredrick and Ibba 2010; Cannarozzi et al. 2010; Bahir et al. 2009; Gorgoni, et al. 2014; Gu et al. 2010; Zafrir and Tuller 2017; Tuller and Zur 2015; Ben-Yehezkel et al. 2015; Zafrir and Tuller 2015a, Yofe et al. 2014; Diament et al. (in press); Dana and Tuller 2014a; Zur and Tuller 2012, 2013, 2016; Tuller et al. 2010a, b, 2011a; Zafrir et al. 2016; Goz et al. 2017). Various signals (codes) related to all the stages of gene expression regulation, including its dynamics and amplitude, appear also in the coding sequence (ORF) itself and in the untranslated regions (UTRs), and are involved in biophysical interactions with the other segments of the transcript, and various macromolecules involved in gene expression regulation (Quax et al. 2015; Supek 2016; Sauna and Kimchi-Sarfaty 2013; Fredrick and Ibba 2010; Cannarozzi et al. 2010; Bahir et al. 2009; Gorgoni et al. 2014; Gu et al. 2010; Zafrir and Tuller 2015b; 2017; Tuller and Zur 2015; Ben-Yehezkel et al. 2015; Yofe et al. 2014; Diament et al. (in press); Dana and Tuller 2014b; Zur and Tuller 2012; 2013; 2016; Tuller et al. 2010a, b, 2011a; Zafrir et al. 2016; Goz et al. 2017) (see Figs. 1 and 2). Transcripts tend to also include information related to/affecting additional phenomena such as co-translational protein folding (Thommen et al. 2016; Chaney and Clark 2015) and regulation by the bacterial immune system (Terns and Terns 2011).

Specifically, it is interesting to emphasize that many of these ‘silent’ codes are encoded in the coding regions via the redundancy of the genetic code. A certain protein can be encoded by an exponential number of codon combinations; replacing a codon with a synonymous one can significantly affect the expression of the transcript (Quax et al. 2015; Supek 2016; Sauna and Kimchi-Sarfaty 2013; Fredrick and Ibba 2010; Cannarozzi et al. 2010; Bahir et al. 2009; Gorgoni et al. 2014; Gu et al. 2010; Tuller and Zur 2015, 2017; Ben-Yehezkel et al. 2015; Zafrir and Tuller 2015a; Yofe et al. 2014; Diament et al. (in press); Dana and Tuller 2014b; Zur and Tuller 2012; 2013; 2016; Tuller et al. 2010a, b, 2011a; Zafrir et al. 2016; Goz et al. 2017; Bazzini et al. 2016; Morgunov et al. 2014; Sin et al. 2016).
The information related to these codes is considered ‘hidden’ as it is partially encoded in synonymous/‘silent’ aspects of the transcript, and is much harder to model than the genetic code. Regulation of gene expression is clearly at the heart of

Fig. 1 Some of the interactions of the mRNA molecule with the gene expression machinery. The affinities of these interactions are encoded in the UTRs and ORFs of the genes

The information related to these codes is considered ‘hidden’ as it is partially encoded in synonymous/‘silent’ aspects of the transcript, and is much harder to model than the genetic code. Regulation of gene expression is clearly at the heart of
every biological system. Thus, understanding how aspects of this process are encoded in the transcript should have important ramifications to every biomedical discipline (e.g., human health, synthetic biology, molecular evolution, genetics, systems biology, etc.).

It is important to emphasize that while there are studies that suggest codon usage bias is related to mutation drift (Bulmer 1991), various lines of evidence have recently demonstrated that codon usage bias directly affects the translation elongation speed. Specifically, based on direct experimental measurements of ribosome densities (which are related to elongation rates) over the entire transcriptome at a single codon resolution, it was shown that different codons have different elongation rates, which correlate with corresponding tRNA levels (Dana and Tuller 2014b; Gardin et al. 2014). It was also experimentally shown that changing the codon content of a protein directly affects protein levels (Ben-Yehezkel et al. 2015; Gustafsson et al. 2004), and thus the organism’s fitness.

2 The Importance of Understanding the ‘Silent’ Information Encoded in Viral Genomes

Viruses are small infectious agents that replicate only inside the living cells of other organisms. They are comprised of genetic material (RNA or DNA molecule(s)) and often additional enzymes that are enclosed within a protective coat of lipids and proteins. The viral genome contains all necessary information to initiate and complete a replication cycle within a cell. Viruses can infect all living organisms (fungi, plants, bacteria, mammals, etc.); we eat and breathe billions of virus particles regularly and carry viral genomes as part of our own genetic material.

Viruses are by far the most abundant biological entities in the oceans, comprising approximately 94% of the nucleic acid-containing particles (Zimmer 2011). They are believed to play a central role in evolution as they are important natural
means of transferring genes between different species (Zimmer 2011). In addition, viruses are responsible for various human diseases: Some of them are common (e.g., common cold, influenza, chickenpox, cold sores), others are severe and fatal (e.g., ebola, AIDS, avian influenza, and SARS). Viruses also have important implications to biotechnology (e.g., they are often used as vectors to introduce genes into cells), and even to materials science and nanotechnology (e.g., they can be used as organic nanoparticles) (Fischlechner and Donath 2007).

The viral genomes undergo evolutionary selection for efficient transmission from host to host, and for exploiting the gene expression machinery of the host (e.g., ribosomes, various transcription/translation factors, etc.) for efficient synthesis of the encoded proteins and the efficient expression of various types of genes (e.g., see Gale et al. 2000). As a result, viral genes tend to be expressed via non-canonical mechanisms that are either specific only to viruses, or very rare in living organisms (e.g., see Gale et al. 2000; Firth and Brierley 2012; Rohde et al. 1994; Brierley 1995; Lopez-Lastra et al. 2010; Fig. 3). For example, viruses tend to include

---

**Fig. 3** Examples of non-canonical viral mRNA translation. **a** Canonical mRNA translation, which translates a single ORF from the start codon (AUG) to the stop codon (UAG, or UAA or UGA). **b, c, d, e** and **f** Non-canonical translation mechanisms: **b** Ribosomal re-initiation. **c** Diversity of start codon and near-cognate start codons. **d** Cap-independent translation via IRES (internal ribosome entry site). **e** Upstream-ORF (uORF). **f** Multiple/internal ORFs (either in-frame or out-of-frame)
overlapping ORFs and they often include a long ORF translated into a single polyprotein that is cleaved posttranslationally into a set of mature proteins. Viruses also tend to initiate translation from internal ribosome entry sites (IRES), and not via canonical scanning from the 5’ end of the transcript. Furthermore, frequently viral genes contain functional mRNA structures related to all stages of their expression regulation. Furthermore, frequently they include strong mRNA structure related to all stages of their gene expression regulation. Regularly, the viral genetic material is RNA and not DNA and can undergo a series of transformations before translation into proteins. Finally, most of the viral genomes are very compact and include all their gene expression information in a very short genome (typically a few thousand nucleotides), etc.

One gene expression aspect common to all viruses is the fact that all types of viruses must use the ribosomes (and other expression machinery) of their host.

It is important to emphasize that viruses evolve to include non-canonical gene expression mechanisms since these non-canonical regulatory mechanisms contribute to their fitness. Specifically, often during viral development, the canonical gene expression mechanisms in the cell are ‘shut down’ (e.g., due to down-regulation of relevant initiation factors); since viruses bypass these canonical mechanisms (via non-canonical mechanisms, e.g. IRES), they can successfully exploit the intracellular gene expression resources (e.g., ribosomes and tRNAs). Some of these non-canonical mechanisms (e.g., overlapping ORFs) enable a more efficient (in terms of energy) production of viruses, and decreasing the probability of deleterious mutations (Holmes 2009). Among others, this means that it is less trivial to understand the viral silent gene expression codes as they are relatively rare and unique (Gale et al. 2000; Firth and Brierley 2012; Rohde et al. 1994; Brierley 1995; Lopez-Lastra et al. 2010; Adrian et al. 2005; Holland 2012).

3 Previous Relevant Studies Concerning ‘Silent’ Information Related to Gene Expression in Viruses

Various studies in recent years have provided statistical evidence that silent aspects in the viral genomes are related to their fitness.

Specifically, among others, it was suggested that very basic features, such as mRNA folding, codon decoding times, codon or nucleotide pairs distributions (or other low order statistics of genomic sequences), may be induced by synonymous mutations and play an important role in controlling the viral life cycle (Bahir et al. 2009; Cuevas et al. 2012; Lobo et al. 2009; Jenkins et al. 2001; Greenbaum et al. 2008; van Hemert et al. 2007; Pride et al. 2006; Cardinale and Duffy 2011; Shackelton et al. 2006; Carbone 2008; Gu et al. 2004; Sau et al. 2005a, 2007; Zhao et al. 2008; Cheng et al. 2012; Lucks et al. 2008; Mueller et al. 2006). In this subsection, detail the different silent aspects of viral gene expression that have been reported thus far.
3.1 Selection for Codon Preference in Viral Genomes

The most basic property of the viral coding sequences is the frequencies of the different codons. The tendency to choose specific codons has been shown to affect/regulate intracellular mechanisms (Supek 2016; Sauna and Kimchi-Sarfaty 2013; Tuller and Zur 2015; Novoa et al. 2012): for example, it may affect translation elongation (Dana and Tuller 2014b; Gardin et al. 2014; Ben-Yehezkel et al. 2015), translation initiation (Tuller and Zur 2015; Zur and Tuller 2013; Kozak 1986), splicing (Zafir and Tuller 2015b; Chamary and Hurst 2005), mRNA folding (Gu et al. 2010; Zur and Tuller 2012; Tuller et al. 2010), protein folding (Pechmann and Frydman 2013; Kramer et al. 2009), and more; thus, we expect that viral codon bias will be under selection pressure.

Indeed, many studies have suggested that viral codons may be under selection to improve the viral fitness, for example, via adaptation to the host tRNA pool (or other translation resources) (Bahir et al. 2009; Burns et al. 2006; Tao et al. 2009; Jia et al. 2009; Zhou et al. 2010; Liu et al. 2010, 2011; Das et al. 2006; Cai et al. 2009; Sau et al. 2005b; Wong et al. 2010; Zhong et al. 2007; Zhang et al. 2013; Novella et al. 2004; Michely et al. 2013; Roychoudhury and Mukherjee 2010; Ma et al. 2011; Aragones et al. 2010; Tsai et al. 2007; Su et al. 2009; Bull et al. 2012; Zhao et al. 2005). The adaptation of the viral codon usage bias to the tRNA pool is expected to improve translation efficiency via better allocation of the limited translation resources (e.g., ribosomes and tRNA molecules) (Dana and Tuller 2014b; Rocha 2004; Sharp et al. 2005).

In order to study the effects and extents of codon usage bias many measures have been developed (Sharp and Li 1987; dos Reis et al. 2004; Sabi et al. 2016; Wright 1990).

For example, Bahir et al. (Bahir et al. 2009) analyzed a large data set of viruses that infect hosts ranging from bacteria to humans. They show that bacteria-infecting viruses are strongly adapted to their specific hosts in terms of codon usage bias but that they differ from other unrelated bacterial hosts. Viruses that infect humans, but not those that infect other mammals or aves, show a strong resemblance to most mammalian and avian hosts, in terms of codon preferences. This observation can be partially explained by the following points: (1) There is similarity in the codon usages among most mammals (Bahir et al. 2009). (2) The codon usage bias among bacteria is very high (Bahir et al. 2009). (3) Bacteria (and thus probably also their viruses) usually undergo stronger selection for codon usage bias and for various aspects of translation optimality (among others due to their larger population size) relatively to most eukaryotes (dos Reis et al. 2004; dos Reis and Wernisch 2009). (4) Additional explanations may be related to the recent expansion of humans and the coevolution of their viruses, or to the hypothesis that large portions of the human genome are actually of viral origin (Bahir et al. 2009; Kazazian 2004).

Pavesi et al. suggested that the fact viruses undergo selection to include specific codons can help detecting new and ancestral viral coding regions (Pavesi et al. 2013). Aragonès et al. suggested that the Hepatitis A virus undergoes various types of adaptations to fine-tune the translation kinetics, among others, via selection on
codon usage bias (Aragones et al. 2010). A study by Bull et al. (2012) has shown that when reengineering the major capsid gene of the bacteriophage T7 with varying levels of suboptimal synonymous codons, the fitness of the constructs declines linearly with the number of suboptimal changes. These experiments/analyses suggest a direct relation between codon usage bias and fitness/fitness-recovery. Similarly, a related study by Lauring et al. (2012) compared the wild-type poliovirus to synthetic viruses carrying reengineered capsid sequences with hundreds of synonymous mutations. They found that such mutations are related to the rewiring of the population’s mutant network which reduced its robustness to mutations and attenuated the virus in an animal model of infection.

It is important to mention that some of these codon usage bias patterns may be associated with regulatory signals not necessarily directly related to tRNA levels (Gog et al. 2007); alternative or partial explanations to viral codon usage bias are mutational bias, asymmetrical mutational bias in two DNA strands, temperature, viral replication mechanisms, protein folding, dinucleotide distribution, mRNA folding, and more (Das et al. 2006; Zhang et al. 2011, 2013; Sau and Deb 2009; Adams and Antoniw 2004; Cardinale et al. 2013; Berkhout et al. 2002; Pinto et al. 2007; Cladel et al. 2008; Choi et al. 2005; Zhou et al. 2013; Burns et al. 2009; Liu et al. 2012). The effect on chromatin structure and nucleosome positioning is another potential constraint on the viral codon frequency distribution, as viruses are exposed to histones produced by the host (Eslami-Mossallam et al. 2016; Cohanim and Haran 2009; Babbitt and Schulze 2012).

Interestingly, a recent line of studies suggested that codon pairs’ distribution is an important feature under selection in various viruses, which may be used for their attenuation for developing new vaccines (Coleman et al. 2008; Mueller et al. 2008; Martrus et al. 2013). However, there is a debate regarding this feature, while some researchers believe that it is related directly to the distribution of codon pairs (Coleman et al. 2008; Mueller et al. 2008; Martrus et al. 2013), others have suggested that it is related to the distribution of dinucleotides (Tulloch et al. 2014) which affect RNA folding (see, e.g., Babak et al. 2007), or may be related to the enhanced innate immune responses to viruses with elevated CpG/UpA dinucleotide frequencies rather than the viruses themselves being intrinsically defective (Tulloch et al. 2014; Belalov and Lukashev 2013). These possible explanations still connect the viral fitness to silent features of its genome, demonstrating their importance and influence on viral fitness and evolution. Finally, it is important to emphasize the fact that many silent viral codes are localized to specific regions within the genome (Dumans et al. 2004).

### 3.2 Evidence for Condition Specific Adaptation to Codon Bias

Intriguingly, a recent study has provided evidence of selection for distinct compositions of synonymous codons in viral genes that are expressed at different stages of the viral life cycle (e.g., early and late viral genes): It was shown that in the
bacteriophage lambda, evolution of viral coding regions is driven, among others, by
codon ‘selection’ which is specific to the expression time of the gene during the
viral development (e.g., early expressed genes versus late expressed genes).
Specifically, during the initial/progressive stages of infection, the decoding rates in
early/late genes were found to be superior to those in late/early genes, respectively
(Goz et al. 2017) (Fig. 4). This study is important since it is the first to show that the
selection for codon usage in the virus is directly related to translation elongation
rates. In addition, it was shown for the first time that codon elongation rates change
during viral evolution; thus, this is expected to affect the codons ‘selected’ for each
viral gene based on its expression time during the viral development cycle.
Currently, due to the absence of experimental measurements, this result has been
demonstrated only in one virus (bacteriophage lambda), since to perform such an
analysis one needs to infer the codon decoding rates in different time points of the
viral development. This can be achieved only via relevant experiments (Ingolia
et al. 2009) and data filtering (Dana and Tuller 2014b), and the viral genome alone
is not enough.

Specifically, one type of relevant experiment is Ribo-Seq which provides
large-scale information (the entire transcriptome) related to the probability for
seeing a ribosome over each codon in the transcriptome in vivo (Ingolia et al.
2009). These experiments, when performed in different viral development stages,
can be used for estimating the decoding rates of different codons in different viral
conditions (Goz et al. 2017; Liu et al. 2013). Since Ribo-Seq data includes various
sources of bias and noise, the data should be analyzed with tools tailored speci-

cally for parameter estimation and bias filtering in the Ribo-Seq experiments (Dana
and Tuller 2014b; Diament and Tuller 2016).

As can be seen in (Fig. 4a), to estimate codon decoding rates we do not compute
a simple average of the normalized Ribo-Seq footprint count (NFC). The main
reasons that a simple average does not work are related to: (1) The fact that
Ribo-Seq includes various types of non-trivial biases (e.g., very extreme values in
certain positions due to the biochemistry of the protocol) (Dana and Tuller 2012,
2014b; Diament and Tuller 2016; Gerashchenko and Gladyshev 2017). (2) Codons
upstream of slower codons will have more reads due to traffic jams (Dana and
Tuller 2014b). (3) Codons downstream of slower codons will have more reads due
to incomplete halting of the ribosomes movement during the Ribo-Seq experiment
(Hussmann et al. 2015).

Consequently, the NFC always has a very thick right tail. It was shown via
simulations of the Ribo-Seq procedure (Dana and Tuller 2014a, b) that without the
aforementioned problems, the NFC distribution is close to normal (resembles a
Gaussian without the thick right tail). Thus, to estimate the nominal decoding rate,
we must filter the right tail. It was shown via Ribo-Seq simulations that the sug-
gested filtering estimates the correct decoding times, but due to the reasons
explained above merely taking the mean of the entire NFC distribution does not
correlate with the actual decoding times (Dana and Tuller 2014b).

We believe that in the future, similar results will be reported for additional
viruses.
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Various previous studies have suggested that the UTRs of many viruses include important functional structures (Watts et al. 2009; Firth et al. 2011; Brown et al. 1992; Hyde et al. 2014; Abbink and Berkhout 2003). For example, it was demonstrated that extensive structural elements that modulate RNA replication via different conformations appear in the 5′ and 3′ UTRs of Dengue and other flaviviruses. The promoter for Dengue virus RNA synthesis is a large stem-loop structure located at the 5′ end of the genome. This structure specifically interacts with the viral polymerase NS5 and promotes RNA synthesis at the 3′ end of a circularized genome. The circular conformation of the viral genome is mediated by long-range RNA–RNA interactions that span thousands of nucleotides (Fig. 5).

As another example, the genomes of human hepatitis C virus (HCV), and the animal pestiviruses responsible for bovine viral diarrhea (BVDV) and hog cholera (HChV), have a conserved (and probably functional) stem-loop structure in the 3′ 200 bases of the 5′UTR (Brown et al. 1992). A different study (Hyde et al. 2014) suggested that the pathogenic alphaviruses use secondary structural motifs within the 5′UTR as part of an evasion mechanism by which viruses avoid immune restriction.
Interestingly, Firth et al. (2011) analyzed the \( C_{24} \) nt 3′-adjacent to the stop codon (UGA) in Sindbis, Venezuelan equine encephalitis related alphaviruses, and in the plant virus genera (Furovirus, Pomo virus, Tobravirus, Pecluvirus and Benyvirus); they found a phylogenetically conserved stem-loop structure. Mutational analysis of the predicted structure demonstrated that the stem-loop increases read-through by up to ten-fold. Thus, this structure has an important function: increasing read-through probability.

An interesting question is related to the possibility that such important functional structures appear inside the coding regions of viruses. To check this possibility, the strength of the structures within the coding regions of viral genomes can be compared to the ones we ‘expect to obtain’ under a ‘null evolutionary model’ that generates viral genomes with similar properties to the original genome (such as, encoded proteins, GC content, codon frequencies, identical distances/alignment-scores between the viral strains of the same virus). Two recent studies have performed such analyses (Goz and Tuller 2015, 2016).

In these papers (Goz and Tuller 2015, 2016), 1666 genomes of the four Dengue serotypes and the HIV genome were analyzed, using statistical/computational analyses to detect dozens of positions suspected to undergo selection for weak/strong local mRNA folding (probably many of them are related to viral fitness), while controlling for the false discovery rate.

An extensive position-specific selection for global and local mRNA structures in these viruses was demonstrated (Goz and Tuller 2015, 2016) (see also Goz et al. 2017). In addition, since robustness to mutations is an important factor that influences viral evolution (expressly in the case of RNA viruses) (Lauring et al. 2013), it was specifically interesting to provide evidence related to the robustness of some of these structures to mutations/errors (Goz and Tuller 2016) (Fig. 6).

Inference of the HIV RNA structure (Watts et al. 2009) suggested that there is correlation between high levels of RNA structure and sequences that encode inter-domain loops in HIV proteins.

It was shown that RNA structure can effect translation elongation rates (Tuller et al. 2011a; Dana and Tuller 2012); it was also shown that the elongation rates can effect co-translational folding (Zur and Tuller 2016; Yang et al. 2014; Faure et al. 2017).
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p-value = 0.028, z-score = 1.2
Thus, it is possible that, among others, the RNA structure modulates ribosome elongation to promote native protein folding. It was shown that unstructured RNA regions tend to include splice site acceptors and hypervariable regions. The HIV genome also includes a functional ribosomal gag-pol frameshift stem-loop.

These results suggest that the coding regions, and not only the UTRs, of various viruses are populated with local RNA structures that are important for the viral life cycle and fitness.

### 3.4 Longer Hidden Codes in the Viral Coding Sequence

As we mentioned in the previous section, we expect the viral coding region to include many codes/patterns that are important for the viral fitness and are longer and more complex than the single codon distribution. Thus, to show this we recently performed large-scale analyses of most all the viruses with available genomes and their hosts with a novel method for detecting hidden silent codes (that cannot be explained by codon bias) (Zur and Tuller 2015) in the viral genetic material. The new statistical measure compares that mean repetitive patterns in the
viral and host genome and identify signals that are not expected to appear in these genomes based only on the distribution of single codons (Goz et al. 2017; Zur and Tuller 2015; Goz and Tuller 2017) (see Fig. 7).

Based on this analysis, we were able to detect significant patterns of such codes (repetitive sequences) in a high percentage of the analyzed viruses (33–90% for different groups of viruses classified according to their host) and in 90% of the bacteriophages (Goz et al. 2017; Goz and Tuller 2017).

Fig. 7 a The statistical approach for evaluating the tendency of a viral coding region to include long subsequences that tend to appear in the host. At each position in the coding region, the length of the longest subsequence starting in this position that also appears in the host is computed. The average longest host repetitive score (AHRS) is the average of all these lengths. b To evaluate the statistical significance of the AHRS in the viral coding sequences, the score was compared to the ones obtained for randomized versions of the viral genomes maintaining the proteins, codon frequencies, dinucleotide frequencies, and GC content. The figure includes the analysis for the bacteriophage lambda (Goz et al. 2017).
4 Discussion

Engineering viruses

It is important to mention that there are some preliminary studies regarding gene expression engineering/modeling and other related aspects (see, e.g., Gorgoni et al. 2014; Tuller et al. 2011a; Sin et al. 2016; Konur et al. 2016; Sanassy et al. 2015; Wu et al. 2016; Schoech and Zabet 2014; Cheng et al. 2016; Pan et al. 2016; Haldane et al. 2014; Raveh et al. 2016; Reuveni et al. 2011), but none dealing with complete viruses. Thus, one open question is related to the development of practical strategies for engineering viruses based on the hidden/silent information. Developing approaches for controlling these codes should enable us to manipulate (e.g., increase or decrease) the expression levels of viral genes, and thus to modulate various viral phenotypes such as replication rates.

Therefore, based on such an approach, it will be possible to efficiently engineer viruses (Wimmer et al. 2009) for various objectives related to human health such as the design of live attenuated and killed vaccines (Lauring et al. 2010). Today, almost all the approaches for designing vaccines are based on non-synonymous alterations of the viral genomes, ignoring the largest fraction of the information (i.e., the silent information) encoded in the viral genome. Indeed, some preliminary studies have suggested that modulating simple features, such as codon and codon-pair usage, and local mRNA folding, can be used for the development of live attenuated vaccines (Coleman et al. 2008; Goz and Tuller 2015; Nogales et al. 2014).

Such an approach can also be generalized to engineer bacteriophages for various objectives such as ‘fighting’ pathogenic bacteria resistance to antibiotics, and engineering the human microbiome. It may also be used to design better oncolytic viruses with improved replication/fitness in cancerous cells but not in healthy ones.

Is it possible that some of the silent codes are related to the immune system?

In this book chapter, we emphasized the relation between sequence patterns in the viral coding sequences and transcripts, and viral fitness, via their effect on gene expression. However, it is possible that some of these patterns are related not only to gene expression, but also to the evolution of the virus for escaping the host immune system. It is important to emphasize that in most of the analyses, we and others reported (some are mentioned above), the amino acid content of the viral genes was controlled for. Thus, the reported signals cannot trivially be attributed only to the classical mechanisms, such as viral recognition by the host (e.g., antibodies), as these mechanisms are traditionally believed to be based on interactions between proteins. However, it is very plausible that they are related to alternative known and/or unknown mechanisms.

One very relevant such mechanism in bacteria is clustered regularly interspaced short palindromic repeats (CRISPR; see Fig. 8) (Marraffini 2015; Horvath and Barrangou 2010). This mechanism is based on creating fragments in the viral genome that are transcribed to short RNA molecules (crRNAs); these short RNA molecules match a certain region in the viral genome and ‘guide’ a protein complex
(CAS-crRNA complex) that cuts the viral DNA in this region and inactivates the virus. Since this mechanism is based on the recognition of short DNA subsequences that should appear in the virus/phage but not in the host, this may trigger evolution of the nucleotide composition of the virus/phage to be similar to the host. This may result in similar patterns of codons, and longer sequences that appear in the phage and the host, explaining some of the results reported here (Goz and Tuller 2017).

Relation to horizontal gene transfer (HGT)

Finally, it is important to emphasize that similarly to viral adaptation to the host, silent features of the coding regions are expected to affect related phenomena such as horizontal gene transfer (HGT). In this case, a transferred gene is expected to be successfully expressed in a new host if its silent features are compatible (Tuller et al. 2011b; Tuller 2011, 2012; Roller et al. 2013; Medrano-Soto et al. 2004). Thus, many of the results reported here may be generalized to the case of HGT.

It is important to emphasize that a central HGT mechanism is transduction, the process in which bacterial DNA is moved from one bacterium to another by a virus/bacteriophage (Soucy et al. 2015). Thus, the reported relations between (1) the

Fig. 8 The short palindromic repeat (CRISPR)-Cas system provides adaptive immunity against foreign elements in prokaryotes: Upon viral injection, a small sequence of the viral genome, known as a spacer, is integrated into the CRISPR locus to immunize the host cell. Spacers are transcribed into small RNA guides that direct the cleavage of the viral DNA by Cas nucleases (Horvath and Barrangou 2010)
host silent codes and (2) the transferred gene silent codes have much overlap:
The fact that viral fitness is related to the similarity of its silent aspects/codes to the
host should directly improve its ability to transfer genes; it is also directly related to
the fact that the silent aspects/codes in the transferred genes are more adapted to the
new host since the virus undergoes evolution to be better adapted to the host.

Some preliminary studies of heterologous gene expression have suggested that
introducing a foreign gene with a distinct codon distribution to the host results in a
decrease in the host’s fitness and the gene’s protein levels (Gustafsson et al. 2004;
Ben-Yehezkel et al. 2015; Tuller et al. 2011; Welch et al. 2009). Computational
models have suggested that this is partially due to the fact that such genes recruit
more ribosomes (slower codons result in ribosomes spending more time on the
mRNA), the number of available ribosomes decreases, the global initiation rates of
the host genes decreases, and thus the host fitness decreases (Raveh et al. 2016;
Tuller et al. 2011b; Tuller 2011) (though many additional explanations exist (Tuller
and Zur 2015; Tuller 2012; Welch et al. 2009; Angov 2011)). However, additional
experimental studies should be performed to better understand the effect of the
codon bias of a transferred gene on the transferred gene expression and the host
fitness.
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