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ABSTRACT Multi-access Edge Computing (MEC) is a key enabler of the fifth-generation (5G) mobile cellular networks. MEC enables Ultra-reliable and Low-latency Communications (URLLC) by bringing the data and computational resources closer to the mobile users. As 5G deployments commence in earnest, researchers have turned their attention to various aspects of edge computing in an effort to leverage the new capabilities offered by 5G. In this paper, we propose the integration of Software Defined Networking (SDN) and cloud-native virtualization techniques, such as containers, with the MEC architecture, to facilitate the orchestration and management of Mobile Edge Hosts (MEH). The proposed architecture focuses on the end-to-end mobility support required to maintain service continuity when mobile users relocate from one MEH to another. SDN is proposed as a reliable, programmatic paradigm to provide mobile edge orchestration and dynamic configuration of the underlying network for improved service continuity and quality of experience. The proposed architecture is validated through vehicle-to-everything simulations that highlight the advantage of the centralized network intelligence and the modularity and portability offered by SDN and containers.
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I. INTRODUCTION
Multi-access Edge Computing (MEC) has evolved to complement cloud computing and align with the future of the telecommunications industry, i.e., to support the explosive growth of the Internet of Things (IoT) devices and the diverse service requirements of emerging vertical industries. The MEC paradigm aims to provide Ultra-reliable and Low-latency Communications (URLLC), a reduction in the traffic to centralized cloud facilities and a reduction in the complexity of cloud computing related to IoT and mobility devices. This is achieved by pushing the cloud computing resources, e.g., storage and computing, closer to the access network where the IoT and mobility devices are located and data is generated [1]. Apart from the benefits of mitigating communication latency, MEC also enables services such as Location Services (LS) and Radio Network Information Services (RNIS) that can be leveraged to make intelligent network-related decisions for effective service management.

MEC is expected to play a key role in the upcoming 5G ecosystem by providing network flexibility, scalability, and offering optimized diverse services that will positively impact on various vertical markets [2], [3]. However, to fully realize the benefits of MEC for vertical market segments, several major issues are yet to be addressed, e.g., the MEC architecture for an automotive domain. There is a need for end-to-end (E2E) mobility support to maintain service continuity when mobile users migrate from one Mobile Edge Host (MEH) to another. To provide mobility support, Mobile Edge (ME) systems should facilitate user, service and application state information transfer from one MEH to another, in a seamless manner [4].

The service relocation policies should be designed for the application, e.g., a dedicated application or shared application. A dedicated application instance serves a specific user, and as the user moves from the service area of a MEH to another, the ME application instance should be relocated...
between MEH to ensure that there is service continuity. A shared application may serve multiple users (e.g., a multicast application). For this shared application, the application instance for a mobility user may not need to be relocated between MEH and service continuity would be maintained by moving the user-context between MEH.

The objective of the service relocation policies should be to reduce service downtime. The European Telecommunications Standards Institute (ETSI) proposes the concept of service pre-relocation in [5]. This approach aims to make use of the vehicle trajectories to relocate the application between MEH before the actual handovers takes place. As defined by the ETSI in [4] there are multiple challenges involved in the service migration process such as prediction of the optimal time to initiate the service relocation process, identification of a target MEH with resources available to support the application, seamless migration of the application to the target MEH, real-time configuration of updated traffic rules and setup of the new communication paths to the device.

To elaborate on the concept of the service migration and application relocation policies provided by the ETSI, we propose a Software Defined Networking (SDN) enhanced edge computing architecture that integrates cloud-native technologies and an advanced form of virtualization, the open-source docker container platform, to perform seamless service migration. In our proposed architecture, SDN uses the RNIS and LS of the ME system to predict the timing of the service migration, selects optimal target MEH for service relocation depending upon the availability of the required resources, performs handover to the underlying target MEH network, and allocates the bandwidth required for the application at the target MEH. The MEC bandwidth manager is an essential feature of MEC. The MEC platform assigns the requested bandwidth, if it is available, and priority to the application or session [6].

In the proposed architecture, SDN evolves as a Mobile Edge Orchestrator (MEO) that enables coordination between MEH and makes efficient network-related decisions and routing updates. The integration of docker container platform and its services in the MEC architecture would allow new features such as application portability and immutability, scalability, Continuous Integration and Continuous Delivery (CI/CD), and fast deployment speeds. Because of these features offered by the docker, it is considered as one of the key enablers of the MEC [7]–[9]. We made use of these features offered by the docker container platform and proposed a new docker service in the MEC architecture for service migration called as a Docker Registry Service (DRS). The DRS stores the ME applications filesystem also called as Docker images that can be executed in real-time as ME applications running inside docker containers. By utilizing the operating system independent virtualization and portability offered by the docker platform, these ME applications can be relocated between MEH in real-time with improved service continuity.

We provide Proof-of-Concept (PoC) experiments for the proposed architecture for a Vehicle-to-Everything (V2X) use case using Mininet-WiFi and Containernet. Mininet-WiFi is an extension of Mininet emulator for Software-Defined Wireless Networks (SDWN) [10] and Containernet allows the use of docker containers as hosts in an emulated network topology [11]. Both emulators are actively being used by the research community that focuses on SDN, cloud computing, edge computing and Network Function Virtualization (NFV). We overhauled Mininet-WiFi and Containernet to resemble the main components and features of the reference architecture and conceived framework of MEC. To the best of the author’s knowledge, this is one of the first works which integrates the SDN paradigm into an edge computing environment to support inter-operator interactions for E2E mobility and Quality of Service (QoS) management. The main contributions are summarized as follows:

1. We emphasized the importance of the synergy between the SDN and MEC, by realizing the benefits of the new SDN paradigm in coping with the mobility challenges of MEC.
2. We proposed an SDN enhanced edge computing architecture that is fully aligned with the ETSI MEC reference architecture for E2E mobility and QoS management. We focus on the service migration between MEH of different networks with guaranteed service continuity, which is still an open issue [12].
3. We integrated the advanced form of virtualization offered by the docker container platform into the MEC architecture. We also introduced DRS as a new ME service to store and relocate the ME applications with minimal service disruptions. We considered the dedicated application scope, which demands frequent relocation of ME applications.
4. We integrated the features of widely used emulators, Mininet-WiFi and Containernet, to simulate the functionalities of MEC and provided PoC experiments to support the V2X use case.

The rest of the paper is organized as follows. A review of related works is presented in Section II. In Section III, we briefly introduce the MEC architecture and its mobility aspects. In Section IV, we propose our SDN enhanced MEC architecture for E2E mobility and QoS management. In Section V, we provide an experimental evaluation of our proposal for the V2X mobility scenario followed by conclusion and future directions in Section VI.

II. RELATED WORKS

MEC supports low-latency, mission-critical, and emerging vertical services in 5G networks. Recently, researchers have investigated MEC to exploit different use-cases and deal with the associated challenges. In [13], Zhou et al. proposed a dynamic energy-efficient workload offloading algorithm that takes into account vehicle mobility to achieve energy savings for battery constrained in-vehicle User Equipment (UEs). Liao et al. in [14], proposed an optimal learning-based channel selection framework to maximize the long-term throughput of edge computing by incorporating service reliability, energy, and backlog awareness. Zhou et al. in [15], proposed
an air-ground integrated MEC architecture that makes use of the centralized network intelligence and flexible resource management offered by SDN for connectivity enhancement, adaptive resource allocation, and mobility management. In [16], Li et al. introduced deep learning into the edge computing environment and propose algorithms to optimize network performance by maximizing the number of tasks executed at the edge nodes. Balasubramanian et al. in [17], proposed an intra-vehicle resource sharing model that allows in-vehicle servers with idle computation resources to collaborate and form low-latency Vehicular Service Clouds (VSC) to complete vehicular service requests with minimal delay. Balasubramanian et al. in [18], proposed a unified service architecture and introduced an Identifier-Locator (I-L) concept to enable seamless handover between 4G and 5G services by using the network slicing paradigm. While these works address essential issues in MEC, seamless service migration, and mobility management between edge clouds of different networks to ensure service continuity still remains a challenge [12], [19].

Few studies deal with service migration and mobility management in edge computing. In [20], Bellavista et al. proposed an edge computing architecture for application-aware and application-agnostic service migration between MEC servers leveraging the container characteristics. Addad et al. in [21], proposed parallel migration of containers to facilitate service and network slice mobility across edge clouds. In [22], Machen et al. proposed a layered framework for service migration leveraging the container and Virtual Machine (VM) characteristics. In [23], Campolo et al. evaluated the potential of containers to support the MEC for 5G-V2X use cases by using the copy and transfer techniques between MEH, e.g., export, SCP, and import. In [24], Farris et al. proposed a container-based framework for service replication in mobile edge networks by using conventional copy techniques.

Nevertheless, the related works mentioned target the service migration between two MEC nodes using conventional copy and transfer techniques and do not take into account the different underlying networks associated with the MEH. However, to enable low-latency services, the MEH is co-located with the Radio Access Network (RAN), and seamless service continuity can only be maintained when there is interoperability between edge clouds of different Mobile Network Operators (MNOs). The existing works on service migration also don’t support the procedures required to support the seamless service migration between MEH, e.g., prediction of the accurate timing to initiate the service migration process and identification of capable target MEH that has idle computational resources to ensure service continuity. Therefore, our proposed SDN enhanced MEC architecture supports inter-operator interactions to share the network status of MEH and its underlying network, e.g., computational load and channel conditions, that assist the MEC system to select the optimal MEH for service relocation to enhance the user quality of experience. Our proposed architecture is an improvement to the existing solutions for service migration, and provides a SDN Bandwidth Management Service (SDN-BWMS), which gives the relocated ME application session its configured bandwidth allocation at the target MEH and its underlying network. The SDN-BWMS allows fast flow resumption that supports updating the bandwidth allocation to the ME application session upon request if the MEH has resources available.

III. ETSI MEC ARCHITECTURE AND MOBILITY ASPECTS

ETSI launched an Industry Specialization Group (ISG) for MEC in 2014, to develop a standardized and open edge environment that would enable seamless interaction of applications from different stakeholders across heterogeneous computing platforms. A reference architecture for MEC and a set of Application Programming Interfaces (APIs) for interaction among different MEC components have been specified in [25]. The main components of the MEC reference architecture along with their functionalities can be seen in Fig. 1 and are briefly introduced as follows:

A. ME HOST (MEH)

MEH is an important entity in the MEC architecture that consists of MEC Platform (MEP) and a virtualization infrastructure that provides computing, networking, and storage resources to the ME applications. The ME application is a realized software program running on the virtualization infrastructure as a Virtual Machine (VM) or container. The application instances can interact with the MEP to consume or offer ME services.

B. MEC PLATFORM (MEP)

MEP offers an environment where the applications can discover, consume and offer ME services. Some of the most important services offered by the MEP platform are the RNIS and LS that provide information about the radio network, e.g., network computational load, available network resources, channel conditions, position of the user in the network and its serving radio base station. The services can be used by ME applications to carry out efficient network mobility management. In addition to these services, MEP is also responsible for instantiation and termination of ME applications, if requested by the MEC platform manager (MEPM).

C. MEC ORCHESTRATOR (MEO)

MEO is a system-level management entity in the MEC architecture that maintains an overall view of the MEH deployed in the MEC system. It contains all of the topology information of the deployed MEH, such as available resources and ME services. MEO is also responsible for triggering the process of application relocation between MEH when the mobility feature is supported. The MEO should select an appropriate MEH to perform application relocation based on constraints, e.g., latency, available resources, and available services.
D. APPLICATION INSTANCE RELOCATION
Application instance relocation is the MEC mobility capability that supports moving an application instance between MEH, to provide service continuity. Depending on the type of ME application, e.g., stateful or stateless, the operational state of the application instance may also need to be transferred between MEH for stateful applications.

E. SERVICE PRE-RELOCATION MANAGEMENT
To provide MEC mobility support, it is important that there is an accurate prediction of the handover to the target MEH and its associated network [4]. Relocation failure such as too late, too early or relocation to a wrong MEH can affect the user QoE and increase service disruptions. Therefore, efficient pre-relocation strategies should be designed so that the application and its state (in the case of a stateful application) can be pre-relocated between MEH before the actual handover takes place.

F. ME HOSTS DEPLOYMENT OPTIONS
There are multiple deployment options for MEH, e.g., co-located with the radio base stations (eNodeB) or deployed at a location that is close to the radio base stations. When applications and services are co-located with the radio base stations, traffic to the user devices traverses the RAN and latency is reduced significantly. This type of deployment option adds complexity by requiring the MEC system to relocate the ME application instance at every user handover. On the other hand, when the MEH is deployed closer to the eNodeBs, a single MEH can serve a geographical area covering adjacent cells, thus reducing the application relocation frequency. In this paper, we considered the first deployment scenario in which the MEH is co-located with the base station, to enable URLLC and deal with the added complexity of frequent application relocation.

IV. SDN ENHANCED EDGE COMPUTING ARCHITECTURE
In this section, we propose an SDN enhanced framework for supporting the mobility aspects of MEC. The proposed framework leverages SDN and containerization engine to optimize the relocation of ME applications between MEH associated with different networks.

The proposed high-level architecture of SDN enhanced MEC builds upon the reference model of MEC as defined by the ETSI in [25]. Within the conceived general design of the reference architecture of MEC, we customized its specific functionalities and procedures to support the mobility features of mobile cellular networks. These customized functions and architectural components can be seen in Fig. 1 and are described as follows:

A. SDN MOBILITY MANAGEMENT
The mobility features in MEC demand fast path resource allocation algorithms in the fronthaul and backhaul segments to migrate a service between MEH, with minimal service disruptions. Real-time service migration is required for the mobility aspects of MEC [26], which further adds to the complexity of the handover management. Therefore, we propose...
an SDN mobility management application that is transferred to the MEH along with other ME applications, to ensure low-latency operation. This SDN application makes use of the ME services offered by the MEP such as RNIS and LS to collect up-to-date information of the UE position, available radio base stations and MEH, the channel conditions, and the load on the MEH. The SDN controller continuously monitors and tracks the trajectory of the mobile user and remains up-to-date with the network status of MEH. Based on the updates and depending upon the application requirements and constraints, e.g., latency and bandwidth, the SDN controller assists MEO to select an optimal MEH for service migration by performing handover to its underlying network.

B. SDN ME APPLICATION/SERVICE MIGRATION MANAGEMENT

The SDN application for service migration management is also pushed to the MEH to facilitate low-latency operation for managing the application relocation procedures. As the SDN controller continuously monitors the user trajectories and radio network information by using RNIS and LS services, the controller predicts the need for the relocation of a dedicated application and triggers the application relocation procedure. The controller notifies the MEP of the target MEH to instantiate the dedicated application. For example, the SDN controller keeps track of the user trajectory through the Received Signal Strength Indicator (RSSI) from different networks/radio base stations as retrieved from the RNIS and LS. As it detects the RSSI from the source MEH and its associated network falls below a certain threshold, it triggers the process of application relocation in the target MEH by notifying the target MEP. There could be several ways in which the inter-process communication between the SDN controller and target MEP can be established, such as by using the lightweight messaging library and connectivity protocols, e.g., ZeroMQ and MQ Telemetry Transport (MQTT). The lightweight messaging protocols are designed to minimize the network bandwidth, reduce resource consumption for resource-constrained devices, and ensure reliability. In this paper, we use the request-reply messaging pattern of the high performance asynchronous ZeroMQ API for inter-process communication between the SDN application and the target MEP. The ZeroMQ API provides a lightweight socket API that can carry the message across various transports like TCP, inter-process, and in-process.

C. SDN BANDWIDTH MANAGER SERVICE (SDN-BWMS)

Multiple ME applications run in parallel on the same MEH, and compete for the shared bandwidth resources. All of the ME applications may have their specific static or dynamic bandwidth demands. In particular, in the 5G network slicing framework, a dedicated application has its own specific bandwidth demands to fulfill the diverse service requirements of its customers. The ME system should be able to assign the specific static or dynamic bandwidth demands of the ME applications to enable diverse services and support the network slicing framework. This issue becomes even more complicated when a mobile user relocates from one MEH to another. To maintain service continuity for the mobile user, the ME application should be relocated and assigned its required bandwidth at another MEH that may be associated with some other network. Therefore, we propose a central bandwidth resource allocation service in the MEC system, that uses SDN and the latest features of the OpenFlow switch including per-flow meter-tables to enable the differentiated services and maintain service continuity.

D. CONTAINERIZATION ENGINE

Containers are a lightweight alternative to VMs that leverage two Linux kernel features: namespace and cgroups. The namespace is used to enable isolation of an application by providing it a limited view of the underlying operating system environment, i.e., network resources (IP addresses, routing tables and interfaces, etc.). The cgroups provide the capability to enforce limitations and prioritization of system resources, e.g., CPU and memory.

The MEC architecture relies heavily on virtualization techniques, however, VM based virtualization adds complexity and overhead to the system as the VMs require packaging of the entire operating system (OS) along with the application or functions. When compared to VMs, containers can reduce the overhead to a great extent by packaging only the application/functions and the application-specific OS dependencies. This lightweight form of virtualization and modularity features offered by the microservices architecture of containers makes them highly portable and scalable with fast deployment speeds. We propose the integration of the Docker Engine that is an open-source containerization technology for building and containerizing the applications. Docker Engine runs on the MEH and uses the resources provided by the virtualization infrastructure to build and containerize the ME applications. The advantage of using containers as compared to the VMs can be seen in Fig. 2.

E. DOCKER REGISTRY SERVICE AS A ME SERVICE

In our proposed architecture, the DRS runs in the MEH MEP in addition to the conventional services offered, e.g., RNIS and LS. The DRS manages the information about the docker images and provides an HTTP API as a protocol to facilitate the distribution of the images to the Docker Engine upon its interaction/request. With the DRS running in the MEH
MEP the remote hosts can interact with it and pull images from it. For example, consider the case where the mobile user moves from the service area of one MEH to another, and the target MEH does not have the dedicated application image for the mobile user to maintain service continuity. The target MEH can pull the image from the DRS running in the source MEH, which can be used by the Docker Engine in target MEH to build and containerize the application in real-time.

F. MULTI-HOST SHARED PERSISTENT STORAGE FOR STATEFUL ME APPS

Not all of the ME applications are stateless, and the stateful applications require persistent storage for application data and instance state. In a mobile environment stateful application storage accessible by the mobile user device is critical for successful operation. To ensure service continuity, the container running the relocated application in the target MEH should be able to access the application data and instance state.

Initially, containers did not provide the capability to store state information as there was no option for persistent storage. Recently, advanced features have been introduced to containerization technology such as a Docker volume that provides persistent storage to save application data and instance state. Based on the new features, three types of persistent storage implementations can facilitate the containerization of stateful applications in MEC. They are container storage, shared storage on the same MEH and multi-host shared storage.

Per-container storage provides storage to the container only for the container life span. All data created inside the container within the volume is cleaned up when the container exits. This option is not feasible as the containers spin up and down dynamically depending upon the load, and the application data stored in the container storage might be lost. In shared storage on the same MEH, all of the containers running inside the host have access to the same underlying volume. This option is useful when multiple containers work in cooperation and read the application data from the same volume, but it is not feasible for MEC mobility support as multiple MEH may require access to the same application data and instance state. A multi-host shared persistent storage implementation provides scalable capabilities that are required to support the mobility features in MEC. There could be multiple options to deploy shared storage such as using Network File System (NFS) or the open-source object storage platform Ceph, lying externally, or on another MEH.

As a result, multiple MEH running the same containerized application have access to the application data, instance state and configuration files. For example, a volume created within one host maps back to the shared storage to write application data and instance state, and the same volume can be mounted in other hosts to access the application data, instance state and configuration files. This feature can support the MEC mobility aspects, where any changes written to the mount directory will be reflected onto all of the containers running the same application in the MEH. Other significant advantages of this approach include it being very resource-efficient, as the link to the shared storage is only established when the container is running, and the container can still have access to the up-to-date application data when it restarts after exiting as seen in the Fig. 3(a) and Fig. 3(b).

G. FLOW FOR INTER-ME HOST MOBILITY SUPPORT

Inter-ME host mobility support demands execution of the following procedures to ensure service continuity:

- Accurate timing prediction to initiate the service relocation process.
- Relocation of application instance between MEH, depending upon the scope of application (dedicated or shared).
- Service activation at the target MEH to ensure service continuity.
- Reconfiguration of traffic routing rules for the mobile user.
- Termination of the service at the source MEH to release network resources, depending upon the application scope.

Fig. 4 shows the detailed message flow of the proposed SDN enhanced edge computing architecture that integrates containerization technology for seamless service migration between MEH of different networks.

V. PROOF-OF-CONCEPT EXPERIMENTAL EVALUATION

In this section, we provide a practical realization of our proposed architecture using Mininet-WiFi and Containernet.
Both of these network emulators are extensions of popular Mininet emulator. We selected Mininet-WiFi for experimental evaluation because it permits fast prototyping of wireless networks and supports OpenFlow-enabled Wireless Access Points (APs) [10]. It also supports well-known propagation models for the emulation of a wireless medium. Containernet, on the other hand, permits docker container emulation as network hosts. We integrated the features of Mininet-WiFi and Containernet to provide the experimental evaluation of our proposed architecture. More details on the implementation and capabilities of Mininet-WiFi and Containernet can be found in [10] and [11], respectively.

We conducted experiments with 802.11, as provided by Mininet-WiFi; however, the proposed architecture is independent of the underlying wireless technology and can be implemented in 5G networks. Research on multi-access edge-dominated networks has already been conducted and PoC experiments have been presented that use the SDN control features and wireless emulation medium supported by Mininet-WiFi [27]–[30].

The main objective of our reproducible PoC experiments was to showcase the viability and potential benefits of our proposal to support E2E mobility. We consider the V2X scenario where mobility should be handled as a norm. Our experimental evaluation exhibits the potential benefits of our proposal to deal with the seamless service migration between MEH of different MNOs, with guaranteed service continuity. Implementation choices used to emulate the MEC environment for V2X communication were identified based on a common environment.

Vehicles were emulated as wireless hosts capable of connecting with eNodeBs and APs. Radio Access Technology (RAT) is modeled by configuring data rates and the RAN node range to resemble eNodeB and AP functionalities. eNodeBs and APs are OpenFlow-capable switches, connected to their respective MEH and remote cloud. MEH is modeled as a virtual instance that is a single unit having one or more Docker containers linked together by a single switch. The V2X ME application can be hosted as a Docker container at either MEH or in the remote cloud. For the SDN controller, RYU was chosen for our experimental evaluation because it provides support to the latest OpenFlow 1.3 features such as meter-tables. The meter-tables can be used to enforce rate limiting and enable differentiated services.

To showcase the potential benefits of our proposal for service migration, we realize realistic scenarios where DRS runs as a container running over two workstations that use the Ubuntu operating system, equipped with Intel Core i5 and 8GB RAM. To evaluate the performance of our proposal in different settings, the system bandwidth is varied and taken as 50 and 100 Mbps to resemble congested network conditions. The two nodes are physically separated from each other by introducing delay using the Linux Traffic Control (TC) utility. The Linux TC utility provides the ability to configure the kernel packet scheduler, to reproduce a realistic MEH deployment scenario.
A. V2X Mobility Scenario

Fig. 5 represents the reference topology for our V2X mobility scenario that is intended to show the effectiveness of our proposal. In the topology, each network has its own SDN domain controller that makes use of the RNIS and LS to predict the need for service relocation, identify capable MEH for service relocation, and trigger handover actions to the underlying network of target MEH. It is important to note that for RNIS and LS, we used a packet manipulation tool for sniffing/sending beacon frames called python scapy. Therefore, the vehicle assists the process by sending the network information packets, e.g., RSSI, available networks and MEH. The handover management is triggered when the RSSI falls below a certain threshold. This threshold is defined and managed by Background Scanning (bgscan), that is responsible for requesting background scans for the purpose of roaming within an ESS. In particular, we use the learn module provided by bgscan, a module that stores the list of all discovered Basic Service Sets (BSS) and their operating frequencies in the Extended Service Set (ESS). The centralized SDN controller is responsible for the configuration of the corresponding flow tables, traffic routing updates and performing ME application bandwidth management to maintain service continuity.

Three networks are considered in the reference topology, as seen in Fig. 5, where the target vehicle is served by the containerized ME application in MEH A of MNO A. We considered a heterogeneous RAT deployment where MNOs B and C have overlapping coverage areas. The target vehicle moves from the serving area of MEH A and its underlying network towards the other MEH. In our proposed case, the SDN domain controller of the respective network predicts the need for service relocation, as it observes the RSSI of the current network is falling consistently. It initiates the request for service migration towards the target MEH and its network. As multiple candidate MEH are available, e.g., MEH B and C, the SDN controller selects the MEH and its network for service relocation considering its computational load and available resources to enhance the user QoE. We assume that MEH B associated with MNO B has more computational load by emulating multiple vehicles that are currently being served by it. Upon receiving the request for service relocation, the target MEH pulls the ME application from the DRS running at the source MEH and captures the application state by mounting the Docker volume from the multi-host shared storage. As the SDN domain controller initiates the process of service migration before the actual handover takes place, the service can be migrated without any performance degradation. As the vehicle enters the overlapping coverage areas of MEH B and C, the SDN domain controller triggers handover to the underlying network of the target MEH. The centralized SDN controller reconfigures the traffic routing updates to reroute the vehicle traffic from the source MEH towards the relocated application in target MEH. The centralized SDN controller also assigns the bandwidth as required by the relocated application by using the per-flow
meter-tables functionality of OpenFlow 1.3 protocol. In this paper, it is assumed that the ME application serving the vehicle requires a consistent bandwidth of 5 Mbps to ensure service continuity.

Fig. 6 presents the results obtained in terms of latency, bandwidth, and service pre-relocation latency. In our proposed case, as the vehicle moves away from the coverage area of MEH A and its underlying network towards others at $t = 30$ sec, it maintains significantly lower and stable latency as compared to the conventional cases. In our proposal, unlike the traditional RSSI-based handover and service migration, the SDN controller initiates the service migration process towards MEH C and triggers handover to MNO C as it has less computational load as compared to the MNO B which has slightly better RSSI. In the conventional case 1, the service is not migrated, and the vehicle is served by the application hosted in the remote cloud following a traditional RSSI-based handover to MNO B. In the conventional case 2, SDN doesn’t take into account the availability of the required resources and initiates the service migration process towards MEH B of MNO B as it has better RSSI as compared to MNO C. This results in increased latency as the vehicle travels towards MNO B at $t = 30$ sec, as can be seen in Fig. 6(a). Fig. 6(b) represents the performance of our proposal in terms of bandwidth, whereas the vehicle moves from the serving area of MEH A, the SDN controller performs the afore-mentioned mobility management process towards MEH C of MNO C as it has less computational load as compared to MEH B of MNO B. As a result, the vehicle achieves a consistent bandwidth performance of 5 Mbps as required by the V2X ME application to maintain service continuity. In the conventional case, when there are no inter-operator interactions, the service is migrated towards MEH B of MNO B, which has better RSSI but not enough resources to support the required bandwidth for service continuity. As a result, MNO B limits the bandwidth assigned to the relocated ME application session to 3 Mbps by using the OpenFlow v1.3 metering rules, as seen in Fig. 6(b). Fig. 6(c) represents the performance of the SDN-BWMS, where the ME application instance relocates to MEH C of MNO C and then requests a bandwidth update to 8 Mbps at $t = 40$ sec. The SDN controller responds to this request and allocates the requested bandwidth by installing a new flow rule as MEH C has idle computational resources. We assume that at $t = 50$ sec, a group of mobile users arrive within the coverage area of MEH C and request a dedicated network slice, that creates a significant load on MEH C. The SDN controller reacts to this change and installs a new flow for the relocated ME application session to limit its allocated bandwidth to 5 Mbps to maintain service continuity. The service pre-relocation latency is represented in Fig. 6(d), for the migration of sample container images of size 123 MB and 296 MB. The latency induced from service migration by our proposed DRS is much lower when compared to cloud-based service migration and traditional copy and transfer techniques supported by Docker and Linux.
The service pre-relocation latency is further reduced in our proposal and for the cloud-based case when the system bandwidth is increased to 100 Mbps. This increase in system bandwidth does not impact significantly on the latency caused by the traditional copy and transfer techniques, because of the dependencies on the system hardware resources as they involve compression and extraction processes. The copy and transfer techniques used for the comparison with the proposed DRS are “docker save” for exporting the container image as a tar file, SCP for securely copying the file from one host to the other, and “docker load” to import the tar file to create an image for the container. The cloud, in this case, is assumed to be the official cloud-based service provided by the Docker platform and is a “docker hub” for managing and distributing containerized images. The service pre-relocation latency induced by our proposal is also significantly lower than the similar containerization-based approach for service migration reported in [23].

VI. CONCLUSION AND FUTURE WORK

We have introduced an SDN enhanced architecture for MEC that integrates containers, which are a lightweight form of virtualization, for E2E mobility support and QoS management. As with the development of auto-driving and unmanned aerial vehicles, the provision of mobility and reliable network connectivity becomes imperative for service continuity, which is an exacting challenge that needs to be addressed. In particular, for the case of long-distance movements, where the service migration and interoperability between edge clouds of different mobile network operators are yet to be addressed. To deal with these challenges, our proposal customized the specific functionalities and architectural components of the MEC, such as integrating SDN, introducing a new ME DRS, and integrating containerization technology. Our proposed architecture is fully aligned with the reference architecture of MEC, as defined by the ETSI. To showcase the viability of our proposed framework, we conducted PoC experiments for the V2X mobility scenario. The results show that near-seamless service migration and handover operation between MEH of different networks is achieved. As the development of the role of SDN in the edge computing framework is still in its infancy, our proposed framework emphasizes the importance of conducting more in-depth investigations and extensive evaluation in this field.

For future work, we will extend the proposed system to support the network slicing framework for mobility management between heterogeneous network slices across edge clouds. We plan to investigate and develop methods to support different slice mobility patterns across edge clouds, e.g., full slice mobility for a slice serving a group of mobile users and partial slice mobility for a sub-set of slice resources. As the edge clouds have limited resources, efficient slice mobility management procedures should be developed to ensure seamless service continuity across different edge clouds. We intend to study the applicability of the edge clouds interoperability offered by our proposed architecture to develop an inter-slice resource sharing and federation model for different slice mobility patterns across edge clouds of different networks.
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