Feature selection for human membrane protein type classification using filter methods

Glenda Anak Kaya, Nor Ashikin Mohamad Kamal
Faculty of Computer and Mathematical Sciences, Universiti Teknologi MARA, Shah Alam, Selangor

Article Info

Article history:
Received Jul 22, 2019
Revised Oct 2, 2019
Accepted Oct 16, 2019

Keywords:
CFS
Feature selection
KNN
Membrane protein
mRMR

ABSTRACT

As the number of protein sequences in the database is increasing, effective and efficient techniques are needed to make these data meaningful. These protein sequences contain redundant and irrelevant features that cause lower classification accuracy and increase the running time of the computational algorithm. In this paper, we select the best features using Minimum Redundancy Maximum Relevance (mRMR) and Correlation-based feature selection (CFS) methods. Two datasets of human membrane protein are used, S1 and S2. After the features have been selected by mRMR and CFS, K-Nearest Neighbor (KNN) and Support Vector Machine (SVM) classifiers are used to classify these membrane proteins. The performance of these techniques is measured using accuracy, specificity and sensitivity, and F-measure. The proposed algorithm managed to achieve 76% accuracy for S1 and 73% accuracy for S2. Finally, our proposed methods present competitive results when compared with the previous works on membrane protein classification.
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1. INTRODUCTION

The three main classes of protein are globular, fibrous and membrane. Membranes are a universal feature of all cell types which separates the cells and the environment outside the cell. It protects the cell nucleus and survival systems that work in the cytoplasm. The membrane protein is an important class of protein that functions as receptors, energy transducers and channels in a cell membrane [1]. Most drugs aim at membrane proteins since the therapeutic effects of most medicines are achieved through interaction with the membrane protein. This makes them a desirable target for drug research and design. The membrane protein data have been rapidly increasing. Unfortunately, prior to restricted techniques for expressing membrane protein in big amounts, the structure and function of membrane proteins is not well understood [2-4]. It takes time and is expensive to determine the types of the unknown membrane protein by using the traditional method. An efficient computational method is really needed for membrane protein type classification and it is a big contribution to understand the membrane protein types and their functions.

Classification is the data mining function that helps to target the categories or classes and predict the class of the dataset. The classification of membrane protein sequences involves three phases which are feature extraction, feature selection, and classification. The feature extraction is the transformation of data into a set of features. The popular feature extraction method for the protein sequences are amino acid composition (AAC), pseudo amino acid composition (PseAAC), functional domain, position-specific scoring matrices (PSSM) and physicochemical properties of amino acids. The crucial problem in the biological data is high dimensional features [5]. Thus, it is important to select subset of the features available for the
application of learning algorithm. Feature selection methods choose a subset of features that can correctly categorize membrane protein to the target class [6]. Features selection can be split into three techniques which are filter method, wrapper method, and an embedded method. In this study, the method that will be used is the filter feature selection method. The filter method selects features independent of the classifiers. It calculates the feature score representing the relevance of the particular feature [7]. The advantages of using the filter method are the simple and fast method [7-9]. This filter method also can be easily scaled and applied to a very high-dimensional dataset [7-8].

Much of the existing research focuses only on feature extraction methods that operate on the membrane protein dataset [3, 10-13]. In [14] applied a type of feature that is derived from the wavelet feature analysis of the protein sequence and cascaded neural network classifier. The classification accuracy obtained was 81.3%. In [15] represented protein features by using Dipeptide decomposition method. The KNN classifier was implemented in order to classify the membrane protein with 82% accuracy. In [3] proposed three methods, real weighted combination (RWC), Nearest neighbor algorithm (NNA) and integrated method. Integrated method classified human membrane protein types using protein sequence homology and similar characteristics between interactive proteins. The results revealed that the procedure gave a maximum classification accuracy of 87.65%. In [13] predicted membrane proteins using three feature selection schemes, namely pseudo amino acid composition (PseAAC), amino acid composition (AAC) and split amino acid composition (SAAC). The experimental finding showed that SAAC feature space in combination with support vector machine providing the best predictive results. In [11] developed the multiclass support vector machine (MCSVM) technique using the two-step feature extraction method. In the first step, the feature extraction method was used individually. In the second step, the feature extraction methods were combined to produce optimal feature sets. The proposed algorithm obtained maximum accuracy of 86.11%. In [12] applied the pseudo amino acid composition and sequence homology for membrane protein type prediction. They developed a system named MemPred which achieve maximum accuracy of 88.17%. To fill the gap, this paper will focus on feature selection for membrane protein classification using Minimum Redundancy Maximum Relevance (mRMR) and Correlation-based Feature Selection (CFS) methods. We investigate here, whether feature selection method can be used to improve the performance of membrane protein type classification. This paper is organized as follows. Section 2 discusses the suggested methodology used in this research. Section 3 discusses the outcomes and evaluation. Finally, Section 4 concludes the study.

2. RESEARCH METHOD

The methodology of this study has four phases namely protein feature extraction, feature selection, classification and performance evaluation as shown in Figure 1.

The first step aims to create a feature matrix for each protein sequence. In this phase, we used Pseudo amino acid composition (PseAAC) approach to extract and convert the features for each membrane protein sequence into numerical values. Subsequently, the proposed Minimum Redundancy and Maximum
Relevance (mRMR) and Correlation-based feature selection (CFS) methods will select the best features from these extracted features. The selected features are inserted into Support Vector Machine (SVM) and k-Nearest Neighbour (kNN) classifiers to predict the class of these features. The results of classification are evaluated using accuracy, specificity, sensitivity and F-measure. The detail of each phase is described in the following subsections.

2.1. Data collection
This project used two dataset of membrane protein that is download from the UniProt [16] database that was released in October 2012. Six kinds of membrane protein are in each dataset. The first dataset, S1 includes 2876 protein sequences with 1,414 multipass, 140 lipid-anchored, 545 peripheral, 546 single pass type-I, 161 are single pass type-II and 70 GPI anchor membrane protein sequences. The second dataset, S2 consists of 2073 membrane protein sequences with 879 multipass, 84 lipid-anchored, 470 peripheral, 43 single-pass type-I, 144 single-pass type-II and 60 GPI-anchor membrane protein sequences. The same dataset has been used by researchers [11, 12, 17].

2.2. Feature extraction
The Pseudo Amino Acid Composition (PseAAC) is used to obtain the features of membrane proteins. PseAAC is the extension of the amino Acid (AA) composition that introduced by [18-19], PseAAC incorporates sequence order and structure information of proteins [18-20]. It represents the protein sequence as shown in (1).

\[ PseAA = P_{1}, P_{2}, \ldots, P_{\lambda} \]  \hspace{1cm} (1)

where,

\[ \lambda = 20 + n\lambda \]  \hspace{1cm} (2)

In the (2), the first 20 elements, that is, P_1 to P_20 in above are given by AA composition (frequency of occurrence of 20 amino acids). \( \lambda \) (lambda) is the number of tiers used in the PseAA, \( \lambda = 1, \ldots, m \). The n represents the number of physicochemical properties. The features of membrane protein sequence is being extracted by using Pseudo Amino Acid Composition (PseAAC) technique that is available via http://www.csbio.sjtu.edu.cn/bioinf/PseAAC/ website. The parameter settings are Type 2 PseAAC, six types of physicochemical properties which are hydrophobicity, hydrophilicity, mass, pK1 (alpha-COOH), pK2 (NH3) and pI (at 25°C). The weight factor is 0.50 and lambda is 25 [20]. By using (2), the total number of features used in this work is 170.

2.3. Feature selection
We employed two feature selection techniques for this study which are Minimum Redundancy Maximum Relevance (mRMR) [31], and Correlation-based feature selection (CFS) [21]. Below are the descriptions of these two algorithms.

2.3.1. Minimum redundancy maximum relevance (mRMR)
The mRMR is one of the common filter feature selection methods [23]. It is a technique that trying to balance the minimum of redundancy and maximize the relevance of features [24]. The mRMR technique could classify the features according to their significance and redundancy amongst the features [25]. (3) shows the formula for mutual information; \( I \) that is used to evaluate the "similarity" level. The function \( P(x) \) and \( P(y) \) are the marginal probability density function.

\[ I(x, y) = \sum_{i,j} P(x_{i}, y_{j}) \log \frac{P(x_{i}, y_{j})}{P(x_{i})P(y_{j})} \]  \hspace{1cm} (3)

The idea of minimum redundancy is to identify features that differ from one another [12]. Minimum redundancy will improve the processing time of the entire dataset [30]. The minimum redundancy is calculated by using (4).

\[ \text{min}(R), R = \frac{1}{|S|^{2}} \sum_{x_{i}, x_{j} \in S} I(x_{i}, x_{j}) \]  \hspace{1cm} (4)

In 4, the \( I(x_{i}, x_{j}) \) represents the mutual information and \( R \) represent the notational similarity score between the \( x_{i} \) and \( x_{j} \) in \( S \). The level of discrimination features is measured by calculating the mutual information, \( I(C, x_{i}) \)
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of classification variable C with the independent variable \( x_i \) [24]. The maximum relevance is calculated by using (5).

\[
\text{max}(D) = \frac{1}{|S|} \sum_{x_i \in S} I(C, x_i)
\]  

(5)

In the (5), \( D \) represents the mean value of the mutual information between target variable C with the features in S. \(|S|\) represent the number of features in S. The mRMR strategy is to optimize the requirements in (4) and (5) concurrently by integrating them to produce a single optimization problem [26].

These two methods actually to either use the difference or the ratio of the mRMR criteria. The following are the criteria of the mRMR:

\[
\text{max}(D - R),
\]  

(6)

\[
\text{max}(D/R).
\]  

(7)

In the (6) and (7), \( D \) is the redundancy and \( R \) is the relevance. (6) is called the Mutual Information Difference (MID) criterion while (7) is called the Mutual Information Quotient (MIQ) criterion.

2.3.2. Correlation feature selection (CFS)

Correlation-based feature selection is an algorithm which ranks a subset based on heuristic based evaluation function. It is based on the hypothesis that a subset of good features contains features that have a high correlation to class and not with other features. High correlation with other features indicates the feature redundancy. Low correlation with class indicates the feature are not relevant. Therefore, CFS removes the redundant and unrelated features. According to [21], the feature subset search formula is shown in (8).

\[
\text{Merit}_s = \frac{k\overline{r_{cf}}}{\sqrt{k+k(k-1)\overline{r_{ff}}}}
\]  

(8)

where \( \text{Merit}_s \) is the heuristic score for a feature subset S with k features, \( \overline{r_{cf}} \) is the average correlation between function and class, and \( \overline{r_{ff}} \) is the average correlation between features. A greater score shows greater correlation between the feature subsets to the target class and less inter-correlation between the features.

a. Classification

The classification techniques used in this study are K-Nearest Neighbour (KNN) and Support Vector Machine (SVM). Below are the descriptions of these two classifiers.

2.4.1. K-nearest neighbor (KNN)

K-Nearest Neighbour (KNN) algorithm is a method that uses supervised algorithm. KNN belongs to instance-based learning group. This algorithm is done by searching the k-group in the training data similar or closest to the object in testing data. In this paper, the value of k is set to 1, and the Euclidean distance formula in (9) is used to define the distance between two objects \( x \) and \( y \) [28].

\[
D_{x,y} = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]  

(9)

2.4.2. Support vector machine (SVM)

Support Vector Machine, presented by [29] is a technique that produce good predictions for classification and regression. This algorithm works by searching for separation between hyper planes denoted by categories of data. The objective is to measure the margin of the separation of the data. The best separator function is a function that is able to separate the data with the largest margin value, exactly between both data classes. Here, a linear function was chosen as the separator function.

2.5. Performance evaluation

In this paper, 5-fold cross-validation method is selected to test our proposed method. In addition, the frequently use measurement for classification which are sensitivity, specificity, accuracy and F-measure are also used. Sensitivity, specificity, accuracy and F-measure are defined as follows:
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\[
\text{Sensitivity} = \frac{TP}{TP+FN} \quad (10)
\]

\[
\text{Specificity} = \frac{TN}{TN+FP} \quad (11)
\]

\[
\text{Accuracy} = \frac{(TP+TN)}{(TP+TN+FP+FN)} \quad (12)
\]

\[
F\text{-measure} = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \quad (13)
\]

3. RESULTS AND ANALYSIS

The purpose of the above experiments is to acquire a subset of optimum features. The experiments have been executed on a machine with 1.6 GHz CPU and 8GB of RAM. We implement the algorithms in Matlab 2017a. Table 1 shows the selected features for CFS and mRMR algorithms. The CFS algorithm selected 45 features for dataset S1 and 55 features for dataset S2. While mRMR selected 127 features for dataset S1 and S2 to achieve its maximum accuracy.

Table 1. The list of features selected for dataset S1 and S2 using CFS and mRMR

| Method                  | Selected features                                                                 |
|-------------------------|-----------------------------------------------------------------------------------|
| Dataset S1 with CFS     | 3, 4, 13, 21, 22, 25, 26, 27, 28, 31, 32, 34, 37, 38, 39, 43, 44, 45, 49, 50, 55, 56, 60, 61, 67, 68, 73, 74, 76, 84, 89, 92, 94, 96, 102, 120, 126, 132, 144, 150, 156, 162, 166, 168 |
| Dataset S2 with CFS     | 4, 13, 19, 22, 23, 25, 26, 27, 28, 31, 32, 33, 37, 38, 43, 44, 45, 49, 50, 55, 56, 60, 61, 62, 64, 68, 73, 74, 79, 82, 84, 85, 88, 91, 94, 96, 98, 102, 108, 113, 114, 120, 124, 126, 130, 132, 138, 144, 150, 154, 156, 162, 168, 169 |
| Dataset S1 with mRMR    | 4, 13, 19, 22, 23, 25, 26, 27, 28, 31, 32, 33, 37, 38, 39, 43, 44, 45, 49, 50, 55, 56, 60, 61, 62, 64, 68, 73, 74, 79, 82, 84, 85, 88, 91, 94, 96, 98, 102, 108, 113, 114, 120, 124, 126, 130, 132, 138, 144, 150, 154, 156, 162, 168, 169 |
| Dataset S2 with mRMR    | 4, 13, 19, 22, 23, 25, 26, 27, 28, 31, 32, 33, 37, 38, 39, 43, 44, 45, 49, 50, 55, 56, 60, 61, 62, 64, 68, 73, 74, 79, 82, 84, 85, 88, 91, 94, 96, 98, 102, 108, 113, 114, 120, 124, 126, 130, 132, 138, 144, 150, 154, 156, 162, 168, 169 |

Table 2 presents the results of classification methods on the S1 membrane protein dataset. In this table, the MRMR-KNN obtains 76% accuracy, 0.5071 sensitivity, 0.7467 specificity and 0.6037 F-measure by using 127 features, which is the highest from all the methods. However, SVM classifier produces 76% accuracy by using all the 170 features without feature selection. Therefore, between these two algorithms, mRMR-KNN is better since it can produce the same accuracy as SVM with fewer number of features. The CFS-SVM method produces the competitive result which is 75% accuracy by only using 45 features. Overall, mRMR-KNN method is suitable for membrane protein classification in dataset S1.

Table 2. Performance of S1

| Method    | Selected Features | Accuracy (%) | Sensitivity | Specificity | F-Measure |
|-----------|-------------------|--------------|-------------|-------------|-----------|
| KNN       | -                 | 74%          | 0.4683      | 0.5667      | 0.5123    |
| mRMR-KNN  | 127               | 76%          | 0.5071      | 0.7467      | 0.6037    |
| CFS-KNN   | 45                | 72%          | 0.497       | 0.578       | 0.534     |
| SVM       | -                 | 76%          | 0.5317      | 0.5583      | 0.5447    |
| mRMR-SVM  | 127               | 76%          | 0.555       | 0.565       | 0.556     |
| CFS-SVM   | 45                | 75%          | 0.455       | 0.505       | 0.4786    |

Table 3 shows the results of classification methods on S2 membrane protein dataset. In this table, CFS-SVM produces the highest accuracy which is 73%, 0.5033 sensitivity, 0.6083 specificity and 0.5508 F-measure by using only 55 features. MRMR-SVM produced competitive results with 72% accuracy, 0.571 sensitivity, 0.632 specificity and 0.6 F-measure by using 127 features. SVM classifier produces 71% accuracy, 0.555 sensitivity, 0.565 specificity and 0.5599 F-measure by using all 170 features. KNN classifier...
is unsuitable because of low performances. Therefore, CFS-SVM algorithm is suitable for membrane protein classification in dataset S2.

| Method     | Selected Features | Accuracy (%) | Sensitivity | Specificity | F-Measure |
|------------|-------------------|--------------|-------------|-------------|-----------|
| KNN        | -                 | 61%          | 0.355       | 0.4583      | 0.4001    |
| mRMR-KNN   | 127               | 66%          | 0.39        | 0.528       | 0.4487    |
| CFS-KNN    | 55                | 62%          | 0.3583      | 0.3738      | 0.3680    |
| SVM        | -                 | 71%          | 0.555       | 0.565       | 0.5599    |
| mRMR-SVM   | 127               | 72%          | 0.571       | 0.632       | 0.6       |
| CFS-SVM    | 55                | 73%          | 0.5033      | 0.6083      | 0.5508    |

The performance of the suggested model was compared with prior models on the two datasets in Table 4. In the case of dataset S1, RWC [7], MCSVM [19] and Mempred [20] has yielded more than 80% accuracy. NNA based method [7] has obtained 70.4% accuracy. Our proposed method has obtained 76% accuracy, higher than NNA based method. The reason for this is because NNA based method [7] used the similar protein feature extraction strategy with our method. However, our method implemented the feature selection phase that improved the NNA based method [7] accuracy. Mempred [20] was able to obtain 88% accuracy which is the highest accuracy among the three methods. On the other hand, in the case of dataset S2, our proposed method has yielded 73% accuracy, higher than RWC [7] and NNA [7] methods. MCSVM [19] and Mempred [20] obtained 86.11% and 82% accuracy respectively. From the comparison, it shows that feature selection phase unable to improve the performance of human membrane protein classification.

Table 4. Comparison of proposed model with previous methods.

| Dataset | NNA based on PseAAC [7] | RWC [7] | MCSVM [19] | Mempred [20] | Proposed Method |
|---------|--------------------------|---------|-------------|---------------|----------------|
| S1      | 70.41%                   | 81.34%  | 83.33%      | 88%           | 76%            |
| S2      | 61.70%                   | 71.40%  | 86.11%      | 82%           | 73%            |

4. CONCLUSION

This paper presents the filter feature selection method for human membrane protein classification. We applied two types of filter feature selection methods, mRMR and CFS. Two classifiers, KNN and SVM are used for classification. Compared with the previous methods on the same dataset, our proposed method reduced the number of features for classification. However, there have been no important changes to the predictive accuracy of the classification system by adding this feature selection phase. There are a lot of enhancements that can be made to this project in the future, the feature selection techniques could be hybrid to enhance the performance of the feature selection techniques. In addition, the features could be optimized by using metaheuristic algorithm and other classification techniques.
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