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We propose and quantize a local, covariant gauge-field action that unifies the description of all free helicity and continuous-spin degrees of freedom in a simple manner. This is the first field-theory action of any kind for continuous spin particles; it is consistent as a quantum theory and generalizes to any number of dimensions. The fields live on the null cone of an internal four-vector “spin-space”; in $D$ dimensions a linearized gauge invariance reduces their physical content to a single function on a Euclidean $(D - 2)$-plane, on which the little group $E(D - 2)$ acts naturally. A projective version of the action further reduces the physical content to $S^{D-3}$, enabling a new local description of particles with any spin structure, and in particular a tower of all integer-helicity particles for $D = 4$. Gauge-invariant interactions with a background current are added in a straightforward manner.
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I. INTRODUCTION

Two recent results hint that continuous-spin particles (CSPs) can have non-trivial interactions with matter and could potentially be relevant to Nature. CSPs are the most general massless particles allowed by Poincaré-invariance \[1\]. They are characterized by a scale \( \rho \), and at \( \rho = 0 \) reduce to familiar integer or half-integer helicity particles. Along with particles of spin \( \leq 2 \), CSPs are the only massless states possessing covariant soft factors, which opens the possibility that CSPs may mediate long-range forces \[2\]. Even more striking is that the soft factors and certain candidate CSP amplitudes approach scalar, photon, and graviton soft factors and amplitudes at energies larger than \( \rho \) \[3\].

These findings underscore the value of seeking a bulk space-time theory for CSPs, which we present here for the first time. Our reasons for doing so are severalfold. First, we can — a healthy free quantum theory does exist, despite 40 years of lore to the contrary \[4-8\]! More importantly though, we want to develop a physical interpretation of CSPs that permits the study of classical phenomena and improved computational control over perturbative processes relative to \( S \)-matrix constructions. The most pressing question that a field theory should clarify is the origin of the apparently non-local phase in the soft factors of \[2\], which are bounded and analytically tame but may hint at an underlying obstruction to a fully consistent interacting theory. Though our understanding of the new gauge field theory we propose is still rudimentary, the theory has dramatically extended our perspective on the above, and has sharply defined several avenues for further investigation.

The free action is

\[
S_{\text{free}} = \frac{1}{2} \int d^4 x d^4 \eta \left[ \delta'(\eta^2)(\partial_x \psi)^2 + \frac{1}{2} \delta(\eta^2)(\Delta \psi)^2 \right],
\]

where \( \delta'(x) = \frac{d}{dx} \delta(x) \), \( \Delta = \partial_\eta \partial_x + \kappa \), and \( \kappa \) is a dimensionful coefficient. The field \( \psi(\eta, x) \) depends on an internal Minkowski “spin-space” four-vector \( \eta^\mu \) in addition to the usual position-space coordinate \( x^\mu \). Though we have enlarged the coordinate space of \( \psi \), \( \eta^\mu \) should not be confused with a new space-time coordinate. There are no kinetic terms \( \delta_\eta^2 \) and both terms in the action have only two \( x \)-derivatives. The global space-time symmetry is the usual \( ISO(3,1) \) — translations act only on \( x^\mu \), while homogeneous Lorentz transformations act on both \( x \) and \( \eta \). This suggests that the \( \eta \)-space should be interpreted as an internal space encoding spin, an intuition we will build up shortly. It is evident that rescaling \( \kappa \rightarrow a \kappa \) with \( a \neq 0 \) and redefining \( \eta \rightarrow a^{-1} \eta \) leaves the action unchanged. Thus the value of \( \kappa \) has no physical significance, except for whether it is zero or not. When \( \kappa \neq 0 \), this action describes a family of CSPs with every positive spin-scale \( \rho > 0 \), while for \( \kappa = 0 \) it describes towers of particles of all integer helicities. The description is highly redundant — the action is invariant under

\[
\delta \psi(\eta, x) = \left( \eta \cdot \partial_x - \frac{1}{2} \eta^2 \Delta \right) \epsilon(\eta, x)
\]
where \( \epsilon \) is arbitrary. Linear interactions with a background current can be added provided the current satisfies a “continuity condition”:

\[
S_{\text{int}} = \int d^4xd^4\eta\delta'(\eta^2)J(\eta, x)\psi(\eta, x) \quad \text{with} \quad \delta(\eta^2)\Delta J = 0. \quad (3)
\]

Varying the action with respect to \( \psi \), we obtain a new covariant equation of motion

\[
-\delta'(\eta^2)\Box_x \psi + \frac{1}{2}\Delta \left( \delta(\eta^2)\Delta \psi \right) = \delta'(\eta^2)J. \quad (4)
\]

Exploring the basic physical content of the action (1) and the equation of motion (4) at both the classical and quantum level is the primary goal of this paper.

Before describing further how physics is naturally encoded in the \( \eta \)-space, it is illuminating to transform to the space dual to \( \eta \), where (4) makes contact with familiar helicity equations of motion and currents. Expressing the equation of motion and continuity condition in terms of \( \psi(\omega, x) \equiv \int d^4\eta e^{i\eta \cdot \omega} \delta'(\eta^2)\psi(\eta, x) \) and \( J(\omega, x) \equiv \int d^4\eta e^{i\eta \cdot \omega} \delta'(\eta^2)J(\eta, x) \), we obtain

\[
\left( -\Box_x + (\omega \cdot \partial_x + i\kappa)\partial_\omega \cdot \partial_x - \frac{1}{2}(\omega \cdot \partial_x + i\kappa)^2\Box_\omega \right) \psi(\omega, x) = J(\omega, x), \quad (5)
\]

\[
\left( \partial_\omega \cdot \partial_x - \frac{1}{2}(\omega \cdot \partial_x + i\kappa)\partial_\omega^2 \right) J(\omega, x) = 0. \quad (6)
\]

When \( \kappa = 0 \), a restricted class of solutions to (5) are the polynomial \( \psi \) of the form

\[
\psi = \phi(x) + \omega^\mu A_\mu(x) + \frac{1}{2}\omega^\mu \omega^\nu h_{\mu\nu} + \frac{1}{3!}\omega^\mu \omega^\nu \omega^\rho G_{\mu\nu\rho} \ldots \quad (7)
\]

with currents \( J = J(x) + \omega^\mu J_\mu(x) + \frac{1}{2}\omega^\mu \omega^\nu J_{\mu\nu} + \ldots \). With these restrictions (and \( \kappa = 0 \)), (5) recovers the Fronsdal equations for high-spin particles [9, 10]. Written in components, the equation of motion reduces to Klein-Gordon, Maxwell, and linearized Einstein equations for helicity 0,1, and 2 particles, and similarly for higher-helicity modes,

\[
-\Box_x \phi - J = 0
\]

\[
\omega^\mu \left( \Box_x A_\mu - \partial_\mu \partial \cdot A - J_\mu \right) = 0
\]

\[
\omega^\mu \omega^\nu \left( \Box_x h_{\mu\nu} - \partial_\mu \partial_\sigma h_{\nu\sigma} - \partial_\nu \partial_\sigma h_{\mu\sigma} + \partial_\mu \partial_\nu h_\sigma - \tilde{J}_{\mu\nu} \right) = 0 \quad \ldots,
\]

with the familiar conservation conditions \( \partial^\mu J_\mu = 0 \), \( \partial^\mu (\tilde{J}_{\mu\nu} - \frac{1}{2}g_{\mu\nu} J_\sigma) = 0 \), etc.

We emphasize that generic \( \eta \)-space modes correspond to \( \psi(\omega, x) \) that do not admit the polynomial expansion (7) in \( \omega \). Indeed, there are a continuous infinity of such modes (corresponding to suitably normalized functions on a ray) for every integer helicity. In fact, the polynomial solutions (7) are highly singular when transformed back to \( \eta \)-space and have ill-defined action (1). Nonetheless, the transformation to \( \omega \)-space at the level of equations of motion makes direct contact with the Fronsdal equations for helicity particles. For \( \kappa \neq 0 \), the interpretation of polynomial solutions of (5) is unclear.
The $\eta$-space of (1) has a very physical interpretation of its own: after fully gauge-fixing, it is associated with the Euclidean $(D-2)$-space on which the massless Little Group acts! Although the action (1) involves a field $\psi$ over the full $\eta$-space, it only depends on the value of $\psi$ in a first neighborhood of the $\eta$-null cone, or equivalently on two functions of a three-vector $\vec{\eta}$: $\psi$ on the $\eta$-null cone and its $\eta^0$-derivative. Only one combination of these is dynamical. The gauge invariance (2) further reduces the physical information: at momentum $k$, a choice of gauge fixes the derivative of $\psi$ in the $\vec{\eta},\vec{k}$ direction (for $\kappa \neq 0$, this derivative is fixed but non-zero, echoing the non-transverse tensor description above). This fully fixes the gauge, so that $\psi$ is specified by an arbitrary function on the $(D-2)$-plane orthogonal to $\vec{k}$, illustrated in Figure 1.

![FIG. 1. Particle states in $D$-dimensional Minkowski space-time furnish representations of Wigner’s Little Group ($E(D-2)$ for massless particles). The geometry of $\eta$-space is closely tied to that of the Little Group, as illustrated in the figure for massless particles in 3+1 dimensions. Dynamical fields reside on the surface $\eta^2 = 0$, which can be parametrized by 3-vectors $\vec{\eta}$. For every 3-momentum $\vec{k}$, the field profile in the $\vec{\eta},\vec{k}$ direction can be fixed by a gauge choice. Thus, physical information resides on the Euclidean $(D-2)$-plane transverse to $\vec{k}$, shown shaded in the figure. The massless Little Group $E(D-2)$ acts simply on this $\vec{\eta}_\perp$ plane. For non-zero $\kappa$, each concentric circle in $\vec{\eta}_\perp$ corresponds to a different CSP with a distinct spin-scale $\rho$. These can be interpreted as internal $(D-2)$-momenta of fixed magnitude. $\psi$’s localized in $\vec{\eta}_\perp$ correspond to eigenstates of Little Group translations (i.e. “angle basis” CSP states [2]). When $\kappa = 0$, Little Group translations act trivially and all circles on the $\vec{\eta}_\perp$ plane transform identically. The $\psi$ modes that rephase as $e^{in\phi}$ as they circle the origin are helicity-$n$ modes.

As we show in [V] for four dimensions, the $E(D-2)$ Little Group generators act naturally
on this transverse $\vec{\eta}_\perp$ plane. For non-zero $\kappa$, each concentric circle in $\vec{\eta}_\perp$ corresponds to a different CSP. $\psi$’s localized in $\vec{\eta}_\perp$ correspond to eigenstates of Little Group translations (i.e. “angle basis” CSP states [2]). At $\kappa = 0$, Little Group translations act trivially; the magnitude of $\vec{\eta}_\perp$ becomes irrelevant, and can be removed if desired by restricting [1] to $\eta$-homogeneous $\psi$. The helicity-$n$ mode of $\psi$ is a solution that rephases $n$ times as it circles the origin of the $\vec{\eta}_\perp$ plane.

The goal of this paper is limited — to exhibit an action for CSPs, show that the free theory behaves like a familiar healthy gauge theory, and quantize it by the ordinary canonical method. Our primary aims are to show how CSP degrees of freedom emerge in the quantum theory, explain how to think about them in this new formalism, and sharpen open problems for future investigation. We will include background currents that satisfy the continuity condition (3) to keep track of what the simplest type of linear interactions might look like and how to incorporate them, but even for $\kappa = 0$ we have only a rudimentary understanding of interactions with matter in this formalism.

Even this limited goal significantly improves on the state of the art. No space-time action for CSPs has ever been proposed. Wigner’s equations of motion [11–13] and other Lorentz-covariant descriptions of CSPs are not amenable to quantization [5, 7, 8]. These authors assumed strictly Little Group covariant fields, preventing their discovery of a gauge theory for CSPs. Each paper encountered somewhat different obstructions to building properly causal fields and/or local Hamiltonians, underscoring that their negative results depend on the particular wavefunctions studied [14].

The key to our theory’s viability is the introduction of a gauge redundancy in the description of CSPs. The possibility that gauge invariance could play a crucial role in describing CSPs locally in space-time can be anticipated as they reduce in the $\rho \to 0$ limit to a tower of helicity-$h$ particles. This was already suggested in [15], where a gauge-invariant equation of motion very similar to (5) was obtained from the high-spin limit of ($D + 1$)-dimensional Fronsdal equations. We have found a deformation of the action [1] to space-like $\eta$ whose variation recovers that equation. It is not clear whether this deformed action is as amenable to quantization as the form [1] [16].

Even for $\kappa = 0$, the simple action [1] may be of interest for studying higher-spin fields [10–20], though its eventual utility depends on how naturally matter interactions can respect the gauge invariance of [1]. Until now, it was not known how to derive the Fronsdal equation from an action involving fields in a Minkowski spin-space (as originally formulated), and in such a simple manner. Known actions for the Fronsdal equations [9] involve either an entourage of lower-rank auxiliary tensor fields for every helicity field or more sophisticated auxiliary spaces. In the geometrically intuitive $\eta$-space, the Fronsdal double traceless condition $(\partial_\omega^2) \psi = 0$ on fields (and traceless condition on $\epsilon$) are replaced by the localization of the action, while the fields and gauge parameter are completely unconstrained. The shift to $\eta$-space requires that one embrace the full space of functions $\psi(\eta, x)$ or $\psi(\omega, x)$, not just the polynomial branch used by Fronsdal.
Ultimately, we would like to know the physical origin of the action (1), whether other such actions exist, what kinds of matter sectors (if any) can furnish appropriately gauge-invariant interactions, and how (1) generalizes to curved backgrounds and/or dynamical gravity. Some of these issues will be discussed in [21]. The similarity of (1) to known gauge theories hints at what structures may arise. The gauge transformation (2) is plausibly the linearization of a non-linear transformation. It would be interesting if this structure can be interpreted as the “gauged” version of a global symmetry, perhaps of a matter sector that also lives in \( \eta \)-space.

While our main motivation for developing this theory is to describe interacting CSPs, these questions apply equally to the description of helicity degrees of freedom with \( \kappa = 0 \), and are quite familiar to those who have studied high-spin theories. Here, the basic ingredient that is widely thought necessary for consistent high-spin interactions — towers of helicity states — occurs naturally and simply. Soft theorems for helicity particles [22–28] and the helicity correspondence of CSPs [3] suggest that even in the presence of generic interactions, only the lowest-spin degrees of freedom couple strongly enough to mediate long-range forces.

The structure of this paper is as follows. In Section II, we elaborate on the action (1), introduce its homogeneous counterpart for \( \kappa = 0 \), and present a simple path-integral quantization. Section III further explores the action, introducing a decomposition of \( \psi \) into two functions of a three-vector \( \vec{\eta} \) to clarify the dynamical field content. Section IV constructs a Hamiltonian and canonically quantizes it in a Coulomb-like gauge. Section V explores the action of the Little Group on fields of fixed momentum and shows definitively that the \( \kappa \neq 0 \) solutions to the equations of motion, and the particle states, are CSPs. Section VI shows how to define a \( \eta \)-space projective local Hamiltonian field theory for a single CSP of a prescribed \( \rho \). We conclude and remark on the various open problems raised by this action in Section VII.

### II. ASPECTS OF THE COVARIANT ACTION

In this paper we study and quantize the action

\[
S_{\text{free}} = \frac{1}{2} \int d^4 x d^4 \eta \left[ \delta_+ (\eta^2) (\partial_\eta \psi)^2 + \frac{1}{2} \delta_+ (\eta^2) (\Delta \psi)^2 \right].
\]

(8)

Here we have written \( \delta_+ \) to explicitly localize to the positive null cone \( \eta^0 = |\vec{\eta}| > 0 \); not doing so would simply double the number of degrees of freedom. We will suppress the \( \delta_+ \) signs in the rest of the paper, but assume a localization to positive \( \eta^0 \) throughout this paper.

This action has several features that suggest generalizations or variations. The most obvious is to generalize both \( x^\mu \) and \( \eta^\mu \) to \( D \neq 4 \) spacetime dimensions. In this case, the action will describe CSPs (and for \( \kappa = 0 \) ordinary gauge fields) in higher dimensions. Though we work with \( D = 4 \) for concreteness in this paper, all of our results generalize straightforwardly to higher dimensions. Higher-dimensional continuous-spin representations are classified in [29]. The localization of the action to the neighborhood of \( \eta^2 = 0 \) can also
be modified by replacing both $\delta(\eta^2)$ and the $\eta^2$ in the gauge transformation by $\eta^2 \pm 1$. The timelike case is very similar to (8), while the spacelike one can no longer be restricted to positive $\eta^0$ while respecting Lorentz invariance. We will not discuss either case further, and focus on the null-localized action.

The action (8) does not describe a single CSP, but a half-line worth of CSPs with every positive spin-scale $\rho$. For $\kappa = 0$ this becomes a continuum of “helicity towers”. When $\kappa = 0$, the action (8) is homogeneous under linear rescaling of $\eta$, suggesting a simple but likely non-unique modification that propagates only one state of every helicity. We “projectivize” the action by restricting to $\psi$’s that are homogeneous functions of $\eta$ with weight $\frac{4-D}{2}$ in $D$ dimensions (weight 0 in 3+1 dimensions), i.e.

$$\eta.\partial_\eta \psi(\eta,x) = \frac{4-D}{2} \psi(\eta,x),$$

so that the quantity in square brackets in (8) has projective weight $-D$. The fields $\psi$ are functions of $\eta$-rays (four-vectors $\eta^\mu$ and $\alpha \eta^\mu$ on the same ray are identified), which we can label by any representative $\eta$. The natural measure over rays is

$$d\mu(\eta) \equiv d^D\eta \delta(g(\eta) - 1)$$

where $g(\eta)$ is any homogenous function of $\eta$ (not necessarily covariant) that is supported on every ray. When this measure of weight $D$ is integrated against an integrand of weight $-D$, the action is independent of the choice of $g$. The final projectivized action is just

$$S_{proj} = \frac{1}{2} \int d^4 x d\mu(\eta) \left[ \delta'(\eta^2)(\partial_\eta \psi)^2 + \frac{1}{2} \delta(\eta^2)(\partial_\eta \cdot \partial_\eta \psi)^2 \right].$$

This action describes a single CSP with $\rho = 0$, i.e. a single tower of integer helicities. The degrees of freedom before gauge-fixing are labeled by functions on the space of null rays, which has the topology of a $(D-2)$-sphere. Gauge-fixing will reduce this to a function on a circle.

The introduction of non-zero $\kappa$ breaks the homogeneity of the action (1), preventing us from using the same trick to obtain a theory of a single CSP. It is possible that CSPs can only be modeled in a simultaneously local and covariant manner if all $\rho$ are included simultaneously. But the possibility remains open that a generalized homogeneity trick might suffice to isolate a single CSP. In terms of creation and annihilation operators, the Hamiltonian we obtain from (1) factorizes as an integral over $\rho$ and, as required by Lorentz invariance, different $\rho$ states do not mix under Lorentz transformations. We have found a local “gauge-fixed” Hamiltonian (and generators for the full Poincaré algebra) for a single free CSP with fixed $\rho$, discussed in §VI, but the gauge-fixing condition is spatially non-local and we do not yet know how to obtain it from a covariant action.
A. Simple Aspects of the Path-Integral

Our main construction of the quantum theory in the rest of this paper will use canonical methods in a fully fixed gauge to keep unitarity manifest and clarify the propagating degrees of freedom. But, as is familiar from gauge theories, this procedure obscures Lorentz covariance. For this reason, we first present a derivation of covariant computational rules from the path integral. The procedure is entirely standard, but we present a heuristic “derivation” in full (ignoring technical aspects such as the path integral measure and regularization) because the fields $\psi(\eta,x)$ are unfamiliar. Our final result will be a familiar formula for computing correlation functions of fields in the presence of a background current $J(\eta,x)$.

We use the familiar trick of introducing a background current $j(\eta,x)$ (not to be confused with $J$!) and computing the path integral partition function

$$Z[j(\eta,x)] = \int D\psi e^{iS[\psi,j]},$$

where $j(\eta,x)$ is the background current coupled to $\psi$ as

$$\int d^4x d^4\eta \delta'(\eta^2) j(\eta,x) \psi(\eta,x).$$

It is useful to partially fix gauge to

$$\delta(\eta^2) \Delta \psi(\eta,x) = \delta(\eta^2) \omega(\eta,x),$$

where $\omega$ is an arbitrary function. This gauge can be reached by the transformation (2) with

$$\epsilon(\eta,x) = \frac{1}{\partial^2} (\omega - \Delta \psi).$$

To regulate the path integral (12), we apply the usual Fadeev Popov technique to break up the path integral into a convergent piece that picks out a representative slice in field space times a divergent (Lorentz invariant) factor that we throw away. We do this in the usual way by inserting the identity,

$$1 = \int D\epsilon(\eta,x) \delta(G(\psi_\epsilon)) \det \left( \frac{\delta G(\psi_\epsilon)}{\delta \epsilon} \right),$$

appropriatly into (12), where

$$G(\psi) = \delta(\eta^2)(\Delta \psi(\eta,x) - \omega(\eta,x)), \quad \psi_\epsilon = \psi + (\eta \cdot \partial_x - \frac{1}{2} \eta^2 \Delta) \epsilon.$$

The functional determinant factor $\det (\delta(\eta^2) \partial^2_x)$ is independent of $\epsilon$ and $\psi$, so we throw it away. We can perform a gauge transformation in the action to $\psi_\epsilon$ and shift the dummy variable of the path integral to $\psi_\epsilon$ to obtain

$$\left( \int D\epsilon \right) \int D\psi \delta(G(\psi)) e^{iS[\psi,j]},$$
and drop the divergent (Lorentz-invariant) factor \( \int D\epsilon \) associated with integrating over gauge-equivalent configurations. Following standard techniques, we use a normalized distribution in \( \omega \)

\[
\int D\omega \; \delta(G_{\omega}(\psi)) \; e^{-\frac{1}{\xi} \int d^4x d^4\eta \delta(\eta^2) \omega^2},
\]

parametrized by a free parameter \( \xi \), instead of the factor \((16)\). Inserting this into the partition function and integrating over \( \omega \) we obtain

\[
Z[j(\eta, x)] = \int D\psi e^{iS_\xi[\psi, j]},
\]

where

\[
S_\xi[\psi, j.] = \int d^4x d^4\eta \left( \frac{1}{2} \delta'(\eta^2)(\partial_\eta^2 \psi)^2 + \frac{1}{4}(1 - \xi^{-1}\eta^2)(\partial_\eta \partial_\xi \psi)^2 + \delta'(\eta^2)j_\psi \right)
\]

\[
= \int d^4x d^4\eta \delta'(\eta^2) \left( \frac{1}{2} \psi \hat{D}_\xi^{-1}(\eta, x) \psi + j_\psi \right)
\]

where the kernel \( \hat{D}_\xi^{-1} \) is

\[
\hat{D}_\xi^{-1}(\eta, x) = \left(-\partial_\eta^2 + (1 - \xi^{-1})\eta \cdot \partial_\eta \partial_\xi - \frac{1}{2}(1 - \xi^{-1})\eta^2(\partial_\eta \cdot \partial_\xi)^2 \right)
\]

To complete the square in the action, we must find a Green’s function \( \hat{D}_\xi(\eta, \eta'; x - y) \) that inverts \( \hat{D}_\xi^{-1} \) in the 1-st neighbourhood of the \( \eta \)-space delta functions, i.e.

\[
\delta'(\eta^2)\delta'(\eta'^2) \hat{D}_\xi^{-1}(\eta, x) \hat{D}_\xi(\eta, \eta'; x - y) = i\delta'(\eta^2)\delta'(x - y)\delta'(\eta - \eta').
\]

and shift \( \psi \) to

\[
\psi(\eta, x) \rightarrow \psi'(\eta, x) = \psi(\eta, x) - i \int d^4y d^4\eta' \delta'(\eta^2) \hat{D}_\xi(\eta, \eta'; x - y) j(\eta', y).
\]

The \( \xi = 1 \) Green’s function is particularly simple:

\[
\hat{D}_{\xi=1}(\eta, \eta'; x - y) = \delta'(\eta - \eta')D_F(x - y),
\]

where \( D_F(x - y) \) is the usual Feynman propagator. In terms of the shifted \( \psi \) we obtain

\[
\int d^4x d^4\eta \delta'(\eta^2) \left( \frac{1}{2} \psi \hat{D}_\xi^{-1}(\eta, x) \psi \right)
\]

\[
+ \int d^4x d^4\eta d^4y d^4\eta' \delta'(\eta^2)\delta'(\eta'^2) \left( j(\eta, x) j(\eta', x - y) \hat{D}_\xi(\eta, \eta'; x - y) \right).
\]

so that the generating function takes the familiar Gaussian form

\[
Z_\xi[j] = e^{i \int d^4x d^4\eta d^4y d^4\eta' \delta'(\eta^2)\delta'(\eta'^2) \left( j(\eta, x) j(\eta', x - y) \right)}
\]

where we have dropped a \( j \)-independent Gaussian factor.
Correlation functions in $\xi$-gauge can now be simply computed. For example, the propagator is just

$$\delta'(\eta^2)\delta'(\eta'^2) \langle \text{vac} | T \psi(\eta, x) \psi(\eta', y) | \text{vac} \rangle = \frac{\delta}{\delta j(\eta, x)} \frac{\delta}{\delta j(\eta', y)} Z_{\xi}[j]_{j=0} = \delta'(\eta^2) \hat{D}_{\xi}(\eta, \eta'; x - y),$$

as expected. If we couple $\psi$ to a current $J(\eta, x)$ built out of matter fields, the matter correlation functions, and contributions from $\psi$ scattering off $J$ can be computed similarly. The main point of exhibiting the above was to show how covariant computational rules, despite the unfamiliar $\eta$-space, are straightforward to derive. The key challenge at this point is building a $J(\eta, x)$ from matter fields that non-trivially satisfy the continuity condition (beyond the trivial “scalar” currents $J(\eta, x) = J(x)$ when $\kappa = 0$). As we discuss in [21] and highlight in §IV A, it is easy enough to insert currents in the Hamiltonian that yield covariant results, but less clear how to include single tensor currents (i.e. $J^\mu(x)$) built out of single tensor matter fields (i.e. $\phi(x)$) in the form of a smooth and covariant $J(\eta, x)$.

### III. DYNAMICAL AND NON-DYNAMICAL FIELDS

In this section we characterize the dynamical degrees of freedom of the action (1). Constructing a Hamiltonian (in the next Section) will force us to single out a time direction, thereby breaking manifest Lorentz covariance. Doing so from the beginning of the analysis will clarify which degrees of freedom are dynamical and which are not (as discussed in this section), and will later allow us to sharpen how the CSP particle degrees of freedom emerge. Though the fields are organized quite differently from the usual tensor gauge fields, when we specialize to the $\kappa = 0$ action and perform tensor projections, we will recover a theory of propagating helicity degrees of freedom. For the projectivized action, one mode of each integer helicity will propagate.

#### A. Decomposing $\psi$ in a neighborhood of the null cone

Because the action only depends on the field $\psi(\eta, x)$ in a first-order neighborhood of the positive null $\eta$-cone, it is useful to expand in a decomposition

$$\psi(\eta, x) = \psi_0(\vec{\eta}, x) + (\eta^0 - r)\psi_1(\vec{\eta}, x) + (\eta^0 - r)^2\psi_2(\vec{\eta}, x) + \ldots$$

where $r = \sqrt{\vec{\eta}^2}$ and $\partial_{\eta^0} \psi_i = 0$. The terms $\psi_2$ and higher in the expansion do not contribute to the action at all. It will prove useful to group the first two terms as

$$\psi(\eta, x) = A(\vec{\eta}, x) + \frac{\eta^0}{r} B(\vec{\eta}, x) + O((\eta^0 - r)^2),$$

where $r = \sqrt{\vec{\eta}^2}$ and $\partial_{\eta^0} \psi_i = 0$. The terms $\psi_2$ and higher in the expansion do not contribute to the action at all. It will prove useful to group the first two terms as

$$\psi(\eta, x) = A(\vec{\eta}, x) + \frac{\eta^0}{r} B(\vec{\eta}, x) + O((\eta^0 - r)^2),$$
where \( A = \psi_0 - r \psi_1 \) and \( B = r \psi_1 \). In the homogeneous case with \( \eta_0 \partial_\eta \psi = 0 \), we also have \( \vec{\eta} \vec{\nabla}_\eta A = \vec{\eta} \vec{\nabla}_\eta B = 0 \). Expanding the current similarly as

\[
J(\eta, x) = J_A(\vec{\eta}, x) + \frac{\eta_0}{r} J_B(\vec{\eta}, x) + \mathcal{O}(\eta_0 - r)^2,
\]

and using the identity

\[
\delta'_+(\eta^2) = \delta_+(\eta^2) \frac{1}{2(\eta^2)^2} (1 - \eta_0 \partial_\eta),
\]

we can rewrite the action as

\[
S = \int d^4x d^4 \eta \frac{1}{2r^2} \delta_+(\eta^2) \left[ \frac{1}{2} ((\partial_\eta A)^2 - (\partial_\eta B)^2) + \frac{1}{2} r^2 (\frac{1}{r} \dot{B} + r \overline{\Delta} \frac{1}{r} B + \overline{\Delta} A)^2 + (J_A A - J_B B) \right].
\]

where \( \overline{\Delta} \equiv -\vec{\nabla}_\eta \vec{\nabla}_x + \kappa \) (this is just the “spatial” part of \( \Delta \), i.e. \( \Delta = \partial_\eta^0 \partial_\eta^0 + \overline{\Delta} \)). The two terms quadratic in \( \dot{B} \) (from the second and third terms respectively) cancel one another, so that \( B \) is non-dynamical while \( A \) has a canonical kinetic term. To further simplify this expression, we localize the \( \eta_0 \) integral on \( \delta_+(\eta^2) \), then use integration by parts to simplify the quadratic terms in \( B \) to a single term:

\[
S = \int d^4x \frac{d^3 \eta}{4r^3} \left[ \frac{1}{2} ((\partial_\eta A)^2 + (r^3 \overline{\Delta} \frac{1}{r^2} B)^2 + r^2 (\overline{\Delta} A)^2) + r \dot{B} \overline{\Delta} A + r^3 (\overline{\Delta} \frac{1}{r} B) \overline{\Delta} A + J_A A - J_B B \right].
\]

The \( \eta \)-integration yields a bounded Lagrangian density provided that integrals of \( A, B, AJ_A \) and \( BJ_B \) over the solid angle of a radius-\( r \) sphere vanish faster than \( 1/r^2 \) both as \( r \to 0 \) and as \( r \to \infty \). Variation of the action \((35)\) yields the two Lagrangian equations of motion

\[
(\square - r^3 \overline{\Delta} \frac{1}{r^2} \overline{\Delta}) A = J_A + r^3 \overline{\Delta} \frac{1}{r} \dot{B} + r^3 \overline{\Delta} \frac{2}{r} B, \tag{36}
\]

\[
r \overline{\Delta} r^3 \overline{\Delta} \frac{1}{r} B = J_B + r \overline{\Delta} \dot{A} - r^2 \overline{\Delta} A \equiv J_B, \tag{37}
\]

again making clear that \( B \) is non-dynamical. These are the same as the covariant equations of motion \((3)\) after expanding using \((31)\) and integrating over \( \eta_0 \) to localize to the null \( \eta \)-cone.

It is not difficult to invert \((37)\) and solve for \( B \) by constructing a suitable Green’s function \( G_D(\vec{\eta}, \vec{\eta}', x - x') \) that satisfies

\[
DG_D(\vec{\eta}, \vec{\eta}', x - x') = \delta(\vec{\eta}, \vec{\eta}', x - x') = 4r^3 \delta^{(3)}(\vec{\eta} - \vec{\eta}') \delta^{(3)}(x - x') \tag{38}
\]

where \( D \equiv r \overline{\Delta} r^3 \overline{\Delta} \frac{1}{r^2} \). The solution for \( B \) is then

\[
B(\vec{\eta}, \vec{x}) = \int \frac{d^3 \vec{\eta}'}{r^3} d^3 \vec{x}' G_D(\vec{\eta}, \vec{\eta}', \vec{x} - \vec{x}') J_B(\vec{\eta}', \vec{x}'). \tag{39}
\]

An explicit formula for \( G_D \) is derived in Appendix \[B\].
B. Gauge Fixing and Gauge-Invariants

Although the $A$ field is dynamical, it still possesses a gauge redundancy, so that only a subset of the information in $A(\vec{\eta}, x)$ is physical. Using (30), and decomposing the gauge parameter as $\epsilon(\eta, x) = \epsilon_0(\vec{\eta}, x) + \mathcal{O}(\eta^2)$, the gauge transformation (2) acts on $A$ and $B$ as

$$
\delta A = (\vec{\eta} \vec{\nabla}_x + r^2 \bar{\Delta}) \epsilon_0 = r^3 \bar{\Delta} \frac{1}{r} \epsilon_0 \\
\delta B = r \dot{\epsilon}_0 - r^2 \bar{\Delta} \epsilon_0
$$

and is determined by the single function $\epsilon_0(\vec{\eta}, x)$ on the null $\eta$ cone. These variations satisfy our earlier boundedness requirements provided that $r \epsilon_0$ has a bounded integral over the large-$\eta$ boundary.

Because $\bar{\Delta}$ is the only $\eta$-derivative that appears in our equations of motion and gauge variations, they are most conveniently studied by Fourier transforming to 3-momentum space $(\vec{\nabla}_x = i \vec{\kappa}, \bar{\Delta} = -i \vec{\kappa} \vec{\nabla}_\eta + \mu)$ and introducing $\vec{\kappa}$-centric cylindrical coordinates $(z, \eta_\perp, \phi)$ for $\vec{\eta}$ where $z = \vec{\eta} \cdot \vec{k}$, $\eta_\perp = |\vec{\eta} \times \vec{k}|$, and $\phi$ is an angle in the plane transverse to $\vec{k}$. In these coordinates, $\bar{\Delta} = -i |\vec{k}| \partial_z + \kappa$.

Note that the variation of $e^{i n \vec{\eta} \cdot \vec{k}}/|\vec{k}|^2 \Delta A/r^3$ in (40) is a total $\eta$-derivative of a bounded function $e^{i n \vec{\eta} \cdot \vec{k}}/|\vec{k}|^2 |\epsilon_0|/r$. This implies that its line integral in the $\vec{\eta}, \vec{k}$ direction is gauge-invariant. In our $\vec{k}$-centric cylindrical coordinates this is simply

$$
f(\eta_\perp, \phi, \vec{k}, t) = \frac{1}{2} \int_{-\infty}^{+\infty} \frac{dz}{r^3} A(z, \eta_\perp, \phi, \vec{k}, t) e^{i\kappa z/|\vec{k}|}.
$$

The function $f$ is neither Lorentz-covariant nor local in position space, and so it is not an especially natural way of parametrizing degrees of freedom, but does enable us to count them. For every momentum $\vec{k}$, $f$ has a function on a plane’s worth of information (the $E(2)$ plane of Figure 1).

In the $\kappa = 0$ projective action, the restriction to homogeneous $A$ implies that we need only specify $f$ on one circle, say $\eta_\perp = 1$, to determine $f(\eta_\perp, \phi)$ for all $\eta_\perp$. Thus, in this case $f$ contains only a function on a unit circle’s worth of information. This can be decomposed into Fourier coefficients for all integers $n$. Under rotations about $\hat{k}$ that map $\phi \to \phi + \theta$, the Fourier coefficients rephase by $e^{i n \theta}$ so that they should be associated with helicity-$n$ degrees of freedom.

It is possible to gauge-transform a generic $A(\vec{\eta}, x)$ into an $A'$ with $\bar{\Delta} A' = 0$, and doing so fully fixes the gauge. This is easily seen in $\vec{k}$-centric cylindrical coordinates. Configurations $A_1$ and $A_2$ are gauge-equivalent if

$$
e^{i n z/|\vec{k}|} e(z, \eta_\perp, \phi) = r_z \int_{-\infty}^{z} \frac{dz'}{r_{z'}} (A_2(z') - A_1(z')) e^{i n z'/|\vec{k}|}
$$

$$
= -r_z \int_{z}^{+\infty} \frac{dz'}{r_{z'}} (A_2(z') - A_1(z')) e^{i n z'/|\vec{k}|} + 2r_z (f_2 - f_1)
$$

(where $f_1$ and $f_2$ are given by (41) with gauge fields $A_1$ and $A_2$) is sufficiently bounded as $z \to \pm \infty$. Using the bounded growth of $A_{1,2}$ as $z \to \pm \infty$, the condition $f_1(\eta_\perp, \phi) =$
\( f_2(\eta_\perp, \phi) \) is both necessary and sufficient to guarantee that \( \epsilon(z, \phi) \) from (43) is a valid gauge transformation. Thus, field configurations \( A \) with the same \( f \) are gauge-equivalent to one another, while solutions with different \( f \) are inequivalent. The \( \Delta A = 0 \) gauge corresponds to a flat profile \( A(z, \eta_\perp, \phi) = f(\eta_\perp, \phi) \) when \( \kappa = 0 \), and to a fixed profile \( A(z, \eta_\perp, \phi) = e^{ikz/|k|}f(\eta_\perp, \phi) \) for all \( z \) when \( \kappa \neq 0 \). We note also that any gauge transformation \( \epsilon \) that falls as \( z \rightarrow \pm \infty \) will necessarily change \( A \), so that \( \Delta A = 0 \) fully fixes gauge.

In \( \Delta A = 0 \) gauge, the Lagrangian equations of motion simplify considerably. In particular, \( B \) is not sourced by \( A \) so the effective source in [39] is just \( J_B = 0B \). Since \( A(z, \eta_\perp, \phi)e^{-i\mu z/|k|} = f(\eta_\perp, \phi) \) in this gauge, we can take the appropriately weighted integral of (36) to obtain the simple \( \Delta A = 0 \) equation of motion

\[
\Box A(z, \phi) = \frac{1}{2} \int_{-\infty}^{+\infty} \frac{dz'}{r^{3\delta}} J_A(z', \phi) e^{i\kappa(z'-z)/|k|}.
\] (44)

Note that the right hand side satisfies the \( \Delta \)-condition.

We note that the gauge condition \( \Delta A = (-\nabla_\eta, \nabla_\eta + \kappa)A \) is quite reminiscent of the Coulomb gauge in QED, and indeed the remainder of our discussion will continue to parallel the textbook canonical quantization of Coulomb-gauge QED as presented in e.g. [30, 31]. We can heuristically think of \( \nabla_{\eta_1}^{i_1} \ldots \nabla_{\eta_i}^{i_i} A(\vec{\eta}, x) \) as encoding the same information as a rank-\( n \) symmetric tensor \( V^{i_1 \ldots i_n} \) subject to the Coulomb-gauge condition \( \nabla_x V^{i_1 \ldots i_n} = 0 \). The time-components of a rank-\( n \) covariant vector \( A^0, h^{\bar{0}i}, \) etc. are non-dynamical and are encoded in successive \( \eta \) gradients of the field \( B(\eta, x) \). From helicity 2 onward, the usual tensor fields also have terms with at least two timelike indices, but in traceless gauge they carry no information that could not be obtained from the previously considered components. Thus we suspect that the packaging of degrees of freedom in our \( \eta \)-space action is most similar to that of traceless gauge fields, even though the covariant equation of motion is Fourier-conjugate to the double-traceless Fronsdal equation. This suggests the possibility that a generalization of the action [1], with even larger gauge symmetry, may exist.

**IV. CANONICAL QUANTIZATION**

Though we can derive a Hamiltonian from the action (35), it is slightly simpler to first integrate by parts so that the action is independent of \( \dot{B} \), then regroup terms into the form

\[
L = \int d^4x \frac{d^3\vec{\eta}}{4r^3} \left[ \frac{1}{2} \left( \left( \dot{\mathbf{A}} - r^3 \Delta \frac{1}{r^2} B \right)^2 - \left( \nabla_x A \right)^2 + r^2 \left( \Delta \frac{1}{r^2} B \right) \Delta A + J_A A - J_B B \right) \right],
\] (45)

To facilitate later contact with the homogeneous \( \kappa = 0 \) action, we will use the homogeneous measure \( d^3\vec{\eta}/(4r^3) \) throughout this section, as well as the \( \vec{\eta} \)-homogeneity-preserving functional derivative

\[
\frac{\delta A(\vec{\eta}, \vec{x})}{\delta A(\vec{\eta}', \vec{x}')} = \delta(\vec{\eta}, \vec{\eta}') \equiv 4|\vec{\eta}|^3 \delta^{(3)}(\vec{\eta} - \vec{\eta}') \delta^3(\vec{x} - \vec{x}').
\] (46)
An additional secondary constraint and the Poisson bracket is defined in the usual way as

\[ \{O_1(\vec{\eta}, x), O_2(\vec{\eta'}, x')\} \equiv \int d^3x' d^3\vec{\eta}' \frac{\delta O_1}{\delta \eta'} \frac{\delta O_2}{\delta \eta'} + (B - \text{terms}) \]  

where the shorthand \(O'\) denotes evaluation at \((\vec{\eta}', x')\), so that

\[ \{A(\vec{\eta}, x), \Pi_A(\vec{\eta'}, x')\} = \delta(\vec{\eta}, \vec{\eta'}, x - x'). \]  

We follow Dirac’s procedure to find a family of “extended” Hamiltonians for (45) before fixing gauge [32]. The canonically conjugate variables are

\[ \Pi_A = \frac{\delta L}{\delta \dot{A}} = \dot{A} - r^3 \Delta \frac{1}{r^2} B \quad \Pi_B = 0 \]  

(both are reminiscent of the QED relations \(\Pi = \dot{A} - \vec{v}A^0, \Pi^0 = 0\)). The latter \(\Pi_B(\vec{\eta}, \vec{x}) = 0\) encodes a field’s worth of primary constraints (i.e. one constraint for each \(\vec{\eta}\) and \(\vec{x}\)). The canonical Hamiltonian is therefore

\[ H_c = \int d^3x d^3\vec{\eta} \frac{\Pi_A(\vec{\eta}, \vec{x}) A(\vec{\eta}, \vec{x})}{4r^3} - L \]

\[ = \int d^3x d^3\vec{\eta} \frac{\Pi_A(\vec{\eta}, \vec{x}) A(\vec{\eta}, \vec{x})}{4r^3} \left[ \frac{1}{2} \Pi_A^2 + \frac{1}{2} (\vec{\nabla} A)^2 - \frac{1}{2} (r \Delta A)^2 + r^3 (\Pi_A \Delta \frac{1}{r^2} B) - \frac{1}{2} \Delta \frac{1}{r^2} (\Delta A) - J_A A + J_B B \right]. \]

The first two terms are just familiar kinetic terms for the dynamical field \(A\). The primary constraint \(\phi_1 : \Pi_B = 0\) has non-vanishing Poisson bracket with the Hamiltonian, implying an additional secondary constraint

\[ \phi_2 = \{\phi_1, H\} = -\frac{\delta H}{\delta B} = - (J_B + r \Delta \Pi_A - r^2 \Delta^2 A). \]  

This constraint does have vanishing Poisson bracket with the canonical Hamiltonian (more precisely, the Poisson bracket is proportional to the current continuity condition, which we assume to vanish), so the constraint system closes. It is obvious that \(\{\phi_1(\vec{\eta}, \vec{x}), \phi_i(\vec{\eta'}, \vec{x'})\} = 0\) for \(i = 1\) or \(2\). The last Poisson bracket of constraints,

\[ \{\phi_2(\vec{\eta}, \vec{x}), \phi_2(\vec{\eta'}, \vec{x'})\} = \{J_B(\vec{\eta}, \vec{x}), J_B(\vec{\eta'}, \vec{x'})\} + (r' \Delta \eta' - r \Delta \eta') \Delta \eta' \Delta \eta' \delta(\vec{\eta}, \vec{\eta'}, \vec{x} - \vec{x'}) \]  

also vanishes so long as \(J_B\) has vanishing equal-time Poisson bracket with itself, so that the constraint system is first-class. First class constraints are generally associated with generators of gauge transformations. To demonstrate this connection, we first introduce a linear combination of \(\phi_1\) and \(\phi_2\) weighted by two arbitrary functions of \(\vec{\eta}\) and \(\vec{x}\):

\[ \phi[f, g] = \int d^3x d^3\vec{\eta} \frac{\delta f}{\delta \eta} \phi_1(\vec{\eta}, \vec{x}) + g(\vec{\eta}, \vec{x}) \phi_2(\vec{\eta}, \vec{x}) \].
We find
\[ \{A, \phi[f, g]\} = r^3 \Delta \frac{1}{r} g \quad \{\Pi_A, \phi[f, g]\} = r^3 \Delta \frac{1}{r} g \quad \{B, \phi[f, g]\} = f. \]
(55)
Using \(\Pi_A = \dot{\phi} - r^3 \Delta \frac{1}{r} B\), we find \(f = \dot{g} - r^2 \Delta \frac{1}{r} g\), so that \(g/r\) plays the role of the gauge parameter \(\epsilon_0\). Thus the first-class constraints \(\phi_1\) and \(\phi_2\) precisely generate the gauge transformations [40].

Following Dirac, we can consider a family of extended Hamiltonians parametrized by functions \(\alpha_1\) and \(\alpha_2\) of the canonical variables,
\[ H_e = H_c + \int d^3x \frac{d^3\eta}{4r^3} \left[ \alpha_1(\vec{\eta}, \vec{x})\phi_1(\vec{\eta}, \vec{x}) + \alpha_2(\vec{\eta}, \vec{x})\phi_2(\vec{\eta}, \vec{x}) \right] \]
(56)
\[ = \int d^3x \frac{d^3\eta}{4r^3} \left[ \frac{1}{2} \left( \Pi_A^2 + (\nabla A)^2 - (r \Delta A)^2 \right) - J_A A + \alpha_1 \Pi_B \right. \]
\[ + (B - \alpha_2)(J_B + r \Delta \Pi_A - r^2 \Delta^2 A) \left. \right] . \]
(57)
Each choice of \(\alpha_{1,2}\) generates a distinct but gauge-equivalent time evolution. By choosing \(\alpha_1 = 0\) and \(\alpha_2 = B - \bar{\alpha}_2\), where \(\bar{\alpha}_2\) is independent of \(B\) and \(\Pi_B\), we obtain a Hamiltonian exclusively for the dynamical fields \(A\) and \(\Pi_A\). Of particular interest is the Hamiltonian that preserves the gauge choice \(\bar{\Delta} A = 0\). To find such a Hamiltonian, one must solve \(\{\bar{\Delta} A, H_e\} = 0\) for the parameters \(\alpha_{1,2}\).
\[ \{\bar{\Delta} A, H_e\} = \frac{1}{r} \left( r \Delta \Pi_A + r \bar{\Delta} r^3 \Delta \frac{1}{r^2} \bar{\alpha}_2 \right) \simeq \frac{1}{r} (D\bar{\alpha}_2 - J_B) , \]
(58)
where \(\simeq\) denotes “weak equality” up to the constraints \(\phi_{1,2}\) and the gauge condition \(\bar{\Delta} A\). We recognize \(D \equiv r \bar{\Delta} r^3 \Delta \frac{1}{r^2}\) as the differential operator inverted by the Green’s function \(G_D\) in (B2). Thus the choice \(\bar{\alpha}_2 = G_D J_B\) is compatible with the Coulomb-like gauge condition \(\bar{\Delta} A = 0\). With this substitution, we obtain the unique Hamiltonian that generates time-evolution compatible with \(\bar{\Delta} = 0\) gauge:
\[ H = \int d^3x \frac{d^3\eta}{4r^3} \left[ \frac{1}{2} \left( \Pi_A^2 + (\nabla A)^2 - (r \bar{\Delta} A)^2 \right) - J_A A + (G_D J_B)(J_B + r \bar{\Delta} \Pi_A - r^2 \bar{\Delta}^2 A) \right] . \]
(59)
The two constraints in this gauge are \(\phi_2 = -(J_B + r \bar{\Delta} \Pi_A - r^2 \bar{\Delta}^2 A) = 0\) and \(\chi = r \bar{\Delta} A = 0\). These have non-vanishing Poisson brackets with each other, and are therefore second-class constraints with Poisson bracket
\[ \{\phi_2(\vec{\eta}, \vec{x}), \chi(\vec{\eta}', \vec{x}')\} = D\bar{\delta}(\vec{\eta}, \vec{\eta}', \vec{x} - \vec{x}') .\]
(60)

It is now completely straightforward to canonically quantize the classical theory defined by the master action [10] using Dirac brackets. We provide the computation of the appropriate Dirac brackets of the canonical fields \(A\) and \(\Pi_A\) in Appendix [C]. The resulting canonical commutation relations for the fields \(A\) and \(\Pi_A\) are obtained by multiplying by \(i\):
\[ [A(\vec{\eta}, x), A(\vec{\eta}', x')] = [\Pi_A(\vec{\eta}, x), \Pi_A(\vec{\eta}', x')] = 0 \]
(61)
\[ [A(\vec{\eta}, x), \Pi_A(\vec{\eta}', x')] = i \bar{\delta}_\Delta(\vec{\eta}, \vec{\eta}', \vec{x} - \vec{x}') \]
(62)
where
\[ \delta_{A}(\vec{\eta}, \vec{\eta}', x - x') \equiv \int d^3k e^{i\vec{k} \cdot \vec{x}} 2\eta^2(\vec{\eta} - \vec{\eta}')e^{i\vec{k} \cdot (\vec{\eta} - \vec{\eta})}, \]
\[ \eta^2 = \frac{|\vec{\eta} \times \vec{k}|^2}{|k|^2}, \]
and \( \delta_{A}^{(2)} \) is the two-dimensional delta-function in the \( \vec{\eta}_\perp \) plane transverse to \( \vec{k} \). As usual, this behaves as a “transverse” delta-function that projects onto the space consistent with the constraints. In particular, \( \Delta \delta_{A} = 0 \) and for any \( X \) with \( \Delta X(\vec{\eta}, x) = 0 \),
\[ \int d^3\eta d^3\eta' d^3x d^3x' \delta_{A}(\vec{\eta}, \vec{\eta}', x - x') X(\vec{\eta}', x') = X(\vec{\eta}, x), \]
which can be obtained simply by performing the integral over \( \eta, \vec{k} \) in (63) and using the gauge condition.

So far, the quantization of the classical theory given by our action (1) has worked essentially like quantizing QED, and as we’ll see, the \( \Delta=0 \) gauge is just like Coulomb-gauge. In the presence of a background current, one further step is usually performed, namely a change of variables from the canonical momentum \( \vec{\Pi} \) (which satisfies a non-homogeneous secondary constraint \( \vec{\nabla} \vec{\Pi} = J^0 \)) to a “transverse momentum” \( \vec{\Pi}_\perp \) satisfying \( \vec{\nabla} \vec{\Pi}_\perp = 0 \). This change of variables has the important consequence that \( \vec{\Pi}_\perp \), when canonically quantized using its Dirac bracket, commutes with \( J^0 \) and hence with matter fields, while \( \vec{\Pi} \) does not commute with \( J^0 \) and hence must not commute with all matter fields. A highly analogous situation arises here: The commutators between any matter fields in \( J_B \) and \( \Pi_A \) receive non-zero contributions. But if we define
\[ \Pi_\perp \equiv \Pi_A + r^3 \frac{\Delta}{r^7} D^{-1} J_B \]
then \( \phi_2 \) can be expressed as \( r \Delta \Pi_\perp - r^2 \Delta^2 A = 0 \), which has vanishing commutator with \( J_B \) and hence permits trivial commutation relations between \( \Pi_\perp \) and any matter fields. The commutation relations of \( \Pi_\perp \) with itself and with \( A \) are unchanged from (62).

In terms of \( \Pi_\perp \),
\[ H = H_{\text{free}} + V_{\text{int}} \]
where
\[ H_{\text{free}} = \int d^3x d^3\eta \left[ \frac{1}{2} \Pi^2_\perp + \frac{1}{2} (\vec{\nabla} A)^2 \right] \]
and
\[ V_{\text{int}} = \int d^3x d^3\eta \left[ -J_A A + \frac{1}{2} J_B G_J J_B \right] \]
This is a very familiar looking free Hamiltonian with a coupling to a background current!

At this point, it’s straightforward to pass to the interaction picture and use standard perturbative techniques to calculate S-matrix elements for CSP scattering in the presence of the background current \( J \). Likewise, we can work out the propagator in the usual fashion, and show that it’s equivalent to the covariant \( \xi \)-propagator derived using path-integral methods earlier, provided the current satisfies the continuity condition.
A. A Few Examples

The interaction energy associated with the background current $J_B$ — the static part — is just

$$V_{\text{static}} = \int d^3x \frac{d^3 \vec{\eta}}{4 \pi^3} \frac{1}{2} J_B G_D J_B$$

$$= \int d^3k \frac{d^3 \vec{\eta}}{4 \pi^3} \frac{d^3 \vec{\eta'}}{4 \pi^3} \frac{1}{|k|^2} \frac{1}{2} \delta^{(2)}(\vec{\eta} - \vec{\eta'}) e^{i(\vec{k} - \vec{k'}) \cdot \vec{r}} \frac{(r \cdot \vec{\eta}_B(k, \eta)) (r' \cdot \vec{\eta'}_B(k, \eta'))}{|k|^2} \left[ \frac{\eta', k_5}{\eta, k_5} \right]$$

where $s = \text{sgn}(k, (\vec{\eta} - \vec{\eta'}))$, $\eta \equiv (r, \vec{\eta})$, and $\delta^{(2)}$ is a delta-function in the plane transverse to $k$. This is the analogue of the “Coulomb term” $\frac{1}{2} J^0 \frac{1}{\sqrt{2}} J^0$ in the Hamiltonian for Coulomb-gauge QED. In the second line, we’ve presented it in a form that is manifestly projective in $\eta$-space (for $\kappa = 0$). In momentum 3-space, the interaction energy scales as $\sim 1/|k|^2$, so we expect the potential to fall off at least as fast as $\sim 1/R$ in position space. The presence of the phase factor when $\kappa \neq 0$ will if anything increase the fall-off at large $R$ (soft-$|k|$).

To understand how the physics is being encoded, we work through a couple of examples, taking $\kappa = 0$, and using the projective version of these results. The only thing that changes is that the measures are replaced by their projective counterparts, and the $\eta^2 \delta^{(2)}$ is replaced by the angular part of the delta function $\delta(\varphi(\eta_{\perp}) - \varphi(\eta'_{\perp}))$. The interaction energy is then

$$V_{\text{static}} = \int d^3k \frac{d^3 \vec{\eta}}{4 \pi^3} \frac{d^3 \vec{\eta'}}{4 \pi^3} \frac{1}{|k|^2} \frac{1}{2} \delta(\varphi(\eta_{\perp}) - \varphi(\eta'_{\perp})) e^{i(\vec{k} - \vec{k'}) \cdot \vec{r}} \frac{(r \cdot \vec{\eta}_B(k, \eta)) (r' \cdot \vec{\eta'}_B(k, \eta'))}{|k|^2} \left[ \frac{\eta', k_5}{\eta, k_5} \right].$$

The simplest example (and the only one we have so far made manifestly covariant and local) is to introduce a current $J(\eta, x) = J(x)$ independent of $\eta$, which trivially satisfies the $\kappa = 0$ continuity condition. In this case $J_B = 0$ so the Coulomb term vanishes, while $J_A(\eta, x) = J(x)$. At the level of the covariant projective action $[1]$, the interaction term is

$$\int d^4x J(x) d\mu(\eta) \delta'(\eta^2) \psi(\eta, x) = \int d^4x J(x) \psi(x)$$

where $\psi(x)$ is the gauge invariant “scalar” component

$$\psi(x) = \int d\mu(\eta) \delta'(\eta^2) \psi(\eta, x).$$

This “scalar” projection is only local and gauge invariant for $\kappa = 0$. Thus, this interaction describes a standard looking matter sector coupled to a single scalar component of $\psi$.

Several new subtleties arise in coupling the homogeneous-action fields to vector currents — first, there is no natural covariant and local mapping from a vector $J^\mu(x)$ to a homogeneous field $J(\eta, x)$. We can, however, embed a current $J^\mu(x)$ into $J(\eta, x)$ in a manner that is not manifestly covariant, but still recovers the physics of a gauge boson coupled to a vector...
current. The simplest such coupling is

\[ \tilde{J}_A(\vec{\eta}, \mathbf{k}) = \frac{1}{|\vec{\eta}|} \vec{\eta} \cdot \tilde{\mathbf{J}}(\mathbf{k}), \]

(74)

\[ \tilde{J}_B(\vec{\eta}, \mathbf{k}) = -\frac{|\vec{\eta}|}{|\vec{\eta}|} \tilde{\mathbf{J}}_0(\mathbf{k}), \]

(75)

where \( |\vec{\eta}|^2 = \vec{\eta}^2 - (\vec{\eta} \cdot \hat{\mathbf{k}})^2 / |\mathbf{k}|^2 \) and the components \( \tilde{J}^\mu(\mathbf{k}) \) satisfy the usual conservation condition \( p \cdot J(p) = 0 \). This form does not satisfy the requirements to obtain a bounded action (bounded solutions to the continuity condition involve more complex dependence of \( J_A \) and \( J_B \) on \( J_0 \) and \( \tilde{\mathbf{J}} \)), but already gives some intuition for how the ordinary gauge-theory structure is encoded.

In this case the factor of \( J_0^2 / |\mathbf{k}|^2 \) can be factored out of the \( \vec{\eta} \) and \( \vec{\eta}' \) integrals in (71). The angular integrals are trivial, while the \( z \) integral must be regulated because of the unboundedness of our currents. Regardless, the static term takes the form

\[ V_{\text{static}} \propto \int d^3 \mathbf{k} \frac{J_0(\mathbf{k})J_0(-\mathbf{k})}{|\mathbf{k}|^2}. \]

(76)

which is precisely the structure of the QED Coulomb term. We can also write the \( J_A \) coupling as,

\[ -\int d^3 \mathbf{k} d^3 \vec{\eta} \delta(g-1) \tilde{J}_A(\vec{\eta}, \mathbf{k}) \tilde{A}(\vec{\eta}, -\mathbf{k}) = -\int d^3 \mathbf{k} \tilde{\mathbf{J}}(\mathbf{k}) \cdot \tilde{\mathbf{A}}(-\mathbf{k}) = -\int d^3 x \tilde{\mathbf{J}}(x) \cdot \tilde{\mathbf{A}}(x) \]

(77)

where

\[ \tilde{\mathbf{A}}(\mathbf{k}) = \int d^3 \vec{\eta} \delta(g-1) \frac{\vec{\eta}}{4r^3} |\vec{\eta}| \nabla_{\vec{\eta}} A(\vec{\eta}, \mathbf{k}) = \int d^3 \vec{\eta} \delta(g-1) \frac{\vec{\eta}_\perp(\mathbf{k})}{4r^3 |\vec{\eta}_\perp(\mathbf{k})|} A(\vec{\eta}, \mathbf{k}) \]

(78)

is the “vector” component of \( A(\eta, \mathbf{k}) \), which by construction satisfies the Coulomb gauge condition \( \nabla_x \cdot \tilde{\mathbf{A}}(x) = 0 \). Thus, the current \( J_A \) and \( J_B \) given above reproduces (up to constant coefficients that we have not computed) quantum electrodynamics in Coulomb gauge. A more thorough discussion will be given in [21]. One key lesson is that single tensor-like objects \( J^\mu(x), A^\mu(x) \), etc. are difficult to extract in a manifestly local and covariant manner from \( J(\eta, x) \) and \( \psi(\eta, x) \). It is not clear whether the difficulty of coupling local currents to CSPs is qualitatively different from the difficulty encountered here.

V. PARTICLE DEGREES OF FREEDOM

In \( \tilde{\Delta}A = 0 \) gauge, independent modes of \( A \) are labelled by functions of the transverse components of \( \eta \), i.e. \( \vec{\eta}_\perp \) and are therefore a two-parameter family. We now wish to understand the physical interpretation of this family.
As the theory is Lorentz invariant, the correct way to identify the particle degrees of freedom is to construct states that are simultaneous eigenstates of $P^\mu$ and the Pauli-Lubanski invariant $W^2$, where

$$W^\mu = \frac{1}{2} \epsilon^{\mu\rho\sigma} J_{\rho\sigma}.$$

In Appendix [D] we construct canonical momentum and Lorentz generators and calculate their commutators with the canonical fields $A$ and $\Pi_\perp$ — we’ll use those results to carry out the above diagonalization, and then express the field operators in terms of these eigenstates. Since our free fields satisfy $\Box A = 0$, their excitations are massless particles. We will see that $W^2$ only annihilates the fields for $\kappa = 0$, implying that for $\kappa \neq 0$ our action propagates continuous-spin particles (CSPs). CSPs are characterized by the non-zero eigenvalue $W^2|\psi\rangle = -\rho^2|\psi\rangle$, and our action propagates CSPs with all $\rho$’s. The Hamiltonian can naturally be decomposed into “sectors” with different $\rho$ that are separately Lorentz-invariant. The detailed form of the current $J$ will single out some combination of CSPs as interacting, while others are free. We comment in [VI] on a gauge-fixed Hamiltonian for a single CSP, though we do not know of an action from which it can be derived.

We begin by summarizing some relevant facts about the Lorentz generators and their action on fields. In $\bar{\Delta}A = 0$ gauge, all generators take a form very similar to the generators in a free scalar theory, except for the $\vec{\eta} \times \vec{\nabla}_\eta$ term in $J$, which ensures that $J$ generates rotations in $\eta$-space as well as $x$-space. The Lorentz commutators with the fields

$$[J^i, A(\vec{\eta}, x)] = -i(x \times \vec{\nabla}_x + \vec{\eta} \times \vec{\nabla}_\eta)^i A(\vec{\eta}, x)$$

$$[J^i, \Pi_\perp(\vec{\eta}, x)] = -i(x \times \vec{\nabla}_x + \vec{\eta} \times \vec{\nabla}_\eta)^i \Pi_\perp(\vec{\eta}, x)$$

$$[K^i, A(\vec{\eta}, x)] = -ix^0 \nabla_i A(\vec{\eta}, x) + i \left(x^i - \frac{\eta \cdot \vec{\nabla}_x \vec{\nabla}_\eta^i}{\sqrt{2} \nabla_x^2}\right) \Pi_\perp(\vec{\eta}, x)$$

$$[K^i, \Pi_\perp(\vec{\eta}, x)] = -ix^0 \nabla_i \Pi_\perp(\vec{\eta}, x) + i \left(x^i \vec{\nabla}_x^2 - \eta \cdot \vec{\nabla}_x \vec{\nabla}_\eta^i\right) A(\vec{\eta}, x).$$

are each annihilated by $\bar{\Delta}$ by construction. The non-local term in the action of boosts $K^i$ on $A$, elaborated on in Appendix [D] is reminiscent of Coulomb-gauge QED and is needed to ensure that the boosted field remains in $\bar{\Delta}A = 0$ gauge.

Now, let us consider operators that are eigenstates of $P^\mu$

$$\Psi_-(p, \vec{\eta}) \equiv \int d^3x \left|p\right| A(x, \vec{\eta}) - i\Pi_\perp(x, \vec{\eta})\right| e^{-ip \cdot x}. \quad (84)$$

Using

$$[H, A(x, \vec{\eta})] = -i\Pi_\perp(x, \vec{\eta}) \quad \quad \quad \quad [H, \Pi_\perp(x, \vec{\eta})] = -i\nabla^2_x A(x, \vec{\eta})$$

$$[P^i, A(x, \vec{\eta})] = -i\nabla^i_x A(x, \vec{\eta}) \quad \quad \quad \quad [P^i, \Pi_\perp(x, \vec{\eta})] = -i\nabla^i_x \Pi_\perp(x, \vec{\eta})$$

it is easy to check that these operators have eigenvalues $p^\mu \equiv \langle |p|, p \rangle$. Choosing polarization “vectors” $\epsilon_\pm(p)$ with

$$\epsilon_- = \epsilon_+^* \quad \epsilon_+ \cdot p_+ = 0 \quad \epsilon_+ \epsilon_- = -1 \quad \epsilon_+^2 = \epsilon_-^2 = 0 \quad \epsilon_+^0 = 0 \quad \epsilon_+ \times \epsilon_- = -i\hat{p}. \quad (87)$$
we can decompose $W^2 = -W_+ W_-$ where
\[ W_\pm = W \epsilon_\pm = \tilde{\epsilon}_\pm (K \times p + |p| J). \tag{88} \]
so that
\[ [W_\pm, \Psi(p, \eta)] = -i|p|\tilde{\epsilon}_\pm (\eta_\perp \times \nabla_\eta)\Psi(p, \eta), \tag{89} \]
where $\eta_\perp \equiv \eta - \frac{\eta \cdot p}{|p|^2} p$.

A. $W_\pm$ eigenstates

Since $[W_+, W_-]$ commute they can be simultaneously diagonalized. $(W_-)^\dagger = W_-$, so the eigenvalues are complex conjugates of one another and we can seek out functions $f^+$ such that
\[ a^+_{p,\rho,\phi} \equiv \int \frac{d^3 \eta}{4\pi^3} \Psi_p(\eta) f^+_{\rho,\phi}(\eta, p). \tag{90} \]
diagonalizes
\[ W_\pm a^+_{p,\rho,\phi} = \rho e^{\pm i \phi} a^+_{p,\rho,\phi}. \tag{91} \]
These $f$’s must therefore satisfy
\[ -i|p|\tilde{\epsilon}_\pm (\eta_\perp \times \nabla_\eta) f^+_{\rho,\phi}(\eta, p) = (\eta_\perp \times \tilde{\epsilon}_\pm) . \nabla_\eta f^+_{\rho,\phi}(\eta, p) = i \frac{\rho}{|p|} e^{\pm i \phi} f^+_{\rho,\phi}(\eta, p), \tag{92} \]
in addition to our gauge condition $\bar{\Delta} f = 0$. Because $\eta_\perp$ and $\tilde{\epsilon}$ are both in the plane transverse to $p$, the differential operator in (92), like $\bar{\Delta}$, is proportional to $p.\nabla_\eta$. Defining
\[ \epsilon(p\phi) \equiv -\frac{i}{\sqrt{2}}(\epsilon_+ e^{-i\phi} - \epsilon_- e^{i\phi}) = \sqrt{2} i \text{Im} [\epsilon_+ e^{-i\phi}] ~ \text{with} ~ \epsilon(p\phi) \times \epsilon_{\pm} = \frac{1}{\sqrt{2}} e^{\pm i \phi} \hat{k}, \tag{93} \]
we find that the unique simultaneous solution to these two equations (for $\kappa \neq 0$) is
\[ f^+_{\rho,\phi}(\eta, p) = \frac{2\rho^2 |p|}{\kappa^2} \int d\tau e^{i\tau \kappa} \delta^3 \left( \eta - \frac{\sqrt{2}\phi}{\kappa} \epsilon(p, \phi) - \tau \hat{p} \right), \tag{94} \]
where the pre-factor is chosen for later convenience. By Fourier-transforming these we can obtain
\[ f^+_{\rho,n}(\eta, p) \equiv \int \frac{d\phi}{2\pi} e^{i n \phi} f^+_{\rho,\phi}(\eta, p) \tag{95} \]
for all integer $n$, which diagonalize the rotation generator $\hat{p}.J$. Generic Lorentz transformations will mix the different $\phi$ (or $n$) eigenstates, but leave $\rho$ invariant. In the case $\kappa = 0$, neither $\bar{\Delta} f = 0$ nor (92) restricts the profile of $f$ in $\eta_\perp$. Solutions to (92) are therefore non-unique. Had we used the homogeneous action for $\kappa = 0$, the homogeneity requirement $\bar{\eta} . \nabla_\eta f = 0$ would single out the profile
\[ f^+_{\phi}(\eta, p) \equiv |p| \int dr d^3 \delta^3 \left( \eta - r \epsilon(p, \phi) - r \tau \hat{p} \right). \tag{96} \]
These can again be transformed to Fourier-conjugate helicity basis states, which in the case \( \kappa = 0 \) are Lorentz-invariant.

The mode expansion for the field \( A(\vec{\eta}, x) \) (in the interaction picture) is now

\[
A(\vec{\eta}, x) = \int \frac{dp\, dp^3 \, d\phi}{\rho} \left( e^{-ip\cdot x} f^+_{p,\phi}(\vec{\eta}, p) a_{p,\rho,\phi} + e^{+ip\cdot x} f^-_{p,\phi}(\vec{\eta}, p) a^\dagger_{p,\rho,\phi} \right).
\]

(97)

and we can easily verify that the field commutation relation are equivalent to

\[
[a_{p,\rho,\phi}, a^\dagger_{p',\rho',\phi'}] = 2\pi \delta(\phi - \phi') \rho \delta(\rho - \rho') 2|p| \delta^3(p - p').
\]

(98)

The other commutators \([a_{p,\rho,\phi}, a_{p',\rho',\phi'}]\) and \([a^\dagger_{p,\rho,\phi}, a^\dagger_{p',\rho',\phi'}]\) vanish. This is precisely the Lorentz invariant commutator algebra we’d expect for CSP states! As one would expect, the free part of the Hamiltonian can be expressed in terms of the annihilation and creation operators as

\[
H_{free} = \int \frac{dp\, dp^3 \, d\phi}{2|p| \rho} \left( |p| a^\dagger_{p,\rho,\phi} a_{p,\rho,\phi} \right),
\]

(99)

which further confirms that we have a unitary theory of CSPs for all \( \rho \geq 0 \).

To finish the analysis, we expand about a vacuum \(|0\rangle\) annihilated by all mode operators \(a_{p,\rho,\phi}\). We then define familiar particle states,

\[
|p\phi\rangle_{\rho} \equiv a^\dagger_{p,\rho,\phi} |0\rangle.
\]

(100)

Under Lorentz transformations, \((\Lambda^{-1})^{\mu}_{\nu} \epsilon^{\nu}(\Lambda p, \phi + \theta) = \epsilon^{\mu}(p, \phi) - \sqrt{2} Re(\beta e^{-i(\phi + \theta)})p^\mu\), where \(\theta(\Lambda, p)\) and \(\beta(\Lambda, p)\) have the interpretation of E(2) Little Group rotations and translations (see e.g. [2]). Using this relation, and using our expressions for the Lorentz generators from Appendix D, we can readily compute

\[
U(\Lambda)|p\phi\rangle_{\rho} = e^{i\rho Re(\sqrt{2} \beta e^{-i(\phi + \theta)})}|\Lambda p(\phi + \theta)\rangle_{\rho}
\]

(101)

The phase factor is just the little group E(2) translation factor of the continuous spin representation with spin-scale \(\rho\) [2]. Thus, this theory is a quantum theory of CSP particles with spin-scale \(\rho\). The Hilbert space of this theory contains all CSPs with \(\rho \geq 0\). States with different \(\rho\) do not mix under Lorentz transformations.

### B. Connection to Covariant CSP Wavefunctions

The wavefunctions [94] are not covariant, in precisely the same sense that photon polarization tensors \(\epsilon^\mu\) are non-covariant: Little Group transformations on the state labels \(\rho\) and \(\phi\) are equivalent to the action of the canonical Lorentz generators \(J\) and \(K\). But the action of these generators is not a simple Lorentz-transformation \(x \rightarrow \Lambda^{-1} x, \eta \rightarrow \Lambda^{-1} \eta\). Rather, they have a non-covariant term coming from the \(\vec{\eta}, \vec{x}, \vec{\eta}\) piece of the commutation relations (82) and (83), which can be interpreted as precisely the gauge transformation that brings a
Lorentz-transformed field back to $\bar{\Delta}A = 0$ gauge. Thus Lorentz or Little Group actions on the canonical field are equivalent to Lorentz transformations of $\eta$ and $x$ only up to a gauge transformation, like gauge-fixed fields in QED.

Past efforts to construct field theories for CSPs [4-8] have all constructed fields assuming that they have a mode expansion in terms of (102) or similarly covariant wavefunctions. That these studies encountered non-vanishing commutators at spacelike separations is hardly surprising. The wavefunctions (102) are localized on $\delta(\eta,p)$ — it is difficult to envision how this singular momentum-dependent support could ever arise from a local field theory! The results of these past studies contrast sharply with our theory, whose fields do commute at equal times.

There is, however, a simple mathematical relationship between our $f$’s and one of the families of covariant wavefunctions classified in [2], namely

$$\psi_{p,\phi\rho}(\eta^\mu) = \int d\tau e^{i\tau\kappa} \delta^{(4)}(\eta - \sqrt{2} \rho \epsilon(p\phi) - \tau p).\quad (102)$$

Our wavefunctions can be simply obtained by integrating these covariant $\psi$’s over $\eta^0$:

$$f_{p,\phi\rho}(\bar{\eta}) = \int_{-\infty}^{\infty} d\eta^0 \psi_{p,\phi\rho}(\eta^\mu).\quad (103)$$

Though this clearly requires a Lorentz-breaking choice (of the $\eta^0$ direction along which to integrate), it removes the unnatural localization on $\delta(\eta,p)$ and allows for well-behaved equal time commutators of fields. We have not yet found a physical interpretation of this integration trick, but it might shed light on generalizations of the action (1), or on its proper interpretation.

VI. PROJECTIVE HAMILTONIAN FIELD-THEORY FOR A SINGLE CSP

The local action that we used to derive our CSP field theory contains an entire $E(2)$ plane worth of particle states. While this plane has a clear physical interpretation, it is natural to try to build a theory for a single CSP with fixed $\rho$, as states with different $\rho$ do not mix under Lorentz transformations. One obvious and simple way to do this is to render the action (1) projective, as discussed in Section II and Appendix A. It is not clear how to extend this projective trick to $\kappa \neq 0$ in a manifestly local and covariant way. Nonetheless, it is trivial to take our final form for the gauge-fixed Hamiltonian CSP field theory, and make this theory projective! This is achieved by sending $\kappa \rightarrow \rho/|\bar{\eta}_\perp(p)|$ in the gauge-fixing condition and in all of our final results, accompanied by a replacement of the measure $\frac{d^3\eta}{4\pi^2}$ with the projective measure $D^2\eta \equiv \frac{d^3\eta}{4\pi^2} \delta(g - 1)$ with $g$ a homogenous function of $\eta$.

This procedure is implemented at the level of the $\bar{\Delta}$-gauge fixing and quantization conditions used to define the theory. The modified gauge conditions are easiest to state in momentum space. The modified gauge fixing condition, obtained by $\kappa \rightarrow \rho/|\bar{\eta}_\perp(p)|$ is

$$\bar{\Delta}_P A(\bar{\eta},\bar{p}) = \bar{\Delta}_P \Pi(\bar{\eta},\bar{p}) = 0 \quad \text{with} \quad \bar{\Delta}_P \equiv (-i|\bar{\eta}_\perp(p)|\bar{p} \cdot \nabla_\eta + \rho).\quad (104)$$
These conditions are compatible with the homogeneity requirements

\[ \vec{n} \cdot \vec{\nabla}_n A = \vec{n} \cdot \vec{\nabla}_n \Pi = 0, \]  

which implies that the fields are functions of rays in \( \vec{n} \)-space, not points. On these constraints, the theory is defined by the equal-time commutators of the fields

\[ [A(\eta, x), A(\eta', x')] = [\Pi(\eta, x), \Pi(\eta', x')] = 0 \]
\[ [A(\eta, x), \Pi(\eta', x')] = i\bar{\delta}_P(x - x', \eta, \eta'), \]  

where

\[ \int d^3 p e^{i p \cdot (x - x')} \bar{\delta}_P(p, \eta, \eta') = \delta(\varphi(\vec{n}) - \varphi(\vec{n}')), \]

\[ \bar{\delta}_P(p, \eta, \eta') = \delta(\varphi(\vec{n}) - \varphi(\vec{n}')) \times \exp\left[-i \rho \left( \frac{\eta_z}{\eta_\perp} - \frac{\eta'_z}{\eta'_\perp} \right) \right]. \]

(107)

and \( \varphi(\eta) \) is the angular coordinate of \( \vec{n} \) in the \( \hat{p} \)-centric coordinates.

The form of these commutators is essentially dictated by consistency with the constraints — \( \bar{\delta}_P \) projects generic functions of \( \eta, x \) onto functions satisfying the constraints. In particular, for any (local) operator \( \mathcal{O}(x) \) built out of \( A \) and \( \Pi \), the structure of \( \bar{\delta}_P \) implies

\[ [\bar{\Delta}_P \Pi(\eta, x), \mathcal{O}(x)] = 0 \]  

(108)

and similarly for \( A \). Thus, the constraint equations are consistent with the canonical quantization prescription. On the space of operators \( \mathcal{O}(\eta, x) \) satisfying the constraints,

\[ \int D^2 \eta' d^3 y \bar{\delta}_P(x - y, \eta, \eta') \mathcal{O}(y, \eta') = \mathcal{O}(x, \eta), \]

(109)

so that \( \bar{\delta}_P(x, \eta, \eta') \) behaves like a delta function on the support of the gauge condition.

The free Hamiltonian

\[ H = \int d^3 x D^2 \eta \frac{1}{2} \left( \Pi(\eta, x)^2 + |\vec{\nabla} A(\eta, x)|^2 \right), \]

(110)

where \( D^2 \eta = \frac{d^2 \eta}{d^3 \eta} \delta(g - 1) \), is local, as are the other Poincaré generators which are identical to those of Appendix D except that the integrals now use the projective \( D^2 \eta \) measure. The equations of motion are

\[ \partial_t A(\eta, x) \equiv i[H, A(\eta, x)] \]
\[ \partial_t \Pi(\eta, x) \equiv i[H, \Pi(\eta, x)], \]

(111)

(112)

so that

\[ \partial^\mu \partial_\mu A(\eta, x) = 0. \]

(113)

The Lorentz algebra and compatibility of Lorentz transformations with the gauge and projective conditions works as it did before.
We identify the particle degrees of freedom by expanding our new field operators in terms of operators that simultaneously diagonalize $P^\mu$ and $W^2$. In this case, the appropriate operators are

$$a(p, \phi) \equiv \int D^2 \eta d^3 x e^{-ip \cdot x} F^-(\eta, \phi)(|p|A(\eta, x) + i\Pi(\eta, x))_{x^0=0}$$

$$a^\dagger(p, \phi) \equiv \int D^2 \eta d^3 x e^{+ip \cdot x} F^+(\eta, \phi)(|p|A(\eta, x) - i\Pi(\eta, x))_{x^0=0}$$

where

$$F^\pm(\vec{\eta}, \phi) = \int_{r>0} dr d\tau |p|^2 (2\pi)^3 \delta^3(\vec{\eta} - r\vec{\epsilon}(p, \phi)) - r\tau p) e^{\mp i\rho \tau}.$$ (116)

It’s straightforward to verify that the field commutation relations are equivalent to

$$[a(p, \phi), a^\dagger(p', \phi')] = 2\pi \delta(\phi - \phi')2|p|\delta^3(p - p')$$ (117)

which shows that these modes act like annihilation and creation operators for a single CSP. Computing $W_+$ and $W_-$ as we did before (with the projective substitutions), it’s easy to check that

$$W^2 a^\dagger(p, \phi)|0\rangle = -W_+ W_- a^\dagger(p, \phi)|0\rangle = -\rho^2 a^\dagger(p, \phi)|0\rangle$$ (118)

which show that we have a single CSP with spin-scale $\rho$. The Hamiltonian expressed in terms of annihilation and creation operators is

$$H = \int \frac{d^3 p}{2|p|} \frac{d\phi}{2\pi} (|p|a^\dagger(p, \phi) a(p, \phi)),$$ (119)

and the mode expansion for the field $A(\eta, x)$ at an arbitrary time is just,

$$A(\eta, x) = e^{-iH_{x^0}} A(\eta, x) e^{+iH_{x^0}} =$$

$$\int \frac{d^3 p}{2|p|} \frac{d\phi}{2\pi} \left( e^{-ip \cdot x} F^+(\eta, \phi) a(p, \phi) + e^{+ip \cdot x} F^-(\eta, \phi) a^\dagger(p, \phi) \right).$$ (120)

Defining the particle state as we did before, we find that

$$U(\Lambda)|p\phi\rangle = e^{ip \text{Re}(\sqrt{2}\epsilon e^{-i(\phi + \theta)})}|\Lambda p(\phi + \theta)\rangle$$ (121)

The phase factor is just the little group $E(2)$ translation factor of the continuous spin representation with spin-scale $\rho$. Thus, this theory is a quantum theory of CSP particles with spin-scale $\rho$. While the gauge-fixing condition is spatially non-local, the Hamiltonian and all other canonical Poincaré generators for this theory are local in the fields.

**VII. CONCLUSIONS AND FUTURE DIRECTIONS**

We have proposed a local and covariant action (1) that defines a classical gauge theory of CSPs. We have quantized this theory in the presence of background currents, which
were assumed to satisfy the continuity condition needed for gauge invariance and to commute with themselves at equal times. The local degrees of freedom are described by a field that depends on both a space-time coordinate $x^\mu$ and a spin-space four-vector $\eta^\mu$. This description allows us to easily unify massless helicity and continuous-spin degrees of freedom, and generalizes to any number of dimensions. The action is localized to the neighborhood of the positive null-$\eta$ cone; in $D$ dimensions a linear gauge invariance reduces the physical information to a single function on a Euclidean $(D - 2)$-plane, on which the little group $E(D - 2)$ acts naturally. A projective version of the action further reduces the physical content to $S^{D-3}$, enabling a new description of particles with any spin type. Our theory is the first quantum field theory of any kind for continuous spin particles that admits a description in terms of local fields.

All previous attempts to build a quantum theory started with Wigner’s original formulation of CSPs in terms of wavefunctions with singular momentum space support, or other covariant fields without a gauge redundancy. Such a formulation fails to yield a consistent quantum theory of helicity 1 or 2, so it is not surprising that it also fails for CSPs! Our hope is that the existence of a healthy classical and quantum theory of CSPs, as formulated here, will renew a proper investigation of these theories.

Among the reasons to seek a theory of interacting CSPs are the existence of covariant soft factors (in contrast to high-spin massless particles) and the correspondence of these soft factors and ansatz amplitudes to those of scalars, photons, and gravitons at energies much larger than $\rho$. These two results suggest that CSP interactions may be both consistent and relevant to Nature! These $S$-matrix results also exhibited potentially problematic and apparently non-local features. Foremost among these is the dependence of the soft factors of [2] on a momentum-dependent phase factor. While this phase is everywhere bounded and presents no immediate physical inconsistency, it does cast doubt on whether the soft factors can be obtained from a local theory. The deformation of the continuity condition $\delta(\eta^2)(\partial_x \cdot \partial_\eta)J = 0$ to the local $\delta(\eta^2)(\partial_x \cdot \partial_\eta + \kappa)J = 0$ condition seems to be what gives rise to the apparently non-local phase structure in the soft-factors of [2]. Our first attempts to build local currents $J(\eta, x)$ satisfying focused on $J$’s constructed from a single $\eta$-independent matter field $\phi(x)$, and in this simple case we have not found any local theory that works. It is interesting that a local continuity condition is sufficient to furnish linear interactions, but a local solution to this condition may require additional structure or symmetry. While our formalism has allowed us to frame the problem of interactions sharply, we have only started to make progress towards settling these questions.

Several directions appear promising towards modeling interactions. One possibility is that currents are more readily built out of matter fields that are themselves functions of $\eta$. In addition, there appear to be generalizations of the action that involve higher $\eta$-derivatives but still two spatial derivatives. Classifying these and establishing their relationship to our original action is important. The action appears most naturally suited to describing the interactions of the “scalar” component of $\psi(\eta, x)$, and it may be that related (but
equivalent) actions are better suited for describing “vector” and “graviton” components. A related question is whether the single-CSP Hamiltonian theory of Section VI can be obtained from some covariant action, perhaps by generalizing the projectivisation trick used for $\kappa = 0$. In a different direction, it would be interesting to find generalizations of this action to curved space, and to see whether they can make contact with Vasiliev’s theory in AdS backgrounds [33–35]. Connections to other descriptions of high-spin degrees of freedom would also be interesting to explore [10, 17–20].

At the same time, important aspects of even our simple free field theory (1) remain obscure. A major gap in our present understanding of this theory is a classification of local gauge-invariant operators. Although the propagating degrees of freedom of (1) are the same as those of tensor gauge theories, the packaging of these degrees of freedom in (1) appears to be quite different. It is not clear, for example, whether four-vector gauge fields $A^\mu$ are encoded covariantly in $\psi$, and so it is far from obvious if and how something like a “field strength” $F^{\mu\nu}$ can be obtained. The conserved Belinfante stress-energy tensor is only gauge-invariant under (2) up to a total derivative term, which is suggestive of a non-linear gauge invariance analogous to that of helicity-2 gravity. These and other questions warrant further investigation.
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Appendix A: Conventions for Homogeneous Action and Hamiltonian

For the homogeneous action, we use the homogeneity 4 measure

$$d\mu(\eta) \equiv d^4\eta \delta(g(\eta) - 1) \quad (A1)$$

where $g(\eta)$ is an arbitrary homogeneity-1 function of $\eta$ corresponding to the choice of “representative” $\eta$ on each ray. This has the property that

$$d\mu(\eta) \equiv d^4\eta \delta(g(\eta) - 1)f^{(-4)}(\eta) \quad (A2)$$

is independent of the choice of $g$ for any $f$ of homogeneity $-4$, i.e. $\eta.\partial_\eta f = -4$. There is no weight-zero Lorentz-invariant measure.
When we break Lorentz-invariance in the $A - B$ decomposition or in building the Hamiltonian, we will switch to a weight-zero measure
\[ D^2 \tilde{\eta} \equiv \frac{d^3 \tilde{\eta}}{4|\tilde{\eta}|^3} \delta(g(\tilde{\eta}) - 1). \]  
(A3)

A projective $\delta$-function that works nicely with this measure is
\[ \delta_P(\tilde{\eta}, \tilde{\eta}') \equiv \int_{0,\infty} da \frac{a}{|\tilde{\eta}|^3} \delta^3(\eta - a\eta') = \int_{0,\infty} da |\tilde{\eta}|^3 \delta^3(\eta a - \eta'). \]  
(A4)

For a field $X$ of homogeneity $h$, we define functional derivatives as
\[ \frac{\delta A(\tilde{\eta}, \tilde{\eta}, \tilde{x})}{\delta A(\tilde{\eta}, \tilde{x}')} \equiv \left( \frac{|\tilde{\eta}|}{|\tilde{\eta}'|} \right)^h \delta^3(\tilde{x} - \tilde{x}') \delta_P(\tilde{\eta}, \tilde{\eta}'). \]  
(A5)

This produces the intuitive result that
\[ \frac{\delta}{\delta A(\tilde{\eta}, \tilde{x})} \int d^3 x D^2 \tilde{\eta} A(\eta, x) B(\eta, x) = B(\eta', x'). \]  
(A6)

Appendix B: An $\tilde{\eta}$-Space Green’s Function

An operator that recurs several times in the classical and quantum theories is
\[ D \equiv r \Box r^3 \frac{1}{\Box r}. \]  
(B1)

This section defines a Green’s function for $D$, solves for it explicitly, and summarizes some important properties. We introduce a Green’s function defined by
\[ DG_D(\tilde{\eta}, \tilde{\eta}', x, x') = \delta(\tilde{\eta} - \tilde{\eta}', x - x') = r^3 \delta^{(3)}(\tilde{\eta} - \tilde{\eta}') \delta^{(3)}(x - x'), \]  
(B2)

so that the solution to $D X(\tilde{\eta}) = Y(\tilde{\eta})$ can be written as
\[ X(\tilde{\eta}, \tilde{x}) = \int \frac{d^3 \tilde{\eta}'}{4\pi^3} d^3 \tilde{x}' G_D(\tilde{\eta}, \tilde{\eta}', \tilde{x} - \tilde{x}') Y(\tilde{\eta}', \tilde{x}). \]  
(B3)

The operator $G_D$ is both spatially non-local (since $D$ is quadratic in spatial derivatives, $G_D$ is somewhat analogous to $1/\Box^{1/2}$) and non-local in $\tilde{\eta}$-space. It will therefore be useful to write
\[ G_D(\tilde{\eta}, \tilde{\eta}', \tilde{x}, \tilde{x}') = \int d^3 k \tilde{G}_D(\tilde{\eta}, \tilde{\eta}', \mathbf{k}) e^{i\mathbf{k} \cdot (\tilde{x} - \tilde{x}')} , \]  
(B4)
so that \(\tilde{G}_D\) satisfies
\[
 r(-ik \cdot \vec{\nabla}_\eta + \kappa)r^3(-ik \cdot \vec{\nabla}_\eta + \kappa) \frac{1}{r^2} \tilde{G}_D(\vec{\eta}, \vec{\eta}', k) = \delta(\vec{\eta} - \vec{\eta}', x - x'). \tag{B5}
\]
This is particularly easy to invert in a \(\vec{k}\)-centric cylindrical coordinate system \((z, \eta_\perp, \phi)\) where \(z = \vec{\eta} \cdot \vec{k}, \eta_\perp = |\vec{\eta} \times \vec{k}|\) and \(\phi\) is an angle in the plane transverse to \(k\). In these coordinates, \(r = \sqrt{z^2 + \eta_\perp^2}\) and \(\Delta = -i|k|\partial_z + \mu\). The solution to (B5) is naturally expressed as
\[
 \tilde{G}_D(\vec{\eta}, \vec{\eta}', k) = -\frac{4}{|k|^2} e^{i(z' - z)\kappa/|k|} \delta^{(2)}(\vec{\eta} - \vec{\eta}') K(z, z', \eta_\perp) \tag{B6}
\]
where \(\delta^{(2)} = \delta(\eta_\perp^2 - \eta_\perp'^2)\delta(\phi - \phi')\) is a Delta-function in the transverse plane and \(K\) is a Green’s function for the ordinary differential equation
\[
 r \partial_z r^3 \partial_z \frac{1}{r^2} K(z, z', \eta_\perp) = \delta(z - z'). \tag{B7}
\]
This second-order ordinary differential equation has a unique solution that is appropriately bounded at \(z \to \pm\infty\):
\[
 K(z, z') = K(z', z) = rr' \left[ \frac{(r' + sz')(r - sz)}{\eta_\perp^2} \right]_{s = sgn(z - z')} \tag{B8}
\]
\[
 = rr' \left[ \frac{r' + z'}{r + z} \right]^s \tag{B9}
\]
\[
 = rr' \left[ \frac{\eta_.k_3}{\eta_.k_\perp} \right]_{k_3 = s|k|\vec{k}} \tag{B10}
\]
where \(r' = \sqrt{\eta_\perp^2 + z'^2}\) and \(\eta \equiv (r, \vec{\eta})\). As expected, the solution is non-local both in position-space and in \(\eta\)-space. The kernel \(K(z, z')\) has several useful properties:
\[
 r \partial_z r^3 \partial_z \frac{1}{r^2} K(z, z') = sgn(z' - z) \frac{K(z, z')}{rr'} = -r' \partial_z \frac{K(z, z')}{rr'} \tag{B11}
\]
\[
 \partial_z \partial_z^* \frac{K(z, z')}{(rr')^2} = \frac{\delta(z - z')}{r^3} + \frac{2\eta_\perp^2}{rr'^3}. \tag{B12}
\]
These in turn imply
\[
 r\tilde{\Delta} \frac{G_D(\eta, \eta', x - x')}{rr'} = r'\tilde{\Delta}' \frac{G_D(\eta, \eta', x - x')}{rr'} \tag{B13}
\]
and
\[
 r^3rr^3\tilde{\Delta} \tilde{\Delta}' \frac{G_D(\eta, \eta', x - x')}{(rr')^2} = \tilde{\delta}_{\tilde{\Delta}}(\vec{\eta}, \vec{\eta}', x - x') - \tilde{\delta}(\vec{\eta}, \vec{\eta}', x - x') \tag{B14}
\]
where
\[
 \tilde{\delta}_{\tilde{\Delta}}(\vec{\eta}, \vec{\eta}', x - x') \equiv \int d^3k e^{i\vec{k} \cdot \vec{x}} \tilde{\delta}_\Delta(\vec{\eta}, \vec{\eta}', \vec{k}) \tag{B15}
\]
\[
 \tilde{\delta}_\Delta(\vec{\eta}, \vec{\eta}', \vec{k}) \equiv 2\eta_\perp^2 \delta^{(2)}(\vec{\eta} - \vec{\eta}') e^{i(z' - z)\kappa/|k|}. \tag{B16}
\]
The object \(\tilde{\delta}_\Delta\) can be interpreted as a projector onto the space of functions \(f\) satisfying \(\tilde{\Delta}f = 0\), and will play an important role as the Poisson bracket of canonical fields in the \(\tilde{\Delta}A = 0\) gauge.
Appendix C: Dirac Brackets

Our final Hamiltonian system has two second-class constraints for every $\vec{\eta}, \vec{x}$:

\[
\phi_2 = -(J_B + r\bar{A}\bar{\Pi} - r^2\bar{A}^2) \quad \chi = r\bar{A}.
\]  
(C1)

We have shown in the main text that $[\phi_2, \phi_2] = [\chi, \chi] = 0$ at equal times. But their non-zero Poisson bracket with each other:

\[
\{\phi_2(\eta, x), \chi(\eta', x')\} = \int \frac{d^3\eta''}{4\pi^3} (r\bar{\Delta}\delta_{\eta\eta''})(r'\bar{\Delta}'\delta_{\eta'\eta''})
\]

\[
= r\bar{\Delta}r'\bar{\Delta}'\delta_{\eta\eta'} = r\bar{\Delta}r^2\bar{\Delta}r^{-2}\delta_{\eta\eta'} = \Delta\delta_{\eta\eta'}
\]  
(C2)

means that we must use Dirac rather than Poisson brackets for our quantization.

In particular, having already defined a Green’s function for $D$ such that $DG_D(\eta, \eta', x - x') = \bar{\delta}(\eta, \eta')\delta^{(3)}(x - x')$, we can calculate Dirac brackets as

\[
\{A(\eta, x), B(\eta', x')\}_D = \{A, B\}_P + \{A, \phi_{2''}\}_P G_D(\eta'', \eta''')\{\chi''', B'\}_P - \{A, \chi''\}_P G_D(\eta'', \eta''')\{\phi_{2''}, B'\}_P,
\]  
(C4)

where integrals $d^3\eta/r^3d^3x$ for both $\eta''$ and $\eta'''$ are implicit, we have suppressed the $x$-dependence of $G_D$ for brevity, and we use primes on the operator as shorthand for evaluation at the similarly primed $\eta$ and $x$.

Writing $\{A, \phi_{2''}\} = \mathcal{O}_{A, \phi_2} \bar{\delta}(\eta, \eta'')\delta^{(3)}(x - x')$ where $O$ depends on $\eta$ but not on $\eta''$, and similarly for other commutators, lets us express this as

\[
\{A(\eta, x), B(\eta', x')\}_D = \{A, B\}_P + \{A, \phi_{2''}\}_P \mathcal{O}_{(B', \chi)} - \{A, \chi''\}_P \mathcal{O}_{(B', \phi_2)} G_D(\bar{\eta}, \bar{\eta}', \bar{x} - \bar{x}').
\]  
(C5)

Using

\[
\mathcal{O}_{\{A, \phi_2\}} = r^3\bar{\Delta}r^{-2} \quad \mathcal{O}_{\{A, \chi\}} = 0
\]

\[
\mathcal{O}_{\{\Pi, \phi_2\}} = r^3\bar{\Delta}^2r^{-1} \quad \mathcal{O}_{\{\Pi, \chi\}} = -r^3\bar{\Delta}r^{-2}
\]  
(C6, C7)

we can easily verify (using (B13) in the last line) that the fields have vanishing Dirac brackets with themselves:

\[
\{A, A'\}_D = 0
\]

\[
\{\Pi, \Pi'\}_D = (-\mathcal{O}_{\Pi, \phi_2} \mathcal{O}_{\Pi, \chi} + \mathcal{O}_{\Pi, \chi} \mathcal{O}_{\Pi, \phi_2}) G_D(\bar{\eta}, \bar{\eta}', x - x')
\]

\[
= (r^3r^3\bar{\Delta}\bar{\Delta}'\frac{1}{rr'})(-r\bar{\Delta} + r'\bar{\Delta}) \frac{G_D}{rr'} = 0
\]  
(C9)

and (using (B14)) that the Poisson bracket of $A$ with $\Pi$ is given by

\[
\{A, \Pi'\}_D = \bar{\delta}(\bar{\eta}, \bar{\eta}', x - x') - \mathcal{O}_{A, \phi_2} \mathcal{O}_{\Pi, \chi} G_D(\bar{\eta}, \bar{\eta}', x - x')
\]

\[
= \bar{\delta}(\bar{\eta}, \bar{\eta}', x - x') + r^3r^3\bar{\Delta}\bar{\Delta}' \frac{G_D}{rr'} \frac{G_D}{rr'} = \bar{\delta}_\Delta(\bar{\eta}, \bar{\eta}', x - x')
\]  
(C10, C11, C12)

where $\bar{\delta}_\Delta$ is the projector onto the $\bar{\delta}f = 0$ space defined by (B16), as is familiar from other gauge theories.
Appendix D: Canonical Poincaré Generators

In this section, we first construct the canonical Poincaré generators for the free CSP theory without gauge fixing and expand them in the \( \eta^0 = 0 \) gauge. We then consider the gauge-fixed form in \( \bar{\Delta}A = 0 \) gauge and their commutators with the canonical \( \bar{\Delta}A = 0 \) gauge-fixed fields and with each other.

1. Definition and Derivation of the Generators in Any Gauge

Canonical Poincaré generators can always be obtained from the Belinfante stress-energy tensor
\[
\Theta^{\mu\nu}(x) \equiv g^{\mu\nu} \mathcal{L}(x) - \int d^4\eta \frac{\delta \mathcal{L}}{\delta (\partial_\mu \psi)} (\partial^\nu \psi) + \frac{i}{2} \partial_\kappa (A^{\kappa\mu\nu} - A^{\mu\kappa\nu} - A^{\nu\kappa\mu})
\]
where
\[
A^{\kappa\mu\nu} \equiv \frac{i}{2} \int d^4\eta \frac{\delta \mathcal{L}}{\delta (\partial_\kappa \psi)} \mathcal{J}^{\mu\nu}(\eta, x) \quad \text{and} \quad \mathcal{J}^{\mu\nu} \equiv -i \eta^{[\mu} \partial^{\nu]}.
\]
and \( \mathcal{J}^{\mu\nu} \) represents an infinitesimal Lorentz generator on the \( \eta \)-space. Here and throughout this section, we use \( \eta^{[\mu} \partial^{\nu]} = \eta^{\mu} \partial^{\nu} - \eta^{\nu} \partial^{\mu} \).

Because \( \Theta^{\mu\nu} \) is conserved and symmetric, the three-tensor
\[
\mathcal{M}^{\kappa\mu\nu} \equiv x^\mu \Theta^{\kappa\nu} - x^\nu \Theta^{\kappa\mu}
\]
is also conserved. Its conserved charges
\[
J^{\mu\nu} \equiv \int d^3x \mathcal{M}^{0\mu\nu} = \int d^3x (x^{[\mu} T^{0\nu]} - 2 A^{0\mu\nu})
\]
\[
= \int d^3x x^{[\mu} g^{0\nu]} \mathcal{L}(x) - \int d^3x d^4\eta \frac{\delta \mathcal{L}}{\delta \bar{\psi}} (x^{[\mu} \partial^{\nu]} + \eta^{[\mu} \partial^{\nu]} \psi(\eta, x). \]
\]
are the generators of homogeneous Lorentz transformations on fields. As usual, momentum generators are given by
\[
P^i = \int d^3x T^{0i} = - \int d^3x d^4\eta \frac{\delta \mathcal{L}}{\delta \bar{\psi}} \bar{\psi}. \]
\]
We adopt the raising and lowering convention that indices on \( \"\partial^i\" \) are always raised and lowered by \( g^{ij} = -\delta^{ij} \) while indices on \( \nabla \) are raised and lowered with \( \delta^{ij} \), so that
\[
\partial^i = g^{ij} \partial_j = -\partial_i = -\nabla_i = -\nabla^i.
\]

Using the above definitions and the decomposition \( \psi(\eta, x) = A(\eta, x) + \eta^0 B(\eta, x) + \ldots \), it is easy to calculate the generators in terms of the fields \( A \) and \( B \) and their time derivatives. As expected, all dependence on \( \dot{B} \) cancels out.
where the second line follows by substitution of the $A - B$ decomposition for $\psi$ and canceling the $\dot{B}$ terms, and the third line is obtained by substituting

\[
\frac{d^3\bar{\eta}}{4|\bar{\eta}|^3} = \int d\eta^0 d^4\eta \frac{1}{2}\delta(\eta^2) r^{-3}
\]

and integrating by parts so that all $B$ terms cancel.

Proceeding similarly for the rotations,

\[
J^{ij} = -\int d^3x d^4\eta \delta'(\eta^2) \psi \left(x^{[i} \partial^{j]} + \eta^{[i} \partial^{j]} \right) \psi + \frac{1}{2} \delta(\eta^2) \partial_{\eta} x^{[i} \partial_{\eta} \psi \partial_{\eta}^{j]} \left(x^{[i} \partial^{j]} + \eta^{[i} \partial^{j]} \right) \psi
\]

where

\[
R^{ij} \equiv \left(x^{[i} \nabla^{j]} + \eta^{[i} \nabla^{j]} \right).
\]

Using $[\bar{\Delta}, R^{ij}] = 0$ and $\nabla[ij] = x^{[i} \nabla^{j]}$, we can again integrate by parts to simplify the above expression. As one explicit example,

\[
\bar{\Delta} \frac{B}{r} R^{ij} \frac{B}{r} \sim \frac{B}{r} R^{ij} \bar{\Delta} \frac{B}{r} \sim -R^{ij} \frac{B}{r} \bar{\Delta} \frac{B}{r}
\]

where $\sim$ denotes equality up to total derivatives, which implies $\int \bar{\Delta} \frac{B}{r} R^{ij} \frac{B}{r} = 0$, and similarly cancel the $B$ term from $\dot{A}$ against $\bar{\Delta} A \bar{R}^{ij} B \frac{B}{r}$, leaving

\[
J^{ij} = \int d^3x \frac{d^3\bar{\eta}}{4|\bar{\eta}|^3} \left[\frac{1}{r^2} \Pi_A R^{ij} A \right].
\]

Finally, we can perform a similar procedure for boosts:

\[
K^{0i} = x^0 P^i - \int d^3x x^i \mathcal{H}(x) +
\int d^3x d^3\bar{\eta} \left[\frac{1}{r} B \nabla_{\eta} (\Pi_A + r^3 \bar{\Delta} \frac{1}{r} B) + \left(\frac{1}{r} \bar{\Delta} A + \bar{\Delta} \frac{B}{r} \right)(\nabla_{\eta} A + 2r \nabla_{\eta} \frac{1}{r} B) \right]
\]

\[
= x^0 P^i - \int d^3x x^i \mathcal{H}(x) +
\int d^3x d^3\bar{\eta} \left[r B \nabla_{\eta} (\Pi_A + r^2 \bar{\Delta} \frac{B}{r} + r^3 \bar{\Delta} A \nabla_{\eta} \frac{1}{r} B + r^2 \bar{\Delta} A \nabla_{\eta} A \right].
\]
For our purposes here, it will be sufficient to consider the special case (for $\bar{\Delta} A = 0$ gauge in vacuum, in which $\bar{\Delta} A = B = 0$

$$K^{0i} \to x^0 P^i - \int d^3 x \, x^i \mathcal{H}(x). \quad \text{(D20)}$$

$$= x^0 P^i - \int d^3 \eta \frac{d^3 \eta}{4\sqrt{3}} \left[ \Pi_A x^i \Pi_A + (\tilde{\nabla} A)x^i(\tilde{\nabla} A) \right]. \quad \text{(D21)}$$

2. The $\bar{\Delta} = 0$ Gauge Poincaré Algebra

In $\bar{\Delta} A = 0$ gauge, and using the commutation relation

$$[A(\tilde{\eta}, x), \Pi_\perp (\tilde{\eta}', x')] = \delta_{\perp, \rho} (x - x', \tilde{\eta}, \tilde{\eta}'), \quad \text{(D22)}$$

we find field commutators

$$[J^i, A(\tilde{\eta}, x)] = -i(x \times \tilde{\nabla}_x + \tilde{\eta} \times \tilde{\nabla}_\eta)^i A(\tilde{\eta}, x) \quad \text{(D23)}$$

$$[J^i, \Pi_\perp (\tilde{\eta}, x)] = -i(x \times \tilde{\nabla}_x + \tilde{\eta} \times \tilde{\nabla}_\eta)^i \Pi_\perp (\tilde{\eta}, x) \quad \text{(D24)}$$

$$[K^i, A(\tilde{\eta}, x)] = -ix^0 \nabla_i A(\tilde{\eta}, x) + i \left( x^i - \frac{\eta \tilde{\nabla}_x \tilde{\nabla}_\eta^i}{\sqrt{2}} \right) \Pi_\perp (\tilde{\eta}, x) \quad \text{(D25)}$$

$$[K^i, \Pi_\perp (\tilde{\eta}, x)] = -ix^0 \nabla_i \Pi_\perp (\tilde{\eta}, x) + i \left( x^i \tilde{\nabla}_x^2 - \eta \tilde{\nabla}_x \tilde{\nabla}_\eta^i \right) A(\tilde{\eta}, x). \quad \text{(D26)}$$

The $J$ commutators are easily verified because the rotation commutes with $\bar{\Delta}$. In the second case, the transformation can be obtained by adding total derivatives to the definition of $K^i$: in particular, $\frac{\eta \tilde{\nabla}_x \tilde{\nabla}_\eta^i}{\sqrt{2}} f$ integrates to zero for any $f$ such that $\bar{\Delta} f = 0$, and can be freely added to each $x^i$ term in $K^i$. This is useful because $[\bar{\Delta}, x^i - \frac{\eta \tilde{\nabla}_x \tilde{\nabla}_\eta^i}{\sqrt{2}}] = 0$, and so this modified boost operator is “transverse” and the $\delta_{\perp, \rho}$ acts on $\left( x^i - \frac{\eta \tilde{\nabla}_x \tilde{\nabla}_\eta^i}{\sqrt{2}} \right) f$ as an ordinary $\delta$-function. Using this trick, it is very easy to derive (D25) and (D26).
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