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Abstract

There are many classical random walk in random environment results that apply to ergodic random planar environments. We extend some of these results to random environments in which the length scale varies from place to place, so that the law of the environment is in a certain sense only translation invariant modulo scaling. For our purposes, an “environment” consists of an infinite random planar map embedded in $\mathbb{C}$, each of whose edges comes with a positive real conductance. Our main result is that under modest constraints (translation invariance modulo scaling together with the finiteness of a type of specific energy) a random walk in this kind of environment converges to Brownian motion modulo time parameterization in the quenched sense.

Environments of the type considered here arise naturally in the study of random planar maps and Liouville quantum gravity. In fact, the results of this paper are used in separate works to prove that certain random planar maps (embedded in the plane via the so-called Tutte embedding) have scaling limits given by SLE-decorated Liouville quantum gravity, and also to provide a more explicit construction of Brownian motion on the Brownian map. However, the results of this paper are much more general and can be read independently of that program.

One general consequence of our main result is that if a translation invariant (modulo scaling) random embedded planar map and its dual have finite energy per area, then they are close on large scales to a minimal energy embedding (the harmonic embedding). To establish Brownian motion convergence for an infinite energy embedding, it suffices to show that one can perturb it to make the energy finite.
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1 Introduction

1.1 Basic definitions

The goal of this paper is to prove that simple random walks on certain random planar lattices have Brownian motion as a scaling limit. We will consider random planar lattices whose laws are “translation invariant modulo scaling” in a sense we will define, but not necessarily translation invariant in the usual sense. Along the way, we will also explain how certain familiar tools (such as the ergodic theorem) can be adapted to this setting. In this subsection, we define and discuss three terms: embedded lattice (with conductances), translation invariant modulo scaling, and ergodic modulo scaling. The impatient reader can skim this subsection quickly on a first read (referring back later as needed) and proceed to the results overview in Section 1.2.

Definition 1.1. An embedded lattice $\mathcal{M}$ is an infinite, locally finite, planar, undirected graph (multiple edges and self-loops allowed) embedded into $\mathbb{C}$ in such a way that each edge is a simple (unparametrized) curve with zero Lebesgue measure, the edges intersect only at their endpoints, each compact subset of $\mathbb{C}$ intersects at most finitely many edges of $\mathcal{M}$, and each connected component of $\mathbb{C} \setminus \mathcal{M}$ is compact. For an embedded lattice $\mathcal{M}$, we write $\mathcal{E}\mathcal{M}$ for the set of edges of $\mathcal{M}$ and $\mathcal{F}\mathcal{M}$ for the set of faces of $\mathcal{M}$, i.e., the set of closures of connected components of $\mathbb{C} \setminus \mathcal{M}$. An embedded lattice with conductances is an embedded lattice $\mathcal{M}$ together with a function $c = c_M : \mathcal{E}\mathcal{M} \to (0, \infty)$. By a slight abuse of notation we write $\mathcal{M}$ instead of $(\mathcal{M}, c)$. We write $\mathcal{M}$ for the space of all embedded lattices with conductances.

A finite embedded lattice is defined in the same manner as above, except that the graph is required to be finite and $\mathbb{C}$ is replaced by $\bar{U}$, where $U$ is a bounded sub-domain of $\mathbb{C}$.

For $\mathcal{M} \in \mathcal{M}$ and a set $A \subset \mathbb{C}$, we write $\mathcal{M}(A)$ for the embedded lattice consisting of all of the vertices and edges of $\mathcal{M}$ which lie on the boundaries of faces of $\mathcal{M}$ which intersect $A$ (the conductances are the same). We endow $\mathcal{M}$ with a metric in which $\mathcal{M}'$ and $\mathcal{M}$ are “close” when they look very similar on a large finite ball. There are many ways to do this, but we fix the following for concreteness: for embedded lattices $\mathcal{M}, \mathcal{M}'$ with conductances $\mathcal{c}, \mathcal{c}'$, we define their distance by

$$d_{\text{EL}}(\mathcal{M}, \mathcal{M}') := \int_0^{\infty} e^{-r} \wedge \inf_{f_r} \left\{ \sup_{z \in \mathbb{C}} |z - f_r(z)| + \max_{e \in \mathcal{E}\mathcal{M}(B_r(0))} |\mathcal{c}(e) - \mathcal{c}'(f_r(e))| \right\} dr \quad (1.1)$$

where the infimum is over all homeomorphisms $f_r : \mathbb{C} \to \mathbb{C}$ such that $f_r$ takes each vertex (resp. edge) of $\mathcal{M}(B_r(0))$ to a vertex (resp. edge) of $\mathcal{M}'(B_r(0))$, and $f_r^{-1}$ does the same with $\mathcal{M}$ and $\mathcal{M}'$. 



reversed. Note that the integrand is equal to \( e^{-r} \) for each \( r > 0 \) such that no such homeomorphism exists. When we speak of random embedded lattices, we implicitly assume that their laws are defined w.r.t. the Borel \( \sigma \)-algebra associated to the topology defined by (1.1).

It is a classical problem to determine whether a random walk on a random embedded lattice converges to Brownian motion (or to some other limiting process). There is a vast literature on this question, falling under the heading of random walk in random environment. See, e.g., [KLO12, BAF16, Bis11, Kum14] for recent surveys. Within this literature, the term random conductance model is used to describe walks which choose an edge to traverse (starting from the current vertex) with probability proportional to the conductance assigned to that edge. These are the types of walks we consider in this paper.

Many existing results show the convergence (in the quenched sense) of random walk to Brownian motion for random embedded lattices that are translation invariant (stationary in law with respect to spatial translations), i.e., \( M - z \overset{d}{=} M \) for each \( z \in \mathbb{C} \) or for each \( z \in \mathbb{Z}^2 \), in the discrete case. Examples of such lattices include periodic lattices such as \( \mathbb{Z}^2 \) with conductances assigned in a stationary way; the infinite cluster of supercritical percolation on such a lattice [BB07]; and various graph structures on stationary point processes in \( \mathbb{C} \). Much of this work is based on the “environment seen from the particle” approach initiated in [KV86, DMFGW89]. Brownian motion convergence results for random walks in random environments are often called invariance principles.

In this paper, we will be interested in random embedded lattices whose laws are in some sense only stationary with respect to translations modulo spatial scaling, so that there is no universal length scale between different points. To get some intuition about what this means, suppose the embedded lattice \( M \) is “fractal” in nature (like the embedded lattice illustrated in Figure 1, right), so that there are some regions in the plane where the vertices of \( M \) are much more concentrated than others. To quantify this effect, we can consider a point \( z \) sampled uniformly from Lebesgue measure on a large ball \( B_r(0) \), independently from \( M \), and look at the law of the diameter of the face of \( M \) which contains \( z \). We are interested in the case when the law of this diameter does not have a weak limit as \( r \to \infty \), so that the possible face sizes become more and more spread out at larger scales. In other words, there is no “typical” size for a face.

![Figure 1:](image)

**Left:** The subgraph of an embedded lattice which intersects a square in \( \mathbb{C} \). **Right:** A numerical simulation of random planar map (in particular, the \( \sqrt{2} \)-mated-CRT map studied in [GMS21]) embedded into \( \mathbb{C} \) via the Tutte embedding, which means that the two coordinates of the embedding function are discrete harmonic. Note that the faces have very different sizes.
If $\mathcal{M}$ has no typical face size in the above sense, then $\mathcal{M}$ cannot be stationary with respect to spatial translations. However, it is still possible for such a lattice $\mathcal{M}$ to satisfy a weaker analog of translation invariance, which can be described as “translation invariance modulo scaling.”

Before explaining what this means, let us first define embedded lattices $\mathcal{M}_1$ and $\mathcal{M}_2$ to be equivalent modulo scaling if $\mathcal{M}_1 = C \mathcal{M}_2$ for some real $C > 0$, where $C \mathcal{M}$ denotes the image of $\mathcal{M}$ under the map $z \rightarrow Cz$ (the conductances are unchanged, i.e., $\zeta_{C \mathcal{M}}(Ce) = \zeta_\mathcal{M}(e)$). Note that if $\mathcal{M}_1$ and $\mathcal{M}_2$ are equivalent modulo scaling, then the constant $C$ is determined by $\mathcal{M}_1$ and $\mathcal{M}_2$; indeed, $C$ is the ratio of the diameters of the origin-containing faces in the two lattices.

If $\mathcal{M}_1$ and $\mathcal{M}_2$ are both random, we say their laws agree modulo scaling if they assign the same probabilities to any scale invariant Borel measurable subset of $\mathbb{M}$ (or, equivalently, if there is a random $C > 0$ such that $C \mathcal{M}_1$ agrees in law with $\mathcal{M}_2$). We will mostly prove statements about $\mathcal{M}$ that would obviously remain true if its law were replaced by a different-but-equivalent modulo-scaling law. Note that the law of a random embedded lattice $\mathcal{M}$ is equivalent modulo scaling to a unique law w.r.t. which the origin-containing face a.s. has area one; thus, for most of this paper, there is no lost generality if one assumes that the law of $\mathcal{M}$ is such that the origin-containing face a.s. has area one.\footnote{There are two (subtly different) ways to formulate “modulo scaling” analogs of probability measures on the space $\mathbb{M}$ of embedded lattices. The first approach is to define the probability measure only for the $\sigma$-algebra of Borel measurable (w.r.t. (1.1)) events that are scale invariant (i.e., that are unions of modulo scaling equivalence classes). Such a $\sigma$-algebra contains no information about scale, so a “sample” from such a measure could be interpreted as a random modulo-scaling equivalence class. The second approach is to require that the probability measure be defined for all Borel measurable subsets of $\mathbb{M}$, but to prove statements that only depend on the restriction of the measure to the scale-invariant $\sigma$-algebra. We take the latter approach (which has the minor cosmetic advantage of allowing us to speak of “random embedded lattices” rather than “random equivalence classes of embedded lattices”) but the former would work as well.}

Definition 1.2 below describes what it means for a law to be translation invariant modulo scaling. On a first read, it is enough to internalize any one of the equivalent conditions in Definition 1.2. Most of the proofs in this paper will make use of a fifth condition, defined in terms of a so-called dyadic system (see Section 2.1) which is implied by any of the four conditions listed below. Conceptual motivation for the conditions in Definition 1.2 is given just after the full statement of Definition 1.2.

**Definition 1.2.** A random embedded lattice $\mathcal{M}$, endowed with conductance function $\zeta$, is translation invariant modulo scaling if a.s. all of its faces are compact and it satisfies one of the following equivalent conditions.

1. **Attainability as Lebesgue-centered infinite volume limit (modulo scaling):** There is a sequence $\{\mathcal{M}_n\}_{n \in \mathbb{N}}$ of random finite embedded lattices such that the following is true.
   
   (a) The union of the closures of the bounded faces of each $\mathcal{M}_n$ is either a closed disk or a closed square (as in Figure 1).

   (b) For each $n$, conditional on $\mathcal{M}_n$ let $z_n$ be sampled uniformly from Lebesgue measure on the union of faces in $\mathcal{M}_n$. There is a random $C_n > 0$ (depending on $z_n$ and $\mathcal{M}_n$) such that $C_n(\mathcal{M}_n - z_n)$ converges in law to $\mathcal{M}$ as $n \to \infty$ with respect to the metric (1.1).

2. **Attainability as spatial average of sample instance (modulo scaling):** There is a way of associating with $\mathcal{M}$ a (possibly random) sequence $U_n$ of origin-containing sets, each of which is a square or a disk, such that $\bigcup_{n=1}^{\infty} U_n = \mathcal{C}$ a.s., and the following is true: suppose that, given $\mathcal{M}$ and $U_n$, a point $z_n$ is sampled from Lebesgue measure on $U_n$. Then there is a random $C_n > 0$ (depending on $z_n$, $U_n$, and $\mathcal{M}$) such that the random embedded lattices $C_n(\mathcal{M} - z_n)$ converge in law to $\mathcal{M}$ as $n \to \infty$. 


3. **Invariance under repositioning origin within an origin-containing “block”**: Suppose we associate with each embedded lattice $\mathcal{M}$ a random partition $\mathcal{B}(\mathcal{M})$ of the plane into a countable collection of blocks, where each block is a closed set with finite diameter and positive area, and each $z \in \mathbb{C}$ a.s. belongs to exactly one block (we allow $\mathcal{B}(\mathcal{M})$ to depend on $\mathcal{M}$ and possibly on additional randomness; see examples after this definition below). Suppose further that the procedure for constructing $\mathcal{B}$ from $\mathcal{M}$ commutes with translations and dilations in the sense that

$$(C(\mathcal{M} - z), C(\mathcal{B}(\mathcal{M}) - z)) \overset{d}{=} (C(\mathcal{M} - z), \mathcal{B}(C(\mathcal{M} - z)))$$

for each $C > 0$ and $z \in \mathbb{C}$. For each possible choice of $\mathcal{B}(\mathcal{M})$, the following is true. Conditional on $\mathcal{M}$ and $\mathcal{B}(\mathcal{M})$, let $z$ be sampled uniformly from Lebesgue measure on the origin-containing block. Then for some random $C > 0$ (depending on $\mathcal{M}$ and $z$), the embedded lattice $C(\mathcal{M} - z)$ agrees in law with $\mathcal{M}$.

4. **Mass transport**: Consider the set of non-negative measurable functions $F : \mathbb{M} \times \mathbb{C}^2 \to [0, \infty)$ on the space of embedded lattices with two marked points with the property that $F$ is covariant with respect to dilations and translations of the plane in the sense that

$$F(C(\mathcal{M} - z), C(w_0 - z), C(w_1 - z)) = C^{-2}F(\mathcal{M}, w_0, w_1), \quad \forall C > 0, \quad \forall z \in \mathbb{C}. \quad (1.2)$$

For every such function $F$,

$$\mathbb{E}\left[\int_{\mathcal{C}} F(\mathcal{M}, 0, w) \, dw\right] = \mathbb{E}\left[\int_{\mathcal{C}} F(\mathcal{M}, w, 0) \, dw\right]. \quad (1.3)$$

It is not hard to show that the four conditions listed in Definition 1.2 are equivalent for embedded lattices with compact faces. We will prove that this is the case in Appendix B (see also Lemma 2.3).

The infinite volume limit condition 1 of Definition 1.2 is natural from the point of view of random planar maps: if $\{\mathcal{M}_n\}_{n \in \mathbb{N}}$ is any sequence of random planar maps embedded in the unit disk in some way (e.g., via a circle packing procedure), then we may choose $z$ uniformly on the unit disk and consider the random embedded lattices $\mathcal{M}_n - z$. If $\mathcal{M}_n - z$ (or some subsequence) converges in law modulo scaling to an unbounded embedded lattice $\mathcal{M}$ then $\mathcal{M}$ satisfies translation invariance modulo scaling.

The spatial averaging condition 2 says that although sizes of the faces of $\mathcal{M}$ near two different points of $\mathbb{C}$ can differ dramatically, the shapes of these faces and their adjacency structure are such that the local behavior near zero (modulo scaling) looks like the average behavior over a sufficiently large set. Note that when we speak of the law of $C_n(\mathcal{M} - z_n)$, we mean the overall law not the conditional law given $\mathcal{M}$. (In other settings, analogous statements involving conditional laws are sometimes used to define ergodicity; but for the moment we are only defining translation invariance modulo scaling, not ergodicity modulo scaling.)

For a simple example of a block decomposition satisfying the condition 3 given in Definition 1.2, one may let the blocks of $\mathcal{M}$ be the faces of $\mathcal{M}$. Another option is to “mark” each vertex of $\mathcal{M}$ independently with some small probability $p$, and let the blocks be the cells of the Voronoi tessellation corresponding to the marked vertices. Section 2.1 will introduce a particularly convenient

---

$^2$One can define a topology, hence a $\sigma$-algebra, on block decompositions in a similar manner to (1.1), but with the $f_i$’s required to preserve blocks instead of vertices and edges. See also (1.15). Also note that a block decomposition differs from a cell configuration (Definition 1.15) in that blocks are not required to be connected.
block decomposition defined in terms of a so-called dyadic system of squares, which we will use throughout most of our proofs.

The mass transport condition 4 is a continuum analog of the discrete mass transport principle used to define the concept of unimodularity for a random rooted graph [AL07], which says that the root vertex is some sense “typical” w.r.t. counting measure on vertices. The analogous statement in our story is that the origin-containing face is “typical” w.r.t. the measure that assigns each face its Lebesgue measure. We interpret $F$ itself as a “mass transport” rule in which

$$\int_A \int_B F(M, w, z) \, dz \, dw,$$

is the amount of mass “transported” from the set $A$ to the set $B$. The $C^{-2}$ in (1.2) ensures that neither integral in (1.3) changes if we replace $M$ by $CM$. It also implies that for $C > 0$ we have

$$\int_A \int_B F(M, w, z) \, dz \, dw = C^2 \int_A \int_B F(M, w, z) \, dz \, dw,$$

so that in a sense the total mass transported scales like area. For a concrete example, suppose that every face $H$ of $M$ is assigned a target face $H'$, and let $F(M, w, z) = 1_{z \in H'} / \text{Area}(H')$ where $H_w$ is the face containing $w$. Then $F$ describes a transport rule that sends an $\text{Area}(H)$ amount of mass from $H$ to $H'$. Informally, the transport rule takes all of the Lebesgue measure contained in $H$ and spreads it uniformly over $H'$. And (1.3) states that the expected amount of mass flowing into (an infinitesimal neighborhood of) the origin is equal to the expected amount flowing out.

The following is one of two main conditions we need to impose to show that the simple random walk on $M$ converges to Brownian motion with a deterministic covariance matrix.

**Definition 1.3.** We say the law of $M$ is ergodic modulo scaling if it is translation invariant modulo scaling and it assigns probability 0 or 1 to every Borel measurable event which is invariant under translations/dilations of the form $M \mapsto C(M - z)$ for $C > 0$ and $z \in \mathbb{C}$.

We remark that if $\mathcal{I}$ is the $\sigma$-algebra of events invariant under translations/dilations of the form $M \mapsto C(M - z)$, and the law of $M$ is translation invariant modulo scaling, then the regular conditional law of $M$ given $\mathcal{I}$ (which exists because $M$ is a separable metric space) is a.s. ergodic modulo scaling. In other words, the law of $M$ is a weighted average of laws that are ergodic modulo scaling.

The other main condition involved in our theorem statements is a bound on some notion of “expected Dirichlet energy per unit area”. Let us now briefly explain what this means.

**Definition 1.4.** For a graph $G$ with a conductance function $c : \mathcal{E}(G) \to (0, \infty)$ and a function $f : \mathcal{V}(G) \to \mathbb{C}$, we define its Dirichlet energy to be the sum over unoriented edges

$$\text{Energy}(f; G) := \sum_{\{x, y\} \in \mathcal{E}(G)} c(x, y) |f(x) - f(y)|^2.$$

If the law of a random embedded lattice $M$ is translation invariant modulo scaling, then the specific Dirichlet energy is defined to be (roughly speaking) the expected amount of Dirichlet energy per area for the function which takes each vertex of $M$ to its position in $\mathbb{C}$. Informally, each embedded edge has an energy (equal to its conductance times the square of its diameter) and the specific Dirichlet energy is the expected energy per area of $M$ in a region containing the origin.

In fact, there are various ways to make this definition precise (depending how one chooses the origin-containing region and how each edge’s energy is “localized”). Appendix A formalizes these definitions and uses mass transport to show that they are all equivalent. One of these definitions (the first precise definition of specific Dirichlet energy we present) appears as (1.12) within the statement of Theorem 1.13 (where the main theorem hypothesis is the finiteness of the specific Dirichlet
energy of both $\mathcal{M}$ and its dual). Several other theorems in this paper require the finiteness of the expectation of different but closely related quantities (which provide upper bounds on the “Dirichlet energy per unit area”; see, e.g., condition 2 in Section 1.3). These alternative finite expectation conditions will be explained within the theorem statements themselves.

1.2 Overview of results

Sections 1.3 and 1.4 present our main theorem statements, all of which are variants of the following: if a random embedded lattice $\mathcal{M}$ is ergodic modulo scaling and satisfies an appropriate “finite specific Dirichlet energy” condition, then simple random walk on $\mathcal{M}$ scales to Brownian motion modulo time parameterization in the quenched sense. That is, given $\mathcal{M}$, it is a.s. the case that simple random walk on $\epsilon\mathcal{M}$ (appropriately time changed) converges as $\epsilon \to 0$ to Brownian motion with some deterministic diffusion matrix.

We will prove variants of this statement for random walk on the faces (Theorem 1.5) and vertices (Theorems 1.11, 1.13, and 1.16) of $\mathcal{M}$ with slightly different energy conditions. In Theorem 1.13 the condition is that both $\mathcal{M}$ and a simultaneously embedded dual lattice $\mathcal{M}^*$ satisfy a “finite specific Dirichlet energy” condition. In this case, roughly speaking, the constraint on $\mathcal{M}$ gives an upper bound on the asymptotically homogenized conductance, while the constraint on $\mathcal{M}^*$ gives an upper bound on the asymptotically homogenized resistance (i.e., the inverse of the conductance). Taken together, these bounds imply that the average effective conductance or resistance in any direction is strictly between zero and infinity. Theorem 1.16 is a generalization of Theorem 1.5 that allows for some degree of non-planarity. This is the version cited in the companion paper [GMS21], as well as in [GMS20]. It is not the most general non-planar theorem that we expect to be true, but it is at least reasonably easy to state.

Theorems 1.5 and 1.11 can be derived\(^3\) as consequences of either Theorem 1.13 or Theorem 1.16, but it is useful to state them separately since they can be stated without introducing any extra objects besides the embedded lattice itself, so the statements are slightly simpler.

The main novelty of this paper is that we are able to treat environments that are translation invariant modulo scaling, not translation invariant in the usual sense. On the other hand, our main theorems have non-trivial content even for translation invariant random conductance-weighted subgraphs of $\mathbb{Z}^2$. In particular, our results include as special cases many existing theorems for random walk in stationary planar random environments (see examples in Sections 1.3 and 1.4 below) which is not too surprising given that we borrow some of our techniques from these earlier papers.

Environments that are only translation invariant modulo scaling (not stationary in the conventional sense) arise in the study of random planar maps. In particular, the results of this paper are a key input in the companion paper [GMS21] which gives the first rigorous proof that certain embedded random planar maps converge to Liouville quantum gravity, as well as the more recent paper [GMS20] which shows that, modulo time parameterization, Brownian motion on the Brownian map is a scaling limit of simple random walks on discretizations of the Brownian map. See Section 4 for further discussion of these points.

Finally, we remark that there are many other works which study random walks in “fractal” environments: see [Kum14, Bar98] for surveys. Recent examples of work include papers by Murugan [Mur18], and work by Biskup. Ding, and Goswami [BDG20] on random walk on $\mathbb{Z}^2$ with conductances determined by the exponential of the discrete Gaussian free field. The setting of the latter work differs from that of the present paper in that the conductances (rather than the lattice conductances) are

\(^3\)Theorems 1.5 and 1.11 are derived from Theorem 1.16 in Section 3.4; they can alternatively be derived from Theorem 1.13 by imagining one chooses the “worst possible” choice for $\mathcal{M}^*$ given $\mathcal{M}$.
itself) are what fails to be translation invariant. We do not expect that the random walk in the setting of [BDG20] converges to Brownian motion modulo time parameterization.
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1.3 Random walk on the faces of an embedded lattice

We will first state and discuss a version of our main result for random walk on the faces of an embedded lattice $\mathcal{M}$, or equivalently, random walk on the dual planar map $\mathcal{M}^*$ of $\mathcal{M}$. One convenient aspect of this approach is that Lebesgue-a.e. point of $\mathbb{C}$ corresponds to a unique face (namely, the one containing it) and thus $\mathcal{M}$ comes with a distinguished origin-containing face (which is a natural place to start the walk). Theorems 1.11 and 1.13 below are variants involving random walk on vertices.

For $z \in \mathbb{C}$, we write $H_z$ for the face of $\mathcal{M}$ containing $z$, chosen in some arbitrary manner if $z$ lies on one of the edges of $\mathcal{M}$ (the union of these edges has zero Lebesgue measure). For two faces $H, H' \in \mathcal{F}\mathcal{M}$, we write $H \sim H'$ if $H$ and $H'$ share an edge, in which case we write $c(H, H')$ for the conductance of this edge (or the sum of the conductances of the edges, if there is more than one).

For $H \in \mathcal{F}\mathcal{M}$, define the primal and dual stationary measures by

$$
\pi(H) := \sum_{H' \in \mathcal{F}\mathcal{M}: H' \sim H} c(H, H') \quad \text{and} \quad \pi^*(H) := \sum_{H' \in \mathcal{F}\mathcal{M}: H' \sim H} \frac{1}{c(H, H')}. \quad (1.4)
$$

Note that in the case of unit conductances, $\pi(H) = \pi^*(H)$ is the degree of $H$.

We will be interested in the simple random walk on the faces of a random embedded lattice $\mathcal{M}$ with conductances $c$ satisfying the following hypotheses.

1. Ergodicity modulo scaling. $\mathcal{M}$ is ergodic modulo scaling, i.e., $\mathcal{M}$ satisfies one (equivalently, all) of the conditions of Definition 1.2 as well as the additional condition of Definition 1.3.

2. Finite expectation. With $H_0$ the face containing 0 and $\pi, \pi^*$ as in (1.4), we have

$$
\mathbb{E} \left[ \frac{\text{diam}(H_0)^2}{\text{Area}(H_0)} \pi(H_0) \right] < \infty \quad \text{and} \quad \mathbb{E} \left[ \frac{\text{diam}(H_0)^2}{\text{Area}(H_0)} \pi^*(H_0) \right] < \infty. \quad (1.5)
$$

Theorem 1.5. Let $\mathcal{M}$ be a random embedded lattice satisfying the above two hypotheses. Let $X : [0, \infty) \to \mathcal{F}\mathcal{M}$ be the continuous-time simple random walk on the dual of $\mathcal{M}$ (viewed as an edge-weighted graph with conductances $c(H, H')$) which spends exactly $\text{Area}(H)/\pi(H)$ units of time at each face before jumping to the next. Let $\tilde{X} = \phi \circ X : [0, \infty) \to \mathbb{C}$, where $\phi$ is a function that sends each face $H$ to an (arbitrary) point of $H$. There is a deterministic covariance matrix $\Sigma$ with $\det \Sigma \neq 0$, depending on the law of $\mathcal{M}$, such that a.s. as $\epsilon \to 0$ the conditional law of $t \mapsto \epsilon \tilde{X}_{t/\epsilon^2}$ given $\mathcal{M}$ converges to the law of Brownian motion on $\mathbb{C}$ started from 0 with covariance matrix $\Sigma$ with respect to the local uniform topology.
In many examples we are interested in, the law of the embedded lattice $\mathcal{M}$ will satisfy some sort of rotational symmetry, which will allow us to conclude that $\Sigma$ is a positive scalar multiple of the identity matrix.

The choice of time parameterization in Theorem 1.5 is somewhat arbitrary. One can obtain convergence under other parameterizations — e.g., the one where the walk spends $\text{diam}(H)^2$ units of time at each face — using Lemma 3.2 below. In general, however, we do not expect that the random walk on $\mathcal{M}$ parameterized according to counting measure on its steps converges to standard Brownian motion. Indeed, if $\mathcal{M}$ looks like the embedded lattice in the right panel of Figure 1, then the random walk on $\mathcal{M}$ will travel much faster through some regions than others. If $\mathcal{M}$ is a discretization of Liouville quantum gravity (such as an embedded random planar map of an appropriate type) then we expect that the random walk on $\mathcal{M}$ parameterized by counting measure on steps converges to a re-parameterized variant of Brownian motion called Liouville Brownian motion [Ber15, GRV16], but this has not been proven.

We will actually prove a generalization of Theorem 1.5 (see Theorem 1.16 below) in which $\mathcal{M}$ is replaced by a so-called cell configuration. A cell configuration is a generalization of the face set of an embedded lattice where the faces are replaced by “cells” which can be arbitrary compact connected sets, so the adjacency graph of cells is not necessarily planar. We will also prove (Theorem 3.10) that the rate of convergence of random walk to Brownian motion in Theorem 1.5 is uniform on compact subsets of $\mathbb{C}$.

The fact that we are able to replace exact translation invariance with ergodicity modulo scaling is the main novelty of our result. The finite expectation hypothesis 2 provides an upper bound for the Dirichlet energy per unit area of the given embedding of $\mathcal{M}$. Indeed, integrating $\frac{\text{diam}(H)^2}{\text{Area}(H)} \pi(H)$ over all $z$ in some domain $D \subset \mathbb{C}$ gives an upper bound on the discrete Dirichlet energy of the function on $\mathcal{M}^*$ which sends each face (dual vertex) to a point in the corresponding face (see also Lemmas 2.10 and 2.12). As such hypothesis 2 tells us that the expected Dirichlet energy of this function is locally finite. We need to include the finite expectation condition with $\pi^*$ in place of $\pi$ in order to transfer from Dirichlet energy bounds to pointwise bounds (this is done in Lemma 2.17). Since $\pi(H_0) + \pi^*(H_0)$ is at least the degree (number of neighbors) of $H_0$, (1.5) implies that this degree has finite expectation.

There is one natural hypothesis which is conspicuously missing from the statement of Theorem 1.5: namely, that $\mathcal{M}$ does not have any macroscopic faces in the sense that the maximal diameter of the faces of $\mathcal{M}$ which intersect $B_r(0)$ grows sublinearly in $r$. It turns out that this is implied by the given hypotheses; see Lemma 2.9.

A function $f : \mathcal{F}\mathcal{M} \to \mathbb{C}$ is called $c$-discrete harmonic if for any $H \in \mathcal{F}\mathcal{M}$,

$$f(H) = \frac{1}{\pi(H)} \sum_{H' \in \mathcal{F}\mathcal{M}, H' \sim H} c(H, H') f(H').$$

As is common in the random walk in random environment literature (see, e.g., [Bis11]), Theorem 1.5 will be proven by constructing a discrete harmonic function $\phi_\infty$ on $\mathcal{M}^*$ which is close to the a priori embedding (which sends each face to a point in or near the face) at large scales, and then using the martingale central limit theorem to show that the image of random walk on $\mathcal{F}\mathcal{M}$ under $\phi_\infty$ converges to Brownian motion.

**Theorem 1.6.** Recall the restricted embedded lattice $\mathcal{M}(B_r(0))$ for $r > 0$ defined just above (1.1). Almost surely, there exists a $c$-discrete harmonic function $\phi_\infty : \mathcal{F}\mathcal{M} \to \mathbb{C}$ such that

$$\lim_{r \to 0} \frac{1}{r} \sup_{H \in \mathcal{F}\mathcal{M}(B_r(0))} |\phi_\infty(H) - \phi_0(H)| = 0.$$
where $\phi_0(H) := \text{Area}(H)^{-1} \int_H z \, dz$ is the Lebesgue center of mass of $H$.

In the RWRE literature, $\phi_\infty - \phi_0$ is often referred to as the *corrector* for random walk on $\mathcal{F} \mathcal{M}$. Theorem 1.6 says that the corrector grows sublinearly with respect to the Euclidean metric.

Another important intermediate step in the proof of Theorem 1.5 is the following statement, which is proven in Section 2.5.

**Theorem 1.7.** Under the same hypotheses as Theorem 1.5, it is a.s. the case that the random walk on the dual map $M^*$ with conductances $c$ is recurrent.

Gurel-Gurevich and Nachmias [GGN13] showed that the simple random walk is a.s. recurrent on any random planar map which is the local limit of finite maps based at a uniform random vertex; and which is such that the law of the degree of the root vertex has an exponential tail. This result was later extended to a wider class of graphs by Lee [Lee17, Theorem 1.6].

The criteria of [GGN13, Lee17] do not apply to the graph $M$ above or to its dual. Indeed, $M^*$ is not a local limit of finite maps based at a uniform random root vertex, nor is it unimodular (except in trivial cases): rather, by translation invariance modulo scaling, the root face $H_0$ is a typical face from the perspective of Lebesgue measure, not a typical face from the perspective of the counting measure on faces of $M$. Furthermore, our bound on the degree of $H_0$ from hypothesis 2 is weaker than the exponential tail bound required in [GGN13] as well as the degree bound required in [Lee17].

To illustrate the utility of Theorem 1.5, we now give three simple examples of its application to particular random environments. The examples do not use the full force of Theorem 1.5 since environments in these examples are exactly stationary with respect to spatial translations. Applications of Theorem 1.5 to non-stationary random environments are discussed in Section 4 and worked out in detail in [GMS21, GMS20].

**Example 1.8** (Random conductance model on $\mathbb{Z}^2$). Consider a random conductance function $c$ on the nearest-neighbor edges of $\mathbb{Z}^2$ which is stationary and ergodic with respect to spatial translations of $\mathbb{Z}^2$, and such that the conductances and their reciprocals have finite expectation. Theorem 1.5 implies that the random walk on $\mathbb{Z}^2$ with these conductances converges in law to Brownian motion in the quenched sense. This convergence was originally proven by Biskup [Bis11] (see [SS04] for an earlier proof in the case that the conductances are bounded above and below). To deduce the convergence from Theorem 1.5, let $M$ be the dual lattice $\mathbb{Z}^2 + (1/2, 1/2)$. If we sample $w$ uniformly from Lebesgue measure on $[0, 1] \times [0, 1]$, then the randomly shifted lattice $M - w$ is ergodic (hence ergodic modulo scaling) and the finite expectation hypothesis is immediate from our assumption on the conductances.

**Example 1.9** (Dual of a random subgraph of $\mathbb{Z}^2$). Let $M$ be a random subgraph of $\mathbb{Z}^2$ which is stationary and ergodic with respect to spatial translations, with unit conductances (e.g., $M$ could be the infinite cluster of a supercritical bond percolation or Ising model on $\mathbb{Z}^2$). If the second moment of the number of edges on the boundary of the face of $M$ containing 0 is finite, then we can apply Theorem 1.5, with unit conductances, to $M$ (shifted by a uniform element of $[0, 1] \times [0, 1]$ as in Example 1.8) to find that the simple random walk on the faces of $M$ converges in law to Brownian motion in the quenched sense. If we assume a slightly stronger moment hypothesis, then Theorem 1.11 below shows that random walk on the vertices of $M$ likewise converges to Brownian motion (Example 1.12).

**Example 1.10** (Voronoi tessellation of a homogeneous Poisson point process). Let $P$ be a homogeneous Poisson point process on $\mathbb{C}$ (so the law of $P$ is translation invariant). Let $M$ be the Voronoi tessellation associated with $P$, viewed as an embedded lattice with unit conductances whose faces
are the Voronoi cells, whose edges are the linear segments on the boundaries of the cells, and whose vertices are the points where these linear segments meet. It is straightforward to verify that \( \mathcal{M} \) satisfies the hypotheses of Theorem 1.6, so the simple random walk on the faces of \( \mathcal{M} \) converges in law to Brownian motion in the quenched sense.

### 1.4 Variants of Theorem 1.5

Here we state several variants and extensions of Theorem 1.5 with different setups. The reader who only wants to see the proof of Theorem 1.5 can skip this subsection.

To avoid having to specify time parameterizations of the walks, for some of the statements in this subsection we will consider the topology on curves viewed modulo time parameterization, which we now recall. If \( \beta_1 : [0, T_{\beta_1}] \to \mathbb{C} \) and \( \beta_2 : [0, T_{\beta_2}] \to \mathbb{C} \) are continuous curves defined on possibly different time intervals, we set

\[
d_{\text{CMP}}(\beta_1, \beta_2) := \inf_{\phi} \sup_{t \in [0, T_{\beta_1}]} |\beta_1(t) - \beta_2(\phi(t))| \tag{1.7}
\]

where the infimum is over all increasing homeomorphisms \( \phi : [0, T_{\beta_1}] \to [0, T_{\beta_2}] \) (the CMP stands for “curves modulo parameterization”). It is shown in [AB99, Lemma 2.1] that \( d_{\text{CMP}} \) induces a complete metric on the set of curves viewed modulo time parameterization.

In the case of curves defined for infinite time, it is convenient to have a local variant of the metric \( d_{\text{CMP}} \). Suppose \( \beta_1 : [0, \infty) \to \mathbb{C} \) and \( \beta_2 : [0, \infty) \to \mathbb{C} \) are two such curves. For \( r > 0 \), let \( T_1(r) \) (resp. \( T_2(r) \)) be the first exit time of \( \beta_1 \) (resp. \( \beta_2 \)) from the ball \( B_r(0) \) (or \( 0 \) if the curve starts outside \( B_r(0) \)). We define

\[
d_{\text{CMP}}^{\text{loc}}(\beta_1, \beta_2) := \int_1^{\infty} e^{-r} (1 \wedge d_{\text{CMP}}(\beta_1|_{[0, T_1(r)]}, \beta_2|_{[0, T_2(r)]})) \, dr, \tag{1.8}
\]

so that \( d_{\text{CMP}}^{\text{loc}}(\beta^n, \beta) \to 0 \) if and only if for Lebesgue a.e. \( r > 0 \), \( \beta^n \) stopped at its first exit time from \( B_r(0) \) converges to \( \beta \) stopped at its first exit time from \( B_r(0) \) with respect to the metric (1.7). We note that the definition (1.7) of \( d_{\text{CMP}}(\beta_1|_{[0, T_1(r)]}, \beta_2|_{[0, T_2(r)]}) \) makes sense even if one or both of \( T_1(r) \) or \( T_2(r) \) is infinite, provided we allow \( d_{\text{CMP}}(\beta_1|_{[0, T_1(r)]}, \beta_2|_{[0, T_2(r)]}) = \infty \) (this doesn’t pose a problem due to the \( 1 \wedge \) in (1.8)).

#### 1.4.1 Random walk on vertices

If we assume a slightly stronger variant of hypothesis 2 in Theorem 1.5, we also get quenched convergence of the random walk on the vertices of \( \mathcal{M} \) to Brownian motion. To formulate this statement, for an embedded lattice \( \mathcal{M} \) and \( x \in \mathcal{V}\mathcal{M} \), define the *outradius* of \( x \) by

\[
\text{Outrad}(x) := \text{diam}\left( \bigcup_{H \in \mathcal{F}\mathcal{M} : x \in \partial H} H \right), \tag{1.9}
\]

i.e., the diameter of the union of the faces with \( x \) on their boundaries. Analogously to (1.4), if \( \mathcal{M} \) is equipped with a conductance function \( c \) we also define

\[
\pi(x) := \sum_{y \in \mathcal{V}\mathcal{M}} c(x, y) \quad \text{and} \quad \pi^*(x) := \sum_{y \in \mathcal{V}\mathcal{M}} \frac{1}{c(x, y)}, \tag{1.10}
\]

where \( x \sim y \) means that the vertices \( x \) and \( y \) are joined by an edge.
Theorem 1.11. Suppose $\mathcal{M}$ is a random embedded lattice which is ergodic modulo scaling and satisfies the following stronger version of hypothesis 2 of Theorem 1.5:

2'. With $H_0$ the face of $\mathcal{M}$ containing 0,

$$E \left[ \sum_{x \in \mathcal{V}M \cap \partial H_0} \frac{\text{Outrad}(x)^2 \pi(x)}{\text{Area}(H_0)} \right] < \infty \quad \text{and} \quad E \left[ \sum_{x \in \mathcal{V}M \cap \partial H_0} \frac{\text{Outrad}(x)^2 \pi^*(x)}{\text{Area}(H_0)} \right] < \infty.$$ 

Almost surely, as $\epsilon \to 0$ the conditional law given $\mathcal{M}$ of the simple random walk on $\epsilon \mathcal{M}$ started from any vertex on the boundary of the origin-containing face and extended from $\mathbb{N}_0$ to $[0, \infty)$ by linear interpolation converges in law modulo time parameterization to planar Brownian motion started from 0 with some deterministic, non-degenerate covariance matrix. Furthermore, the simple random walk on $\mathcal{M}$ is a.s. recurrent and there is a discrete harmonic function $\phi_\infty : \mathcal{V}M \to \mathbb{C}$ such that a.s.

$$\lim_{r \to \infty} \frac{1}{r} \max_{x \in \mathcal{V}M \cap B_r(0)} |\phi_\infty(x) - x| = 0.$$ 

We will deduce Theorem 1.11 from Theorem 1.5 by drawing in the dual map $\mathcal{M}^*$ of $\mathcal{M}$ in such a way that the hypotheses of Theorem 1.5 are satisfied for $\mathcal{M}^*$. We state the convergence in Theorem 1.11 modulo time parameterization since (unlike for $\mathcal{M}^*$) there is not a canonical way of associating an area with each vertex in order to decide how much time the walk spends there.

As in the case of Theorem 1.5, Theorem 1.11 has applications to random walk in random environments on $\mathbb{Z}^2$.

Example 1.12 (Random subgraphs of $\mathbb{Z}^2$). Let $\mathcal{M}$ be a random subgraph of $\mathbb{Z}^2$ which is stationary and ergodic with respect to spatial translations, as in Example 1.9. Since each vertex of $\mathcal{M}$ has degree at most 4, Theorem 1.11 (applied to $\mathcal{M} - w$ for $w$ a uniform sample from $[0,1] \times [0,1]$) implies that the random walk on $\mathcal{M}$ converges to Brownian motion modulo time parameterization in the quenched sense provided

$$E \left[ \left( \sum_{x \in \mathbb{Z}^2 \cap \partial H_0} \text{Outrad}(x) \right)^2 \right] < \infty,$$  

where $H_0$ is the face containing $[0,1] \times [0,1]$. The bound (1.11) is satisfied, e.g., for supercritical percolation on $\mathbb{Z}^2$ since the size of the origin-containing cluster in the dual subcritical percolation has an exponential tail [Gri99, Theorem 5.4]. Other random subgraphs of $\mathbb{Z}^2$ satisfying this bound arise in subcritical Ising models, FK models, etc. Random walk on the infinite cluster of supercritical bond percolation on $\mathbb{Z}^d$ was shown to converge to Brownian motion uniformly (not just modulo time parameterization) in [BB07]; see also [PRS16] for a generalization of this result.

1.4.2 Embedded primal/dual lattice pair

In this subsection we formulate an analog of Theorem 1.5 when we have embeddings of both $\mathcal{M}$ and its planar dual $\mathcal{M}^*$. The hypotheses of this version of the theorem are in some ways more elegant since the conditions are symmetric in $\mathcal{M}$ and $\mathcal{M}^*$.

If $(\mathcal{M}, \mathcal{M}^*)$ is a pair of embedded lattices, we say that $\mathcal{M}^*$ is dual to $\mathcal{M}$ if each face of $\mathcal{M}$ (resp. $\mathcal{M}^*$) contains exactly one vertex of $\mathcal{M}^*$ (resp. $\mathcal{M}$) and each edge of $\mathcal{M}$ (resp. $\mathcal{M}^*$) crosses exactly one edge of $\mathcal{M}^*$ (resp. $\mathcal{M}$). If $\mathcal{M}$ and $\mathcal{M}^*$ are equipped with edge conductances $c$ and $c^*$, we also require that $c(e) = 1/c^*(e^*)$, for $e^*$ the edge of $\mathcal{M}^*$ which crosses $e$. See Figure 2, left, for
an illustration. There is an obvious generalization of the notions of translation invariance modulo scaling to the case of a pair of dual embedded lattices: indeed, we just replace all of the statements for re-scaled translated versions of \( \mathcal{M} \) in Definition 1.2 by joint statements for re-scaled translated versions of \((\mathcal{M}, \mathcal{M}^*)\) (we require that all translation and scaling factors are the same for both \( \mathcal{M} \) and \( \mathcal{M}^* \)). The definition of ergodic modulo scaling (Definition 1.3) is similarly well defined for the pair \((\mathcal{M}, \mathcal{M}^*)\).

**Theorem 1.13.** Suppose the pair \((\mathcal{M}, \mathcal{M}^*)\) (where \( \mathcal{M} \) is a.s. dual to \( \mathcal{M}^* \)) is ergodic modulo scaling and that the following finiteness condition holds. If \( H_0 \) (resp. \( H_0^* \)) is the face of \( \mathcal{M} \) (resp. \( \mathcal{M}^* \)) containing the origin and \( E^* \) (resp. \( E \)) denotes the set of edges of \( \mathcal{M}^* \) (resp. \( \mathcal{M} \)) which cross edges on the boundary of \( H_0 \) (resp. \( H_0^* \)), then

\[
\mathbb{E} \left[ \sum_{e \in E} \frac{\text{diam}(e)^2 c(e)}{\text{Area}(H_0^*)} \right] < \infty \quad \text{and} \quad \mathbb{E} \left[ \sum_{e \in E^*} \frac{\text{diam}(e^*)^2 c(e^*)}{\text{Area}(H_0)} \right] < \infty. \tag{1.12}
\]

Almost surely, as \( \epsilon \to 0 \) the conditional law given \((\mathcal{M}, \mathcal{M}^*)\) of the simple random walk on \( \epsilon \mathcal{M} \) started from any vertex on the boundary of the origin-containing face and extended from \( \mathbb{N}_0 \) to \([0, \infty)\) by linear interpolation converges in law modulo time parameterization to planar Brownian motion started from 0 with some deterministic, non-degenerate covariance matrix. Furthermore, the simple random walk on \( \mathcal{M} \) is a.s. recurrent and there is a discrete harmonic function \( \phi_{\infty} : \mathcal{V}\mathcal{M} \to \mathbb{C} \) such that a.s.

\[
\lim_{r \to \infty} \frac{1}{r} \max_{x \in \mathcal{V}\mathcal{M} \cap B_r(0)} |\phi_{\infty}(x) - x| = 0.
\]

The same holds with \( \mathcal{M}^* \) in place of \( \mathcal{M} \).

We can take the two quantities in (1.12) — both required to be finite — as the definition of the specific Dirichlet energy of \( \mathcal{M} \) and \( \mathcal{M}^* \). See Appendix A for further justification of this definition.

As we will see, Theorem 1.13 follows from essentially the same proof as Theorem 1.5 (or Theorem 1.16 below) modulo the following technicality: since the finite expectation hypothesis (1.12) only gives a bound for the expectation of squared edge diameter times conductance, it is much harder to show that there are no macroscopic edges. This is carried out in Appendix C to avoid distracting from the main arguments. We now give an example to illustrate the usage of Theorem 1.13.

**Example 1.14** (Random conductance model on \( \mathbb{Z}^2 \) without finite expectation). We expect that Theorem 1.13 can be used to prove quenched invariance principles (modulo time parameterization) for some kinds of stationary, ergodic random conductance models on \( \mathbb{Z}^2 \) whose conductances and their reciprocals do not have finite expectation. This can be done by “shrinking” edges with large conductance and the dual edges (i.e., edges of \( \mathbb{Z}^2 + (1/2, 1/2) \)) corresponding to edges with small conductance to get a new embedded lattice/dual lattice pair satisfying the hypotheses of Theorem 1.13. We do not work out any examples in detail here, but we note that similar ideas are used to deal with i.i.d. random conductance models without a finite expectation hypothesis, in general dimension, in [ABDH13, BD10].

### 1.4.3 Random walk on cells

We now state a generalization of Theorem 1.5 (Theorem 1.16) where faces are replaced by general compact connected sets. This allows for graph structures which are not planar. This is the variant which will be used in [GMS21] and the proof is identical to that of Theorem 1.5 (which is a special case). Consequently, the version of the theorem stated in this subsection is the first one which we will prove.
Definition 1.15. A cell configuration on a domain \( D \subset \mathbb{C} \) consists of the following objects.

1. A locally finite collection \( \mathcal{H} \) of compact connected subsets of \( \overline{D} \) ("cells") with non-empty interiors whose union is \( \overline{D} \) and such that the intersection of any two elements of \( \mathcal{H} \) has zero Lebesgue measure.

2. A symmetric relation \( \sim \) on \( \mathcal{H} \times \mathcal{H} \) ("adjacency") such that if \( H \sim H' \), then \( H \cap H' \neq \emptyset \) and \( H \neq H' \).

3. A function \( c = c_{\mathcal{H}} \) ("conductance") from the set of pairs \( (H, H') \) with \( H \sim H' \) to \((0, \infty)\) such that \( c(H, H') = c(H', H) \).

We typically slightly abuse notation by making the relation \( \sim \) and the function \( c \) implicit, so we write \( \mathcal{H} \) instead of \( (\mathcal{H}, \sim, c) \).

We will almost always consider only the case when \( D = \mathbb{C} \). When we refer to "cell configuration" without a specified domain, we mean that \( D = \mathbb{C} \). The case when \( D \neq \mathbb{C} \) is only used to formulate the cell configuration analog of Condition 1 of Definition 1.2. We view a cell configuration \( \mathcal{H} \) (with arbitrary domain) as a weighted graph whose vertices are the cells of \( \mathcal{H} \) and whose edge set is

\[
E_{\mathcal{H}} := \{ (H, H') \in \mathcal{H} \times \mathcal{H} : H \sim H' \}, \tag{1.13}
\]

and such that any edge \( \{H, H'\} \) is assigned the weight \( c(H, H') \). Note that any two cells which are joined by an edge intersect but two intersecting cells need not be joined by an edge.

A simple example of a cell configuration is the case that \( \mathcal{H} \) is the set of faces of an embedded lattice, with two such faces adjacent if and only if they share an edge. In this case the resulting cell configuration is isomorphic to \( \mathcal{M}^* \). Consequently, one can think of an embedded lattice as a special case of a cell configuration (except that we do not have distinguished vertices and edges for a cell configuration, so we lose some information which does not affect the random walk on the faces). However, the cells in a cell configuration need not be simply connected and they are allowed to overlap (so long as the overlap has zero Lebesgue measure), so a cell configuration need not correspond to a planar graph. An example of a cell configuration is illustrated in Figure 2, right.
Generalizing the above notation for embedded lattices, for a cell configuration \( \mathcal{H} \) we define

\[
\mathcal{H}(A) := \{ H \in \mathcal{FM} : H \cap A \neq \emptyset \}, \quad \forall A \subset \mathbb{C}
\]  

(1.14)

and we view \( \mathcal{H}(A) \) as an edge-weighted graph with edge set consisting of all of the edges in \( \mathcal{E}\mathcal{H} \) joining elements of \( \mathcal{H}(A) \) and conductances given by the restriction of \( c \). We define a metric on the space of cell configurations via the obvious extension of (1.1):

\[
d^{CC}(\mathcal{H}, \mathcal{H}') := \int_0^\infty e^{-r} \wedge \inf \left\{ \sup_{z \in \mathbb{C}} |z - f_r(z)| \right\} dr
\]

(1.15)

where each of the infima is over all homeomorphisms \( f_r : \mathbb{C} \to \mathbb{C} \) such that \( f_r \) takes each cell in \( \mathcal{H}(B_r(0)) \) to a cell in \( \mathcal{H}'(B_r(0)) \) and preserves the adjacency relation, and \( f_r^{-1} \) does the same with \( \mathcal{H} \) and \( \mathcal{H}' \) reversed. We also say that a cell configuration is translation invariant modulo scaling if it satisfies any of the equivalent conditions of Definition 1.2, with \( \mathcal{H} \) in place of \( \mathcal{M} \) (and cells in place of faces), and ergodic modulo scaling if it satisfies the conditions of Definition 1.3, with \( \mathcal{H} \) in place of \( \mathcal{M} \).

For \( z \in \mathbb{C} \), we write \( H_z \) for one of the cells in \( \mathcal{H} \) containing \( z \), chosen in some arbitrary manner if there is more than one such cell (the cell is unique for Lebesgue-a.e. \( z \)). Exactly as in (1.4), we also define

\[
\pi(H) := \sum_{H' \in \mathcal{H} : H' \sim H} c(H, H') \quad \text{and} \quad \pi^*(H) := \sum_{H' \in \mathcal{H} : H' \sim H} \frac{1}{c(H, H')}
\]

(1.16)

The following theorem generalizes Theorems 1.5, 1.6, and 1.7. We need an extra hypothesis to ensure that our cell configuration is sufficiently “locally connected” (since we do not assume that cells which intersect are joined by an edge).

**Theorem 1.16.** Let \( \mathcal{H} \) be a random cell configuration which is ergodic modulo scaling, satisfies the finite expectation hypothesis (1.5) with \( \mathcal{H} \) in place of \( \mathcal{FM} \), and satisfies the following additional condition:

3. **Connectedness along lines.** Almost surely, for each horizontal or vertical line segment \( L \subset \mathbb{C} \), the subgraph of \( \mathcal{H} \) consisting of the set of cells which intersect \( L \) and the edges joining these cells is connected.

Let \( X : [0, \infty) \to \mathcal{H} \) be the continuous-time simple random walk on \( \mathcal{H} \) (viewed as an edge-weighted graph as above) which spends \( \text{Area}(H)/\pi(H) \) units of time at each cell before jumping to the next. Let \( \tilde{X} : [0, \infty) \to \mathbb{C} \) be the process obtained by composing \( X \) with a function that sends each cell \( H \) to an (arbitrary) point of \( H \). There is a deterministic covariance matrix \( \Sigma \) with \( \det \Sigma \neq 0 \), depending on the law of \( \mathcal{H} \), such that a.s. as \( \epsilon \to 0 \) the conditional law of \( t \mapsto \epsilon \tilde{X}_{t/\epsilon^2} \) given \( \mathcal{H} \) converges to the law of planar Brownian motion started from 0 with covariance matrix \( \Sigma \) with respect to the local uniform topology. Furthermore, the simple random walk on \( \mathcal{H} \) is a.s. recurrent and there is a discrete harmonic function \( \phi_\infty : \mathcal{V}\mathcal{H} \to \mathbb{C} \) such that a.s.

\[
\lim_{r \to \infty} \max_{H \in \mathcal{H}(B_r(0))} |\phi_\infty(H) - \phi_0(H)| = 0,
\]

(1.17)

where \( \phi_0(H) := \int_H z \, dz \) is the Euclidean center of \( H \).
Theorem 1.16 can be applied to show that random walk on an embedded lattice which is allowed to have finite-range jumps converges to Brownian motion. To illustrate this, we give an example of a random environment on \( \mathbb{Z}^2 \) to which Theorem 1.16, but not any of our previous theorems, applies.

**Example 1.17** (Finite-range random conductance model on \( \mathbb{Z}^2 \)). Let \( c : \mathbb{Z}^2 \times \mathbb{Z}^2 \to (0, \infty) \) be a conductance function which has finite range in the sense that there exists \( N \in \mathbb{N} \) such that \( c(x,y) = 0 \) whenever \( |x-y| > N \). Assume that \( c \) is stationary and ergodic with respect to spatial translations and satisfies \( \mathbb{E}[c(x,y)] < \infty \) and \( \mathbb{E}[c(x,y)^{-1}] < \infty \) whenever \( |x-y| \leq N \). Then Theorem 1.16 implies that a.s. the random walk on \( \mathbb{Z}^2 \) with conductances \( c \) converges in law to Brownian motion in the quenched sense, under diffusive scaling. To see this, for \( x \in \mathbb{Z}^2 \) let \( H_x \) be the cell which is the union of the square of side length 1/2 centered at \( x \) and all of the straight line segments from \( x \) to points \( y \in \mathbb{Z}^2 \) with \( |x-y| \leq N \). It is easily seen that the hypotheses of Theorem 1.16 are satisfied for the cell configuration with \( \mathcal{H} = \{ H_x : x \in \mathbb{Z}^2 - w \} \), adjacency defined by \( H_x \sim H_y \) whenever \( |x-y| \leq N \), and conductances defined by \( c(H_x, H_y) = c(x, y) \) (provided we shift \( \mathbb{Z}^2 \) by a uniform random element of \([0,1] \times [0,1]\), as in previous examples).

### 1.5 Why \( d = 2 \) is special

Our arguments are very specific to two dimensions. To give some intuition about why \( d = 2 \) is special, we remark that it is a simple exercise to show that random walk started at the center of Figure 3 approximates an ordinary boundary reflected Brownian motion (up to time change), while the analogous statement in other dimensions is false. For example, the analogous figure in dimension one is a vertical interval, whose upper half is subdivided into twice as many pieces as its lower half; a simple random walk started at the midpoint of the vertical interval would have a 2/3 chance to hit the bottom before the top.

Similarly, if one sums the squared edge lengths in the upper half of Figure 3, one gets the same value as if one sums the squared edge lengths in the lower half (as both quantities are proportional to area). In other words, the Dirichlet energy per unit area of the embedded lattice is the same in both halves, a statement that would also be false in any dimension \( d \neq 2 \). Because Dirichlet energy and area both scale as length squared when \( d = 2 \), we will be able to make sense of the expected Dirichlet energy per area of \( \mathcal{M} \) as a quantity that does not depend on scaling, and to show that on large regions, the Dirichlet energy per area averages out to be close to a deterministic constant with high probability.

If one wishes to extend the results of this paper to other dimensions, one might try the following: instead of working modulo scalings of the form \((\mathcal{M}, c) \to (C\mathcal{M}, c)\), work modulo scalings of the form \((\mathcal{M}, c) \to (C\mathcal{M}, C^{d-2} c)\) (where \( c \) applied to an edge of \( C\mathcal{M} \) is just defined equal \( c \) applied to the corresponding edge of \( \mathcal{M} \)). This way Dirichlet energy per volume would still be a scale invariant notion. It is an interesting open question to determine the extent to which the results of this paper can be extended to higher dimensions in this context. To start with a specific example, one could try to prove an invariance principle for some discretization of higher dimensional Gaussian multiplicative chaos. We will not further discuss this problem here.

### 1.6 Outline

In this section we provide a moderately detailed overview of the content of the rest of the paper. See Figure 4 for a schematic illustration.

Most of the paper is devoted to the proof of Theorem 1.16. The proof is essentially identical to that of Theorem 1.5, so the reader who cares only about embedded lattices can think only of the setting of Theorem 1.5, which is a special case of Theorem 1.16. As one might expect from the
Figure 3: A unit square with lower half divided into grid of $2^{-k} \times 2^{-k}$ squares and upper half divided into a grid of $2^{-k-1} \times 2^{-k-1}$ squares, where $k = 3$. In the $k \to \infty$ limit, a simple random walk on this figure converges to a time change of (boundary-reflected) Brownian motion, but the analogous statement would be false in any dimension other than 2.

Figure 4: Schematic illustration of how results which are proven in this paper (black) and related results proven in other papers (blue) fit together.
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hypotheses, the theorem will be proven using ergodic theory. Some of our arguments are inspired by those in [BB07, BP07, Bis11], but in many places very different techniques are needed due to the lack of exact stationarity with respect to spatial translations.

**Section 2** is devoted to the proof of two parts of Theorem 1.16 (which correspond to Theorems 1.6 and 1.7): the existence of the discrete harmonic function $\phi_\infty$ satisfying (1.17) and the recurrence of the random walk on $\mathcal{H}$. We start in Section 2.1 by defining a particularly convenient collection of squares, called a *uniform dyadic system*, which allows us to formulate another condition which is equivalent to the conditions of Definition 1.2 and which is the only condition which we will use in our proofs. Roughly speaking, a uniform dyadic system $\mathcal{D}$ contains a unique bi-infinite sequence of squares containing any point in $\mathbb{C}$ (except for a Lebesgue measure-zero set of points which lie
on boundaries of squares) whose side lengths belong to \( \{2^{s+k}\}_{k \in \mathbb{Z}^2} \), for \( s \) a uniform \([0, 1]\) random variable. Throughout the rest of the Sections 2 and 3 we will fix a uniform dyadic system \( \mathcal{D} \) which is independent from \( \mathcal{H} \).

In Section 2.2 we use the backward martingale convergence theorem and ergodicity modulo scaling to prove a.s. limit theorems for the averages of various quantities over the origin-containing squares in \( \mathcal{D} \) (Lemma 2.7). Combined with our finite expectation hypothesis, this leads to a proof that the maximum diameter of the cells which intersect a large origin-containing square in \( \mathcal{D} \) is typically of smaller order than its side length (Lemma 2.9) and a bound for the sum of the squared diameter times degree of the cells which intersect such a square (Lemma 2.10).

In Section 2.3 we construct the discrete harmonic function \( \phi_\infty \) of Theorem 1.16 as a limit of functions \( \phi_m \) for \( m \in \mathbb{N} \) which agree with the a priori embedding function \( \phi_0 \) on the boundaries of certain large squares in \( \mathcal{D} \) and are discrete harmonic on the interiors of these squares. The key input in the proof is a Dirichlet energy bound for these functions (Lemma 2.12), which comes from the diameter\(^2\) times degree bound of the preceding subsection. This allows us to show that the discrete Dirichlet energy of \( \phi_m - \phi_{m'} \) is small when \( m \) and \( m' \) are large (Lemma 2.14), which in turn implies that the \( \phi_m \)'s are Cauchy in probability and hence the limit \( \phi_\infty \) exists.

In Section 2.4 we prove that \( \phi_\infty \) approximates \( \phi_0 \) in the sense of (1.17), as follows. We observe that for fixed \( m \in \mathbb{N} \), the maximum of \( |\phi_m - \phi_0| \) of a large square in \( \mathcal{D} \) is typically of smaller order than the side length of the square since \( \phi_m \) and \( \phi_0 \) agree on the boundaries of many small subsquares of this big square (Lemma 2.18). We then use the Cauchy-Schwarz inequality and the maximum principle to bound the maximum of \( |\phi_\infty - \phi_m| \) over a large square in terms of its Dirichlet energy (see in particular Lemmas 2.17), which we know is small when \( m \) is large by the results of Section 2.3.

In Section 2.5 we prove the recurrence of the simple random walk on \( \mathcal{H} \) using the results of Section 2.2 and the criterion for recurrence in terms of effective resistance (equivalently, Dirichlet energy).

In Section 3 we will prove our main results, starting with Theorem 1.16. The basic idea of the proof is to apply the martingale functional central limit theorem to show convergence of the image of the random walk on \( \mathcal{H} \) under the discrete harmonic function \( \phi_\infty \), then apply Theorem 3.10. In order to apply the multi-dimensional martingale central limit theorem, we need to know that the quadratic variations and covariation of the two coordinates of the image of the walk differ by (approximately) a constant factor. For this purpose we will need analogs of some of the ergodic theory results of Section 2.2 when we translate according to the time parameterization of a simple random walk on \( \mathcal{H} \), rather than uniformly from Lebesgue measure on a square. Such results are proven in Section 3.1 and rely on the recurrence of the walk to obtain tail triviality.

In Section 3.2, we apply these ergodic theory results and the martingale functional central limit theorem to complete the proof of Theorem 1.16. In Section 3.3 we prove an extension of Theorem 1.16 (Theorem 3.10) wherein the convergence of the random walk on \( \mathcal{H} \) to Brownian motion holds uniformly over all choices of starting point for the walk in a compact subset of \( \mathbb{C} \). In Section 3.4, we deduce Theorems 1.5 and 1.11 from Theorem 1.16 and explain the adptions needed to prove Theorem 1.13.

Section 4 discusses applications of our work to random planar maps and Liouville quantum gravity (which are explored further in the companion paper [GMS21]).

Appendix B contains a proof of the equivalence of the definitions of translation invariance modulo scaling stated in Definition 1.2. Appendix C contains a proof that the hypotheses of Theorem 1.13 imply that a.s. the maximal size of the edges or dual edges which intersect \( B_r(0) \) is \( o_r(r) \). This result
Basic notation

We write $\mathbb{N} = \{1, 2, 3, \ldots\}$ and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. For $a < b$, we define the discrete interval $[a, b]_\mathbb{Z} := [a, b] \cap \mathbb{Z}$. If $f : (0, \infty) \to \mathbb{R}$ and $g : (0, \infty) \to (0, \infty)$, we say that $f(\epsilon) = O_s(g(\epsilon))$ (resp. $f(\epsilon) = o_s(g(\epsilon))$) as $\epsilon \to 0$ if $f(\epsilon)/g(\epsilon)$ remains bounded (resp. tends to zero) as $\epsilon \to 0$. We similarly define $O(\cdot)$ and $o(\cdot)$ errors as a parameter goes to infinity. If $f, g : (0, \infty) \to [0, \infty)$, we say that $f(\epsilon) \preceq g(\epsilon)$ if there is a constant $C > 0$ (independent from $\epsilon$ and possibly from other parameters of interest) such that $f(\epsilon) \leq Cg(\epsilon)$. We write $f(\epsilon) \asymp g(\epsilon)$ if $f(\epsilon) \preceq g(\epsilon)$ and $g(\epsilon) \preceq f(\epsilon)$.

2 Existence and sublinearity of the corrector

2.1 Dyadic systems

A key technical tool in our proofs is the concept of a dyadic system, which leads to a convenient scale/translation invariant way of decomposing space into “blocks” and which we will define in this subsection. Let $S \subset \mathbb{C}$ be a square (not necessarily dyadic). We write $|S|$ for the side length of $S$. A dyadic child of $S$ is one of the four squares $S' \subset S$ (with $|S'| = |S|/2$) whose corners include one corner of $S$ and the center of $S$. A dyadic parent of $S$ is one of the four squares with $S$ as a dyadic child. Note that each square has 4 dyadic parents and 4 dyadic children. A dyadic descendant (resp. dyadic ancestor) of $S$ is a square which can be obtained from $S$ by iteratively choosing dyadic children (resp. parents) finitely many times.

A dyadic system is a collection $D$ of closed squares (not necessarily dyadic) with the following properties.

1. If $S \in D$, then each of the four dyadic children of $S$ is in $D$.
2. If $S \in D$, then exactly one of the dyadic parents of $S$ is in $D$.
3. Any two squares in $D$ have a common dyadic ancestor.

See Figure 5 for an illustration of the origin-containing squares of a dyadic system. The set of all side lengths of the squares in a dyadic system is precisely $\{2^{s+k}\}_{k \in \mathbb{Z}}$ for some $s \in [0, 1]$ (determined by the system). If $D$ is a dyadic system, then for any $z \in \mathbb{C}$ there is a bi-infinite sequence of squares $\{S_k^z\}_{k \in \mathbb{Z}} \subset D$ which contain $z$, numbered so that $S_k^z$ is a dyadic parent of $S_{k-1}^z$ for each $k$. If $z$ does not lie on the boundary of a square in $D$, then this sequence is unique up to translation of the indices. If we are given any single square $S \in D$ and all of its dyadic ancestors, then $D$ is uniquely determined: $D$ is the set of all dyadic descendants of $S$ and its dyadic ancestors. This in particular allows us to define a topology on the space of dyadic systems, e.g., by looking at the local Hausdorff distance on the union of the origin-containing squares.

In what follows, there will generally be a dyadic system which is understood from the context. We emphasize that when we refer to a dyadic ancestor of a square $S$, we mean any of the possible dyadic ancestors of $S$ and not just the one which is contained in the dyadic system.

A uniform dyadic system is the random dyadic system defined as follows. Let $s$ be sampled uniformly from $[0, 1]$ and, conditional on $s$, let $w$ be sampled uniformly from $[0, 2^s] \times [0, 2^s]$. Set $S_0 := [0, 2^s] \times [0, 2^s] - w$. For $k \in \mathbb{N}$, inductively let $S_k$ be sampled uniformly from the four dyadic parents of $S_{k-1}$. Then let $D$ be the set of all dyadic descendants of $S_k$ for each $k \in \mathbb{N}$. We view $D$
Figure 5: The squares $S_k$ which contain the origin (red) in a dyadic system, for $k \leq 0$. Note that the dyadic system also includes the origin-containing squares $S_k$ for $k > 0$, which have side lengths tending to $\infty$ as $k \to \infty$, and all of the dyadic descendants of the $S_k$'s.

as a dyadic system, so in particular $D$ only determines the sequence of origin-containing squares up to an index shift. The main reason for considering a uniform dyadic system is the following lemma.

**Lemma 2.1.** Let $D$ be a uniform dyadic system and let $C > 0$ and $z \in \mathbb{C}$ be deterministic. Then the scaled/translated dyadic system $C(D - z)$ obtained by translating and scaling the squares agrees in law with $D$.

**Proof.** We first check translation invariance. Fix $z \in \mathbb{C}$ and set $\tilde{D} := D - z$. We seek to show that $\tilde{D} \overset{d}{=} D$. For $k \in \mathbb{Z}$, let $S_k$ (resp. $\tilde{S}_k$) be the square in $D$ (resp. $\tilde{D}$) containing 0 with side length $2^{k+s}$. Since a dyadic system is a.s. determined by any fixed square and all of its dyadic ancestors, it suffices to show that the total variation distance between the laws of $\{S_k\}_{k \geq K}$ and $\{\tilde{S}_k\}_{k \geq K}$ tends to 0 as $K \to \infty$.

We first argue that $\tilde{S}_0 \overset{d}{=} S_0$. Indeed, $\tilde{S}_0$ is obtained by translating the square of $D$ which has side length $2^s$ and contains $z$ by $-z$, so $\tilde{S}_0 = [0, 2^s] \times [0, 2^s] - \tilde{w}$, where $\tilde{w} \in [0, 2^s] \times [0, 2^s]$ is chosen so that $(z + w) - \tilde{w} \in 2^s \mathbb{Z}^2$. Since $w$ is uniform on $[0, 2^s] \times [0, 2^s]$ conditional on $s$, the same is true of $\tilde{w}$. Thus $\tilde{S}_0 \overset{d}{=} S_0$.

We next observe that as $k \to \infty$, the fraction of the $4^k$ dyadic ancestors of $S_0$ with side length $2^{s+k}$ which are not also dyadic ancestors of the square $\tilde{S}_0 + z \in D$ decays exponentially in $k$. Since each $S_k$ is sampled uniformly from the set of dyadic ancestors of $S_0$ with side length $2^{s+k}$, it follows that the total variation distance between the law of $\{S_k - z\}_{k \geq K}$ and the law of a sequence of random squares defined in the same manner as $\{S_k\}_{k \geq K}$ as above but with $\tilde{S}_0$ used in place of $S_0$ tends to 0 as $K \to \infty$. On the other hand, a.s. $z \in S_k$ and hence $\tilde{S}_k = S_k - z$ for large enough $k \in \mathbb{N}$. Combining this with the preceding paragraph shows our claim about the total variation distance, and hence that $D \overset{d}{=} \tilde{D}$.

One checks that $C D \overset{d}{=} D$ for $C > 0$ using a similar but simpler argument to the one above, based on the fact that the fractional part of $s + \log_2 C$ is uniform on $[0, 1]$.

Throughout the rest of this section, we fix a random cell configuration $\mathcal{H}$ and a uniform dyadic system $D$ independent from $\mathcal{H}$ (in subsequent subsections we will also require that $\mathcal{H}$ satisfies the
hypotheses of Theorem 1.16). We let \( \{S_k\}_{k \in \mathbb{Z}} \) be the sequence of squares containing the origin in \( \mathcal{D} \), labeled so that the side length of \( S_0 \) is \( 2^s \), as above.

It will be convenient to have a natural, scale-invariant way to index the squares in \( \mathcal{D} \). To this end, for \( z \in \mathbb{C} \) and \( m > 0 \), we define

\[
\hat{S}^z_m := \left\{ \text{largest square } S \in \mathcal{D} \text{ with } z \in S \text{ and } \sum_{H \in \mathcal{H}(S)} \frac{\text{Area}(H \cap S)}{\text{Area}(H)} \leq m \right\}.
\]

Then \( \hat{S}^z_m \) is well-defined on the full-probability event that \( z \) does not lie on the boundary of any square in \( \mathcal{D} \). We abbreviate \( \hat{S}_m := \hat{S}^0_m \).

Roughly speaking, \( \hat{S}^z_m \) is the largest square containing \( z \) which contains at most \( m \) cells, but fractional parts of cells which intersect the boundary of the square are also counted. We emphasize that we do not restrict to integer values of \( m \).

**Lemma 2.2.** Almost surely, for each square \( S \in \mathcal{D} \) which contains \( z \) in its interior there is a non-trivial interval \( I \subset (0, \infty) \) such that \( S = \hat{S}^z_m \) for all \( m \in I \). Furthermore, \( \hat{S}^z_m = \hat{S}^w_m \) whenever \( w \in \hat{S}^z_m \setminus \partial \hat{S}^z_m \).

**Proof.** If \( S' \) is one of the four dyadic parents of \( S \), then

\[
\sum_{H \in \mathcal{H}(S')} \frac{\text{Area}(H \cap S')}{\text{Area}(H)} > \sum_{H \in \mathcal{H}(S)} \frac{\text{Area}(H \cap S)}{\text{Area}(H)}.
\]

Note that this would not be true if we did not include fractional parts of cells in the sum. The lemma statement is immediate from this observation and the definition (2.1) of \( \hat{S}^z_m \). \( \square \)

Dyadic systems allow us to formulate yet another equivalent definition of translation invariance modulo scaling (which is the only version which we will use in our proofs) and also provide a convenient useful tool for proving the equivalence of the conditions in Definition 1.2.

**Lemma 2.3.** Let \( \mathcal{H} \) be a random cell configuration. Each of the conditions of Definition 1.2 (with \( \mathcal{H} \) in place of \( \mathcal{M} \)) are equivalent to each other and to the following additional condition.

5. **Dyadic system re-sampling property.** Let \( \mathcal{D} \) be a uniform dyadic system independent from \( \mathcal{H} \) and define \( \hat{S}_m := \hat{S}^0_m \) for \( m > 0 \) as in (2.1). For each \( m > 0 \), the following is true. Conditional on \( \mathcal{H} \) and \( \mathcal{D} \), let \( z \) be sampled uniformly from Lebesgue measure on \( \hat{S}_m \). Then the translated cell configuration/dyadic system pair \( (\mathcal{H} - z, \mathcal{D} - z) \) agrees in law with \( (\mathcal{H}, \mathcal{D}) \) modulo scaling, i.e., there is a random \( C > 0 \), possibly depending on \( z \), such that \( (C(\mathcal{H} - z), C(\mathcal{D} - z)) \overset{d}{=} (\mathcal{H}, \mathcal{D}) \).

The proof of Lemma 2.3 proceeds by showing that each of the conditions of Definition 1.2 is equivalent to the dyadic system resampling condition in the lemma statement. The proof is routine in nature, so is deferred to Appendix B to avoiding interrupting the main argument. We emphasize that the condition given in Lemma 2.3 is the only form of translation invariance modulo scaling which is used in the proofs of our main results.

**Remark 2.4.** The definition of the uniform dyadic system has an obvious \( d \)-dimensional generalization for any integer \( d \geq 1 \), where squares are replaced by \( d \)-dimensional cubes, and each cube has \( 2d \) dyadic children. We will make use of one-dimensional uniform dyadic systems in Section 3.1 of this paper when we discuss continuous time random walks indexed by \( \mathbb{R} \).
2.2 Ergodic averages using dyadic systems

Throughout the rest of this section and the next, we assume that the cell configuration \( \mathcal{H} \) satisfies the hypotheses of Theorem 1.16. Recall the independent dyadic system \( \mathcal{D} \) and the sequence \( \{S_k\}_{k \in \mathbb{Z}} \) of origin-containing squares. In this subsection we will establish some basic properties of the pair \((\mathcal{H}, \mathcal{D})\) which we will use frequently in what follows. In particular, we will record an a.s. convergence statement for averages over the squares \( \hat{S}^0_m \) of (2.1) (Lemma 2.7) which follows from the backward martingale convergence theorem and our ergodicity hypothesis (Definition 1.3). We will then use this to show that a.s. the maximal size of the cells of \( \mathcal{H} \) which lie at distance at most \( r \) from the origin grows sublinearly in \( r \) (Lemma 2.9). We will also show that the sum of \( \text{diam}(H)^2(\pi(H) + \pi^*(H)) \) over all cells \( H \) which intersect one of the origin-containing squares \( S_k \) is typically of order \( |S_k|^2 \) (Lemma 2.10).

**Definition 2.5.** Recall the squares \( \hat{S} = \hat{S}^0_m \) for \( m > 0 \) from (2.1). For \( m > 0 \), let \( \mathcal{F}_m \) be the \( \sigma \)-algebra generated by the measurable functions \( F = F(\mathcal{H}, \mathcal{D}) \) of \( (\mathcal{H}, \mathcal{D}) \) which satisfy

\[
F(C(\mathcal{H} - z), C(\mathcal{D} - z)) = F(\mathcal{H}, \mathcal{D}), \quad \forall z \in \hat{S}_m, \quad \forall C > 0.
\]

The \( \sigma \)-algebra \( \mathcal{F}_m \) encodes \((\mathcal{H}, \mathcal{D})\), viewed modulo translation within \( \hat{S}_m \) and scaling, but not the location of the origin within the square \( \hat{S}_m \).

**Lemma 2.6.** Every event in \( \bigcap_{m>0} \mathcal{F}_m \) has probability zero or one.

**Proof.** If \( F = F(\mathcal{H}, \mathcal{D}) \) is a \( \bigcap_{m>0} \mathcal{F}_m \)-measurable function, then since the union of the squares \( \hat{S}_m \) is a.s. equal to all of \( \mathbb{C} \), it follows that \( F(C(\mathcal{H} - z), C(\mathcal{D} - z)) = F(\mathcal{H}, \mathcal{D}) \) for every \( C > 0 \) and \( z \in \mathbb{C} \). Let \( m \) be the law of \( \mathcal{D} \) and let

\[
\bar{F} = \bar{F}(\mathcal{H}) := \int F(\mathcal{H}, \mathcal{D}) \, dm(\mathcal{D})
\]

so that \( \bar{F} \) depends only on \( \mathcal{H} \).

By Lemma 2.1, if \( C > 0 \) and \( z \in \mathbb{C} \) are random and independent from \( \mathcal{D} \) (but allowed to depend on \( \mathcal{H} \)), then \( C(\mathcal{D} - z) \) is a uniform dyadic system independent from \( \mathcal{H} \), i.e., \( (C(\mathcal{H} - z), C(\mathcal{D} - z)) \overset{d}{=} (C(\mathcal{H} - z), \mathcal{D}) \). From this and the scale/translation invariance of \( F \), we infer that for any such choice of \( C \) and \( z \), we have \( \bar{F}(C(\mathcal{H} - z)) = \bar{F}(\mathcal{H}) \). Our ergodicity modulo scaling hypothesis for \( \mathcal{H} \) (Definition 1.3) therefore shows that \( \bar{F} \) is a.s. equal to a deterministic constant, i.e., \( \bar{F} \) is a.s. determined by \( \mathcal{D} \). In fact, by the first paragraph \( \bar{F} \) is a.s. determined by \( \mathcal{D} \) viewed modulo translation and scaling.

If we are given any arbitrary deterministic dyadic system \( \mathcal{D}' \) and \( R > 0 \), then we can find \( C > 0 \) and \( z \in \mathbb{C} \) (depending on \( \mathcal{D} \) and \( \mathcal{D}' \)) such that the squares surrounding the origin in \( C(\mathcal{D} - z) \) and \( \mathcal{D}' \) with side lengths in \([1/R, R]\) are identical. Since \( R > 0 \) is arbitrary, a dyadic system is determined by its origin-containing squares, and the successive origin-containing squares in \( \mathcal{D} \) are chosen uniformly at random, it follows that \( \bar{F} \) is equal to a deterministic constant a.s.

From Lemma 2.3 and 2.6, we obtain the following ergodicity statement, which will be a key tool in what follows.

**Lemma 2.7.** Let \( F = F(\mathcal{H}, \mathcal{D}) \) be a measurable function on the space of cell configuration/dyadic system pairs which is scale invariant (i.e., \( F(C\mathcal{H}, C\mathcal{D}) = F(\mathcal{H}, \mathcal{D}) \) for each \( C > 0 \)). If either \( \mathbb{E}[|F|] < \infty \) or \( F \geq 0 \) a.s., then a.s.

\[
\lim_{k \to \infty} \frac{1}{|S_k|} \int_{S_k} F(\mathcal{H} - z, \mathcal{D} - z) \, dz = \mathbb{E}[F].
\]
Proof. Suppose first that \( \mathbb{E}[|F|] < \infty \). By Lemma 2.3, with \( \mathcal{F}_m \) as above, it holds for each \( m > 0 \) that
\[
\frac{1}{|S_m|^2} \int_{S_m} F(H - z, G - z) \, dz = \mathbb{E}[F | \mathcal{F}_m].
\]
Since \( \mathcal{F}_m \) is a decreasing sequence of \( \sigma \)-algebras and each \( S_k \) is one of the \( \hat{S}_k \)'s, the backward martingale convergence theorem [Dur10, Theorem 5.6.1] implies that the limit on the left side of (2.3) exists (as a random variable) a.s. and in \( L^1 \). The limit is \( \bigcap_{m > 0} \mathcal{F}_m \)-measurable, so is a.s. equal to \( \mathbb{E}[F] \) by Lemma 2.6. If \( F \geq 0 \) a.s. and \( \mathbb{E}[F] = \infty \), then applying the above result with \( F \cap C \) for \( C > 0 \) in place of \( F \) gives
\[
\liminf_{k \to \infty} \frac{1}{|\hat{S}_k|^2} \int_{\hat{S}_k} F(H - z, D - z) \, dz \geq \liminf_{k \to \infty} \frac{1}{|\hat{S}_k|^2} \int_{\hat{S}_k} F(H - z, D - z) \wedge C \, dz = \mathbb{E}[F \wedge C],
\]
which tends to \( 0 \) as \( \infty \to \infty \).

Lemma 2.7 will allow us to prove a number of properties of the origin-containing squares \( \{S_k\}_{k \in \mathbb{Z}} \), but we will also have occasion to consider other squares in \( D \). The following lemma will enable us to do so. For the statement, we emphasize that in our terminology each square \( S \) has \( 4^l \) dyadic ancestors of side length \( 2^l |S| \) for each \( l \in \mathbb{N} \).

**Lemma 2.8.** Let \( E(S) = E(S, H) \) be an event depending on a square \( S \subset \mathbb{C} \) and our cell configuration \( H \). Suppose that a.s. \( E(S_k) \) occurs for each large enough \( k \in \mathbb{N} \). Then for each \( l \in \mathbb{N} \), it is a.s. the case that for large enough \( k \in \mathbb{N} \), \( E(S) \) occurs for each dyadic ancestor \( S \) of \( S_k \) of side length at most \( 2^l |S_k| \) (even those which do not belong to \( D \)) and each dyadic descendant \( S \) of \( S_k \) of side length at least \( 2^{-1} |S_k| \).

**Proof.** We first consider dyadic ancestors. For \( k \in \mathbb{N} \), let \( K_k \) be the smallest \( k' \geq k \) for which \( E(S)^c \) occurs for at least one of the dyadic ancestor \( S \) of \( S_k \) of side length at most \( 2^l |S_k| \), or \( K_k = \infty \) if no such \( k' \) exists. We want to show that \( \mathbb{P}[K_k = \infty] \to 1 \) as \( k \to \infty \).

We observe that \( K_k \) is a stopping time for the filtration generated by \( H \) and \( \{S_j\}_{j \leq k'} \), so if \( K_k < \infty \) and we condition on \( H \) and \( \{S_j\}_{j \leq k'} \) then for each \( r \in \mathbb{N} \) the square \( S_{K_k+r} \) is sampled uniformly from the \( 4^r \) possibilities. On the event \( \{K_k < \infty\} \), let \( S_* \) be a dyadic ancestor of \( S_{K_k} \) with side length at most \( 2^l |S_{K_k}| \) for which \( E(S_{K_k})^c \) occurs, chosen in a manner depending only on \( H \) and \( \{S_j\}_{j \leq K_k} \) and let \( l_* \in [1, l] \) be chosen so that \( |S_*| = 2^{l_*} |S_{K_k}| \). Then
\[
\mathbb{P}[K_k < \infty] \leq \frac{\mathbb{P}[E(S_{K_k+l_*})^c]}{\mathbb{P}[S_{K_k+l_*} = S_* | K_k < \infty]} \leq 4^l \mathbb{P}[E(S_{K_k+l_*})^c],
\]
which tends to \( 0 \) as \( k \to \infty \) since a.s. \( E(S_k) \) occurs for each large enough \( k \).

Next we consider dyadic descendants. We will use the re-sampling property of Lemma 2.3. For \( m \in \mathbb{N} \), let \( M_m \) be the largest \( m' \leq m \) for which \( E(S)^c \) occurs for at least one dyadic descendant \( S \) of \( \hat{S}_{m'} \) of side length at least \( 2^{-1} |\hat{S}_{m'}| \), or \( M_m = -\infty \) if there is no such \( m' \). We want to show that a.s. \( \lim\sup_{m \to \infty} M_m < \infty \), equivalently a.s. \( \lim\sup_{m \to \infty} K_{M_m} < \infty \).

For \( m > 0 \), let \( K_m \in \mathbb{Z} \) be the largest \( k \in \mathbb{Z} \) for which \( \hat{S}_m = S_k \). It suffices to show that \( \mathbb{P}[K_{M_m} > k] \to 0 \) as \( k \to \infty \), uniformly over all \( m > 0 \). Each \( K_m \) is a reverse stopping time for the filtration of Definition 2.5. By Lemma 2.3, if we condition on \( \mathcal{F}_{M_m} \) then for each \( r \in \mathbb{N} \), the square \( S_{K_{M_m}+r} \) is sampled uniformly from the \( 4^r \) dyadic descendants of \( S_{K_{M_m}} \) with side length \( 2^{-r} |S_{K_{M_m}}| \). As above, on the event \( \{M_m \neq -\infty\} \) we let \( S_* \) be a dyadic descendant of \( S_{K_{M_m}} = \hat{S}_m \) with side
length at least $2^{-l} |\hat{S}_m| \epsilon \frac{1}{|S_m|} \int_{S_m} \frac{\text{diam}(H_z)^2}{\text{Area}(H_z)} \left( \pi(H_z) + \pi^*(H_z) \right) \chi_{(\text{diam}(H_z) > \epsilon |S_m|)} \, dz \leq \epsilon^3 . \tag{2.6}

where here we use that \( \text{diam}(H_z) > \epsilon |S_m| \) implies \( M_\epsilon(\mathcal{H} - z, \mathcal{D} - z) > m_\epsilon \) whenever \( m \geq m_\epsilon \) and \( z \in \hat{S}_m \). By breaking up the integral over \( \hat{S}_m \) into the sum of the integrals over \( H \cap \hat{S}_m \) for cells \( H \in \mathcal{H}(\hat{S}_m) \), then dropping the boundary terms, and using that \( \pi(H_z) + \pi^*(H_z) \geq 1 \), we see that (2.6) implies that

\[
\limsup_{m \to \infty} \sum_{H \in \mathcal{H}(\hat{S}_m) \setminus \mathcal{H}(\partial \hat{S}_m)} \frac{\text{diam}(H)^2}{|\hat{S}_m|^2} - \chi_{(\text{diam}(H) > \epsilon |S_m|)} \leq \epsilon^3 . \tag{2.7}
\]

Each non-zero summand on the left side of (2.7) is at least \( \epsilon^2 \), so it follows from (2.7) (and the fact that each \( S_k \) is one of the \( \hat{S}_m \)'s) that a.s. for large enough \( k \in \mathbb{N} \),

\[
\text{diam}(H) \leq \epsilon |S_k|, \quad \forall H \in \mathcal{H}(S_k) \setminus \mathcal{H}(\partial S_k) . \tag{2.8}
\]

It remains to deal with cells which intersect \( \partial S_k \). For this purpose, consider a fixed \( k \in \mathbb{N} \) and let \( k' \) be the smallest integer \( \geq k \) for which each cell in \( \mathcal{H}(S_{k'}) \) has diameter smaller than \( \epsilon |S_k| \) (such a \( k' \) exists since each cell is compact). We claim that a.s. \( k' = k \) for large enough \( k \), which will show (2.5).

Indeed, since \( \epsilon < 1 \) each \( H \in \mathcal{H}(S_k) \) is contained in one of the 16 dyadic ancestors of \( S_{k'} \) with side length \( 4 |S_{k'}| \). By (2.8) (applied with \( \epsilon/16 \) in place of \( \epsilon \)) together with Lemma 2.8, it is a.s. the case that for large enough \( k \in \mathbb{N} \), each cell \( H \) which is contained in any of these 16 dyadic ancestors has diameter at most \( (\epsilon/4) |S_{k'}| \). By the definition of \( k' \), if \( k' \neq k \) then there is some cell in \( \mathcal{H}(S_k) \subset \mathcal{H}(S_{k'}) \) with diameter at least \( (\epsilon/2) |S_{k'}| \). Therefore a.s. \( k' = k \) for large enough \( k \). \( \square \)
**Lemma 2.10.** There is a deterministic constant \( C > 0 \) such that a.s.

\[
\limsup_{k \to \infty} \frac{1}{|S_k|^2} \sum_{H \in \mathcal{H}(S_k)} \text{diam}(H)^2 (\pi(H) + \pi^*(H)) \leq C.
\] (2.9)

**Proof.** By Lemma 2.7 applied with \( F \) as in (2.4), we find that there is a deterministic, finite constant \( C_0 > 0 \) such that a.s.

\[
\lim_{k \to \infty} \frac{1}{|S_k|^2} \int_{S_k} \frac{\text{diam}(H_z)^2}{\text{Area}(H_0)} (\pi(H_z) + \pi^*(H_z)) \, dz = C_0.
\]

By breaking up the integral over \( S_k \) into the sum of the integrals over \( H \cap S_k \) for cells \( H \in \mathcal{H}(S_k) \), then dropping the boundary terms, we get that a.s.

\[
\limsup_{k \to \infty} \frac{1}{|S_k|^2} \sum_{H \in \mathcal{H}(S_k) \setminus \mathcal{H}(\partial S_k)} \text{diam}(H)^2 (\pi(H) + \pi^*(H)) \leq C_0.
\] (2.10)

To deal with the cells which intersect \( \partial S_k \), we observe that Lemma 2.9 (with \( \epsilon = 1/2 \), say) implies that a.s. for large enough \( k \in \mathbb{N} \) each cell in \( \mathcal{H}(S_k) \) is contained in the interior of an appropriate dyadic ancestor of \( S_k \) of side length \( 4|S_k| \). By (2.10) and Lemma 2.8 (applied with \( l = 2 \)) we find that (2.3) holds a.s. with \( C = 16C_0 \).

**2.3 Existence of the corrector**

In this subsection we will construct the discrete harmonic function \( \phi_\infty \) appearing in Theorem 1.6 as a limit of functions \( \phi_m : \mathcal{H} \to \mathbb{C} \) for \( m \in \mathbb{N}_0 \) which interpolate between the function \( \phi_0 \) of Theorem 1.6 (which sends each cell to its Euclidean center) at \( m = 0 \) and the discrete harmonic function \( \phi_\infty \) as \( m \to \infty \). Roughly speaking, \( \phi_m \) will agree with the a priori embedding on the cells which intersect boundary of each square of \( \mathcal{D} \) which contains approximately \( m \) cells of \( \mathcal{H} \); and will be discrete harmonic on the cells contained in the interior of each such square.

Throughout this section we define the square \( \hat{S}_m^z \) for \( z \in \mathbb{C} \) and \( m > 0 \) as in (2.1) and we define the collection of squares

\[
S_m := \{ \hat{S}_m^z : z \in \mathbb{C}, z \text{ is not on the boundary of a square in } \mathcal{D} \} \subset \mathcal{D}.
\] (2.11)

If \( z' \) is in the interior of \( \hat{S}_m^z \), then \( \hat{S}_m^{z'} = \hat{S}_m^z \), so the squares in \( S_m \) intersect only along their boundaries. Clearly, these squares cover all of \( \mathbb{C} \). See Figure 6 for an illustration of these squares.

We now use the set of squares \( S_m \) to define the above-mentioned functions \( \phi_m : \mathcal{H} \to \mathbb{C} \) for \( m \in \mathbb{N}_0 \). As in Theorem 1.6, let \( \phi_0(H) := \frac{1}{\text{Area}(H)} \int_H \, z \, dz \). For \( m \in \mathbb{N} \), let \( \phi_m : \mathcal{H} \to \mathbb{C} \) be the function which agrees with \( \phi_0 \) on \( \mathcal{H}(\partial \hat{S}) \) for each \( \hat{S} \in S_m \) and is \( c \)-discrete harmonic on \( \mathcal{H}(\hat{S}) \setminus \mathcal{H}(\partial \hat{S}) \) for each such \( \hat{S} \).

We observe that if \( C > 0 \) and \( z \in \mathbb{C} \) and we replace \( (\mathcal{H}, \mathcal{D}) \) by the scaled/translated pair \( (C(\mathcal{H} - z), C(\mathcal{D} - z)) \), then the corresponding functions \( \phi_m \) are replaced by \( C(\phi_m(\cdot/C + z) - z) \). This will be important when we apply Lemma 2.7.

The main goal of this subsection is to establish the following proposition.

**Proposition 2.11.** There exists a \( c \)-discrete harmonic function \( \phi_\infty : \mathcal{H} \to \mathbb{C} \) such that

\[
\phi_m - \phi_m(H_0) \to \phi_\infty \quad \text{in probability as } m \to \infty,
\] (2.12)
with respect to the topology of uniform convergence on finite subsets of $\mathcal{H}$, i.e., for each finite set $A \subset \mathcal{H}$ (chosen in some measurable manner) and each $\epsilon > 0$,

$$\lim_{m \to \infty} \mathbb{P} \left[ \max_{H \in A} |\phi_m(H) - \phi_m(H_0) - \phi_\infty(H)| > \epsilon \right] = 0.$$  

Furthermore, $\phi_\infty$ is covariant with respect to scaling and translation in the sense that if $C > 0$ and $z \in \mathbb{C}$ and we replace $(\mathcal{H}, \mathcal{D})$ by the scaled/translated pair $(C(\mathcal{H} - z), C(\mathcal{D} - z))$, then $\phi_\infty$ is replaced by $C(\phi_\infty(\cdot/C + z) - \phi_\infty(H_z))$.

The idea of the proof of Proposition 2.11 is as follows. We first use Lemma 2.10 to argue that $\phi_0$ (and hence each $\phi_m$) has uniformly bounded Dirichlet energy over $S_k$ when we rescale by $|S_k|^{-2}$ (Lemma 2.12). Once this is established, we will use the orthogonality of the increments $\phi_m - \phi_{m-1}$ with respect to the Dirichlet inner product to show that for large enough $m \in \mathbb{N}$, the expected discrete “Dirichlet energy per unit area” of $\phi_m - \phi_m(H_0)$, which is made precise in (2.15), is small uniformly over all $m' \geq m$ (Lemma 2.14). This will allow us to show that the functions $\phi_m - \phi_m(H_0)$ are Cauchy in probability, and thereby establish Proposition 2.11.

**Lemma 2.12.** For each $n, m \in \mathbb{N}_0$ with $n \geq m$, we have (in the notation of Definition 1.4)

$$\text{Energy} \left( \phi_m; \mathcal{H}(\widehat{S}_n) \right) \leq \text{Energy} \left( \phi_0; \mathcal{H}(\widehat{S}_n) \right). \quad (2.13)$$

Furthermore, there is a deterministic constant $C > 0$ such that a.s.

$$\limsup_{k \to \infty} \frac{1}{|S_k|^2} \text{Energy}(\phi_0; \mathcal{H}(S_k)) \leq C. \quad (2.14)$$

**Proof.** The relation (2.13) is immediate from the fact that discrete harmonic functions minimize Dirichlet energy subject to specified boundary data, so we only need to prove (2.14). For an edge $\{H, H'\} \in \mathcal{E}(S_k)$, we have $H \cap H' \neq \emptyset$ and so

$$|\phi_0(H) - \phi_0(H')|^2 \leq (\text{diam}(H) + \text{diam}(H'))^2 \leq 2 \text{diam}(H)^2 + 2 \text{diam}(H')^2.$$
Breaking up the sum over edges into a sum over vertices, we get

\[
\text{Energy} (\phi_0; \mathcal{H}(S_k)) \leq 2 \sum_{\{H, H'\} \in \mathcal{E}(\mathcal{H}(S_k))} c(H, H')(\text{diam}(H)^2 + \text{diam}(H')^2) \leq 4 \sum_{H \in \mathcal{H}(S_k)} \text{diam}(H)^2 \pi(H).
\]

We now conclude by means of Lemma 2.10.

For \(m_1, m_2 \in \mathbb{N}_0\) with \(m_1 < m_2\), let

\[
\phi_{m_1, m_2} := \phi_{m_2} - \phi_{m_1}.
\]

We define

\[
\text{SE}_{m_1, m_2} := \sum_{H \in \mathcal{H}(\hat{S}_{m_2})} \frac{c(H_0, H)|\phi_{m_1, m_2}(H) - \phi_{m_1, m_2}(H_0)|^2}{2 \text{Area}(H_0 \cap \hat{S}_{m_2})}.
\] (2.15)

We can think of \(\text{SE}_{m_1, m_2}\) as representing the “Dirichlet energy per unit area” of \(\phi_{m_1, m_2}\), so that \(\mathbb{E}[\text{SE}_{m_1, m_2}]\) is the “specific Dirichlet energy” of \(\phi_{m_1, m_2}\). The following lemma makes this notion precise.

**Lemma 2.13.** For each fixed \(m_1, m_2 \in \mathbb{N}_0\) with \(m_1 < m_2\), almost surely

\[
\lim_{n \to \infty} \frac{1}{|S_n|^2} \text{Energy} \left( \phi_{m_1, m_2}; \mathcal{H}(\hat{S}_n) \right) = \mathbb{E}[\text{SE}_{m_1, m_2}],
\] (2.16)

and this expectation is bounded above by a finite constant which does not depend on \(m_1, m_2\).

**Proof.** For \(z \in \mathbb{C}\), let \(\text{SE}_{m_1, m_2}^z\) be defined as in (2.15) with the translated cell configuration/dyadic system \((\mathcal{H} - z, \mathcal{D} - z)\) in place of \((\mathcal{H}, \mathcal{D})\). Equivalently,

\[
\text{SE}_{m_1, m_2}^z := \sum_{H \in \mathcal{H}(\hat{S}_{m_2})} \frac{c(H_z, H)|\phi_{m_1, m_2}(H) - \phi_{m_1, m_2}(H_z)|^2}{2 \text{Area}(H_z \cap \hat{S}_{m_2})}.
\] (2.17)

Lemma 2.7 implies that a.s.

\[
\lim_{n \to \infty} \frac{1}{|S_n|^2} \int_{\hat{S}_n} \text{SE}_{m_1, m_2}^z \, dz = \mathbb{E}[\text{SE}_{m_1, m_2}].
\] (2.18)

We will now argue that this integral is exactly equal to \(\text{Energy} \left( \phi_{m_1, m_2}; \mathcal{H}(\hat{S}_n) \right)\) for \(n \geq m_2\).

We first consider the case \(n = m_2\). By breaking up the integral over \(\hat{S}_{m_2}\) into integrals over \(H \cap \hat{S}_{m_2}\) for \(H \in \mathcal{H}(\hat{S}_{m_2})\), we find that

\[
\int_{\hat{S}_{m_2}} \text{SE}_{m_1, m_2}^z \, dz = \frac{1}{2} \sum_{H \in \mathcal{H}(\hat{S}_{m_2})} \sum_{H' \in \mathcal{H}(\hat{S}_{m_2})} c(H, H')|\phi_{m_1, m_2}(H') - \phi_{m_1, m_2}(H)|^2
\]

\[
= \text{Energy} \left( \phi_{m_1, m_2}; \mathcal{H}(\hat{S}_{m_2}) \right).
\] (2.19)

For \(n \geq m_2\), we can break up the integral over \(\hat{S}_n\) as a sum of integrals over the squares of the form \(\hat{S}_{m_2}^z\) for \(z \in \hat{S}_n\) to get

\[
\int_{\hat{S}_n} \text{SE}_{m_1, m_2}^z \, dz = \sum_{\hat{S} \in \hat{S}_{m_2}; \hat{S} \subset \hat{S}_n} \text{Energy} \left( \phi_{m_1, m_2}; \mathcal{H}(\hat{S}) \right).
\] (2.20)
The squares $\hat{S} \in S_{m_2}$ with $\hat{S} \subset \hat{S}_n$ intersect only along their boundaries and their union is all of $\hat{S}_n$. Therefore, the sum on the right side of (2.20) is equal to the sum of $c(H, H')|\phi_{m_1, m_2}(H') - \phi_{m_1, m_2}(H)|^2$ over all edges $\{H, H'\} \in \mathcal{E}(\hat{S}_n)$ except that edges are counted with multiplicity equal to the number of such squares $\hat{S}$ for which $\{H, H'\} \in \mathcal{E}(\hat{S})$. Since $H \sim H'$ implies that $H \cap H' \neq \emptyset$, any edge $\{H, H'\}$ which is counted more than once must have $H, H' \in \mathcal{E}(\hat{S})$ for some $\hat{S} \in S_{m_2}$. Both $\phi_{m_1}$ and $\phi_{m_2}$ coincide with $\phi_0$ on the boundary of each such square $\hat{S}$, so $|\phi_{m_1, m_2}(H') - \phi_{m_1, m_2}(H)|^2 = 0$ for each such edge $\{H, H'\}$. Therefore, (2.20) equals $\operatorname{Energy}(\phi_{m_1, m_2}; \mathcal{H}(\hat{S}_n))$. Combining this with (2.18) shows that (2.16) holds. The limiting value is uniformly bounded above by Lemma 2.12 and the triangle inequality for the Dirichlet norm.

We now argue that the specific Dirichlet energy $\mathbb{E}[\mathcal{S}_E, m']$ has to be small when $m$ and $m'$ are large. Essentially, the reason for this is that the Dirichlet energy of $\phi_0$ gets “used up” in the increments corresponding to indices smaller than $m$ and $m'$.

**Lemma 2.14.** For each $\epsilon > 0$, there exists $m_\epsilon \in \mathbb{N}$ such that

$$\mathbb{E}[\mathcal{S}_E, m] \leq \epsilon, \quad \forall m \geq m_\epsilon. \tag{2.21}$$

**Proof.** For each $k \in \mathbb{N}$, the function $\phi_{m-1, m}$ vanishes on $\mathcal{H}(\bigcup_{\hat{S} \in S_n} \partial \hat{S})$ (since both $\phi_m$ and $\phi_{m-1}$ agree with $\phi_0$ there) and is discrete harmonic on $\mathcal{H} \setminus \mathcal{H}(\bigcup_{\hat{S} \in S_n} \partial \hat{S})$. Therefore, the discrete analog of Green’s formula (summation by parts) implies that $\phi_{m-1, m}$ and $\phi_{m', m'-1}$ are orthogonal with respect to the Dirichlet inner product for $m \neq m'$. Hence for $m \in \mathbb{N}$ and $n \geq m$,

$$\operatorname{Energy}(\phi_{0, m}; \mathcal{H}(\hat{S}_n)) = \sum_{j=1}^{m} \operatorname{Energy}(\phi_{j-1, j}; \mathcal{H}(\hat{S}_n)). \tag{2.22}$$

Dividing both sides of (2.22) by $|\hat{S}_n|^2$, sending $n \to \infty$, and applying Lemma 2.13 shows that

$$\mathbb{E}[\mathcal{S}_E, 0] = \sum_{j=1}^{m} \mathbb{E}[\mathcal{S}_E, j]. \tag{2.23}$$

By the last part of Lemma 2.13, this last sum is uniformly bounded above, independently of $m$. Therefore, $\sum_{j=1}^{\infty} \mathbb{E}[\mathcal{S}_E, j] < \infty$ so for any $\epsilon > 0$ we can find $m_\epsilon \in \mathbb{N}$ such that

$$\mathbb{E}[\mathcal{S}_E, m] \leq \sum_{j=m_\epsilon+1}^{\infty} \mathbb{E}[\mathcal{S}_E, j] \leq \epsilon, \quad \forall m \geq m_\epsilon. \tag{2.24}$$

**Proof of Proposition 2.11.** We will show that $\phi_m - \phi_m(H_0)$ is Cauchy in probability with respect to the local uniform topology on $\mathcal{H}$ using Lemma 2.14. To this end, fix $l \in \mathbb{N}$; we will work on $\hat{S}_l$. Given $\epsilon > 0$, let $m_\epsilon \in \mathbb{N}$ be as in Lemma 2.14 and define $\mathcal{S}_E^{m_\epsilon}$ as in (2.17). Then if $m \geq l \vee m_\epsilon$,

$$\int_{\hat{S}_l} \mathcal{S}_E^{m_\epsilon} \, dz = \frac{1}{2} \sum_{H \in \mathcal{H}(\hat{S}_l)} \frac{\text{Area}(H \cap \hat{S}_l)}{\text{Area}(H \cap \hat{S}_m)} \sum_{H' \in \mathcal{H}(\hat{S}_m)} c(H, H') |\phi_{m, m}(H') - \phi_{m, m}(H)|^2$$

$$\geq \frac{1}{2} \sum_{H \in \mathcal{H}(\hat{S}_l) \setminus \mathcal{H}(\partial \hat{S}_l)} \sum_{H' \in \mathcal{H}(\hat{S}_m) \setminus \mathcal{H}(\partial \hat{S}_l)} c(H, H') |\phi_{m, m}(H') - \phi_{m, m}(H)|^2$$

$$\geq \operatorname{Energy}(\phi_{m, m}; \mathcal{H}(\hat{S}_l) \setminus \mathcal{H}(\partial \hat{S}_l)). \tag{2.25}$$
Dividing by $|\tilde{S}_l|^2$ in (2.25), taking expectations, and applying Lemma 2.3 and our choice of $m_ε$ to bound the expectation of the integral over $\tilde{S}_l$, we get that

$$\sup_{m \geq m_ε} \mathbb{E} \left[ \frac{1}{|\tilde{S}_l|^2} \text{Energy} \left( \phi_{m,m}; H(\tilde{S}_l) \setminus H(\partial \tilde{S}_l) \right) \right] \leq ε. \quad (2.26)$$

The variation of $\phi_{m,m}$ over any single edge $\{H, H'\}$ of $H(\tilde{S}_l) \setminus H(\partial \tilde{S}_l)$ is bounded above by $c(H, H')^{-1/2}$ times the square root of the energy of $\phi_{m,m}$ over $H(\tilde{S}_l) \setminus H(\partial \tilde{S}_l)$. Summing over all such edges and applying (2.26) shows that for each fixed $l \in \mathbb{N}$,

$$\sup_{m \geq m_ε} \mathbb{E} \left[ \frac{\max_{H \in \tilde{H}(\tilde{S}_l)} |\phi_{m,m}(H) - \phi_{m,m}(H_0)|}{|\tilde{S}_l|} \right] \leq ε^{1/2} \quad (2.27)$$

where $\tilde{H}(\tilde{S}_l)$ denotes the connected component of $H(\tilde{S}_l) \setminus H(\partial \tilde{S}_l)$ which contains $H_0$. Since $ε > 0$ is arbitrary and $l$ is fixed, the sequence $\{\phi_m - \phi_m(H_0)\}_{m \in \mathbb{N}}$ is Cauchy in probability with respect to the topology of uniform convergence on $H(\tilde{S}_l)$. By the local finiteness of $H$, a.s. each finite subgraph of $H$ is contained in $H(\tilde{S}_l)$ for large enough $l \in \mathbb{N}$. Therefore, there is a function $\phi_∞ : H \rightarrow \mathbb{C}$ such that (2.12) holds.

The function $\phi_∞$ is a.s. discrete harmonic since each $\phi_m$ is discrete harmonic on $H(\tilde{S}_m) \setminus H(\partial \tilde{S}_m)$ and the pointwise limit of discrete harmonic functions is discrete harmonic. The scaling/translation property of $\phi_∞$ follows from the analogous property for the $\phi_m$’s.

### 2.4 Sublinearity of the corrector

In this subsection we prove (1.17) of Theorem 1.6 for the discrete harmonic function $\phi_∞$ of Proposition 2.11 (this corresponds to Theorem 1.6 in the special case when $H$ is the planar dual of an embedded lattice). We continue to use the notation of Section 2.3. We will first argue that the Dirichlet energy per unit area of $\phi_∞ - \phi_m$ is small when $m$ is large (Lemma 2.16), which is a consequence of Lemmas 2.7 and 2.14. We will then show (essentially using Hölder’s inequality) that this implies that the total variation of $\phi_∞ - \phi_m$ over most horizontal and vertical line segments of the square $S_k$ is of smaller order than $|S_k|$ when $m$ is large (but fixed) and $k$ is very large (Lemma 2.17). It is easily seen from the definition of $\phi_m$ that for any fixed $m \in \mathbb{N}$, the maximum value of $|\phi_m - \phi_0|$ over $S_k$ is $o_k(|S_k|)$ as $k \rightarrow ∞$ (Lemma 2.18). We will then conclude by combining our bounds for $\phi_∞ - \phi_m$ and $\phi_m - \phi_0$ and using the maximum principle for discrete harmonic functions to transfer from a bound for “most” horizontal and vertical line segments to a bound which holds for all points simultaneously (Lemma 2.19).

Extending the definition (2.15), for $m \in \mathbb{N}$ we set $\phi_{m,∞} := \phi_∞ - \phi_m$ and define

$$\text{SE}_{m,∞} := \sum_{H \in H \backslash H_0} \frac{c(H_0, H)|\phi_{m,∞}(H) - \phi_{m,∞}(H_0)|^2}{2 \text{Area}(H_0)}. \quad (2.28)$$

**Lemma 2.15.** We have $\mathbb{E}[S_{m,∞}] < ∞$ for each $m \in \mathbb{N}_0$ and

$$\lim_{m \rightarrow ∞} \mathbb{E}[S_{m,∞}] = 0. \quad (2.29)$$

**Proof.** It is clear from Proposition 2.11 that for each fixed $m \in \mathbb{N}$, we have $\text{SE}_{m,m'} \rightarrow \text{SE}_{m,∞}$ in probability as $m' \rightarrow ∞$. By Fatou’s lemma,

$$\mathbb{E}[\text{SE}_{m,∞}] \leq \liminf_{m' \rightarrow ∞} \mathbb{E}[\text{SE}_{m,m'}],$$


which is finite by Lemma 2.13. By Lemma 2.14, \( \lim_{m \to \infty} \liminf_{m' \to \infty} \mathbb{E}[\mathcal{S}_m, \mathcal{S}_{m'}] = 0. \)

From Lemma 2.15 we can deduce the following.

**Lemma 2.16.** Almost surely,

\[
\lim_{m \to \infty} \limsup_{n \to \infty} \frac{1}{|\mathcal{S}_n|^2} \text{Energy}(\phi_m, \mathcal{H}(\mathcal{S}_n)) = 0. \tag{2.30}
\]

**Proof.** For \( z \in \mathbb{C} \), let \( \mathcal{S}_m^z \) be defined as in (2.28) with \( H_z \) in place of \( H_0 \). Equivalently, \( \mathcal{S}_m^z \) is defined in the same manner as \( \mathcal{S}_m \) but with \( (\mathcal{H} - z, \mathcal{D} - z) \) in place of \( (\mathcal{H}, \mathcal{D}) \). By Lemma 2.7, for each fixed \( m \in \mathbb{N} \), a.s.

\[
\lim_{n \to \infty} \frac{1}{|\mathcal{S}_n|^2} \int_{\mathcal{S}_n} \mathcal{S}_m^z \, dz = \mathbb{E}[\mathcal{S}_m, \mathcal{S}_{\infty}]. \tag{2.31}
\]

As in (2.25), for \( m, n \in \mathbb{N} \),

\[
\int_{\mathcal{S}_n} \mathcal{S}_m^z \, dz = \frac{1}{2} \sum_{H \in \mathcal{H}(\mathcal{S}_n)} \frac{\text{Area}(H \cap \mathcal{S}_n)}{\text{Area}(H)} \sum_{H' \in \mathcal{H}} c(H, H') \left| \phi_m, \mathcal{H}(H') - \phi_m, \mathcal{H}(H) \right|^2 \geq \text{Energy}(\phi_m, \mathcal{H}(\mathcal{S}_n) \setminus \mathcal{H}(\partial \mathcal{S}_n)). \tag{2.32}
\]

Combining this with (2.31) shows that a.s.

\[
\limsup_{n \to \infty} \frac{1}{|\mathcal{S}_n|^2} \text{Energy}(\phi_m, \mathcal{H}(\mathcal{S}_n) \setminus \mathcal{H}(\partial \mathcal{S}_n)) \leq \mathbb{E}[\mathcal{S}_m, \mathcal{S}_{\infty}]. \tag{2.33}
\]

Lemma 2.9 implies that a.s. for large enough \( n \in \mathbb{N} \), each cell in \( \mathcal{H}(\mathcal{S}_n) \) has diameter at most \( (1/2)|\mathcal{S}_n| \), and hence is contained in the union of the four dyadic parents of \( \mathcal{S}_n \). Furthermore, (2.33) combined with Lemma 2.8 implies that a.s. for large enough \( n \in \mathbb{N} \), the relation (2.33) holds with \( \mathcal{S}_n \) replaced by any of the four dyadic parents of \( \mathcal{S}_n \). Consequently, a.s.

\[
\limsup_{n \to \infty} \frac{1}{|\mathcal{S}_n|^2} \text{Energy}(\phi_m, \mathcal{H}(\mathcal{S}_n)) \leq 4\mathbb{E}[\mathcal{S}_m, \mathcal{S}_{\infty}] \tag{2.34}
\]

which together with Lemma 2.15 implies (2.30).

Lemma 2.16 gives us an upper bound for the discrete Dirichlet energy of \( \phi_{\infty} - \phi_m \) when \( m \) is large. The following lemma allows us to transfer this to a pointwise bound.

**Lemma 2.17.** There is a deterministic constant \( C > 0 \) such that the following is true a.s. For \( k \in \mathbb{N} \) and \( r \in [0, 1] \), let \( P_k(r) \) be the horizontal line segment connecting the left and right boundaries of the square \( S_k \) whose distance from the lower boundary of \( S_k \) is \( r|S_k| \). Then for each large enough \( k \in \mathbb{N} \) and each function \( f : \mathcal{H}(S_k) \to \mathbb{C} \),

\[
\int_0^1 \sum_{\{H, H'\} \in \mathcal{E}(P_k(r))} |f(H) - f(H')| \, dr \leq C \text{Energy}(f; \mathcal{H}(S_k))^{1/2}. \tag{2.35}
\]

The same is true if we replace horizontal line segments by vertical line segments.
Proof. By Lemma 2.10, there is a deterministic constant $C_0 > 0$ such that a.s. for sufficiently large $k \in \mathbb{N}$,

$$\frac{1}{|S_k|} \sum_{H \in \mathcal{H}(S_k)} \text{diam}(H)^2 \pi^*(H) \leq C_0, \quad (2.36)$$

where here we recall the definition of $\pi^*$ from (1.4). Assume now that (2.36) holds. For $k \in \mathbb{N}$ and an edge $\{H, H'\} \in \mathcal{E}\mathcal{H}(S_k)$, let $L_k(H, H')$ be the Lebesgue measure of the set of $r \in [0,1]$ for which $H$ and $H'$ both belong to $\mathcal{H}(P_k(r))$. Then, by interchanging integration and summation, we get

$$\int_0^1 \sum_{\{H, H'\} \in \mathcal{E}\mathcal{H}(P_k(r))} |f(H) - f(H')| \, dr = \sum_{\{H, H'\} \in \mathcal{E}\mathcal{H}(S_k)} L_k(H, H')|f(H) - f(H')|. \quad (2.37)$$

The quantity $L_k(H, H')$ is bounded above by the Lebesgue measure of the set of $r$ for which $H \in \mathcal{H}(P_k(r))$, so

$$L_k(H, H') \leq \frac{2}{|S_k|} \text{diam}(H). \quad (2.38)$$

By (2.37), (2.38), and the Cauchy-Schwarz inequality, we see that if (2.36) holds then

$$\int_0^1 \sum_{\{H, H'\} \in \mathcal{E}\mathcal{H}(P_k(r))} |f(H) - f(H')| \, dr \leq \frac{2}{|S_k|} \sum_{\{H, H'\} \in \mathcal{H}(S_k)} \text{diam}(H)|f(H) - f(H')|$$

$$\leq 2 \left( \frac{1}{|S_k|^2} \sum_{\{H, H'\} \in \mathcal{H}(S_k)} \text{diam}(H)^2 \mathcal{E}(H, H')^{-1} \right)^{1/2} \left( \sum_{\{H, H'\} \in \mathcal{H}(S_k)} \mathcal{E}(H, H')|f(H) - f(H')|^2 \right)^{1/2}$$

$$\leq 2 \left( \frac{1}{|S_k|^2} \sum_{H \in \mathcal{H}(S_k)} \text{diam}(H)^2 \pi^*(H) \right)^{1/2} \text{Energy}(f; \mathcal{H}(S_k))^{1/2}$$

$$\leq 2C_0^{1/2} \text{Energy}(f; \mathcal{H}(S_k))^{1/2}. \quad (2.39)$$

This concludes the proof with $C = 2C_0^{1/2}$. Obviously, the case of vertical line segments follows from the same argument.

The preceding lemmas allow us to approximate $\phi_\infty$ by $\phi_m$ for a large value of $m \in \mathbb{N}$. To complement this, we have the following bound for $\phi_m - \phi_0$ for a fixed value of $m$.

**Lemma 2.18.** For each fixed $m \in \mathbb{N}$, a.s.

$$\limsup_{k \to \infty} \frac{1}{|S_k|} \max_{H \in \mathcal{H}(S_k)} |\phi_m(H) - \phi_0(H)| = 0. \quad (2.40)$$

Proof. By Lemma 2.9, a.s.

$$\limsup_{k \to \infty} \frac{1}{|S_k|} \max_{H \in \mathcal{H}(S_k)} \text{diam}(H) = 0. \quad (2.41)$$

By (2.1), the interior of each $\hat{S} \in \mathcal{S}_m$ contains at most $m$ cells of $\mathcal{H}$. Consequently, the center point of $\hat{S}$ can be joined to $\partial \hat{S}$ by a Euclidean path which intersects at most $m + 1$ cells of $\mathcal{H}(\hat{S})$. Since $\hat{S}$ is a square, it follows that the side length of $\hat{S}$ is at most $m + 1$ times the maximal diameter of the cells which intersect $\hat{S}$, so we can multiply the estimate (2.41) by $m + 1$ to get that a.s.

$$\limsup_{k \to \infty} \frac{1}{|S_k|} \max_{\hat{S} \in \mathcal{S}_m; \hat{S} \subset S_k} \text{diam}(\hat{S}) = 0. \quad (2.42)$$
By definition, \( \phi_0 \) and \( \phi_m \) agree on \( \mathcal{H}(\partial \hat{S}) \) for each \( \hat{S} \in \mathcal{S}_m \). Moreover, \( \phi_m \) is discrete harmonic on \( \mathcal{H}(\hat{S}) \setminus \mathcal{H}(\partial \hat{S}) \) for each such square \( \hat{S} \). By combining (2.41) and (2.42) with the maximum principle for \( \phi_m|_{\mathcal{H}(\hat{S})} \) and the fact that \( |\phi_0(H) - z| \leq \text{diam}(H) \) for each \( z \in H \in \mathcal{H} \), we obtain (2.40). \( \square \)

**Lemma 2.19.** Almost surely,

\[
\lim_{k \to \infty} \limsup_{|S_k| \to \infty} \frac{1}{|S_k|} \max_{H \in \mathcal{H}(S_k)} |\phi_0(H) - \phi_0(H)| = 0. \tag{2.43}
\]

**Proof.** For \( k \in \mathbb{N} \), define the horizontal line segments \( P_k(r) \subset S_k \) for \( r \in [0,1] \) as in Lemma 2.17. By Lemmas 2.16 and 2.17, a.s.

\[
\lim_{m \to \infty} \limsup_{k \to \infty} \frac{1}{|S_k|} \int_0^1 \sum_{\{H,H'\} \in \mathcal{E}(P_k(r))} |\phi_m(H) - \phi_m(H')| \, dr = 0. \tag{2.44}
\]

Given \( \epsilon > 0 \), choose a random \( m_\epsilon \in \mathbb{N} \) sufficiently large that for \( m \geq m_\epsilon \), the limsup in (2.44) is at most \( \epsilon^3/100 \). By Markov’s inequality, a.s. for \( m \geq m_\epsilon \) it holds for large enough \( k \in \mathbb{N} \), the Lebesgue measure of the set of \( r \in [0,1] \) for which the corresponding sum in (2.44) is at most \( |S_k| \epsilon^2/100 \) is at least \( 1 - \epsilon \). Therefore, for large enough \( k \in \mathbb{N} \) we can find a finite collection \( \mathcal{P}_k \) of at most \( 2/\epsilon \) horizontal line segments joining the left and right boundaries of \( S_k \) such that each point of \( S_k \) lies within Euclidean distance \( \epsilon |S_k| \) of one of these line segments and

\[
\frac{1}{|S_k|} \sum_{P \in \mathcal{P}_k} \sum_{\{H,H'\} \in \mathcal{E}(P)} |\phi_m(H) - \phi_m(H')| \leq \frac{\epsilon}{2}. \tag{2.45}
\]

Similarly, after possibly increasing \( m_\epsilon \) it is a.s. the case that for large enough \( k \in \mathbb{N} \), we can find an \( \epsilon |S_k| \)-dense collection \( \mathcal{P}_k' \) of at most \( 2/\epsilon \) vertical line segments joining the top and bottom boundaries of \( S_k \) such that (2.45) holds with \( \mathcal{P}_k' \) in place of \( \mathcal{P}_k \).

By Lemma 2.18, it is a.s. the case that for large enough \( k \in \mathbb{N} \), we have \( |S_k|^{-1} \max_{H \in \mathcal{H}(S_k)} |\phi_m(S) - \phi_0(S)| \leq \epsilon/4 \). Combining this with (2.45) and its analog for \( \mathcal{P}_k' \), we see that a.s. for large enough \( k \in \mathbb{N} \),

\[
\frac{1}{|S_k|} \sum_{P \in \mathcal{P}_k} \sum_{\{H,H'\} \in \mathcal{E}(P)} |\phi_0(H) - \phi_0(H')| \leq \epsilon \tag{2.46}
\]

and the same holds with \( \mathcal{P}_k' \) in place of \( \mathcal{P}_k \). Each \( P \in \mathcal{P}_k \cup \mathcal{P}_k' \) is a horizontal or vertical line segment, so assumption 3 implies that \( \mathcal{H}(P) \) (viewed as a graph) is connected for each \( P \in \mathcal{P}_k \cup \mathcal{P}_k' \), i.e., any two cells in \( \mathcal{H}(P) \) can be joined by a path of edges in \( \mathcal{E}(P) \). Hence \( \sum_{\{H,H'\} \in \mathcal{E}(P)} |\phi_0(H) - \phi_0(H')| \) is an upper bound for the maximum of \( |\phi_0(H_1) - \phi_0(H_2)| \) over all \( H_1, H_2 \in \mathcal{H}(P) \). By this and (2.46), we get that a.s. for each large enough \( k \in \mathbb{N} \),

\[
\frac{1}{|S_k|} \max \left\{ |\phi_0(H_1) - \phi_0(H_2)| : H_1, H_2 \in \mathcal{H} \left( \bigcup_{P \in \mathcal{P}_k \cup \mathcal{P}_k'} P \right) \right\} \leq 2\epsilon. \tag{2.47}
\]

We now want to extend from (2.47) to a bound which holds for all \( H_1, H_2 \in \mathcal{H}(S_k) \). Recall that \( \phi_0 = \phi_0 - \phi_0 \). Since the collections \( \mathcal{P}_k \) and \( \mathcal{P}_k' \) are \( \epsilon |S_k| \)-dense, a.s. for large enough \( k \in \mathbb{N} \) each \( H \in \mathcal{H}(S_k) \) which is not contained in the Euclidean \( \epsilon |S_k| \)-neighborhood of \( \partial S_k \) intersects a rectangle of diameter at most \( 2\epsilon |S_k| \) whose boundary is formed by segments of four elements of \( \mathcal{P}_k \cup \mathcal{P}_k' \). Since \( \phi_0 \) is discrete harmonic, it attains its maximum and minimum values on this rectangle on the boundary of the rectangle. Furthermore, by Lemma 2.9 and the definition of \( \phi_0 \), the maximum and
To prove (2.48), we use Lemma 2.7 to get that a.s. 

\[ \epsilon \] 

follows from (2.49) combined with Lemmas 2.8 and 2.12.

Over the union of the four dyadic parents of \( S \) that the integral on the right side of (2.49) is a.s. bounded above by twice the Dirichlet energy of \( H \). By breaking up the integral into a sum over the regions \( S_k \), we have

\[ |\phi_0,\infty(H_1) - \phi_0,\infty(H_2)| \leq 4\epsilon|S_k| \text{ for each } H_1, H_2 \in \mathcal{H}(S_k) \text{ which are not contained in the Euclidean } \epsilon|S_k|\text{-neighborhood of } \partial S_k. \]

We will now deal with the cells \( H \in \mathcal{H}(S_k) \) which are close to \( \partial S_k \). Let \( S_k' \) be a dyadic ancestor of \( S_k \) of side length \( 4|S_k| \) which contains \( S_k \) in its interior. By the preceding paragraph and Lemma 2.8, it is a.s. the case for each large enough \( k \in \mathbb{N} \), \[ |\phi_0,\infty(H_1) - \phi_0,\infty(H_2)| \leq 16\epsilon|S_k| \text{ for each } H_1, H_2 \in \mathcal{H}(S_k') \] which are not contained in the Euclidean \( \epsilon|S_k'|\text{-neighborhood of } \partial S_k' \). Since \( S_k \subset S_k' \) and \( S_k \) lies at Euclidean distance at least \( \epsilon|S_k'| \) from \( \partial S_k' \), we get that a.s. for each large enough \( k \in \mathbb{N} \), \[ |\phi_0,\infty(H_1) - \phi_0,\infty(H_2)| \leq 16\epsilon|S_k| \text{ for each } H \in \mathcal{H}(S_k). \]

We have

\[ |\phi_0,\infty(H_0)| = |\phi_0(H_0)| = \frac{1}{\text{Area}(H_0)} \left| \int_{H_0} z \, dz \right| \leq \text{diam}(H_0). \]

From this and the preceding paragraph (applied with one of \( H_1 \) or \( H_2 \) equal to \( H_0 \)), we get that a.s. for each each large enough \( k \in \mathbb{N} \), \[ |\phi_\infty(H) - \phi_0(H)| \leq 17\epsilon|S_k| \text{ for each } H_1, H_2 \in \mathcal{H}(S_k) \] which are not contained in the Euclidean \( \epsilon|S_k|\text{-neighborhood of } \partial S_k \). Since \( \epsilon > 0 \) is arbitrary, this implies (2.43).

**Proof of (1.17) of Theorem 1.16.** Lemmas 2.8 and 2.19 together imply that for each \( \epsilon > 0 \), it a.s. holds for large enough \( k \in \mathbb{N} \) that \[ |\phi_\infty(H) - \phi_0(H)| \leq \epsilon|S_k| \text{ for each } H \text{ which intersects one of the four dyadic parents of } S_k. \] Since \( 0 \in S_k \), the union of these four dyadic parents contains \( B_{S_k}(0) \). Since \( |S_k| \to \infty \) as \( k \to \infty \), this implies (1.6).

Although it is not needed in the proof of (1.17), we record here the following lemma which will be used in Section 3.2.

**Lemma 2.20.** The function \( \phi_\infty \) has finite specific Dirichlet energy, i.e.,

\[
\mathbb{E} \left[ \sum_{H \in \mathcal{H}} \frac{c(H_0, H) |\phi_\infty(H)|^2}{\text{Area}(H_0)} \right] < \infty.
\]

**Proof.** By Lemma 2.15 we have \( \mathbb{E}[\text{SE}_{0,\infty}] < \infty \) so we only need to show that

\[
\mathbb{E}[\text{SE}_0] < \infty \quad \text{where} \quad \text{SE}_0 := \sum_{H \in \mathcal{H}} \frac{c(H_0, H) |\phi_0(H) - \phi_0(H_0)|^2}{\text{Area}(H_0)}.
\] (2.48)

To prove (2.48), we use Lemma 2.7 to get that a.s.

\[
\mathbb{E}[\text{SE}_0] = \lim_{k \to \infty} \frac{1}{|S_k|^2} \int_{S_k} \sum_{H \in \mathcal{H}} \frac{c(H_0, H) |\phi_0(H) - \phi_0(H_0)|^2}{\text{Area}(H_0)} \, dz.
\] (2.49)

By breaking up the integral into a sum over the regions \( H \cap S_k \) and applying Lemma 2.9, we find that the integral on the right side of (2.49) is a.s. bounded above by twice the Dirichlet energy of \( \phi_0 \) over the union of the four dyadic parents of \( S_k \) for large enough \( k \in \mathbb{N} \). The bound (2.48) therefore follows from (2.49) combined with Lemmas 2.8 and 2.12. 
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2.5 Random walk on $\mathcal{H}$ is recurrent

In this subsection we will establish the following, which is part of Theorem 1.16 and is a generalization of Theorem 1.7.

Proposition 2.21. In the setting of Theorem 1.16, the simple random walk on $\mathcal{H}$ is a.s. recurrent.

The proof of Proposition 2.21 uses only the results of Section 2.2. By a standard criterion, it suffices to produce a sequence of finite vertex sets $\{V_r\}_{r \in \mathbb{N}} \subset \mathcal{H}$ containing $H_0$, whose union is all of $\mathcal{H}$, with the property that the effective resistance from 0 to $\mathcal{H} \setminus V_r$ tends to $\infty$ as $r \to \infty$. By Dirichlet’s principle (see, e.g., [LP16, Exercise 2.13]), to prove this it suffices to find functions $\Omega \to [0,1]$ which are identically equal to 1 on $\mathcal{H} \setminus V_r$ and vanish at $H_0$ whose discrete Dirichlet energy tends to 0 as $r \to \infty$.

We will construct the sets $V_r$ and the corresponding functions using the dyadic system $\mathcal{D}$. For $k \in \mathbb{Z}$ and $r \in \mathbb{N}_0$, let $B_k(r)$ be the Euclidean ball of side length $2^r |S_k|$ with the same center at $S_k$. For $r \geq 2$, let $\Phi_k(r) : B_k(r) \setminus B_k(1) \to [0,1]$ be the continuous function which equals 0 on $\partial B_k(1)$, equals 1 on $\partial B_k(r)$, and is harmonic on the rest of $B_k(r) \setminus B_k(1)$. That is,

$$\Phi_k(r)(z) = \frac{\log |z - v_k| - \log(2r |S_k|)}{\log(2r - 1)}, \quad \forall z \in B_k(r) \setminus B_k(1),$$

(2.50)

where $v_k$ is the center of $S_k$. Also let $f_k(r) : \Omega \to [0,1]$ be the function which vanishes on $\Omega \setminus \Omega(B_k(1))$, equals 1 on $\Omega \setminus \Omega(B_k(r))$, and for other cells $H \in \Omega(B_k(r) \setminus B_k(1)) \setminus \Omega(\partial(B_k(r) \setminus B_k(1)))$ satisfies $f_k(r)(H) = \Phi_k(r)(z)$ for some (arbitrary) choice of $z \in H \cap (B_k(r) \setminus B_k(1))$. By the discussion just above (applied with $V_r = \Omega(B_k(r))$ for a large random $k_r$), to prove Proposition 2.21, it suffices to establish the following.

Lemma 2.22. There is a deterministic constant $C > 0$ such that for each $r \in \mathbb{N}$, it a.s. holds for large enough $k \in \mathbb{N}$ that

$$\text{Energy}\left(\Phi_k(r); \Omega\right) \leq \frac{C}{r}.$$  

(2.51)

Proof. The proof is an extension of that of Lemma 2.12 with a few extra complications. Each of the balls $B_k(r)$ above is contained in the union of four dyadic ancestors of $S_k$ of side length $2^{r+1} |S_k|$. If therefore follows from Lemma 2.8 combined with Lemmas 2.9 and 2.10, respectively, that there exists a deterministic constant $C_0 > 0$ (independent of $r$) such that a.s. for large enough $k \in \mathbb{N}$,

$$\text{diam}(H) \leq \frac{1}{100} |S_k|, \quad \forall H \in \Omega(B_k(r))$$  

(2.52)

and

$$\frac{1}{2^{2j} |S_k|^2} \sum_{H \in \Omega(B_k(r))} \text{diam}(H)^2 \pi(H) \leq C_0, \quad \forall j \in [1,r] \mathbb{Z}.$$  

(2.53)

Henceforth assume that $k$ is chosen sufficiently large that (2.52) and (2.53) hold.

We first observe that, by direct calculation and since $\log(2^{r-1}) \asymp r$, the function of (2.50) satisfies

$$|\nabla \Phi_k(r)(z)| \preceq \frac{1}{r |z|}.$$  

(2.54)
with a universal implicit constant. Now consider \( j \in [1, r] \mathbb{Z} \) and an edge \( \{H, H'\} \in \mathcal{E} \mathcal{H}(B_k^{(j)} \setminus B_k^{(j-1)}) \).

By the mean value theorem, for appropriate points \( z \in H \) and \( z' \in H' \),

\[
\left| \frac{f_k^{(r)}(H)}{t_k^{(r)}(H)} - \frac{f_k^{(r)}(H')}{t_k^{(r)}(H')} \right| \leq \int_0^1 \left| \nabla g_k^{(r)}(P_{z,z'}(t)) \cdot P_{z,z'}(t) \right| dt
\]  

(2.55)

where \( P_{z,z'}(t) \) denotes a Euclidean path from \( z \) to \( z' \) in \( B_k^{(r)} \setminus B_k^{(1)} \) of minimal Euclidean length.

Since \( P_{z,z'}(t) \) has minimal Euclidean length, it follows that its total length is

\[
\int_0^1 |P_{z,z'}(t)| dt \leq 2(\text{diam}(H) + \text{diam}(H')).
\]

Furthermore, by (2.52) we have \( |P_{z,z'}(t)| \asymp 2^j |S_k| \) for \( t \in [0, 1] \), so by (2.54) \( |\nabla g_k^{(r)}(P_{z,z'}(t))| \asymp r^{-1} 2^{-j} |S_k|^{-1} \). Plugging these estimates into (2.55) gives

\[
\left| \frac{f_k^{(r)}(H)}{t_k^{(r)}(H)} - \frac{f_k^{(r)}(H')}{t_k^{(r)}(H')} \right| \leq \frac{\text{diam}(H) + \text{diam}(H')}{r2^j |S_k|}, \quad \forall \{H, H'\} \in \mathcal{E} \mathcal{H}(B_k^{(j)} \setminus B_k^{(j-1)}).
\]  

(2.56)

Squaring both sides of (2.56), multiplying by \( c(H, H') \), and summing over all such edges \( \{H, H'\} \), then applying (2.53) gives

\[
\text{Energy}\left( \frac{f_k^{(r)}}{t_k^{(r)}}, H_k^{(j)} \mathcal{H}(B_k^{(j)} \setminus B_k^{(j-1)}) \right) \leq \frac{1}{r \cdot 2^j |S_k|^2} \sum_{H \in \mathcal{H}(B_k^{(j)})} \text{diam}(H)^2 \pi(H) \lesssim \frac{1}{r^2}
\]

with a deterministic, \( r \)-independent implicit constant. Summing this over all \( j \in [1, r] \mathbb{Z} \) now yields (2.51) since \( f_k^{(r)} \) is constant on each of the two connected components of \( \mathcal{H} \setminus \mathcal{H}(B_k^{(r)} \setminus B_k^{(1)}) \). \(\square\)

3 Convergence of random walk to Brownian motion

Continue to assume that \( \mathcal{H} \) is a cell configuration satisfying the hypotheses of Theorem 1.16 and \( \mathcal{D} \) is an independent uniform dyadic system. In this section we will show that simple random walk on \( \mathcal{H} \) converges to Brownian motion, thereby completing the proof of Theorem 1.16. To do this, we will show that the image of simple random walk under \( \phi_\infty \) converges to Brownian motion (Proposition 3.5), then apply Theorem 1.6. The proof of this convergence will use the martingale central limit theorem (see Theorem 3.6 for a precise statement of the version we use). In order to prove the necessary quadratic variation convergence conditions, we will need analogs of some of the ergodic theory results in Section 2.2 when we average along the path of the walk instead of over a large square. Such results are established in Section 3.1. We prove Theorem 1.16 in Section 3.2. Sections 3.3 and 3.4, respectively, are devoted to the proof that the rate of convergence in Theorem 1.16 is uniform on compact subsets of \( \mathcal{C} \) (Theorem 3.10) and the proofs of the other variants of our main results.

3.1 Ergodic averages for simple random walk

Let \( Y \) be a two-sided discrete time simple random walk on the graph \( \mathcal{H} \), started at \( Y_0 = H_0 \). In this subsection we will prove an exact resampling property for \( Y \) analogous to Lemma 2.3 (Lemma 3.1) and a corresponding convergence statement for ergodic averages analogous to Lemma 2.7 (Lemma 3.2).

For this purpose we first need to choose a particular continuous-time parameterization \( X \) of \( Y \) with the property that \( X \) spends \( \text{Area}(H)/\pi(H) \) units of time at the cell \( H \) whenever this cell is
agrees in law with \( \hat{H} \) where in the second formula we recall that \( \hat{H} \) is the one which assigns probability proportional to \( \text{Area}(H) / \pi(H) \) to each cell \( H \in \mathcal{H}(\hat{S}_m) \). Equivalently, the stationary distribution of \( \hat{X}^m \) is uniform on \( \hat{S}_m \).

hit (recall that \( \pi(H) \) is as in (1.4)). In order to avoid making 0 a special time we first sample a uniform random variable \( \theta_X \) from \([0, \text{Area}(H_0) / \pi(H_0)]\) and declare that \( n_t = 0 \) and \( X_t = H_0 \) for \( t \in [-\theta_X, \text{Area}(H_0) / \pi(H_0) - \theta_X] \). For \( t \geq \text{Area}(H_0) / \pi(H_0) - \theta_X \), we set

\[
X_t = Y_{n_t} \quad \text{where} \quad n_t := \min \left\{ n \in \mathbb{N} : \sum_{j=0}^{n} \frac{\text{Area}(Y_j)}{\pi(Y_j)} \geq t + \theta_X \right\}
\]

(3.1)

and for \( t \leq -\theta_X \), we define \( n_t \) and \( X_t \) analogously but with \( Y \) run backward, rather than forward, and the sum going from \(-n\) to \(-1\) instead of \(0\) to \(n\).

For \( j \in \mathbb{N} \), let \( \tau_j \) be the \( j \)th smallest time after \( 0 \) at which \( X \) jumps to a new vertex and for \( j \in \mathbb{N}_0 \), let \( \tau_{-j} \) be the \((j+1)\)st largest time before \( 0 \) at which \( X \) jumps to a new vertex (so \( \tau_0 = -\theta \)). Note that \( X_t = Y_{n_t} = X_{\tau_{n_t}} \).

It will be convenient to view \( X_t \) as a process taking values in \( \mathbb{R}^2 \) rather than in \( \mathcal{H} \). Conditional on \( (\mathcal{H}, X) \), sample for each \( j \in \mathbb{Z} \setminus \{0\} \) a point \( \hat{X}_{\tau_j} \) uniformly from Lebesgue measure on the cell \( X_{\tau_j} \) (independently for different cells and different values of \( j \)). Also set \( \hat{X}_0 = 0 \). Define

\[
\hat{X}_t := \hat{X}_{\tau_j}, \quad \forall t \in (\tau_{j-1}, \tau_j] \quad \text{so that} \quad H\hat{X}_t = X_t
\]

(3.2)

where in the second formula we recall that \( H_z \) for \( z \in \mathcal{C} \) denotes the cell containing \( z \).

We will now state and prove a translation invariance property for the walk \( \hat{X} \) analogous to Lemma 2.3. To this end, we let \( \tilde{D} \) be a one-dimensional uniform dyadic system (Remark 2.4), independent from \( (\mathcal{H}, \mathcal{D}, \hat{X}) \), and we let \( \{I_k\}_{k \in \mathbb{Z}} \) be the sequence of intervals in \( \tilde{D} \) which contain the origin. For \( a > 0 \), we let \( \tilde{I}_a \) be the largest interval in \( \tilde{D} \) containing 0 with the property that

\[
\sum_{j \in \mathbb{Z}} |(\tau_{j-1}, \tau_j] \cap \tilde{I}_a| \leq a.
\]

(3.3)

The interval \( \tilde{I}_a \) is the one-dimensional analog of the square \( \hat{S}_m^0 \) from (2.1).

**Lemma 3.1.** The law of \( (\mathcal{H}, \mathcal{D}, \hat{X}, \tilde{D}) \) satisfies the following translation invariance property. Let \( a \geq 0 \) and conditional on everything else, let \( t \) be sampled uniformly from \( \tilde{I}_a \). Then the 4-tuple

\[
(\mathcal{H} - \hat{X}_t, \mathcal{D} - \hat{X}_t, \hat{X}_{-t} - \hat{X}_t, \tilde{D} - t)
\]

agrees in law with \( (\mathcal{H}, \mathcal{D}, \hat{X}, \tilde{D}) \mod a \) global re-scaling, i.e., there is a random \( C > 0 \) such that

\[
(C(\mathcal{H} - \hat{X}_t), C(\mathcal{D} - \hat{X}_t), C(\hat{X}_{-t} - \hat{X}_t), C^2(\tilde{D} - t)) \overset{d}{=} (\mathcal{H}, \mathcal{D}, \hat{X}, \tilde{D}).
\]

(3.4)

(3.5)

**Proof.** We will prove the lemma by considering random walk on \( \mathcal{H}(\hat{S}_m) \) with reflected boundary conditions and sending \( m \to \infty \). Let \( X^m \), \( \hat{X}^m \), and \( \tau_j^m \) be defined in the same manner as \( \hat{X} \) and \( \tau_j \) above except that we start with a simple random walk \( Y^m \) on \( \mathcal{H}(\hat{S}_m) \) (with reflected boundary conditions) started from \( H_0 \) instead of a simple random walk on \( \mathcal{H} \) started from \( H_0 \); we replace \( \text{Area}(Y_j) / \pi(Y_j) \) by \( \text{Area}(Y_j \cap \hat{S}_m) / \pi(\hat{S}_m) (Y_j^m) \) in (3.1), where \( \pi(\hat{S}_m)(H) \) is the sum of the conductances of the edges adjacent to \( H \) in \( \mathcal{H}(\hat{S}_m) \); and we sample the points \( \hat{X}_{\tau_j^m}^m \) from \( X_{\tau_j^m}^m \cap \hat{S}_m \) instead of from \( X_{\tau_j} \). It is easily seen that, conditional on \( (\mathcal{H}, \mathcal{D}) \), the stationary distribution for \( X^m \) is the one which assigns probability proportional to \( \text{Area}(H \cap \hat{S}_m) \) to each cell \( H \in \mathcal{H}(\hat{S}_m) \).
As \( t \to \infty \) or \( t \to -\infty \), the conditional distribution of \( \tilde{X}^m_T \) given \( (\mathcal{H}, \mathcal{D}) \) converges in the total variation sense to the stationary distribution. Consequently, if we let \( t_T \) be sampled uniformly from Lebesgue measure on \([-T, T]\) (independently from everything else), then as \( T \to \infty \) the conditional distribution of \( \tilde{X}^m_T \) given \( (\mathcal{H}, \mathcal{D}) \) converges in the total variation sense to the uniform measure on \( \tilde{S}_m \). Hence, as \( T \to \infty \) the joint law of

\[
(\mathcal{H}, \mathcal{D}, \tilde{X}^m_T, \hat{X}^m_{+t_T},)
\]

converges in the total variation sense to the law of the 4-tuple consisting of \( \mathcal{H}, \mathcal{D} \), a point \( z \) sampled uniformly from Lebesgue measure on \( \tilde{S}_m \), and the walk \( \hat{X}^m_z \) which is defined in the same manner as \( \hat{X}^m \) but with \( \hat{X}^m_0 = z \).

By Lemma 2.3, there is a random \( C > 0 \) such that with \( z \) as above,

\[
\left( C(\mathcal{H} - z), C(\mathcal{D} - z), C(\hat{X}^m_{z/c^2} - z) \right) \overset{d}{=} (\mathcal{H}, \mathcal{D}, \hat{X}^m).
\] (3.6)

Note that to get the scaling of the time parametrization of \( \hat{X}^m_{z/c^2} \), we use that replacing \( \mathcal{H} \) by \( C \mathcal{H} \) for \( C > 0 \) scales areas of cells by \( C^2 \), which in turn scales the time parameterization of \( \hat{X}^m_{z/c^2} \) by \( 1/C^2 \).

From (3.6) and the above total variation convergence, we infer that there are random variables \( C_T > 0 \) such that

\[
\left( C_T(\mathcal{H} - \tilde{X}^m_T), C_T(\mathcal{D} - \tilde{X}^m_T), C_T(\hat{X}^m_{z/c^2_T + t_T} - \tilde{X}^m_T) \right) \to (\mathcal{H}, \mathcal{D}, \hat{X}^m)
\]

in the total variation sense. By the one-dimensional analog of Lemma 2.1, for each \( T > 0 \) the dyadic system \( C_T^2(\mathcal{D} - t_T) \) is a uniform dyadic system independent from \( (\mathcal{H}, \mathcal{D}, \hat{X}^m, t_T) \). Therefore, we have the total variation convergence

\[
\left( C_T(\mathcal{H} - \tilde{X}^m_T), C_T(\mathcal{D} - \tilde{X}^m_T), C_T(\hat{X}^m_{/c^2_T + t_T} - \tilde{X}^m_T), C_T^2(\mathcal{D} - t_T) \right) \to (\mathcal{H}, \mathcal{D}, \hat{X}^m, \mathcal{D}).
\] (3.7)

The next several paragraphs of the proofs are similar to the proof that Condition 2 \( \Rightarrow \) Condition 5 in Appendix B. Let \( \hat{I}^r_a \) be the largest interval of \( \mathcal{D} \) containing \( t_T \) for which \( \sum_{j \in \mathbb{Z}} |[\tau_{j-1}, \tau_j] \cap \hat{I}^r_a| \leq a \) (i.e., the analog of \( \hat{I}_a \) with \( t_T \) in place of \( 0 \)). We claim that

\[
\lim_{T \to \infty} \mathbb{P} \left[ \hat{I}^r_a \subset [-T, T] \right] = 1.
\] (3.8)

Indeed, from (3.7) the law of the random interval \( C_T^2(\hat{I}^r_a - t_T) \) converges in the total variation sense to the law of \( \hat{I}_a \), so \( C_T^2 |\hat{I}^r_a| \) is a tight random variable. On the other hand, \( C_T(\tilde{S}_m - \hat{X}^m_{t_T}) \rightarrow \tilde{S}_m \) in the total variation sense, and \( \hat{X}^m_{t_T} \subset \hat{S}_m \). From this, we get that \( C_T \) and \( C_T^{-1} \) are tight random variables. Therefore, \( |\hat{I}^r_a| \) is a tight random variable. Since \( t_T \) is sampled uniformly from \([-T, T]\), the probability that \( |t_T| \geq T - r \) goes to zero as \( T \to \infty \) for any fixed \( r > 0 \). From this and the tightness of \( |\hat{I}^r_a| \), we obtain (3.8).

On the event \( \{ \hat{I}^r_a \subset [-T, T] \} \), the conditional law of \( t_T \) given \( (\mathcal{H}, \mathcal{D}, \hat{X}^m, \hat{I}^r_a) \) is uniform on \( \hat{I}^r_a \). From (3.8), we get that as \( T \to \infty \), the total variation distance between the conditional law of \( t_T \) given \( (\mathcal{H}, \mathcal{D}, \hat{X}^m, \hat{I}^r_a) \) and the uniform measure on \( \hat{I}^r_a \) tends to zero as \( T \to \infty \). By this and (3.7), if we condition on \( (\mathcal{H}, \mathcal{D}, \hat{X}^m, t_T) \) and sample \( t_T \) uniformly from \( \hat{I}^r_a \), then the total variation convergence (3.7) holds with \( t_T \) in place of \( t_T \) and possibly different scaling factors \( C_T > 0 \) in place of \( C_T \).
On the other hand, the interval \( C_T(\tilde{I}_a^T - t_T) \) is determined by the left 4-tuple in (3.7) in the same manner that \( \tilde{I}_a \) is determined by the right 4-tuple in (3.7). Consequently, we have the total variation convergence
\[
\left( C_T(\mathcal{H} - \tilde{X}_t^m), C_T(\mathcal{D} - \tilde{X}_t^m), C_T(\tilde{X}_{t/C_2+t_T}^m - \tilde{X}_t^m), C_T^2(\tilde{D} - t_T), C_T^2(t_T - t_T) \right) \to (\mathcal{H}, \mathcal{D}, \tilde{X}_m^m, \tilde{D}, t)
\] (3.9)
where \( t \) is sampled uniformly from \( \tilde{I}_a \). In particular, we have the total variation convergence
\[
\left( C_T(\mathcal{H} - \tilde{X}_t^m), C_T(\mathcal{D} - \tilde{X}_t^m), C_T(\tilde{X}_{t/C_2+t_T}^m - \tilde{X}_t^m), C_T^2(\tilde{D} - t_T) \right)
\to (\mathcal{H} - \tilde{X}_t^m, \mathcal{D} - \tilde{X}_t^m, \tilde{X}_{t+t}^m - \tilde{X}_t^m, \tilde{D} - t).
\] (3.10)
From this and the analog of (3.7) with \( t_T' \) in place of \( t_T \), we obtain (3.5) with \( \tilde{X}^m \) instead of \( \tilde{X} \). We now conclude by sending \( m \to \infty \). \( \square \)

Next we will prove an analog of Lemma 2.7 for averages along segments of the walk \( \tilde{X} \).

**Lemma 3.2.** Let \( F = F(\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{D}) \) be a real-valued measurable function of \( (\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{D}) \) which is invariant under global re-scaling in the sense that
\[
F(CH, CD, C\tilde{X}_{/C^2}, C^2\tilde{D}) = F(\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{D})
\] (3.11)
for each \( C > 0 \). For \( t \in \mathbb{R} \), let \( F_t \) denote \( F \) applied to the shifted 4-tuple of (3.4). If either \( \mathbb{E}[|F|] < \infty \) or \( F \geq 0 \) a.s., then a.s.
\[
\lim_{a \to \infty} \frac{1}{|\tilde{I}_a|} \int_{\tilde{I}_a} F_t \, dt = \mathbb{E}[F].
\] (3.12)

**Proof.** We start out as in the proof of Lemma 2.7. Throughout the proof we assume that \( \mathbb{E}[|F|] < \infty \) (the case \( F \geq 0 \) and \( \mathbb{E}[F] = \infty \) is treated exactly as in Lemma 2.7). By analogy with Definition 2.5, for \( a \geq 0 \) let \( \tilde{F}_a \) be the \( \sigma \)-algebra generated by the measurable functions of \( (\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{D}) \) whose values are unchanged if we replace \( (\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{D}) \) by the 4-tuple in (3.4) for any \( t \in \tilde{I}_a \) and then apply a global re-scaling to the function as in (3.11). By Lemma 3.1,
\[
\frac{1}{|\tilde{I}_a|} \int_{\tilde{I}_a} F_t \, dt = \mathbb{E}[F | \tilde{F}_a].
\]
By the backward martingale convergence theorem, the limit in (3.12) exists a.s. and in \( L^1 \). Call the limiting random variable \( A = A(\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{D}) \). We need to show that \( A \) is equal to a deterministic constant a.s.

The random variable \( A \) is \( \int_{a>0} \tilde{F}_a \)-measurable, so by the definition of \( \tilde{F}_a \) and since \( \bigcup_{a>0} \tilde{I}_a = \mathbb{R} \), a.s.
\[
A(CH - \tilde{X}_t, CD - \tilde{X}_t, C(\tilde{X}_{t/C^2+t} - \tilde{X}_t), C^2(\tilde{D} - t)) = A(\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{D})
\] (3.13)
for all \( C > 0 \) and all \( t \in \mathbb{R} \).

Recall from Proposition 2.21 that a.s. the random walk on \( \mathcal{H} \) is recurrent. If we condition on \( (\mathcal{H}, \mathcal{D}, \tilde{D}) \), then the excursions of the walk \( X \) away from \( X_0 \) are i.i.d. random variables. Under this conditional law, \( A \) belongs to the tail \( \sigma \)-algebra for these random variables and the independent uniform random points of the cells of \( \mathcal{H} \) which we used to define \( \tilde{X}_t \). By the Kolmogorov zero-one law, \( A \) is a.s. determined by \( (\mathcal{H}, \mathcal{D}, \tilde{D}) \). By a slight abuse of notation, we now write \( A = A(\mathcal{H}, \mathcal{D}, \tilde{D}) \).
We will now argue that $A$ is a.s. determined by $\bar{D}$. To this end, let
\[
\bar{A}(\mathcal{H}, \mathcal{D}) := \int A(\mathcal{H}, \mathcal{D}, \bar{D}) d\bar{m}(\bar{D})
\]
where $\bar{m}$ is the law of $\bar{D}$. If $C \geq 0$ and $t \in \mathbb{R}$ are random and independent from $\bar{D}$, but allowed to depend on $(\mathcal{H}, \mathcal{D})$, then since $\bar{D}$ is independent from $(\mathcal{H}, \mathcal{D})$ and by the one-dimensional analog of Lemma 2.1, $C^2(\bar{D} - t)$ is a uniform dyadic system independent from $(\mathcal{H}, \mathcal{D})$. By this and (3.13),
\[
\bar{A}(C(\mathcal{H} - \bar{X}_t), C(\mathcal{D} - \bar{X}_t)) = \int A(C(\mathcal{H} - \bar{X}_t), C(\mathcal{D} - \bar{X}_t), \mathcal{D}) \, d\bar{m}(\bar{D})
\]
\[
= \int A(C(\mathcal{H} - \tilde{X}_t), C(\mathcal{D} - \tilde{X}_t), C^2(\bar{D} - t)) \, d\bar{m}(\bar{D})
\]
\[
= \bar{A}(\mathcal{H}, \mathcal{D}).
\]  
(3.14)

Now let $R > 0$ be random and independent from $\bar{D}$, but allowed to depend on $(\mathcal{H}, \mathcal{D})$. Since the random walk on $\mathcal{H}$ is recurrent and $\mathcal{H}$ is connected, it is a.s. the case that for large enough $t > 0$ (depending on $(\mathcal{H}, \mathcal{D}, R)$), the Lebesgue measure on $B_R(0)$ is absolutely continuous with respect to the conditional law of $\tilde{X}_t$ given $(\mathcal{H}, \mathcal{D})$. From this and (3.14), we get that if $C > 0$ is random and independent from $\bar{D}$, but allowed to depend on $(\mathcal{H}, \mathcal{D})$, then for Lebesgue-a.e. $z \in \mathbb{C}$,
\[
\bar{A}(C(\mathcal{H} - z), C(\mathcal{D} - z)) = \bar{A}(\mathcal{H}, \mathcal{D}).
\]  
(3.15)

If $w$ is a point in the origin-containing cell $H_0$, then the definition of $\tilde{X}$ implies that we can couple the process $\tilde{X}_t$ with the analogous process $\tilde{X}_t'$ defined with $(\mathcal{H} - w, \mathcal{D} - w)$ in place of $(\mathcal{H}, \mathcal{D})$ in such a way that the following is true. The associated discrete time walks $Y$ and $Y'$ satisfy $Y'_j = Y'_j - w$ for all $j \in \mathbb{Z}$. Moreover, we have $\tilde{X}_{t+s} = \tilde{X}_{t+s'} - w$ for all $t \geq 0$, where $s$ and $s'$ are the first times that $\tilde{X}$ and $\tilde{X}'$ respectively jump away from the origin-containing cell; and an analogous relation holds for negative times. Since $A$ is the limit of $\frac{1}{|I_a|} \int_{I_a} F_t \, dt$ as $t \to \infty$, we infer that the value of $A$, and hence also the value of $\bar{A}$, is unaffected if we replace $(\mathcal{H}, \mathcal{D})$ by $(\mathcal{H} - w, \mathcal{D} - w)$. From this and the fact that the boundaries of the cells of $\mathcal{H}$ have zero Lebesgue measure, we see that the fact that (3.15) holds a.s. for Lebesgue-a.e. $z$ implies that it in fact holds a.s. for every choice of $z$.

By (3.15) and Lemma 2.6, $\bar{A}$ is a.s. equal to a deterministic constant, so $A$ is a.s. determined by $\bar{D}$. By (3.13), the value of $A$ is unaffected if we replace $\bar{D}$ by $C(\bar{D} - t)$ for any $C > 0$ and $t \in \mathbb{R}$. The same argument as at the end of Lemma 2.6 now shows that $A$ is equal to a deterministic constant a.s.

To end this subsection, we record analogs of some of the lemmas from Section 2.2 in the setting of Lemma 3.2. We start with a lemma which allows us to prove statements for intervals of $\bar{D}$ which do not contain the origin, analogous to Lemma 2.8.

**Lemma 3.3.** Let $E(S) = E(S, \mathcal{H})$ be an event depending on an interval $I \subset \mathbb{R}$ and the 4-tuple $(\mathcal{H}, \mathcal{D}, \tilde{X}, \bar{D})$ of Lemma 3.2. Suppose that a.s. $E(I_k)$ occurs for each large enough $k \in \mathbb{N}$. Then for each $l \in \mathbb{N}$, it is a.s. the case that for large enough $k \in \mathbb{N}$, $E(I)$ occurs for each dyadic ancestor $I$ of $I_k$ of length at most $2^l|I_k|$ and each dyadic descendant $I$ of $I_k$ of length at least $2^{-l}|I_k|$.

**Proof.** This follows from exactly the same argument to use to prove Lemma 2.8.

Similarly to Lemma 2.9, we also find that the maximum size of the intervals $[\tau_{j-1}, \tau_j]$ (on which $X$ is constant) which intersect $I_k$ is a.s. $o_k(|I_k|)$.
Lemma 3.4. Almost surely, for each $\epsilon \in (0, 1)$ it holds for large enough $k \in \mathbb{N}$ that

$$
\tau_j - \tau_{j-1} \leq \epsilon |I_k|, \quad \forall j \in \mathbb{N} \quad \text{with} \quad [\tau_{j-1}, \tau_j] \cap I_k \neq \emptyset.
$$

Proof. We set

$$
\widetilde{K}_\epsilon = \min\{k \in \mathbb{N}_0 : \tau_1 - \tau_0 \leq \epsilon |I_k|\}
$$

then argue exactly as in the proof of Lemma 2.9, with Lemma 3.2 used in place of Lemma 2.7. \qed

3.2 Proof of Theorem 1.16

Continue to assume we are in the setting of Section 3.1, so that $\{Y_j\}_{j \in \mathbb{Z}}$ is a two-sided simply random walk on $\mathcal{H}$ started from $Y_0 = 0$ and $X_t = Y_{nt}$ is obtained by re-parameterizing $Y$ so that it spends $\text{Area}(H)/\pi(H)$ units of time at each cell $H$ that it hits. In this subsection we will prove the following proposition, then use it in conjunction with (1.17) (which was established in Section 2.4) to conclude the proof of Theorem 1.16.

Proposition 3.5. There is a deterministic covariance matrix $\Sigma$ such that a.s. as $\epsilon \to 0$, the conditional law given $(\mathcal{H}, \mathcal{D})$ of $t \mapsto \epsilon \phi_\infty(X_t)$ converges weakly to the law of Brownian motion with covariance matrix $\Sigma$ started from 0, with respect to the local uniform topology.

Since $\phi_\infty$ is discrete harmonic and by the optional stopping theorem, the process $t \mapsto \phi_\infty(X_t)$ is a local martingale. We can therefore prove Proposition 3.5 using the martingale functional central limit theorem. In particular, we will use the following theorem, which is proven in [Reb77] (see [Hel82, Theorem 5.1(a)] for a statement in English).

Theorem 3.6 ([Reb77]). Let $\{(M_n, \mathcal{F}_n)\}_{n \in \mathbb{N}}$ be continuous-time real-valued local martingales, not necessarily continuous. For $t \geq 0$, let $\Delta M_n(t) := M_n(t) - M_n(t^-)$ be the jump of $M_n$ at time $t$ and for $\delta > 0$, let

$$
\sigma^\delta[M_n](t) := \sum_{s \leq t} \Delta M_n(s)^2 \mathbf{1}_{\{\Delta M_n(s) \geq \delta\}}.
$$

Also let $\bar{\sigma}^\delta[M_n](t)$ be the compensator in the Doob-Meyer decomposition of $\sigma^\delta[M_n]$, so that $\sigma^\delta[M_n] - \bar{\sigma}^\delta[M_n]$ is a local martingale. Suppose that we have the following convergence in probability for each $t \geq 0$:

$$
\lim_{n \to \infty} \langle M_n \rangle_t = t \quad \text{and} \quad \lim_{n \to \infty} \bar{\sigma}^\delta[M_n](t) = 0 \quad \forall \delta > 0,
$$

where $\langle M_n \rangle$ denotes the quadratic variation. Then $M_n$ converges in law to standard linear Brownian motion in the local uniform topology.

We will apply Theorem 3.6 to the one-dimensional projections $v \cdot (\epsilon \phi_\infty(X_t))$ for unit vectors $v \in \mathbb{R}^2$, then use the Cramér-Wold theorem. We first check the condition concerning the convergence of quadratic variations. For a unit vector $v \in \mathbb{R}^2$, let

$$
V^*_t := \langle v \cdot \phi_\infty(X), v \cdot \phi_\infty(X) \rangle_t = \sum_{j=1}^{n_t} \langle v \cdot (\phi_\infty(Y_j) - \phi_\infty(Y_{j-1})) \rangle^2.
$$

Also set

$$
c_v := \mathbb{E}\left[ \frac{\pi(H_0)}{\text{Area}(H_0)} (v \cdot \phi_\infty(Y_1))^2 \right].
$$

Lemma 3.7. For each unit vector $v$, one has $0 < c_v < \infty$.
Proof. One obtains $c_\nu < \infty$ by first taking a conditional expectation given $(\mathcal{H}, \mathcal{D})$ in (3.17) then applying Lemma 2.20. If $c_\nu$ were equal to zero for some $\nu$, then one would have $\nu \cdot \phi_\infty(Y_1) = 0$ a.s. This together with Lemma 3.1 would then show that a.s. $\nu \cdot (\phi_\infty(Y_j) - \phi_\infty(Y_{j-1})) = 0$ for every $j$. Since $\mathcal{H}$ is connected and $Y$ is recurrent, this means that a.s. the range of $\phi_\infty$ is contained in a straight line orthogonal to $\nu$, which is impossible by Proposition 2.11.

Lemma 3.8. For each fixed unit vector $\nu \in \mathbb{R}^2$, a.s.

$$\lim_{T \to \infty} \frac{1}{T} V_T^\nu = c_\nu. \quad (3.18)$$

Proof. For $t \in \mathbb{R}$, let

$$F_t := \frac{\pi(X_t)}{\text{Area}(X_t)} (\nu \cdot (\phi_\infty(Y_{n+1}) - \phi_\infty(Y_n)))^2. \quad (3.20)$$

Then $F_0$ is scale invariant in the sense of Lemma 3.2, so we can apply that lemma to find that a.s.

$$\lim_{k \to \infty} \frac{1}{|I_k|} \int_{I_k} F_t \, dt = c_\nu, \quad (3.21)$$

where here we recall that the $I_k$’s are the intervals containing 0 in the one-dimensional dyadic system $\mathcal{D}$. Furthermore, by Lemma 3.4 it is a.s. the case that the maximal length of the intervals $[\tau_{j-1}, \tau_j]$ on which $X$ is constant which intersect $I_k$ is $o(|I_k|)$.

To obtain (3.18), we need to transfer from the random interval $I_k$ to an interval of the form $[0, T]$ for fixed $T > 0$. We will do this by approximating $[0, T]$ by a union of small intervals $I$ for which (3.21) holds with $I$ in place of $I_k$. To this end, fix $l \in \mathbb{N}$ (which we will eventually send to $\infty$). By (3.21) and two applications of Lemma 3.3, it is a.s. the case that for large enough $k \in \mathbb{N}$,

$$\left| \frac{1}{|I|} \int_{I} F_t \, dt - c_\nu \right| \leq 2^{-2l} \quad \text{and} \quad \tau_{n_l} - \tau_{n_{l-1}} \leq 2^{-2l}|I_k|, \quad \forall t \in I \quad (3.22)$$

for each interval $I$ which is a dyadic descendant of either of the two dyadic parents of $I_k$ and which has side length $2^{-l}|I_k|$. Note that the union of these intervals contains $[-|I_k|, |I_k|]$.

Give $T > 0$, let $k_T \in \mathbb{N}$ be chosen so that $T \in [|I_{k_T}|/4, |I_{k_T}|/2]$. Let $\mathcal{I}_T$ (resp. $\mathcal{I}_T$) be the union of those intervals $I$ of the form described just after (3.21) which are contained in $[0, T]$ (resp. which either intersect $[0, T]$ or share an endpoint with such an interval which intersects $[0, T]$). Note that the intervals $I$ contained in $\mathcal{I}_T$ intersect only along their endpoints, $\mathcal{I}_T \subset [0, T] \subset \mathcal{I}_T$, and $\mathcal{I}_T \setminus \mathcal{I}_T$ is a union of at most four such intervals $I$.

The second inequality in (3.22) implies that a.s. for each large enough $T > 0$, the intervals $[\tau_0, \tau_1]$ and $[\tau_{n_T}, \tau_{n_T+1}]$ which contain the endpoints of $[0, T]$ are contained in $\mathcal{I}_T$. Recalling that $\tau_j - \tau_{j-1} = \text{Area}(Y_j)/\pi(Y_j)$ and the definition 3.16 of $V_T^\nu$, we can break integrals up into sums over intervals of the form $[\tau_{j-1}, \tau_j]$ to find that

$$\int_{\mathcal{I}_T} F_t \, dt \leq V_T^\nu \leq \int_{\mathcal{I}_T} F_t \, dt. \quad (3.23)$$

By summing the first estimate in (3.22) over those intervals $I$ which are contained in each of $\mathcal{I}_T$ and $\mathcal{I}_T$ (there are at most $2^{l+1}$ such intervals), we find that a.s. for large enough $T > 0$,

$$\frac{1}{|I_T|} \int_{I_T} F_t \, dt \geq c_\nu - O_l(2^{-l}) \quad \text{and} \quad \frac{1}{|I_T|} \int_{I_T} F_t \, dt \leq c_\nu + O_l(2^{-l}), \quad (3.24)$$

with the rate of the $O_l(2^{-l})$ depending only on $c_{0.0}$. Since the lengths of $\mathcal{I}_T$, $[0, T]$, and $\mathcal{I}_T$ each differ by at most $2^{-l+2}|I_k| \leq 2^{-l+4}T$, we can plug (3.24) into (3.23) and send $l \to \infty$ to obtain (3.18). \qed
We next need to check the condition on $\bar{s}_\delta[M_n]$ from Theorem 3.6. This will be accomplished using the following lemma.

**Lemma 3.9.** Fix a unit vector $v \in \mathbb{R}^2$. For $j \in \mathbb{Z}$ and $r > 0$, let

$$
\Delta_j^r := (v \cdot (\phi_\infty(Y_j) - \phi_\infty(Y_{j-1})))^2 1_{(|v \cdot (\phi_\infty(Y_j) - \phi_\infty(Y_{j-1}))| \geq r)}
$$

(3.24)

and

$$
\bar{\Delta}_j^r := \mathbb{E} [\Delta_j^r | \mathcal{H}, \mathcal{D}, Y|(-\infty,j-1)]
$$

$$
= \frac{1}{\pi(Y_{j-1})} \sum_{H \in \mathcal{H}_{Y_{j-1}}} c(Y_{j-1},H)(v \cdot (\phi_\infty(H) - \phi_\infty(Y_{j-1})))^2 1_{(|v \cdot (\phi_\infty(H) - \phi_\infty(Y_{j-1}))| \geq r)}.
$$

(3.25)

Almost surely, for each $\delta > 0$,

$$
\lim_{T \to \infty} \frac{1}{T} \sum_{j=1}^{nT} \Delta_j^\delta T^{1/2} = \lim_{T \to \infty} \sum_{j=1}^{nT} \bar{\Delta}_j^\delta T^{1/2} = 0.
$$

(3.26)

*Proof.* We will prove that the second limit in (3.26) is a.s. equal to 0, then comment on the adaptations needed to treat the first limit. For $a \geq 0$, let $\tilde{I}_a \in \tilde{\mathcal{D}}$ be as in (3.3) and let

$$
\bar{F}_a := \frac{\pi(H_0)}{\text{Area}(H_0)} \bar{\Delta}_1^{\delta |\tilde{I}_a|^{1/2}} = \frac{1}{\text{Area}(H_0)} \sum_{H \in \mathcal{H}_{H_0}} c(H_0,H)(v \cdot \phi_\infty(H))^2 1_{(|v \cdot \phi_\infty(H)| \geq \delta |\tilde{I}_a|^{1/2})},
$$

(3.27)

where here we set $|\tilde{I}_0| = 0$, so that the indicator is identically equal to 1 in this case. By Lemma 2.20, we have $\mathbb{E}[\bar{F}_0] < \infty$. Since a.s. $|\tilde{I}_a| \to \infty$ as $a \to \infty$, for each $\alpha > 0$ there is a deterministic $a_* = a_*(\delta, \alpha) > 0$ such that $\mathbb{E}[\bar{F}_{a_*}] \leq \alpha$. The random variable $\bar{F}_{a_*}$ is a scale-invariant functional of $(\mathcal{H}, \mathcal{D}, \tilde{X}, \tilde{\mathcal{D}})$ in the sense of Lemma 3.2 (note that spatially scaling by $C$ scales the time parameterization of $X$ by $1/C^2$, and hence the length of $\tilde{I}_a$ by $C^2$). Therefore, Lemma 3.2 applied to this random variable implies that a.s.

$$
\limsup_{a \to \infty} \frac{1}{|\tilde{I}_a|} \int_{\tilde{I}_a} \sum_{H \in \mathcal{H}_{X_t}} \frac{c(H,X_t)}{\text{Area}(H)} (v \cdot (\phi_\infty(H) - \phi_\infty(X_t)))^2 1_{(|v \cdot (\phi_\infty(H) - \phi_\infty(X_t))| \geq \delta |\tilde{I}_a|^{1/2})} dt \leq \alpha.
$$

Breaking up the integral into a sum over intervals of the form $[\tau_{j-1}, \tau_j]$ which are contained in $\tilde{I}_a$ and noting that each such interval has length $\text{Area}(Y_{j-1})/\pi(Y_{j-1})$, we get that a.s.

$$
\limsup_{a \to \infty} \frac{1}{|\tilde{I}_a|} \sum_{j: [\tau_{j-1}, \tau_j] \subset \tilde{I}_a} \bar{\Delta}_j^{\delta |\tilde{I}_a|^{1/2}} \leq \alpha.
$$

By Lemma 3.3, the same is true with $\tilde{I}_a$ replaced by the union of the dyadic parents of $\tilde{I}_a$, which in turn contains $[0,|\tilde{I}_a|]$. Combining this with Lemma 3.4 (to deal with the intervals containing 0 and $T$) and sending $\alpha \to 0$ shows that the second limit in (3.26) is 0.

To treat the first limit in (3.26), we apply the same argument as above with the random variable $\bar{F}_a$ from (3.27) replaced by $F_a := \frac{\pi(H_0)}{\text{Area}(H_0)} \Delta_1^{\delta |\tilde{I}_a|^{1/2}}$. We note that $\mathbb{E}[\bar{F}_0]$ can be seen to be finite by first taking a conditional expectation given $(\mathcal{H}, \mathcal{D})$, then applying Lemma 2.20. \(\square\)
Proof of Proposition 3.5. Fix a unit vector $\mathbf{v} \in \mathbb{R}^2$. We will check the hypotheses of Theorem 3.6 under the conditional law given $(\mathcal{H}, \mathcal{D})$ for the local martingales

$$M^\mathbf{v}_\epsilon(t) := \epsilon (\mathbf{v} \cdot \phi_\infty(X_{t/\epsilon^2})).$$

Note that $M^\mathbf{v}_\epsilon$ is a martingale under the conditional law given $(\mathcal{H}, \mathcal{D})$ since $\phi_\infty$ is discrete harmonic.

Lemma 3.8 shows that for each $t \geq 0$, a.s.

$$\lim_{\epsilon \to 0} \langle M^\mathbf{v}_\epsilon, M^\mathbf{v}_\epsilon \rangle_t = \lim_{\epsilon \to 0} \epsilon^2 V^\mathbf{v}_t/\epsilon^2 = c_\mathbf{v} t.$$

Furthermore, in the notation of Theorem 3.6 and Lemma 3.9 we have

$$\sigma_\delta[M^\mathbf{v}_\epsilon](t) = \epsilon^2 \sum_{j=1}^{n_{t/\epsilon^2}} \Delta_\delta^{j/\epsilon},$$

so by the discrete Doob decomposition and the optional stopping theorem, the compensator is given by

$$\tilde{\sigma}_\delta[M^\mathbf{v}_\epsilon](t) = \epsilon^2 \sum_{j=1}^{n_{t/\epsilon^2}} \tilde{\Delta}_\delta^{j/\epsilon}.$$ 

Therefore, Lemma 3.9 shows that a.s. $\lim_{\epsilon \to 0} \tilde{\sigma}_\delta[M^\mathbf{v}_\epsilon](t) = 0$ for each $t \geq 0$.

Hence, we can apply Theorem 3.6 to find that for each fixed unit vector $\mathbf{v} \in \mathbb{R}^2$, a.s. the conditional distribution given $(\mathcal{H}, \mathcal{D})$ of $M^\mathbf{v}_\epsilon$ converges in law as $\epsilon \to 0$ to standard linear Brownian motion with quadratic variation $c_\mathbf{v} dt$. Almost surely, this holds for Lebesgue-a.e. choice of $\mathbf{v}$ simultaneously. By the Cramér-Wold theorem and (3.17), we obtain the proposition statement for an appropriate choice of covariance matrix $\Sigma$. This covariance matrix is positive definite since each $c_\mathbf{v}$ is positive (Lemma 3.7).

Proof of Theorem 1.16. Combine Proposition 3.5 with Proposition 2.21 and (1.17) (which has already been proven).

3.3 Convergence is uniform in the starting point

In this subsection we prove a straightforward extension of Theorem 1.16 which shows that in fact random walk on $\epsilon \mathcal{H}$ converges to Brownian motion modulo time parameterization uniformly over all choices of starting point in a compact subset of $\mathbb{C}$. This result is needed in [GMS21].

Theorem 3.10. For $z \in \mathbb{C}$, let $Y^z$ denote the simple random walk on $\mathcal{H}$ started from $H_z$. For $j \in \mathbb{N}_0$, let $\hat{Y}^z_j$ be an arbitrarily chosen point of the cell $Y^z_j$ and extend $\hat{Y}^z$ from $\mathbb{N}_0$ to $[0, \infty)$ by piecewise linear interpolation. Let $\Sigma$ be the covariance matrix from Theorem 1.16. For each fixed compact set $A \subset \mathbb{C}$, it is a.s. the case that as $\epsilon \to 0$, the maximum over all $z \in A$ of the Prokhorov distance between the conditional law of $\epsilon \hat{Y}^{z/\epsilon}$ given $\mathcal{H}$ and the law of Brownian motion started from $z$ with covariance matrix $\Sigma$, with respect to the topology on curves modulo time parameterization (recall (1.8)), tends to 0.

An important consequence of Theorem 3.10 is the convergence of discrete harmonic functions to their continuous counterparts. In the statement of the following corollary and in the rest of this subsection, when we refer to “Euclidean harmonic” functions we mean functions which are harmonic with respect to the Brownian motion with covariance matrix $\Sigma$, rather than the standard two-dimensional Brownian motion.
Corollary 3.11. Let $D \subset \mathbb{C}$ be an open domain bounded by a Jordan curve, let $\mathfrak{f} : \overline{D} \to \mathbb{R}$ be Euclidean harmonic on $D$ and continuous on $\overline{D}$, and for $\epsilon > 0$ let $\mathfrak{f}^\epsilon : \mathcal{H}(\epsilon^{-1}D) \to \mathbb{R}$ be discrete harmonic on $\mathcal{H}(\epsilon^{-1}D) \setminus \mathcal{H}(\epsilon^{-1}\partial D)$ with boundary data chosen so that for $H \in \mathcal{H}(\epsilon^{-1}D)$, $\mathfrak{f}^\epsilon(H) = \mathfrak{f}(z)$ for some (arbitrary) $z \in H \cap \overline{D}$. View $\mathfrak{f}^\epsilon$ as a function on $\epsilon^{-1}D$ which is constant on each cell. Then a.s. $\mathfrak{f}^\epsilon(\epsilon^{-1}) \to \mathfrak{f}$ uniformly as $\epsilon \to 0$.

Theorem 3.10 will be extracted from Theorem 1.16 by using the re-sampling property of Lemma 2.3 to get uniform convergence of random walk started from a large (but finite) number of points to Brownian motion, then using continuity considerations to transfer to uniform convergence at all points simultaneously. The following lemma is needed to compare the random walks started from two nearby points.

Lemma 3.12. Let $G$ be a connected graph and let $A \subset V(G)$ be a set such that the simple random walk started from any vertex of $G$ a.s. hits $A$ in finite time. For $x \in V(G)$, let $X^x$ be the simple random walk started from $x$ and let $\tau^x$ be the first time $X^x$ hits $A$. For $x, y \in V(G) \setminus A$,

$$d_{TV}(X^x_{[0, \tau^x]}, X^y_{[0, \tau^y]}) \leq 1 - \mathbb{P}[X^x \text{ disconnects } y \text{ from } A \text{ before time } \tau^x],$$

(3.28)

where $d_{TV}$ denotes the total variation distance.

Proof. The lemma is a consequence of Wilson’s algorithm. Let $T$ be the uniform spanning tree of $G$ with all of the vertices of $A$ wired to a single point. For $x \in V(G)$, let $L^x$ be the unique path in $T$ from $x$ to $A$. For a path $P$ in $G$, write $\text{LE}(P)$ for its chronological loop erasure. By Wilson’s algorithm [Wil96], we can generate the union $L^x \cup L^y$ in the following manner.

1. Run $X^y$ until time $\tau^y$ and generate the loop erasure $\text{LE}(X^y_{[0, \tau^y]})$.

2. Conditional on $X^y_{[0, \tau^y]}$, run $X^x$ until the first time $\tau^x$ that it hits either $\text{LE}(X^y_{[0, \tau^y]})$ or $A$.

3. Set $L^x \cup L^y = \text{LE}(X^y_{[0, \tau^y]}) \cup \text{LE}(X^x_{[0, \tau^x]})$.

Note that $L^y = \text{LE}(X^y_{[0, \tau^y]})$ in the above procedure. Applying the above procedure with the roles of $x$ and $y$ interchanged shows that $L^x \overset{d}{=} \text{LE}(X^x_{[0, \tau^x]})$. When we construct $L^x \cup L^y$ as above, the points where $L^x$ and $L^y$ hit $A$ coincide provided $X^x$ hits $\text{LE}(X^y_{[0, \tau^y]})$ before $A$, which happens in particular if $X^x$ disconnects $y$ from $A$ before time $\tau^x$. We thus obtain a coupling of $\text{LE}(X^x_{[0, \tau^x]})$ and $\text{LE}(X^y_{[0, \tau^y]})$ such that the probability that these two loop erasures hit $A$ at the same point is at least $\mathbb{P}[X^x \text{ disconnects } y \text{ from } A \text{ before time } \tau^x]$. We now obtain (3.28) by observing that $X^x_{\tau^x}$ is the same as the point where $\text{LE}(X^x_{[0, \tau^x]})$ first hits $A$, and similarly with $y$ in place of $x$.

Recall the dyadic system $D$ from Section 2.1 and the sequence $\{S_k\}_{k \in \mathbb{Z}}$ of squares containing the origin in this system. We also use the following notation.

Notation 3.13. For a square $S$, write $S^P$ for the union of the four dyadic parents of $S$ (equivalently, the square with the same center as $S$ with side length $3|S|$).

Lemma 3.14. Almost surely, the supremum over all $z \in S_k$ of the Prokhorov distance between the conditional law given $(H, D)$ of the point where the linearly interpolated walk $\bar{Y}^z$ exits $S_k^P$ and the Euclidean harmonic measure on $\partial S_k^P$ as viewed from $z$, with respect to $|S_k|^{-1}$ times the Euclidean metric on $\partial S_k^P$, tends to 0 as $k \to \infty$.
Proof. Fix $N \in \mathbb{N}$ and for $m > 0$, let $z_1^m, \ldots, z_N^m$ be sampled uniformly and independently from Lebesgue measure on the square $S_m$ of (2.1). By Theorem 1.16 and Lemma 2.3, if we take the walks $\hat{Y}^z_j$ for $j \in [1, N]_\mathbb{Z}$ to be conditionally independent given $(\mathcal{H}, \mathcal{D})$, then a.s. the joint conditional law given $(\mathcal{H}, \mathcal{D})$ of $t \mapsto [\hat{S}_m]^{-1}(\hat{Y}^z_j - z_j^m)$ for $j = 1, \ldots, N$ converges to the joint law of $N$ independent Brownian motions with covariance matrix $\Sigma$ started from 0 with respect to the local topology on curves modulo time parameterization.

Since a Brownian motion started from 0 has probability tending to 1 as $\delta \to 0$ to disconnect $B_\delta(0)$ from $\infty$ before leaving $B_1(0)$, if we are given $\delta > 0$, we can find $N = N(\delta) \in \mathbb{N}$ such that a.s., for each large enough $m > 0$ the following is true.

1. For each $j \in [1, N]_\mathbb{Z}$, the Prokhorov distance between the conditional law given $(\mathcal{H}, \mathcal{D})$ of the point where $\hat{Y}^z_j$ exits $S_m^P$ and the Euclidean harmonic measure on $\partial S_m$ as viewed from $z_j^m$, with respect to $|S_m|^{-1}$ times the Euclidean distance, is at most $\delta$.

2. With conditional probability at least $1 - \delta$ given $(\mathcal{H}, \mathcal{D})$, we have $\hat{S}_m \subset \bigcup_{j=1}^N B_{\delta|S_m|}(z_j^m)$.

3. For each $j \in [1, N]_\mathbb{Z}$, it holds with conditional probability at least $1 - \delta$ given $(\mathcal{H}, \mathcal{D})$ that $\hat{Y}^z_j$ disconnects $\mathcal{H}(B_{\delta|S_m|}(z_j^m))$ from $\infty$ before hitting $\mathcal{H}(\partial S_m^P)$.

By Lemma 3.12, the condition 3 implies that the total variation distance between the discrete harmonic measure on $\mathcal{H}(\partial S_m^P)$ as viewed from $\hat{Y}^z_j$ and the harmonic measure on $\mathcal{H}(\partial S_m^P)$ as viewed from any $z \in B_{\delta|S_m|}(z_j^m)$ is at most $\delta$. Combined with condition 1 and the continuity of Euclidean harmonic measure with respect to the base point, this implies that for any $j \in [1, N]_\mathbb{Z}$ and any $z \in B_{\delta|S_m|}(z_j^m)$, the Prokhorov distance between the conditional law given $(\mathcal{H}, \mathcal{D})$ of the point where $\hat{Y}^z$ exits $S_m^P$ and the Euclidean harmonic measure on $\partial S_m^P$ as viewed from $z$ with respect to $|S_m|^{-1}$ times the Euclidean distance tends to 0 as $k \to \infty$.

For $z \in S_k^P$, let $\tau_0^z := z$ and inductively let $\tau_n^z$ for $n \in \mathbb{N}$ be the first time that $\hat{Y}^z$ exits $S_k^P$, for $S$ the square of $\mathcal{D}$ with side length $2^{-l}|S_k|$ which contains $\hat{Y}_{\tau_n^z}$; or $\tau_n^z = \tau_{n-1}^z$ if $\hat{Y}^z$ is not in $S_k^P$. Similarly define $\sigma_n^z$ for $n \in \mathbb{N}_0$ with Brownian motion $B^z$ started $z$ in place of $\hat{Y}^z$. The preceding paragraph and the strong Markov property shows that a.s. for each fixed $N \in \mathbb{N}$, the maximum over all $z \in S_k^P$ and all $n \in [0, N]_\mathbb{Z}$ of the Prokhorov distance between the conditional laws given $(\mathcal{H}, \mathcal{D})$ of $\hat{Y}_{\tau_n^z}$ and $B_\sigma_n^z$ (with respect to $|S_k|^{-1}$ times the Euclidean metric) tends to zero as $k \to \infty$.

We have $|\hat{Y}_{t}^z - \hat{Y}_{\tau_n^z}^z| \leq 2^{-l+2}|S_k|$ for $t \in [\tau_{n-1}^z, \tau_n^z]$ and similarly for $B^z$. By Brownian scaling, the law of the largest $n$ for which $\sigma_{n-1}^z \neq \sigma_n^z$ can be bounded uniformly independently of $z$ and $k$.

It follows that a.s. it holds uniformly over all $z \in S_k^P$ that the Prokhorov distance between the conditional law given $(\mathcal{H}, \mathcal{D})$ of $\hat{Y}^z$, stopped upon exiting $S_k^P$ and $B^z$, stopped upon exiting $S_k^P$, each scaled by $|S_k|^{-1}$, is $o(1)$, with the rate of the $o(1)$ deterministic and independent of $k$.

We now conclude by sending $l \to \infty$ and noting that $B_r(0) \subset S_k^P$ for $r \leq |S_k|$. 

Proof of Theorem 3.10. Fix $l \in \mathbb{N}$ (which we will eventually send to $\infty$). By Lemma 3.14 and two applications of Lemma 2.8, the following holds a.s. Let $D_{k,l}$ be the set of squares which are dyadic descendants of at least one of the four dyadic parents of $S_k$ and which have side length at least $2^{-l}|S_k|$. Then for $S \in D_{k,l}$, the maximum over all $z \in S$ of the Prokhorov distance between the conditional law given $(\mathcal{H}, \mathcal{D})$ of the point where the linearly interpolated walk $\hat{Y}^z$ exits $S^P$ and the Euclidean harmonic measure on $\partial S^P$ as viewed from $z$ with respect to $|S_k|^{-1}$ times the Euclidean distance tends to 0 as $k \to \infty$.

For $z \in S_k^P$, let $\tau_0^z := z$ and inductively let $\tau_n^z$ for $n \in \mathbb{N}$ be the first time that $\hat{Y}^z$ exits $S_k^P$, for $S$ the square of $\mathcal{D}$ with side length $2^{-l}|S_k|$ which contains $\hat{Y}_{\tau_n^z}$; or $\tau_n^z = \tau_{n-1}^z$ if $\hat{Y}^z$ is not in $S_k^P$. Similarly define $\sigma_n^z$ for $n \in \mathbb{N}_0$ with Brownian motion $B^z$ started $z$ in place of $\hat{Y}^z$. The preceding paragraph and the strong Markov property shows that a.s. for each fixed $N \in \mathbb{N}$, the maximum over all $z \in S_k^P$ and all $n \in [0, N]_\mathbb{Z}$ of the Prokhorov distance between the conditional laws given $(\mathcal{H}, \mathcal{D})$ of $\hat{Y}_{\tau_n^z}$ and $B_\sigma_n^z$ (with respect to $|S_k|^{-1}$ times the Euclidean metric) tends to zero as $k \to \infty$.

We have $|\hat{Y}_{t}^z - \hat{Y}_{\tau_n^z}^z| \leq 2^{-l+2}|S_k|$ for $t \in [\tau_{n-1}^z, \tau_n^z]$ and similarly for $B^z$. By Brownian scaling, the law of the largest $n$ for which $\sigma_{n-1}^z \neq \sigma_n^z$ can be bounded uniformly independently of $z$ and $k$.

It follows that a.s. it holds uniformly over all $z \in S_k^P$ that the Prokhorov distance between the conditional law given $(\mathcal{H}, \mathcal{D})$ of $\hat{Y}^z$, stopped upon exiting $S_k^P$ and $B^z$, stopped upon exiting $S_k^P$, each scaled by $|S_k|^{-1}$, is $o(1) + o_k(1)$, with the rate of the $o(1)$ deterministic and independent of $k$.
3.4 Proof of Theorems 1.5, Theorem 1.11, and Theorem 1.13

We will now prove the other variants of our main theorem.

Proof of Theorems 1.5, Theorem 1.6, and Theorem 1.7. The combination of these theorems is a special case of Theorem 1.16 since the adjacency graph of faces of an embedded lattice is a cell configuration satisfying the connectivity along lines hypothesis of 3.

Proof of Theorem 1.11. Let \( \mathcal{M} \) be an embedded lattice satisfying the hypotheses of Theorem 1.11. We will construct a cell configuration \( \mathcal{H} \) which satisfies the hypotheses of Theorem 1.16 and whose cells correspond to the vertices of \( \mathcal{M} \).

We first divide each face \( H \in \mathcal{F} \mathcal{M} \) into cells corresponding to the vertices in \( \partial H \). One way of doing this is as follows. For each such face \( H \), let \( w_H \) be sampled uniformly from Lebesgue measure on \( H \) and let \( x_1, \ldots, x_n \) be the vertices lying on \( \partial H \), in counterclockwise cyclic order. Let \( \psi : H \to \mathbb{D} \) be a conformal map sending \( w_H \) to 0. For \( j \in [1, n] \), let \( P_j \) be a radial line segment in \( \mathbb{D} \) from the origin to a point \( x_j \) on \( \partial \mathbb{D} \). We then let \( H_{x_j,H} \) be the closure of the image under \( \psi^{-1} \) of the slice of \( \mathbb{D} \) lying between \( P_{j-1} \) and \( P_j \) (where here we set \( P_0 = P_n \)).

For \( x \in \mathcal{V} \mathcal{M} \), we define the cell \( \hat{H}_x := \bigcup_{H \in \mathcal{F} \mathcal{M} : x \in \partial H} \hat{H}_{x,H} \). We then set \( \mathcal{H} := \{ \hat{H}_x : x \in \mathcal{V} \mathcal{M} \} \) and declare that \( \hat{H}_x \sim \hat{H}_y \) if and only if \( x \) and \( y \) are joined by an edge in \( \mathcal{M} \), which (by the above definition of the \( \hat{H}_x \)'s) is the case if any only if \( H_x \) and \( H_y \) intersect along a non-trivial arc. We also set \( c(\hat{H}_x, \hat{H}_y) := c(x, y) \) and \( \pi(\hat{H}_x) := \pi(x) \).

We now check the hypotheses of Theorem 1.16 for the cell configuration \( \mathcal{H} \). The translation invariance modulo scaling of \( \mathcal{H} \) follows from the translation invariance modulo scaling hypothesis for \( \mathcal{M} \) and the fact that we defined the cells in each face in a manner depending only on the face (to avoid continuity issues, we use one of the definitions which doesn’t involve limits, e.g., the one given in Lemma 2.3). Ergodicity modulo scaling for \( \mathcal{H} \) is then immediate from ergodicity modulo scaling for \( \mathcal{M} \). To check hypothesis 2 for \( \mathcal{H} \), we observe that the translation invariance modulo scaling of \( \mathcal{M} \) shows that if we condition on \( \mathcal{M} \) and sample \( z \) uniformly from the face \( H_0 \), then \( \mathcal{M} - z \overset{d}{=} \mathcal{M} \). Consequently, we can average over \( H_0 \) to find that if \( \hat{H}_0 \) is the cell of \( \mathcal{H} \) containing 0, then

\[
\mathbb{E} \left[ \frac{\text{diam}(\hat{H}_0)^2 \pi(\hat{H}_0)}{\text{Area}(\hat{H}_0)} \right] = \mathbb{E} \left[ \sum_{x \in \mathcal{V} \mathcal{M} \cap \partial H_0} \frac{\text{diam}(\hat{H}_x)^2 \pi(x) \text{Area}(\hat{H}_x \cap h_0)}{\text{Area}(\hat{H}_x) \text{Area}(H_0)} \right]
\leq \mathbb{E} \left[ \sum_{x \in \mathcal{V} \mathcal{M} \cap \partial H_0} \frac{\text{Outrad}(x)^2 \pi(x)}{\text{Area}(H_0)} \right],
\]

which is finite by our finite expectation hypothesis for \( \mathcal{M} \). Similarly, with \( \pi^* \) in place of \( \pi \). Hypothesis 3 for \( \mathcal{H} \) follows since one can check from the above construction that if \( H_x \cap H_y \neq \emptyset \) but \( H_x \nparallel H_y \), then \( H_x \cap H_y \) is a finite collection of points of the form \( w_H \) defined above. The theorem statement now follows from Theorem 1.16.

The hardest part of the proof of Theorem 1.13 is the following analog of Lemma 2.9.

Lemma 3.15. In the setting of Theorem 1.13, a.s.

\[
\lim_{r \to \infty} \frac{1}{r} \max_{e \in \mathcal{E} : H_0 \cap B_r(0) \neq \emptyset} \text{diam}(e) = \lim_{r \to \infty} \frac{1}{r} \max_{e^* \in \mathcal{E}^*: e^* \cap B_r(0) \neq \emptyset} \text{diam}(e^*) = 0.
\]
We note that Lemma 3.15 implies that also the maximum diameter of the primal or dual faces which intersect \( B_r(0) \) tends to zero since any two points on the boundary of such a face are contained in a connected union of two primal edges and two dual edges.

Lemma 3.15 will be proven in Appendix C. The proof is much harder than that of Lemma 2.9 since we need to rule out the possibility of large edges with small conductances. In the setting of Theorem 1.16, we have a bound for \( \mathbb{E}[\text{diam}(H_0)/\text{Area}(H_0)] \) since \( \pi(H_0) + \pi^*(H_0) \leq 1 \), but we have no such bound in the setting of Theorem 1.13. Once Lemma 3.15 is established, Theorem 1.13 follows from essentially the same argument used to prove Theorem 1.16. We now give a brief account of the (entirely cosmetic) adaptations necessary.

Proof of Theorem 1.13. All of the proofs in Sections 2.1 and 2.2 carry over verbatim except that we replace the quantities appearing in (1.5) with the quantities appearing in (1.12) and we apply Lemma 3.15 instead of Lemma 2.9. The arguments of Section 2 through 2.5 are exactly the same except that in the proof of Lemma 2.17 we sum over edges of \( M \) whose corresponding dual edges cross the line segment \( P_k(r) \) instead of over cells of \( \mathcal{H} \) which intersect this line segment. The set of all such edges is necessarily connected since if a dual edge crosses \( P_k(r) \), then the faces on either side of the edge must intersect \( P_k(r) \). The argument of Section 3 is identical, with the area of the face of \( M^* \) containing a vertex used in place of the area of the cell in the parameterization of the walk \( X \).

\[ \square \]

4 Applications to planar maps and Liouville quantum gravity

Our results are motivated by applications to the convergence of embedded random planar maps toward Liouville quantum gravity, which are explored in more depth in the papers [GMS21,GMS20]. Here we provide a brief overview of such applications.

There are various ways of embedding a planar map \( M \) into \( \mathbb{C} \) (i.e., drawing the vertices and edges) which can be thought of as canonical, in some sense. Particularly relevant for us is the Tutte embedding (a.k.a. harmonic or barycentric embedding) where the position of each vertex is the average of the positions of its neighbors, equivalently the embedding function is discrete harmonic. In the setting of Theorem 1.6, the function \( \phi_\infty \) is a version of the Tutte embedding of the dual map of \( M \). Other examples of embeddings include circle packing, Riemann uniformization, and various types of square tilings.

It is a long-standing conjecture that for a large class of random planar maps — including uniform maps (or triangulations, quadrangulations, etc.) and maps sampled with probability proportional to the partition functions of various statistical mechanics models — the image of the map under any one of the above embeddings should converge to \( \gamma \)-Liouville quantum gravity (\( \gamma \)-LQG) with parameter \( \gamma \in (0,2] \) depending on the universality class of the random planar map. More precisely, the counting measure on vertices of the map, appropriately re-scaled, should converge to a version of the \( \gamma \)-LQG measure, a random fractal measure on the plane constructed e.g. in [DS11] (see also [Kah85,RV14]). The idea that LQG should describe (in some sense) the scaling limit of random planar maps dates back at least to Polyakov in the 1980’s [Pol81a,Pol81b]. Various precise conjectures along these lines are stated, e.g., in [DS11,She16,DMS14,HRV18,Cur15]. We will not review the definition of LQG here. See the above references for more detail.

For each \( \gamma \in (0,2) \), there is a certain special LQG surface called the 0-quantum cone whose corresponding \( \gamma \)-LQG measure \( \mu \) satisfies an exact continuum analog of translation invariance modulo scaling [DMS14, Proposition 4.13(ii)] (see also [GMS21, Proposition 3.1]). Roughly speaking, a 0-quantum cone is an infinite volume \( \gamma \)-LQG surface centered at a “Lebesgue typical” point. One can use the 0-quantum cone to construct embedded lattices or cell configurations which approximate
LQG and are translation invariant modulo scaling in the sense of Definition 1.2. For example, we could sample a dyadic system $D$ independent from $\mu$ and look at the embedded lattice whose faces are the maximal dyadic squares of $D$ with $\mu$-mass smaller than 1. Other LQG surfaces are not exactly translation invariant modulo scaling, but locally look like the 0-quantum cone in the sense of local absolute continuity.

It is easy to construct embeddings of random planar maps which converge to LQG if the embedding is not required to be defined in an intrinsic way with respect to the map. As a trivial example, if we wanted to embed a map with $n$ vertices we could sample $n$ i.i.d. points from the $\gamma$-LQG measure, send one vertex to each of these points, then draw in the edges arbitrarily. More useful examples arise from the theory developed in [DMS14], as we discuss just below.

The results of the present paper tell us that if we can find some a priori embedding of a random planar map or its dual into $\mathbb{C}$ under which (a) the embedded map converges to $\gamma$-LQG and (b) the hypotheses of one of our main theorems are satisfied, then the Tutte embedding will be close to the a priori embedding at large scales, and hence the map will also converge to $\gamma$-LQG under the Tutte embedding. Moreover, one also gets convergence of random walk on the map to Brownian motion under both the a priori embedding and the Tutte embedding.

The above approach is used in [GMS21] to show that the Tutte embedding of the mated-CRT maps, a family of random planar maps constructed by gluing together a pair of correlated continuum random trees (CRT’s), converges to $\gamma$-LQG, with $\gamma \in (0, 2)$ determined by the correlation parameter. This constitutes the first rigorous proof that embedded random planar maps converge to LQG.

The needed a priori embedding comes from the main result of [DMS14], which gives a correspondence between pairs of correlated CRT’s and LQG surfaces decorated by space-filling Schramm-Loewner evolution (SLE$_\kappa$) curves for $\kappa = 16/\gamma^2$. In particular, if $\mu$ is an appropriate version of the $\gamma$-LQG measure and $\eta$ is a whole-plane space-filling SLE$_\kappa$ sampled independently from $\mu$ and then parameterized so that it traverses one unit of $\mu$-mass in one unit of time, then [DMS14, Theorem 1.9] implies that the mated-CRT map is isomorphic to the adjacency graph of unit $\mu$-mass “cells” $\eta([x-1, x])$ for $x \in \mathbb{Z}$. Theorem 1.16 is used to show that the random walk on this adjacency graph of cells converges to Brownian motion modulo time parameterization, and hence that the a priori embedding is close to the Tutte embedding. (It is expected—but not yet proven—that the random walk on this adjacency graph of cells converges uniformly to Liouville Brownian motion, the “quantum” time parameterization of Brownian motion constructed in [GRV16,Ber15].) We also note that the paper [GMS19] proves more quantitative versions of many of the estimates in this paper (e.g., for the Dirichlet energy and modulus of continuity of discrete harmonic functions) in the special case of the cell configuration associated with a mated-CRT map.

Another application of the above approach appears in [GMS20], which considers a random planar map whose vertices correspond to the cells of a Poisson-Voronoi tessellation of the Brownian map (or some other Brownian surface, like the Brownian disk), with two vertices considered to be adjacent if the corresponding cells intersect. As in [GMS21], it is proven that the Tutte embeddings of these maps converge to $\sqrt{8/3}$-Liouville quantum gravity in the appropriate sense when the intensity of the Poisson point process tends to $\infty$. In this case, the a priori embedding comes from the results of [MS20,MS16a,MS16b], which show that there is a way of embedding of a Brownian surface into the plane under which it is equivalent to $\sqrt{8/3}$-Liouville quantum gravity (but do not give a direct description of this embedding in terms of the Brownian surface). We also show that “Brownian motion on a Brownian surface” (an object that was previously constructed in a somewhat indirect way) can obtained as the scaling limit of simple random walk on these cells. In [AFS20], these results are extended to the case when the Brownian map is replaced by a $\gamma$-LQG surface for general $\gamma \in (0, 2)$, viewed as a metric measure space.

As we discuss in more detail in [GMS21,GMS20], there are many additional potential applications...
of our results in the theory of random planar maps and LQG along these same lines.

A Specific Dirichlet energy

Let $M$ be an embedded lattice (Definition 1.1) which is translation invariant modulo scaling (Definition 1.2). Recall that the specific Dirichlet energy associated with $M$ is the “expected amount of discrete Dirichlet energy per unit area” for the function $V(M) \to \mathbb{C}$ which takes each vertex of $M$ to its position in $\mathbb{C}$.

As mentioned in the introduction, there are various ways to make this definition precise, depending how one chooses the origin-containing region and how each edge’s energy is “localized”. In this appendix, we formalize this family of definitions (which includes the definition presented as (1.12) within the statement of Theorem 1.13). We then use mass transport to briefly explain why the different definitions are all equivalent.

To make the notion of specific Dirichlet energy precise, the Dirichlet energy $c(e)|x-y|^2$ associated to each edge $e = \{x,y\} \in E(M)$ needs to be spread out in space in some way. That is, we assume we have a way to associate to each edge a measure $\nu_e^M$ on the plane of total mass $c(e)|x-y|^2$, where the map from $(M,e)$ to $\nu_e^M$ commutes with dilation and translation in the obvious way: $\nu_{C(M-e)}^{C(e)}(\cdot) = C^2 \nu_e^M(C^{-1} \cdot)$. We set $\nu = \nu_M = \sum_{e \in E(M)} \nu_e^M$.

One concrete way to do this is to let $\nu_e^M$ spread half its mass uniformly over each of the two faces incident to $e$. Then the density of $\nu$ on a face $H$ is given by $\frac{1}{2} \sum c(e) \text{diam}(e)^2 / \text{Area}(H)$, where the sum is over all edges on the boundary of $H$. Another example is to let $\nu_e^M$ be a sum of two point masses (at the two endpoints of $e$), or a single point mass at some specified internal point on $e$.

**Definition A.1.** If the law of $M$ is translation invariant modulo scaling, then the specific Dirichlet energy of $M$ is defined as $E[\nu(B)/\text{Area}(B)]$ where $\nu$ is as described above and $B$ is the origin-containing block in any block partition $B(M)$ of the sort defined in Condition 3 of Definition 1.2 such that a.s. the $\nu$ measure of the boundary of any block is zero.\(^4\) Equivalent definitions of the specific Dirichlet energy (obtained as special cases) are as follows.

1. The expected density of $\nu$ at 0 (for any choice of $\nu$ that is a.s. absolutely continuous with respect to Lebesgue measure).

2. With $H_0$ the origin-containing face,

$$E \left[ \sum_{e=\{x,y\} \in E(M) \cap \partial H_0} c(e) \frac{\text{diam}(e)^2}{\text{Area}(H_0)} \right].$$

Now we will sketch an argument for the fact that Definition A.1 does not depend on the specific way the measures $\nu$ and the blocks $B$ are defined. We first observe that the definition is not changed if we replace each $\nu_e^M$ with a measure that spreads its mass uniformly over each block $B$ to which it assigns measure, but otherwise assigns the same measure to each block $B$. Such a change would not impact the value of $\nu(B)$ for the origin-containing block $B$ referenced in Definition A.1. We next observe that if we had a different measure $\tilde{\nu}$ with this property (for a different block partition), we could define a mass transport function $G_e$ such that (for a given edge $e$) any amount of mass associated to $\nu_e^M$ is spread evenly according to the measure $\nu_e^M$. In other

\(^4\)This definition is independent of the choice of block partition $B$ and the energy location rule $\nu$, as can easily be see, e.g., from the mass transport principle (condition 4 of Definition 1.2).
words, \( \int_A \int_B G_v(a, b) \, da \, db = \nu'_M(A) \nu'_M(B) \). Summing these \( G_e \) over all edges \( e \), one obtains a mass transport function \( F \) on the whole plane. The difference in the density of \( \nu' \) and \( \nu \) at zero is given by the net amount of flow in the transport function and since (by the assumption in Definition 1.2) this has expectation zero, the two definitions of specific free energy must agree.

**Remark A.2.** In Definition A.1, the Dirichlet energy associated with an edge \( e = \{x, y\} \) is taken to be \( c(e) |x - y|^2 \). However, in some of the proofs involving specific Dirichlet energy (and related quantities) we need bounds for \( c(e) \text{diam}(e)^2 \) instead, which is larger than \( c(e) |x - y|^2 \) unless the edges are straight lines. Hence the finiteness conditions in those theorem statements involve bounds for diameters rather than just distance between vertices.

## B  Equivalence of translation invariance modulo scaling definitions

In this appendix we prove Lemma 2.3, which asserts the equivalence of the conditions of Definition 1.2 plus the extra condition of Lemma 2.3 in the setting of a cell configuration (analogous equivalence results for embedded lattices or pairs of primal/dual embedded lattices follow from identical arguments). We will prove that each of the conditions of Definition 1.2 is equivalent to the dyadic system resampling condition (condition 5 from Lemma 2.3).

**Condition 1 \( \Rightarrow \) Condition 5.** Fix \( m > 0 \). Let \( \mathcal{H}_n, z_n, \) and \( C_n \) be as in Condition 1 with cell configurations in place of lattices, so that each \( \mathcal{H}_n \) is a cell configuration with the property that the union of its cells is a disk or square (instead of all of \( \mathbb{C} \)) and \( C_n(\mathcal{H}_n - z_n) \to \mathcal{H} \) in law. For \( n \in \mathbb{N} \), let \( \mathcal{D}_n \) be a uniform dyadic system independent from \( (\mathcal{H}_n, z_n, C_n) \) and let \( \mathcal{S}_{m,n}^z \) be defined as in (2.1) with \( \mathcal{H}_n \) in place of \( \mathcal{H} \) and \( z = z_n, \) or \( \mathcal{S}_{m,n}^z = \mathbb{C} \) if no square satisfying the condition of (2.1) exists (which can happen since \( \mathcal{H}_n \) is finite). By Lemma 2.1, \( C_n(\mathcal{D} - z_n) \) is a uniform dyadic system independent from \( C_n(\mathcal{H}_n - z_n) \). The square \( C_n(\mathcal{S}_{m,n}^z - z_n) \) is determined by \((C_n(\mathcal{H}_n - z_n), C_n(\mathcal{D} - z_n))\) in the same continuous manner that \( \mathcal{S}_m \) is determined by \((\mathcal{H}, \mathcal{D})\). Thus

\[
(C_n(\mathcal{H}_n - z_n), C_n(\mathcal{D}_n - z_n), C_n(\mathcal{S}_{m,n}^z - z_n)) \to (\mathcal{H}, \mathcal{D}, \mathcal{S}_m) \tag{B.1}
\]

in law, with respect to the topology on cell configurations on the first coordinate and any choice of topology on the other two coordinates. It follows from (B.1) that with probability tending to 1 as \( n \to \infty \), the square \( \mathcal{S}_{m,n}^z \) is contained in the union of the cells of \( \mathcal{H}_n \). Since \( z_n \) is a uniform sample from this union, it follows that the total variation distance between the conditional law of \( z_n \) given \((\mathcal{H}_n, \mathcal{D}_n, \mathcal{S}_{m,n}^z)\) and the uniform measure on \( \mathcal{S}_{m,n}^z \) a.s. converges to 0 as \( n \to \infty \). Combining this with (B.1) shows that Condition 5 holds.

**Condition 5 \( \Rightarrow \) Condition 1.** For \( m > 0 \), define a cell configuration on \( \mathcal{S}_m \) by

\[
\mathcal{H}_m := \{ H \cap \mathcal{S}_m : H \in \mathcal{H}, H \subset \mathcal{S}_m \} \cup \{ L_m \} \quad \text{for} \quad L_m := \mathcal{S}_m \setminus \bigcup_{H \in \mathcal{H}: H \subset \mathcal{S}_m} H
\]

Then \( \mathcal{H}_m \) is a collection of cells whose union is the square \( \mathcal{S}_m \). We endow \( \mathcal{H}_m \cap \mathcal{H} \) with the adjacency relation and the conductances it inherits from \( \mathcal{H} \) and we declare that \( H \sim L_m \) for each \( H \in \mathcal{H}_m \cap \mathcal{H} \) with \( H \cap L_m \neq \emptyset \).

For \( m \in \mathbb{N} \), let \( z_m \) be sampled uniformly from Lebesgue measure on \( \mathcal{S}_m \). By Condition 5, for each \( m > 0 \) there exists \( C_m > 0 \) such that \( C_m(\mathcal{H} - \mathcal{S}_m) \stackrel{\text{d}}{=} \mathcal{H} \). We claim that \( C_m(\mathcal{H}_m - z_m) \to \mathcal{H} \) in law. Indeed, if \( l > 0 \) and \( \mathcal{S}_l^m \subset \mathcal{S}_m \setminus L_m \), then \( \mathcal{H}(\mathcal{S}_l^m) = H_m(\mathcal{S}_l^m) \), i.e., the analogs of \( \mathcal{H}(\mathcal{S}_l) \) for the scaled/translated cell configurations \( C_m(\mathcal{H} - z_m) \) and \( C_m(\mathcal{H}_m - z_m) \) are identical. Since the
union of $\hat{S}_l$ over all $l > 0$ is all of $\mathbb{C}$ and $C_m(H - z_m) \stackrel{d}{=} H$, it suffices to show that for each fixed $l > 0$, one has $\lim_{m \to \infty} \mathbb{P}[\hat{S}_l \subseteq \hat{S}_m \setminus L_m] = 1$. By the definition of $L_m$, this will follow from

$$\lim_{m \to \infty} \mathbb{P}\left[ \bigcup_{H \in \hat{S}_l \setminus \hat{S}_m} H \subseteq \hat{S}_m \right] = 1. \quad (B.2)$$

To prove (B.2), we observe that Condition 5 implies that

$$\frac{1}{|\hat{S}_m|} \text{diam}\left( \bigcup_{H \in \hat{S}_l \setminus \hat{S}_m} H \right) \stackrel{d}{=} \frac{1}{|\hat{S}_m|} \text{diam}\left( \bigcup_{H \in \hat{S}_l} H \right),$$

which tends to zero in probability as $m \to \infty$ ($l$ fixed). Since $z_m$ is sampled uniformly from $\hat{S}_m$ (so is unlikely to be close to $\partial \hat{S}_m$), this implies (B.2).

\[\square\]

**Condition 2 ⇒ Condition 5.** The proof is similar to the analogous implication started from Condition 1. Fix $m > 0$. Let $z_n$ be sampled uniformly from $U_n$, as in condition 2, and let $C_n > 0$ be chosen so that $C_n(H - z_n) \to H$ in law. By Lemma 2.1, $C_n(D - z_n)$ is a uniform dyadic system independent from $C_n(H - z_n)$. Using the notation (2.1), the square $C_n(\hat{S}_m - z_n)$ is determined by $(C_n(H - z_n), C_n(D - z_n))$ in the same continuous manner that $\hat{S}_m$ is determined by $(H, D)$. Thus

$$\left( C_n(H - z_n), C_n(D - z_n), C_n(\hat{S}_m - z_n) \right) \to \left( H, D, \hat{S}_m \right) \quad (B.3)$$

in law, with respect to the topology on cell configurations (1.15) on the first coordinate, any choice of topology on the second coordinate, and the Hausdorff distance on the last coordinate.

We will now argue that

$$\lim_{n \to \infty} \mathbb{P}[\hat{S}_m - z_n \subseteq U_n] = 1. \quad (B.4)$$

Note that this is not obvious since we do not assume that the maximum diameter of the cells of $H$ which intersect $U_n$ is $O(\text{diam}(U_n))$, so it is a priori possible that $\hat{S}_m - z_n$ could be comparable in size to $U_n$ (although we will show that this is not the case). Since $H$ is locally finite and the number of cells which intersect $U_n$ tends to $\infty$ as $n \to \infty$, the convergence $C_n(H - z_n) \to H$ implies that $C_n \text{diam}(U_n) \to \infty$ in probability (for otherwise there would be a subsequence of $n$’s along which $C_n(H - z_n)$ has uniformly positive probability to contain an arbitrarily large number of cells which intersect some fixed compact set). Since $\hat{S}_m$ has finite side length, it follows from (B.3) that the laws of the random variables $C_n|\hat{S}_m|^{z_n}$ are tight. Combining the preceding two sentences shows that $|\hat{S}_m| / \text{diam}(U_n) \to 0$ in probability, so since $z_n$ is sampled uniformly from $U_n$ (so is unlikely to be close to $\partial U_n$) we get (B.4).

By (B.4) and since $z_n$ is sampled uniformly from $U_n$, a.s. the total variation distance between the conditional law of $z_n$ given $(H, D, \hat{S}_m)$ and the uniform measure on $\hat{S}_m - z_n$ tends to zero as $n \to \infty$. Combining this with (B.3) shows that Condition 5 holds.

\[\square\]

**Condition 5 ⇒ Condition 2.** Sample a uniform dyadic system $D$ independent from $H$ and take $U_n = \hat{S}_n$ (as in (2.1)) for $n \in \mathbb{N}$.

\[\square\]

**Condition 3 ⇒ Condition 5.** Let $D$ be a dyadic system independent from $H$ and apply Condition 3 to the block decomposition $\{\hat{S}_m^z : z \in \mathbb{C}\}$, with $\hat{S}_m^z$ as in (2.1).

\[\square\]

**Condition 5 ⇒ Condition 3.** Given a block decomposition $B$ as in Condition 3, let $B_z$ for $z \in \mathbb{C}$ be the (a.s. unique) block of $B$ containing the $z$. Also let $D$ be a uniform dyadic system independent
from \((\mathcal{H}, \mathcal{B})\). By Condition 5 (and the scaling condition on block decompositions), if \(m > 0\) and we sample \(z_m\) uniformly from \(\hat{S}_m\), then \((\mathcal{H} - z_m, \mathcal{B} - z_m, \mathcal{D} - z_m)\) agrees in law with \((\mathcal{H}, \mathcal{B}, \mathcal{D})\) modulo spatial scaling. Since the block \(B_0\) is a compact set and the union of the \(\hat{S}_m\)'s is all of \(\mathbb{C}\), this shows that

\[
P\left[B_{z_m} \subset \hat{S}_m \right] = P\left[B_0 \subset \hat{S}_m \right] \to 1 \quad \text{as} \quad m \to \infty. \tag{B.5}
\]

If we condition on \((\mathcal{H}, \mathcal{D}, \mathcal{B})\) and sample \(w_m\) uniformly from Lebesgue measure on \(B_{z_m} \cap \hat{S}_m\), then the conditional law of \(w_m\) given \((\mathcal{H}, \mathcal{B}, \mathcal{D})\) is uniform on \(\hat{S}_m\), so by Condition 5 \(\mathcal{H} - w_m\) agrees in law with \(\mathcal{H}\) modulo scaling. On the other hand, (B.5) implies that the total variation distance between the law of \((\mathcal{H}, w_m)\) and the law of \((\mathcal{H}, w)\) tends to zero as \(m \to \infty\). Therefore, \(\mathcal{H} - w\) agrees in law with \(\mathcal{H}\) modulo scaling.

\textbf{Condition 4 }\Rightarrow\textbf{ Condition 5.} To prove Condition 5, it suffices to show that for each non-negative measurable function \(G(\mathcal{H}, w)\) of a cell configuration and a point in \(\mathbb{C}\) which is invariant under translation and scaling in the sense that \(G(C(\mathcal{H} - z)), C(w - z)) = G(\mathcal{H}, w)\) for each \(C > 0\) and \(z \in \mathbb{C}\), we have

\[
E \left[ \frac{1}{|\hat{S}_m|^2} \int_{\hat{S}_m} G(\mathcal{H}, z) \, dz \right] = E[G(\mathcal{H}, 0)], \quad \forall m > 0. \tag{B.6}
\]

To see why this is sufficient, suppose that (B.6) holds and we are given an arbitrary function \(\hat{G}\) from the space of cell configurations to \([0, \infty)\). Define \(G(\mathcal{H}, w) := \hat{G}((\mathcal{H} - w)/\text{diam}(H_w)),\) where \(H_w\) is a cell of \(\mathcal{H}\) which contains \(w\) (chosen by some deterministic convention if there is more than one). If \(z_m\) is sampled uniformly from \(\hat{S}_m\), then (B.6) applied with this choice of \(G\) shows that

\[
E[\hat{G}(\mathcal{H}/\text{diam}(H_0))] = E[\hat{G}((\mathcal{H} - z_m)/\text{diam}(H_{z_m}))].
\]

Thus \(\mathcal{H} \overset{d}{=} \mathcal{H} - z_m\) modulo scaling.

To prove (B.6), we fix \(m \geq 0\) and define a function on cell configurations with two marked points by

\[
F(\mathcal{H}, w_0, w_1) := E \left[ |\hat{S}_m|^{-2} G(\mathcal{H}, w_1) \mathbbm{1}_{(w_1 \in \hat{S}_m)} | \mathcal{H} \right].
\]

Note that \(\{w_1 \in \hat{S}_m\} = \{\hat{S}_m = \hat{S}_m^{w_0}\}\). Then \(F\) is covariant with respect to translation and scaling in the sense of (1.2), so we can apply Condition 4 to \(F\) to find that (B.6) holds.

\textbf{Condition 5 }\Rightarrow\textbf{ Condition 4.} For \(m \in \mathbb{N}\), let \(z_m\) be sampled uniformly from Lebesgue measure on \(\hat{S}_m\), as in Condition 5. This condition tells us that there is a random \(C_m > 0\) such that \((C_m(\mathcal{H} - z_m), C_m(\mathcal{D} - z_m)) \overset{d}{=} (\mathcal{H}, \mathcal{D})\). If we condition on \((C_m(\mathcal{H} - z_m), C_m(\mathcal{D} - z_m))\), then the conditional law of the point \(-C_mz_m\) (which corresponds to the origin) is uniform on \(C_m(\hat{S}_m - z_m)\). Thus \((C_m(\mathcal{H} - z_m), C_m(\hat{S}_m - z_m), -C_mz_m) \overset{d}{=} (\mathcal{H}, \hat{S}_m, z_m)\). Hence, if \(F(\mathcal{H}, w_1, w_2)\) is any non-negative measurable function of a cell configuration and a pair of points, then

\[
E \left[ \int_{\hat{S}_m} F(\mathcal{H}, 0, z) \, dz \right] = E \left[ |\hat{S}_m|^2 F(\mathcal{H}, 0, z_m) \right]
\]

\[
= E \left[ C_m^2 |\hat{S}_m|^2 F(C_m(\mathcal{H} - z_m), 0, -C_mz_m) \right]
\]

\[
= E \left[ \int_{C_m(\hat{S}_m - z_m)} F(C_m(\mathcal{H} - z_m), 0, z) \, dz \right]
\]

\[
= E \left[ C_m^2 \int_{\hat{S}_m} F(C_m(\mathcal{H} - z_m), 0, C_m(u - z_m)) \, du \right], \tag{B.7}
\]
where in the last line we have made the change of variables $z = C_m(u - z_m)$, $dz = C_m^2 du$. If $F$ satisfies (1.2), then $C_m^2 F(C_m(\mathcal{H} - z_m), 0, C_m(u - z_m)) = F(\mathcal{H}, z_m, u)$ so (B.7) gives

$$
\mathbb{E} \left[ \int_{\hat{S}_m} F(\mathcal{H}, 0, z) \right] = \mathbb{E} \left[ \int_{\hat{S}_m} F(\mathcal{H}, z_m, u) \right] = \mathbb{E} \left[ \frac{1}{|\hat{S}_m|^2} \int_{\hat{S}_m \times \hat{S}_m} F(\mathcal{H}, v, u) dn dv \right], \quad (B.8)
$$

here using that $z_m$ is uniform on $\hat{S}_m$ conditional on $(\mathcal{H}, D)$. The same argument shows that the right side of (B.8) is also equal to $\mathbb{E} \left[ \int_{\hat{S}_m} F(\mathcal{H}, z, 0) \right]$, so we get

$$
\mathbb{E} \left[ \int_{\hat{S}_m} F(\mathcal{H}, 0, z) \right] = \mathbb{E} \left[ \int_{\hat{S}_m} F(\mathcal{H}, z, 0) \right], \quad \forall m > 0.
$$

Sending $m \to \infty$ now shows that (1.3) holds. \qed

\section{No macroscopic edges in Theorem 1.13}

In this appendix we prove Lemma 3.15, which says that the hypotheses of Theorem 1.13 imply that the maximal diameter of the edges of the embedded lattice $\mathcal{M}$ and of its dual $\mathcal{M}^*$ which intersect $B_r(0)$ is a.s. of order $o_r(r)$. The proof of this assertion is much more difficult than the proof of the analogous assertion in the settings of the other theorems (see Lemma 2.9) since we only have bounds for edge diameters weighted by conductances, so one needs to rule out the possibility of macroscopic edges with small conductances.

We emphasize that nothing in this appendix is needed for the proofs of our other main results (Theorems 1.5, 1.11, and 1.16) or in the companion paper [GMS21].

Throughout this appendix we identify the real axis with $\mathbb{R}$. We also fix a uniform dyadic system $\mathcal{D}$ independent from $(\mathcal{M}, \mathcal{M}^*)$ (Section 2.1) and let $\{S_k\}_{k \in \mathbb{Z}}$ be its sequence of origin-containing squares.

The basic idea of the proof is to study the edges of $\mathcal{M}^*$ whose corresponding primal edges intersect $\mathcal{M}$. As we will explain just below, simple geometric considerations imply that this set of dual edges contains a bi-infinite simple path $\{e^*(j)\}_{j \in \mathbb{Z}}$. The main step of the proof is to show that this path does not deviate too far from $\mathbb{R}$, in the sense that for each $\epsilon > 0$, it holds for large enough $k \in \mathbb{N}$ that $\{e^*(j)\}_{j \in \mathbb{Z}}$ admits a sub-path which joins the left and right boundaries of $S_k$ and stays in the $\epsilon |S_k|$-neighborhood of $S_k \cap \mathbb{R}$ (Lemma C.7). This will be accomplished in two main steps: we first show that a.s. for large enough $k$, each point of $S_k \cap \mathbb{R}$ is contained in a small (side length of order $o_k(|S_k|)$) square of $\mathcal{D}$ which intersects one of the $e^*(j)$’s and satisfies an additional technical property (Lemma C.5). We will then argue that the excursions of the path $\{e^*(j)\}_{j \in \mathbb{Z}}$ between the times when it hits these squares cannot be macroscopic (Lemma C.6). Both of these statements are proven using variants of the argument used to prove Lemma 2.9.

Once we know that the maximum deviation of the path $\{e^*(j)\}_{j \in \mathbb{Z}}$ from $\mathbb{R}$ is macroscopic, we will use translation invariance modulo scaling to construct a “grid” of paths in $\mathcal{M}^*$ which approximate horizontal and vertical lines in $S_k$ such that each of the complementary connected components of the union of these paths has diameter $o_k(|S_k|)$. Since no dual edge can cross any of the paths, this will conclude the proof of Lemma 3.15.

Since we will mostly be working with $\mathbb{R}$ rather than $\mathbb{C}$, we will first set up an analog of Lemma 2.7 for averages along $\mathbb{R}$.
**Definition C.1.** Recall the squares \( \hat{S}_m = \hat{S}_m^0 \) for \( m > 0 \) from (2.1) (defined with faces of \( \mathcal{M} \) in place of cells of \( \mathcal{H} \)). For \( m \in \mathbb{N} \), let \( \mathcal{F}_m^R \) be the \( \sigma \)-algebra generated by the measurable functions of \( F = F(\mathcal{H}, \mathcal{D}) \) which satisfy
\[
F(C(\mathcal{H} - z), C(\mathcal{D} - z)) = F(\mathcal{H}, \mathcal{D}), \quad \forall z \in \hat{S}_m \cap \mathbb{R}, \quad \forall C > 0.
\] (C.1)
Also set
\[
\mathcal{F}_\infty^R := \bigcap_{m > 0} \mathcal{F}_m^R.
\] (C.2)

Unlike in the setting of Section 2.2, we do not know that the tail \( \sigma \)-algebra \( \mathcal{F}_\infty^R \) is trivial since functions in \( \mathcal{F}_\infty^R \) are only invariant under translation along the line \( \mathbb{R} \).

**Lemma C.2.** Let \( F = F(\mathcal{M}, \mathcal{M}^*, \mathcal{D}) \) be a measurable function on the space of embedded lattice/dual lattice/dyadic system pairs which is scale invariant (i.e., \( F(C\mathcal{M}, C\mathcal{M}^*, C\mathcal{D}) = F(\mathcal{M}, \mathcal{M}^*, \mathcal{D}) \) for each \( C > 0 \)). If either \( \mathbb{E}[|F|] < \infty \) or \( F \geq 0 \) a.s., then a.s.
\[
\lim_{k \to \infty} \frac{1}{|S_k|} \int_{S_k \cap \mathbb{R}} F(\mathcal{M} - x, \mathcal{M}^* - x, \mathcal{D} - x) \, dx = \mathbb{E}[F | \mathcal{F}_\infty^R].
\] (C.3)

**Proof.** The analog of 2.3 in our setting implies that if \( x \) is sampled uniformly from \( \hat{S}_m \cap \mathbb{R} \), then \( (\mathcal{M} - x, \mathcal{M}^* - x) \) agrees in law with \( (\mathcal{M}, \mathcal{M}^*) \) modulo scaling. The lemma therefore follows from the backward martingale convergence theorem via exactly the same proof as Lemma 2.7. \( \square \)
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**Figure 7:** Left: A primal edge/dual edge pair \((e, e^*)\) and the corresponding rectangle \(R_e\), defined as in (C.4). Right: Illustration of the construction of the path \(\{e^*(j)\}_{j \in \mathbb{Z}}\). The faces \(H\) of \(\mathcal{M}\) which intersect the real axis are shown in black and the corresponding first intersection points \(\tilde{x}(H)\) are shown in blue. The edges \(\tilde{x}^*(i)\) for \(i \in \mathbb{Z}\) are shown in red. These edges form a tree. We take \(\{e^*(j)\}_{j \in \mathbb{Z}}\) to be the lowest bi-infinite path in this tree.

We will now prove a re-formulation of our finite expectation hypothesis (1.12) which will be more convenient for our purposes. For \(e \in \mathcal{E}\mathcal{M}\), define the rectangle
\[
R_e := \left[ \min_{z \in e^*} \text{Re} \, z, \max_{z \in e^*} \text{Re} \, z \right] \times \left[ \min_{z \in e} \text{Im} \, z, \max_{z \in e} \text{Im} \, z \right].
\] (C.4)
That is, the width (resp. height) of \(R_e\) is the same as the width (resp. height) of \(e^*\) (resp. \(e\)). See Figure 7, left. Note that \(e\) and \(e^*\) are not necessarily contained in \(R_e\), but that \(R_e\) intersects \(\mathbb{R}\) if and only if \(e\) intersects \(\mathbb{R}\). For \(z \in \mathbb{C}\), let
\[
\mathcal{E}_z := \{e \in \mathcal{E}\mathcal{M} : R_e \ni z\}.
\] (C.5)
Lemma C.3. In the notation introduced just above, we have

$$\mathbb{E} \left[ \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e) \text{diam}(e^*)}{\text{Area}(R_e)} \right] < \infty.$$  

In particular, $\mathbb{E}[\# \mathcal{E}_0] < \infty$.

Proof. We will use the mass transport principle (Condition 4 of Definition 1.12 with $(\mathcal{M}, \mathcal{M}^*)$ in place of $\mathcal{M}$) and the Cauchy-Schwarz inequality to deduce the lemma from the finite expectation hypothesis (1.12). For $w_0, w_1 \in \mathbb{C}$, define

$$F(\mathcal{M}, \mathcal{M}^*, w_0, w_1) := \sum_{e \in \mathcal{E} \cap \partial H_{w_0}} \frac{\text{diam}(e^*)^2 \mathbf{c}^*(e^*)}{\text{Area}(H_e)} 1_{(w_1 \in R_e)}.$$  

Then $F$ is covariant with respect to scaling and translation in the sense of (1.2). We compute

$$\int_{\mathbb{C}} F(\mathcal{M}, \mathcal{M}^*, 0, z) \, dz = \sum_{e \in \mathcal{E} \cap \partial H_0} \frac{\text{diam}(e^*)^2 \mathbf{c}^*(e^*)}{\text{Area}(H_0)}$$

and

$$\int_{\mathbb{C}} F(\mathcal{M}, \mathcal{M}^*, z, 0) \, dz = 2 \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e^*)^2 \mathbf{c}^*(e^*)}{\text{Area}(R_e)},$$

where here we use that each edge $e \in \mathcal{E}_0$ is contained in exactly two faces $H \in \mathcal{F}M$. By the mass transport principle and the hypothesis (1.12), it therefore follows that

$$2\mathbb{E} \left[ \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e^*)^2 \mathbf{c}^*(e^*)}{\text{Area}(R_e)} \right] = \mathbb{E} \left[ \sum_{e \in \mathcal{E} \cap \partial H_0} \frac{\text{diam}(e^*)^2 \mathbf{c}^*(e^*)}{\text{Area}(H_0)} \right] < \infty. \quad (C.6)$$

Similarly,

$$2\mathbb{E} \left[ \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e)^2 \mathbf{c}(e)}{\text{Area}(R_e)} \right] = \mathbb{E} \left[ \sum_{e \in \mathcal{E} \cap \partial H_0^c} \frac{\text{diam}(e)^2 \mathbf{c}(e)}{\text{Area}(H_e^c)} \right] < \infty. \quad (C.7)$$

Since $\mathbf{c}(e) = \mathbf{c}^*(e^*)^{-1}$, we can now apply the Cauchy-Schwarz inequality to get

$$\mathbb{E} \left[ \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e) \text{diam}(e^*)}{\text{Area}(R_e)} \right] \leq \mathbb{E} \left[ \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e^*)^2 \mathbf{c}^*(e^*)}{\text{Area}(R_e)} \right]^{1/2} \mathbb{E} \left[ \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e)^2 \mathbf{c}(e)}{\text{Area}(R_e)} \right]^{1/2} < \infty.$$

This implies that $\mathbb{E}[\# \mathcal{E}_0] < \infty$ since $\text{Area}(R_e) \leq \text{diam}(e) \text{diam}(e^*)$. \qed

Let us now define the path we will consider. See Figure 7, right, for an illustration. For each face $H$ of $\mathcal{M}$ with $H \cap \mathbb{R} \neq \emptyset$, let $\tilde{\mathbf{r}}(H)$ be the smallest $x \in \mathbb{R}$ with $x \in H$. We can enumerate $\{H \in \mathcal{F}M : H \cap \mathbb{R} \neq \emptyset\} = \{H(i)\}_{i \in \mathbb{Z}}$ in such a way that $\tilde{\mathbf{r}}(H(i-1)) \leq \tilde{\mathbf{r}}(H(i))$ for each $i \in \mathbb{Z}$ and $H(0) = H_0$ is the origin-containing face. Let $\mathbf{r}(i)$ be the (a.s. unique, by translation invariance modulo scaling and since $VM$ is countable) edge containing $\mathbf{r}(i)$ and let $\mathbf{r}^*(i)$ be the corresponding dual edge.
This cannot happen \( \hat{S}_x \).

Figure 8: \textbf{Left:} The path \( \{ \epsilon^*(j) \}_{j \in \mathbb{Z}} \) (red) and the squares \( \hat{S}_x \in \mathcal{D} \) for \( x \in \mathbb{R} \) which it intersects (black). The set \( \mathcal{A} \) consists of excursions of the path away from the union of the squares \( \hat{S}_x \). \textbf{Right:} The squares \( \hat{S}_x \) for \( x \in \mathbb{R} \) are chosen in such a way that \( \{ \epsilon^*(j) \}_{j \in \mathbb{Z}} \) cannot cross between the vertical lines containing the left and right boundaries of \( \hat{S}_x \) without hitting \( \hat{S}_x \). This condition is needed to rule out pathological behavior of the sort shown in the figure.

We now introduce certain special squares of \( \mathcal{D} \) which we will use to “pin down” the path \( \{ \epsilon^*(j) \}_{j \in \mathbb{Z}} \) to \( \mathbb{R} \).

**Lemma C.4.** Almost surely, for each \( x \in \mathbb{R} \) there exists a square \( S \) of \( \mathcal{D} \) containing \( x \) with the following property: Every path of edges \( \epsilon^* \in \mathcal{E} \mathcal{M}^* \) whose corresponding dual edges \( e \) intersect \( \mathbb{R} \) and which crosses the vertical line through the left boundary of \( S \) and the vertical line through the right boundary of \( S \) must contain a dual edge which intersects \( S \).

**Proof.** Lemma C.3 shows that a.s. \( \mathcal{E}_0 \) is a finite set, and this together with translation invariance modulo scaling (e.g., using the condition given in Lemma 2.3) shows that a.s. \( \# \mathcal{E}_x < \infty \) for each \( x \in \mathbb{R} \). Therefore, a.s. for each \( x \in \mathbb{R} \) there exists a square \( S \) of \( \mathcal{D} \) containing \( x \) such that \( \bigcup_{e \in \mathcal{E}_x} R_e \subset S \). We claim that the condition in the statement of the lemma holds for this choice of \( S \). Indeed, the width of each rectangle \( R_e \) is the same as the width of \( \epsilon^* \) and the height of \( R_e \) is the same as the height of \( \epsilon \), so if \( e \in \mathcal{E}(\mathbb{R}) \) such that \( \epsilon^* \) intersects the vertical line through \( x \), then \( x \in R_e \) and hence \( R_e \subset S \). Therefore every path of edges \( \epsilon^* \) for \( e \in \mathcal{E}(\mathbb{R}) \) which intersects this vertical line must pass through \( S \). \qed

For \( x \in \mathbb{R} \), let \( \hat{S}_x \) be the smallest square containing \( x \) which satisfies the condition of Lemma C.4 (chosen by some arbitrary deterministic convention in the case when the square is not unique). Note that \( \hat{S}_x \) necessarily intersects one of the edges \( \epsilon^*(j) \) for \( j \in \mathbb{Z} \). In fact, every sub-path of \( \{ \epsilon^*(j) \}_{j \in \mathbb{Z}} \) which crosses between the vertical lines containing the left and right boundaries of \( \hat{S}_x \) must include

\[
\text{Since } \tilde{e}(i) \text{ lies on the boundary of } H(i) \text{ and some face } H(i') \text{ with } i' \leq i - 1, \text{ the dual edge } \tilde{e}^*(i) \text{ joins the dual vertex corresponding to } H(i) \text{ and the dual vertex corresponding to } H(i'). \text{ If we orient } \tilde{e}^*(i) \text{ toward the dual vertex corresponding to } H(i), \text{ then each of the edges } \tilde{e}^*(i) \text{ for } i \in \mathbb{Z} \text{ is oriented from a dual vertex with a lower index to a dual vertex with a higher index. Consequently, the collection of edges } \{ \tilde{e}^*(i) : i \in \mathbb{Z} \} \text{ has no cycles, so is a tree. By planarity, this tree admits a unique bi-infinite simple oriented path which lies below every other such bi-infinite simple oriented path. (This path can be found via a depth-first search where we always start from the rightmost unexplored edge emanating from the current vertex.)}

Let \( \{ \epsilon^*(j) \}_{j \in \mathbb{Z}} \) be this bi-infinite path. For \( j \in \mathbb{Z} \) let \( \epsilon(j) \) be the primal edge which crosses \( \epsilon^*(j) \) and let \( r(j) \) be the leftmost \( x \in \mathbb{R} \) with \( x \in \epsilon(j) \). We assume that the enumeration is chosen so that \( 0 \in [r(0), r(1)] \).

We emphasize that the above definition of the path \( \{ \epsilon^*(j) \}_{j \in \mathbb{Z}} \) is determined by \( (\mathcal{M}, \mathcal{M}^*) \) in a translation and scale invariant manner, modulo index shifts, i.e., replacing \( (\mathcal{M}, \mathcal{M}^*) \) by \( (C(\mathcal{M} - x), C(\mathcal{M}^* - x)) \) for \( C > 0 \) and \( x \in \mathbb{R} \) gives us the path \( \{ C(\epsilon(j) - x) \}_{j \in \mathbb{Z}} \), modulo an index shift.
an edge which intersects \( \hat{S}_x \). We also note that \( \hat{S}_x = \hat{S}_y \) whenever \( y \in \hat{S}_x \cap \mathbb{R} \) and \( y \) is not one of the two endpoints of \( \hat{S}_x \cap \mathbb{R} \). We write

\[
\hat{S} := \left\{ \hat{S}_x : x \in \mathbb{R} \right\}.
\] (C.8)

We will now show that none of the squares \( \hat{S}_x \) are macroscopic.

**Lemma C.5.** Almost surely,

\[
\lim_{k \to \infty} |S_k|^{-1} \max_{x \in \hat{S}_x \cap \mathbb{R}} |\hat{S}_x| = 0.
\] (C.9)

**Proof.** The proof is similar to that of Lemma 2.9 but since we are working with squares (so our sets cannot be “long and skinny”) no moment bound is required. The square \( \hat{S}_0 \) a.s. has finite side length, so a.s. we can find a random \( \mathcal{F}_\infty \)-measurable \( m_\epsilon > 0 \) such that \( \mathbb{P} \left[ |\hat{S}_0| > \epsilon |\hat{S}_{m_\epsilon}| \right] \leq \epsilon^2 \). Applying Lemma C.2 to the function \( F = \mathbb{1}_{\{|\hat{S}_0| > \epsilon |\hat{S}_{m_\epsilon}|\}} \) shows that a.s.

\[
\lim_{m \to \infty} \frac{1}{|S_m|} \int_{\hat{S}_x \cap \mathbb{R}} \mathbb{1}_{\{|\hat{S}_x| > \epsilon |\hat{S}_{m}|\}} \, dx \leq \epsilon^2,
\] (C.10)

where here we use that if \( m \geq m_\epsilon \), then \( \hat{S}_{m_\epsilon} \subset \hat{S}_m \) for each \( x \in \hat{S}_m \) and so \( \{|\hat{S}_x| > \epsilon |\hat{S}_{m_\epsilon}|\} \Rightarrow \{|\hat{S}_x| > \epsilon |\hat{S}_{m}|\} \). For Lebesgue-a.e. \( x, y \in \hat{S}_m \cap \mathbb{R} \), we have \( y \in \hat{S}_x \Rightarrow \hat{S}_x = \hat{S}_y \). Hence if there is an \( x \in \hat{S}_m \cap \mathbb{R} \) with \( \hat{S}_x \cap \mathbb{R} \subset \hat{S}_m \) and \( |\hat{S}_x| > \epsilon |\hat{S}_m| \), then the integral in (C.10) is at least \( \epsilon \). From this and the fact that a.s. each \( S_k \) is one of the \( \hat{S}_m \)',s, we get that a.s. for large enough \( k \in \mathbb{N} \),

\[
\max \left\{ |\hat{S}_x| : x \in S_k \cap \mathbb{R}, \hat{S}_x \cap \mathbb{R} \subset S_k \right\} \leq \epsilon |S_k|.
\] (C.11)

Using (C.11) and Lemma 2.8, one obtains (C.9) via the same argument used at the end of the proof of Lemma 2.9 to deal with the squares which intersect the endpoints of the interval \( S_k \cap \mathbb{R} \). \( \square \)

Lemma C.5 ensures that our path \( \{e^*(j)\}_{j \in \mathbb{Z}} \) gets close to each point of \( S_k \cap \mathbb{R} \), but we still need to rule out the possibility of large excursions between the times when it hits the \( \hat{S}_x \)'s.

Recalling the set of squares \( \hat{S} \) from (C.8), let \( \{J_n\}_{n \in \mathbb{Z}} \) be the ordered bi-infinite sequence of times \( j \in \mathbb{Z} \) for which \( e^*(j) \in \hat{S} \) for some \( \hat{S} \in \hat{S} \), enumerated so that \( 0 \in [J_0, J_1] \). Let

\[
\mathcal{A} := \left\{ \bigcup_{j = J_{n-1}+1}^{J_n} e^*(j) : n \in \mathbb{Z} \right\}
\] (C.12)

be the set of excursions of \( j \mapsto e^*(j) \) away from the union of the squares in \( \hat{S} \). For \( e \in \mathcal{E} \mathcal{M} \) with \( e^* \in \{e^*(j)\}_{j \in \mathbb{Z}} \), let \( A(e) \in \mathcal{A} \) be the unique such excursion with \( e^* \in A(e) \).

**Lemma C.6.** Almost surely,

\[
\lim_{k \to \infty} |S_k|^{-1} \max \{ \text{diam}(A) : A \in \mathcal{A}, A \cap S_k \neq \emptyset \} = 0.
\] (C.13)

**Proof.** The proof is similar to that of Lemma 2.9. By Lemma C.3, a.s.

\[
\mathbb{E} \left[ \sum_{e \in \mathcal{E}_0} \frac{\text{diam}(e) \text{diam}(e^*)}{\text{Area}(R_e)} \bigg| \mathcal{F}_\infty \right] < \infty
\] (C.14)
and a.s. \( \max_{e \in \mathcal{E}_0} \text{diam}(A(e)) < \infty \). So, for each \( \epsilon > 0 \), we can a.s. find a random \( m_x > 0 \) such that 
\[
\mathbb{E}[D_{m_x}(0) | \mathcal{F}_\infty] \leq \epsilon^2,
\]
where
\[
D_{m}(x) = D_m(x, \epsilon) := \sum_{e \in \mathcal{E}_x} \frac{\text{diam}(e) \text{diam}(e^*)}{\text{Area}(R_e)} 1(\text{diam}(A(e)) \geq \epsilon |\hat{S}_m|).
\]

Applying Lemma C.2 with \( F = D_{m_x}(0) \) shows that a.s.
\[
\limsup_{m \to \infty} \frac{1}{|\hat{S}_m|} \int_{\hat{S}_m \cap \mathbb{R}} D_m(x) \, dx \leq \epsilon^2, \tag{C.15}
\]
where here we use that if \( m \geq m_x \), then \( \hat{S}^{x}_{m_x} \subset \hat{S}_m \) for each \( x \in \hat{S}_m \) and so for \( e \in \mathcal{E}_x \), \( \{\text{diam}(A(e)) > \epsilon |\hat{S}_m|\} \Rightarrow \{\text{diam}(A(e)) > \epsilon |\hat{S}^{x}_{m_x}|\} \).

By breaking up the integral (C.15) as a sum of integrals over \( R_e \cap \mathbb{R} \) for \( e \in \mathcal{E} \) with \( R_e \cap \hat{S}_m \cap \mathbb{R} \neq \emptyset \) and recalling that each \( S_k \) is one of the \( \hat{S}_m \)'s, we get that a.s.
\[
\limsup_{k \to \infty} \frac{1}{|S_k|} \sum_{e \in \mathcal{E}_M, e \subset \mathbb{A}} \frac{\text{diam}(e) \text{Len}(R_e \cap S_k \cap \mathbb{R}) \text{diam}(e^*)}{\text{Area}(R_e)} 1(\text{diam}(A(e)) > \epsilon |S_k|) \leq \epsilon^2, \tag{C.16}
\]
where here \( \text{Len} \) denotes one-dimensional Lebesgue measure. If \( R_e \cap \mathbb{R} \subset S_k \), then \( \text{Len}(R_e \cap S_k \cap \mathbb{R}) \) is the width of \( R_e \). Since the height of \( R_e \) is at most \( \text{diam}(e) \), in this case the corresponding summand in (C.16) is at least \( \text{diam}(e^*) 1(\text{diam}(A(e)) > \epsilon |S_k|) \). If \( A \in \mathbb{A} \) with \( A \subset S_k \), then \( R_e \cap \mathbb{R} \subset S_k \) for each \( e \in \mathcal{E} \) with \( A(e) = A \) (this is because the width of \( R_e \) is the same as the width of \( e^* \)). If also \( \text{diam}(A(e)) > \epsilon |S_k| \), then the preceding discussion shows that the sum (C.16) is at least
\[
\sum_{e \in \mathcal{E}_M, e \subset \mathbb{A}} \text{diam}(e^*) \geq \text{diam}(A) \geq \epsilon |S_k|.
\]
Consequently, (C.16) implies that a.s. for large enough \( k \in \mathbb{N} \),
\[
\text{diam}(A) \leq \epsilon |S_k|, \quad \forall A \in \mathbb{A} \quad \text{with} \quad A \subset S_k. \tag{C.17}
\]
We now conclude the proof by applying Lemma 2.8 as at the end of the proof of Lemma 2.9.

**Lemma C.7.** Almost surely, for each fixed \( \epsilon \in (0, 1) \) and each large enough \( k \in \mathbb{N} \) there is a path of edges \( e^* \in \mathcal{E}M^* \) with \( \text{diam}(e^*) \leq \epsilon |S_k| \) from the left boundary of \( S_k \) to the right boundary of \( S_k \) which is contained in the \( \epsilon |S_k| \)-neighborhood of \( S_k \cap \mathbb{R} \).

For the proof of Lemma C.7, we will need a slight extension of Lemma C.6. For an excursion set \( A = \bigcup_{j=J_{n-1}+1}^{j_n} e^*(j) \in \mathbb{A} \), we set \( A' := \bigcup_{j=J_{n-1}-1}^{j_n} e^*(j) \), so that the first edge of \( A' \), rather than the last edge, intersects a square in \( \mathcal{S} \). The same argument as in the proof of Lemma C.6 shows that a.s. \( \lim_{k \to \infty} \max \{\text{diam}(A') : A \in \mathbb{A}, A' \subset S_k \neq \emptyset\} = 0 \).

**Proof of Lemma C.7.** For \( k \in \mathbb{N} \), let \( J^R_k \) be the smallest \( j \in \mathbb{Z} \) for which \( e^*(j) \) intersects the vertical line through the right boundary of \( S_k \) and let \( J^L_k \) be the last time \( j \) before \( J^R_k \) for which \( e^*(j) \) intersects the vertical line through the left boundary of \( S_k \). Then \( e^*[J^L_k, J^R_k]_{\mathbb{Z}} \) is a path of edges of \( \mathcal{E}M^* \) between these two horizontal lines and each edge of this path except for \( e^*(J^L_k) \) and \( e^*(J^R_k) \) lies strictly between these two horizontal lines.

By Lemma C.5, a.s. for each large enough \( k \in \mathbb{N} \), each of the squares \( \hat{S}_x \) for \( x \in S_k \cap \mathbb{R} \) is properly contained in \( S_k \). By the definition of \( \hat{S}_x \) (i.e., the property described in Lemma C.4) and
the preceding paragraph, the path $e^*|_{\mathcal{J}_k^+,\mathcal{J}_k^R}|_x$ must include an edge which intersects each such square $\hat{S}_x$, and no edge of $e^*|_{\mathcal{J}_k^+,\mathcal{J}_k^R}|_x$ can intersect a square of the form $\hat{S}_y$ for $y \in \mathbb{R} \setminus S_k$. From this and the definition (C.12) of $A$, it follows that a.s. for large enough $k \in \mathbb{N}$,

$$
\bigcup_{j=\mathcal{J}_k^L}^{\mathcal{J}_k^R} e^*(j) \subset \mathbb{A}_k,
$$

(C.18)

where $\mathbb{A}_k$ is the union of all of the of sets of the form $A$ or $A'$ for $A \in \mathcal{A}$ which intersect $\hat{S}_x$ for some $x \in S_k \cap \mathbb{R}$. Note that we need to allow for sets of the form $A'$ since the element of $\mathcal{A}$ containing $e^*(\mathcal{J}_k^R)$ need not intersect $\hat{S}_x$ for any $x \in S_k \cap \mathbb{R}$.

By Lemma C.6 and the extension of Lemma C.6 mentioned just above, a.s. the maximum diameter of the sets $A$ or $A'$ in the union defining $\mathbb{A}_k$ is of order $o_k(|S_k|)$ as $k \to \infty$. In particular, by combining this with (C.18) we get that a.s. the maximal diameter of the edges of $e^*(\mathcal{J}_k^R)$ is $o_k(|S_k|)$. Since each set in the union defining $\mathbb{A}_k$ intersects $\hat{S}_x$ for some $x \in S_k \cap \mathbb{R}$ by definition, Lemma C.5 implies that a.s. $|S_k|^{-1} \max_{z \in \mathbb{A}_k} \text{dist}(z,S_k \cap \mathbb{R}) \to 0$ as $k \to \infty$. It therefore follows from (C.18) that a.s. for large enough $k \in \mathbb{N}$, each edge of $e^*(\mathcal{J}_k^R)$ is contained in the $\epsilon|S_k|$-neighborhood of $S_k \cap \mathbb{R}$, as required.

**Proof of Lemma 3.15.** By Lemma 2.3 and Lemma C.7, if $z_k$ is sampled uniformly from $S_k$, then a.s. the conditional probability given $(\mathcal{M},\mathcal{M}^*,\mathcal{D})$ that there is a path of edges $e^* \in \mathcal{E}\mathcal{M}^*$ with $\text{diam}(e^*) \leq \epsilon|S_k|$ from the left boundary of $S_k$ to the right boundary of $S_k$ which is contained in the $(\epsilon/100)|S_k|$-neighborhood of $S_k \cap (\mathbb{R}+z_k)$ tends to 1 as $k \to \infty$. A symmetric argument shows that the same is true with “top” and “bottom” in place of “left” and “right” and $\mathbb{R}+z_k$ replaced by the vertical line through $z_k$.

Applying this to a large, $\epsilon$-dependent number $N$ of uniformly random points sampled from $S_k$, we find that it is a.s. the case that for large enough $k \in \mathbb{N}$, we can find a finite collection $E_k^*$ of edges of $\mathcal{E}\mathcal{M}^*$ such that each $e^* \in E_k^*$ has diameter at most $\epsilon$ and each connected component of $S_k \setminus \bigcup_{e^* \in E_k^*} e^*$ has diameter at most $\epsilon$ (see Lemma 2.19 for a similar argument). Since no two dual edges can cross, a.s. for large enough $k \in \mathbb{N}$ the maximal diameter of the edges of $\mathcal{E}\mathcal{M}^*$ which are contained in $S_k$ and lie at Euclidean distance at least $\epsilon$ from $\partial S_k$ is at most $\epsilon$. Applying Lemma 2.8 to deal with the edges near the boundary (via exactly the same argument as at the end of the proof of Lemma 2.9) shows that a.s. the maximal diameter of the edges of $\mathcal{E}\mathcal{M}^*$ which intersect $S_k$ is of order $o_k(|S_k|) \to \infty$. A symmetric argument shows that the same is true of the edges which of $\mathcal{E}\mathcal{M}$ which intersect $S_k$. Using Lemma 2.8 again to transfer from the squares $S_k$ to the disks $B_r(0)$ concludes the proof. 
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