Variational quantum algorithm with information sharing
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We introduce an optimisation method for variational quantum algorithms and experimentally demonstrate a 100-fold improvement in efficiency compared to naive implementations. The effectiveness of our approach is shown by obtaining multi-dimensional energy surfaces for small molecules and a spin model. Our method solves related variational problems in parallel by exploiting the global nature of Bayesian optimisation and sharing information between different optimisers. Parallelisation makes our method ideally suited to next generation of variational problems with many physical degrees of freedom. This addresses a key challenge in scaling-up quantum algorithms towards demonstrating quantum advantage for problems of real-world interest.

I. INTRODUCTION

Rapid developments in quantum computing hardware [1–3] have led to an explosion of interest in near-term applications [4–8]. Though current devices are remarkable feats of engineering, their current coherence times and gate fidelities exclude running general quantum algorithms such as Shor’s factorisation, Grover search or quantum phase estimation. Nevertheless, it is hoped that Variational Quantum Algorithms (VQA’s) will be able to demonstrate a quantum advantage on Noisy Intermediate Scale Quantum (NISQ) devices [9].

Variational algorithms use low depth quantum circuits as a subroutine in a larger classical optimisation and have been applied broadly, including to binary optimisation problems [10–12], training machine learning models [13–15], and obtaining energy spectra [16–18]. While low depth circuits lessen the effect of errors, error rates are still a challenge for current practical implementations. Addressing these errors has been a focus within the literature, with many sophisticated error mitigation approaches being developed [19–21]. However, errors will not be the only limiting factor for VQA’s. Other obstacles include ansatz construction [22, 23], optimisation challenges [24, 25] and integrated hardware design [26].

VQA’s are very demanding of quantum hardware, requiring large numbers of sequential calls to quantum devices. In many cases demands on device throughput are further exacerbated by a need to solve multiple different but related optimisation problems (e.g. molecules with different nuclear separations [16], or edge weighted graphs for different weights [12]), which to date have mostly been treated independently. Few notable exceptions have solved related problems iteratively [27]. Parallelising related problems offers a way to maximize the utility of each circuit. This is particularly relevant to cloud-based interfaces — rapidly becoming the industry standard — however, even with dedicated device access, the low-throughput of quantum hardware remains a limiting factor, worsening for larger and more complex problems.

In this paper we introduce a parallel optimisation scheme for VQA problems where the cost function is parameterised by some physical parameter(s). A collection of problems, corresponding to different values of physical parameters, are optimised in parallel by an array of Bayesian optimisers sharing quantum measurement results between them. Using our Bayesian Optimisation with Information Sharing (BOIS) approach, we demonstrate a significant reduction in the number of circuits required to obtain a good solution at all parameter points. BOIS allows us to efficiently find potential energy curves and surfaces for small molecules and a quantum spin model on IBM Quantum devices [28].

II. RESULTS

A. Parallelising VQE

As an example VQA, we consider the Variational Quantum Eigensolver (VQE) [29], used to find the ground states of qubit Hamiltonians $H$. VQE uses a quantum ansatz circuit, parameterised by a set of angles $\theta$, to prepare a state $|\psi(\theta)\rangle$, and estimate the expectation value $\langle H \rangle_\theta = \langle \psi(\theta)|H|\psi(\theta)\rangle$. Classical optimisation is used to minimize the cost function $\langle H \rangle_\theta$ with respect to $\theta$, which — for a sufficiently expressive ansatz (see methods IV B) — corresponds to the ground state.

Qubit Hamiltonians can always be decomposed into a weighted sum of Pauli strings $P_i \in \{I, X, Y, Z\}^\otimes n$ (for $n$ qubits) with the weights $c_i$ depending on some physical
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parameter(s) $x$, 
\[ H(x) = \sum_i c_i(x) P_i. \] 

These physical parameters are, for example, nuclear coordinates of a molecule, length scale of long range interactions, distance of reactants above a catalyst, etc.

From the structure of Eq. (1), it is clear that optimising for each $x$ independently does not exploit the relationships between problems at different physical parameters. In particular, measuring the required Pauli expectation values $\langle P_i \rangle_\theta$ at a single $\theta$ point can be used to estimate $\langle H(x) \rangle_\theta$ for all $x$, as it is simply a weighted sum of Pauli expectation values with weights $c_i(x)$.

B. Bayesian optimisation and BOIS

In order to exploit the relationships between VQE problems, we use an optimisation method that collates function evaluations across the entire $\theta$ parameter space. Bayesian Optimisation (BO) uses a surrogate model of the global cost function to guide the optimization [30]. The surrogate model at unevaluated $\theta$ points is inferred, by means of Bayes rules, based on all previous cost functions evaluations. Every optimization round, the next $\theta$ point is decided by maximizing a utility function over the surrogate model (see methods IV C). BO has been applied in quantum control [31–34], as well as in experimental variational algorithms [35, 36], however its use in VQE and the exploitation of its global surrogate model remains largely unexplored.

BOIS employs an array of Bayesian optimisers running in parallel. Each optimiser, $B(x_n)$, attempts to solve a separate but related VQE problem, by minimising $\langle H(x_n) \rangle_\theta$ over $\theta$ at physical coordinate $x_n$, see Figure 1. At each iteration, optimiser $B(x_n)$ requests a cost function evaluation at the Bayes optimal point to evaluate next $\theta_n$ (see methods IV C). As described in the section II A, the Pauli string measurement results required to evaluate $\langle \psi(\theta_n)|H(x_n)|\psi(\theta_n) \rangle$ also allows us to evaluate $\langle \psi(\theta_n)|H(x_n)|\psi(\theta_n) \rangle$, which can be passed to the optimiser $B(x_n)$. We refer to these cross-evaluations as information sharing from $B(x_n)$ to $B(x_n)$. This requires each optimiser to use the same $\theta$-parameterised ansatz circuit and that $H(x_n)$ decomposes into the same set of Pauli strings $P_i$ for all $x$ (this can be padded as necessary).

The intrinsic locality of gradient-based approaches limits the amount of information which can be shared between different optimization runs. While we focused on BO, other surrogate model-based approaches [37] could be equivalently lifted to benefit from this information sharing scheme.

C. Testing the effectiveness of information sharing

Firstly we demonstrate the effectiveness of information sharing by using BOIS for a VQE task (VQE+BOIS) applied to a quantum spin chain with Hamiltonian

\[ H(h_X, h_Z) = \sum_{<i,j>} Z_i Z_j - \sum_i (h_X X_i + h_Z Z_i). \] 

The (dimensionless) transverse $h_X$ and longitudinal $h_Z$ fields are classical coordinates analogous to nuclear separation in molecules. For $h_X > 0$ and $h_Z = 0$, Eq. (2) can be diagonalized by a Jordan-Wigner transformation, which transforms the spins into non-interacting fermions. For $h_X, h_Z > 0$ it becomes non-integrable, with approximate methods eventually breaking down around a phase transition occurring along a critical line [38].

We consider the case where $h_X = h_Z = h \in [0,0.9]$, which we discretise into 15 values $h_i$. This range of $h$ approaches but does not cross the critical line. The VQE is then run using our BOIS optimisation approach for a system of four spins, with open boundary conditions. We use an ansatz circuit systematically generated — using an original approach (see methods IV C) — for this Hamiltonian. Noiseless simulations are carried out by contracting tensor network representations of the ansatz circuit and Hamiltonian using the Quimb python package [39].

The performance of four different information sharing strategies is shown in Fig. 2. Firstly, as a baseline, we consider independent BO with no information sharing Fig. 2 (a), followed by independent BO’s with two extra (random) function evaluations per iteration Fig. 2 (b). This second case is chosen such that the number of
After which we compare the final VQE energy estimate which requires the same number of function evaluations (at random $h$ similar (i.e. for close values of $\theta$) compared to Fig. 2(b) as they come from BO’s solving in methods IV C). (a) Independent BO’s at each $h_{\alpha}$, (b) As before, but each optimiser requests two additional energy evaluations (at random $\theta$ parameter points) at each iteration. (c) BOIS nearest-neighbour information sharing, i.e. BO’s at neighbouring $h$-field points (e.g $h_{\alpha}$ and $h_{\alpha+1}$) share device measurement results. (d) BOIS all-to-all information sharing, i.e. every BO sees all device measurement results. Insets of (c) and (d) show the same data on a log-scale.

Evolution seen by each $B(h_{\alpha})$ is the same as nearest-neighbour information sharing (each $h_{\alpha}$ shares only with $h_{\alpha\pm1}$) Fig. 2 (c). Finally we show all-to-all information sharing (each $h_{\alpha}$ shares with all $h_{\beta}, \beta \neq \alpha$) Fig. 2 (d), which requires the same number of function evaluations as nearest-neighbour sharing but employs more cross-evaluations. Each strategy is run for thirty iterations, after which we compare the final VQE energy estimate ($E^*$) to the exact ground state energy ($E_{\text{exact}}$). Optimisation of the full energy curve is repeated 100 times for each strategy. We present the data as a shaded histogram of $E^* - E_{\text{exact}}$ at each $h_{\alpha}$, as well as the sample mean. Each optimisation run is initialised with ten cost function evaluations, these are either shared for the BOIS strategies Fig. 2 (c-d) or independent Fig. 2 (a-b), as discussed in methods IV C.

We see clear improvement of sharing strategies over independent optimisations. After thirty iterations none of the independent BO Fig. 2(a) cases have converged close to the exact ground state energy. Adding extra energy evaluations (at random $\theta$) to the independent optimisations improves their performance Fig. 2(b), highlighting the capacity of BO to leverage the full dataset of evaluations it can access. Despite the improvement, a significant portion of runs end far from the ground state, with non-zero mean error and large variance. Nearest-neighbour sharing Fig. 2(c) hugely improves on Fig. 2(b) despite the individual BO’s of the two strategies receiving the same number of function evaluations per iteration. Here, the extra evaluations have greater utility compared to Fig. 2(b) as they come from BO’s solving similar (i.e. for close values of $h$) optimisation problems. Finally, All-to-All sharing shows moderate improvement over nearest-neighbour sharing, Fig. 2(d) in spite of having received five times more energy evaluations. This indicates that most of the advantage of the information sharing is coming from BO’s that are close together in $h$. An additional advantage of nearest-neighbour sharing is it reduces the computational overhead of updating the surrogate model by only including the most relevant shared data. As expected, we find the hardest optimisation problems, where our sharing strategies still do not always converge, to be large values of $h$ closest to the critical line.

D. Experimental demonstration on IBMQ devices

In the following we demonstrate the success of the BOIS strategy on problems run on IBMQ devices. By studying a quantum spin model (used in section II C) as well as $H_2$, LiH and a linear chain of $H_3$, we highlight the capability of our approach to complete VQE tasks in practical timescales. Optimisation tasks were carried out either on Paris, Toronto, Athens, Manhattan, Valencia, or Santiago IBMQ quantum processors [28]. We employ Qiskit’s [40] built in ‘Complete Measurement Filter’ with no further error mitigation. During optimisation 1024 measurement shots are used, increasing to 8192 shots for the final reported VQE energies.

Figure 3 shows the BOIS methods applied to finding ground states of $H_2$ (all-to-all sharing), LiH (all-to-all sharing) and the spin model (nearest-neighbour sharing), each of which only have one physical parameter. These are two, four and four qubit problems respectively, with six, thirteen, and ten optimisation parameters respec-
FIG. 3: Experimental application of VQE+BOIS running on IBMQ devices. Final energy estimates $E^*$ (top) and final errors $(E^* - E_{\text{exact}})$ (bottom) are plotted for three different problems. Repeated runs (blue curves), executed on a set of different devices [28], show the distribution around the mean (orange curves). (a) H$_2$ dimer showing eighteen separate VQE+BOIS (all-to-all) runs. Each run for ten iterations with thirty (shared – see methods IV C) initial points. (b) LiH dimer showing thirteen separate VQE+BOIS (all-to-all) runs. Each run for thirty iterations with thirty (shared) initial points. (c) Quantum spin model, Eqn. (1) with $h_X = h_Z = h$, (considered in section II C) showing ten separate VQE+BOIS (nearest-neighbour) runs. Each run for fifty iterations with ten (shared) initial points. Error bars indicate standard error on final energy measurements.

III. DISCUSSION

Our experimental results, Fig. 3, show a discrepancy between experimental and theoretical energy curves/surfaces. The most significant sources of VQE errors are (i) optimisation errors, and (ii) device errors. Ansatz expressibility errors, the other limiting factor for VQE, can be ruled out by our custom circuit design (see methods IV B). Known difficulties in the optimisation landscapes mean single runs of the optimisation will sometimes fail [24]. This is exemplified in Fig. 2 for large $h$ where the ground state is more entangled. The same qualitative behaviour is observed in the experimental data Fig. 3 (c) and is made worse by the randomness from using a noisy quantum device to estimate the cost function.

The systematic offset in the experimental data, Fig. 3, is typical of depolarising errors in quantum gates, becoming worse for more qubits [19]. Variations between runs are expected as different devices have different error characteristics and additionally these change over time. In general, the variance is further compounded by shot noise (i.e. finite numbers of measurement on device), but this is well below the variance of device noise across different days and devices.

Why would we expect this information sharing to be helpful? Considering a molecule as an example, a small change in the nuclear coordinates can be understood as a perturbation of the electronic Hamiltonian. The perturbed and unperturbed ground states will have some overlap, so their optimal $\theta$’s will be found in a similar...
FIG. 4: Experimental application to a multi-dimensional problem. Ground state energies (in Hartree) for a linear chain of H$_3$, over two-dimensional parameter space ($x_1$, $x_2$) where $x_1$ the distance between the first & second H atoms and $x_2$ the distance between the second & third. (a) the exact ground state energy surface for an 8×8 grid of $x_1$ and $x_2$ values, compared to experimental results from running VQE+BOIS on from IBM’s Paris chip. The optimisations converged in ten iterations to compute the entire surface. (b) the error in the VQE+BOIS results, showing systematic offsets due to gate errors.

region of parameter space. We can then see that a useful $\theta_\alpha$ selected by optimiser $B(x_\alpha)$ is likely to be valuable to $B(x_\alpha + \delta x)$. In this way, information sharing allows each BO to exploit the promising regions of $\theta$-space discovered by other optimisers, making the evaluations of adjacent optimisers more valuable than random $\theta$ evaluations.

Information sharing would be particularly helpful when the physical parameter tunes some non-trivial interaction that continuously increases the entanglement in the ground state, for example approaching a phase transition as in section II C. In this case we would expect the optimisation to converge faster in the simple (less entangled ground state) limit and this information to flow to harder (more entangled) problems.

Here we introduced BOIS, an efficient optimisation scheme for related VQA’s. Our approach is specifically designed to make maximum use of limited numbers of quantum measurement in order to combat the limited throughput of NISQ quantum devices. We demonstrated the efficiency of our approach by experimentally solving for energy curves in tens, instead of hundreds or thousands of iterations. The speedup provided by our method has enabled both 1D energy curves and the 2D energy surface of a molecular trimer to be found on practical timescale, even without dedicated device access. BOIS can be readily applied to other parameterised VQA’s and, combined with our circuit construction, makes benchmarking VQA algorithms on real devices significantly more practical.

IV. METHODS

A. Qubit Hamiltonians for small molecules

To find molecular ground states we first reformulate the problem from electrons to qubits. This is discussed at length in the literature, e.g. in the reviews [7, 8]. Here we outline the general procedure and highlight features relevant to the above simulations.

The electronic states are expanded in hydrogen-like orbitals centered on each atom, specifying a fermionic operator and a spatial wave function for each spin orbital. The electronic spatial dependence can be integrated out under the Born-Oppenheimer approximation. This re-expresses the kinetic and potential energy terms as non-linear coupling rates between the fermionic operators, where the couplings rates are nuclear coordinates dependent. The Hilbert space can be further reduced by removing or freezing (i.e. permanently occupied) spin orbitals. Finally, the anti-commuting fermionic operators are transformed into commuting Pauli operators using the Jordan-Wigner, Bravi-Kitaev, or some similar map [7].

In this work we use Openfermion [42] (for H$_3$) and Qiskit [40] (for H$_2$ and LiH) to compute the one and two body integrals, using the STO-3G approximation. For H$_2$ and H$_3$, only the 1s orbitals are used (none of which are frozen), and the systems have a total of two and three electrons respectively. For LiH, the Li:1s orbital is doubly occupied with electrons and frozen, while the four Li:2p$_y$, Li:2p$_z$ spin orbitals are frozen with zero occupation. Thus only the four Li:2s,2p$_x$ spin orbitals (bond axes aligned with $x$) and two H:1s spin orbitals constitute the available states for the remaining two electrons. We use the symmetry conserving Bravi-Kitaev transform for
Hamiltonian $H_3$, and the parity transform for $H_2$ and LiH to express the fermionic Hamiltonian as a qubit Hamiltonian. For each molecule the $Z_2$ symmetries (corresponding to particle and spin symmetries) have been removed [16, 41], reducing the number of qubits by two.

B. Ansatz design

As our focus is on efficient optimisation, rather than the challenging and distinct problem of blind ansatz construction, we construct ansatzes that are tailored to the problems we consider. The effectiveness of VQE is highly dependent on the suitability of the ansatz used. An ansatz circuit must be sufficiently expressive to produce its target state, however this must be balanced against other practical concerns including hardware limitations (restricted qubit connectivity and practical limits on circuit depth due to experimental noise) as well as optimisation considerations (the number of optimisation parameters must not be too large).

Our ansatzes, for systems other than $H_2$, are constructed classically such that they are guaranteed to be able to produce the target states with high fidelity (in noiseless simulations), while being both depth and parameter number efficient. This allows us to assess the performance of our optimisation scheme without it being limited by the expressible power of the ansatz. Additionally, this allows us to bake hardware constraints, such as qubit connectivity, into the construction process. The ansatzes we use for each of the systems we consider are shown in Fig. 5.

Building the ansatz circuit is done in two phases: a growth phase in which the expressivity of the circuit is increased, and a shrinkage phase in which redundant parameters are removed. This approach is inspired by qubit-ADAPT [23] but uses exhaustive optimisation to decide how to grow the circuit rather than a gradient-based condition. The noiseless simulations used to construct these ansatzes are carried out with highly efficient tensor-network calculations [43], performing gradient-descent with the Quimb Python package [39]. We now describe each phase in detail.

The growth phase begins with a separable circuit consisting only of single-qubit rotations and adds two-qubit entangling blocks in the locations that provide the greatest increase in the fidelity with the target state. Entangling blocks consist of a two-qubit gate, e.g. CNOT, padded on either side with parameterised single-qubit rotations. In general, the single-qubit gates are arbitrary Bloch sphere rotations (e.g. Qiskit’s $U^3$ gate or equivalent) to allow maximum flexibility. However, in many cases simpler gates can be used (such as real-valued Hamiltonians where $R_Y$ is sufficient). At each step, we determine all locations that it is possible to place a new entangler, compatible with the qubit connectivity. Early in the optimisation this is a weak constraint as we do not initially enforce a mapping of virtual to physical qubits.

As the ansatz grows the mapping is fixed by the previously chosen locations and this greatly reduces the number of potential locations in subsequent steps. We test each possible location by optimising the fidelity $\mathcal{F}$ between the target state and the circuit with this block added. For small to moderately sized systems, noiseless tensor-network-based gradient descent can be performed efficiently with automatic differentiation (e.g. using Google’s TensorFlow [44]) to minimise a cost $C$. For a target state $|\psi_T\rangle$ and trial state $|\psi\rangle$ we used

$$C = 1 - \mathcal{F} = 1 - |\langle \psi | \psi_T \rangle|.$$  \hspace{1cm} (3)

(Here we use this convention for the fidelity, as opposed to $|\langle \psi | \psi_T \rangle|^2$, as this yielded better performance.) The entangling block that leads to the greatest increase in fidelity is added to the ansatz and the process is repeated. Since our scheme relies on direct optimisation we are able to trial placing entangling blocks at both the beginning and end of the circuit. Placing an entangling block at the beginning of a circuit can produce a more dramatic change than placing one at the end, potentially allowing our method to converge to the target state more quickly than other greedy methods such as qubit-ADAPT. The ansatz that is produced in the growth phase is very efficient in terms of depth. Using gradient descent the growth stage can be performed with relatively few cost/gradient evaluations.

Once the circuit has converged to an acceptable fidelity with the target state (we used $1 - \mathcal{F} < 10^{-6}$) we begin the shrinkage phase. We re-optimise the fidelity of the ansatz with respect to the target state but now adding a regularisation penalty to our cost function which, for gate angles $\{\phi_i\}$, becomes

$$C = 1 - \mathcal{F} + \eta \sum_i D(\phi_i, 2\pi)$$  \hspace{1cm} (4)

Here $\eta$ is a small regularisation weight parameter and $D(\phi, 2\pi)$ is the absolute distance between $\phi$ and its nearest multiple of $2\pi$. This is an example of (periodic) $L_1$ regularisation and, provided $\eta$ is small, encourages gate angles to shrink towards a multiple of $2\pi$ while maintaining a high fidelity. This allows us to identify unnecessary single-qubit gates (those with angles close to multiples of $2\pi$) which are then removed from the ansatz. This regularisation process is repeated with increasing $\eta$ until the point where removing any more single-qubit gates would appreciably degrade the fidelity (checking if this is the case by re-optimising the fidelity using the ansatz with small parameter gates removes).

The ansatz construction process is non-deterministic however for the systems considered we found that typical required numbers of cost/gradient evaluations were (for the growth/shrinkage stages respectively) – $H_3$: $\sim 4500, 1200$ (using general $U^3$ gates); LiH $\sim 1800, 600$; quantum spin model $\sim 1800, 500$.

These ansatzes are produced by optimising the fidelity with a single target state. In our VQE+BOIS simulations
we are attempting to find ground state energy surfaces across a physical parameter space. For each VQE+BOIS simulation a target state was chosen as a ground state sitting on the energy surface in question. However, these target states were chosen such that their physical parameter $x$ was not one that was associated with a BOIS optimiser $x \notin x_o$. Although our ansatzes were produced targeting just one state on each energy surface, we found that provided it can represent this target state with a high fidelity ($1 - F < 10^{-6}$) then it will typically have similar performance on the other states of the surface (assuming we do not cross any complicated quantum phase transitions). Finally, to further reduce the number of optimisation parameters, the optimal gate parameters for each BOIS physical parameter $x_o$ are found (again by maximising the fidelity) and any single-qubit gate angles within this optimal parameter set that are found to remain effectively constant across the energy surface are fixed to these constant values in the ansatz. These fixed angle gates are indicated with partial transparency in Fig. 5.

As we aimed to build tailored VQE ansatzes to benchmark BOIS, rather than develop a full scalable adaptive ansatz algorithm, we employed the more reliable fidelity-based approach. However we believe an adaptive scheme in which an ansatz is grown ansatz one entangling block at a time followed by parameter regularisation has the potential to be run in a more scalable way on-device. Each stage of such a process would be effectively its own VQE problem, potentially allowing information sharing to increase its efficiency, provided that the optimisation is done globally such that information can be shared. By considering all physical parameter points when choosing entangling block placement and performing regularisation, a general ansatz for the whole energy surface may also be obtained more easily than when considering only a single physical parameter point.

C. Practicals aspects of Bayesian Optimisation

In our work Bayesian optimisation is implemented using the GPyOpt python package [45]. We have used the standard multipurpose Matern-5/2 kernel. Whether more specialised kernels are more suitable for VQA’s is an interesting question.

Bayesian optimisation begins with a pool of initial data. These are cost functions evaluations made at random in the optimisation parameter space, that are used to initialise the surrogate model. We select the $M$ initial points by Latin hypercube sampling. When considering our information sharing strategies we additionally share these $M$ initial points amongst the different optimisers $B(x_i)$. In contrast, when we compare this to independent strategies with no information sharing each optimiser $B(x_i)$ sees a different set of $M$ initial points.

In all of our results we use a lower-confidence bound
(LCB) acquisition function \([46]\), defined by

\[
a_{\text{LCB}}(\theta) = \mu(\theta) - \kappa \sigma(\theta)
\]

where \(\mu\) and \(\sigma^2\) are the mean and variance functions of the Gaussian process surrogate model. The hyperparameter \(\kappa\) is chosen to decrease linearly from an initial value \(\kappa_0\) to zero at the final iteration \(N\), so that at iteration \(t \in [1, N]\) it has value

\[
\kappa_t = \frac{N - t}{N} \kappa_0.
\]

This highly weights exploration early in the optimisation, while prioritising exploitation later on. The value of \(\kappa_0\) is tuned between one and five depending on the problem. At iteration \(t\) the next \(\theta\) to evaluate is selected by minimising \(a_{\text{LCB}}(\theta)\).

Bayesian optimisation is conventionally limited to small numbers of parameters, typically \(< 20 – 30\) \([30]\). This will become a problem for larger VQE problems, especially when using hardware efficient ansatz. However, decreasing noise rates will help alleviate this issue, since it will allow more complex but parameter efficient ansatz, such as Unitary Coupled Cluster (UCC) \([7]\), to be employed. Beyond this, global optimisation with large numbers of parameters is an active research topic. Replacing the Gaussian Process with other surrogate models, such as neural networks or random forests, can potentially allow much larger numbers of parameters \([47]\).

Problems such as over-parameterisation can, in principle, be solved by using physically motivated ansatz circuits, such as UCC for molecules \([48]\), or schemes that grow an ansatz systematically, for example ADAPT-VQE \([22, 23]\). These approaches typically require circuits that are too deep to be practically run on current NISQ devices, however more sophisticated schemes such as ansatz that preserve symmetries \([49]\) may help to overcome these challenges.

D. Separating experimental data by device

The experimental data presented in Fig. 3 was collected in October and November 2020 from the IBM quantum devices Athens, Manhattan, Paris, Toronto and Valencia, with additional \(H_2\) data from Santiago \([28]\). In Fig. 6 the final VQE errors, \(E^* - E_{\text{exact}}\), is plotted for the \(H_2\), LiH and quantum spin model tasks, with the IBM device the data was collected from indicated by plot colour.

All of the devices we use have quantum volume 32, with the exception of Valencia which has quantum volume 16. Within our data we do not see clear systematic differences between the devices when looking across all the tasks. For a given task there can appear to be clustering. For example, in our LiH data Paris appears to do consistently worse and Manhattan better. However, this is more likely related to calibration differences in the time window of use or small sample sizes. It is interesting to note, though, that the only non-physical results (ground state energies lower than the true ground state energy) occur for the \(H_2\) task on the lower quantum volume device, Valencia.
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