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Abstract. In recent years, convex programming has become a sophisticated tool of central importance in engineering, finance, operations research, statistics etc. The goal of this paper is to emphasize modeling and present several convex programming problem formulations especially in optimal design and location theory. We build simple models to address this question, investigate their properties and apply a variant of the Weierstrass theorem to prove the existence of a solution. Our results extend and improve some other comparable results of the author [2,8,20,21,22,23,24,25].

1. Introduction

The general unconstrained programming problem can be stated as the problem of finding the vector \( x^* \), where the minimum occurs, i.e.,

\[
\text{Minimize } f(x) = f(x)^* \tag{1}
\]

The function \( f \) is called the objective function. The elements \( x \) are often called the decision variables. Convex programming (CP) is a subfield of mathematical programming, or simply mathematical optimization, which studies the problem of minimizing convex functions. The usual and most intuitive form of describing a convex programming is:

\[
\text{Minimize } f( x ) \\
\text{subject to } \\
g_i( x ) \leq 0, \quad i = 1, 2, ..., n \\
h_j( x ) = 0, \quad j = 1, ..., k \tag{2}
\]

where \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is a convex function to be minimized over the variable \( x \), and each \( g_i \) and \( h_j \) are real-valued functions defined on \( \mathbb{R}^n \). The constraints \( g_i( x ) \leq 0, \quad i = 1, 2, ..., n \) are referred to as inequality constraints; \( h_j( x ) = 0, \quad j = 1, ..., k \) are referred to as equality constraints.

If the objective and constraint functions are differentiable we refer to the above equation (2) as differentiable programming. The optimization problem (2) is called a linear programming problem (LPP) if the objective and constraint functions are linear i.e.,

\[
f_i(\lambda x + \gamma y ) = \lambda f_i(x) + \gamma f_i(y), \quad \forall x, y \in \mathbb{R}^n \quad \text{and } \lambda, \gamma \in \mathbb{R}. \tag{3}
\]

e.g minimize \( c^T x \), subject to \( Ax \leq b, x \geq 0 \) \tag{4}

Here \( c, x \in \mathbb{R}^n \) and \( A \) is an \( m \times n \) matrix and \( b \in \mathbb{R}^m \) and the constraint \( x \geq 0 \) is usually referred to as non-negativity restriction. Consider another example given by

\[
\text{Minimize } \frac{1}{2} x^T Q x + p^T x, \quad \text{subject to } A x \leq b, \quad x \geq 0 \tag{5}
\]
where Q is an \( nxn \) matrix and \( b \in \mathbb{R}^m \). Then (2) is said to be a quadratic programming problem under linear constraints. This class of problems is very important for practical purposes as well as linear programming problems.

Convex programming has applications in a wide range of disciplines, such as automatic control systems, estimation and signal processing, communications and networks, electronic circuit design, data analysis and modeling, statistics and finance \([4,5,12,13,27]\). With recent improvements in computing and optimization theory, convex programming is nearly as straightforward as linear programming. Due to its ability to solve large, practical engineering problems it has been useful in solving some conic programming problems.

The basic idea and focus of this combined research is that many analyses and designs arising in science and engineering can be cast, or recast, in the form of a convex programming problem, i.e., minimizing a convex objective of some decision variable subject to some convex constraints on the variable. Although such problems can appear difficult, they may have hundreds of variables and nonlinear, nondifferentiable objective functions, they can be solved (numerically) very efficiently by recently developed interior point methods that exploit convexity and the particular problem structure. Thus, the original problem is efficiently solved.

In view of the fact that not all problems arising in science and engineering are convex hence amenable to rapid numerical solution and in cases where the problem is not convex, convex approximations can yield suboptimal solutions that are very useful in practice. Generally, then, it is useful skill to recognize convexity in engineering and science problems and know how to exploit it.

A large body of literature is devoted to the algorithms development for the solution of the highlighted problems \([2,7,8,11,15,19,23]\) and it is our wish to apply a simple and more general results to resolve(solve) the problem.

Our paper is organized as follows: we specify the problem and some of its basic properties (section 2); we present a general result in finite dimensional setting to resolve the problem; show connections between them and describe how we can apply such result to tackle the problems (section 3). Finally in section 4 we briefly state our conclusions.

2. Preliminaries and Problem Setup

In this section, we set up the problems and discuss some of its properties. The simplest convex programming problem is an unconstrained problem of the form

\[
\text{Minimize} \quad ||Ax-b||
\]  

(6)

where \( A \in \mathbb{R}^{mxn} \) and \( b \in \mathbb{R}^m \) are problem data, \( x \in \mathbb{R}^n \) is the variable, and \( . \) is a norm on \( \mathbb{R}^m \).

A solution of (6) is sometimes called an approximate solution of \( Ax \approx b \), in the norm \( ||.|| \). The vector

\[
r = Ax - b
\]

(7)

is called the residual for the problem, its components are sometimes called the individual residuals associated with \( x \) \([5]\).

An extension of (6) is the weighted convex programming problem

\[
\text{Minimize} \quad ||w(Ax-b)||
\]  

(8)

where the problem data \( w \in \mathbb{R}^{mxn} \) is called the weighting matrix.

This kind of problem arises in many disciplines as discussed in the earlier section and some of the many names that have been used depending on areas of discipline include least square norm or least square problems in statistics and engineering, Weber problem in location research and norm approximation in optimization and operations research.
In recent times, research has been carried out on the minimum norm problem which is also convex programming problem and resolved using several techniques, see ([5,12,14,20,21]) to mention a few. Such problems have been found useful in Approximation theory, statistical estimation problem [5], signal and image reconstruction as well as in other engineering applications [12].

In [12], the author showed that minimum norm problem can be recast as fixed point problem and showed \( x = T x \). He further proved the existence and uniqueness of the minimum solution of operator equation, if \( T \) is non expansive. The research carried out by [14] was to find the minimum norm solution of linear programs by a Newton-type method which was shown to be globally convergent. A recent stride reported in [20] was directed at an estimation problem using simple random sampling technique. The idea was used in formulating the estimation problem as an equivalent minimum norm problem in the Hilbert space and resolved by an appropriate application of the classical projection theorem. In [21], a critical survey was carried out on various applications of minimum norm with emphasis on finance.

In this paper, we show that convex programming problem can be recast as a minimum norm problem in practical problems and resolved using a more general approach.

### 2.1 Optimal design

The least squares method describes a frequently used approach to solving overdetermined or inexactely specified systems of equations in an approximate sense. Instead of solving the equations exactly we seek only to minimize the sum of squares of the residuals.

The least squares criterion has important statistical interpretations. If appropriate probabilistic assumptions about underlying error distributions are made, least squares produces what is known as the maximum-likelihood estimate parameters. Even if the probabilistic assumptions are not satisfied, research in this areas has shown that least squares produces useful results [1,2,5,6,7,8,9,10,11,14,15,19,21,22,23,24,25,26].

A very common source of least squares is curve fitting. Let \( x \) be the independent variable and let \( y ( x ) \) denote an unknown function of \( x \) that we want to approximate. Assume there are \( m \) observations, i.e., values of \( y \) measured at specified values of \( x \):

\[
y_i = y ( x_i ), \quad i = 1, \ldots, m
\]

The idea is to model \( y ( x ) \) by a linear combination of \( n \) basis functions:

\[
y ( x ) = \beta_1 \phi_1 ( x ) + \cdots + \beta_n \phi_n ( x )
\]

The design matrix \( A \) is a rectangular matrix of order \( mxn \) with elements \( t_{ij} = \phi_j ( x_i ) \)

The design matrix usually has more rows than columns. In matrix-vector notation, the model is

\[
y \approx A \beta
\]

Some common models include the following:

straight line: \( y(x) \approx \beta_1 x + \beta_2 \) \hspace{1cm} (12)

polynomials:

\[
y(x) \approx \beta x^n -1 + \cdots + \beta_{n-1} x + \beta_n
\]

log-linear:

\[
y ( x ) = Ke^{\lambda x}, \quad \log y \approx \beta_1 x + \beta_2 , \quad \text{with } \beta_1 = \lambda , \beta_2 = \log K , \text{ etc}
\]

The residuals in this case are the differences between the observations and the model:

\[
r_i = y_i - \sum_{j=1}^{n} \beta_j \phi_j ( x_i , \alpha ), i = 1, \ldots, m
\]

\[
(15)
\]
or, in matrix-vector notation

\[ r = y - A(\alpha)\beta \]  

We want to find the \( \alpha \)’s and \( \beta \)’s that make the residuals as small as possible. In least squares method we wish to minimize the sum of the squares of the residuals

\[ \|r\|^2 = \sum_{i=1}^{n} r_i^2 \]  

If some observations are more important or more accurate than others, then we might associate different weight, \( w_i \), with different observations and

\[ \|r\|^2 = \sum w_i r_i^2 \]  

Other uses of this type of problem in statistical application occur mainly to collection of data, for example, when we design an experiment or a survey so as to minimize experimental errors. Here the residual is essentially an error in the fit of the model, say

\[ Y(x) = \beta_1(x) + \beta_2 \]  

The fitted line has predicted values at points on the line and hence the residuals are vertical deviations from points to the line. As a result, the least squares procedure produces a line that minimizes the sum of squares of vertical deviation from the points to the line.

In an experimental context in the physical sciences and engineering almost all measured quantities have an error because a perfect apparatus does not exist. Least squares fitting techniques provides some guidelines for determining the values of those errors. Recent publications directed at applications of convex programming in statistical and engineering designs can be found in [1,2,18,19].

### 2.2 Epidemic Models

The least squares fitting techniques has been employed as one of the approaches of estimating epidemiological parameters for daily case notification time series for pandemic diseases. It is used in trajectory matching of epidemic model to epidemic curve data. We use an epidemic model of SEIR-type that classifies individuals as susceptible(S), exposed (E), infectious (I), recovered (R) and dead(D). The transmission process can be modeled using the following system of nonlinear differential equations:

\[
\begin{align*}
S'(t) &= -\beta S(t)I(t) / N(t) \\
E'(t) &= \beta S(t)I(t) / N(t) - kE(t) \\
I'(t) &= kE(t) - (\gamma + \delta)I(t) \\
R'(t) &= \gamma I(t) \\
D'(t) &= \delta I(t) \\
C'(t) &= kE(t)
\end{align*}
\]

where the ‘prime’ denotes time derivatives, infectious individuals either recover or die from the pandemic at the mean rates of \( \gamma \) and \( \delta \) respectively, \( \beta \) is the transmission rate, \( 1/k \) is the mean latent period and \( C(t) \) is the cumulative number of case notification (Chowell et.al. 2007).

Specifically, we fit the cumulative number of cases given by equation \( C(t) \) to the cumulative number of case notifications. In the above case the residual is given by

\[
\min_{r_i} \| C(t) - C'(t) \|^2 = \min \| r_i \|^2
\]  

(20)
This type of problem possesses existence and uniqueness properties for Hilbert, Banach reflexive, rotund spaces and duals of smooth Banach spaces. The nice properties of least squares as well as their physical interpretations lead to many important applications.

2.3 Location Theory

There are numerous publications where facility location problems have been discussed [4,5,8,9,10,13,14,15,17,19,20,21,22,23]. The problem has given rise to extraordinary number of generalizations, extensions and modifications. It would literally require volumes to do them justice; space only permits only a brief and somewhat arbitrarily selected summary. However, comprehensive reviews of this type of problem can be found in [16, 26].

This problem is sometimes called Weber problem and it arises in many fields such as signal processing, networking, communications and called many names such as the Fermat–Toricelli problem, the Steiner problem, the Steiner-Weber problem, the median center problem, the minisum problem, and the spartial problem [10].

We are to find the “minisum” point \((x_f, y_f) \in X\) which minimizes the sum of weighted Euclidean distances from itself to \(n\) fixed points with coordinates \((x_i, y_i) \in P\), \(i = 1, \ldots, n\). The weights which are associated with the fixed points are denoted by \(w_i\). One simple scenario for the problem is that of locating a distribution centre and that the weights \(w_i\) are the cost per unit distance of shipping the requirements to customers located at the fixed points \((x_i, y_i) ; (x_f, y_f)\) is then the distribution centre that minimizes the transportation costs.

The problem can be stated as:

\[
\min \left\{ W(x, y) = \sum_{i=1}^{n} w_i d_i(x, y) \right\} = \min w \|X - P\| \quad (21)
\]

where \(d_i(x, y) = \sqrt{(x - x_i)^2 + (y - y_i)^2}\) is the Euclidean distance between \((x, y) \in X\) and \((x_i, y_i) \in P\). The equation can be rewritten as

\[
\min \left\{ C(x, y) = \sum_{i=1}^{n} w_i d_i^2(x, y) \right\} = \min w \|X - P\|^2 \quad (22)
\]

indicating the minimization of the sum of squared Euclidean distances that looks similar to (17) and (20). It can depict a wide variety of distance measures; the Euclidean distance is the special case \(p = 2\) and rectilinear distance is \(p = 1\); looking at the generalization of Euclidean distance (\(l_p\) distance), which is given by

\[
l_p = \sqrt[p]{|x - x_i|^p + |y - y_i|^p} \quad (23)
\]

The Weber problem has two very important properties. First, the objective function is a convex function which ensures that any local optimum is also a global optimum. Second, the optimal location for the new facility must lie within the convex hull of the existing facility locations. Hence all the problems discussed are convex programming and as a result finding a global optimum of a norm-based objective function is often tractable.

3. The Main Results

We present the results applicable to the earlier discussed problems and show the connections existing between them. In the sequel we state the following definitions and proposition that will be needed for further development.
Definition 3.1. Let $X$ be a metric space and $M \subseteq X$ be a non-empty convex set. A function $f : X \to \mathbb{R}$ is convex if $\forall \alpha \in [0, 1]$ and $\forall x, y \in M$

$$f(\alpha x + (1 - \alpha) y) \leq \alpha f(x) + (1 - \alpha) f(y)$$ (24)

A strict convex function is defined by

Definition 3.2. Let $X$ be a metric space and $M \subseteq X$ be a non-empty convex set. A function $f : X \to \mathbb{R}$ is convex if $\forall \alpha \in (0, 1)$ and $\forall x, y \in M$, $x \neq y$

$$f(\alpha x + (1 - \alpha) y) < \alpha f(x) + (1 - \alpha) f(y)$$ (25)

Definition 3.3. A twice differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ is said to be strongly convex if there exists a real number $\rho > 0$ such that for all $x, y \in \mathbb{R}^n$.

**Theorem 3.1** [3,27]. Consider a convex function $f : \mathbb{R}^n \to \mathbb{R}$. Then every local minimum of $f$ is a global minimum.

**Proposition 1.1.** The norm function $f(x) = ||x||$ is a convex function.

**Proof:** Let $f(x) := ||x||$. Then for any $y$, and $\lambda \in [0,1]$, we have

$$f(\lambda y + (1 - \lambda) z) = ||\lambda y + (1 - \lambda) z|| \leq ||\lambda y|| + ||(1 - \lambda) z||$$

$$= \lambda ||y|| + (1 - \lambda) ||z|| = \lambda f(y) + (1 - \lambda) f(z)$$ (25)

which completes the proof.

The above proposition implies that since every norm is a sublinear function then every norm is a convex function. As a result, finding a global optimum of a norm-based function is often tractable as pointed out in the earlier section.

**Theorem 3.2.** Let $f : \mathbb{R}^n \to \mathbb{R}$ is a twice differentiable strongly convex function over a compact set $X \subseteq \mathbb{R}^n$ and assume that the $dom f$ is a compact set. Then $f$ attains a maximum and a minimum on $X$.

**Proof.** Since $f : \mathbb{R}^n \to \mathbb{R}$ is a strongly convex and hence a convex function it is continuous.

To show compactness of $dom f$, assume that $m = \inf_{x \in \mathbb{R}^n} f(x)$. Then naturally

$$m = \inf_{x \in dom f} f(x)$$

In a similar manner, we can say that there exists a sequence $x_n \in \mathbb{R}^n$ such that $f(x_n) \to m$. But since $dom f$ is compact we have that there exists a subsequence $x_{n_k}$ of the stated sequence such that $x_{n_k} \to x_0$, where $x_0 \in dom f$. Then by lower semicontinuity of $f$ we have $f(x_0) \leq m$. This shows that $f$ attains the minimum $m = f(x_0)$. Similarly, we have by upper semicontinuity that $f$ attains the maximum $m = f(x_1)$

**Remark.** We have used the fact that every real-valued convex functions on $\mathbb{R}^n$ is Lipschitzian and Lipschitzian function is necessarily lower semicontinuous function. The uniqueness of the minimum norm problem is tractable since strongly convex function are strictly convex.

**Example 1.1:** This example illustrates the use of the technique developed that identifies the subset having the conditions satisfying existence of solution.

Minimize $f(x) = ||Ax - b||^2 = \min \sum_{i=1}^n (a_i^T x - b_i)^2$, $x \in M$

where $M \subseteq \mathbb{R}^n$. 

Since $f$ is a norm function (also a convex function) is continuous on its domain. By theorem 3.2, a solution exists as long as the set $M$ is compact. To show that $M$ is compact, we have $M \subset \mathbb{R}^n$ a subset of $X$ and hence $M$ is compact. By the theorem 3.2 the solution exists and indeed a global solution by theorem 3.1.

4. Conclusion
In this paper, applications of convex programming in practical problems are herein considered and resolved using a more general approach in finite dimensional settings. The work demonstrated the importance of convex programming in the presence of faults, measurement errors and statistical uncertainties. By combining the basic and desirable properties of normed spaces and convexity, we have shown the resolution of practical problems using abstract results.
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