A FLUID SIMULATION SYSTEM BASED ON THE MPS METHOD

André Luiz Buarque Vieira e Silva  
Voxar Labs - Centro de Informática  
Universidade Federal de Pernambuco  
Recife/PE 50740-560, Brazil.  
albvs@cin.ufpe.br

Caio José dos Santos Brito  
Voxar Labs - Centro de Informática  
Universidade Federal de Pernambuco  
Recife/PE 50740-560, Brazil.  
cjsb@cin.ufpe.br

Francisco Paulo Magalhães Simões  
Voxar Labs - Centro de Informática  
Universidade Federal de Pernambuco  
Recife/PE 50740-560, Brazil.  
Departamento de Informática  
Instituto Federal de Pernambuco, Campus Belo Jardim  
Belo Jardim/PE 55145-065, Brazil  
fpms@cin.ufpe.br

Veronica Teichrieb  
Voxar Labs - Centro de Informática  
Universidade Federal de Pernambuco  
Recife/PE 50740-560, Brazil.  
vt@cin.ufpe.br

ABSTRACT

Fluid flow simulation is a highly active area with applications in a wide range of engineering problems and interactive systems. Meshless methods like the Moving Particle Semi-implicit (MPS) are a great alternative to deal efficiently with large deformations and free-surface flow. However, mesh-based approaches can achieve higher numerical precision than particle-based techniques with a performance cost. This paper presents a numerically stable and parallelized system that benefits from advances in the literature and parallel computing to obtain an adaptable MPS method. The proposed technique can simulate liquids using different approaches, such as two ways to calculate the particles’ pressure, turbulent flow, and multiphase interaction. The method is evaluated under traditional tests cases presenting comparable results to recent techniques. This work integrates the previously mentioned advances into a single solution, which can switch on improvements, such as better momentum conservation and less spurious pressure oscillations, through a graphical interface. The code is entirely open-source under the GPLv3 free software license. The GPU-accelerated code reached speedups ranging from 3 to 43 times, depending on the total number of particles. The simulation runs at one fps for a case with approximately 200,000 particles. Code: https://github.com/andreluizbvs/VoxarMPS
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PROGRAM SUMMARY

Program Title: Voxar MPS  
Licensing provisions: GNU General Public License, version 3  
Programming language: C++ and CUDA  
Computer: Tested on CPUs: Intel Core i7-6820HK and Intel Core i7-7820HK and GPUs: GTX 1080 (mobile) and GTX 1080 Ti  
Operating System: Windows 10  
CUDA: Tested on version 10.1 with driver version 445.87  
Has the code been vectorised or parallelised: Different threads of CPU or number of cores of GPU  
RAM: Tens of MB to several GB, depending on the scenario  
Nature of problem: The Voxar MPS code has been developed to study the flow of incompressible fluids that requires high computational cost.  
Solution method: Voxar MPS is an implementation of the Moving Particle Semi-implicit, a Lagrangian meshless particle method for incompressible fluids.
1 Introduction

Some of the most common problems in naval hydrodynamics involve the study of fluid flow. For this, it is necessary to deal with large deformations near the surface, such as those presented in a good portion of computational mechanics problems [1]. Also, Computer Graphics (CG) and Virtual Reality (VR) applications are constantly turning more realistic and interactive/real-time fluid simulations have been a frequent research topic in that area [2, 3, 4]. Conventional techniques, as the Finite Element Methods (FEM) and Finite Difference Methods (FDM) are relatively inefficient when dealing with large deformations [5, 6]. As an alternative, there are the Lagrangian meshfree or the particle-based methods. They achieve flexibility in situations where the classic techniques are too complex [7].

Two of the meshless techniques are the Moving Particle Semi-implicit method (MPS) [8] and the Smoothed Particle Hydrodynamics (SPH) [9, 10], the latter initially intended to astrophysics applications and then adapted to fluid simulation. The MPS authors idealized it to simulate the flows of incompressible fluids, which refers to a fluid whose material density is constant within a fluid parcel, a property found in liquids. Its main difference from the original SPH, which can be considered an advantage for the MPS regarding numerical precision, is that the calculations adopt a semi-implicit predictor-corrector model [8]. However, the SPH is more prevalent in CG and VR applications due to the high computational load occasioned by the MPS calculations, including solving the Poisson Pressure Equation (PPE).

In [11], the authors highlight the current achievements and future perspectives for projection-based particle methods, which are the ones that require solving a PPE. In it, the authors present a set of papers regarding the applicability of the MPS in ocean engineering, including wave breaking [12, 13], wave overtopping [14], wave impact [15, 16], green water on ships [17], sediment transport [18], waves generated through landslide [19] and fluid-structure interactions [20, 21].

One of the main issues of meshfree methods, in general, are in the spurious pressure oscillation of the particles [15]. Another disadvantage of particle-based approaches that rely on numerical precision is the application runtime [22]. Works found in the literature provide various kinds of performance speedups using a General Purpose Graphics Processing Unit (GPGPU) but always focusing on the standard MPS [23, 22, 24].

The system developed in this work allows combining numerical improvements to the MPS with different types of fluid flows. These include multiphase and viscoplastic simulations and parallel computation at different levels: multi-threaded CPU and GPU. A fine-tuning of these combinations are available through a graphical user interface. It also allows the simulation of dam break cases, flood simulations, oil spilling disasters, and others with decent precision in less time. These features help to achieve general requirements in which precision and or time are somewhat relevant factors.

This research aims to provide a numerically enhanced MPS method implementation compared to its standard one, as well as expand the simulation tuning possibilities for different types of fluids and situations. Additionally, CPU and GPU parallelization are also provided, so more significant cases can reach interactive simulation and real-time rates. Modify and add new models to the system is straightforward. The resulting solution can assist in engineering problems regarding natural and environmental disasters in coastal and floodable areas. It can also be used in CG and VR, and, for some cases, real-time applications.

An unprecedented parallelization of an improved MPS version coupled with fluid models, such as turbulent and multiphase flow, is developed to run in CPU, through OpenMP [25], and in GPU, by using CUDA [26]. The tunable parameters are:

1. Multiple computational methods such as different pressure calculation approaches, different values for the kinematic viscosity, turbulent flow, and multiphase interaction;
2. Improvements such as better momentum conservation, more precise discretization of differential operators and less spurious pressure oscillations;
3. Choose between parallelized implementations using OpenMP and CUDA;
4. Interactive rates for simulations containing \(10^5\) particles.

The code is open-source, available to the community under the GNU General Public License v3.0 (GPLv3) license. There is also a README file with a detailed step-by-step installation description and information on how to use the developed system.

In the second section, there is a contextualization on the area, presenting modifications to the method over the years and acceleration techniques. Then, there is a section explaining the used technique and presenting a set of variations, improvements, and applications. Afterwards, there is an explanation regarding implementation, acceleration structures.
and user interface. Next, the main results are showcased, presenting each test case utilized, and their purpose. In the test cases section, a discussion is performed through a comparison with the results found in the literature. Subsequently, there is a performance analysis of CPU and GPU versions, memory usage, the speedups provided by the GPU parallelization, and the simulation frame rate. Finally, there is a discussion of final remarks and future works.

2 Related works

Through the years, disasters involving natural phenomena have triggered research in different areas on how to avoid them. Fluid simulation focusing on liquids is one of these areas. To be able to simulate liquids coherently, meshless methods usually model the fluid flow as Weakly Compressible (WC) and Fully Incompressible (FI), which guarantees less fluid density oscillations. The MPS has also been providing significant assistance in that field since it intrinsically simulates incompressible flows [27]. The textbook chapter of Almeida et al. [28] is an introduction on the subject since it provides a thorough explanation of the MPS as well as some variations and implementation details.

Despite the high level of applicability of the MPS, as shown in the previous section, there are only a few solutions or software that use this method, such as MPS-RYUJIN [29], Particleworks [30] and MPARS [31]. Refs. [29] [30] are not open-source and Ref. [31] does not provide any kind of parallelization, as opposed to the present work. Although there are other frameworks for fluid simulation, some of them being widely used, such as the DualSPHysics [32] and GPUSPH [33], they mainly focus on the SPH and its variations.

2.1 Modifications to the method

Similar to the other meshfree methods, the MPS technique suffers from instability problems. Some of these issues are related to numerical errors at the boundaries, i.e., free-surfaces or solid boundaries interactions. Some works document and discuss the reasons for those problems [34] [16]. As an attempt to overcome these issues, some authors proposed changes to the method throughout the years; one of the most critical issues with the MPS is the spurious pressure oscillation. This subsection presents some of the works that successfully addressed those issues.

A set of papers by Khayyer & Gotoh presents valuable insights and improvements to this problem, most of them proposing corrected differential operator models (Laplacian and gradient). [15] proposes modifications to the MPS to diminish spurious pressure fluctuations. The authors introduce a new formulation of the source term of the PPE, which is referred to as a Higher order Source term (HS), thus creating the CMPS-HS after combining this modification with their previous work. The authors in [35] focus on the Laplacian model used in the MPS. They derive a Higher order Laplacian model (HL) for the discretization of the Laplacian operator to refine further and stabilize the pressure calculation. Both Laplacian of pressure and the one corresponding to the viscous forces benefit from this model. The authors remarked that, although the modifications improve pressure calculations, the numerical results still presented some unphysical numerical oscillation during tests.

Khayyer & Gotoh [36] present two new modifications to resolve the shortcomings present in the method from their previous work. The first improvement deals with unphysical numerical oscillation caused by the source term in the PPE. Due to that issue, additional terms were added to it, referred by Error Compensating parts in the Source term of the PPE (ECS). The other change deals with situations with tensile instability [37]. It consists of a corrective matrix inserted in the pressure gradient calculations to achieve a more accurate approximation of the differential operator in question. The modifications here presented are going to be detailed further in section 3.

In [38], the authors show the latest advances related to particle methods applied to coastal and ocean engineering, where they also include fully explicit methods. In one of them, Tayebi & Jin [39] proposes the Moving Particle Explicit (MPE) that solves an equation of state in a fully explicit form to obtain the particles’ pressure. Other recent applications of the MPS brought up by the referred review are related to oil spilling [40] and the swash beach process [41]. In the present work, a fully explicit version of the MPS is studied, implemented, and accelerated.

2.2 Acceleration

Since the MPS is fully meshless, the particles are not connected explicitly by any edge, so, it is possible to optimize some computational aspects of the simulation, such as by parallelization, by cluster technology or General Purpose GPU (GPGPU) techniques [42]. Shakibaemia et al. [43] [44] presented an alternative form of the MPS, where they incorporate more straightforward and effective formulations and fluid behaviours/flows models into the method. One of the advantages of doing so is to benefit from the MPS’ numerically precise formulations without the main efficiency bottleneck, which is the Poisson pressure equation’s solution.
Shakibaieinia and Jin [43] developed a technique based on the MPS interaction model in which a WC model replaces the FI one. By doing this, they decrease the necessary computation time. In Ref. [44], the authors extended their previous work by proposing a straightforward model of an immiscible multiphase method. They also employ and investigate different techniques for the viscosity model. In order to address turbulence issues in wave dynamics, they use the Large Eddy Simulation (LES) concept to formulate a sub-particle scale (SPS) turbulence model. The modifications mentioned above are studied and taken into consideration in the present work.

Hori et al. [23] developed a GPU-accelerated version of MPS using CUDA. The authors focused on the search of neighbouring particles and the iterative solution of the linear system generated by the PPE, which generates a considerable computational load. They optimize the neighbouring particles search through a cell grid, in which there is a specific cell for each particle according to the particle’s position. To compare accuracy and performance between the CPU and GPU-based codes, they execute 2-dimensional calculations of an elliptical drop evolution and a dam break flow. Finally, the reported speedup achieved is about 3 to 7 times. These speedup rates serve as comparison reference here.

In Ref. [24], the authors focus on reducing the MPS runtime by replacing how the method calculates the particles’ pressure. Instead of using a PPE, they implement an equation of state, similar to the work of Shakibaieinia and Jin [43]. It also aims to accelerate it by exploring its parallelization potential through a multi-core CPU, single-node GPU, and a multi-node GPU cluster environment. The authors use a domain subdivision approach to enable a simulation with a higher number of particles. For a 3D dam break test with 700,000 particles, the OpenMP solution could reach 5.3 times speedup, while the single-node GPU could reach 14.5 times speedup compared to a single-threaded CPU execution. The multi-node GPU with nine processes performs approximately 5.5 times faster than the single-node GPU. The authors claim that the proposed algorithm allows extensive WC-MPS simulations in distributed memory systems with reduced communication overhead. These speedup values are also a comparison reference to this work.

Unlike the works here presented, this work not only focuses on applying parallelization to the MPS calculations but also applying it to the added improvements and modifications. This combination of features is unprecedented. Besides, both parallelized versions (OpenMP and CUDA) can achieve speedups regarded to the MPS variations developed. Exemplifying, one set up of features can praise for stability and higher accuracy, while another may seek for higher performance.

3 The Moving Particle Semi-implicit Method

The MPS uses discrete elements called particles in which each of them carries a set of physical quantities. Since the fluid flow governing equations are for continuous domains, the continuous differential operators, such as the derivative, gradient, and Laplacian, need to be discretized. The MPS proposes discretized models to these operators. In this section, the method is detailed by showing its governing equations, discretized differential operations, and a set of variations and improvements to the standard MPS.

3.1 Standard method & Governing equations

Koshizuka and Oka [8] models the fluid as a set of interacting particles, in which their motion is determined through the interaction with neighbouring particles and the governing equations of fluid motion. Equation 1 and Equation 2 are the continuity equation and Navier-Stokes equation, respectively, which describe the motion of one viscous fluid flow.

\[
\frac{1}{\rho} \frac{D\rho}{Dt} + \nabla \cdot \mathbf{u} = 0
\]  
(1)

\[
\frac{\partial \mathbf{u}}{\partial t} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \frac{1}{\rho} \nabla \cdot \mathbf{\tau} + F_{\text{ext}}
\]  
(2)

where \( \mathbf{u} \) is the fluid velocity vector, \( t \) is the time, \( \rho \) is the fluid density, \( p \) is the pressure, \( \nu \) is the laminar kinematic viscosity, \( \mathbf{\tau} \) is the sub-particle scale (SPS) or turbulence contributed by unresolved small motions (detailed in section 3.2.2) and \( F_{\text{ext}} \) represent external forces like gravity.

In this method, the domain is discretized into particles, as mentioned above. They interact with its neighbours through a kernel function \( w(r) \), \( r \) being the distance between two particles. A larger kernel size implies in an interaction with more particles. The system developed in this work provides a set of kernel functions to choose between them.
However, it is recommended that the kernel function proposed by [45] should be used when running a PPE (FI version), as in Equation 3:

\[ w(|r_j - r_i|) = \begin{cases} \frac{r_e}{|r_j - r_i|} - 1 & , \quad 0 \leq r < r_e \\ 0 & , \quad r_e \leq r \end{cases} \]  

(3)

where \( r_e \) is the radius of the interaction area and \( r_i \) and \( r_j \) are the positions of particles \( i \) and \( j \), respectively. When calculating the pressure through an equation of state (WC version), it is recommended to use and the kernel function proposed by [43], as in Equation 4. Those pressure calculation models are addressed further in this section.

\[ w(|r_j - r_i|) = \begin{cases} \left(1 - \frac{|r_j - r_i|}{r_e}\right)^3 & , \quad 0 \leq r < r_e \\ 0 & , \quad r_e \leq r \end{cases} \]  

(4)

Equation 5 defines \( n_i \), the particle number density, at the particle’s position \( r_i \), which is proportional to the neighbors number of \( i \).

\[ n_i = \sum_{j \neq i} w(|r_j - r_i|) \]  

(5)

The continuity equation is satisfied if the particle number density remains constant, and this constant value is denoted by \( n_0 \).

To identify a free-surface particle, the particle number density of the \( i \)th particle just needs to satisfy the condition presented in Equation 6 since on the free-surface the particle number density drops abruptly.

\[ n_i < \beta n_0 \]  

(6)

where \( \beta \) is constant between 0.8 and 0.99. The bigger \( \beta \) is, the bigger will be the number of particles recognized as free-surface. Koshizuka and Oka [8] recommend to set it to 0.97, and that is the value adopted here.

Generally, in meshless methods, there are two main approaches to calculate the particles’ pressure when simulating liquids, the weakly compressible (WC) approach and the fully incompressible (FI) one, where each one of them has its advantages and disadvantages. This work implements both approaches, providing a wide variety of features so the users can decide based on their needs. After obtaining the particles’ pressure, it is possible to compute the pressure gradient, enabling the calculations of the velocity values to update the particles’ positions through a first-order Euler integration.

### 3.1.1 Equation of state

The WC model prioritizes performance since it severely diminishes computational load in exchange for numerical precision. In the work of [43], the traditional FI model is replaced by a WC one because assembling and solving the PPE in each step takes a considerable amount of computation time: about two-thirds of each time step for a simulation with an order of magnitude of \( 10^3 \) particles. The mentioned work replaces the PPE by an explicit relation, specifically an equation of state described by [46] and modified by [47] that is shown below.

\[ p_i^{k+1} = \frac{p c_0^2}{\gamma} \left( \frac{n_i^k}{n_0} \right)^{\frac{\gamma}{\gamma - 1}} \]  

(7)

where \( p_i^{k+1} \) is pressure value of particle \( i \) in timestep \( k + 1 \) and the typical value used for \( \gamma = 7 \). \( c_0 \) is the speed of sound. This study, in fact, shows a decrease in process time per time step while the simulation characteristics remains similar to the fully incompressible approach. Authors refer to this modified MPS as WC-MPS.

This work adopts the approach proposed by [43] due to its similarity to the weakly compressible approach adopted in the popular WCSPH [48].

### 3.1.2 Poisson pressure equation

As opposed to the weakly compressible approach, the fully incompressible model calculates the particles’ pressure with higher accuracy even though this leads to a high computational load. In this case, it is necessary to solve the
Poisson Pressure Equation, shown in Equation 8, which yields a linear system of equations of the type shown in Equation 9.

\[ \nabla^2 p_{k+1}^{i} = -\frac{\rho \cdot n_{i}^{*} - n_{0}}{\Delta t^2} n_{0} \]  

\[ Ax = b \]

where \( A \) is a sparse square matrix of size \( N \times N \) which \( N \) is the total particle number in the simulation, the Right-Hand Side (RHS) vector \( b \) of size \( N \) stores the source terms and \( x \), also of size \( N \), represents the desired pressures of the particles.

The assemble of the coefficient matrix \( A \) makes use of the discretized Laplacian model, shown in Equation 10.

\[ \nabla^2 \varphi_{i} = \frac{2D_{s}}{n_{0} \lambda} \sum_{j \neq i} \left( \varphi_{j} - \varphi_{i} \right) w \left( \left| r_{ij} \right| \right) \]

where \( \varphi \) is some physical quantity, \( \lambda \) is the weighted average of the squared distance between particles \( i \) and \( j \) (or \( r_{ij}^2 \)), as shown in [8].

As previously mentioned in subsection 3.1, this work uses the ICCG to solve the PPE, like in [8]. It consists of submitting the coefficient matrix \( A \) into the incomplete Cholesky factorization, which is generally used as preconditioning for iterative numerical methods. Afterwards, the conjugate gradient is applied to solve the linear system of equations iteratively.

### 3.2 Fluid flow models

The improvement of numerical stability and the addition of different models of fluid flow enable a more reliable simulation in certain situations. This section presents the used set of models of fluid flows in this work.

#### 3.2.1 Multiphase flow

A model that significantly increases the number of possible applications for the MPS is the one that supports multi-density fluids interaction, the multiphase flow.

Shakibaeinia and Jin [44] proposed a straightforward multiphase model based on the MPS, in which it treats the system as a multi-density multi-viscosity fluid. The model is only applied to a WC-MPS [43], solving a single set of equations for all phases. In this model, the density differences of particles of different phases are automatically taken care of, since that, when calculating a particle’s velocity, its density appears directly in the equations.

The main issue of this approach arises when dealing with the density discontinuity near the interface between the fluids, which can result in pressure field discontinuity. The strategy followed was to use a smoothed value of density \( \langle \rho \rangle_{i} \) instead of the real particles’ density, set for each particle before starting the simulation. The density of an individual particle is necessary for calculating its pressure. Equation 11 shows the multi-density pressure term in the weakly compressible model applied in this study.

\[ \frac{1}{\rho_{i}} \langle \nabla p \rangle_{i} = \frac{d}{n_{0}} \sum_{j \neq i} \left( \frac{(\rho_{j}/\rho_{i})^{\alpha_{j}} - \alpha_{i}}{r_{ij}^{2}} r_{ij} w(|r_{ij} - r_{i}|) \right) \]

\[ \alpha_{i} = \frac{c_{0}^{2}}{\gamma} ((n_{i}^{*} / n_{0})^{\gamma} - 1) \]

where \( d \) refers to the number of dimensions in the simulation and the typical value of \( \gamma = 7 \) is used, as in Tait’s equation of state [49].

The multiphase model proposed by Shakibaeinia and Jin [44] can only be used by calculating the particles’ pressure through the equation of state, which is the WC approach. Despite that, this work adopts this model for that incompressibility model, given its relative simplicity and stability.
3.2.2 Turbulent flow

To calculate the influence of the turbulence term $\tau$, referred to the unresolved small motion term in [50], the large eddy simulation (LES) mathematical model for turbulence [51] [52] was employed. According to the original LES conception, eddies capable of being resolved by the computational grid are allowed to evolve according to the Navier-Stokes equations, and a model is employed to represent the turbulence at sub-grid scales (mesh-based techniques). A sub-particle scale (SPS) model was made necessary for meshless methods. By introducing the turbulence eddy viscosity $\nu_t$, the unresolved SPS turbulence stress $\tau_{ij}$ in Equation 2 can be written as shown in Equation 13.

$$
\tau_{ij} = \frac{2}{\rho} \nu_t S_{ij} - \frac{2}{3} k \delta_{ij}
$$

where $\delta_{ij}$ is Kronecker’s operator; and $S_{ij}$ is the strain rate and $k$ is the turbulence kinetic energy, which can be incorporated into the pressure term when solving the momentum equation Equation 2. The widely used model by [51] is employed here to formulate the turbulence eddy viscosity.

3.3 Numerical improvements

In this section, there is a description of the implemented MPS variations. It is noteworthy that the universe of MPS variations is vast, and the ones that were selected stand between improvement impact level and implementation cost. These variations allowed a version considered sufficiently stable and physically accurate to be achieved. It is also shown other modifications to the standard method, which expand the range of applications of the MPS.

3.3.1 Momentum conservation

A simple way to achieve consistent conservation of linear momentum is to ensure a better discretization of the gradient model. Subsection 14 shows the suggested alteration in the pressure gradient formulation by Khayyer and Gotoh [53].

$$
\nabla \phi_i = \frac{D_n}{n_0} \sum_{j \neq i} \left( \frac{\phi_i + \phi_j}{|r_j - r_i|^2} \right) (r_j - r_i) w (|r_j - r_i|)
$$

When the anti-symmetric subsection 14 is applied, linear momentum is conserved. This method is referred to by the authors as Corrected MPS (CMPS).

3.3.2 Pressure calculation

One of the major issues of the MPS, and consequently widely explored, is the spurious pressure oscillation. Works that presented substantial improvements in this area, making few and simple modifications to the method, have been proposed [15, 35]. The authors call the first one the MPS with a Higher order Source term (MPS-HS) since it presents a new formulation for the calculation of the derivative of the particle number density ($\frac{Dn}{Dt}$). Using this variation, the Equation 8 is replaced by the Equation 15 [54].

$$
\nabla^2 p_i^{k+1} = -\frac{\rho}{n_0 \Delta t} \sum_{i \neq j} \left( \frac{r_{ij}}{r_{ij}^3} \right) (x_{ij} u_{ij} + y_{ij} v_{ij} + z_{ij} w_{ij})
$$

Another improvement to the implemented pressure calculation was the proposition of a higher order Laplacian model for both two and three dimensional simulations [35] [54].

$$
\nabla^2 \phi_i = \frac{1}{n_0} \sum_{i \neq j} \left( \frac{2\phi_{ij} r_{ij}}{r_{ij}^3} \right)
$$

where $\phi$ is a generic physical quantity. This new derivation was named by the authors as MPS with a Higher order Laplacian of pressure (MPS-HL).
3.3.3 Numerical stability

Khayyer and Gotoh [36] came up with a PPE’s source term with error-compensating parts to enhance even further pressure and velocity field calculations. The compensating parts should be measures for instantaneous and accumulative violations of fluid incompressibility. Subsubsection 17 shows the new terms, and Equation 18 shows the complete modified pressure calculation equation.

\[
ECS = \left| \frac{n^k - n_0}{n_0} \right| \left[ \frac{1}{n_0} \left( \frac{Dn}{Dt} \right)_i^k \right] + \left| \frac{\Delta t}{n_0} \left( \frac{Dn}{Dt} \right)_i^k \right| \left[ \frac{1}{\Delta t} \frac{n^k - n_0}{n_0} \right] \tag{17}
\]

\[
\nabla^2 p_i^{k+1} = \frac{\rho}{n_0 \Delta t} \left( \frac{Dn}{Dt} \right)_i^* + ECS \tag{18}
\]

According to Gotoh [55], this method ensures satisfactory accuracy and stable computation, more specifically, under the absence of tensile stress. Ref. [55] shows a comparison between it and the standard MPS.

4 Implementation

This work implements the MPS through the C/C++ programming languages. OpenMP [25] and CUDA [26] were used to take advantage of the many cores in the CPU and GPU, hence accelerating the program execution. Lastly, there is a graphical user interface (GUI) to aid in the system usage, developed through the Windows Forms graphical class library from the Microsoft .NET framework [56].

4.1 Neighbouring search algorithms

This study adopts the ”cell-linked list” strategy for the neighbourhood search [43]. It relies on a background Cartesian grid that divides the whole domain into cells. They have sides equal to \( r_e \), which is the influence radius of a particle. In every iteration, the particles of the simulation are allocated in a specific cell, depending on their position. Thereby, when searching for a particle’s neighbours, it is only necessary to look in the cell of the particle itself and adjacent cells. Thus, there is a list of particles that remain constant for that entire step, which offers a considerable decrease in the complexity of the neighbouring search function to \( O(n \log n) \).

4.2 OpenMP

The machine used in the present study holds an Intel\textsuperscript{®} Core\textsuperscript{™} i7-6820HK CPU @ 2.70 GHz [57] with 32 GB of installed RAM, a 64-bit operating system (x64), with 4 cores. Listing 1 shows an example of the particle number density function main loop parallelized just by adding one line of code, highlighted in red (line 1).

Listing 1: C code of the particle number density calculation benefiting from OpenMP

```c
#pragma omp parallel for schedule (guided)
for (int i = 1; i <= num_of_particles; i++) {
    double sum = 0.0;
    for (int l = 2; l <= neighb[i][1]; l++) {
        int j = neighb[i][l];
        (...)
        //sum of kernel values for particle i and each of its neighbors j*
        n[i] = sum;
    }
} return(n);
```

4.3 CUDA

The GPU code was developed based on the fully sequential and the OpenMP versions previously presented using CUDA C/C++. The utilized machine has an NVIDIA GeForce GTX 1080 Ti, which contains a total of 3,584 CUDA cores and 11 GB of video memory. The number of threads per block is set to 256. As for the implementations, while the parallelization process of some functions was straightforward, some others needed adaptations for a parallelized version.
A tricky parallelization step in the fully incompressible model of the MPS is the PPE solution. For this work, the standard ICCG solver used by Koshizuka and his colleagues [45] was parallelized in both OpenMP and CUDA versions using raw array formats for the linear system elements, such as the coefficient matrix and right side source vector. Also, to decrease memory usage by data structures, the total number of possible neighbours (N_{neigh}) of a particle was limited to 300, which is the value used in [8]. Doing so allowed assembling a coefficient matrix with N \times N_{neigh} elements with N being the total number of particles, rather than an N \times N matrix. Listing 2 shows the PPE assembly in a CUDA kernel.

Another significant step of the method, performance-wise, is the neighbourhood search function. This step occupies a large portion of the simulation running time in either pressure calculation models, making its parallelization essential to the practicability of massive simulations. In this work, the implementation of the parallelized neighbourhood search is also based on the cell linked list approach described in subsection 4.1, but, its parallelization process is based on the one from Ref. [58], which presents a high scalability capacity.

4.4 Graphical user interface

The user interaction may happen through a GUI. Figure 1 shows its layout and design. In it, (1) is a combo box from which the user can choose whether the simulation will have two or three dimensions; in (2) the user can choose how the code will run: sequentially, in parallel in CPU (through OpenMP) or parallel in GPU (through CUDA); in (3) the user will select a previously built simulation scenario; in (4) two approaches of pressure calculation can be chosen: weakly compressible or fully incompressible. By selecting the latter, (5) and (6) will be available, which are options that, if checked, enable Khayyer and Gotoh subsection 3.3 models of pressure gradient calculations to better conserve the linear and angular momentum of the fluid flow. The checking of (7) employs the SPS-LES turbulence model; (8) is only available if the test scenario chosen allows multiphase interaction. If checked, it enables viscoplastic properties in the second fluid in the simulation. (9) and (11) are the density values [Kg/m^3] of the fluids in the simulation, and (10) and (12) are their kinematic viscosity [m^2/s]; (13) sets the time duration between two steps of the simulation and (14) sets how long it will last, both in seconds. If checked, (15) creates a folder in the executable file directory containing all the particles’ information in each time step. In contrast, (16) creates a folder with the fluid particles’ information in each time step. (17) starts generating the simulation, and (18) allows the user to switch between languages.
5 Evaluation & discussion

The aim here is to validate the models and properties of the developed method, such as incompressibility, numerical precision, turbulent flow, and multiphase interaction. Another goal in this section is to assess the performance gain and frame rates of the parallelized implementations of the weakly compressible and fully incompressible versions of the MPS and discuss them.

5.1 Water drop

The examination of the evolution of an elliptic water drop is a common test case to validate incompressibility models of a particle-based fluid simulation method \cite{47} \cite{59} \cite{43}. The usual test consists of a two-dimensional water drop, beginning the simulation in the shape of a circle, with a predefined velocity field of \((-100x, 100y) \text{ m/s}\) so that its format evolves into an elliptical shape over time. \textbf{Figure 2} shows a sketch of the test’s geometry. The water drop has a circle radius of \(9 \times 10^{-2} \text{ m}\) and an average particle distance of \(5 \times 10^{-2} \text{ m}\), implying a total of 1257 particles. The influence radius is \(r_e = 3l_0\), where \(l_0\) is the average particle distance, and the adopted time was \(10^{-5} \text{ s}\). The used configuration for this test was the default one, as presented in \textbf{Figure 1}, with a fluid density equal to \(10^3 \text{ Kg/m}^3\) and fluid viscosity \(10^{-6} \text{ m}^2/\text{s}\), only differing in the field (3) since it is the Water drop test.

As in \cite{43}, \textbf{Figure 3} shows three time instants of the simulation. The kernel function used here is in \textbf{Equation 4}.

As noted by Monaghan \cite{47}, the condition in this test to measure incompressibility is that \(ab\) is constant throughout the simulation, where \(a\) is the semi-minor axis, and \(b\) is the semi-major axis of the ellipse. This simulation ends when the size of \(b\) becomes twice the value it was initially, and, in that instant, the \(ab\) value is compared to its initial value. Errors are within less than 0.3%. \textbf{Table 1} compares this result to \cite{47} which keep errors in less than 2% and \cite{43} which keep errors in less than 0.2%. This comparison shows the achieved result matches those from previous works.
5.2 Dam break

The collapse of a water column has been widely used in the literature to validate the numerical precision of various fluid simulation techniques.

As the test performed by [8], in this work, the water column height is two times bigger than the water column length $L$. The floor in the model employed here is also four times the length of the water column. The size of the water column varies depending on how many particles the simulation has. The average particle distance is $10^{-2}$ m, and the time step of the simulation is $5 \times 10^{-3}$ s. The total number of particles is 1122.

The authors of the original MPS, referred here as standard MPS, put it to test by comparing it to a volume of fluid (VOF) approach [60] and experimental data from three different experiments [61][62]. This test adopts the standard dam break model [8] and compares the simulation results obtained with the experimental data and the other simulation results. This comparison is possible by examining the water leading-edge position over time, since the dam burst until it hits the right wall. The leading edge is the front of the collapsing water column running on the floor (bottom wall).

Figure 4 compares directly experimental data, other methods results, with the proposed technique. The configuration used here is the default as well, as depicted in Figure 1. The leading edge position is dimensionless, $Z/L$, where $L$ is
Table 1: Comparison of water drop dimensions throughout the simulation

|   | $t = 0.0\,\text{s}$ | $t = 0.01\,\text{s}$ | Difference in % |
|---|---------------------|----------------------|-----------------|
| $b$ (meters) | 0.875               | 1.75                 | 100             |
| $ab$ (meters) | 0.766               | 0.764                | 0.26            |

the water column’s initial length, which for this test is equal to 0.18 m. If the water column size changes, the value of 0.18 m also changes, respecting the average particle distance $l_0$. The time axis in the chart is dimensionless as well, $t\sqrt{2g/L}$, where $t$ is the time in seconds and $g$ the gravitational acceleration, which is equal to 9.8 m/s$^2$.

Figure 4: Direct comparison of the evolution of leading edge position between the developed technique (in red), and the experimental results and other methods. Background image extracted from [8].

Figure 4 shows that the developed method gets a lot closer to the experimental data than the others. Interestingly, it almost overlaps the experiment represented by the small empty squares from [61]. It is important to note that, differently from a technique, the experiments do not become outdated since the setup did not change over the years. Therefore, this corroborates the assumption of a higher precision of the implemented method in this study.

5.3 R-T instability

The Rayleigh-Taylor instability test’s goal is to show the multiphase model ability to handle the density stratification and to evolve a linear perturbation into nonlinear hydrodynamic turbulence [63].

The test consists of placing the same amount of two immiscible fluids with different densities and the same kinematic viscosity, one on the top of the other. The heavier one will stay on top of the lighter, only influenced by the gravitational force $g$ inside a two-dimensional rectangular box. When the simulation starts, the denser fluid will tend to go downwards, pushing the lighter upwards. The interface between the fluids will become unstable, and the format of the pattern generated at the interface will say whether the hydrodynamic turbulence was formed or not. The lighter fluid
forms a bubble in the shape of a mushroom cap that breaks eventually. The Atwood number, calculated as shown in Equation 19, characterizes the problem.

\[
A_t = \frac{\rho_h - \rho_l}{\rho_h + \rho_l}
\]  

(19)

\(\rho_h\) and \(\rho_l\) refer to the heavier and lighter fluid densities, respectively. For the test used in this study, \(A_t = 1/3\) and the kinematic viscosity \(\nu = 0.010\) for both fluids, following [44]. The test has 3066 particles. The system configuration used in this scenario differs from the default options shown in Figure 1 with some differences. Here, field (3) is R-T instability, (4) is Weakly compressible, and fields (9) and (11) respect the Atwood number calculation. Figure 5a shows some steps of the generated simulation. Ref. [44] shows a similar test displaying the same phenomenon. For a better context on how other particle-based approaches behave, their results are shown next to the generated simulation in Figure 5b. The main difference between them is that, in the scenario from Ref. [44], there is already an initial perturbation to the fluids’ interface. Another difference is that in the test performed here, the domain top is open. These differences influence the test, causing the bubble (mushroom cap) to be upside-down.

(a) Rayleigh-Taylor instability generated by a multiphase interaction developed in this work

(b) Rayleigh-Taylor instability by a basic multiphase MPS. Extracted from [44]

Figure 5: Rayleigh-Taylor instability in almost similar scenarios

The proposed technique generally shows good agreement regarding the Rayleigh-Taylor instability when compared to another particle-based solution.
5.4 Oil spill

The Oil spill test makes possible a qualitative analysis and a unique comparison to validate the multiphase model. \cite{40} provides a replicable test of a continuous oil spill due to a damaged tank.

The average particle distance is $4 \times 10^{-3}$ m, the water and oil’s kinematic viscosity $\nu_{\text{water}}$ and $\nu_{\text{oil}}$ are, respectively, $10^{-6}$ m$^2$/s and $5 \times 10^{-5}$ m$^2$/s and configuration here, relative to Figure 1, differs in fields (3), which is Oil Spill, (4), Weakly compressible, (11), which is $897.0 K g/m^3$ and (12), which is $5 \times 10^{-5}$ m$^2$/s. This test has a total of 152, 779 particles.

This leakage simulation is qualitatively compared to experimental results and to \cite{40}, which is a fully incompressible multiphase MPS. Figure 6 shows five time instants of the experiments and the simulations. In each time instants, there is: an image of the experiment; the simulation by \cite{40}; and the generated simulation, in that order.

![Comparison between experiment, FS-MMPS \cite{40} and the developed system at different moments of the oil spill](image)

Figure 6: Comparison between experiment, FS-MMPS \cite{40} and the developed system at different moments of the oil spill

The authors in \cite{40} claim that FS-MMPS is quite precise and accurate. On the other hand, it is possible to observe that the use of a weakly compressible approach of the combined method developed here can better predict certain situations, such as the more straight and even flow of the oil, in yellow, over the denser fluid, mainly in Figure 6c and Figure 6d. In a general manner, the oil profile and the waves generated by it are in reasonable agreement with the generated by the experiment, with fewer computations than the FS-MMPS, since, in this case, a WC model is used, which significantly diminishes the pressure calculation complexity.

5.5 Pressure field

It is essential to show how the previously presented numerical improvements impact the pressure field of the fluid. This test makes use of the traditional dam break scenario described in subsection 5.2. Figure 7 shows three time instants of the same simulation. The left side refers to the simulation using the standard MPS, and the right side, the simulation with the numerical improvements described in subsection 3.3.

It is apparent in Figure 7 that the numerical improvements significantly diminish the spurious pressure oscillations and can provide a more stable pressure field during the simulation, even after the fluid suffers large deformations.
Figure 7: Dam break simulation. Left side: standard MPS; Right side: modified MPS with numerical improvements described in subsection 3.3. Time instants referring 0.25 s, 0.5 s and 0.875 s into the simulation.

5.6 Computational performance analysis

It is noticeable that switching between the incompressibility models - weakly compressible (WC) or fully incompressible (FI) - had a material impact on computational performance, both in memory usage and in runtime performance. This discrepancy happens because the FI approach requires the solution of a linear system of order $N \times N_{\text{neigh}}$, to ensure incompressibility and, thus, obtain more precise values for the pressures. Storing it in memory and solving it are both costly steps for the algorithm. The chosen incompressibility model influences the most on the runtime, regardless of the selected combination of enhancements.

To evaluate the computational performance, this section details the memory usage and the runtime profile of two main approaches (WC and FI) combined with three different types of execution: completely sequential; parallelized through OpenMP; parallelized through CUDA. The entire runtime for each test size was measured to calculate the speedups. Finally, it is possible to calculate each version’s frame rate by running a set of tests in which they vary in the number of particles.

5.6.1 Memory usage

The Performance and Diagnostics tool of Visual Studio 2019 [64] provides a detailed report of the sequential and OpenMP executions to evaluate CPU memory usage in all versions. The NVIDIA Visual profiler [65] provided the majority of information regarding the GPU, such as the whole simulation runtime and time spent in each CUDA kernel during the execution. As for the GPU memory usage, GPU-Z [66] provided the minimum and maximum occupancy throughout the simulation runtime.

Table 2 shows the memory usage of the WC approach of the MPS for a standard 2D dam break test, like the one presented in subsection 5.2. For this case, there is a total of 1,054,122 particles.
Table 2: Occupancy in the CPU and GPU memories of different executions of the WC-MPS for 1 million particles

|                      | Sequential | OpenMP | CUDA |
|----------------------|------------|--------|------|
| CPU Mem. usage       | 4.7 %      | 4.7 %  | 4.4 %|
| GPU Mem. usage       | 0 %        | 0 %    | 16.4 %|

Table 3: Occupancy in the CPU and GPU memories of different executions of the FI-MPS for 1 million particles

|                      | Sequential | OpenMP | CUDA |
|----------------------|------------|--------|------|
| CPU Mem. usage       | 20.3 %     | 20.3 % | 20.0 %|
| GPU Mem. usage       | 0 %        | 0 %    | 60.0 %|

Table 3 shows the memory usage relative to the FI approach for the same test described above and in subsection 5.2. One million particles can be considered a high amount of particles for a FI approach running on GPU since a linear system has to be fully loaded. This number of particles is an improvement compared to previous works such as [67, 42].

Note that, in both approaches, the CUDA versions require not only the GPU memory but also CPU memory, which is also smaller compared to OpenMP and the fully sequential executions. This difference may happen since some information must exist in host memory (CPU) and in device memory (GPU) to transfer particle input information from the CPU to the GPU.

5.6.2 Speedup

Due to the scalability of the GPU-accelerated neighbourhood search strategy, the system was able to reach promising speedup values. Figure 8 shows that this is especially true in more massive simulations. The OpenMP version did not achieve considerable speedups since its neighbourhood calculation is not optimally parallelized.

![Figure 8: Speedup caused by GPU parallelization versus total number of particles in the simulation](image)

Figure 8 shows that a case with 1,563,658 particles can achieved a massive speedup of 43.5 times. The speedup curve shows that simulations with more particles could yield even higher speedup rates. On the other hand, for a case with 1,022 particles, the speedup rate obtained was 0.8 times, in other words, running this scenario in the GPU is slower than running it in sequentially in the CPU. That shows it is not efficient to employ parallel programming for
simulations with a small number of particles. One of the causes for this is that the data transfer between the host and device reduces the speedup significantly.

### 5.6.3 System limits

Data related to performance and memory limitations are presented here, such as frame rate achieved for different numbers of particles and the maximum number of particles in a simulation. [Figure 9](#) shows how many frames per second (FPS) the GPU-accelerated application achieves, given the total number of particles in the simulation. The blue frame rate curve represents a regular execution where the neighbourhood is updated every step, prioritizing a more accurate simulation. The red frame rate curve represents an execution where the list of neighbours is only updated every four steps during the simulation, aiming for high computational performance.

Hence, in a case that computational performance is the priority, [Figure 9](#) shows that it is possible to simulate a scenario with approximately 200,000 particles at one frame per second. It also displays a case with 46,768 particles run at approximately 4 fps. Both of them are already considered interactive frame rates [68, 69].

Regarding the simulation size limit, it is noteworthy that the available memory plays a fundamental role. The GPU used in this work provides 11 GB of video memory and allows for a simulation with 1,563,658 before the application runs out of memory. The largest simulation size tested for the fully sequential version when adopting the fully incompressible approach had a total of 3,677,442 particles. The CPU process of the latter used 25 of the 32 GB available of RAM. When adopting the weakly compressible model, the total number of particles could reach 16,657,962 by using 26 GB of the available RAM. The last two simulation loads show how expensive it is in terms of memory, just loading the PPE into the RAM, not to mention the computational load required to solve it.

### 6 Conclusions

As previously discussed, the study of fluid flow simulation is of great importance in mitigating the consequences of environmental disasters and accidents. It has applications in a wide range of engineering problems, computer graphics, and virtual and augmented reality software. Meshless methods like the MPS are a great alternative to deal with large deformations and free-surface flow, situations where the traditional mesh-based approaches usually perform inefficiently.

Throughout the development of his work, it became clear that the community is continually improving the MPS, both in numerical performance and computation efficiency, despite suffering from a few pressure instability problems. The literature shows its usability in a large number of scenarios. The considerable amount of referenced works also shows the complexity of this task, the importance of the method, and the great potential to simulate, increasingly more realistically, fluid flows.
MPS optimization is moderately complex since it is used to replicate real phenomena more reliably, when taking into consideration other meshless approaches. Some works enhance its computational efficiency with acceleration structures without losing the precision it offers [23] [22] [67] [42]. In contrast, other works prefer, despite the precision loss, replace the performance and memory bottleneck of the method, the solution of a PPE, with an equation of state to solve the pressures [43] [39] and then, parallelize it through GPU [24] [70]. Another factor to consider is hardware development since manufacturers are continuously building more powerful GPUs, which directly influence computational performance.

The literature also shows that works usually accelerate the standard version of the MPS [8] or the standard weakly compressible version [43] [39], with few numerical improvements to the calculation. This work provides a wide variety of models, improvements, and approaches to the MPS technique, which are entirely parallelized, through OpenMP and CUDA, integrated into a single solution. This integration enables a fine-tuning of the system, allowing setups concerned with high precision, fully incompressible fluid flow, and GPU-accelerated multiphase WC fluid simulations. This solution is open-source under the GPLv3 license.

Regarding the numerical improvements, the techniques proposed by [55] and [44] were combined and extended, which implicated in enhancements in simulation coherence, as presented in the Dam break, Oil spill, and Water drop tests. The developed method shows compatibility with recent works in the Oil Spill test, by qualitatively comparing it with [40], which shows the numerical advances achieved. The GPU-acceleration provides speedups ranging from 3 to 43 times, depending on the total number of particles in the simulation. That permits a simulation with approximately 200,000 particles to run at one frame per second, and a test case with 46,768 particles to achieve nearly 4 fps, which both are already considered interactive rates [68, 69].

### 6.1 Future Work

There are exciting possibilities for future developments of this work. Inevitably, refinements in every part of the code will lead to a more optimized version, which is the path to a notable real-time simulation.

A possibility that would enhance even further computational performance is to improve the GPU implementation of the FI-MPS to be able to run locally on multiple GPU or in a GPU cluster, which could raise the speedup values to new levels. [24] shows the performance of WC-MPS aided by a GPU cluster; fully incompressible versions of the MPS could benefit significantly from such structures. [71] presents a domain decomposition strategy for a parallelized MPS for running in a cluster of computers. That enables massive simulations since the simulation domain can be loaded and solved separately in the PC’s memories and then integrated back.

Another possibility is to improve the OpenMP parallelization of the neighbourhood search function. Since that function is based on its sequential version, it could not reach decent speedup values. However, with an optimal CPU parallelization of that step, the OpenMP acceleration could reach new levels.

Still on the acceleration task, since solving a PPE is costly, an alternative to the code parallelization could be the usage of neural networks. They would learn the usual results of commonly yielded linear systems by fully incompressible fluid simulations. The work of [72] shows promising fluid simulations using this approach.

The addition of models that allow the interaction between fluids and solids, such as floating bodies, deformable bodies, and viscoelastic fluid, would drastically increase the number of application possibilities.
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