Collective behavior of chaotic oscillators with environmental coupling
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We investigate the collective behavior of a system of chaotic Rössler oscillators indirectly coupled through a common environment that possesses its own dynamics and which in turn is modulated by the interaction with the oscillators. By varying the parameter representing the coupling strength between the oscillators and the environment, we find two collective states previously not reported in systems with environmental coupling: (i) nontrivial collective behavior, characterized by a periodic evolution of macroscopic variables coexisting with the local chaotic dynamics; and (ii) dynamical clustering, consisting of the formation of differentiated subsets of synchronized elements within the system. These states are relevant for many physical and biological systems where interactions with a dynamical environment are frequent.
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Many physical, biological, and social systems exhibit global interactions; i.e., all the elements in the system are subject to a common influence. These systems have been widely studied in many theoretical and experimental models [1–13]. A global interaction may consist of an external field acting on the elements, as in a driven (or unidirectionally coupled) dynamical system; or it may originate from the mutual interactions between the elements, in which case, we refer to an autonomous dynamical system. Recently, there has been interest in the investigation of systems of dynamical elements subject to a global interaction through a common environment or medium that possesses its own dynamics. In this case, the state of each element in the system influences the environment, and the state of the environment in turn affects the elements. This type of global interaction has been denominated as environmental coupling [14–17]. Examples of such systems include chemical and genetic oscillators where coupling is through exchange of chemicals with the surrounding medium [18–20], ensembles of cold atoms interacting with a coherent electromagnetic field [21], and coupled circadian oscillators due to common global neurotransmitter oscillation [22]. Since the elements are not directly interacting with each other but through a common medium, this configuration has also been called indirect coupling [23, 24], or relay coupling [25].

Most models of systems subject to environmental coupling have mainly focused on the study of the synchronization behavior of two oscillators interacting with a dynamical element. In this paper we investigate the collective behavior arising in a system consisting of many chaotic oscillators subject to environmental coupling. The large number of oscillators allows the emergence of collective states not present in those previous models. By varying the coupling strength between the chaotic oscillators and the environment, we find these collective states: (i) nontrivial collective behavior, i.e., non-statistical fluctuations in the mean-field of the ensemble, manifested by a periodic evolution of macroscopic variables coexisting with the local chaotic dynamics [26, 27]; and (ii) dynamical clustering, i.e., the formation of differentiated subsets of synchronized elements within the system [28].

We consider a system of $N$ chaotic Rössler oscillators coupled through a common environment that can receive feedback from the system,

$$
\dot{x}_i = -y_i - z_i + \varepsilon_2 w_i, \\
\dot{y}_i = x_i + ay_i, \\
\dot{z}_i = b + z_i(x_i - c), \\
w_i = -\lambda w + \varepsilon_1 \frac{1}{N} \sum_{j=1}^{N} x_j,
$$

where $x_i(t), y_i(t), z_i(t)$ describe the state variables of oscillator $i = 1, 2, \ldots, N$, at time $t$; $w(t)$ represents the state of the environment at $t$; $a, b, c$ are parameters of the local dynamics; the parameter $\varepsilon_2$ measures the strength of the global influence from the environment to the oscillators; and $\varepsilon_1$ represents the intensity of the global feedback to the environment. The damping parameter $\lambda$ characterizes the intrinsic dynamics of the environment, which decays in time in absence of feedback from the oscillators. The form of the global coupling in the system Eqs. (1)-(2) is non-diffusive.

A synchronized state in the system at time $t$ corresponds to $x_i(t) = x_j(t), y_i(t) = y_j(t), z_i(t) = z_j(t), \forall i,j$. This condition has also been denoted as amplitude synchronization. The occurrence of stable synchronization in the system Eq. (1) can be numerically characterized by the asymptotic time-average $\langle \sigma \rangle$ of the instantaneous standard deviations of the distribution of state variables, defined as

$$
\langle \sigma \rangle = \frac{1}{T - \tau} \sum_{t=\tau}^{T} \sigma(t),
$$

$$
\sigma(t) = \left[ \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{X})^2 + (y_i - \bar{Y})^2 + (z_i - \bar{Z})^2 \right]^{1/2}.
$$

A system is said to be stable synchronized when $\langle \sigma \rangle \to 0$ as $T \to \infty$.

Eqs. (1)-(2) is non-diffusive.
where $\tau$ is a discarded transient time, and the mean values are defined as

$$
\bar{X}(t) = \frac{1}{N} \sum_{j=1}^{N} x_j(t),
$$

(5)

$$
\bar{Y}(t) = \frac{1}{N} \sum_{j=1}^{N} y_j(t),
$$

(6)

$$
\bar{Z}(t) = \frac{1}{N} \sum_{j=1}^{N} z_j(t).
$$

(7)

Then, a synchronization state corresponds to a value \(\langle \sigma \rangle = 0\). On the other hand, the instantaneous phase of the trajectory of oscillator \(i\) projected on the plane \((x_i, y_i)\) can be defined as

$$
\phi_i(t) = \tan^{-1}\left( \frac{y_i(t)}{x_i(t)} \right).
$$

(8)

To characterize a collective state of phase synchronization on the plane \((x, y)\), we calculate the asymptotic time-average quantity

$$
\Phi = \frac{1}{T - \tau} \sum_{t=\tau}^{T} \left[ \left( \frac{1}{N} \sum_{j=1}^{N} \sin \phi_j(t) \right)^2 + \left( \frac{1}{N} \sum_{j=1}^{N} \cos \phi_j(t) \right)^2 \right].
$$

(9)

Then, a collective phase synchronization state corresponds to a value \(\Phi = 1\).

We have fixed the local parameters in Eqs. (1)-(2) at values the \(a = b = 0.1\) and \(c = 18\), for which a Rössler oscillator displays chaotic behavior. The damping parameter for the environment is fixed at the value \(\lambda = 1\). Then, we numerically integrate the system Eqs. (1)-(2) with given size \(N\) for different values of the coupling parameters \(\varepsilon_1\) and \(\varepsilon_2\). We employ a fourth-order Runge-Kutta scheme with fixed integration step \(h = 0.01\). The initial conditions for the variables \(x_i, y_i\) were randomly distributed with uniform probability on the interval \([-20, 20]\), and those for the variables \(z_i\) on the interval \([0, 5]\), \(\forall i\).

Figure (1a) shows the statistical quantities \(\langle \sigma \rangle\) and \(\Phi\) as functions of \(\varepsilon_1\) for the system Eqs. (1)-(2), with \(\varepsilon_1 = \varepsilon_2\). The environmental coupling induces some appreciable degree of both forms of synchronization, amplitude \(\langle \sigma \rangle\) small and phase \(\Phi \rightarrow 1\), in the range of parameter \(\varepsilon_1 \in [0.11, 0.26]\). However, for larger values of the coupling strength, \(\varepsilon_1 > 0.9\), these two synchronization measures do not behave in the same fashion: the state variables are quite disperse \(\langle \sigma \rangle\) large while the phases are still close to each other \(\Phi \approx 0.8\).

To analyze the dynamical behavior of the system at both the local and the global levels of description, we consider the projections of the trajectories of one oscillator and that of the mean field of the system on the planes \((x_i, y_i)\) and \((\bar{X}, \bar{Y})\), respectively. Then, in Fig. (1b) we plot the bifurcation diagram of the values \(y_i\) when \(x_i = 0\), as a function of \(\varepsilon_1\). The two chaotic bands mainly observed as the coupling parameter is varied reflect the typical one-scroll structure of the projected local Rössler attractor. However, there is a range of \(\varepsilon_1\) where a distinguishable periodic window (period-four behavior) emerges in the local dynamics of the coupled oscillator. Similarly, in Fig. (1c) we show the bifurcation diagram of the component \(\bar{Y}\) of the mean field, for \(\bar{X} = 0\), as a function of \(\varepsilon_1\). For each value of \(\varepsilon_1\), 300 consecutive values of \(y_i\) and \(\bar{Y}\) have been plotted in (b) and (c), after discarding the transient time \(\tau\).

FIG. 1: (a) The quantities \(\langle \sigma \rangle\) (thick line, left vertical axis) and \(\Phi\) (thin line, right vertical axis) as functions of the coupling strength \(\varepsilon_1\), for the system Eqs. (1)-(2) with \(\varepsilon_1 = \varepsilon_2\). The labels NTCB and C indicate the regions of the coupling where nontrivial collective behavior and dynamical clustering occur, respectively. Fixed parameters values are: \(a = b = 0.1, c = 18, \lambda = 1, N = 10^4, \tau = 10^3, T = 7 \times 10^3\). (b) Bifurcation diagram of the values \(y_i\), when \(x_i = 0\) on the plane \((x_i, y_i)\), for one oscillator as a function of \(\varepsilon_1\). (c) Bifurcation diagram of the component \(\bar{Y}\) of the mean field, when \(\bar{X} = 0\) on the plane \((\bar{X}, \bar{Y})\), as a function of \(\varepsilon_1\). For each value of \(\varepsilon_1\), 300 consecutive values of \(y_i\) and \(\bar{Y}\) have been plotted in (b) and (c), after discarding the transient time \(\tau\).
FIG. 2: (a) Projections on the plane \((x, y)\) of the trajectories corresponding to one oscillator (gray line) and to the mean field (black line) for the system Eqs. (1)-(2) with \(N = 1000\), \(\varepsilon_1 = \varepsilon_2 = 0.2\). (b) Component \(Y\) of the mean field when \(\bar{X} = 0\), corresponding to the dashed line in (a), as a function of the system size \(N\) (in log scale).

The mean field of the system is periodic. The trajectories of all the oscillators are not synchronized; they move closely together, displaying some dispersion, in analogy to the motion of a swarm of insects. This dispersion is manifested in the width of the periodic orbit of the mean field. Figure (2b) shows the segments that constitute the mean field, as a function of the system size \(N\). The width of the segments shrinks as \(N\) increases, according to the law of large numbers, indicating that the periodic orbit of the mean field becomes better defined in the large system limit. Thus, when the size of the system is increased, the width of the periodic orbit of the mean field decreases, but its amplitude does not change in Fig. (2a). This is a phenomenon of nontrivial collective behavior induced by the environment.

To elucidate the observed periodic behavior (ii), Fig. (3a) shows a projection on the plane \((x_i, y_i)\) of the trajectory of one oscillator in system Eqs. (1)-(2) for a coupling parameter value \(\varepsilon_1 = 0.516\), within the periodic-four window in Fig. (1b). The continuous trajectory of the oscillator corresponds to a period-two orbit, manifested as a period-four orbit in the discrete time series of \(y_i\) when taking the Poincaré section at \(x_i = 0\). This periodic behavior in the local dynamics is induced by the environmental coupling in this range of parameters. However, as seen in Fig. (1b), the periodic motion of the oscillators in this window of the coupling parameter is not completely synchronized. Figure (3b) shows the probability distribution of the \(x_i\) component of the state variables of the \(N\) oscillators in the system at a given time. We observe that the oscillators become segregated into two groups or clusters of comparable sizes; each group displaying a synchronized period-four orbit, but not synchronized to the other group. This a phenomenon of dynamical clustering or cluster synchronization.

We recall that nontrivial collective behavior has been observed in autonomous systems with mean field global coupling with discrete time maps \(25, 27, 29\), as well as with continuous time flows \(30\), as local chaotic dynamical manifestations of phase synchronization states.

Similarly, dynamical clustering commonly occurs in autonomous globally coupled chaotic systems with either discrete \(28, 31\) or continuous time \(32\) dynamics. Our result shows that both phenomena can also occur in chaotic systems subject to non-diffusive environmental coupling.

Figure (4) shows the phase synchronization measure \(\Phi\) for the oscillators in the system Eqs. (1)-(2), calculated on the space of the coupling parameters \((\varepsilon_1, \varepsilon_2)\). The phase diagram is symmetric about the diagonal \(\varepsilon_1 = \varepsilon_2\). The regions of parameters where the value of \(\Phi\) is large correspond to the main collective behaviors observed in the system, i.e., nontrivial collective behavior and dynamical clustering: they constitute two different dynamical manifestations of phase synchronization states.

In summary, we have investigated the collective behavior of a system of \(N\) chaotic oscillators subject to environmental coupling. Previous works have mostly considered a number of \(N = 2\) oscillators in systems with environmental or indirect coupling. The large number of oscillators that we have employed permits the occurrence...
of collective states not present in those previous models, i.e., nontrivial collective behavior and dynamical clustering. We have verified that these collective states also arise for other forms of the local chaotic dynamics in systems with environmental coupling. Clustering and nontrivial collective behavior have been suggested as possible mechanisms for cell differentiation and self-organization in complex systems [33]. Thus, our results become relevant for many biological systems that can be described as populations of oscillators interacting with a common dynamical environment.
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