Abstract

Mitarai, Negoro, Kitagawa, and Fujii proposed a type of parameterized quantum circuits, for which they gave a way to estimate derivatives wrt the parameters. Their method of estimating derivatives uses only changes in the values of the parameters, and no other changes to the circuit; in particular no ancillas or controlled operations. Recently, Schuld et al. have extended the results, but they need to revert to ancillas and controlled operations for some cases.

In this short paper, we extend the types of MiNKiF circuits for which derivatives can be computed without ancillas or controlled operations — at the cost of a larger number of evaluation points. We also propose a “training” (i.e., optimizing the parameters) which takes advantage of our approach.
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1 Introduction

In near-term quantum computing, there is considerable interest in so-called Parameterized Quantum Circuits (PQCs), where quantum operations are dependent on parameters which are iteratively modified to “train” the quantum circuit to compute a desired function. One such approach is Quantum Circuit Learning by Mitarai et al., [4], where real number parameters \( \theta_1, \ldots, \theta_m \) determine the duration for evolving the system determined by a generalized Pauli Hamiltonian, or, in simpler words, running the unitary operation \( e^{-i\theta_j P_j/2} \). The whole quantum computation then estimates the function

\[
F: \mathbb{R}^m \to \mathbb{R}: \theta \mapsto \text{tr}(MU(\theta)\rho U(\theta)^\dagger),
\]

with \( U(\theta) = e^{-i\theta_m H_m V_{m-1}} \ldots e^{-i\theta_2 H_2 V_1} e^{-i\theta_1 H_1} \) for Hamiltonians \( H_1, \ldots, H_m \) and arbitrary (fixed) unitaries \( V_1, \ldots, V_{m-1} \). We refer to PQCs of this form as MiNKiF PQCs. In the original paper of [4], the Hamiltonians are generalized Pauli operators (up to normalization, in our notation), but that is clearly not essential to the approach.

Mitarai et al’s approach has proven popular due to the ostensible ease with which partial derivatives \( \frac{d}{d\theta_j} F(\theta) \) are available. Ignoring the reality of near-term quantum computing devices and some amount of mathematics, one could say that evaluating a partial derivative is only twice as costly as evaluating the function \( F \) itself. This is the result of the following observation [4]:

\[
\frac{d}{d\theta_j} F(\theta) = \frac{1}{2} \left( F(\theta + \pi e_j/2) - F(\theta - \pi e_j/2) \right),
\]
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where $e_j$ is the $m$-vector with a 1 in position $j$ and 0 everywhere else. In other words, it suffices to evaluate the same quantum circuit — only modified parameters — a couple of times to evaluate the partial derivative.

Recently, Schuld et al. [7] have given a generalization of that result to more general Hamiltonians than generalized Paulis. They extend Mitarai et al.’s method so that the generalized Pauli Hamiltonians can be replaced with any $H_j$ which have two distinct eigenvalues. Moreover, for $H_j$’s with more than two eigenvalues, Schuld et al. propose a method for evaluating the gradient which need an ancilla qubit, and require to apply $e^{-itH_j}$ and unitaries derived from it controlled on that ancilla.

Using an ancilla comes with several drawbacks on near-term quantum computers. The first comes from the limited qubit connectivity of near-term quantum processors: One would like to lay out the MiNKiF PQC on the quantum processor in a way which makes maximum use of the hardware capabilities, but the circuit computing the derivative requires the ancilla qubit to be transported to the locations where hardware-native controlled operations are required, which gives not only a significant overhead, but also a significant difference to the original layout. Secondly, and perhaps more importantly, the quantum noise present in the derivative-circuit will be considerably higher than for the original circuit, and it will also be different in a way which is difficult to control for. In other words, due to quantum noise, the derivative circuit will yield expectation values which may not be related much with the derivative not of the original PQC function.

Our results. In this note, we show how the derivatives of the quantum circuit can be computed without ancilla qubits if the eigenvalues of the Hamiltonians $H_j$ are (known and) spaced nicely: For each $H_j$ there exists an $\alpha$ such that all pairwise differences of eigenvalues of $H_j/\alpha$ are integral. We also point out how our technique can be further exploited in a coordinate descent “training” algorithm.

2 Eigenvalue distances and Fourier transform

Without loss of generality, we restrict our attention to a single parameter: For a fixed hermitian operator (Hamiltonian) $H$ let $U(t) = e^{-itH}$; fix a hermitian operator (observable) $M$ and positive a hermitian operator with trace one (initial quantum state) $\rho$. Consider the expectation value

$$f_H: \mathbb{R} \to \mathbb{R} : t \mapsto \text{tr}(MU(t)\rho U(t)\dagger).$$

We will denote by $\lambda_j$, $j = 1, \ldots, n$, the eigenvalues, listed with multiplicities, of $H$, and by $|j\rangle$, $j = 1, \ldots, n$, a corresponding orthonormal eigenbasis.

The assumption on the eigenvalues sketched in the introduction means that there exist integers $k_1, \ldots, k_n$ with

$$\lambda_j = \alpha k_j,$$

so that the hermitian operator $K := H/\alpha$ has integral eigenvalues $k_1, \ldots, k_n$. Let

$$V(t) := e^{-itK},$$

and

$$g: \mathbb{R} \to \mathbb{R} : t \mapsto \text{tr}(MV(t)\rho V(t)\dagger);$$

Note that

$$g(t) = f(t/\alpha)$$

$$f'(t) = \alpha g'(\alpha t).$$

so that $g(t)$ can be evaluated by evaluating $f(t/\alpha)$, and the derivative of $g$ gives the derivative of $f$. In other words, without loss of generality, we may assume that the eigenvalues $\lambda_j$ are integral. We do so, and drop the use of $g$ from now on.
Example 1. Consider the microwave-controlled transmon gate for superconducting architectures from \[3\] (cf. \[7\]):

\[
H := \sigma_x \otimes 1 - b\sigma_z \otimes \sigma_x + c \sigma_z \otimes \sigma_x.
\]

The eigenvalues are \(\pm c \pm \sqrt{b^2 + 1}\). Our technique applies if \(c\) and \(\sqrt{b^2 + 1}\) are collinear over the rational numbers.

We start with some easy lemmas.

Lemma 2. The function \(f\) is \(2\pi\)-periodic.

Proof. This follows by simply noting that, for all \(t\),

\[
V(t + 2\pi) = \sum_{j=1}^{n} e^{-i(t+2\pi)k_j|j\rangle\langle j|} = \sum_{j=1}^{n} e^{-ikt}|j\rangle\langle j| \quad [k_j \in \mathbb{Z}]
\]

\(= V(t).
\]

Denote by

\[
\hat{f}: k \mapsto \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-ikt} f(t) \, dt
\]

the Fourier transform of \(f\).

Lemma 3. The Fourier transform \(\hat{f}\) of \(f\) is supported on \(D := \{k_i - k_j \mid i, j = 1, \ldots, n\}\).

Proof. Let’s do it!

\[
\hat{f}(k) = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-ikt} \text{tr}(MV(t)\rho V(-t)) \, dt
\]

\(= \text{tr} \left( M \cdot \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-ikt} V(t)\rho V(-t) \, dt \right)
\]

\(= \sum_{l,j=1}^{n} \text{tr} \left( M \cdot \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-ikt} V(t)|l\rangle\langle l|\rho V(-t)|j\rangle\langle j| \, dt \right)
\]

\(= \sum_{l,j=1}^{n} \text{tr} \left( M \cdot \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-ikt} e^{-ikt_j} |l\rangle\langle l|\rho e^{itk_j} |j\rangle\langle j| \, dt \right)
\]

\(= \sum_{l,j=1}^{n} \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-ikt} e^{-ikt_j} e^{ikt} \, dt \, \text{tr} (M \cdot |l\rangle\langle l|\rho |j\rangle\langle j|).
\]

Now

\[
\frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{-ikt} e^{-ikt_j} e^{ikt} \, dt = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} e^{it(k_j - k_i - k)}
\]

\(= \begin{cases} \sqrt{2\pi}, & \text{if } k_j - k_i = k \\ 0, & \text{otherwise.} \end{cases}
\]

Hence, \(\hat{f}(k)\) is zero, unless \(k \in D\).

The Fourier inversion theorem now gives the Fourier expansion of \(f\) and \(f'\):

\[
f(t) = \frac{1}{\sqrt{2\pi}} \sum_{k \in D} e^{ikt} \hat{f}(k),
\]

\[3\]
and

\[ f'(t) = \frac{1}{\sqrt{2\pi}} \sum_{k \in D \setminus \{0\}} ike^{ikt} \hat{f}(k). \]

We immediately derive the result.

**Proposition 4.** The derivative function \( f' \) can be determined by evaluating \( f \) in \( S := 2(\lambda_{\max} - \lambda_{\min})/\alpha + 1 \) arbitrary distinct points in \([0, 2\pi/\alpha[\).

**Proof.** Let \( n := \max_{k \in D} |d_k| \), and note that \( S = 2n + 1 \).

Take arbitrary distinct points \( t_1, \ldots, t_S \in [0, 2\pi[, \) and evaluate \( f(t_s) \), for \( s = 1, \ldots, S \).

Then solve the non-singular system of linear equations

\[
\begin{pmatrix}
 f(t_1) \\
 \vdots \\
 f(t_S)
\end{pmatrix} = \begin{pmatrix}
 e^{-it_{1n}} & \cdots & e^{-it_{11}} & 1 & e^{it_{11}} & \cdots & e^{it_{1n}} \\
 \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
 e^{-it_{Sn}} & \cdots & e^{-it_{S1}} & 1 & e^{it_{S1}} & \cdots & e^{it_{Sn}}
\end{pmatrix} \begin{pmatrix}
 \beta_{-n} \\
 \vdots \\
 \beta_n
\end{pmatrix}
\]

(8)

for \( \beta \). We have \( \hat{f}(k) = \beta_k \) for all \( k = -n, \ldots, n \) and we can evaluate the derivative of \( f \) in \( t \) as

\[ f'(t) = \sum_{k=-n}^{n} k\beta_k e^{ikt}. \]

\[ \square \]

2.1 Improvement for 2 and 3 eigenvalues

For two eigenvalues, the technique in Prop. 4 requires one more evaluation than the one in \([4, 7]\). We now explain how the two approaches are related, and reduce the number of evaluations of \( f \) for the case of 3 equally spaced eigenvalues to 4.

As \( f \) is a real valued function, let us rewrite the Fourier expansion as a trigonometric polynomial: There are real numbers \( \alpha, \beta_k, \gamma_k, k \in \mathbb{N} := \{1, 2, 3, \ldots\} \), such that

\[ f(t) = \alpha + \sum_{k=1}^{n} \beta_k \sin(kt) + \sum_{k=1}^{n} \gamma_k \cos(kt). \]

(9)

**Two eigenvalues.** We now cast the method of \([4]\) in our context.

For two eigenvalues, we only have the terms with \( k = 1 \) in the expansion (9):

\[ f = \alpha + \beta \sin + \gamma \cos. \]

(10)

The method of \([4]\) requires evaluating \( f \) at the points \( \pi/2 \) and \(-\pi/2 \), which gives us a non-singular system of two equations with two unknowns, \( \alpha, \beta \).

**Three evenly-spaced eigenvalues.** Suppose that there are three distinct eigenvalues, but with only two non-trivial differences: \( D = \{0, \pm 1, \pm 2, \ldots\} \) (after normalization). In this case we have the terms with \( k = 1, 2 \) in the expansion (9):

\[ f(t) = \alpha + \beta_1 \sin(t) + \beta_2 \sin(2t) + \gamma_1 \cos(t) + \gamma_2 \cos(2t). \]

Evaluating \( f \) in the four points \( \pm \pi/4, \pm 3\pi/4 \) gives us a non-singular system of 4 equations with 4 unknowns \( \alpha, \beta_1, \beta_2, \gamma_1 \), thus allowing to determine \( \beta_1, 2 \) and hence \( f'(0) \) with four evaluations of \( f \).

**More eigenvalue differences.** It appears that this method cannot be extended to more than 2 non-trivial differences, since no selection of points to evaluate \( f \) in which would eliminate a variable from the system of equations.
2.2 Sparse difference sets

It may happen that \(|D| < 2\max_{d\in D} |d| + 1\). In that case, the proposition above is not optimal in that it requires too many evaluations of \(f\). We now give the “right” result.

**Theorem 5.** The Fourier transform of \(f\) can be obtained from \(S := |D|\) evaluations of \(f\), for example in the following ways:

(a) Fix an integer \(a\) and evaluate \(f\) in the points \(t_j := 2\pi(a + j)/S, j = 0, \ldots, S - 1\); or
(b) Evaluate \(f\) in \(|D|\) points chosen independently uniformly at random from \([0, 2\pi]\).

**Proof.** (a). For \(k \in D\), let \(z_k := e^{2\pi ik/S}\). Since the \(z_k, k \in D\), are distinct, the Vandermonde matrix defined by

\[
A_{j,k} := (z_k)^j \quad k \in D, j = 0, \ldots, S - 1
\]

is invertible, and hence, the system of linear equations

\[
f(t_j) = e^{2\pi i a/S} \sum_{k \in D} z_k^j x_k \quad k \in D, j = 0, \ldots, S - 1
\]

has a unique solution \(x\). Clearly, \(x_k = \hat{f}(k)\).

(b). Let \(D = \{k_1, \ldots, k_S\}\), with \(S := |D|\). For \(t \in \mathbb{R}^2\), consider the \((S \times S)\)-matrix \(F\) defined by \(F(t)_{\ell,j} := e^{i\ell t_j}\). Letting \(y_j := f(t_j)\), by Lemma 3, the system of linear equations

\[
y = F(t)x
\]

has \(x_\ell = \hat{f}(k_\ell)\) as a solution. We want to show that it is the only solution; in other words, that the matrix \(F(t)\) is non-singular if \(t\) is chosen uniformly at random.

For that, consider the real analytic function \(h:\mathbb{R}^S \to \mathbb{R}: t \mapsto \det(F(t))\), and assume that there were a set \(Z \subseteq [0, 2\pi]^S\) of non-zero \(S\)-dimensional Lebesgue measure such that \(h(Z) = 0\). Using standard techniques (see Lemma 8 in Appendix A), it can be shown that then \(h\) were identically zero on \([0, 2\pi]^S\) — which would contradict Item (a).

**Remark 6.** We note that, in the simplest cases where the eigenvalues of \(H\) are \(\pm \frac{1}{2}\) (after normalizing), it is possible to obtain the coefficients in (10) directly by evaluating expectation values of circuits, using \(e^{-itH} = \cos t I - i \sin t H\), and applying the tricks in [4, 7].

We refer to [8] for the application of Theorem 5 to the usual parameterized 2-qubit gates.

3 Exploiting the Fourier expansion algorithmically

It is reasonable to assume that an algorithm for “training” a PQC would evaluate the expectation value for the current set of parameters in every iteration of the “training” algorithm. In our setting, that would imply that \(f(0)\) is always known for free, as it were. Even if that is not the case, spending an additional evaluation of \(f\) to obtain the whole Fourier expansion of \(f'\) might pay off in the training.

The effect is most easily explained in the case where the goal of the “training” is to find the ground state of the Hamiltonian \(M\) in (1) through some kind of Variational Quantum Eigensolver [5].

\[1\text{We note, though, that the advantage persists when the quantum circuit function } F(x) \text{ takes inputs depending on other parameters and its result is used as input to other mechanism, and the whole system has to be trained (as would be the case, e.g., in a heterogeneous quantum-classical neural network).} \]
Here is a sketch of a coordinate-descent algorithm for minimizing \( F \). (No attempt has been made to make it sophisticated.) For the sake of simplicity, we gloss over details of normalization for the eigenvalues, and assume that the eigenvalue distances of all Hamiltonians are integral.

**Algorithm 1: Coordinate Descent for Quantum Circuits**

1. **Input**
   - Oracle access to evaluating \( F \) given \( \theta \in \mathbb{R}^m \)
   - Starting point \( \theta \in \mathbb{R}^m \)
   - Sets \( D_j, j = 1, \ldots, m \), of eigenvalue distances of Hamiltonian \( j \)

2. **Returns** A point \( \theta \in \mathbb{R}^m \) where \( F \) attains a local minimum

3. **repeat**
   - for \( j = 1, \ldots, m \) do
     - Evaluate \( f(t) := F(\theta + te_j) \) for \(|D_j|\) choices for \( t \) (cf. Theorem 5)
     - Compute the Fourier transform \( \hat{f}(\mathbf{k}), \mathbf{k} \in D_j \cap \mathbb{N} \) (cf. Theorem 5) and find the \( \alpha, \beta, \gamma \), \( \mathbf{k} \in D_j \cap \mathbb{N} \)
     - Find the minimum of the trigonomeric polynomial (9)
     - Denote the minimum by \( t_0 \), and update \( \theta = \theta + t_0e_j \).

4. **until** No improvement is made

**return** \( \theta \)

The difficulty lies, obviously in Step 10.

**Case of two eigenvalues.** In the case of two eigenvalues (i.e., \( D = \{0, \pm 1\} \) after normalization) Step 10 is trivial: Using (10), the minimum is one of \( t_1 := \arctan(\beta/\gamma) \in [-\pi/2, \pi/2] \) (with \( \arctan(\infty) := +\pi/2 \) or \( t_2 := t_1 + \pi \), depending on the signs of \( \beta, \gamma \): If \( \gamma \neq 0 \), then \( t_1 \) is the maximum iff \( \gamma > 0 \); if \( \gamma = 0 \), then \( t_1 \) is the maximum iff \( \beta > 0 \).

**More eigenvalues.** Now assume that there are more eigenvalues; we retain the condition that their eigenvalue distances are integral and their greatest common divisor is 1. Then solving Step 10 appears, at first sight, daunting. The following is, however, well-known [1].

**Theorem 7.** Let \( f(t) = \sum_{k=-n}^{n} \zeta_k e^{-ikt} \) with \( \zeta_k = \zeta^*_k \) and \( \zeta_0 = 0 \). Then the minimum of \( f(t) \) over \( t \in [0, 2\pi] \) is equal to the maximum of \( -\operatorname{tr}(F) \) where \( F \) ranges over all \( n \times n \) complex hermitian positive matrices which satisfy, for \( k = 1, \ldots, n \),

\[
\sum_{j=k+1}^{n} F_{j,j-k} = \zeta_k.
\]

Moreover, the minimum can be determined by solving a semidefinite programming problem.

As semidefinite programming can be performed to any given accuracy in polynomial time — and can be performed efficiently in practice, too — this gives a way to solve Step 10 for any reasonably sized \( n \) to reasonable precision.

### 4 Summary and outlook

We have demonstrated that in well-behaved cases, evaluating derivatives of expectation values of MINKiF PQCs can be done without ancilla qubits. The given number of evaluations prescribed by our technique for evaluating the derivative in a single point (except in the cases of 2 eigenvalues and 3 evenly spaced eigenvalues) already gives the whole Fourier expansion of the function. We have argued that this can be used to derive coordinate-descent-based optimization algorithms which, in every step, jump to the minimum of the function in the given coordinate direction.

This work raises some obvious questions.
Randomness. In this paper, we have made the assumption that the expectation value $F(\theta)$ can be “evaluated”. This is mathematically inaccurate: It can only be estimated as the average as the result of several runs of the quantum circuit with (identical parameter setting), and the required number of samples depends on the variance. In view of Theorem 5, it is an obvious question whether the accuracy of determining the Fourier amplitudes can be increased by varying the parameters between the samples.

Sign vs. Fourier expansion. The currently proposed algorithms for “training” PQCs rely only on the signs of the derivatives. These can be usually be determined more easily than the actual expectation values: E.g., in the case when the observable takes only two values, estimating the sign of the derivative amounts to a majority vote — which has favourable probabilistic properties compared to estimating the actual expectation values separately. Whether the advantage of using the Fourier expansion outweighs the cost of computing it must be tested.

Implementation and computational experiments. To understand the usefulness of the techniques in practice, the approach has to coded and experimental results have to be performed.

Quantum noise. Running quantum circuits on NISQ [6] processors suffers from limitations such as the low gate fidelities and decoherence, which throw off the expectation values, and make executions of exactly specified gates difficult. In all the questions above, the effect of quantum noise must be considered.

Understanding the Fourier expansion. The full $m$-variable Fourier expansion of $F$ is a trigonometric polynomial with, in general, exponentially many terms (even in the number of qubits), even for 2-eigenvalue Hamiltonians.

Can the $m$-variable Fourier expansion of $F$ be related to the design of design of the PQC in such a way that, when a family of functions $F$ which are likely (useful and) difficult to handle on classical computers is identified based on the Fourier expansions, a corresponding family of PQCs can be designed which can compute these functions? Can this a allow another demonstration of quantum advantage with shallow circuits (cf. [2])?

Conclusion

The methods of this paper extend the set of cases where simple evaluations of the parameterized quantum circuits suffice to understand functions it computes. The number of evaluations grows with the number if differences between eigenvalues – which can obviously be quadratic in the number of eigenvalues. In comparison, the method in [7] requires only 8 evaluations to determine the gradient, but the circuit which is run is more complex than and significantly different from and the original one. Moreover, our method allows to determine the local dependence on the coordinate completely, which opens the door to new types of “training” algorithms. Which method should be preferred will depend on the in use of the parameterized quantum circuit.
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**APPENDIX**

**A Completion of the proof of Theorem 5(b)**

**Lemma 8.** Suppose that \( h : [0, 2\pi]^S \to \mathbb{R} \) is a real analytic function which vanishes on a set of positive Lebesgue measure. Then \( h \) vanishes identically on \([0, 2\pi]^S\).

There are many proofs of this fact; we sketch an elementary for the sake of completeness.

**Proof.** Denote by \( Z \subseteq [0, 2\pi]^S \) a set of positive Lebesgue measure on which \( h \) vanishes.

Denoting \( t' := (t_2, \ldots, t_S) \), since

\[
0 < \int Z(t) \, dt = \int \int 1_Z(t) \, dt_1 \, dt',
\]

there exists a set \( Z' \) of \((S - 1)\)-dimensional Lebesgue measure such that for all \( t' \in Z' \) we have \( \int Z(t) \, dt > 0 \). Fix \( t' \in Z' \). There is a set \( Z_1(t') \) of non-zero one-dimensional Lebesgue measure such that the analytic function \( h(. , t') : t_1 \mapsto h(t) \) vanishes identically on \( Z_1(t') \), and the Principle of Permanence implies that \( h(. , t') \) vanishes identically on \([0, 2\pi]\). Dealing inductively with \( t_2, \ldots, t_S \) (see [8] for the details), we find that \( h \) is identically zero on \([0, 2\pi]^S\). \( \square \)