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We consider a model of dark matter fluid based on a sector of Horndeski gravity. The model is very successful, at the background level, in reproducing the evolution of the Universe from early times to today. However, at the perturbative level the model fails. To show this, we use the code \texttt{hi\_class} and we compute the matter power spectrum and the cosmic microwave background spectrum. Our results confirm, in a new and independent way, that this sector of Horndeski gravity is not viable, in agreement with the recent constraints coming from the measurement of the speed of gravitational waves obtained from the observation of the neutron star merger event GW170817.

I. INTRODUCTION

The recent observation of the neutron star merger event GW170817 \cite{Abbott:2017dwn} has put a very strong constraint on the speed of gravitational waves \(c_T\), greatly helping the effort of constraining the huge set of Modified General Relativity models (see other constraints analysis, e.g. \cite{Luong-Van:2017dof}-\cite{2018arXiv180707510P}). Indeed this gravitational waves constraint has invalidated, or severely constrained, many models of modified gravity. In particular, the Horndeski model \cite{Horndeski:1974wa}, once the constraint on \(c_T\) is enforced, reduces essentially to k-essence \cite{Liddle:1998ae}-\cite{2018PhRvD..98h4013Y}. Nevertheless, the value of \(c_T\) has been measured by a single merger event. Therefore, an independent way to rule out a theory can be very useful, at least until several measurements of \(c_T\) will be available. In this paper we focus on a particular sector of Horndeski gravity that appears to be a very promising candidate for cosmological dark matter (and maybe also for the anomalous rotation curves of spiral galaxies) at the level of background equations of motion \cite{Casalino:2015pqa}. The core of the model is the non-minimal coupling of the Einstein tensor to the kinetic term of the scalar field in the Lagrangian (also proposed long ago by Amendola in \cite{Amendola:2000ni}), which shows interesting properties not only at cosmological level. Indeed, since the discovery of a simple black hole analytical solution in \cite{Gleyzes:2014xsa}, this sector of the theory yielded more general viable black hole solutions and realistic neutron stars \cite{Burrage:2016jqg,Burrage:2016mff}, see also \cite{Burrage:2016ykn}.

It is well-known that the non-minimal coupling between Einstein tensor and scalar kinetic term leads to a different speed of the gravitational waves than light. Thus, in principle, there is no longer need to study these models since they appear to be ruled out by the observation of the event GW170817. However, it is a good practice to find more than one motivation to discard a theory. In fact, one might argue that the speed of gravitational waves that has been measured corresponds to a narrow range of wavelengths that came from a single event in the late Universe. Since we are dealing with a cosmological model that goes back to inflation, we should investigate other ways to prove or disprove the model. In addition, this investigation might shed further light on why Horndeski gravity is fundamentally ruled out by Nature.

In this paper, we use a recent and powerful software, \texttt{hi\_class}, specifically designed by Zumalacárregui et al. \cite{2017JCAP...12..042Z} to calculate the power spectra in Horndeski gravity. Our aim is to show that the theory disagrees with the observations of the Cosmic Microwave Background (CMB) and also of the matter power spectrum, independently of the bound on \(c_T\) established by the observation of the event GW170817. In particular, we show that the disagreement persists even when we adapt the parameters of the model to meet the experimental constraints on \(c_T\). Even more, we find that the non-minimally coupled scalar field is always incompatible with observations, even in the case it does not contribute to the dark matter content of the Universe. Similar results, using a Gleyzes-Langlois-Piazza-Vernizzi action that includes also our model, were recently found in \cite{2018arXiv180708310B}.

The structure of the paper is the following. In the next section we recall the essentials of the model that was studied in \cite{Casalino:2015pqa}. In section II we study the background solutions of the model numerically for different values of the parameters in the action, using the software \texttt{hi\_class}. In section IIIV we analyse the stability of the perturbation functions, arguing that the speed of scalar perturbations \(c_s^2\) can become negative during certain epochs of the evolution of the Universe. The core of the paper is in section IV where we study the perturbations in detail, by computing the CMB.
and the matter power spectrum. We will analyse the instabilities and explain their origin. In the end, in section VII we will find in which range the parameters of the theory are compatible with the bounds on $c_T$ from the event GW170817.

II. THE MODEL

Before considering the specific model studied in [7], we recall some basic facts about Horndeski gravity. The total Lagrangian reads

$$S[g_{\mu\nu}, \phi] = \frac{1}{8\pi G} \int d^4x \sqrt{-g} \sum_{i=2}^{5} \mathcal{L}_i[g_{\mu\nu}, \phi] + S_m[g_{\mu\nu}],$$

(1)

where the $\mathcal{L}_i$ are defined by

$$\begin{align*}
\mathcal{L}_2 &= G_2[\phi, X], \\
\mathcal{L}_3 &= -G_3[\phi, X] \Box \phi, \\
\mathcal{L}_4 &= G_4[\phi, X] R + G_{4X}[\phi, X] \left[ (\Box \phi)^2 - \phi_{\mu\nu} \phi^{\mu\nu} \right], \\
\mathcal{L}_5 &= G_5[\phi, X] G_{\mu\nu} \phi^{\mu\nu} - \frac{1}{6} G_{5X}[\phi, X] \left[ (\Box \phi)^3 - 3(\Box \phi) \phi_{\mu\nu} \phi^{\mu\nu} + 2 \phi_{\mu\nu} \phi_{\nu\alpha} \phi_{\alpha} \right].
\end{align*}$$

(2) - (5)

The $G_i[\phi, X]$ are four arbitrary functions of the scalar field $\phi$, which represents a new degree of freedom, and $X = -\partial_{\mu} \phi \partial^{\mu} \phi/2$. Here, $\Box = \nabla_{\mu} \nabla^{\mu}$, and the subscript $\phi$ or $X$ on the $G_i$ functions represents respectively the derivative with respect to $\phi$ and $X$, e.g. $G_{iX} \equiv \partial G_i/\partial X$ and $G_{i\phi} \equiv \partial G_i/\partial \phi$ (and similarly for higher order derivatives).

The action of the model studied in [7] is a subclass of the above theory and reads

$$S[g_{\mu\nu}, \phi] = \int d^4x \sqrt{-g} \left[ \kappa (R - 2\Lambda) - \frac{1}{2} (\alpha g_{\mu\nu} - \xi G_{\mu\nu}) \nabla^\alpha \phi \nabla^\nu \phi \right] + S_m[g_{\mu\nu}],$$

(6)

where $\alpha$ and $\xi$ are the two parameters of the theory and $\Lambda$ corresponds to the observed cosmological constant. In the original model, the matter action $S_m[g_{\mu\nu}]$ describes only radiation and baryonic matter. Later on we will look at the case when it includes also some of the dark matter in the Universe. For what follows, it is important to stress that the theory is symmetric under constant shifts of the scalar field $\phi$. The above action can be found by setting

$$G_2[\phi, X] = -\Lambda + \frac{1}{2\kappa} \alpha X, \quad G_3[\phi, X] = 0, \quad G_4[\phi, X] = \frac{1}{2}, \quad G_5[\phi, X] = \frac{1}{4\kappa} \xi \phi,$$

(7)

in (6) and integrating by parts.

The modified Einstein equations read

$$G_{\mu\nu} + \Lambda g_{\mu\nu} + H_{\mu\nu} = \frac{1}{2\kappa} T_{\mu\nu},$$

(8)

where $H_{\mu\nu}$ is given by

$$H_{\mu\nu} = -\frac{\alpha}{2\kappa} \left[ \nabla_{\mu} \phi \nabla_{\nu} \phi - \frac{1}{2} g_{\mu\nu} \nabla_{\lambda} \phi \nabla_{\lambda} \phi \right] - \frac{\xi}{2\kappa} \left[ \frac{1}{2} \nabla_{\mu} \phi \nabla_{\nu} \phi R - 2 \nabla_{\lambda} \phi \nabla_{(\mu} \phi R_{\lambda)} \right]$$

$$- \nabla^{\lambda} \phi \nabla^{\rho} R_{\mu\lambda\rho} - (\nabla_{\mu} \nabla^{\lambda} \phi)(\nabla_{\nu} \nabla_{\lambda} \phi) + \frac{1}{2} g_{\mu\nu} (\nabla^{\lambda} \nabla^{\rho} \phi)(\nabla_{\lambda} \nabla_{\rho} \phi) - \frac{1}{2} g_{\mu\nu} (\Box \phi)^2$$

$$+ (\nabla_{\mu} \nabla_{\nu} \phi) \Box \phi + \frac{1}{2} G_{\mu\nu}(\nabla \phi)^2 + g_{\mu\nu} \nabla_{\lambda} \phi \nabla_{\rho} \phi R^{\lambda\rho},$$

(9)

where $\kappa = (16\pi G)^{-1}$.

If we choose the standard flat Robertson-Walker metric

$$ds^2 = -dt^2 + a(t)^2 \delta_{ij} dx^i dx^j,$$

(10)
and we define $\psi \equiv \dot{\phi}$, the Friedmann equations take the form

\[ H^2 = \frac{4\Lambda + \alpha\psi^2 + 2\rho_r + 2\rho_m}{3(4\kappa - 3\xi\psi^2)}, \]  
\[ \dot{H} = -\frac{3\rho_m + 4\rho_r + \psi\dot{\psi}(\alpha + 9\xi H^2)}{3(4\kappa - 3\xi\psi^2)} + \frac{3H(4\kappa - 3\xi\psi^2)}{3(4\kappa - 3\xi\psi^2)}, \]  

where $H = \dot{a}/a$, $\rho_r$ and $\rho_m$ are the energy densities of radiation and non-relativistic fluid respectively, which satisfy the usual equations

\[ \dot{\rho}_m = -3H\rho_m, \quad \dot{\rho}_r = -4H\rho_r. \]  

The Klein-Gordon equation for $\phi$ can be solved analytically to yield the relation

\[ \psi = \frac{q}{a^2(\alpha + 3\xi H^2)}, \]  

where $q$ is an integration constant. We associate to the scalar field the fractional density

\[ \Omega_\phi = \frac{q^2(\alpha + 9\xi H^2)}{12\kappa H^2a^6(\alpha + 3\xi H^2)^2}, \]  

that will be useful to check the accuracy of the results found with \texttt{hi_class}. The sum of all densities must always satisfy the constraint

\[ \sum_i \Omega_i = 1, \]  

where $\Omega_i$ is the density of the $i$th species that is baryonic matter, radiation and dark energy. In the case $\phi$ is not mimicking dark matter, or it is just one component of dark matter, we will add its density parameter to the sum. Finally, we define the new parameter

\[ \beta = \xi\Lambda. \]  

which will be central in the numerical calculations below.

Before going further, we stress that the free parameters are $\alpha$ and $\xi$, together with the initial values of $\psi$. However, $\alpha$ can be eliminated through the substitution $\dot{\phi}^2 \rightarrow \alpha\dot{\phi}^2$ (the scalar field appears always quadratically in the equations of motion). Thus, in the following we will set $\alpha = 0, \pm 1$ only. Therefore, the number of free parameters reduces to one, plus the initial condition on $\psi$.

Numerically, in order to use \texttt{hi_class} we need to choose a parameter to apply a shooting method, which ensures that (15) is satisfied. In most cases, we will consider $\psi$ (or equivalently $q$) as the shooting parameter to vary, and therefore its value will be chosen by the program.

The code \texttt{hi_class} solves the background equations of motion in terms of 5 functions, which in our model are defined as follows

\[ M^2 = 1 - \frac{1}{8\kappa}\xi\psi^2, \]  
\[ \alpha_M = -\frac{2\xi\dot{\psi}\dot{\psi}}{H^2\left(2\kappa - \frac{\xi\psi^2}{4}\right)}, \]  
\[ \alpha_K = \frac{\psi^2(\alpha + 3\xi H^2)}{H^2\left(2\kappa - \frac{\xi\psi^2}{2}\right)}, \]  
\[ \alpha_B = \frac{2\xi\psi^2}{2\kappa - \frac{\xi\psi^2}{2}}, \]  
\[ \alpha_T = \frac{\xi\psi^2}{2\kappa - \frac{\xi\psi^2}{2}} = \frac{1}{2}\alpha_B. \]  

These are in turn used for the parametrisation of the linear perturbations, as shown in [13]. In order to use \texttt{hi_class} we also have to specify the form of the energy density and pressure of the field. We find
\[
\rho_\phi = \frac{9}{2} \xi H^2 \psi^2 + \frac{1}{2} \alpha \psi^2 \tag{22}
\]

\[
P_\phi = a \left( \xi H^2 + \alpha \right) \psi^3 \left( -2 \xi \dot{H} \psi^3 - 4 \xi H \psi^2 \dot{\psi} \right) \tag{23}
\]

and the equation of state (EoS) parameter

\[
\omega_\phi = \frac{P_\phi}{\rho_\phi} = \frac{a \left( \xi H^2 + \alpha \right) \psi^3 - 2 \xi \dot{H} \psi^3 - 4 \xi H \psi^2 \dot{\psi}}{a \left( 9 \xi H^2 + \alpha \right) \psi^3} \tag{24}
\]

In general, the implementation of a model in \texttt{hi\_class} with the functions (17)-(21) requires a parametrisation depending only on the background quantities \(a\), \(H\) and \(\dot{H}\). In our case, this is possible thanks to Eq. (13), that relates \(\psi\) to \(a\), \(H\) and \(\dot{H}\). In Appendix A we show in detail how to approach the problem numerically in \texttt{hi\_class}.

In addition to the implementation with the \(\alpha\) functions (17)-(21), \texttt{hi\_class} offers the possibility to evolve the model numerically using directly Eqs. (7) as input functions. As already mentioned, the first implementation uses only functions of the background quantities \(a\), \(H\) and \(\dot{H}\), and there is no need to find the time evolution of the scalar field \(\phi\). The second implementation requires the definition of the action of the model by specifying the \(G_i\) functions, and solves the Klein-Gordon equation in order to find the evolution of the scalar field. The first possibility is realised thanks to the public version of \texttt{hi\_class} [13], while the second is only possible with the developer’s one.

### III. BACKGROUND EVOLUTION

Let us briefly analyse the background solutions of the model, using the range of parameters adopted in [7]. In Figs. 1 and 2 we show the fractional densities of the cosmological components and the scalar field equation of state parameter \(\omega_\phi\). We note that for \(\beta \approx 1\) the scalar field behaves as the dark matter fluid in \(\Lambda\)CDM. This is evident also in Figs. 1 and 2, where we see that \(\omega_\phi = 0\) in the period of (scalar) dark matter domination (from \(N \approx -7.5\) to \(N \approx -1\) where \(N = \ln a\) is the e-folding number) as in the standard \(\Lambda\)CDM model.

We observe that \(\omega_\phi \rightarrow -1/3\) from above in the past, thus there are no further acceleration periods due to the scalar field in the past. In addition, for \(\alpha < 0\), \(\omega_\phi\) decreases after the matter domination period, while for \(\alpha = 0\) or \(\alpha = 1\), \(\omega_\phi\) increases again. We also compute the age of the Universe in the different cases, compared to the \(\Lambda\)CDM case. The results are reported in the Table I.

| Model | \(\alpha\) | \(\beta\) | Age of the universe [Gyr] | Source |
|-------|-----------|-----------|--------------------------|--------|
| 0     | 1         | 1         | 10.603                   | \texttt{hi\_class} |
| 0     | 1         | 0.4       | 9.710                    | \texttt{hi\_class} |
| 0     | 0         | 1         | 11.807                   | \texttt{hi\_class} |
| 0     | -1        | 1         | 15.147                   | \texttt{hi\_class} |
| \(\Lambda\)CDM | 0     | 0         | 13.799 ± 0.021           | Planck 2015 experiment [15] |

**TABLE I**: Table of the age of the universe computed with \texttt{hi\_class} for different values of the action parameters \(\alpha\) and \(\beta\).
FIG. 1: Plot of the fractional densities and of $\omega_\phi$ as functions of the e-folding number $N$, computed with hi_class. Here, $\alpha = 1$ and $\beta$ takes two positive values. The dashed lines corresponds to the standard $\Lambda$CDM model.
FIG. 2: Plot of the fractional densities and of $\omega_\phi$ as functions of the e-folding number $N$, computed with \texttt{hi.class}. Here, $\alpha = 1$ and $\beta$ takes two positive values. The dashed lines corresponds to the standard $\Lambda$CDM model.
IV. STABILITY ISSUES

Before turning to the numerical perturbative analysis, it is useful to check the stability of the background solutions. To do so, we use the formalism of [13] (see also [17]) and we consider the conditions

\[ Q_s \equiv \frac{2M^2D}{(2-\alpha_B)^2} > 0 \]  
\[ c_s^2 \equiv \frac{1}{D} \left[ (2-\alpha_B) \left( -\frac{\dot{H}}{aH^2} + \frac{1}{2} \alpha_B (1 + \alpha_T) + \alpha_M - \alpha_T \right) - \frac{3(\rho + P)}{H^2M^2} + \frac{\dot{\alpha}_B}{aH} \right] > 0 \]  
\[ Q_T \equiv \frac{M^2}{8} > 0 \]  
\[ c_T^2 = 1 + \alpha_T > 0, \]

where \( D \equiv \alpha_K + 3\alpha_B^2/2 \), and \( \rho \) and \( P \) are respectively the total energy density and the pressure of the matter content, excluding the contribution from the scalar field. The conditions (25) and (26) are related to the scalar perturbations (subscript \( s \)), while (27) and (28) are related to the tensor perturbations (subscript \( t \)). In order to avoid instabilities, we require that these conditions are satisfied at all times. The functions \( Q_s, Q_T \) and \( c_T^2 \) are plotted in Fig. 5: we see that they are always positive and thus they satisfy the stability conditions.

On the contrary, a potential problem arises in the scalar sound speed squared (26), that might lead to instabilities near \( N = 1 \). As we will see in section V B, this instability can also cause instabilities in the perturbations. In fact, from Fig. 3 we see that \( c_s^2 \) becomes negative in two epochs.

Let us first analyse the more problematic instability at early times. By expanding \( c_s \) near \( a = 0 \) (or \( N \rightarrow -\infty \)) we find

\[ c_s^2 = -\frac{1}{3} + \frac{4\Omega_\phi(3\beta + \alpha\Omega_\Lambda)}{9\beta(\Omega_\phi)^2(9\beta + \alpha\Omega_\Lambda)} a^2 - \frac{5\alpha\Omega_\Lambda}{6\beta a^4} + \mathcal{O}(a^5) \]

\[ = -\frac{1}{3} + \frac{20\Omega_\Lambda}{27H_0^2(\Omega_\phi)^2\beta} a^2 - \frac{5\alpha\Omega_\Lambda}{6\beta a^4} + \mathcal{O}(a^5), \]

where we have considered only radiation as matter content (here, the superscript 0 indicates quantities calculated at the present time), so \( H = H_0\sqrt{\Omega_r}/a^2 \). The second equality is computed substituting \( \Omega_\phi \) with (14). We readily see that \( c_s^2 \) is negative at \( a = 0 \), and therefore it does not satisfy the above condition (26) at all times.

In principle, one can push back the times at which \( c_s^2 \) becomes negative until the model is no longer valid as the Universe is in the inflationary phase. From (29) it is obvious that, in order to make the sound speed positive at the beginning of our post-inflationary computation (numerically, we set \( a_{\text{start}} = 10^{-14} \)) we need the condition \( a_{\text{start}}^2 \rho^2/H_0^2 \beta \gtrsim 1 \), that is

\[ \beta \lesssim \rho^2 10^{-20}. \]

The integration constant \( \rho^2 \) is usually small because it is directly related to the value of the scalar field at \( a_{\text{start}} \), which cannot be too large (otherwise \( \phi \) becomes dominant at \( a_{\text{start}} \)). Therefore we would need a very small \( \beta \) in order to have a positive \( c_s^2 \) and cancel the instability. But \( \beta \) small means that the action (6) becomes a Quintessence action with a null potential. This is potentially a problem, because the state parameter in a Quintessence model with null potential leads to a \( \omega_s \) equal to 1 from the beginning of the evolution. This means that the scalar field would be either dominant or, if \( q \) is small enough, the scalar field would be not dominant but still have an non-physical value of \( \omega_s \) if we want to mimic dark matter.

Note that the violation of condition (26) does not automatically means that the model will be affected by instabilities, since the perturbation differential equations stability conditions consider also other terms, as we will see in equation (31). We will further investigate the implications of these results in the next sections. Finally, there is a second instability at recent times (near \( N \approx 1 \)). As we will see in section V B, this instability can also cause instabilities in the perturbations.

V. NUMERICAL ANALYSIS OF THE PERTURBATIONS

We now turn to the main results of this paper, namely the ones concerning linear perturbations calculated with the code hi_class. In particular, we analyse the CMB and the matter power spectrum. In the following, we will consider not only the case when the scalar field simulates the cosmological dark matter fluid but also the case when it is sub-dominant at the background level (i.e. dark matter is not the scalar field).
FIG. 3: Plot of the functions associated with the stability conditions \((25), (27)\) and \((28)\). All these functions are positive during the whole evolution, and therefore they satisfy the stability conditions.

FIG. 4: Plot of the scalar sound speed squared \((26)\). The asymptotic value at early times is a negative value, i.e. \(c_s^2 = -1/3\).
A. CMB and matter power spectrum

Let us consider the following situations:

(i) the same $\alpha$ and $\beta$ of the previous section, i.e. the scalar field accounts for dark matter entirely. You can immediately see in Fig. 5 the instability in the matter power spectrum of the matter at almost every scale of interest (the values of $k$ considered in Fig. 5).

(ii) the case with $\alpha = 1$ and a very small $\beta = 10^{-10}$, $\Omega_{cdm}h^2 = 0.1197$ (as in ΛCDM). In this case, the effects of the scalar field should be negligible at the perturbation level. As previously mentioned in the analysis of $c_s^2$, if we want to use a small $\beta$, we also need a small $\psi \approx 10^{-10}$, otherwise the scalar field will dominate the other components from the beginning. Thus, the derivative of the scalar field is very small also at the background level which is basically the same as ΛCDM. Nevertheless, although the scalar field is sub-dominant, it is enough to cause divergences in the perturbations, as one can see in Fig. 6 and, to a lesser extent, in Fig. 7. The instabilities are at small scales (large $k$), and therefore they might be produced by a negative sound speed (gradient instabilities), as explained below.

![Graph showing matter power spectrum](image)
FIG. 6: Plot of the matter power spectrum in the case (ii) where $\alpha = 1, \beta = 10^{-10}$, $\Omega_{cdm}h^2 = 0.1197$ and $\phi$ is modelling dark energy. In this plot the divergence at small scales (large $k$) is clearly evident.

FIG. 7: Plot of the CMB in the case (ii) where $\alpha = 1, \beta = 10^{-10}$, $\Omega_{cdm}h^2 = 0.1197$ and $\phi$ is modelling dark energy. We plot the non-lensed $C_\ell$. In this plot the divergence is not evident, but you can see the slight difference of the model with respect to $\Lambda$CDM at small scales (large $\ell$).
FIG. 8: Plot of the background in the case (iii) where $\Omega_{\text{cdm}}^0 = 0.1$. The dashed lines are the $\Lambda$CDM densities. Since the state parameter $\omega_{\phi} = 0$, the scalar field behaves like the dark matter in the matter domination period, but has smaller fractional densities values with respect to the $\Omega_{\text{cdm}}^0 = 0$ case (Fig. 1) due to the presence of a cold dark matter fraction $\Omega_{\text{cdm}} = 0.1$.

FIG. 9: Plot of matter power spectrum in the case (iii) where $\Omega_{\text{cdm}}^0 = 0.1$.

(iii) the case $\alpha = 1$ and $\beta = 1$, but with the addition some cold dark matter, i.e. $\Omega_{\text{cdm}}^0 = 0.1$ instead of 0. Therefore, here we assume that the scalar field contributes only partially to the dark matter content of the Universe. The background evolution is shown in Fig. 8. Also in this case divergences appear at small scales, see Fig. 9.
B. Analysis of divergences

In the previous section we have seen (Figs. 5, 6 and 9) that the CMB and the matter power spectrum are affected by a divergent behaviour at small scales. This problem can be partly explained by the fact that the sound speed $c_s^2$ is negative at early times. In order to explain this more thoroughly, we have to consider the differential equation for the scalar field perturbations (A.18) of [13]. In synchronous gauge, it reads

$$\ddot{v}_X + A\dot{v}_X + \frac{2a^2H^2}{a^2H^2} \left( c_s^2 k^2 - \frac{4\lambda_8}{D} \right) v_X = F,$$

(31)

where $c_s^2$ is defined in equation (26), $k$ is the perturbation mode wavenumber, $D \equiv \alpha_K + 3\alpha_B^2/2$, and $v_X = \delta \phi/\phi$. The functions $A$ and $F$ depend on the $\alpha$ functions, but the exact form is irrelevant for our purposes. The function $\lambda_8$ is given by (A.27) of [13], namely

$$\lambda_8 = -\frac{\lambda_2}{8} \left( D - 3\lambda_2 + \frac{3\hat{\alpha}_B}{aH} \right) + \frac{1}{8} \left( 2 - \alpha_B \right) \left[ (3\lambda_2 - D) \frac{\dot{H}}{aH^2} - \frac{9\alpha_B \dot{P}_m}{2aH^3M_*^2} \right]$$

(32)

From equation (31) we immediately see that in order to have a non-exponential behaviour, the condition $c_s^2 > 0$ is not sufficient. Rather, we must impose the condition $C_{v_X} > 0$, where

$$C_{v_X} = \frac{1}{2 - \alpha_B} \left( \frac{c_s^2 k^2}{a^2H^2} - \frac{4\lambda_8}{D} \right).$$

(33)

As we did for the sound speed, we expand $C_{v_X}$ near $a = 0$. To simplify, we assume also here that the Universe is dominated by radiation so $H = H_0 \sqrt{\Omega_r/a^2}$. We find

$$C_{v_X} = -1 + \frac{\left( 15\Omega_\Lambda (3\beta + \alpha \Omega_0^0) \right) \left( 9 \beta (9\beta + 4\alpha \Omega_0^0) \right) - 20 \beta^2 k^2}{12 (\Omega_0^0)^2} a^2 + O(a^4)$$

(34)

$$= -1 + \frac{5\Omega_\Lambda^3 q^2 - 4\beta^2 \Omega_0^0 k^2}{24 \beta H^2_0 (\Omega_0^0)^2} a^2 + O(a^4).$$

We see that, for small $a$, $C_{v_X}$ is negative and this leads to an exponential growth of $v_X$. To confirm the analysis we plot $C_{v_X}$ in Fig. 10. Note that the series truncated at the second order (dashed lines) in $a$ is not enough to approximate $C_{v_X}$ (continuous lines) after $a \approx 10^{-5}$. 
We can try to fix the instability choosing $q$ and $\beta$ such that the term proportional to $a^2$ in the expansion (34) is equal or larger than 1, i.e.

$$\frac{5\Omega_0^2q^2 - 4\beta\Omega_0^2 k^2}{24\beta H_0^2 (\Omega_r^0)^2} a^2 \geq 1.$$  (35)

We can translate this into the condition on $\beta$ given by

$$\beta \lesssim \frac{5q^2\Omega_0^2}{24a^{-2}H_0^2 (\Omega_r^0)^2 + 4k^2\Omega_r^0}.$$  (36)

With this condition we can go back to the matter power spectrum computed in section [V.A]. In particular, consider the case $[\text{I}]$ where the scalar field mimics the dark matter. If we consider the initial value of the scalar field found by $\text{hi} \_\text{class}$ enforcing the sum rule $[\text{I}5]$, that is given by $q \approx 10^{-4}$, we can compute the maximum value of $\beta$ allowed in order to avoid instabilities from the condition (36). Since the condition explicitly depends on the wavenumbers and on time (through the scale factor $a$), in Fig. 11 we show the results for different $k$, as a function of the scale factor $a$. In the following paragraphs we will also explore the applicability limits of these results.
FIG. 11: Plot of the maximum value of $\beta$ allowed to avoid large deviations in the CMB and in the matter power spectrum, with $\alpha = 1$ and $\beta = 1$.

To better understand Fig. 11, we consider the approximations regime plot of CLASS, for which we present a version in the Appendix, in Fig. 17. From this plot we see that the time at which the computation of the perturbations starts depends on the wavenumber $k$. For large scales (typically $k \lesssim 10^{-2} \text{ Mpc}^{-1}$), the computation starts at a conformal time $\eta \equiv 5 \times 10^2 \text{ Mpc}$, that is $a \equiv 10^{-5}$. For smaller scales, the computation starts earlier with the earlier time being $\eta \equiv 10^2 \text{ Mpc}$, that is $a \equiv 10^{-7}$.

Therefore, for large scales, the condition (36) is not met for a short interval of time. Later on, these scales will inevitably fall in the regime where the condition is satisfied (above the $\beta = 1$ horizontal line in the Fig. 17) that is the value of $\beta$ chosen in order to mimic dark matter with the scalar field). On the contrary, small scales never satisfy the condition and therefore show an exponential growth during the epoch where the scalar field dominates, causing the large deviations that we see in the matter power spectrum in Fig. 5. A further confirmation of that is the fact that matter power spectrum diverges when $k > 10^{-2} \text{ Mpc}^{-1}$.

Note that the condition (36), and therefore our previous considerations, is only an approximation of the real condition after equality. In fact, we computed the condition on $\beta$ assuming $H$ dominated only by radiation, and this is obviously not true at late times. Moreover the value of $a$ is not small at late times and therefore higher orders in the series might become non negligible. This can also be seen in Fig. 10 where we plotted the truncated analytical series at second order in $a$ from which we have computed the condition on $\beta$: after $a = 10^{-5}$ the truncated analytical series (dashed lines) is not a good approximation of $C_{vX}$ (continuous lines).

Finally, if we plot the entire numerical evolution of $C_{vX}$ up to today, where our condition for $\beta$ is certainly not valid any more, we see that modes fall again in the exponential regime (where $C_{vX} < 0$). If the period where $C_{vX} < 0$ is long enough, this might introduces more instabilities even at large scales (small $k$), and therefore might produce divergences in the perturbation functions at all scales. The period where $C_{vX} < 0$ highly depends on the parameter $\beta$ chosen. This is explicitly shown in Fig. 12 for two wave-numbers.
VI. BOUNDS ON THE GRAVITATIONAL WAVES VELOCITY

In this section we want to analyse the model comparing the results with the recent experimental discoveries in the field. The LIGO/Virgo results have constrained the speed of gravity waves to be $c_T^2 = 1$ (where $c = 1$), up to an error of approximately $10^{-15}$ \[3\]-\[6\].

More precisely, in a generic Horndeski model the value of the gravity wave speed is given by

$$c_T^2 = 1 + \alpha_T.$$  \hspace{1cm} (37)

Therefore the LIGO/Virgo experiment puts constraints on $\alpha_T$, which must satisfy

$$|\alpha_T| \lesssim 10^{-15}.$$  \hspace{1cm} (38)

We recall that, in our model,

$$\alpha_T = \frac{2\beta X}{2\kappa\Lambda - \beta X}.$$  \hspace{1cm} (39)
Maximum value of $|\beta|$.

**FIG. 13:** Plot of the maximum value of $\beta$ allowed by the two constraints considered. The overlapping purple region is the one that must be considered in order to have a stable and non super-luminous gravity waves. The analytical solution for the condition on $c_s^2$ has been plotted only up to $a \sim 10^{-7}$, since for higher $a$ it’s affected by machine precision numerical instabilities.

For definiteness, we expand $\alpha_T$ near the late Universe ($a \sim 1$) in a model with $\beta \ll 1$ (since we know from the previous analysis on the perturbation differential equation that the case $\beta = 1$ leads to instabilities). In this case the new scalar field does not mimic dark matter, and therefore we must add dark matter as the standard $\Lambda$CDM one in order to obtain a physically viable background. We find

$$\alpha_T = \frac{2\beta \Omega_0^0 q^2}{2H_0^2 [\Omega_\Lambda^0 (\alpha + 3\beta) + 3\beta \Omega_m^0]^2 - \beta \Omega_\Lambda^0 q^2 - 24\beta H_0^2 (\Omega_\Lambda^0)^2 q^2 (\alpha + 3\beta)(\Omega_\Lambda^0 (\alpha + 3\beta) + 3\beta \Omega_m^0) (a - 1) + \mathcal{O}[(a - 1)^2]}.$$  

A trivial solution corresponds to $\alpha_T = 0$, that is $\beta = 0$. This is not unexpected since for $\beta = 0$ our model reduces to quintessence with no potential, for which $c_s^2 = 1$.

In order to constrain $\beta$ with the LIGO/Virgo result (38), we first set the zero order term of the late time expansion (40) to be

$$\frac{2\beta \Omega_0^0 q^2}{2H_0^2 [\Omega_\Lambda^0 (\alpha + 3\beta) + 3\beta \Omega_m^0]^2 - \beta \Omega_\Lambda^0 q^2} < 10^{-15} \sim T.$$  

and we neglect the contribution of higher order terms. Using the fact that $\Omega_\Lambda^0 + \Omega_m^0 \approx 1$, and considering the conditions on $\beta$ found in the previous sections, we find the range of acceptable $\beta$ to be

$$|\beta| < \frac{\Omega_\Lambda^0 q^2 - 6\alpha H_0^2 \Omega_\Lambda^0 T - q \Omega_\Lambda^0 q^2 - 12\alpha H_0^2 T}{18H_0^2 T}.$$  

Note that the case $\alpha = 0$ leads to the condition $\beta = 0$, and therefore will not be considered in the following analysis.

---

1 See definition of $\alpha_T$ in [13].
We have also solved equation \ref{eq:41} numerically in order to find the maximum value of \( \beta \) allowed, and the results are shown in Fig. \ref{fig:13}. We also show the maximum value of \( \beta \) allowed by the constraint on \( c_T^2 \) computed with the analytical result \ref{eq:42}, and the one coming from the velocity of scalar perturbations \( c_T^2 \) \ref{eq:30}, for \( \alpha = -1 \). The regime of allowed \( \beta \) from the combination of the two conditions on \( c_s^2 \) and \( c_T^2 \) is the overlapping (purple) region in the plot.

In Fig. \ref{fig:13} we are considering \( \beta \) as a function of \( q \), which is the integration constant appearing in the definition of the scalar field \( \phi \). This constant is computed by the software in order to satisfy the background condition \ref{eq:15}. Moreover, from the discussion at the end of section \ref{sec:vii} we know that small \( \beta \) means that \( q \) found by the software is smaller. Therefore, the contribution of the scalar field on the background evolution is negligible, and the presence of the field becomes unnecessary for explaining the nature of dark matter and dark energy.

Again, this analysis has been carried on in the regime where \( a \cong 1 \), where the LIGO/Virgo experiment has been performed. In principle, we might want to check the condition on \( \beta \) at earlier times to have \( c_T^2 = 1 \) at every times. Note that we have also neglected higher order terms in \( (a-1) \) in the expansion \ref{eq:40} since they give smaller contributions to \( \alpha_T \) with respect to the leading term in the expansion near \( a = 1 \).

\section{Conclusions \label{sec:vii}}

The model with the action \ref{eq:6} has an interesting feature for a certain range of parameters where \( \beta \cong 1 \): the scalar field mimics the behaviour of dark matter in the matter domination epoch, at least at the background level. In fact, we saw in the fractional densities and state parameter plots in Figs. \ref{fig:1} and \ref{fig:2} that the scalar field has an equation of state parameter of \( \omega_\phi = 0 \), the same of a cold dark matter component, during the matter domination epoch. In principle, varying the parameters of the model in a certain range, we could find the values of the parameters that correspond to the same fractional densities behaviour of \( \Lambda \)CDM.

Unfortunately, despite the similarity between the scalar field of this model and the dark matter of \( \Lambda \)CDM, the model is plagued with some instabilities in the perturbation functions. We argued that a possible explanation for these problems is the fact that the harmonic oscillator like equation for the scalar field perturbations \( c_T^2 \) \ref{eq:31} has a coefficient for the term proportional to \( v_X \) that is negative at early times, and in a lesser extent at late times. Since the numerical evaluation of this differential equation starts earlier for small scales, these are more affected by instabilities. It is evident that the origin of the instabilities is related to a more complex mechanism that the violation of the condition \( c_s^2 > 0 \), as discussed in sec. \ref{sec:vb}.

In principle, we can take a small value of \( \beta \) to avoid instabilities and also to accommodate the results of the LIGO/VIRGO detection of the neutron star merger GW170817. However, this means that the term in the action that mimics dark matter becomes negligible, and therefore the physical interesting features of the model fade away. Moreover, we have seen that as we decrease \( \beta \) we approach the limit where the model is a Quintessence model with no potential, that only predicts an unphysical fluid component with the equation of state parameter \( \omega = 1 \).

Another way to solve the instability problem might be to add new terms to the action, at the price of changing the physical features of the model. In this case, the addition of new terms might change the properties we need to formulate a viable description of neutron stars and rotational curves of galaxies, and therefore a new investigation of this phenomena should be carried on after a change of the action. Also, the exact choice of the terms that can remove the instabilities is a non trivial problem.

In the end, we conclude that models with the Horndeski-like action \ref{eq:6} are not acceptable as cosmological models of dark matter and this result is independent on the measurement of the speed of gravitational waves.

\textbf{Acknowledgements:} We are grateful to Emilio Bellini for helping us with the implementation of the model in the \texttt{hi\_class} code.

\section*{Appendix A: Numerical evaluation with \( \alpha \) functions}

In this Appendix we discuss the numerical algorithm used to compute the \( \alpha \) functions. We have seen in section \ref{sec:vii} that we can write the \( \alpha \) functions using background quantities only \((a, H \text{ and } \dot{H})\) because we have the analytic expression for \( \phi \). But this is not enough to solve the parametrization problem. In fact, the \( \alpha \) functions, \( \rho_\phi \), and \( P_\phi \) are still functions of \( H \) and \( \dot{H} \), that are computed by \texttt{(hi\_class)} respectively with \texttt{(in units of hi\_class)}

\begin{equation}
H^2 \equiv \sum_{\text{species} \ i} \rho_i, \tag{A1}
\end{equation}
and
\[ \dot{H} = -\frac{3a}{2} \sum_{\text{species } i} (\rho_i + P_i). \] (A2)

The equations (A1) and (A2) are two sums over all densities and pressures that include the scalar field density \( \rho_\phi \) and pressure \( P_\phi \), which are functions of \( H \) and \( \dot{H} \) themselves. Therefore, if we use \( H \) and \( \dot{H} \) computed without the scalar field density to find \( \rho_\phi \), we are introducing an error that can be non-negligible in the period where the scalar field is dominating the other components. A simple solution is to use a self-consistent procedure, as in the scheme in Fig. 14 that is:

(i) compute \( H_{\text{old}} = H \) and \( \dot{H} = \dot{H}_{\text{old}} \) as a sum of the densities (and the pressures) of all the components except the scalar field density;
(ii) compute \( \rho_\phi,_{\text{old}} \) and \( P_\phi,_{\text{old}} \) with \( H_{\text{old}} \) and \( \dot{H}_{\text{old}} \). Then compute \( H_{\text{new}} \) and \( \dot{H}_{\text{new}} \), inserting \( \rho_\phi \) and \( P_\phi \) in the sums;
(iii) compute \( \rho_\phi,_{\text{new}} \) and \( P_\phi,_{\text{new}} \) with the new estimation of \( H = H_{\text{new}} \) and \( \dot{H} = \dot{H}_{\text{new}} \);
(iv) if the condition
\[ \frac{|\rho_\phi,_{\text{new}} - \rho_\phi,_{\text{old}}|}{\rho_\phi,_{\text{old}}} < \epsilon \] (A3)
where \( \epsilon \) is an arbitrary small precision parameter, is not satisfied then go back to step (ii) considering \( \dot{H}_{\text{new}} \) as \( \dot{H}_{\text{old}} \) and \( H_{\text{new}} \) as \( H_{\text{old}} \). Otherwise stop the iterative process and consider as outputs \( \rho_\phi, \text{ new}, \rho_\phi, \text{ new}, H_{\text{new}} \) and \( \dot{H}_{\text{new}} \).

With this solution, using \( \epsilon = 10^{-6} \), we find that the \( G_i \) functions method and the \( \alpha \) functions method show a maximum relative difference of 0.1% in the fractional densities (see Appendix C).

**Appendix B: Numerical - Analytical comparison**

In this Appendix we will compare our numerical result with the analytical solution with the analytical solution. This comparison is shown in Fig. 15, where we compare our numerical solution \( \Omega_\phi^{\text{num}} \) (the same used for the fractional density plots in Fig. s 1 and 2) with the analytical solution for the fractional density \( \Omega_\phi \) given in equation (14). The quantity plotted as a function of time is
\[ \Delta \Omega_\phi = \frac{\left| \Omega_\phi^{\text{num}} - \Omega_\phi \right|}{\Omega_\phi^{\text{num}}}, \] (B1)
that is the relative difference between the analytical and the numerical solutions. You can see that the relative difference has a maximum > 0.1% for one of the cases.

**Appendix C: Equivalence of \( G_i \) and \( \alpha \) functions methods**

In this Appendix we will show that using the \( G_i \) functions method is equivalent to use the \( \alpha \) functions method. In order to show this, we will consider the relative difference between the fractional density computed with the two
methods, that is

\[ \Delta \Omega_\phi = \frac{|\Omega^G_\phi - \Omega^\alpha_\phi|}{\Omega^G_\phi}, \]  

(C1)

where \( \Omega^G_\phi \) is the scalar field fractional density computed with the \( G_i \) functions method and \( \Omega^\alpha_\phi \) with the \( \alpha \) functions method. The difference for the parameters considered is \( \Delta \Omega_\phi < 2 \times 10^{-3} \).
Moreover, we show in Table II the comparison between the age of the universe $t_0$ computed with the two methods.

| $\alpha$ | $\beta$ | $t_0$ [Gyr] with $G$ | $t_0$ [Gyr] with $\alpha$ |
|----------|----------|---------------------|---------------------|
| 1        | 1        | 10.603              | 10.604              |
| 1        | 0.4      | 9.710               | 9.714               |
| 0        | 1        | 11.807              | 11.807              |

TABLE II: Table of the results for the age of the universe for the two $G$ and $\alpha$ functions methods.

### Appendix D: Equivalent form of $G_i$ functions

In this Appendix we will present an alternative way to write the $G_i$ functions, that is equivalent to (7), at least at first order perturbation theory. Indeed at first order in perturbation theory, we note that the set of $G_i$ functions found is equivalent to the following set

$$
G_2[\phi, X] = -\Lambda + \frac{1}{2\kappa} \alpha X , \quad G_3[\phi, X] = 0 , \quad G_4[\phi, X] = \frac{1}{2} + \frac{1}{4\kappa} \xi X , \quad G_5[\phi, X] = 0 .
$$

This equivalence can be easily checked noticing that the $\alpha$ functions, that govern linear perturbations, computed with the $G_i$ functions (7) and (D1) are the same.

The equivalence can also be seen at background level plotting the fractional densities: we found exactly the same result as in Fig. 1 and 2.
FIG. 17: Plot of the default approximations scheme of (hi.)CLASS. This is the same plot shown in the CLASS article [16]. Every mode $k$ is evaluated in conformal time $\eta$ independently from the others, and each of them has different times where the approximations are switched on and off. Each color represents a different approximation (for more informations, see the CLASS article). The yellow region is the regime where the initial conditions are considered and the modes are governed by the initial conditions coming from the inflation; the numerical computation starts at the borders of the yellow region using the initial conditions. The white region is where no approximation is used.
FIG. 18: Plot of $C_{vX}$ in the case (ii) with $\alpha = 1$, $\beta = 10^{-10}$ and $\Omega_{\text{cdm}}$ equal to the one of ΛCDM. Above the black dashed line, $C_{vX} > 0$ and the scalar field perturbations differential equation (31) has an oscillatory behaviour. In this case $C_{vX}$ does not become negative again as it does in case (i) in Fig. 12. Moreover, the only $k$ having a large instability is a very small scale ($k = 1 \text{ Mpc}^{-1}$), and this pushes the instability of perturbation functions at large $k$ with respect to the case (i), as we see the matter power spectrum in Fig. 6.

FIG. 19: Plot of $C_{vX}$ in the case (iii) with $\alpha = 1$, $\beta = 1$ and $\Omega_{\text{cdm}} = 0.1$. Above the black dashed line, $C_{vX} > 0$ and the scalar field perturbations differential equation (31) has an oscillatory behaviour. This case is similar to the first (i) but more scales have less instabilities, pushing the instability of perturbation functions at larger $k$ with respect to the first case, as we see the matter power spectrum in Fig. 6.
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