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Abstract—In this paper, we analyze the stability, convergence, and bifurcation properties of the Boissonade-De Kepper (BD) model which played a key role in the development of nonlinear chemical dynamics. We first outline conditions for local stability, which may help guide design considerations. Then, we show that the BD model undergoes a Hopf bifurcation when the stability condition gets violated. Using Poincaré normal forms and center manifold theory, we derive explicit analytic expressions for determining the type of the Hopf bifurcation and the stability of the limit cycles. This provides insights on the system dynamics just beyond the stable regime. Some of the analytical insights are corroborated with numerical computations. We also show that the mathematical results obtained in this paper may have wider applicability beyond the BD model.

I. INTRODUCTION

The existence of chaotic dynamics has been noted in the chemical and biochemical systems by multiple investigators [23]. The dynamics of the color change of the Briggs-Rauscher oscillating reaction systems [3] has been modeled using the Boissonade-De Kepper model [1], which serves as one of the illustrative examples of chaotic dynamics in chemical systems. Similar oscillation and bistability is also seen in vitro biochemical systems involving the oxidation of the NADH by $O_2$, catalyzed by the horse-radish peroxidase, in a stirred tank reactor where $O_2$ can enter by diffusion from the gas phase [18]. While these examples use a continuously stirred tank reactor (CSTR) to homogenize the systems, there have been efforts to introduce delayed feedback control in the CSTR [16].

The use of engineering principles to design biological circuits have been a recent development [17]. The design of the biological systems requires a predictable monotonic or periodic behavior and in order to achieve stability, it is important to understand the nonlinear dynamics and the convergence to predictable behavior of the designed biological systems. This problem is more complex compared to the chemical or biochemical reactions in the CSTR in the absence of the instant or controlled feedback delay. We have analyzed the general class of equations known to exhibit chaotic dynamics for their convergence to stable behavior.

Delay differential equations (DDEs) present both significant opportunities and unique difficulties for chemical modeling. There are many reasons why one might wish to expand the class of models available to chemists to include delayed variable formulations. The emphasis in creating a DDE model of a chemical system is shifted from cataloging intermediates and their reactions to describing the dynamic relationships between the concentrations of key species. In many chemical oscillators, it is possible to construct relatively simple models, involving only a handful of key species, that accurately mimic the most important features of the dynamics. As a result, fewer concentration variables will generally appear than in a classical mass-action mechanism.

One aspect that has been remarked upon in a number of mechanisms and models for oscillating chemical reactions is the presence of time-delayed feedback. The presence of feedback delays makes the system infinite-dimensional and may pose numerous theoretical and practical challenges. In general, the stability of a closed-loop system is sensitive to feedback delays, which normally necessitates a detailed stability analysis. For example, see [4], [14], [15], [19] for some stability and bifurcation analysis of dynamical systems with feedback delays. Delay dynamical systems are often modeled using delay differential equations to facilitate a mathematical analysis of their performance and dynamics. The initial, and in fact very common, style of stability analysis for nonlinear time-delayed systems is to first linearize the system about its equilibrium and then study the stability properties of the linearized system. However, the feedback delays of a nonlinear dynamical system may result in various complex dynamics like bifurcation, chaos, etc. So, it looks appealing to have an analytical methodology that may allow us to investigate the effect of some nonlinear terms on the system dynamics. Local bifurcation theory is one such methodology [12]. Moreover, without an understanding of the dynamics of the system in the unstable regime, choosing an operating point close to the boundary of the stable region could be risky. A comprehensive understanding of local bifurcation phenomena may help yield insights into the behavior of the system in the unstable regime. Apart from ensuring stability, it is also important to make sure that the system converges quickly to a stable equilibrium.

In this paper, we conduct the following: local stability, rate of convergence, non-oscillatory convergence, and Hopf bifurcation analyses for the delayed variant of the Boissonade-De Kepper (BD) model [7]. Our contributions can be summarized as follows.

1) In the stability analysis, we establish a necessary and sufficient condition to ensure the stable operation of
the system. We show that, if the stability condition gets violated, then the system would undergo a Hopf bifurcation, which leads to the emergence of limit cycles. We also derive a sufficient condition for stability. The stability conditions enable us to understand the trade-offs between various system parameters.

2) We conduct a rate of convergence analysis that enables us to understand the impact of time delay on the convergence rate. We also derive a necessary and sufficient condition that guarantees non-oscillatory convergence to the equilibrium.

3) Using the theoretical frameworks of Poincaré normal form and the center manifold theorem [12], we conduct a detailed Hopf bifurcation analysis that enables us to determine the direction and stability of the emerging limit cycles.

4) To develop a better understanding of how the system dynamics would vary with non-linearity, we also analyze the bifurcation properties of a quadratic model, where the cubic term in the original BD model is replaced by a quadratic term.

5) We show that the BD model, which incorporates cubic control law, can undergo both super-critical and sub-critical Hopf, depending on the parameter values. Whereas, in the case of quadratic model, the Hopf bifurcation is always sub-critical. In general, the occurrence of a sub-critical Hopf is undesirable as it may give rise to either limit cycles with a large amplitude or unstable limit cycles [22]. Therefore, our results tend to favor the cubic model.

6) We also validate some of our analytical insights using numerical simulations and bifurcation diagrams.

7) In the Appendix, we derive a simple closed-form analytic expression for the quantities required to determine the type of the Hopf bifurcation and the stability of the bifurcating periodic solutions of a general first-order non-linear delay differential equation. It is important to highlight that this result has wider applicability beyond the BD model, and can be extended to other non-linear delayed systems as well. To highlight the implications of our general results on Hopf bifurcation, we also apply those results to analyze the bifurcation properties of the Nicholson’s Blowflies equation [10], which has been extensively used in the context of population dynamics.

The rest of this paper is structured as follows. In Section 2, we outline the models under study. In Section 3, we investigate the local asymptotic stability. The convergence and local Hopf bifurcation analyses are outlined in Sections 4 and 5. Finally, in Section 6, we summarize our key insights and suggest some avenues for further research. For ease of exposition, the Hopf bifurcation analysis is contained in an Appendix.
For our analysis, we consider $k > \mu$ so that the equation (3) has a unique equilibrium. The quadratic version of the above model is

$$\dot{x}(t) = -(x^2(t) - \mu x(t) + \Lambda) - kx(t - \tau). \quad (4)$$

### III. LOCAL STABILITY

Understanding linear equations can also give us some qualitative insights about a more general non-linear problem. To linearize the non-linear system, we write the Taylor series expansion of the system about its equilibrium point, and include only the linear terms. In this section, we derive conditions to ensure local asymptotic stability of (3). We also establish that the system loses local stability via a Hopf bifurcation. We introduce an exogenous non-dimensional bifurcation parameter, $\eta > 0$, to drive the system just into the unstable regime. Let us consider the perturbation $u(t) = x(t) - x_e$, where $x_e$ is the equilibrium which is given by $x_e^2 + (k - \mu)x_e + \Lambda = 0$. Now, the Taylor series expansion of (3) about the equilibrium $(x_e)$ is given by

$$\frac{d}{dt}u(t) = \eta((-3x_e^2 + \mu)u(t) - ku(t - \tau) - 3x_eu^2(t) - u^3(t)). \quad (5)$$

Now, the linearized version of the actual non-linear system is given by

$$\frac{d}{dt}u(t) = \eta((-3x_e^2 + \mu)u(t) - ku(t - \tau)). \quad (6)$$

Similarly, the linearized model of (4) is given by

$$\frac{d}{dt}u(t) = \eta((-2x_e + \mu)u(t) - ku(t - \tau)). \quad (7)$$

From (6) and (5), we can note that the linearized model of (4) is quite similar to that of (3). Therefore, the results of linear analyses like stability, rate of convergence, and non-oscillatory convergence of (3) can be extended to (4).

The linearized stability of (3) is given by the stability of the trivial fixed point of (5). The stability of (6) is given by the roots of the associated characteristic equation. Looking for exponential solutions, the characteristic equation of (6) is given by

$$\lambda + \eta a + \eta be^{-\lambda \tau} = 0, \quad (8)$$

where $a = (3x_e^2 - \mu)$ and $b = k$. Let us consider the case where $\eta, a, b > 0$ and $b > a$.

For the system to be stable, all the roots of the characteristic equation should lie in the left half of the complex plane. For $\tau > 0$, the characteristic equation has a negative real root, and hence the system is asymptotically stable. However, when $\tau > 0$ the roots may cross the imaginary axis for some values of the system parameters, and hence the stability of the system cannot be guaranteed. Therefore, the condition for the crossover defines the bounds on the system parameters to maintain stability. We are interested in finding a critical value at which a root of this equation transitions from having negative to having positive real parts. If this is to occur, there must be a boundary case, such that the characteristic equation has a purely imaginary root. Therefore, to find the critical condition, we substitute $\lambda = \pm j\omega$, $\omega > 0$ in (5). Then, we break the polynomial up into its real and imaginary parts, and write the exponential in terms of trigonometric functions to obtain

$$\eta a + \eta b \cos(\omega \tau) = 0 \quad (9)$$

$$\omega - \eta b \sin(\omega \tau) = 0. \quad (10)$$

For $\omega > 0$, we get $\cos(\omega \tau) < 0$ and $\sin(\omega \tau) > 0$, giving

$$2n\pi + \pi/2 < \omega \tau < 2n\pi + \pi, \quad n = 0, 1, 2, \ldots \quad (11)$$

We only treat the case $n = 0$. Solving (9) and (10), we obtain

$$\omega_0 = \eta \sqrt{b^2 - a^2} \quad (12)$$

$$\eta \tau \sqrt{b^2 - a^2} = \cos^{-1}(-a/b) \quad (13)$$

where $\eta_0$ denotes the critical value of $\eta$ at $\omega = \omega_0$. To show that the system undergoes a Hopf bifurcation at $\eta_0$, we need to satisfy the following transversality condition of the Hopf spectrum [12]

$$\text{Re} \left( \frac{d\lambda}{d\eta} \right)_{\eta=\eta_0} \neq 0.$$

In other words, for the occurrence of the Hopf bifurcation, the roots of the characteristic equation should cross the imaginary axis from left to right with non-zero speed. Differentiating equation (8) with respect to $\eta$, we obtain

$$\frac{d\lambda}{d\eta} \bigg|_{\eta=\eta_0} = \frac{-(a+be^{-\lambda \tau})}{1-\eta \tau e^{-\lambda \tau}} \bigg|_{\eta=\eta_0}. \quad (14)$$

From the above equation, we get

$$\text{Re} \left( \frac{d\lambda}{d\eta} \right)_{\eta=\eta_0} = \frac{\eta \tau (b^2 - a^2)}{1 + 2\eta \tau a + \eta^2 b^2 \tau^2} > 0.$$

Hence, the system undergoes a Hopf bifurcation at $\eta = \eta_0$, with period $2\pi/\omega_0$. Thus, the necessary and sufficient condition for local asymptotic stability of (3) is

$$\eta \tau < \frac{\cos^{-1}(-a/b)}{\sqrt{b^2 - a^2}}. \quad (15)$$

where $a = (3x_e^2 - \mu)$ and $b = k$. From (15), we can deduce that longer delays increase the region of parameter space in which oscillatory behavior may occur.

It is to be noted that the system becomes unstable when the very first conjugate pair of characteristic roots cross the imaginary axis. As the derivative $\text{Re} \left( \frac{d\lambda}{d\eta} \right)_{\eta=\eta_0}$ is positive, the system cannot regain its local stability with further increase in the value of the bifurcation parameter ($\eta$). In other words, an increase in the value of $\eta$ results in the characteristic roots or eigenvalues moving to the right in the complex plane, thereby making it impossible to restore lost stability. Further, note that $f_0 = \omega_0/2\pi$, represents the frequency of the bifurcating periodic oscillations.

**Sufficient condition.** We now use Nyquist stability criterion to derive sufficient condition for local stability. From
the characteristic equation \( \pi \), we obtain the loop transfer function as

\[
L(\lambda) = \frac{\eta be^{-\lambda \tau}}{\lambda + \eta a}.
\]

(16)

The next step is to obtain the crossover frequency at which \( /L(j\omega) = \pi \). At this frequency, the magnitude of the loop transfer function should be less than 1, i.e., \( |L(j\omega)| < 1 \). Now, substituting \( \lambda = j\omega \) in (16) yields

\[
L(j\omega) = \frac{\eta be^{-j\omega \tau}}{j\omega + \eta a}.
\]

(17)

Equating \( L(j\omega) \) to \( \pi \), we get

\[
|L(j\omega)| = \frac{\eta b}{\sqrt{\eta^2 a^2 + \omega^2}} < 1.
\]

(19)

Substituting (18) in (19), we obtain

\[
\eta b \tan(\omega \tau) = \frac{-\omega}{\eta a}.
\]

(18)

Similarly, the magnitude condition \( |L(j\omega)| < 1 \) can be written as

\[
\eta b \tan(\omega \tau) = \frac{-\omega}{\eta a} < 1.
\]

(20)

From (18) and (20), we gather that \( \tan(\omega \tau) < 0 \) and \( \sin(\omega \tau) > 0 \). This implies that \( \pi/2 < \omega \tau < \pi \). Therefore, the function on the left-hand side of (20) attain its maxima at \( \omega = \pi/2 \), and consequently \( \sin(\omega \tau) = 1 \). This yields the sufficient condition for local stability as

\[
\eta b \tau < \pi/2
\]

(21)

where \( b = k \). In fact, for \( a, b > 0 \) and \( b > a \), one can show that the minimum value of right-hand side of (13) is \( \pi/2 \). Observe that the sufficient condition (21) does not involve parameters \( \mu \) and \( \Lambda \). Therefore, if we ensure \( \eta b \tau < \pi/2 \) then (3) would be locally asymptotically stable, regardless of the other parameter values. From the stability conditions, we can understand that there exist trade-offs between the system parameters and the time delay (\( \tau \)) for local stability. Therefore, the above insight may be used to guide design of system parameters such that system stability is ensured.

IV. CONVERGENCE

In the local stability analysis, we derived stability conditions which enable us to understand the role of various system parameters in ensuring local stability. Now, within the stable regime, it is also important to study the impact of systems parameters on the convergence characteristics of the system.

A. Rate of convergence

Rate of convergence is an important performance metric that dictates the time a dynamical system takes to equilibrate, when perturbed. In this subsection, following the style of analysis outlined in [2], we conduct a rate of convergence analysis for (3). To do so, it is sufficient to solve the characteristic equation of (3) whose roots determine the convergence characteristics of solutions of (3) completely.

The analytical results enable us to investigate the impact of various system parameters on the rate of convergence to the equilibrium. Here, we consider \( \eta = 1 \), to get back the original system. Now, the linearized version of the actual non-linear system is given by

\[
\frac{d}{dt}u(t) = -au(t) - bu(t - \tau),
\]

(22)

where \( a = (3x_c^2 - \mu) \) and \( b = k \).

To analyze the dependence of convergence characteristics on the time delay \( \tau \), we require \( b \not= 0 \). Recall that the characteristic equation is given by

\[
\lambda + a + be^{-\lambda \tau} = 0.
\]

(23)

Using \( \lambda \tau = z, -a \tau = p \) and \( -b \tau = q \), the characteristic equation (23) becomes

\[
(p - z)e^z + q = 0.
\]

(24)

If \( -\alpha < 0 \), is the real part of a root of (24), then (22) has a solution of the form \( e^{(t-\alpha)/\tau} \), which is a decaying function of \( t \). If every root of (24) lies in the left half of the complex plane, the solution of (22) is asymptotically stable. Here, \( \alpha/\tau \) is the convergence rate, the rate at which the stable system approaches equilibrium. The inverse of the rate of convergence, \( \tau/\alpha \) is the characteristic return time, where \( -\alpha \) is the largest of the real parts of all the roots of (24). A necessary and sufficient condition for all roots of (24) to be in the left half of the complex plane, given in (13) is,

\[
p < 1, \quad p < -q < \frac{u_1}{\sin(u_1)},
\]

(25)

where \( u_1 \) is the solution of the equation

\[
u = p \tan(u),
\]

(26)

in \( u \in (0, \pi) \), with \( u_1 = \pi/2 \) if \( p = 0 \). We now perform a change of variable \( z = \chi - \sigma \), where \( \sigma = \alpha/\tau \) and transform the characteristic equation (24) to

\[
(p + \sigma \tau - \chi)e^z + q e^{\sigma \tau} = 0.
\]

(27)

Let \( \sigma \) be the supremum of the solution of (27) over \((0, \infty)\) which guarantees that all roots of the transformed characteristic equation (27) lie in the left half of the complex plane, and then \( \sigma \) is the rate of convergence to the equilibrium of (22). For the transformed characteristic equation (27), the set of inequalities (25) can be restated as

\[
p + \sigma \tau = (-a + \sigma)\tau < 1,
\]

(28)

\[
p + \sigma \tau = \sigma + \alpha\tau < -q e^{\sigma \tau} = b\tau e^{\sigma \tau},
\]

(29)

\[-q e^{\sigma \tau} = b\tau e^{\sigma \tau} < \frac{u_2}{\sin(u_2)},
\]

(30)

where \( u_2 \) is the solution of the equation

\[
\sigma = \sigma \tau \tan(u)
\]

(31)

in \( u \in (0, \pi) \), with \( u_2 = \pi/2 \) if \( -a + \sigma = 0 \). We choose \( \sigma \) to be the supremum of the solution of (27) over \((0, \infty)\) satisfying (28) - (30) inequalities. Equation (29) can be rewritten as

\[
(-a + \sigma)e^{(a - \sigma)\tau} < b\tau e^{\sigma \tau}.
\]

(32)
Consider the function,

\[ g(u) = \frac{u}{\sin(u)} e^{u/\tan(u)}. \]  

(33)

In \( u \in (0, \pi) \), \( u/\sin(u) \) is an increasing function of \( u \), \( u/\tan(u) \) is a decreasing function of \( u \). So, \( g(u) \) is an increasing function of \( u \). It is easy to observe that \( g(0) = 1/e \), \( g(\pi/2) = \pi/2 \). Limiting the range of \( g(u) \) is \( \infty \). Using (31), the inequality (30) can be written as

\[ b\tau e^{a\tau} < g(u_2). \]

(34)

It can be observed from (31) that \( u_2 \) is a decreasing function of \( \sigma \). To obtain the maximum \( \sigma \) satisfying the inequality (34), we need to solve its corresponding equality. Similarly, \((-a + \sigma)\tau \) from (28) and \((-a + \sigma)e^{(a-\sigma)\tau} \) from (32) are increasing functions of \( \sigma \), and to obtain the maximum \( \sigma \) satisfying the inequalities (28), (32), we need to solve the corresponding equalities. If there is no solution \( \sigma \) satisfying the inequalities corresponding to the inequalities (28), (32) and (34), there is no restriction on \( \sigma \). In summary, these results are as follows: Let \( \sigma_1, \sigma_2, \sigma_3 \) be the solutions of

\[ (-a + \sigma)\tau = 1, \]

(35)

\[ (-a + \sigma)e^{(a-\sigma)\tau} = b\tau e^{a\tau}, \]

(36)

\[ u_2 = (-a + \sigma)\tau \tan(u_2), \]

(37)

respectively. \( \sigma_1 = \infty \), for \( i = 1, 2, 3 \) if the corresponding equality has no solution. Then, the rate of convergence of (22) is given by

\[ \sigma = \min[\sigma_1, \sigma_2, \sigma_3]. \]

(38)

We first characterize the dependence of the rate of convergence on the time delay \( \tau \) for \( a, b > 0 \). For this analysis, we consider the coefficients \( a \) and \( b \) of (22) to be constant. From \( p < 1 \) of (25), we have \(-a\tau < 1 \), i.e. \( \tau > -1/a \), a trivial condition for \( a > 0, \tau \geq 0 \). From \( p < -q \) of (25), we have \(-a < b \) which is also a trivial condition for \( a, b > 0 \). Using (26), \( p < u_1/\sin(u_1) \) can be written as \( \cos(u_1) < 1 \), a trivial condition and \(-q < u_1/\sin(u_1) \) can be written as \( \cos(u_1) < -a/b \), which is a more stricter condition. So, for the case \( a, b > 0 \), the only relevant stability condition (25) is \(-q < u_1/\sin(u_1) \). As \((-a + \sigma)e^{(a-\sigma)\tau} \) has a maximum value of \( 1/e \) at \((-a + \sigma)\tau = 1 \) and \( g(u) \) has a minimum value of \( 1/e \) at \( u = 0 \), no solution exists for equation (36) if \( b\tau e^{a\tau} > 1/e \) and for equation (37) if \( b\tau e^{a\tau} < 1/e \). For \( b > 0 \), \( b\tau e^{a\tau} \) monotonically increases with \( \tau \), having a minimum \((-b/a)(1/e) < 1/e \) for \( a, b > 0 \) by (25), attained at \( \tau = -1/a \). Thus, there exists \( \tau^* > -1/a \) such that

\[ b\tau^* e^{a\tau^*} = \frac{1}{e}. \]

(39)

For \( \tau > \tau^* \), no solution exists for (36) and for \( 0 \leq \tau < \tau^* \), equation (37) has no solution. For \( 0 \leq \tau < \tau^* \), let \( \sigma_2 \) be the solution of equation (36). Differentiation of (36) with respect to \( \tau \) results in

\[ \frac{d\sigma}{d\tau} = \frac{b\sigma e^{a\tau}}{1 - b\tau e^{a\tau}}. \]

(40)

From (36), \( b\tau e^{a\tau} = -a + \sigma \). Using this, (40) can be rewritten as

\[ \frac{d\sigma}{d\tau} = \frac{b\sigma e^{a\tau}}{1 - (-a + \sigma)\tau}. \]

(41)

At \( \tau = 0, \sigma_1 = \infty \) and \( \sigma_2 = a + b \). The derivative \( d\sigma_2/d\tau > 0 \) if \((-a + \sigma_2)\tau < 1 \), i.e. \( \sigma < \sigma_1 \). At \( \tau = \tau^* \)

\[ (-a + \sigma_2)\tau e^{(a-\sigma_2)\tau} = b\tau e^{a\tau} = 1/e. \]

(42)

From the above equation, \((-a + \sigma_2)\tau = 1 \), which implies \( \sigma_1 = \sigma_2 \) at \( \tau = \tau^* \). For \( 0 \leq \tau < \tau^* \), \( \sigma_2 < \sigma_1 \) and \( d\sigma_2/d\tau > 0 \). So, for \( 0 \leq \tau < \tau^* \), the rate of convergence \( \sigma = \min[\sigma_1, \sigma_2] = \sigma_2 \) increases as \( \tau \) increases.

For \( \tau > \tau^* \), from the first condition of (37), an increase in \( \tau \) results in an increase in \( u \), thereby resulting in decrease of \( \sigma \) as \( \tau \) is increased, observable from second condition of (37). This implies decrease in the rate of convergence for \( \tau > \tau^* \). Since \( u_2 > 0 \) for \( \tau > \tau^* \), \( u_2/\tan(u_2) < 1 \), and \((-a + \sigma_3)\tau < 1 \). Thus, \( \sigma_3 < \sigma_1 \).

Result: For \( a, b > 0 \), the rate of convergence is a monotonically increasing function of \( \tau \) given by (36) in the interval \( 0 \leq \tau < \tau^* \), a monotonically decreasing function of \( \tau \) given by (37) in the interval \( \tau > \tau^* \). \( \tau^* \) can be obtained from (39).

See Figure 1 for a graphical representation of the dependence of the convergence characteristics on the time delay \( \tau \).

Fig. 1: Rate of convergence to equilibrium for (3). Observe that the rate of convergence increases with \( \tau \) and reaches maxima of \( (a + 1/\tau^*) \) at \( \tau = \tau^* \), where \( \tau^* \) is given by \( b\tau^* e^{a\tau^*} = 1/e \), and then decreases for further increase in \( \tau \).

B. Non-oscillatory convergence

In addition to a faster rate of convergence, it is also required to have the system equilibrates without oscillations. Non-oscillatory convergence is a desirable characteristic in the design of dynamical systems. In this sub-section, we derive a necessary and sufficient condition for non-oscillatory convergence of (3). For the system to be non-oscillatory, the eigenvalues should be negative real numbers. Therefore, we seek conditions on system parameters for which the characteristic equation (23) has negative real solution.

Substituting \( \lambda = -\sigma + j\omega \) in (23) gives

\[ \sigma = a + be^{\omega\tau} \cos(\omega\tau), \]

(43)

\[ \omega = be^{\omega\tau} \sin(\omega\tau). \]

(44)

(45)
Solving the equations (43) and (44) yields
\[(\sigma - a)\tau = \frac{\omega\tau}{\tan(\omega\tau)}. \tag{45}\]

For the non-oscillatory convergence to the equilibrium, we require the eigenvalues to be negative real numbers, i.e., the real parts of all the roots of the characteristic equation should be negative, and the imaginary parts of all the roots of the characteristic equation should be zero ($\omega = 0$). The right-hand side of (45) is a decreasing function of $\omega$, and has a maximum value of 1 at $\omega = 0$. Therefore, if the left-hand side of (45) is greater than or equal to 1, then $\omega = 0$ is the only solution to this equation. Hence, the necessary and sufficient condition for the imaginary parts of all the characteristic roots to be zero is $(\sigma - a)\tau \geq 1$. Now, (44) can be rewritten as
\[b\tau e^{\sigma\tau} \frac{\sin(\omega\tau)}{\omega\tau} = 1. \tag{46}\]

Taking the limit $\omega \to 0$ gives
\[\lim_{\omega \to 0} b\tau e^{\sigma\tau} \frac{\sin(\omega\tau)}{\omega\tau} = b\tau e^{\sigma\tau}, \tag{47}\]
and hence $b\tau e^{\sigma\tau} = 1$. Since $(\sigma - a)\tau \geq 1$, then $b\tau e^{\sigma\tau} \leq (1/e)$. Thus, the necessary and sufficient condition for non-oscillatory convergence of (3) is
\[b\tau e^{\sigma\tau} \leq \frac{1}{e}. \tag{48}\]

We can verify this condition using (43) as follows. Taking the limit $\omega \to 0$ in (43) gives
\[\lim_{\omega \to 0} \cos(\omega\tau) \frac{b\tau e^{\sigma\tau}}{(\sigma - a)\tau} = \frac{b\tau e^{\sigma\tau}}{(\sigma - a)\tau} = 1. \tag{49}\]

We can rewrite the above equation as
\[(\sigma - a)\tau e^{-(\sigma - a)\tau} = b\tau e^{\sigma\tau}. \tag{49}\]

The maximum value of the function $f(x) = xe^{-x}$ is 1/e. Therefore, (49) has solutions if and only if $b\tau e^{\sigma\tau} \leq 1/e$.

C. Discussion

After analyzing the condition for non-oscillatory convergence, and the rate of convergence, it can be deduced that the rate of convergence is maximum at the boundary of the non-oscillatory regime, i.e., $b\tau e^{\sigma\tau} = 1/e$. Thus, if we choose parameters such that $b\tau e^{\sigma\tau} = 1/e$, then the system converges to the equilibrium quickly. The system becomes oscillatory when $b\tau e^{\sigma\tau} > 1/e$, and hence the rate of convergence decreases. At $\tau = \cos^{-1}(-a/b)/\sqrt{b^2 - a^2}$, the system transits into an unstable regime, and hence the convergence rate would be zero. From the stability and convergence analyses, we can understand that there exist trade-offs between various system parameters. The stability study enables us to predict if the trajectories of the dynamical system would converge to the equilibrium, when subjected to a small perturbation. The results of convergence analysis enables us to tune the system parameters to make sure that the system converges quickly to a stable equilibrium.

| Parameter range | System behavior |
|-----------------|-----------------|
| $\tau \in (0, \tau^*)$ | stable and non-oscillatory |
| $\tau \in (\tau^*, \frac{\cos^{-1}(-a/b)}{\sqrt{b^2 - a^2}})$ | stable and oscillatory |
| $\tau \geq \frac{\cos^{-1}(-a/b)}{\sqrt{b^2 - a^2}}$ | unstable |

The dependence of system behavior on various parameters is summarized in Table I.

So far, we have analyzed some of the stability and convergence properties of (3).

The linearized version of (4) is given by
\[\dot{u}(t) = \eta((-2x_0 + \mu)u(t) - ku(t - \tau)). \tag{50}\]

From (6) and (50), we can note that the linearized model of (4) is quite similar to that of (3). Therefore, the results of linear analyses like stability, rate of convergence, and non-oscillatory convergence of (3) can be extended to (4).

The next natural step is to investigate the dynamical behavior of the system as it transits from a stable to an unstable regime. In the local stability analysis, we have shown that the system undergoes a Hopf bifurcation, as the bifurcation parameter crosses a critical value. In the next section, we study the characteristics of the bifurcating periodic solutions.

V. HOPF BIFURCATION

In this section, we conduct a detailed Hopf bifurcation analysis for both the cubic and quadratic models.

Using the theoretical frameworks of Poincaré normal form and the center manifold theorem [12] (which are outlined in the Appendix), we analytically characterize the type of the Hopf bifurcation and the stability of the bifurcating limit cycles.

The Hopf bifurcation analysis relies on both linear and non-linear terms of the Taylor series expansion of the non-linear model. As outlined in the Appendix, the stability and direction of the bifurcating limit cycles can be determined from the sign of first Lyapunov coefficient ($\mu_2$) and Floquet exponent ($\beta_2$), where
\[\mu_2 = -\text{Re}\{c_1(0)\}/\alpha'(0), \tag{51}\]
\[\beta_2 = 2\text{Re}\{c_1(0)\}. \tag{52}\]

The sign of $\mu_2$ determines the direction of the Hopf bifurcation. If $\mu_2 > 0$ then the Hopf bifurcation is supercritical if $\mu_2 < 0$ it is subcritical. The sign of $\beta_2$ determines the stability of the bifurcating periodic solutions. The periodic solutions are asymptotically orbitally stable if $\beta_2 < 0$ and unstable if $\beta_2 > 0$. Here, $\alpha'(0)$ is the real part of $d\lambda/d\eta$ evaluated at $\eta = \eta_c$. We have already shown that
Therefore, from (51) and (52), super-criticality of the bifurcating solution also establishes asymptotic orbital stability.

A. Cubic model

To recapitulate, the Taylor series expansion of (3) is given by
\[
\frac{d}{dt}u(t) = \eta(-au(t) - bu(t) - \tau - 3x_xu^2(t) - u^3(t)), \quad (53)
\]
where \( b = k, \ a = (3x_x^2 - \mu), \) and \( x_x \) is given by \( x_x^3 + (k - \mu)x_x + \Lambda = 0. \) Using the definitions outlined in the Appendix, the expression for \( \mu_2 \) of (3) has been calculated as
\[
\mu_2 = \frac{\epsilon^{3/2}}{b^2} \tilde{g}(\epsilon) + \frac{\xi_{xxx}}{b} \tilde{h}(\epsilon), \quad (54)
\]
where \( \epsilon = \frac{\eta}{b} \) and
\[
\tilde{g}(\epsilon) = \frac{\sqrt{1 - \epsilon^2(12\epsilon - 18) + \cos^{-1}(-\epsilon)(8\epsilon^2 - 18\epsilon + 4)}}{b^2(1 + \epsilon)(1 - \epsilon^2) \cos^{-1}(-\epsilon)(5 - 4\epsilon)}, \quad (55)
\]
\[
\tilde{h}(\epsilon) = \frac{-3\sqrt{1 - \epsilon^2 - 3\epsilon \cos^{-1}(-\epsilon)}}{(1 - \epsilon^2) \cos^{-1}(-\epsilon)}. \quad (56)
\]

Fig. 2: Variation in \( \tilde{g}(\epsilon) \) as \( \epsilon \) is varied in the interval \([0, 1]\). Observe that the sign of \( \tilde{g}(\epsilon) \) is negative, and hence \( \mu_2 < 0 \), which implies that the Hopf bifurcation is sub-critical.

We now analyze the impact of quadratic and cubic terms on the type of the Hopf bifurcation.

As \( b > a, a \geq 0, \) and \( b > 0 \), the value of \( \epsilon = \frac{\eta}{b} \) would lie in the interval \([0, 1]\). From (56), we can readily show that \( \tilde{h}(\epsilon) < 0 \) and, hence \( \xi_{xxx} \tilde{h}(\epsilon) > 0 \), as \( \xi_{xxx} = -1 \). Therefore, the presence of cubic term induces super-criticality. To analyze the effect of quadratic term \( (\xi_{xx}) \) on the nature of the bifurcation, we plot the value of \( \tilde{g}(\epsilon) \), as \( \epsilon \) varies in the interval \([0, 1]\). From Fig. 2, we can observe that the value of \( \mu_2 < 0 \) for \( \epsilon \in [0, 1] \). Hence, the type of Hopf bifurcation is sub-critical. Therefore, when we have both \( \xi_{xx} \) and \( \xi_{xxx} \), then the type of the Hopf bifurcation depends on the values of the model parameters. We now validate the analytical results using some numerical examples where we choose specific values for the system parameters.

**Numerical Example 1 (Super-critical):** Let us consider the system with \( k = 9, \tau = 0.187, \Lambda = -7, \) and \( \mu = 1 \). For these values, using the Hopf condition, we get \( \eta_c = 1 \). From (54), we obtain the value of \( \mu \) as 9.3, which implies that the system undergoes a super-critical Hopf bifurcation. The bifurcation diagram drawn using the Matlab package DDE-Biftool [5], [6] is shown in Figure 3. As expected, it shows that the system loses local stability via a super-critical Hopf bifurcation, as the bifurcation parameter crosses the critical threshold \( (\eta_c = 1) \). To validate this, numerical simulations obtained using XPPAUT [8] are shown in Figure 4. For \( \eta = 0.95 \), the system converges to the equilibrium (see Figure 4(a)). Whereas, for \( \eta = 1.05 > \eta_c \) i.e. after the bifurcation, the system leads to the emergence of stable and small-amplitude limit cycles.

![Bifurcation Parameter, \( \eta \)](image)

**Fig. 3:** Bifurcation diagram highlighting that the system undergoes a super-critical Hopf bifurcation at \( \eta = 1 \). The parameter values used are \( k = 9, \tau = 0.187, \Lambda = -7, \) and \( \mu = 1 \).

**Fig. 4:** Numerical computations illustrating that the system exhibits a super-critical Hopf bifurcation, as \( \eta \) increases beyond the critical value. Time series plots are shown for the cases \( \eta < 1 \) and \( \eta > 1 \). The parameter values chosen are \( k = 9, \tau = 0.187, \Lambda = -7, \) and \( \mu = 1 \). Here, we set initial condition as \( x_0 = 0.9 \).

**Numerical Example 2 (Sub-critical):** Consider \( k = 4.75, \) \( \tau = 1, \mu = 1, \) and \( \Lambda = -7. \) The system undergoes a Hopf bifurcation at \( \eta = 1 \). For these values, we get \( \mu_2 = -6.11 < 0 \), implying that the Hopf bifurcation is sub-critical. The bifurcation diagram shown in 5 confirms that the system exhibits a sub-critical Hopf bifurcation, as the bifurcation parameter is varied beyond the critical threshold. The numerical computation shown in Figure 6 illustrates that the system is stable for \( \eta < 1 \). For \( \eta = 1.05 \) as shown in Figure 6 the system exhibits a limit cycle but now with
amplitude larger than that of previous example.

Fig. 5: Bifurcation diagram showing the existence of a sub-critical Hopf for the parameter values \( k = 4.75, \tau = 1, \mu = 1, \text{ and } \Lambda = -7 \). The solid and dashed lines denote the amplitude of stable and unstable limit cycles, respectively.

Fig. 6: Numerical computations illustrating that the system undergoes a sub-critical Hopf as the bifurcation parameter \( \eta \) increases beyond the critical threshold \( (\eta_c = 1) \). The values of the parameters used are \( k = 4.75, \tau = 1, \mu = 1, \text{ and } \Lambda = -7 \). For these values, we obtain equilibrium point as \( x_e = 1.3 \).

B. Quadratic model

The Taylor series expansion of the quadratic model about its equilibrium is given by

\[
\frac{d}{dt} u(t) = \eta (- au(t) - bu(t - \tau) - u^2(t)), \quad (57)
\]

where \( a = (2x_e - \mu) \), \( b = k \), and \( x_e \) is given by \( x_e^2 + (k - \mu)x_e + \Lambda = 0 \). For this quadratic model, we obtain \( \mu_2 \) as

\[
\mu_2 = \frac{\epsilon^2}{b^2} \tilde{g}(\epsilon) = \frac{\tilde{g}(\epsilon)}{b^2}, \quad (58)
\]

where \( \tilde{g}(\epsilon) \) is given by \( (55) \). We have already shown that \( \tilde{g}(\epsilon) < 0 \) for all values \( \epsilon = a/b \in [0, 1) \). Therefore, the quadratic model would undergo a sub-critical Hopf bifurcation, which would result in the emergence of either large amplitude limit cycles or unstable limit cycles. Both these outcomes are undesirable, and hence the sub-critical Hopf should be avoided.

In general, it would be preferable to have a stable equilibrium. However, if the system does lose stability due to variation in system parameters, it would be desirable to have an asymptotically orbitally stable limit cycle of small amplitude. To that end, a super-critical Hopf may be preferable over a sub-critical Hopf bifurcation. The Boissonade-De-Kepper model \( (3) \), which incorporates cubic control law, can undergo both super-critical and sub-critical Hopf bifurcation, depending on the parameter values. Whereas, in the case of quadratic model \( (4) \), the Hopf bifurcation is sub-critical. Thus, our results tend to favor the cubic model.

VI. CONTRIBUTIONS

The contribution of this paper is two fold. First, mathematicians concerned with the investigation of delay differential equations would be given a stimulating example of application in chemistry; second, chemists would further realize that on all levels of chemical processes feedback delays play an important role in the generation of instabilities.

We analyzed the stability, convergence, and bifurcation properties of the Boissonade-De Kepper (BD) model with feedback delay. From the results of stability and convergence analyses, one can tune the system parameters to make sure that the system converges quickly to a stable equilibrium. We also showed that the system undergoes a Hopf bifurcation, if the stability condition gets violated. Using Poincaré normal form and the center manifold theorem \( (12) \), we analyzed the direction and stability of the bifurcating limit cycles. We also investigated the bifurcation properties of a quadratic model, where the cubic term in the original BD model is replaced by a quadratic term. We established that the BD model, which incorporates cubic control law, can undergo both super-critical and sub-critical Hopf, depending on the parameter values. Whereas, in the case of quadratic model, the Hopf bifurcation is always sub-critical, which may give rise to either limit cycles with a large amplitude or unstable limit cycles. Therefore, our results tend to favor the cubic model. We validated some of our analytical insights using bifurcation diagrams and numerical simulations.

We also derived general results useful in the study of the nature of the Hopf bifurcation of a general first-order non-linear delay differential equation. Therefore, the bifurcation results are not just confined to the BD model, but can also be extended to other non-linear delayed systems as well. To highlight the implications of our Hopf bifurcation results, we also applied our results to determine the nature of Hopf bifurcation of the Nicholson’s Blowflies equation \( (10) \),

APPENDIX

Here, we outline the necessary calculations to determine the type of Hopf bifurcation and the asymptotic form of the bifurcation solutions as local instability just sets in. For now, we will only be concerned with the first Hopf bifurcation. The framework employed to address the stability of the limit cycles is the Poincaré normal form, and the center manifold theorem.

Consider the following non-linear delay differential equation:

\[
\frac{d}{dt} x(t) = \eta f(x(t), x(t - \tau)), \quad (59)
\]
where \( f \) has a unique equilibrium denoted by \( x^* \) and \( \tau > 0 \). Define \( u(t) = x(t) - x^* \), and take a Taylor expansion for \( f \) including the linear, quadratic and cubic terms to obtain

\[
\frac{d}{dt} u(t) = \eta(\xi_x u(t) + \xi_y u(t - \tau) + \xi_{xx} u^2(t)) \\
+ \xi_{xy} u(t) u(t - \tau) + \xi_{yy} u(t - \tau) + \xi_{xx} u^3(t) \\
+ \xi_{xy} u^2(t) u(t - \tau) + \xi_{yy} u(t) u^2(t - \tau) \\
+ \xi_{yy} u^3(t - \tau)),
\]

where, letting \( f^* \) denote evaluation of \( f \) at \( (x^*, y^*) \)

\[
\xi_i = f_i^*, \quad \xi_{ii} = \frac{1}{2} f_{ii}^*, \quad \xi_{iii} = \frac{1}{6} f_{iii}^* \quad \forall i \in \{x, y\}
\]

\[
\xi_{xy} = f_{xy}^*, \quad \xi_{xyy} = \frac{1}{2} f_{xyy}^*, \quad \xi_{xxy} = \frac{1}{2} f_{xxy}^*.
\]

Considering the linearised form of \( (60) \), we get

\[
\frac{d}{dt} u(t) = \eta(\xi_x u(t) + \xi_y u(t - \tau)).
\]

Looking for exponential solutions, the characteristic equation of \( (61) \) is given by

\[
\lambda + \eta a + \eta be^{-\lambda \tau} = 0,
\]

where \( a = -\xi_x \) and \( b = -\xi_y \). We assume that \( a \geq 0, b > 0 \), and \( b > a \). Let \( \eta = \eta_0 + \mu \), and the system undergoes Hopf bifurcation at \( \mu = 0 \). The calculations that follow will enable us to address questions about the form of the bifurcating solutions, as the system transits from stability to instability via a Hopf bifurcation. For this we have to take higher order terms, i.e., the quadratic and cubic of \( (60) \) into consideration. Following the work of [12], we now perform the requisite calculations.

Consider the following autonomous delay-differential system

\[
\frac{d}{dt} u(t) = \mathcal{L}_\mu u(t) + \mathcal{F}(u(t), \mu),
\]

where \( t > 0 \), \( \mu \in \mathbb{R} \), \( \tau > 0 \),

\[
u(t, \theta) = u(t + \theta), \quad u : [-\tau, 0] \rightarrow \mathbb{R}, \quad \theta \in [-\tau, 0],
\]

\( \mathcal{L}_\mu \) is a one-parameter family of continuous linear operators defined as \( \mathcal{L}_\mu : C[-\tau, 0] \rightarrow \mathbb{R} \). The operator \( \mathcal{F}(u(t), \mu) : C[-\tau, 0] \rightarrow \mathbb{R} \) contains the non-linear terms. Further, assume that \( \mathcal{F}(u(t), \mu) \) is analytic and that \( \mathcal{F} \) and \( \mathcal{L}_\mu \) depend analytically on the bifurcation parameter. Note that \( (60) \) is a type of the form \( (63) \). The objective now is to rewrite \( (63) \) as follow

\[
\frac{d}{dt} u(t) = \mathcal{A}(\mu) u(t) + \mathcal{R} u(t)
\]

which has \( u(t) \) rather than both \( u \) and \( u(t) \). By the Riesz representation theorem, there exists a matrix-valued function \( \zeta(\cdot, \mu) : [-\tau, 0] \rightarrow \mathbb{R}^n \), with variation of each component of \( \zeta \) is bounded and for all \( \phi \in C[-\tau, 0] \)

\[
\mathcal{L}_\mu \phi = \int_{-\tau}^0 d\zeta(\theta, \mu) \phi(\theta),
\]

where \( d\zeta(\theta, \mu) = \eta(\xi_y \delta(\theta + \tau) + \xi_z \delta(\theta + \tau_2))d\theta \), and \( \delta(\theta) \) is the Dirac delta function. Now we define

\[
\mathcal{A}(\mu) \phi(\theta) = \begin{cases}
\frac{d\phi(\theta)}{d\theta}, & \theta \in [-\tau, 0), \\
\int_{-\tau}^0 d\zeta(s, \mu) \phi(s), & \theta = 0,
\end{cases}
\]

and

\[
R\phi(\theta) = \begin{cases}
0, & \theta \in [-\tau, 0), \\
F(\phi, \mu), & \theta = 0.
\end{cases}
\]

Now the system \( (63) \) becomes equivalent to \( (64) \) as required.

Let \( q(\theta) \) be the eigenfunction for \( \mathcal{A}(\mu) \) corresponding to \( \lambda(0) \), namely \( \mathcal{A}(0)q(\theta) = \lambda(0)q(\theta) \). Now we define an adjoint operator \( \mathcal{A}^*(0) \) as

\[
\mathcal{A}^*(0)\alpha(s) = \begin{cases}
\frac{d\alpha(s)}{ds}, & s \in (0, \tau), \\
\int_{-\tau}^0 d\zeta(T, 0) \alpha(-t), & s = 0,
\end{cases}
\]

Note that, the domains of \( \mathcal{A} \) and \( \mathcal{A}^* \) are \( C^1[-\tau, 0] \) and \( C^1[0, \tau] \) respectively. As \( \mathcal{A}q(\theta) = \lambda(0)q(\theta) \lambda(0) \) is an eigenvalue for \( \mathcal{A}^* \), and \( \lambda^*(q^*) = -i\omega_0 q^* \) for some nonzero vector \( q^* \). For \( \phi \in C[-\tau, 0] \) and \( \psi \in C[0, \tau] \), define a bilinear inner product

\[
\langle \psi, \phi \rangle = \psi(0)\phi(0) - \int_{-\tau}^0 \psi(t)\phi(t) \, dt.
\]

Then, \( \langle \psi, \mathcal{A}\phi \rangle = \langle \mathcal{A}^*\psi, \phi \rangle \) for \( \phi \in \text{Dom}(\mathcal{A}), \psi \in \text{Dom}(\mathcal{A}^*) \).

Let \( \varphi(\theta) = e^{i\omega_0 \theta} \) and \( q^*(\theta) = De^{i\omega_0 \theta} \) be the eigenvectors for \( \mathcal{A} \) and \( \mathcal{A}^* \) corresponding to the eigenvalues \( +i\omega_0 \) and \( -i\omega_0 \).

Value of \( D \) can be evaluated using \( (60) \) and the relation \( \langle q^* , q \rangle = 1 \) as

\[
(\langle q^* , q \rangle = D - \overline{D} \int_{-\tau}^0 \theta e^{i\omega_0 \theta} (\xi_y \delta(\theta + \tau) + \xi_z \delta(\theta + \tau_2))d\theta \\
= 1 = D + \overline{D} \int_{-\tau}^0 (\tau \xi_y e^{-i\omega_0 \tau}) \\
= D = \frac{1}{1 + \eta^2 \xi_y e^{-i\omega_0 \tau}}.
\]

Now we define

\[
x(t) = \langle q^* , u(t) \rangle,
\]

\[
w(t, \theta) = u(t + \theta) - 2Re \{ z(t)q(\theta) \}.
\]

Then, on the center manifold \( C_0 \), \( w(t, \theta) = w(z(t, \bar{z}(t), \theta) \) where

\[
w(z, \bar{z}, \theta) = w_0(\theta)\bar{z}^2/2 + w_{11}(\theta)z\bar{z} + w_{12}(\theta)\bar{z}^2/2 + \cdots.
\]

In effect, \( z \) and \( \bar{z} \) are local coordinates for manifold in \( C \) in the directions of \( q^* \) and \( \bar{q}^* \), respectively. The existence of the center manifold \( C_0 \) enables us to reduce \( (64) \) to an ordinary differential equation for a single complex variable on \( C_0 \). At \( \mu = 0 \), we have

\[
z'(t) = \langle q^*, \mathcal{A}u(t) + \mathcal{R} u(t) \rangle
\]

\[
= i\omega_0 z(t) + \bar{q}^*(0)F(w(z, \bar{z}, \theta) + 2Re \{ z(t)q(\theta) \})
\]

\[
= i\omega_0 z(t) + \bar{q}^*(0)F_0(z, \bar{z})
\]

(69)
which can be written as
\[ z'(t) = i\omega_0 z(t) + g(z, \bar{z}). \quad (70) \]

Expanding \( g(z, \bar{z}) \) in powers of \( z \) and \( \bar{z} \), we get
\[ g(z, \bar{z}) = q^* (0) F_0 (z, \bar{z}) + g_{20} \frac{z^2}{2} + g_{11} z \bar{z} + \frac{g_{02} \bar{z}^2}{2} + g_{21} \frac{z^2 \bar{z}}{2} + \cdots. \]

Following [12], we write
\[ w' = u'_t - z' q - \bar{z}' \bar{q}. \quad (71) \]

From (64) and (70), we get
\[ w' = \begin{cases} \mathcal{A} w - 2 \text{Re}\{q^* (0) F_0 q (\theta)\}, & \theta \in [-\tau_2, 0), \\ \mathcal{A} w - 2 \text{Re}\{q^* (0) F_0 q (0)\} + F_0, & \theta = 0 \end{cases} \]

which can be written as
\[ w' = \mathcal{A} w + H(z, \bar{z}, \theta), \quad (72) \]

using (70), where
\[ H(z, \bar{z}, \theta) = H_{20} (\theta) \frac{z^2}{2} + H_{11} (\theta) z \bar{z} + H_{02} (\theta) \bar{z}^2 / 2 + \cdots. \quad (73) \]

Now, on \( C_0 \), near the origin \( w' = w_z z' + w_{\bar{z}} \bar{z}' \). Using (68) and (70) to replace \( w_z, z' \), and equating this with (72), we get
\[ (2i\omega_0 - A) w_{20} (\theta) = H_{20} (\theta) \quad (74) \]
\[ -A w_{11} (\theta) = H_{11} (\theta) \quad (75) \]
\[ (2i\omega_0 - A) w_{02} (\theta) = H_{02} (\theta). \quad (76) \]

as in [12]. From (71), we get
\[ u_t (\theta) = w (z, \bar{z}, \theta) + z q (\theta) + \bar{z} \bar{q} (\theta) = w_{20} (\theta) \frac{z^2}{2} + w_{11} z \bar{z} + w_{02} (\theta) \bar{z}^2 / 2 + z e^{i\omega_0 \theta} + \bar{z} e^{-i\omega_0 \theta} + \cdots \]

from which \( u_t (0) \) and \( u_t (-\tau) \) can be determined. As we only require the coefficients of \( z^2, z \bar{z}, \bar{z}^2 \) and \( z^2 \bar{z} \), we have
\[ u_t (0) u_t (-\tau) = w (z, \bar{z}, 0) + z + \bar{z} \times w (z, \bar{z}, -\tau) + z e^{-i\omega_0 \tau} + \bar{z} e^{i\omega_0 \tau} = z^2 e^{-i\omega_0 \tau} + z \bar{z} (e^{i\omega_0 \tau} + e^{-i\omega_0 \tau}) + z^2 \bar{z} + z \bar{z} \left( \frac{w_{11} (0) e^{-i\omega_0 \tau} + w_{20} (0) e^{i\omega_0 \tau}}{2} \right) + u_{11} (-\tau) + \frac{w_{20} (-\tau)}{2} + \cdots. \]

\[ u^2_t (\tau) = (w (z, \bar{z}, -\tau) + z e^{-i\omega_0 \tau} + \bar{z} e^{i\omega_0 \tau})^2 = z^2 e^{-2i\omega_0 \tau} + z \bar{z} (2e^{-i\omega_0 \tau} w_{11} (-\tau)) + e^{i\omega_0 \tau} w_{20} (-\tau) + \cdots. \]

\[ u^2_t (0) u (-\tau) = (w (z, \bar{z}, 0) + z + \bar{z})^2 \times (w (z, \bar{z}, -\tau) + z e^{-i\omega_0 \tau} + \bar{z} e^{i\omega_0 \tau}) = z^2 \bar{z} (2e^{-2i\omega_0 \tau} + e^{i\omega_0 \tau}) + \cdots. \]

\[ u^2_t (0) u^2 (-\tau) = (w (z, \bar{z}, 0) + z + \bar{z})^2 \times (w (z, \bar{z}, -\tau) + z e^{-i\omega_0 \tau} + \bar{z} e^{i\omega_0 \tau})^2 = z^2 \bar{z} (e^{-2i\omega_0 \tau} + 2) + \cdots. \]

Recall that
\[ g(z, \bar{z}) = q^* (0) F_0 (z, \bar{z}) = g_{20} \frac{z^2}{2} + g_{11} z \bar{z} + \frac{g_{02} \bar{z}^2}{2} + g_{21} \frac{z^2 \bar{z}}{2} + \cdots. \]

Comparing the coefficients of \( z^2, z \bar{z}, \bar{z}^2 \), and \( z^2 \bar{z} \), we get
\[ g_{20} = \bar{D} \eta [2 \xi_{xx} + 2 \xi_{xy} e^{-i\omega_0 \tau} + 2 \xi_{yy} e^{-2i\omega_0 \tau}] \]
\[ g_{11} = \bar{D} \eta [2 \xi_{xx} + \xi_{xy} (e^{-i\omega_0 \tau} + e^{i\omega_0 \tau}) + 2 \xi_{yy}] \]
\[ g_{02} = \bar{D} \eta [2 \xi_{xx} + 2 \xi_{xy} e^{-i\omega_0 \tau} + 2 \xi_{yy} e^{i\omega_0 \tau}] \]
\[ g_{21} = \bar{D} \eta [2 \xi_{xx} (2 w_{11} (0) + w_{20} (0)) + \xi_{xy} (2 w_{11} (0) e^{-i\omega_0 \tau} + w_{20} (0) e^{i\omega_0 \tau} + 2 w_{11} (-\tau_2) + w_{20} (-\tau_2)) + \xi_{xx} (2 w_{11} (0) e^{-i\omega_0 \tau} + w_{20} (0) e^{i\omega_0 \tau} + 2 w_{11} (-\tau_2) + w_{20} (-\tau_2)) + \xi_{yy} (4 w_{11} (-\tau) e^{-i\omega_0 \tau} + 2 w_{20} (-\tau) e^{i\omega_0 \tau} + 6 \xi_{xx} \xi_{xy} + \xi_{yy} (2 e^{-2i\omega_0 \tau} + 4) + \xi_{xx} e^{i\omega_0 \tau} + 4 e^{-i\omega_0 \tau} + 6 \xi_{yy} e^{-i\omega_0 \tau}). \]

For \( \theta \in (-\tau, 0) \), we have
\[ H (z, \bar{z}, \theta) = -2 \text{Re}\{q^* (0) F_0 q (\theta)\} = -g (z, \bar{z}) q (\theta) - \bar{g} (z, \bar{z}) \bar{q} (\theta) = \left( \frac{g_{20} z^2}{2} + g_{11} z \bar{z} + \frac{g_{02} \bar{z}^2}{2} + \cdots \right) q (\theta) \]
\[ -\left( \frac{g_{20} \bar{z}^2}{2} + g_{11} z \bar{z} + \frac{g_{02} z^2}{2} + \cdots \right) \bar{q} (\theta). \]

Now using (73), we obtain
\[ H_{20} (\theta) = -g_{20} q (\theta) - \bar{g}_{02} \bar{q} (\theta), \quad H_{11} (\theta) = -g_{11} q (\theta) - \bar{g}_{11} \bar{q} (\theta). \]

From (68), (73) and (75), we derive
\[ w_{20} (\theta) = 2 i \omega_0 w_{20} (\theta) + 2 g_0 q (\theta) + \bar{g}_0 \bar{q} (\theta), \]
\[ w_{11} (\theta) = g_{11} q (\theta) + \bar{g}_{11} \bar{q} (\theta). \]
Solving the above differential equations yields

\[ w_{20}(\theta) = -\frac{g_{20}}{\omega_0} q(0)e^{i\omega_0 \theta} - \frac{\tilde{g}_{02}}{3\omega_0} q(0)e^{-i\omega_0 \theta} + E e^{2i\omega_0 \theta} \] (78)

\[ w_{11}(\theta) = \frac{g_{11}}{\omega_0} q(0)e^{i\omega_0 \theta} - \frac{\tilde{g}_{11}}{i\omega_0} q(0)e^{-i\omega_0 \theta} + F \] (79)

for some \( E \) and \( F \). For \( \theta = 0 \), we get

\[ H(z, \bar{z}, 0) = -2 Re(q^{*}\mathcal{F} q(0)) + \mathcal{F}_0, \]

\[ H_{20}(0) = -g_{20}q(0) - \tilde{g}_{02}q(0) + \eta [2\xi_{xx} + 2\xi_{xy} e^{-i\omega_0 \tau} + 2\xi_{yy} e^{-2i\omega_0 \tau}] \]

\[ H_{11}(0) = -g_{11}q(0) - \tilde{g}_{11}q(0) + \eta [2\xi_{xx} + \xi_{xy} e^{-i\omega_0 \tau} + e^{i\omega_0 \tau} + 2\xi_{yy}] . \]

Using (65), (74) and (75), we get

\[ \eta_{\xi_{yy}} w_{20}(-\tau) + \eta_{\xi_{xx}} w_{20}(0) - 2i\omega_0 w_{20}(0) = g_{20}q(0) - \tilde{g}_{02}q(0) - \eta [2\xi_{xx} + 2\xi_{xy} e^{-i\omega_0 \tau} + 2\xi_{yy} e^{-2i\omega_0 \tau}] \] (80)

\[ \eta_{\xi_{yy}} w_{11}(-\tau) + \eta_{\xi_{xx}} w_{11}(0) = g_{11}q(0) - \tilde{g}_{11}q(0) - \eta [2\xi_{xx} + \xi_{xy} e^{-i\omega_0 \tau} + e^{i\omega_0 \tau} + 2\xi_{yy}] . \] (81)

Evaluate \( w_{11}(0), w_{20}(0), w_{11}(-\tau) \) and \( w_{20}(-\tau) \) using (78) and (79), and substituting in (80) and (81), we get \( E \) and \( F \) as

\[ E = \frac{-g_{20}}{D(\eta_{\xi_{xx}} + \eta_{\xi_{yy}} e^{-2i\omega_0 \tau} - 2i\omega_0)}, \quad F = \frac{-g_{11}}{D\eta(\eta_{\xi_{yy}} + \xi_{xx})} . \]

Thus, the stability of the bifurcating solutions can now be investigated using [12]. The quantities required to study the nature of the Hopf bifurcation are as follows

\[ \mu_2 = \frac{-\text{Re}[c_1(0)]}{\alpha'(0)}, \quad \beta_2 = 2 \text{Re}[c_1(0)], \]

where \( \alpha'(0) = \text{Re}(d\lambda/d\eta)_{\eta = \eta_c} \),

\[ c_1(0) = \frac{i}{2\omega_0} \left( g_{20}g_{11} - 2|g_{11}|^2 - \frac{1}{3}|g_{02}|^2 \right) + \frac{g_{21}}{2} . \]

The direction and stability of the Hopf bifurcation is determined by the sign of \( \mu_2 \) and \( \beta_2 \), respectively. If \( \mu_2 > 0(\mu_2 < 0) \) then the Hopf bifurcation is super-critical(sub-critical). Similarly, the bifurcating solutions are asymptotically orbitally stable(unstable) if \( \beta_2 < 0(\beta_2 > 0) \).

Using the calculations outlined above, we obtain the expression for \( \mu_2 \) as

\[ \mu_2 = \frac{1}{b^2(1 + \epsilon)(1 - \epsilon^2)(5 - 4\epsilon)} \left\{ \xi_{xx}^2 \left( \epsilon(12\epsilon + 8) + \tilde{\epsilon}(8\epsilon^2 - 18\epsilon + 4) \right) + \frac{\xi_{yy}^2}{\epsilon^2} \left( \epsilon(4\epsilon^3 - 14\epsilon^2 + 11\epsilon - 1) + \tilde{\epsilon}(8\epsilon^3 + 12\epsilon^2 - 7\epsilon + 3) \right) \right. \]

\[ + \frac{\xi_{xy}^2}{\epsilon^2} \left( \tilde{\epsilon}(8\epsilon^3 - 8\epsilon^2 + 26\epsilon - 4) + \tilde{\epsilon}(4\epsilon^2 - 12\epsilon + 22) \right) \]

\[ + \xi_{xx} \xi_{yy} \left( \tilde{\epsilon}(8\epsilon^4 + 32\epsilon^3 - 9\epsilon) + \tilde{\epsilon}(8\epsilon^4 + 26\epsilon^2 - 19\epsilon + 7) \right) \]

\[ + \xi_{xy} \xi_{yy} \left( \tilde{\epsilon}(8\epsilon^4 + 32\epsilon^3 - 19\epsilon + 9) + \tilde{\epsilon}(4\epsilon^2 + 20\epsilon - 37\epsilon + 7) \right) \]

\[ + \frac{1}{b(1 - \epsilon^2)} \left[ \xi_{xx} \xi_{yy} \left( -\tilde{\epsilon} - \epsilon \right) + \xi_{xy} \xi_{yy} \left( -\epsilon(1 + 2\epsilon^2) - 3\epsilon \right) \right] \]

\[ + \xi_{xx} (3\epsilon + \epsilon(1 + 2\epsilon^2)) + \xi_{yy} (3\epsilon + 3\epsilon) . \] (82)

where \( \epsilon = a/b = \xi_{xx}/\eta, \tilde{\epsilon} = \sqrt{1 - \epsilon^2}, \) and \( \tilde{\epsilon} = \cos^{-1}(-\epsilon) \). It is to be noted that the result that we obtained is not just confined to the chemical oscillator but can also be extended to various first-order non-linear delay dynamical systems.

**Example 1.** Consider the following equation:

\[ \ddot{N}(t) = -\gamma N(t) + pN(t - \tau)e^{-N(t - \tau)/x_0} . \] (83)

The above equation is called the Nicholson’s blowflies equation [10], which has a variety of applications in the context of population dynamics. Here, \( N(t) \) is the size of the population at time \( t \), \( p \) is the maximum per capita daily egg production rate, \( x_0 \) is the size at which the population reproduces at the maximum rate, \( \gamma \) is the per capita daily adult death rate, and \( \tau \) is the generation time. In the literature, there are many studies on the stability and oscillations of (83), for example, see [9], [11], [20]. However, there exists little research on the Hopf bifurcation properties of (83). In [21], the impact of loss of stability of (83) has been analyzed, but, it is for a particular choice of parameter values. To rule out being mislead by a particular choice, a detailed Hopf bifurcation analysis is required. To that end, we now analyze the Hopf bifurcation of (83) using the general result (82) obtained in this study.

Including the exogenous bifurcation parameter \( \eta \) in (83), and expanding it using Taylor series, we obtain

\[ \dot{u}(t) = \eta(-\alpha u(t) - bu(t - \tau) + \xi_{yy} u^2(t - \tau) + \xi_{xy} u^3(t - \tau)), \] (84)

where \( \alpha = -\xi_{xx}, \ b = -\xi_{yy} = -\gamma(1 - \ln(p/\gamma)), \) and \( \xi_{yy} = -\frac{2}{\alpha}(2 - \ln(p/\gamma)) \), and \( \xi_{xy} = \frac{1}{\alpha}(3 - \ln(p/\gamma)) \).

The Hopf condition is: \( \eta_c \tau = \cos^{-1}(-\alpha/b) / \sqrt{\alpha^2 - a^2} \), where \( \eta_c \) is the critical value of \( \eta \) which induces a Hopf bifurcation. Using (82), we obtain \( \mu_2 \) for (84) as

\[ \mu_2 = \frac{\xi_{xx}^2 (\sqrt{1 - \epsilon^2} - 8\epsilon^3 - 8\epsilon^2 + 26\epsilon - 4) \cos^{-1}(-\epsilon)(4\epsilon^2 + 12\epsilon - 22)}{b^2(1 + \epsilon)(1 - \epsilon^2) \cos^{-1}(-\epsilon)(5 - 4\epsilon)} \]

\[ + \frac{\xi_{yy}^2 (3\epsilon \sqrt{1 - \epsilon^2} + 3(\epsilon - \epsilon^2))}{b(1 - \epsilon^2) \cos^{-1}(-\epsilon)} . \] (85)
where $\epsilon = \frac{\mu}{\mu_0} = \frac{m(t)}{m(t_0)}$. On simplification, we get

$$
\mu_2 = \frac{1}{x_0^2} \left\{ \begin{array}{l}
\frac{(1 - \epsilon)}{(1 + \epsilon)^2 \cos^{-1}(-\epsilon)(5 - 4\epsilon)} \sqrt{1 - \epsilon^2}(-8\epsilon^3 - 8\epsilon^2 + 26\epsilon - 4) \\
+ \cos^{-1}(-\epsilon)(-4\epsilon^2 - 12\epsilon + 22) \\
+ 3 \cos^{-1}(-\epsilon) \end{array} \right\}.
$$

From (86), we can see that the value of $x_0$ does not affect the sign of $\mu_2$, and hence we consider $x_0 = 1$, and plot $\mu_2$ for $\epsilon \in (0, 1)$. From Figure 7 we can observe that the value of $\mu_2$ is always greater than zero. This implies that the type of Hopf bifurcation is super-critical, which would lead to stable and small-amplitude limit cycles.

![Graph showing $\mu_2$ vs $\epsilon$](image)

**Fig. 7:** The plot of $\mu_2$ Vs $\epsilon$. Observe that, for all values of $\epsilon \in (0, 1)$, the value of $\mu_2$ is positive, which implies that the Hopf bifurcation is super-critical.
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