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Abstract—Knowledge graph (KG) alignment — the task of recognizing entities referring to the same thing in different KGs — is recognized as one of the most important operations in the field of KG construction and completion. However, existing alignment techniques often assume that the input KGs are complete and isomorphic, which is not true due to the real-world heterogeneity in domain, size, and sparsity. In this work, we address the problem of aligning incomplete KGs with representation learning. Our KG embedding framework exploits two feature channels: transitivity-based and proximity-based. The former captures the consistency constraints between entities via translation paths, while the latter captures the neighborhood structure of KGs via an attention guided relation-aware graph neural network. The two feature channels are jointly learned to exchange important features between the input KGs while enforcing the output representations of the input KGs in the same embedding space. Also, we develop a missing links detector that discovers and recovers the missing links in the input KGs during the training process, which helps mitigate the incompleteness issue and thus improve the compatibility of the learned representations. The embeddings then are fused to generate the alignment result, and the high-confidence matched node pairs are updated to the pre-aligned supervision data to improve the embeddings gradually. Empirical results show that our model is more accurate than the SOTA and is robust against different levels of incompleteness.
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I. INTRODUCTION

Knowledge graphs (KGs) represent the facts about real-world entities in the form of triples (head_entity, relation, tail_entity) [1], [2]. Popular knowledge graphs (e.g., DBpedia, YAGO, and BabelNet) are often multilingual, in which each language domain has a separate version [3]. To encourage the knowledge fusion between different domains, knowledge graph alignment — the task of identifying entities in the cross-lingual KGs that refers to the same real-world object — has received great interest from both industry and academia [4], [5]. The alignment result can be used for further data enrichment applications such as repairing inconsistencies, filling knowledge gaps, and building cross-lingual KBs [6], [7], [8].

Knowledge graph alignment faces challenges related to efficiency, scalability and richness of incorporated rich information of real-world KGs. Recent approaches solve these challenges by employing graph neural networks (GNNs) [9], [10] to encode the attributional and the relational triples via some message-passing schemes, e.g., GCN-Align [11], RDGCN [12], MUGNN [13], KG-matching [14]. However, existing techniques often assume that the input KGs are nearly identical (isomorphic), which is not true [15], [16], [17]. There is often a considerable gap between the levels of completeness of different monolingual KGs [2], especially between the English domain and other languages [18]. For example, in the DBP15K dataset, the ratio of relational triples between Chinese, Japanese, or French KGs over the English KG is only around 80% [19]. Figure 1 gives an example of incomplete KGs, in which the neighborhood of the two entities referring to the actor Ronald Colman in English and French KGs are inconsistent (his occupation is missing in the English KG while his place of birth is missing in the French KG). Such inconsistencies easily lead to the different representations of the corresponding entities, especially for GNNs where the noise is accumulated over neural layers [20].

In this paper, we address the above challenges by proposing a representation learning framework with multi-channel feature exchange for aligning incomplete knowledge graphs from different domains. To capture the multi-domain nature of KG entities, we develop a graph attention convolutional network that can combine the translated entity name (as the entity’s feature) and the relational structure simultaneously. The attention mechanism allows relational importance integration, which helps mitigate the noise by focusing on mutual relations in the input KGs and ignoring the missing ones. Our proposed attention mechanism goes beyond the existing techniques [12], [17] by leveraging relation-aware attentive scoring, which helps the framework to integrate the KG edge information. To guarantee consistency across KGs, we develop an additional embedding component that encodes both entities and relations with the traditional translation constraint [21]. While many recent works neglect this ‘seems-to-be-strict’ constraint [14], it turns out to strengthen the local information of relational triples and mitigate the information dilution phenomenon in graph convolutional networks [20]. We also develop a missing links detector that consumes the two feature channels to exchange the knowledge from the two input KGs to discover and recover the missing triples. Finally, we combine these dimensions using late-fusion to instantiate the alignment result.

We summarise our contributions as follows:

- We address the problem of aligning incomplete KGs from different domains and propose a framework called Incomplete Knowledge Graphs Aligner via Multi-channel Feature Exchange (IKAMI). The model exploits multiple
representations to capture the multi-channel nature of KGs (e.g., relational type, entity name, structural information). This is the first attempt to address the entity alignment and knowledge completion simultaneously, and we argue that this collaboration benefits both tasks, especially the alignment performance.

- We employ a translation-based embedding that encodes both entities and relations inspired from the translation model [21]. The translation assumption helps to align both entities and relations and is a great supplement to mitigate the information dilution weakness of the GCN-based embedding [20].

- We propose a graph convolution attention network that efficiently captures relational triples, including the entity name, the relation type, and direction. The attention mechanism allows us to learn the underlying importance of relational triples based on their type, thus focusing on more popular relations and ignoring the ones that appear in only one network.

- We propose a missing triples detector that leverages the learned translation-based features to jointly discover and complete the missing links in the two input KGs. First, the potential missing links between the entities are proposed by selecting the ones with high-correlated embeddings, then the correct relation between them is chosen by selecting the appropriate relation embedding.

- We design a joint train schedule of the two embedding models to enable the holistic objectives of the embeddings can support each other well. Then, the similarity matrix for each channel is calculated and fused by weighted-sum to return the final result.

- We conduct experiments on real-world and synthetic KG datasets to evaluate our scheme. The results show that our framework outperforms other baselines in not only the entity alignment task but also the knowledge completion task by up to 15.2% and 3.5%, respectively. We publish the source code for use by the community.

The remainder of the paper is organized as follows. Section II reviews the related works and motivates our approach. Section III presents a problem statement for the joint alignment and completion of incomplete knowledge graphs as well as our approach overview. Section IV describes the architecture of the two feature channels, including a translation-based embedding and a GCN embedding model that captures the relational correlation between the entities of KGs. Section V explains how the current extracted feature channels are iteratively used to instantiate the alignment result and recover the missing triples from the input KGs, which helps to refine the alignment results gradually. Empirical evaluation is given in Section VI before Section VII presents a summary and conclusions.

II. RELATED WORK

Knowledge Graph Alignment. Traditional cross-lingual KG alignment approaches often rely on various domain-independent features to discover cross-lingual links [22]. Modern cross-lingual KGs entity aligners exploit the emergence of graph embedding techniques and show promising results [23], [24]. From the two input monolingual KGs, these techniques first embed the entities into low-dimensional vector spaces. The identical entities are then retrieved based on the similarity of the learned representations. The earlier techniques of this paradigm, including MTransE [21], JAPE [25], ITransE [26], and BootEA [27], often employ shallow embedding techniques to embed the entities and the relations using the translation constraint [28], which assumes that the embedding distance between two any entities is equal to the connecting relation.

Due to the lack of information integration of shallow models, recent embedding based alignment techniques employ graph convolutional network (GCN) [9] to exploit the complex nature of KGs better. GCN-Align [11] employs GCNs to capture at the same time the relational and the individual entity footprint. RDGCN [12] introduces a two-layers GCN with highway gates to extract attentive interactions between each KG and its dual relation. MUGNN [13] preprocesses the input KGs with grounding rules before forwarding them to a dual-channel GCNs model. KDcoE [29] leverages co-training of a KG embedding and a literal description embedding to enhance the semi-supervised learning of multilingual KG embeddings. MultiKE [30] unifies multiple views of entities to learn embeddings for entity alignment. KG-matching [14] constructs a relation network namely topic entity graph to encode the entities’ name by a word-based LSTM. REA [31] proposes a two-component model to enhance the noise robustness of the aligner. AliNet [17] employs entities’ distant neighbours to expand their neighbour overlapping [32].

Our work goes beyond the state-of-the-art by enhancing the GNN properties with attention mechanism and entity-relation
composition to capture the relational correlation effectively. We also combine the GNN with a translation-based channel to guarantee the knowledge transfer between the input KGs and thus mitigate the incompleteness issue. Similar to our work are GCN-Align and MultiKE, which also use a multi-view scheme, but our GNN channel leverages relation embeddings that better capture relational information. Also, unlike the existing models such as RDGCN and GCN-Align that stacks GNN models, our framework utilizes a non-GNN channel to cover the GNN-based channel and overcome the GNN weaknesses, such as information dilution and noise amplification issue.

**Knowledge Graph Completion.** The Knowledge Graph Completion (KGC) techniques aim to predict the missing triples in the KGs automatically. Existing KGC techniques often embed entities and relations into low-dimensional vectors, then design a score function to check the candidate triplets’ plausibility. The earlier methods often employ shallow embedding models with translation-based scoring function [28], [33]. Recently, KGC techniques using deep embedding model and complex relation consistency states that the entities referring to the same objects should exist in both the KGs and have equivalent name. The relation consistency (a.k.a. the homophily rule) declares that the entities should maintain their relationship characteristics (existence, type, direction).

**Knowledge graph completion.** Given the incomplete knowledge graph $i\mathcal{KG} = (\mathcal{V}, \mathcal{R}, \mathcal{E}, \mathcal{E}_s)$, where $\mathcal{E}$ is unrevealed, the knowledge graph completion (KGC) task aims to discover all the missing triples $\langle h, r, t \rangle \in \mathcal{E} \setminus \mathcal{E}$.

While KG alignment and completion have been studied for decades [17], [38], there is little work on jointly solving these problems together. However, doing so is indeed beneficial: missing triples $\langle h, r, t \rangle \in \mathcal{E}$ in one $\mathcal{KG}$ can be recovered by cross-checking another $\mathcal{KG}$ via the alignment, which, in turn, can be boosted by recovered links. To the best of our knowledge, this work is a first attempt to solve the joint optimization of KG alignment and completion, which is formally defined as follows.

**Problem 1 (Joint KG alignment and completion)** Given two incomplete knowledge graphs $\mathcal{KG}_s$ and $\mathcal{KG}_t$, the task of joint KG alignment and completion is to: (i) identify all the hidden anchor links between $\mathcal{KG}_s$ and $\mathcal{KG}_t$; and (ii) recover the missing triples in each input $\mathcal{KG}_s$ and $\mathcal{KG}_t$.

Table I summarizes the important notations used in this paper.

**B. Challenges**

Solving Problem 1 is non-trivial. We argue that an efficient incomplete $\mathcal{KG}$ entity alignment framework should overcome the following challenges:

**C1. Domain gap:** As the input $\mathcal{KG}$s are incomplete, there exist inconsistencies between the cross-lingual $\mathcal{KG}$s (i.e. incompatible individual information, inequivalent neighbor set, different number of nodes in each graph). Existing works attempt to tackle this challenge by applying rule-base $\mathcal{KG}$ completion as preprocessing step [13], [31], but this fails to leverage the correlation between the two input $\mathcal{KG}$s and requires the addition of pre-aligned relation types information.
C2. Task gap: While the incompleteness might cause the inconsistencies, the consistencies (entity consistency, relational consistency) should be respected overall since these constraints guide to finding precisely matched entities w.r.t the KGs specific characteristics (e.g., name equivalence, directional relations). Therefore, handling the two “seem-to-contradict” tasks, KG completion and KG alignment, simultaneously is challenging.

C3. Model gap: The neighbourhood structures of KGs provide rich information in various forms (e.g. relational triples, relational directions). Recent works exploit this characteristic by stacking GCNs in their model [11], [12], but the structure of the GCNs are often similar and thus suffer from the same weakness.

C. Outline of the Alignment Process

To address the above challenges, we argue that an alignment of incomplete knowledge graphs shall happen iteratively. Figure 2 shows an overview of our alignment process. In each step, the input KGs are enriched (missing triples are recovered), improving their alignment simultaneously. Such incremental process allows the hard cases to be more likely solved as the model experiences easier cases and becomes more mature over time.

Starting with two incomplete KGs \( \mathcal{KG}_s \) and \( \mathcal{KG}_t \), the alignment process continuously updates three objects:

- **Alignment matrix** \( \mathbf{S} \in \mathbb{R}^{|\mathcal{V}_s| \times |\mathcal{V}_t|} \) that represents the result of alignment between the source and target graphs, where each \( |\mathcal{V}_s| \) and \( |\mathcal{V}_t| \) denotes the numbers of entities in \( \mathcal{KG}_s \) and \( \mathcal{KG}_t \), respectively. Each component \( \mathbf{S}(p, p') \) in the alignment matrix \( \mathbf{S} \) identifies the alignment level between an entity \( p \in \mathcal{V}_s \) and its counterpart entity \( p' \in \mathcal{V}_t \).
- **Alignment seed** \( \mathcal{L} \) that is a set of known aligned entities.
- **Missing triples** \( \mathcal{E} \) of the KGs themselves.

Each iteration of the alignment process comprises the following steps:

1. **Representation learning**: We first forward the source and target KG networks through two designed feature channels, namely transitivity-based channel and proximity-based channel, to embed the KG entities in different low-dimensional vector spaces. These two channels are parallel:
   1.1. **Proximity-based channel**: is a GCN-based model that unifies the entity name information and topological structure under the same modal. To this end, we overcome the language barrier (C1) by employing the word embedding of the translated entity name. The channel also produce the relation embedding as well as utilize an attention mechanism to exploit the relational information, which helps to detect the proximity of the corresponding entities in many aspects and thus helps to narrow down the language gap (C1) and mitigate the possible noises (C2).
   1.2. **Transitivity-based channel** is a shallow-based embedding model that enforces the translation constraint between the embeddings of entities and relations in each triple. This constraint helps to emphasize on the topological first-order proximity information, which thus helps to cover the information dilution issue of GNN based model (C3). Also, the translation constraint encourages the analogy between the source and target KGs embedding space (as the relation type between corresponding entities reflect the same phenomenon), which reduces the noise (C2) and facilitates the feature exchange using the learnt embedding spaces (C1). We discuss about this channel in Section IV-B.

2. **Alignment computation**: The learned representations are then fused to compute the final alignment result. We first train the Transitivity-based channel to get the representation of entities and relations. Then we train the Proximity-based channel using the input graphs structure as well as entity name embedding. The relation representations of the Transitivity-based channel are also used as input to this channel to allow the relation-aware mechanism of the GNN to work properly. The output of this channel are relation and entity embeddings. The embedding of entities of the two channels then are concatenated and applied a linear transformation to get the final embedding. We then compute the cosine similarity between each pair of entities across two KGs to get the alignment matrix. The high-confidence matched entities then is sampled and added to the alignment seed \( \mathcal{L} \), which is used to enhance the quality of the two representation channels in the next iterations. The detailed implementation of this step can be found in Section V-A.

3. **Missing triples recovery**: We develop a two-step module that leverages the learnt representations are used to recover all possible missing triples in the input KGs. At the first step, a 2-layer perceptron followed by a sigmoid function is used to compute the probability of whether there exists a missing relation between the two entities. If the answer is yes, indicated by the probability being above a pre-defined threshold, we determine which type of relation connecting the entities in the second step. In more details, given the two entities \( p,q \) and their transitivity-based embeddings,
we choose the relation \( r \) whose embedding follows the translation constraint \( p + r \approx q \). Note that we do not use directly the embeddings of the proximity-based channel due to the incapability of GNN-based model in capturing positional information \([20]\); but this important channel plays an important role in finding hidden anchor links and update the transitivity-based channel. Further details of this process is presented in \( \text{V-B} \).

The alignment process is stopped when the validation accuracy can not further increase after several consecutive iterations. The final alignment matrix is then used to retrieve the matched entities.

### IV. Feature Channel Models

#### A. Pre-processing

To efficiently capture the KG relation direction, we preprocess the input KGs by adding inverse triples and self-loop triples as follows:

\[
\mathcal{E} = \mathcal{E} \cup \{(h, r^{-1}, t) | (h, r, t) \in \mathcal{E}\} \cup \{(p, \top, p) | p \in \mathcal{V}\} \tag{1}
\]

and

\[
\mathcal{R} = \mathcal{R} \cup \mathcal{R}_{\text{inv}} \cup \{\top\} \tag{2}
\]

where \( \mathcal{R}_{\text{inv}} = \{r^{-1} | r \in \mathcal{R}\} \) represents the inverse relations and \( \top \) denotes the self loop. The inverse edges helps the information can freely propagate in both direction in the learning step, while the adding of the self loop relation enables our GNN to passing message from one node to it-self.

#### B. Transitivity-based channel

The main role of this channel is to embed both entities and relations of the two KGs to a same vector space so that those presentations can preserve the structure of the two graphs. To do that, we make use of a well-known translation constraint \([28]\) to all of the triples of the two graphs. We also apply a mapping loss on entities in the alignment seed to make sure the embeddings of the two graphs are in the same vector space. We also find out that by doing this, not only entities but also relations of the two graphs are aligned.

Formally, we employ a shallow translation-based embedding as an additional channel to complete the “deep” GNN-based embedding. To this end, for each entity \( p \) and relation \( r \), we assign a trainable representation vector \( \mathbf{h}_p \). The backbone of the model is the translation constraint \([28]\), which enforces that for any relational triples \( (h, r, t) \in \mathcal{E} \), the following constraint should hold:

\[
\mathbf{h}_h + \mathbf{h}_r = \mathbf{h}_t \tag{3}
\]

where \( \mathbf{h}_h \), \( \mathbf{h}_r \) and \( \mathbf{h}_t \) are the embedding of the head, relation and tail entity of the triple, respectively. To integrate this constraint into the model, we employ the dissimilarity measure \( d_t \) and guarantee that \( d_t(h + r, t) \approx 0 \) if \( (h, r, t) \in \mathcal{E} \), otherwise \( d_t(h + r, t) >> 0 \). In our work, we choose \( d_t \) as Manhattan distance, similar to \([21]\).

**Translation loss:** Given the translation dissimilarity function \( d \) and the supervised triples set \( \mathcal{E} \), we optimize the translation loss as follows:

\[
\mathcal{L}_{ts} = \sum_{(h, r, t) \in \mathcal{E}} \sum_{(h', r', t') \in \mathcal{E}'} [\gamma_t + d_t(h + r, t) - d_t(h' + r, t')]^+ \tag{4}
\]

where \( [x]^+ \) denotes the positive part of \( x \), \( \gamma_t \) is a margin hyper-parameter, \( \mathcal{E}' \) is the negative triple set constructed by corrupting either the head or tail in the original triples.

**Mapping loss:** To jointly embed both graphs into the same embedding space, we will minimize the distance between entity pairs in the alignment seeds \( \mathcal{L} \):

\[
\mathcal{L}_{tm} = \sum_{(p, p') \in \mathcal{L}} d_t(p, p') \tag{5}
\]

The final loss function thus has the form:

\[
\mathcal{L}_t = \mathcal{L}_{ts} + \beta_{tm}\mathcal{L}_{tm} \tag{6}
\]

where \( \beta_{tm} \in \mathbb{R} \) is a hyper-parameter that scales the important of \( \mathcal{L}_{tm} \). Note that the loss function \( \mathcal{L}_t \) (Eq. 6) allows the model to align relations without knowing any pre-aligned relation seeds. This is because the transitivity constraint can guarantee that if the corresponding entities in the input KGs are embedded into a space with the same representations, the same goes with the relation embeddings. The following theorem support this argument:

**Definition 1** (\( \epsilon \)-closed entity pair): Given a real number \( \epsilon \geq 0 \) and two entities \( p \in \mathcal{V}_1 \) and \( q \in \mathcal{V}_2 \); an entity pair \((p, q)\) across KGs is called an \( \epsilon \)-closed entity pair if \( d_t(p, q) \leq \epsilon \).

**Definition 2** (\( \epsilon \)-closed relation pair): Given a real number \( \epsilon \geq 0 \) and two relations \( r \in \mathcal{E}_1 \) and \( r' \in \mathcal{E}_2 \); a relation pair \((r, r')\) across KGs is called an \( \epsilon \)-closed relation pair if \( d_t(r, r') \leq \epsilon \).

**Theorem 1** If \((p, q)\) and \((p', q')\) are two \( \epsilon \)-closed entity pairs, which means \( d_t(p, q) \leq \epsilon \) and \( d_t(p', q') \leq \epsilon \), then for any \( r_{pq} \) connecting \( p \) to \( q \) and \( r_{pq'} \) connecting \( p' \) to \( q' \) such that the translation constraint in Eq. 3 is satisfied, then \((r_{pq}, r_{pq'})\) is a \( 2\epsilon \)-closed relation pair.

**Proof:** Suppose \( \mathbf{h}_p, \mathbf{h}_q, \mathbf{h}_p', \mathbf{h}_q', \mathbf{h}_{r_{pq}}, \) and \( \mathbf{h}_{r_{pq}'} \) are embeddings of \( p, q, p', q', r_{pq}, \) and \( r_{pq}' \) respectively. We have the distance between \( r_{pq} \) and \( r_{pq}' \) is:

\[
d_t(r_{pq}, r_{pq}') = ||\mathbf{h}_p - \mathbf{h}_p'||_{L_1}
\]

As Eq. 3 is satisfied, we can replace \( \mathbf{h}_{r_{pq}} \) by \((\mathbf{h}_q - \mathbf{h}_p)\) and \( \mathbf{h}_{r_{pq}'} \) by \((\mathbf{h}_q' - \mathbf{h}_p')\) to achieve:

\[
d_t(r_{pq}, r_{pq}') = ||(\mathbf{h}_q - \mathbf{h}_p) - (\mathbf{h}_q' - \mathbf{h}_p')||_{L_1}
\]

\[
= ||\mathbf{h}_q - \mathbf{h}_p||_{L_1} + ||\mathbf{h}_q' - \mathbf{h}_p'||_{L_1}
\]

\[
\leq \epsilon + \epsilon = 2\epsilon
\]
Thus, we can conclude that \((r_{pq}, r_{p'q'})\) is a 2-\(c\)-closed relation pair. This valuable characteristic would also be used in the next proximity-based channel to make sure our relation-aware mechanism work.

**C. Proximity-based channel**

In this channel, we take both entity name information and the local neighborhood structure around each entities into considerations. To better alleviate the relation information, we design a specific GNN architecture that allows our model to be relation aware. This GNN has two main innovations namely relation-aware message and relation-aware attention. We apply the mapping loss function on entities alignment seeds. We also introduce a new loss component to map the relation embeddings to the same vector space using the relation seeds. We then compute the composition output vector. We choose the composition operator as subtraction function [28] given its simplicity, non-parameter and efficiency. We then compute the message from \(q\) to \(p\) through \(r\) by projecting the composition output based on its direction:

\[
\mathbf{m}_{qr}^k = \mathbf{W}_{\lambda(r)} \mathbf{c}_{qr}^k \quad (9)
\]

where \(\mathbf{f}_c: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d\) is a composition operator, and \(\mathbf{c}_{qr}^k \in \mathbb{R}^d\) is the composition output vector. We choose the composition operator as subtraction function [28] given its simplicity, non-parameter and efficiency. We then compute the composition output based on its direction:

\[
\mathbf{m}_{qr}^k = \mathbf{W}_{\lambda(r)} \mathbf{c}_{qr}^k \quad (9)
\]

Then, along with the entity embedding update in Eq. 7, the relation embedding is updated by:

\[
\mathbf{h}_{qr}^{k+1} = \mathbf{W}_{f_r} \mathbf{h}_r^k \quad (10)
\]

**Relation-aware message:** Unlike existing GNN-based techniques that often infer relation embeddings from learnt entity embeddings [17], our technique allows entity and relation embeddings to be learnt independently and jointly contribute to the message passing process by applying the entity-relation composition operations:

\[
\mathbf{c}_{qr}^k = \mathbf{f}_c (\mathbf{h}_q^k, \mathbf{h}_r^k) \quad (8)
\]
where $W_r^k \in \mathbb{R}^{d \times d}$ is a trainable transformation matrix that projects all the relations to the same embedding space and allows them to be utilized in the next layer.

**Relation-aware attention:** Current works often implement their attention mechanisms following GAT [10]. However, GAT layers do not include edge-feature information and have been shown to only compute static attention coefficients. To address this problem, we design our attention score inspired from GATv2 [39] and make it to be relation-aware by using the pre-defined composition output as follow:

$$a_{pqr}^k = \frac{\exp \left( \theta^k \left( h_p^k, c_{qr}^k \right) \right)}{\sum_{(q,r+s) \in \mathcal{N}(p)} \exp \left( \theta^k \left( h_p^k, c_{q,r+s}^k \right) \right)} \quad (11)$$

$\theta^k(x,y) = a^T \text{LeakyReLU} \left( W^k_{att} |x||y| \right) \quad (12)$

where $W_{att} \in \mathbb{R}^{d \times 2d}$ is a layer-wise attention weight matrix, $a \in \mathbb{R}^d$ is an attention weight vector, and $||$ denotes concatenation. As the composition output vector $c_{qr}^k$ contains the information of not only neighbor entity $q$ but also neighbor relation $r$, our attentive score $a_{pqr}^k$ can capture the importance of the message coming from node $q$ to node $p$ conditioned on relation $r$ connecting them.

**Final embedding:** To achieve final embedding $h_p$ for entity $p$ and $h_r$ for relation $r$, we concatenate their embeddings at all layers and then use a linear transformation to project them to their final embedding space:

$$h_p = W_{ge}[h_p^0||h_p^1||...||h_p^K] \quad (13)$$

$$h_r = W_{gr}[h_r^0||h_r^1||...||h_r^K] \quad (14)$$

where $W_{ge} \in \mathbb{R}^{d \times (K+1)d}$ and $W_{gr} \in \mathbb{R}^{d \times (K+1)d}$ are two linear transformation matrices.

**Loss function:** We use the cosine distance metric to measure the distance between entities across knowledge graphs:

$$d_c(p, p') = 1 - \cos(h_p, h_{p'}) \quad (15)$$

Our objective is to minimize the distance between aligned entity pairs while maximizing the distance between negative entity pairs, using a margin-based scoring function:

$$L_{gm} = \sum_{(p,p') \in \mathcal{L}} \sum_{(p,p') \in \overline{\mathcal{L}}} \left[ \gamma_g + d_c(p, p') - d_c(p, \overline{p'}) \right]_+ \quad (16)$$

where $\gamma_g > 0$ is a margin hyper-parameter and $\overline{\mathcal{L}}$ is the set of negative entity pairs, which is constructed by replacing one end of each positively aligned pair by its close neighbours according to [Eq. 15] [12].

Note that our relation-aware mechanisms can only work if we can reconcile the relation embeddings as pointed out in [17]. Thanks to the aligned relation embeddings at the transitivity-based channel we now can do this by adding the following loss term to transfer the relation alignment results from the transitivity-based channel to the proximity-based channel:

$$L_{gr} = \sum_{r \in \mathcal{R}} \sum_{r' \in \mathcal{R}} |d_{tx}(r, r') - d_{cg}(r, r')| \quad (17)$$

where $d_{tx}(r, r')$ and $d_{cg}(r, r')$ are the cosine distances between $r$ and $r'$ w.r.t translation-based channel and proximity-based channel relation embeddings respectively.

We finally combine [Eq. 16] and [Eq. 17] to get the final loss function of the proximity-based channel:

$$L_g = L_{gm} + \beta_g L_{gr} \quad (18)$$

where $\beta_g \in \mathbb{R}$ is a hyper-parameter weighting the importance of $L_{gr}$.

**V. THE COMPLETE ALIGNMENT PROCESS**

**A. Alignment instantiation**

We use the cosine similarity matrix to compute the similarity between any two entities across KGs:

$$\text{Sim}(p, p') = \cos(h_p, h_{p'}) \quad (19)$$

We then use this function to compute the alignment matrix $S$ for each channel where $S(p, q) = \text{Sim}(p, q)$ is proportional to the probability that $p$ is aligned to $q$. Suppose $S_t$ and $S_g$ is the alignment matrix of the translation-based channel and the proximity-based channel respectively. We then combine them to form the final alignment matrix as follow:

$$S = \beta_{tg} S_t + (1 - \beta_{tg}) S_g \quad (20)$$

where $\beta_{tg}$ is a balancing hyper-parameter.

We then use the greedy match algorithm [40] to infer the matching entities from the alignment matrix $S$. For a fair comparison, we also apply this algorithm to all the baselines.

**B. Missing triples recovery**

In a typical KGC problem, we are often given a set of incomplete triples in which two out of three elements are available ($\langle h, r, ? \rangle$ or $\langle ?, r, ? \rangle$). The task is to predict the missing elements in these triples, which means we know beforehand the position of missing triples. The model thus only needs to predict the missing relation with the searching space size equal to the number of relation $|\mathcal{R}|$. However, our model aims to tackle a more challenging problem in which we do not know that information beforehand. As a result, the model has to find all the missing elements of all possible missing triples with the much larger searching space size of $|\mathcal{V}|^2 \times |\mathcal{R}|$.

To overcome this challenge, we add a two-step module into our model. Firstly, a neural network is built to find all pairs of entities that might have missing relations. We use a 2-layer MLP followed by a sigmoid function to return the probability of how likely some relations between any two entities were missed. For each entity pair $(p, q)$, we compute the mentioned probability $p_c(p, q)$ for it as follow:

$$p_c(p, q) = \text{Sigmoid} \left( \text{MLP} \left( h_p || h_q \right) \right) \quad (21)$$

After having $p_c(p, q)$, we compare this value with the average $\nu$ of all the probabilities of pairs which already have relations connecting them. If $p_c(p, q) \geq \nu$, this entity pair will be passed through the second step to predict the missing
Missing triple recovery. Firstly, at each iteration, we uniformly sample a small subset \( V' \) of entities to perform the triple recovery step. Because the complexity of this step is quadratically proportional to the number of entities, this subsampling strategy will significantly reduce the running time of the model. Another benefit is that this mechanism will prevent the model from adding too many triples, most of which can be false as they are inferred from the poor, learned representations of KGs at the early stage of the training process. Consequently, this action may potentially accumulate too much noise to the graphs. Secondly, added triples could be huge as the running process iterates. As a consequence, the false links correction step could cost a significant amount of time because the model has to check every single triple repeatedly. Thus, we allow the model to ignore triples that already pass more than \( e \) consecutive checking steps, letting them stay permanently in the triple set.

C. Link-augmented training process

The training process for the whole model is depicted in Algorithm 1. We preprocess the input KGs in line 3, then initialize the learnable parameters in the two channels in line 4. For the Transitivity-based channel, we initialize entity embeddings and relation embeddings by Xavier initialization. On the other hand, for Proximity-based channel, we employ the node features as pre-trained English word vectors trained by fastText \[41\]. This initialization is also applied to all the baselines that use entity name embedding. For each training step, we update the entity embeddings and relation embeddings in the two channels by minimizing the loss functions (see Eq. 6, Eq. 18) using Adam optimizer (line 6-11). Then, we periodically update the current alignment matrix \( S \) and nominate top \( e \) matched entity pairs based on their similarity values. The candidates nominated at least \( n \) times are considered as high-confidence anchor links and updated to alignment seed set \( \mathcal{L} \). Finally, the optimized matrix \( S \) is used to retrieve the aligned pairs. At each 10 epoch, we compute the similarity matrix using Eq. 20 and update the alignment seeds as mentioned earlier. We also evaluate our model’s performance during training. The process will stop if the development MRR does not increase in two consecutive evaluation steps.

D. Complexity Analysis

To analyze the time complexity of our model, we will focus on different parts of our models. In the Transitivity-based channel, the translation constraint loss costs \( \mathcal{O}(|\mathcal{E}|) \), while the mapping loss costs \( \mathcal{O}(|\mathcal{V}|) \). The triples recovery process takes \( \mathcal{O}(|\mathcal{V}|^2 \times |\mathcal{R}|) \).

On the other hand, in the Proximity-based channel, the relation-aware attention and relation-aware message passing
Algorithm 1 Training scheme

1: Input: source and target input KGs: $K_{G_s}$ and $K_{G_t}$, entity alignment seeds $L$.
2: Output: optimized alignment matrix $S$
3: Add inverse and self loop edges to reach KG
4: Initialize the embeddings
5: for epoch $e$ in $\{1, 2, \ldots, N\}$ do
6: Update Translation based embedding to minimize Eq. 22
7: for each GNN layer $k$ do
8: Compute layer-wise entity emb. $h^k_e$ using Eq. 7
9: Compute layer-wise relation emb. $h^k_r$ using Eq. 10
10: Update final GNN embeddings for entities and relations
11: Update model parameter to minimize Eq. 13, Eq. 14
12: if $e \equiv 1 \pmod{valid_{epoch}}$ then
13: Update the alignment matrix $S$ using Eq. 20
14: Update the alignment seeds $L$ using $S$
15: Recover some missing triples following V-B
16: return $S$

costs $O(\mathcal{E})$. Beside, the entities mapping loss and relation mapping loss cost $O(|V|)$ and $O(|R|^2)$ respectively. In the alignment computation step, the greedy match and high confidence sampler cost $O(|V|^3)$.

In sum, the total time complexity is $O(|\mathcal{E}| + |V|^2 \times |R| + |V|^3)$

VI. EVALUATION

In this section, we report the experimental results of our techniques against a sizeable collection of 8 baselines and 8 real-world datasets, covering different aspects such as end-to-end comparison, ablation study, data sparsity, labelling effort, and qualitative evidence.

A. Experimental Setup

Dataset. We use 4 popular benchmarking datasets from \cite{2}, including four datasets of two cross-lingual versions: English-French and English-German which were crawled from DBpedia (2016-2020) \cite{42}. The datasets have a total of 240K entities, 2438 relations, and 964543 relational triples. Each dataset consists of two versions; (v1) is the sparse version while (v2) is the dense one. Version V1 was directly obtained using the IDS algorithm \cite{43}, while version V2 was created by filtering out low-degree entities and thus being denser than V1. The details of the datasets using in our experiments are shown in Table II.

| Datasets    | KGs     | #Ent. | #Rel. | #Rel tr. | #Ent. | #Rel. | #Rel tr. |
|-------------|---------|-------|-------|----------|-------|-------|----------|
| EN-FR-15K   | EN      | 15,000| 267   | 47,334   | 15,000| 193   | 96,318   |
|             | FR      | 15,000| 210   | 40,864   | 15,000| 166   | 80,112   |
| EN-DE-15K   | EN      | 15,000| 215   | 47,676   | 15,000| 169   | 84,867   |
|             | DE      | 15,000| 131   | 50,419   | 15,000| 96    | 92,632   |
| D-W-15K     | DB      | 15,000| 248   | 38,265   | 15,000| 167   | 73,983   |
|             | WD      | 15,000| 160   | 42,746   | 15,000| 121   | 83,365   |
| D-Y-15K     | DB      | 15,000| 165   | 30,291   | 15,000| 72    | 68,063   |
|             | YG      | 15,000| 28    | 26,638   | 15,000| 21    | 60,970   |

TABLE II: Dataset statistics for KG alignment

Baselines. We compare the performance of our techniques with 8 SOTA alignment techniques as follows:

1) MTransE \cite{28} is a transitivity-based entity alignment model which employs the translation constraint to learn the representation for each entity and relation in the input KGs using a shallow embedding model.

2) JAPE \cite{44} is a shallow embedding-based technique that generates structure embedding (using a TransE model) and attribute embedding (using a skipgram model). The learnt embeddings are then used simultaneously to align the entities.

3) KDcoE \cite{29} leverages co-training of a KG embedding and a literal description embedding to enhance the semi-supervised learning of multilingual KG embeddings. The KG embedding model jointly trains a translation model with a linear-transformation-based alignment, while the description embedding model employs an attentive GRU encoder (AGRU) to characterize multilingual entity descriptions.

4) GCNAlign \cite{11} is a deep embedding-based technique that employs two GCNs to produce structural and attribute embeddings, which capture the relational and attribute information of the entities. Both embeddings are then used to discover corresponding entities via an alignment seed set \cite{11}.

5) BootEA \cite{27} is a shallow embedding-based technique that generates entity and relation embeddings using translation constraint like MTransE. The model then reconciles the learnt embeddings using alignment seeds, followed by an alignment editing step to reduce the accumulated errors \cite{27}.

6) MultiKE \cite{30} is an embedding-based framework that unifies multiple views of entities to learn embeddings for entity alignment. The model implements three representative views corresponding to name, relation and attribute features, respectively; then entity alignment are retrieved by combining the learnt embeddings in three different strategies.

7) RDGCN \cite{12} is a deep embedding-based technique that employs a two-layers GCN with highway gates to capture the attentive interaction between each KG and its dual relation. The embeddings are then compared directly to obtain the alignment result \cite{12}.

8) Alinet \cite{17} is a deep embedding-based technique that leverages entities’ distant neighbours to preprocess the input KGs and expand their neighbour overlapping. The technique then forwards the processed inputs through an attention-based GNN which controls the aggregation of both direct and distant relation information using a gating mechanism.

Evaluation metrics. In our experiments, we consider alignment direction from left to right following the setting defined in \cite{2}. We use Hit@m ($m = 1, 10$) to measure the prediction ability of the techniques based on how accurately true positive alignments are observed in the top-k candidates \cite{45}. Suppose $L(p) \in V_t$ is the counterpart of entity $p \in V_s$:

$$\text{Hit}@m = \frac{\sum_{p \in V_s} 1_{S(p, L(p)) \in \text{top}-m \ S(p)}}{\#\{\text{True anchor links}\}} \quad (24)$$
where $\mathbb{1}_{\text{hypo}} = 1$ if hypo is true, and $\mathbb{1}_{\text{hypo}} = 0$ if hypo is false.

We also use Mean Reciprocal Rank (MRR) and Mean Rank (MR) under pair-wise setting to measure how high the true anchored links are ranked in the list of alignment candidates:

\[
MRR = \text{mean} \left( \frac{1}{tr} \right) \\
MR = \text{mean}(tr)
\]

(25)

(26)

where $tr$ is the rank of the matched score of the true target. MR and MRR metrics measure how the models perform at soft alignment scenarios where most of the true target entities have high similarity with the source entities.

**Hyper-parameter setting.** Our multi-channel model requires in total of 16 hyperparameters, which is reported in Table III for reproducibility.

**TABLE III: Hyper-parameter setting**

| Hyper-parameter name | Hyper-parameter value |
|----------------------|-----------------------|
| Embedding dim        | 100                   |
| Learning rate         | 0.1                   |
| Mapping weight $\beta_t$ | 50                   |
| Batch size            | 1000                  |
| Optimizer             | Adam                  |
| #negative samples     | 5                     |
| Margin $\gamma_t$     | 1                     |
| Embedding dim         | 300                   |
| #GCN layers $K$       | 2                     |
| Hidden dim            | 300                   |
| #negative samples     | 50                    |
| Learning rate         | 0.0005                |
| Attention Leaky ReLU $w$ | 0.05                 |
| Margin $\gamma_g$     | 1                     |
| Similarity balancing weight $\beta_{tg}$ | 0.4               |
| Eval step             | 10                    |

**Computational environment.** The experiments were averaged over 50 runs for each dataset to mitigate the effect of randomness. We used an AMD Ryzen ThreadRipper 3.8 GHz system with 64 GB RAM and four GTX Titan X graphic cards. We implemented our model in Python with Pytorch library.

**B. End-to-end comparison**

We report an end-to-end comparison of our alignment model against baseline methods on the real-world datasets in Table IV. It can be seen that our model outperformed the others in all scenarios. Though using a multi-channel mechanism as GCN-Align and RDGCN, the gain of up to 10-20% of Hit@1 and MRR demonstrated the efficiency of relation-aware integration and knowledge transfer mechanism proposed in our work IKAMI, especially for denser version (v2) of the datasets. Also, we achieved much higher results than the transitivity-based model MTransE, which justified the superiority of our proximity GNN-based model.

Among the baselines, RDGCN and BootEA, the two deep embedding-based techniques, were the runner-ups. Overall, they achieved up to 93.6% of Hit@1 and 0.969 of MRR over all settings, except the noisy D-W dataset. AliNet and GCN-Align also gave promising results, which demonstrates the power of graph neural networks for entity alignment. On the other hand, the shallow embedding-based method MTransE achieved the lowest values for accuracy.

When it comes to the scalability, Figure 3 depicts the running time of the techniques. GCN-Align is the fastest because of full-batch setting of GCN. Our model requires the most running time, due to the accuracy-running time trade-off. Note that our framework allows the users reducing the number of iteration of completion and alignment improvement to reduce the time in sacrificing the alignment accuracy.

**C. Ablation Study**

We evaluate the design choices in our model by comparing the performance of the final model with several variants. The variants we consider are:

- **Var1:** removes the Transitivity-based channel and only keeps the Proximity-based channel
- **Var2:** removes the Proximity-based channel and only keeps the Translation-based channel
- **Var3:** replaces our Proximity-based channel architecture by an original GCN. [9]
- **Var4:** replaces our Proximity-based channel architecture by RGCN [36].
- **Var5:** does not contain the attention mechanism described in Sec. 3.3.
- **Var6:** does not contain the updating alignment seed described in Sec. 3.4.
- **Var7:** does not contain the swapping mechanism described in Sec. 3.1.

We conduct this experiment in the D-W-V1 and D-W-V2 datasets. As from Table V, the full IKAMI model outperformed the other variants in both datasets. In more detail, the full model achieved around 5% and 35% higher of Hit@1 and MRR comparing to the single-channel variants Var1 and Var2, which shows advantages of fusing the two channels and confirms that the add of transitivity channel helps to complete the proximity GNN-based channel. Also, the gain of nearly 30% of IKAMI over the variant Var3 demonstrates the robustness of the innovations introduced in our GNN-based channel comparing to the original GCN. The performance witnessed a dramatic drop when we replaced our GNN architecture with R-GCN (Var4). Also, the lack of each
TABLE IV: End-to-end KG alignment performance (bold: winner, underline: first runner-up)

| Dataset | Ver. | Metric | MTransE | GCN-A | BootEA | RDGCN | Ainet | JAPE | KdcoE | MultiKE | IKAMI |
|---------|------|--------|---------|-------|--------|-------|-------|-------|-------|---------|-------|
| EN-DE   | V1   | Hit@10 | .610    | .755  | .865   | .915  | .829  | .607  | .679  | .828    | .991  |
|         | MRR  | .407   | .571    | .740  | .859   | .681  | .394  | .580  | .782    | .952  |
|         | MR   | 223.9  | 352.3   | 125.7 | 67.1   | 216.7 | 140.6 | 124.8 | 91.5    | 8.4    |
| EN-FR   | V1   | Hit@10 | .431   | .780  | .936   | .936  | .931  | .415  | .835  | .992    |       |
|         | MRR  | .274   | .618    | .869  | .860   | .857  | .250  | .715  | .784    | .975  |
|         | MR   | 193.5  | 108.0   | 16.2  | 74.8   | 71.1  | 139.9 | 16.0  | 45.2    | 3.0    |
| D-W     | V1   | Hit@10 | .247   | .338  | .507   | .755  | .387  | .263  | .581  | .749    | .907  |
|         | MRR  | .563   | .680    | .794  | .880   | .829  | .595  | .721  | .843    | .992  |
|         | MR   | .351   | .451    | .603  | .800   | .487  | .372  | .628  | .782    | .935  |
|         | V2   | Hit@10 | .240   | .414  | .660   | .847  | .380  | .292  | .730  | .884    | .978  |
|         | MRR  | .240   | .796    | .906  | .934   | .877  | .624  | .869  | .924    | .998  |
|         | MR   | .336   | .542    | .745  | .880   | .669  | .402  | .778  | .885    | .986  |
|         |      | 206.0  | 131.3   | 25.7  | 61.7   | 94.0  | 89.1  | 27.3  | 12.1    | 1.2    |
| D-Y     | V1   | Hit@10 | .225   | .364  | .572   | .515  | .470  | .250  | .471  | .743    | .724  |
|         | MRR  | .541   | .648    | .793  | .717   | .703  | .541  | .473  | .583    | .911  |
|         | MR   | .354   | .461    | .649  | .584   | .552  | .348  | .325  | .468    | .793  |
|         |      | .331   | .765    | .386  | .508   | .575  | .243  | .730  | .275    | 25.3   |
|         | V2   | Hit@10 | .271   | .306  | .821   | .623  | .741  | .262  | .405  | .857    |       |
|         | MRR  | .584   | .818    | .950  | .805   | .925  | .581  | .720  | .724    | .984  |
|         | MR   | .376   | .612    | .367  | .684   | .807  | .368  | .515  | .569    | .900  |
|         |      | 146.0  | 146.0   | 18.4  | 229.3  | 72.1  | 99.0  | 91.7  | 38.6    | 3.0    |

TABLE V: Ablation study

| Var    | D-W-V1         | D-W-V2         |
|--------|----------------|----------------|
|        | Hit@1          | Hit@10         | MRR  | Hit@1  | Hit@10 | MRR  |
| Var 1  | .685           | .863           | .750  | .784   | .942   | .841  |
| Var 2  | .691           | .883           | .762  | .818   | .962   | .870  |
| Var 3  | .716           | .903           | .783  | .828   | .960   | .873  |
| Var 4  | .722           | .908           | .791  | .822   | .970   | .876  |
| Var 5  | .421           | .741           | .498  | .512   | .782   | .641  |
| Var 6  | .468           | .752           | .515  | .556   | .799   | .663  |
| Var 7  | .379           | .639           | .468  | .628   | .875   | .712  |
| Full model | **.724**   | **.911**   | **.793** | **.832** | **.974** | **.883** |

D. Robustness to KGs incompleteness

We evaluate the robustness of our method against the incompleteness by first investigating the capability of our embeddings to discover missing links (a.k.a KG completion [35]). To this end, from the original KGs pair, we randomly removed 20% triples from the source graph. Then, we recovered the missing triples by selecting the tail entity $t$ that had the closest embeddings to the querying head entity and the relation pair $(h, r)$ and vice-versa. We compared IKAMI against four baseline KG completion techniques, namely DistMult [34], TransE [28] and CompGCN [47]. The result is shown in Table VI. It can be seen that IKAMI were either the winner or the first runner-up, despite that our technique was not specialized for this task. Feature exchange between the proximity and transitivity channel can help to reconcile the KGs, which helps to reveal unseen relations from one graph based on similar patterns on the other. As we do not focus heavily on KG completion, interested readers can refer to other baselines [48], [49], [50].

To fully investigate the robustness of the techniques against the KGs incompleteness, we conduct the second experiment where we choose the D-W-V2 as source KG and generate the target KG by removing the triples randomly to generate different levels of noise. The result of the experiment is shown in Figure 5, where we only show the performance of IKAMI and the two best baselines RDGCN and AliNet. In general, all methods suffer performance drop when the noise level
TABLE VII: Correct aligned relations in EN↔FR KGs

| country ↔ pays (country), birthPlace ↔ lieuNaissance (birth place), deathPlace ↔ lieuMort (dead place) starring ↔ apparaître (starring) , field ↔ domaine (domain) , developer ↔ développeurs (developer) hometown ↔ nationalité (nationality) |

increases. Our model outperforms the baseline methods, with the Hit@1 goes from nearly 96% to around 92% when the edges removal ratio goes from 10% to 60%, thanks to the efficient feature exchange mechanism. Our model keeps a margin of about 5% in Hit@1 with the runner-up (RDGCN). The performance of Alinet drops more dramatically than the others, with less than 0.3 of Hit@1 and 0.5 of Hit@10 when the noise level goes up to 60%.

E. Saving of labelling effort

In this experiment, we evaluated the ability of saving pre-aligned entities of the techniques by examining their performance under different level of supervision data for the D-W dataset. It can be seen from Figure 4 that our model IKAMI outperformed other baselines for every level of supervision, especially for the lower ones. We achieved a gain of around 20% for the level of 1% comparing to the second best baseline RDGCN. This result demonstrates the capability of the knowledge transform between the KGs using in IKAMI in terms of saving labelling effort.

F. Qualitative evidences

In this section, we qualitatively interpret our technique by two case studies. First, we visualized the attention coefficient of the relational triples of the entity Ronald Colman in Figure 1 processed by IKAMI. It is clear from Figure 6 that the coefficient for the triples appearing in both KGs outweighed that of the triples appearing in only one KG (e.g. BirthPlace triple, Profession triple). This depicts the capability of our attention mechanism in emphasizing the shared relational triples while mitigating the impact of the noisy ones. Second, list some representative relation alignment generated by the relation embedding from IKAMI between EN and FR KGs. Our technique efficiently captured the underlying semantic of the relation type and aligned them quite accurately, without the need of machine translation. This also highlights the advantage of our relation representation learning and relation-aware propagation.

Second, we compare the KG performance of IKAMI with the single-channel transitivity-based technique TransE during the training process. It can be seen from Figure 7 that the fusion with proximity-based channel helps IKAMI not only converged faster but also achieved superior final result against TransE.

VII. CONCLUSION

Discussions: We provide further key insights as follows: (1) IKAMI can achieve at least 70% performance across all metrics with only 10% of label information, where other baselines fail. (2) IKAMI can still maintain a 90% performance across all metrics with 60% of missing edges, where other baselines fail. (3) The “seem-to-be-strict” translation-based constraint [23] surprisingly helps to strengthen the local signal and thus well-complete GNN-based model. (4) Unlike GNN-based existing works that often infer the relation embedding from entities, the relations should be assigned their own representation. Our relation-aware model in fact can learn underlying semantic and correctly align the relation between cross-lingual KGs without the need of machine translation.

Summary: In this paper, we have presented a representation learning framework, IKAMI, for aligning incomplete knowledge graph from different domains. By exchanging multiple feature channels, including transitivity-based features and proximity-based features, between input knowledge graphs via representation learning, the alignment process is performed efficiently and overcomes the heterogeneity and incompleteness of KGs. Experiments show that our method improves various downstream performances over SOTAs, including alignment, completion, sparsity, and labeling cost. In future work, we plan to incorporate external sources of information (e.g. transfer learning [51], [52]) to further improve the alignment.
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