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Abstract—This paper presents a new perspective on time series forecasting. In existing time series forecasting methods, the models take a sequence of numerical values as input and yield numerical values as output. The existing SOTA models are largely based on the Transformer architecture, modified with multiple encoding mechanisms to incorporate the context and semantics around the historical data. Inspired by the successes of pre-trained language foundation models, we pose a question about whether these models can also be adapted to solve time-series forecasting. Thus, we propose a new forecasting paradigm: prompt-based time series forecasting (PromptCast). In this novel task, the numerical input and output are transformed into prompts and the forecasting task is framed in a sentence-to-sentence manner, making it possible to directly apply language models for forecasting purposes. To support and facilitate the research of this task, we also present a large-scale dataset (PISA) that includes three real-world forecasting scenarios. We evaluate different SOTA numerical-based forecasting methods and language generation models. The benchmark results with various forecasting settings demonstrate the proposed PromptCast with language generation models is a promising research direction. Additionally, in comparison to conventional numerical-based forecasting, PromptCast shows a much better generalization ability under the zero-shot setting.

Index Terms—Time series forecasting, natural language generation, dataset and benchmark.

I. INTRODUCTION

Time series forecasting is a research-intensive field, especially with the increasing of applying various deep learning frameworks for prediction such as models based on LSTM [1], Temporal Convolutional Network (TCN) [2], and Transformer [3]. More recently, we are witnessing a fast growth of large-scale pre-trained models in the Natural Language Processing (NLP) field. These models, also known as foundation models [4], are often pre-trained with an extremely large amount of data and have demonstrated good performance across various downstream tasks. For example, BERT [5] can be adapted for multiple NLP tasks, CLIP [6] and GLIP [7] are good at CV tasks. However, we also notice that this evolution seems mostly limited to the NLP and CV fields. Hence, we are particularly interested in exploring the research question of whether we can take advantage of large-scale pre-trained foundation models and adapt these models for predicting time series. To investigate this question, in this paper, we formally introduce a novel task: prompt-based time series forecasting (PromptCast).

The existing forecasting methods including the state-of-the-art Transformer-based forecasting models [8], [9], [10], [11], [12], [13] can be simplified as a numerical forecasting paradigm as shown in Fig. 1(a). Numerical forecasting methods always take numerical values as input and generate numerical values as the prediction for the next time step. Instead, the input and output of the proposed prompt-based forecasting (Fig. 1(b)) are natural language sentences. This paradigm change enables the utilization of language generation models for forecasting.

This new forecasting paradigm is beneficial in multiple aspects. PromptCast presents a novel “code less” solution for time series forecasting, which could provide a new perspective rather than purely focusing on designing more and more complicated deep learning forecasting models (e.g., Transformer-based Informer, Autoformer, and FEDformer). It also becomes a relatively easy-accessible and user-friendly method for non-researcher users, compared to existing forecasting models that require many tedious parameter searching and training processes, especially under a new forecasting scenario. As pointed out in a recent research [14], the benefits of using a single neural model across different tasks are significant. The PromptCast task explores the potential of using language foundation models for the forecasting task which could make it possible to broaden the language models beyond the realm of typical text-based tasks. In addition, it could inspire new research directions and new applications to better serve society. For example, as illustrated in Fig. 1(c), a chatbot with forecasting ability is one of the prospective future applications driven by the research of PromptCast task. Currently, although AI-powered intelligent assistants or chatbots like Siri and Alexa can answer queries about general topics, they still fail to answer specific time series forecasting questions. With the help of PromptCast related research, they would be able to yield predictions based on the given contexts.

To the best of our knowledge, this is the first effort in approaching general time-series forecasting from a language-based perspective without any modifications on the model architectures, resulting also in the first large-scale dataset, PISA (Prompt based Time Series forecasting), tailored for the task of prompt-based time series forecasting. It covers three real-world forecasting scenarios: weather temperature forecasting, energy consumption forecasting, and customer flow forecasting. We believe that the release of this dataset will not only support...
the research of the PromptCast task but also have a great potential to stimulate related research in the time series analysis domain. We further develop a benchmark in which we report the forecasting performance of multiple methods including both numerical-based forecasting methods and language generation models. To evaluate the generalization ability of PromptCast, this benchmark also explores various forecasting settings such as train-from-scratch, zero-shot prediction, multi-step forecasting, and multivariate forecasting. In summary, our contributions are three-fold: (1) We propose a novel prompt-based forecasting paradigm, which differs from the existing forecasting methods. This is the first time the general time series forecasting problem is addressed in a natural language generation manner. (2) We release a large-scale dataset (PISA) with 311,932 data instances in total for the newly introduced task. The dataset covers diverse time series forecasting scenarios. (3) We develop a benchmark (our data and codes for the benchmark are available at https://github.com/HaoUNSW/PISA) on the proposed PISA dataset. It evaluates the state-of-the-art numerical-based forecasting methods and popular language generation models.

II. PROMPT-BASED TIME SERIES FORECASTING

The prompt-based time series forecasting task is developed from the general time series task. Here we first describe the general numerical-based forecasting and then formulate the proposed PromptCast task. Let \( \mathcal{U} = \{U_1, U_2, \ldots, U_M\} \) denotes a set of \( M \) objects-of-interest. Depending on different specific forecasting scenarios, the objects-of-interest could stand for different objects. For example, the objects could be places-of-interest (POI) such as bars and parks in human mobility forecasting [15] or cities in weather forecasting. Under the general numerical time series forecasting task setting, the input is a historical record of interested numerical data points collected on \( t_{obs} \) continuous time steps (e.g., daily data): \( x_{t_1}^{m_1}; t_{obs}, x_{t_2}^{m_2}, \ldots, x_{t_{obs}}^{m_{obs}} \), where \( x_{t}^{m} \) represents the value of object-of-interest \( U_m \) observed on time step \( t \). The forecasting target (output) is the numerical data value \( x_{t_{obs}+1}^{m}, x_{t_{obs}+2}^{m}, \ldots, x_{t_{obs}+n}^{m} \) of the next \( n \) time steps \( t_{obs}+1, t_{obs}+2, \ldots, t_{obs}+n \) (\( n \) is the prediction horizon).

The overarching goal of the PromptCast task is to leverage language foundation models to forecast time series in a sentence-to-sentence fashion. To achieve this goal, based on the above formulated problem of numerical time series forecasting, the numerical values need to be transferred and described as natural language sentences. This data-to-text transformation is referred to as a prompting process in this work (the details of prompting are presented in the next section). Specifically, the input numerical sequence \( x_{1:t_{obs}}^{m} \) is turned into input prompts, and the forecasting target values are transformed as the output prompt. Consequently, time series forecasting can be addressed through a natural language generation paradigm, and language foundation models can be adopted as the core forecasting models in PromptCast task. For simplification, we primarily use the fundamental univariate time series single-step forecasting as the default setting to illustrate the concept of our novel PromptCast paradigm in the main paper. More discussion and experimental results of PromptCast in multi-step forecasting and multivariate forecasting are reported in Sections IV-H and IV-I.

III. DATASET DESIGN AND DESCRIPTION

In this section, we demonstrate the design and construction of the proposed PISA dataset. The overall designing guideline is: (1) to preprocess original data given in the numerical format (raw data) for the forecasting task setting (Section III-A) and (2) to transform the numerical data to natural language input/output formats with prompts (Section III-B). We also describe the features and statistics (Section III-C).

A. Data Sources and Processing

To create a diverse dataset, we consider three real-world forecasting scenarios (3 sub-sets of our PISA dataset) from various domains: weather forecasting, energy consumption forecasting, and human mobility forecasting. The data sources for these scenarios are: City Temperature (CT): This data source provides the daily average temperature (in Fahrenheit degrees) of multiple cities globally. 110 international cities are randomly selected to form the dataset. Electricity Consumption Load (ECL): The original data includes the electricity consumption values (in Kwh) of 321 users. We eliminated users with incomplete records and
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1 https://academic.udayton.edu/kissock/http/Weather/default.htm
2 https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
randomly selected 50 users with complete data for the entire collection period. Additionally, the hourly usage values for each chosen user were consolidated into daily usage data.

**SafeGraph Human Mobility Data (SG):** This real-world human mobility data from SafeGraph Weekly Patterns contains the daily raw counts of visitors to POIs. We expanded the data collection from 5 months in [15] to almost 15 months and then randomly selected 324 POIs with full records. The exact data collection periods are reported in Table II. Following the standard protocol [11], [15], each sub-set is divided into train/val/test at the ratio of 7:1:2 by the chronological order (Table II). The numerical sequence of each object-of-interest in each sub-set is then split into multiple instances (for training/validation/test) by applying sliding windows. The window size equals $t_{\text{obs}} + 1$ (including $t_{\text{obs}}$ time steps as input historical data and 1 step as the forecasting target) and the step size of the sliding window is 1 day. Specifically, following previous work [15], the observation length of the input sequence is set as 15 ($t_{\text{obs}} = 15$). To distinguish the numerical data used for numerical methods and the language-based dataset processed for language models, the numerical sequences processed by the above sliding window are referred to as PISA-numerical whereas the other is named as PISA-prompt (see next subsection).

**Ethical Considerations:** The only possible sensitive information is the identifier of the object-of-interest (e.g., the POI id in SG). To remove this, we randomly assigned object-of-interest index $U_m$ starting from 1 to $M$. Given that the original data source for each subset is aggregate statistics with no personally identifiable information, the generated PISA dataset does not contain any private information that can be deciphered.

### B. Template-Based Prompting

The core of the proposed PromptCast task is shaping the time series forecasting in a language generation manner. To serve this purpose, a key step in building a dataset for PromptCast is to describe and transform the numerical sequential data (i.e., PISA-numerical) to natural language sentences. As demonstrated in [15], using template-based description is an effective and efficient approach to achieve the data-to-text transformation. In this work, we explicitly introduce three templates for the three sub-sets and Table I lists the templates and the corresponding examples.

**In a nutshell,** the template consists of two main parts: input prompt and output prompt. The input prompt covers the description of the historical observation and the indicators of the prediction target time step (i.e., $t_{\text{obs}} + 1$). The output prompt handles the desired prediction value ($x_{t_{\text{obs}}+1}^m$) which is used as the ground truth label for training or evaluation. This input/output prompt setting is similar to the source/target sentence in machine translation. For researchers who are more familiar with the open question-answering setting, our PISA dataset can also be interpreted as a question-answering task setting. The input prompt can be broken into the context part and the question part. The context provides the historical information for forecasting and the question part can be seen as the input query about the future. Naturally, the output prompt is the ground truth answer that responds to the question. Based on the templates and the processed numerical sequences, PISA-prompt is then generated. Note that the instances in PISA-numerical map the instances in PISA-prompt. For example, the first instance in PISA-prompt is transferred from the first instance in PISA-numerical. This is to ensure that they can be used to compare the performance of numerical forecasting methods and the language-based forecasting methods in the benchmark. Our PISA-prompt provides the input prompts and the corresponding output prompts in separate files (e.g., val_x_prompt.txt and val_y_prompt.txt).

### C. Statistics Overview

To highlight the diversity of PISA, we analyze its key statistics as given in Table II. PISA dataset comprises a total of 311,932 instances from three different forecasting application domains. Each sub-set has its distinct statistical characteristics. The last
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**TABLE I**

| Template for Transforming PISA-Numerical to PISA-Prompt |
|---------------------------------------------------------|
| **Input Prompt** | **Example** |
| **Source** | **Target** |
| **CT** | From $(t_1)$ to $(t_{\text{obs}})$, the average temperature of region $U_m$ was $(x_{t_{\text{obs}}+1}^m)$ degree on each day. | From August 16, 2019, to August 30, 2019, the average temperature of region 110 was 78, 81, 83, 84, 82, 83, 78, 77, 77, 74, 77, 78, 73, 76 degree on each day. |
| **Output Prompts** | What is the temperature going to be on $(t_{\text{obs}}+1)$? | What is the temperature going to be on August 31, 2019, Saturday? |
| **Target** | The temperature will be $(x_{t_{\text{obs}}+1}^m)$ degree. | The temperature will be 78 degree. |
| **ECL** | From $(t_1)$ to $(t_{\text{obs}})$, client $(U_m)$ consumed $(x_{t_1}^m)$ kWh of electricity on each day. | From May 16, 2014, to May 30, 2014, Friday, client 50 consumed 8975, 9158, 8766, 8205, 7693, 7419, 7595, 7596, 7936, 7646, 7808, 7736, 7913, 8075, 8329 kWh of electricity on each day. |
| **Output Prompts** | What is the consumption going to be on $(t_{\text{obs}}+1)$? | What is the consumption going to be on May 31, 2014, Saturday? |
| **Target** | This client will consume $(x_{t_{\text{obs}}+1}^m)$ kWh of electricity. | This client will consume 8337 kWh of electricity. |
| **SG** | From $(t_1)$ to $(t_{\text{obs}})$, there were $(x_{t_1}^m)$ people visiting POI $(U_m)$ on each day. | From May 23, 2021, to June 06, 2021, Sunday, there were 13, 17, 13, 20, 16, 16, 17, 17, 19, 20, 12, 12, 14, 12 people visiting POI 324 on each day. |
| **Output Prompts** | How many people will visit POI $(U_m)$ on $(t_{\text{obs}}+1)$? | How many people will visit POI 324 on June 07, 2021, Monday? |
| **Target** | There will be $(x_{t_{\text{obs}}+1}^m)$ visitors. | There will be 15 visitors. |

---

3https://docs.safegraph.com/docs/weekly-patterns#section-weekly-patterns-schema
row of Table II lists the value range distributions and the average value of each sub-set. Furthermore, Fig. 2 shows the distribution plots of three sub-sets in our PISA dataset. It can be observed that the distributions of the three sub-sets are different. As shown in the figure and according to the value ranges reported in Table II, these three selected data sources ensure the data diversity of our PISA datasets. Specifically, the proposed PISA covers a range of negative numerical values (the CT sub-set), large values (the ECL sub-set), and small/regular values (the SG sub-set). This diversity of data in our dataset ensures the representativeness of our PISA dataset and provides a comprehensive benchmark for the performance of different models under different scenarios.

### IV. BENCHMARK

In this section, we present our benchmarking study and analysis for the proposed PromptCast task. By conducting experiments on the established PISA dataset, we aim to address the following two main research questions: **RQ1**: Can we use language generation models to predict time series? Compared to the conventional numerical-based time-series forecasting methods, what is the performance of our PromptCast? **RQ2**: Can forecasting time series with prompts as well as using language generation models achieve better generalization ability?

#### A. Evaluation Metrics

While the proposed PromptCast task is a language generation task that aims to generate the target output prompts, we are particularly interested in evaluating the time series forecasting performance. To this end, the first step of the evaluation protocol is to extract the predicted numerical values from the generated sentences. Given that the output prompts follow the same template for each sub-set (e.g., “There will be...” in the SG sub-set), the numerical value can be easily extracted by simple string parsing. However, in practice, due to the uncertainty of the inference process, it is not guaranteed that the numerical value can be extracted from the generated output for every testing instance. To reflect this in the evaluation, we explicitly introduce the Missing Rate as one evaluation metric. It is defined as \( \frac{n_{\text{test}} - n_{\text{decoded}}}{n_{\text{test}}} \times 100\% \) where \( n_{\text{test}} \) and \( n_{\text{decoded}} \) are the total number of instances in the test set and the number of generated instances that can successfully decode the predicted value, respectively. A lower Missing Rate indicates better performance.

After extracting the predicted numerical values, the evaluation of the PromptCast task will be similar to the evaluation of traditional numerical-based forecasting methods. Therefore, we also use two widely-used metrics, the Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE), to evaluate the prediction performance in our benchmark. For each deep learning method, we report the average performance and the standard deviation over five runs with different random seeds. The Missing Rate is not considered when evaluating numerical-based methods as it is not applicable.

#### B. Baselines

In order to provide a comprehensive benchmark for the proposed PromptCast task, we test the performance of 10 popular natural language generation models on our PISA dataset (i.e., PISA-prompt). These language models are T5 [16], Bart [17], BERT [5], RoBERTa [18], Electra [19], Bigbird [20], ProphetNet [21], LED [22], Blenderbot [23], and Pegasus [24]. Furthermore, for the comparison purpose (RQ1) and providing strong baselines for forecasting with prompts methods, we also include the performance of conventional numerical paradigm forecasting methods on the PISA-numerical. We consider 3 naive forecasting methods: Copy Yesterday (CY), Historical
Average (HA), and Copy Last Week (CLW). We also consider 3 basic numerical forecasting methods: AutoARIMA, LSTM, and temporal convolutional network (TCN). Transformer-based forecasting methods including the vanilla Transformer [3], the state-of-the-art Informer [9], Autoformer [11], and FEDformer [12] are also included.

C. Implementation Details

For the evaluated numerical forecasting methods, the implementations are based on the official FEDformer\(^1\) repository which also includes the implementation of Transformer, Informer, and Autoformer. We follow the default hyperparameter settings except for the pred_len parameter (used in Informer, FEDformer, and Autoformer). For numerical methods, the data normalization process is also included when we processed the numerical data. In our experiments, the pred_len parameter is set to 7 (around half of the observation length, which is 15 in PISA). As for the hyperparameter searching, the factor c (used in Informer and Autoformer) is the one that could affect the forecasting performance of numerical forecasting methods [11]. The default factor given by the official implementation is 3 and this default factor has also been used for different datasets according to the official implementations. This justifies that it is a reasonable choice when we evaluate Informer and Autoformer performance on our PISA dataset.

For the language models in the benchmark, their implementations can be grouped into two categories. The first category follows the EncoderDecoderModel\(^2\) framework. Three language models are implemented under this category: BERT, RoBERTa, and Electra. The rest 7 language models are accomplished through the second category, which is the ConditionalGeneration in HuggingFace (e.g., BartForConditionalGeneration class).\(^3\) The fine-tuning process in PromptCast is based on the standard Trainer provided by HuggingFace. Specifically, the sequence-to-sequence trainer is applied as our downstream time series forecasting task in PromptCast is a sequence-to-sequence task. Additionally, no modifications are introduced to the loss function during fine-tuning. For decoding the generation from the language models, the standard tokenizers provided by HuggingFace are used to detokenize the direct output tokens to yield sentences and there are no extra regularization steps on the yielded sentences to acquire numerical predicted outputs. We simply decode the numerical values through string parsing.

We would like to emphasize that the language models and numerical forecasting methods are treated and processed equally and fairly in our benchmark. There is also no specific hyperparameter tuning for ourPromptCast. For both language models and numerical models, we all use the default settings provided/recommended by the official implementations. Thus, the comparison is fair and convincing. This hyperparameter searching-free characteristic could also reflect another benefit of PromptCast in real-world applications, that is, no need to conduct complicated and time-consuming hyperparameter tuning processes. The forecasting models can then be deployed more quickly for new forecasting scenarios. All the above scripts are provided in our GitHub.\(^7\) The experiments were performed with PyTorch on a Linux server equipped with Nvidia V100 GPUs. In our experiments, only 1 GPU is enabled per run for each method.

D. Experimental Performance

1) Numerical-Based Methods: This part focuses on evaluating the typical numerical-based forecasting methods with our PISA dataset. Normally, the position embeddings used in the Transformer architecture (and its variants) only contain the limited position information (e.g., the first time step in each input sequence). This kind of position information remains the same for all different input data instances. However, for time series data, temporal information (e.g., day-of-week and month-of-year) is an important cue for predicting future data and reflects the global position relations. For example, the first time step of instance A could correspond to Monday whereas the first time step (same position) of instance B could be Friday. Thus, appending the temporal embeddings to the basic position embedding becomes popular in Transformer-based time series forecasting methods. This is equivalent to providing temporal context in the input prompt (i.e., From \{t_1\} to \{t_{\text{end}}\} in Table 1) in PromptCast. Based on the implementations of Informer\(^8\) and Autoformer,\(^9\) we fully investigate and benchmark three different embedding approaches, namely, timeF, fixed, and learned. For the three different temporal embeddings used in numerical methods benchmarking, we also follow the Autoformer implementations.\(^10\) Basically, the timeF embedding is accomplished via \texttt{nn.Linear()} function and the fixed and learned are based on \texttt{nn.Embedding()} function. The fixed embedding has fixed non-trainable parameters (similar to the original sin/cos position embedding weight calculation in the vanilla Transformer) for the \texttt{nn.Embedding()} layer, whereas the parameters for the learned embedding are trainable. In this way, the three different embedding methods can be used for numerical forecasting methods to capture the temporal information in the input data and this offers a comprehensive evaluation of the temporal embeddings for the forecasting task.

Table III presents the performance of different methods with different temporal embedding policies. In general, FEDformer, Informer and Autoformer achieve the best performance across different sub-sets. In most cases, these advanced time series forecasting frameworks outperform the vanilla Transformer, naive methods, and non-Transformer methods. Naive methods demonstrate worse forecasting performance compared to other methods, which is as expected. When comparing different embeddings, the fixed embedding demonstrates overall good performance. This embedding leads to good predictions on 5 out of 6 metrics and the timeF is the best performer of the

\(^1\)https://github.com/MAZiqing/FEDformer
\(^2\)https://huggingface.co/docs/transformers/v4.19.2/en/model_doc/encoder-decoder
\(^3\)https://huggingface.co/docs/transformers/model_doc/encoder-decoder
\(^4\)https://huggingface.co/docs/transformers/model_doc/encoder-decoder
\(^5\)https://huggingface.co/docs/transformers/v4.19.2/en/model_doc/bart#transformers.BartForConditionalGeneration
\(^6\)https://github.com/zhouhaoyi/Informer2020/blob/main/models/embed.py
\(^7\)https://github.com/HaoUNSW/PISA
\(^8\)https://github.com/thuml/Autoformer/blob/main/layers/Embed.py
\(^9\)https://github.com/thuml/Autoformer/blob/main/layers/Embed.py
\(^10\)https://github.com/thuml/Autoformer/blob/main/layers/Embed.py
remaining metric (MAE on SG). The learned embedding has the worst performance on CT and SG, but it beats the timeF on the ECL sub-set. These results suggest that the fixed embedding is a favorable approach for incorporating temporal cues.

2) Pre-Trained Language Models: For language models investigated in the benchmark, the ready-to-use pre-trained weights provided by HuggingFace [25] are used for initialization. The configuration details are listed in Table VI and with the model key given in the table, the corresponding pre-trained model can be accessed and downloaded from HuggingFace. It is worth noting that the pre-trained weights are trained with general English-language corpora datasets such as BookCorpus [26], CC-News [18], and OpenWebText [27]. These common language datasets are about general articles and do not include specific time series sequences orientated data. Although three data sources in PISA are open available, only the original numerical data (in the csv format) can be acquired online instead of the text format with our prompts. This also guarantees that the data from these three datasets are not used in pre-training and prevents the potential data leakage. In the experiments, each language model is fine-tuned with the training set of each sub-set in PISA.

The prediction results (RMSE and MAE) of using different language generation models on PISA dataset are listed in Table IV. According to the table, the top performers (shown in
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### TABLE VII

**RESULTS OF NUMERICAL FORECASTING METHODS AND PROMPTCAST UNDER DIFFERENT SETTINGS**

| Method         | Temporal Embedding | Time-step |  | \( \text{RMSE} \) | \( \text{MAE} \) | \( \text{RMSE} \) | \( \text{MAE} \) | \( \text{RMSE} \) | \( \text{MAE} \) |
|----------------|--------------------|-----------|---|-------------------|------------------|-------------------|------------------|-------------------|------------------|
|                | mean | std | mean | std | mean | std | mean | std | mean | std |
| Transformer    | time-Fixed         | 75.465 | 1.330 | 73.238 | 1.473 | 118.666 | 76.2 | 40.561 | 112.888 | 41.504 |
|                | learned            | 48.691 | 14.868 | 40.968 | 17.008 | 79.932 | 560.239 | 69.728 | 647.932 |
| Informer       | time-Fixed         | 67.783 | 15.014 | 64.901 | 16.422 | 118.378 | 30.596 | 110.609 | 32.765 |
|                | learned            | 69.109 | 8.656 | 67.065 | 9.090 | 111.080 | 296.532 | 109.231 | 215.114 |
| Autoformer     | time-Fixed         | 45.517 | 17.482 | 38.000 | 17.228 | 115.094 | 84.313 | 109.231 | 114.072 |
|                | learned            | 52.814 | 5.002 | 39.577 | 5.842 | 69.469 | 2.715 | 45.568 | 2.188 |
| PEDFormer      | time-Fixed         | 63.851 | 4.729 | 64.117 | 4.608 | 69.917 | 2.127 | 45.248 | 1.983 |
|                | learned            | 77.699 | 3.711 | 54.176 | 4.005 | 65.196 | 3.142 | 42.833 | 2.603 |

**Train-from-Scratch**

**PromptCast (Bart)**

| Method         | Temporal Embedding |  | \( \text{RMSE} \) | \( \text{MAE} \) | \( \text{RMSE} \) | \( \text{MAE} \) |
|----------------|--------------------| --- |-------------------|------------------|-------------------|------------------|
|                | mean | std | mean | std | mean | std |
| PROMPTCasting  | time-Fixed         | 6.886 | 0.052 | 5.130 | 0.039 | 546.881 | 8.994 |
|                | learned            | 6.543 | 0.076 | 4.564 | 0.085 | 639.889 | 8.340 |

**Zero-Shot**

| Method         | Temporal Embedding |  | \( \text{RMSE} \) | \( \text{MAE} \) | \( \text{RMSE} \) | \( \text{MAE} \) | \( \text{RMSE} \) | \( \text{MAE} \) |
|----------------|--------------------| --- |-------------------|------------------|-------------------|------------------|-------------------|-------------------|
|                | mean | std | mean | std | mean | std | mean | std |
| PROMPTCasting  | time-Fixed         | 7.379 | 0.086 | 5.501 | 0.067 | 660.082 | 16.205 |
|                | learned            | 6.918 | 0.022 | 5.178 | 0.031 | 643.483 | 15.536 |

**4) Computation Cost:** To further enrich the manuscript, we have compared the number of parameters, the inference execution time (per instance, in seconds), and the deployment cost (per instance, measured in \( \times 10^{-5} \) USD) of the Transformer-based numerical forecasting methods, our PromptCast with different language models, and the GPT-3.5 (the model for ChatGPT).

### TABLE VIII

**RESULTS OF GPT-3.5 THROUGH THE OPENAI API**

| Method         |  | \( \text{RMSE} \) | \( \text{MAE} \) | \( \text{Missing Rate} \) |
|----------------| --- |-------------------|-------------------|--------------------------|
|                | CT | 10.349 | 6.424 | 0.889% |
|                | ECL | 9413.488 | 1321.210 | 9.879% |
|                | SG | 21.142 | 6.827 | 82.819% |

\(^{11}\)https://github.com/HaoUNSW/PISA/PromptCast%20Generated%20Examples
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**bold** include Bigbird, Bart, and RoBERTa. Bigbird achieves the best performance on 4 out of 6 metrics. When we jointly consider Tables III and IV, it can be seen that using language models performs reasonably well on the CT and ECL sub-sets. For ECL, although the MAE of using language models is slightly worse than the best performer in Table III, the RMSE has a relatively large improvement. Compared with numerical methods, using language models can also yield comparable results on SG.

This benchmark answers RQ1 and indicates that prompt-based forecasting with language models is a promising direction for time series forecasting research.

**Table V reports the Missing Rate metric. It is clearly noticeable that only three methods (ProphetNet, Electra, and BERT) have a tiny amount (less than 0.5%) of missing cases and all cases appear on the CT sub-set. For other methods that are not listed in Table V, the missing rates are all 0. We further investigate the output sentences that cannot be decoded and find out that the failure cases are related and potentially caused by negative values. For example, the failure generated sentences are like **the temperature will be - - -** where the models fail to generate the tokens after ",". Our PISA dataset is valuable in supporting the research directions to address this limitation in the future. For more qualitative examples, we provide all generated examples of language models in our GitHub repository including all the three test sets with various settings such as with pre-trained weights, train-from-scratch, zero-shot, prompt ablations, and multi-step forecasting.

**3) Performance of ChatGPT:** To showcase the time series forecasting capabilities of recent GPT models, we employed the OpenAI API to assess the performance of GPT-3.5 ("gpt-3.5-turbo", accessed in August 2023) using identical PISA sub-sets. Given the prohibitively high expenses associated with using GPT-4 and fine-tuning GPT-3.5 services offered by the OpenAI API, this section of our experiment focused on GPT-3.5 without fine-tuning. During the evaluation process, we employed the input prompts from the testing sets in PISA as queries and collected the responses from the API. The resulting performance of GPT-3.5 is summarized in Table VIII. When compared to the results reported in the main paper for numerical forecasting methods and our PromptCast, GPT-3.5 exhibits higher RMSE and MAE values across all three sub-sets. From the table, we can also clearly notice that the GPT-3.5 has large Missing Rates, especially on the SG sub-set. We observed numerous outputs containing text such as "it is difficult to predict the consumption" for the ECL sub-set and "we cannot determine the number of people" for the SG sub-set. In most cases that GPT-3.5 can make predictions, the predicted values are simply the averaging of the input values of the observation period. The complete set of outputs for the three sub-sets can be found in our GitHub repository for further detailed inspection.
We assessed GPT-3.5’s costing performance utilizing the OpenAI API (accessed in August 2023) with the “gpt-3.5-turbo” model. For the remaining methods, we estimated deployment costs based on the utilization of Nvidia V100 GPUs on AWS (i.e., p3.2xlarge instance with one Nvidia V100 is 3.06 USD per hour). The costs of these models are associated with the computation time. For GPT-3.5, it is costed based on the number of input and output tokens, with run time including API request and response durations.

Table IX provides a comprehensive comparison of various models on the three sub-sets in PISA. As demonstrated in the table, noticeably, GPT-3.5 (OpenAI API) stands out as an exceptionally large and resource-intensive model, with significantly higher computational requirements and associated costs compared to other models, making it less cost-effective. For our proposed PromptCast, although the language models featuring more parameters, there is no substantial increase in computation times and associated costs when contrasted with Transformer-based numerical forecasting models. This computation cost comparison further shows PromptCast is not only effective on the forecasting accuracy but also cost-effective.

### E. Training From Scratch

Another question we aim to explore is whether the language models in PromptCast can still be used for time series forecasting without the use of pre-trained weights. Hence, we disable the pre-trained weights and train language models from scratch with the training set of PISA dataset. We select three language models that exhibit excellent forecasting performance on all three sub-sets (according to Table IV) for examination in this part of the experiment: Bart, Pegasus, and Bigbird. The results are reported in Table VII. Comparing the results of using pre-training weights (Table IV), we note that there is a performance decrease for each method when pre-trained weights are not loaded, suggesting that utilizing pre-trained weights could result in further performance improvement. However, even training from scratch, the language generation models (especially Bart) still can yield comparable prediction results compared to numerical-based methods (Table III). This demonstrates that our proposed PromptCast is robust and not entirely reliant on pre-trained weights. While training a model from scratch does yield acceptable predictions, leveraging the pre-trained weights of language models can significantly enhance forecasting performance. From the comparison, we can also notice that the influence of without using pre-trained weights has less impact on Bart, whereas the performance decrease in the case of Pegasus and Bigbird is more substantial. This disparity can be attributed to the marked difference in model size between Bart, Pegasus, and Bigbird, as evidenced in Table VI. Bart’s significantly smaller model size indicates a lower number of parameters that require training. Consequently, under the train-from-scratch setting (i.e., without using pre-trained weights), training models with a larger number of parameters becomes relatively challenging, especially when considering the same volume of training data.

### F. Zero-Shot Performance

To further explore the language models for prompt-based forecasting, we conduct an experiment under the zero-shot setting (see Table VII). Specifically, we fine-tune each method on two sub-sets and test the fine-tuned model on the test set of the left sub-set (e.g., fine-tune with the training sets of CT and ECL, test on the test set of SG). For the comparison purpose, we also evaluate the Transformer-based numerical methods under the same zero-shot setting and the results are given in Table VII (the upper part). Similar to the results given in Table III (the normal training setting), the fixed embedding has better performance (5 out of 6 metrics) than the other two embeddings under this challenging zero-shot setting. Since the date range of the three sub-sets are dissimilar (Table II), learnable learned and timeF temporal embeddings would lead to inferior performance when transferred to unseen scenarios as the learned embeddings may not be appropriate for the new scenarios.

Except for the Autoformer and FEDformer on ECL, the numerical-based methods fail to produce satisfactory predictions under the zero-shot setting. Given the distinct characteristics of the three subsets, such poor performance is as expected for numerical methods. However, for the language models, although the performance is lower than the standard setting and the train-from-scratch setting, prompt-based forecasting can still generate reasonable predictions. This demonstrates a strong generalization ability when time series forecasting is addressed with prompts (RQ2). This strong zero-shot ability could bring advantages in real-world forecasting applications such as rapid deployment for new forecasting scenarios and cold-start forecasting for scenarios without any historical data. In the future, prompt-based forecasting could also enable the exploration of more complex forecasting scenarios such as predicting energy consumption based on weather temperature or forecasting customer traffic with temperature trends.

### G. Prompts Ablation Study

To further investigate the prompts in the PromptCast task, we conduct an ablation study on our prompting templates and two simplified prompts are developed: (1) Basic Prompt: as shown in Table XI, we remove auxiliary information (e.g., date information) and only keep the core information (i.e., the historical observation values $x_{t-1:t_m}$) in the input prompts. The output prompts remain the same. (2) Minimum Prompt: This is the simplest and the most straightforward version of prompts. We
use commas to convert the sequential numerical values \( x_{t_1:t_{\text{obs}}}^m \) into comma-delimited strings as the input prompts (e.g., “78, 81, 83, 84, 84, 82, 83, 78, 77, 77, 74, 77, 78, 73, 76”). For the output prompts, the prediction targets \( x_{t_\text{obs}+1}^m \) are directly used as single-word strings (e.g., “78”).

The prediction results of using these two types of prompts on our PISA dataset are presented in Table X. We can notice that both two simplified prompts lead to worse performance compared to the default template reported in the main paper (Table I). While the minimum prompts can produce acceptable outcomes, the basic prompts have been found to have superior performance compared to the minimum prompts with the same language model. These comparison results demonstrate that: (1) including proper contexts (even if these contexts introduce no extra data, e.g., the basic prompt) in the prompt is beneficial; and (2) the auxiliary information is a significant component in the prompt for better prediction performance.

### H. Multi-Step Forecasting

The proposed language foundation models-based PromptCast forecasting paradigm is also suitable for multi-step forecasting scenarios. For the multi-step forecasting (i.e., larger prediction horizon \( n \)), the question part of the input prompt template can be updated to “how many people will visit POI in the next 7 days?” and the output prompt as “From May 09, 2021, Sunday to May 15, 2021, Saturday, there will be 11, 11, 8, 13, 10, 18, 19 visitors.” Building on these modified prompts, we further examine the performance of our PromptCast with three language models (Bart, Bigbird, Pegasus) when using varying observation lengths (input lengths) and prediction horizons (output lengths).

Specifically, we test the models using observation length settings of 7 days and 15 days, and prediction horizons of 1 day, 4 days, and 7 days, resulting in a total of six length configuration combinations. To handle the multitude of experiments involving different length setting combinations, we exclusively present the results for Transformer-based numerical forecasting methods using the “fixed” temporal embedding. The performance of these three language models on these multi-step forecasting settings are listed in Table XII.

From the table, we can see that PromptCast can be easily adapted to multi-step forecasting while using the exact same forecasting model architectures (i.e., the language foundation models) for different settings. Generally, compared to the single-step forecasting performance, increasing the prediction horizon leads to larger missing rates. Compared to Transformer-based methods, language models exhibit less favorable predictions in the context of “observing 7 days to predict 7 days” and “observing 15 days to predict 7 days,” which are notably challenging scenarios. Bart, in particular, displays suboptimal performance, as evidenced by substantial missing rates across various subsets. However, both Bigbird and Pegasus manage to deliver reasonably accurate forecasts with extremely low missing rates in these difficult settings. Especially, the performance of Pegasus on these two settings are quite close to the state-of-the-art Transformer-based methods. Additionally, we notice that using a 15-day observation period often leads to better performance when predicting the same future length. This is likely because a 15-day period encompasses weekly patterns in the observation, leading to more accurate forecasting.

To provide further insight into the performance of the multi-step forecasting, additional examples for the next 7 days setting are available in our repository. Our exploration of PromptCast on different lengths illustrates that the model is robust to dynamic observation/prediction lengths, and presents a promising research direction for time series forecasting.
I. Multivariate Time Series Forecasting

As the first attempt to leverage language models for time series forecasting, we take the basic forecasting setting to demonstrate the concept of PromptCast. However, we would like to emphasize that the proposed new paradigm is flexible and suitable for other forecasting settings such as the multivariate time series setting. Under the new setting, although input/output prompts might be updated, the core prediction model (i.e., language foundation models) in PromptCast can remain the exact same (prompt-agnostic) and same pre-trained weights can also be used. For example, in the experiments under Section IV-G, different prompts are applied. But we can also directly use the same models (without any changes to the model structures) to yield predictions. For conventional numerical forecasting methods, however, necessary updates on the deep learning model (e.g., update the encoder part to fit multivariate features) must be introduced when the forecasting setting is changed. Additionally, processes such as extra hyperparameter search are often required when the model structure is modified. This could also reflect the "code less" benefits and robustness of the proposed PromptCast paradigm.

To investigate the capability of the proposed PromptCast on multivariate forecasting, we further conduct a pilot study of multivariate PromptCast on Beijing Air Quality Data in addition to the three sub-sets in the main PISA dataset. The data collection period of this Air Quality (AQ) set is from 2013/03/01 to 2017/02/28. Similar to the main PISA, we split this period into training set (2013/03/01-2015/12/18), validation set (2015/12/19-2016/05/12), and test set (2016/05/13-2017/02/28). After filtering missing values, we focus on three types of air pollutants: PM2.5, PM10, and SO2, which means the feature dimension is 3.

To apply PromptCast for multivariate forecasting, we update the prompt template to include multiple features as Table XIII. In total, we design and examine three different prompts. For Prompt A and B, the input prompt consists of the description of all 3 features and the main difference of these two prompts is in the output prompt part. Output Prompt A jointly describes the three features, whereas the three feature values are given separately in three short sentences in Output Prompt B. Prompt C can be seen as an extended version of the prompt template (e.g., Table I) for the univariate forecasting. It decomposes the multivariate features (i.e., three pollutants in this AQ dataset) into several univariate features.

The results of PromptCast with language foundation models using different prompts are reported in Table XIV. Additionally, we list the performance of other baselines. From the table, we can observe that:

1. All three language models can generate plausible predicted future descriptions as evidenced by almost all zero missing rates.
2. The design of prompts could definitely affect the prediction performance. Specifically, Prompt C leads to better performance than Prompt A and B on this multivariate forecasting dataset.
3. PromptCast has a better performance than baselines across all metrics.

In total, we design and examine three different prompts. For Prompt A and B, the input prompt consists of the description of all 3 features and the main difference of these two prompts is in the output prompt part. Output Prompt A jointly describes the three features, whereas the three feature values are given separately in three short sentences in Output Prompt B. Prompt C can be seen as an extended version of the prompt template (e.g., Table I) for the univariate forecasting. It decomposes the multivariate features (i.e., three pollutants in this AQ dataset) into several univariate features.
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1. All three language models can generate plausible predicted future descriptions as evidenced by almost all zero missing rates.
2. The design of prompts could definitely affect the prediction performance. Specifically, Prompt C leads to better performance than Prompt A and B on this multivariate forecasting dataset.
3. PromptCast has a better performance than baselines across all metrics.
MAE performance (e.g., Transformer-fixed versus Prompt C-Pegasus) whereas the performance on RMSE is worse than the Transformer-based baselines. We think the potential reason of why PromptCast is not the best performer in this comparison is because that the current prompts cannot fully characterize the relation of different features. This also explains why Prompt C outperforms the other two prompts.

Open Question and Future Work: The results show that the model architectures used for univariate time series can also be applied to multivariate time series, this is an indication that the PromptCast task is a promising direction for multivariate time series forecasting. However, further research is needed to fully understand the behavior of multivariate time series forecasting with PromptCast and to develop more robust models that can handle this type of data. The above performance analysis points out an open question for PromptCast, that is, how to design prompts for the more challenging multivariate time series. One potential working direction is to learn the internal correlations between different temporal features and then develop prompts to represent the learned correlations. In the future, we will focus on this direction and also explore techniques such as learnable prompts for the multivariate PromptCast. We hope the proposed PISA dataset and the corresponding benchmark could encourage other researchers as well to investigate this interesting PromptCast topic.

V. CASE STUDIES

Why Language Model Works for Forecasting: Through the above experiments, we have shown that the proposed PromptCast task represents a new paradigm for time-series prediction. In this section, we aim to further investigate the reasons behind why language models can be used for forecasting purposes. First, the model architecture of language models aligns seamlessly with the nature of time series data, as both time series forecasting and language generation are inherently sequence-to-sequence processes. When viewed from the sequence-to-sequence perspective, time series forecasting can be seen as similar to the problem of predicting the next sentence in NLP, which has been effectively tackled using pre-trained foundation models. Second, using auxiliary information such as time-of-day, day-of-week and semantic information has been shown to be beneficial for improving forecasting performance. However, incorporating such semantic contexts in conventional numerical-based forecasting methods often requires additional efforts to explicitly design special layers or modules in a heuristic way for the auxiliary inputs. Even though some approaches (such as the temporal embedding methods discussed above) have been proposed for numerical-based methods to incorporate auxiliary information,
it remains challenging for a forecasting model to seamlessly model the contexts and the main temporal information. In contrast, with PromptCast, the prompting process effectively integrates contextual information and time series data, transforming the cross-modality relationship between semantic information and numerical values into an in-modality synergy. Both auxiliary and core temporal inputs are considered together as tokens after prompting. The intra-relation of numerical value tokens at different time steps and the inter-relation between numerical value tokens and contextual information tokens (e.g., date information) could be better learned simultaneously by language foundation models (e.g., through the self-attentions in Transformers). Modeling these relations would then result in good forecasting performance.

To validate the above hypothesis, we conduct two case studies and visualize the attentions (between the input sentence and the output sentence) learned by the language models (using the Bart model as an example in these case studies).

- **Case Study 1**
  - **Input:** From September 06, 2019, Friday to September 20, 2019, Friday, the average temperature of region 1 was 65, 66, 70, 71, 71, 77, 78, 65, 70, 76, 74, 70, 64, 61, 64 degree on each day. What is the temperature going to be on September 21, 2019, Saturday?
  - **Predicted:** The temperature will be 68 degree.
  - **Ground Truth:** The temperature will be 71 degree.

- **Case Study 2**
  - **Input:** From June 08, 2021, Tuesday to June 22, 2021, Tuesday, there were 13, 16, 9, 11, 21, 9, 13, 15, 8, 24, 9, 10, 11, 10, 14 people visiting POI 1 on each day. How many people will visit POI 1 on June 23, 2021, Wednesday?
  - **Predicted:** There will be 11 visitors.
  - **Ground Truth:** There will be 12 visitors.

Specifically, in Fig. 3, we show the attention weights between the numerical predicted values in the generated outputs and all the tokens in the input prompts. For each heatmap plot, with hotter regions representing larger attention values, the horizontal axis represents the input prompt (in token format) and the vertical axis represents different attention heads.

For Case 1 (Fig. 3(a)), we can clearly observe that head 6 pays more attention to the numerical sequential data in the input prompt while the other heads have higher attention to other semantic auxiliary information such as September and Friday. Moreover, head 7 shows attentions to both the input numerical historical observations (e.g., 76, 74, and 64) and semantic tokens simultaneously. For Case 2, the attention visualization of two layers are displayed in Fig. 3(b) and (c). It can be noticed that the learned attentions between the predicted value and the numerical historical values in the input prompt are mainly in
layer 5 (Fig. 3(c)) of the Bart model. Compared to layer 5, layer 4 (Fig. 3(b)) focuses on not only the numerical tokens but also contextual tokens. More specifically, head 7 demonstrates large attention weights to semantic tokens like there were and How many people will visit whereas head 10 highlights the auxiliary date token 22 as well as the punctuation token ?. These case studies demonstrate that the attention learned by language models is able to take into account both the numerical value tokens (historical values) and auxiliary information tokens to make predictions under the PromptCast paradigm. It further justifies the rationale of leveraging language models for forecasting time series.

VI. DISCUSSION AND CONCLUSION

In this paper, we introduce a new task, PromptCast, which utilizes language models to predict time series in a language generation manner. As this is the first work on the PromptCast task, and no existing datasets are suitable, we construct the first dataset, PISA, to investigate prompt-based forecasting. This large-scale dataset contains three real-world time series forecasting scenarios. To further advance the research of PromptCast, we also establish a benchmark on the released dataset and provide a set of strong baselines that include both state-of-the-art numerical forecasting methods and language generation models. The experimental results demonstrate that using language models in the PromptCast setting results in good forecasting performance and generalization ability.

Broader Impact: We believe that the findings of this study will provide forward-thinking concepts and fresh insights for researchers working in the field of time series forecasting. We also think that the proposed PromptCast task, as well as the PISA dataset, could open new related research directions and provide visionary ideas about downstream applications that could be enabled by this work. Some potential directions for future research are discussed below. (1) Automatic Prompting: In this paper, the transformation of numerical data to text is achieved through the use of templates. Although template-based prompting is efficient, it can be difficult to produce diverse prompts and fixed templates may introduce biases (biases towards certain templates). To address these limitations, a potential research direction is the development of automatic time series prompting or time series captioning (similar to image captioning [29]), which utilizes generative models to describe time series data. (2) Explainable PromptCast: Another area that has yet to be fully investigated is the question of why models designed for language modeling tasks are able to predict time series. Recent research has begun to explore the use of language models for non-language downstream tasks [30]. Although we have initially discussed our thoughts on why language models can be effective for time series forecasting under the PromptCast task through case studies, further studies on the interpretability and explainability of PromptCast models would be an interesting and valuable research direction to better understand the underlying mechanisms. This can help us to design better models and understand the limitations of current models. By understanding the interpretability, we can also have a better understanding of how to apply these models to real-world problems. (3) PromptCastQA and Chatbots: The research of PromptCast task would promote the development of time series forecasting question-answering tasks and building chatbot applications with forecasting capabilities. Note that the PromptCast QA task differs from recent tasks such as TimeQA [31], which is proposed to answer general time-related questions based on Wikipedia text, and ForecastQA [32], which is also based on text articles. The core of the PromptCast QA task is the question-answering ability for forecasting based on given sequential numerical value contexts. This task can be applied to digital assistants such as Siri.

Limitations and Future Work: As the first attempt to create a dataset for the novel PromptCast task, in this dataset release, we have mainly focused on the univariate time series forecasting setting. As discussed in Section IV-I, one potential direction for our future work is to extend the dataset to include multivariate time series, which would support the research of more complex time series forecasting scenarios. Another future work is to develop an auto-regressive method to further enhance the PromptCast performance on multi-step forecasting setting. For example, the language models could be fine-tuned to predict the value at the next time step. The generated sentence will then be recurrently appended to the input prompts to predict longer horizons. Additionally, more challenging heterogeneous datasets that incorporate multiple data sources will also be considered for the PromptCast task in the future. The prompt-based paradigm can also be extended to other tasks such as time series classification and anomaly detection. This would enable the proposed paradigm to be applied to a wider range of real-world scenarios.
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