Time-Efficient Fire Detection Convolutional Neural Network Coupled with Transfer Learning
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Abstract: The detection of fires in surveillance videos are usually done by utilizing deep learning. In Spite of the advances in processing power, deep learning methods usually need extensive computations and require high memory resources. This leads to restriction in real time fire detection. In this research, we present a time-efficient fire detection convolutional neural network coupled with transfer learning for surveillance systems. The model utilizes CNN architecture with reasonable computational time that is deemed possible for real time applications. At the same time, the model will not compromise accuracy for time efficiency by tuning the model with respect to fire data. Extensive experiments are carried out on real fire data from benchmarks datasets. The experiments prove the accuracy and time efficiency of the proposed model. Also, validation of the model in fire detection in surveillance videos is proved and the performance of the model is compared to state-of-the-art fire detection models.

Keywords: Fire detection; classification; neural network; texture features; transfer learning

1 Introduction

We use surveillance systems to look for abnormal occurrences such as many emergencies (fires, disaster, suspicious activities, etc,…). The availability of such information in its early stages is very important to take the appropriate actions. This can lead to minimize the occurrence of disasters and minimize loss in human lives. The detection of fire events at early stages in surveillance videos is very important to save lives [1,2]. Beside the fatality of fires also disabilities can affect 15% of the fire victims [3]. 80% of fire fatalities happen in home fires due to delayed escape because home fire systems need close proximity to the fire to get activated [4]. This led to the requirement of effective fire systems based on surveillance cameras.

Two methodologies are used for fire detection systems: sensor-based and vision-based systems. Sensor-based fire detection systems utilize thermal or smoke sensors. Sensors require human confirmation of fire occurrence of a fire in the situation of a fire alarm. Sensor-based smoke detectors can be falsely fired, because they lack the capabilities of distinguishing between smoke and fire. Also, such sensors need an adequate fire intensity for correct detection, which is not suitable for early-stage detection, resulting in...
widespread damage and life loss [2,3]. On the other hand, vision-based systems are beneficial in early-stage fire detection. These systems can be scalable, suitability for both indoors and outdoors. However, the time complexity and false alarms remain to be challenging.

Flame detection from surveillance videos usually depends on image analysis using pixel-level, or fire blob detection [5,6]. The pixel-based method extracts color features which results in untrusted performance due to the induced bias. Fire blob detection which is based on detecting flames has better performance because they use classification methods to identify blobs [7]. The major problem of blob classification is the many false generated alarms with also many outliers which results in false positives as well which is very dangerous, affecting the accuracy of the model [8].

The model accuracy can be enhanced by extracting color and motion features for blobs and incorporating them in the training process. The authors in Chen et al. [6] studied the irregular behavior and color variations of flames in different color spaces for fire classification. Also, they studied the frame sequence and the difference between consequent frames in the video to enhance prediction. But their model failed to classify real life fire from moving objects that look like flames. The authors in [9] studied the YUV color space combined with motion detection for fire pixel prediction. In [7], the authors utilized wavelet analysis of temporal characteristics of video frames as well as spatial characteristics. However, their model was very complicated and proven useless due to utilizing an excessive number of parameters. Another method was investigated in the research at [10] by utilizing color features of blobs in the authors in [11] investigated the utilization of YCbCr color space with application of defined rules that separated chrominance and luminance components.

In [12], the authors worked on 2D wavelets using multiple resolutions and extracted energy and shape features trying to reduce false positives, but the false warning rate was still high because of rigid objects movement. In [13], the authors achieved improvement by utilizing YUC color scheme, providing less false alarm rate than [14]. A color scheme flame detection model with temporal rate of 20 frames/sec is presented in [15]. The model was based on a Softmax classifier to identify flame blobs with various performance depending on distance. The model performed poorly with fires at greater distance or with small sized fires. In conclusion, color-based fire detection models are sensitive to illumination variances and to existence of shadows, with an increased number of false warnings. To deal with these issues, the authors in [16] and [17] incorporated the flame blob shape and rigid body’s movement in their model. They utilized luminance data and shape models of the flames to identify features that can differentiate flames from moving rigid bodies. The authors in [14] improved accuracy by extracting color, and movement features, to ensure fire identification in real time.

Transfer learning recently was used in deep learning. Transfer learning utilizes a pre-trained CNN and applies this learning on another problem. Transfer learning can lead to reduced training time. Also, transfer learning can be very useful if the annotated dataset for training is limited. For example, in training a classifier to detect fires in an image, one can utilize the learning during training to detect flame-like objects.

From the previous research, it is concluded that accuracy is inversely proportional to computational complexity in fire detection systems, which is a main problem of real time detection. The development of high accuracy models with enhanced speed and less false alarms, are motivated. For these reasons, we investigated the usage of deep learning for real time fire detection. We emphasized on early detection to save lives. The contributions of our proposed research are as follows:

1. We extensively studied deep learning models for fire detection and we present a low computational CNN for flame detection in surveillance videos. We utilized a video frame every 0.5 seconds from the surveillance video as an input to the classifier.

2. We incorporated transfer learning methodology and tuned our model with properties analogous to GoogleNet for fire detection [18].
3. The proposed model enhances the accuracy of fire detection as well as decreases the computational complexity and results in less false warnings. Our model is probed suitable for fire detection at an early stage to avoid disasters.

The remainder of the paper is detailed as follows: We present our proposed model for early-stage flame detection in surveillance in Section 2. Extensive Experiments and result analysis are depicted in Section 3. Conclusions are depicted in Section 4.

2 Methodology

Most of the research in fire detection is focused on features engineering which can be time consuming with degraded performance. Feature engineering methods usually produce false alarms with high rate especially in video surveillance that contains shadows and varying illuminations, and also can falsely detect rigid objects with colors resembling flames as fires. For these reasons, we extensively investigated convolutional learning models for flame detection in an early stage. We explored different CNNs to enhance the performance of fire detection to minimize the false positive rate. The block diagram of the proposed flame detection model in surveillance videos is depicted in Fig. 1.

![Figure 1: Block diagram of the proposed flame detection model in surveillance videos](image)

2.1 The Convolutional Neural Network Models

CNN architecture is a deep learning platform. The first CNN architecture was the LeNet network [19]. It was used for handwritten character classification and it was restricted to written digits. Major enhancement of the CNN framework happened during the last two decades giving promise for many classification problems [20–23], pose classification [24–27], object tracking and retrieval [28,29]. CNNs are usually utilized in image classification with high accuracy over many datasets compared to features engineering methods. This is due to the deep learning of features from raw data in the training process.

CNNs consist of three main layers. The first layer is the convolution layer where kernels of multiple sizes utilize the input data to produce feature maps. The second layer is the pooling layer which performs subsampling to reduce the features dimensionality. The third layer is fully connected, where rules are inferred from the input.

In this research we build a CNN analogous to GoogleNet [18] with changes in the structure to serve our purposes. GoogleNet is better than AlexNet in classification precision with, small size architecture, and less
memory requirements. The proposed architecture has 120 layers with two convolutions layers, four pooling layers and one average pooling layer and Softmax classifier as depicted in Fig. 2. The CNN architecture describing network layers is depicted in Tab. 1.

![The proposed deep CNN](image)

**Figure 2:** The proposed deep CNN

| Layer number | Network layer            | Description                                      |
|--------------|--------------------------|--------------------------------------------------|
| 1            | Input layer              | Size of input image: 224 × 224 × 3               |
| 2            | First convolutional layer| 360 × 6 × 1 convolutions                         |
| 3            | First pooling layer      | Max pooling                                      |
| 4            | Second convolutional layer| 128 (3 × 3 × 8) convolutions                    |
| 5            | Second pooling layer     | 4 × 4 max pooling                                |
| 6            | Third convolutional layer| 256 (3 × 3 × 16)                                 |
| 7            | Third pooling layer      | 4 × 4 max pooling                                |
| 8            | Fully connected (FC) layer| 2048 hidden neurons                             |
| 9            | Classifier               | Softmax                                          |
| 10           | Outputs                  | Two outputs, 1: Fire 2: No-Fire                  |

**2.2 Fire Detection**

In the proposed solution we tuned our proposed CNN by training different models with various parameters of the training data. Transfer learning is also combined in our model by utilizing previous knowledge. Improvement in fire detection accuracy increased from 87.41% to 96.33% due to the tuning process of the CNN for 12 epochs. Extensive experiments on various datasets led us to optimize the CNN architecture. The proposed model has the ability to detect flame in various situations in the surveillance videos with better accuracy. The input image is tested by going through the CNN architecture. The input image is then classified into two classes namely Fire or normal with the score probability. The highest score is depicted as the final annotation of an input image. To display the results of this process, different images from the database and their scores are depicted in Fig. 3.
Experiment Design

Experiments and results are depicted in this section. We performed extensive experiments utilizing different images and surveillance videos. The experiments are mainly performed on benchmark flame databases: the first dataset: Dataset1 [14] and the second Dataset: Dataset2 [30]. The training phase was performed on images from other datasets that can be found in [31,32]. The training was performed on 70,000 images and frames. We planned our experiments to assess the capabilities of our methodology to detect fire flames and we tested our classifier ability to classify images into fire or normal. We tested our methodology that combines deep learning with transfer learning.

We devised two experiments as follows:

1. Experiment 1 (Exper1): The Deep-CNN is tested with both datasets (Dataset1 and Dataset2). The performance evaluation of the classifier is tested through runs of convolution, pooling and classification layers.

2. Experiment 2 (Exper2): The Deep-CNN is also tested with both datasets (Dataset1 and Dataset2). The Deep learning network is joined with transfer learning. The proposed Deep-CNN is trained with the datasets (Dataset1 and Dataset2) with prior transfer learning from AlexNet. The block diagram of Experiment 2 is depicted in Fig. 4.

Figure 3: Labels and scores resulted from the proposed CNN framework from benchmark images. (a) Fire 99.56%, Normal 0.44% (b) Fire 99.43%, Normal 0.57% (c) Fire 98.13%, Normal 1.87% (d) Fire 7.86%, Normal 92.14% (e) Fire 0.53%, Normal 99.47% (f) Fire 0.97%, Normal 99.03%

Figure 4: Block diagram of Experiment 2
3.1 Performance on Dataset1

The dataset Dataset1 contains 370 videos with different settings w.r.t illumination, day and night size and distance variations. Dataset1 has 190 videos that include real fire flames, and 180 videos without flames. Dataset1 is a good example of a fire detection benchmark with different settings of colors and motion. Also, videos, with no fires, contain rigid objects that look like fires, clouds, and flames. Fig. 5 displays images from Dataset1. We performed our experiments utilizing our proposed model and compared them to the state of the art for fire detection in literature. Comparison of our proposed model with other Fire Detection models is depicted in Tab. 2.

![Images from Dataset1](image1.png)

Figure 5: Images and frames from Dataset, the first rows are frames including fires, the last two rows do not include fires

3.2 Model Tuning

We compared various flame detection systems to our proposed system. The selected systems are compared using features embedded in the models for fire detection and the utilized datasets. The accuracy of the results presented in [14] was 93.45% with a high false alarm rate of 12.3%. The accuracy indicated high performance but the rate of the false alarms is unacceptable. For this reason, we explored other deep
learning networks such as AlexNet as described in [2]. We also investigated fire detection systems using GoogleNet with accuracy of 89.41% combined with a low false positive rate of 0.11%. GoogleNet was adjusted by changing the layers weights with respect to the false alarm rate. Also, we investigated other methods to increase the accuracy by integrating transfer learning techniques [32]. Transfer learning algorithm was performed by selecting the initial weights from GoogleNet training criteria from other systems. The learning threshold was tuned to 0.003, while the fully connected layer was tuned according to the proposed classification paradigm. We achieved better accuracy and reduced the false alarm rate at the same time. Also, the false negatives rate decreased down to 1.43%.

Table 2: Experimental results of our proposed technique compared to other Fire Detection models

| Model                                          | Methodology                     | False Positive | False Negative | Accuracy |
|------------------------------------------------|---------------------------------|----------------|----------------|----------|
| Exper1: Our proposed model without transfer learning | Deep-CNN                        | 1.5%           | 6.2%           | 90.3%    |
| Exper2: Our proposed model with transfer learning | Deep-CNN with Transfer learning from AlexNet | 0.23%          | 1.3%           | 96.7%    |
| Early flame detection [2]                      | CNN                             | 9.7%           | 10.65%         | 90.06%   |
| Flame detection [14]                           | Covariance matrix               | 11.65%         | 0.5%           | 93.56%   |
| Flame detection in videos [15]                 | Optical flow estimation         | 13.45%         | 1.2%           | 92.11%   |
| Wildfire Detection system [13]                 | Deep learning                   | 17.5%          | 7.8%           | 87.78%   |
| Fire detection in video sequences [11]         | Generic color model             | 22.76%         | 1.29%          | 83.6%    |

3.3 Performance on Dataset2

Dataset2 is a dataset that is described in [30]. Dataset2 has 600 images with 380 images that contain fires and 220 normal images with no flames. From the first insight, the size of Dataset2 seems small but it contains many important challenges. Dataset2 includes non-flame objects with flame-colors and also contains many sun scenes in different situations. We exhibited many images from Dataset2 in Fig. 6. We compared the results of our model on Dataset2 with five models, the first two models used engineering features and the other three models used deep learning CNN. We utilized precision, F-measure and recall as metrics [33–34]. The performance of the experiments of our model on Dataset2 compared to other models are represented in Tab. 3. Our results are better than the engineering features models.

3.4 Time Performance

In our model, the computational cost was one of the concerns as real time fire detection is a must to detect fires in an early stage. Deep-CNN models such as AlexNet, and ResNet50 have high computational cost. For example, ResNet50 Deep network has 138 M parameters. On the other hand, Our proposed Deep-CNN has only 24 M parameters. Also, our proposed model has less training and classification time due to transfer learning. The other Deep-CNN models are more time consuming for both the training and the classification processes as depicted in Tab. 4. The classification time is computed in seconds. The experimental results present the model complexity. Our proposed model takes less time in classifying the entire dataset.
Figure 6: First row contains images with fire, second row has images with no fires (Dataset2)

Table 3: Experimental results of our proposed technique compared to other Fire Detection models Dataset2

| Model                                      | Precision | Recall   | F-Measure |
|--------------------------------------------|-----------|----------|-----------|
| Our proposed model without transfer learning | 0.95      | 0.945    | 0.94      |
| Our proposed model with transfer learning  | 0.98      | 0.975    | 0.97      |
| Early fire detection [2]                   | 0.825     | 0.90     | 0.89      |
| Early fire detection with transfer learning [2] | 0.92     | 0.93     | 0.935     |
| Wildfire Detection [34]                    | 0.89      | 0.90     | 0.896     |
| Irregular fire flames [29]                 | 0.90      | 0.91     | 0.90      |
| Fire spread forecasting [28]               | 0.91      | 0.92     | 0.915     |
4 Conclusions

The improved processing abilities revealed better results in surveillance video systems for fire detection. Fire is one of the hazardous situations that can cause death if it is not detected early. The significance of building computerized fire detection models became very important. In our paper, we proposed a real time fire detection Deep learning model for surveillance videos. The system is stimulated from the GoogleNet model with transfer learning incorporation. Experiments results have displayed that our proposed model performance is better than the fire detection models that do not utilize transfer learning. The experiments prove the accuracy of the proposed model. Also, validation of the model in fire detection in surveillance videos is proved and the performance of the model is compared to other fire detection models.
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