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Abstract

In this paper a hitherto unknown spectrum generating algebra, consisting of two coupled Temperley–Lieb algebras, is found in the three-state chiral Potts model. From this, we can construct new Onsager integrable models. One realization is in terms of a staggered isotropic XY spin chain. Further we investigate the importance of the algebra for the existence of mutually commuting conserved charges. This leads us to a natural generalization of the boost operator, which generates the charges.
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1. Introduction

The Temperley–Lieb (TL) algebra [1] plays an important role for the integrability of some basic statistical models; see for instance [2, 3] and references therein. Solvability of a model relies on the existence of a large enough symmetry, and in certain models the special properties of the TL algebra (playing the role of a spectrum generating algebra) guarantee the existence of a boost (or ladder) operator from which all mutually commuting conserved (local) charges can be generated. Another, partially overlapping, set of models are integrable due to having a Hamiltonian of a special form satisfying the so-called Dolan–Grady condition [4]. These models exhibit [5] a symmetry generated by the infinite-dimensional so-called Onsager algebra [6], and those models which are integrable in both senses are often called superintegrable [7].

In this paper we concern ourselves with the three-state chiral Potts chain [8], which for special values of certain parameters is known to be superintegrable [7]. Except for a degenerate point in the parameter space, coinciding with the conventional three-state Potts chain, a boost operator generating conserved charges is not known, and the TL algebra is not known to play any role. We show in section 2 that the chiral Potts chain Hamiltonian can be expressed as a representation of an element in an associative algebra generated from two copies of a...
TL algebra. We then abstract a one-parameter class of algebras, \( A_n(\alpha) \), generalizing the one found in the chiral Potts chain. The complicated form of the relations between the two copies of the TL algebra results in a structure which is quite difficult to analyse in general, e.g., we were so far not able to determine the dimension of this algebra for a chain of fixed length. Section 3 is devoted to an investigation of general nearest-neighbour Hamiltonians, expressed in terms of representations of \( A_n(\alpha) \), with respect to integrability. For a Hamiltonian of this form satisfying a condition generalizing the chiral Potts integrability condition, we find a derivation of \( A_n(\alpha) \) that we adopt as a candidate for (the derivation w.r.t.) a boost operator. It is shown explicitly that the first of the recursively defined charges is conserved, and it automatically follows that the second also is. A computer calculation furthermore confirms that these first two charges mutually commute. No example of this type is known where only the first charges are conserved, and we conjecture that all charges generated from this derivation are conserved and mutually commute (see also conjecture 2 in [9]).

In this section we are showing that the spin chain Hamiltonian of the three-state chiral Potts model can be re-expressed in terms of two coupled TL algebras. The three-state chiral Potts spin chain Hamiltonian (with periodic boundary conditions) is [8]

\[
H_{cp} = -\sum_{j=1}^{L} \sum_{n=1}^{2} \left( \alpha_n(X_j)^n + \bar{\alpha}_n(Z_jZ_{j+1})^n \right),
\]

where the operators \( X_j \) and \( Z_j \) satisfy

\[
X_i^3 = 1 \quad Z_i^3 = 1 \quad X_iZ_i = Z_iX_i \omega, \quad \omega := e^{i2\pi/3},
\]

\[
X_iX_j = X_jX_i \quad Z_iZ_j = Z_jZ_i \quad X_iZ_j = Z_jX_i, \quad i \neq j.
\]

Periodic boundary conditions are imposed by interpreting the values of indices \( i, j \) modulo \( L \), i.e. we impose \( X_{L+1} = X_1 \) and \( Z_{L+1} = Z_1 \). Unless otherwise stated, we implicitly assume the spin chains appearing in the text having periodic boundary conditions, and will refer to such spin chains as closed. By an open chain is implied a spin chain with free boundary conditions. In the chiral Potts chain, the Hamiltonian of an open chain is obtained from \( H_{cp} \) by dropping the terms \((Z_jZ_{j+1})^p, p = 1, 2\).
A commonly used convention is to define the parameters $\alpha$ and $\tilde{\alpha}$ as
\[\alpha_n = \frac{e^{i(2n-3)\phi/3}}{\sin \pi n/3}, \quad \tilde{\alpha}_n = \frac{e^{i(2n-3)\tilde{\phi}/3}}{\sin \pi n/3},\]
where, in the general case, $\phi$ and $\tilde{\phi}$ are independent parameters. Writing out the Hamiltonian more explicitly, we then obtain
\[H_{cp} = -\frac{2}{\sqrt{3}} \sum_{j=1}^{L} \left[ \lambda (e^{-i\phi/3}X_j + e^{i\phi/3}X_j^2) + e^{-i\tilde{\phi}/3}Z_j^2 + e^{i\tilde{\phi}/3}Z_{j+1}^2 \right].\]

The chiral Potts model is known \cite{11, 12} to possess an $R$-matrix when its parameters are related as follows:
\[\lambda \cos \phi = \cos \tilde{\phi}.\]

We refer to the set of solutions to this equation in $C^3$ as the integrability manifold for the chiral Potts model. Generic points on the integrability manifold correspond to spectral curves of higher genus. For $\phi = \tilde{\phi} = \pi/2$ (thus satisfying $\lambda \cos \phi = \cos \tilde{\phi}$), von Gehlen and Rittenberg \cite{13} showed that the Hamiltonian admits an infinite set of commuting conserved charges. Moreover, it follows from the results of \cite{5} that it possesses a symmetry generated by the Onsager algebra, rending the model superintegrable.

Introduce the combinations $e_i$ and $f_i$ according to
\[e_{2j-1} = 3^{-1/2}(\omega X_j + \omega^2 X_j^2 + 1), \quad e_{2j} = 3^{-1/2}(\omega Z_j + \omega^2 Z_j^2 + 1),\]
\[f_{2j-1} = 3^{-1/2}(\omega X_j^2 + \omega^2 X_j + 1), \quad f_{2j} = 3^{-1/2}(\omega Z_j^2 + \omega Z_j^2 + 1).\]
The following relations are straightforward to verify.
\[e_i^2 = \sqrt{3}e_i, \quad f_i^2 = \sqrt{3}f_i, \quad e_i e_j = e_j e_i, \quad f_i f_j = f_j f_i, \quad e_i f_j = f_j e_i \quad \text{for } |i-j| > 1,\]
\[e_i e_{i\pm 1} e_i = e_i, \quad f_i f_{i\pm 1} f_i = f_i, \quad e_i f_{i\pm 1} e_i = e_i, \quad f_i e_{i\pm 1} f_i = f_i, \quad e_i f_i = 0 = f_i e_i.\]
The operators $e_i$ and $f_i$ thus define two coupled TL algebras. Furthermore, the following four sets of quadratic relations (the first line expresses two sets) can be shown to follow from the definition of $e_i$ and $f_i$.
\[\pm \frac{i}{2}[e_i - f_i, e_{i\pm 1} + f_{i\pm 1}] + \frac{\sqrt{3}}{2}[e_i + f_i, e_{i\pm 1} - f_{i\pm 1}] = 2(e_{i\pm 1} - f_{i\pm 1})\]
\[\frac{i}{2}[e_i - f_i, e_{i-1} - f_{i-1}] = \frac{\sqrt{3}}{2}[e_{i-1} + f_{i-1}, e_i + f_i] = 0\]
\[\frac{3\sqrt{3}}{2}[e_i + f_i, e_{i-1} - f_{i+1}] - \frac{i}{2}[e_{i-1} - f_{i+1}, e_i - f_i] - 6(f_{i-1} + e_{i-1} - f_i + e_i) + 4\sqrt{3} = 0.\]

Here, $[\cdot, \cdot]$ denotes the anticommutator. Using relations (11) and (12) (one can also use (11) and (13), or (12) and (13)), one easily shows the following set of cubic relations
\[f_i e_{i\pm 1} e_i = \pm \frac{\omega - \omega^{-1}}{\sqrt{3}}(e_{i\pm 1} e_i - f_{i\pm 1} e_i) + \omega^{\pm 1} e_i,\]
\[e_i f_{i\pm 1} f_i = \pm \frac{\omega - \omega^{-1}}{\sqrt{3}}(e_{i\pm 1} f_i - f_{i\pm 1} f_i) + \omega^{\pm 1} f_i,\]
\[f_i f_{i\pm 1} e_i = \pm \frac{\omega - \omega^{-1}}{\sqrt{3}}(e_{i\pm 1} e_i - \omega^{\pm 1} f_{i\pm 1} e_i) + \omega^{\pm 1} e_i.\]
equivalent.

Restricting to the Hamiltonian takes the form

\[ H_{\lambda} = \sum_{i=1}^{L} \phi \sin \frac{2\pi}{3} e_{i-1} - \lambda \sin \frac{2\pi}{3} f_{i-1} \]

Consequently, in all the subsequent relations the indices \( i \) and \( j \) are interpreted modulo \( L \). In the case of an open chain, the elements \( e_{2L} \) and \( f_{2L} \) are absent, and the relations are the same as for a closed chain.

Writing out the Hamiltonian (5) in the new generators we obtain

\[
H_{\text{cp}} = -\frac{4}{3^{1/2}} \sum_{i=1}^{L} \left\{ \lambda \sin \left( \phi - \frac{2\pi}{3} e_{i-1} \right) - \lambda \sin \left( \phi + \frac{2\pi}{3} f_{i-1} \right) + \sin \left( \phi - \frac{2\pi}{3} e_{i-1} \right) - \sin \left( \phi + \frac{2\pi}{3} f_{i-1} \right) \right\}.
\]

Restricting to \( \phi = \phi = \lambda = 1 \), where an affine quantum group governs the integrability [14], the Hamiltonian takes the form

\[
H' = -\frac{4}{3^{1/2}} \sum_{i=1}^{L} \sin \left( \phi - \frac{2\pi}{3} e_{i} \right) - \sin \left( \phi + \frac{2\pi}{3} f_{i} \right) = -\frac{4}{3^{1/2}} \sin \phi - \frac{2\pi}{3} \sum_{i=1}^{L} \left( e_{i} - K(\phi) f_{i} \right),
\]

where

\[
K(\phi) = \frac{\sin \frac{\phi + 2\pi}{3}}{\sin \frac{\phi - 2\pi}{3}}.
\]

In the superintegrable case, \( \phi = \phi = \pi / 2 \), we instead obtain

\[
H'' = -\frac{4}{3^{1/2}} \sum_{i=1}^{L} \left( \lambda \left( e_{i-1} + \frac{1}{2} f_{i-1} \right) + \left( e_{i} + \frac{1}{2} f_{i} \right) \right).
\]

In the latter case it is convenient to redefine \( X_{i} \mapsto \omega X_{i} \), leaving all properties of \( X_{i} \) and \( Z_{i} \) invariant, which instead results in the superintegrable Hamiltonian

\[
H''' = -\frac{4}{3^{1/2}} \sum_{i=1}^{L} \left( \lambda \left( e_{i-1} - f_{i-1} \right) + \left( e_{i} - f_{i} \right) \right).
\]

One remark concerning these Hamiltonians is in order. Considering definitions (7) and (8) it is not surprising that the odd and even operators appear asymmetrically. It is therefore quite remarkable that the self-dual Hamiltonian with \( \lambda = 1 \), (23), takes the form that it does with odd and even operators appearing completely symmetrically.
For an open chain, the Hamiltonian (5) again takes the forms (22)–(26); the only difference is that the terms involving the (non-existent) elements $e_{2L}$ and $f_{2L}$ are absent.

Let us now define a (slight) generalization of the coupled TL algebra of the three-state chiral Potts chain. For $\gamma \in \mathbb{C}$, consider the unital associative algebra generated by $e_i$ and $f_i$, $i = 1, \ldots, n$, with relations

$$e_i^2 = \gamma e_i \quad f_i^2 = \gamma f_i \quad e_i e_j = e_j e_i \quad f_i f_j = f_j f_i \quad e_i f_j = f_j e_i, \quad \text{for } |i-j| > 1$$

$$e_i e_{i\pm 1} e_i = e_i \quad f_i f_{i\pm 1} f_i = f_i \quad e_i f_{i\pm 1} e_i = e_i \quad f_i e_{i\pm 1} f_i = f_i \quad e_i f_i = 0 = f_i e_i.$$  

In these relations the indices are interpreted modulo $n$, and the algebra thus contains two TL algebras of closed type. There is an open analogue of this algebra obtained by dropping the generators $e_n$ and $f_n$, together with the relations involving these. The open algebra thus contains two TL algebras of (conventional) open type. Both the closed and the open algebras so-defined are infinite dimensional for $n > 2$. To see this, consider the element $x = e_1 e_2 f_1 f_2$. It is straightforward to check that $x^n$ cannot be reduced to a word of shorter length for any $n \in \mathbb{Z}_+$. We would therefore like to consider a smaller algebra, and we do this by imposing additional relations. To this end, choose $\alpha \in \mathbb{C}\setminus \{0\}$ and define $\mu = \alpha - \alpha^{-1}$, $\gamma = \alpha + \alpha^{-1}$. Define the algebra $\tilde{A}_n(\alpha)$ (of closed type) by imposing the additional relations

$$\mu[e_i - f_i, e_{i\pm 1} + f_{i\pm 1}] + \gamma[e_i + f_i, e_{i\pm 1} - f_{i\pm 1}] + 4(f_{i\pm 1} - e_{i\pm 1}) = 0 \quad \text{(29)}$$

$$\mu[e_i - f_i, e_{i-1} - f_{i-1}] - \gamma[e_{i-1} + f_{i-1}, e_i + f_i] = 0. \quad \text{(30)}$$

As can be straightforwardly shown, the relation between $\mu$ and $\gamma$ is enforced, assuming $\gamma \neq 0$, lest the quadratic relations kill all the $e_i$ and $f_i$. Although we have no proof, we believe that the algebras $\tilde{A}_n(\alpha)$ are generically finite dimensional. For the, slightly degenerate, case of $n = 2$ this is easily confirmed, and we have checked a few less trivial cases by computer.

It will be useful to consider an even further reduced version, $A_n(\alpha)$, obtained by imposing the additional relations

$$k_1[e_i + f_i, e_{i-1} + f_{i-1}] + k_2[e_{i-1} - f_{i-1}, e_i - f_i] + k_3(e_i + f_i + e_{i-1} + f_{i-1}) + k_4 = 0. \quad \text{(31)}$$

where

$$k_1 = -3(\alpha + \alpha^{-1}) + \alpha^2 + \alpha^{-3} = \gamma(\gamma^2 - 6)$$

$$k_2 = \alpha - \alpha^{-1} - \alpha^3 + \alpha^{-3} = -\mu(\mu^2 + 2)$$

$$k_3 = 4(\alpha + \alpha^{-1})^2 = 4\gamma^2$$

$$k_4 = -8(\alpha + \alpha^{-1})(\alpha^2 + \alpha^{-2}) = -8\gamma(\gamma^2 - 2). \quad \text{(32)}$$

For the value $\alpha = e^{-\pi i/6}$, relations (29) and (30) are equivalent to (11) and (12), respectively, whereas relations (31) are equivalent to (13). It is straightforward to show that $A_n(\alpha)$ is finite dimensional as long as $\alpha \neq \pm i$, and that it is trivial for $\alpha = \pm 1$ (note that for these values of $\alpha$, either $\mu$ or $\gamma$ vanishes, leading to a non-generic form of (29)–(31)).

There are of course also open versions of these algebras, $\tilde{A}_n^o(\alpha)$ and $A_n^o(\alpha)$, respectively, obtained by removing the generators $e_n$ and $f_n$ and the corresponding relations. The algebra $\tilde{A}_n^o(\alpha)$, and therefore also $A_n^o(\alpha)$, is finite dimensional for every $n \in \mathbb{Z}_+$ (this may, for instance, be shown by induction on $n$).
3. A question of integrability

We will now examine whether the algebra \( \mathcal{A}_n(\alpha) \) leads to even more integrable models of the chiral Potts type. To this end we will consider Hamiltonians on closed chains which can be written in terms of some representation of an algebra \( \mathcal{A}_n(\alpha) \). In particular, periodicity of the chain is enforced by the closed type of algebra together with the appearance of all generators in the Hamiltonian. For exactly solvable nearest-neighbour spin chain models, the existence of an \( R \)-matrix guarantees the existence of an infinite number of commuting charges (for chains of infinite length). It was shown by Tetelman [15] that when the \( R \)-matrix satisfies a certain difference property with respect to the spectral parameters (corresponding to a spectral curve of genus one or less), these charges can be generated by a boost, or ladder, operator (see [16] for a review). Consider a periodic chain with \( L \) sites. If one starts out with a nearest-neighbour Hamiltonian

\[
H = \sum_{j=1}^{L} H_{j,j+1},
\]

then the boost operator \( D \) is another local operator such that the quantities \( Q_n, n \geq 0 \), defined recursively by

\[
Q_{n+1} = [D, Q_n] \quad \text{with} \quad Q_0 := H
\]

form a set of mutually commuting charges. In fact, it is too restrictive to demand that \( D \) is a well-defined operator; it is enough that the derivation \( [D, \cdot] \) is well defined. For an XYZ spin chain, one may define such a boost operator \( D_0 \) as

\[
D_0 = \sum_{j} jH_{j,j+1},
\]

and commutativity of the corresponding charges was shown in [17, 18].

Consider an abstract operator \( H \) together with a derivation \( \mathcal{D} \) of an operator algebra containing \( H \). The operators \( Q_n \) defined by \( Q_0 := \mathcal{D}, Q_{n+1} := \mathcal{D}(Q_n) \), are mutually commuting if and only if \([Q_{n+1}, Q_n] = 0\) for all \( n \geq 0 \). This follows straightforwardly by repeated application of the Leibniz property of \( \mathcal{D} \). In a given example one may hope to find an inductive proof of \([Q_{n+1}, Q_n] = 0\), \( n \geq 0 \), thus reducing the proof to showing \([Q_1, Q_0] = [\mathcal{D}(H), H] = 0\). For the XYZ chain, such a proof was outlined in [17]. An inductive step like that will necessarily depend on particular properties of a given example, or class of examples. However, we recall a conjecture (conjecture 2 in [9]) claiming that in a periodic, translationally invariant quantum chain with nearest-neighbour Hamiltonian \( H \), the existence of an operator \( D \) such that \([D, H] \) is non-trivial and \([D, [H, H]] = 0\), is enough to ensure the commutativity of the charges \( Q_n \) defined from the derivation \([D, \cdot]\).

Adopting the sentiment behind the latter conjecture, we will first search for a charge \( Q \) commuting with a certain type of nearest-neighbour Hamiltonian \( H \) in terms of a representation of \( \mathcal{A}_n(\alpha) \). As we will see, demanding the existence of such a charge gives a condition that for the chiral Potts case, \( \mathcal{A}_n(e^{-\pi i/6}) \), coincides with \( (6) \). We then show that there exists a derivation \([D, \cdot]\), generalizing \([D_0, \cdot]\) from the XYZ chain, such that \( Q \equiv Q_1 = [D, H] \). Assuming the conjecture above holds, integrability then follows. Although we have not found a proof of \([Q_{n+1}, Q_n] = 0\) directly from the relations of \( \mathcal{A}_n(\alpha) \), a computer calculation confirms that \([Q_2, Q_1] = 0\).

Let us consider the Hamiltonian

\[
H = \sum_{l} \tilde{\lambda}_1[\delta_1 e_{2l-1} - \epsilon_1 f_{2l-1}] + \tilde{\lambda}_2[\delta_0 e_{2l} - \epsilon_0 f_{2l}],
\]

and commutativity of the corresponding charges was shown in [17, 18].
where we have introduced

$$\delta_1 = (\sin \phi/3 - k \cos \phi/3) \quad \delta_0 = (\sin \tilde{\phi}/3 - k \cos \tilde{\phi}/3)$$

and

$$\epsilon_1 = (\sin \phi/3 + k \cos \phi/3) \quad \epsilon_0 = (\sin \tilde{\phi}/3 + k \cos \tilde{\phi}/3),$$

and where $e_i, f_i$ are assumed to belong to some representation of $A_n(\alpha)$. In the following it will be convenient to leave the normalization of both even and odd sites arbitrary, and we have done this by including the arbitrary constants $\tilde{\lambda}_1$ and $\tilde{\lambda}_2$. Note that for $k = \sqrt{3}, \tilde{\lambda}_1 = 2\lambda/\sqrt{3}, \tilde{\lambda}_2 = 2/\sqrt{3}$, this Hamiltonian takes the form (22). Define

$$Q_B := [D_0, H],$$

where $D_0$ is defined as in (34). In order to find a first commuting charge $Q$ we wish to find another operator $Q_E$ such that $Q = Q_B + Q_E$. We make the nearest-neighbour ansatz

$$Q_E = \sum_i d_i (e_{2i-1} + f_{2i-1}) + d_2(e_{2i-1} - f_{2i-1}) + d_3(e_{2i} + f_{2i}) + d_4(e_{2i} - f_{2i}),$$

and try to determine the parameters $d_i$ by demanding

$$[H, Q] = [H, Q_B + Q_E] = 0.$$

Consider first the simpler case when $\phi = \tilde{\phi} = 3\pi/2$ (the case when the Hamiltonian takes the form (26)). Then

$$[H, Q_B] = -3(\alpha - \alpha^{-1})\tilde{\lambda}_1 \tilde{\lambda}_2 \sum_i (\tilde{\lambda}_3 e_{2i} + f_{2i}, e_{2i+1} - f_{2i+1} + e_{2i-1} - f_{2i-1})$$

$$+ \tilde{\lambda}_2 (e_{2i+1} + f_{2i+1} + e_{2i} + f_{2i}).$$

(38)

From this we conclude that

$$Q_E = -3(\alpha - \alpha^{-1})\tilde{\lambda}_1 \tilde{\lambda}_2 \sum_i (e_{2i} + f_{2i} + e_{2i+1} + f_{2i+1}).$$

(39)

In the general case we have

$$[H, Q_B] = \sum_i a_1[e_{2i} - f_{2i}, e_{2i+1} + f_{2i-1} + e_{2i-1} - f_{2i-1}]$$

$$+ a_2[e_{2i} + f_{2i}, e_{2i+1} + f_{2i-1} + e_{2i-1} - f_{2i-1}]$$

$$+ a_3[e_{2i} - f_{2i}, e_{2i+1} + f_{2i-1} + e_{2i-1} - f_{2i-1}]$$

$$+ a_4[e_{2i} + f_{2i}, e_{2i+1} + f_{2i-1} + e_{2i-1} - f_{2i-1}],$$

(40)

with

$$a_1 = \tilde{\lambda}_1 \tilde{\lambda}_2 k(\tilde{\lambda}_1 (k^2 \cos^2 \phi/3 - 3 \sin^2 \phi/3) \cos \tilde{\phi}/3$$

$$- \tilde{\lambda}_2 (k^2 \cos^2 \tilde{\phi}/3 - 3 \sin^2 \tilde{\phi}/3) \cos \phi/3) (\alpha - \alpha^{-1})(\alpha^2 + \alpha^{-2} - 4)$$

$$a_2 = 2k\tilde{\lambda}_1 \tilde{\lambda}_2 (-\tilde{\lambda}_1 \cos \phi/3 + \tilde{\lambda}_2 \cos \tilde{\phi}/3) \sin \phi/3 \sin \tilde{\phi}/3 \frac{(\alpha + \alpha^{-1})^2}{\alpha - \alpha^{-1}}$$

$$a_3 = \tilde{\lambda}_1 \tilde{\lambda}_2 (k^2 \cos^2 \phi/3 - 3 \sin^2 \phi/3) + 2k^2 \tilde{\lambda}_1 \cos \tilde{\phi}/3 \cos \phi/3) \sin \phi/3 (\alpha - \alpha^{-1})$$

$$a_4 = -\tilde{\lambda}_1 \tilde{\lambda}_2 (\tilde{\lambda}_1 (k^2 \cos^2 \phi/3 - 3 \sin^2 \phi/3) + 2k^2 \tilde{\lambda}_2 \cos \phi/3 \cos \tilde{\phi}/3) \sin \phi/3 (\alpha - \alpha^{-1}).$$

(41)

The solution for $Q_E$ is then

$$d_1 = 2\tilde{\lambda}_1 \tilde{\lambda}_2 \sin \phi/3 \sin \tilde{\phi}/3 \frac{(\alpha + \alpha^{-1})^2}{\alpha - \alpha^{-1}}$$

\[J. \text{Phys. A: Math. Theor. 45 (2012) 155208]\n
\[J. \text{Fjelstad and T. M\
\[\text{ansson}]\]
\[ d_2 = -\tilde{\lambda}_1 \frac{1}{k} \sin(\tilde{\phi}/3) (\alpha - \alpha^{-1}) \left( \tilde{\lambda}_1 \left( k^2 + 3 - 2 \left( \frac{\alpha + \alpha^{-1}}{\alpha - \alpha^{-1}} \right) \right) \cos^2(\phi/3) \right. \\
+ 2 \left( \frac{\alpha + \alpha^{-1}}{\alpha - \alpha^{-1}} \right)^2 - 3 \right) + 2\tilde{\lambda}_2 k^2 \cos(\phi/3) \cos(\tilde{\phi}/3) \]
\[ d_3 = 2\tilde{\lambda}_1 \tilde{\lambda}_2 \sin(\tilde{\phi}/3) \sin(\phi/3) \left( \frac{\alpha + \alpha^{-1}}{\alpha - \alpha^{-1}} \right)^2 \]
\[ d_4 = -\tilde{\lambda}_2 \frac{1}{k} \sin(\phi/3) (\alpha - \alpha^{-1}) \left( \tilde{\lambda}_2 \left( k^2 + 3 - 2 \left( \frac{\alpha + \alpha^{-1}}{\alpha - \alpha^{-1}} \right) \right) \cos^2(\phi/3) \right. \\
+ 2 \left( \frac{\alpha + \alpha^{-1}}{\alpha - \alpha^{-1}} \right)^2 - 3 \right) + 2\tilde{\lambda}_1 k^2 \cos(\phi/3) \cos(\tilde{\phi}/3) \] (42)

together with the relation
\[ a_1 = d_4 \tilde{\lambda}_1 \sin(\phi/3) - d_2 \tilde{\lambda}_2 \sin(\phi/3). \] (43)
The latter relation can be written as an equation of the form
\[ \tilde{\lambda}_1 f(\phi, \tilde{\phi}) = \tilde{\lambda}_2 f(\phi, \phi), \] (44)
with
\[ f(\phi, \phi) = \frac{1}{3} (C_0 k^4 + 3 C_0 k^2 - 2 k^2 + C_1) \cos(\phi/3)^2 \cos(\phi/3)^2 \]
\[ + (2k^2 - 3 C_0 k^2 + 2 C_2 - 3) \cos(\phi/3)^2 - C_1 \cos(\phi/3)^2 - (2C_2 - 3) \cos(\phi/3) \] (45)
(the factor 1/3 has been chosen such that \( f(\phi, \phi) \) reduces to \( \cos \tilde{\phi} \) for \( k = \sqrt{3} \) and \( \alpha = \pm 3i/6 \)), where
\[ C_0 = \frac{\alpha^2 + \alpha^{-2}}{\alpha^2 + \alpha^{-2} - 4}, \quad C_1 = k^2 - \frac{2(\alpha + \alpha^{-1})^2}{(\alpha - \alpha^{-1})^2} + 3, \quad C_2 = \frac{(\alpha + \alpha^{-1})^2}{(\alpha - \alpha^{-1})^2}. \] (46)

It is straightforward to check that for \( k = \sqrt{3} \) and \( \alpha = \pm 3i/6 \) (i.e. the chiral Potts case), this reduces to
\[ \lambda \cos \phi = \cos \tilde{\phi} \quad \tilde{\lambda} = \frac{\lambda}{\tilde{\lambda}_2}. \] (47)

Thus, in the chiral Potts case the condition of having a ‘first’ commuting charge coincides with the condition for the model to possess an R-matrix. We will therefore interpret (43) as an integrability condition for the Hamiltonian (35). Note, however, that the solution (42) does not exist when \( \alpha = \pm 1, \phi = n3\pi/2, \) or \( \tilde{\phi} = n3\pi/2. \)

Next we will show that there exists an operator \( D, \) a generalization of the boost operator, such that we can write \( Q \equiv Q_1 = [D, H], \) where \( H \) is the Hamiltonian in (35) with the choice \( \tilde{\lambda}_1 = f(\phi, \tilde{\phi}) \) and \( \lambda_2 = f(\phi, \phi). \) Let us write the Hamiltonian as
\[ H = \sum_i h_{i,i+1}, \] (48)
\[ h_{2i-1,2i}(k) = -k f(\phi, \tilde{\phi}) \cos \phi/3 (e_{2i-1} + f_{2i-1}) + f(\tilde{\phi}, \phi) \sin \phi/3 (e_{2i-1} - f_{2i-1}) \] (49)
\[ h_{2i,2i+1}(k) = -k f(\phi, \tilde{\phi}) \cos \phi/3 (e_2 + f_2) + f(\phi, \tilde{\phi}) \sin \phi/3 (e_2 - f_2), \]
where the function \( f \) is written out in (45). As we have seen, the existence of a first commuting charge implies condition (44) which now is identically satisfied because of our choice of \( \lambda_1 \) and \( \lambda_2. \) We have already shown that the first commuting charge is of the form
\[ Q_1 = [D_0, H] + Q_E, \] (50)
for a nearest-neighbour term $Q_E$. We want to show that $Q_E$ can be obtained by taking derivatives of $H$ with respect to the parameters according to

$$ Q_E = D_E H, \quad \text{with} \quad D_E := \beta \partial_\phi + \bar{\beta} \partial_{\bar{\phi}}. \quad (51) $$

Interpreting condition (51) as an equation for $\beta$, $\bar{\beta}$ and $k$, it turns out that this equation can be solved (see appendix B for details). We will not write out the general solution for $\beta$ and $\bar{\beta}$ (these can be found from equations (B.5) and (B.6)). The equation for $k$ reads

$$ f(\phi, \bar{\phi}) f(\bar{\phi}, \phi) (d_{1ex} \cos \phi/3 - d_{2ex} \sin \phi/3) + (d_{1ex} \sin \phi/3 + d_{2ex} \cos \phi/3) f(\phi, \bar{\phi}) f(\bar{\phi}, \phi) \bar{\beta} - f(\phi, \bar{\phi}) f(\bar{\phi}, \phi) \beta = 0, $$

(52)

where the $d_{iex}$ are defined in equation (B.8). Note that the equation above does not have any $k$’s in the denominator. The degree of $f(\phi, \bar{\phi})$ in terms of $k^2$ is 2, while $d_{1ex}$, $d_{2ex}$, $d_{3ex}$ and $d_{4ex}$ are all of degree 2 (it is not obvious that $d_{2ex}$ and $d_{4ex}$ are of this order but it has been checked that the degree 4 terms cancel out). Thus one would expect that this equation is of order 6 in $k^2$. However, the terms of order 6, and 0 both vanish, as has been checked using Sage math. This means that we have an equation of degree 4 for $k^2$. A solution to the equation for the particular case when $\phi = \pi/7$ and $\bar{\phi} = \pi/3$ can be seen in figure 1 as a function of $\alpha$.

![Figure 1. The \( \alpha \)-dependence of one of the four roots \( k^2 \) of equation (52) for \( \phi = \pi/7 \) and \( \bar{\phi} = \pi/3 \).](image)

To summarize, we have now shown that we can generate the first charge of the Hamiltonian (49), with the parameter $k$ solving equation (52), as follows.

$$ Q_1 = [D, H] \quad \text{and} \quad D(k) = \sum_i iH_{i,i+1} + D_E. \quad (53) $$

Here, $D_E$ is defined as in (51) where $\beta$ and $\bar{\beta}$ are obtained from equations (B.5) and (B.6).

Interestingly, in the case $\alpha = e^{-\pi i/6}$ of the chiral Potts model, equation (52) is identically satisfied for all $k$. In this case $k$ is thus a free parameter, and for the choice $k = \sqrt{3}$ (corresponding to the chiral Potts Hamiltonian) the form of $D_E$ simplifies

$$ D_E = \beta \partial_\phi + \bar{\beta} \partial_{\bar{\phi}}, \quad \beta = i3\sqrt{3} \cos \phi \sin \phi, \quad \bar{\beta} = i3\sqrt{3} \cos \bar{\phi} \sin \phi. \quad (54) $$
By the conjecture of [9] we expect the charges $Q_n$ defined recursively using $D$, to form (for an infinite chain) an infinite set of commuting conserved charges. So far we have not been able to provide a general proof of this. However, we have checked by computer that $[Q_2, Q_1] = 0$. Using the derivation property of $[D(k), \cdot ]$ it furthermore follows straightforwardly that $[Q_4, H] = 0 = [Q_3, Q_1] = [Q_3, H] = [Q_2, H]$.

We may now use our generalized boost operator to obtain explicit forms of the charges. For instance, as we have already seen

$$Q_1 = - \sum_i [h_{i,i+1}, h_{i+1,i+2}] + D_E H, \quad (55)$$

and furthermore

$$Q_2 = \sum_i 2[h_{i,i+1}, [h_{i+1,i+2}, h_{i+2,i+3}]] + [h_{i,i+1}, [h_{i+1,i+2}, h_{i+1,i+3}]] - X_i$$

$$- 2[h_{i,i+1}, D_E h_{i+1,i+2}] + [h_{i+1,i+2}, D_E h_{i,i+1}] + D_E D_E H, \quad (56)$$

where $X_i$ is defined from

$$[h_{i,i+1}, [h_{i+1,i+2}, h_{i+1,i+3}]] - D_E h_{i+1,i+2} + [h_{i+1,i+2}, [h_{i+1,i+3}, h_{i+1,i+2}]] - D_E h_{i+1} = X_i - X_{i+1}. \quad (57)$$

This last equation is a generalization of the Reshetikhin criterion.

In the Onsager integrable case, $\lambda$ is a free parameter, and using the original form of the Hamiltonian ($\tilde{\lambda}_1 = \lambda$ and $\tilde{\lambda}_2 = 1$), the chiral Potts boost operator can be written as

$$D_E = -i3\sqrt{3}(\partial_{\theta} + \lambda \partial_{t}). \quad (58)$$

This implies

$$D_E D_E H = \sum_i 3\lambda((e_{2i-1} - f_{2i-1}) + \lambda(e_{2i} - f_{2i})) \quad (59)$$

and

$$X_{2i} = -6\lambda((e_{2i-1} - f_{2i-1}) + \lambda(e_{2i} - f_{2i}). \quad (60)$$

leading to

$$Q_2 = \sum_i 2[h_{i,i+1}, [h_{i+1,i+2}, h_{i+2,i+3}]] + [h_{i,i+1}, [h_{i+1,i+2}, h_{i+1,i+3}]]$$

$$- 2[h_{i,i+1}, D_E h_{i+1,i+2}] + [h_{i+1,i+2}, D_E h_{i,i+1}]$$

$$+ 9\lambda((e_{2i-1} - f_{2i-1}) + \lambda(e_{2i} - f_{2i}). \quad (61)$$

4. The Onsager algebra and $\mathcal{A}_n(\alpha)$

In Onsager’s first solution of the Ising model, an algebra, now known as the Onsager algebra, played a central role. The Onsager algebra is spanned by generators $A_n, G_n, n \in \mathbb{Z}$, satisfying

$$[A_m, A_i] = 4G_{m-i} \quad [A_m, G_i] = 2(A_{m-1} - A_{m+i}) \quad [G_m, G_i] = 0. \quad (62)$$

Consider a Hamiltonian of the form

$$H \propto A_0 + \lambda A_1. \quad (63)$$

If $A_0$ and $A_1$ are generators of the Onsager algebra, one can construct charges commuting with the Hamiltonian. In order for a model with Hamiltonian (62) to exhibit an Onsager algebra, it is enough that $A_0$ and $A_1$ satisfy the Dolan–Grady condition

$$[A_1, [A_1, [A_1, A_0]]] = 16[A_1, A_0] \quad [A_0, [A_0, [A_0, A_1]]] = 16[A_0, A_1]. \quad (63)$$
The factor of 16 is due to a particular normalization. Since the chiral Potts model satisfies this at the special point \( \phi = \hat{\phi} = \pi / 2 \), it is natural to ask as if the algebra \( \mathcal{A}_n(\alpha) \) can be related to the Onsager algebra in greater generality.

Let us make an ansatz for the \( A_0 \) and \( A_1 \)

\[
A_0 = k \sum_i (e_{2i} - f_{2i}) \quad A_1 = k \sum_i (e_{2i+1} - f_{2i+1}),
\]

where \( e_i \) and \( f_i \) lie in a representation of \( \mathcal{A}_n(\alpha) \). Of course, any Hamiltonian of the form (62) is Onsager integrable if there is a choice of \( k \) such that \( A_0 \) and \( A_1 \) satisfy (63). Adopting periodic boundary conditions, and disregarding the cases \( \gamma = \pm 2 \) or \( \gamma = 0 \) (which need separate treatment) and \( \gamma = \pm \sqrt{6} \) (where our analysis does not apply), we obtain

\[
\begin{align*}
[A_1, [A_1, [A_1, A_0]]] &= k^{-2} \left( 12 + 36 \frac{(\alpha - \alpha^{-1})^2}{\alpha^2 + \alpha^{-2} - 4} + \gamma^2 \right) [A_1, A_0] \\
[A_0, [A_0, [A_0, A_1]]] &= k^{-2} \left( 12 + 36 \frac{(\alpha - \alpha^{-1})^2}{\alpha^2 + \alpha^{-2} - 4} + \gamma^2 \right) [A_0, A_1].
\end{align*}
\]

(65)

See appendix C for technical details. From this we conclude that the Dolan–Grady condition is satisfied when

\[
k = \frac{1}{4} \sqrt{\frac{23 + 3\sqrt{73}}{2} \pm \frac{3}{2} \sqrt{(197 - 23\sqrt{73})}},
\]

as long as the right-hand side (RHS) of this expression does not vanish. The vanishing of the RHS is a fourth-order equation in \( \alpha^2 \) whose solutions do not coincide with any of the cases we already exempted from treatment, and thus there are an additional eight values of \( \alpha \) where \( \mathcal{A}_n(\alpha) \) does not imply the Dolan–Grady condition

\[
\alpha^2 = -\frac{23 \pm 3\sqrt{73}}{2} \pm \frac{3}{2} \sqrt{(197 - 23\sqrt{73})},
\]

(66)

where the two choices of sign are independent. In the generic case, however, one can construct a representation of the Onsager algebra from any representation of the algebra \( \mathcal{A}_n(\alpha) \). Note that the case \( \mathcal{A}_n(e^{-\pi i / 6}) \) implies

\[
k = \frac{3\sqrt{3}}{4}.
\]

(67)

Let us now consider the special case of \( \alpha = \pm 1 \) \( (\Rightarrow \gamma = \pm 2, \mu = 0) \). In this case we neither need to assert periodicity, nor do we need to impose relations (31) in order to check the Dolan–Grady condition. In other words, we may work with either of the (closed, respectively, open) algebras \( \mathcal{A}_n(\alpha) \) or \( \tilde{\mathcal{A}}_n(\alpha) \). The calculations simplify and we obtain

\[
[A_1, [A_1, [A_1, A_0]]] = 16k^2[A_1, A_0] \quad [A_0, [A_0, [A_0, A_1]]] = 16k^2[A_0, A_1],
\]

(68)

implying \( k = 1 \). The other special case, \( \alpha = \pm i \), also does not require periodicity or (31). The calculations again simplify, and we obtain

\[
[A_1, [A_1, [A_1, A_0]]] = 24k^{-2}[A_1, A_0] \quad [A_0, [A_0, [A_0, A_1]]] = 24k^{-2}[A_0, A_1],
\]

(69)

implying \( k = \sqrt{3/2} \). For details of the calculations we refer to appendix C.

One remark is in order. The factors of \( \alpha^2 + \alpha^{-2} - 4 \) in the denominators of (65) of course exclude \( \alpha^2 = 2 \pm \sqrt{3} \), i.e. \( \gamma = \pm \sqrt{6} \). In fact, the whole analysis fails in this case, not only the final formula. This can be traced back to vanishing of the constant \( k_1 \) in (31). We have seen no other signs of the corresponding values of \( \alpha \) leading to special properties of \( \mathcal{A}_n(\alpha) \) or of corresponding physical models.
5. Some realizations of coupled TL algebras

5.1. The staggered XXZ model as a representation of \( \hat{A}_n(1) \)

In this section we will see that in fact the staggered/alternating isotropic XY Heisenberg spin chain is superintegrable and that the staggered/alternating XXZ Heisenberg spin chain can be written with generators of \( \hat{A}_n(1) \). First let us write down the conventional spin 1/2 representation of the TL algebra with \( e_i = 2 \epsilon_i \) expressed in terms of Pauli matrices

\[
e_i = (1 - \sigma_i \sigma_{i+1}^z + \sigma_{i+1}^x \sigma_i^x + \sigma_i^y \sigma_{i+1}^y)/2.
\]

(70)

\[
\sigma^+ = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^- = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(71)

Define \( f_i \) as

\[
f_i = (1 - \sigma_i \sigma_{i+1}^z - \sigma_{i+1}^x \sigma_i^x - \sigma_i^y \sigma_{i+1}^y)/2.
\]

(72)

It is straightforward to verify that \( f_i \) and \( e_i \) satisfy relations (27)–(30), with \( \alpha = 1 \). Note that (31) is not satisfied, but as we have seen, we nevertheless obtain a representation of the Onsager algebra from \( \hat{A}_n(1) \). With these definitions we have

\[
e_i + kf_i = ((1 + k)(1 - \sigma_i \sigma_{i+1}^z) + (1 - k)(\sigma_{i+1}^x \sigma_i^x + \sigma_{i+1}^y \sigma_i^y))/2.
\]

(73)

This interaction term is exactly the interaction term of the XXZ Heisenberg spin chain. We consider a periodic four-parameter Hamiltonian

\[
H = \sum_i \lambda_1(e_{2i} + k_1 f_{2i}) + \lambda_2(e_{2i+1} + k_2 f_{2i+1}),
\]

which in the XXZ representation (70), (72) takes the following form:

\[
H = \sum_i \lambda_1(e_{2i} + k_1 f_{2i}) + \lambda_2(e_{2i+1} + k_2 f_{2i+1})
\]

\[
= \sum_i \lambda_1((1 + k_1)(1 - \sigma_2 \sigma_{2i}^z) + (1 - k_1)(\sigma_2^x \sigma_{2i+1}^x + \sigma_2^y \sigma_{2i+1}^y))/2
\]

\[
+ \lambda_2((1 + k_2)(1 - \sigma_2 \sigma_{2i+1}^z) + (1 - k_2)(\sigma_2^x \sigma_{2i+2}^x + \sigma_2^y \sigma_{2i+2}^y))/2.
\]

(74)

The superintegrable case corresponds to \( k_1 = k_2 = -1 \), and the model then reduces to the staggered XX Heisenberg model (isotropic XY). A direct proof that this model is integrable was presented in [19], but to the best of our knowledge it was not previously known to be superintegrable. Another special case of the staggered XXZ model above has previously been shown to be integrable

\[
H = \sum_i ((1 + k_1)(1 + \sigma_i \sigma_{i+1}^z) + (1 - k_1)(-1)^i(\sigma_i \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y))/2.
\]

(75)

This was shown in [20] to be mapped to a particular case of the XXZ model with Dzyaloshinski–Moriya interaction [21–23]

\[
H = \sum_i \sigma_i^x \sigma_{i+1}^x - \sigma_i^z \sigma_{i+1}^z + \lambda_2 \sigma_i^y \sigma_{i+1}^z,
\]

(76)

which is known to be integrable [24].
5.2. A coupled TL algebra for $SU(N)$ spin chains

We can easily find a large class of models related to the algebra described by relations (27) and (28). Denote by $\{ J^\beta_\alpha \}_{\alpha,\beta=1}^N$ a basis of $\mathfrak{gl}_N$ in the representation $N$ restricting to the defining representation of $\mathfrak{sl}_N$, and where $T := \sum_a J^a_\alpha$ acts as the identity, with the commutators

$$[J^\beta_\alpha, J^\gamma_\gamma] = \delta^\beta_\gamma J^\alpha_\alpha - \delta^\gamma_\alpha J^\beta_\beta.$$  

Furthermore, let $\tilde{J}^\beta_\alpha$ denote the same basis in the contragredient representation $N^+$. It is straightforward to check that these representations satisfy

$$J^\beta_\alpha J^\gamma_\gamma = \delta^\beta_\gamma J^\alpha_\alpha$$  

(77)

$$\tilde{J}^\beta_\alpha \tilde{J}^\gamma_\gamma = -\delta^\beta_\alpha \tilde{J}^\gamma_\gamma.$$  

(78)

Consider a chain where odd sites contain the representation $N$ and even sites contain its contragredient $N^+$. Define for each site $i$ the operator $e_i$ as

$$e_i := \begin{cases} 
- \sum_{\alpha,\beta} J^\beta_\alpha \otimes \tilde{J}^\gamma_\gamma & \text{if } i \text{ is odd}, \\
- \sum_{\alpha,\beta} \tilde{J}^\beta_\alpha \otimes J^\gamma_\gamma & \text{if } i \text{ is even}. 
\end{cases}$$  

(79)

These then satisfy the defining relations of a TL algebra. Note that the $e_i$ are $SU(N)$ (or rather $GL(N)$) invariant. Such chains with nearest-neighbour Hamiltonians expressed in terms of the $e_i$, i.e. the most general $SU(N)$ invariant nearest-neighbour Hamiltonians on chains with alternating representations $N$ and $N^+$, were studied in [10] using an oscillator realisation. See also [25] where the symmetries of these models were studied. Using the notation $\xi = e^{i\pi i/N}$, we define another set of operators as

$$f_i := \begin{cases} 
- \sum_{\alpha,\beta} \xi^{a-b} J^\beta_\alpha \otimes \tilde{J}^\gamma_\gamma & \text{if } i \text{ is odd}, \\
- \sum_{\alpha,\beta} \xi^{a-b} \tilde{J}^\beta_\alpha \otimes J^\gamma_\gamma & \text{if } i \text{ is even}. 
\end{cases}$$  

(80)

Unlike $e_i$, the operators $f_i$ only commute with a Cartan subalgebra spanned by elements $J^a_\alpha$ (no summation). A straightforward calculation confirms that $e_i$ and $f_i$ satisfy (27) and (28) with $\gamma = N$. They do not, however, satisfy (all of the) relations (29)–(31). Note, however, that with the conventional inner product on the representations, such that $(J^a_\alpha)^\dagger = J^a_\alpha$, both $e_i$ and $f_i$ are Hermitian. A $SU(N)$-invariant nearest-neighbour Hamiltonian of the form

$$H_0 = \sum_i \lambda_i e_i,$$

for some choice of couplings $\lambda_i$, can now be generalized to a $U(1)^{N-1}$-invariant Hamiltonian

$$H = H_0 + \sum_i \kappa_i f_i.$$  

(81)

6. Discussion

The results in this paper indicate that a study of representations of $A_{\alpha}(\alpha)$ and $\tilde{A}_{\alpha}(\alpha)$ may be fruitful. Using any representation one can immediately write down integrable, and even superintegrable, Hamiltonians. Due to the algebraic structure we expect such models to have similar physical behaviour to the chiral Potts model. We are, however, left with several open questions.
So far we did not investigate in detail the structure of the algebras $A_n(\alpha)$ and $\tilde{A}_n(\alpha)$. It is not difficult to see that the dimension of $A_2(\alpha) = A_2'(\alpha)$ (for generic $\alpha$) is 9. We have not determined the dimension for general $n$, however, and this appears not to be completely straightforward. We also do not know for which values of $\alpha$ the algebras are simple, semisimple, respectively, non-semisimple.

A representation of a conventional TL algebra automatically gives an $R$-matrix. It would be very interesting to find a way to construct $R$-matrices from representations of $A_n(\alpha)$, and to compare with the $R$-matrix of the chiral Potts model.

We have in this paper restricted ourselves to the three-state model, but there exist natural generalizations to an arbitrary $N$-state chiral Potts chain resulting in $N - 1$ types of TL generators.

One important open question is how to prove that the charges produced by our conjectured generalization of a boost operator are conserved and mutually commuting. In known examples, the boost operator is directly related to corner transfer matrices (CTMs) [26], and Baxter’s method to calculate order parameters using the CTM [27, 28] has proved useful in both the Ising model and the XYZ model. There have been several attempts to apply Baxter’s CTM method to the chiral Potts model, but it has been explained [29] how the lack of difference property makes it impossible to use the same technique. If it can indeed be shown that our candidate is a suitable generalization of a boost operator, one may speculate that this could analogously be related to a suitable generalization of the CTM for the chiral Potts model.

The direct generalizations of the superintegrable chiral Potts model obtained from $A_n(\alpha)$ lead to a new class of superintegrable models. It would be interesting to find explicit examples of physical models which can be represented in this way. The presence of an Onsager algebra leads to some universal physical information, e.g., an Ising-like spectrum of the corresponding Hamiltonian [30]. A better knowledge of superintegrable models may yield more information about which features are universal from the Onsager algebra. We have found that the isotropic XY spin chain is an example of this form, but additional examples would be valuable.

Finally, we note that two copies of TL algebras have previously appeared in the context of Lorentz lattice gases [31]. In that particular work, however, the two algebras are mutually commuting, leading to a rather different structure compared to our algebras $A_n(\alpha)$.
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Appendix A. Useful identities in $A_n(\alpha)$

From the quadratic relations (29) and (30), one derives

\[
\begin{align*}
fe_{i\pm 1}e_i &= \alpha^{\pm 1}(e_{i\pm 1}e_i + \alpha^{\mp 2}f_{i\pm 1}e_i - \alpha^{\mp 1}e_i) \\
e_i e_{i\pm 1}f_i &= \alpha^{\pm 1}(e_{i\pm 1}f_i + \alpha^{\pm 2}f_{i\pm 1}f_i - \alpha^{\mp 1}f_i) \\
f_i f_{i\pm 1}e_i &= \alpha^{\pm 1}(\alpha^{\pm 2}e_{i\pm 1}e_i + f_{i\pm 1}e_i - \alpha^{\mp 1}e_i) \\
e_i f_{i\pm 1}f_i &= \alpha^{\pm 1}(\alpha^{\mp 2}e_{i\pm 1}f_i + f_{i\pm 1}f_i - \alpha^{\mp 1}f_i),
\end{align*}
\]

(A.1)
which are equivalent with
\[ f_i e_{i\pm 1} e_i = \alpha^{\mp 1} (f_i e_{i\pm 1} + \alpha^{\mp 2} f_i e_{i\pm 1} - \alpha^{\mp 1} f_i) \]
\[ e_i e_{i\pm 1} f_i = \alpha^{\pm 1} (e_i e_{i\pm 1} + \alpha^{\pm 2} e_i e_{i\pm 1} - \alpha^{\pm 1} e_i) \]
\[ f_i f_{i\pm 1} e_i = \alpha^{\pm 1} (\alpha^{\mp 2} f_i e_{i\pm 1} + f_i f_{i\pm 1} - \alpha^{\mp 1} f_i) \]
\[ e_i f_{i\pm 1} f_i = \alpha^{\pm 1} (\alpha^{\mp 2} e_i f_{i\pm 1} + e_i f_{i\pm 1} - \alpha^{\mp 1} e_i) \]

(A.2)

Using these cubic relations it is straightforward to derive other useful relations. The following two relations are used in the calculation of the first commuting charge.
\[ e_i e_{i\mp 1} f_i + f_i f_{i\mp 1} e_i + f_i e_{i\pm 1} e_i + e_i f_{i\pm 1} f_i = (\alpha^2 + \alpha^3)(\frac{1}{4}(\alpha + \alpha^{-1})[e_{i\mp 1} + f_{i\mp 1}, e_i + f_i] \]
\[ = \frac{1}{2}(\alpha - \alpha^{-1})(e_{i\mp 1} - e_{i\mp 1}, f_i - e_i)](e_i + f_i) \]
\[ = (\alpha + \alpha^{-1})(\frac{1}{4}(e_{i\pm 1} + e_{i\mp 1}, f_i - e_i) - (\alpha^2 + \alpha^3)(e_i + f_i) \]
\[ - (k_3 (e_i + f_i + e_{i\pm 1} + f_{i\mp 1} + k_4)/4 \]

(A.3)

The following relation is needed in the Onsager computation.
\[ e_i e_{i\pm 1} f_i - f_i f_{i\pm 1} e_i + f_i e_{i\pm 1} e_i - e_i f_{i\pm 1} f_i \]
\[ = \frac{1}{2}(\alpha^2 + \alpha^3 - \alpha - \alpha^{-1})(f_i e_{i\pm 1} - e_i f_{i\pm 1}, f_i + e_i) \]
\[ = \frac{1}{2}((\alpha^3 - \alpha^3 + \alpha + \alpha^{-1})[f_{i\pm 1} + e_{i\pm 1}, f_i - e_i] \]
\[ = (\alpha + \alpha^{-1})(\frac{1}{4}[f_{i\pm 1} + e_{i\pm 1}, f_i - e_i]) - (\alpha^3 + \alpha^3)(f_{i\pm 1} - e_{i\pm 1})) \]

(A.4)

The following relation is needed in the Onsager computation.
\[ e_i e_{i\pm 1} f_i - f_i f_{i\pm 1} e_i + f_i e_{i\pm 1} e_i - e_i f_{i\pm 1} f_i \]
\[ = (\alpha^2 - \alpha^2)(\frac{1}{2}(\alpha + \alpha^{-1})[e_{i\pm 1} + f_{i\pm 1}, e_i + f_i] + \frac{1}{2}(\alpha - \alpha^{-1})) \]
\[ \times [f_{i\pm 1} - e_{i\pm 1}, f_i - e_i] (e_i + f_i)] \]
\[ = (\alpha + \alpha^{-1})k_3 (f_{i\pm 1} + e_{i\pm 1} + f_i + e_i)) \mp (e_i + f_i) + \mp k) \]

(A.5)

In the last expression, \( k \) is a numerical constant.

Appendix B. Details of boost operator calculations

We start with the Hamiltonian
\[ H = \sum_i -k f(\phi, \phi) \cos \phi/3 (e_{2i-1} + f_{2i-1}) + f(\phi, \phi) \sin \phi/3 (e_{2i-1} - f_{2i-1}) \]
\[ - k f(\phi, \phi) \cos \phi/3 (e_{2i} + f_{2i}) + f(\phi, \phi) \sin \phi/3 (e_{2i} - f_{2i}). \]

(B.1)

From the equation
\[ \tilde{\beta} \frac{\partial H}{\partial \phi} + \tilde{\alpha} \frac{\partial H}{\partial \phi} = cH + QE \]

(B.2)

\( c \) is a free parameter we obtain from the freedom to add something proportional to the Hamiltonian to \( QE \), we obtain the following equations:
\[ d_3 - c k f(\phi, \phi) \cos \phi/3 = \left( \tilde{\beta} \frac{3}{3} f(\phi, \phi) k \sin \phi/3 - (\beta \partial_\phi f(\phi, \phi) + \tilde{\beta} \partial_\phi f(\phi, \phi)) k \cos \phi/3 \right) \]
where \( C \) gives

We obtain four equations with four parameters (16)

Here

just as in the Hamiltonian (49), in contrast to the general expression of (35).

We use equations (B.6) and (B.5) to solve for \( \tilde{\beta} \) and \( \beta \). The other two equations can be combined in such a way that we get rid of the \( c \) dependence, and we obtain an equation for \( k \)

\begin{align*}
&d_1 + cf(\phi, \bar{\phi}) \sin \bar{\phi}/3 = \left( \frac{\bar{\beta}}{3} f(\phi, \bar{\phi}) \cos \bar{\phi}/3 + (\beta \partial_\phi f(\phi, \bar{\phi}) + \bar{\beta} \partial_{\bar{\phi}} f(\phi, \bar{\phi})) \sin \bar{\phi}/3 \right) \\
&d_1 - ckf(\bar{\phi}, \phi) \cos \phi/3 = \left( \frac{\bar{\beta}}{3} f(\bar{\phi}, \phi) k \sin \phi/3 - (\beta \partial_\phi f(\bar{\phi}, \phi)) + \bar{\beta} \partial_{\bar{\phi}} f(\bar{\phi}, \phi) \right) k \cos \phi/3 \\
&d_2 + cf(\bar{\phi}, \phi) \sin \phi/3 = \left( \frac{\bar{\beta}}{3} f(\bar{\phi}, \phi) \cos \phi/3 + (\beta \partial_\phi f(\bar{\phi}, \phi)) + \bar{\beta} \partial_{\phi} f(\bar{\phi}, \phi) \right) \sin \phi/3 \\
&d_2 - ckf(\phi, \bar{\phi}) \cos \bar{\phi}/3 = \left( \frac{\bar{\beta}}{3} f(\phi, \bar{\phi}) k \sin \bar{\phi}/3 - (\beta \partial_\phi f(\phi, \bar{\phi})) + \bar{\beta} \partial_{\phi} f(\phi, \bar{\phi}) \right) k \cos \bar{\phi}/3.
\end{align*}

(B.3)

We use equations (B.6) and (B.5) to solve for \( \tilde{\beta} \) and \( \beta \). The other two equations can be combined in such a way that we get rid of the \( c \) dependence, and we obtain an equation for \( k \)

\begin{align*}
&d_1 \sin \phi/3 + d_2 k \cos \phi/3 = \frac{\beta}{3} f(\phi, \bar{\phi}) k \\
&d_1 \cos \phi/3 - d_2 k \sin \phi/3 - ckf(\phi, \bar{\phi}) = -(\beta \partial_\phi f(\phi, \bar{\phi}) + \bar{\beta} \partial_{\bar{\phi}} f(\phi, \bar{\phi})).
\end{align*}

(B.5)

Likewise for the last two rows

\begin{align*}
&d_3 \sin \bar{\phi}/3 + d_4 k \cos \bar{\phi}/3 = \frac{\bar{\beta}}{3} f(\phi, \bar{\phi}) k \\
&d_3 \cos \bar{\phi}/3 - d_4 k \sin \bar{\phi}/3 - ckf(\phi, \bar{\phi}) = -(\beta \partial_\phi f(\phi, \bar{\phi}) + \bar{\beta} \partial_{\phi} f(\phi, \bar{\phi})).
\end{align*}

(B.6)

We use equations (B.6) and (B.5) to solve for \( \tilde{\beta} \) and \( \beta \). The other two equations can be combined in such a way that we get rid of the \( c \) dependence, and we obtain an equation for \( k \)

\begin{align*}
&f(\phi, \bar{\phi}) f(\phi, \bar{\phi}) (d_{3ex} \sin \phi/3 - d_{4ex} \cos \phi/3) \\
&- (d_{3ex} \sin \bar{\phi}/3 + d_{4ex} \cos \bar{\phi}/3) (f(\phi, \bar{\phi}) \partial_{\bar{\phi}} f(\phi, \bar{\phi}) - f(\phi, \bar{\phi}) \partial_{\phi} f(\phi, \bar{\phi})) \\
&- f(\phi, \bar{\phi}) f(\phi, \bar{\phi}) (d_{2ex} \cos \phi/3 - d_{2ex} \sin \phi/3) \\
&+ (d_{1ex} \sin \phi/3 + d_{2ex} \cos \phi/3) (f(\phi, \bar{\phi}) \partial_{\phi} f(\phi, \bar{\phi}) - f(\phi, \bar{\phi}) \partial_{\bar{\phi}} f(\phi, \bar{\phi})) = 0.
\end{align*}

(B.7)

where

\begin{align*}
&d_{1ex} = \frac{d_1}{f(\phi, \bar{\phi})}, \\
&d_{2ex} = k \frac{d_2}{f(\phi, \bar{\phi})}, \\
&d_{3ex} = \frac{d_3}{f(\phi, \bar{\phi})}, \\
&d_{4ex} = k \frac{d_4}{f(\phi, \bar{\phi})}.
\end{align*}

(B.8)

Note that these terms do not contain \( k \) in the denominator.
Appendix C. Details of Onsager calculations

Here we have collected some important details used in verifying the Dolan–Grady conditions. Let us consider the left-hand side of equation (63) (summation over the index $i$ is suppressed).

$$\begin{align*}
[A_0[A_0,A_1]] &= 6[e_{2i_1}e_{2i_2}e_{2i_3}e_{2i_4} + f_{2i_1}e_{2i_2}e_{2i_3}e_{2i_4} - e_{2i_1}f_{2i_2}e_{2i_3}e_{2i_4} - f_{2i_1}f_{2i_2}e_{2i_3}e_{2i_4}] \\
&+ 6[e_{2i_1}e_{2i_2}e_{2i_3} - f_{2i_1}e_{2i_2}e_{2i_3} + e_{2i_1}f_{2i_2}e_{2i_3} - f_{2i_1}f_{2i_2}e_{2i_3}] \\
&+ 6[e_{2i_1}e_{2i_2} - f_{2i_1}e_{2i_2} + f_{2i_1}f_{2i_2}] \\
&+ 6\gamma(e_{2i_1}e_{2i_2}f_{2i_3} - f_{2i_1}e_{2i_2}f_{2i_3} - e_{2i_1}f_{2i_2}f_{2i_3} - f_{2i_1}f_{2i_2}f_{2i_3}) \\
&+ 6\gamma(f_{2i_1}f_{2i_2}f_{2i_3} - e_{2i_1}e_{2i_2}e_{2i_3}) \\
&+ 6\gamma(e_{2i_1}e_{2i_2} + f_{2i_1}f_{2i_2} + e_{2i_1}e_{2i_2} + f_{2i_1}f_{2i_2}) \\
&+ 6\gamma(e_{2i_1} - f_{2i_1}) \\
&+ \gamma^3[A_0,A_1]. \quad (C.1)
\end{align*}$$

The first two lines can be rewritten using equation (A.4)

$$\begin{align*}
[e_{2i_1}e_{2i_2}e_{2i_3}e_{2i_4} + f_{2i_1}e_{2i_2}e_{2i_3}e_{2i_4} - e_{2i_1}f_{2i_2}e_{2i_3}e_{2i_4} - f_{2i_1}f_{2i_2}e_{2i_3}e_{2i_4}] \\
+ [e_{2i_1}e_{2i_2}e_{2i_3} + f_{2i_1}e_{2i_2}e_{2i_3} + e_{2i_1}f_{2i_2}e_{2i_3} + f_{2i_1}f_{2i_2}e_{2i_3}] \\
= -\left(\alpha - \alpha^{-1}\right)^2[e_{2i_1} - f_{2i_1} + e_{2i_2} - f_{2i_2} + e_{2i_3} - f_{2i_3}]. \quad (C.2)
\end{align*}$$

Lines 3 and 4 can be written as (using (A.5))

$$\begin{align*}
\gamma(e_{2i_1}e_{2i_2}f_{2i_3} - f_{2i_1}e_{2i_2}f_{2i_3} - e_{2i_1}f_{2i_2}f_{2i_3} - f_{2i_1}f_{2i_2}f_{2i_3}) \\
+ \gamma(e_{2i_1}e_{2i_2} + f_{2i_1}f_{2i_2} + e_{2i_1}e_{2i_2} + f_{2i_1}f_{2i_2}) \\
= \left(\frac{\alpha^2 - \alpha^{-2}}{\alpha^2 + \alpha^{-2} - 4}\right)[f_{i_1} - e_{i_1} + f_{i_1} - e_{i_1}]. \quad (C.3)
\end{align*}$$

The above equality is only valid up to terms disappearing from periodicity in a periodic chain. Note in equation (A.5), however, that for the special case $\alpha^2 = \alpha^{-2}$ one does not need periodicity. Lines 5–8 are a bit more complicated. Line 7 can be rewritten in two different ways, either as

$$\begin{align*}
e_{2i_1}e_{2i_2}e_{2i_3} &= f_{2i_1}f_{2i_2}e_{2i_3} - e_{2i_1}f_{2i_2}e_{2i_3} - e_{2i_1}e_{2i_2}e_{2i_3} + e_{2i_1}e_{2i_2}f_{2i_3} \\
&= -\alpha^2(f_{2i_1}f_{2i_2}e_{2i_3} - e_{2i_1}e_{2i_2} - e_{2i_1}f_{2i_2}f_{2i_3} - f_{2i_1}f_{2i_2}f_{2i_3} - f_{2i_1}f_{2i_2}e_{2i_3}) \\
&+ \alpha^{-1}(e_{2i_1}(e_{2i_2} - f_{2i_1}) - (e_{2i_1} - f_{2i_1})e_{2i_2} - f_{2i_1}(e_{2i_2} - f_{2i_1})) \\
&+ (e_{2i_1} - f_{2i_1})f_{2i_2}. \quad (C.4)
\end{align*}$$

or as

$$\begin{align*}
e_{2i_1}e_{2i_2}e_{2i_3} &= f_{2i_1}f_{2i_2}e_{2i_3} - e_{2i_1}e_{2i_2}e_{2i_3} + e_{2i_1}f_{2i_2}f_{2i_3} \\
&= -\alpha^2(f_{2i_1}e_{2i_2} - e_{2i_1}e_{2i_2} - e_{2i_1}f_{2i_2}f_{2i_3} - f_{2i_1}f_{2i_2}f_{2i_3}) \\
&- \alpha(f_{2i_1}(e_{2i_2} - e_{2i_2} + f_{2i_2} + f_{2i_2}) + e_{2i_2}(-e_{2i_2} - e_{2i_2} + f_{2i_2} + f_{2i_2})). \quad (C.5)
\end{align*}$$

Choosing an arbitrary combination of these it follows that this expression can be written as

$$\begin{align*}
e_{2i_1}e_{2i_2}e_{2i_3} &= f_{2i_1}f_{2i_2}e_{2i_3} - e_{2i_1}e_{2i_2}e_{2i_3} + e_{2i_1}f_{2i_2}f_{2i_3} \\
&= -(x\alpha^2 + (1 - x)\alpha^{-2})(f_{2i_1}f_{2i_2}e_{2i_3} - e_{2i_1}e_{2i_2}e_{2i_3} + e_{2i_1}f_{2i_2}f_{2i_3}) \\
&- x\alpha(f_{2i_1}(e_{2i_2} - f_{2i_1}) + e_{2i_2}(-e_{2i_2} - e_{2i_2} + f_{2i_2} + f_{2i_2})) \\
&+ (1 - x)\alpha^{-1}(e_{2i_1}(e_{2i_2} - f_{2i_1}) - (e_{2i_1} + f_{2i_1})e_{2i_2} - f_{2i_1}(e_{2i_2} - f_{2i_1})) \\
&+ (e_{2i_1} - f_{2i_1})f_{2i_2}. \quad (C.6)
\end{align*}$$
where \( x \) is a free parameter. Finally this allows us to write lines 5–8 as

\[
6y (f_{2i+2} f_{2i+1} e_{2i} - e_{2i+1} f_{2i+2} + f_{2i+2} f_{2i+1} e_{2i+2} - e_{2i} f_{2i} f_{2i+1})
+ 6y (e_{2i+2} e_{2i+1} f_{2i} - f_{2i+2} e_{2i+1} e_{2i} + e_{2i} e_{2i+1} f_{2i+2} - f_{2i} e_{2i+1} e_{2i+2})
+ 6y (e_{2i+2} e_{2i+1} - f_{2i+2} e_{2i+1} + e_{2i+1} f_{2i+2} - e_{2i} e_{2i+2} e_{2i+1})
+ 6y (f_{2i} f_{2i+2} f_{2i+1} + f_{2i+1} e_{2i+2} e_{2i} - f_{2i+1} f_{2i+2} f_{2i} - e_{2i} e_{2i+2} f_{2i+1})
= 6y (1 - (x \alpha^2 + (1 - x) \alpha^{-2}) \text{(cubic terms)}) + 6y (x \alpha + (1 - x) \alpha^{-1}) [A_0, A_1].
\]

(C.7)

Choosing \( x \) (when \( \alpha^2 \neq \alpha^{-2} \)) according to

\[
x = \frac{\alpha^2 - 1}{\alpha^2 - \alpha^2} \Rightarrow \quad 6y (-x \alpha + (1 - x) \alpha^{-1}) = 12,
\]

(C.8)
all cubic terms disappear, resulting in

\[
[A_0 [A_0, A_1]] = (12 - 6(\alpha - \alpha^{-1})^2 + 6 (\alpha^2 - \alpha^{-2})^2 \alpha^2 + \alpha^{-2} - 4 + y^2) [A_0, A_1]
\]

(C.9)

or maybe better

\[
[A_0 [A_0, A_1]] = (12 + 36 (\alpha - \alpha^{-1})^2 \alpha^2 + \alpha^{-2} - 4 + y^2) [A_0, A_1].
\]

(C.10)

Note that the cubic terms automatically disappear for \( \alpha^2 = \alpha^{-2} \), and one also obtains a factor of 12 in front of \([A_0, A_1]\) from lines 5–8. The case \( \alpha = \pm i \) needs special treatment, since then formula (C.10) is not applicable. Only the first two rows then give the contribution 24 to the factor in front of \([A_0, A_1]\).

**Appendix D. A nine-dimensional representation of \( A_2(5/2) \)**

Using GAP we obtain the following nine-dimensional representation of the algebra \( A_2(5/2) = A_9(5/2) \).

Using GAP we obtain the following nine-dimensional representation of the algebra \( A_2(5/2) = A_9(5/2) \).

\[
e_1 = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 5/2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
17/12 & -1/6 & -2/3 & -1/6 & -2/3 & 1/15 & 4/15 & 4/15 & 19/60 \\
-17/3 & 8/3 & 2/3 & 2/3 & 8/3 & -4/15 & -16/15 & 44/15 & -4/15 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1/4 & 0 & 0 & 0 & 0 & 1/2 & 1/8 \\
0 & 0 & -4 & 0 & 0 & 0 & 0 & 8 & 2
\end{pmatrix}
\]

(D.1)

\[
f_1 = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 5/2 & 0 & 0 & 0 & 0 & 0 & 0 \\
-17/3 & 2/3 & 8/3 & 8/3 & 2/3 & -4/15 & 44/15 & -16/15 & -4/15 \\
17/12 & -2/3 & -1/6 & -2/3 & -1/6 & 19/60 & 4/15 & 4/15 & 1/15 \\
0 & -4 & 0 & 0 & 0 & 0 & 2 & 8 & 0 \\
0 & -1/4 & 0 & 0 & 0 & 1/8 & 1/2 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

(D.2)
\[
\begin{align*}
\mathbf{e}_2 &= \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & \frac{5}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{5}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 5 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\end{align*}
\]

\[
\mathbf{f}_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{5}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
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