JORDAN RECOVERABILITY OF SOME SUBCATEGORIES OF
MODULES OVER GENTLE ALGEBRAS
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ABSTRACT. Gentle algebras form a class of finite-dimensional algebras introduced by I. Assem and A. Skowroński in the 1980s. Modules over such an algebra can be described by string and band combinatorics in the associated gentle quiver from the work of M.C.R. Butler and C.M. Ringel. Any module can be naturally associated to a quiver representation. A nilpotent endomorphism of a quiver representation induces linear transformations over vector spaces at each vertex. Generically among all nilpotent endomorphisms, a well-defined Jordan form exists for these representations. If \( Q = (\mathcal{Q}, I) \) is a finite connected gentle quiver, we show a characterization of the vertices \( m \) such that representations consisting of direct sums of indecomposable representations all including \( m \) in their support, the subcategory of which we denote by \( \mathcal{C}_{Q,m} \), are determined up to isomorphism by this invariant.
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1. Introduction

Let \( Q = (\mathcal{Q}, I) \) be a finite connected gentle quiver, i.e. a finite connected quiver \( Q \) provided with an admissible ideal \( I \) that satisfies some additional conditions that are defined later in the next section. They were introduced by I. Assem and A. Skowroński [AS87]. A lot of recent studies are still being made nowadays of this interesting class of algebras: see for example [APS19], [OPS18], [BCS19], [PPP18], [FGLZ21], [BDM+19]. As a good reference to learn some basics about what is a gentle algebra and some of the underlying combinatoric behaviors that we will also see throughout the article, we can suggest to the reader the following reference: [PPP17].

Let \( X \) be a finite-dimensional representation of \( Q \) over an algebraically closed field \( \mathbb{K} \). Let \( N \) be a nilpotent endomorphism of \( X \). At each vertex \( q \in Q_0 \), \( N \) induces
a nilpotent endomorphism $N_q$ of $X_q$. Thus we can extract from $N$ a sequence of integer partitions \( \lambda^q \vdash \dim(X_q) \) which correspond to the Jordan blocks size of the Jordan form of each $N_q$. Thanks to a result from [GPT23], $\lambda = (\lambda^q)_{q \in Q_0}$ is well-defined for a generic choice of $N$. We denote $\text{GenJF}(X)$ this tuple that we will refer to the \textit{generic Jordan form data} of $X$.

An interesting question that we could ask ourselves is:

“For which subcategories $\mathcal{C}$ of the category $\text{rep}(Q)$ could we recover up to isomorphism $X \in \mathcal{C}$ from $\text{GenJF}(X)$?”

Such a subcategory is called \textit{Jordan recoverable}. Throughout the article, we mean a full subcategory closed under direct sums and direct summands by a subcategory.

Let us see the following toy example.

**Example 1.1.** Let $Q$ be the following $A_2$-type quiver.

\[ Q = 1 \xrightarrow{a} 2 \]

The indecomposable representations of $Q$ are

\[
S_1 = \begin{array}{c}
\mathbb{K} \\
0
\end{array} \quad S_2 = \begin{array}{c}
0 \\
\mathbb{K}
\end{array} \quad P_1 = \begin{array}{c}
\mathbb{K} \\
1
\end{array} \quad \mathbb{K}
\]

We want to know which of the subcategories generated by those indecomposable representations are Jordan recoverable and which are not:

- Let $X = S_1^n$ and let $N = (N_1, N_2)$ be a nilpotent endomorphism of $X$. We can see we have no restriction to define $N_1$. This implies that if we choose $N_1$ generically then $N_1$ is similar to a Jordan block of size $n$. So $\text{GenJF}(X) = ((n), (0))$ and clearly $\text{add}(S_1)$ is Jordan recoverable;
- For the same reason $\text{add}(S_2)$ is Jordan recoverable too;
- Let $X = P_1^m$ and $N = (N_1, N_2)$ be a nilpotent endomorphism of $X$. By the commutative square relation that $N$ has to satisfy $(X_a N_1 = N_2 X_a)$, and as $X_a$ is a bijective map, $N_1$ and $N_2$ can be identified. Moreover we note there is no restriction to define $N_1$. So $\text{GenJF}(X) = ((m), (m))$ and $\text{add}(P_1)$ is Jordan recoverable;
- Let $X = S_1^n \oplus S_2^k$ and $N = (N_1, N_2)$ be a nilpotent endomorphism of $X$. We can see we have no restriction to define $N_1$ and $N_2$, and they can be defined independently of one another. Thus $\text{GenJF}(X) = ((n), (k))$ and $\text{add}(S_1, S_2)$ is Jordan recoverable;
- Let $X = S_2^k \oplus P_1^m$ and $N = (N_1, N_2)$ be a nilpotent endomorphism of $X$. We can see thanks to commutative square relations that if we define $N_2$, we have defined $N_1$. Moreover if we adapt a choice of $N_1$ such that it corresponds to a choice of $N_2$, we can see we have no restriction to define $N_2$. Hence $\text{GenJF}(X) = ((m), (m + k))$ and $\text{add}(S_2, P_1)$ is Jordan recoverable;
- By an analogous argument we have $\text{add}(S_1, P_1)$ Jordan recoverable;
- However, $\text{add}(S_1, S_2, P_1) = \text{rep}(Q)$ is not Jordan recoverable. Indeed this comes from the fact that $\text{GenJF}(S_1 \oplus S_2) = ((1), (1)) = \text{GenJF}(P_1)$ by the previous results.

Obviously a subcategory where the dimension vectors of its indecomposable elements form a linearly independent family is Jordan recoverable. Indeed that comes from the fact that any representation of this kind of subcategory is entirely determined by its dimension vectors. However, in general, it is not an easy question to determine which subcategories of $\text{rep}(Q)$ are Jordan recoverable.
For this purpose, we can ask for something a bit more restrictive. There is a procedure that, at least in some cases, allows one to reconstruct $X$ from $\text{GenJF}(X)$: we can see if there exists a generic choice of a representation $Y$ in $\text{rep}(Q)$ among representations that admit a nilpotent endomorphism with Jordan forms encoded by $\text{GenJF}(X)$, and then we can ask if $Y$ is isomorphic to $X$.

In more concrete words, for a fixed subcategory $\mathcal{C}$ of $\text{rep}(Q)$, we can ask ourselves if for any $X \in \mathcal{C}$ there is a (Zariski) dense open set $O$ in the variety of representations which admit a nilpotent endomorphism with a Jordan form equal to the generic Jordan form data of $X$, such that any $Y \in O$ is isomorphic to $X$. Such a subcategory $\mathcal{C}$ is said to be \textit{canonically Jordan recoverable}.

Note that a subcategory that is Jordan recoverable is not necessarily canonically Jordan recoverable.

\textbf{Example 1.2.} As in the Example 1.1, let $Q = 1 \xrightarrow{a} 2$. Let $\mathcal{C} = \text{add}(S_1, S_2)$. We saw that $\mathcal{C}$ is Jordan recoverable, but it is not canonically Jordan recoverable.

For $Y \in \text{rep}(Q)$ admitting a nilpotent endomorphism with a Jordan form given by $((1), (1))$, we have the following diagram to satisfy

\[
\begin{array}{ccc}
K & \xrightarrow{\alpha} & K \\
\downarrow & & \downarrow \\
0 & \xrightarrow{\delta} & 0 \\
\downarrow & & \downarrow \\
K & \xrightarrow{\alpha} & K
\end{array}
\]

and so a generic choice that we have for the linear morphism $\alpha$ is $k \text{id}$ for $0 \neq k \in K$. Hence $Y \cong P_1 \not\cong S_1 \oplus S_2$.

Let us see another interesting example.

\textbf{Example 1.3.} Let us consider the following gentle quiver.

\[
Q = 1 \xrightarrow{a} 2 \xrightarrow{b} 3
\]

Let $X = \mathbb{K} \rightarrow \mathbb{K} \xrightarrow{0} 0 \oplus 0 \rightarrow \mathbb{K} \rightarrow \mathbb{K} \xrightarrow{0} 0 \oplus 0 \rightarrow \mathbb{K} \rightarrow \mathbb{K}$. Let $N = (N_1, N_2, N_3)$ be a nilpotent endomorphism of $X$. It is effortless to check that $N_1 = N_3 = 0$. Let $(x_1, x_2, x_3)$ be a basis of $\mathbb{K}^3$, the vector space at the vertex 2, adapted to the decomposition of $X$ into indecomposable representations above. That means for example that we identify the vector space on the vertex 1 to the subspace on the vertex 2 generated by $x_1$.

From the commutative square relations, we need that $\langle x_1 \rangle \subseteq \text{Ker}(N_2)$, $\text{Im}(N_2) \subseteq \langle x_1, x_2 \rangle$ and of course $N_2^3 = 0$. So:

- $N_2(x_1) = 0$;
- $N_2(x_2) = \alpha x_1 + \beta x_2$ for some $\alpha, \beta \in \mathbb{K}$;
- $N_2(x_3) = \gamma x_1 + \delta x_2$ for some $\gamma, \delta \in \mathbb{K}$.

In addition, we can remark that $N_2^2(x_2) = \beta N_2(x_2)$. This implies that $\beta = 0$.

Hence all the allowed choices of $N_2$ can be characterized as matrices of the form

\[
N(\alpha, \gamma, \delta) = \begin{pmatrix}
0 & \alpha & \gamma \\
0 & 0 & \delta \\
0 & 0 & 0
\end{pmatrix}
\]

Thus, among all the choices we can make to define $N_2$ (and so $N$), there is a generic choice (a dense open set) which comes naturally from generic restrictions $\alpha, \delta \neq 0$.
that we can impose. So the Jordan form of that generic choice of $N$ is $((1), (3), (1))$.

Then $\text{GenJF}(X) = ((1), (3), (1))$.

Suppose now we have $Y$ such that $\text{GenJF}(Y) = ((1), (3), (1))$. We know $Y$ is of the form:

\[
\begin{array}{c}
\mathbb{K} \\
\xrightarrow{Y_a} \\
\mathbb{K}^3 \\
\xrightarrow{Y_b} \\
\mathbb{K}
\end{array}
\]

Let $(x), (y_1, y_2, y_3)$ and $(z)$ be respective bases of $Y_1, Y_2$ and $Y_3$ adapted to each nilpotent endomorphism. The following diagram summarizes the situation.

\[
\begin{array}{ccc}
Y_1 & Y_2 & Y_3 \\
\downarrow N_2 & \downarrow N_3 & \\
Y_2 & 0 & \\
\downarrow N_2 & \\
0 & \\
\downarrow N_1
\end{array}
\]

By commutative square relations ($Y_a N_1 = N_2 Y_a$ and $Y_b N_2 = N_3 Y_b$), we have:

- $Y_a(x) = \alpha' y_3$ for some $\alpha' \in \mathbb{K}$;
- $Y_b(y_2) = Y_b(y_3) = 0$ and $Y_b(y_1) = \beta' z$ for some $\beta' \in \mathbb{K}$.

Thus among all the choices we can make to define $Y_a$ and $Y_b$ (and so $Y$), there exists a generic choice that comes from generic restrictions $\alpha', \beta' \neq 0$. Hence we get $Y \cong X$. We recovered $X$.

Some remarks:

- We get for free $Y_b Y_a = 0$, which is something that seems not guaranteed in the first instance;
- From what we have done above, if we started with $Z = S_1 \oplus S_2^3 \oplus S_3$, which has the same generic Jordan form data as $X$, we would not recover $Z$. Hence the category $\text{add}(S_1, S_2, S_3)$ is not canonically Jordan recoverable, even though it is Jordan recoverable;
- If we try to get a representation $Y$ such that its generic Jordan form data is $((1), (1), (1))$, we will have no restriction from the nilpotent endomorphism (as $N = 0$) other than $Y_q \cong \mathbb{K}$ for each vertex $q$. But we need to respect the relation $Y_b Y_a = 0$. So we get two isomorphism classes of representations that could be good candidates for a generic choice;

\[
\begin{array}{c}
\mathbb{K} \\
\xrightarrow{1} \\
\mathbb{K} \\
\xrightarrow{0} \\
\mathbb{K} \xrightarrow{1}
\end{array}
\]

However, there is no reason to privilege one to the other: the open sets in play are not dense in the set of representations that have $((1), (1), (1))$ as generic Jordan form. Hence there is no generic choice of a representation $Y$ with that generic Jordan form;
- We give in Example 2.23 a proof that $\text{add}(I_2, S_2, P_2)$ is canonically Jordan recoverable. The crucial point in this subcategory is we can note the dimension vector $(d_1, d_2, d_3)$ of any representation $X$ satisfies the relation $d_2 \geq d_1 + d_3$. This is something that the representations in the previous
bullet point do not satisfy which explains why the previous bullet point is not a counter-example to this claim.

We will study Jordan recoverability and canonical Jordan recoverability of a special kind of subcategories. For a vertex of $Q$, let $C_{Q,m}$ be the subcategory generated by the indecomposable representations that have a nonzero vector space at the vertex $m$.

One of the engrossing notions around the vertices of a quiver that seems important to achieve our goal is the minusculeness of a vertex. A vertex $m$ is said to be minuscule if for any indecomposable representation $X$ of $Q$, we have $\dim X_m \leq 1$. This notion is a crucial point to get $C_{Q,m}$ canonically Jordan recoverable by the following main result of [GPT23].

**Theorem 1.4 ([GPT23]).** If $Q$ is a Dynkin quiver, and $m$ is a minuscule vertex, then $C_{Q,m}$ is canonically Jordan recoverable.

**Remark 1.5.** The result presents the minuscule property as a sufficient condition, but not a necessary one. For type $A$ quivers, note that all the vertices are minuscule.

In this article, we give an analogous result (which extends the $A_n$-type quiver case) in the case of a finite connected gentle quiver $Q$. We note that the condition of minusculeness is not enough to get Jordan recoverability or canonical Jordan recoverability. We need to add some combinatorial conditions, linked to strings of $Q$.

A string of $Q$ can be understood as a walk in the quiver. These walks (satisfying some additional conditions as we shall recall below) allow us to describe all the indecomposable representations of $Q$. By knowing what is going on with strings, we can give a complete description of all the subcategories $C_{Q,m}$ that are Jordan recoverable or canonically Jordan recoverable.

In this article, we first recall some main definitions and tools that will then help us to prove the following statements. The first main result is a characterization of the subcategories $C_{Q,m}$ that are canonically Jordan recoverable.

**Theorem 1.6.** Let $Q = (Q, I)$ be a finite connected gentle quiver and $m \in Q_0$. The subcategory $C_{Q,m}$ is canonically Jordan recoverable if and only if $m$ satisfies the following conditions:

(i) For any pair of strings $\rho$ and $\nu$ passing through $m$, there is no arrow $\alpha \in Q_1$ which is not an arrow of either string such that $\rho$ passes through $s(\alpha)$ and $\nu$ passes through $t(\alpha)$;

(ii) At least one of the two following conditions:

(a) There is at most one arrow $\alpha \in Q_1$ such that $s(\alpha) = m$, and there is at most one arrow $\beta \in Q_1$ such that $t(\beta) = m$; if $\alpha$ and $\beta$ both exist then $\alpha \beta \in I$;

(b) There is at most one maximal string of $Q$ passing through $m$.

Following the proof given later (See Section 3.1), we can rephrase the previous theorem in the following way: $C_{Q,m}$ is canonically Jordan recoverable if and only if the underlying graph of the full subquiver of $Q$ given by the vertices $q$ attained by strings passing through $m$ is a tree (i), and furthermore, if this tree is not a line (ii)(a), either $m$ is a leaf of that tree, or all the incident arrows to $m$ are in relation (ii)(b).
The second one is some kind of consequence of the first, but it needs a few additional works. It allows us to get a characterization of the subcategories $\mathcal{C}_{Q,m}$ that are Jordan recoverable.

**Theorem 1.7.** Let $Q = (Q, I)$ be a finite connected gentle quiver and $m \in Q_0$. The subcategory $\mathcal{C}_{Q,m}$ is Jordan recoverable if and only if $m$ satisfies the point (ii) of Theorem 1.6 and the following condition:

$$(i*)$$ Suppose that there exist two strings $\rho$ and $\nu$ passing through $m$, and an arrow $\alpha \in Q_1$ which belongs to neither $\rho$ nor $\nu$, but such that $\rho$ passes through $s(\alpha)$ and $\nu$ passes through $t(\alpha)$. Then there is no string passing through $m$ supported on $\alpha$.

Following the proof given later (See Section 3.2), we can rephrase the previous theorem in the following way: $\mathcal{C}_{Q,m}$ is Jordan recoverable if and only if the underlying graph of the subquiver of $Q$ given by arrows and vertices that we go through by strings passing through $m$ is a tree $(i*)$, that satisfies the same property than in the previous result. Note that it is a weaker condition than in Theorem 1.6, as cyclic walks are allowed in the full subquiver of $Q$ mentioned previously. If so, then there must be an arrow $\alpha_w$ in each walk $w$ such that $s(\alpha_w) \neq t(\alpha_w)$ and there are no strings passing through $m$ supported at $\alpha_w$.

## 2. Background

### 2.1. Gentle algebras and representations.** A quiver $Q$ is a 4-tuple of the form $(Q_0, Q_1, s, t)$ where $Q_0$ is the set of vertices, $Q_1$ is the set of arrows and $s, t : Q_1 \rightarrow Q_0$ are respectively source and target functions. A quiver is called **finite** if $\#Q_0, \#Q_1 < \infty$. Throughout this article we will suppose that all the quivers we will work with are finite and connected. A path of $Q$ is a finite sequence of arrows $\alpha_1, \alpha_2, \ldots, \alpha_n \in Q_1$ such that $s(\alpha_{i+1}) = t(\alpha_i)$. We will write $p = \alpha_n \ldots \alpha_1$ for a path, and for $q \in Q_0$, $e_q$ for the lazy path at the vertex $q$, that is the path staying at $q$ without following any arrow. The length of the path $p$ is the number of arrows in it.

Let $K$ be a field. Throughout this article, we will suppose that $K$ is algebraically closed. This is a restriction we need to use the main result of [GPT23]. They need it because some of their arguments rely on algebraic geometry. The path algebra denoted $KQ$ is the $K$-vector space having as a basis all the paths in the quiver $Q$, together with multiplication given by concatenation of paths. For $l \geq 0$, let denote $KQ_{\geq l}$ the ideal of $KQ$ generated by paths of $Q$ of length at least $l$. An admissible ideal $I$ of $KQ$ is an ideal such that: $\exists N > 0/ KQ_{\geq N} \subseteq I \subseteq KQ_{\geq 2}$.

**Definition 2.1.** A **gentle algebra** is a quotient algebra $KQ/I$ where:

- $Q$ is a quiver such that there are at most two incoming arrows and at most two outgoing arrows at each vertex.
- $I$ is an admissible ideal generated by some paths of length 2 such that for every arrow $\alpha \in Q_1$ there exists:
  * at most one arrow $\beta$ such that $s(\alpha) = t(\beta)$ and $\alpha \beta \in I$;
  * at most one arrow $\gamma$ such that $s(\gamma) = t(\alpha)$ and $\gamma \alpha \in I$;
  * at most one arrow $\beta'$ such that $s(\alpha) = t(\beta')$ and $\alpha \beta' \notin I$;
  * at most one arrow $\gamma'$ such that $s(\gamma') = t(\alpha)$ and $\gamma' \alpha \notin I$.

We will denote a **gentle quiver** by $Q = (Q, I)$ a quiver together with an ideal such that the algebra $KQ := KQ/I$ is gentle.
Example 2.2. Here is a gentle quiver. We will use the convention to represent elements generating the admissible ideal by dashed lines in a gentle quiver. They are all the paths of length two that are in $I$.

$$Q = \begin{array}{c}
3 \\
\downarrow \\
\downarrow \\
4 \\
\downarrow \\
5 \\
\downarrow \\
6 \\
\end{array} \quad \begin{array}{c}
2 \\
\downarrow \\
\downarrow \\
1 \\
\end{array}$$

In this example $I = \langle af, gb, cg, ed \rangle$ and so $\mathbb{K}Q$ is the gentle algebra associated to $Q$ generated as basis by:

- lazy paths: $e_1, e_2, \ldots, e_8$;
- arrows: $a, b, \ldots, g$;
- paths of length 2: $cd, eg, gf, ab$;
- paths of length 3: $egf$.

Remark 2.3. We can note that $\mathbb{K}Q$ (and $\mathbb{K}Q$) is graded by the length of the paths.

Let $Q = (Q, I)$ be a gentle quiver. A representation of $Q$ (over $\mathbb{K}$) is a pair $X = ((X_q)_{q \in Q_0}, (X_\alpha)_{\alpha \in Q_1})$ where $X_q$ is a finite-dimensional $\mathbb{K}$-vector space for each $q \in Q_0$ and $X_\alpha : X_{s(\alpha)} \to X_{t(\alpha)}$ is a $\mathbb{K}$-linear function for each $\alpha \in Q_1$ such that if $\alpha \beta \in I$ then $X_\alpha \cdot X_\beta = 0$. We can understand this construction as placing a $\mathbb{K}$-vector space on each vertex $q$ and a $\mathbb{K}$-linear transformation on each arrow $\alpha$ in $Q$. We write $\dim(X) = (\dim(X_q))_{q \in Q_0}$ the dimension vector of $X$.

A morphism $\phi$ between two representations $X$ and $Y$ is a tuple of $\mathbb{K}$-linear transformations $(\phi_q)_{q \in Q_0}$ where $\phi_q : X_q \to Y_q$ for each $q \in Q_0$ such that, for all $\alpha \in Q_1$, $Y_\alpha \phi_{s(\alpha)} = \phi_{t(\alpha)} X_\alpha$. We can have in mind the following commutative square to understand the previous condition.

$$\begin{array}{cc}
X_{s(\alpha)} & X_{t(\alpha)} \\
\phi_{s(\alpha)} \circ & \phi_{t(\alpha)} \\
\downarrow & \downarrow \\
Y_{s(\alpha)} & Y_{t(\alpha)}
\end{array}$$

Let $X$ and $Y$ be two representations of $Q$. Write $X \cong Y$ whenever $X$ and $Y$ are isomorphic. Denote $X \oplus Y$ the direct sum of representations $X$ and $Y$. A representation $M \neq 0$ is called indecomposable if $X \cong 0$ or $Y \cong 0$, whenever $M \cong X \oplus Y$.

Let $\text{rep}(Q)$ denote the category of (finite-dimensional) representations of $Q$.

Theorem 2.4. There is an equivalence of categories between $\text{rep}(Q)$ and the category of modules over $\mathbb{K}Q$.

For more details, see for example [ASS06, Theorem 1.6 p72].
Definition 2.5. A string of $Q$ is a finite sequence $\rho = \alpha_k^r \cdots \alpha_i^r$ with $\alpha_i \in Q_1$ for all $i \in \{1, \ldots, k\}$ and $\varepsilon_i \in \{\pm 1\}$ such that:

- by defining $s(\alpha^{-1}) = t(\alpha)$ and $t(\alpha^{-1}) = s(\alpha)$ for any $\alpha \in Q_1$, we have, for all $i \in \{1, \ldots, k-1\}$, $s(\alpha_i^e) = t(\alpha_i^e)$;
- if $\varepsilon_i = \varepsilon_{i+1} = 1$, then $\alpha_i \alpha_{i+1} \notin I$; if $\varepsilon_i = \varepsilon_{i+1} = -1$, then $\alpha_i \alpha_{i+1} \notin I$;
- $\rho$ is reduced: for $i \in \{1, \ldots, k-1\}$, if $\varepsilon_i \varepsilon_{i+1} = -1$, then $\alpha_i \neq \alpha_{i+1}$.

In particular, we can notice that a path is a string.

We write $l(\rho) := k$ for the length of the string, $s(\rho) := s(\alpha_k^e)$ and $t(\rho) := t(\alpha_k^e)$. We denote $\text{Supp}_0(\rho)$ the vertex support of $\rho$ which is the set of vertices $\{s(\alpha_i^e), t(\alpha_i^e), t(\alpha_i^{-1}), \ldots, t(\alpha_k^e)\}$, and $\text{Supp}_1(\rho)$ the arrow support of $\rho$ which is the set of arrows $\{\alpha_1, \ldots, \alpha_k\}$.

A substring of $\rho$ is a string of the form $\alpha_j^s \cdots \alpha_i^z$ with $1 \leq s \leq i \leq k$, or a lazy path $e_q$ for $q \in \text{Supp}_0(\rho)$. For all strings $\rho$, we identify $\rho$ and $\rho^{-1}$. Note that this identification is on purpose of Theorem 2.14. A string $\rho$ of $Q$ is said to be maximal if there is no arrow $\alpha \in Q_1$ such that any of the following $\alpha \rho$, $\alpha^{-1} \rho$, $\rho \alpha$ or $\rho \alpha^{-1}$ is a string.

We can understand a string as a (reduced) walk in $Q$ such that we can follow a sequence of arrows (of the form $\alpha \in Q_1$) and inverse arrows (of the form $\alpha^{-1}$ with $\alpha \in Q_1$) avoiding consecutive steps that belong to the ideal $I$ and successive steps $\alpha \alpha^{-1}$ or $\alpha^{-1} \alpha$.

Example 2.6. Let us take the following (gentle) quiver $Q = (Q, I)$.

![Quiver Diagram]

By following the bold arrows, we read the string $\rho = if e^{-1} c^{-1} a$ or $a^{-1} c e f^{-1} i^{-1} = \rho^{-1}$ and we can check that it satisfies the previous conditions of the definition.

We have $l(\rho) = 5$, $\text{Supp}_0(\rho) = \{1, 2, 4, 5, 6, 7\}$ and $\text{Supp}_1(\rho) = \{a, c, e, f, i\}$. The substrings of $\rho$ are:

- lazy paths: $e_q$ for $q \in \text{Supp}_0(\rho)$;
- arrows: $\text{Supp}_1(\rho)$;
- strings of length 2: $if, f e^{-1}, c e, a^{-1} c$;
- strings of length 3: $i f e^{-1}, c e f^{-1}, a^{-1} c e$;
- strings of length 4: $i f e^{-1} c^{-1}, f e^{-1} c^{-1} a$;
- strings of length 5: $\rho$.

In addition, we can see that $\rho$ is a maximal string of $Q$: we can neither concatenate any arrow of $Q$ to $\rho$ at the vertex 1 (as $\alpha$ is the only one arrow incident to 1) nor at the vertex 5 (as $d i \in I$).
More visually, we can draw the same string as follows.

Note that by convention arrows always point downwards.

We can choose not to represent the arrows and only keep the sequence of vertices that the string is passing through if there is no ambiguity about the arrows that we have to keep track of, like in this example.

**Definition 2.7.** A string representation $M(\rho)$ of $Q$ is a representation in $\text{rep}(Q)$ defined as follows:

- Let $v_0 = s(\alpha_1^i)$ and for all $i \in \{1, \ldots, k\}$, $v_i = t(\alpha_i^i)$;
- For $q \in Q_0$, $M(\rho)_q$ is the vector space having as basis $\{x_i \mid v_i = q\}$, where the $x_i$ are formal elements;
- For $\beta \in Q_1$, $M(\rho)_\beta : M(\rho)_{\alpha(\beta)} \rightarrow M(\rho)_{t(\beta)}$ is the linear transformation such that:

$$
M(\rho)_\beta(x_i) = \begin{cases} 
  x_{i-1} & \text{if } \alpha_i = \beta \text{ and } \varepsilon_i = -1 \\
  x_{i+1} & \text{if } \alpha_{i+1} = \beta \text{ and } \varepsilon_{i+1} = 1 \\
  0 & \text{otherwise}
\end{cases}
$$

**Example 2.8.** Consider the following gentle quiver.

The word $\rho = c^{-1}da$ is a string of $Q$ and the representation associated to it is:

$$
\begin{array}{c}
K \\
K^2 \\
K
\end{array} \xrightarrow{x_1 \mapsto -} \begin{array}{c}
1 \\
0 \\
0
\end{array} \xrightarrow{x_2 \mapsto 0} \begin{array}{c}
0 \\
1 \\
0
\end{array} \xrightarrow{x_3 \mapsto 0} \begin{array}{c}
0 \\
0 \\
1
\end{array}
$$

**Remark 2.9.** We can understand the construction in a more combinatorial way. To get the string representation $M(\rho)$ associated to a string $\rho$, we draw the string as Example 2.6, then we can replace each vertex of the string by $x_i$ and finally each arrow defines the direction of the linear map that we will get.

More efficiently, we can prefer to replace each vertex by a copy of the field $K$ and each arrow by an identity map.

**Definition 2.10.** A band of $Q$ is a non-lazy string $\omega$ such that:
Example 2.12. Consider the following gentle quiver.

\[
\begin{array}{c}
1 \quad a \\
\downarrow \quad b \\
2 \quad c \\
\downarrow \quad d \\
3
\end{array}
\]

The string \( \rho = b^{-1}c^{-1}da \) is a band of \( \mathcal{Q} \). For \( 0 \neq \lambda \in \mathbb{K} \) and \( d > 0 \), the representation \( M(\rho, \lambda, d) \) is isomorphic to the following representation:

\[
\begin{pmatrix}
I_d \\
0
\end{pmatrix} \xrightarrow{\sim} \begin{pmatrix} [0 \ 0] & [I_d] \\
J_d(\lambda^{-1}) & 0
\end{pmatrix} \xrightarrow{\sim} \begin{pmatrix} I_d & 0 \\
0 & 0
\end{pmatrix} \xrightarrow{\sim} \begin{pmatrix} [0 \ 0] & [I_d] \\
0 & 0
\end{pmatrix} \xrightarrow{\sim} \begin{pmatrix} I_d & 0 \\
0 & 0
\end{pmatrix}
\]

where \( J_d(\lambda^{-1}) \) is the following Jordan block.

\[
\begin{pmatrix}
\lambda^{-1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{pmatrix}
\]

Remark 2.13. Like string representations, we can understand the construction of a band representation by replacing each vertex of the band with a copy of \( \mathbb{K}^d \) and each arrow with an identity map or a linear transformation associated to a Jordan block \( J_d(\lambda) \) or \( J_d(\lambda^{-1}) \). However, we identify the first and the last vector spaces.
Now we can state the following theorem that gives us the classification of all indecomposable representations of a gentle quiver.

**Theorem 2.14 ([BR87]).** Let $\mathbb{K}$ be an algebraically closed field and $Q = (Q, I)$ a gentle quiver. Any indecomposable representation of $Q$ is a string or a band representation of $Q$. Moreover:

- A string representation is not isomorphic to a band representation;
- $M(\rho)$ is isomorphic to $M(\rho')$ if and only if $\rho' = \rho^{\pm 1}$;
- $M(\omega, \lambda, d)$ is isomorphic to $M(\omega', \lambda', d')$ if and only if $d = d'$ and either $\omega \sim_{\text{cyc}} \omega'$ and $\lambda = \lambda'$ or $\omega^{-1} \sim_{\text{cyc}} \omega'$ and $\lambda^{-1} = \lambda'$.

Remark that M.C.R. Butler and C.M. Ringel provide a classification of indecomposable modules over an arbitrary field. However, for simplicity, we restrict to the case that the field is algebraically closed which is the relevant case for us.

Moreover, we also have a good understanding of the morphisms between two string representations of $Q$. We just need the following notions.

**Definition 2.15.** Let $\rho = \alpha_k^{\varepsilon_k} \ldots \alpha_1^{\varepsilon_1}$ a string of $Q$. A substring $\sigma = \alpha_j^{\varepsilon_j} \ldots \alpha_i^{\varepsilon_i}$ of $\rho$ is said to be on the top of $\rho$ if $i = 1$ or $\varepsilon_{i-1} = -1$, and $j = k$ or $\varepsilon_{j+1} = 1$. Analogically $\sigma$ is said to be at the bottom of $\rho$ if $i = 1$ or $\varepsilon_{i-1} = 1$, and $j = k$ or $\varepsilon_{j+1} = -1$.

We can more easily understand these definitions thanks to the visual representation (mentioned in Example 2.6) of the string $\rho$.

\[
\rho = \begin{pmatrix}
\alpha_{i-1} \\
\bullet & \cdots & \bullet
\end{pmatrix}
\begin{array}{c}
\sigma
\end{array}
\begin{pmatrix}
\alpha_{j+1} \\
\bullet & \cdots & \bullet
\end{pmatrix}
\]

On the left, we have a representation of a substring $\sigma$ on the top of $\rho$, and on the right a representation of a substring $\sigma$ at the bottom of $\rho$. Parts in parentheses are optional.

**Proposition 2.16 ([CB89]).** Let $\rho$ and $\rho'$ be two strings of $Q$. Then

\[
\text{Hom}(M(\rho), M(\rho')) \cong \mathbb{K}^{\#[\rho, \rho']}
\]

where $[\rho, \rho']$ is the set of couples $(\sigma, \sigma')$ such that the substring $\sigma$ is on the top of $\rho$, the substring $\sigma'$ is at the bottom of $\rho'$ and $\sigma' = \sigma^{\pm 1}$.

**Example 2.17.** Consider the following gentle quiver.

\[
Q = \begin{array}{c}
\begin{array}{c}
1 \\
\alpha \\
2 \\
\downarrow \\
3 \\
\bullet \\
\downarrow \\
4
\end{array}
\end{array}
\]

Let $X$ and $Y$ be the following representations.

\[
X = \mathbb{K}^2 \begin{pmatrix}
1 \\
0
\end{pmatrix} \rightarrow \mathbb{K} \rightarrow \mathbb{K}^2 \begin{pmatrix}
1 \\
0 \\
0 \\
1
\end{pmatrix} \rightarrow \mathbb{K}^2
\]
We can decompose them as a sum of indecomposable representations using string representations of \( \mathcal{Q} \).

\[
X \cong M(e_1) \oplus M(a) \oplus M(c)^2 \quad Y \cong M(a) \oplus M(b)
\]

We describe \( \text{Hom}(X, Y) \) by:

- \( \text{Hom}(M(e_1), M(a)) = 0 \) because \( e_1 \) is the only substring of \( e_1 \) (as \( e_1 \) is lazy) and \( e_1 \) is not at the bottom of \( a \);
- \( \text{Hom}(M(e_1), M(b)) = 0 \) because \( e_1 \) is not a substring of \( b \);
- \( \text{Hom}(M(a), M(a)) \cong \mathbb{K}a \) as \( a \) is the only substring of \( a \) which is both on the top and at the bottom of \( a \);
- \( \text{Hom}(M(a), M(b)) = 0 \) because the only substring of both \( a \) and \( b \), \( e_2 \), is neither on the top of \( a \) nor at the bottom of \( b \);
- \( \text{Hom}(M(c), M(a)) = 0 \) because there is no substring of both \( c \) and \( a \);
- \( \text{Hom}(M(c), M(b)) = 0 \) because the only substring of both \( b \) and \( c \), \( e_3 \), is not on the top of \( c \).

Thus \( \text{Hom}(X, Y) \cong \mathbb{K} \) and the only type of morphisms in this set is of the form

\[
\phi = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = X
\]

\[
\begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = Y
\]

with \( k \in \mathbb{K} \).

These kinds of morphisms between representations are called graph maps. They provide a basis for the morphisms between string representations. However, morphisms exist between band representations that are not linear combinations of graph maps. We do not need to go into more precise statements to describe all the morphisms between band representations in this article, but if the reader is interested, we can refer to [Kra88].

### 2.2. Jordan recoverability and canonical Jordan recoverability

Let \( \mathcal{Q} = (Q, I) \) be a gentle quiver and \( X \in \text{rep}(\mathcal{Q}) \). A nilpotent endomorphism \( N : X \to X \) is an endomorphism such that \( N^k = 0 \) for some integer \( k > 0 \). We can remark that \( N \) is nilpotent if and only if \( N_q \) is a nilpotent linear morphism for all \( q \in Q_0 \). Let \( \text{NEnd}(X) \) denote the set of nilpotent endomorphisms of \( X \).

Let \( n > 0 \) be an integer. An integer partition of \( n \) is a finite weakly decreasing sequence \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k) \) of strictly positive integers such that \( \lambda_1 + \cdots + \lambda_k = n \). The size of an integer partition \( \lambda \) is \( |\lambda| = \lambda_1 + \cdots + \lambda_k \). We write \( \lambda \vdash n \) when \( \lambda \) is a partition of \( n \).

Let \( \text{dim}(X) = (d_q)_{q \in Q_0} \). For any \( N \in \text{NEnd}(X) \), we can consider the Jordan form of \( N_q \) at each vertex \( q \). It induces a sequence of partitions \( \lambda^q \vdash d_q \). Hence \( (\lambda^q)_{q \in Q_0} \) can be considered as the Jordan form data of \( N \). We will denote it \( \text{JF}(N) \).

The dominance order over partitions of an integer \( n \) is defined by: for any \( \lambda \) and \( \mu \) partitions of \( n \), \( \lambda \preceq \mu \) if \( \lambda_1 + \cdots + \lambda_k \leq \mu_1 + \cdots + \mu_k \) for each \( k \geq 1 \) where
we add zero parts to \( \lambda \) and \( \mu \) if necessary. We extend this order to any \( p \)-tuple of partitions as follows. For \( \underline{\lambda} = (\lambda^1, \ldots, \lambda^p) \) and \( \underline{\mu} = (\mu^1, \ldots, \mu^p) \) such that \( \lambda^i \) and \( \mu^i \) are partitions of \( m_i \), we say that \( \underline{\lambda} \preceq \underline{\mu} \) for all \( i \in \{1, \ldots, p\} \) \( \lambda^i \preceq \mu^i \).

A. Garver, R. Patrias, and H. Thomas proved the following statement.

**Theorem 2.18** ([GPT23]). Let \( A \) be a finite-dimensional algebra over an algebraically closed field \( K \) and \( X \) be a finite-dimensional (left) module over \( A \). Then the set of nilpotent endomorphisms of \( X \), \( \text{NEnd}(X) \), is an irreducible algebraic variety. Furthermore, there is a maximum value of \( \text{JF} \) on \( \text{NEnd}(X) \) and it is attained on a dense open set of \( \text{NEnd}(X) \).

As we work with tools that are satisfying exactly the hypotheses of the previous theorem, we can define \( \text{GenJF}(X) \) the generic Jordan form data of \( X \) as this maximal value of \( \text{JF} \) on \( \text{NEnd}(X) \).

For more details about this result, see [GPT23, Section 2.2].

**Definition 2.19.** A subcategory \( \mathcal{C} \) of \( \text{rep}(Q) \) is called Jordan recoverable if, for any tuple of partitions \( \underline{\lambda} \) there is at most a unique (up to isomorphism) \( X \in \mathcal{C} \) such that \( \text{GenJF}(X) = \underline{\lambda} \).

We can have another look at the Example 1.1 to see in a simple case how it works. As we understand from this example, \( \text{rep}(Q) \) is not Jordan recoverable in general. A question that naturally arises is to determine which subcategories \( \mathcal{C} \) of \( \text{rep}(Q) \) satisfy this property.

In the first instance, any subcategory with the property that the dimension vectors of its indecomposable representations are linearly independent is Jordan recoverable. For such subcategories, we can recover \( X \) from its dimension vector \( \dim(X) \).

As we are interested in this kind of subcategory, let \( \mathcal{C}_{Q,m} \) be the subcategory additively generated by all the indecomposable representations \( X \) of \( Q \) which are supported at the vertex \( m \) (that is to say such that \( \dim X_m \geq 1 \)).

**Example 2.20.** Let us take the following gentle quiver \( Q \):

\[
Q = \begin{array}{c}
1 \\
\downarrow \\
2 \\
\downarrow \\
3
\end{array} \quad \begin{array}{c}
4 \\
\downarrow \\
\downarrow
\end{array}
\]

The subcategory \( \mathcal{C}_{Q,1} \) is generated by the following indecomposable representations.

\[
S_1 = \begin{array}{c}
K \\
\downarrow \\
0 \\
\downarrow \\
0
\end{array} \quad R = \begin{array}{c}
K \\
\downarrow \\
1 \\
\downarrow \\
0
\end{array} \quad I_2 = \begin{array}{c}
K \\
\downarrow \\
1 \\
\downarrow \\
K
\end{array} \quad P_1 = \begin{array}{c}
K \\
\downarrow \\
1 \\
\downarrow \\
K
\end{array}
\]

Let \( X = S_1^a \oplus I_2^b \oplus R^c \oplus P_1^d \). Let \( N = (N_1, N_2, N_3, N_4) \in \text{NEnd}(X) \).
Let \((x_1, \ldots, x_{a+b+c+d})\) be a basis of \(X_1 = \mathbb{K}^{a+b+c+d}\). By the linear transformations defining \(X\), we can consider \((x_{a+1}, \ldots, x_{a+b+c+d})\) as a basis of \(X_2 = \mathbb{K}^{b+c+d}\), \((x_{a+1}, \ldots, x_{a+b})\) as a basis of \(X_3 = \mathbb{K}^b\) and \((x_{a+b+c+1}, \ldots, x_{a+b+c+d})\) as a basis of \(X_4 = \mathbb{K}^d\). Using the commutative square relations that \(N_1, N_2, N_3\) and \(N_4\) have to satisfy, we get:

- \(N_2(x_i) = [0_{a \times (b+c+d)} \ I_{b+c+d}] \ N_1(x_i)\) for all \(i \in \{a+1, \ldots, a+b+c+d\}\); 
- \(N_3(x_i) = N_2(x_i)\) for all \(i \in \{a+1, \ldots, a+b\}\); 
- \(N_4(x_i) = [0_{(b+c) \times d} \ I_d] \ N_2(x_i)\) for all \(i \in \{a+b+c+1, \ldots, a+b+c+d\}\).

We deduce that once we define \(N_1\) we define the nilpotent endormorphism \(N\). Let us take \(N_1\) defined by:

\[
N_1(x_i) = \begin{cases}
    x_{i-1} & \text{for } 2 \leq i \leq a+b+c+d \\
    0 & \text{for } i = 1
\end{cases}
\]

We can see that \(N_1\) allows us to define \(N \in \text{NEnd}(X)\) and:

\[
\text{JF}(N) = ((a + b + c + d), (b + c + d), (c), (d))
\]

Moreover \(N\) is a nilpotent endomorphism that attained the maximal element (with respect to \(\leq\)) of \(\text{NEnd}(X)\) that we can have. Hence, by [GPT23, Theorem 2.3], we can conclude that

\[
\text{GenJF}(X) = ((a + b + c + d), (b + c + d), (c), (d))
\]

It is easy to see that we can recover \(X\) from \(\text{GenJF}(X)\) just by the fact that from \(\dim(X)\) we can already recover the representation in \(\mathcal{C}_{Q,1}\). Thus \(\mathcal{C}_{Q,1}\) is Jordan recoverable.

However we can ask ourselves in general how we can recover \(X\) from its generic Jordan form data.

Suppose that \(\lambda = \text{GenJF}(X) = (\lambda^q)_{q \in Q_0}\). From that we get a tuple \(d_q = |\lambda^q|\), the dimension of the vector space \(X_q\) at each vertex \(q\). Let \(Y_q\) be a vector space of dimension \(d_q\) and \(N_q\) a nilpotent endomorphism of \(Y_q\) with Jordan blocks size given by \(\lambda^q\).

Let \(\text{rep}(Q, \lambda)\) be the representations \(Y = ((Y_q)_{q \in Q_0}, (Y_q)_{q \in Q_1})\) such that the \(Y_q\) are defined as above and \(N = (N_q)_{q \in Q_0}\) define a nilpotent endomorphism of \(Y\). [GPT23] show that, under some conditions, \(\text{rep}(Q, \lambda)\) is an irreducible variety and
then they deduce that there exists a dense open set $O \subset \text{rep}(Q, \Lambda)$ such that for any representation in $O$, the dimension vectors of the indecomposable summands are well-defined. However, in our general case, this statement does not hold.

**Example 2.21.** Let $Q$ be the Kronecker quiver.

\[ \begin{array}{c}
1 & \rightarrow & 2 \\
\end{array} \]

Let $Y \in \text{rep}(Q, \Lambda = ((1), (1)))$. So $Y$ is of the following form

\[ \begin{array}{c}
K & \rightarrow & K \\
Y_a & \rightarrow & Y_b \\
\end{array} \]

with $Y_a : x \mapsto k_1 x$ and $Y_b : x \mapsto k_2 x$ and $k_1, k_2 \in \mathbb{K}$.

Hence $Y$ is isomorphic to one of the following isomorphism classes:

\[ \begin{array}{c}
K & 0 & \rightarrow & K \\
0 & 0 & \rightarrow & K \\
1 & \rightarrow & K \\
\alpha & \rightarrow & K \\
\end{array} \quad (\alpha \in \mathbb{K}) \]

with each distinct value of $\alpha$ giving rise to a distinct isomorphism class of representations from Theorem 2.14.

More concretely:

- one isomorphism class is given by taking $k_1 = 0$ and $k_2 = 0$;
- another one by taking $k_1 = 0$ and $k_2 \neq 0$: it corresponds to take $k_1 = 0$ and $k_2 = 1$ up to isomorphism;
- for each specific value of $\alpha$, we have an isomorphism class by taking $k_2 = \alpha k_1$ (if $\alpha = 0$, we put $k_2 = 0$) and $k_1 \neq 0$: it corresponds to take $k_1 = 1$ and $k_2 = \alpha$ up to isomorphism.

None of those classes gives a dense set in $\text{rep}(Q, \Lambda)$. Thus there is no generic choice of a representation which have a generic Jordan form $((1), (1))$.

All is not lost. Depending on the tuple of partitions $\Lambda$ and the gentle quiver we study, we can still have a generic choice of a representation $Y \in \text{rep}(Q)$. One of the purposes of this article is to prove, by studying a specific kind of subcategories, and under some conditions on the quiver, we still have this property.

**Definition 2.22.** A subcategory $\mathcal{C}$ of $\text{rep}(Q)$ is said to be **canonically Jordan recoverable** if, for any $X \in \mathcal{C}$, there exists a dense open set $O \subset \text{rep}(Q, \text{GenJF}(X))$ such that all the representations in $O$ are isomorphic to $X$.

Note that to have canonical Jordan recoverability we need Jordan recoverability. However, canonical Jordan recoverability is a more restrictive condition (see Example 1.2)

**Example 2.23.** Let $Q = (Q, I)$ be the following gentle quiver.

\[ \begin{array}{c}
1 & \rightarrow & 2 & \rightarrow & 3 \\
\end{array} \]

We have $\mathcal{C}_{Q,2} = \text{add}(I_2, S_2, P_2)$ where:

$I_2 = K \begin{array}{c}
1 \\
\end{array} \rightarrow K \begin{array}{c}
\rightarrow \\
\end{array} 0$, $S_2 = 0 \begin{array}{c}
\rightarrow \\
\rightarrow \\
\end{array} K \begin{array}{c}
\rightarrow \\
\end{array} 0$, $P_2 = 0 \begin{array}{c}
\rightarrow \\
\rightarrow \\
\end{array} K \begin{array}{c}
\rightarrow \\
\end{array} 1$ K

Let $X = I_2^a \oplus S_2^a \oplus P_2^c \in \mathcal{C}_{Q,2}$.

Let $N = (N_1, N_2, N_3)$ a generic nilpotent endomorphism.
By direct calculation, inspired by Example 1.3, we get

\[
\text{GenJF}(X) = ((a), (a + b + c), (c)).
\]

Let \( Y \in \mathcal{C}_{Q,2} \) such that \( \text{GenJF}(Y) = \text{GenJF}(X) \). Clearly we can recover the vector spaces that we have at each vertex. By linear independence of dimension vectors of indecomposable representations that generate \( \mathcal{C}_{Q,2} \), and by the following

\[
\dim(Y) = \begin{pmatrix}
  a \\
  a + b + c \\
  c
\end{pmatrix}
= a \times \dim(I_2) + b \times \dim(S_2) + c \times \dim(P_2)
\]

we can conclude that \( Y = I_2^a \oplus S_2^b \oplus P_2^c \). That is why \( \mathcal{C}_{Q,2} \) is Jordan recoverable.

We will prove now that \( \mathcal{C}_{Q,2} \) is canonically Jordan recoverable. Let us take a generic nilpotent endomorphism of the form \( \lambda = ((a), (a + b + c), (c)), N = (N_1, N_2, N_3) \). By the dimension vector we can extract from \( \lambda \), we can assure that \( Y \) is of the form

\[
Y \cong \mathbb{K}^a \xrightarrow{Y_\alpha} \mathbb{K}^{a+b+c} \xrightarrow{Y_\beta} \mathbb{K}^c
\]

with \( Y_\alpha, Y_\beta \) still to find.

Let \( (x_1, \ldots, x_a), (y_1, \ldots, y_{a+b+c}) \) and \( (z_1, \ldots, z_c) \) be adapted bases for the respective nilpotent endomorphisms \( N_1, N_2 \) and \( N_3 \) associated to each vector space \( Y_1, Y_2 \) and \( Y_3 \).

By commutativity relations, we have:

- \( Y_\alpha \) is completely defined by the image of \( x_1 \);
- \( Y_\alpha(x_1) \in \text{Ker}(N^a) \), which means
  \[
  Y_\alpha(x_1) = \alpha_1 y_{1+b+c} + \ldots + \alpha_a y_{a+b+c}
  \]
  for \( \alpha_i \in \mathbb{K} \) for \( 1 \leq i \leq a \);
- As \( Y_\alpha \) has to be chosen generically, we have \( \alpha_1 \neq 0 \) and \( Y_\alpha \) is injective;
- \( Y_\beta \) is completely defined by the image of \( y_1 \);
- \( Y_\beta(y_1) = \beta_1 z_1 + \ldots + \beta_c z_c \) with \( \beta_j \in \mathbb{K} \) for \( 1 \leq j \leq c \);
- As \( Y_\beta \) has to be chosen generically, we have \( \beta_1 \neq 0 \) and \( Y_\beta \) is surjective;
- The relation \( Y_\beta \circ Y_\alpha = 0 \) is satisfied for free.

The following diagram sums up the previous points.
Hence we conclude that $Y \cong I_2^2 \oplus S_2^0 \oplus P_2^c = X$.

Thus $C_{Q,2}$ is canonically Jordan recoverable.

Remark 2.24. It is surprising to see that from any generic Jordan form we can get in the last example, we can recover the representation. Moreover, the fact that the relation $(Y_\beta Y_\alpha = 0)$ is obtained automatically from generic choices of morphisms is noteworthy. The reader is invited to have another look at the remarks done below Example 1.3.

Remark 2.25. We can also take notice that if we add an arrow $\gamma$ between 1 and 3 whatever its orientation and relations that we could add, then we lose the fact that $C_{Q,2}$ is canonically Jordan recoverable. More explicitly, let us take the following quiver.
The subcategory $\mathcal{C}_{Q,2}$ is Jordan recoverable as the dimension vectors of the indecomposable objects ($I_2$, $P_2$, and $S_2$) are linearly independent. Note that if we take $X = I_2^a \oplus S_2^b \oplus P_2^c$ then we have $\text{GenJF}(X) = ((a), (a + b + c), (c))$.

However, by taking $X = I_2^a \oplus P_2^b$, there is no generic choice in $\text{rep}(Q, ((1), (2), (1)))$. After some calculus, we note that we have two isomorphism classes which come naturally from generic restrictions:

We have $X_1 \cong X \ncong X_2$. So we conclude that there is no dense open set $O$ in $\text{rep}(Q, ((1), (2), (1)))$ such that any representation $Y$ is isomorphic to $X$. Hence $\mathcal{C}_{Q,2}$ is not canonically Jordan recoverable.

Now we introduce the following remarkable notion.

**Definition 2.26.** A **minuscule** vertex $m \in Q_0$ of $Q$ is a vertex such that, for any indecomposable representation $X \in \text{rep}(Q)$, we have $\dim(X_m) \leq 1$.

For gentle algebras, we can characterize minuscule vertices using combinatorial tools introduced at the end of the previous subsection.

**Proposition 2.27.** Let $Q = (Q, I)$ be a gentle algebra. A vertex $m \in Q_0$ is minuscule if and only if each string of $Q$ passes through $m$ at most once.

**Proof.** This is a trivial consequence of the definition above and Theorem 2.14. \qed

**Example 2.28.** Consider the following gentle quiver.

The string $\rho = \alpha \beta^{-1} \gamma$ is the only maximal string of $Q$ and all the strings of $Q$ are substrings of $\rho$. Hence 1 and 3 are minuscule vertices of $Q$, but 2 is not. \qed

The fact that a vertex $m$ is minuscule seems to be a crucial criterion to get the subcategory $\mathcal{C}_{Q,m}$ to be canonically Jordan recoverable. The following recent result highlights this fact.

**Theorem 2.29** ([GPT23, Theorem 1.3]). If $Q$ is a Dynkin quiver and $m$ is a minuscule vertex, then $\mathcal{C}_{Q,m}$ is canonically Jordan recoverable.
It seems that $m$ has to be minuscule if we want to have canonical Jordan recoverability or Jordan recoverability of $\mathcal{C}_{Q,m}$; we will notice this point at the beginning of the proof (see Remark 3.5). However, in our gentle case, this condition is not sufficient.

**Example 2.30.** Let us take again the gentle quiver from the previous example. For any vertex $m \in \{1, 2, 3\}$, we have the following indecomposable representations that are in $\mathcal{C}_{Q,m}$.

\[
X = \begin{array}{c}
\xymatrix{
1 & 0 \\
\ar@{->}[r] & \\
\ar@{->}[u] & \\
0 & 0 \\
\ar@{->}[d] & \\
1 & 1 \\
\ar@{->}[u] &
}
\end{array} \quad Y = \begin{array}{c}
\xymatrix{
0 & 1 \\
\ar@{->}[r] & \\
\ar@{->}[u] & \\
1 & 0 \\
\ar@{->}[d] & \\
1 & 1 \\
\ar@{->}[u] &
}
\end{array}
\]

We can easily check that $\text{GenJF}(X) = \text{GenJF}(Y) = ((1), (1), (1))$ and consequently $\mathcal{C}_{Q,m}$ is not Jordan recoverable, even though 1 and 3 are minuscule.

Let us see a less trivial example.

**Example 2.31.** Consider the following gentle quiver.

\[
\begin{array}{c}
\xymatrix{
1 & a & 2 & b & c & 3 \\
\ar@{->}[r] & \\
\ar@{-->}[u] & \\
0 & 0 & 0 & 1 & 0 & 1 \\
\ar@{->}[d] & \\
1 & 1 & 1 & 1 & 1 & 1 \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\end{array}
\end{array}
\]

We can easily check that the only vertex which is minuscule is 1. If we take the following representations

\[
X = \begin{array}{c}
\xymatrix{
1 & 0 & 0 \\
\ar@{->}[r] & \\
\ar@{->}[u] & \\
0 & 0 & 0 \\
\ar@{->}[d] & \\
1 & 1 & 1 \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\end{array}
\end{array} \quad Y = \begin{array}{c}
\xymatrix{
1 & 0 & 0 \\
\ar@{->}[r] & \\
\ar@{->}[u] & \\
0 & 0 & 0 \\
\ar@{->}[d] & \\
1 & 1 & 1 \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\ar@{--}[rr] & \\
\end{array}
\end{array}
\]

then we get $\text{GenJF}(X) = \text{GenJF}(Y) = ((2), (2), (2))$.

From these last examples, it could seem that we have to work with a special kind of quivers to get what we want, those which have only minuscule vertices. However it is more complicated than that. We can have gentle quivers with only minuscule vertices but with some $\mathcal{C}_{Q,m}$ which are still neither canonically Jordan recoverable (as we already saw in Remark 2.25) nor Jordan recoverable.
Example 2.32. Let us take again the quiver of Example 2.20.

$$Q = \begin{array}{c}
1 \\
\downarrow \\
2 \\
\downarrow \\
3 \\
\end{array}$$

$$\xymatrix{ & 4 \\
& b \\
1 \ar[r] & a \ar[u] & 2 \ar[l] \\
& c \ar[u] & \end{array}$$

We can check that all the vertices of $Q$ are minuscule.

We can easily see that $C_{Q,3}$ and $C_{Q,4}$ are (canonically) Jordan recoverable for the same reasons that $C_{Q,1}$ is. However, surprisingly, $C_{Q,2}$ is not Jordan recoverable, even if 2 is a minuscule vertex and $Q$ is derived equivalent to an $A_4$-Dynkin type quiver. Indeed with these two following representations in $C_{Q,2}$:

- $X = M \left( \begin{array}{c} 2 \\
\downarrow \\
4 \\
\end{array} \right) \oplus M \left( \begin{array}{c} 1 \\
\downarrow \\
2 \\
\end{array} \right) \oplus M \left( \begin{array}{c} 1 \\
\downarrow \\
2 \\
\end{array} \right) \oplus M \left( \begin{array}{c} 3 \\
\downarrow \\
2 \\
\end{array} \right)$;
- $X' = M \left( \begin{array}{c} 1 \\
\downarrow \\
2 \\
\end{array} \right) \oplus M(2) \oplus M \left( \begin{array}{c} 1 \\
\downarrow \\
2 \\
\end{array} \right) \oplus M \left( \begin{array}{c} 3 \\
\downarrow \\
2 \\
\end{array} \right)$;

we get $\text{GenJF}(X) = \text{GenJF}(X') = ((2), (3, 1), (2), (1))$.

3. Proof of the main results

We recall and reformulate the main results that we will prove.

**Theorem 3.1.** Let $Q = (Q, I)$ be a finite connected gentle quiver and $m \in Q_0$. The subcategory $C_{Q,m}$ is canonically Jordan recoverable if and only if $m$ satisfies the following conditions:

(i) For any pair of strings $\rho$ and $\nu$ passing through $m$, there is no arrow $\alpha \in Q_1$ such that $s(\alpha) \notin \text{Supp}_1(\rho) \cup \text{Supp}_1(\nu)$, $s(\alpha) \in \text{Supp}_0(\rho)$ and $t(\alpha) \in \text{Supp}_0(\nu)$;

(ii) At least one of the following conditions:

(a) There is at most one arrow $\alpha \in Q_1$ such that $s(\alpha) = m$, and there is at most one arrow $\beta \in Q_1$ such that $t(\beta) = m$; if $\alpha$ and $\beta$ both exist then $\alpha \beta \in I$;

(b) There is at most one string of $Q$ maximal by inclusion and passing through $m$.

**Theorem 3.2.** Let $Q = (Q, I)$ be a finite connected gentle quiver and $m \in Q_0$. The subcategory $C_{Q,m}$ is Jordan recoverable if and only if $m$ satisfies the point (ii) of Theorem 3.1 and:

(i*) The strings that start at $m$ are uniquely determined by their endpoint.

3.1. Proof of Theorem 1.6. To begin with, we will prove the following little lemma.

**Lemma 3.3.** Let $m$ be a vertex of the quiver $Q$. We have the following assertions:

- If $m$ satisfies (i) then $m$ satisfies (i*);
- If $m$ satisfies (i*) then $m$ satisfies the following:
  - (o) Any string passing through $m$ passes through any vertex of $Q$ at most once.
- If $m$ satisfies (o) then $m$ is minuscule.
Remark 3.4. The condition (o) prevents, in particular, the existence of bands passing through $m$.

Proof. Let us prove first that (i) implies (i*) by proving the contrapositive. Let us assume that $m$ does not satisfy (i*).

By hypothesis, there exist $\rho$ and $\nu$ two distinct strings such that $s(\nu) = s(\rho) = m$ and $t(\nu) = t(\rho)$. In the set $S$ of such pairs of strings $(\rho, \nu)$, let us consider a pair $(\rho_0, \nu_0) \in S$ minimal with respect to the sum of the lengths of the strings. Up to exchanging the role of $\rho_0$ and $\nu_0$, we can assume that $\ell(\rho_0) \leq \ell(\nu_0)$.

First we can note that $\nu_0$ cannot be a lazy path. Next, by construction of our strings, there exist an arrow $\alpha$, $\varepsilon \in \{\pm 1\}$ and a substring $\nu'$ such that $\nu_0 = \alpha^\varepsilon \nu'$ and $\alpha \notin \text{Supp}_1(\nu') \cup \text{Supp}_1(\rho_0)$; else we could construct a substring $\sigma$ of $\rho_0$ such that $(\sigma, \nu') \in S$, which leads us to a contradiction.

Thus $\rho_0$ and $\nu'$ are two strings such that there is an arrow $\alpha$ which satisfies:

- $s(\alpha^\varepsilon) = t(\nu')$, and so $s(\alpha^\varepsilon) \in \text{Supp}_0(\nu')$;
- $t(\alpha^\varepsilon) = t(\rho_0)$ and consequently $t(\alpha^\varepsilon) \in \text{Supp}_0(\rho_0)$;
- $\alpha \notin \text{Supp}_1(\nu') \cup \text{Supp}_1(\rho_0)$.

We can conclude that $m$ does not satisfy (i).

Secondly we show that (i*) implies (o) by proving the contrapositive. Let us assume that $m$ does not satisfy (o).

Then there exists a string $\mu$ passing through $m$ and passing through a vertex at least twice. Let $T$ be the set of such strings. We can consider a string $\mu_0$ minimal by inclusion in $T$. By hypothesis, $\mu_0$ is not lazy and there is only one vertex in $Q_0$ which $\mu_0$ is passing through at least twice. Up to replacing $\mu_0$ by its inverse, we can affirm this vertex is $t(\mu_0)$ and $\mu_0$ is passing through it exactly twice.

Let us construct two distinct strings $\rho$ and $\nu$ such that $s(\rho) = s(\nu) = m$ and $t(\rho) = t(\nu)$ from $\mu_0$. We have to distinguish the following cases:

- if $s(\mu_0) = m = t(\mu_0)$: we can take $\rho = e_m$ and $\nu = \mu_0$;
- if $s(\mu_0) = m \neq t(\mu_0)$: we can consider $\rho$ to be the substring of $\mu_0$ minimal by inclusion such that $s(\rho) = m$ and $t(\rho) = t(\mu_0)$, and $\nu = \mu_0$;
- if $s(\mu_0) \neq m \neq t(\mu_0)$: hence $s(\mu_0) = t(\mu_0)$! That is why we can write $\mu_0 = \rho \nu^{-1}$ where $\rho$ and $\nu$ are two strings satisfying what we want.

Thus $m$ does not satisfy (i*).

Finally (o) implies minuscleness by using Proposition 2.27.

□

Corollary 3.5. Theorem 3.2 implies that $m$ must be minuscule in order to get $\mathcal{C}_{Q,m}$ Jordan recoverable.

Remark 3.6. We already saw that is not sufficient (see Remark 2.25 or Example 2.32).

Now let us prove the main theorem. First we show that these conditions are sufficient.

Proposition 3.7. Let $m$ be a vertex of $Q$ satisfying (i) and (ii)(b). Then $\mathcal{C}_{Q,m}$ is canonically Jordan recoverable.

Proof. Let $m$ be as supposed. By (i), which implies (o) by the previous lemma, and the finiteness of $Q$, there exists at least one string maximal by inclusion in the set of strings that pass through $m$. By (ii)(b), it is unique.

Let $\rho$ be the obtained string. If $\rho$ is $e_m$, it means that $Q \cong A_1$ and we conclude easily. If $\ell(\rho) > 0$, we can consider the (gentle) quiver $\mathcal{R} = (R, J)$ with:
By construction $\mathcal{R}$ is an $A_n$-Dynkin type quiver (where $n = \ell(\rho) + 1$) and by (i), for any arrow $\alpha \in Q_1 \setminus \text{Supp}_0(\rho)$, we get $s(\alpha) \notin \text{Supp}_0(\rho)$ or $t(\alpha) \notin \text{Supp}_0(\rho)$, and therefore, for any $X \in \mathcal{C}_{Q,m}$, $X_{s(\alpha)} = 0$ or $X_{t(\alpha)} = 0$. So $X_{\alpha}$ is a zero-morphism. Thus any $Y \in \text{rep}(Q)$ such that $\text{dim}(Y) = \text{dim}(X)$ has to satisfy $Y_{\alpha} = 0$. Such an observation allows us to say that we only have to focus on what is going on in $\mathcal{R}$.

Then to know if $\mathcal{C}_{Q,m}$ is canonically Jordan recoverable amounts to knowing if $\mathcal{C}_{\mathcal{R},m}$ is. By Theorem 2.29, we can conclude that $\mathcal{C}_{Q,m}$ is canonically Jordan recoverable. $\square$

**Lemma 3.8.** Let $m$ be a vertex of $Q$ satisfying (ii)(a). Let $\Sigma_Q(m)$ be the set of all the strings of $Q$ that pass through $m$. Then for any string $\rho \in \Sigma_Q(m)$, $s(\rho) = m$ or $s(r(\rho)) = m$.

**Proof.** This follows immediately from the hypotheses. $\square$

**Proposition 3.9.** Let $m$ be a vertex of $Q$ satisfying (i*) and (ii)(a). Then for any $X \in \mathcal{C}_{Q,m}$, $\text{GenJF}(X) = (\text{dim}(X_\eta))_{\eta \in Q_n}$. That is to say, the Jordan form of a generic nilpotent endomorphism of $X$ at each vertex consists of a single block.

**Proof.** Let $m$ be as supposed. By the previous lemma, we get that any string of $\Sigma_Q(m)$, up to inverse, starts at $m$ and can be identified by its ending vertex.

Now we will define a total order on $\Sigma_Q(m)$. This order was first introduced by Sheila Brenner [Bre86] and then reformulated and used in particular by Jan Schröer in his thesis [Sch98]. Let $\mu = \alpha^*_{k_1} \ldots \alpha^*_{1_1}$ and $\nu = \beta^*_{p_1} \ldots \beta^*_{1_1}$ be two strings of $\Sigma_Q(m)$. If $\alpha_{1_1} = \beta_{1_1}$, let $j$ be the maximal integer such that $\alpha_{i_1} = \beta_{i_1}$ for all $1 < i < j$; otherwise put $j = 0$. We will say that $\mu \leq \nu$ if and only if:

- if $j < \text{min}(k, p)$ then $\varepsilon_{j+1} = -1$ and $\xi_{j+1} = 1$;
- if $j = k < p$ then $\xi_{j+1} = 1$;
- if $j = p < k$, then $\varepsilon_{j+1} = -1$;
- or if $j = p = k$.

We can have in mind the following drawing.

\[
\begin{align*}
\text{We can easily check that we have a total order relation.}
\end{align*}
\]

By Theorem 2.14, any string of $\Sigma_Q(m)$ corresponds to an indecomposable representation of $\mathcal{C}_{Q,m}$, and vice-versa. Moreover, by (i*), for any pair of strings $\mu, \nu \in \Sigma_Q(m)$ such that $\mu \leq \nu$, there is a unique common substring $\alpha^*_{j_1} \ldots \alpha^*_{1_1}$ which is at the bottom of $\mu$ and on the top of $\nu$. 

\[
\begin{align*}
\text{We can have in mind the following drawing.}
\end{align*}
\]
Such observations allow us to define a relation \( \leq \) on indecomposable representations of \( \mathcal{C}_{Q,m} \) as follows: for any pair of indecomposable representations \( X, Y \in \mathcal{C}_{Q,m} \), we have \( X \leq Y \) if and only if there exists a non-zero morphism from \( Y \) to \( X \). Then \( \mu \leq \nu \) if and only if \( M(\mu) \leq M(\nu) \) as the only non-zero morphism (up to a scalar) from \( M(\nu) \) to \( M(\mu) \) corresponds to the substring \( \alpha_j^{\varepsilon_j} \cdots \alpha_1^{\varepsilon_1} \), by Proposition 2.16. Indeed we note that \( \alpha_j^{\varepsilon_j} \cdots \alpha_1^{\varepsilon_1} \) is the unique common substring, maximal by inclusion, of \( \mu \) and \( \nu \) as a direct consequence of Lemma 3.8.

As a result, we translate the total order on strings of \( \Sigma_Q(m) \) to a total order on indecomposable representations of \( \mathcal{C}_{Q,m} \).

By (i*), \( \Sigma_Q(m) \) is a finite set and so is the isomorphism classes of indecomposable representations in \( \mathcal{C}_{Q,m} \). Let \( X(d) \leq \ldots \leq X(1) \) be the indecomposable representations contained in \( \mathcal{C}_{Q,m} \). Consider a decomposition of \( X = ((X_q)_{q \in Q_0}, (X_\alpha)_{\alpha \in Q_1}) \in \mathcal{C}_{Q,m} \) as a sum of string modules

\[
X = \bigoplus_{i=1}^d X(i)^{\delta_i}
\]

with \( \delta_i \in \mathbb{Z}_{\geq 0} \) for \( 1 \leq i \leq d \). We choose a basis for each \( X_q \) adapted to this decomposition, so that the maps \( X_q \) are given by matrices with at most one non-zero entry in each row or column, and all the non-zero entries are equal to 1. Note that this implies that the chosen basis of each \( X_q \) can be identified with a subset of the basis of \( X_m \).

We now define an order on the basis of \( X_m \) (and thus by restriction on the basis of each \( X_q \)). Each basis element belongs to a particular string in the string decomposition. Then we fix a total order extending the total order \( \leq \) we already defined on strings. In other words, the basis elements of \( X_m \) corresponding to \( X(i) \) are \( x_{\delta_1+\ldots+\delta_{i-1}+1}, \ldots, x_{\delta_1+\ldots+\delta_{i-1}+\delta_i} \). By our definition of the order \( \leq \), we observe that the basis of \( X_q \) consists of \( x_{\delta_1+\ldots+\delta_{i-1}+1}, \ldots, x_{\delta_1+\ldots+\delta_j} \) for some \( 1 \leq i \leq j \leq d \).

Let us consider the following linear transformations at each vertex \( q \), inspired by Example 2.20:

\[
N_q(x_k) = \begin{cases} 
  x_{k-1} & \text{if } \delta_1 + \cdots + \delta_{i-1} + 2 \leq k \leq \delta_1 + \cdots + \delta_j \\
  0 & \text{otherwise.}
\end{cases}
\]

and we define \( N_q = 0 \) if \( X_q = 0 \).

By construction, if \( N = (N_q) \) is a well-defined endomorphism, then it is nilpotent. Let us check that \( N \) is an endomorphism of \( X \). So we want to prove that for any \( \alpha \in Q_1 \),

\[
(\phi) : X_\alpha N_{s(\alpha)} = N_{t(\alpha)} X_\alpha
\]

Let \( \alpha \in Q_1 \). We can note that if \( X_{s(\alpha)} = 0 \) or \( X_{t(\alpha)} = 0 \) then \( (\phi) \) is automatically satisfied. Suppose that \( X_{s(\alpha)} \neq 0 \) and \( X_{t(\alpha)} \neq 0 \). So there is a pair of strings \( \mu, \nu \in \Sigma_Q(m) \) such that \( t(\mu) = s(\alpha) \) and \( t(\nu) = t(\alpha) \). As any string of \( \Sigma_Q(m) \) is characterized by its ending vertex, then we have either (A) : \( \mu = \alpha^{-1}\nu \) or (B) : \( \nu = \alpha\mu \).
We easily check in each configuration, the square corresponding to the arrow \( X \) is commutative. Consequently we get \((\ast)\) for any \( \alpha \), and we conclude \( N \) is a nilpotent endomorphism.

By construction, we easily get that \( JF(N) = (\dim(X_q))_{q \in Q_0} \). This \#\( Q_0 \)-tuple of partitions is the maximal one (in the sense of \( \leq \) order) that we can attain among all the Jordan forms we can have from any \( \nu \in N^\ast \). Hence \( \text{Gen} JF(X) = (\dim(X_q))_{q \in Q_0} \), as claimed (see Theorem 2.18 or [GPT23, Section 2.2]).

The corollary below will be useful to prove Theorem 1.7.

**Corollary 3.10.** Let \( m \) be a vertex of \( Q \) satisfying \((i\ast)\) and \((ii)\). Then \( \mathcal{C}_{\mathcal{Q},m} \) is Jordan recoverable.

**Proof.** By previous proposition, the dimension vectors of the indecomposable representations of \( \mathcal{C}_{\mathcal{Q},m} \) are linearly independent. So we get for free that \( \mathcal{C}_{\mathcal{Q},m} \) is Jordan recoverable. \( \square \)

Here we want to establish a stronger result.

**Lemma 3.11.** Let \( m \) be a vertex of \( Q \) satisfying \((i\ast)\) and \((ii)\). Define \( \Delta : Q_0 \to \mathbb{Z}_{\geq 0} \cup \{\infty\} \) such that for any \( q \in Q_0 \):

\[
\Delta(q) = \begin{cases} 
  k & \text{if there exists a string } \rho \text{ such that } \ell(\rho) = k, \ s(\rho) = m \text{ and } t(\rho) = q \\
  \infty & \text{otherwise}
\end{cases}
\]

Then \( \Delta \) is well-defined. Moreover for any pair of arrows \( \alpha, \beta \) such that \( \beta \alpha \in I \) and \((\otimes)\):

\[
\Delta(s(\beta)) \leq \min(\Delta(t(\beta)), \Delta(s(\alpha))),
\]

and for any \( X \in \mathcal{C}_{\mathcal{Q},m} \), we have:

\[
(\otimes) \quad \dim X_{s(\beta)} \geq \dim X_{t(\beta)} + \dim X_{s(\alpha)}.
\]

**Proof.** Let \( m \) be as supposed. As \( m \) satisfies \((i\ast)\) by Lemma 3.3, then any string of \( \Sigma_Q(m) \), up to inverse, starts at \( m \) and is characterized by its ending vertex by Lemma 3.8. So \( \Delta \) is well-defined.

Let \( \alpha, \beta \in Q_1 \) such that \( \beta \alpha \in I \) and \((\otimes)\). Put \( q = s(\beta) = t(\alpha) \). Obviously if \( \Delta(q) = \infty \) then for any representation \( X \) in \( \mathcal{C}_{\mathcal{Q},m} \) we have \( X_q = X_{s(\alpha)} = X_{t(\beta)} = 0 \) and we conclude \( \otimes \).

Assume that \( \Delta(q) < \infty \). There exists a string \( \rho_q \in \Sigma_Q(m) \) unique by \((i\ast)\) such that \( t(\rho_q) = q \). Note that \( s(\alpha) \) and \( t(\beta) \) are not in \( \text{Supp}_0(\rho_q) \) by \((\otimes)\). Then \( \rho_q \) does not end by \( \alpha \) or \( \beta^{-1} \).

By gentleness of \( Q \), \( \beta \rho_q \) and \( \alpha^{-1} \rho_q \) are strings of \( \Sigma_Q(m) \). Thus \( \Delta(s(\alpha)) = \Delta(t(\beta)) = \Delta(q) + 1 \).
Moreover, by (i*) we can assert that:

- there is no string ν ∈ Σ_Q(m) such that s(α) and t(β) are both in \text{Supp}_0(ν): if such a string exists, the minimal substring in Σ_Q(m) passing through s(α) and t(β) must end at s(α), or t(β), and this raises a contradiction with (i*);
- For any string μ such that t(β) ∈ \text{Supp}_0(μ) or s(α) ∈ \text{Supp}_0(μ), then q ∈ \text{Supp}_0(μ).

Let us consider π_m(r) = \{ρ ∈ Σ_Q(m) | r ∈ \text{Supp}_0(ρ)\} for r ∈ Q_α. Following our previous assertions, we have π_m(s(α)) ∩ π_m(t(β)) = ∅ and π_m(s(α)) ∪ π_m(t(β)) ⊆ π_m(q).

Let X ∈ \mathcal{E}_{Q, m}. Then we can decompose X and write

\[ X = \bigoplus_{ρ ∈ Σ_Q(m)} M(ρ)^{d_ρ} \]

for some \(d_ρ ∈ \mathbb{Z}_{≥0}\) for any \(ρ ∈ Σ_Q(m)\). Again thanks to (i*), for any \(ρ ∈ Σ_Q(m)\) and for any \(r ∈ \text{Supp}_0(ρ)\), \(\dim M(ρ)_r = 1\). Thus:

\[ \dim X_q = \sum_{ρ ∈ π_m(q)} d_ρ ≥ \sum_{ρ ∈ π_m(s(α))} d_ρ + \sum_{ρ ∈ π_m(t(β))} d_ρ = \dim X_{s(α)} + \dim X_{t(β)} \]

**Corollary 3.12.** Let \(m\) be a vertex of \(Q\) satisfying (i*) and (ii)(a). For any \(X \in \mathcal{E}_{Q, m}\), and for all \(β ∈ Q_1\) such that \(Δ(s(β)) ≤ Δ(t(β))\) then \(\dim X_{s(β)} ≥ \dim X_{t(β)}\). Moreover, for all \(α ∈ Q_1\) such that \(Δ(t(α)) ≤ Δ(s(α))\) then \(\dim X_{t(α)} ≥ \dim X_{s(α)}\).

**Proof.** This is an obvious consequence of Lemma 3.11.

**Lemma 3.13.** Let \(m\) be a vertex of \(Q\) satisfying (i) and (ii)(a). For any \(X \in \mathcal{E}_{Q, m}\) and for any \(α ∈ Q_1\), we have \(X_α\) is injective or surjective.

**Proof.** Let \(m\) be as assumed. Let \(X ∈ \mathcal{E}_{Q, m}\) and \(α ∈ Q_1\). We have to treat two cases.

First assume that there is no string \(ρ ∈ Σ_Q(m)\) such that \(α ∈ \text{Supp}_1(ρ)\). Hence, by (i*), \(s(α)\) is not in the vertex support of any string of \(Σ_Q(m)\), or \(t(α)\) is not in the vertex support of any string of \(Σ_Q(m)\). Thus \(X_{s(α)} = 0\) or \(X_{t(α)} = 0\) which implies either way that \(X_α\) is injective or surjective respectively.

Now assume that there exists a string \(ρ ∈ Σ_Q(m)\) such that \(α ∈ \text{Supp}_1(ρ)\). Using bases adapted to the decomposition of \(X\) by string modules of \(Σ_Q(m)\) as described in the proof of Proposition 3.9, we can note that \(X_α\) is a linear transformation of maximal rank. Hence \(X_α\) is injective or surjective.

□
Lemma 3.14. Let \( m \) be a vertex of \( \mathcal{Q} \) satisfying (i) and (ii)(a). Let \( X \in \mathcal{C}_{\mathcal{Q}, m} \) and \( \Delta = \text{Gen}\mathcal{J}F(X) \). Then there exists a dense open set \( \Omega \subseteq \text{rep}(\mathcal{Q}, \Delta) \) such that any representation \( Y \in \Omega \) has all its maps \( Y_\alpha \) to be injective or surjective for any \( \alpha \in Q_1 \).

Proof. Let \( X \) and \( \Delta \) be as assumed. By Proposition 3.9, we obtain that \( \Delta = ((\dim X_q))_{q \in Q_0} \). For \( q \in Q_0 \), consider \( Z_q = K^{\dim X_q} \) endowed with a fixed nilpotent endomorphism \( N_q \) of type \( \lambda^q = (\dim X_q) \) for all \( q \in Q_0 \). We also fix for each \( Z_q \) an adapted basis to \( N_q \).

To study the set \( \text{rep}(\mathcal{Q}, \Delta) \), we consider representations \( Y = ((Z_q))_{q \in Q_0}, (Y_\alpha)_{\alpha \in Q_1} \) such that \( N = (N_q)_{q \in Q_0} \) is a well-defined endomorphism. We can show that there exists a dense open set \( \Omega \) in \( \text{rep}(\mathcal{Q}, \Delta) \) in which any representation \( Y_\alpha \) is injective or surjective.

For any \( \alpha \in Q_1 \):

- if \( \Delta(s(\alpha)) = \infty \) or \( \Delta(t(\alpha)) = \infty \), then \( Y_\alpha = 0 \) and either way \( Y_\alpha \) is injective in the first case or surjective in the second one. In this case, we define \( O_\alpha = \text{rep}(\mathcal{Q}, \lambda) \);
- if \( \Delta(s(\alpha)) = \Delta(t(\alpha)) = 1 \): by (\( \circ \)) which allows us to assume that \( Z_{s(\alpha)} = K^a \) and \( Z_{t(\alpha)} = K^{b+c} \) with \( a > 0 \) and \( b \geq 0 \), and by taking \((x_1, \ldots, x_a)\) and \((y_1, \ldots, y_{b+c})\) as adapted bases of respectively \( Z_{s(\alpha)} \) and \( Z_{t(\alpha)} \) for \( N_{s(\alpha)} \) and \( N_{t(\alpha)} \), we have \( Y_\alpha(x_1) = k_1 y_{1+b+c} + \cdots + k_a y_{b+c} \) with \( k_1, \ldots, k_a \in K \). By commutative square relations (\( \circ \)) from \( Y_\alpha \), we can deduce a total description of \( Y_\alpha \) from \( Y_\alpha(x_1) \). Then, by a generic restriction \( k_1 \neq 0 \), there exists a dense open set \( O_\alpha \) in \( \text{rep}(\mathcal{Q}, \lambda) \) such that \( Y_\alpha \) is injective.

Moreover, for any \( \alpha, \beta \in Q_1 \) such that \( \alpha \beta \in I \), we have for free that \( Y_\alpha Y_\beta = 0 \) thanks to (\( \circ \)). Thus by taking \( \Omega = \bigcap_{\alpha \in Q_1} O_\alpha \), and by noting from Lemma 3.13 that \( X \in \Omega \neq \varnothing \), we get our wanted dense open set.



Lemma 3.15. Let \( m \) be a vertex of \( \mathcal{Q} \) satisfying (i) and (ii)(a), and an integer \( l > 0 \). Let \( Y \in \text{rep}(\mathcal{Q}) \) such that for any \( q \in Q_0 \) with \( \Delta(q) > l \), we have \( \dim(Y_q) = 0 \), and let \( \rho \in \Sigma(Q(m)) \) such that \( \ell(\rho) = l \). If there exists an injective map \( \iota : M(\rho) \rightarrow Y \), then \( M(\rho) \) is a summand of \( Y \).

Proof. Let \( m, Y, \rho \) and \( l \) be as assumed. Let us denote \( \Sigma_Q(m)_{\leq l} = \{ \rho \in \Sigma_Q(m) \mid \ell(\rho) \leq l \} \). By Theorem 2.14 and by hypothesis (i) (which allows us to say that \( Y \) has no band representation as a summand), we can write

\[
Y \cong \bigoplus_{\nu \in \Sigma_Q(m)_{\leq l}} M(\nu)^{d_\nu}
\]

where \( d_\nu \geq 0 \) for any \( \nu \in \Sigma_Q(m)_{\leq l} \).
First, if $l = 0$, then $Y \cong M(e_m)^{d}$ and the lemma becomes trivial. From now until the end of the proof, we will assume that $l > 0$.

Let us suppose that there exists an injective map $\iota : M(\rho) \rightarrow Y$. Then there exists a string $\nu \in \Sigma_Q(m)_{< l}$ such that $\rho$ is at the bottom of $\nu$. By definition $M(\nu)$ is a direct summand of $Y$. Let us assume that $\rho$ is a strict substring of $\nu$, i.e. there exists an arrow $\alpha$ such that $\alpha^{(l-1)} \rho$, $\rho_{\alpha}$ or $\rho_{\alpha^{-1}}$ is a substring of $\nu$.

On one hand, as $s(\rho) = m$, and by $(ii)(a)$, there is no arrow $\alpha$ such that $\rho_{\alpha}$ or $\rho_{\alpha^{-1}}$ is a string. On the other hand, if $\alpha \rho$ is a string, then $\ell(\nu) \geq \ell(\rho) + 1 > l$ and so $\Delta(\nu) > l$. Hence we get a contradiction between the fact that $\dim Y_{(\nu)} = 0$ and the fact that $M(\nu)$ is a summand of $Y$.

We conclude that $M(\rho)$ is a summand of $Y$. \hfill \Box

**Remark 3.16.** Under the same conditions over $Y$, and by dual arguments, we can prove that if there exists a surjective map $\pi : Y \rightarrow M(\rho)$, then $M(\rho)$ is a summand of $Y$.

**Proposition 3.17.** Let $m$ be a vertex of $Q$ satisfying $(i)$ and $(ii)(a)$. Then $\mathcal{C}_{Q,m}$ is canonically Jordan recoverable.

**Proof.** Let $\mathcal{C}_{Q,m}(l)$ for any integer $l \geq 0$ be the subcategory of $\mathcal{C}_{Q,m}$ additively generated by representations $M(\rho)$ such that $\ell(\rho) \leq l$. We will prove by induction on $l$ that $\mathcal{C}_{Q,m}(l)$ is canonically Jordan recoverable. As $\mathcal{C}_{Q,m} = \mathcal{C}_{Q,m}(l_0)$ for some $l_0 \geq 0$ by finiteness of the set of strings passing through $m$, we will be able to conclude.

It is easy to check that $\mathcal{C}_{Q,m}(0) = \text{add}(S_m)$ is canonically Jordan recoverable: it suffices to note that for all $Y \in \text{rep}(Q)$ such that $Y_q \neq 0$ for $q \neq m$, we have $Y_{\alpha} = 0$ for all $\alpha \in Q_1$, as a consequence of $(i)$, and thus $Y \cong S_m^a$ for some $a \in \mathbb{N}$.

Now let us assume that for a fixed $l \geq 0$ then $\mathcal{C}_{Q,m}(l)$ is canonically Jordan recoverable. Let $X \in \mathcal{C}_{Q,m}(l+1)$. First, if $X \in \mathcal{C}_{Q,m}(l)$, by induction, there exists a dense open set $O$ in $\text{rep}(Q, \text{GenJF}(X))$ such that any representation in $O$ is isomorphic to $X$. Let us assume that $X \notin \mathcal{C}_{Q,m}(l)$. This implies in particular that there exists a vertex $w \in Q_0$ such that $\Delta(w) = l+1$ and $\dim X_{w} > 0$.

By the fact that $\mathcal{C}_{Q,m}(l+1) \subset \mathcal{C}_{Q,m}(l)$, we saw that $\text{GenJF}(X) = (\text{dim } X_q)_{q \in Q_0}$ by Lemma 3.9 and there exists a dense open set $\Omega$ of $\text{rep}(Q, (((\text{dim } X_q))_{q \in Q_0})$ in which any representation $Y \in \Omega$ we have $Y_{\alpha}$ injective or surjective for any $\alpha \in Q_1$ by Lemma 3.14.

Let $\rho = \alpha_{i+1}^{s_{i+1}} \cdots \alpha_1^{s_1}$ be the unique string of $\Sigma_Q(m)$ such that $s(\rho) = m$ and $t(\rho) = w$. Let $v_0 = m$ and $v_i = t(\alpha_{i+1}^{s_{i+1}})$ for $i \in \{1, \ldots, l+1\}$. Write $\delta = \dim X_w$. For any $i \in \{0, \ldots, l+1\}$, we consider a sequence $z_1^{(i)}, \ldots, z_\delta^{(i)}$ of vectors such that:

- we choose $z_1^{(i+1)}, \ldots, z_\delta^{(i+1)}$ such that it forms a basis of $Y_w$ adapted to $N_w$.
- recursively, once we have defined $z_1^{(i+1)}, \ldots, z_\delta^{(i+1)}$
  - if $\varepsilon_{i+1} = -1$, we define $z_j^{(i)} = Y_{\alpha_{i+1}}(z_j^{(i+1)})$ for all $j \in \{1, \ldots, \delta\}$; note that for $Y \in \Omega$, $Y_{\alpha_{i+1}}$ is injective and so $z_1^{(i)}, \ldots, z_\delta^{(i)}$ are linearly independent;
  - else if $\varepsilon_{i+1} = 1$, we know that for $Y \in \Omega$, $Y_{\alpha_{i+1}}$ is surjective; so there exists a $z_1^{(i)}$ such that $Y_{\alpha_{i+1}}(z_1^{(i)}) = z_1^{(i+1)}$. Hence once we choose such a $z_1^{(i)}$, we define $z_j^{(i)} = N_{j-1}^{-1}(z_1^{(i)})$ for $j \in \{2, \ldots, \delta\}$. Again, we can note that $z_1^{(i)}, \ldots, z_\delta^{(i)}$ are linearly independent.
We can define, for \( i \in \{0, \ldots, l+1\} \), \( W_{q_i} = \langle z_{q_i}^{(i)} \mid 1 \leq j \leq \delta \rangle \) and for \( q \notin \text{Supp}_0(\rho) \), \( W_q = 0 \). By construction, we can easily check that for any \( \alpha \in Q_1 \), \( Y_\alpha(W_{s(\alpha)}) \subseteq W_{\gamma(\alpha)} \) and more precisely, for \( \alpha \in \text{Supp}_1(\rho) \), \( Y_\alpha(W_{s(\alpha)}) = W_{t(\alpha)} \).

Let us consider the following representation \( W = (W_q)_{q \in Q_0}, (W_\alpha)_{\alpha \in Q_1} \) where \( W_q \) are vector spaces as we defined previously and \( W_\alpha = Y_\alpha|_{W_\alpha} \). Then, we can easily verify that \( W \cong M(\rho)^\delta \) following our construction.

Thanks to the \( z_{q_i}^{(i)} \), we can construct an injective map \( \iota : M(\rho)^\delta \to Y \). By applying the previous lemma, then we can write that for any \( Y \in \Omega \), then \( Y \cong M(\rho)^\delta \oplus Y' \) where \( \dim Y'_\rho = 0 \). By reproducing the same construction for any vertex \( w \) such that \( \Delta(w) = l+1 \) and \( \dim X_w > 0 \), we have for any \( Y \in \Omega \),

\[
Y \cong Z \oplus \bigoplus_{\rho \in \Sigma_Q(m) \mid l(\rho) = l+1} M(\rho)^{\dim X_{(\rho)}}
\]

where \( Z_q = 0 \) for any \( q \in Q_0 \) such that \( \Delta(q) > l \). In addition, we can note that \( \text{GenJF}(Z) = ((\dim Z_q))_{q \in Q_0} \). On the other side, we have:

\[
X \cong X' \oplus \bigoplus_{\rho \in \Sigma_Q(m) \mid l(\rho) = l+1} M(\rho)^{\dim X_{(\rho)}}
\]

with \( X' \in \mathcal{C}_{\mathcal{Q},m}(l) \) and thus \( \text{GenJF}(X') = ((\dim X'_q))_{q \in Q_0} \). We can check easily that \( \text{GenJF}(X') = \text{GenJF}(Z) \), by the fact that \( \dim(X') = \dim(Z) \).

By induction, as \( \mathcal{C}_{\mathcal{Q},m}(l) \) is canonically Jordan recoverable, there exists a dense open set \( \Omega' \subset \text{rep}(Q, \text{GenJF}(X')) \) such that any \( Z \in \Omega' \) is isomorphic to \( X' \).

So there exists a dense open set \( O \subset \text{rep}(Q, \text{GenJF}(X)) \) such that \( Y \cong X \).

Hence we conclude that \( \mathcal{C}_{\mathcal{Q},m}(l+1) \) is canonically Jordan recoverable, and finally \( \mathcal{C}_{\mathcal{Q},m}(l) \) is canonically Jordan recoverable for any integer \( l \geq 0 \). In particular, \( \mathcal{C}_{\mathcal{Q},m} \) is canonically Jordan recoverable.

Now we will prove that these conditions are necessary.

We start by showing that if \( m \) does not satisfy (i), then \( \mathcal{C}_{\mathcal{Q},m} \) is not canonically Jordan recoverable.

**Proposition 3.18.** Let \( m \) be a vertex which does not satisfy (i). Then \( \mathcal{C}_{\mathcal{Q},m} \) is not canonically Jordan recoverable.

**Proof.** Let \( m \) be as supposed. It means we have \( \rho \) and \( \nu \) two distinct strings passing through \( m \) such that there exists an arrow \( \gamma \) satisfying \( \gamma \notin \text{Supp}_1(\rho) \cup \text{Supp}_1(\nu) \), \( s(\gamma) \in \text{Supp}_0(\rho) \) and \( t(\gamma) \in \text{Supp}_0(\nu) \).

In such a configuration, if we take the representation \( X = M(\rho) \oplus M(\nu) \in \mathcal{C}_{\mathcal{Q},m} \), then \( X_{s(\gamma)} \) and \( X_{t(\gamma)} \) are non-zero vector spaces, and \( X_\gamma \) is a zero map.

Now let us assume that \( \mathcal{C}_{\mathcal{Q},m} \) is canonically Jordan recoverable. It implies that there exists an open dense set \( O \subset \text{rep}(Q, \text{GenJF}(X)) \) such that any representation \( Z \in O \) is isomorphic to \( X \). Thus any representation \( Y \) of \( \text{rep}(Q, \text{GenJF}(X)) \) satisfies \( Y_{\gamma} = 0 \).

By seeking a contradiction, we will construct \( W \in \text{rep}(Q, \text{GenJF}(X)) \) such that \( W_{\gamma} \neq 0 \). Let \( (W_q)_{q \in Q_0} \) be a collection of vector spaces such that \( W_q \cong Y_q \). For all \( q \in Q_0 \), consider \( N_q \) be a nilpotent endomorphism of \( W_q \) admitting a Jordan form given by the partition \( \text{GenJF}(X)^q \).
Choose \( u \notin \text{Im}(N_{s(\gamma)}) \) and \( v \notin \text{Im}(N_{t(\gamma)}) \). Consider \( \eta \) the index such that \( N_{s(\gamma)}^{\eta-1}(u) \neq 0 \) and \( N_{t(\gamma)}^{\eta}(u) = 0 \), and define \( u_i = N^i(u) \) for all \( i \in \{0, \ldots, \eta - 1\} \). By noting \( (u_0, \ldots, u_{\eta-1}) \) is linearly independant, we can complete the family into a basis \((u_0, \ldots, u_\nu)\) of \( W_{s(\gamma)} \). Similarly, let \( k \) be the index such that \( N_{t(\gamma)}^{k-1}(v) \neq 0 = N_{t(\gamma)}^{k}(v) \), and define \( v_i = N^i(v) \) for all \( i \in \{0, \ldots, \eta - 1\} \). We complete the family \((v_0, \ldots, v_{k-1})\) into a basis \((v_0, \ldots, v_\nu)\) of \( W_{t(\gamma)} \). We can define a linear transformation \( W_\gamma = W_{s(\gamma)} \rightarrow W_{t(\gamma)} \) defined by

- in the case where \( k \geq i \), we put \( W_\gamma(u_i) = v_{k-\eta+i} \) if \( i \in \{0, \ldots, \eta - 1\} \), and 
  \( W_\gamma(u_i) = 0 \) otherwise;
- in the case where \( k \leq \eta \), we put \( W_\gamma(u_i) = v_i \) if \( i \in \{0, \ldots, k - 1\} \), and 
  \( W_\gamma(u_i) = 0 \) otherwise.

We can define a representation \( W \) as it follows:

- \( W_q = Y_q \) for \( q \in Q_0 \);
- \( W_\alpha = 0 \) for \( \gamma \neq \alpha \in Q_1 \), and \( W_\gamma \) be as we defined it above.

By construction, we get that \( W \in \text{rep}(Q, \text{GenJF}(X)) \).

We showed above, from our assumption that \( X \) was canonically Jordan recoverable, that every \( Y \in \text{rep}(Q, \text{GenJF}(X)) \) has \( Y_\gamma = 0 \). So we have reached a contradiction. \( \square \)

**Remark 3.19.** We recall that if \( m \) does not satisfy (i) then we could still have \( \mathcal{C}_{Q,m} \) Jordan recoverable (see Remark 2.25).

Finally, we have to prove that if \( m \) does not satisfy (ii), then \( \mathcal{C}_{Q,m} \) is not canonically Jordan recoverable.

Here we first need to know the existence of a certain kind of string.

**Lemma 3.20.** Let \( m \) be a vertex of \( Q \) satisfying (a) that does not satisfy (ii). Then there exists a string \( \nu \) with \( s(\nu) = m \) and three distinct arrows \( \alpha, \gamma \) and \( \delta \) such that \( \delta \nu, \gamma^{-1} \nu \) and \( \nu \alpha \nu \) are strings of \( Q \) and \( \delta \gamma \in I \).

**Proof.** Let \( m \) be as supposed. Note that none of the arrows incident to \( m \) are loops by (a). Since (ii)(a) is not satisfied, there is no maximal string \( \mu \) such that \( s(\mu) = m \). By (a), there must be at least one maximal string passing through \( m \), and since (ii)(b) is not satisfied, there must be more than one.

Let \( \mu \) and \( \rho \) be two such strings. As they both pass through \( m \) at least once, we can divide each of them into two strings — let say \( \mu_1, \mu_2 \) and \( \rho_1, \rho_2 \) — such that:

- \( \mu = \mu_2 \mu_1^{-1} \) and \( \rho = \rho_2 \rho_1^{-1} \);
- \( s(\rho_i) = s(\mu_i) = m \) for \( i = 1, 2 \).

Note that none of these strings are lazy. If three of these strings start with different arrows, then by gentleness of \( Q \), there exists \( \alpha, \delta, \gamma \in Q_1 \) such that \( t(\gamma) = s(\delta) = s(\alpha^c) = m \) and \( \delta \gamma \in I \). Hence, by taking \( \nu = e_m \), we conclude.

![Diagram](image-url)
Otherwise, among those strings, there exist at least two strings, say $\mu_1$ and $\rho_1$, that leave $m$ by the same arrow. We can assume that $\mu_1 \neq \rho_1$; otherwise, we could replace $\mu_1$ and $\rho_1$ by $\mu_2$ and $\rho_2$ which must be distinct as $\rho \neq \mu$. Let $\nu$ be the common substrings of $\rho_1$ and $\mu_1$ maximal by inclusion such that $s(\nu) = m$. We can write $\rho_1 = \rho' \nu$ and $\mu_1 = \mu' \nu$. Remark that $\rho'$ and $\mu'$ are not lazy: both of them cannot be lazy as $\mu_1 \neq \rho_1$ and if for instance $\rho'$ is lazy then $\rho$ is not maximal by inclusion, as $\mu_1 \rho_2^{-1}$ is a string passing through $m$ strictly containing $\rho$ as a substring.

By gentleness of $Q$, up to exchanging the roles of $\mu_1$ and $\rho_1$, we have $\rho'$ starting with $\delta \in Q_1$ and $\mu'$ starting with $\gamma \in Q_1$ such that $s(\delta) = t(\gamma) = t(\nu)$ and $\delta \gamma \in I$. So $\delta \nu$ and $\gamma^{-1} \nu$ are strings.

Moreover by using the fact that there is no maximal string starting at $m$, then there exists $\alpha \in Q_1$ such that $\mu_1 \alpha \varepsilon$ is a string. So $\nu \alpha \varepsilon$ is a string. We conclude. □

**Proposition 3.21.** Let $m$ be a vertex of $Q$ that does not satisfy (ii). Then $C_{Q,m}$ is not canonically Jordan recoverable.

**Proof.** Thanks to the Proposition 3.18, we know that if $m$ does not satisfy (i), then $C_{Q,m}$ is not canonically Jordan recoverable.

So suppose that $m$ satisfies (i). Hence we have, from properties of $m$ and the previous lemma, there exist a string $\nu$ with $s(\nu) = m$ and three distinct arrows $\alpha, \gamma, \delta \in Q_1$ such that $\delta \nu, \gamma^{-1} \nu$ and $\nu \alpha \varepsilon$ are strings and $\delta \gamma \in I$.

From that fact, inspired by Example 2.32, we can consider in $C_{Q,m}$:

- $X = M(\delta \nu) \oplus M(\nu \alpha \varepsilon) \oplus M(\gamma^{-1} \nu \alpha \varepsilon) \oplus M(\gamma^{-1} \nu)$;
- $Y = M(\delta \nu \alpha \varepsilon) \oplus M(\nu) \oplus M(\gamma^{-1} \nu \alpha \varepsilon) \oplus M(\gamma^{-1} \nu)$.

Let us suppose that $\alpha$ is an incoming arrow of $m$ ($\varepsilon = -1$). By hypothesis, we can note that the only substring of $\nu$ that is both on the top and at the bottom of $\nu$ is itself. In the following figures, we highlight the significant substrings that give us the endomorphisms of $X$ and of $Y$ that can be defined from the morphisms between their summands. We specify the morphisms by their substrings (via Proposition 2.16). In addition, we recall we read a string like a sequence of compositions of functions.

Here is the form of the indecomposable summands of $X$
and here is a description of the morphisms between summands of $X$.

Now let us see the form of the indecomposable summands of $Y$.

and a description of the morphisms between summands of $Y$.

Thanks to these descriptions, after calculations, we get $\text{GenJF}(X) = \text{GenJF}(Y) = (\lambda^q)$ with:

- $\lambda^q = (3, 1)$ for $q \in \text{Supp}(\nu)$;
- $\lambda^q = (2)$ for $q = s(\beta)$ or $q = s(\gamma)$;
- $\lambda^q = (1)$ for $q = t(\delta)$;
- $\lambda^q = (0)$ otherwise.

If $\alpha$ was an outgoing arrow ($\varepsilon = 1$), a similar observation can be made and we can construct $X$ and $Y$ with the same behavior.

That is why $\mathcal{C}_{\mathcal{Q}, m}$ is not canonically Jordan recoverable.  

Remark 3.22. If we read carefully the previous proof, we can highlight we proved that if $m$ satisfies (o) but not (ii), then $\mathcal{C}_{\mathcal{Q}, m}$ is not Jordan recoverable.

Let us recap the proof of the main result.

Proof of Theorem 3.1. Thanks to Proposition 3.17 and Proposition 3.7, we highlighted that the conditions (i) and (ii) are sufficient. Moreover we proved with Proposition 3.18 and Proposition 3.21 these conditions are necessary. We conclude we have the desired equivalence.
3.2. Proof of Theorem 1.7. From the previous work, we can deduce the following proposition.

Proposition 3.23. Let \( m \) be a vertex of \( \mathcal{Q} \) such that \( m \) satisfies (i*) and (ii). Then \( \mathcal{C}_{\mathcal{Q},m} \) is Jordan recoverable.

Proof. If \( m \) satisfies (i*) and (ii)(b), we can note that the proof of Proposition 3.7 still works because we do not care about all the other arrows that could interact with the quiver \( \mathcal{R} \) as these arrows cannot be reached by any string passing through \( m \). As Theorem 2.29 gives us the Jordan recoverability of \( \mathcal{C}_{\mathcal{R},m} \), we conclude.

If \( m \) satisfies (i*) and (ii)(a), we can apply Proposition 3.9 and recall that we get Jordan recoverability of \( \mathcal{C}_{\mathcal{Q},m} \) by Corollary 3.10. Hence we conclude that \( \mathcal{C}_{\mathcal{Q},m} \) is Jordan recoverable in either way. \( \square \)

Like we did to prove the first theorem, now we have to show that if \( m \) does not satisfy (i*) or (ii) then \( \mathcal{C}_{\mathcal{Q},m} \) is not Jordan recoverable.

To begin with, we will show that if \( m \) does not satisfy (i*) then \( \mathcal{C}_{\mathcal{Q},m} \) is not Jordan recoverable. To do it properly, we need to know the existence of certain sorts of strings when (i*) is not satisfied by first making stronger assumptions about \( m \). Then, by relaxing hypotheses over \( m \), we will conclude what we want.

With these ideas in mind, let first assume that \( m \) is not minuscule.

Lemma 3.24. Let \( m \) be a non minuscule vertex of \( \mathcal{Q} \). Then there exists a string \( \rho = \phi^{-1} \Gamma \phi \) with:

\[ (\alpha) \phi \text{ is a string such that:} \]
\[ (\alpha1) s(\phi) = m; \]
\[ (\alpha2) \phi \text{ is passing through any vertex of } \mathcal{Q} \text{ at most once;} \]

\[ (\beta) \Gamma \text{ is a non-lazy string such that:} \]
\[ (\beta1) s(\Gamma) = t(\Gamma) = t(\phi); \]
\[ (\beta2) \text{if } \phi \text{ is not lazy, then the first and the last arrow of } \Gamma \text{ are in relation;} \]
\[ (\beta3) \Gamma \text{ is passing through } t(\phi) \text{ exactly twice;} \]
\[ (\beta4) \Gamma \text{ is passing through any vertex } q \neq t(\phi) \text{ at most once;} \]
\[ (\beta5) \text{Supp}_0(\phi) \cap \text{Supp}_0(\Gamma) = \{t(\phi)\}. \]

Proof. Let \( m \) be as assumed. By Proposition 2.27, there exists a string \( \Xi \) passing through \( m \) at least twice. Among all the substrings of \( \Xi \), there exists a string \( \mu \) such that \( s(\mu) = t(\mu) = m \) and \( \mu \) is passing exactly twice through \( m \). Thus the set \( S(m) \) of strings starting and ending at \( m \), and passing through \( m \) exactly twice is not empty. Let us consider \( \chi \in S(m) \) to be a string minimal with respect to the ordering by length. Note that \( \chi \) is not lazy. We will prove that from \( \chi \) we can extract a string \( \rho \) as claimed.

Let us write \( \chi = \alpha_{i_k} \cdots \alpha_{i_1} \). Consider \( v_0 = m \) and \( v_i = t(\alpha_{i_i}^z) \) for any \( i \in \{1, \ldots, k\} \). Let:

\[ p = \min(i \in \{1, \ldots, k\} \mid v_i \in \{v_0, \ldots, v_{i-1}\}); \]
\[ j \text{ be the only integer in } \{0, \ldots, p-1\} \text{ such that } v_j = v_p. \]

Note that \( p \) is well-defined as \( \chi \) passes at least twice through \( m \). Consider \( \phi = \alpha_{j}^{z} \cdots \alpha_{i_1}^{z} \) and \( \Gamma = \alpha_{p}^{z} \cdots \alpha_{j+1}^{z}. \)
Now we will check that $\phi$ and $\Gamma$ satisfy the claimed conditions.

First let us show that $\rho = \phi^{-1} \Gamma \phi$ is a string. If $\phi$ is lazy, then we can conclude clearly. Assume that $\phi$ is not lazy. Note that $p < k$. At the vertex $v_j = v_p$, if $p > j + 1$, we have at least three distinct incident arrows $\alpha_j$, $\alpha_{j+1}$ and $\alpha_p$. By gentleness of $Q$, this means that exactly one among those following words $\alpha_{j+1} \alpha_j$, $\alpha_p \alpha_j$ or $\alpha_{j+1} \alpha_p$ is not a string.

Obviously $\alpha_{j+1} \alpha_j$ is a string by construction, as $\chi$ is a string. If $\alpha_p$ and $\alpha_j$ are in relation at $v_j$, then, by gentleness of $Q$, $\alpha_{p+1}$ and $\alpha_j$ are not in relation at $v_j$ and so $\chi' = \alpha_k \cdots \alpha_{p+1} \alpha_j \cdots \alpha_1$ is a string of $S(m)$ and $\ell(\chi') < \ell(\chi)$. This is a contradiction with the minimality of $\chi$.

Hence $\alpha_{j+1}$ and $\alpha_p$ are in relation at $v_j$ and $\rho = \phi^{-1} \Gamma \phi$ is a string. Note that we come to the same conclusion if $p = j + 1$. Finally we can easily check by our construction that $\phi$ and $\Gamma$ satisfy the conditions we claimed.

**Proposition 3.25.** Let $m$ be a vertex of $Q$ which is not minuscule. Then $\mathcal{C}_{Q,m}$ is not Jordan recoverable.

**Proof.** Let $m$ be as supposed. Thanks to the previous lemma, there exists a string $\rho = \phi^{-1} \Gamma \phi$ satisfying the conditions stated in the previous lemma.
Again, we conclude that
let us say $-X$
the fact that
Proof. Let at least one of the following assertions is true:
Lemma 3.26. In this case, we get
\[ \lambda^q = (2) \] for $q \in \text{Supp}(\rho)$;
\[ \lambda^q = (0) \] otherwise.
Thus $\mathcal{C}_{Q,m}$ is not Jordan recoverable.
Otherwise, inspired by Example 2.30, recalling that we wrote $\Gamma = \beta_1 \beta_2^{0} \cdots \beta_2^{t}$, let $X = M(\phi^{-1} \beta_2^{0} \cdots \beta_2^{t})$ and $Y = M(\beta_1 \beta_2^{0} \cdots \beta_2^{t} \phi)$ be two representations of $\mathcal{C}_{Q,m}$. In this case, we get
\[ \text{GenJF}(X) = \text{GenJF}(Y) = (\lambda^q)_{q \in Q_0} \] such that:
\[ \lambda^q = (1) \] for $q \in \text{Supp}(\rho)$;
\[ \lambda^q = (0) \] otherwise.
Again, we conclude that $\mathcal{C}_{Q,m}$ is not Jordan recoverable.
Hence in each case, we get what we want. \qed

Now we can prove that for any vertex $m$ which does not satisfy (o), $\mathcal{C}_{Q,m}$ is not Jordan recoverable.
We need to prove beforehand the following lemma.

Lemma 3.26. Let $m$ be a minuscule vertex of $Q$ which is not satisfying (o). Then at least one of the following assertions is true:

$$(\alpha)$$ There exist two non-lazy strings $\nu$ and $\mu$ such that:

(a1) $s(\nu) = s(\mu) = m$ and $t(\nu) = t(\mu) \neq m$;

(a2) $\nu^2$ is a string;

(a3) The last arrows of $\nu$ and $\mu$ are in relation;

(a4) $\nu$ and $\mu$ are strings that are passing through any vertex of $Q$ at most once;

(a5) $\text{Supp}_0(\nu) \cap \text{Supp}_0(\mu) = \{m, t(\nu)\}$.

$$(\beta)$$ There exist a non-lazy string $\phi$ and a band $\Gamma$ such that:

(b1) $s(\phi) = m$ and $t(\phi) = s(\Gamma) = t(\Gamma) \neq m$;

(b2) $\phi$ is a string;

(b3) the last arrows of $\Gamma$ and $\phi$ are in relation;

(b4) $\phi$ is a string that is passing through any vertex of $Q$ at most once;

(b5) $\Gamma$ is a string which is passing through any vertex $q \neq t(\phi)$ of $Q$ at most once and is passing through $t(\phi)$ exactly twice;

(b6) $\text{Supp}_0(\phi) \cap \text{Supp}_0(\Gamma) = \{t(\phi)\}$.

Proof. Let $m$ be as supposed. Then there exists a string $\Xi$ passing through $m$ and passing through another vertex at least twice. Let us consider $\chi$ a minimal substring of $\Xi$ by inclusion such that $\chi$ is passing through $m$ and there exists another vertex $-m$ such that $\chi$ is passing through it at least twice.

First, it is easy to check that $\chi$ passes through $q$ exactly twice, and $s(\chi) = q$ or $t(\chi) = q$. Then we have two cases.

(\alpha) If $s(\chi) = t(\chi) = q$, then we can write $\chi = \mu \nu^{-1}$ where $\nu$ and $\mu$ are the two distinct non-lazy strings such that $s(\nu) = s(\mu) = m$ and $t(\nu) = t(\mu) = q$.

We claim that $\nu$ and $\mu$ are satisfying what we want.
(\(\alpha_1\)) \(s(\nu) = s(\mu) = m\) and \(t(\nu) = t(\mu) = q \neq m\) for free;
(\(\alpha_2\)) \(\chi = \mu \nu^{-1}\) is a string for free;
(\(\alpha_3\)) if the last arrows of \(\nu\) and \(\mu\) are not in relation, then \(\nu^{-1} \mu\) is a non-lazy string starting and ending at \(m\); this is a contradiction with the fact that \(m\) is minuscule. So the last arrows of \(\nu\) and \(\mu\) are in relation;
(\(\alpha_4\)) if \(\nu\) is passing through a vertex \(v\) at least twice, as \(\nu\) is a substring of \(\chi\), we get a contradiction with the minimality of \(\chi\). As the same argument works for \(\mu\), then \(\nu\) and \(\mu\) are passing through any vertex at most once;
(\(\alpha_5\)) if there exists \(v \in \text{Supp}_0(\nu) \cap \text{Supp}_0(\mu)\) and \(v \neq q, m\), we could consider \(\nu_0\) a substring of \(\nu\) and \(\mu_0\) a substring of \(\mu\) such that \(s(\nu_0) = s(\mu_0) = m\) and \(t(\nu_0) = t(\mu_0) = v\). Thus \(\mu_0 \nu_0^{-1}\) is a strict substring of \(\chi\) and that is a contradiction with the minimality of \(\chi\).
(\(\beta\)) Otherwise, up to inversing \(\chi\), we can consider that \(s(\chi) = m\) and \(t(\chi) = q\). Let \(\phi\) be the minimal substring of \(\chi\) such that \(s(\phi) = m\) and which is passing through \(q\). Let \(\Gamma\) be the string such that \(\chi = \Gamma \phi\). We claim that \(\phi\) and \(\Gamma\) are satisfying what we want.

(\(\beta_1\)) For free, we have \(s(\phi) = m\) and \(t(\phi) = s(\Gamma) = t(\Gamma) = q \neq m\);
(\(\beta_2\)) \(\mu' = \Gamma \phi\) for free;
(\(\beta_3\)) if the last arrows of \(\Gamma\) and \(\phi\) are not in relation at \(q\), then \(\phi^{-1} \Gamma \phi\) is a string which starts and ends at \(m\). This is a contradiction with the fact that \(m\) is minuscule. Thus the last arrows of \(\Gamma\) and \(\phi\) are in relation. Furthermore we can prove that \(\Gamma\) is a band:
- \(s(\Gamma) = t(\Gamma)\);
- As the last arrows of \(\Gamma\) and \(\phi\) are in relation at \(t(\Gamma)\) and the first arrow of \(\Gamma\) is not in relation with the last arrow of \(\phi\) at \(t(\Gamma)\), by the gentleness of \(Q\), the last and the first arrow of \(\Gamma\) are not in relation. Then \(\Gamma^j\) is a string;
- If \(\Gamma\) is not primitive, we can write \(\Gamma = \Upsilon^j\) for some \(j > 1\). So \(\Upsilon \phi\) is a substring of \(\chi\) which passes through a vertex \(t(\Gamma) = s(\Upsilon) = q\).
(β4) \( \phi \) cannot pass through a vertex at least twice as \( \phi \) is a strict substring of \( \chi \); 
(β5) if \( \Gamma \) passes through another vertex \( v \neq q \) at least twice, let \( \Gamma_0 \) be the substring of \( \Gamma \) obtained by deleting its last arrow. Then \( \Gamma_0 \phi \) is a substring of \( \chi \) which is passing through \( v \) at least twice. This is a contradiction. 
If \( \Gamma \) passes through \( q \) at least thrice, then \( \Gamma_0 \) passes through \( q \) at least twice and we conclude again with a contradiction. Consequently \( \Gamma \) is a string passing through any vertex \( v \neq t(\phi) \) at most once and passing through \( t(\phi) \) exactly twice: 
(β6) Trivially, \( \{t(\phi)\} \subseteq \text{Supp}_0(\phi) \cap \text{Supp}_0(\Gamma) \). Let us assume that there exists a vertex \( v \neq t(\phi) \) such that \( v \in \text{Supp}_0(\phi) \cap \text{Supp}_0(\Gamma) \). Let \( \Gamma_1 \) be a substring of \( \Gamma \) starting with the first arrow of \( \Gamma \) and such that \( t(\Gamma_1) = v \). Then \( \Gamma_1 \phi \) is a substring of \( \chi \) which is passing through a vertex at least twice. This is a contradiction again with the minimality of \( \chi \).

Either way, we conclude. \( \Box \)

**Proposition 3.27.** Let \( m \) be a vertex of \( Q \) which does not satisfy (α). Then \( \mathcal{C}_{Q,m} \) is not Jordan recoverable.

**Proof.** If \( m \) is not minuscule, we can conclude from the Proposition 3.25.

Let us suppose that \( m \) is minuscule. By the previous lemma, we can construct a certain kind of string, and we have to distinguish the two cases.

If (α) is true, then let us write \( \mu = \alpha_k^{\varepsilon_k} \cdots \alpha_1^{\varepsilon_1} \) and \( \nu = \beta_p^{\varepsilon_p} \cdots \beta_1^{\varepsilon_1} \). Consider \( X = M(\alpha_k^{\varepsilon_k-1} \cdots \alpha_1^{\varepsilon_1} \nu^{-1}) \) and \( Y = M(\mu(\beta_p^{\varepsilon_p-1} \cdots \beta_1^{\varepsilon_1})^{-1}) \). We can easily check that \( \text{GenJF}(X) = \text{GenJF}(Y) = (\lambda^q)_{q \in Q_0} \) with:

- \( \lambda^q = (1) \) for any \( q \in \text{Supp}_0(\mu) \cup \text{Supp}_0(\nu) \);
- \( \lambda^q = (0) \) otherwise.

Thus \( \mathcal{C}_{Q,m} \) is not Jordan recoverable. If (β) is true, then let \( \Gamma' \) be the string obtained from \( \Gamma \) by deleting the last arrow of \( \Gamma \) — called \( \delta \) in the drawing below — and \( \phi' \) be the string obtained for \( \phi \) by deleting the last arrow — called \( \beta \). Note that by (β3) \( \beta \) and \( \delta \) are in relation at \( t(\phi) \). If \( \beta \) is ingoing to \( t(\phi) \) then \( \delta \) is outgoing from \( t(\phi) \) and vice-versa. Inspired by Example 2.31, we can consider \( X = M(\Gamma' \phi)^2 \) and \( Y = M(\phi') \oplus M(\Gamma' \phi) \). It is clear enough how the endomorphisms of \( X \) go. Let us see the morphisms between the summands of \( Y \). We label the morphisms by substrings as an application of Theorem 2.16.

\[
\begin{array}{ccc}
\bullet \sim_{\phi'} m & \sim_{t(\phi)} t(\phi) & \sim_{\phi'} m \\
\downarrow \delta & \downarrow \beta & \\
M(\phi') & M(\Gamma' \phi) & \\
\end{array}
\]

From that, by simple calculation, we get \( \text{GenJF}(X) = \text{GenJF}(Y) = (\lambda^q)_{q \in Q_0} \) where:
\[ \lambda^q = (2) \text{ for all } q \in \text{Supp}(\Gamma'\phi); \]
\[ \lambda^q = (0) \text{ otherwise.} \]

In other cases (for example if \( \beta \) is an outgoing arrow of \( m' \), or if \( \delta \) is an incoming arrow of \( m' \)), we can make similar observations, construct representations \( X \) and \( Y \) analogously, and we will obtain the same result.

That is why \( C_{Q,m} \) is not Jordan recoverable. \( \square \)

Now let us show another translation of the condition \((i*)\). By the previous proposition, we can suppose that \( m \) satisfies \((o)\).

**Lemma 3.28.** Let \( m \) be a vertex of \( Q \) satisfying \((o)\) but not \((i*)\). Then there exist three strings \( \phi, \nu \) and \( \mu \) such that:

1. \( \nu \) and \( \mu \) are non-lazy;
2. \( s(\phi) = m, t(\phi) = s(\nu) = s(\mu) \text{ and } t(\nu) = t(\mu) \);
3. \( \nu \phi \) and \( \nu \mu \) are strings of \( Q \);
4. \( \phi, \nu \) and \( \mu \) are passing through any vertex of \( Q \) at most once;
5. the first arrows and the last arrows of \( \nu \) and \( \mu \) are in relation at \( s(\nu) \) and \( t(\mu) \) respectively;
6. \( \text{Supp}_0(\phi) \cap \text{Supp}_0(\nu) = \text{Supp}_0(\phi) \cap \text{Supp}_0(\mu) = \{s(\nu)\} \text{ and } \text{Supp}_0(\nu) \cap \text{Supp}_0(\mu) = \{s(\nu), t(\nu)\} \).

**Proof.** Let \( m \) be as supposed. By the fact that \( m \) does not satisfy \((i*)\), there exist two distinct strings \( \Xi \) and \( \Psi \) such that \( s(\Xi) = s(\Psi) = m \) and \( t(\Xi) = t(\Psi) \). Let us consider such a pair \((\chi, \psi)\) to be minimal in the following way: for any pair of distinct strings \((\sigma, \tau)\) such that \( s(\sigma) = s(\tau) = m \) and \( t(\sigma) = t(\tau) \), we have \( \ell(\sigma) \geq \ell(\chi) \) and if \( \ell(\sigma) = \ell(\chi) \) then \( \ell(\tau) \geq \ell(\psi) \). Consequently \( \ell(\chi) \leq \ell(\psi) \).

Let \( \phi \) be the common string maximal by inclusion of \( \chi \) and \( \psi \) such that \( s(\phi) = m \). Let \( \nu \) and \( \mu \) be the strings such that \( \chi = \nu \phi \) and \( \psi = \mu \phi \). We will show that \( \phi, \nu \) and \( \mu \) are three strings as claimed.

\[
\begin{align*}
\phi & \\
m & \sim \sim \sim \sim \\
\sim \sim \sim & \\
\mu & \\
\nu &
\end{align*}
\]

(\(\gamma 1\)) As \( \ell(\psi) \geq \ell(\chi) \), if \( \mu \) is lazy then \( \psi = \chi \) which is a contradiction with the fact that \( \psi \) and \( \chi \) are distinct. If \( \nu \) is lazy, then \( \psi = \mu \phi \) is a string passing through \( s(\mu) \) at least twice. This is a contradiction with the fact that \( m \) satisfies \((o)\). So \( \nu \) and \( \mu \) are non-lazy.

(\(\gamma 2\)) By construction we have \( s(\phi) = m, t(\phi) = s(\nu) = s(\mu) \text{ and } t(\nu) = t(\mu) \) for free;

(\(\gamma 3\)) By construction \( \chi = \nu \phi \) and \( \psi = \mu \phi \) are strings of \( Q \);

(\(\gamma 4\)) If there exists a vertex \( q \) of \( Q \) such that one of the three strings \( \phi, \nu \) or \( \mu \) is passing through \( q \) at least twice, then \( \chi \) or \( \psi \) is passing through \( q \) at least twice. This is a contradiction with the fact that \( m \) satisfies \((o)\). So \( \phi, \nu \), and \( \mu \) are passing through any vertex of \( Q \) at most once;
(γ5) If the last arrows of ν and μ are not in relation at t(ν), then μ⁻¹νφ is a string passing through m and through s(ν) at least twice. This is a contradiction with the fact that m satisfies (o). By noting that νφ and μφ are strings of Q, and the first arrows of ν and μ have to be distinct by maximality of φ, if φ is non-lazy then the last arrow of φ is in relation with neither the first arrow of ν nor the first arrow of μ at t(φ); by gentleness of Q the first arrows of ν and μ have to be in relation at s(ν).

If φ is lazy and if the first arrows are not in relation at s(ν) = m, then μν⁻¹ is a well-defined string of Q passing through m and through t(ν) at least twice. This is a contradiction with the fact that m satisfies (o). Hence we conclude that the first arrows and the last arrows of ν and μ are in relation at s(ν) and t(ν) respectively;

(γ6) It is clear that \{s(ν)\} ⊆ Supp₀(φ) ∩ Supp₀(ν). If there exists a vertex q ≠ s(ν) in Supp₀(φ) ∩ Supp₀(ν), then χ = νφ is a string passing through q at least twice. This is a contradiction with the fact that m satisfies (o). So Supp₀(φ) ∩ Supp₀(ν) = \{s(ν)\}. Analogously we have Supp₀(φ) ∩ Supp₀(μ) = \{s(ν)\}.

It is also clear that \{s(ν), t(ν)\} ⊆ Supp₀(ν) ∩ Supp₀(μ). Assume that there exists a vertex t(ν) ≠ q ≠ s(ν) in Supp₀(ν) ∩ Supp₀(μ). Thanks to (γ4), we can consider νq (respectively μq) the substring of ν (respectively μ) starting at s(ν) and ending at q. Then (χq = νqφ, ψq = μqφ) is a pair of distinct strings such that s(χq) = s(ψq) and t(χq) = t(ψq) = q. But ℓ(χq) < ℓ(χ) by construction, which is a contradiction with the minimality of (χ, ψ).

Hence we conclude that Supp₀(ν) ∩ Supp₀(μ) = \{s(ν), t(ν)\}.  

\[ \square \]

**Proposition 3.29.** Let m be a vertex of Q which does not satisfy (i*). Then \( Q_{m} \) is not Jordan recoverable.

**Proof.** Let m be as supposed. We already know that if m does not satisfy (o) then \( Q_{m} \) is not Jordan recoverable thanks to Proposition 3.27.

Let us assume that m does satisfy (o). By Lemma 3.28, there exist three strings φ, ν, and μ satisfying the conditions stated in the previous lemma.

Without loss of generality, we can assert that the first arrow α of ν is ingoing to s(ν) and the first arrow β of μ is therefore outgoing from s(ν). Define ν' (respectively μ') the string obtained from ν (respectively μ) by deleting its last arrow.

Consider X = M(ν'φ) ⊕ M(μφ) and Y = M(νφ) ⊕ M(μ'φ). We can see that the only significant substring that is on the top of μφ (respectively μ'φ) and at the bottom of ν'φ (respectively νφ) is φ. In the following figures, we highlighted the morphisms between summands of X and Y like previously.

Here is what we have for X.

\[ \begin{array}{c}
\bullet \sim \cdots \sim \bullet \\
\alpha \quad \phi \\
\beta \quad \phi
\end{array} \]

\[ M(ν'φ) \quad M(μφ) \]
\[ M(\mu \phi) \xrightarrow{\phi} M(\nu \phi) \]

And here is what we have for \( Y \).

\[ M(\nu \phi) \xrightarrow{\mu'} M(\mu' \phi) \]

Hence, after calculations, we have \( \text{GenJF}(X) = \text{GenJF}(Y) = (\lambda^q)_{q \in Q_0} \) such that:

- \( \lambda^q = (2) \) if \( q \in \text{Supp}_0(\phi) \);
- \( \lambda^q = (1) \) if \( q \in \text{Supp}_0(\mu) \cup \text{Supp}_0(\nu) \setminus \text{Supp}_0(\phi) \);
- \( \lambda^q = (0) \) otherwise.

Thus we conclude that \( C_{Q,m} \) is not Jordan recoverable. \( \square \)

Finally we still have to prove that if \( m \) does not satisfy \((ii)\), then \( C_{Q,m} \) is not Jordan recoverable.

**Proposition 3.30.** Let \( m \) be a vertex which does not satisfy \((ii)\). Then \( C_{Q,m} \) is not Jordan recoverable.

**Proof.** Let \( m \) be as supposed. We already know that if \( m \) does not satisfy \((i*)\) then \( C_{Q,m} \) is not Jordan recoverable. Let us assume that \( m \) satisfies \((i*)\).

From Lemma 3.3, we know that \((i*)\) implies \((a)\). Furthermore if we pay attention to the proof of Proposition 3.21, thanks to Lemma 3.20, we proved in fact that if \( m \) satisfies \((a)\) but not \((ii)\), then \( C_{Q,m} \) is not Jordan recoverable (as we said in Remark 3.22). Thus we conclude. \( \square \)

Let us recap the proof of the second main result.

**Proof of Theorem 3.2.** Thanks to Proposition 3.23, we showed that \((i*)\) and \((ii)\) are sufficient. Then we showed with Proposition 3.29 and Proposition 3.30 that these conditions are necessary. As a result, we have the equivalence we wished for. \( \square \)

4. To go further

Here are some ideas or questions that we could ask ourselves based on our work.

- As the proof of the main result uses string combinatorics, can we extend that result to string algebras or skew-gentle algebras?

We can also think about string algebras and skew-gentle algebras that are algebras which have a similar description of their indecomposable representations. However working with them does not seem as easy as the gentle case. We can at least expect that the description of vertices \( m \) such that \( C_{Q,m} \) is canonically Jordan recoverable could be something of the same flavor, with a few more restrictions.

Nonetheless, we can notice that the results can be easily extended to the case of locally gentle algebras.
• What are exactly all the canonically Jordan recoverable subcategories of modules over a gentle algebra given by a gentle quiver $Q$?

From a bit more work over $A_n$-type quivers, we have a conjecture that could characterize all the subcategories that are canonically Jordan recoverable.

**Conjecture 4.1.** Let $Q$ be an $A_n$-type quiver. A subcategory $C$ of $\text{rep}(Q)$ is canonically Jordan recoverable if and only if for any pair of strings $(\rho, \nu)$ which are associated to indecomposable representations of $C$, we do not have an arrow $\alpha \in Q_1$ such that $s(\alpha) \in \text{Supp}_0(\rho)$, $t(\alpha) \in \text{Supp}_1(\nu)$ and $\alpha \notin \text{Supp}_1(\rho) \cup \text{Supp}_1(\nu)$.

Thanks to ideas coming from the Example 1.2 and the familiarity with the hypothesis (i) of the Theorem 3.1, we can highlight the fact that it is a necessary condition. Actually, we can use the proof of Proposition 3.18 in this particular case to conclude.

However it is still difficult to explain why it is sufficient. Hopefully, if this statement is true, we could expect to extend that result to characterize all the canonically Jordan recoverable subcategories of representations over a gentle quiver.

• Can we translate our combinatorial condition on the vertex $m$ into conditions in terms of quiver representation theory on the category $C_{Q,m}$?

This is not an easy question. At this point, we could expect to get a translation of the conditions from Conjecture 4.1 in terms of not having an extension between two indecomposable representations which do not have a non-zero morphism in either way.

• Is there a combinatorial map extending the Robinson–Schensted–Knuth correspondence?

Let $Q$ be a Dynkin quiver with $Q_0 = \{1, \ldots, n\}$. In the article [GPT23], they study the structure of Jordan form data in the minuscule case. For any minuscule vertex $m$, there is a minuscule poset $\mathcal{P}_{Q,m}$ for whose definition we refer to [GPT23, Section 4.1]. This minuscule poset is equipped with a map $\pi$ to the vertices of $Q$. In particular, $\pi$ satisfies that each fiber $\pi^{-1}(j)$ is totally ordered.

**Theorem 4.2 ([GPT23]).**

(i) For any $X \in C_{Q,m}$ and $j \in Q_0$, the number of parts in the partition $\text{GenJF}(X)^j$ is less or equal to the size of the fibre $\pi^{-1}(j)$.

(ii) For $X \in C_{Q,m}$, define a map $\rho_{Q,m} : \mathcal{P}_{Q,m} \to \mathbb{N}$ as follows: the values of $\rho_{Q,m}(X)$ restricted to $\pi^{-1}(j)$ are the entries of $\text{GenJF}(X)^j$, padded with extra zeros if needed, and ordered so that, restricted to $\pi^{-1}(j)$, the function is order-reversing. Then $\rho_{Q,m}$ is order-reversing as a map from $\mathcal{P}_{Q,m}$ to $\mathbb{N}$.

(iii) The map from isomorphism classes of $C_{Q,m}$ to order-reversing maps from $\mathcal{P}_{Q,m}$ to $\mathbb{N}$, sending $X$ to $\rho_{Q,m}(X)$ is a bijection.

As an enumerative corollary of the previous result, thanks to an interesting link to reverse plane partitions, the isomorphism classes of representations in $C_{Q,m}$ have the following generating function.

**Theorem 4.3 ([Pro84], [GPT23]).** For $Q$ a Dynkin quiver and $m$ a minuscule vertex, we have

$$\sum_{X \in C_{Q,m}} \prod_{i=1}^{n} q_i^{\text{dim}(X_i)} = \prod_{u \in \mathcal{P}_{Q,m}} \frac{1}{1 - \prod_{i=1}^{n} q_i^{\text{dim}(M_u)_i}}$$
where:

- the sum is over isomorphism classes of representations in \( \mathcal{C}_{Q,m} \);
- in the product, \( M_u \in \mathcal{C}_{Q,m} \) is the indecomposable representation of \( Q \) corresponding to \( u \in \mathcal{P}_{Q,m} \).

One of its combinatorial applications is that we can consider the map \( \rho_{Q,m} \) from \( \mathcal{C}_{Q,m} \) to reverse plane partitions over \( \mathcal{P}_{Q,m} \) to be a generalization of the classical Robinson–Schensted–Knuth (RSK) correspondence. Indeed this map has the same Green-Kleitman invariants [GP17].

From this perspective, we could expect to generalize the RSK correspondence in the case of gentle algebras, string algebras, or skew-gentle algebras, and even in the case, we work with other Jordan recoverable categories that have more interesting behavior. One can note that our Jordan recoverable categories \( \mathcal{C}_{Q,m} \) are similar to the \( A_n \) quiver case. So it does not seem unreasonable to say that we can have the same results, without any more interesting things to add. However it could come to be more impactful to get that result after having characterized what are all the Jordan recoverable categories in these new cases.

The reader is invited to have a look into these different problems or things related to them.
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