Ribosome profiling reveals an important role for translational control in circadian gene expression
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Physiological and behavioral circadian rhythms are driven by a conserved transcriptional/translational negative feedback loop in mammals. Although most core clock factors are transcription factors, post-transcriptional control introduces delays that are critical for circadian oscillations. Little work has been done on circadian regulation of translation, so to address this deficit we conducted ribosome profiling experiments in a human cell model for an autonomous clock. We found that most rhythmic gene expression occurs with little delay between transcription and translation, suggesting that the lag in the accumulation of some clock proteins relative to their mRNAs does not arise from regulated translation. Nevertheless, we found that translation occurs in a circadian fashion for many genes, sometimes imposing an additional level of control on rhythmically expressed mRNAs and, in other cases, conferring rhythms on noncycling mRNAs. Most cyclically transcribed RNAs are translated at one of two major times in a 24-h day, while rhythmic translation of most noncyclic RNAs is phased to a single time of day. Unexpectedly, we found that the clock also regulates the formation of cytoplasmic processing (P) bodies, which control the fate of mRNAs, suggesting circadian coordination of mRNA metabolism and translation.

[Supplemental material is available for this article.]
experiments in human U2OS cells and compared these results with RNA-seq. Ribosome profiling is based on the protection of small lengths of mRNAs (∼30 nt) by the ribosome during translation (Steitz 1969). Sequencing libraries can be generated from these ribosome-protected fragments (RPFs) to determine which mRNAs are actively translated at any given time on a genome-wide scale with single codon resolution (Ingolia et al. 2009). Using this method, we report on the effect of circadian rhythms on the global translation of rhythmic genes.

Results

Ribosome profiling over a circadian time course in U2OS cells

To reconfirm that a functional molecular clock was present in our experimental system (Vollmers et al. 2008), we grew U2OS cells in tissue culture and synchronized them with dexamethasone. This cell type was chosen due to the relative ease with which samples can be collected and compared to whole tissues. In addition, U2OS cells are known to oscillate and are commonly used in circadian studies (Hirota et al. 2008; Vollmers et al. 2008; Baggs et al. 2009; Hughes et al. 2009; Maier et al. 2009). The cells showed robust oscillations of luciferase activity derived from a PER2-promoter-luciferase fusion. As expected, these oscillations were abolished with siRNAs targeting ARNTL (henceforth referred to as siARNTL) cells to disrupt circadian rhythms (Supplemental Fig. S1A,B).

For our experiments, we synchronized cells with and without treatment with siRNAs targeting ARNTL (also known as BMAL1) and began the collection 24 h post-synchronization (Supplemental Fig. S1A) for a 24-h time course, with 2-h resolution (in duplicate). The collected cells were used to generate sequencing libraries of ribosome-protected fragments at each time point. We aligned these RPFs to the human reference genome using STAR (Dobin et al. 2013) and quantified their distribution using protein-coding gene models from the UCSC Known Gene annotation (Hsu et al. 2006) (see Supplemental Methods for full details; mapping statistics in Supplemental Table S1).

To confirm that the sequenced RNA fragments were generated through the authentic protection of mRNAs by ribosomes, we examined if RPFs mapped correctly to coding regions of the genome and determined their size and periodicity. First, we found that ∼70% of the putative RPFs mapped to exons and ∼10% mapped to introns (Fig. 1A). The remaining ∼20% mapped to intergenic regions, which may correspond to lincRNAs, as suggested by others (Ingolia et al. 2011). This pattern was consistent in both wild-type and siARNTL cells. When we further examined the exonic subset of reads in wild-type cells, ∼95% mapped to protein-coding regions, while ∼5.5% mapped to 5′ UTRs, and the remaining ∼0.5% mapped to 3′ UTRs (Fig. 1B). Again, the distribution of reads was similar in the siARNTL cells. Second, we examined the length of the RPFs across the entire data set and found that the distribution of read lengths was centered on ∼28 nt (Supplemental Fig. S2), in agreement with the known ribosome footprint (Ingolia et al. 2009). Third, others have shown that RPFs display a characteristic triplet periodicity along translated transcripts that corresponds to the translocation of the ribosome during elongation (Ingolia et al. 2009). To determine if this was the case in our data set, we took the 1000 genes with the largest mean number of mapped RPFs in the wild-type data set, and for each gene we mapped the putative A-site for each RPF from 80 bp flanking the start and stop of the coding region (i.e., RPFs adjacent to either the start codon or the stop codon). The A site of the ribosome is the site at which an aminoacyl-tRNA enters to extend a growing polypeptide. Previous studies have shown that the first nucleotide of the A-site codon is typically located +15 nt from the 5′ end of a given RPF read (Guo et al. 2010; Michel et al. 2012). We used this definition to map the locations of A-sites along the lengths of protein-coding transcripts. Last, we combined and plotted these A-site data from all 1000 genes (Fig. 1C) and observed a strong aggregate 3-nucleotide periodicity in RPFs for these 1000 genes, as well as a steep drop in RPF signal when transitioning between the coding region and the UTR. Both of these observations are typical of ribosome profiling experiments. Thus, we find that the majority of our RPFs map to protein-coding regions of the genome, correspond to the expected size of a ribosome footprint, and are periodic in nature. These three pieces of evidence strongly suggest that our data are generated from the authentic protection of mRNA by ribosomes.

To provide a direct, parallel comparison between transcription and translation, we also created total RNA-seq libraries from the same cells used to generate the RPF libraries. These libraries were used as a read-out for steady state mRNA abundance. We saw excellent correlations between replicates across all time points and treatment conditions, for both the RPF and RNA-seq data (Supplemental Fig. S3). To further validate our RNA-seq data, we compared it to published U2OS microarray data (Hughes et al. 2009). We examined several known clock genes (ARNTL, CRY1, PER2, NR1D1, also known as REV-ERBAalpha, and
NR1D2) and a known output gene, thyrotrophic embryonic factor (TEF), and found that our data were in good agreement with this previous study (Supplemental Fig. S4). Transcriptional rhythms of these same genes were disrupted in the siARNTL cells. Taken together, this confirms the validity of our mRNA abundance measurements for subsequent use.

Circadian rhythms in translation are bimodal

Most genes only had a few RPF reads mapping to them. To reduce noise due to extremely low expression and RPF occupancy, we filtered out all genes with <10 RPF reads across all wild-type samples and those genes with no total RNA-seq reads in any sample. This left 9942 protein-coding transcripts, which are used for all subsequent analyses. This number of expressed protein-coding transcripts is within the expected range, given previous literature that has studied RNA expression across many human and mouse tissues and cell lines (Su et al. 2004; Ramskold et al. 2009). We identified rhythms in transcript accumulation and translation using the JTK_CYCLE algorithm (Hughes et al. 2010). Using a false-discovery rate (FDR) cutoff of 0.2, we found 590 genes with rhythms in RPF occupancy. However, 35% of these genes maintain oscillations in the data obtained from the siARNTL cells (Supplemental Table S2). This is not unheard of, as a recent study showed that over half of mouse liver genes with rhythmic protein accumulation maintain their rhythms in the absence of a functional molecular clock (Mauvoisin et al. 2014). While these residual rhythms may be driven by feeding cycles in a whole organism, they may arise from interaction with the cell cycle in our cellular model. This hypothesis is supported by DAVID analysis of these genes, which showed significant enrichment for cell-cycle proteins (Supplemental Table S3; Huang et al. 2009). In order to focus on those genes most likely to be regulated by the molecular clock, we removed all genes that maintained RPF or RNA rhythms in the siARNTL data. The only exceptions to this filter were 58 genes that showed phase differences ≥4 h between the two treatment conditions (marked in Supplemental Tables S4, S5). While these genes were also enriched for cell-cycle proteins (Supplemental Table S6), we retained them in our analyses since the detectable phase-shift in the siARNTL condition suggests their rhythms are regulated in part by the molecular clock.

By examining this filtered set of genes and varying the JTK_CYCLE false-discovery rate cutoff, we identified 122 (FDR = 0.1), 224 (FDR = 0.15), and 321 (FDR = 0.2) genes with oscillations in RNA accumulation, including the clock genes ARNTL, PER2/3, CRY1/2, and NR1D1/NR1D2 (Supplemental Table S4). While we display the results for the 321 genes (FDR = 0.2) for simplicity’s sake, we demonstrate that our findings are the same for all cutoffs. For the total RNA-seq data, we used a standard FDR of 5% and found 592 genes with rhythmic RNA accumulation (Supplemental Table S5). Our data indicated a bimodal pattern for general cellular RNA accumulation as well as translation. Thus, each of the two processes—RNA accumulation and translation—displayed peaks ~5 and 17 h after the start of collection, which correspond to 29 and 41 h following dexamethasone treatment, respectively (Supplemental Fig. S5). These two anti-phased peaks in expression/translation are in agreement with recent studies of the mammalian circadian transcriptome and proteome (Hoffmann et al. 2014; Mauvoisin et al. 2014; Zhang et al. 2014).

Next, we focused on three distinct sets of genes: (1) those with RNA oscillations, but no RPF oscillations (RNA-only) (Fig. 2A,F); (2) those with RPF and RNA oscillations (Fig. 2B,E); and (3) those with RPF oscillations, but no RNA oscillations (RPF-only) (Fig. 2C,E). We defined RNA-only cyclers as those genes with RNA oscillations (FDR = 0.05), and P ≥ 0.2 in the RPF data. By using the higher P-value threshold in the RPF data, we sought to reduce the impact of genes which had actual RPF oscillations but were just outside our significance cutoffs. Similarly, we defined RPF-only cyclers as those genes with RPF oscillations (FDR = 0.1, 0.15, and 0.2), and P ≥ 0.2 in the RNA data. Again, using this P-value cutoff should yield a more accurate list of genes oscillating only at the RPF level.

Lastly, we defined genes oscillating both at the level of RNA (FDR = 0.05) and RPF accumulation (FDR = 0.1, 0.15, and 0.2).

Interestingly, peak RNA expression of genes with RNA-only oscillations occurred at one of two major times of day (Fig. 2A). Likewise, translation of genes showing rhythmicity at the level of both RNA and RPF showed the bimodal pattern noted above (Fig. 2B). However, genes with RPF-only oscillations showed a unimodal pattern in peak phase, in that they tended to be translated at a single time of day (Fig. 2C). This pattern was maintained regardless of FDR cutoff (Supplemental Fig. S6). We also found genes that cycled in both the RNA and RPF data had higher amplitude oscillations in both data sets than those that cycled only at the level of RNA or RPF (Supplemental Fig. S7). This difference was largely lost with siARNTL treatment, suggesting this trend is the result of a functional molecular clock. In addition to these distinct patterns in peak oscillation phase and amplitude, these different sets of genes showed enrichment for different pathways and biological processes. Using DAVID, we found the RNA-only cyclers were enriched for transcription factors and genes involved in MAPK, Wnt, and GnRH signaling. For example, MAPK6 and the Wnt signaling mediator SATB1 (Fig. 2D; Supplemental Fig. S8A; Notani et al. 2010) show rhythmic mRNA accumulation without RPF oscillations. Those genes with both RNA and RPF oscillations were enriched largely for circadian rhythms (this group contained the core clock genes), with weaker associations to cell-cycle regulators and GTP signal transduction (Supplemental Table S6). These include CDC20, a regulator of the Anaphase Promoting Complex (APC; an E3-ubiquitin ligase), and the phospholipase PCLCE1, which show good concordance between RPF and RNA oscillations (Fig. 2E; Supplemental Fig. S8B). Note that CDC20 was one of the genes phase-shifted in the siARNTL condition, suggesting it may be dually regulated by the circadian clock and the cell cycle. Lastly, the RPF-only cyclers are enriched for ribosome-related proteins, as well as genes involved in translation and RNA splicing. Two such examples are the mitochondrial rRNA chaperone ERL1 and the poly(A) binding protein regulator PABPC3 (Fig. 2F; Supplemental Fig. S8C). This agrees with a recent study finding that the clock both regulates ribosome biogenesis and consolidates it to a single time of day (Jouffe et al. 2013). Taken together, these results suggest that the clock regulates distinct cellular processes at both the transcriptional and translational level. Furthermore, the majority of this translational control is consolidated into a single circadian phase at approximately CT 05 (circadian time) 05.

The delay in clock gene expression is not generated through translational control

Given that circadian genes were enriched among those with rhythms in both RNA and RPF, we sought to examine the relationship between RNA accumulation and translation. It is thought that one of the requirements for the generation of the 24-h circadian oscillation is a delay in the accumulation of the transcriptional inhibitors, PER and CRY. This delay appears to be present in our
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Figure 2. Peak RNA and RPF timing in cycling genes. (A–C) Radial diagrams displaying circadian phase information for those genes that (A) oscillate in the RNA data only (RNA FDR < 0.05; RPF P > 0.2), (B) oscillate in the RNA and RPF data (RNA FDR < 0.05; RPF FDR < 0.2), and (C) oscillate in the RPF data only (RPF FDR < 0.2; RNA FDR > 0.2). Note that B depicts phase data for both RNA and RPF, as both show peaks at the same time of day; A and C depict phases for RNA and RPF, respectively. The number of genes in each set is displayed below the corresponding radial diagrams. The blue and red radial diagrams display phase information for RNA and RPF, as both show peaks at the same time of day; A and C depict phases for RNA and RPF, respectively. All phases were calculated using JTK_CYCLE. (D) RNA and RPF traces for two representative genes in each of the above groups are plotted as a function of circadian time. (E) MAPK6 and SATB1 oscillate in the RNA data only. (F) CDC20 and PLCE1 oscillate in both the RNA and RPF data. (G) PABPC3 and ERAL1 oscillate in the RPF data only. Blue traces for the RNA data use the axes on the left. Red traces for the RPF data use the axes on the right. Points from both replicates are displayed, and the lines are plotted using a moving average (see Supplemental Methods for further detail). Traces from suspect libraries are displayed in Supplemental Figure S8.

cycling U2OS cells when we compare the steady state levels of CRY2 protein with corresponding mRNA over the entire 24-h time course (Fig. 3A). While many mechanisms could create this pattern, one hypothesis is that delayed protein synthesis causes the lag between mRNA and steady state protein accumulation. To test this hypothesis, we focused on those genes that displayed oscillations in RPF and mRNA accumulation (Fig. 2B). We calculated the phase lag for this subset of genes as the absolute value of the time difference between peak RPF and peak mRNA, corrected for edge cases (e.g., RPF peak at CT 02; RNA peak at CT 22 should have a 4-h phase lag, not a 20-h phase lag). The timing of peak phases was determined by the JTK_CYCLE algorithm (see Supplemental Methods for further detail). The majority of these genes (92%) showed phase lags ≤ 2 h (Fig. 3B). This means that most of these genes have either no difference in phase, or the phases are too close together to distinguish with a 2-h sampling resolution. In either case, these phase lags are much smaller than the 6-h delay between mRNA and protein accumulation that others have observed using mass spectrometry (Mauvoisin et al. 2014; Robles et al. 2014). Interestingly, this subset contained all of the major clock genes. The negative regulators in particular, PER1/2 and CRY1/2, exhibited phase differences of 0–1 h. Given the limitations of our 2-h temporal resolution, we also directly compared RPF and mRNA abundance measures for the transcriptional repressors of the circadian clock (PER1/2, CRY1/2, NR1D1/NR1D2) and found transcription and translation to be synchronous (Fig. 3C; Supplemental Fig. S9). Taken together with our previous results, these observations imply that the translation of these circadian transcriptional repressors occurs concurrently with RNA accumulation and that the delay in clock protein accumulation required for a self-sustaining circadian clock is generated through a post-translational control mechanism.
The circadian clock regulates a subset of genes solely at the level of translation

Oscillations in RPF counts can arise from multiple sources of regulation. In the case of the core clock genes, rhythms in RPF appear to arise due to the oscillations in available RNA and reflect regulation of translation through transcriptional control. RPF rhythms can also arise from pure translational control, like those of PABPC3, which has no rhythms in RNA accumulation. However, additional control at the level of translation may be imposed on genes that also show rhythmic RNA accumulation. In order to remove the effect of RNA abundance on RPF counts, previous studies have calculated the translational efficiency (Ingolia et al. 2011; Brar et al. 2012). Briefly, translational efficiency is calculated by dividing RPF counts for a given gene by the RNA read counts for the same gene at the same time (see Supplemental Methods for further details). We found 40 genes (Supplemental Table S7) with oscillations in translational efficiency, many of which were among the list of RPF cyclers. Only two of these genes (CDC25B and KIF3C) with rhythmic translational efficiency cycle in both the RNA and RPF data. However, we also found 18 genes with rhythmic translational efficiency missed by our earlier analyses. While there are too few genes for DAVID analysis, we noticed genes associated with small GTPase activity/signaling (RABL3, GNB2L1), cellular transport and the cytoskeleton (TUBA4A, VIM, BIN1), a GPI anchoring protein (PGAP1), and splicing factors (SNRNP70, SNRP4A). The patterns of translational efficiency across many of these genes diverged from their accumulated RNA levels (Fig. 4A). We confirmed the rhythmic accumulation of SNRNP70 protein levels by Western blot and found that the pattern showed a strong similarity to our RPF data (Fig. 4B), while SNRNP70 mRNA levels were found to be nonoscillatory by quantitative PCR (Fig. 4C), consistent with previous findings in U2OS cells (Hughes et al. 2009). Taken together, these oscillations in translational efficiency provide further evidence that the circadian clock regulates a diverse set of biological processes solely at the level of translation.

Mechanisms underlying rhythmic transcription and translation in U2OS cells are unclear

In an effort to understand the different mechanisms underlying the regulation of the three groups of genes we observe in our study (RNA-only cyclers, RNA and RPF cyclers, RPF-only cyclers), we searched gene promoters (+5 kb to −1 kb of the transcriptional start site) for transcription factor binding sites, and UTRs for RNA-binding protein (RBP) interaction sites. In order to assess if direct activation by the core molecular clock affects the transcription of our cycling genes, we used an existing ChIP-seq data set (Hoffmann et al. 2014). This data set identifies the locations of CLOCK, ARNTL, and CRY1 binding sites in unsynchronized U2OS cells. By assigning these binding sites to gene promoters (see Supplemental Methods for full details), we found only 42 genes that cycle at the level of RNA or RPF are directly bound by these clock factors (marked in Supplemental Tables S4, S5). Of these, only five (CRY1, CRY2, PER2, TEF, and EIF5A2) were directly bound by all three clock factors, and all of these genes cycled in both the RNA and RPF data. Additionally, the major expression peaks in our data (CT 17 and CT 05) are ~3–4 h out of phase with the
components of the core oscillator (ARNTL, CRY1, CRY2, PER1, PER2, PER3). These results suggest that the majority of transcriptional cycling observed in our data is likely to arise from circadian outputs downstream from the core oscillator and not due to direct transcriptional regulation by the CLOCK/ARNTL complex. Next, we used oPOSSUM (Kwon et al. 2012) to search gene promoters for overrepresented transcription factor binding motifs. Notably, we found enrichment of ROX/RRE binding sites and D-box binding sites (well-characterized circadian regulatory/output motifs) in the RNA/RPF cyclers and RNA-only cyclers, respectively. In both of these cases, only those genes with peak expression clustered around CT 17 showed enrichment for these binding sites, while there were no binding sites significantly enriched over background in the genes peaking around CT 05. Those genes that cycle only in the RPF data showed significant enrichment for the joint MYC::MAX binding site, as well as the ELK4 binding site. None of these transcription factors have rhythmic RNA or RPF expression in our data. While these data suggest that some of these transcriptional rhythms could be due, in part, to regulation by RRE and D-box elements, there are still substantial numbers of genes that lack these motifs in their promoters, particularly the group of genes with peak transcription occurring around CT 05.

In order to identify potential avenues of translational regulation, we searched for enriched RBP binding sites and regulatory motifs in the 5′ and 3′ UTRs of genes. The AURA database (Dassi et al. 2014) contains a curated set of 754 RNA-RBP interactions and miRNA binding sites derived from the literature and various experimental data sets. We used this resource to search for regulatory motifs enriched in each of our three gene groups of interest (see Supplemental Methods for full details). Separating genes by peak phase in transcription/translation, we found enrichment of RBM10 interaction sites in the RPF-only cycling genes and miR-335 binding sites among the RNA/RPF and RNA-only cycling genes. However, RBM10 does not cycle in our data, and when we manually inspected the primary transcript of miR-335, we found no evidence of expression. While this analysis is limited to the ~1.2 million RNA-RBP interaction events described by the AURA database, there does not appear to be a singular RBP responsible for the translational rhythms we observe in the RPF-only cycling genes or the lack of translational rhythms we observe in the RNA-only cycling genes. We also compared the lengths of the UTR and coding regions between these groups of genes, as there has been some evidence that UTR length is associated with transcriptional/translational efficiency (Tanguay and Gallie 1996; Cenik et al. 2010). The only difference we found was that RPF-only cycling genes tended to have shorter 3′ UTRs than genes in the other two groups (Wilcoxon rank-sum test P-value <9 × 10^{-3}). Upon closer inspection, this difference appears to be driven largely by the RNA genes included in the set of RPF-only cyclers, as they tend to have shorter 3′ UTR sequences than other genes (Ledda et al. 2005). The mechanisms underlying differential circadian regulation of transcription and translation in the U2OS system remain unclear.

The translation of uORFs in genes with rhythmic transcription and translation

One regulatory control mechanism that could account for differences in mRNA accumulation and RPF occupancy is the
translation of open reading frames located upstream of the coding sequence (upstream ORFs or uORFs). Translation of these uORFs can affect the translation of the main coding sequence (CDS) of their associated gene, leading to disrupted translation, translation from an alternative start codon, or targeting the mRNA for nonsense-mediated decay (for review, see Barbosa et al. 2013). In order to search for uORFs in our data, we first identified complete ORFs contained in the 5′ UTRs of protein-coding genes, beginning with an AUG. In order to accurately differentiate between the uORF signal and that of the main CDS, we only considered those uORFs located at least 30 bp upstream of the main start codon. After quantifying RPF reads mapping to these putative uORFs and filtering out those with low quantities of mapped reads, we found that 101 genes with oscillations in either mRNA or RPF accumulation also had translated uORFs (Supplemental Table S8). While JTK_CYCLE identified 13 genes with rhythmic uORF translation, the uORF signals appeared to be noisier than the RNA and RPF data from whole transcripts/CDSs. Through manual inspection of the data, we found additional genes that appear to have cycling uORFs, including NR1D1 and ARNTL. Looking at the distribution of all uORFs among the three groups of cycling genes (RNA-only cyclers, RNA and RPF, RPF-only), we observed 22% of RNA and RPF cyclers, 12% of RNA-only cyclers, and only 7% of RPF-only cyclers contained uORFs detectable in our data. The RNA and RPF cyclers showed significant enrichment of uORFs over the background (Wilcoxon rank-sum test $P$-value $= 5.448 \times 10^{-4}$). Among these genes, we found cases where the uORF was translated with a temporal pattern similar to the main CDS (NR1D1), the uORF was translated in the opposite temporal pattern as the main CDS (C2CD5), and cases where the uORF and CDS followed no common pattern in translation (SUPT7L) (Fig. 5A,B). As a rough measure of the similarity between the uORF and CDS data, we first normalized the RPF read counts by the lengths (kb) of these features, and then calculated the Spearman correlation between the

**Figure 5.** Translation of upstream open reading frames. (A) Coverage plots for RPF data mapped to the NR1D1, C2CD5, and SUPT7L loci are plotted. The locations of the uORFs are identified by the black bar above the coverage plot. The gene models for these genes are displayed in blue below the coverage plots. Blocks correspond to exons, and lines indicate introns. The thick blocks indicate the annotated coding region, while the thin blocks correspond to the annotated untranslated region. The chevrons within the intronic lines indicate the direction of transcription. CDS regions are displayed in black below the gene models. The regions displayed are truncated for visualization purposes. (B) RPF traces from the uORF and coding sequences are plotted as a function of time. The black traces are from the wild-type RPF libraries, while the gray traces are from the siARNTL RPF libraries. (C) Box plots for the distribution of Spearman correlation coefficients between uORF and CDS data are displayed for each of the three gene groups (RNA-only cyclers, RNA and RPF cyclers, RPF-only cyclers). These distributions are plotted for both the wild-type and siARNTL data.
normalized uORF and CDS signals. Interestingly, when we compared these correlations between the three groups of cycling genes, we noticed RNA and RPF cyclers tended to have the best correlations between uORF and CDS signals, while RNA-only cyclers tended to have very low correlations, and RPF-only cyclers tended toward anti-correlation between uORF and CDS signals (Fig. 5C). Furthermore, this trend largely disappeared when comparing uORF and CDS signals in the siARNTL data. This mirrored our earlier finding that genes cycling in both the RNA and RPF data tended to have higher amplitudes. We also searched these uORFs for enriched sequence motifs using the MEME suite (Bailey et al. 2009) and for enriched RBP interaction sites using the AURA analysis described above but found no significant results. While there does not appear to be one overarching mechanism by which the clock uses uORFs to regulate downstream translation, the enrichment of translated uORFs among RNA and RPF cyclers suggests that translation of these uORFs in U2OS cells may either reinforce, or is a consequence of, robust transcriptional and translational cycles.

Circadian regulation of LSM1 expression leads to oscillating processing body formation

The enrichment of genes associated with mRNA processing, splicing, and metabolism among those displaying oscillations in RPF accumulation (Supplemental Table S6) suggests that the clock influences other post-transcriptional regulatory processes. There are a number of previous reports that link the regulation of multiple post-transcriptional events to the mammalian clock (Gatfield et al. 2009; Kojima et al. 2010, 2012; McGlincy et al. 2012; Morf et al. 2012). The LSM1 gene showed rhythmic RPF accumulation and an expressed, albeit nonoscillatory, uORF. A recent study has implicated other LSM genes as regulators of the plant and mammalian clocks (Perez-Santangelo et al. 2014). Interestingly, LSM1 encodes an RNA binding protein that is involved in mRNA metabolism and is a necessary component for the formation of processing bodies, more commonly known as P bodies, in human cells (Andreï et al. 2005; Chu and Rana 2006). These P bodies are cytoplasmic foci where translationally silent mRNAs are stored and where their ultimate fate—either continued translation or degradation—is decided (Eulalio et al. 2007; Kulkarni et al. 2010; Decker and Parker 2012).

Since the ribosome occupancy of LSM1 appeared to be circadian, we were interested in determining if the circadian clock had an effect on P body formation. To do this, we conducted immunofluorescence microscopy for the P body components, DDX6 (also known as P54/RCK) and EDC4 (also known as GE-1/HEDLS), in synchronized U2OS cells (Fig. 6A; Kedersha and Anderson 2007). In particular, we looked at two representative time points roughly corresponding to the peak and nadir of LSM1 ribosome occupancy (Fig. 6B). We found that ~20% of cells possessed P bodies when LSM1 ribosome occupancy was high (at 4 h), while we saw a ~50% drop in P body formation when LSM1 ribosome occupancy was lower, at 16 h (Fig. 6C). To confirm that this was clock-dependent, we repeated this experiment in siARNTL cells and found decreased P body formation and no significant difference between the two time points. Interestingly, the frequency of P bodies was also found to be lower at both time points in siARNTL cells when compared to wild type (Fig. 6D), although this difference did not pass our cutoff for statistical significance. Regardless, this trend implies that clock integrity may be necessary for proper control of P body dynamics. Taken together, this suggests that the circadian clock plays a role in regulating P body dynamics and perhaps in regulating global mRNA decay under periods of cellular stress.

Discussion

Here, we used ribosome profiling in a cell autonomous human clock model to examine the global circadian control of translation in U2OS cells. To our knowledge, this is the first study to use ribosome profiling to conduct a survey of global circadian translational control in mammalian cells. We found that rhythmic RNA accumulation and translation is consolidated into two distinct peaks per day, which parallels recent findings using other methods in clock cells obtained from whole head extracts of Drosophila melanogaster (Huang et al. 2013) and in the mammalian circadian system (Zhang et al. 2014). These peaks occur at ~5 and 17 h after the start of collection (Supplemental Fig. S5). Those genes regulated through translational, but not transcriptional, control mechanisms tend to show peak translation 5 h after the start of collection.
Regardless, it remains possible that the delay is cell-type specific. We hypothesized that changes in translational efficiency are responsible for this delay, we were surprised to find that the core clock genes, for CRY2 (Fig. 3A). It is thought that this delay is required for a self-sustaining circadian oscillation, but the mechanism by which this delay is created is not well understood. While we initially hypothesized that changes in translational efficiency are responsible for this delay, we were surprised to find that the core clock genes, and the majority of genes with rhythms in both RNA and RPF, showed almost no delay between RNA accumulation and translation. This observed discrepancy may be due to differences between our model systems, or an indirect effect of genetic manipulation. Regardless, it remains possible that the delay is cell-type–specific. Our evidence suggests the delay is primarily caused by post-translational mechanisms, such as regulated protein stability.

If this delay is not made through changes in translational efficiency, this naturally leads to the question: Why do these translational control mechanisms impinge on clock genes in the first place? The control of translation is unique in that it provides the cell an immediate and selective way to control protein expression, when compared to control imparted at the transcriptional level. As a result, translational control mechanisms are often used under stress conditions where immediate changes in protein levels are required, such as ultraviolet irradiation (Deng et al. 2002; Jiang and Wek 2005), NO signaling (Lee et al. 2003), and temperature changes (Lu et al. 2001). We speculate that translational control mechanisms converging on the clock are used in response to acute environmental changes to ensure accurate timekeeping.

While the translation of uORFs provides an attractive mechanism for the clock’s regulation of translation, the exact role they play in establishing translation rhythms in U2OS cells remains unclear. We noted a clock-dependent correlation between uORF and CDS RPF signals, but relatively few uORFs showed detectable translational rhythms in our data. It is possible many of these uORFs show rhythmic translation in full organisms, where they may be driven by stronger entrainment queues and more robust peripheral oscillators. Furthermore, those genes that are only rhythmic at the transcriptional level in U2OS cells may gain translational rhythms in full organisms if they are accompanied by rhythmic uORF translation. Future work is needed to define the role circadian translation of uORFs plays in systems beyond U2OS cells and to examine uORFs beginning with noncanonical start codons.

To assess translational efficiency independent of mRNA expression, we used the calculation introduced by previous ribosome profiling papers (Ingolia et al. 2011; Brar et al. 2012). For the most part, this measurement has been used to analyze differential expression style experiments, with only a few conditions. Circadian expression analyses require specialized algorithms to identify complex patterns spread over multiple samples, making them more subject to biological noise, particularly when attempting to detect low amplitude rhythms (Hughes et al. 2010). Given that the translational efficiency calculation involves the normalization of one signal by another, this interference may be masking circadian signals in the translational efficiency measurement. This may explain why we observed fewer genes with rhythms in translational efficiency, rather than by looking at the RPF or RNA-seq data alone. Future work may overcome this deficit by using higher sampling resolution and multiple days of data.

One caveat to our findings is the observation that there are a number of genes that have RPF oscillations in the siARNTL cells. This observation is consistent with findings from other groups (Mauvoisin et al. 2014), and it remains a possibility that the cell cycle is responsible for the persistence of these rhythms. However, there are two pieces of evidence that suggest that these oscillations in RPF are cell-cycle–independent. Firstly, it has been shown that treatment of mammalian cells with dexamethasone arrests the cell cycle in a concentration-dependent manner (Reil et al. 1999). Secondly, treatment of mammalian cells with dexamethasone at lower concentrations will synchronize the cell cycle with a non-24-h period (Yeom et al. 2010). Since we have filtered out our hits for oscillating genes with 24-h periods in the siARNTL cells, it is unlikely that their oscillations are cell-cycle–generated. However, we cannot completely rule out this possibility, so we removed these genes from our analyses.

The question remains as to how the translation of these genes is mechanistically controlled by the clock. As stated previously, oscillations in ribosome biogenesis may play a role in regulating global circadian translation. Another possibility includes the temporally controlled expression of trans-acting factors that may regulate translational control elements on a given mRNA, such as iron regulatory proteins in the translational control of ferritin (Gray and Hentze 1994). This mechanism is a likely candidate, given that we see enrichment of translation factors in the set of genes with translational rhythms. While we did see evidence for transcriptional control by ROR/RRE and D-box elements in a large number of our rhythmic genes, we found no clear RNA interactions with cycling RBPs. This may mean many of these translational rhythms are confered by an as-yet unannotated RBP-RNA interaction, or by regulation of subcellular localization of these RNAs. One speculative possibility is the circadian regulation of a “ribosome filter” (Mauro and Edelman 2007), whereby circadian control of the ribosome itself through temporal modification of mRNAs (Yoon et al. 2006) and ribosomal proteins (Otto et al. 2002) could selectively regulate its binding and translation of mRNAs. These hypotheses remain to be tested.

Since we found overrepresentation of RNA processing and metabolism genes, including LSM1, in our data, we were interested in determining if the clock affects the role of LSM1 in cytoplasmic P body formation. These foci play an important role in various types of mRNA decay and miRNA-induced silencing and are, unsurprisingly, comprised of numerous proteins involved in those pathways. Although some evidence suggests that P body formation is influenced by the phase of the cell cycle in U2OS cells (Aizer et al. 2013), a mechanistic link with the cell cycle is not known. To our surprise, we found that P body formation is regulated by the circadian clock (Fig. 6), with high LSM1 RPF levels at the 4-h time point corresponding to greater levels of P body formation. Lower RPF counts at the 16-h time point corresponded to lower levels of P body formation. This trend disappears in siARNTL cells. In addition, the frequency of P bodies in cells drops in siARNTL cells when compared to wild type, suggesting that clock integrity is required for proper control of P body formation.

Interestingly, P body formation distinguishes the two phases of circadian gene translation reported here. In other words, when P bodies are high, genes that are synthesized through circadian changes in translational efficiency (independent of mRNA abundance) are produced. Conversely, when P bodies are low, circadian
gene translation appears to be driven through changes in mRNA abundance.

In our view, these findings are consistent with the idea that the two processes of general translation and mRNA decay are tightly coupled and often sit in direct opposition to one another. For example, the initial steps of general mRNA decay (removal of the 5′ cap and the shortening of the poly(A) tail) correspond to the removal of mRNA features that stimulate canonical translation initiation. In addition, other factors that stimulate general translation, such as EIF4E, are known to inhibit the components of the mRNA de-capping machinery (Schwartz and Parker 1999, 2000). Thus, we believe it is likely that proteins translated independently of mRNA abundance are preferentially made during periods of time when general mRNA decay is high. This idea is also consistent with our observations that genes whose oscillations are translationally, but not transcriptionally, controlled peak with the same phase.

Thus, from our results, it appears that circadian clock integrity is believed to be likely that proteins translated independently of mRNA abundance is required to regulate P body dynamics, and it may play a role in regulating the mRNA cycle and general metabolism of cytoplasmic mRNAs during periods of cellular stress, when P bodies are present in the majority of cells.

**Methods**

**Reagents**

Oligos used for ribosome-protected fragment library generation and quantitative PCR were obtained from IDT. Custom siRNAs to target ARNTL were obtained from Qiagen. All oligo sequences are listed in Supplemental Table S9. Primary antibodies for GE-1/siRNA targeting ARNTL are given in Supplemental Table S9. Primary antibodies for GE-1/siRNA targeting ARNTL are obtained from Sybr Green PCR Master Mix (Life Technologies). Thermal cycling and analysis were conducted on an ABI Prism 7000 Sequence Detection System (Applied Biosystems). Primetime qPCR primers (HS.PT.58.2126556, Integrated DNA Technologies) were used to assay for SNRPNP70 mRNA levels. All other primers used are listed in Supplemental Table S9.

**Cell collection**

Cells in 15-cm plates were treated with 100 μg/mL cycloheximide for 3 min at 36°C, 24.5 h post-synchronization when luciferase levels were at their nadir. Cells were 80% confluent at the time of collection. All subsequent steps were done on ice. Spent media was aspirated from the plates, and the cells were washed with 10 mL of cold PBS before treatment with 790 μL of cold lysis buffer (20 mM Tris, pH 7.5, 150 mM NaCl, 5 mM MgCl₂, 1 mM dithiothreitol, 100 μg/mL cycloheximide, 1% Triton X-100, and 0.02 units/μL Turbo DNase). Cells were recovered from the plate using a cell scraper, triturated with a 1.0-mL pipette, and incubated on ice for 10 min with occasional mixing. The lysate was then triturated 10 times through a 26-gauge needle and centrifuged at 20,000g for 10 min at 4°C. One hundred fifty microliters of the cleared lysate was added to 700 μL of QIAzol lysis reagent and stored at −80°C for total RNA preparation. The remaining cleared lysate was used for RPF preparation and flash-frozen in a dry ice/ethanol bath before storage at −80°C. Collection of cells was repeated every 2 h for an entire 24-h time course.

**Generation of ribosome-protected fragments, library preparation, and sequencing**

Frozen cleared lysate was thawed on ice, and RNase I (Life Technologies) was added to 400 μL of cleared lysate to a final activity of 0.75 units/μL. This mixture was incubated for 45 min at room temperature with gentle mixing on a tube rotator, and the nuclease was subsequently inactivated by the addition of 20 μL of SUPERase•In (Life Technologies). The digestion was carefully layered onto a 0.9-mL sucrose cushion (20 mM Tris, pH 7.5, 150 mM NaCl, 5 mM MgCl₂, 1 mM dithiothreitol, 100 μg/mL cycloheximide, 20 units/mL SUPERase•In, 34% sucrose, [w/v]) in an 11 × 34-mm polycarbonate ultracentrifuge tube (Beckman Coulter), and centrifuged for 4 h at 78,000 rpm in a prechilled TLA-100.2 rotor. The ribosome pellet was resuspended in 700 μL of QIAzol lysis reagent and processed according to the Qiagen miRNAeasy Quick-Start protocol. RNA was then isopropanol-pelletized from the elution, and resuspended in 5 μL of 10 mM Tris, pH 8.0. RNA samples were run on a 15% TBE-urea gel (Life Technologies), stained with SYBR Gold, and visualized with a Dark Reader blue light transilluminator (Clare Chemical Research). The 26- to 34-nt region demarcated by the size selection RNA oligos NI-NI-19 and NI-NI-20 was excised from the gel, and the RPFs were extracted and isopropanol precipitated from the gel fragment. Library generation from RPFs was performed as described previously (Ingolia et al. 2012), with some modifications. The full details are provided in the Supplemental Methods. PCR-
amplified libraries were pooled and sequenced on a HiSeq 2000 using a V3 flowcell at the University of Pennsylvania Next Generation Sequencing Core. Pooled libraries were sequenced as single 50-bp reads.

Library preparation from total RNA and sequencing

Cleared lysate frozen with QIAzol lysis reagent was processed according to the Qiagen miRNeasy Quick-Start protocol. RNA integrity was verified by Bioanalyzer (Agilent Technologies) before library preparation as described according to the TruSeq Stranded Total RNA Sample Prep kit (Illumina). PCR-amplified libraries were pooled and sequenced on a HiSeq 2000 using a V3 flow cell at the University of Pennsylvania Next Generation Sequencing Core. Pooled libraries were sequenced as single 100-bp reads.

Data alignment, quantification, and analysis for cycling transcripts

Raw FASTQ files from RPF library sequencing were preprocessed as previously described (Ingolia et al. 2012). Following preprocessing, the remaining reads were aligned to the reference human genome (GRCh37/hg19) using STAR (Dobin et al. 2013), quantified using HTSeq (Anders et al. 2015), and normalized with DESeq2 (Anders and Huber 2010; Love et al. 2014), all using default parameters. While hg38 represents a newer human genome build, we have chosen to keep our data aligned to the hg19 version because there are several important resources that have not been mapped to the hg38 version. These include the ChIP-seq data from Hoffmann et al. (2014), the ENCODE Project data sets, and the Genotype-Tissue Expression (GTex) data set. Furthermore, given our focus on well-studied, protein-coding regions, we do not expect that alignment to hg38 would significantly change the conclusions of this work. Total RNA-seq data were aligned using the same methods as the RPF data, without any of the preprocessing steps. Oscillations in quantification data for these genes were detected using the JTK CYCLE algorithm (Hughes et al. 2010), with parameters set to handle replicates and to look for oscillating transcripts with period lengths of 24 h. For more detailed information about data analysis, please see the Supplemental Methods.

Processing body immunostaining

U2OS cells were grown on chamber slides and synchronized as described above. P body immunostaining was done as described by others (Kedersha and Anderson 2007). In brief, cells were rinsed with PBS and fixed with 4% paraformaldehyde at the indicated time point. Blocking was done by incubation in 5% normal horse serum. After washing in PBS and washed with PBS and mounted in Vectashield with DAPI (Vector Laboratories), cells were then incubated cells for 1 h at room temperature before washing in PBS and treatment with secondary conjugates. Slides were then washed with PBS and mounted in Vectashield with DAPI (Vector Labs) as a nuclear counterstain.

Confocal microscopy

Image stacks were obtained using a Leica SP5 confocal microscope, using a 40x oil immersion objective lens. Confocal settings were roughly identical for all images captured but were adjusted in some cases to obtain a high-quality image for analysis. A two-dimensional image was generated for analysis by merging Z-planes through each set of cells, and the number of cells with punctate cytoplasmic colocalization of the P body markers GE-1/HEDLS and P54/RCK were counted by eye. All counting was done in a blinded fashion.
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