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Abstract

This paper extends the high-order entropy stable (ES) adaptive moving mesh finite difference schemes developed in [14] to the two- and three-dimensional (multi-component) compressible Euler equations with the stiffened equation of state. The two-point entropy conservative (EC) flux is first constructed in the curvilinear coordinates. The high-order semi-discrete EC schemes are given with the aid of the two-point EC flux and the high-order discretization of the geometric conservation laws, and then the high-order semi-discrete ES schemes satisfying the entropy inequality are derived by adding the high-order dissipation term based on the multi-resolution weighted essentially non-oscillatory (WENO) reconstruction for the scaled entropy variables to the EC schemes. The explicit strong-stability-preserving Runge-Kutta methods are used for the time discretization and the mesh points are adaptively redistributed by iteratively solving the mesh redistribution equations with an appropriately chosen monitor function. Several 2D and 3D numerical tests are conducted on the parallel computer system with the MPI programming to validate the accuracy and the ability to capture effectively the localized structures of the proposed schemes.
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1. Introduction

This paper is concerned with the high-order accurate entropy stable (ES) adaptive moving mesh finite difference schemes for the $d$-dimensional (multi-component) compressible Euler equations [30]

$$\frac{\partial U}{\partial t} + \sum_{k=1}^{d} \frac{\partial F_k(U)}{\partial x_k} = 0,$$

$$U = (\rho_1, \ldots, \rho_N, \rho \mathbf{v}^T, E)^T,$$

$$F_k = (\rho_1 v_k, \ldots, \rho_N v_k, \rho v_k \mathbf{v}^T + p e_k^T, (E + p)v_k)^T,$$

where $d = 2$ or $3$, $\rho_\ell$ denotes the $\ell$th species density, $\ell = 1, \ldots, N$, $\rho = \sum_{\ell=1}^{N} \rho_\ell$ is the total density, $\mathbf{v} = (v_1, \ldots, v_d)^T$ denotes the velocity vector, $e_k$ is the $k$th column of the $d \times d$ unit matrix, and $E = \rho e + \rho |\mathbf{v}|^2 / 2$ is the total energy with the specific internal energy $e$. Assume that the $N$ species fluids are in thermal equilibrium and the pressure mixture $p$ is governed by the stiffened equation of state (EOS) [42]

$$\frac{p + p_\infty}{\Gamma - 1} + p_\infty = \rho e = \sum_{\ell=1}^{N} \rho_\ell e_\ell, \quad \rho_\ell e_\ell = c_{v,\ell} p_\ell T + p_\infty,\ell,$$

where $T$ is the temperature, $p_{\infty,\ell}$ is the pressure constant related to the material, and $\Gamma := \left(\sum_{\ell=1}^{N} \Gamma_\ell c_{v,\ell} \rho_\ell\right) / \left(\sum_{\ell=1}^{N} c_{v,\ell} \rho_\ell\right)$ with the specific heat at constant volume $c_{v,\ell}$ and the $\ell$th species adiabatic index $\Gamma_\ell$, see e.g. [30]. If taking $p_\infty = \sum_{\ell=1}^{N} p_{\infty,\ell}$, then the above EOS can be rewritten as follows

$$p = \sum_{\ell=1}^{N} (\rho_\ell R_\ell T - p_{\infty,\ell}),$$

with $R_\ell = c_{v,\ell} (\Gamma_\ell - 1)$. The stiffened EOS is often used when considering water under very high pressures (typical applications are underwater nuclear explosions and sonic shock lithotripsy etc.). If $p_{\infty,\ell} = 0$, $\ell = 1, \ldots, N$, then (1.2) reduces to the ideal gas EOS. The multi-component ($N$ species) compressible Euler equations (1.1) can also be viewed as the “one-component” compressible Euler equations complemented with $N - 1$ species mass-conservation equations [23]. In view of this, one may discretize the multi-component ($N$ species) compressible Euler equations (1.1) wholly, see e.g. [29, 18, 42], or discretize the “one-component” compressible Euler equations and the complemented $N - 1$ species equations separately, see e.g. [25]. Besides, the level-set methods [12, 37], the volume-of-fluid methods [35, 38], and the BGK-based method [53] were also studied for the multi-component Euler equations. Even if the initial data are sufficiently smooth, the quasi-linear hyperbolic conservation laws such as (1.1) may have discontinuous solutions so that one should consider the weak solutions which are not unique in general and single out the physically relevant solution among all the weak solutions by the entropy condition etc.
**Definition 1.1 (Entropy function).** A scalar function \( \eta(U) \) is called an entropy function for the system (1.1) if there exist associated entropy fluxes \( q_k(U) \) satisfying

\[
q'_k(U) = V^T F'_k(U), \quad k = 1, \cdots, d,
\]

where \( V = \eta'(U)^T \) is called the entropy variables and \((\eta, q_k)\) forms an entropy pair. Further, one can define the entropy potential \( \phi \) and corresponding flux \( \psi_k \) by using the conjugate variables as follows:

\[
\phi := V^T U - \eta, \quad \psi_k := V^T F_k - q_k.
\]

If there exists a strictly convex entropy pair for the hyperbolic conservation laws (1.1), \( \eta''(U) > 0 \), then the entropy solution should satisfy the following entropy condition

\[
\frac{\partial \eta(U)}{\partial t} + \sum_{k=1}^{d} \frac{\partial q_k(U)}{\partial x_k} \leq 0,
\]

where the equality holds for the smooth solutions, while the inequality is for the nonsmooth solutions in the sense of distributions.

Integrating (1.3) in space with periodic or zero entropy flux boundary conditions, the total amount of the entropy \( \int \eta(U(\cdot,t))dx \) decreases in time. This is a generalization of the \( L^2 \)-energy bound encountered in the linear case [45]. To select the physically relevant solution, it is important to construct the high-order accurate entropy conservative (EC) or ES schemes which satisfy a discrete or semi-discrete version of the entropy condition (1.3). The framework of the second-order EC scheme which satisfies the semi-discrete entropy identity was established in [44, 45], and the higher-order extension was introduced in [33]. It should be noticed that the EC schemes may produce oscillations near the discontinuities so that some numerical dissipative terms need to be added to obtain the ES schemes which suppress possible oscillations [19]. With the help of the summation-by-parts (SBP) operators [9, 21], the ES discontinuous Galerkin (DG) schemes were developed, including the space-time DG method [26], the DG spectral element methods [21, 9] and the DG methods on the unstructured simplex meshes [11]. Recently, the EC or ES schemes were extended to the relativistic hydrodynamic equations [1, 15, 17], the relativistic magnetohydrodynamic equations [14, 16, 52], the multi-component Euler equations [23, 41], and so on.

Adaptive moving mesh methods have been playing an important role in solving partial differential equations due to improving the efficiency and quality of the numerical computations, including the grid redistribution approaches [4, 5, 40, 48, 50], the moving finite element methods [13, 36] and the moving mesh PDEs methods [8, 10, 43]. The readers are referred to the review articles [7, 46] and references therein. This paper focuses on the high-order ES adaptive moving mesh finite
difference schemes for the (multi-component) compressible Euler equations ($N = 1, 2$) with the stiffened EOS. The two-point EC fluxes for the (multi-component) compressible Euler equations with the stiffened EOS are explicitly derived in curvilinear coordinates, and then are combined with the high-order discrete geometric conservation laws to give the high-order EC fluxes. The high-order ES fluxes in curvilinear coordinates are obtained by adding appropriate dissipation terms into the high-order EC fluxes, which are built on the jump of the high-order accurate multi-resolution WENO reconstruction values of the scaled entropy variables. The mesh adaptation is implemented by iteratively solving the Euler-Lagrange equations of the mesh adaptation functional in the computational domain with appropriate monitor function. Compared to the single-component case, the monitor function needs to contain more information on the solutions of the multi-component compressible Euler equations to produce high-quality mesh. The semi-discrete schemes are equipped with the third-order accurate explicit strong-stability preserving (SSP) Runge-Kutta (RK) schemes to obtain the fully-discrete schemes.

This paper is organized as follows. Section 2 introduces the form of the system (1.1) in the curvilinear coordinates and corresponding entropy conditions. Section 3 gives a sufficient condition for the EC fluxes, two-point EC fluxes, the high-order discrete geometric conservation laws, and the high-order EC and ES schemes for the (multi-component) compressible Euler equations with the stiffened EOS in curvilinear coordinates. Adaptive moving mesh strategy is presented in Section 4. Several 2D and 3D numerical results are presented in Section 5 to validate the effectiveness and performance of our schemes on the parallel computer system with the MPI communication. Section 6 gives some conclusions.

2. Entropy conditions in curvilinear coordinates

This section introduces the entropy conditions in curvilinear coordinates similar to that in [14]. The adaptive moving meshes in the physical domain $\Omega_p$ with coordinates $x = (x_1, \cdots, x_d)$ can be generated as the images of a reference mesh in the computational domain $\Omega_c$ with coordinates $\xi = (\xi_1, \cdots, \xi_d)$ by a time dependent, differentiable, one-to-one coordinate mapping $x = x(\xi, t)$, which can be expressed as

$$t = \tau, \quad x = x(\xi, \tau), \quad \xi = (\xi_1, \cdots, \xi_d) \in \Omega_c,$$

under which the system (1.1) can be transformed as the following conservative form

$$\frac{\partial (JU)}{\partial \tau} + \sum_{k=1}^{d} \frac{\partial}{\partial \xi_k} \left[ \left( J \frac{\partial \xi_k}{\partial t} U \right) + \sum_{j=1}^{d} \left( J \frac{\partial \xi_k}{\partial x_j} F_j \right) \right] = 0,$$
where $J = \det \left( \frac{\partial (t, x)}{\partial (\tau, \xi)} \right)$. For (2.1), one has the following geometric conservation laws (GCLs)

\[
\text{VCL: } \frac{\partial J}{\partial \tau} + \sum_{k=1}^{d} \frac{\partial}{\partial \xi_k} \left( J \frac{\partial \xi_k}{\partial t} \right) = 0, \tag{2.3}
\]

\[
\text{SCLs: } \sum_{k=1}^{d} \frac{\partial}{\partial \xi_k} \left( J \frac{\partial \xi_k}{\partial x_j} \right) = 0, \quad j = 1, \ldots, d,
\]

where the volume conservation law (VCL) implies that the volumetric increment of a moving cell is equal to the sum of the changes along the surfaces that enclose the cell, while the surface conservation laws (SCLs) indicate that the cell volume should be closed by its surfaces [54].

Utilizing (2.2) and the GCLs (2.3) can derive the entropy condition in curvilinear coordinates

\[
\frac{\partial (J \eta)}{\partial \tau} + \sum_{k=1}^{d} \frac{\partial}{\partial \xi_k} \left[ \left( J \frac{\partial \xi_k}{\partial t} \eta \right) + \sum_{j=1}^{d} \left( J \frac{\partial \xi_k}{\partial x_j} q_j \right) \right] \leq 0,
\]

where the equality holds for the smooth solutions of (1.1), and the inequality is in the sense of distributions for the nonsmooth solutions.

3. Numerical schemes

This section only presents the 3D moving mesh EC and ES schemes for the system (2.2) on the structured hexahedral mesh following [14], because the 2D schemes can be considered as the degenerative case, see the appendices in [14] for more details.

Let us choose $\Omega_c$ as a cuboid $[a_1, b_1] \times [a_2, b_2] \times [a_3, b_3]$ and divide it into a fixed orthogonal uniform mesh \{($\xi_{1,i_1}, \xi_{2,i_2}, \xi_{3,i_3}$): $a_k = \xi_{k,1} < \cdots < \xi_{k,i_k} < \cdots < \xi_{k,N_k} = b_k$, $k = 1, 2, 3$\} with the constant mesh size $\Delta \xi_k = \xi_{k,i_k+1} - \xi_{k,i_k}$. For the sake of brevity, the index $i = (i_1, i_2, i_3)$ denotes the point $(\xi_{1,i_1}, \xi_{2,i_2}, \xi_{3,i_3})$ and the notation $\{i, k, m\}$ means that the index $i$ increases $m$ along $i_k$-direction, e.g. $\{i, 1, \frac{1}{2}\}$ is $(i_1 + \frac{1}{2}, i_2, i_3)$.

Consider the following semi-discrete conservative $2w$-order ($w \geq 1$) finite difference schemes for (2.2) and the first equation in (2.3)

\[
\frac{d}{dt} (J U)_i = - \sum_{k=1}^{3} \frac{1}{\Delta \xi_k} \left( \left( \tilde{F}_k \right)_{i,k,\frac{1}{2}}^{2wth} - \left( \tilde{F}_k \right)_{i,k,-\frac{1}{2}}^{2wth} \right), \tag{3.1}
\]

\[
\frac{d}{dt} J_i = - \sum_{k=1}^{3} \frac{1}{\Delta \xi_k} \left( \left( \frac{\partial \xi_k}{\partial t} \right)_{i,k,\frac{1}{2}}^{2wth} - \left( \frac{\partial \xi_k}{\partial t} \right)_{i,k,-\frac{1}{2}}^{2wth} \right), \tag{3.2}
\]

where $J_i(t)$ and $(J U)_i(t)$ approximate the point values of $J(t, \xi)$ and $(J U)(t, \xi)$ at $i$, respectively, $(\tilde{F}_k)_{i,k,\pm\frac{1}{2}}^{2wth}(t)$ is the numerical flux approximating the continuous flux $\left( J \frac{\partial \xi_k}{\partial t} U + \sum_{j=1}^{d} J \frac{\partial \xi_k}{\partial x_j} F_j \right)(t, \xi)$. 

at \( \{i, k, \pm \frac{1}{2}\}, k = 1, 2, 3 \), and \((J \frac{\partial \xi_k}{\partial x_j})_{i,k,\pm \frac{1}{2}}^{2\text{th}}\) is the flux approximating the metric \(J \frac{\partial \xi_k}{\partial t}\) at \( \{i, k, \pm \frac{1}{2}\}\), which is used to update the metric Jacobian \(J_t\); see (3.7) in Section 3.1. Corresponding discrete version of the SCLs in (2.3) will be of the form

\[
\sum_{k=1}^{3} \frac{1}{\Delta \xi_k} \left( \left( J \frac{\partial \xi_k}{\partial x_j} \right)_{i,k,\pm \frac{1}{2}}^{2\text{th}} - \left( J \frac{\partial \xi_k}{\partial x_j} \right)_{i,k,-\frac{1}{2}}^{2\text{th}} \right) = 0, \quad j = 1, 2, 3. \quad (3.3)
\]

**Definition 3.1.** The semi-discrete scheme (3.1)-(3.2) or its flux is EC, if its solution satisfies the semi-discrete entropy identity

\[
\frac{d}{dt} \eta(U_i(t)) + \sum_{k=1}^{3} \frac{1}{\Delta \xi_k} \left( (\tilde{q}_k)_{i,k,\pm \frac{1}{2}}^{2\text{th}}(t) - (\tilde{q}_k)_{i,k,-\frac{1}{2}}^{2\text{th}}(t) \right) = 0, \quad (3.4)
\]

where the numerical entropy flux \((\tilde{q}_k)_{i,k,\pm \frac{1}{2}}^{2\text{th}}\) is consistent with the entropy flux \(J \frac{\partial \xi_k}{\partial t} \eta + \sum_{j=1}^{3} J \frac{\partial \xi_k}{\partial x_j} q_j\).

### 3.1. A sufficient condition for the EC fluxes

Similar to the special relativistic (magneto)hydrodynamics in [14], one can deduce the following sufficient condition for the two-point EC fluxes of (3.1).

**Proposition 3.1.** If a two-point flux \(\tilde{F}_k(U_l, U_r, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_l, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_r)\), \(\zeta = t, x_1, x_2, x_3\), being consistent with \(J \frac{\partial \xi_k}{\partial t} U + \sum_{j=1}^{3} J \frac{\partial \xi_k}{\partial x_j} F_j\), satisfies

\[
(V(U_r) - V(U_l))^T \tilde{F}_k = \frac{1}{2} \left( \left( J \frac{\partial \xi_k}{\partial t} \right)_l + \left( J \frac{\partial \xi_k}{\partial t} \right)_r \right) (\phi(U_r) - \phi(U_l)) + \sum_{j=1}^{3} \frac{1}{2} \left( \left( J \frac{\partial \xi_k}{\partial x_j} \right)_l + \left( J \frac{\partial \xi_k}{\partial x_j} \right)_r \right) (\psi_j(U_r) - \psi_j(U_l)), \quad (3.5)
\]

then the scheme (3.1) is EC, where the subscripts \(l\) and \(r\) represent two states, denoted respectively by the left and right states.

If the two-point EC flux \(\tilde{F}_k(U_l, U_r, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_l, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_r)\) satisfying (3.5) is symmetric, \(\zeta = t, x_1, x_2, x_3\), then one can further derive the semi-discrete 2\text{th}-order EC schemes (3.1)-(3.2) with the following 2\text{th}-order EC fluxes

\[
\left( \tilde{F}_k \right)_{i,k,\pm \frac{1}{2}}^{2\text{th}} = \sum_{m=1}^{w} \alpha_{w,m} \sum_{s=0}^{m-1} \tilde{F}_k \left( U_{i,k,-s}, U_{i,k,-s+m}, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_{i,k,-s}, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_{i,k,-s+m} \right), \quad (3.6)
\]

\[
\left( J \frac{\partial \xi_k}{\partial \zeta} \right)_{i,k,\pm \frac{1}{2}}^{2\text{th}} = \sum_{m=1}^{w} \alpha_{w,m} \sum_{s=0}^{m-1} \frac{1}{2} \left( \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_{i,k,-s} + \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_{i,k,-s+m} \right), \quad (3.7)
\]
where the constants \( \{\alpha_{w,m}\} \) satisfy the conditions [33]

\[
\sum_{m=1}^{w} m\alpha_{w,m} = 1, \quad \sum_{m=1}^{w} m^{2s-1}\alpha_{w,m} = 0, \quad s = 2, \ldots, w.
\]

In this case, corresponding numerical entropy fluxes can be chosen as follows

\[
(\hat{q}_k)_{i,k,+\frac{1}{2}} = \sum_{m=1}^{w} \alpha_{w,m} \sum_{s=0}^{m-1} \hat{q}_k(U_{i,k,-s}, U_{i,k,-s+m}, (J\frac{\partial \xi_k}{\partial \zeta})_{i,k,-s}, (J\frac{\partial \xi_k}{\partial \zeta})_{i,k,-s+m}),
\]

\[
\hat{q}_k(U_i, U_r, (J\frac{\partial \xi_k}{\partial \zeta})_i, (J\frac{\partial \xi_k}{\partial \zeta})_r) = \frac{1}{2} (V(U_i) + V(U_r)) T \hat{F}_k(U_i, U_r, (J\frac{\partial \xi_k}{\partial \zeta})_l, (J\frac{\partial \xi_k}{\partial \zeta})_r)
\]

\[
= -\frac{1}{4}\left( (J\frac{\partial \xi_k}{\partial t})_l + (J\frac{\partial \xi_k}{\partial t})_r \right) (\phi(U_i) + \phi(U_r))
\]

\[
- \sum_{j=1}^{3} \frac{1}{4}\left( (J\frac{\partial \xi_k}{\partial x_j})_l + (J\frac{\partial \xi_k}{\partial x_j})_r \right) (\psi_j(U_i) + \psi_j(U_r)).
\]

3.2. Discrete GCLs

This section gives the discrete GCLs, which are essential in the proof of the EC or ES property of the schemes. Failing to satisfy discrete GCLs may lead to a misrepresentation of the convective velocities and extra sources or sinks in the physically conservative media [54].

To achieve the discrete SCLs, following [14], the 2\(w\)th-order accurate discretizations for \(J\frac{\partial \xi_k}{\partial x_j}\), \(k, j = 1, 2, 3\), can be constructed. For example, when \(j = 1\), one has

\[
\left( \frac{J\frac{\partial \xi_1}{\partial x_1}}{\partial x_1} \right)_i = \left( \frac{\partial x_2}{\partial \xi_2} \frac{\partial x_3}{\partial \xi_3} - \frac{\partial x_2}{\partial \xi_3} \frac{\partial x_3}{\partial \xi_2} \right)_i = \frac{1}{\Delta \xi_2 \Delta \xi_3} (\delta_3 [\delta_2 [x_2] x_3] - \delta_2 [\delta_1 [x_2] x_3]),
\]

\[
\left( \frac{J\frac{\partial \xi_2}{\partial x_1}}{\partial x_1} \right)_i = \left( \frac{\partial x_2}{\partial \xi_2} \frac{\partial x_3}{\partial \xi_3} - \frac{\partial x_2}{\partial \xi_3} \frac{\partial x_3}{\partial \xi_2} \right)_i = \frac{1}{\Delta \xi_3 \Delta \xi_1} (\delta_1 [\delta_3 [x_2] x_3] - \delta_3 [\delta_1 [x_2] x_3]),
\]

\[
\left( \frac{J\frac{\partial \xi_3}{\partial x_1}}{\partial x_1} \right)_i = \left( \frac{\partial x_2}{\partial \xi_1} \frac{\partial x_3}{\partial \xi_2} - \frac{\partial x_2}{\partial \xi_2} \frac{\partial x_3}{\partial \xi_1} \right)_i = \frac{1}{\Delta \xi_1 \Delta \xi_2} (\delta_2 [\delta_1 [x_2] x_3] - \delta_1 [\delta_2 [x_2] x_3]),
\]

with the 2\(w\)th-order central difference operator in the \(\xi_k\)-direction

\[
\delta_k[a_i] = \frac{1}{2} \sum_{m=1}^{w} \alpha_{w,m} (a_{i,k,+m} - a_{i,k,-m}).
\]

Combining (3.9) with the 2\(w\)th-order discretizations of the fluxes in (3.7) easily gets the discrete SCLs (3.3).

Regarding the discrete VCL, for the transformation (2.1), one has

\[
J\frac{\partial \xi_k}{\partial t} = -\sum_{j=1}^{3} \frac{\partial x_j}{\partial t} \left( J\frac{\partial \xi_k}{\partial x_j} \right)_i, \quad k = 1, 2, 3,
\]

which can be approximated efficiently and easily by

\[
\left( J\frac{\partial \xi_k}{\partial t} \right)_i = -\sum_{j=1}^{3} (\ddot{x}_j)_i \left( J\frac{\partial \xi_k}{\partial x_j} \right)_i,
\]

(3.10)
where \( \left( J \frac{\partial \xi_k}{\partial x_j} \right)_i \) is given by (3.9), and \( \hat{x}_j \), \( j = 1, 2, 3 \), are the mesh velocities at \( i \) and will be determined in Section 4. Combining (3.10) with the fluxes (3.7) can yield the semi-discrete VCL (3.2).

**Remark 3.1.** It is known that violating the free-stream condition may cause large errors and even lead to numerical instabilities for the high-order schemes [47]. It is proved [14] that the free-stream condition is satisfied by our high-order accurate fully-discrete adaptive moving mesh finite difference schemes derived by integrating (3.1)-(3.2) with the third-order accurate explicit SSP RK schemes [22].

### 3.3. Two-point EC flux

This subsection focuses on the construction of a two-point EC flux satisfying (3.5). One can verify that the following flux, similar to that in [17], meets the requirement

\[
\tilde{F}_k \left( U_l, U_r, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_l, \left( J \frac{\partial \xi_k}{\partial \zeta} \right)_r \right) = \frac{1}{2} \left( \left( J \frac{\partial \xi_k}{\partial t} \right)_l + \left( J \frac{\partial \xi_k}{\partial t} \right)_r \right) \tilde{U} + \sum_{j=1}^{3} \frac{1}{2} \left( \left( J \frac{\partial \xi_k}{\partial x_j} \right)_l + \left( J \frac{\partial \xi_k}{\partial x_j} \right)_r \right) \tilde{F}_j,
\]

where \( \tilde{U} \) and \( \tilde{F}_j \) satisfy the following conditions, respectively,

\[
(V_r - V_l)^T \tilde{U} = \phi_r - \phi_l, \quad (V_r - V_l)^T \tilde{F}_j = (\psi_j)_r - (\psi_j)_l.
\]

In the following, we will give the explicit expressions of the symmetric two-point EC fluxes for the single- and two-component compressible Euler equations \((N = 1, 2)\) with the stiffened EOS, separately.

#### 3.3.1. Single-component compressible Euler equations \((N = 1)\)

This subsection begins to construct the symmetric two-point EC flux for the single-component compressible Euler equations \((N = 1)\).

Assume that the numerical solutions satisfy \( \rho_1, T > 0 \), and define the thermodynamic entropy as \( S_1 = c_{v,1} \ln T - R_1 \ln \rho_1 \), see [32]. It is easy to prove that the smooth solutions of (1.1) with \( N = 1 \) satisfy

\[
\frac{\partial (\rho_1 S_1)}{\partial t} + \sum_{k=1}^{3} \frac{\partial (\rho_1 v_k S_1)}{\partial x_k} = 0.
\]

If define

\[
\eta(U) = -\rho_1 S_1, \quad q_k(U) = \eta v_k,
\]

(3.13)
and

\[ \mathbf{V} = \eta'(\mathbf{U})^T = \left(-S_1 - \frac{|\mathbf{v}|^2}{2T} + c_{\nu,1}\mathbf{v}^T, \frac{\mathbf{v}}{T}, -\frac{1}{T}\right)^T, \]

then one can verify that \( \partial \mathbf{U} / \partial \mathbf{V} \) is symmetric positive definite, and the matrix \( \frac{\partial F_k}{\partial \mathbf{U}} \) is symmetric, so that (1.1) can be symmetrized with the change of variables \( \mathbf{U} \rightarrow \mathbf{V} \), and \( (\eta, q_k) \) forms a convex entropy pair of (1.1) with \( N = 1 \). In this case, the entropy potential \( \phi \) and entropy potential flux \( \psi_k \) are explicitly given by

\[ \phi = R_1 \rho_1 - \frac{p_{\infty,1}}{T}, \quad \psi_k = \phi v_k, \quad k = 1, 2, 3. \quad (3.14) \]

If choosing the parameter vector as

\[ \mathbf{z} = (z_1, z_2, z_3, z_4, z_5)^T = \left(\rho_1, \mathbf{v}^T, 1/T\right)^T, \]

and using the identity \( [ab] = \|a\|b + \|b\|a \), where \( [a] \) and \( \|a\| \) are the jump and mean of \( a \), respectively, then the jumps of \( \mathbf{V}, \phi, \) and \( \psi_1 \) can be rewritten as the following linear combinations of the jumps of \( \mathbf{z} \)

\[
\begin{align*}
[V_1] &= c_{\nu,1} [z_5] + \frac{R_1}{\ln z_1} [z_1] - \frac{4}{\ln z_5} \sum_{m=2}^{4} [z_m] [z_m] - \frac{1}{2} \sum_{m=2}^{4} \|z_m\| [z_5], \\
[V_m] &= \left(\|z_m\| [z_5] + \|z_5\| [z_m]\right), \quad m = 2, 3, 4, \\
[V_3] &= -[z_5], \\
[\phi] &= R_1 [z_1] - p_{\infty,1} [z_5], \\
[\psi_1] &= (R_1 [z_1] - p_{\infty,1} [z_5]) [z_2] + (R_1 [z_1] - p_{\infty,1} [z_5]) [z_2],
\end{align*}
\]

where \( [a]^{ln} := [a]/\ln a, \ a > 0 \) is the logarithmic mean, see [27]. If substituting (3.15) into (3.12) and equating the coefficients of the same jump terms on each side of the identity (3.12), then

\[
\begin{align*}
\frac{R_1}{\ln z_1} \tilde{U}_1 &= R_1, \\
-\|z_m\| [z_5] \tilde{U}_1 + \|z_5\| \tilde{U}_m &= 0, \quad m = 2, 3, 4, \\
\frac{c_{\nu,1}}{\ln z_5} \tilde{U}_1 - \frac{1}{2} \sum_{m=2}^{4} \|z_m\|^2 \tilde{U}_1 + \sum_{m=2}^{4} \|z_m\| \tilde{U}_m - \tilde{U}_5 &= -p_{\infty,1},
\end{align*}
\]

and

\[
\begin{align*}
\frac{R_1}{\ln z_1} \tilde{F}_{1,1} &= R_1 [z_2], \\
-\|z_2\| [z_5] \tilde{F}_{1,1} + \|z_5\| \tilde{F}_{1,2} &= R_1 [z_1] - p_{\infty,1} [z_5], \\
-\|z_m\| [z_5] \tilde{F}_{1,1} + \|z_5\| \tilde{F}_{1,m} &= 0, \quad m = 3, 4, \\
\frac{c_{\nu,1}}{\ln z_5} \tilde{F}_{1,1} - \frac{1}{2} \sum_{m=2}^{4} \|z_m\|^2 \tilde{F}_{1,1} + \sum_{m=2}^{4} \|z_m\| \tilde{F}_{1,m} - \tilde{F}_{1,5} &= -[z_2] p_{\infty,1},
\end{align*}
\]
where $\tilde{U}_m$ and $\tilde{F}_{1,m}$ denote the $m$th component of $\tilde{U}$ and $\tilde{F}_1$ with $m = 1, \ldots, 5$, respectively. Solving the above two systems of the linear equations yields the expressions of $\tilde{U}$ and $\tilde{F}_1$ as follows

$$\tilde{U} = \begin{pmatrix} \{ z_1 \}^{ln} \\ \{ z_2 \}^{ln} \\ \{ z_3 \}^{ln} \\ \{ z_4 \}^{ln} \\ \{ z_5 \}^{ln} \\ \frac{c_v,1}{z_5} \ln \left( \frac{z_5}{z_1} \right) - \frac{1}{2} \sum_{m=2}^{4} \left\{ \frac{z_2}{z_m} \right\} \right) \{ z_1 \}^{ln} + \{ z_1 \}^{ln} \sum_{m=2}^{4} \left\{ z_m \right\}^2 + p_{\infty,1} \\ \end{pmatrix},$$

$$\tilde{F}_1 = \begin{pmatrix} \{ z_2 \}^{ln} \tilde{F}_{1,1} + \frac{1}{\{ z_5 \}} R_1 \{ z_1 \} - p_{\infty,1} \\ \{ z_3 \} \tilde{F}_{1,1} \\ \{ z_4 \} \tilde{F}_{1,1} \\ \left( \frac{c_v,1}{\{ z_5 \}} \ln \left( \frac{z_5}{z_1} \right) - \frac{1}{2} \sum_{m=2}^{4} \left\{ \frac{z_2}{z_m} \right\} \right) \tilde{F}_{1,1} + \frac{4}{2} \sum_{m=2}^{4} \left( \left\{ z_m \right\} \tilde{F}_{1,m} + p_{\infty,1} \left\{ z_2 \right\} \right) \\ \end{pmatrix}.$$

For $k = 2, 3$, $\tilde{F}_k$ may be similarly gotten.

### 3.3.2. Two-component compressible Euler equations ($N = 2$)

Similarly, the smooth solutions of the two-component compressible Euler equations (1.1) with the stiffened EOS satisfy

$$\frac{\partial (\rho S)}{\partial t} + \sum_{k=1}^{3} \frac{\partial (\rho v_k S)}{\partial x_k} = 0,$$

with the entropy of the mixture

$$\rho S := \sum_{\ell=1}^{2} \rho_\ell S_\ell, \quad S_\ell := c_{v,\ell} \ln(T) - R_\ell \ln(\rho_\ell),$$

where $S_\ell$ is the thermodynamic entropy of species $\ell$. With the help of the thermodynamic entropy, the mathematical entropy pair of (1.1) may be defined by

$$\eta(U) = -\rho S, \quad q_k(U) = \eta v_k, \quad k = 1, 2, 3.$$ (3.16)

Because for $\rho_1 > 0, \rho_2 > 0, T > 0$, $\frac{\partial U}{\partial V}$ is symmetric positive definite, and $\frac{\partial F_k}{\partial U} \frac{\partial U}{\partial V}$ is symmetric, so that the equations (1.1) can be symmetrized with $\eta(U), q_k(U)$. In this case, the entropy potential $\phi$ and the entropy potential flux $\psi_k$ can be explicitly given by

$$\phi = \sum_{\ell=1}^{2} \left( R_\ell \rho_\ell - \frac{p_{\infty,\ell}}{T} \right), \quad \psi_k = \phi' v_k.$$ (3.17)
with the entropy variables \( \mathbf{V} = \left( -S_1 - \frac{|\mathbf{v}|^2}{2T} + c_{v,1} \Gamma_1, -S_2 - \frac{|\mathbf{v}|^2}{2T} + c_{v,2} \Gamma_2, \mathbf{v}^T, -\frac{1}{T} \right)^T \).

If choosing the parameter vector \( \mathbf{z} = (z_1, z_2, z_3, z_4, z_5, z_6)^T = (\rho_1, \rho_2, \mathbf{v}^T, 1/T)^T \), then the jumps of the entropy variables \( \mathbf{V} \), the entropy potential \( \phi \) and the entropy potential flux \( \psi_1 \) can be rewritten as

\[
\begin{align*}
\left\{ \begin{array}{l}
\mathbf{V}_1 = c_{v,1} \left[ \frac{z_6}{z_6} \right]_{\ln} + R_1 \left[ \frac{z_1}{z_6} \right]_{\ln} - \left[ \frac{z_6}{z_6} \right]_{\ln} \sum_{m=3}^{5} \left[ \frac{z_m}{z_m} \right]_{\ln} - \frac{1}{2} \sum_{m=3}^{5} \left[ \frac{z_m^2}{z_m} \right]_{\ln} [z_6], \\
\mathbf{V}_2 = c_{v,2} \left[ \frac{z_6}{z_6} \right]_{\ln} + R_2 \left[ \frac{z_2}{z_6} \right]_{\ln} - \left[ \frac{z_6}{z_6} \right]_{\ln} \sum_{m=3}^{5} \left[ \frac{z_m}{z_m} \right]_{\ln} - \frac{1}{2} \sum_{m=3}^{5} \left[ \frac{z_m^2}{z_m} \right]_{\ln} [z_6], \\
\mathbf{V}_m = \left[ \frac{z_m}{z_6} \right]_{\ln} + \left[ \frac{z_6}{z_m} \right]_{\ln}, \quad m = 3, 4, 5, \\
\mathbf{V}_6 = -[z_6],
\end{array} \right.
\end{align*}
\]

Substituting it into (3.12) gives

\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{R_1}{\left[ \frac{z_1}{z_6} \right]_{\ln}} \tilde{U}_1 = R_1, \\
\frac{R_2}{\left[ \frac{z_2}{z_6} \right]_{\ln}} \tilde{U}_2 = R_2, \\
-\left[ \frac{z_m}{z_6} \right]_{\ln} \sum_{\ell=1}^{2} \tilde{U}_\ell + \left[ \frac{z_6}{z_6} \right]_{\ln} \tilde{U}_m = 0, \quad m = 3, 4, 5, \\
\sum_{\ell=1}^{2} \left( \frac{c_{v,\ell}}{\left[ \frac{z_6}{z_6} \right]_{\ln}} \tilde{U}_\ell \right) - \frac{1}{2} \sum_{m=3}^{5} \left[ \frac{z_m^2}{z_m} \right]_{\ln} \sum_{\ell=1}^{2} \tilde{U}_\ell + \sum_{m=3}^{5} \left[ \frac{z_m}{z_m} \right]_{\ln} \tilde{U}_m - \tilde{U}_6 = -\sum_{\ell=1}^{2} p_{\infty, \ell},
\end{array} \right.
\end{align*}
\]

and

\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{R_1}{\left[ \frac{z_1}{z_6} \right]_{\ln}} \tilde{F}_{1,1} = R_1 \left[ \frac{z_3}{z_3} \right]_{\ln}, \\
\frac{R_2}{\left[ \frac{z_2}{z_6} \right]_{\ln}} \tilde{F}_{1,2} = R_2 \left[ \frac{z_3}{z_3} \right]_{\ln}, \\
-\left[ \frac{z_3}{z_6} \right]_{\ln} \sum_{\ell=1}^{2} \tilde{F}_{1,\ell} + \left[ \frac{z_6}{z_6} \right]_{\ln} \tilde{F}_{1,3} = \sum_{\ell=1}^{2} \left( R_\ell \left[ \frac{z_\ell}{z_\ell} \right]_{\ln} - p_{\infty, \ell} \left[ \frac{z_6}{z_6} \right]_{\ln} \right), \\
-\left[ \frac{z_m}{z_6} \right]_{\ln} \sum_{\ell=1}^{2} \tilde{F}_{1,\ell} + \left[ \frac{z_6}{z_6} \right]_{\ln} \tilde{F}_{1,m} = 0, \quad m = 4, 5, \\
\sum_{\ell=1}^{2} \left( \frac{c_{v,\ell}}{\left[ \frac{z_6}{z_6} \right]_{\ln}} \tilde{F}_{1,\ell} \right) - \frac{1}{2} \sum_{m=3}^{5} \left[ \frac{z_m^2}{z_m} \right]_{\ln} \sum_{\ell=1}^{2} \tilde{F}_{1,\ell} + \sum_{m=3}^{5} \left[ \frac{z_m}{z_m} \right]_{\ln} \tilde{F}_{1,m} - \tilde{F}_{1,6} = -\left[ \frac{z_3}{z_3} \right]_{\ln} \sum_{\ell=1}^{2} p_{\infty, \ell},
\end{array} \right.
\end{align*}
\]

where \( \tilde{F}_{1,m} \) and \( \tilde{U}_m \) denote the \( m \)-th component of \( \tilde{F}_1 \) and \( \tilde{U} \) with \( m = 1, \ldots, 6 \), respectively.
Solving those linear systems gives \( \tilde{U} \) and \( \tilde{F}_1 \) as follows

\[
\tilde{U} = \begin{pmatrix}
\{z_1\}_l^{ln} \\
\{z_2\}_l^{ln} \\
\{z_3\}_l^{ln} \\
\sum_{\ell=1}^{2} \{z_\ell\}_l^{ln} \\
\sum_{\ell=1}^{2} \{z_\ell\}_l^{ln} \\
\sum_{\ell=1}^{2} \{z_\ell\}_l^{ln} \\
\sum_{\ell=1}^{2} \{z_\ell\}_l^{ln} \\
2 \sum_{\ell=1}^{2} \{z_\ell\}_l^{ln} \\
\end{pmatrix},
\]

\[
\tilde{F}_1 = \begin{pmatrix}
\{z_1\}_l^{ln} \\
\{z_2\}_l^{ln} \\
\{z_3\}_l^{ln} \\
\sum_{\ell=1}^{2} \tilde{F}_{1,\ell} + \frac{1}{z_6}\left( \sum_{\ell=1}^{2} R_\ell \{z_\ell\}_l^{ln} \right) - \sum_{\ell=1}^{2} p_{\infty,\ell} \\
\sum_{\ell=1}^{2} \tilde{F}_{1,\ell} \\
\sum_{\ell=1}^{2} \frac{1}{z_6} \left( c_{v,\ell} - \frac{5}{2} \sum_{m=3}^5 \{z_m\}_l^{ln} \right) + \frac{5}{2} \sum_{m=3}^5 \{z_m\}_l^{ln} \tilde{F}_{1,m} + \sum_{\ell=1}^{2} p_{\infty,\ell} \{z_3\}_l^{ln} \\
\end{pmatrix}.
\]

For \( k = 2, 3 \), \( \tilde{F}_k \) may be similarly derived. For the entropy pair \( (\eta, q_k) \) in (3.16), \( \tilde{F}_k \) can also be obtained by choosing respectively the angles \( \varphi = 0, \theta = \pi/2 \) and \( \varphi = \pi/2, \theta = 0 \) in

\[
\tilde{F}_{\varphi,\theta}(\tilde{U}_l, \tilde{U}_r) := T^{-1} \tilde{F}_1 \left( \tilde{U}_l, \tilde{U}_r \right),
\]

which is the EC flux approximating the flux \( \cos \varphi \cos \theta F_1(U) + \cos \varphi \sin \theta F_2(U) + \sin \varphi F_3(U) \), where \( \varphi \in [0, 2\pi), \theta \in [0, \pi], \tilde{U}_l := TU_l, \tilde{U}_r := TU_r, T \) is the expanded rotational matrix defined by

\[
T = \begin{bmatrix}
I_N & 0 & 0 & 0 & 0 \\
0 & \cos \varphi \cos \theta & \cos \varphi \sin \theta & \sin \varphi & 0 \\
0 & -\sin \theta & \cos \theta & 0 & 0 \\
0 & -\sin \varphi \cos \theta & -\sin \varphi \sin \theta & \cos \varphi & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix},
\]

with the unit \( N \times N \) matrix \( I_N \), \( N = 1, 2 \). In fact, \( \tilde{F}_{\varphi,\theta}(\tilde{U}_l, \tilde{U}_r) \) satisfies the sufficient condition of the EC flux

\[
[V(U)]^T \tilde{F}_{\varphi,\theta}(\tilde{U}_l, \tilde{U}_r) = \cos \varphi \cos \theta [\psi_1(U)] + \cos \varphi \sin \theta [\psi_2(U)] + \sin \varphi [\psi_3(U)],
\]
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because
\[
\hat{U} := TU = (\rho_1, \cdots, \rho_N, \hat{v}_1, \hat{v}_2, \hat{v}_3, E)^T, \quad \hat{v}_1 = \cos \varphi \cos \theta v_1 + \cos \varphi \sin \theta v_2 + \sin \varphi v_3,
\]
\[
\hat{v}_2 = -\sin \theta v_1 + \cos \theta v_2, \quad \hat{v}_3 = -\sin \varphi \cos \theta v_1 - \sin \varphi \sin \theta v_2 + \cos \varphi v_3,
\]

\[
V(\hat{U}) = \left(-S_1 - \frac{|\mathbf{v}|^2}{2T} + c_{v,1} \Gamma_1, \cdots, -S_N - \frac{|\mathbf{v}|^2}{2T} + c_{v,N} \Gamma_N, \frac{\hat{v}}{T}, -\frac{1}{T} \right)^T,
\]
so that one has \(V(\hat{U}) = V(TU) = TV(U)\) and

\[
[V(U)]^T \bar{F}_{\psi, \theta}(U_l, U_r) = [V(U)]^T T^{-1} \bar{F}_1(\hat{U}_l, \hat{U}_r) = [V(U)]^T \bar{F}_1(\hat{U}_l, \hat{U}_r)
\]
\[
= \cos \varphi \cos \theta [\psi(U)] + \cos \varphi \sin \theta [\psi_2(U)] + \sin \varphi [\psi_3(U)].
\]

3.4. ES schemes

It is known that the EC schemes work well for the smooth solutions, but they may produce severe nonphysical oscillations if the solutions contain discontinuities. In order to suppress those numerical oscillations, a suitable dissipation term should be added to the EC flux (3.6) to make the schemes satisfy the semi-discrete entropy inequality for the given entropy pair. Similar to [14], the high-order accurate ES flux may be given by

\[
\left(\bar{F}_k\right)_{i,k,\pm \frac{1}{2}} = \left(\bar{F}_k\right)_{i,k,\pm \frac{1}{2}}^{2\text{nd}} - \frac{1}{2} \left(T^{-1} R(TU) \left| \overline{\Lambda}(TU) \right| \right)_{i,k,\pm \frac{1}{2}} Y_{i,k,\pm \frac{1}{2}} W_{NOMR}^{i,k,\pm \frac{1}{2}},
\]

where \(\overline{\Lambda}(TU) := \max_m \left\{ \left| J \frac{\partial \xi_k}{\partial t} + L_k \lambda_m(TU) \right| \right\} \), \(I, L_k = \sqrt{\sum_{j=1}^3 \left( J \frac{\partial \xi_k}{\partial x_j} \right)^2} \), the rotational matrix \(T\) is given in (3.20) with

\[
\theta = \arctan \left( \frac{J \frac{\partial \xi_k}{\partial x_2}}{J \frac{\partial \xi_k}{\partial x_1}} \right),
\]
\[
\varphi = \arctan \left( \sqrt{J \frac{\partial \xi_k}{\partial x_1}^2 + J \frac{\partial \xi_k}{\partial x_2}^2} \right),
\]

and \(R\) is the scaled right eigenvector matrix satisfying

\[
\frac{\partial U}{\partial V} = RR^T, \quad \frac{\partial F_i}{\partial U} = RA^{-1},
\]

here \(A\) is the diagonal matrix, whose diagonal elements are the eigenvalues of the matrix \( \frac{\partial F_i}{\partial U} \). The high-order accurate jump terms in (3.21) are defined as \(W_{NOMR}^{i,k,\pm \frac{1}{2}} := W_{NOMR,1}^{i,k,\pm \frac{1}{2}} - W_{NOMR,2}^{i,k,\pm \frac{1}{2}} \) with
the left and right limit values \( W_{i,k,\pm \frac{1}{2}} \) and \( W_{i,k,\pm \frac{1}{2}}^+ \) obtained by the high-order multi-resolution WENO reconstruction [49]. The diagonal matrix \( \mathbf{Y}_{i,k,\pm \frac{1}{2}} \) is chosen as

\[
(Y_{m,m})_{i,k,\pm \frac{1}{2}} = \begin{cases} 
1, & \text{if sign } \left( [W_m]_{i,k,\pm \frac{1}{2}} \right) \text{ sign } \left( [W_m]_{i,k,\pm \frac{1}{2}} \right) > 0, \\
0, & \text{otherwise}, 
\end{cases}
\]

in order to ensure the “sign” property [2].

**Remark 3.2.** Our computations will take the fifth-order multi-resolution WENO reconstruction, which uses unequal-sized stencils and arbitrary positive linear weights whose sum is one [49], see Appendix A. The ES adaptive moving mesh schemes based on the multi-resolution WENO reconstruction can better capture the localized structures for the (multi-component) flow problems, and outperform their counterparts based on the classical WENO reconstruction [28] with a slight increase in the computational cost, see Section 5.

Before ending this section, we give the scaled eigenvector matrix \( \mathbf{R} \) for the multi-component compressible Euler equations \((N=1,2)\) with the stiffened EOS.

For the single-component compressible Euler equations \((N=1)\), the diagonal matrix \( \mathbf{\Lambda} \) is given by

\[
\mathbf{\Lambda} = \text{diag}\{\lambda_1, \ldots, \lambda_5\} = \text{diag}\{v_1 - c_s, v_1, v_1, v_1 + c_s\},
\]

where \( c_s \) is the speed of sound given by \( c_s^2 = R_1 \Gamma_1 T \). After some algebraic manipulations, the scaled eigenvector matrix \( \mathbf{R} \) can be expressed as

\[
\begin{pmatrix}
1 & 1 & 0 & 0 & 1 \\
v_1 - c_s & v_1 & 0 & 0 & v_1 + c_s \\
v_2 & v_2 & 1 & 0 & v_2 \\
v_3 & v_3 & 0 & 1 & v_3 \\
H - c_s v_1 & \frac{1}{2} |v|^2 & v_2 & v_3 & H + c_s v_1
\end{pmatrix}
\begin{pmatrix}
\frac{\rho_1}{2 \Gamma_1 R_1} & 0 & 0 & 0 & 0 \\
0 & \frac{\rho_1}{c_{v,1} \Gamma_1} & 0 & 0 & 0 \\
0 & 0 & \rho_1 T & 0 & 0 \\
0 & 0 & 0 & \rho_1 T & 0 \\
0 & 0 & 0 & 0 & \frac{\rho_1}{2 \Gamma_1 R_1}
\end{pmatrix}
\]

where \( H = (E + p) / \rho_1 \) is the total enthalpy. In practice, the values of \( \mathbf{R}_{i,k,\pm \frac{1}{2}} \) and \( \mathbf{\Lambda}_{i,k,\pm \frac{1}{2}} \) are calculated by using some “averaged” values of the primitive variables as follows

\[
\bar{\rho}_1 = \left( \frac{\rho_1}{\rho_1} \right)_{i,k,\pm \frac{1}{2}}, \quad \bar{v} = \left( \frac{v}{v} \right)_{i,k,\pm \frac{1}{2}}, \quad \bar{p} + p_{\infty,1} = \left( \frac{p_{\infty,1}}{\left( p_{\infty,1} / (p + p_{\infty,1}) \right)} \right)_{i,k,\pm \frac{1}{2}}.
\]

For the two-component compressible Euler equations \((N=2)\) with the stiffened EOS, utilizing the similar procedure for the ideal EOS in [23], the diagonal matrix is given by

\[
\mathbf{\Lambda} = \text{diag}\{\lambda_1, \ldots, \lambda_6\} = \text{diag}\{v_1 - c_s, v_1, v_1, v_1, v_1 + c_s\},
\]
where \( c_s^2 = RGT \) with \( R := (\sum (\Gamma_\ell - 1) c_{v,\ell} \rho_\ell) / \sum \rho_\ell \). The scaled eigenvector matrix \( R \) can be obtained by scaling the right eigenvectors \( \tilde{R} \) using a symmetric block diagonal matrix \( D \), i.e. \( R = \tilde{R}D \), where \( \tilde{R} \) is

\[
\begin{bmatrix}
Y_1 & 1 & 0 & 0 & 0 & Y_1 \\
Y_2 & 0 & 1 & 0 & 0 & Y_2 \\
v_1 - c_s & v_1 & v_1 & 0 & 0 & v_1 + c_s \\
v_2 & v_2 & v_2 & c_s & 0 & v_2 \\
v_3 & v_3 & v_3 & 0 & c_s & v_3 \\
H - c_s v_1 & \frac{1}{2} |v|^2 - \frac{d_1}{\Gamma - 1} & \frac{1}{2} |v|^2 - \frac{d_2}{\Gamma - 1} & c_s v_2 & c_s v_3 & H + c_s v_1
\end{bmatrix},
\]

where \( d_\ell = h_\ell - \Gamma c_{v,\ell} T \), and \( H = \sum \rho_\ell h_\ell / \rho + \frac{1}{2} |v|^2 \) with \( h_\ell := c_{v,\ell} T + R_\ell T \). According to (3.22), the explicit expression for the matrix \( DD^T \) is provided by

\[
DD^T = \tilde{R}^{-1} \frac{\partial U}{\partial \tilde{R}} \tilde{R}^{-T} = \frac{\rho}{\Gamma R} \text{diag} (1/2, D^{2Y}, 1, 1, 1/2),
\]

\[
D^{2Y} := Y_1 Y_2 \begin{bmatrix}
\Gamma - 1 & 1 \\
\Gamma - 1 & 1
\end{bmatrix},
\]

with \( Y_\ell = \rho_\ell / \rho \). If decomposing \( D^{2Y} \) as

\[
D^{2Y} = D^V \left(D^V\right)^T, \quad D^V := \sqrt{Y_1 Y_2} \begin{bmatrix}
-\sqrt{\Gamma R_2 / R_1} & \sqrt{(\Gamma - 1) Y_1 / Y_2} \\
\sqrt{\Gamma R_1 / R_2} & \sqrt{(\Gamma - 1) Y_2 / Y_1}
\end{bmatrix},
\]

then \( D = \frac{\sqrt{\rho}}{\sqrt{\Gamma R}} \text{diag} (1/\sqrt{2}, D^V, 1, 1, 1/\sqrt{2}) \). Thus the scaled eigenvector matrix \( R \) is obtained by

\[
\bar{R} \times \sqrt{\frac{\rho}{\Gamma R}} \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
\frac{1}{\sqrt{2}} & 0 & -\sqrt{Y_1 Y_2 \sqrt{\Gamma R_2 / R_1}} & Y_1 \sqrt{\Gamma - 1} & 0 & 0 & 0 \\
0 & \sqrt{Y_1 Y_2 \sqrt{\Gamma R_1 / R_2}} & Y_2 \sqrt{\Gamma - 1} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1/\sqrt{2}
\end{bmatrix}.
\]

Similarly, the values of \( R_{i,k,1/2} \) and \( \left| \tilde{A}_{i,k,1/2} \right| \) are calculated by using some averaged values at \( \{i, k, 1/2\} \)

\[
\bar{\rho}_1 = \langle \rho_1 \rangle^{\text{in}}, \quad \bar{\rho}_2 = \langle \rho_2 \rangle^{\text{in}}, \quad \bar{\rho} = \langle \rho \rangle^{\text{in}}, \quad \bar{\tau} = \langle \tau \rangle, \quad \bar{T} = 1/\langle 1/T \rangle^{\text{in}},
\]

\[
\bar{R} = \langle R \rangle, \quad \Gamma = \langle \Gamma \rangle, \quad \sum_{\ell=1}^2 \rho_\ell h_\ell = \sum_{\ell=1}^2 (c_{v,\ell} \bar{\rho}_\ell T + p_{\infty,\ell}) + \langle \rho \rangle.
\]
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4. Adaptive moving mesh strategy

This section introduces the adaptive moving mesh strategy [14], but will omit the dependence of the variables on $t$ for convenience, unless otherwise stated.

The mesh is moved adaptively, which is equivalent to finding the coordinate transformation $x = x(\xi)$ from $\Omega_c$ to $\Omega_p$ mentioned in Section 2. Such transformation can be obtained by solving the mesh redistribution equations

$$\nabla \xi \cdot (G_k \nabla \xi x_k) = 0, \quad \xi \in \Omega_c, \quad k = 1, 2, 3,$$

(4.1)

which may be the Euler-Lagrange equations or the stationary variational conditions for minimizing the mesh adaptation functional, where $G_k$ is the symmetric positive definite matrix depending on the solutions of the underlying governing equations (1.1) or their derivatives. The simplest choice of $G_k$ is

$$G_k = \Theta I_3,$$

where the monitor function $\Theta$ is positive and taken in this paper as

$$\Theta = \left(1 + \sum_{k=1}^{\kappa} \alpha_k \left(\frac{|\nabla \xi \sigma_k|}{\max|\nabla \xi \sigma_k|}\right)^2\right)^{1/2},$$

(4.2)

here $\sigma_k$ is a physical variable, $\alpha_k$ is a non-negative parameter, and $\kappa$ is the number of the chosen physical variables. Using the second-order accurate central difference scheme and the Jacobi iteration, the mesh equations (4.1) are approximated by

$$\sum_{k=1}^{d} \left[\Theta_{i,k,+\frac{1}{2}} (x_i^{[\nu]} - x_i^{[\nu+1]}) - \Theta_{i,k,-\frac{1}{2}} (x_i^{[\nu+1]} - x_i^{[\nu]})\right] / \Delta \xi_k^2 = 0, \quad \nu = 0, 1, \cdots, \mu,$$

where $x_i^{[0]} := x_i^n$, and $\Theta_{i,k,\pm\frac{1}{2}} := \frac{1}{2} (\Theta_{i,k} + \Theta_{i,k,\pm 1})$. The total iteration number $\mu$ is taken as 10 in our numerical tests. The final adaptive mesh is given by $x_i^{n+1} := x_i^n + \Delta \tau (\delta x_i^n)$, where $(\delta x_i^n) := x_i^{[\mu]} - x_i^n$, and the parameter $\Delta \tau$ is the limiter of the movement of mesh points satisfying

$$\Delta \tau \leq \begin{cases} \frac{1}{2(\delta x_i^n)^2} [(x_k)^n_{i,k} - (x_{k-1}^n_{i,k-1})], & (\delta_x x_k)^n_i < 0, \\ \frac{1}{2(\delta x_i^n)^2} [(x_{i,k+1}^n - (x_k^n_{i,k})], & (\delta x_k)^n_i > 0, \end{cases} \quad k = 1, \cdots, d.$$

Finally, the mesh velocity at $t = t_n$ in (3.10) is determined by $\hat{x_i^n} := \Delta \tau (\delta x_i^n) / \Delta t_n$ with the time stepsize $\Delta t_n$, obtained by (5.1) in Section 5.

Remark 4.1. In order to weaken the singularity of the monitor function near the strong discontinuity, it is useful to apply the following low pass filter

$$\Theta_{i_1,i_2,i_3} \leftarrow \sum_{j_1,j_2,j_3 = 0,1} \left(\frac{1}{2}\right)^{|j_1|+|j_2|+|j_3|} \Theta_{i_1+j_1,i_2+j_2,i_3+j_3},$$

to smooth the monitor function 3~10 times.
5. Numerical results

This section conducts several 2D and 3D numerical tests to validate the accuracy and the ability in capturing the localized structures of the previous fifth-order adaptive moving mesh methods. The fully-discrete schemes are derived by using the third-order accurate explicit SSP RK time discretization [22], and implemented in parallel with the MPI parts of the PLUTO code [34]. All computations are performed on the CPU nodes of the High-performance Computing Platform of Peking University (Linux Redhat environment, two Intel Xeon E5-2697A V4 per node, and core frequency of 2.6GHz). The time stepsize $\Delta t_n$ is determined by the CFL condition

$$\Delta t_n \leq \frac{C_{\text{CFL}}}{\max_i \left\{ \sum_{k=1}^{3} \varrho_{i,k}^n / \Delta \xi_k \right\}}, \quad (5.1)$$

but it will be taken as $C_{\text{CFL}} (\min \Delta \xi_k)^{5/3}$ in all accuracy tests in order to make the spatial error dominant, where $\varrho_{i,k}$ is the spectral radius of the eigen-matrix in the $\xi_k$-direction, and $C_{\text{CFL}}$ is taken as 0.4 and 0.3 in 2D and 3D examples, respectively, unless otherwise stated. For the sake of convenience, the fully-discrete fifth-order finite difference schemes with the multi-resolution WENO reconstruction and the ES fluxes on the uniform and moving meshes are denoted by “UM-WENO MR” and “MM-WENO MR”, respectively. For a comparison, the counterparts of “MM-WENO MR” with the classical WENO reconstruction [28] denoted by “MM-WENO JS” are also implemented.

5.1. Single-component compressible Euler equations ($N = 1$)

This section considers some numerical experiments on the 2D and 3D single-component compressible Euler equations ($N = 1$) with the ideal and stiffened EOS. The adiabatic index $\Gamma_1$ and the specific heat at constant volume $c_v,1$ are respectively taken as 1.4 and 1, unless otherwise stated.

Example 5.1 (2D isentropic vortex). This example is to test the accuracy of MM-WENO MR by solving the problem describing an isentropic vortex propagating periodically at a constant speed in the 2D domain $\Omega_p = [-10, 10]^2$. Initially, the domain is divided into uniformly $N_1 \times N_1$ rectangular cells, and the vortex perturbation

$$\delta v_1 = \frac{\epsilon}{2\pi} e^{0.5(1-r^2)}((x_2 + 2), -(x_1 + 2)), \quad \delta S_1 = 0,$$

$$\delta T = -\frac{\epsilon^2}{8\Gamma_1 \pi^2} e^{(1-r^2)}, \quad \delta S_1 = 0,$$

is added to the mean flow $\rho_1 = 1, T = 1$ and $(v_1, v_2) = (1, 1)$, where $p_{\infty,1} = 0, r^2 = (x_1 + 2)^2 + (x_2 + 2)^2$ with the vortex strength $\epsilon = 5$. The monitor function is chosen as

$$\Theta = \left(1 + \frac{20|\nabla \rho_1|}{\max |\nabla \rho_1|} + \frac{10|\Delta \rho_1|}{\max |\Delta \rho_1|} \right)^{1/2}.$$

Figure 5.1 presents the adaptive mesh with $N_1 = 80$ and the density contours (10 equally spaced contour lines) at $t = 0, 2, 4$. Figure 5.2 shows the $\ell^1$- and $\ell^\infty$-errors in $\rho_1$ at $t = 4$ versus
\( N_1 \), the orders of convergence and the discrete total entropy \( \sum_{i_1, i_2} J_{i_1, i_2} \eta (U_{i_1, i_2}) \Delta \xi_1 \Delta \xi_2 \) with respect to time by using the EC and ES schemes with \( N_1 = 160 \), respectively. It is easy to see that the mesh points well and adaptively concentrate near the large gradient area of the density as expected, \texttt{MM-WENOMR} gets the fifth-order accuracy, and the EC scheme almost keeps the total entropy conservative, while the total entropy of the ES scheme decays in time.

![Figure 5.1: Example 5.1. Adaptive meshes and density contours at \( t = 0, 2, 4 \) with 80 \( \times \) 80 cells.](image)

![Figure 5.2: Example 5.1. Left: \( \ell^1 \)- and \( \ell^\infty \)-errors in \( \rho_1 \) at \( t = 4 \) versus \( N_1 \) and orders of convergence; right: total entropy with respect to \( t \) with \( N_1 = 160 \).](image)

**Example 5.2 (Quasi 2D shock tube).** The initial data are

\[
(\rho_1, v_1, v_2, p) = \begin{cases} 
(1, 0, 0, 1), & x_1 < 0.5, \\
(0.75, 0, 0, 0.05), & x_1 > 0.5,
\end{cases}
\]

with \( p_{\infty, 1} = 1 \) and \( \Gamma_1 = 3 \), see [51]. The exact solution consists of a narrow rarefaction wave, a contact discontinuity and a right moving shock wave. The monitor function is chosen as (4.2) with \( \kappa = 1, \sigma_1 = \rho_1 \) and \( \alpha_1 = 1200 \).
Figure 5.3: Example 5.2. Adaptive mesh of 100 × 5 cells (Left) and densities (Right) at $t = 0.15$.

Table 5.1: CPU times of Examples 5.3-5.4 (4 cores).

| Example   | MM-WENOMR   | MM-WENOJS   | UM-WENOMR   | UM-WENOMR   |
|-----------|-------------|-------------|-------------|-------------|
| Example 5.3 | 2m56s (200 × 200 cells) | 2m37s (200 × 200 cells) | 28s (200 × 200 cells) | 7m9s (500 × 500 cells) |
| Example 5.4 | 2m50s (200 × 200 cells) | 2m38s (200 × 200 cells) | 36s (200 × 200 cells) | 13m10s (600 × 600 cells) |

Figure 5.3 shows the adaptive mesh and the densities at $t = 0.15$ obtained respectively by the schemes on the adaptive moving mesh and the uniform mesh. We see that the mesh points adaptively concentrate near the large gradient area of the density, and MM-WENOMR with $N_1 = 100$ is superior to UM-WENOMR with $N_1 = 100$, better than MM-WENOJS with $N_1 = 100$ near the contact discontinuity and UM-WENOMR with $N_1 = 300$ near the head of the rarefaction wave, the contact discontinuity.

Example 5.3 (2D Riemann problem I). The initial data are [6]

$$(\rho_1, v_1, v_2, p) = \begin{cases} (0.5313, 0, 0, 0.4), & x_1 > 0.5, x_2 > 0.5, \\ (1, 0.7276, 0, 1), & x_1 < 0.5, x_2 > 0.5, \\ (0.8, 0, 0, 1), & x_1 < 0.5, x_2 < 0.5, \\ (1, 0, 0.7276, 1), & \text{otherwise}, \end{cases}$$

with $p_{\infty,1} = 0$. The initial discontinuities are two shock waves and two contact discontinuities.

The monitor function is the same as that used in Example 5.2, and the linear weights of the multi-resolution WENO reconstruction are taken as $\chi_1 = 0.95, \chi_2 = 0.045$ and $\chi_3 = 0.005$. Figure 5.4 gives the adaptive mesh of MM-WENOMR with 200 × 200 cells, the density contours (40 equally spaced contour lines) and the densities along $x_1 = x_2$ at $t = 0.25$. The schemes can capture important flow structures such as the Mach reflection resulting from the initial two shock waves
and the following emerged jet moving towards the lower left direction near the center of the domain. One can see that MM-WENOMR with $200 \times 200$ cells gives sharper transitions near the shock waves than UM-WENOMR with $500 \times 500$ cells and MM-WENOJS with $200 \times 200$ cells, and the resolution of MM-WENOMR is better than MM-WENOJS, see Figure 5.4f, although its CPU time is slightly larger than MM-WENOJS, see Table 5.1. From Table 5.1, we can also see that MM-WENOMR only takes 41.0% CPU time of UM-WENOMR with $500 \times 500$ cells, showing the high efficiency of the adaptive moving mesh scheme.

![Figure 5.4](image)

Figure 5.4: Example 5.3. Adaptive mesh of MM-WENOMR with $200 \times 200$ cells, density contours (40 equally spaced contour lines) of MM-WENOMR, MM-WENOJS, and UM-WENOMR, and densities along $x_1 = x_2$ at $t = 0.25$.

**Example 5.4 (2D Riemann problem II).** The initial data are [31]

\[
(\rho_1, v_1, v_2, p) = \begin{cases} 
(1, 0.75, -0.5, 1), & x_1 > 0.5, x_2 > 0.5, \\
(2, 0.75, 0.5, 1), & x_1 < 0.5, x_2 > 0.5, \\
(1, -0.75, 0.5, 1), & x_1 < 0.5, x_2 < 0.5, \\
(3, -0.75, -0.5, 1), & \text{otherwise,}
\end{cases}
\]

with $p_{\infty,1} = 0$. It describes the interaction of four contact discontinuities.
The monitor function and the linear weights of the multi-resolution WENO reconstruction are the same as those used in Example 5.2. Figure 5.5 shows the adaptive mesh of MM-WENOMR with 200 × 200 cells and the densities at t = 0.3. It is seen that the four initial contact discontinuities interact with each other to form a spiral with the low density around the center of the domain as time increases. The moving mesh methods capture the contact discontinuities and the rarefaction wave well, and MM-WENOMR displays more small scale structures and roll up of the slip lines than UM-WENOMR with 600 × 600 cells and MM-WENOJS with 200 × 200 cells. The CPU times in Table 5.1 clearly highlight the efficiency of MM-WENOMR, which takes only 21.5% CPU time of UM-WENOMR with 600 × 600 cells and 7.6% time more than MM-WENOJS with 200 × 200 cells.

Example 5.5 (3D isentropic vortex). This example is to check the accuracy of the 3D ES adaptive moving mesh method via the 3D isentropic vortex problem describing a smooth isentropic vortex moving in a certain direction. The initial data are similar to that in [3] except for that the cylindrical
vortex is rotated to the diagonal of the domain $\Omega_p = [-10, 10]^3$, given by

\[
T = 1 - \frac{\varepsilon^2}{8 \Gamma_1 \pi^2} e^{1-r^2}, \quad \rho_1 = T^{1/(\Gamma_1-1)}, \quad p = (\Gamma_1-1) \rho_1 T,
\]

\[
v = \frac{1}{\sqrt{6}} \left( \bar{v}_1 - \sqrt{3} \bar{v}_2 + \sqrt{2}, \bar{v}_1 + \sqrt{3} \bar{v}_2 + \sqrt{2}, -2 \bar{v}_1 + \sqrt{2} \right)^T,
\]

where

\[
p_{\infty,1} = 0, \quad c_v,1 = 1, \quad \varepsilon = 5, \quad r^2 = \hat{x}_1^2 + \hat{x}_2^2,
\]

\[
(\hat{x}_1, \hat{x}_2) = \frac{1}{\sqrt{6}} (\hat{x}_1 + 2 \hat{x}_2, \sqrt{3} \hat{x}_1), \quad (\bar{v}_1, \bar{v}_2) = (1, 1) + \frac{\varepsilon}{2 \pi} e^{\frac{1-r^2}{2}} (\hat{x}_2, -\hat{x}_1),
\]

\[
(\hat{x}_1, \hat{x}_2) = (-x_1 + x_2 + 20k_1, x_1 - x_3 + 20k_2), \quad (\hat{x}_1, \hat{x}_2) \in [-10, 10]^2, \quad k_1, k_2 \in \mathbb{Z}.
\]

Figure 5.6 shows the $\ell^1$- and $\ell^\infty$-errors in $\rho_1$ at $t = 0.1$, the orders of convergence obtained by using MM-WENOMR, and the time-evolutions of the discrete total entropy $\sum_i J_i \eta_i (U_i) \Delta \xi_1 \Delta \xi_2 \Delta \xi_3$ obtained by the EC adaptive moving mesh scheme and MM-WENOMR. The monitor function is the same as that used in Example 5.1, and the boundary points move adaptively according to the periodic boundary conditions. The results show that MM-WENOMR can achieve the expected convergence orders, and the EC scheme almost keeps the total entropy conservative whereas the total entropy of the ES scheme decays in time.

![Figure 5.6: Example 5.5. Left: $\ell^1$- and $\ell^\infty$-errors in $\rho_1$ at $t = 0.1$ and the orders of convergence; right: the total entropy with respect to $t$ with $N_1 = 160$.](image)

**Example 5.6 (3D spherical symmetric shock tube).** The initial data are

\[
(\rho_1, v_1, v_2, v_3, p) = \begin{cases} (1.0, 0, 0, 0, 1.0), & \sqrt{x_1^2 + x_2^2 + x_3^2} < 0.5, \\ (0.125, 0, 0, 0, 0.1), & \text{otherwise}, \end{cases}
\]
Example 5.6  13m53s (100³ cells)  13m52s (100³ cells)  2m45s (100³ cells)  37m19s (200³ cells)

Example 5.7  3m21s (350 × 150 cells)  3m3s (350 × 150 cells)  49s (350 × 150 cells)  18m7s (1050 × 450 cells)

Table 5.2: CPU times of Examples 5.6-5.7 (32 cores).

with \( p_{\infty,1} = 0 \), and the domain \( \Omega_p \) is taken as \([0, 1]^3\). The monitor function is chosen as (4.2) with \( \kappa = 1, \sigma_1 = \rho_1 \) and \( \alpha_1 = 500 \). Figure 5.7a shows that the mesh points adaptively concentrate near the large gradient area of the density. Figure 5.7b gives the densities \( \rho_1 \) along the line connecting \((0, 0, 0)\) and \((1, 1, 1)\), where the solid line denotes the reference solution obtained by a second-order TVD scheme using uniform mesh of 8000 cells in the 1D spherical coordinates. It is seen that MM-WENOMR with 100³ cells is better than UM-WENOMR with 100³ cells near the rarefaction wave, the contact discontinuity and the shock wave, and the adaptive moving mesh method can precisely capture the flow features. Table 5.2 shows that MM-WENOMR with 100³ cells only takes 37.2% CPU time of UM-WENOMR with 200³ cells, but it gives comparable results, verifying the efficiency of MM-WENOMR, and the solution of MM-WENOMR with 100³ cells is as good as that of MM-WENOJS with comparable CPU time.

5.2. Two-component compressible Euler equations \((N = 2)\)

This section solves the 2D and 3D two-component compressible Euler equations \((N = 2)\) with the ideal and stiffened EOS.
Example 5.7 (2D tri-point problem). It corresponds to a 2D three-state Riemann problem in a rectangular domain $\Omega_p$, illustrated in Figure 5.8, and has been widely used in testing the high-resolution numerical schemes [20]. Initially, $\Omega_p = [0, 7] \times [0, 3]$ is split into three sub-domains $\Omega_1 = [0, 1] \times [0, 3]$, $\Omega_2 = [1, 7] \times [1.5, 3]$, and $\Omega_3 = [1, 7] \times [0, 1.5]$, and the initial data are

$$(\rho_1, \rho_2, v_1, v_2, p) = \begin{cases} 
(1 - \epsilon, \epsilon, 0, 0, 1), & (x_1, x_2) \in \Omega_1, \\
(0.125 - \epsilon, \epsilon, 0, 0, 0.1), & (x_1, x_2) \in \Omega_2, \\
(\epsilon, 1 - \epsilon, 0, 0, 0.1), & (x_1, x_2) \in \Omega_3,
\end{cases}$$

where $\epsilon = 10^{-5}$, $\Gamma_1 = 1.5$, $\Gamma_2 = 1.4$, $p_{\infty, 1} = p_{\infty, 2} = 0$, and $c_{v,1} = c_{v,2} = 1$.

The adaptive meshes and densities at $t = 3.5$ and 5 are plotted in Figures 5.9 and 5.10, where the monitor function is chosen as (4.2) with $\kappa = 1$, $\sigma_1 = \rho$ and $\alpha_1 = 1200$. The densities along the line connecting (2, 0) and (7, 3) at $t = 3.5$ and 5 are shown in Figure 5.11. One can see that MM-WENOMR with $350 \times 150$ cells outperforms UM-WENOMR with $1050 \times 450$ cells and MM-WENOJS with $350 \times 150$ cells, and the small scale structures and the Kelvin-Helmholtz instability can be clearly observed by using MM-WENOMR. The CPU times in Table 5.2 show that MM-WENOMR with $350 \times 150$ cells only takes 18.9% CPU time of MM-WENOMR with $1050 \times 450$ cells and 9.8% CPU time more than MM-WENOJS with $350 \times 150$ cells.

![Figure 5.8: Example 5.7. Initial decomposition of $\Omega_p$.](image)

Example 5.8 (2D shock-bubble interaction I). This test is about the interaction of a shock wave with a helium cylindrical bubble [24], and has been frequently applied to numerical computations [39]. Initially, the domain $\Omega_p = [0, 445] \times [-44.5, 44.5]$ is decomposed into three sub-domain as illustrated in Figure 5.12, and a Mach $M_s = 1.22$ shock wave, positioned at $x_1 = 275$, moves through the quiescent air and will eventually meet a cylindrical helium bubble, centered at $(x_1, x_2) = [225, 0]$ of radius 25, filled with the helium contaminated with 28% of air. Reflecting boundary conditions are specified on the top and bottom boundaries, while outflow and inflow boundary conditions are
applied on the left and right boundaries. The density of the bubble is determined based on the assumption that the regions $\Omega_1$ and $\Omega_2$ are in pressure and temperature equilibrium. Specially, the initial data are

$$
\langle \rho_1, \rho_2, v_1, v_2, p \rangle = \begin{cases} 
(\epsilon, 1.225 (R_1/R_2) - \epsilon, 0, 0, 101325), & (x_1, x_2) \in \Omega_1, \\
(1.225 - \epsilon, \epsilon, 0, 0, 101325), & (x_1, x_2) \in \Omega_2, \\
(1.6861 - \epsilon, \epsilon, -113.5243, 0, 159060), & (x_1, x_2) \in \Omega_3,
\end{cases}
$$

with $\epsilon = 0.03, \Gamma_1 = 1.4, \Gamma_2 = 1.647, p_{\infty,1} = p_{\infty,2} = 0, R_1 = 0.287$, and $R_2 = 1.578$.

Figures 5.13-5.14 show the adaptive meshes and the schlieren images by the function

$$
\Phi = \exp \left( -\Psi \frac{\nabla \rho}{|\nabla \rho|_{\text{max}}} \right), \tag{5.2}
$$

with $\Psi = (30\rho_1 + 150\rho_2) / \rho$ obtained by **MM-WENOMR** and **UM-WENOMR** at $t = 0.02, 0.052, 0.076, 0.26, 0.452,$ and $t = 0.676$ (after the bubble is first hit by the incident shock wave), where the monitor function is chosen as (4.2) with $\kappa = 1, \sigma_1 = \rho$ and $\alpha_1 = 1000$. Notice that the top and bottom half parts of the schlieren image are the results obtained respectively by **MM-WENOMR** and **UM-WENOMR**, and the velocity of the shock wave is $-415.16$, thus it takes about $t = 0.06$ for the shock wave to meet the bubble. We see that the mesh points adaptively concentrate near the large gradient area.
of the density and \textsc{mm-wenomr} captures the sharp bubble interfaces and some small wave structures well. Table 5.3 tells us that \textsc{mm-wenomr} costs 26.2\% CPU time of \textsc{um-wenomr} with a finer mesh, when it obtains even better results.

\textbf{Example 5.9 (2D shock-bubble interaction II).} The shock-bubble interaction problem is extended to the stiffened gas. The domain and the boundary conditions are the same as those in Example 5.8. Initially, the regions $\Omega_2$ and $\Omega_3$ are filled with the stiffened gas, while $\Omega_1$ is filled with the
ideal gas, and a Mach $M_s = 10$ shock wave at $x_1 = 275$ moves to a cylindrical bubble centered at $(x_1, x_2) = [225, 0]$. Specially, the initial data are

$$
\begin{align*}
(r_1, r_2, v_1, v_2, p) &= \begin{cases} 
\left( \epsilon, 5 - \epsilon, 0, 0, 100 \right), & (x_1, x_2) \in \Omega_1, \\
\left( 1 - \epsilon, \epsilon, 0, 0, 100 \right), & (x_1, x_2) \in \Omega_2, \\
\left( 1.980198 - \epsilon, \epsilon, -121.2497, 0, 29800 \right), & (x_1, x_2) \in \Omega_3,
\end{cases}
\end{align*}
$$

with $\epsilon = 0.05, \Gamma_1 = 3.0, p_{\infty,1} = 100, \Gamma_2 = 1.4, p_{\infty,2} = 0, c_{v,1} = c_{v,2} = 1$.

Figure 5.15 presents the adaptive mesh obtained by MM-WENOMR with $800 \times 160$ cells at $t = 0.8$, and Figure 5.16 gives the schlieren images at $t = 0.8$, where the monitor function is chosen as (4.2) with $\kappa = 5$, $(\sigma_1, \sigma_2, \sigma_3, \sigma_4, \sigma_5) = (\Phi, u, r_1, r_2, p)$, $(\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5) = (600, 500, 1200, 1200, 1200)$, and the schlieren function is given by (5.2) with $\Psi = (120r_1 + 20r_2) / \rho$. We see that the mesh points adaptively concentrate near the shock wave and the bubble interfaces, MM-WENOMR with $800 \times 160$ cells is better than UM-WENOMR with the same number of cells, MM-WENOMR can detect the sharp bubble interfaces well, and MM-WENOMR is efficient since the CPU time of MM-WENOMR with $800 \times 160$ cells is 23.6% of UM-WENOMR with $2400 \times 480$ cells shown in Table 5.3.

Example 5.10 (3D shock-bubble interaction I). This is an extension of Example 5.8, and considers a planer shock wave interacting with a helium bubble in the domain $[0, 445] \times [-44.5, 44.5] \times [-44.5, 44.5]$. The initial pre- and post-shock states are

$$
\begin{align*}
(r_1, r_2, v_1, v_2, v_3, p) &= \begin{cases} 
\left( 1.225 - \epsilon, \epsilon, 0, 0, 0, 101325 \right), & x_1 < 275, \\
\left( 1.6861 - \epsilon, \epsilon, -113.5243, 0, 0, 159060 \right), & x_1 > 275,
\end{cases}
\end{align*}
$$
Figure 5.13: Example 5.8. From left to right: adaptive meshes of 800 × 160 cells, schlieren images obtained by **MM-WENO MR** with 800 × 160 cells (top half) and **UM-WENO MR** with 800 × 160 cells (bottom half), and schlieren images by **MM-WENO MR** with 800 × 160 cells (top half) and **UM-WENO MR** with 2400 × 480 cells (bottom half). From top to bottom: \( t = 0.02, 0.052, 0.076 \).

and the bubble state is

\[
(\rho_1, \rho_2, v_1, v_2, v_3, p) = (\epsilon, 1.225 (R_1/R_2) - \epsilon, 0, 0, 0, 101325), \quad \sqrt{(x_1 - 225)^2 + x_2^2 + x_3^2} < 25,
\]

with \( \epsilon = 0.03, p_{\infty,1} = p_{\infty,2} = 0, \Gamma_1 = 1.4, \Gamma_2 = 1.647, R_1 = 0.287, R_2 = 1.578 \).

Figure 5.17 gives the close-up of the adaptive mesh, the iso-surface of \( \rho = 0.66 \), three offset 2D slices and two surface meshes near the bubble at \( t = 0.72 \), where the monitor function is chosen as (4.2) with \( \kappa = 1, \sigma_1 = \rho \) and \( \alpha_1 = 1200 \), and the linear weights of the multi-resolution WENO reconstruction are taken as \( \chi_1 = 0.95, \chi_2 = 0.045 \) and \( \chi_3 = 0.005 \). Figure 5.18 shows the schlieren images on the slice \( x_3 = 0 \) given by (5.2) with \( \Psi = (10\rho_1 + 30\rho_2)/\rho \), where the top half parts
Figure 5.14: Same as Figure 5.13 except for $t = 0.26, 0.452, 0.676$.

Figure 5.15: Example 5.9. Adaptive mesh obtained by MM-WENOMR with $800 \times 160$ cells at $t = 0.8$.

are the results obtained by MM-WENOMR with $400 \times 80 \times 80$ cells, while the left and right bottom half parts are those obtained by UM-WENOMR with $400 \times 80 \times 80$ cells and $800 \times 160 \times 160$ cells,
respectively. One can see that the solution of MM-WENOMR with 400 × 80 × 80 cells is comparable to that of UM-WENOMR with 800 × 160 × 160 cells, but the CPU time of MM-WENOMR with 400 × 80 × 80 cells is 29.2% of UM-WENOMR with 800 × 160 × 160 cells, see Table 5.3.

Example 5.11 (3D shock-bubble interaction II). This test considers an extended 3D problem of the interaction of the shock wave and the bubble in the domain \([0, 445] \times [-44.5, 44.5] \times [-44.5, 44.5]\). A bubble of ideal gas initially located at \((x_1, x_2, x_3) = [225, 0, 0]\) with radius \(r = 25\) is surrounded by a stiffened gas. The initial pre- and post-shock states are

\[
(\rho_1, \rho_2, v_1, v_2, v_3, p) = \begin{cases} 
(1 - \epsilon, \epsilon, 0, 0, 0, 100), & x_1 < 275, \\
(1.980198 - \epsilon, \epsilon, -121.2497, 0, 0, 29800), & x_1 > 275,
\end{cases}
\]

and the bubble state is

\[
(\rho_1, \rho_2, v_1, v_2, v_3, p) = (\epsilon, 5 - \epsilon, 0, 0, 0, 100), \quad \sqrt{(x_1 - 225)^2 + x_2^2 + x_3^2} < 25,
\]

where \(\epsilon = 0.05, c_{v,1} = c_{v,2} = 1, \Gamma_1 = 3.0, p_{\infty,1} = 100, \Gamma_2 = 1.4, p_{\infty,2} = 0\).

Figure 5.19 shows the close-up of the adaptive mesh, the iso-surfaces of \(\rho = 11.11\), three offset 2D slices and two surface meshes near the bubble at \(t = 0.64\), and Figure 5.20 gives the schlieren images given by the function in (5.2) with \(\Psi = (20\rho_1 + 5\rho_2) / \rho\) at different times, where the monitor function is chosen as (4.2) with \((\sigma_1, \sigma_2) = (\rho_1, p)\) and \((\alpha_1, \alpha_2) = (500, 500)\), and the linear weights of the multi-resolution WENO reconstruction are the same as those in Example 5.10. It is shown that the solution given by MM-WENOMR is superior to the solution given by UM-WENOMR with finer mesh, while MM-WENOMR is efficient since the CPU time of MM-WENOMR with 400 × 80 × 80 cells is 18.0% of UM-WENOMR with 800 × 160 × 160 cells, see Table 5.3.
6. Conclusion

This paper extended the high-order entropy stable (ES) adaptive moving mesh finite difference schemes developed in [14] to the two- and three-dimensional (multi-component) compressible Euler equations with the stiffened equation of state. The two-point entropy conservative (EC) flux in the curvilinear coordinates was first constructed according to the sufficient condition, and then combined with the high-order discretization of the GCLs to derive the high-order semi-discrete EC schemes. To ensure the entropy stability and to suppress the numerical oscillation, the high-order ES schemes were constructed by adding some suitable high-order dissipation terms based on the multi-
resolution WENO reconstruction for the scaled entropy variables to the high-order EC schemes. The high-order explicit strong-stability-preserving Runge-Kutta time discretization was implemented to obtain the fully-discrete high-order schemes, which could preserve the free-stream states and where the mesh points were adaptively redistributed by solving the mesh iterative redistribution equations with an appropriately chosen monitor function. Several 2D and 3D numerical tests were conducted on the parallel computer system with the MPI programming to validate the accuracy and the ability to resolve effectively the localized structures of the present schemes.
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Appendix A. Multi-resolution WENO reconstruction

This appendix outlines the 1D fifth-order multi-resolution WENO reconstruction proposed in [49]. Different from the classical WENO reconstruction [28], it uses three unequal-sized central stencils to get the WENO reconstructed polynomial with any positive linear weights whose sum is one, and can achieve the expected accuracy in the smooth regions and the good performance in capturing sharp shock transitions. For the given cell average values \( \{W_j\} \), the fifth-order reconstruction process for \( W^{\text{WENO}}_{j\pm\frac{1}{2}} \) is described as follows.

1. For each \( j \), select three central spatial stencils \([\xi_{j-m+\frac{1}{2}}, \xi_{j-m-\frac{1}{2}}]\), \( m = 1, 2, 3 \), and then reconstruct \((2m - 2)\)th degree polynomials \( h_m(\xi) \), \( m = 1, 2, 3 \), respectively, by

\[
\frac{1}{\Delta \xi} \int_{\xi_{l-\frac{1}{2}}}^{\xi_{l+\frac{1}{2}}} h_1(\xi) d\xi = W_l, \quad l = j, \]

\[
\frac{1}{\Delta \xi} \int_{\xi_{l-\frac{1}{2}}}^{\xi_{l+\frac{1}{2}}} h_2(\xi) d\xi = W_l, \quad l = j - 1, j, j + 1, \]

\[
\frac{1}{\Delta \xi} \int_{\xi_{l-\frac{1}{2}}}^{\xi_{l+\frac{1}{2}}} h_3(\xi) d\xi = W_l, \quad l = j - 2, j - 1, j, j + 1, j + 2. \]

Those polynomials \( \{h_m(\xi)\} \) can be explicitly given by

\[
h_1(\xi) = W_j, \quad h_2(\xi) = a_1 L_1(\xi) + a_2 L_2(\xi) + a_3 L_3(\xi), \]

\[
h_3(\xi) = b_1 L_1(\xi) + b_2 L_2(\xi) + b_3 L_3(\xi) + b_4 L_4(\xi) + b_5 L_5(\xi), \quad (A.1)\]
3. Choose the linear weights \( \chi \).

2. Compute the smoothness indicators \( \beta \) and the coefficients \( a_m, b_\ell, m = 1, \cdots, 3, \ell = 1, \cdots, 5 \), are calculated by

\[
\begin{align*}
a_1 &= W_j, & a_2 &= \frac{W_{j+1} - W_{j-1}}{2}, & a_3 &= \frac{W_{j-1} - 2W_j + W_{j+1}}{2}, \\
b_1 &= W_j, & b_2 &= \frac{11W_{j-2} - 82W_{j-1} + 82W_{j+1} - 11W_{j+2}}{120}, \\
b_3 &= -\frac{3W_{j-2} + 40W_{j-1} - 74W_j + 40W_{j+1} - 3W_{j+2}}{56}, \\
b_4 &= -\frac{W_{j-2} + 2W_{j-1} - 2W_{j+1} + W_{j+2}}{12}, \\
b_5 &= \frac{W_{j-2} - 4W_{j-1} + 6W_j - 4W_{j+1} + W_{j+2}}{24}.
\end{align*}
\]

2. Compute the smoothness indicators \( \beta_m, m = 1, 2, 3 \), by

\[
\beta_1 = \min \left( (W_j - W_{j-1})^2, (W_{j+1} - W_j)^2 \right),
\]

and

\[
\beta_m = \sum_{\ell=1}^{2m-2} \int_{\xi_{m+\ell}}^{\xi_{m+\ell+1}} (\Delta \xi)^{2m-1} \left( \frac{\partial^m h_m(\xi)}{\partial \xi^m} \right)^2 d\xi, \quad m = 2, 3. \tag{A.2}
\]

Substituting (A.1) into (A.2) gives

\[
\beta_2 = a_2^2 + \frac{13}{3} a_3^2, \quad \beta_3 = \left( b_2 + \frac{1}{10} b_4 \right)^2 + \frac{13}{3} \left( b_3 + \frac{123}{455} b_5 \right)^2 + \frac{781}{20} b_4^2 + \frac{1421461}{2275} b_5^2.
\]

The above \( \beta_1 \) avoids the zero value of \( \beta_1 \) calculated by (A.2) and the zeroth degree polynomial \( h_1(\xi) \).

3. Choose the linear weights \( \chi_1 = 1/111, \chi_2 = 10/111, \chi_3 = 100/111 \), unless otherwise stated, and compute the nonlinear weights \( \tilde{\omega}_m \) by

\[
\tilde{\omega}_m = \frac{\omega_m}{\sum_{\ell=1}^3 \omega_\ell}, \quad m = 1, 2, 3,
\]

with

\[
\tilde{\omega}_m = \chi_m \left( 1 + \frac{\tau}{\varepsilon + \beta_m} \right), \quad \tau = \left( \frac{|\beta_3 - \beta_1| + |\beta_3 - \beta_2|}{2} \right)^2,
\]

where \( \varepsilon \) is taken as \( 10^{-10} \) to avoid the denominator becoming zero. In practice, the linear weights can be any positive numbers whose sum is one. If the linear weight corresponding to the five-point sub-stencil takes a relatively large value, then sharper transitions in discontinuous regions can be obtained, but the numerical solution may tend to oscillate.
4. The reconstructed value $W_{j+\frac{1}{2}}^{\text{WENO}}$ by the fifth-order multi-resolution WENO reconstruction is computed by

$$W_{j+\frac{1}{2}}^{\text{WENO}} = \tilde{\omega}_1 h_1(x_{j+\frac{1}{2}}) + \tilde{\omega}_2 h_2(x_{j+\frac{1}{2}}) + \tilde{\omega}_3 \left[ \frac{1}{\chi_3} h_3(x_{j+\frac{1}{2}}) - \sum_{m=1}^{2} \frac{\chi_m}{\chi_3} h_m(x_{j+\frac{1}{2}}) \right],$$

while $W_{j-\frac{1}{2}}^{\text{WENO}}$ may be obtained by using the mirror-symmetry with respect to $x_j$.
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Figure 5.18: Example 5.10. Schlieren images $\Phi$ on the slice $x_3 = 0$ at $t = 0.08, 0.24, 0.40, 0.56, 0.72$ (from top to bottom). Left: MM-WENOMR (top half) and UM-WENOMR (bottom half) with $400 \times 80 \times 80$ cells; right: MM-WENOMR with $400 \times 80 \times 80$ cells (top half) and UM-WENOMR with $800 \times 160 \times 160$ cells (bottom half).
Figure 5.19: Example 5.11. Adaptive meshes and $\rho$ at $t = 0.64$. Top left: close-up of the adaptive mesh, $i_1 \in [100, 230], i_2 \in [1, 40], i_3 \in [40, 80]$; top right: the iso-surface of $\rho = 11.11$ and three offset 2D slices taken at $x_1 = 214, x_2 = 0, x_3 = 0$; bottom left: the surface mesh with $i_1 = 180$; bottom right: the surface mesh with $i_2 = 40$.
Figure 5.20: Example 5.11. Schlieren images $\Phi$ on $x_3 = 0$ at $t = 0.16, 0.32, 0.48, 0.64$ (from top to bottom). Left: \texttt{MM-WENOMR} (top half) and \texttt{UM-WENOMR} (bottom half) with $400 \times 80 \times 80$ cells; right: \texttt{MM-WENOMR} with $400 \times 80 \times 80$ cells (top half) and \texttt{UM-WENOMR} with $800 \times 160 \times 160$ cells (bottom half).