How Hyperspectral Image Unmixing and Denoising Can Boost Each Other
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Abstract: Hyperspectral linear unmixing and denoising are highly related hyperspectral image (HSI) analysis tasks. In particular, with the assumption of Gaussian noise, the linear model assumed for the HSI in the case of low-rank denoising is often the same as the one used in HSI unmixing. However, the optimization criterion and the assumptions on the constraints are different. Additionally, noise reduction as a preprocessing step in hyperspectral data analysis is often ignored. The main goal of this paper is to study experimentally the influence of noise on the process of hyperspectral unmixing by: (1) investigating the effect of noise reduction as a preprocessing step on the performance of hyperspectral unmixing; (2) studying the relation between noise and different endmember selection strategies; (3) investigating the performance of HSI unmixing as an HSI denoiser; (4) comparing the denoising performance of spectral unmixing, state-of-the-art HSI denoising techniques, and the combination of both. All experiments are performed on simulated and real datasets.
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1. Introduction

Hyperspectral unmixing is considered as one of the main analysis tasks on hyperspectral datasets [1]. Hyperspectral images (HSI) contain detailed spectral information, compromising the spatial resolution. Because of this, HSI pixels often contain mixtures of several materials. Due to the uniqueness of the materials’ spectral signatures, spectral unmixing reveals which materials are contained within a pixel and their fractions. The most widely applied spectral mixing model is the linear model, which assumes that a light ray only interacts once with a material before reaching the sensor. It describes a reflectance spectrum as a linear combination of the pure material spectra (endmembers), and the coefficients are the fractional abundances of the endmembers. Many methods have been developed for (1) estimating the number of endmembers, (2) obtaining the endmembers, and (3) estimating the fractional abundances.

In this work, we will assume that the number of endmembers is known a priori. Different strategies are applied to obtain endmembers. One strategy is to extract the endmembers from the data as pure pixels. Examples are geometric methods that look for the outer boundary points of the data manifold, e.g., the vertices of a simplex [2]. In highly mixed scenarios, no pure pixels may be available, and the endmembers need to be estimated, e.g., by describing the minimum volume simplex that enclosed the data [3–6]. Finally, endmembers can also be selected from available spectral libraries. Several library-based methods incorporate different types of sparsity to limit the number of endmembers that a mixture can contain [7–9].
The most popular abundance estimation method is fully constrained least squares unmixing (FCLSU) \[10,11\], which minimizes the error between the observed spectrum and the linear model, subject to the physical constraints that the abundances should be positive and sum to one. Other methods estimate the endmembers and the abundances simultaneously, e.g., by nonnegative matrix factorization procedures \[3–6\].

When higher-order interactions and intimate mixing play a role, the linear model is no longer valid. Many nonlinear solutions for hyperspectral unmixing have been proposed. Nonlinear unmixing falls outside of the scope of this work.

On the other hand, noise plays an important role in HSIs. Radiance measured at the sensor is degraded by two main sources, i.e., atmospheric and instrumental effects. After applying atmospheric corrections on the radiance, reflectance, which represents the physics of the material, is obtained. Instrumental noise including thermal, quantization, and shot noise can considerably affect the reflectance. Spectral bands can be highly corrupted, which leads to the loss of information in the corresponding wavelengths. These corrupted bands degrade the efficiency of the HSI analysis techniques, and therefore, they are often removed from the data before any further processing. Alternatively, HSI denoising improves the SNR of the HSI and therefore the further analysis of HSI \[12\]. The Gaussian noise removal techniques developed for HSI can be divided into three main groups. The first group contains methods that use 3D models and 3D filtering approaches. Those techniques exploit 3D models to describe the noise and the signal both spatially and spectrally and then apply filtering steps to remove the noise from the signal. For instance, in \[13\], the discrete Fourier transform (DFT) and the 2D discrete wavelet transform (2D DWT) were applied spectrally and spatially, respectively, for denoising the HSI signal. In \[14\], a 3D blockwise nonlocal sparse HSI denoising was proposed. In \[15\], the use of 3D (undecimated) wavelets and sparse regularization was proposed for HSI denoising. The second group contains spectral penalty-based approaches that incorporate penalties to exploit the high spectral correlation of HSI. A first order spectral roughness penalty was suggested for a penalized least squares method \[16\] to exploit the high spectral correlation in HSI. It has been shown that combining a spatial penalty with a spectral one can improve the performance of those techniques \[17–19\]. The third group contains the techniques based on low-rank modeling, which assumes that an HSI lives in a low spectral dimension. However, this dimension or the rank of the subspace (which is equal to the number of endmembers) is hard to estimate \[20,21\]. Parallel factor analysis (PARAFAC) \[22\], sparse reduced-rank restoration (SRRR) \[23,24\], wavelet-based reduced-rank regression (WSRRR) \[25\], low-rank total variation (LRTV) regularization \[24,26\], and automatic hyperspectral restoration (HyRes) \[27\] are all low-rank hyperspectral noise reduction techniques. It has been shown that the low-rank methods outperform the other techniques in terms of SNR \[12\]. Additionally, some techniques assume mixed noise in HSI. In \[28\], a technique was proposed to remove Gaussian and Poisson noise sequentially using maximum likelihood estimation of the model parameters. Sparse and low-rank decompositions have been widely used for mixed Gaussian and sparse noise reduction in HSI \[29,30\]. Recently, a sequential technique was proposed for the removal of mixed Gaussian and sparse noise \[31\]. In this paper, we only consider Gaussian noise, while other types of noises are left for future studies.

Although a large number of HSI denoising techniques have been developed, only a few of those works considered denoising as a preprocessing step for spectral unmixing. In \[32\], denoising was performed to improve the endmember extraction. In \[33\], the noisy and water absorption bands were denoised and included in the data to improve a sparse spectral unmixing technique. In \[34\], a denoising constraint was incorporated in an unsupervised auto-encoder model for spectral unmixing. In \[35\], the spectral unmixing process was formulated in such a way that it accounted for mixed Gaussian and sparse noise.

On the other hand, some works studied the use of linear unmixing as a denoiser. Most of these works concluded that spectral unmixing is an effective denoiser, when employing low-noise endmembers, e.g., extracted from class averages from ground truth information \[36\], from homogeneous regions \[37\], or by providing library endmembers in a spatial-spectral library-based spectral unmixing.
Some algorithms were developed to perform denoising and unmixing jointly in a unified framework, with the purpose of improving both. Both in [39,40], sparse representation frameworks were developed, where denoising and unmixing acted as constraints of each other. In most of the aforementioned studies, the performed experiments were small scale and rather anecdotal in nature. In this work, a more general study on the effect of noise and denoising on the process of hyperspectral unmixing is pursued.

1.1. Contribution

In this paper, we do not propose new algorithms either for HSI unmixing or for HSI denoising. The main contribution of the paper is to perform an extensive experimental study on the influence of Gaussian noise on the process of hyperspectral linear unmixing. In particular, experiments will be conducted to:

- investigate the effect of HSI denoising as a preprocessing step on the performance of spectral unmixing.
- study the relation between noise and unmixing for different strategies of obtaining endmembers.
- investigate the performance of spectral unmixing as a denoiser.
- compare the denoising performance of spectral unmixing with a number of state-of-the-art denoising techniques.
- study the effect of colored versus white noise on all the above research.

Experiments were performed on one simulated and two real HSI datasets. Both white and colored noise situations with a wide range of SNR values were investigated. The study is comprised of four different strategies for obtaining endmembers and three state-of-the-art denoising methods.

In this paper, we considered remote sensing datasets; however, the discussions and conclusions are valid for all types of HSI datasets.

2. Hyperspectral Unmixing

In this section, we describe the theory behind spectral unmixing. We assume that an HSI is linearly modeled as:

\[ Y = X + N, \]  

where \( Y \), \( X \), and \( N \) (all \( p \times n \)) denote the observed HSI, the noise-free HSI, and the noise in the HSI, respectively. \( p \) and \( n \) indicate the number of spectral bands and pixels, respectively. In spectral unmixing, (1) is rewritten as:

\[ Y = EA + N, \]  

where \( E \) (\( p \times r \)) and \( A \) (\( r \times n \)) are low-rank matrices (i.e., \( r \ll p \)), respectively containing the endmembers and abundances of the HSI. \( r \) denotes the number of endmembers. Unmixing is the problem of separating the abundance fractions \( A \) from the endmember sources \( E \) in the mixing model (2). We will discuss the three relevant strategies of the unmixing problem and consequent algorithms: (1) abundance estimation methods that are supervised, i.e., that assume that the endmember spectra of the pure materials are provided; (2) methods that extract or estimate the endmembers from the data; and (3) blind methods that estimate the endmembers and abundances simultaneously. We should mention that the selection of the number of endmembers (or the dimension/rank of the subspace) is also an important topic, which is often discussed in relation to noise, and for this, we refer to [20,21]. Additionally, model (2) is often used for hyperspectral supervised/unsupervised feature extractions as well [41].

2.1. Fractional Abundance Estimation

With known endmembers, the goal of unmixing is to estimate the matrix \( A \), with columns \( a_i \) \((i = 1, \cdots, n)\), that has the highest probability of representing \( Y \), with columns \( y_i \) \((i = 1, \cdots, n)\),
through the linear mixing equation under the noise model. When assuming uncorrelated Gaussian noise with zero mean for each band and covariance matrix $\sigma I$, where $I$ is the identity matrix, the maximum-likelihood estimation $\hat{a}$ of the abundance vector of each pixel $y$ (we will omit the subscript $i$) is given by:

$$\hat{a} = \arg \max_a P(y|E, a)$$

(3)

where $P(y|E, a)$ is the probability of observing $y$ for a given $E$ and $a$:

$$P(y|E, a) = \prod_{j=1}^{p} \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(y_j - \sum_{m=1}^{r} a_m e_{jm})^2}{2\sigma^2} \right)$$

(4)

where the value $a_m$ is the $m$th component of $a$ and represents the abundance value of endmember $m$, $y_j$ is band $j$ of $y$, and $e_{jm}$ is band $j$ of endmember $m$. Hence:

$$\hat{a} = \arg \min_a \left( -\log(P(y|E, a)) \right)$$

$$= \arg \min_a \sum_{j=1}^{p} \left( \frac{(y_j - \sum_{m=1}^{r} a_m e_{jm})^2}{2\sigma^2} + \log(\sigma \sqrt{2\pi}) \right)$$

$$= \arg \min_a \sum_{j=1}^{p} \left( y_j - \sum_{m=1}^{r} a_m e_{jm} \right)^2$$

$$= \arg \min_a ||y - Ea||$$

(5)

Equation (5) shows that the solution of Equation (2) is the least squares approximation. Because the fractional abundance is the volume percentage, it is assumed that no endmember can have a negative volume, yielding the abundance nonnegativity constraint (ANC), and that the observed spectrum is completely decomposed by endmember contributions, leading to the abundance sum-to-one constraint (ASC). Unfortunately, least squares solutions do not obey ASC and ANC. To obey both constraints, the fully constrained least squares unmixing algorithm (FCLSU) has been developed [10,11]. It minimizes $||y - Ea||$ s.t. $\sum_m a_m = 1, \forall m : a_m \geq 0$.

2.2. Endmember Extraction

When the endmembers are not provided, they have to be estimated from the data. In the noiseless case, i.e., when $N = 0$, the hyperspectral dataset that follows the fully constrained linear mixing model lies within a $(r - 1)$-dimensional simplex of which $e_m (m = 1, \ldots, r)$ are the vertices or extreme points. This inspired many methods and algorithms that effectively search for embedding or enclosing simplices in the data ([2]). For example, NFINDR randomly selects a set of $r$ pixels from the dataset as initial endmembers and iteratively updates the endmembers at each time, replacing an endmember by a pixel from the dataset to find the largest volume simplex. The volume is calculated as:

$$\text{Vol} (\Delta^r(E)) = \frac{1}{(r-1)!} \left| \det \begin{pmatrix} e_1^T & 1 \\ \vdots & \vdots \\ e_r^T & 1 \end{pmatrix} \right|$$

(6)

because the matrix in (6) is non-square, linear dimensionality reduction is commonly applied to reduce the data to dimension $r - 1$. 
Instead of reducing the dimensionality of the dataset, in [42], Equation (6) was reformulated by expressing the volume of a simplex via inter-vertex distances, by exploiting the Cayley–Menger determinant (cmd):

$$
\text{Vol}(\Delta(E)) = \sqrt{\frac{(-1)^r \cdot \text{cmd}(E)}{2^{r-1} (r-1)!}}, \quad \text{with} \quad \text{cmd}(E) = \det \begin{pmatrix} 0 & 1 & 1 & 1 & \cdots & 1 \\ 1 & 0 & d_{12} & d_{13} & \cdots & d_{1r} \\ 1 & d_{21} & 0 & d_{23} & \cdots & d_{2r} \\ 1 & d_{31} & d_{32} & 0 & \cdots & d_{3r} \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & d_{r1} & d_{r2} & d_{r3} & \cdots & 0 \end{pmatrix}
$$

(7)

where $d_{m,k}^2$ is the Euclidean distance between endmembers $e_m$ and $e_k$. In this paper, we will use this algorithm to extract endmembers from the dataset and refer to it as the simplex volume maximization technique (SiVM).

2.3. Simultaneous Estimation of Abundances and Endmembers

When no pure spectra are available in the dataset, the extracted endmembers by applying SiVM are in themselves mixtures of pure spectra. To solve this problem, the work in [43] provided a criterion to estimate endmembers for non-pure pixel case scenarios. The main idea is that endmembers can be estimated as the vertices of a minimum-volume simplex that encloses the dataset. Based on this criterion, several nonnegative matrix factorization (NMF) algorithms have been proposed to estimate the endmembers along with the fractional abundances, such as the minimum-volume enclosing simplex algorithm [5], volume-constrained nonnegative matrix factorization (MVCNMF) [3], minimum volume simplex analysis [4], and collaborative nonnegative matrix factorization (CoNMF) [6]. In particular, when the number of endmembers is known a priori, CoNMF estimates $E$ and $A$ by solving the following optimization problem:

$$
\arg\min_{E,A} \frac{1}{2} ||Y - E A||_F^2 + \frac{\beta}{2} \sum_{m=1}^{r} ||e_m - y||_2^2, \quad \text{s.t. : } A \geq 0, 1^T A = 1^T, (8)
$$

where $\beta$ is a regularization parameter and $y$ is the mean value of the data. The regularization term on the endmembers pushes them toward the dataset mass center, thus promoting a minimum volume enclosing simplex.

3. Hyperspectral Denoising

Denoising is the problem of estimating $X$ based on the observation $Y$. Hyperspectral denoising was comprehensively discussed in [12]. From a modeling point of view, linear HSI denoising can be divided into two main groups; techniques that are developed based on either low-rank models or full-rank models. Differences between those models were discussed in [24]. In this paper, we employ the full-rank model-based method first order spectral roughness penalty denoising (FORPDN) [16], the low-rank model-based HyRes [27], and the conventional multiple linear regression technique (MLR) [21]. All three methods are discussed below.

3.1. Multiple Linear Regression

To exploit the high correlations between spectral bands, the work in [21] suggested to apply multiple linear regression to estimate the noise in hyperspectral data. MLR assumes that each spectral band $j$ is a linear combination of the other bands:

$$
y_j = Y_j^T \beta_j + n_j,
$$
where $Y_{-j}$ is the data matrix excluding band $j$ and assuming $y_j^T$ is the $j^{th}$ row in matrix $Y$. The regression vector ($\hat{\beta}_j$) is estimated by using least squares:

$$\hat{\beta}_j = (Y_{-j}Y_{-j}^T)^{-1}Y_{-j}y_j.$$  

Therefore, the noise in spectral band $j$ is estimated as:

$$\hat{n}_j = y_j - Y_{-j}^T\hat{\beta}_j.$$  

### 3.2. First Order Spectral Roughness Penalty Denoising

FORDPN [16] uses the full rank model (1) where $X = WD^T$ and $D$ contains the two-dimensional (2D) wavelet bases. To estimate the wavelet coefficients $W$, FORDPN solves the following minimization problem:

$$\hat{W} = \arg\min_W \frac{1}{2} \left\| \Omega^{-1/2} (Y - WD^T) \right\|_F^2 + \frac{1}{2} \sum_{l=1}^{L} \lambda_l \sum_{i=1}^{p} \left\| R w^l_i \right\|_2^2,$$  

(10)

where $\Omega$ is the noise covariance matrix, $R$ is a $(p-1) \times p$ difference matrix, and $\lambda$ is automatically selected using Stein’s unbiased risk estimate (SURE) [44], dependent on the decomposition level of the wavelets, $l$ ($1 \leq l \leq L$), utilizing the multiresolution analysis property of the wavelet decomposition. Let $Q = YD$, then Problem (10) can be solved for every wavelet decomposition level separately, and the solution is given by:

$$\hat{w}^l_i = \left( \Omega^{-1} + \lambda_l R^T R \right)^{-1} \Omega^{-1} q^l_i,$$  

(11)

where $q^l_i$ are the wavelet coefficients of $Y$ belonging to the decomposition level $l$, which are located at the $i^{th}$ column of matrix $Q$.

### 3.3. HyRes: Automatic Hyperspectral Restoration

HyRes [27] utilizes a low-rank model similar to (2) where $X$ in (1) is given by $X = VWD^T$ and $V$ ($p \times r$) and $W$ and ($r \times n$) are low-rank matrices. Here, $V$ contains the first $r$ left-singular vectors of the observed signal $Y$. HyRes estimates $W$ by minimizing:

$$\hat{W} = \arg\min_{W, V} \frac{1}{2} \left\| Y - VVD^T \right\|_F^2 + \lambda \sum_{j=1}^{r} \left\| w_j \right\|_1,$$  

(12)

where the penalty term is applied on the low-rank matrix $W$ and $w^T_j$ is the $j^{th}$ row in matrix $W$. Assuming $B = V^T YD$, the solution to Problem (12) is given by:

$$\hat{W}_{ji} = \max (0, |B_{ji}| - \lambda) \frac{B_{ji}}{|B_{ji}|}.$$  

(13)

HyRes uses hyperspectral SURE (HySURE) [20] to select the rank $r$ automatically and uses SURE [44] to select the tuning parameters $\lambda_j$, and therefore, HyRes is a parameter-free technique.

### 4. Experimental Setup

### 4.1. The Data

#### 4.1.1. Simulated Dataset

An HSI of $60 \times 75$ pixels was simulated, by making linear combinations of 3 minerals, i.e., Fe$_2$O$_3$, SiO$_2$, and CaO. The endmembers of these minerals were measured by an AgriSpec spectrometer (manufactured by ASD (Analytical Spectral Devices)). These endmembers contained 200 reflection
values in the wavelength range [1000–2500] nm. Figure 1a depicts the endmembers. Twenty squares of 5×5 pixels were generated with different binary and ternary linear mixtures. The remaining background contained binary mixtures of 50% of Fe$_2$O$_3$ and 50% of SiO$_2$. The obtained ground truth fractional abundances are shown in Figure 1b.
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**Figure 1.** Simulated image. (a): Endmembers; (b): abundance maps.

### 4.1.2. Samson Image

This image [45] contained 95×95 (9025) pixels. Each pixel spectrum contained 156 reflection values in the wavelength range [401–889] nm. In this image, there were three materials (soil, tree, and water). Pure spectra of these three materials were extracted by applying SiVM. Figure 2b displays the endmembers. Ground truth fractional abundances (see Figure 2c) were produced by applying FCLSU.

![Samson image graph](image2)

**Figure 2.** Samson image. (a): True-color image (red: 571.01 nm, green: 539.53 nm, blue: 432.48 nm); (b): endmembers; (c): abundance maps.

### 4.1.3. Jasper Ridge Image

This image contained 100×100 pixels [45]. Each pixel spectrum contained 224 bands in the wavelength range [380–2500] nm. After removing 26 water absorption bands, one-hundred ninety-eight channels remained. In this dataset, there were four endmembers (tree, water, soil, and road). We applied SiVM and FCLSU to extract endmembers (see Figure 3b) and to produce the ground truth fractional abundances (see Figure 3c).
4.2. The Noise

The Gaussian noise is simulated in a way that the noise variance of the spectral bands varies as:

\[ \sigma_i^2 = \sigma^2 \frac{e^{-\frac{(i-p/2)^2}{2\eta^2}}}{\sum_{j=1}^{p} e^{-\frac{(j-p/2)^2}{2\eta^2}}} \]  \hspace{1cm} (14)

where the power of the noise is centered at the middle band \((p/2)\) and is controlled by \(\sigma\) and \(\eta\) [21]. In this paper, we considered two noise scenarios, corresponding to two different values for \(\eta\): (1) the white noise scenario, \(\eta = \infty\); in this case, the noise variance was the same for all bands; (2) the color noise scenario, \(\eta = 18\); for small values of \(\eta\), the noise variance changed from band to band according to a Gaussian-like shape with a small width (see Figure 4). The parameter \(\sigma\) was set to vary the image SNR between 10 dB and 50 dB with 5 dB intervals. This way of noise simulation was chosen to mimic that in HSI, the noise variance varies throughout the bands and that noise (as well as the signal) is correlated between neighboring bands [24]. In reality, the highest noise variance is not situated in the middle band, but it is a common practice in the literature to vary the noise variance in this way. Figure 4 shows how the noise variance varies along the spectral bands for \(\eta = \infty\) and \(\eta = 18\) when SNR = 25 dB. We remark that the denoising methods in this work employed the noise correlations between the band and that the unmixing algorithms all involved the use of Euclidean distances between spectra, an abelian operation with respect to the order of the spectral bands.

Figure 4. The noise variance along the spectral bands at SNR = 25 dB.

4.3. The Endmembers

To obtain the endmembers, four different strategies, corresponding to different real scenarios, were applied.
4.3.1. Ground Truth Endmembers

In this scenario, it was assumed that the materials that occurred in the data were known and that their endmembers were provided. Only the abundances needed to be estimated. For this, we applied FCLSU. The endmembers could be the actual endmembers or they could be obtained as average spectra from ground truth class information, or homogeneous regions, or libraries. In all cases, the endmembers were expected to be noiseless or only contained low amounts of noise. In this work, we employed the ground truth endmembers that were provided with the data. This scenario was the ideal situation, where all endmembers were noise-free, and each material was represented by one unique endmember spectrum. In reality, this was hardly the case, and this scenario would be applied as a proof of concept.

4.3.2. Extracted Endmembers

In this scenario, the endmembers were extracted from the data, prior to unmixing. For this, we employed the SiVM algorithm. Then, FCLSU was applied to estimate the abundances. Since the data were noisy, the endmembers would be as well. Moreover, it was not guaranteed that each material in the data would be represented by a unique endmember. This was a realistic spectral unmixing scenario, in which no ground truth information about the materials was available. A prerequisite was that the data contained pure pixels for each of the materials.

4.3.3. Library Endmembers

In this scenario, it was assumed that a library of endmembers was available that included the reflectance spectra of the materials that occurred in the data. Again, SiVM was applied, and the obtained pure spectra were matched to the library endmembers in such a way that the closest endmember in terms of MSE would be chosen to represent the pure pixel. In this scenario, the endmembers would be noiseless, but not all materials may be presented by an endmember. Again, it was assumed that pure pixels were present in the data to represent each of the materials. In our experiments, we generated libraries by scaled versions of the actual ground truth endmembers. For this, each endmember was scaled 100 times with a varying factor between 0.5 and 1.5, with a step size of 0.01. For the unmixing, FCLSU was applied.

4.3.4. Estimated Endmembers

In highly mixed scenarios, the data contained no pure pixels, so that endmember extraction method would not work. In that case, one has to rely on methods that simultaneously estimate the endmembers and the fractional abundances. In our experiments, we applied the CoNMF algorithm. This situation was even harder than in the second situation. There was no guarantee that each material was represented by an endmember. The estimated endmembers would be smooth, however. Since the CoNMF algorithm required an initial estimate of the endmembers and the abundances, in our experiments, we tried several, including the endmembers from the three other scenarios, as initial values for the endmembers, and found the results to be quite insensitive for these initial choices.

4.4. The Experiments

We performed two groups of experiments.

4.4.1. Denoising as Preprocessing for Unmixing

In the first experiments, we investigated the effect of denoising as a preprocessing step to improve the spectral unmixing performance. For this, the noisy images were denoised using the three denoising methods MLR, HyRes, and FORPDN, respectively. Then, the denoised images were unmixed using the four endmember strategies, respectively. This was compared to the direct unmixing of the noisy images. After unmixing, the reconstructed image was generated by multiplying the endmember matrix
with the estimated abundance matrix. A quantitative comparison was provided by the reconstruction error (RE) and the abundance RMSE.

The reconstruction error is defined as the RMSE between the reconstructed image $\hat{X} = E\hat{A}$ and the image on which the unmixing is performed $Y$ (i.e., the noisy image if no preprocessing is performed or the a priori denoised image):

$$RE = \sqrt{\frac{1}{pn} \sum_{j=1}^{p} \sum_{i=1}^{n} (\hat{X}_{ji} - Y_{ji})^2}$$  \hspace{1cm} (15)

The abundance RMSE is defined as the RMSE between the estimated abundance matrix $\hat{A}$ and the ground truth abundance matrix $A$:

$$\text{Abundance RMSE} = \sqrt{\frac{1}{rn} \sum_{k=1}^{r} \sum_{i=1}^{n} (\hat{A}_{ki} - A_{ki})^2}$$  \hspace{1cm} (16)

4.4.2. Unmixing as a Denoiser

In the second group of experiments, we investigated the denoising performance of spectral unmixing. For this, we performed spectral unmixing of the noisy images, using each of the four endmember strategies, respectively. From the endmembers and estimated abundances, an image was reconstructed. The results were compared to the three denoising algorithms MLR, HyRes, and FORPDN. Moreover, a combination of a denoiser with spectral unmixing was performed as well, to investigate whether spectral unmixing could improve the performance of a denoising algorithm for the purpose of denoising. A quantitative comparison was provided by the spectral RMSE, defined as the RMSE between the obtained reconstructed denoised image $\hat{X}$ and the original noise-free image $X$:

$$\text{Spectral RMSE} = \sqrt{\frac{1}{pn} \sum_{j=1}^{p} \sum_{i=1}^{n} (\hat{X}_{ji} - X_{ji})^2}$$  \hspace{1cm} (17)

All experiments were repeated 20 times, and the average results are given. The standard deviations are shown by the error bars.

5. Simulated Dataset Experiments

5.1. Denoising as Preprocessing for Unmixing

Here, the effect of the denoising techniques MLR, FORPDN, and HyRes as a preprocessing step on the performance of HSI unmixing was investigated. The denoising techniques were applied prior to the unmixing. Results for all four scenarios (i.e., (a) ground truth endmembers, (b) extracted endmembers, (c) library endmembers, and (d) estimated endmembers by using CoNMF), in terms of abundance RMSE and the reconstruction error, are shown in Figure 5. The red plots are the unmixing performances when no denoising was applied. The outcomes of the experiments are summarized as follows:

- Overall, one could observe the advantage of denoising as a preprocessing step for spectral unmixing. In general, the effects were minor for very high SNR and gradually increased when lowering the SNR.
- The largest improvements were observed on the reconstruction errors. This could be observed for all endmember strategies. Even for an SNR as high as 40 dB, this improvement was clearly observable.
- However, the performance on the abundance estimation did not improve proportionally. One could conclude that in noisy images, abundances were estimated reasonably well, irrespective
of the high reconstruction errors, and that the spectral unmixing performance was not that much affected by the noise.

- When no denoising was performed (i.e., the red plots), the results with ground truth endmembers were superior (we should point out the different vertical scales in the graphs, which were selected to achieve a better visualization). From the other strategies, the one where endmembers were extracted performed the worst. The use of library endmembers performed well down to 20 dB, below which the abundance errors and the standard deviations became very large. We observed that at these noise levels, wrong endmembers were selected from the libraries. Furthermore, when endmembers were estimated, spectral unmixing performed worse for low SNR.

- In general, spectral unmixing performed worse with colored noise, compared to white noise, except when ground truth endmembers were available.

- After denoising, the performance of the abundance estimation generally improved. This was most obvious in the case of extracted endmembers, where better results were obtained with noise levels on the observed image up to 35 dB. In the case of colored noise, the improvements were more prominent than with white noise.

- In the case of white noise, MLR had the worst performance, and HyRes performed slightly better than FORPDN. Only for very low SNR, FORPDN performed better in all strategies, but the one with ground truth endmembers.

- In the case of colored noise, FORPDN was least performant, and MLR performed slightly better than FORPDN. HyRes showed by far the best performance for all endmember scenarios and all SNRs. The abundances were estimated almost correctly. This result strongly encouraged the use of a well-established low-rank denoising technique as a preprocessing step for unmixing.

### 5.2. Unmixing as a Denoiser

As discussed above, unmixing algorithms use a low-rank model for HSI (i.e., Model (2)), similar to low-rank denoising techniques. In this experiment, we evaluated the denoising performance of spectral unmixing. To do so, we reconstructed the image by using the estimated abundances ($\hat{A}$) and compared it to the original noiseless image in terms of the spectral RMSE. This performance was then compared to the performance of the denoising techniques MLR, HyRes, and FORPDN. Additionally, we compared with the results, obtained by combining a denoising technique with spectral unmixing.

All results are shown in Figure 6 in terms of the spectral RMSE. Similar to the previous experiments, the four endmember scenarios were considered. The outcomes of this experiment could be summarized as follows:

- When comparing the solid lines, it could be observed that spectral unmixing was comparable to, or outperformed, the denoising techniques in all scenarios, except in the case of extracted endmembers. This could be attributed to the low-rank modeling ability of the unmixing.

- The more prior knowledge on the endmembers was provided, the better the denoising performance of the spectral unmixing. The best performance was obtained in Scenario (a), where the ground truth endmembers were given, and in Scenario (c), where a library of noise-free endmembers was provided. In Scenario (d), where CoNMF estimated smooth endmembers, the performance was good in the case of white noise, but became worse in the case of colored noise, where the middle bands were highly corrupted by noise. In Scenario (b), the extracted endmembers were noisy, which heavily deteriorated the denoising performance of the unmixing.

- In the case of colored noise, HyRes outperformed the other denoisers, as well as spectral unmixing. This again proved the superiority of this well-established low-rank denoising technique.

- When first denoising the images before unmixing, results generally improved over plain unmixing. Scenario (b) provided the lowest performance. The best results were obtained by the combination of HyRes and spectral unmixing. In the case of colored noise, the performance of HyRes was even further improved by spectral unmixing in Scenarios (a) and (c), but was not further improved by
unmixing in Scenarios (b) and (d). This showed that the availability of prior knowledge on the endmembers, as in Scenarios (a) and (c), could further improve the denoising performance of a denoiser.

Figure 5. Simulated data (top two rows $\eta = \infty$ and bottom two rows $\eta = 18$): The results of unmixing in terms of abundance RMSE and reconstruction error as a function of the noise level of the observed image (in SNR). (a) Ground truth endmembers; (b) extracted endmembers; (c) library endmembers; (d) estimated endmembers. FCLSU, fully constrained least squares unmixing; FORPDN, first order spectral roughness penalty denoising; CoNMF, collaborative nonnegative matrix factorization; HyRes, hyperspectral restoration.
Figure 6. Simulated data (top row \(\eta = \infty\) and bottom row \(\eta = 18\)): The denoising performance of spectral unmixing compared with the denoising techniques. (a) Ground truth endmembers; (b) extracted endmembers; (c) library endmembers; (d) estimated endmembers.

6. Real Dataset Experiments: The Samson Image

6.1. Denoising as Preprocessing for Unmixing

We should note that a prerequisite for validating the results in real images is the availability of ground truth endmembers and abundances and noise-free images. However, in real experiments, there always exists noise in the data, and the abundances are unknown.

Figure 7 shows the performance of the spectral unmixing of noisy images and denoised images prior to unmixing, in the case of a real image, i.e., the Samson image. The outcome of the experiments could be summarized as follows:

- Similar to the simulated data, the reconstruction errors were high when unmixing noisy images, but drastically improved when performing denoising prior to spectral unmixing. A clear difference with the simulated image was that, even for very high SNR (50 dB), the reconstruction error was not zero. This could be attributed to the fact that the true endmembers were not known. As a consequence, a number of spectra fell outside of the simplex formed by the endmembers, which made a perfect reconstruction impossible.

- The abundance estimation did not improve proportionally. This confirmed that the spectral unmixing performance was not much affected by the noise even though large reconstruction errors were obtained.

- For Scenario (d), the abundance RMSE was about 5% higher than for the other scenarios, even for very high SNR. This phenomenon coincided with a lower reconstruction error than in the other scenarios. This could be attributed to the fact that the objective function of CoNMF entailed the minimization of the reconstruction error. Since the estimated endmembers did not necessarily correspond to the true endmembers, this came with a cost of poor abundance estimation.

- The effect of denoising on the abundance estimation was less pronounced than in the simulated case. In case of white noise, only in the scenario of extracted endmembers, a clear improvement could be observed when the noisy image was denoised prior to unmixing, particularly for low SNR. In Scenario (a), only HyRes could slightly improve the results; in Scenarios (c) and (d), denoising did not improve the abundance estimation.

- In the case of colored noise, the use of HyRes as preprocessing clearly improved the abundance estimation in all four scenarios, which once again confirmed the advantage of the using a well-established low-rank denoiser as preprocessing for unmixing.
Figure 7. Real data (top two rows $\eta = \infty$ and bottom two rows $\eta = 18$): The spectral unmixing results on the Samson image in terms of abundance RMSE and reconstruction error. (a) Ground truth endmembers; (b) extracted endmembers; (c) library endmembers; (d) estimated endmembers.

6.2. Unmixing as a Denoiser

Figure 8 shows the Spectral RMSE for the Samson dataset, after denoising and after unmixing and reconstructing the image, with and without prior denoising. The following observations could be made:

- The results were quite different from the simulation results. In all scenarios, although the denoising performance of spectral unmixing was not bad at all, it was considerably lower than that of the denoising techniques.
- Even for very high SNR, the spectral RMSE after unmixing was not zero. This could partially be attributed to the same problem as with the reconstruction errors. The endmembers were not the true ones, leading to a reconstructed image that deviated from the observed image. In Scenario (b), this effect became more prominent for lower SNR, as the noise prevented extracting correct endmembers. In Scenario (d), the effect was smaller, since CoNMF estimated the endmembers by reducing the reconstruction error.
- One other possible reason of the large difference in denoising behavior between the real and simulated cases was that the real data did not exactly follow the linear model, e.g., due to nonlinearities and other nuisances, caused, e.g., by scattered light. This caused the endmembers and the abundance estimates to be incorrect. As a result, in real images, unmixing differed from the original image, already in noiseless situations (high SNR). Therefore, in real images, unmixing was not a good denoiser, compared to the denoising techniques. In the simulated image, linear data were simulated and therefore fit the model perfectly.
Prior denoising before spectral unmixing did not improve the results. In Scenario (d), it even slightly deteriorated the results. Only in Scenario (b), the results were improved in the case of a low SNR, because the denoising reduced the chances to extract wrong endmembers.

The denoising techniques themselves had a small nonzero spectral RMSE in the case of high SNR. This could be attributed to the fact that the Samson image in itself contained some small amounts of real noise.

In the case of colored noise, the denoising techniques tended to perform slightly better and the unmixing slightly worse when compared to the white noise situation. Of the denoising techniques, HyRes performed the best.

Finally, all the experiments were also performed on the Jasper Ridge image. The results were very similar to the ones obtained on the Samson image, and therefore, they are not presented in this paper.

7. Discussion

The combination of unmixing and denoising has been treated in some recent studies. Several research works [35,39,40] developed specific methods that could cope with noise and perform denoising and unmixing simultaneously. In [32–34], it was shown that denoising may help to boost the endmember extraction and the unmixing performance. On the other hand, it was observed that spectral unmixing had denoising performance, in particular when employing low-noise endmembers, obtained by prior knowledge in the form of class information [36] or library endmembers [38].

In this paper, the goal was to conduct a comprehensive study on the topic to verify the findings of the literature and to draw more general conclusions, by studying (1) different noise situations, i.e., white and colored noise with a broad range of SNR values, (2) different unmixing strategies, i.e., four different ways of obtaining endmembers, and (3) different denoising strategies, i.e., three different types of denoising techniques. We studied the use of denoising to boost the unmixing performance and the performance of unmixing as a denoiser on one simulated and two real HSI datasets.

From the experiments, it could be concluded that noise played a crucial role when it came to spectral unmixing of HSIs. As a major conclusion, we could state that spectral unmixing was resilient to the effects of noise, in the sense that it could obtain reasonable abundances, despite a very high reconstruction error, and that it generated reconstructed images in which most of the noise was removed. When applied as a denoiser, the resilience of spectral unmixing to noise became clear. This could be attributed to the fact that spectral unmixing was a low-rank modeling technique, similar to many low-rank denoising methods that are known to be superior denoising techniques. In real
datasets, the performance of unmixing as a denoiser was lower compared to state-of-the-art denoising techniques. We believe that this is because real datasets do not exactly follow the linear model, due to nonlinearities and other nuisances, caused, e.g., by scattered light. This caused the applied endmembers and the abundance estimates to be incorrect.

Prior denoising of images before performing the spectral unmixing had positive effects on both the unmixing and denoising performances of the spectral unmixing. The effect of prior denoising was more substantial when the image contained high levels of noise. In general, colored noise had more effect on the unmixing and denoising performances of the unmixing techniques than white noise. In that case, the effect of prior denoising was more prominent.

Another major conclusion was that the way the endmembers were treated had a major impact on the results. The best unmixing results were obtained when endmembers were noise-free. These could be ground truth endmembers (Scenario (a)) or endmembers from libraries (Scenario (c)). If endmembers needed to be extracted from the noisy image (Scenario (b)), the results were the poorest, and prior denoising had the highest effect. When endmembers were estimated along with the abundances (Scenario (d)), with the purpose of optimizing the reconstruction error, this came at the cost of poor abundance estimation. Apart from the effects of noisy endmembers, the noise also caused the application of incorrect endmembers. Noise in images may cause an extraction of incorrect endmembers, a matching of extracted endmembers to incorrect library endmembers, or an estimation of incorrect endmembers. As a consequence, a large proportion of spectra fell outside the simplex spanned by these endmembers, leading to incorrect spectral unmixing results.

7.1. The Effect of Noise and Denoising on Endmember Estimation/Extraction

On the one hand, as we showed above, the quality of the estimated or extracted endmembers considerably affected the final abundance estimation and the spectral RMSE. On the other hand, denoising could degrade the spectral information and destroy the shape of the endmembers. Therefore, it was of interest to evaluate the quality of the estimated/extracted endmembers in noisy situations and after denoising. In this subsection, we further discuss the results of the conducted experiments, however from the point of view of the extracted/estimated endmembers. To evaluate the effect of noise and the denoising algorithms on the extracted/estimated endmembers, we measured the spectral angle distance (SAD) in degrees, defined by:

$$SAD(x_i, \hat{x}_i) = \arccos \left( \frac{\langle x_i, \hat{x}_i \rangle}{\|x_i\| \|\hat{x}_i\|} \right) \frac{180}{\pi},$$

where $x_i$ is the ground truth endmember and $\hat{x}_i$ is the estimated/extracted one. Figure 9 shows the SAD of the obtained endmembers for the Scenarios (b-d) (in Scenario (a), the ground truth endmembers were applied) as a function of SNR, without and with prior denoising, in the simulated and Samson dataset. Only the colored noise case ($\eta = 18$) is shown. For white noise, similar results were observed.

The results on the simulated and the real dataset showed similar trends. The results strongly coincided with the results of the abundance estimation. When the endmembers needed to be extracted from the noisy data (Scenario (b)), the endmember quality was considerably affected by the noise and improved after prior denoising. Since in Scenario (c), the extracted endmembers were matched to noise-free library endmembers, the obtained SAD were very low. Only when SNR was lower than 20 dB in the simulated dataset, a deviation became visible, because then, the results were matched to the wrong endmember. In that case, prior denoising improved the endmember quality and consequently the abundance estimation performance. In case endmembers were estimated along with the fractional abundances using CoNMF (Scenario (d)), the noise affected the endmember quality, and prior denoising improved the results, in particular for SNR lower than 30 dB. In the real dataset, a bias in the SAD was observed, similar to what was observed in the abundance errors. This could again be attributed to the fact that a real dataset does not perfectly follow the linear model, and linear unmixing
generates reconstruction errors, even in noise-free situations. Since CoNMF was forced to minimize the reconstruction error, it would estimate endmembers that deviated from the actual ones.

Although overall, the obtained SAD values were low, the shape of the endmember spectra may be significantly distorted. To evaluate this, Figure 10 compares the endmembers extracted by SiVM to the ground truth endmembers of the Samson image, for three different noise levels, i.e., SNR = 15, 25, and 35 dB, without and with pre-denoising. Similar trends were observed for other values of the SNR. For a better visual representation, only the results of the most effective denoising technique used in the experiments (i.e., HyRes) are shown. As can be observed, SiVM extracted relevant endmembers, even in noisy situations. After denoising the image, the extracted endmembers were very close to the true ones, and no significant distortion of the endmember spectra could be observed.

**Figure 9.** The quality of the estimated/extracted endmembers in terms of spectral angle distance (SAD) in degrees on the simulated data (top row) and Samson data (bottom row) for colored noise ($\eta = 18$): (b) extracted endmembers; (c) library endmembers; (d) estimated endmembers.

**Figure 10.** The ground truth endmembers and the endmembers extracted by the simplex volume maximization technique (SiVM), without and with prior denoising of the Samson image using HyRes, in the cases of colored noise ($\eta = 18$).

Finally, we want to stress that high quality ground truth data for spectral unmixing are hard to obtain, which makes it hard to validate the performance of spectral unmixing experiments on real data.

8. Conclusions

In this paper, we investigated the influence of noise on spectral unmixing of hyperspectral images (HSIs). In particular, we studied the denoising performance of HSI unmixing techniques and the effects of HSI denoising prior to HSI unmixing. Four different unmixing scenarios were studied based on the availability of endmembers: the use of ground truth endmembers, the blind extraction of endmembers, the use of library endmembers, and the estimation of endmembers along with the fractional abundances. As an unmixing method, FCLSU was applied, except for the last scenario, for which CoNMF was
applied. Three denoising techniques were selected for the experiments: HyRes, a low-rank model-based technique, FORPDN, a full-rank model-based technique, and MLR, a conventional method based on multiple regression.

The experiments were carried out on one simulated dataset and two real HSIs. The study comprised white, as well as colored noise with a broad range of SNR values. From the experiments, we drew the following main conclusions:

- Spectral unmixing was highly resilient to noise, allowing it to adequately estimate fractional abundances in noisy images and producing reconstructed images with good denoising performance.
- A crucial role was played by the way endmembers were provided. The more prior knowledge about the endmembers was available, the better the unmixing and denoising performance of an unmixing procedure.
- Prior denoising could boost the unmixing, as well as the denoising performance of an unmixing procedure. This became more prominent in high noise and colored noise situations, when less prior knowledge of the endmembers was available or when incorrect endmembers were applied.

To validate these findings in real datasets, accurate endmember and fractional abundance ground truth information was invaluable.
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