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\textbf{ABSTRACT}

Accurate understanding of users in terms of predicative segments play an essential role in the day to day operation of modern internet enterprises. Nevertheless, there are significant challenges that limit the quality of data, especially on long tail predictive tasks. In this work, we present MetaCon, our unified predicative segments system with scalable, trillion concepts meta learning that addresses these challenges. It builds on top of a flat concept representation [1] that summarizes entities’ heterogeneous digital footprint, jointly considers the entire spectrum of predicative tasks as a single learning task, and leverages principled meta learning approach with efficient first order meta-optimization procedure under a provable performance guarantee in order to solve the learning task. Experiments on both proprietary production datasets and public structured learning tasks demonstrate that MetaCon can lead to substantial improvements over state of the art recommendation and ranking approaches.
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1 \textbf{INTRODUCTION}

Ever since the introduction of large scale information service such as AOL, Yahoo, and Google, along with scalable distributed storage and computation engines such as Hadoop, accurate user understanding and content serving has been a crucial technology, where a slight variation of the model performance may result in significant downstream impact in user satisfaction and revenue \textsuperscript{1} [2]. A typical paradigm adopted by most major players in the industry is AI based market segmentation, where a dedicated predictive system is employed to predict segments: groups of users with shared characteristics. As illustrated in Figure 1, a user’s interest in particular categories such as sports, news, or travel can be predicted.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{Illustration of MetaCon use cases. Shown in the figure is a typical interface for advertisers to specify target audience segments. In this case “Shopping” and “Travel buffs” segments are selected.}
\end{figure}

Those predictions can be leveraged for the company to create more effective content \textsuperscript{3} \textsuperscript{2} \textsuperscript{3}.

Despite its critical nature, there exists several significant challenges for building the reliable predictive segments systems. The first stems from \textit{irregularity of data}, as user’s online activities are gathered from disparate domains and modality, with significant volumes both in terms of the user population and feature dimensionality. The second challenge is about \textit{scarcity of signals}, where the majority of features are expected to be absent due to the implicit feedback nature of the collected online activity. In a online world where the “right to be forgotten” \textsuperscript{4} is a prerequisite for continued and active service of a product, privacy oriented measures for explicit user consent, desktop and browser cookie restrictions such as \textit{Chromageddon} \textsuperscript{5}, and mobile analytics restrictions such as \textit{App Tracking Transparency} \textsuperscript{4} and \textit{Intelligent Tracking Prevention} \textsuperscript{6}, has made the efficient utilization of data and knowledge the topmost priorities among major industry players.

Last but not the least, the scarcity of signals also stems from the \textit{long tail distribution} of the large number of predicative segments tasks that are not “born equal”. Due to the large quantity of possible segments \textsuperscript{3}, there are many niche segments that may not expand to a large population and therefore lacks data and modeling resource but are nonetheless important for the corresponding users.

\begin{itemize}
\item \url{https://news.yahoo.com/why-facebook-parent-metas-stock-is-getting-crushed-141137947.html}
\item \url{https://developer.apple.com/documentation/apptrackingtransparency}
\item \url{https://support.google.com/google-ads/answer/2497941?hl=en}
\item \url{https://www.facebook.com/business/ads/ad-targeting}
\end{itemize}
Current recommender systems [7] that rely on transfer learning and multi-objective optimization can not address the above challenges because the tasks may not be well aligned as a video’s like-comment-share statistics. As is commonly seen in production, ETL pipelines for individual tasks will go through completely different distributed database query, with possibly no instances or features in common. The importance of a reliable, accurate predictive segments system in the presence of the above scenario is extremely valuable.

To this end, we present MetaCon, our scalable unified predicative system that builds on distributed concept representation of heterogeneous knowledge, and jointly models the entire set of tasks as a unified predictive segments task, and leverages principled meta learning to efficiently share and accumulate knowledge across the component tasks, while at the same time retaining the flexibility for task-specific domain, data-set and optimization methods.

Our contribution can be summarized as follows

- We study the novel problem of jointly predicting user segments under unified modeling.
- We present MetaCon as an end to end solution that scales to trillions of concepts using an efficient and novel semi-synchronous meta learning algorithm with provable advantage over alternatives such as single task learning, vanilla multi task learning as well as competitive higher order gradient and approximate gradient family of meta learning algorithms.
- We conduct extensive evaluations as well as ablation studies of MetaCon over a large number of predicative segments tasks, and demonstrate that it significantly outperforms the state of the art recommendation and ranking approaches, and that the meta learning component effectively learns crucial information to improve the overall performance on critical tasks.
- We conduct general single task meta learning extension and evaluations on structured public datasets to further demonstrate the generalization of our approach.

## 2 RELATED WORK

In this section, we discuss key related works and their relations to MetaCon for the three following categories: personalization and recommendation system, concept mining and concept representation, and meta learning.

### 2.1 Personalization and Recommendation System

In typical online advertising and recommendation systems [8], [99 – 13], content is served to an end user in a personalized fashion with the goal of maximizing downstream objectives, including engagement, with multiple previous works focusing on the problem of multi objective recommendation, [147 – 16] and in particular recent work [7, 17, 18] on multi-task learning with deep neural networks. Our paper generalizes this idea to allow for arbitrary unaligned tasks that do not share sample spaces to benefit from each other.

### 2.2 Concept Learning

The research on concept learning [19, 20] focuses on obtaining and exploiting semantically meaningful information from noisy structured data under set expansion [21] or hierarchical clustering [22, 23] paradigm, or from unstructured text data [24–27] by leveraging distributed semantics [28, 29]. We build on top of previous work [1] and leverage the shared representation between concepts and tasks to improve downstream applications.

### 2.3 Meta Learning

The research of meta learning, also known as “learning to learn”, focuses on training models that gain experience and improve performance over multiple learning episodes/tasks [30], which has seen wide adoption in research areas such as reinforcement learning [31, 32]. This can be applied in various aspects of learning problems under a bi-level optimization framework [33], including the data set generation [34], learning objective [31, 35, 36], model architecture [37], initialization parameters [38], and the learning rules [32, 39]. Our work studies the meta learning in the context of large scale segment prediction tasks, and further investigates meta learning’s application to single task learning with novel auxiliary task family construction.

## 3 PROBLEM OVERVIEW

The system of Unified Predictive Segments can be illustrated in Figure 2, where different items of interest from disparate domains such as Hosted Content, Mobile, Advertisement and Finance are collected as raw events, further enriched with mined entity level association with knowledge base, and augmented with users, events and existing segments. As a result, the input to our problem is a large collection of datasets where each individual component is of arbitrary schema with arbitrary relation associations among the objects. We start by following previous distributed AutoML approach for data integration and transform each task for predicting a specific segment into an equivalent unfolded concept learning problem [40] in parallel.

Formally, we assume there are a set of $K$ segment prediction tasks, the $i$-th task is represented by $T_i$, with $T_i \in \mathbb{T}$. For each task $T_i$, let the sample space $S_i$ be the set of users that we predict the segments for and $Y_i$ be the set of possible labels. By leveraging concept unfolding for cleaning and pre-processing, different types of relations between entities and literals based on a meta-path [41] or SPARQL query are serialized as an atomic concept [40]. Consequently, there will be a concept vector $(c_i)_i$ for each user's mapping each element in the list of concept vocabulary $C_i$ into a real number. For clarity, we start by formally stating the singular unfolded concept learning task as follows.

**Definition 1 (Singular Unfolded Concept Learning).** Assuming the label function of interest $y_i : S_i \rightarrow Y_i$ mapping each user to a label in $Y_i$, the task is to learn a model $h_i \in \mathcal{H}_i \subseteq \mathbb{R}^{C_i} \rightarrow Y_i$, that minimize the expected risk according to a given criteria $L_i$ under a probability measure of the entity $q_i : S_i \rightarrow [0, 1]$.
minimize \( R_i(h_i) = \mathbb{E}_{\theta_i}(L_i(h_i(\mathbb{C}_i); \theta_i, \omega), y(s)) \)

\[
= \int_{s_i} L_i(h_i(\mathbb{C}_i); \theta_i, \omega), y(s)) q_{\mathbb{C}_i}(s) ds 
\]

where \( \theta_i \in \Theta_i \) denotes the task specific parameter, such as weights of neural network, and \( \omega \in \Omega \) denotes parameter for encoding the dependence on the assumptions about ‘how to learn’, such as the choice of hyper-parameter of model architecture [33, 42, 43], initialization [38] or optimizer for \( \theta_i \) [32, 39, 44].

As opposed to the conventional assumption that each minimization problem is solved from scratch and that \( \omega \) is pre-specified, here we aim to improve the performance for individual minimization problem by learning the parameter \( \omega \) controlling the learning process for individual learning task. To accomplish this, the “meta knowledge” \( \omega \) will be learned to improve downstream task specific performance by considering how the expected risk on individual tasks from each distribution \( q_i \) changes with respect to the meta knowledge. In effect, the training set of individual task becomes the test set for meta knowledge to adapt.

We start by formalizing this meta-learning problem setting from a general point of view. Consider a distribution over tasks \( p : \mathbb{T} \rightarrow [0, 1] \), we assume a set of \( M \) source training (i.e. the support in meta learning literature [36]) and validation (query in meta learning literature [36]) data-sets available sampled from \( \mathbb{T} \), \( \mathbb{D}_{\mathbb{S}_{\mathbb{T}}} = \{ (D_{\mathbb{S}_{\mathbb{T}}}^{\text{train}}(i), D_{\mathbb{S}_{\mathbb{T}}}^{\text{val}}(i)) \}_{i=1}^{M} \), each consisting of members corresponding to i.d.i. samples drawn from the distribution of instances \( q_i \) of task \( T_i \) for the meta-training stage, and the goal is to learn from \( \mathbb{D}_{\mathbb{S}_{\mathbb{T}}} \) the meta-knowledge that minimize the expected risks of downstream tasks.

Specifically, we denote the set of \( Q \) target tasks used in the meta-testing stage as \( \mathbb{D}_{\mathbb{T}} = \{ D_{\mathbb{T}}^{\text{train}}(i), D_{\mathbb{T}}^{\text{test}}(i) \}_{i=1}^{Q} \), each consisting of members corresponding to i.d.i. samples drawn from the instance distribution \( q_i \) from task \( T_i \), we use the previous acquired meta-knowledge \( \omega \) to learn and minimize the empirical risk of each dataset in the hope of minimizing the loss on the hold out set \( \{ D_{\mathbb{T}}^{\text{test}}(i) \}_{i=1}^{Q} \):

\[
\theta^*_i(\omega) = \arg \min_{\theta_i} R_i^{\text{train}}(h_i(\cdot; \theta_i, \omega)) = \sum_{s \in D_{\mathbb{T}}^{\text{train}}(i)} L_i(h_i(\mathbb{C}_i; \theta_i, \omega), y_i(s)) \quad (1)
\]

For predictive segment tasks, we are not necessarily constrained to keep the source and target sets separate. Specifically, we collect the task instances for every available task as the source dataset, for meta-training, and the target set, for meta-test and deployment. Formally, we assume a sample of data \( \mathbb{D} = \{ D_{\mathbb{T}}^{\text{train}}(i), D_{\mathbb{T}}^{\text{val}}(i), D_{\mathbb{T}}^{\text{test}}(i) \}_{i=1}^{K} \) weighted by task distribution \( \mathbb{T}(i) \), and task specific instance distribution \( q_i(s) \) for each of the \( K \) segment prediction tasks. We will use all \( K \) tasks for training, i.e. \( \mathbb{D}_{\mathbb{S}_{\mathbb{T}}} = \{ D_{\mathbb{T}}^{\text{train}}(i), D_{\mathbb{T}}^{\text{val}}(i), D_{\mathbb{T}}^{\text{test}}(i) \}_{i=1}^{K} \) and also use the \( K \) tasks for meta-test, i.e. \( \mathbb{D}_{\mathbb{T}} = \{ D_{\mathbb{T}}^{\text{train}}(i), D_{\mathbb{T}}^{\text{test}}(i) \}_{i=1}^{K} \). The Universal Predictive Segments Learning problem can then be defined as joint learning over \( K \) individual unfolded concept learning tasks.

**Definition 2 (Universal Predictive Segments Learning)**

Assuming there are \( K \) tasks, where each task \( T_i, 1 \leq i \leq K \), is associated with possibly different set of users \( S_i \), label function \( y_i \), concept vocabulary \( C_i \), and input dataset \( \mathbb{D} = \{ (D_{\mathbb{T}}^{\text{train}}(i), D_{\mathbb{T}}^{\text{val}}(i), D_{\mathbb{T}}^{\text{test}}(i)) \}_{i=1}^{K} \) for entire \( K \) segment prediction tasks, the optimization goal is
Definition 4 in [40]. In fact, there exists efficient linear time reduction for the learning system: the model landscape for each specific task. For deploying into critical space components, the representation of meta model and the optimization Learning, and First Order Logic Graph Learning In Relational Database (Definition 2 in [40]), Heterogeneous Graphing In Heterogeneous Data Problem (Definition 1 in [40]), Learning problem is no less difficult than results can be shown by reduction from unfolded concept learning as a special case in the meta learning solution space. The following in Equation 1, and parameters, \( \theta \).

The unified predictive segments abstraction inherits the scalability and efficiency of concept learning while retains the representation power for wider ranges of problems such as graph learning and heterogeneous information networks [41] which can be included as a special case in the meta learning solution space. The following results can be shown by reduction from unfolded concept learning problem in [40].

THEOREM 1. The above Universal Predictive Segments Learning problem is no less difficult than \( K \) arbitrary combinations of Learning In Heterogeneous Data Problem (Definition 1 in [40]), Learning In Relational Database (Definition 2 in [40]), Heterogeneous Graph Learning (Definition 3 in [40]), and First Order Logic Graph Learning (Definition 4 in [40]). In fact, there exists efficient linear time reduction from \( K \) arbitrary combinations of Learning In Heterogeneous Data Problem, K Learning In Relational Database, K Heterogeneous Graph Learning, and K First Order Logic Graph Learning.

4 CHOICE OF \( \Omega \) AND \( \Theta_i \)

A typical meta learning algorithm can be characterized by two major components, the representation of meta model and the optimization procedure for learning the model. In this section we focus on the first part, specifically the meta parameter space \( \Omega \) and the parameter space \( \Theta_i \) for each task \( T_i \).

The role of meta parameter \( \omega \) is to impose an inductive bias on the model landscape for each specific task. For deploying into critical scenarios such as predictive segments, the following challenges arise for the learning system:

(1) **Representation Power** The choice of \( \Omega \) should allow for large enough solution space of each single task \( \Theta_i \) instead of limiting it to a specific function class to account for the complexities of tasks.

(2) **Task Heterogeneity** The choice of \( \Omega \) should simultaneously allow task specialized models \( \Theta_i \) for different downstream tasks \( \{ T_i \}_{i=1}^M \) with heterogeneous domain, modality, and different concept vocabulary \( \{ C_i \}_{i=1}^M \).

(3) **First Order Influence** The influence from meta parameter \( \omega \) on the each of the task specific model parameters \( \Theta_i \) and resulting model \( h_i(\cdot; \Theta_i, \omega) \) should be analytically without second order (single step MAML [38]) to allow for efficient large scale optimization.

We found that no previous learning approaches satisfy the above criteria. Gradient-based meta learning that estimates the influence of meta parameter via approximations such as few steps of higher gradient descent with learned prior [38] [33] are disqualified by (2) and (3). Reinforcement learning and evolution algorithm based meta learning that relies on heuristics for estimating and optimizing of the learner [34, 45] is disqualified by (3). Black-box approaches that learn to ingest entire datasets to output final learners in a forward pass [46] and prototypical networks [47] are limited to simpler and specific architecture and are disqualified by (1).

Therefore, we present our MetaAug architecture that achieves the above three properties. The intuition is to jointly align the tasks as well as their associated concepts, learn transferable meta-representations that shared the same solution space with task specific learners, while at the same time respecting domain and schema constraints for task heterogeneity.

**Concept Alignment** In the first stage of concept alignment, we create a meta-task \( Y_{meta} \) that combines the label spaces \( Y_i \) and resulted unfolded concept vocabulary \( C_i \) into a single solution space. Specifically, we define its label space \( Y_{meta} \) as a join over every individual task, its concept vocabulary \( C_{meta} \), s.t. \( C_i \subseteq C_{meta}, Y_i \subseteq C_{meta}, \forall 1 \leq i \leq M \) as a dictionary of all concepts and labels, and a meta level data-set \( D_{meta} \) such that every \( D_{train} (i) \in D \) is contained inside by

\[
\mathcal{D}_{train} (i) \leftarrow \Pi (\{ c_1, \ldots, c_{C_{meta}} | c_i \in C_i \} \cup Y_i) (\sigma (s \in S_i) D_{source})
\]

where the \( \Pi (\cdot) \) and \( \sigma (\cdot) \) only denote the project and select operators in relational algebra [48], respectively.

**Concept Augmentation With Casual Mask** One distinctive advantage of MetaAug over approaches such as multi task learning is the ability to share knowledge across tasks while respecting task heterogeneity. Specifically, for each label space \( Y_i \), we assume a trivially-casual mask, \( CMask(i) \subseteq C_{meta} \), containing concepts with deterministic causal connection to the label:

\[
CMask(i) \triangleq \{ x | (\tilde{c}_x) (x) \Rightarrow y_i (x, y) \in S_i, x \in C_{meta} \}
\]

where \( \Rightarrow \) stands for the logical implication. The casual mask must include the label itself, \( Y_i \subset C_{Mask}(i) \), but may cover other features. For example, if the label is "age_[0,18]" (for people of age between 0 to 18), the \( CMask(i) \) also covers features like "age_[19,30]". As a result, the augmented concept vocabulary becomes

\[
C_{Aug}^i \triangleq C_{meta} \setminus CMask(i)
\]

where \( \setminus \) denotes set difference operator.

**Model architecture** In order to facilitate efficient optimization and adaptation, we propose a shared parameter space for meta-parameters \( \Omega \) and task-specific parameters \( \Theta_i \) for every single task that jointly models the conflicts and relations between tasks. To that end, we choose the mixture of experts model that captures modularized information across different tasks [49] along with a gating [50] mechanism, where tasks with low correlation and conflicts can be separated into different experts to reduce negative transfer [51]. To that end, we divide the neural net into \( K \) task specific prediction networks \( Task_k \), \( E \) expert networks \( Expert_j \), and \( K \) task specific gating networks \( Gate_k \).
Consider the most general case, where an incoming data instance associated with an instance $s$ in $D_{meta}$, with association to the $c_{meta}$ described by $c_{meta}^s$. The $i$th output node of model, $h_i(c_{meta}^s)$, will correspond to the prediction for label $y_i$ of task $i$, as follows (See Figure 4)

$$h_i(c_{meta}^s) = \text{Task}_i((u_j)_i)$$

where ($u_j)_i$ is an element wise sum of expert networks output, each weighted by an individual component of Gate$_i(c_{meta}^s)$ after normalizing into unit simplex via $\text{softmax}()$, formally,

$$(u_j)_i = \sum_j \left( \text{softmax}(\text{Gate}_i(c_{meta}^s))_{ij} \cdot \text{Expert}_j(c_{meta}^s) \right)$$

Finally, the discrepancy between individual task solution space $C_{Aug}^i$ and global vocabulary $C_{meta}$ is resolved using a simple mask trick: by setting corresponding entries in $c_{meta}^s$ to zero and passing through the network, and taking corresponding head as shown in Figure 4. Conversely, given an instance with task-specific vector with augmentation, we can pad corresponding entries with 0 and adapt it to the network, more detail about padding will be discussed in the coming section.

## 5 META OPTIMIZATION

Many use cases of predictive segments require high reliability and efficiency of the learning system. In contrast to previous works that optimized meta parameters by approximating their influence on downstream tasks with a restrictive task specific adaptation procedure [33, 38] or model class [47, 52], we develop a synchronous meta optimization procedure for directly optimizing towards the end goal of every individual task Equation 2. By exploiting the close correspondence between meta learner architecture $\Omega$ and task-specific learner architecture $\Theta_i$. The high level intuition is to jointly train on every individual task with respect to the meta parameter instance $\omega$ and task-specific learner architecture $\Theta_i$ with shared memory. Our optimization method makes no assumption on architecture of single task learner, nor the specific class of tasks and objective, other than the fact that each task specific learner is parameterized by $\Theta_i$ and there exist gradients from corresponding loss function.

### Meta-Loss Function

Formally, we propose an end-to-end learning procedure of the meta-learner for optimizing a meta loss function that closely resembles the end goal (Equation 2), as

$$L_{meta}^{\omega}(\theta^*(i)(\omega), \omega, D_{source}) = \sum_{i=1}^{K} \sum_{s \in D_{train}^{source}(i)} L_i(h_i(c_{Aug}^s); \theta^*(i)(\omega), y_i(s))$$

with the corresponding $\theta^*(i)(\omega)$ being the task specific output. For each instance $s_i$ from task $i$ with concept vocabulary $C_{Aug}^i$, $\theta^*(i)(\omega) = h_i(\text{PadMask}(c_{Aug}^s))$ (9)

where PadMask denotes the process of padding concept vector $c_{Aug}^s$ with vocabulary $C_{Aug}^i$ on to the vector with vocabulary $C_{meta}$ with missing entry set as zero as illustrated in Figure 4.

### Mixed experience replay

To mitigate catastrophic forgetting, we propose an end to end learning method for obtaining the optimal
meta parameter \( \omega^* \) that minimizes the meta objective in Equation 8 in an end-to-end fashion, without resorting to second order gradients.

Specifically, we follow an in-batch task mixing procedure that learns a meta-parameter that directly optimizes on each of the end tasks’ loss without task specific adaptation. The key to the optimization lies in the gradient update step. For each step we create a mini-batch of instances \( D_{\text{batch}} \), where each instance \( s_i \in D_{\text{batch}} \) corresponds to a task \( T^i \) with \( i \) sampled in proportion to \( D_{\text{source}}(i) \) with the loss associated with the instance dynamically computed according to the task \( i \) it belongs to. The resulting gradient update to the meta-parameter \( \omega \) is the sum over all task-specific instances in the batch

\[
\omega \leftarrow \omega - \eta \nabla_{\omega} \frac{1}{K} \sum_{i=1}^{K} \left( I(i = j) \mathcal{L}_i(h_i(\mathcal{E}_i; \theta^*(i)(\omega), y_i(s))) \right)
\]

where \( s_i \) indicates instance for task \( i \) sampled from \( D_{\text{batch}} \), \( \eta \) is the meta step size, and \( \theta^*(i)(\omega) \) is defined according to Equation 9.

We present the following performance guarantee based on the notion of Learner Advantage

**Definition 3.** [Asymptotic Learner Advantage under \( (\alpha, \beta) \) regret] We say there is a learner advantage of a model \( f(\cdot; \theta) \) over model \( g(\cdot; \phi) \) if there exists constant, \( \alpha, \beta \), so that for every input distribution \( p(\cdot) \), labeled function \( y(z) \) and smooth loss function \( L(\cdot, y(x)) \), given enough data and optimization trivial, the resulted optimized model performance \( f(\cdot; \theta^*) \) and \( g(\cdot; \phi^*) \) satisfies

\[
\mathbb{E}_{x \sim p(x)}(L(f(x; \theta^*), y(x))) \leq \mathbb{E}_{x \sim p(x)}(L(g(x; \phi^*), y(x)))
\]

with \( f(\cdot; \theta^* \) consuming no more than \( \alpha \) times the number of parameters, and \( \beta \) times the number flops per model invocation, and \( \hat{\beta} \) times the number flops per model backward computation, than that of \( g(\cdot; \phi^*) \).

We have the following advantage results regarding arbitrary combinations of single-task learners or multi-task learner architectures.

**Theorem 2.** There exists learner advantage \( (1 + O(1/n), 1 + O(1/n)) \) of MetaAug \( \{h_i(\mathcal{E}_i; \theta^*(i)(\omega), y_i(s))\}_{i=1}^{K} \) over a combination of \( K \) arbitrary single-task learners (each applied to input instances of the corresponding task), \( \{g_i(\mathcal{E}_i; \phi_i)\}_{i=1}^{K} \), and \( a \left(1 + O(1/n)\right) = (1 + O(1/n)) \) learner advantage of MetaAug over arbitrary multi-task learner \( g(\mathcal{E}_i; \phi) \), for the loss and label defined in Definition 3, where \( n \) denotes the number of parameter and number of flops of computation.

**Proof** The inequality can be constructed by considering intermediate \( \omega \) such that \( \text{Expert}_i \geq g_i(\text{Pad}(\mathcal{E}_i; C_{\text{Aux}}); \phi_i), 1 \leq i \leq K \) for single-task learner combination cases, or \( \text{Expert}_0 \geq g(\text{Pad}(\mathcal{E}_i; C_{\text{Meta}}) \cup \bigcup_{i=1}^{K} \text{CMask}(i); \phi) \) for the multi-task learner case, where \( \text{Pad}(\mathcal{E}_i; C) \) pads the \( \mathcal{E}_i \) with corresponding values indicating associations between entity \( s \) and \( c \) along with \( \text{Task}(s) \) identifies \( y(s) \) and properly defined \( \{\text{Gate}_0\}_{i=1}^{K} \), along with the following fact due to the loss function as defined in Equation 8

\[
\mathbb{E}_{i \sim T(j)}(\mathbb{E}_{x \sim P(x)}(L_i(h_i(\mathcal{E}_i; \theta^*(i)(\omega^*), y_i(s)))) \leq \mathbb{E}_{i \sim T(j)}(\mathbb{E}_{x \sim P(x)}(L_i(h_i(\mathcal{E}_i; \theta^*(i)(\omega), \omega), y_i(s))))
\]

We also have the following result considering learner advantage over the family of MAML algorithms that optimize the meta parameter by adaptation performance (Equation 1 in \([38]\)).

**Theorem 3.** There exists learner advantage \( (1 + O(1/n), 1 + O(1/n)) \) of MetaAug \( \{h_i(\mathcal{E}_i; \theta^*(i)(\omega), y_i(s))\}_{i=1}^{K} \) and MAML algorithm \( g_{\phi}(x) \) where \( K \) denotes the number of adaptation samples and \( n \) denotes the number of parameter and number of flops of computation.

## 6 EXTENSION TO SINGLE-TASK LEARNING

**Online Adaptation** The original MetaCon approach requires the presence of K-task-specific datasets as well as computation intensive joint training for the meta-dataset, which may hinder its ability to quickly adapt to incoming traffic data that are only available to a specific single task \( T_0 \). To that end, we implement an Online Adaptation procedure. Given an updated dataset \( D_{\text{train}}, D_{\text{val}}, D_{\text{test}} \) and the trained meta-model \( \omega^* \) as the result of Algorithm 1, we perform standard gradient based optimization from initial state \( \theta_0 \), \( \theta^*(i)(\omega) \) (See Equation 9) similar to the fine-tuning procedure from large scale pre-trained model \([53]\).

**Single Task Meta Learning** The original MetaCon can be extended to solve single task meta learning problems where there is only one task \( T_0 \), with entity set \( S \), dataset \( D_{\text{train}}, D_{\text{val}}, D_{\text{test}} \), label function \( y : S \rightarrow Y \) and concept vocabulary \( C \), by following a masked concept learning procedure. Specifically, we construct auxiliary tasks \( T_{c} \) for each \( c \in C \), with label \( y(s) \leq \{c\}_{x} \), casual mask as defined in Equation 4, \( C_{\text{Aux}} \) as defined in Equation 5, and with \( C_{\text{Meta}} \leq C \cup \{Y\} \). The Single Task Meta Learning can be implemented as first performing meta learning with respect to tasks \( \{T_{0}\} \{T_{c} | x \in C\} \) optionally followed by the Online Adaptation algorithm.

## 7 EXPERIMENT

In this section, we present a series of experiments centered around the following research questions:

**RQ1** How does the performance of MetaCon compare to alternative approaches for key industrial use cases?

**RQ2** How do the settings and individual components of MetaCon impact its performance quantitatively and qualitatively?

**RQ3** How does the computation effort for the meta-training impact downstream results?

**RQ4** How reliable and interpretable is MetaCon in meeting human intuition?

**RQ5** How does MetaCon compare to baselines of effectiveness-efficiency tradeoff and computation cost?

**RQ6** What degree of generalizability does single task meta learning approach of MetaCon achieve on public structured data learning tasks?

**RQ7** How robust is the performance of MetaCon compared with alternatives in key production systems?

**Dataset** We use both proprietary and public datasets. For the former, we collected and compiled a total of 68 different segment prediction tasks in production regarding users’ association with interest taxonomy including Yahoo Content Taxonomy, Oath interest Category similar to \([54]\), as well as Wikipedia and Price-Grabber.
Table 1: Overall performance comparison among MetaCon and baseline methods on the public datasets A9A and Madelon. The classification metric AUC, Accuracy, F1 score, and the ranking metric Kappa, and Log loss against the ground truth according to both the absolute value and relative value compared to baseline.

| Dataset | MetaCon | DCNMix | DCN | WDL | PLE | Mmoe | ESSM |
|---------|---------|--------|-----|-----|-----|------|------|
| a9a     | Accuracy 0.8327 0.8405 0.8413 | 0.8148 0.8433 | 0.8071 0.8417 | 0.8417 0.8417 | 0.8417 0.8417 | 0.8417 0.8417 |
|         | AUC 0.8687 0.8938 | 0.8774 0.8433 | 0.8646 0.8941 | 0.8941 0.8941 | 0.8941 0.8941 | 0.8941 0.8941 |
|         | F1 0.5122 0.6165 | 0.4289 0.3536 | 0.3957 0.3957 | 0.3957 0.3957 | 0.3957 0.3957 | 0.3957 0.3957 |
|         | Kappa 0.4156 0.5181 | 0.3448 0.6416 | 0.3111 0.5484 | 0.5484 0.5484 | 0.5484 0.5484 | 0.5484 0.5484 |
|         | Log loss 6.1224 5.4094 | 6.3961 6.9583 | 6.6613 5.4691 | 5.4691 5.4691 | 5.4691 5.4691 | 5.4691 5.4691 |
| Overall | Accuracy 0.503 0.5033 | 0.545 0.545 | 0.5017 0.5017 | 0.5017 0.5017 | 0.5017 0.5017 | 0.5017 0.5017 |
|         | AUC 0.5162 0.5083 | 0.5627 0.5627 | 0.5017 0.5017 | 0.5017 0.5017 | 0.5017 0.5017 | 0.5017 0.5017 |
|         | F1 0.5139 0.6006 | 0.5269 0.5269 | 0.5017 0.5017 | 0.5017 0.5017 | 0.5017 0.5017 | 0.5017 0.5017 |
|         | Kappa 0.01 0.0067 | 0.08 0.08 | 0.0033 0.0033 | 0.0033 0.0033 | 0.0033 0.0033 | 0.0033 0.0033 |
|         | Log loss 17.0969 17.1546 | 15.7153 13.9883 | 17.2122 12.6068 | 12.6068 12.6068 | 12.6068 12.6068 | 12.6068 12.6068 |

This dataset has a 100K dimensional unfolded vector per instance, and a total of 100K instances. We split the dataset 3 folds, with 2/3 being the support set and 1/3 being the hold-out query/test set.

We extend our methodology in Section 6 and apply it to the single task learning scenario on public structured learning datasets. Specifically, we use the madelon[55] and a9a[56], which contain 2,000 training samples, 600 test samples with 500 features per sample, and 32,561 training samples, 16,281 test samples with 123 features per sample, respectively.

**Compared Methods** We implement MetaCon in two variants: a OnePass variant that trains the meta parameter ω over one pass of the full 68 tasks along with the additional 1000 auxiliary tasks constructed according to the method in Section 6, which is then optimized with meta-testing stage with single task adaptation (section 6); and one that trains with 15 passes, resulting in a total computation of 100 trillion unfolded concepts. Each variant of MetaCon uses 3 experts (See Figure 4), with each expert neural network having 6 repeated layers of a width of 512 with dense residual connections, each task specific gating networks having a single hidden layer size of 32, and each task specific networks with a single hidden layer size of 32 (See Figure 4).

In addition, we implement the following baseline approaches:

- **PLE** implements Progressive Layered Extraction [18] with 1 shared expert and 2 specific experts, an expert layer width...
of 256, 256, gate layer width of 16, 16, tower layer depth of 32, 32.

- WDL implements wide and deep learning [57] with deep part having layer width of 8 for madelon and 256, 128, 64 for the rest dataset.
- MMOE implements multi-gated mixture of experts [7] with 3 experts each with 6 repeated layer of a width of 512 as in the MetaCon setting.
- ESSM implements Entire Space Multi-Task Model [17] with CTR and CVR each with layer width 512, 512, and the rest following original defaults.

All online adaptation and single task learning was performed with 30 epochs of Adam optimization with a tuned learning rate between 1e-6 and 1e-5.

**Core Performance Evaluation [RQ1]** First, we compare the performance of the MetaCon against baseline approaches over the 68 production predictive segments tasks and score their performance in the core production metric of ROC-AUC. As shown in Figure 5, MetaCon consistently outperforms candidate baselines across the 68 tasks with a clear distinction between its OnePass version, followed by other strong baselines including MMOE, PLE and ESSM.

**Computation Cost [RQ5]** For deployment to production system, it is critical to balance between model performance and its computation cost. Here, we study the computational cost in a per mapper node setting, where sharded subsets of data are sent to the local node to process sequentially. Figure 6 shows the per instance latency in the unit of micro-seconds, demonstrating that different version of MetaCon fares well in the computation cost due to its relative parallel architecture.

**Ablation Analysis [RQ2-3]** We first perform a qualitative study on the impact of meta training over downstream scoring metrics. The left part of Figure 8 shows the distribution over the 68 production predictive segment tasks of the relative change in performance as measured by ROC-AUC (top figure) and cost as measured in the per mapper node setting above (bottom figure) between the OnePass variant, as compared to ones without meta training. The right parts shows distribution of difference between the original version the the ones without meta training. From the result, we can observe an uniform improvement in performance score without significant change in computation cost, with ones with full meta-training achieving the biggest gains.

We next compare the impact of meta training settings quantitatively. Figure 7 shows the performance on production demographics segment prediction task in terms of Accuracy, ROC-AUC, F1 Score...
and Cohen-Kappa score for variants of MetaCon with different degree of meta training as measured by the number of meta-training epochs. From the results, we can observe a significant correlation between different degree of meta-training, with the performance quickly increase from 0 epochs to 1, and then gradually increase from lower degree of meta-training to higher degree.

**Interpret-ability Study [RQ4]** We next study the interpretability of MetaCon by visualizing the meta-learned task attention, where the score from task i to task j is obtained by comparing the difference in the predicted log like-hood of the ground truth label \( y_i \) before and after the masking of CMask(\( j \)). Figure 9 which shows the 4628 attention scores across the 68 predictive segment tasks, with an off-diagonal distribution of high relatedness scores where clustering patterns and mutually beneficial task attentions naturally emerge.

**Application to structured data learning [RQ6]** We further evaluate the generalizability of MetaCon by applying it to single task meta learning and compare its absolute and relative performance with the baseline of wide and deep learning (WDL) along with other candidate approaches. Table 1 shows their performance over the metrics of Accuracy, ROC-AUC (AUC in table), Cohen-Kappa Score (Kappa in table), F1 Score (F1 in table) and Log loss, as well as the overall performance score (Overall in table) computed as signed improvement across all performance metrics, which demonstrates the superior performance of MetaCon.

**Online evaluation [RQ7]** The MetaCon is rolled out to production targeting use cases in the internal Hadoop based deployment environment. Evaluation in key AUC-based targeting task between our system and the existing production system demonstrate significant gains in the tradeoff between false negative and false positive with change in ROC-AUC from 0.78 to 0.90, a 15.4% improvement.

## CONCLUSION

In this work, we present MetaCon as our unified predicative system with trillion concepts meta learning. It is built on top of a unfolded concept representation framework, that utilizes user’s heterogeneous digital footprint, to jointly learn over the entire spectrum of predicative tasks. Extensive evaluation on large number of predicative segment tasks and public benchmarks demonstrate the superior performance of MetaCon over state of the art recommendation and ranking approaches as well as the previous production system.

For future research, one particular interesting directions is to extend the MetaCon paradigm for specific modality and domain such as image and videos. In addition, deeper integration from commonsense knowledge is another promising direction to explore.
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We present the MetaAug Algorithm 1 that operates on the unfolded concepts. It first computes the augmented concept vocabulary by taking every element in the global concept vocabulary except corresponding causal masks (line 2), by precomputing meta-data-set using concept alignment $D_{Aug}$ from individual tasks (line 3-15), the optimization can be performed by iteratively sample mini-batches and back-propagate into meta-parameters using first order gradient (line 16 - 19) until convergence. After the meta-optimization stage for obtaining the meta-parameter $\omega^*$, we can either use the shared architecture Equation 9 for deployment or perform fine tune on the specific dataset.

**Algorithm 1 MetaAug Algorithm**

Require: dataset collection of every tasks $D \triangleq \{(D_{train}(i), D_{val}(i), D_{test}(i))\}_{i=1}^{K}$ with global concept vocabulary $C_{meta}$, causal mask for each task $CMask(\cdot)$

Require: $\eta$: step size hyperparameters

1: $D_{Aug} \leftarrow \emptyset$
2: $C_{Aug} \triangleq C_{meta} \setminus CMask(\cdot)$
3: for all $T_i$ do
4: update $C_{Aug}^i$ according to Equation 5
5: for all split in $\{train, val, test\}$ do
6: $D_{Aug}^{\text{split}}(i) \leftarrow \emptyset$
7: for all $s \in D_{Aug}^{\text{split}}(i)$ do
8: for all $x \in C_{Aug}^i$ do
9: $(c_{Aug}^i)_x \leftarrow \text{association between entity } c \text{ and unfolded concept } x$
10: end for
11: $(D_{Aug}^{\text{split}}(i) \leftarrow D_{Aug}^{\text{split}}(i) \cup (\bar{c}_{Aug}^i))$
12: end for
13: $D_{Aug} \leftarrow D_{Aug} \cup D_{Aug}^{\text{split}}(i)$
14: end for
15: while not done do
16: Sample batch of instance $D_{batch}$ from $\bigcup_{i \in D} \bigcup_{\{D_{train}(i), D_{val}(i), D_{test}(i)\}} D$
17: Update $\omega$ according to ??
18: end while

**B DETAILS ON ONLINE EVALUATION**

The MetaCon is deployed to online targeting use cases using Hadoop based deployment environment where we obtain performance measurement on fresh online data. Figure 10 shows the receiver operating curve of the online evaluation in key AUC-based targeting task between our system and the existing production system, where we plot the true positive rate against false positive rate over all possible thresholds. From the result, we can observer a consistent improvement of our approach compared to production.