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Abstract

Fifth generation (5G) networks providing much higher bandwidth and faster data rates will allow connecting vast number of static and mobile devices, sensors, agents, users, machines, and vehicles, supporting Internet-of-Things (IoT), real-time dynamic networks of mobile things. Positioning and location awareness will become increasingly important, enabling deployment of new services and contributing to significantly improving the overall performance of the 5G system. Many of the currently talked about solutions to positioning in 5G are centralized, mostly requiring direct line-of-sight (LoS) to deployed access nodes or anchors at the same time, which in turn requires high-density deployments of anchors. But these LoS and centralized positioning solutions may become unwieldy as the number of users and devices continues to grow without limit in sight. As an alternative to the centralized solutions, this paper discusses distributed localization in a 5G enabled IoT environment where many low power devices, users, or agents are to locate themselves without global or LoS access to anchors. Even though positioning is essentially a non-linear problem (solving circle equations by trilateration or triangulation), we discuss a cooperative linear distributed iterative solution with only local measurements, communication and computation needed at each agent. Linearity is obtained by reparametrization of the agent location through barycentric coordinate representations based on local neighborhood geometry that may be computed in terms of certain Cayley-Menger determinants involving relative local inter-agent distance measurements. After a brief introduction to the localization problem, and other available distributed solutions primarily based on directly addressing the non-linear formulation, we present the distributed linear solution for static agent networks and study its convergence, its robustness to noise, and extensions to mobile scenarios, in which agents, users, and (possibly) anchors are dynamic.
I. INTRODUCTION

With fifth generation (5G) technologies looming in the horizon, there is a potential for networking vast numbers of heterogeneous devices, the Internet-of-Things (IoT), not only of static devices, but also of moving objects, users, or vehicles [1]–[7]. Location-awareness, providing the physical location of every static or moving object or agent, will enhance the ability to deploy new services and better management of the overall 5G system. Beyond these, location-aware technologies can also enable a variety of other applications from precision agriculture [8], to intruder detection [9], health care [10], asset tracking, ocean data acquisition [11], or emergency services [12]. For example, location information is essential in providing an effective response in disasters such as fire rescue situations. Other relevant applications include military sensing [13], physical security, industrial and manufacturing automation, and robotics [14]. In addition, localization is essential in randomly deployed networks, where manual positioning of objects is not practical, and the location of network nodes may change during run-time.

In many scenarios, instrumenting devices with GPS adds to cost and power requirements, reducing the service life of battery-driven devices. Further, GPS receivers are inaccessible in indoor applications, are not effective in harsh environments, and are not sufficiently robust to jamming in military applications [15]. We consider here efficient and low-cost localization algorithms that do not require GPS nor direct access to base station. The solutions to localization, in general, consist of two phases: acquiring measurements and transforming them into coordinate information [16]. In the first phase, nodes\(^1\) collect measurements and exchange information with other network entities, including neighboring agents, anchors, or a combination of these. As we discuss in Section III, the most common measurement techniques include Received Signal Strength (RSS), Time of Arrival (ToA), Time Difference of Arrival (TDoA), and Direction of Arrival (DoA). In the second phase, the information and measurements acquired are aggregated and used as inputs to a localization algorithm [12]. The nature of the localization solution, i.e., whether centralized or distributed, depends on what types of measurements (such as estimates of relative distance between neighboring nodes or distance to possibly distant anchors) are acquired and how the measurements and exchanged information are processed, for instance, whether by a central entity or in a distributed fashion using local computing at the nodes.

\(^1\)The terminology node is being used in a generic sense here to denote network entities such as users, agents, anchors. The precise meaning and context will be clear from the mathematical formulations in the following.
Several localization techniques have been proposed in the literature including successive refinements [17], [18], maximum likelihood estimation [19]–[21], multi-dimensional scaling [22], optimization-based techniques [23]–[25], probabilistic approaches [26], [27], multilateration [28], [29], graph theoretical methods [30], [31], and ultra-wideband localization [32]–[38]. Other relevant works on the design of localization algorithms include [39]–[51]. In general, the goal is to localize a network of nodes with unknown locations, in the presence of a number of anchors\(^2\). Most of these algorithms consider localization in static networks. However, due to the rapid advances in mobile computing and wireless technologies, mobility is becoming an important area of research in 5G IoT. Agents can be mobile or mounted on moving entities such as vehicles, robots, or humans. Mobility of nodes increases the capabilities of the network and creates the opportunity to improve their localization. It has been shown that the integration of mobile entities improves coverage, connectivity, and utility of the network deployment, and provides more data since more measurements can be taken while the agents move [52], [53].

In fact, mobility plays a key role in the execution of certain applications such as target tracking [54], traffic surveillance [55], and environment monitoring [56]. For example, in a mobile wireless sensor network monitoring wildfires, mobile sensors can track the fire as it spreads, while staying out of its way [57]. Mobility also enables nodes to target and track moving objects, e.g., animal tracking for biological research or locating equipment in a warehouse. With advances in wearable technologies, there is a growing interest in localizing IoT objects particularly indoors where GPS-type locationing systems are not available [58]–[60], which requires the development of self-localization algorithms that enable each object in the IoT to find its own location by implementing simple object-to-object communication over, e.g., 5G [5]–[7]. The mobility of these emergent mobile IoT devices makes the localization problem even more challenging as their locations and available neighborhoods (nearby nodes to implement peer-to-peer communication) keep changing. Therefore, it is important to design fast and accurate localization schemes for mobile networks without compromising the quality of embedded applications that require real-time location information.

As we will discuss in Section IV, many localization algorithms for mobile networks use sequential Bayesian estimation or sequential Monte Carlo methods. In particular, the Bayesian

\(^2\)Anchors are also referred to as reference nodes, seeds, landmarks, or beacons. In the remaining of this paper, we call the nodes with known locations, anchors, and refer to all other nodes with unknown locations as agents.
methods use the recursive Bayes’ rule to estimate the likelihood of an agent’s location. Due to the non-linear nature of the involved conditional probabilities, the Bayesian solutions are generally intractable and cannot be determined analytically. Solutions involving extended Kalman filters [61]–[70], particle filters [71], and sequential Monte Carlo methods [72]–[82] have been proposed to address the associated non-linearities and the intractable computation of the probability distributions. However, these approaches end up being sub-optimal and highly susceptible to the agents’ initial guesses of their locations. Despite their implementation simplicity, Monte Carlo or particle filter methods are time-consuming as they need to continue sampling and filtering until enough samples are obtained to represent accurately the posterior distribution of an agent’s position [83], while requiring a high density of anchors to achieve accurate location estimates.

As an alternative to the traditional non-linear approaches, in this paper we describe a more recent localization framework [84]–[88], that, after a suitable reparametrization, reduces to a linear-convex set of iterations implemented in a fully distributed fashion and, under broad conditions, is guaranteed to converge to the true agent locations regardless of their initial conditions. The linearity in this setup is a consequence of a reparameterization of the nodes’ coordinates obtained by exploiting a certain convexity intrinsic to the sensor/agent deployment. In particular, an agent does not update its location as a function of arbitrary neighbors but as a function of a subset of neighbors such that it physically lies inside the convex hull of these neighbors; we call such a set of neighbors, a triangulation set of the agent in question. Each agent (in the quest of finding its location) updates its location estimate as a function of the location estimates of its neighbors weighted by barycentric coordinates (the reparameterization). The conditions under which the triangulation sets exist, how to find available triangulation sets, and compute the barycentric coordinates have been studied in detail in related work [84]–[88], and will be subject of Section V in the following.

What is of particular relevance here is that when the set of agents lie inside a triangle (or a square) in \( \mathbb{R}^2 \) with 3 (or 4) anchors at its corners, the aforementioned iterations converge

---

3 An avid reader may note that the convex hull associated with this triangulation set constitutes an \( m \)-simplex in \( \mathbb{R}^m \), that is a triangle in a plane or a tetrahedron in \( \mathbb{R}^3 \).
exponentially fast to the exact location of each agent regardless of the number of agents. The resulting framework becomes extremely practical and highly relevant to the IoT settings described earlier as the GPS and line-of-sight to the GPS requirements are replaced with a simple infrastructure requirement of placing, e.g., eight anchors at the eight corners of a big warehouse, office, or a building (effectively a cuboid in $\mathbb{R}^3$). In other words, the global line-of-sight (each agent communicating to the anchor) is substituted with a local line-of-sight where each agent has a communication path that leads to the anchors via neighboring agents. The technical advantages of this framework are also significant as it allows us to treat noise on distance measurements and communication under the purview of stochastic approximation leading to mathematically precise (almost sure) convergence arguments. We will discuss the applicability to imprecise distance measurements and communication in Section VI.

The next significant advantage of this linear framework is its simplicity in adapting to mobile agents. Traditionally, extending distributed solutions to mobile agents presents many challenges: (i) agents may move in and out of the convex hull formed by the anchors; (ii) an agent may not be able to find a triangulation set at all times; (iii) the neighborhood at each agent keeps changing as they move. One can imagine an extension of the above linear iterations to this scenario with mobile agents. Here, each agent only updates when its (and other nodes’) motion places it inside the convex hull of some other nodes. Location updates thus become opportunistic (time-varying and non-deterministic) as they depend on the availability of nearby agents, which, in turn, is controlled by (possibly) arbitrary and uncoordinated motion models at the agents [89]–[92]. Although this extension is simple to conceive, finding the conditions under which these iterations converge and the associated rates of convergence are quite non-trivial. We describe the relevant details of this approach in Section VII.

Another distinguishing feature of this linear framework is that it can be implemented in a completely distributed fashion, i.e., unlike centralized schemes, it does not require any central coordinator to collect and/or process the data. This is because computing barycentric coordinates and the relevant inclusion tests require only local distance information. Distributed algorithms are preferred in 5G, IoT, and other applications where there is no powerful computational center.

Technically, the agents need to occupy the space inside the convex hull formed by the anchors in $\mathbb{R}^m$. The smallest non-trivial convex hull in $\mathbb{R}^2$ is a triangle formed by three anchors but lying inside a square or a pentagon with four or five anchors, respectively, is a valid configuration in $\mathbb{R}^2$. 
to handle the necessary calculations, or when the large size of the network may lead to a communication bottleneck near the central processor, [15].

The rest of this paper is organized as follows. In Section II, we provide a detailed taxonomy of the existing localization approaches in the literature, and in particular discuss the emergence of mobility and the role it plays in networked localization. In Section III, we formulate the localization problem in mobile networks. We briefly discuss Bayesian-based approaches for localization in mobile networks in Section IV. We then review our linear framework for localization, called DILOC, in static networks in Section V, and study the extension of DILOC under environmental imperfections in Section VI. In Section VII, we show how DILOC extends to mobile networks along with its convergence and noise analysis. We present simulation results in Section VIII and finally, Section IX concludes the paper.

II. TAXONOMY OF LOCALIZATION APPROACHES

In general, localization problem can be grouped into two main categories: position tracking and global localization. Position tracking, also known as local localization, requires the knowledge of agents’ starting locations, whereas global localization refers to the process of determining agents’ positions without any prior estimate of their initial locations. The global localization problem is more difficult, since the error in the agent’s estimate cannot be assumed to be small, [41]. In the remaining of the paper, we only consider the global localization problem. We now present a comprehensive taxonomy of the existing localization algorithms.

Absolute vs. Relative: Absolute localization refers to the process of finding agent locations in a predetermined coordinate system, whereas relative localization refers to such process in a local environment, in which the nodes share a consistent coordinate system. In order to determine the absolute positions, it is necessary to use a small number of anchors that have been deployed into the environment at known locations. These reference nodes define the coordinate system and contribute to the improvement of the estimated locations of the other agents in the network. The location estimates may be relative to a set of anchors at known locations in a local coordinate system, or absolute coordinates may be obtained if the positions of the anchors are known with respect to some global coordinate system, either via GPS or from a system administrator during startup, [57]. In relative localization, no such reference nodes exist and an arbitrary coordinate system can be chosen. Although increasing the number of anchors in general may lead to more accurate location estimates or may increase the speed of the localization process, the main issue
with adding more anchors is that they make the process more expensive, and often become useless after all the agents in the network have been localized.

**Centralized vs. Distributed:** In centralized localization, the locations of all agents are determined by a central coordinator, also referred to as *sink node*. This node first collects measurements (and possibly anchor locations), and then uses a localization algorithm to determine the locations of all agents in the network and sends the estimated locations back to the corresponding agents. In contrast, such central coordinator does not exist in distributed localization, where each agent infers its location based on locally collected information. Despite higher accuracy in small-sized networks, centralized localization schemes suffer from scalability issues, and are not feasible in large-scale networks. In addition, comparing to the distributed algorithms, the centralized schemes are less reliable and require higher computational complexity due to, e.g., the accumulated inaccuracies caused by multi-hop communications over a wireless network. Distributed algorithms are preferred in applications where there is no powerful computational center to handle the necessary calculations, or when the large size of the network may lead to a communication bottleneck near the central processor, [15]. Therefore, there has been a growing effort in recent years to develop distributed algorithms with higher accuracies.

**Conventional vs. Cooperative:** In conventional approach, there is no agent-to-agent communication, and therefore agents do not play any role in the localization of other agents in the network. For instance, when an agent obtains distance estimates with respect to three anchors in \( \mathbb{R}^2 \), it can infer its own location through *trilateration*, provided the agent knows the locations of the anchor, see Section[V] for more details. On the other hand, in cooperative approach agents take part in the localization process in a collaborative manner, and are able to exchange information with their neighboring nodes, which may include other agents with unknown locations as well as the anchors. Since anchors are the only reliable source of location information, the former method, also known as non-cooperative approach either requires the agents to lie within the communication radius of multiple anchors, which in turn requires a relatively large number of anchors, or to have long-range transmission capabilities in order to make measurements to the anchors. The latter approach removes such restrictions by allowing the inter-agent communications, which in turn increases the accuracy, robustness and the overall performance of the localization process. The reader is referred to Ref. [12] for a detailed discussion on the emerge of cooperative localization algorithms.
Range-free vs. Range-based: Localization work can also be divided into range-free and range-based methods, based on the measurements used for estimating agent locations. As we discuss in Section IV, a large number of existing algorithms use distance and/or angle measurements to localize a network of agents, and are therefore referred to as range-based algorithms. Ref. [93] provides an overview of the measurement techniques in agent network localization. Depending on the available hardware, the most common measurement techniques that are used in localization algorithms include Received Signal Strength (RSS), Time of Arrival (ToA), Time Difference of Arrival (TDoA), and Direction of Arrival (DoA), [94]. In particular, the distance estimates can be obtained from RSS, ToA, or TDoA measurements; RSS-based localization exploits the relation between power loss and the distance between sender and receiver, and does not require any specialized hardware. However, due to nonuniform signal propagation environments, RSS techniques suffer from low accuracy.

More reliable distance measurements can be obtained by estimating the propagation time of the wireless signals, which forms the basis of ToA and TDoA measurements. These methods provide high estimation accuracy compared to RSS, but require additional hardware at the agent nodes for a more complex process of timing and synchronization. On the other hand, relative orientations can be determined using AoA measurements, which requires a node to be equipped with directional or multiple antennas. In addition, in order to measure the traveled distance, acceleration, and orientation, an agent may be equipped with an odometer or pedometer, an accelerometer, and an Inertial Measurement Unit (IMU), respectively, [12]. On the other hand, range-free algorithms, also known as proximity-based algorithms, use connectivity (topology) information to estimate the locations of the agents. The range-free localization schemes eliminate the need of specialized hardware on each agent, and are therefore less expensive. However, they suffer from lower accuracy compared to the range-based algorithms. Typical range-free localization algorithms include Centroid [95], Amorphous [28], DV-hop [96], SeRLoc [97] and APIT [98].

Sequential vs. Concurrent: Localization algorithms can also be classified into concurrent methods and sequential methods. In concurrent methods, each agent is initially assigned with an estimate of its location coordinates. It then iteratively updates its location estimate using the measurements and the estimates it acquires from the neighboring nodes. The update process continues until the estimates converge to the true coordinates of the agents, [99]. On the other hand, sequential methods begin with a set of anchors, and compute the locations of the agents in a
network, one by one, and in a predetermined sequence. As we explain in Section IV, Trilateration is a common sequential approach, in which each agent computes its location using its distance measurements to \( m + 1 \) anchors in an \( m \)-dimensional Euclidean space.

**Static vs. Mobile:** Localization literature has mainly focused on static networks where the nodes do not move. This is particularly the case for WSNs, where the problem of locating mobile agents has not been sufficiently addressed. However, due to the rapid advances in mobile computing and wireless communication technologies in recent years, mobility is becoming an important area of research in WSNs. In a particular class of WSNs, namely Mobile Wireless Sensor Networks (MWSNs), agents can be mobile or mounted on moving entities such as vehicles, robots, humans, etc. In MWSNs, mobility of agent nodes increases the capabilities of the network, and creates the opportunity to improve agent localization. It has been shown, [53], that the integration of mobile entities into WSNs improves coverage, connectivity, and utility of the agent network deployment, and provides more data since more measurements can be taken while the agents are moving. In addition, mobility plays a key role in the execution of an application. For example, in a MWSN that monitors wildfires, the mobile agents can track the fire as it spreads, and stay out of its way, [57].

Mobility also enables agent nodes to target and track the moving objects. The agent tracking problem is an important aspect of many applications, including the animal tracking, for the purposes of biological research, and logistics, e.g., to report the location of equipments in a warehouse when they are lost and need to be found, [15]. Another potential application of localization in mobile networks is the Internet of Things (IoT), which can be thought of as a massive network of objects such as agents, robots, humans and electronic devices that are connected together and are able to collect and exchange data. With the advancements in wearable technologies, there is a growing interest in localizing IoT objects, [59], [60], which requires the development of self-localization algorithms that enable each object in the IoT to find its own location by implementing simple object-to-object communications.

Despite all the aforementioned advantages, mobility can make the localization process more challenging; In statically deployed networks, the location of each agent needs to be determined once during initialization, whereas in mobile networks the agents must continuously obtain their locations as they move inside the region of interest. Moreover, mobile nodes require additional power for mobility, and are often equipped with a much larger energy reserve, or have self-charging capability that enables them to plug into the power grid to recharge their batteries, [57].
It is therefore crucial to design fast and accurate localization schemes for mobile networks without compromising the quality of applications that require wireless communications.

III. PRELIMINARIES AND PROBLEM FORMULATION

We now formulate the general localization problem in mobile networks. We assume that the agents in the network live in an arbitrary \( m \)-dimensional, \( m \geq 1 \), Euclidean space \( \mathbb{R}^m \), although, for illustration and better visualization of the technical concepts in the conventional 2D or 3D setting, the reader may consider \( m = 2 \) (the plane) or \( m = 3 \). The formalism and results provided below hold for arbitrary \( m \geq 1 \) though. In \( \mathbb{R}^m \), \( m \geq 1 \), consider a network of \( N \) mobile agents collected in a set \( \Omega \) and \( M \) anchors in a set \( \kappa \). The \( N \) agents in \( \Omega \) have unknown locations, while the \( M \) anchors in \( \kappa \) have known locations. Let \( \Theta = \Omega \cup \kappa \) be the set of all nodes, agents and anchors, in the network, and \( \mathcal{N}_i(k) \subseteq \Theta \) be the set of neighbors\(^5\) of agent \( i \in \Omega \) at time \( k \). Let \( x^*_i \in \mathbb{R}^m \) be a row vector that denotes the true location of a (possibly mobile) node \( i \in \Theta \) at time \( k \), where \( k \geq 0 \) is the discrete-time index. We describe the evolution of the agent locations as follows:

\[
x^*_{k+1} = f(x^*_k, v_k),
\]

in which \( x^*_k \in \mathbb{R}^{N \times m} \) is the concatenated state of all agents in the network at time \( k \), the function, \( f \), possibly non-linear, captures the temporal evolution of the locations, and \( v_k \) represents the uncertainty in the location evolution at time \( k \). Similarly, assume \( z^i_k \) to denote the local measurement at agent \( i \) and time \( k \). Let \( z_k \) be the collection of all measurements at time \( k \) leading to the following global measurement model:

\[
z_k = g(x^*_k, n_k),
\]

in which \( n_k \) captures the measurement noise. The function, \( g \), denotes the measurement technology further explained below. We denote the set of all measurements acquired at time steps, \( 1, \ldots, k \), by the set

\[
Z_k = \{z_1, z_2, \ldots, z_k\}.
\]

The localization problem is to estimate the true locations, \( x^*_i \), of the mobile agents in the set \( \Omega \) given the measurements in the set \( Z \). Since we are seeking distributed solutions, it should also

\(^5\)Note that a neighbor is defined as any node in the set \( \Theta \) that lies within the communication radius, \( r \), of an agent. Detailed discussion on the notion of neighborhood, quantification of the communication radii, density and distribution of deployment, and related implications can be found in [84].
be emphasized that no agent has knowledge of the entire \( Z_k \) at any give time; only a subset of \( Z_k \) is available at each agent, at time \( k \).

**Motion model:** Regardless of the function \( f \) in Eq. (1), the motion model can be interpreted as the deviation from the current to the next locations, i.e.,

\[
x^{i\ast}_k = x^{i\ast}_{k-1} + \tilde{x}^{i\ast}_k, \quad i \in \Psi, \tag{4}
\]

in which \( \tilde{x}^{i\ast}_k \) is the true motion vector at time \( k \). We note here that the agents are assumed to move in a bounded region in \( \mathbb{R}^m \) and hence \( \tilde{x}^{i\ast}_k \) cannot take values that drive an agent outside this region.

**IV. LOCALIZATION IN MOBILE NETWORKS:**

**BAYESIAN APPROACHES**

As we discussed earlier, accurate, distributed localization algorithms are needed for a variety of 5G IoT and other network applications. In this section, we briefly discuss the basic principles and characteristics of Bayesian methods for solving network localization problems.

**Bayesian Estimation:** In general, Bayesian filtering refers to the process of using Bayes’ rule to estimate the parameters of a time-varying system, which is indirectly observed through some noisy measurements. In the context of localization, given the history of the measurements up to time \( k \), \( Z_k \) as defined in Eq. (3), Bayesian filtering aims to compute the posterior density, \( p(x_k | Z_k) \), of the agents’ locations, \( x_k \), i.e., the agent’s belief about their location at time \( k \). The goal of localization is to make the belief for each agent as close as possible to the actual distribution of the agent’s location, which has a single peak at the true location and is zero elsewhere. Before we explain the Bayesian estimation process, let us define the following terms: The *dynamic model*, \( p(x_k | x_{k-1}) \), captures the dynamics of the system, and corresponds to the motion model in the context of localization; it describes the agents’ locations at time \( k \), given that they were previously located at \( x_{k-1} \). The *measurement model*, \( p(z_k | x_k) \), represents the distribution of the measurements given the agents’ locations at time \( k \). The measurement model captures the error characteristics of the sensors, and describes the likelihood of taking measurement, \( z_k \), given that the agents are located at \( x_k \). The Baysian estimation process can then be summarized in the following steps:

1) **Initialization:** Before the agents start acting (moving) in the environment, they may have initial beliefs about where they are. The process then starts with a prior distribution of agent
locations, $p(x_0)$, which represents the information available on the initial locations of the agents before taking any measurements. For example, in robotic networks such information may be available by providing the robots with the map of the environment. When prior information on agent locations is not available, the prior distribution can be assumed to be uniform.

2) **Prediction:** Suppose the motion model and the belief at time $k-1$, $p(x_{k-1} \mid Z_{k-1})$, are available. Then the predictive distribution of the agents’ locations at time $k$ can be computed as follows:

$$p(x_k \mid Z_{k-1}) = \int p(x_k \mid x_{k-1})p(x_{k-1} \mid Z_{k-1})dx_{k-1}. \quad (5)$$

3) **Update:** Whenever new measurements, $z_k$, is available, the agents incorporate the measurements into their beliefs to form new beliefs about their locations, i.e., the predicted estimate gets updated as follows:

$$p(x_k \mid Z_k) = \frac{p(z_k \mid x_k)p(x_k \mid Z_{k-1})}{p(z_k \mid Z_{k-1})}, \quad (6)$$

in which the normalization constant,

$$p(z_k \mid Z_{k-1}) = \int p(z_k \mid x_k)p(x_k \mid Z_{k-1})dx_k, \quad (7)$$

depends on the measurement model and guarantees that the posterior over the entire state space sums up to one.

In this process, it is standard to assume that the current locations of the mobile agents, $x_k$, follow the Markov assumption, which states that the agent locations at time $k$ depends only on the previous location, $x_{k-1}$, i.e.,

$$p(x_k \mid x_{0:k-1}, Z_{k-1}) = p(x_k \mid x_{k-1}). \quad (8)$$

In other words, according to the Markovian dynamic model, the current locations contain all relevant information from the past. Otherwise, as the process continues and the number of sensor measurements increases, the complexity of computing the posterior distributions grows exponentially over time. Under the Markov assumption, the computation cost and memory demand decrease and the posterior distributions can be efficiently computed without losing any information, making the localization process usable in real-time scenarios.

Bayes filters provide a probabilistic framework for recursive estimation of the agents’ locations. However, their implementation requires specifying the measurement model, the dynamic model,
and the the posterior distributions. The properties of the different implementations of Bayes filters strongly differ in how they represent probability densities over the state, $x_k$, [100]. The reader is referred to [100] for a complete survey of the Bayesian filtering techniques. In what follows, we briefly review Kalman filters and particle filters that are the most commonly used variants of Bayesian methods.

**Kalman Filtering**: When both the dynamic model and the measurement model can be described using Gaussian density functions, and the initial distribution of the agent locations is also Gaussian, it is possible to use Kalman filters, to derive an exact analytical expression to compute the posterior distribution of the agent locations. Mathematically, Kalman filters can be used if the dynamic and measurement models can be expressed as follows:

\[
\begin{align*}
  x_{k+1} &= F_k x_k + v_k, \\
  z_k &= H_k x_k + n_k,
\end{align*}
\]

in which the process noise,

\[ v_k \sim \mathcal{N}(0, Q_k), \]

and the measurement noise,

\[ n_k \sim \mathcal{N}(0, R_k), \]

are Gaussian with zero mean and covariance matrices of $Q_k$ and $R_k$, respectively, and prior distribution is also Gaussian:

\[ x_0 \sim \mathcal{N}(\mu_0, \Sigma_0). \]

In Eq. (9), the matrix $F_k$ is the transition matrix and $H_k$ is the measurement matrix.

Due to linear Gaussian model assumptions in Eq. (9), the posterior distribution of agent locations is also Gaussian, and can be exactly computed by implementing the prediction, Eq. (5), and update, Eq. (6), steps using efficient matrix operations and without any numerical approximations. The Kalman filter algorithm can be represented with the following recursive algorithm, [101]:

\[
\begin{align*}
  p(x_{k-1} | Z_{k-1}) &= \mathcal{N}(m_{k-1|k-1}, P_{k-1|k-1}), \\
  p(x_k | Z_{k-1}) &= \mathcal{N}(m_{k|k-1}, P_{k|k-1}), \\
  p(x_k | Z_k) &= \mathcal{N}(m_{k|k}, P_{k|k}),
\end{align*}
\]
such that

\[ m_{k|k-1} = F_k m_{k-1|k-1}, \]
\[ P_{k|k-1} = Q_{k-1} + F_k P_{k-1|k-1} F_k^T, \]
\[ m_k = m_{k|k-1} + K_k(z_k - H_k m_{k|k-1}), \]
\[ P_{k|k} = P_{k|k-1} - K_k H_k P_{k|k-1}, \]

where

\[ S_k = H_k P_{k|k-1} H_k^T + R_k, \]
\[ K_k = P_{k|k-1} H_k^T S_k^{-1}, \]

are the covariance of \( z_k - H_k m_{k|k-1} \), and the Kalman gain, respectively.

Kalman filters are optimal estimators when the model is linear and Gaussian. They provide efficient, accurate results if the uncertainty in the location estimates is not too high, i.e., when accurate sensors with high update rates are used, [100]. However, in many situations such assumptions do not hold, and no analytical solution can be provided. In such scenarios, the extended Kalman filter can be used that approximates the non-linear and non-Gaussian dynamic and measurement models by linearizing the system using first-order Taylor series expansions.

Particle Filters: As discussed earlier, extended Kalman filter results in a Gaussian approximation to the posterior distribution of the agent locations, and generates large errors if the true distribution of the belief is not Gaussian. In such cases, the Particle filters that generalize the traditional Kalman filtering methods to non-linear, non-Gaussian systems can provide more accurate results. Particle filters, also known as sequential Monte Carlo methods, provide an effective framework to track a variable of interest as it evolves over time, when the underlying system is non-Gaussian, non-linear, or multidimensional. Unlike other Bayesian filters, sequential Monte Carlo method is very flexible, easy to implement and suitable for parallel processing, [102]. Since the dynamic and measurement models are often non-linear and non-Gaussian, sequential Monte Carlo methods are in particular widely employed to solve the localization problem in mobile networks. The particle filter implementation for the localization problem in mobile wireless sensor networks is a recursive Bayesian filter that constructs a sample-based representation of the entire probability density function, and estimates the posterior distribution of agents’ locations conditioned on their observations. The key idea is to represent the required posterior probability
density function by a set of random samples or particles, i.e., candidate representations of agents’ coordinates, weighted according to their likelihood and to compute estimates based on these samples and weights. At time $k$, the location estimate of the $i$-th mobile agent, is represented as a set of $N_s$ samples (particles), i.e.,

$$S_k^i = \{x_k^j, w_k^j\}, \quad j = 1, \ldots, N_s,$$

(10)

in which $j$ indicates the particle index, and the weight, $w_k^j$, also referred to as importance factor, defines the contribution of the $j$-th particle to the overall estimate of agent $i$’s location. These samples form a discrete representation of the probability density function of the $i$-th moving agent, and the importance factor is determined by the likelihood of a sample given agent $i$’s latest observation. The sequential Monte Carlo localization process for each agent can then be summarized in the following steps:

1) **Initialization**: At this stage, $N_s$ samples are randomly selected from the prior distribution of agent locations, $p(x_0)$.

2) **Prediction**: In this step, the effect of the action, from time $k-1$ to $k$, e.g., the movement of the agent according to the dynamic model, is taken into account, and $N_s$ new samples are generated to represent the current location estimate. At this point, a random noise is also added to the particles in order to simulate the effect of noise on location estimates.

3) **Update**: At this stage, sensor measurements are introduced to correct the outcome of the prediction step; each particle’s weight is re-evaluated based on the latest sensory information available, in order to accurately describe the moving agents’ probability density functions.

4) **Resampling**: At this step the particles with very small weights are eliminated, and get replaced with new randomly generated particles so that the number of particles remain constant.

By iteratively applying the above steps, the particle population eventually converges to the true distribution. Sequential Monte Carlo methods have several key advantages compared with the previous approaches: (i) due to their simplicity, they are easy to implement; (ii) they are able to represent noise and multi-modal distributions; and (iii) since the posterior distribution can be recursively computed, it is not required to keep track of the complete history of the estimates, which in turn reduces the amount of memory required, and can integrate observations with higher frequency. However, in general sequential Monte Carlo methods are very time-consuming because they need to keep sampling and filtering until enough samples are obtained for representing the
posterior distribution of a moving node’s position, [83]. Moreover, they often require a high
density of anchors to achieve accurate location estimates.

In order to avoid the complexity of the above approaches and the susceptibility of their
solutions to the initial conditions and the number of available anchors, in the remaining of this
paper, we develop a distributed, linear framework that exploits convexity to provide a solution to
the localization problem both in static and mobile networks. We emphasize that this framework
is based on linear iterations that are readily implemented via local measurements and processing
at the agents, making it further computationally-efficient compared to the aforementioned cen-
tralized and non-linear schemes. Moreover, the proposed solution is distributed, hence reduces
the communication and storage overhead associated with, e.g., Bayesian-based solutions.

V. LOCALIZATION: A LINEAR FRAMEWORK

Traditionally, localization has been treated as a non-linear problem that requires either: (i)
solving circle equations when the agent-to-anchor distances are given; or, (ii) using law of
sines to find the agent-to-anchor distances (and then solving circle equations) when the agent-
to-anchor angles are given, [85]. The former approach is called trilateration, whereas the latter
method is referred to as triangulation. The literature on localization is largely based on traditional
trilateration and triangulation principles, or, in some cases, a combination of both, see [85] for
a historic account; some examples include [84], [103]–[107].

In trilateration, the main idea is to first estimate the distances $r_1$, $r_2$, and $r_3$, to the three nodes with known locations, it can then find its location, $(x, y) \in \mathbb{R}^2$, by solving the following nonlinear circle equations:

\begin{align}
(x - x_1)^2 + (y - y_1)^2 &= r_1^2, \\
(x - x_2)^2 + (y - y_2)^2 &= r_2^2, \\
(x - x_3)^2 + (y - y_3)^2 &= r_3^2,
\end{align}

(11)

where $(x_1, y_1)$, $(x_2, y_2)$, $(x_3, y_3)$ represent the coordinates of the three anchors. The placement
of the anchors is arbitrary.

As discussed in Section III, the distances and/or angles of an agent to its nearby nodes can be measured by using RSSI, ToA, TDoA, DoA, or camera-based techniques, [108], [109].
In a large network, like envisioned with IoT, trilateration would need each agent to find its distance to each of three anchors (in two dimensional space) and then solve the nonlinear equations (11). Clearly, for large number of agents, this will unduly tax the system resources and be infeasible as it will require either placing a large number of anchors so that each agent finds at least three of them or long-distance communication and distance/angle estimates from the agents to a small number of possibly far-away anchors. To avoid these difficulties, we discuss a distributed solution to localize a large number of agents in a network. This localization framework can be thought of as a linear iterative solution to the nonlinear problem posed in terms of the circle equations in (11). We call it a framework as many extensions, including, e.g., mobility in the agents and noise on related measurements and communication, rest on this simple framework.

Fig. 1. Traditional trilateration in $\mathbb{R}^2$; the unknown location is at the intersection of three circles. Each circle is centered around an anchor, indicated by a red triangle. The radius of each circle is the distance between the agent, represented by a solid circle, and the corresponding anchor.

A. Localization in Static Networks: DILOC

As an alternative to the traditional non-linear approaches, we now present a more recent localization framework, called DILOC, [84]–[88], that is based on a reparameterization of the nodes’ coordinates by exploiting a certain convexity intrinsic to the agent deployment. Before we proceed, we explicitly denote the true location of the anchors at time $k$ with $x_k^i \equiv u_k^i \in \mathbb{R}^m, k \in \kappa$, which are known. As briefly mentioned before, in this framework, an agent does not update its location as a function of an arbitrary set of neighbors but as a function of a

---

7 Anchors are denoted by red triangles in all of the subsequent figures.
carefully selected subset of neighbors such that it physically lies inside the convex hull of these neighbors, i.e., a triangulation set of the agent in question. This triangulation set is essentially an \( m \)-simplex in \( \mathbb{R}^m \) that is a triangle in a plane or a tetrahedron in \( \mathbb{R}^3 \). See Fig. 2 (Left) where an agent lies inside the convex hull of three anchors and Fig. 2 (Right) where an agent lies inside the convex hull of three neighboring agents that are not necessarily anchors.

In order to describe DILOC, we first assume that all of the nodes are static, i.e., at any given time, \( k \),

\[
\begin{align*}
\mathbf{x}_k^i &\equiv \mathbf{x}^i, \quad \forall i \in \Theta, \\
\mathbf{u}_k^i &\equiv \mathbf{u}^i, \quad \forall i \in \kappa,
\end{align*}
\]

where \( \mathbf{x}^i \)'s are unknown and \( \mathbf{u}^i \)'s are known. Each agent, \( i \in \Omega \), with unknown location in \( \mathbb{R}^m \) needs to find a triangulation set, denoted as \( \Theta_i \), of \( m + 1 \) neighbors (nodes within the communication radius of agent \( i \)) such that

\[
A_{C(\Theta_i)} > 0 \quad \text{and} \quad i \in C(\Theta_i),
\]

where \( C(\Theta_i) \) denotes the convex hull of the nodes in \( \Theta_i \) and \( A_{C(\Theta_i)} \) denotes the hypervolume of the convex set \( C(\Theta_i) \) in \( \mathbb{R}^m \). In (12), the first equation states that the nodes in \( \Theta_i \) do not lie on a low-dimensional hyper plane in \( \mathbb{R}^m \), while the second states that agent \( i \) lies strictly inside the convex hull formed by the elements of \( \Theta_i \). In simpler terms, e.g., in \( \mathbb{R}^2 \), \( C(\Theta_i) \) is a triangle formed by three nodes and \( A_{C(\Theta_i)} \) is its area; additionally, for a set to be a valid triangulation set in \( \mathbb{R}^2 \), the nodes in the set may not lie on a line in \( \mathbb{R}^2 \). Each node performs the following test to find a triangulation set.

**Convex-hull inclusion test:** In any arbitrary dimension \( m \geq 1 \), at agent \( i \), the following tests determine whether an arbitrary set, \( \overline{\Theta}_i \), of \( m + 1 \) neighbors is a triangulation set or not:

\[
\begin{align*}
i \in C(\overline{\Theta}_i), & \quad \text{if } \sum_{j \in \Theta_i} A_{C(\overline{\Theta}_i \cup \{i\} \setminus j)} = A_{C(\overline{\Theta}_i)}, \\
i \notin C(\overline{\Theta}_i), & \quad \text{if } \sum_{j \in \Theta_i} A_{C(\overline{\Theta}_i \cup \{i\} \setminus j)} > A_{C(\overline{\Theta}_i)}.
\end{align*}
\]

Equation (13) states that, when node \( i \) lies inside the convex hull \( C(\overline{\Theta}_i) \), the sum of the areas of the component triangles, \( A_{i12} + A_{i23} + A_{i13} \), see the left of Fig. 2, equals the area \( A_{123} \) of the triangle formed by the elements of \( \overline{\Theta}_i \). On the other hand, (14) states that, when node \( i \) lies outside the convex hull \( C(\overline{\Theta}_i) \), the sum of the areas of the component triangles is larger than the
area of the triangle defined by the elements of $\Theta_i$. Any subset of exactly $m+1$ neighbors that passes the above test becomes a triangulation set, $\Theta_i$, for agent $i$. The question is now how to compute the areas of these convex hulls and can these areas be computed by the measurement technologies available at the agents. A neat solution that only requires inter-node distances is provided by the Cayley-Menger determinants, $[84], [110]$; inter-node distances can be measured (estimated) using the measurement technologies described earlier.

Cayley-Menger determinants: For any set $\Theta_i$ of $m+1$ nodes, in $\mathbb{R}^m$, the Cayley-Menger determinant is the determinant of an $(m+2) \times (m+2)$ symmetric matrix that uses the pairwise distances of the nodes in $\Theta_i$ to compute (a function of) the hypervolume, $A_{\Theta_i}$, of their convex hull, $C(\Theta_i)$. The Cayley-Menger determinant is given by the following equation:

$$A_{\Theta_i}^2 = \frac{1}{s_{m+1}} \begin{vmatrix} 0 & 1^T_{m+1} \\ 1_{m+1} & D \end{vmatrix},$$

(15)

in which $1_{m+1}$ denotes an $m+1$-dimensional column vector of 1’s, $D = \{d_{ij}\}^2$, $l, j \in \Theta_i$, is the $(m+1) \times (m+1)$ Euclidean matrix of squared distances, $d_{ij}$, within the set, $\Theta_i$, and

$$s_m = \frac{2^m (m!)^2}{(-1)^{m+1}}, \quad m \in \{0, 1, 2, \ldots\}.$$

(16)

Although the sequence $s_m$ grows rapidly with $m$, we are usually locating nodes in $\mathbb{R}^2$ or in $\mathbb{R}^3$, for which the second and third coefficients in the above sequence are $-16$ and $288$, respectively. Simply put, given any set of three nodes in $\mathbb{R}^2$, Eq. (15) computes the (square of the) area of the triangle (in fact, it is equivalent to Heron’s formula on a plane $[111]$) formed by these three nodes. Hence, a convex hull inclusion test can be formulated using these determinants by computing the area of the four underlying triangles. Once a triangulation set $\Theta_i$ is identified at

![Fig. 2. $\mathbb{R}^2$: (Left) Convex-hull inclusion test; (Right) agents, 4, 5, and 6, form a triangulation set for agent $i$; all agents are inside the convex hull of the anchors.](image-url)
each agent, (see Remarks in this section for further discussion on the existence and success of finding these sets), we proceed with the reparameterization using the barycentric coordinates as follows:

**Barycentric coordinates:** For each agent $i \in \Omega$, we now associate a weight, i.e., its barycentric coordinate to every neighbor $j \in \Theta_i$ in its triangulation set, as follows:

$$p_{ij} = \frac{A_c(\Theta_i \cup \{j\})}{A_c(\Theta_i)}, \quad j \in \Theta_i \cap \Omega, \quad (17)$$

$$b_{ij} = \frac{A_c(\Theta_i \cup \{j\})}{A_c(\Theta_i)}, \quad j \in \Theta_i \cap \kappa. \quad (18)$$

We note that the barycentric coordinate associated to a non-anchor neighbor in the triangulation set is denoted by a lowercase $p$, while the one associated to an anchor neighbor is denoted by a lowercase $b$. A triangulation set may not contain any anchor in which case all of these weights are designated with lowercase $p$. The reason for splitting the barycentric coordinates into non-anchors and anchors will become apparent later. We note here that the barycentric coordinates are positive (ratio of hypervolumes) and they sum up to one by (13):

$$\sum_{j \in \Theta_i} (p_{ij} + b_{ij}) = \sum_{j \in \Theta_i \cap \Omega} p_{ij} + \sum_{j \in \Theta_i \cap \kappa} b_{ij} = 1. \quad (19)$$

With all the ingredients in place, i.e., the convex hull test, triangulation sets, and the barycentric coordinates, we now present the linear algorithm that exploits all of this convex geometry and the associated coordinate reparameterization.

**Algorithm:** Before we proceed, recall that the agents are static with true locations, $x^{i\ast}$, and their location estimate at time $k$ is denoted by $x^i_k$. We would like to have an algorithm that converges to (or learns) the true locations, i.e., $x^i_k \to x^{i\ast}$. To this aim, each agent $i \in \Omega$ with a triangulation set $\Theta_i$ updates its location estimate as follows:

$$x^{i}_{k+1} = \sum_{j \in \Theta_i \cap \Omega} p_{ij} x^j_k + \sum_{j \in \Theta_i \cap \kappa} b_{ij} u^j, \quad i \in \Omega. \quad (20)$$

Clearly, when a triangulation set does not contain any anchor ($\Theta_i \cap \kappa = \emptyset$), the second part of the above iteration is empty and the entire update is in terms of the neighboring non-anchor agents (in $\Omega$) that also do not know their locations. Since there are $N$ agents in the set $\Omega$, there are a total of $N$ vector equations (20) that we refer to as barycentric system of equations.

---

8 As a side note, these coordinates are attributed to the work by Möbius [112], while a simpler version of the Cayley-Menger determinant is associated to Lagrange, see [85] for a historical account.
To get some insight into (20) consider one agent and two anchors on a line, with true positions $c^*, a^*, b^*$, respectively, such that $a^* < c^* < b^*$. One can verify that $c^* \in (a^*, b^*)$ and (20) reduces to

$$c_{k+1} = \frac{b^* - c^*}{b^* - a^*}a^* + \frac{c^* - a^*}{b^* - a^*}b^* = c^*.$$  

The barycentric coordinates are a function of the length of the line segments (hyper-volume of a $m = 1$-simplex) that are computed with the distance estimates. Since, in this simple example, the agent expresses its location in terms of the two anchors, DILOC provides the correct location in one-step. When the neighbors are non-anchors, $a^*$ and $b^*$ are also unknown and are (naturally) replaced by their estimates, i.e., $a_k$ and $b_k$, and we study how this linear, time-invariant, system of equations evolve over time, and where does it converge (if it does). The analysis for arbitrary $\mathbb{R}^m$ is considered next.

**Analysis:** We now write the barycentric system of equations (20) in compact matrix-vector notation by defining

$$x_{k+1} = \begin{bmatrix} x^1_{k+1} \\ \vdots \\ x^N_{k+1} \end{bmatrix}, \quad u^* = \begin{bmatrix} u^1 \\ \vdots \\ u^M \end{bmatrix}$$

where $[0, 1)^{N \times M}$ denotes an $N \times M$ matrix with elements in the interval $[0, 1)$. Then, in vector format, (20) becomes

$$\text{DILOC:} \quad x_{k+1} = Px_k + Bu^*.$$  

(21)

The reason for splitting the barycentric coordinates is now apparent. In (21), the matrices, $P$ and $B$, collect the barycentric coordinates and the vectors, $x_k$ and $u^*$, the agent and anchor coordinates, respectively. DILOC’s convergence is summarized in the following theorem.

**Theorem 1.** In $\mathbb{R}^m$, assume that the agents lie inside the convex hull of a non-coplanar set of anchors, i.e., $C(\Omega) \in C(\kappa)$ with $A_{C(\kappa)} > 0$. If each agent successfully finds a triangulation set, then DILOC in (21) converges to the true agent locations.
The detailed proof is beyond the scope of this paper and can be found in [84]. Here we provide a brief overview. First note that Eq. (21) can be further rewritten as

\[
\begin{bmatrix}
  u^* \\
  x_{k+1}
\end{bmatrix} = \begin{bmatrix}
  I & 0 \\
  B & P
\end{bmatrix} \begin{bmatrix}
  u^* \\
  x_k
\end{bmatrix} \triangleq \Upsilon,
\]

(22)

Intuitively, the system matrix \( \Upsilon \) of the above LTI system can be interpreted as a transition probability matrix of a Markov chain because it is non-negative and its rows sum to 1; recall that the barycentric coordinates are positive and sum to 1, see (19). This Markov chain has exactly \( m + 1 \) absorbing states, because of the identity \( m \times m \) block in the upper left corner, while the rest of the states are transient. Under the purview of the convexity condition that all agents lie inside the convex hull of the anchors in Theorem (1) and that each agent successfully triangulates (the latter is in fact a consequence of the former), one can show that this is an absorbing Markov chain, i.e., all transient states have a path to the absorbing states, resulting into \( \rho(P) < 1 \), where \( \rho \) denotes the spectral radius of a matrix. Successive iterations thus result into:

\[
\Upsilon^{k+1} = \begin{bmatrix}
  I_M & 0 \\
  \sum_{\ell=0}^{k} P^\ell B P^{k+1}
\end{bmatrix},
\]

and in the limit

\[
\lim_{k \to \infty} \Upsilon^{k+1} = \begin{bmatrix}
  I_M & 0 \\
  (I_N - P)^{-1} B & 0
\end{bmatrix},
\]

from which it follows that

\[
\lim_{k \to \infty} x_k = (I_M - P)^{-1} Bu^*,
\]

(23)

which in fact constitutes the true coordinates of the agents expressed in terms of the barycentric coordinates with respect to the anchors [84]. Note that the limit in (23) to the true agent locations results regardless of the initial conditions.

**DILOC Remarks:** It is imperative to discuss the intuition behind some of the arguments made while presenting DILOC and its advantages over traditional setups.

(i) We first discuss the assumption that all agents strictly lie inside the convex hull of the anchors, i.e., \( \mathcal{C}(\Omega) \subseteq \mathcal{C}(\kappa) \). With the help of this assumption, one can show that each agent will successfully find a triangulation set, not necessarily composed by anchors. The exact
probability of successfully finding a triangulation set in a small radius around an agent depends on the density of the agents and the probability distribution of the deployment. Details of these arguments can be found in [84].

(ii) Next, for a non-coplanar set of anchors in $\mathbb{R}^m$, one must have at least $m + 1$ anchors providing a lower bound on the number of anchors. Since we assumed that $C(\Omega) \in C(\kappa)$, all the agents must either lie inside the triangle formed by three anchors in $\mathbb{R}^2$ or inside the tetrahedron formed by four anchors in $\mathbb{R}^3$. We emphasize that this deployment condition to localize an arbitrary number of static agents in $\mathbb{R}^m$ is exactly the same as localizing one static agent in $\mathbb{R}^m$. In this sense, DILOC provides a scale-free solution.

(iii) The resulting framework becomes extremely practical and highly relevant to the IoT settings described earlier as the GPS and line-of-sight to the GPS requirements are replaced with a simple infrastructure requirement of placing, e.g., eight anchors at the eight corners of a big warehouse, office, or a building (effectively a cuboid in $\mathbb{R}^3$). In other words, the global line-of-sight (each agent communicating to the anchor) is substituted with a local line-of-sight where each agent has a communication path that leads to the anchors via neighboring agents.

(iv) The iterative linear convex DILOC in (20) or (21) contrasts with traditional trilateration. Trilateration requires each agent to solve the nonlinear problem given in (11) and leads to major drain on the agents’ and/or anchors’ resources while creating a major communication bottleneck, as the anchors must continuously broadcast their message to all the agents, no matter how far they are. In 5G environments, trilateration will require line-of-sight from every agent or user or device to anchors. In comparison, DILOC provides a linear (iterative) solution and only requires local communication, no LoS to anchors but only to neighboring nodes. The power needed by agents to communicate locally to their neighbors in their triangulation set is steerable, in the following sense. At the set-up phase, when agents look to determine who are other nodes in their triangulation set, they can start transmitting with a minimum power level. If at that level, they find $m + 1$ other nodes they can transmit at this power level. If they cannot find $m + 1$ such nodes, they increase the power level to reach further away nodes. Once they reach $m + 1$ nodes there is no need to increase further the transmitting power.

(v) There are several issues that have been addressed in the literature. For example, incorporating all available agents in the DILOC update instead of only $m + 1$, incorporating
all available anchors instead of the minimum $m + 1$, developing randomized strategies to improve on the worst-case convergence rates, extending the setup to include agents that do not reside inside the anchor convex-hulls, extending to continuous-time algorithms to tackle on frequency-dependent noise, incorporating environmental imperfections, and extending to mobile agents which move arbitrarily in a bounded region. We refer the interested readers to the following relevant body of literature on this topic: [86]–[88], [99], [113]–[117].

In the next sections, we consider two of the most significant extensions that are built on this framework, i.e., addressing communication noise and imperfect distance measurements in Section VI and incorporating agent mobility and non-deterministic motion in Section VII.

VI. DILOC IN RANDOM ENVIRONMENTS

We now consider DILOC under environmental imperfections that are relevant to IoT settings. We make the following assumptions on the types of noises and disturbances.

**Assumption R0: Data packet drops:** Peer-to-peer communication on ad hoc wireless networks is marred with data packet drops. In order to address such packet drops or communication link failures, we assume that the communication link ($i \leftarrow j$) is active with a non-zero probability, $q_{ij} \in (0, 1]$, at each iteration. At time $k$, we model this link by a binary random variable, $e_{ij}(k)$, such that

$$e_{ij}(k) = \begin{cases} 1, & \text{w.p. } q_{ij}, \\ 0, & \text{w.p. } 1 - q_{ij}, \end{cases}$$

(24)

where $e_{ij}(k) = 1$ shows perfect communication at time $k$.

**Assumption R1: Communication noise:** In order to address communication noise over peer-to-peer wireless networks, we model the data exchange to be imperfect and corrupted with additive noise. In particular, agent $i$ receives only a corrupt version, $y_{ij}(k)$, of node $j$’s state, $x_j(k)$, given by

$$y_{ij}(k) = x_j(k) + v_{ij}(k).$$

(25)

The components of the noise vector, $v_{ij}(k)$, are independent and zero-mean with finite second moments.

**Assumption R2a: Noisy distance measurements:** The DILOC setup of Section V assumes perfect knowledge of inter-node distances to compute the barycentric coordinates. However, these distances may not be known perfectly in reality. We now assume that the agents only
know distance estimates, \( \hat{d}_{ij}(k) \), computed from noisy distance measurements at time \( k \), e.g., Received-Signal-Strength, RSS, or Time-of-Arrival, TOA, see [84]–[86], [118] for further details on this setup. Due to imperfect distances, the system matrices, \( P \) and \( B \), become a function of both time, \( k \), and distance estimates, denoted by \( \hat{P}_k(\hat{d}_k) \) and \( \hat{B}_k(\hat{d}_k) \), where we ignore the parentheses in the sequel to simplify notation. Assuming the distance measurements to be statistically independent over time, we split the system matrices as

\[
\hat{P}_k = P + S_P + \tilde{S}_P(k) \triangleq \{\hat{p}_{ij}(k)\}, \quad (26)
\]

\[
\hat{B}_k = B + S_B + \tilde{S}_B(k) \triangleq \{\hat{b}_{ij}(k)\}, \quad (27)
\]

where \( S_P \) and \( S_B \) are measurement error biases, and \( \{\tilde{S}_P(k)\}_{k \geq 0} \) and \( \{\tilde{S}_B(k)\}_{k \geq 0} \) are independent random matrices with zero-mean and finite second moments.

Note that since Assumption R2a only uses current distance estimates, the resulting matrices of barycentric coordinates have constant error biases, i.e., \( S_P \neq 0 \) and \( S_B \neq 0 \). This is because the relationship of converting distance measurements to barycentric coordinates is non-linear. Clearly, a more accurate scheme, described next, is to utilize the information from past distance measurements, so that one computes the system matrices as a function of the entire past.

**Assumption R2b: Consistency in distance estimates:** Let \( \{Z(k)\}_{k \geq 0} \) be any sequence of inter-node distance measurements collected over time. We assume that there exists a sequence of estimates \( \{\overline{d}_k\}_{k \geq 0} \) such that, for all \( k \), \( \overline{d}_k \) can be computed efficiently from \( \{Z(s)\}_{s \leq k} \) and we have

\[
\mathbb{P} \left[ \lim_{k \to \infty} \overline{d}_k = \overline{d}^* \right] = 1. \quad (28)
\]

In other words, by a statistically-efficient process (e.g., optimal filtering) based on past distance information, we can estimate the required inter-agent distances to arbitrary precision as \( k \to \infty \).

We now present two variations of DILOC, (21), namely, Distributed Localization in Random Environments (DLRE, [84]) and Distributed Localization Algorithm with Noisy Distances (DILAND, [86]) that improve DILOC under the imperfect scenarios described by Assumptions R0-R2. In particular, DLRE is based on Assumptions R0-R2a and uses only the current distance measurements, while DILAND is based on Assumptions R0, R1, R2b, and utilizes the entire history of distance measurements.

### A. DLRE

The DLRE algorithm is described in the following theorem.
Theorem 2 (Theorem 3, [84]). Under the noise model $R0-R2a$, the DLRE algorithm given by

$$x_i(k+1) = (1 - \alpha(k))x_i(k) + \alpha(k) \left[ \sum_{j \in \Omega \cap \Theta_i} \frac{e_{ij}(k)\hat{p}_{ij}(k)}{q_{ij}(k)} (x_j(k) + v_{ij}(k)) + \sum_{j \in \kappa \cap \Theta_i} \frac{e_{ij}(k)\hat{b}_{ij}(k)}{q_{ik}(k)} (u^*_j + v_{ij}(k)) \right] ,$$

(29)

for $i \in \Omega$, with $\alpha(k) \geq 0$ satisfying the persistence conditions:

$$\alpha(k) \geq 0, \quad \sum_k \alpha(k) = \infty, \quad \sum_k \alpha^2(k) < \infty,$$

(30)

converges almost surely to

$$\lim_{k \to \infty} X(k+1) = (I - P - SP)^{-1}(B + SB)U(0).$$

(31)

The detailed proof of DLRE can be found in [84]. Here, we briefly describe the intuition behind the algorithm and its proof. The DLRE update, at time $k+1$, is essentially a (time-varying) linear combination of an agent $i$’s state, $x_i(k)$, and the information that comes from its neighbors, at time $k$. Self-information from the past is weighted by $1 - \alpha(k)$ and since $\alpha(k) \to 0$, necessary for (30) to hold, self-information gets weighted more and more over time and the contribution from neighbors goes to zero. In fact, because of this dynamic weighting, the iterate $x_i(k)$ must converge as the information from neighbors (that further includes a new noise sample at each iteration) is weighted out over time. However, the rate at which the neighboring contribution is weighted out is carefully selected by the conditions in (30). Loosely speaking, the weighting with $\alpha(k)$ goes to zero (square summable) but not too fast (infinite sum) allowing the just right amount of information mixing before the neighboring contribution is rejected. The justification behind these arguments come from the stochastic approximation literature, see [119] for details.

Next, much the same way as in DILOC, DLRE expresses agent $i$’s location estimate as a function of its non-anchor and anchor neighbors in the triangulation set, i.e., $\Omega \cap \Theta_i$ and $\kappa \cap \Theta_i$, respectively. The communication from these neighboring nodes has the additive noise component, from Assumption $R1$. Second, the barycentric coordinate that was $p_{ij}$ in DILOC is replaced by a barycentric estimate, $\hat{p}_{ij}(k)$, that is time-varying and is distorted by a bias and zero-mean error, see Assumption $R2a$. Finally, random link failures are taken care of by the binary random variable, $e_{ij}(k)$, in front of the barycentric estimate; this term is further divided by the probability, $q_{ij}$, of this link being active. Intuitively, division by $q_{ij}$ ensures that, if a link is
active 10% of the time, the contribution of the corresponding barycentric coordinate is magnified appropriately to counter for the instances the link is dormant. Clearly, DLRE converges to the exact agent locations for unbiased random system matrices, i.e., \( S_P = S_B = 0 \), as established in Theorem 2. As pointed out earlier, even if the distance estimates are unbiased, the system matrices computed from them may be biased. In such a situation, the DLRE leads to a nonzero steady state error (bias) that is precisely quantified in (31).

**B. DILAND**

For the sake of clarity in the following presentation, we analyze DILAND only in the context of noisy distance measurements and assume perfect communication without any link failures and communication noise. The appropriate modifiers in the case of link failures and communication noise are exactly the same as DLRE and hence we ignore them in the following. In order to describe DILAND, we let \( \mathbf{P}(d_k) = \{ p_{ij}(k) \} \) and \( \mathbf{B}(d_k) = \{ b_{ij}(k) \} \) be the matrices of barycentric coordinates computed at time \( k \) from the distance estimate \( d_k \), where we will drop the argument in \( \mathbf{P} \) and \( \mathbf{B} \) as before. Recall from Assumption R2b that the distance estimate \( d_k \) is a function of the entire history of distance measurements up to time \( k \). The DILAND algorithm is described in the following theorem.

**Theorem 3** (Theorem 3, [86]). *Under the noise model R2b, the DILAND algorithm given by*

\[
\begin{align*}
\mathbf{x}_i(k+1) &= (1 - \alpha(k))\mathbf{x}_i(k) + \alpha(k) \\
&\quad \left[ \sum_{j \in \Omega \cap \Theta_i} p_{ij}(k)\mathbf{x}_j(k) + \sum_{j \in \kappa \cap \Theta_i} b_{ij}(k)\mathbf{u}^*_j \right],
\end{align*}
\]

\( \forall i \in \Omega, \) with \( \alpha(k) \geq 0 \) satisfying the persistence conditions:

\[
\alpha(k) \geq 0, \quad \sum_k \alpha(k) = \infty,
\]

*converges a.s. to the exact agent locations* \( t \to \infty \).

The detailed proof of DILAND can be found in [86]. We note that DILAND relies on a key assumption that the distance estimates are a function of all past distance measurements. Due to this, the system matrices \( \mathbf{P}, \mathbf{B} \), at any time \( k \), are a function of past distance measurements, unlike DLRE, where they are assumed to be independent over time. DLRE thus is analyzed in the standard stochastic approximation framework with independent perturbations (see, for
example, \[119]\), while the analysis of DILAND is based on stochastic iterations with non-Markovian perturbations. As we mentioned before, DILAND can be extended to cover data packet drops and communication noise but the analysis requires the additional finite summability condition on the weight sequences, \(\alpha(k)\). Finally, we note that an alternative to DILAND can be to estimate inter-node distances by initially collecting and averaging a large number of measurements and then run DLRE. Whether to implement a real-time algorithm that only uses current distance measurements or the entire history, or to run a batch algorithm where distances are estimated a priori, akin to a “training phase,” are clear trade-offs and depend on implementation requirements.

DILOC and its extensions to account for environmental imperfections perform localization in static networks. The implementation of DILOC does not immediately carry over to mobile networks, because in mobile networks: (i) agents may move in and out of the convex hull formed by the anchors; (ii) an agent may not be able to find a triangulation set at all times; (iii) the neighborhood at each time step changes as agents move. In order to deal with these issues, in the next section, we develop an extension to DILOC that is opportunistic, i.e., the agents update their location estimate when they are successful in finding a valid triangulation set and do not update otherwise. The resulting algorithm is non-deterministic due to arbitrary motion models at the agents and requires a fresh look at the convergence of linear, time-varying systems when their constituent system matrices can take random values.

VII. LOCALIZATION IN MOBILE NETWORKS: EXTENDING TRILATERATION VIA CONVEX HULLS

In this section, we explore the idea of how to extend DILOC to tackle the localization problem in networks of moving objects. Before we proceed with the algorithm, let us explain why the traditional trilateration approach cannot be applied directly for localization of moving objects. Consider a network of \(N = 5\) agents, with unknown locations, and \(M = 3\) anchors, all moving in a bounded region according to an arbitrary motion model, as shown in Fig. \[\text{X}\] (Left). As explained in Section \[\text{Y}\] whenever an agent finds \(3\) anchors in its vicinity, it can localize itself by first measuring its distances to the anchors and then finding the intersection of three circles centered at each anchor location. The problem with this approach is twofold: (i) since each agent has to find at least three neighboring anchors in order to find its location, a relatively large number of anchors has to be deployed in the region of interest; (ii) due to non-linearity of the
circle equations, it can not be directly extended to iteratively solve the localization problem. A
time-varying extension of DILOC is immediately not applicable as an agent may not find three
neighbors at all time.

In order to deal with these issues, we provide an opportunistic convexity-based linear algo-
rithm, where an agent updates its location estimate as a convex combination of the states of
the neighbors, agents and/or anchors, only if it happens to move inside their convex hull, see
Fig. 3 (Right). We first consider noiseless scenarios and provide the conditions under which the
proposed algorithm converges to the agents’ true locations without the presence of any central or
local coordinator. We then study the effects of noise on the motion and distance measurements
and provide modifications to the original algorithm to counter the undesirable effects of noise.
Although our approach is applicable to arbitrary dimensions, we use $\mathbb{R}^2$ in the remainder of the
paper for simplicity and ease of illustration.

A. Distributed Localization Algorithm

We now describe the localization algorithm in $\mathbb{R}^2$ while the extension to $\mathbb{R}^3$ follows similar
arguments. At the beginning (time $k = 0$), each agent is assigned with a random estimate of its
initial location. This estimate does not necessarily has to be the coordinates of a point inside the
region of motion and is completely random. We then consider two update scenarios for agent $i$
in any given time $k > 0$:

Case (i): If agent $i$ does not find at least 3 neighbors at time $k$, i.e., $0 \leq |N_i(k)| < 3$, it does
not perform any update except adding the motion vector to its past location estimate:

$$x_{k+1}^i = x_k^i + \tilde{x}_{k+1}^i.$$  (34)
Case (ii): If agent $i$ finds at least 3 neighbors at time $k$, i.e., $|\mathcal{N}_i(k)| \geq 3$, it performs the inclusion test, as explained in Section V, on the possible subsets of 3 neighbors to determine if it lies inside a convex hull. If there is no subset for which the test is passed, agent $i$ uses the update in Eq. (34). If the test is passed and there exists $\Theta_i(k) \subseteq \mathcal{N}_i(k)$, then it applies the following update:

$$x_{i, k+1} = \alpha_k x_{i, k} + (1 - \alpha_k) \sum_{j \in \Theta_i(k)} a_{ij}^k x_{j, k} + \tilde{x}_{k+1}^i,$$

in which $\alpha_k$ is a design parameter such that

$$\alpha_k = \begin{cases} 
1, & \forall k \mid \Theta_i(k) = \emptyset, \\
\in [\beta, 1), & \forall k \mid \Theta_i(k) \neq \emptyset, \beta > 0.
\end{cases}$$

(36)

Note that according to (36), when the agent cannot find a triangulation set, $\alpha_k = 1$, the second term in (35) is zero and the agent’s location estimate does not change from time $k$ to $k+1$ (except for incorporating the motion). On the other hand, if the agent finds a triangulation set among its neighbors at time $k$, the weight it assigns to its previous location estimate is lower-bounded by $\beta$. Therefore, (36) guarantees that the agents do not completely forget the valuable location information they have acquired in the past. An agent forgets past information, e.g., by updating with respect to a triangulation set that contains three other agents whose estimates have not been improved from the initial guess; an $\alpha_k$ of at least $\beta > 0$ ensures that this does not happen.

By separating the weights assigned to the agents and anchor(s), we can express the above algorithm in matrix form as

$$x_{k+1} = P_k x_k + B_k u_k + \tilde{x}_{k+1}, \quad k > 0,$$

(37)

where $x_k$ is the vector of agent coordinates at time $k$, $u_k$ is the vector of anchor coordinates at time $k$, and $\tilde{x}_{k+1}$ is the change in the location of agents at the beginning of the $k$-th iteration according to the motion model. Also $P_k \triangleq \{(P_k)_{i,j}\}$ and $B_k \triangleq \{(B_k)_{i,j}\}$, the system and input matrices of the above linear time-varying system, contain the weighted barycentric coordinates with respect to the agents with unknown locations, and anchors, respectively. It can be inferred from (36) that the self-weight at each agent is always lower bounded, i.e.,

$$0 < \beta \leq (P_k)_{i,i} \leq 1, \forall k, i \in \Omega.$$

(38)

Since anchors play the role of the input in the above linear time-varying system and inject true information into the network, we must also set a lower bound on the weights assigned to
the anchor states. To this aim, we assume that, if an anchor is involved in an update, i.e., for any \((B_k)_{i,m} \neq 0\), we have

\[
0 < \alpha \leq (B_k)_{i,m}, \quad \forall k, i \in \Omega, m \in \Theta_i(k) \cap \kappa.
\] (39)

The above assumption implies that, if there is an anchor in the triangulation set it always contributes a certain amount of information. Since the weights are barycentric coordinates and directly tied to the agent’s location inside the convex hull, having a minimum weight on an anchor implies that an update occurs only if an agent lies in an appropriate location inside the convex hull of 3 nodes (in \(\mathbb{R}^2\)) in the triangulation set (one of which is an anchor). According to (39), the weight assigned to the anchor should be at least \(\alpha\).

Note that, with the lower bounds on the self-weights and the weights assigned to the anchors according to (38) and (39), and assuming, without loss of generality, that at most one update occurs at time \(k\), say at agent \(i\), the system matrix, \(P_k\), is either

(i) the identity, when there is no update with the neighbors; or,
(ii) the identity except a stochastic \(i\)-th row, when no anchor is involved in the update at agent \(i\); or,
(iii) the identity except a sub-stochastic \(i\)-th row, when there is at least one anchor in the triangulation set of agent \(i\).

We have studied the asymptotic behavior of linear time-varying systems with sub-stochastic system matrices and its applications in [120]–[123]. In what follows, we use the results on the convergence of an infinite product of (sub-) stochastic matrices, to provide a sufficient condition for the iterative localization algorithm to converge to the true locations of mobile agents.

**B. Distributed localization: Analysis**

We now provide our main result in the following theorem:

**Theorem 4.** Consider a network of \(N\) mobile agents moving in a bounded region of interest in the presence of at least one anchor. Assume (38) and (39) to hold. Then, (37) asymptotically converges to the true agent locations if each agent establishes a communication path to an anchor, possibly via intermediate agents and over multiple time-steps, in a bounded time, infinitely often.
Here we provide an intuitive explanation of this theorem. The agent’s true locations evolve according to the following updates:

\[
x_{k+1}^* = P_k x_k^* + B_k u_k + \tilde{x}_{k+1}.
\] (40)

By subtracting (37) from (40), we can find the following error dynamics,

\[
e_{k+1} \triangleq x_{k+1}^* - x_{k+1} = P_k (x_k^* - x_k) = P_k e_k,
\]

\[
e_{k+1} = \prod_{l=0}^{k} P_l e_0,
\]

which converges to zero regardless of the initial error, \(e_0\), if

\[
\lim_{k \to \infty} \prod_{l=0}^{k} P_l = 0_{N \times N}.
\] (41)

We have studied the asymptotic behavior of linear time-varying systems with sub-stochastic system matrices in [120]. In particular, we show that, by assuming (38) and (39) the infinite product of system matrices, \(P_k\)’s, converges to zero if the agents are connected to an anchor in a bounded time, infinitely often. By connected, we mean that information from an anchor travels to each agent, possible over several intermediate agents and over multiple time-steps. All that is needed is that this information is received by each agent in a bounded time and hence, each agent receives this information infinitely often over an infinite number of iterations. As a result, (41) holds and the asymptotic convergence of (37) to the true agent locations follows.

The reader can refer to [124] for a detailed proof of the above theorem. In fact, we have proved a much weaker convergence condition than provided in Theorem 4, i.e., the information from an anchor does not necessarily has to reach all agents in a bounded time. In particular, under the assumptions in (38) and (39), the infinite product of sub-stochastic system matrices converges to zero as long as the number of iterations, in which the anchor information propagates through the network, grows slower than a certain exponential rate. In other words, the information still propagates in a finite time but the lengths of these information-propagation time-intervals do not need to have a uniform bound. We refer to this criteria as unbounded connectivity.

C. How many anchors are required?

As we discussed in Section IV one of the issues with Bayesian approaches for localization is that they require a high density of anchors to achieve accurate results, which in turn adds to the cost of the localization process. Therefore, it is meaningful to investigate the minimal
number of anchors that is required for localizing an arbitrary number of moving agents using the localization algorithm proposed in Section VII-A. Before providing the main result\(^9\), let us denote the motion at agent, \(i \in \Omega\), and anchor, \(j \in \kappa\), by \(M_i\) and \(U_j\), respectively. Suppose agent 1 is moving along a vertical line; this line forms \(M_1\) and \(\dim M_1 = 1\). Note that \(M_i\) (or \(U_j\)) includes all possible locations that the \(i\)-th agent (or the \(j\)-th anchor) occupies throughout the localization process. Now consider another agent, say agent 2, which is moving along a vertical line parallel to \(M_1\); in this case we will have

\[
\dim \bigcup_{i=1,2} M_i = \dim M_2 = 1.
\]

However, if the two lines are linearly independent, they span \(\mathbb{R}^2\), and we will have

\[
\dim \bigcup_{i=1,2} M_i = 2.
\]

Note that in the above cases if the agent moves in opposite directions along the line of motion, the dimension of the motion subspace still remains one.

Assuming \(\mathbb{R}^m\), in \([124]\) we show that the motion of the agents and anchors in \(l \leq m\) dimensions allows us to reduce the number of anchors from \(m + 1\) by \(l\). The following theorem, provides necessary conditions for the proposed algorithm to track the true location of mobile agents.

**Theorem 5.** For the linear time-varying dynamics in (37) to converge to the true locations of the agents, the following conditions must be satisfied:

\[
|\kappa| \geq 1, \tag{42}
\]

\[
|\kappa| + |\Omega| \geq m + 2, \tag{43}
\]

\[
|\kappa| + \dim \bigcup_{i \in \Omega} M_i + \dim \bigcup_{j \in \kappa} U_j \geq m + 1. \tag{44}
\]

The proof of the this theorem is beyond the scope of this paper and is treated in \([124]\).

Since we can provide mobile agents with up to \(m\) degrees of freedom in their motion in \(\mathbb{R}^m\), according to Theorem 5, an arbitrary number of mobile agents, \(|\Omega| \geq m + 1\), can be localized in the presence of only one, \((m + 1) - m\), anchor. This is in stark contrast with most Bayesian-based localization algorithms that require a relatively large number of anchors. Also note that the traditional trilateration scheme with static agents requires at least 3 anchors in \(\mathbb{R}^2\). Therefore, assuming \(m + 1\) anchors in \(\mathbb{R}^m\) has been standard in all trilateration-based localization algorithms in the literature, see e.g., \([105]\), \([125]\).

\(^9\)See \([124]\) for technically rigorous statements and a comprehensive discussion.
D. Effects of noise

So far we assumed that the distance measurements that are used in (15) to compute the Cayley-Menger determinants and motion vector in (35) are noiseless. In order to take measurement noise and inaccuracy in the motion model into account, we denote the true distance between any two nodes, $i$ and $j$, measured at the time of communication, $k$, by $\tilde{d}_{ij}^k$, and assume that agent $i$ can only measure a noisy version of this distance:

$$\tilde{d}_{ij}^k = \tilde{d}_{ij}^{*} + r_{ij}^k, \quad i \in \Omega,$$

where $r_{ij}^k$ is the noise on the distance measurement at time $k$. We assume that agent $i$ can obtain a noisy version of its motion:

$$\tilde{x}_i^k = \tilde{x}_i^{*} + n_i^k, \quad i \in \Omega,$$

in which $n_i^k$ denotes the measurement noise at time $k$. The noise on the motion and distance measurements degrades the performance of the algorithm and in certain cases the location error is larger than the region of motion. We now provide the following modifications, M1-M3, to the proposed algorithm to counter the undesirable effects of noise.

M1: If an agent is located close to the boundary of a convex hull, the noise on the distance measurements may affect the inclusion test results. According to (16), in order to get meaningful values for the areas and volumes in $\mathbb{R}^2$ and $\mathbb{R}^3$, the corresponding Cayley-Menger determinants computed with perfect distance measurements must be negative and positive, respectively. Thus, an agent does not perform an inclusion test if the corresponding Cayley-Menger determinant is positive in $\mathbb{R}^2$, or negative in $\mathbb{R}^3$.

M2: Even in the case of perfect distance measurements, the inclusion test results may not be accurate due to the noise on the motion, which in turn corresponds to imperfect location updates at each and every iteration. To address this issue, even if the inclusion test is passed at time $k$ by a triangulation set, $\Theta_i(k)$, agent $i$ performs an update only if

$$\epsilon_i^k = \left| \frac{\sum_{j \in \Theta_i(k)} A_{\Theta_i(k) \cup \{i\} \setminus \{j\}} - A_{\Theta_i(k)}}{A_{\Theta_i(k)}} \right| < \epsilon,$$

where $\epsilon_i^k$ is the relative inclusion test error at time $k$ for agent $i$, and $\epsilon$ is a design parameter.

M3: After computing the weights using the noisy distance measurements, the updating agent normalizes the weights assigned to each neighbor in order to preserve convexity.
A detailed analysis addressing noise is beyond the scope of this paper and is discussed in more detail in [124]. We show the effectiveness of the above modifications via simulation in the next section.

VIII. SIMULATIONS

In this section, we provide simulation results to illustrate the effectiveness of the proposed mobile localization algorithm, (35), in the presence of one anchor in \( \mathbb{R}^2 \). Let the true location of the \( i \)-th node, \( i \in \Theta \), be decomposed as \( x^i_k = [x^i_k \ y^i_k] \). We consider Random Waypoint motion model, [90], which can be expressed for node \( i \) as follows:

\[
x^i_{k+1} = x^i_k + d^i_{k+1} \cos(\theta^i_{k+1}),
\]

\[
y^i_{k+1} = y^i_k + d^i_{k+1} \sin(\theta^i_{k+1}),
\]

where \( d^i_{k+1} \) and \( \theta^i_{k+1} \) denote the distance and angle traveled by node \( i \), between time \( k \) and \( k+1 \), and are random. We choose, \( d^i_k \) and \( \theta^i_k \), to have uniform distribution over the intervals \([0 \ d_{\max} = 5m]\) and \([0 \ 2\pi]\), respectively, such that the agents remain inside the region of interest. We assume that the noise on the distance and angle that agent \( i \) travels at time \( k \) are Gaussian with zero mean and the following variances,

\[
\sigma^i_d^2 = K_d^2 D^i_k,
\]

\[
\sigma^i_\theta^2 = K_\theta^2 D^i_k,
\]

where \( D^i_k \) represents the total distance that agent \( i \) has traveled up to time \( k \). We also assume that the noise on the distance measurement at time \( k \) is normal with zero mean and the variance of \( \sigma^i_r^2 = K_r^2 k \). Thus, the variances of the odometry measurements are proportional to the total distance an agent has traveled, and the variance on the distance measurements (to the neighboring agents) increases with time. Such assumptions are standard, e.g., in the robotics literature [63], [126].

In the beginning, all nodes are randomly deployed within a region, which is a \( 20 \text{ m} \times 20 \text{ m} \) square. We set the communication radius to \( r = 2 \text{ m} \). All agents are initially assigned with random location estimates. We set \( \alpha_k = \beta = 0.01 \) to ensure that the agents do not completely forget the past information and \( \alpha = 0.01 \) to guarantee a minimum contribution from the anchor when it is involved in an update. To characterize the convergence, we choose the second norm of the error vector, \( e_k \). It can be seen in Fig. 4 (Left) that the error in the localization algorithm
converges to zero in the absence of noise for networks with one mobile anchor and 5, 10, 20, and 100 mobile agents. Fig. 4 (Right) shows the effect of increasing the self-weight on the rate of convergence for networks with 5, 10, 20 mobile agents. In Fig. 5 (Left), we show the percentage of the iterations that an agent finds a different number of neighbors in those networks. For example, in a network of 5 agents and one anchor, an agent finds no neighbors during 40% of the iterations and finds only one neighbor in 38% of the iterations. Fig. 5 (Right) shows the ratio of the total number of updates to the number of iterations. In our simulations, we fix the number of iterations to 3000, and take the average over \( n = 20 \) Monte Carlo simulations. On average, an agent in networks with one anchor and 5, 10, and 20 agents, performs 31, 171, and 422 updates, respectively. Finally, Fig. 6 shows that with \( K_d = K_\theta = K_r = 5 \times 10^{-3} \), by modifying the algorithm according to Section VII-D (with \( \epsilon = 20\% \)), the localization error is bounded by the communication radius.

Fig. 4. (Left) Convergence; (Right) Effect of self-weights.

Fig. 5. (Left) Number of neighbors; (Right) Number of updates/iterations.
Motivated by the key role that location-awareness is expected to play in Fifth generation (5G) networks, as well as the rapidly growing interest on Internet-of-Things (IoT) and the significance of location information on a variety of IoT applications such as healthcare and surveillance, this paper considers localization in dynamic networks of mobile objects. We review Bayesian-based solutions as currently the most commonly used approaches to localization, especially in mobile networks; these solutions are non-linear, mainly centralized, and require a high density of anchors, nodes with known locations, in order to achieve accurate results. In order to avoid high computation costs and communication overhead associated with Bayesian-based solutions, we describe DILOC, an alternative linear framework for localization in static networks, which only requires local measurements, local communication, and low-order computation at each agent. Linearity is obtained by reparametrization of the agents’ location through barycentric coordinates. These are based on local neighborhood geometry and may be computed by Cayley-Menger determinants. The Cayley-Menger determinants involve only local inter-agent distances. After studying the convergence of DILOC and its robustness to noise, we extend it to mobile scenarios, suitable for 5G enabled IoT environments, in which agents, users, and (possibly) anchors are dynamic. We show that the algorithm in Section VII can localize an arbitrary number
of mobile agents in the presence of at least one anchor. Section VII also considers the effects of noise on the localization algorithm for mobile agents.

REFERENCES

[1] Mike Koivisto, Aki Hakkarainen, Mário Costa, Kari Leppänen, and Mikko Valkama, “Continuous device positioning and synchronization in 5G dense networks with skewed clocks,” in *IEEE International Workshop on Signal Processing Advances in Wireless Communications (SPAWC)*, July 2017.

[2] Klaus Witrisal, Paul Meissner, Erik Leitinger, Yuan Shen, Carl Gustafson, Fredrik Tufvesson, Katsuyuki Haneda, Davide Dardari, Andreas F. Molisch, Andrea Conti, and Moe Z. Win, “High-Accuracy Localization for Assisted Living: 5G systems will turn multipath channels from foe to friend,” *IEEE Signal Processing Magazine*, vol. 33, no. 2, pp. 59–70, 2016.

[3] Leonardo Militano, Giuseppe Araniti, Massimo Condoluci, Ivan Farris, and Antonio Iera, “Device-to-device communications for 5G internet of things,” *EAI Endorsed Transactions on Internet of Things*, vol. 15, no. 1, pp. 1–15, 2015.

[4] Mohsen Nadertehrani, Murat Uysal, and Halim Yanikomeroglu, “Device-to-device communication in 5G cellular networks: challenges, solutions, and future directions,” *IEEE Communications Magazine*, vol. 52, no. 5, pp. 86–92, May 2014.

[5] Ping Zhang, Jian Lu, Yan Wang, and Qiao Wang, “Cooperative localization in 5G networks: A survey,” *ICT Express*, vol. 3, no. 1, pp. 27–32, 2017.

[6] Aki Hakkarainen, Janis Werner, Mario Costa, Kari Leppanen, and Mikko Valkama, “High-efficiency device localization in 5G ultra-dense networks: Prospects and enabling technologies,” in *Vehicular Technology Conference (VTC Fall)*. IEEE, 2015, pp. 1–5.

[7] Rocco Di Taranto, Srikar Muppirisetty, Ronald Raulefs, Dirk Stock, Tommy Svensson, and Henk Wymeersch, “Location-aware communications for 5G networks: How location information can improve scalability, latency, and robustness of 5G,” *IEEE Signal Processing Magazine*, vol. 31, no. 6, pp. 102–112, 2014.

[8] Tamoghna Ojha, Sudip Misra, and Narendra Singh Raghuvanshi, “Wireless sensor networks for agriculture: The state-of-the-art in practice and future challenges,” *Computers and Electronics in Agriculture*, vol. 118, pp. 66–84, 2015.

[9] Nabil Ali Alrajeh, Shafiullah Khan, and Bilal Shams, “Intrusion detection systems in wireless sensor networks: a review,” *International Journal of Distributed Sensor Networks*, vol. 9, no. 5, pp. 1–7, 2013.

[10] Chris R. Baker, Kenneth Armijo, Simon Belka, Merwan Benhabib, Vikas Bhargava, Nathan Burkhart, Artin Der Minassians, Gunes Dervisoglu, Lilia Gutnik, M Brent Haick, et al., “Wireless sensor networks for home health care,” in *21st International Conference on Advanced Information Networking and Applications Workshops*, May 2007, vol. 2, pp. 832–837.

[11] Behzad Bayat, Naveen Crasta, Alessandro Crespi, António M Pascoal, and Auke Ijspeert, “Environmental monitoring using autonomous vehicles: a survey of recent searching techniques,” *Current Opinion in Biotechnology*, vol. 45, pp. 76–84, 2017.

[12] Henk Wymeersch, Jaime Lien, and Moe Z. Win, “Cooperative localization in wireless networks,” *Proceedings of the IEEE*, vol. 97, no. 2, pp. 427–450, 2009.

[13] Priyanka Rawat, Kamal Deep Singh, Hakima Chaouchi, and Jean Marie Bonnin, “Wireless sensor networks: A survey on recent developments and potential synergies,” *The Journal of Supercomputing*, vol. 68, no. 1, pp. 1–48, 2014.

[14] Th. D. Arampatzis, John Lygeros, and Stamatis Manesis, “A survey of applications of wireless sensors and wireless sensor networks,” in *Proceedings of the 2005 IEEE International Symposium on Mediterranean Conference on Control and Automation Intelligent Control*, June 2005, pp. 719–724.
[15] Neal Patwari, Joshua N. Ash, Spyros Kyperountas, Alfred O. Hero, Randolph L. Moses, and Neiyer S. Correal, “Locating the nodes: cooperative localization in wireless sensor networks,” *IEEE Signal Processing Magazine*, vol. 22, no. 4, pp. 54–69, 2005.

[16] Fredrik Gustafsson and Fredrik Gunnarsson, “Mobile positioning using wireless networks: possibilities and fundamental limitations based on available wireless network measurements,” *IEEE Signal Processing Magazine*, vol. 22, no. 4, pp. 41–53, 2005.

[17] Joe Albowicz, Alvin Chen, and Lixia Zhang, “Recursive position estimation in sensor networks,” in *Ninth International Conference on Network Protocols*. IEEE, 2001, pp. 35–41.

[18] Chris Savarese, Jan M. Rabaey, and Jan Beutel, “Location in distributed ad-hoc wireless sensor networks,” in *International Conference on Acoustics, Speech, and Signal Processing (ICASSP’01)*. IEEE, 2001, vol. 4, pp. 2037–2040.

[19] Randolph L. Moses, Dushyanth Krishnamurthy, and Robert M. Patterson, “A self-localization method for wireless sensor networks,” *EURASIP Journal on Advances in Signal Processing*, vol. 2003, no. 4, pp. 839–843, 2003.

[20] Giuseppe Destino and Giuseppe Abreu, “On the maximum likelihood approach for source and network localization,” *IEEE Transactions on Signal Processing*, vol. 59, no. 10, pp. 4954–4970, 2011.

[21] Nikolas Kantas, Sumeetpal S. Singh, and Arnaud Doucet, “Distributed maximum likelihood for simultaneous self-localization and tracking in sensor networks,” *IEEE Transactions on Signal Processing*, vol. 60, no. 10, pp. 5038–5047, 2012.

[22] Yi Shang and Wheeler Ruml, “Improved MDS-based localization,” in *Twenty-third Annual Joint Conference of the IEEE Computer and Communications Societies*. IEEE, 2004, vol. 4, pp. 2640–2651.

[23] Pratik Biswas, Tzu-Chen Lian, Ta-Chung Wang, and Yinyu Ye, “Semidefinite programming based algorithms for sensor network localization,” *ACM Transactions on Sensor Networks (TOSN)*, vol. 2, no. 2, pp. 188–220, 2006.

[24] Yichuan Ding, Nathan Krislock, Jiawei Qian, and Henry Wolkowicz, “Sensor network localization, Euclidean distance matrix completions, and graph realization,” in *Proceedings of the First ACM International Workshop on Mobile Entity Localization and Tracking in GPS-less Environments*. ACM, 2008, pp. 129–134.

[25] Ming Cao, Brian D. O. Anderson, and A. Stephen Morse, “Localization with imprecise distance information in sensor networks,” in *Proceedings of the 44th IEEE Conference on Decision and Control*. IEEE, 2005, pp. 2829–2834.

[26] Vaidyanathan Ramadurai and Mihail L. Sichitiu, “Localization in wireless sensor networks: A probabilistic approach,” in *International Conference on Wireless Networks*, 2003, pp. 275–281.

[27] Rong Peng and Mihail L. Sichitiu, “Probabilistic localization for outdoor wireless sensor networks,” *ACM SIGMOBILE Mobile Computing and Communications Review*, vol. 11, no. 1, pp. 53–64, 2007.

[28] Radhika Nagpal, Howard Shrobe, and Jonathan Bachrach, “Organizing a global coordinate system from local information on an ad hoc sensor network,” in *Information Processing in Sensor Networks*. Springer, 2003, pp. 333–348.

[29] Yifeng Zhou, Jun Li, and Louise Lamont, “Multilateration localization in the presence of anchor location uncertainties,” in *Global Communications Conference (GLOBECOM)*. IEEE, 2012, pp. 309–314.

[30] Sol Lederer, Yue Wang, and Jie Gao, “Connectivity-based localization of large-scale sensor networks with complex shape,” *ACM Transactions on Sensor Networks (TOSN)*, vol. 5, no. 4, pp. 31, 2009.

[31] Angel Stanoev, Sonja Filiposka, Visarath In, and Ljupco Kocarev, “Cooperative method for wireless sensor network localization,” *Ad Hoc Networks*, vol. 40, pp. 61–72, 2016.

[32] Yuan Shen and Moe Z. Win, “Fundamental limits of wideband localization-Part I: A general framework,” *IEEE Transactions on Information Theory*, vol. 56, no. 10, pp. 4956–4980, 2010.

[33] Davide Dardari, Andrea Conti, Ulric Fener, Andrea Giorgetti, and Moe Z. Win, “Ranging with ultrawide bandwidth signals in multipath environments,” *Proceedings of the IEEE*, vol. 97, no. 2, pp. 404–426, 2009.
[34] José M. F. Moura and Maria João D. Rendas, “Cramér-Rao bounds for location of unknown multiple sources in a multipath environment,” in *Fifth ASSP Workshop on Spectrum Estimation and Modeling*, Oct 1990, pp. 89–93.

[35] José M. F. Moura and Arthur B. Baggeroer, “Passive systems theory with narrow-band and linear constraints: Part I-Spatial diversity,” *IEEE Journal of Oceanic Engineering*, vol. 3, no. 1, pp. 5–13, 1978.

[36] Yuan Zhou, Choi Look Law, Yong Liang Guan, and Francois Chin, “Indoor elliptical localization based on asynchronous UWB range measurement,” *IEEE Transactions on Instrumentation and Measurement*, vol. 60, no. 1, pp. 248–257, 2011.

[37] Stefania Bartoletti and Andrea Conti, “Passive network localization via UWB wireless sensor radars: The impact of TOA estimation,” in *International Conference on Ultra-Wideband (ICUWB)*. IEEE, 2011, pp. 258–262.

[38] Thomas Gigl, Gerard J. M. Janssen, Vedran Dizdarevic, Klaus Witrisal, and Zoubir Irahhauten, “Analysis of a UWB indoor positioning system based on received signal strength,” in *4th Workshop on Positioning, Navigation and Communication*. IEEE, 2007, pp. 97–101.

[39] Sam Safavi and Usman A. Khan, “Localization in mobile networks via virtual convex hulls,” *IEEE Transactions on Signal and Information Processing over Networks*, 2017.

[40] Ali H. Sayed, Alireza Tarighat, and Nima Khajehnouri, “Network-based wireless location: challenges faced in developing techniques for accurate wireless location information,” *IEEE Signal Processing Magazine*, vol. 22, no. 4, pp. 24–40, 2005.

[41] Sebastian Thrun, Dieter Fox, Wolfram Burgard, and Frank Dellaert, “Robust Monte Carlo localization for mobile robots,” *Artificial Intelligence*, vol. 128, no. 1, pp. 99–141, 2001.

[42] Koen Langendoen and Niels Reijers, “Distributed localization in wireless sensor networks: a quantitative comparison,” *Computer Networks*, vol. 43, no. 4, pp. 499–518, 2003.

[43] Sinan Gezici, Zhi Tian, Georgios B. Giannakis, Hisashi Kobayashi, Andreas F. Molisch, H. Vincent Poor, and Zafer Sahinoglu, “Localization via ultra-wideband radios: a look at positioning aspects for future sensor networks,” *IEEE Signal Processing Magazine*, vol. 22, no. 4, pp. 70–84, 2005.

[44] Andrea Conti, Matteo Guerra, Davide Dardari, Nicolo Decarli, and Moe Z. Win, “Network experimentation for cooperative localization,” *IEEE Journal on Selected Areas in Communications*, vol. 30, no. 2, pp. 467–475, 2012.

[45] Doron Blatt and Alfred O. Hero, “Energy-based sensor network source localization via projection onto convex sets,” *IEEE Transactions on Signal Processing*, vol. 54, no. 9, pp. 3614–3619, 2006.

[46] Yuan Shen, Santiago Mazuelas, and Moe Z. Win, “Network navigation: Theory and interpretation,” *IEEE Journal on Selected Areas in Communications*, vol. 30, no. 9, pp. 1823–1834, 2012.

[47] Joydeep Biswas, Brian Coltin, and Manuela Veloso, “Corrective gradient refinement for mobile robot localization,” in *International Conference on Intelligent Robots and Systems (IROS)*, 2011, pp. 73–78.

[48] Joydeep Biswas and Manuela Veloso, “Localization and navigation of the cobots over long-term deployments,” *The International Journal of Robotics Research*, vol. 32, no. 14, pp. 1679–1694, 2013.

[49] Joydeep Biswas and Manuela M. Veloso, “WiFi localization and navigation for autonomous indoor mobile robots,” in *International Conference on Robotics and Automation (ICRA)*. IEEE, 2010, pp. 4379–4384.

[50] José M. N. Leitão and José M. F. Moura, “Acquisition in phase demodulation: application to ranging in radar/sonar systems,” *IEEE Transactions on Aerospace and Electronic Systems*, vol. 31, no. 2, pp. 581–599, April 1995.

[51] Sam Safavi and Usman A. Khan, “A distributed range-based algorithm for localization in mobile networks,” in *50th Asilomar Conference on Signals, Systems and Computers*, Nov 2016, pp. 1380–1384.

[52] Guiling Wang, Guohong Cao, Tom La Porta, and Wensheng Zhang, “Sensor relocation in mobile sensor networks,” in *24th Annual Joint Conference of the IEEE Computer and Communications Societies*. IEEE, 2005, vol. 4, pp. 2302–2312.

[53] Benyuan Liu, Peter Brass, Olivier Dousse, Philippe Nain, and Don Towsley, “Mobility improves coverage of sensor...
networks,” in *Proceedings of the 6th ACM International Symposium on Mobile Ad Hoc Networking and Computing*. ACM, 2005, pp. 300–308.

[54] Alma Oracevic and Suat Ozdemir, “A survey of secure target tracking algorithms for wireless sensor networks,” in *2014 World Congress on Computer Applications and Information Systems (WCCAIS)*. IEEE, 2014, pp. 1–6.

[55] Deborah Estrin, Ramesh Govindan, John Heidemann, and Satish Kumar, “Next century challenges: Scalable coordination in sensor networks,” in *Proceedings of the 5th Annual ACM/IEEE International Conference on Mobile Computing and Networking*. ACM, 1999, pp. 263–270.

[56] David C. Steere, Antonio Baptista, Dylan McNamee, Calton Pu, and Jonathan Walpole, “Research challenges in environmental observation and forecasting systems,” in *Proceedings of the 6th Annual International Conference on Mobile Computing and Networking*. ACM, 2000, pp. 292–299.

[57] Isaac Amundson and Xenofon D. Koutsoukos, “A survey on localization for mobile wireless sensor networks,” in *Mobile Entity Localization and Tracking in GPS-less Environments*. pp. 235–254. Springer, 2009.

[58] Eleonora Borgia, “The Internet of Things vision: Key features, applications and open issues,” *Computer Communications*, vol. 54, pp. 1–31, 2014.

[59] Luigi Atzori, Antonio Iera, and Giacomo Morabito, “The Internet of Things: A survey,” *Computer networks*, vol. 54, no. 15, pp. 2787–2805, 2010.

[60] Hemant Ghayvat, Subhas Mukhopadhyay, Xiang Gui, and Nagender Suryadevara, “WSN-and IOT-based smart homes and their extension to smart buildings;” *Sensors*, vol. 15, no. 5, pp. 10350–10379, 2015.

[61] Stergios I. Roumeliotis and George A. Bekey, “Collective localization: A distributed Kalman filter approach to localization of groups of mobile robots;” in *International Conference on Robotics and Automation*. IEEE, 2000, vol. 3, pp. 2958–2965.

[62] Stergios I. Roumeliotis and George A. Bekey, “Distributed multirobot localization,” *IEEE Transactions on Robotics and Automation*, vol. 18, no. 5, pp. 781–795, 2002.

[63] Agostino Martinelli and Roland Siegwart, “Observability analysis for mobile robot localization;” in *International Conference on Intelligent Robots and Systems*. IEEE, 2005, pp. 1471–1476.

[64] Agostino Martinelli, Frederic Pont, and Roland Siegwart, “Multi-robot localization using relative observations;” in *Proceedings of the 2005 IEEE International Conference on Robotics and Automation*. IEEE, 2005, pp. 2797–2802.

[65] Fantian Kong, Youping Chen, Jiming Xie, Gang Zhang, and Zude Zhou, “Mobile robot localization based on extended Kalman filter,” in *The Sixth World Congress on Intelligent Control and Automation*. IEEE, 2006, vol. 2, pp. 9242–9246.

[66] Nikolas Trawny, Stergios I. Roumeliotis, and Georgios B. Giannakis, “Cooperative multi-robot localization under communication constraints;” in *IEEE International Conference on Robotics and Automation*, May 2009, pp. 4394–4400.

[67] Bong Su Cho, Woo Sung Moon, Woo Jin Seo, and Kwang Ryul Baek, “A dead reckoning localization system for mobile robots using inertial sensors and wheel revolution encoding;” *Journal of Mechanical Science and Technology*, vol. 25, no. 11, pp. 2907–2917, 2011.

[68] Hamzah Ahmad and Toru Namikawa, “Extended Kalman filter-based mobile robot localization with intermittent measurements;” *Systems Science & Control Engineering: An Open Access Journal*, vol. 1, no. 1, pp. 113–126, 2013.

[69] Luis C. Carrillo-Arce, Esha D. Nerurkar, José L. Gordillo, and Stergios I. Roumeliotis, “Decentralized multi-robot cooperative localization using covariance intersection;” in *International Conference on Intelligent Robots and Systems*. IEEE, 2013, pp. 1412–1417.

[70] Hao Li and Fawzi Nashashibi, “Cooperative multi-vehicle localization using split covariance intersection filter;” *IEEE Intelligent Transportation Systems Magazine*, vol. 5, no. 2, pp. 33–44, 2013.

[71] Dieter Fox, Sebastian Thrun, Wolfram Burgard, and Frank Dellaert, “Particle filters for mobile robot localization;” *Sequential Monte Carlo Methods in Practice*, vol. 499, pp. 516, 2001.
[72] Masoomeh Rudafshani and Suprakash Datta, “Localization in wireless sensor networks,” in *6th International Symposium on Information Processing in Sensor Networks*. IEEE, 2007, pp. 51–60.

[73] Lingxuan Hu and David Evans, “Localization for mobile sensor networks,” in *Proceedings of the 10th Annual International Conference on Mobile Computing and Networking*. ACM, 2004, pp. 45–57.

[74] Bram Dil, Stefan Dulman, and Paul Havinga, “Range-based localization in mobile sensor networks,” in *Wireless Sensor Networks*, pp. 164–179. Springer, 2006.

[75] Jiyoung Yi, Sungwon Yang, and Hojung Cha, “Multi-hop-based Monte Carlo localization for mobile sensor networks,” in *4th Annual IEEE Communications Society Conference on Sensor, Mesh and Ad Hoc Communications and Networks*. IEEE, 2007, pp. 162–171.

[76] Aline Baggio and Koen Langendoern, “Monte Carlo localization for mobile wireless sensor networks,” *Ad Hoc Networks*, vol. 6, no. 5, pp. 718–733, 2008.

[77] Enrique Stevens-Navarro, Vijayanth Vivekanandan, and Vincent W. S. Wong, “Dual and mixture Monte Carlo localization algorithms for mobile wireless sensor networks,” in *Wireless Communications and Networking Conference*. IEEE, 2007, pp. 4024–4028.

[78] Jang-Ping Sheu, Wei-Kai Hu, and Jen-Chiao Lin, “Distributed localization scheme for mobile sensor networks,” *IEEE Transactions on Mobile Computing*, vol. 9, no. 4, pp. 516–526, 2010.

[79] Dieter Fox, Wolfram Burgard, Hannes Kruppa, and Sebastian Thrun, “A probabilistic approach to collaborative multi-robot localization,” *Autonomous Robots*, vol. 8, no. 3, pp. 325–344, 2000.

[80] Sebastian Thrun, Wolfram Burgard, and Dieter Fox, *Probabilistic Robotics*, MIT press, 2005.

[81] Shigeng Zhang, Jiannong Cao, Lijun Chen, and Daoxu Chen, “Locating nodes in mobile sensor networks more accurately and faster,” in *5th Annual IEEE Communications Society Conference on Sensor, Mesh and Ad Hoc Communications and Networks*. IEEE, 2008, pp. 37–45.

[82] Usman A. Khan, Soummya Kar, and José M. F. Moura, “Distributed sensor localization in random environments using minimal number of anchor nodes,” *IEEE Transactions on Signal Processing*, vol. 57, no. 5, pp. 2000–2016, May 2009.

[83] Usman A. Khan, Soummya Kar, and José M. F. Moura, “Linear theory for self-localization: Convexity, barycentric coordinates, and Cayley–Menger determinants,” *IEEE Access*, vol. 3, pp. 1326–1339, 2015.

[84] Usman A. Khan, Soummya Kar, and José M. F. Moura, “DILAND: An algorithm for distributed sensor localization with noisy distance measurements,” *IEEE Transactions on Signal Processing*, vol. 58, no. 3, pp. 1940–1947, Mar. 2010.

[85] Usman A. Khan, Soummya Kar, Bruno Sinopoli, and José M. F. Moura, “Distributed sensor localization in Euclidean spaces: Dynamic environments,” in *46th Annual Allerton Conference on Communication, Control, and Computing*. IEEE, 2008, pp. 361–366.

[86] Usman A. Khan, Soummya Kar, and José M. F. Moura, “Distributed localization and tracking with coordinated and uncoordinated motion models,” in *47th Annual Allerton Conference on Communication, Control, and Computing*. IEEE, 2009, pp. 202–208.

[87] Tracy Camp, Jeff Boleng, and Vanessa Davies, “A survey of mobility models for ad hoc network research,” *Wireless Communications and Mobile Computing*, vol. 2, no. 5, pp. 483–502, 2002.

[88] Charles Perkins, Elizabeth Belding-Royer, and Samir Das, “Ad-hoc on-demand distance vector (AODV) routing,” in *Second IEEE Workshop on Mobile Computing Systems and Applications*, Feb 1999, pp. 90–100.
[91] Christian Schindelhauer, “Mobility in wireless networks,” in *International Conference on Current Trends in Theory and Practice of Computer Science*. Springer, 2006, pp. 100–116.

[92] Xiaoyan Hong, Mario Gerla, Guangyu Pei, and Ching-Chuan Chiang, “A group mobility model for ad hoc wireless networks,” in *Proceedings of the 2nd ACM International Workshop on Modeling, Analysis and Simulation of Wireless and Mobile Systems*. ACM, 1999, pp. 53–60.

[93] Guoqiang Mao, Barış Fidan, and Brian Anderson, “Wireless sensor network localization techniques,” *Computer networks*, vol. 51, no. 10, pp. 2529–2553, 2007.

[94] S. Hamzehei and M. F. Duarte, “Compressive direction-of-arrival estimation off the grid,” in *2016 50th Asilomar Conference on Signals, Systems and Computers*, Nov 2016, pp. 1081–1085.

[95] Ian F Akyildiz, Weilian Su, Yogesh Sankarasubramaniam, and Erdal Cayirci, “Wireless sensor networks: a survey,” *Computer networks*, vol. 38, no. 4, pp. 393–422, 2002.

[96] Dragoș Niculescu and Badri Nath, “DV based positioning in ad hoc networks,” *Telecommunication Systems*, vol. 22, no. 1-4, pp. 267–280, 2003.

[97] Loukas Lazos and Radha Poovendran, “Serloc: Secure range-independent localization for wireless sensor networks,” in *Proceedings of the 3rd ACM workshop on Wireless security*. ACM, 2004, pp. 21–30.

[98] Tian He, Chengdu Huang, Brian M Blum, John A Stankovic, and Tarek Abdelzaher, “Range-free localization schemes for large scale sensor networks,” in *Proceedings of the 9th annual international conference on Mobile computing and networking*. ACM, 2003, pp. 81–95.

[99] Yingfei Diao, Zhiyun Lin, and Minyue Fu, “A barycentric coordinate based distributed localization algorithm for sensor networks,” *IEEE Transactions on Signal Processing*, vol. 62, no. 18, pp. 4760–4771, Sept 2014.

[100] Dieter Fox, Jeffrey Hightower, Lin Liao, Dirk Schulz, and Gaetano Borriello, “Bayesian filtering for location estimation,” *IEEE Pervasive Computing*, vol. 2, no. 3, pp. 24–33, July 2003.

[101] M Sanjeev Arulampalam, Simon Maskell, Neil Gordon, and Tim Clapp, “A tutorial on particle filters for online nonlinear/non-gaussian bayesian tracking,” *IEEE Transactions on signal processing*, vol. 50, no. 2, pp. 174–188, 2002.

[102] Weidong Wang and Qingxin Zhu, “Sequential Monte Carlo localization in mobile sensor networks,” *Wireless Networks*, vol. 15, no. 4, pp. 481–495, 2009.

[103] Dragoș Niculescu and Badri Nath, “Ad hoc positioning system (APS) using AOA,” in *Twenty-Second Annual Joint Conference of the IEEE Computer and Communications*. IEEE, 2003, vol. 3, pp. 1734–1743.

[104] Juan Liu, Ying Zhang, and Feng Zhao, “Robust distributed node localization with error management,” in *Proceedings of the 7th ACM International Symposium on Mobile ad hoc Networking and Computing*. ACM, 2006, pp. 250–261.

[105] Federico Thomas and Lluís Ros, “Revisiting trilateration for robot localization,” *IEEE Transactions on Robotics*, vol. 21, no. 1, pp. 93–101, 2005.

[106] Paul M. Maxim, Suranga Hettiarachchi, William M. Spears, Diana F. Spears, Jerry C. Hamann, Thomas Kunkel, and Caleb Speiser, “Trilateration localization for multi-robot teams,” in *ICINCO-RA* (2), 2008, pp. 301–307.

[107] Yu Zhou, “An efficient least-squares trilateration algorithm for mobile robot localization,” in *IEEE International Conference on Intelligent Robots and Systems*, 2009, pp. 3474–3479.

[108] Neal Patwari, *Location Estimation in Sensor Networks*, Ph.D. thesis, University of Michigan–Ann Arbor, 2005.

[109] Yoon Gu Kim, Jinung An, and Ki Dong Lee, “Localization of mobile robot based on fusion of artificial landmark and RF TDOA distance under indoor sensor network,” *International Journal of Advanced Robotic Systems*, vol. 8, no. 4, pp. 203–211, September 2011.

[110] Manfred J. Sippl and Harold A. Scheraga, “Cayley-Menger coordinates,” *Proceedings of the National Academy of Sciences*, vol. 83, no. 8, pp. 2283–2287, 1986.
[111] Claude H. Raifaizen, “A simpler proof of Heron’s formula,” Mathematics Magazine, vol. 44, no. 1, pp. 27–28, 1971.
[112] August Ferdinand Möbius, Der barycentrische Calcul: ein neues Hilfsmittel zur analytischen Behandlung der Geometrie, Verlag, 1827.
[113] Soumya Kar and José M. F. Moura, “Distributed consensus algorithms in sensor networks with imperfect communication: Link failures and channel noise,” IEEE Transactions on Signal Processing, vol. 57, no. 1, pp. 355–369, Jan 2009.
[114] Soumya Kar and José M. F. Moura, “Distributed consensus algorithms in sensor networks: Quantized data and random link failures,” IEEE Transactions on Signal Processing, vol. 58, no. 3, pp. 1383–1400, 2010.
[115] Cuiqin Hou, Yibin Hou, and Zhangqin Huang, “A framework based on barycentric coordinates for localization in wireless sensor networks,” Computer Networks, vol. 57, no. 17, pp. 3701–3712, 2013.
[116] Mohammad Deghat, Iman Shames, Brian D. O. Anderson, and José M. F. Moura, “Distributed localization via barycentric coordinates: Finite-time convergence,” in 18th World Congress of the International Federation of Automatic Control, Milan, Italy, 2011, vol. 44, pp. 7824–7829, Elsevier.
[117] GuoDong Kang, Tanguy Pérennou, and Michel Diaz, “Barycentric location estimation for indoors localization in opportunistic wireless networks,” in Second International Conference on Future Generation Communication and Networking, IEEE, 2008, vol. 1, pp. 220–225.
[118] Usman A. Khan, Soumya Kar, and José M. F. Moura, “Higher dimensional consensus: Learning in large-scale networks,” IEEE Transactions on Signal Processing, vol. 58, no. 5, pp. 2836–2849, May 2010.
[119] Mikhail B. Nevel’son and Rafail Z. Has’minskii, Stochastic Approximation and Recursive Estimation, American Mathematical Society, Providence, Rhode Island, 1973.
[120] Sam Safavi and Usman A. Khan, “Asymptotic stability of LTV systems with applications to distributed dynamic fusion,” IEEE Transactions on Automatic Control, vol. 62, no. 11, pp. 5888–5893, Nov 2017.
[121] Sam Safavi and Usman A. Khan, “On the convergence of time-varying fusion algorithms: Application to localization in dynamic networks,” in 55th Conference on Decision and Control (CDC), Dec 2016, pp. 4907–4912.
[122] Sam Safavi and Usman A. Khan, “Unbounded connectivity: Asymptotic stability criteria for stochastic LTV systems,” in 2016 American Control Conference (ACC), July 2016, pp. 7019–7024.
[123] Sam Safavi and Usman A. Khan, “Leader-follower consensus in mobile sensor networks,” IEEE Signal Processing Letters, vol. 22, no. 12, pp. 2249–2253, 2015.
[124] S. Safavi and U. A. Khan, “An opportunistic linear-convex algorithm for localization in mobile robot networks,” IEEE Transactions on Robotics, vol. 33, no. 4, pp. 875–888, Aug 2017.
[125] Luis E Navarro-Serment, Christiaan J. J. Paredis, and Pradeep K Khosla, “A beacon system for the localization of distributed robotic teams,” in Proceedings of the International Conference on Field and Service Robotics., 1999, vol. 6.
[126] Kok Seng Chong and Lindsay Kleeman, “Accurate odometry and error modelling for a mobile robot,” in International Conference on Robotics and Automation. IEEE, 1997, vol. 4, pp. 2783–2788.