Emergent Metric-like States of Active Particles with Metric-free Polar Alignment
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We study a model of self-propelled particles interacting with their $k$ nearest neighbors through polar alignment. By exploring its phase space as a function of two nondimensional parameters (alignment strength $g$ and Peclet number $Pe$), we identify two distinct order-disorder transitions. One is continuous, occurs at a low critical $g$ value independent of $Pe$, and resembles a mean-field transition with no density-order coupling. The other is discontinuous, depends on a combined control parameter involving $g$ and $Pe$, and results from the formation of small, dense, highly persistent clusters of particles that follow metric-like dynamics. These dense clusters form at a critical value of the combined control parameter $Pe/g^a$, with $a \approx 1.5$, which appears to be valid for different alignment-based models. Our study shows that models of active particles with metric-free interactions can produce characteristic length-scales and self-organize into metric-like collective states that undergo metric-like transitions.

Over the past few decades, great progress has been made in understanding one of the simplest forms of biological self-organization: the emergence of large-scale collective movement due to local interactions between active agents [1-8]. A prominent model for describing this phenomenon is the Vicsek model [9], in which self-propelled particles achieve global polar order through local alignment interactions between neighbors within a given radius. In general, Vicsek-like models typically consider metric interactions, where alignment forces depend on the Euclidean distance between particles [10-12]. This leads to a coupling between local density and local order that has been shown to result in various features of the ordered phase, such as the presence of anomalous density fluctuations or the emergence of moving density bands produced by long wavelength instabilities near the order-disorder transition [11-13].

An alternative form of Vicsek-like models, inspired by empirical observations, defines interacting agents not in terms of their metric distance, but instead as a function of topological distance in an interaction network that does not depend on geometrical proximity [6-14]. In the so-called KNN models, for example, each agent interacts with its $k$ nearest neighbors (KNN), regardless of their actual Euclidean distance [6-15-17]. It has been commonly believed that, since such topological interactions contain no direct density-order coupling, they should not induce any density instability, producing instead a homogeneous flocking phase at the onset of order [14-15-18]. However, recent results have shown that moving density bands can in fact appear in a KNN Vicsek-like model, and that these can be amplified in spatially heterogeneous environments [16-17]. This has led to the proposal of different mechanisms that could produce an effective coupling between density and order in metric-free flocking models [16-17]. Despite these efforts, no clear picture of how such spatial structures can appear in this type of systems has emerged.

In this Letter, we investigate the order-disorder transitions in a KNN Vicsek-like model. By carrying out a systematic analysis of its collective states as a function of two dimensionless parameters (the effective coupling strength $g$ and Peclet number $Pe$), we reveal the presence of two distinct order-disorder transitions, one for low $g$ and one for high $g$. We show that the former resembles a mean-field transition with no density-order coupling, whereas the latter is related to the formation of dense persistent clusters that behave at a coarse-grained level like self-propelled “particles” with metric alignment interactions, which then develop a density-order coupling at large spatiotemporal scales. Our results provide important insights on the emergent collective states due to topological interactions and their relationship to those found in metric systems.

We consider $N$ self-propelled particles moving continuously in a 2-dimensional arena of size $L \times L$, with periodic boundary conditions. At time $t$, particle $i$ is located at position $\vec{r}_i(t)$ and advances with constant speed $v_0$, following

$$\frac{d\vec{r}_i(t)}{dt} = v_0\hat{n}_i(t), \quad (1)$$

where $\hat{n}_i(t) = [\cos\theta_i(t), \sin\theta_i(t)]^T$ is a unit vector pointing in the heading direction of particle $i$. The angle $\theta_i(t)$ tends to align to its neighbors through the interaction dynamics defined by

$$\frac{d\theta_i(t)}{dt} = \frac{1}{\tau} \langle \text{mod}^*[(\theta_j - \theta_i)]_{j \in S_i} + \sigma \xi_\theta \rangle, \quad (2)$$

where $\xi_\theta$ is a white noise term, and $\langle \cdot \rangle$ denotes the average over all neighbors. The parameter $\sigma$ controls the strength of the interaction, and $\tau$ is a characteristic relaxation time.

The emergent density fluctuations in this model are due to the interplay between the alignment dynamics and the underlying network structure. In the low $g$ regime, the system exhibits a mean-field transition with no density-order coupling, while in the high $g$ regime, dense clusters form at a critical value of the combined control parameter $Pe/g^a$, with $a \approx 1.5$, which appears to be valid for different alignment-based models. Our study provides important insights into the emergent collective states due to topological interactions and their relationship to those found in metric systems.
Here, $S_i$ is a set of cardinality $k + 1$ that contains $i$ itself and the indexes of all $k$ nearest neighbors of particle $i$, the alignment relaxation time $\tau$ is inversely proportional to the strength of the alignment interaction, the modified modulo function $\text{mod}^{\ast}(x) = \text{mod}(x + \pi, 2\pi) - \pi$ is defined in terms of the standard modulo function $\text{mod}$, the random variable $\xi$ introduces uncorrelated Gaussian white noise, and $\sigma$ determines the noise strength. We characterize the parameter space in terms of two nondimensional quantities [15] [19]: the dimensionless alignment strength $g = 1/(\sigma \nu^2)$ and the Peclet number $Pe = \nu_0 \sqrt{\rho}/\sigma^2$, where $\rho = N/L^2$ is the mean density. In practice, we explore the collective phases by computing the statistically stationary states obtained for different values of the angular noise $\sigma$ and alignment relaxation time $\tau$, plotting the standard polarization order parameter $\Phi = |\sum_{i=1}^{N} \hat{\nu}(\theta_i)|/N$ to evaluate the degree of alignment order for each parameter combination.

Figure (a) presents the order-disorder phase diagram as a function of $g$ and $Pe$, for a set of simulations with $N = 2500$, $\nu_0 = 0.2$, $L = 50$, $k = 3$, and $\rho = 1$. The color scale displays the mean $\Phi$, averaged over time after a stationary state is reached. This diagram shows that the system can undergo two different transitions as a function of $g$, for constant $Pe$. The first one, which we will refer to as transition A (sketched by a blue dashed line), appears in the weak alignment regime ($g \approx 1$). It occurs when alignment forces become strong enough to overcome noise, which results in a transition from a disordered to an aligned state. The second one, transition B (sketched as a red dashed line), reflects the reemergence of a disordered state as $g$ is increased to high values. Its origin is thus more counter-intuitive, since it implies that increasing the inter-particle alignment strength can result in a loss of polar order. Both transitions appear as straight lines in the log-log phase diagram. Indeed, analytical calculations [15] show that transition A occurs at fixed $g$, for any $Pe$ value, and our numerical analysis shows that transition B also forms a line, corresponding to a power-law relationship between $g$ and $Pe$ [20].

An examination of both transitions shows that they are of a fundamentally different nature. Transition A corresponds to a non-equilibrium, continuous symmetry-breaking transition controlled only by $g$, which is well described by a mean-field kinetic theory [15]. In large scale simulations, we verified that this transition appears as continuous in systems of up to $N = 10^6$ particles. By contrast, transition B appears to be discontinuous, showing a bimodal distribution of instantaneous values of the polarization order parameter $\Phi$ in the stationary state. We also observe large-scale density bands near its critical point [20] [24], which have been linked to the discontinuous nature of the order-disorder transition in metric Vicsek-like models [10] [22] [23].

In order to explore the origin of transition B, we analyzed the spatial distribution of particles as we increase the coupling strength $g$, for a fixed Peclet Number $Pe$. Figure (b) presents snapshots of three stationary states of the simulations used to compute the points labeled (i), (ii), and (iii) in the phase diagram in panel (a). For low $g$ (i), individual particles head in different directions and the system is disordered. For intermediate $g$ (ii), particles align and the system becomes ordered while diffuse clusters are formed. For larger $g$ values (iii), strong alignment interactions result in the formation of dense, persistent clusters that are composed of highly aligned particles but are not aligned to each other. Transition B therefore appears to result from the formation of clusters that become more dense internally and more sparse with respect to each other, which leads them to rarely interact and to therefore lose global order. We will analyze the relationship between these clusters and transition B in more detail below.

We begin by defining particle clusters in terms of an interaction network that connects node $i$ to node $j$ at a given time if particle $j$ is among the $k$-nearest neighbors of particle $i$. Each cluster thus corresponds to a weakly connected component of the resulting directed network [24], that is, to a sub-graph in which all nodes are connected by a topological path that ignores the direction of the links. We can then define $n_C$ and $\Phi_C$ as the number

FIG. 1: Phase diagrams as a function of $(g, Pe)$ and related snapshots, for $k = 3$, $N = 2500$, $\rho = N/L^2 = 1$ and $\nu_0 = 0.2$. All order parameters are averaged over 1000 frames after reaching the stationary state. (a) Mean global polar order, with the blue and red dashed lines showing the order-disorder transitions A and B, respectively. (b) Snapshots of the three states labeled in panel a, where arrows represent particles and are colored by heading angle according to the inserted color disk, for $Pe = 8$ and (i) $g = 0.5$, (ii) $g = 16$, (iii) $g = 1024$, and (iv) a zoom-in of the blue dashed square in iii. (c) Mean polar order of clusters. (d) Mean cluster size with a black dashed line showing the transition from large ($\langle n_C \rangle > 125$) to small ($\langle n_C \rangle < 125$) clusters.
and polarization of the particles within each cluster.

Figures 1(c) and 1(d) respectively display the mean cluster polarization \(\langle \Phi_C \rangle\) and mean cluster size \(\langle n_C \rangle\) as a function of \(g\) and Pe, for the same simulations presented in panel (a). As the alignment strength \(g\) is increased, we find that \(\langle \Phi_C \rangle\) grows and \(\langle n_C \rangle\) decreases. For high enough \(g\), the system thus always reaches a state where it forms small and persistent dense clusters made of highly aligned particles. We label this transition by a black dashed line that denotes the formation of clusters of mean size \(\langle n_C \rangle < 125\), which we arbitrarily set as the small cluster threshold. To the right of this line, each cluster becomes so dense and coherent that it can be viewed as acting as a collective unit. Global polar order is then lost as \(g\) is further increased and these units start heading in different directions, even though the particles within each cluster remain highly aligned.

Figure 2 shows that the mean cluster size \(\langle n_C \rangle\) depends on a single combined control parameter, given by \(\text{Pe}/g^\alpha\) with \(\alpha = 1.5\), since all curves appear to collapse when we express the same results presented in Fig. 1(d) as a function of this quantity, without depending on the specific values of Pe or \(g\). To compute \(\alpha\) more precisely, we search for the value that minimizes the mean square distance \(\epsilon(\alpha)\) between all \(\langle n_C \rangle\) values and their smoothed curve (generated through a LOWESS method [25]) along the \(\text{Pe}/g^\alpha\) axis. The inset in Fig. 2 shows that, for different values of \(k\) and \(N\), all curves collapse when expressed in terms of this combined control parameter, with an \(\alpha\) that minimizes \(\epsilon(\alpha)\) and is always in the \(\alpha \approx 1.49 \pm 0.015\) range. For simplicity, we will therefore use \(\alpha = 1.5\) [20] in all our analyses below. We point out that this collapse of the \(\langle n_C \rangle\) curves seems to hold for different systems sizes and alignment interaction functions. In addition, we also find that the \(\Phi\) curves for the global polar order also seem to collapse near transition B when express them as a function of \(\text{Pe}/g^\alpha\), for \(\beta \approx 0.45\) [20].

As described above, each dense cluster appears to effectively follow the dynamics of a single, highly persistent, self-propelled particle placed at its center of mass. Our simulations show that the shape of these clusters is statistically isotropic and that both their mean spatial extension and their mean size \(\langle n_C \rangle\) are functions of \(\text{Pe}/g^{1.5}\). We also find that the effective angular noise of a dense cluster is well approximated by \(\tilde{\sigma} = \sigma/\sqrt{n_C}\), which is simply the combination of the independent random angular fluctuations of its constituents. In order to compare the interactions between dense clusters to the interactions between individual particles, we systematically analyzed the binary scattering in simulations of collision between two clusters and between two particles, following the approach in [27]. Although the detailed interaction between clusters can be complex, especially in collisions between different size clusters, we found that the mean effective interaction can be roughly described as an alignment force that only acts when the clusters touch and depends on their level of overlap. Therefore, when representing clusters by effective particles, their interactions become short-ranged metric alignment forces that depend on the cluster sizes and distances [20].

We will now describe transition B in terms of effective particles with metric interactions that represent the dense clusters, by defining a rescaled, coarse-grained “cluster-based” (CB) model. To simplify our analyses, we will use identical effective particles, despite the fact that clusters display heterogeneous sizes and features. In the CB model, we thus consider \(N\) identical effective particles that follow the dynamics given by

\[
\frac{d\vec{r}_i(t)}{dt} = \vec{v}_0 \hat{n}_i(t) + \vec{F}_i
\]

(3)

\[
\frac{d\theta_i(t)}{dt} = \frac{1}{\tau} \left( \text{mod}^* (\theta_j - \theta_i) \right)_{j \in S_i} + \sigma \xi_\theta
\]

(4)

where \(\vec{r}_i(t)\) and \(\theta_i(t)\) now represent the positions and orientations of the effective particles. The set of interacting neighbors is given here by \(S_i = \{j \mid ||\vec{r}_i - \vec{r}_j|| \leq R\}\), where \(R\) is the effective interaction range. Parameters \(\vec{v}_0, \tau, \sigma,\) and \(\tilde{\sigma}\) govern the individual effective particle dynamics, as in the original KNN model. We are interested in avoiding in the CB model the further clustering that is known to occur in metric systems at low noise [28], since each effective particle already represents a typical cluster in the KNN system. We thus introduce an additional phenomenological repulsive interaction \(\vec{F}_i\), given by

\[
\vec{F}_i = \sum_{j \in S_i} \frac{\vec{r}_{ij} - R}{||\vec{r}_{ij}||} ||\vec{r}_{ij}||.
\]

(5)

This corresponds to a linearly decaying force that vanishes at \(||\vec{r}_{ij}|| = R\). We verified that our results below do
not significantly depend on our choice of $\vec F_i$, as long as it is strong enough to avoid clustering.

We will now determine the parameters required for the effective particles in the CB model to reproduce the features of an average cluster in the KNN model. We begin by setting the total number of effective particles in the CB model, their mean speed, and their angular noise to $N = N/(n_C)$, $v_0 \approx v_0$, and $\sigma = \sigma/\sqrt{(n_C)}$, respectively. Each effective particle thus represents a typical dense cluster in the KNN model; it is composed of highly aligned particles and has a mean heading angle that fluctuates according to the combined, uncorrelated angular noise of all its constituent particles. The remaining parameters, $R$ and $\tilde{\tau}$, cannot be directly estimated because they result from a variety of complex collisions between heterogeneous KNN clusters. Instead, we can identify the $R$ and $\tilde{\tau}$ that best fit the corresponding KNN results. To do this, we first make the ansatz that the effective interaction range is proportional to the mean cluster radius $\langle r_C \rangle$, which we expect to be a function of $\langle n_C \rangle$, and thus of $Pe/g^{1.5}$. We then assume a simple relation between $\tilde{\tau}$ and $\tau$, and between $R$ and $\langle r_C \rangle$ [29], of the form
\begin{align}
R &= a \langle r_C \rangle \\
\tilde{\tau} &= f(\langle n_C \rangle, k) \tau,
\end{align}
where $a$ is an unknown constant and $f$ is an unknown function of $\langle n_C \rangle$ and $k$. Finally, we find that we can match the critical line of transition B in the KNN and CB models when we set $a = 1$ and $f = \langle n_C \rangle k$, thus showing that these expressions provide a good approximation for the mean effective interaction range and time [20].

Using the effective parameters derived above, we simulated the CB model to try to reproduce the phase diagram in Fig. 1(a) with our coarse-grained system. Figure 3(a) presents these results, where the overlaid dashed lines mark the same clustering line and transition B line displayed in Fig. 1(a). No simulation can be performed above the clustering line given by $Pe/g^{1.5} = 0.5$, since the CB model can only be applied when KNN clusters are formed. The figure shows that there is a clear match between transition B in the KNN model and the standard topological order–disorder transition in the CB model.

In order to further compare the KNN and CB phases, we plot in Fig. 3(b) the polarization $\Phi$ as a function of noise strength $\sigma$ for both models. (Note that multiple parameters must be varied, according to the relationships above, to match the CB model to the corresponding KNN simulations as a function of $\sigma$.) We find an excellent agreement between the curves, with only small deviations for the largest systems ($N = 40000$). These can be attributed to the formation of high-density bands that we observe in the KNN simulations near the transition, which increase cluster heterogeneity and thus limit the validity of the CB description.

Taken together, the results in Figs. 2 and 3 show that KNN models with alignment interactions will form persistent clusters at a critical value of the control parameter $Pe/g^\alpha$. These clusters then behave as effective particles with metric interactions, which eventually start moving in different directions as $g$ is increased and $Pe$ is reduced, thus losing global order. We note that we observed a similar process when considering other alignment functions [20]. This suggests that such scenario may be a generic feature of all models with KNN interactions, and thus amenable to an analytical description. For instance, a Smoluchowski-type equation could be used to derive the $\alpha$ exponent from first principles, as it was done to find the cluster size distribution in metric-based models [30]. However, new aggregation/disaggregation equations would be required in the KNN case, since we already know that the low noise limit behaves differently. Indeed, while large clusters are formed as $\sigma$ approaches zero in metric models, the opposite occurs in the KNN model.

In sum, we studied an alignment-based self-propelled particle model with KNN interactions in the $(g,Pe)$ phase space and found two distinct types of order–disorder transitions. The first one is continuous, occurs at low, fixed $g$ value, and is well captured by a standard mean-field description. The second one, by contrast, is discontinuous and is governed by a single non-dimensional parameter $Pe/g^\alpha$, with $\alpha \approx 1.5$. It is linked to the formation of dense, persistent clusters that behave as individual effective particles with metric interactions, and its properties thus resemble those of metric model transitions.

Our work shows how to reconcile conflicting reports claiming the presence of either a continuous [15] or a discontinuous [16][17] phase transition in the same type of metric-free system. We find, in particular, that the pa-
parameters used in [17] appear to match our transition B, thus explaining the observed discontinuity. Finally, our results demonstrate a mechanism through which metric-like dynamics emerge from metric-free interactions (complementary to that in [16, 17]), showing that characteristic length scales can still emerge in metric-free systems.
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