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1 Introduction

The AdS/CFT correspondence has provided important evidence in support of the idea that the horizon of a black hole, at the microscopic level, comprises a large number of strongly interacting degrees of freedom in a liquid-like dissipative state. The role of AdS is to provide the horizon with a non-gravitating boundary from which the characteristic features of the holographic liquid can be probed. The simplest way to do so is through the evaluation of correlations of low energy local operators. The goal of this paper is to make progress toward the hypothesis that the cosmological horizon of an asymptotically de Sitter universe is itself, microscopically, a holographic liquid. Several thermodynamic features of the de Sitter horizon have been known since the classic work of Gibbons and Hawking [1]. What is missing so far, is a framework to bridge the gap between the thermodynamic and microscopic, in the same spirit that AdS/CFT bridges the gap between the old literature on black hole thermodynamics and the modern perspective of a holographic liquid.

What makes the de Sitter problem challenging is the absence of a spatial AdS boundary, or more generally some non-gravitating region of spacetime, from which to probe the de Sitter horizon. To address this, we construct a phenomenological gravitational theory which contains asymptotically AdS solutions with a region of de Sitter in the deep interior. Our approach is inspired, to an extent, by analogous approaches applying the framework of AdS/CFT to problems in condensed matter [2]. Though this approach is incomplete, we believe that bringing the question of the de Sitter horizon to the standards of AdS/CMT is a step in the forward direction. Ultimately, a successful approach will require a microscopic completion.

Concretely, we construct a class of two-dimensional gravitational theories admitting solutions which interpolate between an AdS$_2$ boundary with a dS$_2$ horizon in the deep interior [3]. Having done so, we probe the de Sitter horizon using the available tools of AdS/CFT. There are several reasons to work in two-dimensions. Though simpler, the dS$_2$ horizon shares many features with its higher dimensional cousin, including the characteristics of its quasinormal modes [4] and the finiteness of the geometry. Also, dS$_2 \times S^2$ appears as solution of Einstein gravity with $\Lambda > 0$ [5] and hence dS$_2$ is directly relevant to four-dimensional de Sitter. Furthermore, recent progress in our microscopic understanding of AdS$_2$ holography [6–13] may guide us in constructing a microscopic model dual to the interpolating geometry.

Embedding an inflating universe in an AdS$_{d+1}$ spacetime with $d > 1$ was previously considered in the interesting works of [14, 15]. There, essentially due to the Raychadhuri equation combined with the null energy condition, it was found the de Sitter region lived within the Schwarzschild-AdS black hole horizon. It would seem, then, that discovering the de Sitter horizon is at least as complicated as solving the notorious puzzle of the region interior to the horizon. The two-dimensional geometries we consider have the advantage that the de Sitter horizon and its neighbouring static region are causally connected to the AdS$_2$ boundary. The reason we can do this is crucially related to the dimensionality of the AdS$_2$ boundary, and is precisely the one case not considered in previous literature. It is closer in spirit to a ‘holographic worldline’ perspective of the static de Sitter region [16, 17].
From this perspective, it is assumed that the dual description of the static de Sitter region is captured by a large $N$ quantum mechanical model, rather than some local quantum field theory in $d > 0$ spatial dimensions.

The paper is organised as follows. In section 2 we discuss the dilaton-gravity theories of interest and their solution space, as well as the boundary value problems of interest. The class of solutions admit a U(1) isometry as well as an AdS$_2$ boundary. Of these, one branch is described by a metric which interpolates between an AdS$_2$ boundary and the static patch of dS$_2$. In section 3 we consider matter perturbations at the linearised level. In section 4 we consider the dynamics of the soft mode residing at the boundary of the interpolating solutions. In section 5 we calculate out-of-time-ordered four-point functions stemming from the exchange of the soft mode. We note the absence of exponential Lyapunov behaviour. In section 6 the backreaction of a shockwave pulse on the interpolating geometry is explored. It is noted that in certain circumstances, the horizon can retreat rather than advance toward the AdS$_2$ boundary. In section 7, we conclude with a discussion of the results, their potential holographic implications, and some speculative remarks. Finally, further details for certain calculations can be found in the appendices.

2 General framework

The theory we consider is described by the following dilaton-gravity Euclidean action:

\[ S_E = -\frac{1}{2\kappa} \int d^2x \sqrt{g} (\phi R + V(\phi)) - \frac{1}{\kappa} \int_{\partial \mathcal{M}} du \sqrt{h} \phi K + S_m, \]

(2.1)

where $S_m$ is the action for some matter theory. One can also add to this action a topological term:

\[ S_{\text{top}} = -\frac{\phi_0}{2} \int d^2x \sqrt{g} R - \phi_0 \int_{\partial \mathcal{M}} du \sqrt{h} K, \]

(2.2)

where $\phi_0$ is a positive constant which we consider to be large. The Newton constant is given by $\kappa = 8\pi G$. The scalar $\phi$ in (2.1), or equivalently $\kappa$, may be positive or negative — what is important is that $\phi_{\text{tot}} = (\phi_0 + \phi/\kappa)$ remain everywhere positive. Hence, throughout the discussion we will assume that $\phi_0 \gg |\phi/\kappa| \gg 1$ and consider both positive and negative values of $\kappa$. The Euclidean geometry lives on a disk topology $\mathcal{M}$ with a circular boundary $\partial \mathcal{M}$.

The equations of motion for the two-dimensional metric and dilaton read:

\[ \nabla_a \nabla_b \phi - g_{ab} \nabla^2 \phi + \frac{g_{ab}}{2} V(\phi) = -\kappa T^m_{ab}, \]

(2.3)

\[ R = -V'(\phi), \]

(2.4)

where $T^m_{ab}$ is the stress tensor for the matter fields. There are also the matter equations of motion. We assume further, that the matter theory interacts only with the two-dimensional metric at the classical level. Taking the divergence of equation (2.3) leads to:

\[ [\nabla^2, \nabla_a] \phi + \frac{1}{2} \nabla_a V(\phi) = 0. \]

(2.5)
Some algebra reveals that $[\nabla^2, \nabla_a] \phi = R \partial_a \phi / 2$. Using this, the divergence equation reduces to:

$$R \partial_a \phi = - \partial_\phi V(\phi) .$$

(2.6)

In other words, one finds that equation (2.4) is redundant whenever $\partial_a \phi \neq 0$. Another useful equation is obtained by taking the trace of (2.3) that leads to:

$$- \nabla^2 \phi + V(\phi) = - \kappa T^m_{\rho \rho} g^{ab} .$$

(2.7)

Finally, in the absence of matter it is straightforward to check that the equations of motion imply $\xi^a = e^{ab} \partial_b \phi$ is a Killing vector [18].

2.1 Gauge fixing

We will be considering tree level features of the theory (2.1). For this purpose, a useful gauge is the conformal gauge:

$$ds^2 = e^{2 \omega(\rho, \tau)} (d\rho^2 + d\tau^2) ,$$

(2.8)

where $\tau$ is periodic with period $2\pi$ and the origin of the disk lives at $\rho \to -\infty$.

Using (2.7), the dilaton equations become:

$$\partial_\rho \partial_\rho \phi - \partial_\tau \omega \partial_\rho \phi - \partial_\rho \omega \partial_\tau \phi = - \kappa T^m_{\rho \tau} ,$$

(2.9)

$$\frac{1}{2} (\partial_\rho \partial_\rho - \partial_\tau \partial_\tau) \phi - \partial_\rho \omega \partial_\rho \phi + \partial_\tau \omega \partial_\tau \phi = - \frac{\kappa}{2} (T^m_{\rho \rho} - T^m_{\tau \tau}) .$$

(2.10)

Another gauge which is often convenient is the Schwarzschild gauge:

$$ds^2 = N(r, T) dT^2 + \frac{dr^2}{N(r, T)} .$$

(2.11)

In the Schwarzschild gauge, the Euclidean solution is [19]:

$$N(r) = \frac{1}{|\phi_h|} \int_{\text{sign } \phi_h}^r dz V(\phi(z)) , \quad \phi(r) = |\phi_h| r .$$

(2.12)

The periodic condition $T \sim T + 2\pi$ is fixed by requiring a regular Euclidean geometry. The point $r = \text{sign } \phi_h$ is the location of the Euclidean horizon.

Given the Killing vector $\xi^a = e^{ab} \partial_b \phi$, we will (locally) choose $\omega$ to be solely a function of the $\rho$-coordinate. This dramatically simplifies the matter-less equations, which can be now be solved explicitly.

2.2 Choice of potential and background solution

We will be interested in the class of potentials introduced in [3]. We take $V(\phi)$ to be a non-negative function. Outside some transition region $|\phi| \gtrsim \epsilon$ with $\epsilon$ a small positive number, the potential behaves as $V(\phi) \approx 2|\phi|$. This transition region is not very important, but we assume that $V(\phi)$ is continuous and vanishing at $\phi = 0$. Two simple examples are $V(\phi) = 2|\phi|$ and $V(\phi) = 2\phi \tanh(\phi/\epsilon)$. For positive/negative $\phi$ the metric has constant
negative/positive curvature. Depending on the value of the dilaton at the origin of the disk, which we denote by $\phi_h$, the metric may have both negative and positive curvature, or purely negative curvature.

For most of the paper we will be interested in the sharp gluing limit with $\epsilon \to 0$. In the conformal gauge with $\phi_h < 0$, the solution for the metric is given by:

$$
\begin{aligned}
 ds^2 &= \begin{cases}
 \cos^{-2} \rho \left( d\rho^2 + d\tau^2 \right), & \rho \in (0, \pi/2), \\
 \cosh^{-2} \rho \left( d\rho^2 + d\tau^2 \right), & \rho \in (-\infty, 0).
\end{cases}
\end{aligned}
$$

(2.13)

Smoothness requires $\tau \sim \tau + 2\pi$. The dilaton equation is solved by:

$$
\phi = \begin{cases}
 -\phi_h \tan \rho, & \rho \in (0, \pi/2), \\
 -\phi_h \tanh \rho, & \rho \in (-\infty, 0).
\end{cases}
$$

(2.14)

We will refer to expressions (2.13) and (2.14) as the interpolating solution. The Euclidean AdS$_2$ boundary lives at $\rho = \pi/2$, whereas for negative values of $\rho$ the metric is the standard metric on a half-sphere. The Euclidean AdS$_2$ piece of the geometry (2.13), between $\rho \in (0, \pi/2)$, is related by analytic continuation to the global Lorentzian AdS$_2$ geometry. It can be viewed as a piece of the hyperbolic cylinder.

For $\phi_h > 0$, the solution has negative curvature everywhere and is given by:

$$
\begin{aligned}
 ds^2 &= \sinh^{-2} \rho \left( d\rho^2 + d\tau^2 \right), & \rho \in (-\infty, 0), \\
 \phi &= -\phi_h \coth \rho.
\end{aligned}
$$

(2.15)

Again, smoothness requires $\tau \sim \tau + 2\pi$. The geometry (2.15) is the hyperbolic disk. It is the Euclidean continuation of the AdS$_2$ black hole geometry.

As we mentioned earlier, we will allow both signs of $\kappa$ in (2.1). To give some context to this, consider the spherically symmetric sector of Einstein gravity with a positive cosmological constant. In this case, the dimensionally reduced theory in two-dimensions is itself a dilaton-gravity theory. In a particular limit, known as the Nariai limit, the dilaton potential is approximately linear. The Euclidean solution is given by the two-sphere with a running dilaton. The dilaton increases from one pole to the other. Viewing the two-sphere as two hemispheres joined at the equator, we see that one hemisphere has an increasing dilaton profile towards the pole, whereas the other has a decreasing dilaton profile. Switching from one sign to the other switches the sign of $\kappa$ in the effective two-dimensional theory. In appendix A we discuss a qualitatively similar phenomenon in the context of pure Jackiw-Teitelboim theory [20, 21]. In appendix D we discuss a broader family of dilaton potentials where the potential changes behaviour at some value $\phi_0$ and we relax the assumption $V(\phi) > 0$.

**Lorentzian continuation.** As a final note, we mention that the Euclidean solutions can be continued to Lorentzian solutions. This continuation can be done in several ways. The simplest continuation takes $\tau \to i\tau$. The resulting solution is static and has a horizon at the value where the Euclidean geometry smoothly capped off, namely $\rho \to -\infty$. The boundary is that of an asymptotically Lorentzian AdS$_2$ geometry. We can extend the
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Figure 1. Penrose diagram for the interpolating solution. The dashed lines interpolate between a negative and a positive curvature region, that are coloured in light and darker blue, respectively. C is the boundary curve close to the AdS boundaries. Inside the horizons, the geometry is locally dS, but depending on whether κ is positive or negative, the dilaton behaves as in the interior of a dS black hole or as in the dS cosmological patch.

geometry beyond the horizon. The interior of the horizon is either locally dS or the interior of the AdS2 black hole, depending on the sign of φh. The Penrose diagram for the interpolating geometry is shown in figure 1.

One could also imagine analytically continuing ρ instead. In that case, one obtains a cosmological type solution and the dilaton becomes time-dependent. If τ remains periodically identified upon continuing ρ, the interpolating cosmological geometry will have a big bang/crunch type singularity and asymptote to the future/past boundary of global dS2. Though interesting in their own right, these solutions have compact Cauchy surfaces and are thus not asymptotically AdS2. We leave their consideration for future work.

2.3 Boundary value problem

We now discuss several boundary conditions for the Euclidean dilaton-gravity theory (2.1).

The Dirichlet problem is given by specifying the value of the dilaton φh(u) and induced metric h(u) at ∂M. Here, u is a compact coordinate that parameterises points on ∂M. In the Weyl gauge:

\[ h(u) = e^{2\omega(\rho(u), \tau(u))} \left( (\partial_u \tau(u))^2 + (\partial_u \rho(u))^2 \right), \quad \phi_h(u) = \phi(\rho(u), \tau(u)), \]  

(2.17)

where \( C = \{ \tau(u), \rho(u) \} \) is the curve circumscribing ∂M. The curve C is not independent data. Rather, it is fixed by the particular solution to the Dirichlet problem. Requiring the variation of the action to vanish under these conditions leads to the addition of the usual Gibbons-Hawking boundary term. If the boundary value φh(u) is positive everywhere, then C circumscribes part of the negatively curved geometry. If, moreover, h(u) and φh(u) scale
with some large parameter $\Lambda$, such that $\{\sqrt{\Lambda}, \phi_h\} = \Lambda\{\sqrt{\Lambda}, \dot{\phi}_h\}$ in the limit $\Lambda \to \infty$, we can approximate the Gibbons-Hawking boundary term by:

$$S_{\text{bdy}}[\tau(u)] \approx -\frac{1}{\kappa} \int du \sqrt{h} \dot{\phi}_h \left( \Lambda^2 + \text{sign} \phi_h \frac{(\partial_u \tau)^2}{2h(u)} + \text{Sch}_h[\tau(u), u] \right). \quad (2.18)$$

The above action and its properties will be developed further in section 4. The covariant Schwarzian action $\text{Sch}_h[\tau(u), u]$ is obtained by taking the standard Schwarzian $\text{Sch}[\tau(u), u]$ and coupling it to a non-trivial metric $\tilde{h}(u)$. We will write the more general expression later on in (4.14). For now, we fix $\tilde{h}(u) = 1$ and state the familiar expression:

$$\text{Sch}[\tau(u), u] = \frac{\partial^3 \tau}{\partial_u^3} - \frac{3}{2} \left( \frac{\partial^2 \tau}{\partial_u \tau} \right)^2. \quad (2.19)$$

The reason for the sign $\text{sign} \phi_h$ in (2.18) is that the background solution has a different radial slicing depending on whether or not there is a two-sphere in the interior. In particular, for $\phi_h > 0$ the asymptotic $\text{AdS}_2$ clock is that of the Euclidean $\text{AdS}_2$ black hole, i.e. the isometric direction of the hyperbolic disk. When $\phi_h < 0$, the asymptotic $\text{AdS}_2$ clock is that of Euclidean global $\text{AdS}_2$ with periodically identified time, i.e. the hyperbolic cylinder. Consequently the function $\tau(u)$ must be a map from $S^1$ to $S^1$.

Using the equations of motion, we can obtain an expression for the on-shell Euclidean action for the Dirichlet problem:

$$-S_{\text{cl}} = \frac{1}{\kappa} \int du \sqrt{h(u)} \phi_b(u) K(u) + \frac{1}{2\kappa} \int d^2x \sqrt{g} (V(\phi) - \phi \partial_\phi V(\phi)) . \quad (2.20)$$

It is straightforward to evaluate the above action in the Schwarzschild gauge (2.11). The second term in (2.20) is non-vanishing only near the region where $V(\phi)$ is non-linear. This region can be made parametrically small, such that the dominant contribution to the on-shell action is from the boundary term.\footnote{More generally, one could also consider adding additional local boundary terms \cite{22}.} For instance, take $V(\phi) \approx \zeta^{-1}\phi^2$ near the transition region around $\phi = 0$, and let the width of the region be $2\epsilon$. Then, it can be shown, using the general solution (2.12), that:

$$-S_{\text{int}} = \frac{1}{2\kappa} \int d^2x \sqrt{g} (V(\phi) - \phi \partial_\phi V(\phi)) = \frac{\alpha \epsilon^3}{3\kappa \zeta}, \quad \phi_h \ll -\epsilon, \quad (2.21)$$

where $\alpha = 4\pi/V(\phi_h)$. For small enough $\epsilon$, the dominant contribution to the on-shell action comes from the boundary term (2.18). As a concrete example, one can consider $V(\phi) = 2\phi \tanh \phi/\epsilon$, for which an exact calculation can be performed. In this case, $\zeta = \epsilon$, and one can indeed check that $S_{\text{int}} \sim \epsilon^2$. Note that this contribution is not present if $\phi_h \gg \epsilon$.

The Neumann problem is given by specifying the value of the conjugate momenta $\pi_{\phi_b}(u)$ and $\pi_h(u)$ along a prescribed closed boundary curve $C = \{\tau(u), \rho(u)\}$ parameterized by some coordinate $u$. Explicitly, the conjugate (Euclidean) momenta to the boundary metric and dilaton are:

$$\kappa \pi_{\phi_b} = -K, \quad \kappa \pi_h = -\frac{n^a \partial_a \phi}{2h} . \quad (2.22)$$
Here \( n^a \) is a unit vector that is normal to \( \mathcal{C} \). Since now the dilaton and induced metric are allowed to vary along \( \mathcal{C} \), we may find saddle point solutions for which the metric is nowhere AdS\(_2\). As a simple example, if we fix \( \{ \pi_h, \pi_{\phi_h} \} = \{-\frac{1}{2\kappa}, 0\} \) as our boundary condition, the solution is given by the half-sphere.

In addition to the Dirichlet and Neumann boundary conditions, we may also consider mixed Dirichlet-Neumann boundary conditions or even conditions on linear combinations of the momenta and boundary values of the fields. The choice depends on the physics of interest. Not all boundary data \( \{ \phi_h(u), h(u) \} \) admit a Euclidean solution which is both smooth and real. For instance, if \( \phi_h \) is \( u\)-independent and negative, and \( h \) is \( u\)-independent and sufficiently large, one cannot realise a smooth and real Euclidean saddle. There may be complex saddles that are allowed however. In recent literature relating two-dimensional gravity to the SYK model (see for example [23]), the Dirichlet problem is considered for the two-dimensional bulk theory, and we will mostly focus on this choice.

As a concrete example, we consider the Dirichlet problem with \( u\)-independent boundary values \( \phi_h \gg 1 \) and \( h \gg 1 \). There are two-solutions satisfying these boundary conditions. For \( \phi_h < 0 \) it is (2.13), (2.14) with \( -\phi_h \tan \rho_c = \phi_b \) and \( \cos^{-2} \rho_c = h \). For \( \phi_h > 0 \) it is (2.15), (2.16) with \( -\phi_h \coth \rho_c = \phi_b \) and \( \sinh^{-2} \rho_c = h \). The boundary lies at a constant \( \tau = u \) surface near the AdS\(_2\) boundary, with \( \tau = u \). The configuration with least action depends on the sign of \( \kappa \). For \( \kappa > 0 \) (\( \kappa < 0 \)) the dominant configuration has \( \phi_h > 0 \) (\( \phi_h < 0 \)).

In the remainder, we explore the behaviour of the background solutions upon turning on various matter sources in the Dirichlet problem and we will make short comments on the Neumann problem when appropriate.

### 3 Perturbative analysis

In this section we consider the effect of a small matter perturbation. The goal is to gain some understanding as to how the geometry responds to matter perturbations when the background has an interpolating region. Unlike the case of the Jackiw-Teitelboim model [20, 21] which has a linear dilaton potential which fixes the internal geometry entirely, our perturbations will also involve the metric.

We consider turning on some matter content with non-trivial boundary profile. This will interact with the graviton and dilaton fields with strength \( \kappa \), such that the perturbative expansion is one in small \( \kappa \). The geometry communicates with the matter through the effect of the matter on the dilaton. We choose our background solution to be the interpolating geometry (2.13) with dilaton profile (2.14), which assumes the sharp-gluing limit where \( \epsilon = 0 \), i.e. \( V(\phi) = 2|\phi| \). Given the background U(1) isometry in the \( \tau\)-direction, it is convenient to consider the Fourier modes of the linearised fields. As matter, we consider a complex, massless, free scalar \( \chi \) with action:

\[
S_\chi = \int d^2x \sqrt{g} g^{ab} \partial_a \tilde{\chi} \partial_b \chi.
\]  

(3.1)

In the conformal gauge, the general solution that is well behaved in the interior is:

\[
\chi(\rho, \tau) = \sum_{m \in \mathbb{Z}} h_m e^{i|\rho-\pi/2|+im\tau}, \quad h_m \in \mathbb{C}.
\]  

(3.2)
At the AdS$_2$ boundary, where $\rho = \pi/2$, the Fourier modes of the boundary profile for the matter field are $h_m$. The $\rho\tau$-component of the matter stress-tensor will be most relevant for our calculations. We first solve the general linearised equations, and then consider particular boundary conditions.

### 3.1 Linearised equations

To leading order in a small matter field expansion, we must solve for the fluctuation $\delta \phi(\rho, \tau)$ of the background dilaton $\tilde{\phi}(\rho)$ and the fluctuation $\delta \omega(\rho, \tau)$ of the background conformal factor $\tilde{\omega}(\rho)$. The perturbed geometry can be expressed as:

$$ds^2 = e^{2(\tilde{\omega}(\rho) + \delta \omega(\rho, \tau))} (d\rho^2 + d\tau^2) .$$

We obtain the following linearised equations:

$$\partial_\rho \partial_\tau \delta \phi - \partial_\rho \tilde{\omega} \partial_\tau \delta \phi - \partial_\tau \delta \omega \partial_\rho \tilde{\phi} = -\kappa T^\chi_{\rho\tau} ,$$

$$-2e^{-2\tilde{\omega}} (\partial_\rho^2 + \partial_\tau^2) \delta \omega - 2\tilde{R} \delta \omega = -\partial_\rho^2 V(\tilde{\phi}) \delta \phi ,$$

where now $T^\chi_{\rho\tau}$ is the stress tensor corresponding to the scalar $\chi$. The inhomogeneous solution to (3.4) can be expressed as an integral:

$$\delta \phi_{\text{inh}}(\rho, \tau) = e^{\tilde{\omega}(\rho)} \int_{-\infty}^{\rho} d\rho' e^{-\tilde{\omega}(\rho')} \left( -\kappa \int d\tau' T^\chi_{\rho'\tau'}(\rho', \tau') + \partial_\rho' \tilde{\phi}(\rho') \delta \omega(\rho', \tau) \right) .$$

Substituting (3.6) into (3.5) we find:

$$\left( -2e^{-2\tilde{\omega}(\rho)} (\partial_\rho^2 + \partial_\tau^2) - 2\tilde{R} \right) \delta \omega(\tau, \rho) + \partial_\rho^2 V(\tilde{\phi}) \delta \phi_{\text{inh}}(\rho, \tau) = 0 .$$

For $V(\phi) = 2|\phi|$ we have $\partial_\rho^2 V(\phi) = 4\delta(\phi)$. Away from the $\rho = 0$ interpolating region, we must solve the free wave-equation:

$$\left( -e^{-2\tilde{\omega}(\rho)} (\partial_\rho^2 + \partial_\tau^2) - \tilde{R} \right) \delta \omega(\rho, \tau) = 0 .$$

The above equation states that the linearised correction to the Ricci scalar must vanish. Its solution corresponds to a linearised diffeomorphism that preserves the conformal gauge. For either $\rho > 0$ or $\rho < 0$, (3.8) has two solutions. In the $\rho < 0$ region, we must solve:

$$(\cosh^2 \rho (\partial_\rho^2 + \partial_\tau^2) + 2) \delta \omega_-(\rho, \tau) = 0 .$$

We keep the solution that is non-singular at $\rho = -\infty$. The Fourier modes are then found to be:

$$\delta \omega_-(\rho, q) = \alpha_q e^{i|q|\rho} (-|q| + \tanh \rho) , \quad q \in \mathbb{Z} ,$$

with $\alpha_q = \alpha^*_{-q}$. For $\rho > 0$, we must solve:

$$(\cos^2 \rho (\partial_\rho^2 + \partial_\tau^2) - 2) \delta \omega_+(\rho, \tau) = 0 .$$

Interestingly, the above equation is that of a free scalar in AdS$_2$ with $\Delta = 2$. The two solutions are given by:

$$\delta \omega_+(\rho, q) = \beta_q e^{i|q|\rho} (|q| + \tan \rho) + \gamma_q e^{-i|q|\rho} (|q| - \tan \rho) , \quad q \in \mathbb{Z} ,$$
with $\beta_q = \beta^*_q$ and $\gamma_q = \gamma^*_q$. We are now in a position to compute the integral (3.6). For the jumping condition, we need the integral at $\rho = 0$. In order to fix some of the coefficients of the solution, we must consider matching $\delta \omega_-(\rho, \tau)$ and $\delta \omega_+(\rho, \tau)$ across $\rho = 0$. The first matching condition is continuity of the metric at $\rho = 0$, so that

$$\delta \omega_-(0, \tau) = \delta \omega_+(0, \tau).$$

(3.13)

From this, it is straightforward to get

$$\alpha_q = - (\gamma_q + \beta_q).$$

(3.14)

The second matching condition relates the radial derivatives of $\delta \omega(\rho, \tau)$ across $\rho = 0$. From $\partial^2 \phi V(\phi) = 4 \delta(\phi)$, one obtains the following jump condition:

$$\left( \partial_\rho \delta \omega_+(\rho, \tau) - \partial_\rho \delta \omega_-(\rho, \tau) \right) \bigg|_{\rho = 0} = - \frac{2}{\phi_h} \delta \phi_{inh}(0, \tau).$$

(3.15)

The continuity and jump condition allow us to fix two of the three integration constants $\{\alpha_q, \beta_q, \gamma_q\}$. Finally, requiring that $\delta \omega_+(\rho, \tau)$ is fast-falling as one approaches $\rho = \pi/2$ gives us a third condition, $\gamma_q = e^{\pi i q} \beta_q$, which in turn allows us to completely determine the linearised profile $\delta \omega(\rho, \tau)$. One finds:

$$\beta_q = i \frac{\kappa}{\phi_h} \text{sgn} q \frac{e^{-\pi j q}}{(1 + q^2)(1 - q^2)} T_{\rho \tau}(0, q).$$

(3.16)

Given $\delta \omega(\rho, \tau)$ we can obtain $\delta \phi(\rho, \tau)$ by evaluating the integral in (3.6). Notice that $\delta \phi(\rho, \tau)$ has no jump in its first derivative. It is also interesting to obtain an equation for the curve $S$ separating the region of positive and negative $\phi$. To linear order, this reads

$$\bar{\phi}(\rho) + \delta \phi_{inh}(\rho, \tau) = 0.$$

(3.17)

Solutions to the above equation $\rho_S(\tau)$ will produce a curve $S$ separating positive and negative values of $\phi$, and hence regions of positive and negative curvature. In the absence of matter, this curve is a circle. Given that there are no positivity constraints on $\delta \phi_{inh}(\rho, \tau)$ this original circle can become deformed in both directions, as we shall shortly explore in a concrete example.

Once a linearised solution is found, one must impose the appropriate boundary conditions. For instance, let us consider the Dirichlet problem with boundary values $\{h, \phi_b\}$ which we take to be $u$-independent with $\phi_b$ large and positive. In the absence of matter, the boundary value problem is solved by finding a $\rho_c$ such that $h = e^{2 \omega(\rho_c)}$ and $\phi_b = -h \tan \rho_c$. Thus, in the absence of matter the boundary curve is fixed to by the circle $C = \{u, \rho_c\}$. Upon turning on a linear perturbation, $C$ will be slightly deformed to a new curve paramaterised by $C_p = \{u + \delta \tau(u), \rho_c + \delta \rho(u)\}$, where $\delta \tau(u)$ and $\delta \rho(u)$ are fixed by solving:

$$h = e^{\bar{\omega}(\rho_c)} (1 + 2 \partial_u \delta \tau(u) + 2 \delta \omega(\rho_c, u) + 2 \partial_\rho \bar{\omega}(\rho_c, \delta \rho(u))),$$

(3.18)

$$\phi_u = \bar{\phi}(\rho_c) + \partial_\rho \phi(\rho_c) \delta \rho(u) + D \phi_{inh}(\rho_c, u).$$

(3.19)
Figure 2. The perturbative solution for $m = -\phi_b = 1$. (a) shows the full perturbative solution on the unit disk, while (b) zooms in the interpolating region. The unperturbed interpolating geometry is given by a separation between negative (blue) and positive (yellow) curvature at $\rho = 0$ (dashed, red circle). The perturbation for $\kappa h_1^2 = 2.3$, generates the new curve with $\phi = 0$ that is given by the black line in the plot. The black dashed line close to the boundary in figure (a) shows boundary conditions given by $\phi_b = 30, h = 900$.

The above equations are solved by:

$$
\delta \rho(u) = -\frac{\delta \phi_{inh}(\rho_c, u)}{\partial \phi(\rho_c)}, \quad \partial_u \delta \tau(u) = \frac{\partial \phi(\rho_c)}{\partial \rho(\rho_c)} \delta \phi_{inh}(\rho_c, u). \quad (3.20)
$$

From the above we see that $\delta \tau(u)$ and $\delta \rho(u)$ are indeed $O(\kappa)$ quantities, justifying our assumption that the resulting curve lies near the unperturbed curve $C = \{u, \rho_c\}$.

### 3.2 Example

As a concrete example, suppose the matter field is characterised by a single harmonic $m \geq 1$ and is real valued. The solution for $\chi(\rho, \tau)$ is simply:

$$
\chi(\rho, \tau) = 2 h_m e^{m(\rho-\pi/2)} \cos(m \tau), \quad (3.21)
$$

from which it immediately follows that:

$$
T^\chi_{\rho \tau}(\rho, \tau) = -2 h_m^2 m^2 e^{2m(\rho-\pi/2)} \sin(2m \tau). \quad (3.22)
$$

It is then straightforward to obtain the perturbative solution. We first evaluate the integral in equation (3.6) for the given stress tensor. The next step is to find the curves where the dilaton vanishes. This can be done numerically and shown for an example with $m = 1$ in figure 2. We still need to fix the boundary conditions. Given $h$ and $\phi_b$, then $\delta \rho(u)$ and $\delta \tau(u)$ are determined by (3.20). In figure 2 we display the solution with $h = 900, \phi_b = 30$.

More generally, if we take $\partial M$ to lie at $\rho_c \approx \pi/2$ and $\tau = u$, the condition that $\phi_b$ remains positive and large along $\partial M$ enforces:

$$
|\phi_b| \geq \kappa h_m^2 m \left( \frac{8m^2 e^{-2\pi m}}{4m^2 + 1} \right). \quad (3.23)
$$
Figure 3. Perturbative solution with $m = -\phi_k = 1$ on the unit disk. Yellow regions indicate positive curvature while blue ones, negative. The interpolating region with $\phi = 0$ is the solid curve between them. The red dashed circle shows the interpolating region of the unperturbed geometry. As the strength of the perturbation increases, the positive curvature regions grow until negative curvature regions become disconnected.

Relaxing the above condition leads to solutions where regions of negative and positive curvature might separate, as shown in figure 3. If we impose a Dirichlet boundary condition for which $\phi$ is everywhere positive along $\partial M$, solutions such as the one in figure 3 (b) are no longer allowed. Perhaps this suggests for the Dirichlet problem with AdS$_2$ asymptotia, one can entirely remove the dS$_2$ region in the interior by turning on strong enough matter sources at $\partial M$. It would be interesting to further explore this at the non-linearised level.

3.3 Remarks on the non-linear problem

We would like to end this section with some remarks on the general non-linear problem. Again, we will consider the limit where there is a sharp transition from positive to negative curvature. The geometric problem consists of gluing a constant negative curvature geometry to a constant positive curvature geometry across some curve $S$. In the conformal gauge, constant curvature metrics in two-dimensions are given by solutions to the Liouville equation. To express the space of solutions, it is convenient to introduce a complex coordinate $z = e^{\rho+i\tau}$. A large class of positive constant curvature geometries are:

$$ds^2 = \frac{4f_+^\prime(z)g_+^\prime(\bar{z})}{(1 + f_+(z)g_+(\bar{z}))^2} \, dz \, d\bar{z},$$

(3.24)

where $f_+(z)$ and $g_+(z)$ are meromorphic and anti-meromorphic functions giving rise to a real geometry. For example the round metric on the two-sphere has $f_+(z) = z$ and $g_+(z) = \bar{z}$. Negative constant curvature geometries are:

$$ds^2 = \frac{4f_-^\prime(z)g_-^\prime(\bar{z})}{(1 - f_-(z)g_-(\bar{z}))^2} \, dz \, d\bar{z}.$$  

(3.25)

The standard hyperbolic geometry has $f_-(z) = z$ and $g_-(z) = \bar{z}$. The hyperbolic cylinder is given by $f_-(z) = e^{\rho \log z}$ and $g_-(z) = e^{\rho \log \bar{z}}$. Poles in $f_-(z)$ and $g_-(z)$ translate to conical defects in the two-dimensional geometry.
We wish to glue the two geometries together along an arbitrary closed curve $S$, such that both the metric and extrinsic curvature matches along the curve. The equation for $S$ will be some non-holomorphic function $s(z, \bar{z}) = 0$. Thus, $f_+(z)$ and $g_+(\bar{z})$ should be analytic in $U_S$. Throughout the region $U_S$ within $S$ we require a smooth constant positive curvature geometry. By the Riemann mapping theorem, we can map $U_S$ to the open disk with circular boundary. We can then fill the interior of the disk with the standard metric on the two-sphere and glue it to the appropriate hyperbolic geometry. Finding the explicit form of the map is generally complicated. Upon performing the map, the boundary values of the fields will transform. It is important to understand how the boundary values of the fields transform since they are to be interpreted as sources for the operators in a putative dual quantum mechanics.

4 Boundary soft mode

In this section we consider the effective theory of the soft mode arising close to the AdS$_2$ boundary. We emphasise that the AdS$_2$ clock near the boundary of the unperturbed, or slightly perturbed, interpolating geometry is the isometric direction of the hyperbolic cylinder. As mentioned earlier, this results in a sign difference for the boundary action (2.18) as compared to that of the hyperbolic disk.

4.1 Soft action

Let us take $h$ and $b$ to be $u$-independent, with $b$ positive and the two scaling as $\{\sqrt{h}, \phi_b\} = \Lambda \{1, \tilde{\phi}_b\}$ in the large-$\Lambda$ limit. We take the proper size of the boundary circle to be $\tilde{\beta}$ such that $u \sim u + \tilde{\beta}$. The boundary action for the interpolating geometry (2.13) is found by calculating the extrinsic curvature for the curve $C = \{\tau(u), \rho(u)\}$.

If we remain off-shell by leaving $\tau(u)$ unfixed, we can calculate the boundary action for the interpolating geometry:

$$S_{\text{bdy}} = \frac{\tilde{\phi}_b}{\kappa} \int du \left( \frac{1}{2} (\partial_u \tau(u))^2 - \text{Sch}[\tau(u), u] \right).$$

(4.1)

In deriving the above action, we have related $\rho(u)$ to $\tau(u)$ via (2.17):

$$\Lambda^2 = \frac{(\partial_u \rho(u))^2 + (\partial_u \tau(u))^2}{\cos^2 \rho(u)}.$$  

(4.2)

In the large-$\Lambda$ limit, we have $\Lambda \cos \rho(u) \approx \partial_u \tau(u)$ such that $\rho(u)$ must be parameterically near $\rho = \pi/2$. This forces the boundary curve $C$ to live parametrically close to the AdS$_2$ boundary. For $\tau(u)$ non-compact, the theory (4.1) is invariant under the SL(2,R) transformation:

$$\sigma(u) \to \frac{a \sigma(u) + b}{c \sigma(u) + d}, \quad ad - bc = 1,$$

(4.3)

with $a, b, c, d$ real, and $\sigma(u) = \tanh \tau(u)/2$. Due to the fact that $\tau(u)$ is compact, the SL(2,R) invariance is broken to a U(1) subgroup corresponding to shifts in $\tau(u)$. 

\vspace{-0.5cm}
The equations of motion stemming from (4.1) are:
\[
\partial_u^2 \tau = \partial_u \left( \frac{1}{\partial_u \tau} \partial_u \left( \frac{\partial_u^2 \tau}{\partial_u \tau} \right) \right).
\] (4.4)

One solution to the above equations is \( \tau(u) = 2 \pi u / \tilde{\beta} \), such that \( u \sim u + \tilde{\beta} \). In [23, 24], \( \tilde{\beta} \) is interpreted as the temperature of a putative ultraviolet system. An example where this occurs is the SYK model, for which \( u \) becomes the clock of the dual quantum mechanical fermions. We will keep \( \tilde{\beta} \) as a parameter, and occasionally interpret it as a temperature. In the case where our bulk theory has an additional scale, such as the field range of the interpolating region in the dilaton potential, the theory already contains a bulk tunable parameter that can be viewed as a temperature. This is in sharp contrast to linear dilaton potentials for which the bulk geometry is entirely fixed at the classical level.

The on-shell boundary action for the \( \tau(u) = 2 \pi u / \tilde{\beta} \) saddle becomes:
\[
S_{\text{bdy,cl}} = -\text{sign} \phi_h \frac{\partial_h}{\tilde{\beta} \kappa}.
\] (4.5)

If we interpret \( \tilde{\beta} \) as an inverse temperature, we see that (4.5) is linear in the temperature. For \( \kappa > 0 \) the specific heat with respect to variations of \( \tilde{\beta} \) is negative for the interpolating solution, which as we recall has \( \phi_h < 0 \).\(^2\) Nevertheless, as we shall soon see, the \( \kappa > 0 \) thermal saddle is locally stable with respect to small variations of \( \tau(u) \).

For the remainder of the solution space, we can map (4.4) to the equations of motion of Liouville quantum mechanics [26]:
\[
\partial_u^2 \xi(u) = e^{2 \xi(u)},
\] (4.6)
with \( \partial_u \tau(u) = e^{\xi(u)} \). The solutions to (4.6) are:
\[
e^{2 \xi(u)} = a^2 \sec^2 au.
\] (4.7)

Due to the condition \( \xi(u) = \xi(u + \tilde{\beta}) \), we require \( a = n \pi / \tilde{\beta} \) with \( n \in \mathbb{Z} \). All these saddles have a divergence at certain values of \( u \). Evaluating the on-shell action for the solutions (4.7) reveals a divergent answer. The action in terms of \( \xi \) is given by:
\[
S_\xi = \frac{\partial_h}{\kappa} \int du \left[ (\partial_u \xi)^2 + \frac{1}{2} e^{2 \xi(u)} \right].
\] (4.8)

As shown in [26], the path integral measure is flat in \( \xi(u) \) with the zero mode removed.

**Case (i): \( \kappa > 0 \).** For \( \kappa > 0 \) the dominant saddle has \( \phi_h > 0 \) such that the two-dimensional geometry is the hyperbolic disk. The interpolating solution is a sub-leading contribution to the thermal partition function. Picking \( \tilde{\beta} = 2 \pi \), and expanding the soft

\(^2\)Note that for a class of generalised potentials that is analysed in appendix D, it is possible to obtain interpolating geometries with \( \kappa > 0 \) and a positive specific heat.
action around the saddle as $\tau(u) = u + \delta \tau(u)$ we obtain the following perturbative action for the Schwarzian piece:

$$S_{\text{fluct}} = \frac{\phi_b}{2\kappa} \int du \left( (\partial_u^2 \delta \tau(u))^2 + (\partial_u \delta \tau(u))^2 \right).$$  \hspace{1cm} (4.9)

Interestingly, though the interpolating geometry is a sub-dominant saddle, the action for fluctuations (4.9) of its soft boundary mode is Gaussian suppressed, allowing for a perturbative analysis of $\delta \tau(u)$ in the sub-dominant saddle. We will analyse this shortly.

**Case (ii): $\kappa < 0$.** We now consider $\kappa < 0$. In this case, the boundary action for the interpolating geometry (4.1) dominates over that of the hyperbolic disk. This is consistent with the analysis of [3]. However, care must be taken with the perturbative analysis of fluctuations. Indeed, for $\kappa < 0$, the fluctuation action (4.9) is Gaussian unsuppressed. One possibility is that we must consider a different ensemble for $\kappa < 0$. For instance, we could consider a mixed Neumann-Dirichlet ensemble where $\pi_b = -K$ and $h$ are fixed, rather than the standard Dirichlet problem we have been considering so far. Fixing the extrinsic curvature in Euclidean quantum gravity has been considered in other contexts also (see for example [27, 28]). In going to this ensemble, we must allow $\phi_b(u)$ to fluctuate, and hence, it is no longer guaranteed that our geometry will be asymptotically AdS$_2$. Another possibility is that we must view the $\kappa < 0$ theory as part of a larger theory with non-negative $\kappa$. One possible lesson is that for $\kappa < 0$, we should no longer interpret $\beta$ as a temperature.

An example of a well defined theory where one encounters a term in the action corresponding to a Schwarzian action with negative coefficient arises if one considers coupling the soft mode action to a non-trivial geometry $\tilde{h}(u)$. In order to covariantise this action it is useful to write:

$$\text{Sch}[\tau(u), u] = F[A, u] \equiv \partial_u A_u - \frac{1}{2} A_u A_u, \quad A = \partial_u \log \partial_u \tau(u) \, du.$$  \hspace{1cm} (4.10)

Notice that $A$ transforms as a connection under changes of coordinates $u \rightarrow f(u)$.\footnote{Incidentally, $A$ also transforms as a gauge connection for the conformal symmetry action on target space $\tau \rightarrow \sigma(\tau)$ and $F$ is a weight 2 tensor invariant under the global SL(2, R) sub-algebra of this local group.} Provided an affine connection $\Gamma$, it is now easy to covariantise this action in terms of $A = A - \Gamma$. In a manifold with a metric $\tilde{h}(u)$, $\Gamma$ is given by

$$\Gamma = \tilde{h}^{-1/2} \partial_u \tilde{h}^{1/2} \, du.$$  \hspace{1cm} (4.11)

The associated covariant Schwarzian action becomes:

$$\text{Sch}_{\tilde{h}}[\tau(u), u] = \tilde{h}^{-1} F[A, u] \equiv \tilde{h}^{-1} \left[ \mathcal{D}_u A_u - \frac{1}{2} A_u A_u \right]$$  \hspace{1cm} (4.12)

where $\mathcal{D}_u \equiv \partial_u - \Gamma_u$ is the usual covariant derivative and we have included an inverse metric $\tilde{h}^{-1}$ to make the Schwarzian a scalar density. Now something interesting happens as we expand out this expression:

$$\mathcal{F}[A, u] = \partial_u A_u - \frac{1}{2} A_u A_u - \partial_u \Gamma_u + \frac{1}{2} \Gamma_u \Gamma_u = F[A, u] - F[\Gamma, u]$$  \hspace{1cm} (4.13)
Putting all this together we can write a fully covariant action as:

\[ S[\tau, \Gamma, \tilde{h}] = -\frac{1}{\kappa} \int du \sqrt{\tilde{h}} \tilde{\phi}_b \tilde{h}^{-1} (F[A, u] - F[\Gamma, u]) . \]  

(4.14)

It is clear from the above expression that regardless of the original sign of \( \kappa \) we obtain the difference of two identical actions with different signs. These can of course differ on the actual variables of integration in the path integral. As expected in first order formalisms of gravity, if we take \( \Gamma \) to be an independent variable we obtain (4.11) as the equation of motion. We will elaborate on these issues in future work.

5 Matter perturbations

We now consider the effect of a massless free scalar, with boundary value \( \chi(u) \), to the physics of the soft mode. The contribution to on-shell action from the matter theory (3.1) is given by:

\[ S_\chi = -\frac{1}{2} \int du_1 du_2 \left( \frac{\tau'(u_1)\tau'(u_2)}{\sin^2 \frac{\tau(u_1) - \tau(u_2)}{2}} \right) \chi(\tau(u_1))\chi(\tau(u_2)) . \]  

(5.1)

In the above expression, we have assumed that the boundary curve \( C = \{ \tau(u), \rho(u) \} \) always remains near the asymptotic AdS\(_2\) boundary. In addition to (5.1), the total on-shell action also contains a contribution from the Schwarzian action (2.18) and an interior contribution \( S_{\text{int}} \) given in (2.21). Thus, the generating function for boundary correlations of the scalar \( \chi \) contains an additional contribution when compared to the pure Jackiw-Teitelboim theory with a linear dilaton potential. There, the geometry is always pure AdS\(_2\) and the whole problem can be mapped to a calculation at the boundary [23–25]. Here, the soft boundary physics carries an imprint from the bulk interpolating region. This can be seen rather directly from our perturbative equations (3.6) and (3.20). The contribution to (3.20) coming from the integral over the stress-tensor is equivalent to the equation of motion stemming from the boundary theory (4.1) plus (5.1). However, there is also a contribution to (3.20) from the second integral in (3.6). This term is due to the interpolating region.

It is instructive to obtain an equation for the off-shell curve parameter \( \tau(u) \approx u + \delta \tau(u) \). This can be done by considering the ADM mass of the theory [22] along the curve \( C \):

\[ M_{\text{ADM}} = \sqrt{h} (-n^a \partial_a \phi + \phi_b) . \]  

(5.2)

We can evaluate \( M_{\text{ADM}} \) either using the \( T_{\rho \rho} \) or \( T_{\tau \tau} \) equations of motion. Given a slightly perturbed metric,

\[ ds^2 = e^{2\omega(\rho)} \left( 1 + 2\delta \omega(\rho, \tau) \right) (d\rho^2 + d\tau^2) , \]  

(5.3)

we evaluate (5.2) along the curve \( C = \{ u + \delta \tau(u), \rho_c + \delta \rho(u) \} \), where \( \delta \rho(u) \) is expressed in terms of \( \delta \tau(u) \) and \( \delta \omega(\rho_c, u) \) by fixing the induced metric \( h = e^{2\omega(\rho_c)} \) of (5.3). Working to linear order in \( \delta \tau(u) \) and \( \delta \omega(\rho_c, u) \), and using that \( \phi_b = -\phi_b \tan \rho_c \), we obtain the following expression:

\[ \tilde{\phi}_b \left( \partial_u^4 - \partial_u^2 \right) \delta \tau(u) = -\kappa T_{\tau \rho}(\pi/2, u) + 3 \hbar \tilde{\phi}_b \partial_u \delta \omega(\rho_c, u) . \]  

(5.4)
We also work in the limit $\rho_c \to \pi/2$, which is well defined so long as $\delta\omega(\rho_c, u)$ goes as $\mathcal{O}((\rho_c - \pi/2)^2)$ as we approach $\rho_c = \pi/2$. The left hand side of (5.4) is given by linearising the equation of motion of the Schwarzian theory (4.1). The first term on the right hand side of (5.4) comes from varying (5.1) with respect to $\tau(u)$. The last term in (5.4) is due to the slightly perturbed Weyl factor and encodes the information of the interior curve $S$. Upon inserting the on-shell value for $\delta\omega(\rho, \tau)$, the solutions of (5.4) are the same as our linear solutions (3.20). Since $\delta\omega(\rho, \tau)$ is fixed by $T_{\rho\tau}(\rho, \tau)$ on-shell, we end up an equation for $\delta\tau(u)$ that is completely determined by the boundary data $\chi(u)$. Recall that in momentum space, the linearised solution for $\delta\omega$ near the boundary can be obtained by expanding (3.12) near $\rho = \pi/2$:

$$\delta\tilde{\omega}_q \equiv \lim_{\rho \to \pi/2} \frac{\delta\omega_q(\rho)}{\rho - \pi/2} = -\frac{2}{3} i \frac{\kappa}{\phi_b} q e^{-\frac{\pi|q|}{2}} T_{\rho\tau}(0, q).$$  (5.5)

In position space, this becomes a convolution:

$$\delta\tilde{\omega}(u) = -\frac{2}{3} \frac{\kappa}{\phi_b} \partial_u \int dw G(u - w) T_{\rho\tau}(0, w), \quad G(u) \equiv \sum_{q \not\in \{\pm 1, 0\}} e^{-\frac{\pi|q|}{2}} e^{iq u}. \quad (5.6)$$

Explicitly:

$$G(u) = \frac{1}{2} \Re \left[ \sinh \left( \frac{\pi}{2} - iu \right) - \cosh \left( \frac{\pi}{2} - iu \right) - 4 \log \left( 1 - e^{-\frac{\pi}{2} + iu} \right) \sinh \left( \frac{\pi}{2} - iu \right) - 2 \right]. \quad (5.7)$$

Notice that $G(u)$ is an oscillatory function in $u$.

5.1 Boundary action

It is of interest to calculate the boundary four-point function for the matter fields which we express as $\chi = (\chi_1 + i\chi_2)/\sqrt{2}$, with $\chi_1$ and $\chi_2$ real. We will set $\beta = 2\pi$ unless otherwise specified. At tree-level, we must compute the on-shell Euclidean action for the linearized perturbations $\delta\tau$ and $\chi$. It is given by:

$$S_{\text{bdy}}[\delta\tau(u), \chi(u)] = S_{\text{fluct}}[\delta\tau(u)] - \int du \left( T_{\rho\tau}(\pi/2, u) - \frac{3\phi_b}{\kappa} \partial_u \delta\tilde{\omega}(u) \right) \delta\tau(u),$$  (5.8)

with $S_{\text{fluct}}[\delta\tau(u)]$ containing the fluctuations of the Schwarzian given in (4.9) and $\delta\tilde{\omega}(u)$ given in (5.6). Since $T_{\rho\tau}$ and $\delta\tilde{\omega}$ are quadratic in $\chi_i(u)$, we can read off a cubic interaction between $\chi_i(u)$ and $\delta\tau(u)$ directly from (5.8). Moreover, given that:

$$T_{\rho\tau}(\pi/2, u) = -\frac{1}{4} \left( \partial_u \chi(u) \int dw \frac{\tilde{\chi}(w)}{\sin^2 \frac{u - w}{2}} + \text{h.c.} \right), \quad (5.9)$$

it follows that (5.8) is non-local in $u$, when viewed as a functional of $\chi(u)$ and $\delta\tau(u)$. Similarly,

$$T_{\rho\tau}(0, u) = -\frac{1}{4} \left( \partial_u \chi(u) \int dw \frac{\tilde{\chi}(w)}{\sin^2 \frac{u - w}{2}} + \text{h.c.} \right), \quad (5.10)$$
where we have further defined:

\[ \tilde{\chi}(u) \equiv \int dw \frac{\sinh \pi/2 \chi(w)}{\cosh \pi/2 - \cos(u - w)}. \]  

(5.11)

The reason for taking a convolution of the boundary matter source \( \chi(u) \) is that there is a relative factor of \( e^{-|q|\pi/2} \) for the Fourier modes of \( \chi(\rho, \tau) \) when comparing \( \rho = 0 \) to \( \rho = \pi/2 \). The convolution suppresses the small scale structure of \( \chi(u) \). As a result we can rewrite the second term in (5.8) as:

\[ -\frac{1}{8} \int \frac{du_1 du_2}{\sin^2 \frac{u_1 - u_2}{2}} [\chi(u_1)\tilde{\chi}(u_2)B(u_1, u_2) + \tilde{\chi}(u_1)\tilde{\chi}(u_2)E(u_1, u_2) + \text{h.c.}], \]  

(5.12)

where we have defined:

\[ E(u_1, u_2) \equiv \left( \partial_{u_1} \delta T(u_1) + \partial_{u_2} \delta T(u_2) - \frac{\delta T(u_1) - \delta T(u_2)}{\tan \frac{u_1 - u_2}{2}} \right), \]  

(5.13)

\[ B(u_1, u_2) \equiv \left( \partial_{u_1} \delta \tau(u_1) + \partial_{u_2} \delta \tau(u_2) - \frac{\delta \tau(u_1) - \delta \tau(u_2)}{\tan \frac{u_1 - u_2}{2}} \right), \]  

(5.14)

and \( \delta T(w) \equiv 2 \int du G(w - u)\partial^2 \delta \tau(u) \), with \( G(u) \) given in (5.6).

From the action of small soft mode fluctuations (4.9) with \( \kappa > 0 \), we can extract the propagator of the mode \( \delta \tau(u) \) which in Fourier space reads:

\[ \langle \delta \tau_m \delta \tau_n \rangle = \frac{\kappa}{\phi_b} \frac{\delta_{m+n}}{m^4 + m^2}. \]  

(5.15)

Notice that \( m = 0 \) is a zero mode that must be excised from the configuration space. Going back to position space, the propagator becomes:

\[ \langle \delta \tau(u) \delta \tau(0) \rangle = \frac{\kappa}{\phi_b} \left( \left( \frac{|u| - \pi}{2} \right)^2 - \frac{\pi}{\sinh \pi} \cosh(|u| - \pi) + 1 - \frac{\pi^2}{6} \right). \]  

(5.16)

We display the \( \delta \tau(u) \) propagator in figure 4. This result is valid for \( u \in [-\pi, \pi] \) and periodically continued for other \( u \). To obtain the contribution to the \( \chi_i \) four-point function from (5.8), we must integrate out \( \delta \tau(u) \). To leading order, this is given by calculating the tree-level exchange diagram of \( \delta \tau(u) \).

### 5.2 Four-point functions

We have now collected all the ingredients necessary to calculate the tree-level, connected, four-point function. It is given by:

\[ \langle \chi_1(u_1)\chi_1(u_2)\chi_2(u_3)\chi_2(u_4) \rangle_c = \frac{1}{16} \left( \frac{B(u_1, u_2)}{\sin^2 \frac{u_1 - u_2}{2}} + \tilde{E}(u_1, u_2) \right) \left( \frac{B(u_3, u_4)}{\sin^2 \frac{u_3 - u_4}{2}} + \tilde{E}(u_3, u_4) \right), \]  

(5.17)

where we have defined:

\[ \tilde{E}(u_1, u_2) \equiv \int dw_1 dw_2 \frac{\sinh \pi/2}{\cosh \pi/2 - \cos(u_1 - w_1)} \frac{\sinh \pi/2}{\sin^2 \frac{w_1 - w_2}{2}} \frac{\cosh \pi/2 - \cos(w_2 - u_2)}{\cosh \pi/2 - \cos(u_1 - u_2)}. \]  

(5.18)
Figure 4. The propagator in equation (5.16) as a function of $u$ is shown in green. In red, we plot the propagator for the perturbative Schwarzian action resulting near the boundary of the hyperbolic disk.

The calculations are somewhat lengthy, but straightforward. In appendix C we give some details of the calculations. The time ordering $u_4 < u_2 < u_3 < u_1$ is the one relevant for out-of-time-ordered correlations [29] upon suitable analytic continuation. This can be done in many different ways. A particularly simple configuration is given by placing the four operators at equally-spaced points along the thermal circle, and then evolving only the two diametrically opposed ones along the real-time axis:

$$F(t) = \langle \chi_1(\pi/2)\chi_2(it)\chi_1(-\pi/2)\chi_2(-\pi + it)\rangle_c = \text{Tr} \hat{\rho} [\hat{y} \hat{x}_1 \hat{y} \hat{x}_2(t) \hat{y} \hat{x}_1 \hat{y} \hat{x}_2(t)] , \quad (5.19)$$

where $\hat{\rho} = e^{-\beta H}$ and $\hat{y} \equiv \hat{y}^{1/2}$. It has been argued that quantum systems in thermal equilibrium with a large number of degrees of freedom, $N$, and a parametrically large separation between dissipation and scrambling time obey [30]:

$$F(t) = f_0 - f_1 N \exp(\lambda_L t) , \quad \text{with} \quad \lambda_L \leq \frac{2\pi}{\beta}. \quad (5.20)$$

Here, $\lambda_L$ is the Lyapunov exponent, $f_0$ and $f_1$ are positive order-one constants (independent of $N, \beta, t$), and $\beta \ll t \ll \beta \log N$. It turns out that black holes in Einstein gravity saturate this bound. The AdS$_2$ black hole with running dilaton also saturates the chaos bound.

We are interested in the four-point function $F(t)$ for the interpolating geometry. The important point is that the $\delta \tau(u)$ propagator (5.16) is built from hyperbolic functions, which upon analytic continuation become oscillatory. This already implies that the piece of $F(t)$ stemming purely from the $B(u, w)$ contribution will oscillate in $t$. Upon reinstating $\beta$, the frequency of oscillation is $2\pi/\beta$, which is the same as the Lyapunov coefficient. Analytically:

$$\langle \mathcal{B}(\pi/2, -\pi/2)\mathcal{B}(2\pi it/\beta, -\pi + 2\pi it/\beta) \rangle_c = \frac{2i\beta}{\phi_0} \left( \frac{\pi}{\beta} \right) \left( \cos \left( \frac{2\pi t}{\beta} \right) - 2 \right) . \quad (5.21)$$

The piece of $F(t)$ stemming from the $\mathcal{E}(u, w)$ contribution contains trigonometric functions both in (5.7), as well as in the convolution (5.10). Recalling that we must calculate correlators of $\mathcal{E}(u, w)$ in (5.18), the only piece that is subject to analytic continuation is
the \( \cos(u - w) \) in the denominator of (5.18). All the relevant integrals appearing in the convolutions are finite and well defined. Consequently, upon setting \( u_1 = \pi/2, u_2 = -\pi/2, u_3 = it \) and \( u_4 = -\pi + it \), the contribution from \( \tilde{\mathcal{E}}(u,v) \) will either oscillate or decay exponentially at large \( t \). In appendix C we provide numerical evidence of this behaviour.

In conclusion, the boundary out-of-time-ordered four-point function of \( \chi(u) \) for the interpolating geometry does not display the exponential Lyapunov behaviour (5.20) observed for black holes in \( \text{AdS} \). Instead, we observe oscillatory behaviour in Lorentzian time. This is an interesting distinction between de Sitter-like and black-hole-like horizons whose microscopic interpretation we will discuss in future work.

6 Lorentzian deformations

Having discussed several aspects of the Euclidean problem, we move on to some features of perturbations in Lorentzian signature. Specifically, we will consider the effect of a null energetic pulse travelling from the \( \text{AdS}_2 \) boundary through the \( \text{dS}_2 \) horizon.

6.1 Lorentzian background

It is convenient to work in light-cone coordinates, such that our gauge-fixed background is given by:

\[
 ds^2 = e^{2\omega(x^+,x^-)} dx^+ dx^-.
\] (6.1)

The relation to the Schwarzschild like coordinates (2.11) in the \( x^+ > 0, x^- > 0 \) quadrant is:

\[
 \pm \log x^\pm = t \pm \int_0^\rho \frac{dr}{N(r)}.
\] (6.2)

The Ricci scalar is given by \( R = -8e^{-2\omega} \partial_+ \partial_- \omega \). The non-vanishing Christoffel symbols are:

\[
 \Gamma^+_+ = 2 \partial_+ \omega, \quad \Gamma^-_- = 2 \partial_- \omega.
\] (6.3)

The background solution is given as follows. The \( \text{dS}_2 \) region is covered by the range \(-1 < x^+ x^- < 1 \). The metric and dilaton take the form:

\[
 e^{2\omega(x^+,x^-)} = \frac{4}{(1 + x^+ x^-)^2}, \quad \tilde{\phi}(x^+,x^-) = |\phi_h| \left( \frac{x^+ x^- - 1}{x^+ x^- + 1} \right).
\] (6.4)

The \( \text{dS}_2 \) horizon resides at \( x^+ x^- = 0 \). The future boundary in the interior of the \( \text{dS}_2 \) horizon resides at \( x^+ x^- = -1 \). The transition region occurs near \( x^+ x^- = 1 \). The \( \text{AdS}_2 \) region is covered by \( 1 < x^+ x^- < e^\pi \) and described by:

\[
 e^{2\omega(x^+,x^-)} = \frac{1}{x^+ x^-} \sec^2 \frac{\log x^+ x^-}{2}, \quad \tilde{\phi}(x^+,x^-) = |\phi_h| \log \frac{x^+ x^-}{2}.
\] (6.5)

The \( \text{AdS}_2 \) boundary resides at \( x^+ x^- = e^\pi \).
6.2 Massless matter

The matter content we consider will be a free massless scalar described by the action:

$$S = \frac{1}{2} \int d^2x \sqrt{-g} g^{ab} \partial_a \chi \partial_b \chi.$$  

(6.6)

The solutions to the massless wave-equation are given by a sum of left and right moving waves:

$$\chi(x^+, x^-) = \chi_+(x^+) + \chi_-(x^-).$$  

(6.7)

In Lorentzian space we can turn on a purely chiral excitation. This would correspond to a complex, holomorphic solution in Euclidean space. Let us consider the case $\chi_-(x^-) = 0$. The equations of motion are (see for example [31]):

$$e^{2 \omega(x^+, x^-)} \partial_+ e^{-2 \omega(x^+, x^-)} \partial_+ \phi = -\kappa T^0_+ (x^+),$$  

(6.8)

$$e^{2 \omega(x^+, x^-)} \partial_- e^{-2 \omega(x^+, x^-)} \partial_\phi = 0,$$  

(6.9)

$$4 \partial_+ \partial_- \phi - e^{2 \omega(x^+, x^-)} V(\phi) = 0.$$  

(6.10)

Let us further consider the case where the geometry is transitioning sharply from $\text{AdS}_2$ to $\text{dS}_2$. The pulse emanates from the $\text{AdS}_2$ boundary and we can solve for $\phi$ by integrating the $++$-equation of motion from the past boundary to the interpolating region. In this region we find:

$$\partial_+ \phi(x^+, x^-) = \partial_+ \phi(x^+, x^-) - \kappa e^{2 \omega(x^+, x^-)} \int_{-\infty}^{x^+} d\tilde{x}^+ e^{-2 \omega(\tilde{x}^+, x^-)} T^0_+ (\tilde{x}^+).$$  

(6.11)

We can consider the shockwave limit where $T^0_+(x^+) = \alpha \delta(x^+)$. The deviation from the background value of the dilaton is:

$$\delta \phi(x^+, x^-) = -\alpha \kappa e^{-2 \omega(0, x^-)} \Theta(x^+) \int_0^{x^+} du e^{2 \omega(u, x^-)} = -\alpha \kappa \left( \frac{x^+}{x^+ x^- + 1} \right) \Theta(x^+).$$  

(6.12)

It is also useful to consider the following coordinate transformation:

$$\tilde{x}^+ = x^+ \Theta(-x^+) + \frac{2 x^+}{2 + \alpha \kappa x^+} \Theta(x^+), \quad \tilde{x}^- = x^- - \alpha \kappa \Theta(x^+)/2,$$  

(6.13)

applied to the region where $\phi(x^+, x^-) < 0$ and where we have rescaled $\alpha \to \alpha/|\phi_h|$. This maps the metric and dilaton in the region $\phi(x^+, x^-) < 0$ to the form:

$$ds^2 = \frac{4 d\tilde{x}^+ d\tilde{x}^-}{(1 + \tilde{x}^+ \tilde{x}^-)^2} + 2 \alpha \kappa \delta(\tilde{x}^+) (d\tilde{x}^+)^2, \quad \phi(\tilde{x}^+, \tilde{x}^-) = |\phi_h| \left( \frac{\tilde{x}^+ \tilde{x}^- - 1}{\tilde{x}^+ \tilde{x}^- + 1} \right).$$  

(6.14)

In this coordinate system, the dilaton exhibits no jump in the $\text{dS}_2$ region, whereas the metric has a characteristic $\delta$-function singularity along the shockwave. An analogous procedure can be done for the remaining $\text{AdS}_2$ region.

If the integral (6.12) is such that $\phi + \delta \phi$ becomes zero for some $x^+$, then we must make sure to switch from the $\text{dS}_2$ to the $\text{AdS}_2$ background geometry. This defines a curve in the region $x^+ > 0$:

$$x^+ (x^- - \alpha \kappa) = 1.$$  

(6.15)
As expected, when $\alpha = 0$ this becomes $x^+x^- = 1$. We schematically depict the geometries in figure 5.

The induced metric $h_{++}$ along the curve is given by:

$$ds^2 = -\frac{4}{(2 + \alpha x^+)^2} \left( \frac{dx^+}{x^+} \right)^2 .$$

(6.16)

It is also useful to compute the extrinsic curvature along the curve (6.15). If we parameterize the curve as $(x^+(u), x^-(u))$, the tangent vector is given by:

$$T^\mu(u) = (\partial_u x^+(u), \partial_u x^-(u)) .$$

(6.17)

The normal vector $n_\mu$ obeys $T^\mu n_\mu = 0$ and $n_\mu n^\mu = 1$. Explicitly:

$$n_\mu(u) = \frac{1}{|1 + x^+(u)x^-(u)|} \left( \sqrt{-\frac{\partial_u x^-(u)}{\partial_u x^+(u)}}, \sqrt{-\frac{\partial_u x^+(u)}{\partial_u x^-(u)}} \right) .$$

(6.18)

The extrinsic curvature is given by:

$$K_{uu} = T^\mu T^\nu \nabla_\mu n_\nu .$$

(6.19)

Evaluating it on the curve (6.15), we find that $K_{uu} = 0$. The normal derivative of the scalar along (6.15):

$$n^\mu \partial_\mu \phi = 1 .$$

(6.20)

To continue the solution to the AdS$_2$ region, we must smoothly glue a constant negative curvature metric across the curve (6.15).

It is convenient to consider a chiral coordinate transformation:

$$\log \hat{x}^+ = \int_1^{x^+} \frac{2}{(2 + \alpha x^u)} \frac{du}{u} = \log \left( \frac{2 + \alpha kx^+}{2 + \alpha x^+} \right) ,$$

(6.21)

such that the induced metric on the curve takes the simpler form $ds^2 = -(d\hat{x}^+/\hat{x}^+)^2$. The range of $\hat{x}^+$ is the positive real axis. Thus, we can smoothly glue (up to first derivatives) half of global AdS$_2$ with coordinates:

$$e^{2\omega(\hat{x}^+, \hat{x}^-)} = \frac{1}{\hat{x}^+ \hat{x}^-} \sec^2 \frac{\log \hat{x}^+ \hat{x}^-}{2} ,$$

(6.22)
along the curve $\hat{x}^+ x^- = 1$. The normal direction then becomes the standard radial direction in global AdS$_2$. The dilaton is given by (6.5) with $x^+$ replaced by $\hat{x}^+$.

### 6.3 Shapiro time delays and advances

Notice that for matter obeying the null energy condition, i.e. $\alpha > 0$, the shift in the dilaton value due to the stress-tensor in (6.11) depends on the sign of the $\kappa$. For $\kappa > 0$ ($\kappa < 0$), we see that $|\phi|$ increases (decreases) in the region $x^+ > 0$ due to the shockwave. When $|\phi|$ increases across the shockwave, particles going across the shockwave will experience a Shapiro time-delay. This situation is similar to the case of black holes [32] — a flux of positive null energy into the horizon causes a Shapiro time delay.

What is novel is the case $\kappa < 0$ for which $|\phi|$ decreases across the shockwave, causing a Shapiro time advance. For ordinary black holes, this can only happen if we send in matter that violates the null energy condition [33]. But for a de Sitter type horizon this behaviour is allowed without any violation of the null energy condition. In appendix B we connect the $\kappa < 0$ behaviour results to a shockwave solution in dS$_3$, for which the dilaton is related to the size of the celestial circle. A more general statement is due to a theorem of Gao and Wald [34] which states that perturbations obeying the null energy condition make the de Sitter Penrose diagram more vertical, hence allowing access to otherwise causally disconnected regions of space. What is often called the horizon re-entry of super-horizon modes in inflationary cosmology is closely related to these phenomena.

**Releasing energy from the AdS$_2$ boundary.** We would like to make a final remark about the clock appearing in the Lorentzian interpolating geometry:

$$ds^2 = \begin{cases} 
\cos^{-2}\rho \left(-dt^2 + d\rho^2\right), & \rho \in (\epsilon, \pi/2), \\
\cosh^{-2}\rho \left(-dt^2 + d\rho^2\right), & \rho \in (-\infty, -\epsilon).
\end{cases} \tag{6.23}$$

Imagine that we release a small (in Planck units) energy $\epsilon$ at some early time $t_1 \ll -1$ near the AdS$_2$ boundary of the Lorentzian interpolating geometry. Near the boundary, the timelike isometry is approximately that of the global AdS$_2$ clock. It is also the one that generates time-translations of the inertial clock at $\rho = 0$. Thus, the energy in a local frame at $\rho = 0$ is also of order $\epsilon$. The energy $\epsilon$ will consequently enter the dS$_2$ static patch region at the origin, and eventually, near the dS$_2$ horizon at $\rho = -\infty$, the particle will experience a Rindler geometry where the local frame energy will be enhanced. We are interested in how the energy $\epsilon$ depends on $t_1$, when measured in the local frame.

It is useful to recall the transformation between the static dS$_2$ coordinates $(t, \rho)$ and the global$^4$ dS$_2$ coordinates $(T, \varphi)$:

$$\cosh^2 T = 1 + \text{sech}^2 \rho \sinh^2 t, \quad \sin^2 \varphi = \frac{\tanh^2 \rho}{1 + \text{sech}^2 \rho \sinh^2 t}, \tag{6.24}$$

where we have set $\ell = 1$. Translations in $t$ comprise a dS$_2$ isometry. Near the dS$_2$ horizon, $\text{sech} \rho \approx 0$ with $\delta^2 \ll 1$ and $t \gg 1$, the global and static patch clocks are related in the usual

$^4$As a reminder the global dS$_2$ metric is $ds^2 = -dT^2 + \cosh^2 T \, d\varphi^2$ with $\varphi \sim \varphi + 2\pi$. 
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Rindler sense $T \approx \delta \sinh t$. Unlike the relation between the Rindler and Minkowski clock, however, the exponential relation between the global and static dS$_2$ clocks is true only in the regime $\delta e^t \ll 1$. In the limit $\delta e^t \gg 1$, the clocks are linearly related and hence there is no exponential effect. This is in stark contrast to what happens when releasing some energy in a standard AdS black hole with temperature $\beta$. There, the Rindler effect persists for $\beta \ll t \ll \beta \log S_{BH}$ and the local frame energy acquires a factor of $\sim e^{2\pi t/\beta}$ near the horizon such that the connection to the shockwave and the saturation of the Lyapunov exponent follows immediately.

7 Discussion

We end with some general remarks on our results and how they may tie into a holographic picture. Since our solutions have an AdS$_2$ like boundary, the natural candidates for holographic duals will be $(0 + 1)$-dimensional, i.e. quantum mechanical theories.

**dS horizon and chaos.** The chaotic nature of AdS black holes has been heavily explored in recent literature. On the other hand, dS horizons have been less explored from a more modern, holographic perspective (see however [16, 35–43]). In constructing interpolating solutions between AdS$_2$ and dS$_2$ we have a potential framework to discuss these questions using the standard tools of AdS/CFT, such as correlators at the AdS$_2$ boundary. Using the Hartle-Hawking construction we can build a global state from the Euclidean saddle. To do so, we cut the disk in half such that a state is prepared along the $t = 0$ spatial slice. In the absence of any perturbations, the Lorentzian geometry becomes a two-sided interpolating geometry which is smooth across the dS$_2$ horizon. Assuming time-reversal invariance, this solution can be continued all the way to the past. For standard black holes, this state is the thermo-field-double state which is built purely out of entangled, non-interacting CFTs. Perturbing this state for black holes, while obeying the null-energy condition, leads to the two sides becoming less connected, and can be viewed as a geometrization of decorrelation due to chaos [44].

The negative $\kappa$ shockwave solution (6.14), which behaves qualitatively similar to shockwaves in pure dS, indicates that perturbing the two-sided interpolating geometry leads to more correlation rather than less [3, 45]. Signals may now arrive from the previously causally inaccessible region, something that can only be achieved in the standard black hole case by turning on an interaction between the two CFTs [33]. From the perspective of a single sided interpolating geometry, perhaps the mechanism is analogous to that of [47], which might suggest an interesting role of state-dependent operators in the context of dS. Perhaps an analogy can be drawn to glassy states which are statically indistinguishable from liquid states but dynamically very different. We view these phenomena as features rather than bugs. They are part of the definition of static patch geometry of dS.

In section 5, we computed the out-of-time ordered correlator for these interpolating geometries, in complete analogy to computations in the AdS$_2$ case [23–25]. The result is surprising, showing an oscillatory correlator (rather than exponential with maximal Lyapunov exponent). It is worth noting, however, that the propagator $G(u)$ in equation (5.6)
contains a piece that resembles the Schwarzian propagator that appears at the boundary of the AdS$_2$ black hole. This might suggest that the maximally chaotic behaviour of the Rindler horizon may be encoded in more subtle correlators. It may also be of interest to study this question for the more general background presented in appendix D. In that case, it seems that $\gamma \in [-1, 1]$ acts as a parameter tuning the behaviour of the out-of-time ordered correlator: for $\gamma > 0$, the result is oscillatory; for $\gamma < 0$, the correlator is exponential with maximal chaos at $\gamma = -1$; and, at $\gamma = 0$, there is an intermediate behaviour where it behaves as a power law, i.e. $F(t) \sim t^2$. These features may serve as a guiding principle for the construction of dual microscopic SYK-type models.

**Role of null-energy violation.** More generally, given the current reassessment of the role of null-energy in the bulk, it may be interesting to reconsider previous attempts to construct dS in a higher dimensional AdS [14, 15]. There, the main stumbling block was that the Raychaudhuri equation plus null-energy obeying matter forbade any dS region to reside in a causally accessible part of the geometry. In view of recent developments [33, 46], perhaps one can construct an accessible dS region by turning on weak interactions between the two sides.

**dS fragmentation.** In our analysis of anisotropic perturbations we observed the tendency of the region separating positive and negative curvature to separate. In other words, there was only a restricted regime in the space of sources for which one observed a piece of dS in the interior.

More generally, we might imagine that the interior Euclidean dS region could fragment into several disconnected regions. Perhaps we should interpret these observations as indications that the static patch cannot be arbitrarily sharply defined in and of itself.

**Holography of a feature.** Though our discussion was specific to the interpolating geometries of [3], there is no reason why it could not be applied to more general cases. Understanding the interplay of features in the interior of an asymptotically AdS$_2$ space-time and the boundary soft modes seems like an interesting general question, and may pertain to broader issues like bulk locality in AdS/CFT.

**Relation to dS/CFT?** Finally, it is natural to ask how our approach might be related to the standard dS/CFT picture [48–51]. There, the dual theory resides at the future boundary. From the perspective considered in this paper, the future boundary resides within the horizon of the interpolating geometry and thus, one would have to reconstruct it from the boundary AdS$_2$ degrees of freedom. It would seem that there are far fewer degrees of freedom at the AdS$_2$ boundary to account for those at the future boundary. Perhaps this is an indication that there are unexpected relations among degrees of freedom at the future boundary, as was observed in higher spin models [52].
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A  Jackiw-Teitelboim gravity with $\kappa < 0$

In this appendix we discuss some solutions to Jackiw-Teitelboim gravity with action:

$$S = S_{\text{top}} - \frac{1}{2\kappa} \int d^2x \sqrt{g} \phi (R + 2) - \frac{1}{\kappa} \int_{\partial M} \sqrt{h} \phi K, \quad (A.1)$$

where $S_{\text{top}}$ is given by (2.2). The metric is fixed to be AdS$_2$ due to the dilaton equations of motion. The smooth solution with single boundary is:

$$ds^2 = \frac{d\rho^2 + d\tau^2}{\sinh^2 \rho}, \quad \tau \sim \tau + 2\pi, \quad \rho \geq 0. \quad (A.2)$$

with $\tau$-independent dilaton:

$$\phi(\rho) = \phi_h \coth \rho, \quad \phi_h \in \mathbb{R}. \quad (A.3)$$

There is also a static solution on the Euclidean cylinder:

$$ds^2 = \frac{d\rho^2 + d\tau^2}{\cos^2 \rho}, \quad \phi(\rho) = \phi_h \tan \rho, \quad (A.4)$$

where now $\rho \in (-\pi, \pi)$. One can periodically identify $\tau$ with any periodicity in (A.4) without spoiling the smoothness of the solution.

Since the sign of $\phi_h$ is not fixed, the theory admits solutions with an increasingly negative dilaton near the boundary. As discussed in the main text, at the semi-classical level what we require is that $(\phi_0 + \phi/\kappa) > 0$. The negative $\phi$ solution is equivalent to a positive $\phi$ solution with $\kappa \to -\kappa$. If we view the theory as a dimensional reduction of Einstein-Maxwell theory, the solutions correspond to near-extremal Reissner-Nordstrom black holes. The solutions with negative dilaton correspond to a static, non-asymptotically flat solution with a timelike singularity at the origin which is surrounded by a horizon. Though singular, the ‘wrong sign’ solutions are supported by standard null-energy preserving matter. The boundary dynamics will also be the Schwarzian, at least in the regime $\phi_0^2 \gg (\phi_h/\kappa)^2 \gg 1$. However, the Schwarzian will have the opposite sign corresponding to a ‘negative’ specific heat. From the higher dimensional perspective, this sign indicates that the size of the celestial sphere shrinks toward the UV part of the geometry where time flows the fastest. At a qualitative level, this is also what happens for the static patch of de Sitter space.
B Shockwaves in dS3

In this appendix we discuss a shockwave solution in dS3 and connect it to the analysis in section 6. The following Lorentzian shockwave geometry:

\[ ds^2 = \frac{4dx^+dx^-}{(1 + x^+(x^- + \alpha \Theta(x^+)/2))^2} + \mu^2 \left( \frac{1 - x^+(x^- + \alpha \Theta(x^+)/2)}{1 + x^+(x^- + \alpha \Theta(x^+)/2)} \right)^2 d\varphi^2, \]  

(B.1)

with \( \varphi \in [0, 2\pi], \ (x^+, x^-) \in \mathbb{R}^2 \), solves the three-dimensional Einstein’s equations with a positive cosmological constant \( \Lambda = +1/\ell^2 \) in the presence of a stress energy tensor \( T_{++} = \delta(x^+) \) (where we have set \( 8\pi G_3 = 1 \)). The null-energy condition enforces \( \alpha > 0 \). The worldlines of the Northern and Southern static patch observers are at \( x^+x^- = 1 \). The future and past boundaries are at \( x^+x^- = -1 \). The parameter \( \mu^2 \in (0, 1] \), with the universe overclosing at \( \mu^2 = 0 \) and the pure dS3 universe at \( \mu = 1 \). In the absence of a shockwave the Penrose diagram is that of two conical defects sitting at the North and South poles of dS3. These cause the horizon to be smaller than that of pure dS3, with the limiting case being \( \mu^2 = 1 \). A useful coordinate transformation is:

\[ \tilde{x}^- = x^- + \alpha \Theta(x^+)/2, \]  

(B.2)

for which we have the geometry:

\[ ds^2 = \frac{4dx^+d\tilde{x}^-}{(1 + x^+\tilde{x}^-)^2} + \mu^2 \left( \frac{1 - x^+\tilde{x}^-}{1 + x^+\tilde{x}^-} \right)^2 d\varphi^2 - 2\alpha \delta(x^+)(dx^+)^2, \]  

(B.3)

The deformed geometry, with \( \alpha \neq 0 \), can be viewed as a de Sitter universe with a boosted circular shell from the North pole static patch worldline. We can compare the metric (B.3) to (6.14). The absolute value of the dilaton is equivalent to the size of the \( \varphi \)-circle. Notice that it corresponds to the case \( \kappa < 0 \) since the sign of the \( \delta \)-function piece is negative. This implies that a light particle traveling near the shock will experience a Shapiro time-advance, allowing it to enter the region of dS3 that was out of causal contact in the absence of the shockwave.

Analogous solutions can be considered in higher dimensions [53–55]. The simplest is a geometry connecting two dS\( d+1 \) regions with a shock that lives exactly on the cosmological horizon. One simply replaces the circle with a \( d \)-sphere for the \( \mu = 1 \) geometry in (B.1).

C Some details for out-of-time-ordered correlators

Here we present some explicit results for the ordered and out-of-time ordered 4-points functions in the centaur background. Recall that the full connected 4-points function is given by

\[ \left\langle \left( \frac{\mathcal{B}(u_1, u_2)}{\sin^2 \frac{u_1-u_2}{2}} + \mathcal{E}(u_1, u_2) \right) \left( \frac{\mathcal{B}(u_3, u_4)}{\sin^2 \frac{u_3-u_4}{2}} + \mathcal{E}(u_3, u_4) \right) \right\rangle. \]  

(C.1)

There are then, four different contributions to the correlator, that schematically we name \( \langle BB \rangle, \langle B\mathcal{E} \rangle, \langle \mathcal{E}B \rangle \) and \( \langle \mathcal{E}\mathcal{E} \rangle \). 
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The first contribution can be computed exactly as an analytic function of the four points \( u_1, u_2, u_3, u_4 \). We can consider first the ordered correlator with \( u_4 < u_3 < u_2 < u_1 \). Taking \( \kappa/\delta_0 = 1 \), this gives

\[
\langle \mathcal{B}(u_1, u_2) \mathcal{B}(u_3, u_4) \rangle_{\text{ord}}
= \pi \operatorname{csch} \pi (\cosh (u_{31} + \pi) + \cosh (u_{32} + \pi) + \cosh (u_{41} + \pi) + \cosh (u_{42} + \pi))
+ \cot (u_{12}/2) (2u_{12} + \pi \csc \pi (\sinh (u_{31} + \pi) - \sinh (u_{32} + \pi) + \sinh (u_{41} + \pi) - \sinh (u_{42} + \pi)))
+ \cot (u_{34}/2) (2u_{34} + \pi \csc \pi (\sinh (u_{31} + \pi) - \sinh (u_{32} + \pi) + \sinh (u_{41} + \pi) + \sinh (u_{42} + \pi)))
+ \cot (u_{12}/2) \cot (u_{34}/2) (\pi \csc \pi (-\cosh (u_{31} + \pi) + \cosh (u_{32} + \pi) + \cosh (u_{41} + \pi) - \cosh (u_{42} + \pi)) - u_{12}u_{34}) - 4,
\]

where we introduced the usual notation \( u_{ij} \equiv u_i - u_j \). In the main text, we are interested in the out-of-time-ordered correlator (otoc). In this case, \( u_4 < u_2 < u_3 < u_1 \), and taking again \( \kappa/\delta_0 = 1 \), we obtain:

\[
\langle \mathcal{B}(u_1, u_2) \mathcal{B}(u_3, u_4) \rangle_{\text{otoc}}
= \langle \mathcal{B}(u_1, u_2) \mathcal{B}(u_3, u_4) \rangle_{\text{ord}} + 2\pi u_{32} \cot (u_{12}/2) \cot (u_{34}/2)
+ \frac{2i\pi e^{-u_2-u_3} (e^{u_2} - e^{-u_3}) (e^{iu_3} (ie^{iu_1} + e^{iu_2}) (ie^{iu_3} + e^{iu_4}) + e^{u_2} (e^{iu_1} + ie^{iu_2}) (e^{iu_3} + ie^{iu_4}))}{(e^{iu_1} - e^{iu_2}) (e^{iu_3} - e^{iu_4})}.
\]

(C.2)

Given this formula, it is straightforward to compute the contribution of this term to the real-time 4-points function that appears in equation (5.19) in the main text, that results in (5.21). Moreover, a completely analogue calculation using the propagator that corresponds to the AdS\(_2\) black-hole case gives the saturation of the Lyapunov exponent for quantum chaotic systems [9, 23].

In the case of the interpolating geometries considered in the main text, we have three additional contributions to the out-of-time-ordered four-point function. As argued in the main text, these contributions either oscillate, or are exponentially suppressed as a function of real time \( t \). Here, we provide numerical evidence to support this claim. In figure 6 we display the full contribution to \( \langle \mathcal{B}\tilde{\mathcal{E}} \rangle \) and \( \langle \tilde{\mathcal{E}}\mathcal{B} \rangle \) — they behave as \( \sim e^{-4\pi \tilde{\beta}} \). The \( \langle \tilde{\mathcal{E}}\mathcal{B} \rangle \)-terms oscillate with frequency \( 2\pi/\tilde{\beta} \). None of these contributions grow exponentially with time.

D The \( \gamma \)-theory and \( \gamma \)-Schwarzian

In this appendix we generalise the dilaton potential to \( V(\phi) = 2(|\phi - \phi_0| - \phi_0) \). The solution for \( \phi < \phi_0 \) is now given by:

\[
ds^2 = \frac{d\rho^2 + d\tau^2}{\cosh^2 \rho}, \quad \phi(\rho) = -\phi_0 \tanh \rho,
\]

(D.1)
Figure 6. Three contributions to the otoc in the case of the interpolating geometry. The blue dots correspond to the numerical solution while the dashed red lines correspond to the best fit by functions of the form $Ae^{-2Bt}$ for the decaying terms and $A\cos(Bt + C)$ for the oscillating one. We set $\beta = 2\pi$ and $\kappa/\phi_h = 1$. $A, B, C$ are constants to be fitted. In all cases, the best fit gives $B \approx 1$.

\begin{figure}[h]
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\caption{(a) $\langle \mathcal{E} \mathcal{B} \rangle$
\hspace{1cm} (b) $\langle \mathcal{B} \mathcal{E} \rangle$
\hspace{1cm} (c) $\langle \mathcal{E} \mathcal{E} \rangle$
\hspace{1cm} (d) $\phi_0 < 0$
\hspace{1cm} (e) $\phi_0 = 0$
\hspace{1cm} (f) $\phi_0 > 0$
\end{figure}

Figure 7. The different interpolating geometries as a function of $\phi_0$. In general, negative $\phi_0$ solutions contain a smaller part of the sphere than the $\phi_0 = 0$, while $\phi_0 > 0$ contain a larger part.

with $\phi_h < 0$. Smoothness requires $\tau \sim \tau + 2\pi$. At $\tanh \rho_c = -\phi_0/\phi_h$, the geometry interpolates to one with negative curvature.

The general negative curvature solution is given by:

$$ds^2 = \frac{\gamma}{\sin^2 \sqrt{\gamma} R} (dR^2 + d\tau^2), \quad \phi(R) = \alpha \cot (\sqrt{\gamma} R) + 2\phi_0.$$  

(D.2)

For $\gamma > 0$ we have $R \in (0, \pi/\sqrt{\gamma})$ whereas for $\gamma < 0$ we have $R \in (0, \infty)$. Locally we can rescale $R$ and $\tau$, and thus (D.2) is diffeomorphic to the standard hyperbolic metric on the disk. However, since we are fixing the periodicity of $\tau$ the above geometry is globally distinct from the standard hyperbolic metric. Indeed, for $\gamma < 0$ the geometry (D.2) contains a conical defect with deficit angle $\Delta \phi = 2\pi(1 - \sqrt{-\gamma})$. Thus, for $\gamma = -1$ there is no defect and for $\gamma < -1$ there is a conical surplus. As $\gamma \to 0^+$, the geometry tends to

$$ds^2 = \frac{d\tau^2 + dR^2}{R^2}, \quad \tau \sim \tau + 2\pi.$$  

(D.3)

Here the geometry develops an infinite throat as $R \to \infty$.

We need to glue the two geometries (D.1) and (D.2) so that both the metric and the dilaton are smooth up to first derivatives. This is achieved by gluing the negative curvature solution at a specific $R_g$ given by

$$\tan \sqrt{\gamma} R_g = \sqrt{\frac{2\gamma}{1 - \gamma}}, \quad \gamma = 1 - 2\phi_0^2/\phi_h^2.$$  

(D.4)
Figure 8. A sketch of the interpolating geometry close to $\gamma \to 0^+$ with $\phi_0 > 0$. As $\gamma$ approaches to zero, the interpolating geometry develops an infinitely large throat until it gets disconnected for $\gamma > 0$.

This is valid only for positive $\rho_c$ and positive $\gamma$. This completes the smooth gluing at the interpolating region. Finally, boundary conditions must be imposed near the AdS$_2$ boundary of (D.2) to complete the Dirichlet problem. We give a schematic depiction of the different geometries in figure 7.

Case (i): $\phi_0 > 0$. For $\phi_h > 0$ one finds a pure AdS$_2$ solution, that for $\kappa > 0$ ($\kappa < 0$) will be the dominant (sub-dominant) saddle. For $\phi_h < 0$ one finds that $\rho_c > 0$ and an interpolating geometry exists so long as $\rho_c \lesssim 0.88$. In these cases, the interpolating geometry will have a greater portion of the sphere compared to the $\phi_0 = 0$ case. As we move along the $\phi_h$ negative values, we change the interpolating radius. The limiting case $\phi_h = -\sqrt{2}\phi_0$ corresponds to a geometry with $\gamma \to 0$, i.e. one that is about to be disconnected. This is shown in figure 8. For greater values of $\phi_h$, only the AdS$_2$ geometry exists. So, for $\phi_0 > 0$, only interpolating solutions with $\gamma \in [0, 1]$ exist.

Case (ii): $\phi_0 < 0$. For $\phi_0 < 0$, the interpolating geometry contains a smaller piece of two-sphere. The interpolating radius $\rho_c$ is always negative and it is possible to have $\gamma \in [-1, 1]$ in this case. A transition occurs at $\gamma = 0$, where $\phi_h = \sqrt{2}\phi_0$, but the interpolating geometry remains smooth and connected. In the limit of $\phi_h \to \phi_0$, the sphere is lost completely. Note that these solutions do not have a zero temperature limit.

D.1 The $\gamma$-Schwarzian theory

It is interesting to consider the boundary mode actions that emerge for boundary fluctuations in the geometries (D.2). In equation (2.18), we saw that for global AdS ($\gamma = 1$) the boundary action is a Schwarzian plus a kinetic term that has the opposite sign to the usual AdS$_2$-black hole. This, in turn, generates an oscillating OTOC as opposed to the black hole where the OTOC grows exponentially and saturates the chaos bound.

It is interesting to see how the Schwarzian action is modified by considering boundary fluctuations of a general negative curvature geometry (D.2). We find:

$$S_{\text{bdy}} = \frac{\phi_h}{\kappa} \int du \left( \frac{\gamma}{2} \left( \partial_u \tau(u) \right)^2 - \text{Sch} [\tau(u), u] \right). \quad (D.5)$$

Here $\tau(u)$ maps $u$ to a circle of period $2\pi$. Note that $\gamma = 1$ gives the global AdS action already discussed in section 4, while $\gamma = -1$ gives the standard Schwarzian action for the hyperbolic disk. The above action has a saddle at $\tau(u) = 2\pi u/\hat{\beta}$, such that $u \sim u + \hat{\beta}$. 

- 30 -
Considering an expansion as $\tau(u) = 2\pi u/\beta + \delta \tau(u)$, the action for this $\gamma$-Schwarzian becomes (to quadratic order in $\delta \tau$),

$$S_{\text{bdy}} = \frac{\phi_b}{2\kappa} \int_0^\beta du \left( \gamma \delta \tau'(u)^2 + \frac{\beta^2}{4\pi^2} \delta \tau''(u)^2 \right).$$

(D.6)

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] G.W. Gibbons and S.W. Hawking, *Cosmological event horizons, thermodynamics and particle creation*, Phys. Rev. D **15** (1977) 2738 [inSPIRE].

[2] S.A. Hartnoll, *Lectures on holographic methods for condensed matter physics*, Class. Quant. Grav. **26** (2009) 224002 [arXiv:0903.3246] [inSPIRE].

[3] D. Anninos and D.M. Hofman, *Infrared realization of $dS_2$ in $AdS_2$*, Class. Quant. Grav. **35** (2018) 085003 [arXiv:1703.04622] [inSPIRE].

[4] A. Lopez-Ortega, *Quasinormal modes of D-dimensional de Sitter spacetime*, Gen. Rel. Grav. **38** (2006) 1565 [gr-qc/0605027] [inSPIRE].

[5] H. Nariai, *On a new cosmological solution of Einstein’s field equations of gravitation*, Gen. Rel. Grav. **31** (1999) 963.

[6] S. Sachdev and J. Ye, *Gapless spin fluid ground state in a random, quantum Heisenberg magnet*, Phys. Rev. Lett. **70** (1993) 3339 [cond-mat/9212030] [inSPIRE].

[7] O. Parcollet and A. Georges, *Non-Fermi-liquid regime of a doped Mott insulator*, Phys. Rev. B **59** (1999) 5341 [cond-mat/9806119].

[8] A. Kitaev, *A simple model of quantum holography*, talks given at KITP, February 12, April 7 and May 27 (2015).

[9] J. Maldacena and D. Stanford, *Remarks on the Sachdev-Ye-Kitaev model*, Phys. Rev. D **94** (2016) 106002 [arXiv:1604.07818] [inSPIRE].

[10] S. Sachdev, *Bekenstein-Hawking entropy and strange metals*, Phys. Rev. X **5** (2015) 041025 [arXiv:1506.05111] [inSPIRE].

[11] J. Polchinski and V. Rosenhaus, *The spectrum in the Sachdev-Ye-Kitaev model*, JHEP **04** (2016) 001 [arXiv:1601.06768].

[12] D. Anninos, T. Anous, P. de Lange and G. Konstantinidis, *Conformal quivers and melting molecules*, JHEP **15** (2015) 066 [arXiv:1310.7929].

[13] D. Anninos, T. Anous and F. Denef, *Disordered quivers and cold horizons*, JHEP **12** (2016) 071 [arXiv:1603.00453] [inSPIRE].

[14] B. Freivogel et al., *Inflation in AdS/CFT*, JHEP **03** (2006) 007 [hep-th/0510046] [inSPIRE].

[15] D.A. Lowe and S. Roy, *Punctuated eternal inflation via AdS/CFT*, Phys. Rev. D **82** (2010) 063508 [arXiv:1004.1402] [inSPIRE].

[16] D. Anninos, S.A. Hartnoll and D.M. Hofman, *Static patch solipsism: conformal symmetry of the de Sitter worldline*, Class. Quant. Grav. **29** (2012) 075002 [arXiv:1109.4942] [inSPIRE].
[17] S. Leuven, E. Verlinde and M. Visser, Towards non-AdS holography via the long string phenomenon, JHEP 06 (2018) 097 [arXiv:1801.02589].

[18] T. Banks and M. O’Loughlin, Two-dimensional quantum gravity in Minkowski space, Nucl. Phys. B 362 (1991) 649 [insPIRE].

[19] M. Cavaglia, Geometrodynamical formulation of two-dimensional dilaton gravity, Phys. Rev. D 59 (1999) 084011 [hep-th/9811059] [insPIRE].

[20] R. Jackiw, Liouville field theory: a two dimensional model for gravity?, in Quantum theory of gravity, S. Christensen ed., Adam Hilger, Bristol, U.K. (1984).

[21] C. Teitelboim, The hamiltonian structure of spacetimes and its relation with the conformal anomaly, in Quantum theory of gravity, S. Christensen ed., Adam Hilger, Bristol, U.K. (1984).

[22] D. Grumiller and R. McNees, Thermodynamics of black holes in two (and higher) dimensions, JHEP 04 (2001) 074 [hep-th/0703230].

[23] J. Maldacena, D. Stanford and Z. Yang, Conformal symmetry and its breaking in two dimensional Nearly Anti-de-Sitter space, PTEP 2016 (2016) 12C104 [arXiv:1606.01857] [insPIRE].

[24] K. Jensen, Chaos in AdS$_2$ holography, Phys. Rev. Lett. 117 (2016) 111601 [arXiv:1605.06098] [insPIRE].

[25] J. Engelsøy, T.G. Mertens and H. Verlinde, An investigation of AdS$_2$ backreaction and holography, JHEP 07 (2016) 139 [arXiv:1606.03438] [insPIRE].

[26] D. Bagrets, A. Altland and A. Kamenev, Sachdev-Ye-Kitaev model as Liouville quantum mechanics, Nucl. Phys. B 911 (2016) 191 [arXiv:1607.00694].

[27] J.B. Hartle and S.W. Hawking, Wave function of the universe, Phys. Rev. D 28 (1983) 2960 [insPIRE].

[28] E. Witten, A note on boundary conditions in Euclidean gravity, arXiv:1805.11559 [insPIRE].

[29] A.I. Larkin and Y.N. Ovchinnikov, Quasiclassical method in the theory of superconductivity, Sov. Phys. JETP 28 (1969) 1200.

[30] J. Maldacena, S. H. Shenker and D. Stanford, A bound on chaos, JHEP 08 (2016) 106 [arXiv:1503.01409].

[31] A. Almheiri and J. Polchinski, Models of AdS$_2$ backreaction and holography, JHEP 11 (2015) 014 [arXiv:1402.6334] [insPIRE].

[32] T. Dray and G. ’t Hooft, The gravitational shock wave of a massless particle, Nucl. Phys. B 253 (1985) 173 [insPIRE].

[33] P. Gao, D.L. Jaeris and A. Wall, Traversable wormholes via a double trace deformation, JHEP 12 (2017) 151 [arXiv:1608.06587] [insPIRE].

[34] S. Gao and R.M. Wald, Theorems on gravitational time delay and related issues, Class. Quant. Grav. 17 (2000) 4999 [gr-qc/0007021] [insPIRE].

[35] T. Banks, Holographic spacetime, Int. J. Mod. Phys. D 21 (2012) 1241004 [insPIRE].

[36] M.K. Parikh and E.P. Verlinde, De Sitter holography with a finite number of states, JHEP 01 (2005) 054 [hep-th/0410227] [insPIRE].
[37] N. Goheer, M. Kleban and L. Susskind, The trouble with de Sitter space, JHEP 07 (2003) 056 [hep-th/0212209].

[38] E.P. Verlinde, Emergent gravity and the dark universe, SciPost Phys. 2 (2017) 016 [arXiv:1611.02269] [inSPIRE].

[39] X. Dong, E. Silverstein and G. Torroba, De Sitter holography and entanglement entropy, JHEP 07 (2018) 050 [arXiv:1804.08623] [inSPIRE].

[40] X. Dong, B. Horn, E. Silverstein and G. Torroba, Micromanaging de Sitter holography, Class. Quant. Grav. 27 (2010) 245020 [arXiv:1005.5403] [inSPIRE].

[41] A. Anninos and T. Anous, A de Sitter hoedown, JHEP 08 (2010) 131 [arXiv:1002.1717] [inSPIRE].

[42] A. Anninos, De Sitter musings, Int. J. Mod. Phys. A 27 (2012) 1230013 [arXiv:1205.3855] [inSPIRE].

[43] A. Anninos, T. Anous, I. Bredberg and G.S. Ng, Incompressible fluids of the de Sitter horizon and beyond, JHEP 05 (2012) 107 [arXiv:1101.3792] [inSPIRE].

[44] S.H. Shenker and D. Stanford, Black holes and the butterfly effect, JHEP 03 (2014) 067 [arXiv:1306.0622] [inSPIRE].

[45] D.-C. Dai, D. Minic and D. Stojkovic, New wormhole solution in de Sitter space, Phys. Rev. D 98 (2018) 124026 [arXiv:1810.03432] [inSPIRE].

[46] J. Maldacena and X.-L. Qi, Eternal traversable wormhole, arXiv:1804.00491 [inSPIRE].

[47] J. de Boer et al., On the interior geometry of a typical black hole microstate, JHEP 05 (2019) 010 [arXiv:1804.10580] [inSPIRE].

[48] A. Strominger, The dS/CFT correspondence, JHEP 10 (2001) 034 [hep-th/0106113].

[49] J.M. Maldacena, Non-Gaussian features of primordial fluctuations in single field inflationary models, JHEP 05 (2003) 013 [astro-ph/0210603] [inSPIRE].

[50] E. Witten, Quantum gravity in de Sitter space, hep-th/0106109 [inSPIRE].

[51] D. Anninos, T. Hartman and A. Strominger, Higher spin realization of the dS/CFT correspondence, Class. Quant. Grav. 34 (2017) 015009 [arXiv:1108.5735] [inSPIRE].

[52] D. Anninos, F. Denef, R. Monten and Z. Sun, Higher spin de Sitter Hilbert space, arXiv:1711.10037 [inSPIRE].

[53] K. Sfetsos, On gravitational shock waves in curved space-times, Nucl. Phys. B 436 (1995) 721 [hep-th/9408169] [inSPIRE].

[54] M. Hotta and M. Tanaka, Shock wave geometry with nonvanishing cosmological constant, Class. Quant. Grav. 10 (1993) 307 [inSPIRE].

[55] M. Hotta and M. Tanaka, Gravitational shock waves and quantum fields in the de Sitter space, Phys. Rev. D 47 (1993) 3323 [inSPIRE].