Building Change Detection Using a Shape Context Similarity Model for LiDAR Data

Xuzhe Lyu 1, Ming Hao 2 and Wenzhong Shi 3,*

1 School of Remote Sensing and Information Engineering, Wuhan University, Wuhan 430079, China; xuzhe.lyu@whu.edu.cn
2 NASG Key Laboratory of Land Environment and Disaster Monitoring, China University of Mining and Technology, Xuzhou 221116, China; haoming@cumt.edu.cn
3 Department of Land Surveying and Geo-Informatics, Smart Cities Research Institute, The Hong Kong Polytechnic University, Hong Kong 999077, China
* Correspondence: john.wz.shi@polyu.edu.hk

Received: 4 September 2020; Accepted: 13 November 2020; Published: 15 November 2020

Abstract: In this paper, a novel building change detection approach is proposed using statistical region merging (SRM) and a shape context similarity model for Light Detection and Ranging (LiDAR) data. First, digital surface models (DSMs) are generated from LiDAR acquired at two different epochs, and the difference data D-DSM is created by difference processing. Second, to reduce the noise and registration error of the pixel-based method, the SRM algorithm is applied to segment the D-DSM, and multi-scale segmentation results are obtained under different scale values. Then, the shape context similarity model is used to calculate the shape similarity between the segmented objects and the buildings. Finally, the refined building change map is produced by the k-means clustering method based on shape context similarity and area-to-length ratio. The experimental results indicated that the proposed method could effectively improve the accuracy of building change detection compared with some popular change detection methods.
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1. Introduction

Building change detection from remote sensing data is an important technology in land cover change, disaster assessment, and city monitoring [1–3]. Buildings constitute the main component of a city, and the building extraction and building change detection remain challenging tasks due to the complexity of urban scenes [4]. Since traditional manual visual interpretation and vectorization methods are time-consuming and expensive, automatic and robust building change detection methods have become a research hotspot in the field of photogrammetry and remote sensing [5].

Over the past few years, a series of automatic building change detection methods have been developed from remote sensing data. The most commonly used data sources for building change detection are images and LiDAR data. In the image-based method, the spectral, contextual, geometrical features of images, and the morphological building index (MBI) are used to extract buildings [4]. However, the state-of-the-art methods based on images still face the following major challenges: (1) occlusion and shadows between buildings; (2) being easily affected by factors such as seasons and registration accuracy; (3) difficulty to distinguish buildings from other man-made constructions, such as roads; (4) lack of height information, which limits the development of three-dimensional building change detection [6].

With the increasing acquisition of LiDAR data, many building change detection studies have been conducted based on the LiDAR point cloud [7]. The LiDAR-based methods include a DSM-based, point...
cloud-based, and data fusion-based method [8]. Each method has its advantages and disadvantages. The DSM-based method can effectively use the height information generated from LiDAR data without the effects of shadows and season changes. However, it may suffer from interpolation errors and loss of information. The point cloud-based method directly uses the geometric attributes of the original data. The point cloud generally needs to be divided into voxels, supervoxels, or segmented objects. The point cloud segmentation and classification is still a challenging task. The data fusion method makes full use of geometric information of the point cloud and spectral information of the image, which can distinguish buildings from vegetation effectively. Nevertheless, there are uncertainties in the registration of multi-source data, and it is difficult to obtain the LiDAR data and images of two phases that cover the same area and were acquired at the same time.

With the limitation of data sources, this paper focuses on building change detection based on DSMs. DSMs generated by LiDAR data at different times can provide valuable height information for building change detection. Additionally, the building changes can be detected using a set of image processing techniques. The DSM-based building change detection methods can be grouped into three categories. The first category is the DSM differencing method, which detects changed building areas by a simple subtraction between DSMs [9–12]. The final change detection accuracy may be affected by the quality of DSMs and miscorrelation. Post-processing steps are always proposed to refine the building change detection map. The second category is the information fusion method [13–17]. It integrates height information from DSMs with other information, such as spectral or textural information from remote sensing images. This approach can achieve good results, but other information is not always available in many cases. The third category is the post-classification method [18–20], which depends on the accuracy of building extraction. Firstly, segmentation and classification are applied to extract buildings, and the change area and change type of the buildings are then determined by examining the consistency of buildings at two time instances. This method can reach a high accuracy, but it is determined by the building extraction accuracy and is not very effective for detecting small buildings.

Object-based image analysis uses the segmentation object as the basic unit of analysis, which can improve the accuracy of building change detection results based on DSMs. Numerous image segmentation algorithms have been proposed for different image processing tasks, including (1) the thresholding method [21], (2) the region growing method [22], (3) the edge-based method [23], and (4) methods based on other theories [24]. Different segmentation methods are suitable for different purposes. Considering that statistical region merging (SRM) can cope with significant noise corruption, handle occlusions, and perform scale-sensitive segmentations [25], it is applied in this paper.

In this paper, a novel object-oriented building change detection approach is proposed that uses statistical region merging (SRM) and a shape context similarity model. First, difference processing is performed on the DSM data at two time instances to generate the difference data D-DSM. The difference data D-DSM is then segmented using the SRM algorithm with different scales $Q = 2^n$ ($n = 1, 2, \cdots, 8$). Third, the average values of the segmented objects are calculated and a threshold is set for initial change detection. Assuming that the building changes are usually rectangular, the shape context similarity model is used to calculate the shape similarity between the objects of the initial change detection result and the buildings, and obtain the similarity index and match cost. Finally, the k-means clustering method is implemented based on the similarity index and area-to-length ratio to cluster the changed objects into changed buildings and others. The SRM segmentation can reduce the “salt-and-pepper” noise caused by the pixel-based method. The shape context can distinguish building changes from other types of changes, and the area-to-length ratio can further remove the false detection changes caused by the registration errors of high-rise buildings. Therefore, the proposed method can effectively improve the accuracy of building change detection results.
2. Materials and Methods

2.1. Data

The study site was located in Lianyungang City, Jiangsu Province, China. The center of the study area was located near 118°56′20″E and 34°43′08″N. The experimental data sets were two DSMs generated from the LiDAR data captured in 2017 and 2018, with 1,122,573 and 1,062,337 points, respectively. The LiDAR point data were saved in LAS format 1.2 and the LiDAR point density was between 2–3 points/m² (ppm). The LiDAR data were interpolated into 0.5m resolution DSM using Terrascan™. The DSMs (2126 × 1426) are shown in Figure 1a,b, and the difference data D-DSM generated by difference processing is shown in Figure 1c. The ground truth created through the visual analysis is shown in Figure 1d. The land cover of this study area includes buildings (mostly rectangular), roads, bare soil, and vegetation (grass and trees).

2.2. Methodology

The schedule of the proposed building change detection method is summarized in Figure 2. The approach consists of three main steps: SRM segmentation, shape similarity calculation, and building change detection. The details of each step are described in the following sections.
2.2.1. Segmentation of D-DSM Using SRM

Difference processing is performed on the DSM data at two time instances to generate the difference data D-DSM. Image segmentation is then implemented [25]. First, SRM is conducted on D-DSMs to generate objects, and then the object-oriented building change detection is carried out. In SRM, the observed image $X$, contains $m \times n$ pixels with $L$ bands, and each pixel value belongs to the set $\{0, 1, 2, \ldots, g\}$ (in practice, we would have $g = 255$). Assuming that $X^*$ is the optimal segmentation result, each band value of the pixel in observed image $X$ is obtained by $Q$-level resampling of each pixel in $X^*$. The pixel value of $X^*$ ranges from 0 to $g/Q$. $Q$ is an independent random variable that tunes the segmentation scale. More objects are segmented as the $Q$ value increases.

SRM mainly achieves image segmentation by iterating between the merging predicate and merging order. The merging predicate $P(R, R')$ can be defined as:

$$P(R, R') = \begin{cases} 
\text{true} & \text{if } \forall a \in [1, 2, \ldots, L], |\overline{R}_a - \overline{R}'_a| \leq b(R, R') \\
\text{false} & \text{otherwise}
\end{cases}$$

(1)

where $R$ and $R'$ denote regions in image $X$, $\overline{R}_a$ and $\overline{R}'_a$ denote the average values of band $a$ in $R$ and $R'$, respectively. $b(R, R')$ is formulated as:

$$b(R, R') = g \sqrt{\frac{1}{2Q} \left( \frac{1}{|R|} + \frac{1}{|R'|} \right)} \ln \frac{2}{\delta} \quad (0 < \delta < 1)$$

(2)

where $\delta$ is a constant, $|R|$ and $|R'|$ denote the pixel numbers of $|R|$ and $|R'|$, respectively. We set $\delta = 1/(6|I|^2)$, and $|I|$ denotes the pixel number of image $X$. 

![Figure 2. Schedule of proposed method.](image-url)
If \( P(R, R') = \text{true} \), \( R \) and \( R' \) are merged. For the merging order, the function \( f \) can be used to sort the pixels in \( X \):

\[
f_d(p, p') = |p_a - p'_a|
\]

(3)

where \( p \) and \( p' \) are the pixels in \( X \), \( p_a \) and \( p'_a \) are the gray values of pixels \( p \) and \( p' \) in band \( a \) respectively. Image segmentation can be achieved by simple iteration. The average values of segmented objects are calculated based on D-DSM and a threshold is set for initial change detection. In this experiment, the threshold value was set to 41 (the mean value plus the standard deviation).

### 2.2.2. Shape Similarity Calculation Using Shape Context Model

Building shapes are usually regular and mostly rectangular. Therefore, the shape context proposed by Ling and Jacobs [26] is introduced to calculate the shape similarity between the changed objects and buildings. It is worth noting that only buildings of rectangular shapes are used to calculate the similarity for changed objects in this test site. If the changed buildings have other shapes, more prior building shapes should be used to generate more accurate detection results. The specific steps of shape context similarity are as follows:

1. Remove isolated points in changed objects generated by SRM segmentation, and generate \( n \) sample points in the boundary of objects to represent the shape of the changed objects.

2. Establish the shape context for all sample points. As shown in Figure 3a, the shortest path between the edge point \( p \) and another edge point \( q \) is defined as the inner distance, which is denoted by \( d(p, q) \); the smaller angle between the tangent at \( p \) and the inner distance \( d(p, q) \) is defined as the inner-angle, which is denoted by \( \theta(p, q) \). Consider \( d(p, q) \) and \( \theta(p, q) \) as a vector, and the point \( p \) can generate \( n-1 \) vectors for the remaining \( n-1 \) points. According to the maximum distance and angle of the vector at point \( p \), the inner distance and the inner angle can be divided into \( n_d \) and \( n_\theta \) intervals, respectively. For shape point \( p \), the histogram \( h \) generated by its \( n-1 \) vectors can be calculated as follows:

\[
h(k) = \#\{p \neq q, (p - q_i) \in \text{bin}(k)\}
\]

(4)

where \( k \in \{1, 2, \ldots, K\}, K = n_d n_\theta \), and \( \text{bin}(k) \) denotes the number of vectors that fall within the interval. Figure 3b shows the shape of an extracted building, and Figure 3c,d show the shape context histogram of the sample point \( Z_1 \) and sample point \( Z_2 \), respectively. Finally, \( n \) histograms generated by \( n \) points are used to calculate the similarity of the two shapes.

3. The similarity of the two points can be obtained by calculating the minimum cost of matching the sample point \( p_i \) and the sample point \( q_j \). The shape context distribution of the sample points is shown in Figure 3c.d. Let \( C_{ij} \) denote the cost of matching these two points. The \( \chi^2 \) test statistic can be used to calculate the match cost [27]:

\[
C_{ij} = C(p_i, q_j) = \frac{1}{2} \sum_{k=1}^{K} \frac{[h_i(k) - h_j(k)]^2}{h_i(k) + h_j(k)}
\]

(5)

where \( h_i(k) \) and \( h_j(k) \) denote the histograms at \( p_i \) and \( q_j \), respectively, and \( K \) is the number of histogram bins. The permutation \( \pi \) should minimize the total match cost \( H(\pi) \) based on \( n \) sample points:

\[
H(\pi) = \sum_{1 \leq i \leq n} C(p_i, q_{\pi(i)})
\]

(6)

The dynamic programming algorithm is used to solve the matching problem, and the match cost \( H(\pi) \) is used to describe the shape similarity between the shapes of changed objects and the shapes of buildings. For details, please refer to Ling and Jacobs [26]. In general, the larger the number of the shape sample points, the higher the accuracy of the matching results. In this paper, we set \( n = 50, n_d = 5, n_\theta = 12 \).
2.2.3. Building Change Detection Using the K-Means Algorithm

When performing building change detection based on the shape similarity results, the shape of the false detection caused by the mismoregistration of high-rise buildings is very similar to the changed buildings. It is usually distributed around the edge of buildings, which are characterized by a small area and a slender shape, while the changed buildings usually have large areas. Thus, the area-to-length ratio is calculated. The area-to-length ratios are relatively small for registration errors, while the area-to-length ratios of the changed buildings are relatively large.

The k-means algorithm is used to cluster the shape similarity and area-to-length ratio of the changed objects in the initial change detection results. The changed buildings have high shape similarity with building shape and relatively large values of area-to-length ratio, and other changed features have low shape similarity with building shape and relatively small values of area-to-length ratio. The segmented objects are clustered into two types: changed buildings and other changes.

To quantitatively evaluate the performance of the proposed approach for building change detection, three indexes were used to assess the results:

1. Missed detections (MD): the number of unchanged pixels in the change detection map incorrectly classified when compared to the ground reference map. The missed detection rate \( P_m \) is calculated by the ratio \( P_m = \frac{MD}{N_0} \times 100\% \), where \( N_0 \) is the total number of unchanged pixels counted in the ground reference map.

2. False alarms (FA): the number of changed pixels in the change detection map incorrectly classified when compared to the ground reference. The false detection rate \( P_f \) is calculated by the ratio \( P_f = \frac{FA}{N_1} \times 100\% \), where \( N_1 \) is the total number of unchanged pixels counted in the ground reference map.

3. Total errors (TE): the total number of detection errors including both miss and false detections, which is the sum of the FA and the MD. The total error rate \( P_t \) is described by the ratio \( P_t = \frac{(FA + MD)}{(N_0 + N_1)} \times 100\% \).
3. Results and Discussion

The experiments were conducted on a PC with 3.6 GHz clock speed and 16.00 GB RAM. MATLAB 2019 was used to program the proposed method.

In the SRM algorithm, the parameter $Q$ controls the scale of the image segmentation. When the value of $Q$ is larger, there will be more detailed patches in the segmentation results. When the value of $Q$ is smaller, only the objects with a large area can be segmented. We set $Q \in \{16, 32, 64, 128, 256\}$ to analyze the effect of the segmentation scale on the accuracy of the change detection result. Figure 4 shows the segmentation results generated by different $Q$ values. As shown in Figure 4a, when $Q = 16$, the objects with a large area and a large change value were segmented into independent objects. With the increase of $Q$, such as $Q = 256$, more detailed objects were segmented into independent objects. When $Q$ was too small, only the basic objects in the difference DSM data could be segmented into complete parts, and the generated segmentation result was too coarse, which resulted in more missed detection errors. However, it is worth noting that the complete, major and substantially changed objects could still be segmented into independent objects. When $Q$ is too large, there will be more detailed patches in the segmentation result and more false detection errors. For example, for high-rise buildings, the changes caused by registration errors can be detected, which reduces the accuracy of the building change detection results. Therefore, determining the appropriate value of the segmentation parameter $Q$ is essential for generating high-precision change detection results.

On this basis, the shape context was used to calculate the similarity between the building shape and the segmented object. As shown in Figure 5a, when the shape difference between the segmented object and the building was large, the calculated shape context histogram of the corresponding feature points varied greatly. When the shape of the segmented object was very similar to the building, the shape context histogram of the corresponding feature points after calculation was relatively similar, as shown in Figure 5b. Therefore, the more similar the segmented object is to the building shape, the higher the calculated similarity and the smaller the final matching loss will be.

The shape similarity between the segmented object and the building calculated by the shape context is shown in Figure 6. When the shape similarity between the segmented object and the building is greater, it appears brighter in the image, and vice versa. It can be seen from Figure 6 that for segmented objects at all scales, the shape similarity between the major changed buildings and the reference building was high, and the calculated similarity of other changed classes was low. Therefore, when the segmentation scale $Q = 32$, the shape similarity results could already describe the building changes well. As the segmentation scale increased, more detailed changes were segmented into independent objects, as shown in Figure 6b-e. Especially for high-rise buildings, the changes caused by registration errors were segmented into independent objects, and their shapes were similar to the building shape, as shown in Figure 6d and e. Thus, it is difficult to automatically extract the changed buildings directly based on shape similarity, especially for the area with high-rise building changes.

Then, the area-to-length ratios were calculated. The area-to-length ratios of the registration errors were usually less than 3, and the area to length ratios of small buildings were usually greater than 6. Therefore, the shape similarity and the ratio of area to length were jointly used to detect building changes.

The $k$-means algorithm was used to cluster the shape similarity and area-to-length ratio of the segmented objects, and the segmented objects were clustered into two types: changed buildings and other changes. The building change detection results are shown in Figure 7. It can be seen from the figure that when $Q = 16$, only the buildings with a large area or large changes could be detected. The main reason is that the $Q$ value was too small and the generated segmentation map was rough, resulting in the small buildings not being detected. As the $Q$ value increased, more changed buildings with smaller areas could be detected because the larger $Q$ value generated a finer segmentation map. When $Q = 32$ and 64, the obtained building change detection result was very similar to the ground reference data, and it could effectively remove the false detected buildings caused by registration.
When $Q = 256$, due to the overly fine segmentation results, there were many false detected changes in the detection results.

![Segmentation results of statistical region merging (SRM) for D-DSM, including (a) $Q = 16$, (b) $Q = 32$, (c) $Q = 64$, (d) $Q = 128$, and (e) $Q = 256$.](image_url)

**Figure 4.** Segmentation results of statistical region merging (SRM) for D-DSM, including (a) $Q = 16$, (b) $Q = 32$, (c) $Q = 64$, (d) $Q = 128$, and (e) $Q = 256$. 

---

(1) Missed detections ($MD$): the number of unchanged pixels in the change detection map incorrectly classified when compared to the ground reference map.

- Missed detection rate ($m_{P_D}$) is calculated by the ratio $\frac{m_{P_D}}{N_{\text{total}}} \times 100\%$, where $N_{\text{total}}$ is the total number of changed pixels counted in the ground reference map.

(2) False alarms ($FA$): the number of changed pixels in the change detection map incorrectly classified when compared to the ground reference.

- False detection rate ($f_{P}$) is calculated by the ratio $\frac{f_{P}}{N_{\text{total}}} \times 100\%$, where $N_{\text{total}}$ is the total number of unchanged pixels counted in the ground reference map.

(3) Total errors ($TE$): the total number of detection errors including both miss and false detections, which is the sum of $FA$ and $MD$.

- Total error rate ($t_{P}$) is described by the ratio $\frac{t_{P}}{N_{\text{total}}} \times 100\%$.
Figure 4. Segmentation results of statistical region merging (SRM) for D-DSM, including (a) $Q = 16$, (b) $Q = 32$, (c) $Q = 64$, (d) $Q = 128$, and (e) $Q = 256$.

On this basis, the shape context was used to calculate the similarity between the building shape and the segmented object. As shown in Figure 5a, when the shape difference between the segmented object and the building was large, the calculated shape context histogram of the corresponding feature points varied greatly. When the shape of the segmented object was very similar to the building, the shape context histogram of the corresponding feature points after calculation was relatively similar, as shown in Figure 5b. Therefore, the more similar the segmented object is to the building shape, the higher the calculated similarity and the smaller the final matching loss will be.

Figure 5. Shape similarity calculated using shape context: (a) low shape similarity with the building, and (b) high shape similarity with the building.
The main reason is that the errors were usually less than 3, and the area-to-length ratios of small buildings were usually greater than 6. Therefore, the shape similarity and the ratio of area to length were jointly used to detect changes caused by registration errors were segmented into independent objects, and their shapes were similar to the building shape, as shown in Figure 6d and e. Thus, it is difficult to automatically extract the changed buildings directly based on shape similarity, especially for the area with high-rise building changes.

Therefore, when the segmentation scale was high, and the calculated similarity of other changed classes was low. For segmented objects at all scales, the shape similarity between the major changed buildings and the reference building was high, and the calculated similarity of other changed classes was low. The shape similarity between the segmented object and the building calculated by the shape \(-\text{means}\) algorithm was used to cluster the shape similarity and area-to-length ratio of the registration building, and \((k) = 128\), and \((k) = 256\), due to the overly fine segmentation results, there were many false detected changes in the detection results.

When \(Q = 16\), only the buildings with a large area or large changes could be detected. The value was too small and the generated segmentation map was rough, resulting in the small buildings not being detected. As the value increased, more changed buildings could be detected because the larger areas could be detected because the larger areas could be detected. The area-to-length ratios were calculated. The area-to-length ratios of the registration were similar to the building shape, as shown in Figure 6d and e. Thus, it is difficult to automatically extract the changed buildings directly based on shape similarity, especially for the area with high-rise building changes. As the segmentation scale increased, more detailed changes were segmented into independent objects, and their shapes were similar to the building shape, as shown in Figure 6d and e. Thus, it is difficult to automatically extract the changed buildings directly based on shape similarity, especially for the area with high-rise building changes.

Figure 6. Shape similarity results under segmentation scale: (a) \(Q = 16\), (b) \(Q = 32\), (c) \(Q = 64\), (d) \(Q = 128\), and (e) \(Q = 256\).

Figure 7. Cont.
When the amount of "salt-and-pepper" noise. Figure 8e presents the building change map generated by the change detection method based on CNN (Convolutional Neural Networks) classification. The results are shown in Figure 8. All the values of the parameter $\mu$, which tunes the balance between spectrum and spatial information was set to 0.5. Figure 8a–d presents the change in CV, MLS, and MLS+MRF, respectively; all of these maps have a large amount of "salt-and-pepper" noise. Figure 8e presents the building change map generated at $Q = 32$ and 64 was generally consistent and more similar to the ground reference data.

Table 1 shows the accuracy of the building change detection results under different $Q$ values. It can be seen from the table that the accuracy of change detection results increased with the increase of the $Q$ value at the beginning. When $Q = 32$ and 64, the generated building change detection results had a similar total error rate. After that, as the $Q$ value increased, the total error rate also increased. When $Q = 64$, the kappa coefficient was the highest. Overall, the accuracy of the building change detection results generated at $Q = 32$ and 64 was generally consistent and more similar to the ground reference data.

| $Q$  | Missed Detections (No. of Pixels) | $P_m$ (%) | False Alarms (No. of Pixels) | $P_f$ (%) | Total Errors (No. of Pixels) | $P_t$ (%) | Kappa Coefficient |
|------|----------------------------------|-----------|-----------------------------|-----------|------------------------------|-----------|------------------|
| 16   | 21,259                           | 24.97     | 15,084                      | 0.51      | 36,343                       | 1.20      | 0.7720           |
| 32   | 14,575                           | 17.12     | 19,694                      | 0.67      | 34,269                       | 1.13      | 0.7988           |
| 64   | 13,662                           | 16.05     | 20,776                      | 0.71      | 34,438                       | 1.14      | 0.8              |
| 128  | 14,369                           | 16.88     | 43,610                      | 1.48      | 57,979                       | 1.91      | 0.6997           |
| 256  | 15,406                           | 18.09     | 49,289                      | 1.67      | 64,695                       | 2.13      | 0.6724           |

To prove the effectiveness of the proposed method, it was compared with some existing change detection (CD) methods, such as active contour model (CV) [28], multi-scale level set (MLS) [29], MLS+MRF (Markov Random Filed), and fuzzy local information c-means (FLICM) [30], and a building change detection method based on CNN (Convolutional Neural Networks) classification. The results are shown in Figure 8. All the values of the parameter $\mu$, which tunes the length of the active contour, in CV, MLS, and MLS+MRF were set to 0.1, and the value of parameter $\alpha$ in MRF, which tunes the balance between spectrum and spatial information was set to 0.5. Figure 8a–d presents the change maps generated by CV, MLS, MLS+MRF, and FLICM, respectively; all of these maps have a large amount of "salt-and-pepper" noise. Figure 8e presents the building change map generated by the
CNN classification method, which can effectively suppress noise but have some false alarms caused by the registration errors of high-rise buildings. Figure 8f presents the building change map produced by the proposed method, which is the closest to the ground reference map. The reason is that segmented objects were used instead of individual pixels, and the shape similarity and area-to-length ratio can remove false detection effectively.

Figure 8. Building change detection results (white - building changes; black - other changes or non-changes) compared with popular CD methods: (a) CV, (b) MLSK, (c) MLSK+MRF, (d) FLICM, (e) CNN classification, (f) proposed method, and (g) reference map.
Five indices, including missed detection, false alarms, total errors, kappa coefficient, and calculation time were used to quantitatively assess the effectiveness of the proposed method. The quantitative experimental results are shown in Table 2. The missed detection rate $P_m$, false detection rate $P_f$, total error rate $P_t$, kappa coefficient, and calculation time of the proposed method were 16.05%, 0.71%, 1.14%, 0.8, and 29 seconds, respectively. Unlike the other methods used in this study, the proposed method produced the least false alarms and total errors and missed detection levels and calculation time were satisfactory compared with the other methods. Additionally, the proposed method produced the highest kappa coefficient compared with the other methods, which indicates that the building change map has better consistency with the ground reference map. The CNN classification method can achieve satisfactory detection accuracy, but the CNN model training takes a long time.

### Table 2. Quantitative experimental results compared with popular CD methods.

| Method      | Missed Detection (No. of Pixels) | $P_m$ (%) | False Alarms (No. of Pixels) | $P_f$ (%) | Total Errors (No. of Pixels) | $P_t$ (%) | Kappa Coefficient | Time (s) |
|-------------|---------------------------------|-----------|-------------------------------|-----------|-------------------------------|-----------|------------------|----------|
| CV          | 23,865                          | 28.03     | 84,947                        | 2.88      | 108,812                       | 3.59      | 0.5124            | 31       |
| ML SK       | 30,319                          | 35.61     | 56,454                        | 1.92      | 86,773                        | 2.86      | 0.5430            | 24       |
| ML SK + MRF | 11,083                          | 13.02     | 117,028                       | 3.97      | 128,111                       | 4.23      | 0.5175            | 52       |
| FLICM       | 28,143                          | 33.05     | 78,932                        | 2.68      | 107,075                       | 3.53      | 0.4983            | 17       |
| CNN         | 18,642                          | 22.39     | 32,735                        | 1.21      | 51,377                        | 1.84      | 0.7061            | /        |
| Proposed method | 13,662                        | 16.05     | 20,776                        | 0.71      | 34,438                        | 1.14      | 0.8               | 29       |

4. Conclusions

A method for building change detection based on a shape context similarity model was proposed in this paper. First, the difference data D-DSM was generated by the difference processing from the DSM data at two time instances. The difference data D-DSM is then segmented using the SRM algorithm with different scales, and an empirical threshold was set to produce an initial change detection. The shape similarity between the changed objects of the initial change detection result and the buildings was calculated using a shape context similarity model, and the area-to-length ratio for the changed objects was also generated to remove false alarms caused by misregistration. Finally, the k-means clustering method was implemented based on the similarity index and area-to-length ratio to produce a building change map. In the process of segmentation by the SRM algorithm, the change detection results were affected by the scale control parameter $Q$ within a certain range. When the value of $Q$ was 32 or 64, the accuracy of the generated building change detection was almost the same. The SRM segmentation can reduce the “salt-and-pepper” noise caused by the pixel-based method.

The experimental results showed that the proposed method can effectively detect building changes based on DSM data compared with some other popular CD methods. The similarity between the segmented objects and the building calculated by the shape context can effectively extract building changes, and the area-to-length ratio can further remove the false detection changes caused by the registration errors of high-rise buildings and improve the accuracy of building change detection.

However, only rectangular buildings were used to calculate the similarity for changed objects, which may result in missed detections for changed buildings of other shapes. More prior building shapes will be used in future work to generate more accurate detection results.
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