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Abstract.
We will examine the strengths and weaknesses of the Wang-Landau and transition matrix Monte Carlo methods for simulating phase equilibria of continuous molecular systems alone and as a combined Wang-Landau–transition matrix Monte Carlo algorithm. Although a combined Wang-Landau–transition matrix Monte Carlo algorithm has been previously reported in the literature, the details of the method and a discussion of its performance for phase equilibria simulations has not been presented. The hybrid method combines the rapid initial estimate of the density of states from the Wang-Landau algorithm with the continual improvement in convergence of transition matrix Monte Carlo. The hybrid Wang-Landau–transition matrix (WL-TM) algorithm is found to be more efficient and has much better convergence properties than the Wang-Landau algorithm and is more robust than the transition matrix algorithm, enabling the simulations to reach relatively low reduced temperatures with ease.

1. Introduction
Computer simulations are becoming an increasingly useful tool for studying the structural and thermophysical properties of complex chemical systems. Simulation methods can be broadly classified into molecular dynamics (MD) and Monte Carlo (MC) approaches. Molecular dynamics simulations simply follow the system’s trajectory through phase space by integrating Newton’s equations of motion, whereas MC simulations generate configurations based on a prescribed probability distribution. Though the MD method is quite popular and used to study a wide variety of systems, using it to study phase equilibria can be quite challenging [1, 2, 3, 4, 5, 6]. However, a MC simulation does not have to obey any equations of motion; therefore, more advanced algorithms utilizing unphysical moves can be employed to accelerate the sampling of phase space.

A straightforward and conceptually simple MC method for simulating phase equilibria is the Gibbs ensemble [7, 8], which separates the coexisting phases into separate simulation boxes, eliminating the interface. Equilibrium is achieved through volume scaling moves and inter-box molecule transfers, which become challenging to perform for dense systems. With
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the introduction of configurational-bias Monte Carlo [9] (CBMC), molecule insertions became feasible and the Gibbs ensemble became (and remains) widely used for simulations of phase equilibria. Grand canonical MC [10, 11] coupled with histogram reweighting [12, 13] and CBMC is another method for simulating phase equilibria which relies on the insertion and deletion of molecules. Though widely used, both the Gibbs and grand canonical ensembles have difficulty adequately sampling phase space for very dense systems and/or very low temperatures, even with the aid of CBMC.

Numerous other MC algorithms have been proposed to try to overcome the difficulties in sampling phase equilibria for dense fluids, including Gibbs-Duhem integration [14, 15], the NpT + test particle method [16, 17], and the broad histogram method [18, 19], along with a whole class of methods that force a broad sampling of phase space, such as expanded ensemble [20, 21], parallel tempering [22, 23], umbrella sampling [24], and multicanonical algorithms [25, 26, 27]. For an overview of these methods, the reader is referred to excellent review articles by Panagiotopoulos [28], Bruce and Wilding [29], and Orkoulas [30]. While not designed for phase equilibrium calculations, the Wang-Landau algorithm [31, 32] allows for the direct calculation of the density of states, or degeneracy, from which all thermodynamic properties can be computed, provided the relevant phase space is adequately sampled. As a result, phase equilibria can be calculated from a Wang-Landau simulation, typically at much higher cost than methods designed specifically for phase equilibria; on the other hand, many properties other than phase equilibria can be computed from the density of states determined in a Wang-Landau simulation. Thus and other density-of-states-based simulation methods have recently been reviewed by de Pablo et al. [33] and also feature in the book chapters by Shell et al. [34, 35]. The Wang-Landau algorithm belongs in the same class as the other methods, mentioned above, which achieve a broad sampling of phase space. These methods are also known as visited-states methods, since they keep track of how often the system visits each state and use the resulting data to extract thermodynamic properties. Visited states methods generally use an iterotive scheme to bias the system and achieve broad sampling of phase space, which can be inefficient. In contrast to visited-states methods, transition matrix methods [36, 37, 38, 39, 40, 41] track the statistics of the attempted transitions between states. Transition matrix methods do not employ an iterative biasing scheme, and thus never need to discard data, resulting in improved convergence properties.

In this paper we examine the Wang-Landau and transition matrix algorithms in the context of phase equilibria simulations for continuous molecular systems. Determining phase equilibria can be thought of as evaluating the relative free energies, or probabilities, of two coexisting phases [41]. We examine the strengths and weaknesses of each method, and show that combined they provide a more efficient and robust hybrid algorithm.

2. Methodology

2.1. Wang-Landau Algorithm

The Wang-Landau algorithm is a flat histogram method that enables us to directly determine the density of states, and thus all thermodynamic properties of interest [31, 32]. Simulations are generally carried out at constant density; thus, the density of states (DOS), degeneracy, or microcanonical ensemble partition function \( \Omega(N,V,E) \) is a function of the energy only \( \Omega(E) \). For continuous systems this requires dividing the energy into discrete intervals, or bins [42, 43]. In a standard Wang-Landau simulation, configurations are sampled with a probability proportional to the reciprocal of the density of states,

\[
P(E) \propto \frac{1}{\Omega(E)}
\]
Obviously, the DOS is unknown at the start of the simulation; therefore, the simulation begins with a value of $\Omega(E) = 1$ for every $E$ in the specified energy range. Trial moves are accepted according to

$$\text{acc}(i \rightarrow j) = \min \left\{ 1, \frac{\Omega(E_i)}{\Omega(E_j)} \right\}$$  \hspace{1cm} (2)

After each move, the estimate of the DOS is updated with a modification factor, $f$

$$\ln \Omega(E) \rightarrow \ln \Omega(E) + \ln f$$  \hspace{1cm} (3)

where the natural logarithm is used due to the many orders of magnitude difference between values of $\Omega(E)$. In addition to the density of states, a histogram ($H$) of visited states is also collected and incremented after each move

$$H(E) \rightarrow H(E) + 1$$  \hspace{1cm} (4)

The simulation continues until the histogram is sufficiently “flat,” that is, until each value of $H(E)$ is not less than a specified percentage of the average value of $H(E)$,

$$H(E) \geq p \times \langle H(E) \rangle$$  \hspace{1cm} (5)

where $p$ is the flatness criterion. When the histogram is “flat,” the modification factor is reduced according to $\ln f \rightarrow \ln f/2$, the histogram entries are reset to zero, and the simulation is continued. Though many authors have suggested variants of the modification factor update schedule [44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55] the original modification factor update of simply dividing by two is still conventional. Once the modification factor becomes less than some predetermined value, the simulation ends. We should note that since the density of states is continuously updated, the Wang-Landau algorithm violates the condition of microscopic reversibility; however, by the end of the simulation the changes to the density of states are quite small and thus the condition is essentially satisfied.

A significant advantage of the Wang-Landau algorithm is that it allows one to very quickly determine a reasonable estimate of the density of states [56]. However, refining this estimate is very time-consuming, with the later iterations taking orders of magnitude longer to converge than the early stages and contributing relatively little to the overall DOS (due to the small modification factor). Moreover, the simulation eventually reaches a limiting accuracy, where further simulation does not yield more accurate results [57, 46, 48, 49, 50, 58, 53, 54]. Variations of the algorithm [46, 47, 48, 49, 58, 52, 53, 54], which primarily change the modification factor update schedule and/or histogram flatness criteria, have resulted in some improvements in accuracy and efficiency, with the $1/t$ algorithm of Belardinelli et al. showing particular promise. Both the original and modified versions of the WL algorithm have been primarily applied to spin systems and lattice models, though some have used the method to study continuous bead-spring and square-well polymers [59, 60, 61, 62, 63, 64], simple peptide models [65, 66, 67], methane dimers [58], and clusters of rigid water molecules [68]. The “standard” WL algorithm, by which we mean an algorithm that continuously refines an estimate of the density of states and samples configurations using the reciprocal of the DOS, has been used in a few instances to calculate the vapor-liquid coexistence curve for small systems of the Lennard-Jones fluid [43, 42]; however, this is a very expensive simulation since it requires the convergence of a two-dimensional density of states ($\Omega(N, E)$ or $\Omega(V, E)$).

More significant modifications to the original Wang-Landau algorithm have been proposed in an effort to obtain better performance in simulations of continuous molecular systems. Yan and de Pablo [57] developed two new methods which rely on either computing the configurational
temperature, which requires calculating the forces, or a multimicrocanonical formalism. Though the methods do not exhibit the same saturation of the error as the conventional Wang-Landau algorithm, extension to simulations at non-constant density is not straightforward. Shell et al. introduced a hybrid Wang-Landau–transition matrix algorithm which relies on the relationship between the infinite temperature transition probabilities and the density of states [69]. This method has been used with mixed success by others to simulate simple peptides [70] and continuous spin models [71, 72]. Though the method improves the convergence for systems at constant density, extension to other ensembles requires a cumbersome four-dimensional matrix [34, 72]. The WL-TM method of Shell et al. will be discussed in more detail in Section 2.3.

The majority of Wang-Landau simulations are carried out at constant density; thus, the DOS is a function of only the energy. However, if we want to simulate phase equilibria, such as vapor-liquid coexistence, the DOS must be a function of the energy and density. Determining the two-dimensional, or joint, DOS requires significantly more simulation time and quickly becomes impractical, even for simple systems [43, 42, 73, 74, 75, 71, 76, 72]. Zhou et al. proposed using a “global update” (also known as “frontier sampling”) to increase the efficiency of two-dimensional density of states simulations [77]; however, this method is very sensitive to the system-dependent parameterization and has been applied by others with only mixed success [47, 75, 78].

More significant modifications to the original Wang-Landau algorithm involve the inclusion of temperature to accelerate the convergence and increase the accuracy for continuous systems [79, 80]. Though it is often considered a strength of the WL algorithm that temperature is not explicitly included, we have found that for more complex molecular systems specifying the temperature is important for achieving accurate results [80]. Inclusion of advanced MC moves, such as configurational-bias [81], into an algorithm that determines the DOS as a function of the energy requires a re-derivation of the acceptance rule [80, 82, 83, 84], as configurations are no longer sampled according to their Boltzmann probability. For instance, the configurational-bias acceptance rule, which for Boltzmann sampling simulations is simply the ratio of the Rosenbluth weights times an energetic factor $e^{-\beta \Delta E}$ [80, 82, 83], In the method of Ganzenmüller and Camp, the canonical ensemble partition function, $Q(N,V,T) = \sum E e^{-\beta E} \Omega(N,V,E)$, is calculated for systems with fixed temperature and variable volume or number of molecules, reducing the calculation to a one-dimensional problem. Though this method has been used successfully to simulate vapor-liquid coexistence for a variety of molecules [85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95], its efficiency relative to other MC methods for determining phase equilibria is unclear, especially when the isobaric-isothermal ensemble is used. However, due to the use of a one-dimensional partition function rather than a two-dimensional density of states, the method is very likely much more efficient than a standard WL simulation. Others have developed hybrid MD/MC methods, where a short MD run is used to equilibrate the conformational degrees of freedom [96, 85].

Hybrid MD/Wang-Landau MC methods have been used to study protein folding [96, 97] and for isobaric-isothermal ensemble simulations of phase equilibria [85, 86, 87, 90, 91]. In this work, we consider a hybrid Wang-Landau algorithm by combining the best features of Wang-Landau with those of the transition matrix algorithm.

2.2. Transition Matrix Algorithm

In contrast to visited states methods, such as Wang-Landau, transition matrix (TM) Monte Carlo utilizes information about the attempted transitions between states to compute thermophysical properties in a variety of statistical mechanical ensembles [36, 37, 38, 39, 40, 41].

We will begin the derivation of the TM method with a brief overview of the standard Metropolis MC method. Each move in a Metropolis MC simulation consists of a two step process. First, a new microstate $j$ is generated from the current microstate $i$, where a microstate is defined by the $r^N$ coordinates of the $N$ particles in the system. Next, the move to the new
state \( j \) is accepted with probability \( acc(i \rightarrow j) \), given by the appropriate acceptance ratio:

\[
acc(i \rightarrow j) = \min \left\{ 1, \frac{p(j)}{p(i)} \right\}
\]  

(6)

where \( p(i) \) is the probability of observing microstate \( i \) and depends on the choice of statistical mechanical ensemble. In the canonical (\( NVT \)) ensemble, \( p(i) \) is given by

\[
p(i) = \frac{1}{Q(N,V,\beta)} e^{-\beta E}
\]  

(7)

where \( Q \) is the partition function, \( E \) is the energy and \( \beta = 1/k_B T \), where \( k_B \) is Boltzmann’s constant. In this case, Eqn. 6 reduces to the standard Metropolis acceptance rule

\[
acc(i \rightarrow j) = \min \left\{ 1, e^{-\beta \Delta E} \right\}
\]  

(8)

In the grand canonical (\( \mu VT \)) ensemble, \( p(i) \) is given by

\[
p(i) = \frac{1}{\Xi(\mu,V,\beta)} \frac{V^N}{\Lambda^3 N!} e^{-\beta E} e^{\beta \mu N}
\]  

(9)

where \( \Xi \) is the partition function, \( \Lambda \) is the thermal de Broglie wavelength, \( V \) is the volume, \( \mu \) is the chemical potential, and \( N \) is the number of molecules. In addition to the temperature, the volume and chemical potential are fixed throughout the simulation; however, the number of molecules in the system changes through insertion and deletion moves. In the isobaric-isothermal (\( NpT \)) ensemble, \( p(i) \) is given by

\[
p(i) = \frac{1}{\Delta(N,p,\beta)} \frac{V^N}{\Lambda^3 N!} e^{-\beta E} e^{-\beta p V}
\]  

(10)

where \( \Delta \) is the partition function. In this case, the temperature, number of molecules, and pressure are set and volume scaling moves are performed. Since the range of volumes may span several orders of magnitude, volume scaling moves are usually performed in the logarithm of the volume, rather than the volume itself. This changes the factor of \( V^N \) to \( V^{N+1} \) (see Frenkel and Smit [98] for more details). Note that for simplicity we are only considering unbiased moves in this discussion; however, biased moves can be performed using a suitable acceptance rule [98].

The goal of any simulation is to calculate macroscopic properties from a microscopic system. Thus we assign each microstate \( i \) to a macrostate \( I \), which is defined by one or more macroscopic variables, such as energy (\( NVT \)), particle number (\( \mu VT \)), volume (\( NpT \)), or some other order parameter, depending on the ensemble and the properties of interest. Note that we use lower case letters to refer to microstates, and upper case letters for macrostates. The probability \( P(I) \) is finding the system in macrostate \( I \) is given by the sum over all microstates \( i \) with the macrostate label \( I \):

\[
P(I) = \sum_{i \in I} p(i)
\]  

(11)

In a TM simulation, an extra step is performed after calculating the acceptance ratio. In this step, a collection matrix \( C(I \rightarrow J) \) is updated with information about the attempted transition,

\[
C(I \rightarrow J) = C(I \rightarrow J) + acc(i \rightarrow j)
\]  

(12)

and

\[
C(I \rightarrow I) = C(I \rightarrow I) + 1 - acc(i \rightarrow j)
\]  

(13)
regardless of whether or not the move was accepted.

The purpose of the collection matrix is to enable one to estimate the relative macrostate probabilities, \( P \), which are related to the density of states, e.g., \( P(N) \propto e^{\beta \mu N} Q(N,V,\beta) = e^{\beta \mu N} \sum_E e^{-\beta E} \Omega(N,V,E) \), but clearly depend on temperature, \( \beta \). At any point in the simulation, the macrostate transition probabilities, \( \Pi(I \rightarrow J) \), can be estimated from the collection matrix \( C(I \rightarrow J) \) using

\[
\Pi(I \rightarrow J) = \frac{C(I \rightarrow J)}{\sum_{\Delta I} C(I \rightarrow I + \Delta I)} \tag{14}
\]

where \( I + \Delta I \) is a new macrostate. After determining the macrostate transition probabilities \( \Pi(I \rightarrow J) \) the condition of microscopic reversibility can be used to determine the macrostate probabilities

\[
P(I)\Pi(I \rightarrow J) = P(J)\Pi(J \rightarrow I) \tag{15}
\]

In general, solving this equation is an overspecified problem and a minimization technique must be implemented in order to find a solution, such as that used by Shell et al. in their infinite temperature WL-TM algorithm, where the macrovariable is \( E \) [69]. However, if we restrict ourselves to defining macrostates by only one macrovariable and only attempt transitions between neighboring macrostates, a unique solution can be found through sequential evaluation; e.g., if the macrovariable is \( N \), then

\[
\ln P(N + 1) = \ln P(N) + \ln \left( \frac{\Pi(N \rightarrow N + 1)}{\Pi(N + 1 \rightarrow N)} \right) \tag{16}
\]

For the TM method to be effective, the system must sample an adequate number of transitions between all allowed states. However, the system of interest often includes macrostates whose relative probabilities differ by several orders of magnitude; for instance, when calculating a vapor-liquid coexistence point, the macrostates corresponding to the vapor and liquid densities have a much higher probability than the macrostates which correspond to intermediate densities. Thus, sampling all of phase space in a reasonable amount of simulation time requires the introduction of a biasing function, \( \eta(I) \), which is inversely proportional to the current estimate of the macrostate probabilities:

\[
\eta(I) = \ln \left( \frac{1}{P(I)} \right) = - \ln P(I) \tag{17}
\]

With the introduction of the biasing function, the acceptance rule must be adjusted

\[
\text{acc}(i \rightarrow j) = \min \left\{ 1, \frac{\exp[\eta(J)] p(j)}{\exp[\eta(I)] p(i)} \right\} = \min \left\{ 1, \frac{P(I) p(j)}{P(J) p(i)} \right\} \tag{18}
\]

However, the key to the TM method is that the unbiased acceptance ratio is still used to update the collection matrix, \( C \). The \( C \) matrix, which does not contain any information about the biasing function, is used to determine the macrostate probabilities (using the condition of microscopic reversibility), from which we can calculate the properties of interest (see below). Thus, even though the actual move acceptance rates will depend on the choice of biasing function, the TM algorithm does not violate microscopic reversibility since only the unbiased acceptance ratios are used in data collection and analysis. Therefore, the weighting function can be periodically updated without discarding the previous data, resulting in a continual improvement in the calculation of the relative macrostate probabilities. [36, 37, 38, 39, 40, 41] Once we have accurately determined the macrostate probabilities, we can calculate the thermodynamic properties of interest in a straightforward manner using the histogram reweighting techniques outlined below in Section 2.4. For a more detailed derivation of the method the reader is referred to the paper by Errington [41].
Transition matrix simulations have been shown to be very efficient [36, 99, 100] and have been widely used to study phase equilibria [41, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110] and other complex systems such as adsorption [111, 112] and wetting at interfaces [113, 114, 115, 116, 117, 118]. The continual improvement in the values for the relative macrostate probabilities is a strength of the TM algorithm; however, the performance of the algorithm depends strongly on the weighting function, $\eta$ [100]. Although in certain cases one might be able to obtain a reasonable estimate of the weighting function, e.g., by reweighting and stepping down in temperature along the coexistence curve [119], in general this is either not possible or highly inefficient, and thus the weighting function must be slowly built up throughout the course of the simulation. For systems with very large differences in the relative probabilities of the macrostates, this can be a very slow process. Another advantage of the TM algorithm is that since it using standard Boltzmann sampling acceptance rules (modified by the ratio of the macrostate probabilities or weights), it does not distinguish between simple, unbiased moves, and advanced moves. This means that biased MC moves can be incorporated using their existing acceptance rules (e.g., by using the Rosenbluth weights for configurational-bias moves) [103], whereas the WL algorithm requires the re-derivation of the acceptance rule for advanced moves [80, 82, 83, 84].

2.3. Wang-Landau–Transition Matrix Algorithm

By combining the Wang-Landau and transition matrix algorithms, one can utilize their strengths while reducing their weaknesses. The fast initial estimate of the density of states of the Wang-Landau algorithm can be used to offset the slow building up of the weighting function in the transition matrix method, while the continuous improvement in convergence of the transition matrix algorithm offsets the limiting accuracy and slow convergence of the later stages of the Wang-Landau method. Although this idea has been used by Shell et al. to develop a hybrid Wang-Landau infinite temperature transition matrix method for systems at constant density [69] and has been mentioned in connection with grand canonical and expanded ensemble simulations [100, 120, 118], the details of the method and a discussion of its performance for phase equilibria simulations has not been presented.

A Wang-Landau–transition matrix (WL-TM) simulation begins with a Wang-Landau phase to obtain a reasonable estimate of the weights, $\eta$. This stage proceeds in the same manner as a standard Wang-Landau simulation, with an update of the macroscopic probabilities at every step,

$$\ln P(I) \rightarrow \ln P(I) + \ln f$$ (19)

where $\eta(I) = - \ln P(I)$, $I$ is the macrovariable, $f$ is the modification factor. Since we only need an estimate of the weights, we can often use very loose convergence criteria, e.g., $p = 30 - 40\%$ and final $\ln f = 10^{-5}$, which would be a very inappropriate choice for a standard Wang-Landau simulation [80]. However, we find that the even looser criteria of Shell et al. [43, 69], which stipulates that the modification factor can be updated after each histogram bin has been visited at least once, results in a significant loss of accuracy, as has been seen by others [71]. During the Wang-Landau phase, microscopic reversibility is violated, especially during the initial stages when the modification factor is large. Though this greatly accelerates sampling, these non-equilibrium transitions cannot be incorporated into the $C$ matrix. Thus, the $C$ matrix is not updated until the final iteration is reached, a more reasonable estimate of the density of states is obtained, the modification factor is relatively small, and microscopic reversibility is approximately satisfied. After the Wang-Landau phase has converged, the TM algorithm is then used to periodically update the weights using the data in the $C$ matrix. The simulation continues for a specified number of steps (or cycles) until we deem that the macrostate probabilities have converged. The same reweighting techniques as in TM simulations can then be used to calculate the properties of interest, such as the coexistence densities (see Section 2.4).
Though very similar, the WL-TM algorithm presented here differs from the previous WL-TM method of Shell et al. [69] in several important respects. The prior method employed a special case of the TM algorithm; namely, the infinite temperature limit, which is equivalent to the broad histogram method of Oliveira et al. [18, 19]. By using the infinite temperature limit, the $C$ matrix is updated with zeros and ones, rather than the acceptance ratio. Using the acceptance ratio has been shown to provide superior convergence properties [39]. However, the infinite temperature limit allows one to relate the transition probabilities to the density of states directly, which then allows for the calculation of thermodynamic properties as a continuous function of temperature over a wide range of temperatures (providing the relevant energies we adequately sampled). The disadvantage of this approach is that if we wish to perform simulations at non-constant density, we must use a very cumbersome and memory-intensive four-dimensional collection matrix [34, 72]. Moreover, because the density of states (or transition probability matrix) would be a function of both the energy and the density, acceptance rules for complex MC moves will need to be re-derived [80, 82, 83, 84]. More importantly, a two-dimensional density of states is much more difficult and time-consuming to converge [42, 57, 79, 75]. Though we anticipate that the TM part of the algorithm would help improve the efficiency compared to the “standard” WL algorithm, the simulations would still require a large amount of time to reach an acceptable level of accuracy.

Our version of the WL-TM algorithm is designed for studying systems at variable density and uses only a single macrovariable (with a two-dimensional $C$ matrix). The TM portion of the algorithm follows the method presented by Errington for simulating phase equilibria [41], where the macrovariable is the number of molecules ($N$) or the volume ($V$), rather than the energy ($E$). By specifying a single macrovariable, we only require one-dimensional flat histogram, which results in a significant improvement in efficiency. A possible downside of eliminating the energy as the macrovariable is that the temperature must be specified, which means that multiple simulations must be run in order to compute the entire coexistence curve. However, we have found that for complex molecular systems including an explicit temperature results in increased accuracy in conformational sampling [80]; thus, this is not a significant drawback to our WL-TM method. Moreover, by using histogram reweighting techniques (see Section 2.4, below) the coexistence properties as a continuous function of temperature can still be obtained. We should also note that WL simulations, especially those with a two-dimensional density of states, typically employ multiple “windows” and thus also require multiple simulations; we note, however, that some authors have claimed to be able to obtain the complete density of states from a single simulation [42]. Moreover, because our WL-TM algorithm uses standard Boltzmann sampling acceptance rules (modified by the ratio of the macrostate probabilities or weights), rather than the ratio of the density of states, existing advanced MC moves can be used without modification, as is the case for the TM method [103], which greatly simplifies the implementation of the WL-TM algorithm in existing simulation codes.

2.4. Histogram Reweighting

Once the simulation has converged, we use standard histogram reweighting techniques [12, 13] to determine the coexistence properties. Histogram reweighting is often used in conjunction with simulations in the grand canonical ensemble; thus, the following discussion assumes we are working in that ensemble. Extension to the $NpT$ ensemble should be straightforward.

Determining the coexistence properties at the specified simulation temperature requires adjusting the chemical potential while keeping the temperature fixed using the relationship

$$\ln P(N; \mu) = \ln P(N; \mu_0) + \beta (\mu - \mu_0) N$$  \hspace{1cm} (20)

where $\mu_0$ is the chemical potential used in the simulation. To determine the coexistence point, we specify the particle number $N_{\text{div}}$ that divides the vapor and liquid phases, where $N_{\text{div}}$ is
the molecule number that corresponds to the minimum probability $P(N)$ between the liquid and vapor phases, and adjust the chemical potential until the area under the liquid and vapor curves is equal. In addition, if the zero-particle limit has been sampled, the vapor pressure can be calculated using

$$\beta pV = \ln \left[ \sum_N P(N; \mu_{\text{coex}}) \right] - \ln P(O; \mu_{\text{coex}}) - \ln 2$$

(21)

where we have used the ideal gas as a reference state.

The calculation of coexistence densities over a range of temperatures requires some additional analysis. The goal is to determine the joint probability distribution $P(N, E)$, from which coexistence properties can be calculated. Rather than calculate the joint probability distribution directly, which would involve a four-dimensional transition matrix and a two-dimensional flat histogram, we follow the recommendation of Errington [41] and instead keep track of a histogram of visited states, $H(N, E)$, much like the Wang-Landau algorithm (though the TM histogram $H(N, E)$ is used for analysis purposes only). This requires a discretization of the energy; however, provided a reasonable energy interval is chosen the accuracy of the results does not depend strongly on the energy bin width. Alternatively, we could periodically record the molecule number and energy and extract the probability distribution at the end of the simulation or during the analysis, as is commonly done for multicomponent grand canonical simulations [121].

After normalizing the histogram according to

$$h(N, E) = \frac{H(N, E)}{\sum_E H(N, E)}$$

(22)

we can calculate the joint probability distribution using

$$P(N, E) = h(N, E)P(N)$$

(23)

where $P(N)$ is the probability of observing a macrostate with $N$ molecules calculated using the TM algorithm (see Eqn. 16).

After calculating the joint probability distribution at temperature $\beta$, histogram reweighting [12] can be used to determine the coexistence properties at temperatures ($\beta$) and chemical potentials ($\mu$) other than those used to perform the simulation. Specifically,

$$\ln P(N, E; \mu, \beta) = \ln P(N, E; \mu_0, \beta_0) - (\beta - \beta_0)E + (\beta\mu - \beta_0\mu_0)N$$

(24)

where again the subscript 0 indicates the original simulation conditions. Eqn. 24 is valid only over the range of energies and densities sampled in the simulation. To extend the range of the reweighting procedure, the results from $R$ simulations over a range of temperatures with overlapping energies and densities are combined in a self-consistent manner to determine the composite probability, $P$:

$$P(N, E; \mu, \beta) = \sum_{i=1}^R h_i(N, E)P_i(N) \exp(-\beta E + \beta\mu N) \sum_{i=1}^R \exp(-\beta_i E + \beta_i\mu_i N - W_i)$$

(25)

where the $W_i$ (also known as weights) are constants related to the free energy of the simulations at $\beta_i$ and $\mu_i$ [13]. The constants are determined using the relationship

$$\exp(W_i) = \sum_N \sum_E P(N, E; \mu_i, \beta_i)$$

(26)
Given an initial guess for the constants $W_i$, Eqns. 25 and 26 are iterated until they converge (e.g., the difference between the old and new weights is less than some specified tolerance). Once we have determined $\mathcal{P}$, the properties of interest can be calculated using

$$\langle M \rangle_{\mu, \beta} = \sum_E \sum_N M \mathcal{P}(N, E; \mu, \beta)$$  \hspace{1cm} (27)

where $M$ is some mechanical property. For an overview of histogram reweighting in the grand canonical ensemble, the reader is referred to the review by Panagiotopoulos [28].

The key is that histogram reweighting allows one to use the WL-TM (or TM) method and calculate the desired properties as a continuous function of temperature. Obtaining results over a range of temperatures from a relatively small number of simulations is generally considered an advantage of the WL algorithm; however, by employing standard analysis techniques we can obtain the same results using the WL-TM and TM methods, though we may need to perform a larger number of simulations.

3. Simulation Details

Vapor-liquid coexistence curves (VLCCs) were calculated for a series of linear alkanes using the transferable potentials for phase equilibria – united atom (TraPPE–UA) force field [122], which employs pseudoatoms for all CH$_2$ groups for increased computational efficiency. The TraPPE–UA force field contains terms for bond stretching, angle bending, dihedral rotations, and nonbonded interactions. The molecules studied ranged from single-site methane (a Lennard-Jones particle with diameter $\sigma$ and characteristic energy $\epsilon$ adjusted to reproduce the experimental methane VLCC) to n-butane, which is the shortest alkanes to include a dihedral potential. Alkanes provide a relatively simple test case for studying the phase equilibria of molecular systems [123, 103], and thus allow us to more easily compare the accuracy and efficiency of different simulation methods [100].

To compare the accuracy and efficiency of the methods, we calculated the coexistence curves in the grand canonical ensemble using both TM and WL-TM and in the isobaric-isothermal ensemble using WL-TM. Above reduced temperatures of 0.6, the convergence criteria for the WL phase are set to very loose values of $p = 0.40$ and final $\ln f = 10^{-3}$, though at low temperatures stricter criteria are necessary. These values were determined by performing simulations at moderately high temperatures for methane with very loose convergence criteria, then increasing the strictness of the convergence parameters until satisfactory coexistence properties were obtained. At moderately high temperatures the accuracy and efficiency of the simulation do not depend strongly on the convergence criteria, which is an advantage of the WL-TM method in that less fine-tuning of parameters is required. The simulations were run at progressively lower temperatures until problems with convergence began to occur, at which point the value for $p$ was increased and/or the final $\ln f$ decreased until satisfactory results were again obtained. The strictest convergence criteria used for the WL-TM simulations was $p = 0.85$ and final $\ln f = 10^{-4}$. After the simulation switches over to the TM method, the weights (or macrostate probabilities) are updated every $2.5 \times 10^5$ steps in the grand canonical ensemble (1 step = 1 move) or 1000 cycles in the isobaric-isothermal ensemble (1 cycle = $N$ moves; $N$ = the number of molecules). We also ran simulations for methane at select temperatures using a one-dimensional WL method (1D-WL). The 1D-WL method used here is essentially the WL-TM method without ever switching over to the TM phase, which is very similar to other modified WL methods [79]. To obtain accurate macrostate probabilities with the 1D-WL, much stricter convergence criteria of $p = 0.80$ and final $\ln f = 10^{-6}$ must be used [80, 71]. For analysis purposes, histogram data is collected after the first twelve WL iterations (e.g., the point at which a WL-TM simulation would switch over to TM). The 1D-WL method is included here for comparison purposes only;
it is unlikely that 1D-WL would be used as the simulation algorithm if computing vapor-liquid equilibrium is the only property of interest.

Simulations in the grand canonical ensemble were run with a constant box length of 36 Å and maximum molecule numbers up to 778 for methane, 550 for ethane, 420 for propane, and 330 for n-butane. In addition, isobaric-isothermal simulations were performed for 550 methane molecules. These relatively large system sizes (compared to prior WL simulations [43, 42]) were chosen to enable a more rigorous test of the method. A spherical center-of-mass based cutoff of 14 Å with analytic tail corrections [124] was employed for the nonbonded Lennard-Jones interactions. The MC moves in the grand canonical ensemble consisted of 70% insertions and deletions using coupled-decoupled configurational-bias MC (CBMC) [81] with the usual choices for the cut-offs and number of trial sites [80]. The remaining moves consisted of either 30% molecular displacements (for methane and ethane) or 20% molecular displacements and 10% CBMC regrowths (for propane and butane). The simulations were run for at least $1.5 \times 10^8$ MC steps, with longer times for WL-TM simulations at low temperatures. The isobaric-isothermal simulations consisted of 1 – 3% volume scaling moves, resulting in an average of approximately 5 – 15 attempted volume moves per cycle with the remaining moves consisting of translations. Volume scaling moves make up a much smaller percentage of the total moves than the insertion and deletion moves in the grand canonical ensemble due to the inherent expense in re-calculating the total system energy after all the coordinates are scaled. The simulations were run for at least $7 \times 10^5$ MC cycles, with again longer simulation times required at lower temperatures (up to $3 \times 10^6$ cycles). Maximum displacements for translational and rotational moves were updated every $2.5 \times 10^5$ MC steps ($\mu VT$) or 1000 MC cycles ($NpT$) and optimized to achieve approximately a 50% acceptance rate. Simulations were run at 5 K temperature intervals along the coexistence curves with chemical potentials ($\mu VT$) and pressures ($NpT$) near the coexistence value and energy bin width of 200 K for the histogram $H(N,E)$ used in analysis. To explore the dependence of the performance on system size, we performed grand-canonical simulations for methane using a variety of system sizes, ranging from half to double the volume used for all other simulations. Four independent simulations were performed at each temperature, with an additional eight simulations (for a total of twelve) at select temperatures for methane and butane to enable a more accurate comparison of the efficiency and robustness of the methods. The reported errors are the standard deviations calculated from the independent simulations.

The critical temperature ($T_c$) and density ($\rho_c$) were determined using the scaling law [125]

$$\rho_{\text{liq}} - \rho_{\text{vap}} = B (T - T_c)^\beta$$

where $\beta = 0.325$ and the law of rectilinear diameters [126]

$$\frac{1}{2} (\rho_{\text{liq}} + \rho_{\text{vap}}) = \rho_c + A (T - T_c)$$

where $\rho_{\text{liq}}$ and $\rho_{\text{vap}}$ are the liquid and vapor densities, respectively. For the TM and WL-TM simulations, the ten highest temperatures were considered in the determination of the critical properties.

Multiple simulation “windows” are often used to improve the efficiency of the Wang-Landau and transition matrix algorithms, with each window covering a specified overlapping range of energy, molecule numbers, and/or volume [36, 31, 32, 43, 127, 113, 128, 101, 129, 130]. Once the simulations in each window have converged, the results can be patched together to obtain the complete density of states (WL) or macrostate probabilities (TM, WL-TM). The windows must be carefully constructed to ensure that phase space is adequately sampled and the system does not become trapped in a metastable state [43, 129, 64]. Although the TM algorithm can combine the results from multiple windows in an exact manner (by incorporating all the data
into a master transition matrix \([36, 113]\)), the best way to combine the results from a WL simulation is not clear, especially when working with a two-dimensional density of states \([131]\). This is another potential advantage of the TM algorithm. Though utilizing multiple windows may be highly beneficial, especially in cases where efficiency is of great concern, we have not employed this technique and instead use a single simulation at each temperature. This allows us to compare the basic algorithms without the additional complexity of determining an appropriate windowing scheme.

4. Results and Discussion

The vapor-liquid coexistence curves and the Clausius-Clapeyron plot for all molecules included in this study can be found in Figure 1 and the critical temperature and density are reported in Table 1. Clearly, each method yields the correct coexistence curves and vapor pressures, and the critical points agree quite well with the previously published Gibbs ensemble results \([122]\). In fact, the TM and WL-TM simulations yield higher precision results, since grand canonical simulations can sample states closer to the critical temperature than Gibbs ensemble simulations. Obtaining the correct coexistence curves and vapor pressures is obviously essential; however, we are also concerned with the efficiency of the respective methods. Figure 2 shows the mean unsigned percentage error in the saturated liquid and vapor densities as a function of MC step for grand canonical simulations at temperatures \(T^* = 0.9, 0.8, \text{ and } 0.7\), where \(T^* = T/T_C\). Due to the nature of the analysis, we cannot reliably calculate the coexistence properties (and thus also the average error) until we begin to see separated liquid and vapor peaks in the particle number probability distribution, \(P(N)\), which for WL-TM simulations roughly corresponds to the end of the WL phase. For this reason, the lines in Figure 2 do not start at step zero, and the initial error, though larger than the final error, is still relatively small (about 2%). Both the TM and WL-TM methods show an initial rapid decrease in the average error, followed by a

\[\begin{align*}
\text{Figure 1.} & \quad \text{Vapor-liquid coexistence curves (left) and Clausius-Clapeyron plot (right) for methane, ethane, propane, and } n\text{-butane. GEMC (black circles) \([122]\), grand canonical TM (red), grand canonical WL-TM (dark blue) and isobaric-isothermal WL-TM (light blue).}
\end{align*}\]
Table 1. A Comparison of the Critical Temperature [K] and Density [g/mL] for Different Methods.a

| molecule   | method     | $T_C$   | $\rho_C$  | $T_{\text{triple}}/T_C$ |
|------------|------------|---------|-----------|--------------------------|
| methane    | GEMCb      | 191.413 | 0.1603    |                          |
|            | TM         | 192.11  | 0.16252   |                          |
|            | WL-TM      | 192.01  | 0.16222   |                          |
|            | $NpT$ WL-TM| 192.23  | 0.16236   |                          |
|            | Exp.c      | 190.673 | 0.1623    | 0.476                    |
| ethane     | GEMC       | 304.2   | 0.2063    |                          |
|            | TM         | 302.12  | 0.2101    |                          |
|            | WL-TM      | 302.21  | 0.21172   |                          |
|            | Exp.       | 305.33  | 0.20712   | 0.298                    |
| propane    | GEMC       | 367.1   | 0.2252    |                          |
|            | TM         | 366.21  | 0.22863   |                          |
|            | WL-TM      | 366.11  | 0.22842   |                          |
|            | Exp.       | 369.92  | 0.22518   | 0.230                    |
| $n$-butane | GEMC       | 421.2   | 0.2334    |                          |
|            | TM         | 420.73  | 0.23368   |                          |
|            | WL-TM      | 421.26  | 0.23427   |                          |
|            | Exp.       | 425.1   | 0.2282    | 0.317                    |

a Subscripts indicate uncertainties in the final digit(s).
b GEMC data taken from Ref. [122], with the exception of propane and $n$-butane, where some data points were re-calculated, resulting in slightly different critical properties.
c Experimental data taken from the NIST Chemistry WebBook [133].

slower decrease in error as the simulation progresses. The length of the simulation will depend on the degree of accuracy required; relatively short simulations of only $5 \times 10^7$ MC steps yield reasonably accurate results, with only a small improvement in accuracy for longer simulation times. The 1D-WL method takes a longer time to reach two-phase coexistence (hence the green lines in Figure 2 begin at a larger MC step number) and yield higher average percent errors in the saturated liquid and vapor densities. In fact, the 1D-WL method require more than 10 times as many steps as the WL-TM method to converge at $T^* = 0.9$ and more than 100 times as many steps at $T^* = 0.7$. We should also note that a 1D-WL simulation converges much faster than a WL simulation with a two-dimensional density of states; thus, WL-TM is potentially orders of magnitude more efficient than a “standard” WL simulation for phase equilibria, which would require the density of states to be a function of both the energy and density. Thus, even though we must perform simulations at multiple temperatures, the WL-TM method is much more efficient than the unmodified WL algorithm. Another measure of efficiency, known as the tunneling time, is the average number of MC steps between visiting the extreme macrostates (e.g., the highest and lowest values of $N$) [132, 56]. While a very useful measure of efficiency for flat histogram methods, the mechanism for calculating the tunneling time was not implemented in the current version of our simulation code. We also find that the saturated liquid density converges somewhat faster than the saturated vapor density, due to larger fluctuations in the vapor phase.

Examination of Figure 2 seems to indicate that the WL-TM method does not offer any time-saving advantages over TM. Similar convergence behavior was seen by Shell et al. for small systems of Lennard-Jones particles at constant density [69]. However, what the figure does not show is that at temperatures of 0.8 and 0.7 only seven and five of twelve independent TM
Figure 2. Mean unsigned percentage errors in the saturated liquid (left) and vapor densities (right) as a function of MC step in the grand canonical ensemble for methane using the TM (red), WL-TM (blue) and 1D-WL (green) methods at $T^* = 0.9$ (170 K, top), 0.8 (155 K, middle), and 0.7 (135 K, bottom). The lines begin at the point where we first see separated liquid and vapor peaks in the particle number probability distribution, which closely corresponds to the end of the Wang-Landau phase for WL-TM simulations. The target values are the average over twelve independent WL-TM simulations. Note that at $T^* = 0.8$ and 0.7 K only seven and five of twelve TM simulations converged, respectively, whereas all of the WL-TM simulations converged without any problems. The reason for this behavior is that it is much easier for the simulation to become trapped at an intermediate state using the TM method, due to the slower build-up of the appropriate sampling weights. This problem is less severe at higher temperatures, where the free energy barrier between the vapor and liquid phases is relatively small (see Figure 3). In Figure 4 we see the same plot of average unsigned percentage error vs MC step for the $n$-butane simulations. The convergence behavior is the same for the somewhat larger molecule as for methane (a simple Lennard-Jones particle), indicating that the method performs well for more complex molecular systems. Again, from Figure 4 it appears that WL-TM and TM have the same rate of convergence, but the figure does not show that only approximately half of the TM simulations converge at $T^* = 0.8$ and 0.7, whereas all of the WL-TM simulations converge without difficulty. Clearly, the WL-TM method is more robust than the TM method.
Figure 3. Coexistence particle number probabilities, $P(N)$, for methane at $T^* = 0.9 \ (170 \text{ K, black}), 0.8 \ (155 \text{ K, red}),$ and $0.7 \ (135 \text{ K, green}).$

Transition matrix simulations at low temperatures are certainly possible; in fact, we have run TM simulations at temperatures as low as $T^* = 0.6$. However, they are very dependent on the initial simulation conditions and the updating scheme employed for the weights, beginning at temperatures below 0.8. For relatively small system sizes (approximately half the volume employed in this work), the TM algorithm can reach temperature as low as $T^* = 0.5$ [41], but convergence becomes more problematic as system size increases. We should note that simulations initialized in the liquid phase had a higher convergence rate than those initialized in the vapor phase. This is in contrast to the results of Errington [41], indicating a small difference in the implementation of the updating of the weights, though the method is essentially the same. The WL-TM algorithm is much less sensitive to such details. Though some of the independent simulations converged slightly faster than others, all of them converged in approximately the same amount of simulation time, regardless of the initial conditions. The largest difference in the convergence rate among the independent simulations was found at very low temperatures, where sampling becomes problematic even for the WL algorithm (see discussion below). Thus, although the WL-TM algorithm unfortunately does not offer any significant increase in speed compared to the TM algorithm (at least at relatively high temperatures), it is much more robust and requires less expert fine-tuning of the implementation details. Moreover, we must remember that the TM algorithm itself is a highly efficient method [36, 99, 100], so by extension, WL-TM is also very efficient.

The robustness of the WL-TM algorithm is a significant advantage of the method. WL-TM simulations can easily reach reduced temperatures as low as 0.6 with loose criteria of $p = 0.4$ and final $\ln f = 10^{-3}$. Below $T^* = 0.6$, simulations are possible with stricter WL convergence criteria. Reduced temperatures below 0.5 were reached with convergence criteria ranging from
Figure 4. Mean unsigned percentage errors in the saturated liquid (left) and vapor densities (right) as a function of MC step in the grand canonical ensemble for \(n\)-butane using the TM (red) and WL-TM (blue) methods at \(T^* \approx 0.9\) (380 K, top), 0.8 (335 K, middle), and 0.7 (295 K, bottom). The target values are the average over twelve independent WL-TM simulations. Note that at \(T^* = 0.8\) and 0.7 only four and six of twelve TM simulations converged, respectively.

\[ p = 0.6 - 0.85 \text{ and final } \ln f = 10^{-4}. \] The strictest WL parameters were required for methane at 95 K \((T^* \approx 0.5)\); although the experimental triple point for methane is approximately 91 K \((T^* = 0.476)\), the triple point for the Lennard-Jones fluid is \(T^* \approx 0.53\) [134, 135, 74, 136]. Thus, for our final simulation at \(T^* = 0.5\) methane is in a metastable state. However, due to the large free energy barrier for nucleation, the system remains as a supercooled liquid well below the triple point, which is a well-known phenomenon for finite-size systems in cubic simulation boxes. However, at temperatures close to the triple point the simulation requires an inordinate amount of computer time, with the WL phase for methane requiring more than 100 times the number of MC steps at \(T^* = 0.5\) as at 0.9 \((10^7 \text{ vs. } 10^9)\) and more than 40 hours on a 2.67 GHz Intel Xeon processor, followed by an additional period of TM simulations to refine the particle number probability distribution (up to \(2 \times 10^8\) MC steps). Note that since the average error in the coexistence properties decreases rapidly after switching over from the WL to the TM phase and the time spent refining the macrostate probabilities in the TM phase depends on the degree of precision required, we have chosen to use the amount of time spent in the WL phase as an approximation for the length of time required to reach an acceptable degree.
of convergence. The experimental triple points for the other molecules are at lower reduced temperatures of 0.230 – 0.317 (see Table 1), which the TraPPE force field is able to reproduce reasonably well [137]. Thus, simulations at low reduced temperatures converge more easily for the longer alkanes than for methane, requiring 5 – 10 times fewer steps in the WL phase at \( T^* = 0.5 \). This is especially true for propane, which has the lowest triple point. However, even though the simulations require fewer numbers of MC steps than for methane \((\approx 10^6 \text{ at } T^* = 0.5)\), they still require a large amount of simulation time due to the increased number of interaction sites per molecule and the added complexity of the conformational sampling. For example, the WL phase for \( n \)-butane at \( T^* = 0.5 \) requires more than 48 hours of simulation time. At this point, the simulations begin to become impractical, and either a windowing technique to break the simulation into multiple parallel runs or possibly a more efficient modification factor update schedule for the WL phase might be beneficial.

We have also examined the dependence of the convergence rate on the system size by performing simulations for methane at temperature \( T^* = 0.8, 0.7, \) and \( 0.6 \) at volumes ranging from half to double the \((36A)^3 = 46656\text{Å}^3\) volume used in the rest of this work using the same convergence criteria of \( p = 0.4 \) and final \( \ln f = 10^{-3} \) for the WL phase. All system sizes at the three temperatures studied yield the correct coexistence densities, with percentage errors of less than 1% (relative to the \( V = 46656\text{Å}^3 \) results). The exception is the smallest system at the lowest temperature, which overpredicts the saturated vapor density by approximately 5%. The vapor pressures are somewhat more sensitive the system size, with average percentage errors of 1 – 2% at the two higher temperatures and 5% at the lowest temperature. The smallest system is again the exception, with an error of 11% in the vapor pressure. Clearly, one must take care to avoid finite size effects with very small systems. Unsurprisingly, we find that the simulations are faster for smaller systems and slower for larger systems. Figure 5 compares the number of MC steps spent in the WL phase for methane at the three different temperatures as a function of system size. We find that by doubling the volume, we increase the number of MC steps in the WL phase by a factor of 3 – 4, whereas decreasing the volume by half reduces the number of MC steps by a factor of about 2.5. Moreover, the amount of wallclock time increases by a factor of 10 when the volume is doubled and decreases by a factor of 4 when the volume is halved. Thus, an appropriate system size should be large enough to avoid significant finite size effects, but small enough to avoid an unnecessary increase in simulation time.

In the \( NpT \) ensemble the method is much less efficient. As noted previously [41], TM simulations are very inefficient when volume is the macrovariable. The same is true for WL-TM. Since the volume scaling move requires that the total system energy be re-calculated, it is much more computationally expensive than an insertion or deletion move. However, to sample the volume probability distribution, we must perform a reasonably large number of volume moves. Thus, a balance must be struck between the more rapid convergence of the probability distribution and the slower performance of the simulation with an increased number of volume moves. Although it is difficult to relate grand canonical steps to isobaric-isothermal cycles, the amount of simulation time spent in the WL phase can be easily compared. At \( T^* = 0.9 \), the methane system takes \( 10^7 \) MC steps in the WL phase in the grand canonical ensemble, which takes approximately 15 minutes on a 2.67 GHz Intel Xeon processor. In contrast, in the isobaric-isothermal ensemble the system spends \( 7.5 \times 10^5 \) cycles in the WL phase, which takes approximately 600 minutes on the same processor. As the temperature is decreased, the number of cycles in the WL phase increases, reaching \( 1.5 \times 10^6 \) at 160 K \((T^* \approx 0.83)\), which requires 20 hours of simulation time. Moreover, the WL phase is followed by at least the same number of cycles in the TM phase to refine the volume probability distribution. Given the inefficiency of the \( NpT \) ensemble for WL-TM simulations, we did not pursue lower temperatures or simulate the coexistence curves for other molecules. However, even though the method is impractical.
for vapor-liquid equilibria, it might be more applicable in other situations, such as for studying self-assembly, where the grand canonical ensemble is not always appropriate.

The efficiency of the WL-TM method might be improved by modifying the WL phase of the simulation. Many variations of the WL algorithm exist, most of which change the modification factor update schedule or histogram flatness criterion [69, 46, 47, 48, 49, 52, 53, 54]. These methods mainly focus on improving the efficiency and accuracy of the later stages of a WL simulation, where the modification factor is quite small, convergence is slow, and the simulation eventually reaches a limiting accuracy. In the WL-TM algorithm we are only concerned with the initial stages, since the simulation switches over to the TM algorithm after the first few WL iterations. Thus, we have not investigated any of these modifications, though some do show significant improvements in efficiency, even in the early stages of the simulation, at least for lattice and spin systems. At low temperatures the simulation does spend a significant amount of time in the WL phase; thus, it might be worthwhile to explore some of the modifications to the WL algorithm if low temperature states are of great interest.

Simulations at very low temperatures remain problematic for reasons other than an inefficient choice of WL parameters and windowing scheme. At densities between the bulk coexistence densities, the system can form a variety of different structures, including a spherical droplet, cylindrical droplet, slab, cylindrical bubble, and spherical bubble (see Figure 6) [138, 139, 140]. The number of different structural transitions that must occur increases as the temperature decreases and/or the system size increases. For small systems at high temperatures, the system may pass through only one intermediate state (the slab), or possibly even go directly from a homogeneous vapor to a bulk liquid [138, 139], which explains why WL-TM (and TM) simulations are easier to perform for small systems and at high temperatures. For larger systems
Figure 6. Simulation snapshots showing the structures found at varying densities, ranging from the vapor phase (top left) to the liquid phase (bottom right). The snapshots were taken from simulations of methane at $T^* = 0.7$ (135 K). Note the range of structures that must form at intermediate densities in order for the simulation to sample both coexisting phases.

at low temperatures, the system must pass through all the different structures to sample both the liquid and vapor phases. We should note that at these intermediate densities, the system is in an inhomogeneous state, with, for instance, a liquid-like droplet or cylinder surrounded by vapor. As the density changes, the shape of the condensed phase changes to minimize the surface area. The different shapes are due to the finite size and periodic boundaries used in our simulations. Since each structural change is associated with a barrier, [138, 139, 140] it becomes much easier for the system to become trapped in one of these intermediate stages. Thus, sampling becomes extraordinarily difficult, even when using the WL algorithm. Breaking the system into multiple windows becomes trickier; the system must be able to sample the different structural transitions in order for the resulting particle number probability distribution to be meaningful. Thus, deciding where to place the window divisions is difficult, and the windowing technique does not necessarily bring the large gain in efficiency that one might expect (since the system must still sample the structural transitions with large barriers). This problem is not limited to WL-TM; indeed, it is common to all methods that sample the states inside the region of phase coexistence. This problem can be avoided by simulating the liquid and vapor phases separately, as is done in standard grand canonical or Gibbs ensemble simulations. Of course, then we return to the problem of performing molecule insertions into dense phases. Multi-particle moves might alleviate the problem to a small extent; however, the structural rearrangements required to sample these transitions are so large that such moves would likely provide little benefit. A more promising approach is to perform temperature-expanded WL-TM simulations [117, 118, 20, 21], in which the liquid and vapor phases are sampled separately.

5. Conclusions
A hybrid Wang-Landau–transition matrix Monte Carlo method has been developed for efficient simulations of phase equilibria for continuous molecular systems. The method combines the strengths of both methods, using the Wang-Landau algorithm to obtain a rapid estimate for the
density probability distribution (the transition matrix weights) and the transition matrix method to continually refine the probability distribution. The method is able to simulate phase equilibria with a one-dimensional probability distribution, resulting in a large increase in efficiency relative to the Wang-Landau algorithm, which requires a two-dimensional density of states to simulate systems at variable density, and also to a one-dimensional modified Wang-Landau algorithm. Incorporating the Wang-Landau algorithm makes the transition matrix method much more robust; that is, less sensitive to initial conditions and the fine details of the implementation. The Wang-Landau–transition matrix algorithm also enables the system to overcome larger free energy barriers, making simulations at lower temperatures for larger systems possible, with the caveat that as the temperature is lowered (or the system size is increased), the method, like all flat histogram methods, will eventually break down due to the large number of structural transitions inside the coexistence region.
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