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\textbf{ABSTRACT}

We establish necessary or sufficient conditions to guarantee that skew Poincaré–Birkhoff–Witt extensions are NI or NJ rings. Our results extend those corresponding for skew polynomial rings and establish similar properties for other families of noncommutative rings such as universal enveloping algebras and examples of differential operators.

\textbf{ARTICLE HISTORY}

Received 23 August 2021
Communicated by Manuel Reyes

\textbf{KEYWORDS}
Jacobson radical; Levitzki radical; NI ring; NJ ring; skew PBW extension; skew polynomial ring

\textbf{2020 MATHEMATICS SUBJECT CLASSIFICATION}
16N20; 16N40; 16S36; 16S37; 16S38

\section{1. Introduction}

Several kinds of rings are defined in terms of their set of nilpotent elements. For example, a ring \( R \) is called \textit{NI} if its set \( N(R) \) of nilpotent elements coincides with its upper radical \( N^+(R) \) (the sum of all its nil ideals of \( R \)). If \( N(R) = J(R) \), where \( J(R) \) is the Jacobson radical of \( R \), then \( R \) is called \textit{NJ}. \( R \) is said to be \textit{2-primal} if \( N(R) \) is equal to the prime radical \( N_\pi(R) \) of \( R \) (the intersection of all prime ideals of \( R \)). \( R \) is called \textit{weakly 2-primal} if \( N(R) \) coincides with its Levitzki radical \( L(R) \) (the sum of all locally nilpotent ideals of \( R \)).

The NI and NJ rings have recently been investigated by several authors. For instance, Hwang et al. \cite{16} studied the structure of NI rings related to strongly prime ideals and showed that minimal strongly prime ideals can be lifted in NI rings \cite[Theorem 2.3]{16}. They proved that for an NI ring \( R \), \( R \) is \textit{weakly pm} (every strongly prime ideal of \( R \) is contained in a unique maximal ideal of \( R \)) if and only if the topological space of maximal ideals of \( R \) is a retract of the topological space of strongly prime ideals of \( R \), or equivalently, if the topological space of strongly prime ideals of \( R \) is normal \cite[Theorem 3.7]{16}. Also, they proved that \( R \) is weakly pm if and only if \( R \) is...
pm (every prime ideal of R is contained in a unique maximal ideal of R) when R is a symmetric ring (that is, rst = 0 implies rts = 0, where r, s, t ∈ R) [16, Theorem 3.8].

Concerning skew polynomial rings (also known as Ore extensions) introduced by Ore [35], Bergen and Grzeszczuk [5] studied the Jacobson radical of skew polynomial rings of derivation type \( R[x; \delta] \) when the base ring R has no nonzero nil ideals. They proved that if R is an algebra with no nonzero nil ideals satisfying the acc condition on right annihilators of powers, then \( J(R[x; \delta]) = 0 \) [5, Theorem 2]. In the case that R is a semiprime algebra where every nonzero ideal contains a normalizing element, then \( J(R[x; \delta]) = 0 \) [5, Theorem 3]. Related to this topic, Nasr-Isfahani [31] gave necessary and sufficient conditions for a skew polynomial ring of derivation type \( R[x; \delta] \) to be semiprimitive when R has no nonzero nil ideals [31, Corollary 2.2]. He also proved that if R is a \( \sigma \)-compatible ring (i.e., \( N(R) \) is an ideal of \( R \) and \( \delta(N(R)) \subseteq N(R) \)) and \( N(R[x; \delta]) = N(R)[x; \delta] \) [31, Proposition 2.7]. Now, according to [31, Proposition 2.8], if \( R[x; \delta] \) is NI then \( J(R[x; \delta]) = N(R[x; \delta]) = N(R)[x; \delta] = N^*(R[x; \delta]) \).

Later, Nasr-Isfahani [32] computed the Jacobson radical of an NI \( \mathbb{Z} \)-graded ring \( R = \bigoplus_{r \in \mathbb{Z}} R_r \). He showed that \( J(R) = N(R) \) if and only if R is NI ring and \( J(R) \cap R_0 \) is nil [32, Theorem 2.4]. He also proved that \( R[x; \sigma] \) is NI if and only if \( R[x; \sigma] \) is NI and \( J(R[x; \sigma]) \cap R \subseteq N(R) \) [32, Corollary 2.5(1)]. For a skew polynomial ring of mixed type \( R[x; \sigma, \delta] \), he showed that \( R[x; \sigma, \delta] \) is NI and \( N(R) \) is \( \sigma \)-rigid (i.e., \( \sigma^r(r) \in N(R) \) implies \( r \in N(R) \), where \( r \in R \)) if and only if \( N(R) \) is a \( \sigma \)-invariant ideal of \( R \), \( N(R) \) is an ideal and \( \sigma^{-1}(N(R)) = N(R) \)) and \( N(R[x; \sigma, \delta]) = N(R)[x; \sigma, \delta] \), and equivalently, \( N(R) \) is a \( \sigma \)-rigid ideal of \( R \) and \( N^*(R[x; \sigma, \delta]) = N^*(R)[x; \sigma, \delta] \) [32, Theorem 3.1].

Jiang et al. [17] studied the relationship between NJ rings and some families of rings. They investigated extensions as Dorroh, Nagata, and Jordan. For a ring R and an automorphism \( \sigma \) of R, they proved that if R is weakly 2-primal \( \sigma \)-compatible (following Annin [1, Definition 2.1]), R is said to be \( \sigma \)- compatible if for each \( a, b \in R \), \( ab = 0 \) if and only if \( a \sigma(b) = 0 \), then \( R[x; \sigma] \) is NI [17, Theorem 3.10(1)], and if R is a weakly 2-primal \( \delta \)-compatible ring (R is said to be \( \delta \)- compatible if for each \( a, b \in R \), \( ab = 0 \) implies \( a \delta(b) = 0 \) [1, Definition 2.1]), then \( R[x; \delta] \) is NJ [17, Theorem 3.12(1)]. Moreover, they considered some topological conditions for NJ rings and showed relations between algebraic and topological notions [17, Section 4].

Han et al. [11] showed that if R is an NI ring, \( a, b \in R \), and \( ab \in Z(R) \), the center of R, then \( ab - ba \in N^*(R) \), and there exists \( l \geq 1 \) such that \( (ab)^n = (ba)^n \), for every \( n \geq l \) [11, Theorem 1.3(3)]. They also proved that for the ideal I of R generated by the subset \( \{ab - ba | a, b \in R, \text{such that } ab \in Z(R) \} \), if R is NI then I is nil and \( R/I \) is an Abelian (i.e., the idempotents of R are central elements of R) NI ring [11, Theorem 1.3(5)].

With respect to the objects of interest in this paper, the skew Poincaré–Birkhoff–Witt (PBW) extensions, these were defined by Gallego and Lezama [8] with the aim of generalizing families of noncomutative rings as PBW extensions introduced by Bell and Goodearl [3], skew polynomial rings (of injective type) defined by Ore [35], and others as solvable polynomial rings, diffusion algebras, some types of Auslander–Gorenstein rings, some Calabi–Yau and skew Calabi–Yau algebras, some Artin–Schelter regular algebras, some Koszul algebras, and others (see [7] or [46] for a detailed reference to each of these families). Several ring and theoretical properties of skew PBW extensions have been studied by different authors (Artamonov [2], Fajardo et al. [7], Hamidizadeh et al. [10], Hashemi et al. [12, 14], Lezama et al. [18, 21, 23, 24, 27], Tumwesigye et al. [47], and Zambrano [48]). In particular, the 2-primal property for these objects has been investigated by Hashemi et al. [13], Louzari and Reyes [28], and the authors [42]. Nevertheless, NI and NJ properties have not been studied for skew PBW extensions, so it is a natural task to find necessary or sufficient conditions under which they can be NI and NJ. This is the objective of the paper, and therefore our results contribute to the study of ideals and radicals of skew PBW extensions that has been partially carried out (see [13, 22, 28, 33, 34, 39]), and establish ring-theoretical properties for noncommutative rings not considered in the literature. As a matter of fact, we generalize some results appearing in Jiang et al. [17] and Nasr-Isfahani [31, 32].
The paper is organized as follows. In Section 2, we recall definitions and properties needed for the rest of the paper. Section 3 contains the results about the NI property for skew PBW extensions. More exactly, for $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ a skew PBW extension over a ring $R$, we prove the following results: if $R$ is weak $(\Sigma, \Delta)$-compatible, then $R$ is NI if and only if $A$ is NI (Theorem 3.3). If $A$ is of derivation type over $R$, then $A$ is NI if and only if $N(R)$ is a $\Delta$-invariant ideal of $R$ and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$ (Proposition 3.7). $A$ is NI and $N(R)$ is $\Sigma$-rigid if and only if $N(R)$ is a $\Sigma$-ideal of $R$ and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$, and equivalently, $N(R)$ is a $\Sigma$-rigid ideal of $R$ and $N^a(A) = N^a(R)\langle x_1, \ldots, x_n \rangle$ (Theorem 3.8). Next, in Section 4, results about NJ property and their relations with NI property for skew PBW extensions are presented. We prove that if $A$ is a graded skew PBW extension over an $N$-graded ring $R = \bigoplus_{n \in \mathbb{N}} R_n$, then $A$ is NJ if and only if $A$ is NI and $J(A) \cap R_0$ is a nil ideal (Theorem 4.3). If furthermore $A$ is connected, then $A$ is NJ if and only if $A$ is NI (Corollary 4.4). If $A$ is quasi-commutative, bijective and $R$ is a weak 2-primal weak $\Sigma$-compatible ring, then $A$ is NJ (Theorem 4.7). If $A$ is of derivation type, then $A$ is NI if and only if $A$ is NJ, and equivalently, $R$ is NI and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$ if and only if $R$ is NI and $N^a(A) = N^a(R)\langle x_1, \ldots, x_n \rangle$ (Proposition 4.13). Finally, if $A$ is quasi-commutative, then $A$ is NJ and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$ if and only if $N(R)$ is a $\Sigma$-ideal of $R$ and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$, or equivalently, $A$ is NI and $N(R)$ is $\Sigma$-rigid if and only if $N(R)$ is $\Sigma$-rigid ideal of $R$ and $N^a(A) = N^a(R)\langle x_1, \ldots, x_n \rangle$ (Proposition 4.14). Finally, we present some ideas for a future work.

2. Preliminaries

Throughout the paper, the term ring means an associative ring with identity not necessarily commutative. $\mathbb{K}$ denotes a field and all algebras are $\mathbb{K}$-algebras. For a ring $R$, as we saw above, we fix the following notation: $N_r(R)$ is its prime radical, $N^a(R)$ is its upper radical, $N(R)$ is its set of nilpotent elements, $J(R)$ is its Jacobson radical, and $L(R)$ is its Levitzki radical. It is well-known that the following relations hold: $N_r(R) \subseteq L(R) \subseteq N^a(R) \subseteq N(R)$ and $N_r(R) \subseteq L(R) \subseteq N^a(R) \subseteq J(R)$ (see [19, 30] or [31], for more details).

$R$ is called nil-semisimple if it has no nonzero nil ideals. Recall that nil-semisimple rings are semiprime [16, p. 187]. If $P$ is a prime ideal of $R$, $P$ is called completely prime if $R/P$ is a domain, and $P$ is said to be strongly prime if $R/P$ is nil-semisimple. Note that maximal ideals and completely prime ideals are strongly prime; any strongly prime ideal contains a minimal strongly prime ideal; $N^a(R)$ is the unique maximal nil ideal of $R$; $N^a(R) = \{a \in R \mid RaR$ is a nil ideal of $R\} = \bigcap\{P \mid P$ is a strongly prime ideal of $R\}$ (see [16] or [19] for more details).

For a ring $R$, 2-primal implies weakly 2-primal, whence NI and NJ are examples of 2-primal rings. $R$ is reduced (i.e., without nonzero nilpotent elements) if and only if $R$ is nil-semisimple and NI, or equivalently, $R$ is semiprime and 2-primal [16, p. 187]. As we can check, $R$ is 2-primal if and only if $N_r(R) = N^a(R) = N(R)$. Shin [44, Proposition 1.11], proved that the set of nilpotent elements of a ring $R$ coincides with its prime radical if and only if every minimal prime ideal of $R$ is completely prime. Thus, $R$ is 2-primal if and only if every minimal prime ideal of $R$ is completely prime, or equivalently, $R/N_r(R)$ is reduced.

A ring $R$ is said to be semicommutative if for every pair of elements $a, b \in R$, we have that $ab = 0$ implies $akb = 0$. Shin [44, Lemma 1.2 and Theorem 1.5], established that semicommutative rings are 2-primal, and hence semi-commutative rings are NI. Note that domains are reduced rings, reduced rings are symmetric, symmetric rings are reversible ($R$ is said to be reversible if $ab = 0$ implies $ba = 0$, where $a, b \in R$), and reversible rings are semicommutative, but the converses are not true in general (for more details, see [30]). A ring is called right (left) duo if every right (left) ideal of it is two-sided. Shin [44, Lemma 1.2] showed that right (left) duo rings are semicommutative. Therefore, NI rings contain several families of rings such as domains, reduced rings, symmetric rings, semi-commutative rings, reversible rings, one-sided duo rings, 2-primal rings and NJ rings (see [29] for a detailed description). Köthe’s conjecture that establishes that the upper nilradical contains every nil left ideal holds for NI rings (Hwang et al. [16, p. 192]). Equivalent definitions for NI rings are presented in Proposition 2.1.
Proposition 2.1 ([16, Lemma 2.1]). For a ring R, the following conditions are equivalent.

1. R is NI.
2. N(R) is an ideal.
3. Every subring (possibly without identity) of R is NI.
4. Every minimal strongly prime ideal of R is completely prime.
5. R/N∗(R) is a reduced ring.
6. R/N∗(R) is a symmetric ring.

Some examples of NJ rings are nil rings, division rings, Boolean rings, commutative Jacobson rings, commutative affine algebras over a field $K$, semi-Abelian $\pi$-regular rings, locally finite Abelian rings (Jiang et al. [17, Example 2.5]). Every reduced regular ring is NJ [17, Proposition 2.11]. Note that $R = \mathbb{Z}[[x]]$ is a domain and hence NI with $N(R) = \{0\}$, but $J(\mathbb{Z}[[x]]) = x\mathbb{Z}[[x]] \neq \{0\}$, and so $R$ is not an NJ ring [17, Example 2.2]. This example shows that NI are not included in NJ rings.

Next, we present the objects of interest in this paper with some of their ring-theoretical notions. The symbol $N$ denotes the set of natural numbers including the zero element.

Definition 2.2 ([8, Definition 1]). Let R and A be rings. A is called a skew PBW extension over R, denoted by $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$, if the following conditions hold:

1. $R$ is a subring of $A$ sharing the same identity element.
2. There exist finitely many elements $x_1, \ldots, x_n \in A$ such that $A$ is a left free $R$-module, with basis the set of standard monomials
   \[ \text{Mon}(A) := \{ x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n} | \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \}. \]
   Moreover, $x_0 \cdots x_0 := 1 \in \text{Mon}(A)$.
3. For each $1 \leq i \leq n$ and any $r \in R \setminus \{0\}$, there exists an element $c_{i,r} \in R \setminus \{0\}$ such that $x_ir - c_{i,r}x_i \in R$.
4. For $1 \leq i, j \leq n$, there exists $d_{i,j} \in R \setminus \{0\}$ such that
   \[ x_ix_j - d_{i,j}x_ix_j \in R + Rx_1 + \cdots + Rx_n. \] (2.1)

Note that every element $f \in A \setminus \{0\}$ can be expressed uniquely as $f = a_0 + a_1x_1 + \cdots + a_mx_m$, with $a_i \in R \setminus \{0\}$ and $x_i \in \text{Mon}(A)$, $0 \leq i \leq m$ [8, Remark 2]. For $X = x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \in \text{Mon}(A)$, $\deg(X) = |\alpha| := \alpha_1 + \cdots + \alpha_n$.

Proposition 2.3 ([8, Proposition 3]). Let $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ be a skew PBW extension over R. For each $1 \leq i \leq n$, there exist an injective endomorphism $\sigma_i : R \rightarrow R$ and a $\sigma_i$-derivation $\delta_i : R \rightarrow R$ such that $x_ir = \sigma_i(r)x_i + \delta_i(r)$, for every $r \in R$.

From now on $\Sigma := \{ \sigma_1, \ldots, \sigma_n \}$ and $\Delta := \{ \delta_1, \ldots, \delta_n \}$. We say that $(\Sigma, \Delta)$ is a system of endomorphisms and $\Sigma$-derivations of $R$ with respect to $A$. For $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$, $\sigma^{\alpha} := \sigma_1^{\alpha_1} \circ \cdots \circ \sigma_n^{\alpha_n}$, $\delta^{\alpha} := \delta_1^{\alpha_1} \circ \cdots \circ \delta_n^{\alpha_n}$, where $\circ$ denotes composition of functions.

Following [8, Definition 4], a skew PBW extension $A$ is called bijective if $\sigma_i$ is bijective and $d_{i,j}$ is invertible for any $1 \leq i < j \leq n$. A is called quasi-commutative if the conditions (iii) and (iv) in Definition 2.2 are replaced by the following:

1. for each $1 \leq i \leq n$ and all $r \in R \setminus \{0\}$, there exists $c_{i,r} \in R \setminus \{0\}$ such that $x_ir = c_{i,r}x_i$;
2. for any $1 \leq i, j \leq n$, there exists $d_{i,j} \in R \setminus \{0\}$ such that $x_ix_j = d_{i,j}x_jx_i$.

If $\sigma_i$ is the identity map of $R$, for each $i = 1, \ldots, n$, (we write $\sigma_i = \text{id}_R$), we say that $A$ is a skew PBW extension of derivation type. Similarly, if $\delta_i = 0$, for each $\delta_i \in \Delta$, then $A$ is said to be a skew PBW extension of endomorphism type.
Remark 2.4.

(i) From Definition 2.2(iv), it is clear that skew PBW extensions are more general than iterated skew polynomial rings (cf. [9]). For example, universal enveloping algebras of finite dimensional Lie algebras and some 3-dimensional skew polynomial algebras in the sense of Bell and Smith [4] (see also Rosenberg [43]) cannot be expressed as iterated skew polynomial rings but are skew PBW extensions. For quasi-commutative skew PBW extensions, these are isomorphic to iterated Ore extensions of endomorphism type [26, Theorem 2.3].

(ii) Skew PBW extensions of endomorphism type are more general than iterated Ore extensions of endomorphism type. Let us illustrate the situation with two and three indeterminates.

For the iterated Ore extension of endomorphism type $R[x; \sigma_x][y; \sigma_y]$, if $r \in R$ then we have the following relations: $xr = \sigma_x(r)x$, $yr = \sigma_y(r)y$, and $yx = \sigma_y(x)y$. Now, if we have $\sigma(R)(x, y)$ a skew PBW extension of endomorphism type over $R$, then for any $r \in R$, Definition 2.2 establishes that $xr = \sigma_1(r)x$, $yr = \sigma_2(r)y$, and $yx = d_1, x^2y + r_0 + r_1x + r_2y$, for some elements $d_1, r_0, r_1$, and $r_2$ belong to $R$. From these relations, it is clear which one of them is more general.

If we have the iterated Ore extension $R[x; \sigma_x][y; \sigma_y][z; \sigma_z]$, then for any $r \in R$, $xr = \sigma_x(r)x$, $yr = \sigma_y(r)y$, $zr = \sigma_z(r)z$, $yx = \sigma_y(x)y$, $zx = \sigma_z(x)z$, $zy = \sigma_z(y)z$. For the skew PBW extension of endomorphism type $\sigma(R)(x, y, z)$, $xr = \sigma_1(r)x$, $yr = \sigma_2(r)y$, $zr = \sigma_3(z)z$, $yx = d_{1, 2}xy + r_0 + r_1x + r_2y + r_3z$, $zx = d_{1, 3}xz + r'_0 + r'_1x + r'_2y + r'_3z$, and $zy = d_{2, 3}yz + r''_0 + r''_1x + r''_2y + r''_3z$, for some elements $d_{1, 2}, d_{1, 3}, d_{2, 3}, r_0, r'_0, r'_1, r'_2, r'_3, r''_0, r''_1, r''_2, r''_3, r''_3$ of $R$. As the number of indeterminates increases, the differences between both algebraic structures are more remarkable.

(iii) PBW extensions introduced by Bell and Goodearl [3] are particular examples of skew PBW extensions (see [8, Section 1], for a detailed description). By definition, the first objects satisfy the relation $x_r = rx_i + \delta_i(r)$, so that these structures are examples of skew PBW extensions of derivation type. As examples, we mention the following: the enveloping algebra of a finite-dimensional Lie algebra; any differential operator ring $R[\theta_1, ..., \theta_1; \delta_1, ..., \delta_n]$ formed from commuting derivations $\delta_1, ..., \delta_n$; differential operators introduced by Rinehart; twisted or smash product differential operator rings, and others (for more details, see [3, p. 27]).

From Definition 2.2, it follows that skew PBW extensions are not $\mathbb{N}$-graded rings in a non-trivial sense. With this in mind, Proposition 2.5 allows to define a subfamily of these extensions, the graded skew PBW extensions (Definition 2.6) that were introduced by the first author in [45]. Before presenting the definition, we recall that if $R = \bigoplus_{p \in \mathbb{N}} R_p$ and $S = \bigoplus_{p \in \mathbb{N}} S_p$ are $\mathbb{N}$-graded rings, then a map $\varphi : R \to S$ is called graded if $\varphi(R_p) \subseteq S_p$, for each $p \in \mathbb{N}$. For $m \in \mathbb{N}$, $R(m) := \bigoplus_{p \in \mathbb{N}} R(m)_p$, where $R(m)_p := R_{p+m}$.

Proposition 2.5 ([45, Proposition 2.7(ii)]). Let $A = \sigma(R)(x_1, ..., x_n)$ be a bijective skew PBW extension over an $\mathbb{N}$-graded algebra $R = \bigoplus_{m \geq 0} R_m$. If the following conditions hold:

1. $\sigma_i$ is a graded ring homomorphism and $\delta_i : R(-1) \to R$ is a graded $\sigma_i$-derivation, for all $1 \leq i \leq n$, and
2. $x_jx_i - d_{i,j}x_ix_j \in R_2 + R_1x_1 + \cdots + R_1x_n$, as in (2.1) and $d_{i,j} \in R_0$,

then $A$ is an $\mathbb{N}$-graded algebra with graduation given by $A = \bigoplus_{p \geq 0} A_p$, where for $p \geq 0$, $A_p$ is the $K$-space generated by the set

$$\{r_i x^{|i|}t + |i| = p, r_i \in R_t \text{ and } x^{|i|} \in \text{Mon}(A)\}.$$ 

Definition 2.6 ([45, Definition 2.6]). Let $A = \sigma(R)(x_1, ..., x_n)$ be a bijective skew PBW extension over an $\mathbb{N}$-graded algebra $R = \bigoplus_{m \geq 0} R_m$. If $A$ satisfies both conditions established in Proposition 2.5, then we say that $A$ is a graded skew PBW extension over $R$. 
We present some remarkable examples of graded skew PBW extensions.

**Example 2.7.** The Jordan plane, homogenized enveloping algebras, and some classes of diffusion algebras [45, Example 2.9] are graded skew PBW extensions. If we assume the condition of PBW basis, then graded Clifford algebras defined by Le Bruyn [20] are also examples of graded skew PBW extensions. Let us see the details.

Following Cassidy and Vancliff [6], let \( K \) be an algebraically closed field such that \( \text{char}(K) \neq 2 \) and let \( M_1, \ldots, M_n \in \text{Sym}_n(K) \) be symmetric matrices of order \( n \times n \) with entries in \( K \). A graded Clifford algebra \( A \) is a \( K \)-algebra on degree-one generators \( x_1, \ldots, x_n \) and on degree-two generators \( y_1, \ldots, y_n \) with defining relations given by

(i) \( x_i y_j + x_j y_i = \sum_{k=1}^{n} (M_k)_{ij} y_k \) for all \( i, j = 1, \ldots, n \);

(ii) \( y_k \) central for all \( k = 1, \ldots, n \).

Note that the commutative polynomial ring \( R = K[y_1, \ldots, y_n] \) is an \( \mathbb{N} \)-graded algebra where \( R_0 = K, R_1 = \{0\}, y_1, \ldots, y_n \in R_2, \) and \( R_i = \{0\} \) for \( i \geq 3 \). If we suppose that the set \( \{x_1^{a_1} \cdots x_n^{a_n} | a_i \in \mathbb{N}, i = 1, \ldots, n \} \) is a left PBW \( R \)-basis for \( A \), then the graded Clifford algebra \( A \) is a graded skew PBW extension over the connected algebra \( R \) (an \( \mathbb{N} \)-graded algebra \( R \) is called connected if \( R_0 = K \)), that is, \( A \cong \sigma(R) \langle x_1, \ldots, x_n \rangle \). Indeed, from the relations (i) and (ii) above, it is clear that \( \sigma_i = \text{id}_R, \delta_i = 0, d_{ij} = -1 \in R_0, \) for \( 1 \leq i, j \leq n, \) and \( \sum_{k=1}^{n} (M_k)_{ij} y_k \in R_2, \) where \( d_{ij} \) is given as in expression (2.1). In this way, \( A \) is a bijective PBW extension that satisfies both conditions of Proposition 2.5.

Let \( A = \sigma(R) \langle x_1, \ldots, x_n \rangle \) be a skew PBW extension over a ring \( R \), and consider the sets \( \Sigma = \{\sigma_1, \ldots, \sigma_n\} \) and \( \Delta := \{\delta_1, \ldots, \delta_n\} \) as above. An ideal \( I \) of \( R \) is called \( \Sigma \)-invariant if \( \sigma_i(I) \subseteq I \), for each \( 1 \leq i \leq n \). From Lezama et al. [22, Definition 2.1], \( I \) is called \( \Sigma \)-invariant if \( \sigma_i(I) \subseteq I \), and it is called \( \Delta \)-invariant if \( \delta_i(I) \subseteq I \), for \( 1 \leq i \leq n \). If \( I \) is both \( \Sigma \) and \( \Delta \)-invariant, we say that \( I \) is \( (\Sigma, \Delta) \)-invariant. From Reyes [36, Definition 3.2], \( R \) is \( \Sigma \)-rigid if \( \sigma^2(r) = r \) implies \( r = 0 \), where \( r \in R \) and \( \alpha \in \mathbb{N}^n \). A subset \( S \subseteq R \) is \( \Sigma \)-rigid if \( \sigma^2(r) \in S \) implies \( r \in S \), for \( r \in R \) and \( \alpha \in \mathbb{N}^n \). Following Hashemi et al. [13], for \( S \subseteq R \), we denote the set of all elements of \( A \) with coefficients in \( S \) by \( S \langle x_1, \ldots, x_n \rangle \). Definitions of \( (\Sigma, \Delta) \)-ideal \( I \) and \( I \langle x_1, \ldots, x_n \rangle = I \langle x_1, \ldots, x_n \rangle (\Sigma, \Delta) \) introduced by Hashemi et al. [13] are the same as those of \( (\Sigma, \Delta) \)-invariant ideal \( I \) and \( I \langle A \rangle \), respectively, considered in [22]. Note that the terminology used by Nasr-Isfahani [32] is different, since for \( \sigma \) an endomorphism of \( R \), \( \delta \) a \( \sigma \)-derivation of \( R \), and \( I \) an ideal of \( R \), \( I \) is called \( \sigma \)-invariant if \( \sigma^{-1}(I) = I \), and it is called \( \delta \)-invariant if \( \delta(I) \subseteq I \); this same terminology is used in Nasr-Isfahani [31, 32]. Finally, from [22, Proposition 2.6(i)], if \( I \) is a \( (\Sigma, \Delta) \)-invariant ideal of \( R \), then \( IA = I \langle x_1, \ldots, x_n \rangle \langle \Sigma, \Delta \rangle = I \langle x_1, \ldots, x_n \rangle \) is an ideal of \( A \), \( IA \cap R = I \) and \( IA \) is proper if and only if \( I \) is proper.

Next, we present different ring-theoretical notions that have been defined for skew PBW extensions and extend corresponding notions for skew polynomial rings (for more details, see [38]).

**Definition 2.8.** Let \( A = \sigma(R) \langle x_1, \ldots, x_n \rangle \) be a skew PBW extension over \( R \).

(i) According to [38, Definition 3.3] \( R \) is called a \( \Sigma \)-skew Armendariz ring if for elements \( f = \sum_{i=0}^{m} a_i x_i \) and \( g = \sum_{j=0}^{t} b_j y_j \) in \( A \), the equality \( fg = 0 \) implies \( a_i \sigma^j(b_j) = 0 \), for all \( 0 \leq i \leq m \) and \( 0 \leq j \leq t \), where \( x_i = \exp(X_i) \). \( R \) is called a weak \( \Sigma \)-skew Armendariz ring if for elements \( f = \sum_{i=0}^{m} a_i x_i \) and \( g = \sum_{j=0}^{t} b_j x_j \) in \( A \) \((x_0 := 1)\), the equality \( fg = 0 \) implies \( a_i \sigma_i(b_j) = 0 \), for all \( 0 \leq i, j \leq n \) \((\sigma_0 := \text{id}_R)\).

(ii) According to [12, Definition 3.2]; [39, Definition 3.1] \( R \) is said to be \( \Sigma \)-compatible if for each \( a, b \in R \), \( \sigma^a(b) = 0 \) if and only if \( ab = 0 \), wherever \( \alpha \in \mathbb{N}^n \). \( R \) is said to be \( \Delta \)-compatible if for each \( a, b \in R \), \( ab = 0 \) implies \( \sigma^b(b) = 0 \), wherever \( \beta \in \mathbb{N}^n \). If \( R \) is both \( \Sigma \)-compatible and \( \Delta \)-compatible, then \( R \) is called \( (\Sigma, \Delta) \)-compatible.
(iii) ([41, Definition 4.1]) \( R \) is said to be weak \( \Sigma \)-compatible if for each \( a, b \in R \), \( a\sigma^x(b) \in N(R) \) if and only if \( ab \in N(R) \), where \( x \in \mathbb{N}^n \). \( R \) is said to be weak \( \Delta \)-compatible if for each \( a, b \in R \), \( ab \in N(R) \) implies \( a\delta^\beta(b) \in N(R) \), where \( \beta \in \mathbb{N}^n \). If \( R \) is both weak \( \Sigma \)-compatible and weak \( \Delta \)-compatible, \( R \) is called weak \( (\Sigma, \Delta) \)-compatible.

Several relations between above skew Armendariz notions and different examples can be found in [38] and [40, Section 5].

Remark 2.9. Let \( A = \sigma(R)\langle x_1, \ldots, x_n \rangle \) be a skew PBW extension over a ring \( R \) and \( I \) an ideal of \( R \).

(i) \( I \) is \( \Sigma \)-invariant if and only if \( \sigma^x(I) \subseteq I \), for every \( x \in \mathbb{N}^n \).

(ii) \( I \) is \( \Delta \)-invariant if and only if \( \delta^\beta(I) \subseteq I \), for every \( \beta \in \mathbb{N}^n \).

(iii) \( I \) is \( \Sigma \)-ideal if and only if \( \sigma_i^{-1}(I) = I \), for each \( 1 \leq i \leq n \). Also, if for each \( 1 \leq i \leq n \), \( \sigma_i^{-1}(I) = I \) then \( \sigma^{-\bar{x}}(I) = I \), for \( \bar{x} \in \mathbb{N}^n \). Therefore, the definition of \( \Sigma \)-ideal given in this paper coincides with the definition of \( \Sigma \)-invariant ideal given by Hashemi et al. [13, Definition 3.1], and the definition of \( \alpha \)-invariant ideal presented by Nasr-Isfahani [32, p. 5116].

3. NI skew PBW extensions

This section contains the original results of the paper about NI property for skew PBW extensions. We start with Proposition 3.1 which follows directly from [28, Theorem 3.9] and [42, Proposition 4.4]. Recall that a ring \( R \) is locally finite if every finite subset in \( R \) generates a finite semigroup multiplicatively.

Proposition 3.1. Let \( A = \sigma(R)\langle x_1, \ldots, x_n \rangle \) be a skew PBW extension over \( R \). If \( R \) satisfies one of the following conditions,

(1) \( R \) is 2-primal and \( (\Sigma, \Delta) \)-compatible, or
(2) \( R \) is locally finite, \( (\Sigma, \Delta) \)-compatible and \( \Sigma \)-skew Armendariz,

then \( A \) is an NI ring.

Proposition 3.2. If \( A = \sigma(R)\langle x_1, \ldots, x_n \rangle \) is an NI skew PBW extension over \( R \), then \( R \) is an NI ring, \( N(R) \subseteq J(R) \), \( N(A) \subseteq J(A) \), and therefore \( N(R) \subseteq J(A) \).

Proof. From Definition 2.2(i), we know that \( R \) is a subring of \( A \). Since \( A \) is NI, Proposition 2.1 implies that \( R \) is NI. Now, since the Jacobson radical of a ring contains the nil ideals, by Proposition 2.1 we have that \( N(A) \) and \( N(R) \) are nil ideals of \( A \) and \( R \), respectively. Hence, \( N(R) \subseteq J(R) \) and \( N(A) \subseteq J(A) \). As \( N(R) \subseteq N(A) \), then \( N(R) \subseteq J(A) \). \( \square \)

From Propositions 3.1 and 3.2, we deduce that if \( R \) is locally finite, \( (\Sigma, \Delta) \)-compatible and \( \Sigma \)-skew Armendariz, then \( R \) is NI. This result has been proved by Reyes and Suárez [42, Theorem 4.3].

Since weak \( (\Sigma, \Delta) \)-compatible rings are more general than \( (\Sigma, \Delta) \)-compatible rings, and NI rings are more general than 2-primal rings, the following theorem generalizes [13, Theorem 4.11], and some other results of [13, 28] formulated for skew PBW extensions over 2-primal \( (\Sigma, \Delta) \)-compatible rings.

Theorem 3.3. If \( A = \sigma(R)\langle x_1, \ldots, x_n \rangle \) is a skew PBW extension over a weak \( (\Sigma, \Delta) \)-compatible ring \( R \), then \( R \) is NI if and only if \( A \) is NI.
Proof. Suppose that $R$ is an NI ring. Let us first see that $N(R)$ is a $(\Sigma, \Delta)$-invariant. By Proposition 2.1, $N(R)$ is an ideal of $R$. For a fixed $i$, if $\sigma_i(r) \in \sigma_i(N(R))$, where $r \in N(R)$, then $\sigma_i(r^k) = \sigma_i(r^{k \lambda}) = 0$, for some positive integer $k$. Thus $\sigma_i(r) \in N(R)$, i.e., $\sigma_i(N(R)) \subseteq N(R)$. Now, for $r \in N(R)$, $\delta_i(r) \in N(R)$, since $R$ is weak $(\Sigma, \Delta)$-compatible, whence $\delta_i(N(R)) \subseteq N(R)$. Since $N(R)$ is a $(\Sigma, \Delta)$-invariant ideal or $R$, [22, Proposition 2.6(i)], implies that $N(R)\langle x_1, \ldots, x_n \rangle$ is an ideal of $A$.

Let us show that $N(R)\langle x_1, \ldots, x_n \rangle = N(A)$. From [41, Theorem 4.6], $f = \sum_{i=0}^t a_i X_i \in N(R)\langle x_1, \ldots, x_n \rangle$ if and only if $a_i \in N(R)$ for $0 \leq i \leq t$, and if and only if $f = \sum_{i=0}^t a_i X_i \in N(A)$. Therefore, $N(A)$ is an ideal of $A$, and by Proposition 2.1, we have that $A$ is an NI ring.

Conversely, if $A$ is an NI ring, then by Proposition 3.2 we have that $R$ is an NI ring. \(\square\)

If $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ is a skew PBW extension over a $(\Sigma, \Delta)$-compatible ring $R$, then $N(R)$ is $\Sigma$-rigid. Indeed, for $r \in R$ and $x \in \mathbb{N}$, if $r \sigma^x(r) \in N(R)$, then [40, Lemma 2], implies that $r^2 \in N(R)$, whence $r \in N(R)$.

For the next result, recall that a ring $R$ is said to be Dedekind finite if $ab = 1$ implies $ba = 1$, where $a, b \in R$.

**Proposition 3.4.** If $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ is an NI skew PBW extension over $R$, then:

1. $N(R)$ and $N(A)$ are completely semiprime.
2. $d_{i,j}$ in Definition 2.2 are units. In general, left (resp. right) invertible elements in $A$ are units.

**Proof.**

1. Since $A$ and $R$ are NI rings, then $N(R)$ is an ideal of $R$ and $N(A)$ is an ideal of $A$. If $r^2 \in N(R)$ then $(r^2)^k = r^{2k} = 0$, for some positive integer $k$, and so $r \in N(R)$. Analogously, if $f^2 \in N(A)$ then $f \in N(A)$. Therefore, $N(R)$ and $N(A)$ are completely semiprime.

2. By [8, Remark 2(iii)], for every $1 \leq i < j \leq n$, $d_{i,j}$ has a left inverse and $d_{j,i}$ has a right inverse. In this way, there exist elements $r, s \in R$ such that $rd_{i,j} = 1 = d_{j,i}s$. Since $R$ is an NI ring, then by [16, Proposition 2.7(1)], $R$ is Dedekind finite, whence $d_{i,j}r = 1 = sd_{j,i}$. Now, if $f \in A$ is left (resp. right) invertible, then $gf = 1$ (resp. $fh = 1$), for some $g, h \in A$. Since $A$ is NI, $A$ is Dedekind finite and so $fg = 1$ (resp. $hf = 1$). \(\square\)

**Remark 3.5.** In [37, Theorem 3.14], it was presented a relation between skew PBW extensions of endomorphism type and the notion of Dedekind finite by considering a skew notion of McCoy ring.

**Proposition 3.6.** Let $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ be a skew PBW extension of derivation type over $R$ and $I \subseteq R$. Then $I\langle x_1, \ldots, x_n \rangle$ is an ideal of $A$ if and only if $I$ is a $\Delta$-invariant (and therefore $(\Sigma, \Delta)$-invariant) ideal of $R$.

**Proof.** If $I\langle x_1, \ldots, x_n \rangle$ is an ideal of $A$, then $I$ is an ideal of $R$. Let $\delta_i(r) \in \delta_i(I)$ such that $r \in I$. Then $x_i r = rx_i + \delta_i(r) \in I\langle x_1, \ldots, x_n \rangle$, for each $1 \leq i \leq n$. As $-rx_i \in I\langle x_1, \ldots, x_n \rangle$ then $\delta_i(r) \in I\langle x_1, \ldots, x_n \rangle$; in particular, $\delta_i(r) \in I$. This means that $I$ is a $\Delta$-invariant ideal. Since $A$ is of derivation type, $I$ is a $\Sigma$-invariant ideal.

The converse follows from [22, Proposition 2.6(i)]. \(\square\)

**Proposition 3.7.** If $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ is a skew PBW extension of derivation type over $R$, then the following assertions hold:

1. $N(R)$ is $\Sigma$-rigid.
2. If $A$ is NI then $N(R)$ and $N^*(R)$ are $\Sigma$-rigid ideals.
(3) For every completely prime $P$ of $A$, $P \cap R$ is a completely prime ideal of $R$.

(4) $A$ is NI if and only if $N(R)$ is a $\Delta$-invariant ideal of $R$ and $N(A) = N(R)\langle x_1, ..., x_n \rangle$.

Proof.

(1) If $r \in R$ satisfies $r^2 = r\sigma^2(r) \in N(R)$, then $r \in N(R)$, i.e., $N(R)$ is $\Sigma$-rigid.

(2) If $A$ is NI, then $R$ is NI and therefore $N(R)$ is an ideal of $R$. By (1), $N(R)$ is $\Sigma$-rigid, so $N(R)$ is a $\Sigma$-rigid ideal. Since $N(R) = N^*(R)$, then $N^*(R)$ is a $\Sigma$-rigid ideal.

(3) From [34, Theorem 1], for every completely prime ideal $P$ of $A$, $P \cap R$ is a completely prime ideal of $R$.

(4) If $A$ is NI, then by Proposition 3.2 $R$ is NI, and so $N(R)$ is an ideal of $R$. Let $r \in N(R) \subseteq N(A)$. Since $A$ is NI, $N(A)$ is an ideal of $A$ and $x_ir = rx_i + \delta_i(r) \in N(A)$, for each $1 \leq i \leq n$. As $-rx_i \in N(A)$, then $\delta_i(r) \in N(A) \cap R = N(R)$, which means that $N(R)$ is a $\Delta$-invariant ideal. From [13, Proposition 4.1], $N(A) \subseteq N(R)\langle x_1, ..., x_n \rangle$. For the other inclusion, let $f = a_0 + a_1X_1 + ... + a_tX_t \in N(R)\langle x_1, ..., x_n \rangle$, with $a_i \in N(R) \subseteq N(A)$, for $0 \leq i \leq t$. Since $N(A)$ is an ideal of $A$, $a_0, a_1X_1, ..., a_tX_t \in N(A)$, and so $f = a_0 + a_1X_1 + ... + a_tX_t \in N(A)$.

Conversely, if $N(R)$ is a $\Delta$-invariant ideal, Proposition 3.6 guarantees that $N(A) = N(R)\langle x_1, ..., x_n \rangle$ is an ideal of $A$. Proposition 2.1 implies that $A$ is an NI ring.

The following result is one of the most important in the paper. This extends Nasr-Isfahani [32, Theorem 3.1].

**Theorem 3.8.** If $A = \sigma(R)\langle x_1, ..., x_n \rangle$ is a skew PBW extension over a ring $R$, then the following statements are equivalent:

(1) $A$ is NI and $N(R)$ is $\Sigma$-rigid.

(2) $N(R)$ is a $\Sigma$-ideal of $R$ and $N(A) = N(R)\langle x_1, ..., x_n \rangle$.

(3) $N(R)$ is a $\Sigma$-rigid ideal of $R$ and $N^*(A) = N^*(R)\langle x_1, ..., x_n \rangle$.

Proof. (1) $\Rightarrow$ (2) Suppose that $A$ is NI and $N(R)$ is $\Sigma$-rigid. By Proposition 3.2, $R$ is NI and so $N(R)$ is an ideal of $R$. From Proposition 2.3, we know that every $\sigma_i$ is injective, whence $r \in N(R)$ if and only if $r^k = 0$, for some positive integer $k$, if and only if $\sigma_i(r^k) = (\sigma_i(r))^k = 0$ if and only if $\sigma_i(r) \in N(R)$, and equivalently, $r \in \sigma_i^{-1}(N(R))$, which shows that $N(R)$ is a $\Sigma$-ideal of $R$.

With the aim of showing that $N(A) = N(R)\langle x_1, ..., x_n \rangle$, before consider the following facts.

Note that $N(R)$ is $\Delta$-invariant; indeed, if $r \in N(R) \subseteq N(A)$, then $x_ir = \sigma_i(r)x_i + \delta_i(r) \in N(A)$. Since $N(R)$ is a $\Sigma$-ideal, then $\sigma_i(r) \in N(R) \subseteq N(A)$, and so $\sigma_i(r)x_i \in N(A)$, which implies that $\delta_i(r) \in N(A)$, that is, $\delta_i(r) \in N(R)$. By [22, Proposition 2.2(i)], the system of endomorphisms and $\Sigma$-derivations $(\Sigma, \Delta)$ induces over $R/N(R)$ a system $(\Sigma, \Delta)$ of endomorphisms and $\Sigma$-derivations defined by $\sigma_i(r) := \sigma_i(r)$ and $\delta_i(r) := \delta_i(r)$, $1 \leq i \leq n$. Since $N(R)$ is proper, [22, Proposition 2.6(ii)], implies that $A/N(R)\langle x_1, ..., x_n \rangle$ is a skew PBW extension over $R/N(R)$. Note that $R/N(R)$ is a $\Sigma$-rigid ring, since if $\bar{r}(\sigma^2(\bar{r})) = 0$, then $\bar{r}\sigma^2(\bar{r}) = 0$, and so $\sigma_1(r) \in N(R)$. Having in mind that $N(R)$ is $\Sigma$-rigid, $r \in N(R)$ and so $\bar{r} = 0$. By [38, Theorem 4.4], $A/N(R)\langle x_1, ..., x_n \rangle$ is a reduced ring (cf. [7, Theorem 6.1.9]).

Let us see that $N(A) \subseteq N(R)\langle x_1, ..., x_n \rangle$. If $f \in N(A)$, then $f^k = 0$, for some positive integer $k$. Thus $f^k = f^k = 0$ in $A/N(R)\langle x_1, ..., x_n \rangle$, and so $f \in A/N(R)\langle x_1, ..., x_n \rangle = 0$. Hence $f \in N(R)\langle x_1, ..., x_n \rangle$, that is, $N(A) \subseteq N(R)\langle x_1, ..., x_n \rangle$.

For the another inclusion, if $f = r_0 + r_1X_1 + ... + r_tX_t \in N(R)\langle x_1, ..., x_n \rangle$, where $r_0, r_1, ..., r_t \in N(R) \subseteq N(A)$, since $N(A)$ is an ideal of $A$, then $r_0, r_1X_1, ..., r_tX_t \in N(A)$, and therefore $f = r_0 + r_1X_1 + ... + r_tX_t \in N(A)$.

(2) $\Rightarrow$ (1) Let $r \in N(R) \subseteq N(A)$. Then $x_ir \in N(R)\langle x_1, ..., x_n \rangle$, for $1 \leq i \leq n$, whence $x_ir = \sigma_i(r)x_i + \delta_i(r) \in N(R)\langle x_1, ..., x_n \rangle = N(A)$. Thus $\delta_i(r) \in N(R)$, i.e., $N(R)$ is $\Delta$-invariant. Since $N(R)$
is proper, [22, Proposition 2.6(i)], implies that \( N(R) \langle x_1, ..., x_n \rangle \) is an ideal of \( A \) and \( AN(R) \subseteq N(R) \langle x_1, ..., x_n \rangle \). Using that \( N(R) \langle x_1, ..., x_n \rangle = N(A) \), we obtain that \( N(A) \) is an ideal of \( A \), and hence \( A \) is NI.

To show that \( N(R) \) is \( \Sigma \)-rigid it is enough to see that for \( r \in R \) and \( 1 \leq i \leq n \), \( \sigma_i(r) \in N(R) \) implies that \( r \in N(R) \). If \( r \in R \), \( \sigma_i(r) \in N(R) \), \( 1 \leq i \leq n \), then \( \sigma_i(r)x_i \in N(A) = N(R) \langle x_1, ..., x_n \rangle \), \( 1 \leq i \leq n \), and so \( \sigma_i(r)x_i = \sigma_i(r)\sigma_i(r)x_i + \sigma_i(r)\delta_i(r) \in N(R) \langle x_1, ..., x_n \rangle \). Thus \( \sigma_i(r^2) \in N(R) = \sigma_i^{-1}(N(R)) \), since \( N(R) \) is \( \Sigma \)-ideal. Then \( r^2 \in N(R) \) and so \( r \in N(R) \).

(1) \( \Rightarrow \) (3) If \( A \) is NI then \( N^*(A) = N(A) \), and by Proposition 3.2, \( R \) is NI, i.e., \( N^*(R) = N(R) \). From implication (1) \( \Rightarrow \) (2) we have that \( N(A) = N(R) \langle x_1, ..., x_n \rangle \), and so \( N^*(A) = N(A) = N(R) \langle x_1, ..., x_n \rangle = N^*(R) \langle x_1, ..., x_n \rangle \).

(3) \( \Rightarrow \) (2) Suppose that \( N(R) \) is a \( \Sigma \)-rigid ideal of \( R \). By the same argument as in the proof of (1) \( \Rightarrow \) (2), we have that \( N(R) \) is a \( \Sigma \)-ideal of \( R \). If \( r \in N(R) \), then \( x_ir = \sigma_i(r)x_i + \delta_i(r) \in AN(R) \subseteq N(R) \langle x_1, ..., x_n \rangle \), and so \( \delta_i(r) \in N(R) \), for \( 1 \leq i \leq n \), which shows that \( N(R) \) is \( \Delta \)-invariant. Using the same argument as in the proof of (1) \( \Rightarrow \) (2), we see that \( N(A) \subseteq N(R) \langle x_1, ..., x_n \rangle \). Since \( N(R) \) is an ideal then \( R \) is NI, and so \( N^*(R) = N(R) \). By assumption \( N^*(R) \langle x_1, ..., x_n \rangle = N^*(A) \), whence \( N(R) \langle x_1, ..., x_n \rangle = N^*(R) \langle x_1, ..., x_n \rangle = N^*(A) \subseteq N(A) \).  

As a particular case of Theorem 3.8, we have the following corollary.

**Corollary 3.9** ([32, Theorem 3.1]). Let \( R \) be a ring, \( \sigma \) an endomorphism of \( R \), and \( \delta \) a \( \sigma \)-derivation of \( R \). Then the following statements are equivalent:

1. \( R[x; \sigma, \delta] \) is NI and \( N(R) \) is \( \sigma \)-rigid.
2. \( N(R) \) is a \( \sigma \)-ideal of \( R \) and \( N(R) \langle x; \sigma, \delta \rangle = N(R)[x; \sigma, \delta] \).
3. \( N(R) \) is a \( \sigma \)-rigid ideal of \( R \) and \( N^*(R) \langle x; \sigma, \delta \rangle = N^*(R)[x; \sigma, \delta] \).

### 4. NJ skew PBW extensions

In this section, we present the original results of the paper about NJ property for skew PBW extensions. We start with the following assertion that follows directly from the definitions of NI and NJ rings.

**Proposition 4.1.** If \( A = \sigma(R) \langle x_1, ..., x_n \rangle \) is an NJ skew PBW extension over a ring \( R \), then \( R \) is NI and \( J(A) \cap R = N(R) \).

From [7, Propositions 3.2.1 and 3.2.3], it follows the next result.

**Proposition 4.2.** Skew PBW extensions over a domain \( R \) are NJ rings, and hence, NI rings.

**Theorem 4.3.** If \( A = \sigma(R) \langle x_1, ..., x_n \rangle \) is a graded skew PBW extension over \( R = \bigoplus_{n \in \mathbb{N}} R_n \), then \( A \) is NJ if and only if \( A \) is NI and \( J(A) \cap R_0 \) is a nil ideal.

**Proof.** Suppose that \( A \) is NI and \( J(A) \cap R_0 \) is nil. By [45, Remark 2.10(i)], \( R_0 = A_0 \), whence \( J(A) \cap R_0 = J(A) \cap A_0 \) is nil. From [32, Theorem 2.4], \( J(A) = N(A) \), i.e., \( A \) is an NJ ring.

Conversely, if \( A \) is an NJ ring, then \( A \) is NI. Since \( R_0 \) is a subring, \( J(A) \cap R_0 \) is an ideal, and as \( A \) is an NJ ring, \( J(A) = N(A) \). In this way, \( J(A) \cap R_0 \subseteq J(A) = N(A) \), and hence \( J(A) \cap R_0 \) is a nil ideal.  

**Corollary 4.4.** If \( A = \sigma(R) \langle x_1, ..., x_n \rangle \) is a graded skew PBW extension over a connected algebra \( R = \bigoplus_{n \in \mathbb{N}} R_n \), then \( A \) is NJ if and only if \( A \) is NI.

**Proof.** Since \( R \) is connected, [45, Remark 2.10(i)], implies that \( A_0 = R_0 = \mathbb{K} \), whence \( J(A) \cap A_0 = \{0\} \) is nil. The result follows from Theorem 4.3.
Corollary 4.5. Let \( A = \sigma(R)\langle x_1, ..., x_n \rangle \) be a quasi-commutative skew PBW extension over a ring \( R \). Then \( A \) is NJ if and only if \( A \) is NI and \( J(A) \cap R \) is a nil ideal of \( R \).

Proof. From [46, Proposition 2.6], we know that quasi-commutative skew PBW extensions where \( R \) has the trivial graduation are graded skew PBW extensions, so [45, Remark 2.10(i)], guarantees that \( A_0 = R_0 = R \). Thus, the assertion follows from Theorem 4.3. \( \square \)

Corollary 4.6. If \( A = \sigma(R)\langle x_1, ..., x_n \rangle \) is an NJ quasi-commutative skew PBW extension over a ring \( R \) and \( J(R) \subseteq J(A) \), then \( R \) is NJ.

Proof. By Proposition 4.1, we have that \( J(A) \cap R = N(R) \). As \( J(R) \subseteq J(A) \), \( J(R) \subseteq N(R) \). Since \( A \) is NJ, then it is NI, so by Proposition 3.2, \( N(R) \subseteq J(R) \). This shows that \( R \) is NJ. \( \square \)

The next theorem presents similar results to [17, Theorem 3.10(1)].

Theorem 4.7. Let \( A = \sigma(R)\langle x_1, ..., x_n \rangle \) be a quasi-commutative bijective skew PBW extension over \( R \). If \( R \) is a weakly 2-primal weak \( \Sigma \)-compatible ring, then \( A \) is NJ.

Proof. Since \( A \) is quasi-commutative, \( \delta_i = 0 \) for \( 1 \leq i \leq n \), and so \( A \) is weak \( \Delta \)-compatible. If \( R \) is weakly 2-primal then it is NI, and by Theorem 3.3, \( A \) is NI. Let us show that \( J(A) \cap R \) is nil. If \( r \in J(A) \cap R \), then \( rx_1 \in J(A) \). From [46, Proposition 2.6], \( A \) is a graded skew PBW extension with the trivial graduation of \( R \), and so \( rx_1 \) is a homogeneous component of \( J(A) \) with degree 1. By [32, Lemma 2.3(2)], \( rx_1 \in N(A) \). In this way, [41, Theorem 4.6] implies that \( r \in N(R) \). The assertion follows from Corollary 4.5. \( \square \)

Remark 4.8. Let \( A = \sigma(R)\langle x_1, ..., x_n \rangle \) be a skew PBW extension over a ring \( R \).

(i) If \( R \) is 2-primal and \( (\Sigma, \Delta) \)-compatible, then by Proposition 3.1(i) we have that \( A \) is NI, that is, \( N^*(A) = N(A) \). Now, from [28, Theorem 4.11], \( J(A) = N_*(A) \), whence \( N(A) = J(A) \) and thus \( A \) is NI.

(ii) If \( R \) is locally finite and weak \( \Sigma \)-skew Armendariz, then \( R \) is NJ. More exactly, since \( R \) is weak \( \Sigma \)-skew Armendariz [38, Proposition 4.9], implies that \( R \) is Abelian. Now, by assumption \( R \) is locally finite, so [15, Proposition 2.5], guarantees that \( N(R) = J(R) \), that is, \( R \) is an NJ ring.

(iii) If \( A \) is NJ and \( J(R) \) is nil (or \( N^*(R) = J(R) \) or \( R/N^*(R) \) is semiprimitive), then \( R \) is NJ. Notice that if \( A \) is NJ, Proposition 4.1 shows that \( R \) is NI, and if \( J(R) \) is nil (or \( N^*(R) = J(R) \) or \( R/N^*(R) \) is semiprimitive), then by [17, Proposition 2.3], \( R \) is NJ.

Proposition 4.9. Let \( A = \sigma(R)\langle x_1, ..., x_n \rangle \) be a skew PBW extension of derivation type over \( R \).

(1) If \( A \) is NI and \( R \) is \( \Delta \)-compatible and right duo, then \( A \) is NJ.

(2) \( A \) is NI and \( I \subseteq N(R) \) if and only if \( A \) is NJ, where \( I \subseteq R \) is the set of all coefficients of all terms of all polynomials of \( J(A) \).

Proof.

(1) If \( A \) is NI then \( N(A) = N^*(A) \subseteq J(A) \). For the other inclusion, if \( f = a_0 + a_1X_1 + \cdots + a_lX_l \in J(A) \), then \( fx_n = a_0x_n + a_1X_1x_n + \cdots + a_lX lx_n \in J(A) \) and therefore \( 1 + fx_n = 1 + a_0x_n + a_1X_1x_n + \cdots + a_lX lx_n \) is a unit of \( A \). Since \( R \) is \( (\Sigma, \Delta) \)-compatible and right duo, [10, Theorem 4.7], guarantees that \( a_0, a_1, ..., a_l \in N(R) \). So, \( f = a_0 + a_1X_1 + ... + a_lX_l \in N(R)\langle x_1, ..., x_n \rangle \). As \( A \) is NI, Proposition 3.7 (4) implies that \( N(R)\langle x_1, ..., x_n \rangle = N(A) \), that is, \( f \in N(A) \).
(2) Suppose that $A$ is NI and $I \cap R \subseteq N(R)$. By Proposition 3.7 (4), $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$. If $f = a_0 + a_1 X_1 + \cdots + a_t X_t \in J(A)$, then by hypothesis $a_k \in N(R)$, for $0 \leq k \leq t$, whence $a_k x_k \in N(R)\langle x_1, \ldots, x_n \rangle$ for every $k$. Since $A$ is NI, then $N(A)$ is an ideal of $A$, and hence $f = a_0 + a_1 X_1 + \cdots + a_t X_t \in N(A)$.

For the converse, suppose that $A$ is NJ. Then $A$ is NI, and so Proposition 3.7 (4) implies that $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$. Now, if $r \in R$, then for some $f = a_0 + a_1 X_1 + \cdots + a_t X_t \in J(A)$ there exists $1 \leq k \leq t$ such that $r = a_k$. Since $J(A) = N(A) = N(R)\langle x_1, \ldots, x_n \rangle$, it follows that $r \in N(R)$.

The following theorem is another important result of the paper.

**Theorem 4.10.** Let $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ be a skew PBW extension of derivation type over $R$. Then $A$ is NI if and only if $A$ is NJ.

**Proof.** By Proposition 4.9(2), it is enough to prove that every coefficient of each term of each polynomial of $J(A)$ is nilpotent. Let $f = r_0 + r_1 X_1 + \cdots + r_t X_t \in J(A)$. Since $A$ is NI then $N(A)$ is an ideal of $A$, and by Proposition 3.7(4), $N(R)$ is a $\Delta$-invariant ideal of $R$ and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$. Since $A$ is of derivation type, $N(R)$ is a $\Sigma$-ideal. By [22, Proposition 2.6(ii)], $A/N(A)\langle x_1, \ldots, x_n \rangle$ is a skew PBW extension of $R/N(R)$. By considering the notation of the proof of [22, Proposition 2.6(ii)], and identifying $x_i$ with $x_i$, $1 \leq i \leq n$, we use $A/N(A) = A/N(A)\langle x_1, \ldots, x_n \rangle \cong \tilde{\sigma}(R/N(R))\langle x_1, \ldots, x_n \rangle$ to denote such an extension. Now, by [22, Proposition 2.2(i)], the system of endomorphisms and $\Sigma$-derivations $(\Sigma, \Delta)$ induce over $R/N(R)$ a system $(\Sigma, \tilde{\Delta})$ of endomorphisms and $\Sigma$-derivations defined by $\tilde{\sigma}_i(r) := \sigma_i(r)$ and $\tilde{\delta}_i(r) := \delta_i(r)$, $1 \leq i \leq n$. If $\tilde{r} \in (\Sigma, \tilde{\Delta})$-compatible (see also [7, Proposition 6.2.4]). Now, as $f \in J(A)$, then $\tilde{f} := f + N(A) \in J(A)/N(A) = J(A/N(A))$, since by Proposition 3.2 $N(A) \subseteq J(A)$. So, $\tilde{f} x_n = \tilde{r}_0 x_n + \tilde{r}_1 X_1 x_n + \cdots + \tilde{r}_t X_t x_n \in J(\tilde{\sigma}(R/N(R))\langle x_1, \ldots, x_n \rangle)$, with $\tilde{r}_k = r_k + N(R)$, $1 \leq k \leq n$. Having in mind that $\tilde{f} x_n \in J(\tilde{\sigma}(R/N(R))\langle x_1, \ldots, x_n \rangle)$), then $\tilde{I} + \tilde{f} x_n = \tilde{I} + \tilde{r}_0 x_n + \tilde{r}_1 X_1 x_n + \cdots + \tilde{r}_t X_t x_n$ is a unit of $\tilde{\sigma}(R/N(R))\langle x_1, \ldots, x_n \rangle$. Thus, by [28, Remark 4.9(ii)], $\tilde{r}_k = r_k + N(R)$, $0 \leq k \leq n$. Since $R/N(R)$ is reduced we have that $\tilde{r}_k = 0$, for each $0 \leq k \leq n$. In this way, $r_k \in N(R)$, for each $0 \leq k \leq n$. The result follows from Proposition 4.9 (2).

**Remark 4.11.** Let $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ be a skew PBW extension of derivation type over $R$. By Propositions 3.7 and 4.9, and Theorem 4.10, if $A$ is NI then

$$N(A) = N^*(A) = N(R)\langle x_1, \ldots, x_n \rangle = N^*(R)\langle x_1, \ldots, x_n \rangle = J(A).$$

We immediately have the following corollary.

**Corollary 4.12** ([31, Proposition 2.8]). Let $R$ be a ring and $\delta$ a derivation of $R$. If $R[x; \delta]$ is NI, then $J(R[x; \delta]) = N(R[x; \delta]) = N(R)[x; \delta] = N^*(R)[x; \delta] = N^*(R[x; \delta])$.

The next result, Proposition 4.13, extends [32, Corollary 3.2].

**Proposition 4.13.** If $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ is a skew PBW extension of derivation type over $R$, then the following statements are equivalent:

1. $A$ is NJ.
2. $A$ is NI.
3. $R$ is NI and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$.
4. $R$ is NI and $N^*(A) = N^*(R)\langle x_1, \ldots, x_n \rangle$. 

---

**H. SUÁREZ ET AL.**
Proof. (1) $\iff$ (2) It follows from Theorem 3.10.

(2) $\Rightarrow$ (3) If $A$ is NI then by Proposition 3.2 we have that $R$ is NI. From Proposition 3.4, $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$.

(3) $\Rightarrow$ (2) If $R$ is NI then $N(R)$ is an ideal of $R$, and by Proposition 3.7 (4), $N(R)$ is $\Delta$-invariant and therefore $A$ is NI.

(3) $\Rightarrow$ (4) If $R$ is NI then $N(R)$ is a $\Sigma$-ideal. Theorem 3.8 (2) $\Rightarrow$ (3), shows that $N^*(A) = N^*(R)\langle x_1, \ldots, x_n \rangle$.

(4) $\Rightarrow$ (3) Since $R$ is NI, then $N(R)$ is an ideal of $R$. Now, by Proposition 3.7 (1), $N(R)$ is $\Sigma$-rigid. Theorem 3.8 (3) $\Rightarrow$ (2), implies that $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$.

The next proposition establishes similar results to [32, Corollary 3.3].

**Proposition 4.14.** If $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ is a quasi-commutative skew PBW extension of $R$, then the following statements are equivalent:

1. $A$ is NJ and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$.
2. $N(R)$ is a $\Sigma$-ideal of $R$ and $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$.
3. $A$ is NI and $N(R)$ is $\Sigma$-rigid.
4. $N(R)$ is $\Sigma$-rigid ideal of $R$ and $N^*(A) = N^*(R)\langle x_1, \ldots, x_n \rangle$.

Proof. (1) $\Rightarrow$ (2) If $A$ is NJ we know that $A$ is NI, and therefore $R$ is NI, so $N(R)$ is an ideal of $R$.

In the proof of Theorem 3.8 (1) $\Rightarrow$ (2), it was already shown that $N(R)$ is a $\Sigma$-ideal.

(2) $\Rightarrow$ (3) Theorem 3.8 (2) $\Rightarrow$ (1).

(3) $\Rightarrow$ (1) If $r \in J(A) \cap R$ then $rx_1 \in J(A)$. From [46, Proposition 2.6], $A$ is a graded skew PBW extension with the trivial graduation of $R$. Thus $rx_1$ is a homogeneous component of $J(A)$ with grade 1. By [32, Lemma 2.3(2)], we have that $rx_1 \in N(A)$. Since $A$ is NI and $N(R)$ is $\Sigma$-rigid, then Theorem 3.8, implication (1) $\Rightarrow$ (2), guarantees that $N(A) = N(R)\langle x_1, \ldots, x_n \rangle$. Since $rx_1 \in N(A)$, it follows that $r \in N(R)$, and thus $J(A) \cap R$ is a nil ideal of $R$. Corollary 4.5 implies that $A$ is NJ.

(3) $\iff$ (4) This is precisely the content of Theorem 3.8 (2) $\iff$ (3).

5. Future work

In this article, we have established necessary or sufficient conditions to ensure that skew PBW extensions are either NI or NJ rings. Now, since the notion of weak compatibility introduced in [41] is more general than the notion of compatibility defined in [12, 39], a first task is to extend the results obtained here that used the compatibility condition, now assuming the weak compatibility condition.

On the other hand, since skew PBW extensions are part of a more general family of noncommutative algebraic structures such as the semi-graded rings introduced by Lezama and Latorre [25], which have been studied recently from the point of view of noncommutative algebraic geometry (topics such as Hilbert series and Hilbert polynomial, generalized Gelfand–Kirillov dimension, non-commutative schemes, and Serre–Artin–Zhang–Verevkin theorem, see Lezama et al. [21, 24]), and having in mind that semi-graded rings are more general than $\mathbb{N}$-graded rings (of course, we mean rings that do not admit a non-trivial $\mathbb{N}$-gradation), the natural task is to investigate NI and NJ properties for semi-graded rings with the aim of extending results established by Nasr-Isfahani [32] in the context of graded rings.

**Funding**

The authors were supported by the research fund of Faculty of Science, Code HERMES 52464, Universidad Nacional de Colombia - Sede Bogotá, Colombia.
[31] Nasr-Isfahani, A. (2014). Jacobson radicals of skew polynomial rings of derivation type. *Canad. Math. Bull.* 57(3):609–613. DOI: 10.4153/CMB-2014-018-9.

[32] Nasr-Isfahani, A. (2015). On NI skew polynomial rings. *Commun. Algebra* 43(12):5113–5120. DOI: 10.1080/00927872.2014.957385.

[33] Niño, A., Ramírez, M. C., Reyes, A. (2020). Associated prime ideals over skew PBW extensions. *Commun. Algebra* 48(12):5038–5055. DOI: 10.1080/00927872.2020.1778012.

[34] Niño, A., Reyes, A. (2020). Some remarks about minimal prime ideals of skew Poincaré-Birkhoff-Witt extensions. *Algebra Discrete Math.* 30(2):207–229. DOI: 10.12958/adm1307.

[35] Ore, O. (1933). Theory of non-commutative polynomials. *Ann. of Math.* (2) 34(3):480–508. DOI: 10.2307/1968173.

[36] Reyes, A. (2015). Skew PBW extensions of Baer, quasi-Baer and p.p. and p.q.-rings. *Rev. Integr. Temas Mat.* 33(2):173–189.

[37] Reyes, A., Rodríguez, C. (2021). The McCoy condition on skew PBW extensions. *Commun. Math. Stat.* 9(1):1–21. DOI: 10.1007/s40304-019-00184-5.

[38] Reyes, A., Suárez, H. (2017). $\sigma$-PBW extensions of skew Armendariz rings. *Adv. Appl. Clifford Algebr.* 27(4):3197–3224. DOI: 10.1007/s00006-017-0800-4.

[39] Reyes, A., Suárez, H. (2018). A notion of compatibility for Armendariz and Baer properties over skew PBW extensions. *Rev. Un. Mat. Argentina* 59(1):157–178. DOI: 10.33044/revuma.v59n1a08.

[40] Reyes, A., Suárez, H. (2019). Skew Poincaré-Birkhoff-Witt extensions over weak zip rings. *Beitr. Algebra Geom.* 60(2):197–216. DOI: 10.1007/s13366-018-0412-8.

[41] Reyes, A., Suárez, H. (2020). Skew Poincaré-Birkhoff-Witt extensions over weak compatible rings. *J. Algebra Appl.* 19(12):2050225. DOI: 10.1142/S0219488820502254.

[42] Reyes, A., Suárez, H. (2021). Radicals and Köthe’s conjecture for skew PBW extensions. *Commun. Math. Stat.* 9(2):119–138. DOI: 10.1007/s40304-019-00189-0.

[43] Rosenberg, A. (1995). *Non-Commutative Algebraic Geometry and Representations of Quantized Algebras.* Mathematics and Its Applications. Dordrecht: Springer, pp. 330.

[44] Shin, G. (1973). Prime ideals and sheaf representation of a pseudosymmetric rings. *Trans. Amer. Math. Soc.* 184:43–60. DOI: 10.1090/S0002-9947-1973-0338058-9.

[45] Suárez, H. (2017). Koszulity for graded skew PBW extensions. *Commun. Algebra* 45(10):4569–4580. DOI: 10.1080/00927872.2016.1272694.

[46] Suárez, H., Lezama, O., Reyes, A. (2017). Calabi-Yau property for graded skew PBW extensions. *Rev. Colombiana Mat.* 51(2):221–238. DOI: 10.15446/recolma.v51n2.70902.

[47] Tumwesigye, A. B., Richter, J., Silvestrov, S. (2020). Centralizers in PBW extensions. In: Silvestrov, S., Malyarenko, A., Rancic, M., eds. *Algebraic Structures and Applications. SPAS 2017.* Springer Proceedings in Mathematics & Statistics, Vol. 317. Västerås and Stockholm, Sweden: Springer.

[48] Zambrano, B. A. (2020). Poisson brackets on some skew PBW extensions. *Algebra Discrete Math.* 29(2):277–302. DOI: 10.12958/adm1037.