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ABSTRACT
We study the density of the invariant measure of the Hurwitz complex continued fraction from a computational perspective. It is known that this density is piece-wise real-analytic and so we provide a method for calculating the Taylor coefficients around certain points and also the results of our calculations. While our method does not find a simple “closed form” for the density of the invariant measure (if one even exists), our work leads us to some new conjectures about the behavior of the density at certain points. In addition to this, we detail all admissible strings of digits in the Hurwitz expansion. This may be of independent interest.

1. Introduction
Given a transformation of a subset of $\mathbb{R}^n$ to itself, one common question is whether or not there exists an absolutely continuous (with respect to Lebesgue) invariant measure (or a.c.i.m), and if it exists, to find a simple closed form of it. This is a very common concern in the study of fibered systems, the symbolic expansions of numbers. The transformation $Tx = bx \pmod{1}$ on $[0,1)$ associated to the base-$b$ transformation has Lebesgue itself as its invariant measure. The transformation $Tx = \beta x \pmod{1}$ on $[0,1)$ associated to $\beta$-expansions ($\beta > 1$) has the Parry measure as its invariant measure. The transformation $Tx = 1/x \pmod{1}$ on $[0,1)$ associated to the regular continued fraction (CF) expansion has the Gauss measure $\mu(A) = \int_A \frac{dx}{\log 2(1+x)}$ as its invariant measure. (See [Dajani and Kraaikamp, 02].) Of particular interest to us are the invariant measures of the many CF variants. Explicit closed forms are known for the invariant measure of the backwards CF, even CF, odd CF, Rosen CF, and some, but not all, of Nakada’s $\alpha$-CFs [Burton et al. 00; Masarotto, 09]. These are all one-dimensional real CF expansions. The simplest complex CF expansion is the Hurwitz complex CF (see Section 2 for definitions). While the Hurwitz complex CF is well-studied [Bosma and Gruenewald 12; Dani and Nogueira 14; Hensley 06; Nakada 76; Schweiger 00], little is yet known about the corresponding invariant measure. It is known (see Theorem 2.1) that the density $h$ of the invariant measure is piece-wise real-analytic with 12 pieces of analyticity and it is known that it satisfies certain symmetries, but that is all. Some of Doug Hensley’s computational work on the invariant density $h$ can be found at his website: http://www.math.tamu.edu/~dhensley/.

In Section 4 of this article, we will describe a method for numerically approximating a truncated Taylor expansion of the invariant density $h$ around a given point. In Section 5, we describe the results of our computation. The precision of our calculations relied on a variable $k$, which determines the quality of the numerical approximation. We found that increasing $k$ by one roughly reduced the error in our computation of the coefficients by a multiplicative factor of around 0.57 (see Table 4), which suggests that as we increase $k$ linearly, our numerical approximations converge exponentially. At the limit of computation on our personal computers, this suggests we were able to compute the coefficients to an accuracy of around $10^{-3}$. As an example of our calculations, we approximated $h$ near the point $(-.5, -.5)$ (using the usual identification of $\mathbb{C}$ with $\mathbb{R}^2$) with the following function (again, see Table 4):

\[ h(x, y) = \begin{cases} 
\frac{1}{2} & \text{if } (x, y) = (-.5, -.5), \\
\frac{1}{2} & \text{if } (x, y) = (.5, .5), \\
0 & \text{otherwise},
\end{cases} \]

We will be considering the expansion investigated by Adolf Hurwitz.
0.7149 + 0.3411(x + .5)^2 + 0.3411(y + .5)^2
+ 0.0875(x + .5)^4 + 0.0875(y + .5)^4
+ 0.4974(x + .5)^2(y + .5)^2 + 0.0180(x + .5)^6
+ 0.0180(y + .5)^6
+ 0.2652(x + .5)^4(y + .5)^2 + 0.2652(x + .5)^2(y + .5)^4

Mathematica files, including the implementation of our calculations, and additional data that we did not have the room to present here can be found at http://github.com/JVandehey/HurwitzInvariantMeasure.

Figure 1 shows the complete invariant density produced using our data, with all 12 regions of analyticity and 90 degree rotational symmetry around the origin clearly visible. It is difficult to see in this picture, but all 12 regions show some curvature to them.

While this information does not give a simple, closed-form expression for the invariant density, our calculations did suggest the following conjecture:

**Conjecture 1.1.** The Taylor series of the invariant density $h$ is an even function in both the $x$ and $y$ coordinates around the points $\pm 0.5 \pm 0.5 i$, $\pm 0.5$, and $\pm 0.5 i$. In other words, if $x_0 + y_0 i$ is any of the above points, then

$$\frac{\partial^{m+n}}{\partial^m x \partial^n y} h(x+y i)\bigg|_{x+y i=x_0+y_0 i}$$

is 0 whenever $m$ or $n$ is odd.

We are being somewhat informal in talking about the Taylor series. In particular, when we discuss the Taylor series of $h$ at a point, we mean the Taylor series of the corresponding analytic piece that the point lies in. Also, each analytic piece of $h$ could be extended to an analytic function on a larger set (this is a consequence of a proof in [Hensley 06]), and thus it is reasonable to discuss the Taylor series at points on the boundary of the domain of $h$.

One method that did not lead to useful calculations nonetheless led us to the interesting question of what admissible sequences of digits can appear in the Hurwitz complex CF expansion. We answer that in Section 3. One consequence of our work is the following result.

**Theorem 1.2.** If one allows the digits of a Hurwitz CF expansion to include Gaussian integers and marked Gaussian integers, then admissible strings of digits can be completely determined by the length-2 admissible strings of digits. That is, if $[a_1, a_2, \ldots, a_n]$ is an admissible string, then the possible values for $a_{n+1}$ such that $[a_1, a_2, \ldots, a_n, a_{n+1}]$ is also admissible are determined solely by the value of $a_n$.

We note that marked numbers, such as $(1+i)$, are distinct from regular numbers, such as $1+i$, only symbolically. They take the same numerical value.

In the concluding section of our article, Section 6, we will include a discussion of how our methods may be used to calculate the Kolmogorov-Sinai entropy of the Hurwitz CF dynamical system.

2. Fundamentals of Hurwitz continued fractions

Let $K \subset \mathbb{C}$ denote the set

$$K := \{x + yi : x, y \in [-1/2, 1/2]\}.$$

It is clear that the shifts of this set by Gaussian integers tessellate the complex plane. By this we mean that $\bigcup_{z \in \mathbb{C}} (K + z) = \mathbb{C}$ and for any two distinct $z, z' \in \mathbb{Z}[i]$, we have

$$(K + z) \cap (K + z') = \emptyset.$$ 

As such, to each element $z \in \mathbb{C}$ we may define a unique element $[z] \in \mathbb{Z}[i]$ such that $z \in K + [z]$. This function $[\cdot]$ we may interpret as the nearest integer to $z$ and can write explicitly in terms of the real-valued nearest-integer function by $[x + yi] = [x] + i[y]$.

From this we may define a Gauss map $T : K \to K$ given by

$$T(z) = \begin{cases} 
\frac{1}{z} - \frac{1}{[z]}, & \text{if } z \neq 0, \\
0, & \text{if } z = 0.
\end{cases}$$

For a given point $z \in K$ we define (possibly finite, possibly infinite) sequences $z_n, a_n$ defined inductively by $z_0 = z$ and then, provided $z_n \neq 0$, we let $a_{n+1} = [1/z_n]$ and $z_{n+1} = (1/z_n) - a_{n+1} = T(z_n)$. If $z_n = 0$, then we terminate the sequences at $n$. From this we see that

$$z = \frac{1}{a_1 + z_1} = \frac{1}{a_1 + \frac{1}{a_2 + z_2}} = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + z_3}}}$$

which leads to the infinite CF expansion.
\[ z = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots}}}. \]

(For details on the convergence of this infinite expansion, see [Hensley 06, Ch. 5])

Since one can write \( a_{n+1}(z) = \frac{1}{T^a z} \), we also have that \( a_n(Tz) = \frac{1}{T^a z} \), and hence \( T \) acts as a forward-shift on the string of digits, that is, if we connect a point \( z \in K \) to its string of digits \( \{a_1, a_2, a_3, \ldots\} \), then

\[ T([a_1, a_2, a_3, \ldots]) = [a_2, a_3, a_4, \ldots]. \tag{2–1} \]

Particularly relevant for our purposes, we know that there exists a probability measure \( \mu \) on \( K \), absolutely continuous with respect to Lebesgue, that is invariant—that is, \( \mu(T^{-1}A) = \mu(A) \)—and ergodic—that is, if \( T^{-1}A = A \), then \( \mu(A) = 0 \) or \( \mu(A) = 1 \)—with respect to the transformation \( T \). This was first shown by Nakada [Nakada 76]. As a consequence of further investigations into the map \( T \), Schweiger [Schweiger 00, 11] showed that \( \mu \) is piecewise Lipschitz with respect to a certain partition of \( K \). Hensley [Hensley 06] further proves the following result.

**Theorem 2.1.** The measure \( \mu \) has a density function \( \rho \)—that is, \( \mu(A) = \int_A \rho d\lambda(z) \) with \( \lambda \) being Lebesgue measure on \( \mathbb{C} \)—where \( \rho \) is continuous except perhaps along the arcs \( |z| = 1, \) \( |z| = 1, \) and \( |z| = 1 \). It is moreover real-analytic on each of the 12 open regions that these arcs partition \( K \) into. \( \mu \) also obeys the following symmetries: \( \mu(A^-) = \mu(A) \) and \( \mu(A^+) = \mu(A). \)

In order to better understand the measure \( \mu \), we introduce the natural extension. Let \( C^* = \mathbb{C} \setminus \{\infty\} \).

We extend \( T \) to \( \hat{T} : K \times C^* \to K \times C^* \), that acts by

\[
\hat{T}(z, w) = \begin{cases} 
\left( \frac{1}{z} - \frac{1}{\left|\frac{1}{z} + w\right|}, \frac{1}{\left|\frac{1}{z} + w\right|} \right), & z \neq 0, \\
(z, w), & z = 0.
\end{cases}
\]

We then define \( \hat{K} \subset (C^*)^2 \) by

\[
\hat{K} = \left\{ \hat{T}(z, 0) : z \in K, i \in \mathbb{Z}_{\geq 0} \right\}.
\]

Whereas typically we use the overline to refer to taking conjugates, in this case we use it to define the closure. Note that it can be shown further (see again [Hensley 06, Ch. 5]) that \( \hat{K} \subset B^2 \) where \( B \) is the unit ball around the origin in \( \mathbb{C} \).

Similar to (2–1), we have that

\[
\hat{T}^i \left( \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots}}}, 0 \right) = \left( \frac{1}{a_{i+1} + \frac{1}{a_{i+2} + \frac{1}{a_{i+3} + \ldots}}}, \frac{1}{a_{i+1} + \frac{1}{a_{i+2} + \frac{1}{a_{i+3} + \ldots}}} \right).
\]

It is true, although not immediate, that by ignoring an appropriate measure-zero set, \( \hat{T} \) acts as a bijection from \( \hat{K} \) to itself, as was shown in [Ei et al. 19].

Let \( V \subset \mathbb{C} \) denote the projection of \( \hat{K} \) onto its second coordinate. It is not the case that \( \hat{K} = K \times V \) (up to some zero-measure set); however, it is thankfully not much more complicated than that.

Let us define the 12 open regions of \( K \) more precisely.\(^2\) Let \( K_{k, \ell} \) for \( k \in \{1, 2, 3\}, \ell \in \{1, 2, 3, 4\} \), be given by

\[
K_{1, \ell} = i^{\ell-1} \cdot \{ z \in K : |z| > 1 \}, \\
K_{2, \ell} = i^{\ell-1} \cdot \{ z \in K : |z| > 1, |z| < 1 \}, \\
K_{3, \ell} = i^{\ell-1} \cdot \{ z \in K : |z| < 1, |z| \geq 1 \}.
\]

Note that these cover \( K \) up to a zero-measure set.

Now to each \( K_{k, \ell} \) there exists a set \( V_{k, \ell} \subset V \) such that \( \hat{K} = \bigcup_{\ell} K_{k, \ell} \times V_{k, \ell} \) again up to a zero-measure set. (For a depiction of some of the \( V_{k, \ell} \), see the right-hand side of Figure 2.) We note several symmetries are apparent from the pictures and are in fact as we see them. For example, \( V_{1,1} \) is symmetric along the line \( b = -a \), if we think of complex points as being written as \( a + bi \). Likewise \( V_{2,1} \) is also symmetric along \( b = -a \) and \( V_{3,1} \) is symmetric along \( b = 0 \).

Ei et al. [Ei et al. 19] study the sets \( V_{k, \ell} \) very closely and in particular prove a number of useful facts. In particular, each \( V_{k, \ell} \) has positive Lebesgue measure with path-connected and simply connected interior and a boundary given by a Jordan curve, which appears to be fractal in nature.

### 2.1. Properties of the invariant measure

These properties allow us to nicely define an absolutely continuous invariant measure \( \hat{\mu} \) for \( \hat{T} \) on \( \hat{K} \). In particular, we will show that if we define \( \hat{\mu} \) by

\[
\hat{\mu}(E) = \int_E \frac{1}{|zw + 1|^4} d\lambda(z) d\lambda(w), \text{ where } (z, w) \in E
\]

for any measurable set \( E \subset \hat{K} \), then this is an invariant measure. That this integral is actually integrable

\(^{2}\)Although we use somewhat similar notation to the Ei, et al., paper, our definitions are distinct and should not be mistaken for one another.
follows from the properties in the previous paragraph. That this measure is invariant is fairly straight-forward. Since $\hat{T}$ is a bijection, it suffices to show $\hat{\mu}(\hat{T}E) = \hat{\mu}(E)$, for any measurable $E \subset \hat{K}$. Moreover, since $\hat{\mu}$ is countably additive and there are countably many digits, it suffices to consider a set $E$ such that for each $(z, w) \in E$, the first CF digit of $z$ is the same. Thus $\hat{T}$ acts by

$$\hat{T}(z, w) = \left( \frac{1}{z} - a, \frac{1}{a + w} \right),$$

where $a = a_1(z)$. Thus,

$$\int_{TE} \frac{1}{|zw + 1|^4} d\lambda(z) d\lambda(w) = \int_E \frac{1}{\left( \frac{1}{z} - a \right) \left( \frac{1}{a + w} \right) + 1} \left| z \right|^4 \left| a + w \right|^4 d\lambda(z) d\lambda(w) = \int_{E} \frac{1}{\left( 1 - za \right) + z(a + w)^2} d\lambda(z) d\lambda(w) = \int_{E} \frac{1}{|zw + 1|^4} d\lambda(z) d\lambda(w).$$

We note briefly that when we do the change of variables, we get $d\lambda(z) / |z|^4$ instead of $d\lambda(z) / |z|^2$ because $d\lambda(z)$ is the differential with respect to Lebesgue measure and since this is seen as a transformation on the complex plane, areas are shrunk by the square of the derivative.

So this defines an invariant measure for $\hat{T}$ on $\hat{K}$.

This gives us a way to define $\mu$ by projecting from $\hat{\mu}$. Let $\pi_K : \hat{K} \to K$ be the projection onto the first coordinate. (Since $\hat{K}$ was defined using a closure and $K$ does not contain its entire boundary, this projection will not be defined for a Lebesgue-measure-zero subset of $\hat{K}$, but this will ultimately not matter.)

Briefly, we will show that $\pi_K^{-1} T^{-1} = T^{-1} \pi_K^{-1}$. Namely, $(z, w) \in \pi_K^{-1} T^{-1} A$ if and only if $z \in T^{-1} A$ if and only if $Tz \in A$. Moreover, $(z, w) \in T^{-1} \pi_K^{-1} A$ if and only if $T(z, w) \in \pi_K^{-1} A$ if and only if $Tz \in \pi_K^{-1} A$.

And thus if we define a measure $\mu = \hat{\mu} \circ \pi_K^{-1}$ then for any measurable set $A \subset K$, we have

$$\mu(T^{-1}A) = \hat{\mu}(\pi_K^{-1} T^{-1} A) = \hat{\mu}(\pi_K^{-1} A) = \hat{\mu}(A),$$

so this measure is invariant and one can also see that it is absolutely continuous by the absolute continuity of $\hat{\mu}$. So this measure must be the same $\mu$ as before. (We are eliding over a small step here: to show this measure and the previous one were the same, we must invoke that we already knew the previous measure was ergodic and use the ergodic decomposition theorem.)

Thus, if we only knew the shapes $V_{k, \ell}$ perfectly (and perfectly how to integrate over them), then the problem of understanding $\mu$ would be trivialized. While we cannot yet do that, we can use the simple form of $\hat{\mu}$ to help us estimate $\mu$ better.

In particular, suppose $h$ is the density of $\mu$ (with respect to Lebesgue measure). Then we can express $h$ by

$$h(z) = \frac{1}{V_{k, \ell}} \int_{|zw + 1|^4} dw, \quad {z \in K_{k, \ell}}$$

We may express this as a function $h(x, y)$ where $z = x + iy$ and since it is real-analytic, we may express its derivatives via

$$h_{m,n}(x, y) := \frac{\partial^{m+n}}{\partial x^m \partial y^n} h(x, y)$$

$$= \int_{a + bi \in V_{k, \ell}} \frac{1}{(ax - by + 1)^2 + (ay + bx)^2} dadb. \quad (2-3)$$

This equation comes from taking $w = a + bi$.

When the choice of $k, \ell$ is not clear, we will use $h_{m, n}(x, y)$. In general, we will assume that $x + yi \in K_{k, \ell}$, but in at least one case, we will not make this assumption.

Equation (2-3) will be the primary tool we use to calculate the Taylor series for $h$ at appropriate points.

Finally, we conclude this section with a discussion of the Perron-Frobenius operator. This operator $P$ is defined in this case by

$$\int_{A} Pf(z) d\lambda(z) = \int_{T^{-1}A} f(z) d\lambda(z), \quad {\text{for all measurable } A \subset K.}$$

If $f = h$, where $h$ is the density of the measure $\mu$, then clearly $Pf = f$. On the other hand, if $Pf = f$, then by the above equation, the measure $\mu_f$ given by $\mu_f(A) = \int_A f d\lambda$ is $T$-invariant. By the ergodic decomposition theorem, we know that $\mu_f$ can be, loosely speaking, written as a linear combination of ergodic measures. We also know that any two ergodic measures are mutually singular—that is, the support of one ergodic measure is of measure zero with respect to any other ergodic measure—so since we already know that $\mu$ is ergodic and has $K$ as its support, the support of any ergodic measure must have zero Lebesgue measure. Since $\mu_f$ is continuous with respect to Lebesgue, it must therefore be a constant times $\mu$, and so, up to a constant, $f$ is equal to $h$ almost everywhere.
Moreover, it can be shown that
\[ Pf(z) = \sum_{z' \in T^{-1}z} \frac{f(z')}{|T'(z')|}, \]
where here the denominator represents the Jacobian of \( T \) seen here as two-dimensional real-valued map. This gives us a functional equation for the invariant density \( h \), which could also be used to calculate it. In particular,
\[ h(z) = \sum_{(a+z)^{-1} \in T^{-1}z} \frac{1}{|a+z|^4} h\left( \frac{1}{a+z} \right), z \in K. \]

### 3. Admissible strings of digits

In Figure 3(a), we see the region \( K \). When we try to calculate \( z_1 \), the first thing we must do is invert, that, apply the map \( z \mapsto 1/z \). This map applied to the region \( K \) gives Figure 3(b). We have divided the map up into tiles centered around each Gaussian integer, each of which corresponds to a unique possibility of \( a_1 \), with the correspondence being the obvious one: each tile corresponds to the Gaussian integer it is centered at. If there is any intersection between the tile and the inversion of \( K \), we know that that digit is a possibility for \( a_1 \). In particular, \( a_1 \) can be any element of the set
\[ G = \mathbb{Z}[i] \setminus \{0, 1, -1, i, -i\}. \]

This picture is extremely important. Although \( z = z_0 \) could be anything in \( K \), this is not true of \( z_1 \). The possible values of \( z_1 \) are dependent on \( a_1 \). For example, if \( a_1 = 2 \) (which is possible because in Figure 3(b) we see that the shaded region intersects the tile centered at 2) then we cannot have that \( z_1 = 1/2 \), because when we shift this tile back to be centered at the origin the point \(-1/2\) is not included in the shaded region.

Extending this analysis slightly, if \( a_1 = 2 \), then \( z_1 \) cannot satisfy \(|z_1 + 1| < 1\), and then, by inverting the corresponding circle, we see that \( \Re(1/z_1) \geq -1/2 \),
are obtained by taking unions of the various
subregions around the origin. We note that these subregions
are the only 13 that will ever appear or need to be
analyzed. This happens due to a miraculous
property: the inversion of the arcs that make up
the borders of the \(K_{k,l}\) regions, when taken mod 1,
map back onto the exact same arcs again.

However, even though the possible regions \(z_i\)
can exist in depend on \(a_1\), they are not extremely
complicated. There are 13 possible regions: the full
region, and 12 subregions. The 12 subregions can
be broken down further into three examples, with
the remaining nine obtained by rotating these
around the origin by \(\pi/2\), \(\pi\), or \(3\pi/2\). The three initial
subregions are given in Figure 4(c), (e), and (g).
We also see in Figure 4(a) a rotation of Figure 4(c)
around the origin. We note that these subregions
are obtained by taking unions of the various \(K_{k,l}\)
regions defined in (2–2), up to a finite measure set
along their boundaries.

Now, in order to figure out the possibilities for \(a_2\)
(depending on \(a_1\), of course), we must take each of
these 13 regions and invert them as well, as seen in
Figure 4(b), (d), (f), and (h). (Note that rotating a
given subregion by an amount will rotate its inverse
by the same amount in the opposite direction.) It is
immediately clear that all the subregions that result
after this second iteration are the same as those that
resulted after the first iteration. Thus these 13 regions
are the only 13 that will ever appear or need to be
analyzed. This happens due to a miraculous

\[
\begin{align*}
\text{Table 1. Admissible digit successors.} & \\
\text{Value of } a_1 & \text{ } & \text{region} & \text{Possible values of } a_{i+1} \\
2, (2 + i)' & \text{Figure 4(a)} & \{x + yi \in G : x \geq 0\} \\
2i, (1 + 2i)' & \text{Figure 4(c)} & \{x + yi \in G : y \leq 0\} \\
1 + i & \text{Figure 4(e)} & \{x + yi \in G : x \geq 0, y \leq 0\} \\
2 + i, 1 + 2i, or (2 + 2i)' & \text{Figure 4(g)} & \mathbb{G} \setminus \{-1 + i, -1 + 2i, -2 + i, -2 + 2i\} \\
& & \cup \{-1 + 2i', -2 + i', -2 + 2i'\}
\end{align*}
\]

and thus we cannot have any digit \(a_2\) for which the
real part is negative. This corresponds to part of the
first line in Table 1.

In particular, the boundary of \(K\) is composed of
groups of four lines \(\Re(z) = \pm 1/2\) and \(\Im(z) = \pm 1/2\). These lines, when inverted become the four
circles \(|z + 1| = 1\) and \(|z + \pm i| = 1\). When reduced modulus 1, these become the arcs of the circles \(|z + x| = 1\)
for \(x \in \{\pm 1, \pm i, \pm 1 \pm i\}\). The circles \(|z + x| = 1\) for \(x \in \{\pm 1, \pm i\}\) when inverted go back to the lines
\(\Re(z) = \pm 1/2\) or \(\Im(z) = \pm 1/2\). The circles \(|z + x| = 1\)
for \(x \in \{\pm 1 \pm i\}\) when inverted are all mapped back
onto themselves. This is easily checked by confirming
that both they and their inversions must intersect the
unit circle at the origin twice (at two of the points
\(\pm 1, \pm i\)); and if we check a third point, say the point
\(1 + 2i\) on the circle \(|z-(1+i)| = 1\), then when inverted this becomes the point \(0.2 - 0.4i\) which lies on the
circle \(|z-(1-i)| = 1\). Thus we will only ever see
segments of the four lines \(\Re(z) = \pm 1/2, \Im(z) = \pm 1/2\)
and arcs of the eight circles \(|z + x| = 1\)
for \(x \in \{\pm 1, \pm i, \pm 1 \pm i\}\).

We may now consider these pictures in the following way: if \(z_{i-1}\) belongs to the subregion on the left in
Figure 4 then the allowable digits \(a_i\) are the digits cor-
responding to tiles which intersect the region on the
right of the same figure. Moreover, the possible region

\[
\begin{align*}
\text{(A) The region } K & \\
\text{(B) The region } K \text{ inverted}
\end{align*}
\]
Figure 4. A selection of other subregions and their inversions.
for $z_i$ (given a particular region for $z_{i-1}$ and choice of $a_i$) is the corresponding tile shifted back to be centered at the origin.

It is clear from a visual inspection that for most $a_i$ in $G$, the corresponding region for $z_i$ is always the same. For example, in every case where the digit $a_i = 2$ is allowable, the resulting possible region for $z_i$ is Figure 4(a).

We see that the only cases where $a_i$ can have multiple corresponding regions for $z_i$ are when $a_i = \pm 2 \pm i, \pm 1 \pm 2i, \pm 2 \pm 2i$, and in each case there are only two possibilities for the corresponding region for $z_i$. We therefore will add to our collection of possible digits a selection of “marked” digits. For each of these 12 digits, for example $2 + i$, we will also include the marked digit $(2 + i)^2$. One should consider these marked digits in a similar way as one considers colored partitions. Both $2 + i$ and $(2 + i)^2$ have the same numerical value for computing the CF but exist to help separate the two possible regions for the next $z_i$.

In particular, we will let the unmarked digit, such as $2 + i$, be such that if $a_i = 2 + i$, then the allowable region for $z_i$ is the same one that would appear had the allowable region for $z_{i-1}$ been Figure 3(b), in this case, the region would be given by that of Figure 4(g). For the marked digit, such as $(2 + i)^2$, we obtain the other allowable region for the next $z_i$; in the example of $a_i = (2 + i)^2$, the allowable region for $z_i$ will be Figure 4(a), which appears as a result of the allowable region for $z_{i-1}$ being the appropriate rotation of Figure 4(h).

We let $G' = G \cup \{(\pm 2 \pm i)^2, (\pm 1 \pm 2i)^2, (\pm 2 \pm 2i)^2\}$. With the definitions of the marked digits, we see that each $a_i \in G'$ corresponds to a uniquely defined allowable region for $z_i$ and thus to a uniquely defined set of possible $a_{i+1}$’s. We can thus describe all allowable strings of digits in the Hurwitz CF expansion by a simple one-step process: that is, the only thing that is needed to understand whether a digit can occur in a given position is to know what the previous digit was. This is the content of Theorem 1.2.

As such, we have the table given in Table 1. We obtain the necessarily relations for the remaining digits in the following way: if we take the negative and/or conjugate on the left-hand column, we also take negatives and/or conjugates in the right-hand column. For all remaining possible values of $a_i$, the corresponding region for $z_i$ is given by Figure 3(a) and the possible values of $a_{i+1}$ are everything in $G$.

To create an allowable string for the Hurwitz expansion, one follows the above rules and then, erases any marks from marked digits.

4. Our method

We will now detail the program we used to achieve our calculations.

Let us emphasize to begin with that our method is really based on the following two-step process. First, we generate an array of Boolean “pixels” that represent a rough plot of the points contained in a given $V_{k,\ell}$. (We will throughout this section consider $V_{1,1}$ for simplicity.) Second, to approximate the Taylor series of $h(z)$, we approximate the integral in (2–3) by a sum over the points in our array of pixels. Again, for simplicity, we will approximate the Taylor series at the point $-5-5i$. In other words, we are calculating $h_{m,n} = h_{m,n}^{1/2}(-5, -5)$.

The choice of $-5-5i$ was initially chosen since it was a rational point in $V_{1,1}$ with small denominator (a “simple” point in some sense), but as it turned out, it was a very good choice to make and greatly simplified the resulting calculations, see Conjecture 5.1.

Let us expand this and work through our method in more thorough detail.

Step 1: Initialization

First, we need a point whose orbit we believe to be dense. We will use the point $(z_0, w_0) = ((\log 4 - 1) + (\log 7 - 2)i, 0)$, which was also used by Hensley in some of his calculations available on his website.

We will choose a positive integer $k$ (not related to the $k$ in $K_{k,\ell}$) that will help represent the degree of approximation we achieve. We will then let $Q = 2^k$. Then let $PixelArray$ denote a $2Q \times 2Q$ array of Boolean values all set to false to begin with.

Each point in the array is meant to correspond to a small square in the complex plane. In particular, the $(i, j)$ value is meant to correspond to the square of side-length $1/Q$ centered at

$$\frac{i + j}{Q} \cdot \left(1 + \frac{1}{2Q}\right).$$

In particular, $(i, j)$ corresponds to the square

$$\left[\frac{i-1}{Q} - 1, \frac{i}{Q} - 1\right] \times \left[\frac{j-1}{Q} - 1, \frac{j}{Q} - 1\right]$$

considered by treating $\mathbb{C}$ as $\mathbb{R}^2$ in the usual way. Note that these squares are all disjoint except for their borders and that their union is the entire square centered at the origin with side-length 2. In the next step, we will attempt to flip the value at $(i, j)$ from false to true if this square intersects $V_{1,1}$, so if we represented true values of $(i, j)$ as a filled-in black square and false faluse of $(i, j)$ as a filled-in white square, we would essentially have a rough pixel depiction of $V_{1,1}$, hence the name.
functions: We will ultimately sum PixelArray as a compiled function. In particular these derivatives recalculate every time we wanted to call the function. To demonstrate this, here are some of the \( H_{m,n}(a,b) \) functions:

\[
H_{0,0}(a,b) = \frac{1}{(1-a+a^2/2+b+b^2/2)^2}
\]

\[
H_{0,1}(a,b) = \frac{2(-a^2-2b-b^2)}{(1-a+a^2/2+b+b^2/2)^3}
\]

\[
H_{0,2}(a,b) = \frac{2(-a^2+a^4+5a^2b+5b^2+ab^2+2a^2b^2+5b^4+b^6)}{(1-a+a^2/2+b+b^2/2)^4}
\]

and so on.

Finally, since we performed our calculations in Mathematica, we found it beneficial to precalculate the function

\[
H_{m,n}(a,b) = \frac{1}{(ax-by+1)^2 + (ay+bx)^2} \bigg|_{x=y=-.5}
\]

as a compiled function. In particular these derivatives quickly would become computationally intensive to recalculate every time we wanted to call the function. To demonstrate this, here are some of the \( H_{m,n}(a,b) \) functions:

\[
H_{0,0}(a,b) = \frac{1}{(1-a+a^2/2+b+b^2/2)^2}
\]

\[
H_{0,1}(a,b) = \frac{2(-a^2-2b-b^2)}{(1-a+a^2/2+b+b^2/2)^3}
\]

\[
H_{0,2}(a,b) = \frac{2(-a^2+a^4+5a^2b+5b^2+ab^2+2a^2b^2+5b^4+b^6)}{(1-a+a^2/2+b+b^2/2)^4}
\]

and so on.

In fact, to save on time, we generated a matrix \( \mathcal{H}(a,b) = (H_{m,n}(a,b))_{m,n=1}^{2} \) for some choice of \( L \).

For studying \( V_{1,1} \) around \(-.5-.5i\), we could use the natural symmetries of \( V_{1,1} \) to only calculate the lower-triangular matrix of \( \mathcal{H}(a,b) \) instead of the full matrix. We will ultimately sum \( H_{m,n} \) over values of \( (a,b) \) corresponding to the center of true pixels in PixelArray. Since \( V_{1,1} \) is symmetric around \( a=-b \) (seeing \( w=a+bi \)), we could replace \( a \) with \(-b\) (and vice-versa), in the sum. However, if in (3–1) we replace \( a \) with \(-b\) and \( x \) with \( y \), the value of the function is unchanged. Again, replacing \( a \) with \(-b\) has no effect once we have completed the sum and replacing \( x \) with \( y \) has the effect of swapping \( m \) and \( n \), hence why we could, if we desired, look only over the lower-triangular matrix.

This behavior is expected. Recall that \( \mu(iA) = \mu(\bar{A}) = \mu(A) \) by Theorem 2.1. As a consequence \( K_{1,1} \) is symmetric along the line \( x=y \), and since \(-.5-.5i\) is on this line, we have that \( h_{m,n} = h_{n,m} \).

Note that \( V_{2,1} \) is symmetric over \( a=-b \) as well, but \( V_{3,1} \) is instead symmetric over \( b=0 \). See Figure 2.

**Step 2: Populating the pixel array**

We will illustrate the simple method to do this in this section, and later on will give a more complex (but in some cases, time-saving) method later on.

Let \((z,w) = (z_0,w_0)\). Perform the following operation \( 100 \times Q^2 \) times: Let \((z,w) := T(z,w) \) in the usual assignment sense, and then if \( z \in K_{1,1} \), let the \((i,j)\) coordinate of PixelArray be true, where

\[
i = [\Re(w)Q + 1] \quad \text{and} \quad j = [\Im(w)Q + 1]
\]

In particular, \( w \) will belong to the square that corresponds to the coordinates \((i,j)\).

We note that \( 100 \times Q^2 \) here is somewhat arbitrary. It was merely a value we used that seemed to fill the array rather well.

**Step 3: (Optional) Fill the holes in the array**

(This step is entirely optional and if not used may just be skipped over completely.)

As was shown in [Ei et al. 19], the region \( V_{1,1} \) is simply connected and should not contain any “holes.” However, our pixel array, as it is generated in an ad hoc and somewhat probabilistic fashion, might contain holes, by which we mean pixels \((i,j)\) that are false despite the entire corresponding square belonging to \( V_{1,1} \).

There are a number of methods one could employ to fill these holes. We illustrate a few here.

1. The simplest method would be to make use of the natural symmetry inherent in \( V_{1,1} \). In particular, it is symmetric around the line \( a=-b \). Thus, one could create a new array of pixels where \((i,j)\) is true if and only if either \((i,j)\) or \((2Q+1-j,2Q+1-i)\) is true in the original array of pixels.
2. One could alternately tweak the original array of pixels by making \((i,j)\) be true if its neighbors,
(i + 1, j), (i − 1, j), (i, j + 1), and (i, j − 1), are all true.

3. By far the most effective but also most time- and memory-intensive method is to use a flood-fill algorithm.

In particular, one creates a new $2Q \times 2Q$ pixel array, let us call it NewPixelArray, that is false in every coordinate. Then one turns the (1, 1) coordinate of NewPixelArray true and performs a flood-fill algorithm: we look above, below, to the left and right of every pixel in NewPixelArray that we have turned true and also turn those true unless the corresponding pixel in PixelArray is true. When completed, this will give us essentially a photo-negative of the desired array. We can then let PixelArray be NewPixelArray after applying negation in every coordinate.

Our preferred method was to mix the flood-fill algorithm with facts about symmetry. Flood-fill algorithms are inherently memory-intensive, so we implemented the following three optimizations; we first used a scanline variant which saves considerably on memory, we made use of the symmetry of $V_{1,1}$ to realize that we only needed to calculate NewPixelArray for $1 \leq 2Q + 1 − j$ (i.e., the lower-triangular portion), and then we made use of the symmetry a second time to compare (i, j) of NewPixelArray to both (i, j) and $(2Q + 1 − j, 2Q + 1 − i)$ of PixelArray, choosing to turn (i, j) true in NewPixelArray unless either of the pixels in PixelArray is true.

Finally, we note that regardless of which process we use, we might accidentally fill in holes that we were not supposed to, due to the fractal nature of the boundary; however, in various experiments we felt that the benefit from doing this outweighed the downsides.

**Step 4: Approximate the invariant measure**

Now, we wish to approximate

$$h_{m,n} = \frac{\partial^{m+n}}{\partial^m \partial^n}h(x, y) \bigg|_{x = y = - \frac{1}{2}}.$$

We will do this quite simply, by taking smoothed sum over $\mathcal{H}(a, b)$ over $(a, b)$ corresponding to the centers of true pixels $(i, j)$. In particular, we approximate it by

$$\sum_{(i, j) \in \text{PixelArray}} \frac{F(i, j)}{Q^2} \cdot h_{m,n}(a_i, b_j), \quad (4-1)$$

where $a_i = \frac{i}{Q} - \frac{1}{2Q} - 1, \quad b_j = \frac{j}{Q} - \frac{1}{2Q} - 1,$

and $F_{ij}$ is the number of the pixels $(i + \alpha, j + \beta), \alpha, \beta \in \{-1, 0, 1\}$ that are true divided by 9. Loosely speaking, $F_{ij}$ can be seen as a generalization of the trapezoidal rule of numerical integration. It’s presence is not necessary for the method to work, but we found it promoted faster convergence.

To save time, we could replace $H_{m,n}$ in (4–1) with the matrix $\mathcal{H}$.

### 4.1. A variant on step 2

In step 2, as described above, even after running 100 × $Q^2$ iterations, we were often left with a large number of holes that needed to be filled, and even then the boundary was not as precise as we would like. This is for two reasons.

First, $z$ only visits $K_{1,1}$ a small portion of the time, and hence the information from lots of iterates is not being used. Mathematica calculations suggest that $\mu(K_{1,1}) = 0.066$, so that $z$ visits $K_{1,1}$ roughly 1/15 of the time.

Second, we spend a long time filling in the middle of $V_{1,1}$ when this information is completely ignored when we use the flood-fill algorithm.

We can mitigate both of these problems using a slightly different method. Let $V_{1,1}^{-1}$ denote the set of points $1/w$ for $w \in V_{1,1}$. We know that $\tilde{T}(z, w) = (Tz, 1/(w + z))$ for some integer $z \in \mathbb{Z}[i]$ depending only on $z$. So let us abuse notation for a moment. If $z \in K_{k, \ell}$, then $\tilde{T}(z, V_{k, \ell}) = (Tz, 1/(V_{k, \ell} + z))$. So if $Tz \in K_{1,1}$, then $(V_{k, \ell} + z)^{-1} \subset V_{1,1}$. In particular, this tells us that $V_{1,1}^{-1}$ is a union of translates of the $V_{k, \ell}$’s.

In fact, from [Ei et al. 19], it can be shown that this is a disjoint union, and the boundary of $V_{1,1}^{-1}$ intersects finitely many of these translates. This can be seen directly in Figure 5.
So what we do is, like in step 2 above, perform the assignment $(z, w) := T(z, w)$ a large number of times (we found $3 \times Q^2$ was sufficient), and now at every iteration, we calculate the $k, \ell$ such that $z \in K_{k, \ell}$, find all the $\alpha$'s such that the translate $V_{k, \ell} \alpha$ is a part of the boundary of $V_{-1,1}$, and then turn each of the $(i, j)$'s in PixelArray true that correspond to the points $1/(w + x)$ for each of these $\alpha$'s. The values of the $\alpha$'s for each $k$ and $\ell$ can be precalculated to speed up this process: this can be accomplished by using the admissible digits sequences studied previously, although for practical purposes, they can be read directly from pictures such as Figure 5. A table of the corresponding $\alpha$'s for $V_{1,1}$ can be seen in Table 2.

For example, by examining Figure 5, we can see that if $z \in K_{1,1}$, then since the only copy of $V_{1,1}$ that appears in this image has been translated by $-1 + 2i$, we have that $(z - 1 + 2i)^{-1} \in V_{1,1}$. If $z \in K_{2,1}$, then since the copies of $V_{2,1}$ that appear in this image have been translated by $-2 + i, -2 + 2i$, and $-1 + 3i$, we have that $(z - 2 + i)^{-1}, (z - 2 + 2i)^{-1}, (z - 1 + 3i)^{-1} \in V_{1,1}$. And so on.

We can even optimize this further, since we know that $w \in V_{k, \ell}$ for a given $k, \ell$, then $(-i)^j w \in \cdot V_{k, \ell + j \text{ mod } 4}$ for $j = 1, 2, 3$.

## 5. Results

We performed several iterations of the methods listed above. We ran calculations from $k = 7$ up to $k = 13$. In our implementation, for $V_{1,1}$ centered at $x + yi = -5 - .5i$, we were able to calculate approximations to $h_{m,n} = h^{1,1}_{m,n}(-.5, -.5)$ for $0 \leq m, n \leq 8$ with $k = 7$ in three seconds and using 7.5 megabytes of memory. The same calculations run for $k = 13$ took 10840 seconds, around three and a half hours, and just over 22 gigabytes of memory. Increasing $k$ by 1 typically increased both the memory required and the running time by a factor of a little more than 4.

Clearly, the biggest obstacle to extending these results further is the amount of fast memory used and the primary contributor to the memory used is the flood-fill algorithm. More precise calculations will likely require slower but less memory-intensive methods, likely dropping any form of filling algorithm and running more iterations in Step 1 of the procedure instead.

Table 3 shows the $h_{m,n} = h^{1,1}_{m,n}(-.5, -.5)$ values we calculated for $k$ ranging from $k = 7$ to $k = 13$. What we note from these is that they show a very regular convergence that appears to be exponential in $k$—that is, that the behavior of the approximation to $h_{m,n}$ in $k$ is like $a + b \cdot c^k$ for appropriate variables $a, b, c$ with $|c| < 1$. The value of $a$ that we calculate should be a better approximation to the true value of $h_{m,n}$. We used a least-squares approximation (via Mathematica’s FindFit function) to estimate these $a, b, c$ and compiled the results in Table 4. In Table 4, we only calculate $a, b, c$ for those $h_{m,n}$ where $m, n$ are both even, because the others did not display very good behavior for the methods used by FindFit to converge.

In fact, by examining Table 3 more closely, we see that $h_{m,n}$ is very, very small whenever $m$ or $n$ is odd. This leads us to the following conjecture.

**Conjecture 5.1.** We have $h^{1,1}_{m,n}(-.5, -.5) = 0$ whenever $m$ or $n$ is odd.

First, we emphasize that this conjecture is not a simple consequence of the symmetries of $K_{1,1}$ and $V_{1,1}$. Recall (2–3):

$$h_{m,n} = h^{1,1}_{m,n}(-.5, -.5) = \int_{a + ib \in Y_{1,1}} \frac{1}{\partial x \partial y \left[(ax - by + 1)^2 + (ay + bx)^2\right]_k} d\mathbf{x}.$$  

The set $V_{1,1}$ is symmetric under the transformation $a \mapsto -b, b \mapsto -a$, so if the integrand at odd $m$ or $n$ is negated by this same transformation, we should get that $h_{m,n} = 0$. However, if we examine the derivative inside this equation with this equation, say, $m = 1, n = 0$, then we get

| $k$ | 9 | 10 | 11 | 12 | 13 |
|-----|---|----|----|----|----|
| $h_{0,0}$ | 0.73038 | 0.72341 | 0.71963 | 0.71732 | 0.71608 |
| $h_{0,1}$ | -0.00695 | -0.00376 | -0.00222 | -0.00120 | -0.00071 |
| $h_{0,2}$ | 0.35565 | 0.34916 | 0.34562 | 0.34346 | 0.34231 |
| $h_{0,3}$ | -0.00413 | -0.00223 | -0.00133 | -0.00071 | -0.00043 |
| $h_{0,4}$ | 0.00909 | 0.00503 | 0.00897 | 0.008836 | 0.00793 |
| $h_{0,5}$ | -0.00136 | -0.00071 | -0.00043 | -0.00022 | -0.00014 |
| $h_{0,6}$ | 0.01969 | 0.01891 | 0.01851 | 0.01828 | 0.01816 |
| $h_{1,0}$ | -0.00037 | -0.00064 | -0.00045 | -0.00022 | -0.00016 |
| $h_{1,1}$ | -0.00757 | -0.00418 | -0.00237 | -0.00133 | -0.00075 |
| $h_{1,2}$ | -0.00023 | -0.00042 | -0.00032 | -0.00015 | -0.00011 |
| $h_{1,3}$ | -0.00283 | -0.00144 | -0.00077 | -0.00042 | -0.00024 |
| $h_{1,4}$ | 0.00019 | 0.00002 | 0.00002 | -0.00002 | -5.87870 $\times 10^{-6}$ |
| $h_{1,5}$ | 0.052742 | 0.51478 | 0.50756 | 0.50306 | 0.50069 |
| $h_{1,6}$ | -0.01021 | -0.00586 | -0.00339 | -0.00192 | -0.00110 |
| $h_{1,7}$ | 0.28537 | 0.27685 | 0.27201 | 0.26901 | 0.26744 |
| $h_{1,8}$ | -0.00277 | -0.00178 | -0.00109 | -0.00060 | -0.00036 |
| $h_{1,9}$ | -0.03116 | -0.03158 | -0.03175 | -0.03181 | -0.03184 |
| $h_{1,10}$ | -0.00131 | -0.00124 | -0.00098 | -0.00034 | -0.00027 |
| $h_{1,11}$ | -0.01263 | -0.00684 | -0.00383 | -0.00220 | -0.00123 |
| $h_{1,12}$ | -0.00071 | -0.00071 | -0.00057 | -0.00020 | -0.00016 |
| $h_{1,13}$ | -0.00371 | -0.00150 | -0.00070 | -0.00038 | -0.00017 |
| $h_{1,14}$ | 0.61713 | 0.59915 | 0.58883 | 0.58232 | 0.57890 |
| $h_{1,15}$ | -0.01276 | -0.00766 | -0.00451 | -0.00262 | -0.00153 |
| $h_{1,16}$ | 0.27634 | 0.26631 | 0.26067 | 0.25713 | 0.25527 |
| $h_{1,17}$ | -0.00289 | -0.00220 | -0.00171 | -0.00054 | -0.00039 |
| $h_{1,18}$ | -0.01594 | -0.00806 | -0.00441 | -0.00261 | -0.00146 |
| $h_{1,19}$ | 0.59129 | 0.57018 | 0.55883 | 0.55159 | 0.54765 |
Table 4. Approximations to $h^{1,1}_{m,n}(-.5, -.5)$ as in Table 3 of the form $a + b \cdot c$.

| $h_{m,n}$ | $a$     | $b$     | $c$     |
|-----------|---------|---------|---------|
| $h_{0,0}$ | 0.7149  | 2.6050  | 0.5633  |
| $h_{0,2}$ | 0.3411  | 2.4500  | 0.5641  |
| $h_{0,4}$ | 0.0875  | 1.1610  | 0.5510  |
| $h_{0,6}$ | 0.0180  | 0.4290  | 0.5380  |
| $h_{0,8}$ | 0.0075  | 0.1423  | 0.5505  |
| $h_{2,2}$ | 0.4974  | 3.8590  | 0.5825  |
| $h_{4,4}$ | 0.2652  | 2.7210  | 0.5793  |
| $h_{6,6}$ | -0.0321 | 5.5710  | 0.3877  |
| $h_{8,8}$ | -0.0409 | -0.1466 | 0.6040  |
| $h_{8,8}$ | 0.5754  | 4.8780  | 0.5864  |
| $h_{6,6}$ | 0.2532  | 3.0290  | 0.5798  |
| $h_{8,8}$ | -0.1003 | 0.1056  | 0.5410  |
| $h_{6,8}$ | 0.5484  | 5.7890  | 0.5695  |
| $h_{2,8}$ | 0.2085  | 3.1280  | 0.5679  |
| $h_{8,8}$ | 0.4762  | 6.8400  | 0.5399  |

Table 5. Approximations to $h_k(T)$ using $z_0 = (\log 4 - 1) + (\log 7 - 2)i$.

| $N$     | Approximation to $h_k(T)$ |
|---------|---------------------------|
| 100     | 4.45151                  |
| 1000    | 4.38855                  |
| 10000   | 4.36614                  |
| 100000  | 4.37514                  |
| 1000000 | 4.37273                  |
| 10000000| 4.37200                  |

$$
\frac{\partial}{\partial x} \left( \frac{1}{(ax-by+1)^2+(ay+bx)^2} \right) \bigg|_{x+y=\text{-.5-.5i}} = \frac{-4a+2(a^2+b^2)}{(1-a+a^2/2+b+b^2/2)^3},
$$

and this is not negated by the transformation.

However, we can still give a heuristic explanation for why Conjecture 5.1 is true. Consider the functional equation that we know the invariant density must obey:

$$
h(z) = \sum_{(x+z)^{-1} \in T^{-1}z} \frac{1}{|x+z|^4} h \left( \frac{1}{x+z} \right), z \in K. \quad (5-1)
$$

If $z$ is treated as $x + yi$, then by taking appropriate real derivatives with respect to $x$ and $y$, we can use this to derive functional equations that should be satisfied by the various derivatives of $h(z)$. However, the more interesting aspect is the sum. The sum is over $(x+z)^{-1} \in T^{-1}z$. All of the $x$’s must belong to $\mathbb{Z}[i]$. Thus, if we let $z = -.5-.5i$, then $z + \mathbb{Z}[i]$ is a lattice of points that is symmetric with respect to $180$ degree rotation around the origin. As a consequence the possible values for $(x + z)^{-1} \in K$ will also be symmetric with respect to $180$ degree rotation around the origin.

In particular, the right-hand side of $(5-1)$ can be decomposed into pairs like

$$
\frac{1}{|x+z|^4} h \left( \frac{1}{x+z} \right) + \frac{1}{|-(x+z)|^4} h \left( -\frac{1}{x+z} \right).
$$

We know that $h(z) = h(-z)$, because the invariant measure satisfies $\mu(A) = \mu(iA)$ and thus $\mu(A) = \mu(-A)$ by Theorem 2.1, so we expect odd derivatives of the above pair-sum to disappear. This holds perfectly well on all points $(a + z)^{-1}$ which are interior to one of the regions $K_{k,l}$, since here $h$ is analytic; however, it is not clear how to make this process work for those $(x + z)^{-1}$ which lie on the boundary between regions, since $h$ is no longer analytic at these points. Moreover as $z = -.5-.5i$ lies on the boundary of $K$, such $(x + z)^{-1}$ lying on the boundary between regions will exist. Thus, we can only describe this idea heuristically.

This heuristic cannot tell us the whole story. $\mathbb{Z}[i] = \mathbb{Z}[i] = \mathbb{Z}[j]$ is not the only lattice that is symmetric with respect to $180$ degree rotation around the origin. $\mathbb{Z}[i]$ itself is symmetric in this way. So we would expect to see a similar cancelation in the odd derivatives of $h_{m,n}$ when starting our calculations from $z = 0$ instead of $z = -0.5-0.5i$.

However, in calculations available on our GitHub page, we calculated $h^{1,1}_{m,n}(0, 0)$, since $0$ is on the boundary of $K_{2,1}$, and yet the odd terms did not clearly tend towards zero. We also calculated $h^{1,1}_{2,1}(-.5, -.5)$, but again the odd terms are not clearly tending towards zero. We note that $-0.5-0.5i$ is not in or on the border of $K_{2,1}$, but due to the similarity of $V_{2,1}$ and $V_{1,1}$, we thought it would be an interesting point to test regardless.

However, when we examined $V_{3,1}$, we again noticed that the odd $x$-derivatives tended to zero when we centered at $z = -0.5$. As noted above, the natural symmetries of $V_{3,1}$ around the $y$-axis tell us that the $h$ should be even around this point in the $y$ direction, but our calculations also lead us to the following conjecture.

**Conjecture 5.2.** We have $h^{3,1}_{m,n}(-.5, 0) = 0$ whenever $m$ or $n$ is odd.

Heuristically we expect this to hold for the same reason as the previous conjecture.

6. Applications to entropy

We now wish to consider the Kolmogorov–Sinai entropy $h_k(T)$ of the system, also known as the measure-theoretic entropy. Rohlin’s formula says that

$$
h_k(T) = \int_K \log |T'z| d\mu(z),
$$

where the derivative is here seen as the Jacobian determinant. (For a proof that this formula holds, see Theorem 3.2.7 of [Robert 18].) Converting this to an integral over $x$ and $y$, we have
\[ h_\mu(T) = \int_{[-1/2,1/2]^2} \log \frac{1}{(x^2 + y^2)^2} |h(x, y)| dx dy = \int_{[-1/2,1/2]^2} -2h(x, y) \log (x^2 + y^2) dx dy. \]

Using the approximations we have for the Taylor series of the density \( h(x, y) \), such as those in the \( k = 13 \) column of Table 3, we get the following:

\[ h_\mu(T) \approx 4.3118. \]

However, this approximation appears to be reasonably far from the true answer. By taking some point \( z_0 \) whose orbit is believed to be equidistributed with respect to \( \mu \), we could approximate \( \int_K \log |T^i z| d\mu(z) \) by

\[ \frac{1}{N} \sum_{i=0}^{N-1} \log |T^i (T^i z_0)|. \]

When we ran such a calculation with \( z_0 = (\log 4 - 1) + (\log 7 - 2)i \) for various \( N \), as in Table 5, we got an approximation for \( h_\mu(T) \) closer to 4.37. Similar approximations occurred for other choices of \( z_0 \). One possible explanation for this discrepancy is that both \( \log |T^i z| \) and \( h(x, y) \) are concentrated around the origin, and yet we centered our Taylor expansions near the boundary of \( K \).
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