Correlation Filter of 2D Laser Scans For Indoor Environment

Kirill Krinkina, Anton Filatova,∗

aSaint Petersburg Electrotechnical University “LETI”, Saint Petersburg, Russia

Abstract
Modern laser SLAM (simultaneous localization and mapping) and structure from motion algorithms face the problem of processing redundant data. Even if a sensor does not move, it still continues to capture scans that should be processed. This paper presents the novel filter that allows dropping 2D scans that bring no new information to the system. Experiments on MIT and TUM datasets show that it is possible to drop more than half of the scans. Moreover the paper describes the formulas that enable filter adaptation to a particular robot with known speed and characteristics of lidar. In addition, the indoor corridor detector is introduced that also can be applied to any specific shape of a corridor and sensor.
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1. Introduction
Nowadays there are various application of lidars, laser scanners, rangefinders. Algorithms that use these sensors, such as SLAM, structure from motion and others, are highly demanded in modern robotics. Such sensors have a common disadvantage - they collect simultaneously too few and too much data. On the one hand there is too few data because it is impossible to smooth or approximate this data without significant loss of accuracy. At the same time there is too much data because it requires a lot of memory to store and process scans that appear every 30 milliseconds.

This paper presents an algorithm of filtering 2D laser scans in application to indoor SLAM algorithm. The development is relevant because modern laser scanners collect data more than 30 times per second. There is no need to capture laser scans so frequently unless such laser scanner is mounted on a car moving with 60 km/h. In this case the capturing environment might extremely change in 0.03 sec. On the contrary, if a robot moves in indoor environment and it has an average speed of about 0.5-1 m/s such amount of dense point clouds from laser rangefinder is excess.

The suggested algorithm is applicable to indoor environments. Moreover, it is useful in situation when a robot that processes lidar data has limited computational resources. In this case, even if the robot stays at one place, it should not process every successive scan and therefore it can save its resources. Also, if a robot moves slowly and smoothly, it is also possible to drop the scans that bring no new information.

The idea is based on storing several successive scans in a window and comparing each upcoming scan to the scans from this window. If that scan strongly correlates to every scan from the window - it should be
dropped. Experimental testing on MIT Stata Dataset \[1\] shows that it is possible to drop more than half of the scans for needs of SLAM algorithm without loss of accuracy.

Another important feature of this algorithm is that the process of filtering takes less calculation time than scan matching in SLAM. Otherwise, it would be redundant to use this filtering. Every SLAM algorithm has its own unique scan matcher and it was impossible to compete with every one of them so the reference value of scan matching complexity was set to $O(100 \times \text{points in scan})$ iterations. In average, a scan matcher that processes scans in real time should work with approximately this speed. The suggested filtering method works significantly faster than that and it is proved both mathematically and on experiments.

The limitations of the suggested algorithm are the following. The algorithm is assumed to be launched in indoor environment. The robot should be equipped with a lidar than captures laser scans more than 30 times per second. The scan capturing rate should be known. The robot should move no faster than on several centimeters per scan capturing. The average robot speed should be known. The robot can run any 2D SLAM algorithm, since the filtering process is inserted before SLAM activity.

The paper structure is as follows: the known approaches for scan filtration and calculation of scan correlation are described in section 2. The description of the suggested method and it’s modification for featureless corridors is presented in section 3. Experimental testing on a real data can be found in section 4.

2. Related work

The idea of filtering scans presented in this paper comes from the problem of reducing computation time for scan matching. The common problem is to reduce the amount of data that should be processed instead of iterating through every point of a laser scan. There are several well-known techniques for reducing dimension of a laser scan to decrease the time of scan analysis. On the one hand, it is possible to drop some parts of scans or even the whole scans if they for some reason bring no new information. On the other hand, a raw scan can be transformed into another more lightweight form that would be processed faster.

Authors of [2], [3], [4] suggest extracting feature points from laser scans. This technique significantly decreases the dimension of input data. So further features might be considered, for instance, in Kalman filter. The disadvantage of such method is that the process of feature detection might take valuable time. Also, descriptors of such features should be robust to rotation and shift which is hard to achieve.

Another technique for reducing dimension is construction of histogram of a scan. For instance it was presented in [5], [6]. In [6] this technique was used as a core feature of a scan matcher is SLAM algorithm. A histogram is more flexible than a set of features since it is easy to tune the size of a histogram, length of columns etc. However, it requires accuracy in these parameters or otherwise a histogram would not work.

After the dimension of input data is reduced it is required to detect whether a new piece of data is the same as the previous one or not. The easiest way appears to be a scan matching, as in [2] or [7]. But the focus of this paper is on avoiding redundant matching if it is possible. Even for little dimensions of data scan matching process might take unreasonably much time.

Another known idea is to calculate correlation of histograms as it is described in [5]. In this approach the histogram is considered as a random variable with statistical characteristics and therefore it is possible to apply classic approaches of Pearson, Kendall and others [8].

Authors of [9] present the approach that is based on the similar mathematical apparatus. However their focus is to classify lidar data using spatial correlations. The approach that is described in that paper can be successfully applied to detect featureless areas of a single laser scan. However the focus of the suggested algorithm is to decide if the whole scan should be processed or not.

Also, there exists a completely different approach to estimate laser scan closeness to one another. The idea is based on loop closure from graph-based SLAM algorithm. There are various well-known works in this area, such as [10], [11], [12]. However, these approaches usually require more computation time than they can save. And their improvement in general requires reducing dimension of input data as well.

To sum up, the problem of making filtering faster than scan matching leads to the idea that it is necessary to reduce the amount of input data. After that, it is necessary to find out if the upcoming scan is valuable or not. Trying to extract more details from the scan would inevitably increase the calculation time. By
details the specific parts of a scan or a shift between a current scan and a previous one are meant. If a scan is valuable, the filter should transfer an original scan to a core of a SLAM algorithm.

3. Correlation filter for 2D laser scans

The core idea of the suggested algorithm is to compare the current incoming laser scan to the previous one. If the latter is ‘similar’ than the current scan should not be processed. To avoid the noise in observations it is better to compare an incoming scan to several previous scans. Hence, a sliding window of scans appears that plays a role of reference for new incoming scans.

3.1. Laser scan representation

In general, a laser scan consists of several thousands points. The brute force calculation of scans correlation takes $O(n^2)$ operations, that is greater than a million. To decrease this dimension it is possible to extract feature points, as was described in section 2. However, this might still take enormous amount of time.

Hence, instead of using raw laser scan data for calculating correlation, it is suggested to create a histogram for each scan. There are several approaches for creating a histogram from a laser scan. One of them is based on a division by ranges, and another one - by angles.

For each scan, the highest and the lowest values of a range are known. Therefore, it is possible to divide this range dispersion in several intervals, and then calculate the number of points that fits each interval.

Two successive scans should not differ significantly, so the range histograms should be close to each another. In practice, if a robot does not rotate, the difference between two scans is insignificant and the values of each column of histogram varies in few units. If a robot rotates the difference is more considerable. However, it is possible to update the approach of range histogram. Instead of calculating the quantity of points in each column, it is possible to calculate the average range of column. Hence, two successive histograms become more diverse, allowing to avoid excess dropping of scans.

There is another approach to create a histogram that is opposite to a division by range. Every laser scan is captured in polar coordinates where an angle is the second degree of freedom in addition to a range. Thus, it is possible to divide every scan into several intervals of angles and calculate the average ranges in these intervals. It is impossible to calculate the number of ranges because it is the same for each interval. It is also possible to calculate dispersion instead of average value.

Both approaches for creating a histogram decrease the amount of calculations. Instead of processing thousand points of laser scan for further calculation of correlation, it is possible to process several dozens of columns in histograms. It is important to mention that a laser scan is not replaced with a histogram in SLAM algorithm. The histogram is created only to calculate the correlation of scans.

In addition, experiments show that histograms correlation in every window are calculated faster than a scan matcher finds the best position for a scan. Therefore it is possible to filter excess scans and gain extra time resources for other routines. The specific numbers are presented in section 4.

3.2. Criteria of correlation

The next step after the histograms of each scan have been created, is to calculate their correlation. Methods of mathematical statistics can be applied here, considering the histogram of a scan as a random variable with unknown distribution. Since every histogram from a window in general is similar to each other, it is possible to assume that the distribution is the same.

There are several known approaches to calculate correlation of random variables: Pearson correlation coefficient [13], Kendall coefficient [14] and Spearman coefficient [15]. Pearson coefficient is calculated to a pair of random variables $X$, $Y$ using the formula

$$P_{X,Y} = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y}$$

where $\text{cov}$ - is the covariance, $\sigma_X$ - is the standard deviation of $X$, $\sigma_Y$ - is the standard deviation of $Y$. 
If random variables are observed \( n \) times and \( x_i \) is the observation of variable \( X \) than the Pearson correlation coefficient is calculated with the following formula

\[
P_{X,Y} = \frac{n(\sum_{i=1}^{n} x_iy_i) - (\sum_{i=1}^{n} x_i)(\sum_{i=1}^{n} y_i)}{\sqrt{n \sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2} \sqrt{n \sum_{i=1}^{n} y_i^2 - (\sum_{i=1}^{n} y_i)^2}}
\]

(1)

The value of this coefficient is between -1 and 1. A value of +1 means total positive linear correlation, 0 means no linear correlation, and -1 means total negative linear correlation. This correlation is called linear because of the following interpretation. The value of the first variable is put in abscissa of a plot, the value of the second variable - in ordinate. If the points with resulting coordinates belong to one line with positive derivative, then their correlation is equal to 1. If the derivative is negative, then the Pearson coefficient is equal to -1. If there is no way to draw any line - then the coefficient is 0.

Kendall and Spearman coefficients are used to measure the ordinal association between two measured quantities. It is a measure of rank correlation: the similarity of the data orderings when ranked by each of the quantities. The Spearman coefficient is defined as the Pearson coefficient between the rank variables. In other words, if \( X \) and \( Y \) are random variables with ranks \( \text{rg}_X, \text{rg}_Y \) the correlation coefficient is calculated as

\[
P_{\text{rg}_X,\text{rg}_Y} = \frac{\text{cov}(\text{rg}_X,\text{rg}_Y)}{\sigma_{\text{rg}_X}\sigma_{\text{rg}_Y}}
\]

The calculation of Kendall coefficient is associated with the number of concordant pairs of random values. Let \((x_i, y_i)\) be a set of observations of random variables \( X \) and \( Y \). Pairs \((x_i, y_i)\) and \((x_j, y_j)\) where \( i < j \) are said to be concordant if either both \( x_i > x_j \) and \( y_i > y_j \) holds or both \( x_i < x_j \) and \( y_i < y_j \). Otherwise they are called discordant. The Kendall tau coefficient is defined as

\[
P_{X,Y} = \frac{\text{number of concordant pairs} - \text{number of discordant pairs}}{\binom{n}{2}}
\]

To sum up, there are three well known approaches to calculate correlation. The main disadvantage of Kendall coefficient is the algorithmic complexity. It requires calculating the rank of random variable and then calculating the number of concordant pairs. In the worst case this might take \( N \log(N) \) operations. Spearman coefficient is more lightweight, but it also requires ranking. Since the correlation is calculated for histograms of successive scans, it is a challenging problem to rank values in histograms in the correct way. This means that the histograms are, in general, similar, and it is necessary to capture every little fluctuation of values. Therefore, the rank function should be sensitive for these fluctuations and simultaneously be equitable.

Therefore, the Pearson correlation coefficient is the most suitable for the considered algorithm. Its complexity is \( O(n) \), it does not require ranking function, and it is sensitive enough to fluctuations of values in histograms.

3.3. Parameters and constants

At the moment, there are four places, where parameters adjustment are to be considered:

- amount of columns in histogram - and also amount of points in each column;
- size of a window;
- threshold of intra window correlation - how much a new upcoming scan should be correlated to each scan in window. It is indicated below by \( P_{\text{pair}} \);
- dropping correlation threshold - combined value of scan similarity to scans in a window (\( P_{\text{common}} \));
These four parameters influence the amount and nature of dropped scans. First of them is the amount of columns in histogram, that was described in 3.1. All considered histograms have a common feature: the more columns are contained in a histogram, the more details of each scan are processed. Consider lidar used in MIT dataset, that captures scans consisting of approximately 1000 points. Then the division of these points in 50 columns means that each group of points contains in average 20 points. The division in 10 columns brings the groups with 100 points in each.

To determine the influence of columns number on the quantity of information, that is possible to be received from histogram two border situations can be considered. First situation implies, that each point of scan is contained in a separate column. Therefore, the histogram consists of 1000 columns. Correlation between two such histograms is very sensitive to every point and even noise, but it can show the true similarity of laser scans. On the other hand all can be points in one column. In this case, all scans become similar, and there appears no way to distinguish one from another.

This example shows, that the larger amount of columns leads to the larger sensitivity of scan correlation to a minor difference of scans. Despite the intuitive opinion, that the higher sensitivity leads to the higher accuracy, in real data the high sensitivity might be, on the contrary, unpleasant. For instance, if a moving object appears in the area of laser scan view, it inevitably brings difference in two successive scans. Moreover every sensor brings noise in observations and sometimes this noise can be falsely interpreted for little distances as a difference between scans. Experiments results presented in section 4, show that 1000 points in laser scan, that are spread almost in the field of view of $3\pi/4$, should be grouped in 15 or 30 columns.

Another important constant is the size of the window, that contains previous laser scans. The score of a current scan is equal to the correlation value multiplication of each scan from this window to a current scan. By correlation value the Pearson correlation coefficient is assumed. It is obvious, that if a robot with a laser scanner moves quickly, then large amount of scans in the window brings little final correlation coefficient. That means, that the higher robot’s speed the lower number of scans in the window is appropriate.

Experimentally the formula appeared that links a windows size to an average speed of robot. Under the average speed here, the average distance in centimeters, that a robot passes between two scan captures, is assumed. This formula is heuristic and allows to link the property of scan capturing - speed - and the property of filter - amount of information, that should be in cache.

$$\text{window\_size} = \frac{27}{\text{avg\_speed}^2}$$  \hspace{1cm} (2)

In order to clarify the influence of a window size it is necessary to determine two parameters, that are strongly related to each other and to a window size. The first parameter is the threshold for Pearson correlation coefficient of each pair of scans, and the second parameter is the common correlation coefficient, that is equal to the multiplication of coefficients. Since the Pearson correlation coefficient is calculated for two successive scans, that are captured with a little time difference, it is obvious, that they are, in average, very strongly correlated. That is why a threshold for a pair of scans should be no lower than 0.95, or even better - 0.98. After calculating correlation coefficient of new scan to each scan in a window, it is necessary to combine all coefficients. The obvious and the well-known way to do that is to multiply them:

$$P_{\text{common}} = \prod_{i=1}^{\text{window\_size}} P_{\text{pair}} = (P_{\text{pair}})^{\text{window\_size}}$$  \hspace{1cm} (3)

This formula allows estimating the common threshold according to a chosen window size and a pair correlation coefficient. For instance, a threshold for a window containing 5 scans and pair correlation 0.98 is equal to $0.98^5 \approx 0.904$.

3.4. Corridor detector

The general concept of the filtering method is based on the idea, that similar scans might be dropped. To achieve that, a histogram is built for each scan, and the correspondence of these histograms is calculated. If a robot stays at one place, it is obvious that it captures the same scans, and all of them except one might
be dropped. But, if a robot moves, it is unlikely, that it receives the same scans. However, it is possible in featureless environments.

In case of indoor environment, the outstanding featureless environment is a corridor. When a robot moves through a corridor along the walls, there are only a few points that differ in successive scans. The example of such corridor scan can be found in fig 1. Obviously, corridors are the most challenging pieces of environment for scan matcher, and, therefore, scans of corridors should not be dropped at all. Otherwise, there is a probability to lose useful information.

For such scans, it is easy to expect, that their correlation is very close to 1 and they will inevitably be dropped. Therefore, it is required to detect corridor scans before filtering and not drop them. The suggested method is based on an assumption, that the corridor walls are straight and featureless. Hence, the ranges in a laser scan change monotonically. The easiest way to check this is to look through every point of a laser scan and to calculate the sign of range difference of the current point and the next one. It is clear, that it is necessary to consider such differences in every quarter of the field of view independently. The explanation of this fact is presented in fig 2.

If a robot is placed along the corridor, the difference between \( a_1 \) and \( b_1 \) should be positive. At the same time, the difference between \( a_2 \) and \( b_2 \) should be negative, despite all these four points are located in the same wall. Also, the difference between \( a_3 \) and \( b_3 \) should be positive, and the difference between \( a_4 \) and \( b_4 \) - negative. If a robot is placed perpendicularly to the corridor, these signs are inverted, but their relation stays the same.

The general algorithm of corridor detection is presented below:

If the resulting score is greater than a threshold, then the corridor is found. The threshold depends on

\[ \text{Corridor Score} = \left| \sum_{i=1}^{N} \left( R_i - R_{i+1} \right) \right| \]

where \( R_i \) is the range at point \( i \), and \( N \) is the number of points in the laser scan.

Fig. 1. Corridor scan. The robot position is indicated by a triangle. The dotted lines mean the lasers of lidar

Fig. 2. Diagram showing the sign of range difference for different positions of the robot relative to the corridor.
a restrictions of a concept of ‘corridor’. If a corridor is a completely featureless pair of infinite plain walls, then this threshold might be close to 1. If a wall of a corridor might contain roughness, or something might appear in the middle of a corridor, then this threshold should be decreased. Experiments on a real data show, that the threshold equal to 0.5 makes it possible to detect corridors without false negative errors. There might appear false positive detections of a corridor, but in MIT dataset they were lower than 0.1% of such detections in each sequence.

The last but not least thing to discuss is the point next in the algorithm above. The obvious way is to take the truly next point to the current one. Nevertheless, this choice fails if the ranges of successive points are close to each other and differ no greater than the error of a laser scanner. A problem appears of detecting the minimal angle between laser beams hitting one wall. The laser beams contracting this angle should just have the ranges, that are not sensitive to a laser scan error. Fig 3 presents the geometrical illustration of this task.

Fig 3 presents two laser beams with ranges $x$ and $y$. The angle $\alpha$ is unknown, but it should be enough

```
score ← 0
for all point ∈ laser_scan do
    if point ∈ quarter1 or quarter3 then
        score ← score + sign(point − point_next)
    else
        score ← score − sign(point − point_next)
    end if
end for
score ← score/sizeof(laser_scan)
```
to distinguish $x$ and $y$ including their error. The errors are named $\Delta x$ and $\Delta y$, but in general they should be equal. If $\alpha$ is high enough, then the angle between $x + \Delta x$ and $y - \Delta y$ is positive as it is presented in fig 3a. Decreasing $\alpha$ leads to decreasing the angle between beams with errors up to the border case presented in fig 3b. In these figures $r$ - is a distance from scanner to the corridor; $\gamma$ - an angle between current beam and the edge of a quarter. As fig 3b shows, the border case means that

$$x + \Delta x = y - \Delta y$$

or

$$y - x = 2\Delta$$

Expressing $x$ and $y$ with $k$, alpha and gamma, the expression can be drawn:

$$\frac{r}{\cos(\gamma + \alpha)} - \frac{r}{\cos(\gamma)} = 2\Delta$$

Hence,

$$\cos(\gamma + \alpha) = \frac{r \cos(\gamma)}{r + 2\Delta \cos(\gamma)}$$

The same expression might be considered for each quarter of a laser scan, and they will be the same except of the sign of fraction. Therefore, it can be assumed, that gamma varies from 0 to $\pi/2$, where the cosine function is monotonous. So, it is enough to consider gamma, that is equal to 0 and $\pi/2$, to find out the border value for alpha. Hence, the expression is obtained, showind that the closer scan point is to the perpendicular to the corridor, the stronger is the range sensitivity to scanner error.

$$\cos(\alpha) = \begin{cases} r(r + 2\Delta)^{-1}, & \text{if } \gamma = 0 \\ 0, & \text{if } \gamma = \pi/2 \end{cases}$$

To sum up, the point_next should be as far from current point as the following requirement is satisfied: $\cos(\alpha) = r(r + 2\Delta)^{-1}$, where $r$ - is the range to a wall of corridor, and $\Delta$ - is a possible noise of such observation. These parameters can be obtained from the characteristics of a particular lidar.
4. Evaluation

In order to test the scan filter, it was inserted in three SLAM algorithms: vinySLAM [16], Gmapping [17] and Google Cartographer [10]. The filter decides if the scan should be processed or dropped before it is passed to a scan matcher. Hence, if a scan should be processed, then the general processing time consists of both filtering time and scan matching time. That is why it is necessary to estimate the complexity of filtering process. The first part of this paragraph is focused on this problem. The second part presents the results of such filtering application on real datasets, such as MIT statal dataset and TUM dataset. It is necessary to estimate the percentage of scans, that might be dropped without loss of accuracy. These datasets were chosen, because they contain laser scan data and are provided with arbitrary ground truth.

It is important to mention that the effect of corridor detector cannot be measured quantitatively. It is only possible to say that without this algorithm almost every laser scan of a corridor is dropped, and this dramatically affects on the trajectory estimation. In other words, the robot gets lost in the corridors. When the filter is included the corridor scans are not dropped and the robot performs ordinary SLAM.

4.1. Filter algorithm complexity

The full process of filtering is presented in fig 4.

![Diagram of communication in suggested algorithm](image)

First, it is necessary to create a histogram by looking through every point of laser scan. This takes \( O(n) \) operations, where \( n \) - is the number of points. To be more specific, a histogram, that shows the average range for each angle interval, takes \( n \) multiplications, \( n \) additions and 1 division. Therefore, the process of histogram creation takes roughly \( 2n \) operations, without considering memory costs. The second step - the calculation of Pearson correlation according to the formula (1) - takes \( 5m \) additions and \( 3m \) multiplications, where \( m \) is the number of columns in histogram, which is usually more than ten times lower, than \( n \). Since Pearson correlation should be calculated for each scan in a window, it takes \( 8mk \) operations where \( k \) is the size of a window.

To sum up, a very rough estimation, that considers only the most important parts of the algorithm, says that there are about \( 2n + 8mk \) operations. In the real experiment \( n \) is about 1000, \( m \) is about 30-50 and \( k \) is 5-10. Using this estimation, it is possible to say, that filtering process takes the same time as several iterations through all points of laser scan. At the same time, the scan matching process in vinySLAM represents almost random walk, that takes about 100 iterations through all points of laser scan. So, a rough estimation of scan matching is \( 100n \) operations. These estimations are not accurate, but they demonstrate, that the time for filtering should be significantly lower, than the time for scan matching.

It is also necessary to measure the real difference between scan matching time and filtering time. The experiment was made using the sequence mit-2011-01-25-06-29-26 on Ubuntu 18.04, ROS melodic, Intel Core i5-8500@ 3GHz, 16 Gb RAM. The average scan processing time for this sequence is measured for considered algorithms. Firstly, the time was measured without filtering. The result can be found in figure5.

In this figure the average processing time of scan with filtering is also presented. The result shows that the mean scan processing time is decreased by more than 40%. The average scan processing time in vinySLAM algorithm is \( 12.9 \cdot 10^{-3} \) seconds, and the average filtering time for 30 columns in histogram and 5 elements in window is \( 5.9 \cdot 10^{-5} \) seconds.
4.2. Quantitative estimation of the filter

The same hardware environment was used to calculate the accuracy of SLAM algorithms with filtering on MIT and TUM datasets. These datasets were chosen, because they are provided with ground truth, which allows estimation of the accuracy quantitatively. The test case is as follows:

1. Run pure SLAM algorithm on the sequences of these datasets, and measure its RMSE from the ground truth.
2. Run SLAM algorithm with filtering and estimate the accuracy with some dropped scans from the data sequences.
3. Estimate the percentage of dropped scans.

The results on MIT dataset are presented in tables 1 and 2. It is clear, that the accuracy of every SLAM with filter is the same as the accuracy of this algorithm without filter. At the same time, more than half of the scans is dropped. It is important to mention, that parameters for the first 7 sequences differ from parameters for the last 3. They are grouped by the average speed of robot.

The average speed of robot in first group is 0.022 m/quantum. Quantum is a period of time between capturing scans. For this particular laser scanner, it is equal to 0.025 sec. According to a formula (2), the window size should be equal to 5. At the same time, the correlation coefficient for the pair of scans is 0.96, since the robot moves fast. Therefore, according to formula (3), $P_{\text{common}}$ is equal to 0.8. The value of $P_{\text{pair}}$ is heuristic and makes $P_{\text{common}}$ high enough. The last parameter to settle is the number of columns, which is also heuristic. It is strongly related to $P_{\text{pair}}$. It should be 30 to make the histogram sensitive to possible changes of environment. For the last sequences, the average speed of robot is close to 0.017 m/quantum. This speed is lower, and therefore, window size is equal to 9, $P_{\text{pair}} = 0.99$, $P_{\text{common}} = 0.9$, the number of columns is equal to 15.

The slight increase of ground truth quality on several sequences can be explained with statistical error, since all considered algorithms implement different variations of random walk in their scan matchers.
Table 1. RMSE values and percentage of dropped scans for vinySLAM and Gmapping on MIT dataset

| The sequence       | vinySLAM | vinySLAM filter | Gmapping | Gmapping filter | % dropped |
|--------------------|----------|-----------------|----------|-----------------|-----------|
| 2011-01-20-07-18-45| 0.062 ± 0.004 | 0.078 ± 0.004 | 0.216 ± 0.019 | 0.222 ± 0.021 | 59        |
| 2011-01-21-09-01-36| 0.080 ± 0.018 | 0.089 ± 0.013 | 0.228 ± 0.064 | 0.221 ± 0.069 | 56        |
| 2011-01-24-06-18-27| 0.096 ± 0.007 | 0.111 ± 0.013 | 0.232 ± 0.014 | 0.247 ± 0.041 | 59        |
| 2011-01-25-06-29-26| 0.094 ± 0.006 | 0.100 ± 0.002 | 0.204 ± 0.007 | 0.191 ± 0.013 | 63        |
| 2011-01-27-07-49-54| 0.170 ± 0.019 | 0.121 ± 0.006 | 0.299 ± 0.032 | 0.309 ± 0.022 | 52        |
| 2011-03-11-06-48-23| 0.534 ± 0.085 | 0.543 ± 0.034 | 0.574 ± 0.059 | 0.633 ± 0.046 | 58        |
| 2011-03-18-06-22-35| 0.090 ± 0.020 | 0.090 ± 0.003 | 0.167 ± 0.013 | 0.149 ± 0.028 | 52        |

Table 2. RMSE values and percentage of dropped scans for Google Cartographer on MIT dataset

| The sequence       | Google Cartographer | Google Cartographer filter | % dropped |
|--------------------|---------------------|----------------------------|-----------|
| 2011-01-20-07-18-45| 0.131 ± 0.058       | 0.139 ± 0.041             | 59        |
| 2011-01-21-09-01-36| 0.153 ± 0.072       | 0.163 ± 0.094             | 56        |
| 2011-01-24-06-18-27| 0.183 ± 0.015       | 0.181 ± 0.014             | 59        |
| 2011-01-25-06-29-26| 0.176 ± 0.010       | 0.179 ± 0.012             | 63        |
| 2011-01-27-07-49-54| 0.248 ± 0.014       | 0.251 ± 0.007             | 52        |
| 2011-03-11-06-48-23| 0.586 ± 0.174       | 0.642 ± 0.191             | 58        |
| 2011-03-18-06-22-35| 0.130 ± 0.025       | 0.119 ± 0.017             | 52        |
| 2011-04-06-07-04-17| 0.188 ± 0.011       | 0.185 ± 0.011             | 51        |
| 2011-01-19-07-49-38| 0.188 ± 0.004       | 0.189 ± 0.005             | 50        |
| 2011-01-28-06-37-23| 0.361 ± 0.175       | 0.348 ± 0.152             | 47        |

5. Conclusion

This paper presents the novel filtering algorithm of laser scans from lidars, that is based on scan correspondence to each other. If an upcoming scan is similar to several previous one, then it might be dropped without loss of accuracy. The experiments were made on MIT and TUM dataset for vinySLAM, Gmapping and Cartographer. They show that it is possible to drop nearly half of the scans, and sometimes it is enough to have only one third of the total number of scans in the data sequence.
Secondly, the algorithms of corridor detections is presented. Its accuracy varies depending on the corridor concept and might be different in specific circumstances. In MIT dataset, the corridor between office rooms is detected with this algorithm in every sequence.

Experiments show, that the suggested filtering algorithm works incomparably faster, than a scan matcher algorithm ($5.9 \cdot 10^{-5}$ seconds for filtering, $12.9 \cdot 10^{-3}$ for scan matching of vinySLAM). Therefore, the filtering
process, in general, saves computational resources, because the time saved from scan matching might be used for other possible needs of a robot. Application of this filter reduces the average scan processing time by more than 40%.

This performance is achieved by reducing the dimension of a laser scan by creation a histogram. There are several types of histograms to be created, such as the number of points on a specific distance from scanner or an average range in a specific angle of view. Then, the histograms of successive scans are compared to each other with calculating a Pearson correlation coefficient. If the correlation is high the scan should not be processed.

Finally, the paper presents formulas and suggestions for parameters of filter that depends on a robot speed. The future work includes updating filtering mechanism with Transferable Belief Model, that is the feature of vinySLAM - the algorithm, that was chosen for testing. Also, it is possible to apply filtering for structure-from-motion algorithms to find out if it also reduces their computational cost.
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