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Abstract—In this paper, we study the design of controllers in the context of stochastic optimal control under the assumption that the model of the system is not available. This is, we aim to control a Markov Decision Process (MDP) of which we do not know the transition probabilities, but we have access to sample trajectories through experience. We define safety as the agent remaining in a desired safe set with high probability during the operation time. The drawbacks of this formulation are twofold. The problem is non-convex and computing the gradients of the constraints with respect to the policies is prohibitive. Hence, we propose an ergodic relaxation of the constraints with the following advantages. (i) The safety guarantees are maintained in the case of episodic tasks and they hold until a given time horizon for continuing tasks. (ii) The constrained optimization problem despite its non-convexity has arbitrarily small duality gap if the parametrization of the controller is rich enough. (iii) The gradients of the Lagrangian associated to the safe learning problem can be computed using standard Reinforcement Learning (RL) results and stochastic approximation tools. Leveraging these advantages, we exploit primal-dual algorithms to find policies that are safe and optimal. We test the proposed approach in a navigation task in a continuous domain. The numerical results show that our algorithm is capable of dynamically adapting the policy to the environment and the required safety levels.

I. INTRODUCTION

Safety is a fundamental feature in the control design for physical systems. Indeed, controllers for power systems are designed to avoid voltage instabilities [1] which result in unsafe operation. Likewise, in the case of robotics, collision avoidance needs to be guaranteed for their correct operation and to guarantee the integrity of people and property that may surround the robots.

A. Safe reinforcement learning

In this work we consider the Reinforcement Learning (RL) framework understood as the problem of controlling an unknown Markov Decision Process (MDP) [3]. When the transitions probabilities of the MDP are available, optimal control laws—or policies—can be obtained for these processes using dynamic programming [4]. In contrast, when the underlying MDP is unknown or the system is too complex, the policy needs to be learned from samples of the system. Typically, this is done by assigning an instantaneous reward to the system actions that describes the task to be learned. These rewards can be aggregated over a trajectory to determine cumulative rewards. Since the instantaneous rewards depend on the state and on the actions selected, cumulative rewards are a measure of the quality of the decision-making policy of the agent. The objective of the agent is therefore to find a policy that maximizes the expectation of the cumulative rewards, which is known as the value function (or the Q-function) of the MDP [5]. Solutions to these problems can be roughly divided among those that learn the Q-function [6], and those that attempt to run gradient ascent in the space of policies [7], [8].

A notable drawback of these methods is that they are not always suitable for dangerous or risky tasks [9]–[11]. To promote safe behaviors, it is common to include explicit chance constraints [12]–[17]. These constraints are probabilistic in nature, in the sense that they mandate certain requirements to hold with some given minimum probability. These requirements can involve, for instance, lower bounds on the value function or additional value functions [12]–[14], or arbitrary functions of the state-action space [17], [18]. The main limitation of these approaches is that they are not guaranteed to be safe in control theoretic terms. For instance, they cannot guarantee positive invariance under closed loop which is a common property in controls [19]–[21].

In this work, we formulate safety constraints by imposing a desired lower bound on the probability of the trajectory to be contained in a safe set, akin to a probabilistic version of positive invariance (see e.g., [22]). This notion of safety is stronger than that in [23] where the probability of remaining in the safe set is for each state of the trajectory. The challenge in RL is that these probabilities cannot be computed since the transitions are assumed unknown. Thus, they can only be estimated through experiments. Yet, there is no expression that allows for an update on the policy that takes these probabilities into account. Following the ideas in [23], we propose a relaxation of the definition of safety (Section III) and provide guarantees on the ergodic safety of policies learned using the relaxed formulations (Section IV). Namely, we show that these relaxations preserve the safety guarantees.

The main advantage of these relaxations is that they yield an expression that allows the computation of stochastic gradients of the constraints with respect to the policy. Thus, allowing the computation of risk aware (regularized) solutions of the constrained problem. This is a common approach to constrained optimization that has been applied in RL [11], [24]. However, the relationship between regularization coefficient...
and constraint satisfaction is not straightforward. Indeed, the selection of these hyperparameters, in general, results in a time-consuming process that is domain dependent and often requires domain knowledge \([25]–[27]\). To overcome this limitation, we propose to find the set of parameters in a principled manner by solving the dual problem associated to the constrained problem. Yet, the lack of convexity of the problem prevents us, in principle, to claim any optimality in the selection of such coefficients. In general, the dual optimum is only an upper bound on the primal problem (weak duality).

It is well known that if the primal problem is convex and Slater constraint qualifications hold, then the solution of the dual problem is also a lower bound on the primal problem (see e.g. \([28]\) Chapter 5). This is known as strong duality. In this work, we show that despite the non-convexity of the primal problem, strong duality holds (Section \(V\)). Strong duality of a class of constrained reinforcement learning problems has been established in \([29]\). In this work, we provide a new proof based on geometric arguments instead of the analysis of perturbations of mathematical programs.

Other than concluding remarks, the paper finishes with numerical experiments in which we show that primal-dual methods (described in Section \(VI\)) can automatically adjust the trade-off between goal and safety (Section \(VII\)). Before formalizing the positively invariant reinforcement learning problem, in Section \(I-B\) we relate our work to approaches to safe control in the literature.

### B. Alternative approaches to safety in control

Several control techniques exist to guarantee safety in terms of positive invariant sets. Some include control barrier functions (CBFs) \([19]\), artificial potentials \([20]\), or explicit state and input constraints for instance in the context of Model Predictive Control (MPC) \([21]\). These in general rely on the knowledge of the dynamical system under consideration. Indeed, CBFs define an admissible control space by ensuring that the Lie derivative of the CBFs remains positive in the safe set. In the case of artificial potentials, in general kinematic systems are considered. This is equivalent to having available a low-level controller that takes the dynamics of the system into account. When systems with dynamics are considered, the input of the system needs to include a dissipative term \([30]\) that depends on the dynamics. In the case of MPC, the inputs are designed by solving an optimization problem that depends explicitly on the model of the system. If the dynamics are not known, one can attempt to use system identification \([31]–[33]\); however most of the guarantees in terms of consistency are only provided in the case of linear systems.

The shortcomings of these methods in the case of unknown stochastic non-linear systems makes the study of RL solutions relevant. We discuss the main strategies for safe RL other than the risk-aware rewards already mentioned in Section \(I-A\). A comprehensive review of this topic can be found in \([34]\). One approach consists in formulating robust problems in which the policy is optimized over its worst-case return \([9]\), \([35]\). However, these techniques generally yield policies too conservative for the average scenario. The second approach addresses this issue by modifying the learning procedure instead of the reward. By performing safe exploration \([36]–[38]\), the agent learns from safe trajectories and is therefore biased to learn safe policies. These methods require, not only the existence of a safe policy, but it also needs to be available to the agent.

### II. Problem Formulation

In this work we consider a stochastic optimal control problem under safety constraints and we assume that the model is unknown. Formally, let \(S\) and \(A\) be compact sets describing the states and actions of the agent, respectively. Denote by \(t \in \mathbb{N}\) the time index. We consider a random controller—or policy—defined as a conditional distribution \(\pi_\theta(a|s)\) from which the agent draws actions \(a \in A\) when in state \(s \in S\). We restrict our attention to controllers parametrized by a vector \(\theta \in \mathbb{R}^d\). The action selected by the agent drives it to another state according to the transition dynamics of the system defined by the conditional probability \(P_{s,t} = P_{a_t}(s_t | s_{t-1})\), where \(s_t \in S\), \(t \in \mathbb{N}\), \(s_{t-1} \in S\), and \(a_t \in A\). This process is assumed to satisfy the Markov property \(P(s_{t+1} \in S | (s_t, a_t), \forall u \leq t) = P(s_{t+1} \in S | s_t, a_t)\), hence it is termed an MDP. The initial state is randomized according to a probability distribution \(P(s_0 \in \bar{S})\). In addition, the action selected provides a reward to the agent from the function \(r : S \times A \rightarrow \mathbb{R}\) that informs the agent of the quality of the decision.

The goal of the agent is to find a parametrization \(\theta\) of the policy that maximizes the value function of the MDP. This is defined as the expected value of the discounted cumulative rewards obtained along a trajectory

\[
V(\theta) = \mathbb{E}_{a \sim \pi_\theta(a|s)} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right],
\]

where \(s\) and \(a\) represent the trajectory of the system and \(\gamma \in (0,1]\) is the discount factor. The parameter \(\gamma\) defines how myopic the agent is. Indeed, the smaller \(\gamma\) is, the faster the geometric series vanishes which implies that less importance is placed in future rewards relative to an agent that selects \(\gamma\) closer to 1. In the limit, where \(\gamma = 1\) all rewards have the same importance. However, in this case we assume that all rewards after a finite horizon time \(T\) are zero. Although the finite horizon and the infinite horizon capture different operation principles it is possible to show that the latter reduces to the former when the horizon is selected randomly (see Remark \(2\)).

As we argued in Section \(I\) maximizing \(V(\theta)\) in (1) may lead to unsafe or risky policies. To formalize the notion of safety, let \(S_0 \subset S\) denote a set of states in which the agent is required to remain. Then, we define safety as a probabilistic extension of control invariant sets \([22]\).

**Definition 1.** We say a policy \(\pi_\theta\) is \((1-\delta)-safe\) for the set \(S_0 \subset S\) if \(\mathbb{P}\left(\bigcap_{t \geq 0} \{s_t \in S_0\} \mid \pi_\theta\right) \geq 1 - \delta\).

In other words, a policy is safe if the trajectories it generates remain within the safe set \(S_0\) with high probability. Note that this is a stricter version of safety than the one used in \([23]\) where each state of the trajectory was considered separately.
i.e., where a policy was considered safe if $\mathbb{P}(s_t \in S_0 \mid \pi_\theta) \geq 1 - \delta$ for all $t \geq 0$.

In general, different requirements impose different safety guarantees, we consider a collection of $m$ different subsets $S_1, \ldots, S_m \subseteq S$ of the state-space and we can summarize the problem of interest as that of solving the following constrained optimal control problem.

$$
\max_{\theta \in \mathbb{R}^d} V(\theta)
$$

s.t.  \quad $\mathbb{P} \left( \bigcup_{i=1}^{m} \{s_t \in S_i\} \mid \pi_\theta \right) \geq 1 - \delta_i$, $i = 1, \ldots, m$. \hspace{0.5cm} (2)

Since we assume that the transition probabilities of the MDP are not available to the agent, the probability $\mathbb{P}(s_t \in S_i)$ can only be evaluated by experience which prevents us from establishing a relation between $\theta$ (i.e., the policy) and the constraint in (2).

A common alternative to overcome this issue is to modify the reward function in [11] to make it risk-aware [11], [24], i.e., to use a reward of the form

$$
r_w(s_t, a_t) = r(s_t, a_t) + \sum_{i=1}^{m} w_i \mathbb{I}(s_t \in S_i), \hspace{0.5cm} \text{(3)}
$$

where $r$ is the original reward function describing the agent task, $w_i > 0$ are safety-related rewards, and the indicator function is such that $\mathbb{I}(s_t \in S_i) = 1$ if $s_t \in S_i$ and zero otherwise. In other words, the agent receives an extra reward of $w_i$ for respecting the $i$-th safety specifications. Since this approach amounts simply to modifying the reward function, common RL techniques used to maximize $V(\theta)$ apply to this setting [5]. Nevertheless, selecting parameters $w_i$ that lead to $(1 - \delta)$-safe policies is challenging given that there is no straightforward relation between the $w_i$ and the probabilities $\mathbb{P}(s_t \in S_i)$. Moreover, not only do their values depend on $r$, but they must also strike a balance between safety and task completion: large values of $w_i$ can lead to policies that are safe because they do not achieve the goal [23].

In the sequel, we leverage duality and probabilistic inequalities to put forward a relaxation of (2) that leads to guaranteed $(1 - \delta)$-safe policies. The advantages of the proposed method are twofold. The relaxation is such that it results in an expression similar to (3), allowing commonly used RL algorithms to be applied directly. Moreover, it provides a systematic way of adapting the coefficients $w_i$ to obtain safe policies. It is worth pointing out that the relaxation and the aforementioned advantages hold for any stochastic control problem of the form (2) regardless of whether the model is available or not.

Before proceeding, we present pertinent remarks regarding the process of designing the controller and the relationship between episodic and discounted continuing tasks.

Remark 1. The problem of interest is that of designing a controller that is safe and we do not guarantee that during the training process the constraints in (2) are satisfied. This is a problem of learning safety, as compared to learning safely (safe exploration), which we do not consider.

Remark 2. In this remark we discuss the relationship between the undiscounted ($\gamma = 1$) finite horizon problem and the discounted $\gamma < 1$ with infinite horizon. In particular, we discuss that the infinite horizon problem can be reduced to a finite horizon problem with a random stopping time. This discussion is inspired in [4] Section 2.3 and in the proofs of [39, Proposition 2 and 3]. Let us start by considering the finite horizon value function with a horizon chosen from a geometric distribution with parameter $\gamma \in (0, 1)$. Then, one has that

$$
\mathbb{E} \left[ \sum_{t=0}^{\infty} r(s_t, a_t) \right] = \mathbb{E} \left[ \sum_{t=0}^{\infty} \mathbb{I}(t \leq T) r(s_t, a_t) \right]. \hspace{0.5cm} \text{(4)}
$$

Under mild assumptions on the reward function it is possible to exchange the sum and the expectation (see e.g., [39, Proposition 2] ). Also, assuming that the horizon is drawn independently from the trajectory, we can write $\mathbb{E} \left[ \mathbb{I}(t \leq T) r(s_t, a_t) \right] = \mathbb{E} \left[ \mathbb{I}(t \leq T) \right] \mathbb{E} \left[ r(s_t, a_t) \right]$. This yields

$$
\mathbb{E} \left[ \sum_{t=0}^{T} r(s_t, a_t) \right] = \sum_{t=0}^{\infty} \mathbb{E} \left[ \mathbb{I}(t \leq T) \right] \mathbb{E} \left[ r(s_t, a_t) \right]. \hspace{0.5cm} \text{(5)}
$$

Further notice that the expectation of the indicator function is the probability of $t$ being less than $T$. Since $T$ is drawn from a geometric distribution it follows that $\mathbb{E} \left[ \mathbb{I}(t \leq T) \right] = \gamma^t (1 - \gamma)$. Thus, (5) reduces to

$$
\mathbb{E} \left[ \sum_{t=0}^{T} r(s_t, a_t) \right] = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t \mathbb{E} \left[ r(s_t, a_t) \right]. \hspace{0.5cm} \text{(6)}
$$

Exchanging back the expectation and the sum establishes the that objective function of the infinite horizon problem is the same as that of a finite horizon problem with a random stopping time.

III. LEARNING SAFE POLICIES

If the transition probabilities of the system were known, (2) could be solved by directly imposing constraints on the probabilities. For instance, using MPC [21]. However, this is not the scenario in RL problems, where the transition probabilities can only be evaluated through experience. Hence, although the safety probabilities in (2) can be estimated, there is no straightforward way to optimize $\pi_\theta$ with respect to them.

To overcome this difficulty, we relax the chance constraints in (2) in the form of the cumulative costs in (1). Explicitly, define

$$
U_i(\theta) = \sum_{t=0}^{\infty} \gamma^t \mathbb{P}(s_t \in S_i \mid \pi_\theta). \hspace{0.5cm} \text{(7)}
$$

Notice that in the case of $\gamma = 1$ and finite horizon the relaxation proposed is equivalent to satisfying the chance constraints in average. This relates to the idea of online learning [40]–[42]. With this definition, we can formulate the following optimal control problem

$$
P^{*}_\theta \triangleq \max_{\theta \in \mathbb{R}^d} \quad V(\theta) \triangleq \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \mid \pi_\theta \right]
$$

s.t. \quad $U_i(\theta) \geq c_i$, for all $i = 1, \ldots, m$. \hspace{0.5cm} \text{(8)}
Although \((1 - \delta_i)\)-safe policies guarantee that \(U_i(\theta) > \alpha(1 - \delta_i)\), with \(\alpha > 0\), these are not sufficient conditions to achieve safety as defined in Definition 1. Hence, to guarantee the desired levels of safety we need to define appropriate values \(c_i\) in (8). In Section IV we provide theoretical guarantees on these values to guarantee \((1 - \delta_i)\)-safety. These values depend exclusively on the desired level of safety and a time horizon until which safety can be guaranteed and can therefore readily be computed. Hence, they are not hyperparameters.

Notice that in general Problem (8) is a non-convex constrained optimization problem (see e.g., [43]). Given the challenges that solving constrained non-convex problems entail, a common workaround to compute approximate solutions to (8) is to solve its dual relaxation. To that end define the Lagrangian associated with (8)

\[
\mathcal{L}(\theta, \lambda) \triangleq V(\theta) + \sum_{i=1}^{m} \lambda_i \left( U_i(\theta) - c_i \right),
\]

where \(\lambda \in \mathbb{R}_+^m\) are the multipliers associated to the constraints. Then, the dual function is defined as

\[
d_\phi(\lambda) \triangleq \max_{\theta \in \Theta^D} \mathcal{L}(\theta, \lambda).
\]

The dual function provides an upper bound on the problem for any \(\lambda\), i.e., \(P^*_\phi \leq d_\phi(\lambda)\) [28, Chapter 5]. Hence in general, one is interested in finding the \(\lambda\) that provides the tightest of the upper bounds. This defines the dual problem

\[
D^*_\phi \triangleq \min_{\lambda \in \mathbb{R}_+^m} d_\phi(\lambda).
\]

In the case of model free approaches Problem (14) can therefore be solved with classic RL algorithms such as policy gradient [7, 8, 39] or actor-critic methods [45]. If the transition probabilities where known the same ideas apply as well, where the maximization can be done using dynamic programming techniques [46].

Regardless of the method selected to maximize the Lagrangian and whether the model is known, formulations of the form (11) have an advantage over considering the risk aware formulation (3). The computational overhead of selecting the parameter \(\lambda\) is that of solving a convex optimization problem which is more efficient than exhaustive grid search or bisection for example.

Another advantage of solving (11) is that for this class of problems we can establish that the duality gap \(P^*_\phi - D^*_\phi\) can be made arbitrarily small (cf., Theorem 4). The fact that under mild conditions the duality gap for convex problems is zero is a well-known fact (see e.g., [28, Chapter 5]). However, despite problem (8) not being convex we can provide similar guarantees.

With these advantages in mind, in the next section we establish the values of the slacks \(c_i\) that are required to guarantee safety of the controllers designed solving (8). As previously mentioned, the slacks depend only on the desired safety level \(\delta_i\) and on the horizon of safe operation.

### IV. Safety Guarantees

In this section we establish the values of the parameters \(c_i\) in problem (8) that guarantee that any solution of the optimization problem is \((1 - \delta_i)\)-safe (cf., Definition 1). To do so, we rely on the following technical lemma.

**Lemma 1.** Consider a non-increasing sequence of non-negative elements \(\mu_t \geq 0\) such that \(0 < \sum_{t=0}^{\infty} \mu_t < \infty\) and events \(E_t\) for \(t \geq 0\). Then, for any \(\delta > 0\), \(\mu^* > 0\) and \(T\) such that \(\mu^* \leq \mu_T\) it holds that

\[
\sum_{t=0}^{\infty} \mu_t P(E_t) \geq \sum_{t=0}^{\infty} \mu_t - \mu^* \delta \Rightarrow P\left( \bigcap_{t=0}^{T} E_t \right) \geq 1 - \delta. \tag{15}
\]

**Proof.** See Appendix A.

Using Lemma 1 we can obtain slacks \(c_i\) such that all feasible policies of (8) are \((1 - \delta_i)\)-safe. We state first the result with \(\gamma = 1\) and finite horizon.

**Theorem 1.** For the problem (8) with \(\gamma = 1\), finite horizon \(T\) and \(c_i = (T + 1)(1 - \delta_i/(T + 1))\) it follows that

(i) If it is feasible, then its solution is \((1 - \delta_i)\)-safe for the sets \(S_i\) in the sense of Definition 7.

(ii) Further suppose that there exist parameters \(\theta\) such that the policy \(\pi_{\theta}\) is \((1 - \delta_i/(T + 1))\)-safe for the sets \(S_i\), with \(i = 1, \ldots, m\), i.e., (8) is feasible with slack \(1 - \delta_i/(T + 1)\). Then the feasibility of (8) is guaranteed.

**Proof.** Let \(\theta^\dagger\) be a solution to (8) with \(\gamma = 1\), finite \(T\) and \(c_i = (T + 1)(1 - \delta_i/(T + 1))\), and denote by \(\pi_{\theta^\dagger}\) the policy corresponding to parameters \(\theta^\dagger\). Further define the event \(E_t = \{s_t \in S_i\}\) and take \(\mu_t = \mu^* = 1/(T + 1)\) for all \(t = 0, \ldots, T\).
and \( \mu_t = 0 \) for \( t > T \). Since \( \theta^1 \) is a solution to (8) it follows that
\[
\sum_{t=0}^{\infty} \mu_t \mathbb{P}(E_t) \geq \sum_{t=0}^{\infty} \mu_t - \mu^t \delta_i.
\] (16)

Thus Lemma 1 guarantees that
\[
\mathbb{P}\left( \bigcap_{t=0}^{T} \{s_t \in S_t\} \mid \pi_{\theta^1}\right) \geq 1 - \delta_i.
\] (17)

To prove the second claim assume that there exists a \((1 - \delta_i/(T + 1))\)-safe policy for the sets \( S_t \). Since
\[
\mathbb{P}\left( \bigcap_{t=0}^{T} \{s_t \in S_t\} \mid \pi_{\theta}\right) \leq \min_t \mathbb{P}(s_t \in S_t \mid \pi_{\theta}),
\]
then it follows that
\[
\mathbb{P}\left( \bigcap_{t=0}^{T} \{s_t \in S_t\} \mid \pi_{\theta}\right) \leq \frac{1}{T + 1} \sum_{t=0}^{T} \mathbb{P}(s_t \in S_t \mid \pi_{\theta}).
\] (18)

Notice that a \((1 - \delta_i/(T + 1))\)-safe policy ensures that the left hand side of the above equation is bounded below by \((1 - \delta_i/(T + 1))\). Thus for said policy it follows that
\[
\frac{1}{T + 1} \sum_{t=0}^{T} \mathbb{P}(s_t \in S_t \mid \pi_{\theta}) \geq 1 - \frac{\delta_i}{T + 1}.
\] (19)

Thus, (8) is feasible with \( c_i = (T + 1)(1 - \delta_i/(T + 1)) \). ■

Theorem 1 makes two claims. The first, of practical nature, guarantees that a \((1 - \delta_i)\)-safe policy can be computed in the finite horizon case by solving (8) with slack variables \( c_i = (T + 1)(1 - \delta_i/(T + 1)) \). Note that these values can be directly computed using only the desired safety level \( \delta_i \) and the operation horizon \( T \). Thus, the result does not add any extra hyperparameters. The second claim is of theoretical nature. Indeed, it provides a sufficient condition to guarantee the feasibility of problem (8). This condition is based on the existence of a safe policy. Verifying the existence of the latter is as hard as solving the original problem (2). Hence, the claim is only useful if by experience we know that such a safe policy exists (despite not being available).

In what follows, we derive an analogous result for the discounted problem, i.e., with \( \gamma < 1 \).

Theorem 2. For the problem (8) with \( c_i = (1 - \delta_i\gamma^T_i(1 - \gamma))/(1 - \gamma) \) it follows that

(i) If it is feasible, then its solution is \((1 - \delta_i)\)-safe for the sets \( S_t \) in the sense of Definition 7 until time \( T_i \).

(ii) Further suppose that there exist parameters \( \tilde{\theta} \) such that the policy \( \pi_{\tilde{\theta}} \) is \((1 - \gamma^T_i(1 - \gamma)\delta_i)\)-safe for the sets \( S_t \), with \( i = 1, \ldots, m \), i.e., (9) is feasible with slack \( 1 - \gamma^T_i(1 - \gamma)\delta_i \). Then the feasibility of (8) is guaranteed.

Proof. We proceed as in the proof of Theorem 1. Denote by \( \pi_{\tilde{\theta}} \) a feasible policy for the problem (8) with \( c_i = (1 - \delta_i\gamma^T_i(1 - \gamma))/(1 - \gamma) \). From the constraint in (8) and applying Lemma 1 with let \( E_t = \{s_t \in S_t\} \), \( \mu_t = \gamma^t \) for \( t \geq 0 \), and \( \mu' = \gamma^{T_i} \) one has the following implication
\[
U_i(\theta^1) = \sum_{t=0}^{\infty} \gamma^t \mathbb{P}(s_t \in S_t \mid \pi_{\theta^1}) \geq \frac{1}{1 - \gamma} - \gamma^{T_i} \delta_i
\]
\[
\Rightarrow \mathbb{P}\left( \bigcap_{t=0}^{T_i} \{s_t \in S_t\} \mid \pi_{\theta^1}\right) \geq 1 - \delta_i.
\] (20)

To establish the second claim, let \( \pi_{\tilde{\theta}} \) be \((1 - \gamma^T_i(1 - \gamma)\delta_i)\)-safe for the sets \( S_t \), then that policy is such that
\[
\min_t \mathbb{P}(s_t \in S_t \mid \pi_{\tilde{\theta}}) \geq \mathbb{P}\left( \bigcap_{t=0}^{\infty} \{s_t \in S_t\} \mid \pi_{\tilde{\theta}}\right) \geq 1 - \gamma^{T_i}(1 - \gamma)\delta_i.
\] (21)

Hence it follows that,
\[
U_i(\tilde{\theta}) = \sum_{t=0}^{\infty} \gamma^t \mathbb{P}(s_t \in S_t \mid \pi_{\tilde{\theta}}) \geq (1 - \gamma^T_i(1 - \gamma)\delta_i) \sum_{t=0}^{\infty} \gamma^t = \frac{1 - \gamma^{T_i}(1 - \gamma)\delta_i}{1 - \gamma}.
\] (22)

This shows that the problem is feasible, therefore completing the proof of the result. ■

Contrary to the finite horizon problem in Theorem 1, Theorem 2 does not guarantee that policies obtained from (8) are safe for all \( t \geq 0 \), but that they are safe for an arbitrarily long window \( t \leq T_0 = \min\{T_1, \ldots, T_m\} \), where \( T_1, \ldots, T_m \) are the horizons assumed to exist in Theorem 2. Naturally, arbitrarily safe policies must exist for this to hold and Theorem 2 quantifies the trade-off between safety level and safety horizon in terms of the discount factor \( \gamma \). Notice that this limitation is intrinsic to the infinite horizon problem and not necessarily to the approach here presented. Without further assumptions on the system, to guarantee the probabilistic positive invariance (Definition 1) one needs to guarantee that infinitely often we have \( \mathbb{P}(s_t \in S_0) = 1 \). This condition is in general hard to satisfy. Consider for instance the following MDP: a linear system with Gaussian noise. Notice that even for stable controllers, the probability of being arbitrarily far from the origin is not zero due to the noise. Hence, the condition that \( \mathbb{P}(S_t = S_0) = 1 \) cannot be satisfied for any \( t \).

Theorems 1 and 2 establish that the safety level of the policies can be preserved as long as safe enough policies exist. Moreover, the levels of safety required and the parameters that define problem (8) can be computed based on the desired safety level \( \delta_i \) and the desired safety horizon \( T_i \). In that sense, we have not lost much by relaxing the chance constraints to be satisfied on (weighted) average.

It is fair to point out that for some MDPs the relaxation may result in an optimality gap between problems (2) and (8). Indeed, it depends on how the feasible set is reduced. However, without further assumptions it may be impossible to establish a bound. For instance, if the MDP is such that the state transitions are not correlated then there is no modification in the feasible set and thus the solutions are the same. If one has more information about the MDP it may be possible to
bound the difference. This analysis is beyond the scope of this work since we are mainly concerned with safe operation.

At this point we have all the elements to formulate the problem (8) so that the solutions of the problem are guaranteed to satisfy the desired safety requirements. Thus, we turn our attention to solving this problem. In Section III we briefly discussed the benefits of solving the dual relaxation (11) from the theoretical and practical point of view. In Section VI we dive deeper in the algorithmic details, while in the next section we focus on the theoretical guarantees of solving the dual relaxation.

Recall that the dual problem provides the tightest upper bound on the problem of interest (8) regardless of the structure of the problem (weak duality). However, given its non-convexity we do not have guarantees on how big this gap is a priori. The next section establishes the almost optimality of the dual relaxation (11) by showing that the duality gap can be made arbitrarily small. It is worth pointing out that despite these results being developed in the context of RL, they hold for any stochastic control problem of the form (8).

V. SAFE LEARNING HAS (ALMOST) ZERO DUALITY GAP

Having established that the relaxation proposed allows a relatively easy computation of the dual problem associated with (2), we focus on understanding the advantages of working in the dual domain. First, notice that the dual function with (2), we focus on understanding the advantages of working in the dual domain. First, notice that the dual function where

\[ \pi \in P(A) \]

chooses actions sequentially based on a policy \( \pi \in P(A) \), where \( P(A) \) is the space of stochastic kernels with source the state space \( S \) and target \( A \). Given the relation between the continuous task and the episodic problems discussed in Remark 2, we will develop the results for the discounted problem. In this case, the safe-learning problem yields

\[
P^* \triangleq \max_{\pi \in P_s(A)} V(\pi) \triangleq \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \mid \pi \right]
\]

s.t. \( U_i(\pi) \triangleq \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t 1(s_t \in S_i) \mid \pi \right] \geq c_i. \tag{23}
\]

To be formal let us define the dual problem associated to (23). To do so, let \( \lambda \in \mathbb{R}^m_+ \) and as done before we define the Lagrangian

\[
L(\pi, \lambda) \triangleq V(\pi) + \sum_{i=1}^{m} \lambda_i (U_i(\pi) - c_i). \tag{24}
\]

Then, analogous to the parametric case, we define the dual problem as

\[
D^* \triangleq \min_{\lambda \in \mathbb{R}^m_+} \max_{\pi \in P(S)} L(\pi, \lambda). \tag{25}
\]

Note that the dual problem can be related to the unconstrained, risk aware problem (3) by taking \( \lambda_i = w_i \) in (24). Problem (25) then finds the best regularized problem, i.e., that whose value is closest to \( P^* \). Despite these similarities, (25) does not necessarily solve the same problem as (23). In other words, there need not be a relation between the optimal dual variables \( \lambda^* \) from (25) or the regularization parameters \( w_i \) in (3) and the constraints \( c_i \) of (25). This depends on the value of the duality gap \( \Delta = D^* - P^* \). Indeed, if \( \Delta \) is small, then so is the suboptimality of the policies obtained from (25). In the limit case where \( \Delta = 0 \), problems (23) and (25) would be equivalent. Since (23) is not a convex program, however, this result does not hold immediately. The subject of Theorem 3 is to establish that in fact (23) has zero duality gap under mild conditions. This result has been established in [29] based on an analysis of the perturbation function associated to problem (23), defined as

\[
P(\xi) \triangleq \max_{\pi \in P_s(A)} V(\pi), \quad s.t. \quad U_i(\pi) \geq c_i + \xi_i \quad \forall i = 1, \ldots, m. \tag{26}
\]

In this work we establish an alternative geometric proof which consists on showing that the sub-level set of the vector valued function \( [V(\pi), U_1(\pi), \ldots, U_m(\pi)] \) is convex. This is the subject of the following lemma.

Lemma 2. Suppose that \( r(s, a) \) is bounded for all \( (s, a) \in S \times A \) and problem (23) is feasible. Then, the following set is non-empty and convex.

\[
C = \{ \xi \in \mathbb{R}^{m+1} \mid \exists \pi \in P_s(A), V(\pi) \geq \xi_0, U_i(\pi) \geq c_i + \xi_i, \forall i = 1, \ldots, m \}. \tag{27}
\]

Proof. See Appendix B.

Now we are in conditions of stating the duality result.

Theorem 3. Suppose that \( r(s, a) \) is bounded for all \( (s, a) \in S \times A \) and that there exists a strictly feasible policy, i.e., there exists \( \pi^* \in P_s(A) \) such that \( U_i(\pi^*) > c_i \) for all \( i = 1, \ldots, m \). Then, strong duality holds for (23), i.e., \( P^* = D^* \).

Proof. Weak duality establishes that \( D^* \geq P^* \) [28, Section 5.1.3]. Hence we are left to establish that \( P^* \geq D^* \). To do so, it suffices to show that there exists \( \lambda^* \in \mathbb{R}^m_+ \) such that

\[
P^* \geq d(\lambda^*) = \max_{\pi \in P(S)} L(\pi, \lambda^*). \tag{28}
\]

Denote by \( 0_m \in \mathbb{R}^m \) the null vector and notice that \((P^*, 0_m^\top) \in C\), where \( C \) is the set defined in (27). In addition, we have that \((P^*, 0_m^\top) \notin \text{int}(C)\). Indeed, if it were, there
would exist a ball centered in \((P^*, 0_{m+1}^\top)\) and contained in \(C\), which in turn would contradict the optimality of \(P^*\).

Since \(C\) is a convex set (cf., Lemma 3) and \((P^*, 0_{m+1}^\top)\) is in its boundary, the supporting hyperplane theorem \([28, \text{Section 2.5.2}]\) establishes that there exists \(\lambda \in \mathbb{R}^{m+1}\) such that

\[
(P^*, 0_{m+1}^\top)\lambda \geq \xi^\top \lambda,
\]

(29)

for all \(\xi \in C\). We claim that \(\tilde{\lambda}\) belongs to the nonnegative orthant and that its first component \(\tilde{\lambda}_0\) is strictly positive. We prove these facts at the end of this proof. Let \(\lambda^\dagger = \tilde{\lambda}/\tilde{\lambda}_0\) and

\[
\pi^\dagger = \arg\max_{\pi \in \mathcal{P}(A)} V(\pi) + \sum_{i=1}^m \lambda_i^\dagger (U_i(\pi) - c_i).
\]

(30)

Then, let \(\xi^\dagger = (V(\pi^\dagger), U(\pi^\dagger) - c)\) and notice that \(\xi^\dagger \in C\). Using this definition, write the dual function associated to the problem (23) evaluated at \(\lambda^\dagger\) as

\[
d(\lambda^\dagger) = \mathcal{L}(\pi^\dagger, \lambda^\dagger) = (1, \lambda^\dagger)^\top \xi^\dagger = \left(\tilde{\lambda}/\tilde{\lambda}_0\right)^\top \xi^\dagger \leq P^*,
\]

(31)

where the last inequality follows from (29). This completes the proof that there exists \(\lambda^\dagger\) such that \(P^* \geq d(\lambda^\dagger)\). Moreover, \(\lambda^\dagger\) belongs to the set of optimal dual multipliers.

To complete the proof, we are left to show that indeed \(\tilde{\lambda} \in \mathbb{R}^{m+1}_{+}\) and that its first component is strictly positive. We argue by contradiction. Assume that for some \(i = 0, 1, \ldots, m\), we have that \(\tilde{\lambda}_i < 0\). Since \(C\) is not bounded below, i.e., we can choose \(\xi_i\) arbitrarily small. Hence, there exists \(\xi \in C\) such that (29) is violated. This proves that \(\tilde{\lambda} \in \mathbb{R}^{m+1}_{+}\).

Likewise, assume that \(\tilde{\lambda}_0 = 0\). Then, (29) reduces to

\[
0 \geq \sum_{i=1}^m \xi_i \tilde{\lambda}_i.
\]

(32)

Recall that \(\tilde{\lambda} \in \mathbb{R}^{m+1}_{+}\) and by virtue of the supporting hyperplane theorem \(\tilde{\lambda} \neq 0\). Hence, for (32) to hold for every \(\xi \in C\), at least one index \(i = 1, 2, \ldots, m\) is such that \(\tilde{\lambda}_i < 0\) or that \(\xi = 0\). This contradicts the fact that the problem (23) is strictly feasible. Indeed, notice that since the problem is strictly feasible there is \(\xi \in C\) such that \(\xi_i > 0\) for \(i = 1, 2, \ldots, m\).

Theorem 3 establishes a fundamental equivalence between the primal (23) and the dual (25) problems. Indeed, since (23) has no duality gap, its solution can be obtained through (25).

What is more, the trade-offs expressed by \(w_i\) in (3) are the same as those expressed by the constraint specification \(c_i\) in the sense that they trace the same Pareto front. Nevertheless, the relationship between \(c_i\) and \(w_i\) is not trivial and that specifying the constrained problem is often considerably simpler.

The theoretical importance of the previous result notwithstanding, it does not yield a procedure to solve (23). Since evaluating the dual function involves a maximization problem that is intractable for general classes of distributions. In the next section, we study the effect of using a finite parametrization for the policies and show that the price to pay in terms of duality gap depends on how “good” the parametrization is. If we consider, for instance, a neural network—which are universal function approximators \([47, 51]\)—the loss in optimality can be made arbitrarily small.

### B. Back to parametric policies

Having established the zero duality gap in the case of stochastic kernels we turn our attention back to the case of policies parameterized by \(\theta \in \mathbb{R}^d\). In this section, we focus our attention on a widely used class of parameterizations that we term near-universal, which are able to model any stochastic kernel in \(\mathcal{P}(A)\) to within a stated accuracy. We formalize this concept in the following definition.

**Definition 2.** Let \(\epsilon > 0\), a parametrization \(\pi_\theta\) is an \(\epsilon\)-universal parametrization of functions in \(\mathcal{P}(A)\) if for any \(\pi \in \mathcal{P}(A)\) there exists a parameter \(\theta \in \mathbb{R}^d\) such that

\[
\max_{s \in S} \int_A |\pi(a|s) - \pi_\theta(a|s)| \, da \leq \epsilon.
\]

(33)

The previous definition includes all parameterizations that induce distributions that are close to distributions in \(\mathcal{P}(A)\) in total variational norm. Notice that this is a milder requirement than approximation in uniform norm which is a property that has been established to be satisfied by radial basis function networks \([52]\), reproducing kernel Hilbert spaces \([53]\) and deep neural networks \([49]\). Since the objective function and the constraints in Problem (23) involve an infinite horizon, the policy is applied an infinite number of times. Hence, the error introduced by the parametrization could accumulate and induce distributions over trajectories that differ considerably. We claim in the following lemma that this is not the case.

To make the statement precise we are required to define the occupation measure of a discounted MDP. Let \(p_\pi^\dagger(s, a)\) be the Radon-Nikodym derivative of the measure \(\mathbb{P}(\pi_\theta(s, a) \in A | \pi)\). The occupancy measure is then a discounted average of \(p_\pi^\dagger(s, a)\) (see e.g. \([54]\))

\[
\rho(s, a) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t p_\pi^\dagger(s, a).
\]

(34)

We are now in conditions of stating the following result.

**Lemma 3.** Let \(\rho\) and \(\rho_\theta\) be occupation measures induced by the policies \(\pi \in \mathcal{P}(A)\) and \(\pi_\theta\) respectively, where \(\pi_\theta\) is an \(\epsilon\)-parametrization of \(\pi\). Then, it follows that

\[
\int_{S \times A} |\rho(s, a) - \rho_\theta(s, a)| \, ds \, da \leq \frac{\epsilon}{1 - \gamma}.
\]

(35)

**Proof.** See Appendix E.

The previous result, although derived as a technical result required to bound the duality gap for parametric problems, has a natural interpretation. The smaller \(\gamma\)—the less we are concerned about rewards far in the future—the smaller the error in the approximation of the occupation measure.

When the policies were selected from arbitrary distributions we showed in Theorem 3 that the safe learning problem has zero duality gap and thus, \(P^* = D^*\). This is no longer the case when we consider parametric policies. However, we claim and prove in the following theorem that the duality gap is bounded by a function that is linear with the approximation error \(\epsilon\) of the parameterization.

**Theorem 4.** Suppose that \(r(s, a)\) is bounded for all \((s, a) \in S \times A\) by a constant \(B_r > 0\) and that there exists a strictly
feasible solution for (23). Let \( \lambda^*_b \) be the solution to the dual problem associated with the perturbed problem (26) with perturbation \( \xi_i = \epsilon/(1 - \gamma) \) for all \( i = 1, \ldots, m \). Then, if the parametrization \( \pi_0 \) is an \( \epsilon \)-universal parametrization of functions \( \pi \in P_\epsilon(A) \) it follows that

\[
(B_\epsilon + \|\lambda^*_b\|_1) \frac{\epsilon}{1 - \gamma} + P^*_\theta \geq D^*_\theta \geq P^*_\theta
\]

where \( P^*_\theta \) is the optimal value of (8) and \( D^*_\theta \) the value of the parametrized dual problem (11).

Proof. See Appendix D.

The implication of the previous result is that there is almost no price to pay by introducing a parametrization. By solving the dual problem (11) the sub-optimality achieved is of order \( \epsilon \), i.e., the error on the representation of the policies. Notice that this error could be made arbitrarily small by increasing the representation ability of the parametrization, by for instance increasing the dimension of the vector of parameters \( \theta \).

The latter means that the main burden of solving (8) is in computing the dual function. Which is equivalent to solving an unconstrained RL problem (cf., (13) and (14) and the related discussion). Thus, solving constrained RL problems of the form (8) is not much more challenging than its unconstrained counterpart. Moreover, working on the dual domain provides the advantages discussed in Section III as compared to working the risk aware reward.

Based on the previous results we can exploit dual and primal-dual algorithms to solve the safe RL problem (8). This is the subject of the next section.

VI. PRIMAL-DUAL ALGORITHM

As previously stated, the advantage of working in the dual domain is that the dual function (11) is convex and therefore it can be minimized using gradient descent (or its stochastic variants). Primal-dual algorithms are well-known and they have been considered extensively in the optimization literature [41], [55], [56] and specifically for RL [17]. We include the details of these algorithms next since we use them to solve the problem (8). It is worth pointing out that even though it is known that primal-dual algorithms solve the dual problem they do not provide any information regarding the solution of the primal. By establishing a bound in the duality gap (cf., Theorem 3 and Theorem 4) we can claim that solving the dual problem is a good approximation of the primal.

For completeness we start by considering plain dual gradient descent. Let \( \nabla_\lambda d_\theta(\lambda) \) be the gradient of the dual function, then dual gradient descent is defined by the following update rule

\[
\lambda^{k+1} = \left[ \lambda^k - \eta_\lambda \nabla_\lambda d_\theta(\lambda^k) \right]^+, \tag{37}
\]

where \( \eta_\lambda > 0 \) is a step-size and the operation \([ \cdot ]^+\) denotes a projection onto the positive orthant of \( \mathbb{R}^m \). The latter algorithm is ensured to converge to a neighborhood of the dual optimum [57, pp 43-45]. In addition, the gradient of the dual function can be computed using Dankin’s Theorem (see e.g. [58, Chapter 3]) by evaluating the constraints in the original problem (8) at the primal maximizer of the Lagrangian, i.e.,

\[
\nabla_\lambda d_\theta(\lambda^k) = U(\theta^*(\lambda^k)) - c_i, \tag{38}
\]

Algorithm 1 Dual Descent

Input: \( \eta_\lambda \)
1: Initialize: \( \theta^0 = 0, \lambda^0 = 0 \)
2: for \( k = 0, 1 \ldots \) do
3: Compute a primal approximation via an RL algorithm to get \( \theta^{k+1} \) such that
\[
\mathcal{L}_\theta(\theta^{k+1}, \lambda^k) \approx \max_{\theta \in \mathbb{R}^d} \mathcal{L}_\theta(\theta, \lambda^k)
\]
4: Compute the dual ascent step
\[
\lambda^{k+1} = \left[ \lambda^k - \eta_\lambda \left( U(\theta^{k+1}) - c \right) \right]^+
\]
5: end for

where \( \theta^*(\lambda^k) \triangleq \arg \max_{\theta \in \mathbb{R}^d} \mathcal{L}(\lambda^k, \theta) \). As discussed in Section III computing the maximizer of the Lagrangian for a given \( \lambda \) is equivalent to maximizing the expected discounted control cost for the risk aware reward [39] and (13).

Depending on the framework of interest this maximization can be done using several techniques. In the case of model-free scenarios, classic RL algorithms such as policy gradient [7], [8], [39] or actor-critic methods [45] can be used. Since these algorithms are gradient based, they are guaranteed to converge to a global maximum (unless the state-action space is finite [43, 59]). However, their empirical success suggests that they converge to solutions with small suboptimality. This is, we can compute the iteration \( k+1 \) of the policy’s parameter as

\[
\mathcal{L}_\theta(\theta^{k+1}, \lambda^k) \approx \max_{\theta \in \mathbb{R}^d} \mathcal{L}_\theta(\theta, \lambda^k). \tag{39}
\]

Then, the dual variable is updated following the gradient descent scheme suggested in (37), where we replace the gradient of the dual function given in (38) by the approximation based on the primal variable available \( \theta^{k+1} \). This yields the following update

\[
\lambda^{k+1} = \left[ \lambda^k - \eta_\lambda \left( U(\theta^{k+1}) - c \right) \right]^+. \tag{40}
\]

The algorithm given by (39)–(40) is summarized for convenience under Algorithm 1.

The previous expression approximates a dual descent step since the maximization is not exact. However, it can still be guaranteed to converge to a neighborhood of the solution under mild assumptions [60].

The bound on the number of iterations required is linear with the inverse of the desired accuracy \( \varepsilon \) [57, pp 43-45]. This is the overhead of solving the dual problem as compared to solving the risk aware optimal control problem for a hyperparameter \( \lambda \). The small overhead (in proportion to solving the unconstrained RL problem) makes this approach beneficial as compared to that of selecting a hyperparameter in ad-hoc forms as we have discussed in Section III. To complete this discussion, we have in fact introduced two new parameters, the initial condition \( \lambda_0 \) and the step-size \( \eta_\lambda \). Notice that this substitution is indeed beneficial. The algorithm is guaranteed to converge for any small enough \( \eta_\lambda \), which makes this selection easier than that of tuning the hyperparameter \( \lambda \).

Moreover, since the dual function is convex the algorithm is guaranteed to converge for any initial condition \( \lambda_0 \).
Algorithm 2 Stochastic Primal-Dual for Safe Policies

Input: $\theta^0, x_0, T, \eta_\theta, \eta_\lambda, \delta, \epsilon$
1: for $k = 0, 1, \ldots$ do
2: Simulate a trajectory with the policy $\pi_{\theta^k}(s)$
3: Estimate primal gradient $\nabla_{\theta} \mathcal{L}(\theta^k, \lambda^k)$ as in (46)
4: Estimate dual gradient $\mathcal{U}(\theta^k) - s$ as in (45)
5: Update primal variable
$$\theta^{k+1} = \theta^k + \eta_\theta \nabla_{\theta} \mathcal{L}(\theta^k, \lambda^k)$$
6: Update dual variable
$$\lambda^{k+1} = \left[\lambda^k + \eta_\lambda \left(\mathcal{U}(\theta^k) - \epsilon\right)\right]_+$$
7: end for

Granted, often the cost of running policy gradient or actor-critic algorithms until convergence before updating the dual variable results in an algorithm that is computationally prohibitive. As an alternative, it is common in the context of optimization to update the primal and dual variables in parallel [55]. This idea can be applied in the context of RL as well, where a policy gradient —or actor-critic as in [25], [61]—update is followed by an update of the multipliers along the direction of the constraint slack. In these algorithms the update on the policy is on a faster scale than the update of the multipliers, and therefore they operate, from a theoretical point of view, as dual descent algorithms (cf., Algorithm 1). In particular, the proofs in [25], [61] rely on the fact that these timescales are such that it allows to consider the multiplier as constant. Thus, the maximization in (39) is replaced by a gradient ascent step
$$\theta^{k+1} = \theta^k + \eta_\theta \nabla_{\theta} \mathcal{L}(\theta^k, \lambda^k),$$
where $\eta_\theta > 0$ is the step-size of the primal ascent and as previously discussed $\eta_\theta \gg \eta_\lambda$.

Notice that the computation of the expressions (41) and (40) is not straightforward since they involve expectations across trajectories. However, the gradient with respect to $\theta$ can be done using the Policy Gradient Theorem [8]. Let us define
$$R^\lambda(s, a) = \sum_{i=0}^{\infty} \gamma^i r_\lambda(s_i, a_i)$$
where $r_\lambda(s_i, a_i)$ is the reward defined in (13) for a given Lagrange multiplier $\lambda \in \mathbb{R}^+$. In addition, let
$$Q^\lambda(s, a) = \mathbb{E} \left[ R^\lambda(s, a) | s_0 = s, a_0 = a \right].$$
Further recall the definition of the occupation measure in the discounted case [34]. In the case of the undiscounted reward the occupation measure is alternatively defined as $\rho_\theta(s) = \sum_{t=0}^{T} P_{\pi_\theta}(s|s_0)/T$. Then the gradient of the Lagrangian (9) with respect to the parameters of the policy $\theta$ for both formulations yields [5]
$$\nabla_{\theta} \mathcal{L}(\theta, \lambda) = \mathbb{E}_{s \sim \rho_\theta(s)} \left[ Q^\lambda(s, a) \nabla_{\theta} \log \pi_\theta(a|s) \right].$$
In both expressions of the gradient with respect to the primal and the dual variables we require to compute expectations with respect to the trajectories of the system. To avoid sampling a large number of trajectories, one can instead use stochastic approximations [62]. This is, with one sample trajectory, one can compute in the case of the finite horizon problem estimates of $\mathcal{U}(\theta^k)$ as
$$\mathcal{U}_1(\theta^k) = \sum_{t=0}^{T} \mathbb{1}(s_t \in S_t),$$
and
$$\nabla_{\theta} \mathcal{L}(\theta^k, \lambda^k) = R^{\lambda^k}(s, a) \nabla_{\theta} \log \pi_{\theta^k}(a_0|s_0).$$

In cases where the horizon is finite, the previous expressions can be computed without any additional steps and they yield unbiased estimates of the quantities that they estimate. However, for the infinite horizon case, one would require an infinite trajectory for the later to hold. An alternative is to consider a finite horizon problem with a random stopping time as discussed in Remark 1, where the stopping time is drawn from a geometric distribution. By computing the expressions in (46) and (45) over the randomly drawn horizon the estimates obtained are unbiased [59]. The stochastic primal-dual algorithm is summarized in Algorithm 2. A different alternative to computing (49) is to use actor-critic updates as done in [25], [61]. Actor-critic methods estimate the gradient with less variance and therefore they enjoy better convergence guarantees. In this work we limit the development to the version of the algorithm given in [46] for simplicity.

VII. Numerical Results

We have proposed a way to find safe policies via primal-dual methods. In this section, to study the behavior of these proposed methods, we consider a continuous navigation task in an environment filled with hazardous obstacles (See Figure 1). An agent is deployed in this environment and its objective is to reach a goal, while avoiding several obstacles of different size and geometry. On more formal terms, the MDP representing the system, chosen to be
$$s = (x, y).$$
the agent then takes actions, resulting in its movement along the x- and y-axis. These actions are given by a Gaussian policy, namely
$$\pi_\theta(a|s) = \frac{1}{\sqrt{(2\pi)^d|\Sigma|}} \exp\left(-\frac{1}{2} (a - \mu_\theta(s))^\top \Sigma^{-1} (a - \mu_\theta(s)) \right)$$
where, we consider a covariance matrix $\Sigma = \text{diag}(0.5, 0.5)$. Thus, the state of the agent evolves according to the dynamics $s_{t+1} = s_t + T_a \Delta t$, where $T_a$ is the sampling time of the system, chosen to be $T_a = 0.05$. Furthermore, the mean of the Gaussian policy is a function approximator given by a weighted linear combination of Radial Basis Functions (RBF). More specifically,
$$\mu_\theta(s) = \sum_{i=1}^{d} \theta_i \exp\left(-\frac{||s - \bar{s}_i||^2}{2\sigma^2} \right)$$
where $\theta = [\theta_1, \ldots, \theta_d]^\top$ is the parameter vector to be learned, $\sigma$ is the bandwidth of each RBF kernel and $\bar{s}_i$ its centers. We choose the bandwidth of the RBF to be $\sigma = 0.5$ with centers spaced 0.25 units from each other.
The specification of the navigation task is given by an infinite horizon problem with discount factor $\gamma = 0.95$, and we consider a reward given by the distance between the current state, $s$, and the goal $s_{\text{GOAL}}$. Namely,

$$ r(s, a) = -\|s - s_{\text{GOAL}}\|^2, \quad (49) $$

where, for this specific scenario, we consider the goal to be located at $s_{\text{GOAL}} = (8.5, 1.5)$. Furthermore, we introduce a constraint into the optimization problem for each of the obstacles, with a demanded level of safety of $1 - \delta_i = 0.999$ for each of them. We train the agent via the primal-dual algorithm introduced in this work (Algorithm 2), where the primal step is performed via the well-known policy gradient. Furthermore, we consider a primal step size $\eta_\theta = 0.1$ and a dual step size $\eta_\lambda = 0.05$. We train the policy for 40,000 iterations (until convergence) and obtain the navigation vector flow illustrated in Figure 1.

We plot several sample trajectories, illustrating the different possible paths along the learned navigation flow. Overall, given the high level of safety demanded ($1 - \delta_i = 0.999$), the policy learned by our method avoids all obstacles. Perhaps, a more important observation is that not all obstacles are equally difficult to avoid. By difficult we mean how much the agent must deviate from its straight-line trajectory to the goal to avoid the obstacle. For example, the circular red obstacle in the center of the map appears to be easy to circumnavigate; on the other hand, the green L-shaped obstacle close to the goal appears to require considerable trajectory deviation to be avoided.

In summary, the constraints associated to each of the obstacles are not equally restrictive in the optimization problem. Something that can be further analyzed by taking a closer look at the evolution of the dual variables, which we have considered in Figure 2. First, recall that our dual formulation is equivalent to solving a problem with reward

$$ r_\lambda(s, a) = r(s, a) + \sum_{i=1}^{m} \lambda_i (\mathbb{1}(s \in S_i) - c_i). \quad (50) $$

where the dual ascent step potentially modifies the values of the dual variables $\lambda_i$ at each iteration, leading to a dynamically changing reward as the algorithm is run. An important observation from the reward (50) is that higher values of the dual variable $\lambda_i$ represent more restrictive constraints (harder to navigate obstacles). In our case, in Figure 2, the dual variable associated with the red obstacle has the lowest value, while the opposite is true of the dual variable related to the green obstacle. Hence, in our proposed approach, dual variables allow us to assess the difficulty in satisfying each constraint with its specified level of safety. Clearly, there is great benefit to this more precise analysis (rather than trying to guess purely from observation of the vector field in Figure 1). In our case, it makes it clear which obstacles are worse. While the case between the red and green obstacles might appear clear or apparent to the naked eye, the same might not hold true for other more subtle obstacles. For example, it is not clear which obstacle is the worse between the orange and the cyan one, however looking at the dual variables tells us that the cyan obstacle is slightly worse than the orange one.

An immediate consequence of our previous observations and the structure of the reward (50) is the following. If we...
remove from our system one of the constraints and then retrain the system, obtaining a new policy without the removed constraints, what type of improvement in the reward should we expect? Clearly, we expect larger improvements in the resulting reward if we remove constraints associated with larger dual variables, as they are more restrictive in the optimization problem. We study this in Figure 3. As expected, in our navigation scenario, removing the green obstacle provides the larger reward improvement, while the smallest improvement is given by the red obstacle. This is another way of validating what we previously observed: the green obstacle is clearly more cumbersome than the others.

A. Safety guarantees

Now, let us take a closer look at the safety guarantees associated with our proposed approach. First, we evaluate the safety attained for each constraint (in our scenario, each obstacle). We look at instances of these probabilities as the algorithm iterates and we consider 500 independent evaluations of the algorithm at intervals of 40,000 iterations. The safety requirement $1 - \delta_i = 0.999$ is shown in dashed lines. Obstacles are color coded according to Figure 1. The bottom right plot represents the resulting safety guarantees of using a simple policy gradient (without the primal-dual method), where we have naively set the weights of all constraints to the smallest dual variable, corresponding to the red obstacle, $\lambda = 1.128$.

The primal-dual algorithm, as expected, reaches the required safety level first in mean (approximately, after 10,000 iterations, the mean value for the five constraints is under the required safety level). As the algorithm keeps iterating, the resulting distribution gets tighter, and ultimately, the one standard deviation band also falls into the safety requirements. Also, observe that the green obstacle (the one that is harder to navigate around), is the one that takes longer to reach the required level of safety. This obstacle takes longer in mean to reach the required level of safety and has a wider distribution. Furthermore, it is worth remarking that the algorithm converges to a policy which is safer than the one demanded.

A reasonable approach is to be more restrictive and set all weights fixed to the largest dual variable $\lambda = 2.835$. The reward is normalized with respect to the number of time steps $T$.

Further analysis shows that the choice of the weights used in a reward-shaping approach are not obvious (not even for a simple safe navigation problem). We study this in Figure 3. As expected, in our navigation scenario, removing the green obstacle provides the larger reward improvement, while the smallest improvement is given by the red obstacle. This is another way of validating what we previously observed: the green obstacle is clearly more cumbersome than the others.

Another reasonable approach is to be more restrictive and set all weights fixed to the largest dual variable $\lambda = 2.835$ (corresponding to the green obstacle). While setting all variables to the most restrictive value will result in safe policies satisfying the constraints, it has repercussions on the overall reward obtained by the policy. In Figure 4, we plot the normalized...
reward (reward per time step) as the policy is trained. We plot the mean reward and one standard deviation band over 500 independent evaluations of the policy at intervals of 40,000 iterations. For the primal-dual algorithm (cf., Algorithm 2), the resulting reward converges in around 25,000 iterations of training, a point after which the distribution almost fully converges to the mean. More importantly, the reward of using the naïve approach of setting all the weights fixed to the largest dual variable results in a lower overall reward.

Our previous discussions regarding the results illustrated in Figures 2 and 5 highlight the main issues of using classical reward-shaping when attempting to learn safe policies. Namely, it is not clear how to choose the weights. Using weights that are too small will result in policies that are unsafe, while on the other hand, using weights that are too large, will ultimately result in large reductions of the reward attained by the policy. Regarding the latter, using weights that are too large can result in policies that are safe simply because they largely disregard the task reward. In general, classical reward-shaping approaches are not good enough to learn safe policies, as they need to be manually fine-tuned to the problem, which is time and computationally costly. Compared to these approaches, our primal-dual formulation retains some of the benefits of the previous approaches, mainly, part of it resorts to a primal maximization step, which can be computed by many traditional RL methods, such as the well-known policy gradient. More so, our method dynamically chooses the weight via an equivalence between weights and dual variables, in a way that is methodological and guaranteed to attain a good trade-off between safety and reward.

Finally, we plot in Figure 6 the reward-safety trajectory of the primal-dual algorithm (cf., Algorithm 2). We show a scatter plot that becomes warmer as the iterations of the algorithm increase. This plot is composed of points relating the mean safety probability (for the worst constraints) against the mean attained reward for 500 independent evaluations of the policy at intervals of 200 iterations. As the algorithm is run, both the overall safety and attained reward of the policy increase, until the desired level of safety is attained. Afterwards, the policy attempts to increase the reward while maintaining the desired level of safety. In this case, this shows that early termination of the training of the policy can result in policies that, while being suboptimal, will attain the level of safety required.

**B. Complex navigation scenario**

We now consider the application of our proposed methodology to a more complex and realistic scenario. To do so, we perform simulations in the Robot Operating System (ROS) supported by the Unity physics engine. The environment that we consider for these simulations is shown in Fig. 7. In this map, the agent must navigate from the blue dot in the top left corner to the green goal on the bottom right corner while avoiding the obstacles highlighted in red. The agent used for this task is a Clearpath Husky, a differential drive wheeled robot, whose physics interactions with the environment are realistically simulated by our ROS/Unity setup.

The state space of the agent consists of its x- and y-axis positions together with its heading angle $\psi$. Furthermore, the agent takes actions corresponding to its linear $v$ and angular $\dot{\psi}$ velocities, and the model has a sampling time $T_s$ which is set to $T_s = 0.2$. The system has the following dynamics:

$$
\begin{bmatrix}
x_{t+1} \\
y_{t+1} \\
\dot{\psi}_{t+1}
\end{bmatrix} =
\begin{bmatrix}
x_t \\
y_t \\
\dot{\psi}_t
\end{bmatrix} + T_s
\begin{bmatrix}
v_t \cos(\psi_t) \\
v_t \sin(\psi_t) \\
\dot{\psi}_t
\end{bmatrix}.
$$

(51)

In order to operate the Husky platform, we aim to learn a drive controller producing linear and angular velocities using Algorithm 2 with the same parameters as in the previous numerical results. The agent is trained to avoid the obstacles, highlighted in red in Fig. 7. Then, once the policy has been learned, it is deployed in the realistic ROS simulator and evaluated with high-fidelity Unity physics to obtain a more realistic portrayal of the performance of our policy.
Figure 4 illustrates the resulting trajectories, where the ideal trained trajectory corresponds to the red arrows and the trajectory followed by the agent in the ROS simulation is shown in blue. First, we verify that the agent successfully reaches the goal while avoiding all obstacles. Indeed, in the realistic ROS simulation it does so while following closely the ideal trained trajectory. In this regard, we can more carefully observe how the agent starts close to a bridge surrounded by water (obstacles). This corresponds to a very risky region as it is easy to run into obstacles. Thus, to maintain safety, the agent keeps a very low velocity which allows it to stay close to the ideal trajectory. Once the agent crosses the bridge, it increases its velocity as the region is devoid of major obstacles and it is safe to do so. As it crosses the arch into the main road, the agent turns and minimally reduces the speed to not collide with the central obstacle of the paved road. However, we see how the realistic ROS simulation deviates slightly from the ideal trajectory at high velocity turns. The trained model does not account for the differential drive of the Husky platform, which is easy to run into obstacles. Thus, to maintain safety, the agent keeps a very low velocity which allows it to stay close to the ideal trajectory, safely navigating to the goal.

VIII. CONCLUSIONS

In this paper, we have studied the problem of learning safe policies in RL problems. More specifically, we have introduced safety into the problem as a probabilistic version of positive invariance. These constraints are then relaxed to provide expressions that are algorithmically useful, i.e., we can compute gradients of the constraints with respect to the parameters of the policy. These relaxations are such that they guarantee that the safety requirements are preserved for finite horizon operation and until an arbitrarily large horizon for discounted infinite horizon problems. In addition, we show that the relaxed problem has a duality gap that can be made arbitrarily small and thus primal-dual algorithms are suitable to solve the safe RL problem. Numerical results for an agent navigating a world filled with hazardous obstacles, in a complex and realistic environment, show that the proposed scheme dynamically adapts the cost of safety. Compared to previous approaches, our proposed scheme provides safe policies with guarantees and a systematic way of achieving them, without being reliant on the manual tuning of parameters.

APPENDIX

A. Proof of Lemma 2

We proceed by a sequence of implications. Notice that

\[ \sum_{t=0}^{\infty} \mu_t \mathbb{P}(\tilde{E}_t) = \sum_{t=0}^{\infty} \mu_t - \sum_{t=0}^{\infty} \mu_t \mathbb{P}(\tilde{E}_t), \]  

where \( \tilde{E}_t \) denotes the complement of \( E_t \), for all \( t \geq 0 \). Hence,

\[ \sum_{t=0}^{\infty} \mu_t \mathbb{P}(\tilde{E}_t) \geq \sum_{t=0}^{\infty} \mu_t - \mu' \delta \Rightarrow \sum_{t=0}^{\infty} \mu_t \mathbb{P}(\tilde{E}_t) \leq \mu' \delta. \]  

Since all summands are non-negative, we can lower bound the right-hand side by truncating the summation at \( T \), obtaining

\[ \sum_{t=0}^{T} \mu_t \mathbb{P}(\tilde{E}_t) \leq \mu' \delta \Rightarrow \sum_{t=0}^{T} \mu_t \mathbb{P}(\tilde{E}_t) \leq \mu' \delta. \]  

Since the \( \mu_t \) are non-increasing, it holds that \( \sum_{t=0}^{T} \mu_t \mathbb{P}(\tilde{E}_t) \geq \mu T \sum_{t=0}^{\infty} \mathbb{P}(\tilde{E}_t) \). Then, using the fact that \( \mu' \leq \mu_t \) yields

\[ \sum_{t=0}^{T} \mu_t \mathbb{P}(\tilde{E}_t) \leq \mu' \delta \Rightarrow \sum_{t=0}^{T} \mathbb{P}(\tilde{E}_t) \leq \delta. \]  

To conclude, we can apply the Boole-Frétet-Bonferroni inequality \([44, 1.6.10]\) to obtain

\[ \sum_{t=0}^{T} \mathbb{P}(\tilde{E}_t) \leq \delta \Rightarrow \mathbb{P} \left( \bigcap_{t=0}^{T} \tilde{E}_t \right) \geq 1 - \delta. \]  

B. Proof of Lemma 2

Denote by \( \mathbf{0}_m \in \mathbb{R}^m \) the null vector. Notice that \((P^* \mathbf{0}_m)\mathbf{T} \in \mathbb{C} \). Indeed, for the policy \( \pi^* \) that solves (23) we have that \( V(\pi^*) = P^* \) and that \( U_1(\pi^*) - c_i \geq 0 \). Thus, \( \mathbb{C} \) is not empty.

Let \( \xi^1, \xi^2 \in \mathbb{C} \) and let \( \pi^1, \pi^2 \in \mathbb{P}_s(A) \) be respective policies that satisfy \( V(\pi^1) \geq \xi^1 \) and \( U_1(\pi^2) \geq \xi^2 \) for all \( i = 1, \ldots, m \) and \( \ell = \{1, 2\} \). To show that \( \mathbb{C} \) is convex it suffices to establish that for any \( \mu \in (0, 1) \), it holds that \( \mu \xi^1 + (1 - \mu) \xi^2 \in \mathbb{C} \).

To do so we start by writing the value function \( V(\pi) \) in the following form (see e.g., [54])

\[ (1 - \gamma)V(\pi) = \int_{S \times A} r(s, a)\rho(s, a) \, ds \, da. \]  

where \( \rho(s, a) \) is the occupation measure induced by policy \( \pi \) (cf., (54)). Likewise we can write

\[ (1 - \gamma)U_1(\pi) = \int_{S \times \mathbb{A}} 1(1 \in S) \rho(s, a) \, ds \, da. \]  

Denote by \( \mathbb{M}(S, A) \) the measures over \( S \times A \) and define the set \( \mathbb{R} \) as the set of all occupation measures induced by the policies \( \pi \in \mathbb{P}_s(A) \) as

\[ \mathbb{R} \triangleq \left\{ \rho \in \mathbb{M}(S, A) \right\} \]  

\[ \rho(s, a) = (1 - \gamma) \left( \sum_{t=0}^{\infty} \gamma^t p_\pi(s_t = s, a_t = a) \right). \]  

It follows from [54] Theorem 3.1] that the set of occupation measures \( \mathbb{R} \) is convex and compact. Let \( \rho^1, \rho^2 \in \mathbb{R} \) be the occupancy measures associated to the policies \( \pi^1, \pi^2 \in \mathbb{P}_s(A) \). Since the set is compact, there exists \( \pi^\mu \in \mathbb{P}_s(A) \) such that \( \mu \rho^1 + (1 - \mu) \rho^2 \in \mathbb{R} \). Using the linearity of the integral it follows that

\[ V(\pi^\mu) = \frac{\mu}{1 - \gamma} \int_{S \times A} r(s, a)\rho^1(s, a) \, ds \, da \]  

\[ + \frac{1 - \mu}{1 - \gamma} \int_{S \times A} r(s, a)\rho^2(s, a) \, ds \, da. \]  

Using the expression in (57) it follows that \( V(\pi^\mu) = \mu V(\pi^1) + (1 - \mu) V(\pi^2) \). Which shows that \( V(\pi^\mu) \geq \mu \xi^1 + \frac{1 - \mu}{1 - \gamma} \int_{S \times A} r(s, a)\rho^2(s, a) \, ds \, da \).
(1 − μ)ξ^2. Using the same arguments we can establish that for every i = 1, . . . , m we have that \( U_i(\pi^\mu) \geq \mu \xi^1_i + (1 − \mu) \xi^2_i \). This completes the proof that for any \( \xi^1, \xi^2 \in C \) and for any \( \mu \in (0, 1) \) the convex combination is also contained in \( C \), i.e., \( \mu \xi^1_i + (1 − \mu) \xi^2_i \in C \). Thus, the set \( C \) is convex.

C. Proof of Lemma 3

Let us start by writing the left hand side of (35) as
\[
\int_{S \times A} |\rho(s,a) − \rho_\theta(s,a)| \, ds \, da
\]
\[
= (1 − \gamma) \int_{S \times A} \left[ \sum_{i=0}^{\infty} \gamma^t \left(p^\pi_n(s,a) − p^\theta_n(s,a)\right) \right] \, ds \, da.
\]
Using the triangle inequality, we upper bound (61) as
\[
\int_{S \times A} |\rho(s,a) − \rho_\theta(s,a)| \, ds \, da
\]
\[
\leq (1 − \gamma) \sum_{i=0}^{\infty} \gamma^t \int_{S \times A} |p^\pi_n(s,a) − p^\theta_n(s,a)| \, ds \, da.
\]
Notice that to complete the proof it suffices to show that the right hand side of the previous expression is bounded by \( \epsilon/(1 − \gamma) \). We next work towards that end, and we start by bounding the difference \( |p^\pi_n(s,a) − p^\theta_n(s,a)| \). Notice that this difference can be upper bounded using the triangle inequality as
\[
|p^\pi_n(s,a) − p^\theta_n(s,a)| \leq p^\pi_n(s,|a|) \pi(a|s) − \pi_\theta(a|s)
\]
\[
+ \pi_\theta(a|s) |p^\theta_n(s,a) − p^\theta_n(s,a)|.
\]
(63) It follows from Definition 2 that
\[
\int_{S \times A} p^\pi_n(s) |\pi(a|s) − \pi_\theta(a|s)| \, ds \, da \leq \epsilon \int_{S} p^\pi_n(s) \, ds = \epsilon,
\]
where the last equality follows from the fact that \( p^\pi_n(s) \) is a density and thus integrates to one. We next work towards bounding the integral of the second term in (63). Using the fact that \( \pi_\theta(a|s) \) is a density, it follows that
\[
\int_{S \times A} \pi_\theta(a|s) |p^\pi_n(s) − p^\theta_n(s)| \, ds \, da = \int_{S} |p^\pi_n(s) − p^\theta_n(s)| \, ds.
\]
Notice that the previous difference is zero for \( t = 0 \) and for any \( t > 0 \) it can be upper bounded by
\[
\int_{S} |p^\pi_n(s) − p^\theta_n(s)| \, ds
\]
\[
\leq \int_{S} \int_{S \times A} p(s,s') |p^{-1}(s,a) − p^\theta_n(s,a)| \, ds \, da
\]
\[
= \int_{S \times A} |p^{-1}(s,a) − p^\theta_n(s,a)| \, ds \, da.
\]
(66) Combining the bounds in (64), (64) and (66) yields
\[
(1 − \gamma) \sum_{t=0}^{\infty} \gamma^t \int_{S \times A} |p^\pi_n(s,a) − p^\theta_n(s,a)| \, ds \, da \leq
\]
\[
(1 − \gamma) \sum_{t=1}^{\infty} \gamma^t \int_{S \times A} |p^{-1}(s,a) − p^\theta_n(s,a)| \, ds \, da
\]
\[
+ (1 − \gamma) \sum_{t=1}^{\infty} \gamma^t \epsilon
\]
(67) Notice that the second term in the right hand side of the previous expression is the sum of the geometric multiplied by \( 1 − \gamma \). Hence we have that \( (1 − \gamma) \sum_{t=0}^{\infty} \gamma^t \epsilon = \epsilon \). The first term in the right hand side of the previous expression is in fact the same as the term in the left hand side of the expression multiplied by the discount factor \( \gamma \). Thus, rearranging the terms, the previous expression implies that
\[
(1 − \gamma) \sum_{t=0}^{\infty} \gamma^t \int_{S \times A} |p^\pi_n(s,a) − p^\theta_n(s,a)| \, ds \, da \leq \frac{\epsilon}{1 − \gamma}.
\]
(68) This completes the proof of the Lemma.

D. Proof of Theorem 4

The lower bound on \( D^*_\theta \) follows directly from weak duality [28] Chapter 5. To prove the upper bound notice that the dual functions \( d(\lambda) \) and \( d_\theta(\lambda) \) associated to the problems (23) and (8) respectively are such that for every \( \lambda \in \mathbb{R}^m \) we have that \( d_\theta(\lambda) \leq d(\lambda) \). The latter follows from the fact that the set of maximizers of the Lagrangian for the parameterized policies is contained in the set of maximizers of stochastic kernels. In particular, this holds for \( \lambda^* \) the solution to (25). Hence we have the following sequence of inequalities
\[
D^* = d(\lambda^*) \geq d_\theta(\lambda^*) \geq D^*_\theta,
\]
where the last inequality follows from the fact that \( D^*_\theta \) is the minimum of (11). The zero duality gap established in Theorem 3 allows us to upper bound \( D^*_\theta \), where \( P^* \) is the value of the problem (23). To complete the proof of the result we are left to show that \( P^* \leq P^*_\theta + (B_r + \|\lambda^*_\|_1) \epsilon/(1 − \gamma) \). Notice that if the perturbed problem (26) with \( \xi_i = \epsilon/(1 − \gamma) \) is infeasible, then the dual optimum is infinite and the result holds trivially. Hence we focus on the case where (26) is feasible. We claim the following three facts to be proven.

(i) Let \( \pi^* \) be the solution to the perturbed problem (26) with \( \xi_i = \epsilon/(1 − \gamma) \) for all \( i = 1, \ldots, m \). Then,
\[
P^* \leq P^*_\theta + \|\lambda^*_\|_1 \epsilon = V(\pi^*) + \|\lambda^*_\|_1 \epsilon \leq \frac{\epsilon}{1 − \gamma}
\]
(70)

(ii) Let \( \pi^*_\rho \) be an element of the \( \epsilon \)-parameterization that approximates \( \pi^* \) in the sense of Definition 2. Then
\[
V(\pi^*_\rho) \leq V(\pi^*) + \frac{B_r \epsilon}{1 − \gamma},
\]
(71)

(iii) Lastly we claim that \( \pi^*_\rho \) is feasible for (8). And therefore \( V(\pi^*_\rho) \leq P^*_\theta \). These three facts complete the proof.

We start by showing (i). Similar to the proof of Theorem 3 we can define the following set
\[
C_\epsilon = \{ \xi \in \mathbb{R}^{m+1} \mid \exists \pi \in \mathcal{P}_s(A), V(\pi) \geq \xi_0, \ U_i(\pi) \geq c_i + \frac{\epsilon}{1 − \gamma} + \xi_i, \forall i = 1, \ldots, m \}.
\]
(72)

Analogous to the proof of Lemma 2 the previous set is convex and non-empty. In addition, just as we did in the proof of Theorem 3 we have that \( (P^*_{\theta}, \theta^*_\rho)^T \) is at the boundary of \( C_\epsilon \) and that the separating hyperplane at that point is defined by \( \lambda = (1, (\lambda^*_\rho)^T)^T \). Hence, for any \( \xi \in C_\epsilon \) it follows that
\[
(P^*_{\theta}, \theta^*_\rho)^T \lambda \geq \xi^T \lambda.
\]
(73)
In particular, notice that the the point \((P^*, -1_m \frac{1}{\gamma} \epsilon) \in \mathcal{C}_i\). Indeed, for \(\pi^*\) optimal policy of \((\mathcal{X}, \mathcal{A})\) we have that \(V(\pi^*) = P^*\) and \(U_i(\pi^*) \geq \epsilon_i\). Thus, substituting in the previous equation \(\xi = (P^*, -1_m \frac{1}{\gamma} \epsilon)\) and \(A = (1, (\lambda^*_i)^\top)\) it follows that
\[
P^*_\epsilon \geq P^* - \epsilon \frac{1 - \gamma}{1 - \gamma} \|A\|_1.
\]
(74)
This completes the proof of the claim (i).

To establish (ii) notice that we can write the difference \(V(\pi^*_\epsilon) - V(\pi^*_{\epsilon, \theta})\) as
\[
V(\pi^*_\epsilon) - V(\pi^*_{\epsilon, \theta}) = \int_{\mathcal{S} \times \mathcal{A}} \mathcal{R}(s, a) \left( \mathcal{d\rho}^*_\epsilon - \mathcal{d\rho}^*_{\epsilon, \theta} \right),
\]
(75)
where in the previous expression \(\mathcal{d\rho}^*_\epsilon\) and \(\mathcal{d\rho}^*_{\epsilon, \theta}\) are the occupancy measures corresponding to the policies \(\pi^*_\epsilon\) and \(\pi^*_{\epsilon, \theta}\) respectively (cf., (24)). Since \(\pi^*_{\epsilon, \theta}\) is by definition an \(\epsilon\) approximation of \(\pi^*_\epsilon\) it follows from Lemma 3 that
\[
\int_{\mathcal{S} \times \mathcal{A}} |\mathcal{d\rho}^*_\epsilon - \mathcal{d\rho}^*_{\epsilon, \theta}(\lambda)| \leq \epsilon \frac{1 - \gamma}{1 - \gamma}.
\]
(76)
Using the fact that the rewards are bounded by \(B_r\) completes the proof of (ii).

The proof of (iii) is analogous to that of (ii) but reasoning with the constraints functions \(U_i\).

REFERENCES

[1] T. Van Cutsem and C. Vournas, Voltage stability of electric power systems. Springer Science & Business Media, 2007.
[2] O. Khatib, “Real-time obstacle avoidance for manipulators and mobile robots,” in Proceedings. 1985 IEEE International Conference on Robotics and Automation, vol. 2, pp. 500–505, IEEE, 1985.
[3] R. A. Howard, Dynamic programming and Markov processes. Wiley for The Massachusetts Institute of Technology, 1964.
[4] D. P. Bertsekas and J. N. Tsitsiklis, Neuro-Dynamic Programming, vol. 5. Athena Scientific Belmont, MA, 1996.
[5] R. S. Sutton and A. G. Barto, Reinforcement Learning: An Introduction. MIT press, 2018.
[6] C. J. Watkins and P. Dayan, “Q-learning,” Machine learning, vol. 8, no. 3-4, pp. 279–292, 1992.
[7] R. J. Williams, “Simple statistical gradient-following algorithms for connectionist reinforcement learning,” Machine Learning, vol. 8, no. 3-4, pp. 229–256, 1992.
[8] R. S. Sutton, D. A. McAllester, S. P. Singh, and Y. Mansour, “Policy gradient methods for reinforcement learning with function approximation,” in Advances in Neural Information Processing Systems, pp. 1057–1063, 2000.
[9] M. Heger, “Consideration of risk in reinforcement learning,” in Machine Learning Proceedings 1994, pp. 105–111, Elsevier, 1994.
[10] O. Mihatsch and R. Neuneier, “Risk-sensitive reinforcement learning,” Machine Learning, vol. 49, no. 2-3, pp. 267–290, 2002.
[11] P. Geibel and F. Wysotzki, “Risk-sensitive reinforcement learning applied to control under constraints,” Journal of Artificial Intelligence Research, vol. 24, pp. 81–108, 2005.
[12] P. Geibel, “Reinforcement learning for MDPs with constraints,” in European Conference on Machine Learning, pp. 646–653, Springer, 2006.
[13] Y. Kadota, M. Kurano, and M. Yasuda, “Discounted Markov decision processes with utility constraints,” Computers & Mathematics with Applications, vol. 51, no. 2, pp. 279–284, 2006.
[14] E. Delage and S. Mannor, “Percentile optimization for Markov decision processes with parameter uncertainty,” Operations Research, vol. 58, no. 1, pp. 203–213, 2010.
[15] D. Di Castro, A. Tamar, and S. Mannor, “Policy gradients with variance related risk criteria,” arXiv preprint arXiv:1206.6404, 2012.
[16] M. Hutter, “Self-optimizing and Pareto-optimal policies in general environments based on Bayes-mixtures,” in International Conference on Computational Learning Theory, pp. 364–379, Springer, 2002.
Santiago Paternain received the B.Sc. degree in electrical engineering from Universidad de la República Oriental del Uruguay, Montevideo, Uruguay in 2012, the M.Sc. in Statistics from the Wharton School in 2018 and the Ph.D. in Electrical and Systems Engineering from the Department of Electrical and Systems Engineering, the University of Pennsylvania in 2018. He is currently an Assistant Professor in the Department of Electrical and Computer Engineering at the Rensselaer Polytechnic Institute. Prior to joining Rensselaer, Dr. Paternain was a postdoctoral Researcher at the University of Pennsylvania. His research interests lie at the intersection of machine learning and control of dynamical systems. Dr. Paternain was the recipient of the 2017 CDC Best Student Paper Award and the 2019 Joseph and Rosaline Wolfe Best Doctoral Dissertation Award from the Electrical and Systems Engineering Department at the University of Pennsylvania.

Miguel Calvo-Fullana received his B.Sc. degree in electrical engineering from the Universitat de les Illes Balears (UIB), in 2012 and the M.Sc. and Ph.D. degrees in electrical engineering from the Universitat Politècnica de Catalunya (UPC), in 2013 and 2017, respectively. From September 2012 to July 2013 he was a research assistant with Nokia Siemens Networks (NSN) and Aalborg University (AAU). From December 2013 to July 2017, he was with the Centre Tecnològic de Telecomunicacions de Catalunya (CTTC) as a research assistant. From September 2017 to September 2020, he was a postdoctoral researcher at the University of Pennsylvania. Since September 2020, he is a postdoctoral researcher at the Massachusetts Institute of Technology. His research interests lie in the broad areas of learning and optimization for autonomous systems. In particular, he is interested in multi-robot systems with an emphasis on wireless communication and network connectivity.

Luiz F.O. Chamon (S’12, M’21) received the B.Sc. and M.Sc. degrees in electrical engineering from the University of São Paulo, São Paulo, Brazil, in 2011 and 2015 and the Ph.D. degree in electrical and systems engineering from the University of Pennsylvania (Penn), Philadelphia, in 2020. He is currently a postdoc at the Simons Institute of the University of California, Berkeley. In 2009, he was an undergraduate exchange student of the Masters in Acoustics of the École Centrale de Lyon, Lyon, France, and worked as an Assistant Instructor and Consultant on nondestructive testing at INSACAST Formation Continue. From 2010 to 2014, he worked as a Signal Processing and Statistics Consultant on a research project with EMBRAER. In 2018, he was recognized by the IEEE Signal Processing Society for his distinguished work for the editorial board of the IEEE Transactions on Signal Processing. He also received both the best student paper and the best paper awards at IEEE ICASSP 2020. His research interests include optimization, signal processing, machine learning, statistics, and control.

Alejandro Ribeiro received the B.Sc. degree in electrical engineering from the Universidad de la Republica Oriental del Uruguay, Montevideo, in 1998 and the M.Sc. and Ph.D. degree in electrical engineering from the Department of Electrical and Computer Engineering, the University of Minnesota, Minneapolis in 2005 and 2007. From 1998 to 2003, he was a member of the technical staff at Bell-south Montevideo. After his M.Sc. and Ph.D studies, in 2008 he joined the University of Pennsylvania (Penn), Philadelphia, where he is currently Professor of Electrical and Systems Engineering. His research interests are in the applications of statistical signal processing to collaborative intelligent systems. His specific interests are in wireless autonomous networks, machine learning on network data and distributed collaborative learning. Papers coauthored by Dr. Ribeiro received the 2014 O. Hugo Schuck best paper award, and paper awards at CDC 2017, SSP Workshop 2016, SAM Workshop 2016, Asilomar SSC Conference 2015, ACC 2013, ICASSP 2006, and ICASSP 2005. His teaching has been recognized with the 2017 Lindback award for distinguished teaching and the 2012 S. Reid Warren, Jr. Award presented by Penn’s undergraduate student body for outstanding teaching. Dr. Ribeiro is a Fulbright scholar class of 2003 and a Penn Fellow class of 2015.