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Abstract

Boosted by deep learning, natural language processing (NLP) techniques have recently seen spectacular progress, mainly fueled by breakthroughs both in representation learning with word embeddings (e.g. word2vec) as well as novel architectures (e.g. transformers). This success quickly invited researchers to explore the use of NLP techniques to other field, such as computer programming languages, with the promise to automate tasks in software programming (bug detection, code synthesis, code repair, cross language translation etc.). By extension, NLP has potential for application to network configuration languages as well, for instance considering tasks such as network configuration verification, synthesis, and cross-vendor translation. In this paper, we survey recent advances in deep learning applied to programming languages, for the purpose of code verification, synthesis and translation: in particular, we review their training requirements and expected performance, and qualitatively assess whether similar techniques can benefit corresponding use-cases in networking.
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1. Introduction

Network operators often rely on a heterogeneous set of equipments from different vendors, each of which uses different proprietary configuration languages. Such heterogeneity poses a number of challenges, that have the potential to turn the dream of intent-based, fully autonomous and self-driving networks into a waking nightmare. While the reliance on multiple vendors is a very logical choice from a business perspective, it makes network management a quite complex task. Efficiently managing real networks needs knowledge about the specifics of each of these multiple vendors, a skill that is rare in practice. This has pervasive consequences and affects many tasks from provisioning (i.e. generating new configurations) to verification, to monitoring, debugging and troubleshooting.

To counter this problem, the network community attempted to create additional abstractions to unify network control, of which Batfish[1] from Intentionet is one popular example. Batfish uses expert rules to transform each proprietary configuration into a unified language model, that can be used to verify the correctness of a configuration or visualize its effects before it is actually put in place. Similarly, many other approaches (see Sec. 2.2) leverage formal methods to automate various aspects of network configuration,
often transforming a network-wide configuration into a large logical formula, then for example adding specification constraints on top, to verify that the specifications match the configuration. Although promising, such approaches still need humans in the loop, either to build or update the unified language model, or to manually design the numerous verification tests required for the new unified language. Devil’s advocating, one can say that approaches like Batfish solve the problem of “too many proprietary languages” by adding another proprietary language [2].

At the same time, advances in deep learning based Natural Language Processing (NLP) techniques have opened new opportunities, allowing to perform tasks that seemed impossible a decade ago. For example, recent progress in unsupervised neural machine translation makes it possible today to translate between different languages, using mostly mono-lingual\footnote{Otherwise stated, neural language models can learn to translate from reading independently books in each language, as opposed to requiring a curated parallel corpora of books translated in many languages} corpora [3], which are usually abundant. Text generation has also reached impressive performance [4], as widely popularized by OpenAI GPT-3 [5]. This giant step in representation learning from natural language corpora naturally raises the question of whether these breakthroughs can profit other artificial languages, such as those used for computer programming or network configuration.

Whereas neural NLP techniques have so far enjoyed a limited adoption in the network community, the last few years have witnessed an emerging trend in the application of NLP technologies to programming languages, with growing success on tasks such as code (i) verification, (ii) synthesis and even (iii) translation. We observe that the above three axes are very much in line with important questions regarding the benefits of NLP for network management, specifically: (i) whether properly modeled network configuration languages could ease the detection of misconfigurations or underspecifications, as it is possible to detect grammatical mistakes in natural language; (ii) whether recent advances in NLP could allow to make advances in router configuration synthesis, in a way that is similar to natural text and code generation; (iii) whether it is feasible to automatically translate between routing configuration languages of different vendors – which, if successful, could be a significant step towards reducing the interoperability gap.

In this paper we argue that, to some extent, progress on NLP for programming languages can be informative so as to estimate the potential of NLP for solving similar tasks on network configuration languages. Yet, the state of progress in the programming language domain is not fully clear: generally speaking, it is difficult to discriminate hype from small-step methodological contributions, so to select which approach among the numerous proposals could the most promising for network configuration. Second, it is also non-trivial to assess at which cost in terms of data and computing power such prowess were made possible, and thus at which upfront cost it would be possible to apply NLP advances to network configuration use-cases. Finally, it is even harder to estimate if, and within which time-frame, such pioneering approaches can transition to useful products extensively used in real systems.

The goal of this paper is therefore to systematically analyze the progress of recent NLP technologies for artificial programming languages, and assess their potential for application to the network configuration languages for management purposes. In the remainder of the paper, we first overview state of the art in the network management use-cases of configuration verification, synthesis and cross-vendor translation (Sec. 2).
We then review the recent literature on NLP-empowered programming languages for the use-cases of code verification, synthesis and cross-language translation (Sec. 3.2). We next make an explicit parallel between these two fields: considering both a broad view, as well as using an illustrative networking example, we assess limits of current methods, data and model training requirements, need for pre-processing, task complexity and expected performance (Sec. 4). Based on this analysis, we gather conclusive remarks and sketch a high-level research roadmap (Sec. 5).

2. NLP for “Network Language” Processing

We first identify opportunities where NLP could help network operations. In this paper, we focus on three relevant use-cases of network configuration, introduced next, and overview how they are dealt with in the networking literature. For the sake of illustration, throughout the paper we will also systematically make reference to the toy case of an ISP network administrator that has to generate, verify or translate the BGP configurations of one or all its routers.

2.1. NLP Potential for Network Configuration

Configuration Verification. A critical task receiving growing attention in the networking community is configuration verification, with the accessory goals of detecting and fixing anomalies in the configuration. The classic examples are reachability (e.g., how can we verify that a network configuration is free from e.g. black holes, loops, or other conflicting rules) and compliance (e.g., verifying that the configuration satisfies a given policy). As we shall overview later, existing approaches rely on formal methods heavily involving human experts. The question (and opportunity) here is whether data-driven NLP methods can be of any help. For example, an open question is whether language models (trained in an unsupervised manner on mostly correct network-wide configurations) coupled with classic anomaly detection techniques can spot misconfigurations or inconsistencies. A related question is whether the further addition of a supervised layer (fine-tuned on certainly correct configurations) can assist in repairing the errors. If this task could be successfully implemented by NLP then, for the BGP toy case, an operator would only have to submit the configuration files of its network and inspect an output report about syntax and reachability errors. If the operator further provided specifications about routing policies, the checker would verify if routes are not redistributed in ways that violate these policies.

Configuration Synthesis. One recurrent task in networking is the configuration of various devices, either to satisfy customer requests (i.e. provisioning) or to later optimize various resources when adapting to network conditions. The input would be customer requests or SLAs expressed either in some arbitrary specification language (possibly complemented by natural language description in the longer term) and the output is a set of configurations that satisfy this goal. The paramount question in this case is to what extent can NLP tools help automating such generative process – which is inline with the long-term wish of intent-based networking.

With reference to the BGP toy case, if this task is successfully implemented by NLP, the network operator would only have to master a high-level specification language,
Table 1: Simple taxonomy and non-exhaustive list of example work related to network management and configuration

| Use-case      | Methods                          | Network application        |
|---------------|----------------------------------|----------------------------|
| Verification  | Model checking [11]              | BGP-only [12]              |
|               | SMT [12, 13, 14]                 | ACL [14]                   |
|               | Graph-based [15]                 | Subset of protocols [17, 15, 11] |
|               | Custom [16, 1, 17, 18]           | General [1, 13, 18]        |
| Synthesis     | SMT [19, 14]                     | BGP-only [19]              |
|               | Stratified Datalog [20, 21]       | ACL [14]                   |
|               | Custom model [22]                | BGP/OSPF/Static [20, 21]   |
|               |                                  | General [22]               |
| Explanation   | Custom [23, 24]                  | OSPF/BGP [23]              |
|               |                                  | Forwarding state [23]      |

describing reachability requirements depending on negotiated policies, and the NLP agent would automatically generate the corresponding configurations.

**Configuration Translation.** Finally, as earlier mentioned, another significant problem faced by large operators is due to their control of large heterogeneous fleets of network devices from multiple vendors, each using own proprietary languages. Besides the day-to-day management hurdle, migrating an equipment from one vendor to the other today can be cumbersome, not only in terms of translation but also in terms of network configuration understanding and cleaning. Therefore, the potential for NLP is manifest, as it would be desirable to leverage neural language techniques for learning to automatically translate between configuration languages of various vendors. If successful, this would not only ease the advent of the self driving network vision (one language to control them all) but also the management of legacy networks.

With reference to the BGP toy case, a network operator who needed to replace a router with another from a different vendor, would only have to submit the legacy configuration lines to obtain the new one in the target language.

2.2. Current State of the Art in Network Configuration

At the same time, existing attempts to automate network configuration verification and synthesis are mostly rule-based, often relying on formal methods, and have not yet exploited NLP techniques to the best of our knowledge.

Outside the above network configuration use cases, we point out that recent NLP techniques are used in networking, such as word embeddings to learn representations[6, 7, 8] and transformers applied to graphs[9, 10]. In this section, focusing on network configuration, and without aiming at presenting an exhaustive survey of related literature, we compactly present in Tab.1 a simple taxonomy of the state of the art, along with representative samples for each category.

**Configuration Verification.** As summarized in Table 1, verification methodologies currently used for network configuration are not leveraging NLP yet and can be mapped
into several families, namely: (i) graph models or (ii) custom graph-based abstractions and exploration, (iii) explicit state model checking on top of a formal language and (iv) satisfiability modulo theory. In more details, Netdb [16] was among the first seminal attempts to automate the parsing, modelling, and the correctness verification of network wide configuration files, which received more attention lately. Batfish [1] is one popular example which builds a data plane model from router configurations and uses it among others for configuration verification. ARC[15] builds a graph-based abstraction of the control plane from network configuration files and uses it to analyze the control plane under arbitrary failures, without generating the data plane. Bagpipe [12] uses an SMT solver to verify that BGP configurations satisfy the policies expressed by the operator. Minesweeper[13] also transforms network configuration files into a logical formula that captures the final state or behavior of the data plane, that is then combined with intended properties or desired specifications to see if both can match. Plankton[11] uses explicit-state model checking (together with symbolic partitioning) to considerably speed up network policies verification. NetDice [17] analyzes the probabilities that certain properties hold in the network without fully enumerating all possible link failures. NetDice input is, however, already curated network configurations expressing BGP, OSPF, ECMP, and static route properties and, methodology-wise, the paper heavily relies on domain knowledge. Finally, instead of relying on too general search strategies used by SMT solvers during verification, Tiramisu [18] builds its own network model and search strategies that are more efficient for network models: for example, it leverages routing algebra to verify paths in the graph in one shot (instead of emulating protocols as done with explicit-state model checking).

With reference to the BGP toy case, the network operator currently has to master one of the declarative languages to express its BGP routing policies or intents, and use any of the existing tools above to evaluate whether the configurations match these policies. A challenge there is to actually derive the properties that must be satisfied. For example, Bagpipe [12] infers such desired policies from real AS configurations or from prior research work (e.g., the famous Gao-Rexford conditions [25]). Unlike such exact methods, applying unsupervised anomaly detection methods on learned NLP representations could be promising to detect and locate anomalies in configurations and policies without incurring the burden of having to formally express them. Alternatively, if the specifications or intents of the operator are available, then NLP methods could broaden the current set of exact methods, e.g, by learning to generalize over a larger set of specification languages.

Configuration Synthesis. Automatic generation of network configuration is another active area where, e.g., Jinjing[14] helps Alibaba’s operators to transform their declarative configuration intents into ACL rule configuration updates. Alibaba group has also developed NetCraft [22], a tool that builds a unified network model and uses it to safely manage the life cycle of network configuration. Prior to that, Propane/AT [19] builds new abstractions to synthesise BGP configurations with correctness proofs from high-level specifications and requirements. SyNet [21] augments stratified datalog to perform synthesis for protocols that can be expressed in this language, leading the authors to support OSPF, Static routes and a simplified version of BGP. Netcomplete[20] later complemented the work with full support of BGP and orders of magnitude faster computation. Finally, thinking about synthesis in a broader sense, it is worth mentioning that similar formal methods have been used to programmatically (i) generate protocol
code (but not configurations) from RFC requirements[26], and (ii) specifications from lower-level axiomatic requirements [27].

With our BGP example in mind, similarly to the verification use case, the operator has only to master a high-level specification language, more concise and thus easier to express than actual configuration language. While the configuration is currently generated with algorithms (such as SMT, datalog or other custom models) that do not leverage NLP, in this paper we consider the question of to what extent NLP advances could help the network expert in his operational tasks.

Configuration Explanation. Whereas translation of configuration across languages has not been heavily investigated so far, a related task consists in summarizing and explaining configurations to the human operators. In this context, a first body of literature empirically studied the evolution of network configurations in the wild [28, 29, 30]. For example, using custom parsers, authors perform a longitudinal evaluation over a time period of two [30] to five [29] years, confirming that network configuration grow more complex over time. A second body of literature attempted to automate the extraction of human-readable insights from network configuration, or indirectly from its forwarding state. For the latter, Net2text [23] aims at generating highly interpretable text explaining network forwarding behavior. Config2spec [24] transforms router configurations into formal specifications, using Batfish[1] to parse router configurations – which helps operators in formalizing policies, but could be also a first step towards building datasets for more systematic usage of NLP techniques. In the BGP toy case and beyond, generative abilities of NLP techniques popularized in the latest years by, e.g., GPT-3, are promising to further provide comments and explanations in a native human language.

3. NLP for “Computer Language” Processing

Whereas spectacular progress [5] in NLP has primarily benefited “natural” language applications, a research trend emerged lately for application of NLP to “artificial” programming languages. In particular, recent NLP applications fall within the areas of code verification, code synthesis and code translation – which mirror the use cases above that we envision for networking, and that we overview in this section.

3.1. Code Verification

A considerable recent effort has explored the use of neural networks and NLP for bug detection and code verification. Habib et al.[31] studied the opportunity of formulating bug-finding as a classification problem trained on examples of buggy and bug-free code snippets. Richter and Wehrheim [32] stress that existing neural bug detection techniques work only for unrealistically generated bugs, and proposed novel ways to build realistic training datasets. This joins the conclusions of [31], in that despite having good quantitative performance, the models struggled to understand obvious program properties.

As often the case in machine learning, learning good latent representations is key to good performance in later tasks [33]: in the software context, code2vec [34] is a notable example. Code2vec first transforms the code into an Abstract Syntax tree (AST) then builds embeddings leveraging the multiple AST paths between program entities. Code2vec learns the representation of each path together with the representation of an
aggregation of paths. As a use case, Code2vec allows to successfully predict the name of a method from the vector representation of its body. Also, similarly to word2vec, code2vec learns method name vectors that interestingly capture semantic similarities between code snippets. Encouraged by this success, Briem et al. [35] confirmed the potential of code2vec representation in other use cases than function naming, as e.g., to find simple bugs such off-by-one bugs in Java. To further enhance code representation learning for bug-detection, Li et al. [36] complement the local context extracted from the generated AST (used by code2vec) with a global context coming from Program Dependence Graph (PDG) and Data Flow Graph (DFG): the latter allows to take into account also the “far-apart” dependencies between the various methods used in the code. For the local context part, they apply word2vec [37] on the sequence of nodes in AST paths and use node2vec [38] for the global context given by PDG and DFG graphs.

Overall, we see that significant progress in code verification is achieved by leveraging the existing domain expert knowledge to increase the power of the learned NLP representations – which can be expected to hold for other artificial languages.

3.2. Code Synthesis

The goal of code synthesis is, starting from a text description in natural language or sometimes simply a function name, to generate the right code snippet. Machine learning on the other hand promises to get rid of these manual efforts: for example, huge amounts of commented code are available online, so that one can learn to transform the comments describing a function into the actual code of the function.

One notorious example of such attempts is represented by the 2020 NLC2CMD [39] NeurIPS competition on learning how to transform natural language descriptions into CLI bash syntax: since the task takes natural language as input, an appealing choice is to start from pre-trained large NLP models (such as GPT-3) and only refine the training for the task at hand, an approach followed by several teams of 2020 NLC2CMD and by subsequent work [40, 41, 42].

PLBART [40] is a bidirectional and autoregressive transformer for program and language understanding and generation, that achieves state of the art performance in code summarization, synthesis and translation. As usual practice with transformers for NLP, PLBART is pre-trained on huge amounts of unlabeled data (see later Sec.4.3 for details), of both programming (GitHub) and natural (StackOverflow) languages. Overall, the authors stressed the importance of task-independent pre-training (to achieve a good level of program and language understanding) before specializing in various tasks. To illustrate its high representational power, authors show that thanks to pre-training, PLBART learns deep aspects of code such as syntax, naming conventions etc.

Open AI Codex [41] is a related effort, whose production version empowers the GitHub Copilot project assisting developers with code autocompletion from docstring-like descriptions and function names. Codex is obtained by fine-tuning GPT-3 models over python sources from GitHub, and exhibit significant improvements over the GPT-3 performance trained on natural language only: if given the chance to produce many code attempts, it can solve all the problems in the Human-eval dataset. At the same time, limits remain since Codex (i) is not sample-efficient, i.e. humans learn to code from significantly fewer examples, (ii) can invoke undefined functions and variables and struggles with long/high-level docstring and (iii) has trouble binding variables to objects. Along the same direction, Austin et al. [42] performed a critical and thorough evaluation of the
abilities of large NLP models to synthesize code, shedding light on how, e.g., performance varies according to model size, how chat interaction with a human in natural language can reduce the error, etc.

Finally, we point out that relevant work targeting the synthesis of network-related software (but not network-related configurations) recently started to appear, with e.g., NLP techniques applied to text of IETF Request For Comments (RFC) normative documents for the sake of either auto-discovering and fixing ambiguities [43] or automatically generating protocol implementations [26].

*Overall, we see that the success of code synthesis is certainly tributary to learning good representations from raw code. Equally importantly however, it is the availability of docstrings and code comments that allowed to fine tune large language models to perform synthesis. Hence, the value of commenting code extends beyond the realm of human understanding – whenever available, natural language comments accompanying code can complement the formal representation of artificial language.*

### 3.3. Code Translation

Driven by the success of deep learning in NLP translation from one human language to another, recent work tackled the equivalent problem of code translation from one programming language to another.

Chen *et al.* [44] is among the first attempts at using recurrent neural networks (RNN) for programming language code translation. They first observe that, starting from a certain length, RNNs struggle to generate syntactically correct programs. Inspired by traditional approaches where the human translator builds a rule-based correspondence between the grammars of the two programming languages, they propose to exploit the modularity of the translation task, transforming it into a translation between a source (parsed) tree and a target (parsed) tree.

Inspired by unsupervised translation for natural languages [3], more recent work [45, 46, 47] leverages transformer architectures for code translation. Similarly to unsupervised translation in natural language, the goal is to find a latent representation that is common between the two languages, such that sentences or code snippets with the same meaning have the same representation in the latent space. La Chaux *et al.* [45] proposed the first of such seq2seq architectures, leveraging attention and encoder/decoder blocks. The first step is to pre-train a cross-lingual language model, which can be done in a fully unsupervised manner from an independent corpus, especially when few anchor points exist between the two languages (e.g. *for*, *while* and other keywords for source code): after training, the encoder can turn any input sequence into a common latent representation vector. The second step is to learn a decoder that can generate a sentence in the target domain: simplifying, this task is implemented using a denoising autoencoder, trained to generate a sentence from a noisy version of it. The above architecture is shown [45] to outperform all available commercial rule-based software, on a custom evaluation dataset built by leveraging the GeeksforGeeks online platform.

In a subsequent work, Roziere *et al.* [46] acknowledge one major limitation of their previous natural language methods: namely the use of back-translation which implies training on possibly noisy inputs and learning to generate noisy ones. While a small

---

2https://practice.geeksforgeeks.org/
noise in natural language may be imperceptible, this can lead to an incorrect program in more structured source code. To counter this, the authors simply propose to leverage automated unit-testing to filter incorrectly generated code.

Overall, we see that NLP is able to extract powerful representations from raw code that, by leveraging multiple independent corpora each representing a different programming language, are also able to partly address automated translation among languages.

3.4. Other software-related tasks

In addition, other software-related tasks are currently being investigated in the literature, that we briefly overview next as they potentially open other opportunities for network configuration purposes. While we disregard them in this paper due to lack of space, they are at least worth mentioning.

Automated code documentation. CodeTrans [48] is an example of a pre-trained model to perform a variety of such tasks such as (i) code documentation Generation, (ii) source code summarization (iii) code comment generation, (iv) commit message generation, (v) API sequence recommendation. One question is whether similar methods could be helpful for network configuration explanation (for example, to document thousand-lines long configuration files of complex routing policies). Thinking back about our network administrator, automatically generating BGP policy summarizations or explanations can speed up the reasoning, easing the updates of existing policies as well as the transfer of duties between various administrators.

Automated code completion/repair. Code completion [49] and repair [50] could also find applications in networking: network configuration completion is tackled e.g., in [20], by however using formal methods and not machine learning. In automated code repair, the task is to transform a program with syntax errors into a correct one – a use-case that sits in between code verification (as code is altered) and synthesis (as the code generation is more limited). Code repair is tackled for example in Break-It-Fix-It (BIFI) [50] by a sophisticated yet more realistic training approach. Instead of creating pairs of (bad, good) programs for training using heuristics, which leads to non representative training data and models that overfit to unrealistic synthetic errors, BIFI introduces a breaker network that is trained to generate realistic errors, in addition to a critic that checks the Fixer’s output and augment training data with good outputs. The usefulness of such bug detection/repair capabilities clearly extends to network configuration as well.

4. Transfer from programming to configuration languages: a reality check

In this section, we summarize the literature we exposed previously from a different angle. In particular, we aim at summarizing the lessons learned from NLP applications to computer language tasks (in terms of challenges, model training requirements, data availability, data pre-processing, solution quality, etc.), projecting the expected impact of applying these NLP techniques to network configuration tasks.
4.1. Limits of current approaches

Lessons from computer language field. Despite the tremendous advances of NLP for programming language tasks, limits still exist. In recent work, Peng et al. [51] argue for the need to take more into account the specificities of programming languages, which are obviously different from natural language. As we mentioned earlier, prior work used to counter this lack of semantic understanding by adding expert features such as data flow graph [36]. For instance, programming language theory can formally define the semantics of a program, seeing it as an entity that modifies its environment (e.g. memory) and performing elementary operations (e.g. I/O); this helps in [51] to learn intermediate code representations that align well with operations defined in formal semantics and additionally leverage information on environment changes. Similarly, Chakraborty et al. [52] investigate the potential of deep learning methods in uncovering software bugs and vulnerabilities. Their careful analysis sheds light on poor performance that the authors attribute to a set of issues related to (i) unrealistic or bad-quality training data (ii) simplistic models (e.g. simple tokenization instead of taking into account code structure).

Interestingly, their analysis reveals that whenever deep learning models perform well, it may be due to the “wrong reasons” (e.g. leveraging specific user-defined variable or function names to take their decisions, instead of more fundamental bug causes). Last, as argued by Hellendoorn and Sawant [53], a major limit of current approaches remains the exorbitant cost, both monetary and data-wise, to train the most performing models – as we further develop in the next subsections.

Impact on network configuration. Limits of NLP for computer programs are still far from being well understood. But whatever these limits are, the same problems can be expected to rise in network-use cases: for example, the difficulty of taking into account programming languages specificity, is likely to also apply to network configuration languages, which also have their own structured semantics. Unsurprisingly, the lack of large volumes of good quality applies also to network use-cases, and so does the cost of training large models, for which the upfront cost to bootstrap NLP techniques for network configuration can be expected to be sizeable.
4.2. Model and training complexity

*Lessons from computer language field.* We here report examples of model size and training time for computer language (whereas training cost for few models is extrapolated in [53, 54]). Austin *et al.*’s models [42] ranged between 244 million and 137 billion non-embedding parameters. CodeTrans [48] starts with small models of 60 million parameters (17 days of training) but the large models have nearly 800 millions (nearly 90 days). Small models are trained on one single NVIDIA GPU Quadro RTX 8000, while larger models relied also on a number of Google TPUs (8 × TPUv2 and 8 × TPUv3). PLBART [40] employs 140M parameters and (trained in about 2 weeks on 8 Nvidia GeForce RTX 2080 GPU). Codex [41] models containing up to 12B parameters (costing few hundreds of petaflop/s-days). To give an idea, GPT-3 [4], one of the current largest natural language models has 175 billion parameters (and would need 355 years of training on one Tesla V100 GPU). Thus, we see that most programming-language models have a high complexity, comparable to natural language ones: this is the case because such models take both natural language and code as input to training (e.g. text to code) and hence, they need both capabilities.

*Impact on network configuration.* Assuming the right data for training is available (which we assess next), the impact on network configurations depends mainly on the use case and whether it needs only configuration language or also natural language as input. Training both on natural language and configuration languages would lead to models at least as complex as natural languages ones, so that only a handful of actors could afford to train them. Therefore, for network configuration synthesis from high-level language, it is more reasonable to start from pre-trained models on natural language (as opposite to train from scratch) and fine tune them with hybrid natural and configuration language data. Conversely, natural language is not needed for both network configuration verification and translation, where training from scratch may be more feasible (given limited vocabulary size and its complexity).

4.3. Data availability and corpus sizes

*Lessons from computer language field.* Complementarily, we summarize the amounts of data exploited to train NLP models for code-related tasks: in almost all existing literature [55], the (i) unsupervised pre-training phase uses huge amounts of data, while the (ii) supervised refinement needed reasonable amounts of labels. Examining the volumes for the (i) unsupervised pre-training phase, for instance Code2vec [34] used a dataset of 14 M methods for unsupervised training. Li *et al.* [36] similarly leveraged a dataset of almost 5 M methods. Austin *et al.* [42] trained on almost 3 B documents (web, dialog and wikipedia), which were tokenized into 3 T byte-pair-encoding (BPE) tokens with a vocabulary of 32 K tokens. Not all those documents however pertain to code: data including both code and text constituted “only” around 14 M documents (roughly 18 B BPE tokens). Similarly, PLBART [40] used 36 B (Python), 28 B (Java) and 7 B (StackOverflow natural language) tokens for pre-training extracted from 224 GB (Python), 352 GB (Java) and 79 GB (StackOverflow HTML) code respectively. Although fine-tuned from GPT-3 family models that have already learned good NLP representations, Codex [41] was further trained on 179 GB of unique python files scraped from GitHub.
Examining the volumes for the (ii) supervised refinement phase, CodeTrans\cite{48} needed 100 K labeled samples for its various tasks (as opposed to nearly 8 M samples, all programming languages included, for the unsupervised pre-training). For comparison, the NL2bash natural language to bash dataset \cite{56} used for the text to bash NeurIPS NLC2CMD Competition in 2020\cite{39} contained 10 K pairs.

**Impact on network configuration.** Overall, it is the online accessibility of a plethora of code-related data (source code, online questions and answers etc.) that fueled breakthrough and successful applications of NLP to programming languages \cite{55}. This is clearly less the case for network configuration languages, where publicly available data is surely not abundant. The three use cases we consider need raw network configurations for the unsupervised representation learning step: although corpus size requirements are much less stringent than those of natural language, they remain considerable. Additionally, unlike programming languages data which is abundant in various software repositories and community forums, real network configuration data is extremely scarce.

For instance, reconsidering datasets used in the network configuration literature (see Sec. 2.2), the largest dataset is Bagpipe \cite{12} which was tested on 3 autonomous systems totalling just 240K lines of BGP router configurations.

As a consequence, only few big ISPs and vendors could afford in theory to create such datasets. To offset this problem, pooling of datasets (e.g., from university IT) seems a way forward – though this can open security risks. Another option is to synthetically generate network configurations for various topologies – with the risk of oversimplification. Alternatively, some narrow use-cases may benefit from automatically collecting, at the same time, pairs of configurations and corresponding forwarding tables and states, which would allow training models to generate one from the other. Generally speaking, the lack of large volumes of good quality and real data is expected to be a more stringent limitation than the model complexity and training cost in our opinion.

4.4. Input pre-processing

**Lessons from computer language field.** Similarly to tokenization for natural language, programming languages, and network configuration languages alike, need some pre-processing beforehand. Many of the tools described earlier employ pre-processors to extract other intermediate representations such as Abstract Syntax Trees (AST) from source code before feeding them to Neural Networks. tree-sitter to extract AST from code. Further work has studied the importance of using additional abstractions \cite{57, 36} or learning more sophisticated representations\cite{58}. Allamanis et al. \cite{57} proposed to first use graph structures to represent code (e.g. take into account long range dependencies between variables) then use gated graph neural networks to learn from code for toy example applications such as *Varnaming* (finding the best variable name given its usage) and *Varmisuse* (predicting which variable to use at which place). In addition to AST, Li et al. \cite{36} use also program dependence graph and data flow graph. Conversely, Chirkova et al.\cite{58} study whether transformers architecture are good to process AST instead of raw code investigating several design choices – testifying that this is still an open area for future research.

**Impact on network configuration.** Clearly, appropriate parsers must be used for network configuration languages as well. Batfish \cite{1} is one popular example to extract a network model from configurations, which could be leveraged to build the necessary input
to train NLP network configuration language models. As Batfish limitedly support a number of cases/languages, it could be complemented by custom parsers developed as side-contributions in other work (for example, in their study of network configuration complexity, Benson et al.[28] leverage the syntax contained in the documentation to manually create a grammar from router configurations). Generally speaking, we make two observations. First, as stressed by Caldwell et al.[59] the main challenge is tied to the parser maintenance cost, because of frequent changes to configuration languages and features. Second, network configuration language are syntactically poor, as they contain a lot of “identifiers” that only have local semantic (e.g., constant values, weights, IP addresses): while pre-processing may help letting the structure of the (relatively simple) syntax emerge, it may be more difficult to let the tacit structure of (significantly more complex) arbitrarily selected identifiers emerge.

4.5. Expected performance

Lessons from computer language field. Despite progress is rapidly made, with models able to solve problems without even training on code-only datasets [42] and as others empower production-level tools [41], it is difficult to understand, already on the flourishing field of NLP for programming languages, up to which level nowadays models are mature for real deployment. Indeed, with the exception of GitHub Copilot [41], most of the use cases are so far limited to toy examples with limited complexity (e.g., method or variable naming). Code verification and bug detection has been done mainly for simple tasks such as off-by-one bugs [35].

To get a concrete sense of the complexity of the tasks that are solved by today models, the reader can refer to the largest available benchmarks against which the models are evaluated. For example, one of the largest evaluations of NLP for code related tasks [42] runs its models on two benchmarks that were made public: the Mostly Basic Programming Problems (MBPP) dataset² and the MathQA. Despite their relatively large number (974 and 23914 respectively), the problems remain fairly simple, barely matching the skills of entry-level programmers. Thus, existing models perform well but on rather easy tasks, and it thus unclear to project expected performance on more useful and realistic tasks.

Furthermore, quality of the resulting code is also of not straightforward evaluation as stressed by Agarwal et al.[60] in the case of code translation. Similarly, Codebleu[61] proposes a metric to evaluate code synthesis tasks, that aims to be as close as possible to human ratings for the three tasks of text to code synthesis, translation and refinement. Thus, more work as [60, 61] seems needed to programmatically evaluate generated software, especially when output of tasks will span thousands of lines per task, as opposed to few lines today.

Impact on network configuration. In reason of the above limits, speculating how much of this research would benefit realistic network configuration use cases is not an easy task. Despite great progress on programming language, the performance is still limited for both synthesis and translation, especially taking into account how elementary the tasks are.

³https://github.com/google-research/google-research/tree/master/mbpp
⁴https://math-qa.github.io/
Table 2: Summary of data requirements for the different network configuration use-cases

| Use-case   | Data and labels | Availability | Difficulty/comment                        |
|------------|-----------------|--------------|------------------------------------------|
| Synthesis  | Spec-to-conf    | Possible     | Almost ready for trial                   |
|            | Text-to-conf    | Difficult    | Very hard at present stage               |
| Verification| Binary (“bogus” or not) | Possible | Easy for synthetic errors [50, 32], harder for real errors. Unsupervised verification does not need labels |
|            | Segmented (“bogus” parts) | Possible |                                          |
| Translation| Mono-language corpora | Difficult | Need for multiple datasets               |

From a practical, cultural and historical perspective, networks strives to achieve “four nines” to “five nines” reliability [62]. Under this perspective, even an almost perfect “four nines” ML model (resp. five nines), i.e., a model that is correct 99.99% (resp. 99.999%) of the times, would still generate 10 (resp. 1) configuration errors per 100k configuration lines. Otherwise stated, an almost perfect network configuration obtained via ML synthesis or translation, remains an incorrect configuration: no rational operator would accept to use it as-is. Additionally, finding ML-generated configuration bugs can be more difficult for humans than finding their own bugs.

Of course, proper verification and correction tools could be developed in parallel. Besides, as rightly argued by Weisz et al.[63], “perfection is may be not required” as humans and AI could “partner” for code translation and other tasks. This was empirically shown as well by Austin et al. [42] who demonstrated that chatting with the model in natural language could help in practice improving the performance on the task. The ML model could be thus an assistant that eases the work of the engineer in generating the first translation or code, whereas the latter could build on it to generate the final configuration. For this to happen, proper tools are required to inspect, explain and debug the work of ML models.

5. Conclusion and recommendations

In this paper, we overview recent progress on NLP application to computer languages, and project its potential impact to the area of automated network configuration. In light of our analysis, we make the following conclusive observations:

- Generally speaking, the bootstrap cost in terms of amounts of data, as well as computational power for unsupervised learning, could be affordable but only for top largest vendors and ISPs. Especially, we assess that data cost primes over the model training cost: unlike the computer language field, where large corpora are available over the Internet, network configuration examples are scarce. That is to say, academic community may have a high entry barrier unless a community-wide effort is made a priori to make a systematic, organized and organic collection.

- Additionally, unlike computer programming language that are semantically rich, configuration languages are likely to contain a large amount of identifiers with local significance (e.g., addresses, interfaces, tunnels, etc.) for which the importance of structured network topological metadata is likely to be of key importance (similarly to AST, PDG, DFG graph structures for programming language).
We additionally report in Table 2 the requirements for each use case, that we summarize as follows:

- For what concerns configuration verification, we estimate that anomaly detection on top of learned configuration language models has realistic potential for application. Indeed, provided that few false positive are generated, even if the error recall rate is not perfect, automated detection of configuration errors is helpful and may have a readily practical impact.

- The expected performance for code/configuration synthesis is still elementary given the use cases tried so far are rather simple. As such configuration synthesis is for the time being still a “moonshot”, especially that the text/specs from which to generate the configuration is a large challenge. A second, non lesser, challenge is reliability: one cannot push to production networks a configuration that might contain some bugs (a 99.9% correct model still generates 100 bugs for 100K lines configuration) so that extremely reliable verification is a mandatory pre-condition for significant development in this area.

- The same applies but to a lesser extent for configuration translation: current performance of software/code translation between programming languages does not need labels and is very promising, but the fact that it might contain translation errors, might make it hard to use in practice today. We expect this use case to be further developed, conditioned to the success of the previous two.

More broadly, we point out that, beyond the network configuration use cases discussed in this paper, several networking problems [6, 7, 8, 9, 10] are already benefiting from NLP techniques. As such, a growing research trend is expected to emerge in the community, increasing the availability, spread and knowledge of NLP tools for networking in general. Overall, we believe that given the amount of work that has been done on programming languages, and given the reach of NLP to other networking use-cases already, it is only a matter of time before these techniques are actively researched, and successfully applied, onto network configuration languages.

At the same time, we want to express a word of caution — while network languages will largely benefit from progress on NLP for programming languages, the two fields are largely different. For the computer programming languages, some argue that “Automated AI tools will work hand in hand with software developers. The focus of software engineering will move from writing code from scratch to reviewing code written and tested by AI.” (Thomas Zimmermann) [64]. For the network configuration case, as long as NLP tools are not perfect, manual checking of large volumes of automatically generated configuration to spot rare yet critical errors generated by NLP tools seems less appealing. Having this difference clear in mind, can help devising a successful research agenda.
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