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\section{Introduction}

Unstable and chaotic behaviour of dynamical systems gave rise to the problem of their stabilization and synchronization actual in many areas of science and engineering. The idea to apply control designed by the difference of the current and some other, for instance, approximated state, appeared in the seminal paper introducing Ott–Grebogi–Yorke (OGY) method \cite{OGY}. The review of chaos control methods both in continuous and discrete cases can be found in \cite{Pecora}. The application of delayed feedback control is going back to the pioneering paper of Pyragas \cite{Pyragas} which produced a simple and efficient method to stabilize unstable equilibrium points for a system of differential equations. The method of delayed control was further developed and improved, see the recent papers \cite{19,20,21} and references therein. For discrete dynamical systems, the application of controls using the difference of the state variable with a computed value at the next step, or after several steps, appeared to be more efficient than incorporating delays. This idea, coherent with the OGY method, is implemented in the Prediction Based Control (PBC) \cite{30,41} where the controlled value of the map is a weighted average between the state variable and a computed value which, in the simplest case, evaluates the map at the next step. Though there are common ideas in the areas of differential and difference equations, there are some substantial differences in approaches and methods. Here we focus on discrete dynamical systems, requiring for stability of autonomous maps that all the eigenvalues are inside the unit circle (compared to negative real parts for systems of differential equations).
The purpose of the present paper is to investigate deterministic and stochastic chaos control for nonlinear systems, as well as test and compare them using the examples of the Hénon and the Lozi maps. Here we focus on Target-Oriented Control (TOC) with a fixed point chosen to stabilize as a target. TOC with a chosen and fixed target becomes a one-parameter method in the deterministic scalar case. In two-dimensional Hénon and Lozi maps, with noise involved in the control, the number of parameters increases, where some are more important than the others, and their interplay is illustrated in examples and simulations.

The Hénon [23] and Lozi [32] maps, their generalizations, limit orbits, dynamical properties and various applications continue to attract the attention of researchers, see, for example, recent publications [2,26–28,33,34,42] and references therein. Unlike these papers, we do not deal with complex dynamics and structure of the attracting sets (though these sets are presented in simulations) but dedicate our efforts to stabilization, illustrating general statements with these two types of maps. The issue of stabilization is of special interest in population dynamics [18,29–31]. Another focus is on the influence of stochastic perturbations on stabilization, which also is of significant importance in Mathematical Biology [15,39] due to the fact that noise is ubiquitous in ecological systems, and is sometimes considered to be an important factor in sustaining biodiversity. The idea of stabilization by noise originates in the work of Khasminskii [25] and was employed in many publications during the following years. Among other works, stabilization of difference equations was studied in [1,5,12], stabilization for certain higher-dimensional models in [24], and finite difference schemes for two-dimensional linear systems in [4,13]. The approach of our paper is closest to [9–11], where prediction-based, proportional feedback and target-oriented controls with stochastically perturbed parameters were studied for scalar difference equations.

One of our purposes in this paper is to establish the range of control parameters in TOC and noise amplitudes for which a system without noise is unstable, but the addition of noise to the control component leads to stabilization.

The Hénon system
\[
\begin{align*}
x_{n+1} &= y_n + 1 - ax_n^2, \\
y_{n+1} &= bx_n,
\end{align*}
\] (1)
for \( n \in \mathbb{N}_0 := \{0\} \cup \mathbb{N} \), has two equilibrium points
\[
(x^*, y^*) = \left( \frac{1}{2a} \left[ b - 1 \pm \sqrt{4a + (b - 1)^2} \right], bx^* \right), \quad a, b > 0.
\]

The Lozi map leads to a system of difference equations
\[
\begin{align*}
x_{n+1} &= y_n + 1 - a|x_n|, \\
y_{n+1} &= bx_n,
\end{align*}
\] (2)
for \( n \in \mathbb{N}_0 \), with two equilibrium points
\[
(x^*, y^*) = \left( \frac{1}{1 + a - b}, bx^* \right), \quad -a < 1 - b < a, \ a, b > 0.
\]

Following the tradition, we consider \( a = 1.4, b = 0.3 \) in most of the examples, but also discuss the influence of other values for \( a \) and \( b \). It is well known that for the values \( a = 1.4, \)
Figure 1. Bifurcation diagram of the Hénon map for \( x \) and (a) no control in \( y \), (b) \( \beta = 0.9 \) control in \( y \). The range of initial values is \( x_0 \in [0.1, 0.8] \) and \( y_0 \in [0.1, 0.2] \).

Figure 2. Bifurcation diagram of the Lozi map for \( x \) and (a) no control in \( y \), (b) \( \beta = 0.9 \) control in \( y \). The range of initial values is \( x_0 \in [0.1, 0.8] \) and \( y_0 \in [0.1, 0.2] \).

\( b = 0.3 \), both (1) and (2) are chaotic. Looking at the bifurcation diagram in Figure 1(a), with \( \alpha = 0 \), we see that the limit set of the uncontrolled Hénon map includes the segment \([-1.2, 1.2]\), no stability is observed. Similar chaotic properties of the Lozi map can be observed on Figure 2(a), for \( \alpha = 0 \).

Both systems can be described as a nonlinear autonomous system

\[
X_{n+1} = F(X_n), \quad X_n \in \mathbb{R}^m, \quad n \in \mathbb{N}_0.
\]

Scalar Target-Oriented Control (TOC) introduced first in [16] establishes a target state \( T \) and implements an increase or a decrease of the state variable each time step, depending on whether its value exceeds or is below the target state. For a one-dimensional equation \( x_{n+1} = f(x_n) \) with an arbitrary continuous function \( f : \mathbb{R} \to \mathbb{R} \), TOC has the form

\[
x_{n+1} = f(cT + (1-c)x_n), \quad T \geq 0, \quad c \in [0, 1). \tag{3}
\]

Here \( c \) is the control intensity, for \( c = 0 \) we get the original map, and as \( c \to 1 \), the right-hand side in (3) approaches \( f(T) \). Once the target \( T \) is chosen as a fixed point of \( f \), obviously it is also a fixed point of (3), and TOC becomes an efficient method of its stabilization. If \( T = 0 \) we get an earlier known Proportional Feedback (PF) control method [22] with a proportional reduction of the state variable at each step. PF control of scalar maps was studied in detail in [14,29]. Under certain assumptions, it stabilizes the zero equilibrium which is important in pest control problems and is aligned with TOC stabilization using a stabilized fixed point as a target. In other cases, a non-zero equilibrium can be stabilized. For an arbitrary \( T \), a fixed point of (3) is a weighted average of a positive fixed point of \( f \) [18], assuming it exists and is unique, and \( T \), with the weight depending on the control intensity \( c \).
In [8], we considered vector extensions of TOC for systems (VTOC)

\[ X_{n+1} = F(cT + (1 - c)X_n), \quad c \in [0, 1), \]

as well as Vector Modified Target Oriented Control (VMTOC)

\[ X_{n+1} = cT + (1 - c)F(X_n), \quad c \in [0, 1). \]

In this paper, we apply VMTOC to (1) and (2) with \( F = F_1 \) and \( F = F_2 \), respectively, where

\[ F_1((x,y)') = (y + 1 - ax^2, bx)', \quad F_2((x,y)') = (y + 1 - a|x|, bx)', \]

we use ' for transposition.

In addition to VMTOC [8] with a constant control intensity (4), we describe some important modifications.

- We consider variable control intensity. For TOC, a point being stabilized is a weighted average of the target and a fixed point of the original map. Thus, to stabilize a chosen equilibrium, we have to choose this fixed point as a target.
- Using the results of the previous item, a stochastic component of the control can be introduced and studied, with the noise amplitude \( \ell \). Moreover, with \( \ell > 0 \) stabilization can be achieved in the cases, when for \( \ell = 0 \), a two-cycle is stable rather than the target equilibrium.
- In (4), the control is implemented using left multiplication by a scalar matrix \( cI \). We consider more general matrices. The choice of diagonal matrices gives a good trade-off of simplicity and a differential approach to the variables. For both Hénon and Lozi maps, \( x \) is more ‘sensitive’ to control than \( y \), as expected.

Chaos control of nonlinear applied systems is a more challenging problem than for scalar maps. The present paper considers VMTOC [6–8,16,18] with a chosen equilibrium point for the Hénon and the Lozi maps. The theory applies to any of the two points, however, in examples and simulations, we reduce ourselves to stabilization of \((x^*, y^*) = (\frac{1}{2} [b - 1 + \sqrt{4a + (b - 1)^2}], bx^*)\) for the Hénon and \((x^*, y^*) = (\frac{1}{1+a-b}, bx^*)\) for the Lozi map, respectively, using it as a target.

Constant, variable and stochastic control types are investigated. For constant control intensity, estimation of convergence with an initial point in a neighbourhood of the target is considered. First, the influence of the control intensity for \( x \) is much more significant than the contribution of control in \( y \). Second, while theoretically control level should increase with the increase of the domain for initial values, in simulations we see that the control value providing local stabilization will work for a larger domain in a certain neighbourhood of the chosen equilibrium point. Next, variable control is important in itself, describing a possibility of changing intensity, as well as for further application to a stochastically perturbed control. The introduction of stochastic control is two-fold:

1. to demonstrate the range of noise which keeps stability for the same interval of parameters and the initial domain, where a deterministic system with variable deterministic control stabilizes a chosen equilibrium;
(2) to improve deterministic results in a sense that there is stability in a stochastic case, while no stability in the deterministic case with the mean control values is observed (compare with [12,24]).

For the first part, results for variable coefficients provide a required background, the same method was applied in [9]. For the second part, sometimes a neighbourhood of the equilibrium point in which stabilization can be achieved is quite small [12]. However, here we get robust results (illustrated with simulations and bifurcation diagrams) for the Hénon map and a global type estimate for the Lozi map with more restrictions on the control parameters than in the right half-plane.

The rest of the paper has the following structure. In Section 2, we consider stabilization of (1) and (2) with a modified deterministic version of TOC. In Section 3, a control is assumed to be perturbed by some noise. In both sections, theoretical results are illustrated with examples. A brief discussion of the results and comparison to other control methods in Section 4 conclude the paper.

2. Stabilization of equilibrium points by VMTOC

2.1. General deterministic step-dependent control

We generalize VMTOC (4) in $\mathbb{R}^m$ to a system with a matrix control

$$X_{n+1} = UT + (I - U)F(X_n), \quad X_0 \in B_R(X^*), \quad n \in \mathbb{N}_0,$$

where $X_0 \in \mathbb{R}^m$, $U$ is a constant $m \times m$ matrix, $I$ is the identity matrix, a certain norm $\| \cdot \|$ is assumed in $\mathbb{R}^m$, the notation will be used for an induced matrix norm,

$$B_R(X^*) := \{ X \in \mathbb{R}^m : \|X - X^*\| < R \}$$

is an open ball. For stabilization of a chosen equilibrium $X^*$, we use it as a target $T = X^*$ and take $U$ as a diagonal matrix such that $U = \text{diag}(d_1, \ldots, d_m)$.

In addition to constant diagonal $U$ in (5), we consider step-dependent VMTOC with an infinite family of diagonal matrices $\{U_n\}$ with the entries $d_{1,n}, \ldots, d_{m,n} \in [0, 1)$ on the diagonal

$$X_{n+1} = U_{n+1}X^* + (I - U_{n+1})F(X_n), \quad X_0 \in B_R(X^*), \quad n \in \mathbb{N}_0.$$  (6)

Then, VMTOC with different matrices at various steps becomes

$$X_{n+1} = F(X_n) - U_{n+1}(F(X_n) - X^*), \quad X_0 \in B_R(X^*), \quad n \in \mathbb{N}_0,$$

with $F(X^*) = X^*$, leading to

$$X_{n+1} - X^* = (I - U_{n+1})(F(X_n) - X^*).$$

**Theorem 2.1:** Assume that there exist $R > 0$, the diagonal matrices $U_n$ and $\nu^* = \nu^*(R) \in (0, 1)$ such that

$$\|(I - U_n)[F(X) - X^*]\| \leq \nu^*\|X - X^*\|, \quad n \in \mathbb{N}, \quad X \in B_R(X^*).$$  (7)

Then any solution $X_n$ of (6) with $X_0 \in B_R(X^*)$ converges to $X^*$, and $X^*$ is asymptotically stable in $B_R(X^*)$. 

**Proof:** If $X_0 \in B_R(X^*)$, we have $\|X_0 - X^*\| < R$ and
\[
\|X_1 - X^*\| = \|U_1X^* + (I - U_1)F(X_0) - X^*\| = \|(I - U_1)[F(X_0) - X^*]\| \leq v^*\|X_0 - X^*\| < R.
\]
Using induction, assume that $X_n \in B_R(X^*)$ and $\|X_n - X^*\| \leq (v^*)^n\|X_0 - X^*\|$. Then, by (7),
\[
\|X_{n+1} - X^*\| = \|U_{n+1}X^* + (I - U_{n+1})F(X_n) - X^*\| = \|(I - U_{n+1})[F(X_n) - X^*]\| \leq v^*\|X_n - X^*\| \leq (v^*)^{n+1}\|X_0 - X^*\|,
\]
which implies that all $X_n \in B_R(X^*)$ and $\|X_n - X^*\| \leq (v^*)^n\|X_0 - X^*\| \to 0$, as $n \to \infty$, for any $X_0 \in B_R(X^*)$. So we get convergence to $X^*$, with a guaranteed convergence rate, thus $X^*$ is asymptotically stable in $B_R(X^*)$. \[\]

Further, Theorem 2.1 allows stabilizing any locally Lipschitz map in a chosen domain.

**Corollary 2.2:** Suppose that there are constants $R > 0$ and $L > 0$ such that
\[
\|F(X) - X^*\| \leq L\|X - X^*\|, \quad X \in B_R(X^*).
\]
Then, for each $v^* \in (0, 1)$, there exists a diagonal matrix $U = \text{diag}(d_1, \ldots, d_m)$ with the entries $d_1, \ldots, d_m \in [0, 1)$ such that (7) holds, and $X^*$ is an asymptotically stable point of (6) in $B_R(X^*)$.

**Proof:** For $U = (1 - \frac{v^*}{\max\{1, L\|I\|\}})I$, we get
\[
\|(I - U)[F(X) - X^*]\| \leq \|(I - U)\|\|F(X) - X^*\| \leq \frac{v^*}{\max\{1, L\|I\|\}}L\|X - X^*\| \leq v^*\|X - X^*\|.
\]
For $U_n = \text{diag}(d_{1,n}, \ldots, d_{m,n})$ with $1 - \frac{v^*}{\max\{1, L\|I\|\}} \leq d_{j,n} < 1$, we also get
\[
\|(I - U_n)[F(X) - X^*]\| \leq \|(I - U_n)\|\|F(X) - X^*\| \leq v^*\|X - X^*\|,
\]
so (7) holds, and reference to Theorem 2.1 concludes the proof. \[\]

Sharper control estimates with $U$ different from a scalar matrix determined in the proof of Corollary 2.2 are possible for specific $F$ and chosen norms. A particular case of $F$ and $\| \cdot \|_\infty$ norm, $\|(x_1, \ldots, x_m)\|_\infty = \max_{k=1,\ldots,m} |x_k|$, is outlined below.

**Corollary 2.3:** Let $F = (f_1, \ldots, f_m)', X = (x_1, \ldots, x_m)', T = X^* = (x_1^*, \ldots, x_m^*)'$ be an equilibrium point, $R > 0$ and positive constants $A_{ij}, i,j = 1, \ldots, m$, $\mathcal{A} = (A_{ij})_{ij=1}^m$ be such that
\[
|f_i(X) - x_i^*| \leq \sum_{j=1}^m A_{ij} |x_j - x_j^*|, \quad X \in B_R(X^*).
\]
Then, for each $v^* \in (0, 1)$, there exists $U = \text{diag}(d_1, \ldots, d_m)$ with $d_1, \ldots, d_m \in [0, 1)$ such that in the induced norm $\| \cdot \|_\infty, \|(I - U)\mathcal{A}\| \leq v^*$. \[\]
Also, for any diagonal matrices $U_n = \text{diag}(d_{1,n}, \ldots, d_{m,n})$ with $d_j \leq d_{j,n} < 1$, $j = 1, \ldots, m$, $X^*$ is an asymptotically stable point of (6) in $B_R(X^*)$.

**Proof:** Let (9) hold. Denote

$$L_i := \sum_{j=1}^{m} A_{ij}, \quad L := \max_{i=1,\ldots,m} L_i.$$  

(10)

Let us fix any $v^* \in (0, 1)$ and define $d_i = \max\{1 - \frac{v^*}{L_i}, 0\}$. Then, $(1 - d_i)L_i \leq v^*$, for each $i = 1, \ldots, m$, which implies $\| (I - U)A \| \leq v^*$.

Consider now any diagonal matrix $U_n = \text{diag}(d_{1,n}, \ldots, d_{m,n})$ with $d_j \leq d_{j,n} < 1$, $j = 1, \ldots, m$. Then the $i$th entry of $(I - U_n)[F(X) - X^*]$ satisfies

$$|(1 - d_{i,n})(f_i(X) - X^*)| \leq (1 - d_{i,n}) \sum_{j=1}^{m} A_{ij} |x_j - x^*_j|$$

$$\leq (1 - d_i)L_i \max_{j=1,\ldots,m} |x_j - x^*_j| \leq v^* \max_{j=1,\ldots,m} |x_j - x^*_j|.$$  

Thus (7) holds, and the reference to Theorem 2.1 concludes the proof. ■

**Remark 2.1:** Assume that all $f_i$ are continuously differentiable. Then in (9), by the Mean Value Theorem, for some $\bar{X} \in B_R(X^*)$,

$$|f_i(X) - x^*_i| = |\nabla f(\bar{X})(X - X^*)| \leq \sum_{j=1}^{m} \max_{x_1,\ldots,x_m \in B_R(X^*)} \left| \frac{\partial f_i}{\partial x_j} \right| |x_j - x^*_j|.$$

Thus, as $R$ in (9) becomes small, for a smooth map $F$, the values of $A_{ij}$ in (9) approach $\left| \frac{\partial f_i}{\partial x_j} (X^*) \right|$.

In Sections 2.2–2.3, we consider examples of the Hénon map, $a = 1.4$, $b = 0.3$, with the equilibrium $(x^*, y^*) \approx (0.6314, 0.1894)$ and of the Lozi map, $a = 1.4$, $b = 0.3$, with $(x^*, y^*) \approx (0.4762, 0.1429)$.

### 2.2. Step-independent Hénon and Lozi maps

First, we illustrate that stabilization with constant VMTOC and the diagonal matrix $U = \text{diag}(\alpha, \beta)$ is possible. The computation is supported by numerical simulations. Everywhere in simulations, we choose stabilization of the equilibrium in the right half-plane with $|x| = x$, and the initial values satisfying $x_0 > 0$.  

2.2.1. Hénon
Consider constant VMTOC of the Hénon map
\[
\begin{align*}
    x_{n+1} &= \alpha x^* + (1 - \alpha)(y_n + 1 - ax_n^2), \\
    y_{n+1} &= \beta y^* + (1 - \beta)bx_n,
\end{align*}
\]
where the matrix of the controlled autonomous system is
\[
(I - U)A = \begin{bmatrix} -2(1 - \alpha)ax^* & 1 - \alpha \\ (1 - \beta)b & 0 \end{bmatrix}
\]
with two constant values \( \beta = 0 \) and \( \beta = 0.9 \), to outline the role of \( \beta \). For \( \beta = 0 \), all the eigenvalues of \((I - U)A\) are in the unit circle if and only if [17, p. 188] the trace and the determinant satisfy
\[
|\text{tr}((I - U)A)| < 1 + \det((I - U)A) < 2. \tag{12}
\]
Note that, if both eigenvalues of \((I - U)A\) are in the unit circle, there exists a norm \( \| \cdot \| \) such that \( \| (I - U)A \| < 1 \).

Since \( \det((I - U)A) < 0 \), the right inequality in (12) is valid, and the left one is equivalent to
\[
2(1 - \alpha)ax^* < 1 - (1 - \alpha)b \iff 1 - \alpha < \frac{1}{2ax^* + b} \approx \frac{1}{2.8 \cdot 0.631354 + 0.3} = 1 - \alpha^* \approx 0.48361.
\]

Thus, for \( \alpha > \alpha^* \approx 0.51639 \), the equilibrium \((x^*, y^*) \approx (0.6314, 0.1894)\) of (11) is locally asymptotically stable. In Figure 1(a), we can observe in the bifurcation diagram that the last period-halving bifurcation is quite close to the theoretically predicted value for local stability and is \( \alpha^* \approx 0.5164 \).

Further, assume that some \( \alpha > \alpha^* \approx 0.51639 \) is set and notice that \( \frac{1}{2a(1-\alpha)} - x^* > 0 \) due to the choice of \( \alpha > \alpha^* \). Then, for any \( R \in (0, \frac{1}{2a(1-\alpha)} - x^*) \) and \((x_0, y_0) \in BR((x^*, y^*))\), the solution tends to the equilibrium in the first quadrant.

For the bifurcation diagram in Figure 1(a), we took quite a large \( R > 0.5 \).

For \( \beta = 0.9 \), all the eigenvalues of \((I - U)A = \begin{bmatrix} -2(1 - \alpha)ax^* & 1 - \alpha \\ 0.1b & 0 \end{bmatrix}\) satisfy \( |\lambda| < 1 \) for \( 1 - \alpha < 1/(2ax^* + 0.1b) \approx 0.55624 \). Therefore, for \( \beta = 0.9 \) and \( \alpha > \alpha^* \approx 0.44376 \), the positive equilibrium \((x^*, y^*)\) of (11) is locally asymptotically stable. In Figure 1(b), we see that for \( \beta = 0.9 \), the last period-halving bifurcation with stability for larger values is at \( \alpha \approx 0.444 \), which is aligned with predicted local stability.

2.2.2. Lozi
Consider constant VMTOC of the Lozi map
\[
\begin{align*}
    x_{n+1} &= \alpha x^* + (1 - \alpha)(y_n + 1 - a|x_n|), \\
    y_{n+1} &= \beta y^* + (1 - \beta)bx_n,
\end{align*}
\]
with $x_0, x_n > 0$ and $(I - U)A$ being the Jacobian matrix of controlled system (13)

$$(I - U)A = 
\begin{bmatrix}
-(1 - \alpha)a & 1 - \alpha \\
(1 - \beta)b & 0
\end{bmatrix}.$$ 

For $\beta = 0$, conditions (12) are equivalent to

$$(1 - \alpha)a < 1 - (1 - \alpha)b \iff 1 - \alpha < \frac{1}{a + b} \approx 0.588235,$$

and for $\alpha > \alpha^* \approx 0.411765$, the positive equilibrium of (13) is locally asymptotically stable. In Figure 2(a), we see that the last period-halving bifurcation is at $\alpha \approx 0.412$, as predicted.

Similarly, once $\beta = 0.9$, the inequality $1 - \alpha < \frac{1}{a + 0.1} \approx 0.6993$ holds for $\alpha > \alpha^* \approx 0.3007$ which is illustrated with Figure 2(b), where stability starts at $\alpha \approx 0.301$.

**Remark 2.2:** Assume now that $x^* > 0$ and we do not restrict ourselves to the right half-plane. For $x_n < 0$ in $l_\infty$-norm, for example, we have

$$
\|X_{n+1} - X^*\| = \left\| \begin{bmatrix}
(1 - \alpha)a|x_n - x^*| + (1 - \alpha)|y_n - y^*| \\
(1 - \beta)b|y_n - y^*|
\end{bmatrix} \right\|
\leq \max\{(1 - \alpha)a|x_n - x^*| + (1 - \alpha)|y_n - y^*|, (1 - \beta)b|y_n - y^*|\}
\leq \max\{(1 - \alpha)(1 + a), (1 - \beta)b\}\|X_n - X^*\|.$$

Therefore, for $b = 0.3 \in (0, 1)$, $a = 1.4$, we have $(1 - \beta)b < 0.3$, so $\nu^* = (1 - \alpha)(1 + a) < 1$ if $\alpha > 1 - \frac{1}{1 + a} \approx 0.5833$, which is a larger lower estimate than above. So stability in all the plane is guaranteed if $\alpha > 0.5833$. We later illustrate this fact with simulations for controls with noise.

### 2.3. Variable Hénon and Lozi maps

Further, we proceed to the variable VMTOC and specify constants in the conditions of Corollary 2.3 for the Hénon and the Lozi maps. Let

$$U_n = \begin{bmatrix} d_{1,n} & 0 \\ 0 & d_{2,n} \end{bmatrix}, \quad d_{1,n}, d_{2,n} \in [0, 1), \quad n \in \mathbb{N}.$$ 

This leads to VMTOC of the Hénon map

$$x_{n+1} = d_{1,n+1}x^* + (1 - d_{1,n+1})(y_n + 1 - ax_n^2),$$

$$y_{n+1} = d_{2,n+1}y^* + (1 - d_{2,n+1})bx_n,$$

and the Lozi map

$$x_{n+1} = d_{1,n+1}x^* + (1 - d_{1,n+1})(y_n + 1 - a|x_n|),$$

$$y_{n+1} = d_{2,n+1}y^* + (1 - d_{2,n+1})bx_n.$$ 

For the sake of brevity in the following two sections, we denote $\alpha_n = d_{1,n+1}$, $\beta_n = d_{2,n+1}$. 

2.3.1. Hénon

We have

\[ \begin{bmatrix} 1 - ax^2 + y - x^* \\ bx - y^* \end{bmatrix} = \begin{bmatrix} (1 - ax^2 + y) - (1 - a(x^*)^2 + y^*) \\ b(x - x^*) \end{bmatrix} = \begin{bmatrix} -a(x + x^*) & 1 \\ b & 0 \end{bmatrix} \begin{bmatrix} x - x^* \\ y - y^* \end{bmatrix} \equiv \tilde{A}(X - X^*), \]

where \( x \in (x^* - R, x^* + R) \) and \( R > 0 \) is a fixed constant. Thus (9)–(10) hold with

\[ A_{11} = \max_{x \in [x^* - R, x^* + R]} a|x + x^*|, \quad A_{12} = 1, \quad A_{21} = b, \quad A_{22} = 0, \quad \tilde{A} = (A_{ij})_{i,j = 1}^2, \quad (16) \]

\[ L_1 = \max_{x \in [x^* - R, x^* + R]} a|x + x^*| + 1 \text{ and } L_2 = b. \]

Let us follow the computations in the proof of Corollary 2.3 to find possible diagonal entries of \( U_n \) guaranteeing that the norms of the matrices

\[ (I - U_n)A = \begin{bmatrix} (1 - \alpha_n) & 1 - \alpha_n \\ b & 0 \end{bmatrix}, \]

do not exceed \( \nu^* < 1 \). Let us illustrate the dependency of the lower bound on \( \alpha_n \) on the choice of the matrix norm. In \( l_\infty \)-norm, the numbers \( \beta_n \in [0, 1) \) can be arbitrary as \( b = 0.3 \in (0, 1) \). Consider, for example, a particular case of no control in \( y \) (all \( \beta_n = 0 \)) and distinguish between the two cases:

1. small \( R \approx 0.01 \). Then \( 0 < x + x^* < 1.273 \). Let us fix \( \alpha_* > 1 - \frac{1}{a(2x^* + R)} \approx 0.641 \). For \( \alpha_n \in (\alpha_*, 1) \) and \( x_0 \in (x^* - 0.01, x^* + 0.01) \), local stabilization is achieved.
2. larger \( R \approx 0.36 \). Then \( 0 < x + x^* < 1.63 \). We fix \( \alpha_* \in (0.694, 1) \) and get stabilization for all \( \alpha_n \in [\alpha_*, 1) \).

Recall that in Figure 1(a), we observe stabilization for no control in \( y \) and any \( \alpha \approx 0.516 \) or higher. To illustrate the role of \( y \)-control and sensitivity of the estimates to the choice of a norm, we note that, while in \( l_\infty \)-norm, the sum of the moduli of the entries in each row of \( (I - U_n)A \) should be less than \( \nu^* < 1, \nu^* \approx 1 \), in \( l_1 \)-norm \( \| (x_1, \ldots, x_m)' \|_1 \), the required condition is

\[ (1 - \alpha_n)a(2|x^*| + R) + (1 - \beta_n)b < \nu^*, \quad 1 - \alpha_n < \nu^*. \]

The second inequality holds for any \( \alpha_n \in [\alpha_*, 1) \), while the first one for a small \( R \approx 0.01 \) and \( \beta_n = 0 \) becomes \( \alpha_n \geq \alpha_* > 1 - 0.7/(2ax^*) \approx 0.6041 \), which is a better estimate than in \( l_\infty \)-norm, while for \( \beta_n = 0.9 \), we get stabilization for \( \alpha_n \in (0.4513, 1) \). Finally, for \( l_2 \) vector norm, the induced norm is a spectral norm, with \( \| B \| \) for a matrix \( B \) being the largest value \( \sqrt{\lambda} \), where \( \lambda \) is an eigenvalue of \( B'B \). For a fixed \( \nu^* < 1, \nu^* \to 1^-, \) both eigenvalues
Proposition 2.4: Let \( x^* \) and \( y^* \) be an equilibrium of (1), and \( R \) satisfy \( R < |x^*| \). Then there exist constants \( \alpha_* = \alpha_*(R) \) and \( \beta_* = \beta_*(R) \) such that for any \( \alpha_n \in (\alpha_*, 1) \), \( \beta_n \in (\beta_*, 1) \), a solution of (14) converges to \((x^*, y^*)\) for any initial value \((x_0, y_0) \in B_R(X^*)\).

**Proof:** For an arbitrary norm and \( R < |x^*| \), map (1) satisfies (9) for \( x \in B_R(X^*) \) with the Lipschitz constant \( L(R) \). The constant \( L \) is also norm-dependent but the norms are equivalent in \( \mathbb{R}^2 \), we fix the norm, the radius \( R \) and the prescribed convergence rate \( v^* \in (0, 1) \).

Denote \( \alpha_* = 1 - \frac{v^*}{\max(\|F\|)} \in (0, 1) \), \( \beta_* = \alpha_* \). Then for any \( \alpha_n \in (\alpha_*, 1) \), \( \beta_n \in (\beta_*, 1) \), a solution of (14) with \((x_0, y_0) \in B_R(X^*)\) satisfies

\[
\| (I - U_n) [F(X) - X^*] \| \leq \| I - U_n \| \| F(X) - X^* \| \leq v^* \| X - X^* \|,
\]

so (7) holds, and application of Theorem 2.1 concludes the proof. \( \square \)

**2.3.2. Lozi**

Computation similar to Section 2.3.1 leads to

\[
\begin{bmatrix}
1 - a|x| + y - x^* \\
bx - y^*
\end{bmatrix}
= \begin{bmatrix}
(1 - ax + y) - (1 - ax^* + y^*) \\
b(x - x^*)
\end{bmatrix}
= \begin{bmatrix}
-a & 1 \\
b & 0
\end{bmatrix} \begin{bmatrix}
x - x^* \\
y - y^*
\end{bmatrix} =: \tilde{A}(X - X^*),
\]
where \( x \in (x^* - R, x^* + R) \), \( R < x^* \approx 0.4762 \). Thus (9) holds for the Lozi map with

\[
A_{11} = a, \quad A_{12} = 1, \quad A_{21} = b, \quad A_{22} = 0, \quad L_1 = a + 1, \quad L_2 = b. \tag{18}
\]

The norm of \( (I - U_n)A = \begin{bmatrix} a(1-\alpha_n) + 1 - \alpha_n & -a \alpha_n \\ (1-\beta_n)b & 0 \end{bmatrix} \) should not exceed \( \nu^* < 1 \). Further, let us study the dependency of the lower bound on \( \alpha_n \) on the choice of the matrix norm. In \( L_\infty \)-norm, \( \beta_n \in [0, 1) \) can be arbitrary as \( b = 0.3 \in (0, 1) \). For \( \alpha_n \), to achieve convergence, \( (1 - \alpha_n)(a + 1) \leq \nu^* < 1 \) should be satisfied, or for \( \alpha_n \geq \alpha_* > 1 - 1/2.4 \approx 0.584 \) stabilization is achieved.

For \( L_1 \)-norm, we should have \( (1 - \alpha_n)a + (1 - \beta_n)b < 1 \), the condition \( 1 - \alpha_n < 1 \) is true for any non-zero control level. Thus, for \( \beta_n = 0 \), we get \( \alpha_n > 1 - 0.7/1.4 = 0.5 \), so the equilibrium is stable for any \( \alpha_n > 0.5 \). If \( \beta_n = 0.9, \alpha_n > 1 - 0.97/1.4 \approx 0.31 \).

As for the spectral norm, the matrix

\[
M_n = ((I - U_n)A)'((I - U_n)A) = \begin{bmatrix} (1 - \alpha_n)^2 a^2 + (1 - \beta_n)^2 b^2 & (1 - \alpha_n)^2 a \\ (1 - \alpha_n)^2 a & (1 - \alpha_n)^2 b \end{bmatrix}
\]

has the trace \( (1 - \alpha_n)^2 a^2 + (1 - \beta_n)^2 b^2 + (1 - \alpha_n)^2 \) and the determinant \( (1 - \beta_n)^2 b^2 - (1 - \alpha_n)^2 \). The spectral norm does not exceed \( \nu^* < 1 \) if the larger of two real nonnegative eigenvalues of the quadratic equation \( \lambda^2 - (\text{tr } M_n)\lambda + \det M_n = 0 \) is less than \( (\nu^*)^2 < 1 \). Thus \( \text{tr } M_n + \sqrt{\text{tr}^2 M_n - 4\det M_n} \leq 2(\nu^*)^2 \), which after some simplifications is equivalent to \( \text{tr } M_n < \det M_n/(\nu^*)^2 + (\nu^*)^2 \), or

\[
(1 - \alpha_n)^2 a^2 + (1 - \beta_n)^2 b^2 + (1 - \alpha_n)^2 < \frac{(1 - \beta_n)^2 b^2 (1 - \alpha_n)^2}{(\nu^*)^2} + (\nu^*)^2. \tag{19}
\]

If \( (1 - \alpha_n)^2 < \frac{1 - (1 - \beta_n)^2 b^2}{a^2 + 1 - (1 - \beta_n)^2 b^2} \), or (19) holds with \( \nu^* = 1 \), from the continuity of the right-hand side of (19) in \( \nu^* \) and strictness of the inequality, there is \( \nu^* < 1 \) such that (19) holds, and the spectral norm is not greater than.

For \( \beta_n \equiv 0 \), we get \( \alpha_n > x^* > 0.44 \), while \( \beta_n = 0.9 \) leads to \( \alpha_n > x^* > 0.42 \).

The constants defined in (18) imply (9) for (15), and they are exactly the same in the case \( x^* < 0 \) and \( x < 0 \). The proof of the following result is similar to the proof of Proposition 2.4.

**Proposition 2.5:** Let \( (x^*, y^*) \) be a fixed equilibrium of (2), \( R < |x^*| \). Then there exist constants \( \alpha_\ast = \alpha_\ast(R) \) and \( \beta_\ast = \beta_\ast(R) \) such that for any \( \alpha_n \in (\alpha_\ast, 1), \beta_n \in (\beta_\ast, 1) \), a solution of (15) converges to \( (x^*, y^*) \) for any initial value \( (x_0, y_0) \in B_R(X^*) \).

**Remark 2.3:** Note that the matrix \( A \) defined in (16) depends on the radius \( R < |x^*| \) in the domain \( B_R((x^*, y^*)) \), due to \( x \) being involved; therefore, the bounds for the control parameters guaranteeing stability can become close to one with the growth of the radius \( R \). In contrast to the Hénon case, the matrix \( A \) in (18) for any radius \( R < |x^*| \) does not include \( x \) explicitly and thus is uniform, see Remark 2.2.

## 3. Stabilization with stochastically perturbed control

### 3.1. General stochastically perturbed control

Stochastic control is a well-developed area, especially for parametric optimization, optimal stochastic control, dynamic programming etc. (see [3] and references therein).
Our approach is based on the application of Kolmogorov’s Law of Large Numbers, see Lemma 3.2, and is closest to the methods developed and applied in [10,11,24] (see also [5,12]). Note that we prove only local stability with any a priori fixed probability from (0, 1). However, in some cases, computer simulations demonstrate that for chosen parameters, stability actually happens in a relatively wide area of initial parameters, which gives us hope to extend our local results. However, this extension is left for future research.

We consider a complete filtered probability space $\Omega, \mathcal{F}, \{F_n\}_{n \in \mathbb{N}}, \mathbb{P}$, where the filtration $(F_n)_{n \in \mathbb{N}}$ is naturally generated by $m$ sequences of mutually independent identically distributed random variables $\chi_i := (\chi_{i,n})_{n \in \mathbb{N}}, i = 1, \ldots, m$, i.e. $F_n = \sigma\{\chi_{ij}, j = 1, 2, \ldots, n, i = 1, 2, \ldots, m\}$. The standard abbreviation ‘a.s.’ is used for either ‘almost sure’ or ‘almost surely’ with respect to a fixed probability measure $\mathbb{P}$. For a detailed introduction of stochastic concepts and notations, we refer the reader to [40].

In this paper, we reduce our investigation only to the case when control parameters in VMTOC model (6) are perturbed by a bounded noise, since in many real-world models, in particular, in population dynamics, noise amplitudes are bounded.

**Assumption 3.1:** $\chi_i := (\chi_{i,n})_{n \in \mathbb{N}}, i = 1, \ldots, m$ are $m$ sequences of mutually independent identically distributed random variables such that $|\chi_{i,n}| \leq 1$, $i = 1, \ldots, m$, $n \in \mathbb{N}$.

Note that, in general, random variables $\chi_i$ can have different distributions. We study VMTOC (6), with an infinite family of diagonal $m \times m$ matrices $\{U_n\}$, $U_n = \text{diag}(d_{1,n}, \ldots, d_{m,n})$, where controls $d_{i,n}$ are stochastically perturbed

$$d_{i,n} = \alpha_i + \ell_i \chi_{i,n}, \quad \alpha_i \in (0, 1), \quad \ell_i \in [0, \min(\alpha_i, 1 - \alpha_i)], \quad i = 1, \ldots, m. \quad (20)$$

Here $\chi_{i,n}$ are random variables satisfying Assumption 3.1, $\ell_i$ are the intensities of noises. Note that (20) guarantees that $d_{i,n} = \alpha_i + \ell_i \chi_{i,n} \in (0, 1)$, $i = 1, \ldots, m, n \in \mathbb{N}$.

Instead of condition (7), we assume now that

$$\|(I - U_n)[F(X) - X^*]\| \leq v(n)\|X - X^*\|, \quad n \in \mathbb{N}, \quad X \in B_R(X^*), \quad (21)$$

where

$$v(n) = \phi(d_{1,n}, \ldots, d_{m,n}), \quad \phi : \mathbb{R}^m \to [0, \infty) \quad \text{is a continuous function.} \quad (22)$$

Since the function $\phi$ from (22) is continuous, random variables $\chi_{i,n}, i = 1, \ldots, m, n \in \mathbb{N}$, are mutually independent, and $\chi_{i,n}$ are identically distributed (for each $i$), random variables $v(n)$ are also mutually independent and identically distributed.

For each $\omega \in \Omega$, the stochastic controls $\alpha_i + \ell_i \chi_{i,n+1}(\omega), i = 1, \ldots, m, n \in \mathbb{N}_0$, are just numbers in the corresponding intervals $[\alpha_i - \ell_i, \alpha_i + \ell_i]$. Therefore, if we can choose $\alpha_i$ and $\ell_i$ in such a way that $v(n) \leq v^* < 1$ on $\Omega$, for some $v^* \in (0, 1)$, we are in the same situation as in Section 2, see Propositions 3.4 and 3.5 in Section 3.2. The idea to some extent generalizes the approach in [9] to systems.

In this section, we concentrate on the case when $v(n)$ might exceed one on some set with a nonzero probability, assuming instead that

$$\mathbb{E} \ln v(n) = -\lambda_1 < 0 \quad (23)$$

and applying Kolmogorov’s Law of Large Numbers, see [40, p. 391].
Lemma 3.2 (Kolmogorov’s Law of Large Numbers): Let \((v_n)_{n \in \mathbb{N}}\) be a sequence of independent identically distributed random variables, where \(\mathbb{E}|v_n| < \infty, n \in \mathbb{N}\), their common mean is \(\mu := \mathbb{E}v_n\), and the partial sum is \(S_n := \sum_{k=1}^{n} v_k\). Then \(\lim_{n \to \infty} \frac{S_n}{n} = \mu\), a.s.

Even though the result of Theorem 3.3 is new, its proof is quite standard, and we give it here only for completeness of presentation. Since random variables \(X_{i,n}, i = 1, \ldots, m, n \in \mathbb{N}\), are bounded, we follow the approach recently employed in [10].

Theorem 3.3: Let Assumption 3.1 and conditions (21), (22), (23) hold. Then, for each \(\gamma \in (0, 1)\), there is \(\Omega(\gamma) \subseteq \Omega, \mathbb{P}(\Omega(\gamma)) > 1 - \gamma\), and \(0 < \delta < R\) such that for the initial values \(X_0 \in B_R(X^*)\) satisfying \(\|X_0 - X^*\| \leq \delta\), a solution of (6) converges to \(X^*\) on \(\Omega(\gamma)\).

Proof: Condition (21) implies

\[
\| (I - U_n)[F(X) - X^*] \| \leq \exp(\ln(n))\|X - X^*\|, \quad n \in \mathbb{N}, \quad X \in B_R(X^*).
\]

Since \((\ln(n))_{n \in \mathbb{N}}\) is a sequence of independent identically distributed bounded random variables, Lemma 3.2 (Kolmogorov’s Law of Large Numbers) can be applied. So, by (23), there is a random integer \(N(\omega)\) such that, for \(n \geq N(\omega)\), a.s.,

\[
\sum_{i=1}^{n} \ln v(i) < -\frac{\lambda_1}{2} n. \quad (24)
\]

Therefore, for each \(\gamma \in (0, 1)\), there exists a nonrandom integer \(N = N(\gamma)\) and a set \(\Omega(\gamma) \subseteq \Omega\) with \(\mathbb{P}(\Omega(\gamma)) > 1 - \gamma\) such that (24) holds for \(n \geq N(\gamma)\) on \(\Omega(\gamma)\).

Since \(d_{i,n} \in [0, 1], i = 1, \ldots, m, n \in \mathbb{N}\), see (20), and by continuity of \(\phi\), see (22), there exists a nonrandom number \(M > 1\) such that, \(\forall n \in \mathbb{N}\), on \(\Omega\),

\[
v(n) < M.
\]

Choose now \(\delta = RM^{-N(\gamma)}\) and let \(\|X_0 - X^*\| < \delta\). Then

\[
\|X_1 - X^*\| = \| (I - U_1)[F(X_0) - X^*] \| \leq v(1)\|X_0 - X^*\| < M\delta < R,
\]

so \(X_1 \in B_R(X^*)\),

\[
\|X_2 - X^*\| = \| (I - U_2)[F(X_1) - X^*] \| \leq v(2)\|X_1 - X^*\| < v(2)v(1)\|X_0 - X^*\|
\]

\[
= \exp \left\{ \sum_{i=1}^{2} \ln v(i) \right\} \|X_0 - X^*\| < M^2\delta < R, \quad \text{so} \ X_2 \in B_R(X^*),
\]

\[
\ldots
\]

\[
\|X_N - X^*\| = \| (I - U_N)[F(X_{N-1}) - X^*] \| \leq v(N)\|X_{N-2} - X^*\|
\]

\[
\leq \exp \left\{ \sum_{i=1}^{N} \ln v(i) \right\} \|X_0 - X^*\| < M^N\delta < R, \quad \text{so} \ X_N \in B_R(X^*).\]
Then we can keep solution $X_n$ in $B_R(X^*)$ for at least $N = N(\gamma)$ steps until estimate (24) (Kolmogorov’s Law of Large Numbers) starts working on $\Omega(\gamma)$. Further, we get, on $\Omega(\gamma)$,

$$
\|X_{N+1} - X^*\| = \|(I - U_{N+1})[F(X_N) - X^*]\| \leq \nu(N + 1)\|X_N - X^*\|
$$

$$
\leq \exp\left\{\sum_{i=1}^{N+1} \ln \nu(i)\right\} \|X_0 - X^*\| \leq \exp\left\{-\frac{\lambda_1(N + 1)}{2}\right\} \|X_0 - X^*\|
$$

$$
\leq \|X_0 - X^*\| < \delta, \quad \text{and for any } n > N + 1,
$$

$$
\|X_n - X^*\| \leq \exp\left\{\sum_{i=0}^{n-1} \ln \nu(i)\right\} \|X_0 - X^*\| \leq \exp\left\{-\frac{\lambda_1 n}{2}\right\} \|X_0 - X^*\|
$$

$$
< \exp\left\{-\frac{\lambda_1 n}{2}\right\} \delta \to 0, \quad \text{as } n \to \infty,
$$

which provides convergence of a solution to $X^*$ on $\Omega(\gamma)$.

\[\square\]

### 3.2. Hénon and Lozi maps with a stochastic control

Let $d_{1,n}$ and $d_{2,n}$ be defined as in (20). Following the methods and the notations of Section 2.3, we conclude that stochastic VMTOC of Hénon (14) and Lozi (15) maps can be transformed to the equation

$$(I - U_{n+1})[F(X_{n}) - X^*] = C_{n+1}(x_{n}) \begin{bmatrix} x_n - x^* \\ y_n - y^* \end{bmatrix}.$$

In the case of Hénon map (14), we have

$$C_{n+1}(x_{n}) = \begin{bmatrix} -a \left( 1 - \alpha_1 - \ell_1 \chi_{1,n+1} \right) \left( x_n + x^* \right) & \left( 1 - \alpha_1 - \ell_1 \chi_{1,n+1} \right) \\ -a \left( 1 - \alpha_2 - \ell_2 \chi_{2,n+1} \right) & 0 \end{bmatrix},$$

while, in the case of the Lozi map (15) and $x_0x^* > 0$,

$$C_{n+1}(x_{n}) = C_{n+1} = \begin{bmatrix} -a \left( 1 - \alpha_1 - \ell_1 \chi_{1,n+1} \right) & \left( 1 - \alpha_1 - \ell_1 \chi_{1,n+1} \right) \\ -a \left( 1 - \alpha_2 - \ell_2 \chi_{2,n+1} \right) & 0 \end{bmatrix}. $$

In general, the norms $\|C_n\|$ are not less than one on all $\Omega$, and we get stability only on a smaller set $\Omega_{\gamma} \subset \Omega$. If, however, the coefficients $\alpha_i$ and $\ell_i$, $i = 1, 2$, are chosen in such a way that $\|C_n\| \leq \mu^* < 1$ on $\Omega$, for all $n \in \mathbb{N}$, we are in the same situation as in Section 2. For the Hénon map it holds when $\alpha_* < \alpha_1 - \ell_1$ and $\beta_* < \alpha_2 - \ell_2$, since $\alpha_1 - \ell_1 \leq \alpha_1 + \ell_1 \chi_{1,n}$ and $\alpha_2 - \ell_2 \leq \alpha_1 + \ell_1 \chi_{2,n}$, for each $n \in \mathbb{N}$. Here $\alpha_*$ and $\beta_*$ are the convergence bounds from Proposition 2.4. Similar arguments are applied to the Lozi map. Therefore, Propositions 2.4 and 2.5 immediately imply the following results.

**Proposition 3.4:** Let $(x^*, y^*)$ be an equilibrium of (1), $R < |x^*|$, and constants $\alpha_*$ and $\beta_*$ be the convergence bounds from Proposition 2.4. Let $X$ be a solution to (14) with $d_{1,n}$ and $d_{2,n}$ defined as in (20). Then for any $\alpha_1 \in (\alpha_*, 1)$, $\alpha_2 \in (\beta_*, 1)$, $\ell_1 < \min(\alpha_1 - \alpha_*, 1 - \alpha_1)$ and $\ell_2 < \min(\alpha_2 - \beta_*, 1 - \alpha_2)$, $X$ converges to $(x^*, y^*)$ for any initial value $(x_0, y_0) \in B_R(X^*)$. 
Proposition 3.5: Let \((x^*, y^*)\) be an equilibrium of (2), \(R < |x^*|\), and constants \(\alpha_s\) and \(\beta_s\) be the convergence bounds from Proposition 2.5. Let \(X\) be a solution to (15) with \(d_{1,n}\) and \(d_{2,n}\) defined as in (20). Then for any \(\alpha_1 \in (\alpha_s, 1)\), \(\alpha_2 \in (\beta_s, 1)\), \(\ell_1 < \min\{\alpha_1 - \alpha_s, 1 - \alpha_1\}\) and \(\ell_2 < \min\{\alpha_2 - \beta_s, 1 - \alpha_2\}\), \(X\) converges to \((x^*, y^*)\) for any initial value \((x_0, y_0)\in B_R(X^*)\).

Proceed now to a more general situation, when introduction of noise contributes to reducing the minimum values of control parameters which guarantee stability.

In order to apply Theorem 3.3, we need to find control parameters \(\alpha_1, \alpha_2, \ell_1, \ell_2, \) and \(\lambda_1 > 0\) such that condition (23) holds for some \(v(n) > \max_{X \in B(R, R)} \|C_n(x)\|\). Note that \(v(n)\) and values of parameters depend on the particular norm \(\|\cdot\|\) and distributions of noises \(\chi_1\) and \(\chi_2\). In Sections 3.2.1 and 3.2.2, we consider \(\|\cdot\|_{\infty}\) and \(\|\cdot\|_1\), Bernoulli and uniform continuous distributions for the noise, and illustrate obtained results with computer simulations.

3.2.1. Hénon

1. Norm \(\|\cdot\|_{\infty}\), \(\chi_1\) is Bernoulli distributed. Since \(|x + x^*| \leq 2x^* + R\), we have, for \(X \in B_R(X^*)\),

\[
\|C_n(x)\|_{\infty} \leq \max \left\{ (1 - \alpha_1 - \ell_1 \chi_{1,n}) \right\| a(2x^* + R) + 1 \right\|, \left\{ 1 - \alpha_2 - \ell_2 \chi_{2,n} \right\| b \right\}.
\]

Theorem 3.3 states only local stability for any given probability; therefore, we can assume \(R \approx 7.1 \times 10^{-5}\), so that \(a(2x^* + R) \approx 1.7677\) and use local estimates at the equilibrium point for \(\|C_n(x)\|_{\infty}\):

\[
\|C_n(x)\|_{\infty} \leq \max \left\{ 2.7677 \left( 1 - \alpha_1 - \ell_1 \chi_{1,n} \right), 0.3 \left( 1 - \alpha_2 - \ell_2 \chi_{2,n} \right) \right\}.
\]

If

\[
1 - \alpha_2 + \ell_2 < 9.2256 \left( 1 - \alpha_1 - \ell_1 \right),
\]

then

\[
\max \left\{ 2.7677 \left( 1 - \alpha_1 - \ell_1 \chi_{1,n} \right), 0.3 \left( 1 - \alpha_2 - \ell_2 \chi_{2,n} \right) \right\} = 2.7677 \left( 1 - \alpha_1 - \ell_1 \chi_{1,n} \right).
\]

Choose first \(\alpha_1, \ell_1\) such that condition (23) holds for \(v(n) := 2.7677 \left( 1 - \alpha_1 - \ell_1 \chi_{1,n} \right)\) and for some \(\lambda_1 > 0\). Since \(\chi_1\) is Bernoulli distributed, we get \(E \ln v(n) = \ln 2.7677 + 0.5 \ln((1 - \alpha_1)^2 - \ell_1^2)\), which leads to the following estimation

\[
\ell_1^2 > (1 - \alpha_1)^2 - 0.1305.
\]

To construct the interval for \(\ell_1\) in (20), we take \(\alpha_1^2 > (1 - \alpha_1)^2 - 0.1305\), which gives \(\alpha_1 > 0.8695\), so for \(\alpha_1 = 0.44\) we have \(\ell_1 > \sqrt{0.1831} = 0.4279\). The right-hand side of the inequality in condition (25) for \(\alpha_1 = 0.44, \ell_1 = 0.4279\) gives 1.2186 > 1, which means that (25) holds for each \(\alpha_2, \ell_2\) satisfying (20).

For \(\alpha_1 = 0.44\) and no control in \(y\) \((\alpha_2 = \ell_2 = 0)\), Figure 3 confirms that there is stabilization already for \(\ell_1 = 0.3\). The series of runs with the same initial conditions illustrate that, without noise in the control, we have a stable two-cycle (Figure 3(a)). As small noise with \(\ell_1 = 0.15\) is introduced, a noisy around this two-cycles solution nearly reaches the equilibrium (Figure 3(b)). As noise increases to \(\ell_1 = 0.25\), the
x-trajectory already looks as a stochastic perturbation of the equilibrium (Figure 3(c)), and the equilibrium becomes stable for $\ell_1 = 0.3 < 0.4279$ (Figure 3(d)). We can also observe that much smaller noise does not guarantee stabilization.

Two-dimensional Figure 4 with the attracting limit sets also illustrates the way to stabilization for $\alpha = 0.3 < 0.4279$. There is a stable two cycle without noise (not illustrated), and close to this cycle blurred set for $\ell_1 = 0.05$ (Figure 4(a)), which widens with the increase of the noise to $\ell_1 = 0.15$, still not reaching the equilibrium point (Figure 4(b)), getting a blurred equilibrium for $\ell_1 = 0.25$ (Figure 4(c)) and stabilization of the equilibrium point for $\ell_1 = 0.3$ (Figure 4(d)).

(2) Norm $\| \cdot \|_1, \chi_1$ is Bernoulli distributed, $\ell_2 = 0$. Since $2x^*a = 1.7676 > 1$, we have

$$\| C_n(x) \|_1 \leq \max \left\{ \left( 1 - \alpha_1 - \ell_1 \chi_1, n \right) a(2x^* + R) + \left( 1 - \alpha_2 - \ell_2 \chi_2, n \right) b, \right\}$$

$$\approx 1.7677 \left( 1 - \alpha_1 - \ell_1 \chi_1, n \right) + 0.3 \left( 1 - \alpha_2 - \ell_2 \chi_2, n \right) =: v(n),$$

$$\mathbb{E} \ln v(n) \approx 0.5 \ln \left[ \left( 1.7677(1 - \alpha_1) + 0.3(1 - \alpha_2) \right)^2 - (1.7677\ell_1)^2 \right].$$

So $\ell_1^2 > (1 - \alpha_1) + 0.1697(1 - \alpha_2)^2 - 0.3200 \implies \mathbb{E} \ln v(n) < 0$. For $\alpha_2 = 0.8$, $\ell_1 = 0.2862$ and $\alpha_1 = 0.4$, we get $\mathbb{E} \ln v(n) = \ln(0.9999) < 0$ along with the fact that condition (20) holds.

(3) Norm $\| \cdot \|_1, \chi_1$ has uniform continuous distribution, $\ell_2 = 0$. We have

$$\mathbb{E} \ln v(n) \approx \frac{1}{2} \int_{-1}^{1} \ln \left[ \left( 1.7677(1 - \alpha_1) + 0.3(1 - \alpha_2) \right) - 1.7677\ell_1 z \right] dz.$$
Figure 3. Runs of the Hénon map for $x$-coordinate only, $\alpha = 0.44$, no control in $y$, $x_0 = 0.3$, $y_0 = 0.1$ and (a) $\ell = 0$, (b) $\ell = 0.15$, (c) $\ell = 0.25$, (d) $\ell = 0.3$ for the Bernoulli noise.

Figure 4. The limit set for the Hénon map for $\alpha = 0.44$, no control in $y$, $x_0 = 0.3$, $y_0 = 0.1$ and (a) $\ell = 0.05$, (b) $\ell = 0.15$, (c) $\ell = 0.25$, (d) $\ell = 0.3$ for the Bernoulli noise.

Figure 5. Bifurcation diagram of the Hénon map for $x$ with no control in $y$ and (a) no noise $\ell_1 = 0$, (b) $\ell_1 = 0.2861$, Bernoulli distribution, (c) $\ell_1 = 0.2861$, uniform on $[-1,1]$ distribution, $\alpha_2 = 0.8$. The range of initial values is $x_0 \in [0.1, 0.8]$ and $y_0 \in [0.1, 0.2]$.

$$2ax^* \approx 2.372$$ and

$$\|C_n(x)\|_{\infty} \leq \max \left\{ \left( 1 - \alpha_1 - \ell_1 \chi_{1,n} \right) 2ax^* + \left( 1 - \alpha_2 - \ell_2 \chi_{2,n} \right) b, \right\}$$

$$\approx 2.372 \left( 1 - \alpha_1 - \ell_1 \chi_{1,n} \right) + 0.5 \left( 1 - \alpha_2 - \ell_2 \chi_{2,n} \right) =: \nu(n).$$

This leads to the estimate $\ell_1^2 > (1 - \alpha_1 + 0.2107(1 - \alpha_2))^2 - 0.1777$, which, along with (20), holds for $\alpha_1 = 0.45$, $\alpha_2 = 0.8$ and $\ell_1 = 0.416$.

Note that in the deterministic case, when $\ell_1 = \ell_2 = 0$, we get the best value (using the estimation of eigenvalues) as $\alpha_1 > 0.6518$ for $\alpha_2 = 0$ and $\alpha_1 > 0.5801$ for $\alpha_2 = 0.8$. 
Figure 6. The limit sets for the Hénon map for $\ell_1 = 0.2861$ and $\alpha = 0.3$, (a) for Bernoulli, (b) for the uniform on $[-1, 1]$ noise, then $\alpha = 0.36$, (c) for Bernoulli, (d) for the uniform on $[-1, 1]$ noise. The control in $y$ is $0.9$, $x_0 = 0.3$, $y_0 = 0.1$ in all four simulations.

3.2.2. Lozi

(1) Norm $\| \cdot \|_\infty$, $\chi_1$ is Bernoulli distributed. Reasoning as for the Hénon map, we get

$$\| C_n(x) \|_\infty \leq \max \{ 2.4 (1 - \alpha_1 - \ell_1 \chi_{1,n}) , 0.3 (1 - \alpha_2 - \ell_2 \chi_{2,n}) \}$$

$$= 2.4 (1 - \alpha_1 - \ell_1 \chi_{1,n}) =: v(n)$$

if

$$1 - \alpha_2 + \ell_2 \leq 8 (1 - \alpha_1 - \ell_1) .$$

(26)

Then $\mathbb{E} \ln v(n) = \ln 2.4 + 0.5 \ln ((1 - \alpha_1)^2 - \ell_1^2) < 0$ leads to the estimate $\ell_1^2 > (1 - \alpha_1)^2 - 0.1736$. The values $\alpha_1 = 0.414$, $\ell_1 = 0.17$ satisfy (20) as well as (26) (for arbitrary $\alpha_2$, $\ell_2$).

Simulations illustrate convergence for smaller values of $\alpha_1$ and $\ell_1$ for $\alpha_2 = \ell_2 = 0$. In Figure 7(d), for $\alpha_1 = 0.4 < 0.413$ and $\ell_1 = 0.15 < 0.17$, there is convergence to the equilibrium; however, such convergence is achieved for any $\ell_1 \geq 0.15$. According to Figure 7(a), for $\ell_1 = 0$, there is a stable two-cycle, which becomes blurred and approaches the equilibrium for $\ell_1 = 0.05$ (Figure 7(b)), leading to a blurred equilibrium at $\ell_1 = 0.1$ (Figure 7(c)) and a stable equilibrium for $\ell_1 = 0.15$ (Figure 7(d)).

In Figure 7, we took the initial point $(-10, -15)$ quite far from the equilibrium; the same stabilization pattern is observed for any initial point. The only difference is that for very large by absolute value $x_0 \approx -100$, up to 70 first iterations can be outside of the interval $[-1;1.5]$ chosen to illustrate convergence.

In addition to separate runs in $x$, asymptotic behaviour is illustrated by two-dimensional diagrams of the limit sets in Figure 8. This set forms a blurred two-cycle for $\ell_1 = 0.03$ (Figure 8(a)) which expands and approached the equilibrium point for

Figure 7. Runs of the Lozi map for $x$-coordinate only, $\alpha = 0.4$, no control in $y$, $x_0 = -10$, $y_0 = -15$ and (a) $\ell = 0$, (b) $\ell = 0.05$, (c) $\ell = 0.1$, (d) $\ell = 0.15$ for the Bernoulli noise.
Figure 8. The limit set for the Lozi map for $\alpha = 0.4$, no control in $y$, $x_0 = -10$, $y_0 = -15$ and (a) $\ell = 0.03$, (b) $\ell = 0.08$, (c) $\ell = 0.135$, (d) $\ell = 0.145$ for the Bernoulli noise.

$\ell_1 = 0.08$ (Figure 8(b)), becomes a blurred equilibrium for $\ell_1 = 0.135$ (Figure 8(c)) and a stable equilibrium for $\ell_1 = 0.145$ (Figure 8(d)) or larger control values.

(2) Norm $\| \cdot \|_1$, $\chi_1$ is Bernoulli distributed, $\ell_2 = 0$. Now,

$$
\| C_n(x) \|_1 \leq 1.4 (1 - \alpha_1 - \ell_1 \chi_{1,n}) + 0.3 (1 - \alpha_2 - \ell_2 \chi_{2,n}) =: v(n),
$$

$$
E \ln v(n) = 0.5 \ln \left[ (1.4(1 - \alpha_1) + 0.3(1 - \alpha_2))^2 - (1.4\ell_1)^2 \right].
$$

We can show that each set of parameters $\alpha_1 = 0.3$, $\alpha_2 = 0.8$, $\ell_1 = 0.2039$ and $\alpha_1 = 0.27$, $\alpha_2 = 0.9$, $\ell_1 = 0.2332$, satisfies all necessary conditions and leads to $E \ln v(n) < 0$.

(3) Norm $\| \cdot \|_1$, $\chi_1$ and $\chi_2$ are Bernoulli distributed. We have

$$
E \ln v(n) = 0.25 \left( \ln \left[ (1.4(1 - \alpha_1) + 0.3(1 - \alpha_2))^2 - (1.4\ell_1 + 0.3\ell_2)^2 \right] 
+ \ln \left[ (1.4(1 - \alpha_1) + 0.3(1 - \alpha_2))^2 - (1.4\ell_1 - 0.3\ell_2)^2 \right] \right).
$$

By introduction of the second nonzero noise, we can decrease a little bit the intensity $\ell_1$ of the first noise for $\alpha_1 = 0.27$, $\alpha_2 = 0.9$. In particular, we can take $\ell_1 = 0.2$, $\ell_1 = 0.55$ and get $E \ln v(n) \approx 0.25 \ln 0.9936 \approx -0.25 \cdot 0.0064 < 0$.

Figure 9 compares the influence of Bernoulli and uniformly distributed on $[-1, 1]$ noises for the Lozi map, illustrating a part of the bifurcation diagram for $x$ in the range of parameters of $\alpha$ close to the last bifurcation leading to stabilization of the equilibrium, with the control $\alpha_2 = 0.9$ in $y$. In Figure 9(a), for $\ell_1 = 0$, we see a period-halving bifurcation; in (b) and (c) (Bernoulli and uniform noise, respectively, both with the

Figure 9. Bifurcation diagram of the Lozi map for $x$ with 0.9-control in $y$ and (a) no noise $\ell_1 = 0$, (b) $\ell_1 = 0.2$, Bernoulli distribution, (c) $\ell_1 = 0.2$, uniform on $[-1, 1]$ noise distribution. The range of initial values is $x_0 \in [0.1, 0.8]$ and $y_0 \in [0.1, 0.2]$. 
amplitude $\ell_1 = 0.2$), the value of $\alpha$ for this bifurcation is smaller, with some stabilization advantage of the Bernoulli distribution. Figure 9(c) also shows that the image for the uniformly distributed perturbation looks ‘noisier’ (compared to (b)).

Finally, we illustrate the role of noise $\ell_2$ in stabilization. If $\alpha_1 = 0.27$, $\alpha_2 = 0.9$, without noise, stabilization is not observed (Figure 10(a)). Even with $\ell_1 = 0.4$ and $\ell_1 = 0.5$, there is no stabilization, see Figure 10(b) and 10(c). However, if $\ell_2$ increases to 0.55, stabilization is observed, as theoretically predicted, see Figure 10(d).

4. Conclusions and discussion

In the present paper, we explored both deterministic and stochastic stabilization of Hénon and Lozi maps with TOC, where an equilibrium is chosen as a target.

(1) We proved that TOC allows stabilizing a chosen equilibrium in a ball centred at it, once controls are close enough to one. For an autonomous model, simulations illustrate, however, that local stabilization parameters work in a reasonably large neighbourhood. This brings us to the problem of whether there is an equivalence of local and global stability observed in certain one-dimensional cases of TOC [18] and PBC [30]. However, for both Hénon and Lozi maps, it is still an open question, even if we reduce the domain to the same half-plane where the equilibrium lies, and consider autonomous cases only.

(2) Investigation of non-autonomous models makes it possible to add noise in certain bounds, still keeping stabilization. Moreover, we demonstrate theoretically and with simulations that stochastic stabilization may be achieved when there is, e.g. a stable cycle rather than a stable equilibrium for the average control values.

Let us compare our results to other types of control.

Prediction-Based Control (PBC) keeps all the original equilibrium points. The general form of PBC applied to a scalar map $x_{n+1} = f(x_n)$ is [41]

$$x_{n+1} = f(x_n) - \alpha \left( f^k(x_n) - x_n \right), \quad x_0 > 0, \quad n \in \mathbb{N}_0,$$

which can be treated as a discrete analogue of delayed control for continuous models [37]. Here the control $\alpha \in (0, 1)$, while $f^k$ is the $k$th iteration of $f$. The application and the analysis
becomes simpler for $k = 1$ [30]

$$x_{n+1} = f(x_n) - \alpha(f(x_n) - x_n) = (1 - \alpha)f(x_n) + \alpha x_n, \quad x_0 > 0, \quad n \in \mathbb{N}_0.$$  

However, as mentioned in [31], immediate generalization of this scheme to the vector case

$$X_{n+1} = F(X_n) - \alpha(F(X_n) - X_n)$$

does not stabilize the Hénon map for any $\alpha \in (0, 1)$. A modification of PBC proposed in [36] was applied to get local stabilization of both equilibrium points for the Hénon map in [31].

Compared to these methods, the advantage of VMTOC is robustness allowing stabilization in a prescribed domain, not just a small neighbourhood of the equilibrium point. The introduction of several parameters allows more adaptivity, controlling, for example, one of two variables only. Also, Liz and Pötzsche [31] and Polyak [36] considered constant control only. The introduction of step-dependent and stochastic control allowed us to evaluate the positive effect of noise on stabilization. On the other hand, PBC-type design allowed to get lower control values ('weak control' in [31]) for local stabilization and could be applied at selected steps only. Note that PBC in principle can provide local stabilization only, as it stabilizes all chosen equilibrium points with the same control equation. In addition, Liz and Pötzsche [31] and Polyak [36] considered cycles stabilization, which is not in the framework of the present research.

While it is generally hard to compare continuous and discrete controls, some ideas are similar. For example, in [19], as in the present paper, the control is a function of some difference, which becomes small as the solution approaches the target orbit. On the other hand, in [19], to some extent similarly to [31,36], this is the difference between the current state and some other state, past in [19] and future, or predicted, in [31,36]. The other common feature of [19] and our research is that the distributed nature of the control can contribute to stabilization. However, in each realization, control distribution in [19] is fixed and, for a given map and prescribed initial values, the results are deterministic. In our models, each realization of the stochastic control, generally, leads to different results. This justifies the necessity to apply Kolmogorov’s Law of Large Numbers to verify stabilization.

There are some other control types, which cannot be directly compared to the results of the paper as they stabilize not the equilibria of the original map but some other points. For example, we considered TOC with an equilibrium as a target, but it could be interesting to include other possible targets, for example, the zero target; in this case, we study Proportional Feedback control [14,22,29]

$$x_{n+1} = f(cx_n), \quad c \in [0, 1].$$

It is also natural to consider its 'external' modification

$$x_{n+1} = cf(x_n), \quad c \in [0, 1].$$

We recall that, once we choose an equilibrium point as the target $T$ in (3), this is also a fixed point of (3). However, PF control shifts equilibrium points (as well as TOC with a target not at an equilibrium point). Moreover, for a scalar PF control existence of a positive equilibrium is not guaranteed; for an unstable equilibrium, there is usually a range of parameters $(c_*, c^*)$ such that a new positive equilibrium exists and is stable for $0 < c_* < c < c^* < 1$ only.
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