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In this research, the authors were interested in an efficiency comparison study of new adjusted nonparametric and parametric statistics interval estimation methods in the simple linear regression model. The independent variable and the error came from normal, scale-contaminated normal, and gamma distributions. Six point estimations were performed, for example, least squares, Bayesian, Jackknife, Theil, optimum-type Theil, and new adjusted Theil–Sen and Siegel methods in the simple linear regression model with 1,000 iterations. The criteria used to consider in this study were the coefficient of the confidence interval and the average width of the confidence interval used to compare and determine the optimal effectiveness for six interval estimations of the simple linear regression model. In the interval estimation for normal and scale-contaminated normal distributions of $\beta_0$, the least squares method had the narrowest average width of confidence interval. For the interval estimation of $\beta_1$, the Bayesian method had the narrowest average width of confidence interval in a small variance of 1, followed by the same of optimum-type Theil and new adjusted Theil–Sen and Siegel methods, and Theil method, respectively. In the interval estimation for gamma distribution of $\beta_1$, the Bayesian method had the narrowest average width of confidence interval, followed by optimum-type Theil, new adjusted Theil–Sen and Siegel, and Theil methods, respectively. The optimum-type Theil method was good for medium sample size, while Theil and new adjusted Theil–Sen and Siegel methods were good for small and large sample sizes. Therefore, new adjusted Theil–Sen and Siegel method can be used in many situations and can be used in place of optimum-type Theil and Theil methods for nonparametric statistics interval estimation.

1. Introduction

A simple linear regression is an analysis used to study the relationship of one independent variable and one dependent variable with both variables having a linear relationship. A simple regression model is $Y = X \beta + \varepsilon$, where variables may be positively related or negatively related. It is the simplest basic form of simple regression analysis. There are several methods of estimation in simple linear regression equations. The estimation in each method can be classified into two types: point estimation and interval estimation. First, point estimation, also known as single estimation, is the calculation of one statistic from sample data. The obtained values are used as estimates of parameters. Second, interval estimation is an estimate of whether a population parameter will fall into a range of two values, $L$ and $U$, where $L$ is the lower limit and $U$ is the upper limit. Assuming that the parameter to be estimated in a population is $\theta$, this interval estimate of $\theta$ will be in the range of $L < \theta < U$ using the data from the sample [1]. In this research, the authors were interested in an efficiency comparison of new adjusted nonparametric and parametric statistics interval estimation methods in the simple linear regression model, of which relatively little research has been conducted in this area. Most research studies were compared
with parametric and nonparametric statistics point estimation methods in the simple linear regression model. Based on the literature review study, a comparative study of three linear regression model estimation methods, least squares, parametric, and nonparametric bootstrap methods when the errors came from normal, uniform, logistic, and double exponential distributions by comparing mean squared error and average of mean squared error was conducted. The results of point estimation showed that the errors came from normal, logistic, and double exponential distributions; the least squares method had the best effect. In the case of interval estimation, it was found that the errors came from normal and logistic distributions; least squares method had the best effect. For uniform and double exponential distributions, the parametric bootstrap method was found to have the best effect [2]. In a comparative study between the classical ordinary least squares (OLS) regression method and the symmetric Bayesian linear regression method, the linear regression model used the criterion of mean square error of point parameter estimation. The results showed that the symmetric Bayesian method was more efficient, consistent, and stable than the classical OLS method [3]. The efficiency comparison of simple linear regression coefficient estimation methods by Theil, quantile, and least squares methods when the data in independent and dependent variables were outliers were carried out by comparing the linear regression coefficient. The criterion used in the study was the mean squared error of point parameter estimation. The results found that the data had no outliers, and the least squares method had the best effect. When the data had outliers in a small sample, the Theil method had the best effect. As the data had outliers in medium- and large-sample sizes, the 'Theil method had the best effect in all cases [4], and in this year, the research conducted a comparative study of point parameter estimation methods using Bayesian, least squares, and parametric bootstrap methods in the simple linear regression analysis. The criterion for determining the effectiveness of estimation method was average of mean square errors. The results concluded that the Bayesian method was the most effective for all given situations [5]. Two years later, the research compared point parameter estimation of least squares, Bayesian, Markov chain, Monte Carlo, bootstrap, and Jack knife methods for the simple regression model. The criterion used to determine the most efficient method was the minimum in average of mean square error. It was found that most of the Bayesian method had the minimum in average of mean square error [6]. In addition, there was also a comparative study of point parameter estimation with least squares and maximum likelihood methods for simple linear regression analysis. The criterion for determining the effectiveness of the estimation method was mean squared error. The results showed that the data were normal distribution, least squares, and maximum likelihood methods and were equally effective. The data were gamma distribution in small or medium sample sizes, least squares, and maximum likelihood methods and had a similar effect. A least squares method performed better than a maximum likelihood method in a large sample size [7]. After that, the study compared the interval estimation of simple linear regression models by least squares, parametric bootstrap, and Bayesian methods. The criterion for determining the most effective method was the narrowest average width of confidence interval. It was found that the Bayesian method had the narrowest average width of confidence interval, followed by the least squares method [1]. The study was conducted to compare the point estimation of parametric and nonparametric statistics in the simple linear regression model using least squares, Mood–Brown, Theil–Sen, optimum-type Theil, Theil–Hodges–Lehman, weighted Theil-1 (mean), weighted Theil-1 (median), weighted Theil-2 (mean), and weighted Theil-2 (median) methods based on mean absolute deviations. The results showed that the optimum-type Theil method had the minimum mean absolute deviation [8]. Finally, several comparisons were made between ordinary least squares regression, quantile regression, Theil–Sen regression, and Theil–Sen and Siegel regression methods. The point parameter estimation comparisons used on mean bias, median bias, standard deviation, standard error, root mean square error, relative root mean square error, median absolute error, and relative median absolute error of the four regression procedures are used to evaluate the model fitting. The results showed that, under the normality assumption with no outliers, ordinary least squares regression had the most suitable regression procedure followed by quantile regression. When there were outliers in both X and Y direction, Theil–Sen and Siegel regression had the most suitable followed by quantile regression. Under the nonnormality assumption, quantile regression, Theil–Sen regression, and Theil–Sen and Siegel regression had the same performance [9]. Therefore, the authors were interested in an efficiency comparison study of the interval estimation methods of new adjusted nonparametric and parametric statistics in the simple linear regression model from which the independent variable and the error came from normal, scale-contaminated normal, and gamma distributions for reasons from the above summary of research studies as follows. The least squares method of [2] was the best effective. In point estimation, the least squares method of [7] had the best effect in a normal distribution. Nevertheless, the data were not outliers, least squares method of [4, 9] also had the best effect. The researches of [1, 3, 5, 6] found that the Bayesian method was the best effective. The researcher proposes the prior distribution function as a normal distribution. If the data had outliers all of small, medium, and large sample sizes, the Theil method of [4] had the best effect. The optimum-type Theil method of [8] had the best effect, followed by the Theil method. In addition, there were outliers in both X and Y direction; the Theil–Sen and Siegel method had the most suitable [9]. Finally, authors were also interested in using the Jack knife method for these comparisons.

2. Materials and Methods

2.1. Materials. An efficiency comparison of new adjusted nonparametric and parametric statistics interval estimation methods in the simple linear regression model was carried out with R-Studio version 4.1.0 software. The software programs were run on a notebook with i3, 2 GHz, Intel CPU, and 4 Gb of RAM under Windows 10.
2.2. Methods. The research method examines an efficiency comparison of new adjusted nonparametric and parametric statistics interval estimation methods in the simple linear regression model with least squares, Bayesian, and Jack knife methods which were parametric statistics, whereas Theil, optimum-type Theil, and new adjusted Theil–Sen and Siegel methods were nonparametric statistics as follows:

(1) The model is a simple linear regression model in which the equation showing the relationship between the independent variable (X) and the dependent variable (Y) has the form of equation: \( Y = \beta X + \varepsilon \), where \( \varepsilon \) is a vector of the dependent variable of size \( n \times 1 \), \( X \) is a matrix of the independent variable of size \( n \times 2 \), \( \beta \) is a vector of the parameter values in 2 \( \times 1 \) regression equation, and \( \varepsilon \) is a vector of the error of size \( n \times 1 \).

(2) Determine the sample size as follows: small sample sizes are 10 and 30, medium sample sizes are 50 and 70, and large sample sizes are 100 and 200.

(3) Determine the parameter to \( \hat{\beta} = (\hat{\beta}_0, \hat{\beta}_1)' = (2, 5)' \), where \( \hat{\beta}_0 \) is the y-intercept and \( \hat{\beta}_1 \) is the regression coefficient.

(4) Randomize the independent variable X from the given distribution as follows:

(i) The normal distribution has mean of \( E(X) = \mu = 1 \) and variance of \( Var(X) = \sigma^2 = 1 \).

(ii) The scale-contaminated normal distribution is a transformed distribution from normal distribution. The proportion of contamination (\( p \)) is 0.05, the scale factor (\( c \)) is 5, and size is 1. The scale-contaminated normal distribution has the probability density function of X as follows:

\[
    f(x; \mu, \sigma^2) = \begin{cases} 
    (1-p) N(\mu, \sigma^2) + p N(\mu, c^2 \sigma^2), & \text{if } c > 0 \\
    \frac{p}{\sqrt{2\pi}} e^{-\frac{c^2 x^2}{2}}, & \text{if } p < 0
    \end{cases}
\]

where \( c \) is the scale factor and \( p \) is the probability of binomial distribution for the sample size, size, and proportion of contamination.

(iii) The gamma distributions have alpha (\( \alpha \)) of 2 and beta (\( \beta \)) of 1/2, 1/3, 1/4, 1/5, 2, 3, 4, and 5. The gamma distributions have mean of \( E(X) = \alpha \beta = 2/2, 2/3, 2/4, 2/5, 4, 6, 8, 10 \) and variance of \( Var(X) = \alpha \beta^2 = 2/4, 2/9, 2/16, 2/25, 8, 18, 32, 50 \).

(5) Randomize the error \( \varepsilon \) from the given distribution as follows:

(i) The normal distribution has mean of \( E(\varepsilon) = \mu = 0 \) and variance of \( Var(\varepsilon) = \sigma^2 = 1 \), 4, 9, 16, 25, 36, 49, 64, 81, and 100.

(ii) The scale-contaminated normal distribution is the same as in 4(ii).

(iii) The gamma distribution is the same as in 4(iii).

(6) Generate the data of dependent variable from the relationship model. To generate the data, it starts with determining the sample size that you want to study. The parameter value is \( \beta = (2, 5)' \). The constant \( X \) is generated as normal, scale-contaminated normal, and gamma distributions. The commands in the R program are then used to generate the error \( \varepsilon \) with normal, scale-contaminated normal, and gamma distributions to be studied. Finally, \( Y \) is generated according to the aforementioned relationship model.

(7) Six point estimations and six interval estimations were performed with 1,000 iterations. The confidence level was set at 95% as follows:

(i) Least squares (LS) method: the least squares method is the basic parametric estimation method for determining the regression coefficient. This is a method that minimizes the sum of squares of the error. The sum of squares of the error can be written as \( \hat{\varepsilon} = (Y-X \hat{\beta})' (Y-X \hat{\beta}) \). Find the derivative of \( \hat{\varepsilon} \) with respect to \( \hat{\beta} \) and set it to be equal to 0, that is, \( X'X \hat{\beta} = X'Y \). Therefore, the point estimate of parameter \( \beta \) with the least squares method is \( \hat{\beta}_{LS} = (X'X)^{-1}X'Y \). The \((1 - \alpha)\)% confidence interval of parameter \( \hat{\beta}_0 \) with the least squares method is \( \hat{\beta}_0 - Z_{\alpha/2}SE(\hat{\beta}_0) \leq \beta_0 \leq \hat{\beta}_0 + Z_{\alpha/2}SE(\hat{\beta}_0) \) and the \((1 - \alpha)\)% confidence interval of parameter \( \hat{\beta}_1 \) is \( \hat{\beta}_1 - Z_{\alpha/2}SE(\hat{\beta}_1) \leq \beta_1 \leq \hat{\beta}_1 + Z_{\alpha/2}SE(\hat{\beta}_1) \), where \( SE(\hat{\beta}_0) = \sqrt{\text{MSE}(1/n + \hat{\beta}_0^2/S_{XX})} \), \( SE(\hat{\beta}_1) = \sqrt{\text{MSE}/S_{XX}} \), \( S_{XX} = \sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2/n \), and \( \text{MSE} = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2/(n-2) \).

(ii) Bayesian (BS) method: the Bayesian method is a method of parameter estimations with conditional probability where the posterior distribution function varies with the product between the prior distribution function and the likelihood function [12]. Bayesian’s equation can be written as \( p(\beta, \sigma^2 | y) = p(y | \beta, \sigma^2) p(\beta, \sigma^2) / p(y) \) which is proportional to \( p(y | \beta, \sigma^2) p(\beta, \sigma^2) \) is the prior distribution for \( (\beta, \sigma^2) \), \( p(\beta, \sigma^2) \) is the likelihood function when \( \hat{\beta} \) and \( \sigma^2 \) are known, and \( p(y | \beta, \sigma^2) \) is the posterior distribution for \( (\beta, \sigma^2) \). The Bayesian method has the following steps. Step 1 calculates the likelihood function when \( \hat{\beta} \) and \( \sigma^2 \) are known from normal distribution population with mean of \( \mu = 0 \) and variance of \( \sigma^2 = 1 \). The distribution of \( p(y | \beta, \sigma^2) \) is proportional to \( \exp\{-1/2 \sigma^2 (y - X \beta)' (y - X \beta)\} \). Step 2 chooses the prior distribution function for \( (\beta, \sigma^2) \). The prior distribution function is chosen as normal distribution with mean of \( \mu_0 = 2 \) and
variance of $\sigma_{\beta}^2 = 5$ which is in the form of the conjugate prior family for $\beta$ and given $\sigma^2$. The equation form of $p(\beta, \sigma^2)$ is proportional to

$$\exp\left\{-\frac{1}{2}(\beta - \bar{\beta})'(\Sigma_{\beta}^{-1})(\beta - \bar{\beta})\right\},$$

where $\bar{\beta}$ is a vector of prior mean of $\beta$ and $\Sigma_{\beta}$ is the prior covariance matrix of $\beta$. Step 3 calculates the posterior distribution function for $(\beta, \sigma^2)$ from Bayesian equation. The equation form is as follows. $p(\beta, \sigma^2 | y)$ is proportional to

$$\exp\left\{-\frac{1}{2}(\beta - \bar{\beta})'(\Sigma_{\beta}^{-1})(\beta - \bar{\beta})\right\},$$

where $\bar{\beta}$ is a vector of the posterior mean of $\beta$ and $\Sigma_{\beta}$ is the posterior covariance matrix of $\beta$.

Therefore, the point estimate of parameter $\beta$ with the Bayesian method is $\hat{\beta}_{BS} = (\Sigma_{\beta}^{-1})'(X'X/\sigma^2)^{-1}(\Sigma_{\beta}^{-1} \bar{Y} + (X'X/\sigma^2) \bar{\beta})$, where $

\Sigma_{\beta}^{-1} = \Sigma_{\beta}^{-1} + X'X/\sigma^2$.

Hence, the $(1 - a)$100% confidence interval of parameter $\beta_0$ with the Bayesian method is $\hat{\beta}_{0j} - Z_{\alpha/2} SE(\hat{\beta}_{0j}) \leq \beta_0 \leq \hat{\beta}_{0j} + Z_{\alpha/2} SE(\hat{\beta}_{0j})$ and the $(1 - a)$100% confidence interval of parameter $\beta_1$ is $\hat{\beta}_{1j} - Z_{\alpha/2} SE(\hat{\beta}_{1j}) \leq \beta_1 \leq \hat{\beta}_{1j} + Z_{\alpha/2} SE(\hat{\beta}_{1j})$, where $\hat{\beta}$ is the estimate from the Bayesian method.

(iii) Jackknife (JK) method: from a random sample $X_1, X_2, \ldots, X_n$ with normal distribution, a new set of sample is generated. By omitting the $i^{th}$ value, a new sample of size $n - 1$ is obtained. The omitted value is returned into the sample before the next sample is generated. Do this $n$ times with the following steps $[14, 15]$. In Step 1, random $\varepsilon$ from the distribution of error is used to obtain $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n$. In Step 2, at the first time, $X_1$ is omitted from the sample to obtain $X_2, X_3, \ldots, X_n$, and $\varepsilon_2, \varepsilon_3, \ldots, \varepsilon_n$. At the second time, $X_2$ is omitted from the sample to obtain $X_3, X_4, \ldots, X_n$ and $\varepsilon_3, \varepsilon_4, \ldots, \varepsilon_n$, $n$ times. In Step 3, from the least squares method, an estimation of $\hat{\beta}_{LS}$ is obtained to calculate a parameter estimate of $\beta$. In Step 4, substitute values of $X, \varepsilon$, and $\hat{\beta}_{LS}$ into the equation $Y = X' \hat{\beta}_{LS} + \varepsilon$ to obtain $Y_1, Y_2, \ldots, Y_n$. In Step 5, take the obtained $X_2, X_3, \ldots, X_n$, $\varepsilon_2, \varepsilon_3, \ldots, \varepsilon_n$ and $Y_2, Y_3, \ldots, Y_n$ to estimate parameter $\hat{\beta}_{JK}$. In Step 6, repeat steps 2, 3, and 4 $n$ times. Therefore, the point estimate of parameter $\beta$ with the Jack knife method is $\hat{\beta}_{0j} = (1/n) \sum_{i=1}^{n} \hat{\beta}_{0j}$ and $\hat{\beta}_{1j} = (1/n) \sum_{i=1}^{n} \hat{\beta}_{1j}$.

The $(1 - a)$100% confidence interval of parameter $\beta_0$ with the Jack knife method is $\hat{\beta}_{0j} - Z_{\alpha/2} SE(\hat{\beta}_{0j}) \leq \beta_0 \leq \hat{\beta}_{0j} + Z_{\alpha/2} SE(\hat{\beta}_{0j})$ and the $(1 - a)$100% confidence interval of parameter $\beta_1$ is $\hat{\beta}_{1j} - Z_{\alpha/2} SE(\hat{\beta}_{1j}) \leq \beta_1 \leq \hat{\beta}_{1j} + Z_{\alpha/2} SE(\hat{\beta}_{1j})$, where $SE(\hat{\beta}_{0j}) = \sqrt{(1/(n(n-1))) \sum_{i=1}^{n} (\beta_{0j} - \beta_{0j})^2}$, $SE(\hat{\beta}_{1j}) = \sqrt{(1/(n(n-1))) \sum_{i=1}^{n} (\beta_{1j} - \beta_{1j})^2}$, $\hat{\beta}_{0j} = (1/n) \sum_{i=1}^{n} \hat{\beta}_{0j}$, and $\hat{\beta}_{1j} = (1/n) \sum_{i=1}^{n} \hat{\beta}_{1j}$ $[16]$. (iv) Theil (T) method: Theil [17] proposed a method for estimating the slope ($\beta_1$) of a simple linear regression line $Y = X \beta + \varepsilon$ with the following steps $[4]$. Step 1 calculates slope $S_{ij} = (y_j - y_i)/(x_j - x_i)$, $1 \leq i \leq j \leq n$, to obtain the total slope value of $N = n(n-1)/2$. Step 2 estimates $\hat{\beta}_i$: the point estimate of parameter $\beta_1$ with Theil method is $\hat{\beta}_i = \text{median}(S_{ij}, 1 \leq i \leq j \leq n)$. If $N$ is odd and $N = 2k+1$, then $\hat{\beta}_i = S^{(k+1)}$. As if $N$ is even and $N = 2k$, then $\hat{\beta}_i = (S^{(k)} + S^{(k+1)})/2$. Step 3 estimates $\hat{\beta}_0$: the point estimate of parameter $\beta_0$ with the Theil method is $\hat{\beta}_0 = \text{median}(Y) - \hat{\beta}_i \text{median}(X)$, where median $(Y)$ and median $(X)$ are median of $Y$ and $X_1$, respectively. The $(1 - a)$100% confidence interval of parameter $\beta_0$ with the Theil method is $\hat{\beta}_0 - Z_{\alpha/2} SE(\hat{\beta}_0) \leq \beta_0 \leq \hat{\beta}_0 + Z_{\alpha/2} SE(\hat{\beta}_0)$ and the $(1 - a)$100% confidence interval of parameter $\beta_1$ is $\hat{\beta}_1 - Z_{\alpha/2} SE(\hat{\beta}_1) \leq \beta_1 \leq \hat{\beta}_1 + Z_{\alpha/2} SE(\hat{\beta}_1)$, where $SE(\hat{\beta}_0) = \sqrt{\text{MSE}(1/n + \varepsilon^2/\Sigma_{XX})}$, $SE(\hat{\beta}_1) = \sqrt{\text{MSE}/\Sigma_{XX}}$, and $\text{MSE} = \sum_{i=1}^{n} (y_i - \tilde{Y}_{ij})^2$ $(n - 2)$ $[18]$. (v) Optimum-type Theil (OT) method: let the variables $d_i = y_i - \bar{\beta} x_i$ need no assumption of the symmetric distribution $d_i$ and $d_0$ be the arithmetic mean of $d_i$ $[8]$. Therefore, the point estimate of parameter $\beta_i$ with optimum-type Theil is $\hat{\beta}_i = \text{median}(S_{ij}, 1 \leq i \leq j \leq n)$ and the point estimate of parameter $\beta_0$ is $\hat{\beta}_0 = \text{median}(d_i)$. The $(1 - a)$100% confidence interval of parameter $\beta_0$ with the optimum-type Theil method is $\hat{\beta}_0 - Z_{\alpha/2} SE(\hat{\beta}_0) \leq \beta_0 \leq \hat{\beta}_0 + Z_{\alpha/2} SE(\hat{\beta}_0)$, and the $(1 - a)$100% confidence interval of parameter $\beta_1$ is $\hat{\beta}_1 - Z_{\alpha/2} SE(\hat{\beta}_1) \leq \beta_1 \leq \hat{\beta}_1 + Z_{\alpha/2} SE(\hat{\beta}_1)$ $[18]$. (vi) New adjusted Theil–Sen and Siegel (ATSS) method: Siegel [19], as cited by Farooqi [9], considered repeated medians. For each observation $(x, y)$, the regression coefficients between it and the others $(n - 1)$ are calculated and the median is taken. These results in $n$ medians and median from these medians are a regression...
coefficients of the regression estimator θ̂n of the estimated coefficient of the estimation of the coefficient of the least squares estimator, i.e., θ̂n = median\{θ̂1 = (yj − y)/([xj − xj]: xj ≠ xj, 1 ≤ i < j ≤ n). Similarly, the y-intercept can be estimated by the medians of all possible least squares estimates

θ̂0 = median\{θ̂0 = (yj − y)/([xj − xj]: xj ≠ xj, 1 ≤ i < j ≤ n). Since θ̂0 may be negative values, hence, the authors adjusted these values by taking the absolute value of numerator and denominator terms of θ̂0. Therefore, the authors propose the point estimate of parameter θ̂0 with the new adjusted Theil–Sen and Siegel method is

θ̂0* = θ̂0, and the point estimate of parameter θ̂0 is

θ̂0* = median\{θ̂0 = (yj − y)/([xj − xj]: xj ≠ xj, 1 ≤ i < j ≤ n). The (1 – α)% confidence interval of parameter θ̂0 with the new adjusted Theil–Sen and Siegel method is

θ̂0* − Zc/2SE(θ̂0*) ≤ θ̂0* ≤ θ̂0* + Zc/2SE(θ̂0*), and the (1 – α)% confidence interval of parameter θ̂0 is

θ̂0* − Zc/2SE(θ̂0*) ≤ θ̂0* ≤ θ̂0* + Zc/2SE(θ̂0*). [18]

(8) Calculate the estimation of the coefficient of confidence interval and the average width of confidence interval in six linear regression equations.

(i) The coefficient of confidence interval of the estimation method is a value used to measure the efficiency of the interval estimation method as follows:

1 – α = (the total number of times the confidence interval covers parameter value β)/m, where m is the number of iterations in the experiment which is equal to 1,000. The 1,000 point estimates were taken to find the six confidence intervals, and each method was estimated to be 1,000 intervals and then determined whether the intervals covered parameters of β0 = 2 and β1 = 5. The parameters covering such confidence intervals were counted. Then, the number of intervals covering the parameter value was added and divided by the number of repetitions (m) to obtain the coefficient of confidence interval (1 – α). After that, the obtained values were considered within a range of the coefficient of confidence estimate (c) or not [16]. The coefficient of confidence criterion was determined by testing the hypothesis as follows [20]. Hypothesis is

H0: c = c0 versus H1: c ≠ c0. Test statistics is

Z = (c – c0)/\sqrt{c0(1 – c0)/m). Critical region is reject H0 if (c – c0)/\sqrt{c0(1 – c0)/m > Zα/2} or (c – c0)/\sqrt{c0(1 – c0)/m < – Zα/2}, that is, c > c0 + Zα/2\sqrt{c0(1 – c0)/m} or c < c0 – Zα/2\sqrt{c0(1 – c0)/m}. Therefore, the estimation

method that obtains the coefficient of confidence interval in a range of the given coefficient of confidence, that is, c0 – Zα/2\sqrt{c0(1 – c0)/m ≤ c ≤ c0 + Zα/2\sqrt{c0(1 – c0)/m}, where c is the coefficient of confidence, c0 is the given coefficient of confidence, c is the estimate of the coefficient of confidence, and α is a significance level with a value of 0.05.

(ii) The width of confidence interval is denoted by the symbol Length. It was calculated as the difference between upper bound (Uj) and lower bound (Lj) of the interval, where Lengthj = Uj – Lj. The average width of confidence interval can be calculated by taking the sum of the width of confidence interval, where the number of iterations is covered by the number of m iterations, that is, AW = \sum_{j=1}^{m} Lengthj/m. After that, the average width of confidence intervals for each method was compared. If any estimation method had the narrowest average width of confidence interval, it was considered the most efficient estimation method. The Monte Carlo simulation was used by R program [21].

3. Results of a Simulation Study

3.1. The Independent Variable and the Error Have Normal Distributions. From Table 1, at the 95% confidence level of β̂0, a small sample size of 10, and variance of 4, the least squares method has the average width of the narrowest confidence interval of 4.113, whereas with a small sample size of 10 and 30 and variance of 1 at β̂1, the Bayesian method had the average width of the narrowest confidence interval of 1.347 and 0.808, respectively. With a middle sample size of 70 and variance of 25 at β̂0, the least squares method had the average width of the narrowest confidence interval of 3.612, whereas with a middle sample size of 50 and 70 and variance of 1 at β̂1, the Bayesian method had the average width of the narrowest confidence interval of 0.485 and 0.492, respectively. With a large sample size of 100 and 200 and variance of 49 and 100 at β̂0, the least squares method had the average width of the narrowest confidence interval of 4.055 and 3.687, respectively, whereas with a large sample size of 100 and 200 and variance of 1 at β̂1, the Bayesian method had the average width of the narrowest confidence interval of 0.485 and 0.492, respectively.

3.2. The Independent Variable and the Error Have Scale-Contaminated Normal Distributions. From Table 2, at the 95% confidence level of β̂1, a small sample size of 10, and variance of 4, the new adjusted Theil–Sen and Siegel method had the average width of the narrowest confidence interval of 2.830, whereas with a small sample size of 30 and variance of 1, the Bayesian method had the average width of the narrowest confidence interval of 1.103. With a middle sample size of 50 and 70 and variance of 1 at β̂1, the Bayesian method had the average width of the narrowest confidence interval of 0.679 and 0.454, respectively. With a large sample size of 100 and 200 and variance of 4 and 9 at β̂0, the least squares
Table 1: The average width of the confidence interval for an independent variable has a normal distribution with mean of 1, variance of 1, and an error has a normal distribution with mean of 0 and variance of 1, 4, 9, 16, 25, 36, 49, 64, 81, and 100; sample sizes are 10, 30, 50, 70, 100, and 200.

| n   | Variance | $\beta_0$ | Average width of confidence interval | $\beta_1$ |
|-----|----------|------------|-------------------------------------|----------|
|     |          | LS | BS | JK | T | OT | ATSS | LS | BS | JK | T | OT | ATSS |
|-----|----------|----|----|----|---|----|------|----|----|----|---|----|------|
| 10  | 1        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 4        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 9        |    |    |    |   |    | 3.100 |    |    |    |   |    |      |
|     | 16       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 25       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 36       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 49       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 64       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 81       |    |    |    |   |    |      |    |    |    |   |    |      |
| 100 |          |    |    |    |   |    |      |    |    |    |   |    |      |
| 30  | 1        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 4        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 9        |    |    |    |   |    | 0.808 |    |    |    |   |    |      |
|     | 16       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 25       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 36       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 49       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 64       |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 81       |    |    |    |   |    |      |    |    |    |   |    |      |
| 100 |          |    |    |    |   |    |      |    |    |    |   |    |      |
| 50  | 1        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 4        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 9        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 16       |    |    |    |   |    |      |    |    |    |   |    |      |
| 70  | 1        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 4        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 9        |    |    |    |   |    |      |    |    |    |   |    |      |
|     | 16       |    |    |    |   |    |      |    |    |    |   |    |      |
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Table 1: Continued.

| $n$ | Variance | $\beta_0$ | $\beta_1$ |
|-----|----------|----------|----------|
|     |          | LS | BS | JK | T | OT | ATSS | LS | BS | JK | T | OT | ATSS |
| 1   | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 4   | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 9   | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 16  | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 25  | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 36  | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 49  | 4.055    | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 64  | 4.334    | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 81  | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 100 | —        | —  | —  | —  | — | —  | —    | —  | —  | —  | — | —  | —    |
| 1   | —        | —  | —  | —  | — | —  | —    | 0.492 | —  | —  | —  | — | —  | —    |
| 4   | —        | —  | —  | —  | — | —  | —    | 0.535 | —  | —  | —  | — | —  | —    |
| 9   | —        | —  | —  | —  | — | —  | —    | 0.801 | —  | —  | —  | — | —  | —    |
| 16  | —        | —  | —  | —  | — | —  | —    | 1.063 | —  | —  | —  | — | —  | —    |
| 25  | —        | —  | —  | —  | — | —  | —    | 1.322 | —  | —  | —  | — | —  | —    |
| 36  | —        | —  | —  | —  | — | —  | —    | 1.577 | —  | —  | —  | — | —  | —    |
| 49  | —        | —  | —  | —  | — | —  | —    | 1.826 | —  | —  | —  | — | —  | —    |
| 64  | —        | —  | —  | —  | — | —  | —    | 2.070 | —  | —  | —  | — | —  | —    |
| 81  | —        | —  | —  | —  | — | —  | —    | 2.308 | —  | —  | —  | — | —  | —    |
| 100 | 3.687    | —  | —  | —  | — | —  | —    | 2.687 | —  | —  | —  | — | —  | —    |

Note: the bolded value refers to the average width of the narrowest confidence interval and the underlined value means that the average width of the confidence interval cannot be calculated because the coefficient of the confidence interval is not within the specified range.
Table 2: The average width of the confidence interval for an independent variable has a scale-contaminated normal distribution with mean of 1 and variance of 1 and an error has a scale-contaminated normal distribution with mean of 0 and variance of 1, 4, 9, 16, 25, 36, 49, 64, 81, and 100; sample sizes are 10, 30, 50, 70, 100, and 200.

| $n$ | Variance | $\beta_0$ | $\beta_1$ |
|-----|----------|-----------|-----------|
|     |          | LS | BS | JK | T | OT | ATSS | LS | BS | JK | T | OT | ATSS |
| 10  | 1        |    |    |    |    |    |    |    |    |    |    |    |    |
|     | 4        |    |    |    |    |    |    |    |    |    |    |    | 2.830 |
|     | 9        |    |    |    |    |    |    |    |    |    |    |    | 4.334 |
|     | 16       |    |    |    |    |    |    |    |    |    |    |    | 5.832 |
|     | 25       |    |    |    |    |    |    |    |    |    |    |    | 7.290 |
|     | 36       |    |    |    |    |    |    |    |    |    |    |    | 8.748 |
|     | 49       |    |    |    |    |    |    |    |    |    |    |    | 10.206 |
|     | 64       |    |    |    |    |    |    |    |    |    |    |    | 11.664 |
|     | 81       |    |    |    |    |    |    |    |    |    |    |    | 13.122 |
|     | 100      |    |    |    |    |    |    |    |    |    |    |    | 14.580 |
| 30  | 1        |    |    |    |    |    |    |    |    |    | 1.013 | 1.573 | 1.028 | 1.136 |
|     | 4        |    |    |    |    |    |    |    |    |    | 1.658 | 2.363 | 2.057 | 2.489 |
|     | 9        |    |    |    |    |    |    |    |    |    | 2.853 | 3.290 | 3.085 |    |
|     | 16       |    |    |    |    |    |    |    |    |    | 4.473 |    |    |    |
|     | 25       |    |    |    |    |    |    |    |    |    | 4.473 |    |    |    |
|     | 36       |    |    |    |    |    |    |    |    |    | 4.473 |    |    |    |
|     | 49       |    |    |    |    |    |    |    |    |    | 4.473 |    |    |    |
|     | 64       |    |    |    |    |    |    |    |    |    | 4.473 |    |    |    |
|     | 81       |    |    |    |    |    |    |    |    |    | 4.473 |    |    |    |
|     | 100      |    |    |    |    |    |    |    |    |    | 4.473 |    |    |    |
| 50  | 1        |    |    |    |    |    |    |    |    |    | 0.731 |    |    | 0.742 |
|     | 4        |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 9        |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 16       |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 25       |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 36       |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 49       |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 64       |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 81       |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
|     | 100      |    |    |    |    |    |    |    |    |    | 0.731 |    |    |    |
| 70  | 1        |    |    |    |    |    |    |    |    |    | 0.457 |    |    | 0.507 |
|     | 4        |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 9        |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 16       |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 25       |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 36       |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 49       |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 64       |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 81       |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
|     | 100      |    |    |    |    |    |    |    |    |    | 0.457 |    |    |    |
Table 2: Continued.

| $n$ | Variance | $\beta_0$ | $\beta_1$ |
|-----|----------|------------|----------|
|     | LS       | BS         | JK       | T   | OT | ATSS | LS | BS | JK | T | OT | ATSS |
| 1   | —        | —          | —        | —   | —  | —    | 0.360 | —  | —  | —  | — | —  | 0.394 |
| 4   | 3.751    | —          | —        | —   | —  | —    | 0.717 | 0.739 | —  | —  | —  | — | 0.848 |
| 9   | —        | —          | —        | —   | —  | —    | 1.070 | —  | —  | —  | — | —  | —  |
| 16  | —        | —          | —        | —   | —  | —    | —    | —  | —  | —  | — | —  | —  |
| 100 | —        | —          | —        | —   | —  | —    | 3.564 | —  | —  | —  | — | —  | —  |
| 200 | —        | —          | —        | —   | —  | —    | 2.494 | —  | —  | —  | — | —  | —  |

Note: the bolded value refers to the average width of the narrowest confidence interval, and the underlined value means that the average width of the confidence interval cannot be calculated because the coefficient of confidence interval is not within the specified range.
Table 3: The average width of the confidence interval for an independent variable has a normal distribution with mean of 1 and variance of 1 and an error has a scale-contaminated normal distribution with mean of 0 and variance of 1, 4, 9, 16, 25, 36, 49, 64, 81, and 100; sample sizes are 10, 30, 50, 70, 100, and 200.

| n   | Variance | \( \beta_0 \) | \( \beta_1 \) | Average width of confidence interval | ATSS |
|-----|----------|----------------|----------------|----------------------------------|------|
|     |          | LS  | BS  | JK  | T   | OT  | ATSS| LS  | BS  | JK  | T   | OT  | ATSS|
| 10  | 1        | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | 5.392 |
|     | 4        | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | 12.389 |
|     | 9        | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 16       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 25       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 36       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 49       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 64       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 81       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 100      | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
| 30  | 4        | —   | —   | —   | —   | —   | —  | 4.370 | 4.139 | —   | —   | —   | —  | —    |
|     | 9        | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 16       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 25       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 36       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 49       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 64       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 81       | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
|     | 100      | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —   | —  | —    |
| 50  | 1        | 4.010 | —   | —   | —   | —   | —  | 2.631 | 2.833 | 2.813 | —   | —  | —    |
|     | 4        | —   | —   | —   | —   | —   | —  | 5.643 | 5.627 | —   | —  | —    |
|     | 9        | —   | —   | —   | —   | —   | —  | 8.434 | 8.441 | —   | —  | —    |
|     | 16       | —   | —   | —   | —   | —   | —  | 11.254 | 11.254 | —   | —  | —    |
|     | 25       | —   | —   | —   | —   | —   | —  | 14.067 | —   | —  | —    |
|     | 36       | —   | —   | —   | —   | —   | —  | 16.881 | —   | —  | —    |
|     | 49       | —   | —   | —   | —   | —   | —  | 19.694 | —   | —  | —    |
|     | 64       | —   | —   | —   | —   | —   | —  | 22.508 | —   | —  | —    |
|     | 81       | —   | —   | —   | —   | —   | —  | 25.322 | —   | —  | —    |
|     | 100      | —   | —   | —   | —   | —   | —  | 28.135 | —   | —  | —    |
| 70  | 1        | —   | —   | —   | —   | —   | —  | 1.714 | 1.780 | 1.789 | —   | —  | —    |
|     | 4        | —   | —   | —   | —   | —   | —  | 3.558 | 3.578 | —   | —  | —    |
|     | 9        | —   | —   | —   | —   | —   | —  | 5.377 | 5.368 | —   | —  | —    |
|     | 16       | —   | —   | —   | —   | —   | —  | 7.130 | 7.157 | —   | —  | —    |
|     | 25       | —   | —   | —   | —   | —   | —  | 8.983 | 8.946 | —   | —  | —    |
|     | 36       | —   | —   | —   | —   | —   | —  | 10.664 | 10.735 | —   | —  | —    |
|     | 49       | —   | —   | —   | —   | —   | —  | 12.474 | 15.524 | —   | —  | —    |
|     | 64       | —   | —   | —   | —   | —   | —  | 14.264 | 14.313 | —   | —  | —    |
|     | 81       | —   | —   | —   | —   | —   | —  | 16.056 | 16.103 | —   | —  | —    |
|     | 100      | —   | —   | —   | —   | —   | —  | 17.847 | 17.892 | —   | —  | —    |
Table 3: Continued.

| $n$ | Variance | Average width of confidence interval | $\beta_0$ | $\beta_1$ |
|-----|----------|-------------------------------------|----------|----------|
|     |          |                                     |          |          |
|     | LS       | BS       | JK      | T        | OT       | ATSS    |          |          |          |          |
| 1   | 1.618    | 1.658    | 1.661   |          |          |          |          |          |          |          |
| 16  | 3.601    | 3.317    | 3.321   |          |          |          |          |          |          |          |
| 25  | 4.963    | 6.623    | 6.642   |          |          |          |          |          |          |          |
| 36  | 8.290    | 8.302    |          |          |          |          |          |          |          |          |
| 49  | 9.948    | 9.96     |          |          |          |          |          |          |          |          |
| 100 | 11.589   | 11.623   |          |          |          |          |          |          |          |          |
| 81  | 19.032   | 13.283   |          |          |          |          |          |          |          |          |
| 100 | 14.944   | 14.944   |          |          |          |          |          |          |          |          |
| 200 | 1.302    | 1.323    | 1.326   |          |          |          |          |          |          |          |
| 4   | 2.502    | 2.651    | 2.652   |          |          |          |          |          |          |          |
| 16  | 3.940    | 3.977    | 3.978   |          |          |          |          |          |          |          |
| 25  | 5.297    | 5.305    |          |          |          |          |          |          |          |          |
| 36  | 6.630    | 6.631    |          |          |          |          |          |          |          |          |
| 49  | 7.960    | 7.957    |          |          |          |          |          |          |          |          |
| 100 | 9.272    | 9.283    |          |          |          |          |          |          |          |          |
| 100 | 10.598   | 10.609   |          |          |          |          |          |          |          |          |
| 81  | 11.937   | 11.936   |          |          |          |          |          |          |          |          |
| 100 | 13.277   | 13.262   |          |          |          |          |          |          |          |          |

Note: the bolded value refers to the average width of the narrowest confidence interval, and the underlined value means that the average width of the confidence interval cannot be calculated because the coefficient of confidence interval is not within the specified range.
method had the average width of the narrowest confidence interval of 3.751 and 3.943, respectively, whereas with a large sample size of 100 and 200 and variance of 1 at $\beta_1$, the Bayesian method had the average width of the narrowest confidence interval of 0.360 and 0.263, respectively. With a large sample size of 200 and variance of 1 at $\beta_1$, the optimum-type Theil method had the average width of the narrowest confidence interval of 0.263.

### 3.3. An Independent Variable Has a Normal Distribution and an Error Has a Scale-Contaminated Normal Distribution

From Table 3, at the 95% confidence level of $\beta_1$, a small sample size of 10, and variance of 1, the new adjusted Theil–Sen and Siegel method had the average width of the narrowest confidence interval of 5.392, whereas with a small sample size of 30 and variance of 1, the Bayesian method had the average width of the narrowest confidence interval of 4.139. With a middle sample size of 50 and variance of 1 at $\beta_0$, the least squares method had the average width of the narrowest confidence interval of 4.010, whereas with a middle sample size of 50 and 70 and variance of 1 at $\beta_1$, the Bayesian method had the average width of the narrowest confidence interval of 2.631 and 1.714, respectively. With a large sample size of 200 and variance of 4 at $\beta_0$, the least squares method had the average width of the narrowest confidence interval of 3.771, whereas with a large sample size of 100 and 200 and variance of 1 at $\beta_1$, the Bayesian method had the average width of the narrowest confidence interval of 1.618 and 1.302, respectively.

### 3.4. An Independent Variable Has a Scale-Contaminated Normal Distribution and an Error Has a Normal Distribution

From Table 4, at the 95% confidence level of $\beta_0$, a small sample size of 10, and variance of 9, the least squares method had the average width of the narrowest confidence interval of 3.617, whereas with the 95% confidence level of $\beta_1$, a small sample size of 10, and variance of 1, the Theil method had the average width of the narrowest confidence interval of 0.203. With a small sample size of 30 and variance of 1 at $\beta_1$, the Bayesian method had the average width of the narrowest confidence interval of 0.169. With a middle sample size of 50 and 70 and variance of 49 and 64 at $\beta_0$, the least squares method had the average width of the narrowest confidence interval of 3.899 and 3.938, respectively, whereas with a middle sample size of 50 and variance of 1 at $\beta_1$, the Bayesian method had the average width of the narrowest confidence interval of 0.103. With a middle sample size of 70 and variance of 1 at $\beta_1$, Bayesian and optimum-type Theil methods had the same average width of the narrowest confidence interval of 0.088. With a large sample size of 100 and variance of 100 at $\beta_0$, the least squares method had the average width of the narrowest confidence interval of 3.780, whereas with the 95% confidence level of $\beta_1$, a large sample size, and variance of 1, the Bayesian method had the average width of the narrowest confidence interval of 0.068. With a large sample size of 200 and variance of 1 at $\beta_1$, Bayesian, Theil, optimum-type Theil, and new adjusted Theil–Sen and Siegel methods had the same average width of the narrowest confidence interval of 0.062.

### 3.5. The Independent Variable and the Error Have Gamma Distributions

From Table 5, at 95% confidence level of $\beta_0$, only a small sample size of 10, and variance of 2/25, the Bayesian method had the average width of the narrowest confidence interval of 1.461. For 95% confidence level of $\beta_1$, all of sample sizes, and almost of variance, the Bayesian method had the average width of the narrowest confidence interval of 1.310, 1.165, 0.643, 0.481, 0.363, and 0.212, respectively, followed by the optimum-type Theil method and the same of Theil and new adjusted Theil–Sen and Siegel methods, respectively.

### 4. Discussion

For the independent variable, the error normally distributed, with the interval estimation of $\beta_0$, the least squares method had the narrowest average width of confidence interval. For the interval estimation of $\beta_1$, the Bayesian method had the narrowest average width of the confidence interval in a small variance of 1. For the independent variable and the error scale-contaminated normal distributed, with the interval estimation is $\beta_0$, the least squares method had the narrowest average width of the confidence interval in large sample sizes. For the interval estimation of $\beta_1$, the Bayesian method had the narrowest average width of the confidence interval in a small variance of 1, followed by the new adjusted Theil–Sen and Siegel method in a small sample size of 10 and a small variance of 4, and the optimum-type Theil method in a large sample size is 200 and a small variance is 1. For the independent variable was a normal distribution, the error was a scale-contaminated normal distribution. With interval estimation of $\beta_0$, the least squares method had the narrowest average width of confidence interval in some variances of medium- and large-sample sizes. For the interval estimation of $\beta_1$, the Bayesian method had the narrowest average width of confidence interval in a small variance of 1, followed by the new adjusted Theil–Sen and Siegel method in a small sample size of 10 and a small variance of 1. Finally, the independent variable was a scale-contaminated normal distribution, and the error was a normal distribution. With the interval estimation of $\beta_0$, the least squares method had the narrowest average width of the confidence interval. For the interval estimation of $\beta_1$, the Bayesian method had the narrowest average width of the confidence interval in a small variance of 1, followed by the same of optimum-type Theil and Theil methods and the new adjusted Theil–Sen and Siegel method, respectively. These conclusions were similar to the research of [1] that the Bayesian method had the narrowest average width of the confidence interval, followed by the least squares method. In point estimation, the research in [3, 5, 6] found that the Bayesian method has the best effect and the research in [2] found that the least squares method had the narrowest average width of the confidence interval. In point estimation, the least squares method of [7] has the best effect in normal distributions. Nevertheless, the data were not outliers, and the least squares method of [4, 9] also has the best effect. For the independent variable and the error which were gamma distributed, with the interval estimation of $\beta_0$, the Bayesian method had the narrowest...
Table 4: The average width of the confidence interval for an independent variable has a scale-contaminated normal distribution with mean of 1 and variance of 1 and an error has a normal distribution with mean of 0 and variance of 1, 4, 9, 16, 25, 36, 49, 64, 81, and 100; sample sizes are 10, 30, 50, 70, 100, and 200.

| n  | Variance | \( \beta_0 \) | \( \beta_1 \) | \( \beta_2 \) | \( \beta_3 \) | \( \beta_4 \) | \( \beta_5 \) | Average width of confidence interval |
|----|----------|----------------|----------------|----------------|----------------|----------------|----------------|-------------------------------------|
| 10 | 1        | 0.169          | 0.176          |                |                |                |                | 0.203                              |
|    | 4        | 0.332          | 0.351          |                |                |                |                | 0.402                              |
|    | 9        |                |                |                |                |                |                | 0.803                              |
|    | 16       |                |                |                |                |                |                | 1.004                              |
|    | 25       |                |                |                |                |                |                | 1.204                              |
|    | 36       |                |                |                |                |                |                | 1.408                              |
|    | 49       |                |                |                |                |                |                | 1.610                              |
|    | 64       |                |                |                |                |                |                | 1.811                              |
|    | 81       |                |                |                |                |                |                | 2.013                              |
|    | 100      |                |                |                |                |                |                |                                    |
| 30 | 1        | 0.103          | 0.107          |                |                |                |                | 0.169                              |
|    | 4        | 0.205          | 0.214          |                |                |                |                | 0.332                              |
|    | 9        |                |                |                |                |                |                | 0.506                              |
|    | 16       |                |                |                |                |                |                | 0.673                              |
|    | 25       |                |                |                |                |                |                | 0.840                              |
|    | 36       |                |                |                |                |                |                | 1.005                              |
|    | 49       |                |                |                |                |                |                | 1.132                              |
|    | 64       |                |                |                |                |                |                | 1.332                              |
|    | 81       |                |                |                |                |                |                | 1.493                              |
|    | 100      |                |                |                |                |                |                | 1.552                              |
| 50 | 1        | 0.092          | 0.094          |                |                |                |                | 0.088                              |
|    | 4        | 0.176          | 0.181          |                |                |                |                | 0.264                              |
|    | 9        |                |                |                |                |                |                | 0.352                              |
|    | 16       |                |                |                |                |                |                | 0.439                              |
|    | 25       |                |                |                |                |                |                | 0.527                              |
|    | 36       |                |                |                |                |                |                | 0.615                              |
|    | 49       |                |                |                |                |                |                | 0.717                              |
|    | 64       |                |                |                |                |                |                | 0.818                              |
|    | 81       |                |                |                |                |                |                | 0.919                              |
|    | 100      |                |                |                |                |                |                | 1.019                              |
| 70 | 1        | 0.088          | 0.089          |                |                |                |                | 0.088                              |
|    | 4        | 0.176          | 0.181          |                |                |                |                | 0.264                              |
|    | 9        |                |                |                |                |                |                | 0.352                              |
|    | 16       |                |                |                |                |                |                | 0.439                              |
|    | 25       |                |                |                |                |                |                | 0.527                              |
|    | 36       |                |                |                |                |                |                | 0.615                              |
|    | 49       |                |                |                |                |                |                | 0.717                              |
|    | 64       |                |                |                |                |                |                | 0.818                              |
|    | 81       |                |                |                |                |                |                | 0.919                              |
|    | 100      |                |                |                |                |                |                | 1.019                              |
| 80 | 1        | 0.088          | 0.089          |                |                |                |                | 0.088                              |
|    | 4        | 0.176          | 0.181          |                |                |                |                | 0.264                              |
|    | 9        |                |                |                |                |                |                | 0.352                              |
|    | 16       |                |                |                |                |                |                | 0.439                              |
|    | 25       |                |                |                |                |                |                | 0.527                              |
|    | 36       |                |                |                |                |                |                | 0.615                              |
|    | 49       |                |                |                |                |                |                | 0.717                              |
|    | 64       |                |                |                |                |                |                | 0.818                              |
|    | 81       |                |                |                |                |                |                | 0.919                              |
|    | 100      |                |                |                |                |                |                | 1.019                              |
| 70 | 1        | 0.103          | 0.107          |                |                |                |                | 0.169                              |
|    | 4        | 0.205          | 0.214          |                |                |                |                | 0.332                              |
|    | 9        |                |                |                |                |                |                | 0.506                              |
|    | 16       |                |                |                |                |                |                | 0.673                              |
|    | 25       |                |                |                |                |                |                | 0.840                              |
|    | 36       |                |                |                |                |                |                | 1.005                              |
|    | 49       |                |                |                |                |                |                | 1.132                              |
|    | 64       |                |                |                |                |                |                | 1.332                              |
|    | 81       |                |                |                |                |                |                | 1.493                              |
|    | 100      |                |                |                |                |                |                | 1.552                              |
| 100| 1        | 0.088          | 0.089          |                |                |                |                | 0.088                              |
|    | 4        | 0.176          | 0.181          |                |                |                |                | 0.264                              |
|    | 9        |                |                |                |                |                |                | 0.352                              |
|    | 16       |                |                |                |                |                |                | 0.439                              |
|    | 25       |                |                |                |                |                |                | 0.527                              |
|    | 36       |                |                |                |                |                |                | 0.615                              |
|    | 49       |                |                |                |                |                |                | 0.717                              |
|    | 64       |                |                |                |                |                |                | 0.818                              |
|    | 81       |                |                |                |                |                |                | 0.919                              |
|    | 100      |                |                |                |                |                |                | 1.019                              |
Table 4: Continued.

| \( n \) | Variance | \( \beta_0 \) | \( \beta_1 \) |
|---------|----------|---------------|---------------|
|         | LS       | BS            | JK            | T             | OT            | ATSS          |
| 200     | 1        | —             | —             | —             | —             | 0.062         | 0.062         | 0.062         |
|         | 4        | —             | —             | —             | —             | 0.123         | 0.126         | 0.124         | 0.129         |
|         | 9        | —             | —             | —             | —             | 0.185         | 0.187         | 0.185         | 0.201         |
|         | 16       | —             | —             | —             | —             | 0.247         | 0.249         | 0.249         | 0.276         |
|         | 25       | —             | —             | —             | —             | 0.308         | 0.309         | 0.309         | 0.352         |
|         | 36       | —             | —             | —             | —             | 0.372         | 0.372         | 0.371         | —             |
|         | 49       | —             | —             | —             | —             | 0.432         | 0.433         | 0.433         | —             |
|         | 64       | —             | —             | —             | —             | 0.494         | 0.495         | 0.495         | —             |
|         | 81       | —             | —             | —             | —             | 0.555         | 0.558         | 0.558         | —             |
|         | 100      | —             | —             | —             | —             | 0.616         | 0.621         | 0.619         | —             |

Note: the bolded value refers to the average width of the narrowest confidence interval, and the underlined value means that the average width of the confidence interval cannot be calculated because the coefficient of the confidence interval is not within the specified range.

Table 5: The average width of the confidence interval for the independent variable and the error have gamma distributions with mean of 2/2, 2/3, 2/4, 2/5, 4, 6, 8, and 10 and variance of 2/4, 2/9, 2/16, 2/25, 8, 18, 32, and 50; sample sizes are 10, 30, 50, 70, 100, and 200.

| \( n \) | Variance | \( \beta_0 \) | \( \beta_1 \) |
|---------|----------|---------------|---------------|
|         | LS       | BS            | JK            | T             | OT            | ATSS          |
| 10      | 2/4      | —             | —             | —             | —             | 1.310         | 1.597         | 1.597         |
|         | 2/9      | —             | —             | —             | —             | 1.597         | 1.597         | 1.597         |
|         | 2/16     | 1.761         | —             | —             | —             | 1.597         | 1.597         | 1.597         |
|         | 2/25     | 1.461         | —             | —             | —             | 1.597         | 1.597         | 1.597         |
|         | 8        | —             | —             | —             | —             | 1.597         | 1.597         | 1.597         |
|         | 18       | —             | —             | —             | —             | 1.597         | 1.597         | 1.597         |
|         | 32       | —             | —             | —             | —             | 1.597         | 1.597         | 1.597         |
|         | 50       | —             | —             | —             | —             | 1.597         | 1.597         | 1.597         |
| 30      | 2/4      | —             | —             | —             | —             | 1.165         | 1.217         | —             |
|         | 2/9      | —             | —             | —             | —             | 1.217         | 1.217         | —             |
|         | 2/16     | —             | —             | —             | —             | 1.217         | 1.217         | —             |
|         | 2/25     | —             | —             | —             | —             | 1.217         | 1.217         | —             |
|         | 8        | —             | —             | —             | —             | 1.166         | 1.217         | —             |
|         | 18       | —             | —             | —             | —             | 1.217         | 1.217         | —             |
|         | 32       | —             | —             | —             | —             | 1.217         | 1.217         | —             |
|         | 50       | —             | —             | —             | —             | 1.217         | 1.217         | —             |
| 50      | 2/4      | —             | —             | —             | —             | 0.643         | 0.651         | —             |
|         | 2/9      | —             | —             | —             | —             | 0.651         | 0.651         | —             |
|         | 2/16     | —             | —             | —             | —             | 0.651         | 0.651         | —             |
|         | 2/25     | —             | —             | —             | —             | 0.651         | 0.651         | —             |
|         | 8        | —             | —             | —             | —             | 0.643         | 0.651         | —             |
|         | 18       | —             | —             | —             | —             | 0.651         | 0.651         | —             |
|         | 32       | —             | —             | —             | —             | 0.651         | 0.651         | —             |
|         | 50       | —             | —             | —             | —             | 0.651         | 0.651         | —             |
| 70      | 2/4      | —             | —             | —             | —             | 0.481         | 0.497         | —             |
|         | 2/9      | —             | —             | —             | —             | 0.497         | 0.497         | —             |
|         | 2/16     | —             | —             | —             | —             | 0.497         | 0.497         | —             |
|         | 2/25     | —             | —             | —             | —             | 0.497         | 0.497         | —             |
|         | 8        | —             | —             | —             | —             | 0.481         | 0.497         | —             |
|         | 18       | —             | —             | —             | —             | 0.497         | 0.497         | —             |
|         | 32       | —             | —             | —             | —             | 0.497         | 0.497         | —             |
|         | 50       | —             | —             | —             | —             | 0.497         | 0.497         | —             |
average width of the confidence interval. For the interval estimation of $\beta_1$, the Bayesian method had the narrowest average width of the confidence interval, followed by the optimum-type Theil method and the same of new adjusted Theil–Sen and Siegel and Theil methods, respectively. These conclusions were similar to the research in [1, 3, 5, 6] that the Bayesian method has the best effect. In point estimation, the research in [9] showed that there were outliers in both X and Y direction; the Theil–Sen and Siegel method was the most suitable.

5. Conclusions

In the interval estimation for normal and scale-contaminated normal distributions of $\beta_0$, the least squares method had the narrowest average width of the confidence interval of all four cases. For the interval estimation of $\beta_1$, the Bayesian method had the narrowest average width of the confidence interval in a small variance of 1, followed by the same of optimum-type Theil and new adjusted Theil–Sen and Siegel and Theil methods, respectively. If only the parametric statistics interval estimations of $\beta_0$ and $\beta_1$ were considered, least squares and Bayesian methods will have the narrowest average width of the confidence interval, respectively. Furthermore, if only the nonparametric statistics interval estimation of was considered, optimum-type Theil and new adjusted Theil–Sen and Siegel methods were slightly better than the Theil method. As the sample size increased, the average width of the confidence interval tended to decrease, but as the variance increased, the average width of the confidence interval tended to increase. In the interval estimation for gamma distribution of $\beta_1$, the Bayesian method had the narrowest average width of the confidence interval, followed by optimum-type Theil, new adjusted Theil–Sen and Siegel, and Theil methods, respectively. The optimum-type Theil method was good for medium sample size, while the Theil and new adjusted Theil–Sen and Siegel methods were good for small and large sample sizes. Therefore, the new adjusted Theil–Sen and Siegel method can be used in many situations and can be used in place of the optimum-type Theil and Theil methods for nonparametric statistics interval estimations.
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