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Abstract
Convex clustering is a modern method with both hierarchical and $k$-means clustering characteristics. Although convex clustering can capture complex clustering structures hidden in data, the existing convex clustering algorithms are not scalable to large data sets with sample sizes greater than several thousands. Moreover, it is known that convex clustering sometimes fails to produce a complete hierarchical clustering structure. This issue arises if clusters split up or the minimum number of possible clusters is larger than the desired number of clusters. In this paper, we propose convex clustering through majorization-minimization (CCMM)—an iterative algorithm that uses cluster fusions and a highly efficient updating scheme derived using diagonal majorization. Additionally, we explore different strategies to ensure that the hierarchical clustering structure terminates in a single cluster. With a current desktop computer, CCMM efficiently solves convex clustering problems featuring over one million objects in seven-dimensional space, achieving a solution time of 51 seconds on average.
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1. Introduction
Clustering is a core method in unsupervised machine learning and is used in many fields. Applications range from customer segmentation in marketing analytics to object detection in image processing. Over the past two decades, a new method called convex clustering has been introduced that combines aspects of the two popular techniques: $k$-means (MacQueen, 1967) and hierarchical clustering (see, for example, Gan et al., 2007).

The convex clustering framework was introduced by Pelckmans et al. (2005) who formulated clustering as shrinkage of centroid distances subject to a convex loss function where each $p$-dimensional object $x_i$ is represented by its own centroid $a_i$. Distance shrinkage is applied to the pairs of $a_i$ and $a_j$ using a penalty term, and clusters emerge via the occurrence of equal cluster centroids. Hocking et al. (2011) have explained convex clustering as
a convex relaxation of hierarchical clustering, while Lindsten et al. (2011) have staged it as a convex relaxation of \textit{k}-means clustering. Furthermore, early explorations into variants of the standard convex clustering problem can be found in She (2008) and Guo et al. (2010).

The specific loss function characterizing the convex clustering model is

$$L(A) = \frac{1}{2} \|X - A\|^2 + \lambda \sum_{i<j} w_{ij} \|a_i - a_j\|, \quad (1)$$

where \(A\) is a \(n \times p\) representation matrix whose rows \(a_i^\top\) are centroids corresponding to objects, \(w_{ij}\) is a user-defined nonnegative weight that reflects the importance of clustering objects \(i\) and \(j\), \(X\) is the data matrix with rows \(x_i^\top\), and \(\lambda\) is a penalty-strength parameter that controls the shrinkage of cluster-centroids. Our notation \(\| \cdot \|\) denotes either the \(\ell_2\)-norm of a vector or the Frobenius norm of a matrix. The second term consists of \(\|a_i - a_j\|\) representing the Euclidean distance between rows \(i\) and \(j\) of \(A\). Each distance is a fusion penalty and behaves like a grouped Lasso (Yuan and Lin, 2006). The minimization of the loss function causes some of these distances \(\|a_i - a_j\|\) to shrink toward zero, thus interpreted as grouping objects \(i\) and \(j\). In related literature, this penalty is often defined using the more general \(\ell_q\)-norm. In this study, we focus on the \(\ell_2\)-norm since it guarantees a single partitioning of clusters for a given \(\lambda\). For fundamental work on convex clustering using the \(\ell_1\)-norm, see, for example, Radchenko and Mukherjee (2017).

Without loss of generality, we now assume each column of \(X\) has a mean zero, and we propose a normalized version of (1), that is,

$$L(A) = \kappa_\epsilon \|X - A\|^2 + \lambda \kappa_{\text{pen}} \sum_{i<j} w_{ij} \|a_i - a_j\|, \quad (2)$$

where \(\kappa_\epsilon = (2\|X\|^2)^{-1}\) and \(\kappa_{\text{pen}} = (\|X\| \sum_{i<j} w_{ij})^{-1}\). Normalization constants \(\kappa_\epsilon\) and \(\kappa_{\text{pen}}\) are chosen so that the clustering of the objects in \(X\), given a particular value of \(\lambda\), proves invariant to \(n\) and \(p\), as well as to the scales of \(w_{ij}\) and \(X\).

One vital property of convex clustering is its strong convexity of the loss function in \(A\). In contrast to \(k\)-means, the minimum solution of (2) with a given \(\lambda \geq 0\) proves unique, and convex clustering here averts the local minima issue. Additionally, the minimization of the loss function for a sequence of values for \(\lambda\) yields a series of solutions \(\{A_\lambda\}\) that reflects the movement of cluster centroids through the \(p\)-dimensional space. These paths are commonly referred to as the \textit{clusterpath} and allow for dynamic visualizations of results (Weylandt et al., 2020). Figure 1a shows a clusterpath for a data set featuring seven objects in \(\mathbb{R}^2\). In Figure 1b, these results are converted into a dendrogram—a common visual representation in hierarchical clustering.

Convex clustering incurs several shortcomings. First, Hocking et al. (2011) have noted for particular choices of \(w_{ij}\) in (2) that centroids equal for some value \(\lambda_1\) can reseparate for some value \(\lambda_2 > \lambda_1\). This potential violation of cluster hierarchy is undesirable from an interpretative point of view and should be avoided. Second, apart from special focus on the weights, the shapes of clusters recovered by the minimization of (2) tend to be spherical, which is a limiting factor in the application of the method. Third, existing algorithms scale poorly for data sets exceeding a few thousand objects. Prior research addressed the first two issues, demonstrating that nonconvex cluster shapes can be achieved by using \(k\)-nearest
neighbors for nonzero weight selection (Chi and Lange, 2015), and cluster separations can be mitigated by employing weights \( w_{ij} \) that decrease with the distance \( \| x_i - x_j \| \) (Chi and Steinerberger, 2019; Chiquet et al., 2017) or cluster fusions (Hocking et al., 2011; Marchetti and Zhou, 2014; Yi et al., 2021). The contribution of this study is twofold. First, while leveraging the established solutions for the first two issues, we tackle the third: enhancing scalability. Second, we aim to further the understanding of the effect of the weights on the clusterpath and offer two new approaches that guarantee that any number of clusters between 1 and \( n \) can be attained.

Numerous algorithms have been developed to minimize the convex clustering loss function. For example, Hocking et al. (2011) introduced a subgradient descent algorithm, while Chi and Lange (2015) employed an alternating minimization algorithm (AMA) using the augmented Lagrangian. Sun et al. (2021) developed SSNAL, using a Newton based augmented Lagrangian method. To the best of our knowledge, SSNAL is currently the fastest sequential algorithm for performing convex clustering. Another category of algorithms exploit the parallel computing capabilities of modern CPUs: Chen et al. (2015) proposed a parallel majorization-minimization (MM) algorithm, Zhou et al. (2021) introduced a parallel coordinate descent method, and Fodor et al. (2022) presented a parallel alternating direction method of multipliers (ADMM) algorithm. Notably, despite being a sequential method, SSNAL showed computation times comparable to those of the parallel ADMM algorithm, which used five cores for computational speed (Fodor et al., 2022).

In this study, we propose a new sequential algorithm called \textit{convex clustering through majorization-minimization} (CCMM), which exhibits substantial speed improvements over SSNAL, ranging from 56 to 1,600 times faster in our experiments. An MM algorithm iteratively minimizes a simplified problem that approximates a more complex one, aptly converging toward the optimum of the complex problem (Hunter and Lange, 2004). For CCMM, we derive a novel majorization function using diagonal majorization, enabling efficient updates with a time complexity linear in \( n \).
The remainder of this paper is organized as follows. Section 2 details three different approaches for choosing weights \( w_{ij} \) in (2). We focus on the third (final) choice, sparse weights, to further the understanding of the effect they have on the clusterpath. In Section 3, we combine weight-sparsity and cluster fusions into an MM algorithm to minimize the loss function. Finally, in Sections 4 and 5, we present results of the simulation study and conclude our paper.

2. Hierarchy and Weights in Convex Clustering

One potential pitfall of convex clustering is that increasing \( \lambda \) does not always guarantee a complete cluster hierarchy. In this section, we offer a solution for this. To make convex clustering scalable for big \( n \), sparsity of weights is necessary where many \( w_{ij} \) are set to zero. Sun et al. (2021) have shown that using such sparsity in weights equips their method to minimize a single instance of (2) in roughly six minutes for a data set of 200,000 objects. However, under such extreme sparsity, it is likely that some groups of objects are not connected to the remaining objects via nonzero weights. Consequently, the original convex clustering problem can be reduced to separate optimization problems. It is this reducibility that renders a complete cluster hierarchy impossible. Here, we provide a formal proof of this property and craft two solutions that have minimal impact on the scalability of our algorithm.

2.1 Enforcing Hierarchical Clusters

To address cluster splits, we first note the conjecture made by Hocking et al. (2011), which suggests that splits can be avoided if the weights \( w_{ij} \) are nonincreasing in the pair-wise distances \( \|x_i - x_j\| \). Additionally, Chi and Steinerberger (2019) and Chiquet et al. (2017) provide strong theoretical support for the notion that nonincreasing weights are sufficient to prevent cluster splits. Therefore, if the weights satisfy this condition, we can fuse the rows of \( A \) where \( \|a_i - a_j\| = 0 \) and store all unique centroids in \( c \times p \) matrix \( M \). We next define \( n \times c \) cluster membership matrix \( U \) as having elements

\[
U_{ik} = \begin{cases} 
1 & \text{if object } i \text{ belongs to cluster } k, \text{ and} \\
0 & \text{otherwise.} 
\end{cases}
\]

Hence, the matrix \( A \) can be retrieved simply via \( A = UM \). Instead of minimizing (2) with respect to \( A \), we substitute \( UM \) for \( A \) and perform minimization on \( M \), continuing the fusion process whenever \( \|m_k - m_l\| = 0 \). In the context of convex bichustering, Yi et al. (2021) refer to cluster fusions as compression.

We propose to actively prevent any merged clusters from undergoing splits for larger values of the penalty parameter \( \lambda \). As the algorithm proposed in Section 3 supports warm starts as initialization, a solution \( U \) and \( M \) that minimizes (2) for a specific \( \lambda \) can serve as a warm start for the minimization for a subsequent value of \( \lambda \). This strategy does not only ensure a hierarchy of clusters with increasing \( \lambda \), it also yields a substantial gain in computational efficiency since there are fewer parameters to optimize over in \( M \) as compared to \( A \).
2.2 Introducing Sparsity

In existing literature, three general approaches for choosing the weights can be identified. The first type, used by Pelckmans et al. (2005) and Lindsten et al. (2011), simply sets all $w_{ij} = 1$ in a unit-weights approach. However, using convex clustering in combination with unit weights leads to quite poor clustering performance. This is illustrated by the clusterpath in Figure 2a, where almost no clustering takes place before each individual path reaches the center. Hocking et al. (2011) have found that weights that decrease in the distance between $x_i$ and $x_j$ allow for better cluster recovery. They suggest using weights proportional to the Gaussian distribution: $w_{ij} = \exp(-\psi \|x_i - x_j\|^2)$ with hyperparameter $\psi$ scaling these high-dimensional Euclidean distances.

Figure 2b shows that Gaussian weights indeed outperform unit weights in terms of clustering, but fail in allowing recovery of the original two interlocking half moons. Finally, as an extension to Gaussian weights, Chi and Lange (2015) set $w_{ij}$ to zero when object $i$ is not among the $k$ nearest neighbors of $j$. This approach improves clustering performance (see Figure 2c) with the added advantage of greatly reducing the computational complexity of minimization algorithms. In this paper, a scaled version of the $k$-nn Gaussian weights is used to ensure that weights remain unaffected by the scale of the data, yielding the following representation of the sparse weight matrix $W$

$$w_{ij} = \begin{cases} \exp\left(-\phi \frac{\|x_i - x_j\|^2}{\text{mean}_{t',j'} \|x_{t'} - x_{j'}\|^2}\right) & \text{if } j \in S_t^{(k)} \lor i \in S_i^{(k)} \\ 0 & \text{otherwise,} \end{cases}$$

(3)

where $S_i^{(k)}$ denotes the set of $k$ nearest neighbors of $i$, $\phi \geq 0$ is a tuning parameter, and $\|x_i - x_j\|^2$ is scaled by the mean of all squared distances.

2.3 Enforcing Irreducibility

Weight sparsity can improve the flexibility of convex clustering and slash computation times. However, sparsity also incurs a new challenge: the emergence of different groups of objects, for example $C_k$ and $C_l$ where $w_{ij} = 0$ for all $i \in C_k$ and $j \in C_l$, that trigger reducibility of the convex clustering problem where a loss function can split into standalone sub-problems (Chi and Lange, 2015). Such a weight matrix we call “disconnected” per the corresponding
disconnected graph in graph theory. The following proposition states that the minimum number of clusters is larger than one if the weight matrix is not connected.

**Proposition 1** Let each object in $\mathbf{A}$ correspond to a node in a graph with an edge between nodes $i$ and $j$ if $w_{ij} > 0$. Let the $K$ connected components be denoted by $\mathbf{C}_k$, with $1 \leq k \leq K$. If $\mathbf{W}$ is not a connected weight matrix ($K > 1$), then there is no guarantee that all rows of $\mathbf{A}$ join into one cluster as $\lambda \to \infty$.

**Proof** For disconnected $\mathbf{W}$, the loss function $L(\mathbf{A})$ equates the sum of $K$ distinct loss functions:

$$L(\mathbf{A}) = \kappa \sum_{i=1}^{n} \| \mathbf{x}_i - \mathbf{a}_i \|^2 + \lambda \kappa_{\text{pen}} \sum_{i<j} w_{ij} \| \mathbf{a}_i - \mathbf{a}_j \|$$

$$= \sum_{k=1}^{K} \left[ \kappa \sum_{i \in \mathbf{C}_k} \| \mathbf{x}_i - \mathbf{a}_i \|^2 + \lambda \kappa_{\text{pen}} \sum_{i,j \in \mathbf{C}_k, i<j} w_{ij} \| \mathbf{a}_i - \mathbf{a}_j \| \right].$$

The minimum of this sum is obtained by independently minimizing each sub-problem. Following Proposition 2.2 in Chi and Lange (2015), the rows of $\mathbf{A}$ can be computed as $\mathbf{a}_i = |\mathbf{C}_k|^{-1} \sum_{j \in \mathbf{C}_k} \mathbf{a}_j$, for all $j$ where $\{i, j\} \subseteq \mathbf{C}_k$. Therefore, it may not hold that $\mathbf{a}_i = \mathbf{a}_j$ if $\{i, j\} \not\subseteq \mathbf{C}_k$ for all $k$. ■

Since the sparse specification of $\mathbf{W}$ in (3) does not guarantee a connected weight matrix, Proposition 1 indicates that it may be impossible to obtain a single cluster when performing convex clustering for large $\lambda$. Still, hierarchical clustering methods require all objects to eventually merge into a single cluster. To attain a single-cluster result from convex clustering using a sparse weight matrix, connectedness of $\mathbf{W}$ must be guaranteed. To do so, we propose two different methods of adding nonzero weights to $\mathbf{W}$ to ensure its connectedness.

The first method avoids computationally expensive pre-processing steps. We enlist a symmetric circulant matrix to provide a rule for adding nonzero entries to $\mathbf{W}$. A symmetric circulant is a square matrix $\mathbf{H}$ where each row is identical to the row above, but shifted one position to the right and satisfying $h_{ij} = h_{ji}$ (Gower and Groenen, 1991). One example of the most sparse symmetric circulant not forming the identity matrix for $n = 6$ is

$$\mathbf{H} = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}.$$

As a weight matrix, $\mathbf{H}$ is connected by definition. Therefore, if nonzero weights are added to $\mathbf{W}$ according to the nonzero elements of $\mathbf{H}$, connectedness of $\mathbf{W}$ is guaranteed while adding no more than $n$ nonsparse elements. By integrating this rule into the formulation in (3), we obtain

$$w_{ij} = w_{ji} = \begin{cases} 
\exp \left(-\frac{\| \mathbf{x}_i - \mathbf{x}_j \|^2}{\text{mean}_{\mathbf{r},\mathbf{s}}(\| \mathbf{x}_i - \mathbf{x}_j \|^2)} \right) & \text{if } j \in \mathcal{S}_i^{(k)} \lor i \in \mathcal{S}_j^{(k)} \lor h_{ij} = 1, \\
0 & \text{otherwise}.
\end{cases}$$

(4)
Figure 3: The impact of using disconnected and connected weight matrices in convex clustering. In the left column, nonzero weights are shown as dashed edges between objects in a randomly generated data set. In Panel (a): nonzero weights are computed using $k$-nn only ($k = 3$). In Panel (c): connectedness via a symmetric circulant matrix, with the added nonzero weights shown in a lighter shade. In Panel (e): connectedness via a minimum spanning tree, with the additional edges highlighted for clarity. The right column (panels b, d, and f), showcases the corresponding clusterpaths that result from the use of the different weight matrices. The colors correspond to the true clusters generated by the data process, and a black dot marks the location of the final cluster(s) in each clusterpath.

Although inexpensive to construct, the nonzero elements of $W$ may change depending on the order of the objects. Moreover, in the worst case scenario, it introduces $n$ additional evaluations of the distance between two rows of $A$ in the penalty term in (2).
The second proposed method aims to minimize the number of added weights to arrive at a connected weight matrix. To achieve this, the method starts by identifying the $K$ connected components in $W$ computed according to (3). Then, a Gaussian weight is added for the two objects that have the smallest distance while belonging to different components. Repeating this step $K - 1$ times yields a connected $W$. Due to the resemblance to the procedure described in Kruskal (1956), we refer to the resulting weight matrix as minimum spanning tree weights. In fact, it can be easily demonstrated that the additional nonzero weights correspond to the edges derived from the construction of a minimum spanning tree for a specific graph. In this graph, the nodes are composed of the connected components, and the edges connecting these components are weighted based on the shortest distance between them.

In a graphical context, Figure 3a features nonzero weights based on three nearest neighbors as edges between objects in a generated data set. In Figures 3c and 3e, the additional nonzero weights per the symmetric circulant and the minimum spanning tree weights appear in light grey. Figure 3 also depicts the effect of different weight matrices on the clusterpath that results from minimizing (2). In Figure 3b, the disconnected weight matrix from (3), using only $k$-nn, fails to produce a clusterpath leading to a complete hierarchy. In contrast, both the symmetric circulant and minimum spanning tree weights produce a weight matrix which enables a complete cluster hierarchy (see Figures 3d and 3f).

Depending on the specific application, any of the three methods discussed in this paper for constructing a weight matrix can be a valid choice. If a complete cluster hierarchy is unnecessary, ensuring connectedness may not be a priority. However, if a complete hierarchy is required, users can weigh the trade-off between the number of nonzero weights added and the complexity of the preprocessing step needed to ensure connectedness.

3. Minimization Algorithm

Cluster fusions play an important role in the CCMM algorithm by ensuring that no cluster splits occur while reducing the computational burden. Therefore, we first show in Section 3.1 how fusions are enlisted to formulate the loss function in terms of the unique centroids in matrix $A$. In Section 3.2, a surrogate function based on the reformulated loss function is derived that can be minimized analytically in linear time—making it an excellent candidate for an iterative minimization algorithm. The convergence of an algorithm using MM to minimize a nonsmooth function like the convex clustering loss is discussed in Section 3.3. In Section 3.4, we present the complete CCMM algorithm and discuss its implementation and complexity.

3.1 Cluster Fusions

To avoid cluster splits and to reduce the computational burden, rows of $A$ that are identical can be merged. This approach tracks all unique rows of $A$ and stores them in the $c \times p$ matrix $M$ where $c$ denotes the number of unique rows or, equivalently, the current number of clusters. The decision to fuse two clusters is based on whether $m_k$ and $m_l$ are sufficiently close given some threshold $\varepsilon_f$ (Hocking et al., 2011; Marchetti and Zhou, 2014; Yi et al., 2021). If $\|m_k - m_l\| \leq \varepsilon_f$ for some $k \neq l$, then rows $m_k$ and $m_l$ in $M$ are replaced by the
weighted average
\[ m_{\text{new}} = \frac{|C_k|m_k + |C_l|m_l}{|C_k| + |C_l|}. \]  

If UM replaces A, we can rewrite the loss function in (2) in terms of M. As stated earlier, the advantage here is that the complexity of computing an update for M in an iterative algorithm no longer scales in the number of objects \( n \), but in the number of clusters \( c \) ranging from \( n \) to 1. The new loss function becomes

\[ L(M) = \kappa \|X - UM\|^2 + \lambda \kappa_{\text{pen}} \sum_{i<j} w_{ij} \|u_i^\top M - u_j^\top M\| \]

\[ = \kappa \|X - UM\|^2 + \lambda \kappa_{\text{pen}} \sum_{k<l} u_k^\top Wu_l \|m_k - m_l\|. \]  

The potential increase in computational efficiency resulting from cluster fusions is substantial. Nonetheless, it is crucial to ensure that the optimum of the fused loss function closely approximates that of the unfused loss. Since \( \varepsilon_f \) is a value near zero, \( m_k \) and \( m_l \) may not equate, thus yielding a difference between \( L(M) \) and the \( L(M_{\text{new}}) \) that results from fusing \( m_k \) and \( m_l \). The following proposition states that as \( \varepsilon_f \) approaches zero, so does \( |L(M) - L(M_{\text{new}})| \). The proof is in Appendix A.

**Proposition 2** Let the matrix \( M \) contain the \( c \) unique rows of \( A \), and let \( \varepsilon_f \) be the threshold used for fusing rows of \( M \). Assume that \( \|m_k - m_l\| \leq \varepsilon_f \) for some \( k \neq l \). Let \( m_{\text{new}} \) be the weighted average of \( m_k \) and \( m_l \) computed as in (5), and let \( M_{\text{new}} \) be the matrix that results from setting \( m_k \) and \( m_l \) to \( m_{\text{new}} \). Then, for fixed \( \lambda \) and \( W \), the absolute error \( |L(M) - L(M_{\text{new}})| \) tends toward zero as \( \varepsilon_f \to 0 \).

An important consequence of Proposition 2 is that for sufficiently small \( \varepsilon_f \) there are no order effects of fusing two rows of \( M \).

### 3.2 Majorization-Minimization Update

To minimize the loss function in (6), we enlist MM. Here, an objective function difficult to minimize is replaced by a simpler or surrogate function with a minimum that can be computed analytically. A similar procedure was first described by Weiszfeld (1937), but Ortega and Rheinboldt (1970) were the first to apply it in the context of a line search. Later, it was developed as a general minimization method by independently by De Leeuw (1977) and Voß and Eckhardt (1980). In machine learning literature, MM is also known as the concave-convex procedure (CCCP; Yuille and Rangarajan, 2003). Additional examples can be found in Lange et al. (2000) and Hunter and Lange (2004).

MM exploits a majorization function that touches the target function at a “supporting” point and that is never exceeded by the target function over its domain. Let \( g(M, M_0) \) denote this majorization function with \( M_0 \) as the supporting point. The criteria can be summarized as

\[ g(M, M_0) \geq L(M) \quad \text{and} \quad g(M_0, M_0) = L(M_0). \]  

The key is to choose a function for \( g(M, M_0) \) that is quadratic in \( M \) where its minimum can be computed analytically for use in the next iteration as the new supporting point.
Under some relatively weak conditions, this iterative algorithm converges to the minimum of the target function (see Section 3.3).

The first step in defining \( g(M, M_0) \) is to majorize the \( \ell_2 \)-norm of the differences between rows of \( M \). If \( a, b \geq 0 \), then \( (ab)^{1/2} \leq (a + b)/2 \) since \( 0 \leq (a^{1/2} - b^{1/2})^2 \). Substituting \( a = \|\theta\|^2 \) and \( b = \|\theta_0\|^2 \) yields

\[
\|\theta\| \leq \frac{1}{2} \left\| \theta \right\|^2 + \frac{1}{2} \|\theta_0\|,
\]

for \( \|\theta_0\| > 0 \). Applying this inequality to \( \|m_k - m_l\| \), using \( \|m_k - m_l\|^2 = (m_k - m_l)^\top (m_k - m_l) = tr(m_k - m_l)(m_k - m_l)^\top = tr M^\top E_{kl} M \) subject to \( E_{kl} = (e_k - e_l)(e_k - e_l)^\top \) with \( e_k \) being the \( k \)-th column of the \( c \times c \) identity matrix, finally yields

\[
L(M) \leq \kappa_\epsilon \|X - UM\|^2 + \frac{\lambda \kappa_{\text{pen}}}{2} \sum_{k<l} u_k^\top W u_l \left( \frac{\|m_k - m_l\|^2}{\|m_{0,k} - m_{0,l}\|} + \|m_{0,k} - m_{0,l}\| \right)
= \kappa_\epsilon \|X - UM\|^2 + \frac{\lambda \kappa_{\text{pen}}}{2} \text{tr } M^\top C_0 M + c(M_0),
\]

where

\[
C_0 = \sum_{k<l} \frac{u_k^\top W u_l}{\|m_{0,k} - m_{0,l}\|} E_{kl},
\]

with \( c(M_0) \) the collection of constant terms not depending on \( M \). We should note that using cluster fusions in the algorithm prevents a division by zero in the computation of \( C_0 \).

At this point, the function in (9) is quadratic in \( M \) and is continuously differentiable, aptly suiting it for use as \( g(M, M_0) \) in the MM algorithm. Here, the update for \( M \) satisfies

\[
\frac{\partial g(M, M_0)}{\partial M} = 2\kappa_\epsilon U^\top UM - 2\kappa_\epsilon U^\top X + \lambda \kappa_{\text{pen}} C_0 M = 0
\]

\[
U^\top U + \frac{\lambda \kappa_{\text{pen}}}{2\kappa_\epsilon} C_0 \right) M = U^\top X,
\]

where \( O \) is a matrix of zeroes. However, solving the system of equations in (10) incurs a complexity of \( O(c^3) \)—a costly operation when \( c \) is large. As \( U^\top U \) is a diagonal matrix, the issue lies with the matrix \( C_0 \). We thus take another step in the majorization process by eliminating \( \text{tr } M^\top C_0 M \) from (9). Groenen et al. (1999) treated a similar problem by carrying out a majorization step using upper the bounds of the eigenvalues of \( C_0 \). If \( D_0 \) is a diagonal matrix that features these upper bounds as its elements, then \( D_0 - C_0 \) is positive semi-definite. Consequently, the following inequality can be derived

\[
0 \leq \text{tr}[ (M - M_0)^\top (D_0 - C_0)(M - M_0) ]
\]

\[
\text{tr } M^\top C_0 M \leq \text{tr } M^\top D_0 M - 2 \text{tr } M^\top (D_0 - C_0) M_0 + \text{tr } M_0^\top (D_0 - C_0) M_0.
\]

To obtain \( D_0 \), Gershgorin’s Circle Theorem (Bronson, 1989) can be used where eigenvalues of \( C_0 \) fall within \( [c_{kk} - \sum_{l \neq k} |c_{kl}|, c_{kk} + \sum_{l \neq k} |c_{kl}|] \). Due to the structure of \( C_0 \), the upper bound \( c_{kk} + \sum_{l \neq k} |c_{kl}| = 2c_{kk} \), which means that \( D_0 \) can be computed as twice the diagonal.
Convex Clustering through MM (CCMM)

Substituting the inequality for $\text{tr} \boldsymbol{M}^\top \boldsymbol{C}_0 \boldsymbol{M}$ into the majorized loss function in (9) yields

$$L(\boldsymbol{M}) \leq \kappa_\epsilon \|\boldsymbol{X} - \boldsymbol{U} \boldsymbol{M}\|^2 + \frac{\lambda \kappa_{\text{pen}}}{2} \text{tr} \boldsymbol{M}^\top \boldsymbol{D}_0 \boldsymbol{M} - \lambda \kappa_{\text{pen}} \text{tr} \boldsymbol{M}^\top (\boldsymbol{D}_0 - \boldsymbol{C}_0) \boldsymbol{M}_0 + c(\boldsymbol{M}_0) = g(\boldsymbol{M}, \boldsymbol{M}_0).$$

Then, the matrix $\boldsymbol{M}$ that minimizes $g(\boldsymbol{M}, \boldsymbol{M}_0)$ can be computed as

$$\frac{\partial g(\boldsymbol{M}, \boldsymbol{M}_0)}{\partial \boldsymbol{M}} = 2\kappa_\epsilon \boldsymbol{U}^\top \boldsymbol{U} \boldsymbol{M} - 2\kappa_\epsilon \boldsymbol{U}^\top \boldsymbol{X} + \lambda \kappa_{\text{pen}} (\boldsymbol{D}_0 \boldsymbol{M} - (\boldsymbol{D}_0 - \boldsymbol{C}_0) \boldsymbol{M}_0) = 0$$

$$\boldsymbol{M} = \left(\boldsymbol{U}^\top \boldsymbol{U} + \frac{\lambda \kappa_{\text{pen}}}{2\kappa_\epsilon} \boldsymbol{D}_0\right)^{-1} \left(\boldsymbol{U}^\top \boldsymbol{X} + \frac{\lambda \kappa_{\text{pen}}}{2\kappa_\epsilon} (\boldsymbol{D}_0 - \boldsymbol{C}_0) \boldsymbol{M}_0\right).$$

Note that the first term is a diagonal matrix with elements

$$\left(\boldsymbol{U}^\top \boldsymbol{U} + \frac{\lambda \kappa_{\text{pen}}}{2\kappa_\epsilon} \boldsymbol{D}_0\right)^{-1}_{kk} = \left(|C_k| + \frac{\lambda \kappa_{\text{pen}}}{2\kappa_\epsilon} d_{0,kk}\right)^{-1}$$

that permits straightforward updates. In Section 3.4, we present the complete algorithm that uses this update to perform convex clustering.

### 3.3 Convergence

In this section, we demonstrate the convergence of an MM algorithm when applied to the loss function in (6) using the update strategy outlined in (12). Our objective is to demonstrate the algorithm’s convergence to the global minimum of the target function. Furthermore, we discuss both the theoretical order of convergence and a method to empirically determine it.

To establish the convergence to the global minimum, we rely on several key properties and concepts. First, we consider the majorization function $g(\boldsymbol{M}, \boldsymbol{M}_0)$ in (11), which is constructed to satisfy (7). Hence, it has the nonincrement property

$$L(\boldsymbol{M}^{(t+1)}) \leq g(\boldsymbol{M}^{(t+1)}, \boldsymbol{M}_0) \leq g(\boldsymbol{M}^{(t)}, \boldsymbol{M}_0) = L(\boldsymbol{M}^{(t)}),$$

where $\boldsymbol{M}^{(t)}$ represents the $t^{th}$ iterate and which states that $\boldsymbol{M}^{(t+1)} = \arg\min_{\boldsymbol{M}} g(\boldsymbol{M}, \boldsymbol{M}_0)$ does not increase the target loss function. Additionally, the strong convexity of $g(\boldsymbol{M}, \boldsymbol{M}_0)$ implies that the sequence $\{L(\boldsymbol{M}^{(t)})\}$ exhibits the sufficient descent property (Xu et al., 2016), which is stronger than the nonincrement property. Moreover, Xu et al. (2016) use the sufficient descent property to establish the convergence of $\{\boldsymbol{M}^{(t)}\}$ to a stationary point for a range of nonsmooth functions. Because $L(\boldsymbol{M})$ is strictly convex and coercive, the stationary point $\boldsymbol{M}^* = \lim_{t\to\infty} \boldsymbol{M}^{(t)}$ is the global minimum (Bolte and Pauwels, 2016; Lange, 2013, Chapter 12; Razaviyayn et al., 2013).

While often referred to as an algorithm, MM should be regarded as a fundamental principle that can be used in optimization algorithms. Notably, the order of convergence can vary when different majorization functions are used to optimize the same target function. Typically, a well-selected majorization function leads to asymptotic linear convergence, as demonstrated in De Leeuw (1988), De Leeuw (1994), Mairal (2013), and Mairal (2015).
However, it has been shown that during the first few iterations the asymptotic linear rate does not apply, and convergence may be faster (Havel, 1991).

As part of our research, we empirically estimate the order of convergence of the CCMM algorithm. Following Cordero and Torregrosa (2007), the order of convergence of a sequence can be estimated by

$$\hat{q} \approx \frac{\log(\|A^{(t+1)} - A^{(t)}\|/\|A^{(t)} - A^{(t-1)}\|)}{\log(\|A^{(t)} - A^{(t-1)}\|/\|A^{(t-1)} - A^{(t-2)}\|)},$$

where $A^{(t)}$ is calculated using $M^{(t)}$.

### 3.4 Implementation

In Algorithm 1, we present the CCMM algorithm used to minimize (6). The algorithm is divided into six steps, each performing a straightforward task. Step 1 initializes several variables used in the minimization. Notable are $X$ and $W$ used to track $U^T X$ and $U^T W U$ to avoid unnecessary computations. The main loop of the algorithm starts by computing the update per (12) in Step 2. To reduce the number of iterations required to reach convergence, we make use of a relaxed update (De Leeuw and Heiser, 1980), which we call “step doubling”. When step doubling, the update for $M$ is computed as $M^{(t+1)} = 2M^{(t+1)} - M_0$, where $M^{(t+1)}$ is the result from Step 2 and $M_0$ the supporting point. In practice, this type of update is applied after a number of burn-in iterations $b$ to avoid “stepping over” the minimum. This accelerated update is computed in Step 3, and in our experiments we typically set $b$ to 25.

In Step 4, rows in $M^{(t+1)}$ are fused. As Hocking et al. (2011) have noted, the ideal approach for determining fusions would be to evaluate the change in loss function per centroid pair. However, this may not be viable when it incurs a large number of additional computations. Therefore, the authors suggest using a threshold that triggers a cluster fusion when $M^{(t+1)}$ for which $\|m_k^{(t+1)} - m_l^{(t+1)}\| \leq \epsilon_f$. We propose a formulation of $\epsilon_f$ that reflects the scale of the data while also securing a threshold not too small in cases of very similar (duplicate) objects. Here, $\epsilon_f$ computes as

$$\epsilon_f = \tau \text{median}_{i,j}(\|x_i - x_j\|),$$

where $\tau$ denotes a specified fraction of the median of Euclidean distances between objects. For very large data sets, the median of medians may estimate this value. In our experiments, we typically set $\tau$ to $10^{-3}$. The fusion process outputs the $c_{\text{old}} \times c_{\text{new}}$ membership matrix $U_{\text{new}}$ that maps the old clusters to the new ones. This matrix can be used to update $X$ and $W$ as $U_{\text{new}}^T \bar{X}$ and $U_{\text{new}}^T \bar{W} U_{\text{new}}$, respectively. Additionally, Step 4 repeats if there are rows in the updated matrix $M^{(t+1)}$ for which $\|m_k^{(t+1)} - m_l^{(t+1)}\| \leq \epsilon_f$.

In Step 5, the loss function value is updated. When the relative decrease in the loss exceeds some value $\epsilon_c$, the algorithm reverts to Step 2. At convergence, the resulting matrix $A$ is computed and returned to the user. For the results presented in this paper, we set the value of $\epsilon_c$ to $10^{-6}$. Finally, when computing a clusterpath for multiple values of $\lambda$, warm starts can be used by setting $M_0$ to the solution of the minimization for the previous value of $\lambda$ in Step 1.
Algorithm 1: Convex clustering through majorization-minimization (CCMM). Key parts of the algorithm are Step 2 where the update derived in (12) is computed, and Step 4 where cluster fusions are performed. Step 3 is executed only after a number of burn-in iterations to accelerate convergence. Remaining steps perform initializations and bookkeeping.

**Input:** $X$, $W$, $\lambda$, $\varepsilon_c$, $\varepsilon_f$, $b$

**Output:** $A$

1. $M_0 := X$  \hspace{1cm} \triangleright \text{Step 1} \\
2. $U := I_n$  \\
3. $L_1 := L(M_0)$  \\
4. $L_0 := (1 + 2\varepsilon_c)L_1$  \\
5. $X := X$  \\
6. $W := W$  \\
7. $\kappa_{\varepsilon} := (2\|X\|^2)^{-1}$  \\
8. $\kappa_{\text{pen}} := \left(\frac{\|X\|}{\sum_{i<j} w_{ij}}\right)^{-1}$  \\
9. $\gamma := \lambda \kappa_{\text{pen}} / (2\kappa_{\varepsilon})$  \\
10. $t := 0$

while $(L_0 - L_1)/L_1 > \varepsilon_c$

11. $C_0 := \sum_{k=2}^c \sum_{l=1}^{k-1} (w_{kl}/\|m_{0,k} - m_{0,l}\|)E_{kl}$  \hspace{1cm} \triangleright \text{Step 2} \\
12. $D_0 := \text{diag}(C_0)$  \\
13. $M^{(t+1)} := (U^\top U + \gamma D_0)^{-1}(\tilde{X} + \gamma (D_0 - C_0)M_0)$

if $t > b$

14. $M^{(t+1)} := 2M^{(t+1)} - M_0$  \hspace{1cm} \triangleright \text{Step 3} \\

while $\exists (k, l) : \|m_{k}^{(t+1)} - m_{l}^{(t+1)}\| \leq \varepsilon_f$

15. Fuse rows of $M^{(t+1)}$ and obtain $U_{\text{new}}$

16. $\tilde{X} := U_{\text{new}}^\top \tilde{X}$  \\
17. $\tilde{W} := U_{\text{new}}^\top \tilde{W} U_{\text{new}}$  \\
18. $U := U_{\text{new}}$

19. $M_0 := M^{(t+1)}$  \hspace{1cm} \triangleright \text{Step 4} \\
20. $L_0 := L_1$  \\
21. $L_1 := L(M_0)$  \\
22. $t := t + 1$

23. $A := UM_0$  \hspace{1cm} \triangleright \text{Step 5}
To analyze algorithmic complexity, we focus on two of the six steps. First, in Step 2, the update derived in (12) is computed. A key feature of this update is that it can be done in a single loop over the nonzero elements of the $c \times c$ matrix $\mathbf{W}$. Hence, this step has a complexity of $O(npk)$ where $n$ is an upper bound on $c$. Second, in Step 4, the rows of $\mathbf{M}^{(t+1)}$ fuse, and several matrices update. Using the nonzero elements of $\mathbf{W}$, a single pass through Step 4 also has complexity $O(npk)$. However, since Step 4 may recur, it can be shown in the absolute worst case that the number of passes is $n$, and worst-case complexity is $O(n^2 pk)$.

The CCMM algorithm was coded in C++ while making extensive use of the linear algebra library Eigen (Guennebaud and Jacob, 2010). We used Rcpp (Eddelbuettel and François, 2011; Eddelbuettel, 2013; Eddelbuettel and Balamuta, 2017) to interface the program with the programming language R and pybind11 (Jakob et al., 2017) to interface it with Python. A key factor in scalability is sparsity in the weights as defined in (4). To efficiently find the $k$ nearest neighbors of each object, we enlisted a $k$-d tree (Bentley, 1975) implemented by Arya et al. (2019) and Pedregosa et al. (2011).

4. Numerical Experiments

In this section, we present results of several numerical experiments. The main contribution of our research is an algorithm that performs convex clustering more efficiently than prior published algorithms. Therefore, we first present a comparison between CCMM versus its main competitors. All computational results in this paper were obtained using a desktop featuring an AMD Ryzen 5 2600X processor at 3.6 GHz using 32 GB of memory running Ubuntu version 22.04.1.

4.1 Simulated Data

To be competitive, CCMM should minimize the convex clustering loss function faster than state-of-the-art convex clustering algorithms including, to our knowledge, today’s fastest approach: SSNAL (Sun et al., 2021). Beyond comparing CCMM to SSNAL, we consider AMA (Chi and Lange, 2015), which is available as an R-package.

For our contest of three algorithms, we chose an approach similar to that described in Sun et al. (2021). Data sets ranging from 1,000 to 5,000 objects were generated per the two interlocking half-moons data generating process (see Figure 2). For each value of $n$, we used ten different realizations of the data. Since AMA and SSNAL typically minimize the unscaled loss in (1), we adjusted the scaling constants in CCMM so that each algorithm minimized the same problem. Additionally, as the software package of SSNAL does not allow for custom (connected) weight matrices, we used the weights from (3) without the scaling component, opting to set $\phi = 2$ and $k = 15$. The final input common to the three algorithms was the sequence for $\lambda$ that describes the clusterpath, set to $\{0.0, 0.2, \ldots, 109.8, 110.0\}$.

1. Software packages that implement CCMM for both R and Python are available at https://github.com/djwtouw/CCMMR and https://github.com/djwtouw/CCMMPy
2. The source code for AMA can be found at https://cran.r-project.org/src/contrib/Archive/cvxclustr/ and the source code for SSNAL at https://blog.nus.edu.sg/mattohkc/softwares/convexclustering/ Additionally, the code to generate the results presented in this section is available at https://github.com/djwtouw/CCMM-paper
For the CCMM algorithm, we set $\varepsilon_c$ to $10^{-6}$ and $b$ to 25, computing $\varepsilon_f$ according to (14) with $\tau = 10^{-3}$. For AMA, the default tolerance for convergence of $10^{-3}$ was used along with the default step size parameter $\nu$ (which depends on $W$ and $n$). For parameters in the SSNAL algorithm, we applied default values provided by the authors. The tolerance for terminating the algorithm was set to $10^{-6}$. For warm starts, 50 ADMM iterations were used for the first value of $\lambda$ and 20 iterations for subsequent values.

In Figure 4a, we present mean elapsed times obtained experimentally. Results show that for $n = 1,000$, CCMM was roughly 7,678 times faster than AMA and 224 times faster than SSNAL. For $n = 5,000$, speed factors rose to 10,023 and 510 times, respectively. This convincingly shows that CCMM is the fastest algorithm to perform convex clustering.

To investigate the scalability of the CCMM algorithm, we continued the analysis of the two half-moon data sets for $n$ ranging from 6,000 to 20,000 using CCMM only. To analyze both the update of $M$ and the process of cluster fusions, clusterpaths were computed until the number of clusters was roughly 90% of $n$. Figure 4b shows the average elapsed time per CCMM iteration for each of the data sets, which was repeated for five different realizations of the data for each value of $n$. Even though we derived in Section 3.4 each iteration’s theoretical worst-case complexity to be $O(n^2 pk)$, we observe a trend linear in $n$.

To be a viable alternative to SSNAL, a new algorithm should not only minimize the loss function in less time, but also yield a similar solution. To assess the solution quality of AMA, SSNAL and CCMM, we compared values of the loss function that each algorithm obtained for data sets comprising 1,000 and 5,000 objects. In Figure 5, we use the SSNAL output as a benchmark for reporting the relative values obtained by AMA and CCMM. Being the slowest, AMA also most often incurred the largest value for the loss function. As Figure 5b shows, the relative quality of the minimum obtained by CCMM was affected positively by the sample size. On average, the minima attained by CCMM were at best 1.1650% lower and at worst 0.0008% higher than those attained by SSNAL for both $n = 1,000$ and $n = 5,000$. 
Touw, Groenen, and Terada

Figure 5: In Panel (a): the mean value of the loss function obtained by CCMM, SSNAL, and AMA relative to the value obtained by SSNAL, using default convergence criteria. Computed for ten realizations of the two interlocking half moon data with \( n = 1,000 \). In Panel (b): the same as in Panel (a), but for \( n = 5,000 \).

Table 1: Clusterpaths for real data sets computed by three different algorithms. Dimension reduction was applied to each \( n \times d \) data set using UMAP where the target number of dimensions \((p)\) was the true number of clusters. Each clusterpath was computed for 200 values of \( \lambda \) that terminated at the minimum number of clusters attainable \((c_{\text{min}})\). This value exceeds one since the software package for SSNAL forbids the use of custom weight matrices. The three rightmost columns list the number of seconds required by each algorithm to compute the final clusterpath. A hyphen means that the algorithm required more than the available 32 GB system memory to complete the analysis.

| \( n \)  | \( d \)  | \( p \) | \( c_{\text{min}} \) | Elapsed time (s) |
|--------|--------|-------|----------------|-----------------|
|        |        |       |                | AMA    | SSNAL | CCMM |
| Banknotes | 1,372  | 4     | 2   | 7      | 380.03 | 55.58 | 0.20 |
| Musk    | 6,598  | 166   | 2   | 27     | -      | 177.02 | 0.11 |
| Gamma   | 19,020 | 10    | 2   | 2      | -      | 7,266.07 | 14.78 |
| MNIST   | 60,000 | 784   | 10  | 6      | -      | -      | 184.97 |

4.2 Empirical Data

Besides simulated data, we used several empirical data sets to compare the three algorithms: the banknotes authentication, musk and MAGIC gamma telescope data sets (Dua and Graff, 2019), and the MNIST data set (Deng, 2012). In Table 1, the first two columns feature the number of objects \((n)\) and variables \((d)\) for each data set. To attain reasonable computation times, we used UMAP (McInnes et al., 2018) to reduce dimensionality to the number of categories in the data \((p)\). Next, the weight matrices were computed using \( k = 50 \) and \( \phi = 2 \). To determine the sequence for \( \lambda \), we first obtained the smallest value where the number of clusters stopped decreasing. Then, the sequence was chosen as 200 values along a cubic function from 0 to \( \lambda_{\text{max}} \). Notably, omitting a symmetric circulant matrix to ensure a connected weight matrix meant that none of the clusterpaths terminated in a single cluster. The fourth column lists the minimum number of clusters \( c_{\text{min}} \).
The number of seconds passed for each of the algorithms while computing the clusterpaths is reported in the three rightmost columns of Table 1. A missing result signals insufficient memory (32 GB system) for that algorithm. Results show that the speedup of CCMM over the other algorithms is dependent on the data analyzed. CCMM is about 1,900 times faster than AMA for the banknotes data, which differs significantly from the results for the generated data sets. The same holds for the speedup with respect to SSNAL, which ranges from roughly 280 to 1,600.

4.3 Comparison without Cluster Fusions

In Sections 4.1 and 4.2, we saw that CCMM outperforms AMA and SSNAL in the computation of clusterpaths. Cluster fusions play an important role in the observed speedups, as they reduce the size of the problem substantially as the number of clusters continues to decrease. However, cluster fusions are not unique to CCMM and, in theory, could be implemented for other algorithms as well. Therefore, in this section, we adopt a deliberate approach to avoid cluster fusions in CCMM to isolate the speedup due to our efficient MM update.

The setup of the experiment was as follows. Avoiding early fusions was done by generating objects in two-dimensional space following a grid pattern to ensure that the distance between all objects was sufficiently large. To introduce some level of randomness and prevent ties during the computation of the \( k \) nearest neighbors for each object, a small amount of noise was added to the coordinates of each point. Data sets ranging from 500 to 20,000 objects were generated. For each value of \( n \), we used ten different realizations of the data.

The three algorithms shared the following common inputs. The parameters determining the weight matrix were \( \phi = 0.5 \) and \( k = 15 \). To set the sequence for \( \lambda \), we first identified the value of \( \lambda \) for which the first cluster fusion occurred, denoted by \( \lambda_{\text{max}} \). Then, the sequence for \( \lambda \) that describes the clusterpath was set to five evenly spaced values ranging from 0 to \( \lambda_{\text{max}} \). Thus, ensuring that CCMM would not perform cluster fusions during the minimizations of the loss function. For the algorithm-specific parameters we used those described in Section 4.1.

Since all three algorithms in this comparison use different stopping criteria, we split the experiment in two parts. First CCMM was compared to AMA, and then to SSNAL. The stopping criterion for CCMM was determined by the value of the loss function that was attained by the opposing algorithm as

\[
L_{\text{CCMM}} - L_{\text{Opposing}} \leq 10^{-6} L_{\text{Opposing}},
\]

which is the approach used by Sun et al. (2021) to ensure a fair comparison between SSNAL and AMA.

In Figure 6a, we present the ratio of the elapsed computation times for AMA and CCMM. The number of objects does not go beyond 9,500, as the available system memory (32 GB) was insufficient for AMA. The graph clearly displays an upward linear trend in the speedup of CCMM over AMA, reaching its maximum of roughly 500 for the largest data sets. The results of the comparison between SSNAL and CCMM are shown in Figure 6b. On average, the speedup of CCMM over SSNAL ranged from 79 for the data sets smaller than 5,000 objects to 100 for the data sets exceeding 15,000 objects. In addition, Spearman’s
Figure 6: Comparative performance analyses, showcasing the relative performance gains of CCMM without fusions over both AMA and SSNAL. To compare the speed and scalability of the minimization algorithms, only the parts of the clusterpaths were used in which no clusters were formed. This approach avoided the cluster fusions of CCMM and ensured that each algorithm had to compute updates for an $n \times p$ matrix. Additionally, in both comparisons, the stopping criterion for CCMM was determined by the value of the loss function that was attained by the opposing algorithm on the same data. The length of each clusterpath was five values of $\lambda$ and the number of repetitions was ten for each value of $n$.

The rank correlation coefficient reveals a strong monotonic relation between the speedup and $n$ ($\rho = .72, p < .001$). The results of this experiment clearly demonstrate that CCMM not only exhibits a considerably faster performance compared to AMA and SSNAL but also showcases superior scaling properties concerning the size of the analyzed data.

4.4 Convergence

In this section, we examine the convergence of the CCMM algorithm by analyzing the results from applying CCMM to the two interlocking half-moons data sets with sample sizes ranging from $n = 1,000$ to $n = 5,000$ (see Section 4.1). Figure 7a depicts the progression of the loss function against the number of iterations for the minimizations requiring a minimum of 100 iterations to converge. For clarity, we applied min-max normalization, scaling each sequence to the $[0, 1]$ interval, and display the mean alongside individual curves. The figure highlights the effectiveness of step-doubling, with accelerated convergence observed after the 26th iteration, representing the burn-in phase.

As mentioned in Section 3.3, we can gauge the order of convergence using (13). For this analysis, we again used the results from the minimizations during the comparison of CCMM, SSNAL, and AMA. Sequences with less than four iterates were excluded since this is the minimum requirement to obtain an estimate for the order of convergence, denoted by $\hat{q}$. The histogram in Figure 7b provides a visualization of the distribution of $\hat{q}$, focusing on the range from 0 to 2. This zoomed-in view is chosen due to the presence of some extreme outliers that also affect the mean value. Approximately 76.7% of all estimations fall within the $[0, 2]$ interval, signifying that the majority of the estimates conform to this
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Figure 7: In Panel (a): progression of the loss function against the number of iterations for the minimizations by CCMM. Each curve represents a sequence, scaled to the [0,1] interval, with the mean displayed for clarity. Accelerated convergence is observed after the 26th iteration, representing the burn-in phase. In Panel (b): histogram depicting the distribution of the estimated order of convergence (\( \hat{q} \)) for CCMM. The focus is on the range from 0 to 2, as approximately 76.7% of all estimations fall within this interval. The mean value is affected by a few extreme outliers. Of all estimates, 92.8% are less than 1, indicating sublinear convergence in practice.

4.5 Analysis of a Large Data Set

In prior sections, we have established CCMM as the most competitive algorithm to perform large-scale convex clustering. Here, we showcase CCMM analyzing a data set containing more than one million measurements of the power consumption by a single household located in Sceaux—a commune part of the Paris metropolitan area.

Data consist of measurements sampled at one-minute intervals from the 16th of December 2006 through 16th of December 2008. Metrics include the global active and reactive power (in kilowatts), voltage (in volts), global intensity (in amperes), and the activity at three sub-metering stations (in watt-hours). The first sub-metering station monitored a kitchen, the second a laundry room, and the third a water-heater and air-conditioner. In total, there are 1,048,570 measurements, and the mean of each variable is reported in the first column of Table 2. Before performing the cluster analysis, each variable was standardized to have a mean of zero and variance of one. The weight matrix was computed using \( k = 15 \) and \( \phi = 0.5 \) in combination with the symmetric circulant matrix to ensure a complete cluster hierarchy.

For this analysis, we took an approach distinct from computing the clusterpath for a predetermined sequence for \( \lambda \). While useful for comparing different algorithms, it demands advance knowledge of which value of \( \lambda \) maps to a specific cluster number output. For this analysis, we thus initialized \( \lambda \) at 0.01 and repeatedly minimized the loss function, increasing

---

3. The individual household electric power consumption data set is made available in the UCI Machine Learning Repository (Dua and Graff, 2019).
Table 2: Variable means for the individual household electric power consumption data for the complete data set (in the leftmost column) and for the two clusters (A and B) that were found using convex clustering.

| Variable                        | Complete | Cluster A | Cluster B |
|---------------------------------|----------|-----------|-----------|
| Global active power             | 1.11     | 0.62      | 2.15      |
| Global reactive power           | 0.12     | 0.11      | 0.13      |
| Voltage                         | 239.97   | 240.65    | 238.52    |
| Global intensity                | 4.72     | 2.68      | 9.05      |
| Energy sub-metering No. 1       | 1.18     | 0.63      | 2.33      |
| Energy sub-metering No. 2       | 1.47     | 0.97      | 2.54      |
| Energy sub-metering No. 3       | 5.94     | 0.39      | 17.71     |
| Number of measurements          | 1,048,570| 712,749   | 335,821   |

λ by 2.5% after solving each minimization. As with computing the clusterpath, the solution for the minimization problem at the prior value of λ was used as a warm start for the next value of λ. After reaching 20 clusters, the procedure entered a refinement phase. If the number of clusters was reduced by more than one as λ increased, a midpoint value was chosen to obtain a cluster hierarchy as detailed as possible. The procedure was terminated after reaching two clusters since the final reduction in cluster number is trivial. In total, 957 instances of the convex-clustering loss function were solved. The entire procedure was completed in 13.5 hours, thus solving each instance in 51 seconds, on average. To our knowledge, this is the largest data set analyzed to date via convex clustering.

In Figure 8a, a dendrogram in combination with a cluster heatmap shows the agglomeration of the final 20 clusters. Since these clusters are of different sizes, the height of each cell row in the heatmap is proportional to the logarithm of the size of the corresponding cluster. Of the 20 clusters, there are 15 that contain two or fewer measurements, and the largest two combined comprise over 95% of the data. The heatmap distinguishes these final two clusters by the measurements at the third energy sub-metering station. Looking at the descriptive statistics of the final two clusters in the second and third columns of Table 2, we can conclude that cluster A corresponds to measurements of lower power consumption, B to greater consumption.

To gain further insight into the final two clusters, Figure 8b shows the timestamp frequency for both clusters. Energy consumption is generally low during nighttime when members of the household are likely sleeping. Around 08:00 and 20:00, peaks emerge for cluster B to indicate general times of day that people are home, activating the heater or air-conditioner, or performing tasks like cooking or laundering. It should be noted that household members may stick to different time schedules in their power usage activities during weekends, holidays, and changing seasons. Still, this figure conveys a dense level of information about how this household generally spends its days.
Figure 8: In Panel (a): a cluster heatmap for the final 20 clusters in the individual household electric power consumption data. The height of each row is proportional to the logarithm of the number of measurements in each of the 20 clusters. Cell color is determined by the mean value of the cluster for that particular variable. In Panel (b): the distribution of timestamps in the final two clusters. Frequency is determined by the number of times each timestamp occurred in one of the clusters.

5. Conclusion

In this paper, we proposed a new, efficient algorithm to minimize the convex clustering loss function and compute the clusterpath. We suggested using a connected, sparse weight matrix in combination with cluster fusions to guarantee a complete cluster hierarchy. At the heart of our minimization algorithm, which we call CCMM, lies an efficient update derived using majorization-minimization.

Our simulations showed that CCMM is up to 10,023 times faster than AMA and up to 1,600 times faster than SSNAL while losing, at most, 0.0008% accuracy. Furthermore, we analyzed a data set featuring over one million measurements of the electric power consumption by a single household. On average, solving an instance of the convex clustering loss function for a particular value of $\lambda$ took 51 seconds. To our knowledge, this data set is the largest ever clustered using convex clustering.

One useful future research path may merge CCMM and convex clustering via algorithmic regularization paths (CARP). Originally developed by Weylandt et al. (2020), CARP uses small increments in the regularization parameter to compute a highly detailed clusterpath. For each value of $\lambda$, its prior solution is used as a warm start, and an ADMM algorithm (Boyd et al., 2011) is allowed to perform one iteration. In their paper, the authors showed that if the increments in $\lambda$ are small enough, the difference between the results of CARP and the exact solution approaches zero. Given the efficiency of CCMM, we expect that this could suitably replace the ADMM update in CARP. Furthermore, we believe it may be possible to derive an algorithm similar to CCMM for convex biclustering (Chi et al., 2017). However, as this is not trivial, these derivations are beyond the scope of the present paper.

In sum, CCMM is an algorithm scaling better than state-of-the-art implementations designed to perform convex clustering. Its excellent scalability facilitates the analysis of larger data sets in less time than possible to date.
Appendix A.

As detailed in Section 3.1, the potential reduction in computational complexity when minimizing the convex clustering loss function due to cluster fusions can be considerable. Proposition 2 states that the change in the loss due to a fusion approaches zero if $\varepsilon_f$ is chosen sufficiently small. This appendix contains the proof of Proposition 2.

**Proposition 2**

Let the matrix $M$ contain the $c$ unique rows of $A$, and let $\varepsilon_f$ be the threshold used for fusing rows of $M$. Assume that $\|m_k - m_l\| \leq \varepsilon_f$ for some $k \neq l$. Let $m_{\text{new}}$ be the weighted average of $m_k$ and $m_l$ computed as in (5), and let $M_{\text{new}}$ be the matrix that results from setting $m_k$ and $m_l$ to $m_{\text{new}}$. Then, for fixed $\lambda$ and $W$, the absolute error $|L(M) - L(M_{\text{new}})|$ tends toward zero as $\varepsilon_f \to 0$.

**Proof**

If $\|m_k - m_l\| \leq \varepsilon_f$, the new cluster centroid is computed as in (5). Let

$$\sigma_k = m_k - m_{\text{new}} = \frac{|C_l|}{|C_k| + |C_l|} (m_k - m_l)$$

$$\sigma_l = m_l - m_{\text{new}} = \frac{|C_k|}{|C_k| + |C_l|} (m_l - m_k),$$

such that

$$\|\sigma_k\| \leq \frac{|C_l|}{|C_k| + |C_l|} \varepsilon_f \quad \text{and} \quad \|\sigma_l\| \leq \frac{|C_k|}{|C_k| + |C_l|} \varepsilon_f.$$  

(15)

Writing out the absolute value of the difference between the loss before and after merging $m_k$ and $m_l$, we obtain

$$|L(M) - L(M_{\text{new}})| = \kappa_\varepsilon \left( \sum_{i \in C_k} \|x_i - m_k\|^2 + \sum_{i \in C_l} \|x_i - m_l\|^2 
- \sum_{i \in C_k} \|x_i - m_{\text{new}}\|^2 - \sum_{i \in C_l} \|x_i - m_{\text{new}}\|^2 
+ \lambda \kappa_{\text{pen}} \left( \sum_{i=0}^c \sum_{i \notin \{k,l\}} u_i^T W_i \|m_k - m_i\| 
+ \sum_{i=0}^c \sum_{i \notin \{k,l\}} u_i^T W_i \|m_l - m_i\| 
+ \sum_{i=0}^c \sum_{i \notin \{k,l\}} u_i^T W_i \|m_{\text{new}} - m_i\| - \sum_{i=0}^c \sum_{i \notin \{k,l\}} u_i^T W_i \|m_{\text{new}} - m_i\| \right),$$

where the first two lines concern the difference between the first terms of $L(M)$ and $L(M_{\text{new}})$ and the remaining three lines concern the difference between the values of the penalty terms. Using the triangle inequality, this can be written as

$$|L(M) - L(M_{\text{new}})| \leq \kappa_\varepsilon |\Gamma_1| + \lambda \kappa_{\text{pen}} |\Gamma_2|,$$
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where $\Gamma_1$ is the result of the terms on the first two lines and $\Gamma_2$ is the result of the terms on the remaining four lines. We start by providing an upper bound for $|\Gamma_1|$. Rewriting yields

$$|\Gamma_1| = \left| \sum_{i \in C_k} (\|x_i - m_k\|^2 - \|x_i - m_{new}\|^2) + \sum_{i \in C_l} (\|x_i - m_l\|^2 - \|x_i - m_{new}\|^2) \right|$$

$$= \left| \sum_{i \in C_k} (\|x_i - m_k\|^2 - \|x_i - m_k + \sigma_k\|^2) + \sum_{i \in C_l} (\|x_i - m_l\|^2 - \|x_i - m_l + \sigma_l\|^2) \right|$$

$$= \left| \sum_{i \in C_k} (\sigma_k^\top \sigma_k - 2(x_i - m_k)^\top \sigma_k) + \sum_{i \in C_l} (\sigma_l^\top \sigma_l - 2(x_i - m_l)^\top \sigma_l) \right|,$$

which is bounded by

$$|\Gamma_1| \leq \sum_{i \in C_k} (\sigma_k^\top \sigma_k + 2(x_i - m_k)^\top \sigma_k) + \sum_{i \in C_l} (\sigma_l^\top \sigma_l + 2(x_i - m_l)^\top \sigma_l)$$

$$\leq \sum_{i \in C_k} (\sigma_k^\top \sigma_k + 2\|x_i - m_k\| \|\sigma_k\|) + \sum_{i \in C_l} (\sigma_l^\top \sigma_l + 2\|x_i - m_l\| \|\sigma_l\|)$$

$$\leq \frac{|C_k|}{|C_k| + |C_l|} \varepsilon_f^2 + \frac{2}{|C_k| + |C_l|} \left( |C_l| \sum_{i \in C_l} \|x_i - m_k\| + |C_k| \sum_{i \in C_k} \|x_i - m_l\| \right) \varepsilon_f,$$

where we made use of the triangle inequality, the Cauchy-Schwarz inequality, and (15).

Each of the terms in the upper bound is now proportional to $\varepsilon_f$. To bound $|\Gamma_2|$, consider

$$\|m_k - m_i\| - \|m_{new} - m_i\| = \|m_k - m_i\| - \|m_k - \sigma_k - m_i\|$$

$$= \|\sigma_k + m_k - \sigma_k - m_i\| - \|m_k - \sigma_k - m_i\|,$$

and by means of the triangle inequality we obtain

$$\|\sigma_k + m_k - \sigma_k - m_i\| \leq \|\sigma_k\| + \|m_k - \sigma_k - m_i\|$$

$$\|m_k - m_i\| - \|m_k - \sigma_k - m_i\| \leq \|\sigma_k\|.$$

This can be combined with

$$\|m_k - \sigma_k - m_i\| \leq \|m_k - m_i\| + \|\sigma_k\|$$

$$\|m_k - \sigma_k - m_i\| - \|m_k - m_i\| \leq \|\sigma_k\|,$$

to obtain

$$\|m_k - m_i\| - \|m_{new} - m_i\| \leq \|\sigma_k\|. \quad (16)$$

The upper bound for $|\Gamma_2|$ is

$$|\Gamma_2| = \left| \sum_{i \in \{0, \ldots, c\} \setminus \{k, l\}} u_k^\top W u_i (\|m_k - m_i\| - \|m_{new} - m_i\|) \right|.$$
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\[ + \sum_{i=0}^c u_i^T W_i (\|m_l - m_i\| - \|m_{new} - m_i\|) + u_k^T W_i \|m_k - m_l\| \]

\[ \leq \sum_{i=0}^c u_k^T W_i \|\sigma_k\| + \sum_{i=0}^c u_l^T W_i \|\sigma_l\| + u_k^T W_i \|m_k - m_l\| \]

\[ \leq \left( u_k^T W_i + \frac{|C_l|}{|C_k| + |C_l|} \sum_{i=0}^c u_l^T W_i + \frac{|C_k|}{|C_k| + |C_l|} \sum_{i=0}^c u_j^T W_i \right) \varepsilon_f, \]

where we made use of the triangle inequality, (15), and (16). From these two upper bounds, we can conclude that if \( \varepsilon_f \to 0 \), both \( |\Gamma_1| \to 0 \) and \( |\Gamma_2| \to 0 \). Hence, \( |L(M) - L(M_{new})| \to 0 \) as \( \varepsilon_f \to 0 \).
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