Some techniques for evaluating fractional integrals
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Abstract. This article makes use of integration by parts and change of variable for fractional calculus to solve several fractional integrals, corresponding to the Jumarie type of modified Riemann-Liouville fractional derivatives. On the other hand, some examples are proposed to illustrate the applications of these two methods.
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1. Introduction

The geometric interpretation of derivative as the slope and integral as the area are so evident that one can hardly imagine that a meaningful definition for the fractional derivatives and integrals can be given. In 1695 in a letter to L’Hopital, Leibniz mentions that he has an expression that looks like the derivative of order $1/2$, but also adds that he doesn’t know what meaning or use it may have. Later, Euler notices that due to his gamma function, derivatives and integrals of fractional orders may have a meaning. In other words, fractional calculus with derivatives and integrals of any real or complex order has its origin in the work of Euler, and even earlier in the work of Leibniz. Shortly after being introduced, the new theory turned out to be very attractive to many famous mathematicians and scientists, for example, Laplace, Riemann, Liouville, Abel, and Fourier. Therefore, the development of fractional calculus has been for a long time, and more and more attention has been paid to it. On the other hand, fractional calculus has important applications in many scientific fields. Besides mathematics, fractional derivatives and integrals appear in physics, mechanics, engineering, elasticity, dynamics, control theory, electronics, modelling, probability, finance, economics, biology, chemistry, etc. The fractional calculus is nowadays covered by several extensive reference books and a large number of relevant papers [1-15].

Different from traditional calculus, fractional calculus has many definitions. The commonly used definitions are the Riemann-Liouville (R-L) fractional derivative [16], the Caputo definition of fractional derivative [17], the Grunwald-Letininikov (G-L) fractional derivative [3], and the Jumarie type of modified R-L fractional derivative [18]. In this article, we define a new multiplication of fractional functions and use two methods: integration by parts and change of variables for fractional calculus, to solve several fractional integrals, regarding the Jumarie’s modified R-L fractional derivatives. In fact, these two methods are the generalizations of classical calculus. Furthermore, some examples are provided to demonstrate the advantage of our results.

2. Preliminaries and methods

At first, the fractional calculus used in this paper is introduced below.
Definition 2.1: Suppose that $\alpha$ is a real number and $m$ is a positive integer. The modified Riemann-Liouville fractional derivatives of Jumarie type ([18]) is defined by

$$
aD_x^\alpha f(x) = \begin{cases} 
\frac{1}{\Gamma(-\alpha)} \int_0^x (x - t)^{-\alpha - 1} f(t) dt, & \text{if } \alpha < 0 \\
\frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_0^x (x - t)^{-\alpha} [f(t) - f(x)] dt, & \text{if } 0 \leq \alpha < 1 \\
\frac{d^m}{dx^m} (aD_x^{\alpha-m})[f(x)], & \text{if } m \leq \alpha < m + 1
\end{cases}
$$

where $\Gamma(s) = \int_0^\infty t^{s-1} e^{-t} dt$ is the gamma function defined on $s > 0$. If $(aD_x^{\alpha})^n[f(x)] = (aD_x^\alpha)(aD_x^\alpha) \cdots (aD_x^\alpha)[f(x)]$ exists, then $f(x)$ is called $n$-th order $\alpha$-fractional differentiable function, and $(aD_x^{\alpha})^n[f(x)]$ is the $n$-th order $\alpha$-fractional derivative of $f(x)$. On the other hand, we define the fractional integral of $f(x)$, $(aI_x^{\alpha})[f(x)] = (aD_x^{-\alpha})[f(x)]$, where $\alpha > 0$ and $f(x)$ is called $\alpha$-integral function.

Proposition 2.2 ([19]): If $\alpha, \beta, c$ are real numbers, then

$$
aD_x^\alpha [x^\beta] = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} x^{\beta - \alpha}, \quad (\beta \geq \alpha > 0)
$$

and

$$
aI_x^\alpha [c] = 0,
$$

and

$$
aI_x^\alpha [x^\beta] = \frac{\Gamma(\beta + 1)}{\Gamma(\beta + \alpha + 1)} x^{\beta + \alpha}. \quad (\beta > -1, \alpha > 0)
$$

Definition 2.3 ([20]): The Mittag-Leffler function is defined by

$$
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha + 1)},
$$

where $\alpha$ is a real number, $\alpha > 0$, and $z$ is a complex variable.

Definition 2.4 ([19]): If $0 < \alpha \leq 1$ and $x$ is a real variable. Then $E_\alpha(x^\alpha)$ is called $\alpha$-order fractional exponential function, and the $\alpha$-order fractional cosine and sine function are defined as follows:

$$
cos_\alpha(x^\alpha) = \sum_{k=0}^{\infty} \frac{(-1)^k x^{2k\alpha}}{\Gamma(k\alpha + 1)},
$$

and

$$
sin_\alpha(x^\alpha) = \sum_{k=0}^{\infty} \frac{(-1)^k x^{(2k+1)\alpha}}{\Gamma((2k+1)\alpha + 1)}.
$$

In the following, a new multiplication of fractional functions is introduced.

Definition 2.5 ([21]): If $\lambda, \mu, z$ are complex numbers, $0 < \alpha \leq 1$, $j, l, k$ are non-negative integers, and $a_k, b_k$ are real numbers, $p_k(z) = \frac{1}{\Gamma(k\alpha + 1)} z^k$ for all $k$. The $\otimes$ multiplication is defined by

$$
p_j(\lambda x^\alpha) \otimes p_l(\mu y^\alpha) = \frac{1}{\Gamma(j\alpha + 1)} (\lambda x^\alpha)^j \otimes \frac{1}{\Gamma(l\alpha + 1)} (\mu y^\alpha)^l = \frac{1}{\Gamma((j+l)\alpha + 1)} \binom{j + l}{j} (\lambda x^\alpha)^j (\mu y^\alpha)^l,
$$

where $\binom{j + l}{j} = \frac{(j+l)!}{j!}$. If $f(\lambda x^\alpha)$ and $g(\mu y^\alpha)$ are two fractional functions,

$$
\begin{align*}
f(\lambda x^\alpha) &= \sum_{k=0}^{\infty} a_k p_k(\lambda x^\alpha) = \sum_{k=0}^{\infty} \frac{a_k}{\Gamma(k\alpha + 1)} (\lambda x^\alpha)^k, \\
g(\mu y^\alpha) &= \sum_{k=0}^{\infty} b_k p_k(\mu y^\alpha) = \sum_{k=0}^{\infty} \frac{b_k}{\Gamma(k\alpha + 1)} (\mu y^\alpha)^k,
\end{align*}
$$

where $\lambda, \mu$ are complex numbers.
then we define
\[ f(\lambda x^a) \otimes g(\mu y^a) = \sum_{k=0}^{\infty} a_k p_k(\lambda x^a) \otimes \sum_{k=0}^{\infty} b_k p_k(\mu y^a) = \sum_{k=0}^{\infty} \left( \sum_{m=0}^{k} a_{k-m} b_m p_{k-m}(\lambda x^a) \otimes p_m(\mu y^a) \right) \] (11)

**Proposition 2.6:** If \( f(\lambda x^a) \otimes g(\mu y^a) = \sum_{k=0}^{\infty} \frac{1}{\Gamma(ka+1)} \sum_{m=0}^{k} \binom{k}{m} a_{k-m} b_m (\lambda x^a)^{k-m}(\mu y^a)^m \).

**Definition 2.7:** Let \( (f(\lambda x^a))^\otimes_n = f(\lambda x^a) \otimes \ldots \otimes f(\lambda x^a) \) be the \( n \) times product of the fractional function \( f(\lambda x^a) \). If \( f(\lambda x^a) \otimes g(\mu x^a) = 1 \), then \( g(\lambda x^a) \) is called the \( \otimes \) reciprocal of \( f(\lambda x^a) \), and is denoted by \( (f(\lambda x^a))^\otimes_{-1} \).

Next, we introduce the methods used in this paper.

**Theorem 2.9 (chain rule for fractional derivatives):** Assume that \( f(z) = \sum_{k=0}^{\infty} a_k z^k \), \( g(x^a) = \sum_{k=0}^{\infty} b_k p_k(x^a) \). If \( f \otimes (g(\mu x^a)) = \sum_{k=0}^{\infty} a_k (g(\mu x^a))^{\otimes k} \) and \( f' \otimes (g(\mu x^a)) = \sum_{k=1}^{\infty} a_k k (g(\mu x^a))^{\otimes(k-1)} \), then
\[ \left( aD_x^a \right) \left[ f \otimes (g(\mu x^a)) \right] = f' \otimes (g(\mu x^a)) \otimes \left( aD_x^a \right)[g(\mu x^a)]. \] (14)

Theorem 2.10 (fundamental theorem of fractional calculus): Let \( 0 < \alpha \leq 1, \ a, b \) be real numbers, then
\[ \left( aD_x^a \right) \left[ (aI_x^a)[f(x)] \right] = f(x), \] (15)

and
\[ \left( aI_x^a \right) \left[ (aD_x^a)[f(x)] \right] = f(b) - f(a). \] (16)

Theorem 2.11 (integration by parts for fractional calculus): Suppose that \( 0 < \alpha \leq 1, \) and \( a, b \) are real numbers, then
\[ \left( aI_x^a \right)[f(x) \otimes (aD_x^a)[g(x)]] = f(x) \otimes g(x) |^b_a - \left( aI_x^a \right)[g(x) \otimes (aD_x^a)[f(x)]] \]. (17)

**Theorem 2.12 (change of variable for fractional calculus):** If \( 0 < \alpha \leq 1, \) \( u \) is a \( \alpha \)-fractional differentiable function defined on an open interval \( I, \) and \( f \) is a continuous function such that the range of \( u \) contained in the domain of \( f, \) then \( f \circ u \) is a continuous function and
\[ \left( aI_x^a \right) \left[ (f \circ u)(x) \otimes (aD_x^a)[u(x)] \right] = (u(a))^{\alpha} I_a^a (u(b))[f(u)], \] (18)

for \( a, b \in I. \)

**Proof** \( f \circ u \) is a continuous function is obviously. Let \( F(u) = (aI_x^a)[f(u)], \) then by Eq. (15), we have
\( (aD_x^a)[F(u)] = f(u). \) Let \( g = F \circ u, \) by chain rule for fractional derivatives, we get
\[ (aD_x^a)[g(x)] = (aD_x^a)[F(u)] \otimes (aD_x^a)[u(x)] = f(u(x)) \otimes (aD_x^a)[u(x)]. \] (19)

Therefore,
\[ (aI_x^a)[(f \circ u)(x) \otimes (aD_x^a)[u(x)]] = (aI_x^a)[(aD_x^a)[g(x)]] = g(b) - g(a) \] (by Eq. (16))
\[ F(u(b)) - F(u(a)) = (a^{\frac{\alpha}{\Gamma(\alpha+1)}}) f(u) - (a^{\frac{\alpha}{\Gamma(\alpha+1)}}) f(u) = (u(a))^{\frac{\alpha}{\Gamma(\alpha+1)}} f(u). \]

3. Examples

In the following, we will use some practical examples to illustrate the application of our methods.

**Example 3.1** Let \( 0 < \alpha \leq 1 \), by change of variable for fractional calculus, we obtain the fractional integral

\[
\beta \int_{a}^{b} \sin(\alpha x) \cos(\alpha x) \, dx = \frac{1}{\Gamma(2)} \left[ \sin(\alpha x) \right]_{a}^{b}.
\]

**Example 3.2**: If \( 0 < \alpha \leq 1 \), then by change of variable for fractional calculus,

\[
\beta \int_{1}^{\infty} \frac{1}{x^\alpha} e^{-x} \, dx = \left[ \frac{1}{x^\alpha} e^{-x} \right]_{1}^{\infty}.
\]

**Example 3.3**: Let \( 0 < \alpha \leq 1 \), by integration by parts for fractional calculus, we have

\[
\beta \int_{1}^{\infty} \frac{1}{x^\alpha} \ln(x) \, dx = \left[ \frac{1}{x^\alpha} \ln(x) \right]_{1}^{\infty}.
\]

**Example 3.4**: Assume that \( 0 < \alpha \leq 1 \), using integration by parts for fractional calculus yields

\[
\beta \int_{1}^{\infty} \frac{1}{x^\alpha} \ln(x) \, dx = \left[ \frac{1}{x^\alpha} \ln(x) \right]_{1}^{\infty}.
\]
\[
\begin{align*}
= & \left(\frac{\partial^{\alpha}}{\partial x^\alpha}\right) \left[\arctan(a)(x^\alpha) \otimes \left(\frac{1}{\Gamma(2\alpha + 1)} x^{2\alpha}\right)\right] \\
= & \frac{1}{\Gamma(2\alpha + 1)} x^{2\alpha} \otimes \arctan(a)(x^\alpha) \bigg|_0^1 - \left(\frac{\partial^{\alpha}}{\partial t^\alpha}\right) \left[\frac{1}{\Gamma(2\alpha + 1)} x^{2\alpha} \otimes \left(\frac{1}{\Gamma(2\alpha + 1)} x^{2\alpha}\right)\right] \\
= & \frac{1}{2} \otimes \arctan(a)(1) - \left(\frac{\partial^{\alpha}}{\partial t^\alpha}\right) \left[1 - \left(\frac{1}{\Gamma(2\alpha + 1)} x^{2\alpha}\right)^\otimes_{-1} \right] \\
= & \frac{1}{2} \otimes \arctan(a)(1) - \left(\frac{1}{\Gamma(\alpha + 1)} x^\alpha - \arctan(a)(x^\alpha)\right) \bigg|_0^1 \\
= & \frac{1}{2} \otimes \arctan(a)(1) - 1 + \arctan(a)(1).
\end{align*}
\]

4. Conclusions

From the above discussions, we know that integration by parts and change of variable for fractional calculus are two important methods to evaluate some fractional integrals. In fact, by using the Jumarie type of modified R-L fractional derivatives, a new multiplication we defined, and chain rule for fractional derivatives, we can get more properties and results about fractional integrals. On the other hand, the application of these two methods are extensive, and can be used to solve many fractional calculus problems. In the future, we will use them to explore the topics related to applied science and engineering mathematics.
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