ABSTRACT

Lack of large-scale note-level labeled data is the major obstacle to singing transcription from polyphonic music. We address the issue by using pseudo labels from vocal pitch estimation models given unlabeled data. The proposed method first converts the frame-level pseudo labels to note-level through pitch and rhythm quantization steps. Then, it further improves the label quality through self-training in a teacher-student framework. To validate the method, we conduct various experiment settings by investigating two vocal pitch estimation models as pseudo-label generators, two setups of teacher-student frameworks, and the number of iterations in self-training. The results show that the proposed method can effectively leverage large-scale unlabeled audio data and self-training with the noisy student model helps to improve performance. Finally, we show that the model trained with only unlabeled data has comparable performance to previous works and the model trained with additional labeled data achieves higher accuracy than the model trained with only labeled data.
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1. INTRODUCTION

The goal of singing transcription from polyphonic music (STP) is to transcribe the monophonic vocal in polyphonic music into musical notes denoted by onset, offset, and the score pitch. STP includes several sub-tasks such as singing voice detection, pitch estimation, note-level segmentation, and onset/offset detection [1]. It is a challenging task due to the high variability of singing voice in terms of timbre, expressions or formant modulation. Furthermore, multiple instrument sources in polyphonic music make the task even harder. Therefore, many of the singing transcription methods have focused on monophonic vocal sources [2][1] or have employed pre-trained source separation models as pre-processing to extract vocal sources from polyphonic music [3][4].

Although we can leverage the power of a deep neural network in supervised settings for STP, the major obstacle is the lack of large-scale note-level label data. While there are several datasets released for singing transcription, they cover only monophonic singing voice [5][6] or have low quality as the labeling was automated without manual refinement [5][7]. The lack of note-level label data can be addressed by additional singing voices that sung the song [8] but it requires more resources and has an issue of data distribution. A recent work released a dataset of human-annotated note-level labels for 500 Chinese songs [4]. While this is highly beneficial for STP research, such manual note-level labeling is time-exhausting and expensive.

We address the lack of labeled data by using pseudo labels from vocal pitch estimation models. Vocal pitch estimation or melody extraction is a sub-task of STP that estimates the frame-level instantaneous pitch of vocal source music [9]. Recently, deep neural network models for the task have been extensively studied, showing superior performances [10][11][12][13][14]. Using the vocal pitch estimation models, we first convert the frame-level pitch contours to note-level piano roll as pseudo labels. We then use the the note-level pseudo labels for self-training of a STP model in a teacher-student framework. Along with the noisy student model that employs various data augmentation techniques in a teacher-student framework [15], we show that the newly trained neural network model consistently improves the performance for STP. We validate the proposed method in various experiment setups using the Cmedia and MIRST500 datasets. Finally, we show that the model trained with only unlabeled data has reasonable performances compared to previous works and, the model trained with additional labeled data, achieves higher accuracy than the model trained with only labeled data.

2. METHOD

The proposed method is composed of two stages. The first stage extracts F0 pitch contours from vocal pitch estimation models and converts them to note-level pseudo labels. The second stage uses the note-level pseudo labels to train a new neural network for STP in a teacher-student framework. The details of each stage are explained below.

2.1. Pseudo Labels: Frame-level to Note-level

Figure [1](a) illustrates the conversion steps from frame-level pitch contours to note-level piano rolls. The pitch contours are obtained from a vocal pitch estimation model given unlabeled audio data (polyphonic music with vocals). The first step is pitch quantization which rounds the continuous pitch to semi-tone steps. In many pitch estimation models based on neural networks, the output is represented as the softmax function over quantized pitch values where the neighboring pitches are much smaller than one semi-tone [12][13]. We take the pitch with the highest confidence and quantize it to the nearest MIDI note number. The second step is rhythm quantization. This processing “snaps” the fragments of the quantized pitch lines to beat-based units. It is carried out by smoothing the quantized pitch with a series of three median filters. In order to make the filtered outputs beat-based units, we set the sizes of
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2.2. Self-Training in the Teacher-Student Framework

Fig. 1. Illustrations of pseudo label transfer from frame-level to note-level in the teacher-student framework. $D_u$ is a large-scale unlabeled audio data, $JDC_{\text{pitch}}$ is a pretrained vocal pitch estimation model, and $JDC_{\text{note}}$ is a STP model trained with note-level pseudo labels.

The median filters to 1/32, 1/16, and 1/12 beat, respectively, given a tempo. We estimated the tempo for each audio track using the function in librosa [16]. We observed that the three cascaded filters progressively improved the label quality. In addition, we removed small fragments that were too short to be considered as singing notes. In the experiment, we set the threshold to 1/16 beat. Finally, we added a simple rule to minimize octave errors.

2.3. Model Architecture

The model architecture for STP is based on the joint detection and classification (JDC) model, which is originally proposed for vocal melody extraction [14]. The JDC model is a convolutional recurrent neural network (CRNN) with two outputs where one detects the presence of a singing voice and the other estimates the pitch. We modified the JDC model in two folds. First, we set the softmax output of the pitch estimator to have the semi-tone resolution. Second, we added a connection from the output of Bi-LSTM in the voice detector to the pitch estimator as seen in Figure 2. The STP model is denoted as $JDC_{\text{note}}$. In our preliminary study, we observed that the modified JDC model performs better than the original one in STP (the average COnPOff is 2.25% higher on the MIR-ST500 and Cmedia test sets). In the experiments, we also use the original JDC model as a pretrained vocal pitch estimator. The model is denoted as $JDC_{\text{pitch}}$ to distinguish it from $JDC_{\text{note}}$.

3. EXPERIMENTS

3.1. Datasets

We used various labeled or unlabeled datasets that contain singing voice for training or testing the STP model.

3.1.1. Training data

We used a large-scale unlabeled datasets ($D_u$) to generate pseudo labels in the proposed method. They include two public datasets (DSD100 [21] and Free Music Archive (FMA) [22]) and an in-house dataset. As to FMA, we used fma_large, a subset of FMAs with up to 106,574 tracks. Since it contains numerous non-vocal tracks covering a variety of genres and sounds, we mitigated the data imbalance between vocal and non-vocal examples by selecting only vocal tracks as in [15]. The in-house dataset contains 2000 K-pop songs crawled from YouTube. We also used a labeled dataset...
Table 1. Comparison of pitch estimation models for their initial note-level pseudo labels (Initial Pseudo Labels) and the predicted results from JDC note trained with the initial pseudo labels. They were all evaluated on Cmedia.

| Models      | JDC note Demucs + CREPE | JDC pitch Demucs + CREPE |
|-------------|-------------------------|--------------------------|
| COnPOff     | 22.43                   | 24.71                    |
| COnP        | 45.01                   | 48.64                    |
| COn         | 57.65                   | 62.32                    |

Table 2. Comparison of the basic teacher-student model (TS) and noisy student (NS) model.

|                  | Cmedia | MIR-ST500 |
|------------------|--------|-----------|
|                  | TS     | NS        | TS     | NS        |
| COnPOff          | 28.97  | 22.12     | 29.62  | 22.82     |
| COnP             | 53.32  | 40.01     | 54.55  | 40.70     |
| COn              | 64.74  | 56.90     | 65.61  | 57.87     |

4.1. Comparison of Pitch Estimation Models

The goal of this experiment is to evaluate the efficacy of the repurposed neural network models that predict vocal pitch contours as a note-level pseudo-label generator in our method. While we primarily used the pretrained JDC pitch model for vocal pitch estimation in the experiments, we also compared it to a combination of Demucs [24] and CREPE [12] because they are widely used pretrained models for sound source separation and monophonic pitch estimation, respectively. Specifically, we separated out vocal audio from the Demucs outputs and fed them to CREPE to estimate frame-level pitch. We converted the frame-level pitch contours to note-level pseudo labels based on the method in Section 2.1. We first evaluated the accuracy of the note-level pseudo labels and show the result on the left side of Table 1. While Demucs and CREPE are models with high performance, JDC pitch achieves 3 to 4% higher accuracy than the combination in the three metrics. This is presumably because the separated vocal stem from Demucs includes multiple vocal sources (e.g., chorus ensembles) and CREPE predicts discontinuous pitch contours switching between different voices. On the other hand, JDC pitch is more robust to multiple vocal sources because it was trained to extract the main vocal melody from polyphonic music. As a next step, we trained a new neural model, JDC note, using the note-level pseudo labels and evaluated the performance to confirm the efficacy of the repurposed neural network models. The right side of Table 1 shows that JDC pitch still performs better, having more accuracy gaps. Therefore, we used the note-level pseudo labels from JDC pitch for the remaining experiments.

4.2. Basic Teacher-Student VS. Noisy Student

In the experience above, we used the note-level pseudo labels from pitch estimation models to train JDC note. The initial pseudo labels can be regarded as “the initial teacher” of JDC note in the view of teacher-student framework. In particular, we used the basic teacher-student model which does not use the random audio augmentation [15]. In this experiment, we compare the basic teacher-student (TS) model to the noisy student (NS) model where we randomly augment the input audio as described in Section 2.2. Table 2 shows the performances of two teacher-student models. The result shows that the NS model achieves consistently higher accuracy in all metrics than the TS model, although the gap is somewhat small in MIR-ST500. This validates that the NS model is an effective approach in the teacher-student framework as concluded in [15].

4.3. Iteration of Self-training

We also investigated the number of self-training iterations in the NS model. We conducted up to 3 iterations of self-training for JDC note. Figure 3 shows the results for the COnP accuracy on MIR-ST500 and Cmedia. The iteration number 0 indicates when the note-level

---
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pseudo labels converted from estimated pitch contours are evaluated in Section 4.1. The iteration number 1 indicates when JDC\textsubscript{note}(U) is trained for the first time with the NS model in Section 4.2. In the next two iterations, the performance of JDC\textsubscript{note} consistently increases although the slopes become saturated. We observed similar trends in the COn and COnPOff metrics. This result indicates that the iterative training using the NS model can reliably improve the model performance.

### 4.4. Comparison with Supervised and Semi-Supervised Models

While the proposed method in this paper aims to use only unlabeled audio data and achieve meaningful STP performance using pseudo labels from pretrained neural networks, we can also use labeled data together to further improve the performance. Table 3 describes three different versions of JDC\textsubscript{note} trained with different sets of data. JDC\textsubscript{note}(U) is the unsupervised model with 3 iterations of self-training from Section 4.3. JDC\textsubscript{note}(L) is a solely supervised model trained with labeled audio data. JDC\textsubscript{note}(L+U) is a semi-supervised model trained with both the unlabeled and labeled data. The right side of Table 3 shows the results. The supervised model achieves significantly higher accuracy than the unsupervised model on both test sets. However, the semi-supervised model outperforms the solely supervised model. This indicates that the proposed method has synergy with supervised learning.

### 5. COMPARISON WITH PREVIOUS WORKS

We finally compare our method to previous works in STP. The left side of Table 4 shows the accuracy metrics from recent works. HZ is a rule-based model submitted to MIREX2020 by Zhuang He and Yin Feng [25]. VOCANO is a semi-supervised STP model based on virtual adversarial training [3]. EFN is a model based on Efficient-Net and trained with MIR-ST500 [4]. Note that VOCANO and EFN require singing voice separation as a pre-processing in the inference phase. The three previous works reported the results on Cmedia but the result on MIR-ST500 is available only for EFN because the dataset was released recently and EFN was introduced as a baseline. Compared to our proposed method, the unsupervised model, JDC\textsubscript{note}(U), achieves high accuracy than HZ and VOCANO in all metrics on the Cmedia test set. This validates that the proposed method is superior to the semi-supervised method in VOCANO or the rule-based approach in HZ. However, JDC\textsubscript{note}(U) has lower accuracy than EFN and the gap is larger on the MIR-ST500 test set because EFN was trained with the same MIR-ST500 dataset (but the training split). For fairness, we can compare EFN to JDC\textsubscript{note}(L). The result shows that JDC\textsubscript{note}(L) is better than EFN in COnPOff and COnP on Cmedia but the result is reverse on MIR-ST500. Given that JDC\textsubscript{note}(L) was also trained with the same MIR-ST500 training set, the two models seem to be comparable to each other. However, JDC\textsubscript{note}(U+L) pushes the accuracy levels higher, achieving best performances in COnPOff and COnP on Cmedia and in COnP and COn on MIR-ST500.

### 6. CONCLUSIONS

We presented a method for STP that uses pre-trained vocal pitch estimation models and unlabeled datasets. The method converts the frame-level pseudo labels to note-level and augments the label quality through self-training in the teacher-student framework. Through the ablation study, we showed that the model trained through the proposed method can achieve comparable results to the previous works, and with additional labeled data, it achieves better performance than the model trained with only labeled data. Since the test sets cover only Chinese music in this paper, we plan to evaluate the method on various genres of music in different cultural backgrounds as future work.
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