Optical measurements in evolving dispersed pipe flows
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Abstract Optical laser-based techniques and an extensive data analysis methodology have been developed to acquire flow and separation characteristics of concentrated liquid–liquid dispersions. A helical static mixer was used at the inlet of an acrylic 4 m long horizontal pipe to actuate the dispersed flows at low mixture velocities. The organic (913 kg m\(^{-3}\), 0.0046 Pa s) and aqueous phases (1146 kg m\(^{-3}\), 0.0084 Pa s) were chosen to have matched refractive indices. Measurements were conducted at 15 and 135 equivalent pipe diameters downstream the inlet. Planar laser induced fluorescence (PLIF) measurements illustrated the flow structures and provided the local in-situ holdup profiles. It was found that along the pipe the drops segregate and in some cases coalesce either with other drops or with the corresponding continuous phase. A multi-level threshold algorithm was developed to measure the drop sizes from the PLIF images. The velocity profiles in the aqueous phase were measured with particle image velocimetry (PIV), while the settling velocities of the organic dispersed drops were acquired with particle tracking velocimetry (PTV). It was also possible to capture coalescence events of a drop with an interface over time and to acquire the instantaneous velocity and vorticity fields in the coalescing drop.

1 Introduction

Flows of two immiscible liquids in pipes are encountered in many industrial applications, including oil and gas production and processing, chemical and nuclear plants (Danielson 2012). Accurate characterisation of such flows is significant for predicting pressure drop together with hydrodynamic and heat and mass transfer properties, but has so far proved challenging, with mostly empirical formulations dominating the field. Detailed measurements in liquid-liquid flows are needed to improve fundamental understanding. In industrial scale systems, however, the information available is usually limited to phase holdup and pressure gradient measurements (Oddy and Pearson 2004), as the difficult thermodynamic conditions and opaque fluids restrict the implementation of several experimental techniques. These difficulties can be overcome in pilot scale research flow facilities, where detailed and local measurements of velocity fields, drop concentration and size distributions can be obtained, while interfacial phenomena such as drop break up and coalescence can be observed.

Two-phase liquid flows in pipes have been investigated considerably in the last half-century, with a wide range of experimental techniques applied. Visual observations and high speed imaging have been used extensively to obtain information on flow pattern characteristics, especially at low mixture velocities and in dilute dispersed flows. Typically, there is a large difference in the electrical properties of the two phases, which allows the application of impedance probes. Angeli and Hewitt (2000) and Hu and Angeli (2006) implemented a high frequency, alternating current, dual-electrode impedance probe to obtain local measurements in a pipe cross section of phase fractions, drop velocities and drop chord length distributions during dispersed flows. A similar probe working with direct current was later used by Voulgaropoulos et al. (2016). Barral and Angeli (2013) used a double-wire conductivity probe to describe the interfacial characteristics of the waves in stratified and dual-continuous flows. Tomography techniques, which can provide...
the phase fraction distribution in a pipe cross section, have also been used, based on conductivity (Ngan et al. 2009) or X-ray imaging (Schümann et al. 2016b), while Silva et al. (2007) developed a capacitance wire-mesh sensor to obtain the phase fractions.

For drop size measurements, Maaß et al. (2011) compared a focus beam reflectance instrument (FBRM), a two-dimensional optical reflectance instrument and a fibre optical focus beam reflectance sensor in a stirred vessel, and illustrated the limitations of the techniques based on the laser back-scatter principle. The FBRM probe has also been implemented during pipe flows (Schümann et al. 2016a), but with reported uncertainties of 50%. In recent years, further advances in optical/laser based techniques (Budwig 1994; Westerweel 1997) have allowed the application of Particle Image Velocimetry (PIV) (Kumara et al. 2010; Chinaud et al. 2017) and planar laser induced fluorescence (PLIF) (Liu et al. 2006; Wegmann and von Rohr 2006) to the pipe flow of immiscible liquids—in some cases with matching refractive index. From PIV measurements, the velocity profiles and subsequently the vorticity and the turbulence characteristics of the flow can be obtained during dispersed flow (Conan et al. 2007). Following a similar approach to PIV the dispersed drops can be tracked with particle tracking velocimetry (PTV) (Brevis et al. 2011). PLIF has been used to acquire information on the distribution of the phases, study the interface height and the drop size distributions (Morgan et al. 2012, 2017). PIV/PTV and PLIF usually resolve the flow characteristics on a plane in the flow, illuminated by a laser sheet. Measurements in all three dimensions are also possible with volumetric illumination and more than one camera (Maas et al. 1993; Kreizer and Liberzon 2011). A recent review by Wright et al. (2017) demonstrates previous works conducted in matched refractive index systems.

From the various patterns that form during the flow of two immiscible liquids, dispersed flows are very common. The stability of the dispersions and their tendency to separate will depend on the settling characteristics of the drops in the flow (Bourdilllon et al. 2016). These systems are, however, very complex (Batchelor 1972; Balachandar and Eaton 2010) and models are often limited by the lack of detailed experimental data on the distribution of the phases, velocity profiles, drop sizes and their change along the pipe. To aid further studies of concentrated dispersed flows, a combination of PLIF and PIV/PTV techniques are developed in this work and are applied to liquid-liquid dispersions generated through a helical static mixer at low mixture velocities. The high speed PLIF technique enables measurements of flow distribution at two axial locations and helps to illustrate the transitions in flow patterns along the pipe. An image analysis method is proposed to acquire the respective drop size distributions. The velocity profiles in the aqueous phase and of the dispersed drops are measured using PIV and PTV, respectively. The experimental techniques used also allow coalescence events to be captured during flow.

2 Experimental methodology

2.1 Flow facility and instrumentation

The experiments were conducted in a liquid-liquid pilot scale flow facility that has an acrylic test section with 26 mm ID (Fig. 1). The test section comprises of a front and a back leg, each 4 m long, connected via a U-bend. Experiments were carried out at the front leg to avoid any changes to the flow due to the bend. The pipe consists of spools of various lengths to enable positioning of instrumentation at different axial locations. Each liquid is stored at a separate tank of
160 l capacity and is introduced by a centrifugal pump to a Y-shaped test section inlet, with the organic phase coming from the top and the aqueous from the bottom. The two liquids then pass through a 6-element helical static mixer (JLS International Ltd®) that generates dispersed flows for a wide range of velocities and phase fractions. Each element is set perpendicular at a 90° angle to its adjacent elements, adding up to a total mixing length of 265 mm. After the test section, the liquids enter a gravity settler tank (220 l) and are left to separate, before they return to their respective storage tanks.

The test liquids were a low viscosity silicone oil and a ~52% w/w water/glycerol mixture as shown in Table 1. Glycerol was added in the water to match the refractive index of the oil. It is important to match the refractive indices of the two liquids to avoid any light refraction at the interfaces, which limit laser-based measurements to only dilute dispersions. The refractive indices of the liquids were measured with an Abbe 5 by Bellingham & Stanley® refractometer, while their interfacial tension was measured with a Krüss® K100C Du Noüy ring instrument. The viscosities of the fluids were obtained with an Advanced Rheometric Expansion System (ARES TG-42, TA Instruments®). Experiments were carried out at ambient temperature of approximately 20°C, which was periodically recorded. To avoid any overheating of the fluids, mainly by the pumps, the experimental runs were kept short.

A visualisation box was placed around the test section at two axial locations, \( x = 0.40 \) and 3.50 m downstream the static mixer, or \( x^+ = 15 \) and 135, respectively, as shown in Fig. 2, where \( x^+ = x/D \). The box was filled with glycerol, which closely matches the refractive index of the Perspex® acrylic pipe, and was used to minimise any optical distortions at the curved pipe wall. The setup for the PIV/PTV and PLIF experiments is shown schematically in Fig. 3. A DPSS green (532 nm) continuous laser system by Laserglow Technologies® was placed vertically below the pipe. The output of the laser was set at 3000 mW. A concave lens was used to generate a laser sheet in the transverse direction and at the middle of the pipe. The laser thickness was reduced to approximately \( \Delta l_z = 1 \) mm at the focusing plane with a collimator. The laser sheet alignment was conducted with the help of a graticule target, with printed dots of known distances, placed inside an oil filled pipe section.

A small amount (~0.02 ppm) of aqueous Rhodamine 6G dye was added in the aqueous phase to distinguish between the two liquids and better track the interface. Rhodamine B coated PMMA particles (\( \rho_{\text{particles}} \approx 1200 \) kg m\(^{-3}\) with a particle size, \( d_{\text{particles}} \) ranging from 1 to 20 µm) were used as tracers in the aqueous phase to acquire the corresponding velocity fields. Both the dye and the particles emit light at wavelengths above 590 nm. The particles Stokes number was below \( 10^{-4} \) for all conditions investigated. A high speed camera (Phantom v1212 by Vision Research®) was placed on the side of the pipe, perpendicular to the visualisation box, to record the flow. A frequency ranging from 2 to 4 kHz was used at 1280 by 800 pixels\(^2\) with a spatial resolution of 16.9 px/mm, while the shutter speed was set at 95 µs, to allow enough light in the sensor, but at the same time avoid blurring caused by the displacement of the particles while the shutter is open. A Tokina® 100 mm

**Table 1** Fluid properties of the system at 20°C

| Phase   | Liquid          | \( \rho \) (kg m\(^{-3}\)) | \( \mu \) (mPa s) | \( \gamma \) (mN m\(^{-1}\)) | \( n \) |
|---------|----------------|-----------------------------|-------------------|-----------------------------|-------|
| Aqueous | Water/glycerol  | 1146                        | 8.4               | 31.6                        | 1.396 |
| Organic | Silicone oil    | 913                         | 4.6               |                             |       |

Fig. 2 Schematic of the front leg of the acrylic test section of the flow facility

Fig. 3 Schematic representation of the experimental setup for the optical measurements
A macro lens was used together with a high pass filter (> 580 nm) to eliminate any spurious light or reflections of the laser on the pipe frame.

2.2 Image analysis

The PLIF experiments provide raw gray-scale images, where white regions denote the aqueous phase, which contains the fluorescent dye, while black regions represent the organic phase. A typical raw image is shown in Fig. 4a, with the oil droplets homogeneously dispersed in the aqueous phase. Brighter spots, of approximately one pixel size, correspond to the tracer particles in the aqueous phase. Each pixel has an intensity value, \( I_p \), ranging from 0 (black) to 255 (white) in the 8-bit images. The corresponding number probability to find a pixel with that intensity \( I_p \), \( P(I_p) \), for this image is shown in the inset of Fig. 4a. The data are split in 51 bins with a width of \( I_p = 5 \) each. Three peaks are clear. The highest peak is at \( I_p \sim 55 \) denoting the number of pixels in the continuous aqueous phase, while the secondary peak at \( I_p \sim 30 \) represents the region of the oil drops. The third smaller peak, with a probability of \( \sim 10^{-4} \) present at \( I_p \sim 230 \), corresponds to the tracer particles on the image, which emit the most light. The images are pretreated with Matlab (Mathworks\textsuperscript{\textregistered}) algorithms, developed in-house, to acquire information on the in-situ phase holdup distribution. The pretreatment is also conducted to prepare the images for analysis with the PIV, PTV and drop size routines, that compute respectively the velocity field in the aqueous phase and the velocity and size of the dispersed phase.

Figure 4b illustrates the raw image after a median filter is applied. The filter is implemented to neighbourhoods of 5 by 5 pixels\(^2 \) or \( q = 5 \). Assuming a pixel neighbourhood matrix \( [m_i, n_j] \) with a size of \( q^2 \) pixels\(^2 \), its median value, \( \overline{[m_i, n_j]} \), is obtained by taking the median of \( [m_i-q/2, \ldots, m_i+q/2-1, n_j-q/2, \ldots, n_j+q/2-1] \), where \( i \) and \( j \) are indices and denote the elements of the \( [m_i, n_j] \) matrix. It is clear that the histogram of Fig. 4b is smoother than that of Fig. 4a and the tracer particles are not shown. The images are binarised with an adaptive threshold algorithm (implemented in the adaptthresh function of Matlab) and are used to acquire the in-situ holdup values by averaging the instantaneous vertical intensity profiles over 4000 images. The uncertainty for these measurements stems mainly from the threshold sensitivity selection and is approximately \( \pm 20\% \) at a 95\% confidence level, even when altering the sensitivity by \( \pm 50\% \) from the mean. To convert the two-dimensional measurements to volume fractions, it is assumed that the same concentrations apply along the depth of the laser plane. This is a fair assumption considering that the depth of the laser plane is small. The phase fractions then recorded correspond to the middle plane of the pipe. The adaptive
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**Fig. 4** Image analysis during pre-treatment stage where a shows the raw image, b the image after a median filter is applied and c the image after a high-pass filter is applied. The scale bar is 5 mm long.
binarisation algorithm is based on the local mean intensity in the neighbourhood of each pixel, to take into consideration any noise coming from intensity fluctuations at dense drop regions. The images of Fig. 4b are also used for the PTV and drop size measurement routines. An in-house developed algorithm is implemented to capture the sizes of the drops as will be discussed in the next section (Sect. 3.2).

The Matlab PTVlab toolbox by Brevis et al. (2011) is used to track the velocities of the drops. A combination of a cross-correlation (CC) and a relaxation algorithm (RM) is implemented. The CC algorithm cross-correlates a reference matrix of the initial frame, based on a drop signal, with the interrogation matrices centred at each of the candidate drops of the subsequent frame. The cross-correlation with the highest coefficient represents the drop motion. The RM, originally implemented by Baek and Lee (1996) for turbulent flows, is a statistical approach to find the largest displacement probability of a drop within a pre-select area around it. The drops tracked in this work have a wide size distribution, and thus not all of them can be detected on the same run. The drops under investigation are tracked by the detection algorithm of PTVlab with a correlation threshold of 0.5 and a drop detection area, $a_p$.

By subtracting Fig. 4b from Fig. 4a, Fig. 4c is obtained, where the signal of the tracer particles is isolated. These images are binarised as well and then used to calculate the velocity fields in the aqueous phase, where the dye can no longer affect the correlations. Velocity profiles from the tracer displacement between consecutive frames with a $\Delta t = 250$ to $500 \mu s$ were calculated using the Matlab PIVlab toolbox developed by Thielicke and Stamhuis (2014). A discrete Fourier transformation algorithm is used for the window deformation, starting from 64 by 64 pixels$^2$ correlation windows with three iteration steps towards 16 by 16 pixels$^2$ windows. A 50% vector interpolation overlap is used at each step giving a final grid with a spatial resolution of 82 pixels$^2$. The correlation box at the first iteration needs to be larger than the maximum typical drop size ($\sim 0.1D$) so that enough tracers are present in each box to make possible the cross correlation (Augier et al. 2003). In addition, a large number of instantaneous velocity fields (about 4000) was acquired and statistical convergence was reached for all velocity profiles shown later. At regions of high drop concentration the uncertainties are higher; these cases will clearly be shown in the results. Similar procedures have been followed for correlations close to an interface (Chinaud et al. 2017). The correlation peak is fitted with a Gaussian function based on three points (Nobach and Honkanen 2005).

Several local and global vector validation methods have been used in PIV measurements (Westerweel and Scarano 2005). In this work, the axial, $u$, versus the vertical, $v$, velocity components from all correlation windows of all captured frames are plotted and appropriate limits are manually selected; outlier velocities are taken as false vectors typically caused by the presence of drops. In the second stage, each velocity component of each correlation box is compared with a lower and an upper threshold $t_l$ and $t_h$ as

$$t_l = \bar{u} - p \times \sigma_u \quad \text{and} \quad t_h = \bar{u} + p \times \sigma_u,$$

respectively, where $\bar{u}$ is the mean velocity, $p$ is a parameter determining the strictness of the filter and $\sigma_u$ is the computed standard deviation of $\bar{u}$ (Thielicke and Stamhuis 2014). The outliers are then replaced with the local mean values of the 3 by 3 neighbourhood correlation boxes. In most cases the mean velocities computed before and after the post-treatment deviated less than 1%, except for the first correlation box adjacent to the pipe walls, where the difference was about 30%. Since two-dimensional measurements are conducted, it is important to consider any effects from the out of plane transverse motion of the particles (Westerweel 1997, 2008). The gradient of the axial velocity in the depth of the laser plane ($\Delta l = 1$ mm), $\partial u/\partial z$, is estimated to be less than 5% of the maximum velocity, assuming a parabolic velocity profile in the transverse direction.

3 Results

3.1 Flow patterns and holdup

The PLIF images reveal important characteristics of the flow and its development in the middle plane of the pipe, which would not have been possible with standard imaging at the high dispersed phase fractions used. In Fig. 5a a typical image for mixture velocity $u_m = 0.46$ m/s and input oil fraction $\varphi_o = 0.12$ is illustrated at the two axial locations studied, $x^+ = 15$ and 135. The mixture velocity and the input oil fractions are calculated, respectively, as

$$u_m = \frac{Q_a + Q_o}{A} \quad \text{and} \quad \varphi_o = \frac{Q_o}{Q_a + Q_o},$$

where $Q_a$ and $Q_o$ are the input flow rate of the aqueous and organic phases, respectively, and $A$ is the pipe cross-sectional area. At $x^+ = 15$, the organic phase is dispersed homogeneously in the continuous aqueous phase. In the static mixer, the organic phase, which is significantly less than the aqueous, breaks up into small drops. For the same conditions the flow without the static mixer is stratified. For this reason, it is expected that the dispersion will separate downstream the test section. As can be seen at $x^+ = 135$, the drops have segregated to the top of the pipe, driven by the difference in the density of the liquids. For dispersions formed by the flow in the pipe, this separation of drops does not occur, because the turbulence levels are high enough to generate the dispersions in the first place. Pérez (2005) also used a static mixer and observed significant stratification.
downstream the inlet at low mixture velocities. Conan et al. (2007) and Voulgaropoulos et al. (2016) employed different multi-nozzle inlet configurations to generate dispersions at low velocities and reported similar findings to those shown in Fig. 5a. This segregation under gravity is the first step towards the separation of the phases in pipes as discussed by Pereyra et al. (2013).

The evolution of the dispersion for $u_m = 0.36$ m/s and $\varphi_o = 0.79$ is shown in Fig. 5b for the same two axial locations. At these conditions, the aqueous phase is now dispersed in the continuous organic phase, close to the inlet. For this low mixture velocity, the segregation due to gravity is already advanced even at $x^+ = 15$ compared to Fig. 5a. A very thin film of the aqueous phase can also be observed on the bottom right of the image. By comparing the initial to the last axial locations, it is clear that both drop–drop and drop-interface coalescence have taken place. The dispersed drops are larger and fewer at $x^+ = 135$, compared to $x^+ = 15$, while the aqueous film thickness has increased. Between the two locations, a transition in the flow pattern has also occurred from dispersed aqueous drops in an organic continuous phase to dual-continuous flow, where both phases are continuous, while aqueous drops are present at the interface. This illustrates the second stage of dispersion separation in a pipe, which is controlled by coalescence phenomena.

As discussed in Sect. 2, the images can be processed to acquire in-situ oil volume fraction ($\varphi_o$) profiles along the vertical direction at the middle plane of the pipe cross-section as shown in Fig. 6. The trends are illustrated by lines calculated by fitting low order polynomials to successive adjacent data points using a moving average filtering approach (Guest 2012). The vertical profiles for different conditions of oil in water o/w and water in oil w/o dispersions are shown, respectively, in Fig. 6a, b. There is good agreement with the visual observations of Fig. 5 for all conditions. For most conditions investigated, the o/w dispersions have a homogeneous concentration in a pipe cross section at 15D and segregate further downstream. The segregation is more prominent at high dispersed phase fractions and low mixture velocities. The high drop concentrations in the packed layer are possible because of the wide range of drop sizes observed for $u_m = 0.24$ and $\varphi_o = 0.50$ as discussed by Pouplin et al. (2011). For the w/o dispersions (Fig. 6b), in all cases studied a continuous layer of the initial dispersed aqueous phase forms at the bottom of the pipe, while the thickness of the drop-free oil layer at the top of the pipe increases. The stratification of the flow is evident by the gradients of the volume fraction curves in the middle of the pipe. The final thickness of the aqueous phase layers was found to depend only on the input phase fraction rather than the mixture velocity. Similar trends were recorded by Morgan et al. 2012.

### 3.2 Drop size and data treating algorithms

Drop size distributions were measured at the same two axial locations to quantify any changes along the test section. The flow rates used correspond to relatively low Re numbers (based on the fluid properties of the continuous phase and the mixture velocity) as $Re = \rho_c u_m D / \mu_c$ and any changes in the drop size are attributed to coalescence phenomena rather than breakage phenomena. An algorithm was developed to detect and capture the circular contours of the drops. The images confirmed that the drops were in the majority of cases circular. In addition, the Reynolds and Eötvös numbers based on a characteristic drop diameter and velocity are
The parametric circular equations are written as
\[ x = c_{xi} + \left(\frac{d_p}{2}\right) \cos(\theta) \quad y = c_{yi} + \left(\frac{d_p}{2}\right) \sin(\theta) \]  

where \( c_x \) and \( c_y \) are the respective \( x \) and \( y \) spatial coordinates of the center of the circle \( i \), \( d_p \) is the circle diameter which corresponds to the drop chord length measured, while \( \theta \) is the angle sweeping through the full 360° range to trace the perimeter of the circle. The search function locates the pixels of an image that fall on the peripheries of the drops in the form of three parameter values, namely \( c_x, c_y, d_p \).

Figure 7 illustrates the drop detection algorithm for an image taken at \( u_m = 0.46 \text{ m/s} \) and \( \varphi_w = 0.12 \) at \( x^+ = 135 \). Even though the laser plane had a thickness of \( \Delta l_z \approx 1 \text{ mm} \), some drops appear brighter than the rest. To improve the accuracy of the detection algorithm, the post-treated images of Fig. 4b are binarised with two sensitivity levels to capture the highest number of drops in each frame. Figures 7a and b illustrate the detection from each binarisation result, while Fig. 7c presents the two combined. Since some drops are detected by both the high and the low sensitivity values, any duplicates need to be removed. This is done with an overlapping filter, where drops are removed from the low threshold population for \( \delta < k \) with

\[ k = \frac{d_{p,i} + d_{p,i+1}}{2} - \beta \quad \text{and} \quad \delta = \sqrt{(c_{x,i} - c_{x,i+1})^2 + (c_{y,i} - c_{y,i+1})^2}, \]  

where \( \delta \) is the distance between the centres of the two circles and \( \beta \) is a tolerance parameter set equal to 2 pixels. The final image is shown in Fig. 7d. It must be mentioned that the diameters measured for these images correspond to the drop chord lengths rather than the drop diameters. The chord length distributions can be transformed into drop size distributions as discussed by Hu et al. (2006). The chord length and drop diameter terms will be used interchangeably herein.
The size distributions of the drops detected in Fig. 7d are further analysed in Fig. 8. To produce reliable statistics a sufficiently large number of drops needs to be measured. The Sauter mean diameter of the drops is calculated as:

\[
d_{32} = \frac{\sum_{i} N_{d,i} (d_i^3)}{\sum_{i} N_{d,i} (d_i^2)}
\]  

(6)

and plotted in Fig. 8 for different sample sizes (i.e. number of drops measured, \(N_d\)). The \(d_{32}\) changes less than 1% for \(N_d\) above 600. Similar results are found for the mean drop size, \(d_{10}\), and the standard deviation, \(\sigma_{d}\), of the population (see inset in Fig. 8). The drop number distributions (not shown here) followed the same trend, with no change recorded after \(N_d \sim 600\). For that reason, \(N_d > 600\) was used in all measurements. Angeli and Hewitt (2000) underlined that at least 350 drops need to be measured to increase the possibility of capturing very large drops (with small probability).

The change in drop size along the vertical direction is shown in Fig. 9 for \(u_m = 0.46\) m/s and \(\varphi_o = 0.12\) at \(x^+ = 135\). The images are split in equally spaced horizontal segments. The ratio of the number of drops in each segment over the total number of drops measured in the cross-section (\(N^+_d\)) are also shown. The number of segments is chosen so that in each segment at least 600 drops are averaged, in order to have statistically meaningful average drop sizes, as discussed previously. In Fig. 9 the sizes and number of the drops measured manually from the images is also shown; in this case the two axes of each drop were measured assuming
an ellipsoidal shape. The two approaches agree very well and the results from the data processing algorithm have an average deviation of less than 10% from the manual measurements for both $N_d$ and $d_{32}$.

As discussed for $x^+ = 135$ conditions and $o/w$ dispersions, a larger number of drops is found at the top of the pipe (Fig. 5a). The results agree well with the visual observations of Fig. 5a. The average drop size increases with $y^+$ and then reduces again close to the upper wall. The larger drops tend to concentrate to the upper part of the pipe due to gravity, where they may also coalesce more easily. For values of $y^+ \geq 0.8$ smaller drops are measured, which agree with the visual observations of Fig. 5a; the concentration values were also found to decrease close to the wall and are attributed to lift forces that increase with the drop size. Similar trends have been reported by Schümann et al. (2016b).

In a turbulent flow field, the average drop sizes are generally found to be proportional to the $We$ number, $d_{32} \propto We^{-0.6}$, where $We = \rho u^2 D/\gamma$ (Brauner 2001). While in the present work the $Re$ are kept relatively low, the static mixer that has large friction factor can induce turbulence (Middleman 1974). At the first axial measuring location the drop size will be determined mainly by the mixer. As can be seen in Fig. 10 at this location the Sauter mean diameter is proportional to $We^{-0.6}$.

The evolution and growth of drop size is important for designing pipe separators (Danielson 2012; Pereyra et al. 2013). For this work, the changes of the drop size number–distributions ($N_d = \mathcal{O}(10^4)$) along the test section are illustrated with histograms in Fig. 11a, b for two typical flow conditions of $o/w$ and $w/o$ dispersions, respectively. Also shown are the log-normal probability density functions (PDFs), $f(d_p)$, between the two axial locations $x^+ = 15$ and 135. The PDFs are computed as

\[
f(d_p) = \frac{1}{d_p} \frac{1}{\sigma_d \sqrt{2\pi}} \exp \left( -\frac{\ln d_p - \mu_d}{2\sigma_d^2} \right),
\]

where $\mu_d$ and $\sigma_d$ are respectively the mean and standard deviation of the drop population. Log-normal distributions have shown to capture well the behaviour of liquid–liquid drop size distributions in pipes (Angeli and Hewitt 2000), as they usually have a positive skewness, which was found to be true in the current experiments as well.

The two distributions appear very similar for Fig. 11a, with a slight increase of the probability to find drops with size of 1 mm in the last axial location. This variation in the distribution causes also a small change in the Sauter mean diameter, from $d_{32} = 0.775$ mm for $x^+ = 15$ to $d_{32} = 0.786$ mm for $x^+ = 135$ (or 2%) which, however, falls within the 10% of experimental uncertainty of the algorithm. For $u_m = 0.36$ m/s and $\varphi_o = 0.79$ the distributions of

Fig. 10 Sauter mean diameters measured at 15D for both $w/o$ and $o/w$ dispersions plotted against the Weber number

Fig. 11 Drop size probability histograms and distributions of the probability density functions for two flow conditions at the two axial measuring locations
the aqueous drops are plotted in Fig. 11b for a bin size of 0.5 mm at the two axial locations. As is also shown in 5b, segregation of the drops has already occurred at $x^+ = 15$ and it continues downstream the test section. The Sauter mean diameter changes from $d_{32} = 1.693$ at $x^+ = 15$ to 4.315 at $x^+ = 135$. However, the $d_{32}$ at $x^+ = 135$ is significantly increased due to a few drops above 5 mm, that account for less than 1% of the drop number population. The arithmetic mean diameter, changes from $d_{10} = 1.047$ mm to $d_{10} = 1.373$ mm between $x^+ = 15$ and 135, respectively, or by about 31%, which is significantly smaller than the 155% change of the $d_{32}$. A discussion on the characterisation issues of drop populations has been given by Tate (1982). For most cases the drop size did not vary significantly for the o/w dispersions, while the change was more pronounced for the w/o dispersions.

3.3 Aqueous phase velocity

The velocity fields in the aqueous phase were acquired following the analysis discussed previously and the vertical profiles of the time-averaged axial velocity component $\langle u \rangle$ of the aqueous phase are shown in Fig. 12. The velocities measured in the pure aqueous phase are shown with filled symbols, in the regions with drops with faded symbols and in the regions of low concentration of tracers with empty symbols. The velocity profiles for $u_m = 0.46$ m/s and $\varphi_o = 0.12$ are shown in Fig. 12a. The Reynolds number, based on the fluid properties of the continuous phase and the mixture velocity is equal to $Re \approx 1700$, which indicates laminar flow conditions.

In the first axial position $x^+ = 15$, the drops are homogeneously dispersed along the vertical pipe diameter (see also Fig. 6a). The resulting velocity profile is almost flat in the middle of the pipe and indicates plug flow conditions. It is possible that the flow is not yet fully developed at this axial location. Two symmetrical peaks appear on each side of the profile, which are equal to $\sim 1.5 u_m$. In the intermediate regime ($Re \sim 2000$) of a homogeneous dispersed flow (Pouplin et al. 2011) also reported a similar velocity profile with the maxima close to the wall. Similar velocity profiles have been reported by Lečić et al. (2016) and Grosjean et al. (1997), indicating a weak swirling motion due to the static mixer. The profile for this flow condition at the last axial location, $x^+ = 135$, becomes asymmetric. In the drop free water layer at the bottom of the pipe a parabolic-type profile develops with maximum velocity equal to about $\sim 2.5 u_m$. A similar trend was also reported by Conan et al. (2007) for this type of flow but for turbulent flow conditions ($Re \approx 7500$) and similar concentration of drops equal to $\varphi = 0.10$.

The velocity profiles for the two axial measuring locations and for $u_m = 0.36$ m/s and $\varphi_o = 0.79$, are illustrated in Fig. 12b and correspond to the images of Fig. 5b. For this flow condition, the tracer particles are inside the aqueous drops, and thus the velocity of the dispersed phase is measured. At the first axial location, the drops are still moving freely within the continuous oil phase and the profile has a maximum (equal to about $\sim 1.6 u_m$) close to the middle of the pipe. At the last axial location, $x^+ = 135$, two continuous layers are present and the velocity profile has two peaks. The first peak is located in the aqueous continuous phase, while the second one is within the layer of drops above the aqueous phase, faded symbols for regions with drops, while the empty symbols denote regions of low concentration of tracers.

---

Fig. 12 Vertical velocity profiles of the time-averaged axial velocity of the aqueous phase for two flow conditions at the two axial measuring locations. Filled symbols are for measurements in pure aqueous

---
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layer and near the middle of the pipe, where the velocity of the drops should be higher.

### 3.4 Organic phase drop velocity

The trajectories of the drops are computed in this section through the Matlab PTVlab function. The Gaussian mask technique (Takehara and Etoh 1998) was used for the particle detection, with an appropriate drop detection area, \( a_p \), according to the image and the drop size distribution measured at each flow condition. In Fig. 13 the different time-averaged velocity profiles acquired for \( u_w = 0.46 \) m/s and \( \varphi_o = 0.12 \) at the first axial location and for three drop detection areas, \( a_p \), based on the measured Sauter mean diameter of the drops (i.e. for \( a_p \approx 0.5 \, d_{32}, \, d_{32} \) and \( 1.5 \, d_{32} \)) are plotted. Figure 13a illustrates the axial velocity component, \( u \). The velocity of the aqueous continuous phase is also plotted. It can be seen that the velocity profiles of the continuous and dispersed phases are similar, which is in accordance with homogeneous dispersed flows as the slip in the axial direction is expected to be very low (Augier et al. 2003).

In Fig. 13b the profiles of the time averaged vertical velocity component, \( v \), are plotted for the same condition. The profiles of \( v \) agree very well qualitatively with the trends illustrated by Conan et al. (2007) for the secondary flows present in homogeneous dispersed pipe flows. From Fig. 13b, as can be seen, the vertical velocity of the drops increases with the drop detection area and hence the drop size. Specifically, the floation terminal velocity of a drop under the influence of gravity, \( v_{d,t} \), has been well established in the literature (Perry and Green 1999). For the three drop sizes equal to \( 0.5 \, d_{32}, \, d_{32} \) and \( 1.5 \, d_{32} \) the respective drop Reynolds numbers, \( Re_p \), based on the fluid properties of the continuous phase and the drop size, are \( Re_p = \mathcal{O}(10^{-1}) \). For these Reynolds numbers the drag coefficients are computed as

\[
C_D = (24/Re_p) (1 + 0.14Re_p^{0.70}).
\]

For spherical drops the terminal velocity is

\[
v_{d} = \sqrt{4 g \rho_c (\rho_c - \rho_d)} / (3 \rho_c C_D).\]

Finally, a correction to the velocity is applied to account for the interactions between the drops as

\[
\hat{v}_d = u_d (1 - \varphi_o)^c,
\]

where \( c \) is a parameter depended on \( Re_c \) (Perry and Green 1999). The velocity computed for \( d_p = d_{32} \) is equal to \( \hat{v}_d = 4.5 \) mm/s. The experimental mean vertical velocity across the pipe diameter from the time-averaged PTV measurements is \( \langle \hat{v}_d \rangle = 6.8 \) mm/s.

Pilhofer and Mewes (1979) developed an empirical model that calculates the vertical velocity of the drops in batch settling/floatation experiments. The model was recently found by Pereyra et al. (2013) to predict well experimental data of drops settling in horizontal pipes. The model is valid for Archimedes numbers above 1 and dispersed phase fractions ranging between 0.06 and 0.55, with

\[
Ar = \frac{\rho_c |\rho_c - \rho_d| d_p^2}{\mu_c^2}.
\]

The vertical velocity for a swarm of drops can be then computed as

\[
\hat{v}_d = \frac{3.2 \varphi_o \mu_c}{C_W \xi (1 - \varphi_o)^c} \left[ 1 + Ar \left( \frac{C_W \xi (1 - \varphi_o)^3}{54 \lambda^2 \varphi_o^3} \right) - 1 \right].
\]

![Fig. 13](image)

(a) axial velocity component

(b) vertical velocity component

Fig. 13 Vertical profiles of the two velocity components for \( u_w = 0.46 \) m/s and \( \varphi_o = 0.12 \) at \( x^+ = 15 \). Three different PTV drop detection areas are used and compared against the continuous phase velocity from PIV measurements of Fig. 12a.
where the two floatation/settling parameters are equal to

\[ \xi = 5K_{HR}^{3/2} \left( \frac{\varphi_o}{1 - \varphi_o} \right)^{0.45} \]

and

\[ \lambda = \left( \frac{1 - \varphi_o}{2\varphi_oK_{HR}} \right) \]

and the Hadamard–Rybczynski factor, \( K_{HR} \), and the friction coefficient, \( C_W \), are

\[ K_{HR} = \frac{3}{2} \mu_c + \frac{\mu_d}{2\mu_c + 3\mu_d} \]

and

\[ C_W = \frac{Ar}{6Re_\infty^2} - \frac{3}{K_{HR}Re_\infty} \]

with

\[ Re_\infty = 9.72 \left[ (1 + 0.01Ar)^{4/7} - 1 \right]. \]

Equation 12 gives for \( d_p = d_{32} \) a vertical velocity \( \dot{v}_d = 6.6 \text{ mm/s} \), which is in excellent agreement with the experimental velocity from PTV, with a difference of less than 3.

It must be noted that the effects of local concentration gradients or any flow fluctuations at the wake of the drop are not taken into consideration in the settling/floatation models described previously. Further investigations of these effects, as described in the review by Balachandar and Eaton (2010), need to be carried out using the experimental approaches and data processing algorithms developed here.

### 3.5 Coalescence dynamics

It was possible to capture some coalescence events of an aqueous drop with the aqueous-organic interface. One such event which lasted approximately 480 frames (120 ms) was captured at \( u_\infty = 0.46 \text{ m/s} \), \( \varphi_o = 0.12 \) and \( x^+ = 135 \), and is illustrated in Fig. 14. In the images, displayed for ten time steps, the relative instantaneous velocities are displayed, which were calculated by subtracting the mixture velocity from the local velocities. The vorticity is also shown in the \( z \) direction, which was computed by assuming two-dimensional flow on the measuring plane as

\[ \omega_z = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y}. \]

At \( t = 0 \text{ ms} \) the interface has ruptured on the right side of the drop. Under the effect of interfacial tension, the formed neck between the drop and the interface is expanding axially. The maximum velocity of the expanding neck occurs at \( t = 2.5 \text{ ms} \). The axial velocities become symmetric on both sides of the drop at a later time step (\( t = 20 \text{ ms} \)). The same behaviour has been described by Mohamed-Kassim and Longmire (2004) for a confined system without a cross flow.

Gravity and Laplace pressure cause a strong downward motion of the aqueous phase from the drop to the bulk continuous phase (Weheliye et al. 2017). The combination of the axial and the vertical motions generates two counterrotating vortices in the drop. Similar velocity and vorticity patterns have also been observed in stationary systems (Mohamed-Kassim and Longmire 2004; Weheliye et al. 2017). The neck expansion velocities reported in stationary systems are also similar to the one observed in this work. The adjacent drops

---

**Fig. 14** (Colour online) Ten time steps of a coalescing aqueous drop with an interface. The corresponding velocity fields are denoted with black vectors, while the vorticity is illustrated with the colour contours. The scale bar corresponds to 2 mm and the arrow to 0.1 m/s.
would have an effect on the film drainage rate and the local flow fields, as discussed by Bordoloi and Longmire (2012) on the effect of neighbouring particles on drop coalescence. Chinaud et al. (2016) showed that two more counteracting vortices form in the bulk coalescing phase. However, the spatial resolution in the current experiments is not high enough to capture these vortices. At time $t \sim 40$ ms the neck decreases until $t \sim 60$ ms. However, this does not lead to neck pinch off and partial coalescence, and thus after $t \sim 80$ ms the drop continues to drain in the bulk homophase. The rate of decay is similar for both the vertical velocity component and the vorticity.

The vertical velocity component, $v$, and the vorticity, $\omega_z$, profiles are shown in Fig. 15a, b respectively, for the same time steps shown in Fig. 14, at the rupture location $y^+ = 0.20$ and after coalescence starts. As can be seen in Fig. 15a the absolute maximum of the vertical velocity increases as the coalescing drop moves along the pipe. The velocity $v$ reaches the highest value for $x^+ = 134.9$ or $t = 40$ ms. Once the formed neck between the drop and the interface starts decreasing, as shown for $t = 60$ ms, the maximum $v$ also temporarily decreases. At $t = 80$ ms, when the neck starts expanding again, the vertical velocity increases again before finally the whole drop joins the continuous phase and the local vertical velocity peak decreases. A similar trend is observed in the vorticity shown in Fig. 15b. Two vorticity peaks, one negative (from the counterclockwise vortex) and one positive (from the clockwise vortex), form at each time step, which increase as the neck expands in the initial time steps. This is followed by a temporary decrease, an increase and then a final decay of the vorticity.

### 4 Conclusions and perspectives

The paper presents the experimental techniques and the data analysis methodology developed to study concentrated unstable liquid-liquid dispersions in a horizontal pipe. The experiments were carried out with a pair of liquids of matched refractive index and the dispersions were generated using a helical static mixer. With a continuous laser and a high speed camera, a combination of PLIF, PIV and PTV techniques were applied to obtain phase fraction, phase velocities and dispersed phase drop sizes. Measurements were taken at two axial locations to demonstrate the change in the flow patterns as the flow develops. From the PLIF measurements, information on the spatial configuration of the phases was acquired in a pipe cross section. Drops segregated downstream the pipe because of the density difference between the two phases, while the thickness of the drop-free continuous phase layer increased. A decrease in the concentration of the drops close to the top wall was recorded for most o/w cases. It was also found that when a layer of the dispersed phase was present in the pipe at the beginning of the test section, its thickness increased because of coalescence of drops with the layer.

A drop size measuring methodology from the PLIF images was developed. The Sauter mean drop sizes close to the mixer were found to be proportional to $We^{-0.6}$. Comparisons between the beginning and end of the pipe showed an increase of drop size downstream the inlet, independent of the flow pattern, but higher rates were observed for the w/o dispersions. PIV measurements gave information on the velocity field of the aqueous phase. The profile had a plug-like shape in the fully dispersed flow cases, close to the inlet. At the downstream location,
the shape of the profile depended on the flow pattern. PTV algorithms were applied to acquire the velocity fields of the dispersed phase drops. With the measurement techniques developed it was also possible to capture velocity fields in an aqueous drop coalescing with an interface in the presence of cross flow. The techniques developed will be used to study the evolution of liquid–liquid dispersed flows for a wide range of conditions and help understand the mechanism of phase separation in pipes.
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