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ABSTRACT

Continuous high perceived workload has a negative impact on the individual’s well-being. Prior works focused on detecting the workload with medical-grade wearable systems in the restricted settings, and the effect of applying deep learning techniques for perceived workload detection in the wild settings is not investigated. We present an unobtrusive, comfortable, pervasive and affordable Long Short-Term Memory Network based continuous workload monitoring system based on a smartwatch application that monitors the perceived workload of individuals in the wild. We make use of modern consumer-grade smartwatches. We have recorded physiological data from daily life with perceived workload questionnaires from subjects in their real-life environments over a month. The model was trained and evaluated with the daily-life physiological data coming from different days which makes it robust to daily changes in the heart rate variability, that we use with accelerometer features to assess low and high workload. Our system has the capability of removing motion-related artifacts and detecting perceived workload by using traditional and deep classifiers. We discussed the problems related to in the wild applications with the consumer-grade smartwatches. We showed that Long Short-Term Memory Network outperforms traditional classifiers on discrimination of low and high workload with smartwatches in the wild.

1. Introduction

Ongoing high levels of perceived workload can have a negative impact on the well-being and health [2]. Recent research has revealed concerning rates of anxiety and depression among university students [3]. Every individual can perceive a task with different levels of workload. For example, for a Computer Science student, writing a program to compute Fibonacci numbers may be easy, but it would be hard for a student from the philosophy department. Traditionally, perceived workload can be assessed with self-reports. However, collecting these reports can be a challenging task. In recent years, researchers experimented with wearable sensor technologies for identifying high workload. However, many of the investigated technologies were high-end sensor systems like full-lead electrocardiography (ECG) [4] and electroencephalography (EEG) [5], which do not provide high-comfort. Consumer-grade out-of-the-box smartwatches and smartbands can be used to monitor the perceived workload in daily life because they are unobtrusive, comfortable to wear and cost-efficient. Modern smartwatches are promising candidates for daily life perceived workload detection since they are equipped with built-in sensors including heart rate monitor, accelerometer and gyroscope. The photoplethysmography (PPG) based heart rate monitoring (HRM) units of popular smartwatches such as Samsung Gear Series and Apple Watch provide less data than high-end sensor systems (sampling frequency 1000+ Hz vs less than 100 Hz) and more vulnerable to the artifacts which make the decision process of the proposed system harder (see Figure 1 for IBI data comparison of ECG and PPG sensors). Generally,
Figure 1: The difference between the IBI data obtained from an ECG sensor and a PPG sensor. ECG data has a structure which consists of P, Q, R, S, T data points [1] whereas we can only obtain peaks from PPG data for capturing heartbeats.

the number of valid RR intervals from full-lead ECG signals is about 99%, whereas the same value for the smartwatches can drop to 50% [6] which makes the system developed in the laboratory to fail in the wild settings.

Perceived workload detection in the wild settings is harder than laboratory settings, due to the dependence on the self-reports, selection of unobtrusive devices and less information about the task that the user is engaging. More sophisticated approaches for daily life settings are required.

Recently, more and more engineering problems have been solved with Recurrent Neural Networks (RNN) since they are powerful tools with high performance. For automatic workload detection systems using physiological data, researchers needed a neural network that could take advantage of the sequential structure of the data. Long Short-Term Memory Network (LSTM) is a particular type of RNN. It was defined by Hochreiter and Schmidhuber in 1997 [7] to alleviate the long-term dependency problem of RNN [8]. Because of the vanishing/exploding gradient problem as a result of backpropagation through time in a standard RNN, a long sequential data could be hard to learn [8]. In LSTM, instead of an RNN cell, a gated LSTM cell is used to cope with this problem. This makes LSTM suitable for sequential data classification. Chauchan et al. [9] showed that LSTM can be implemented on a smartwatch and a smartphone, and works faster than the shallow SVM.

In this study, we improved the state of the art by combining two important features as shown in Table 1. First, our system tested and trained in the wild with self-reported questionnaires without any restriction of a certain task, and with the consumer-grade smartwatches which makes it scalable. Most of the previous works are tested on a certain type of task like the N-Back task less than a week. Detecting workload in the wild settings without restricting the task type is more challenging. Ground truth collection is solely based on questionnaires in the wild whereas the workload level is known at any moment in the restricted environments. When the unrestricted movements and resulting artifacts, low data quality of unobtrusive
devices, subjectivity of the perceived workload obtained from questionnaires are taken into account, the performance of perceived workload detection systems in the wild is lower than the systems tested in the laboratory environments.

Second, to the best of our knowledge, our work is the first attempt that applies LSTM for daily life perceived workload detection with consumer-grade smartwatches. We compared the prediction performance of LSTM with a shallow network and the traditional machine learning algorithms on the perceived workload data coming from daily life.

The rest of the paper is organized as follows: In Section 2, we present the related work for automatic workload detection systems in daily life. In Section 3, we present the proposed smartwatch based workload detection platform. In Section 5, we explained the data collection procedure. In Section 4, we provide the results of the proposed system. In Section 6, we evaluate the findings of the study and future work of the current research.

2. Related Works

In the early workload studies with wearables, data from the different physiological modalities were collected in laboratory environments and over 90% accuracy was achieved for detecting two levels of workload [5]. However, researchers noticed that affect levels experienced in the laboratory environments are different when compared to the real-life situation affect levels [10]. Cinaz et al. [11] developed an ECG chest belt based perceived workload detection system, they trained their model in the laboratory and applied in an office environment. They used Linear Discriminant Analysis (LDA), K-Nearest Neighbour (kNN) and SVM as the classifier. Their model recognized successfully five out of seven participant’s perceived workload during one day. Fan et al. [5] developed an EEG based perceived workload detection system and evaluated it in a Virtual Driving environment. They used kNN for the machine learning unit. Schaule et al. [12] developed a perceived workload detection scheme using a smartwatch (Microsoft Band 2) which is equipped with Galvanic Skin Response (GSR), HRV and Skin Temperature (ST) sensors with Naive Bayes, kNN and Random Forest classifiers. They evaluated their approach on the N-Back task with 10 participants for one day. N-Back task is a protocol used in cognitive science studies to measure the working memory [13]. They plan to add an "in-the-wild" application as future work. Munoz et al. [14] conducted an SDNN based (which is a feature of the HRV shown in the Table 2) statistical analysis by using LG Watch R, on 9 participants during three consecutive days. They applied the N-Back Task to alleviate the perceived workload.

These studies are conducted in semi-restricted environments [14], [11] and [12]. Although participants are in ambulatory settings and their movements are not restricted, they follow a pre-arranged schedule or program which makes labeling and assigning the ground truth easier. Also, they collected objective ground-truths along with the questionnaire, which makes their system more accurate but hard for further data collection due to the requirement of a dedicated laboratory settings. Workload detection in unrestricted real-life (daily life) is the most challenging problem since we rely only on personal self-reports as the ground truth. The classification accuracies are lower than those in the laboratory environments and there is a room for improvement in the performance of the daily life perceived workload detection research (see Table 1) [12]. Researchers strive hard to come up with ways to improve the performance of daily life workload detection studies. As seen from the literature, a system that is designed for daily life settings is required. For the sake of the scalability, the only option to train this system would be based on self-reported questionnaires.

3. Proposed System Description

In this study, we propose a smartwatch based perceived workload level detection system that works completely in the wild. This system monitors the user’s self-reported perceived workload levels in their daily activities without creating any interruption or restriction. The only requirement to use this system
Table 1: Comparison of our work with the previous works on workload detection.

| Article               | Device     | Features       | Method          | Environment | Classes | Accuracy | Participants | Duration |
|-----------------------|------------|----------------|-----------------|-------------|---------|----------|--------------|----------|
| Munoz et al. (2016)   | LG Watch R| SDNN           | ANOVA          | N-Back      | N/A     | N/A      | 9            | 3 days   |
| Fan et al. (2018) [5] | EEG        | Statistical,  | kNN             | Virtual     | 2       | 82 %     | 20           | 6 days   |
|                       |            | FD, HOC        |                 | Driving     |         |          |              |          |
| Cinaz et al. (2013)   | ECG ChestBelt | HRV        | LDA, kNN, SVM  | Office-Work | 3       | 71%      | 7            | 1 day    |
| Schaule et al. (2018)| Microsoft Band 2 | GSR, HRV, ST | Random Forest, Naive Bayes SVM | N-Back Task | 2       | 66%*     | 10           | 1 day    |
| Our Work (2019)       | Samsung Gear S2 | ACC, HRV | LSTM, MLP, SVM Naive Bayes kNN Random Forest | In the wild | 2       | 70%      | 17           | 1 month  |

*Average accuracy is not reported.

is wearing a smartwatch. Daily-life environments create more challenges than controlled laboratory setups [15]. Artifacts caused by unrestricted movements and loosely worn smartwatches are among these problems. Extremely loose settings lead to artifacts due to lack of skin contact and the PPG sensor is highly affected by the motion artifacts (see Figure 2) [16]. Therefore, we applied artifact detection and removal techniques. After the artifacts are removed, we interpolated the missing data points. Next, the features in Table II are extracted from the sensory signals and fed to the machine learning algorithm for prediction. In order to use this system, pre-trained machine learning models are required. LSTM classifiers were trained on the feature vectors with generated class labels. We further compared LSTM with a shallow neural network and traditional machine learning algorithms. The overall diagram of the proposed system is presented in Figure 3.

3.1. Smartwatch Framework

Samsung Gear S2 is equipped with the ambient light sensor, PPG sensor for heart rate monitoring, 3D inertial measurement unit with 3D accelerometer and gyroscope and pedometer. Samsung Gear Series run on the Tizen platform. We developed a data collection application for the Tizen Platform Wearable 2.3.2. The acceleration data collection application was developed in our previous works [17], [18] and [6]. The sampling rate of the 3D accelerometer is 20 Hz. In order to compute RR intervals, the smartwatch samples PPG with 100 Hz and calculates each successive beat. The retrieved RR intervals from the smartwatch application during low and high perceived workload can be seen in Figure 4. The decrease in HRV can be seen in the case of high workload, from the data gathered by the smartwatches. We used Samsung Gear S2’s haptic feedback functionality to inform participants that the session is finished and they should fill the questionnaire using their smartphones. Body and head movements can be used to detect the emotions and
Figure 2: Data gap and artifact problems caused by motions. When the physical activity (see Accelerometer data in the first subfigure) is increased above some threshold, data gaps have emerged. Furthermore, minor hand movements cause artifacts in data. In the last subfigure, we extracted percentage changes in the IBI data. We marked the artifacts which are more / less from the local average above 20 percent.

Figure 3: The system diagram of the perceived workload monitoring system.

arousal level [19]. Montepare et al. [20] demonstrated video recordings of actors expressing emotions with body movements to the 82 younger and older adults. The face of actors are blurred, thus understanding the facial expression from the video recording is not possible. All videos were silent. Participants correctly identified the emotions expressed by actors in video recordings. From the accelerometer, body movements can be automatically recognised. HRV can be affected by movements also, therefore usage of acceleration along with HRV is required.

3.2. Preprocessing of Physiological Signals

All of the preprocessing codes are implemented in MATLAB [21]. We developed the preprocessing and feature extraction modules in our previous work [6]. RR intervals are filtered for artifacts by calculating the difference of successive RR intervals. Acceleration and RR signals are divided into 2 minutes long sliding windows with 50% overlap [11], [22]. We calculated local averages that took 10 points. The RR intervals that are more than 20% different than the previous point are considered as artifacts [11]. RR interval artifact data points are removed. The remaining RR intervals are sampled with cubic spline interpolation for further analysis. After the interpolation, the windows containing more than 10% interpolated RR interval artifacts are excluded from the model. 20 windows are extracted for each session.
| Feature                  | Description                                                                 |
|-------------------------|-----------------------------------------------------------------------------|
| **Heart Rate Variability Features** |                                                                                |
| Mean RR                 | Mean value of the RR intervals                                              |
| SDNN                    | standard deviation of the inter-beat interval                               |
| RMSSD                   | Root mean square of the successive difference of the RR intervals           |
| pNN50                   | Percentage of the number of successive RR intervals varying more than 50ms from the previous interval |
| HRV triangular index    | Total number of RR intervals divided by the height of the histogram of all RR intervals measured on a scale with bins of 1/128 s |
| TINN                    | Triangular interpolation of RR interval histogram                           |
| LF                      | Power in low-frequency band (0.04-0.15 Hz)                                 |
| HF                      | Power in high-frequency band (0.15-0.4 Hz)                                 |
| LF/HF                   | Ratio of LF-to-HF                                                           |
| VLF                     | Power in very low-frequency band (0.00-0.04 Hz)                             |
| SDSD                    | Related standard deviation of successive RR interval differences            |
| **Acceleration Features** |                                                                                |
| Mean X                  | Mean acceleration over x axis                                               |
| Mean Y                  | Mean acceleration over y axis                                               |
| Mean Z                  | Mean acceleration over z axis                                               |
| Mean ACC MAG            | Mean acceleration over acceleration magnitude axis                          |
| STD X                   | Standard Deviation of acceleration over x axis                              |
| STD Y                   | Standard Deviation of acceleration over y axis                              |
| STD Z                   | Standard Deviation of acceleration over z axis                              |
| Energy                  | FFT energy over mean acceleration magnitude                                 |

3.3. Feature Extraction

For each window, 11 HRV [23] (please see HRV guidelines for further references [24]) and 8 acceleration features [25] shown in Table 2 are calculated. We extracted features from both time and frequency domains which are determined as the most discriminative ones [15] by using our MATLAB functions along with Vollmer toolbox [26].

We calculated the energy of the acceleration by applying FFT. The mean acceleration over each of the axes is calculated as a feature. A total of 19 features are extracted from the RR intervals coming from the heart rate monitoring unit and acceleration signals. The features and their descriptions are shown in Table 2.

3.4. Feature Selection and Dimensionality Reduction

Feature selection is very important for the sake of the machine learning classifiers’ performance. In this section, we present the feature selection and dimensionality reduction techniques that we used in our study.

3.4.1. Correlation Based Feature selection

We use Correlation Based Feature (CFB) selection. We eliminate highly correlated features. We applied the CFB implementation of the Weka toolkit [27]. CFB selected 5 features from 16 features. The selected features are RMSSD, SD/SD, mean acceleration over x axis, mean acceleration over z axis and FFT energy over the acceleration magnitude.
3.4.2. Principal Component Analysis

Principal Component Analysis (PCA) is a dimensionality reduction technique that transforms variables into uncorrelated principal components. It is widely used in data analysis, previous studies reported that when it is used with machine learning algorithms, their classification performance is enhanced. We selected the covered variance as 80% in order to avoid over-fitting. PCA is used along with the Support Vector Machine.

3.5. Classification

In order to discriminate high and low perceived workload level sessions, we use traditional machine learning classifiers in the Weka Toolkit [27] and LSTM in Keras [28] which is a high level machine learning library which is written in Python and runs on Tensorflow. The model is trained and evaluated on an NVIDIA DGX-1 cluster [29]. We created a general model which is trained with all of the participants by not feeding their personal information, i.e., model do not know who is who. Some works created a personal model [12] for each participant. Since deep learning requires more data than traditional classifiers, we feed the data coming from participants into a classifier, this approach is known as a general model in the literature. We applied 10-fold stratified cross-validation where all folds class distribution is equal. The fine tuned parameters for the classifiers are as follows:

- Random Forest with 100 Trees
- SVM with Radial Basis Function (RBF) kernel (SVM-RBF)
- kNN where N=3.
Figure 5: Multilayer Perceptron with one hidden layer and four hidden units.

Figure 6: The block diagram of an LSTM cell. $\sigma$ is a sigmoid activation function which maps numbers to a range between 0 and 1. Tanh is a hyperbolic tangent activation function which maps numbers to a range between -1 and 1. $C_t$ is the memory of block t, $H_t$ is the output of block t, input data is the x, past output (block t-1) is $H_{t-1}$, past memory is $C_{t-1}$ and bias vectors are represented as $b_0, b_1, b_2, b_3$ symbols.

- Naive Bayes
- Multilayer Perceptron (MLP) with 1 hidden layer and 5 hidden units.
- LSTM 200 neurons and 0.2 dropout

MLP is a feedforward artificial neural network [30]. It has a minimum of three layers which are the input layer, hidden layer(s) and the output layer. The hidden layer(s) uses the activation functions to capture nonlinear data relations. Therefore, MLPs can discriminate between classes that are nonlinearly separated [30]. We selected them as a representative of a shallow neural network to compare with the used sequential deep learning method. Unipolar Sigmoid Function was used as an activation function in hidden volumes of MLP. We used a shallow MLP with an only one hidden layer to compare a shallow neural network with the deep sequential one. The MLP used in our system is shown in Figure 5.

A basic structure of an LSTM cell is demonstrated in Figure 6. The decision of whether the information should be remembered or not is controlled by gates. The previous data is saved via LSTM cells. There are three types of gates LSTM uses to decide whether to add or remove the information in the cell state($C_t$).
Figure 7: The block diagram of the LSTM network that we used in our proposed system. Input is the feature vectors computed from sliding windows.

Forget gate decides to throw away information by using a sigmoid layer. The input gate is the second gate which selects the values to be updated. It uses a sigmoid layer when making a decision and tanh layer for creating an updated value vector (see Figure 6). The cell state is updated with the reevaluated output of the input gate. The decision of which parts of the cell state is selected as the final output is calculated on the updated cell state and by using a sigmoid layer as seen in Figure 6. The LSTM network that we used in our proposed system is shown in Figure 7.

For the LSTM networks, we evaluated different number of neurons such as 50, 100, 150, 200 and 250. We also evaluated the effect of the amount of recurrent dropout by applying 0.0, 0.2, 0.4 and 0.6. The fully connected layer is selected as 25. We also evaluated the LSTM and MLP with different numbers of epochs and we selected 500 as the maximum number of epochs. We will present the best results in terms of the number of epochs.

4. Experiment Design

This section evaluates the performance of the proposed daily life perceived workload detection method with traditional classifiers and the LSTM on daily life data obtained from participants.

4.1. Experiment Design

Prior to the data acquisition, the user receives an informed consent form. Once the user accepts the terms in the informed consent form, he/she can use the application. The data collected using accelerometer and PPG sensors and stored in the memory of the smartwatch. Answers of 7854 questions from the NASA Task Load Index (NASA-TLX) questionnaire and 374 hours of physiological signals are collected from 17 participants. The ages were between 23 and 32. The gender distribution is 13 men and 4 women. Since 5 of the participants did not fill the questionnaires regularly, we could not use their data for supervised learning algorithms. Our early users gave us complaints that they were forgetting to fill the questionnaire, to solve this issue, we added the haptic feedback feature in the next versions of our application and the collaboration of the users for filling the questionnaire after the physiological data collection increased. In Figure 8, a Samsung Gear S2 smartwatch running our application is shown. The data is collected over a month from each participant. The resulting amount of questions became 5544 and the duration of the total recording time became 264 hours. Participants were asked to wear a Samsung Gear S2 smartwatch during their everyday life without any restriction. The procedure of the data collection session in non-restricted everyday life is
described in Figure 9. Participants recorded their physiological signals in their daily life with the application that we developed for Samsung Gear S2. We wanted to make the dataset as rich as possible. Evaluating the physiological data of a participant only on the same day may create a bias. In order to discard this bias, participants are allowed to start our application once a day for an hour, i.e., one trial per day per participant is collected. The length of a trial is 60 minutes. At the end of the session, the participant has received a strong vibration signal from the smartwatch and received a NASA-TLX questionnaire containing 21 questions with 6 scales. The perceived workload score is determined with the NASA-TLX questionnaire (see Table 3). Each participant completed 25 sessions. Generally, participants completed the experiment in a month. The trials with the answers of questionnaires where the time-span between the daily life session and the completion of NASA-TLX are more than 30 minutes and sessions where the data quality is less than 50% quality are not used for supervised learning. Hence, we could use 3444 questions and 164 hours of sensory data for the rest of the system. The histogram of the remaining NASA-TLX scores (N=164) is shown in Figure 10.

4.1.1. Collection of Self-Reports

NASA-TLX [31] is used to measure the perceived workload of individuals, developed by Hart and Staveland. First, the subject has to rate 6 items on a scale from 0 to 100 that best indicate his experience in the task. The rating consists of the following items: mental demand, physical demand, temporal demand, own performance, effort, and frustration. Next, pairwise comparison of each scale is demonstrated to the subject who is asked to indicate which of the items represents the most important contributor to the stress. Based on these ratings, the total perceived workload was computed as a weighted average. This makes NASA-TLX suitable for measuring the perceived workload in different types of tasks. NASA-TLX can be implemented on a mobile phone [32], paper [31] or a computer [33], [34]. The six rating scales, questions and endpoints of the mobile implementation of the NASA-TLX are shown in Table 3. In this study, we used the official application of the NASA-TLX [32] for Smartphones. NASA-TLX can also be implemented on the smartwatch
framework, however the screen sizes of the current smartwatches make it difficult to fill the questionnaire for participants. We recorded self-report questionnaires at the end of each hour and label each session according to their score. The evaluation of self-reports are still an open question. Some of the models require laboratory calibration session for each individual [35], [36]. The calibration approach makes the enrollment procedure harder and badly affects the scalability of the solution. We used the approach proposed by Sano et al. [37]. This approach does not require such an enrollment procedure. The sessions are sorted according to NASA-TLX scores. We divided the dataset into two parts, first 50% as high workload (N=82) and last 50% as low workload (N=82) as shown in Figure 10. Thanks to this approach, we were able to analyze a balanced dataset in terms of class distribution.

### Table 3: NASA-TLX factors, rating scales and questions.

| Factors         | Rating Scale | Questions                                                                 |
|-----------------|--------------|---------------------------------------------------------------------------|
| Mental Demand   | Low - High   | How much mental and perceptual activity did you spend for this task?      |
| Physical Demand | Low - High   | How much physical activity did you spend for this task?                  |
| Temporal Demand | Low - High   | How much time pressure did you feel in order to complete this task?       |
| Performance     | Good - Poor  | How successful do you think you were in accomplishing the goals of the task|
| Effort          | Low - High   | How hard did you have to work to accomplish your level of performance?    |
| Frustration     | Low - High   | How insecure, discouraged, irritated, stressed, and annoyed were you during this task? |
4.1.2. Ethics

The procedure of the methodology used in this study is approved by the Institutional Review Board for Research with Human Subjects of Bogazici University with the approval number 2018/16. Prior to the data acquisition, each participant received a consent form which explains the experimental procedure and its benefits and implications to both the society and the subject. The procedure was also explained vocally to the subject. All of the data are stored anonymously.

5. Results

The effect of the selection of the LSTM parameters is shown in Table 4. We applied the recurrent dropout, which is available in the Keras implementation, to our LSTM network. The recurrent dropout is a special type of a dropout developed for LSTMs [38], to prevent overfitting for long-term connections. We evaluated the number of neurons from 50 to 250 and the amount of recurrent dropout from 0.0 to 0.6. The results show that the selection of parameters has a significant impact on the classification accuracy. We compared the results of the LSTM with the MLP and traditional machine learning algorithms in Table 5. The LSTM network outperformed the traditional machine learning classifiers.

Table 4: The effect of different number of neurons and dropout parameters of LSTM networks on classification performance.

| LSTM Blocks/Dropout | 0.00 | 0.20 | 0.40 | 0.60 |
|---------------------|------|------|------|------|
| 50 LSTM Blocks      | 67.50% | 67.50% | 65.62% | 64.37% |
| 100 LSTM Blocks     | 66.87% | 66.87% | 65.62% | 65.62% |
| 150 LSTM Blocks     | 65.62% | 67.50% | 65.62% | 63.12% |
| 200 LSTM Blocks     | 65.62% | **70.00%** | 65.00% | 64.37% |
| 250 LSTM Blocks     | 66.25% | 68.12% | 66.87% | 63.75% |

Table 5: Performance of different classification algorithms.

| Algorithm                              | Accuracy |
|----------------------------------------|----------|
| Random Forest                          | 57.92%   |
| PCA + Support Vector Machine (RBF)     | 65.24%   |
| K-Nearest neighbor (N=3)               | 57.92%   |
| Naive Bayes                            | 62.80%   |
| Multi Layer Perceptron                 | 60.98%   |
| Long Short-Term Memory Network         | **70.00%** |

Monitoring the perceived workload in the wild is not easy, the best performing model is the PCA+SVM (RBF) with 65.24% accuracy. The LSTM improved the performance significantly by achieving 70.00% accuracy, therefore the application of the RNN is very promising for the unobtrusive and seamless monitoring of the workload in the wild.

6. Conclusions

We proposed a perceived workload level monitoring system to be used in the wild settings. Workload is one of the sources that might lead to negative impact on an individual’s well-being and psychology and that is
why it should be monitored closely. The system trained with self-reports which makes it easily applicable as a smartwatch and smartphone application for the users who want to feed the dataset. We applied the state-of-the-art preprocessing, feature extraction, feature selection, machine learning, and deep learning techniques. Our system runs on a commercial smartwatch that has rich functionalities. The choice of the device is important because most of the studies use wearables like full-lead ECG or EEG, which are not suitable for the daily life usage due to low comfort, obtrusiveness, and high price. Smartwatches are already part of our daily lives and users do not see them as a burden or obtrusive. This eases the way to adapt our system to daily lives. However, with these devices, preprocessing and classification techniques of the proposed system gain importance due to the artifacts occur due to motion, a system lacking proper building blocks can easily fail in daily life settings.

Systems that work on unobtrusive consumer-grade smartwatches in the wild would face several additional issues. We tried to find solutions to these problems. The devices might not be properly placed on the subjects, we used the quality measurement of RR intervals and gave visual feedback to the users. Collecting questionnaire data can be hard in daily life settings, a user may forget to fill it due to their busy schedule. We applied haptic feedback thanks to the vibration feature of the smartwatches. This property helped our participants to not forget the filling of the questionnaires. Due to the subjectivity of the questionnaire a model might not fit easily like in the laboratory settings. We tried to solve this issue by conducting a longer period of data collection like a month. The supervised methods are evaluated on 164 hours of daily life data and 3444 answers of self-report questions. As seen from the results, LSTM increased the performance of our system approximately 5% when compared to the best performing classifier. We demonstrated the importance of the parameter tuning and the application of recurrent dropout for LSTM. Choosing the right parameters in LSTM improves the accuracy of our daily perceived workload detection system. The results showed that LSTM by its nature fits better with the workload detection problem by using sequential physiological data. We achieved lower accuracy (70% vs 90%) compared to the works carried out in the laboratory. Hence, there is still significant room for improvement for the systems working in the wild settings. The effect of the smartwatch placement, and tightness of the watch strap should also be evaluated to inform the users for the best usage settings. Even with the haptic feedback of the smartwatch, missing entries can be present. For example, a subject can be in a important meeting where he/she can not reply the questions of the questionnaire. Missing entries of questionnaires with the physiological data can be corrected and used with unsupervised approaches. We believe that the contribution of this study would be useful especially for students and workers. In particular, it can be potentially beneficial for people who usually experience high workload for a long period of time. By monitoring the workload levels with our unobtrusive daily life applicable system, the productivity of employees could be improved. For instance, if a company detects that a factory worker, pilot, truck driver or soldier experiences enduring high workload levels, they could be given a rest and come back to work as fresh. In this way, possible accidents, negligence could be avoided and the productivity of workers could be improved.
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