Porosity Prediction of Ceramic Matrix Composites Based on Random Forest
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Abstract. Porosity is an important characteristic attribute of carbon fiber reinforced ceramic matrix composites (CMCs), which is closely related to material properties and directly affects the application range and prospect of composite materials. For the purpose of design optimization in Material Genetic Engineered (MGE), the porosity prediction method based on machine learning technology was proposed to provide material attribute data for propulsion material performance prediction. This study collect CMCs experimental data from papers and Materials Genome Engineering Databases. According to the composition of the materials and the characteristics of the preparation process, 9 influencing factors and 1674 experimental data were selected to establish random forest regression (RFR) and compared with support vector regression (SVR). Using R² scores and root mean squared error as model evaluation indicators, R² scores respectively are 0.751 and 0.927 in SVR and RFR, root mean squared error respectively are 0.0062 and 0.0019. The results of the study show that the RFR model predictions are well matched with the experimental values.

1. Introduction

Ceramic matrix composites (CMCs) has the characteristics of light weight, high strength, corrosion resistance and high temperature resistance, at the same time it has a performance of non-brittle fracture failure under stress, so widely used in the aerospace field [1]. Traditional materials science research mainly relies on the “trial and error” experimental method and iteratively follows the “propose hypothesis-experimental verification” method to continuously approach the target material. Material Genetic Engineering (MGE) explores the mapping between material structure and performance through data mining technology on experimental data, guiding material development and shortening the purpose of research and development cycle [2-4]. Porosity has a direct effect on the properties of material bending, compression, fatigue, interlaminar shear, fracture toughness, thermal expansion coefficient, etc. To predict material properties, porosity is an attribute that must be considered.

Due to its special manufacturing process, composite materials have different types of defects. The pores are the most common and most difficult to be detected [5]. Porosity, as a criterion for evaluating the pore content, refers to the percentage of the pore volume of the material to the total volume of the material in its natural state. The high porosity of the material corresponds to the low density of the material, and at the same time the strength of the material decreases [6]. At present, the most commonly used method for porosity measurement is ultrasonic method, and the ultrasonic method is divided into ultrasonic attenuation method and nonlinear ultrasonic detection method [7,8]. Ultrasonic
testing only characterizes the porosity when measuring, but does not give accurate values of porosity [9]. The absolute error of porosity predicted by random forest regression (RFR) model based on the existing material data [10] is less than the measurement error. Besides, all porosity detection techniques are based on existing materials, while prediction models based on data analysis can accurately estimate porosity during the material design phase.

2. Data and model

2.1. Data Sources

In order to ensure the safety and reliability of CMCs data, there are mainly two aspects to obtain experimental data. First, collect data from the papers and select relatively complete papers for data extraction. Second, collect data from Materials Genome Engineering Databases. Under the impetus of material genetic engineering (MGE), the material genetic engineering database has been initially established [11]. The data set (https://www.mgedata.cn/) is uploaded and reviewed by CMCs relevant experts, and the security and accuracy of the data can be guaranteed.

2.2. Feature extraction

Porosity is primarily determined by the complex process of the composite [12]. According to the knowledge of material preparation process, 9 kinds of influencing factors such as fiber tow size, weaving method, prefabricated type, fiber grade, fiber volume content, interface composition, interface process, matrix composition and matrix process were selected as independent variables [13].

2.3. Data preprocessing

There are two types of data for the selected features, which are numeric and textual. In this study, the data size of the tow, the volume of the fiber, and the porosity of the target variable were all normalized to [0,1] using the data preprocessing method of MinMaxScaler [14]. For the text attributes such as weaving method, matrix component, interface component, etc., need to be converted into digital types that can participate in modeling. This work uses One-Hot Encoding [15] to extend the discrete feature values to a certain point in the European space. The calculation of the distance between features is more reasonable.

2.4. Random forest regression model

The random forest is an extension based on the decision tree and can solve the problem of weak generalization of the decision tree [16]. The final prediction results are obtained by summarizing several independent sub-decision tree models internally. The most important parameters that need to be optimized in random forest regression are the number of decision trees and the maximum depth of the decision tree, and the number of random features. These three parameters are analyzed in turn to select the most suitable combination of parameters for modeling.

As shown in Figure 1, the methods and steps for predicting the porosity of random forest regression ceramic matrix composites are summarized as follows:

1) Using the Bootstrap method to sample the data set and randomly generate n training sets.
2) Each training set is constructed with a separate regression tree. Randomly extract F features from the input M different features as a subset of the current node split, and use the CART method to select the best split mode from this subset to split.
3) Each regression tree will output a predicted value of $Y_i$, $i=1,2,...,n$. The predicted value of the regression forest $\hat{y}$ is obtained by taking the average of n predicted values.
3. Experiment and optimization

For a total of 1674 data, 335 were randomly selected as test sets that did not participate in modeling for final evaluation of model accuracy. Ten-fold cross-validation is used in the model training process to avoid over-fitting.

Support Vector Regression (SVR) is one of the classic supervised type regression methods with good performance on smaller data sets [17]. For the penalty parameter C and the parameter gamma of the support vector regression model, use the grid search method to test. When the C is 3.5 and the gamma is 0.1, we got the best $R^2$ score which is 0.751 and root mean squared error on the test dataset which is 0.0062. The prediction accuracy of using SVR is not very good, probably because the data which comes from the paper has part of missing values in it. In addition, 70% of the features are text-type values, and the feature matrix is sparse after encoding, which is difficult to learn.

The main parameters that need to be set in the RFR model are the number of decision trees, the maximum number of features F used by a single decision tree, and the largest leaf node of the regression tree. The three variables are controlled separately in turn, and the performance of the RFR model is shown in the Fig2 below.
Figure 2. The relationship between the parameter and $R^2$ score, a) the number of decision trees b) the maximum number of features, c) the max leaf node, d) accuracy of the RFR.

Figure a shows the $R^2$ score change for each corresponding test set from 1 to 100 for the sub-regress tree contained in the RFR model. As the number of regression trees increases, the $R^2$ score gradually increases. When the number of regression trees increases to a certain extent, the $R^2$ score no longer rises and gradually stabilizes, but will slightly float above 0.858. Figure b shows the change in the $R^2$ score of the model on the test set when the maximum number of set features $F$ is from 5 to 100. Adding max features can improve model performance because there are more options to consider on each node, but it also means less tree diversity and slower the algorithm execution. The results show that when max features increased to about 20, the accuracy begins to decline. Although the initial selection of feature values is 9, the data set has 153 dimensions after encoding the textual features. Therefore, each sub-regression tree can use the square root of the total feature number to predict better. Figure c shows that the maximum number of leaf nodes in the initial stage is monotonous with $R^2$ score, and then no longer rises to be stable, so the maximum number of leaf nodes is set to be above 100. The RFR model parameters combination and evaluation are recorded in Table 1.

| Parameters | $n$ estimators | Max leaf nodes | Max features | $R^2$ | RMSE |
|------------|----------------|----------------|--------------|-------|------|
|            | 10             | 50             | sqrt         | 0.853 | 0.0035 |
|            | 20             | 50             | sqrt         | 0.857 | 0.0035 |
|            | 20             | 100            | sqrt         | 0.898 | 0.0026 |
|            | 50             | 100            | sqrt         | 0.927 | 0.0019 |

Some data with a range of porosity error were selected from the data set and predicted using SVR and RFR models respectively. The results are shown in Table 2.

| Measured value | SVR Predictive value | RFR Predictive value |
|----------------|----------------------|----------------------|
| Minimum       | Maximum              | Average              | Absolute error | 11.89 | 10.07 |
| 8             | 12                   | 10                   | 4              | 12.96 | 11.25 |
| 10.76         | 12.04                | 11.4                 | 1.28           | 10.78 | 10.82 |
| 10.1          | 11.3                 | 10.7                 | 3              | 7.65  | 6.98  |
| 5             | 8                    | 6.5                  | 3              | 16.23 | 15.26 |
| 14            | 17                   | 15.5                 | 0.4            | 11.3  | 10.67 |

It can be seen that the porosity predicted by the RFR model is within the measurement error range and is close to the average of the measured values. Table 3 is the absolute error distribution of the predicted values obtained on the test set using the RFR model.
Table 3 shows that the predicted value of less than the measured maximum absolute error of 4 is 98%, and the absolute error of 85% is less than 2.

4. Conclusion
This study used experimental data to establish a random forest regression model. The optimal RFR prediction model was obtained by adjusting the number of trees in the random forest, the depth of the tree, and the maximum number of features, and compared with the SVR model. The results show that the RFR can be well matched with the porosity in the experimental data, which provides reference value for material design.

Through this research, it is found that the experimental data extracted from the papers is not detailed enough and comprehensive, and some factors affecting the performance of the materials have not been explored.
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