Effect of Stochastic Perturbations for Front Propagation in Kolmogorov Petrovskii Piscunov Equations

John M. Noble *

Mathematical Statistics
Institute of Applied Mathematics and Mechanics,
Faculty of Mathematics, Informatics and Mechanics,
University of Warsaw

Abstract

This article considers equations of Kolmogorov Petrovskii Piscunov type in one space dimension, with stochastic perturbation:

\[
\begin{align*}
\partial_t u &= (\frac{\kappa^2}{2} u_{xx} + u(1 - u)) \, dt + \epsilon u \partial_t \zeta \\
u_0(x) &= 1_{(-\infty, -\frac{\log N}{\log 2})}(x) + \frac{1}{2} e^{-N^2} 1_{[-\frac{1}{N \log 2}, +\infty)}(x)
\end{align*}
\]

where the stochastic differential is taken in the sense of Itô and \( \zeta \) is a Gaussian random field satisfying \( \mathbb{E}[\zeta] = 0 \) and \( \mathbb{E}[\zeta(s, x)\zeta(t, y)] = (s \land t) \Gamma(x - y) \). Two situations are considered: firstly, \( \zeta \) is simply a standard Wiener process (i.e. \( \Gamma(\equiv 1) \)); secondly, \( \Gamma \in C^\infty(\mathbb{R}) \) with \( \int_{-\infty}^{\infty} |\Gamma(z)| \, dz < +\infty \).

The results are as follows: in the first situation (standard Wiener process: i.e. \( \Gamma(x) \equiv 1 \)), there is a non-degenerate travelling wave front if and only if \( \epsilon^2 < 1 \), with asymptotic wave speed \( \max\left(\sqrt{2\kappa(1 - \frac{\epsilon^2}{2})}, \frac{N}{2}(1 - \frac{\epsilon^2}{2}) + \frac{\epsilon^2 N^2}{2}\right) \); the noise slows the wave speed. If the stochastic integral is taken instead in the sense of Stratonovich, then the asymptotic wave speed is the classical McKean wave speed and does not depend on \( \epsilon \).

In the second situation (noise with integrable spatial covariance, stochastic integral taken in the sense of Itô), a travelling front can be defined for all \( \epsilon > 0 \). Its average asymptotic speed does not depend on \( \epsilon \) and is the classical wave speed of the unperturbed KPP equation.
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1 Introduction

This article considers the Kolmogorov Petrovskii Piskunov equation with stochastic perturbation:

\[
\begin{cases}
\partial_t u &= \left( \frac{\kappa^2}{2} u_{xx} + u(1-u) \right) dt + \epsilon u \partial_t \zeta \\
u_0(x) &= 1_{(-\infty, -\frac{1}{\epsilon} \log 2]}(x) + \frac{1}{2} e^{-N x} 1_{[-\frac{1}{\epsilon} \log 2, +\infty)}(x)
\end{cases}
\]

where \( \zeta \) is a Gaussian random field, adapted to a filtered probability space \((\Omega, \mathcal{G}_t, \mathcal{G}, \mathbb{Q})\), satisfying:

\[
\mathbb{E}_\mathbb{Q}[\zeta] = 0, \quad \mathbb{E}_\mathbb{Q}[\zeta(s, x)\zeta(t, y)] = (s \wedge t) \Gamma(x-y)
\]

where \( \Gamma \in C^\infty(\mathbb{R}^d) \). Two situations are considered; firstly, \( \Gamma \equiv 1 \) and secondly \( \int_{\mathbb{R}^d} |\Gamma(z)| dz < +\infty \).

Background When \( \epsilon = 0 \), the equation under discussion is the travelling wave of the Kolmogorov Petrovskii Piskunov equation

\[ u_t = \frac{\kappa}{2} u_{xx} + u(1-u) \]

introduced in 1937 by both Fisher [3] and Kolmogorov, Petrovskii and Piskunov [4]. It has received substantial attention since then; a probabilistic interpretation of the solution in terms of branching Brownian motion was given by McKean [6](1975) and [7](1976). Refinements and more precise description of the asymptotics were given by Bramson [1](1978) and developed further by Bramson [2](1983). For the KPP equation (when \( \epsilon = 0 \) in Equation (1)), there is a one parameter family \( F_\gamma : \gamma \geq \sqrt{2\kappa} \) of travelling front solutions \( F_\gamma(x - \gamma t) \) where \( F(x) \simeq e^{-\nu x} \) for large \( x \) and \( \gamma = \frac{\nu}{2} + \frac{1}{\nu}, \nu \leq \sqrt{\frac{2}{\kappa}} \). For initial condition \( u_0 \) such that \( u_0(x) \leq 1 \) for \( x \leq 0 \) and \( u_0(x) \leq \exp \left\{ -\sqrt{\frac{2}{\kappa}} x \right\} \) there is convergence to the travelling front with minimal speed \( \gamma_0 = \sqrt{2\kappa} \), in the sense that

\[
\sup_{x \in \mathbb{R}} \left( \lim_{t \to +\infty} |u(t, x) - F_{\gamma_0}(x - g(t))| \right) = 0
\]

where \( g(t) \) is the marker, defined by: \( u(t, g(t)) = \frac{1}{2} \), and \( F_{\gamma_0}(0) = \frac{1}{2} \). The marker satisfies:

\[
\lim_{t \to +\infty} \frac{g(t)}{t} = \gamma_0.
\]

Results The results of this article are stated in the abstract; with \( \Gamma(x) \equiv 1 \) (so that \( \zeta \) is simply a standard Wiener process, the same Wiener process for each \( x \in \mathbb{R} \)), there is slow-down of the travelling front; the asymptotic speed is \( \max \left( \sqrt{2\kappa \left( 1 - \frac{\epsilon^2}{2} \right)}, \frac{1}{N}(1 - \frac{\epsilon^2}{2}) + \frac{\kappa N}{2} \right) \) and the front breaks down (because the solution tends to zero) if \( \epsilon > \sqrt{2} \). If the stochastic term is taken in the sense of Stratonovich, however, there is no slow-down and the average wave speed is the same for all \( \epsilon > 0 \). This could naïvely suggest that the slow-down is simply a consequence of taking a wrong approach to the way that the noise is introduced and that a Stratonovich integral is correct.

This naïve suggestion is, however, flatly contradicted by the results for \( \Gamma \) satisfying \( \int |\Gamma(x)| dx < +\infty \), with the stochastic integral taken in the sense of Itô. In this setting, the average speed of the travelling front does not change with \( \epsilon \).
The results for the speed of the travelling front, when $\Gamma \equiv 1$, are already known from the work of Øksendal, Våge and Zhao (2001) [10], although the treatment presented here is different and uses a different definition of the wave marker, which leads to slightly sharper results. The outstanding question of interest dealt with in this article, therefore, is how a decay in the spatial covariance function for the noise affects the results. The answer is that the spatial variation in the noise introduces a drift which precisely compensates the Øksendal-Våge-Zhao decay (although I don’t have any intuitive explanation for why they should exactly cancel), so that the asymptotic speed of the travelling front is the same as that for the unperturbed equation, when the stochastic integral is taken in the sense of Itô.

**Motivation** My personal motivation for studying this came from the results of Mueller, Mytnik, Quastel [8] where the equation

\[
\begin{align*}
  u_t &= \frac{1}{2}u_{xx} + u(1-u) + \epsilon u^{1/2}\xi \\
  u(0, x) &= 1_{(-\infty, 0]}
\end{align*}
\]

was considered, where $\xi$ is space time white noise and the stochastic integral is taken in the sense of Walsh [9]. The ‘noise’ term in Mueller et. al. is entirely different from that under consideration here. The techniques of proof are entirely different, since with space/time white noise, spatial derivatives do not exist (I make strong use of them in this article) and the Wiener sheet does not have sufficient regularity to allow for an Itô formula (I make heavy use of Itô’s formula here). The work of Mueller, Mytnik and Quastel requires entirely different and much more sophisticated mathematical techniques for proving the results and the results are entirely different.

For the noise in Mueller et. al., the slow-down is greater than that of Øksendal-Våge-Zhao; the slow-down follows the Derrida-Brunet conjecture. That is, if $\gamma_0$ denotes the speed of the unperturbed wave front and $\gamma_\epsilon$ the speed of the wave front with perturbation parameter $\epsilon$, then

$$\gamma_0 - \gamma_\epsilon \sim \frac{\pi^2}{4 \left( \log \frac{1}{\epsilon} \right)^2}$$

as $\epsilon \to 0$.

The ‘noise’ term differs in two respects: firstly, it has $u^{1/2}$ instead of $u$. This is already a major difference; parabolic SPDEs with $u^{1/2}\xi$ noise are known to have markedly different properties than SPDEs with $u\xi$ noise. Also, the noise is a space/time white noise instead of having smooth space correlation. The behaviour of SPDEs of this type, whose initial conditions have compact support is markedly different; it is well known that the solutions themselves have compact support for all time. Indeed, the same carries over when there is a right limit for the support of a bounded initial condition and the definition of the marker in [8] is the right end point of the support.

This article shows that the slow-down is heavily dependent on the structure of the noise; this article, taken together with [8], illustrates that the features of the noise responsible for the slow-down are not well understood at all; this is an important outstanding problem. This article makes no attempt to analyse why the noise in these three situations (the two presented here and the situation in [8]) give such markedly different results. This question is left for further study.
2 Standard Wiener Process Noise

In this section, Equation (1) is considered where the noise is simply a standard Wiener process; $\Gamma \equiv 1$. This equation has been considered by Øksendal et. al. [10]. In that paper, a marker of the form $g(t) = \gamma t$ is considered. The correct value of $\gamma$ is obtained, although the description of the wave front is not sharp. The approach here defines the marker differently and presents an approach which gives a sharper description of the travelling wave and is hopefully more transparent. Let $W$ denote a standard Wiener process. Let $u$ and $v$ solve:

$$
\begin{align*}
\partial_t u &= \left( \frac{\kappa}{2} u_{xx} + u(1-u) \right) dt + \epsilon u dW \\
u(0, x) &= 1_{(-\infty, -\frac{1}{\sqrt{2}} \log 2)}(x) + e^{-Nx} 1_{[-\frac{1}{\sqrt{2}} \log 2, +\infty)}(x) =: u_N \\
dv &= v(1-v) dt + \epsilon v dW \\
v(0) &= 1 
\end{align*}
$$

(3)

Throughout, the notation $\partial_t$ will denote a differential with respect to the variable denoted $t$ when there are several variables; $d$ denotes the differential when there is no spatial dependence. The stochastic integral is taken in the sense of Itô.

Lemma 2.1. Consider $v$ from (3). Provided $0 < \epsilon < \sqrt{2}$, $V := \lim_{t \to +\infty} E[v(t)] = 1 - \frac{\epsilon^2}{2}$ and $v$ has a non-trivial stationary distribution where the Laplace functional of the limiting distribution is given by:

$$
E\left[e^{\lambda v}\right] = \left(1 - \frac{\epsilon^2}{2} \lambda \right)^{1-(2/\epsilon^2)}.
$$

If $\epsilon \geq \sqrt{2}$, then $\lim_{t \to +\infty} v(t) = 0$ almost surely.

Sketch of Proof  Only a sketch is given, since it is routine and the result is well known. For the Itô formulation, standard Itô calculus gives:

$$
\frac{\partial}{\partial t} \mathbb{E}\left[e^{\lambda v(t)}\right] = \lambda \mathbb{E}\left[e^{\lambda v(t)} v(t)\right] - \lambda \mathbb{E}\left[e^{\lambda v} v^2\right] + \frac{\epsilon^2}{2} \lambda^2 \mathbb{E}\left[e^{\lambda v} v^2\right].
$$

Let $M(t, \lambda) = \mathbb{E}\left[e^{\lambda v(t)}\right]$, then $M$ satisfies:

$$
\frac{\partial}{\partial t} M(t, \lambda) = \lambda \frac{\partial}{\partial \lambda} M(t, \lambda) - \lambda \frac{\partial^2}{\partial \lambda^2} M(t, \lambda) + \frac{\epsilon^2}{2} \lambda^2 \frac{\partial^2}{\partial \lambda^2} M(t, \lambda).
$$

Let $M(\lambda) = \lim_{t \to +\infty} M(t, \lambda)$, then $M(\lambda)$ satisfies:

$$
0 = \frac{\partial}{\partial \lambda} M(\lambda) - \frac{\partial^2}{\partial \lambda^2} M(\lambda) + \frac{\epsilon^2}{2} \lambda \frac{\partial^2}{\partial \lambda^2} M(\lambda).
$$

Let $f(\lambda) = M'(\lambda)$, then $f$ satisfies:

$$
\frac{\partial}{\partial \lambda} \log f(\lambda) = \frac{2}{2 - \epsilon^2 \lambda}
$$

giving
\[ f(\lambda) = f(0) \left( \frac{2}{2 - \epsilon^2 \lambda} \right)^{2/\epsilon^2} \quad \lambda < \frac{2}{\epsilon^2}. \]

Using \( M(0) = 1 \) and \( V := \lim_{t \to +\infty} \mathbb{E}[v(t)] = f(0) \), it follows that:

\[ M(\lambda) = 1 + \frac{V}{1 - \epsilon^2} \left( \frac{1}{(1 - \frac{\epsilon^2 \lambda}{2})^{(2/\epsilon^2)} - 1} \right). \]

Either \( v(t) \to 0 \) in law (in which case \( \lim_{\lambda \to -\infty} \mathbb{E} [e^{\lambda v}] = 1 \)), or else \( \lim_{\lambda \to -\infty} \mathbb{E} [e^{\lambda v}] = 0 \), from which it follows that for \( \epsilon < \sqrt{2} \), \( V = 1 - \frac{\epsilon^2}{2} \) and the result follows. \( \square \)

In this section, with the noise taken as a standard Wiener process, heavy use will be made of the normalised solution, defined as \( \tilde{u} := \frac{u}{v} \).

**Lemma 2.2.** Let \((u, v)\) satisfy Equation (3). Let \( \tilde{u} := \frac{u}{v} \), then \( \tilde{u} \) satisfies:

\[
\begin{cases}
\tilde{u}_t = \frac{\kappa}{2} \tilde{u}_{xx} + v(t) \tilde{u}(1 - \tilde{u}) \\
\tilde{u}(0, x) = 1_{(-\infty, -\frac{1}{N} \log 2)}(x) + \frac{1}{2} e^{-N x} 1_{[-\frac{1}{N} \log 2, +\infty)}(x)
\end{cases}
\]

**Proof** Straightforward application of Itô’s formula. \( \square \)

**Lemma 2.3.** The function \( \tilde{u}(t, \cdot) \), defined by Equation (4) is a strictly decreasing function for each \( t \geq 0 \).

**Proof** Set \( \tilde{\theta} = -(\log \tilde{u})_x \). Then \( \tilde{\theta} \) satisfies:

\[
\begin{cases}
\tilde{\theta}_t = \frac{\kappa}{2} \tilde{\theta}_{xx} + \kappa \tilde{\theta}_x - v \tilde{u} \tilde{\theta} \\
\tilde{\theta}(0, x) = N 1_{[-\frac{1}{N} \log 2, +\infty)}(x).
\end{cases}
\]

Since the initial condition is non-negative and equal to \( N \) for \( x < -\frac{1}{N} \log 2 \), it is straightforward that solutions are strictly positive for all \( t > 0 \). \( \square \)

For the problem (3), the marker is defined as follows:

**Definition 2.4 (a-Marker).** Let \( \tilde{u} \) satisfy Equation (4). For \( a \in (0, 1) \), the \( a \)-marker is defined as the random, adapted function \( g^{(a)} \) that satisfies:

\[ \tilde{u}(t, g^{(a)}(t)) = a \quad \forall t > 0. \]

**Lemma 2.5.** For each \( a \in (0, 1) \) the \( a \)-marker is well defined.
Proof of Lemma 2.5  This follows directly from Lemma 2.3.

Note From Equation (4), it follows that

\[ 0 = \frac{\kappa}{2} \tilde{u}_{xx}(t, g^{(a)}(t)) + \tilde{g}^{(a)} \tilde{u}_{x}(t, g^{(a)}(t)) + v(t)a(1-a) \]  

so that \( \tilde{g}^{(a)} \) satisfies:

\[ \tilde{g}^{(a)}(t) = \frac{\kappa}{2} \tilde{u}_{xx}(t, g^{(a)}(t)) + v(t)a(1-a) - u_{x}(t, g^{(a)}(t)) \]  

Lemma 2.6. Let \( \tilde{u} \) satisfy Equation (4) and \( g^{(a)} \) follow Definition 2.4. Let \( \tilde{\theta} = -(\log \tilde{u})_x \) so that \( \tilde{\theta} \) satisfies Equation (5). Then:

1. \( \lim_{t \to +\infty} \frac{g^{(a)}(t)}{t} =: g^{(a)} \) exists, in the sense that there is a number \( g^{(a)} \in \mathbb{R}_+ \cup \{+\infty\} \) such that \( \lim_{t \to +\infty} \frac{g^{(a)}(t)}{t} = g^{(a)} \) almost surely.

2. There is a value \( \theta^{(a)}_N \in \mathbb{R} \) such that

\[ \lim_{x \to +\infty} \left( \liminf_{t \to +\infty} \tilde{\theta}(t, g^{(a)}(t) + x) \right) = \lim_{x \to +\infty} \left( \limsup_{t \to +\infty} \tilde{\theta}(t, g^{(a)}(t) + x) \right) = \theta^{(a)}_N \]  

almost surely.

Proof The proof of these two points requires ergodic theorems that are found in Chapter 20 of Kallenberg [5]. Let \( (v(T), \tilde{u}^{(T,a)}) \) be the solution to:

\[
\begin{aligned}
\tilde{u}^{(T,a)}_{t,x} &= \frac{\kappa}{2} \tilde{u}^{(T,a)}_{xx} + \tilde{u}^{(T,a)}_{x} \tilde{g}^{(T,a)} + v^{(T)}(t)\tilde{u}^{(T,a)}(1 - \tilde{u}^{(T,a)}) \\
\dot{\tilde{g}}^{(T,a)}(t) &= -\frac{a(1-a)v(t)}{\tilde{u}^{(T,a)}_{x}(t,0)} - \frac{\kappa}{2} \tilde{u}^{(T,a)}_{xx}(t,0) \\
dv^{(T)} &= v^{(T)}(1 - v^{(T)})dt + \epsilon v^{(T)}dW \\
\tilde{u}^{(T,a)}(-T, x) &= 1_{(-\infty, -\frac{1}{N} \log \frac{1}{a})}(x) + ae^{-Nz}1_{[-\frac{1}{N} \log \frac{1}{a}, +\infty)}(x) \\
v^{(T)}(-T) &= 1
\end{aligned}
\]  

where \( W \) is a Wiener process started at time \(-T\).

Note From the definition, it follows that

\[ \tilde{u}^{(T,a)}(t, x) = \tilde{u}^{(T,1/2)}(t, x + u^{(T,1/2)}(t, a)) \quad \forall a \in (0, 1) \]

where

\[ \tilde{u}^{(T,a)}(t, x) = \{ y : \tilde{u}^{(T,a)}(t, y) = x \}. \]

Let \( v^{(T)} \) denote the probability distribution of \( (v^{(T)}(0), u^{(T)}(0, \cdot)) \) and let \( \nu_N \) denote any probability distribution which is a limit point of \( (v^{(T)})_{T>0} \). Existence of such a limit may be established using Prohorov’s theorem and the Prohorov metric. Let
\[ \mathcal{L} = \left\{ u : u \text{ non-increasing, } u(x) \xrightarrow{x \to +\infty} 0, \quad u(x) \xrightarrow{x \to -\infty} 1 \right\}. \]

Now let \( S = \mathbb{R}_+ \cup \{+\infty\} \times \mathcal{L} \) and let \( d \) denote the metric:

\[
d((v_1,u_1),(v_2,u_2)) = \sqrt{\left(\frac{1}{1+v_1} - \frac{1}{1+v_2}\right)^2 + \frac{1}{2} \int_{-\infty}^{\infty} e^{-|x|}(u_1(x) - u_2(x))^2 \, dx}
\]

It is straightforward that \((S,d)\) is compact; any Cauchy sequence of functions \( u \in \mathcal{L} \) clearly has a limit and, for the first argument, \( d \) was chosen to make \( \mathbb{R}_+ \cup \{+\infty\} \) compact. Now let \((\mathcal{P}(S,d),\rho)\) denote the space of probability measures over \((S,d)\) endowed with Prohorov metric \( \rho \), which is defined as follows. Let \( \mathcal{S} \) denote the Borel sets of \( S \) and let

\[
\rho(\lambda_1,\lambda_2) = \inf\{\alpha > 0 : \lambda_1(A) \leq \lambda_2(A_\alpha) + \alpha, \quad \lambda_2(A) < \lambda_1(A_\alpha) + \alpha \quad \forall A \in \mathcal{S}\}
\]

where

\[
A_\alpha = \{(v,u(\cdot)) \in \mathbb{R}_+ \times \mathcal{L} : \inf_{(a,b(\cdot)) \in A} d((v,u(\cdot)),(a,b(\cdot))) \leq \alpha\}.
\]

It is a standard result that if a space \((S,d)\) is compact, then the space of probability measures over \((S,d)\) endowed with Prohorov metric \((\mathcal{P}(S,d),\rho)\) is compact. It follows that the sequence \((\nu(t))_{t \geq 0}\) has a converging subsequence with limit \( \nu_N \), which is a probability measure over \((S,d)\).

Having established existence of a limit \( \nu_N \), it follows directly from the fact that \((v,\tilde{u}(\cdot))\) is a Feller process that this limit is unique and that \( \rho(P_t((1,u_N(\cdot)),\cdot),\nu_N(\cdot)) \xrightarrow{t \to +\infty} 0 \) where \( P_t(x,\cdot) \) denotes the transition semigroup of the Feller process \((v(t),\tilde{u}(t,\cdot)))_{t \geq 0}\). Let

\[
S_N = \bigcup_{t \geq 0} \text{suppt}(P_t((1,u_N(\cdot)),\cdot))
\]

namely, the closure (under metric \( d \)) of the union of the supports of the probability measures \( P_t((1,u_N(\cdot)),\cdot) \). Let \( \mathcal{S}_N \) denote the Borel \( \sigma \)-algebra of \( S_N \).

Following Kallenberg [5], page 405 Theorem 20.17, a regular Feller process is either Harris recurrent, or uniformly transient. The definition of uniformly transient is given just above the statement of Theorem 20.17 in Kallenberg [5]; the process \((v(t),\tilde{u}(t,\cdot))\) is uniformly transient if

\[
\sup_{x \in S_N} \mathbb{E}_x \left[ \int_0^{+\infty} 1_K((v(t),\tilde{u}(t,\cdot))) \, dt \right] < +\infty \quad \forall K \subset \mathcal{S}_N \text{ compact}.
\]

This clearly does not hold since for any compact \( K \) with \( \nu_N(K) > 0 \),

\[
\lim_{t \to +\infty} \frac{1}{t} \sup_{x \in S_N} \mathbb{E}_x \left[ \int_0^t 1_K((v(s),\tilde{u}(s,\cdot))) \, ds \right] = \nu_N(K) > 0.
\]

It follows that \((v(t),\tilde{u}(t,\cdot))\) is Harris recurrent with supporting measure \( \nu_N \) (the definition is given by Equation (6) on page 400 of [5]). Hence, by Theorem 20.12 page 400 of Kallenberg [5], it is strongly ergodic.
It follows that \((v(t), \hat{u}(t),.)\) is a Feller process on \((S,d)\) which, by Theorem 20.21 page 409 of Kallenberg [5] is positive recurrent with invariant distribution \(\nu_N\) and, for any functional \(F\),

\[
\lim_{t \to +\infty} \frac{1}{t} \int_0^t F((v(s), \hat{u}(s),.))ds = \mathbb{E}_{\nu_N} [F((v, \hat{u},.)].
\]  

(9)

**Showing that \(\mathcal{G}^{(a)}\) is well defined in \(\mathbb{R}_+ \cup \{+\infty\}\)** To show that \(\mathcal{G}^{(a)}\) is well defined, consider the functional:

\[
F(v, \hat{u}) = -\frac{a(1-a)v}{\hat{u}(t,0)} - \frac{\hat{u}_{xx}(t,0)}{\hat{u}_x(t,0)}.
\]

The result now follows directly from Equation (9), because from Equation (8), it follows that

\[
g^{(a)}(t) = -\frac{a(1-a)v(t)}{\hat{u}_x(t,0)} = \frac{\hat{u}_{xx}(t,0)}{\hat{u}_x(t,0)}.
\]

(10)

**Showing that \(\lim_{x \to +\infty} \lim_{t \to +\infty} (-\log \hat{u}(t,x))\) is well defined** Let \((v, \hat{u})\) denote the solution to Equation (8) with \(T = 0\). Let \(\tilde{\theta}(t,x) = -(\log \hat{u}(t,x))\). It follows from the ergodic theorem that

\[
\lim_{t \to +\infty} \frac{1}{t} \int_0^t \tilde{\theta}(s,x)ds = \mathbb{E}_{\nu_N} [\tilde{\theta}(x)],
\]

where \(\tilde{\theta}(x)\) (without a \(t\) dependence) denotes: \(\tilde{\theta}(x) = -(\log \hat{u})_x\), where \((v, \hat{u}) \sim \nu_N\).

Let \(\tilde{\theta}_N = \lim_{x \to +\infty} \mathbb{E}_{\nu_N} [\tilde{\theta}(x)]\). Now consider \(\theta\) satisfying

\[
\begin{align*}
\frac{dv}{\theta} &= v(1-v)dt + \epsilon vdW \\
\theta_t &= \frac{2\theta_{xx}}{v} - \kappa \theta_x + \hat{g} \theta_x - v \theta \\
\theta_0 &= -(\log \hat{u})_x, \quad (v(0), \hat{u}_0) \sim \nu_N
\end{align*}
\]

Let \(B\) denote a Wiener process, independent of \(W\), with diffusion coefficient \(\kappa\); let \((X, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) denote the probability space for \(B\) and let \(\mathbb{E}_{\mathbb{P}}\) denote expectataion with respect to \(\mathbb{P}\). Then \(\theta\) has representation:

\[
\theta(t, x) = \mathbb{E}_{\mathbb{P}} \left[ \theta(0, X_{0,t}(x)) \exp \left\{ - \int_0^t v(s)\hat{u}(s, X_{s,t}(x))ds \right\} \right]
\]

(11)

where:

\[
X_{s,t}(x) = x + (B(t) - B(s)) + (g(t) - g(s)) - \kappa \int_s^t \theta(r, X_{r,t}(x))dr.
\]

Let \(\theta^* = \lim_{x \to +\infty} \theta(0, x)\). It follows directly from the formula (11) that \(\lim_{x \to +\infty} \sup_t \theta(t, x) \leq \theta^*\).

Now suppose that the initial condition \((v_0, \hat{u}) \in \text{suppt}(\nu_N)\) satisfies: \(\lim_{x \to +\infty} -(\log \hat{u})_x(x) = \theta^* < \tilde{\theta}_N\) where the inequality is strict. It follows that

\[
\lim_{x \to +\infty} \left( \lim_{t \to +\infty} \frac{1}{t} \int_0^t \theta(s, x)ds \right) \leq \theta^* < \tilde{\theta}_N
\]
which contradicts the ergodic theorem. It follows that, for \((v, \tilde{u}) \in \text{supp}(\nu_N)\) and \(\theta = -(\log \tilde{u})_x\),
\[
\lim_{x \to \pm \infty} \mathbb{E}_{\nu_N}[\theta(x)] = \bar{\theta}_N
\]
while almost surely, \(\lim_{x \to \pm \infty} \theta(x) \geq \bar{\theta}_N\). By Fatou’s lemma, it now follows that
\[
\bar{\theta}_N = \lim_{x \to \pm \infty} \mathbb{E}_{\nu_N}[\theta(x)] \geq \mathbb{E}[\lim_{x \to \pm \infty} \theta(x)] \geq \bar{\theta}_N
\]
and hence for \((v, \tilde{u}) \in \text{supp}(\nu_N)\), \(\lim_{x \to \pm \infty} -(\log \tilde{u})_x(x) = \bar{\theta}_N\), \(\nu_N\) almost surely and the result follows.

\[\square\]

Let \(\tilde{u}\) denote the solution to Equation (4) and let \(\tilde{\theta} = -(\log \tilde{u})_x\). Then \(\tilde{u}_{xx} = \tilde{u}(\tilde{\theta} - \tilde{\theta}^2)\) and \(\tilde{u}_x = -\tilde{u}\tilde{\theta}\).

Using this, it follows directly from (6) that \(\dot{g}^{(a)}\) satisfies:
\[
\dot{g}^{(a)}(t) = -\frac{\kappa}{2}(\log \tilde{\theta})_x(t, g^{(a)}(t)) + \frac{\kappa}{2}\tilde{\theta}(t, g^{(a)}(t)) + \frac{v(t)(1-a)}{\tilde{\theta}(t, g^{(a)}(t))}. \tag{12}
\]

**Lemma 2.7.** The wave marker satisfies:
\[
\overline{g} \leq \begin{cases} 
\sqrt{2\kappa \eta} & \text{if } N > \sqrt{\frac{2\kappa}{\kappa}} \\
\frac{\kappa N}{2} + \frac{\eta}{N} & \text{if } N \leq \sqrt{\frac{2\kappa}{\kappa}}
\end{cases} \tag{13}
\]

**Proof** Let \(\tilde{u}(t, x)\) satisfy Equation (4) and let \(g(t) := g^{(1/2)}(t)\) (the marker with \(a = \frac{1}{2}\)). Then \(U(t, x) := \tilde{u}(t, g(t) + x)\) has a Kac-Feynman representation:
\[
U(t, x) = \mathbb{E}_P \left[ \tilde{u}(0, x + B(t) + g(t)) e^{\int_0^t v(s)(1-\tilde{u}(s, x + g(t) + B(t) - B(s)))ds} \right]
\]
where \(\mathbb{P}\) is a probability measure under which \(B\) is a Brownian motion with diffusion coefficient \(\kappa\). An upper bound may be obtained quite easily using the fact that \(B(t) \sim N(0, \kappa t)\);

\[
U(t, x) \leq e^{\int_0^t v(s)ds}  
\times \left( \int_{-\infty}^{-\frac{1}{\sqrt{\kappa}}} \log 2 - g(t) \frac{1}{\sqrt{2\pi\kappa t}} e^{-y^2/2\kappa t} dy + \int_{-\frac{1}{\sqrt{\kappa}}}^{\infty} \log 2 - g(t) \frac{1}{\sqrt{2\pi\kappa t}} e^{-N(x + g(t) + y) - \frac{y^2}{2\kappa t}} dy \right).
\]

Let \(\Phi(z) = \mathbb{P}(Z \leq z)\) where \(Z \sim N(0, 1)\). Then:

\[
U(t, x) \leq e^{\int_0^t v(s)ds}  
\times \left( \Phi \left( -\frac{g(t)}{\sqrt{\kappa t}} - \frac{x + \frac{1}{\sqrt{\kappa}} \log 2}{\sqrt{\kappa t}} \right) + e^{-N(x+\sqrt{\kappa t})^2} \Phi \left( \frac{g(t)}{\sqrt{\kappa t}} + \sqrt{\kappa t} N + \frac{1}{\sqrt{\kappa}} \log 2 + x \right) \right) \tag{14}
\]
By construction, \(U(t, 0) \equiv \frac{1}{2}\) and \(U(t, x) > \frac{1}{2}\) for \(x < 0\). These provide lower bounds for the right hand side of Equation (14),

- The first term tends to zero if \(\overline{g} > \sqrt{2\kappa \eta}\).
• The second term tends to zero if \( \sqrt{2\kappa\bar{\gamma}} < \bar{\gamma} < \kappa N \) and \( \{\kappa N < \bar{\gamma}\} \cap \{\bar{\gamma} > \frac{\kappa N}{2} + \frac{\bar{\tau}}{N}\}\).

It follows that, for the condition \( U(t, 0) \equiv \frac{1}{2} \) and \( U(t, x) > \frac{1}{2} \) for all \( x < 0 \) to hold, it is necessary that

\[
\bar{\gamma} \leq \left\{ \begin{array}{ll}
\sqrt{2\kappa\bar{\gamma}} & N \geq \sqrt{\frac{2\kappa\bar{\gamma}}{\kappa}} \\
\frac{\kappa N}{2} + \frac{\bar{\tau}}{N} & N \leq \sqrt{\frac{2\kappa\bar{\gamma}}{\kappa}}
\end{array} \right.
\]

and Lemma 2.7 follows.

\[\Box\]

**Lemma 2.8.**

1. Provided \( 1 > \frac{\epsilon^2}{\bar{\tau}} \) in (3), it follows that For all \( a, b \) such that \( 0 < a < b < 1 \),

\[
\lim_{N \to +\infty} \left( \lim_{t \to +\infty} \mathbb{P} \left( \sup_{0 \leq s \leq t} \left| g^{(a)}(s) - g^{(b)}(s) \right| > N \right) \right) = 0. \tag{15}
\]

From this, it follows that \( \bar{\gamma}^{(a)} = \bar{\gamma} \) (the same value) for each \( a \in (0, 1) \) and \( \bar{\theta}^{(a)}_N = \bar{\theta}_N \) (the same value) for each \( a \in (0, 1) \).

2. In Equation (12), \( \lim_{a \to 0} \left( \lim_{t \to +\infty} (\log \bar{\theta})_x(t, g^{(a)}(t)) \right) = 0 \) almost surely.

3. \( \bar{\gamma} \) satisfies:

\[
\bar{\gamma} = \frac{\kappa}{2} \bar{\theta}_N + \frac{\bar{\tau}}{\bar{\theta}_N} \tag{16}
\]

where \( \bar{\tau} = \lim_{t \to +\infty} \frac{1}{t} \int_0^t v(s) ds = \lim_{t \to +\infty} \mathbb{E}[v(t)] = 1 - \frac{\epsilon^2}{\bar{\tau}} \).

**Proof**

1. Suppose there exists an \( a \) and a \( b \) such that \( a < b \) (so that \( g^{(a)} \geq g^{(b)} \)) and a sequence of times \( t_n \to +\infty \) such that \( g^{(a)}(t_n) - g^{(b)}(t_n) \to +\infty \) as \( n \to +\infty \). Now recall \( \bar{u}^{(a)}(t, .) := \bar{u}(t, g^{(a)}(t)) \). Then \( \limsup_{x \to -\infty} \left( \limsup_{n \to +\infty} \bar{u}^{(a)}(t_n, x) \right) \leq b < 1 \), while \( \lim_{n \to +\infty} \bar{u}^{(a)}(t_n, 0) = a \) and, since \( \bar{u}^{(a)}(t, .) \) is decreasing in \( x \) for each \( t > 0 \), it follows that

\[
0 < a \leq \liminf_{x \to -\infty} \left( \liminf_{n \to +\infty} \bar{u}^{(a)}(t_n, x) \right) \leq b.
\]

Let \( \mathcal{L}^{(a,T)} \) of the pair \((\bar{u}^{(a,T)}(t, .), v(t)) : t \geq 0\) where \((\bar{u}^{(a,T)}, v)\) satisfy:

\[
\begin{cases}
\bar{u}^{(a,T)}_t = \kappa \bar{u}^{(a,T)}_{xx} + g^{(a)} \bar{u}^{(a,T)} + v \bar{u}^{(a,T)}(1 - \bar{u}^{(a,T)}) \\
\bar{u}^{(a,T)}(-T, .) = 1_{(-\infty, -\frac{1}{N} \log \frac{1}{a}]} + e^{-N x} 1_{(-\frac{1}{N} \log \frac{1}{a}, +\infty)} \\
\partial_x v = v(1 - v) dt + \epsilon v dW_t \\
v(-T) = 1
\end{cases}
\]

(note that we are considering \((\bar{u}^{(a,T)}(t, .), v(t)) : t \geq 0\); the solutions from time \( t = 0 \) onwards).

Let \( \mathcal{L}^{(a)} \) denote the limit of \( \mathcal{L}^{(a,T)} \). Now let \( A_\epsilon = \{ (\bar{u}^{(a)}, v) : \lim_{t \to +\infty} \inf_{s \geq t} \lim_{x \to -\infty} \bar{u}^{(a)}(s, x) \leq \}
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Let \( \phi(s) = \lim_{x \to -\infty} \tilde{u}^{(a)}(s, x) \) and note that \( \phi(s) \geq a \). Furthermore, \( \phi(s) \) solves \( \dot{\phi}(s) = v(s)\phi(s)(1 - \phi(s)) \) and hence (using \( \phi(s) \geq a > 0 \)) it follows that either \( \phi(s) \uparrow 1 \) as \( s \to +\infty \) or \( v(s) \xrightarrow{s \to +\infty} 0 \). Since this event has probability 0, it follows that \( \mathcal{L}^{(a)}(A_\epsilon) = 0 \) for all \( \epsilon > 0 \) and hence (15) follows.

From this, it is immediate that \( g^{(a)} \) takes the same value for each \( a \in (0, 1) \).

It now follows directly from the fact that

\[
\tilde{\theta}_N^{(a)}(t, g^{(a)}(t) + x) = \lim_{\epsilon \to +\infty} \left( \liminf_{t \to +\infty} \tilde{\theta}(t, g^{(a)}(t) + x) \right)
\]

that \( \tilde{\theta}_N^{(a)} = \tilde{\theta}_N \) takes the same value for each \( a \in (0, 1) \).

2. Let \( \tilde{u} \) solve Equation (4), then \( \tilde{\theta} \) solves Equation (5). This is non-negative, non-decreasing and bounded from above by \( N \). Furthermore, \( \tilde{\theta}(t, g^{(a)}(t)) > 0 \) (where the inequality is strict), otherwise \( \theta(t, x) \equiv 0 \) \( \forall x \leq g^{(a)}(t) \) and hence \( \tilde{u}(t, x) \equiv a \) \( \forall x < g^{(a)}(t) \) and similar contradiction is reached as in the previous part. It follows that, for all \( t > 0 \),

\[
\lim_{a \to 0} \tilde{\theta}_x(t, g^{(a)}(t)) = \lim_{a \to 0} \tilde{\theta}_x(t, g^{(1/2)}(t) + x) = 0.
\]

It therefore follows that \( \lim_{a \to +\infty} (\log \tilde{\theta})_x(t, g^{(a)}(t)) = 0 \) for all \( t > 0 \).

3. This now follows directly from the ergodic theorems proved earlier, taking \( a \downarrow 0 \).

\[
\tilde{\theta}_N = \begin{cases} 
\sqrt{\frac{\pi}{\kappa}} & N \geq \sqrt{\frac{\pi}{\kappa}} \\
\sqrt{\frac{\pi}{\kappa}} & N \leq \sqrt{\frac{\pi}{\kappa}}
\end{cases}
\]

and \( g \) satisfies:

\[
g = \begin{cases} 
\sqrt{2\kappa \bar{v}} & N \geq \sqrt{\frac{2\pi}{\kappa}} \\
\frac{\bar{v}}{N} + \frac{\kappa N}{2} & N \leq \sqrt{\frac{2\pi}{\kappa}}
\end{cases}
\]

**Proof** Upper bounds were established by Lemma 2.7. Now use:

\[
g = \frac{\bar{v}}{\tilde{\theta}_N} + \frac{\kappa \tilde{\theta}_N}{2}.
\]

By considering \( \frac{d}{dx}(\frac{\bar{v}}{x} + \frac{\kappa x}{2}) \) and finding the minimiser, it follows that

\[
g \geq \sqrt{2\kappa \bar{v}}.
\]
Using the upper bound, it therefore follows that, for $N \geq \sqrt{\frac{2v}{\kappa}}$, $\bar{g} = \sqrt{2\kappa v}$ and hence, from (17) that for $N \geq \sqrt{\frac{2v}{\kappa}}$, $\bar{\theta}_N = \sqrt{\frac{2v}{\kappa}}$.

Now consider $N \leq \sqrt{\frac{2v}{\kappa}}$. Since $\tilde{\theta}_N \leq N \leq \sqrt{\frac{2v}{\kappa}}$, it follows that $\tilde{\theta}_N \leq \sqrt{\frac{2v}{\kappa}}$ and hence that $g = \sqrt{\frac{2v}{\kappa}}$.

Let $\tilde{u}$ satisfy Equation (4) and let $u^*(t,.) = \tilde{u}(t,g(t)+.)$ From Equation (5), it follows that $\theta^*(t,.) := \tilde{\theta}(t,g(t)+.)$ has a representation

$$\theta^*(t,x) = N\mathbb{E}\left[1_{(-\frac{1}{N}\log 2,+)}(Y_0(t)) \exp\left\{-\int_0^t v(s)u^*(s,Y_{s,t}(x))ds\right\}\right]$$

(18)

where

$$Y_{s,t}(x) = x + (g(t) - g(s)) + (B(t) - B(s)) - \kappa \int_s^t \bar{\theta}(r,Y_{r,t}(x))dr.$$ 

Let $y = \liminf_{t \to +\infty} \frac{Y_{t,t}}{t}$, then

$$y \geq \bar{g} - \kappa \tilde{\theta}_N > 0$$

and hence, from (18) and using the fact that $u^*$ has exponential decay in the space variable, $\tilde{\theta}_N = \lim_{x \to +\infty} (\liminf_{t \to +\infty} \theta^*(t,x)) = N$, and $\bar{g} = \frac{\kappa N}{2} + \frac{v}{N}$ as required. The theorem is proved. \(\square\)

### 3 Noise with Integrable Space Correlation

Now let $\zeta$ be a Gaussian random field satisfying

1. $\mathbb{E}[\zeta] \equiv 0$ and

2. $\mathbb{E}[\zeta(s,x)\zeta(t,y)] = (s \wedge t)\Gamma(x-y)$ where $\Gamma \in C^\infty(\mathbb{R})$ and $\int |\Gamma(z)|dz < +\infty$.

That is, for each $x \in \mathbb{R}$, $\{\zeta(t,x) : t > 0\}$ is a Wiener process with diffusion coefficient $\Gamma(0)$. The processes are correlated, but the correlation decays sufficiently quickly so that the spatial covariance function $\Gamma$ is integrable. Let $u$ satisfy

$$\begin{cases}
\partial_t u = \left(\frac{\kappa}{2} u_{xx} + u(1-u)\right)dt + \epsilon u \partial_t \zeta \\
u(0,x) = u_{N,0} := 1_{(-\infty,-\frac{1}{N}\log 2]}(x) + \frac{1}{2}e^{-Nx}1_{(-\frac{1}{N}\log 2,+)}
\end{cases}$$

(19)

The symbol $\partial_t$ denotes a differential with respect to the ‘time’ variable $t$. The aim of this section is to study travelling wave front properties of Equation (19); the speed and the exponential decay. It turns out that, contrary to situation of the previous section where $\Gamma \equiv 1$, the asymptotic speed and asymptotic exponential decay of the travelling front do not depend on $\epsilon$. The proofs of these results given here require integrability of $\Gamma$; also $\Gamma$ must be at least four times differentiable, since
heavy use is made of the existence of the second derivatives of the solution in the proofs. The results may hold when \( \zeta \) is replaced by ‘white noise’, that is \( \Gamma(z) = \delta_0(z) \) (Dirac delta function) and the stochastic integral taken in the sense of Walsh [9], but the analysis has not been carried out here and substantially different proofs would be needed. This article gives no information on the white-noise problem.

The first task is to define a suitable wave marker. Since solutions \( u \) to Equation (19) do not have the property that \( u_x(t,x) \leq 0 \) for all \( x \in \mathbb{R} \), the definition from Section 2 is difficult to use. A different, deterministic definition of a marker is therefore used for this problem.

**Definition 3.1 (Marker).** Let \( u \) solve Equation (19) and let \( a^* = \sup_x (\liminf_{t \to +\infty} E[u(t,x)]) \). Provided \( a^* > 0 \), then for \( a \in (0,a^*) \), the \( a \)-marker \( g(a)(t) \) is defined as the (deterministic) function such that \( E[u(t,g(a)(t))]=a \forall t>0 \). If \( a^*=0 \) then the marker is not defined.

It is necessary to show that this wave marker is well defined. This will follow from Corollary 3.6.

The speed of the candidate wave marker and the rate of exponential decay beyond the wave marker is given by the following theorem, which shows that the results are exactly the same as those for the deterministic KPP equation (i.e. with \( \epsilon = 0 \)).

**Theorem 3.2.** Let \( u \) solve Equation (19) and let \( g(a) \) be defined as in Definition 3.1. Assume that \( a^* > 0 \). Then for all \( a \in (0,a^*) \),

\[
\hat{g}(a) \to \gamma = \begin{cases} \sqrt{2\kappa} & N > \sqrt{\frac{2\kappa}{\kappa}} \\ \frac{a N}{2} + \frac{1}{N} & N \leq \sqrt{\frac{2\kappa}{\kappa}} \end{cases}
\]

Furthermore, for all \( a \in (0,a^*) \),

\[
\lim_{x \to +\infty} \left( \lim_{t \to +\infty} -\frac{\partial}{\partial x} E \left[ \log u(t,g(a)(t)+x) \right] \right) = \begin{cases} \sqrt{\frac{2\kappa}{N}} & N > \sqrt{\frac{2\kappa}{\kappa}} \\ \frac{N}{2} & N \leq \sqrt{\frac{2\kappa}{\kappa}} \end{cases}
\]

Most of the remainder of the section is devoted to establishing results which enable Theorem 3.2 to be proved. First, though, Equation (19) defines a *Feller process*. It is useful to establish the framework for this and indicate the properties that will be used.

**The Solution as a Feller Process** Let \( u^{(\gamma)} \) satisfy:

\[
\begin{cases} 
\partial_t u^{(\gamma)} = \left( \frac{\kappa}{2} u^{(\gamma)}_{xx} + \gamma u^{(\gamma)}_x + (u^{(\gamma)2}) - u^{(\gamma)} \right) dt + \epsilon u^{(\gamma)} \partial_\zeta \\
u^{(\gamma)}(0,.) = u_0 
\end{cases}
\]

where \( \gamma \in \mathbb{R} \) and \( u_0 \) is an initial condition, non-negative and uniformly bounded from above. Let

\[
\mathcal{L}_M = \{ u : \mathbb{R} \to \mathbb{R}_+ \text{ Borel measurable : } \sup_x u(x) < M \}
\]

\[
\mathcal{L} = \cup_M \mathcal{L}_M.
\]
Let $d$ be the metric over $\mathbb{R}$ defined by:
\[
d(x, y) = \left| \int_x^y \frac{1}{(1+t)^2} dt \right| = \left| \frac{1}{(1+y)} - \frac{1}{(1+x)} \right|.
\]
Let $F : \mathbb{R}_+ \cup \{+\infty\} \to [0, 1]$ be defined by: $F(y) = 1 - e^{-y}$, for $A \in \mathcal{B}(\mathbb{R})$ let
\[
A_\alpha = \{ x \in \mathbb{R} : \inf_{y \in A} d(x, y) \leq \alpha \}
\]
and let $D$ be the Prokhorov-style metric over $\mathcal{L}$ defined by:
\[
D(u_1, u_2) = \inf \left\{ \alpha : \frac{1}{2} \int_A e^{-|x|} F(u_1(x)) dx \leq \alpha + \frac{1}{2} \int_{A_\alpha} e^{-|x|} F(u_2(x)) dx \right. \\
\left. \text{and } \frac{1}{2} \int_A e^{-|x|} F(u_2(x)) dx \leq \alpha + \frac{1}{2} \int_{A_\alpha} e^{-|x|} F(u_1(x)) dx \quad \forall A \in \mathcal{B}(\mathbb{R}) \right\}.
\]
Let $\overline{\mathcal{L}}$ denote the completion of $\mathcal{L}$ under metric $D$. Then $(\overline{\mathcal{L}}, D)$ is compact, by the extension of Prokhorov’s theorem to finite measures. The space $(\mathbb{R}_+ \cup \{+\infty\}, d)$ is clearly compact, using the metric $d$. For a function $u \in \overline{\mathcal{L}}$, the measure $\nu_u$ over $\mathcal{B}(\mathbb{R}_+ \cup \{+\infty\})$ defined by
\[
\nu_u(A) := \frac{1}{2} \int_A e^{-|x|} F(u(x)) dx
\]
is clearly of finite variation (the variation is bounded above by 1). It follows that for any sequence $(u^{(n)})_{n \geq 1}$ of elements in $\overline{\mathcal{L}}$, there is a convergent subsequence $(u^{(n_j)})_{j \geq 1}$ and limit $u$, in the sense that the measures $(\nu_{u^{(n_j)}})_{j \geq 1}$ converge to a limit $\nu$ such that $\nu(A) = \frac{1}{2} \int_A e^{-|x|} G(x) dx$. Let $u(x) = \frac{1}{\log(1+G(x))}$, then $\lim_{j \to +\infty} D(u^{(n_j)}, u) = 0$.

Now let $\mathcal{P}(\overline{\mathcal{L}}, D)$ denote the set of probability distributions over $(\overline{\mathcal{L}}, D)$. Then, since $(\overline{\mathcal{L}}, D)$ is compact, it follows that $(\mathcal{P}(\overline{\mathcal{L}}, D), \rho)$ is compact, by Prokhorov’s theorem, where $\rho$ is the Prokhorov metric, defined by:
\[
\rho(\lambda_1, \lambda_2) = \inf \{ \alpha > 0 : \lambda_1(A) \leq \lambda_2(A_\alpha) + \alpha, \quad \lambda_2(A) < \lambda_1(A_\alpha) + \alpha \} \quad \forall A \in \mathcal{B}(\overline{\mathcal{L}})
\]
\[
A_\alpha = \{ u \in \mathcal{L} : \inf_{b \in A} D(u, b) \leq \alpha \}.
\]
Let $\mu^{(T)}$ denote the probability distribution of $u^{(\gamma)}(T, .)$ where $u^{(\gamma)}$ is the solution of (19). It follows that $(\mu^{(T)})_{T \geq 0}$ has a convergent subsequence and limit $\mu$ which is a probability measure over $(\overline{\mathcal{L}}, d)$. The process $u^{(\gamma)}$ defined by (19) is Feller. Let $(P_t)_{t \geq 0}$ denote the transition semigroup. Having established existence of a limit $\mu$, it follows that, for a given initial condition $u_0$, this limit is unique and that $\lim_{t \to +\infty} \rho(P_t(u_0, .), \mu) = 0$. It now follows, in the same way as the previous section, using Theorems 20.17 from Kallenberg [5] that $(u^{(\gamma)}(t, .))_{t \geq 0}$ is Harris recurrent with supporting measure $\mu$ and hence (Theorem 20.12 page 400 of Kallenberg [5]) it is strongly ergodic.

**Lemma 3.3.** Consider (20) with non-negative initial conditions. For any fixed $\gamma \in \mathbb{R}$, there is at most one stationary distribution for (20) satisfying
\[
\inf_x \left( \lim_{t \to +\infty} \mathbb{E}[u^{(\gamma)}(t, x)] \right) > 0.
\]

This stationary distribution is the same for all \( \gamma \in \mathbb{R} \) and is spatially invariant.

**Proof** Consider two solutions of (20), with different strictly positive initial conditions. Let \( R = \frac{u_1}{u_2} \), then a straightforward application of Itô’s formula gives:

\[
\frac{\partial}{\partial t} R = \frac{\kappa}{2} R_{xx} + \left( \gamma + \frac{\kappa}{2} (\log u_2)_x \right) R_x + u_2 R (1 - R).
\]

(23)

For any local minimum \( x_* \) satisfying \( R(t, x_*) < 1 \), \( \frac{\partial}{\partial t} R(t, x)|_{x=x_*} > 0 \) and for any local maximum \( x^* \) satisfying \( R(t, x^*) > 1 \), \( \frac{\partial}{\partial t} R(t, x)|_{x=x^*} < 1 \). Suppose \( u_1 \) and \( u_2 \) satisfy the hypotheses of the lemma. As \( t \to +\infty \), let \((u_2, R)\) be chosen according to any stationary distribution for the problem, where the evolution of \( R \) is defined by (23). Then \( R \) will have no local maxima greater than 1 and no local minima less than 1. Furthermore, if \( \lim_{x \to +\infty} R(x) = c > 1 \), then it follows from (23) that \( c = +\infty \), contradicting the hypotheses of the lemma; similarly, if \( \lim_{x \to -\infty} R(x) = c > 1 \) then \( c = +\infty \), again a contradiction. Similarly, \( \lim_{x \to +\infty} R(x) = 0 \) or \( \lim_{x \to -\infty} R(x) = 0 \) can be excluded by the hypotheses of the lemma. It therefore follows that \( R \to 1 \).

The remaining parts of the lemma follow easily: firstly, with initial condition \( u_0 \equiv c > 0 \) (equal to a strictly positive constant), it is clear that 1) the invariant measure is spatially invariant and 2) having noted that it is spatially invariant, it is the same for all \( \gamma \in \mathbb{R} \), since this is a shift operator. In other words, let \( \zeta^{(\gamma)}(t, x) = \int_0^t \partial_t \zeta(t, x + \gamma t) \). That is, the \( \partial_t \) means the differential with respect to the first variable. Then \( \vec{u}^{(\gamma)}(t, x) = u^{(0)}(t, x + \gamma t) \) where \( \vec{u}^{(\gamma)}(t, x) \) satisfies:

\[
\partial_t \vec{u}^{(\gamma)} = \left( \frac{\kappa}{2} \vec{u}^{(\gamma)} + \gamma \vec{u}_x^{(\gamma)} + \vec{u}^{(\gamma)} - \vec{u}^{(\gamma)} \right) dt + c \vec{u}^{(\gamma)} \partial_t \zeta^{(\gamma)}.
\]

Since \( \vec{\zeta}^{(\gamma)} \overset{(d)}{=} \zeta \), the result follows. \( \square \)

The following lemma is the most important result for establishing that the ‘slow-down’ from the Itô noise is exactly matched by the ‘speed-up’ from the spatial variance in the noise.

**Lemma 3.4.** Let \( u^{(\gamma)} \) satisfy (20) with initial condition

\[
u_0 = 1_{(-\infty, -\frac{1}{\kappa} \log 2)}(x) + e^{-N x} 1_{(-\frac{1}{\kappa} \log 2, +\infty)}(x).
\]

(24)

Let \( v^{(\gamma)} = -\log u^{(\gamma)} \) and \( w^{(\gamma)} = v_x^{(\gamma)} \). If \( \lim_{t \to +\infty} \mathbb{E}[u^{(\gamma)}(t, x)] = 0 \) for all \( x \in \mathbb{R} \), then the limiting log Laplace functional of \( u^{(\gamma)} \) satisfies:

\[
\mathcal{L}(\phi) := \lim_{t \to +\infty} \log \mathbb{E} \left[ e^{\langle \phi, w^{(\gamma)}(t, x) \rangle} \right] = \mu(\phi, 1) + \frac{\epsilon^2}{2\kappa} \int \int \phi(x) \phi(y) \Gamma(x - y) dy dx
\]

where \( \langle f, g \rangle := \int_{-\infty}^{\infty} f(x) g(x) dx \), \( 1 \) denotes the function that is identically equal to 1 on \( \mathbb{R} \) and \( \mu \in \mathbb{R} \).
Proof of Lemma 3.4  Firstly, from the above discussion, that the evolution of $u$ defines a Feller process and the arguments from which it may be concluded that, for a given initial condition, the distributions of $u(t_x)$ converge to a unique law, it follows that $\lim_{t \to +\infty} E[u(t, x)]$ is well defined. If this limit is equal to 0 for all $x \in \mathbb{R}$, then the stationary distribution is $u \equiv 0$ with probability 1. With $v^{(\gamma)} = -\log u^{(\gamma)}$ and $w^{(\gamma)} = v^{(\gamma)}_{x}$, Itô’s formula gives:

$$
\partial_t w^{(\gamma)} = \left( \frac{\kappa}{2} w^{(\gamma)}_{xx} - \frac{\kappa}{2} (w^{(\gamma)2})_x + \gamma w^{(\gamma)} - u^{(\gamma)} w^{(\gamma)} \right) dt - \epsilon \partial_t \zeta_x
$$

(25)

Here $\zeta_x$ denotes the derivative of $\zeta$ with respect to the $x$ variable. Under the assumption that $E[u(t, x)] \to 0$ for each $x \in \mathbb{R}$, it follows that, asymptotically, $w^{(\gamma)}$ satisfies:

$$
\partial_t w^{(\gamma)} = \left( \frac{\kappa}{2} w^{(\gamma)}_{xx} - \frac{\kappa}{2} (w^{(\gamma)2})_x + \gamma w^{(\gamma)} \right) dt - \epsilon \partial_t \zeta_x.
$$

(26)

Furthermore, the evolution of $w^{(\gamma)}$ defines a strongly ergodic Feller process whose stationary distribution satisfies the second equation of (26). By ergodicity, the stationary distribution will be spatially invariant.

Let $\mathcal{H}(t, \phi) = E\left[ e^{\phi x(t)} \right]$, where $\phi \in \mathcal{S}$ defined by (27):

$$
\mathcal{S} = \left\{ \phi : \int_{-\infty}^{\infty} (|\phi_x(x)| + |\phi(x)|) dx < +\infty, \quad \exists x^* : \phi(x^* + y) = \phi(x^* - y) \quad \forall y \in \mathbb{R} \right\}
$$

(27)

and $\langle \phi, \psi \rangle = \int_{-\infty}^{\infty} \phi(x) \psi(x) dx$. This is the space of functions over which it is straightforward to compute the limit of the log Laplace functional as $t \to +\infty$. This will be sufficient to characterise the limiting distribution and therefore the result is true for all $\phi : \int_{-\infty}^{\infty} |\phi_x(x)| + |\phi(x)| dx < +\infty$.

An application of Itô’s formula gives:

$$
\frac{\partial}{\partial t} \mathcal{H}(t, \phi) = \frac{\kappa}{2} \left\langle \phi_{xx}, e^{\phi x(t)} w(t) \right\rangle - \gamma \left\langle \phi_x, \mathbb{E} \left[ e^{\phi x(t)} w(t) \right] \right\rangle - \left\langle \phi, \mathbb{E} \left[ e^{\phi x(t)} u(t) w(t) \right] \right\rangle + \frac{\kappa}{2} \left\langle \phi_x, e^{\phi x(t)} w(t)^2 \right\rangle - \frac{\epsilon^2}{2} \mathcal{H}(t, \phi) \int \int \phi(x) \phi(y) \Gamma''(x - y) dy dx
$$

where $\Gamma''$ denotes the second derivative of $\Gamma$. The functional equation may be written

$$
\frac{\partial}{\partial t} \mathcal{H}(t, \phi) = \frac{\kappa}{2} \int \phi_x(x) \frac{\partial}{\partial \delta(x)} \mathcal{H}(t, \phi) dx - \gamma \int \phi_x(x) \frac{\partial}{\partial \delta(x)} \mathcal{H}(t, \phi) dx - \left\langle \phi, \mathbb{E} \left[ e^{\phi x(t)} u(t) w(t) \right] \right\rangle + \frac{\kappa}{2} \int \phi_x(x) \frac{\partial^2}{\partial \delta(x)^2} \mathcal{H}(t, \phi) dx - \frac{\epsilon^2}{2} \mathcal{H}(t, \phi) \int \phi(x) \phi(y) \Gamma''(x - y) dy dx.
$$

where $\frac{\partial}{\partial \delta(x)}$ denotes the functional derivative with respect to $\delta(x)$, which is defined as:

$$
\frac{\partial}{\partial \delta(x)} \mathcal{H}(t, \phi) = \lim_{\epsilon \to 0} \frac{\mathcal{H}(t, \phi + \epsilon \delta(x)) - \mathcal{H}(t, \phi)}{\epsilon};
$$

$\delta(x)$ is the dirac delta function with unit mass at point $x \in \mathbb{R}$. Let $\mathcal{H}(\phi) = \lim_{t \to +\infty} \mathcal{H}(t, \phi)$. It follows that $\mathcal{H}$ satisfies:
\[
\int \phi(x) \left\{ \frac{\kappa}{2} \frac{\partial^2}{\partial x^2} \left( \frac{\partial H(\phi)}{\partial \phi(x)} \right) - \frac{\kappa}{2} \frac{\partial}{\partial x} \left( \frac{\partial^2 H(\phi)}{\partial \phi(x)^2} \right) + \gamma \frac{\partial}{\partial x} \left( \frac{\partial H(\phi)}{\partial \phi(x)} \right) \right\} \, dx
= \frac{\epsilon^2}{2} H(t, \phi) \int \phi(x) \phi(y) \Gamma''(x - y) \, dy \, dx.
\]

Let \( \mathcal{L} = \log \mathcal{H} \), then it is straightforward from (28), by firstly integration by parts so that the spatial derivatives are taken with respect to \( \phi \), that:

\[
\int \phi(x) \left\{ \frac{\kappa}{2} \frac{\partial^2}{\partial x^2} \left( \frac{\partial L(\phi)}{\partial \delta(x)} \right) - \frac{\kappa}{2} \frac{\partial}{\partial x} \left( \frac{\partial^2 L(\phi)}{\partial \delta(x)^2} \right) + \gamma \frac{\partial}{\partial x} \left( \frac{\partial L(\phi)}{\partial \delta(x)} \right) \right\} \, dx
= \frac{\epsilon^2}{2} \int \phi(x) \phi(y) \Gamma''(x - y) \, dy \, dx.
\]

Set
\[
\mathcal{L}_0(\phi) := \frac{\epsilon^2}{2\kappa} \int \int \phi(x) \phi(y) \Gamma(x - y) \, dy \, dx
\]
then \( \mathcal{L}_0 \) is a solution to (29). This is seen as follows: direct computation gives:

\[
\frac{\partial \mathcal{L}_0(\phi)}{\partial \delta(x)} = \frac{\epsilon^2}{\kappa} \int \phi(y) \Gamma(x - y) \, dy
\]
and
\[
\frac{\partial^2 \mathcal{L}_0(\phi)}{\partial \delta(x)^2} = \frac{\epsilon^2}{\kappa} \Gamma(0).
\]

It follows that
\[
\frac{\kappa}{2} \int \phi(x) \frac{\partial^2}{\partial x^2} \left( \frac{\partial \mathcal{L}_0(\phi)}{\partial \delta(x)} \right) \, dx
= \frac{\epsilon^2}{2} \int \int \phi(x) \phi(y) \Gamma''(x - y) \, dx \, dy
\]
and
\[
\int \phi(x) \frac{\partial}{\partial x} \left( \frac{\partial^2 \mathcal{L}_0(\phi)}{\partial \delta(x)^2} \right) \, dx
= \int \phi(x) \frac{\partial}{\partial x} \left( \frac{\partial \mathcal{L}_0(\phi)}{\partial \delta(x)} \right) \, dx = 0.
\]

For the remaining terms:
\[
\int \phi(x) \frac{\partial}{\partial x} \left( \frac{\partial \mathcal{L}_0(\phi)}{\partial \delta(x)} \right)^2 \, dx = \frac{\epsilon^2}{\kappa^2} \int \int \int \phi(x) \phi(y) \phi(z) \frac{\partial}{\partial x} (\Gamma(x - y) \Gamma(x - z)) \, dy \, dz \, dx
\]
Since \( \Gamma(x - y) = \Gamma(y - x) \), it follows that:
\[
\int \int \phi(x) \phi(y) \Gamma'(x - y) \, dy \, dx = \int \int \phi(x) \phi'(y) \Gamma(x - y) \, dy \, dx = - \int \int \phi'(x) \phi(y) \Gamma(x - y) \, dy \, dx = 0
\]
Now set
\[
I = \int \int \phi(x) \phi(y) \phi(z) \Gamma(x - y) \Gamma(x - z) \, dy \, dz \, dx
\]
Since \( \phi \) is symmetric around a point \( x^* \) (i.e. \( \phi(x^* + x) = \phi(x^* - x) \) for all \( x \in \mathbb{R} \)), it follows directly, using
Now consider solutions of the form: \( \phi(x^* + y) \). Using exchangeability of the variables in \( \phi(x^* + z) \Γ(x - y)Γ(x - z)dydzdx \)

together with \( \phi'(x^* + x) = -\phi'(x^* - x) \) that

\[ I = -I = 0. \]

Therefore \( \mathcal{L}_0 \) is a solution.

Now consider solutions of the form: \( \mathcal{L} \) defined such that \( \mathcal{L}(\phi) = \mathcal{L}_0(\phi) + \mathcal{E}(\phi) \). Then \( \mathcal{E}(\phi) \) satisfies:

\[
\int \phi(x) \left\{ \frac{\kappa}{2} \frac{\partial^2}{\partial x^2} \left( \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) - \frac{\kappa}{2} \frac{\partial}{\partial x} \left( \left( 2 \frac{\partial \mathcal{L}_0(\phi)}{\partial \phi(x)} + \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) \right\} dx = 0.
\]

(30)

Let \( \Gamma \phi(x) := \int (x - y)\phi(y)dy \), then (30) may be rewritten as:

\[
\int \phi(x) \left\{ \frac{\kappa}{2} \frac{\partial^2}{\partial x^2} \left( \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) - \frac{\kappa}{2} \frac{\partial}{\partial x} \left( \left( \Gamma \phi(x) \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) \right\} dx = 0.
\]

(31)

Since \( \phi \in \mathcal{S} \) (and is therefore symmetric around some point \( x^* \)), it follows that \( \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \) and \( \frac{\partial^2 \mathcal{E}(\phi)}{\partial \phi(x)^2} \) are symmetric around the same point and therefore (31) reduces to:

\[
\int \phi(x) \frac{\partial^2}{\partial x^2} \left( \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) dx = 0.
\]

Now, a general expression for \( \mathcal{E}(\phi) \) is:

\[
\mathcal{E}(\phi) = E_0 + \sum_{n=1}^{\infty} \int \ldots \int E_n(x_1, \ldots, x_n)\phi(x_1) \ldots \phi(x_n)dx_1 \ldots dx_n,
\]

from which (using exchangeability of the variables in \( E_n(x_1, \ldots, x_n) \)):

\[
\int \phi(x) \frac{\partial^2}{\partial x^2} \left( \frac{\partial \mathcal{E}(\phi)}{\partial \phi(x)} \right) dx = \sum_{n=1}^{\infty} \frac{1}{n} \int \ldots \int \phi(x_1) \ldots \phi(x_n) \Delta E_n(x_1, \ldots, x_n)dx_1 \ldots x_n.
\]

where \( \Delta = \frac{\partial^2}{\partial x_1^2} + \ldots + \frac{\partial^2}{\partial x_n^2} \) is the Laplacian in \( \mathbb{R}^n \). Let

\[
C_n(\phi) = \frac{1}{n} \int \ldots \int E_n(x_1, \ldots, x_n)\phi(x_1) \ldots \phi(x_n)dx_1 \ldots dx_n.
\]

Since this holds for all \( \phi \in \mathcal{S} \), it follows that for all \( \alpha \in \mathbb{R}, \sum_n \alpha^n C_n(\phi) = 0 \), from which it follows that \( C_n(\phi) = 0 \) for each each \( n, \Delta E_n \equiv 0 \). Using \( E_n(x_1, \ldots, x_n) = E_n(\zeta + x_1, \ldots, \zeta + x_n) \) for all \( \zeta \in \mathbb{R}, (x_1, \ldots, x_n) \in \mathbb{R}^n \), it follows that \( E_n(x_1, \ldots, x_n) = E_0, \) a constant.

From this, it follows that \( \mathcal{E}(\phi) \equiv F((\phi, 1)) \) for some function \( F \), where \( (\phi, 1) := \int_{-\infty}^{\infty} \phi(x)dx \). Hence it follows that any solution satisfies:
\[ \mathcal{L}(\phi) = F(\langle \phi, 1 \rangle) + \frac{\epsilon^2}{2\kappa} \int \int \phi(x)\phi(y)\Gamma(x-y)dydx \quad F : \mathbb{R} \to \mathbb{R}. \]

Since \( \mathcal{L} \) is a log-Laplace functional, it is convex; for all \( \lambda \in (0,1) \) and all \( \phi, \psi \in \mathcal{S} \), \( \mathcal{L}(\lambda \phi + (1-\lambda)\psi) \leq \lambda \mathcal{L}(\phi) + (1-\lambda)\mathcal{L}(\psi) \). If \( \phi, \psi \in \mathcal{S} \), then \( \phi_n, \psi_n \) defined by \( \phi_n(x) = \frac{1}{n} \phi \left( \frac{x}{n} \right) \) and \( \psi_n(x) = \frac{1}{n} \psi \left( \frac{x}{n} \right) \in \mathcal{S} \). Since \( F(\langle \phi_n, 1 \rangle) = F(\langle \phi, 1 \rangle) \) for all \( n \geq 1 \) and (clearly) \( \lim_{n \to +\infty} \int \int \phi_n(x)\phi_n(y)\Gamma(x-y)dydx = 0 \) (similarly for \( \psi_n \) and \( \lambda \phi_n + (1-\lambda)\psi_n \)), it follows that \( F \) is convex.

From the form of the Laplace functional, it follows that for \( w \) distributed according to the stationary distribution, \( w(x) = \tilde{w} + \hat{w} \) where \( \tilde{w} \) has log Laplace functional \( F(\langle \tilde{w}, \phi \rangle) \). It follows that \( \tilde{w} \) is a random variable (i.e. does not depend on \( x \)).

Now, from strong ergodicity of \( w \) (which may be established using the same machinery as strong ergodicity of \( u \)), it follows, since \( \tilde{w} \) is a random variable (which does not depend on \( x \)) that \( F(\langle \phi, 1 \rangle) = \mu \langle \phi, 1 \rangle \) for some constant \( \mu \in \mathbb{R} \). The lemma has now been proved.

**Lemma 3.5.** Let \( u \) satisfy (20) with initial condition (24). Suppose that the stationary distribution \( \mu_{N,\gamma} \) satisfies \( \lim_{x \to +\infty} \mathbb{E}_{\mu_{N,\gamma}} [u(x)] = 0 \), where \( u \) has distribution \( \mu_{N,\gamma} \). Let \( w = -\partial_x \log u(t,x) \) and, for \( \phi \in \mathcal{S} \), let \( \mathcal{L}(\phi) = \lim_{z \to +\infty} \left( \lim_{t \to +\infty} \log \mathbb{E} \left[ \exp \left\{ \langle w(t), \phi(.,+z) \rangle \right\} \right] \right) \) then

\[ \mathcal{L}(\phi) = \mu \langle 1, \phi \rangle + \frac{\epsilon^2}{2\kappa} \int \int \phi(x)\phi(y)\Gamma(x-y)dydx \]

where \( \mu \in \mathbb{R} \).

**Proof** The proof is the same as that for Lemma 3.4; the only issue is to establish that \( F(\langle \phi, 1 \rangle) = \mu \langle \phi, 1 \rangle \) for some \( \mu \in \mathbb{R} \). In Lemma 3.4, this followed directly from the fact that the evolution defined a Feller process which, following standard results, was strongly ergodic.

The same arguments apply here: \( \lim_{z \to +\infty} \mathcal{L}(\phi(.,+z)) \) defines the invariant measure of a Feller process with transition semigroup defined by \( P_t(w,A) = \lim_{a \to +\infty} P_t(w(.,+a), A \circ \theta_a) \) \( \theta_a \) denotes the shift operator, \( \theta_a f(.) = f(a+) \) for functions \( f \), where \( P_t \) is the transition semigroup of the pair \( (u,w) \).

The same arguments as Lemma 3.4 now give the result.

The following result is a corollary of Lemma 3.4.

**Corollary 3.6.** Let \( u \) satisfy (20) with \( \gamma = 0 \) and initial condition \( u_0 \) given by 24, with \( N \geq 0 \). Then \( \lim_{t \to +\infty} \mathbb{E}[u(t,x)] > 0 \) for each \( x \in \mathbb{R} \).

**Proof** Let \( v = -\log u \), then \( v \) satisfies:

\[ \partial_t v = \left( \frac{\kappa}{2} v_{xx} - \frac{\kappa}{2} w^2 - 1 + u + \frac{\epsilon^2}{2} \Gamma(0) \right) dt - \epsilon \partial_t \zeta. \]

Lemma 3.4 gives directly that:

\[ \lim_{t \to +\infty} \mathbb{E}[w(t,x)w(t,y)] = \mu^2 + \frac{\epsilon^2}{\kappa} \Gamma(x-y). \]
Let \( V(t,x) = \mathbb{E}[v(t,x)] \). Then, under the assumption that \( \lim_{t \to +\infty} \mathbb{E}[u(t,x)] = 0 \) for each \( x \in \mathbb{R} \), it follows that:

\[
\lim_{t \to +\infty} \frac{\partial}{\partial t} V = -\frac{\kappa}{2} u_x^2 - 1.
\]

It follows that \( -V(t,x) = \mathbb{E} [ \log u(t,x) ] \xrightarrow{t \to +\infty} +\infty \) and, since, by Jensen, \( \mathbb{E} [ \log u(t,x) ] \leq \log \mathbb{E} [u(t,x)] \), this contradicts the fact that \( \mathbb{E} [u(t,x)] \xrightarrow{t \to +\infty} 0 \). Corollary 3.6 is proved.

**Corollary 3.7.** Let \( u \) solve (19). Let \( a^* \) be defined in Definition 2.4. Then, \( u \) has a unique invariant measure which is independently of the value of \( N \) in the initial condition and satisfies \( \lim_{t \to +\infty} \mathbb{E}[u(t,x)] = a^* \) for each \( x \in \mathbb{R} \). Furthermore, \( a^* > 0 \).

**Proof** This follows from Corollary 3.6 together with Lemma 3.3.

**Lemma 3.8.** For each \( a \in (0,a^*) \),

\[
0 \leq \liminf_{t \to +\infty} \frac{g^{(a)}(t)}{t} \leq \limsup_{t \to +\infty} \frac{g^{(a)}(t)}{t} \leq \begin{cases} \sqrt{2} \kappa & N > \frac{\sqrt{2}}{2} \\ \frac{\kappa N}{2} + \frac{1}{N} & N \leq \frac{\sqrt{2}}{2} \end{cases}
\]  

(32)

**Proof of Lemma 3.8** The lower bound is a direct consequence of Corollary 3.7. For the upper bound, \( U^{(a)} \) defined by \( U^{(a)}(t,x) = \mathbb{E}[u(t,x + g^{(a)}(t))] \) satisfies:

\[
U^{(a)}_t = \frac{\kappa}{2} U^{(a)}_{xx} + g^{(a)}U^{(a)}_x + U^{(a)} - \mathbb{E}[u^2](t,g^{(a)}(t)+x).
\]

Exactly the same arguments as those for Lemma 2.7 give the a-priori upper bounds on \( g^{(a)} \), since the upper bound is obtained by ignoring the nonlinear term, in this case \( \mathbb{E}[u^2](t,g^{(a)}(t)+x) \). Let \( \gamma^{(a)} = \limsup_{t \to +\infty} \frac{g^{(a)}(t)}{t} \); (32) follows and Lemma 3.8 is proved.

**Lemma 3.9.** Let \( u \) satisfy (19) with \( g^{(a)} \) and \( a^* \) from Definition 3.1. Then, for any \( a \in (0,a^*) \),

\[
\limsup_{t \to +\infty} \frac{g^{(a)}(t)}{t} = \liminf_{t \to +\infty} \frac{g^{(a)}(t)}{t} = \gamma^{(a)}
\]

for a constant \( \gamma^{(a)} \geq 0 \).

**Proof** For fixed \( N > 0 \), consider the family of equations indexed by \( \gamma \):

\[
\begin{align*}
\partial_t u^{(\gamma)} &= \left( \frac{\kappa}{2} u^{(\gamma)}_{xx} + \gamma u^{(\gamma)}_x + u^{(\gamma)} - u^{(\gamma)^2} \right) dt + \epsilon u^{(\gamma)} \partial \zeta \\
\end{align*}
\]

(33)

This defines a Feller process and, by similar arguments as before, the laws of \( u^{(\gamma)}(t,.) \) converge to a stationary distribution \( \mu_{N,\gamma} \). Let \( e_{\gamma} = \mathbb{E}_{\mu_{N,\gamma}}[u(0)] \); the expected value of \( u(0) \) under the law \( \mu_{N,\gamma} \). Then, since \( u^{(\gamma)}(t,.) = u(0)(t,\gamma t + .) \), it follows that \( e_{\gamma} \) is decreasing in \( \gamma \). A gentle modification of the
proof of Lemma 3.8 gives that, for any $a \in (0,a^*)$ (open interval), $e_\gamma = 0$ for $\gamma > \limsup_{t \to +\infty} \frac{g^{(a)}(t)}{t}$.

Furthermore, $e_0 = a^*$.

There is a unique $\gamma : e_{\gamma_-} \geq a \geq e_{\gamma_+}$. Denote this by $\gamma^{(a)}$. Otherwise, if there is an interval $(\gamma_-, \gamma_+)$ such that $e_\beta = a$ for all $\beta \in (\gamma_-, \gamma_+)$, this implies that for such $\beta$, Equation (33), with $\gamma = \beta$, has a spatially invariant stationary distribution satisfying $E[u(0)] = a < a^*$ which is a contradiction.

It therefore follows, almost directly from the definition, that $\lim_{t \to +\infty} \frac{g^{(a)}(t)}{t} = \gamma^{(a)}$, since clearly for any $\epsilon > 0$, $\gamma^{(a)} - \epsilon < \liminf_{t \to +\infty} \frac{g^{(a)}(t)}{t} \leq \limsup_{t \to +\infty} \frac{g^{(a)}(t)}{t} < \gamma^{(a)} + \epsilon$.

**Lemma 3.10.** Let $\gamma^{(a)} = \lim_{t \to +\infty} \frac{g^{(a)}(t)}{t}$. Then, for any given $N$, $\gamma^{(a)} = \gamma^{(b)} = \gamma$ for all $0 < a < b < a^*$.

**Proof** Assume not, then $\gamma^{(a)} > \gamma^{(b)}$. Let $c \in (a,b)$ and consider (33) with $\gamma = \gamma^{(c)}$. Then $\lim_{x \to +\infty} \left(\lim_{t \to +\infty} E[u^{(c)}(t,x)]\right) \geq a$, hence $u^{(c)}$ has stationary distribution with expected value $a^*$, contradicting the fact that its expectation is less than $b < a^*$.

From now on, let $\gamma = \gamma^{(a)}$ for all $a \in (0,a^*)$. Note that this value depends on $N$; when it is necessary to make the dependence explicit, $\gamma_N$ will be used.

**Lemma 3.11.** Consider Equation (20) with initial condition (24) (which depends on $N$). For each $a \in (0,a^*)$, $\lim_{t \to +\infty} g^{(a)} = \gamma$, in the sense that the distributions of $u(t, g^{(a)}(t) + .)$ converge to a stationary distribution $\mu_{N,a}$ such that $E_{\mu_{N,a}}[u(0)] = a$ and $\mu_{N,a}$ is an invariant measure for the evolution defined by:

$$
\frac{\partial}{\partial t} u = \left(\frac{K}{2} u_{xx} + \gamma u_x + u - u^2\right) dt + \epsilon u \partial_t \zeta.
$$

**Proof** Let $\mu_{N,a}(t)$ denote the laws of $u(t, g^{(a)}(t) + .)$. By compactness, there is a convergent subsequence $(\mu_{N,a}(t_n))_{n \geq 1}$ and a limit point $\mu_{N,a}$. Consider a subsequence such that $\lim_{n \to +\infty} (t_{n+1} - t_n) = +\infty$. Such a subsequence may be extracted without loss of generality. Let $\gamma(n) = \frac{g^{(a)}(t_{n+1}) - g^{(a)}(t_n)}{t_{n+1} - t_n}$.

Then the evolution on the time interval $(t_n, t_{n+1}]$ given by:

$$
\frac{\partial}{\partial t} u = \left(\frac{K}{2} u_{xx} + \gamma(n) u_x + u - u^2\right) dt + \epsilon u \partial_t \zeta
$$

gives precisely $u(t_n, g^{(a)}(t_n) + .)$ at the time point $t_n$ for each $n$. Since (by construction) $\gamma(n) \to \gamma$, it follows that, in the limit, the evolution is given by:

$$
\frac{\partial}{\partial t} u = \left(\frac{K}{2} u_{xx} + \gamma u_x + u - u^2\right) dt + \epsilon u \partial_t \zeta
$$

and that the measure $\mu_{N,a}$ is an invariant measure for this evolution, with expected value $E_{\mu_{N,a}}[u(0)] = a$.

**Lemma 3.12.**

$$
\log \frac{1}{a} \leq -E \left[ \log u(t, g^{(a)}(t)) \right] \quad \forall a \in (0,a^*) \quad (34)
$$

$$
\lim_{M \to +\infty} \sup_{t \in \mathbb{R}_+} \mathbb{P} \left( - \log u(t, g^{(a)}(t)) > M \right) = 0 \quad \forall a \in (0,a^*) \quad (35)
$$
Proof For the first part, Jensen’s inequality gives:

\[-\mathbb{E}[\log u(t, g^{(a)}(t))] \geq -\log \mathbb{E}[u(t, g^{(a)}(t))] = \log \frac{1}{a}.

For the second part, let \( \mu_{a,N} \) denote the limiting distribution of \( u(t, g^{(a)}(t) + \cdot) \). Let \( u_0 \) be a function chosen according to the distribution \( \mu_{a,N} \) and let \( \gamma = \lim_{t \to +\infty} \dot{g}^{(a)}(t) \). Then, for each \( t > 0 \), \( u^{(\gamma)}(t, \cdot) \) also has distribution \( \mu_{a,N} \), where \( \gamma = \lim_{t \to +\infty} \dot{g}(t) \).

Note that the solution \( u^{(\gamma)} \) may be written:

\[ u^{(\gamma)}(t, x) = \mathbb{E} \left[ u_0(X_{0,t}) \exp \left\{ \int_0^t (1 - u^{(\gamma)}(s, X_{s,t})) ds + \epsilon \int_0^t \partial_s \zeta(s, X_{s,t}) - \frac{\epsilon^2}{2} \Gamma(0)t \right\} \right]. \]

Here

\[ X_{s,t}(x) = x + (B_t - B_s) + \gamma(t - s) \]

where \( B \) is a Wiener process, independent of \( \zeta \) and \( u_0 \), with diffusion coefficient \( \kappa \) and the path integral is standard: \( \int_0^t \partial_s \zeta(s, X_{s,t}) = \lim_{\text{mesh} \to 0} \sum (\zeta_{s+1} - \zeta_s)(X_{s,t}) \). This is a basic Kac’s representation.

Now, \( \int_0^t \partial_s \zeta(s, X_{s,t}) \) is a centred Gaussian random variable with variance \( \frac{\Gamma(0)}{2}t \), while \( \mathbb{E}[u^{(\gamma)}(s, X_{s,t})] \leq a^* \leq 1 \) and \( \mathbb{E}[u^{(\gamma)}(s, X_{s,t})] < a^* \leq 1 \). It therefore follows that if \( u^{(\gamma)}(t, 0) = 0 \), then \( u_0 \equiv 0 \), contradicting the fact that \( \mathbb{E}[u_0(0)] = a \) (where, of course, \( \zeta \) is independent of \( u_0 \)).

This is established as follows: \( u_0(0) \) is the limit of random variables \( u(t, g^{(a)}(t)) \) satisfying

\[ \mathbb{E}[u(t, g^{(a)}(t))] = a \quad \mathbb{E}[u^2(t, g^{(a)}(t))] < a. \]

The uniform bound in \( L^2 \) gives that the sequence is uniformly integrable. It follows that if \( u_0 \equiv 0 \), then \( u(t, g^{(a)}(t)) \) converges in \( L^1 \) norm to 0, contradicting the fact that \( \mathbb{E}[u(t, g^{(a)}(t))] = a \) for all \( t > 0 \). The result follows.

Proof of Theorem 3.2 Let \( \tilde{u}^{(a)}(t, \cdot) = u(t, g^{(a)}(t) + \cdot) \). Let \( \tilde{v} = -\log \tilde{u} \) and \( \tilde{w} = \tilde{v}_x \). By Itô’s formula,

\[
\begin{align*}
\partial_t \tilde{u}^{(a)}(a) &= \left( \frac{\kappa}{2} \tilde{u}^{(a)} + \dot{g}^{(a)}(t) \tilde{u}_{xx}^{(a)} + \tilde{u}^{(a)} - \tilde{u}^{(a)2} \right) dt + \epsilon \tilde{u}^{(a)} \partial_t \tilde{\zeta} \\
\partial_t \tilde{v}^{(a)}(a) &= \left( \frac{\kappa}{2} \tilde{w}^{(a)} - \frac{\kappa}{2} \tilde{w}^{(a)2} + \dot{g}^{(a)} \tilde{w}^{(a)} - 1 + \tilde{v}^{(a)} + \frac{\kappa^2}{2} \Gamma(0) \right) dt - \epsilon \partial_t \tilde{\zeta} \\
\partial_t \tilde{w}^{(a)}(a) &= \left( \frac{\kappa}{2} \tilde{w}^{(a)} - \frac{\kappa}{2} \tilde{w}^{(a)2} + \dot{g}^{(a)} \tilde{w}^{(a)} - \tilde{w}^{(a)} \tilde{w}^{(a)} \right) dt - \epsilon \partial_t \tilde{\zeta}_x 
\end{align*}
\]

Let \( \gamma = \gamma^{(a)} \) of Lemma 3.9 and recall that \( \gamma^{(a)} \) are equal for all \( a \in (0, a^*) \) by Lemma 3.10 (they do not depend on \( a \), but they do depend on \( N \)). From Lemma 3.11 and Equation (35), it follows from the equation for \( \tilde{v}^{(a)} \) that \( \lim_{t \to +\infty} \frac{\tilde{v}^{(a)}(t,x)}{t} = 0 \) in probability and hence, taking \( \lim_{t \to +\infty} 1 \int_0^t \) for each term in the second of (36) together with strong ergodicity gives:

\[
0 = \frac{\kappa}{2} \mathbb{E}_{\mu_{N,a}}[w(x)] + \frac{\kappa}{2} \mathbb{E}_{\mu_{N,a}}[w^2(x)] + \gamma \mathbb{E}_{\mu_{N,a}}[w(x)] - 1 + \mathbb{E}_{\mu_{N,a}}[u(x)] + \frac{\epsilon^2}{2} \Gamma(0)
\]
where $\mu_{N,a}$ is the stationary distribution defined in Lemma 3.11, $u \sim \mu_{N,a}$ and $w = -\frac{\partial}{\partial x} \log u$. Taking $x \to +\infty$, it follows from Lemma 3.5 that

$$\lim_{x \to +\infty} \mathbb{E}_{\mu_{N,a}}[w(x)^2] = \mu^2 + \frac{\epsilon^2}{\kappa} \Gamma(0)$$

and that $\lim_{x \to +\infty} \mathbb{E}_{\mu_{N,a}}[w(x)] = \lim_{x \to +\infty} \mathbb{E}_{\mu_{N,a}}[u(x)] = 0$. From this, it follows that:

$$0 = -\frac{\kappa}{2} \left( \mu^2 + \frac{\epsilon^2}{\kappa} \Gamma(0) \right) + \gamma \mu - 1 + \frac{\epsilon^2}{2} \Gamma(0) \Rightarrow \mu^2 - \frac{2\gamma}{\kappa} \mu + \frac{2}{\kappa} = 0. \quad (37)$$

**The case** $N > \sqrt{\frac{2}{\kappa}}$. From this, it follows directly that $\gamma \geq \sqrt{2\kappa}$ (otherwise the equation has no solution for any $\mu \in \mathbb{R}$). Equation (32) gives that if $N > \sqrt{\frac{2}{\kappa}}$, then $\gamma \leq \sqrt{2\kappa}$, so that:

$$N > \sqrt{\frac{2}{\kappa}} \Rightarrow \gamma = \sqrt{2\kappa} \Rightarrow \mu = \frac{\sqrt{2}}{\kappa}.$$ 

**The case** $N < \sqrt{\frac{2}{\kappa}}$. Firstly, from Lemma 3.8, together with the fact that $\gamma = \lim_{t \to +\infty} \frac{g(t)}{t}$, gives that

$$\gamma \leq \frac{\kappa N}{2} + \frac{1}{N}.$$ 

Secondly, $\mu = \lim_{x \to +\infty} (\lim_{t \to +\infty} \mathbb{E}[w(t,x)]) \leq N$ and, from (37),

$$\gamma = \frac{\kappa \mu}{2} + \frac{1}{\mu}.$$ 

Since $f(\mu) = \frac{\kappa \mu}{2} + \frac{1}{\mu}$ is a decreasing function in $\mu$ for $\mu \in \left[0, \sqrt{\frac{2}{\kappa}}\right]$, with $f(0) = +\infty$, it follows that in the range $N < \sqrt{\frac{2}{\kappa}}$, $\mu = N$. The result follows.

### 3.1 Correspondence between Correlated Noise and Standard Wiener Noise

Let $u$ solve (19) and let $u^*$ solve the same equation with initial condition $u^*(0,.) \equiv 1$. Let $\tilde{u} = \frac{u}{u^*}$. Then an application of Itô’s formula gives:

$$\begin{align*}
\tilde{u}_t &= \frac{\kappa}{2} \tilde{u}_{xx} + \kappa (\log u^*)_x \tilde{u}_x + u^* \tilde{u}(1 - \tilde{u}) \\
\tilde{u}(0,x) &= 1_{(-\infty,-\frac{1}{\kappa} \log 2]} + e^{-N^2} 1_{(-\frac{1}{\kappa} \log 2, +\infty)}
\end{align*}$$

The foregoing shows that for $\epsilon > 0$, $\mathbb{E}[u^*(t,x)] < 1$ for $t > 0$, which should slow down the speed of the travelling front. The slow-down corresponding to the fact that $\overline{u^*} < 1$ is compensated by the additional drift term.
4 Conclusion

The way that the perturbation $\epsilon u dW$ affects the speed of the travelling front for the KPP equation is already known from the work of Øksendal, Våge and Zhao [10], although this article presents a different proof which presents sharper results and is hopefully more transparent.

The main aim of the paper is to compare the effect of the perturbation $\epsilon u dW$ with $\epsilon u d\zeta$, where $W$ is a standard Wiener process (no spatial dependence), while the spatial covariance of $\zeta$ is integrable.

The main result is that the spatial variation in the noise introduces a drift which compensates the slow-down that results from introducing noise, so that in this situation, the speed of the travelling front remains the same.

This observation raises a number of interesting questions, when these results are compared with those of Mueller et. al., where noise of the form $\epsilon u^{1/2} \xi$ results in a markedly greater slow-down of the travelling front. A coherent and unified picture of how noise affects the speed of the travelling front is an open problem.
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