Spatial-Slepian Transform on the Sphere

Adeem Aslam, Student Member, IEEE, and Zubair Khalid, Senior Member, IEEE

Abstract—We present spatial-Slepian transform (SST) for the representation of signals on the sphere to support localized signal analysis. We use well-optimally concentrated Slepian functions, obtained by solving the Slepian spatial-spectral concentration problem, to formulate the proposed transform and obtain the joint spatial-Slepian domain representation of the signal. Due to the optimal energy concentration of the Slepian functions in the spatial domain, the proposed spatial-Slepian transform allows us to probe spatially localized content of the signal. Furthermore, we present an inverse transform to recover the signal from the spatial-Slepian coefficients, and show that well-optimally concentrated rotated Slepian functions form a tight frame on the sphere. We develop an algorithm for the fast computation of the spatial-Slepian transform and carry out computational complexity analysis. We present the formulation of SST for zonal Slepian functions, which are spatially optimally concentrated in the polar cap (axisymmetric) region, and provide an illustration using the Earth topography map. To demonstrate the utility of the proposed transform, we carry out localized variation analysis; employing SST for detecting hidden localized variations in the signal.

Index Terms—2-sphere, spherical harmonics, Slepian spatial-spectral concentration, localized signal analysis, bandlimited signals.

I. INTRODUCTION

Spherical signal processing is the study and analysis of spherical signals, i.e., signals defined on the sphere, which are naturally encountered in many areas of science and engineering such as computer graphics [1], medical imaging [2]–[4], acoustics [5], [6], planetary sciences [7]–[11], geophysics [12], [13], cosmology [14]–[16], quantum mechanics [17], wireless communications [18]–[20] and antenna design [21], to name a few. A natural choice of basis functions for the representation of signals on the sphere are the spherical harmonic functions (or spherical harmonics for short). Such a representation is enabled by the spherical harmonic transform (SHT) and is called the spherical harmonic (or spectral) domain representation.

The representation of a signal in the spectral domain reveals global characteristics of the signal, without any regards to the scale or localization of those characteristics. In order to probe signals at different scales, more sophisticated methods have been proposed in the literature. One such tool that has been extensively used to represent time domain signals at different scales is the wavelet transform [22]–[24], which has also been extended for signal analysis on the sphere [25]–[30]. The framework of wavelet transform uses wavelet functions to record scale-dependent information of the underlying signal in what are called as wavelet coefficients. Although the wavelet functions have been shown to exhibit good spatial localization [30], they cannot be adapted to the shape of the region of interest on the sphere. Consequently, for applications where signal is to be analyzed locally over a region on the sphere, it is imperative to find alternate methods which can be used to probe local characteristics of signals over a subset of the sphere.

Motivated by the idea of wavelet transform, where the signal content is essentially spread out in the joint space-scale domain, we seek to find a representation of signals to analyze their local characteristics in an effort to detect localized hidden features. Naturally, we revert to the Slepian spatial-spectral concentration problem on the sphere [31]–[33], which results in optimally localized basis functions, called Slepian functions, that can be used for accurate representation and reconstruction of the underlying signal in a given region on the sphere. Using well-optimally concentrated Slepian functions, with varying energy concentration with in a region on the sphere, we propose a transform, referred to as spatial-Slepian transform, which is similar in spirit to the wavelet transform but uses bandlimited and spatially well-optimally concentrated Slepian functions instead of wavelet functions. Unlike the wavelet transform, spatial-Slepian transform probes local content of the signal, which is a direct consequence of the use of well-optimally concentrated Slepian functions. The number of resulting spatial-Slepian coefficients is determined by the fractional area of the region on the sphere, which is chosen to solve the spatial-spectral concentration problem. In this context, the main contribution of this work is summarized below:

- We use bandlimited and spatially well-optimally concentrated Slepian functions to formulate the proposed spatial-Slepian transform (SST) as the inner product between the signal and the rotated Slepian functions in Section III, where we also present the inverse transform to recover the signal from its spatial-Slepian coefficients and show that the well-optimally concentrated rotated Slepian functions form a tight frame for the Hilbert space of bandlimited functions on the sphere. Furthermore, we present analytical expressions for the spatial-Slepian coefficients, computed over axisymmetric north polar cap region using zonal Slepian functions, and present an illustration on the Earth topography map.
- We develop an algorithm for the fast computation of SST in Section III, analyze the computational complexity of the algorithm and validate the results for a test signal which is synthesized in the spherical harmonic domain.
- In Section IV, we present an application of the proposed SST by developing a framework for the detection of
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hidden localized variations in the signal. We compare
the results obtained using the proposed transform with
those obtained from the wavelet transform and show that
spatial-Slepian transform performs better by achieving a
better estimate of the underlying region of the hidden
localized variations.

Before presenting the proposed work, we review the ne-
cessary mathematical background for signal analysis on the
sphere and briefly discuss the spatial-spectral concentra-
tion problem in the next section.

II. MATHEMATICAL BACKGROUND

A. Signals on 2-Sphere

We consider complex valued and square-integrable func-
tions on the surface of the 2-sphere (sphere for short) which is
defined as $S^2 \triangleq \{ \hat{x} \in \mathbb{R}^3 : |\hat{x}| = 1 \}$, where $| \cdot |$ denotes the Eu-
clidean norm, $\hat{x} = \hat{x}(\theta, \phi) \triangleq (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^T$ is the unit vector in $\mathbb{R}^3$, parametrized by the colatitude angle,
$\theta \in [0, \pi]$ measured from the positive z-axis, and longitude,
$\phi \in [0, 2\pi]$ measured from the positive x-axis in the
$x - y$ plane, and $(\cdot)^T$ denotes the transpose operation. We
enumerate such functions by $f(\hat{x}) \equiv f(\theta, \phi)$ and define the inner
product between any two functions $f, h$ as [34]

$$\langle f, h \rangle_{S^2} \triangleq \int_{S^2} f(\hat{x})\bar{h}(\hat{x}) \, ds(\hat{x}),$$

where $(\cdot)^\ast$ denotes the complex conjugate, $ds(\hat{x}) \equiv \sin \theta \, d\theta \, d\phi$ is
the differential area element on the sphere and the integ-
ration is carried out over the whole sphere, i.e.,
$$\int_{S^2} = \int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi}.\,$$

Equipped with the inner product in (1), set of
complex-valued, square-integrable functions on the sphere forms
a Hilbert space, denoted by $L^2(S^2)$. Norm of the func-
tion $f$ is induced by the inner product as $\|f\|_{S^2} \triangleq \langle f, f \rangle_{S^2}^{1/2}$ and
its energy is given by $\|f\|_{S^2}^2$. Functions with finite energy are
referred to as signals on the sphere. For a given spatial
region $R \subset S^2$, we also define

$$\langle f, h \rangle_R \triangleq \int_{R} f(\hat{x})\bar{h}(\hat{x}) \, ds(\hat{x}),$$

as the local inner product between $f$ and $h$, where $\|f\|_{R}^2 \triangleq \langle f, f \rangle_{R}$ quantifies the energy of signal $f$ in the region $R$.

The Hilbert space $L^2(S^2)$ is separable and contains a complete set of orthonormal basis functions called spherical harmonics, given by [34]

$$Y_{m}^{\ell}(\theta, \phi) \triangleq Y_{m}^{\ell}(\theta, \phi) \triangleq \sqrt{\frac{2\ell + 1}{4\pi} \frac{(\ell - m)!}{(\ell + m)!}} P_{m}^{\ell}(\cos \theta) e^{im\phi},$$

for integer degree $\ell \geq 0$ and integer order $|m| \leq \ell$, where $P_{m}^{\ell}(\cos \theta)$ is the associated Legendre polynomial of degree $\ell$
and order $m$ [34]. As a result, any signal $f \in L^2(S^2)$ can be expanded as

$$f(\theta, \phi) = \sum_{\ell, m} \langle f, Y_{m}^{\ell}(\theta, \phi) \rangle Y_{m}^{\ell}(\theta, \phi),$$

where we have used the shorthand notation $\sum_{\ell,m} \equiv \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell}$,

$$\langle f, Y_{m}^{\ell}(\theta, \phi) \rangle \triangleq \int_{S^2} f(\theta, \phi)Y_{m}^{\ell}(\theta, \phi) \sin \theta d\theta d\phi$$

is the spherical harmonic (spectral) coefficient of degree $\ell$
and order $m$, which forms the spherical harmonic (spectral)
domain representation of the signal $f$. Signal $f \in L^2(S^2)$
is called bandlimited to degree $L$ if $(f)_{m}^{\ell} = 0$ for $\ell, |m| \geq L$.

Set of all such bandlimited signals on the sphere forms an $L^2$-
dimensional subspace of $L^2(S^2)$, denoted by $H_L$, and
their spectral coefficients can be stored in an $L^2 \times 1$ column vector
as

$$f = [(f)_{0}^{0}, (f)_{1}^{1}, (f)_{1}^{1}, \ldots, (f)_{L}^{L-1}]^T.$$

B. Signal Rotation on the Sphere

A point on the surface of the sphere can be rotated to any
given orientation by sequential application of sub-rotations by
$\omega \in [0, 2\pi)$ around z-axis, $\theta \in [0, \pi)$ around y-axis and $\varphi \in [0, 2\pi)$ around z-axis, following right-handed convention. The angles $\omega$, $\theta$ and $\varphi$ are called Euler angles. Each rotation by an
Euler angle is represented by a 3x3 orthogonal rotation matrix
and the overall rotation is specified by a matrix $R$ defined as

$$R \equiv R(\omega, \theta, \varphi) \triangleq R_z(\omega)R_y(\varphi)R_z(\theta)$$

where $R_z(\omega)$ and $R_y(\varphi)$ are the matrices representing ro-
tations by angles $\theta$ around y-axis and $\omega$ around z-axes respectively [34].

Defining $\rho$ as the 3-tuple of Euler angles, i.e., $\rho \triangleq (\varphi, \theta, \omega)$, signal rotation on the sphere is specified by a rotation operator $D_{\rho} \equiv D(\varphi, \theta, \omega)$, whose action on a signal $f \in L^2(S^2)$ is
defined as the inverse rotation of the coordinate system, i.e.,

$$(D_{\rho} f)(\hat{x}) \equiv D(\varphi, \theta, \omega)f(\hat{x}) \triangleq f(R^{-1}\hat{x}),$$

where $R$ is the rotation matrix in (6). Spectral coefficients of
the rotated signal are given by [34]

$$(D_{\rho} f)_{m}^{\ell} \triangleq \sum_{m'} D^{\ell}_{m,m'}(\varphi, \theta, \omega)\langle f, Y_{m}^{\ell}(\theta, \phi) \rangle Y_{m'}^{\ell}(\theta, \phi),$$

where $D^{\ell}_{m,m'}(\varphi, \theta, \omega)$ is the Wigner-D function defined as

$$D^{\ell}_{m,m'}(\varphi, \theta, \omega) \triangleq e^{-im\varphi} d^{\ell}_{m,m'}(\theta) e^{-im'\omega},$$

for degree $\ell$ and orders $|m|, |m'| \leq \ell$, and $d^{\ell}_{m,m'}(\theta)$ is the
Wigner-d function [34]. As a result, the rotated signal is given by

$$(D_{\rho} f)(\hat{x}) = \sum_{\ell, m, m'} D^{\ell}_{m,m'}(\varphi, \theta, \omega)\langle f, Y_{m}^{\ell}(\theta, \phi) \rangle Y_{m'}^{\ell}(\theta, \phi).$$
C. Signals on the $\mathbb{SO}(3)$ Rotation Group

Group of all proper rotations\(^1\), represented by the 3-tuple $\rho = (\varphi, \theta, \omega)$, is called the Special Orthogonal group, denoted by $\mathbb{SO}(3)$. Square-integrable and complex-valued functions defined on the rotation group $\mathbb{SO}(3)$ form a Hilbert space $L^2(\mathbb{SO}(3))$, such that the inner product between any two functions $v, w \in L^2(\mathbb{SO}(3))$ is given by

$$\langle f, h \rangle_{\mathbb{SO}(3)} = \int_{\mathbb{SO}(3)} f(\rho)h(\rho^*) \ d\rho,$$

(11)

where $d\rho = d\varphi \sin \theta d\theta d\omega$ is the differential element on the $\mathbb{SO}(3)$ rotation group and integration is carried out over all possible rotations, i.e., $\int_{\mathbb{SO}(3)} = \int_{\varphi=0}^{2\pi} \int_{\theta=0}^{\pi} \int_{\omega=0}^{2\pi}$.

Inner product in (11) induces a norm on the function $v \in L^2(\mathbb{SO}(3))$ as $\|v\|_{\mathbb{SO}(3)} = \langle v, v \rangle^{1/2}_{\mathbb{SO}(3)}$ and its energy is given by $\|v\|_{\mathbb{SO}(3)}^2$. Such finite energy functions are referred to as signals on the rotation group.

The Hilbert space $L^2(\mathbb{SO}(3))$ is separable and has Wigner-$D$ functions as the basis functions which admit the following rotation group. Such finite energy functions are referred to as signals on the rotation group.

The Hilbert space $L^2(\mathbb{SO}(3))$ is separable and has Wigner-$D$ functions as the basis functions which admit the following orthogonality relation $[34, 35]$

$$\langle D^\ell_{m,m'}, D^p_{q,q'} \rangle_{\mathbb{SO}(3)} = \frac{8\pi^2}{(2\ell + 1)} \delta_{\ell,p} \delta_{m,q} \delta_{m',q'},$$

(12)

where $\delta_{m,n}$ is the Kronecker delta function. Therefore, any signal $v \in L^2(\mathbb{SO}(3))$ can be expanded as

$$v(\rho) = \sum_{\ell,m,m'} (v)_{\ell,m,m'}^\ell D^\ell_{m,m'}(\rho),$$

(13)

where we have introduced the shorthand notation $\sum_{\ell,m,m'} \equiv \sum_{\ell=0}^{\ell} \sum_{m=-\ell}^{\ell} \sum_{m'=-\ell}^{\ell}$ and

$$(v)_{\ell,m,m'}^\ell \equiv \frac{2\ell+1}{8\pi^2} \langle v, D^\ell_{m,m'} \rangle_{\mathbb{SO}(3)}$$

(14)

is the $\mathbb{SO}(3)$ spectral coefficient of degree $\ell$ and orders $m, m'$, constituting the spectral domain representation of the signal $v$. Signal $v$ is called bandlimited to degree $L_v$ if $(v)_{\ell,m,m'}^\ell = 0$ for all $\ell, |m|, |m'| \geq L_v$.

D. Spatial-Spectral Concentration on the Sphere

The problem of spatial concentration of bandlimited signals (or equivalently spectral concentration of spatially limited signals) was first investigated by Slepian and his co-authors in their seminal work on time domain signals in 1960s. They optimized a quadratic energy concentration measure to obtain an orthogonal family of strictly bandlimited signals which were optimally concentrated with in a given time interval $[36]$. This work was later extended to multidimensional Euclidean domain signals $[37, 38]$ and for signals defined on the sphere $[13, 31-33, 39]$. In this section, we present a brief overview of the spatial concentration of bandlimited signals on the sphere.

\(^1\)An improper rotation is a reflection or a flip about either some axes or the center of the coordinate system.

To maximize the spatial energy concentration of a bandlimited signal $g \in \mathcal{H}_{L_g}$ in the spatial region $R \subset S^2$, we optimize the following energy concentration

$$\lambda = \frac{\|g\|_R^2}{\|g\|_{S^2}^2} = \frac{\int_R \sum_{\ell=0}^{L_g-1} \sum_{p,q} (g)^{\ell} Y_{\ell p}^q(\hat{\mathbf{x}}) \left( \sum_{\ell,m} (g)^{\ell m}_{\ell m} Y_{\ell m}(\hat{\mathbf{x}}) \right) d\hat{\mathbf{x}}}{\int_{S^2} \sum_{\ell=0}^{L_g-1} \sum_{p,q} (g)^{\ell} Y_{\ell p}^q(\hat{\mathbf{x}}) \left( \sum_{\ell,m} (g)^{\ell m}_{\ell m} Y_{\ell m}(\hat{\mathbf{x}}) \right) d\hat{\mathbf{x}}},$$

(15)

where

$$K_{\ell m, pq} \triangleq \int_{S^2} Y_{\ell p}^q(\hat{\mathbf{x}}) Y_{\ell m}^{\ell m}(\hat{\mathbf{x}}) d\hat{\mathbf{x}},$$

(16)

and we have used the orthonormality of spherical harmonics on the sphere to get the final equality. Adopting the indexing introduced in (5), we define an $L_g^2 \times L_g^2$ matrix $K$ with elements $K_{\ell m, pq}$ for $0 \leq \ell, p < L_g, |m| \leq \ell, |q| \leq p$, and $L_g^2 \times 1$ column vector $g$ with elements $(g)^{\ell}_{\ell}$ to rewrite (15) in the matrix form as

$$\lambda = \frac{g^H K g}{g^H g},$$

(17)

where $(\cdot)^H$ represents conjugate transpose. Column vectors $g$ which render $\lambda$ in (17) stationary are the solution to the following eigenvalue problem

$$Kg = \lambda g.$$

(18)

From (16), it can be seen that the matrix $K$ is Hermitian and positive definite, therefore, the eigenvalues $\lambda$ are real and eigenvectors $g$ are orthogonal\(^2\). We index the eigenvalues (and the associated eigenvectors) such that $1 > \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{L_g^2} > 0$. For each spectral domain eigenvector $g_\alpha$, associated with the eigenvalue $\lambda_\alpha$, we obtain a spatial eigenfunction given by

$$g_\alpha(\hat{\mathbf{x}}) = \sum_{\ell,m} (g_\alpha)^{\ell m}_{\ell m} Y_{\ell m}(\hat{\mathbf{x}}), \quad 1 \leq \alpha \leq L_g^2,$$

(19)

which are orthogonal over the spatial region $R$ and orthonormal over the sphere $S^2$, i.e.,

$$\langle g_\alpha, g_\beta \rangle_R = g_\alpha^H K g_\beta = \lambda_\alpha \delta_{\alpha,\beta},$$

$$\langle g_\alpha, g_\beta \rangle_{S^2} = g_\alpha^H g_\beta = \delta_{\alpha,\beta}.$$

(20)

Set of spatial eigenfunctions, $g_\alpha(\theta, \phi), \alpha = 1, 2, \ldots, L_g^2$, serves as an alternative basis for the space of bandlimited signals, i.e, $\mathcal{H}_{L_g}$, and are referred to as Slepian functions. Consequently, any signal $h \in \mathcal{H}_{L_g}$ can be represented as

$$h(\hat{\mathbf{x}}) = \sum_{\alpha=1}^{L_g^2} (h)_\alpha g_\alpha(\hat{\mathbf{x}}), \quad (h)_\alpha = \langle h, g_\alpha \rangle_{S^2} = g_\alpha^H h$$

(21)

\(^2\)We choose the eigenvectors, $g$, to be orthonormal in this work.
where \((h)_{\alpha}, \alpha = 1, 2, \ldots, L_g^2\), are called Slepian coefficients which constitute the Slepian domain representation of the signal \(h\). Fig. 1 shows the first 12 Slepian functions, bandlimited to \(L_g = 32\) and computed over a spherical ellipse\(^3\), rotated on the sphere by the Euler angles \(\rho = (60^\circ, 90^\circ, 45^\circ)\) (the ellipse is initially aligned with \(x\)-axis, having focus colatitude \(\theta_c = 15^\circ\) and semi-arc-length of the semi-major axis \(a = 20^\circ\)).

As investigated in detail in [32], if most of the eigenvalues in (18) are either nearly 1 or nearly 0 (suggesting maximal and minimal concentration for the corresponding eigenfunctions in the region \(R\) respectively) with a sharp transition, then sum of the eigenvalues, called the spherical Shannon number, is a good measure of the number of well-optimally concentrated Slepian functions with in the region \(R\). Denoted by \(N_R\), the spherical Shannon number is given by [32]

\[
N_R \triangleq \sum_{\alpha=1}^{L_g^2} \lambda_{\alpha} = \text{trace}(K) = \frac{A_R}{4\pi} L_g^2, \tag{22}
\]

where \(A_R \triangleq \|1\|_R^2\) is the surface area of the spatial region \(R\). Hence, the first \(N_R\) number of well-optimally concentrated Slepian functions in (19) (rounded to the nearest integer) form a (reduced) localized basis set for the accurate reconstruction and representation of bandlimited signals in the spatial region \(R\).

III. SPATIAL-SLEPIAN TRANSFORM (SST)

In this section, we propose the spatial-Slepian transform (SST) using the well-optimally concentrated Slepian functions. We show that the transform is invertible under some constraints, and establish that well-optimally localized rotated Slepian functions form a tight frame on the sphere. We also present a fast method for computing the proposed SST and carry out computational complexity analysis. We conclude this section with an illustration of SST on the Earth topography map using zonal Slepian functions computed over an axisymmetric polar cap region on the sphere.

A. SST Formulation

Slepian functions designed for bandlimit \(L_g\) and spatial region \(R\) on the sphere, i.e., \(g_{\alpha}, \alpha = 1, 2, \ldots, N_R\), can be used to define a new representation of signals on the sphere, which we refer to as the spatial-Slepian transform (SST)\(^4\) and define as

\[
F_{g_{\alpha}}(\rho) \triangleq \langle f, (D_\rho g_{\alpha}) \rangle_{S^2} = \int_{S^2} f(\hat{x})(D_\rho g_{\alpha})(\hat{x}) \, ds(\hat{x}), \tag{23}
\]

for a signal \(f \in \mathcal{H}_{L_f}\), where \(\rho = (\varphi, \theta, \omega)\) is the 3-tuple of the Euler angles, \(D_\rho = D(\varphi, \theta, \omega)\) is the rotation operator and \(F_{g_{\alpha}} \in \mathbb{S}(3)\) is called the \(\alpha^{th}\) spatial-Slepian coefficient of the signal \(f\). From its definition, we observe that spatial-Slepian transform probes the signal content by projecting it onto all possible rotated orientations of the well-optimally localized Slepian functions on the sphere, essentially spreading the signal in the so called joint spatial-Slepian domain. The extent of the spread of the signal in the joint spatial-Slepian domain, which is quantified by the number of spatial-Slepian coefficients, is specified by the rounded spherical Shannon number, and therefore, depends on the fractional surface area

\(^3\)We refer the reader to [40] for the definition of a spherical ellipse.

\(^4\)We use the term spatial-Slepian transform to differentiate it from Slepian transform which refers to the inner product between a signal and a Slepian function.
of the underlying region \( R \) on the sphere and the bandlimit \( L_g \) of the Slepian functions. In this context, we refer to \( \alpha \) as the Slepian scale and \( F_{g_\alpha} \) as the spatial-Slepian coefficient of Slepian scale \( \alpha \).

Using the expansion of signals in (3) and the spectral representation of the rotated signal in (8), we can write the spatial-Slepian coefficient in (23) as

\[
F_{g_\alpha}(\rho) = \sum_{\ell,m,m'} (f)_\ell^m (g_\alpha)_\ell^m \mathcal{D}_{m,m'}^\ell(\rho),
\]

where we have used orthonormality of spherical harmonics on the sphere to obtain the final expression.

B. Inverse SST

Since, the spatial-Slepian coefficient \( F_{g_\alpha}(\rho) \) can be expressed as a weighted sum of conjugate of Wigner-D functions, we define the Fourier representation of \( F_{g_\alpha}(\rho) \) as

\[
(F_{g_\alpha})'_{\ell,m,m'} \triangleq \left( \frac{2\ell + 1}{8\pi^2} \right) \left\langle F_{g_\alpha}, \mathcal{D}_{m,m'}^\ell \right\rangle_{\mathcal{SO}(3)} = (f)_\ell^m \langle g_\alpha \rangle_{\ell}^m
\]

for \( 0 \leq \ell, |m|, |m'| \leq \min\{L_f - 1, L_g - 1\} \), where we have used (11) to obtain the final result. Hence, we can recover the spectral coefficients of the original signal \( f \) as

\[
(f)_\ell^m = \left( \frac{2\ell + 1}{8\pi^2} \right) \int_{\mathcal{SO}(3)} F_{g_\alpha}(\rho) \mathcal{D}_{m,m'}^\ell(\rho) \, d\rho
\]

for \( 0 \leq \ell, |m|, |m'| \leq \min\{L_f - 1, L_g - 1\} \). From (26), we note that the proposed spatial-Slepian transform is invertible only if the spherical harmonic coefficients of the Slepian functions, \((g_\alpha)_\ell^m\), are non-zero for all degrees \((0 \leq \ell \leq \min\{L_f - 1, L_g - 1\})\) and at least one order \((-\ell \leq m' \leq \ell)\).

Remark 1: For the case where \( L_f > L_g \), the inverse spatial-Slepian transform cannot recover all of the spectral coefficients of the signal \( f \). On the other hand if \( L_f < L_g \), the Slepian functions are under-utilized in spatially localizing the signal \( f \). Therefore, in this work, we assume that \( L_f = L_g \), so that not only the Slepian functions are fully utilized, signal \( f \) is also perfectly recovered from its spatial-Slepian representation.

C. Tight frame

A sequence of functions \{\( \varphi_n \)\}_{n \in \mathbb{N}} in a Hilbert space \( \mathcal{H} \) is called a frame if there exists \( 0 \leq A \leq B < \infty \) such that

\[
A \|f\|^2 \leq \sum_{n \in \mathbb{N}} |\langle f, \varphi_n \rangle_{\mathcal{H}}|^2 \leq B \|f\|^2, \quad \forall f \in \mathcal{H},
\]

where \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) is the inner product defined for the Hilbert space \( \mathcal{H} \) and \( A, B \) are called lower and upper frame bounds respectively. If \( A = B \), then the sequence of functions \{\( \varphi_n \)\}_{n \in \mathbb{N}} in (27) is called a tight frame. For a tight frame, we have

\[
\|f\|^2 = \frac{1}{A} \sum_{n \in \mathbb{N}} |\langle f, \varphi_n \rangle_{\mathcal{H}}|^2.
\]

Consider the Slepian functions \( g_\alpha, \alpha = 1, 2, \ldots, N_R \), which are used to obtain the spatial-Slepian coefficients \( F_{g_\alpha} \) in (23). Then, we can write

\[
\sum_{\alpha=1}^{N_R} \int_{\mathcal{SO}(3)} |F_{g_\alpha}(\rho)|^2 \, d\rho = \sum_{\alpha=1}^{N_R} \int_{\mathcal{SO}(3)} |\langle f, (\mathcal{D} \rho g_\alpha) \rangle_{\mathcal{S}\ell}|^2 \, d\rho,
\]

which shows that the well-optimally localized rotated Slepian functions, \((\mathcal{D} \rho g_\alpha), \alpha = 1, 2, \ldots, N_R\), form a tight frame for the Hilbert space of bandlimited functions \( \mathcal{H}_{L_g} \).

D. Fast Computation of Spatial-Slepian Transform

Using the definition of Wigner-D functions in (9), we can write the spatial-Slepian coefficients in (24) as

\[
F_{g_\alpha}(\varphi, \vartheta, \omega) = \sum_{\ell,m,m'} (f)_\ell^m \langle g_\alpha \rangle_{\ell}^m e^{im\varphi} \mathcal{D}_{m,m'}^\ell(\vartheta) e^{im'\omega},
\]

\[
= \sum_{\ell=0}^{L_f-1} \sum_{m=-\ell}^{m=\ell} (f)_\ell^m \langle g_\alpha \rangle_{\ell}^m e^{im\varphi} \Delta_{m,m'}^\ell \sum_{m''=-\ell}^{m''=\ell} \Delta_{m'',m}^\ell e^{im''\omega},
\]

where \( \Delta_{m,m'}^\ell = \mathcal{D}_{m,m'}^\ell(\pi/2) \) and we have used the following expansion for Wigner-d functions [34],

\[
d_{m,m'}^\ell(\vartheta) = e^{im\vartheta} \sum_{m''=-\ell}^{m''=\ell} \Delta_{m'',m}^\ell e^{-im''\vartheta}.
\]

By rearranging the summations in (31), we can rewrite the spatial-Slepian coefficient as

\[
F_{g_\alpha}(\rho) = \sum_{m,m',m''=-L_f}^{L_f-1} C_{m,m',m''} e^{i(m\varphi + m'\vartheta + m''\omega)},
\]

where \( C_{m,m',m''} \) are the spatial-Slepian coefficients for a fixed \( \rho \).
where
\[
C_{m,m',m''} = \sum_{\ell=\max\{|m|,|m'|,|m''|\}}^{L_f-1} (f)_{\ell}^m (g_{\alpha})_{\ell}^{m'} \Delta^{\ell}_{m,m'} \Delta^{\ell}_{m,m''}.
\] (34)

The expression in (33) is a simple rearrangement of the initial expression in (24) and hence, is not more efficient. However, the presence of complex exponential functions in (33) facilitates the use of the fast Fourier transform (FFT) algorithm to compute the spatial-Slepian coefficient efficiently. Wigner-d functions \(\Delta_{m,m'}^{\ell}\) can be computed using either the recursive relations given in [41] or the recursion proposed in [42], both of which are stable up to very large degrees.

1) Computational Complexity Analysis: We observe that spatial-Slepian transform in (33) requires the computation of the coefficients \(C_{m,m',m''}\) over the three dimensional space of orders \(m, m', m''\). Coefficients \(C_{m,m',m''}\) in turn require a single summation over the degree \(\ell\) for each \(m, m', m''\). As a result, the overall complexity of computing \(C_{m,m',m''}\) scales as \(O(L_f^4)\) with bandlimit \(L_f\). We note that Wigner-d functions \(\Delta_{m,m'}^{\ell}\) do not depend on either the signal or Slepian functions and hence, can be computed in \(O(L_f^4)\) using the recursion in [41]. However, we compute \(\Delta_{m,m'}^{\ell}\) on-the-fly to minimize storage requirements and note that this does not change the overall complexity of \(O(L_f^4)\) for computing the coefficients \(C_{m,m',m''}\). Computational complexity of the three dimensional fast Fourier transform scales as \(O(L_f^4 \log_2 L_f)\) with bandlimit \(L_f\). Hence, the overall complexity for computing the spatial-Slepian coefficient in (33) is governed by the coefficients \(C_{m,m',m''}\), and is given by \(O(L_f^4)\) for a fixed Slepian scale \(\alpha\), and \(O(N_R L_f^4)\) for all Slepian scales, i.e., \(\alpha = 1, 2, \ldots, N_R\).

We validate the computational complexity of the spatial-Slepian transform using one of the Slepian functions (at Slepian scale \(\alpha = 1\)), computed over a spherical ellipse which is aligned with \(x\)-axis, having focus colatitude \(\theta_c = 15^\circ\) and semi-arc-length of the semi-major axis \(a = 20^\circ\).

We observe that
\[
\delta_{m,0} = \langle g_{\alpha}\rangle_{\ell}^m = \langle g_{\alpha}\rangle_{\ell}^0 \delta_{m,0},
\] (35)
and the spherical Shannon number is given by [12]
\[
N_{\Theta_c} = L \frac{\Theta_c}{\pi}.
\] (36)

Using (35), we can write the rotated signal \((D_{\rho}g_{\alpha})(\theta, \phi)\) in (23) as
\[
(D_{\rho}g_{\alpha})(\hat{\theta}, \hat{\phi}) = \sum_{\ell,m} \sqrt{\frac{4\pi}{2\ell+1}} Y_{\ell}^m(\vartheta, \varphi) \langle g_{\alpha}\rangle_{\ell}^0 Y_{\ell}^m(\hat{\theta}, \hat{\phi}),
\] (37)
where we have used the fact that for \(m' = 0\), the first rotation by \(\omega\) around \(z\)-axis has no effect and can be taken to be 0, along with the following relation [34] to obtain the final result
\[
D_{m,0}^\ell(\vartheta, \varphi, 0) = \sqrt{\frac{4\pi}{2\ell+1}} Y_{\ell}^m(\vartheta, \varphi).
\] (38)

Therefore, using the orthonormality of spherical harmonics on the sphere, SST in (23) can be rewritten for zonal Slepian functions over an axisymmetric polar cap region as
\[
F_{g_{\alpha}}(\rho) = \langle f, (D_{\rho}g_{\alpha}) \rangle_{S^2} = \sum_{\ell,m} \sqrt{\frac{4\pi}{2\ell+1}} (f)_{\ell}^m \langle g_{\alpha}\rangle_{\ell}^0 Y_{\ell}^m(\vartheta, \varphi) = F_{g_{\alpha}}(\vartheta, \varphi).
\] (39)

Fig. 2: Computational complexity analysis of the spatial-Slepian transform for a test signal using one of the Slepian functions, at Slepian scale \(\alpha = 1\), computed over a spherical ellipse, which is aligned with \(x\)-axis, having focus colatitude \(\theta_c = 15^\circ\) and semi-arc-length of the semi-major axis \(a = 20^\circ\).

E. SST using Zonal Slepian functions over Axisymmetric North Polar Cap Region

Axisymmetric north polar cap region is specified by a polar cap angle \(\Theta_c\), and is defined as \(\{\hat{\theta}(\theta, \phi) \in \mathbb{R}^3 : |\hat{\theta}| = 1, 0 \leq \theta \leq \Theta_c, 0 \leq \phi < 2\pi\}\). Slepian spatial-spectral concentration problem for polar cap regions has been investigated and analytically solved in [32]. The resulting Slepian functions are axisymmetric, i.e., \(g(\theta, \phi) = g(\theta)\). In particular, we use the

with the Earth topography map. In this context, we present an application of the spatial-Slepian transform using zonal Slepian functions computed over axisymmetric north polar cap region with polar cap angle \( \Theta_c = 15^\circ \). Fig. 3 shows the spatial-Slepian coefficients for the Earth topography map at bandlimit \( L_f = 128 \), using zonal Slepian functions with in a region that these variations are localized within.

As discussed in Section II-D, Slepian functions form a (reduced) localized basis set for the representation of bandlimited signals on the sphere, with spherical harmonic coefficients given by

\[
(F_{g_\alpha})^m_\ell = \langle F_{g_\alpha}, Y^m_\ell \rangle_{S^2} = \sqrt{\frac{4\pi}{2\ell + 1}} \langle f, Y^m_\ell \rangle_{S^2}. \tag{40}
\]

As a result, signal \( f \) can be reconstructed perfectly from the spatial-Slepian coefficients as

\[
f(\theta, \phi) = \sum_{\ell,m=0}^{L-1} \sqrt{\frac{2\ell + 1}{4\pi}} \frac{\langle F_{g_\alpha}, Y^m_\ell \rangle_{S^2}}{\langle g_\alpha \rangle^m_\ell} Y^m_\ell(\theta, \phi), \tag{41}
\]

for \( \langle g_\alpha \rangle^m_\ell \neq 0, \forall \ell < L_f \). We use the Earth topography map\(^3\), bandlimited to degree \( L_f = 128 \), for the computation of spatial-Slepian transform using zonal Slepian functions computed over the axisymmetric north polar cap region with polar cap angle \( \Theta_c = 15^\circ \). Fig. 3 shows the spatial-Slepian coefficients for the first \( N_{\Theta_c,0} \sim 11 \) Slepian scales, along with the Earth topography map.

### IV. Localized Variation Analysis

As discussed in Section II-D, Slepian functions form an alternative basis set for the representation of bandlimited signals on the sphere and the well-optimally concentrated Slepian basis functions form a (reduced) localized basis set for the accurate representation and reconstruction of bandlimited signals over a region on the sphere. Hence, this reduced basis can prove to be an invaluable tool for probing the contents of any signal which is localized with in a region on the sphere. In this context, we present an application of the spatial-Slepian transform, utilizing it for detecting hidden variations in a signal, which are localized within an unknown region on the sphere. The objective is to detect the presence of these variations along with an estimate of the underlying region that these variations are localized within. In the remainder of this section, we setup the problem of localized variation analysis and use a toy example for illustration. We compare the results obtained using the spatial-Slepian transform with those obtained from the wavelet transform \([30]\), and show that spatial-Slepian transform performs better by achieving a better estimate of the underlying region of localized variations.

#### A. Problem Statement

Let \( b(\hat{x}) \) be an unknown signal on the sphere, called the background source signal, and \( v(\hat{x}) \) be an extremely weak hidden variation in \( b(\hat{x}) \), localized within an unknown region \( \hat{R} \) on the sphere, such that the total signal, called the observation, is given by \( f(\hat{x}) = b(\hat{x}) + v(\hat{x}) \), \( \| v \|_{S^2} \ll \| b \|_{S^2} \). We assume that there are \( N \) different instances (realizations) of such a localized variation, giving us an ensemble of observations as

\[
f_j(\hat{x}) = b(\hat{x}) + v_j(\hat{x}), \quad j = 1, 2, \ldots, N. \tag{42}
\]

The problem under consideration is to statistically identify the presence of such anomalies (localized variations) in the source signal.

#### B. Framework

We compute the spatial-Slepian coefficients of the observation using the well-optimally concentrated Slepian functions with in a region \( R \) on the sphere. From the linearity of the spatial-Slepian transform, we can write the spatial-Slepian transform of the \( j^{th} \) observation as

\[
F_{g_\alpha}^j(\rho) = B_{g_\alpha}(\rho) + V_{g_\alpha}^j(\rho), \quad \alpha = 1, 2, \ldots, N_R, \tag{43}
\]

\(^3\)http://geoweb.princeton.edu/people/simons/software.html
with statistical mean and variance given by
\[
\mathbb{E}\{F_{g_0}(\rho)\} = B_{g_0}(\rho) + \mathbb{E}\{V_{g_0}(\rho)\},
\]
and
\[
\sigma^2_{F_{g_0}(\rho)} = \mathbb{E}\left\{\left|F_{g_0}(\rho) - \mathbb{E}\{F_{g_0}(\rho)\}\right|^2\right\} = \mathbb{E}\left\{|V_{g_0}(\rho)|^2\right\} - \mathbb{E}\left\{|V_{g_0}(\rho)|^2\right\} = \sigma^2_{V_{g_0}(\rho)},
\]
respectively. We observe that the spatial-Slepian coefficients of the observation have the same variance as the spatial-Slepian coefficients of the localized variations, which enables us to use the sample variance across different instances, denoted by \(\Sigma^2_{F_{g_\alpha}}\), and given by,
\[
\Sigma^2_{F_{g_\alpha}} = \frac{1}{N} \sum_{j=1}^{N} \left|F_{g_\alpha}^j - \frac{1}{N} \sum_{j=1}^{N} F_{g_\alpha}^j\right|^2,
\]
as a statistical measure for the detection of hidden localized variations in the signal at different Slepian scales \(\alpha\).

C. Illustration

As an illustration, we consider a realization of the zero-mean and anisotropic Gaussian process as the background source signal \(b(\hat{x})\), with bandlimit \(L_b = 32\). We generate localized variations with in the region \(\hat{R}\), which is taken to be a spherical ellipse, initially aligned with \(x\)-axis having focus colatitude \(\Theta_c = 15^\circ\) and semi-arc-length of the semi-major axis \(a = 25^\circ\), that is rotated by the Euler angles \(\rho = (60^\circ, 90^\circ, 45^\circ)\). The localized variations are given by
\[
u^j(\hat{x}) = \sum_{\beta=1}^{N_\beta=30} a^j_\beta \tilde{g}_\beta(\hat{x}),
\]
where \(\tilde{g}_\beta(\hat{x})\) are the well-optimally concentrated Slepian functions in the region \(\hat{R}\), bandlimited to degree \(L_\beta = 32\), \(a^j_\beta\) are random scalars drawn from the standard normal distribution and \(N_\beta = 30\) is the rounded spherical Shannon number for the region \(\hat{R}\). The strength of these variations is specified by the background-to-variation ratio (BVR) defined as
\[
\text{BVR} = 10 \log \frac{\|b(\hat{x})\|^2}{\|v(\hat{x})\|^2}.
\]
We generate \(N = 10\) instances of the localized variations such that BVR is \(20\) dBs for each variation, yielding \(N = 10\) different observations on the sphere as
\[
f^j(\hat{x}) = b(\hat{x}) + \sum_{\beta=1}^{N_\beta=30} a^j_\beta \tilde{g}_\beta(\hat{x}), \quad 1 \leq j \leq N = 10,
\]
where each observation is bandlimited to degree \(L_f = 32\). The source signal \(b(\hat{x})\) and the observation which contains the first instance of the localized variation, i.e., \(f^1(\hat{x})\), are shown in Fig. 4. As can be seen, the localized variation in the highlighted elliptical region is hidden in the source signal. It must be noted that the source signal, localized variations and the spherical elliptical region \(\hat{R}\) are unbeknownst to the framework of spatial-Slepian transform.

The hidden variations are detected by constructing the spatial-Slepian coefficients using zonal Slepian functions over the axisymmetric polar cap region, \(\hat{R}\), of polar cap angle \(\Theta_c = 15^\circ\) with bandlimit \(L_g = 32\), and finding the sample variance across \(N = 10\) different instances at each Slepian scale \(\alpha = 1, \ldots, N_{\Theta_c,0} = 3\). The results are shown in Fig. 5 where the unknown spherical elliptical region \(\hat{R}'\) is drawn for reference only. For comparison, we also plot the sample variance of the wavelet coefficients, which are computed as [30]
\[
w_f^{\Psi(s)}(\rho) = \left\langle f, \Psi(s) \right\rangle_{S^2} = \int_{S^2} f(\hat{x}) (D_{\rho}s \Psi(s)) (\hat{x}) d\hat{s},
\]
where \(\Psi(s) \in L^2(S^2)\) is the wavelet function at wavelet scale \(s\). The minimum wavelet scale is \(0\) and the maximum wavelet scale depends on the bandlimit, which in this case, i.e., for bandlimit \(L_f = 32\), is \(5\). However, we choose to show the sample variance for the first 4 wavelet scales as there is negligibly small sample variance at wavelet scales \(s = 4, 5\). For a detailed treatment of the wavelet transform, we refer the reader to [30].

As can be seen from Fig. 5, sample variance using the spatial-Slepian transform yields a very accurate detection of the hidden localized variations. In comparison, sample variance using the wavelet transform performs poorly; yielding an over-estimate of the underlying region of the localized variations. Superior performance of the spatial-Slepian transform is due to the fact that well-optimally concentrated Slepian functions are better suited to probe signal content locally than wavelet functions. Although, wavelet functions have been shown to exhibit good spatial localization [30], unlike Slepian functions, their characteristics are not defined by the shape of the underlying region on the sphere, which makes them ill-suited for localized signal analysis on the sphere.
Fig. 5: (a) First instance of the localized variation, (b)–(d) sample variance of the spatial-Slepian coefficients, $\Sigma^2 F_{g_\alpha}$, $\alpha = 1, \ldots, N_{\Theta_c}, 0 = 3$. (e)–(j) sample variance of the wavelet coefficients, $\Sigma^2 w_{\Psi(s)}$, $s = 0, 1, \ldots, 3$. As can be seen, sample variance of the spatial-Slepian coefficients quite accurately detects the region of the localized hidden variations at each Slepian scale, $\alpha = 1, \ldots, N_{\Theta_c}, 0 = 3$, whereas sample variance of the wavelet coefficients yields an over-estimate of the region of localized variations. Please note that the spherical elliptical region of localized variations is unbeknownst to the framework of spatial-Slepian and wavelet transforms, and is drawn from reference only.

V. CONCLUSIONS

We have proposed spatial-Slepian transform (SST) for the representation of a spherical signal in the joint spatial-Slepian domain, and for localized analysis of signals on the sphere. The proposed transform is similar in spirit to the wavelet transform, however, instead of using wavelet functions which cannot be adapted to a given region on the sphere, it uses bandlimited and spatially well-optimally (energy) concentrated Slepian functions. Proposed SST probes local content of the signal, which is a direct consequence of the use of well-optimally concentrated Slepian basis functions. We have derived the constraints under which SST is invertible and have shown that well-optimally concentrated rotated Slepian functions form a tight frame on the sphere. We have also presented an algorithm for the fast computation of spatial-Slepian transform and have carried out computational complexity analysis. As an illustration, we have applied the proposed transform to the Earth topography map using the bandlimited zonal Slepian functions which are well-optimally concentrated with in an axisymmetric polar cap region on the sphere. To demonstrate utility of the proposed transform, we have also devised a framework to carry out localized variation analysis for the detection of hidden localized variations in the signal. We consider the use of proposed transform for carrying out localized signal analysis and optimal filtering as subjects of future work.
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