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Abstract

We present a generalization of Walsh-Hadamard transform that is suitable for applications in Coding Theory, especially for computation of the weight distribution and the covering radius of a linear code over a finite field. The transform used in our research, is a modification of Vilenkin-Chrestenson transform. Instead of using all the vectors in the considered space, we take a maximal set of nonproportional vectors, which reduces the computational complexity.

1 Introduction

Minimum distance, weight distribution and covering radius are some of the important parameters of the linear codes. The minimum distance shows how many errors a particular code can correct and how many it can detect. When the maximum-likelihood decoding is performed the covering radius is the measure of the largest number of errors in any correctable error pattern. Unfortunately, the problems for computing weight distribution, minimum distance and covering radius of a linear code are NP complete \([1]\). Algorithms that solve these problems are usually based on a search in large sets of vectors \([2, 3]\).

Connections between discrete Fourier type transforms, weight distribution and covering radius were established by Karpovsky \([4, 5]\). In his research, Karpovsky considered mainly binary codes and offered only ideas for the nonbinary case. The size of the transformation vector in \([4]\) is \(q^k\). In our study \([6]\), in which we calculate the weight distribution of a linear code, we succeeded to reduce the length of the transformed vector to \(\theta(q, k)\), using an appropriate new transformation. In this way, the number of required calculations is reduced by about \(q - 1\) times.

In this paper, we show that a similar transform can be used to calculate the covering radius of a linear code. Section \([2]\) contains definitions and statements which are important
in our research. In Section 3 we present a brief description of an algorithm for computing the weight distribution of a linear code based on a Walsh-Hadamard type transform. An algorithm for computing the covering radius of a linear code over a prime field is given in Section 4. The main results for linear codes over a composite field are proved in Section 5. We end the paper with a short conclusion.

2 Preliminaries

Let \( F_q^n \) be the \( n \)-dimensional vector space over the finite field \( F_q \), where \( q \) is a prime power.

2.1 Linear codes

Every \( k \)-dimensional subspace \( C \) of \( F_q^n \) is called a \( q \)-ary \([n,k]q\)-code (or an \([n,k]q\)-code). The parameters \( n \) and \( k \) are called the length and dimension of \( C \), respectively, and the vectors in \( C \) are called codewords. The (Hamming) weight \( \text{wt}(x) \) of a vector \( x \in F_q^n \) is the number of its non-zero coordinates. If \( A_i \) is the number of codewords of weight \( i \) in \( C \), \( i = 0, 1, \ldots, n \), then the sequence \((A_0, A_1, \ldots, A_n)\) is called the weight distribution of \( C \). Any \( k \times n \) matrix \( G \), whose rows form a basis of \( C \), is called a generator matrix of the code. An \((n-k)\times n\) matrix \( H \), that determines the code \( C \) in the sense that

\[ C = \{ x \in F_q^n | Hx^T = 0 \}, \]

is called a parity check matrix of the code. Note that the rows of \( H \) are linearly independent.

For any vector \( w \in F_q^n \), the set \( w + C = \{w + x | x \in C\} \) is called a coset (or translate) of the code. The weight of a coset is the smallest weight of a vector in the coset, and any vector of this smallest weight in the coset is called a coset leader. The zero vector is the unique coset leader of the code \( C \). The syndrome of a vector \( y \in F_q^n \) with respect to the parity check matrix \( H \) is the vector \( \text{syn}(y) = Hy^T \in F_q^{n-k} \). Two vectors belong to the same coset if and only if they have the same syndrome [7, Theorem 1.11.5]. The maximum integer among the weights of the cosets is called the covering radius of the code and denoted by \( \rho(C) \). Moreover, \( \rho(C) \) is the smallest number \( s \) such that every nonzero syndrome is a linear combination of \( s \) or fewer columns of the parity check matrix \( H \), and some syndrome requires \( s \) columns [7, Theorem 1.12.5]. For more concepts and properties of linear codes we refer to [7, 8].

We consider only codes of full length, i.e. codes without zero columns in their generator matrices. If \( C \) is a linear \([n,k]q\) code of full length, and \( \overline{C} \) is obtained from \( C \) by adding \( m \) zero coordinates to each codeword, then \( \overline{C} \) is a linear code with length \( n + m \), the same weight distribution as \( C \), and a covering radius \( \rho(\overline{C}) = \rho(C) + m \). Therefore it is enough to compute the weight distribution and the covering radius of the code \( C \) in order to know these parameters for the code \( \overline{C} \).
2.2 Vilenkin-Chrestenson transform

Let $\xi$ be a primitive complex $q$-th root of unity. We define the Vilenkin-Chrestenson matrices of order $s$ by recurrence formulae as follows:

$$V_1 = \begin{pmatrix}
1 & 1 & 1 & \ldots & 1 \\
1 & \xi & \xi^2 & \ldots & \xi^{q-1} \\
1 & \xi^2 & \xi^4 & \ldots & \xi^{2(q-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \xi^{q-1} & \xi^{2(q-1)} & \ldots & \xi^{(q-1)^2}
\end{pmatrix},
V_{s+1} = V_1 \otimes V_s, \quad s \in \mathbb{Z}, \quad s \geq 1,
$$

where $\otimes$ means the Kronecker product. We can consider the elements of the matrix $V_s$ in the following way:

$$V_s = (v_\omega(x))_{\omega, x \in \mathbb{Z}_q^s},$$

where $\omega = (\omega_1, \ldots, \omega_s)$, $x = (x_1, \ldots, x_s)$, $\mathbb{Z}_q = \{0, 1, \ldots, q - 1\}$, $v_\omega(x) = \xi^{\omega \cdot x}$ and $\omega \cdot x = \sum_{i=1}^s \omega_i x_i \in \mathbb{Z}$. In what follows, we will use some properties of $v_\omega(x)$ that follow directly from the definition, namely

$$v_\omega(x) = v_x(\omega), \quad v_\omega(x)v_\omega(y) = v_\omega(x + y), \quad v_\omega(0) = 1.
$$

The first property shows that the matrices $V_s$ are symmetric.

**Definition 1** Let $h : \mathbb{Z}_q^s \to \mathbb{C}$ be a function. The Vilenkin-Chrestenson transform of $h$ is a function $\hat{h} : \mathbb{Z}_q^s \to \mathbb{C}$ defined by

$$\hat{h}(\omega) = \sum_{x \in \mathbb{Z}_q^s} h(x)v_\omega(x), \quad \omega \in \mathbb{Z}_q^s.
$$

Detailed information on this transform, as well as on other discrete transforms related to the Fourier transform, can be found in [9, 10, 11].

Denote by $TT(h)$ the vector with the values of the function $h$ when the elements of $\mathbb{Z}_q^s$ are ordered lexicographically. This is an analog to the truth table of a Boolean function but here the coordinates of $TT(h)$ are complex numbers. The vectors of the function $h$ and its transform $\hat{h}$ are connected by the equality

$$TT(\hat{h}) = V_s \cdot TT(h).
$$

In this way we reduce Vilenkin-Chrestenson transform to a matrix by vector multiplication.
3 Weight distribution of linear codes represented by a generator matrix

Let $\mathbb{F}_q = \{\alpha_0 = 0, \alpha_1 = 1, \alpha_2, \ldots, \alpha_{q-1}\}$. For all positive integers $k$, we define the matrices $G_k$ recursively as follows:

$$G_1 = (1), \quad G_k = \begin{pmatrix} 0 & \alpha_1 & \cdots & \alpha_{q-1} & 1 \\ G_{k-1} & G_{k-1} & \cdots & G_{k-1} & 0^T \end{pmatrix}, \quad k \in \mathbb{Z}, k \geq 2,$$

(4)

where $u = (u, \ldots, u) = u(1, 1, \ldots, 1) = u.1$, $u \in \mathbb{F}_q$. The size of $G_k$ is $k \times \theta(q,k)$, where $\theta(q,k) = (q^k-1)/(q-1)$, and all columns of the matrix are pairwise linearly independent. Hence the vector-columns in $G_k$ form a maximal set of nonproportional vectors from the vector space $\mathbb{F}_q^k$. Since any such maximal set consists of the representatives of the points in the projective geometry $PG(k-1,q)$, we can say that the columns of the matrix $G_k$ represent all points in the projective geometry $PG(k-1,q)$.

The linear code, generated by the matrix $G_k$, is called a $q$-ary simplex code and denoted by $S_{q,k}$. This code has length $\theta(q,k)$, dimension $k$ and weight distribution $A_0 = 1, A_{q^k-1} = q^k-1$, and $A_i = 0$ for $i \neq q^k-1$, $1 \leq i \leq \theta(q,k)$ (for more properties of the simplex codes see [7, 8]).

Let $C$ be a linear $[n, k]_q$ code of full length with a generator matrix $G$.

**Definition 2** The characteristic vector of the code $C$ with respect to its generator matrix $G$ is the vector

$$\chi(C, G) = (\chi_1, \chi_2, \ldots, \chi_{\theta(q,k)}) \in \mathbb{Z}^\theta(q,k)$$

(5)

where $\chi_u$ is the number of the columns of $G$ that are equal or proportional to the $u$-th column of $G_k$, $u = 1, \ldots, \theta(q,k)$.

When $C$ and $G$ are clear from the context, we write briefly $\chi$. Note that $\sum_{u=1}^{\theta(q,k)} \chi_u = n$, where $n$ is the length of $C$.

A code $C$ can have different characteristic vectors depending on the chosen generator matrices of $C$ and the considered generator matrix $G_k$ of the simplex code $S_{q,k}$. If we permute the columns of the matrix $G$ and multiply them by nonzero elements of the field, we will obtain a monomially equivalent code to $C$ having the same characteristic vector. Moreover, from a characteristic vector one can restore the columns of the generator matrix $G$ but eventually at different order and/or multiplied by nonzero elements of the field. This is not a problem for us because the equivalent codes have the same weight distributions.

Further, we consider the matrices $M_k = G_k^T \cdot G_k$, $k \in \mathbb{N}$. We denote by $\mathcal{N}(M_k)$ the matrix obtained from $M_k$ by replacing all nonzero elements by 1. The rows of the matrix $G_k^T \cdot G$ represent a maximal set of codewords in $C$ that are pairwise nonproportional, and the Hamming weight of the $i$-th row of this matrix (multiplication over $\mathbb{F}_q$) is equal to the $i$-th coordinate of the column vector $\mathcal{N}(M_k) \cdot \chi^T$ (multiplication over $\mathbb{Z}$), $i = 1, \ldots, \theta(q,k)$. 


Therefore, the coordinates of $N(M_k) \cdot \chi^T$ provide sufficient information about the weight distribution of the code $C$ \cite{6} Lemma 1.

If $m = (m_1, \ldots, m_{\theta(q,k)})$ is a row-vector in the matrix $M_k$, and $v = (v_1, \ldots, v_\theta) \in \mathbb{Z}^\theta$ is a vector of length $\theta(q,k)$ with integer coordinates, we define the vector $m[v] = (\mu_0, \mu_1, \ldots, \mu_{q-1})$ as follows

$$
\mu_u = \sum_{j=1}^{\theta(q,k)} v_j \text{ for each } u = 0, \ldots, q-1.
$$

In other words, $m[v]$ can be computed from the vector $m' = (m_1, \ldots, m_{\theta(q,k)})$, where there are $\mu_i$ occurrences of $\alpha_i$ in the vector $m'$. According to \cite{8} p. 142, $m[v] = \text{comp}(m')$ is the composition of $m'$. The matrix $M_k[v]$ is obtained by replacing each row $m$ of $M_k$ by the corresponding vector $m[v]$. Note that $M_k[v]$ is a $\theta(q,k) \times q$ matrix. If we take $v$ to be the characteristic vector $\chi = \chi(C, G)$ of the linear code $C$ with a generator matrix $G$, then the $i$-th coordinate of $N(M_k) \cdot \chi^T$ is equal to $n - \mu_0$ where $m$ is the $i$-th row of $M_k$ and $\mu_0$ is the first coordinate of $m[x]$ (see \cite{6}). The matrix $M_k[x]$ is used in the algorithm for calculating the weight distribution of a linear code with characteristic vector $\chi$, presented in \cite{6}.

**Definition 3** Let $v \in \mathbb{Z}^\theta$ be a vector of length $\theta(q,k)$ with integer coordinates. For any row-vector $m$ in the matrix $M_k$, we define the vector

$$
m^{[v]} = (m_0, m_1, \ldots, m_{\theta(q,k)}),
$$

where $m_0, m_1, \ldots, m_{q-1}$ are the coordinates of $m[v]$. The matrix $M_k^{[v]}$ consists of the vectors $m^{[v]}$ as rows. The sum of the columns of $M_k^{[v]}$ is called the reduced distribution of $v$ and denoted by $r(v)$.

Note that $M_k^{[v]}$ is a $\theta(q,k) \times (q-1)$ matrix, so it has $q^k - 1$ entries. Obviously,

$$
\left( (m^{[v]})^T \right)^T = \begin{pmatrix}
1 & -1 & 0 & \ldots & 0 & 0 \\
1 & 0 & -1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 0 & 0 & \ldots & -1 & 0 \\
1 & 0 & 0 & \ldots & 0 & -1
\end{pmatrix} \cdot \begin{pmatrix}
\mu_0 \\
\mu_1 \\
\vdots \\
\mu_{q-1}
\end{pmatrix}
$$

**Lemma 1** The reduced distribution $r(v)$ of a vector $v \in \mathbb{Z}^\theta$ is equal to $[(q-1)J - qN(M_k)]v^T$ where $J$ is the $\theta \times \theta$ all 1’s matrix.
Proof. Let \( n = \sum_{j=1}^{\theta} v_j \). If \( m \) is the \( i \)-th row of the matrix \( M_k \), then the \( i \)-th coordinate of \( N(M_k)v^T \) is equal to
\[
\sum_{1 \leq j \leq \theta \atop m_j \neq 0} v_j = n - \mu_0,
\]
where \( \mu_0 \) is the first element of \( m[v] \). Let \( c_0 \) be the first column of \( M_{k}^v \). Since \( n \) is the sum of the coordinates of \( v \), we have \( N(M_k)v^T = Jv^T - c_0 \) and so \( c_0 = Jv^T - N(M_k)v^T \).

From the other hand, for the sum of the coordinates of \( m^v \), we have
\[
(q - 1)\mu_0 - \sum_{u=1}^{q-1} \mu_u = q\mu_0 - \sum_{u=0}^{q-1} \mu_u = q\mu_0 - \sum_{j=1}^{\theta(q,k)} v_j = q\mu_0 - n.
\]
Therefore the reduced distribution of \( v \) is equal to
\[
r(v) = qc_0 - Jv^T = qJv^T - qN(M_k)v^T - Jv^T = [(q - 1)J - qN(M_k)]v^T.
\]
\( \square \)

**Remark 1** For given positive integers \( k \) and \( q \) (\( q \) is a prime power), the transformation \( r \) is defined for any integer valued vector \( v \) of length \( \theta(q,k) \). As we will show below, the reduced distribution can be used both for computing the weight distribution of a linear code (see [6]), and for calculating the covering radius.

## 4 Covering radius of a linear code over a prime field

In this section we consider only prime fields, so we set \( q \) to be a prime, and \( F_q = \mathbb{Z}_q = \{0, 1, \ldots, q - 1\} \). Theorem 3 gives a connection between the Vilenkin-Christenson transform and the covering radius of a linear codes.

### 4.1 An algorithm using Vilenkin-Chrestenson transform

To prove the main result (Theorem 3), we need the following lemma.

**Lemma 2** The following equality holds for any \( x \in \mathbb{F}_q^n \):
\[
\sum_{\omega \in \mathbb{F}_q^n} v_\omega(x) = \begin{cases} q^s, & \text{if } x = 0, \\ 0, & \text{if } x \neq 0. \end{cases}
\]

**Proof.** This lemma follows from [8, Chapter 5, Lemma 9], but we present here a proof that uses our notations.

Since \( v_\omega(0) = 1 \), \( \sum_{\omega \in \mathbb{F}_q^n} v_\omega(0) = q^s \).
In the case $x \neq 0$ we use induction by $s$. In the base step $s = 1$ we have
\[
\sum_{\omega \in \mathbb{F}^q} v_\omega(x) = \sum_{\omega = 0}^{q-1} \xi^{x \omega} = \sum_{u=0}^{q-1} \xi^u = \frac{1 - \xi^q}{1 - \xi} = 0, \quad \forall x \in \mathbb{F}_q \setminus \{0\}.
\]

Suppose that the equality holds for some natural number $s$. Now consider the vectors in $\mathbb{F}^{s+1}_q$ and the matrix $V_{s+1}$. Let $x = (u, x')$, where $u \in \mathbb{F}_q$, $x' \in \mathbb{F}^s_q$, $x \neq 0$.

If $x' = 0$, but $u \neq 0$, then
\[
\sum_{\omega \in \mathbb{F}^{s+1}_q} v_\omega(x) = \sum_{i=0}^{q-1} (\xi^u \sum_{\omega \in \mathbb{F}^s_q} v_\omega(0)) = q \sum_{i=0}^{q-1} \xi^i = q \frac{1 - \xi^q}{1 - \xi} = 0.
\]

If $x' \neq 0$, then
\[
\sum_{\omega \in \mathbb{F}^{s+1}_q} v_\omega(x) = \sum_{i=0}^{q-1} (\xi^u \sum_{\omega \in \mathbb{F}^s_q} v_\omega(x')) = 0.
\]

Since both the base case and the inductive step have been proved as true, by mathematical induction the statement holds for every natural number $s$. \hfill \square

Let $C$ be a linear $[n, k]_q$ code with a parity check matrix $H$. Consider the characteristic function of the matrix $H$, defined by
\[
h_H(x) = \begin{cases}
1, & \text{if } x \text{ is a column of } \hat{H}, \\
0, & \text{otherwise},
\end{cases}
\]
where $\hat{H} = (H|\alpha_2 H|\ldots|\alpha_{q-1} H)$. We use this characteristic function to compute the covering radius of the code. The following theorem holds for primes $q \geq 3$. A similar result is presented in [5, Theorem 2] for the case $q = 2$, but Karpovsky considers more functions.

**Theorem 3** Let $C$ be an $[n, k]_q$-code with a parity check matrix $H$, where $q$ is an odd prime, and $\hat{h} : \mathbb{F}^n_q \to \mathbb{C}$ be the Vilenkin-Chrestenson transform of the characteristic function $h = h_H$. Then the covering radius $\rho(C)$ is equal to the smallest natural number $j$ such that $\hat{h}^j(y) \neq 0$ for all $y \in \mathbb{F}^{n-k}_q$, $y \neq 0$.

**Proof.** Consider the powers of $\hat{h}(\omega)$, $\omega \in \mathbb{F}^{n-k}_q$,
\[
(\hat{h}(\omega))^j = \left( \sum_{x \in \mathbb{F}^{n-k}_q} h(x) v_\omega(x) \right)^j = \sum_{x_1, \ldots, x_j \in \mathbb{F}^{n-k}_q} h(x_1) \ldots h(x_j) v_\omega(x_1) \ldots v_\omega(x_j) = \sum_{x_1, \ldots, x_j \in \mathbb{F}^{n-k}_q} h(x_1) \ldots h(x_j) v_\omega(x_1 + \ldots + x_j).
\]
After applying the Vilenkin-Chrestenson transform on the function \( \hat{h} \), we have for \( y \in \mathbb{F}_q^{n-k} \setminus \{0\} \)

\[
\hat{h}^j(y) = \sum_{\omega \in \mathbb{F}_q^{n-k}} \left( \hat{h}(\omega) \right)^j v_y(\omega) = \sum_{\omega \in \mathbb{F}_q^{n-k}} \left( \hat{h}(\omega) \right)^j v_\omega(y)
\]

\[
= \sum_{\omega \in \mathbb{F}_q^{n-k}} v_\omega(y) \sum_{x_1, \ldots, x_j \in \mathbb{F}_q^{n-k}} h(x_1) \ldots h(x_j) v_\omega(x_1 + \ldots + x_j)
\]

\[
= \sum_{x_1, \ldots, x_j \in \mathbb{F}_q^{n-k}} \sum_{\omega \in \mathbb{F}_q^{n-k}} h(x_1) \ldots h(x_j) v_\omega(x_1 + \ldots + x_j + y)
\]

According to Lemma 2, \( \sum_{\omega \in \mathbb{F}_q^{n-k}} v_\omega(x_1 + \ldots + x_j + y) \neq 0 \) only if \( x_1 + \ldots + x_j + y = 0 \). It turns out that \( \hat{h}^j(y) \neq 0 \) if and only if there is at least one tuple \( (x_1, \ldots, x_j) \) of vectors in \( \mathbb{F}_q^{n-k} \) (equal vectors are allowed) such that \( h(x_u) \neq 0 \) for all \( x_u, u = 1, \ldots, j \), and \( x_1 + \ldots + x_j = -y \).

In other words, \( \hat{h}^j(y) \neq 0 \) if and only if there is a tuple \( (x_1, \ldots, x_j) \) of columns in the matrix \( \hat{H} \) such that \( x_1 + \ldots + x_j = -y \). Let \( l_y \) be the number of the tuples \( (x_1, \ldots, x_j) \) of columns in \( \hat{H} \) whose sum is equal to \(-y\). Then \( \hat{h}^j(y) = l_y q^{n-k} \), and \( \hat{h}^j(y) \neq 0 \) if and only if \( y \) can be represented as a sum of \( j \) columns of \( \hat{H} \). The sum \( x_1 + \ldots + x_j \) is a linear combination of at most \( j \) of the columns of the parity check matrix \( H \), hence we can reformulate the above statement in the following way: \( \hat{h}^j(y) \neq 0 \) if and only if \( y \) is a linear combination of at most \( j \) columns of \( H \).

It is not difficult to see that if \( y \) can be represented as a sum of \( j \) columns of \( \hat{H} \) (not necessarily different) then the same vector can be represented as a sum of \( j+1 \) columns (this conclusion is not valid if \( q = 2 \)). Indeed, if \( y = x_1 + \cdots + x_j \) then \( y = x_1 + \cdots + x_{j-1} - \frac{q-1}{2} x_j - \frac{q-1}{2} x_j \). Therefore, if \( \hat{h}^j(y) \neq 0 \) then \( \hat{h}^{j+1}(y) \neq 0 \).

If \( j < \rho(C) \), then there is a vector \( y \in \mathbb{F}_q^{n-k} \setminus \{0\} \) which is not a linear combination of \( j \) columns of \( H \) and then \( \hat{h}^j(y) = 0 \). In the other hand, if \( j \geq \rho(C) \) then any vector \( y \in \mathbb{F}_q^{n-k} \setminus \{0\} \) is a linear combination of at most \( j \) columns of \( H \) and therefore \( \hat{h}^j(y) \neq 0 \) for all \( y \in \mathbb{F}_q^{n-k} \setminus \{0\} \). \( \square \)

**Remark 2** If \( x_1, \ldots, x_j \) are columns in \( \hat{H} \) and \( x_1 + \cdots + x_j = y \) then there exists a vector \( w \in \mathbb{F}_q^n \) with \( wt(w) \leq j \) such that \( y = H w^T \). Furthermore, it follows that \( y \) is the syndrome of the coset \( w + C \) and the weight of this coset is at most \( j \).

**Remark 3** The same algorithm can be used for computing the weight distribution of the coset leaders of a linear code over \( \mathbb{F}_q \) for an odd prime \( q \). If \( j \geq 2 \) is an integer, then the number
of the coset leaders of weight $j$ is equal to the number of the vectors $y \in \mathbb{F}^{n-k}_q \setminus \{0\}$ such that $\hat{h}^j(y) \neq 0$ but $\hat{h}^{j-1}(y) = 0$. The number of the coset leaders of weight 1 is equal to the number of the nonzero vectors $y \in \mathbb{F}^{n-k}_q$ such that $h(y) \neq 0$.

### 4.2 Additional Properties

We propose some improvements in the computations presented in Theorem 3. Note that the characteristic function $h$ of the matrix $H$ takes only integer values (0 and 1). We consider the case when $q$ is an odd prime and $\mathbb{F}_q = \mathbb{Z}_q$.

Next, we use some properties of the proportionality to reduce the addends in the sum in the Vilenkin-Chrestenson transform of an integer valued function $h : \mathbb{F}^s_q \rightarrow \mathbb{Z}$ satisfying the following property: $h(x) = h(ux)$ for all $u \in \mathbb{F}_q \setminus \{0\}$ and $x \in \mathbb{F}_q^s$. Proportionality is an equivalence relation in $\mathbb{F}_q^s$ that partitions the considered set into $\theta + 1$ classes, where $\theta = \theta(q, s)$. Only $\{0\}$ contains one element, each of all other classes consists of $q - 1$ elements.

Let $e_1, \ldots, e_q$ be the vectors, corresponding to the columns of the generator matrix $G_s$ of the simplex code as it is defined in (1). Note that the elements of the $\theta \times \theta$ matrix $M_s$ are the inner products $e_i \cdot e_j \in \mathbb{F}_q$. Then

$$\hat{h}(0) = \sum_{x \in \mathbb{F}_q^s} h(x)v_0(x) = \sum_{x \in \mathbb{F}_q^s} h(x) = h(0) + (q - 1) \sum_{i=1}^\theta h(e_i) \quad (7)$$

and

$$\hat{h}(e_i) = \sum_{x \in \mathbb{F}_q^s} h(x)v_{e_i}(x) = h(0) + \sum_{j=1}^{\theta-1} \sum_{u=1}^{q-1} h(e_j)v_{e_i}(ue_j)$$

$$= h(0) + \sum_{j=1}^\theta h(e_j) \sum_{u=1}^{q-1} (\xi^{e_i \cdot e_j})^u. \quad (8)$$

**Lemma 4** Let $h : \mathbb{Z}_q^s \rightarrow \mathbb{Z}$ be a function with the property $h(x) = h(ux)$ for all $u \in \mathbb{Z}_q \setminus \{0\}$ and $x \in \mathbb{Z}_q^s$. If $\hat{h} : \mathbb{Z}_q^s \rightarrow \mathbb{C}$ is the Vilenkin-Chrestenson transform of $h$ then $\hat{h}$ is actually an integer valued function and $\hat{h}(\omega) = \hat{h}(u \omega)$ for all $u \in \mathbb{Z}_q \setminus \{0\}$ and $\omega \in \mathbb{Z}_q^s$.

**Proof.** If $u \in \mathbb{Z}_q$, $u \neq 0$, then

$$\hat{h}(u \omega) = \sum_{x \in \mathbb{Z}_q^s} h(x)v_{u \omega}(x) = \sum_{x \in \mathbb{Z}_q^s} h(x)v_{\omega}(ux) = \sum_{x \in \mathbb{Z}_q^s} h(ux)v_{\omega}(ux) = \hat{h}(\omega).$$

The last equality holds because if $x$ traverses the set $\mathbb{Z}_q^s$, the same goes for $ux$ for a fixed $u \neq 0$. 


To prove that \( \hat{h} \) is an integer valued function, we use (7) and (8). Obviously, \( \hat{h}(0) \in \mathbb{Z} \). To prove the same for \( \hat{h}(e_i) \), we use that

\[
\sum_{u=1}^{q-1} (\xi_{e_i} e_j)^u = \begin{cases} 
q - 1, & \text{if } e_i \cdot e_j = 0,
-1, & \text{if } e_i \cdot e_j \neq 0.
\end{cases} 
\]

(9)

Hence \( h(0), h(e_j) \) and \( \sum_{u=1}^{q-1} (\xi_{e_i} e_j)^u \) in (8) are integers, so the values of \( \hat{h} \) are integers. \( \square \)

If we take \( h \) to be the characteristic function of the linear code \( C \) with parity check matrix \( H \), defined in (6), we obtain the following corollary.

**Corollary 5** Let \( C \) be an \([n, k]_q\)-code with a parity check matrix \( H \), where \( q \) is an odd prime, and \( \hat{h} : \mathbb{F}_q^{n-k} \to \mathbb{C} \) be the Vilenkin-Chrestenson transform of the characteristic function \( h = h_H \). Then the covering radius \( \rho(C) \) is equal to the smallest natural number \( j \) such that \( \hat{h}^j(e_i) \neq 0 \) for all \( i = 1, \ldots, \theta(q, n-k) \).

**Proof.** Obviously, \( h(ux) = h(x) \) for \( u \in \mathbb{F}_q \setminus \{0\}, \ x \in \mathbb{F}_q^{n-k} \). Hence \( \hat{h}(ux) = \hat{h}(x) \) and \( \hat{h}^j(ux) = \hat{h}^j(x) \), for \( j \in \mathbb{Z}, j \geq 1 \). \( \square \)

It turns out that it is enough to compute \( \hat{h}^j(0) \) and \( \hat{h}^j(e_i), i = 1, \ldots, \theta(q, n-k) \). Using (9) we obtain that

\[
\hat{h}(ue_i) = \hat{h}(e_i) = h(0) + \sum_{j=1}^{\theta(q, s)} r_{ij} h(e_j)
\]

where

\[
r_{ij} = \begin{cases} 
q - 1, & \text{if } e_i \cdot e_j = 0,
-1, & \text{if } e_i \cdot e_j \neq 0.
\end{cases}
\]

In other words, if \( R \) is \( \theta(q, s) \times \theta(q, s) \) matrix \((r_{ij})\) then

\[
\begin{pmatrix} 
\hat{h}(0) \\
\hat{h}(e_1) \\
\vdots \\
\hat{h}(e_{\theta}) 
\end{pmatrix} = \begin{pmatrix} 
1 \\
1 \\
\vdots \\
1
\end{pmatrix} \left( \begin{array}{c} (q-1) \cdots (q-1) \\
(q-1) \cdots (q-1) \\
\vdots \\
(q-1) \cdots (q-1) \end{array} \right) \begin{pmatrix} 
h(0) \\
h(e_1) \\
\vdots \\
h(e_{\theta}) 
\end{pmatrix} = \left( \begin{array}{c} h(0) + \sum_{j=1}^{\theta} h(e_j) \\
h(0) + \sum_{j=1}^{\theta} h(e_j) \\
\vdots \\
h(0) + \sum_{j=1}^{\theta} h(e_j) \end{array} \right) R 
\]

The matrix \( R \) can be obtained from the matrix \( M_s \) by replacing all nonzero elements by \(-1\) and all zero elements by \((q-1)\). One can see that \( R = (q-1)J - qN(M_s) \) where \( J \) is the \( \theta(q, s) \times \theta(q, s) \) all 1’s matrix. This means that \( R \) is the transform matrix of the reduced distribution of the vector \((h(e_1), \ldots, h(e_{\theta}))\) (see Lemma 1) and we can apply the
same calculation technique as in [6]. If \( v_h = (h(e_1), \ldots, h(e_\theta)) \) then

\[
\begin{pmatrix}
\hat{h}(0) \\
\hat{h}(e_1) \\
\vdots \\
\hat{h}(e_\theta)
\end{pmatrix} = \begin{pmatrix}
\hat{h}(0) \\
h(0)1^T + Rv_h^T
\end{pmatrix} = \begin{pmatrix}
\hat{h}(0) \\
h(0)1^T + r(v_h)
\end{pmatrix}.
\]

The algorithms, described in [6], are related to butterfly networks and diagrams and have very efficient natural implementations with SIMD model of parallelization especially with the CUDA platform. They are used for computing the weight distribution of a linear code represented by its characteristic vector with respect to a generator matrix. The complexity is \( O(kq^k) \) for a prime \( q \).

We end this section with two examples. The first example illustrates the improvements in the calculations of the Vilenkin-Chrestenson transform. The second example gives an application of the proposed method for calculating the covering radius of a ternary linear code.

**Example 1** For \( q = 3 \) and \( s = 2 \), the function \( h : \mathbb{F}_3^2 \to \mathbb{Z} \) is defined as follows:

| \( x^T \) | 0 | 0 | 1 | 1 | 2 | 2 | 2 |
| --- | --- | --- | --- | --- | --- | --- | --- |
| \( h(x) \) | a | b | b | c | d | e | c | e | d |

Then we have \( TT(\hat{h}) = V_2 \cdot TT(h) \), namely

\[
TT(\hat{h}) = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & \xi & \xi^2 & 1 & \xi & \xi^2 & 1 \\
1 & \xi^2 & \xi & 1 & \xi^2 & \xi & 1 \\
1 & 1 & 1 & \xi & \xi & \xi^2 & \xi^2 \\
1 & \xi & \xi^2 & \xi & \xi^2 & 1 & 1 \\
1 & \xi & \xi^2 & \xi & \xi & \xi^2 & 1 \\
1 & 1 & 1 & \xi^2 & \xi^2 & \xi & \xi^2 \\
1 & \xi & \xi^2 & \xi^2 & 1 & \xi & \xi^2 \\
1 & \xi^2 & \xi^2 & 1 & \xi & \xi^2 & 1
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c \\
d \\
e \\
e \\
\vdots \\
e \\
\vdots \\
\vdots \\
e \\
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{pmatrix} = \begin{pmatrix}
a + 2b & + 2c & + 2d & + 2e \\
a - b & + 2c & - d & - e \\
\vdots \\
a - b & - c & - d & - e \\
\vdots \\
\vdots \\
\vdots
\end{pmatrix}.
\]

Next we have

| \( x/\omega \) | \( h(x) \) | \( \hat{h}(\omega) \) |
| --- | --- | --- |
| 00 | a | a + 2b + 2d + 2e + 2c |
| 01 | b | a - b - d - e + 2c |
| 11 | d | a - b - d + 2e - c |
| 21 | e | a - b + 2d - e - c |
| 10 | c | a + 2b - d - e - c |
Table 1: Calculations for Example 2

| x/ω/y | h(x) | \( h(\omega) \) | \( \hat{h}^2(\omega) \) | \( \hat{h}^2(y) \) | \( \hat{h}^3(\omega) \) | \( \hat{h}^3(y) \) |
|-------|------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0 0 0 | 0    | 6               | 36              | 162             | 216             | 162             |
| 0 0 1 | 1    | 3               | 9               | 27              | 27              | 405             |
| 0 1 0 | 0    | 0               | 0               | 54              | 0               | 162             |
| 0 0 1 | 1    | 3               | 9               | 27              | 27              | 405             |
| 0 1 0 | 0    | 0               | 0               | 54              | 0               | 162             |
| 1 1 0 | 0    | −3              | 9               | 0               | −27             | 162             |
| 1 2 0 | 0    | −3              | 9               | 0               | −27             | 162             |
| 1 0 1 | 0    | 0               | 0               | 54              | 0               | 162             |
| 2 1 1 | 0    | −3              | 9               | 0               | −27             | 162             |
| 2 2 1 | 0    | −3              | 9               | 0               | −27             | 162             |
| 2 1 0 | 0    | 0               | 0               | 54              | 0               | 162             |
| 1 0 0 | 1    | 3               | 9               | 27              | 27              | 405             |

So the transform matrix is

\[
\begin{pmatrix}
1 & 2 & 2 & 2 \\
1 & −1 & −1 & −1 & 2 \\
1 & −1 & −1 & 2 & −1 \\
1 & −1 & 2 & −1 & −1 \\
1 & 2 & −1 & −1 & −1
\end{pmatrix}, \quad \text{while } N(M_2) = \begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1
\end{pmatrix}.
\]

**Example 2** Let \( C \) be a linear ternary [6, 3] code with a parity check matrix

\[
H = \begin{pmatrix}
0 & 0 & 2 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

We present the calculations in Table 1. Hence for this code \( \rho(C) = 3 \). For the weight distribution of the coset leaders we have: 6 leaders of weight 1, 12 leaders of weight 2, and 8 leaders of weight 3.

## 5 Covering radius of linear codes over a composite field

In this section we consider composite fields, so we set \( q = p^l \) where \( p \) is a prime, \( l \geq 2 \) is a positive integer, and \( \mathbb{F}_p = \mathbb{Z}_p = \{0, 1, \ldots, p − 1\} \). Results in the previous section can be
reformulated for a composite fields using a similar transform. Instead of the inner product in Vilenkin-Chrestenson transform we use the trace of the inner product of the input vectors\[5\,12\].

Let $\zeta$ be a complex primitive $p$-th root of unity. Let

$$\tau_\omega(x) = \zeta^{\text{Tr}(\omega \cdot x)} \quad (11)$$

for any $\omega, x \in \mathbb{F}_q^s$, where $\text{Tr}$ is the trace map from $\mathbb{F}_q$ to $\mathbb{F}_p$. The $q^s \times q^s$ matrix $T_s = (\tau_\omega(x))$ determines the transform. We use (11) to define a Fourier type transform \[12\] called Trace transform.

**Definition 4** Let $\mathbb{F}_q$ be a finite field with $q$ elements, $q = p^l$ for a prime $p$, and $\zeta$ be a primitive complex $p$-th root of unity. The Trace transform of the function $h : \mathbb{F}_q^s \rightarrow \mathbb{C}$ is a function $\hat{h} : \mathbb{F}_q^s \rightarrow \mathbb{C}$ defined by

$$\hat{h}(\omega) = \sum_{x \in \mathbb{F}_q^s} h(x) \tau_\omega(x) = \sum_{x \in \mathbb{F}_q^s} h(x) \zeta^{\text{Tr}(\omega \cdot x)}, \quad \omega \in \mathbb{F}_q^s. \quad (12)$$

From the symmetry and linearity of the inner product and the trace map we have

$$\tau_\omega(x) = \tau_x(\omega), \quad \tau_\omega(x) \tau_\omega(y) = \tau_\omega(x + y). \quad (13)$$

**Lemma 6** For $x \in \mathbb{F}_q^s$ the following equality holds

$$\sum_{\omega \in \mathbb{F}_q^s} \tau_\omega(x) = \begin{cases} q^s, & \text{if } x = 0, \\ 0, & \text{if } x \neq 0. \end{cases}$$

**Proof.** This lemma is a modification of [8, Chapter 5, Lemma 9] but we give its proof for completeness. We use induction by $s$. In the base step $s = 1$ we have

$$\sum_{\omega \in \mathbb{F}_q} \tau_\omega(x) = \sum_{\omega \in \mathbb{F}_q} \zeta^{\text{Tr}(x \omega)} = \begin{cases} q, & \text{if } x = 0, \\ 0, & \text{if } x \neq 0. \end{cases}$$

We will give some arguments for the case $x \neq 0$. When $\omega$ goes through $\mathbb{F}_q$ the multiplication $x \omega$ goes through all the elements of $\mathbb{F}_q$. The trace is a linear map onto $\mathbb{F}_p$ with a kernel of $p^{l-1}$ elements. So

$$\sum_{\omega \in \mathbb{F}_q} \zeta^{\text{Tr}(x \omega)} = \sum_{\omega \in \mathbb{F}_q} \zeta^{\text{Tr}(\omega)} = p^{l-1} \sum_{\omega \in \mathbb{F}_p} \zeta^\omega = p^{l-1} \frac{1 - \zeta^p}{1 - \zeta} = 0.$$
According to Lemma 6, the sum

\[ \sum_{\omega \in \mathbb{F}_q^{n+1}} \tau_{\omega}(x) = \sum_{\omega, \omega' \in \mathbb{F}_q^{n+1}} \zeta \text{Tr}(\omega \cdot x) = \sum_{i \in \mathbb{F}_q} \zeta \text{Tr}(iu + \omega' \cdot x') \]

Then the covering radius \( \rho \) is equal to the smallest natural number \( s \) such that the sum above is nonzero iff \( u = 0 \) and \( x' = 0 \). In this case the sum is \( q^s \).

Suppose that the equality holds for some natural number \( s \). Consider the vector \( x = (u, x') \in \mathbb{F}_q^{n+1}, u \in \mathbb{F}_q, x' \in \mathbb{F}_q^n \). Because of the linearity of the trace map we have

\[ \sum_{\omega \in \mathbb{F}_q^{n+1}} \tau_{\omega}(x) = \left( \sum_{i \in \mathbb{F}_q} \zeta \text{Tr}(iu) \right) \left( \sum_{\omega' \in \mathbb{F}_q^n} \zeta \text{Tr}(\omega' \cdot x') \right) \]

The induction hypothesis and the base step give us that the sum above is nonzero iff \( u = 0 \) and \( x' = 0 \). In this case the sum is \( q^s q^s = q^{s+1} \).

Since both the base case and the inductive step have been proved as true, by mathematical induction the statement holds for every natural number \( s \).

The equation (14) shows that the matrices \( T_s \) are connected by a Kroneker product, and \( T_{s+1} = T_1 \otimes T_s \).

Let \( C \) be a linear \([n, k]_q\) code with a parity check matrix \( H \).

**Theorem 7** Let \( C \) be an \([n, k]_q\)-code with a parity check matrix \( H \), where \( q = p^l \) for an odd prime \( p \), and \( \hat{h} : \mathbb{F}_q^{n-k} \rightarrow \mathbb{C} \) be the Trace transform of the characteristic function \( h = h_H \).

Then the covering radius \( \rho(C) \) is equal to the smallest natural number \( j \) such that \( \hat{h}^j(y) \neq 0 \) for all \( y \in \mathbb{F}_q^{n-k}, y \neq 0 \).

**Proof.** As in the proof of Theorem 3 we obtain for \( \omega, y \in \mathbb{F}_q^{n-k} \)

\[ \left( \hat{h}(\omega) \right)^j = \sum_{x_1, \ldots, x_j \in \mathbb{F}_q^{n-k}} h(x_1) \ldots h(x_j) \tau_{\omega}(x_1 + \ldots + x_j) \]

and

\[ \hat{h}^j(y) = \sum_{x_1, \ldots, x_j \in \mathbb{F}_q^{n-k}} h(x_1) \ldots h(x_j) \sum_{\omega \in \mathbb{F}_q^{n-k}} \tau_{\omega}(x_1 + \ldots + x_j + y). \]

According to Lemma 6, \( \sum_{\omega \in \mathbb{F}_q^{n-k}} \tau_{\omega}(x_1 + \ldots + x_j + y) \neq 0 \) only if \( x_1 + \ldots + x_j + y = 0 \). So \( \hat{h}^j(y) \neq 0 \) if and only if \( y \) can be represented as a sum of \( j \) columns (possible repeated) of \( \hat{H} = (H | a_2 H | \ldots | a_{q-1} H) \).
It is not difficult to see that if \( y \) can be represented as a sum of \( j \) columns of \( \hat{H} \) (not necessarily different) then the same vector can be represented as a sum of \( j+1 \) columns. Indeed, if \( y = x_1 + \ldots + x_j \) then \( y = x_1 + \ldots + x_{j-1} - \frac{p-1}{2}x_j - \frac{p-1}{2}x_j \). Note that \( p > 2 \) is an odd prime. Therefore, if \( \hat{h}^j(y) \neq 0 \) then \( \hat{h}^{j+1}(y) \neq 0 \).

Hence, \( \hat{h}^j(y) \neq 0 \) if and only if \( y \) is a linear combination of at most \( j \) columns of \( H \). If \( j < \rho(C) \), then there is a vector \( y \in \mathbb{F}_q^{n-k} \) which is not a linear combination of \( j \) columns of \( H \) and then \( \hat{h}^j(y) = 0 \). In the other hand, if \( j \geq \rho(C) \) then any vector \( y \in \mathbb{F}_q^{n-k} \setminus \{0\} \) is a linear combination of at most \( j \) columns of \( H \) and therefore \( \hat{h}^j(y) \neq 0 \) for all \( y \in \mathbb{F}_q^{n-k} \setminus \{0\} \). \( \square \)

If \( q \) is even and some vector \( y \) is a sum of \( j \) columns of \( \hat{H} \) then there is a possibility that \( y \) is not a sum of \( j+1 \) columns of \( \hat{H} \). But the values of \( \hat{h}^j(y) \) are nonnegative because of (10) and Lemma 6. So one can take the sum \( \hat{h}^1(y) + \cdots + \hat{h}^j(y) \) instead of only \( \hat{h}^j(y) \). This idea was used by Karpovsky for the case \( q = 2 \) [5, Theorem 2].

**Theorem 8** Let \( C \) be an \([n, k]_q\)-code with a parity check matrix \( H \), where \( q = 2^l \), and \( \hat{h} : \mathbb{F}_q^{n-k} \to \mathbb{C} \) be the Trace transform of the characteristic function \( h = h_H \). Let

\[
g_j(\omega) = \sum_{i=1}^{j} \left( \hat{h}(\omega) \right)^i, \quad \omega \in \mathbb{F}_q^{n-k}, \quad j = 1, \ldots, n,
\]

and \( \hat{g}_j : \mathbb{F}_q^{n-k} \to \mathbb{C} \) be the Trace transform of \( g_j \). Then the covering radius \( \rho(C) \) is equal to the smallest natural number \( j \) such that \( \hat{g}_j(y) \neq 0 \) for all \( y \in \mathbb{F}_q^{n-k}, y \neq 0 \).

**Lemma 9** Let \( q = p^l \) for a prime \( p \) and \( h : \mathbb{F}_q^s \to \mathbb{Z} \) be a function with the property \( h(x) = h(ux) \) for all \( u \in \mathbb{F}_q \setminus \{0\} \) and \( x \in \mathbb{F}_q^s \). If \( \hat{h} : \mathbb{F}_q^s \to \mathbb{C} \) is the Trace transform of \( h \) then \( \hat{h} \) is actually an integer valued function and \( \hat{h}(\omega) = \hat{h}(u\omega) \) for all \( u \in \mathbb{F}_q \setminus \{0\} \) and \( \omega \in \mathbb{F}_q^s \).

**Proof.** If \( u \in \mathbb{F}_q \setminus \{0\} \) then

\[
\hat{h}(u\omega) = \sum_{x \in \mathbb{F}_q^s} h(x)\tau_{u\omega}(x) = \sum_{x \in \mathbb{F}_q^s} h(x)\tau_{\omega}(ux) = \sum_{x \in \mathbb{F}_q^s} h(ux)\tau_{\omega}(ux) = \hat{h}(\omega)
\]

because of the properties of the inner product over \( \mathbb{F}_q \).

Let \( e_1, \ldots, e_{\theta} \) be a maximal set of non-zero and non-proportional vectors in \( \mathbb{F}_q^s \) where
\[ \theta = \theta(q, s). \] Then

\[ \hat{h}(0) = \sum_{x \in \mathbb{F}_q^s} h(x) \tau_0(x) = \sum_{x \in \mathbb{F}_q^s} h(x) = h(0) + (q - 1) \sum_{j=1}^{\theta} h(e_j), \] (17)

\[ \hat{h}(e_i) = \sum_{x \in \mathbb{F}_q^s} h(x) \tau_{e_i}(x) = h(0) + \sum_{j=1}^{\theta} \sum_{u \in \mathbb{F}_q \setminus \{0\}} h(u e_j) \tau_{e_i}(u e_j) \]

\[ = h(0) + \sum_{j=1}^{\theta} \sum_{u \in \mathbb{F}_q \setminus \{0\}} h(e_i) \tau_{e_i}(u e_j) \]

\[ = h(0) + \sum_{j=1}^{\theta} h(e_j) \sum_{u \in \mathbb{F}_q \setminus \{0\}} \zeta^\text{Tr}(u e_i e_j). \] (18)

So \( \hat{h} \) will be an integer valued function if \( \sum_{u \in \mathbb{F}_q \setminus \{0\}} \zeta^\text{Tr}(u e_i e_j) \) are integers for all \( i, j = 1, \ldots, \theta \).

Really, if \( e_i \cdot e_j = 0 \) then \( u e_i \cdot e_j = 0 \) for all \( u \in \mathbb{F}_q \setminus \{0\} \) and the sum will be \( q - 1 \). If \( e_i \cdot e_j \neq 0 \) then \( \{u e_i \cdot e_j | u \in \mathbb{F}_q, u \neq 0\} = \mathbb{F}_q \setminus \{0\} \). After applying the trace map over this set we obtain \( p^{l-1} \) values \( a \) for every \( a \in \mathbb{F}_p \setminus \{0\} \) and \( p^{l-1} - 1 \) values \( 0 \). So

\[ \sum_{u \in \mathbb{F}_q \setminus \{0\}} \zeta^\text{Tr}(u e_i e_j) = \sum_{u \in \mathbb{F}_q \setminus \{0\}} \zeta^\text{Tr}(u) = -1 + p^{l-1} \sum_{a \in \mathbb{F}_p} \zeta^a = -1. \]

Therefore

\[ \sum_{u \in \mathbb{F}_q \setminus \{0\}} \zeta^\text{Tr}(u e_i e_j) = \begin{cases} 
q - 1, & \text{if } e_i \cdot e_j = 0 \\
-1, & \text{if } e_i \cdot e_j \neq 0 
\end{cases} \] (19)

This ends the proof. \( \square \)

The equations (17), (18) and (19) allow us to use the reduced distribution for calculating the trace transform as in (10).

6 Conclusion

This paper discusses the problem for computing the covering radius of a linear \([n, k]_q\) code over a finite field. An algorithm based on Vilenkin-Chrestenson transform is presented. The transform is applied on the characteristic function of a parity check matrix of the code. Corollary 5 gives a method for computing the covering radius using the reduced distribution of a vector of length \( \theta(q, n - k) \). This method is different from Karpovsky’s algorithm for the binary case presented in [5] where the used transform have to be computed \( \rho(C) \) times. In our algorithm this is not necessary if there is a lower bound for the covering radius \( \rho \). Such a lower bound can be obtained using a fast heuristic algorithm [13]. Another advantage of the presented method is that the transformed vector is of length \( \theta(q, n - k) \) and not \( q^{n-k} \), as in Section 3, which makes it convenient to apply for a wide range of codes.
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