Magnetization, Nernst effect and vorticity in the cuprates
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Abstract

Nernst and magnetization experiments reveal the existence of a large region of the cuprate phase diagram above the $T_c$ curve in which vorticity and weak diamagnetism exist without phase coherence. We discuss the implication that the transition at $T_c$ is caused by the loss of long-range phase coherence. Below $T_c$, these measurements provide an estimate of the depairing field $H_d$ which is found to be very large (40-100 T depending on doping). We discuss the high-field Nernst and magnetization results, binding energy, and the phase diagram of hole-doped cuprates. Some new magnetization results on the vortex liquid in very underdoped LSCO in the limit $T \to 0$ are reported as well.

PACS numbers: 74.40.+k, 72.15.Jf, 74.72.-h, 74.25.Fy

I. INTRODUCTION

A striking characteristic of a superconductor is the stiffness of the macroscopic wave function $|\Psi| \exp i\theta$ against distortions of its phase $\theta$ (London rigidity [1, 2]). The long-range phase coherence sustained by the phase stiffness – analogous to the shear rigidity of an ordinary solid – is responsible for superfluid properties such as the Meissner effect. The loss of shear rigidity turns a solid into a liquid. What is the analogous transition in a superconductor? In BCS (Bardeen-Cooper-Schrieffer) superconductors, where the pair amplitude $|\Psi|$ vanishes at the critical temperature $T_c$ (in zero field), this question does not arise because phase coherence is maintained right up to $T_c$, above which the condensate (the “stuff”) disappears.

However, in the Kosterlitz-Thouless (KT) transition in two-dimensional (2D) systems, loss of phase coherence occurs at a temperature $T_{KT}$ lower than the temperature at which $|\Psi|$ vanishes [3]. The phase-coherence collapse results from the spontaneous unbinding of vortex-antivortex pairs driven by entropy gain. The 2D superconductor becomes unstable to the spontaneous appearance of mobile vortices at $T_{KT}$. Above $T_{KT}$, $|\Psi(\mathbf{r})|$ remains finite but the rapid diffusion of (anti)vortices leads to strong (singular) fluctuations in $\theta(\mathbf{r})$. The condensate, with its phase rigidity restricted to the short length scale $\xi_\phi$, corresponds to the “liquid” in the above analogy ($\xi_\phi$ is the phase correlation length).

More generally, 3D superconductors with highly anisotropic coupling, low superfluid density $\rho_s$ and large pair-binding energy may suffer a similar loss of phase coherence by vortex(loop) creation. We will call such transitions the phase-disordering scenario.

From the start, the assumption that the cuprates follow the BCS scenario has been deeply entrenched and surprisingly difficult to dislodge, given the absence of solid evidence. Nonetheless, a slim thread of evidence for phase disordering has always been present. Very early predictions [4, 5] that phase disordering is dominant in the UD (underdoped) region could not be reliably tested (especially by high-field magnetization), and interest shifted to other issues. The early muon spin relaxation ($\mu$SR) experiments [6], which showed that $T_c$ increases linearly with $\rho_s$ in the UD region may be seen, in hindsight, to be consistent with the phase-disordering scenario. In an influential paper, Emery and Kivelson [7] showed that cuprates differ from low-temperature superconductors in having an anomalously low phase-disordering temperature. The observation by Corson et al. [8] of kinetic inductance up to 25 K above $T_c$ in ultrathin films of Bi 2212 re-focused attention on this issue. It was unclear, however, if high-quality crystals behave differently.

Here we describe 2 experiments which have been highly effective in addressing the role of vorticity and phase disordering in the phase diagram of the cuprates, namely the Nernst effect [9, 10, 11, 12, 13] and torque magnetometry [14, 15]. These 2 techniques probe directly the superfluid response, much like the $\mu$SR and kinetic inductance experiments. However, they seem to be tailor-made for tiny crystals. Moreover, their resolution remains high even in fields up to 45 Tesla. This has allowed significant progress in the task of measuring the magnetization curve and determining the depairing field $H_d$ in the hole-doped cuprates, which we discuss at length. We also describe recent results which probe the vortex liquid at low temperature $T = 0.5$ K as $\rho$ decreases below the critical value $\rho_c$.

Throughout, we write Bi 2212, Bi 2201 and LSCO for Bi$_2$Sr$_2$CaCu$_2$O$_8$, Bi$_2$Sr$_2$-xLa$_x$CuO$_y$ and La$_{2-x}$Sr$_x$CuO$_4$, respectively. UD, OP and OD stand for underdoped, optimally doped and overdoped, respectively, while SC stands for superconducting.
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smooth continuity of the signal across the zero-field samples, respectively. Two noteworthy features are the $T_c$ and its persistence to temperatures high above $T_c$. The depairing field $H_{c2}$ is estimated by extrapolating $\epsilon_N \rightarrow 0$. [Ref. 12].

II. VORTEX-NERNST EFFECT

In the vortex-liquid state, an applied temperature gradient $-\nabla T || \hat{x}$ causes the vortices to flow towards the cooler end of the sample with velocity $v || \hat{x}$ (the magnetic field $\mathbf{H} || \hat{z}$). As each vortex core crosses a line drawn $[\hat{y}, t]$ the difference of the phases $\theta_1 - \theta_2$ at the ends slips by $2\pi$. This translates into a weak transient voltage pulse $[2]$. Integration of all the voltage pulses from a large number of vortices leads to a steady-state electric field given by the Josephson relation $\mathbf{E} = \mathbf{B} \times \mathbf{v}$, which may be observed as a Nernst signal $\epsilon_N \equiv E_y / |\nabla T|$. Here, $\mathbf{B} = \mu_0 (\mathbf{H} + \mathbf{M})$ with $\mathbf{M}$ the magnetization and $\mu_0$ the vacuum permeability.

Figure 1 shows the Nernst profiles $\epsilon_N$ vs. $H$ in OP and OD Bi 2201 (Panels a and b, respectively) [13]. The “tilted-hill” profile which is apparent in intense fields is characteristic of all cuprates studied. When $H$ exceeds the solid melting field $H_m(T)$, $\epsilon_N$ rises steeply to reach a maximum. Above the peak, the condensate amplitude is progressively suppressed by $H$ until it decreases to a value approaching zero at the upper critical (depairing) field $H_{c2}$ ($\sim 48$ T and $\sim 40$ T in the OP and OD samples, respectively). Two noteworthy features are the smooth continuity of the signal across the zero-field $T_c$, and its persistence to temperatures high above $T_c$. These 2 features are not observed in low-$T_c$ superconductors (or in the electron-doped cuprate Nd$_{2-x}$Ce$_x$CuO$_4$). In the hole-doped cuprates, they provide strong evidence for the scenario that the transition at $T_c$ corresponds to the loss of long-range phase coherence rather than the vanishing of the amplitude $|\Psi(\mathbf{r})|$

The contour plot of $\epsilon_N(T, H)$ in the $T$-$H$ plane provides an instructive way to view the vortex-Nernst signal. In Fig. 2 contour plots for OD, OP and UD Bi 2201 are displayed in Panels (a), (b) and (c), respectively. In each panel, $\epsilon_N$ increases from zero (black regions) through the blue, violet and red regions to reach its maximum value in the yellow region. The vortex solid occupies the black regions, and increases in intensity through blue, violet, red, orange to yellow (maximum intensity). Note that the contour lines bulge to temperatures significantly above $T_c$ at high fields. In Panels (a) and (b), the high-field contours begin to form closed loops implying the approach to $H_{c2}$. Estimated values of $H_{c2}(T)$ are shown as solid squares with error bars in Panel (b). The axes in the 3 panels have the same scale.
Above the SC dome in the phase diagram of LSCO, the vortex-Nernst signal is observed in the “Nernst region” shown in gray scale in Fig. 3. The contour lines indicate the initial value of the Nernst coefficient $\nu = eN/B$. (initial slope of the $eN-H$ curve). [Ref. [12]]

III. TORQUE MAGNETOMETRY

The vortex interpretation of the Nernst signals has received strong support from high-resolution torque magnetometry [14, 15]. Because the supercurrent in cuprates is quasi-2D, torque magnetometry is ideal for probing its diamagnetic response. If the angle $\phi_0$ between $\mathbf{H}$ and $\mathbf{c}$ is small, the torque signal $\tau = \mathbf{m} \times \mathbf{B}$ may be expressed as [14, 15]

$$\tau = |\Delta \chi_p H_z + M(T, H_c)| V B_x,$$

where $V$ is the crystal volume, $\Delta \chi_p = \chi_z - \chi_x$ is the anisotropy of the paramagnetic (background) susceptibility and $M(T, H)$ the diamagnetic magnetization of interest (we choose axes $z \parallel \mathbf{c}$ and $x$ in the $ab$ plane; hereafter we write $H_z = H$).

Above $\sim 4$ K, we find experimentally that $\Delta \chi_p$ is dominated by the paramagnetic van Vleck susceptibility $\chi_{orb}$. Because $\chi_{orb}$ is $H$ independent and only mildly $T$ dependent, while $M(T, H)$ varies strongly with $T$ and is nonlinear in $H$, the 2 contributions are easily separated.

Figure 4 shows how $\tau$ varies with $H$ to 32 T in OP Bi 2212. Above $T_c$ (140 K), the magnetization is paramagnetic ($M = \chi_p H$), and $\tau \sim H^2$. As $T$ decreases towards $T_c = 86.5$ K, a negative diamagnetic contribution becomes apparent and grows rapidly to pull the torque negative. Hysteresis is large below 35 K.

FIG. 3: The phase diagram of LSCO showing $T_{onset}$ of the Nernst signal, the transition $T_c$ and the pseudogap temperature $T^*$. In the “Nernst” region between $T_{onset}$ and $T_c$, vorticity is observed by the Nernst and torque magnetometry experiments. The numbers indicate $\nu = eN/B$ in nV/KT (initial slope of the $eN-H$ curve). [Ref. [12]]

FIG. 4: (color online) Curves of torque $\tau$ vs. $H$ in OP Bi 2212. At the highest $T$ (140 K), the magnetization is paramagnetic ($M = \chi_p H$), and $\tau \sim H^2$. As $T$ decreases towards $T_c = 86.5$ K, a negative diamagnetic contribution becomes apparent and grows rapidly to pull the torque negative. Hysteresis is large below 35 K.

FIG. 5: (color online) Magnetization curves $M$ vs. $H$ in OP Bi 2212 obtained from $\tau$ shown in Fig. 4. The right panel shows curves above 80 K in expanded scale. At low $T$ (left panel), the field at which $M$ extrapolates to zero ($H_{c2}$) is estimated to be 150-200 T. Note that as $T \rightarrow T_c^-$, $H_{c2}$ does not decrease below 45 T.
Dividing $\tau$ by $B_c$ and subtracting the term $\Delta \chi_c H$, we isolate $M(T, H)$ which is plotted in Fig. 5. Below 70 K, the $M-H$ curves closely resemble the Abrikosov profile familiar in low-$T_c$ superconductors: $M \sim \log H$ in the very large field interval $H_{s1} \ll H \ll H_{s2}$. As $T \to T_c$, however, a striking deviation from mean-field behavior becomes apparent. Slightly below $T_c$, the derivative $dM/dH$ in weak $H$ changes abruptly from positive to negative at a “separatrix” temperature $T_s$. At $T_s$, $M(H)$ jumps abruptly at $H = 0^+$ to a finite value that is $H$-independent to fields of 5-7 T ($T_s$ is 2-3 K below $T_c$). Above $T_c$, $M$ increases as the fractional power law $M \sim H^{1/\delta(T)}$, where the exponent $\delta(T) > 1$ is anomalous and very strongly $T$ dependent. In the interval where $\delta > 1$ (between $T_c$ and 105 K), the system seems to exhibit a fragile London rigidity which is easily destroyed in finite $H$. The profile $M$ vs. $H$ matches that of the Nernst profile $e_N$ vs. $H$ over a broad interval of $T$. The features above $T_c$ are discussed in detail in Refs. 17 and 16.

Recently, the magnetization curves for a 2D large-$\kappa$ superconductor in the vicinity of its KT transition was calculated by Oganyesan, Huse and Sondhi 17. For $T < T_{KT}$, the calculation reproduces several of the unusual features in Fig. 5 including the separatrix curve and the change in sign of $dM/dH$ in weak $H$ on both sides of the separatrix. However, above $T_{KT}$, the theory does not account for the anomalous exponent $\delta(T)$ discussed above ($M$ is always linear in $H$).

As in the case of $e_N$, we may display $M(T, H)$ as a contour plot in the $T$-$H$ plane (Fig. 5). Above ~100 K in the upper panel, the magnitude $|M|$ in OP Bi 2212 is small (<8 A/m; deep blue region). As $T$ decreases below $T_c$ to 35 K, $|M|$ rises to values >2000 A/m (red region). Let us recall that, in the MF (mean-field) transition, the contours above $T_c$ converge radially to the point $(T_c, 0)$, while below $T_c$ they are compressed into the $H_{s2}$ curve which is a straight line terminating at $(T_c, 0)$. Here, the pattern is very different. The contours are roughly parallel and vertical near $T_c$ except in very low $H$ where they converge to $(T_c, 0)$ non-analytically. At $T_s$ (85 K), the contour is strictly vertical, reflecting the constancy of $M$ vs. $H$ below ~5 T. The variation of the magnitude over the whole $T$-$H$ region is also instructive. In the MF transition, $|M|$ should drop sharply to near-zero at the MF line $H_{s2} \sim (1 - t)$, with $t = T/T_c$. Instead, $|M|$ here varies relatively slowly over the whole plane, retaining significant amplitude up to 120 K, which corresponds to the vortex signal detected earlier in the Nernst experiment. There is no evidence for a sharp boundary terminating at $T_c$ corresponding to the MF $H_{s2}(T)$ curve (extrapolation of the $M-H$ curves in Fig. 5) yields values of $H_{s2} = 100-150$ T even near $T_c$. This anomalous behavior of $H_{s2}$ was pointed out long ago for the KT transition 18. It may be generic to superconductors undergoing phase-ordering transitions. By comparison, the contour features are even more strikingly anomalous in UD Bi 2212 (Fig. 6 lower panel). Above $T_c$ (50 K), $|M|$ is observable over a broader interval of $T$. The more pronounced curvature of the contour lines (relative to the OP sample) reflects the larger temperature interval above $T_c$ where phase fluctuations exist. The non-analytic behavior in weak fields around $(T_c, 0)$ is also more evident.

IV. THE DEPAIRING FIELD AND BINDING ENERGY

The torque experiments allow $M$ vs. $H$ to be measured directly to fields as high as 45 T, which is the scale of $H_{s2}(0)$ in UD, single-layer cuprates (but still quite a bit smaller than in Bi 2212 as evident in Fig. 5). The $M-H$ curves in UD Bi 2201 are reported in Ref. 16.
An important quantity may be derived by integrating the $M$-$H$ curve. In BCS theory, the integral $\int_0^{H_c} M(H) \, dH$ is the condensation energy of the superconducting state $E_c$. This identity, based on thermodynamic arguments, should be valid in a phase-disordered superconductor in the limit $T \to 0$. The integration is especially accurate in the Bi-based cuprates and in UD LSCO where hystereses are negligible at large $H$ and low $T$. For single layer Bi 2201, we find (at 4 K) $E_c = 2,600 \, J/m^3$ in an UD sample with $T_c = 12 \, K$, whereas $E_c = 5,600 \, J/m^3$ in an OP sample with $T_c = 28 \, K$. These values are significantly smaller than in OP bilayer Bi 2212 with $T_c = 86.5 \, K$, where we measure $E_c \sim 6 \times 10^5 \, J/m^3$. (For comparison, in Al, In, Pb and Nb, $E_c = 39, 341, 2,560$ and $15,600 \, J/m^3$, respectively.)

Assuming that the hole density $n_h = 0.15/Cu$ in OP Bi 2201 and 0.22/Cu in OP Bi 2212, we calculate the condensation energy per hole $E_c/n_h$ to be 29 and $41 \, \mu eV$, respectively. The corresponding value for Bi 2212 (2.1 meV per hole) is surprisingly large. The large jump in $E_c/n_h$ between single and bilayer systems is not understood.

V. LOW-TEMPERATURE VORTEX LIQUID

As one crosses the SC-dome boundary moving up in temperature at fixed $x$, the loss of phase coherence occurs via the spontaneous unbinding of vortex-antivortex pairs driven by the gain in entropy, in analogy with the 2D KT transition. It is interesting to cross the boundary by decreasing $x$ below the critical value $x_c \sim 0.055$ at very low $T$. As $x$ approaches the Mott limit $x = 0$, increased localization of the Cooper pairs implies that local fluctuations in the pair density $\Delta n(r)$ decreases. Hence the conjugate variable, the phase $\theta$, fluctuates strongly. At very low $T$, this happens by the rapid motion of quantum vortices. If the vortex solid is unstable, long-range phase coherence is not possible even when $T \to 0$.

To explore this interesting issue, we have extended the torque experiment to below 1 K. Below $\sim 6 \, K$, a new contribution to the torque signal arises from the weakly anisotropic paramagnetic response of local moments (spin $s = \frac{1}{2}$) given by

$$\Delta M_p = n_s \frac{\Delta g(T)}{2} \mu_B \tanh[\beta g(\theta) \mu_B sH], \; (\beta = 1/k_BT)$$  \hspace{1cm} (2)

with $\mu_B$ the Bohr magneton and $k_B$ Boltzmann’s constant. Here, $n_s$ is the density of the local moments and $\Delta g = g_c - g_{ab}$, where $g_c$ ($g_{ab}$) is the g-factor measured with $H$|$c$ ($H$ in the ab plane). In LSCO for $x < x_c$, we find that $\Delta g(T)$ is unobservable until $T$ falls below $\sim 15 \, K$.

After this spin contribution is removed, we obtain the magnetization curves associated with supercurrents in the CuO$_2$ layers shown in Fig. 7 (in a crystal with $x = 0.055$). At 40 K, a weak diamagnetic signal with a profile that peaks near 5 K becomes evident. The maximum value of $|M|$ increases as $T$ decreases to 5 K. However, as $T$ decreases to 0.35 K, no further change in $|M|$ is observed. We note that the curve bears a close resemblance to the tilted-hill profile of the Nernst signal (Fig. 4). The diamagnetic signal extends to a field of $\sim 37 \, T$ which we identify with the depairing field $H_{c2}(0)$. We may contrast this behavior with that in a crystal inside the SC dome (with $x = 0.060$). There, $M$ grows to very large values and exhibits hysteretic behavior when the vortices enter the solid state.

The low-$T$ magnetization reveals a sharp qualitative difference between samples inside the SC dome and just outside. In both cases, the depairing field is very large (20-40 T), so that tightly bound pairs exist. However, decreasing the temperature to 0 has very different effects. Inside the dome ($x > x_c$), the vortices enter the solid phase with an irreversibility field $\sim 8 \, T$, and large hysteresis is observed. If $x$ lies outside the dome, cooling has no observable effects on the $M$-$H$ curves below $\sim 6 \, K$. The vortices remain in the liquid state, and long-range phase coherence is absent down to 0.5 K. We interpret these results as evidence for the existence of a quantum vortex liquid in which fluctuations in $\theta$ prevent the establishment of long-range phase coherence even in the limit $T = 0$. This implies localization of the pairs. The paramagnetic signal (Eq. 2) suggests how this comes about.

At $x = 0.055$, a small fraction $f_s$ of the holes enter a state that displays a paramagnetic magnetic signature consistent with nearly free local moments of $1 \, \mu_B$ ($s = \frac{1}{2}$) while the remainder remain Cooper-paired. As $x$ further...
decreases to 0.04 and 0.03, the fraction $f_x$ grows at the expense of the diamagnetic signal, suggesting a progressive conversion into the paramagnetic state. By $x = 0.03$, this magnetic state begins to display magnetic hysteresis below 2 K suggestive of glassy behavior (the magnetic hysteresis is easily distinguished from the hysteresis of the vortex solid seen only above $x_c$). Details will be published elsewhere.

VI. SPIN GAP, CHARGE PAIRING AND ONSET TEMPERATURE

As shown in Fig. 3 the Nernst region occupies a large area that extends above the SC dome into the pseudogap state. The electronic properties in the Nernst region are highly unusual. Although the in-plane resistivity $\rho_a$ is high and nominally $T$-linear, both the Nernst and diamagnetic signals increase steeply as $T \rightarrow T_c^+$. Significant pair condensate amplitude exists in this region but the high concentration of thermally generated mobile (anti)vortices reduces phase rigidity to very short length scales $\xi_s$ in zero $H$, so that the Meissner effect is absent altogether.

In discussions of the pseudogap, it seems important to recognize that the spin and charge degrees are affected differently. As shown in Fig. 3 the pseudogap temperature $T^*$ lies above $T_{\text{onset}}$. Hence when the pseudogap first appears (at 200-300 K) there is no evidence for Cooper pairing. At such high $T$, the pseudogap is actually a spin gap. The pseudogap was first inferred from the $T$ dependence of the relaxation rate $1/(T_1 T)$ and the Knight shift $\Delta K_s$ in NMR experiments. Cooper pairing involving the charge degrees occurs only below $T_{\text{onset}}$, as evidenced by the steep rise of the vortex-Nernst and diamagnetic signals. This implies that the spin degrees sense the pairing instability long before the charge degrees. When the charges pair, vorticity and diamagnetism become detectable, i.e. local “superconductivity” with very short $\xi_s$ appears. In this regard, it is significant that measurements of a “pseudogap” above $T_c$ by ARPES and tunneling (which probe the charge degrees) are confined to $T < 110$ K in Bi 2212. We suggest that these experiments are just detecting the gap of the superconducting condensate, but in its phase-disordered state.

Recently, the important role of vortices in the UD region has been emphasized in several theories [19, 20, 21, 22, 23, 24, 25]. An interesting theory for $T_{\text{onset}}$ has been proposed by Anderson [22]. Hartree-Fock factorization of the $tJ$ Hamiltonian yields 2 self-energies $\tilde{\Delta}_k$ and $\tilde{\zeta}_k$, which may be represented in the space $(\cos k_x, \cos k_y)$ as the orthogonal vectors [22]

$$\tilde{\Delta}_k \sim (\cos k_x - \cos k_y), \quad \tilde{\zeta}_k \sim (\cos k_x + \cos k_y). \quad (3)$$

A key feature is that the self energy $\tilde{\zeta}_k$ shares the same “extended $s$-wave” form as the qp kinetic energy. At high temperatures ($T_{\text{onset}} < T < T^*$), $\tilde{\zeta}_k$ is unaligned with the kinetic energy, but “locks” to it at $T_{\text{onset}}$. Below $T_{\text{onset}}$, the self-energy $\tilde{\Delta}_k$ (the superconducting gap parameter), continues to fluctuate in phase until $T_c$ where phase coherence becomes long-range.

Finally, we mention theories that propose that the Nernst signals (even those below $T_c$) are not produced by vortices at all, but by quasiparticles that occupy highly unusual electronic states – either a charge density wave or bipolaron bosons [28]. In our view, these qp-based theories are not viable. “Fits” to Nernst or magnetization data seem to be based on ad hoc, unrealistic assumptions. The collective evidence, notably the adiabatic continuity from below to above $T_c$, the strong correlation of the Nernst and diamagnetic signal with the SC dome, the accurate scaling between the Nernst and diamagnetic signals above $T_c$, and the high-field suppression of both signals at $H_{c2}$ present a strong case for a vortex-liquid origin (see Ref. [13]).
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