Network structure reconstruction using packets of spikes in cultured neuronal networks coupled to microelectrode arrays
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Abstract: Reconstructing accurately the structure of neural networks from biological data is essential for the analysis of simultaneous recordings from many neurons, and, in turn, for the understanding of neural codes and the design of neural prostheses. Classical techniques are generally based on cross-correlations and cannot reconstruct unambiguously the network structure. Recently, we have proposed a method for which there is one-to-one correspondence between statistical properties of packets of spikes (or avalanches) and the network structure, but this mapping was only proven for simpler neuronal model. In the following, we show using numerical simulation of the Izhikevich model that the proposed method is general, and is particularly well-fitted for the analysis of neural activity recorded from cultured neuronal networks coupled to microelectrode arrays.
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1. Introduction

Neurological disorders affect millions of people around the world which calls for the development of neural prostheses that could restore cognitive and/or motor capabilities. The realization of prostheses requires understanding the connection between cells in the biological tissue and constructing connections between cells and the non-organic machine. In order to engineer the interface between neuronal cell assemblies and the prosthesis, it is necessary to take into account the intrinsic spontaneous activity of neuronal networks and to understand how to drive them into a desired state or to produce a specific behavior [1, 2]. The accurate simulation of neuronal activity has become possible using biologically realistic neuron models that can reproduce numerous electrophysiological patterns recorded experimentally at the level of single cells at a low computational cost [3]. In addition, the long-term goal of replacing damaged brain areas with artificial devices also requires knowing the
neural network structure, in particular the details of the micro-connectivity such as the strength of synaptic connections between pairs of neurons.

“In vitro” cultured neuronal networks coupled to microelectrode arrays (MEAs) constitute a valuable experimental model for studying the initial structure of a neural network and changes in the neuronal dynamics at different stages of development of the neural tissue. The main advantage of “in vitro” cultures is their relatively low noise level compared to “in vivo” experiments, which is due to smaller synaptic density and better controlled experimental environment. Being able to control the interactions between the different cells is a definite advantage for studying accurately the underlying neural code. However, even for “in vitro” experiments, the anatomical connectivity is not known or can be only partially estimated, therefore, efficient techniques for inferring the network structure from recorded activity would be a helpful tool for understanding network interactions.

Although experimental techniques are rapidly becoming more accurate and allow recording a greater number of neurons simultaneously, solving the network reconstruction inverse problem also requires from the analytical viewpoint to infer the most likely network structure from the experimental data. In the ideal case, an unambiguous reconstruction of the real network structure would be possible if there exists a one-to-one correspondence between the recorded data and the synaptic connection strength matrix. However, it is well-known that classical reconstruction methods, such as pairwise correlations [4], are not sufficient for the unambiguous reconstruction of the network structure [5]. Cross-correlations between a pair of neurons for example can either be interpreted as the result of connections between elements of the pair or of the effect of a shared input [5]. Moreover, cross-correlation techniques are not adapted for determining the directionality of connections, which must be inferred using complementary methods, such as the calculation of information transfer [6]. Other methods have used information about spike trains [7] or the phase of coupled oscillators [8, 9], and require the response to external perturbations [7–9].

Recently, it has been proposed to utilize the higher order statistics of spike trains in order to reconstruct the network structure unambiguously [10, 11]. The occurrence of higher order correlations in neuronal activity has been notably revealed by the observation that the brain operates near a critical state [12–14]. In this regime, the cascading of neuronal activity is characterized by a branching ratio, i.e., the average number of neurons firing in response to one action potential, that is close to 1 when the system is near critical. Consequently, the occurrence of a single action potential can trigger the cascading of activity in the network, characterized by stereotypical spatio-temporal patterns [15, 16]. This cascading of neuronal activity is called neuronal avalanche [12]. Although there are evidences that neuronal avalanches occur both “in vitro” [12, 13] and “in vivo” [17, 18], the avalanches can be identified particularly clearly “in vitro” for which the background activity is less noisy and does not interfere with the packets of spikes that result from intra-network connectivity. In [11], it has been shown that an unambiguous network structure can be associated to the statistical properties of neuronal avalanches and a one-to-one relation has been proven in the case of integrate-and-fire (IF) neuronal model. Moreover, it has been shown that the network structure can be accurately reconstructed from the analysis of neuronal avalanches even when the effect of the leak is taken into account, i.e., using the leaky IF model [11]. In the following, we consider the generalization of this method to more realistic spiking neuron models. We show using numerical simulations of Izhikevich spiking neurons [3] and analytical arguments that the proposed method can in fact be applied to various models and allows for a more accurate reconstruction of the network structure than classical methods. We argue that the proposed method is well-fitted for the analysis of neural activity recorded from cultured neuronal networks coupled to microelectrode arrays.

2. Classic network reconstruction methods

In the following, we explain the methodology used for achieving network reconstruction from neural activity of cultured cells coupled to microelectrode arrays. We first describe the pre-processing of the raw data. Second, we review classical methods used for the analysis of the spike trains. Note that we limit the scope of the methods to the reconstruction of excitatory connections for the sake of
simplicity. We note \( \Omega = \{ \omega_{ij} \}_{ij} \) the matrix of anatomical synaptic connections and \( \hat{\Omega} = \{ \hat{\omega}_{ij} \}_{ij} \) the inferred network structure. The number of excitatory neurons is noted \( N_e \).

### 2.1 Pre-processing of raw data

The first step of the reconstruction consists in the detection of spikes from the recorded biological data. Extracellular spikes from “in vitro” culture have typically weak amplitude signals (50-500 \( \mu V \)), a spike frequency in the 100-Hz to 10-kHz frequency band, and their duration is a few milliseconds. For active neurons, the spiking rate usually varies from 10 to 120 occurrences per second. With these characteristics, visual spike detection becomes ineffective and real-time spike detection is essential.

To make the detection easier and reduce noise, the recorded raw data is processed with amplifiers and filters. Then the detection algorithm, which can be based on wavelet transform \([19]\), is applied. In a nutshell, the sub-steps of the spike detection are the following: (1) bandwidth reduction for selective band amplification and noise reduction, (2) discrimination threshold computation, (3) extraction and alignment of neurobiological spike signals \([20, 21]\) (see Fig. 1). Once the spikes have been identified, the analysis of spike trains can be used to reconstruct the network structure.

### 2.2 Binning of spiking activity

The second step consists in the time-binning of the spiking activity. Given a spike train \( \{ t^j_k \}_{j,k} \) of \( N_e \) isolated neurons, where \( t^j_k \) is the \( k^{th} \) time when the neuron \( j \) spikes with \( j \in \{ 1, \cdots , N_e \} \), the binary matrix \( A \) represents the time-binning of this spiking activity as follows:

\[
A(n, j) = \begin{cases} 
1 & \text{if } \exists k \mid t^j_k \in [t_0 + n \Delta t, t_0 + (n + 1) \Delta t], \\
0 & \text{otherwise},
\end{cases}
\]

(1)

where \( \Delta t \) is the time-bin duration and \( t_0 \) the starting time of the experiment. Note that if \( \Delta t \) is taken sufficiently small\(^1\), there is only one spike per time-bin.

### 2.3 Pairwise correlations

The network structure is classically reconstructed using the correlation matrix of spiking activity \([4, 22]\). This method infers the functional rather than anatomical connectivity. Generally, we can define

\(^1\)Here, sufficiently small means smaller than the minimal interspike interval of the spike train \( \{ t^j_k \}_{k} \), \( \forall j \).
the correlation $c_{ij}$ of spiking activity within packets between neurons $i$ and $j$ as follows ($(i, j) \in \{1, \cdots, N\}$):

$$c_{ij} = \frac{<\delta \nu_i(t)\delta \nu_j(t)>_t}{\sqrt{<\delta \nu_i(t)^2>_t}\sqrt{<\delta \nu_j(t)^2>_t}},$$

(2)

where $< >_t$ represent time averages; $\nu_i(t)$, the instantaneous firing rate obtained by smoothing the spike train over a window of size 1 ms ($\approx$ average duration of spike packets), at proximity of the time $t$; $\delta \nu_i(t)$, the variation of firing rate given as $\delta \nu_i(t) = \nu_i(t) - < \nu_i(t) >_t$. The network structure is estimated using the pairwise correlations as follows:

$$\tilde{\omega}_{ij} \propto c_{ij}. $$

(3)

### 2.4 Renormalized pairwise correlations

We propose another method that utilizes the raw temporal correlations between the variations $\phi(\nu_i(n))$ of the firing rates estimated at proximity of a time-bin $n$, obtained after renormalization of firing-rate variances using the mean and standard deviations calculated among neurons, i.e., $\phi(X) = \frac{X - \mu_X}{\sigma_X}$, where $\mu_X$ and $\sigma_X$ are the mean and standard deviation of the distribution of the variable $X$, respectively, with $\mu_\nu = \frac{1}{N} \sum_{n=1}^{N_e} \nu_i(n)$ and $\sigma_\nu^2 = \frac{1}{N} \sum_{n=1}^{N_e} (\nu_i(n) - \mu_\nu)^2$. Moreover, $\nu_i(n)$ is the average number of spikes from the neuron $i$ per time-bin calculated over a window of length $\Delta$ time-bins, i.e., $\nu_i(n) = \frac{1}{\Delta} \sum_{k=0}^{\Delta} A(n+k,i)$. We set $\Delta$ to $\Delta = 400$ time-bins in numerical simulations. The raw temporal correlations are obtained by taking the temporal average among time-bins $n$ as follows:

$$c'_{ij} = <\phi(\nu_i(n))\phi(\nu_j(n))>_{n},$$

(4)

with $< >_{n}$ the temporal averages over the time-bins indexed by $n$. This method allows taking into account correlations between neurons only if they spike more than other neurons do within the time-bin of length $\Delta$. This method also allows reducing the effect of temporal variations of the population averaged activity on the calculation of correlations. The network structure is estimated using the time-averaged correlation as follows:

$$\tilde{\omega}_{ij} \propto c'_{ij}. $$

(5)

### 2.5 Consecutive time-bins

The pairwise correlation method described in Eqs. (2) and (3) cannot be used to detect the direction of connections. In order to infer directionality, we consider another method that uses the spiking of activity in two consecutive time-bins. First, we detect the time-bins $n$ in which: the neuron $j$ fires a spike while no spikes were detected in the previous time-bin $n - 1$. Then, if another neuron $i$ also fired in response to the activity of neuron $j$ at the time-bin $n + 1$, we record this activity by noting $\pi_{ij}^{(p)} = 1$ and $\pi_{kl}^{(p)} = 0$ for $(k,l) \neq (i,j)$ with $p$ the index of the $p$th pair of sequential spiking activity recorded. We define the probability that the neuron $j$ triggers the neuron $i$ as follows:

$$\pi_{ij} = \frac{1}{N_j} \sum_p \pi_{ij}^{(p)},$$

(6)

where $N_j$ is the number of avalanches that are triggered by the neuron $j$. The network structure can then be inferred by making the following assumption:

$$\hat{\Omega} \propto \Pi,$$

(7)

with $\Pi = \{\pi_{ij}\}_{i,j}$. In other words, the inferred strength of synaptic connection from neuron $j$ to $i$ is assumed to be proportional to the probability that the neuron $i$ fires in response to neuron $j$, given that no other neurons were active prior to $j$. 
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3. Proposed method

3.1 Bursts of action potentials

The hypothesis of Eq. (7) is justified if the duration of the time-bins $\Delta t$ corresponds to the synaptic delay between two neurons. In this case, sequential firing between two neurons can only result from direct anatomical connections because we have considered only time-bins in which no neurons fired prior to the triggering neuron. However, the uncertainty about synaptic delays make this method not applicable to the analysis of real data, in which sequential firing can either result from direct anatomical connections, or indirect paths that involve the activity of intermediate neurons. In order to take into account all possible indirect paths, the method that we propose uses longer packets of spiking activity.

A packet, indexed by $p$ and starting at the time-bin $n_p$, is defined as the spiking activity $A_p$ in subsequent time-bins that is preceded and succeeded by two empty time-bins indexed by $n_p - 1$ and $n_p + \Delta n_p$, respectively, where $\Delta n_p$ is the duration of the packet $p$. The duration of a packet can be longer than 2 time-bins, so that this method is a generalization of the one using only two consecutive time-bins. The definition of packets is illustrated in Fig. 2.

The spiking activity during a packet $A_p$ is given as follows:

$$A_p = \{A(n, i)\}_{n \in \{n_p, \ldots, n_p + \Delta n_p - 1\}}$$

given the following conditions:

$$\exists i \mid A(n, i) \neq 0 \text{ for } n \in \{n_p, \ldots, n_p + \Delta n_p - 1\},$$

$$A(n_p - 1, i) = A(n_p + \Delta n_p, i) = 0, \forall i.$$  (9)

The spiking activity during a packet $p$ can be summarized by the activity vector $\mathbf{L}^{(p)}_j$ defined as

$$\mathbf{L}^{(p)}_j = \{L^{(p)}_{ij}\},$$

and

$$L^{(p)}_{ij} = \sum_{n=n_p}^{n_p+\Delta n_p-1} A(n, i) \text{ with } j \text{ the index of the neuron that has triggered the packet } p,$$

i.e., $j(p) = \{i \mid A(n_p, i) \neq 0\}$, if there is a single neuron spiking in the time-bin indexed by $n_p$. Note that $j$ can always be defined uniquely if the time-bin $\Delta t$ is sufficiently small.

Lastly, we define the averaged composition of packets by distinguishing the activity of neurons $i$ during packets as a function of the neurons $j$ that have triggered them. The averaged composition of packets that starts from the neuron $j$ is noted $m_{ij}$ and is defined as follows:

$$m_{ij} \text{ for } j \text{ that have triggered the packet } p.$$
\[ m_{ij} = \frac{1}{N_j} \sum_p L_{ij}^{(p)}, \quad (11) \]

where \( N_j \) is the number of packets that start from the neuron \( j \). If the neurons spike at most once per packet, the value of \( m_{ij} \) can also be interpreted as the probability that the neuron \( i \) spikes during a packet that is triggered by the neuron \( j \). Note that the synchrony of spikes is related to the size of packets: larger packets are a signature of greater synchronous firing.

In practice, it is possible that two neurons fire at the first time-bin of a packet, in which case distinguishing the triggering neuron of this packet becomes ambiguous. We resolve this ambiguity by allowing a given packet to have several triggering neurons \( j \) when calculating the elements \( m_{ij} \) in Eq. (11). Numerical simulations (see section 4) show that the proposed method remains accurate even when the probability of having multiple triggering neurons is close to 30%.

Given the averaged composition matrix of packets \( M = \{m_{ij}\}_{ij} \) that is calculated using only the action potentials of excitatory neurons, the network structure can be inferred using the following formula, called inversion formula [11]:

\[ \tilde{\Omega} \propto I - M^{-1}, \quad (12) \]

where \( I \) is the identity matrix of size \( N_e \times N_e \) with \( N_e \) the number of excitatory neurons and \( \tilde{\Omega} = \{\tilde{\omega}_{ij}\}_{ij} \) the inferred synaptic matrix weights from excitatory to excitatory neurons. Note that Eq. (12) requires \( M \) to be invertible, i.e., that \( \text{det}(M) \neq 0 \). Also, Eq. (12) implies that \( M = (I - \tilde{\Omega})^{-1} \) which can be rewritten as follows using the Neumann series in \( \tilde{\Omega} \):

\[ M = \sum_{n=0}^{\infty} (\tilde{\Omega})^n. \quad (13) \]

### 3.2 Interpretation of the inversion formula

The averaged composition matrix formula given in Eq. (12) is exact in the case of integrate-and-fire neuron models. In order to show this, we have recently extended the model of Eurich et al. [24] that is equivalent to a non-leaky IF model when the number of neurons is large and derived the probability distribution of spike packets [11]. Using the probability distribution, the averaged composition matrix can be derived without approximations and is given as described in Eq. (12).

Although the formula has only been proven in the case of IF neurons, its interpretation is general and can be applied to other spiking neuron models. We first consider the case of two isolated neurons. We assume that the probability that a neuron \( j \) triggers the spiking of the neuron \( i \) in the next time-bin is proportional to \( \omega_{ij} \). In the case of three isolated neurons, the neuron \( j \) can either trigger directly the neuron \( i \) with probability \( \omega_{ij} \), or the neuron \( j \) can trigger the neuron \( k \) which, in turn, triggers the neuron \( i \). Thus, the total probability that a neuron \( j \) triggers the spiking of the neuron \( i \), noted \( m_{ij} \), is then given as \( \omega_{ij} + \sum_k \omega_{jk} \omega_{ki} \). In the case of \( N_e \) neurons, we can generalize the previous arguments. The probability that a neuron \( j \) triggers the spiking of the neuron \( i \), noted \( m_{ij} \), is thus described as in Eq. (13).

### 3.3 Importance of higher-order correlations

The interpretation of the inversion formula suggests that the higher-order terms \( (\Omega)^n \) correspond to the spiking activity that occurs from the \( n \)th time-bin after the spike-time of the triggering neuron. Thus, the truncation of the formula at the order \( K \) allows for an approximate estimation of the average packet sizes \( M^{(K)} \) that do not take into account spikes occurring after the \( K \)th bin as follows:

\[ M^{(K)} = \sum_{n=0}^{K} (\Omega)^n, \quad (14) \]

with \( M^{(K)} \to M \) when \( K \to \infty \).

---

2 Of course, the probability that a neuron \( j \) triggers the spiking of the neuron \( i \) in the next time-bin is generally a non-linear function of \( \omega_{ij} \). When \( \omega_{ij} \ll 1 \), we can however approximate this probability by the linearization of this non-linear function.
Fig. 3. Probability $m_{ij}$ that a neuron $i$ fires during a packet triggered by the neuron $j$ calculated using numerical simulation of a network of $N_e = 12$ excitatory IF neurons vs. estimated probability $m_{ij}^{(K)}$ using the Eq. (14), respectively. In each panel is shown the raw correlation between $m_{ij}$ and $m_{ij}^{(K)}$ given as $\frac{1}{N_e(N_e-1)} \sum_{i\neq j} m_{ij} m_{ij}^{(K)}$, for $K \in \{1, 5, 16\}$. Raws depict the results for two different network structure $\Omega$, in which synaptic weights are drawn from uniform distribution with a sparsity of 40%. The last column on the right shows the raw correlations vs. $K$.

Fig. 4. Typical time series of the Izhikevich model. (a) and (b) show time series of the variables $v_i$ and $u_i$ for regular and fast spiking neurons, respectively, when the external input $I_{ext}$ is given as shown in (c). The former and latter models are used for the simulation of excitatory and inhibitory neurons, respectively (see Table B-I for the corresponding parameters).
Fig. 5. (a) Accuracy of the network reconstruction measured by the Pearson \( \kappa \) correlation between inferred and true weights vs. averaged strength of excitatory to excitatory connections \( < \omega_{ee} > \). Full, dashed, and dotted, and dashdotted lines show the network reconstruction accuracy using the packet of spikes, two consecutive time-bins, pairwise-correlations, and renormalized pairwise correlations, respectively. (b) Averaged packet size \( \langle L \rangle \) vs. averaged strength of excitatory to excitatory connections \( < \omega_{ee} > \). Error bars represent the margin of error with a 95% confidence level using the assumption of normality over a sample of 50 trials. The duration of simulation is \( T = 50 \) s (50000 ms).

In the case \( K = 1 \), Eq. (14) becomes equivalent to Eq. (7) with \( \tilde{\Omega} = M^{(1)} - I \), i.e., the method that uses two consecutive time-bin is equivalent to using packets truncated at \( K = 1 \). In order to illustrate the gain in accuracy that comes from the fact that longer packets are taken into account in the proposed method, we compare in Fig. 3 the probability \( m_{ij} \) obtained using numerical simulation of a network of 12 excitatory neurons and the estimated probability \( m^{(K)}_{ij} \) calculated using Eq. (14). Simulations in Fig. 3 are performed using the integrate-and-fire model. The calculation of correlations between \( m_{ij} \) and \( m^{(K)}_{ij} \) show that using only two consecutive time-bins (\( K = 1 \), left panels) does not give an accurate reconstruction of the probabilities \( m_{ij} \). The accuracy in estimating \( m_{ij} \) increases...
progressively as \( K \) increases (see Fig. 3 from left to right), such that it is necessary to take into account the cascading of spiking activity that occurs long after the time of the triggering neuron.

4. Comparison of reconstruction accuracy using the Izhikevich model

4.1 Measure of network reconstruction accuracy

In order to test the generality of the proposed method, we simulate the activity of neuronal networks using the Izhikevich model [3]. This model can reproduce numerous electrophysiological features of cortical neurons, such as spike frequency adaptation, bursting, resonance, and rebound spiking, which cannot be simulated using the integrate-and-fire neuron model. Such biomimetic neuron model is necessary for the development of next generation neuroprostheses [23]. The description of the model is given in appendix A, and the parameters used for numerical simulations in appendix B. The parameter values chosen for the numerical simulations of the Izhikevich model in the case of excitatory and inhibitory neurons correspond to regular spiking (RS) and fast spiking (FS) neurons, respectively. We utilize the same parameter values as given in [3] and add some variability to the parameter values for the sake of realism. Typical time series of these neuron models are shown in Fig. 4. Then, the accuracy of the network reconstruction methods are measured using the Pearson correlation \( \kappa \) between inferred \( \tilde{\omega}_{ij} \) and true weights \( \omega_{ij} \) defined as follows:

\[
\kappa = \frac{1}{N_e(N_e - 1)} \sum_{ij} \phi(\tilde{\omega}_{ij})\phi(\omega_{ij}),
\]

with \( \phi(X) = \frac{X - \mu_X}{\sigma_X} \) where \( \mu_X \) and \( \sigma_X \) are the mean and standard deviation of the distribution of the variable \( X \), i.e., the set indexed by the indices \( i \) and \( j \), \( (i, j) \in \{1, \ldots, N_e\}^2 \), in this case.

In order to get a better comparison between reconstruction methods, we set to zero negative values of \( \tilde{\omega}_{ij} \) and keep fix fraction of weights \( \tilde{\omega}_{ij} \) to be non-zero in all cases. This fraction is given by the sparsity of the original network structure. This avoids having larger reconstruction errors solely because a greater number of weights \( \tilde{\omega}_{ij} \) are inferred to be non-zero for a given method.

4.2 Accuracy vs. strength of excitatory to excitatory connections

Figures 5(a) and (b) show that the proposed method performs better than the ones using the pairwise correlations and two consecutive time-bins when the size of the packets is intermediate, i.e., near the critical regime. The averaged packet size \( \langle L \rangle \) is shown in Fig. 5(b), as a function of the averaged strength of excitatory to excitatory connections \( \langle \omega_{ee} \rangle \). On the one hand, smaller packets (subcritical regime) do not contain much information about the strengths of excitatory connections and the network structure cannot be interfered when spiking activity does not cascade in the network. On the
other hand, very large packets (supercritical regime) during which the whole network becomes active cannot be used to accurately infer the network structure because all packets become identical. In Fig. 6 is shown the distribution $P(L)$ of the avalanche sizes $L$ when the averaged recurrent excitatory connection strength $<\omega_{ee}>$ is small, intermediate, and large which correspond to the subcritical, near critical, and supercritical cases, respectively.

The regime where packets are very small ($\frac{L}{N_e} \approx 0$) and very large ($\frac{L}{N_e} \approx 1$) in average correspond to subcritical and supercritical neuronal activity [11, 24]. At the critical state, the distribution of sizes $L$ of avalanches is close to power law distribution. Note that the critical state is only defined in the limit $N \to \infty$, and the parameter regime that is the closest to the critical one in the case of smaller networks ($N < \infty$) is usually displaced as compared to the case of the thermodynamical limit. Thus, Figs. 5 and 6 show that the proposed method is most accurate near the critical regime,
4.3 Accuracy vs. duration of simulation

Figure 7(b) shows that the proposed method requires more data, i.e., longer duration of simulations, in order to perform significantly better than the methods based on pairwise correlations. The accuracy of the latter methods do not improve after a certain duration of simulation, whereas the accuracy of the former increases steadily when using longer simulation duration.

4.4 Accuracy vs. proportion of inhibitory neurons

The proposed method can be used to infer the network structure of excitatory to excitatory connections, but do not take into account the effect of inhibitory neurons. Figure 8 shows that the method is more accurate than the other methods for realistic values of the proportion of inhibitory neurons, noted $\gamma$. 

Fig. 8. (a) and (b) The same as in Figs. 5(a) and (b), respectively, but vs. the proportion of inhibitory neuron $\gamma$. 

Intermediate between the two extreme cases. The critical regime is expected to be the one at which neuronal networks operate [12, 13, 24]. Therefore, these results suggest that proposed method is the most suited for the analysis of biological data.
5. Conclusion

In this paper, we have described a methodology for reconstructing the structure of synaptic connectivity between neurons of cultured neuronal networks coupled to microelectrode arrays. We have proposed a novel method for an accurate network reconstruction when the activity is near critical, which is the regime observed experimentally for developing cultured neuronal networks. By taking into account the higher-order correlations between spikes within packets, numerical simulations show that the proposed method allows for a gain in accuracy compared to classical methods.

The proposed method has been shown to be applicable to the network reconstruction of integrate-and-fire [11], leaky integrate-and-fire [11], and Izhikevich spiking neural models (herein). In future works, the generality of the proposed method should be verified using other models, such as the DSSN model [25] or Hodgkin-Huxley model [26]. Moreover, we have not taken into account slower synaptic current dynamics, such as the ones induced by slow NMDA channels, nor the effect of short-term synaptic plasticity. Improvement in reconstruction accuracy of biological data may be achievable by taking into account these mechanisms. Lastly, the formula given in Eq. (13) can be adapted to fit a particular model. We are currently investigating the calculation of inversion formula that are tailored to each spiking neuron model. By incrementally increasing the complexity of the simulation model, we aim at the development of a robust methodology for the analysis and control of cultured neuronal networks.
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Appendix

A. Description of Izhikevich model

Numerical simulations are performed using the simple Izhikevich model. The dynamics of the neuron \( i \) is given as follows:

\[
\begin{align*}
\tau \frac{dv_i}{dt} &= 0.4 v_i^2 + 5 v_i + 140 - u_i + I_{ext}^i + \sum_{k,j} \omega_{ij} \delta(t - t_{ij}^k), \\
\tau \frac{du_i}{dt} &= a(b v_i - u_i),
\end{align*}
\]

where \( v_i \) and \( u_i \) represents the membrane potential and recovery variable of the neurons \( i \), respectively, and \( t_{ij}^k \) is the time of the \( k \)-th spike triggered by the neurons \( j \). When \( v_i > 30 \), the neuron \( i \) spikes and the variables \( v_i \) and \( u_i \) are reset to \( c \) and \( u_i + d \), respectively. Moreover, the synaptic noise is modeled by \( I_{ext}^i \) with \( dI_{ext}^i = \mu_I dt + \sigma_I dw_i \) and \( dw_i \), the Wiener increment.

The weights \( \omega_{ij} \) are drawn from uniform distribution with mean \( \mu_{ee} = <\omega_{ee}> \), \( \mu_{ei} = <\omega_{ei}> \), \( \mu_{ie} = <\omega_{ie}> \), and \( \mu_{ii} = <\omega_{ii}> \) for excitatory to excitatory, inhibitory to excitatory, excitatory to inhibitory, and inhibitory to inhibitory connections, respectively. Then, the weights \( \omega_{ij} \) are set to zero with probability \( \xi < 1 \), which creates a sparse network structure.

We consider networks with \( N_e \) and \( N_i \) excitatory and inhibitory neurons, respectively, with a fraction \( \gamma < 1 \) of inhibitory ones, i.e., \( \gamma = \frac{N_i}{N_e + N_i} \).
B. Parameters for the Izhikevich model

| Notation | Detail | Value |
|----------|--------|-------|
| $N_e$    | number of excitatory neurons | 27    |
| $N_i$    | number of inhibitory neurons | 3     |
| $\gamma$| proportion of inhibitory neurons | 0.1   |
| $<\omega_{ee}>$ | mean excitatory to excitatory weights | 25    |
| $<\omega_{ei}>$ | mean inhibitory to excitatory weights | -2.5  |
| $<\omega_{ie}>$ | mean excitatory to inhibitory weights | 2.5   |
| $<\omega_{ii}>$ | mean inhibitory to inhibitory weights | -2.5  |
| $a$      | Izhikevich model: time-scale recovery (exc., inh.) | 0.02, 0.02-0.1 |
| $b$      | Izhikevich model: sensitivity (exc., inh.) | 0.2, 0.20-0.25 |
| $c$      | Izhikevich model: reset $v_i$ (exc., inh.) | -65, -65 |
| $d$      | Izhikevich model: reset $u_i$ (exc., inh.) | 8, 2   |
| $\xi$    | network structure sparsity | 0.2   |
| $\Delta t$ | simulation time-step (width of time-bin) | 0.1   |
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