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Abstract—Nonsinusoidal oscillatory signals are everywhere. In practice, the nonsinusoidal oscillatory pattern, modeled as a 1-periodic wave-shape function (WSF), might vary from cycle to cycle. When there are finite different WSFs, \( s_1, \ldots, s_K \), so that the WSF jumps from one to another suddenly, the different WSFs and jumps encode useful information. We present an iterative warping and clustering algorithm to estimate \( s_1, \ldots, s_K \) from a nonstationary oscillatory signal with time-varying amplitude and frequency, and hence the change points of the WSFs. The algorithm is a novel combination of time-frequency analysis, singular value decomposition entropy and vector spectral clustering. We demonstrate the efficiency of the proposed algorithm with simulated and real signals, including the voice signal, arterial blood pressure, electrocardiogram and accelerometer signal. Moreover, we provide a mathematical justification of the algorithm under the assumption that the amplitude and frequency of the signal are slowly time-varying and there are finite change points that model sudden changes from one wave-shape function to another one.
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I. INTRODUCTION

Nonstationary oscillatory signals are everywhere and have attracted significant attention in the past decades. In addition to the time-varying frequency and amplitude, in practice the analysis is further challenged by the fact that many oscillatory signals do not oscillate sinusoidally; for example, sound (Fig. 4), arterial blood pressure (ABP) (Fig. 6), and electrocardiogram (ECG) (Fig. 8). In plain English, such oscillatory signal repeats a non-sinusoidal pattern over time. Take ECG as an example. Each cycle in ECG represents one heart beat, and its morphology is far away from the usual sine wave. To model this kind of signal with non-sinusoidal oscillatory pattern, in [1], the wave-shape function (WSF), which mathematically is a 1-periodic function, is introduced (this model is abbreviated as WSFv1 hereafter). In the past decade, this non-sinusoidal oscillation phenomenon and the WSF model have attracted more and more attention [2], [3], [4], [5], and several variations of the original WSF model have been proposed to capture finer structures hidden inside the WSF; for example, the sparse time-frequency representation (TFR) [2], a generalization of WSF (this model is abbreviated as WSFv2 hereafter) to capture time-varying oscillatory pattern [7] and the wave-shape oscillatory model [8]. Note that the time-varying oscillatory pattern is common in biomedical signals. For example, the QT variability [9] in ECG leads to the morphology change from one cycle to another. Given such signals and models, there are many interesting and challenging signal processing missions. For example, how to decompose a signal into its elementary modes (commonly understood as a decomposition mission), or how to capture the non-sinusoidal patterns (called a wave-shape analysis mission).

Based on the above mentioned WSF model and its variations, various algorithms have been developed to handle these missions under various challenges; for example, the optimization algorithm based on the sparse TFR method extracts intrinsic frequency information and defines the notion of degree of nonlinearity [2], [3], the de-shape algorithm based on WSFv2 reduces the impact of harmonics associated with the non-sinusoidal oscillation [7], the linear regression approach based on WSFv1. recovers the WSF and it is useful to estimate the number of harmonics [10], [11], and the nonlinear regression approach based on WSFv2 decomposes signals into components with time-varying waveforms [12]. There also exist optimization approaches to decompose the signals [4], [5], and dynamic diffusion maps algorithm to recover the intrinsic dynamics [8].

We shall mention that while not motivated and developed based on the idea of WSF, the periodicity transform [13], [14] and its generalization to time-frequency domain [15] are other approaches that have been developed to handle similar non-sinusoidal oscillatory signals. Associated developed algorithms have also been applied to various problems, for example, haemodynamic waveform analysis [16], insulin resistance research [17], left ventricular ejection fraction study [18], fetal ECG extraction from the trans-abdominal maternal ECG [19],...
photoplethysmography (PPG) analysis [6] and its application to the lower body negative pressure [20] and motion artifact detection [23], accelerometer analysis for gait cadence [21], among others [22].

While there have been several efforts put in this research direction, however, to our knowledge, so far there is limited work focusing on handling the case when the WSF would suddenly change from one pattern to a dramatically different pattern, except a stretch of the wave-shape oscillatory model [8] and a simplified oscillatory change point detection model [24]. This sudden change phenomenon belongs to the wave-shape analysis mission, and it is commonly encountered in practice, in particular in the biomedical signal processing field. A typical example is the ECG signal when arrhythmia happens. See Fig. 8 for an illustration. In this example, the subject suffers from premature ventricular contraction (PVC). A visual inspection of Fig. 8 shows that there are two visually different oscillatory patterns (or WSFs); one pattern is associated with normal sinus rhythm, and the other one is associated with PVC, and the WSF could jump from one to another suddenly.

In this paper, we study this sudden WSF change problem, and focus on estimating all WSFs in a given signal. Specifically, suppose there are finite different WSFs (1-periodic functions), denoted as \( s_1, \ldots, s_K \), that model different oscillatory patterns that happen in a signal, where we assume the oscillatory patterns may jump from one to another suddenly. A simplified example is

\[
x(t) = A \sum_{j=1}^{r+1} s_j(\xi(t)) x(t_{j-1}, t_j)(t),
\]

where \( r \geq 1 \) is the number of change points of WSFs, \( t_1 < t_2 < \cdots < t_r \) are the change points, \( \chi \) is the indicator function, \( A > 0 \) is the amplitude, \( \xi > 0 \) is the frequency, \( l_j \in \{1, \cdots, K\} \) and \( l_j \neq l_{j+1} \) for \( j = 1, \cdots, r - 1 \). Note that we call \( t_1, \cdots, t_r \) the change points of WSFs since those timestamps represent when the jumps happen. The mission of interest is estimating \( s_1, \ldots, s_K \) from \( x \). Note that in practice \( x \) is inevitably contaminated by noise. In practice, the model is more complicated than that shown in (1), and we will elaborate this part later. Our contribution is summarized below. We propose a novel iterative warping and clustering algorithm that detects change points of WSFs and estimates \( s_1, \ldots, s_K \) from the signal by combining three tools, including time-frequency analysis, singular value decomposition entropy and vector spectral clustering. By segmenting the signal under analysis into cycles and clustering the cycles, the change points \( t_1, \cdots, t_r \) will be detected. We demonstrate the efficacy of the proposed algorithm with both simulated and various real signals, including voice, ABP, ECG and accelerometer. Moreover, we provide a theoretical justification of the proposed algorithm under the assumption that the amplitude and frequency of the signal are slowly time-varying and there are finite change points that model sudden changes from one WSF to the other, while the WSF could vary slowly between two change points. Specifically, we show that the iterative warping is guaranteed to convert the signal with time-varying amplitude and frequency into a signal whose fundamental component has amplitude 1 and frequency 1 Hz, so that the WSF could be accurately truncated for the clustering, and hence the change point detection.

The paper is organized as follows. In Section II, we review WSFv1 and WSFv2, and introduce our new model that captures the sudden WSF changes. In Section III, we introduce our proposed algorithm and explain its implementation details in Section IV. In Section V, we provide the numerical results, including simulated and real signals. The paper is closed with a discussion and conclusion in Section VI. The theoretical justification of the proposed algorithm is presented in the online Supplemental Material.

II. MATHEMATICAL MODEL

To handle an oscillatory signal with a non-sinusoidal oscillatory pattern, WSFv1 was proposed in [1], modeling the signal as

\[
x(t) = A(t)s(\phi(t)),
\]

where \( A(t) \) is a positive and smooth function called instantaneous amplitude (IA) (or amplitude modulation or time-varying amplitude), \( \phi(t) \) is a strictly monotonically increasing and differentiable function called phase function, and \( s(t) \) is a 1-periodic function with mean 0 and unit \( L^2 \)-norm called WSF that describes the oscillatory pattern of the signal. Usually we call the positive function \( \phi'(t) \) instantaneous frequency (IF) (or time-varying frequency). Note that the 1-periodic function \( s(t) \) with \( \hat{s}(0) = 0 \) and \( \|s\|_{L^2[0,1]} = 1 \) replaces the cosine function in the classical adaptive harmonic model [25]; that is, it allows the oscillation to be more complex than the simple sinusoidal function. We need some slowly varying conditions so that the WSFv1 model is identifiable [26]. For a small \( \epsilon > 0 \), we assume

- (O1) \( A \in C^1([\mathbb{R}]) \) and \( |A'(t)| \leq \epsilon \phi(t) \) for all \( t \in \mathbb{R} \);
- (O2) \( \phi \in C^2([\mathbb{R}]), |\phi''(t)| \leq \epsilon \phi'(t) \) for all \( t \in \mathbb{R} \) and \( \|\phi''\|_\infty = M \) for some \( M \geq 0 \).

Note that in this model, one WSF is involved, which is stretched by \( \phi(t) \) and scaled by \( A(t) \); that is, there is only one non-sinusoidal oscillatory pattern.

While the WSFv1 model has been applied to several problems [3],[10], it is limited and not suitable for many applications, particularly when the oscillatory pattern changes from time to time. See Fig. 6 for an ABP signal where the subject has arrhythmia so that we could observe an obvious change in the oscillatory pattern. For a signal having this property, we say that it is generated by a time-varying WSF. We need a more general model for such signal since it cannot be well modeled by WSFv1 via scaling and stretching one WSF.

To address this challenge, in [7], the authors proposed to generalize WSFv1 in the following way to capture the time-varying WSF. Note that in (2), the WSF has the Fourier series expansion

\[
s(t) = \sum_{i=1}^{\infty} a_i \cos(2\pi bt + \phi_i),
\]

where \( a_i > 0 \) and \( b_i \in (0, 2\pi) \) are Fourier coefficients, and the convergence depends on the regularity of \( s \). Note that since \( \hat{s}(0) = 0 \) and \( \|s\|_{L^2[0,1]} = 1 \), we
have $\sum_{l=1}^{\infty} a_l^2 = 2$. Thus, the model (2) becomes

$$x(t) = \sum_{l=1}^{\infty} [a_l A(t)] \cos(2\pi l \phi(t) + b_l).$$

To capture the time-varying WSF, it is suggested in [7] to consider $\mathbb{WSF}v2$, where the signal satisfies

$$x(t) = \sum_{l=1}^{\infty} B_l(t) \cos(2\pi l \phi(t)),$$

where $A(t)$ in (3) is replaced by a non-negative function $B_l(t)$, $\phi(t) + b_l/(2\pi)$ is replaced by a strictly monotonically increasing function $\phi'_l(t)$, and $B_l(t)$ and $\phi'_l(t)$ satisfy the following conditions:

(T1-0) $B_l \in C^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ for $l = 1, 2, \ldots$ and $B_l(t) > 0$ and $B_l(t) \geq 0$ for all $t$ and $l = 2, 3, \ldots$. $B_l(t) \leq c(l) B_{\ell}(t)$ for all $t \in \mathbb{R}$ and $l = 1, 2, \ldots, \infty$, and with $\{c(l)\}_{l=1}^{\infty}$ is a non-negative $\ell^1$ sequence. Moreover, there exists $N \in \mathbb{N}$ so that $\sum_{l=N+1}^{\infty} B_l(t) \leq \epsilon \sqrt{\sum_{l=1}^{\infty} B_l^2(t)}$ and $\sum_{l=N+1}^{\infty} B_l(t) \leq D \sqrt{\sum_{l=1}^{\infty} B_l^2(t)}$ for some constant $D > 0$.

(T2-0) $\phi_l \in C^2(\mathbb{R})$ and $|\phi'_l(t) - l \phi'_l(t)/l| \leq \epsilon \phi'_l(t)$ for all $t \in \mathbb{R}$ and $l = 1, 2, \ldots, \infty$.

(T3-0) $|B_l(t)| \leq c(l) \phi'_l(t)/l$ and $|\phi''_l(t)| \leq \epsilon \phi'_l(t)/l$ for all $t \in \mathbb{R}$. Moreover, assume $\sup_{t; B_l \neq 0} ||\phi''_l||(\infty) = M$ for some $M > 0$.

Note that (T1-1) asks that the $l$-th harmonic is dominant, and we call it the dominant harmonic. When $\ell = 1$, (T1-1)-(T1-3) is reduced to (T1-0)-(T3-0). In the following, we would still call this generalized model $\mathbb{WSF}v2$ and follow the same terminologies used for (4) to simplify the discussion.

However, $\mathbb{WSF}v2$ is still limited to quantify the signals shown in Figs. 6 and 8, since the WSF variation in these signals is not “slow”. We need a model that could capture the “sudden change” of the WSF. To this end, we introduce the following assumptions for (4) that further generalizes $\mathbb{WSF}v2$. Specifically, we extend (T1-1)-(T3-1) and introduce

(T0) There exist $r \in \mathbb{N} \cup \{0\}$ change points. If $r > 0$, the change points are $\tau_i, i = 1, \ldots, r$, so that $t_1 < t_2 < \cdots < t_r$. Set $I_i := (t_i, t_{i+1}]$, where $i = 1, \ldots, r - 1$, $I_0 = (-\infty, t_1]$ and $I_r = (t_r, \infty)$.

(T1) For each $i = 0, \ldots, r$, $B_i \in C^1(I_i) \cap L^\infty(I_i)$ for $l = 1, 2, \ldots$ and there exists $l \in \mathbb{N}$ so that $B_l(t) > 0$ and $B_l(t) \geq 0$ for all $l \neq l$. For each $t \in I_i$, we have $\gcd|\{l B_l(t) > 0\}| = 1$. Also, there exists a non-negative $\ell^{1}$ sequence $c(l)_{l=1}^{\infty}$ so that $B_l(t) \leq c(l) B_{l}(t)$ for all $l \in \mathbb{N}$ and $l = 1, 2, \ldots, t \in I_i$. Moreover, there exists $N \in \mathbb{N}$ so that $\sum_{l=N+1}^{\infty} B_l(t) \leq \epsilon \sqrt{\sum_{l=1}^{\infty} B_l^2(t)}$ and $\sum_{l=N+1}^{\infty} B_l(t) \leq D \sqrt{\sum_{l=1}^{\infty} B_l^2(t)}$ for some constant $D > 0$ for all $t \in \mathbb{R}$.

(T2) $\phi_l(t) \in C^2(\mathbb{R})$. For each $i = 0, \ldots, r$, $\phi_l \in C^2(I_i)$ and $|\phi'_l(t) - l \phi'_l(t)/l| \leq \epsilon \phi'_l(t)$ for all $t \in I_i$ and $l = 1, 2, \ldots, \infty$.

(T3) $B_i(t) \in C^1(\mathbb{R})$. For each $i = 0, \ldots, r$, $|B_i(t)| \leq c(l) \phi'_l(t)/l$ and $|\phi''_l(t)| \leq \epsilon \phi'_l(t)/l$ for all $t \in I_i$. Moreover, assume $\sup_{t; B_i \neq 0} ||\phi''_l||(\infty) = M$ for some $M > 0$.

(T4) If $r > 0$, for each $i = 1, \ldots, r$, there exist finite $\{k_i\} \subset \mathbb{N}$ so that $\ell \notin \{k_i\}$ and $B_{k_i}$ is discontinuous at $t_i$ so that $B_{k_i} - \lim_{t \to t_i^+} B_{k_i}(t)$ is $\mathbb{C}^1$ at $t_i$. Moreover, there exist finite $\{j_i\} \subset \mathbb{N}$ so that $\ell \notin \{j_i\}$ and $\phi_{k_i}$ is discontinuous at $t_i$ so that $\phi_{k_i} - \lim_{t \to t_i^+} \phi_{k_i}(t)$ is $\mathbb{C}^1$ at $t_i$.

We say a function satisfying (4) and (T0)-(T4) fulfills the $\mathbb{WSF}v3$ model. Note that this seemingly complicated assumption is actually a simple extension of (T1-1)-(T1-3) to capture sudden WSF changes. Indeed, when $r = 0$ in (T0), (T1)-(T3) are the same as (T1-1)-(T1-3) and $\mathbb{WSF}v3$ is reduced to $\mathbb{WSF}v2$. When $r > 0$, it says that the WSF could change “fast” at finite time points. The fast varying is described by the discontinuity of some non-dominant harmonic characterized by (T4), while we still require the dominant harmonic to be smooth. In others words, we assume that there are at most $r + 1$ different types of WSF functions in the signal. The uniqueness of the decomposition is guaranteed by the identifiability of the model under mild
conditions [26]; that is, if all WSFs have their Fourier series coefficients decaying fast enough, then the decomposition is unique up to an error of order \( \epsilon \).

To further illustrate WSFv3, consider the following special case. Take \(-\infty = t_0 < t_1 < t_2 < \ldots < t_r < t_{r+1} = \infty\). Suppose \( B_j(t) = A_j(t)B_j \) with \( \sum_{j=1}^{\infty} A_{j,j} = 2 \) when \( t \in (t_{j-1}, t_j) \), \( j = 1, \ldots, r + 1 \), where \( A_j \) satisfies (O1), and assume the fundamental component is the dominant harmonic. Also suppose \( \phi_1(t) = t \phi(t) + b_{1,j}(2\pi) \) when \( t \in (t_{j-1}, t_j) \), where \( b_{1,1} = b_{1,2} = \cdots = b_{1,r+1} \). In this case, we can rewrite (4) as

\[
x(t) = \sum_{j=1}^{r+1} A_j(t) \phi_j(t) \chi(t_{j-1}, t_j)(t),
\]

where \( s_j(t) = \sum_{j=1}^{\infty} a_{j,j} \cos(2\pi lt + b_{j,j}) \) is a 1-periodic function and \( \chi \) is the indicator function. In other words, there are at most \( r + 1 \) WSFs. Note that \( (1) \) is a simplification of \( (5) \). A typical example of WSFv3 that captures the fast varying WSFs is the ECG signal shown in Fig. 8. We shall finally mention that WSFv3 could be viewed as a model in parallel to the wave-shape oscillatory model aiming to study the dynamics of WSFs [8], which is designed to study signals from the time domain.

III. PROPOSED ALGORITHM

Based on WSFv3, we now introduce our algorithm, iterative warping and clustering. The mission is to find all different WSFs from the signal \( x \) satisfying WSFv3. The basic idea of the algorithm is estimating the phase of the dominant harmonic, and use that phase to warp the signal for a better WSF estimation. To motivate the algorithm, suppose the fundamental component is dominant, and suppose we have obtained its phase \( \phi_1 \) via some estimation. We could consider a warping process to obtain

\[
x(\phi_1^{-1}(t)) = B_1(\phi_1^{-1}(t)) \cos(2\pi t)
\]

\[+ \sum_{l=2}^{\infty} B_l(\phi_1^{-1}(t)) \cos(2\pi \phi_l(\phi_1^{-1}(t))),
\]

As a special example, note that if \( (5) \) is fulfilled, \( (6) \) is reduced to

\[
x(\phi_1^{-1}(t)) = \sum_{j=1}^{r+1} A_j(\phi_1^{-1}(t)) s_j(t)(\phi_1^{-1}(t_{j-1}), \phi_1^{-1}(t_j))(t).
\]

Thus, a simple rescaling by estimating the amplitude modulation \( A_j(\phi_1^{-1}(t)) \) allows us to recover \( s_j \) by a demodulation. While this idea is simple, several details are needed in order to properly carry it out numerically. Below, we summarize the main steps in the continuous setup, and provide numerical details in the next section. The theoretical guarantees of the algorithm are presented in the online Supplemental Material.

A. Estimation of Amplitude and Phase of Dominant Harmonic

The first step towards our goal is applying the short-time Fourier transform (STFT) to estimate the dominant harmonic and its amplitude and phase. We shall mention that while we could consider nonlinear approaches, like synchrosqueezing transform (SST) [25], [29] and its higher-order variation [30], [31], we consider STFT to avoid distraction. Let \( x \) be a tempered distribution and \( h(t) \) a real and even Schwartz function. The short-time Fourier transform of \( x \) using a real-valued window function \( h \) is defined as

\[
V_x^h(t, \xi) = \langle x, h(\cdot - t) e^{2\pi i \xi (\cdot - t)} \rangle,
\]

where \( \langle \cdot, \cdot \rangle \) is the canonical duality pairing, and \( t, \xi \in \mathbb{R} \) are time and frequency respectively. When \( x \) is a function, we have

\[
V_x^h(t, \xi) = \int_{-\infty}^{+\infty} x(u) h(u - t) e^{2\pi i \xi (u - t)} du.
\]

Recall the following result. Let \( x(t) \) be a signal modeled as in (4) with (T1)-(T3) fulfilled and \( h(t) \) a real and even function such that \( \hat{h}(\xi) \) is supported in \([-H, H] \), where \( 0 < H < \inf \phi_1'/2 \), in the frequency domain. Define \( Z_l(t) = [\phi_1'(t) - H, \phi_1'(t) + H] \). If \( |\phi_{l+1}' - \phi_l'| > 2H \), for \( l = 1, 2, \ldots, \) then for \( \xi \in Z_l(t) \), we have

\[
V_x^h(t, \xi) \approx \frac{B_1(t)}{2} e^{2\pi i \phi_1(t)} \hat{h}(\xi - \phi_1'(t)).
\]

See [32] for a precise statement of this result and the quantification of \( \approx \). This result tells us that by picking a proper window \( h(t) \), it is possible to obtain an estimation of \( \phi_1' \), denoted as \( \hat{\phi}_1'(t) \), via the ridge detection. However, to our knowledge, existing results do not guarantee the regularity of the estimated IF, even under (T1)-(T3). In the online Supplemental Material, we provide a theoretical result that extends (9) to guarantee the regularity of the estimated IF \( \hat{\phi}_1'(t) \) under WSFv3. Then, the AM could be estimated via

\[
\hat{B}_1(t) \approx \frac{2|V_x^h(t, \hat{\phi}_1'(t))|}{|\hat{h}(0)|}.
\]

The phase function \( \hat{\phi}_1 \) can be found by evaluating the phase of the complex function \( V_x^h(t, \hat{\phi}_1'(t)) \) or \( \int_{-\hat{\phi}_1'(t)}^{\hat{\phi}_1'(t)} V_x^h(t, \xi) d\xi \).

Remark: We shall remark that (T3) indicates that the IF varies slowly. However, not all signals fulfill such a strong assumption. Sometimes, the IF could vary fast, and such fact would lead to an imperfect estimate of phase. When the IF varies fast, we need different algorithms to estimate the phase and AM. For example, the second-order SST offers a more accurate IF estimation if the signal is a linear chirp, and when the phase departures from being quadratic, the higher-order SST can improve the accuracy. We shall also mention that the ubiquitous presence of noise is another source of imperfect estimate of phase and AM. Luckily, it has been shown in the literature [26, 39, 40, 41] that the STFT and SST can robustly estimate IF from a noisy signal when the IF varies slowly as described in (T3). To our knowledge, while a theoretical justification might be straightly established with the same techniques used in [26, 41], it is still lacking, and numerically the high-order SST is still robust to noise. However, numerically higher orders seem to be more prone to noise-related instabilities. This however is out of the scope of this paper, and will be explored in our future work. Note that it is natural to think of other widely applied decomposition algorithms, like continuous wavelet transform (CWT) [34], empirical mode decomposition (EMD) [35], empirical wavelet [37], sliding singular spectrum analysis (SSA) [36], the Blaschke decomposition [33] and iterative filtering-based algorithms [38],...
to estimate the amplitude and phase of the dominant harmonic. However, these algorithms are not suitable for our purpose since they are designed to decompose different oscillatory components, but not for segmenting signals nor to estimate different oscillatory patterns present in it. Specifically, EMD is limited to handle nonsinusoidal WSF; and hence dominant harmonic, since it is based on the local maxima; Blaschke decomposition is also limited to handle nonsinusoidal WSF since it is based on the winding behavior of all harmonics; CWT and empirical wavelet are limited in the high harmonics region due to the affine transform nature of wavelet; SSA might be limited when the IF is varying; iterative filtering-based algorithms need the spectral band of the component and might be limited when the IF is varying. It is possible to apply them in specific situations, but in general the result is less accurate.

B. Iterative Warping and Demodulation

Suppose the \( \ell \)-th harmonic, where \( \ell \geq 1 \), is dominant. By assumption (T3), we know \( \phi(t)/\ell \) is close to \( \phi(t) \). Thus, we could insert \( \phi(t)/\ell \) into (7) to finish the mission of warping. In practice, however, \( \phi(t)/\ell \) is unknown and needs to be estimated, and the estimate \( \hat{\phi}(t) \) is not perfect in general that the phase is not exactly equal to the true phase \( \phi(t) \), as is discussed in Section III-A.

To resolve this imperfectness, in this paper we advocate the following iterative warping scheme. First, we obtain an estimation of the inverse of the phase \( \psi^1(t) = \hat{\phi}^{-1}(t) \approx \phi^{-1}(t) \) with the estimator via STFT shown in Section III-A. Below, we take \( \ell = 1 \) to simplify the discussion, but in practice we can take any \( \ell \geq 1 \) and replace \( \phi(t)/\ell \) by \( \hat{\phi}(t)/\ell \) below and obtain the same conclusion. We proceed to set the first warping and demodulation process and obtain

\[
\hat{x}^{[1]}(t) = \frac{x(\psi^{[1]}(t))}{B_1(\psi^{[1]}(t))} = \frac{B_1(\psi^{[1]}(t))}{B_1(\psi^{[1]}(t))} \cos(2\pi t + E_{1,1}(t))
+ \sum_{n=2}^{\infty} \frac{B_n(\psi^{[1]}(t))}{B_1(\psi^{[1]}(t))} \cos(n2\pi t + E_{1,n}(t)),
\]

where \( E_{1,n}(t) \) represents the error caused by the imperfect estimation of the phase. We use the terminology warping to refer to the composition of the signal with \( \psi^{[1]} \) and demodulation to refer to the division by the estimated amplitude \( B_1^{[1]}(t) \). We shall mention that a similar warping idea was considered in [4, 5], but the purpose was decomposing the signal. Due to the imperfect estimation of \( \hat{\psi}^{-1} \) and \( B_1(\psi^{[1]}(t)) \), clearly \( E_{1,1}(t) \neq 0 \) and \( B_1(\psi^{[1]}(t)) \neq B_1^{[1]}(\psi^{[1]}(t)) \). To handle this imperfectness, an intuitive approach is estimating the phase function again from \( \hat{x}^{[1]}(t) \), and hope that it could lead to an improved phase estimation. However, in general the regularity of \( E_{1,1}(t) \) and \( B_1(\psi^{[1]}(t)) \) is not clear, which challenges the legality of applying the estimator in Section III-A. Fortunately, as we will show in the theoretical section, this is not a problem. Thus, from \( \hat{x}^{[1]}(t) \), the second iteration of the phase estimation can be constructed and we obtain \( \psi_1^{[2]}(t) \) as the estimator of the inverse of \( 2\pi t + E_{1,1}(t) \), and hence the second iteration signal \( \hat{x}^{[2]}(t) = x(\psi_1^{[2]}(\psi_1^{[2]}(t))) \).

Then, the second warped and demodulated signal would be

\[
\hat{x}^{[2]}(t) = \frac{x(\psi_1^{[1]}(t))}{B_1^{[2]}(\psi_1^{[2]}(t))} = \frac{B_1(\psi_1^{[2]}(t))}{B_1^{[2]}(\psi_1^{[2]}(t))} \cos(2\pi t + E_{1,1}(t))
+ \sum_{n=2}^{\infty} \frac{B_n(\psi_1^{[2]}(\psi_1^{[2]}(t))))}{B_1^{[2]}(\psi_1^{[2]}(t))} \cos(n2\pi t + E_{1,n}(t)),
\]

where \( E_{1,n}(t) \) again represents the error. Ideally, we would expect that \( |E_{1,1}(t)| < |E_{1,1}(t)| \) and \( |B_1(\psi_1^{[2]}(t)))| \) \( B_1^{[2]}(\psi_1^{[2]}(t)) - 1 < |B_1(\psi_1^{[2]}(t)))| \) \( B_1^{[2]}(\psi_1^{[2]}(t)) - 1 \). This procedure could be iterated, denoting the resulting signal after the 1-st iteration as \( \hat{x}^{[1]}(t) \), and \( \hat{x}(t) = \lim_{I \to \infty} \hat{x}^{[I]}(t) \) to be the final warped and demodulated signal. Ideally, we expect to obtain

\[
\hat{x}(t) = \cos(2\pi t) + \sum_{n=2}^{\infty} \frac{B_n(\hat{\phi}_1(t))}{B_1(\hat{\phi}_1(t))} \cos(n2\pi t + E_{1,n}(t)),
\]

where \( E_{1,n}(t) \) is the term coming from the time-varying WSFs; that is, \( n2\pi t + E_{1,n}(t) = \hat{\phi}_1^{-1}(t) \) shown in (7). In practice, we will only iterate a finite number of times, and the number of iterations will be discussed in Section IV when we discuss the numerical implementation.

C. Segmenting and Clustering

Equation (13) says that the fundamental component of the warped and demodulated signal \( \hat{x} \) is 1-periodic, so we can easily segment it into “pieces” of length equal to 1. Note that (13) is a special case of the model discussed in [8], and we can write it as

\[
\hat{x}(t) = \sum_{k \in \mathbb{Z}} \delta(t - k) \ast s_k(t) = \sum_{k \in \mathbb{Z}} s_k(t - k),
\]

where \( \delta(\cdot) \) stands for the Dirac distribution, \( \ast \) means convolution, and \( s_k \) has supp\{\( s_k \)\} \( \subseteq [-1/2, 1/2] \) and belong to the class of analytic wave-shape functions. Thus, we can construct

\[
M_k = \{ \hat{x}(t)(k,k+1) ; k \in \mathbb{Z} \} \subset L^2([0, 1]).
\]

That is, we collect signals over all segments \( [k, k+1] \), and each signal represents, ideally, a WSF. To finish the mission of estimating all WSFs present in the signal, we find clusters in the set \( M_k \), and each cluster represents one WSF. The segmentation and clustering of the cycles of the signal lead to an indirect detection of the points where the WSF changes. We shall mention that this segmentation step looks similar to the sliding SSA [36], but they are different. In sliding SSA, the signal is segmented into pieces via a sliding window, while we segment the signal into pieces according to its fundamental phase. The numerical details will be addressed in Section IV.
Algorithm 1 Iterative Warping and Clustering.

1: The input signal is \( x_0 := x \in \mathbb{R}^N \).
2: Set \( i = 0 \).
3: while SVD entropy criterion not met do
   4:   Compute the STFT of \( x[i](t) \).
   5:   Detect the ridge by the method proposed in [42].
   6:   Estimate the amplitude, denoted by \( B_i(t) \), from (10) and the frequency, denoted by \( \phi_i(t) \), as in [43].
   7:   Estimate the phase via \( \phi_i(t) = \int_0^t \phi_i(u) du \).
   8:   Compute \( x[i+1] \) from (13).
   9:   Construct the set \( M_k \) from \( \tilde{x} = x[i+1] \) as in (15).
  10:   Align all segments in \( M_k \) via synchronization, and obtain \( \{c_i\}_{i=1}^L \).
  11:   \( i \leftarrow i + 1 \).
  12: end while
  13: Determine the optimal number \( K \) of clusters [44] for the set \( \{c_i\}_{i=1}^L \) and cluster the data using the \( k \)-means algorithm [45].
  14: Estimate the waveforms as the cluster medians or by the trigonometric regression [46], [47] on the cluster medians.

Last but not the least, we shall mention that an approach that uses the phase and the amplitude to estimate the waveforms of the signal can be found in [4], [5]. The algorithms proposed in [4], [5] assume the exact knowledge of \( A \) and \( \phi \), which is in general not trivial to obtain. Moreover, they do not propose a clustering of the set of the waveforms but estimate an average waveform for the whole signal duration, and proceed recursively in a deflationary way.

IV. NUMERICAL IMPLEMENTATION

We now detail the numerical implementation of the proposed algorithm, which is summarized in Algorithm 1. Below we discuss the algorithm step by step.

A. Iterative Warping

Consider the signal \( x(t) \) that is defined on \( t \in [0, T] \). In practice, we work with the discretization of \( x(t) \) with the sampling period \( \Delta t = 1/f_s \), where \( f_s > 0 \) is the sampling frequency. Thus, we have \( x \in \mathbb{R}^N \), where \( N = |T f_s| \) and \( x[n] = x(n \Delta t) \). For the sake of simplicity, we drop the subindex for the dominant harmonic. Note that the warping process of estimating \( x(\psi(t)) \), with \( \psi(t) = \phi^{-1}(t) \) being the inverse function of the phase, is equivalent to a non-uniform resampling of \( x[n] \). To numerically carry out this warping process, we discretize the range of \( \phi(t) \) over \( [0, T] \) into \( M \) uniform points with a separation of \( \Delta \tau = (\phi(T) - \phi(0))/M \). Then, set \( t_m \) so that \( \phi(t_m) = m \Delta \tau \). By finding these points, we are actually estimating \( \phi^{-1}(t) \), so the warped signal is \( x[i] \in \mathbb{R}^M \) so that \( x[i][m] = x(t_m) \). We set \( M = N \), but it can be other numbers if needed. See Fig. 1 for an illustration of this process. The same warping is carried out on \( x[i] \), and hence iteratively for \( I \) steps. Denote \( \tilde{x} := x[i] \). How to determine \( I \) and the benefits of this iterative procedure will be illustrated in the following steps.

B. Segmenting

We segment the warped signal \( \tilde{x}[i] \) after \( i \) iterations in the following way. Ideally, after the iterative warping, the period of the fundamental component of the signal \( \tilde{x}[i] \) is 1. Suppose there are \( P \in \mathbb{N} \) cycles of period 1, each with length \( L \). We divide \( \tilde{x}[i] \) into \( P \) segments, \( c_p \in \mathbb{R}^L \), \( p = 1, 2, \ldots, P \), and allocate them in a data matrix \( M \in \mathbb{R}^{P \times L} \):

\[
M = \begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_P
\end{bmatrix}.
\]

C. SVD Entropy

To answer the question of how many iterations are needed, we consider the singular value decomposition (SVD) entropy [48] that has been used in a time-frequency context [49]. The basic idea of SVD entropy is measuring how different its rows (or columns) are from each other. It is defined as the Shannon entropy of the normalized singular values of the matrix, which can be easily found with a singular value decomposition [50]. Specifically, if the singular values of \( M \) are \( \sigma_1, \ldots, \sigma_P \), the SVD entropy is defined as

\[
S_M = - \sum_{i=1}^P \frac{\sigma_i}{\sum_{u=1}^P \sigma_u} \log \left( \frac{\sigma_i}{\sum_{u=1}^P \sigma_u} \right).
\]

Clearly, if all the rows are multiples of each other; that is, \( M \) is a rank-1 matrix, then only one singular value would be different from zero, and the SVD entropy would attain its minimum value, where we follow the convention and set \( 0 \times \infty = 0 \). On the other hand, if all the rows are completely different from each other
and all the singular values have the same weight, then the SVD entropy would be large. In our case, there are a few WSFs in the signal. By the slowly varying assumption of WSF, if all cycles are aligned properly, the rows are clustered into subsets so that all rows in one cluster are similar and only a few singular values are dominant, which leads to a low SVD entropy. If they are not aligned, the temporal shift would lead to a spreading of singular values, and hence to a high SVD entropy. In a special case that the period of $x^{(i)}$ is precisely $1$, we have only one WSF, and all cycles are aligned properly, all rows are similar, then we have lowest SVD entropy. In other words, a low SVD entropy indicates that we have run sufficient iterations. We thus suggest stopping the iteration process when the SVD entropy is stagnated.

### D. Synchronization

In practice, the iterative warping might not be enough, particularly when there are change points of WSFs. Such change points might deviate the global phase, which leads to segments not properly aligned. To handle this case, we propose to apply graph connection Laplacian (GCL) based synchronization [51], [52]. First, solve the optimization problem

$$ R_{ij} = \arg \min_{R \in Z_L} || R \circ c_i - c_j ||_{R^L}, \quad (18) $$

where $Z_L \simeq Z/LZ = \{ e = g^0, g, g^2, \ldots, g^{L-1} \}$ is the cyclic group and $(R \circ c_i)[k] = c_i[(k + l) \mod L]$ when $R = g^l$. Note that we can represent $g^l \in Z_L$ in the matrix form $g^l = [\cos(2\pi/L) \sin(2\pi/L) - \sin(2\pi/L) \cos(2\pi/L)] \in SO(2)$. In case the minimum is not unique, we pick the one with the minimal angle. Thus, it is clear that $R_{ij} = R_{ij}^T \in SO(2)$. Since there are $P$ segments, we construct a $P \times P$ block matrix $C = [C_i] \in \mathbb{R}^{2P \times 2P}$, with $2 \times 2$ blocks, where $C[i, j] = R_{ij}$. Denote the eigendecomposition $C = U \Lambda U^T$, where the eigenvalues are sorted in the decreasing order with $U = [u_1 \ u_2 \ \cdots \ u_{2P}] \in O(2P)$. Then

$$ Q = [u_1 \ u_2] \in \mathbb{R}^{2P \times 2} \Rightarrow [Q_I \ \cdots \ Q_P]^T, \quad (19) $$

with $Q_I \in \mathbb{R}^{2 \times 2}$. A rotation matrix $\hat{R}_I$ is fit to $Q_I$ by performing an SVD $Q_I = \Phi_I \Psi_I^T$ and setting $\hat{R}_I = \Phi_I \Psi_I^T$. Finally, by setting $\hat{R}_I$ as the baseline, the other segments are aligned by applying

$$ \hat{c}_I := \hat{R}_I \circ \hat{R}_{I}^T \circ c_I, \quad (20) $$

which leads to a synchronized version of the matrix. We shall mention that theoretically, if $c_I$ comes from some shift $R_I \in \mathbb{Z}_M$ of a template $c$, then it is $c_I = R_I \circ c$. In this ideal case, it is clear that $R_{ij} = R_{ij}^T$, and hence $C$ is a rank 2 matrix, and $Q = [R_I^T \ R_I^T \ \cdots \ R_I^T]^T$, which allows us to fully recover the shifts.

### E. Clustering and Change Point Detection

Finally, we run a clustering algorithm on $\{\hat{c}_I\}_{I=1}^P$ to obtain all patterns of WSFs. There are several options to cluster a given data set. For instance, $k$-means [45], agglomerative hierarchical cluster trees [53], [54] or Gaussian mixture models [50]. In this work, we consider the $k$-means [45] since it performs consistently better. We suggest running the $k$-means with 50 replicates and conclude the result with the lowest sum of within-cluster distances. The optimal number of clusters $k$ was chosen using the Calinski-Harabasz criterion [44]. Finally, we estimate the waveforms as the cluster medians or by the trigonometric regression [46], [47] on the clusters medians. The trigonometric regression on the cluster median is obtained by evaluating $\{u_1, \ldots, a_K, b_1, \ldots, b_K\} = \arg \min_{a_k, b_k} || m(t) - \sum_{k=1}^K (a_k \cos(2\pi kt) + b_k \sin(2\pi kt)) ||_{L^2[0,1]}$, where $m(t)$ is the median of the given cluster and $K$ is determined by the criterion from [11], and setting $m_I(t) := \sum_{k=1}^K (a_k \cos(2\pi kt) + b_k \sin(2\pi kt))$ as the solution. We mention that empirically this trigonometric regression approach consistently gives a better result compared with the naive median when the noise level is high. Last but not least, once the clusters are determined, the change points of WSFs are determined by the jumps from one cluster to another.

### V. Numerical Results

We show various examples, ranging from the simplest simulated case, to the complicated real world signals. The Matlab code to reproduce all results in this section could be found in https://github.com/macolominas/WarpingWSF.

#### A. Simulated Signal

We start from the following simulated signal:

$$ x_\phi(t) = \cos(2\pi \phi(t)) + A(t) \cos(4\pi \phi(t)) + B(t) \cos(6\pi \phi(t)), \quad (21) $$

where $t \in [0, 1]$, $A(t) = \left( \frac{1}{1 + e^{-2500(t-0.15)}} - \frac{1}{1 + e^{-2500(t-0.85)}} \right)$, $B(t) = \left( \frac{1}{1 + e^{-1000(t-0.5)}} \right)$, and $\phi(t) = 40t + \frac{1}{2\pi} \cos(8\pi t)$. The sampling rate is 6000 Hz. The signal is then contaminated by the zero-mean Gaussian white noise with a signal to noise ratio (SNR) 0 dB. The results are shown in Fig. 2.

Next, we illustrate the benefits of the iterative warping. We synthesize copies of

$$ y_{ij}(t) = x_\phi(t) + \sigma n_j(t), \quad (22) $$

where $x_\phi$ is defined in (21), $n_j(t)$ is the Gaussian white noise with zero mean and unit variance, $\sigma > 0$ is determined by the desired SNR, and the phase $\phi_t$ is also randomly generated in the following way that is independent of $n_j$. Take the detected change points as vertical dashed lines, and the ground truth clean signal is superimposed as the red curve with the true change points as red dots. Bottom: the estimated wave shape functions (black) along with the ground truths (red).
Fig. 3. WSF estimation error and matrix SVD entropy for the first, second, and third iteration. Left to right: the noise levels are 30 dB, 20 dB, and 10 dB respectively. Top to bottom: the estimation errors, the estimated WSFs and the SVD entropies of the first, second and third WSFs.

\[ \phi_i(t) = \phi(t) + Y_i(t), \] where \( t \in [0, 1] \), \( Y_i \) is the \( i \)-th independent realization of the smoothed Brownian motion \( Y \) defined as

\[ Y(t) := \int_0^t \frac{X(u)}{\|X\|_{L^\infty}[0,1]} \, du, \quad X(t) = W * \mathcal{K}_B(t), \]

\( W \) is the standard Brownian motion, \( \mathcal{K}_B(t) \) is the Gaussian function with the standard deviation \( B > 0 \) and * denotes the convolution operator. We consider three different SNRs, 30 dB, 20 dB, and 10 dB, and realize 100 \( y_{ij}(t) \) for each SNR. We perform up to three iterative warpings, and measure the quality of the achieved data matrix with the SVD entropy. Estimation error of the actual waveforms by the cluster median is computed as the root mean square error (RMSE). The results are shown in Fig. 3. It can be clearly observed how the estimation errors decrease with the iterations, as the SVD entropy does. This illustrates the benefits of our iterative scheme, which leads to a better waveform estimation.

In order to study the performance of our algorithm for the change point detection task, we consider a detected change point as a true positive if it is within \( \pm 1 \) cycle of the ground truth. Similarly, we define false positive and false negative. The F1 score is reported in Table I. Upon the true positive, we computed the RMSE of the difference between the ground truth and the estimated change point, and report the results also in Table I. The result suggests that our algorithm is robust to various noise levels, and the F1 score clearly improves with the iterations.

| SNR  | F1 score | RMSE 1 | RMSE 2 | RMSE 3 |
|------|----------|--------|--------|--------|
| 30 dB| 0.5      | 0.002  | 0.004  | 0.0044 |
| 20 dB| 1        | 0.002  | 0.004  | 0.0044 |
| 10 dB| 1        | 0.0172 | 0.0049 | 0.0044 |

TABLE I

F1 SCOR AND RMSEs FOR CHANGE POINT DETECTION TASK

B. Voice (/a/ Vowel and Concatenated Vowels)

The real-world signal is a recording from the Saarbruecken Voice Database [55]. It corresponds to a sustained /a/ vowel from a 22-year-old healthy female speaker (recording session 62) of the type “low-high-low,” meaning there is a change on its pitch. The spectrogram of this signal is shown on the top left panel of Fig. 4, where the detected ridge is superimposed as a red curve. Besides the change of the pitch, we can observe an oscillation of the IF on the final third of the signal. The warped and demodulated signal, along with its corresponding spectrogram, is shown on the second row of Fig. 4. The WSFs extracted from the warped and demodulated signal (one cycle per matrix row) are shown on the second row of Fig. 4, along with the results of the clustering. Two clusters are found for this signal, and the estimated WSFs are shown at the right column of Fig. 4. We also offer a zoomed version of the signal, on the transition zone around time \( t = 0.75 \) s, where we can see that the WSF change is associated with an increase in the frequency. For a comparison purpose, we show a zoomed version of the warped signal, which makes clear that the WSF has changed, but the warped frequency remains almost constant.

This example suggests an interesting fact about the dynamics of the sustained vowels when there is a change in the pitch. Intuitively, one might think that a change in the pitch would only produce a compression or dilation of the WSF since it is the same vowel that is uttered. However, we also see a change in the morphology of WSF. This is not surprising since the pitch change...
depends on a muscle contraction of the phonating system, which consequently changes the WSF.

Next, we create a more challenging example by concatenating different signals from the same database. Taking the recordings of a 19-year-old healthy female speaker (recording session 8), we concatenate a “neutral” /i/ vowel, a “low” /u/ vowel, and a “low-high-low” /i/ vowel. We test the capabilities of our proposal to detect different vowels within a given signal. The results are shown in Fig. 5. We see that three different waveforms are detected, including the low or neutral /i/ (no differences between them), the low /u/, and the high /i/. When the speaker is asked to utter the low-high-low vowel, the low level is the same as the neutral level. The major difference can be found when uttering the high vowel, which again comes from the configuration change of the phonating system, and hence the WSF.

C. Arterial Blood Pressure

We consider here an ABP signal from the ‘a70’ recording in the 2010 CinC/PhysioNet Challenge database [56], [57]. We also show a simultaneous ECG recording, which makes clear the presence of an arrhythmia. In this example, we perform 5 iterations, which is determined by the SVD entropy. See Fig. 6 for the results. The warped and demodulated signal, and the spectrograms are shown on the first two rows (the detected ridge is shown in red color). We see that there is a dramatic variation in the IF (second row, left column) around 60 to 90 s. This deviation might cause the phase shift of the WSF before and after. This fact can be seen in the data matrix shown on the second row, middle column.

On the third row, we present the results with three iterations, where the phase shifting problem is clearly solved. Specifically, those cycles around warped time 90 s to 100 s and those cycles before warped time 60 s belong to the same cluster. The clustering results reveal 5 clusters, detecting a WSF that presents a strong “second” peak within a cycle, which represents arrhythmia with premature atrial contraction. This arrhythmia is clearly observed on the zoomed in ECG shown at the top of the figure.

On the fourth row, we present the result after five iterations. The decreasing SVD entropy reveals that the obtained clustering is better than before, although the estimated WSFs do not significantly differ from the previous case, and the arrhythmia is captured. On the fifth row, we present the synchronized data matrix. Here, the clustering performance is better, and the four clusters are representatives of the actual WSFs present in the signal.

Overall, this procedure might serve as an arrhythmia detector. To demonstrate this potential, Fig. 7 shows the warped ABP signal, which is colored according to the clustering of the synchronized data matrix after five iterations. The detected WSFs are in agreement with the arrhythmia determined from the simultaneously recorded ECG. The ‘normal’ WSF (the most frequent one) corresponds to the waveform no. 1. The ‘double-peak’ WSF caused by the arrhythmia is caught by the waveform no. 2. An atypical WSF (appearing only once) is represented by the waveform no. 4, and the waveform no. 3 represents the remaining WSFs.
**D. Electrocardiogram**

Next, we consider an ECG signal (recording 213) from the MIT-BIH Arrhythmia Database [58], which presents some premature atrial beats, ventricular fusion beats and premature ventricular beats.

An interesting fact about ECG is its spectral distribution. In the spectral domain, the energy of the higher harmonics is relatively high, since visually it “looks like” the differentiation of a delta measure convolved with a Gaussian function. Usually, the second harmonic is more dominant than the fundamental component. See an example and its spectrogram shown in the first row of Fig. 8, where the detected ridge for the fundamental component is shown in the red color. Note that in a noisy context, the dominant harmonic will have a better SNR, and hence the phase can be better estimated. On the other hand, we would speculate that the harmonic with most energy carries the most information of the signal. Thus, we would consider the second harmonic, that is, $\ell = 2$, in the algorithm. The warped and demodulated ECG with the first harmonic and its spectrogram are shown in the second row of Fig. 8. We could see that the IF of the fundamental component has been “warped” to be close to a flat line, but the IFs of other harmonics fluctuate “significantly”. In this setup, the algorithm finds 6 clusters (we only show 4 dominating estimated WSFs), and some estimated WSFs are not physiological.

The situation is rather different when we warp and demodulate with the second harmonic (third row). The spectrogram of the warped and demodulated signal is “better” in the sense that the IFs of all harmonics are almost flat. However, since the segmentation is impacted by the imperfect phase estimation, the algorithm still finds up to 6 clusters. We can observe small shifts from one row to the other. The fourth row shows the results of warping and demodulation with the second harmonic, where we divided the warped time by 1.991. Here, 1.991 is chosen empirically by searching the value between 1.99 and 2.01 that minimizes the SVD entropy. This gives us a better segmentation of the signal in the sense that we have 3 WSFs with physiological meanings. A synchronization of this matrix leads to a satisfactory result, where the SVD entropy is further decreased.

The clustering of this matrix retrieves only two WSFs, which correspond to normal beats and PVCs. Finally, we present in Fig. 9 the original version of the ECG signal, with those cycles belonging to the cluster no. 2 in red. This suggests the potential of our algorithm to identify PVCs.

**E. Accelerometry Data**

The final example is the accelerometer signal from the Indiana University Walking and Driving Study (IUWDS) [59], [60], which is available at https://physionet.org/content/accelerometry-walk-climb-drive/1.0.0/. The results are presented in the Supplemental Material.
VI. DISCUSSION AND CONCLUSION

Motivated by challenges from analyzing real world signals, we propose a new model, WSFv3, to capture sudden WSF changes in a nonstationary oscillatory signal. The sudden WSF change is modeled as a change point in the amplitude or phase of some non-dominant harmonics. We propose an iterative warping and clustering algorithm to estimate all different WSFs and hence change points of WSFs from the signal.

The main features of the proposed algorithm could be observed in its application to ABP and ECG. As we can see from Fig. 6, on e step of warping and demodulation is not sufficient for the ABP signal. This is due to the inevitable error in the phase estimation, and an iterative strategy proved to be useful to alleviate this problem. On the other hand, the synchronization step by GCL might be needed, especially when high harmonic IFs are not exact multiples of the fundamental component IF. This step improves the clustering performance, and leads to clusters that are more concentrated and reflect better the actual WSFs present in the signal. The analyzed ECG signal shows us an example where warping with the fundamental component might not work well. Although we observe a component of constant warped frequency equal to 1 if we use the fundamental component to do the warping process, the high harmonics possess fluctuating IFs. Although these variations are bounded, they seem to be the cause of the difficulties of isolating WSFs with physiological meanings. The strategy of warping with the dominant harmonic (the second one in this ECG case) proved to lead to a satisfactory result, which is due to the stronger SNR.

Note that our algorithm is related to, but different from, the traditional signal segmentation approaches, where the algorithms are mainly based on the identified fiducial points (or landmarks). In general, landmark search might be difficult, especially in the presence of noise, and it depends on the signal characteristics. Our proposed approach is however via warping the signal so that the landmark search is no longer needed. Thus it is more universal. We shall also mention that when the signal is segmented in the traditional way by taking the landmarks into account, the segment length usually varies from one to another due to the time-varying frequency. Thus, if the purpose is extracting the dynamics hidden in the time-varying WSFs, the mission might be challenged since we cannot directly compare segments of different lengths with the traditional Euclidean metric. One solution is truncating the segments so that all truncated segments have the same length [8], [61]. While this approach works, the captured information depends not only on time-varying WSFs but also on IF. With our warping approach, the impact of IF is gone. Its application to extract dynamics hidden in the WSFs will be explored in our future work. To our knowledge, our algorithm is the first change point detection algorithm on the level of WSFs.

We shall clarify a potential confusing point. At the first glance, the signals of phase shifting key (PSK) and frequency shifting key (FSK) in communication systems might be modeled by WSFv3. For both cases, the signal is sinusoidal with constant amplitude, but the phase is either non-continuous (in PSK) or non-smooth (in FSK). This fact is contrary to condition T2, which states that the phase of the dominant harmonic must be twice differentiable. In other words, if we view a signal of PSK or FSK as an oscillatory signal with the cosine function as its WSF, its dominant harmonic is the signal itself, and the non-continuous or non-smooth phase assumption of PSK or FSK does not satisfy the model. To detect the phase change point of this kind of signal is actually a different challenging problem, and we refer readers with interest to [24] for a recent development in that direction.

This study has limitations. As the first algorithm in the field, a statistical inference framework needs to be further developed. The dynamic of WSFs itself contains rich biomedical information [8], [61], and how to incorporate it into our current analysis framework is not studied in this paper. We assume that there is one oscillatory component in the signal and focus on detecting change points of WSF. When there are more than one oscillatory components, like the trans-abdominal maternal ECG [19] or PPG [6], [20], [23], we need to decompose the signal into separate components before applying our algorithm. These interesting topics are however out of the scope of this paper, and will be reported in the future work.
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