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1 Introduction

The investigation of the human body by diffusely propagated light is a highly appealing quest due to the intrinsic noninvasiveness of light at low power and the wealth of information carried by absorption (related to chemical composition) and scattering (linked to microstructure). Thus, a range of different applications have been devised and initially tested in clinics, such as optical mammography for the detection of breast lesions,[1,2] monitoring of neoadjuvant chemotherapy,3 assessment of breast density as a cancer risk factor,[4,5] functional imaging of the brain,[6] monitoring of blood perfusion and oxygenation in the injured brain,[7] muscle oximetry,[8] studies of epilepsy,[9,10] and investigation of bone and joint pathologies,[11,12] just to cite some major examples.

Recently, the compelling need for standardization and quality assessment of diffuse optics instruments has been pointed out as a key requirement for the translation of the optical tools to effective clinical use.[13] Indeed, the large variety of techniques and instruments, the diverse nature of clinical problems as well as the need of advanced theoretical modeling to extract clinically relevant parameters from the measurements demand some clearly identified and shared procedures to test and validate the optical systems. Common standardization tools help in comparing results obtained in different clinical studies, permit the grading of different instruments or subsequent upgrades of the same system, address the research—particularly at the industrial level—toward those parameters that best match the clinical needs. The work toward standardization requires, on one hand, the definition of shared protocols, identifying the key physical quantities to be measured and the procedures for their assessment,[14-18] and, on the other hand, the description and production of phantoms mimicking some paradigmatic in vivo problems. For those problems that concern the protocols, several successful multilaboratory attempts have been initiated at the European Union (EU) level—fostered by EU-funded projects—such as the MEDPHOT protocol for the assessment of diffuse optics instruments on homogeneous media[19] or, more recently, for characterization of time-domain brain imagers, the Basic Instrumental Performance protocol[20] as well as the nEUROPI protocol,[21] the latter being related to localized absorption changes.

Several studies have been focused on the design of tissue phantoms over the last decades, with the contribution[22-29] of many groups (see Ref. 27 for a recent review). For homogeneous liquid phantoms, a high accuracy in characterization of Intralipid and India ink has been achieved.[30,31] A recent multicenter study of nine different laboratories[32] resulted in common mean values for the intrinsic scattering of Intralipid and the intrinsic absorption of ink with an associated uncertainty of 1% and 2%, respectively. Solid homogeneous phantoms can also be accurately characterized and are commercially available with a stated uncertainty of about 11% for the absorption coefficient, μ_a, and about 7% for the reduced scattering coefficient, μ_s′ (Ref. 31). Conversely, the production of inhomogeneous phantoms—mimicking, for instance, a focal activation in the
brain cortex or a tumor mass within the breast—is more challenging, due to the added complexity of fabricating the structure by solid–solid, solid–liquid, or liquid–liquid phases. The possible artifacts due to the solid–liquid interface, or to the material layer separating two liquid phases, raise concern. Also, the large number of possible combinations, involving not only the host medium optical properties but also the location of source and detector, size, position, and properties of the local inhomogeneities, together with the source–detector arrangement, add to the overall complexity of the problem. Finally, the construction of dynamic phantoms, with the chance to easily and quickly vary phantom parameters, is a further need.

Just to quote a few examples to understand the complexity of inhomogeneous phantoms, the use of agar or agarose was proposed to create solid inclusions starting from Intralipid and ink dilutions, yet with some criticalities, like scattering reduction produced by agar requiring proper compensation, diffusion of chromophores into and out of the inhomogeneity, complex fabrication procedure, and fragility in handling and conservation. The use of transparent tubes, even with thin walls, can produce artifacts because of light-guiding effects. Solid inhomogeneities made, for example, of resin are definitely practical for use in liquid environments, yet refractive-index mismatch and potentially not-perfect matching of scattering properties could be an issue.

In this paper, we will show that the effect of a localized variation of the absorption coefficient within a finite volume can be adequately reproduced using a small totally absorbing object with a proper volume (equivalence relation). This concept can be useful in two ways. First, it can be exploited to design realistic inhomogeneous phantoms using a set of black objects with different volumes. Further, it permits one to grade physiological or pathological changes on a reproducible scale of black-equivalent volumes, thus facilitating the performance assessment of clinical instruments.

Although totally absorbing objects (e.g., black PVC cylinders) have already been used in diffuse spectroscopy experiments, their far-ranging equivalence to realistic absorption inhomogeneities has never been thoroughly investigated. Also, the effect of a totally absorbing volume has never been quantified. The present study encompasses both continuous wave (CW) and time-resolved measurements, with an obvious extension to the frequency-domain case.

In the following, we will first present the equivalence relation from basic theoretical inferences (Sec. 2) and the methods used (Sec. 3). Then we will investigate its applicability with Monte Carlo (MC) simulations spanning a wide range of possible scenarios (Sec. 4). We will provide a set of look-up plots and interpolating functions to derive the equivalent black volume (EBV) yielding the same effect as a realistic absorption object (Sec. 5). Finally, an example of the use of EBV for grading different optical perturbations will be shown (Sec. 6).

This work will be followed by a companion paper where the EBV approach is actually implemented for the construction of simple and highly versatile inhomogeneous phantoms. All specifications on the phantom construction will be provided, together with an extensive numerical and experimental validation. It is worth mentioning that the EBV concept and the related phantom forms an essential basis of the nEUROPe protocol 17 for the Performance Assessment of Time-Domain Optical Brain Imagers. This protocol has been agreed to by a consortium of 17 partners all over Europe and has been applied to the clinical brain imagers and additional laboratory instruments developed by four groups of this consortium.

2 Equivalence Relation Between Black and Realistic Inclusions: Formulation within the Diffusion Theory

Biological tissue is a heterogeneous medium and several imaging applications to tissue, such as the case of a focal activation in the brain cortex or the case of a tumor mass within the breast, are related to the detection of an absorption variation confined within a certain volume in such a medium. In this section, we refer to a diffusive medium in which an absorption variation takes place inside a localized volume of the medium (see Fig. 1 for a schematic).

When a small single absorbing object is placed inside a diffusive medium (homogeneous or heterogeneous), it is possible to formulate an equivalence relation so that a small and completely black object can give the same result for the perturbation as that for a larger object with only moderate absorption change. By small object we mean an absorbing inclusion of volume $V_i$ placed in a position $r_0$ inside the diffusive medium so that the unperturbed Green function is nearly constant over $V_i$. The time-dependent fluence rate can be expressed as

$$\Phi(r, t) = \Phi^0(r, t) - \int_{V_i} \mathrm{d}r' \Delta \mu_a(r')$$

$$\times \int_{-\infty}^{+\infty} \mathrm{d}r' \Phi^0(r', t') G(r, r', t, t'),$$  \hspace{1cm} (1)$$

where $\Phi$ is the perturbed fluence, $\Phi^0$ is the unperturbed fluence, $G$ is the unperturbed Green function, $\Delta \mu_a$ is the absorption variation of the object with respect to the background, $r$ is the field point, and $r'$ denotes any point inside $V_i$. This integral equation can be written in any geometry (slab, semi-infinite medium, cylinder, etc.) and for any distribution of the optical properties of the background medium. The simplest and most approximated evidence of the equivalence relation can be noticed within the Born approximation, i.e., assuming $|\Phi - \Phi^0| \ll \Phi^0$, so that Eq. (1) becomes

$$\Phi(r, t) = \Phi^0(r, t) - \int_{V_i} \mathrm{d}r' \Delta \mu_a(r')$$

$$\times \int_{-\infty}^{+\infty} \mathrm{d}r' \Phi^0(r', t') G(r, r', t, t').$$  \hspace{1cm} (2)$$

Equation (2) directly yields the Green function of the perturbed medium once the Green function of the unperturbed medium is

$$r = (x, y, z)$$

$\Phi^0(r', t') = G(r, r', t, t')$$

$$r' = (x', y', z')$$

$\Delta \mu_a(r') = \mu_a - \mu_a^0$$
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Fig. 1 Schematic of an absorbing inclusion inside a diffusive medium.
known. Equation (2) can be written, assuming the unperturbed fluence and the Green’s function constant over $V_i$, in the following form:

$$\Phi(\mathbf{r}, t) = \Phi^0(\mathbf{r}, t)\left[1-P(\mathbf{r}, \mathbf{r}_0, \mu_s', t)\right]Q(\Delta \mu_a, V_i)],$$  \hspace{1cm} (3)$$

where

$$P(\mathbf{r}, \mathbf{r}_0, \mu_s', t) = \Phi^0(\mathbf{r}, t)^{-1}\int_{-\infty}^{+\infty} dt'\Phi^0(\mathbf{r}_0, t')G(\mathbf{r}, \mathbf{r}_0, t, t').$$  \hspace{1cm} (4)$$

$$Q(\Delta \mu_a, V_i) = \int_{V_i} dr'\Delta \mu_a(r').$$  \hspace{1cm} (5)$$

$Q(\Delta \mu_a, V_i)$ measures the strength of the object, and when $\mu_a$ is constant over $V_i$, it is $Q = \Delta \mu_a V_i$. The time-dependent function $P$ depends on the center of the absorbing object, $\mathbf{r}_0$, on the reduced scattering coefficient of the background medium, $\mu_s'$, and on the geometry of the surrounding medium, while for homogeneous media in term of absorption, it is independent of the absorption coefficient $\mu_a$ of the background since the Beer-Lambert attenuation factor $\exp(-\mu_a x)$ is identical both for $\Phi(\mathbf{r}, t)$ and for $\Phi^0(\mathbf{r}, t)$. By using the functions $P$ and $Q$, the time-dependent contrast $C(t)$ can be expressed as

$$C(t) = \left[\Phi(t) - \Phi^0(t)\right]/\Phi^0(t) = P(\mathbf{r}, \mathbf{r}_0, \mu_s', t)Q(\Delta \mu_a, V_i),$$  \hspace{1cm} (6)$$

i.e., as the factorization of the function $P$ describing the temporal shape of the perturbation and the term $Q$ accounting for the intensity of the perturbation. Also, the time-dependent contrast is independent of $\mu_a$. Equation (3) expresses the equivalence relation since equivalent perturbations in terms of time-dependent contrast may be produced by different absorbing inclusions. A similar procedure can be repeated for a CW source, leading to a similar expression for the CW contrast

$$C_{CW} = (\Phi_{CW} - \Phi^0_{CW})/\Phi^0_{CW} = P_{CW}(\mathbf{r}, \mathbf{r}_0, \mu_s', \mu_a)Q(\Delta \mu_a, V_i),$$  \hspace{1cm} (7)$$

with the function $P_{CW}(\mathbf{r}, \mathbf{r}_0, \mu_s', \mu_a)$ describing the spatial shape of the perturbation. We stress that different from the time-dependent case, the dependence on $\mu_a$ in Eq. (7) cannot be factorized [see Eq. (4.22) of Ref. 39, that is, the expression of $\Phi_{CW}$ for the slab] and both $P_{CW}$ and $C_{CW}$ depend on the background absorption coefficient $\mu_a$.

Paasschens and Hooft, 35 making use of an iterative procedure and by expressing $\Phi$ for the frequency domain and for an infinite medium as a Neumann series, extended the validity of Eq. (3) beyond the Born approximation. In their proof, Eq. (3) holds exactly within the diffusion approximation and for small absorbing objects. Yet, it can accommodate even large values for the absorption of the inhomogeneities.

Within the range of validity of this approximation, we find that the relative perturbation depends only on the position of the object and on its strength, while the shape of the object and the precise distribution of the absorption inside the object are not important. Accordingly, a small and completely black object can give the same relative perturbation as a larger object, with only moderate absorption. The equivalence relation can also be summarized noting that, according to Eqs. (6) and (7), the shapes of the time-dependent relative perturbation, $C(t)$, and of the CW relative perturbation, $C_{CW}$, are independent of the intensity of the perturbation $Q$.

When the diffusion equation cannot be applied because the inclusion is too close to the boundary, to the source, or to the detector, the validity of the equivalence relation needs to be checked. With this purpose, by using numerical solutions of the radiative transfer equation reconstructed with an MC code, in Sec. 4, we have investigated the validity of the equivalence relation beyond the diffusive regime. It is also worth stressing that a validation of this relation is also necessary because in those regions, such as black inclusions, where absorption is much higher than scattering, the diffusion approximation is not expected to hold. Although Paasschens and Hooft have derived an expression for the strength of the perturbation due to a small black sphere, their theory shows discrepancies compared with the results of MC simulations. For this reason, a validation of this relation is necessary in order to extend its use to general conditions of photon migration: Sec. 4 will be devoted to this purpose for the time domain and for the CW domain. The results presented in this section cover a wide range of possible geometrical scenarios.

### 3 Methods

#### 3.1 Monte Carlo Code

A perturbation MC code was used to simulate photon migration through absorbing objects placed inside turbid media, 38-41 in order to have reference data for our investigations. The MC method provides a physical simulation of photon migration inside the medium. Thus solutions of the radiative transfer equation can be obtained without any need for simplifying assumptions. Therefore the solutions obtained can be used as a standard reference for validation of approximate theories. In particular, in Sec. 4, MC data have been used to investigate the validity of the equivalence relation beyond the diffusive regime of light propagation and in Sec. 5 MC data have been used for measuring the EBV of an absorbing object. The perturbation MC used to generate the data shown in Secs. 4 and 5, strictly speaking, is not an elementary MC code since it makes use of scaling relationships so that the temporal response, when scattering or absorbing inhomogeneities are introduced, can be evaluated in a short time from the results of only one simulation carried out for the homogeneous medium. 39,40 We stress that an elementary MC is not suitable for calculating, with enough good statistics, the effects of absorbing inhomogeneities like those considered in our investigation.

#### 3.2 Determination of the Equivalent Black Volume

The procedure we adopted to derive the volume of the totally absorbing sphere that is equivalent to a given realistic inclusion is based on the comparison of the temporal contrast produced by any target object (realistic or totally absorbing) to the one yielded by an arbitrarily chosen reference object (e.g., a totally absorbing sphere of 1 mm³ volume). The procedure is explained in Fig. 2. First, the temporal contrast $C(t)$ is calculated, both for the target and the reference objects, for a large set of geometries (locations of the inclusion), and for a given value of the background reduced scattering coefficient $[C(t)$ does not depend on the background absorption]. The figure refers to a semi-infinite medium with $\mu_s' = 1$ mm⁻¹; the source
is at (0,0,0) and the receiver at (30,0,0) mm. The target object is a volume of 1000 mm³ with \( \Delta \mu_a = 0.02 \text{ mm}^{-1} \). The reference object is a totally absorbing sphere of 1 mm³. The numbers \( A \) and \( A_0 \), which are reported in the tables, are the areas under the curve.

4 Validation of the Equivalence Relation

4.1 Time-Resolved Case

The validity of the equivalence relation was tested on MC simulations by comparing the effect on the photon time-distribution produced by a realistic optical inhomogeneity or by its equivalent totally absorbing object determined with the method described in Sec. 3.2. Figure 3 (reflectance) and Fig. 4 (transmittance) show the plots of the relative temporal contrast \( [C(t)] \) for a wide range of possible scenarios. In particular, four different realistic inhomogeneities with a volume of \( V = 1000 \text{ mm}³ \), and four different values of \( \Delta \mu_a \) (rows), are set at different depths (columns) \( (z_i/\text{mm} = 10, 15, 20 \text{ for reflectance and } z_f/\text{mm} = 30, 25, 20 \text{ for transmittance}) \) and compared to the corresponding totally black inclusions, yielding a similar perturbation. The refractive index of the medium and of the external was 1.33. The plots display the contrast \( C(t) \) for six different arrangements of source, inclusion, and detector. In Fig. 3, we have reflectance measurements at \( \rho = 5 \text{ mm} \) (R5) and \( \rho = 30 \text{ mm} \) (R30 and R30S); the inclusion is set midway for R5 and R30 (\( x_i/\text{mm} = 2.5 \), 15; \( y_i = 0 \) between source [placed at (0,0,0)] and detector [placed at (5,0,0) mm for R5 and (30,0,0) mm for R30] and with an \( x \)-offset with respect to the midpoint of 15 mm for R30S (that has \( x_i = 30 \text{ mm}, y_i = 0 \)). In Fig. 4, we have transmittance measurements through a 4-cm thick slab (for three configurations of the inclusion), with the detector at \( x = y = 0 \) and \( z = 40 \text{ mm} \): the inclusion is set on axis for \( (x_i = y_i = 0) \) and off-axis with an \( x \)-offset of 10 and 20 mm, respectively, i.e., \( x_i = 10 \text{ mm}, y_i = 0 \) and \( x_i = 20 \text{ mm}, y_i = 0 \). Generally, there is a good correspondence between the shapes of the temporal profiles for the entangled couples of objects, which change consistently upon varying the measurement geometry of the depth of the inclusion, matching, in most cases, also the absolute value of the contrast. The main discrepancies arise for low absorbing perturbations (first row) or a shallower depth (first column). The discrepancy is easily explained for geometrical reasons. When the absorption contrast...
is low, the totally absorbing inclusion is small (e.g., 5 mm³); thus fewer photon trajectories are intercepted by the black object as compared to the much larger (1000 mm³) realistic perturbation. Moreover, this difference is more marked for shallower objects. Transmittance measurements with the inhomogeneity near the axis are more affected by this discrepancy since, for objects nearer to the source or to the detector, the strong reduction in size of the perturbation has a marked effect on the interception of photon trajectories.

4.2 Continuous Wave Case

In Sec. 2, we pointed out that $C(t)$ is rigorously independent of the background absorption. Conversely, in the CW domain, both the $P_{\text{CW}}$ function and the CW contrast depend on $\mu_s$, and the equivalence relation must also be validated against different choices of $\mu_s$. Figures 5 and 6 show the plots of the relative contrast $C_{\text{CW}}$ as a function of the absorption coefficient of the background $\mu_s$ for the same four couples of realistic/black inhomogeneities (rows) set at several depths $z$ (columns) and the six geometries considered in Figs. 3 and 4. Overall, there is a generally good agreement between the black and the realistic perturbations, with largest discrepancies for the less-absorbing and shallower objects. Discrepancies are larger for larger values of $\mu_s$.

All simulations shown above were obtained for a background scattering coefficient $\mu'_s = 1$ mm⁻¹. For a different choice of $\mu'_s = 1$ mm⁻¹, a similar pattern is obtained, yet with different values of the totally absorbing inclusion.

Both for the time-resolved and the CW case, the discrepancy between the couples of objects is reduced for a lower volume (e.g., 500 mm³) of the realistic inhomogeneity (data not shown).

Generally speaking, for a given $\mu'_s$, the equivalence relation identifies—within the set of all possible (confined) absorption inhomogeneities—subclasses of equivalent objects producing the same effect. Each subclass contains only one totally absorbing spherical inclusion but an infinite variety of absorption inhomogeneities with different combinations of $\Delta\mu_a$, volume, and shape. Thus, the equivalence relation can also be used to find matches between absorption inhomogeneities of different size.

---

**Fig. 3** Monte Carlo comparisons between the time-resolved reflectance contrast due to a realistic absorption change $\Delta\mu_a$ within a volume of 1000 mm³ (dotted curves) and that of an equivalent black sphere $V_{\text{black}}$ (solid curves). A semi-infinite medium with $\mu'_s = 1$ mm⁻¹ and refractive index equal to 1.33 is considered. Four realistic inhomogeneities with different values of $\Delta\mu_a$ (rows) were positioned at increasing depths $z_i$/mm = 10, 15, 20 (columns) and compared to the equivalent black inclusions. The plots display the relative contrast $C(t)$ for three different arrangements of source, detector, and inclusion, namely reflectance measurements at $\rho$ = 5 mm (R5) and $\rho$ = 30 mm (R30) with the inclusion set midway ($x_i$/mm = 2.5, 15, $y_i$ = 0) between source (placed at (0,0,0)) and detector. The last case (R30S) refers to $\rho$ = 30 mm with an $x$-offset of 15 mm with respect to the midplane, i.e., $x_i$ = 30 mm, $y_i$ = 0. The results are independent of $\mu_s$. 

5 Equivalent Black Volume

Since any realistic absorption perturbation—as far as the equivalence relation holds true—can be described by its equivalent totally absorbing inclusion, it is possible to use the volume of this inclusion as a measure of the perturbation. It is important to note that, within the same assumption, the equivalent volume is approximately the same, independent of the source–detector location, of the position of the perturbation, of \( \mu_a \), while it changes for a different \( \mu_0 \).

We first define a unitary EBV as

\[
1 \text{ EBV} = \text{totally absorbing sphere of volume } = 1 \text{ mm}^3.
\]

The EBV of any perturbation (both realistic and totally absorbing) is then expressed as the volume (measured in mm\(^3\)) of the equivalent totally absorbing sphere yielding the same effect under the same experimental conditions in terms of geometry (locations of the source, detector, and inclusion) and background optical properties.

Figure 7 (left) summarizes the measure in EBV units for spherical realistic inhomogeneities with a volume of 1000 mm\(^3\) as a function of their absorption \( \Delta \mu_a \). Three different choices of the background scattering coefficient \( \mu_0 \) (rows) are displayed, namely \( \mu_0 = 0.5 \) (diamonds), 1 (circles), and 2 mm\(^{-1}\) (stars). The markers are EBV measurements obtained from MC results. The continuous dotted curves represent the interpolation of the simulated MC points using empirical interpolating functions. The use of these interpolating functions provides a tool for calculating the intensity of the realistic absorption perturbation of volume 1000 mm\(^3\) equivalent to a certain black object of volume \( V_{\text{black}} \).

Fig. 4 Monte Carlo comparisons between the time-resolved transmittance contrast due to a realistic absorption change \( \Delta \mu_a \) within a volume of 1000 mm\(^3\) (dotted curves) and that of an equivalent black sphere \( V_{\text{black}} \) (solid curves). A slab 40 mm thick with \( \mu_s = 1 \text{ mm}^{-1} \) and refractive index equal to 1.33 is considered. Four realistic inhomogeneities with different values of \( \Delta \mu_a \) (rows) are set at decreasing depths \( z_i \text{mm} = 30, 25, 20 \) (columns) and compared to the equivalent black inclusions. The plots display the relative contrast \( |C(t)| \), for three different arrangements of the inclusion, namely transmittance measurements on-axis \( (x_i = y_i = 0) \) and off-axis, with an x-offset of 10 mm and of 20 mm, with the source placed at \( (0,0,0) \) and the detector placed at \( (0,0,40) \) mm. The results are independent of \( \mu_s \).
function $\Delta \mu_a(V_{\text{black}})$ used was a power law for small values of $V_{\text{black}}$ (<30 mm$^3$) and a polynomial for larger values of $V_{\text{black}}$

$$\Delta \mu_a(V_{\text{black}}) = \alpha (V_{\text{black}})^\beta \quad (V_{\text{black}}) < 30 \text{ mm}^3$$

$$\Delta \mu_a(V_{\text{black}}) = \sum_{n=0}^{6} C_n (V_{\text{black}})^n \quad 30 \text{ mm}^3 < (V_{\text{black}}) < 600 \text{ mm}^3. \quad (8)$$

The two different functions reflect the different dependence of $\Delta \mu_a$ on $V_{\text{black}}$ when $V_{\text{black}}$ increases. The retrieved values of the coefficients have been summarized in Table 1, where the correlation coefficients obtained from the retrieval have also been shown. Figure 7 (right) displays the data at an enlarged scale, i.e., for $\Delta \mu_a < 0.01 \text{ mm}^{-1}$, to better visualize the behavior of small perturbations.

The concept of EBV makes possible the construction of realistic inhomogeneous phantoms for imaging purposes using a set of black objects with different volumes. By changing the volume, we change the intensity of the perturbation simulated in the optical phantom. Making use of this approach, the calibration of the optical properties of the inclusion is not necessary and the characterization of the absorption properties is based only on the equivalence relation. We stress that with this concept, the kind of perturbation that can be simulated is restricted to the condition $\Delta \mu_a > 0$. When $\Delta \mu_a < 0$, a totally absorbing object cannot be used to reproduce the same perturbation of a realistic inclusion. However, for small values of $\Delta \mu_a$, the case $\Delta \mu_a < 0$ is complementary to the case $\Delta \mu_a > 0$. Within the Born approximation, it is trivial to show that for an absorbing inclusion of fixed volume $C(\Delta \mu_a, \rho) = -C(-\Delta \mu_a, \rho)$. For large values of $\Delta \mu_a$, this property does not exactly hold true and some corrections need to be introduced. Finally, we also point out that within the range of validity of the equivalence...
Fig. 6 Monte Carlo comparisons between the CW transmittance contrast through a slab due to a realistic $\Delta \mu_a$ within a volume of 1000 mm$^3$ (dotted curves) and that of an equivalent black sphere $V_{\text{black}}$ (continuous curves). The data are plotted versus the absorption coefficient $\mu_a$ of the background. A slab 40 mm thick with $\mu_s = 1$ mm$^{-1}$ and refractive index equal to 1.33 is considered. Four realistic inhomogeneities with different values of $\Delta \mu_a$ (rows) are set at decreasing depths $z_i/\text{mm} = 30, 25, 20$ (columns) and compared to the corresponding totally black inclusions. The plots display the relative contrast $|j_{C\text{cw}}|$ for three different arrangements of the inclusion, namely transmittance measurements on-axis ($x_i = y_i = 0$) and off-axis with an $x$-offset of 10 and 20 mm, with the source placed at (0,0,0) and the detector placed at (0,0,40) mm.

Fig. 7 The figure summarizes the measure in EBV units for spherical realistic inhomogeneities with a volume of 1000 mm$^3$ as a function of their absorption ($\Delta \mu_a$). Three different choices of the background $\mu_s'$ are displayed, namely $\mu_s' = 0.5$ (diamonds), 1 (circles), and 2 mm$^{-1}$ (stars). The markers are MC results, while the continuous dotted curves represent the interpolation of the MC simulated points using empirical interpolating functions. In (a) there is the full dataset, while in (b) there is the first part of the same data on an enlarged scale.
relation, the results presented in this section are applicable both to the time domain and to the CW domain.

6 Examples of EBV Assessment

To better envision the potential use of the EBV measure, we report in Table 2 some examples of quantification of different perturbations for the particular applications of functional imaging of the brain and of optical mammography. Most of the results used referred to time-domain experiments. In particular, the table compares the measure of different optical perturbations, namely (a) a totally absorbing sphere of 1 mm³ volume, (b) an increase in absorption of 0.01 mm⁻¹ over a volume of 1000 mm³, (c) an increase of oxy-(HbO₂) or deoxy-(Hb) hemoglobin of 100 nmol assessed at 800 nm, (d) the effect of a typical motor cortex activation assessed in vivo, (e) the effect of a breast malignant lesion assessed in vivo. All these perturbation effects can be compared in a quantitative way, since all of them can be graded using the EBV. In general, it is not necessary to specify the measurement geometry or the background optical properties, since the equivalence holds true within any combination of these parameters, yet within the limitations discussed above. However, in order to calculate the EBV corresponding to our target perturbation, the information on geometry and optical properties is required. This information is necessary for implementing the forward calculations used to generate the perturbations of the total absorbing objects to be matched to the measured perturbation. Therefore, for cases b, d, and f, the realistic volume of 1000 mm³ was assumed for calculating the EBV according to the previous section and a μₛ = 1 mm⁻¹ was assumed for determining the EBV corresponding to cases b and c. Finally, for the last two cases, the calculation was carried out assuming a 15-mm depth (case d) and the lesion at midway in a thickness of 40 mm (case f). Truly, the assessment of the EBV for the in vivo data requires a rough estimate of both the inclusion depth and the background reduced scattering coefficient.

The evaluation of the EBV units of a certain perturbation requires a forward solver for identifying the EBV. For producing the results presented in the previous sections, we have largely used an MC forward solver. The main limitation of the MC is the computation time since the evaluation of a certain perturbation should be preferably done in real time. For this reason, as an alternative to the MC, we have also developed an analytical forward solver based on a high-order perturbation theory and on the equivalence relation. It is beyond the scope of this work, which is dedicated to the basic concepts, to provide details on this solver. What we want to stress is that the evaluation of the EBV units using the above-mentioned solver can be done in real time with any standard PC and with negligible differences compared to the results obtained with an MC solver.

The in vivo result presented above is just an example taken from the dataset collected in our laboratory and has no claim to represent an average or typical response. Rather, it is a realistic example presented to show the applicability of the approach and a rough idea on the quantification of an in vivo exercise. It would be worth applying this method in a systematic way to a collection of in vivo data to provide a quantitative description of in vivo activation to be used for tailoring phantom construction, or even to compare the results of different studies. These studies could also be greatly beneficial for the definition of standards, with the construction of an easily reproducible scale of “universal absorption inhomogeneities.” Similarly, the same exercise could be engaged for the quantification of breast lesions in optical mammography. Clearly, all this goes beyond the scope of the present paper.

7 Conclusions

In summary, we demonstrated that the equivalence relation, formulated in Sec. 2 within the diffusion theory, between a realistic and a totally absorbing inclusion has a rather broad range of validity (see Sec. 4). Its only limitation arises whenever there is a large discrepancy in size (as compared to the distance from the source-detector pair) between the realistic and the black inclusions. Practically this happens when the Δμₘ(between realistic inclusion and background) and the EBV are small and the inclusion is located quite shallowly and close either to the source or the detector. From Figs. 3, 4, 5, and 6 we notice that the discrepancies are larger in the transmittance when the inclusion is in front of the beam and in shallow positions. Except for these cases, discrepancies remain of the order of few percents. The complete overview provided with the presented figures can be used to select the optimal range where the equivalence
relation holds with negligible error, or alternatively to account for the error due to its use. The range of absorption values where the equivalence relation shows larger approximations is also typical of some applications like breast tumors and brain functional imaging. Therefore, the use of the proposed approach with imaging instrumentation has to be carefully evaluated when the inclusion is in a shallow position. Finally, the equivalence relation can be used independently in the time domain and in the CW domain and, therefore, also in the frequency domain.

Based on the equivalence relation, we propose the construction of well-reproducible inhomogeneous phantoms where the defects are represented by totally absorbing objects, like black PVC cylinders, that produce the same effect of a realistic absorption inhomogeneity. Therefore, inhomogeneous phantoms for imaging purposes can be designed using a set of black objects with different volumes: the intensity of the perturbation simulated in the optical phantom can be changed by varying the volume of the black object used. Making use of this approach, the calibration of the optical properties of the defect is not necessary and the characterization of the absorption properties of the inclusion is based only on the equivalence relation. This approach is addressed to absorbing objects embedded in diffusive media and can be applied to design either liquid or solid phantoms.

Based on the equivalence relation, we have also introduced the EBV as a measure of a realistic perturbation defined as the volume of the equivalent totally absorbing inclusion that gives the same perturbation. In this way, physiological or pathological changes can be graded on a reproducible scale, thus facilitating the performance assessment of clinical instruments. Some interpolating functions derived from MC data have been provided in order to facilitate this task. Therefore, by using the functions of Eq. (8), it is possible to calculate the absorption variation \( \Delta \mu_a \) of a realistic inclusion of volume 1000 mm\(^3\) that gives the same perturbation of a black volume. Finally, as an example of the measure in EBV units, we have expressed some perturbations for the particular applications of functional imaging of the brain and of optical mammography in this proposed units. These two realistic examples of perturbations (Table 2) can be represented in the range of about 10 to 100 EBV units and thus can be potentially reproduced with optical phantoms based on totally absorbing objects.
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