Emotion Recognition with Short-Period Physiological Signals Using Bimodal Sparse Autoencoders
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Abstract: With the advancement of human-computer interaction and artificial intelligence, emotion recognition has received significant research attention. The most commonly used technique for emotion recognition is EEG, which is directly associated with the central nervous system and contains strong emotional features. However, there are some disadvantages to using EEG signals. They require high dimensionality, diverse and complex processing procedures which make real-time computation difficult. In addition, there are problems in data acquisition and interpretation due to body movement or reduced concentration of the experimenter. In this paper, we used photoplethysmography (PPG) and electromyography (EMG) to record signals. Firstly, we segmented the emotion data into 10-pulses during preprocessing to identify emotions with short period signals. These segmented data were input to the proposed bimodal stacked sparse auto-encoder model. To enhance recognition performance, we adopted a bimodal structure to extract shared PPG and EMG representations. This approach provided more detailed arousal-valence mapping compared with the current high/low binary classification. We created a dataset of PPG and EMG signals, called the emotion dataset dividing into four classes to help understand emotion levels. We achieved high performance of 80.18% and 75.86% for arousal and valence, respectively, despite more class classification. Experimental results validated that the proposed method significantly enhanced emotion recognition performance.
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1 Introduction

HCI as well as human-to-human interaction have become very important as artificial advance and has expanded to various fields, including using emotion in computers, which has recently attracted significant research attention. Considerable research has been conducted regarding human emotions in modern society, particularly the relationship with computer technology [1]. Although emotion classification
research using deep learning techniques has been academically studied and published, it remains insufficient in several areas, discussed below. Therefore, emotion research is a promising area for future development. Emotions are complex psycho-physiological processes associated with external and internal activities [2,3]. Although they can be consciously recognized from facial expressions, speech, text, gestures [4], these are not reliable indicators since they can be falsified by individuals or may not be produced as a result of the implied emotion. Physiological signals are more accurate indicators because they generally cannot be consciously controlled. Therefore, emotion recognition methods based on physiological signals such as photoplethysmography (PPG), electromyography (EMG), electroencephalography (EEG), electrooculography, electro-skin response, and respiration are more objective and reliable [5–8].

The most commonly used technique for emotion recognition is EEG, which is directly associated with the central nervous system and contains strong emotional features. However, there are some disadvantages to using EEG signals.

1. EEG can (rarely) induce simple partial and (even more rarely) complex partial seizures, particularly with frontal lobe onset; and EEG signal interpretation can become difficult or impossible if body movements generate excessive artifacts. Therefore, it is important to consider relevant clinical seizure knowledge that may accompany EEG changes.

2. EEG analysis is limited by its high dimensionality, requiring diverse and difficult processing.

Hence, practical real-life meaningful EEG data collection is difficult, even if good classification can be achieved with subsequent analysis. To address these problems, we chose PPG and EMG to recognize emotion-based various physiological signals which can be easily and fast obtained and analyzed. PPG and EMG patterns contain considerable emotional information and can be incorporated into practical wearable devices [9–12]. Therefore, they can be relatively easily measured and are somewhat less complex to analyze EEG signals. To solve the problem, we proposed the bimodal Autoencoder to recognize emotions in real-time using short-term data. Therefore, this study focused on emotion recognition using deep learning models based on PPG and EMG signals.

2 Related Works

Emotions can be affected by many factors, and each emotion has fuzzy boundaries. Therefore, it is ambiguous to quantify emotions or define them as objective criteria. Various models that define emotion have been developed, but most emotion recognition studies use Russell’s circumflex theory, which assumes emotions are distributed in a two-dimensional circular space with arousal and valence dimensions. Generally, arousal is considered as the vertical axis and valence the horizontal, with the origin (circle center) representing neutral valence and medium arousal level. Emotional states can be represented at any valence and arousal level, e.g., excited has high arousal and high valence, whereas depressed has low arousal and low valence. Emotions can manifest in various ways, and current emotion recognition systems are generally based on facial expressions, voice, gesture, text, and physiological signals.

Psychologists and engineers have attempted to analyze these data to explain and categorize emotions. Although there are strong relationships between physiological signals and human emotional states, traditional manual feature extraction suffers from fundamental limitations to describe emotion-related characteristics from physiological signals.

In contrast, deep learning can automatically derive features from raw signals, allowing automatic feature selection and bypassing feature selection computational costs [13]. Deep learning methods have been recently applied to processing physiological signals, such as EEG or voice, achieving comparable results with conventional methods [14–16]. Martinez et al. were the first to propose CNNs to establish physiological models for emotion, with many subsequent deep emotion recognition studies [17–20].
Autoencoders have recently attracted research attention for biological signal processing, particularly for signal reconstruction and feature extraction. Therefore, we propose emotion recognition using a deep learning autoencoder model.

3 Emotion Recognition with Bimodal Stacked Sparse Auto-Encoder

3.1 PPG and EMG Data Acquisition and Preprocessing

We selected PPG and EMG signals to identify emotions since both signals tend to vary with emotion. However, significant irrelevant, redundant, noisy, and/or unreliable data levels will make knowledge discovery during training difficult. Therefore, we preprocessed the collected data to be more suitable for analysis.

3.1.1 Peak Value Detection for Each Signal Type

Various physiological signal analysis methods have been investigated, including time and/or frequency domain, and geometric analyses. Time-domain analyses, segmented as average cycle rate and the difference between longest and shortest signal values, are most commonly employed [21]. However, preprocessing by average cycle rate is inefficient because we need to capture instantaneous change trends; and differences between longest and shortest signals are irrelevant because the data varies fundamentally between participants. Therefore, we segmented the captured signals into short signal periods based on the peak value, to extract maximum information within the raw signal with minimum loss.

Fig. 1 shows that PPG high peaks and EMG low peaks were distinguishable from the characteristic waveforms. However, full-length signals are difficult to correlate with specific emotions, since emotional expressions weaken or deteriorate as measurement time increases. Therefore, we segmented the signals into short signals to reflect emotion trends and eliminate signals differing from the trend. Regular periodicity signals were divided into single-pulse sections. Comparing PPG and EMG data, we set single-pulse data length = 86 sample points, where segmenting this length differed depending on the particular signal characteristics.

![Figure 1: Peak point detection for each signal type](image-url)

Fig. 2 shows typical resulting extracted signals. In Fig. 2, typical PPG signal single-pulse length 86 data points, approximately 25 data points to the left and 60 to the right of the high peak, whereas EMG signal single pulse length 86 data points, approximately 43 data points to the left and 42 to the right of the low peak point.
Therefore, we applied the segmentation criteria

$$PPG_{\text{pulse}} = [x \times H_p - C_L, \; x \times H_p - C_R], \quad EMG_{\text{pulse}} = [x \times L_p - C_L, \; x \times L_p - C_R]$$

where $x^*$ denotes the partial (single-pulse) signal length extracted from the entire signal, $H_p$ and $L_p$ are high and low peak locations respectively, $C_L$ and $C_R$ present left and right constants respectively assigned relative to the peak point.

### 3.1.2 Amplitude Threshold Detection for Each Signal Type

Maximum amplitude from the center of the signal differed for each person. Therefore, we needed an objective threshold to detect a peak and hence the peak value for all datasets. Fig. 3 shows the process of finding the optimal threshold for PPG single-pulse signals. The red lines on either side of the green line determine the criteria for identifying a peak. Data is lost and the signal is not properly segmented if these are set too high, and meaningless or noisy data may be included if set too low.
Fig. 4 shows the segmented single-pulse distribution for a typical PPG signal, and Fig. 5 shows signal outcomes for different thresholds. The upper part of each rectangle in Fig. 4 indicates the third quartile, the red horizontal line indicates the median, the bottom part indicates the first quartile, and the vertical lines indicate maximum and minimum values.

Maximum information was obtained with the minimum loss for PPG threshold = 0.15 and EMG threshold = 1.2 (Fig. 5). However, we first converted EMG low peaks to positive peaks by taking absolute values and discarding values below the threshold.

3.1.3 Segmentation into Short-Period Signals

We needed to determine the appropriate deep learning model input signal length to recognize emotions. Using the entire signal was not necessarily optimal [22]. Emotions can dull and degenerate over time, and most emotion recognition studies using physiological signals selected signal lengths between 30 s to 5 min. Prior experiments determined optimal input signal length was 10 pulses. Since each single-pulse = 86, 10 pulse signals = 860 data points long, corresponding to approximately 10 s signals.

3.1.4 Personal Normalization

Normalization is often applied during data preprocessing for subsequent deep learning, transforming dataset numerical columns to a common scale without distorting range differences. In this case, PPG and EMG data signals were normalized to align amplitudes between the 40 participants. To preserve signal characteristics depending on emotions, we applied min-max normalization, i.e., normalization onto [0,1],

\[ \bar{x_i} = \frac{x_i - \text{min}_{\text{person}}}{\text{max}_{\text{person}} - \text{min}_{\text{person}}} \]  

where \( x_i \) is the original raw PPG and EMG signal, and \( \bar{x_i} \) is the normalized signal.

We obtained emotion information from the raw signals using normalized data to train the proposed emotion classification based on the deep learning model.
3.2 PPG and EMG Data Acquisition and Preprocessing

We used a BSSAE to identify emotions, hence the proposed model was unsupervised, in contrast to conventional CNNs or recurrent neural networks. Unsupervised feature learning deep learning models can

Figure 5: Single-pulse signal effects from different thresholds
extract features that better describe identified objects from unlabeled data. Autoencoders have attracted considerable research attention for physiological signal processing, particularly in signal reconstruction and feature extraction [23].

3.2.1 Essential Feature Extraction

Deep learning models can be divided into feature extraction and classification modules. This section describes feature extraction. We used an autoencoder for feature extraction. A major autoencoder advantage is dimensionality reduction. The proposed model identified features from the input data, reduced data dimensionality, and then switched the lower-dimensional data back to the beginning input multidimensional data. Reducing feature dimensionality also provided data compression.

We obtained PPG and EMG time series data from 40 people and used the short-period reshaped signals as inputs, as detailed above. Essential features were extracted using a stacked autoencoder with multiple hidden layers. We used additional layers to gradually reduce data dimension and find robust features, i.e., final features were obtained by progressive abstraction levels. Fig. 6 shows the process of reducing input data length.

![Proposed bimodal structure for feature fusion](image)

We reduced 860 data lengths from 860 to 100 dimensions using 4 hidden layers. The optimal number of hidden layers and data length were determined by the experiment. We also applied sparse autoencoder concepts to prevent overfitting and extract better features. Sparse autoencoders can solve back-propagation vanishing gradient problems through weight decay and inactive.

We constructed our loss function by penalizing hidden layer activations such that only a few nodes were encouraged to activate when the sample was fed into the network. There are two mechanisms to construct the sparsity penalty: L1 regularization and KL divergence. We decided to use L1 regularization for the sparse autoencoder,

\[
cost(W, b) = \frac{1}{m} \sum_i^m L(\hat{y}_i, y_i) + \lambda \frac{1}{2} |w| \tag{3}
\]
where
\[
L(\hat{y}_i, y_i) = \frac{1}{n} \sum_{i} (Y_i - \hat{Y}_i)^2
\]
(4)
is the usual mean square error, but we added a regularization term to the cost function to prevent overfitting coefficients and prevent weights from being too large during learning, and \(\lambda\) is a constant similar to the learning rate, and regularization is lost as \(\lambda \to 0\).

We used the rectified linear unit (ReLU) activation function for each hidden layer, PPG and EMG data were trained in parallel for 500 epochs, data size was set to equal, and batch size = 1000.

3.2.2 Feature Fusion

To enhance recognition performance, we adopted a bimodal structure to extract shared PPG and EMG representations. In contrast to conventional approaches, where concatenated feature vectors from different modalities are fed into the CNN, we trained individual CNNs for different modalities. Single modal pre-training avoids inter-modality correlations, which can provide better representation for high-level features. However, bimodal structures can extract high-level features by identifying correlations between different data \([24,25]\). Finally, we used unsupervised back-propagation to fine-tune autoencoder weights and biases.

Fig. 6 shows the proposed bimodal structure that trains the two sensor datasets simultaneously through separate models. Feature signals (100 data points) were extracted from input 860 datapoint raw signals using the stacked sparse autoencoder, and then each extracted feature was combined to find complementary features while sharing mutually robust representations. We then reconstructed the raw signals as closely as possible through decoding. Consequently, the proposed model could extract robust features for identifying emotions.

3.2.3 Confirmation of Reconstructed Signals

Reconstruction in signal processing usually means determining the original continuous signal from a sequence of equally-spaced samples and is one of the main autoencoder functions. We reconstructed compressed features using the BSSAE to test how closely they represented raw signals, i.e., if the reconstructed signals represented the raw signals well, we could be confident the extracted features were essential, suitable for training, and contained emotional information.

Fig. 7 shows signal reconstruction for single-pulse segmented signals. The reconstructed signal represents raw signal characteristics well. Fig. 8 shows the entire reconstructed signal, comprising 50000 data points. The signal waveform differs slightly from the single-pulse waveform because there are overlapping parts in the preprocessing process that separate based on peak values. We identified effective features through the reconstruction process and finally identified emotions in the classification module.

3.3 Emotion Recognition Using BSSAE with Subdivided Emotion Model

We subdivided the two-dimensional emotion model for arousal-valence discussed in Section 2. Most emotion recognition studies use Russell’s model, i.e., binary classification into high and low. The criteria vary slightly from case to case, using either reference points obtained through self-assessment or commonly used reference values \([26]\). However, other studies showed that arousal-valence data were evenly distributed on the two-dimensional space \([27,28]\) and arousal and valence could be divided into several stages depending on the user’s feelings. Therefore, we modified Russell’s model to classify emotions into more than just high and low.
Figure 7: Reconstructed single-pulse signal

Figure 8: Reconstructed entire photoplethysmograph and electromyograph signal
Fig. 9 shows the proposed subdivided emotion model comprises 16 coordinate spaces. We expressed emotion level in 4 stages rather than the traditional binary classification, to reflect more complex emotional levels and difficult to define emotions in the resulting 16 spaces.

![Diagram of the proposed subdivided emotion model]

**Figure 9:** The proposed subdivided emotion model

We combined PPG and EMG compressed features (Section 3.2.2) as inputs for the classification module, which comprised a fully connected layer with 4 dense layers, Dense 1, 2, 3, and 4 with 50, 20, 10, and 4 nodes, respectively. The single output layer is classified into 4 arousals and 4 valence levels. Dense 1–3 used the ReLU activation function, and Dense 4 used softmax to be classified into 4 classes. We used categorical cross-entropy as the loss function for multiple classifications.

We used adaptive moment estimation (Adam) [29], a commonly used deep learning optimizer, to calculate adaptive learning rates for each parameter.

**Fig. 10** shows the overall architecture for emotion recognition using BSSAE to classify arousal and valence. We set epoch = 30000 and batch size = 100. Section 4 discusses model performance.

![Diagram of the overall architecture of the proposed model]

**Figure 10:** The overall architecture of our proposed model
4 Experimental Results

4.1 Environments

4.1.1 Emotion Dataset Using PPG and EMG Signal

It is very important to determine what datasets to use for emotion research because results vary depending on data type and dataset characteristics. We needed a dataset that only included physiological signals rather than image-generated datasets. Many physiological studies use the Database for Emotion Analysis using Physiological Signals (DEAP) [30], Emotional Movie Database (EMDB) [31], and Multimodal Dataset for Decoding Affective Physiological Response (DECAF) [32]. All of these comprise data for binary classification with high-low emotional states. However, as discussed above, we extended the usual two-state Russell to recognize more detailed emotion by subdividing it into $N$ classes rather than just high-low classification. Therefore, we created a new emotion recognition dataset using PPG and EMG signals.

First, needed to select suitable stimuli that could affect emotions. Emotions are more obvious when watching videos rather than still images or music. Therefore, we selected videos corresponding to the usual 4 quadrants from Russell’s emotion model. Our initial selection included 78 videos, from which we selected the most distinct 32 through self-assessment, regarding the self-assessment manikin (SAM) [33], which divides valence and arousal into various levels. The valence scale ranges from unhappy/sad to happy/joyful, and the arousal scale ranges from calm or bored to stimulated or excited. The experiment was conducted following the same concept.

Fig. 12 shows the self-assessment chart used by the experimenters. Column 1 in the table indicates the video number, but the experimenters do not know the video content in advance. After watching the video, experimenters checked their emotional states in the 4 arousal and valence categories (columns 2–5 and 5–9, respectively), and their overall emotional state (columns 10–15). Fig. 11 summarizes self-assessment data from the 40 participants.

The initial 78 videos comprised 18, 20, 20, and 20 within Russell’s model quadrants 1–4, respectively. The grid sum for each quadrant was the product participant’s videos in the quadrant, e.g., grid sum for quadrant 1 = 18 × 40 = 720. Hence grid sum = 720, 800, 800, 800 for quadrants 1–4, respectively. Subsequently, we selected 32 objective and reasonable videos that best matched the emotion corresponding to each quadrant and obtained PPG and EMG datasets from appropriate sensors for each, summarized in Tab. 1.

4.1.2 Experimental Setting

From the entire emotion dataset using photoplethysmograph and electromyography signals (EDPE), 80% of the samples were used for training and 20% for testing. Preprocessing was implemented in MATLAB and Tensorflow.

We used a physiologic recorder (P400, PhysioLab Inc.) to record PPG and EMG signals (see Tab. 2). The P400 provides up to six simultaneous measurement modules, which can be viewed in real-time and/or recorded and/or analyzed by sending them to a PC using iDAQ–400. We connected various physiological sensor outputs, including amps and the bio-Amp, to measure blood flow and physiological signals (i.e., PPG and EMG). Additional sensors could be connected to measure other biological signals as required.

Tab. 3 shows the overall data collection procedure. The PPG device was worn on the left index finger to obtain pulse wave data from each participant. EMG data were obtained by attaching positive and negative electrodes to both trapeziuses with the ground connection attached to the inside of the arm, which had less muscle movement.
Figure 11: The heat map of the collected data

Figure 12: Our self-assessment questionnaire
**Table 1:** EDPE dataset description

| Environment     | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| Dataset         | Emotion Dataset using PPG and EMG signal (EDPE)                              |
| Participants    | 40 (male: 30, female: 10)                                                   |
| Videos          | 32                                                                           |
| Playtime per video | Between 3 min and 5 min                                                      |
| Measurement time per person | Between 2 h 30 min and 3 h                                                   |
| Age             | Between 20 age and 28 age                                                   |
| Self-assessment | Assigning values from –2 to +2 to two different statuses, namely, Arousal and Valence |
| Sensor          | PPG, EMG                                                                    |
| Sampling rate   | 100 Hz                                                                      |

**Table 2:** P400 base module characteristics

| Item                     | Specification                                                                 |
|--------------------------|-------------------------------------------------------------------------------|
| Base module              | iDAQ-400                                                                      |
| Bio-signal measurement module | Bio/PPG/EMG/Bridge/EDG/Buffer-Amp                                           |
| Sampling rate            | 1-2,000 Hz                                                                   |
| Data resolution          | 12-bit                                                                        |
| Measurement signal range | Depends on the specific physiological signal being measured                  |
| Signal amplification range | Depends on the specific physiological signal being measured                  |
| Size(W × L × H)          | 112 × 200 × 32 mm                                                            |
| Power                    | 12 V/2A                                                                       |
| PC minimum requirements  | CPU: faster than 600 MHz, RAM: more than 64MB, OS: Windows later than WinXP |

**Table 3:** Overall data collection procedure

| Experimental process       | Normal state | Excited, Happy | Angry, Tense | Depressed, Sad | Calm, Relaxed | Normal state |
|----------------------------|--------------|----------------|--------------|----------------|---------------|--------------|
| Order Explanation & Equipment attachment | Normal state | Excited, Happy | Angry, Tense | Depressed, Sad | Calm, Relaxed | Normal state |
| Time                       | 20 min       | 10 min         | 30-40 min    | 30-40 min      | 30-40 min     | 10 min       |
| Recording Physiological Signals |              |                |              |                |               |              |
4.2 Results and Analysis

4.2.1 Classification Results According to the Proposed Model

Tab. 4 shows individual and combined modality (i.e., using PPG and EMG) performance. Bimodal deep learning can learn high-level shared representations between two modalities, whereas the proposed BSSAE structure uses explicitly shared and automatically extracted representations. Therefore, it is difficult to relate features from one modality to those from a different modality. However, regardless of feature comparisons, the proposed model achieves approximately 4% and 15% improved performance compared with PPG and EMG only approaches.

| Method      | Valence       | Arousal       |
|-------------|---------------|---------------|
|             | Mean | Std  | Mean | Std  |
| PPG only    | 76.04 | 3.28 | 75.3 | 4.31 |
| EMG only    | 64.82 | 6.35 | 64.08 | 8.45 |
| PPG + EMG   | 80.18 | 2.98 | 75.86 | 2.76 |

Fig. 13 shows accuracy for pulse length, i.e., the number of single-pulse signals included in the input. Accuracy was quite poor (26%) when including only 1 single-pulse signal, increasing sharply up to 10 included signals, and relatively constant beyond that. Therefore, we included 10 single-pulse signals in the input data to identify emotions with short-term data.

Fig. 14 shows valence and arousal accuracy decreased relatively monotonically as the number of participants increased, finally achieving 80.18% and 75.86% accuracy for valence and arousal, respectively.

4.2.2 Algorithm Comparison of the State of Art Studies

Tab. 5 compares the proposed BSSAE method with current state-of-art approaches that classify emotions based on valence and arousal using physiological signals. The proposed model is more efficient.
than any other deep learning model, i.e., shortest recognition interval, and achieves superior or comparable accuracy.

Figure 14: Accuracy of valence and arousal according to the number of people

Table 5: Comparison with other studies

| Physiological signal | Dataset | Recognition interval (s) | Model and Method | Classes | Valence | Arousal |
|----------------------|---------|--------------------------|------------------|---------|---------|---------|
| EEG                  | DEAP    | 30 s                     | DBN (Xu, 2016) [34] | 2-class | 66.9    | 69.8    |
| EOG, EEG             | DEAP    | 63 s                     | Bimodal-AE (Liu, 2016) [35] | 2-class | 85.2    | 80.5    |
| RSP                  | DEAP    | 20 s                     | Deep Sparse AE (Zhang, 2017) [36] | 2-class | 73.06   | 80.78   |
| ECG, GSR             | Amigos  | 20 s                     | CNN (Luz, 2018) [37] | 2-class | 75      | 76      |
| EEG                  | DEAP    | 60 s                     | SAE-LSTM (Xing, 2019) [11] | 2-class | 81.10   | 74.38   |
| PPG, EMG             | EDPE    | 10 s                     | Proposed model   | 4-class | 80.18   | 75.86   |

The proposed model classifies emotions into four classes, whereas all comparison approaches used two classes. Therefore, although increasing classes makes it more likely to achieve reduced accuracy is lower, we have achieved comparable or superior results with other studies. We also classify emotions with shorter data periods, which lends itself to practical research. Accordingly, the proposed model outperformed current state-of-the-art methods in terms of classification accuracy.
5 Conclusions

This paper proposed an emotion recognition model using PPG and EMG signals to recognize emotions with a short recognition period. Signal preprocessing segmented the original signal into 10 single-pulses for input to the proposed BSSAE model. The BSSAE bimodal framework extracted shared PPG and EMG signal features. We confirmed that modality fusion, i.e., combining PPG and EMG with bimodal deep learning, significantly enhanced emotion recognition accuracy compared with single modality approaches.

We plan to apply different models such as LSTM and GRU, considering that physiological signals are time-series data, which allows us to check whether previous emotions affect current emotions. Furthermore, we intend to conduct a wide range of research on user status estimation and emotion recognition.
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