Experiments and long-term high-performance computations on amplitude modulations of strato-rotational flows
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\textbf{ABSTRACT}

The present paper describes a combined experimental and high-performance computing study of new specific behaviours of the Strato-Rotational Instability (SRI). The SRI is a purely hydrodynamical instability that consists of a classical Taylor–Couette (TC) system under stable axial density stratification. The density stratification causes a change on the marginal instability transition when compared to classical non-stratified TC systems, making the flow unstable in regions where – without stratification – it would be stable. This characteristic makes the SRI a relevant phenomenon in planetary and astrophysical applications, particularly in accretion disk theory.

In spite of many advances in the understanding of strato-rotational flows, the confrontation of experimental data with non-linear numerical simulations remains relevant, since involved linear aspects and non-linear interactions of SRI modes still need to be better understood. These comparisons also reveal new non-linear phenomena and patterns not yet observed in the SRI that can contribute for our understanding of geophysical flows.

The experiment designed to investigate these SRI-related phenomena consists of two cylinders that can rotate independently, with the space between these two vertical cylinders filled with a silicon oil. For obtaining a stable density stratification along the cylinder axis, the bottom lid of the setup is cooled, and its top part is heated, with temperature differences varying between $3 \text{ K} < \Delta T < 4.5 \text{ K}$, establishing an axial linear gradient, leading to Froude numbers $Fr = \Omega_{in}/N$ between $1.5 < Fr < 4.5$, where $\Omega_{in}$ is the inner cylinder rotation and $N$ is the buoyancy frequency. The flow field resulting from the cylinders rotation interacting with the stable density stratification is measured using low frequency Particle Image Velocimetry (PIV). In the present investigation, we focus on cases of moderate Reynolds numbers ($Re$, based on the inner cylinder radius and angular velocities), varying between $Re = 300$ and $Re = 1300$, and rotation ratio between outer and inner cylinders fixed at $\mu = \Omega_{out}/\Omega_{in} = 0.35$, a value slightly smaller than the Keplerian velocity profile, but beyond the Rayleigh limit. The same experimental configuration is also investigated by performing several Direct Numerical Simulations.
using a parallel high-order compact schemes incompressible code that solves the Boussinesq equations combining a 2d-pencil decomposition and the reduced Parallel Diagonal Dominant for an efficient parallelization. Both simulations and experiments reveal, in agreement with recent linear stability analyses, the occurrence of a return to stable flows with respect to the SRI when the Reynolds numbers increase. Low frequency velocity amplitude modulations related to two competing spiral wave modes, not yet reported, are observed both numerically and experimentally.

1. Introduction

Understanding the hydrodynamical mechanisms that can result in an outward transport of angular momentum is a central problem regarding stars and planets formation, particularly in the theory of accretion discs (Fromang and Lesur 2017). Accretion disks are astrophysical disk-like shape objects composed of gas and dust that rotate around a central object, as a star or a planet. One example of such astrophysical objects is the one observed by the Atacama Large Millimeter/submillimeter Array (ALMA) collaboration (Brogan et al. 2015), that is an ideal system for the study of disk instabilities and early planet formation, since it consists of a young star surrounded by a disk with high mass. The disk mass $M_d$ is estimated between $0.03M_\odot < M_d < 0.14M_\odot$, and its outer radius is estimated to be $r_{out} \approx 130$ AU, with Keplerian velocity profile. At a radius of $r \approx 25$ AU, $|u| \approx 7.0$ km/s. The mass of the HL Tauri star found in the centre of the disk is estimated to be 30% higher than the solar mass ($M_\star \approx 1.3M_\odot$), enclosed in a radius $r \leq 25$AU. Central objects in accretion disks, as the HL Tauri star, are formed by the gravitational collapse of the disk matter, but the large mass and sizes values in these systems show that even the slight rotations lead to too much angular momentum (Fromang and Lesur 2017), large enough to overcome gravitational forces that would allow the formation of central massive objects. Since astrophysical observations show these massive bodies in the centre of accretion disks, the gas flow surrounding the objects should be turbulent, as turbulence, unlike viscous diffusion, can efficiently transport these high angular momentum away from the centre of the disk, removing energy from the disk during this process, and allowing gravity to be stronger than the outer radial angular momentum component, collapsing matter to form the observed astrophysical bodies.

The gas-dust region of the accretion disks can be approximated as a simple differentially rotating shear flow – known as Taylor–Couette (TC) flows – with near-Keplerian velocity profiles (Dubrulle et al. 2004). A classic TC system consists of two concentric cylinders that rotate with angular velocities $\Omega_{in}$ and $\Omega_{out}$, and has a mean azimuthal velocity profile $\bar{u}_\phi$ given by

$$
\bar{u}_\phi(r) = \Omega_{in}r(\mu - \eta^2) + \frac{r_{in}^2\Omega_{in}(1-\mu)}{r(1-\eta^2)},
$$

where $\mu = \Omega_{out}/\Omega_{in}$ is the rotation ratio between inner and outer cylinders, and $\eta = r_{in}/r_{out}$ is the aspect ratio between inner and outer cylinder radius ($r$). Equation (1) is the analytical solution of the Navier–Stokes equations in cylindrical coordinates ($\phi, r, z$) for
incompressible Newtonian fluids in infinite long cylinders. When the first term of right-hand side of (1) is zero, the velocity is a potential field, therefore curl free. This defines the Rayleigh limit, $\mu = \eta^2$, that separates stable from unstable flows.

When $\mu < \eta^2$, $u_\phi(r)$ is unstable and Taylor vortices can be observed. If $\mu > \eta^2$, $u_\phi(r)$ remains stable. In accretion disks, the Keplerian azimuthal angular velocity profile $\Omega(r) \propto r^{-3/2}$ (Dubrulle et al. 2004) leads to $\mu = \eta^{3/2}$, and hence to stable velocity profiles ($\mu > \eta^2$). This raises the question of which mechanisms could destabilise these rotating gas flows generating the turbulent outward angular momentum transport.

Among other candidates, the Strato-rotational Instability (SRI) has attracted attention in recent years as a possible instability leading to turbulent motion in accretion disks (Dubrulle et al. 2004, Lyra and Umurhan 2019). In contrast to the Magnetorotational Instability (MRI), the SRI is a purely hydrodynamic instability consisting of a classical Taylor-Couette (TC) system with stable density stratification due to, for example, salinity (Withjack and Chen 1974, Boubnovt and Gledzert 1995, Park and Billant 2013, Le Bars and Le Gal 2007) or to a vertical temperature gradient (Rüdiger et al. 2017, Seelig et al. 2018). Dubrulle et al. (2004) conclude that, in astrophysical disks, stable stratification due to temperature differences is the rule rather than the exception. When a stable stratification is imposed to the TC system, the flow can be destabilised for $\mu > \eta^2$ leading to the SRI.

Experiments performed by Withjack and Chen (1974) found that, unlike the axisymmetric rolls in classic TC flows, the SRI presents non-axisymmetric spirals, confirmed by later experiments performed by Boubnovt and Gledzert (1995), as an example. Figure 1 shows isocontours of azimuthal ($u_\phi$), radial ($u_r$) and axial ($u_z$) velocity components where these non-axisymmetric SRI spiral structures can be observed. Note that the spirals in figure 1 were obtained in a region where the flow is stable with respect to the non-stratified TC regime.

Caton et al. (2000) showed by linear stability analysis and experimental observations that the first SRI transition happens via a supercritical Hopf bifurcation that destabilises
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Figure 1. Velocity isosurface snapshots of the SRI showing its non-axisymmetric spirals obtained by numerical simulation with $\mu = 0.35$, $\eta = 0.517$, a linear stable axial temperature gradient with $\partial T/\partial z \approx 5.7$ K/m, $Fr \approx 1.5$ and $Re = 400$. The aspect ratio between cavity height and gap is $\Gamma = H/(r_{out} - r_{in}) = 10$. No-slip and impermeable Dirichlet boundary conditions are imposed ($u_\phi(r_{in}) = \Omega_{in} r_{in}$, $u_\phi(r_{out}) = \Omega_{out} r_{out}$, $u_z(z = 0) = 0$, $u_z(z = H) = 0$, $u_r(r_{in}) = 0$, $u_r(r_{out}) = 0$), and the bottom and top lids of the cavity rotate with the outer cylinder rotation $\Omega_{out}$. (Colour online)
purely azimuthal flows. Rüdiger et al. (2017) obtained marginal stability curves using linear stability analysis for different values of $Rn$, the Reynolds number based on the buoyancy frequency, defined as

$$Rn = N r_{in}(r_{out} - r_{in})/\nu. \tag{2}$$

where $\nu$ is the kinematic viscosity of the fluid, and $N$ is the buoyancy frequency, also known as Brunt–Väisälä frequency

$$N = \sqrt{\alpha g \frac{\partial T}{\partial z}}. \tag{3}$$

Here, $\alpha$ is the coefficient of thermal expansion, $g$ is the gravity constant, and $\partial T/\partial z$ is the axial temperature gradient. Note that higher temperature gradients lead to higher values of $N$, and consequently, of $Rn$.

The Reynolds number of the stratified Taylor–Couette flows, based on the inner cylinder rotation ($\Omega_{in}$), is defined as

$$Re = \Omega_{in} r_{in}(r_{out} - r_{in})/\nu. \tag{4}$$

The Froude number measures the relative importance of rotation and stratification, being defined as

$$Fr = \frac{Re}{Rn} = \frac{\Omega_{in}}{N}. \tag{5}$$

Figure 2 shows marginal stability curves redrawn from Rüdiger et al. (2017) for different $Rn$ values, and for the configurations we studied numerically and experimentally. Flows inside (outside) these curves are predicted to be SRI unstable (stable). Note that the SRI unstable regions increase with $Rn$. Obviously, stratified flows with $\mu > \eta^2$ can be unstable (to the right of the Rayleigh limit, shown by the black vertical dashed line). Most important, the Keplerian profile relevant for accretion disks can be unstable for all chosen $Rn$.

The unstable regions in figure 2 were confirmed by experiments (Rüdiger et al. 2017, Seelig et al. 2018), but the upper transition back to stable regimes was not captured clearly in the previous experiments in the region $0.3 < \mu < 0.4$. On the other hand, Edlund and Ji (2014), Edlund and Ji (2015) and Lopez and Avila (2017) studied turbulent boundary layer instabilities in quasi-Keplerian flows and observed numerically and experimentally that increased Reynolds numbers relaminarise the flow, in agreement with the predictions of linear stability theory (Rüdiger et al. 2017). Following Lyra and Umurhan (2019), these uncertainties show the importance of understanding the characteristics of stratified TC flows at increasingly higher $Re$ values, highlighting the dangers of deriving conclusions regarding the behaviour of protoplanetary disks based on relatively low $Re$ quasi-Keplerian experiments and numerical simulations.

The SRI spirals are different from the ones observed in non-stratified TC flows. Yim and Billant (2015) investigated the reasons why the columnar vortex shape of strato-rotating fluids are different from the shear, centrifugal or radiative instabilities. Leclercq et al. (2016) investigated connections between TC flows, radiative instabilities and the SRI. Hoffmann et al. (2009) showed changes in the Taylor vortices of non-stratified TC systems when a low Reynolds number flow is forced in the axial direction. In these cases, the rolls assume inclination and shape similar to the ones observed in the SRI, travelling along the axial axis.
Figure 2. SRI marginal linear stability curves redrawn from Rüdiger et al. (2017) for three different values of $Rn$. Bigger values of $Rn$ (and $N$) lead to larger instability regions. The black dashed vertical line on the left represents the Rayleigh limit $\mu = \eta^2$ that separates stable and unstable non-stratified TC cases (any to the left of this line in the diagram would be TC unstable). The green dashed vertical line on the right represents the Keplerian line $\mu = \eta^{3/2}$. SRI unstable (red circles) and stable (blue crosses) cases with $\eta = 0.517$, $Rn \approx 250$, $\mu = 0.35$ with different Reynolds numbers were investigated numerically and experimentally in this article. (Colour online)

in the same direction as the flow imposed. These TC spiral propagation and inclination are affected by non-linear defects that are also observed in the SRI. When the external axial flow is stopped, there is a break of symmetry associated to a Hopf bifurcation, and a pattern change occurs, with changes in the spiral inclination, but keeping the same spiral shape observed in the SRI flow.

In section 2, the experimental setup is described together with the particle image velocimetry (PIV) system we used for measurements in the azimuthal-radial ($\phi - r$) plane. In section 3, we present the DNS code, based on a combination of higher-order accuracy and high-performance computing. Comparisons of numerical and experimental data are carried out in section 4. In section 5, we describe low-frequency amplitude modulations and connect those to pattern changes in the SRI spirals. Finally, in section 6, we present the conclusion.

2. Experimental setup

The experimental setup designed for studying SRIs consists of a Taylor–Couette system where the top lid is heated, and the bottom lid is cooled for obtaining a stable density stratification in the axial ($z$) direction, as schematically represented in figure 3.

The outer cylinder wall, with radius $r_{out}$, is made of transparent acrylic material to allow optical access to the flow that develops in the cavity between inner and outer cylinders. The distance between inner and outer cylinders is given by $d = r_{out} - r_{in}$, where $r_{in}$ is the inner cylinder radius. Given the cylinders height $H$, the experimental geometric parameters are the aspect ratio $\Gamma = H/(r_{out} - r_{in})$ and the radii ratio $\eta = r_{in}/r_{out}$. The geometrical parameters of the experimental setup are listed in table 1.

The inner and outer cylinders of the setup are concentric and rotate independently, respectively with angular velocity $\Omega_{in}$ and $\Omega_{out}$, driven by two different motor units
controlled by servo amplifiers. The top and bottom parts are closed and connected to the outer cylinder, so both lids rotate with angular velocity $\Omega_{out}$.

The gap between inner and outer cylinders is filled with a Newtonian M5 silicon oil of viscosity ($\nu$) 5 times higher than the viscosity of water and has similar specific weight $\rho$. The higher viscosity of the oil allows us to achieve smaller Reynolds number values compared to water. The coefficient of thermal expansion ($\alpha$) of the M5 oil at $25^\circ C$ is used to compute the buoyancy frequency $N$. Using $\rho$, the thermal conductivity ($k$) and the specific heat at constant pressure ($c_p$), the Prandtl number is computed as $Pr = \nu/[k/(c_p\rho)]$. The physical properties of the M5 oil can be seen in Table 2.

A mini-Particle image velocimetry (PIV) system is used to acquire instantaneous velocity fields in azimuth-radial cross-section. Hollow glass spherical particles with mean diameter between $10 \mu m < d < 20 \mu m$ and density over water density of 1.05 were employed as passive PIV tracing particles. The camera employed in is a GoPro Hero 4 black edition with spatial resolution of $1080 \times 1920$ px, acquiring images at a frequency of 24 frames per second. A continuous green laser ($\lambda = 532$ nm) is employed for performing the measurements that produces a 2-mm-thick horizontal light sheet (in the $r-\phi$ plane). All the results presented were performed with the laser at the mid-height axial position $H/2 = 345$ mm. The field of view allows the observation of $\Delta\phi \approx 65^\circ$ angle in the azimuthal direction, i.e.approximately 18% of the full horizontal ($\phi - r$) cross section. The camera and the laser sets are mounted on a structure that co-rotates with the outer cylinder, so all experimental

Figure 3. Schematic representation of the SRI experimental setup. (Colour online)
results are obtained in a reference frame moving with angular velocity $\Omega_{\text{out}}$ with respect to the laboratory frame of reference.

The inner cylinder of the experimental setup is made of aluminium and anodised to minimise undesired laser reflections at the inner wall. Even with the dark colour of the
ionised aluminium, and because of laser reflection and refraction when the light passes from the acrylic material to the oil at the outer cylinder, the PIV measurements near the walls become spurious, so that, from the full radius of the gap, experimental data are only considered in the interval $80 \text{ mm} < r < 143 \text{ mm}$.

The top and bottom endplates that close the experimental apparatus are also made of aluminium and cannot be optically accessed during the measurements. The PIV images are then obtained through the outer cylinder wall, with the camera inclined about $45^\circ$ with respect to the laser sheet, as represented in figure 3. To correct the parallax effects generated by the camera inclination, a calibration grid with square chessboard structure is placed at the laser sheet position. The squares of the dashboard appear distorted in the images obtained, and when they are corrected back to their square shape, an undistortion map is created, that is applied to all PIV images. This transformation is performed using a fifth-order polynomial distortion method in a parallel code described in Seelig et al. (2018). The undistorted chessboard image is then used for calibration, converting the PIV images information from pixels to millimetres. The origin of both concentric inner and outer cylinders is defined in the PIV pictures for transforming the data obtained in Cartesian coordinates to polar coordinates.

The PIV instantaneous velocity fields are computed in the undistorted images using a parallel version of MatPIV (Sveen 2004). We used interrogation windows of $32 \text{ px} \times 32 \text{ px}$ with 50% of overlap. This corresponds to a spatial resolution of 0.11 mm. The vector fields obtained from the PIV measurements are interpolated using moving average with a window size of 25 vectors.

Because the camera field of view does not access the full $360^\circ$ of the $\phi - r$ plane, and due to the large amount of data obtained in each instantaneous vector field, the experimental results are stored in time-series matrices for a fixed angle $\phi = 0$, at 630 different radial positions.

For heating the experiment’s upper lid, 12 TEC263 Peltier elements are installed equidistant from each other at the inner part of the top plate. The advantage of using temperature stratification for experimentally investigating the SRI, instead of salt stratification (Withjack and Chen 1974, Boubnov and Gledzert 1995, Shalybkov and Rüdiger 2005, Le Bars and Le Gal 2007), is that the boundary condition can restore the stratification after turbulent mixing effects. The disadvantage is the time required for establishing a near linear temperature profile to have a constant buoyancy frequency $N$. The procedures for establishing the temperature profile and for starting the experiment are described in more details in appendix A. In the experiments presented in sections 4 and 5, the temperature differences between top and bottom lids are $3 \text{ K} < \Delta T < 4.5 \text{ K}$.

The rotation ratio between the angular velocity of outer and inner cylinders $\mu = \Omega_{\text{out}} / \Omega_{\text{in}}$ can be set to different values in our experiments, from counter rotation regimes ($\mu < 0$) to co-rotating cases ($\mu > 0$). Since the rotation ratio in accretion disks can also be slightly sub-Keplerian (Visser and Dullemond 2010, Lyra and Umurhan 2019), the results presented are obtained at $\mu \approx 0.35$. This value is smaller than the pseudo-Keplerian line, found at $\mu = \eta^{3/2} \approx 0.372$ for our experimental setup, and greater than the Rayleigh line at $\mu = \eta^2 \approx 0.275$. Therefore, at the $\mu$ value chosen, the flow is stable with respect to non-stratified TC (see figure 2). Note that similar results have been obtained for $\mu \approx 0.372$, i.e. at the Keplerian-line, but are not shown here.
3. Numerical method

To carry out numerical investigations of the SRI, Direct Numerical Simulations were performed using the method reported in Abide et al. (2018), dedicated to high-performance computing. In the following, the numerical method is briefly described.

The physical model is the Taylor–Couette flow configuration filled with an incompressible fluid endowed with a vertical temperature gradient. Using the Boussinesq approximation to account for the buoyancy forces, the governing equations read

\[ \nabla \cdot \mathbf{u} = 0, \]
\[ \partial_t \mathbf{u} + \frac{1}{2} \left[ (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla \cdot (\mathbf{u} \mathbf{u}) \right] = -\nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{F}, \]
\[ \partial_t T + \frac{1}{2} \left[ (\mathbf{u} \cdot \nabla) T + \nabla (\mathbf{u} T) \right] = \kappa \nabla^2 T \tag{1} \]

in \( D \),

where \( D \) is the computational domain, \( \kappa \) the fluid thermal conductivity, \( p \) is the pressure, \( T \) is the temperature field and \( \mathbf{u} = (u_r, u_\phi, u_z) \) is the velocity vector field in radial, azimuthal and axial directions, respectively.

The body force \( \mathbf{F} \) is the buoyancy force driven by density variations

\[ F = \alpha g \frac{\partial T}{\partial z} H, \tag{2} \]

where \( \frac{\partial T}{\partial z} \) is the approximate linear temperature gradient at the center region of the cavity, and \( H \) is the cavity height.

The velocity is prescribed at the walls of the cylinders. The vertical temperature gradient results from the temperature difference \( \Delta T \) imposed between the top and bottom lids. Since the lateral walls are made of acrylic material in the experiments, with thermal conductivity \( \approx 1000 \) smaller than the top and bottom aluminium lids, we can consider that there is no heat loss in the lateral walls compared to the thermal forcing at the top and bottom lids, therefore, we impose adiabatic boundary conditions at the lateral walls, since the effect of these heat losses can be neglected.

Note that, recently, Lopez and Marques (2020) included also centrifugal buoyancy forces in the body force term of their SRI numerical investigations and showed that it had a small contribution in their simulations. Although relevant in the equations, the influence of the term is small, and it assumes a value even 1 order of magnitude smaller in our simulations and experiments. Therefore, its contribution was not included in our simulations. Our model, instead, follows the same approach as Rüdiger et al. (2017). The time discretisation of (6) is made using the second-order semi-implicit Adams–Bashforth/Backward–Euler scheme. The semi-discretised version leads to a coupled velocity/pressure system for which the diffusive terms are implicit in time. The velocity–pressure coupling is solved using the improved projection method proposed by Hugues and Randriamampianina (1998), thus the discretised Navier–Stokes equations reduce to two Poisson problems for solving the preliminary pressure and the pressure correction, and three Helmholtz problems arising from the momentum equations. Higher-accuracy discretisation is presently achieved through the spectral Fourier discretisation in the azimuthal direction and the fourth-order compact finite difference schemes (Abide and Viazzo 2005) in the two other directions.
The compact schemes have a higher accuracy and a better resolution at high wavenumbers than the centred finite differences for the same stencil size. This property results from the implicit definition inherent to compact schemes. Practically speaking, the compact scheme computation of the time explicit terms is performed with a cost of similar order of magnitude than using centred finite differences. This is no longer true for the implicit terms, viz the Poisson or Helmholtz equation, since, in this case, the resulting linear system is dense and solvers have to be designed. In the present DNS code, the direct solver successive diagonalisation method is considered. To benefit from the modern High Performance Computing framework, two parallel strategies have been implemented. The first one concerns the computation of compact scheme derivative/interpolation which are based on the reduced Partial Diagonal Dominant (rPDD) algorithm of Sun (1995). This method of solving tridiagonal linear systems shows interesting parallel performance (Abide et al. 2017) in the context of fluid flow solvers. The diagonal dominance is exploited to derive an approximate solver involving only neighbourhood-to-neighbour communications, greatly improving the parallel efficiency. The second strategy concerns the solution of Poisson/Helmholtz equations. Specifically, a 2D-pencil decomposition is considered to get a parallel version of the full diagonalisation method (Abide et al. 2017). Despite the large communications involved by the global parallel transposes, this approach allows a significant reduction of the simulation time.

The same geometry as presented in section 2 describing the experimental setup is implemented into the numerical code.

4. Model validation

In this section, we present a comparison between experimental and numerical simulation data in the radial-azimuthal ($r - \phi$) plane. The objective of this comparison is not only the numerical code validation, since it has already been validated in previous works (Abide et al. 2017, 2018), but also to explore new physical phenomena associated with the SRI that can lead to a better understanding of this still not fully comprehended hydrodynamic instability.

4.1. Comparison of experimental and numerical SRI data

Figure 5 shows a comparison between numerical and experimental space time diagrams using a 12-min time-slice, for Reynolds number $Re = 400$ and $\mu = 0.35$ at mid-height axial position ($H/2$). The initial temperature difference imposed between top and bottom lids is $\Delta T \approx 4$ K, leading to $\partial T / \partial z \approx 5.7$ K/m, $Rn \approx 250$ and $Fr \approx 1.5$. The reference frame is co-rotating with the outer cylinder for a direct comparison of the results, since the PIV experimental data have been obtained in this frame of reference.

Figures 5(a,b) demonstrate the good agreement between numerical simulations and PIV data, presenting SRI oscillations with a period of $\approx 90$ s in the co-rotating frame of reference. This time scale is relevant to be noticed since it is associated with the SRI most energetic frequency. When compared to the SRI lower frequency oscillations that will be later presented, the SRI frequency is considered to be high. Note that in spite of the good agreement, there are small qualitative differences in the shape of the red spikes in figure 5(a,b). In the simulation, the spikes seem to become somewhat broader and more symmetric at later times. We have no explanation yet for the slightly different shape at
Figure 5. $u_\phi$ space time diagram for $Re = 400$ in a reference frame co-rotating with the outer cylinder at mid-height axial position ($H/2$). The horizontal axis shows time in minutes and the vertical axis, the radius in mm (the bottom of the image is the inner cylinder region, and the top, the outer cylinder). Both figures (a) and (b) show 12 min of measurements. (Colour online)

Figure 6. Time average azimuthal velocity profiles ($\overline{u_\phi}$). The lines with square and circle markers represent two different experimental data performed with $Re = 400$, $\mu = 0.35$ and temperature between top and bottom lids $\Delta T \approx 4 K$, leading to $Rn \approx 250$ and $Fr \approx 1.5$. The full red curve was obtained from numerical simulation, and the black dashed line is the non-stratified TC profile. The bottom left figure is showing the deviations from the TC profile. (Colour online)

later times. In figure 6, the time mean azimuthal velocity profiles $\overline{u_\phi}$ from two different experiments are compared with the corresponding numerical simulations (the bar on top of a variable is used to indicate time average).

The TC profile (1) is represented by a dashed black line. It should be noted that for all SRI profiles observed, the SRI flow is slow near the inner cylinder ($r \approx 80$ mm) when compared to the non-stratified TC case and slightly faster near the outer cylinder ($r \approx 143$ mm), showing how the stratification and the instability affect the mean flow angular momentum transport.
Figures 7(a,b) show a comparison of $u_\phi$ spectra between the two experiments (performed at different days with the same parameters) and the numerical simulation, respectively for $Re = 400$ and $Re = 600$. The dominant SRI frequencies are $f_{SRI}(Re = 400) \approx 0.011$ Hz and $f_{SRI}(Re = 600) \approx 0.015$ Hz. The amplitude of the spectra is computed as the square of the Fourier transformed azimuthal velocity ($P = |\text{FFT}(u_\phi)|^2$) at a fixed azimuthal and radial position $\phi = 0$, $r = r_{in} + d/2$, and height $z = H/2$, and it is shown in figure 7. For both Re, the SRI peak corresponds to the mode $m = 1$ azimuthal wave number. The spectra in figure 7 show good agreement between experimental and numerical data, although the experimental results have the tendency of showing slightly smaller frequencies than the ones obtained numerically, possibly due to the small errors on controlling the experimental inner and outer cylinder velocities. This slightly smaller $\Omega$ imposed in the experiments can be also noticed in the slightly lower values in the experimental mean velocity profiles of figure 6 when compared to the numerical data.

Besides showing the good agreement between numerical and experimental data, the log-scale FFTs presented in figure 7 also reveal harmonics of the SRI most energetic frequency, showing that nonlinearities are starting to set in for the chosen parameters. Each mode is connected to the frequencies via

$$f_{lab} = f_{rot} + m\Omega_{out}$$  \hspace{1cm} (8)

where $f_{lab}$ is the frequency in the laboratory frame of reference, $f_{rot}$ is the frequency in an outer cylinder co-rotating frame, $\Omega_{out}$ is the angular velocity of the outer cylinder, $r$ is the radial position at which the time series have been measured. To find out which mode $m$ corresponds to each peak of $f_{lab}$ from the experiment, we can use (8) and $f_{rot}$ from the numerical spectrum, since for a chosen $m$, only one peak of $f_{lab}$ fulfils (8), while all the other peaks ($\neq m$) remain uncorrelated.
4.2. Numerical and experimental observations of the SRI linear stability marginal curves

For Reynolds numbers \( \text{Re} < 1000 \), the nonlinear numerical model gives the same critical \( \text{Re} \) as found by Rüdiger et al. (2017) (see figure 2). Stable SRI flows – when the stratification exists, but no SRI oscillations in the space-time diagram are observed – have the same azimuthal time average velocity profile as a classic TC flow with no stratification. This can be observed in figure 8 for \( \text{Re} = 1000 \) with \( \mu = 0.35 \) and a temperature difference from top to bottom \( \Delta T \approx 4 \text{K} \), leading to \( \text{Rn} \approx 250 \) and \( \text{Fr} \approx 1.5 \).

The symbols in figure 2 show where we found stable and unstable flows experimentally and numerically for constant values of \( \text{Rn} = 250 \) and \( \mu = 0.35 \). We found agreement with the linear stability analysis by Rüdiger et al. (2017).

SRI stability for Reynolds numbers larger than 1000 may be counter-intuitive if we establish an analogy with other turbulent flows driven by shear, as such flows are turbulent above a critical \( \text{Re} \). However, since the SRI flow we investigated is above the Rayleigh limit, it can be expected that when rotation effect becomes more significant than stratification, i.e. for increasing \( \text{Fr} \), the physics is approximately the same as non-stratified TC flows and from this point of view it is quite clear that the flow should become stable when \( \text{Fr} \) becomes too large, i.e. when we increase the Reynolds numbers keeping the values of \( \text{Rn} \) constant (see figure 2 and figures 5 and 8 by Rüdiger et al. (2017)). Note that, in figure 8(a), there is high-frequency noise in the velocity time-series, while the numerical space–time diagram does not show these fluctuations (see figure 8(b)). The particular reasons for the noise are unknown, but they might be related to mechanical vibrations related to the cylinder’s rotation, or either because the velocities become large enough so that some PIV particles start leaving the interrogation window, generating a noisier velocity in this range. However, the noise level is small and it is obvious that neither in the experiment nor the simulation SRI oscillations are excited.

Although it seems instructive to see that the SRI peak in the frequency domain increases with the Reynolds number in figure 9(a), where the amplitudes are presented in linear scale and the SRI peak amplitude is much higher than the amplitudes of its harmonics, this is

Figure 8. \( u_\phi \) space time diagrams (Hovmöller) showing the SRI stability with \( \text{Re} = 1000, \mu = 0.35 \) and a temperature difference from top to bottom of \( \Delta T \approx 4 \text{K} \). (Colour online)
Figure 9. $u_\phi$ power spectra obtained from numerical simulations at mid-height ($H/2$) and mid-gap ($r_m + d/2$) position. The simulations were performed with $\mu = 0.35$ and initial temperature difference of $\Delta T = 4K (Rn \approx 250, Fr \approx 1.5)$. The horizontal axis shows frequencies in Hz, and the vertical axis shows spectra amplitudes $P = |\text{FFT}(u_\phi)|^2$. (a) shows the SRI amplitudes for increasing Re. Note that the SRI peak is no longer present in the spectrum for $Re \geq 1000$ (green dashed line at $P \approx 0$). The black dashed vertical line on the left corresponds to the buoyancy frequency for the $Re = 400$ case, while the dashed vertical line on the right corresponds to $f = 2\Omega_m$ for the same case, both corrected by the Doppler shift due to the azimuthal mean flow. The spectra have been taken from a reference frame co-rotating with the outer cylinder. (b) Spectra for different Reynolds numbers with the amplitude ($P$) in logarithmic scale and obtained from $u_\phi$ time series in a laboratory frame of reference. For a better display, the spectra are staggered by multiplying constant exponential functions $c_{te} = e^N$ to displace the spectra vertically in the log scale axis, where $N$ is chosen arbitrarily. Dashed vertical lines are used for highlighting coincident peaks of different spectra. A small picture showing the spectra normalised by the inner cylinder rotation ($\Omega_m / 2\pi$) is displayed on the bottom right part of the figure. (Colour online)

not true at all different heights in the cavity. In other axial positions, the $Re = 600$ spectra can exhibit the most energetic peak, for example.

Figure 9(a) highlights how the SRI frequency increases with the Reynolds number until it disappears at $Re = 1000$. Note that the SRI frequencies are closer to the buoyancy frequency $N$ than to the inertial frequency $f = 2\Omega_m$, and they become closer to $f$ when the inner cylinder rotation increases. Furthermore, all peaks in the spectra are inside the interval $N-f$. This is an important remark because inertia-gravity waves (IGW) cannot exist outside the interval $N-f$, where $f = 2\Omega_m$ (bigger than $N$ in the cases presented). The dispersion relation of IGW with frequencies outside the $N-f$ interval assumes complex values (Gill 1982), therefore, waves cannot exist.

Figure 9(b) shows power spectra for different Reynolds numbers with the vertical axis in logarithmic scale, better showing the harmonics of each SRI spectrum. The spectra in figure 9(b) are in a reference frame fixed in the laboratory, since the higher harmonics are better resolved than in the reference frame co-rotating with the outer cylinder as in figure 9(a).

Dashed vertical lines in figure 9(b) are used to highlight harmonics with the same frequencies in spectra of different Reynolds numbers. For example, if $f_j^{Re}$ is the $j$th harmonic of an experiment for a certain Reynolds number $Re$ (also equivalent to the $m = n$th
azimuthal mode), then we have

\[
\frac{f_j^{Re}}{f_i^{Re}} = 1. \tag{9}
\]

For instance, we note that the second harmonic of the SRI with \( \text{Re} = 300 \) coincides with the first peak of the \( \text{Re} = 600 \) spectrum \( f_2^{300} = f_1^{600} \), or that \( f_4^{300} = f_3^{400} = f_2^{600} \) and \( m_8(\text{Re}300) = m_6(\text{Re}400) = m_4(\text{Re}600) = m_3(\text{Re}800) \). When the spectra are normalised by the each inner cylinder rotation (therefore, also by the Reynolds numbers), all the frequencies collapse to the same values, i.e. all the spectra become coincident.

5. Pattern formation

The efficiency of the implemented parallel high performance code described in section 3 reduced long computational times of DNS scalar codes previously employed to investigate the SRI (Von Larcher et al. 2018, Abide and Viazzo 2005, Raspo et al. 2002, Abide et al. 2018) from months to hours, which makes it convenient for evaluating low frequency SRI phenomena. When velocity profiles are observed during long time simulations, strong amplitude modulations become evident (figure 10). These modulations are considered to have low frequency because they are more than 30 times smaller than the SRI frequency. Note that, when the power spectra of the amplitude envelope in figure 10 was obtained (not shown here), the low frequency peaks are found outside the interval \( N - f \) mentioned previously and therefore, the amplitude modulations cannot be interpreted as low frequency gravity wave modes.

Figure 10. Numerical simulation time series for \( \text{Re} = 400 \), \( \mu = 0.35 \) and initial \( \partial T/\partial z \approx 5.7 \text{K/m} \) at mid-gap position \( (r_m + d/2) \) and mid-height position \( (H/2) \), and their respective amplitude envelopes highlighting strong low frequency amplitude variations in time (a) SRI time series in the time interval \( 0 < t < 3 \text{ hours} \) and their respective amplitude envelopes, highlighting low frequency amplitude modulations, (b) Velocity amplitude envelopes, highlighting regular low frequency amplitude modulations within the time interval \( 0 < t < 8 \text{ h} \). Note that the time intervals are different in figures (a),(b) (respectively, \( 0 < t < 3 \text{ h} \) and \( 0 < t < 8 \text{ h} \)), so that the SRI oscillations have been included into figure (a) only. (Colour online)
Figure 11. $u_\phi$ space time diagrams at mid-height axial position ($z = H/2$) during amplitude modulation transition for $Re = 600$. The reference frame co-rotates with the outer cylinder, and the velocities represented by the colour scales are given in mm/s. The horizontal axis shows time in minutes, and the vertical axis, the radius in mm, where the bottom region is closer to the inner cylinder wall, and the top is closer to the outer one. On top of the space–time diagrams, the velocity profile at mid-gap position ($r_{m} + d/2$) in the space–time diagrams is displayed that highlights its amplitude modulation. (Colour online)

Figure 12. Comparison between experimental (blue curve) and numerical simulation (red curve) $u_\phi$ time series at mid-gap ($r_{m} + d/2$) and mid-height position ($H/2$). Please note that the time intervals are different in figures (a),(b). (Colour online)

The modulations shown for numerical simulations in figure 10 are also observed experimentally. $u_\phi$ space–time diagrams for $Re = 600$ showing amplitude modulation transitions are displayed in figures 11 and 12.

These amplitude modulations are observed for all velocity components ($u_\phi$, $u_r$, and $u_z$), for temperature, and hence also in the Brunt–Väisälä frequency variations in time.
It is also possible to see in figure 10 that the amplitude variations need approximately 100 min to achieve a permanent regime. During the transient regime \((t \lesssim 100 \text{ min})\), amplitude variations also exist, but they are not regular in time. It is important to highlight that this mentioned transient regime is related to the amplitude modulations and not to the SRI oscillations. The SRI oscillations show the mode 1 peak in the Fourier space presented in figures 6(b), 7, and 9, and they are already prominent \(\approx 10 \text{ min}\) after starting the rotation.

5.1. Pattern changes associated with the amplitude modulations

The analysis of the SRI flow during the amplitude modulations reveals particular flow patterns that are correlated with the modulations. In figure 13(a), three different time intervals have been selected indicated by coloured horizontal lines. In each of these selected intervals, a different flow pattern is observed in the axial-time frame, shown in figures 13(b–d). The patterns represent different SRI spiral inclination and propagation in the axial direction, here named downward inclination (figure 13(b)) and upward inclination (figure 13(d)).

During the transition from the upward (downward) to the downward (upward) pattern, both spirals are activated and superposed. This leads to the chessboard type pattern in figure 13(c). The transition region is characterised by small SRI amplitudes.

Observations of the three-dimensional structures obtained from numerical simulations show that not only the inclination changes during the amplitude modulation but also does the spiral propagation in the axial direction. The downward spiral inclination (figure 13(b)) travels from the top to the bottom lid in the axial direction, while the upward spiral (figure 13(d)) travels in the opposite axial direction.

In the transition region, the SRI spirals do not travel in the axial direction and the spiral angular velocity becomes smaller. It is possible to observe the spiral rotation accelerating in the region where the amplitude grows, and decelerating when the amplitude decreases. Note that the pattern changes also happen in the transition region of non-regular amplitude modulations (before 100 min in figure 10).

Although we show the modulations just for \(u_\phi\), they can also be observed for \(u_r\), \(u_z\), temperature, and \(N\), but the modulations do not necessarily occur at the same time interval for all these variables. For the case shown in figure 11, there is approximately 5 min of delay between \(u_\phi\) amplitude minima and those of \(u_r\) or \(u_z\) (\(u_r\) and \(u_z\) pattern transitions occur at the same moment). The reason why the minimum amplitude does not happen at the same moment for the different velocity components was not yet understood, but it indicates that theoretical models to describe these modulations should take into account such amplitude phase shift. The SRI oscillations, otherwise, do not show any phase shift between \(u_\phi\), \(u_r\) and \(u_z\).

When the SRI amplitude grows, it influences the flow circulation in the \(r-z\) plane. This connects the modulations to the study of Hoffmann et al. (2009) for non-stratified TC flows with small Reynolds numbers forced additionally by an axial throughflow (with \(\text{Re}_{\text{axial}} = 2\)). The TC vortices with the forced axial flow exhibit shape and inclination similar to the ones observed for the SRI, and in general, travel along the axial axis in the same direction as the axial flow imposed, i.e. with the flow in the upward axial direction, the spirals exhibit an upward inclination. The TC vortices propagation described by Hoffmann et al. (2009) arises from non-linear defects also observed in our numerical simulations. An example is
shown in figure 1(b), where the defect on the radial velocity profile can be observed near the top lid.

In the study of Hoffmann et al. (2009), a change in the spiral inclination propagating upward occurs when the external axial flow is removed. At this moment, there is a spontaneous break of symmetry leading to a Hopf bifurcation that implies a change to a downward inclined spiral propagating from the top to the bottom lid, similar to the changes in the SRI spiral we observed. Note that the transition from stable to unstable SRI is also a Hopf-bifurcation (Dubrulle et al. 2004). One of the differences between the non-stratified TC flows observed by Hoffmann et al. (2009) and the SRI is that, for the SRI, no external flow in the axial direction is required for the pattern changes to occur, and the SRI spirals are naturally inclined due to the stratification. The low frequency pattern changes in the SRI spirals could therefore be interpreted as an oscillation of the system between two slightly unstable fixed points, one fixed point standing for the upward, the other for the downward spiral. Furthermore, the stratification values were observed to be important for the
secondary instability and the amplitude modulations. By reducing the stratification to half of its value, i.e. when the temperature differences imposed between top and bottom lids were of $\Delta T = 2$ K instead of $\Delta T = 4$ K, keeping all the other parameters constant, the modulation vanishes, although the SRI oscillations still exist, showing that the SRI does not necessarily lead to amplitude modulations. For an increased initial temperature difference $\Delta T = 8$ K, the modulations are again observed. Values of $\Delta T \geq 10$ can no longer be reached with our experimental setup. Moreover, simulations comparing the Boussinesq to low mach number approximation using water as the fluid between the cavities showed that, in this case, the Boussinesq approximation would be no longer valid if $\Delta T$ is larger than 10 K. Therefore, also to guarantee that the Boussinesq approximation is still valid, values of $\Delta T > 8$ K were not investigated. Note that the spontaneous break of symmetries in the SRI spiral pattern happens irregularly during the transient phase (time < 100 min), and regularly after the modulation patterns are well established.

We compared the average time that one point in the spiral takes to travel from the bottom to the top of the cavity (or vice versa, in case of downward pattern) and observed that the axial period of the spiral is at least 10 times smaller than the period of the amplitude modulation (of $\approx 50$ min), and no clear correlation was noticed between these two periods. Therefore, since no relation was deduced, the possibility of wave reflecting on the lids to generate the amplitude modulations was discarded. Furthermore, simulations with periodic boundary condition at the bottom and top lids also showed amplitude modulations associated to pattern changes, showing that the presence of lids is not a condition for the modulations and the pattern transitions to occur.

To investigate if a linear superposition of waves travelling with different frequencies could explain the amplitude modulations observed, the power spectra during the upward and downward axial spiral propagation, and during the transition, were analysed separately. Figure 14 shows the 2D-Fast Fourier Transform (2D-FFT) obtained from $u_\phi$ space–time diagrams in the axial direction associated with the spiral traveling upwards (figure 14(a)), downwards (figure 14(b)), and during the transition from the upward to the downward spiral propagation (figure 14(c)). These diagrams present the frequencies on the $x$-axis and the wavenumber on the $y$-axis.

Note that the peaks have the same frequencies $f = 0.032$ Hz (in laboratory frame of reference) independently of the spiral propagation in the axial direction, but they show slight changes in their wavenumbers, with different modes activated and suppressed. During the transition (figure 14(c)), both selected modes show half of the maximum amplitude observed during the upward or downward spiral propagation ($P_{\text{max}}(\text{transition}) = P_{0,\text{max}}/2$). Note also that the wavenumber activated in figure 14(a), the upward travelling spiral is $K_{\text{up}} = 4$, and $K_{\text{down}} = -3$ is not activated. The wavenumber activated in figure 14(b), the downward propagating spiral, is $K_{\text{down}} = -4$, while its $K_{\text{up}} = -4$ has much smaller amplitude. And in figure 14(b), both modes $K_{\text{up}} = 4$ and $K_{\text{down}} = -4$ are activated, with half of the maximum amplitude of the spiral travelling upward or downward ($P_{0,\text{max}}/2$). To better understand the process of mode selection, we separated the upward and downward propagating waves by applying the radon transform to a full simulation capturing phases of dominating up, downward and mixed wave propagation. The radon transform is a Fourier technique to select wave components having different propagation directions (Almar et al. 2014). After the two wave fields have been separated, we again computed 2D-FFT spectra from corresponding space–time diagrams. This approach fully
Figure 14. Two-dimensional power spectra obtained from numerical simulations space–time diagrams of $u_\theta$ in the axial direction during (a) upward spiral propagation; (b) downward spiral propagation; (c) transition from downward and upward propagating spiral. The $y$-axis represents axial wavenumber $K$ (axial modes), while the $x$-axis is the frequency in Hz. The amplitudes of the spectra are normalised by the maximum amplitude value of the upward (and downward) propagating spirals $P_{0,\text{max}}$. The spectra are obtained in a frame of reference fixed in the laboratory. During the transition, the maximum amplitude of the spectra were half of the maximum amplitude found while the spiral is travelling upward or downward ($P/P_{0,\text{max}} = 0.5$). (Colour online)

confirms the results shown in figure 14, namely that each separated mode is indeed associated with the spiral components travelling upward and downwards without changes in the frequency but slight changes in wavenumber. This implies that the two spiral components travel with slightly different phase speeds and a linear superposition of the waves could explain some part of the amplitude modulation. However, linear dynamics cannot explain the reversals of spiral propagation associated with the modulation. Therefore, we think that a linear interaction alone cannot explain the amplitude modulations. To us it seems that wave mean flow interactions lead to an alternating strengthening and weakening of one of the SRI wave components leading to alternating upward and downward propagating modes that have different amplitudes. However, this process is still not yet fully understood and needs further investigation.

Finally, we note that the same pattern changes associated with the amplitude modulations described here for $\text{Re} = 400$ and $\mu = 0.35$ and shown in figure 13 were also observed
6. Conclusions

In this paper, we used PIV experimental data and results from a high-performance computing Direct Numerical Simulation (DNS) code, solving the Boussinesq equations, to investigate the Strato-Rotational Instability (SRI). This instability occurs in a fluid between two concentric cylinders rotating at different angular velocities, and with a stable density stratification due to a temperature gradient in the axial direction.

The comparison between numerical simulations and experimental azimuthal velocities $u_\phi$ shows good agreement. The instability manifests itself in the radial–axial plane by oscillations associated to a peak in the spectrum with an azimuthal wavenumber $m = 1$. For flows with SRI, the mean azimuthal velocities $\overline{u_\phi}$ become slower than in classic non-stratified stable Taylor–Couette flow in regions near the inner cylinder, and slightly faster near the outer cylinder implying a mean outward momentum flux.

Both numerical and experimental observations were used to confirm linear-stability curves. It should be noted that increasing moderate Reynolds numbers make the flow return to a stable regime as described by Ibanez et al. (2016), Rüdiger et al. (2017) and Seelig et al. (2018). The observations of the SRI power spectra indicate that weak harmonic interactions occur between SRI modes, even when the transition to unstable regimes can be well described by a linear stability analysis.

The new high-performance computing numerical code allows for the first time to observe the flow for long time periods which was not possible with a comparatively much slower scalar code or with short time experiments. This is, in particular, due to the large physical time involved during the establishment of the solutions in SRI configurations, clearly showing the suitability of the present numerical tool to treat such problems. These longer observations revealed that the SRI velocity profiles present strong low frequency amplitude modulations, also observed in the experimental measurements. These amplitude modulations are related to pattern changes of the $m = 1$ SRI mode. In contrast to the most unstable non-stratified Taylor–Couette modes that have the structure of rolls, SRI modes have a non-zero azimuthal wavenumber and hence show a spiral structure (see figure 1). A pattern change means that the spiral inclination in the radial–axial ($r-z$) cross section changes coupled with a change in the direction of the axial drift speed of the spiral.

We can speculate that the observed direction changes result from defects as previously described in the literature on non-stratified TC flows with small $Re$ and forced by an axial perfusion or a circulation in the meridional plane (see, e.g. Hoffmann et al. (2009)). However, for SRI spirals in the non-turbulent flow regime, the connection to amplitude modulations has not yet been described. The possibility of describing the modulations using the complex Ginzburg–Landau equation is an interesting route that we plan to follow in the future (Deissler 1985, Bekki and Nozaki 1985, Landmann 1987, Bartuccelli et al. 1990, Lopez and Marques 2020).

The spirals we observe have some similarities with those found in an experiment by Flór et al. (2018) and discussed in numerical simulations by Lopez and Marques (2020). In these studies, two spirals are moving upward and downward resulting in a standing pattern with low frequency modulations. The latter seems to come from differences in the
axial drift speed of the two waves. In our study, the drift speed shows some variations but the mean upward and downward speeds are the same. It should be noted that the authors use a very different geometry as in the standard SRI studies done earlier with a radius ratio of just $\eta = 1/15$ and $\Gamma = 1$, much smaller than, for instance, our values of $\eta = 0.52$ and $\Gamma = 10$. Moreover, in contrast to our study they use a smaller Froude number $Fr < 1$ and a larger Reynolds number $Re > 6000$. Lopez and Marques (2020) attribute centrifugal buoyancy to the instability although the relevant term in the equations is small and, for our experiments and simulations, centrifugal buoyancy is even 1 order of magnitude smaller than in Lopez and Marques (2020). We hence assumed that centrifugal buoyancy does not play a significant role for the experiments and, in fact, it was not included in the numerical model.

Finally we mention that our experimental setup gives us the opportunity of exploring also counter-rotation SRI regimes. Although counter rotating regimes may have no direct application in the accretion disk theory, it can also give relevant information about the physics of the SRI (Park et al. 2018), therefore, these regimes are planned to be explored in a future project.
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### Appendix A. Experimental procedure

The process of heating and mixing the flow (by fast rotating the inner cylinder) takes between 2 and 5 h, which makes measurements more time-consuming compared to salt stratified experiments. After a quasi-linear temperature profile is established in the axial direction, the outer cylinder is rotated while the inner cylinder is kept at rest to eliminate perturbations generated during the temperature mixing process. After stopping the outer cylinder rotation, we wait at least 20 min before starting each measurement to guarantee that the flow is at rest. No relevant heat losses or changes in the temperature linearity are observed at this moment. This is due to the fact that there is almost no convective fluid motion, and the heat transfer happens mainly by conduction, which is a slow process with the used M5 oil.

For cooling the bottom end plate of the experimental setup, a hose is connected to the lid and attached to an external cooler. Cold water leaving the cooler is pumped to the hose, removing heat from the bottom part of the experimental apparatus.

Since the bottom plate is connected to the outer cylinder, and the hose is attached to the external cooler, that is fixed at the laboratory, the experimental setup cannot be cooled while the outer cylinder is moving. The Peltier elements for heating can still work while the experiment is running, but this makes the temperature control less precise. Therefore, the fluid heat up is stopped during the experiment, without affecting much the temperature gradient. Each experiment typically runs between 30 and 70 min. The temperature values along the vertical axis are measured with a PT-100 (Platinum Resistance Temperature Detector) probe, that has a precision $\delta T = 0.1$ K. The temperature profile values and its linearity are also verified with an infrared camera IR-TCM 640hr, of $640$ px × $480$ px resolution. The maximum temperature differences between top and bottom lids obtained at the beginning of the experiment are of $\Delta T = 7$ K, but in our measurements, it is kept between $3K < \Delta T < 4.5K$. An example of the temperature profiles before and after the measurements is shown in figure 1.

After the stable linear temperature gradient in the axial direction is established, the experiment is started by rotating the outer cylinder until its final $\Omega_{out}$ value, avoiding initial perturbations that would occur by starting the experiment rotating the inner cylinder. When the outer cylinder reaches the rotation it will have during the experiment, the inner cylinder rotation is gradually increased from rest until the desired $\text{Re}$ and $\mu$ values are achieved.
The camera and the laser sets are mounted on a structure that co-rotates with the outer cylinder, so all experimental results are obtained in a reference frame moving with angular velocity $\Omega_{\text{out}}$ with respect to the laboratory frame of reference. The energy for the PIV system is provided by two charged power banks. After finishing the PIV measurements, the temperature profile is once again measured. In an 1-h experiment, we observe losses of $\approx 1\text{K}$ in the $\Delta T$ initially established due to temperature mixing in the axial direction and to losses into the surrounding environment. In spite of these temperature changes, the quasi-linearity of the profile is kept, and changes in $N$ values are considered small.

Although it is difficult to determine accurately the uncertainty associated to each of our measurement steps, it is possible to compute the final PIV error of $\epsilon \approx 2\%$ by comparing non-stratified stable TC azimuthal velocity measurements with analytical solutions. A more detailed description of our error estimation can be found in Seelig et al. (2018).

The Reynolds number values investigated here are between $300 < \text{Re} < 1300$. Representative results presented in Section 4 are for values of $\text{Re} = 400$, $\text{Re} = 600$ and $\text{Re} = 1000$, respectively corresponding to inner cylinder angular velocities of $\Omega_{\text{in}}(\text{Re} = 400) \approx 0.381 \text{ rad/s}$, $\Omega_{\text{in}}(\text{Re} = 600) \approx 0.571 \text{ rad/s}$, and $\Omega_{\text{in}}(\text{Re} = 1000) \approx 0.952 \text{ rad/s}$.