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Abstract
In this paper, we establish the following Leray–Adams type inequality on a bounded domain $\Omega$ in $\mathbb{R}^4$ containing the origin,

$$\sup_{u \in C^\infty_0(\Omega), I_4[u,\Omega,R] \leq 1} \int_\Omega \exp \left( c \left( \frac{|u|}{E_2^\beta \left( \frac{|x|}{R} \right)} \right)^2 \right) dx \leq C |\Omega|$$

for some constants $c > 0$ and $C > 0$, where $\beta \geq 1$, $R \geq \sup_{x \in \Omega} |x|$, $I_4[u,\Omega,R] := \int_\Omega |\Delta u|^2 dx - \int_\Omega \frac{|u|^2}{|x|^4 E_2^\beta \left( \frac{|x|}{R} \right)} dx$, and $E_1(t) = 1 - \ln t$, $E_2(t) = \ln(eE_1(t))$ for $t \in (0,1]$.

This extends the Leray–Trudinger inequality recently established by Psaradakis and Spector [43] and Mallick and Tintarev [33] to the case of Laplacian operator. In the higher dimensions or higher order derivatives, we prove the Leray–Adams type inequality for radial function on the ball $B_r$ (with center at origin and radius $r > 0$) in $\mathbb{R}^n$.

1 Introduction
The main aim of this paper is to establish some Leray–Adams type inequalities which are closely related to different types of the Moser–Trudinger inequality, the Adams inequality and the Hardy–Rellich inequalities. Let us quickly recall some relevant results about these inequalities.
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Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \). The famous Sobolev embedding theorem says that for any \( p < n \)

\[
W^{1,p}_0(\Omega) \hookrightarrow L^q(\Omega), \quad \text{for any } q \text{ satisfying } 1 \leq q \leq \frac{np}{n-p}.
\]

In the limiting case \( p = n \), we still have \( W^{1,n}_0(\Omega) \hookrightarrow L^q(\Omega) \) for any \( q < \infty \). However, the embedding \( W^{1,n}_0(\Omega) \hookrightarrow L^\infty(\Omega) \) fails. A simple counter-example is as follows: suppose \( x_0 \in \Omega \) and the ball \( B_r(x_0) \) with center at \( x_0 \) and radius \( r > 0 \) is included in \( \Omega \), then the function

\[
w(x) = \ln(-\ln(r/|x-x_0|))\chi_{B_r(x_0)}(x) \in W^{1,n}_0(\Omega) \setminus L^\infty(\Omega).
\]

In this borderline case, Trudinger [47] and independently Pohozaev [42], Yudovich [51] show that \( W^{1,n}_0(\Omega) \hookrightarrow L^{\psi_n}(\Omega) \), where \( L^{\psi_n}(\Omega) \) is the Orlicz space associated with the Young function \( \psi_n(t) = \exp(c|t|^{n/(n-1)}) - 1 \) for some \( c > 0 \). Later, Moser [35] sharpened the Trudinger inequality by finding the optimal exponent \( c \) as follows:

**Theorem A. (The Moser–Trudinger inequality)** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \), then it holds

\[
\sup_{u \in W^{1,n}_0(\Omega), \|\nabla u\|_{L^n(\Omega)} \leq 1} \int_{\Omega} e^{\alpha_n |u|^\frac{n}{n-m}} \, dx < \infty.
\]

(1.1)

where \( \alpha_n = n\omega_{n-1}^{-1} \) and \( \omega_{n-1} \) denotes the surface area of the unit sphere in \( \mathbb{R}^n \). Furthermore, the constant \( \alpha_n \) is sharp in the sense that the supremum in (1.1) will be infinite if \( \alpha_n \) is replaced by any larger number.

The Moser–Trudinger inequality (1.1) was extended to higher order Sobolev spaces by Adams [2] (which is now called Adams inequality). To state his inequality, we first fix some notation. For an integer \( m \geq 1 \) and a smooth function \( u \), we use the notation

\[
\nabla^m u = \begin{cases} 
\Delta \frac{m}{2} u & \text{if } m \text{ is even,} \\
\nabla \Delta \frac{m-1}{2} u & \text{if } m \text{ is odd.}
\end{cases}
\]

We also denote by

\[
\alpha(n, m) = \begin{cases} 
\frac{n}{\omega_{n-1}} \left( \frac{\pi}{2n} \frac{n-1}{m} \right)^{\frac{n}{n-m}} & \text{if } m \text{ is even,} \\
\frac{n}{\omega_{n-1}} \left( \frac{\pi}{2n} \frac{n-1}{m-1} \right)^{\frac{n}{n-m}} & \text{if } m \text{ is odd.}
\end{cases}
\]

Evidently, we have \( \alpha(n, 1) = \alpha_n \). In [2], Adams proved the following:

**Theorem B. (The Adams inequality)** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) and \( m \) be a positive integer less than \( n \). Then, it holds

\[
\sup_{u \in W^{n,m}_0(\Omega), \|\nabla^m u\|_{L^n(\Omega)} \leq 1} \int_{\Omega} e^{\alpha(n,m) |u|^\frac{n}{n-m}} \, dx < \infty.
\]

(1.2)

Furthermore, the constant \( \alpha(n, m) \) in (1.2) is sharp in the sense that the supremum in (1.2) will becomes infinite if \( \alpha(n, m) \) is replaced by any larger number.
Both the Moser–Trudinger inequality and Adams inequality have many applications in Analysis, Geometry and Partial Differential Equations, especially in studying the curvature problems. There have been many generalizations of the Moser–Trudinger inequality and the Adams inequality in literature. For examples, the Moser–Trudinger inequality and Adams inequality have been generalized to unbounded domains and whole spaces in [1,17, 21, 27, 36, 44, 45], to Riemannian manifolds in [11, 20, 24, 25, 34, 50]. The weighted Moser–Trudinger inequality in whole space $\mathbb{R}^n$ was established by Takahashi and the author in [41], while the singular version of the Moser–Trudinger inequality and the Adams inequality was proved by Adimurthi and Sandeep [6], by Adimurthi and Yang [8], and by Lam and Lu [22]. There also have been many improvements of the Moser–Trudinger inequality and the Adams inequality. The readers may consult these improvements in [4, 15, 26, 29–32, 37, 38, 46, 48, 49]. An interesting question related to the Moser–Trudinger inequality and the Adams inequality is whether or not the extremal functions exist? Concerning to this subject, we refer the readers to the papers [12, 13, 16, 25, 27, 28, 36, 38, 44, 52] and references therein.

We next discuss about the Hardy and Rellich inequality. Let $\Omega$ be a domain in $\mathbb{R}^n$, $n \geq 3$, the classical Hardy inequality says that

$$I(\Omega, u) := \int_\Omega |\nabla u|^2 dx - \frac{(n-2)^2}{4} \int_\Omega \frac{|u|^2}{|x|^2} dx \geq 0, \quad \forall u \in C^\infty_0(\Omega). \tag{1.3}$$

The constant $(n-2)^2/4$ is sharp and never achieved. In the limiting case $n = 2$, a non-trivial substitute of (1.3) is due to Leray [23] who used it in the study of two dimensional viscous flows. More generally, it has been extended to $p = n \geq 2$ in [3, 5, 10]: let $\Omega$ be a bounded domain in $\mathbb{R}^n$ ($n \geq 2$) containing the origin and $R_\Omega := \sup_{x \in \Omega} |x|$, then for any $u \in C^\infty_0(\Omega)$ and $R \geq R_\Omega$

$$I_n[u, \Omega, R] := \int_\Omega |\nabla u|^n dx - \left(\frac{n-1}{n}\right)^n \int_\Omega \frac{|u|^n}{|x|^n E_1\left(\frac{|x|}{R}\right)} dx \geq 0, \tag{1.4}$$

where $E_1(t) = \ln(e/t)$ for $t \in (0,1]$, and $((n-1)/n)^n$ is the best constant which is never achieved. It is an interesting question whether we have the Moser–Trudinger type inequality for functions satisfying the condition $I_n[u, \Omega, R] \leq 1$. This question was firstly addressed by Psaradakis and Spector [43]. They show that there does not exist any positive constant $c > 0$ for which the following inequality is true

$$\sup_{u \in W^{1,n}_{0}(\Omega), I_n[u, \Omega, R_\Omega] \leq 1} \int_\Omega e^{c|u|^{\frac{n}{n-1}}} dx < \infty.$$

However, introducing a logarithmic factor, in the same paper, they established the following Leray–Trudinger inequality:

**Theorem C. (Leray–Trudinger inequality)** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, $n \geq 2$ containing the origin. For any $\epsilon > 0$, there exist positive constants $A_{n, \epsilon}$ depending only on
\( \text{n and } \epsilon \text{ and } B_n \text{ depending only on } n \) such that
\[
\sup_{u \in W^{1,n}_0(\Omega), |u|_{[n,R]} \leq 1} \int_{\Omega} \epsilon \left( \frac{|u|}{E_1(\frac{|x|}{R})} \right)^{\frac{n}{n-1}} \, dx \leq B_n |\Omega|. \tag{1.5}
\]
Furthermore, such an estimate fails for \( \epsilon = 0 \).

The Leray–Trudinger inequality (1.5) then was improved by Mallick and Tintarev [33] by showing that the inequality (1.5) still holds if we replace \( E_1 \) by \( E_2(t) := \ln(eE_1(t)) \) for \( t \in (0,1] \) in the power of exponential. More precisely, they proved the following result:

**Theorem D. (Improved Leray–Trudinger inequality)** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n, n \geq 2 \) containing the origin. For any \( \beta \geq \frac{2}{n} \) and \( R \geq R_\Omega \), there exist positive constants \( A_{n,\epsilon} \) and \( B_n \) depending only on \( n \) such that for any \( 0 < c < A_{n,\epsilon} \)
\[
\sup_{u \in W^{1,n}_0(\Omega), |u|_{[n,R]} \leq 1} \int_{\Omega} e \left( \frac{|u|}{E_2\left(\frac{|x|}{R}\right)} \right)^{\frac{n}{n-1}} \, dx \leq B_n |\Omega|. \tag{1.6}
\]

Moreover, the supremum above is infinite if \( \beta < \frac{1}{n} \) for any \( c > 0 \).

The situation is not clear when \( \frac{1}{n} \leq \beta < \frac{2}{n} \). However, for \( n = 2 \), when \( \beta = \frac{1}{2} \) the inequality (1.6) is true when \( \Omega \) is the unit ball and \( u \) is radial function (see Remark 1.2 in [33]).

Let \( m \geq 1 \) be an integer less than \( \frac{n}{2} \). The classical Rellich inequality in \( \mathbb{R}^n \) (see [14]) says that
\[
\int_{\Omega} |\nabla^m u|^2 \, dx - C_{n,m} \int_{\Omega} \frac{|u|^2}{|x|^{2m}} \, dx \geq 0, \quad \forall \, u \in C_0^\infty(\Omega), \tag{1.7}
\]
where the constant \( C_{n,m} \) is given by
\[
C_{n,m} = \begin{cases} 
\frac{(n-2)^2}{4} \prod_{k=0}^{(n-1)/2} \frac{1}{16} \prod_{k=0}^{(n+2-4k)(n-2-4(k+1))^2} \frac{1}{16} & \text{if } m \text{ is odd,} \\
\prod_{k=0}^{(n-2)/2} \frac{1}{16} \prod_{k=0}^{(n+2-4k)(n-4(k+1))^2} \frac{1}{16} & \text{if } m \text{ is even.}
\end{cases}
\]

Furthermore, the constant \( C_{n,m} \) is sharp and never achieved. In the limiting case \( n = 2m \), we have an analogue of the Leray inequality for the higher order derivatives
\[
\tilde{I}_n[u, \Omega, R] := \int_{\Omega} |\nabla^\frac{n}{2} u|^2 \, dx - \frac{(n-2)^2}{4} C_{n,\frac{n}{2}-2} \int_{\Omega} \frac{|u|^2}{|x|^{n}E_1^2\left(\frac{|x|}{R}\right)} \, dx \geq 0, \quad \forall \, u \in C_0^\infty(\Omega), \tag{1.8}
\]
In viewing of (1.8) and the Leray–Trudinger inequality (1.5) and its improved version (1.6), we wonder whether we have the Adams type inequality under the condition \( \tilde{I}_n[u, \Omega, R] \leq 1 \). We will address this question in this paper. Our first main result concerning to the dimension four reads as follows:
**Theorem 1.1.** Let $\Omega$ be a bounded domain in $\mathbb{R}^4$ containing the origin. Then for any $\beta \geq 1$ and $R \geq R_\Omega$, there exist positive constants $A$ and $B$ such that for any $c < A$,

\[ \sup_{u \in C_0^\infty(\Omega), I_4[u, \Omega, R] \leq 1} e^{\frac{c}{E_2^\beta \left( \frac{|x|}{R} \right)}} \int_\Omega dx \leq B|\Omega|. \]  

(1.9)

Furthermore, if $\beta < \frac{1}{2}$ then the supremum in (1.9) is infinite for any $c > 0$.

The situation is not clear when $\frac{1}{2} \leq \beta < 1$. However, if $\Omega$ is the ball with center at the origin, the inequality (1.9) holds for $\beta = \frac{1}{2}$ when restricting to radial function (see Theorem 1.3 below). As a consequence of Theorem 1.1, we obtain the following extension of the Leray–Trudinger inequality (1.5) due to Psaradakis and Spector for the Laplacian operator in dimension four:

**Corollary 1.2.** Let $\Omega$ be a bounded domain in $\mathbb{R}^4$ containing the origin. Then for any $\epsilon > 0$, there exist positive constants $\tilde{A}_\epsilon$ depending only on $\epsilon$ and $\tilde{B}$ such that

\[ \sup_{u \in C_0^\infty(\Omega), I_4[u, \Omega, R] \leq 1} e^{\frac{\tilde{A}_\epsilon}{E_2^\beta \left( \frac{|x|}{R} \right)}} \int_\Omega dx \leq \tilde{B}|\Omega|. \]  

(1.10)

Furthermore, such an estimate fails for $\epsilon = 0$.

Let us make some comments on the proof of Theorem 1.1. For the proof, we follow closely the Trudinger’s original proof of the inequality (1.1) (see [47]). This approach was used in [33] to prove the improved Leray–Trudinger inequality (1.6) (see also [43] for the proof of the Leray–Trudinger inequality (1.5)). More precisely, they performed the following ground state transform $u(x) = E_1^{\frac{n}{2}} \left( \frac{|x|}{R} \right) v(x)$ and obtained the following estimate

\[ I_n[u, \Omega, R] \geq C_1(n) \int_\Omega |\nabla v|^n E_1^{n-1} \left( \frac{|x|}{R} \right) dx, \quad u \in C_0^\infty(\Omega), \]  

(1.11)

for any $R \geq R_\Omega$ with $C_1(n) = (2^{n-1} - 1)^{-1}$. Then by using the following expression of $v$ via its gradient

\[ v(x) = \frac{1}{\omega_{n-1}} \int_\Omega \frac{\langle x - y, \nabla v(y) \rangle}{|x - y|^n} dy, \]  

(1.12)

and integral estimations, they get the following estimates

\[ \left( \int_\Omega \frac{u(x)}{E_2^\beta \left( \frac{|x|}{R} \right)} \right)^{\frac{1}{q}} \leq C(n) \left( 1 + \frac{q(n - 1)}{n} \right)^{1 - \frac{1}{n} + \frac{1}{q}} |\Omega|^{\frac{1}{n}} (I_n[u, \Omega, R])^{\frac{1}{n}} \]  

(1.13)

for some constant $C(n)$ depending only on $n$ (see Proposition 3.1 in [33]). The inequality (1.6) follows from the estimate (1.13). Now, following [33] we also make a ground
state transform as $u(x) = E^\frac{1}{2} \left( \frac{|x|}{R} \right) v(x)$. We will establish the following estimate (see Proposition 2.1 below) which is an analogue of (1.11)

$$
\dot{I}_4[u, \Omega, R] = \int_\Omega (\Delta u)^2 \, dx - \int_\Omega \frac{u^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx \geq \frac{2}{3} \int_\Omega E_1 \left( \frac{|x|}{R} \right) (\Delta v)^2 \, dx. \quad (1.14)
$$

Instead of (1.12), we use the following expression of $v$ via its Laplacian (see [2])

$$
v(x) = -\frac{1}{4\pi^2} \int_\Omega \frac{\Delta v(y)}{|x - y|^2} \, dy, \quad v \in C^\infty_0(\Omega). \quad (1.15)
$$

To finish the proof of Theorem 1.1, we shall establish the estimates like (1.13) by using the estimate (1.14) and (1.15).

We wonder if the Theorem 1.1 still holds in higher dimensions or holds for higher order derivatives. It seems that this problem is not easy to handle. Indeed, following the original approach of Moser, the main difficulty is to establish an analogue of the estimate (1.14) in higher dimensions or in higher order derivatives. However, if we restrict ourselves to the radial case, we can prove the Leray–Adams inequality in higher order derivatives. To state our next result, let us recall a Hardy–Rellich type inequality for radial functions. Let $p > 1$, and $n, m$ be integers such that $1 \leq m < n/p$ and $B_r$ be the ball of radius $r > 0$ with the center at the origin in $\mathbb{R}^n$. Then the following inequality holds

$$
\int_{B_r} |\nabla^m u|^p \, dx \geq R_{n,m,p} \int_{B_r} \frac{|u|^p}{|x|^{np}} \, dx \quad (1.16)
$$

for any radial function $u \in C^\infty_0(B_r)$, with

$$
R_{n,m,p} = \begin{cases} 
\prod_{k=1}^{k-1} \left( \frac{n(p-1)+2(p-2)(j+1)p}{2} \right)^p & \text{if } m = 2k \\
\left( \frac{n-p}{p} \right)^p \prod_{j=0}^{k-1} \left( \frac{n(p-1)+2(j+1)p}{2} \right)^p & \text{if } m = 2k+1.
\end{cases}
$$

We refer the readers to [14] for the proof of (1.16). In fact, this inequality holds true for any function in $C^\infty_0(\mathbb{R}^n)$ without the radiality assumption. In the critical case $pm = n$, we have the following inequality

$$
I_{n,m}[u, B_r, R] := \int_{B_r} |\nabla^m u|^\frac{n}{n-m} \, dx - R_{n,m} \int_{B_r} \frac{|u|^\frac{n}{n-m}}{|x|^{n \left( \frac{n}{n-m} \right)}} \, dx \geq 0, \quad (1.17)
$$

for any radial function $u \in C^\infty_0(B_r)$ with

$$
R_{n,m} = \left( \frac{(n-2)(n-m)}{n} \right)^\frac{n}{m} R_{n,m-2, \frac{n}{m}},
$$

with convention that $R_{n,0,p} = 1$ for $p > 1$. The inequality (1.17) for $m = 2$ was proved in [7]. In fact, in that paper, Adimurthi and Santra proved the inequality (1.17) for $m = 2$.
without radiality assumption. For the convenience of readers, we give the proof of (1.17) for any order below. The next theorem provides an extension of Theorem 1.1 to higher dimension or higher order derivatives in the radial case. More precisely, we prove the following result:

**Theorem 1.3.** Let $m$ and $n$ be the integers such that $2 \leq m \leq \frac{n}{2}$. Let us denote by $B_r$ the ball with center at the origin and radius $r > 0$ in $\mathbb{R}^n$, and by $C_{0,\text{rad}}^\infty(B_r)$ the space of radial functions in $C_0^\infty(B_r)$. Then there exist the constant $a_{n,m}$ and $b_{n,m}$ depending only on $n$ and $m$ such that for any $\beta \geq \frac{n-m}{n}, R \geq r$ and $c \leq a_{n,m}$

$$\sup_{u \in C_{0,\text{rad}}^\infty(B_r), I_{n,m}[u,B_r,R] \leq 1} \int_{B_r} e\left(\frac{|u|}{E_2\left(\frac{|x|}{R}\right)}\right)^{\frac{n-m}{n}} \, dx \leq b_{n,m}|B_r|. \quad (1.18)$$

Our approach to Theorem 1.3 is completely different with the one to Theorem 1.1. Instead of using the estimate for the ground state transformation, we will use the Hardy–Rellich type inequality to reduce the order of derivative to one. Next, we exploit the radiality to estimate the decay of functions via its gradient. Theorem 1.3 then follows from this estimate. The detail proof of Theorem 1.3 will be given in Section §5 below.

We should emphasize here that the approach to prove the Adams inequality via the sharp Hardy–Rellich inequality was used by the author to give a new proof of the the Hardy–Adams inequality due to Lu and Yang [32] and Li, Lu and Yang [26] in [39], and to establish the sharp Adams inequality in the fractional Sobolev–Slobodeckij spaces [40].

The rest of this paper is organized as follows. In the next section §2, we prove several results concerning to the Hardy–Rellich type inequality in dimension four which will be used in the proof of Theorem 1.1. In Section §3, we use the results in Section §2 to estimate the $L^q$ norm of $E_2^{-1}(|x|/R)u(x)$ which plays an important role in the proof of Theorem 1.1 following Trudinger’s original approach. Section §5 is devoted to prove Theorem 1.3.

## 2 Preliminaries

In this sections, we are going to recall and prove some useful results which we will use the proof of Theorem 1.1. But before that let us fix the notations for the rest of this paper. For a bounded domain $\Omega$ in $\mathbb{R}^n$, we set $R_\Omega = \sup_{x \in \Omega} |x|$. We define $E_1(t) = 1 - \ln t$ and $E_2(t) = \ln(\ln t)$ for $t \in (0, 1]$. We denote by $B_R$ the ball with center at the origin and radius $R > 0$. For simplicity, we denote $B_1$ by $B$.

The next proposition gives us an analogue of (1.11) for the Laplacian operator. Its proof uses the spherical decomposition and the one dimensional Hardy inequality.

**Proposition 2.1.** Let $\Omega$ be a bounded domain in $\mathbb{R}^4$ containing the origin. Then for any function $u \in C_0^\infty(\Omega \setminus \{0\})$ it holds

$$\int_{\Omega} (\Delta u)^2 \, dx - \int_{\Omega} \frac{u^2}{|x|^4 E_2^2\left(\frac{|x|}{R}\right)} \, dx \geq \frac{2}{3} \int_{\Omega} E_1\left(\frac{|x|}{R}\right) (\Delta v)^2 \, dx \quad (2.1)$$
with \( v(x) = E_1^{-\frac{1}{2}} \left( \frac{|x|}{R} \right) u(x) \).

**Proof.** We first remark that if we denote \( \hat{\Omega} = R^{-1}_\Omega \Omega \) and \( \hat{R} = R/R_\Omega \geq 1 \). We have \( \hat{\Omega} \subset B \) and \( R_{\hat{\Omega}} = 1 \). Given a function \( u \in C^\infty(\Omega \setminus \{0\}) \), define \( \tilde{u}(x) = u(R_\Omega x) \). Then \( \tilde{u} \in C^\infty(\hat{\Omega} \setminus \{0\}) \) and \( \tilde{v}(x) = E_1^{-\frac{1}{2}} \left( \frac{|x|}{\hat{R}} \right) \tilde{u}(x) = v(R_\Omega x) \). We have

\[
\int_{\hat{\Omega}} (\Delta \tilde{u})^2 \, dx = \int_{\Omega} (\Delta u)^2 \, dx,
\]

\[
\int_{\hat{\Omega}} \frac{\tilde{u}^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx = \int_{\Omega} \frac{u^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx,
\]

and

\[
\int_{\hat{\Omega}} E_1 \left( \frac{|x|}{R} \right) (\Delta \tilde{v})^2 \, dx = \int_{\Omega} E_1 \left( \frac{|x|}{R} \right) (\Delta v)^2 \, dx.
\]

Then, without loss of generality, we can assume \( \Omega \subset B \) and \( R_\Omega = 1 \), and consider \( R \geq 1 \).

We first consider the case that \( \Omega \) is the unit ball \( B \) and \( u \) is radial function. For convenience, we write \( u(x) = u(|x|) \) for a radial function \( u \), then \( \Delta u(x) = u''(r) + 3u'(r)/r \) with \( r = |x| \). Define \( w(t) = u(e^{-t}) \) with \( t \geq 0 \). Using the polar coordinate and making the change of variable \( r = e^{-t} \) we have

\[
\int_B (\Delta u)^2 \, dx = 2\pi^2 \int_0^1 (u''(r) + 3r^{-1}u'(r))^2 r^3 \, dr
\]

\[
= 2\pi^2 \int_0^\infty (w''(t) - 2w'(t))^2 \, dt
\]

\[
= 2\pi^2 \int_0^\infty (w''(t))^2 \, dt + 8\pi^2 \int_0^\infty (w'(t))^2 \, dt,
\]

here we use integration by parts,

\[
\int_{\Omega} \frac{u^2}{|x|^4 E_1^2 \left( |x|/R \right)} \, dx = 2\pi^2 \int_0^\infty \frac{w(t)^2}{(a + t)^2} \, dt,
\]

with \( a = 1 + \ln R \geq 1 \). Thus, we have

\[
\int_B (\Delta u)^2 \, dx - \int_{\Omega} \frac{u^2}{|x|^4 E_1^2 \left( |x|/R \right)} \, dx
\]

\[
= 2\pi^2 \left( \int_0^\infty (w''(t))^2 \, dt + 4 \int_0^\infty (w'(t))^2 \, dt - \int_0^\infty \frac{w(t)^2}{(a + t)^2} \, dt \right). \tag{2.2}
\]

Let \( \bar{w}(t) = w(t)/(t + a)^{\frac{1}{2}} = v(e^{-t}) \). By using polar coordinate and making the change of
Therefore, using integration by parts, we get

\[ \int_{B} E_1 \left( \frac{|x|}{R} \right) (\Delta v)^2 = 2\pi^2 \int_0^1 E_1(r/R)(v''(r) + 3r^{-1}v(r))^2r^3dr \]
\[ = 2\pi^2 \int_0^\infty (a+t)(\tilde{w}''(t) - 2\tilde{w}'(t))^2dt \]
\[ = 2\pi^2 \left( \int_0^\infty (a+t)(\tilde{w}''(t))^2dt + 4 \int_0^\infty (a+t)(\tilde{w}'(t))^2dt \right) \]
\[ + 2 \int_0^\infty (\tilde{w}'(t))^2dt, \quad (2.3) \]

here we use integration by parts. Now, by direct computations, we have

\[ \tilde{w}'(t) = \frac{w'(t)}{(a+t)^\frac{3}{2}} - \frac{1}{2} \frac{w(t)}{(a+t)^\frac{3}{2}}, \]

and

\[ \tilde{w}''(t) = \frac{w''(t)}{(a+t)^\frac{3}{2}} - \frac{w'(t)}{(a+t)^\frac{3}{2}} + \frac{3}{4} \frac{w(t)}{(a+t)^\frac{3}{2}}. \]

Therefore, using integration by parts, we get

\[ \int_0^\infty (\tilde{w}'(t))^2dt = \int_0^\infty \left( \frac{w'(t)}{(a+t)^{\frac{3}{2}}} - \frac{1}{2} \frac{w(t)}{(a+t)^{\frac{3}{2}}} \right)^2 dt, \quad (2.4) \]
\[ \int_0^\infty (a+t)(\tilde{w}'(t))^2dt = \int_0^\infty (w'(t))^2dt - \frac{1}{4} \int_0^\infty \frac{w(t)^2}{(a+t)^2}dt, \quad (2.5) \]

and

\[ \int_0^\infty (a+t)(\tilde{w}''(t))^2dt = \int_0^\infty (w''(t))^2dt + \int_0^\infty \frac{(w'(t))^2}{(a+t)^2}dt + \frac{9}{16} \int_0^\infty \frac{w(t)^2}{(a+t)^4}dt \]
\[ - 2 \int_0^\infty \frac{w'(t)w(t)}{a+t}dt - \frac{3}{2} \int_0^\infty \frac{w'(t)w(t)}{(a+t)^3}dt + \frac{3}{2} \int_0^\infty \frac{w'(t)w(t)}{(a+t)^2}dt \]
\[ = \int_0^\infty (w''(t))^2dt - \frac{3}{2} \int_0^\infty \frac{(w'(t))^2}{(a+t)^2}dt - \frac{27}{16} \int_0^\infty \frac{w(t)^2}{(a+t)^4}dt \]
\[ + 3 \int_0^\infty \frac{w'(t)w(t)}{(a+t)^3}dt \]
\[ = \int_0^\infty (w''(t))^2dt - \frac{3}{2} \int_0^\infty \frac{(w'(t))^2}{(a+t)^2}dt + \frac{45}{16} \int_0^\infty \frac{w(t)^2}{(a+t)^4}dt. \quad (2.6) \]
Inserting (2.4), (2.5) and (2.6) into (2.3) yields

\[
\int_B E_1 \left( \frac{|x|}{R} \right) (\Delta v)^2 dx = 2\pi^2 \left( \int_0^\infty (w''(t))^2 dt + 4 \int_0^\infty (w'(t))^2 dt - \int_0^\infty \frac{w(t)^2}{(a+t)^2} dt \right) \\
+ 2 \int_0^\infty \frac{(w'(t))^2}{(a+t)^2} dt - \frac{3}{2} \int_0^\infty \frac{w(t)^2}{(a+t)^3} dt \\
- \frac{3}{2} \int_0^\infty \frac{(w'(t))^2}{(a+t)^2} dt + \frac{45}{16} \int_0^\infty \frac{w(t)^2}{(a+t)^4} dt. 
\]

(2.7)

By Hardy inequality, we have

\[
\int_0^\infty \frac{(w'(t))^2}{(a+t)^2} dt \geq \frac{9}{4} \int_0^\infty \frac{w(t)^2}{(a+t)^4} dt. 
\]

(2.8)

It follows from (2.4) and (2.5) that

\[
2 \int_0^\infty \frac{(w'(t))^2}{(a+t)^2} dt - \frac{3}{2} \int_0^\infty \frac{w(t)^2}{(a+t)^3} dt \leq \frac{2}{a} \left( \int_0^\infty (w'(t))^2 dt - \frac{1}{4} \int_0^\infty \frac{w(t)^2}{(a+t)^2} dt \right). 
\]

(2.9)

Plugging (2.8) and (2.9) into (2.7) we have

\[
\int_B E_1 \left( \frac{|x|}{R} \right) (\Delta v)^2 dx = 2\pi^2 \int_0^\infty (w''(t))^2 dt \\
+ \left( 1 + \frac{1}{2a} \right) 2\pi^2 \left( 4 \int_0^\infty (w'(t))^2 dt - \int_0^\infty \frac{w(t)^2}{(a+t)^2} dt \right). 
\]

(2.10)

Comparing (2.2) and (2.10), we arrive the following estimate

\[
\int_B (\Delta u)^2 dx - \int_{\Omega} \frac{u^2}{|x|^4 E_1^2(|x|/R)} dx \geq \frac{2a}{2a+1} \int_B E_1 \left( \frac{|x|}{R} \right) (\Delta v)^2 dx. 
\]

(2.11)

Since \( a = 1 + \ln R \geq 1 \), then \( \frac{2a}{2a+1} > \frac{2}{3} \).

We next consider the general case. For a function \( u \in C_0^\infty (\Omega \setminus \{0\}) \), we can decompose it as

\[
u(x) = \sum_{k=0}^\infty u_k(r) \phi_k(\eta), \quad \text{with} \quad x = r\eta, \eta \in S^{n-1}, \ r = |x|,
\]

(2.12)

where \( \phi_k \) is the eigenfunction of the Laplace–Beltrami operator on the unit sphere \( S^3 \) with respect to the eigenvalue \( c_k = -k(2+k), k \geq 0 \) and \( \int_{S^3} |\phi_k(\eta)|^2 d\eta = 1 \). Notice that \( u_k \in C_0^\infty (B \setminus \{0\}) \) is radial function and

\[
\Delta u(x) = \sum_{k=0}^\infty \left( \Delta u_k(r) - \frac{c_k u_k(r)}{r^2} \right) \phi_k(\eta), \quad x = r\eta, \eta \in S^3.
\]
Using the fact \( \int_{\Omega} \phi_k(\eta)\phi_l(\eta) d\eta = \delta_{kl} \) and the polar coordinate, we have

\[
\int_{\Omega} \frac{u^2}{|x|^n E_1^2 \left( \frac{|x|}{R} \right)} \, dx = \sum_{k=0}^{\infty} \int_{B} \frac{u_k^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx, \tag{2.13}
\]

and

\[
\int_{\Omega} (\Delta u)^2 \, dx = \sum_{k=0}^{\infty} \int_{B} \left( \Delta u_k - c_k \frac{u_k}{|x|^2} \right)^2 \, dx \\
= \sum_{k=0}^{\infty} \left( \int_{B} (\Delta u_k)^2 \, dx - 2c_k \int_{B} \frac{\Delta u_k u_k}{|x|^2} \, dx + c_k^2 \int_{B} \frac{u_k^2}{|x|^4} \, dx \right), \tag{2.14}
\]

here we used integration by parts. In other hand, using \( \Delta(u_k^2) = 2u_k \Delta u_k + 2|\nabla u_k|^2 \) and the integration by parts, we get

\[
2 \int_{B} \frac{\Delta u_k u_k}{|x|^2} \, dx = -2 \int_{B} \frac{|\nabla u_k|^2}{|x|^2} \, dx. \tag{2.15}
\]

It follows from (2.13), (2.14) and (2.15) that

\[
\int_{\Omega} (\Delta u)^2 \, dx - \int_{\Omega} \frac{u^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx = \sum_{k=0}^{\infty} \left( \int_{B} (\Delta u_k)^2 \, dx - \int_{B} \frac{u_k^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx \right) \\
+ 2 \sum_{k=0}^{\infty} c_k \int_{B} \frac{|\nabla u_k|^2}{|x|^2} \, dx + \sum_{k=0}^{\infty} c_k^2 \int_{B} \frac{u_k^2}{|x|^4} \, dx. \tag{2.16}
\]

Notice that

\[
v(x) = \sum_{k=0}^{\infty} v_k(x) \phi_k(\eta), \quad \text{with} \quad v_k(x) = E_1^{-1/2} (|x|/R) u_k(x).
\]

We have

\[
\int_{\Omega} E_1 \left( \frac{|x|}{R} \right) (\Delta u)^2 \, dx = \sum_{k=0}^{\infty} \int_{B} E_1 \left( \frac{|x|}{R} \right) \left( \Delta u_k - c_k \frac{v_k}{|x|^2} \right)^2 \, dx \\
= \sum_{k=0}^{\infty} \int_{B} E_1 \left( \frac{|x|}{R} \right) (\Delta v_k)^2 \, dx + \sum_{k=0}^{\infty} c_k^2 \int_{B} E_1 \left( \frac{|x|}{R} \right) \frac{v_k^2}{|x|^4} \, dx \\
- \sum_{k=0}^{\infty} 2c_k \int_{B} E_1 \left( \frac{|x|}{R} \right) \frac{\Delta v_k v_k}{|x|^2} \, dx.
\]

By integration by parts, we have

\[
\int_{B} E_1 \left( \frac{|x|}{R} \right) \frac{\Delta v_k v_k}{|x|^2} \, dx = \frac{1}{2} \int_{B} \Delta(u_k^2) \frac{E_1(|x|/R)}{|x|^2} \, dx - \int_{B} E_1 \left( \frac{|x|}{R} \right) \frac{|\nabla v_k|^2}{|x|^2} \, dx \\
= \int_{B} \frac{v_k^2}{|x|^4} \, dx - \int_{B} E_1 \left( \frac{|x|}{R} \right) \frac{|\nabla v_k|^2}{|x|^2} \, dx.
\]
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\[
\int_\Omega E_1 \left( \left| \frac{x}{R} \right| \right) (\Delta v)^2 \, dx = \sum_{k=0}^{\infty} \int_B E_1 \left( \left| \frac{x}{R} \right| \right) (\Delta v_k)^2 \, dx + \sum_{k=0}^{\infty} c_k^2 \int_B E_1 \left( \left| \frac{x}{R} \right| \right) v_k^2 \, dx \\
- \sum_{k=0}^{\infty} 2c_k \int_B \frac{v_k^2}{|x|^4} \, dx + \sum_{k=0}^{\infty} 2c_k \int_B E_1 \left( \left| \frac{x}{R} \right| \right) |\nabla v_k|^2 \, dx \\
\leq \sum_{k=0}^{\infty} \int_B E_1 \left( \left| \frac{x}{R} \right| \right) (\Delta v_k)^2 \, dx + \sum_{k=0}^{\infty} c_k^2 \int_B E_1 \left( \left| \frac{x}{R} \right| \right) v_k^2 \, dx \\
+ \sum_{k=0}^{\infty} 2c_k \int_B E_1 \left( \left| \frac{x}{R} \right| \right) |\nabla v_k|^2 \, dx. 
\]  

(2.17)

It can be easily shown by integration by parts that

\[
\int_B \frac{|\nabla u_k|^2}{|x|^2} \, dx = \frac{1}{4} \int_B \frac{v_k^2}{|x|^4 E_1 \left( \frac{|x|}{R} \right)} \, dx + \int_B E_1 \left( \left| \frac{x}{R} \right| \right) \frac{|\nabla v_k|^2}{|x|^2} \, dx.
\]  

(2.18)

Indeed, we have

\[
\nabla u_k(x) = -\frac{1}{2} E_1^{-\frac{1}{2}} \left( |x|/R \right) \frac{x}{|x|^2} \tilde{u}_k(x) + E_1^{\frac{1}{2}} \left( |x|/R \right) \nabla v_k(x).
\]

Hence, integrating the expansion of \( \frac{|\nabla u_k|^2}{|x|^2} \) and using integration by parts, we get the equality (2.18).

Inserting (2.18) into (2.16), we get

\[
\int_\Omega (\Delta u)^2 \, dx - \int_\Omega \frac{u^2}{|x|^4 E_1 \left( \frac{|x|}{R} \right)} \, dx = \sum_{k=0}^{\infty} \left( \int_B (\Delta u_k)^2 \, dx - \int_{B_{R_1}} \frac{u_k^2}{|x|^4 E_1 \left( \frac{|x|}{R} \right)} \, dx \right) \\
+ 2 \sum_{k=0}^{\infty} c_k \int_{B_{R_1}} E_1 \left( \left| \frac{x}{R} \right| \right) \frac{|\nabla v_k|^2}{|x|^2} \, dx + \frac{1}{2} \sum_{k=0}^{\infty} c_k \int_B E_1 \left( \left| \frac{x}{R} \right| \right) \frac{v_k^2}{|x|^4} \, dx \\
+ \sum_{k=0}^{\infty} c_k^2 \int_{B_{R_1}} E_1 \left( \left| \frac{x}{R} \right| \right) \frac{v_k^2}{|x|^4} \, dx.
\]
Applying the inequality (2.11) for radial functions, we obtain

\[
\int_{\Omega} (\Delta u)^2 \, dx - \int_{\Omega} \frac{u^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx \geq \frac{2}{3} \sum_{k=0}^{\infty} \int_{B} E_1 \left( \frac{|x|}{R} \right) (\Delta v_k)^2 \, dx + 2 \sum_{k=0}^{\infty} c_k \int_{B_{R_1}} E_1 \left( \frac{|x|}{R} \right) \frac{|
abla v_k|^2}{|x|^2} \, dx + \sum_{k=0}^{\infty} c_k^2 \int_{B_{R_1}} E_1 \left( \frac{|x|}{R} \right) \frac{v_k^2}{|x|^4} \, dx.
\]  

(2.19)

Comparing (2.17) and (2.19), we obtain the desired inequality (2.1).

We also need the following result.

**Proposition 2.2.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^4 \) containing the origin. Suppose \( u \in C_0^\infty (\Omega \setminus \{0\}) \) and \( R \geq R_\Omega \), denote \( v(x) = E_{1/2}^{-1} \left( \frac{|x|}{R} \right) u(x) \). Then we have

\[
\int_{\Omega} (\Delta u)^2 \, dx - \int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx \geq 3 \int_{\Omega} E_1 \left( \frac{|x|}{R} \right) \frac{|
abla v|^2}{|x|^2} \, dx.
\]  

(2.20)

**Proof.** By scaling argument, we can assume that \( \Omega \subset B \) and \( R_\Omega = 1 \).

We first show that

\[
\int_{B} (\Delta w)^2 \, dx \geq 4 \int_{B} \frac{|
abla w|^2}{|x|^2} \, dx,
\]  

(2.21)

for any radial function \( w \in C_0^\infty (B \setminus \{0\}) \). Indeed, we have

\[
\int_{B} (\Delta w)^2 \, dx = 2\pi^2 \int_{0}^{\infty} \left( w''(r) + 3 \frac{r}{|r|} w'(r) \right) r^3 \, dr = 2\pi^2 \int_{0}^{\infty} (w''(r))^2 r^3 \, dr + 6\pi^2 \int_{0}^{\infty} (w'(r))^2 r^2 \, dr + 18\pi^2 \int_{0}^{\infty} (w(r))^2 r \, dr,
\]

here by abusing the notation, we write \( w(x) = w(r) \) with \( r = |x| \). Applying the Hardy inequality for the first term, and using the integration by parts for the second term in the right hand side of the previous equality, we obtain (2.21).

We next show that

\[
\int_{B} (\Delta w)^2 \, dx - \int_{B} \frac{|w|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \, dx \geq 4 \int_{B} E_1 \left( \frac{|x|}{R} \right) \frac{|
abla \tilde{w}(x)|^2}{|x|^2} \, dx,
\]  

(2.22)

for any radial function \( w \in C_0^\infty (B \setminus \{0\}) \), with \( \tilde{w}(x) = E_{1/2}^{-1}(|x|/R) w(x) \). Indeed, (2.22) follows from (2.21) and (2.18) applied to \( w \) instead of \( u_k \).
In general, for any function \( u \in C_0^\infty(\Omega \setminus \{0\}) \) we can decompose it as (2.12). Let \( v_k(x) = E_1^{1/2}(|x|/R)u_k(x) \), then we have

\[
v(x) = \sum_{k=0}^{\infty} v_k(r)\phi_k(\eta), \quad \text{with} \quad v_k(x) = E_1^{1/2}(|x|/R)u_k(x).
\]

and

\[
\int_\Omega E_1\left(\frac{|x|}{R}\right) \frac{|\nabla v_k|^2}{|x|^2} \, dx = \sum_{k=0}^{\infty} \int_B E_1\left(\frac{|x|}{R}\right) \frac{|\nabla v_k|^2}{|x|^2} \, dx + \sum_{k=0}^{\infty} c_k \int_{B_R_\Omega} E_1\left(\frac{|x|}{R}\right) \frac{|\nabla v_k|^2}{|x|^2} \, dx
\]

\[
= \sum_{k=0}^{\infty} \int_{B_{R_\Omega}} E_1\left(\frac{|x|}{R}\right) \frac{|\nabla v_k|^2}{|x|^2} \, dx + \sum_{k=0}^{\infty} c_k \int_{B_{R_\Omega}} \frac{u_k^2}{|x|^4} \, dx.
\]  \tag{2.23}

It follows from (2.16), (2.22), (2.18) and (2.23) that

\[
\int_\Omega (\Delta u)^2 \, dx - \int_\Omega \frac{u^2}{|x|^4 E_1^2\left(\frac{|x|}{R}\right)} \, dx \geq \sum_{k=0}^{\infty} (4 + 2c_k) \int_B E_1\left(\frac{|x|}{R}\right) \frac{|\nabla v_k|^2}{|x|^2} \, dx + \sum_{k=0}^{\infty} c_k \int_{B_{R_\Omega}} \frac{u_k^2}{|x|^4} \, dx
\]

\[
\geq 3 \sum_{k=0}^{\infty} \left( \int_{B_{R_\Omega}} E_1\left(\frac{|x|}{R}\right) \frac{|\nabla v_k|^2}{|x|^2} \, dx + c_k \int_{B_{R_\Omega}} \frac{u_k^2}{|x|^4} \, dx \right)
\]

\[
= 3 \int_\Omega E_1\left(\frac{|x|}{R}\right) \frac{|\nabla v|^2}{|x|^2} \, dx,
\]

here we use \( c_0 = 0, c_1 = 3 \) and \( c_k \geq 8 \) for \( k \geq 2 \). The proof is completed. \( \square \)

The next proposition gives us a critical Rellich inequality in dimension four with the remainder term. We also show that the remainder term is sharp. This is an extension of Theorem B and Proposition 3.2 in [9] to the case of Laplacian operator.

**Proposition 2.3.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^4 \) containing the origin. Then for any \( R \geq R_\Omega \) and all function \( u \in C_0^\infty(\Omega \setminus \{0\}) \), there holds

\[
\int_\Omega (\Delta u)^2 \, dx - \int_\Omega \frac{|u|^2}{|x|^4 E_1^2\left(\frac{|x|}{R}\right)} \, dx \geq \int_\Omega \frac{|u|^2}{|x|^4 E_1^2\left(\frac{|x|}{R}\right)} E_2^\gamma\left(\frac{|x|}{R}\right) \, dx.
\]  \tag{2.24}

Furthermore, if there exists a positive constant \( D > 0 \) for which the following inequality holds true

\[
\int_\Omega (\Delta u)^2 \, dx - \int_\Omega \frac{|u|^2}{|x|^4 E_1^2\left(\frac{|x|}{R}\right)} \, dx \geq D \int_\Omega \frac{|u|^2}{|x|^4 E_1^2\left(\frac{|x|}{R}\right)} E_2^\gamma\left(\frac{|x|}{R}\right) \, dx
\]  \tag{2.25}

for all \( u \in C_0^\infty(\Omega \setminus \{0\}) \) and for some \( \gamma \in \mathbb{R} \), then
\( \gamma \geq 2 \),

• and if \( \gamma = 2 \) then \( D \leq 1 \).

Therefore, 1 is the best constant in the right hand side of (2.24).

Proof. By rescaling argument, we can assume that \( R_\Omega = 1 \), and consider \( R \geq 1 \).

We first prove (2.24). Using again the decomposition (2.12) and the formulas (2.14) and (2.15), we have

\[
\int_\Omega (\Delta u)^2 dx = \sum_{k=0}^\infty \left( \int_B (\Delta u_k)^2 dx + 2c_k \int_B \frac{\nabla u_k^2}{|x|^2} dx + c_k^2 \int_B \frac{u_k^2}{|x|^2} dx \right).
\]

Since \( \int_{S^3} \phi_k(\eta)\phi_l(\eta) d\eta = \delta_{kl} \), we then have

\[
\int_\Omega |u|^2 \frac{1}{|x|^4 E_1(x)} \frac{1}{E_2} dx = \sum_{k=0}^\infty \int_B |u_k|^2 \frac{1}{|x|^4 E_1(x)} \frac{1}{E_2} dx,
\]

and

\[
\int_\Omega \frac{|u|^2}{|x|^4 E_1(x)} E_2 \frac{1}{E_2(x)} dx = \sum_{k=0}^\infty \int_B \frac{|u_k|^2}{|x|^4 E_1(x)} E_2 \frac{1}{E_2(x)} dx.
\]

So, it is enough to show that

\[
\int_B (\Delta u_k)^2 dx - \int_B \frac{1}{|x|^4 E_1(x)} \frac{1}{E_2} dx \geq \int_B \frac{1}{|x|^4 E_1(x)} E_2 \frac{1}{E_2(x)} dx. \tag{2.26}
\]

Note that \( u_k \) is radial function, then the following Rellich type inequality holds

\[
\int_B (\Delta u_k)^2 dx \geq 4 \int_\Omega \frac{|\nabla u_k|^2}{|x|^2} dx. \tag{2.27}
\]

Following the proof of Theorem B in [9], let us define the vector field

\[
T(x) = \frac{1}{2} \frac{x}{|x|^4 E_1^{-1} \left( \frac{|x|}{R} \right) \left( 1 + E_2^{-1} \left( \frac{|x|}{R} \right) \right)}.
\]

It is easy to check that

\[
E_1'(t) = -\frac{1}{t}, \quad \text{and} \quad E_2'(t) = -\frac{1}{t E_1(t)}. \tag{2.28}
\]

By the direct computations, we have

\[
\text{div}(T)(x) = \frac{1}{2} \frac{1}{|x|^4 E_1(x)} \frac{1}{E_2(x)} \left( 1 + E_2^{-1} \left( \frac{|x|}{R} \right) + E_2^{-2} \left( \frac{|x|}{R} \right) \right).
\]
Using the simple inequality \((1 + t)^n \leq 1 + \alpha t + \frac{\alpha(\alpha - 1)}{2} t^2\) for \(t \geq 0\) and \(\alpha \in (1, 2]\), we get
\[
\|x|T(x)\|^2 = \frac{1}{4} \frac{1}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \left( 1 + 2E_2^{-1} \left( \frac{|x|}{R} \right) + E_2^{-2} \left( \frac{|x|}{R} \right) \right).
\]

So, we have
\[
\text{div}(T)(x) - \|x|T(x)\|^2 = \frac{1}{4} \frac{1}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \left( 1 + E_2^{-2} \left( \frac{|x|}{R} \right) \right).
\]

Consequently, it holds
\[
\frac{1}{4} \int_B \frac{|u_k|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} dx + \frac{1}{4} \int_B \frac{|u_k|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right)} \frac{E_2^2 \left( \frac{|x|}{R} \right)}{E_2^2 \left( \frac{|x|}{R} \right)} dx \\
\leq \int_\Omega |u_k|^2 \text{div}(T)(x) dx - \int_\Omega |u_k|^2 \|x|T(x)\|^2 dx. \tag{2.29}
\]

By integration by parts, we have
\[
\int_B |u_k|^2 \text{div}(T)(x) dx = -2 \int_B u_k \langle \nabla u_k, T \rangle dx.
\]

Using Hölder inequality, we obtain
\[
\left| \int_B |u_k|^2 \text{div}(T)(x) dx \right| \leq 2 \int_B |u_k|^2 |x| \|T(x)\| \left| \frac{\nabla u(x)}{|x|} \right| dx \\
\leq \int_B \left| \frac{\nabla u_k(x)}{|x|^2} \right|^2 dx + \int_B |u_k|^2 \|x|T(x)\|^2 dx. \tag{2.30}
\]

Combining (2.27), (2.29) and (2.30) together, we obtain (2.26). This finishes the proof of (2.24).

We next prove the second statement. Given \(\alpha_1, \alpha_2 > 0\), we define
\[
w(x) = E_1^{\frac{\alpha_1}{2}} \left( \frac{|x|}{R} \right) E_2^{\frac{1-\alpha_2}{2}} \left( \frac{|x|}{R} \right).
\]

Suppose that \(B_\delta \subset \Omega\) for some \(\delta > 0\). Let \(\varphi\) be a cut-off function in \(B\), i.e., \(\varphi \in C_0^\infty(B)\) is radial function, \(0 \leq \varphi \leq 1\) and \(\varphi \equiv 1\) in \(B_{1/2}\). For \(a > 0\) denote \(\varphi_a(x) = \varphi(x/a)\). We define \(u(x) = \varphi_\delta(x) w(x), u_\alpha(x) = |x|^\alpha u(x), \alpha > 0\) and \(u_{\alpha, \epsilon}(x) = u_\alpha(x)(1 - \varphi_\epsilon(x))\) for \(\epsilon < \frac{\delta}{2}\). Notice that \(u_{\alpha, \epsilon} \in C_0^\infty(\Omega \setminus \{0\})\) and its support is contained in \(B_\delta \setminus B_\epsilon\).

We have
\[
\nabla E_1 \left( \frac{|x|}{R} \right) = -\frac{x}{|x|^2}, \quad \Delta E_1 \left( \frac{|x|}{R} \right) = -\frac{2}{|x|^2}, \quad \nabla E_2 \left( \frac{|x|}{R} \right) = -\frac{1}{E_1 \left( \frac{|x|}{R} \right)} x.
\]
\[ \Delta E_2 \left( \frac{|x|}{R} \right) = - \frac{1}{E_1^2 \left( \frac{|x|}{R} \right)} |x|^2 - \frac{2}{E_1 \left( \frac{|x|}{R} \right)} |x|^2. \]

Hence, for \( x \neq 0 \) we have
\[
\Delta w(x) = -(1 - \alpha_1) \left( 1 + \frac{1 + \alpha_1}{4} E_1^{-1} \left( \frac{|x|}{R} \right) \right) E_1^{-1 + \alpha_1} \left( \frac{|x|}{R} \right) \frac{1 - \alpha_2}{2 E_1 \left( \frac{|x|}{R} \right)} E_1^{-\alpha_2} \left( \frac{|x|}{R} \right) |x|^{-2} \\
- (1 - \alpha_2) \left( 1 + \frac{1}{2E_1 \left( \frac{|x|}{R} \right)} \right) + \frac{1 + \alpha_2}{4} \frac{1}{E_1 \left( \frac{|x|}{R} \right) E_2 \left( \frac{|x|}{R} \right)} \right) \times E_2^{-1 + \alpha_2} \left( \frac{|x|}{R} \right) E_1^{-\alpha_2} \left( \frac{|x|}{R} \right) |x|^{-2} \\
- \frac{(1 - \alpha_1)(1 - \alpha_2)}{4} E_1^{-1 - \alpha_1} \left( \frac{|x|}{R} \right) E_2^{-\alpha_2} \left( \frac{|x|}{R} \right) |x|^{-2}.
\]

Moreover, using the polar coordinate and making the change of variable \( t = \ln E_1(r/R) \), we have
\[
\int_B \left( E_1^{-\frac{1+\alpha_1}{2}} \left( \frac{|x|}{R} \right) E_2^{-\frac{1+\alpha_2}{2}} \left( \frac{|x|}{R} \right) \right)^2 \ |x|^{-2} \ dx = 2\pi^2 \int_0^1 E_1^{-1-\alpha_1}(r/R)E_2^{-1+\alpha_2}(r/R)r^{-1} \ dr \\
= 2\pi^2 \int_{\ln(E_1(1/R))}^{\infty} e^{-\alpha_1 t}(1 + t)^{-1+\alpha_2} \ dt < \infty
\]
since \( \alpha_1 > 0 \). Similarly, it holds
\[
\int_B \left( E_1^{-1-\alpha_1} \left( \frac{|x|}{R} \right) E_2^{-\alpha_2} \left( \frac{|x|}{R} \right) \right)^2 \ |x|^{-2} \ dx < \infty.
\]

Using \( E_1, E_2 \geq 1 \), it is easy to check that \( \int_{B \setminus \{0\}} (\Delta w)^2 \ dx < \infty \). Consequently, we have
\[
\int_{\Omega \setminus \{0\}} (\Delta u)^2 \ dx < \infty. \tag{2.32}
\]

Note that \( u_\alpha - u = (|x|^\alpha - 1)u \) and hence
\[
\Delta(u_\alpha - u) = (|x|^\alpha - 1)\Delta u + 2\alpha |x|^\alpha -2 \langle x, \nabla u \rangle + \alpha(n + \alpha - 2) |x|^\alpha -2 u.
\]

By (2.32) and the Lebesgue’s dominated convergence theorem, we have
\[
\lim_{\alpha \to 0} \int_{\Omega \setminus \{0\}} (|x|^\alpha - 1)^2 (\Delta u)^2 \ dx = 0. \tag{2.33}
\]
Since $0 \leq \varphi \leq 1$, $E_2 \geq 1$ and $E_2 \leq C_{\alpha_1} E_1^{\frac{\alpha_1}{2\alpha}}$ for some constant $C_{\alpha_1} > 0$, then it holds
\[
\int_{\Omega \setminus \{0\}} |x|^{2\alpha-4} u^2 dx \leq C_{\alpha_1} \int_{B\setminus \{0\}} |x|^{2\alpha-4} E_1^{1-\frac{\alpha_1}{2\alpha}} \left( \frac{|x|}{R} \right) dx.
\]
Using polar coordinate and integration by parts, we get
\[
\int_{\Omega \setminus \{0\}} |x|^{2\alpha-4} u^2 dx \leq C_{\alpha_1} 2\pi \int_0^1 r^{2\alpha-1} E_1^{1-\frac{\alpha_1}{2\alpha}} (r/R) dr
\]
\[
= \frac{C_{\alpha_1}}{2\alpha} E_1^{1-\frac{\alpha_1}{2\alpha}} (1/R) + \frac{(1 - \frac{\alpha_1}{2})C_{\alpha_1}}{2\alpha} \int_0^1 r^{2\alpha-1} E_1^{1-\frac{\alpha_1}{2\alpha}} (r/R) dr.
\]
Since $E_1 \geq 1$ and $E_1$ is decreasing on $(0,1)$, for any $a \in (0,1)$, we have
\[
\int_0^1 r^{2\alpha-1} E_1^{1-\frac{\alpha_1}{2\alpha}} (r/R) dr \leq \int_a^1 r^{2\alpha-1} dr + \int_0^a r^{2\alpha-1} dr E_1^{1-\frac{\alpha_1}{2\alpha}} (a/R)
\]
\[
= \frac{1 - a^{2\alpha}}{2\alpha} + \frac{a^{2\alpha}}{2\alpha} E_1^{1-\frac{\alpha_1}{2\alpha}} (a/R).
\]
So, we now have
\[
\int_{\Omega \setminus \{0\}} |x|^{2\alpha-4} u^2 dx \leq \frac{C_{\alpha_1}}{2\alpha} E_1^{1-\frac{\alpha_1}{2\alpha}} (1/R) + \frac{(1 - \frac{\alpha_1}{2})C_{\alpha_1}}{4\alpha^2} (1 - 2\alpha) + \frac{(1 - \frac{\alpha_1}{2})C_{\alpha_1} a^{2\alpha}}{4\alpha^2} E_1^{1-\frac{\alpha_1}{2\alpha}} (a/R),
\]
for any $a \in (0,1)$. Multiplying both sides by $\alpha^2$ and then letting $\alpha \to 0$, we get
\[
\lim_{\alpha \to 0} \alpha^2 \int_{\Omega \setminus \{0\}} |x|^{2\alpha-4} u^2 dx \leq \frac{(1 - \frac{\alpha_1}{2})C_{\alpha_1} a^{2\alpha}}{4} E_1^{1-\frac{\alpha_1}{2\alpha}} (a/R).
\]
Letting $a \to 0$, we obtain
\[
\lim_{\alpha \to 0} \alpha^2 (\alpha(n + \alpha - 2))^2 \int_{\Omega \setminus \{0\}} |x|^{2\alpha-4} u^2 dx = 0. \quad (2.34)
\]
Since
\[
\nabla u = w \nabla \varphi_\delta - \varphi_\delta E_1^{\frac{1+\alpha_1}{2}} \left( \frac{|x|}{R} \right) E_2^{\frac{1+\alpha_2}{2}} \left( \frac{|x|}{R} \right) \frac{x}{|x|^2} \left( \frac{1 - \alpha_1}{2} + \frac{1 - \alpha_2}{2E_2 \left( \frac{|x|}{R} \right)} \right),
\]
and the support of $\nabla \varphi_\delta$ is contained in $B_\delta \setminus B_{\delta/2}$, hence it is easy to prove that
\[
\lim_{\alpha \to 0} \alpha^2 \int_{\Omega \setminus \{0\}} (|x|^{\alpha-2} (x, \nabla \varphi_\delta) w)^2 dx = 0. \quad (2.35)
\]
In other hand
\[
\int_{\Omega \setminus \{0\}} \left| x \right|^{\alpha_2} \langle x, \varphi_\delta E_1^{2/3} \left( \left| x \right| / R \right) \right| \frac{x}{\left| x \right|^2} \left( \frac{1 - \alpha_1}{2} + \frac{1 - \alpha_2}{2E_2} \left( \frac{x}{R} \right) \right) dx
\]

\[
\leq \left( \frac{2 - \alpha_1 - \alpha_2}{2} \right)^2 C_{\alpha_1} \int_{B \setminus \{0\}} |x|^{-4} E_1^{-1-\frac{\alpha_1}{2}} \left( \frac{|x|}{R} \right) dx
\]

\[
= \left( \frac{2 - \alpha_1 - \alpha_2}{2} \right)^2 C_{\alpha_1} 2\pi^2 \int_0^1 r^{-1} E_1^{-1-\frac{\alpha_1}{2}} (r/R) dr
\]

\[
= \left( \frac{2 - \alpha_1 - \alpha_2}{2} \right)^2 C_{\alpha_1} 2\pi^2 \int_{\ln E_1(1/R)}^\infty e^{-\frac{2}{\alpha_1} t} dt,
\]

here we use \( E_2 \geq 1, \alpha_1, \alpha_2 > 0 \) small enough and the change of variable \( t = \ln E_1(r/R) \).

Consequently, we have
\[
\lim_{\alpha \to 0} \alpha^2 \int_{B \setminus \{0\}} \left| x \right|^{\alpha_2} \langle x, \varphi_\delta E_1^{2/3} \left( \left| x \right| / R \right) \right| \frac{x}{\left| x \right|^2} \left( \frac{1 - \alpha_1}{2} + \frac{1 - \alpha_2}{2E_2} \left( \frac{x}{R} \right) \right) dx
\]

\[
= 0.
\]

Combining (2.35) and (2.36) together, we get
\[
\lim_{\alpha \to 0} \int_{\Omega \setminus \{0\}} (2\alpha |x|^{\alpha_2} \langle x, \nabla u \rangle)^2 dx = 0. \quad (2.37)
\]

It follows from (2.33), (2.34) and (2.37) that \( \int_{B \setminus \{0\}} (\Delta (u_\alpha - u))^2 dx \to 0 \) as \( \alpha \to 0 \).

In particular, we get
\[
\lim_{\alpha \to 0} \int_{\Omega \setminus \{0\}} (\Delta u_\alpha)^2 dx = \int_{B \setminus \{0\}} (\Delta u)^2 dx. \quad (2.38)
\]

Since
\[
\int_{\Omega} \frac{u^2}{\left| x \right|^4 E^2_1(|x|/R)} dx = \int_{B_\delta} \left| x \right|^{-4} \varphi_\delta^2 E_1^{-1-\alpha_1} \left( \left| x \right| / R \right) E_2^{-1-\alpha_2} \left( \frac{\left| x \right|}{R} \right) dx
\]

\[
\leq C_{\alpha_1} 2\pi^2 \int_0^\delta r^{-1} E_1^{-1-\frac{\alpha_1}{2}} (r/R) dr
\]

\[
= C_{\alpha_1} 2\pi^2 \int_{\ln E_1(\delta/R)} \infty e^{-\frac{2}{\alpha_1} t} dt
\]

\[
< \infty,
\]

then by Lebesgue’s dominated convergence theorem, we have
\[
\lim_{\alpha \to 0} \int_{\Omega} \frac{u^2_{\alpha}}{\left| x \right|^4 E^2_1(|x|/R)} dx = \int_{\Omega} \frac{u^2}{\left| x \right|^4 E^2_1(|x|/R)} dx, \quad (2.39)
\]
and
\[
\lim_{\alpha \to 0} \int_{\Omega} \frac{u_\alpha^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} \, dx = \int_{\Omega} \frac{u^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} \, dx.
\] (2.40)

Note that \(u_{\alpha, \varepsilon} \in C_0^\infty(\Omega \setminus \{0\})\) and
\[
\Delta(u_{\alpha, \varepsilon} - u_\alpha) = -\varphi_\varepsilon \Delta u_\alpha - 2(\nabla \varphi_\varepsilon, \nabla u_\alpha) + u_\alpha \Delta \varphi_\varepsilon.
\]

The Lebesgue’s dominated convergence theorem implies
\[
\lim_{\varepsilon \to 0} \int_{\Omega} \varphi_\varepsilon^2 (\Delta u_\alpha)^2 \, dx = 0.
\] (2.41)

Since \(\Delta \varphi_\varepsilon(x) = \varepsilon^{-2}(\Delta \varphi)(x/\varepsilon)\), we then have
\[
\int_{\Omega} u_\alpha^2 (\Delta \varphi_\varepsilon)^2 \, dx \leq \left( \sup \Delta \varphi \right)^2 \varepsilon^{-4} \int_{B \setminus B_{1/2}} u_\alpha^2 \, dx
\]
\[
\leq \left( \sup \Delta \varphi \right)^2 \frac{2 \pi^2}{4 + 2 \alpha} \varepsilon^{2 \alpha} E_1^{1-\alpha_1} \left( \frac{\varepsilon}{2R} \right) E_2^{1-\alpha_2} \left( \frac{\varepsilon}{2R} \right).
\]

Therefore, it holds
\[
\lim_{\varepsilon \to 0} \int_{\Omega} u_\alpha^2 (\Delta \varphi_\varepsilon)^2 \, dx = 0.
\] (2.42)

By direct computations, we get
\[
\nabla u_\alpha = \varphi_\delta |x|^{\alpha-1} E_1^{1-\alpha_1} \left( \frac{|x|}{R} \right) E_2^{1-\alpha_2} \left( \frac{|x|}{R} \right) \frac{x}{|x|} \left( \alpha - \frac{1 - \alpha_1}{2 E_1 \left( \frac{|x|}{R} \right)} - \frac{1 - \alpha_2}{2 E_1 \left( \frac{|x|}{R} \right) E_2 \left( \frac{|x|}{R} \right)} \right)
\]
\[
+ |x|^{\alpha} w \nabla \varphi_\delta.
\]

For \(\varepsilon > 0\) small enough, we have \(\langle \nabla \varphi_\varepsilon, \nabla \varphi_\delta \rangle = 0\). Since \(E_1, E_2 \geq 1\), then
\[
|\langle \nabla \varphi_\varepsilon, \nabla u_\alpha \rangle| \leq \frac{(2 + 2 \alpha - \alpha_1 - \alpha_2)}{2 \varepsilon} \sup |\nabla \varphi| |x|^{\alpha-1} E_1^{1-\alpha_1} \left( \frac{\varepsilon}{2R} \right) E_2^{1-\alpha_2} \left( \frac{\varepsilon}{2R} \right) \chi_{B \setminus B_{1/2}}(x).
\]

Thus, we have
\[
\int_{\Omega} |\langle \nabla \varphi_\varepsilon, \nabla u_\alpha \rangle|^2 \, dx
\]
\[
\leq \frac{(2 + 2 \alpha - \alpha_1 - \alpha_2)}{4 \varepsilon^2} \sup |\nabla \varphi|^2 E_1^{1-\alpha_1} \left( \frac{\varepsilon}{2R} \right) E_2^{1-\alpha_2} \left( \frac{\varepsilon}{2R} \right) \int_{B} |x|^{2 \alpha - 2} \, dx
\]
\[
= \frac{(2 + 2 \alpha - \alpha_1 - \alpha_2)}{4(2 + 2 \alpha)} \sup |\nabla \varphi|^2 \varepsilon^{2 \alpha} E_1^{1-\alpha_1} \left( \frac{\varepsilon}{2R} \right) E_2^{1-\alpha_2} \left( \frac{\varepsilon}{2R} \right)
\]
which then implies
\[
\lim_{\varepsilon \to 0} \int_{\Omega} |\langle \nabla \varphi_\varepsilon, \nabla u_\alpha \rangle|^2 \, dx = 0.
\] (2.43)
Combining (2.41), (2.42) and (2.43) together yields \( \int_{\Omega}(\Delta(u_{\alpha,\epsilon} - u_{\alpha}))^2 dx \to 0 \) as \( \epsilon \to 0 \). In particular, we have
\[
\lim_{\epsilon \to 0} \int_{\Omega}(\Delta u_{\alpha,\epsilon})^2 dx = \int_{\Omega,\{0\}}(\Delta u_{\alpha})^2 dx. \tag{2.44}
\]

By the Lebesgue’s dominated convergence theorem, we have
\[
\lim_{\epsilon \to 0} \int_{\Omega} \frac{u_{\alpha,\epsilon}^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} dx = \int_{\Omega} \frac{u_{\alpha}^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} dx, \tag{2.45}
\]
and
\[
\lim_{\epsilon \to 0} \int_{\Omega} \frac{u_{\alpha,\epsilon}^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} dx = \int_{\Omega} \frac{u_{\alpha}^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} dx. \tag{2.46}
\]

Now, suppose that the inequality (2.25) holds in \( C^\infty_0(\Omega \setminus \{0\}) \) for some \( D > 0 \) and \( \gamma \in \mathbb{R} \). Applying the inequality (2.25) for the function \( u_{\alpha,\epsilon} \), and letting \( \epsilon \to 0 \) and then \( \alpha \to 0 \) and using the limits (2.44), (2.45), (2.46), (2.38), (2.39) and (2.40), we obtain
\[
\int_{\Omega,\{0\}} (\Delta u)^2 dx - \int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} dx \geq B \int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2(|x|/R) E_2^2(|x|/R)} dx, \tag{2.47}
\]
with \( u(x) = \varphi_\delta(x)w(x) \). Since
\[
\Delta u = \varphi_\delta \Delta w + 2(\nabla \varphi_\delta, \nabla w) + w \Delta \varphi_\delta,
\]
and the supports of \( \nabla \varphi_\delta \) and \( \Delta \varphi_\delta \) are contained in \( B_\delta \setminus B_{\delta/2} \), then we have
\[
\int_{\Omega,\{0\}} (\Delta u)^2 dx = \int_{\Omega,\{0\}} \varphi_\delta^2(\Delta w)^2 dx + O(1), \tag{2.48}
\]
where \( O(1) \) denotes the quantity which is uniformly bounded when \( \alpha_1, \alpha_2 \to 0 \). Furthermore, from (2.31) we have
\[
(\Delta w)^2 \leq (1 - \alpha_1)^2 E_1^{-1-\alpha_1} \left( \frac{|x|}{R} \right) E_2^{1-\alpha_2} \left( \frac{|x|}{R} \right) |x|^{-4}
+ (1 - \alpha_2)^2 E_1^{1-\alpha_1} \left( \frac{|x|}{R} \right) E_2^{-1-\alpha_2} \left( \frac{|x|}{R} \right) |x|^{-4}
+ 2(1 - \alpha_1)(1 - \alpha_2)E_1^{-1-\alpha_1} \left( \frac{|x|}{R} \right) E_2^{-\alpha_2} \left( \frac{|x|}{R} \right) |x|^{-4}
+ CE_1^{-\frac{4}{3}} \left( \frac{|x|}{R} \right) E_2 \left( \frac{|x|}{R} \right) |x|^{-4},
\]
with the positive constant $C > 0$ independent of $\alpha_1$ and $\alpha_2$ (when they tend to 0). Integrating both sides on $\Omega \setminus \{0\}$ and using the definition of $u$, we get

$$
\int_{\Omega \setminus \{0\}} \varphi^2_\delta (\Delta w)^2 \leq (1 - \alpha_1)^2 \int_{\Omega} \frac{u^2}{|x|^4} d\Omega + (1 - \alpha_2)^2 \int_{\Omega} \frac{u^2}{|x|^4} \frac{E_1^2}{\left(\frac{|x|}{\pi}\right)} d\Omega + 2(1 - \alpha_1)(1 - \alpha_2) \int_{\Omega} \varphi^2_\delta E_1^{1-\alpha_1} \left(\frac{|x|}{R}\right) E_2^\alpha \left(\frac{|x|}{R}\right) |x|^{-4} d\Omega + O(1).
$$

(2.49)

Using the polar coordinate, the change of variable $t = \ln E_1(r/R)$ and integration by parts, we have

$$
\int_{\Omega} \frac{u^2}{|x|^4} d\Omega = \int_{\Omega} \varphi^2_\delta E_1^{1-\alpha_1} \left(\frac{|x|}{R}\right) E_2^{\alpha_2} \left(\frac{|x|}{R}\right) |x|^{-4} d\Omega
= 2\pi^2 \int_0^\delta \varphi^2_\delta (r)^2 E_1^{1-\alpha_1} (r/R) E_2^{\alpha_2} (r/R) r^{-1} dr
= 2\pi^2 \int_{\ln E_1(\delta/R)}^\infty \varphi^2_\delta (Re^{(e-1)}) e^{-\alpha_1 t} (1 + t)^{1-\alpha_2} dt
= \frac{1 - \alpha_2}{\alpha_1} 2\pi^2 \int_{\ln E_1(\delta/R)}^\infty \varphi^2_\delta (Re^{(e-1)}) e^{-\alpha_1 t} (1 + t)^{-\alpha_2} dt + O(1)
= \frac{1 - \alpha_2}{\alpha_1} \int_{\Omega} E_1^{1-\alpha_1} \left(\frac{|x|}{R}\right) E_2^{\alpha_2} \left(\frac{|x|}{R}\right) |x|^{-4} d\Omega + O(1).
$$

Inserting this estimate into (2.49) yields

$$
\int_{\Omega \setminus \{0\}} \varphi^2_\delta (\Delta w)^2 \leq \int_{\Omega} \frac{u^2}{|x|^4} d\Omega + (1 - \alpha_2)^2 \int_{\Omega} \frac{u^2}{|x|^4} \frac{E_1^2}{\left(\frac{|x|}{\pi}\right)} E_2^2 \left(\frac{|x|}{\pi}\right) d\Omega - \alpha_1 (1 - \alpha_2) \int_{\Omega} \varphi^2_\delta E_1^{1-\alpha_1} \left(\frac{|x|}{R}\right) E_2^{\alpha_2} \left(\frac{|x|}{R}\right) |x|^{-4} d\Omega + O(1)
\leq \int_{\Omega} \frac{u^2}{|x|^4} E_1^2 \left(\frac{|x|}{\pi}\right) d\Omega + (1 - \alpha_2)^2 \int_{\Omega} \frac{u^2}{|x|^4} \frac{E_1^2}{\left(\frac{|x|}{\pi}\right)} E_2^2 \left(\frac{|x|}{\pi}\right) d\Omega + O(1).
$$

(2.50)

Inserting (2.48) and (2.50) into (2.47) we obtain

$$
D \int_{\Omega} \frac{|u|^2}{|x|^4} E_1^2 \left(\frac{|x|}{\pi}\right) d\Omega \leq (1 - \alpha_2)^2 \int_{\Omega} \frac{u^2}{|x|^4} \frac{E_1^2}{\left(\frac{|x|}{\pi}\right)} E_2^2 \left(\frac{|x|}{\pi}\right) d\Omega + O(1).
$$

(2.51)
Suppose that $\gamma < 2$. We have
\[
\int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right) E_2^2 \left( \frac{|x|}{R} \right)} \, dx \geq 2\pi^2 \int_0^{\delta/2} r^{-1} E_1^{-1-\alpha_1}(r/R) E_2^{1-\alpha_2-\gamma}(r/R) \, dr
\]
\[
= 2\pi^2 \int_0^{\infty} e^{-\alpha_1 t} (1+t)^{-1-\alpha_2-\gamma} \, dt
\]
here we use $\varphi_\delta = 1$ in $B_{\delta/2}$ and the change of variable $t = \ln E_1(r/R)$. Taking $0 < \alpha_2 < 2-\gamma$ small enough, we then have
\[
\lim_{\alpha_1 \to 0} \int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right) E_2^2 \left( \frac{|x|}{R} \right)} \, dx = \infty,
\]
while
\[
\int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right) E_2^2 \left( \frac{|x|}{R} \right)} \, dx \leq 2\pi^2 \int_0^{\delta} r^{-1} E_1^{-1-\alpha_1}(r/R) E_2^{1-\alpha_2}(r/R) \, dr
\]
\[
= 2\pi^2 \int_0^{\infty} \ln E_1(\delta/R) e^{-\alpha_1 t} (1+t)^{1-\alpha_2} \, dt
\]
which is bounded when $\alpha_1 \to 0$ since $\alpha_2 > 0$. This contradicts to (2.51). Thus, we get $\gamma \geq 2$.

If $\gamma = 2$, then dividing both sides of (2.51) by $\int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right) E_2^2 \left( \frac{|x|}{R} \right)} \, dx$, we get
\[
D \leq (1-\alpha_2)^2 + \frac{O(1)}{\int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right) E_2^2 \left( \frac{|x|}{R} \right)} \, dx}. 
\]
(2.52)

Notice that
\[
\int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right) E_2^2 \left( \frac{|x|}{R} \right)} \, dx \geq 2\pi^2 \int_0^{\delta/2} r^{-1} E_1^{-1-\alpha_1}(r/R) E_2^{1-\alpha_2}(r/R) \, dr
\]
\[
= 2\pi^2 \int_0^{\infty} e^{-\alpha_1 t} (1+t)^{-1-\alpha_2} \, dt.
\]
It is easy to see that
\[
\lim_{\alpha_2 \to 0} \lim_{\alpha_1 \to 0} \int_{\Omega} \frac{|u|^2}{|x|^4 E_1^2 \left( \frac{|x|}{R} \right) E_2^2 \left( \frac{|x|}{R} \right)} \, dx = \infty.
\]

Letting $\alpha_1 \to 0$ and then $\alpha_2 \to 0$, we obtain $D \leq 1$.

The proof is completed. \hfill \Box
3 Estimate of the $L^q$ norm

The following proposition is the main result of this section. It provides an estimate for $L^q$ norm of $E_2^{-1}(|x|/R)u(x)$ which helps us to prove the first part of our main theorem.

**Proposition 3.1.** Let $u \in C_0^\infty(\Omega \setminus \{0\})$, then for any $R \geq R_\Omega$ and $q > 2$ we have the following estimate,

$$
\left( \int_\Omega \left( \frac{u(x)}{E_2(\frac{|x|}{R})} \right)^q dx \right)^{\frac{1}{q}} \leq \frac{1}{4\sqrt{2}\pi} \left( \sqrt{\frac{3}{2}} + \frac{9}{4} + \sqrt{\frac{1}{3}} \right) \left( 1 + \frac{q}{2} \right)^{\frac{3}{2}} |\Omega|^{\frac{1}{4}} (\tilde{l}_4[u, \Omega, R])^{\frac{1}{2}}. \tag{3.1}
$$

**Proof.** We follow the argument in [33, 43]. Define $v(x) = E_1^{-\frac{1}{2}}(\frac{|x|}{R}) u(x)$. Since $u \in C_0^\infty(\Omega \setminus \{0\})$, then so is $\frac{u(x)}{E_2(\frac{|x|}{R})}$. By the formula (1.15) and the definition of $v$, we have

$$
\frac{u(x)}{E_2(\frac{|x|}{R})} = \frac{1}{4\pi^2} \int_\Omega \frac{\Delta \left( \frac{v(x)E_2^\frac{1}{2}(\frac{|x|}{R})}{E_2(\frac{|x|}{R})} \right)}{|x-y|^2} dy
$$

$$
= \frac{1}{4\pi^2} \int_\Omega \frac{\Delta v(y)E_2^\frac{1}{2}(\frac{|y|}{R})}{E_2(\frac{|y|}{R})} |x-y|^2 dy + \frac{1}{4\pi^2} \int_\Omega \frac{\Delta \left( \frac{E_2^\frac{1}{2}(\frac{|y|}{R})}{E_2(\frac{|y|}{R})} \right)}{|x-y|^2} v(y) dy
$$

$$
+ \frac{1}{2\pi^2} \int_\Omega \frac{\langle \nabla v, \nabla \left( \frac{E_2^\frac{1}{2}(\frac{|y|}{R})}{E_2(\frac{|y|}{R})} \right) \rangle}{|x-y|^2} dy.
$$

Since $E_2 \geq 1$, we then have

$$
\left| \frac{u(x)}{E_2(\frac{|x|}{R})} \right| \leq \frac{1}{4\pi^2} \int_\Omega \frac{\Delta v(y)|E_1^\frac{1}{2}(\frac{|y|}{R})|}{|x-y|^2} dy + \frac{1}{4\pi^2} \int_\Omega \frac{\Delta \left( \frac{E_2^\frac{1}{2}(\frac{|y|}{R})}{E_2(\frac{|y|}{R})} \right)}{|x-y|^2} |v(y)| dy
$$

$$
+ \frac{1}{2\pi^2} \int_\Omega \frac{|\nabla v(y)|}{|x-y|^2} \left| \nabla \left( \frac{E_2^\frac{1}{2}(\frac{|y|}{R})}{E_2(\frac{|y|}{R})} \right) \right| dy. \tag{3.2}
$$

Using (2.28), we can readily check that

$$
\left( \frac{E_2^\frac{1}{2}(\frac{|y|}{R})}{E_2} \right)'(t) = -\frac{E_2(t) - 2}{2tE_1^\frac{3}{2}(t)E_2^2(t)}.
$$
Therefore, it holds
\[
\nabla \left( \frac{E_1^\frac{1}{3} \left( \frac{|y|}{R} \right)}{E_2 \left( \frac{|y|}{R} \right)} \right) = -\frac{y}{|y|^2} \frac{E_2 \left( \frac{|y|}{R} \right) - 2}{2E_1^\frac{1}{3} \left( \frac{|y|}{R} \right) E_2^2 \left( \frac{|y|}{R} \right)}.
\]

Using again \(E_2 \geq 1\) and the simple inequality
\[
|t - 2| \leq t, \quad t \geq 1,
\]
we obtain
\[
\left| \nabla \left( \frac{E_1^\frac{1}{3} \left( \frac{|y|}{R} \right)}{E_2 \left( \frac{|y|}{R} \right)} \right) \right| \leq \frac{1}{2|y|E_1^\frac{1}{3} \left( \frac{|y|}{R} \right) E_2 \left( \frac{|y|}{R} \right)}.
\]

Using again (2.28) we have
\[
\left( \frac{E_1^\frac{1}{3}}{E_2} \right)^{\prime\prime}(t) = \frac{1}{2t^2 E_1^\frac{1}{3}(t) E_2^2(t)} + \frac{E_2(t) - 2}{2t^2 E_1^\frac{1}{3}(t) E_2^2(t)} - \frac{E_2(t) - 2}{4t^2 E_1^\frac{1}{3}(t) E_2^2(t)} - \frac{E_2(t) - 2}{t^2 E_1^\frac{1}{3}(t) E_2^3(t)}.
\]

Therefore, it holds
\[
\Delta \left( \frac{E_1^\frac{1}{3} \left( \frac{|y|}{R} \right)}{E_2 \left( \frac{|y|}{R} \right)} \right) = -\frac{E_2 \left( \frac{|y|}{R} \right) - 2 + \frac{E_3 \left( \frac{|y|}{R} \right)}{4E_1 \left( \frac{|y|}{R} \right)} + \frac{E_3 \left( \frac{|y|}{R} \right) - 2}{E_1 \left( \frac{|y|}{R} \right) E_2 \left( \frac{|y|}{R} \right)}}{|y|^2 E_1^\frac{1}{3} \left( \frac{|y|}{R} \right) E_2^2 \left( \frac{|y|}{R} \right)}.
\]

Since \(E_1, E_2 \geq 1\), then
\[
\left| \Delta \left( \frac{E_1^\frac{1}{3} \left( \frac{|y|}{R} \right)}{E_2 \left( \frac{|y|}{R} \right)} \right) \right| \leq \frac{1}{|y|^2 E_1^\frac{1}{3} \left( \frac{|y|}{R} \right) E_2^2 \left( \frac{|y|}{R} \right)} \left( 2 \left( \frac{E_2 \left( \frac{|y|}{R} \right)}{2} - 2 \right) + \frac{E_2 \left( \frac{|y|}{R} \right)}{4} \right).
\]

By (3.3), we have
\[
\left| \Delta \left( \frac{E_1^\frac{1}{3} \left( \frac{|y|}{R} \right)}{E_2 \left( \frac{|y|}{R} \right)} \right) \right| \leq \frac{9}{4|y|^2 E_1^\frac{1}{3} \left( \frac{|y|}{R} \right) E_2 \left( \frac{|y|}{R} \right)}.
\]

Define
\[
K(x) = \int_\Omega \frac{\left| \Delta v(y) \right| E_1^\frac{1}{3} \left( \frac{|y|}{R} \right)}{|x - y|^2} dy,
\]
\[
L(x) = \int_\Omega \frac{\left| \nabla v(y) \right| |\nabla v(y)|}{|y| E_1^\frac{1}{3} \left( \frac{|y|}{R} \right) E_2 \left( \frac{|y|}{R} \right) |x - y|^2} dy.
\]
and

\[ M(x) = \int_{\Omega} \frac{|v(y)|}{|y|^2 E_1^{\frac{1}{2}} \left( \frac{|y|}{R} \right) E_2^{\frac{1}{2}} \left( \frac{|y|}{R} \right)} |x - y|^2 dy. \]

Whence it follows from (3.2), (3.4) and (3.5) that

\[
\left| \frac{u(x)}{E_2^{\left( \frac{|x|}{R} \right)}} \right| \leq \frac{1}{4\pi^2} \left( K(x) + L(x) + \frac{9}{4} M(x) \right),
\]

which implies by triangle inequality

\[
\left( \int_{\Omega} \left| u(x) \right|^{\frac{q}{2}} \frac{1}{E_2^{\left( \frac{|x|}{R} \right)}} dx \right)^{\frac{1}{q}} \leq \frac{1}{4\pi^2} \left( \|K\|_{L^q(\Omega)} + \|L\|_{L^q(\Omega)} + \frac{9}{4} \|M\|_{L^1(\Omega)} \right) \tag{3.6}
\]

Now, let \( q > 2 \) and define \( r \) by \( \frac{1}{q} + \frac{1}{r} = \frac{1}{q} + 1 \) or \( r = 2q/(q + 2) \). Then, clearly \( 1 < r < 2 \).

For \( x \in \Omega \), let us define

\[ h_r(x) = \int_{\Omega} |x - y|^{-2r} dy. \]

Let \( \tilde{R} \) be such that \( |\Omega| = |B_{\tilde{R}}| \). It was proved in [33] (see the proof of Proposition 3.1) that

\[ h_r(x) \leq \frac{2\pi^2 \tilde{R}^{4-2r}}{4 - 2r}, \quad x \in \Omega. \]

Hence we have

\[ \|h_r\|_{L^\infty(\Omega)} \leq \frac{\pi}{2r} \left( 1 + \frac{q}{2} \right)^{\frac{1}{q}} |\Omega|^{\frac{1}{q}}. \tag{3.7} \]

Let us break the integrand of \( K \) as

\[
\frac{|\Delta v(y)| E_1^{\frac{1}{2}} \left( \frac{|y|}{R} \right)}{|x - y|^2} = \left( \frac{|\Delta v(y)|^2 E_1 \left( \frac{|y|}{R} \right)}{|x - y|^{2r}} \right)^{\frac{1}{2}} \left( \frac{|\Delta v(y)|^2 E_1 \left( \frac{|x|}{R} \right)}{|x - y|^{-2}} \right)^{\frac{1}{2} - \frac{1}{q}} |x - y|^{-2(1 - \frac{r}{q})}.\]

Applying Hölder inequality with the exponents \( q, 2 \) and \( 2q/(q - 2) \) and note that \( 1 - r/q = r/2 \), we get

\[
K(x) \leq \left( \int_{\Omega} \frac{|\Delta v(y)|^2 E_1 \left( \frac{|y|}{R} \right)}{|x - y|^{2r}} dy \right)^{\frac{1}{q}} \left( \int_{\Omega} |\Delta v(y)|^2 E_1 \left( \frac{|x|}{R} \right) dy \right)^{\frac{1}{2} - \frac{1}{q}} \|h_r\|_{L^\infty(\Omega)}^{\frac{1}{2}}.
\]
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Integrating $K(x)^q$ and using Fubini theorem, we obtain
\[
\|K\|_{L^q(\Omega)} \leq \left( \int_\Omega \int_\Omega \frac{|\Delta v(y)|^2 E_1 \left( \left| \frac{y}{R} \right| \right)}{|x - y|^{2r}} dy dx \right)^{\frac{1}{q}} \left( \int_\Omega |\Delta v(y)|^2 E_1 \left( \left| \frac{x}{R} \right| \right) dy \right)^{\frac{1}{2} - \frac{1}{q}} \|h_r\|_{L^\infty(\Omega)}^{\frac{1}{2}}.
\]

Now, we use Proposition 2.1 to get
\[
\|K\|_{L^q(\Omega)} \leq \sqrt{\frac{3}{2}} \|h_r\|_{L^\infty(\Omega)}^{\frac{1}{2}} (\tilde{I}_4[u, \Omega, R])^{\frac{1}{2}}. \quad (3.8)
\]

Similarly, writing the integrand of $M(x)$ as
\[
\frac{|v(y)|}{|y|^2 E_1^2 \left( \left| \frac{y}{R} \right| \right) E_2 \left( \left| \frac{y}{R} \right| \right) |x - y|^2} = \left( \frac{|v(y)|^2}{|y|^4 E_1 \left( \left| \frac{y}{R} \right| \right) E_2 \left( \left| \frac{y}{R} \right| \right) |x - y|^{2r}} \right)^{\frac{1}{q}} |x - y|^{-2(1 - \frac{q}{4})}
\times \left( \frac{|v(y)|^2}{|y|^4 E_1 \left( \left| \frac{y}{R} \right| \right) E_2 \left( \left| \frac{y}{R} \right| \right)} \right)^{\frac{1}{2} - \frac{1}{4}},
\]
and applying Hölder inequality with the same exponents as in the case of $K(x)$ and noting that $v(x) = E_1^{-\frac{1}{4}}(\frac{|x|}{R})u(x)$, we get
\[
M(x) \leq \left( \int_\Omega \frac{|u(y)|^2}{|y|^4 E_1^2 \left( \left| \frac{y}{R} \right| \right) E_2 \left( \left| \frac{y}{R} \right| \right) |x - y|^{2r}} dy \right)^{\frac{1}{q}} |x - y|^{-2(1 - \frac{q}{4})}
\times \left( \int_\Omega \frac{|u(y)|^2}{|y|^4 E_1^2 \left( \left| \frac{y}{R} \right| \right) E_2 \left( \left| \frac{y}{R} \right| \right)} dy \right)^{\frac{1}{2} - \frac{1}{4}}.
\]

Integrating $M(x)^q$, using Fubini theorem and (2.24), we get
\[
\|M\|_{L^q(\Omega)} \leq \|h_r\|_{L^\infty(\Omega)} (\tilde{I}_4[u, \Omega, R])^{\frac{1}{2}}. \quad (3.9)
\]
To conclude, we estimate $\|L\|_{L^q(\Omega)}$. We estimate the integrand of $L(x)$ as

$$
\frac{|\nabla v(y)|}{|y|E_1^{\frac{1}{q}} \left( \frac{|y|}{R} \right) E_2 \left( \frac{|y|}{R} \right) |x-y|^2} \leq \frac{E_1^{\frac{1}{q}} \left( \frac{|y|}{R} \right) |\nabla v(y)|}{|y||x-y|^2}
$$

$$
= \left( \frac{E_1 \left( \frac{|y|}{R} \right) |\nabla v(y)|^2}{|y|^2 |x-y|^{2r}} \right)^{\frac{1}{q}} |x-y|^{-2(1-\frac{1}{q})}
$$

$$
\times \left( \frac{E_1 \left( \frac{|y|}{R} \right) |\nabla v(y)|^2}{|y|^2} \right)^{\frac{1}{2} - \frac{1}{q}}.
$$

Applying H"older inequality with the same exponents as in the case of $K(x)$, we get

$$
L(x) \leq \left( \int_{\Omega} E_1 \left( \frac{|y|}{R} \right) |\nabla v(y)|^2 |x-y|^{2r} dy \right)^{\frac{1}{q}} \|h_r\|^{\frac{1}{q}}_{L^\infty(\Omega)} \left( \int_{\Omega} E_1 \left( \frac{|y|}{R} \right) |\nabla v(y)|^2 |x-y|^{2r} dy \right)^{\frac{1}{2} - \frac{1}{q}}.
$$

Integrating $L(x)^q$, using Fubini theorem and (2.20), we get

$$
\|L\|_{L^q(\Omega)} \leq \sqrt{\frac{1}{3}} \|h_r\|^{\frac{1}{q}}_{L^\infty(\Omega)} (\tilde{I}_4[u, \Omega, R])^{\frac{1}{2}}.
$$

Putting (3.8), (3.9) and (3.9) together with (3.6) yields

$$
\left( \int_{\Omega} \left| \frac{u(x)}{E_2 \left( \frac{|y|}{R} \right)} \right|^q dx \right)^{\frac{1}{q}} \leq \frac{1}{4\sqrt{2\pi}} \left( \sqrt{\frac{3}{2} + \frac{9}{4} + \sqrt{\frac{1}{3}}} \right) \left( 1 + \frac{q}{2} \right)^{\frac{1}{2} + \frac{1}{q}} |\Omega|^{\frac{1}{2}} (\tilde{I}_4[u, \Omega, R])^{\frac{1}{2}}.
$$

This proves (3.1).

\[ \Box \]

### 4 Proof of Theorem 1.1

In this section, we prove Theorem 1.1. The proof of the Leray–Adams inequality (1.9) follows the Trudinger’s original proof of the Trudinger inequality by using the $L^q$ norm estimate from Proposition 3.1. The second statement of Theorem 1.1 follows from Proposition 2.3. Let us go to the detail of the proof.

**Proof of Theorem 1.1.** By density argument, it is enough to prove (1.9) for functions $u \in C_0^\infty(\Omega \setminus \{0\})$ with $\tilde{I}_4[u, \Omega, R] \leq 1$. Denote

$$
C = \frac{1}{4\sqrt{2\pi}} \left( \sqrt{\frac{3}{2} + \frac{9}{4} + \sqrt{\frac{1}{3}}} \right).
$$
From Proposition 3.1, we have
\[
\int_\Omega \left( \frac{|u|}{E_2(|x|/R)} \right)^{2k} \, dx \leq C^{2k}(k+1)^{k+1}|\Omega|, \quad k = 2, 3, \ldots.
\]
Multiplying both sides by \( c^k / k! \) and adding from 2 to \( m \) with \( m \geq 2 \) we get
\[
\int_\Omega \sum_{k=2}^m \frac{1}{k!} \left( c \left( \frac{|u|}{E_2(|x|/R)} \right) \right)^k \, dx \leq \left( \sum_{k=2}^m (cC^2)^k \frac{(1+k)^k}{k!} \right) |\Omega|.
\]
Using Sterling formula, we have \( k! \sim (k/e)^k \sqrt{2\pi k} \) as \( k \to \infty \). Hence the right-hand side of the previous estimate converges if \( c < (eC^2)^{-1} \). Hence, for \( c < (eC^2)^{-1} \), by letting \( m \to \infty \) we get
\[
\int_\Omega \left( e^{c(eC^2)^k} - 1 - c \left( \frac{|u|}{E_2(|x|/R)} \right)^2 \right) \, dx \leq \left( \sum_{k=2}^\infty (cC^2)^k \frac{(1+k)^k}{k!} \right) |\Omega|.
\]
Also, by Hölder inequality and Proposition 3.1 we have
\[
\int_\Omega \left( \frac{|u|}{E_2(|x|/R)} \right)^2 \, dx \leq |\Omega|^{1/2} \left( \int_\Omega \left( \frac{|u|}{E_2(|x|/R)} \right)^4 \, dx \right)^{1/2} \leq C^{2\beta^4} |\Omega|.
\]
Adding these previous estimates, we get
\[
\int_\Omega e^{c(eC^2)^k} \, dx \leq \left( 1 + cC^{2\beta^4} + \sum_{k=2}^\infty (cC^2)^k \frac{(1+k)^k}{k!} \right) |\Omega|.
\]
This proves (1.9) for \( \beta = 1 \). The case \( \beta > 1 \) is followed immediately since \( E_2 \geq 1 \).

We next prove the second statement of Theorem 1.1, i.e., that for \( \beta < \frac{1}{2} \), the inequality (1.9) is false. Suppose, for the sake of contradiction, that there exist \( \beta < \frac{1}{2} \) and two positive constants \( c_1, c_2 \) such that
\[
\int_\Omega e^{c_1 \left( \frac{|u|}{E_2(|x|/R)} \right)^2} \, dx \leq c_2 |\Omega|,
\]
for any \( u \in C^\infty_0(\Omega) \) satisfying \( \tilde{I}_4[u, \Omega, R] \leq 1 \). By scaling argument, we assume that \( B \subset \Omega \subset B_r \) for some \( r > 1 \). We can choose \( 1 < \theta < 2 \) such that \( 2\beta + \theta < 2 \). Now, let \( u \in C^\infty_0(B) \) be such that \( \tilde{I}_4[u, \Omega, R] \leq 1 \). Then we have
\[
\int_\Omega \frac{u^2}{|x|^{2+\theta} E_2^2(|x|/R)} \, dx = \frac{1}{c_1} \int_\Omega \left[ \frac{u^2}{E_2^2(|x|/R)} \right] \left[ \frac{1}{|x|^{2+\theta} E_2^2(|x|/R)} \right] \, dx \leq \frac{1}{c_1} \int_\Omega e^{c_1 \left( \frac{|u|}{E_2(|x|/R)} \right)^2} \, dx + P_\beta,
\]
for some positive constants \( c_1 \) and \( P_\beta \).
\[
P_\beta = \frac{1}{c_1} \int_\Omega \left( 1 + \frac{1}{|x|^4 E_1^2(|x|/R) E_2^\theta(|x|/R)} \right) \ln \left( 1 + \frac{1}{|x|^4 E_1^2(|x|/R) E_2^\theta(|x|/R)} \right) \, dx,
\]

here we use the following version of Young’s inequality
\[
ab \leq e^a - a - 1 + (1 + b) \ln(1 + b) - b, \quad a, b \geq 0.
\]

Notice that
\[
P_\beta \leq \frac{1}{c_1} \int_{B_r} \left( 1 + \frac{1}{|x|^4 E_1^2(|x|/R) E_2^\theta(|x|/R)} \right) \ln \left( 1 + \frac{1}{|x|^4 E_1^2(|x|/R) E_2^\theta(|x|/R)} \right) \, dx.
\]

An easy calculation shows that \( P_\beta \) is bounded (see the proof of Theorem 1.1 in [43]). Consequently, we have
\[
\int_\Omega \frac{u^2}{|x|^4 E_1^2(|x|/R) E_2^\theta(|x|/R)} \, dx \leq \frac{c_2}{c_1} |\Omega| + P_\beta,
\]

for any \( u \in C_0^\infty(\Omega) \) satisfying \( I_q[u, \Omega, R] \leq 1 \), which implies
\[
\frac{1}{c_1} |\Omega| + P_\beta \int_\Omega \frac{u^2}{|x|^4 E_1^2(|x|/R) E_2^\theta(|x|/R)} \, dx \leq \int_\Omega (\Delta u)^2 \, dx - \int_\Omega \frac{|u|^2}{|x|^4 E_1^2(|x|/R)} \, dx
\]

for any \( u \in C_0^\infty(\Omega) \). The second statement of the Proposition 2.3 yields \( 2 \beta + \theta \geq 2 \) which contradicts to the choice of \( \theta \). This finishes the proof of Theorem 1.1. \( \square \)

## 5 Proof of Theorem 1.3

In this section, we give the proof of Theorem 1.3. Our proof below is completely different from the one of Theorem 1.1. Notice that, by scaling argument, it is enough to prove Theorem 1.3 on \( B \). We shall prepare some ingredients for our proof. First, we have

**Proposition 5.1.** Let \( 2 \leq m \leq \frac{n}{2} \) be integer and \( R \geq 1 \). For any radial function \( u \in C_0^\infty(B) \), it holds
\[
I_{n,m}[u, B, R] \geq C_1 \left( \frac{n}{m} \right) (n - 2)^\frac{m}{n} R_{n,m-2,\frac{m}{n}} \int_B \frac{E_1^{\frac{n}{m}-1} \left( \frac{|x|}{R} \right) |\nabla v|^m}{|x|^{\frac{n-2m}{m}}} \, dx, \quad (5.1)
\]

with \( C_1 \left( \frac{n}{m} \right) = (2^{\frac{n}{m}-1} - 1)^{-1} \) and \( v(x) = E_1^{\frac{m}{n}-1}(|x|/R)u(x) \).

**Proof.** From (1.16), we have
\[
\frac{I_{n,m}[u, B, R]}{R_{n,m-2,\frac{m}{n}}} \geq \int_B \frac{\Delta u|^m}{|x|^{n-\frac{2m}{m}}} \, dx - \left( \frac{(n - 2)(n - m)}{n} \right)^\frac{m}{n} \int_B \frac{|u|^m}{|x|^{n}E_1^{\frac{m}{n}}(|x|/R)} \, dx. \quad (5.2)
\]
By polar coordinate, we have
\[
\int_B \frac{\nabla u| \nabla u|^\frac{n}{m}}{|x|^{n-\frac{m}{m}} dx} = \omega_{n-1} \int_0^1 |u'(r)|^{\frac{n}{m}} r^{\frac{n}{m}-1} dr
\]
\[
= -\omega_{n-1} \int_0^1 u''(r) |u'(r)|^{\frac{n}{m}-2} u'(r) r^{\frac{n}{m}} dr
\]
\[
= -\omega_{n-1} \int_0^1 \Delta u(r) |u'(r)|^{\frac{n}{m}-2} u'(r) r^{\frac{n}{m}} dr \quad \text{for any } x, y
\]
Inserting the previous inequality into (5.3), we have
\[
(n - 2) \int_B \frac{\nabla u| \nabla u|^\frac{n}{m}}{|x|^{n-\frac{m}{m}} dx} = \omega_{n-1} \int_0^1 \Delta u(r) |u'(r)|^{\frac{n}{m}-2} u'(r) r^{\frac{n}{m}} dr
\]
\[
\leq \int_B (|x| \Delta u(x)) |\nabla u(x)|^{\frac{n}{m}-1} |x|^{-\frac{n}{m}+\frac{m}{m}} dx.
\]

Applying Hölder inequality, we get
\[
(n - 2) \int_B \frac{\nabla u| \nabla u|^\frac{n}{m}}{|x|^{n-\frac{m}{m}} dx} \leq \int_B \frac{|\Delta u|^{\frac{n}{m}}}{|x|^{n-\frac{m}{m}}} dx.
\]
Inserting the previous inequality into (5.3) yields
\[
\left( \frac{I_{n,m}[u, B, R]}{(n - 2)^{\frac{n}{m}} R_{n,m-2,\frac{m}{m}}} \right)^{\frac{m}{n}} \geq \int_B \frac{|\nabla u|^{\frac{n}{m}}}{|x|^{n-\frac{m}{m}}} dx - \left( \frac{n - m}{n} \right)^{\frac{m}{n}} \int_B \frac{|u|^{\frac{n}{m}}}{|x|^{n-\frac{m}{m}}} dx. \tag{5.3}
\]
Since \( u = E_1^{1-\frac{m}{n}} (|x|/R)v(x) \), we have
\[
\nabla u(x) = -\left( 1 - \frac{m}{n} \right) E_1^{1-\frac{m}{n}} \left( \frac{|x|}{R} \right) v(x) \frac{x}{|x|^2} + E_1^{1-\frac{m}{n}} \left( \frac{|x|}{R} \right) \nabla v(x).
\]
Since \( n \geq 2m \), we have the following inequality
\[
|x - y|^\frac{m}{n} \geq |x|^\frac{m}{n} + C_1 \left( \frac{n}{m} \right) |y|^\frac{m}{n} - \frac{n}{m} |x|^\frac{m}{n} (x, y),
\]
for any \( x, y \in \mathbb{R}^n \) with \( C_1 \left( \frac{n}{m} \right) = (2^{\frac{n}{m}} - 1)^{-1} \) (see Lemma 3.1 in [10]). Applying this inequality, we have
\[
|\nabla u(x)|^{\frac{m}{n}} \geq \left( \frac{n - m}{n} \right)^{\frac{m}{n}} \frac{|u(x)|^{\frac{n}{m}}}{|x|^{n-\frac{m}{m}}} E_1^{\frac{m}{n}} \left( \frac{|x|}{R} \right) \frac{\nabla v(x)|^{\frac{m}{n}}}{|x|^{\frac{m}{n}}} - \frac{n}{m} \left( \frac{n - m}{n} \right)^{\frac{m}{n} - 1} \frac{|v|^{\frac{m}{n} - 2} v(\nabla v(x), x)}{|x|^{\frac{m}{n}}}. \]
Integrating \( \frac{\|\nabla u\|_m}{|x|^n-m} \) on \( B \) and using integration by parts with noting that \( \text{div}(x/|x|^n) = 0 \), we get
\[
\int_B \frac{\|\nabla u\|_m}{|x|^{n-m}} \, dx \geq \left( 1 - \frac{m}{n} \right) \int_B \frac{|u(x)|^\frac{m}{n}}{|x|^{n-\frac{m}{n}}} \, dx
\]
\[
+ C_1 \left( \frac{n}{m} \right) \int_B \frac{|v(x)|^{\frac{m}{n} - 1}}{|x|^n} \frac{|\nabla v(x)|^\frac{m}{n}}{|x|^{n-\frac{m}{n}}} \, dx. \tag{5.4}
\]
Inserting (5.4) into (5.3) proves (5.1).

The next proposition is elementary.

**Proposition 5.2.** Let \( 2 \leq m \leq \frac{n}{2} \) be integers and \( R \geq 1 \), we have
\[
|u(x)| \leq \left( \frac{I_{n,m}[u, B, R]}{\omega_{n-1} C_1 \left( \frac{n}{m} \right) (n-2)^\frac{m}{n} R_{n,m-2} \frac{m}{n}} \right)^\frac{m}{n} E_1^{1-\frac{m}{n}} \left( \frac{|x|}{R} \right)
\]
\[
\times \left( \ln E_1 \left( \frac{|x|}{R} \right) - \ln E_1 \left( \frac{1}{R} \right) \right)^{1-\frac{m}{n}}, \tag{5.5}
\]
for any radial function \( u \in C_0^\infty(B) \).

**Proof.** Let \( v(x) = E_1^{\frac{m}{n} - 1}(|x|/R)u(x) \), then \( v \) is radial function and \( v(1) = 0 \). For \( 0 < r < 1 \), we have
\[
v(r) = - \int_r^1 v'(s)ds = - \int_r^1 v'(s)s \frac{s}{r} E_1^{1-\frac{m}{n}} \left( \frac{s}{r} \right) E_1^{1+\frac{m}{n}} \left( \frac{s}{r} \right) \frac{ds}{s}.
\]
Applying Hölder inequality, we get
\[
|v(r)| \leq \left( \int_r^1 |v'(s)|^\frac{m}{n} s^\frac{n}{m} E_1^{\frac{m}{n} - 1} \left( \frac{s}{r} \right) \frac{ds}{s} \right)^\frac{m}{n} \left( \int_r^1 E_1^{1-\frac{m}{n}} \left( \frac{s}{r} \right) \frac{ds}{s} \right)^{\frac{n-m}{n}}
\]
\[
\leq \frac{1}{\omega_{n-1}^{\frac{m}{n}}} \left( \int_B \frac{\|\nabla v\|_m}{|x|^n-m} \frac{|\nabla v|^{\frac{m}{n}}}{|x|^n-m} \, dx \right)^\frac{m}{n} \left( \ln E_1 \left( \frac{s}{r} \right) - \ln E_1 \left( \frac{1}{r} \right) \right)^{1-\frac{m}{n}}, \tag{5.6}
\]
The inequality (5.5) follows from (5.6), (5.1) and the definition of \( v \). \qed

We are now ready to prove Theorem 1.3.

**Proof of Theorem 1.3.** Let \( u \in C_0^\infty(B) \) be a radial function such that \( I_n[u, B, R] \leq 1 \). Denote
\[
A_{n,m} = \omega_{n-1} C_1 \left( \frac{n}{m} \right) (n-2)^\frac{m}{n} R_{n,m-2} \frac{m}{n}.
\]
By (5.5), we have
\[
|u(x)| \leq \left( \frac{1}{A_{n,m}} \right)^\frac{m}{n} E_1^{1-\frac{m}{n}} \left( \frac{|x|}{R} \right) \left( \ln E_1 \left( \frac{|x|}{R} \right) - \ln E_1 \left( \frac{1}{R} \right) \right)^{1-\frac{m}{n}}.
\]
Note that $E_2(t) = 1 + \ln E_1(t)$. We claim that

$$
(a - \ln s) \frac{\ln(a - \ln s) - \ln a}{1 + \ln(a - \ln s)} \leq -\ln s, \quad \forall \ a \geq 1, \ s \in (0, 1],
$$

which is equivalent to

$$
a \ln(a - \ln s) \leq a \ln a - (1 + \ln a) \ln s.
$$

Using the inequality $\ln(1 + x) \leq x$ for $x > -1$, we have

$$
a \ln(a - \ln s) = a \ln a + a \ln \left(1 - \frac{\ln s}{a}\right) \leq a \ln a - \ln s \leq a \ln a - (1 + \ln a) \ln s,
$$

since $a \geq 1$ and $s \in (0, 1]$. This proves the claim (5.7).

Applying the claim (5.7) for $a = 1 + \ln R$ and $s = |x| \in (0, 1)$, we get

$$
\left( \frac{|u(x)|}{E_2^{\frac{n}{n-1}} \left( \frac{|x|}{R} \right)} \right)^{\frac{n}{n-m}} \leq \left( \frac{1}{A_{n,m}} \right)^{\frac{n}{n-m}} (-\ln |x|).
$$

Consequently, we have

$$
\int_B e^{c \left( \frac{|u(x)|}{E_2^{\frac{n}{n-1}} \left( \frac{|x|}{R} \right)} \right)^{\frac{n}{n-m}}} dx \leq \int_B e^{-\frac{c}{A_{n,m}} \ln |x|} dx = \omega_{n-1} \int_0^1 e^{-\frac{c}{A_{n,m}} \ln r} r^{n-1} dr < \infty,
$$

provided that $c < nA_{n,m}^{\frac{m}{n}}$. The proof is completed.
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