Deterministic Integer Factorization Algorithms

N. A. Carella

Abstract: A new integer deterministic factorization algorithm, rated at arithmetic operations to $O(N^{1/6+\varepsilon})$ arithmetic operations, is presented in this note. Equivalently, given the least $(\log N)/6$ bits of a factor of the balanced integer $N = pq$, where $p$ and $q$ are primes, the algorithm factors the integer in polynomial time $O(\log(N)^c)$, with $c \geq 0$ constant, and $\varepsilon > 0$ an arbitrarily small number. It improves the current deterministic factorization algorithm, rated at arithmetic operations to $O(N^{1/5+\varepsilon})$ arithmetic operations.
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1 Introduction

Let $\mathcal{A} = \{N = pq : p^{1+\delta} < q < ap^{1+\delta}\}$ and $\mathcal{B} = \{N = pq : p < q < ap\}$, where $p$ and $q$ are primes, and $a > 1$, and $\delta > 0$ are constants, be the subsets of unbalanced integers, and balanced integers respectively. The factorization of a balanced integer has the worst time complexity, while the factorization of an unbalanced integer does not have the worst time complexity. Thus, the time complexity of integer factorization is measured by the time complexity of factoring balanced integers. This article discusses a new deterministic integer factorization algorithm acting on the subset of balanced integers in details. The running time complexity of this algorithm is deterministic exponential time $O(N^{1/6+\varepsilon})$, where $\varepsilon > 0$ is a small number. This improves the current performances of deterministic integer factorization algorithms rated at the running time complexities $O(N^{1/4+\varepsilon})$. The standard references [6], [7], [18], [24], [25], [26], [28] and others, provide extensive details on the theory of integer
The innovation here involves a technique for generating multivariables polynomial equation \( f(x, y) = (a_1x + a_0)(b_1y + b_0) \in \mathbb{Z}[x, y] \) for the integer factorization problem, the earlier work in [3] use a simpler polynomial \( f_0(x, y) = (x + a_0)(y + b_0) \in \mathbb{Z}[x, y] \). The main result is the following.

**Theorem 1.1.** Any integer \( N \) can be decomposed into its prime factors in deterministic time complexity \( O(N^{1/6+\varepsilon}) \), where \( \varepsilon > 0 \), is an arbitrary small constant.

Equivalently, given the least \( \log N/6 \) bits of a factor of \( N = pq \), \( p \) and \( q \) primes, the algorithm factors the integer in polynomial time \( O(\log(N)^c) \), with \( c \geq 0 \) constant. This is an improvement of the Coppersmith algorithm, which requires the least \( \log N/4 \) bits, see Theorem 2.2.

The proof of this result follows from Theorem 5.1 in Section 5. Section 2 has a survey of the current deterministic integer factorization algorithms, and a new analysis of the Fermat Method. Section 4 covers some information on polynomials equations.

## 2 Deterministic Exponential Time \( O(N^{1/4}) \)

There are many integer factorization algorithms of deterministic exponential time complexities \( O(N^{1/4+\varepsilon}) \), where \( \varepsilon > 0 \) is an arbitrary small number, in the literature, see [7, p. 238], [6], [23], et cetera.

Integers \( N = pq \) composed of nearly equal factors \( p \) and \( q = p + d \), where \( d \) is small, can be factored by completing the square \( N + d^2/4 = x^2 \). This produces the factor \( p = \sqrt{N + d^2/4} - d/2 \). For example, a factor of a product of any twin primes pairs is \( p = \sqrt{N + 1} - 1 \). This is one of the earliest and most important integer factorization algorithms. It is usually called the Fermat factoring method, and uses an equivalent formulation based on the difference of squares equation \( 4N = x^2 - y^2 \). The Fermat factoring method effectively handles any integer \( N \geq 1 \) with a pair of factors in the ranges

\[
N^{1/2} - N^{1/4} \log^c N < p < N^{1/2} \quad \text{and} \quad N^{1/2} < q < N^{1/2} + N^{1/4} \log^c N, \tag{1}
\]

with \( c \geq 0 \) constant. A brute force search for the prime factors \( p \) and \( q \) of the integer \( N = pq \) in the ranges (1) has exponential time complexity of approximately \( O(N^{1/4} \log^c N) \) arithmetic operations, since

\[
q = \frac{N}{[N^{1/2}] + x} \quad \text{for some integer} \quad 0 \leq x \leq N^{1/4} \log^c N. \tag{2}
\]

The Fermat factoring method miraculously reduces the running time complexity from exponential time complexity \( O(N^{1/4} \log(N)^c) \) to polynomial time complexity \( O(\log^c N) \). This is accomplished by computing a solution \( U = p + q \), and \( V = q - p \) of the equation \( 4N = U^2 - V^2 \), instead of directly and independently computing the prime factors \( p \) and \( q \). The basic structure of this method is attributed to Fermat,
but it is not clear if the time complexity analysis was known before modern time. Statement (i) is well known, [25, p. 148], [12, p. 19], and other sources. But statement (ii) seems to be new. Here the symbol \([x]\) denotes the largest integer function.

**Theorem 2.1.** Suppose that an integer \(N = pq\) has a pairs of prime factors \(p\) and \(q\). Then, the followings hold.

(i) If the factors \(p\) and \(q\) satisfy

\[
|N^{1/2} - p| = O(N^{1/4} \log^c N) \quad \text{and} \quad |N^{1/2} - q| = O(N^{1/4} \log^c N),
\]

then it can be factored in deterministic polynomial time complexity \(O(\log(N)^c)\), with \(c \geq 0\) constant.

(ii) If the factors \(p\) and \(q\) satisfy

\[
|N^{1/2} - p| = O(N^{1/2} \log^c N) \quad \text{and} \quad |N^{1/2} - q| = O(N^{1/2} \log^c N),
\]

then it can be factored in deterministic exponential time complexity \(O(N^{1/4} \log(N)^{2c})\), with \(c \geq 0\) constant.

**Proof.** Case (i). To prove this claim, consider the approximations

\[
p = \lfloor N^{1/2} \rfloor + x \quad \text{and} \quad q = \lfloor N^{1/2} \rfloor + y,
\]

where \(0 \leq |x|, |y| = O(\log(N)^c)\), and \(c \geq 0\) is a constant. The search for a solution \(z = x + y\) of the equation \(4N = V^2 - V^2\), where \(U = p + q\) and \(V = q - p\), start with the sequence of approximations

\[
U_z = \lfloor N^{1/2} \rfloor + x + \lfloor N^{1/2} \rfloor + y = 2\lfloor N^{1/2} \rfloor + z,
\]

where \(z = 0, \pm 1, \pm 2, \ldots\). The approximate number of cycles required to determine a solution \((U_z, V_z)\) is at most

\[
p + q - \left(2N^{1/2} + z + \frac{N}{2N^{1/2} + z}\right) \leq \frac{(N^{1/2} - p)^2}{p} = O(\log^{2c} N)
\]

cycles. Therefore, the time complexity of the algorithm is at most \(O(\log^{2c} N)\) arithmetic operations.

Case (ii). To prove this claim, consider the approximations

\[
p = \lfloor N^{1/2} \rfloor + \lfloor N^{1/4} \rfloor x_0 + x \quad \text{and} \quad q = \lfloor N^{1/2} \rfloor + \lfloor N^{1/4} \rfloor y_0 + y,
\]

where

1. \(0 \leq |x_0|, |y_0| = O(N^{1/4})\),
2. \(0 \leq |x|, |y| = O(\log(N)^c)\),
and \(c \geq 0\) is a constant. The search for a solution \(z = x + y\) of the equation
\(4N = V^2 - U^2\), where \(U = p + q\) and \(V = q - p\), start with the sequence of approximations
\[
U_z = [N^{1/2}] + [N^{1/4}]x_0 + x + [N^{1/2}] + [N^{1/4}]y_0 + y
\]
\[
= 2[N^{1/2}] + 2[N^{1/4}]z_0 + z,
\]
where \(0 \leq |x_0| = O(N^{1/4})\) is a given parameter, and \(z = 0, \pm 1, \pm 2, \ldots\). Given the correct parameter \(z\), the approximate number of cycles required to determine a solution \((U_z, V_z)\) is at most
\[
p + q - (2N^{1/2} + [N^{1/4}]z_0 + z) \leq \frac{(N^{1/2} + [N^{1/4}]z_0 - p)^2}{p}
\]
\[
= O(\log^{2c} N)
\]
cycles. Since the correct parameter \(|z_0| = O(N^{1/4})\), the time complexity of the algorithm is at most \(O(N^{1/4} \log^{2c} N)\) arithmetic operations.

Algorithms that compute multiples of
\[
p + q, \quad q - p, \quad ap + bq, \quad aq - bp,
\]
are the topic of current research in integer factorization and related topics, consult [20], [13], et alii. The Pollard factoring method, and the elliptic curve factoring method, and a few other algorithms are based on the direct or indirect calculations of multiples of \(p + q = N + 1 - \varphi(N)\), or \(q - p = \sqrt{(p + q)^2 - 4N}\). It should be noted that multiples of \(p^2 + q^2 = N^2 + 1 - \varphi_2(N)\), are also effective.

Another related, and recently discovered integer factorization algorithm in this class is the following.

**Theorem 2.2.** ([3]) If the least (or most) significant \((\log N)/4\) bits of a prime factor \(p\) or \(q\) of the integer \(N = pq, p < q < 2p\), are given, then it can be decomposed in deterministic polynomial time complexity \(O(\log(N)^c)\), \(c > 0\) constant.

An improved version of this result is given in Theorem 1.1. The Fermat factoring algorithm (Theorem 2.1), and the Coppersmith factoring algorithm (Theorem 2.2), are equivalent integer factorization algorithms of the same running time complexity \(O(N^{1/4} \log(N)^c)\). Moreover, both have equivalent proofs based on lattice reduction methods. Both of these algorithms are practical for small integers, for example, \(N = O(2^{200})\) or thereabouts. Some improvement to the Fermat method is reported in [10], and [22], and experimental data for the Coppersmith factoring algorithm are compiled in [5], [11], [14], and many other similar references.

Another class of algorithm, based on efficient evaluations of high degree polynomials, is stated below. The author of this paper also have a survey of current literature on this class of integer factorization algorithms.

**Theorem 2.3.** ([4]) There exists a deterministic algorithm that computes the prime factorization of a positive integer \(N\) in \(O(N^{1/4} \log(N) \log \log(N)^{-1/2})\) bit operations.
3 Deterministic Exponential Time $O(N^{1/5})$

The fastest, deterministic, and unconditionally proven integer factorization algorithms in the literature have running time complexities $O(N^{1/5+\varepsilon})$. This is a very recent development. The previous algorithm of the same complexity was conditional on the GRH. This conditional integer factorization algorithm is based on the class number of numbers fields, see [7, p. 251] for some details.

**Theorem 3.1.** ([13]) There is a deterministic integer factorization algorithm achieving $O(N^{1/5+\varepsilon})$ arithmetic operations.

4 Basic Systems Of Polynomials Equations

The applications of lattice reduction methods to the theory of polynomial equations and its applications to cryptography are considered in fine details in [27], [3], [15], [2], [5], [8], [17], [19] and others.

Comprehensive introductions to lattice reduction methods and its applications to polynomials equations are given in [9, Chapter 2], [16, Chapter 3], [21, Chapter 3], and similar sources. The evolving analysis on a few specific polynomial equations of three variables is given in [1].

Employing lattice reduction methods, several results for the polynomials

$$f(x, y) = \sum_{0 \leq i,j \leq d} a_{i,j} x^i y^j$$ (10)

and

$$f(x, y, z) = \sum_{0 \leq i,j,k \leq d} a_{i,j,k} x^i y^j z^k$$ (11)

of two and three variables respectively, have been unconditionally proven. A relevant result from the theory of polynomials equations is included in this Section.

**Theorem 4.1.** ([3]) Let $f(x, y) \in \mathbb{Z}[x, y]$ be an irreducible polynomial of maximum degree $\deg(f) = d$ in each variable, and let $(x_0, y_0)$ be a root of $f(x, y) = 0$, such that $0 \leq |x_0| \leq X$, $0 \leq |y_0| \leq Y$. The height of the polynomial $f(xX, yY)$ is defined by

$$W = ||f(xX, yY)||_\infty = \max\{|a_{i,j}X^iY^j| : 0 \leq i, j \leq d\}.$$ (12)

(i) If $XY < W^{2/(3d)}$, then the roots $(x_0, y_0)$ can be determined in deterministic polynomial time $O(\log^c N)$, $c > 0$ constant.

(ii) If $XY < W^{1/d}$, and the total degree of the polynomial satisfies $0 = i + j = d$, then the roots $(x_0, y_0)$ can be determined in deterministic polynomial time $O(\log^c N)$, $c > 0$ constant.

The detailed heuristic analysis of the lattices for $f(x, y, z) = c_0 xy + c_1 x + c_2 y + c_3 z + c_4 \in \mathbb{Z}[x, y, z]$, and a few other polynomials of three variables and related applications, appear in [1], [11, p. 8], and [16, p. 66]. Practical applications also appear in [16] and [14, p. 11].
5 Deterministic Exponential Time $O(N^{1/6})$

For a pair of fixed parameters $0 < \alpha < 1 < \beta$, let $p$ and $q$ be prime numbers such that $\sqrt{\alpha N} < p < \sqrt{N}$, and $\sqrt{N} < q < \sqrt{\beta N}$, let $\gamma \sqrt{N} = (\sqrt{\alpha N} + \sqrt{\beta N})/2$ be the arithmetic mean of the interval $[\sqrt{\alpha N}, \sqrt{\beta N}]$. The Fermat factoring method, (Theorem 2.1) and Coppersmith factoring method (Theorem 2.2) assume that the prime factors of the integer $N = pq$ are centered at the symmetric center $\sqrt{N}$ of the interval $[\sqrt{\alpha N}, \sqrt{\beta N}]$. Shifting the symmetric center $\sqrt{N}$ to the arithmetic mean center $\gamma \sqrt{N}$ of the factors, or to a pair of distinct centers $\sqrt{\alpha N}$ and $\sqrt{\beta N}$, with $\alpha, \beta \neq 1$, can be used to derive various multivariable polynomials, which reduce the time complexities of both the Fermat factoring method, and Coppersmith factoring method, respectively.

**Theorem 5.1.** Given the least (or most) significant $(\log N)/6$ bits of a prime factor $p$ or $q$ of a large integer $N = pq$, $p < q < 2p$, the integer $N$ can be decomposed in deterministic polynomial time $O(\log^c N)$, with $c > 0$ constant.

**Proof.** Suppose that $N = pq$ has balanced prime factors such that $\sqrt{N/2} < p < \sqrt{N} < q < \sqrt{2N}$ centered at the symmetric center $\sqrt{N}$ of the interval $[\sqrt{N/2}, \sqrt{2N}]$, and the least significant $(\log N)/6$ bits $x_0$ of the prime factor $p$ are given. Here the symbol $[x]$ denotes the largest integer function. Here the symbol $[x]$ denotes the largest integer function.

Let $B = [N^{1/6}]$, and let $B^3 = [N^{1/2}]$. Assume the integer (or prime number) $B > x_0$ satisfies the condition $\gcd(B, x_0) = 1$. Now, expand the factors as $B$-adic integers

$$p = x_1B^3 + B^2x_3 + Bx_2 + x_0 = x_1B^3 + B(Bx_3 + x_2) + x_0,$$

and

$$q = y_1B^3 + B^2y_3 + By_2 + y_0 = y_1B^3 + B(By_3 + y_2) + y_0,$$

where the variables have the following dynamic ranges.

1. $0 \leq |x_i|, |y_i| < N^{1/6}$, for $i \in \{0, 1, 2, 3\}$,
2. $0 \leq |Bx_3 + x_2| = x \leq N^{1/3}$,
3. $0 \leq |By_3 + y_2| = y \leq N^{1/3}$,
4. $x_1y_1 \leq \log N$.

Lines 2 and 3 show the changes of variables $x = Bx_3 + x_2$ and $y = By_3 + y_2$. The last condition is arises from $x_1y_1B^6 = x_1y_1[N^{1/6}]^6 \leq N$, for balanced factors $p < q < 2p$, the small variables $x_1, y_1 \in \{1, 2\}$ work well.

Proceed to use the given least significant $(\log N)/6$ bits $x_0 < B$ of the prime factor $p$ to compute $y_0 < B$ via the congruence equation

$$(x_1B^3 + Bx + x_0)(y_1B^3 + By + y_0) - N \equiv 0 \mod B$$

(15)
By the initial conditions gcd(B, x₀) = 1 on the integer B, this congruence has a unique solution
\[ y₀ \equiv N \cdot x₀^{-1} \mod B. \] (16)
Next, expanding the product \( N = (x₁B³ + Bx + x₀)(y₁B³ + By + y₀) \) yields the corresponding polynomial
\[
f(x, y) = (x₁B³ + Bx + x₀)(y₁B³ + By + y₀) - N
= B²xy + (y₁B³ + y₀)Bx + (x₁B³ + x₀)By
+ (x₁B³ + x₀)(y₁B³ + y₀) - N
= c₃xy + c₂x + c₁y + c₀.
\]
The coefficients are:
5. \( c₀ = (x₁B³ + x₀)(y₁B³ + y₀) - N, \)
6. \( c₁ = x₁B³ + x₀, \)
7. \( c₂ = y₁B³ + y₀, \)
8. \( c₃ = B². \)
To demonstrate that \( f(x, y) \in \mathbb{Z}[x, y] \) is an irreducible polynomial, consider the factorization
\[
f(x, y) = c₃xy + c₂x + c₁y + c₀ = (a₁x + a₀)(b₁y + b₀) \] (18)
into linear factors. Matching coefficients yields
9. \( a₀b₀ = c₀ = (x₁B³ + x₀)(y₁B³ + y₀) - N, \)
10. \( a₀b₁ = c₁ = x₁B³ + x₀, \)
11. \( a₁b₀ = c₂ = y₁B³ + y₀, \)
12. \( a₁b₁ = c₃ = B². \)
But, the constant terms
\[
a₀b₀ = \frac{(a₀b₁) \cdot (a₁b₀)}{a₁b₁} = \frac{(x₁B³ + x₀)(y₁B³ + y₀)}{B²} \neq c₀
\] (19)
do not agree. Therefore, this is an irreducible polynomial over the integers.
By construction, the polynomial \( f(x, y) \in \mathbb{Z}[x, y] \) has a small root \((x, y) = (x₄, y₄)\) such that \( p = x₁B³ + Bx₄ + x₀ \) is a factor of \( N \).
To estimate the upper bounds of the solutions $x$ and $y$, it is sufficient to estimate the height $W = ||f(yXxX)||_{\infty} \leq \sqrt{f(yY xX)}$. Suppose that $X = Y = N^{1/3}$, and $B$ is prime. Then,

$$\gcd(c_0, c_1, c_2, c_3) = 1,$$

(20)

where $c_0 \equiv c_3 \equiv 0 \bmod B$, but $c_1, c_2 \not\equiv 0 \bmod B$. Thus, it follows that the height is given by

$$||f(yXxX)||_{\infty} = \max\{c_3XY, c_2X, c_1Y, c_0\} = N,$$

(21)

for example, $c_3XY = B^{2}XY = N^{1/3}XY = N$.

Since $XY \leq W^{2/3} = N^{2/3}$, where $\deg(f) = d = 1$ is the total degree of the polynomial, using lattice reduction methods, the small integer roots $x_1 \leq N^{1/3}$ and $x_1 \leq N^{1/3}$ can be determined in deterministic polynomial time, see Theorem 4.1. ■

**Note 1.** Simple modification of Theorem 5.1 can be used to handle all the other factorizations of nonbalanced integers $N = pq$ with $p$ and $q$ primes such that $(\alpha N)^{1/2 - \delta} < p < N^{1/2} < q < (\beta N)^{1/2 + \delta}$ with $\delta > 0$. For example, if $(\alpha N)^{1/3} < p < N^{1/3}$ and $N^{1/3} < q < (\beta N)^{2/3}$, where $0 < \alpha < \beta$ are small constants. Let $B = N^{1/6}$, and write the prime factors in the form

$$p = x_1B^2 + Bx + x_0 \quad \text{and} \quad q = y_1B^4 + By + y_0,$$

(22)

where $0 \leq |x| \leq N^{1/12}$, $0 \leq |y| \leq N^{7/12}$, $0 \leq |x_0|, |y_0| \leq N^{1/6}$, and $x_1y_1[N^{1/12}]^{12} \leq N$. Now proceed as before, but making the necessary changes as needed. At most a few changes of parameter $\delta \in \{0, 1/6, 1/4, \ldots \}$ are required to cover all possible prime factorizations.
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