Specific heat maximum as a signature of Mott physics in the two-dimensional Hubbard model
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Recent experiments on cuprates show that as a function of doping, the normal-state specific heat sharply peaks at the doping $\delta^*$, where the pseudogap ends at low temperature. This finding is taken as the thermodynamic signature of a quantum critical point, whose nature has not yet been identified. Here we present calculations for the two-dimensional Hubbard model in the doped Mott insulator regime, which indicate that the specific heat anomaly can arise from the finite-temperature critical end point of a first-order transition between a pseudogap phase with dominant singlet correlations and a metal. As a function of doping at the temperature of the end point, the specific heat diverges. Upon increasing temperature, the peak becomes broader. The diverging correlation length is associated with uniform density fluctuations. No broken symmetries are needed. These anomalies also occur at half-filling as a function of interaction strength, and are relevant for organic superconductors and ultracold atoms.
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Introduction. The pseudogap phase in hole-doped cuprate superconductors indicates a partial loss of low-energy excitations. The temperature and doping-dependent boundary $T^\ast(\delta)$ of the pseudogap is seen in many physical properties, but whether it is a phase transition or a crossover is not always clear [1,2].

At the doping $\delta^*$ where the pseudogap ends there is a confluence of several phenomena such as robust superconductivity, linear dependence on temperature of resistivity [3], and divergent normal-state electronic specific heat $C$ divided by temperature $T$, $C/T$, versus doping [4]. It has thus been proposed that $\delta^*$ may represent a quantum critical point between competing phases, in analogy with heavy-fermion systems [5] and iron-based superconductors [6]. However, the nature of the broken symmetry state giving rise to the pseudogap has not been clearly identified since in hole-doped cuprates a divergent correlation length associated to a broken symmetry state has not been found. The pseudogap may host many broken symmetry phases [1,7].

On the other hand, it has been proposed that the pseudogap can emerge upon doping the Mott insulator without invoking broken symmetry states: Mott localization and short-range antiferromagnetic correlations form singlet bonds that open a pseudogap [8], whose onset is marked by crossovers in thermodynamic quantities [1,9]. From a theoretical perspective, over the years the numerical solutions of the two-dimensional Hubbard model relevant for these systems support the idea that pseudogap originates from strong correlations [10–15].

How then to interpret thermodynamic anomalies such as divergent specific heat at $\delta^*$ where the pseudogap ends [4]?

Is quantum criticality the only possible explanation for the specific heat anomaly? Here we answer these questions. We show that a specific heat anomaly is not necessarily a signature of a quantum critical point. It can occur because of the low-temperature critical end point of a first-order transition. This situation is not unique, as demonstrated by the divergent specific heat at the end point of the two-dimensional Ising model or at the liquid-gas end point in water. For cuprates, such an end point emerges from the normal-state solution of the two-dimensional Hubbard model in the doped Mott insulator regime [14,16,17]. This mechanism solves the puzzle of a diverging correlation length at the doping level where the pseudogap ends, without the need of broken symmetry states.

Model and method. The results reported in this Rapid Communication are based on the two-dimensional Hubbard model on the square lattice, $H = -\sum_{ij,\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} - \mu \sum_i n_{i\sigma}$, where $t_{ij} = t$ is the nearest-neighbor hopping, $U$ is the on-site Coulomb repulsion, $\mu$ is the chemical potential, $c_{i\sigma}$ and $c_{i\sigma}$ operators create and annihilate an electron of spin $\sigma$ on site $i$, and $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$ is the number operator. We solve this model within the cellular extension [18–20] of dynamical mean-field theory [21] (CDMFT). CDMFT extracts a cluster out of the lattice—here a $2 \times 2$ plaquette—and replaces the missing lattice environment with a self-consistent bath of noninteracting electrons. We solve the resulting cluster in a bath problem using the continuous-time quantum Monte Carlo method [22] based on the hybridization expansion of the impurity action (CT-HYB). In the nearest-neighbor square lattice model that we study, the Mott transition is hidden by long-range antiferromagnetic order [23–26]. A model with frustrated antiferromagnetism would lead to the decrease of the antiferromagnetic transition temperature and would show the Mott transition. However, such a model leads to increased
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The experimental relevance of these findings can be found in experiments, one needs a value of \( T_W(\delta) \) for several values of \( \mu \) for NMR Knight shift [9]. The sign problem prevents us from directly accessing regions with large values of \( U \) and low \( T \). As a consequence, one must keep in mind that in applying our model to cuprates, the doping at which the pseudogap phase ends is smaller by about a factor 4 when compared to experiment. Furthermore, band-structure effects taken into account by next-nearest-neighbor hopping are not considered here, and further contribute to push the doping at which the pseudogap ends towards larger doping. The experimental relevance of these findings can be found in Refs. [14,29,40].

Specific heat versus doping. We now turn to the behavior of the specific heat. First we calculate the thermodynamic potential \( A = E_{\text{kin}} + E_{\text{pot}} - \mu n \) [41], and then we perform a numerical derivative to extract the specific heat \( C = (\delta A/\delta T)_n = T(\delta S/\delta T)_n \), which is a good approximation for \( C = T(\delta V/\delta T)_n \) when the thermal expansion coefficient \( (\partial V/\partial T)_n \) can be neglected, which is usually the case at low temperature because of the third law of thermodynamics.

Figure 1(b) shows a sketch of the \( U-\delta \) phase diagram at low temperature. First, the transition between pseudogap and correlated metal is connected, in the \( U-\delta \) plane, to the metal to Mott insulator transition at zero doping. This implies [16] that the pseudogap-metal transition originates from Mott physics and short-range correlations. Second, the first-order transition moves to progressively larger doping as \( U \) increases. The latter point has important implications when comparing the phase diagram of Fig. 1(a) to the experimental phase diagram of cuprates, \( U = 6.2t \) produces a gap at half-filling of order 0.45 eV [14], whereas typical experimental values are of order 2 eV. Hence, to have a Mott insulating gap as found in experiments, one needs a value of \( U \) about 9–12. In that case the pseudogap would end around \( \delta \approx 0.12 \) [12,17]. The sign problem prevents us from directly accessing regions with large values of \( U \) and low \( T \). As a consequence, one must keep in mind that in applying our model to cuprates, the doping at which the pseudogap phase ends is smaller by about a factor 4 when compared to experiment. Furthermore, band-structure effects taken into account by next-nearest-neighbor hopping are not considered here, and further contribute to push the doping at which the pseudogap ends towards larger doping.

The experimental relevance of these findings can be found in Refs. [14,29,40].

Specific heat versus doping. We now turn to the behavior of the specific heat. First we calculate the thermodynamic potential \( A = E_{\text{kin}} + E_{\text{pot}} - \mu n \) [41], and then we perform a numerical derivative to extract the specific heat \( C = (\delta A/\delta T)_n = T(\delta S/\delta T)_n \), which is a good approximation for \( C = T(\delta V/\delta T)_n \) when the thermal expansion coefficient \( (\partial V/\partial T)_n \) can be neglected, which is usually the case at low temperature because of the third law of thermodynamics.

Figure 2(a) shows \( C/T \) as a function of doping \( \delta \) for several temperatures. Deep in the Mott insulating state at zero doping and low temperature the \( C/T \) is zero. At finite doping, \( C/T \) half-filling.

As a result of intense scrutiny [14,17,29], this phase diagram is known. There is a first-order transition at finite doping and finite temperature between a correlated metal at high doping and a strongly correlated pseudogap phase with predominant singlet correlations at low doping. These phases have the same symmetry and differ in their electronic densities at the first-order transition [16,17]. The importance of singlets in the pseudogap phase can be inferred either from direct measurements of singlet correlations on the plaquette [12,14,16,17,32–34] or from the fall in the uniform spin susceptibility as temperature decreases [12,14,35–37]. The first-order transition moves progressively towards larger doping levels and low temperatures with increasing \( U \). It ends in a critical end point at \((\delta^*, T^*)\). From the end point, a crossover, \( T_W(\delta) \), with the features of the so-called Widom line [38,39], emerges [14]. The maxima of thermodynamic response functions at constant temperature [such as isothermal charge compressibility (open circles)] converge to that line asymptotically close to the end point. It has a high-temperature precursor, as indicated by maxima of spin susceptibility (open circles [14]) and minima of \( c \)-axis resistivity (open squares [29]) versus \( T \). This high-temperature precursor of \( T_W(\delta) \) would then be associated with the pseudogap temperature \( T^*(\delta) \) in cuprates, as observed for instance by NMR Knight shift [9].

The shaded blue region is the pseudogap, which is an emergent feature of the Hubbard model within plaquette CDMFT. (a) Temperature versus doping phase diagram for \( U = 6.2t > U_{\text{MIT}} \) [14,17,29,30]. At zero doping there is a Mott insulator. At finite doping there is a first-order transition between a pseudogap phase and a metal. This first-order transition is bounded by the spinodal lines \( \delta_1 \) and \( \delta_2 \) and terminates at the critical end point \((\delta^*, T^*)\). From the end point emerges the Widom line, \( T_W \), here defined as the locus of the maxima of isothermal charge compressibility \( \kappa_T \) as a function of doping [14]. The red squares indicate the loci of the maxima in specific heat as a function of doping at constant temperature. This is one of our key findings. The open circles and squares denote extrema in, respectively, spin susceptibility (from Ref. [14]) and \( c \)-axis resistivity (from Ref. [29]). Only below \( \delta^* \), does the Widom line have a high-temperature precursor, where spin susceptibility drops vs \( T \) and \( c \)-axis resistivity rises vs \( T \) [29]. These indicators are often used to mark the pseudogap temperature \( T^{*}(\delta) \). Crosses indicate the dynamical mean-field superconducting transition temperature \( T_d^{*} \) (from Ref. [31]). On the right vertical axis we convert into physical units by using \( t = 350 \) meV. (b) Sketch of the interaction strength versus doping phase diagram at low temperature. The blue line indicates the first-order transition extending from \( \delta = 0 \) [17]. At \( \delta = 0 \), for increasing \( U \) it separates a metal from a Mott insulator (vertical green line). The shaded blue region is the pseudogap, which is an emergent phase that occurs in the doped Mott insulator. Horizontal (vertical) double arrow denotes the doping-driven (interaction-driven) Mott transition.
Different temperatures. Maximum of Fig. 1(a) with open triangles. Derivative by finite differences between two temperatures.

Second, the peak in $C/T$ becomes broader with raising temperature. This is compatible with experiments [4].

(b) At temperatures below the end point, there is a first-order transition where the peak in $C/T$ disappears. The Clausius-Clapeyron relation implies that entropy of the pseudogap is smaller than the entropy of the metal at larger doping. (c) At the critical end point, critical scaling is expected. This may provide an alternate explanation for the $-\ln T$ behavior when the temperature of the critical end point is small enough [46] (in mean field we have the exponent $\alpha = 0$).

Second, the interpretation of a diverging $C/T$ as a signature of a quantum critical point is complicated by the fact that no symmetry-broken state ends at $\delta^*$, where the pseudogap ends. As pointed out in Ref. [4], no diverging antiferromagnetic correlation length and no diverging spin-density-wave correlation length occurs near $\delta^*$. In our calculations, the diverging $C/T$ marks the end point separating phases with the same symmetries, as in the liquid-gas transition. Pseudogap and metal have different electronic densities at the first-order transition. At the end point the diverging correlation length is associated with density fluctuations [30]. Correspondingly, enhancement of specific heat is associated with large energy fluctuations.

Third, the interpretation of a quantum critical point is at odds with the experimental finding of an abrupt end of the pseudogap temperature at $\delta^*$ with a sizable finite $T^*$ [47,48]. In our theoretical model, this abrupt end of the pseudogap temperature occurs because both the pseudogap and its associated crossovers end at a finite-temperature first-order transition. Our Ref. [29] already suggested that $T^*$ should not be extrapolated to $T = 0$. Reference [49] suggests that the abrupt fall comes from the constraint that $\delta^*$ is less or equal to the doping where there is a van Hove singularity.

Fourth, our calculations suggest a possible explanation for the proliferation of long-range or quasi-long-range-ordered phases detected near $\delta^*$ [1]. Large charge and energy fluctuations along the Widom line may develop into charge-density-ordered phases [1,43]. Superconductivity in our calculations straddles the critical end point [31], similarly to experiments.

**Specific heat versus interaction strength.** Enhancement of $C/T$ at an end point has implications beyond the physics of cuprates. Specific heat maxima occur along the pseudogap to metal transition in the $U$-$\delta$ diagram of Fig. 1(b). This pseudogap to metal transition is connected to the metal to Mott insulator transition at zero doping. The latter is relevant for the physics of organic superconductors [46,51] and for some transition-metal oxides [52], and can be simulated with ultracold atoms in optical lattices [53–57]. Figure 3(a) shows the $T-U$ phase diagram of the two-dimensional Hubbard model with plaquette CDMFT at half-filling. This phase diagram is

![Figure 2](image-url)  
**FIG. 2.** (a) $C/T = (\partial A/\partial T)/T$ versus hole doping $\delta$ for different temperatures above $T^*$ for $U = 6.2t > U_{\text{MIT}}$. We perform numerical derivative by finite differences between two temperatures. $C/T$ at $T = 1/20, 1/30, 1/40, 1/50$ is evaluated by taking the finite difference between $T = 1/20$ and $T = 1/30$, between $T = 1/30$ and $T = 1/40$, between $T = 1/40$ and $T = 1/50$, and between $T = 1/50$ and $T = 1/60$, respectively. Maximum of $C/T$ at each temperature is shown in Fig. 1(a) with red squares. On the right vertical axis we convert into physical units by using $\alpha = 0.01$. (b) Isothermal charge compressibility $\kappa_T = 1/n^2(\partial n/\partial \mu)_{T}$ versus doping for different temperatures. Maximum of $\kappa_T$ at each temperature is shown in Fig. 1(a) with open triangles.

Exhibits a peak as a function of $\delta$. This is compatible with the experimental rise of $C/T$ [4,42] vs doping, followed by a drop at $\delta^*$ [4].

Upon lowering $T$ towards the pseudogap end point ($T^*, \delta^*$), the position of the maximum as a function of doping moves to higher doping, the peak sharpens, and its magnitude increases. The position of the specific heat maxima are shown in Fig. 1(a) with red squares. At the end point $C/T$ diverges. Noise associated to numerical derivative prevents us from approaching the end point to capture the divergence. Nevertheless, thermodynamic anomalies, such as those in $C/T$, occur in any thermodynamic variable [38]. Figure 2(b) shows, for instance, the charge compressibility $\kappa_T = 1/n^2(\partial n/\partial \mu)$ as a function of doping $\delta$ for several temperatures. The divergence of $\kappa_T$ at the end point is clearly visible. Charge compressibility is a $q = 0$ quantity. Various pseudogap signatures at $q = 0$ are observed, e.g., with scanning tunneling microscopy [43] and neutrons [44]. Figure 1(a) shows that the locus of specific heat maxima follows the position of charge compressibility maxima [$T_{\text{AV}}(\delta)$].

Two comments are in order. First, we are working with a minimal theoretical model, so we look for qualitative and not quantitative agreement with experiments. Larger values of $U$ push the doping at which the specific heat diverges, or more generally where the pseudogap phase ends, $\delta^*$, at higher doping, as demonstrated in Refs. [17,31]. Larger values of $U$ also push the critical end point to much lower temperatures. Second, the peak in $C/T$ is not due to the renormalized van Hove singularity [15,37], which occurs at larger doping and is essentially temperature independent [17], in sharp contrast with the marked temperature dependence of $T^*(\delta)$. Calculations with different values of frustration confirm the distinction between pseudogap end point and van Hove singularity [15]. Experimentally, the peak in the electronic specific heat is not due to the van Hove singularity [4,45].

**Discussion.** Our results provide a coherent microscopic theoretical model to understand what may occur in hole-doped cuprates. First, the peak in $C/T$ as a function of doping is a signature of a critical end point, which can be confused with a quantum critical point since it occurs at low temperature for large $U$. However, the crossover arising from the end point has three distinct signatures that can be experimentally tested: (a) The peak in $C/T$ becomes broader with raising temperature. This is compatible with experiments [4].

(c) At the critical end point, critical scaling is expected. This may provide an alternate explanation for the $-\ln T$ behavior when the temperature of the critical end point is small enough [46] (in mean field we have the exponent $\alpha = 0$).
different temperatures. We perform numerical derivatives by finite

\[ \frac{\delta}{\delta U} \]

the critical end point (\( \text{Ref. [50]} \)). The first-order transition

\[ U_c \]

metal Mott insulator. Our results are consistent with the rapid decrease

\[ C/T(U) \]

layered organic conductors for \( U > U_{\text{MIT}} \) \([59]\). They are also compatible with the increase of \( C/T(U) \) in a two-dimensional \( ^3\text{He} \) fluid monolayer for \( U < U_{\text{MIT}} \) \([60]\).

**Conclusions.** In summary, using a two-dimensional Hubbard model, we unveiled a mechanism in which one can rationalize the thermodynamic anomalies in hole-doped cuprate superconductors and organic superconductors. They may not reflect the presence of a quantum critical point. They are instead caused by a critical end point at very low temperature that arises from Mott physics plus short-range singlet correlations.
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\[ C/T(U) \]

occupancy versus \( U \) \([50]\)). Contrary to the previous case, at half-filling the first-order transition separates a metal from a Mott insulator.

Figure 3(b) shows \( C/T \) as a function of \( U \) for several temperatures. Again, \( C/T \) shows a peak that narrows and whose intensity increases when approaching the temperature of the end point \( T_{\text{MIT}} \) from above. Below the Mott end point, \( C/T \) is discontinuous and the Clausius-Clapeyron relation implies that the entropy of the insulator is smaller than that of the metal. Our results are consistent with the rapid decrease of \( C/T(U) \) in layered organic conductors for \( U > U_{\text{MIT}} \) \([59]\). They are also compatible with the increase of \( C/T(U) \) in a two-dimensional \( ^3\text{He} \) fluid monolayer for \( U < U_{\text{MIT}} \) \([60]\).

1. B. Keimer, S. A. Kivelson, M. R. Norman, S. Uchida, and J. Zaanen, From quantum matter to high-temperature superconductivity in copper oxides, *Nature (London)* **518**, 179 (2015).
2. M. R. Norman, D. Pines, and C. Kallin, The pseudogap: Friend or foe of high \( T_c \)? *Adv. Phys.* **54**, 715 (2005).
3. C. Proust and L. Taillefer, The remarkable underlying ground states of cuprate superconductors, *Annu. Rev. Condens. Matter Phys.* **10**, 409 (2019).
4. B. Michon, C. Girod, S. Badoux, J. Kačmarčík, Q. Ma, M. Dragomir, H. A. Dabbekowska, B. D. Gaulin, J. S. Zhou, S. Pyon, T. Takayama, H. Takagi, S. Verret, N. Doiron-Leyraud, C. Marcenat, L. Taillefer, and T. Klein, Thermodynamic signatures of quantum criticality in cuprates, *Nature (London)* **567**, 218 (2019).
5. H. v. Löhneysen, A. Rosch, M. Vojta, and P. Wölfle, Fermi-liquid instabilities at magnetic quantum phase transitions, *Rev. Mod. Phys.* **79**, 1015 (2007).
6. P. Walmsley, C. Putzke, L. Malone, I. Guillamón, D. Vignolles, C. Proust, S. Badoux, A. I. Coldea, M. D. Watson, S. Kasahara, Y. Mizukami, T. Shibata, Y. Matsuda, and A. Carrington, Quasiparticle Mass Enhancement Close to the Quantum Critical Point in BaFe\(_2\)(As\(_1-x\)P\(_x\))\(_2\), *Phys. Rev. Lett.* **110**, 257002 (2013).
7. L. Zhao, C. A. Belvin, R. Liang, D. A. Bonn, W. N. Hardy, N. P. Armitage, and D. Hsieh, A global inversion-symmetry-broken phase inside the pseudogap region of \( \text{YBa}_2\text{Cu}_3\text{O}_\text{y} \), *Nat. Phys.* **13**, 250 (2017).
8. P. W. Anderson, The resonating valence bond state in \( \text{La}_2\text{CuO}_4 \) and superconductivity, *Science* **235**, 1196 (1987).
9. H. Alloul, T. Ohno, and P. Mendels, \(^{89}\text{Y}\) NMR Evidence for a Fermi-Liquid Behavior in \( \text{YBa}_2\text{Cu}_3\text{O}_\text{y} \), *Phys. Rev. Lett.* **63**, 1700 (1989).
10. D. Sénéchal and A.-M. S. Tremblay, Hot Spots and Pseudogaps for Hole- and Electron-Doped High-Temperature Superconductors, *Phys. Rev. Lett.* **92**, 126401 (2004).
11. B. Kyung, S. S. Kancheela, D. Sénéchal, A.-M. S. Tremblay, M. Civelli, and G. Kotliar, Pseudogap induced by short-range spin correlations in a doped Mott insulator, *Phys. Rev. B* **73**, 165114 (2006).
12. K. Haule and G. Kotliar, Strongly correlated superconductivity: A plaquette dynamical mean-field theory study, *Phys. Rev. B* **76**, 104509 (2007).
13. E. Gull, M. Ferrero, O. Parcollet, A. Georges, and A. J. Millis, Momentum-space anisotropy and pseudogaps: A comparative cluster dynamical mean-field analysis of the
doping-driven metal-insulator transition in the two-dimensional Hubbard model, Phys. Rev. B 82, 155101 (2010).

[14] G. Sordi, P. Sémon, K. Haule, and A.-M. S. Tremblay, Pseudogap temperature as a Widom line in doped Mott insulators, Sci. Rep. 2, 547 (2012).

[15] W. Wu, M. S. Scheurer, S. Chatterjee, S. Sachdev, A. Georges, and M. Ferrero, Pseudogap and Fermi-Surface Topology in the Two-Dimensional Hubbard Model, Phys. Rev. X 8, 021048 (2018).

[16] G. Sordi, K. Haule, and A.-M. S. Tremblay, Finite Doping Signatures of the Mott Transition in the Two-Dimensional Hubbard Model, Phys. Rev. Lett. 104, 226402 (2010).

[17] G. Sordi, K. Haule, and A.-M. S. Tremblay, Mott physics and first-order transition between two metals in the normal-state phase diagram of the two-dimensional Hubbard model, Phys. Rev. B 84, 075161 (2011).

[18] T. Maier, M. Jarrell, T. Frushke, and M. H. Hettler, Quantum cluster theories, Rev. Mod. Phys. 77, 1027 (2005).

[19] G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko, O. Parcollet, and C. A. Marianetti, Electronic structure calculations with dynamical mean-field theory, Rev. Mod. Phys. 78, 865 (2006).

[20] A.-M. S. Tremblay, B. Kyung, and D. Sénéchal, Pseudogap and high-temperature superconductivity from weak to strong coupling, Towards a quantitative theory, Low Temp. Phys. 32, 424 (2006).

[21] A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Dynamical mean-field theory of strongly correlated fermion systems and the limit of infinite dimensions, Rev. Mod. Phys. 68, 13 (1996).

[22] E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov, M. Troyer, and P. Werner, Continuous-time Monte Carlo methods for quantum impurity models, Rev. Mod. Phys. 83, 349 (2011).

[23] L. Fratino, P. Sémon, M. Charlebois, G. Sordi, and A.-M. S. Tremblay, Signatures of the Mott transition in the antiferromagnetic state of the two-dimensional Hubbard model, Phys. Rev. B 95, 235109 (2017).

[24] L. Fratino, M. Charlebois, P. Sémon, G. Sordi, and A.-M. S. Tremblay, Effects of interaction strength, doping, and frustration on the antiferromagnetic phase of the two-dimensional Hubbard model, Phys. Rev. B 96, 241109(R) (2017).

[25] T. Schäfer, F. Geles, D. Rost, G. Rohringer, E. Arrigoni, K. Held, N. Blümer, M. Aichhorn, and A. Toschi, Fute of the false Mott-Hubbard transition in two dimensions, Phys. Rev. B 91, 125109 (2015).

[26] T. Ayral and O. Parcollet, Mott physics and spin fluctuations: A functional viewpoint, Phys. Rev. B 93, 235124 (2016).

[27] E. W. Huang, C. B. Mendl, H.-C. Jiang, B. Moritz, and T. P. Devereaux, Stripe order from the perspective of the Hubbard model, npj Quantum Mater. 3, 22 (2018).

[28] E. W. Huang, R. Sheppard, B. Moritz, and T. P. Devereaux, Strange metallicity in the doped Hubbard model, arXiv:1806.08346.

[29] G. Sordi, P. Sémon, K. Haule, and A.-M. S. Tremblay, c-axis resistivity, pseudogap, superconductivity, and Widom line in doped Mott insulators, Phys. Rev. B 87, 041101(R) (2013).

[30] C. Walsh, P. Sémon, G. Sordi, and A.-M. S. Tremblay, Critical opalescence across the doping-driven Mott transition in optical lattices of ultracold atoms, Phys. Rev. B 99, 165151 (2019).

[31] L. Fratino, P. Sémon, G. Sordi, and A.-M. S. Tremblay, An organizing principle for two-dimensional strongly correlated superconductivity, Sci. Rep. 6, 22715 (2016).

[32] E. Gull, P. Werner, X. Wang, M. Troyer, and A. J. Millis, Local order and the gapped phase of the Hubbard model: a plaquette dynamical mean-field investigation, Europhys. Lett. 84, 37009 (2008).

[33] M. Ferrero, P. S. Cornaglia, L. De Leo, O. Parcollet, G. Kotliar, and A. Georges, Valence bond dynamical mean-field theory of doped Mott insulators with nodal/antinodal differentiation, Europhys. Lett. 85, 57009 (2009).

[34] M. Ferrero, P. S. Cornaglia, L. De Leo, O. Parcollet, G. Kotliar, and A. Georges, Pseudogap opening and formation of Fermi arcs as an orbital-selective Mott transition in momentum space, Phys. Rev. B 80, 064501 (2009).

[35] A. Macridin, M. Jarrell, T. Maier, P. R. C. Kent, and E. D’Azevedo, Pseudogap and Antiferromagnetic Correlations in the Hubbard Model, Phys. Rev. Lett. 97, 036401 (2006).

[36] X. Chen, J. P. F. LeBlanc, and E. Gull, Simulation of the NMR response in the pseudogap regime of the cuprates, Nat. Commun. 8, 14986 (2017).

[37] A. Reyrenbaut, S. Bergeron, G. Arioud, M. Thénault, M. Charlebois, P. Sémon, and A. M. S. Tremblay, Pseudogap, van Hove singularity, maximum in entropy and specific heat for hole-doped Mott insulators, Phys. Rev. Research (to be published).

[38] L. Xu, P. Kumar, S. V. Buldyrev, S.-H. Chen, P. H. Poole, F. Sciortino, and H. E. Stanley, Relation between the Widom line and the dynamic crossover in systems with a liquid–liquid phase transition, Proc. Natl. Acad. Sci. U.S.A. 102, 16558 (2005).

[39] P. F. McMillan and H. Eugene Stanley, Fluid phases: Going supercritical, Nat. Phys. 6, 479 (2010).

[40] H. Alloul, What is the simplest model that captures the basic experimental facts of the physics of underdoped cuprates? C. R. Phys. 15, 519 (2014).

[41] The filling $n$ and the double occupancy $D$ needed for $E_{pot} = UD$ are calculated directly within the continuous-time quantum Monte Carlo impurity solver. As for the calculation of the kinetic energy $E_{kin}$, we have used the methodology introduced in Ref. [31]. In short, the kinetic energy can be written as the sum of two contributions: the first one is related to the average expansion order term in the CT-HYB impurity solver, and the second one is coming from the cluster part and can be computed from the cluster density matrix.

[42] J. W. Loram, K. A. Mirza, J. R. Cooper, and W. Y. Liang, Electronic Specific Heat of YBa$_2$Cu$_3$O$_{6+x}$ from 1.8 to 300 K, Phys. Rev. Lett. 71, 1740 (1993).

[43] K. Fujita, C. Koo Kim, I. Lee, J. Lee, M. H. Hamidian, I. A. Firmo, S. Mukhopadhyay, H. Eisaki, S. Uchida, M. J. Lawler, E.-A. Kim, and J. C. Davis, Simultaneous transitions in cuprate momentum-space topology and electronic symmetry breaking, Science 344, 612 (2014).

[44] B. Faquéü, Y. Sidis, V. Hinkov, S. Paulhè, C. T. Lin, X. Chaud, and P. Bourges, Magnetic Order in the Pseudogap Phase of High-$T_c$ Superconductors, Phys. Rev. Lett. 96, 197001 (2006).

[45] M. Horio, K. Hauser, Y. Sassa, Z. Mingazheva, D. Sutter, K. Kramer, A. Cook, E. Nocerino, O. K. Forslund, O. Tjernberg, M. Kobayashi, A. Chikina, N. B. M. Schröter, J. A. Krieger, T. Schmitt, V. N. Strocov, S. Pyon, T. Takayama, H. Takagi, O. J. Lipscombe, S. M. Hayden, M. Ishikado, H. Eisaki, T. Neupert, and P. Werner, X. Wang, M. Troyer, and A. J. Millis, Local order and the gapped phase of the Hubbard model: A plaquette dynamical mean-field investigation, Europhys. Lett. 84, 37009 (2008).

[32] E. Gull, P. Werner, X. Wang, M. Troyer, and A. J. Millis, Local order and the gapped phase of the Hubbard model: A plaquette dynamical mean-field investigation, Europhys. Lett. 84, 37009 (2008).
M. Månsson, C. E. Matt, and J. Chang, Three-Dimensional Fermi Surface of Overdoped La-Based Cuprates, Phys. Rev. Lett. 121, 077004 (2018).

[46] L. Bartosch, M. de Souza, and M. Lang, Scaling Theory of the Mott Transition and Breakdown of the Grüneisen Scaling Near a Finite-Temperature Critical End Point, Phys. Rev. Lett. 104, 245701 (2010).

[47] C. Collignon, S. Badoux, S. A. A. Afshar, B. Michon, F. Laliberté, O. Cyr-Choinière, J.-S. Zhou, S. Licciardello, S. Wiedmann, N. Doiron-Leyraud, and L. Taillefer, Fermi-surface transformation across the pseudogap critical point of the cuprate superconductor La$_{1.6-x}$Nd$_x$CuO$_4$, Phys. Rev. B 95, 224517 (2017).

[48] O. Cyr-Choinière, R. Daou, F. Laliberté, C. Collignon, S. Badoux, D. LeBoeuf, J. Chang, B. J. Ramshaw, D. A. Bonn, W. N. Hardy, R. Liang, J.-Q. Yan, J.-G. Cheng, J.-S. Zhou, J. B. Goodenough, S. Pyon, T. Takayama, H. Takagi, N. Doiron-Leyraud, and L. Taillefer, Pseudogap temperature $T^*$ of cuprate superconductors from the Nernst effect, Phys. Rev. B 97, 064502 (2018).

[49] N. Doiron-Leyraud, O. Cyr-Choinière, S. Badoux, A. Ataei, C. Collignon, A. Gourgout, S. Dufour-Beauséjour, F. F. Tafti, F. Laliberté, M. E. Boulanger, M. Matusiak, D. Graf, M. Kim, J. S. Zhou, N. Momono, T. Kurosawa, H. Takagi, and L. Taillefer, Pseudogap phase of cuprate superconductors confined by Fermi surface topology, Nat. Commun. 8, 2044 (2017).

[50] C. Walsh, P. Sémon, D. Poulin, G. Sordi, and A.-M. S. Tremblay, Thermodynamic and information-theoretic description of the Mott transition in the two-dimensional Hubbard model, Phys. Rev. B 99, 075122 (2019).

[51] S. Lefebvre, P. Wzietek, S. Brown, C. Bourbonnais, D. Jérôme, C. Mézière, M. Fournigué, and P. Batail, Mott Transition, Antiferromagnetism, and Unconventional Superconductivity in Layered Organic Superconductors, Phys. Rev. Lett. 85, 5420 (2000).

[52] M. Imada, A. Fujimori, and Y. Tokura, Metal-insulator transitions, Rev. Mod. Phys. 70, 1039 (1998).

[53] C. Gross and I. Bloch, Quantum simulations with ultracold atoms in optical lattices, Science 357, 995 (2017).

[54] I. Bloch, J. Dalibard, and W. Zwerger, Many-body physics with ultracold gases, Rev. Mod. Phys. 80, 885 (2008).

[55] D. Jaksch and P. Zoller, The cold atom Hubbard toolbox, Ann. Phys. (NY) 315, 52 (2005).

[56] M. Lewenstein, A. Sanpera, V. Ahufinger, B. Damski, A. Sen, and U. Sen, Ultracold atomic gases in optical lattices: Mimicking condensed matter physics and beyond, Adv. Phys. 56, 243 (2007).

[57] T. Esslinger, Fermi-Hubbard physics with atoms in an optical lattice, Annu. Rev. Condens. Matter Phys. 1, 129 (2010).

[58] H. Park, K. Haule, and G. Kotliar, Cluster Dynamical Mean Field Theory of the Mott Transition, Phys. Rev. Lett. 101, 186403 (2008).

[59] Y. Nakazawa, H. Taniguchi, A. Kawamoto, and K. Kanoda, Electronic specific heat at the boundary region of the metal-insulator transition in the two-dimensional electronic system of $\kappa$-(BEDT-TTF)$_2$Cu[N(CN)$_2$]Br, Phys. Rev. B 61, R16295 (2000).

[60] A. Casey, H. Patel, J. Nyéki, B. P. Cowan, and J. Saunders, Evidence for a Mott-Hubbard Transition in a Two-Dimensional $^3$He Fluid Monolayer, Phys. Rev. Lett. 90, 115301 (2003).