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Abstract—This article investigates the combination of model predictive control (MPC) concepts and posterior sampling techniques and proposes a simple constraint tightening technique to introduce cautiousness during explorative learning episodes. The provided theoretical analysis in terms of cumulative regret focuses on previously stated sufficient conditions of the resulting “Cautious Bayesian MPC” algorithm and shows Lipschitz continuity of the future reward function in the case of linear MPC problems. In the case of nonlinear MPC problems, it is shown that commonly required assumptions for nonlinear MPC optimization techniques provide sufficient criteria for model-based reinforcement learning using posterior sampling. Furthermore, it is shown that the proposed constraint tightening implies a bound on the expected number of unsafe learning episodes in the linear and nonlinear case using a soft-constrained MPC formulation. The efficiency of the method is illustrated using numerical examples.
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I. INTRODUCTION

Driven by a constantly increasing research and development effort in the field of autonomous systems, including, e.g., autonomous driving, service robotics, or production processes in chemical or biological industry branches, the number of constrained control problems is growing steadily, which motivates research efforts toward automated and efficient synthesis procedures of high-performance control algorithms. While significant progress in this context has been made in the area of reinforcement learning (RL) comparably few methods address systems with continuous state and input spaces and can take into account system constraints. In addition, they often require up to hundreds of thousands of rollouts, see, e.g., [1] and [2], prohibiting their direct application to most real-world control engineering applications. In addition to related learning problems for general nonlinear systems, there exist a variety of results for the linear quadratic regulator (LQR) problem, see, e.g., [3] for the case of known stage cost and infinite horizon or [4, Appendix D] for finite-time horizons. While LQR-based techniques can provide an efficient learning procedure, a principled incorporation of state and input constraints can involve a significant amount of manual cost shaping. Learning-based control design for constrained systems has also been approached from a control engineering perspective. Particularly in the case of safety-critical control problems, model predictive control (MPC) techniques [5] have shown significant impact in both, industrial and research-driven applications. Due to its principled controller synthesis procedures and professional software tools [6, ch. 8], MPC offers an important framework for a variety of learning-based control tasks [7], including larger-scale systems. However, it should be noted that challenging control problems can be difficult to formulate in the form of a learning-based MPC policy, e.g., in the case of sparse or discontinuous dynamics and rewards. Since MPC heavily relies on a sufficiently accurate prediction and reward model of the system, research in learning-based MPC mainly focuses on automatically improving the model quality. To this end, common methods either rely on available system data or include an exploration mechanism similar to RL, see, e.g., [7, Sec. 3], for an overview. In addition, recent learning strategies include the optimization of model and cost function parameters of an MPC using automatic differentiation [8], sensitivity analysis [9], or Bayesian optimization [10]. While the underlying concepts are promising, their theoretical properties still need to be investigated. A concept for combining the merits of posterior sampling-based RL [4] and learning-based MPC [7] has been introduced in a Bayesian MPC scheme [11], enabling practical and scalable RL for industrial applications with state and input constraints. However, the fundamental regularity assumption [4, Sec. 6.1] required to obtain rigorous regret bounds was not established. Compared with constrained RL techniques [12], [13], the Bayesian MPC approach in [11] is further missing bounds on the number of unsafe learning episodes.

Contributions: In order to complete the Bayesian MPC theory and justify its central assumption [11, Assumption 1] to obtain cumulative regret bounds, Section III-A provides a theoretical analysis based on the multiparametric optimization theory in the case of linear system dynamics, convex constraints, and linear or concave quadratic rewards. Then, Section III-B extends the analysis to nonlinear MPC by connecting [11, Assumption 1] with common assumptions from nonlinear MPC and shows that these assumptions are also sufficient for nonlinear Bayesian MPC. The presented cautious Bayesian MPC formulation uses a simple state constraint tightening as introduced in Section II-A that allows to rigorously relate the expected number of unsafe learning episodes to the cumulative performance regret bound in Section III-C, recovering similar bounds on the number of unsafe learning episodes as derived, e.g., in the context of RL [1], [12], [13]. Compared to the original formulation in [11], this guarantees fewer constraint violations as the learning process advances while maintaining the fast practical learning convergence due to the MPC policy parameterization.

A. Preliminaries

Notation: We denote the $i$-th element of a vector $c \in \mathbb{R}^n$ as $c_i$. A vector with $n$ elements equal to 1 is denoted by $1_n$, and if it is clear from the context we write 1.

We consider dynamical systems that can be modeled as

$$x(t + 1) = f(x(t), u(t); \theta_F) + \epsilon_F(t), \quad t \in \mathbb{N} \quad (1)$$
with parameters $\theta_F$, $\sigma_F$-sub-Gaussian zero mean i.i.d. noise $\epsilon_F(t)$, and random initial condition $x(0)$. The system states $x(t)$ are constrained to a desired admissible state constraint set of the form $X := \{ x \in \mathbb{R}^n \mid g(x) \leq 1 \}$ and the inputs $u(t)$ are limited to hard constraints of the form $\mathcal{U} := \{ u \in \mathbb{R}^m \mid g_u(u) \leq 1 \}$ where $g_u : \mathbb{R}^n \to \mathbb{R}^m$ and $g_u : \mathbb{R}^m \to \mathbb{R}^n$. The system is equipped with a time-varying reward signal of the form

$$r(t, x(t), u(t); \theta_R) = \ell(t, x(t), u(t); \theta_R) + \epsilon_R(t)$$

where $\epsilon_R(t)$ is $\sigma_R$-sub-Gaussian zero mean i.i.d. noise and $\theta_R$ parameterizes a mean reward function at time $t \in \mathbb{N}$. In case of perfectly known parameters $\theta_R$ and $\bar{R}$, the goal is to find a control policy $\pi : \mathbb{N} \times X \to \mathcal{U}$ such that application of $u(t) = \pi(t, x(t))$ maximizes the sum of reward signals starting from a given initial condition $x(0)$ over a finite horizon of $T$ time steps

$$\max_{\pi} \quad E \left[ \sum_{t=0}^{T-1} \ell(t, x(t), u(t); \theta_R) \right]$$

subject to (1) with $E := [\epsilon_F(0), \ldots, \epsilon_F(T-2)]$. Importantly, maximization of (3) needs to be performed while taking into account state and input constraints, i.e., $x(t) \in X$ and $u(t) \in \mathcal{U}$ for all $t = 0, \ldots, T-1$.

### II. CAUTIOUS BAYESIAN MPC

#### A. Cautious Soft-Constrained MPC

In the idealized case of perfect system parameter knowledge, an appropriate policy $\pi$ to maximize (3) can be obtained by repeatedly solving a simplified MPC problem, initialized at the currently measured state $x(t)$. While MPC formulations vary greatly in their complexity, a simple formulation as originally proposed by [14] provides sufficient practical properties in terms of performance and constraint satisfaction for many applications.

Thereby, we optimize over an input sequence $\{u_{k|t}\}$ such that the corresponding nominal predicted states $\bar{x}_{k|t}$ neglecting additive disturbances satisfy the system constraints. The resulting MPC problem is given by

$$J^\rho_{\theta, \bar{R}}(x) := \max_{\{u_{k|t}\}} \sum_{k=t}^{T-1} \ell(k, \bar{x}_{k|t}, \bar{u}_{k|t}; \theta_R) - I(\rho_{k|t})$$

\text{s.t.} \quad \bar{x}_{t|t} = x,

\text{for all } k = t, \ldots, T-2 : \quad \bar{x}_{k+1|t} = f(\bar{x}_{k|t}, \bar{u}_{k|t}; \theta_F),

\text{for all } k = t, \ldots, T-1 : \quad \bar{x}_{k|t} \in \bar{X}_{k-\ell}(\rho_{k|t}) \text{ with } \rho_{k|t} \geq 0,

\text{and can be efficiently solved online based on the current system state } x(t) \text{ using tailored MPC solvers [6, ch. 8]. Ideally, the prediction horizon } T \text{ equals the task length, yielding a shrinking horizon MPC. For long task horizons } T, \text{ a common approximation in MPC is to select a smaller prediction horizon and to operate in a receding horizon fashion; see, e.g., [7, Sec. 2.2]. Different from [11], we propose two modifications of the state constraint formulation (4d). First, we use a tightened state constraint common in MPC for uncertain systems to foster practical closed-loop constraint satisfaction, see, e.g., [15], for the case of bounded uncertainties. By optimizing state trajectories subject to a tightened state constraint set, i.e. $g_u(x) \leq (1 - \delta_{k-\ell})\|x\|$ with nondecreasing $0 < \delta_{k-\ell} \leq 1$ along prediction time steps $k$ at time $t$, we gain a safety margin to compensate for uncertain model parameters $\theta_F$ and unknown external disturbances $\epsilon_F$ before state constraint violation occurs at some time step $t$ in the future, i.e., $g_u(x(t)) \leq 1$. As a second modification, we soften the tightened state constraint in (4d) and include the extra negative reward term $-I(\rho_{k|t})$ on the constraint relaxation in (4a) to ensure recursive feasibility of the problem (4) as similarly done in [16]. The penalty ideally realizes a so-called exact penalty function as proposed in [17]. The resulting cautious soft-constraint formulation is given as $\bar{x}_{k|t} \in \bar{X}_{k-\ell}(\rho) := \{ x \in \mathbb{R}^n \mid g_u(x) \leq (1 - \delta_{k-\ell})\|x\| + \rho \}$ with parameters $\delta_{k-\ell} \in \mathbb{R}$, $\delta_{k-\ell} > 0$ defining the degree of cautiousness, slack variable $\rho \in \mathbb{R}^n$, $\rho \geq 0$, and the constraint violation penalty $I(\rho) = c_1\rho + c_2\rho^p$ with penalty weights $c_1 \in \mathbb{R}^n$, $c_1 > 0$, $c_2 \in \mathbb{R}$, $c_2 \geq 0$ [17]. Sufficiently large values of $c_1$ yield an exact penalty, which ensures that (4) recovers the original hard constrained solution in the convex case whenever possible while guaranteeing the feasibility of (4) for any $x \in \mathbb{R}^n$ if necessary. Using an imperfect estimate $\bar{\theta} = (\theta_R, \theta_F)$ of the true system parameters $\theta := (\theta_R, \theta_F)$ in the MPC problem (4), we denote the expected closed-loop future reward, including a weighted constraint violation penalty, at time $t$ and state $x$ as

$$V^\rho_{\theta, \bar{R}}(x) := E \left[ \sum_{j=t}^{T-1} r(j, x(j), u(j); \theta_R) - I(\rho(j)) \right]$$

conditioned on $(\star)$ defined as

$$x(t) = x, \quad x(j + 1) = f(x(j), u(j); \theta_F) + \epsilon_F(j), \quad u(j) = \bar{u}^*(j, x(j); \bar{\theta}), \quad \rho(j) = \min_{\rho \in \mathbb{R}^m} \rho \text{ s.t. } (x(j) \in \bar{X}_{k|t}(\rho_{k|t}))$$

with $E := [\epsilon_F(t), \ldots, \epsilon_F(T-1), \epsilon_R(t), \ldots, \epsilon_R(T-2)]$ and $\bar{u}^*(j, x(j); \bar{\theta})$ being the first element of the optimal input sequence of the MPC problem (4) at time step $j$ with parameters $\bar{\theta}$ and $\rho(j)$ the required softening of state constraints.

Similarly as in previous work on model-based RL, e.g., [4] and [11], the value function (5) combines a performance measure for safe trajectories, i.e., $I(\rho(j)) = 0$ for $x(j) \in \bar{X}_{k|t}(0) \subseteq X$, with a measure for safety violations $x(j) \notin X \Rightarrow \rho(j) > 0 \Rightarrow I(\rho(j)) \gg 0$. More precisely, the tightened constraints $\bar{X}_{k|t}(\rho)$ in $(\star)$, which equal (4d) for $k = t$, ensure that $x(j) \notin X \Rightarrow \rho(j) > 0$, and will be the main mechanism to derive a sublinear bound on the expected number of unsafe learning episodes in Section III-C. As it will be shown in Theorem III.4, the linear tightening $\delta_0 > 0$ can be selected arbitrarily small with the limiting case $\lim_{k \to 0} \bar{X}_{k|t}(0) = X$. The combined value function (5) can, therefore, reflect the reward without constraint tightening arbitrarily crucially. This concept relates to RL for constrained problems as it ensures the existence of a “strictly safe baseline policy” [12, Assumption 2.2] or a “slater point” [13, Assumption 2] if $E[I(\rho(j))] = 0$.

#### B. RL Problem

We consider the case of unknown transition and reward distributions that are parametric according to (1) and (2). During each learning episode $e = 0, 1, \ldots, N-1$, we need to provide a control policy that trades-off information extraction and knowledge exploitation when applied to the system (1) at each time step $t = 0, 1, \ldots, T - 1$ starting from $x(0)$. We, therefore, assume access to prior information about the system parameterization such as production tolerances, to be given as $(\theta_F, \theta_R) \sim \mathcal{Q}_b$. Collected data up to $N$ episodes is denoted $\{\mathcal{D}_e\}_{e=0}^{N-1}$.
Algorithm 1: Bayesian MPC Algorithm.

Data: Parametric model \( f, \ell \); Prior \( Q_0 \)

Initialize \( D_0 = \emptyset \)

for episodes \( e = 0, 1, \ldots, N - 1 \) do

\begin{align*}
\text{sample } \theta_e &\sim Q_0(\theta) \\
\text{for time steps } t = 0, 1, \ldots, T - 1 \text{ do} \\
\text{apply } u(t) &= \hat{u}^*(t, x(t); \theta_e) \\
\text{measure objective and state} \\
\text{end} \\
\text{extend data set to obtain } D_{e+1}
\end{align*}

by

\[ D_N := \left\{ (t, x_{t,e}, u_{t,e}, x_{t+1,e}, r_{t,e}, T_{e}) \right\}_{e=0}^{N-1} \quad (6) \]

Conditioned on collected data \((6)\), the corresponding posterior distribution up to episode \(e\) is denoted by \( \theta_e \sim Q_{e|D_e} \). Based on the acquired data over \( N \) episodes, the performance of the RL algorithm is measured in terms of the expected Bayesian cumulative regret

\[ \text{CR}(N) := E_{\theta, \theta_e, D_e} \left[ \sum_{t=0}^{N-1} \Delta_e \right] \quad (7) \]

with episodic regret defined as

\[ \Delta_e := E_x \left[ V_{\theta,0}^e(x) - V_{\theta_e,0}^e(x) \right] \quad (8) \]

Using the notation of the expected future reward in \((5)\), the cumulative regret \((7)\) quantifies the expected performance deviation between the MPC-based RL algorithm using episodically updated model parameters \( \theta_e \) and the optimal MPC-based policy with access to the true parameters \( \theta \) of the underlying system.

C. Cautious Bayesian MPC Algorithm

Following the concept introduced in \([11]\), we propose to combine model-based RL using posterior sampling investigated by \([4]\) with a cautious MPC policy parameterization as described in Section II-A to obtain a new class of model-based RL policies, called cautious Bayesian MPC, which allows to bound the number of unsafe learning episodes. At the beginning of each learning episode \(e\), we sample transition and reward parameters \( \theta_e \) according to their posterior distribution that results from the prior distribution \( Q_0 \) together with observed data \( D_e \).

The sampled parameters yield an MPC problem parameterization \((4)\) that would correspond to a system and reward with true parameters \( \theta_e \). However, since \( \theta_e \neq \theta \), such an MPC policy might be inconsistent with the underlying system to be controlled, in particular, if the posterior parameter variance is large. In this case, the sampled policy is likely to cause exploitative closed-loop behavior, producing information-rich data. Compared to using, e.g., the current maximum \( \text{a posteriori} \) estimate of the parameters as done in most learning-based MPC approaches, which we refer to as nominal posterior MPC \([7]\), the algorithm, therefore, generates exploitative behavior in case of large posterior parameter uncertainties. As soon as the task-relevant parameter distributions begin to cumulate around the corresponding true process parameters, the parameter samples will start to cumulate as well, implying convergence of the sampled MPC performance to the MPC performance with perfectly known parameters. We provide a rigorous analysis of this effect in Sections III-A and III-B, which is one of the key ingredients to obtain a regret bound. In addition to performance, if the MPC policy using the true system parameters is capable of ensuring cautious constraint satisfaction in expectation, i.e., if \( E[I(\rho(t))] = 0 \) for \( \delta_t > 0 \) under \( u(j) = \hat{u}^*(j, x(j), \theta) \) in \((5)\), then we can additionally bound the expected number of unsafe learning episodes, i.e., the number of episodes in which the state constraints are violated. As formalized in Section III-C, this can be achieved through a sufficiently large \( c_1 \) in the exact penalty \( I(\cdot) \) in \((5)\) together with a bound on the instant regret \((8)\).

Remark II.1: Efficient algorithms for solving the MPC problem \((4)\) already scale to larger scale industrial problems (see, e.g., \([18]\), which considers 256 states and 32 input dimensions. Furthermore, distributed structures as, e.g., considered in the numerical example in Section IV or in \([19]\), can additionally be exploited to implement the corresponding MPC problem \([20]\), [21] and the posterior computation and sampling in a scalable distributed fashion.

III. ANALYSIS

Since the Bayesian MPC algorithm can conceptually be used to enhance any existing MPC application for a wide variety parameterized transition and reward functions \((1)\) and \((5)\), we briefly recap general sufficient conditions from \([11]\) in this section to obtain finite-time regret bounds that are based on the framework proposed in \([4]\). Part of the main contribution of this article compared to \([11]\) is to establish that these conditions hold for the relevant case of linear systems in Section III-A and to provide sufficient conditions for the more general nonlinear case in Section III-B. These results then enable us together with cautious soft constraints from Section II-A to derive a bound on the expected number of unsafe learning episodes under application of the Bayesian MPC algorithm in Section III-C.

We start by reviewing the main steps of model-based RL based on posterior sampling arguments as presented in \([4]\) to reformulate the regret in terms of the expected learning progress of the transition and reward function. By using a regularity assumption on the expected future reward under the sampled MPC controllers this then allows us to bound the cumulative regret using the so-called Eluder dimension, which expresses the learning complexity for different mean and reward function classes. Instead of the instant regret \( \Delta_e \) in \((8)\), which includes the unknown optimal future reward \( V_{\theta,0,0}^e(x) \), we formulate the regret in terms of the sampled MPC controller applied to the corresponding sampled system, for which it is optimal, i.e.,

\[ E_{\theta, \theta_e, x, D_e} \left[ \Delta_e \right] = E_{\theta, x, D_e} \left[ E_{\theta_e} \left[ V_{\theta_e,0}^e(x) - V_{\theta_e,0}^e(x) | \theta, x, D_e \right] \right] \]

where \( V_{\theta_e,0}^e(x) \) is known based on the sample \( \theta_e \) and \( V_{\theta,0}^e(x) \) can be observed. It holds \( E_{\theta, \theta_e, x, D_e} \left[ \Delta_e - \tilde{\Delta}_e \right] = 0 \Rightarrow E_{\theta, \theta_e, x, D_e} \left[ \Delta_e \right] = E_{\theta, \theta_e, x, D_e} \left[ \tilde{\Delta}_e \right] \), which allows another reformulation based on the Bellman operator as proposed by \([4]\) for the continuous case to end up with a regret bound of the form

\[ E \left[ \tilde{\Delta}_e \right] \leq \sum_{t=0}^{T-1} \left[ E \left[ V_{\theta_e,t+1}^e(f(x(t), u(t); \theta_e) + \epsilon_F(t)) \right] - \right. \]

\[ \left. - V_{\theta_e,t+1}^e(f(x(t), u(t); \theta) + \epsilon_F(t)) \right] \]

\[ + E \left[ \sum_{t=0}^{T-1} [r(t, x(t), u(t); \theta_e) - r(t, x(t), u(t); \theta)] | \theta, x, D_e \right] \]

with expectation over \( \theta, \theta_e, x, D_e, \epsilon_F(t), \) and \( \epsilon_R(t) \). The second term in \((9)\) can be bounded via the conditional posterior through \( E_{\theta, x, D_e} \left[ E_{\theta_e} \left[ \sum_{t=0}^{T-1} [r(t, x(t), u(t); \theta_e) - r(t, x(t), u(t); \theta)] | \theta, x, D_e \right] \right] \). The first term, however, requires a regularity assumption that quantifies how errors in the expected one-step-ahead prediction \( f(x(t), u(t); \theta_e) - f(x(t), u(t); \theta) \) cause deviations w.r.t. the one-step-ahead expected future reward \( V_{\theta_e,t+1}^e(.) \).
Assumption 1: For all \( \theta_t \in \mathbb{R}^{n_{\theta}} \) and \( x^+, \tilde{x}^+ \in \mathbb{R}^n \), there exists a constant \( L_V > 0 \) such that
\[
\begin{align*}
E_{\epsilon_F(t)} & \left[ V_{\theta_{t+1}}(x^+ + \epsilon_F(t)) - V_{\theta_{t}}(\tilde{x}^+ + \epsilon_F(t)) \right] \\
& \leq L_V \|x^+ - \tilde{x}^+\|_2.
\end{align*}
\]
(10)

While previous literature only required this assumption, we will theoretically investigate its justification in the case of MPC-based policies in Sections III-A and III-B.

The relationship between the regret and the mean deviation between the true and sampled reward and transition function as described previously allows us to derive a Bayesian regret bound using statistical measures. The first bound relates to the complexity of the respective mean function also known as the Kolmogorov dimension \( \text{dim}_K \); see also [22]. In an online learning setup, it is additionally necessary to quantify the difficulty of extracting information and accurate predictions based on observed data, which is measured in terms of the Eluder dimension \( \text{dim}_E \) [22]. These measures further require boundedness of the mean reward and transition function as follows.\(^2\)

Assumption 2: There exist constants \( c_{\ell} \) and \( c_F \) such that for all admissible \( x \in \mathbb{R}^n, u \in \mathbb{R}^m, \theta \in \mathbb{R}^{n_{\theta}}, \) and \( \ell = 0, 1, \ldots, T - 1 \) it holds
\[
|\ell(t, x, u; \theta_{\ell})| \leq c_{\ell}, \quad \text{and} \quad ||f(t, x, u; \theta_F)|| \leq c_F.
\]

Following [4] and [11], we can combine these measures to obtain the following regret bound for the Bayesian MPC algorithm as an immediate consequence from [4, Th. 1] with \( \bar{O} \) neglecting terms that are logarithmic in \( N \).

Theorem III.1: If Assumptions 1 and 2 hold, then it follows that
\[
\text{CR}(N) \leq \bar{O} \left( \sigma_R \sqrt{\text{dim}_K(t)} \text{dim}_E(t)TN \right) + L_V \sigma_F \sqrt{\text{dim}_K(f) \text{dim}_E(f)TN}.
\]
(11)

Specific bounds for different parametric function classes can be found, e.g., in [4] and [22].

A. Regularity of the Value Function for Large-Scale Linear Transitions and Concave Rewards

Regularity of the future reward as required by Assumption 1 is a central ingredient for the performance analysis and essentially determines the shape of the regret bound in Theorem III.1. While explicit bounds on the Kolmogorov- and Eluder dimensions are available for relevant parametric function classes [4, 22], we provide a bound on \( L_V \) that holds under application of the Bayesian MPC algorithm. In this section, we begin by focusing on the control relevant case of linear time-invariant transitions (1) of the form
\[
x(t + 1) = A(\theta_F)x(t) + B(\theta_F)u(t) + \epsilon_F(t)
\]
(12)
and reward models (5) that are either affine or quadratic and concave in the states and inputs for each time step \( t = 0, 1, \ldots, T - 1 \). Furthermore, we restrict our attention to state and input spaces that are polytopic of the form \( \mathcal{X} := \{ x \in \mathbb{R}^n | A_x x \leq b_x \} \) and \( \mathcal{U} := \{ u \in \mathbb{R}^m | A_u u \leq b_u \} \).

Based on these assumptions, we establish Lipschitz continuity of the optimizer of the MPC Problem (4).

Theorem III.2: Consider MPC problem (4). If the mean transition (4c) is linear, the state (4d) and input (4e) constraints are polytopic, and the mean reward function (4a) is linear or quadratic and strictly concave for all time steps, then under application of the Bayesian MPC algorithm it follows that Assumption 1 holds.

The proof together with a detailed construction of \( L_V \) according to Assumption 1 can be found in Appendix A.

By combining this result with Theorem III.1 and the specific bounds on the Eluder- and Kolmogorov dimensions from [4] and [22], we obtain the specific bound
\[
\text{CR}(N) \leq \bar{O} \left( \sigma_R n \sqrt{2TN} + L_V \sigma_F \sqrt{n(n + m)TN} \right)
\]
(13)
with \( L_V \) according to (18) in Appendix A.

B. Extension Toward Nonlinear Transitions and Rewards

While the linear case as considered in the previous section covers a large portion of control applications, the increasing availability and performance of nonlinear MPC solvers motivates the extension to nonlinear reward and transition models. We, therefore, extend the analysis from Section III-A to the more general case of transition and reward functions \( f \) and \( \ell \) that are nonlinear and nonconvex as well as more general state and input spaces of the form \( \mathcal{X} := \{ x \in \mathbb{R}^n | g_x(x) \leq 1 \} \) and \( \mathcal{U} := \{ u \in \mathbb{R}^m | g_u(u) \leq 1 \} \). To this end, we use a similar line of reasoning as in the proof of Theorem III.2 to provide sufficient conditions on the resulting nonlinear MPC problem (4) that ensure Assumption 1. In particular, we utilize results from [23] to analyze local continuity properties of Karush–Kuhn–Tucker (KKT)-based solutions of the MPC problem (4), which results in sufficient conditions commonly used in nonlinear optimization algorithms [24], and in the nonlinear MPC literature [6, ch. 8.6.1].

Theorem III.3: Let Assumption 2 hold and consider the MPC problem (4) with \( f, \ell, I, g_x, \) and \( g_u \) continuously differentiable and Lipschitz continuous. If the linear independence (LI) and the strong second-order sufficient condition (SSOSC) according to [23, 3(a) and 3(d)] hold for all admissible \( x \in \mathbb{R}^n, \theta \in \mathbb{R}^{n_{\theta}}, \) and \( t = 0, 1, \ldots, T - 1 \), then it follows that Assumption 1 holds.

The main steps of the proof can be found in Appendix B. The linear independence (LI) condition refers to the linear independence of the gradients of the active constraints at an optimum of (4) with respect to the decision variables and ensures necessity of the corresponding KKT conditions. In addition, the strong second-order sufficient condition (SSOSC) guarantees sufficiency of the KKT conditions and uniqueness of local solutions through a local positive definiteness condition of the Hessian of the Lagrangian with respect to the decision variables, also depending on the active constraints at the optimum. Consequently, if these conditions do not hold, situations where small deviations of \( x \) cause a "jumping behavior" between different local optimal solutions of the MPC problem (4) can occur and potentially lead to a non-Lipschitz continuous future reward function. While the imposed assumptions are difficult to verify, note that the LI condition is a common requirement for nonlinear solvers and that the SSOSC is the weakest condition to ensure existence and uniqueness of local solutions of the MPC problem (4) for small perturbations of the initial condition \( x_0 \); see [25]. In addition, recent results connect these assumptions and the resulting Lipschitz continuity property to the actual underlying optimal control problems [26]. Importantly, note that, e.g., a normally distributed \( \epsilon_F \) helps to smoothen the future reward through the expectation operator in (10), rendering the conditions for Bayesian MPC less restrictive than common assumptions from the nonlinear MPC literature.

C. Bounding the Expected Number of Unsafe Learning Episodes

While a tightened MPC formulation using the true parameters \( \theta \) typically provides state constraint satisfaction in expectation for many practical applications, the parameter samples \( \theta \) during application of the Bayesian MPC algorithm can vary significantly during initial learning episodes. It can therefore happen that the constraints are violated, even in expectation. In such learning episodes, however, the amount of
constraint violation can partially be observed through the regret due to the exact penalty in the future reward function (5). As a consequence, if the MPC using the true system parameters $\theta$ provides satisfaction of the tightened constraints in expectation, i.e., $x(t) \in X_0(0)$, we can use regularity of the expected future reward to show that a converging parameter estimate yields a converging future reward, and therefore, converging constraint satisfaction. In other words, since the stage cost function is bounded and the constraints are tightened, a sufficiently large soft constraint penalty ensures observability and a bound on state constraint violations, which can be formalized as follows. We first derive an upper bound on the instant regret $\Delta_e$ as defined in (7) implying constraint satisfaction in Appendix C. By combining this intermediate result with the regret bound from Theorem III.1, we bound the cumulative expected number of unsafe learning episodes in Theorem III.4. To streamline notation, we denote the state, input, and slack variable sequence in the expected future reward (5) for a given initial state $x$ as $x_{0,j}^s(j), u_{0,j}^s(j)$, and $p_{0,j}^s(j)$ for $j = 0, \ldots, T - 1$ in the following.

**Theorem III.4:** Let the conditions of Theorem III.1 hold and consider a weighting factor in the exact penalty term $I(.)$ in (4a) that satisfies $\min_i (c_{ij}) \geq 2\delta_0 + \delta_{01}$ with $c_{R}$ from Assumption 2 and some $c_{3} > 0$. If $E_{E,A}(p_{0,j}^s(j)) = 0$, then the total number of $N_{\text{unsafe}}$ episodes, for which there exists a $j \in \mathbb{N}$, $0 \leq j \leq T - 1$ such that $E_{E,A}(x_{0,j}^s(j) \notin X)$ is bounded in terms of the cumulative regret by $N_{\text{unsafe}} \leq [CR(N)c_{3}]^1$.

A sublinear cumulative regret bound therefore ensures a decreasing ratio between the number of episodes with constraint violation and the total number of learning episodes, which vanishes at the rate of $c(1/N)$ for $N \to \infty$ and some positive constant $c$.

It should be noted that Theorem III.4 requires that $\min_i (c_{ij}) \geq 1/\delta_0$ holds up to linear constraints, which implies that a smaller constraint tightening $\delta_0$ results in a larger constraint violation penalty $I(\rho)$ in (5) by the factor $1/\delta_0$ in case of unsafe episodes. While this does not affect the overall structure of the bound and its dependence on $\sqrt{N}$ in Theorem III.1, a practical choice of $\delta_0$ in the related MPC literature is typically between 0.005 and 0.1. While the slack penalties in (5) can similarly be found in constrained RL concepts [1], [12], [13], it should be noted that the proposed MPC policy directly minimizes the slack constraints through the soft constraints (4d) and penalty (4a) and constraint violations only occur due to model uncertainties. In contrast, penalty optimization methods [1], [12], [13], e.g., perform primal and dual update steps after each episode, resulting in separated bounds on performance and constraint satisfaction. Note that the upper bound $c_{3}$, and consequently, also the lower bound on the exact penalty scaling could potentially be improved in the corresponding proof (see Appendix C) by exploiting the concrete structure of I including quadratic terms.

Furthermore, for practical applications with large initial parametric uncertainties, one could consider the use of a more restrictive constraint tightening $\delta_0 > \delta_{01}$ during a finite number of initial training episodes to reduce the number of constraint violations within the initial learning phase.

**IV. NUMERICAL EXAMPLES**

All examples are implemented using the IPOPT solver [24]. The source code of the numerical examples can be found online.$^3$

**A. Large-Scale Thermal Application**

We first consider the task of efficiently controlling a large-scale network with 100 cooling units, e.g., a server farm or production machines in manufacturing plants, that are arranged in a grid structure and have a strong thermal coupling with respect to locally neighboring units; see Fig. 2. Inputs $u(t) \in U \subset \mathbb{R}^{100}$ describe the applied cooling power to each cooling, which are subject to physical limitations $U := \{ u \in \mathbb{R}^{100} | u \leq u_0 \}$. The system state is defined by the temperatures $x(t) \in \mathbb{R}^{100}$ of each unit that needs to be below a given threshold $x(t) \in X := \{ x \in \mathbb{R}^{100} | x \leq 100 \}$ for all times. The thermodynamics of the plant are given with linear mean dynamics such that each unit $i$ has unknown dynamics of the form $x_i(t + 1) = A_i x_i(t) + B_i u_i(t) + \sum_{j \in N_i} A_{ij} x_j(t) + C_i + e_p(t)$ with neighboring units indexed by $j$, known Gaussian parameter prior distribution $(A, B, C) \sim Q_{\theta_{0}}$ and Gaussian process noise $e_p(t)$. Note that the resulting overall dynamics can be stated in the form (12) by extending the state space. The goal is to minimize the overall expected energy consumption $\sum_{i} L_i u_i(t) + \epsilon_R$ by considering thermal couplings while keeping the temperature of each cooling unit below a specified maximum temperature, starting form a temperature level below 100 degrees. The energy efficiency of each unit is described through parameters $L \in \mathbb{R}^{100}$ that are sampled from a known Gaussian prior distribution $I \sim Q_{\theta_{0}} + \epsilon_R$ additive Gaussian measurement noise $e_R$. Based on these assumptions, i.e., the distributed linear structure of the dynamics and reward in combination with Gaussian prior distribution, each unit $i$ can compute its posterior distribution $Q_{\theta_{i}} | \mathcal{D}_{i}$ and corresponding samples independently from other units in closed-form [7, Sec. 3.2.1]. The overall plant consists partly of new cooling units with known efficiency and older cooling units with uncertain efficiency factors that are worse in expectation. Due to these different efficiency levels that are provided through the prior distribution, explorative behavior can be beneficial to exploit more efficient units. The exact numerical values and prior parameterization can be found in the function server_experiment.m in the provided source code for the example. In Fig. 1(left), we compare the proposed Bayesian MPC algorithm against commonly used nominal posterior MPC, i.e., selecting $\theta_{i} := \mathbb{E} [\theta | \mathcal{D}_{i}]$ [7, Sec. 3], using 100 different system realizations. While both algorithms show reasonable learning performance and provide constraint satisfaction at all times, Bayesian MPC is able to significantly reduce the cumulative regret by almost 50% compared to nominal posterior MPC.

**B. Drone Search Application**

In this example, we consider a generic drone search task falling into the problem class of Section III-B. The goal is to collect information about an a priori unknown position of interest using a quadrotor drone. While the prior of the 10-D drone dynamics are selected according to [27], we additionally simulate strong winds in different altitudes, which adds strong nonlinear effects to the dynamics. Once the target position is reached, the drone collects information before it returns to the base station for analysis and recharge. The overall goal, therefore, is to learn the drone dynamics, winds in different altitudes and the most informative search position. The safety-critical constraints are a maximum range of the drone together with a minimum altitude that need to be satisfied under physical actuator limitations. The dynamics are of the form $x(t + 1) = Ax(t) + Bu(t) + C \Phi(x(t)) + e_p$, where $A$ and $B$ matrices describe the unknown dynamics around the hovering state and $C \Phi(x(t))$ models strong winds in different altitudes as $\Phi(x(t)) = [k(x_3(t), W_1), k(x_3(t), W_2), k(x_3(t), W_3)]^\top$ using radial basis functions $k(.,.)$ [28] with given hyperparameters $W_i$ and unknown parameters $C$. The system has a 3-D input space that allows to control the desired pitch and roll as well as vertical acceleration of the drone. The system constraints are given by physical input constraints and a box constraint on the position states, which describes the minimal altitude and maximum range of the drone. Furthermore, the use of a linear model is only valid around the hovering state, yielding additional absolute pitch and roll constraints of
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APPENDIX

A. Proof of Theorem III.2

It is sufficient to show global Lipschitz continuity of \( V_{\theta, t}^0(x) \) since existence of an \( L_{V_i} > 0 \) such that

\[
\begin{align*}
\mathbb{E}_{x,P} \left[ V_{\theta, t+1}^0(x^+ + \epsilon_P) - V_{\theta, t+1}^0(\tilde{x}^+ + \epsilon_P) \right] \\
\leq \mathbb{E}_{x,P} \left[ L_{V_i} \|x^+ + \epsilon_P - \tilde{x}^+ + \epsilon_P\| \right] \\
\leq L_{V_i} \|x^+ - \tilde{x}^+\|
\end{align*}
\]

implies the desired result. Let \( \ell(j, x, u) := \ell(j, x, u; \theta_0) - I(\rho(x)) \) with \( \rho(x) := \min_{\rho \geq 0} \mathbb{E}_{x,\pi} \) s.t. \( x \in \mathcal{X}_L(p) \) according to (5), which is Lipschitz continuous in \( x \) and \( u \) since \( \pi \) and \( U \) are polytopic. To streamline notation, we denote the state and input sequence in the expected future reward (5) with \( \theta = \theta_e \) as \( x(j, x, E) \) and \( u(j, x) \) for \( j = 0, \ldots, T - 1 \) with \( x(0, x, E) = x \) and \( E := [\epsilon_R(t), \ldots, \epsilon_R(T - 1), \epsilon_F(t), \ldots, \epsilon_F(T - 2)] \) in the following. We have due to linearity of the expectation operator, Jensen’s inequality, the triangle inequality, and global Lipschitz continuity of \( \tilde{\ell} \) that there exists \( L_{\tilde{\ell}, j} \) such that (14) shown at the bottom of the next page, holds. It, therefore, remains to show that \( x \) and \( u \) are Lipschitz continuous in their second argument. Since \( u(j, x) \) is the first element of the optimal input sequence according to (4) and (4) is guaranteed to be feasible due to the soft constraint reformulation, it follows from [5, Th. 1.8] for affine \( \ell \) and from [5, Th. 1.12] for strictly concave quadratic \( \ell \) for any \( j \) and \( x, \tilde{x} \in \mathbb{R}^n \) that there exists a \( K \in \mathbb{R}^+, \tilde{K} < \infty \) such that

\[
||u(j, x) - u(j, \tilde{x})|| \leq \tilde{K} ||x - \tilde{x}||. \tag{16}
\]

It remains to show that there exists an \( L_{\ell}(j) \) such that

\[
||\ell(j, x^+, E) - \ell(j, \tilde{x}^+, E)|| \leq L_{\ell}(j)||x^+ - \tilde{x}^+||. \tag{17}
\]
We have that
\[
\|x(j,x^+,E) - x(j,x^+,E)\| \leq L_x(j)\|x^+ - x^+\|
\]
\[
\Rightarrow \|x(j+1,x^+,E) - x(j+1,x^+,E)\| \leq L_x(j+1)\|x^+ - x^+\|
\]
with \(L_x(j) = L_x(j-1)(|A| + ||B||K)\) and \(L_x(0) = 1\) by induction.

Induction start \(j = 0\)
\[
\|x(0,x^+,E) - x(0,x^+,E)\| = \|x^+ - x^+\| \leq L(0)\|x^+ - x^+\|
\]
with \(L(0) = 1\) implying
\[
\|x(1,x^+,E) - x(1,x^+,E)\| = \|Ax + Bu(0,x^+) + \epsilon_F(0) - A\tilde{x} + Bu(0,\tilde{x}) - \epsilon_F(0)\| \leq \left(\|A\| + ||B||K\right)\|x^+ - x^+\|
\]

Induction step for any \(j > 0\), it holds
\[
\|x(j,x^+,E) - x(j,x^+,E)\| \leq L_x(j)\|x^+ - x^+\|.
\]
We have
\[
\|x(j+1,x^+,E) - x(j+1,x^+,E)\| = \|Ax(j,x^+,E) + Bu(j,x(j,x^+,E)) + \epsilon_F(j) - A\tilde{x} + Bu(j,x(j,x^+,E)) - \epsilon_F(j)\| \leq \left(\|A\| + ||B||K\right)\|x(j,x^+,E) - x(j,x^+,E)\|
\]
\[
\leq \left(\|A\| + ||B||K\right)L_x(j)\|x^+ - x^+\|\text{ (induction hypothesis)}.
\]

Combining these results yields
\[
L_V = \sum_{j=t+1}^{T-1} L_{\ell,j}(L_x(j)(1 + K)) < \infty
\]
which completes the proof.

**B. Proof Outline of Theorem III.3**

For any initial state \(x_0\), there exists a corresponding optimal solution \(\hat{u}^*_t\) to (4) due to the soft-constraint formulation, Lipschitz continuity of the objective, Lipschitz continuity of the constraints in (4), and the compactness of the input constraints. Together with [23, Th. 3.7], it follows from the given assumptions that there exists a unique function \(y(t,x) \rightarrow [\hat{u}^*_t, \hat{u}^*_{t+1}, \ldots, \hat{u}^*_{t+N-1}]\) that is Lipschitz continuous with respect to all initial conditions \(x \in \mathcal{B}(x_0, r)\) with \(\mathcal{B}(x_0, r) := \{s \in \mathbb{R}^n | |x - x_0| \leq r\}\) and \(x_0\) fulfilling the KKT conditions corresponding to (4). Due to the SSOSC, the KKT conditions imply optimality of \(y(t,x)\) and we conclude existence of a local Lipschitz constant \(L_u(t,x_0) > 0\) such that for all \(x, \tilde{x} \in \mathcal{B}(r,x_0)\), it holds \(\|u(t,x) - u(t,\tilde{x})\| = \|y(t,x) - y(t,\tilde{x})\| \leq L_u(t,x_0)\|x - \tilde{x}\|\). Since the input space is compact it also follows boundedness of
\[
L_u = \max_{x,\tilde{x},|x-\tilde{x}|>r} \frac{\|u(t,x) - u(t,\tilde{x})\|}{\|x - \tilde{x}\|} \quad (19)
\]
allowing us to select \(K := \max\{L_u, L_x(t,x_0)\}\). From here, we can proceed analogously to the proof of Theorem III.2 using \(\|x(j+1, x^+, E) - x(j+1, \tilde{x}, E)\| \leq \left(L_{f_x} + L_{f_y}K\right)x(j,x^+,E) - x(j,\tilde{x},E)\|\) with \(L_{f_x}\) and \(L_{f_y}\) being the Lipschitz constants of \(f\) with respect to the state \(x\) and input \(u\).

**C. Bounding the Expected Number of Unsafe Learning Episodes**

**Lemma C.1:** Let Assumption 2 hold. Consider the expected future reward in (5) for a constraint tightening \(\delta_{t-1} > \delta_0 > 0\) and \(x \in \mathcal{X}_e(0)\). If \(E_F\{\rho_{\theta_0}(j)\} = 0\) for all \(j = 0, \ldots, T - 1\) and the weighting factor of the exact penalty term \(I(\cdot)\) in (4a) satisfies \(\min_{i}(c_{1,i}) > \frac{2\psi_0^{\theta_0} + \epsilon}{\delta_0}\) for some \(c_{1,i} > 0\), then it holds
\[
|V_{\theta_0}^\rho(x) - V_{\theta_0}^\rho(x)| < c_\delta \Rightarrow \mathbb{E}_F[x_{\theta_0}^\rho(j) \in \mathbb{X}]
\]
for all \(j = 0, 1, \ldots, T - 1\).

**Proof:** For a proof by contradiction, consider the case \(|V_{\theta_0}^\rho(x) - V_{\theta_0}^\rho(x)| < c_\delta\) and \(\mathbb{E}_F[x_{\theta_0}^\rho(j) \notin \mathbb{X}]\) for some \(0 \leq j \leq T - 1\).
yielding (15) shown at the bottom of the previous page, where we use linearity of the expectation operator, min\((c_{i,j})\) ≥ \(2\bar{c}_{\delta}^R\) + c_δ, and the fact that \(\ell_0^g(j) − \ell_0^g(\bar{j}) > -2\bar{c}_{\delta}R\). Similarly, \(\sum_{j∈J^+}(j) \ell_0^g(j) − \ell_0^g(\bar{j}) > -|J|\bar{c}_{\delta}R ≥ -(T − 1)2\bar{c}_{\delta}R\) and \(I(\rho_0^g(j)) ≥ 0\) yielding

\[
|V_0^g(x) − V_0^g(x)| ≥ c_δ + \sum_{j∈J^+}(j) \ell_0^g(j) − \ell_0^g(\bar{j}) + I(\rho_0^g(j)) \geq c_δ.
\]

The lower bound implies

\[c_δ > |V_0^g(x) − V_0^g(x)| ≥ c_δ\]

yielding the contradiction.

**Proof of Theorem III.4**

Let \(\mathcal{N}_{\text{unsafe}}\) be the set of episode indices such that \(\mathbb{E}_e[|V_0^g(x) − V_0^g(x)|] ≥ c_δ\) for \(e ∈ \mathcal{N}_{\text{unsafe}}\), i.e., potentially unsafe episodes for which there exists some \(j\) s.t. \(\mathbb{E}_e[x_0^g(j) / \mathcal{X}]\) out of a total of \(N\) episodes. By summing up potentially unsafe episodes \(e ∈ \mathcal{N}_{\text{unsafe}}\), we get

\[
\sum_{e∈\mathcal{N}_{\text{unsafe}}} \mathbb{E}_e[|V_0^g(x) − V_0^g(x)|] ≥ \mathcal{N}_{\text{unsafe}}c_δ \tag{21}
\]

by Lemma C.1 with \(\mathcal{N}_{\text{unsafe}}\) such that \(|\mathcal{N}_{\text{unsafe}}| = \mathcal{N}_{\text{unsafe}}\). By definition, the cumulative regret provides a bound for the sum in (21) and we, therefore, end up with \(CR(N) ≥ \mathcal{N}_{\text{unsafe}}c_δ\), which proves the desired statement. ■

\section*{REFERENCES}

[1] H. Wei, X. Liu, and L. Ying, “A provably-efficient model-free algorithm for constrained Markov decision processes,” AAAI, vol. 36 no. 4, pp. 3868–3876, Jun. 2022.

[2] J. Achiam, D. Held, A. Tamar, and P. Abbeel, “Constrained policy optimization,” in Proc. Int. Conf. Mach. Learn., 2017, pp. 32–31.

[3] Y. Ouyang, M. Gagnari, and R. Jain, “Posterior sampling-based reinforcement learning for control of unknown linear systems,” IEEE Trans. Autom. Control, vol. 65, no. 8, pp. 3600–3607, Aug. 2020.

[4] I. Osband and B. V. Roy, “Model-based reinforcement learning and the Eluder dimension,” in Proc. Adv. Neural Inf. Process. Syst., 2014, pp. 1466–1474.

[5] F. Borrelli, Constrained Optimal Control of Linear and Hybrid Systems, vol. 290. Berlin, Germany: Springer, 2003.

[6] J. B. Rawlings, D. Q. Mayne, and M. M. Diehl, Model Predictive Control: Theory, Computation, and Design, 2nd ed. Santa Barbara, CA, USA: Nob Hill Publishing, 2017.

[7] L. Hewing, K. P. Wabersich, M. Menner, and M. N. Zeilinger, “Learning-based model predictive control: Toward safe learning in control,” Annu. Rev. Control Robot. Auton. Syst., vol. 3 no. 1, pp. 269–296, 2020.

[8] B. Amos, I. Dario, J. Rodriguez, J. Sacks, B. Boots, and J. Z. Kolter, “Differentiable MPC for end-to-end planning and control,” in Proc. Adv. Neural Inf. Process. Syst., 2018, pp. 8289–8300.

[9] S. Gross and M. Zanon, “Data-driven economic NMPC using reinforcement learning,” IEEE Trans. Autom. Control, vol. 65, no. 2, pp. 636–648, Feb. 2020.

[10] M. Neumann-Brosig, A. Marco, D. Schwarzmann, and S. Trimpe, “Data-efficient autotuning with Bayesian optimization: An industrial control study,” IEEE Trans. Control Syst. Technol., vol. 28, no. 3, pp. 730–740, May 2019.

[11] P. K. Wabersich and M. Zeilinger, “Bayesian model predictive control: Efficient model exploration and regret bounds using posterior sampling,” in Proc. Learn. Dyn. Control, 2020, pp. 455–464.

[12] T. Liu, R. Zhou, D. Kalathil, P. R. Kumar, and C. Tian, “Learning policies with zero or bounded constraint violation for constrained MDPs,” in Proc. Adv. Neural Inf. Process. Syst., 2021, pp. 17183–17193.

[13] Y. Efroni, S. Mannor, and M. Pirotta, “Exploration-exploitation in constrained MDPs,” 2020, arXiv:2003.02189.

[14] S. K. Mitter, “Successive approximation methods for the solution of optimal control problems,” Automatica, vol. 3, no. 3/4, pp. 135–149, 1966.

[15] D. L. Marruedo, T. Alamo, and E. F. Camacho, “Input-to-state stable MPC for constrained discrete-time nonlinear systems with bounded additive uncertainties,” in Proc. IEEE 41st Conf. Decis. Control, 2002, pp. 4619–4624.

[16] M. N. Zeilinger, M. Morari, and C. N. Jones, “Soft constrained model predictive control with robust stability guarantees,” IEEE Trans. Autom. Control, vol. 59, no. 5, pp. 1190–1202, May 2014.

[17] E. C. Kerrigan and I. M. Maciejowski, “Soft constraints and exact penalty functions in model predictive control,” in Proc. UKACC Int. Conf., 2000, pp. 2319–2327.

[18] P. Kumar, J. B. Rawlings, and S. J. Wright, “Industrial, large-scale model predictive control with structured neural networks,” Comput. Chem. Eng., vol. 150, 2021, Art. no. 107291.

[19] M. J. Maestre and R. R. Negenborn, “Distributed model predictive control made easy intelligent systems,” Control Automat. Sci. Eng., 2014.

[20] Y. R. Sturz, E. L. Zhu, U. Rosolia, K. H. Johansson, and F. Borrelli, “Distributed learning model predictive control for linear systems,” in Proc. IEEE Conf. Decis. Control, 2020, pp. 4366–4373.

[21] H. Hu, K. Gatisis, M. Morari, and G. J. Pappas, “Non-cooperative distributed MPC with iterative learning,” IFAC-PapersOnLine, vol. 53, no. 2, pp. 5225–5232, 2020.

[22] D. Russo and B. V. Roy, “Learning to optimize via posterior sampling,” Math. Operations Res., vol. 39, no. 4, pp. 1221–1243, 2014.

[23] J. Liu, “Sensitivity analysis in nonlinear programs and variational inequalities via continuous selections,” SIAM J. Control Optim., vol. 33, no. 4, pp. 1040–1060, 1995.

[24] A. Wächter and T. L. Biegler, “On the implementation of an interior-point filter line-search algorithm for large-scale nonlinear programming,” Math. Program., vol. 106, no. 1, pp. 25–57, 2006.

[25] K. M. Kojima, “Strongly stable stationary solutions in nonlinear programs,” in Analysis and Computation of Fixed Points. New York, NY, USA: Elsevier, 1980, pp. 93–138.

[26] L. A. Asen, I. Donchev, M. N. Kolmanovsky, M. K. Nicotha, and V. M. Veliov, “Lipschitz stability in discretized optimal control with application to SQP,” SIAM J. Control Optim., vol. 57, no. 1, pp. 468–489, 2019.

[27] P. Boufard, “On-board model predictive control of a quadrotor helicopter: Design, implementation, and experiments,” Dept. Elect. Eng. Comput. Sci., Univ. California, Berkeley, CA, USA, Tech. Rep. UCB/EECS-2012-241, Nov. 2012.

[28] C. M. Bishop, Pattern Recognition and Machine Learning (Information Science and Statistics). Berlin, Germany: Springer, 2006.