Soil Classification and Feature Importance of EPBM Data using Random Forests
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ABSTRACT

This paper presents an implementation of Random Forest (RF), a supervised learning algorithm, to classify the encountered geologic conditions using continuous earth pressure balance machine (EPBM) operation data. This study was performed on a data set from State Route 99 (SR99) tunnel construction in Seattle, WA. Hyperparameter tuning was performed to investigate the effects of RF hyperparameters on the classification performance as well as to determine the best hyperparameter configuration. The role of the features in the classification model was investigated by evaluating the feature importance measures. This study demonstrates that, with straightforward hyperparameter tuning, RF could deliver good classification performance and could infer the geologic transition through the classification probabilities. This study indicates that although several EPBM features had relatively larger “weights” for the classification, it was the interactions among the features that contain the geologic information.

INTRODUCTION

Geologic uncertainty and variability along tunnel alignments strongly affect the tunneling performance and risk. To safely achieve the expected performance, tunnel boring machine (TBM) operators must be aware of the changing geologic conditions along the tunnel alignment (Sutcliffe 1996). A geologic map can be helpful. However, it can only provide a generalized guidance since it is interpreted from limited boreholes at discrete locations. Therefore, during tunneling, the operators have to continuously infer the geologic conditions based on signals produced by TBM sensor measurements (Garcia et al. 2021).

Developing more systematic methods to infer the encountered geologic conditions based on TBM data remains an open research question. Various data-driven methods have been implemented to tackle this problem, such as using probabilistic models (e.g., Sousa and Einstein 2012) and machine learning (e.g., Erharter et al. 2020; Zhang et al. 2019; Zhao et al. 2019). Despite the recent advances, more attention has been given to complex and less interpretable
models such as neural networks. Furthermore, less focus has been paid to understand the features (measured variables used as predictors) of the model (Sheil et al. 2020).

This study evaluated Random Forests (RF), a supervised learning algorithm, as a tool to systematically infer (i.e., classify) the encountered geologic conditions along a tunnel alignment. This study also investigated the role of each feature in the classification model using feature importance measures. This study was performed on a data set from State Route 99 (SR99) tunnel construction in Seattle, WA. The tunneling was performed using a 17.5 meters diameter earth pressure balance shield machine (EPBM).

**DATA AND METHODS**

**Geologic Conditions.** Geologic conditions along SR99 tunnel were obtained from the geotechnical baseline project reports (WSDOT 2010a; b). For the tunneling purpose, geologic deposits along the alignment were classified into several engineering soil units (ESU) based on their physical characteristics. The geologic conditions were dominated by over-consolidated glacial and non-glacial pre-Vashon geologic units, with ESU of Till Deposits (TD), Cohesionless Sand and Gravel (CSG), Cohesionless Silt and Fine Sand (CSF), Cohesive Clay and Silt (CCS), and Till-Like Diamict (TLD). Note that TD might have more complex engineering behavior since it was mixtures of gravel, sand, silt, and clay. TLD was generally cohesionless but might have layers and lenses of tills.

Supervised learning algorithms require labels as the “ground truth”. In this study, ESU at borehole locations along the tunnel alignment were chosen as the labels. The boreholes were envisaged to represent geologic conditions for a 50-ft (15.2 meters) radius from the drilled location. Based on the boreholes, the EPBM face might encounter multiple ESU in most of the alignment. Therefore, five labels were created to represent mixtures of the ESU at each borehole location (Table 1).

| Geologic conditions based on ESU                                           | Soil labels                      |
|----------------------------------------------------------------------------|----------------------------------|
| Fully cohesive soils (CCS)                                                | CCS                              |
| Predominantly cohesive soils (CCS) with layers of cohesionless soils (CSG, CSF) | CCS_CSGCSF                      |
| Predominantly cohesionless soils (CSG, CSF) with layers of cohesive soils (CCS) | CSGCSF_CCS                      |
| Predominantly cohesionless soils (CSG, CSF) with layers of till/till-like deposits (TD, TLD). | CSGCSF_TLTD                      |
| Mix of cohesionless soils (CSG, CSF), cohesive soils (CCS), and till/till-like deposits (TD, TLD) | TLTD_CSGCSF_CCS                  |
**EPBM Data.** The EPBM was equipped with numerous sensors to record various measurements during tunneling operation. This recorded almost 6000 features in both spatial and temporal range at every few seconds. To limit the complexity of the data, the study was focused on the continuous data of the primary EPBM system, i.e., main features in the tunneling processes. Features that might contain biased information toward spatial location of the shield were not included (i.e., pitch and yaw angles of the shields, earth pressures in the chamber). To further condense the number of features and enable more interpretability of the analysis results, records from same sensor types were summed together. This produced a total of 36 features to be used in the analysis.

In this study, the observation points were represented in spatial series as EPBM chainage locations per ring advance. This means an observation point represents measurement records along one ring advance. Depending on the data characteristics, an observation point can be obtained by taking the final observation value of one ring advance (e.g., features related to volume, length), or taking the average value along one ring advance (e.g., features related to pressure, forces, speed). A few examples of the data with the soil labels are shown in Figure 1.

![Figure 1. Examples of the data along the tunnel alignment: (a) features related to force and torque, (b) features related advance speed and rotation speed, (c) features related to volume. Background colors represent the soil labels.](image-url)
Random Forests. RF is a supervised learning algorithm that produce the prediction by aggregating a large number of decision trees as the base learners (Breiman 2001). RF becomes popular due to its strong predictive performance in high-dimensional data, versatility in various feature types and scale, robustness to missing data, outliers, and noises, as well as its ability to measure importance of the features. Furthermore, RF is a nonparametric method. Thus, it is suitable for EPBM data analysis since the distribution of each sensor measurement may vary and cannot be predetermined.

Briefly, RF algorithm is performed as follows. (i) Generate different bootstrapped training data sets by drawing samples with replacement from the original training data set. Samples outside the bootstrapped data are called ‘out-of-bag’ (OOB) data. (ii) Construct decision trees using the bootstrap samples. A single decision tree is constructed using binary recursive partitioning into distinct subsets. The objective of partitioning is to minimize dissimilarity in terminal nodes. In classification problems, it is typically measured by the Gini impurity index. (iii) Obtaining the final result by aggregating all the constructed decision tree results. This study was performed in R programming language using fast implementation of RF in C++ (Wright and Ziegler 2017).

Data Preparation. The data preparation consisted of the following steps. (i) As previously discussed, EPBM chainage locations per ring advance were used as the observation points representation. The observations of non-advancing tunneling stages were not included. (ii) Features from same sensor types were summed together. Features that might contain biased information toward spatial location of the shield were not included. (iii) Observations with erroneous records and missing values were removed. This reduces the amount of observation but avoids further complexities that might arise from imputing missing data with assumptions. (iv) Observations located adjacent to available boreholes were labeled.

Model Setup. Classification models were developed based on two data splitting schemes, namely, static random model and dynamic sequential classification model. The static random model was developed as a benchmark model with randomness in training-testing data. In this model, data for training and testing were randomly selected from the labeled data with ratio of 80:20. To deal with imbalanced class distribution, the training data was up sampled. Beside the testing data (in labeled data set), the trained model was also used to classify the unlabeled data.

The dynamic sequential model was developed as a scheme that can be implemented in real tunneling cases. In this model, the classifications were performed at each observation point (testing data) based on the past observations (training data), sequentially. In other words, to classify the encountered soils at a particular chainage, the model was re-trained using observations from the previous chainages. The training data was also up sampled at every re-training stage.
Hyperparameter Tuning. Hyperparameter tuning was performed on the static random model to investigate the effects of RF hyperparameters on the classification performance as well as to determine the best hyperparameter configuration. The analysis was performed on the static random classification model. The overall value of correct classification in out-of-bag (OOB) data was used as the accuracy metric.

Repeated K-fold cross-validation (CV) analysis with 5 times repeat and 10-folds was performed in various range of RF hyperparameters: (i) splitting rule, (ii) possible number of features that are randomly selected to split at each node (mtry), (iii) minimum node size, and (iv) number of trees (ntrees). The splitting rule defines how a single decision tree to be constructed. Both mtry and minimum node size define the complexities of the constructed trees. The ntrees defines how the forests to be generated.

Feature Importance. Feature importance analysis was performed on the static random model to investigate the role of each feature in soil classification. However, there are various methods to measure the feature importance and each method may produce different scores. Therefore, to capture the general tendency of the feature importance, three measurement methods were used in this study, namely (i) impurity (Breiman 2001), (ii) permutation (Nicodemus et al. 2010), and (iii) conditional permutation (Strobl et al. 2008).

RESULTS AND DISCUSSION

Effects of Hyperparameters. Figure 2(a) and Figure 2(b) present the effects of ntrees and mtry (at minimum node size of 10) on the OOB classification accuracy based on Gini (Breiman 2001) and Extratrees (Geurts et al. 2006) split rules, respectively. These figures show that ntrees was important to produce better classification accuracy. Both figures show that the accuracy increased to about 0.98 when ntrees was increased. However, the accuracy tends to be stable after ntrees reached a threshold value. To ensure both high accuracy and reasonable computation cost, ntrees of 500 were selected for the models.

Figure 2(a) shows that Gini split rule produced the lowest accuracy when mtry was equal to the number of features (mtry = p = 36). Generally, the accuracy increased at lower numbers of mtry. In contrast, Figure 2(b) shows that Extratrees split rule produced the lowest accuracy at mtry of 1. It appears that Extratrees split rule produced more stable accuracy in the variation of mtry, except the single one. Therefore, Extratrees split rule was selected for the models.

Figure 2(c) and Figure 2(d) present the effects of mtry and minimum node size (at ntrees of 500) on the OOB classification accuracy. Both split rules produced similar highest accuracy values. Figure 2(c) shows that Gini split rule achieved the peak accuracy at about mtry of 6, which is equal to \( \sqrt{p} \). This result is in agreement with previous studies (Probst et al. 2019). At higher numbers of mtry, the accuracy dropped. In contrast, Figure 2(d) shows that Extratrees split rule produced relatively more stable accuracy at mtry of \( \sqrt{p} \) to \( p \). Both split rules obtained their lowest accuracy at minimum node size of 20. Beside this value, variation of the accuracy
was less significant. Therefore, mtry of \( \sqrt{p} \) and minimum node size of 10 was selected for the models.

Figure 2. Hyperparameter sensitivity: ntrees vs. accuracy using Gini split rule (a) and Extratrees split rule (b), mtry vs. accuracy using Gini split rule (c) and Extratrees split rule (d).

**Soil Classification.** Figure 3(a) presents geologic map and boreholes along the tunnel alignment (WSDOT 2010a; b). The boreholes were colored based on the soil labels. The grey color denotes the unlabeled data, where no boreholes were available. Figure 3(b) presents the results of the RF static random classification. The first row of Figure 3(b) shows the classification results. The black bar denotes classification errors. The classification results were determined based on the highest classification probability produced at each data point, as shown in the second row of Figure 3(b). The static random model produced good classification accuracy of 0.933 (93.3%). However, this accuracy applies to the labeled data only. The classification results of the unlabeled data could only be qualitatively compared to the geologic map (which is also an interpretation by geologists).

The second row on Figure 3(b) shows that the classification probability appears to reveal the geologic transition along the tunnel horizon. For example, both the geologic map and the classification probability show transition from predominantly CCS to predominantly CSG between borehole TB108 and TB223. In further details, the model could also capture localized geologic conditions. For example, the model captured increasing probability of mixed soils just before borehole TB312, where the geologic map indicates the beginning of the CCS layer on top of the tunnel horizon, creating mixed geologic conditions.

Figure 3(c) presents the results of the RF dynamic sequential classification model. It can be observed that more errors were produced by the dynamic model, with the accuracy decreased to 0.913 (91.3%). This lower accuracy was expected since the training data for the dynamic model was not randomized, hence contained more bias. Furthermore, the model was only trained with very limited data and labels in the early parts of the tunnel alignment. This caused weak performance in classification analysis. However, the performance seems improved (i.e., similar to the static model) after the model received adequate training data and labels.
Figure 3. Classification results (a) Geologic map and boreholes (WSDOT 2010a; b), (b) static random classification model results, and (c) dynamic sequential classification model results. Black bars denote classification errors of labeled data.

Feature Importance. Figure 4 shows the results of feature importance analysis. The features are shown in color according to the EPBM feature groups. Features with higher rank imply that they had stronger “weights” in the RF soil classification model. The relative importance was standardized to maximum score of 1.0. Note that the relative comparison of the feature ranks is more important than the importance scores.

All measurement methods show that features related to cutter (i.e., cutter torque and cutter rotation speed), thrust (i.e., thrust force and advance speed), and ground conditioners (i.e., foam and polymer) were consistently at high importance ranks. This was expected as cutter and thrust directly interact with the encountered soils (Sousa and Einstein 2012). In contrast, another feature from the thrust group, i.e., thrust stroke, was consistently at the lowest importance rank. Thrust stroke is typically pushed to its maximum stroke length or to the specified length based on
the shield trajectory and therefore the values should not depend on the encountered soils. This can be a sign that the feature importance measurements returned sensible results.

The association between ground conditioners and the encountered soils seems obvious. Ground conditioners are typically injected into the encountered soils at the cutterhead to achieve favorable soil flow characteristics. However, applying actual ground conditioners during tunneling is not straightforward as effective characteristics of the conditioners depends on the injected soils properties (Thewes et al. 2012). Therefore, during tunneling, EPBM operators have to continuously adjust the conditioners to achieve favorable soil flow characteristics (JSCE 2016).

Figure 5 can be evidence. This figure shows soil classification accuracy when RF models were trained using a single feature only. The figure shows that a single feature could only produce classification accuracy of about 0.5 or below, even if the feature were at high rank in the importance measures (e.g., ground conditioners). The low accuracy of every feature indicates that information contained in only a single feature may not be adequate for soil classification and it was the interactions among the EPBM features that contain the “true” information about the geologic conditions.

![Figure 4](image-url)

**Figure 4.** Feature importance measured based on (a) impurity, (b) permutation, and (c) conditional permutation.
CONCLUSIONS

This study has demonstrated that RF can potentially be employed as a tool to systematically infer the encountered geologic conditions along tunnel alignments. In this case, RF could deliver stable and good classification performance with straightforward hyperparameter tuning. In adequate data and the corresponding labels, the RF models could infer the geologic transition through the classification probabilities. This provides evidence that the EPBM data contained information about the geologic conditions.

The feature importance analysis has shown that features related to the cutter, thrust, and ground conditioners contained relatively larger “weights” in the classification model. However, information contained in a single feature, even if the feature was at high importance rank, may not be adequate for soil classification. This indicates that it was the interactions among the EPBM features that contain the information about the geologic conditions. Therefore, it is important to capture these interactions to infer the encountered soils during tunneling.
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