Abstract—Building energy management is one of the core problems in modern power grids to reduce energy consumption while ensuring occupants’ comfort. However, the building energy management system (BEMS) is now facing more challenges and uncertainties with the increasing penetration of renewables and complicated interactions between humans and buildings. Classical model predictive control (MPC) has shown its capacity to reduce building energy consumption, but it suffers from labor-intensive modelling and complex on-line control optimization. Recently, with the growing accessibility to the building control and automation data, data-driven solutions have attracted more research interest. This paper presents a compact review of the recent advances in data-driven MPC and reinforcement learning based control methods for BEMS. The main challenges in these approaches and insights on the selection of a control method are discussed.
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I. INTRODUCTION

The building sector accounts for about 76% of electricity use, 40% of primary energy use and associated greenhouse gas emissions in the U.S. [1], and the similar situation exists in other countries. Therefore, it is essential to reduce energy consumption in buildings to meet national energy and environmental challenges, and to reduce operation costs for buildings. Recently, the area of building energy management system (BEMS) has gained a significant amount of interest, and the advanced control strategies for BEMS are believed to provide great potential to reduce building energy costs and improve grid energy efficiency and stability [2]. There are two main objectives for BEMS: minimizing energy consumption and ensuring the comfort of the occupants. Comfort management includes the control of the multiple components of heating, ventilation and air conditioning (HVAC) units with optimized energy consumption. Energy management deals with energy cost optimization by curtailing redundant energy usage and load shifting. However, the design of such a system faces increasing challenges and uncertainties with the penetration of renewables in the grid, which entails the efficient management of stationary and mobile (e.g., electric vehicle (EV)) battery storage units. These boil down to a large-scale complex optimization problem affected by multiple external disturbances and system uncertainties. Plus, these challenges complicate even more with variable occupancy conditions and human interaction with the building [3].

Traditional rule-based control (RBC) is easy to implement while its control performance is not optimal. Classical model predictive control (MPC) uses forecast information to optimize the control inputs and thereby utilizing disturbance predictions for the modelling process, resulting in a reliable control performance. However, several studies have pointed out its limited commercial implementation [4], [5]. This limited adoption of MPC is attributed to predictive model design complexities, as well as increased time constraint and memory footprint required for on-line optimization [6]. The dependency of the MPC performance on the accuracy of the derived system modeling exponentially increases the computational complexity with the size of the building and the structure of its energy network.

With the growing number of smart meters and sensors installed, building operation data have recently been more accessible through the building automation systems (BAS) [7]. Empowered by big data and powerful computing resources, a recent approach is to combine various machine learning (ML) tools with classical MPC to design data-driven MPC strategies that preserve the reliability of classical MPC while reducing the time and computational complexities during online implementation. Another trend, reinforcement learning (RL), with an excellent decision-making capability in the family of ML, is also being explored in BEMS to enhance control performance. The aim is to address consistent implementation issues, namely, time expensive on-line optimization for advanced control strategies.

Both of data-driven MPC and RL in BEMS are effective solutions in BEMS, and may even complement each other with their advantages. Several research efforts have been made to further understand and summarize the use of them. The authors in [7] explore the challenges of data-driven algorithms in building HVAC and energy management applications. An extensive review presented in [8] highlights system model development focusing on building passive thermal mass and data-driven predictive control integration in similar building applications. A recent review [9] focuses on deep RL-based smart building energy management. To the best of the authors’ knowledge, no detailed study has been conducted to give insights into the commonalities and interconnections between these two different control methods. Therefore, with the aim of filling this vital research gap in this area, the main contributions of this survey are:

- To present a summarized review of recent advances in data-driven MPC and RL-based control methods in BEMS.
• To identify the main challenges and compare the differences of these two methods for the BEMS application.
• To provide an insight on pros and cons of each methods and suggest potential directions for engineers and researchers contemplating the use of these methods based on specific control objectives.

The rest of the article is organized as described in the following. A brief discussion on the technical background of MPC and RL-based control mechanism along with the building energy management problem in Section [I] Section [III] and Section [IV] include reviews of articles focusing on data-driven MPC and RL-based building energy management approaches. In section V challenges of these control approaches are discussed followed by a discussion on future research directions in Section [VI].

II. TECHNICAL BACKGROUND

In this section, a quick review of the theoretical backgrounds of MPC and RL-based building control strategies is presented.

A. Model Predictive Control

Fig. 1. Model Predictive Control Strategy [10].

A schematic of a classical MPC approach is shown in Figure [1] [10] for a tracking control problem. The MPC uses a control-oriented system model to generate output predictions, $\hat{y}(t)$ for a predefined $N$ time steps in the future, known as the prediction horizon (PH), using the available input-output information at the current time step $t$. The controller then optimizes the manipulated input variables for a shorter interval $K$, known as the control horizon (CH), keeping the control inputs $u(t)$ unchanged during the time interval between $t + K + 1$ and $t + N$, i.e., $\Delta u(\tau | t) = u(\tau | t) - u(\tau - 1 | t) = 0$, $\forall \tau = t + K + 1, \ldots, t + N$. The objective is to minimize a problem specific objective function based on the predicted controlled outputs. An example of a quadratic MPC objective function tracking a reference trajectory $r(t)$ is given by Equation (1):

$$\min_{u(t+1|t),\ldots,u(t+K|t)} \sum_{i=t+1}^{t+N} w_y [r(i) - \hat{y}(i)]^2 + w_u [u(i) - u(i-1)]^2$$  \hspace{1cm} (1)$$

where $w_y$ and $w_u$ are weighting coefficients. Conventionally, only the first value of the optimized control signal, $u(t + 1|t)$ is implemented and the whole optimization is repeated for the next time step by shifting the prediction horizon forward, based on a new set of available information. For this reason, MPC is also known as the receding horizon control [10].

The design of the control-oriented system model is not trivial for building applications and the computational complexity grows with the size of the building. Also, the predictive control optimization at each time step, in a receding horizon setup, is computationally heavy and the order increases exponentially with the length of the prediction horizon as well as the number of control inputs in the optimization problem. The data-driven MPC incorporates ML-based algorithms to navigate through these computational complexities focusing on reducing time and memory footprints acquired by a classical MPC. As discussed later in Section [III], generally in data-driven MPC, the ML algorithms are used either to imitate the control action of a classical MPC during run-time to reduce the online optimization time or to train an ML network to represent the control oriented building model using historical building operation data. The latter may also help in improving the adaptability of a data-driven MPC approach as compared to a classical MPC.

B. Reinforcement Learning

RL refers to a computational approach to learning whereby an agent tries to maximize the total amount of reward it receives while interacting with a complex and uncertain environment, as shown in Figure 2. The most common way to model an RL problem is as a Markov Decision Process (MDP). MDP is a discrete-time framework for modelling multi-stage decision making. It can be expressed as a tuple $(S, A, P, r, \gamma)$, where $S, A, P$ and $R$ are the sets of states $s_t$, actions $a_t$, state transition probabilities $p$ and rewards $r$; $\gamma \in [0, 1]$ is a discount factor accounting for future rewards. RL algorithms can be sorted into model-based and model-free methods based on whether $P$ and $R$ are learned first (model-based) and then used to find the optimal control policy. There are also three types of methods based on what the agent learns in model-free RL: value-based, policy-based and Actor-Critic methods. The State-Action-Reward-State-Action (SARSA) and Q-learning are the most famous classical RL algorithms, which are value-based. Policy-based methods learn the policy directly with a parameterized function respect to $\theta$. To overcome the high variance in gradient estimates, the Actor-Critic methods parameterize both policy and value functions and simultaneously update them in training. To scale up the RL algorithms with large state and action spaces, deep RL leverages deep neural networks as function approximators to represent policies, reward and value functions. The use of replay buffer and fixed target network also fix the problems of correlations between samples and non-stationary targets in classical RL algorithms [11], [12].

C. Architecture for BEMS

A typical BEMS architecture has several important components: residential or commercial buildings, EVs, battery energy
storage, renewable sources and the power grid, as illustrated in Figure 3. The building itself contains household or commercial appliances and equipment, with a smart meter and the control center used to record data and control the equipment in the building. The information flow between the assets and control center is two-way to keep the building working and share information with the external power grid.

Building operation goals commonly deal with the trade-off of ensuring occupants’ comfort while minimizing the energy consumption or the associated cost. The metrics for energy optimization mainly focus on net energy consumption such as cost minimization, peak reduction, load shifting, and appliance scheduling. The comfort optimization metrics focus on keeping control variables like indoor temperature and humidity within a reasonable range.

III. REVIEW OF DATA-DRIVEN MPC IN BEMS

ML algorithms are adapted in data-driven MPC design predominantly in two ways. First, a closed-loop MPC is used to generate the input-output data to be used as the training and testing data sets for an ML-based algorithm (Section III-A). Once trained offline, the ML algorithm replaces the MPC during run-time and thereby eliminating the receding horizon control optimization performed by the MPC at each control iteration. However, since the training data is generated using the MPC, the performance of the ML controller is still dependent on the control-oriented building model used by the MPC. Alternatively, another approach (Section III-B) is to use ML-based algorithms to design and train the control-oriented model offline, commonly using closed-loop control measurements from installed RBC or PID controller as the training data. The ML-based control-oriented model parameters are often updated periodically using various adaptive strategies. This control-oriented system model is subsequently used by the MPC for system output predictions during online optimization.

A. MPC Generated Training Data for ML-Based Controller

In [4] the authors propose an Approximate MPC where deep time delay neural networks (TDNN) and regression trees (RT)-based regression models are used as approximators for comfort and energy optimization of a multi-zone residential building. The training data is generated using classical closed-loop MPC optimization profiles. Feature engineering is implemented to further reduce model complexity and implementation cost. TDNN-based Approximate MPC reduces the computation time approximately by a factor of 7 as compared to the classical MPC. A real-time implementation of a deep-learning-based policy approximator for MPC (DL-MPC) is later presented by [13] in an office building located in Hasselt, Belgium. A deep neural network (DNN)-based microcontroller is presented in [14]. The DNN-based controller has a fast computation time and achieves an ‘almost globally optimal solution’ of a mixed-integer quadratic program (MIQP).

B. Data-driven Predictive Model for MPC

An artificial neural network (ANN)-based MPC driven HVAC control system is presented [15]. Radial basis function-based neural networks (RBF-ANN), are identified by a multi-objective genetic algorithm (GA). The ANN models achieve a suitable trade-off between the accuracy of predicted mean vote (PMV) approximation for comfort and the execution time of the MPC. The discrete MPC uses a branch and bound technique to find the optimal control signal. In [16] the authors present a list of publications, between 2010 to 2016, on the ANN-aided MPC approach in various BEMS applications. In this article, the authors also implemented an ANN-based MPC for a residential building located in Vaughan, Ontario, Canada. The best network after multiple iterations (BNMI) approach has been used to determine the appropriate ANN-driven predictive models for HVAC components. The MPC-driven controller is used in a supervisory level controlling setpoints of local PID controllers. [17] introduces safety aware exploration using model-based deep RL for MPC control-oriented model identification. MPC minimizes energy cost and zone temperature violation using a random-sampling shooting method. The time constraint in real-time implementation is tackled by training an auxiliary policy network that imitates MPC outputs. The proposed method achieves 17.2%\textasciitilde21.8% reduction in total energy consumption along with 10\times reduction in total required training steps as compared to model-free RL using proximal policy optimization (PPO). A novel model-based deep RL algorithm, namely MB^2C, is presented in [18], which improves the results presented in [17]. Here, the authors proposed a Model Predictive Path Integral (MPPI) based control approach instead of a random-sampling shooting method [17] for the MPC optimization since the latter is not efficient in identifying the best action as the randomly chosen
batch of action trajectories may not include the best action sequence. The control-oriented building model, designed for predicting changes in the system states, is identified as an ensemble of multiple adaptive environment-conditioned neural networks (ENNs) which take into account environmental disturbance inputs along with system state and action as network inputs. A weighted ensemble learning approach is adopted to train these ENN models where each model is initialized using random initial network parameters from different batches. MB^2C achieves 8.23% more energy savings as compared to the MBRL controller in [17] while maintaining similar comfort. It also achieves higher data efficiency and faster convergence as compared to a model free PPO-based RL baseline controller as well as the MBRL controller in [17].

A continuous building model adaptation scheme using an ANN-based MPC control-oriented model is proposed in [19]. The adaptive ANN model is updated in each control iteration using the closed-loop MPC data. The ANN-aided MPC has achieved a 58.5% cooling energy reduction along with a 36.7% reduction in electricity consumption while maintaining a comfortable indoor environment. In [20], ANN-based MPC is used for lighting and thermal comfort optimization. A nonlinear autoregressive exogenous model with parallel architecture (NARX) is used to train the networks that estimate the PMV-based comfort specifications, environmental conditions and power consumption. An input convex neural network (ICNN) quasi-convex MPC is proposed in [21] to ensure input-output convexity of ANN mapping for the control-oriented model. However, ICNN generally only guarantees one-step prediction convexity. In this work, an extension is proposed for multi-shot multi-step prediction convexity with a feed-forward network.

A random forest (RF) based control-oriented model for MPC is used in [22]. A 29% reduction in HVAC electrical energy consumption and a 63% reduction in thermal energy consumption is achieved. In [23] the authors propose data-predictive control (DPC) where MPC uses regression trees (RT) for prediction. Each RT represents an affine function, that relates the system outputs to the control inputs from the training data, associated with a prediction time step. To alleviate overfitting and high variance of the RTs, an ensemble learning approach is adopted replacing RTs with RFs for each timestep. A variation of the similar approach is presented in [24], where state-space switched affine dynamical linear time-invariant (LTI) models are identified instead of the affine static prediction. The switched affine state-space models take into account the internal state evolution. Data predictive control based on RFs with affine functions and convex optimization problem for BEMS is presented in [25]. The high dimensionality of the affine function coefficient fitting process is simplified by choosing only two fitted coefficients, implying all past control inputs have similar effects on the state as that of the current control input. Experiment results show better model performance even though the assumption is less realistic as explained by the authors.

[26] uses Gaussian process regression (GPR) based MPC control-oriented models to predict heating demand, electric baseline and natural gas consumption for a gas consumption minimization problem and implemented them at Canmet ENERGY-Varennes, an NRCAN research facility at Québec, Canada. About 22% reduction in natural gas consumption and greenhouse emission is reported, along with 4.3% reduction in the net building heating demand as compared to the current building control operation.

IV. REVIEW OF RL IN BEMS

By feeding the predictive information into the dynamic model, MPC has shown its possibilities to improve the control performance of BEMS. In this section, recent advances of RL in building control are reviewed, and they show that RL can produce good results through interactions between the agents and building environments.

A. Classical RL Methods in BEMS

Classical RL methods such as Q-learning and SARSA are found to dominate the learning algorithms in building control before 2017 [27]. A pioneering work in RL-based energy management by Google DeepMind, which was developed using the RL method, was shown to decrease the electricity bill for cooling a data center by approximately 40%. The home energy management problem is formulated as an MDP and then solved with a Q-learning algorithm in [28]. A method that combines the tree-like MDP and SARSA algorithm was proposed for appliance scheduling and compared with a Q-learning in [29]. Experimental results show that both SARSA and Q-learning obtain a similar schedule for a finite number of appliances over a 24-hour horizon, but the schedule is arrived at much faster using the variation of SARSA. The authors in [30] compare the value-based approach with the Actor-Critic method for domestic hot water control and find Q-learning performs better.

To combine the users’ feedback into the control process and smooth the power consumption profile, the authors in [31] propose an algorithm directly integrating user feedback into its control logic using fuzzy reasoning as reward functions. Then, Q-learning is used to make optimal decisions to schedule the operation of smart home appliances. However, classical RL methods suffer severely from the curse of dimensionality when using historical data or applied to continuous operations in building control. There has been some effort to reduce the dimension in training data. For instance, only states of the previous two-time steps are considered in the critic network, markedly decreasing the number of inputs [32]. The authors in [33] use a deep neural network-based dimension reduction technique, then compress the previous ten indoor temperatures and control signals into six hidden states. In their following work [34], the predicted states are used to help improve the performance of the RL controller as MPC, and they find that including weather forecasts as states could improve the performance by 27%.

B. Deep RL Methods in BEMS

In continuous control and discrete control problems which have large action spaces and state spaces, the curse of dimensionality hinders the implementation of RL in practice.
So, deep neural networks have been widely used recently as function approximators to represent policies, rewards and value functions in building control to scale up the RL algorithms. The deep Q-learning has been adopted to optimize the operation cost or energy consumption of a single building HVAC system through EnergyPlus tool in [35], where the system determines discrete air flow rate based on time, zone temperature and environment disturbances. The authors in [36] substitute the Q-table with an ANN that maps current and target temperature directly to their Q-values, allowing the controller to work with continuous states and actions, and also to speed up the learning process, and experiments results demonstrate that the deep RL-based algorithm is more effective in energy cost reduction compared with the traditional rule-based approach. The authors in [37] implement the deep RL hot water controllers in 32 Dutch houses by taking into account occupant interaction and hot water system dynamics. They find that, compared with the fixed schedule or fixed setpoint control, the RL controller reduces energy consumption by almost 20% while maintaining occupant comfort.

Except for controlling single device in building, there also exist some methods consider the control operations of heterogeneous home appliances and distributed energy resources according to the consumer’s comfort and preferences. The authors in [38] propose a two-level hierarchical deep RL-based energy management framework for HEMS to handle the interdependent operation between the home appliances at the first level and the energy storage system (ESS)/EV at the second level. Then the optimal policy for charging and discharging actions of the ESS and EV is independently determined considering the energy consumption schedule of aggregated home appliances. The approach employs an actor-critic method where the controllable home appliances are scheduled at the first level. The energy-saving system and EVs are scheduled at the second level to cover the aggregated washing machine (WM) and air conditioner (AC) loads, which are calculated at the first level along with the fixed load of the uncontrollable appliances. A DQN-based home energy management that considers both the appliances scheduling and EV charging scheduling is presented in [39]. To deal with both discrete and continuous actions to jointly optimize the schedules of all kinds of appliances, a deep RL approach based on trust region policy optimization is proposed in [40]. The approach considers three kinds of appliance including deferrable appliances, regulatable appliances, and critical appliances in the simulation model and directly learns from raw observation data of the appliance states, real-time electricity price, and outdoor temperature. Apart from the BEMS in a residential home, there are many existing works on building control with consideration of commercial building. The authors in [41] propose a deep RL-based framework for efficiently controlling four-building energy subsystems so that the total energy consumed by all subsystems can be minimized while still maintaining user comfort.

Another way to deal with multiple appliances or multiple buildings control problems is to use multi-agent (MA) RL, where each agent corresponded to various home appliances/buildings can communicate with each other. In classical RL algorithms and deep RL works, they often investigate energy policies for household appliances under same environments and reward setting, thereby restricting the algorithm’s effectiveness and generalization in real scenarios. MARL requires setting several agents, where different types of household appliances represent different agents with their actions and rewards. The authors in [42] propose a methods for the optimal scheduling of different household appliances to optimize energy utilization. The authors in [43] propose a MARL algorithm to minimize HVAC energy consumption without sacrificing user comfort by adjusting both the building and chiller set-points. To speed up the training process, they use transfer learning in which the agents are trained on subsets of HVAC systems and the learned network weights are used to initialize the multiple agents. Furthermore, an hour-ahead DRL algorithm for HEMS based on multi-agent RL is proposed in [44], which optimizes both shiftable appliances and AC considering the uncertainty in future prices. The consumption scheduling problem is first formulated as a finite MDP (FMDP) with discrete time steps. Then, the FMDP is utilized to model the hour-ahead energy consumption scheduling problem to minimize the electricity bill, as well as DR, including dissatisfaction. The authors in [45] focus on the large-scale HEMS optimization problem for smart homes and propose a collective MARL algorithm with continuous action space to achieve flexible and precise control. Apart from MARL, multi-objective learning also received research attention considering different control objectives in BEMS. A multi-objective algorithm is proposed based on human appliances interaction, which considers scheduling in the context of energy consumption and discomfort level of the home user [46].

However, some works also point out that it is impractical to let the deep RL agent explore the state space fully in a real building environment because an unacceptably high cost may be incurred. Plus, it may take a long time for the deep RL agent to learn an optimal policy if trained in a real-world environment. To reduce the dependency on a real building environment, many model-based deep RL control methods have been developed and some research has tried to incorporate the domain knowledge into the training process or suggests using the MPC method to enhance the understanding of the dynamic process. The authors in [47] use the observed data in EnergyPlus to develop a building energy model, and then use the model as the environment simulator to train the deep RL agent off-line based on the A3C algorithm. In this way, the deep RL agent’s potentially harmful exploration in real-world HVAC is limited. In [48], LSTM is used to build the environment model using historical data, in which the inputs of LSTM models are the current state and action, while their outputs are the next state and reward. Then the agent is trained using DDPG. The authors in [49] encode the domain knowledge on planning and linear system dynamics into the RL controller by differentiable MPC policy. The system uses offline pre-training by imitating the existing controller and online learning to interact with the environment and update its policy. The results show that it can save 16.7% of cooling demand compared to the manual set-point controller.
also deserves to be mentioned is that training an RL controller is data and time-demanding. To accelerate the training process, the approach proposed in [31] works with a single agent and uses a reduced number of state-action pairs as rewards functions. The authors in [49] uses fuzzy rules to discretize continuous states-actions and to reduce dimensions in a smart residential community. The approach proposed in [50] uses Gaussian Process Regression (GPR) to compress six states into two.

V. CHALLENGES AND CONSIDERATIONS IN THE SELECTION OF CONTROL METHODS

This section focuses on the prevalent challenges associated with the real-time implementation of the MPC and RL-driven control methods in different BEMS applications. Also, some considerations on the potential choices of control methods to address these challenges are discussed.

A. Challenges of MPC Implementation

The main drawback of MPC-based BEMS control is the restrictions imposed by the model-based prediction strategies for control signal optimization. The limitations are twofold. First, while a sufficiently accurate building model is crucial for efficient performance of an MPC, the design and calibration of such model is complex. Presently, with the development of smart communities, shared energy storage and an increasing number of EVs participating in the grid-based demand-side management, the complexity of the BEMS is growing rapidly. Secondly, the repeated optimization at every time step ensures robustness but demands serious run-time computational capacity leading to increased initial investment and operational cost.

Although the design specifications of modern buildings are more accessible nowadays, old structure retrofits pose a hindrance in model identification. Eventually, this also limits the possibilities of fast adaptation of classical MPC as no building is identical to the other. It is worth mentioning that the data-driven MPCs, reviewed in [31-A] also suffer from a similar drawback. Even though they perform impressively to resolve the time-expensive nature of the classical MPC optimization routines, the data-driven MPCs are restricted to specific buildings when trained on data generated by the ‘teacher’ MPCs. Though MPC is theoretically capable of handling multi-objective optimization goals simultaneously, the time and hardware constraints may make it practically infeasible for real-time implementation. However, unlike purely RL-based control, a classical MPC ensures reliability from the start of its operation, given a sufficiently accurate traditional physics-based control-oriented model or a grey box model based on thermal resistance-capacitance. A predictive model-based RL approach may offer a promising path forward to achieve an agreeable trade-off between the implementation time and robustness.

B. Challenges of RL Implementation

Even though RL-based BEMS management has recently attracted increased research interest, a lot of research challenges and questions are still open for further research.

The foremost challenge is data efficiency. Most of the current approaches rely heavily on accurate simulator design and a large amount of training data. However, those data are hard to collect let alone be used in reality. Taking recently published results as examples, an RL agent may need 5 million interaction steps (47.5 years in simulation) to achieve the same performance as a feedback controller on an HVAC system [51]. Furthermore, while one can train an RL agent in simulation, it is not cost-effective to create a model for each home. So how to improve data efficiency and use data-efficient RL algorithms in the smart grid is worthy of further investigation.

The second challenge is the safety requirement of RL used in building control, which is mostly neglected by the current algorithm design. Since the environment states cannot all be covered in the training phase, the learned exploratory control policy may bring the system into potentially dangerous states, such as power surge which could crash the whole power system. There exist some works using a backup controller to enhance control safety when there could be dangerous states [52], [53], and others use the safe boundary to limit the agents’ action [5]. However, none of them could give a general idea on how to safely train and implement controllers in real buildings.

Moreover, the vast majority of current studies included in this survey are in simulation only. Most of the studies of RL in building control are not easily reproducible, and the benchmarks for results are not unified. Some researchers use fixed setpoints while others use basic RL as baselines, which may result in unfair comparison. The OpenAI Gym environment, CityLearn, was developed and open-sourced, aiming for the easy implementation of reinforcement learning controllers in a multi-agent demand response setting. Further, more efforts are needed to better integrate the computation platforms and create more general, data-rich and inter-operable virtual test benches.

C. Considerations for Choice of Control Strategies

Although many challenges exist, data-driven MPC and RL-based methods are believed to be the most powerful strategies to handle decision-making problems in BEMS. Based on specific control objectives, both strategies can be well designed, selected and even combined to get the desired control performance. The key features of the two methods can be summarized as follows:

1) Length of time horizon: MPC optimizes finite-length trajectories based on a pre-specified or learned system model. RL-based algorithms can find an infinite horizon optimal policy under unknown dynamics of the system, based on interactions and external cost signals (where dynamics could also be learned in model-based RL).

2) Data used for control design: RL is based on experience, which is used to reduce the need for iterative methods. Moreover, depending on the formulation of the problem and the richness of experience data, the chances of convergence are high. MPC, on the other hand, integrates forecast information and considers future disturbances to handle multiple constraints and objectives. However, it is limited by the need for accurate models.
This is especially challenging because buildings are heterogeneous.

3) **Control strategy:** RL explicitly considers the whole problem of a goal-directed agent interacting with an uncertain environment. However, the flexibility of the RL framework comes at the cost of increased sample complexity. Furthermore, while these results show that RL agents can be trained successfully in simulation, high-fidelity models are generally not available for building thermal zones, whereas MPC treats modelling and planning as two separate tasks. The quality of the model is evaluated by criteria such as prediction error, which may affect control performance. Data-driven MPC approaches adapt their models online, based on observations from the system. This allows the controller to improve over time, given limited prior knowledge of the system. However, the method relies on extensive offline computations.

4) **Overlap between MPC and RL:** In model-based RL, the model could be a data-driven model, such as a deep neural network, or a physics-based model, such as thermal resistance–thermal capacity model. In this regard, a model-based RL is similar to the MPC technique. Moreover, the prediction information of systems could also help the RL to correct transition probabilities and thus resulting in more accurate control.

In summary, a characterization of the current research contributions in data-driven MPC and RL-based methods in BEMS can be made based on computational complexity, data-efficiency, safety and robust adaptability. The ML-based controllers trained using classical MPC (Section II-A) reduce on-line computational time as compared to the classical MPC, by eliminating the necessity of on-line control optimization at each time step, but they still need to model the system dynamics accurately. Learning the optimal policy by testing new policies and evaluating the outcomes, classical RL (Section IV-A) and deep RL (Section IV-B)-based algorithms applied in BEMS rely less on precise modelling while having low data efficiency and reliability in general. MPC with a data-driven predictive model (Section II-B), on the other hand, preserves the reliability ensured by the classical MPC while simplifying the predictive model identification process. Nonetheless, it appears that neither RL-based nor data-driven MPC algorithms have yet successfully integrated sufficient adaptability to be commercially implemented at a wide scale for BEMS in the heterogeneous building stock.

VI. CONCLUSION

In this paper, a compact survey of recent developments in data-driven MPC and RL-based control algorithms for BEMS has been presented. Data-driven MPC faces the challenges of design complexity and time-consuming computations, while RL-based methods face the data-efficiency, safety and robust adaptability problems. Considerations for the choice of control methods in real-world applications have been presented. Combining the classical MPC with RL-based prediction approaches appears to offer a suitable trade-off between reliability and practicality of implementation. For MPC, the data-driven approaches have contributed to improving computational complexity, time constraints, adaptability and simplification of the control-oriented model design which is an essential part of predictive control. For RL-based BEMS control, MPC can contribute to ensuring safety and robustness. Relatively simpler data-driven predictive models combined with robust control strategies seem to chart a reasonable path forward in order to achieve desired time-efficiency, reliability and adaptability for real-time building energy management.
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