COMPUTABLE GEOMETRIC COMPLEX ANALYSIS AND COMPLEX DYNAMICS
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Abstract. We discuss computability and computational complexity of conformal mappings and their boundary extensions. As applications, we review the state of the art regarding computability and complexity of Julia sets, their invariant measures and external rays impressions.

1. Introduction

The purpose of this paper is to survey the exciting recent applications of Computable Analysis to Geometric Complex Analysis and Complex Dynamics. Computable Analysis was founded by Banach and Mazur [2] in 1937, only one year after the birth of Turing Machines and Post Machines. Interrupted by war, this work was further developed in the book by Mazur [41], and followed in mid-1950’s by the works of Grzegorczyk [28], Lacombe [35], and others. A parallel school of Constructive Analysis was founded by A. A. Markov in Russia in the late 1940’s. A modern treatment of the field can be found in [33] and [55].

In the last two decades, there has been much activity both by theorists and by computational practitioners in applying natural notions of computational hardness to such complex-analytic objects as the Riemann Mapping, Carathéodory Extension, the Mandelbrot set, and Julia sets. The goal of this survey is to give a brief summary of the beautiful interplay between Computability, Analysis, and Geometry, which has emerged from these works.

2. Required computability notions

In this section we gather all the computability notions involved in the statements presented in the survey; the reader is referred to [55] for the details.

2.1. Computable metric spaces.

Definition 2.1. A computable metric space is a triple $(X, d, S)$ where:

1. $(X, d)$ is a separable metric space,
2. $S = \{s_i : i \in \mathbb{N}\}$ is a dense sequence of points in $X$,
3. $d(s_i, s_j)$ are computable real numbers, uniformly in $(i, j)$.

The points in $S$ are called ideal.

Example 2.1. A basic example is to take the space $X = \mathbb{R}^n$ with the usual notion of Euclidean distance $d(\cdot, \cdot)$, and to let the set $S$ consist of points $\bar{x} = (x_1, \ldots, x_n)$
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with rational coordinates. In what follows, we will implicitly make these choices of $S$ and $d(\cdot, \cdot)$ when discussing computability in $\mathbb{R}^n$.

**Definition 2.2.** A point $x$ is **computable** if there is a computable function $f : \mathbb{N} \to S$ such that 
\[
d(f(n), x) < 2^{-n} \text{ for all } n.
\]

If $x \in X$ and $r > 0$, the metric ball $B(x, r)$ is defined as
\[
B(x, r) = \{ y \in X : d(x, y) < r \}.
\]

Since the set $B := \{ B(s, q) : s \in S, q \in Q, q > 0 \}$ of ideal balls is countable, we can fix an enumeration $B = \{ B_i : i \in \mathbb{N} \}$, which we assume to be effective with respect to the enumerations of $S$ and $Q$.

**Definition 2.3.** An open set $U$ is called **lower-computable** if there is a computable function $f : \mathbb{N} \to \mathbb{N}$ such that
\[
U = \bigcup_{n \in \mathbb{N}} B_{f(n)}.
\]

It is not difficult to see that finite intersections or infinite unions of (uniformly) lower-computable open sets are again lower computable.

Having defined lower-computable open sets, we naturally proceed to the following definitions for closed sets.

**Definition 2.4.** A closed set $K$ is called **upper-computable** if its complement is a lower-computable open set, and **lower-computable** if the relation $K \cap B_i \neq \emptyset$ is semi-decidable, uniformly in $i$.

In other words, a closed set $K$ is lower-computable if there exists an algorithm $A$ which enumerates all ideal balls which have non-empty intersection with $K$. To see that this definition is a natural extension of lower computability of open sets, we note:

**Example 2.2.** The closure $\overline{U}$ of any open lower-computable set $U$ is lower-computable since $B_i \cap \overline{U} \neq \emptyset$ if and only if there exists $s \in B_i \cap U$, which is uniformly semi-decidable for such $U$.

The following is a useful characterization of lower-computable sets:

**Proposition 2.1.** A closed set $K$ is lower-computable if and only if there exists a sequence of uniformly computable points $x_i \in K$ which is dense in $K$.

**Proof.** Observe that, given some ideal ball $B = B(s, q)$ intersecting $K$, the relations $B_i' \subset B$, $q_i < 2^{-k}$ and $B_i \cap K \neq \emptyset$ are all semi-decidable and then we can find an exponentially decreasing sequence of ideal balls $(B_k)$ intersecting $K$. Hence $\{ x \} = \cap_k B_k$ is a computable point lying in $B \cap K$.

The other direction is obvious. \qed

**Definition 2.5.** A closed set is **computable** if it is lower and upper computable.

Here is an alternative way to define a computable set. Recall that Hausdorff distance between two nonempty compact sets $K_1$, $K_2$ is
\[
dist_H(K_1, K_2) = \inf_{\epsilon} \{ K_1 \subset U_\epsilon(K_2) \text{ and } K_2 \subset U_\epsilon(K_1) \},
\]
where $U_\epsilon(K) = \bigcup_{z \in K} B(z, \epsilon)$ stands for an $\epsilon$-neighborhood of a set. The set of all compact subsets of $X$ equipped with Hausdorff distance is a metric space which we will denote by $\mathcal{K}(X)$. If $X$ is a computable metric space, then $\mathcal{K}(X)$ inherits this property; the ideal points in $\mathcal{K}(X)$ can be taken to be, for instance, finite unions of closed ideal balls in $X$. We then have the following:

**Proposition 2.2.** A set $K \subseteq X$ is computable if and only if it is a computable point in $\mathcal{K}(X)$.

**Proposition 2.3.** Equivalently, $K$ is computable if there exists an algorithm $A$ with a single natural input $n$, which outputs a finite collection of closed ideal balls $\overline{B}_1, \ldots, \overline{B}_n$ such that

$$\text{dist}_H(\bigcup_{j=1}^n \overline{B}_j, K) < 2^{-n}.$$

We end this section with the following computable version of compactness.

**Definition 2.6.** A set $K \subseteq X$ is called *computably compact* if it is compact and there exists an algorithm $A$ which on input $(i_1, \ldots, i_p)$ halts if and only if $(B_{i_1}, \ldots, B_{i_p})$ is a covering of $K$.

In other words, a compact set $K$ is computably compact if we can semi-decide the inclusion $K \subset U$, uniformly from a description of the open set $U$ as a lower computable open set. It is not hard to see that when the space $X$ is computably compact, then the collection of subsets of $X$ which are computably compact coincides with the collection of upper-computable closed sets. As an example, it is easy to see that a singleton $\{x\}$ is a computably compact set if and only if $x$ is a computable point.

### 2.2. Computability of probability measures

Let $\mathcal{M}(X)$ denote the set of Borel probability measures over a metric space $X$, which we will assume to be endowed with a computable structure for which it is computably compact. We recall the notion of weak convergence of measures:

**Definition 2.7.** A sequence of measures $\mu_n \in \mathcal{M}(X)$ is said to be *weakly convergent* to $\mu \in \mathcal{M}(X)$ if $\int f d\mu_n \to \int f d\mu$ for each $f \in C_0(X)$.

It is well-known, that when $X$ is a compact separable and complete metric space, then so is $\mathcal{M}(X)$. In this case, weak convergence on $\mathcal{M}(X)$ is compatible with the notion of Wasserstein-Kantorovich distance, defined by:

$$W_1(\mu, \nu) = \sup_{f \in 1-\text{Lip}(X)} \left| \int f d\mu - \int f d\nu \right|$$

where $1-\text{Lip}(X)$ is the space of Lipschitz functions on $X$, having Lipschitz constant less than one.

The following result (see [31]) says that the computable metric structure on $X$ is inherited by $\mathcal{M}(X)$.

**Proposition 2.4.** Let $\mathcal{D}$ be the set of finite convex rational combinations of Dirac measures supported on ideal points of the computable metric space $X$. Then the triple $(\mathcal{M}(X), W_1, \mathcal{D})$ is a computable metric space.
Definition 2.1. A computable measure is a computable point in \((\mathcal{M}(X), W_1, D)\). That is, it is a measure which can be algorithmically approximated in the weak sense by discrete measures with any given precision.

The following proposition (see [31]) brings the previous definition to a more familiar setting.

Proposition 2.5. A probability measure \(\mu\) on \(X\) is computable if and only if one can uniformly compute integrals of computable functions.

We also note (see e.g. [27]).

Proposition 2.6. The support of a computable measure is a lower-computable set.

As examples of computable measures we mention Lebesgue measure in \([0, 1]^n\), or any smooth measure in \([0, 1]^n\) with a computable density function.

2.3. Time complexity of a problem. For an algorithm \(A\) with input \(w\) the running time is the number of steps \(A\) makes before terminating with an output. The size of an input \(w\) is the number of dyadic bits required to specify \(w\). Thus for \(w \in \mathbb{N}\), the size of \(w\) is the smallest integer \(l(w) \geq \log_2 w\). The running time of \(A\) is the function \(T_A : \mathbb{N} \to \mathbb{N}\) such that

\[
T_A(n) = \max\{\text{the running time of } A(w) \text{ for inputs } w \text{ of size } n\}.
\]

In other words, \(T_A(n)\) is the worst case running time for inputs of size \(n\). For a computable function \(f : \mathbb{N} \to \mathbb{N}\) the time complexity of \(f\) is said to have an upper bound \(T(n)\) if there exists an algorithm \(A\) with running time bounded by \(T(n)\) that computes \(f\). We say that the time complexity of \(f\) has a lower bound \(T(n)\) if for every algorithm \(A\) which computes \(f\), there is a subsequence \(n_k\) such that the running time

\[
T_A(n_k) > T(n_k).
\]

2.4. Computational complexity of two-dimensional images. Intuitively, we say the time complexity of a set \(S \subset \mathbb{R}^2\) is \(t(n)\) if it takes time \(t(n)\) to decide whether to draw a pixel of size \(2^{-n}\) in the picture of \(S\). Mathematically, the definition is as follows:

Definition 2.2. A set \(T\) is said to be a \(2^{-n}\)-picture of a bounded set \(S \subset \mathbb{R}^2\) if:

(i) \(S \subset T\), and

(ii) \(T \subset B(S, 2^{-n}) = \{x \in \mathbb{R}^2 : |x - s| < 2^{-n} \text{ for some } s \in S\}\).

Definition 2.2 means that \(T\) is a \(2^{-n}\)-approximation of \(S\) with respect to the Hausdorff metric, given by

\[
d_H(S, T) := \inf\{r : S \subset B(T, r) \text{ and } T \subset B(S, r)\}.
\]

Suppose we are trying to generate a picture of a set \(S\) using a union of round pixels of radius \(2^{-n}\) with centers at all the points of the form \((\frac{i}{2^n}, \frac{j}{2^n})\), with \(i\) and \(j\) integers. In order to draw the picture, we have to decide for each pair \((i, j)\) whether to draw the pixel centered at \((\frac{i}{2^n}, \frac{j}{2^n})\) or not. We want to draw the pixel
if it intersects $S$ and to omit it if some neighborhood of the pixel does not intersect $S$. Formally, we want to compute a function

$$f_S(n, i/2^n, j/2^n) = \begin{cases} 1, & B((i/2^n, j/2^n), 2^{-n}) \cap S \neq \emptyset \\ 0, & B((i/2^n, j/2^n), 2 \cdot 2^{-n}) \cap S = \emptyset \\ 0 \text{ or } 1, & \text{in all other cases} \end{cases} \quad (2.1)$$

The time complexity of $S$ is defined as follows.

**Definition 2.3.** A bounded set $S$ is said to be computable in time $t(n)$ if there is a function $f(n, \cdot)$ satisfying (2.1) which runs in time $t(n)$. We say that $S$ is poly-time computable if there is a polynomial $p$, such that $S$ is computable in time $p(n)$.

Computability of sets in bounded space is defined in a similar manner. There, the amount of memory the machine is allowed to use is restricted.

To see why this is the “right” definition, suppose we are trying to draw a set $S$ on a computer screen which has a $1000 \times 1000$ pixel resolution. A $2^{-n}$-zoomed in picture of $S$ has $O(2^{2n})$ pixels of size $2^{-n}$, and thus would take time $O(t(n) \cdot 2^{2n})$ to compute. This quantity is exponential in $n$, even if $t(n)$ is bounded by a polynomial. But we are drawing $S$ on a finite-resolution display, and we will only need to draw $1000 \cdot 1000 = 10^6$ pixels. Hence the running time would be $O(10^6 \cdot t(n)) = O(t(n))$. This running time is polynomial in $n$ if and only if $t(n)$ is polynomial. Hence $t(n)$ reflects the ‘true’ cost of zooming in.

3. Computability and complexity of Conformal Mappings

Let $D = \{|z| < 1\} \subset \mathbb{C}$. The celebrated Riemann Mapping Theorem asserts:

**Riemann Mapping Theorem.** Suppose $W \subset \mathbb{C}$ is a simply-connected domain in the complex plane, and let $w$ be an arbitrary point in $W$. Then there exists a unique conformal mapping

$$f : D \to W, \text{ such that } f(0) = w \text{ and } f'(0) > 0.$$ 

The inverse mapping,

$$\varphi \equiv f^{-1} : W \to D$$

is called the Riemann mapping of the domain $W$ with base point $w$. The first complete proof of Riemann Mapping Theorem was given by Osgood [47] in 1900. The first constructive proof of the Riemann Uniformization Theorem is due to Koebe [34], and dates to the early 1900’s. Formal proofs of the constructive nature of the Theorem which follow Koebe’s argument under various computability conditions on the boundary of the domain are numerous in the literature (see e.g. [20, 10, 58, 30]).

The following theorem, due to Hertling [30], characterises the information required from the domain $W$ in order to compute the Riemann map.

**Theorem 3.1.** Let $W \subset \mathbb{C}$ be a simply-connected domain. Then, the following are equivalent:

(i) $W$ is a lower-computable open set, $\partial W$ is a lower-computable closed set, and $w \in W$ be a computable point;

(ii) The conformal bijection

$$f : D \to W, \ f(0) = w, \ f'(0) > 0; \text{ and its inverse } \varphi \equiv f^{-1} : W \to D,$$

are both computable.
We now move to discussing the computational complexity of computing the Riemann map. For this analysis we assume the domain \( W \) is computable.

For \( w \in W \) as above, the quantity \( 1/|\varphi'(w)| \) is called the conformal radius of \( W \) at \( w \). In [7] it was shown that even if the domain we are uniformizing is very simple computationally, the complexity of the uniformization can be quite high. In fact, it might already be difficult to compute the conformal radius of the domain:

**Theorem 3.2.** Suppose there is an algorithm \( A \) that given a simply-connected domain \( W \) with a linear-time computable boundary and an inner radius greater than \( \frac{1}{2} \) and a number \( n \) computes the first \( 20n \) digits of the conformal radius \( r(W,0) \), then we can use one call to \( A \) to solve any instance of a \( \#\)SAT(\( n \)) with a linear time overhead.

In other words, \( \#P \) is poly-time reducible to computing the conformal radius of a set.
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**Figure 1.** An example of the work of “Zipper”. On the left: a standard Carleson grid on the disk. On the right: the image of the Carleson grid by the conformal map to the interior of the inverted snowflake and the image by the conformal map to the exterior of the snowflake. Both images taken from D. Marshall’s web page.

Rettinger in [52] showed that this complexity bound is sharp:

**Theorem 3.3.** There is an algorithm \( A \) that computes the uniformizing map in the following sense.

Let \( W \) be a bounded simply-connected domain, and \( w \in W \). Assume that the boundary \( \partial W \) is given to \( A \) by an oracle (that is, \( A \) can query an oracle for a function of the form (2.1)). Let \( A \) also have an oracle access to \( w \), and to another point \( z \in W \). Then \( A \) computes \( \varphi(z) \) with precision \( n \) with complexity \( \#P(n) \).

This result of [52] improved that of [7], where the same statement was obtained with complexity bound \( \text{PSPACE} \). The statement of Theorem 3.3 (as well as its predecessor in [7]) is not based on an explicit algorithm. Rather, the existence of \( A \) is derived from derandomization results for random walks established in [3].

Computation of the mapping \( \varphi \) is important for applications, and numerous algorithms have been implemented in practice, however, none of them reaches the
theoretical efficiency limit of \#P. The most computationally efficient algorithm used nowadays to calculate the conformal map is the “Zipper”, invented by Marshall (see [39]). The effectiveness of this algorithm was studied by Marshall and Rohde in [40]. In the settings of the Theorem 3.3, it belongs to the complexity class EXP(n). It is reasonable to expect then, that an algorithm can be found in the class \#P which is more practically efficient than “Zipper”.

4. Computable Carathéodory Theory

The theory of Carathéodory (see e.g. [46, 50]) deals with the question of extending the map \( f \) to the unit circle. It is most widely known in the case when \( \partial W \) is a locally connected set. We remind the reader that a Hausdorff topological space \( X \) is called locally connected if for every point \( x \in X \) and every open set \( V \ni x \) there exists a connected set \( U \subset V \) such that \( x \) lies in the interior of \( U \). Thus, every point \( x \in X \) has a basis of connected, but not necessarily open, neighborhoods. This condition is easily shown to be equivalent to the (seemingly stronger) requirement that every point \( x \in X \) has a basis of open connected neighborhoods. In its simplest form, Carathéodory Theorem says:

**Carathéodory Theorem for locally connected domains.** A conformal mapping \( f : \mathbb{D} \to W \) continuously extends to the unit circle if and only if \( \partial W \) is locally connected.

A natural question from the point of view of Computability Theory is then the following:

> What information do we need about the boundary of the domain \( W \) in order to compute the Carathéodory extension \( f : S^1 \to \partial W \)?

Below we discuss a constructive Carathéodory theory, which, in particular, answers this question.

4.1. Carathéodory Extension Theorem. We give a very brief account of the principal elements of the theory here, for details see e.g. [46, 50]. In what follows, we fix a bounded simply connected domain \( W \subset \mathbb{C} \), and a point \( w \in W \); we will refer to such a pair as a pointed domain, and use notation \((W, w)\) (to adopt what follows to unbounded domains, one simply needs to replace the Euclidean metric on \( \mathbb{C} \) with the spherical metric on \( \mathbb{C} \)). A crosscut \( \gamma \subset W \) is a homeomorphic image of the open interval \((0, 1)\) such that the closure \( \overline{\gamma} \) is homeomorphic to the closed interval \([0, 1]\) and the two endpoints of \( \overline{\gamma} \) lie in \( \partial W \). It is not difficult to see that a crosscut divides \( W \) into two connected components. Let \( \gamma \) be a crosscut such that \( w \notin \gamma \). The component of \( W \setminus \gamma \) which does not contain \( w \) is called the crosscut neighborhood of \( \gamma \) in \((W, w)\). We will denote it \( N_{\gamma} \).

A fundamental chain in \((W, w)\) is a nested infinite sequence

\[ N_{\gamma_1} \supset N_{\gamma_2} \supset N_{\gamma_3} \supset \cdots \]

of crosscut neighborhoods such that the closures of the crosscuts \( \gamma_j \) are disjoint, and such that

\[ \text{diam} \gamma_j \rightarrow 0. \]
Two fundamental chains \((N_{\gamma j})_{j=1}^{\infty}\) and \((N_{\tau i})_{i=1}^{\infty}\) are equivalent if every \(N_{\gamma j}\) contains some \(N_{\tau i}\) and conversely, every \(N_{\tau i}\) contains some \(N_{\gamma j}\). Note that any two fundamental chains \((N_{\gamma j})_{j=1}^{\infty}\) and \((N_{\tau i})_{i=1}^{\infty}\) are either equivalent or eventually disjoint, i.e. \(N_{\gamma j} \cap N_{\tau i} = \emptyset\) for \(i\) and \(j\) sufficiently large.

The key concept of Carathéodory theory is a prime end, which is an equivalence class of fundamental chains. The impression \(I(p)\) of a prime end \(p\) is a compact connected subset of \(\partial W\) defined as follows: let \((N_{\gamma j})_{j=1}^{\infty}\) be any fundamental chain in the equivalence class \(p\), then

\[ I(p) = \cap N_{\gamma j}. \]

We say that the impression of a prime end is trivial if it consists of a single point. It is easy to see (cf. [46]) that:

**Proposition 4.1.** If the boundary \(\partial W\) is locally connected then the impression of every prime end is trivial.

We define the Carathéodory compactification \(\hat{W}\) to be the disjoint union of \(W\) and the set of prime ends of \(W\) with the following topology. For any crosscut neighborhood \(N\) let \(\tilde{N} \subset \hat{W}\) be the neighborhood \(N\) itself, and the collection of all prime ends which can be represented by fundamental chains starting with \(N\). These neighborhoods, together with the open subsets of \(W\), form the basis for the topology of \(\hat{W}\). The above definition originated in [42].

**Carathéodory Theorem.** Every conformal isomorphism \(\phi: W \to \mathbb{D}\) extends uniquely to a homeomorphism

\[ \hat{\phi}: \hat{W} \to \overline{\mathbb{D}}. \]

Carathéodory Theorem for locally connected domains is a synthesis of the above statement and Proposition 4.1.

Let us note (see [46], p. 184):

**Lemma 4.2.** If \(f\) is a continuous map from a compact locally connected space \(X\) onto a Hausdorff space \(Y\), then \(Y\) is also locally connected.

We also note:

**Theorem 4.3.** In the case when \(W\) is Jordan, the identity map \(W \to W\) extends to a homeomorphism between the Carathéodory closure \(\hat{W}\) and \(\overline{W}\).

In the Jordan case, we will use the notation \(\bar{\phi}\) for the extension of a conformal map to the closure of \(W\). Of course,

\[ \bar{\phi} = (\bar{f})^{-1}. \]

Carathéodory compactification of \((W, w)\) can be seen as its metric completion for the following metric. Let \(z_1, z_2\) be two points in \(W\) distinct from \(w\). We will define the crosscut distance \(\text{dist}_W^C(z_1, z_2)\) between \(z_1\) and \(z_2\) as the infimum of the diameters of curves \(\gamma\) in \(W\) for which one of the following properties holds:

- \(\gamma\) is a crosscut such that \(z_1\) and \(z_2\) are contained in the crosscut neighborhood \(N_{\gamma}\);
- \(\gamma\) is a simple closed curve such that \(z_1\) and \(z_2\) are contained in the bounded component of the complement \(\mathbb{C} \setminus \gamma\) and \(\gamma\) separates \(z_1, z_2\) from \(w\).

It is easy to verify that:
**Theorem 4.4.** The crosscut distance is a metric on \( W \setminus \{ w \} \) which is locally equal to the Euclidean one. The completion of \( W \) equipped with \( \text{dist}_C \) is homeomorphic to \( \hat{W} \).

### 4.2. Computational representation of prime ends.

**Definition 4.1.** We say that a curve \( g : (0, 1) \to \mathbb{C} \) is a rational polygonal curve if:

- the image of \( g \) is a simple curve;
- \( g \) is piecewise-linear with rational coefficients.

The following is elementary:

**Proposition 4.5.** Let \( N_{\gamma_j} \) be a fundamental chain in a pointed simply-connected domain \((W, w)\). Then there exists an equivalent fundamental chain \( N_{\tau_j} \) such that the following holds. For every \( j \) there exists a rational polygonal curve \( t_j : (0, 1) \to \mathbb{C} \) with

\[
t_j(0.5) \in N_{\gamma_j} \setminus N_{\gamma_{j+1}},
\]

and such that \( \tau_j \subset t_j([0.01, 0.99]) \). Furthermore, \( t_j \) can be chosen so that

\[
diam t_j(0, 1) \to 0.
\]

We call the sequence of polygonal curves \( t_j \) as described in the above proposition a representation of the prime end \( p \) specified by \( N_{\gamma_j} \). Since only a finite amount of information suffices to describe each rational polygonal curve \( t_j \), the sequence \( t_j \) can be specified by an oracle. Namely, there exists an algorithm \( A \) such that for every representation \( (t_j) \) of a prime end there exists a function \( \phi : \mathbb{N} \to \mathbb{N} \) such that given access to the values of \( \phi(i) \), \( i = 1, \ldots, n \), the algorithm \( A \) outputs the coefficients of the rational polygonal curves \( t_j \), \( j = 1, \ldots, m_n \) with \( m_n \to \infty \). We will refer to such \( \phi \) simply as an oracle for \( p \).

### 4.3. Structure of a computable metric space on \( \hat{W} \).

Let \( K \subset \mathbb{C} \). We say that \( \phi \) is an oracle for \( K \) if \( \phi \) is a function from the natural numbers to sets of finite sequences of triples \( (x_j, y_j, r_j) \) of rational numbers with the following property. Let

\[
\phi(n) = \{(x_j, y_j, r_j)\}_{j=1}^{k_n},
\]

and let \( B_j \) be the ball of radius \( r_j \) about the point \( x_j + iy_j \). Then

\[
\text{dist}_H \left( \bigcup_{j=1}^{k_n} B_j, K \right) < 2^{-n}.
\]

Let \((W, w)\) be a simply-connected pointed domain. Then the following conditional computability result holds (see [8]):

**Theorem 4.6.** The following is true in the presence of oracles for \( w \) and for \( \partial W \). The Carathéodory completion \( \hat{W} \) equipped with the crosscut distance is a computable metric space, whose ideal points are rational points in \( W \). Moreover, this space is computably compact.
4.4. **Moduli of locally connected domains.** Suppose \( \partial W \) is locally connected. The following definition is standard:

**Definition 4.2 (Modulus of local connectivity).** Let \( X \subset \mathbb{R}^2 \) is a connected set. Any strictly increasing function \( m : (0, a) \to \mathbb{R} \) is called a modulus of local connectivity of \( X \) if

- for all \( x, y \in X \) such that \( \text{dist}(x, y) < r < a \) there exists a connected subset \( L \subset X \) containing both \( x \) and \( y \) with the property \( \text{diam}(L) < m(r) \);
- \( m(r) \downarrow 0 \) as \( r \downarrow 0 \).

Of course, the existence of a modulus of local connectivity implies that \( X \) is locally connected. Conversely, every compact connected and locally connected set has a modulus of local connectivity.

We note that every modulus of local connectivity is also a modulus of path connectivity:

**Proposition 4.7.** Let \( m(r) \) be a modulus of local connectivity for a connected set \( X \subset \mathbb{R}^2 \). Let \( x, y \in X \) such that \( \text{dist}(x, y) < r \). Then there exists a path \( \ell \) between \( x \) and \( y \) with diameter at most \( m(r) \).

For the proof, see Proposition 2.2 of [1]. The following notion was introduced in [8].

**Definition 4.3 (Carathéodory modulus).** Let \( (W, w) \) be a pointed simply-connected domain. A strictly increasing function \( \eta : (0, a) \to \mathbb{R} \) is called a Carathéodory modulus if for every crosscut \( \gamma \) with \( \text{diam}(\gamma) < r < a \) we have \( \text{diam}(N_\gamma) < \eta(r) \).

We note (see e.g. [8]) that this alternative modulus also allows to characterise local connectivity.

**Proposition 4.8.** There exists a Carathéodory modulus \( \eta(r) \) such that \( \eta(r) \downarrow 0 \) when \( r \downarrow 0 \) if and only if the boundary \( \partial W \) is locally connected.

4.5. **Computable Carathéodory Theory.** To simplify the exposition, we present the results for bounded domains only. However, all the theorems we formulate below may be stated for general simply-connected domains on the Riemann sphere \( \hat{\mathbb{C}} \). In this case, the spherical metric on \( \hat{\mathbb{C}} \) would have to be used in the statements instead of the Euclidean one.

The following is shown in [8]:

**Theorem 4.9.** Suppose \( (W, w) \) is a bounded simply-connected pointed domain. Suppose the Riemann mapping \( \phi : W \to \mathbb{D} \) with \( \phi(w) = 0, \phi'(w) > 0 \) is computable. Then there exists an algorithm \( A \) which, given a representation of a prime end \( p \in \hat{W} \) computes the value of \( \hat{\phi}(p) \in S^1 \).

In view of Theorem 3.1, we have:

**Corollary 4.10.** Suppose we are given oracles for \( W \) as a lower-computable open set, for \( \partial W \) as a lower-computable closed set, and an oracle for the value of \( w \) as well. Given a representation of a prime end \( p \in \hat{W} \), the value \( \hat{\phi}(p) \in S^1 \) is uniformly computable.
To state a “global” version of the above computability result, we use the structure of a computable metric space:

**Theorem 4.11** ([8]). In the presence of oracles for \( w \) and for \( \partial W \), both the Carathéodory extension

\[
\hat{\phi} : \hat{W} \to \hat{D} \quad \text{and its inverse} \quad \hat{f} \equiv \hat{\phi}^{-1} : \hat{D} \to \hat{W}
\]

are computable, as functions between computable metric spaces.

**Remark 4.1.** The assumptions of Theorem 4.11 are stronger than those of Corollary 4.10: computability of \( \partial W \) implies lower computability of \( W \) and \( \partial W \), but not vice versa.

For the particular but important case when the domain \( W \) has a locally connected boundary, it is natural to ask what boundary information is required to make the extended map \( \hat{f} : \hat{D} \to \hat{W} \) computable. A natural candidate to consider is a description of the modulus of local connectivity. Indeed, as it was shown in [43, 44], a computable local connectivity modulus implies computability of the Carathéodory extension. Such a modulus of local connectivity, however, turned out to be unnecessary, as shown by the following two results proven in [8]. The first one says that the right boundary information to consider is Carathéodory modulus \( \eta(r) \), and the second one tells us that the two moduli, although classically equivalent, are indeed computationally different.

**Theorem 4.12.** Suppose \((W, w)\) is a pointed simply-connected bounded domain with a locally connected boundary. Assume that the holomorphic bijection

\[
f : \mathbb{D} \to W \quad \text{with} \quad f(0) = w, \quad f'(0) > 0
\]

is computable.

Then the boundary extension

\[
\hat{f} : \hat{D} \to \hat{W}
\]

is computable if and only if there exists a computable Carathéodory modulus \( \eta(r) \) with \( \eta(r) \downarrow 0 \) as \( r \downarrow 0 \).

**Remark 4.13.** With routine modifications, the above result can be made uniform in the sense that there is an algorithm which from a description of \( f \) and \( \eta \) computes a description of \( \hat{f} \), and there is an algorithm which from a description of \( \hat{f} \) computes a Carathéodory modulus \( \eta \). See for example [30] for statements made in this generality.

We note that the seemingly more “exotic” Carathéodory modulus cannot be replaced by the modulus of local connectivity in the above statement:

**Theorem 4.14** ([8]). There exists a simply-connected domain \( W \) such that \( \partial W \)

is locally-connected, \( \hat{W} \) is computable, and there exists a computable Carathéodory modulus \( \eta(r) \), however, no computable modulus of local connectivity exists for \( \partial W \).

Finally, we turn to computational complexity questions in the cases when \( \hat{\phi} \) or \( \hat{f} \) are computable. Intuitively, when the boundary of the domain has a geometrically complex structure, one expects the Carathéodory extension to also be computationally complex. Using this idea, in [8] it is shown that:
Theorem 4.15. Let $q : \mathbb{N} \to \mathbb{N}$ be any computable function. There exist Jordan domains $W_1 \ni 0, W_2 \ni 0$ such that the following holds:

- the closures $\overline{W}_1, \overline{W}_2$ are computable;
- the extensions $\tilde{\varphi} : \overline{W}_1 \to \mathbb{D}$ and $\tilde{f} : \mathbb{D} \to \overline{W}_2$ are both computable functions;
- the time complexity of $\tilde{f}$ and $\tilde{\varphi}$ is bounded from below by $q(n)$ for large enough values of $n$.

In other words, the computational complexity of the extended map can be arbitrarily high.

5. Computability in Complex Dynamics: Julia sets

5.1. Basic properties of Julia sets. An excellent general reference for the material in this section is the textbook of Milnor [46].

The modern paradigm of numerical study of chaos (see e.g. the article of J. Palis [48]) can be briefly summarized as follows. While the simulation of an individual orbit for an extended period of time does not make a practical sense, one should study the limit set of a typical orbit (both as a spatial object and as a statistical distribution). One of the best known illustration of this approach is the numerical study of Julia sets in Complex Dynamics. The Julia set $J(R)$ is the repeller of a rational mapping $R$ of degree $\deg R = d \geq 2$ considered as a dynamical system on the Riemann sphere $R : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$.

That is, it is the attractor for (all but at most two) inverse orbits under $R$

$$z_0, z_{-1}, z_{-2}, \ldots \text{ where } R(z_{-n+1}) = z_{-n}.$$ 

In fact, let $\delta_z$ denote the Dirac measure at $z \in \hat{\mathbb{C}}$. Denote

$$\mu_n(z) = \frac{1}{d^n} \sum_{w \in R^{-n}(z)} \delta_w.$$ 

These probability measures assign equal weight to the $n$-th preimages of $z$, counted with multiplicity. Then for all points $z$ except at most two, the measures $\mu_n(z)$ weakly converge to the Brolin-Lyubich measure $\lambda$ of $R$, whose support is equal to $J(R)$ [18, 36].

Another way to define $J(R)$ is as the locus of chaotic dynamics of $R$, that is, the complement of the set where the dynamics is Lyapunov-stable:

Definition 5.1. Denote $F(R)$ the set of points $z \in \hat{\mathbb{C}}$ having an open neighborhood $U(z)$ on which the family of iterates $R^n|_{U(z)}$ is equicontinuous. The set $F(R)$ is called the Fatou set of $R$ and its complement $J(R) = \hat{\mathbb{C}} \setminus F(R)$ is the Julia set.

Finally, when the rational mapping is a polynomial

$$P(z) = a_0 + a_1 z + \cdots + a_d z^d : \mathbb{C} \to \mathbb{C}$$

an equivalent way of defining the Julia set is as follows. Obviously, there exists a neighborhood of $\infty$ on $\hat{\mathbb{C}}$ on which the iterates of $P$ uniformly converge to $\infty$. Denoting $A(\infty)$ the maximal such domain of attraction of $\infty$ we have $A(\infty) \subset F(R)$. We then have

$$J(P) = \partial A(\infty).$$
The bounded set \( \hat{C} \setminus A(\infty) \) is called the filled Julia set, and denoted \( K(P) \); it consists of points whose orbits under \( P \) remain bounded:

\[
K(P) = \{ z \in \hat{C} \mid \sup_n |P^n(z)| < \infty \}.
\]

Using the above definitions, it is not hard to make a connection between computability questions for polynomial Julia sets, and the general framework of computable complex analysis discussed above. For instance, the Brolin-Lyubich measure \( \lambda \) on the Julia set is the harmonic measure at \( \infty \) of the basin \( A(\infty) \); that is, the pullback of the Lebesgue measure on the unit circle by the appropriately normalized Riemann mapping of the basin \( A(\infty) \). We will discuss the computability of this measure below. We will also see an even more direct connection to computability of a Riemann mapping when we talk about computability of polynomial Julia sets.

For future reference, let us summarize in a proposition below the main properties of Julia sets:

**Proposition 5.1.** Let \( R : \hat{C} \to \hat{C} \) be a rational function. Then the following properties hold:

- \( J(R) \) is a non-empty compact subset of \( \hat{C} \) which is completely invariant: \( R^{-1}(J(R)) = J(R) \);
- \( J(R) = J(R^n) \) for all \( n \in \mathbb{N} \);
- \( J(R) \) has no isolated points;
- if \( J(R) \) has non-empty interior, then it is the whole of \( \hat{C} \);
- let \( U \subset \hat{C} \) be any open set with \( U \cap J(R) \neq \emptyset \). Then there exists \( n \in \mathbb{N} \) such that \( R^n(U) \supset J(R) \);
- periodic orbits of \( R \) are dense in \( J(R) \).

For a periodic point \( z_0 = R^p(z_0) \) of period \( p \) its multiplier is the quantity \( \lambda = \lambda(z_0) = DR^p(z_0) \). We may speak of the multiplier of a periodic cycle, as it is the same for all points in the cycle by the Chain Rule. In the case when \( |\lambda| \neq 1 \), the dynamics in a sufficiently small neighborhood of the cycle is governed by the Mean Value Theorem: when \( |\lambda| < 1 \), the cycle is attracting (super-attracting if \( \lambda = 0 \)), if \( |\lambda| > 1 \) it is repelling. Both in the attracting and repelling cases, the dynamics can be locally linearized:

\[
\psi(R^p(z)) = \lambda \cdot \psi(z)
\]  

where \( \psi \) is a conformal mapping of a small neighborhood of \( z_0 \) to a disk around 0.

In the case when \( |\lambda| = 1 \), so that \( \lambda = e^{2\pi i \theta}, \theta \in \mathbb{R} \), the simplest to study is the parabolic case when \( \theta = n/m \in \mathbb{Q} \), so \( \lambda \) is a root of unity. In this case \( R^p \) is not locally linearizable and \( z_0 \in J(R) \).

In the complementary situation, two non-vacuous possibilities are considered: Cremer case, when \( R^p \) is not linearizable, and Siegel case, when it is. In the latter case, the linearizing map \( \psi \) from (5.1) conjugates the dynamics of \( R^p \) on a neighborhood \( U(z_0) \) to the irrational rotation by angle \( \theta \) (the rotation angle) on a disk around the origin. The maximal such neighborhood of \( z_0 \) is called a Siegel disk.

Fatou showed that for a rational mapping \( R \) with \( \deg R = d \geq 2 \) at most finitely many periodic orbits are non-repelling. A sharp bound on their number depending on \( d \) has been established by Shishikura; it is equal to the number of critical points of \( R \) counted with multiplicity:
**Fatou-Shishikura Bound.** For a rational mapping of degree $d$ the number of the non-repelling periodic cycles taken together with the number of cycles of Herman rings is at most $2d - 2$. For a polynomial of degree $d$ the number of non-repelling periodic cycles in $\mathbb{C}$ is at most $d - 1$.

Therefore, the last statement of Proposition 5.1 can be restated as:

- repelling periodic orbits are dense in $J(R)$.

To conclude the discussion of the basic properties of Julia sets, let us consider the simplest examples of non-linear rational endomorphisms of the Riemann sphere, the quadratic polynomials. Every affine conjugacy class of quadratic polynomials has a unique representative of the form $f_c(z) = z^2 + c$, the family $f_c(z) = z^2 + c, c \in \mathbb{C}$ is often referred to as the quadratic family. For a quadratic map the structure of the Julia set is governed by the behavior of the orbit of the only finite critical point $0$. In particular, the following dichotomy holds:

**Proposition 5.2.** Let $K = K(f_c)$ denote the filled Julia set of $f_c$, and $J = J(f_c) = \partial K$. Then:

- $0 \in K$ implies that $K$ is a connected, compact subset of the plane with connected complement;
- $0 \notin K$ implies that $K = J$ is a planar Cantor set.

The Mandelbrot set $\mathcal{M} \subset \mathbb{C}$ is defined as the set of parameter values $c$ for which $J(f_c)$ is connected.

A rational mapping $R : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ is called hyperbolic if the orbit of every critical point of $R$ is either periodic, or converges to an attracting cycle. As easily follows from Implicit Function Theorem and considerations of local dynamics of an attracting orbit, hyperbolicity is an open property in the parameter space of rational mappings of degree $d \geq 2$.

Considered as a rational mapping of the Riemann sphere, a quadratic polynomial $f_c(z)$ has two critical points: the origin, and the super-attracting fixed point at $\infty$. In the case when $c \notin \mathcal{M}$, the orbit of the former converges to the latter, and thus $f_c$ is hyperbolic. A classical result of Fatou implies that whenever $f_c$ has an attracting orbit in $\mathbb{C}$, this orbit attracts the orbit of the critical point. Hence, $f_c$ is a hyperbolic mapping and $c \in \mathcal{M}$. The following conjecture is central to the field of dynamics in one complex variable:

**Conjecture (Density of Hyperbolicity in the Quadratic Family).** Hyperbolic parameters are dense in $\mathcal{M}$.

Fatou-Shishikura Bound implies that a quadratic polynomial has at most one non-repelling cycle in the complex plane. Therefore, we will call the polynomial $f_c$ (the parameter $c$, the Julia set $J_c$) Siegel, Cremer, or parabolic when it has an orbit of the corresponding type.

### 5.2. Occurrence of Siegel disks and Cremer points in the quadratic family.

Before stating computability/complexity results for Julia sets we need to discuss in more detail the occurrence of Siegel disks in the quadratic family. For a number
\( \theta \in [0,1) \) denote \([r_1, r_2, \ldots, r_n, \ldots]\), \( r_i \in \mathbb{N} \cup \{\infty\} \) its possibly finite continued fraction expansion:

\[
[r_1, r_2, \ldots, r_n, \ldots] = \cfrac{1}{r_1 + \cfrac{1}{r_2 + \cfrac{1}{\ddots + \cfrac{1}{r_n + \cdots}}}}.
\]

(5.2)

Such an expansion is defined uniquely if and only if \( \theta \notin \mathbb{Q} \). In this case, the rational convergents \( p_n/q_n = [r_1, \ldots, r_n] \) are the closest rational approximants of \( \theta \) among the numbers with denominators not exceeding \( q_n \).

Inductively define \( \theta_1 = \theta \) and \( \theta_{n+1} = 1/\theta_n \). In this way,

\[
\theta_n = [r_n, r_{n+1}, r_{n+2}, \ldots].
\]

We define the Yoccoz’s Brjuno function as

\[
\Phi(\theta) = \sum_{n=1}^{\infty} \frac{1}{\theta_1 \theta_2 \cdots \theta_{n-1}} \log \frac{1}{\theta_n}.
\]

In 1972, Brjuno proved the following:

**Theorem 5.3 ([17]).** Let \( R \) be an analytic map with a periodic point \( z_0 \in \hat{\mathbb{C}} \) of period \( p \). Suppose the multiplier of the cycle

\[
\lambda = e^{2\pi i \theta}
\]

with \( \Phi(\theta) < \infty \),

then the local linearization equation (5.1) holds.

This theorem generalized the classical result by Siegel [54] which established the same statement for all Diophanitive values of \( \theta \).

**Figure 2.** The Julia set of \( P_\theta \) for \( \theta = [1, 1, 1, 1, \ldots] \) (the inverse golden mean). This set is actually computable (see [14]).

Note that a quadratic polynomial with a fixed Sigel disk with rotation angle \( \theta \) after an affine change of coordinates can be written as

\[
P_\theta(z) = z^2 + e^{2\pi i \theta} z.
\]

(5.3)

In 1987 Yoccoz [56] proved the following converse to Brjuno’s Theorem:
Theorem 5.4 ([56]). Suppose that for $\theta \in [0, 1)$ the polynomial $P_\theta$ has a Siegel point at the origin. Then $\Phi(\theta) < \infty$.

In fact, the value of the function $\Phi$ is directly related to the size of the Siegel disk in the following way.

Definition 5.2. Let $P(\theta)$ be a quadratic polynomial with a Siegel disk $\Delta_\theta \ni 0$. Consider a conformal isomorphism $\phi : \mathbb{D} \mapsto \Delta$ fixing 0. The conformal radius of the Siegel disk $\Delta_\theta$ is the quantity

$$r(\theta) = |\phi'(0)|.$$

For all other $\theta \in [0, \infty)$ we set $r(\theta) = 0$.

By the Koebe One-Quarter Theorem of classical complex analysis, the internal radius of $\Delta_\theta$ is at least $r(\theta)/4$. Yoccoz [56] has shown that the sum

$$\Phi(\theta) + \log r(\theta)$$

is bounded from below independently of $\theta \in \mathcal{B}$. Buff and Chéritat have greatly improved this result by showing that:

Theorem 5.5 ([19]). The function $\psi : \theta \mapsto \Phi(\theta) + \log r(\theta)$ extends to $\mathbb{R}$ as a 1-periodic continuous function.

The following stronger conjecture exists (see [38]):

Marmi-Moussa-Yoccoz Conjecture. [38] The function $\psi : \theta \mapsto \Phi(\theta) + \log r(\theta)$ is Hölder of exponent $1/2$.

It is important to note that computability of the function $\psi : \mathbb{R} \to \mathbb{R}$ would follow from above conjecture. In fact, the following is true (see [15]):

Conditional Implication 1. If the function

$$\psi : \theta \mapsto \Phi(\theta) + \log r(\theta)$$

has a computable modulus of continuity, then it is uniformly computable on the entire interval $[0, 1]$.

Lemma 5.6 (Conditional). Suppose the Conditional Implication holds. Let $\theta \in [0, 1]$ be such that $\Phi(\theta)$ is finite. Then there is an oracle Turing Machine $M_1^\theta$ computing $\Phi(\theta)$ with an oracle access to $\theta$ if and only if there is an oracle Turing Machine $M_2^\theta$ computing $r(\theta)$ with an oracle access to $\theta$.

5.3. Computability of Julia sets. When we address computability of a Julia set of a rational map $R$, it will always be by a Turing machine $M^\theta$ with an oracle access to the coefficients of the rational map $R$. This corresponds to the numerical problem of drawing a Julia set when the coefficients of the map $R$ are given with an arbitrary finite precision.

The question of computability of polynomial Julia sets was first raised in a paper of Zhong [57]. It was investigated exhaustively by Braverman and Yampolsky (see the monograph [15] as a general reference) with surprising results. For simplicity of exposition let us specialize to the case of the quadratic family. Firstly,

Theorem 5.7 ([14]). The filled Julia set $K_c$ is always computable by an oracle Turing machine $M^\theta$ with an oracle for $c$. 
Figure 3. The figure on the left is an attempt to visualize the function $\Phi$, by plotting the heights of $\exp(-\Phi(\theta))$ over a grid of Brjuno irrationals. On the right is the graph of the (conjecturally computable) function $\nu(x)$.

Both figures courtesy of Arnaud Chéritat

The special case of this theorem when $K_c$ has empty interior was done in [6]. It is not hard to give an idea of the proof under this restriction. Indeed, the basin $A(\infty)$ is clearly lower-computable: simply take a large enough $R = R(c)$ such that for $|z| > R$, we have $|f_c(z)| > 2R$. Then the basin $A(\infty)$ is exhausted by the countable union of the computable (with an oracle for $c$) open sets

$$f_c^{-n}(|z| > R)) \subset \hat{C}; \ n \in \mathbb{N}.$$

On the other hand, $K_c = J_c$ is a lower-computable closed set. It can be saturated by a countable sequence of computable (again with an oracle for $c$) finite sets

$$W_k \equiv \{\text{repelling periodic orbits of } f_c \text{ with period } \leq k\}, \ k \in \mathbb{N}.$$

A simpler algorithm for lower-computing $J_c$, and something that is actually used in practice, is to find a single fixed point $p \in J_c$ (elementary considerations imply that from the two fixed point of $f_c$ counted with multiplicity, at least one is either repelling or parabolic) and then saturate $J_c$ by the sequence

$$W'_k \equiv \bigcup_{j \leq k} f_c^{-j}(p).$$

The proof of the general case of Theorem 5.7 is rather more involved.

The next statements will directly relate computability of Julia sets with computable Riemann mapping:

**Theorem 5.8 ([13]).** Suppose $f_c$ has a Siegel periodic point $p$ and let $\Delta \ni p$ be the corresponding Siegel disk. Then $J_c$ is computable by a Turing machine $M^\theta$ with an oracle for $c$ if and only if the conformal radius of $\Delta$ is computable by a Turing machine with an oracle for $c$.

**Theorem 5.9 ([13]).** Suppose $f_c$ has no Siegel points. Then the Julia set $J_c$ is computable by a Turing machine $M^\theta$ with an oracle for $c$.

Let us now specialize further to the case of the polynomials $P_\theta(z) = e^{2\pi i \theta} z + z^2$ with a neutral fixed point at the origin. The main result of Braverman and Yampolsky is the following:
Theorem 5.10 ([14]). There exist computable values of $\theta$ (in fact, computable by an explicit, although very complicated, algorithm) such that $J_\theta$ is not computable.

In view of Theorem 5.8, this is equivalent to the fact that the conformal radius $r_\theta$ is not computable. Assuming Conditional Implication, this would also be equivalent to the non-computability of the value of $\Phi(\theta)$. In fact, computable values of $\theta$ for which $\Phi(\theta)$ cannot be computed (unconditionally) can also be constructed (see [15]). In fact, assuming Conditional Implication, it is shown in [14] that $\theta$ is Theorem 5.10 can be poly-time.

We thus observe a surprising scenario: for above values of $\theta$ a finite inverse orbit of a point can be effectively, and possibly efficiently, computed with an arbitrary precision. Yet the repeller $J_\theta$ cannot be computed at all. This serves as a cautionary tale for applications of the numerical paradigm described above.

Fortunately, the phenomenon of non-computability of $J_\theta$ is quite rare. Such values of $c$ have Lebesgue measure zero. It is shown in [15], that assuming Conditional Implication they have linear measure (Hausdorff measure with exponent 1) zero – a very meager set in the complex plane indeed. Furthermore, Conditional Implication and some high-level theory of Diophantine approximations([15]) imply that such values of $c$ cannot be algebraic, so even if they are easy to compute, they are not easy to write down.

It is worth noting that in [16], Braverman and Yampolsky constructed non-computable quadratic Julia sets which are locally connected. In view of the above discussed theory, for such maps, the basin of infinity $A(\infty) = \hat{C} \setminus K_c$ is a natural example of a simply-connected domain on the Riemann sphere with locally connected boundary such that the Riemann map is computable, but the Carathéodory extension is not (the boundary does not have a computable Carathéodory modulus).

5.4. Computational complexity of Julia sets. While the computability theory of polynomial Julia sets appears complete, the study of computational complexity of computable Julia sets offers many unanswered questions. Let us briefly describe the known results. As before, in all of them the Julia set of a rational function $R$ is computed by a Turing Machine $M^{\phi}$ with an oracle for the coefficients of $R$.

The following theorem is independently due to Braverman [11] and Rettinger [51]:

Theorem 5.11. Every hyperbolic Julia set is poly-time.

We note that the poly-time algorithm described in the above papers has been known to practitioners as Milnor’s Distance Estimator [45]. Specializing again to the quadratic family $f_c$, we note that Distance Estimator becomes very slow (exp-time) for the values of $c$ for which $f_c$ has a parabolic periodic point. This would appear to be a natural class of examples to look for a lower complexity bound. However, surprisingly, Braverman [12] proved:

Theorem 5.12. Parabolic quadratic Julia sets are poly-time.

The algorithm presented in [12] is again explicit, and easy to implement in practice – it is a major improvement over Distance Estimator.

On the other hand, Binder, Braverman, and Yampolsky [5] proved:

Theorem 5.13. There exist Siegel quadratics of the form $P_\theta(z) = e^{2\pi i \theta} z + z^2$ whose Julia set have an arbitrarily high time complexity.
Given a lower complexity bound, such a \( \theta \) can be produced constructively.

A major open question is the complexity of quadratic Julia sets with Cremer points. They are notoriously hard to draw in practice; no high-resolution pictures have been produced to this day – and yet we do not know whether any of them are computably hard.

Let us further specialize to real quadratic family \( f_c, c \in \mathbb{R} \). In this case, it was recently proved by Dudko and Yampolsky \[26\] that:

**Theorem 5.14.** Almost every real quadratic Julia set is poly-time.

This means that poly-time computability is a “physically natural” property in real dynamics. Conjecturally, the main technical result of \[26\] should imply the same statement for complex parameters \( c \) as well, but the conjecture in question (Collet-Eckmann parameters form a set of full measure among non-hyperbolic parameters) while long-established, is stronger than Density of Hyperbolicity Conjecture, and is currently out of reach.

It is also worth mentioning in this regard that the most non-hyperbolic examples in real dynamics are infinitely renormalizable quadratic polynomials. The archetypic such example is the celebrated Feigenbaum polynomial. In a different paper, Dudko and Yampolsky \[25\] showed:

**Theorem 5.15.** The Feigenbaum Julia set is poly-time.

The above theorems raise a natural question whether all real quadratic Julia sets are poly-time (the examples of \[5\] cannot have real values of \( c \)). That, however unlikely it appears, is unknown at present.

5.5. Computing Julia sets in statistical terms. As we have seen above, there are instances when for a rational map \( R, d = \deg R \geq 2 \), the set of limit points of the sequence of inverse images \( R^{-n}(z) \) cannot be accurately simulated on a computer even in the “tame” case when \( R \equiv f_c \) with a computable value of \( c \). However, even in these cases we can ask whether the limiting statistical distribution of the points \( R^{-n}(z) \) can be computed. As we noted above, for all \( z \in \hat{\mathbb{C}} \) except at most two, and every continuous test function \( \psi \), the averages

\[
\frac{1}{d^n} \sum_{w \in R^{-n}(z)} \psi(w) \rightarrow n \rightarrow \infty \int \psi d\lambda,
\]

where \( \lambda \) is the Brolin-Lyubich probability measure \[18, 36\] with \( \text{supp}(\lambda) = J(R) \). We can thus ask whether the value of the integral on the right-hand side can be algorithmically computed with an arbitrary precision. Even if \( J(R) = \text{Supp}(\lambda) \) is not a computable set, the answer does not a priori have to be negative. Informally speaking, a positive answer would imply a dramatic difference between the rates of convergence in the following two limits:

\[
\lim_{\text{Hausdorff}} R^{-n}(z) \quad \text{and} \quad \lim_{\text{weak}} \frac{1}{d^n} \sum_{w \in R^{-n}(z)} \delta_w \rightarrow \lambda.
\]

Indeed, as was shown in \[4\]:

**Theorem 5.16.** The Brolin-Lyubich measure of \( R \) is always computable by a TM with an oracle for the coefficients of \( R \).
Even more surprisingly, the result of Theorem 5.16 is uniform, in the sense that there is a single algorithm that takes the rational map $R$ as a parameter and computes the corresponding Brolin-Lyubich measure. Using the analytic tools given by the work of Dinh and Sibony [22], the authors of [4] also got the following complexity bound:

**Theorem 5.17.** For each rational map $R$, there is an algorithm $\mathcal{A}(R)$ that computes the Brolin-Lyubich measure in exponential time.

The running time of $\mathcal{A}(R)$ will be of the form $\exp(c(R) \cdot n)$, where $n$ is the precision parameter, and $c(R)$ is a constant that depends only on the map $R$ (but not on $n$). Theorems 5.16 and 5.17 are not directly comparable, since the latter bounds the growth of the computation’s running time in terms of the precision parameter, while the former gives a single algorithm that works for all rational functions $R$.

As was pointed out above, the Brolin-Lyubich measure for a polynomial coincides with the harmonic measure of the complement of the filled Julia set. In view of Theorem 5.7, it is natural to ask what property of a computable compact set in the plane ensures computability of the harmonic measure of the complement. We recall that a compact set $K \subset \hat{\mathbb{C}}$ which contains at least two points is uniformly perfect if the moduli of the ring domains separating $K$ are bounded from above. Equivalently, there exists some $C > 0$ such that for any $x \in K$ and $r > 0$, we have

$$(B(x,Cr) \setminus B(x,r)) \cap K = \emptyset \implies K \subset B(x,r).$$

In particular, every connected set is uniformly perfect. As was shown in [4]:

**Theorem 5.18.** If a closed set $K \subset \mathbb{C}$ is computable and uniformly perfect, and has a connected complement, then the harmonic measure of the complement is computable.

It is well-known [37] that filled Julia sets are uniformly perfect. Theorem 5.18 thus implies Theorem 5.16 in the polynomial case. Computability of the set $K$ is not enough to ensure computability of the harmonic measure: in [4] the authors presented a counter-example of a computable closed set with a non-computable harmonic measure of the complement.

### 5.6. Applications of computable Carathéodory Theory to Julia sets: External rays and their impressions.

Informally (see [15] and [4] for a more detailed discussion), the parts of the Julia set $J_c$ which are hard to compute are “inward pointing” decorations, forming narrow fjords of $K_c$. If the fjords are narrow enough, they will not appear in a finite-resolution image of $K_c$, which explains how the former can be computable even when $J_c$ is not. Furthermore, a very small portion of the harmonic measure resides in the fjords, again explaining why it is always possible to compute the harmonic measure.

Suppose the Julia set $J_c$ is connected, and denote $\phi_c : \hat{\mathbb{C}} \setminus \mathbb{D} \to \hat{\mathbb{C}} \setminus K_c$ the unique conformal mapping satisfying the normalization $\phi_c(\infty) = \infty$ and $\phi'_c(\infty) = 1$. Carathéodory Theory (see e.g. [46] for an exposition) implies that $\phi_c$ extends continuously to map the unit circle $\mathbb{S}^1$ onto the Carathéodory completion $\hat{J}_c$ of the Julia set. An element of the set $\hat{J}_c$ is a prime end $p$ of $\mathbb{C} \setminus K_c$. The impression $I(p)$ of a prime end is a subset of $J_c$ which should roughly be thought as a part of $K_c$. 
accessible by a particular approach from the exterior. The harmonic measure \( \omega_c \) can be viewed as the pushforward of the Lebesgue measure on \( S^1 \) onto the set of prime end impressions.

In view of the above quoted results, from the point of view of computability, prime end impressions should be seen as borderline objects. On the one hand, they are subsets of the Julia set, which may be non-computable, on the other they are “visible from infinity”, and as we have seen accessibility from infinity generally implies computability.

It is thus natural to ask whether the impression of a prime end of \( \hat{C} \setminus K_c \) always computable by a TM with an oracle for \( c \). To formalize the above question, we need to describe a way of specifying a prime end. We recall that the external ray \( R_\alpha \) of angle \( \alpha \in \mathbb{R}/\mathbb{Z} \) is the image under \( \phi_c \) of the radial line \( \{re^{2\pi i\alpha} : r > 1\} \). The curve

\[
R_\alpha = \phi_c(\{re^{2\pi i\alpha} : r > 1\})
\]

lies in \( \hat{C} \setminus K_c \). The principal impression of an external ray \( \mathcal{I}(R_\alpha) \) is the set of limit points of \( \phi_c(re^{2\pi i\alpha}) \) as \( r \to 1 \). If the principal impression of \( R_\alpha \) is a single point \( z \), we say that \( R_\alpha \) lands at \( z \). External rays play a very important role in the study of polynomial dynamics.

It is evident that every principal impression is contained in the impression of a unique prime end. We call the impression of this prime end the prime end impression of an external ray and denote it \( \mathcal{I}(R_\alpha) \). A natural refinement of the first question is the following: suppose \( \alpha \) is a computable angle; is the prime end impression \( \mathcal{I}(R_\alpha) \) computable? As was shown in [9], the answer is emphatically negative:

**Theorem 5.19.** There exists a computable complex parameter \( c \) and a computable Cantor set of angles \( C \subset S^1 \) such that for every angle \( \alpha \in C \), the impression \( \mathcal{I}(R_\alpha) \subset J_c \) is not computable. Moreover, any compact subset \( K \subset J_c \) which contains \( \mathcal{I}(R_\alpha) \) is non-computable.

This statement illustrates yet again how subtle, and frequently counter-intuitive, the answers to natural computability questions may be when it comes to Julia sets, and, by extensions, to other fractal invariant sets in low-dimensional dynamics.

### 5.7. On the computability of the Mandelbrot set

Let us recall that the Mandelbrot set \( \mathcal{M} \) is defined to be the connectedness locus of the family \( f_c(z) = z^2 + c, \ c \in \mathbb{C} \): the set of complex parameters \( c \) for which the Julia set \( J(f_c) \) is connected. The boundary of \( \mathcal{M} \) corresponds to the parameters near which the geometry of the Julia set undergoes a dramatic change. For this reason, \( \partial \mathcal{M} \) is referred to as the bifurcation locus. As already discussed in Section 5, \( J(f_c) \) is connected precisely when the critical point 0 does not escape to infinity. Therefore, \( \mathcal{M} \) can be equivalently defined as

\[
\mathcal{M} = \{c \in \mathbb{C} : \sup_{n \in \mathbb{N}} |f^n(0)| < \infty\}.
\]

\( \mathcal{M} \) is widely known for the spectacular beauty of its fractal structure, and an enormous amount of effort has been made in order to understand its topological and geometrical properties. It is easy to see that \( \mathcal{M} \) is a compact set, equal to the closure of its interior, and contained in the disk of radius 2 centered at the origin. Douady and Hubbard have shown [24] that \( \mathcal{M} \) is connected and simply connected.
In this section we will discuss the computability properties of $\mathcal{M}$, a question raised by Penrose in [49]. Hertling showed in [29]:

**Theorem 5.20.** The complement of the Mandelbrot set is a lower-computable open set, and its boundary $\partial \mathcal{M}$ is a lower computable closed set.

**Proof.** Note that

$$\mathbb{C} \setminus \mathcal{M} = \bigcup_{n \in \mathbb{N}} \{ c \in \mathbb{C} : |f^n_c(0)| > 2 \}.$$ 

Since $f^n_c(0)$ is computable as a function of $c$, uniformly in $n$, it follows that the open sets $\{ c \in \mathbb{C} : |f^n_c(0)| > 2 \}$ are uniformly lower-computable, which proves the first claim. For the second claim, a simple way to compute a dense sequence of points in $\partial \mathcal{M}$ is by computing the so-called Misiurewicz parameters, for which the critical point of $f_c$ is pre-periodic. In other words, the union of sets

$$W_{l,p} = \{ c \mid f^{l+p}_c = f^l_c \} \text{ for } l, p \in \mathbb{N}$$

is dense in $\partial \mathcal{M}$. $\square$

In virtue of Theorem 3.1, we note the following:

**Corollary 5.21.** The Riemann map

$$\phi : \hat{\mathbb{C}} \setminus \overline{\mathbb{D}} \to \hat{\mathbb{C}} \setminus \mathcal{M}$$

sending the complement of the unit disk to the complement of the Mandelbrot set, is computable.

It is unknown whether the whole of $\mathcal{M}$ is a lower-computable set. A positive answer would imply computability of $\mathcal{M}$. In fact, Hertling [29] also showed:

**Theorem 5.22.** Density of Hyperbolicity Conjecture implies that $\mathcal{M}$ is lower-computable, and hence, computable.

Indeed, let $U_m$ be defined as the set of parameters $c \in \mathbb{C}$ such that $f_c$ has a point $p \in \mathbb{C}$ with $f^m_c(p) = p$ and $|Df^m_c(p)| < 1$. It is not hard to see that such a set is lower-computable. Density of Hyperbolicity implies that the sets $U_m$ are dense in $\mathcal{M}$.

Note that the same statements hold for the $n-1$ complex dimensional connectedness locus of the family of polynomials of degree $n$, with similar proofs. On the other hand, it is possible to construct a one-parameter complex family of polynomials in which the corresponding objects are not computable. In [21], Coronel, Rojas, and Yampolsky have recently shown:

**Theorem 5.23.** There exists an explicitly computable complex number $\lambda$ such that the bifurcation locus of the one parameter family

$$f_c(z) = \lambda z + cz^2 + z^3$$

is not computable.

An interesting related question is the computability of the area of $\mathcal{M}$. Since $\mathbb{C} \setminus \mathcal{M}$ is a lower-computable set, it follows that the area of $\mathcal{M}$ is an upper-computable real number. The following simple conditional implication holds:

**Proposition 5.24.** If the area of $\mathcal{M}$ is computable, then $\mathcal{M}$ is computable.
Proof. Since $\mathbb{C} \setminus \mathcal{M}$ is a lower-computable set, if the area of $\mathcal{M}$ was a computable real number, by Proposition 2.3.1.1 from [53] Lebesgue measure restricted to $\mathcal{M}$ would be a computable measure. By Proposition 2.6, the support of this measure is lower-computable. Since the support in this case is $\mathcal{M}$, the result follows. \hfill $\square$

Let us also note another famous conjecture about the Mandelbrot set:

**Conjecture (MLC).** The Mandelbrot set $\mathcal{M}$ is locally connected.

MLC is known (see [23]) to be stronger than Density of Hyperbolicity Conjecture, and thus also implies computability of $\mathcal{M}$ and of $\partial \mathcal{M}$. In this case, by virtue of Corollary 5.21 and Theorem 4.12, it would be natural to ask whether $\mathcal{M}$ admits a computable Carathéodory modulus. Some partial results in this direction are known (see e.g. [32]). In all of them, local connectedness is established at subsets of points of $\mathcal{M}$ by providing a constructive Carathéodory modulus at these points.

**References**

[1] J.H. Hubbard A. Douady. Exploring the mandelbrot set. the orsay notes. http://www.math.cornell.edu/~hubbard/OrsayEnglish.pdf.

[2] S. Banach and S. Mazur. Sur les fonctions calculables. *Ann. Polon. Math.*, 16, 1937.

[3] I. Binder and M. Braverman. Derandomization of euclidean random walks. In *APPROX-RANDOM*, pages 353–365, 2007.

[4] I. Binder, M. Braverman, C. Rojas, and M. Yampolsky. Computability of Brolin-Lyubich measure. *Commun. Math. Phys.*, 308:743–771, 2011.

[5] I. Binder, M. Braverman, and M. Yampolsky. On computational complexity of Siegel Julia sets. *Commun. Math. Phys.*, 264(2):317–334, 2006.

[6] I. Binder, M. Braverman, and M. Yampolsky. Filled Julia sets with empty interior are computable. *Journ. of FracM., 7*:305–416, 2007.

[7] I. Binder, M. Braverman, and M. Yampolsky. On computational complexity of Riemann Mapping. *Arkiv f"or Matematik*, 2007.

[8] Ilia Binder, Cristobal Rojas, and Michael Yampolsky. Computable carathéodory theory. *Advances in Mathematics*, 265:280–312, 2014.

[9] Ilia Binder, Cristobal Rojas, and Michael Yampolsky. Non-computable impressions of computable external rays of quadratic polynomials. *Communications in Mathematical Physics*, 335(2):739–757, 2015.

[10] E. Bishop and D. S. Bridges. *Constructive Analysis*. Springer-Verlag, Berlin, 1985.

[11] M. Braverman. Computational complexity of Euclidean sets: Hyperbolic Julia sets are polytime computable. Master’s thesis, University of Toronto, 2004.

[12] M. Braverman. Parabolic Julia sets are polynomial time computable. *Nonlinearity*, 19(6):1383–1401, 2006.

[13] M. Braverman and M. Yampolsky. Non-computable Julia sets. *Journ. Amer. Math. Soc.*, 19(3):551–578, 2006.

[14] M. Braverman and M. Yampolsky. Computability of Julia sets. *Moscow Math. Journ.*, 8:185–231, 2008.

[15] M Braverman and M. Yampolsky. *Computability of Julia sets*, volume 23 of *Algorithms and Computation in Mathematics*. Springer, 2008.

[16] M. Braverman and M. Yampolsky. Constructing locally connected non-computable Julia sets. *Commun. Mah. Phys.*, 291:513–532, 2009.

[17] A. D. Brjuno. Analytic forms of differential equations. *Trans. Mosc. Math. Soc.*, 25, 1971.

[18] H. Brolin. Invariant sets under iteration of rational functions. *Ark. Mat.*, 6:103–144, 1965.

[19] X. Buff and A. Chéritat. The Brjuno function continues estimates the size of quadratic Siegel disks. *Annals of Math.*, 164(1):265–312, 2006.

[20] H. Cheng. A constructive Riemann mapping theorem. *Pacific J. Math.*, 44:435–454, 1973.

[21] Daniel Coronel, Cristobal Rojas, and Michael Yampolsky. Non computable mandelbrot-like sets. Preprint, 2017.

[22] T. Dinh and N. Sibony. Equidistribution speed for endomorphisms of projective spaces. *Math. Ann.*, 347:613–626, 2009.
[23] A. Douady. Description of compact sets in $C$. In L. Goldberg and A. Phillips, editors, Topological methods in modern mathematics (Stony Brook, NY, 1991), pages 429–465.

[24] Adrien Douady and John Hamal Hubbard. Itération des polynômes quadratiques complexes. CR Acad. Sci. Paris, 294:123–126, 1982.

[25] A. Dudko and M. Yampolsky. Poly-time computability of the Feigenbaum Julia set. Ergodic th. and dynam. sys., 36:2441–2462, 2016.

[26] A. Dudko and M. Yampolsky. Almost every real quadratic polynomial has a poly-time computable Julia set. e-print ArXiv:1702.05768, 2017.

[27] A. Dudko and M. Yampolsky. Poly-time computability of the Feigenbaum Julia set. Ergodic th. and dynam. sys., 36:2441–2462, 2016.

[28] A. Dudko and M. Yampolsky. Almost every real quadratic polynomial has a poly-time computable Julia set. e-print ArXiv:1702.05768, 2017.

[29] P. Hertling. Is the Mandelbrot set computable? Math. Log. Q., 51(1):5–18, 2005.

[30] T. McNicholl. An effective Carathéodory theorem. Theory of Computing Systems., 50(4):579–588, 2012.

[31] T. McNicholl. Computing boundary extensions of conformal maps. LMS Journal of Computation and Mathematics, 17(01):360–378, 2014.

[32] J. Milnor. Self-similarity and hairiness in the Mandelbrot set. In M. Tangora, editor, Computers in Geometry and Topology, volume 114 of Lect. Notes Pure Appl. Math., pages 211–257. Marcel Dekker, 1989.

[33] J. Milnor. Dynamics in one complex variable. Introductory lectures. Princeton University Press, 3rd edition, 2006.
[53] C. Rojas. *Randomness and ergodic theory: an algorithmic point of view*. PhD thesis, Ecole Polytechnique, 2008.

[54] C. Siegel. Iteration of analytic functions. *Ann. of Math.*, 43(2):607–612, 1942.

[55] K. Weihrauch. *Computable Analysis*. Springer-Verlag, Berlin, 2000.

[56] J.-C. Yoccoz. Petits diviseurs en dimension 1. *S.M.F., Astérisque*, 231, 1995.

[57] N. Zhong. Recursively enumerable subsets of $\mathbb{R}^q$ in two computing models: Blum-Shub-Smale machine and Turing machine. *Theor. Comp. Sci.*, 197:79–94, 1998.

[58] Q. Zhou. Computable real-valued functions on recursive open and closed subsets of euclidean space. *Math. Logic. Quart.*, 42(379-409), 1996.

Departamento de Matemáticas, Universidad Andres Bello, República 498, Santiago, Chile.

Department of Mathematics, University of Toronto, 40 St. George street, Toronto, ON, Canada.