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Abstract—The importance of plastic waste recycling is undeniable. In this respect, computer vision and deep learning enable solutions through the automated analysis of short-wave-infrared hyper-spectral images of plastics. In this paper, we offer an exhaustive empirical study to show the importance of efficient model selection for resolving the task of hyper-spectral image segmentation of various plastic flakes using deep learning. We assess the complexity level of generic and specialized models and infer their performance capacity: generic models are often unnecessarily complex. We introduce two variants of a specialized hyper-spectral architecture, PlasticNet, that outperforms several well-known segmentation architectures in both performance as well as computational complexity. In addition, we shed light on the significance of signal pre-processing within the realm of hyper-spectral imaging. To complete our contribution, we introduce the largest, most versatile hyper-spectral dataset of plastic flakes of four primary polymer types.
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1 INTRODUCTION

PLASTICS are versatile and cost-effective materials with often single-time usage applications. This leads to the waste ending up in nature and therefore having an increasingly negative impact on our planet [1]. The most common plastics in municipal waste are polyethylene (PE), polypropylene (PP), polyethylene terephthalate (PET) and polystyrene (PS), which are all non-degradable in nature. It is estimated that around 3% of the total plastic production worldwide ends up directly in nature, the majority is landfilled or thermally incinerated [2]. Current efforts focus on improving the process of recycling to recover resources. For mechanical recycling, plastics are collected, sorted on polymer type, shredded and washed as a preparation for remelting [3]. However, since objects in waste usually contain multiple polymer types, the analysis and subsequently sorting of these polymers is important.

This paper focuses on analyzing the polymer types of real waste products which have been shredded and placed on a moving conveyor belt to simulate the practical use-case. We use Hyper-Spectral Imaging (HSI) for differentiating polymer flakes. The difference between polymer types can be observed using Short-Wave Infrared (SWIR) cameras due to their absorption characteristic of the electromagnetic spectrum. Detection with SWIR cameras requires little or no sample preparation and can be done near real-time, which is an advantage over typical analytical methods. Specific molecular bonds that are present in polymers react differently to the specific electromagnetic wavelengths. Absorption peaks in the spectrum correspond to vibrations of the specific molecular bonds, this gives each type of polymer a specific spectral profile. The camera used in our experiments is only able to perceive overtones of the absorption peaks, which are less pronounced, and therefore require more effort to be used as a distinguishing signal [4]. This is the preferred method in our research because cameras that are able measure the fundamental frequencies are an order more expensive.

A traditional method of spectral analysis is using the linear methods to correlate the known spectra of a polymer with an unknown spectra, using for example Spectral Angle Mapping (SAM) [5]. However, a limitation of (linearly) classifying individual spectral pixels of images is the loss of context information. The category of a pixel can be estimated more accurately by using several neighboring pixels of it [6]. Convolutional layers of deep neural networks achieve this by using a convolution filter that is trained to extract the right features from the pixel neighborhood to improve the per-pixel classification performance, or in deep learning jargon, the segmentation result. By using multiple convolutional layers in combination with max-pooling and Rectified Linear Units (ReLU), deep learning approaches have shown impressive results for several segmentation tasks, including the segmentation of Hyper-Spectral (HS) data [7]. Another advantage of deep learning models is that they are able to capture non-linear data patterns which gives them a clear advantage over linear models like SAM.

The main limitations of such data-driven algorithms is that they require large annotated datasets for learning. For these models to generalise well after training, the dataset needs a data distribution of the training data which must be similar to the distribution of the real-world data. In practice the real-world data is simulated by using a held-out dataset for testing. A secondary limitation is the computational complexity of these models. Existing models are generic and have a large number of
parameters, so to be able to learn complex patterns in large datasets regardless of the problem. However, such aspects of generic models, often considered to be positive, might in practice be sub-optimal. For less-demanding applications, the complexity of the models could be reduced to prevent overfitting and to, simultaneously, reduce computational complexity. This is explored by the question *What is the effect of computational complexity on the models' performance?*. Another method is to reduce the complexity of the input signal by removing unnecessary information or mapping it to a different space. Various pre-processing methods exist to achieve this effect which are addressed by the following question: “*How should the HS data be pre-processed to improve the model’s performance?*” In this paper and, in the attempt to provide an answer to these questions, we provide an ablation study of various pre-processing algorithms and explain their relation to the classic linear methods. Secondly, we perform an ablation study of several models with varying complexity and provide a narrative to explain the logic behind the design choices. Additionally, we devise a customarily designed neural network called SAMNet which is a trainable version of the SAM algorithm. Moreover, we introduce a simple architecture called PlasticNet and compare it within various studies with the popular U-Net [8] model. The models and pre-processing methods are tested on a large HS dataset containing PE, PP, PET and PS flakes with entirely held-out evaluation test sets.

1.1 Related work

An HS image contains reflections from the objects in many equally spaced bands of the electromagnetic spectrum, where different objects exhibit their unique transmission and absorption characteristic, defined as their HS signature. HS signature of an object, given beyond visible spectrum, offers a unique potential for deeper analysis of the object. In this regard, the classical machine learning algorithms tend to score low in their analysis [9], the main problem remaining to be the curse of dimensionality, related to the number of channels in an HS image. A common approach is to employ a linear model for HS image analysis such as SAM [10] or Partial Least Squares (PLS) [11] to determine the similarity of an unknown spectral signature with a known one. In such approaches, the high dimensionality of the HS data is normally pre-processed to a lower dimension using dimensionality reduction techniques such as PCA [12], ICA [13], (multi) band selection [14], etc. The authors of [14] tested several combination of linear pre-processing and non-linear patch-wise classification techniques on HS images and demonstrated the suitability of their proposed technique for their specific case study. The authors also observed that increasing the patch size, leads to improvements in performance, indicating the benefits of using the spatial information around pixels for deep learning based classifiers compared to linear models. In a recent work [15], the authors introduce HS image segmentation, correction and spectral-spatial denoising as HS image pre-processing to improve the HS image classification accuracy.

While the performance of classical machine learning algorithms is largely dependent on the quality of (hand-crafted) reduced features [12], [16], deep learning based architectures have shown ever-increasing success for HS image analysis thanks to the automatic and hierarchical feature learning process directly from the data which leads to a model with various semantic layers suitable for representing the computer vision task at hand (e.g., classification, segmentation, detection, etc.) [17]. Initially, most studies investigated single pixel wise role of spectral signatures of images [18]. In later studies, the joint analysis of spatial-spectral properties of HS image revealed its importance for improving the performance [19]. Convolutional Neural Networks (CNNs) as the most popular approach in computer vision, facilitate spatial-spectral joint exploitation thanks to their convolutional filters through the inclusion of neighboring pixels for analysis of a region [20], [21]. In the same line, Sun et al. [22] proposed spatial-spectral attention network (SSAN) to capture discriminative spatial-spectral features from attention areas of HS cubes. In addition to CNNs, some other efforts have been dedicated to extract spectral features using Deep Belief Networks (DBNs) [23] and Recurrent Neural Networks (RNNs) [24]. In [25], the authors proposed a novel strategy towards unbiased validation of segmentation algorithms for HS images by preventing leakage of data from training set to validation sets. Their proposal although insightful and essential for currently existing HSI datasets, does not necessarily apply to our case thanks to the ample size of our proposed dataset in this study. In fact, one of the contributions of this work revolves around the introduction and exploration of an HSI dataset consisting of independently recorded images for the purpose of training, validation and testing. We exploit the potentials of this dataset to further investigate the algorithmic complexity for pixel-level classification in HS images, introducing new and adapting existing segmentation algorithms for this purpose.

The exclusive potential of HS hence justify its vast range of applications. Among such problems, is identification of plastics. The authors in [26] introduce a classification method employing Partial Least Square Discriminant Analysis (PL-SDA) and PCA for recognition of marine microplastic litter of three polymers: PE, PP and PS. In another work [27], the authors recognize different polymer flakes focusing on high-density versus low-density PE polymers from mixed plastic waste through a hierarchical PL-SDA classification strategy. Zheng et al. [28] propose a Fisher discrimination model for identification of six groups of plastics: PS, PP, PE, PET, Acrylonitrile Butadiene Styrene (ABS) and PolyVinyl Chloride (PVC), resulting in 100% prediction of unseen samples. This performance although promising, is achieved on a small unseen set, therefore does not confirm the generalizability. In this work, our primary focus is to shed light on the importance of spectral and spatial pre-processing of HS images for effective processing of four plastics: PE, PP, PS and PET. We demonstrated this importance within the context of flake segmentation.

2 Polymer Hyper-Spectral Dataset

Due to the lack of an ample and publicly available HS datasets for analysis of polymer flakes, we opted for generating our own dataset, namely Polymer Hyper-Spectral (PolymerHS) dataset1. PolymerHS contains multiple samples per four of the common plastics: PE, PP, PS and PET (see Table 1). The samples originate from urban waste, collected, washed and shredded into flakes. Each sample is selected to maximize the diversity of the dataset in terms of original use of the sample, color, thickness, brilliance, and opacity.

1. Dataset will be publicly available upon the publication of the manuscript.
The PolymerHS consists of three subsets: Baseline, Test and Test-Dark (the latter acquired at one-third of the camera exposure value used for the Baseline and Test subset acquisition). Baseline subset contains three independently acquired HS images per each pre-chosen sample for this subset. The three images essentially differ in random placement of the same flakes over the conveyor belt. In the Baseline subset, each of the three images per sample is assigned to either train, validation or test, leading to a same size for all parts. In fact, the Baseline subset is designed to provide a reference point for assessing the impact of each experiment, excluding the probable deviations in real world scenarios. On the other side, the Test and Test-Dark subsets, are designed to verify the experiments performances in a more similar setting to the real world scenarios. Five samples per polymer are chosen for creation of the Test and the Test-Dark subsets, with the same sample selection criteria considered for the Baseline subset. To maximize the diversity further, all the samples used for the Test and Test-Dark subsets are selected different from the existing samples for the Baseline subset. The Test-Dark subset particularly adapts a clear distribution outside of the distribution of the original training and validation (part of the Baseline subset), hence will be used to investigate the ultimate capacity of various pre-processing methods and models to extrapolate from the training data.

This dataset is acquired by capturing the HS signature of plastic flakes randomly scattered over a conveyor belt passing under the Specim FX17 camera. The illumination is a array of three cooled standard Halogen lights (see Figure 1). The type of camera used in our experiment covers 224 spectral bands between 900 nm and 1700 nm with a fwhm of approximately 3.5 nm. This camera perceives the overtones of the absorption peaks of common polymers. A white reference was used, which has a consistently high diffuse reflectance over the entire spectral range. The dark reference was captured by completely closing the aperture of the camera. These HS images are denoted by $B_{raw}$, $D_{raw}$ which are the bright reference and the dark reference image, respectively. Because a line-scan camera is used, both reference images can be averaged over each column in the HS cube using the following equation [29]:

$$B_{x,c} = \text{mean}(B^\text{raw}_{y,x,c})$$

$$D_{x,c} = \text{mean}(D^\text{raw}_{y,x,c})$$

where $h$ is the height of the HS cube, $y$, $x$, and $c$ are the y-coordinate, x-coordinate and channel, respectively. $B^\text{raw}_{y,x,c}$ is the mean value in a column of the cube $B$ on location $x$ for channel $c$ and mean is the mean operator. A corrected image $I$ is calculated from a raw cube $I^\text{raw}$ by:

$$I_{y,x,c} = \frac{I^\text{raw}_{y,x,c} - D_{x,c}}{B_{x,c} - D_{x,c}}$$

Every instance in the dataset is annotated using Supervise.ly, a tool, by defining the boundaries of every flake with a polygon, and assigning it to the corresponding polymer class.

### 3 Models

Information about the type of polymer for plastic flakes is contained in the light-absorbance of specific spectral frequencies. This is captured by the HS signature (See Figure 2, leftmost). However, the HS signatures might be of varying quality throughout the image due to the noise often caused by the reflections and shadows on the flakes. For example, over-illuminated specular reflections cause the spectra to appear almost full-white, which leads to the loss of most of the spectral information in those pixels. In such case, a model that uses a larger convolutional footprint (i.e. a wider model) is expected to perform better as these models can learn to reduce noise or interpolate lost information using the surrounding pixels.

| Model          | Operations | Parameters |
|----------------|------------|------------|
| SAMNet         | 1,120      | 1,125      |
| SAMNet3x3      | 10,080     | 10,085     |
| MLPNet         | 108,800    | 109,285    |
| PlasticNet     | 459,564    | 459,765    |
| PlasticNetXL   | 798,252    | 798,453    |
| U-Net          | 960,832    | 31,159,301 |

**TABLE 2: Model complexity is defined in two ways: the number of operations per pixel (computational complexity) and the number of parameters (memory size and model capacity)**

Independent of the presence of noise, shallow models might not be able to capture the spectral signature correctly to classify the polymer types. In fact, adding extra convolutional layers with non-linear activation functions proved to improve the performance [30]. Considerably deeper models, using more advanced units such as skip-connections, often demonstrated further improvements for more generic problems, such as medical image segmentation [8]. In this paper, we aim to see whether this improvement holds up in a more specific scenarios, such as HS image segmentation.

As it is known that most information about the polymer type is contained in the spectral information [3] we investigate where

2. https://www.specim.fi/products/specim-fx17/
3. The cameras capable of seeing the actual peaks, around 5 μm, are largely less affordable.
4. https://supervise.ly/
the performance gain is largest and what model complexity is needed for optimal performance. In common sense, the complexity of a model is the byproduct of its width and depth. More specifically, we define model complexity in two ways as seen in Table 2: the number of convolution operations per output pixel and the number of parameters in the model. Hence, as the baseline for a less-complex model, we define SAMNet and, the related but wider SAMNet3×3 which has a footprint of 3×3 pixels. Furthermore, we define MLPNet which has a small footprint (1×1), but has a depth of three layers. Therefore, SAMNet3×3 can be used to observe the added performance for wider models and MLPNet to observe the performance gain for deeper models. The combination of wide and deep is investigated with PlasticNet and PlasticNetXL (with a computational complexity of 0.469 million and 0.798 million operations, respectively). Finally, a standard U-Net is used to investigate if extra performance can be gained from a more complex models with vastly larger number of parameters (over 31 million). Note that, although U-Net has more parameters, the number of operation per pixel is more in line with the PlasticNets (0.96 million operations), this stems from the fact that U-Net uses max-pooling layers which causes the data to be strongly compressed towards the deeper layers of the model, and thus requiring less operations per pixel. In the following subsections the newly introduced models are explained in detail.

3.1 SAMNet

Spectral Angle Mapping (SAM) is a linear algorithm that can be used to classify vectors that contain spectral intensities. At the core of the algorithm is the angle between two vectors calculated as:

$$\phi(x, y) = \cos^{-1} \left( \frac{x \cdot y}{|x| \times |y|} \right)$$

(4)

where \(x\) and \(y\) are two vectors with norms \(|x|\) and \(|y|\), \(\cdot\) is the dot product operator and \(\phi(x, y)\) is the minimum angle between the vectors.

Vectors that contain the reference spectra for each type of material that need to be classified are stored as \(r\), where \(x\) as:

$$L = \arg \min_{c \in [n]} (C_{y,x})$$

(5)

where \(L\) is defined as the minimum angle between the vectors \(x\) and \(y\) as:

$$C_{y,x} = \arg \min_{c \in [n]} (C_{y,x})$$

(6)

The label with the smallest angle to the reference sample is returned by Equation (5). We propose to translate the SAM algorithm into the CNN paradigm and refer to it as SAMNet.

In SAMNet, the dot product of Equation (4) is rewritten as a convolutional operator with filter size \(h \times w \times c\), where \(h\) and \(w\) are the height and width, and \(c\) is the number of channels of the HS cube. For each class, such a convolutional filter is initialized with the reference spectra, \(r\), as shown in Equation 7.

$$F^l_{x,y} = r^l_{x,y}$$

(7)

$$F = \{F^l | l \in L\}$$

(8)

where \(F^l_{x,y}\) is the \(l\)th element of the reference spectrum of the class with label \(l\). When referring to SAMNet, the size of each convolutional filter is \(1 \times 1 \times c\), and consequently, the \(y\) and \(x\) are always 0. In SAMNet3×3, the filter size is \(3 \times 3 \times c\) resulting in a wider model. \(F\) is the filter bank that contains the convolutional filters for each of the classes. In deep learning terminology, this filter bank is simply called a convolutional layer. Similar to Equation (5) the inference is performed by:

$$L = I' \otimes F$$

(9)

$$C_{y,x} = \arg \min_{c \in [n]} (I_{y,x,c})$$

(10)

, where \(I'\) is the normalized HS cube, \(\otimes\) is the convolution operator, \(L\) contains the class-logits output, \(n\) is the number of classes and \(C_{y,x}\) is the inference result at location \(y, x\) where each element indicates the predicted class (the index of the most similar reference spectra \(r\)).

To take into account the divisor of Equation (4), i.e. the division by the multiplied norms, the norm of the convolutional filters and the norm of the spectral dimension of each pixel in the HS cube needs to be normalized to 1 so that the division in Equation (4) can be ignored.

Firstly, the cube is normalized by dividing each element of the raw input cube \(I\) by the norm of that spectral pixel:

$$I'_{y,x,c} = \frac{I_{y,x,c}}{|I_{y,x}|}$$

(11)

, where \(|I_{y,x}|\) is the norm of the spectral pixel at location \(y, x\), and \(I_{y,x,c}\) is an element of the HS cube, and \(I'\) is the spectrally-normalized value. Secondly, the convolution weights can be normalized by dividing each element of each of the convolution filters in the filter bank \(F\) by their norm:

$$F'_{y,x,c} = \frac{F_{y,x,c}}{|F_{y,x}|}$$

(12)

, where \(|F_{y,x}|\) is the norm of the weights in the convolution filter at location \(y, x\), and \(F_{y,x,c}\) is an element of the convolution filter.

### Table 1: Polymer-instance population in PolymerHS.

| PE     | PP     | PS     | PET    |
|--------|--------|--------|--------|
| Images | Flakes | Pixels | Images | Flakes | Pixels | Images | Flakes | Pixels |
| Baseline (Train+Val) | 22     | 802    | 710,758 | 40     | 1,813  | 1,162,635 | 22     | 2,718  | 1,573,171 | 16     | 586    | 495,910 |
| Baseline (Test)      | 11     | 390    | 333,384 | 20     | 912    | 598,996  | 11     | 1,298  | 786,706  | 8      | 310    | 249,076 |
| Test                | 5      | 127    | 112,986 | 5      | 123    | 86,113   | 5      | 188    | 102,868 | 5      | 126    | 142,575 |
| Test-Dark           | 5      | 108    | 92,676  | 5      | 118    | 86,513   | 5      | 142    | 76,335  | 5      | 100    | 129,951 |
Note that, for SAMNet, both \( y \) and \( x \) are always 0, and they are both in range \([0, 2]\) for SAMNet 3 x 3. The \( \cos^{-1} \) operator of Equation (4) does not need to be included because \( \text{has no effect on the arg min operator in Equation (5).} \)

This CNN definition of the SAM algorithm provides more flexibility in terms of changing the footprint and training convolutional parameters.

### 3.2 MLPNet

MLPNet is the CNN equivalent of the Multi-Layer Perceptron (MLP) which is suitable for HS data. It behaves as if running an MLP on each spectral pixel. By formulating this as a CNN, the algorithm is efficient and can be easily implemented using deep learning primitives like convolutional layers. It contains three convolutional layers: the input-, hidden- and output-layer (\( \mathcal{I}, \mathcal{H} \) and \( \mathcal{O} \)). In this model, we choose the hidden layer to contain 256 convolutional filters, which is the power of two that is closest to the number of input channels (224). The rationale behind this is to keep the information after the first layer and allow patterns to be captured by the model. Data reduction is achieved in the output layer.

\[
\mathcal{I} = \{F_{I}^{0} \times 1 \times 224, F_{I}^{1} \times 1 \times 224, \ldots, F_{I}^{224} \times 1 \times 224\} \quad (13)
\]

\[
\mathcal{O} = \{F_{I}^{0} \times 1 \times 224, F_{I}^{1} \times 1 \times 224, F_{I}^{256} \times 1 \times 224\} \quad (14)
\]

\[
\mathcal{H} = \{F_{I}^{0} \times 1 \times 256, F_{I}^{1} \times 1 \times 256, \ldots, F_{I}^{256} \times 1 \times 256\} \quad (15)
\]

, where \( \mathcal{I} \) is a bank with 224 filters, \( \mathcal{H} \) is a bank with 256 filters, \( \mathcal{O} \) is a bank with \( n \) filters, which is equal to the number of output classes. This is equivalent to an MLP with 224 input neurons, 256 hidden neurons and \( n \) output neurons, that is applied to each HS pixel. The forward pass of the model is defined by multiple convolutions with ReLU activation functions. The forward step of the MLPNet model is defined as:

\[
\mathbf{H}^{mpl} = \omega(\mathbf{I} \otimes \mathcal{I}) \quad (16)
\]

\[
\mathbf{H}^{mhp} = \omega(\mathbf{H}^{mpl} \otimes \mathcal{H}) \quad (17)
\]

\[
\mathbf{O}^{mpl} = \psi(\mathbf{H}^{mhp} \otimes \mathcal{O}) \quad (18)
\]

, where \( \mathbf{I} \) is the input HS cube, \( \mathbf{H} \) are the intermediate outputs, \( \mathbf{O} \) is a tensor containing classification probabilities for each class for each HS pixel in the input, \( \omega \) is the TanH activation function, \( \psi \) is the Softmax function, and \( \otimes \) is the convolution operator. The final classification output is achieved by an \( \text{arg max} \) over the spectral dimension.

### 3.3 PlasticNet

PlasticNet is an extension of the MLPNet with a larger footprint and more parameters. We define two architectures which both have three layers, but vary in convolutional footprint. This architecture is designed specifically for HS data. It does not use max-pooling, which is common in many architectures, so it can retain as much spectral information as possible through several layers. Our hypothesis is that these tailor-made, less complex, architectures can outperform more general architectures. The default PlasticNet architecture is defined by halving the number of channels, starting from 224 and also linearly increasing the height and width of the filters, except for the last layer, which only maps to the number of classes using a \( 1 \times 1 \) convolutional filter.

\[
\mathcal{P}^{1} = \{F_{1}^{0} \times 3 \times 3 \times 224, F_{1}^{1} \times 3 \times 3 \times 224, \ldots, F_{1}^{112} \times 3 \times 3 \times 224\} \quad (19)
\]

\[
\mathcal{P}^{2} = \{F_{2}^{0} \times 5 \times 5 \times 5 \times 112, F_{2}^{1} \times 5 \times 5 \times 112, \ldots, F_{2}^{56} \times 5 \times 5 \times 112\} \quad (20)
\]

\[
\mathcal{P}^{3} = \{F_{3}^{0} \times 7 \times 7 \times 5 \times 5 \times 56, F_{3}^{1} \times 7 \times 7 \times 5 \times 56, \ldots, F_{3}^{28} \times 7 \times 7 \times 56\} \quad (21)
\]

\[
\mathcal{P}^{4} = \{F_{4}^{0} \times 1 \times 1 \times 28, F_{4}^{1} \times 1 \times 1 \times 28, \ldots, F_{4}^{1} \times 1 \times 1 \times 28\} \quad (22)
\]

\( \mathcal{P} \) are the filter banks of convolutional filters with 112, 56 and 28 filters of size \( 3 \times 3 \times 224, 5 \times 5 \times 112, 7 \times 7 \times 56 \) and \( 1 \times 1 \times 28 \). \( n \) is the number of output classes. The forward pass of the model is defined by multiple convolutions with ReLU activation functions.

The forward step of PlasticNet is defined by:

\[
\mathcal{H}^{m1} = \phi(\mathbf{I} \otimes \mathcal{P}^{1}) \quad (23)
\]

\[
\mathcal{H}^{m2} = \phi(\mathcal{H}^{m1} \otimes \mathcal{P}^{2}) \quad (24)
\]

\[
\mathcal{H}^{m3} = \phi(\mathcal{H}^{m2} \otimes \mathcal{P}^{3}) \quad (25)
\]

\[
\mathcal{O}^{m} = \psi(\mathcal{H}^{m3} \otimes \mathcal{P}^{4}) \quad (26)
\]

where \( \mathbf{I} \) is the input HS cube, \( \mathbf{H} \) are the intermediate outputs, \( \mathbf{O} \) is a tensor containing classification probabilities for each class for each HS pixel in the input, \( \phi \) is the ReLU activation function, \( \psi \) is the Softmax function, and \( \otimes \) is the convolution operator.

The PlasticNetXL model is similar to the default PlasticNet model but uses convolutional filters of size \( 3 \times 3 \times 224, 7 \times 7 \times 112, 13 \times 13 \times 56 \) and \( 1 \times 1 \times 28 \). Here the filters roughly double in size, which should give insight into the effect of using a wider models with more parameters.

### 4 Pre-processing

In a typical deep learning experimental set-up, a common trick is to apply data-augmentation to enrich the training dataset, which is known to also improve the generalization capabilities of the models. In this work, we propose to reach this generalization goal with the opposite approach with several pre-processing methods: instead of enriching the signals, degrading them so to primarily contain relative intensities. By systematically filtering the absolute spectral signal intensities, our hypothesis is that models will learn to focus on relative differences of signals instead, which in turn leads to better generalization.

### 4.1 Derivatives

Several types of derivatives can be used for pre-processing the HS data. We propose to experiment with derivatives as they are commonly used for finding spectral peaks in data analysis, either manually or with traditional models [27]. Derivatives emphasize the relative spectral response of the individual bands. The first derivative \( v' = v_i - v_{i-1} \) and the second derivative \( v'' = v'_i - v'_{i-1} \), where \( v \) is a spectral vector, have the disadvantage that they preserve the absolute magnitude in the signal. In such case, the model still runs the risk of over-fitting on the absolute intensity of the signal. On the other side, the logarithmic derivative defined as \( \ln(v_i) = \ln(v_i / v_{i-1}) - 1 \), will only preserve the relative fractional difference. As can be seen from the Equation, absolute
4.2 Normalization

In addition to derivatives which may lead to numerically less stable representation of HS data and in turn complicate model training, we also propose to use normalization. The first proposal is the spectral norm inspired by the SAM algorithm. Equal to Equation (11), we define the spectral normalization as $\|v_i\| = v_i/|v|$. This normalizes each HS pixel vector $v$ to a length of 1, making all intensities of all HS pixels equal.

A more sophisticated method of normalization is using the HyperHue [31]. This method can be considered as a generalization of the HSV color space for HS data. The HS space is projected on the hyper-plane that is perpendicular to the main diagonal. This diagonal represents the axis in which the contribution of all spectral intensities is equal (running from black to white). As a result, the hyper-plane (the space of Hues) is independent of intensities. Additionally, the Saturation channel represents the purity of the Hue and the Value channel represents the intensity of the HS pixel. In our implementation we use the polar representation for the hues instead of the Cartesian representation used in the original paper. This better matches the original definition of the hue in the HSV color space. In the experiments we will evaluate the performance of models with using only Hues and with using the full HyperHSV space.

In Figure 2, the effect of each of the normalizing pre-processing methods is shown. The left graph shows the average spectra for each of the polymer types without pre-processing. In the center graph the effect of the spectral normalization is shown, where it can be seen that the spectra of the different polymer types overlap and relative differences are mainly visible. In the right graph, the average spectra for the HyperHue pre-processing method are is shown. An interesting observation is that the hyper hues also attempts to normalize between different wavelengths which can be observed from the fact that the hills and crests are of a similar size, consequently the HyperHue method causes more noise.

5 Experiments & Results

In this section, the descriptions and results of the experiments performed using all the aforementioned models and pre-processing methods using PolymerHS dataset is discussed. The training, validation and testing took nearly 60 days of continuous GPU computation. In Table 3, the average IoU, precision and recall (taken over all classes) are shown. In this table, several combinations of pre-processing methods and models are compared. For all the experiments, the same Baseline-Train and Baseline-Val subsets were used for training and validation. The models were trained using the Adam optimizer and the hyper-parameters were tuned for each model separately. Each HS cube was randomly tiled during training, with a tile size of $256 \times 256$ to create a rich training dataset. During testing, the HS cube was tiled using a fixed grid of overlapping tiles and later recombined by only using the non-overlapping central part of each tile. This tiling with overlap helps to prevent border effects caused by the footprint of the segmentation models; a similar method was used by [32].

For testing, the Baseline-Test is used to shows the baseline performance for each of the model and pre-processing combinations. Furthermore, the Test dataset shows how the performance differs in a more realistic situation and, finally, the Test-Dark dataset is used to shows how the various model and pre-processing combinations respond to images with lower exposure and to determine if a decrease in performance of a model can be mitigated by using pre-processing.

Figure 3 shows a graph that relates the best IoU for all the models to the computational complexity for that model and the testing subset used. As can be seen, wider and deeper models keep offering improvement in performance over all testing datasets, while U-net does not follow the same improvement pattern. Another interesting observation is that, while the baseline performance does not differ much between the two PlasticNets, the PlasticNetXL model is better able to handle the Test-Dark dataset and thus it is safe to say that it generalizes better. The remainder of this section contains more detailed analysis of the results.

5.1 Models and pre-processing

The PlasticNetXL model shows the overall best performance on all datasets. On the Baseline-Test subset this model achieves 86.9% IoU, which is only slightly higher then the runner-up,
| Model       | Pre-process | Baseline-Test | Test | Test-Dark |
|-------------|-------------|---------------|------|-----------|
|             | IoU (%)     | Precision     | Recall| IoU (%)   | Precision | Recall |
| SAMNet      | SpectralNorm| 31.6          | 39.7 | 63.5      | 32.7      | 41.3   | 51.4 | 22.3 | 29.0 | 49.4 |
|             | HyperHSV    | 28.8          | 39.9 | 63.3      | 22.8      | 36.4   | 47.5 | 30.4 | 47.8 | 44.2 |
| SAMNet3x3   | SpectralNorm| 37.1          | 48.2 | 64.8      | 34.6      | 47.7   | 50.8 | 25.2 | 32.4 | 54.5 |
|             | HyperHSV    | 40.7          | 54.8 | 69.1      | 32.1      | 50.6   | 50.8 | 35.9 | 59.8 | 45.8 |
| MLPNet      | None        | 74.0          | 85.7 | 83.6      | 62.0      | 82.4   | 70.9 | 25.0 | 30.6 | 60.6 |
|             | FirstDeriv  | 80.2          | 95.0 | 83.5      | 61.3      | 95.9   | 63.1 | 39.3 | 48.6 | 56.1 |
|             | SecondDeriv | 72.8          | 94.6 | 75.6      | 54.9      | 97.5   | 56.0 | 27.4 | 32.0 | 50.4 |
|             | HyperHSV    | 67.2          | 87.8 | 72.7      | 56.8      | 86.4   | 61.4 | 43.1 | 85.2 | 45.8 |
|             | LogDeriv    | 36.1          | 52.0 | 41.6      | 30.2      | 43.8   | 36.9 | 21.7 | 28.2 | 24.0 |
|             | SpectralNorm| 79.0          | 91.8 | 84.6      | 69.2      | 88.2   | 75.8 | 46.0 | 76.6 | 51.3 |
|             | HyperHSV    | 64.5          | 81.3 | 73.0      | 52.6      | 71.1   | 62.8 | 32.3 | 40.6 | 46.6 |
| **mean**    |             | 67.7          | 84.0 | 73.5      | 55.3      | 80.8   | 61.0 | 33.5 | 48.8 | 47.8 |
| U-Net       | None        | 84.5          | 90.6 | 92.4      | 65.6      | 81.1   | 74.2 | 53.9 | 84.8 | 61.5 |
|             | FirstDeriv  | 85.1          | 95.0 | 89.0      | 65.7      | 81.4   | 81.4 | 51.6 | 93.0 | 54.6 |
|             | SecondDeriv | 82.7          | 92.2 | 88.7      | 47.5      | 60.5   | 74.7 | 42.7 | 86.1 | 46.5 |
|             | HyperHSV    | 83.7          | 89.8 | 92.3      | 74.8      | 86.1   | 83.5 | 51.1 | 81.8 | 61.0 |
|             | LogDeriv    | 66.4          | 81.9 | 76.4      | 31.7      | 39.5   | 40.5 | 23.0 | 70.0 | 27.0 |
|             | SpectralNorm| 78.2          | 92.5 | 83.4      | 69.1      | 89.9   | 74.8 | 40.4 | 78.1 | 47.9 |
|             | HyperHSV    | 84.1          | 90.2 | 92.3      | 76.7      | 86.0   | 86.7 | 52.1 | 81.6 | 61.2 |
| **mean**    |             | 80.7          | 90.3 | 87.8      | 61.6      | 74.9   | 73.7 | 45.0 | 82.2 | 51.4 |
| PlasticNet  | None        | 28.7          | 63.0 | 38.8      | 25.6      | 49.8   | 36.0 | 23.8 | 52.1 | 34.2 |
|             | FirstDeriv  | 86.5          | 94.1 | 91.2      | 77.8      | 93.6   | 81.8 | 37.8 | 77.8 | 46.0 |
|             | SecondDeriv | 80.3          | 94.3 | 84.1      | 64.9      | 96.8   | 66.4 | 30.6 | 98.4 | 31.5 |
|             | HyperHSV    | 86.2          | 93.6 | 91.4      | 77.1      | 94.2   | 80.7 | 42.9 | 69.3 | 54.3 |
|             | LogDeriv    | 56.9          | 81.0 | 64.0      | 38.4      | 62.3   | 45.6 | 22.6 | 48.3 | 27.6 |
|             | SpectralNorm| 86.6          | 93.7 | 91.8      | 79.7      | 92.8   | 85.3 | 52.3 | 84.8 | 59.4 |
|             | HyperHSV    | 85.3          | 91.2 | 92.7      | 65.9      | 74.0   | 84.8 | 54.0 | 79.7 | 63.3 |
| **mean**    |             | 72.9          | 87.3 | 79.1      | 61.3      | 80.5   | 68.7 | 37.7 | 72.9 | 45.2 |
| PlasticNetXL| None        | 39.8          | 71.1 | 48.6      | 33.8      | 71.0   | 47.0 | 31.4 | 57.1 | 44.8 |
|             | FirstDeriv  | 86.4          | 93.9 | 91.4      | 75.3      | 90.0   | 81.2 | 36.5 | 80.4 | 45.9 |
|             | SecondDeriv | 60.5          | 91.6 | 64.5      | 36.1      | 78.9   | 42.2 | 21.9 | 95.2 | 23.0 |
|             | HyperHSV    | 86.9          | 93.8 | 91.9      | 77.0      | 94.8   | 80.4 | 52.1 | 87.3 | 56.0 |
|             | LogDeriv    | 67.6          | 86.8 | 74.4      | 35.3      | 59.9   | 39.8 | 20.1 | 39.2 | 29.2 |
|             | SpectralNorm| 86.1          | 93.3 | 91.7      | 80.4      | 91.7   | 87.1 | 61.5 | 91.9 | 64.6 |
|             | HyperHSV    | 86.6          | 93.5 | 91.9      | 71.0      | 79.6   | 87.3 | 56.2 | 88.0 | 60.6 |
| **mean**    |             | 73.4          | 89.1 | 79.2      | 58.4      | 80.8   | 66.4 | 40.0 | 77.0 | 46.3 |

TABLE 3: Results of all models, all pre-processing methods on all datasets, PlasticNetXL shows the best IoU on all datasets.

Fig. 3: IoU of the best performing pre-processing method for each model.
The size indicates the computational complexity of the model and the color indicates the testing set used.

which is 86.6% for PlasticNet. This is interesting given the fact that PlasticNet has roughly half the computational complexity of PlasticNetXL. The IoU of U-Net is 1.5% lower (85.1%) which means that the added architectural complexity not only does not play favorably for segmenting spectral pixels, but also adds additional computational complexity. This seems to confirm the hypothesis that architectures that are more tailored towards the specific application (e.g. the PlasticNets) outperform architectures developed for more general purposes like U-Net.

On the Test subset, the best IoU for each model shows a similar pattern, here also both PlasticNets perform best (80.4% and 79.7%), which is achieved with SpectralNorm pre-processing in both cases.

Pre-processing the data with either SpectralNorm or HyperHue gives the best performance for all models on the Test dataset. For most models this performance gain is substantial, for example the gain for MLPNet is 69.2% - 61.0% = 7.2%. This seems to confirm the hypothesis that pre-processing algorithms that normalize intensity play an important role in creating models that generalize better.

The pre-processing methods that are based on derivatives almost never achieve the best results. The only case in which this
happens is for FirstDeriv with U-Net on the Baseline-Test subset, however this effect vanished when using more realistic testing data.

5.2 Depth and width of the models
SAMNet is a model with a shallow architecture that does not take spatial context into account and has a footprint of $1 \times 1$. Its performance can be considered as the baseline performance for linear models on this dataset. The simple trick of extending the convolution window of SAMNet to $3 \times 3$ achieves a 9.1%, 1.9% and 5.5% added performance on the Baseline-Test, Test and Test-Dark subsets, respectively. This evidently shows that the averaging effect of using a larger filter seems to be a good prior for this type of HS data.

When using a somewhat deeper HS model like an MLPNet, an added performance of 39.5%, 35% and 10% on the Baseline-Test, Test and Test-Dark subsets, respectively, is achieved. This shows that using a deeper non-linear model can almost double the performance (from 40.7% to 80.2% on the Baseline-Test subset) for this type of data.

The combination of deep models and wide footprints show the best performance indicated by the PlasticNets. Other common deep-design patterns like max-pooling layers and horizontal connections seem to be mostly detrimental (as indicated by the U-Net performance). However, averaged over all pre-processing methods, U-Net shows the best performance on all subsets, 80.7%, 61.6% and 45.0%, respectively. This shows that the more sophisticated architecture of U-Net seems to be better able to handle the disturbances of the input signal caused by pre-processing, even though they might be detrimental for other architectures.

5.3 Low exposure evaluation
When using a Test-Dark subset, for which the distribution of the testing data is largely outside of the original training distribution, the performance degrades considerably for all methods (the PlasticNet model shows a more than 25% decrease in IoU). Also, the results become very noisy. Interestingly, the most simple models (i.e. the SAMNets) show stable performance (or even a slightly increased performance between the Test and the Test-Dark subsets). This shows that simplicity of linear models allows for a more stable segmentation performance, but unfortunately the absolute performance is low. Moreover, the pre-processing methods seems to not be able to keep the performance at an acceptable level. It can even be seen that for U-Net using no pre-processing seems to achieve the best performance on the Test-Dark subset. This could be caused by the fact that the signal Test-Dark subset is already of low quality caused by the low-exposure, and the pre-processing methods tend to degrade them even further. Hence, not degrading the signal with pre-processing leads to the best IoU for U-Net.

5.4 Polymer classification analysis
Heretofore, the average performance of the model in combination with pre-processing methods has been discussed. In this subsection, we extend this analysis for the best-performing pre-processing and model combinations on each of the testing subsets, for each polymer type class. The per-class IoU, precision and recall values are shown in Table 4. On the Baseline-Test subset the IoU of the best-performing polymer class is 89.0% for PE, and the lowest IoU is measured for PET (79.5%).

When analysing the performance on the Test subset, it degrades for some polymer types and improves for other polymer types, which is surprising because one would expect that the performance would decrease for all polymer types, given the fact that the flakes came from a different source than the training set. The PET segmentation performance increases from 79.5% to 81.8%, while for PE, PS the performance decreases from 89.0% to 68.0% for PE and from 84.2% to 71.1% for PS. As already seen in the average IoU scores in the previous subsections, the performance on the Test-Dark subset further decreases for all polymer types.

These results do not show a clear discernible pattern in the performance among polymer types. Initially it was expected that some polymer types might be easier to distinguish compared to others because of inherent differences in the spectral patterns. A possible reason why this is not observed in the results is probably because the original source material for producing the flakes, for each of the testing subsets, were taken randomly from the waste stream. The flakes can vary in composition and are not pure, this probably causes noise in the per-class IoU of the respective classes between subsets.

5.5 Qualitative results
The segmentation results for PS flakes of the Baseline-Test are shown in Figure 4, (a) being the HS cube mapped to RGB and (b) its corresponding target segmentation mask. It can be seen that both SAMNets show the poorest visual segmentation result, in (c) and (d). The noise is mainly in the background class, which is explained by the fact that the spectral normalization is built into the SAM algorithm, that causes background noise to be amplified especially if the norm of the spectral pixel is low (e.g. a dark background pixel). Already in the IoU results of the previous section it could be seen that the PlasticNets perform poorly when no pre-processing is used, which can clearly be explained by the fact that, for some images, PlasticNet misclassifies almost all pixels (e). Overall, when using SpectralNorm, the results for all trained models tend to be visually similar.

When using the Test subset, there is a clear difference in performance between the usage of pre-processing methods (see Figure 5). Both PlasticNets and the MLPNet show a worse performance when using no pre-processing, particularly at the edges of the flakes. Also they look more noisy and some flakes are not segmented correctly at all, in Figure 5 (e), (f) and (g). When visually inspecting these HS images of PP flakes, it seems like U-Net is better able to handle non-preprocessed images, as shown in Figure 5 (h) and (i). This is consistent with the results from the Baseline-Test subset, which also the PlasticNets were less able to handle non pre-processed data. Finally, for this HS cube, the SAMNets are misclassifying all flakes, as shown in Figure 5 (c) and (d).

To find the limits of the system the models have also been evaluated on the Test-Dark subset in Figure 6. Here it can be seen that almost all models struggle with segmenting the flakes. Both PlasticNet models get the type of plastic entirely wrong when not using pre-processing, see images (e) and (f). Also there is much per-pixel noise visible in the results.
In this paper, several models for segmenting polymer flakes in HS images were proposed. The developed models stem from multiple architectures: a CNN reformulations of a traditional linear model called SAMNet; a hyper-spectral and CNN reformulation of a traditional multi-layer perceptron called MLPNet; and two versions of PlasticNet, a model with a large footprint specifically designed for HS data. The models were compared with the popular U-Net model. Additionally, all models were trained on the same subset and each tested on three subsets with different properties, all containing pixel-level annotations for the flakes of four different polymer types: PE, PET, PS and PP.

The results of the experiments show that, our proposed model, PlasticNetXL achieves the best performance (max IoU is 86.9%), however, on average, U-Net achieves the best results (mean IoU is 80.7%). From this can be concluded that the model that was specifically designed for the task, PlasticNet, achieves the highest performance and is the preferred model for a practical application, thanks to its optimized complexity. At the same time, the more general U-Net architecture gives the best result on average, which means that it is more robust to various input signals. This observation could be regarded as an instance of the No Free Lunch (NFL) theorem [33] stating that a model that has the best performance on average is sub-optimal for a specific task.

Several pre-processing methods were also developed and tested using all the models. These methods could be divided into two categories: intensity normalizing methods and regular pre-processing methods. FirstDeriv, SecondDeriv and LogDeriv are pre-processing methods that put focus on the relative difference between spectral bands, HyperHSV and HyperHue are the hyper-spectral variants of color-space conversions that are common in machine vision, and SpectralNorm is a normalization method inspired by the classic Spectral Angle Mapping (SAM) algorithm.

The results of the experiments on pre-processing methods show that when training, validation and testing is performed on the same flakes and acquisition conditions, there is not a single favorite pre-processing method that shows the best performance. However, when using HS images of flakes from different plastic source samples, there is a clear preference for pre-processing methods that normalize the input signal, like HyperHue and SpectralNorm. The derivative methods (first, second and logarithmic) generally do not perform well on this set. Furthermore, when performing inference on a dataset with a degraded signal (Test-Dark), the pre-processing methods are not helpful anymore. From this can be concluded that the generalizing behavior of models is improved by pre-processing, but this does not extend to situations for which the testing data is largely outside of the distribution of the original training data.

A comparison of computational complexity for all the per-pixel segmentation models were given that show the trade-off between computational complexity and performance. It can be seen that the PlasticNets achieve a higher IoU with a lower computational complexity. The simplest non-linear models seem to be the most robust against variations in input signal like lowering the exposure of the camera, but at the same time do not perform very well.

In the future, research could focus on expanding the dataset with a larger variation of polymer types and introduce more variety between polymers of the same type. This paper was mostly about per-pixel segmentation of HS images of polymer flakes. This approach is applicable for analyzing the content of flakes on a conveyor belt and could be expanded to investigate instance-level segmentation of polymer flakes. This might be helpful for calculating per-flake statistics such as the size distribution of flakes of the same type with the purpose of supporting the sorting process.
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Fig. 4: Results for multiple PS flakes in the Baseline-Test dataset.
Fig. 5: Results for multiple PP flakes in the Test data set.
Fig. 6: Results for multiple PE flakes in the Test-Dark data set.