From wavelike to sub-diffusive motion: exciton dynamics and interaction in squaraine copolymers of varying length†
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Exciton transport and exciton–exciton interactions in molecular aggregates and polymers are of great importance in natural photosynthesis, organic electronics, and related areas of research. Both the experimental observation and theoretical description of these processes across time and length scales, including the transition from the initial wavelike motion to the following long-range exciton transport, are highly challenging. Therefore, while exciton dynamics at small scales are often treated explicitly, long-range exciton transport is typically described phenomenologically by normal diffusion. In this work, we study the transition from wavelike to diffusive motion of interacting exciton pairs in squaraine copolymers of varying length. To this end we use a combination of the recently introduced exciton–exciton-interaction two-dimensional (EEI2D) electronic spectroscopy and microscopic theoretical modelling. As we show by comparison with the model, the experimentally observed kinetics include three phases, wavelike motion dominated by immediate exciton–exciton annihilation (0.1–10 ps), sub-diffusive behavior (0.1–10 ps), and excitation relaxation (0.01–1 ns). We demonstrate that the key quantity for the transition from wavelike to diffusive dynamics is the exciton delocalization length relative to the length of the polymer: while in short polymers wavelike motion of rapidly annihilating excitons dominates, in long polymers the excitons become locally trapped and exhibit sub-diffusive behavior. Our findings indicate that exciton transport through conjugated systems emerging from the excitonic structure is generally not governed by normal diffusion. Instead, to characterize the material transport properties, the diffusion presence and character should be determined.

Introduction

Exciton dynamics in molecular aggregates is of interest both for natural and artificial light harvesting5–14 such as in conjugated polymers. The absorbed light energy is in both cases transported in the form of electrically neutral excitons through the light-harvesting molecules to a site where charge separation occurs.4 In photosynthesis this site is the reaction center, in organic photovoltaics the heterojunction interface. For the function of the light-harvesting devices, exciton transport and exciton–exciton interaction (EEI) are thus among the key properties.5–8 A direct observation of these processes is challenging. Ideally one needs to observe both the initial ultrafast excitation dynamics and the subsequent long-range, on average isoenergetic, energy transport.

The usual method of choice for measuring the initial dynamics is time-resolved spectroscopy of transient absorption (TA) type. There, a pump pulse triggers one-exciton dynamics, which are subsequently interrogated by the probe pulse.7 In the description of perturbation theory, this is a third-order spectroscopy with respect to the number of interactions with the laser electric field.7,8 While traditional TA spectroscopy employs one pump and one probe pulse, an extension using a pair of pump pulses is offered by coherent two-dimensional electronic spectroscopy (2DES).10–15 The resulting frequency resolution of both the pump and the probe step allows the analysis of lineshapes,16 transition couplings,17 coherent dynamics,18 state-to-state population transfer kinetics,19–21 and coupling to dark states such as charge-transfer states.22 In the double-quantum coherence variant of third-order 2DES the energetic positions and lineshapes of higher excited/biexciton states can be probed as well, though their kinetic evolution is not accessible for lack of another time variable.22

Despite the power of the technique, third-order spectroscopy is not well-suited for measurement of long-range exciton
transport and exciton–exciton interaction. The reason is that, in the interpretation of the dynamics, one assumes an observed exciton to be independent of all other excitons in the sample, i.e., an interaction-free scenario. Because long-range transport of a single exciton through an extended aggregate (polymer, photosynthetic membrane, etc.) does not lead to spectral changes to the aggregate absorption, it is invisible for third-order spectroscopy. Concerning EEI, if it is observed at all, this is typically viewed to be an undesired artifact arising from too high excitation density. An exception is the biexciton decay visible in the two-exciton lineshape, as it contributes to rapid dephasing. However, to disentangle two-exciton kinetics from the lineshape alone is a formidable task, unfeasible for any interaction on longer timescales such as diffusive motion.

When applied carefully, studying the excitation power dependence of transient absorption can reveal valuable information about EEI. The EEI signal is, however, present merely as a power-dependent perturbation of the single-exciton time-dependent spectra. It is here that one of the key advantages of higher-order nonlinear spectroscopy comes into play. An extended nonlinear spectroscopy such as 2DES can in higher orders directly observe the biexciton dynamics in time. Next to power-dependent annihilation, spectroscopy methods to observe the long-range exciton transport include spatially resolved transient absorption or emission and surface or bulk quenching. Despite being powerful and widespread, all these techniques have their limitations. In transient absorption or photoluminescence microscopy, the temporal and spatial resolution are intertwined, limited by observable changes within the diffusion limit. Surface quenching relies on well-defined, homogeneous sample morphology, and, together with the bulk quenching, measures the average transport behavior.

The mentioned techniques are commonly used to determine exciton transport properties such as the diffusion coefficient and diffusion length in a wide spectrum of materials. The standard procedure for evaluating the data from the various measurements is to assume normal diffusion of the excitons, often accompanied by a calculation of a (generalized) Förster radius. Although there is both experimental and theoretical evidence for occurrence of anomalous diffusion in the presence of exciton delocalization and/or energetic disorder, the normal diffusion assumption is rarely questioned in practice. In this work we challenge this assumption, observing anomalous, trapped diffusion of excitons. In the present text we employ the term “diffusion” in a general way to signify the process by which excitons move through the system as true quasiparticles, but we will then go on to show that the kinetic behavior does not, in general, follow the normal diffusion equation.

In our approach we probe the interaction of exciton pairs, using our recently developed fifth-order exciton–exciton interaction two-dimensional (EEI2D) spectroscopy. This technique facilitates a direct observation of exciton–exciton interactions. In EEI2D, exciton–exciton annihilation is observable in the evolution of the signal amplitude as a function of population time. This technique can therefore be used not only to study EEI, but one can utilize the annihilation as a tool to probe single-exciton propagation dynamics even in the absence of spectral changes during transport.

We employ EEI2D spectroscopy to study biexciton dynamics and interactions in squaraine-based copolymers. Squaraine copolymers provide an excellent combination of polymer and J-aggregate properties. Previous studies have shown that these copolymers support large exciton diffusion lengths and can serve as efficient electron donors. This makes them interesting for various applications such as in heterojunction solar cells, thin-film transistors, or OLEDs. The optical properties of such conjugated polymers are determined by the excitonic structure. Locally, the exciton delocalization leads to wavelike dynamics, connected to phenomena such as supertransfer. On the long range, however, the exciton transport is typically described as diffusive. The current paradigm is that after photoexcitation the excitonic states are established, possibly with accompanying polaron formation. The excitons then diffuse by a classical random walk through the polymer. While separately the diffusive transport and wavelike motion have been described, how the former emerges from the latter is a subject under debate, typically ignored when discussing the exciton migration. Unlike in previous studies, we are able to systematically vary the length of the synthesized polymers. This additional degree of control enables us to study the transition from mostly wavelike to predominantly diffusive excitation dynamics.

**Experimental and theoretical methods**

**Polymer synthesis**

Synthesis of the [SQA–SQB]n copolymer was carried out via Pd-catalyzed Suzuki coupling, as described previously, and leads to a virtually complete consumption of monomer compounds. The crude polymer was subsequently partitioned into four fractions with varying molecular weight distributions by means of preparative GPC (CHCl3). Experimental procedures and characterization data of each fraction can be found in the ESI†. The important entries are displayed in Table 1. The degree of polymerization, $X_n$, is calculated by dividing the number average molecular weight, $M_n$, by the molecular weight of one [SQA–SQB] building block (1398.04 g mol⁻¹). The labels P5, P11, P18, and P19 thus indicate the most probable number of constituting dimers for each fraction. A measure of the polymer size distribution is the polymer polydispersity, $D$, calculated by dividing the weight average molar mass $M_w$ by the number average molar mass $M_n$. The smaller polymer fractions have

| Label | $M_n$/g mol⁻¹ | $X_n$ | $D$ |
|-------|---------------|-------|-----|
| P19   | 26 200        | 19    | 1.62|
| P18   | 24 700        | 18    | 1.54|
| P11   | 15 200        | 11    | 2.11|
| P5    | 7200          | 5     | 2.88|

**Table 1** Summary of GPC data. $M_n$ is the number average molecular weight, $X_n$ the degree of polymerization, and $D$ the polydispersity.
comparably higher polydispersities. This can be explained by the presence of a relatively high amount of small oligomers and potential cyclomers, while simultaneously extending the size distribution to longer polymers.

Spectroscopic measurements

For the presented EEI2D experiments the output of a Ti:Sa laser (Spitfire Pro, Spectra Physics, 1 kHz repetition rate, λ = 800 nm) was focused into a fused-silica hollow-core fiber (UltraFast Innovations) filled with a mixture of argon and neon in order to generate a broadband white-light continuum. The resulting broadband pulses were compressed using a chirped-mirror compressor. The compressed pulses were split into two parts serving as the probe and the pump. The probe beam, broadband with a spectrum extending from 650 nm to 850 nm (see Fig. S12 in the ESI†), was delayed by a motorized delay line (M-IMS600LM, Newport) and was focused into the sample. The other fraction of the light was used as the pump beam and received additional pre-compensation of pulse-shaper dispersion with a grism compressor. Next, the beam was guided through an acousto-optical programmable dispersive filter (DAZZLER, Fastlite), which was used to select a spectral region out of the continuum such that nearly-bandwidth-limited pulses of 14 fs duration were created after optimized DAZZLER pulse compression. The pump pulse was characterized via a collinear FROG measurement. Both beams were focused and spatially overlapped in a 200 μm cuvette under a small angle of 2°. The polarization of the beams was set to the magic-angle condition. As a signal, the spectrum of the probe beam was measured after passing the sample. For the measurement of 2D spectra of the different polymers the DAZZLER was used to split the pump pulse into two phase-locked time-delayed replicas whose time delay was varied from 0 fs to 66.78 fs in a step size of 0.42 fs. The chosen scanning range determined the resolution of the excitation axis to 249.7 cm⁻¹. The resolution of the probe axis is fixed by the detector (ActonSpectraPro 2558i assembled with camera Pixis 2K, Princeton Instruments) and is 20 cm⁻¹. In order to extract the desired 2D signal, pump and probe beams were both chopped, by two different choppers (MC2000, Thorlabs) with frequencies of 200 Hz (probe) and 100 Hz (pump). Four different combinations of pump and probe interactions were isolated: a background with both pump and probe blocked, a scattering contribution with the probe blocked and the pump open, the pumped probe spectrum with both beams open, and the reference of the probe with only the pump blocked. All contributions were integrated over 5 ms, i.e., five laser pulses. For the spectroscopic measurements the squaraine copolymers were dissolved in toluene.

Theoretical simulation

To simulate the measured fifth-order spectra, we used the nonlinear response-function formalism.22-24 This approach allows for detailed analysis of the excitonic structure, and for explicit treatment of effects such as wavelike exciton motion and annihilation. The calculation consists of considering all fifth-order Liouville-space pathways of the system density matrix interacting with the sequence of the laser pulses. Thanks to spectral integration in the analysis of experimental results as will be explained below, it is sufficient to calculate the amplitudes of the pathways and it is not necessary to evaluate the individual lineshapes for the fifth-order spectra kinetics. This enables us to describe extended systems, such as up to the 38-chromophore-long P19 polymer, explicitly.

The system was described by a Frenkel exciton model. Each squaraine molecule was represented by a three-level system with one ground state, one first excited state, and one higher excited state. We considered electronic coupling only between transitions of neighboring chromophores, both within and between the dimers. The resulting Hamiltonian of N dimers was diagonalized (see Section S1 in the ESI† for the full procedure and Fig. S1† for an overview of the assumed couplings and the resulting energy structure), yielding 2N one-quantum states (i.e., one-exciton states |e⟩), \( \frac{2N}{2} \) two-quantum states (i.e., |ee⟩), \( \frac{2N}{3} \) three-quantum states (i.e., |eee⟩), \( \frac{2N}{4} \) four-quantum states (i.e., |eeee⟩), etc. The strength of the transitions between the state manifolds was obtained by transforming the transition dipole-moment operator into the eigenstate basis. The exciton delocalization length was calculated in the standard way from the inverse participation ratio as \( L_{\text{deloc}} = 2N \left( \sum_{m,i} |c_m|^4 \right)^{-1} \), where the \( c_m \) coefficients are the transformation from the site (index m) to the excitonic (index i) basis and N is the polymer length. The system environment was described as a weakly interacting vibrational bath. The vibrations consisted of a continuum of low-frequency modes and one underdamped, intramolecular mode at 1280 cm⁻¹. This relatively pronounced vibrational mode is visible in the absorption spectra and contributes to the energy transfer, as its frequency is close to the energy gap between the squaraine A and squaraine B transitions (1200 cm⁻¹). The one- and two-quantum state dynamics were described by Redfield theory, while the relaxation from two-quantum to one-quantum states was described within a Lindblad formalism.25 All the equations used for the calculations can be found in the ESI†.
There we also describe how we determined the parameters and discuss the robustness of our results against reasonable parameter variation. All the parameters used for the calculations (Table S1 in the ESI†) are well in the range used in previous work on squaraine dimers and copolymers.27,51,60

Results and discussion

Linear spectra

First, we characterized the polymers by their linear absorption and fluorescence spectra. The absorption spectra show two main peaks (Fig. 1a). These originate from the SQA and SQB states (dimer unit structural formula shown in Fig. 1b), further split by excitonic interaction into two bands of excitonic states. The fluorescence then occurs from the excitonic states occupied with quasi-thermal-equilibrium probability distribution. In Fig. S6 in ESI† we show both the absorption and fluorescence spectra, compared to theoretical simulations.

From the absorption spectral shape, a significant disorder and heterogeneity is apparent, which is largely not present in the fluorescence spectra. From the comparison with theory, it is clear that this additional heterogeneity is not a feature of our excitonic model. A possible explanation is an increased and/or non-Gaussian disorder in the polymer ground state. As we are interested in the excited-state dynamics, this feature is not crucial. The peak splitting and oscillator-strength redistribution are characteristic of excitonic splitting; the small Stokes shift and narrow peak width indicate weak interaction with the environment, justifying the concept of delocalized excitons.

Two-dimensional electronic spectroscopy

The measured 2D electronic spectra are presented in Fig. 2, acquired at a waiting time of 991 fs. On the excitation axis, we can clearly distinguish the conventional absorptive 2D spectrum around the pump central frequency (denoted ω) and the fifth-order EEI2D spectrum around double the pump central frequency (denoted 2ω). The peak position on the excitation axis is given by the overlap of the absorption spectrum with the pump spectrum (Fig. 1a, shaded area). The position of the 2D spectra is shifted along the detection axis away from the diagonal position (for which excitation and detection wave-number would be the same) to smaller detection wave-numbers. This is due to the excitonic energy relaxation and the usage of a broader probe spectrum (compared to the pump spectrum) that allows us to cover the lowest-energy parts of the sample absorption. With increasing polymer length, the peak narrowing and red-shift become more apparent, in agreement with the increased J-aggregate character as already visible in the linear absorption spectrum. The horizontal peak-shape elongation along the excitation axis seems characteristic for the fifth-order measurements.48 Due to the lack of pronounced spectral features and large computational effort in corresponding simulations, we do not attempt to analyze the spectral shapes in detail. Instead, we integrate the fifth-order peak region and focus on the dynamics of the signal amplitude as a function of population time. This provides direct information about the exciton dynamics and exciton–exciton annihilation.

Polymer length dependence

In Fig. 3 the amplitude of the fifth-order signal can be followed in population time across five orders of magnitude from fs to ps to ns, with Fig. 3a containing the experimental and Fig. 3b the theoretical traces. Starting from an initial value, the dynamics can be separated into three phases. First, we find a rapid rise due to the annihilation of excitons delocalized over the same chromophores. In principle, also a signal directly from the higher chromophore excited states contributes in this phase. However, as we verified by our calculations, for the system of our size and parameters, the contribution directly from higher states is negligible (see Fig. S7 in the ESI†). This also means that, in a simplified way, the signal can be viewed as originating from annihilated excitons at the given time. In the second phase of the kinetics, the signal rises slowly, reaching a plateau. This part is dominated by exciton transport along the polymer chain. As we will show by comparison with theoretical calculations, the transport has sub-diffusive character. Finally, the signal decays with the exciton lifetime. The lifetime decreases with polymer length as a result of increased probability of formation of a quenching

Fig. 1 Polymers of varying length. (a) Absorption spectra of polymers in toluene solution of length 5 (blue), 11 (red), 18 (yellow), and 19 (violet) SQA–SQB dimers. The pump pulse spectrum is given as a shaded area. (b) Chemical structure of the polymer with one SQA–SQB dimer unit.
defect. This dependence is approximately linear in the studied range (see Fig. S8 in the ESI†). The colored rectangles in Fig. 3 mark regions for which the signal reaches its maximum plateau (the amplitude threshold is calculated as 90% of the maximum value, obtained by fitting the signal peak, for details see Fig. S9 in the ESI†).

Unlike our previous pump-probe and third-order 2D spectroscopy study on squaraine homopolymers, this work does not investigate in detail the initial ultrafast local exciton relaxation, which occurs within the first 100 fs. Instead, we follow the transport of the excitons along the polymer across time scales. Let us focus on the changes with varying polymer length. For the shortest polymer, P5, the signal rises very fast, basically starting from the plateau, stays constant from 0.1 to 100 ps, and then decays. In contrast, with increasing polymer length, the exciton diffusion phase becomes increasingly prominent and the signal reaches its maximum at later times. When assessing the magnitude of the observed changes, one has to bear in mind the logarithmic scale of the time axis. The calculated traces agree very well with experimental ones, indicating that our model captures the exciton dynamics and interaction well. The source of the small deviations, mostly apparent at the initial times, is possibly the ensemble distribution of the polymer length (see ESI for details†). Another possibility are the higher-order effects of high excitation intensity, which we include and discuss below. Finally, the comparison of experiment and theory at the earliest times is made harder by the fact that the pump spectrum does not cover fully both absorption bands, which results in a difference in the initial exciton population. We especially emphasize the same trend in both experiment and theory, in that the plateau is reached at later times and the signal plateau is shorter for longer polymer chains (see systematic “nested” behavior of rectangular colored regions).

Based on our Frenkel-exciton model, the delocalization length of the excitons is found to be around 3.8 chromophores, that is, about 1.9 dimeric units (see Fig. 4 and its discussion below for exact values). The time scale of annihilation of two excitons localized on the same dimer is ultrafast (30 fs, see Table S1†). We have confirmed this value independently in another measurement, using SQA-SQB dimers, by evaluating the annihilation seen in fluorescence-detected 2DES for high excitation power (see Fig. S4 in the ESI†). While this represents the maximum annihilation rate found in the system, for any pair of excitons the rate will be effectively weighted by their co-localization. In other words, distant excitons do not interact, but once they meet, they annihilate very efficiently. In Fig. 3c, initially separated excitons are depicted exemplarily in the P5 and P18 polymers. In the short polymers, any two excitons have a larger probability, compared to long polymers, to be partially co-localized, and thus they interact practically immediately. In contrast, in the long polymers any exciton pair has a larger chance of being spatially separated, making exciton transport necessary prior to interaction. The key factor determining the biexciton dynamics is thus the exciton size (i.e., delocalization length) compared to the length of the polymer.

Fig. 2 Measured two-dimensional electronic spectra for the four copolymers in toluene solution at population time $T = 991\,\text{fs}$. We distinguish the conventional absorptive 2D (blue rectangle) and fifth-order EEI2D (red rectangle) spectra arising around the fundamental pump wavenumber or its double, respectively (red dashed lines). The rectangles indicate regions of interest for calculating integrated signals that are further analyzed as a function of the population time.
Relative exciton delocalization length

In Fig. 4a the calculated absolute (black) and relative (red) exciton delocalization length can be found as a function of polymer size, as determined from the model that successfully describes the EEI2D data. The increase of delocalization length with the chain length is an effect known from J-aggregates, where it was described in detail by Spano and others.\textsuperscript{61–63} While the absolute delocalization length increases with the polymer length, the relative exciton delocalization length decreases, in accordance with the trends observed in the amplitude traces of Fig. 3. To test the hypothesis that the key parameter for the observed annihilation kinetics is the relative exciton delocalization length, we altered in the model the polymer disorder. This leads to a change in the exciton delocalization (gray and green circles on the P11 line in Fig. 4a). In Fig. 4b, the corresponding simulated fifth-order signal dynamics are shown for polymer P11 with a relative exciton delocalization length of 8.9\% (green, with a four times broader energetic disorder as compared to the model assumed for Fig. 3b and 4a), 16\% (orange, normal disorder as assumed in the model), and 34\% (gray, energetic disorder reduced to a quarter of the normal model). Clearly the transition in the kinetics is analogous to the one observed with varying polymer length, in that for large relative delocalization the annihilation occurs rapidly, while for relatively localized excitons the signal rises more slowly. In Fig. 4c the effect of relative delocalization length is depicted in a cartoon. Exciton–exciton annihilation will be fast whenever the excitons are, with appreciable probability, close to each other. This happens when they are larger compared to the size of the polymer (more ordered case, bottom) \textit{versus} when they are smaller (more disordered case, top).

Excitation power dependence

An experimental parameter that has influence on the exciton density is the pump pulse intensity. We have conducted EEI2D measurements with varying pump power, the kinetics of which are compared in Fig. 5a. Clearly with higher excitation power the initial signal rise, attributed to exciton–exciton annihilation, gets faster, while the rest of the kinetics, \textit{i.e.}, the decay time, are unchanged within the noise level. While this might seem intuitive, the explanation is subtle. In third-order spectroscopy, such as pump–probe transient absorption, the temporal signal amplitude scales globally and proportionally to the excitation intensity as long as one is in the lowest order in the perturbative regime. Only when the intensity is high enough so that higher-order contributions are of importance, the kinetics (\textit{i.e.}, time constants and the shape of the transient) also change. In a pump–probe transient absorption experiment, such changes in the shape are typically viewed as an artifact of too high an intensity, leading to the unwanted presence of exciton–exciton...
annihilation. The same logic applies to the fifth-order EEI2D spectroscopy used here. As long as we are in the lowest respective perturbation order, only the signal amplitude of the EEI2D signal should increase with increasing excitation intensity, but the kinetics (including biexciton contributions) and thus the shape of the integrated transient shown in Fig. 5a should remain unchanged. The observed change in the curve shape can be explained by assuming that other excitons, not directly probed in the fifth-order signal, contribute to the annihilation rate. The dominant influence of these additional excitons is, similar to the situation in third-order pump–probe transients, the effect of annihilation of the observed excitons.

We can therefore modify our model to incorporate such additional excitons that are not observed directly but that influence the measured signal. In Fig. 5b the kinetics are calculated with the presence of such excitons, and the rise of the signal due to exciton–exciton annihilation is increasingly pronounced for larger excitation intensity, in agreement with the experimental data. In the model correction the quantity which directly scales with the excitation intensity is the population of the additional excitons, for details see the ESI. While for weak intensity [green curve] there are practically no such excitons, for larger intensities [3 times larger in yellow and 4.5 times larger in orange], their presence becomes more probable. The cartoon in Fig. 5c illustrates the directly observed excitons in yellow and the additional ones in gray. At high excitation powers the excitons have a large chance to encounter one of these “dark” excitons and suffer annihilation. One could say that higher-order effects (i.e., higher than fifth order) effectively increase the exciton–exciton annihilation rate.

**Explicit excitonic structure and dynamics**

In this work, we use a microscopic quantum Frenkel-exciton model for the exciton structure and their annihilation. As a result, any effective behavior does not have to be postulated because the effects emerge naturally from the model. For instance, in each differently disordered polymer the structure of excitonic states is different. Moreover, the transition strength between ground state and one-exciton states differs from the transition between the one- and two-quantum manifold. Consequently, in each polymer the initially populated one- and two-exciton states have non-uniform probability of localization on the chromophores along the length of the polymer. This effect influences the rapid initial annihilation kinetics. While in our previous work we have attempted to take this effect into account effectively, here it arises implicitly from the excitonic structure. Exciton–exciton annihilation is typically described phenomenologically, by an annihilation rate dependent (often in a binary fashion) on the exciton overlap (co-localization). In our case the annihilation appears as a result of the coupling of the two-exciton states to the higher-lying states. The
The annihilation process is a result of the state mixing, population transfer, and internal conversion. As only neighboring chromophores are coupled, the annihilation rate becomes effectively weighted by the co-localization of the respective excitons. The exciton motion is not described by a phenomenological diffusion model here, but considered explicitly within the framework of Redfield theory. In our description the excitons relax down the ladder of energy eigenstates (to the local energy minima), and move in space in a wavelike fashion. We emphasize here that, as the polymers are composed of identical SQA–SQB dimer units, the one- and two-exciton probability will on average uniformly span the whole polymer chain. However, as the average of the kinetics over the disorder realizations is not equivalent to the kinetics on the average polymer chain, the explicit excitonic structure plays a role.

Crucially, as the effects just described emerge from a single microscopic description, they are not independent. Take for example the exciton–exciton annihilation, which depends on the mixing of the two-exciton and higher excited states, and also on the state coupling to the environmental vibrations. There are fixed relations between the transition couplings, transition strengths, and couplings to the bath vibrations for the one-exciton, two-exciton and higher excited states (see Table S1 in the ESI†). This leads to a firm connection between the initial contribution of higher excited states, exciton dynamics, spectral peak shapes and positions, and exciton–exciton annihilation. These inner constraints give us confidence that our theoretical description captures the physics correctly since it corresponds to experimental observations.

**Exciton (sub-)diffusion**

With a reliable model of the excitonic properties and their dynamics of the squaraine copolymers now established, we proceed to theoretically investigate the long-range exciton transport explicitly. To this end we consider a (hypothetical) very long polymer (P50), place an exciton in the middle of the chain (in the simulation, by making only the middle dimer absorb), and follow the dynamics of the excitation density. The spatial exciton probability distribution is depicted in Fig. 6a as a function of time (different colors). In Fig. 6b the excitation probability spreading is described by the mean square displacement of the excitation, $\sigma^2(t) = \langle \sum_n P_n(t)(n-n_0)^2 \rangle$, where $P_n(t)$ is the excitation probability of the $n$-th chromophore at time $t$ and $n_0$ is the initial mean position of the excitation (in the middle of the polymer), and angular brackets denote averaging over energetic disorder. After the initial ultrafast local exciton equilibration, a long period following a power dependence (linear in the logarithmic scale) is seen. This part can be effectively described by an anomalous exciton diffusion along the polymer. Finally, the displacement growth saturates when the exciton reaches the end of the polymer at long times. Similar curve shapes have been calculated in previous works modeling...
exciton dynamics in disordered systems such as polymers.\textsuperscript{46,47} To our knowledge this is the first time the transition from wavelike to (sub-)diffusive dynamics is explicitly tested experimentally, by direct comparison of the measured and calculated kinetics. In the inset of Fig. 6b, we see that the exciton spreads more with increasing size of the polymer (different colors), and also the exciton requires a longer time to reach the ends. This trend is indicated with a black line connecting those times at which the excitation reached the polymer ends and the free diffusion has thus ended.

In the linear range we can fit the time dependence of the mean-square displacement with a power dependence, $\sigma^2(t) = Dt^\alpha$. We obtain a coefficient of $\alpha = 0.4$, signifying sub-diffusive dynamics of the disorder-trapped excitons, whereas conventional diffusion would correspond to $\alpha = 1$. Coming back to the excitation probability distribution, Fig. 6a, sub-diffusive (trapped) diffusion character can be seen from the characteristic cusp shape.\textsuperscript{44} The generalized diffusion coefficient, also obtained from the fit, is $D = 140([\text{SQA} - \text{SQB}])^2 \text{ps}^{-0.4}$. This time-dependent diffusion coefficient contrasts with the commonly reported normal diffusion coefficients, used to determine the exciton diffusion length.\textsuperscript{42} From the fitted sub-diffusion equation, we can determine (Fig. 6c) the exciton diffusion length by asking how far the exciton could travel (orange curve) within its typical lifetime of 1 ns (gray line). By this we obtain a diffusion length of about 44 dimeric units, which corresponds to roughly 130 nm. This is in line with the previously reported diffusion length in these polymers,\textsuperscript{27} signifying their excellent transport properties, as this value is much higher than many comparable materials.\textsuperscript{42}

Reporting a value for the diffusion length facilitates comparison with other materials known from the literature. Comparing directly the diffusion constant is not feasible due to the unconventional physical units of length$^2$ time$^{-0.4}$ in our case that is different from studies in which normal diffusion is assumed \textit{a priori}. The main point of the present study, however, is not simply to report a value of diffusion length, but to identify the nature of exciton propagation. As shown above, the transport has a sub-diffusive, trapped character and differs substantially from the commonly assumed normal diffusion. Mathematically, in the absence of disorder-induced traps in the long-time (i.e., long-distance) limit the propagation behavior on an infinite polymer will converge to normal diffusion.\textsuperscript{46,47,65} This transition, however, depends on the system parameters. We have theoretically tested this transition by systematically varying the system parameters, see section “Transition from anomalous to normal diffusion” in the ESI.\textsuperscript{†} Our findings indicate that in realistic, finite-length polymers the trapped excitons might never reach the normal diffusion regime within their lifetime. Contrary to the common assumption, the anomalous diffusion then determines the exciton transport properties.

**Conclusions**

We have used fifth-order exciton–exciton-interaction two-dimensional (EEI2D) electronic spectroscopy to observe exciton dynamics \textit{via} exciton–exciton annihilation in squaraine copolymers as a function of the chain length. The observed kinetics include three phases: (i) initial delocalized motion, dominated by rapid annihilation of co-localized excitons, (ii) a long period of (sub-)diffusive motion of the excitons along the polymer chain, and (iii) signal decay due to the exciton lifetime. To explain the experimental results, we have developed a microscopic quantum model describing the excitonic structure and dynamics, including annihilation. From the comparison between the theory and experiment,
we have found that the key property determining the observed transition from wavelike motion of delocalized excitons to the (sub-)diffusive transport is the exciton delocalization length relative to the length of the polymer. The delocalization length, about 1.9 dimeric units in our longer copolymers, is determined by the interchromophore coupling and polymer disorder. In short polymers the exciton is delocalized over a significant fraction of the polymer, and the exciton dynamics are strongly influenced by the finite size of the chain. The excitons quickly equilibrate and interact practically immediately. This is reminiscent of small excitonic antennas such as the LH2 light-harvesting complex of purple bacteria. In longer polymers the polymer disorder produces local exciton trapping, which leads to anomalous exciton diffusion ($\alpha = 0.4$). The resulting picture of exciton transport comprises locally trapped excitons, localized over about two dimeric units, (sub-)diffusing along the polymer and annihilating whenever they meet. On a long polymer, in our model the exciton diffusion length reaches 44 dimeric units, that is about 130 nm. While these values already represent excellent exciton transport capability, at the same time the trapped diffusion, as evidenced by the current work, points to the polymer disorder as a target for improving the functional potential of these copolymers even further. In a broader sense, our results show how phenomena such as exciton (anomalous) diffusion and annihilation, often treated phenomenologically, emerge from a microscopic excitonic structure. Perhaps surprisingly, in the developed description of the studied polymers the diffusion that emerges is of anomalous character, known from diverse other natural phenomena. This is in contrast to the commonly used normal diffusion. Future experimental and theoretical work will determine the generality and scope of the trapped, anomalous diffusion regime. This insight into the microscopic nature of exciton transport was made possible by applying the newly developed method of fifth-order EE2D spectroscopy together with microscopic modeling. This approach is applicable to a wide class of other material systems, including natural and artificial light-harvesting materials. We expect it to become a key tool in future studies of exciton transport.
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