CAD-Based 3D-FE Modelling of AISI-D3 Turning with Ceramic Tooling

Panagiotis Kyratsis 1,*, Anastasios Tzotzis 2, Angelos Markopoulos 3 and Nikolaos Tapoglou 4

1 Department of Product and Systems Design Engineering, University of Western Macedonia, 50100 Kila Kozani, Greece
2 Department of Design and Manufacturing Engineering, University of Zaragoza, 50018 Zaragoza, Spain; atzotzis@unizar.es
3 Department of Mechanical Engineering, National Technical University of Athens, 15780 Athens, Greece; amark@mail.ntua.gr
4 Advanced Manufacturing Research Centre with Boeing (AMRC), University of Sheffield, Advanced Manufacturing Park Walls Way, Catcliffe Rotherham S60 5TZ, UK; n.tapoglou@sheffield.ac.uk
* Correspondence: pkyratsis@uowm.gr

Abstract: In this study, the development of a 3D Finite Element (FE) model for the turning of AISI-D3 with ceramic tooling is presented, with respect to four levels of cutting speed, feed, and depth of cut. The Taguchi method was employed in order to create the orthogonal array according to the variables involved in the study, reducing this way the number of the required simulation runs. Moreover, the possibility of developing a prediction model based on well-established statistical tools such as the Response Surface Methodology (RSM) and the Analysis of Variance (ANOVA) was examined, in order to further investigate the relationship between the cutting speed, feed, and depth of cut, as well as their influence on the produced force components. The findings of this study point out an increased correlation between the experimental results and the simulated ones, with a relative error below 10% for most tests. Similarly, the values derived from the developed statistical model indicate a strong agreement with the equivalent numerical values due to the verified adequacy of the statistical model.
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1. Introduction

The investigation of machining operations is a topic with increasing interest, especially in the past decades. As the technology involved in the manufacturing industry evolves, the machining-related area of research expands with similar pace. One advancement that many researchers have benefited from, is the Finite Element Method (FEM). With the aid of the latest Finite Element Analysis (FEA) software, it is possible to simulate many machining operations, including the most complicated ones. A number of studies that exist in the bibliography have successfully implemented FEM, modelling this way drilling, milling, turning, and similar processes with adequate approximation. Such studies usually investigate the produced cutting forces, the chip morphology, the distribution of the developed temperatures, the cutting tool wear, as well as the material behavior. The implementation of FEM in machining enables the testing of a wide variety of materials under a significant number of cutting conditions combinations, by minimizing at the same time the experimental work. Therefore, it is possible to save time, reduce costs, and proceed to the manufacturing stage more efficiently.

Klöcke et al. [1] simulated the high speed orthogonal turning of AISI 1045 steel in two dimensions. Authors reported that despite the assumptions that have to be made, the comparison of the simulated and the experimental results showed good agreement. Similarly, Elkaseer et al. [2] employed 2D-FEM to investigate the chip formation and surface...
morphology during precision turning of 316L steel. The findings of the research reported good agreement between the experiments and FEM, allowing for the identification of the optimum cutting conditions. Ali et al. [3] presented a review on the implementation of FEM during machining of titanium alloy Ti-6Al-4V. Authors stated that the majority of the used FEA software yielded results in high correlation with the equivalent experimental ones, exceeding 90% in many cases. Xiong et al. [4] studied the chip formation process during the orthogonal cutting of TiB2/7050Al composite, along with the strain rate and the developed temperatures with the aid of 2D-FEM. More similar researches prove that the use of FEM can become a valuable asset when investigating typical machining results such as the tool/chip contact temperatures [5], the chip formation mechanisms [6,7], and the generated cutting forces, as well as the tool wear mechanisms [8–11].

According to Arrazola et al. [12], the 3D-FEM enabled by high-end computing systems provide better visualization and understanding of the cutting operations. Drilling is the one cutting process that has been widely studied with the use of 3D-FEM [13–18]. Due to the nature of the drilling process and the complexity of the tools involved, three-dimensional simulations proved to be valuable assets when studying the phenomena that occur during drilling. Steel, titanium alloys, aluminium alloys, and composites are the most common material families that the researchers select for their studies. Moreover, the study topics usually include measuring of the thrust forces and torques, recording of the chip evolution and morphology, as well as the tool wear conditions. Additionally, measuring the developed temperatures and the induced stresses is another important subject that has been studied with the aid of FEM.

Similarly, milling and micro-milling was studied with the utilization of FEM in three dimensions [19–25]. Considering the complex geometry of the tools and the kinematics [26] that develop during the process, the use of 3D is justified. Depending on the parameters investigated, in some cases the use of 2D is sufficient, but most of the time the need to fully represent the problem requires the enabling of all three dimensions. Therefore, it is obvious that parameters such as the full chip morphology, the developed forces in all axes, and the temperature distribution in three dimensions cannot be studied without 3D-FEM.

With the same success, 3D-FEM has been implemented in a number of studies related to the turning operation. Guo and Liu [27] developed a practical 3D-FE analysis model to analyze the turning of hardened AISI-52100 steel using a PCBN tool. Authors incorporated the thermo-mechanical properties of the workpiece material and additionally, proposed an improved friction model determined by force calibration and material tests. Valiorgue et al. [28] proposed a new methodology for predicting residual stresses induced in the finish turning of AISI304L without modelling the chip removal process, which speeds up the calculation stage. Moreover, authors investigated the interactions between each revolution of the turning process. Later, Malakizadi et al. [29] presented an approach based on FEM, for predicting the flank wear for uncoated cemented carbide inserts during the conventional turning. Buchkremer et al. [30] proposed a new model of final ductile fracture for the 3D-FE simulation of chip breakage in the turning process of AISI-1045, along with a new non-iterative calibration procedure. Magalhães et al. [31] established a FE model for hard turning examining the effects of multi-chamfered edges on tool wear and residual stresses. Tzotzis et al. [32] investigated the performance of ceramic inserts in terms of the micro-geometry (nose radius and cutting edge type) with the aid of 3D-FE modelling. Authors have stated that the increased correlation between the numerical and equivalent experimental results allowed for the development of a statistically-based prediction model for the resultant turning force.

The present paper investigates the effects of standardized cutting conditions such as the cutting speed, the feed, and the depth of cut on the generated machining forces induced during the AISI-D3 steel hard turning. Four levels of cutting conditions were selected in order to increase the research range. In addition, a typical industry-rated turning insert (SNGA family) was chosen as the cutting tool for the study. Due to the increased number of tests that occurred, a design of experiments was prepared with the Taguchi method in
order to reduce both the required number of simulation runs and the computational time. The development of the Finite Element (FE) model and the numerical simulations were carried out with the DEFORM™-3D version 12 FEA software. Furthermore, a comparison between the numerical results and the experimental ones, which are available in the literature [33], was conducted to validate the established FE model. Finally, the Response Surface Methodology (RSM) was utilized to develop a prediction model for the resultant turning force with respect to the prepared design of experiments and based on the yielded numerical results. Furthermore, the Analysis of Variance was employed to verify the developed statistical model.

2. Materials and Methods

2.1. Framework of the Turning Process

A simplified version of the turning process setup was prepared with the aid of SolidWorks™ 2018 focusing on the cutting zone. The tool assembly used in the present study consists of a tool-holder and an industry-standard square shaped insert. The ISO reference number of the tool-holder is CSDNN2525M12 and the corresponding code for the tool is the SNGA120408T01525 mixed alumina insert. The workpiece was designed as a cylinder with a diameter of 72 mm. Moreover, the selected material for the workpiece is the AISI-D3 steel.

Figure 1 depicts the CAD-based setup of the process. Specifically, Figure 1a illustrates both the workpiece and the tool models along with the generated cutting forces: $F_t$ denotes the tangential force, $F_r$ is the radial force, and $F_a$ represents the feed force. In addition, Figure 1a includes two schematics that depict the position of the cutting insert and the feed direction. The position of the tool is defined with respect to the cutting angles which are inherited from the tool-holder and its geometry. Therefore, the lead angle is $\kappa = 75^\circ$ and both the rake ($\gamma$) and inclination angle ($\lambda$) are negative and equal to $-6^\circ$. Finally, Figure 1b contains the full geometry of the tool.

Figure 1. (a) The Computer Aided Design (CAD) based tool-workpiece setup and (b) the model of the SNGA120408T01525 insert.

In the present study, the effects of three cutting parameters combined on four levels were investigated. The factors and their ranges were selected based on previous investigations [33,34]. The levels of the factors and their values are summarized in Table 1.
Table 1. Process inputs and levels of the finite element (FE) model.

| Level | $V_c$ (m/min) | $f$ (mm/rev) | $a_p$ (mm) |
|-------|---------------|--------------|------------|
| I     | 75            | 0.08         | 0.10       |
| II    | 105           | 0.12         | 0.20       |
| III   | 150           | 0.16         | 0.30       |
| IV    | 210           | 0.20         | 0.40       |

By combining these factors and their levels, a set of $N = 4^3 = 64$ experiments would occur. Due to the increased number of experiments, the Taguchi method was implemented in order to reduce the experiments number and thus save time and resources. This method is considered a robust parameter design, which can be used for the product or process design that enables the minimizing of variation and sensitivity to noise. Several researchers have successfully used the Taguchi method during their manufacturing-related studies [35–37]. In this study, the four-level design with three factors ($V_c$, $f$, and $a_p$) produces an L$_{16}$ orthogonal array, which leads to 16 experiments. Orthogonal arrays are design matrices that contain the factor settings used in the design of experiments to equally consider all levels of all factors. The signal-to-noise ratio (S/N) formula used in this design is nominal-the-best, which is represented by Equation (1). The S/N ratio is a measure of how a response varies relative to the nominal value under different noise conditions and is calculated for all combinations.

$$S_N = 10 \log \frac{\overline{Y}}{S_y}$$

(1)

where $\overline{Y}$ is the mean of the responses for a given factor level combination and $S_y^2$ is the standard deviation of the responses for the same factor level combination. The factor settings for the 16 runs required in the present investigation are discussed in Section 3.1.

2.2. D-FE Model Setup

With the aid of the CAD-based setup of the turning process, the tool-workpiece system was defined in such a way that the problem was simplified in terms of the analysis domain. The point of this simplification is to achieve reasonable simulation times. First, the tool-holder model was eliminated from the tool assembly and only the insert model was used. Furthermore, the round steel bar model was converted to an arc-shaped part. The arc has a 20° angle and belongs to a circle with a diameter of 72 mm (Figure 2a). In addition, the workpiece was designed partially cut based on the used depth of the cut (Figure 2b), to reduce computational costs.

![Figure 2. (a) The FE model setup, (b) the analysis domain, and (c) the meshed tool.](image-url)
2.2.1. Definition of the Analysis Interface

A designer application [38] was used to generate the CAD model of the tool, including the full geometry. In contrast, the workpiece model was designed with SolidWorks™ 2018 based on the used depth of cut, the tool nose radius, and the steel bar diameter. At the pre-processing stage, the workpiece was modelled as deformable and meshed with approximately 32,000 to 60,000 tetrahedral elements depending on the value of the feed. The minimum element size of the mesh was set to 25% of the feed [39,40]. Moreover, a 7:1 ratio between the largest and the smallest element size of the mesh was applied to the section of the workpiece (see Figure 2b), so that the solid elements of the workpiece that participate in the removal process are created seven times smaller compared to the rest of the elements. Additionally, the default remeshing technique of DEFORM™-3D ensured that the mesh at the area of interest, retained an adequate number of elements each time new chips were formed. On the other hand, the tool was modelled as rigid and meshed with approximately 76,000 elements. Similarly to the workpiece, the area at the tool tip which is in contact with the workpiece, was refined with a 4:1 size ratio (see Figure 2c). The default values for the mesh size ratio for both the workpiece and the tool were utilized.

To simulate the cutting process, the workpiece’s model was fixed, whereas the cutting tool was allowed to follow the cutting path, as indicated in Figure 2a. In addition to the translational boundary conditions, the heat exchange due to the convection and conduction between the workpiece and the tool were also set. The value for both heat transfer coefficients, which were used in the presented model, are the ones suggested by DEFORM™ [41]. Specifically, \( h_{\text{conv}} = 0.02 \, \text{N/(s} \times \text{mm} \times ^\circ\text{C}) \) for dry cutting and \( h_{\text{cond}} = 45 \, \text{N/(s} \times \text{mm} \times ^\circ\text{C}) \).

2.2.2. Modelling of Material Behavior

In order to simulate the material flow stress for the workpiece, the Johnson-Cook model was applied. This model is preferred when the high strain, strain rate, and temperatures occur in the machining process mainly due to simplicity and ease-of-use. Equation (2) represents the model and can be divided into three modules: The first relates to the strain hardening properties of the material, the second one to the strain rate sensitivity, and the last one to the thermal softening properties.

\[
\sigma = (A + B\varepsilon^n) \left(1 + C \ln \left( \frac{\dot{\varepsilon}}{\varepsilon_0} \right) \right) \left[1 - \left( \frac{T - T_0}{T_m - T_0} \right)^m \right]
\]  

(2)

where \( \sigma \) is the equivalent stress, \( A, B, \) and \( C \) are the initial yield stress, the strain hardening modulus, and the strain rate dependence coefficient, respectively, \( \varepsilon \) denotes the plastic strain, \( n \) represents the strain hardening exponent, \( m \) represents the thermal softening coefficient, \( \dot{\varepsilon} \) is the plastic strain rate, whereas \( \varepsilon_0 \) is the reference plastic strain rate, consequently \( T, T_0, \) and \( T_m \) are the temperatures involved in the model, the reference temperature, the ambient temperature, and the melting temperature, respectively. Table 2 presents the flow stress constants for the AISI-D3 steel, which were adapted from the material’s flow stress diagrams found in the software’s library.

| \( A \) (MPa) | \( B \) (MPa) | \( C \) | \( n \) | \( m \) | \( T_0 \) (°C) | \( T_m \) (°C) |
|---------|---------|------|------|------|------------|------------|
| 1985.6  | 193     | 0.1524 | 0.2768 | 0.2852 | 20          | 1421        |

Moreover, Table 3 contains the thermo-mechanical properties which were used in the numerical study. Both the thermal conductivity and the heat capacity were expressed as a function of temperature \( f(\text{Temp}) \). In addition, a reference strain rate equal to 1/s was employed.
Table 3. Thermo-mechanical properties for the tool [42] and the workpiece [41].

| Mechanical Properties              | AISI-D3     | Ceramic |
|------------------------------------|-------------|---------|
| Young’s Modulus $E$ (GPa)          | 206.75      | 415     |
| Density $\rho$ (kg/m$^3$)          | 7700        | 3500    |
| Poisson’s ratio $\gamma$           | 0.30        | 0.22    |
| Hardness (HRC)                     | 63          | –       |

| Thermal Properties                 | AISI-D3     | Ceramic |
|------------------------------------|-------------|---------|
| Heat capacity ($J$/kgK)            | 381.26 @100 °C | 334     |
|                                    | 429.90 @300 °C |         |
|                                    | 555.42 @600 °C |         |
| Thermal expansion ($\mu$m/mK)      | 12.0        | 8.4     |
| Thermal conductivity (W/mK)        | 50.71 @100 °C | 7.5     |
|                                    | 45.69 @300 °C |         |
|                                    | 33.94 @600 °C |         |

In order to approximate the fracture of the material that occurs due to the material separation under the action of stress, the normalized Cockcroft-Latham damage model was employed. This model has been used in many early studies [43–45]. Equation (3) represents the modified criterion developed by Cockcroft and Latham [46]. In this formula, the maximum principal stress is normalized by the effective stress.

$$D_c = \epsilon_f \int_0^{\sigma_{\max}} \frac{\sigma}{\bar{\sigma}} d\epsilon_p,$$  \hspace{1cm} (3)

In the integral, $D_c$ is the critical value of the fracture damage, $\sigma_{\max}$ and $\bar{\sigma}$ denote the maximum tensile principal stress and the effective stress accordingly, $\epsilon_f$ represents the limit fracture strain, and $\epsilon_p$ is the plastic strain.

According to Agnell [47], the contact interface between the cutting tool and the workpiece can be divided into three discrete zones: The sticking, the adhesive, and the sliding. The latter in particular, plays a major role when studying the machining of steel and in most cases the approximation of the developed friction stresses in this zone is sufficient when modelling friction. In order to simplify the modelling procedure, Coulomb’s law was utilized for the estimation of the aforementioned stresses according to Equation (4) [47].

$$\tau_f = \mu \sigma_n,$$ \hspace{1cm} (4)

where $\tau_f$ is the frictional shear stress, $\mu$ is the shear friction coefficient, and finally, $\sigma_n$ denotes the tool-chip interface stress. Studies related to the machining of steel [48,49] suggest using a value of friction coefficient between 0.5 and 0.6 in general. Since these values are also proposed by DEFORM™, the friction coefficient was set to 0.6 for the presented simulation runs.

3. Results and Discussion

3.1. FEM-Based Results of the Machining Forces

Figure 3 illustrates three sample forces vs. time diagrams. In particular, Figure 3a illustrates the force vs. time diagram for the radial force ($F_r$), Figure 3b for the tangential force ($F_t$), and finally, Figure 3c for the feed force ($F_a$) which were generated during turning of the AISI-D3 steel with the SNGA120408T01525 tool. The following cutting conditions apply for the obtained results: $V_c = 210$ m/min, $f = 0.12$ mm/rev, and $a_p = 0.30$ mm. The diagrams point out that the force increases rapidly as soon as the edge of the tool touches the uncut surface of the workpiece until the steady state phase is reached where the force maintains a steady mean value. To keep simulation times low, only a small part of the workpiece was cut. When the tool completes its pass on the workpiece and the material
removal process ends, the force quickly decreases until it reaches zero. Even though the total time of the process is relatively low, the high number of time steps (approximately 2900 for this case) ensured the establishment of the steady state.

The default remeshing technique was applied in order to keep the minimum required amount of elements. For this, some spikes occurred during the simulation processes. In order to minimize the effect of the spikes on the calculated force values, the first order exponential smoothing provided by the software was enabled. Furthermore, in order to calculate the mean values of the generated cutting forces, the obtained data were exported to Excel™ and the average function was used on the values of each one of the steady state datasets.

In addition, Figure 3d depicts the evolution of the chip for the aforementioned cutting conditions. The forming of the chip follows a rather expected shape, proving the success of the FE modelling. The same chip morphology was found for the total of the simulation tests.

The complete set of the simulations were prepared and executed, with respect to the L_{16} orthogonal Taguchi array. The design of experiments along with the results for each run are presented in Table 4.
Table 4. FE model results for the force components.

| Standard Order | $V_c$ (m/min) | $f$ (mm/rev) | $a_p$ (mm) | $F_r$ (N) | $F_t$ (N) | $F_a$ (N) | $F_{resultant}$ (N) |
|---------------|---------------|--------------|------------|-----------|-----------|-----------|-------------------|
| 1             | 75            | 0.08         | 0.10       | 193.2     | 85.1      | 35.4      | 214.1             |
| 2             | 75            | 0.12         | 0.20       | 269.5     | 118.8     | 74.6      | 303.8             |
| 3             | 75            | 0.16         | 0.30       | 426.4     | 206.4     | 106.2     | 485.5             |
| 4             | 75            | 0.20         | 0.40       | 489.2     | 302.6     | 167.4     | 598.3             |
| 5             | 105           | 0.08         | 0.20       | 262.1     | 95.8      | 70.8      | 287.9             |
| 6             | 105           | 0.12         | 0.10       | 209.4     | 76.8      | 36.4      | 226.6             |
| 7             | 105           | 0.16         | 0.40       | 465.7     | 275.4     | 159.7     | 564.1             |
| 8             | 105           | 0.20         | 0.30       | 421.1     | 208.6     | 112.3     | 483.2             |
| 9             | 150           | 0.08         | 0.30       | 332.6     | 126.8     | 118.9     | 375.3             |
| 10            | 150           | 0.12         | 0.40       | 405.9     | 212.1     | 158.8     | 484.7             |
| 11            | 150           | 0.16         | 0.10       | 204.1     | 98.7      | 38.4      | 229.9             |
| 12            | 150           | 0.20         | 0.20       | 324.5     | 152.6     | 63.4      | 364.2             |
| 13            | 210           | 0.08         | 0.40       | 327.8     | 159.5     | 145.6     | 392.5             |
| 14            | 210           | 0.12         | 0.30       | 312.1     | 160.3     | 98.6      | 364.5             |
| 15            | 210           | 0.16         | 0.20       | 287.6     | 132.4     | 61.3      | 322.5             |
| 16            | 210           | 0.20         | 0.10       | 217.2     | 94.9      | 36.4      | 239.8             |

By observing the simulated results for the turning force components presented in Table 4, it is concluded that the radial force is the governing component contributing to the resultant machining force between 66.8 and 85.4% of the total value, depending on the depth of cut. In general, the lower the value of depth of cut, the higher the percentage of contribution. Additionally, the depth of cut has a significant impact on the generated forces. Particularly, as the depth of cut increases so does the cutting force, for example, the increase between the test number 8 and 4 (the depth of cut shifts from 0.30 to 0.40 mm) is calculated as approximately 23.8%. A similar trend can be observed for the full range of the cutting parameters.

Similar cutting conditions were applied in the work of Quiza et al. [37], during the investigation of AISI-D2 turning with the CNGA120408T0120 ceramic tool at a 0.2 mm depth of cut. Moreover, Aouici et al. [34] used similar cutting parameters for machining of the AISI-H11 steel with the SNGA120408S01020 insert at depths of cut between 0.15 and 0.45 mm. Additionally, they reported findings related to the influence of the cutting conditions and the contribution of the components, which comply with the ones presented in this study. Moreover, the way the feed and cutting speed influence the machining force components induced during turning of AISI-D3, are discussed in the experimental work of Aouici et al. [33] verifying the findings of the present investigation. In the aforementioned experimental work, the lathe used is TOS TRENCIN (model SN40C-spindle power 6.6 kW) and the test workpiece was hardened to a value equal to 63 HRC through quenching at 940 °C and tempering at 280 °C.

3.2. Statistically-Based Analysis of Machining Forces

The established FE model allowed for the development of a prediction model based on statistical methodologies. This way, the FE model can be validated, as well as the future experimental work on turning of AISI-D3 can be minimized. The RSM was chosen for this case, as it is a proven tool which is employed by many researchers for several purposes, such as optimization of machining conditions and prediction of cutting forces [40,50–52].

With respect to the L16 design, which includes the three factors and the four levels, the results from the 16 simulation runs were used for the development of the statistical model. The generated model is a second order polynomial which is represented by Equation (5). Due to the fact that the relationship between the input variables and the output variable (response) is non-linear, the polynomial describing the model includes linear, quadratic, and cross-product terms. Therefore, $Y$ is the response of the model (resultant machining force).
force), \(a_0\) represents the fixed term, \(X_i\) are the input variables (cutting speed, feed, and depth of cut) and \(b_{ij}, b_{ij}, b_{ii}\) are the vectors that contain the regression coefficients (linear, quadratic, and cross-product, accordingly).

\[
Y = a_0 + \sum_{i=1}^n b_{ij} X_i + \sum_{i<j} b_{ij} X_i X_j + \sum_{i=1}^n b_{ii} X_i^2 \tag{5}
\]

Using the results which are presented in Table 4, the previously mentioned formula can be adapted to represent the statistically-based prediction model (Equation (6)).

\[
F_{\text{resultant}} = 59.7 + 0.41 V + 234 f + 994 a_p - 0.00178 V^2 - 1031 f^2 - 229 a_p^2 + 1.42 V f - 1.78 V a_p + 2408 f a_p \tag{6}
\]

In Equation (6), \(F_{\text{resultant}}\) is the resultant machining force in N, whereas \(V, f, \text{ and } a_p\) are the cutting speed (m/min), the feed (mm/rev), and the depth of cut (mm), respectively.

The results for the calculated resultant machining force yielded by both the numerical and the statistical model, as well as the experiments are presented in Table 5. Moreover, a comparison between the results is made, indicating a strong correlation between the predicted and the numerical results, as well as between the predicted and the experimental. Particularly, the relative error was estimated below 10% for all cases, with the exception of test number 11 (predicted vs. experimental), which was calculated as 10.37%.

**Table 5.** Comparison of the resultant machining force.

| Standard Order | Simulated | Experimental | Predicted | Predicted vs. Simulated | Predicted vs. Experimental |
|---------------|-----------|--------------|-----------|-------------------------|---------------------------|
| 1             | 214.1     | 197.8        | 204.1     | -4.65                   | 3.17                      |
| 2             | 303.8     | 318.8        | 327.2     | 7.69                    | 2.62                      |
| 3             | 485.5     | 472.3        | 461.6     | -4.91                   | -2.25                     |
| 4             | 598.3     | 622.3        | 607.5     | 1.53                    | -2.38                     |
| 5             | 287.9     | 295.2        | 298.0     | 3.50                    | 0.93                      |
| 6             | 226.6     | 214.5        | 221.6     | -2.22                   | 3.27                      |
| 7             | 564.1     | 589.5        | 558.3     | -1.02                   | 5.28                      |
| 8             | 483.2     | 505.9        | 484.5     | 0.28                    | -4.23                     |
| 9             | 375.3     | 360.6        | 365.6     | -2.58                   | 1.38                      |
| 10            | 484.7     | 503.9        | 489.7     | 1.02                    | -2.82                     |
| 11            | 229.9     | 213.1        | 235.2     | 2.29                    | 10.37                     |
| 12            | 364.2     | 383.3        | 361.9     | -0.63                   | 5.59                      |
| 13            | 392.5     | 415.1        | 391.8     | -0.20                   | 5.62                      |
| 14            | 364.5     | 384.6        | 368.5     | 1.10                    | -4.19                     |
| 15            | 322.5     | 345.3        | 318.0     | -1.39                   | -7.91                     |
| 16            | 239.8     | 230.2        | 240.4     | 0.24                    | 4.45                      |

Figure 4 graphically compares the relative error percentage between the values of resultant turning force derived from the statistical model and the experiments, in addition to the statistical model vs. the numerical model. It is highlighted that the relative error between the simulated and the predicted values are in general higher compared to the ones derived from the experimental vs. the predicted. This is more clear for tests number 7, 8 and 11 to 16. Despite this observation, the relative error is low for both cases (below 10%) with the exception of test number 11.
Table 5. Comparison of the resultant machining force.

| Fresultant (N) | Relative Error (%) |
|---------------|-------------------|
| Predicted     | Simulated         | Experimental     |
| 1             | 214.1             | 197.8            | 204.1            |
| 2             | 303.8             | 318.8            | 327.2            |
| 3             | 485.5             | 472.3            | 461.6            |
| 4             | 598.3             | 622.3            | 607.5            |
| 5             | 287.9             | 295.2            | 298.0            |
| 6             | 226.6             | 214.5            | 221.6            |
| 7             | 564.1             | 589.5            | 558.3            |
| 8             | 483.2             | 505.9            | 484.5            |
| 9             | 375.3             | 360.6            | 365.6            |
| 10            | 484.7             | 503.9            | 489.7            |
| 11            | 229.9             | 213.1            | 235.2            |
| 12            | 364.2             | 383.3            | 361.9            |
| 13            | 392.5             | 415.1            | 391.8            |
| 14            | 364.5             | 384.6            | 368.5            |
| 15            | 322.5             | 345.3            | 318.0            |
| 16            | 239.8             | 230.2            | 240.4            |

Figure 4. Relative error comparison between the simulated, predicted, and experimental results.

3.3. Model Validation Results

The produced model was tested for its validity with the employment of the Analysis of Variance (ANOVA). A standard significance level equal to 0.05 was set in order to test the fit of the model. The results showed an adjusted R-squared of 98.17% proving the fit. In addition to the sum of squares and the mean square of the test, Table 6 contains the factors involved in the modelling procedure, along with their contribution. By observing Table 6, it is highlighted that the depth of cut contributes the most, since its p-value is below 0.05. This fact, clearly indicates the strong influence of the depth of cut to the generated forces. Moreover, the validity of the model is enhanced by its p-value (0.000).

Table 6. ANOVA results for the resultant machining force.

| Source          | Degree of Freedom | Sum of Squares | Mean Square | f-Value | p-Value |
|-----------------|-------------------|----------------|-------------|---------|---------|
| Regression      | 9                 | 222,884        | 24,764.9    | 90.24   | 0.000   |
| Residual Error  | 6                 | 1647           | 274.4       |         |         |
| Total           | 15                | 224,531        |             |         |         |

R-sq (adj) = 98.17%

| Term            | PE Coefficient | SE Coefficient | t-Value | p-Value |
|-----------------|----------------|----------------|---------|---------|
| Constant        | 59.7           | 95.7           | 0.62    | 0.556   |
| V               | 0.41           | 0.953          | 0.43    | 0.682   |
| f               | 234            | 910            | 0.26    | 0.805   |
| ap              | 994            | 332            | 2.99    | 0.024   |
| V^2             | −0.00178       | 0.00218        | −0.82   | 0.445   |
| f^2             | −1031          | 2588           | −0.40   | 0.704   |
| ap^2            | −229           | 414            | −0.55   | 0.601   |
| V × f           | 1.42           | 3.33           | 0.43    | 0.686   |
| V × ap          | −1.78          | 1.33           | −1.33   | 0.231   |
| f × ap          | 2408           | 1417           | 1.70    | 0.140   |

Figure 5 graphically presents the residual analysis results. Particularly, Figure 5a illustrates the normal probability plot which highlights if any of the data points is far from the fit line. In the present analysis, no serious departures are visible. Figure 5b shows the residuals vs. the fitted values plot which clearly indicate that the residuals are almost evenly scattered on both sides of the reference line. Figure 5c contains the residual histogram which highlights the residual distribution in the system, according to Figure 5c, a residual uniformity is present in the system. Finally, the overall normality of the system can be proved by Figure 5d which depicts the residuals vs. the order of the data, no specific
pattern can be recognized in the graph, a fact that proves the absence of systematic faults in the system.

![Residual analysis graphs](image)

**Figure 5.** Residual analysis graphs: (a) Probability plot, (b) residuals vs. fitted values, (c) residual histogram, and (d) residuals vs. order.

![Resultant machining force 3D response surfaces](image)

**Figure 6.** Three-dimensional (3D) plots of the resultant turning force based on the polynomial solutions for each depth of cut.

As a final step, the 3D surface plots (Figure 6) were designed according to the polynomial solutions in order to illustrate the combined effect of the cutting speed, the feed, and the depth of cut to the generated cutting forces. The values of the used parameters were drawn from within the range which is studied in the present investigation. Finally, the following conclusions can be drawn by observing the 3D plots:
• Depth of cut is clearly the dominant parameter of the three and has the strongest effect on the resultant force. Actually, the produced forces are almost tripled as the depth of cut increases from the lowest value (0.10 mm) to the maximum (0.40 mm).
• Any increase in the feed acts to increase the resultant machining force. The level of increase is notable, especially as the tool cuts deeper.
• Lastly, the cutting speed seems to have a marginal influence on the $F_{\text{resultant}}$. Despite this fact, a small increase is present at speeds between 100 and 150 m/min.

4. Conclusions

In the present study, both the 3D-FE modelling procedure of AISI-D3 turning with the SNGA120408 tool and the establishment of a statistically-based prediction model for the induced machining forces are presented. In addition to the aforementioned models, an effort is made to investigate the performance of the cutting tool with respect to industry-standard cutting conditions. In order to verify the obtained results, a comparison is made between the numerical values of the cutting force components and the equivalent experimental ones which are available in the bibliography, as well as between the simulated results and the predicted ones. Furthermore, an additional verification of the prediction model is made via the ANOVA. Finally, the findings of this paper can lead to the following conclusions:

• The radial force is the component that affects the most the resultant machining force, contributing to the total value by up to 85%. It is noted that the contribution percentage is higher at lower values of the depth of cut.
• As the feed rise acts to increase the resultant machining force significantly, this trend is notable as the tool cuts deeper. On average, a shift from 0.08 to 0.20 mm/rev would increase $F_{\text{resultant}}$ by about 44.5, 48.6, 56, and 25% at the depth of cut equal to 0.40, 0.30, 0.20, and 0.10 mm, respectively.
• Similarly, the depth of cut has a strong impact on the generated machining forces. Specifically, $F_{\text{resultant}}$ would rise on average by approximately 55, 33.3, and 25% in the case of the changing depth of cut from 0.10 to 0.20 mm, 0.20 to 0.30 mm, and finally, 0.30 to 0.40 mm, accordingly.
• Finally, the influence of the cutting speed on the generated machining force is minimal. A slight increase in the $F_{\text{resultant}}$ is noticeable near the intermediate values of the cutting speed.
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