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Abstract—3D point cloud (PC)—a collection of discrete geometric samples of a physical object’s surface—is typically large in size, which entails expensive subsequent operations like viewpoint image rendering and object recognition. Leveraging on recent advances in graph sampling, we propose a fast PC sub-sampling algorithm that reduces its size while preserving the overall object shape. Specifically, to articulate a sampling objective, we first assume a super-resolution (SR) method based on feature graph Laplacian regularization (FGLR) that reconstructs the original high-resolution PC, given 3D points chosen by a sampling matrix $H$. We prove that minimizing a worst-case SR reconstruction error is equivalent to maximizing the smallest eigenvalue $\lambda_{\min}$ of a matrix $H^\top H + \mu L$, where $L$ is a symmetric, positive semi-definite matrix computed from the neighborhood graph connecting the 3D points. Instead, for fast computation we maximize a lower bound $\lambda_{\min}^\prime (H^\top H + \mu L)$ via selection of $H$ in three steps. Interpreting $L$ as a generalized graph Laplacian matrix corresponding to an unbalanced signed graph $G$, we first approximate $G$ with a balanced graph $G_B$ with the corresponding generalized graph Laplacian matrix $L_B$. Second, leveraging on a recent theorem called Gershgorin disc perfect alignment (GDPA), we perform a similarity transform $C_p = SL_B S^{-1}$ so that Gershgorin disc left-ends of $C_p$ are all aligned at the same value $\lambda_{\min}(L_B)$. Finally, we perform PC sub-sampling on $G_B$ using a graph sampling algorithm to maximize $\lambda_{\min}^\prime (H^\top H + \mu C_p)$ in roughly linear time. Experimental results show that 3D points chosen by our algorithm outperformed competing schemes both numerically and visually in SR reconstruction quality.

Index Terms—Point cloud processing, graph signal processing, graph sampling, Gershgorin circle theorem, graph Laplacian regularizer.

1 INTRODUCTION

Point cloud (PC) is a collection of typically non-uniform discrete geometric samples (i.e., 3D coordinates) of a physical object in 3D space. PC has become a popular 3D object representation format, for applications such as immersive communication and virtual / augmented reality (VR / AR) [1], [2]. A common PC can be very large in size—up to millions of 3D points. This means that subsequent operations like perspective rendering and object detection/recognition [3] can be very computation-intensive.

To reduce computation load, one can perform PC sub-sampling: selecting a representative 3D point subset while preserving the geometric structure of the original PC. Early works in PC sub-sampling employed simple schemes like random or regular sampling that do not preserve shape characteristics well [4]–[9]. Recent schemes pro-actively chose samples to preserve geometric features like corners and edges [7]–[9], but do not ensure overall reconstruction of the original PC. In this paper, we orchestrate a graph sampling method [10], [11] to choose 3D points in a PC to minimize a worst-case reconstruction error. To our knowledge, this is the first PC sub-sampling work that systematically minimizes a global reconstruction error metric.

The graph sampling problem in the field of graph signal processing (GSP) [12], [13] bears strong resemblance to the PC sub-sampling problem: select a subset of graph nodes to collect signal samples in order to minimize a reconstruction error, assuming that the target graph signal is smooth or bandlimited. The majority of existing graph sampling methods [14]–[17] require computing extreme eigenvectors (corresponding to the smallest or largest eigenvalues) of a large adjacency or graph Laplacian (sub-)matrix per iteration, which is expensive. In contrast, [10], [11] proposed an eigen-decomposition-free method called Gershgorin Disc Alignment Sampling (GDAS) based on the well-known Gershgorin Circle Theorem (GCT) [18]. In summary, the goal is to maximize the lower bound of the smallest eigenvalue $\lambda_{\min}(B)$ of a coefficient matrix $B = H^\top H + \mu L$ in a linear system, where $L$ is a combinatorial graph Laplacian matrix. GDAS selects nodes via sampling matrix $H$ to maximize the smallest Gershgorin disc left-end of a similar-transformed matrix $C = SBS^{-1}$ (with the same eigenvalues as $B$), which is the smallest eigenvalue lower bound $\lambda_{\min}^\prime(C) \leq \lambda_{\min}(C) = \lambda_{\min}(B)$ by GCT.

However, GDAS requires matrix $L$’s disc left-ends to be initially aligned at the same value before graph nodes are chosen. To use GDAS for PC sub-sampling, in this paper we first articulate a sampling objective by assuming a post-processing procedure that super-resolves (SR) a sub-sampled PC back to full resolution based on feature graph Laplacian regularization (FGLR) [19]. The SR procedure amounts to solving a system of linear equations with coefficient matrix $B = H^\top H + \mu L$, where $L$ is a symmetric, positive semi-definite (PSD) matrix computed from a neighborhood graph connecting 3D points. In general, $L$ does not have its disc left-ends aligned at any one value. We prove that minimizing a worst-case SR reconstruction error is equivalent to maximizing the smallest eigenvalue $\lambda_{\min}$ of $B$.

Instead of maximizing $\lambda_{\min}$ of $B$ directly, for fast computation we maximize a lower bound $\lambda_{\min}^\prime$ of $B$ efficiently in three steps.

1. GDAS is described along with an illustrative example in Section 5.2.
First, we interpret matrix $L$ as a generalized graph Laplacian matrix for an unbalanced signed graph $G$ (with positive and negative edges). We propose an optimization algorithm to approximate $G$ with a balanced graph $\tilde{G}_B$, with the corresponding generalized graph Laplacian matrix $\tilde{L}_B$, based on the well-known Cartwright-Harary Theorem (CHT) \cite{20} for balanced graphs.

Second, we leverage on a recent theorem called Gershgorin disc perfect alignment (GDPA) \cite{21} that proves disc left-ends of a generalized graph Laplacian matrix $M$ for a balanced and irreducible signed graph can be perfectly aligned at $\lambda_{\min}(M)$ via a similarity transform $\text{SMS}^{-1}$, where $S = \text{diag}(1/v_1, 1/v_2, \ldots)$, and $v = [v_1, v_2, \ldots]$ is the first eigenvector of $M$. Using this theorem, we compute similarity transform $\tilde{L}_p = \text{GCT}S_B\text{SMS}^{-1}$ so that disc left-ends of $\tilde{L}_p$ are aligned at $\lambda_{\min}(\tilde{L}_B)$, where $S = \text{diag}(1/v_1, 1/v_2, \ldots)$ and $v$ is the first eigenvector of $\tilde{L}_B$, computed using a known fast algorithm \cite{22}. Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) \cite{22}. Finally, we adopt GDAS \cite{10}, \cite{11} to choose 3D points for PC sub-sampling to maximize $\mu_{\min}(H^\top H + \mu \tilde{L}_p)$ via selection of $H$. Extensive experimental results show that our PC sub-sampling method outperforms competing methods \cite{4}, \cite{5}, \cite{7}, \cite{9}, \cite{23}, \cite{24} in super-resolved quality both numerically evaluated with two common PC metrics \cite{27}, and visually for a wide range of PC datasets.

The outline of the paper is as follows. We first discuss related works in PC sub-sampling in Section 2. We review basic concepts in GCT, GSP and signed graph balancing in Section 3. We describe our PC SR algorithm, a simplified variant of \cite{28}, in Section 4. We present our PC sub-sampling strategy in Section 5. We formulate our signed graph balancing problem and present our graph balancing algorithm in Section 6 and 7 respectively. Finally, we present results and conclusions in Section 8 and 9 respectively.

2 Related Work

We categorize existing methods for point cloud (PC) sub-sampling into two groups: indirect and direct. Given a sampling budget to choose 3D points, direct methods select points from a given PC directly, while indirect methods first construct a triangular or polygonal mesh from a given PC, and then perform node merging while preserving local structure. Examples of indirect methods include Poisson disk sub-sampling (PDS) \cite{24}, mesh element sub-sampling (MESS), Monte-Carlo sub-sampling (MCS), and stratified triangle sub-sampling (STS) \cite{23}. There are two main limitations of indirect methods: 1) mesh construction is computationally expensive, and 2) mesh-based sub-sampling fundamentally changes the locations of original 3D points, which can cause geometric distortions \cite{9}.

Based on the core techniques used, we divide direct methods into five categories: random sub-sampling, averaging-based sub-sampling, clustering-based sub-sampling, progression-based sub-sampling, and, GSP-based sub-sampling.

Random Sub-sampling: These methods \cite{4}, \cite{29} randomly choose a subset of points from a given PC using a uniform probability distribution, often resulting in distorted geometric features like edges, valleys, and corners.

Averaging-based Sub-sampling: \cite{5}, \cite{6}, \cite{30}, \cite{31} partition the 3D space in which a PC resides into 3D boxes (called voxels), then quantize all the points in each voxel to its centroid. Similarly, \cite{32}, \cite{83} use an octree representation of PC to perform sub-sampling. Due to point averaging per voxel or octree branch, geometric features like edges and valleys are often coarsened and distorted.

Clustering-based Sub-sampling: In these methods, first, a given PC is divided into non-overlapping clusters. Then, one or more points are chosen to represent each cluster. In \cite{34}, points are clustered locally to preserve geometry features, while \cite{35} employs the $k$-means clustering algorithm to gather similar points together in the spatial domain, and then uses the maximum normal vector deviation to further subdivide a given cluster into smaller sub-clusters. In \cite{35}, a coarse-to-fine approach is proposed to obtain a coarse cloud using volumetric clustering. However, these clustering-based sub-sampling causes distortion in intricate geometric details.

Progression-based Sub-sampling: The farthest point resampling method is proposed in \cite{36}, which selects the points progressively according to Voronoi diagrams. In \cite{37}, the importance of a point is defined in terms of its neighboring points and their surface normals. Then the least important points are removed, and the importance of remaining points are updated. Further, in \cite{38}, the mean curvature of points is computed based on Principal Component Analysis (PCA) and Fourier Transform. Then the points around the point with the largest curvature are progressively removed. However, in some cases, geometric feature like edges can be distorted due to errors in finding important points.

GSP-based Sub-sampling: In \cite{8}, a graph filter-based operator is proposed to extract application-dependent features of a given PC. Then samples from a given PC are found to minimize a feature reconstruction error. If the overall PC reconstruction error is the objective, then \cite{8} defaults to a uniform random sub-sampling scheme, which often leads to distorted geometric features like edges, valleys, and corners as previously described. On the other hand, if the objective is to minimize the reconstruction error of geometric features, the approach in \cite{8} may result in extremely non-uniform sampling, resulting in distortion in the overall PC reconstruction shape. The approach in \cite{7} strikes a balance between preserving sharp features and keeping uniform density during sampling. However, the issue of how to best balance between feature preservation and near-uniform sub-sampling in order to minimize global reconstruction error is left unaddressed.

Our Previous Work: This work is an extension of our recent conference paper \cite{26}, which presented a PC sub-sampling strategy based on fast graph sampling GDAS \cite{10}. The key contribution in \cite{26} is an ad-hoc graph balancing procedure to construct a balanced graph $\tilde{G}_B$ given an arbitrary signed graph $G$—a preprocessing step prior to GDAS. Instead of the ad-hoc procedure in \cite{26}, in this paper we design an optimization algorithm to construct $\tilde{G}_B$ such that $\lambda_{\min}(H^\top H + \mu \tilde{L}_B)$ forms a tight lower bound for $\lambda_{\min}(H^\top H + \mu \tilde{L})$ in order to minimize the worst-case PC-SR reconstruction error from chosen samples. We show in Section 3 that our graph balance algorithm outperforms the ad-hoc procedure in \cite{26} noticeably in SR reconstruction error.

3 Preliminaries

We first review basic concepts in Gershgorin Circle Theorem (GCT), graph signal processing (GSP), and graph balance, which are needed to understand our proposed graph-based PC sub-sampling strategy.
3.1 Gershgorin Circle Theorem (GCT)

Denote by \( \mathbf{F} \in \mathbb{R}^{N \times N} \) a real square matrix. Corresponding to each row \( i \) in \( \mathbf{F} \), we define a Gershgorin disc with radius \( r_i = \sum_{j \neq i} |\mathbf{F}(i,j)| \) and center \( c_i = \mathbf{F}(i,i) \). GCT [18] states that each eigenvalue \( \lambda \) of \( \mathbf{F} \) lies within at least one Gershgorin disc \( i \), i.e., \( \exists i \) such that \( c_i - r_i \leq \lambda \leq c_i + r_i \). Thus, we can write GCT lower and upper bounds for minimum and maximum eigenvalues of \( \mathbf{F} \) as

\[
\lambda_{\min}(\mathbf{F}) \geq \min_i \{c_i - r_i\}, \quad \lambda_{\max}(\mathbf{F}) \leq \max_i \{c_i + r_i\}.
\]

3.2 Graph Signal Processing

Consider an undirected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{U}) \) composed of a node set \( \mathcal{V} \) of size \( N \) and an edge set \( \mathcal{E} \) specified by \((i,j, w_{i,j}), \ i \neq j\), where \( i, j \in \mathcal{V} \) and \( w_{i,j} \in \mathbb{R} \) is the edge weight that encodes the (dis)similarity or (anti-)correlation between nodes \( i \) and \( j \), depending on the sign of \( w_{i,j} \). In addition, each node \( i \) may have a self-loop \((i,i)\) with weight \( u_i \in \mathbb{R} \).

One can characterize \( \mathcal{G} \) with a symmetric adjacency matrix \( \mathbf{W} \in \mathbb{R}^{N \times N} \), where \( \mathbf{W}(i,j) = \mathbf{W}(j,i) = w_{i,j} \), \( (i,j) \in \mathcal{E} \) and \( \mathbf{W}(i,i) = u_i, \ (i,i) \in \mathcal{U} \). A diagonal degree matrix \( \mathbf{D} \) has diagonal entries \( \mathbf{D}(i,i) = \sum_j \mathbf{W}(i,j) \), and off-diagonal entries \( \mathbf{D}(i,j) = 0, \ \forall i \neq j \). Given \( \mathbf{W} \) and \( \mathbf{D} \), the combinatorial graph Laplacian matrix [39] is defined as \( \mathbf{L} = \mathbf{D} - \mathbf{W} \). Further, a generalized graph Laplacian matrix [40] that accounts for self-loops in \( \mathcal{G} \) is defined as \( \mathbf{M} = \mathbf{L} + \text{diag}(\mathbf{W}) \), where \( \text{diag}(\mathbf{W}) \) is a diagonal matrix collecting the diagonal entries of \( \mathbf{W} \) representing self-loops in \( \mathcal{G} \). Note that any real symmetric matrix \( \mathbf{G} \) can be interpreted as a generalized graph Laplacian matrix \( \mathbf{M} \) of some undirected graph.

A vector \( \mathbf{x} \in \mathbb{R}^N \) can be interpreted as a graph signal, where \( x_i \) is a scalar value assigned to node \( i \in \mathcal{V} \) in a given graph \( \mathcal{G} \). A graph variation term \( \mathbf{x}^\top \mathbf{L} \mathbf{x} \) can then be written as [39]

\[
\mathbf{x}^\top \mathbf{L} \mathbf{x} = \sum_{i,j \in \mathcal{E}} w_{i,j} (x_i - x_j)^2. \tag{2}
\]

If \( \mathcal{G} \) contains only positive edges, then \( \mathbf{L} \) is positive semi-definite (PSD) [13], and smoothness of \( \mathbf{x} \) with respect to (w.r.t.) \( \mathcal{G} \) can be measured using \( \mathbf{x}^\top \mathbf{L} \mathbf{x} \geq 0 \), called the graph Laplacian regularizer (GLR) in the GPS literature [41]. Extending GLR, we recently proposed a new regularization term called feature graph Laplacian regularizer (FGLR) [19]—\( \mathbf{h}(\mathbf{x})^\top \mathbf{L} \mathbf{h}(\mathbf{x}) \)—where \( \mathbf{h}(\mathbf{x}) \in \mathbb{R}^N \) is a vector function of \( \mathbf{x} \) that computes a feature vector, which is assumed to be smooth w.r.t. the graph characterized by \( \mathbf{L} \). FGLR can be used for PC restoration, where \( \mathbf{h}(\mathbf{x}) \) computes surface normals at the 3D points with coordinates specified by \( \mathbf{x} \) (see [19] for details).

3.3 Balance of Signed Graph

A signed graph is a graph with both positive and negative edge weights. The concept of balance in a signed graph was used in many scientific disciplines, such as psychology, social networks and data mining [42]. In this paper, we adopt the following definition of a balanced signed graph [20, 21]:

**Definition 1.** A signed graph \( \mathcal{G} \) is balanced if \( \mathcal{G} \) does not contain any cycle with odd number of negative edges.

For intuition, consider a 3-node graph \( \mathcal{G} \), shown in Fig. 1. Given the edge weight assignment in Fig. 1(left), we see that this graph is balanced; the only cycle has an even number of negative edges.

**Figure 1.** Examples of three-nodes signed graphs: balanced (left) and unbalanced (right).

4 Point Cloud Super-Resolution

To mathematically define an objective for PC sub-sampling, we first assume that the sub-sampled PC will be subsequently super-resolved from 3D point samples back to \( n \) points, where \( m < n \), via a simple PC super-resolution (SR) method (a simplified variant of [28]). We chose this SR method because the resulting SR problem is an unconstrained quadratic programming (QP) optimization [9], with a system of linear equations as solution. Given this solution, we then select a sampling matrix [43] \( \mathbf{H} \) to minimize a worst-case SR reconstruction error. Note that though we use a specific SR method to define an objective for PC sub-sampling, we will demonstrate in Section 8 that our sub-sampling algorithm performs significantly better than competitors when combined with alternative SR methods [44–47] as well.

Since the SR method described here is graph-based, we first construct a graph given a PC as input. We then define a fidelity term and a graph signal prior, so that a QP optimization problem can be formulated.

4.1 Graph Construction for 3D Point Cloud

To enable graph-based processing of \( n \) 3D points, we first construct an \( n \)-node graph. For simplicity, we assume here that the original \( n \) 3D points are used to construct an \( n \)-node graph. In practice, to construct an \( n \)-node graph from \( m \) 3D point samples, \( n - m \) interior 3D points can be interpolated from \( m \) samples.
then subsequently refined, as done in \cite{28, 47}. In particular, we construct an undirected positive graph \( G_p = (V_p, E_p) \) composed of a node set \( V_p \) of size \( n \) (each node represents a 3D point) and an edge set \( E_p \) specified by \( (i, j, w_{ij}) \), where \( i \neq j, i, j \in V \) and \( w_{ij} \in \mathbb{R}^+ \) with no self-loops. We connect each 3D point (graph node) to its \( k \) nearest neighbors \( j \) in Euclidean distance, so that each point can be filtered with its \( k \) neighboring points under a graph-structured data kernel \cite{12, 13}.

Edge weight \( w_{ij} \) between nodes \( i \) and \( j \) is computed based on pairwise Euclidean distance and surface normal difference, i.e.,

\[
w_{ij} = \exp \left\{ -\frac{\|p_i - p_j\|^2}{\sigma_p^2} - \frac{\|n_i - n_j\|^2}{\sigma_n^2} \right\}
\]

(3)

where \( p_i \in \mathbb{R}^3 \) and \( n_i \in \mathbb{R}^3 \) are the 3D coordinate and the unit-normal surface normal of point \( i \), respectively, and \( \sigma_p \) and \( \sigma_n \) are parameters. In words, \( w_{ij} \) states that edge weight \( w_{ij} \) is large (close to 1) if 3D points \( i, j \) are close in distance and associated normal vectors are similar, and small (close to 0) otherwise. The weight definition \( w_{ij} \) is similar to bilateral filter weights \cite{48} with domain and range filters. We have demonstrated in our previous work \cite{19} experimentally and mathematically that weight definition \( w_{ij} \) leads to FGLR that promotes piecewise smooth geometry reconstruction in 3D PC.

### 4.2 Fidelity Term

Denote by \( p = [p_1, \ldots, p_n]^\top \in \mathbb{R}^{3n} \) the position vector of the super-resolved \( n \) 3D points in the PC, where \( p_i \in \mathbb{R}^3 \) is the \( x \)-, \( y \)-, and \( z \)-coordinate of point \( i \). Denote by \( H \in \{0, 1\}^{3m \times 3n} \) the sampling matrix \cite{43} that selects \( m \) samples from \( n \) available 3D points \( p \). Because each time a 3D point \( i \) is selected as sample, its \( x \)-, \( y \)-, and \( z \)-coordinates must be extracted together. Hence, sampling matrix \( H \) can be written as \( H = H \otimes I_3 \), where \( H \in \{0, 1\}^{m \times n} \) is

\[
H(i, j) = \begin{cases} 
1, & \text{if } i \text{-th selected point is } p_j \\
0, & \text{otherwise}. 
\end{cases}
\]

(4)

Here, \( I_3 \) is the \( 3 \times 3 \) identity matrix and \( \otimes \) is the Kronecker product.

We assume that the \( m \) sub-sampled points \( q \) are not perfectly accurate, e.g., they were corrupted by zero-mean, independent and identically distributed (iid) Gaussian noise of variance \( \sigma_e^2 \), when SR is performed for PC recovery. Thus, the formation model for the observed sub-sampled points \( q \) is defined as

\[
q = Hp + e,
\]

(5)

where \( e \in \mathbb{R}^{3m} \) is the additive noise. Thus, given \( H \), to ensure that the reconstructed PC \( p \) is consistent with noise-corrupted samples \( q \), we write the fidelity term as \( \|q - Hp\|^2_2 \).

### 4.3 Signal Prior

Denote by \( n = [n_x^\top, n_y^\top, n_z^\top]^\top \in \mathbb{R}^{3n} \) a vector of \( x \)-, \( y \)-, and \( z \)-coordinates of the surface normals of the super-resolved PC. Note that \( n_x \), \( n_y \), and \( n_z \) are vector functions (or features) of 3D point coordinates \( p \). Hence, we can rewrite \( n(p) = [n_x(p), n_y(p), n_z(p)]^\top \), as done in \cite{19}.

As done in \cite{19, 26, 46, 47, 49}, we define smoothness in 3D geometry in terms of surface normals at 3D points. Specifically, we assume that \( x \)-, \( y \)-, and \( z \)-coordinates of surface normals, \( n_x(p), n_y(p), \) and \( n_z(p) \), are smooth w.r.t. the graph \( G_p \) constructed in Section 4.1. Mathematically, we write a signal prior \( Pr(p) \) based on FGLR \cite{19} to promote smoothness of \( n_x(p), n_y(p), \) and \( n_z(p) \) as follows:

\[
Pr(p) = n_x^\top(p) \tilde{L}_p n_x(p) + n_y^\top(p) \tilde{L}_p n_y(p) + n_z^\top(p) \tilde{L}_p n_z(p),
\]

(6)

where \( \tilde{L}_p \) is the PSD combinatorial graph Laplacian matrix for the constructed positive graph \( G_p \), and \( L_p = \text{diag}(\tilde{L}_p, \tilde{L}_p, \tilde{L}_p) \). Note that \( \tilde{L}_p \) is PSD, given \( L_p \) is PSD.

### 4.4 Optimization Formulation

We formulate an optimization problem by combining the fidelity term and the signal prior \( Pr(p) \) together:

\[
\min_p \|q - Hp\|^2_2 + \mu Pr(p)
\]

(7)

where \( \mu > 0 \) is a parameter trading off the importance between the fidelity term and the signal prior.

Using state-of-the-art surface normal estimation methods \cite{50, 51}, \( n_x(p), n_y(p), \) and \( n_z(p) \) are non-linear vector functions of the optimization variable \( p \) in \( q \). This non-linearity makes the optimization problem in \( q \) difficult to solve. However, using a linear approximation in \cite{19, 49}, we can locally approximate \( n_x(p), n_y(p), \) and \( n_z(p) \) as linear functions of \( p \):

\[
n_x(p) \approx A_x p + b_x, \quad n_y(p) \approx A_y p + b_y, \quad n_z(p) \approx A_z p + b_z,
\]

(8)

where \( A_x, A_y, A_z \in \mathbb{R}^{n \times 3n} \) and \( b_x, b_y, b_z \in \mathbb{R}^n \) are computed as done in \cite{19}. Note that by construction, matrices \( A_x, A_y, \) and \( A_z \) are sparse. Using \( \approx \), FGLR in \( 6 \) can be rewritten as

\[
Pr(p) = (Ap + b)^\top L_p (Ap + b)
\]

\[
= p^\top A^\top L_p A p + 2b^\top L_p A p + b^\top L_p b
\]

(9)

where \( A = [A_x^\top, A_y^\top, A_z^\top]^\top \), and \( b = [b_x^\top, b_y^\top, b_z^\top]^\top \). Note that matrix \( L \) is PSD, since \( L_p \) is PSD.

Since all terms in \( 9 \) are quadratic, the optimization problem in \( 7 \) is an unconstrained QP problem, and the solution \( p^* \) can be found by taking the derivative w.r.t. \( p \) and setting it to 0, resulting in

\[
\left( H^\top H + \mu L \right)p^* = H^\top q + \mu e.
\]

(10)

Equation 10 is a system of linear equations with a well-defined unique solution if \( B \) is positive definite (PD). Since both \( H^\top H \) and \( L \) are PSD, by Weyl's Theorem \cite{52} \( B \) is also PSD, hence \( \lambda_{\text{min}}(B) > 0 \). Since the optimization objective to be discussed in Section 5.1 is to maximize \( \lambda_{\text{min}}(B) \) via the choice of sampling matrix \( H \), for a sufficient number of samples in \( H \), \( \lambda_{\text{min}}(B) > 0 \) and \( B \) is PD, and thus \( 10 \) has a unique solution.

The stability of the linear system \( 10 \), however, depends on the condition number: the ratio of the largest to smallest eigenvalues of the coefficient matrix \( B \), i.e., \( \rho = \lambda_{\text{max}}(B)/\lambda_{\text{min}}(B) \). A

5. There are other possible signal priors in the literature for PC processing. See \cite{19} for a comparison of FGLR against alternative priors.
smaller condition number translates to better numerical stability \cite{53}. Thus, we begin our discussion on how we select sampling matrix \( H \) to minimize \( \rho \) next.

5 Point Cloud Sub-Sampling

5.1 Objective Definition

Our sub-sampling objective is to minimize the condition number \( \rho \) in \((10)\) via selection of the sampling matrix \( H \). Because \( H^\top H \) is a diagonal matrix with 1’s and 0’s along its diagonal, \( \lambda_{\text{max}}(H^\top H) = 1 \). Thus, by Weyl’s Theorem \cite{52}, \( \lambda_{\text{max}}(H^\top H + \mu I) \leq \lambda_{\text{max}}(H^\top H) + \mu \lambda_{\text{max}}(I) = 1 + \mu \lambda_{\text{max}}(I) \). Moreover, \cite{19} showed that \( \lambda_{\text{max}}(I) \) can be upper-bounded by a sufficiently small value. Hence, \( \lambda_{\text{max}}(B) \) is also upper-bounded by a small value unaffected by \( H \).

On the other hand, \( \lambda_{\text{min}}(B) \) can be dangerously close to 0 if \( H \) is not carefully chosen, resulting in a large \( \rho \). In order to minimize \( \rho \), we thus focus on maximizing \( \lambda_{\text{min}}(B) \), i.e.,

\[
\max_{H \mid \text{Tr}(H^\top H) \leq 3m} \lambda_{\text{min}}(B) \tag{11}
\]

where \( \text{Tr}(F) \) is the trace of matrix \( F \). Similar to \cite{11}, we can show that maximizing \( \lambda_{\text{min}}(B) \) in \((11)\) is equivalent to minimizing a worst-case bound of mean square error (MSE) between reconstructed point coordinates and original point coordinates.

**Proposition 1.** Assuming that \( \mathcal{L} \) and \( c \) in \((10)\) are known during SR reconstruction, maximizing \( \lambda_{\text{min}}(B) \) in \((11)\) minimizes a worst-case bound of MSE between reconstructed point coordinates \( p^* \) and original point coordinates \( p \).

The proof of Proposition 1 is reported in Appendix A in the supplementary material.

5.2 GDAS for Positive Graphs

We devise a graph sampling strategy to maximize objective \((11)\). To impart intuition, consider first the following simple case, from which we will generalize later. Assume first that \( \mathcal{L} \) is a combinatorial graph Laplacian matrix \( \mathcal{L} = D - W \), where \( D \) and \( W \) are the degree and adjacency matrices, respectively, for a weighted positive graph \( \mathcal{G} \) without self-loops. In this case, all Gershgorin disc left-ends of \( \mathcal{L} \) are aligned at 0, i.e., \( c_i - r_i = D(i,i) - \sum_j W(i,j) = 0 = \lambda_{\text{min}}(\mathcal{L}), \forall i \).

Thus, GDAS \cite{10,11} can be employed to approximately solve \((11)\) with roughly linear-time complexity.

In a nutshell, GDAS maximizes the smallest eigenvalue lower bound \( \lambda^{-1}_{\text{min}}(C) \) of a similar-transformed matrix \( C = SBS^{-1} \) of \( B \), i.e.,

\[
\lambda^{-1}_{\text{min}}(C) \leq \lambda_{\text{min}}(C) = \lambda_{\text{min}}(B), \tag{12}
\]

since \( B \) and similar-transformed \( C \) have the same eigenvalues \cite{54}. \( S = \text{diag}(s_1, \ldots, s_{n_1}) \) is a diagonal matrix with scalars \( s_i \neq 0 \) on its diagonal (thus \( S^{-1} \) is well defined). By GCT \cite{18}, \( \lambda^{-1}_{\text{min}}(C) = \min_{i}(c_i - r_i) \) is the smallest Gershgorin disc left-end of \( C \), given that a target smallest eigenvalue lower bound \( T > 0 \), GDAS (roughly) re-aligns all disc left-ends of \( C \) from 0 to \( T \) via two operations that are performed in a breadth-first search (BFS) manner, expending as few samples \( K \) as possible in the process. Because \( T \) and \( K \) are proportional, if \( K \) is larger than

6. In practice, graph \( \mathcal{G}_p \) can be constructed as mentioned in Section 4.1. Hence \( \mathcal{L} \) and \( c \) can be computed approximately.

![Figure 2. An illustrative example of a 4-node line graph from \cite{10}.](image)

![Figure 3. An illustration of GDAS from \cite{10}.](image)
5.3 GDAS for Signed Graphs

In the previous example of GDAS, disc left-ends are initially aligned at the same value $0$, then via a sequence of disc shifting and scaling operations, become (roughly) aligned at target $T$. In the general case, $L$ in (11) is not a combinatorial graph Laplacian for a weighted positive graph without self-loops, but is any generic symmetric real PSD matrix. We can interpret $L$ as a generalized graph Laplacian matrix corresponding to an irreducible signed graph $G$ with self-loops. This means that the Gershgorin disc left-ends of $L$ are not initially aligned at the same value, and hence GDAS as discussed cannot be used directly.

However, it has been proven recently in a theorem in [21] (called Gershgorin disc perfect alignment (GDPA) in the sequel) that Gershgorin disc left-ends of a generalized graph Laplacian matrix $L_B$ corresponding to an irreducible, balanced, signed graph $G_B$ can be aligned exactly at $\lambda_{\min}(L_B)$ via similarity transform $S L_B S^{-1}$, where $S = \text{diag}(1/v_1, \ldots, 1/v_{3n})$ and $v = [v_1 \ldots v_{3n}]^T$ is the first eigenvector of $L_B$ corresponding to the smallest eigenvalue $\lambda_{\min}(L_B)$. First eigenvector $v$ of $L_B$ can be computed efficiently using known fast algorithms, such as Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) [22], in roughly linear time, since $L_B$ is sparse and symmetric. Leveraging on GDPA, we perform the following three steps to solve (11) approximately.

Step 1: Approximate $G = (V, E, U)$ with a balanced graph $G_B = (V, E_B, U)$ while satisfying the following condition:

$$\lambda_{\min}(H^T H + \mu L) \leq \lambda_{\min}(H^T H + \mu L_B),$$  

(13)

where $L_B$ is the generalized graph Laplacian matrix corresponding to $G_B$.

Step 2: Given $L_B$, perform similarity transform $L_B = S L_B S^{-1}$, where $S = \text{diag}(1/v_1, \ldots, 1/v_{3n})$ and $v$ is the first eigenvector of $L_B$, so that disc left-ends of matrix $L_B$ are aligned exactly at $\lambda_{\min}(L_B) = \lambda_{\min}(L_B)$.

Step 3: Perform GDAS [10, 11] to maximize $\lambda_{\min}(H^T H + \mu L_B)$.

It is clear that we must obtain a balanced graph $G_B$ that induces a tight lower bound $\lambda_{\min}(H^T H + \mu L_B)$ for $\lambda_{\min}(H^T H + \mu L)$. Thus, in next two sections, we define an optimization objective for graph balancing and propose an optimization algorithm to maximize the defined objective.

6 GRAPH BALANCING FORMULATION

We first show that if we obtain a balanced graph $G_B$ such that $L - L_B = 0$ is a PSD matrix (i.e., $L - L_B \succeq 0$), then (13) will be satisfied, where $L$ and $L_B$ are combinatorial graph Laplacian matrices of graphs $G$ and $G_B$ respectively. We state this formally as follows.

**Proposition 2.** Given two undirected graphs $G = (V, E, U)$ and $G_B = (V, E_B, U_B)$, if $L - L_B \succeq 0$, then (13) is satisfied.

**Proof.** Since $L - L_B \succeq 0$, we can write

$$x^T L x \geq x^T L_B x, \quad \forall x \in \mathbb{R}^{3n}$$  

(14)

Moreover, since the two graphs have the same set of self-loops $U$, $\text{diag}(W) = \text{diag}(W_B)$, where $W$ and $W_B$ are adjacency matrices of graphs $G$ and $G_B$ respectively. Then, due to (14), we can write that, $\forall x \in \mathbb{R}^{3n}$,

$$x^T (L + \text{diag}(W)) x \geq x^T (L_B + \text{diag}(W_B)) x.$$  

(15)

Consequently,

$$x^T (H^T H + \mu L) x \geq x^T (H^T H + \mu L_B) x.$$  

(16)

Denote by $u$ the unit-norm eigenvector corresponding to the smallest eigenvalue of $H^T H + \mu L$. Hence,

$$\lambda_{\min}(H^T H + \mu L) = u^T (H^T H + \mu L) u.$$  

(17)

By the Min-max theorem [52], we can write

$$\lambda_{\min}(H^T H + \mu L_B) = \min_{x, \|x\|_2 = 1} x^T (H^T H + \mu L_B) x.$$  

(18)

By substituting $x = u$ in (16) and using (17) and (18), we can write

$$\lambda_{\min}(H^T H + \mu L_B) \geq u^T (H^T H + \mu L_B) u \geq \min_{x, \|x\|_2 = 1} x^T (H^T H + \mu L_B) x = \lambda_{\min}(H^T H + \mu L_B)$$  

(19)

which concludes the proof.

From the proof, one can see that $\lambda_{\min}(H^T H + \mu L_B)$ forms a tight lower bound for $\lambda_{\min}(H^T H + \mu L)$ when $x^T L_B x$ is a tight lower bound for $x^T L x$, $\forall x \in \mathbb{R}^{3n}$. Thus, we define our objective for a balanced graph $G_B$ to maximize $x^T L_B x$ subject to $L - L_B \succeq 0$. Specifically, we model $x$ as a zero-mean Gaussian Markov random field (GMRF) [56] over $G$, i.e., $x \sim N(0, \Sigma)$, where $\Sigma$ is the covariance matrix and $\Sigma^{-1}$ is the precision matrix. $\Sigma^{-1}$ is so defined since $L$ is a PSD matrix, $I$ is the identity matrix, and $\delta$ is chosen to be a very small positive number. Hence a proper covariance matrix $\Sigma$ is induced by inverting $L + \delta I$.

Next, we choose a balanced graph $G_B$ to maximize the expectation of $x^T L_B x$ subject to $L - L_B \succeq 0$:

$$\mathbb{E}[x^T L_B x] = \mathbb{E}[\text{Tr}(x^T L_B x)] = \mathbb{E}[\text{Tr}(L_B x x^T)] = \text{Tr}(L_B \mathbb{E}[xx^T]) = \text{Tr}(L_B \Sigma).$$  

(20)

Maximizing (20) will thus promote tightness of $x^T L_B x$ given $x \sim N(0, \Sigma)$. We can now formalize our optimization problem for graph balancing as follows:

$$\max_{L_B} \text{Tr}(L_B \Sigma) \quad \text{s.t.} \begin{cases} L - L_B \succeq 0, \\ L_B \in B \subset \mathbb{R}^{3n \times 3n} \end{cases}$$  

(21)

where $B$ is the set of $3n \times 3n$ combinatorial graph Laplacian matrices corresponding to balanced signed graphs.

Like previous graph approximation problems such as [58] where the “closest” bipartite graph is sought to approximate a given non-bipartite graph, the balance graph approximation problem in (21) is difficult because of its combinatorial nature. Thus, similar in approach to [58], in the next section we propose a greedy algorithm to add one “most beneficial” node at a time (with corresponding edges) to construct a balanced graph as solution to the problem in (21).
7 Graph Balancing Algorithm

7.1 Notations and Definitions

To facilitate understanding of our graph balancing algorithm, we first introduce the following notations and definitions.

1. We define the notion of consistent edges in a balanced graph, stemming from Theorem 1 as follows.

Definition 2. A consistent edge is a positive edge connecting two nodes of the same color, or a negative edge connecting two nodes of opposite colors. An edge that is not consistent is an inconsistent edge.

Given this definition, for an edge \((i, j) \in E_B\), we can write
\[
\beta_i \beta_j \text{sign}(W_B(i, j)) = \begin{cases} 
1; & \text{if } (i, j) \text{ is consistent} \\
-1; & \text{if } (i, j) \text{ is inconsistent},
\end{cases}
\]
where \(\beta_i\) denotes the color of node \(i\) (i.e., \(\beta_i = 1\) if node \(i\) is blue and \(\beta_i = -1\) if node \(i\) is red).

2. Given graph \(G = (V, E, U)\), we define a bi-colored node set \(S \subseteq V\), where all edges connecting nodes in \(S\) are consistent. Further denote by \(C \subseteq V \setminus S\) the set of nodes within one hop from \(S\). An example of graph \(G\) with set \(C\) and \(S\) is shown in Fig. 4. If all nodes of graph \(G\) are in set \(S\), i.e., \(S = V\) and \(C = \emptyset\), then \(G\) is balanced by Theorem 1.

3. Using (22), for each node \(j \in C\) we define two disjoint edge sets for edges connecting \(j\) to \(S\): i) the set \(F_j\) of consistent edges from \(j\) to \(S\) when \(\beta_j = 1\), ii) the set \(H_j\) of consistent edges from \(j\) to \(S\) when \(\beta_j = -1\). Note that \(F_j \cup H_j = \emptyset\). As an illustration, an example of edge sets \(F_j\) and \(H_j\) connecting \(j \in C\) to \(S\) is shown in Fig. 5, where consistent and inconsistent edges are drawn in different colors for a given value \(\beta_j\). We see that if we remove inconsistent edges from \(j \in C\) to \(S\) for a given \(\beta_j\) value, node \(j\) can be added to \(S\).

4. Denote by \(f_j(\beta_j)\) the value of the objective in (21) when node \(j\) is assigned color \(\beta_j\) and the corresponding inconsistent edges from \(j \in C\) to \(S\) are removed. This means removing \(H_j\) if \(\beta_j = 1\), and removing \(F_j\) if \(\beta_j = -1\).

7.2 Balancing Algorithm

Using the above definitions, we present an iterative greedy algorithm to approximately solve (21). In a nutshell, given an unbalanced graph \(G\), we construct a corresponding balanced graph \(G_B\) by adding one node at a time to set \(S\): at each iteration, we select a “most beneficial” node \(j \in C\) with color \(\beta_j\) to add to \(S\), so that the objective in (21) is locally maximized.

Specifically, first, we initialize bi-colored set \(S\) with a random node \(i\) and color it blue, i.e., \(\beta_i = 1\). Then, at a given iteration, we select a node \(j \in C\) and corresponding color \(\beta_j\) that maximizes objective \(f_j(\beta_j)\), i.e.,
\[
(j^*, \beta^*_j) = \arg_{j \in C, \beta_j \{1, -1\}} \max f_j(\beta_j).
\]
We add node \(j^*\) of solution \((j^*, \beta^*_j)\) in (23) to set \(S\), assign it color \(\beta^*_j\), and remove inconsistent edges from \(j^*\) to \(S\) to conclude the iteration. Main steps of the algorithm are summarized as follows:

7.3 Inconsistent Edge Removal

When removing inconsistent edges in step 2 (to compute \(f_j(1)\) and \(f_j(-1)\)) and step 4, the constraint \(L - L_B \succeq 0\) in optimization (21) must be preserved. One can show that when removing a positive edge, the constraint \(L - L_B \succeq 0\) is always maintained as formally stated in Proposition 3.

Proposition 3. Given an undirected graph \(G = (V, E, U)\), removing a positive edge \((q, r) \in E\) from \(G\)—resulting in graph \(G_B = (V, E \setminus \{(q, r)\}, U)\)—entails \(L - L_B \succeq 0\).

Proof. By (21), for graph \(G\), we can write following expressions \(\forall x \in \mathbb{R}^m\),
\[
x^T L x = \sum_{i,j \in E} w_{i,j} (x_i - x_j)^2,
= w_{q,r} (x_q - x_r)^2 + \sum_{i,j \in E \setminus \{(q, r)\}} w_{i,j} (x_i - x_j)^2.
\]
(24)

Since \(w_{q,r} > 0\), we can write following inequality using (24),
\[
x^T L x \geq \sum_{i,j \in E \setminus \{(q, r)\}} w_{i,j} (x_i - x_j)^2 = x^T L_B x.
\]
(25)

Hence, \(L - L_B \succeq 0\), which concludes the proof.

Given the ease of removing inconsistent positive edges, we first remove them all before removing inconsistent negative edges.

In contrast, removal of a negative edge can violate \(L - L_B \succeq 0\). Thus, when removing a negative inconsistent edge \((j, i)\), where \(j \in C\) and \(i \in S\), we update weights of two additional edges that together with \((j, i)\) form a triangle, in order to ensure constraint...
**Proposition 4.** Given an undirected graph $G = (V, E, U)$, assume that there is an inconsistent negative edge $(j, i) \in E$ connecting nodes $j \in C$ and $i \in S$ of the same color. Let $k \in S$ be a node of opposite color to nodes $j$ and $i$. If edge $(j, i)$ is removed—resulting in graph $G_B = (V, E \setminus (j, i), U)$—and weights for edges $(k, j)$ and $(k, i)$ are updated as

$$
\tilde{w}_{p,q} = w_{p,q} + 2w_{j,i} \quad \text{for} \quad (p, q) \in \{(k, j), (k, i)\}
$$

then (a) $L - L_B \geq 0$; and (b) $(k, j)$ and $(k, i)$ are consistent edges.

The proof for part a) of Proposition 4 is reported in Appendix B in the supplementary material; the proof for part b) is given below.

**Proof.** Since, by assumption, node $k \in S$ is of opposite color to $i \in S$, if edge $(k, i) \in E$, then $w_{k,i} < 0$ for $(k, i)$ to be consistent. Similarly, if $(k, j) \in E$, then $w_{k,j} < 0$, because by assumption $k$ and $j$ are of opposite colors, and inconsistent positive edges have already been removed. Hence $(k, j)$ is also a consistent edge. This means that edge weight update in (26) will only make $w_{k,i}$ and $w_{k,j}$ more negative, and would not switch edge sign and affect the consistency of edges $(k, i)$ and $(k, j)$. \hfill \Box

We use a simple example in Fig. 6 to illustrate how a negative inconsistent edge is removed. When removing a negative inconsistent edge $(j, i)$ from Fig. 6 (left), we select $k \in S$, where $i, k \in S$ are of opposite colors. If negative edges $(k, i)$ and/or $(k, j)$ do not exist, we create edges with zero weight $w_{k,i} = 0$ and/or $w_{k,j} = 0$, resulting in a triangle $(i, k, j)$.

Then, using Proposition 4 we remove negative edge $(j, i)$ and update edge weights $w_{i,k}$ and $w_{k,j}$ as shown in Fig. 6 (right). We see that the updated edges $(k, i)$ and $(k, j)$ maintain the same signs and are consistent. Further, by Proposition 4 this edge weight update ensures that constraint $L - L_B \geq 0$ remains satisfied.

Denote by $K$ the set of candidates for $k \in S$. One approach is to choose $k$ within candidate solution set $K$ so that $f^k_j(\beta_j)$ (i.e., value of $f_j(\beta_j)$ for a given $k \in K$) is maximized, i.e.,

$$
k^* = \arg \max_{k \in K} f^k_j(\beta_j).
$$

Such an exhaustive search for each $k \in K$ for large $|K|$ would increase the computational complexity significantly. Instead, if the candidate set $|K|$ is greater than 1, we select a $k \in K$ randomly. Experimental results show that there is no significant performance difference between the exhaustive approach and the random approach.

For a given value of $\beta_j$, if $|K| = 0$, then it means that there are no nodes in $S$ of opposite color to $i$, or more simply, all nodes in $S$ are of the same color. In this case, it suffices to color $j \in C$ to be the opposite color to nodes in $S$ and remove all inconsistent positive edges to $S$.

8 EXPERIMENTAL RESULTS

We present comprehensive experiments to verify the effectiveness of our proposed PC sub-sampling strategy. Specifically, we compared the performance of our scheme against 10 existing PC sub-sampling methods (we used at least one method per category of existing PC sampling works discussed in Section 2: STS [23],

\[ MESS \] [24], PDS [24], random sub-sampling (RS) [4], box grid filter-based sub-sampling (BGFS) [5], clustering-based sub-sampling (CS) [25], progression sub-sampling (PS) [9], feature preserved sub-sampling (FPS) [7], and our previous work on ad-hoc graph balancing based sub-sampling (AGBS) [26]. For the experiments, we used 16 high-resolution PC models. All PC models were first rescaled, so that each tightly fitted inside a bounding box with the same diagonal. During the experiments, PC models were sub-sampled to 20%, 30%, 40%, 50%, and 60% of the original points using our scheme and existing methods.

Our PC sub-sampling method can be slower for larger-sized PCs due to computational complexity of GDAS [10], [11] for very large graphs. Thus, we first divided a PC into $c$ clusters (or sub-clouds), so that each sub-cloud contained $M$ points on average (in our experiments, we use $M = 10000$). We then performed sub-sampling for each sub-cloud independently. For this purpose, we used $K$-means clustering [64], using 3D coordinates as the feature for clustering [46], [64]. An example of such sub-clouds obtained using the Bunny PC model [65] is shown in Fig. 7. Here, the model is divided into four sub-clouds, and each color represents a different sub-cloud.

8.1 Reconstruction Error Comparisons

To demonstrate the performance of our PC sub-sampling scheme, we compared the SR reconstruction errors of our method against existing PC sub-sampling methods. Specifically, sub-sampled PCs were super-resolved (reconstructed) to approximately same number of points as the ground truths using different SR methods in the literature—APSS [44], EAR [45], and GTV [46], and FGTG [47]. Then, for quantitative SR reconstruction error comparisons, we measured the point-to-point (denoted as C2C) error and point to
Table 1
Average SR reconstruction $C_2C(\times 10^{-2})$ error per PC model for different sub-sampling algorithms using different PC SR methods.

| Sub-sampling methods | APSS | EAR | GTV | FGTV |
|----------------------|------|-----|-----|------|
| STS                  | 5.90 | 4.52 | 3.85 | 3.08 |
| MCS                  | 5.41 | 4.27 | 3.75 | 3.24 |
| MESS                 | 4.21 | 2.95 | 2.37 | 1.72 |
| PDS                  | 3.12 | 2.41 | 2.02 | 1.72 |
| RS                   | 4.58 | 4.50 | 2.98 | 2.46 |
| BGFS                 | 4.48 | 3.75 | 2.99 | 2.58 |
| CS                   | 4.53 | 3.88 | 2.94 | 2.50 |
| PS                   | 4.43 | 3.80 | 2.87 | 2.45 |
| FPS                  | 3.01 | 2.22 | 1.87 | 1.56 |
| AGBS                 | 2.75 | 1.93 | 1.67 | 1.41 |
| Proposed             | 2.48 | 1.70 | 1.37 | 1.20 |

Table 2
Average SR reconstruction $C_2P(\times 10^{-3})$ error per PC model for different sub-sampling algorithms using different PC SR methods.

| Sub-sampling methods | APSS | EAR | GTV | FGTV |
|----------------------|------|-----|-----|------|
| STS                  | 6.67 | 3.84 | 3.33 | 3.05 |
| MCS                  | 6.80 | 4.43 | 3.47 | 2.94 |
| MESS                 | 4.91 | 2.66 | 2.02 | 1.37 |
| PDS                  | 3.03 | 1.87 | 1.24 | 1.03 |
| RS                   | 5.07 | 2.95 | 2.17 | 1.54 |
| BGFS                 | 4.81 | 2.90 | 2.08 | 1.50 |
| CS                   | 5.01 | 2.84 | 2.11 | 1.44 |
| PS                   | 4.86 | 2.51 | 1.82 | 1.14 |
| FPS                  | 3.72 | 1.98 | 1.38 | 0.92 |
| AGBS                 | 3.24 | 1.78 | 1.45 | 1.08 |
| Proposed             | 2.87 | 1.60 | 1.18 | 0.88 |

Figure 8. SR reconstruction results obtained using FGTV SR method from different methods of sub-sampled Bunny models under 0.2 sub-sampling ratio. Here the surfaces are colorized by the distance from the ground truth surface (color-map is included).

Figure 9. SR reconstruction results obtained using GTV SR method from different methods of sub-sampled Armadillo models under 0.2 sub-sampling ratio. Here the surfaces are colorized by the distance from the ground truth surface (color-map is included).
plane (denoted as C2P) error \cite{27} between ground truth and super-resolved PCs.

For the C2C error, we first measured the average of the Euclidean distances between ground truth points and their closest points in the super-resolved cloud, and also that between the points of the super-resolved cloud and their closest ground truth points. Then the larger of these two values was taken as the C2C error. For the C2P error, we first measured the average of the Euclidean distances between ground truth points and tangent planes at their closest points in the super-resolved cloud, and also that between the points of the super-resolved cloud and tangent planes at their closest ground truth points. Again, the larger of these two values was taken as the C2P error.

Tables 1 and 2 show the average C2C and C2P errors, respectively, per PC model for different sub-sampling ratios. We observe that our scheme achieved the best results on average in terms of C2C and C2P errors for all SR methods with different sub-sampling ratios. An example, for FGT SV SR method, our scheme reduced the second best average C2C and C2P among existing sub-sampling schemes by 11.6%, 7.2%, 9.5%, 10.4%, 11.2% and 17.5%, 12.1%, 12.9%, 7.5%, 8.3%, respectively, for sub-sampling ratio 0.2, 0.3, 0.4, 0.5, 0.6.

Besides numerical comparison, representative visual results for three models are shown in Fig. 8 \textsuperscript{9} and 10 where the SR reconstructions of the sub-sampled PCs were colorized by the distance from the ground truth PC to the surface of the super-resolved PC. We used CloudCompare\textsuperscript{11} tool to colorize the super-resolved PC. Here, green and yellow represent the smaller negative and positive errors (distance), while blue and red represent the larger negative and positive errors (the corresponding color-map is included at the right of each figure). As discussed in Section 2, existing PC sub-sampling methods in the literature either employ approaches that do not preserve geometric characteristics (like sharp edges, corners, valleys) pro-actively, or maintain those geometric features without ensuring the overall PC-SR reconstruction quality. Thus, from Fig. 8 \textsuperscript{9} and 10 we observe that the super-resolved models of sub-sampled PC obtained from different methods have distorted surfaces (i.e., red and blue colors) in some valleys or edges. In contrast, in our method, we performed PC sub-sampling while systematically minimizing a global PC-SR reconstruction error metric. As observed, SR reconstruction results of sub-sampled PC using our scheme have well-preserved geometric details compared to existing schemes.

### 8.2 Minimum Eigenvalue Comparisons

As we discussed in Section 3.1, our PC sub-sampling objective is to maximize \( \lambda_{\text{min}}(B) \). We computed \( \lambda_{\text{min}}(B) \) for each PC model for different sub-sampling ratios given sampling matrices \( H \) obtained via our optimization. For comparisons, we computed \( \lambda_{\text{min}}(B) \) given \( H \) obtained via the sub-sampling method in AGBS \cite{26}. Mean \( \lambda_{\text{min}}(B) \) per PC model obtained via both sub-sampling methods is shown in Table 3 as a function of the sub-sampling ratio. As shown in Table 3, \( \lambda_{\text{min}}(B) \) for our optimization is significantly larger than \( \lambda_{\text{min}}(B) \) for AGBS, for different sub-sampling ratios.

### 8.3 Graph Similarity Comparisons

A balanced graph \( G_B \) obtained from our graph balancing algorithm is closer to the original graph \( G \) than \( G_B \) obtained from AGBS \cite{26}. To effectively measure similarity between two graphs, we use two different metrics called relative error (RE) \cite{66} and DELTA CON similarity (DCS) \cite{67}. RE between \( G \) and \( G_B \) is computed \cite{66} as

\[
\text{RE} = \frac{\|L - L_B\|_F}{\|L\|_F},
\]

where \( L \) and \( L_B \) are the Laplacian matrices of the original and balanced graphs, respectively.
where $\| \cdot \|_F$ is the Frobenius norm. Metric DCS computes the pairwise node similarities in $\mathcal{G}$, and compares them with the ones in $\mathcal{G}_B$ as follows (see [67] for more information).

First a similarity matrix $S^{\mathcal{X}}$ is computed for graph $\mathcal{X}$, where $\mathcal{X}$ is either original graph $\mathcal{G}$ or its approximated balance graph $\mathcal{G}_B$: 

$$S^{\mathcal{X}} = [I + \epsilon^2 D^{\mathcal{X}} - \epsilon A^{\mathcal{X}}]^{-1},$$

(29)

where $A^{\mathcal{X}}$ and $D^{\mathcal{X}}$ are adjacency matrix and degree matrix of graph $\mathcal{X}$. $\epsilon > 0$ is a small constant. Then Matusita distance $d_{m}$ between $\mathcal{G}$ and $\mathcal{G}_B$ is calculated as

$$d_{m} = \sqrt{\sum_{i=1}^{3n} \sum_{j=1}^{3n} \left( \sqrt{S_{i,j}^{\mathcal{G}}} - \sqrt{S_{i,j}^{\mathcal{G}_B}} \right)^2}.$$  

(30)

Finally, DCS metric is computed as $\frac{1}{1+d_{m}}$; it takes values between 0 and 1, where the value 1 means the perfect similarity.

As shown in Table 3, a balanced graph $\mathcal{G}_B$ computed using our graph balancing algorithm is closer to the original graph $\mathcal{G}$ than $\mathcal{G}_B$ obtained from AGBS [25], in terms of both RE and DCS metrics.

9 Conclusion

Acquired point clouds tend to be very large in size, which leads to high processing costs. We proposed a fast point cloud subsampling method based on graph sampling, where the objective is to minimize the worst-case super-resolution (SR) reconstruction error via selection of a sampling matrix $H$. We showed that this is equivalent to maximizing the smallest eigenvalue $\lambda_{\min} \leq \frac{1}{\infty} (H^\top H + \mu L)$ efficiently instead in three steps. Interpreting $L$ as a generalized graph Laplacian matrix of an unbalanced signed graph $\mathcal{G}$, we first approximated $\mathcal{G}$ with a balanced graph $\mathcal{G}_B$, resulting in generalized Laplacian $\mathcal{L}_B$. Leveraging on a recent theorem Gershgorin disc perfect alignment (GDPA), we then performed a similarity transform $L'_p = SL_B^{-1}S^{-1}$ where $S = \text{diag}(v_1, v_2, \ldots)$ and $v$ is the first eigenvector of $L_B$, so that $L_p$ has all its Gershgorin disc left-ends aligned at the same value $\lambda_{\min}(L'_p)$. Finally, we applied an eigen-decomposition-free graph sampling algorithm GDAS in roughly linear time to choose 3D points to maximize $\lambda_{\min} \leq \frac{1}{\infty} (H^\top H + \mu L_p)$. Experimental results showed that our PC sub-sampling scheme outperforms competitors, both numerically and visually, in SR reconstruction quality.
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