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ABSTRACT: We study various dynamical aspects of systems possessing a first order phase transition in their phase diagram. We isolate three qualitatively distinct types of theories depending on the structure of instabilities and the nature of the low temperature phase. The non-equilibrium dynamics is modeled by a dual gravitational theory in 3+1 dimension which is coupled to massive scalar field with self interacting potential. By numerically solving the Einstein-matter equations of motion with various initial configurations, we investigate the structure of the final state arising through coalescence of phase domains. We find that static phase domains, even quite narrow are very long lived and we find a phenomenological equation for their lifetime. Within our framework we also analyze moving phase domains and their collision as well as the effects of spinodal instability and dynamical instability on an expanding boost invariant plasma.

KEYWORDS: Black Holes, Gauge-gravity correspondence, Holography and condensed matter physics (AdS/CMT), Holography and quark-gluon plasmas

ArXiv ePrint: 1906.00061
1 Introduction

Although theories with phase transitions were studied since the very early days of the AdS/CFT correspondence [1], their study was largely restricted to the equilibrium setting, where they were identified with an appropriate Hawking-Page transition between two distinct dual holographic spacetimes. Such a formulation made it particularly intriguing to investigate the holographic description of the dynamics of a phase transition occurring in real time. This is not an academic question as the physics of hadronization in heavy
ion collisions is approximately\footnote{Strictly speaking we then have a sharp crossover \cite{4}.} understood as a passage from an expanding and cooling deconfined quark-gluon plasma to a gas of hadrons in the confined phase of QCD.

The question is especially acute, as a passage through a phase transition would involve a form of interpolation between different spacetimes, and it is \textit{a-priori} far from clear whether one can describe such a process within classical gravity alone. Since low and high temperature phases differ by a factor of $N^2$ in free energy having a unified dynamics of such a transition would mean taking into account $1/N^2$ quantum correction. This is possible on the one loop order in certain cases, where it can be shown that quantum corrections wash out the classical order parameter at sufficiently large distances \cite{5, 6}. It would indeed be very interesting to compute quadratic fluctuation determinant in the setup of the present paper. However, full description of a geometry changing transition would require going beyond the one loop approximation, and at the moment it is not known.

Plasma dynamics has been extensively investigated within the AdS/CFT framework, starting from an anisotropic and far-from-equilibrium state, analogous to the one produced in heavy ion collisions. In particular, the evolution of the initial state towards the viscous hydrodynamic regime can be characterized by studying the bulk geometry, and horizon formation process \cite{7-10}. Those studies were done mostly within the conformal theory.

Dynamical effects in context of holographic phase transitions were first investigated by quasinormal modes \cite{11-14}, revealing rich dynamics, ranging from expected spinodal region up to novel dynamical instabilities (found also in \cite{15}). A natural step forward was to aim at non-linear time evolution starting from an unstable configuration and following the dynamics of the system up to the final state composed of domains of different phases \cite{16, 17}. Dynamics of collisions in the presence of phase transitions was studied in ref. \cite{18}, while applicability of second order hydrodynamics in the final, inhomogeneous state was investigated in ref. \cite{19}.

One should point out that holographic theories which exhibit a first order phase transition, may nevertheless significantly differ between themselves in certain relevant respects. In this paper we consider theories which follow three general classes of equations of states (see figure 1), all of which exhibit a first order phase transition. Class A and B are characterized by the fact that both the high and low temperature phase are holographically described by black holes — thus the 1\textsuperscript{st} order phase transition occurs between two different kinds of plasma which can coexist at the transition temperature $T_c$, where the free energies of the two plasmas coincide. They differ in the kind of modes which become unstable in the spinodal phase. Class A exhibits just the standard hydrodynamic instability which occurs for nonzero momenta. This leads to structure formation and spontaneous breaking of translational invariance. This instability, when followed at the nonlinear level, leads to the appearance of domains of the two coexisting phases separated by domain walls. This was numerically demonstrated in \cite{16}. Class B theories exhibit, in addition, a dynamical instability which occurs even for zero momentum in some range of temperatures within the unstable spinoidal phase. The unstable mode here is a nonhydrodynamic quasi-normal mode.
The final class of theories, which we denoted by class C, is physically most interesting. For these theories, black holes exist only up to some minimal temperature, and therefore the low temperature phase has to be of a thermal gas type (which means that the background geometry is just the zero temperature one with Euclidean time compactified). In this case there is no horizon and the low temperature phase is confining (in the sense of the scaling of entropy with $N_0^0$ instead of with $N_2^2$). Here the phase transition is a confinement-deconfinement one and this setup is the most interesting for applications e.g. in heavy ion collisions.

In this paper, we would like to address several open questions concerning the real time dynamics of theories with a 1st order phase transition in the context of the above three classes of theories. In addition, we provide all the details of the setup and numerics which were not presented in the initial short paper [16]. Our gravity setup is a 3 + 1 dimensional gravity minimally coupled to a self-interacting scalar field. Working in even dimensional bulk theory has the technical benefit that there are no logarithmic terms in the near boundary expansion of the bulk fields, which in turn is significantly easier and more stable to implement numerically.

The plan of the paper is as follows. In section 2, we will summarize the key physics questions that we want to address in this paper. In section 3, we start with introducing a general class of holographic models we are interested in this paper. We review the basic features of the homogeneous black hole solutions in three classes of the potential and point out their differences in terms of their equation of states. General frameworks to study the non-equilibrium dynamics of the black holes both at linearized and nonlinearized level are also reviewed in this section. Our results in different setups are presented in sections 4, 5 and 6. Section 4 is devoted to analyzing various aspects of the final states such as the number of distinct phase domains of the coexisting phases. We also analyze quantitatively the life time of a narrow domain and the coalescence of the neighbouring ones. Moving domains along the inhomogeneous direction are investigated in section 5, in which, first we give a velocity to a high-energy domain and then we study the collision of two of them moving towards each other. In section 6, motivated by realistic heavy-ion collisions, we trace out the effects of first order phase transition and dynamical instability on a boost invariant expanding plasma. The potential which exhibits a confinement-deconfinement phase transition is considered in section 7, where we also comment on the numerical difficulties in this case. We conclude the paper by a summary and an outlook. For completeness appendixes A and B respectively contain some technical details of numerical calculation and holographic renormalization [20]. We adopt a general ansatz which can be directly used also for the boost invariant case.

2 Main questions

In [16], we demonstrated within the holographic description, that starting from the unstable branch and adding a small perturbation leads to the formation of domains of the two coexisting phases as expected physically. While the final state has inhomogeneous hori-
zon/energy, it has uniform free energy and Hawking temperature equals to the critical temperature, $T_c$. In the concrete numerical simulations we observed a single domain of the high energy phase and a single one of the low energy phase.

**Question 1. What is the generic final state starting from the spinodal branch? Can we describe collisions and coalescence of phase domains?** It is interesting to ask what would be the final state if one starts from a generic perturbation with several separated maxima. Would one get at the end several domains or, on the other hand, would these domains eventually collide and coalesce to form just two domains. The latter outcome would be preferable (thermodynamically) as it minimizes the number of domain walls which increase the free energy. On the other hand, many domains would lead to interesting black hole solutions. There is also an intermediate possibility where the well separated multiple domains would be metastable and exist for a very long time. We would like to explore numerically which scenario is realized and whether we observe collisions and coalescence of well formed phase domains. We would also like to quantitatively investigate the possible metastability of configurations with multiple phase domains. We find a landscape of final states some of which are metastable with exponentially long lifetime.

**Question 2. What is the impact of a phase transition on boost-invariant expansion?** Boost-invariant evolution is arguably the simplest setup where we can study a physical system spontaneously passing through a phase transition. The plasma system starts off at some high temperature, and then due to boost invariant expansion, the energy density decreases and the system has to pass through the region of phase transitions. It is interesting to verify, whether the instabilities observed in the spinodal phase modify the evolution in a significant way. It turns out that the Bjorken expansion rate is so rapid compared to the characteristic time scale for inhomogeneity formation that all spatial dependence washes out during evolution.

**Question 3. What is the impact of the dynamical instability?** Holographic models of class B, posses an additional nonhydrodynamic unstable mode which appears in some subregion of the spinodal phase. This mode is very characteristic as the instability occurs even for zero momentum, thus leading to an instability even in the homogeneous case. We would like to see what are the differences in the dynamics corresponding to the presence of this mode. We discover that the unstable mode triggers an exponential growth in the one point function of the scalar operator in question with significant oscillatory behaviour.

**Question 4. Can we see the confinement-deconfinement phase transition in real time (holographic) evolution?** The separation of phases between a black hole phase and the thermal gas phase is numerically extremely difficult to observe within a single numerical simulation due to the very different topologies of the two geometries. We adopted here a less ambitious goal and decided to follow numerical evolution within a black
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3 Apart from the locations of the domain walls.

4 Similar physics is very relevant in 3 + 1 dimensions in a cosmological context, see e.g. [21, 22].
hole ansatz and check whether we see a consistent breakdown\(^5\) of the simulation due, e.g., to the possible appearance of regions of high curvature in the numerical domain etc. In principle we could expect that high curvature regions might enhance the expected quantum effects present in the topology changing transition. However, we do not find those and most probably one should incorporate independently a mechanism for bubble nucleation and subsequent evolution analogous to the decay of the Kaluza-Klein vacuum \(^6\). This is, however, beyond the scope of the present paper.

3 Equilibrium and time dependent formulation

In this section we will review the general class of holographic models that we consider in the present paper. We concentrate on 3-dimensional theories with 4-dimensional bulk dual, as in this case we avoid logarithmic terms in the near boundary expansion of the geometry which would severely complicate the numerics.

3.1 Holographic models and equations of state

Following bottom-up approach of refs. \([24–26]\) we use Einstein’s gravity coupled to a real scalar field governed by an action

\[
S = \frac{1}{2\kappa_4^2} \int d^4x\sqrt{g}\left[R - \frac{1}{2} (\partial\phi)^2 - V(\phi)\right],
\]

(3.1)

where \(V(\phi)\) is thus far arbitrary and \(\kappa_4 = \sqrt{8\pi G_4}\).

Since we are interested in asymptotically AdS space-time geometry, the potential needs to have the following small \(\phi\) expansion

\[
V(\phi) \sim -\frac{6}{L^2} + \frac{1}{2} m^2 \phi^2 + O(\phi^4).
\]

(3.2)

Here, \(L\) is the AdS radius, which we set it to one, \(L = 1\), by the freedom of the choice of units. Such a gravity dual corresponds to relevant deformations of the boundary conformal field theory

\[
\mathcal{L} = \mathcal{L}_{\text{CFT}} + \Lambda^{3-\Delta} O_\phi,
\]

(3.3)

where \(\Lambda\) is an energy scale, and \(\Delta\) is a conformal dimension of the operator \(O_\phi\) related to the mass parameter of the scalar field according to holography, \(\Delta(\Delta - 3) = m^2\). We consider \(3/2 \leq \Delta < 3\) which corresponds to relevant deformations of the CFT and respects the Breitenlohner- Freedman bound, \(m^2 \geq -9/4\) \([27, 28]\).

To find the phase structure we solve Einstein’s equations coupled to the scalar field with AdS boundary conditions. It is convenient to use the following coordinate system

\[
ds^2 = e^{2A(r)} \left(-h(r)dt^2 + dz^2\right) - 2e^{A(r)+B(r)}dr dt,
\]

(3.4)

\(^5\)By a consistent breakdown we understand some specific regularities appearing just before the collapse of the numerics.

\(^6\)We thank the Referee for pointing this out.
Physical quantities of the boundary theory are read off from the geometric data in a standard way by means of holographic renormalization [20, 29, 30], while the speed of sound of the system could be computed via either horizon or boundary data as

$$c_s^2 = \frac{d \ln(T)}{d \ln(s)} = \frac{dP}{d\epsilon}.$$  \hspace{1cm} (3.6)

The free energy of the system is just the on-shell value of the action $F = TS_{\text{on-shell}}$. Since we are using minimal terms in holographic renormalization procedure to cancel the divergencies, it is more convenient to use in each branch the relation between free energy, entropy and temperature,

$$F - F_0 = - \int_{T_0}^T s(\tilde{T}) \, d\tilde{T}$$  \hspace{1cm} (3.7)

where $T_0$ corresponds to the black hole with free energy $F_0 = F(T_0)$.\footnote{In all cases we set the thermal gas (solution with vanishing entropy) free energy to zero as a reference point.}

Introducing different potentials for the scalar field may lead to different phase structures. To be more precise let us consider the following parametrization of the scalar self-interaction potential

$$V(\phi) = -6 \cosh(\gamma \phi) + b_2 \phi^2 + b_4 \phi^4,$$  \hspace{1cm} (3.8)

and define three classes of parameter sets leading to different equations of state as summarized in table 1 and in figure 1. In all cases the resulting equations of state exhibit a first order phase transition and the critical temperature $T_c$ for each case can be found by computing the free energy of the black holes and seeking for the solution with lowest free energy at a given temperature. Classes A and B are characterized by the fact that both the high and low temperature phases are holographically described by black holes — thus the 1st order phase transition occurs between two different kinds of plasma, which can coexist at the transition temperature $T_c$, where the free energies of the two plasmas coincide. They
Figure 1. Equations of state for potentials of classes A (top panels), B (middle panels), C (bottom panels). The Bekenstein-Hawking entropy density (left panels) are given by the horizon area and the free energy (middle panels) are computed using the thermodynamic relation of eq. (3.7). In the right panels we show the Hawking temperature as function of horizon scalar field value. Green and blue lines represent respectively high and low temperature stable states, while red segments correspond to unstable regions. In all cases the free energy of thermal gas is set to zero. Note that in A and B classes the thermal gas is not a favourable solution at any temperature and there is no Hawking-Page phase transition.

differ in the kind of modes which become unstable in the spinodal phase, which we will review shortly.

As was already described in the introduction, the physically most interesting class of theories is denoted by class C. As we mentioned, there is a minimum temperature below which black hole solutions do not exist. In other words, the only solution for low temperature is a thermal gas configuration, which is a geometry without event horizon, and exists at any temperature with compactified Euclidean time. While the black hole can resemble the deconfined phase of the dual theory, the thermal gas corresponds to the confined one. Therefore, in this case, the first order phase transition is a confinement-deconfinement one, and this setup is the most interesting for applications e.g. in heavy ion collisions.

3.2 Linear perturbations and stability regions

In order to study the response of the system to small perturbations consider

\[ g_{ab} = g_{ab}^{BH}(r) + h_{ab}(r)e^{ikx-i\omega t}, \quad \Phi = \Phi^{BH}(r) + \phi(r)e^{ikx-i\omega t}, \quad (3.9) \]
where the BH subscript refers to the background metric of the previous subsection. A standard approach is to group linearized functions into gauge invariant objects resulting in a few coupled channels describing various effects [31].

In the sound channel, generically for systems with a first order phase transition there exists a spurious instability, which is characterized by the negative value of the square of the speed of sound. In turn the sound mode has the following dispersion relation

$$\omega \approx \pm i|c_s| k - \frac{i}{2T} \left( \frac{4\eta}{3s} + \frac{\zeta}{s} \right) k^2 = \pm i|c_s| k - i\Gamma_s k^2, \quad (3.10)$$

where $c_s$ is the speed of sound, $k$ is the momentum, $T$ is the Hawking temperature, $s$ is the entropy density, and $\eta, \zeta$ are respectively shear and bulk viscosities. It is easy to see that for small enough $k$ we have $\text{Im} \, \omega > 0$. This mode is only present for a finite range of momenta $0 < k < k_{\text{max}}$ with $k_{\text{max}} = |c_s|/\Gamma_s$. The maximal value of $\omega$ in this range is called the growth rate.

We can return now to our main classes of theories and specify the difference between class A and B. Class A exhibits just the above standard hydrodynamic instability which occurs for nonzero momenta. This leads to structure formation and spontaneous breaking of translational invariance. This instability, when followed at the nonlinear level, leads to the appearance of domains of the two coexisting phases separated by domain walls. This was numerically demonstrated in [16]. Class B theories exhibit, in addition, a dynamical instability which occurs even for zero momentum in some range of temperatures within the unstable spurious phase [11, 15]. The unstable mode here is a nonhydrodynamic quasi-normal mode. This kind of instability is a counterexample to the Gubser-Mitra conjecture [32] much in the spirit of [15, 33]. The reason for dynamical instability is that the stationary state is not uniquely determined by a set of conserved charges, and therefore it is unstable to homogeneous perturbations despite the positive specific heat [33].

The full study of the QNM spectrum for all three classes of potential has been done in refs. [11, 16] for the higher dimensional analogues. In the $\text{AdS}_4/\text{CFT}_3$ case we also find similar behaviour, and as advocated in the previous section, on top of spurious unstable region class B of potentials contains a dynamical instability through a non-hydrodynamic mode.

### 3.3 Time dependent geometries and nonlinear evolution

The most interesting questions concerning real time dynamics of theories with a 1st order phase transition remain in the realm of nonlinear evolution. Similarly to many other studies in numerical holography [34, 35], it is convenient to use the Eddington-Finkelstein coordinate system (EF). Our concrete parametrization of the metric is given by

$$ds^2 = -A dv^2 - \frac{2dvdz}{z^2} - 2Bdvdx + S^2 \left( Gdx^2 + G^{-1}dy^2 \right) \quad (3.11)$$

where $A, B, S, G$ and $\phi$ are functions of $(z,v,x)$, where $v$ is the Eddington-Finkelstein time, and $z$ is the holographic coordinate. On the boundary $z = 0$, the Eddington-Finkelstein time $v$ coincides with the conventional Minkowski time $t$ (or in the boost-invariant case considered later in the paper, with the longitudinal proper time $\tau$). Hence, in all our plots we will use the conventional Minkowski notation $t$ or $\tau$. 

---
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In appendix A, we provide the details on the numerical procedure for carrying out time evolution adopted in the present paper. The initial conditions for the evolution are given by specifying the initial profiles of the functions $S(z, v_0, x)$, $G(z, v_0, x)$ and the leading boundary asymptotics of $B$. See appendix A for the details.

Performing holographic renormalization, we extract the physical observables of interest — the components of the energy-momentum tensor as well as the expectation value of the operator dual to the bulk scalar field. These observables are given through the near boundary expansion of the metric coefficients and the scalar field. We sketch the derivation and provide explicit formulas in appendix B.

4 Universality aspects of the final state

In this section we will study results of time evolution with various perturbations on top of the spinodal regime. These perturbations will trigger the spinodal instabilities and will develop further following fully nonlinear evolution. The focus will be on universality aspects of the final state. In the previous paper [16], we showed that the system undergoes phase separation and two domains of the two coexisting phases (with equal free energy) are formed, separated by domain walls.

A natural question, as indicated in the introduction, is what happens when we have well separated perturbations. Will multiple domains form, or will they eventually coalesce into a single domain of each phase, thus minimizing the number of domain walls? What is the time scale of this dynamics?

In this section, we perform simulations of the same system of class A as in the previous paper, but with larger spatial domains and initial conditions with well separated perturbations. For completeness, we recall the plot of the energy density in figure 2. We will refer to the two phases marked by horizontal lines as the low and high energy phase (which coexist at $T_c$).

4.1 General considerations on phase domain formation

We will now explore a family of initial conditions starting from the unstable spinodal branch perturbed by two bumps localized in two regions of the spatial domain. We expect that
the instabilities seeded by the bumps will grow and develop into several domains of the coexisting phases. The aim is to see whether these multiple domains will persist or whether the domains will coalesce and lead to a final state with just a single domain of each of the two phases.

As initial configuration we start with a static homogeneous black hole solution in unstable branch with $\phi_H = 2$ and we add a perturbation in $S$ function. The detailed shape of perturbing function is

$$
\delta \tilde{S}(z, x) = \tilde{S}_0 z^2 (1-z)^3 \left[ \exp \left( -w_0 \cos \left( k \left( x - \frac{a_B}{2} \right) \right) \right) + \alpha \exp \left( -w_0 \cos \left( k \left( x + \frac{a_B}{2} \right) \right) \right) \right],
$$

where the parameter $\alpha$ determines the asymmetry of the configuration. The $x$ periodicity is $24\pi$ and we set $k = 1/24$. On top of that we choose $\tilde{S}_0 = 0.1$, $w_0 = 5$ and $a_B = 15\pi$.

The above function does not modify the leading terms in the near boundary and in the near horizon expansions, and therefore we just modify the state in the dual field theory. The combination of exponential and the cosine function provide correct overall periodicity, while looking approximately like a localized gaussian. Finally, the shift $a_B$ separates the two maxima of the perturbation.

We performed simulations in the symmetric case $\alpha = +1$, and several cases with increasing asymmetry $\alpha = 0.5, 0.25, 0.1, -1$. The temporal evolution of the energy density is shown in figure 3. The symmetric case ($\alpha = +1$) is visually indistinguishable from the case with the lowest asymmetry ($\alpha = 0.5$) shown in the top left corner.

In all cases we see initially three domains of the high energy phase around $t \sim 50-100$. Two of these merge relatively quickly forming a longer lived state with two domains of each phase. Subsequently in all asymmetric cases, apart from $\alpha = 0.5$, those two domains eventually merge leaving just a single domain of each phase. Note, however, that this process may be very slow (see e.g. $\alpha = 0.25$ in the top right corner). Indeed, one may speculate that this merging could also occur for $\alpha = 0.5$ but at a time scale at least of order of magnitude longer. We extended that simulation beyond $t = 500$ but did not observe any decrease in the distance between the two high energy domains which would have to occur prior to merging. We also checked that perturbing the domain wall did not change the behaviour. Thus the observed meta-stability for well separated domains seems to be quite robust. Of course, for symmetry reasons, in the symmetric case ($\alpha = +1$) we expect this two domain configuration to be the final one.

In figure 4 we show energy density for a time evolution with $\alpha = 0.1$ asymmetry, $a_B = 30\pi$ and $k = 1/48$ in the spatial box of $48\pi$ extent. In this case, at early times, eight narrow bumps of high temperature phase appear and on a short time scale those merge into three larger domains which subsequently form two high temperature domains of different size. We have checked that from $t \sim 500$ up to $t \sim 2000$ no interesting dynamics appear, suggesting that this state is meta stable. We strongly suspect, that if followed to much larger time scales the system could still change the pattern of domains.

---

This seems to occur because the asymmetric component of the perturbation seems to die down already in the initial linear regime before the nonlinear evolution kicks in. For larger asymmetry $\alpha < 0.5$, the asymmetry persists in the nonlinear regime.
Figure 3. Time dependence of energy density for initial perturbations with varying degree of asymmetry. Top row: $\alpha = 0.5$ (left) and $\alpha = 0.25$ (right), bottom row: $\alpha = 0.1$ (left) and $\alpha = -1.0$ (right).

4.2 Quantitative analysis of merging domains

Although the results of the simulations presented above exhibit merging of domains, this can be seen predominantly for filling up quite narrow low energy domains, or as a result of collisions of domains of the high energy phase which are formed independently and which move towards each other and eventually collide. Slightly wider domains tend to persist for a long time, in some cases even throughout the duration of our numerical simulations. In order to quantify the life time of the domains as a function of their width, we constructed a set of initial conditions, where we can tune the width of one of the low energy domains, and have at the same time a static initial configuration.

The construction of these initial configurations (for $\tilde{S}(z, x)$) is sketched in figure 5. We start with the static final state\footnote{The one with $\phi_H = 2.0$ from that paper.} of [16], then we double the period, obtaining a configuration with two equal domains each of the high and low energy phase. Then we construct a new initial configuration by the formulas

$$
\tilde{S}_{\text{deformed}}(z, x) = \tilde{S}(z, g(x)) \quad \tilde{G}_{\text{deformed}}(z, x) = \tilde{G}(z, g(x)) \quad (4.2)
$$
Figure 4. Space and time dependence of energy density for a configuration with $\alpha = 0.1$ displaying eight high temperature domains in the initial evolution.

with the “squashing function” $g(x)$ of the form
\[
g(x) = ax + \beta \tanh(\gamma(x - x_0))
\]
with appropriately chosen parameters. We set the remaining initial condition $b_1(x) = 0$.

We define the width of the domain as the width of the region with energy $\epsilon < 0.5$. The value 0.5 is just chosen for definiteness. In order to quantify the merging time $t_{\text{merge}}$, we measure the time from the beginning of the simulation until the energy throughout the region rises above $\epsilon = 0.5$. We find an exponential dependence of $t_{\text{merge}}$ on the width:
\[
\log(t_{\text{merge}}) = 0.870 + 0.597 \text{ width}
\]
which fits well the results of the simulations as shown in figure 6. The exponentially long lifetime of even moderately wide domains means that the thermodynamically favoured configuration with the smallest possible number of two domain walls (and just a single domain of each phase) may in some cases be never realized in practice. The dominant mechanism for merging of domains is rather their relative motion and subsequent collisions (seen in various stages of figures 3 and 4). We also performed a simulation of the motion and the collision of two fully formed phase domains which we review in the following section.

5 Moving phase domains

In this section we will study the time evolution of a system with phase separation where the high-energy domain moves along the inhomogeneity direction ($x$). We will also comment on the possible application of this scenario to the analysis of a collision of two such domains moving in opposite directions. We will use the same class A potential as in the previous section.
Figure 5. Preparing the initial conditions for $\tilde{S}(z,x)$: the original static final state from [16] at the top, the doubled configuration (bottom left) and the subsequent deformation by the nonlinear $g(x)$ function (4.3) (bottom right).

Figure 6. Merging time as a function of the width of the domain of the low energy phase.
5.1 Motion of a single phase domain

To construct our initial conditions, we start from the final state of the simulation in figure 7, representing a static high energy domain coexisting with a low energy phase. In order to get a moving domain, we modify the static metric functions in that state to have a nonvanishing \( \langle T^t_x \rangle \). Specifically, referring to the redefined functions in eqs. (A.12), (A.14) and (A.15) in appendix A, we add a small constant to \( \tilde{B}(z, x) \) (namely, we replace \( b_1(x) \rightarrow b_1(x) + C \)), while leaving the functions \( \tilde{S}(z, x) \) and \( \tilde{G}(z, x) \) unchanged.

This leads initially to a nonvanishing practically constant (negative) momentum density \( \langle T^t_x \rangle \) throughout the spatial domain. Note, however, that after a short time (see figure 10 right), the momentum density for the low energy phase increases practically to zero, while it remains negative for the high energy phase. Therefore, we obtain a setup of a moving domain of the high energy phase in the background of a static low energy phase. It would be interesting to understand the physical reason for this behaviour. However, this is exactly what we need later for studying collisions of moving domains.

We solve numerically the Einstein-matter equations associated to the geometry in eq. (3.11), with the aforementioned initial conditions. The results for \( C = 0.05 \) yield a slowly moving domain of the high energy phase on top of a static background with low energy density, as shown in figure 8. Thus at 0th order would expect the motion to be linear in \( t \). As the construction was not a Lorentz boost, we may a-priori expect dissipation to occur and observe a gradual slowing down of the high energy domain due to friction from the static low energy phase and thus a deviation from linearity. In order to check this, we analyzed in detail the movement of the high energy phase.

It can be observed that the motion of the domain is approximately a rigid translation along the inhomogeneity direction with constant velocity. However, since during the evo-
Figure 8. Evolution of the energy density profile for the initial state obtained from the final snapshot in figure 7, modified by adding a constant $C = 0.05$ to the function $\tilde{B}(z, x)$.

Solution there is also a slight variation in the energy values of the two phases, the kinematics of the domain has been quantitatively analyzed by following the motion of the points $x_1(t)$ and $x_2(t)$ on the two domain walls, such that $\epsilon(t, x_1, x_2(t)) = (\max_x \epsilon(t, x) + \min_x \epsilon(t, x)) / 2$. By convention, we will denote by $x_1$ the point with increasing energy and by $x_2$ the point with decreasing energy. Our results for moving domains show in figure 9 that, in a good approximation, these extreme points of the domain move with a constant velocity, namely

$$x_{1,2}(t) = (q_{1,2} + r_{1,2}t) \mod 12\pi,$$

with parameters

$$q_1 = 26.409 \pm 0.003 \quad r_1 = 0.087420 \pm 0.000009,$$
$$q_2 = 8.941 \pm 0.002 \quad r_2 = 0.087116 \pm 0.000007.$$

The good quality of the fit can be assessed from the plot in figure 9. This outcome confirms that the domain motion does not perceptively slow down on this time scale and that the distance between domain walls does not change during the evolution. The space-time dependence of the energy density $\epsilon$ and the transferred momentum density $\langle T^t_x \rangle$ is shown in figure 10. Thus, the friction is too small to be observed at these velocities. Unfortunately, we encounter severe numerical difficulties when trying to significantly increase the velocity, so we leave this investigation for the future.

5.2 Collision of two phase domains

The solutions of the Einstein-matter equations for a single moving domain at a given time $t^*$ can be used to construct the initial conditions for two domains, each moving in the opposite direction. In order to represent a system in which a left energy domain translates towards positive values of $x$ and a right one moves in the opposite direction, the amplitude of the $x$ interval has to be doubled to $24\pi$. Hence, the physics of the right energy domain can be obtained from that of the left one by reflection with respect to the $x = 12\pi$ axis: $x \to 24\pi - x$. Upon such coordinate transformation in the line element (3.11), only the metric function $B$ (therefore $\tilde{B}$) switches its sign.
Figure 9. Evolution of the points \( x_1(t) \) (red line), on the domain wall with increasing energy, and \( x_2(t) \) (green line), on the domain wall with decreasing energy, satisfying \( \epsilon(t, x_{1,2}(t)) = (\max_x \epsilon(t, x) + \min_x \epsilon(t, x))/2 \). The blue and black dashed lines represent the linear fits in eq. (5.1), with parameters (5.2) and (5.3), respectively.

Figure 10. Space and time dependence of the energy density \( \epsilon \) (left) and the transferred momentum density \( \langle T^t_x \rangle \) (right). The initial state is obtained from the final snapshot in figure 7, modified by adding the constant \( C = 0.05 \) to the function \( \tilde{B}(z, x) \).

The initial conditions for the counterpropagation of two energy domains can thus be obtained by gluing two single-domain solutions as follows:

\[
\tilde{S}_{2\text{dom}}(z, 0, x) = \tilde{S}_{1\text{dom}}(z, t^*, x)\chi_{[0,12\pi]}(x) + \tilde{S}_{1\text{dom}}(z, t^*, 24\pi - x)\chi_{[12\pi,24\pi]}(x),
\]

\[
\tilde{G}_{2\text{dom}}(z, 0, x) = \tilde{G}_{1\text{dom}}(z, t^*, x)\chi_{[0,12\pi]}(x) + \tilde{G}_{1\text{dom}}(z, t^*, 24\pi - x)\chi_{[12\pi,24\pi]}(x),
\]

\[
\tilde{B}_{2\text{dom}}(z, 0, x) = \left( \tilde{B}_{1\text{dom}}(z, t^*, x) - \tilde{B}_{1\text{dom}}(z, t^*, 12\pi) \right) \chi_{[0,12\pi]}(x)
\]

\[
- \left( \tilde{B}_{1\text{dom}}(z, t^*, 24\pi - x) - \tilde{B}_{1\text{dom}}(z, t^*, 12\pi) \right) \chi_{[12\pi,24\pi]}(x),
\]

where \( \chi_{X}(x) \) is the characteristic function of set \( X \), and the functions \( \tilde{S}_{1\text{dom}}, \tilde{G}_{1\text{dom}}, \tilde{B}_{1\text{dom}} \) on the right hand sides correspond to the solution of a single moving domain at time \( t^* \), with the origin of the \( x \) axis shifted so that their derivatives vanish at \( x = 0, 12\pi \). This
choice is made to avoid cusps in the junction of the two branches. Moreover, to ensure the continuity of $\tilde{B}_{2\text{dom}}$, both branches have been rescaled to obtain the same (vanishing) value at the junction.

To determine our initial conditions as in eqs. (5.4)–(5.6), we consider the evolution at time $t^* = 100$ of a single moving domain, obtained by shifting the static $\tilde{B}$ function of the final state in figure 7 by $C = 0.05$. The results reported in figure 11 show that the two high-energy domains, initially counterpropagating along the $x$ axis, remain stuck to each other after the collision. In the overlap region, the spatial profile of the energy density has a nontrivial height, width and shape evolution, until a steady configuration is reached.

Actually, we have noticed that the numerics becomes unstable as the relative velocity of the two domains is increased. However, the preliminary results show that this analysis is worth further investigations, and the method based on initial conditions (5.4)–(5.6) can represent a promising framework for future research.

6 Boost invariant dynamics

In the previous sections we considered either evolution from the spinodal branch or moving and/or colliding domains at $T_c$. A physically very interesting scenario, motivated by realistic heavy-ion collisions, is boost invariant expansion. Here the plasma starts off in the high temperature phase, expands and cools and eventually the temperature falls below the phase transition temperature. It is thus interesting to study the real time dynamics of such a system.\textsuperscript{10} Here we will use this setup also to investigate systems in which new effects appear: i.e. systems of class B, which possess a new dynamical instability and systems of class C, which exhibit a confinement-deconfinement phase transition and which do not have a low temperature black hole phase. Since in the Bjorken expansion the system is homogeneous in transversal direction this setup provides simple and tractable framework to investigate the appearance of the dynamical instability [15]. In addition, during

\textsuperscript{10}See also some more involved shock wave collisions which were studied in [18, 36].
boost invariant evolution, one starts off in the completely stable phase, and encounters the
dynamical instability mode only later during the expansion and cooling.

Let us adopt a flat Minkowski metric $ds^2 = -dt^2 + dx^2 + d\tilde{y}^2$ and define a coordinate transformation

$$t = \tau \cosh y, \quad \tilde{y} = \tau \sinh y,$$

where $\tau$ is the proper boundary time and $y$ is the rapidity. The inverse transformation has
the following form

$$y = \frac{1}{2} \log \left( \frac{t + \tilde{y}}{t - \tilde{y}} \right), \quad \tau = \sqrt{t^2 - \tilde{y}^2}, \quad ds^2 = -d\tau^2 + dx^2 + \tau^2 dy^2.$$

In the boundary field theory boost invariance is essentially the system’s independence on
rapidity variable. This reflects the intuition that at infinite energy nothing depends on
finite boosts.

The dual geometry admits the following, natural metric ansatz

$$ds^2 = -A dv^2 - \frac{2 dv dz}{z^2} + S^2 \left( G dx^2 + v^2 G^{-1} dy^2 \right) - 2B dv dx$$

where metric functions $A, S, G, B$ and scalar field $\phi$ are functions of radial coordinate $z$, the
EF time $v$ (which reduces to $t$ at $z = 0$) and $x$ which is coordinate transverse to the flow.
When the system is $x$-independent we have a homogeneous boost invariant flow. This is
particularly important, since the potential class $V_B$ has an instability at $k = 0$ which can
be seen in a homogeneous time evolution [15].

In order to see the effects of inhomogeneity in a boost invariant evolution we perturb
the system by adding two contributions to the initial geometry

$$\delta S(z, x) = S_0 z^2 (1 - z)^3 \cos(x/6), \quad b_1(x) = B_0 \sin(x/6),$$

with small amplitudes $S_0$ and $B_0$. Starting point for the evolution is $\tau_0 = 2$. In the
inhomogeneous case the time evolution of one point functions averaged over one spatial
period follows closely the evolution of corresponding homogeneous one-point functions.
Since the apparent horizon boundary condition is imposed in time evolution routine one
may try to understand the behaviour of the evolution in comparison with the black hole
equation of state shown in figure 1. In figure 12 we plot the energy density of the boundary
theory $\varepsilon$ and the density expectation value of the scalar field for class A potential. The
blue horizontal lines correspond to the smallest black hole solutions expected to be related
to the late time solutions and the time evolution for (in)homogenous expansions confirm
this expectation. Note that the average of the energy density in one period along the
x-direction is decreasing in time (as expected) and the 1pt-function of the scalar field is
oscillating around a monotonic function. But surprisingly, they follow the homogenous time
evolution which shows that the inhomogeneous perturbation washes out during the time
evolution and hydrodynamic instabilities don’t enhance the inhomogeneity. In both cases
our codes breakdown in quite late time $\tau_e$ when $\frac{\varepsilon(\tau_e) - \varepsilon(\infty)}{\varepsilon(\tau_0) - \varepsilon(\infty)} > 0.95$. Investigating in our
numerical code and comparing with black hole solutions we learned that the breakdowns
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Figure 12. Comparing the mean value of energy density and expectation value of the scalar field for inhomogenous evolution (green solid line) with the homogenous one (dashed red line) for the class A potential. The blue horizontal lines correspond to the smallest black hole solutions which we expect to be the late time state of the boost invariant expansion.

are due to the low number of grid points along the radial coordinate. If we want to use higher number of grid points we would have to increase the numerical precision of the routine too, which unfortunately is not possible in the Python framework that we are using while keeping acceptable run time performance.

In figure 13 one can see the results for class B potential. As we have emphasized in section 2, the main difference between two potentials is the dynamical instability through the first nonhydro QNMs which does exist even at zero momentum (homogeneous evolution). While the average of the energy density is again monotonically decreasing, as we expect for boost invariant expansion, it is interesting to see the effect of dynamical unstable modes in time evolution of the expectation value of the scalar field in the right panel of figure 13. Interestingly, the behaviour shows an exponential growth followed by an oscillation around the expected final value $\langle O_\phi \rangle|_{(v=\infty)}$. For the same reason we explained in the previous paragraph the numerics breakdown in the late time $\tau > \tau_*$ when more than 90% of the relative energy density is reduced $\frac{\epsilon(\tau_0) - \epsilon(\tau_\ast)}{\epsilon(\tau_0) - \epsilon(\infty)} > 0.9$. Again the average of the 1pt-functions in one period along x-direction follow the homogenous time evolution.

One should note that the energy density is decreasing in both classes shown in left panels in figures 12 and 13, as we expect in boost invariant expansion. On the contrary, the expectation value of the dual operator to the scalar field reveals different behaviour: in class A it approaches the late time solution monotonically, while in class B there is an exponential growth followed by an oscillation with damping amplitude around the late time solution. This means one can distinguish the origin of instability even if the late time solution of a model is known.

7 Theories with a confinement-deconfinement phase transition

In this section we focus on class C potential in table 1 which corresponds to the confinement-deconfinement phase transition. As illustrated in lower panels in figure 1 and in figure 14, there are two branches of homogeneous black hole solutions for temperature higher than $T_{\min} \sim 0.172$. While for lower temperature the only solution to the Einstein equations
Figure 13. Comparing the mean value of energy density and expectation value of the scalar field for inhomogenous evolution (green solid line) with the homogenous one (dashed red line) for the class B potential. Again the blue horizontal lines correspond to the smallest black hole solutions which we expect to be the late time state of the boost invariant expansion.

Figure 14. The energy (left) and expectation value of the dual operator to the scalar field (right) of the dual boundary theory corresponding to the class C potential.

of motion is a thermal gas at given temperature with zero free energy. The transition between thermal gas (confinement phase) and homogeneous black holes (deconfinement phase) occurs at critical temperature $T_c \sim 0.227 > T_{\text{min}}$. Therefore, this is a proper setup to study the confinement-deconfinement phase transition which is a transition between two different phases of matter. But from gravity perspective this is rather a difficult task since the topology of black holes (with a horizon) is completely different than a thermal gas (without a horizon).

At this point we would like to bring up another technical problem. Using spectral Chebyshev method has some limits for this potential. In small black hole branch to find black holes with temperature higher than $T \sim 0.35$ (corresponding to $\phi_H \sim 5$) large number of grid points (more than 120) and high accuracy are needed. Since there are some limits in the Python packages that we use we restrict our self to 80 grid points in radial coordinate. This leads to numerical inaccuracy and breaking down of the code whenever some local value of the scalar field at the horizon goes larger than critical value $\phi_H \sim 5$. On the other hand, the small black with critical temperature $T_c$ corresponds to $\phi_H \simeq 3.185$ which guarantees that we are able to investigate the physics near to the critical temperature.

\footnote{The black holes on stable branch in figure 1 (green line) with $T_{\text{min}} < T < T_c$ correspond to overcooled phase/plasma.}
Although we were not able to study the formation of phase domains in this setup, we investigate the boost invariant expanding plasma under certain circumstances. We impose the apparent horizon boundary condition during the time evolution which forces the plasma to almost follow the equation of state of the static solutions given in the most bottom panel of figure 1 until the plasma enters the numerically unstable regime of the code. Our late time solution is not in a locally stable supercooled state, but rather it is in a small black hole branch, which is unstable with respect to finite momentum hydrodynamic mode excitation. However, as in the preceding boost-invariant simulations, the rate of expansion is too fast for this to have any noticeable impact.

In figure 15 we show the results for homogeneous expansion starting from $\phi_H = 1$ black hole which lives in the large black branch. By comparing figure 14 and 15 one can see the critical temperature corresponds to $\varepsilon(T_c) \approx 0.04$ and $\langle O_\phi(T_c) \rangle \approx -0.43$ in unstable branch. This point is passed around $v \sim 12$ during the expansion and it approaches the black hole with lowest energy density as this is the expected final state of our homogeneous boost invariant expansion.

In particular, we do not see any consistent breakdown (like formation of regions of high curvature etc.) which would indicate a passage in the direction of the stable thermal gas background within classical evolution. One of the goals of this investigation was to check whether this is indeed the case. The conclusion is therefore that one has to model bubble nucleation independently from the classical evolution studied here.

8 Summary and outlook

In this paper we carried out a detailed study of the time evolution of a number of holographic strongly coupled models in 2+1 dimensions undergoing first order phase transition. This type of models was introduced in [24–26] and includes 3+1 dimensional gravity coupled to a scalar field with a given self-interacting potential which specifies the model. In classes A and B the phase transition is between two black holes while the third class C, which is more interesting from boundary point of view, exhibits a transition between a black hole and thermal gas.
The real time dynamics of the boundary theory in strongly coupled regime can be investigated by solving the classical equations of motion in the dual gravity theory for an out of equilibrium initial configuration. We have listed several open questions related to this setup and, in our specific models, we have performed an extensive study of the time evolution of their spinodal instabilities. Our main observations are following.

Firstly, we identified a couple of common features in the final state starting from the spinodal branch in class A potential for various perturbations. We observed a pattern of merging of phase domains. These occurred when the domain in between was either very narrow or the merging happened through collisions. Wider, static phase domains were extremely long lived. Furthermore, we verified that static phase domains have an exponentially long lifetime. Thus the landscape of final states contains a variety of inhomogeneous black holes which, for all practical purposes, have (at least) an exponentially long lifetime.

Unfortunately we could not repeat the same investigation for other classes of theories because of some numerical instabilities appearing in our approach. While the study for class B potential may need more accurate calculation (higher number of grid points which needs stronger computers than normal desktop/laptop that we have used), class C seems to be more challenging due to different topology of the black hole and thermal gas in two phases. Further study of these two models are still open tasks to be done in future.

Secondly, apart from observing the merging of domains within the extended simulation from the small perturbation until the final state, we investigated the possibility of studying directly collisions of fully formed moving phase domains by constructing appropriate initial conditions. This was done by first making a moving domain in one period and then gluing with its mirror image moving in the opposite direction.

Thirdly, we have used the boost invariant setup to learn what would be the effect of spinodal instability on an expanding plasma. To this end we compared the results for homogeneous and inhomogeneous expansions for class A and class B potentials. Our results show that while the non-hydro instability clearly manifests itself in the comparison between two models, the inhomogeneity washes out when the energy density passes the spinodal instability. We also set the same calculation for class C potential with homogeneous expansion. Since in this setup we impose the apparent horizon boundary condition the evolution is effectively following the equation of state of homogeneous black holes, showing no sign of transition to the thermal gas phase.

We close this section by listing some open questions. While the phase transition between a black hole and a thermal gas is physically most interesting, it is the most challenging one as well, and as such needs further studies. One may expect, that purely classical gravity may not suffice in this case. The theories with dynamical (nonhydrodynamic) instability are easier, but still require significantly larger numerical resources. An interesting further avenue of research would be to pursue the study of collisions of moving phase domains in more detail and understanding the difficulties in constructing moving phase domains with higher velocity.

\[12\] For an interesting investigation of the confinement-deconfinement transition and relevant technical difficulties see [37].
While this paper was in the final stages of completion, an interesting work [17] appeared, which shares some similar results with the present paper, but works in the context of a 4+1 dimensional gravity coupled to a self interacting scalar field.
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A Details on the numerical procedure

In this appendix we provide some technical details on the procedure of the numerical evolution for the geometries given by (3.11) and (6.3). The advantage of using the following ansatz in Eddington-Finkelstein coordinates is twofold. Firstly, it encompasses both the standard and the boost-invariant time evolution. Secondly, the resulting numerical calculations are rather stable. The ansatz for the metric is given by

$$\left. ds^2 = -A dv^2 - \frac{2dvdz}{z^2} - 2B dv dx + S^2 \left( G dx^2 + f(v) G^{-1} dy^2 \right), \right\}$$

(A.1)

where $A, B, S, G$ are functions of $z,v,x$ and auxiliary function $f(v) := c_1 + c_2 v^2$ is defined such that for the fixed energy studies $(c_1,c_2) = (1,0)$ and for the boost invariant expansion $(c_1,c_2) = (0,1)$. Note that the coordinates $v,y$ in this ansatz are different in each case.

In general, dealing with the time evolution, we will follow the strategy reviewed in [35] and define

$$d_+ := \partial_v - \frac{z^2 A}{2} \partial_z,$$

(A.2)

The coupled set of Einstein-matter equations read

$$\phi, z - \left( -\frac{(G_z)^2}{G^2} - \frac{8S_z}{z S} - \frac{4S_{zz}}{S} \right)^{\frac{1}{2}} = 0$$

(A.3)

$$B_z + B \left( \frac{2G - z G_z}{z G} \right) + \frac{B}{2} \left( \frac{3(G_z)^2}{G^2} - \frac{4(S_z)^2}{S^2} + \phi, z^2 - \frac{4G_z \left( \frac{1}{z} + \frac{S_z}{S} \right) + 2G_{zz}}{G} \right)$$

$$= R_B(G_S, \phi, B, f)$$

(A.4)

$$(d_+ S_z) + \frac{d_+ SS_z}{S} = R_{d_+ S}(G, S, \phi, B, f)$$

(A.5)

$$(d_+ G_z) + d_+ G \left( \frac{S_z}{S} - \frac{G_z}{G} \right) = R_{d_+ G}(G, S, \phi, B, d_+ S, f)$$

(A.6)

$$d_+ \phi, z + \frac{(d_+ \phi) S_z}{S} = R_{d_+ \phi}(G, S, \phi, B, d_+ S, f)$$

(A.7)
with source terms given in the right hand side of the equations. In the above formulas \( A_z := \partial_z A, \ A_{z^2} := \partial_{z^2} A. \) Motivated by the near boundary solutions and numerical convenience we introduce following re-definitions

\[
\tilde{\phi} := \frac{\phi}{z} = \varphi_1 + \varphi_2 z + O(z^2),
\]

\[
\tilde{S} := z S = 1 + s_1 z + O(z^2),
\]

\[
\tilde{A} := \frac{z^2 A - 1}{z} = 2s_1 - \frac{f}{2f} - \left( \frac{\varphi_1^2}{4} - s_1^2 + 2s_1 + \frac{s_1 f}{2f} + \frac{3f^2}{16f^2} \right) z + a_3 z^2 + O(z^3),
\]

\[
\tilde{G} := \frac{G - 1}{z} = -\frac{f}{2f} + \frac{f(4s_1 f + f)}{8f^2} z + g_3 z^2 + O(z^3),
\]

\[
\tilde{B} := \frac{B + s_1^2}{z} = b_1 + O(z),
\]

\[
\tilde{d}_+ S := z^2 d_+ S = \frac{1}{2} + O(z),
\]

\[
\tilde{d}_+ G := \frac{d_+ G - f/(4f)}{z} = \frac{f^2 - 2f f}{4f^2} + O(z),
\]

\[
\tilde{d}_+ \phi := \frac{d_+ \phi + \varphi_1/2}{z} = -\varphi_2 - \varphi_1 s_1 + \tilde{\phi} + \frac{f}{4f} + O(z),
\]

where \( \tilde{A} := \partial_z \tilde{A}, \ A' := \partial_{z'} \tilde{A}. \) Since we are interested in fixed source value for the scalar field we choose \( \varphi_1 = 1. \) The unknown functions \( s_1, a_3, g_3, b_1 \) and \( \varphi_2 \) are related to the 1-point functions of the dual theory and they can not be fixed by near boundary analysis. Nevertheless, by imposing the asymptotic boundary conditions and the ones at the apparent horizon, and solving the Einstein-matter equations of motion one can find them. The near boundary analysis also shows two extra equations related to the boundary Ward identities,

\[
a_3 = -\frac{s_1 + \varphi_2 - 3b_1'}{2} - \frac{f \left( 3a_3 + 3g_3 + f_2 \right)}{4f} - \frac{s_1 f}{8f^3} \left( 3s_1 f j^2 + 4f^2 j + 3j^3 \right)
\]

\[+ \frac{13f^4}{128f^4} - \frac{3f^2}{32f^2} + \left( \frac{1}{8f} - \frac{j^2}{4f^2} \right) \tilde{f},
\]

\[
b_1 = \frac{a_3 - 3g_3'}{3} + \frac{f}{f} \left( \frac{b_1}{2} + s_1 s_1' + \frac{j s_1'}{4f} \right),
\]

which reflect the Ward identity and energy-momentum conservation which are explicitly driven in next appendix B.
A.1 Numerical routine

In all simulations performed in this paper we follow a generic strategy to solve equations of motion originating in the characteristic formulation reviewed in [35]. We use Chebyshev pseudo spectral discretization along the radial coordinate with the number of grid points between 50 and 100. The plots presented in this paper are with 80 number of grid points. For integration along the spatial field theory direction we use Fourier transformation with large enough number of grid points adjusted for each period. Also to find stable results, we implemented so called sharp low-pass filtering method with keeping the first sixty percent of the Fourier modes at each time step and setting to zero all higher modes.\footnote{For the simulations for the merging domains we employed also Chebyshev filtering as well as filtering the resulting functions every $\Delta t = 0.01$.}

To be specific, the procedure consists of the following steps

1. At $v = v_0$, knowing functions $S, G$ and one boundary condition for the scalar field which is $\tilde{\phi}(0, v, x) = 1$, one can integrate eq. (A.3) to find $\phi(z, v_0, x)$. We are interested in a setup in which the $S$ function of a static solution has been perturbed by

$$\delta \tilde{S}_{\text{pert}} = S_0 e^{\sigma(z-1/2)^2} z^3 (1 - z)^3 \sigma_1(x).$$

Note that this is a perturbation for redefined function $\tilde{S}$ which differs by a factor of $z$ with function $S$ in the original metric ansatz. The initial configuration is given by choosing the values for the parameters $S_0$ and the appropriate function $\sigma_1(x)$ depends on specific questions. Various examples are considered in the remainder of the paper. For boost invariant setup we also modify the near boundary of the $S$ and $G$ functions according to their time dependency.

2. Linearly independent asymptotic solutions of $B$ function in (A.4) behave as $z^{-2}$ and $z^{1}$. The coefficient of the $z^{-2}$ homogeneous solution has to be zero and we just need to fix $b_1(v_0, x)$. We start with

$$b_1(v_0, x) = \sigma_2(x),$$

Again $\sigma_2(x)$ depends on specific questions we are interested in.

3. We can find $\tilde{d}_+ S$ by solving (A.5) with one boundary condition,

$$\tilde{d}_+ S(z_H, v_0, x) = \left[ \frac{1}{2 GS} \left( \frac{z^2 B^2 \partial_z S}{S} + \frac{B \partial_z G}{G} - \partial_x B \right) - \frac{\tilde{f} S}{4 \tilde{f}} \right]_{z = z_H},$$

which comes from the definition for apparent horizon [35].

4. Using (A.6) and one boundary condition, $\tilde{d}_+ G(0, v_0, x) = (f^2 - 2 \tilde{f} \tilde{f})/(4 f^2)$, one can find $\tilde{d}_+ G$.

5. Using (A.7) and one boundary condition, $\tilde{d}_+ \tilde{\phi}(0, v_0, x) = -\varphi_2 - s_1 + \frac{\tilde{f}}{4 \tilde{f}}$, one can find $\tilde{d}_+ \tilde{\phi}$. 

6. To find $\tilde{A}$ we should solve (A.8) with two boundary conditions. The first one is $\tilde{A}(0, v_0, x) = 2s_1 - \frac{i}{2\pi}$ but the second one is related to the stationary horizon condition. Using equations (A.10) and (A.23) one can find the corresponding second order elliptic equation for $\tilde{A}$ at the horizon which can be solved in terms of Fourier modes.

7. By having functions $S, G, \phi, A, d_+ S, d_+ G, d_+ \phi$ and using the definition (A.2) one can go one step forward in time $v = v_0 + \delta v$ and repeat the routine from the first step. For integration in time we use fourth-order Runge-Kutta method for the first three time steps and then we use the fourth order Adams-Bashforth method. Note that to find $b_1(v_0 + \delta v, x)$ in next time step we use the Ward identity (A.20) which is founded from the near boundary expansion of (A.9). So, in this routine we are using all the equations of motion.

B Holographic renormalization

In this section by applying the Hamilton-Jacobi formalism [29] we will find the counterterms and will calculate the boundary energy-momentum tensor. It is more convenient for our propose to use Fefferman-Graham (FG) coordinates,

$$ds^2 = dv^2 + \gamma_{ij} dx^i dx^j.$$  

(B.1)

The divergent part of the counterterm action is

$$S_{ct} = -\frac{1}{\kappa^2} \int_{\partial M} d^3x \sqrt{\gamma} \left( U_0 + U_2 \right),$$  

(B.2)

where $U_i$ has $i$ derivatives. The gravity part of these terms is known [29]. To find the scalar field contribution we need to include terms which are potentially divergent at $U_i$ with proper derivatives and solve the Hamilton-Jacobi equation,

$$R[\gamma] + K + 2 p^2 - \frac{1}{2} \gamma^{ij} \partial_i \phi \partial_j \phi - V(\phi) + 2 \partial_r (U_0 + U_2) = 0,$$  

(B.3)

order by order in derivatives where $K = K_{ij} K^{ij} - K^2$ is the extrinsic curvature contribution. Since the scalar field has asymptotically $e^{-r/L}$ falloff and the action is invariant under $\phi \to -\phi$, the most general Ansatz for zero-derivative order is

$$U_0 = -\frac{2}{L} + \alpha(r) \phi^2.$$  

(B.4)

Keeping only 0-derivative terms and using $K_0 = -\frac{3}{2} L_0^2$ one can find

$$-\frac{3}{2} L_0^2 + 2 p_0^2 - V(\phi) + 2 \partial_r U_0 = 0,$$  

(B.5)

where

$$p_0 = \frac{\partial U_0}{\partial \phi} = 2 \alpha \phi.$$  

(B.6)
By comparing this expansion with the definition
\[ p = \kappa^2 \frac{\partial S}{\partial \phi} = -\frac{1}{2L} \phi + \mathcal{O}(e^{-2r/L}) \] (B.7)
one can see that \( \alpha = -1/(4L) \) and the 0-derivative term is
\[ U_0 = -\frac{2}{L} - \frac{1}{4L} \phi^2. \] (B.8)

At two-derivative order there is no contribution from the scalar field because of the symmetries,
\[ U_2 = -\frac{L}{2} R[\gamma]. \] (B.9)

Using the counterterms and the regularized on-shell action we can obtain the renormalized generating functional
\[ S_{\text{ren}} = \lim_{r \to \infty} S_{\text{reg}} = \lim_{r \to \infty} (S_{\text{on-shell}} + S_{\text{ct}}). \] (B.10)

Our favourite one point functions are given as functional derivatives of the generating functional i.e.
\[ \langle O_\phi \rangle = \lim_{r \to \infty} \frac{e^{\Delta r}}{\sqrt{-\gamma}} \frac{\delta S_{\text{reg}}}{\delta \phi} = \frac{1}{2} \lim_{r \to \infty} e^{\Delta r}(\partial_r \phi + \phi), \] (B.11)
\[ \langle T_{ij} \rangle = 2 \lim_{r \to \infty} \frac{e^r}{\sqrt{-\gamma}} \frac{\delta S_{\text{reg}}}{\delta \gamma_{ij}} \]
\[ = 2 \lim_{r \to \infty} e^r \left[ -\frac{1}{4}(\partial_r \gamma_{ij} - \gamma_{ij} \partial_r \gamma_{kl}) + \frac{1}{2} R_{ij}[\gamma] - \frac{1}{4} \gamma_{ij}(R[\gamma] + 1) - \frac{1}{8} \gamma_{ij} \phi^2 \right], \] (B.12)
from which, after direct evaluation and hiring the coordinate transformation from FG to EF ansatz, one gets
\[ \langle O_\phi \rangle = -\frac{1}{2} (s_1 + \varphi_2) + \frac{\dot{f}}{8f}. \] (B.13)
and the energy-momentum tensor yields the following shape,
\[ \varepsilon := T_{t}^{t} = -a_3 - \frac{1}{2} (s_1 + \varphi_2) + \frac{\dot{f}}{8f}, \] (B.14)
\[ P_x := T_{x}^{x} = \frac{a_3}{2} - \frac{3}{2} \varrho_3 - \frac{\dot{f}}{4f} \left( 3 s_1^2 + \frac{3 s_1 \dot{f}}{2f} + \frac{4 \dot{f}^2 - 13 \dot{f}_t^2 + 32 f \ddot{f}}{16 f^2} \right), \] (B.15)
\[ P_y := T_{y}^{y} = \frac{a_3}{2} + \frac{3}{2} \varrho_3 + \frac{\dot{f}}{4f} \left( 3 s_1^2 + \frac{3 s_1 \dot{f}}{2f} + \frac{4 \dot{f}^2 - 13 \dot{f}_t^2 + 32 f \ddot{f}}{16 f^2} \right), \] (B.16)
\[ T_{x}^{t} = -\frac{3 b_1}{2}. \] (B.17)
in terms of the near boundary data in EF coordinate.
It is straightforward to see the above stress tensor satisfies the known Ward identities,
\[ \nabla_i \langle T^{ij} \rangle = (\partial^i \varphi_1) \langle O_\phi \rangle = 0, \quad \langle T_i^i \rangle = \varphi_1 \langle O_\phi \rangle = \langle O_\phi \rangle. \]  
(B.18)

The second equality in both equations reduce the results in our setup since we are interested in the cases with unit value for the source of the scalar field.
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