M$^3$VSNet: Unsupervised Multi-metric Multi-view Stereo Network
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Abstract—The present MVS methods with deep learning have an impressive performance than traditional MVS methods. However, the learning-based networks need lots of ground-truth 3D training data, which is not always easy to be available. To relieve the expensive costs, we propose an unsupervised normal-aided multi-metric network, named M$^3$VSNet, for multi-view stereo reconstruction without ground-truth 3D training data. Our network puts forward: (a) Pyramid feature aggregation to extract more contextual information; (b) Normal-depth consistency to make estimated depth maps more reasonable and precise in the real 3D world; (c) The multi-metric combination of pixel-wise and feature-wise loss function to learn the inherent constraint from the perspective of perception beyond the pixel value. The abundant experiments prove our M$^3$VSNet state of the arts in the DTU dataset with effective improvement. Without any finetuning, M$^3$VSNet ranks 1$_{st}$ among all unsupervised MVS network on the leaderboard of Tanks & Temples datasets until April 17, 2020. Our codebase is available at https://github.com/whubaichuan/M3VSNet

I. INTRODUCTION

Multi-view stereo (MVS) reconstruction is still a hot topic over the past decade. MVS can be regarded as an extensive process on the basis of structure from motion (SFM) [1] [2]. SFM extracts and matches the feature points from multi-view photos or continuous videos and then reconstructs the sparse point clouds [3] [4]. What’s the difference is that MVS aims to reconstruct the dense point clouds [5]. Big progress has been made in the dense construction with traditional methods through the handcrafted algorithm of similarity (e.g. NCC) and regularization [6] [7] [8] [9] [10]. Though, traditional methods may not work in some scenarios such as textureless, mirror effect, or reflection [5].

To relieve this limitation, deep learning is introduced into MVS [11] [12]. Some outstanding networks, based on convolutional neural network (CNN) and recurrent neural network (RNN), are constructed to infer the information by multi-view stereo correspondences such as MVSNet [13] and R-MVSNet [14]. The features can be learned by the network instead of artificial selection and the inline correspondences can be considered in the forward and backward process, which is proved valid with the constraint of geometric and photometric consistency [15].

The present learning-based MVS methods are very dependent on the ground-truth 3D training data, which is a big hurdle due to the expensive cost for acquiring the training data [16] [13] [17]. One effective solution to that is to construct the unsupervised network without the need for the ground-truth 3D training data [18] [19]. At the same time, deployment and transfer can be easily carried out [20].

The paper introduces a novel method, named M$^3$VSNet, which could infer the depth maps for multi-view stereo without the ground-truth 3D training data. The key insight is derived from that the traditional photometric consistency could be guaranteed based on the correct geometric information [21] [22]. Further, multi-scale information plays a vital role in similarity measurement for textureless regions or no-Lambert surfaces. Previous works such as MVSNet [13] and R-MVSNet [14] extract the feature of only a single layer to construct 3D cost volume, which has been proved to be the important representative for estimated depth [23]. Here, we aggregate multi-scale pyramid features to construct the 3D cost volume with more contextual information. For the loss function of unsupervised methods, previous works [20] [19] [24] pay more attention to the pixel rather than multi-scale features. In view of this, multi-scale feature loss is introduced as a significant supplement. Multi-metric loss including feature-wise loss, which derives from the pre-trained VGG16 network, and pixel-wise loss, can guarantee the understanding in perceptual aspects while the pixel-wise loss focuses on the accuracy of the pixel value. To improve the performance further, normal-depth consistency is introduced to regularize the depth maps in the 3D real space. The regularization will increase the accuracy and precision of depth maps in response to the possible deterioration by multi-scale information.

Our main contributions are summarized as below:

- We propose a novel unsupervised network for multi-view stereo without the ground-truth 3D training data.
- The paper puts forward three methods to deal with textureless regions or no-Lambert surfaces. Multi-metric loss including pixel-wise and feature-wise loss guarantees the understanding in perceptual aspects beyond pixel value. Multi-scale features are extracted to get more contextual information. The normal-depth consistency regularizes the depth maps to be more precise and more reasonable.
- M$^3$VSNet achieves SOTA performance and ranks 1$_{st}$ among all the unsupervised MVS networks on the leaderboard of Tanks & Temples datasets until April 17, 2020.
II. RELATED WORK

A. Traditional MVS

Many traditional methods have been proposed in this field such as voxel-based [25], feature points spread [6], and the fusion of estimated depth maps [26]. The method of voxel-based has to consume many computing resources, whose accuracy depends on the resolution of the voxel [11]. The blank area may suffer from the textureless more serious when feature points diffusion is adopted. The most used method is the fusion of inferred depth maps, which get the depth maps, and then all the depth maps are fused together to output the final point clouds [27]. Many improved insights have been proposed. Neill [27] uses a spatial consistency constraint to remove the outliers from the depth maps. Silvano [9] formulates the patch matches in 3D space and the progress can be massively parallelized and delivered. Johannes [8] estimates the depth and normal maps synchronously, using photometric and geometric priors to refine the image-based depth and normal fusion. Though, the accuracy and completeness can be improved when the problem of the textureless or no-Lambert surfaces can be solved perfectly.

B. Depth estimation

The method of depth maps can decouple the reconstruction into depth estimation and depth fusion. Depth estimation with monocular video and binocular image pair has many similarities with the multi-view stereo here [28]. But there are exactly some differences between them. Monocular video [29] lacks the real scale for the depth actually. Binocular image pairs always rectify the parallel two images [30]. In this case, only the disparity needs to be inferred without considering the intrinsic and extrinsic of the camera. As for multi-view stereo, the input is the arbitrary number of pictures. What’s more, the transformation among these cameras should be taken into consideration as a whole [13]. Other obstacles such as multi-view occlusion and consistency [20] raise the bar for multi-view stereo depth estimation than that of monocular video and binocular image pair.

C. Supervised Learning MVS

Since Yao proposes MVSNet in 2018 [13], many supervised networks based on MVSNet have been put forward. To reduce GPU memory consumption, Yao continues to introduce R-MVSNet with the help of GRU [14]. Gu uses the concept of the cascade to shrink the cost volume [16]. Yi introduced two new self-adaptive view aggregation with pyramid multiscale images to enhance the point clouds in textureless regions [31]. Luo utilizes the plane-sweep volumes with isotropic and anisotropic 3D convolutions to get better results [32]. Yu introduces Fast-MVSNet [17], which firstly gets a sparse cost volume, and then a simple but efficient Gauss-Newton layer can refine the depth maps with great progress inefficiently. In this kind of task, cost volume and 3D regularization are memory consuming and the depth of the true value is derived from heavy labor, which is not fetched easily in other scenarios.

D. Unsupervised Learning in MVS

The unsupervised network utilizes the internal and external constraint to leaning the depth by itself, which relief the complicated and fuzzy artificial markers for ground-truth depth maps. Many works explore unsupervised learning in monocular video and binocular images with photometric and geometric consistency. Reza [24] presents the unsupervised learning method for depth and ego-motion from monocular video. The paper uses the image reconstruction loss, 3D point cloud alignment loss, and additional image-based loss. Similar to unsupervised learning in monocular video and binocular images [33], the losses of MVS are also the photometric and geometric consistency. Dai [20] predicts the depth maps for all views simultaneously in a symmetric way. In the stage, cross-view photometric and geometric consistency can be guaranteed. But this method consumes a lot of GPU memory. Additionally, Tejas [34] proposes an easy network and traditional loss designation but an unsatisfied result. Efforts are worthy to be paid in this direction.

III. M³VSNet

In this section, M³VSNet will be presented in detail. As an unsupervised network, M³VSNet is based on MVSNet [13]. Our proposed network can work in the multi-view stereo reconstruction without the ground-truth 3D training data, which achieves the best performance among all of the unsupervised MVS networks in accuracy and completeness of point clouds. More importantly, the overall performance of M³VSNet can be the same as supervised MVSNet in the same setting.

A. Network Architecture

M³VSNet consists of feature extraction, construction of cost volume, 3D U-Net regularization, normal-depth refine and multi-metric loss. As figure 1 shows, the pyramid feature aggregation with only the finest level is adopted to extract features of the arbitrary number of images. The processes of cost volume, 3D U-Net regularization and initial depth estimation are based on MVSNet, which has been proved effective. Then the initial depth is transferred to the normal domain. In turn, the final depth can be refined with 3D geometric constraint from normal domain to depth domain. Besides, to construct multi-metric loss, another pre-trained network named VGG16 is used to provide the feature-wise constraint. With the traditional pixel-wise constraint, our M³VSNet can estimate the depth and fuse all of the depth into the final point clouds with the highest level in an unsupervised way.

1) Pyramid Feature Aggregation: In MVSNet [13], only the 1/4 feature is adopted (1/4 represents a quarter of the size of the original reference images). The only one feature map is short of contextual information. There are many choices presented in Lin’s work [35]. Featured image pyramid predicts in every different layer and pyramidial feature hierarchy predicts in every hierarchy feature layer. Besides, the feature pyramid network makes the best of contextual information with multiscale upsampling to predicts independently but with the cost of
more memory consumption. In M³VSNet, the network uses the pyramid feature aggregation with only the finest level, which has been proved helpful than a single feature layer [35]. Next, the aggregation for the pyramid feature will be introduced.

Figure 2 shows the aggregation of pyramid feature. For the input \( N \) images, the feature extraction network is constructed to extract the aggregated 1/4 feature. In the process of bottom-up, the stride of 3, 6 and 9 layers are set to 2 to get the four scale features in twelve-layer 2D CNN. Each convolutional layer is followed by the struct of BatchNorm and ReLU. In the process of up-bottom, each level of feature is derived from the concatenate by the upsampling of the higher layer and the feature in the same layer with fewer channels. Especially, the 1/2 feature needs to be downsampling to be aggregated into the final 1/4 feature. To reduce the dimension of the final 1/4 feature, the \( 1 \times 1 \) convolution for each concatenation is adopted. At last, we get the final feature with 32 channels, which is an aggregation of contextual information as much as possible.

2) Cost volume and 3D U-Net regularization: The construction of cost volume is based on the homography warping with the different hypotheses of depth [13]. In fact, more depth sampling or fewer depth intervals will lead to better accuracy. Here \( D = 192 \) is adopted for comparison like the previous two unsupervised methods. Additionally, 3D U-Net regularization can remove the noise by the cost volume, which is the accepted approach for 2D and 3D semantic segmentation. We still use the 3D U-Net in MVSNet, which has simple but effective results. At last, the initial depth is derived from the soft argmin operation with the probability volume after regularization. Construction of cost volume and 3D U-Net regularization occupy the most of memory in the whole network. For unsupervised methods, the paper focus on the loss function.

3) Normal-Depth Consistency: The initial depth mainly relies on the probability of feature matches. The textureless and occlusion will lead to the wrong match. How to refine the depth is a key step that can improve the estimated depth. Different from the refine network to the reference image, M³VSNet uses the normal-depth consistency to refine the initial depth in 3D space [19]. The consistency will make the depth more reasonable and accurate. Normal-depth consistency can be divided into two steps. Firstly, the normal should be calculated by the depth with the orthogonality. Then the refined depth can be inferred by the normal and initial depth.

As figure 3 demonstrates, eight neighbors are selected to refer the normal of central point. Due to the orthogonality, the operation of cross-product can be used. For each central point \( p_i \), the match pairs of neighbors can be recognized as \( p_{ix} \) and \( p_{iy} \).
If the depth $Z_i$ of $p_i$ and the intrinsics of camera $K$ are known, the normal $\tilde{N}_i$ can be calculated as below:

$$P_i = K^{-1}Z_ip_i$$

$$\tilde{N}_i = \frac{P_i}{P_i x \times P_i y}$$

To add the credibility of final normal estimation $N_i$, mean cross-product for eight neighbors can be presented as below:

$$N_i = \frac{1}{8} \sum_{1}^{8} (\tilde{N}_i)$$

\[ \text{Fig. 4. Depth from the normal} \]

The final refined depth can be available when the normal and initial depth are provided. In figure 4, for each pixel $p_i(x_i, y_i)$, the depth of neighbor $p_{\text{neighbor}}$ should be refined. Their corresponding 3D points are $P_i$ and $P_{\text{neighbor}}$. Assuming that the normal of $P_i$ is $N_i(n_x, n_y, n_z)$, the depth of $P_i$ is $Z_i$, the depth of $P_{\text{neighbor}}$ is $Z_{\text{neighbor}}$, we can get the formula $N \perp P_i P_{\text{neighbor}}$, which is apparently reasonable due to the orthogonality and surface consistency in the near field. In summary, the depth of neighbors $Z_{\text{neighbor}}$ can be inferred by the depth and normal of the central point.

$$\begin{pmatrix} n_x \\ n_y \\ n_z \end{pmatrix} = (K^{-1}Z_ip_i - K^{-1}Z_{\text{neighbor}}P_{\text{neighbor}})$$

For the refined depth, eight neighbors are also taken into consideration. The neighbors are used to refine the depth of the central point. Considering the discontinuity of normal in some edge or irregular surface of the real object, the weight $W_i$ for the reference image $I_i$ is introduced to make depth more reasonable. The weight is defined as below:

$$w_i = e^{-\alpha |\nabla I_i|}$$

The weight $W_i$ depends on the gradient between $p_i$ and $p_{\text{neighbor}}$, which means that the bigger gradient represents the less reliability of the refined depth. In view of the eight neighbors, the final refined depth $\tilde{Z}_i$ is a combination of weighted sum of eight different directions.

$$\tilde{Z}_i = \sum_{1}^{8} w_i' Z_{\text{neighbor}}$$

$$w_i' = = \frac{w_i}{\sum_{1}^{8} w_i}$$

The final refined depth is the results of regularization in 3D space. The 3D geometric constraint makes the depth more accurate and reasonable.

B. Multi-metric Loss

Due to the unsupervised method used here, how to design the loss function is more important. In this paper, the multi-metric loss has played a crucial role. Not only the pixel-wise loss function is introduced, but also the feature-wise loss function is designed to face the disadvantages of textureless and to raise the completeness of point clouds.

The key points embodied in pixel-wise and feature-wise loss function are the photometric consistency crossing multi-views [26]. Given the reference image $I_{\text{ref}}$ and source image $I_{\text{src}}$, the corresponding intrinsics $K_{\text{ref}}$ and $K_{\text{src}}$, the extrinsic $T$ from $I_{\text{ref}}$ to $I_{\text{src}}$. For the pixel $p_i(x_i, y_i)$ in $I_{\text{ref}}$, the corresponding pixel $p'_i(x'_i, y'_i)$ in $I_{\text{src}}$ can be calculated as:

$$p'_i = KT(K^{-1}Z_ip_i)$$

The overlapping area, named $I'_{\text{src}}$, from reference image $I_{\text{ref}}$ to source image $I_{\text{src}}$ can be sampling using the bilinear method.

$$I'_{\text{src}} = I_{\text{src}}(p'_i)$$

For the occlusion area, the values of pixel in $I'_{\text{src}}$ are set to zero. Obviously, the mask $M$ can be obtained when the $p_i$ is projected to the external area of $I_{\text{src}}$. Based on the constraint, the multi-metric loss function $L$ of M3VSNet can be formulated as the equation.

$$L = \sum (L_{\text{pixel}} + L_{\text{feature}})$$

1) Pixel-Wise Loss: For the pixel-wise loss, the reference image $I_{\text{ref}}$ is used to be the reference to satisfy the consistency crossing multi-views. There are mainly three parts of loss introduced in this section. First, the photometric loss, which compares the difference of pixel value between $I_{\text{ref}}$ and $I'_{\text{src}}$, is the most used loss. To relieve the influence of lighting changes, the gradient of every pixel is integrated into $L_{\text{photo}}$.

$$L_{\text{photo}} = \frac{1}{m} \sum (|I_{\text{ref}} - I'_{\text{src}}| + |\nabla I_{\text{ref}} - \nabla I'_{\text{src}}|) \cdot M$$

Where $m$ is the sum number of valid points according to the mask $M$.

Second, the structure similarity (SSIM) $L_{\text{SSIM}}$ is set to measure the similarity of $I_{\text{ref}}$ and $I'_{\text{src}}$. The operation $S$ will be 1 when $I_{\text{ref}}$ is the same as $I'_{\text{src}}$. The loss function $L_{\text{SSIM}}$ aims to make it more similar between $I_{\text{ref}}$ and $I'_{\text{src}}$.

$$L_{\text{SSIM}} = \frac{1}{m} \sum 1 - \frac{S(I_{\text{ref}}, I'_{\text{src}})}{2} \cdot M$$
Third, the smooth of final refined depth map $L_{\text{smooth}}$ can make it less steep in the first-order domain and the second-order domain. Where $n$ is the sum number of points in reference image $I_{\text{ref}}$

$$L_{\text{smooth}} = \frac{1}{n} \sum(e^{-\alpha_1|\nabla I_{\text{ref}}|}\nabla Z_i + e^{-\alpha_3|\nabla^2 I_{\text{ref}}|}\nabla^2 Z_i)$$

At last, the pixel-wise loss $L_{\text{pixel}}$ can be illustrated as below:

$$L_{\text{pixel}} = \lambda_1 L_{\text{photo}} + \lambda_2 L_{\text{SSIM}} + \lambda_3 L_{\text{smooth}}$$

2) Feature-Wise Loss: Apart from the pixel-wise loss, the main contribution of $M^3$VSNet is the use of feature-wise loss. For some textureless area, the pixel matching would be wrong, which leads to low precision. But it will be changed with the aid of feature-wise loss. Using more advanced information like high-level semantic information, depth will be well learned even in some textureless regions to some extent.

The final feature-wise loss function is a weighted sum of different scale of features. $L_{F_8}$ corresponds to feature of layer 8 from pre-trained VGG16.

$$L_{\text{feature}} = \beta_1 L_{F_8} + \beta_2 L_{F_{16}} + \beta_3 L_{F_{22}}$$

IV. Experiments

To prove the effectiveness of our proposed $M^3$VSNet, this section mainly conducts lots of experiments. First, we explore the performance of $M^3$VSNet on the DTU dataset including the details of training and testing information. Then the current unsupervised networks in MVS are compared with $M^3$VSNet. In section IV-C, the ablation studies are carried out to find potential improvement with the proposed contributions. At last, we test $M^3$VSNet on different datasets such as Tanks and Temples to study the generalization of our model.

A. Performance on DTU

The DTU dataset is a multi-view stereo set which has 124 different scenes with 49 scans using the robotic arms [36] [37]. By the lighting change, each scan has seven conditions with the pose known. We use the same train-validation-test split as in MVSNet [13] and MVS$^2$ [20]. Furthermore, the scenes: 1, 4, 9, 10, 11, 12, 13, 15, 23, 24, 29, 32, 33, 34, 48, 49, 62, 75, 77, 110, 114, 118 are selected as the test lists.

1) Implementation detail: $M^3$VSNet is the unsupervised network based on Pytorch. In the process of training, the DTU’s training set without the ground-truth depth maps is used, the resolution of whose is the crop version of the original picture. That is 640 × 512.Due to the pyramid feature aggregation, the resolution of the final depth is 160 × 128. The depth ranges are sampled from 425mm to 935mm and the depth sample number is $D = 192$. The models are trained with the batch of size 4 in four Nvdia RTX 2080Ti. By the pattern of data-parallel, each GPU with around 11G available memory could deal with the multi-batch. By using Adam optimizer for 10 epochs, the learning rates are set to 1e-3 for the first epoch and decrease by 0.5 for every two epochs. For the balance of different weights among loss, we set $\alpha_1 = 0.1$, $\lambda_1 = 0.8$, $\lambda_2 = 0.2$, $\lambda_3 = 0.067$. Additionally, $\beta_1 = 0.2$, $\beta_2 = 0.8$, $\beta_3 = 0.4$. During each iteration, one reference image and two source images are used. In the process of testing, the resolution of input images is 1600 × 1200, which needs up to 10.612G GPU memory.

2) Results on DTU: The official metrics [36] are used to evaluate $M^3$VSNet’ performance on the DTU dataset. There are three metrics called accuracy, completion and overall. To prove the effectiveness of the model, we compare our proposed $M^3$VSNet against the three classic traditional methods such as Furu [6], Tola [38] and Colmap [8], and three classic supervised learning methods such as SurfaceNet [11], MVSNet [13] with different depth sample, and the two unsupervised learning methods such as Unsup_MVS [34] and MVS$^2$ [20].

As table I shows, our proposed $M^3$VSNet can outperform the two traditional methods and is so closed to Colmap [8]. As described in MVSNet [13], learning-based methods are
Fig. 6. Qualitative comparison in 3D reconstruction between $\text{M}^3\text{VSNet}$ and supervised or unsupervised MVS methods on the DTU dataset. From left to right: ground truth, MVSNet(D=256) [13], only the pixel-wise constraint, which is similar to unsup\_mvs [34], and our proposed $\text{M}^3\text{VSNet}$.

| Method               | Mean Distance (mm) | Acc. | Comp. | overall |
|----------------------|--------------------|------|-------|---------|
| Furu [6]             | 0.612              | 0.939| 0.775 |         |
| Tola [38]            | 0.343              | 1.190| 0.766 |         |
| Colmap [8]           | 0.400              | 0.664| 0.532 |         |
| SurfaceNet [11]      | 0.450              | 1.043| 0.746 |         |
| MVSNet(D=192)        | 0.444              | 0.741| 0.592 |         |
| MVSNet(D=256)        | 0.396              | 0.527| 0.462 |         |
| Unsup\_MVS [34]      | 0.881              | 1.073| 0.977 |         |
| MVS$^2$ [20]         | 0.760              | 0.515| 0.637 |         |
| $\text{M}^3\text{VSNet}$ (D=192) | **0.636**          | **0.531**| **0.583**|         |

**TABLE 1**

Quantitative results on DTU's evaluation set. Three classical MVS methods, two supervised learning-based MVS methods and two unsupervised methods using the distance metric (lower is better) are listed.

B. Comparison with Unsupervised Methods

There are only two unsupervised methods until now. The first one is unsup\_mvs [34], which is almost the first try in this direction. But it has poor performance where the overall of mean distance is 0.977. The other method published is MVS$^2$ [20]. Although MVS$^2$ can reach to 0.637 in overall of mean distance, it consumes more GPU memory than unsup\_mvs due to three cost volumes and regularization needed to be constructed, which is unaffordable for single Nvida RTX 2080Ti used in $\text{M}^3\text{VSNet}$. To sum up, our proposed unsupervised method achieves the best performance on the mean distance metric.

C. Ablation Study

The section begins to analyze the effect of different modules proposed in $\text{M}^3\text{VSNet}$. There are mainly three contrast experiments carried out. We would explore the role of pyramid feature aggregation, normal-depth consistency and multiametric loss. All experiments focus on only one variable every time.

**Pyramid Feature Aggregation.** The module, which can catch more contextual information among different feature layers, is the enhanced version beyond the single feature map. Considering the expensive costs of cost volume construction and 3D U-Net regularization, we use the feature pyramid aggregation with only the 1/4 scale. As table II shows, this module will decrease the value of acc and comp in the mean distance. To summarize, pyramid feature aggregation will improve 2% in overall.

**Normal-depth consistency.** From an initial depth map to a refined depth map, the module makes the depth map regularized in 3D space, which makes the depth more reasonable.
Depth error is used to evaluate the quality of estimated depth before the reconstructed point clouds. Here we use the percentage of predicted depths within 2mm, 4mm, and 8mm of ground-truth depth maps (Higher is better). From table III, the performance with the aid of normal-depth consistency surpasses the one without the module in the threshold of 2mm, 4mm and 8mm. Further, in the later step of depth fusion, the contrastive point clouds illustrate the outliers around the object would be removed mostly with the help of normal-depth consistency.

| Method                      | Mean Distance (mm) |
|-----------------------------|--------------------|
|                            | Acc.    | Comp.  | overall |
| Without Pyramid Feature     | 0.638   | 0.554  | 0.596   |
| With Pyramid Feature        | 0.636   | 0.531  | 0.583   |

**TABLE II**

PERFORMANCE COMPARISON WHEN WITH AND WITHOUT THE MODULE OF PYRAMID FEATURE AGGREGATION

![Fig. 7. Qualitative comparison in the reconstruction of 3D point clouds with and without normal-depth consistency](image)

**D. Generalization Ability on Tanks & Temples**

To evaluate the generalization ability of our unsupervised network, the intermediate Tanks and Temples dataset, which has high-resolution images of outdoor scenes, is adopted. The models of M³VSNet trained on the DTU dataset is transferred without any finetuning. We use the intermediate scenes with the resolution of 1920 × 1056 and 160 depth intervals because 192 depth intervals will out of memory. What’s more, another core hyperparameter is the photometric threshold in the process of depth fusion. For the same depth maps of whole datasets, the different photometric thresholds will lead to different performances. In other words, the hyperparameter will cause the change of accuracy and completeness. For M³VSNet, the photometric threshold is set to 0.6 and we get the following results. As shown in table V, the ranking is selected from the leaderboard of intermediate T&T. M³VSNet is better than MVS² by the mean score of 8 scenes, which is the best unsupervised MVS network until April 17, 2020. The point clouds are presented in figure 8, which are detailed and reasonable for scenes Family, Francis, Horse, M60, Panther, Playground, Train, Lighthouse. It’s worth noting that M³VSNet can be applied to advanced T&T but the reconstruction is so sparse due to the limitation of GPU memory. It’s a balance between GPU memory consumption and the performance of point clouds.

**V. CONCLUSION**

In this paper, we proposed an unsupervised network for multi-view stereo reconstruction named M³VSNet, which
Table V

| Method  | Mean | Family | Francis | Horse | Lightouse | M60 | Panther | Playground | Train |
|---------|------|--------|---------|--------|-----------|-----|---------|------------|-------|
| M\textsuperscript{3}VSNet | 37.67 | 47.74 | 24.38 | 18.74 | 44.42 | 43.45 | 44.95 | 47.39 | 30.31 |
| MVS\textsuperscript{2} | 37.21 | 47.74 | 21.55 | 19.50 | 44.54 | 44.86 | 46.32 | 43.48 | 29.72 |

Qualitative comparison in 3D point clouds reconstruction on the Tanks and Temples dataset [41] among all the unsupervised methods, which is from the Leaderboard of Intermediate T&T.

Achieves the state of arts in unsupervised MVS networks. With our proposed methods of pyramid feature aggregation, normal-depth consistency and multi-metric loss, M\textsuperscript{3}VSNet can capture contextual and high-level semantic information from the perspective of perception, and make sure the rationality of estimated depth maps in the real 3D world as to make it the best performance on DTU and other MVS datasets among all the unsupervised networks. In the future, more MVS datasets with high precision are desired. Besides, the domain transfer for different datasets can be improved better. Like the prosperity of other works in computer vision with deep learning, multi-task such as semantic, instance segmentation and depth completion can be combined with multi-view stereo reconstruction for the time to come.
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