Implementation K-nearest neighbour for student expertise recommendation system
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Abstract. The ability of students to determine their chosen field of expertise is still subjective, many students choose the field of expertise because their classmates choose the field of expertise not by considering their abilities and interests. This research uses the KNN classification method to determine areas of expertise that are in accordance with student expertise. The KNN method was chosen because it is a method that uses supervised algorithms where the results of new query instances are classified based on the majority of the categories in the KNN whose purpose is to classify test data based on training data. This system was tested using the confusion matrix method and the results were 98.30% of the total student data sample of 30 people.

1. Introduction
Higher education is one of the most important educational institutions to produce professional staff. At the tertiary level a person learns based on a particular field of expertise, so that the output of a college is expected to be able to produce quality human resources in accordance with their field of expertise [1]. Based on this, it is very important for a student to study in accordance with the field of expertise and focus on that field.

However, many students choose areas of expertise with subjective considerations such as just because classmates choose the area of expertise [2]. The problem of selecting a field of expertise arises when the abilities possessed by students are not the same as their interests [3]. To deal with these problems, a system will be built that is able to provide advice on areas of expertise in accordance with student expertise. This system is a computer-based information system that approaches to produce various alternative decisions to assist certain parties in handling problems using data and models [2].

One of the supporting methods suitable for classification is K-Nearest Neighbour (KNN) because this method is a method that uses supervised algorithms where the results of new query instances are classified based on the majority of categories in the KNN whose purpose is to classify test data based on data practice [4].

2. Methodology

2.1. KNN method
K-Nearest Neighbour is a classification algorithm based on analogy, which compares testing data with training data that is close and has similarities with the training data [5]. In Figure 1 is the K-Nearest Neighbour Algorithm flowchart.
2.2. Software development method
The prototype model is one method of software development that is widely used by developers because in addition to being simple, this method can also adjust user requirements in detail in making software. This method is able to offer the best approach in terms of certainty about the efficiency of the algorithm, the ability to adjust from an operating site or the forms that must be done by human-machine interaction [6]. The cycle of this prototype model can be seen in Figure 2:

**Figure 1.** KNN algorithm flowchart.

**Figure 2.** Prototype paradigm [6].
3. Result and discussion
Criteria and weighting values can be seen in Table 1.

| Criteria             | Weight | Weight (%) |
|----------------------|--------|------------|
| GPA                  | 5      | 25         |
| Interest             | 8      | 40         |
| Elective Courses     | 7      | 35         |

Case example if:

Name : Budi
Areas of expertise that are of interest : Computer Systems and Distributed Computing
Subjects of interest : Computer organization & architecture, computer networks, distributed systems
GPA semester 1 - 6 : 3

The manual calculation of the proximity of training data with testing data is in accordance with the proximity formula as follows: in this example the calculation of the case with the first sample.

Proximity to the 1st sample = \[ \sum \frac{(nx*bnx)}{(bnx)} = 0.44 \]

This closeness calculation is repeated as many as 10 existing sample data. And the results of calculations with 10 sample data can be seen in Table 2.

| No | Proximity | Result \((H1+H2+H3)\sum bn\) |
|----|-----------|-------------------------------|
| 1  | Sample 1  | 0.44                          |
| 2  | Sample 2  | 0.875                         |
| 3  | Sample 3  | 0.565                         |
| 4  | Sample 4  | 0.51125                       |
| 5  | Sample 5  | 0.75                          |
| 6  | Sample 6  | 0.675                         |
| 7  | Sample 7  | 0.625                         |
| 8  | Sample 8  | 0.825                         |
| 9  | Sample 9  | 0.74                          |
| 10 | Sample 10 | 0.8                           |

After calculating the closeness as much as 10 times, then look for data with the highest closeness value. In this study using a range of proximity 0 to 1. Then the results taken are sample data that has the highest closeness value. From Table 2, it can be seen that the area of expertise suggested in the case example is the field of expertise that corresponds to the sample 2 with a value of proximity of 0.875.

4. Implementation
In Figure 3 is the implementation of the system interface for the KNN classification page.
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Figure 3. Classification.

On this page students enter the data needed for the KNN classification calculation process which will then be carried out the calculation process and the results will look like in Figure 4.

Figure 4. Classification result.

5. Conclusion
The conclusions that can be drawn from this study are:

- The KNN algorithm can be applied to the application of recommendations in the field of student expertise by applying the calculation of the KNN classification.
- Based on the results of testing 30 samples using confusion matrix, the KNN algorithm on this system has an accuracy of around 98.30%.
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