Evolution of the electron cyclotron drift instability in two-dimensions
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The Electron Cyclotron Drift Instability (ECDI) driven by the electron $E \times B$ drift in partially magnetized plasmas is investigated with highly resolved particle-in-cell simulations. The emphasis is on investigation of the two-dimensional effects involving the parallel dynamics along the magnetic field in a finite length plasma with dielectric walls. It is found that the instability develops as sequence of growing cyclotron harmonics demonstrating complex dynamics of wave breaking and nonlinear interactions especially pronounced in ion density at short wavelengths. The intense but slowly growing mode with a distinct eigen-mode structure along the magnetic field develops at a later nonlinear stage enhancing the tendency toward the long wavelength condensation. The latter mode with a finite wavelength along the magnetic field is identified as the Modified Two-Stream Instability (MTSI). It is shown that the MTSI mode results in strong parallel heating of electrons.
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I. INTRODUCTION

Partially magnetized plasmas immersed in crossed $E \times B$ fields are used in various devices such as Hall thrusters for electric propulsion. Such plasmas are subject to a number of instabilities that affect device operation – and in particular – the level of anomalous transport that is typically found to be orders of magnitude larger than the classical (collisional) transport. The nature of the anomalous transport (mobility) is still poorly understood and has been attributed to several candidate instabilities that may interact with each other to bring about the observed levels of anomalous transport. The electron cyclotron drift instability (ECDI) driven by the electron $E \times B$ drift, and independent of any plasma gradients and collisions, has been recently actively discussed as a possible candidate.1–3

In earlier works,4–7 electron cyclotron instabilities have been studied in relation to turbulent plasma heating by the electric current perpendicular due to the relative electron-ion drift. Electron cyclotron instability driven by ion beams was also identified as a possible source of anomalous resistivity explaining the width of collisionless shock waves, in particular in space conditions; for more recent work and references see Refs. 8–10. In the 2D geometry, for finite values of the wave number $k_z$ along the magnetic field, a new class of unstable modes appear such as the Modified Two-Stream Instability (MTSI).21 For larger values of $k_z$, the unstable mode looks similar to the unmagnetized ion sound.5,20,23

In this paper, using highly resolved particle-in-cell simulations, we study instabilities and transport in the 2D (azimuthal-radial) geometry. Periodic boundary conditions are used in the azimuthal direction, along the $E \times B$ drift. The magnetic field is in the radial direction bound by the dielectric wall boundaries. In the 2D geometry, for finite values of the wave number $k_z$ along the magnetic field, a new class of unstable modes appear such as the Modified Two-Stream Instability (MTSI).21 In this paper, we study the linear and nonlinear evolution of the interacting ECDI and MTSI modes, their saturation and associated turbulent transport for typical conditions of a Hall thruster. Our simulations demonstrate that similar to the 1D case, the instability is driven by nonlinear cyclotron resonance modes that dominate the anomalous transport and that the inverse cascade that was observed in 1D simulations is further enhanced by the long linear wavelength instabilities that occur when finite $k_z$ is allowed. Moderate values of the anomalous electron current (of the order of $\Omega = \omega_{ce}/v_{e,eff} \sim 200$) are obtained in nonlinear stage similar to the 1D case.21 An important new result is strong parallel electron heating due to the modes with a finite $k_z$.

The paper is structured as follows: we discuss the 2D linear regime and the unstable normal modes therein, and show that they appear as expected in fully non-linear simulations in the very early part of the simulation. The
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The electron drift cyclotron instability (ECDI) occurs in partially magnetized \( E \times B \) plasma due to the significant \( E \times B \) flow of electrons with respect to ions. It is convenient to discuss the characteristics of the ECDI with reference to the linear dispersion relation. We consider the electrostatic waves with \( \mathbf{v}_0 = \mathbf{E} \times \mathbf{B} \) streaming of electrons across a uniform magnetic field \( \mathbf{B} \), with unmagnetized ions, in homogeneous plasma. The two-dimensional linear dispersion equation has the form:\(^{23}\)

\[
\epsilon(\omega, \mathbf{k}) = 1 + \epsilon_i(\omega, \mathbf{k}) + \epsilon_e(\omega, \mathbf{k}) = 0, \tag{1}
\]

where \( \epsilon_e \) and \( \epsilon_i \) are the electron and ion susceptibilities

\[
\epsilon_i = -\frac{1}{2k^2\lambda^2_{De}} Z' \left( \frac{\omega}{2kv_i} \right),
\]

\[
\epsilon_e = \frac{1}{k^2\lambda^2_{De}} \left[ 1 + \frac{\omega - \mathbf{k} \cdot \mathbf{v}_0}{\sqrt{2k_v}v_e} \sum_{m=-\infty}^{\infty} e^{-bI_m(b)} \right],
\]

where \( b = k^2\rho_i^2 \), \( \rho_i^2 = v_i^2/\Omega_{ci}^2 \), \( v_{e,i} = T_{e,i}/m_{e,i} \), \( \lambda_{De,i} = \epsilon_0 T_{e,i}/m_{e,i}n_0 q_e^2 \), \( Z(\xi) \) is the plasma dispersion function, \( I_m(x) \) is the modified Bessel function of the 1st kind, \( k \equiv |\mathbf{k}| = \sqrt{k_x^2 + k_y^2} \), \( \mathbf{B} = B_0\hat{\mathbf{z}} \) is the magnetic field in the \( z \)-direction, \( \mathbf{E} = E_0\hat{\mathbf{x}} \) is the external electric field in the \( x \)-direction, so that \( \mathbf{v} = \mathbf{E} \times \mathbf{B}/\mathbf{B}^2 = -v_0\hat{\mathbf{y}} \) is in the \( y \)-direction, \( k_x \) and \( k_y \) are the components of the wave vector along the magnetic field and in the \( \mathbf{E} \times \mathbf{B} \) directions, respectively.

For the geometry of the Hall thruster with a radial magnetic field, we define a few auxiliary quantities that aid in the following discussions: \( k_\theta = \Omega_{ce}/v_0 \), \( k_r = 2\pi n_r/L_r \), \( k_\theta = 2\pi n_\theta/l_\theta \), where \( L_r \) is the extent of the system in the radial (along the magnetic field) direction, \( l_\theta \) is the extent of the system in azimuthal direction so the values of \( k_x \) and \( k_\theta \) characterize the radial and azimuthal wave vectors, respectively, with their corresponding wave numbers \( m_r \) and \( n_\theta \). The local Cartesian coordinates \( y, z \) corresponds to the \( \theta, r \) coordinates of the coaxial Hall thruster. It is important to emphasize however, that while the \( y \)-direction is periodic in our simulations, periodicity is not imposed in the radial direction. The eigenmode structure in radial direction is formed self-consistently by the mode parallel dynamics and by the sheath effects at \( r = 0 \) and \( r = L_r \). The ensuing mode structure will be discussed below.

In the limit of cold ions where \( \omega > kv_i \), the ion response becomes

\[
\epsilon_i = \frac{\omega_{pi}^2}{\omega^2}, \tag{4}
\]

where \( \omega_{pi} = e^2n_0/e\alpha m_i \) is the ion plasma frequency.

In one-dimensional case, \( k_z \to 0 \), \( k = k_y \), the dispersion equation \([1]\) takes the form

\[
\epsilon_e = \frac{1}{k^2\lambda^2_{De}} \left[ 1 - \exp \left( -k^2\rho_i^2 \right) I_0 (k^2\rho_i^2) \right.
\]

\[
-2 (\omega - kv_0)^2 \sum_{m=1}^{\infty} \exp \left( -k^2\rho_i^2 \right) I_m (k^2\rho_i^2) \left( \omega - kv_E \right)^2 - m^2\Omega_{ce}^2 \right].
\]

The form of Eq. \([5]\) emphasizes the role and the interaction of different cyclotron harmonics. Note that there is no resonance for the \( m = 0 \) harmonic, while all higher harmonics with \( m = 1, 2, \ldots \) are resonant at \( (\omega - kv_E)^2 = m^2\Omega_{ce}^2 \). In the cold electrons limit \( T_e \to 0 \), only \( m = 0 \) and \( m = 1 \) harmonics contribute and the dispersion relation reduces to the Buneman magnetized plasma instability driven by the transverse current:\(^{23}\)

\[
1 - \frac{\omega_{pe}^2}{\omega^2} - \frac{\omega_{ci}^2}{(\omega - kv_0)^2 - \Omega_{ce}^2} = 0. \tag{6}
\]

The instability is a result of reactive coupling of the electron (Doppler shifted) upper hybrid mode \( (\omega - kv_0)^2 = \omega_{pe}^2 + \Omega_{ce}^2 \) with the short wavelength ion oscillations \( \omega = \omega_{pi} \). In the long wavelength low frequency limit, \( (\omega, kv_0) < \Omega_{ce} \), equation \([6]\) describes the lower-hybrid modes, \( \omega_{LH}^2 = \Omega_{ce} \Omega_{ce} \). The contribution of higher \( m > 1 \) harmonics (which are absent for \( T_e = 0 \)) grows with electron temperature and has the maximum at shorter wavelengths \( k^2\rho_i^2 \approx 1 \) due to the \( \exp (-k^2\rho_i^2) I_m (k^2\rho_i^2) \) factors. The temperature effects also add dispersion to the lower hybrid modes \( \omega^2 = \Omega_{LH}^2 \left( 1 + k^2\rho_i^2 \right) \), which eventually becomes the high frequency ion sound for \( k^2\rho_i^2 \gg 1 \), \( \omega^2 = \Omega_{LH}^2 k^2\rho_i^2 \approx k^2\rho_i^2 \). In this limit, the contribution of the cyclotron harmonics decreases with \( k_{pe} \): \( \exp (-k^2\rho_i^2) I_m (k^2\rho_i^2) \to 1/(k_{pe}) \), so that the real part of the electron susceptibility becomes

\[
\epsilon_e \approx 1/(k^2\lambda^2_{De}), \tag{7}
\]

and equation \([1]\) produces the ion sound mode

\[
\omega^2 = k^2\rho_i^2/(1 + k^2\lambda^2_{De}). \tag{8}
\]
The imaginary part in $\epsilon$, (neglected so far) originate in the series of cyclotron resonances. In the limit $k^2 \rho_i^2 \gg 1$, the infinite series of the cyclotron resonances can be summed resulting to the imaginary contribution equivalent to the pole contribution $1/(\omega - k_0 v)$ as for the case of unmagnetized electrons. Thus, even for strictly perpendicular propagation, in the $k^2 \rho_i^2 \gg 1$ limit, one has the ion sound instability as in the unmagnetized plasma case. This case is directly related to the resolution of the Landau-Bernstein paradox: the sequence of Bernstein modes which are undamped in magnetized plasma result in collisionless Landau damping when $B \to 0$.

Another kind of the instability occurs near the resonances $(\omega - k v_F)^2 \simeq m^2 \Omega_{ce}^2$. This is a strong (fluid) reactive instability due to coupling of the ion and electron modes, facilitated by the Doppler shift. For cold electrons, only the $m = 1$ exists, resulting to the Buneman instability described by Eq. (6). For finite $T_e$, all higher modes with $m > 1$ are present. In our previous work, it was shown that in 1D case a set of modes with higher $m$ are excited, but eventually, via the linear (due to electron heating) and nonlinear effects, a dominant $m = 1$ strongly coherent cnoidal type wave appears. The cyclotron resonance nature of the mode, defined by the condition $\omega < k_F v_0 \simeq \omega_{ce}$, extends far into the nonlinear stage. Similar result were also obtained in other simulations relevant to space plasma conditions.

In two-dimensional case where plasma motion along the magnetic field is present, new regimes become possible due to finite values of the $k_z$. There have been a number of studies of the full linear dispersion equation with (2) and (3), for example see Refs. [5, 20, 23] and [24]. One of the results of these studies is that for sufficiently large values of the parallel wave vector $k_z$, the solution of the dispersion relation (1) produces the mode which is close to the ion sound instability in unmagnetized plasma driven by the electron beam with $v_0$ velocity.

The general behavior of the growth rate of the instability is shown for several values of the $k_z$ parameter in Fig. 1 as a function of the azimuthal wave vector $k_y$. We solve the dispersion relation numerically in Python using the technique described in Ref. [24] where the solution is obtained through fixed point iteration using the relative error as a stopping condition. We use the convergence condition that $|1 - \omega_{n+1}/\omega_n| < 10^{-6}$ for $n \geq 15$. The SciPy Faddeeva function is used for numerical accuracy of the plasma dispersion function for a wide range of arguments. We show the first four roots obtained in the $(k_z, k_y)$ phase plane in figure 2 for a 10 eV Xenon plasma with $n_e = 10^{17} \text{ m}^{-3}$ and $B_0 = 0.02 \text{ T}$, which are the typical Hall thruster parameters. The plasma with these parameter is also chosen as the initial state of our simulations. The same code is used for solving the dispersion relation in a simple case $T_e \to 0$, as was done for $k_z \to 0$, where the limit of the full dispersion relation is shown for $k_z \lambda_{De} = 0.005$.

For small values of the $k_z$ one can see in Fig. 1 the fluid type reactive instability peaks near the resonant values of $k_y = nk_0$. For larger values of $k_z$, the fluid resonance is broadened by the thermal effects and for $k_z v_T \geq \omega$, the resonance becomes kinetic, resulting in the smooth curve corresponding to the kinetic resonance instability of the ion sound in unmagnetized plasma.

The regimes for different values of $k_z$ can be seen from the dispersion equation (1). In the limit $k_z \to 0$, $\xi_m \to 1$, and using $Z(\xi_m) \to -1/\xi_m$, the terms involving plasma dispersion functions result in cyclotron resonances:

$$\frac{\omega - \mathbf{k} \cdot \mathbf{v}_0}{\sqrt{2 k_z v_e}} Z(\xi_m) \to -1 - \frac{\omega - \mathbf{k} \cdot \mathbf{v}_0}{\omega - \mathbf{k} \cdot \mathbf{v}_0 + m \Omega_{ce}},$$

$$\xi_m = \frac{\omega - \mathbf{k} \cdot \mathbf{v}_0 + m \Omega_{ce}}{\sqrt{2 k_z v_e}}. \quad (9)$$

This is the regime of the fluid (reactive) instability due to coupling of the ion sound and ion modes which occurs for cold plasma (and in the limit of $k_z \to 0$).
The thermal broadening of the resonance and the transition to the kinetic ion sound instability can be clearly seen in the example when only $m = 0$ is retained in the sum $[3]$

$$1 - \frac{\omega^2}{\omega_0^2} + \frac{1}{k^2 \lambda_D^2} \left[ 1 + \frac{\omega - \mathbf{k} \cdot \mathbf{v}_e}{\sqrt{2}k_z v_e} e^{-k \cdot \mathbf{r}} \right] \frac{\omega - \mathbf{k} \cdot \mathbf{v}_e}{\sqrt{2}k_z v_e} Z \left( \frac{\omega - \mathbf{k} \cdot \mathbf{v}_e}{\sqrt{2}k_z v_e} \right) = 0$$

(11)

The first three terms in this expression describe the ion sound mode $[3]$. Considering the last term as a small perturbation in Eq. (11) one gets the so-called modified ion sound instability $[2]$. Similar resonance broadening occurs for higher $m$ resonances, so that the resonant fluid type instability ($k_z \rightarrow 0$) is replaced by the kinetically driven mode for a finite $k_z$. This behaviour is illustrated in Figs. 1 and 2 where the mode frequencies and growth rates are calculated retaining only individual terms with different $m$ of the Bessel function series (lower panel) and partial sum up to the $m, s$ order (upper panel). Note that the real part of the mode frequency for individual $m$ and partial sum $m$ modes always remain close to the ion sound mode frequency from Eq. (8) see Fig. 3. For sufficiently large $k_z$, the summation of several components in the Bessel series illustrates the transition to unmagnetized ion-sound instability, as shown in Fig. 4 where the solutions of the partial sum converge to the unmagnetized curve as terms are added.

The above discussion remains silent on one important feature of the instability with finite $k_z$: namely on the regime of the Modified-Two-Stream Instability $[2]$. It is instructive to follow its nature starting from the electron response in the form of Eq. (7) which together with Eq. (4) results in the ion sound mode. Electron susceptibility in the form of Eq. (7) is equivalent to the Boltzmann response for the perturbed electron density

$$\tilde{n}_e = \frac{e \phi}{T_e} n_0.$$  

(12)

This expression follows from the parallel electron balance in neglect of the electron inertia

$$0 = e n \nabla \cdot \tilde{\phi} - T_e \nabla \cdot \tilde{n}.$$  

(13)

The electron inertia however can be neglected in the parallel momentum balance only when the condition $\omega < k_z v_e$ is satisfied. In presence of the strong transverse electron flow $v_0$, apparent mode frequency has to be modified due to the Doppler shift: $\omega \rightarrow \omega - k_y v_0$. When the condition $\omega - k_y v_0 < k_z v_e$ is violated, the electron inertia terms have to be included. In this case, the electron continuity and momentum balance equations

$$-i (\omega - k_y v_0) \tilde{n} + i k_z n_0 v_\parallel = 0,$$  

(14)

$$-i m_e (\omega - k_y v_0) v_\parallel = i e k_z \tilde{\phi},$$  

(15)

result in the electron density response in the form

$$n_e = -\frac{e k_z^2 \tilde{\phi}}{m_e (\omega - k_y v_0)^2}.$$  

(16)

Note that when $(\omega - k_y v_0) \approx k_z v_e$, the assumption of the isothermal electrons becomes invalid, and the only consistent approximation in the fluid theory is to assume $T_e = 0$, so the pressure term in (15) was omitted. The effect of the electron parallel motion is typically considered in the context of the Modified-Two-Stream instability described by the equation $[20]$

$$1 - \frac{\omega_{pe}^2}{\omega^2} = \frac{\omega_{pe}^2 k_z^2}{(\omega - k_y v_0)^2 k_z^2} + \frac{\omega_{pe}^2 k_y^2}{\Omega_{ce}^2 k_z^2} = 0.$$  

(17)
In this equation, the third term corresponds to the electron density perturbation from Eq. [10] and the last term is due to the electron inertial perpendicular current. It is worth noting that the equation [17] is not fully consistent. The second term in this equation is obtained under ordering \((\omega - k_y v_0) \approx k_z v_e\), while the last term is obtained with the low frequency approximation \((\omega - k_y v_0) \ll \Omega_{ce}\). The latter may not be satisfied for some applications such as Hall thrusters. A more accurate dispersion equation is obtained from Eqs. [1] and [3] by taking a rigorous limit \(T_e \to 0\) which yields the relation

\[
1 - \frac{\omega_{pe}^2}{\omega^2} - \frac{\omega_{pe}^2 k_z^2}{(\omega - k_y v_0)^2} - \frac{\omega_{pe}^2 k_y^2}{((\omega - k_y v_0)^2 - \Omega_{ce}^2) k^2} = 0,
\]

(18)

which includes both the modified two-stream instability and the upper hybrid Buneman instability. In the following we will call this case the Modified Buneman Two-Stream Instability (MBTSI).

The MBTSI regime is of particular importance as a finite value of \(k_z\) results in the long wavelength instability at small \(k_y/k_0 \ll 1\), well below the cyclotron resonances with \(k_y \approx nk_0\). This long wavelength mode, the leftmost peak in Fig. 1 also shown in Fig. 3, has a small growth rate, but as discussed in Section IV, turns out to be important in the nonlinear saturation regime enhancing the tendency toward long wavelength condensation.

In our 2D simulations it is observed generally that up to non-linear regime the instability grows uniformly everywhere, with \(k_z \approx 0\), and only after non-linear regime is reached does the wave like structure develops in the parallel direction. This is possible to understand from the linear relation – growth rates increase monotonically towards \(k_z \to 0\).

**FIG. 5.** Close-up of the modified two-stream instability (MTSI) growth rate \(\gamma/\omega_{pe}\) given as a function of \(\sin(\alpha) = k_z/k_0\) and \(k_0/k_0\).

**FIG. 6.** Growth rate and frequency for ECDI instabilities for \(k_z \Lambda_{De} = 0.005\) at \(T_e = 10\ eV\). Growth rates as obtained from the 2D simulation (Fig. 5) are indicated by the symbols. Note the existence of the MTSI below the first cyclotron resonance. Refer to Table I for the values.

Generally in the literature the ECDI instability was considered\(^{20}\) for typical values of the parallel wave length of \(k_z \Lambda_{De} \approx 0.01 - 0.09\) corresponding to a parallel wave length of \(\lambda = 7.4 - 0.8\ \text{cm}\), for typical Hall-effect thruster parameters. It could be misleading, however, to estimate \(k_z\) and relevant dynamic regimes of the ECDI based on full wave lengths in a Hall-effect thruster gap. It has been noted earlier\(^{23-25}\) that in a bounded plasma the sheath effects allow the wavelength along the magnetic field to be much longer than follows from the geometrical constraint \(k_z = 2\pi/\Lambda_{De}\). We used this value for calculations of the linear growth rates in Figs. 3 and 6.

**III. EVOLUTION AND SATURATION OF THE CYCLOTRON HARMONICS OF ECDI AND MTSI MODES**

Chronologically, the evolution of the simulations goes as follows (see figures 7 and 8). First, in the linear-like stage the fastest growing modes – the ECDI with \(m=3-5\) – grow and introduce some heating to the electrons primarily in the perpendicular direction. Due to heating and nonlinearities the lowest \(m = 1\) resonance becomes the ECDI mode with the largest energy content,
Evolution of the ECDI in 2D

Even though it is the slowest growing mode, the resonance condition $k_\theta = m\omega_{ce}/v_0$ gives with our choice of $l_\theta = 13.45 \text{ mm}$ $n_\theta = m \cdot 7.534$, but due to kinetic effects the maximum growth rates are found at higher values of $n_\theta$. It is observed consistently with the linear dispersion relation that the maximum growth rates for the $m$ cyclotron resonances correspond to $n_\theta (m = 1, 2, 3...) = \{10, 17, 24, 31,...\}$ as ECDI modes. For higher resonances the up-shift in $k_\theta$ is lower, diminishing the gap between maximum growth rates of $m$-resonances to $\Delta n_\theta = 7$. The mode amplitudes are shown in Fig. 6 and growth rates are given in Table I. As can be also seen from Fig. 6, these locations are very close to the maximum growth rates obtained from the linear dispersion relation. After the $m = 1$ and $m = 2$ modes saturate, the MTSI mode starts growing, suggesting non-linear feedback between the modes. During the growth of the MTSI, mode competition between $m = 1$ and $m = 2$ ECDI modes is observed. The MTSI mode grows, heating the electrons predominantly in the parallel direction due to the parallel electric field. Heating in parallel direction results in enhanced losses to the sheath and saturation of the MTSI. The ECDI modes stay at their saturated level that was established earlier, but after the saturation of the MTSI the $m = 1&2$ grow by 5-10 %, while $m = 3&4$ lose energy correspondingly. At this stage, we observe the saturation of the anomalous axial current, as shown in Fig. 16.

Linear growth rates may be determined directly from simulation data when the runs are performed with good enough resolution. The procedure for finding the linear growth rates from the spectrogram of a simulation is outlined in Appendix A. The linear and early non-linear stage of the evolution of individual mode resonances is shown in figure 8, where we also provide the values for normalized wave number from the linear fits that can be made to the modes. The values obtained from simulations are given in table I and also plotted for the comparison with the linear dispersion relation solutions in figure 6. As can be seen, the growth rates are of the right magnitude, although depressed due to the short time of growth available for fitting. The MTSI mode (first peak) is well represented, though, showing the importance of good statistics. The MTSI peak is well represented because it grows to a higher amplitude, giving a larger range for least-squares fitting. This explains why the ECDI growth rates are generally slightly underestimated by the 2D simulations; the mode energy for the ECDI modes has only four periods of growth (before nonlinear stage), whereas the MTSI has more than ten periods for fitting (see Fig. 6). Part of the ECDI growth curve is affected by early nonlinear saturation processes, decreasing the apparent growth rate.

To emphasize this point, we ran a case for $T_e \approx 0$ with the 2D code, and a case with 1D code with very good statistics (Fig. 8) that gives a very good value for both the growth rate and frequency of the Modified Buneman Two-Stream instability (equation 18).

A curious feature of the ECDI/MTSI energy in Fig. 8 is how the growth of the MTSI commences only after the ECDI modes have saturated, and how the energy of the ECDI modes remains relatively constant while the MTSI is growing. This emphasizes that the modes are not in fact independent, but are nonlinearly coupled instead. It is observed that in the sheath-bounded radial direction the mode assumes a half-wave pattern with $n_r = 1/2$, whereas in the azimuthal (periodic) direction the mode is a full wave with $n_\theta = 1$. If we use this observation to prescribe $k_z = k_r = \pi/L_r$, we get Fig. 6 from the dispersion relation, and our MTSI peak aligns well with the peak of the MTSI in $k_\theta = k_\phi$, and the fit to ECDI modes with $n_\theta = \{10, 17, 24, 31,...\}$ is also satisfactory.

There are 3D simulations that indicate the existence of long-wavelength modes very similar to those found in...
IV. NONLINEAR FEATURES, SATURATION AND ANOMALOUS CURRENT

In a partially magnetized plasma driven with the $E \times B$ flow, there exists significant relative flow between electrons and ions, which causes the electron drift cyclotron instability (ECDI) to destabilize. The cyclotron resonances drive the strongly coherent cnoidal type waves which are limited by saturation through ion dynamics. While the waves retain their cyclotron resonance characteristics far into the simulation even with significant electron heating and nonlinear interactions between modes. In a 1D system (linearly stable) long wavelength components were observed due to nonlinear cascades, but in 2D the dispersion relation admits a long wavelength instability, the modified two-stream instability (MTSI, the first peak at low $k_y$ in Fig. 1). The latter mode modifies the nonlinear dynamics compared to the 1D case, resulting in significantly faster evolution of the long wavelength components, and a lower energy content in the ECDI modes.

After the early nonlinear stage, the convective nonlinearity compresses/expands the ECDI in the hills/troughs of the now-dominant MTSI mode (figure 10), causing jet-like injection to the sheath from the compressed maxima with accompanying faster decay of the plasma profile (see Fig. 7). Transient large fluctuations in the electron density predominantly in the parallel direction are observed to originate from the sheath at this stage, which likely act as a relaxation mechanism. At this stage (around 1 µs into the simulation) the linear mode characteristics become a poor descriptor of the system: electron density fluctuations do not significantly increase, but ion density fluctuations grow (see figures 9[11] and group velocity of the wave packet increases significantly. Feedback between the ECDI- and MTSI-scale modes is apparent, with expansion and compression of the wave crests as the wave packet progresses.

![Diagram](image.png)

**FIG. 8.** Linear growth and nonlinear saturation of the cyclotron and MTSI modes. Linear growth rates obtained from the same simulation using least-squares fitting. The values of the growth rates for each mode (labeled by their $k$ values) are given in Table I.

| Symbol | $n_y$ | $k/k_0$ | $\gamma/\omega_{pi}$ |
|--------|-------|---------|----------------------|
| ▲      | 1     | 0.1325  | 0.9957               |
| ▪      | 10    | 1.3248  | 0.7133               |
| ▼      | 17    | 2.2521  | 0.7620               |
| ●      | 24    | 3.1794  | 1.2568               |
| ■      | 31    | 4.1068  | 1.1628               |

**TABLE I.** The wavelength and growth rate of unstable modes observed in the linear stage simulations as shown in Figs. 5 and 6
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**FIG. 9.** Ion and electron density fluctuation levels over the whole simulation volume; standard deviation and maximum.
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**FIG. 10.** Stages of the nonlinear development of the ion density fluctuations at four time slices. Large scale mode is formed, the wave crest compressing the EC waves, merging of the peaks with shift to lower $k$ and reshaping of the wave packet to a more triangular form. Plots are from $r = 5$ mm.
A. Heating of $T_\parallel$ due to MTSI

A new feature with respect to our earlier 1D simulations is the rapid parallel heating in the 2D simulations, observed to occur in the same pattern as the MTSI mode. It is well-known that the MTSI is an effective heating mechanism for electrons along the magnetic field and the heating is the likely saturation mechanism for the MTSI, as larger parallel temperature will induce large losses of high energy electrons into the sheath.

After saturation of parallel temperature $T_{e\parallel}$, electron heating in the perpendicular direction catches up to parallel heating (which has saturated through sheath losses), after which the state of strong turbulence is reached (see Fig. 12). Even in this stage, the ECDI mode structure is prominent in density spectra, and is clearly affected into a “wave street” (radially alternating maxima and minima) characteristic to the MTSI mode, although the large scale structure is less apparent. These features are unchanged in simulations with half time-step, ruling out the possibility of numerical heating. The heating profile is shown in Fig. 13, clearly indicating the MTSI mode as the cause of parallel heating (and to a lesser degree, perpendicular). The growth of the MTSI mode terminates when the $T_{e\parallel}$ growth terminates in Fig. 8.

B. Spectral features and cascade

An important feature of the nonlinear dynamics observed in our 2D simulation is the difference in the behavior of the ion and electron density. After heating, electron fluctuations become fairly uninteresting (and low-amplitude), but the ion density exhibits a wealth of non-
linear phenomena. This difference is especially apparent in the short wavelength \( k_y \lambda_{De} < 1 \) part of the spectrum. The ECDI still remains the dominant mode of energy injection into the short wavelength ion-sound fluctuations, whose frequency approach \( \omega_{pi} \) in this limit, but strongly modified by signatures of nonlinear wave breaking \( 37 \) due to ion dynamics. In the strong turbulence state, the ion density fluctuations in the azimuthal direction become cnoidal-like, and are lead by a wave with a very sharp peak of positive amplitude, after which a train of crests of decreasing amplitude follow. As apparent from figure \( 11 \) where a radial section of the plasma at 5 mm is shown, the crests do not propagate as much as exchange energy through elastic-like collisions (akin to soliton collisions), so the amplitude maximum travels at a higher speed than the individual crests do, as may be the case for envelope solitons \( 38 \). Similar features were observed in 1D simulations as well, although realized after a significantly longer time of simulation.

Similar to 1D case \( 21 \) we also observe inverse energy cascade toward the longer wavelength. The general observation of 2D simulations as compared to similar 1D cases is that in 2D the saturation and nonlinear stage is reached much more quickly due to the presence of the linearly unstable long wavelength MTSI mode. A salient feature observed in figure \( 8 \) is that the MTSI becomes active once the cyclotron modes have saturated, and the cyclotron modes respond to the saturation of the MTSI by resuming growth. This enhances the modal nonlinear coupling through a faster linear response. The ion density \( k_\theta \) spectrum at \( r = 1.35 \) cm, shown in figure \( 14 \) clearly demonstrates the progression towards lower-\( k \) modes through inverse cascade, and emergence of the turbulent spectrum soon after the MTSI mode saturates.

Particular feature of interest is the long wavelength modulation of the modes in the \( k_\perp \) direction; in 1D simulations these were interpreted to be due to non-linear interaction of the EC waves, but in 2D there exists another root in the low-\( k_\perp \) region for the MTSI. In 1D this process coincided with the generation of low-\( k \) components in the anomalous current, and subsequent growth of net current. For the anomalous current, a similar spectrum may be obtained (figure \( 15 \) illustrating the initial cascade towards low-\( k \) during the saturation of the EC modes.

\[ \text{C. Evolution of anomalous current} \]

While the inverse cascade is particularly apparent in the spectrum of the anomalous current (Fig. \( 15 \), a salient feature of the spectrum is the dominance of the \( n_\theta = 1 \) mode that corresponds to the MTSI scale length. The mode also has the same radial envelope as the current profile (Fig. \( 17 \).

The spatial structure of the anomalous current in 2D has some special features which are not possible in 1D simulations. The net axial current is associated with the \( k_\theta = 0 \) component, which is plotted in figure \( 16 \) as a function of time. Like in the 1D simulations, we observe that the anomalous current experiences an overshoot in the saturation stage, and settles down to a much lower level. The anomalous current spectrum is dominated by low-\( k \) modes, particularly by the lowest mode available to

\[ \text{FIG. 14. Evolution of the azimuthal ion density (top) and electron density (bottom) } k \text{-spectra over time at } L/4 \text{ of the simulation, plotted as } \log_{10} \tilde{n}_i(e)(k_\theta). \text{ Discrete peaks occur at the } \omega - k_\theta v_e = m\Omega_{ce} \text{ resonances, and the lowest peak (after 0.5} \mu \text{s) is the MTSI mode around } k_\theta = 2\pi/l_\theta, \text{ or } n_\theta = 1. \]

\[ \text{FIG. 15. Evolution of the anomalous current } J_z \text{ azimuthal } k_\theta \text{-spectrum over time at } L/4 \text{ of the simulation, plotted as } \log_{10}\vert J_z(k_\theta, t)\vert. \text{ It is notable that the } n_\theta = 1 \text{ mode dominates soon after nonlinear saturation of the modes.} \]
the system in azimuthal direction, but also has a strong radial variation that is illustrated in figure 17. Even though the MTSI creates a large transient in the total anomalous current, after the strong turbulent regime is established the net anomalous current falls to levels that are similar to those observed in 1D simulations. The long-wavelength features in parallel direction do not contribute to the total volume-averaged current, but could perhaps be observed in localized measurements as large alternating axial jets in the anomalous current.

V. SHEATH LOSSES AND DECAY OF THE PLASMA COLUMN

In these simulations dielectric boundaries were implemented in z-direction. Charge accumulation on the dielectric surface was allowed and the displacement current in the dielectric with $\epsilon = 4.5$ was taken into account using the model of Ref. 39.

Because the simulations presented in this paper do not have sources, it is an important question whether the decay due to sheath losses is significant enough to alter interpretation of the simulation results, and if so, in what manner. Decay of the density profile is shown in figures 18 and 19 where the radial ion density profile and the total volume averaged electron density are shown as a function of time. At 0.5 $\mu$s the transition to a different regime is apparent particularly in figure 19, where the rate of sheath losses increases drastically. However, as seen from figure 18 even at 1 $\mu$s the plasma column is largely unaffected in the profile, and about 10% of the electron density is lost so far. It is therefore likely that the robust features observed in these simulations would remain in the presence of sources and sinks too.

VI. SUMMARY AND CONCLUSION

In earlier numerical studies of the electron cyclotron instability in 1D geometry Refs. 6 and 40 it was found that the linear (exponential growth) stage of the fast beam...
cyclootron instability is saturated due to nonlinear turbulent broadening, which smears out the cyclotron resonances and the instability transitions into much slower ion-sound instability much like in the ordinary unmagnetized plasma. The authors of Refs. 4 and 11 have performed analogous numerical studies for similar conditions and maintained that many properties of the observed instabilities are unlike those of the ion-sound mode of unmagnetized plasma. The apparent controversies from these simulations with regards to the importance and role of nonlinear electron diffusion, electron and ion trapping, as well as the role of the finite ion temperature have been discussed and contrasted at some length in two complementary papers, Refs. 42 and 43.

The electron cyclotron drift instability driven by the electron current has been suggested as a possible candidate for enhanced electron transport in Hall plasmas more recently. The authors of Refs. 12, 13, 15 and 17 have performed a number of numerical simulations of ECDI and mostly concluded that the instability is analogous to the ion sound instability in absence of the magnetic field. Our recent 1D simulations21, performed with higher resolution and with longer azimuthal simulation box have not confirmed this conclusion. In our simulations, we found that the criteria for the nonlinear resonance broadening and the destruction of cyclotron resonances is not satisfied and the instability proceeds as a coherent mode driven at the main cyclotron resonance (of the reactive fluid type) $k_y v_0 = \Omega_{ce}$ well into the nonlinear stage. Strong inverse energy cascade towards the longer wavelength was observed and it was shown that the anomalous current is dominated by the long wavelength modes.

In 1D case, the transition to the ion sound regime may only occur due to the nonlinear resonance broadening and/or collisions. The role of numerical collisions was also discussed in Ref. 43. Numerical noise as well as particle re-injection (to limit the energy growth and mimic the axial direction) may also work as collisions. As it was discussed in the Section 11 above, in 2D geometry, when the direction along the magnetic field is resolved, the resonance thermal broadening due to a finite $k_z C_{th}$ may also facilitate the transition to the ion sound regime. In this paper, we have discussed the normal modes that are obtained from different limits of the full electrostatic dispersion relation, and compared them with the simulation results. Using the value of the effective $k_z$ obtained from simulations we have found that the linear dispersion relation predicts the discreet cyclotron resonance driven modes and the long wavelength MTSI modes which were also confirmed in the simulations. It appears therefore, that for our parameters full ion sound regime appears is not realized, but more effective regimes of discrete cyclotron resonance instabilities and the long wavelength MTSI occur. The magnetic field remains to be a defining feature of these regimes (contrary to the unmagnetized ion sound regime) as also was concluded in Ref. 43.

An important feature of the strong turbulence regime observed in our simulations is the difference in the ion and electron density fluctuations. While the electron density perturbations are rather benign and lower amplitude, the ion density perturbations have much larger amplitude and contain much larger short wavelength (nonquasineutral) content with $k_y \lambda_{De} \geq 1$. Such short wavelength modes do exhibit some interesting ion sound like characteristics, such as the nonlinear $\omega_{pi}$ harmonics, nonlinear wave breaking, tendency for wave crests to become shock-like and the elastic-like collisions of wave crests without interference. It is important to note that the intense fluctuations in the short wavelength part of the spectrum are less effective in supporting the anomalous electron current as well as for the electron heating. We note that rich short wavelength features are observed in ion density but not in electron density, which is much more smooth and coherent. This difference in the electron and ion response can be important for interpretation of the fluctuation diagnostics data14. The coherent nature of the electron density wave and coherent electron-wave interaction is crucial for the electron heating mechanism15 that also precludes the application of the quasilinear theory15.

An interesting feature in our simulation is the strong $n_0 = 1$ component of the axial anomalous current, resulting in the alternating jets caused by the MTSI activity. The Modified Two-Stream Instability (MTSI) that was naturally absent from the 1D simulations, is shown to amplify the inverse cascade tendency due to the long wavelength nature of the MTSI even in the linear regime. Development of the Modified Two-Stream Instability results in rapid parallel heating due to the finite electric field along the magnetic field. Intense parallel heating results in increased losses of high energy electrons into the sheath that serves as an additional saturation mechanism. Similar heating was also observed in Ref. 19. The latter simulations also suggest that effects of secondary
emission could significantly increase the anomalous transport, but unfortunately restrict wave vector space for heating studies. However, they also observe modulations in the sheath. In our simulations, the anomalous electron transport sets at the level similar to that in our 1D simulations, perhaps due to the absence of secondary emission.
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Appendix A: On linear growth rate analysis

It is possible to determine all the linear growth rates directly from the spectrogram obtained from the simulation, when the simulations are run with good resolution both in space and particle number to have the modes be well resolved with $k_{\Delta x} \lambda_{DE} / 4 \geq 1$ and deep in the linear regime. Growth rates from the non-linear 2D simulation are obtained by discrete Fourier decomposition in space, and expressing the Fourier coefficients as a function of time:

$$\phi(r, \theta; t) = \frac{1}{N} \sum_{k=-N/2}^{N/2} c_k(r, t) \exp ik\theta,$$

(A1)

and with the usual expression for a traveling wave, we have $c_k(r, t) = i k r \exp i \int \omega(t) dt$, where $\omega(t)$ is complex-valued. Particularly in the linear regime where $\omega = \omega_r + i \gamma$ we may obtain the growth rate and frequency as a linear fit to the main branch of the complex logarithm of the Fourier coefficients as $\omega(t) = d/dt \log(c_k)$.

In figure 8 we illustrate this process as performed on our simulation data. The MTSI mode (first peak) is well represented though, showing the importance of good statistics. To emphasize this point, we ran a case for $T_e \approx 0$ with the 2D code, and a case with 1D code with very good statistics (Fig. 9) that gives a very good value for both the growth rate and frequency of the Buneman instability (equation 18). In the 1D simulation we had 40000 particles per cell and 3400 cells, allowing for resolution that is difficult to get with 2D simulations due to computational limitations. It would be possible to extend the growth region for ECDI by decreasing the noise level by increasing the particle number, but the simulations up to the nonlinear stage would become unfeasible.
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