We present a novel way to characterize the structure of complex networks by studying the statistical properties of the trajectories of random walks over them. We consider time series corresponding to different properties of the nodes visited by the walkers. We show that the analysis of the fluctuations of these time series allows to define a set of characteristic exponents which capture the local and global organization of a network. This approach provides a way of solving two classical problems in network science, namely the systematic classification of networks, and the identification of the salient properties of growing networks. The results contribute to the construction of a unifying framework for the investigation of the structure and dynamics of complex systems.

PACS numbers: 89.75.Hc, 05.45.-a, 05.45.Tp

I. MODEL

Let $G(V,E)$ be a connected undirected graph consisting of $N = |V|$ nodes and $K = |E|$ edges, and denote by $A = \{a_{ij}\}$ the adjacency matrix of $G$, whose entry $a_{ij} = 1$ if there is an edge between node $i$ and node $j$, while $a_{ij} = 0$ otherwise. Let us consider a random walk on $G$ described by a time-invariant transition matrix $\Pi \equiv \{\pi_{ji}\}$. At each time step, a walker moves from the current node $i$ to node $j$ with a probability $\pi_{ji}$. The probabilities $\pi_{ji}$ satisfy the normalization condition $\sum_j \pi_{ji} = 1$ for all $i$.

According to this definition, a walk on $G$ corresponds to a discrete time-invariant Markov chain defined by the transition matrix $\Pi$ on the state space $V$. Let us now consider an instance $W$ of the walk defined by $\Pi$ on $G$, and a real-valued property of node $i$, $H_i$. If we indicate as $(i_0,i_1,i_2,\ldots)$ the sequence of nodes visited by $W$, we can construct the time series $(H_{i_0},H_{i_1},H_{i_2},\ldots)$. For instance, if $H_i \equiv k_i = \sum_j a_{ij}$, we get the time series $(k_{i_0},k_{i_1},k_{i_2},\ldots)$ of the degrees of the visited nodes.

In this Letter we aim at bridging this gap, by showing that a standard analysis of the statistical properties of time series constructed from random walks on graphs allows to characterize the topology of complex networks. In particular, the study of fluctuations in time series corresponding to different node properties, such as the degree, the average degree of nearest neighbours and the clustering coefficient, can reveal the existence of local and global correlations in the underlying graph. In this way it is possible to associate to each network a set of characteristic exponents which describe the scaling of fluctuations of each node property and capture the intrinsic complexity of a graph in a concise way. We show that these exponents can be employed to check the stability of the structure of growing networks and also allow to construct a taxonomy of networks, thus providing a quantitative, effective way of discriminating social from biological and technological systems by looking only at their structural properties.
FIG. 1. (a) Autocorrelation function and (b) power spectrum of the time series constructed from the degree of nodes visited by random walks on an Erdős-Renyi random graph (ER), a scale-free graph with $\gamma = 3.0$ (SF), the Internet at the level of Autonomous Systems (Internet) and the collaboration network of scientists in condensed matter (SCN). Panel (c): the plots in (b) and (c) have been vertically displaced to improve readability.

Notice that with this rule the walkers visit each edge of a connected graph $G$ with uniform probability, so that the time series constructed from random walks on $G$ contain information about the distribution and correlations of the chosen node property $H$ throughout the network. We consider three possible choices of $H$, namely the node degree, $H_i \equiv k_i$, the average degree of first neighbours of a node, $H_i \equiv k_1^{nn} = k_i^{-1} \sum_j a_{ij} k_j$, and the node clustering coefficient, $H_i \equiv C_i$, where $C_i$ is the number of closed triads centered on $i$ divided by the total possible number $k_i(k_i - 1)/2$ of such triads. We decided to focus on these three node properties because broad-tailed degree distributions ($P(k) \sim k^{-\gamma}, \ 2 < \gamma < 3$), the presence of non-trivial degree correlations ($k_1^{nn}(i) \sim k_i^p$) and the abundance of triangles ($\langle C_i \rangle \gg 0$) are the basic features of most complex networks [2-4].

II. RESULTS

In fig. 1(a) and 1(b) we respectively report the autocorrelation function (ACF) and the power spectrum (PS) of the degree-based time series ($H_i = k_i$) obtained in an Erdős-Renyi random graph (ER), a scale-free graph (SF) constructed by the configuration model [6], and two real-world complex networks, namely the Internet at the level of Autonomous Systems (Internet) [21] and the network of co-authorship in condensed matter (SCN) [22]. As expected, the ACF of ER and SF decays pretty fast and the corresponding PS is almost flat, indicating the absence of degree correlations. Conversely, the degree-based time series obtained from real-world networks exhibit broad tails both in the ACF and the in the PS, a clear indication of the presence of long-range degree correlations. The peaks at even values of $\tau$ in the ACF of Internet are due to the presence of disassortative degree correlations [23]. An iterative surrogate analysis [24] has also confirmed that these time series are highly non-linear. A non-parametric statistical test [25], not depending on delay embedding reconstruction, suggested that such time series are non-linear or non-stationary with high confidence level.

In the following we report the results of the multifractal Detrended Fluctuation Analysis (DFA) [26], a standard non-linear analysis technique which allows to detect the presence of long-range correlations and to quantify the self-affinity of a time series, even if generated by a non-stationary process. Given a time series $(H_{i_0}, H_{i_1}, H_{i_2}, \ldots)$ we consider $\ell$ time-windows of length $\varepsilon$; then, we remove the local linear trend in each time-window to obtain the detrended time series $(\tilde{H}_{i_0}, \tilde{H}_{i_1}, \tilde{H}_{i_2}, \ldots)$ and we compute the local variance $\sigma^2(\ell, \varepsilon)$ of the detrended fluctuations. We evaluate the structure function $F(\varepsilon)$ by averaging $\sigma^2(\ell, \varepsilon)$ over all time-windows whose length is equal to $\varepsilon$, and we plot $F(\varepsilon)$ as a function of $\varepsilon$. The procedure can be generalized to build a set of structure functions depending on a parameter $q$ [27-29], but here we focus on $q = 2$, allowing a physical interpretation of the results in term of diffusivity.

If the graph $G$ is $H$-uncorrelated, i.e. if the probability

![FIG. 2. DFA of different node properties. We considered time series produced by $k_1$, $k_{11}^{nn}$ and $C_i$, and six networks, namely the US airports network [31], the co-authorship network from papers published in Physical Review E, the budding yeast protein interaction network [32], the US power grid [33], a citation network in high-energy physics [34] and the World Wide Web [35]. The plots have been vertically displaced to enhance readability. We observe two scaling regimes, with the actual values of the two characteristic exponents $\nu_1$ and $\nu_2$ varying across different networks. The dashed blue line in each panel is the DFA of the time series of the corresponding randomized networks $(F(\varepsilon) \sim \varepsilon^{1/2})$, averaged over 1000 realizations.](image)
to find the edge \((i, j)\) connecting node \(i\) to node \(j\) does not depend on the values \(\mathcal{H}_i\) and \(\mathcal{H}_j\), then the fluctuations of the corresponding time series \(T(\Pi, \mathcal{H})\) obtained from a random walk on \(G\) will be indistinguishable from an uncorrelated Gaussian noise, for which we have \(F(\varepsilon) \sim \varepsilon^{1/2}\). Conversely, a scaling behaviour \(F(\varepsilon) \sim \varepsilon^\nu\) with \(\nu \neq 1/2\) is a clear signal of the existence of \(\mathcal{H}\)-correlations in the original graph \(G\), and the value of \(\nu\) is a proxy for the magnitude of such correlations.

In fig. 1(c) we report the results of the DFA of \(\mathcal{H}_i \equiv k_i\) for the same four networks considered in panel (a) and (b). As expected, degree fluctuations in ER and SF are compatible with Gaussian noise \((F(\varepsilon) \sim \varepsilon^{1/2})\), since the node degrees in these networks are uncorrelated. Conversely, \(F(\varepsilon)\) plots corresponding to time series generated by walkers on the Internet and on the SCN appreciably deviate from Gaussian noise and are characterized by two different regimes. In the first regime, corresponding to small values of \(\varepsilon\), both time series are super-diffusive, i.e. \(F(\varepsilon) \sim \varepsilon^{\nu_1}\) with \(\nu_1 > 1/2\) \((\nu_1 \approx 0.75\) for Internet and \(\nu_1 \approx 0.80\) for SCN), while for large values of \(\varepsilon\) their behaviour is almost Gaussian \((F(\varepsilon) \sim \varepsilon^{\nu_2})\) with \(\nu_2 \approx 0.51\) for Internet and \(\nu_2 \approx 0.52\) for SCN. In fig. 2 we report the results of the DFA of time series generated by \(\mathcal{H}_i = k_i\), \(\mathcal{H}_i = k_i^{nn}\) and \(\mathcal{H}_i = C_i\) in six real-world networks of different nature. The same two-regime behavior shown in fig. 1 for degree-based time series, is also found for the time series generated by \(k_i^{nn}\) and \(C_i\). The two scaling regimes are a signature that the networks look different, with respect to degree, degree correlations and clustering, when observed at a local or at a global scale. On the one hand, the super-diffusive behaviour observed for small values of \(\varepsilon\) \((F(\varepsilon) \sim \varepsilon^{\nu_1})\) indicates that a walker which explores the network for relatively short time intervals will observe correlated fluctuations in the properties of the nodes it visits, a clear signal of the presence of \(\mathcal{H}\)-correlations. On the other hand, the almost-Gaussian behaviour corresponding to large values of \(\varepsilon\) \((F(\varepsilon) \sim \varepsilon^{\nu_2})\) suggests that at a larger scale (i.e., if the walk continues for a sufficiently long time), the network appears uncorrelated. The transition point \(\varepsilon_c\) that separates the two regimes corresponds to the typical scale of \(\mathcal{H}\)-correlations, i.e. the typical walk length above which local heterogeneities and correlations in the values of \(\mathcal{H}\) become less important and all the walks on the network can be considered a homogeneous representation of the typical \(\mathcal{H}\)-fluctuations of the graph. We notice that in some cases the exponent \(\nu_2\) can be substantially larger than 0.5, like in the case of the US power grid [32], for which we have \(\nu_2 > 0.65\) for all the three time series. In this particular case, the super-diffusive behavior for large values of \(\varepsilon\) is due to the fact that the network is embedded in a 2D space and has a strongly self-similar structure [30].

Although the presence of two scaling regimes seems to be a ubiquitous feature of different real-world networks, independently of their origin and nature, fig. 2 indicates that the actual values of the two exponents \(\nu_1\) and \(\nu_2\) may vary a lot for different node properties of the same network and, more importantly, for the same node property across different networks. In the following we show that these scaling exponents capture some key properties of a graph and can be employed to construct a taxonomy of networks [37, 38].

We considered a data set of 39 medium-to-large sized \((N \sim 10^4\) to \(N \sim 10^6\)) real-world networks representing
different social, biological and technological systems. We assigned to each graph $G$ a point $p(G) \in \mathbb{R}^6$ identified by the values of the six scaling exponents obtained from the DFA of time series of degree, clustering coefficient and average degree of first neighbours. Then, we performed a hierarchical clustering on the resulting set of points, subsequently merging together at each step the two clusters whose points were separated by the smallest distance in $\mathbb{R}^6$. In fig. 4(a) we report the resulting dendrogram, where the six large clusters identified (highlighted with different colors) correspond to networks with different functions. From left to right: the green cluster contains all the co-authorship (IMDb co-starring network [33]), trust (PGP [40]) and collaboration networks (IMDb co-starring network [33]); the blue cluster includes spatial networks (US power grid [33] and the Pennsylvania road network [35]); the bright-cyan cluster contains information networks, such as the WWW [33], citation networks [34], and email communication networks [35, 41]; the dark-cyan cluster includes online social networks [32, 42, 43] and proteomes [32, 44]; the purple cluster contains technological networks, including snapshot of the Internet sampled at different times by different institutions [21, 13, 14] and the Gnutella peer-to-peer file-sharing network [47]. Finally, the networks of US airports at two different times [31] are put together in the yellow cluster. The accuracy of characteristic exponents in classifying networks of different nature is quite remarkable [30], and becomes evident by comparing the results of fig. 3(a) with those of hierarchical clustering based on the mean and standard deviations of $k_i$, $k_i^{nn}$ and $C_i$, reported in fig. 3(b). While in the former case clusters represent homogeneous groups of networks, in the latter case each cluster always contains networks of different nature.

The results shown in fig. 2 and fig. 8 suggest that the scaling exponents of the time series produced by random walkers visiting a complex network are indeed a key feature to characterize the network. Hence, we name them characteristic exponents of the network (Table 1 reports the characteristic exponents of all the complex networks considered in this study).

It is also interesting to investigate how the characteristic exponents of growing graphs change over time. In fig. 4(a) and 4(b) we show the temporal evolution of the characteristic exponents of $k_i$, $k_i^{nn}$ and $C_i$ respectively for the collaboration network of authors in APS Physical Review E (PRE) and for the Internet. Both networks have grown by a factor $\sim 9$ in the considered time intervals. However, while in PRE the characteristic exponent $\nu_k$ for $k_i$ and $k_i^{nn}$ exhibits a clear decrease over time, the characteristic exponents of the Internet have remained constant in the considered 10-years interval. The different temporal behaviour of the characteristic exponents is probably due to the peculiar dynamics of edge formation in the two networks. In fact, in a co-authorship network a node continues to accumulate edges over time, even if the majority of these edges correspond to collaborations which are not active any more. Evidently, the continuous addition of edges drives the network towards a homogenization of degree and clustering correlations. Conversely, the number of neighbours of a node in the Internet cannot increase indefinitely, due to technological and economical constraints. In fact, connecting to more peers usually implies handling more Internet traffic, which in turn requires more bandwidth and new hardware, and translates into an economical investment. These constraints are mostly independent from network size, thus having the same impact on the network growth at different times. This might explain why the structure of correlations has remained stable over time.

Finally, we check whether the position $\varepsilon_c$ of the cut-off of the structure function does depend on the size of the graph, and to which extent. To this aim, we show in fig. 5 the approximate value of $\varepsilon_c$ for the PRE and Internet networks, as a function of time. Notice that as the networks grow the corresponding values of $\varepsilon_c$ change slightly for all the time-series, but we observe opposite trends in the two cases. In particular, $\varepsilon_c$ usually decreases for PRE and increases in Internet. This means that $\varepsilon_c$ is not simply determined by the size of the network (otherwise we should have observed a similar behaviour in both networks), but is instead intimately related to the local organization of the graph.

It is also worth noticing that, despite the presence of these trends, $\varepsilon_c$ usually remains of the same order while both networks have grown by an order of magnitude in the considered time intervals. For instance, in the time-series of degrees of PRE [see fig. 6(a)] $\varepsilon_c$ remains in the range [1250 : 1750], while for the time-series of $k_i^{nn}$ it is in the range [300 : 600]. If we take into account the fact that

![FIG. 4. (color online) Characteristic exponents of (a) a co-authorship network from Physical Review E (PRE) and (b) the Internet at the level of Autonomous Systems, over a period of ten years. In PRE the characteristic exponents for $k_i$ and $k_i^{nn}$ decrease over time, while the exponents for $C_i$ remain constant. In the Internet, all the characteristic exponents are constant. Panel (c) and panel (d) report the detail of the DFA for degree time series, respectively for PRE and Internet. The plots have been vertically displaced to enhance readability, with the topmost curve corresponding to the most recent network.](image)
a random walk on any of the snapshots of the PRE collaboration network typically requires $O(10^6)$ time-steps in order to visit all the nodes at least once, and that this network has strong communities and a high value of clustering coefficient (and both these factors contribute to keep a walker confined on a small set of nodes), then we realise that $\varepsilon_c \sim 10^3$ corresponds indeed to the exploration of a relatively small region of the graph, which usually includes no more than a few hundred nodes. Similarly, in the Internet network (fig. 5b) $\varepsilon_c$ is in the interval $[350 : 500]$ for $k_i$ and $[450 : 700]$ for $k_i^{\text{nn}}$ and $C_i$, which again correspond to visiting a relatively small portion of the graph. These results suggest that the values of the cut-off in the scaling of the structure functions tend to remain practically stable over time, even when the network undergoes substantial expansion.

Summing up, in this work we reported on the discovery of an intimate connection between the structure of a network, the properties of time-series extracted from it, and the capability of such time-series to carry useful information about the overall organization of the network. We have shown that the characteristic exponents corresponding to degree, node clustering coefficient and average degree of first neighbours ($k_i^{\text{nn}}$) and node clustering coefficient ($C_i$) of real-world complex networks. The color correspond to the class to which a network belongs, i.e. coauthorship, collaboration and trust networks (green), spatial networks (blue), information and citation networks (bright cyan), social networks and proteomes (dark cyan), technological networks (purple) and air transportation networks (yellow).

**TABLE I.** The two characteristic exponents $\nu_1$ and $\nu_2$ of time series constructed from node degree ($k_i$), average degree of first neighbours ($k_i^{\text{nn}}$) and node clustering coefficient ($C_i$) of real-world complex networks. The color correspond to the class to which a network belongs, i.e. coauthorship, collaboration and trust networks (green), spatial networks (blue), information and citation networks (bright cyan), social networks and proteomes (dark cyan), technological networks (purple) and air transportation networks (yellow).
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