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Abstract

We study the expected accumulated reward for a discrete-time Markov reward model with absorbing states. The rewards are impulse rewards, where a reward $\rho_{ij}$ is accumulated when transitioning from state $i$ to state $j$. We derive an explicit, single-letter expression for the expected accumulated reward as a function of the number of time steps $n$ and include in our analysis the limit in which $n \to \infty$.

Index Terms

I. INTRODUCTION

Markov reward models have been a well-studied area of research for decades [1] particularly in the literature for performance and dependability [2]–[6]. Variations of the problem formulation have primarily been based on whether the Markov chain is discrete-time or continuous-time, whether there are any absorbing states in the state space, and whether rewards are assigned for the occupancy of a state (rate-based Markov reward models) or for the transition to a state (impulse-based Markov reward models).

Within any problem formulation, there have also been variations on the quantity of interest, with some authors calculating the expected instantaneous reward rate [4], while others find the steady-state expected reward rate [5], the expected accumulated reward [4], the distribution of the accumulated reward until absorption [6], etc. (see [2] for a review of the literature for different reward-based measures). In terms of numerical computation, the topic of model checking for Markov chains has been used to verify whether certain properties hold such as [7], “after a request for service there is at least a 98% probability that the service will be carried out within 2 seconds.” Such a framework has also been extended for Markov reward models [8].

Surprisingly, one formulation that has gone unstudied is that of finding the expected accumulated reward for a discrete-time Markov reward model with absorbing states and impulse rewards. The continuous-time counterpart of this problem has been studied [2]. For a discrete-time model, to the author’s knowledge, the results have either involved a steady-state analysis that excludes absorbing states [1], or a transient analysis for rate-based models that include absorbing states but exclude impulse rewards [1].

Granted, an impulse-based Markov reward model can be translated into a rate-based model by introducing an intermediary state between the transitioning states. Specifically, suppose that in an impulse-based model, state $i$ transitions to state $j$ with probability $p_{ij}$ and a reward of $\rho_{ij}$ is assigned for such a transition. Then in the rate-based counterpart to this model, for every such transition, we create an auxiliary state $k$ such that state $i$ transitions to state $k$ with probability $p_{ij}$ and state $k$ transitions to state $j$ with probability one. In this rate-based model, we assign the same reward $\rho_{ij}$ for occupying state $k$ and solve for the expected accumulated reward for rate-based models as in [1].

While this approach is hypothetically possible, for a state space of size $|\Omega|$, such an approach could potentially add an additional $|\Omega|^2$ intermediate states if the states in the Markov model form a complete digraph. As the solution in [1] involves the inverting of a $|\Omega| \times |\Omega|$ matrix, the computational cost of this approach could be prohibitive. In our work, we instead derive a closed-form solution for the expected accumulated reward without having to resort to introducing intermediary states.
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II. Problem Formulation

A discrete-time Markov chain is a sequence of random variables $S_0, S_1, \ldots$, where for every $i = 0, 1, \ldots$, state $S_i$ takes values from the state space $\Omega$, i.e., $S_i \in \Omega$, and the probability of transitioning from state $i$ at time $n - 1$ to state $j$ at time $n$ given previous states $S_0, S_1, \ldots, S_{n-1}$ satisfies the Markov property

$$\Pr(S_n = j|S_{n-1} = i, S_{n-2} = i_{n-2}, \ldots, S_1 = i_1) = \Pr(S_n = j|S_{n-1} = i).$$  

(1)

Without loss of generality, we assume the state space, $\Omega$, is indexed by a set of integers so that $\Omega = \{1, 2, \ldots, |\Omega|\}$.

We study time-homogenous Markov chains where the transition probabilities do not depend on $n$. Specifically, at any time $n = 0, 1, \ldots$, the probability of transitioning from state $i$ to state $j$ does not depend on $n$, i.e., $\Pr(S_n = j|S_{n-1} = i) = p_{ij}$. At any time $n$, the transitions between states can therefore be described by a $|\Omega| \times |\Omega|$ transition matrix $P$ whose $(i, j)$th entry is given by $p_{ij}$ for $i, j \in \Omega$.

In addition to being time-homogenous, the Markov chains we study are also absorbing.

Definition 1. A state $i \in \Omega$ is said to be absorbing if for all $j \in \Omega \setminus \{i\}$, $p_{ij} = 0$ and $p_{ii} = 1$.

Definition 2. A state is said to be transient if it is not an absorbing state.

Definition 3. A discrete-time Markov chain is said to be an absorbing Markov chain if it has at least one absorbing state, and it is possible to reach an absorbing state from any transient state within a finite number of transitions.

A Markov reward process is a Markov chain that incorporates rewards that are accumulated during the evolution of the Markov chain. The reward process we consider is additionally characterized by an impulse-reward matrix.

Definition 4. The impulse-reward matrix, $\Theta$, is a $|\Omega| \times |\Omega|$ matrix whose $(i, j)$th entry, $\rho_{ij}$, represents the reward accumulated when transitioning from state $i$ to state $j$.

For any realization of a sequence of $n + 1$ states from time step zero to time step $n$, i.e., given $S_0 = i_0$, $S_1 = i_1$, $\ldots$, $S_n = i_n$, we define the accumulated reward $R_n(S_0 = i_0, S_1 = i_1, \ldots, S_n = i_n)$ as

$$R_n(S_0 = i_0, S_1 = i_1, \ldots, S_n = i_n) = \sum_{k=1}^{n} \rho_{i_{k-1}i_k}.$$  

(2)

Definition 5. Let $R_n$ be a random variable representing the accumulated reward at time step $n$ when the state sequence $S_0, S_1, \ldots, S_n$ is taken to be random.

Definition 6. Let $\bar{R}_n(i, j)$ be the expected value of $R_n$ given initial state $S_0 = i$ and final state $S_n = j$, i.e., $\bar{R}_n(i, j) = \mathbb{E}(R_n|S_0 = i, S_n = j)$.

Corollary 1. $\bar{R}_1(i, j) = \rho_{ij}$.

Definition 7. Let $\tilde{R}_n$ be the $|\Omega| \times |\Omega|$ matrix whose $(i, j)$th entry is given by $\bar{R}_n(i, j)$.

Definition 8. Let $\tilde{R}_n(i, j)$ be a scaled version of $\bar{R}_n(i, j)$ where $\tilde{R}_n(i, j) = \bar{R}_n(i, j) \times \Pr(S_n = j|S_0 = i)$.

Definition 9. Let $\hat{R}_n$ be the $|\Omega| \times |\Omega|$ matrix whose $(i, j)$th entry is given by $\bar{R}_n(i, j)$.

We are often also interested in the expected accumulated reward at time $n$ given only initial state $S_0 = i$ irrespective of the state at time $n$.

Definition 10. Let $\hat{R}_n(i)$ be the expected accumulated reward at time $n$, given initial state $S_0 = i$. 

As we will see in the next section, the probability that the Markov reward process eventually reaches an absorbing state is unity, and so the long-term accumulated reward, also known as the reward until absorption, is of interest.

Definition 11. Let \( \hat{R}_\infty(i, j) = \lim_{n \to \infty} \hat{R}_n(i, j) \) be the long-term value of \( \hat{R}_n(i, j) \).

Definition 12. Let \( \hat{R}_\infty \) be the \( |\Omega| \times |\Omega| \) matrix whose \((i, j)\)th entry is given by \( \hat{R}_\infty(i, j) \).

Definition 13. Let \( \bar{R}_\infty(i) = \lim_{n \to \infty} \bar{R}_n(i) \) be the long-term value of \( \bar{R}_n(i) \).

In practice, \( \bar{R}_\infty(i) \) is often the most relevant quantity of interest, since we start the Markov reward process in an initial state and wish to know the accumulated reward before absorption. We therefore define our problem as that of finding an expression for \( \bar{R}_\infty(i) \).

We do this by first spending the majority of our efforts in Section IV to derive an expression for the scaled accumulated reward variables, which culminates in the derivation of the transient scaled accumulated reward, \( \hat{R}_n \), in Lemma 10 and the long-term scaled accumulated reward, \( \hat{R}_\infty \), in Theorem 1. In Section V, we then show how to use these expressions to derive expressions for the unscaled accumulated reward variables. These variables are conditioned on initial state \( S_0 = i \), and consist of the transient accumulated reward, \( \bar{R}_n(i) \), in Theorem 2, and the accumulated reward before absorption, \( \bar{R}_\infty(i) \), in Corollary 4. Finally, if a prior distribution over the initial states is known, we show how to calculate the unconditional transient accumulated reward, \( \bar{R}_n \), in Theorem 3 and the unconditional accumulated reward before absorption, \( \bar{R}_\infty \), in Corollary 5.

III. BACKGROUND FOR ABSORBING MARKOV CHAINS

A discrete-time absorbing Markov chain has a state space \( \Omega \) that can be partitioned into a set of absorbing states, \( \Omega_A \), and a set of transient states, \( \Omega_T \), such that \( \Omega = \Omega_A \cup \Omega_T \). Recall our assumption that the state space is indexed by the integers \( \{1, 2, \ldots, |\Omega|\} \). We further assume that transient states have lower index values than absorbing states. If this is the case, we can write out the transition matrix in its canonical form

\[
P = \begin{bmatrix} Q & R \\ 0 & I \end{bmatrix},
\]

where

1) \( Q \) is a \( |\Omega_T| \times |\Omega_T| \) matrix whose elements represent the probability of transitioning from one transient state to another transient state
2) \( R \) is a \( |\Omega_T| \times |\Omega_A| \) matrix whose elements represent the probability of transitioning from a transient state to an absorbing state
3) The matrix \( 0 \) is the \( |\Omega_A| \times |\Omega_T| \) zero matrix whose elements represent the impossibility of transitioning from an absorbing state to a transient state
4) \( I \) is the \( |\Omega_A| \times |\Omega_A| \) identity matrix whose elements represent the probability of transitioning from one absorbing state to another absorbing state.

Remark 1. Given the assumption that transient states have lower index values than absorbing states, we may also assume without loss of generality that the impulse-reward matrix, \( \Theta \), has the form

\[
\Theta = \begin{bmatrix} \Theta_1 & \Theta_2 \\ 0 & 0 \end{bmatrix},
\]

where

1) \( \Theta_1 \) is a \( |\Omega_T| \times |\Omega_T| \) matrix whose elements represent the reward accumulated for transitioning from one transient state to another transient state
2) \( \Theta_2 \) is a \( |\Omega_T| \times |\Omega_A| \) matrix whose elements represent the reward accumulated for transitioning from a transient state to an absorbing state.
3) the zero matrices have the appropriate dimensions for $\Theta$ to be a $|\Omega| \times |\Omega|$ matrix.

**Definition 14.** Let $H$ be the Hadamard (element-wise) product of the reward matrix $\Theta$ and transition matrix $P$, i.e., $H = \Theta \odot P$ so that $H(i,j) = \rho_{ij}p_{ij}$.

**Remark 2.** Similar to Remark 1 we may assume without loss of generality that $H$ has the form

$$H = \begin{bmatrix} H_1 & H_2 \\ 0 & 0 \end{bmatrix}. \quad (5)$$

From Definition 8, and Corollary 1, the expression for $\hat{R}_n(i,j)$ should be clear when $n = 1$.

**Corollary 2.** $\hat{R}_1(i,j) = H(i,j)$.

At time step $n$, the probability of being in state $j$ given initial state $i$ is given by the $(i,j)$th entry of $P^n$, which is given by the following lemma.

**Lemma 1.** For $n = 1, 2, \ldots$, the transition matrix taken to the $n$th power is given by

$$P^n = \begin{bmatrix} Q^n & \sum_{i=0}^{n-1} Q^i R \\ 0 & I \end{bmatrix}. \quad (6)$$

**Proof:*** We proceed by induction.

**Base case:*** It is readily verified by substituting $n = 1$ into (6) that we may recover the canonical form of the transition matrix in (3).

**Inductive Hypothesis:** We assume that for $n - 1 \geq 1$,

$$P^{n-1} = \begin{bmatrix} Q^{n-1} & \sum_{i=0}^{n-2} Q^i R \\ 0 & I \end{bmatrix}. \quad (7)$$

**Induction Step:** We have that

$$P^n = P^{n-1}P \quad (8)$$

$$= (a) \begin{bmatrix} Q^{n-1} & \sum_{i=0}^{n-2} Q^i R \\ 0 & I \end{bmatrix} \begin{bmatrix} Q & R \\ 0 & I \end{bmatrix}, \quad (9)$$

where

(a) follows from (3) and the inductive hypothesis.

After performing the block matrix multiplication in (9), it is straightforward to see that the right-hand sides of (6) and (9) are equal.

**Lemma 2 ([9, Theorem 11.3]).** In an absorbing Markov chain, the probability that the process will be absorbed is 1 (i.e., $Q^n \to 0$ as $n \to \infty$).

**Lemma 3 ([9, Theorem 11.4]).** For an absorbing Markov chain, the matrix $I - Q$ has an inverse, $N$, termed the fundamental matrix, and $N = I + Q + Q^2 + \ldots$

**Lemma 4.** The steady state probability $P^\infty = \lim_{n \to \infty} P^n$ is given by

$$P^\infty = \begin{bmatrix} 0 & NR \\ 0 & I \end{bmatrix}. \quad (10)$$

**Proof:** This follows from substituting the results of Lemmas 2 and 3 into the expression for $P^n$ in (6).

**Definition 15 ([10, Definition 5.6.8]).** The spectral radius $\rho(A)$ of a matrix $A \in \mathbb{R}^{n \times n}$ is

$$\rho(A) \triangleq \max\{|\lambda| : \lambda \text{ is an eigenvalue of } A\}. \quad (11)$$
The spectral radius is itself not a matrix norm, however the following corollary states that there exists a norm that is arbitrarily close to the spectral radius.

**Lemma 5 ([10], Lemma 5.6.10).** Let $A \in \mathbb{R}^{n \times n}$ and $\epsilon > 0$ be given. There is at least one matrix norm $\| \cdot \|$ such that $\rho(A) \leq \| A \| \leq \rho(A) + \epsilon$.

**Lemma 6 ([10], Lemma 5.6.12).** Let $A \in \mathbb{R}^{n \times n}$. Then $\lim_{n \to \infty} A^n = 0$ if and only if $\rho(A) < 1$.

By Lemmas 2 and 3 we have that $\rho(Q) < 1$. By appropriately defining $\epsilon$ in Lemma 5, it then follows that there is a matrix norm for which $\| Q \| < 1$.

**Corollary 3.** For an absorbing markov chain, there exists a matrix norm for which $\| Q \| < 1$.

### IV. EXPECTED SCALED REWARDS

We first derive Lemma 7 to express $\bar{R}_n(i, j)$ in terms of the elements in both the reward matrix and the transition matrix. We then use this lemma to derive a recurrence relation for the scaled transient accumulated reward, $\bar{R}_n$, in Lemma 9. We use the recurrence relation to derive an actual expression for the transient scaled reward in Lemma 10. Finally, we use properties of absorbing Markov chains to derive a single letter expression for the long-term scaled reward, $\bar{R}_\infty$, in Theorem 1.

**Lemma 7.** Let $\bar{R}_n(i, j)$ be defined as in Definition 6. For $n = 2, 3, \ldots$

$$\bar{R}_n(i, j) = \sum_{k_1=1}^{[\Omega]} \sum_{k_2=1}^{[\Omega]} \ldots \sum_{k_{n-1}=1}^{[\Omega]} (\rho_{ik_1} + \rho_{k_1k_2} + \ldots + \rho_{k_{n-1}j}) \times \frac{p_{ik_1}p_{k_1k_2} \cdots p_{k_{n-1}j}}{\Pr(S_n = j|S_0 = i)}. \quad (12)$$

**Proof:** We calculate

$$\bar{R}_n(i, j) = \sum_{k_1=1}^{[\Omega]} \sum_{k_2=1}^{[\Omega]} \ldots \sum_{k_{n-1}=1}^{[\Omega]} \{ \mathbb{E}(R_n|S_0 = i, S_1 = k_1, S_2 = k_2, \ldots, S_{n-1} = k_{n-1}, S_n = j) \times \Pr(S_1 = k_1, S_2 = k_2, \ldots, S_{n-1} = k_{n-1}|S_0 = i, S_n = j) \} \quad (13)$$

$$= \sum_{k_1=1}^{[\Omega]} \sum_{k_2=1}^{[\Omega]} \ldots \sum_{k_{n-1}=1}^{[\Omega]} \left\{ \mathbb{E}(R_n|S_0 = i, S_1 = k_1, S_2 = k_2, \ldots, S_{n-1} = k_{n-1}, S_n = j) \times \frac{\Pr(S_1 = k_1, S_2 = k_2, \ldots, S_n = j|S_0 = i)}{\Pr(S_n = j|S_0 = i)} \right\} \quad (14)$$

$$= \sum_{k_1=1}^{[\Omega]} \sum_{k_2=1}^{[\Omega]} \ldots \sum_{k_{n-1}=1}^{[\Omega]} (\rho_{ik_1} + \rho_{k_1k_2} + \ldots + \rho_{k_{n-1}j}) \times \frac{\Pr(S_1 = k_1, S_2 = k_2, \ldots, S_n = j|S_0 = i)}{\Pr(S_n = j|S_0 = i)} \quad (15)$$

where

(a) follows from Definition 6 and the law of total expectation

(b) follows from Bayes’ Theorem

(c) follows from the fact that we have conditioned on each state from time $t = 0, 1, 2, \ldots, n$, and so the additive rewards for each transition is known (see (2))

(d) follows from the Markov property
Lemma 8. Let $\hat{R}_n$ be defined as in Definition 9. For the case of $n = 2$,

$$\hat{R}_2 = HP + PH,$$

where $H$ is defined in Definition 14 and $P$ is given by (3).

Proof: We use Definition 8 and substitute $n = 2$ into Lemma 7 to get

$$\hat{R}_2(i, j) = \left| \Omega \right| \sum_{k_1=1}^{[\Omega]} (\rho_{ik_1} + \rho_{kj_1}) p_{ik_1} p_{kj_1}$$

(19)

$$= \left| \Omega \right| \sum_{k_1=1}^{[\Omega]} (p_{ik_1} p_{ik_1}) p_{kj_1} + p_{ik_1} (\rho_{kj_1} p_{kj_1})$$

(20)

$$(a) \sum_{k_1=1}^{[\Omega]} H(i, k_1) p_{kj_1} + p_{ik_1} H(k_1, j)$$

(21)

$$(b) [HP]_{i,j} + [PH]_{i,j}$$

(22)

where

(a) follows from Definition 14
(b) follows from the definition of matrix multiplication

We now use Lemma 7 to derive a recurrence relation for $\hat{R}_n$, the scaled transient accumulated reward at time step $n$.

Lemma 9. Let $\hat{R}_n$ be defined as in Definition 9. For $n = 2, 3, \ldots$

$$\hat{R}_n = \hat{R}_{n-1} P + P^{n-1} H,$$

(23)

where $H$ is defined in Definition 14 and $P$ is given by (3).
Proof: We first prove the lemma for \( n = 3, 4, \ldots \)

\[
\hat{R}_n(i, j) \quad (30)
\]

\[
= \sum_{k_{n-1}=1}^{\Omega} \left( \hat{R}_{n-1}(i, k_{n-1}) \rho_{k_{n-1}j} + \sum_{k_1=1}^{\Omega} \sum_{k_2=1}^{\Omega} \cdots \sum_{k_{n-2}=1}^{\Omega} \rho_{k_{n-2}k_{n-1}} \rho_{k_{n-1}j} \prod_{k=1}^{n-1} p_{ik_k} p_{k_{k-1}k_{k-2}} \cdots p_{k_{n-2}k_{n-1}} \right)
\]

\[
= \sum_{k_{n-1}=1}^{\Omega} \left( \hat{R}_{n-1}(i, k_{n-1}) p_{k_{n-1}j} + \sum_{k_1=1}^{\Omega} \sum_{k_2=1}^{\Omega} \cdots \sum_{k_{n-2}=1}^{\Omega} \rho_{k_{n-1}j} \prod_{k=1}^{n-1} p_{ik_k} p_{k_{k-1}k_{k-2}} \cdots p_{k_{n-2}k_{n-1}} \right)
\]

\[
= \sum_{k_{n-1}=1}^{\Omega} \hat{R}_{n-1}(i, k_{n-1}) p_{k_{n-1}j} + \rho_{k_{n-1}j} p_{k_{n-1}j} P^{n-1}(i, k_{n-1})
\]

\[
= \hat{R}_{n-1}P_{i,j} + [P^{n-1}H]_{i,j}
\]

where

(a) follows from Definition 8 and rearranging Lemma 7
(b) follows from Definition 8 and the application of Lemma 7 for \( \hat{R}_{n-1}(i, k_{n-1}) \)
(c) follows from Lemma 11 in Appendix A, where we have used the fact that \( n \geq 3 \)
(d) follows from Definition 14
(e) follows from the definition of matrix multiplication

We mention that although we derived the lemma assuming \( n \in \{3, 4, \ldots \} \), the lemma also holds if \( n = 2 \). We can see this by using Corollary 2 to compare the right-hand-sides of (18) and (23) when \( n = 2 \).

We next use the recurrence relation for \( \hat{R}_n \) in Lemma 9 to derive an explicit expression for \( \hat{R}_n \), the scaled transient accumulated reward at time step \( n \).

Lemma 10. Let \( \hat{R}_n \) be defined as in Definition 9. For \( n = 1, 2, \ldots \)

\[
\hat{R}_n = \begin{bmatrix} A_n & B_n \\ 0 & 0 \end{bmatrix},
\]

where

\[
A_n = \sum_{i=0}^{n-1} Q^i H_1 Q^{n-i-1},
\]

\[
B_n = N(I - Q^n) H_2 + N(I - Q^{n-1}) H_1 NR - \sum_{i=0}^{n-2} Q^i H_1 NQ^{n-i-1} R,
\]

the matrices \( H_1 \) and \( H_2 \) are given in Remark 2, \( N \) is the fundamental matrix of Lemma 3, and the matrices \( Q \) and \( R \) are defined in (3).
Proof: We proceed by induction.

**Base case:** We use Corollary 2 and Remark 2 to verify (31) for the base case after substituting \( n = 1 \) into (32) and (33) to get that

\[
A_1 = H_1, \quad B_1 = N(I - Q)H_2
\]

where

(a) follows from the definition of the fundamental matrix in Lemma 3.

**Inductive Hypothesis:** We assume that for \( n - 1 \geq 1 \),

\[
A_{n-1} = \sum_{i=0}^{n-2} Q^i H_1 Q^{n-i-2}, \quad B_{n-1} = N(I - Q^{n-1})H_2 + N(I - Q^{n-2})H_1NR - \sum_{i=0}^{n-3} Q^i H_1 N Q^{n-i-2}R.
\]

**Induction Step:** We begin with the recurrence relation in Lemma 9 from which we get

\[
\hat{R}_n = \hat{R}_{n-1}P + P^{n-1}H
\]

(a) follows from the inductive hypothesis

(b) follows from Lemma 1

(c) follows from Remark 2.

We first consider \( A_n \). We perform the block matrix multiplication in (42) to get that

\[
A_n = A_{n-1}Q + Q^{n-1}H_1
\]

(a) follows from the inductive hypothesis.

We conclude that (32) holds after comparing with (46) in the induction step. Next, for \( B_n \), we again
perform the block matrix multiplication in (42) to get that

\[ B_n = A_{n-1}R + B_{n-1} + Q^{n-1}H_2 \]

\[ \overset{(a)}{=} \left( \sum_{i=0}^{n-2} Q^i H_1 Q^{n-i-2} \right) R + \left( N(I - Q^{n-1})H_2 + N(I - Q^{n-2})H_1NR \right) \]

\[ - \sum_{i=0}^{n-3} Q^i H_1 NQ^{n-i-2}R + Q^{n-1}H_2 \]

\[ \overset{(b)}{=} \left( \sum_{i=0}^{n-2} Q^i H_1 N(I - Q)Q^{n-i-2}R - \sum_{i=0}^{n-3} Q^i H_1 NQ^{n-i-2}R \right) \]

\[ + N(I - Q^{n-1})H_2 + N(I - Q^{n-2})H_1NR + Q^{n-1}H_2 \]

\[ = \left( \sum_{i=0}^{n-2} Q^i H_1 NQ^{n-i-1}R - \sum_{i=0}^{n-3} Q^i H_1 NQ^{n-i-2}R \right) \]

\[ + N(I - Q^{n-1})H_2 + N(I - Q^{n-2})H_1NR + Q^{n-1}H_2 \]

\[ = \left( Q^{n-2}H_1NR - \sum_{i=0}^{n-2} Q^i H_1 NQ^{n-i-1}R \right) \]

\[ + N(I - Q^{n-1})H_2 + N(I - Q^{n-2})H_1NR + Q^{n-1}H_2 \]

\[ = N(I - Q^{n-1} + N^{-1}Q^{n-1})H_2 + N(I - Q^{n-2} + N^{-1}Q^{n-2})H_1NR \]

\[ - \sum_{i=0}^{n-2} Q^i H_1 NQ^{n-i-1}R \]

\[ \overset{(c)}{=} N(I - Q^n)H_2 + N(I - Q^{n-1})H_1NR - \sum_{i=0}^{n-2} Q^i H_1 NQ^{n-i-1}R, \]  

where

(a) follows from the inductive hypothesis
(b) and (c) follow from the definition of the fundamental matrix, i.e., \(N^{-1} = (I - Q)\) in Lemma 3.

We conclude the proof after comparing (33) with (53) in the induction step.

Finally, after having found an explicit expression for \(\hat{R}_n\) at time step \(n\), we now use properties of absorbing Markov chains to derive an expression for the long-term scaled reward, \(\hat{R}_\infty\).

**Theorem 1.** Let \(\hat{R}_\infty\) be defined as in Definition 12. Let \(A_\infty = \lim_{n \to \infty} A_n\) and \(B_\infty = \lim_{n \to \infty} B_n\) where \(A_n\) and \(B_n\) are given by (32) and (33) respectively. Then \(A_\infty = 0\) and

\[ \hat{R}_\infty = \begin{bmatrix} 0 & B_\infty \\ 0 & 0 \end{bmatrix}, \]  

where

\[ B_\infty = N(H_2 + H_1NR), \]  

the matrices \(H_1\) and \(H_2\) are given in Remark 2. \(N\) is the fundamental matrix of Lemma 3 and \(R\) is defined in (3).
Proof: We begin by writing

\[ B_\infty = \lim_{n \to \infty} \left( N(I - Q^n)H_2 + N(I - Q^{n-1})H_1NR - \sum_{i=0}^{n-2} Q^i H_1 N Q^{n-i-1} R \right) \]  

(56)

\[ B_\infty = NH_2 + NH_1NR - \lim_{n \to \infty} \sum_{i=0}^{n-2} Q^i H_1 N Q^{n-i-1} R, \]  

(57)

where

(a) follows from Lemma 10

(b) follows from Lemma 2.

In order to prove (55), we must now show the last term in (57) converges to the zero matrix. We use Corollary 3 and Lemma 12 in Appendix A to conclude that this is indeed the case.

For \( A_\infty \), we have that

\[ A_\infty = \lim_{n \to \infty} \sum_{i=0}^{n-1} Q^i H_1 Q^{n-i-1} \]  

(58)

\[ A_\infty = \lim_{n \to \infty} \left( Q^{n-1} H_1 + \sum_{i=0}^{n-2} Q^i H_1 Q^{n-i-1} \right). \]  

(59)

We conclude from Lemma 2 that the first term in (59) converges to the zero matrix. Finally we again use Corollary 3 and Lemma 12 in Appendix A to conclude that the second term in (59) also converges to the zero matrix so that \( A_\infty = 0 \).

\[ \text{V. Expected Unscaled Rewards} \]

Having found an expression for \( \hat{R}_n \) in the previous section, we now show that given initial state \( S_0 = i \), the expected accumulated reward at time \( n \) is given by the sum over all columns of the \( i \)th row of the matrix \( \hat{R}_n \).

**Theorem 2.** Let \( \bar{R}_n(i) \) be defined as in Definition 10 Then

\[ \bar{R}_n(i) = \sum_{j=1}^{|\Omega|} \hat{R}_n(i, j), \]  

(60)

where \( \hat{R}_n(i, j) \) is defined as in Definition 8 and is given by Lemma 10.

**Proof:** By the law of total expectation we have that

\[ \bar{R}_n(i) = \sum_{j=1}^{|\Omega|} \hat{R}_n(i, j) \Pr(S_n = j | S_0 = i). \]  

(61)

We conclude the result in Theorem 2 holds by Definition 8.

**Corollary 4.** Let \( \bar{R}_\infty(i) \) be defined as in Definition 13 Then

\[ \bar{R}_\infty(i) = \sum_{j=1}^{|\Omega|} \hat{R}_\infty(i, j), \]  

(62)

where \( \hat{R}_\infty(i, j) \) is defined as in Definition 11 and is given by Theorem 1.

Similarly, given \( \bar{R}_n(i) \) and a prior distribution over initial states, we can use the law of total expectation to calculate the unconditional expected value of \( \bar{R}_n \).
Theorem 3. Let \( R_n \) be defined as in Definition 5. If a prior distribution \( \Pr(S_0) \) over the initial state \( S_0 \) is known, then \( \mathbb{E}R_n \), the expected value of \( R_n \) is given by

\[
\mathbb{E}R_n = \sum_{i=1}^{\lvert \Omega \rvert} \bar{R}_n(i) \Pr(S_0 = i),
\]

(63)

where \( \bar{R}_n(i) \) is defined as in Definition 10 and is given by Theorem 2.

Corollary 5. Let \( \bar{R}_\infty = \lim_{n \to \infty} \mathbb{E}R_n \). Then

\[
\bar{R}_\infty = \sum_{i=1}^{\lvert \Omega \rvert} \bar{R}_\infty(i) \Pr(S_0 = i),
\]

(64)

where \( \bar{R}_\infty(i) \) is defined as in Definition 13 and is given by Corollary 4.

Finally, it may be of interest to know the expected accumulated reward after absorption given initial state \( i \) and absorbing state \( j \).

Theorem 4. Let \( i \in \Omega_T \) and \( j \in \Omega_A \). Let \( \bar{R}_\infty(i, j) \) represent the expected accumulated reward after absorption given initial state \( i \) and absorbing state \( j \). Then

\[
\bar{R}_\infty(i, j) = \frac{1}{P^\infty(i, j)} \bar{R}_\infty(i, j),
\]

(65)

where \( P^\infty(i, j) \) is the \((i, j)\)th entry of \( P^\infty \) given in Lemma 4.

APPENDIX A

PROOF OF SUPPORTING LEMMAS

Lemma 11. Let \( A \) be an \( m \times m \) matrix, and let \( A^n \) denote the \( n \)th power of \( A \) for some \( n \in \{2, 3, \ldots\} \). Then the \((i, j)\)th entry of \( A^n \), denoted by \( A^n(i, j) \), is given by

\[
A^n(i, j) = \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} \ldots \sum_{k_{n-1}=1}^{m} A(i, k_1)A(k_1, k_2) \ldots A(k_{n-1}, j).
\]

(66)

Proof: We proceed by induction.

Base case: We substitute \( n = 2 \) into (66) to get that

\[
A^2(i, j) = \sum_{k_1=1}^{m} A(i, k_1)A(k_1, j),
\]

(67)

which is the familiar definition for matrix multiplication.

Inductive Hypothesis: We assume that for \( n - 1 \geq 2 \),

\[
A^{n-1}(i, j) = \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} \ldots \sum_{k_{n-2}=1}^{m} A(i, k_1)A(k_1, k_2) \ldots A(k_{n-2}, j).
\]

(68)

Induction Step: We have that

\[
A^n(i, j) \equiv \sum_{k_{n-1}=1}^{m} A^{n-1}(i, k_{n-1})A(k_{n-1}, j)
\]

(69)

\[
\equiv \sum_{k_{n-1}=1}^{m} \left( \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} \ldots \sum_{k_{n-2}=1}^{m} A(i, k_1)A(k_1, k_2) \ldots A(k_{n-2}, k_{n-1}) \right) A(k_{n-1}, j),
\]

(70)
where
(a) follows from the definition of matrix multiplication and the fact that $A^n = A^{n-1}A$
(b) follows from the inductive hypothesis.

After rearranging the right-hand-side of (70), we conclude that (66) indeed holds.

Lemma 12. Let $g : \mathbb{N} \times \mathbb{R}^{m \times m} \times \mathbb{R}^{m \times m} \mapsto \mathbb{R}^{m \times m}$ be the function given by

$$g(n, A, Q) = \sum_{i=0}^{n-2} Q^i A Q^{n-i-1}. \quad (71)$$

where $Q$ is a matrix such that there exists a norm for which $\|Q\| < 1$. Then

$$\lim_{n \to \infty} g(n, A, Q) = 0_{m \times m}. \quad (72)$$

Proof: We show that the norm of $g(n, A, Q)$ approaches zero as $n \to \infty$. For any $n$, we have that

$$\|g(n, A, Q)\| = \left\| \sum_{i=0}^{n-2} Q^i A Q^{n-i-1} \right\| \quad (73)$$

$$\leq \sum_{i=0}^{n-2} \|Q^i A Q^{n-i-1}\| \quad (74)$$

$$\leq \sum_{i=0}^{n-2} \|Q\|^i \cdot \|A\| \cdot \|Q\|^{n-i-1} \quad (75)$$

$$= \sum_{i=0}^{n-2} \|Q\|^{n-1} \cdot \|A\| \quad (76)$$

$$= (n - 2) \|Q\|^{n-1} \cdot \|A\|, \quad (77)$$

where
(a) follows from sub-additive property of the matrix norm
(b) follows from sub-multiplicative property of the matrix norm.

Finally, we use L’Hospital’s Rule and the assumption that $\|Q\| < 1$ to conclude that the right-hand-side of (77) approaches zero as $n \to \infty$. 
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