Spatial organisation plasticity reduces disease infection risk in rock-paper-scissors models
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Abstract

We study a three-species cyclic game system where organisms face a contagious disease whose virulence may change by a pathogen mutation. As a responsive defence strategy, organisms’ mobility is restricted to reduce disease dissemination in the system. The impact of the collective self-preservation strategy on the disease infection risk is investigated by performing stochastic simulations of the spatial version of the rock-paper-scissors game. Our outcomes show that the mobility control strategy induces plasticity in the spatial patterns with groups of organisms of the same species inhabiting spatial domains whose characteristic length scales depend on the level of dispersal restrictions. The spatial organisation plasticity allows the ecosystems to adapt to minimise the individuals’ disease contamination risk if an eventual pathogen alters the disease virulence. We discover that if a pathogen mutation makes the disease more transmissible or less lethal, the organisms benefit more if the mobility is not strongly restricted, thus forming large spatial domains. Conversely, the benefits of protecting against a pathogen causing a less contagious or deadlier disease are maximised if the average size of groups of individuals of the same species is significantly limited, reducing the dimensions of groups of organisms significantly. Our findings may help biologists understand the effects of dispersal control as a conservation strategy in ecosystems affected by epidemic outbreaks.

1. Introduction

There is plenty of evidence that mobility plays a central role in species persistence, determining pattern formation and ecosystem stability \cite{1-4}. Spatial interactions have been proved responsible for competing species’ coexistence, as in the case of \textit{Escherichia coli} \cite{5}. Experiments have shown that three strains of bacteria, whose dominance is nonhierarchical, survive because of a cyclic dominance, described by the rock-paper-scissors game rules. However, it has been proved that cyclic interactions are not sufficient to maintain biodiversity. This means that selection interactions must occur locally, leading to the formation of departed spatial domains \cite{6,7}. Other biological systems, like Californian coral reef invertebrates and lizards in the inner Coast Range of California, have also provided evidence of the role of space in the maintenance of biodiversity in cyclic game systems \cite{8,9}. In these systems, low mobility individuals interact with neighbours, producing a long-term coexistence; for high mobility values, conversely, spatial organisms’ distribution tends to be homogeneous, resulting in biodiversity loss.

Furthermore, behavioural ecology has demonstrated that mobility plays an important role in the species adaptation to environmental changes \cite{10,12}. For example, the adaptive movement has been observed as either a survival strategy in dangerous situations or in foraging for search for prey or locations because of a cyclic dominance, described by the rock-paper-scissors game rules. Many organisms can scan the environment and interpret the signals captured from the neighbourhood to adjust their movement. The understanding of behavioural mobility strategies has helped the generation of sophisticated tools used by engineers to improve robots that imitate the animal behaviour \cite{18}.

Scientists have shown that behavioural strategies can minimise the individual risk of being contaminated by a viral disease transmitted person-to-person \cite{19,23}. For example, social distancing rules have been implemented worldwide, with individual and collective gains \cite{24,26}. Furthermore, mobility restrictions have been shown efficient in decreasing the number of infected organisms and, consequently, minimising the social impact of epidemics on communities \cite{27,30}. However, to guarantee the maximum efficiency of these measures in protecting against disease contamination, they are subject to adjustments if mutation alters the predominant pathogen causing the epidemics \cite{31}. The spatial organisation plasticity resulting from controlling the organisms’ dispersal may be fundamental to improve the efficiency of mitigation strategies against the disease with changing transmissibility and mortality \cite{32,36}.

In this work, we investigate a three-species cyclic game, where organisms cope with an epidemic of a deadly disease transmitted by neighbour agents. We aim to address the following questions: i) how do organisms’ mobility restrictions control the spatial pattern plasticity by changing the size of departed spatial domains?; ii) what results does spatial pattern plasticity provide to prevent organisms’ disease contamination?; iii) how do changes in the disease virulence (transmission and mortality rates) interfere with the dispersal reduction strategy? iv) how tight should organisms’ mobility be restricted to maximise that protection against infection of a varying virulence disease?
Our stochastic simulations are based on the May-Leonard implementation of the rock-paper-scissors Model, where organisms interact locally, but the number of individuals is not conserved [17–47]. We assume a person-to-person disease transmission, which may affect all healthy organisms, irrespective of the species - no individual or species is immune to the viral infection [48–52]. Once contaminated, individuals work as viral vectors, passing the disease to immediate neighbours before dying or being cured of the illness; cured individuals may be reinfected anytime.

The outline of this paper is as follows: the model is introduced in Sec. 2, where the simulations are explained, and parameters are defined. We study spatial pattern plasticity and quantify the spatial domain scales in Sec. 3. The interference of variations in the disease virulence in the population dynamics is investigated in Sec. 4. In Sec. 5, we study the adaptation in the mobility restrictions to respond to viral mutations changing the disease virulence. Finally, we discuss the results and present our conclusions in Sec. 6.

2. Our model

We study a three-species cyclic model where selection dominance obeys the rock-paper-scissors model. In this popular game, scissors cut rock, paper wraps rock, and rock crushes scissors, as illustrated in Fig. 1. Accordingly, red, yellow, and blue identify organisms of species 1, 2, and 3, respectively; dark and light colours stand for healthy and sick individuals, respectively. The arrows show the cyclic selection dominance.

Our numerical implementation follows the May-Leonard model, where the total number of organisms is not conserved [53]. The simulations were performed in square lattices with periodic boundary conditions: individuals interact on a torus surface with \( N \) points. Each grid site contains at most one individual - the maximum number of individuals is \( N \). This

The initial conditions are random: we allocate an organism of an aleatory species at each grid point. The initial number of individuals is the same for every species: \( I_i \approx N/3 \), with \( i = 1, 2, 3 \). Initially, the proportion of sick individuals is 1%, which is valid for every species.

To describe the stochastic interactions implemented in our simulations, we first define the notation \( h_i \) and \( s_i \) to identify healthy and sick individuals of species \( i \); the labelling \( i \) stands for all individuals, irrespective of illness or health. The organisms’ spatial distribution is altered by the implementation of one of the following interactions:

- Selection: \( i j \rightarrow i \otimes j \), with \( j = i + 1 \), where \( \otimes \) means an empty space. A selection interaction results in an empty space in the grid site previously occupied by the individual of species \( i + 1 \).
- Reproduction: \( i \otimes \rightarrow i \otimes \). An offspring of species \( i \) is produced to occupy the empty space.
- Mobility: \( i \otimes \rightarrow i \otimes \), where \( \odot \) means either an individual of any species or an empty site. Mobility happens when an individual of species \( i \) switches grid site with another organism of any species or with an empty space.
- Infection: \( s_i h_j \rightarrow s_i s_j \), with \( i, j = 1, 2, 3 \). An ill individual of species \( i \) transmits the virus to a healthy individual, irrespective of the species.
- Cure: \( s_i \rightarrow h_i \). An ill organism of species \( i \) is cured of the disease; once cured, the organism is vulnerable to being reinfected.
- Death: \( s_i \rightarrow \otimes \). A sick individual of species \( i \) dies because of complications of the disease; its position becomes an empty space.

In our stochastic simulations, the occurrence of a given interaction depends on the set of real parameters: \( S \) (selection rate), \( R \) (reproduction rate), \( M \) (mobility rate), \( \kappa \) (infection rate), \( \mu \) (mortality rate), and \( \omega \) (cure rate). In addition, we implement the mobility restriction strategy by defining the slowness factor \( \nu \), a real parameter that defines the percentual reduction in the mobility rate. This means that the effective mobility rate is given by \( (1 - \nu) m \).

The interactions were implemented by assuming the Moore neighbourhood; thus, an organism may interact with one of its eight immediate neighbours. The algorithm follows three steps: i) randomly choosing an active individual; ii) raffling one interaction to be executed; iii) drawing one of the eight nearest neighbours to suffer the interaction. One time step is counted either if one interaction is implemented or if an organism is chosen to move but stays in its grid site because of the mobility restrictions. Our time unit is defined as the necessary time for \( N \) timesteps to occur.

Figure 1: Illustration of the spatial rock-paper-scissors model. Red, yellow, and blue circles represent organisms of species 1, 2, and 3, respectively; dark and light colours stand for healthy and sick individuals, respectively. The arrows show the cyclic selection dominance.
The density of organisms of species $i$ at time $t$ is defined as

$$\rho_i(t) = \frac{I_i(t)}{N},$$

with $i = 1, 2, 3$, where $I_i(t)$ stands to the total number of individuals of species $i$ present in the lattice at time $t$. In addition, $\rho_0$ represents the density of empty spaces. Because of the cyclic symmetry, the average value of the density of species is the same for all species; thus, we choose species 1 to calculate the density of species $\rho$. We also define the densities $\rho_h(t) = I_h(t)/N$ and $\rho_s(t) = I_s(t)/N$ as the fraction of the grid occupied by healthy and sick individuals of species 1, respectively.

### 3. Spatial pattern plasticity

To understand how the organisms’ mobility restriction strategy controls the spatial organisation plasticity during an epidemic, we first observe snapshots obtained from simulations for $\nu = 0.0$, $\nu = 0.50$, and $\nu = 1.0$. The simulations were performed in lattices with $300^2$ grid sites until $t = 5000$; the final spatial distributions were captured and shown in Figs. 2a ($\nu = 0.0$), 2b ($\nu = 0.50$), and 2c ($\nu = 1.0$), respectively. The colours follow the scheme in Fig. 1 dark red, yellow, and blue dots show healthy individuals of species 1, 2, and 3, respectively - light colours represent ill organisms of the respective species. The simulations ran for the set of parameters: $S = R = 1.0$, $M = \kappa = 2.0$, and $C = \mu = 0.2$. The temporal change of the density of species during the entire simulations is depicted in Fig. 3. Grey, orange, and purple lines indicate the fraction of the grid occupied by species 1 in the simulations for $\nu = 0.0$, $\nu = 0.50$, and $\nu = 1.0$, respectively. The error bars indicate the standard deviation in sets of 100 simulations.

After an initial transient pattern formation stage, healthy and sick individuals of the same species segregate in departed spatial domains. The cyclic selection dominance inherent in the rock-paper-scissors game leads to the arising of spiral waves, with individuals of the species occupying departed spatial domains forming the spiral arms. The outcomes show that smaller groups of organisms as $\nu$ grows, implying that the average area of the single-species spatial domains decreases as mobility reduction accentuates - from Fig. 2a ($\nu = 0.0$) to Fig. 2c ($\nu = 1.0$). This is in agreement with the random walks theory; accordingly, the average area explored by individuals is proportional to the mobility rate [38, 54]. Fig. 3 mobility restrictions slow the dynamics of the species populations: as $\nu$ grows, the amplitude and frequency of the species densities decrease because organisms are less exposed to being infected and elim-
uated by an enemy in the cyclic game; thus, the individuals’ death risk drops.

3.1. Typical spatial domain’s characteristic length

The snapshots in Fig. 2 show that the spatial organisation adapts to the organisms’ velocity decrease. We aim to compute the changes in the scale of spatial domains occupied by each species resulting from the mobility restrictions. In this sense, we first compute the spatial autocorrelation function $C(r)$, with $i = 1, 2, 3$, in terms of radial coordinate $r$ by introducing the function $\phi_i(r)$ that identifies the position $r$ in the lattice occupied by individuals of species $i$ (healthy and ill individuals). Employing the Fourier transform

$$\varphi(K) = \mathcal{F} \{\phi(r) - \langle \phi \rangle\},$$

where $\langle \phi \rangle$ is the mean value of $\phi_i(r)$, we find the spectral densities

$$S_i(K) = \sum_{k_x, k_y} \varphi_i(K),$$

Therefore,

$$C_i(\mathcal{F}) = \frac{\mathcal{F}^{-1}[S_i(K)]}{C(0)},$$

can be rewritten as a function of the radial coordinate $r$:

$$C_i(r) = \sum_{|x+y|} \frac{C_i(\mathcal{F})}{\min \{2N - (x + y + 1), (x + y + 1)\}}.$$

We calculate the mean autocorrelation function from a set of 100 simulations with different initial conditions. The realisations ran in lattices with $500^2$ grid sites, running until $t = 5000$. We assumed the same set of parameters used in the results shown in Figs. 2 and 3. Because of the symmetry of the rock-paper-scissors game, the typical spatial domains occupied by individuals of every species have the same average size, which is valid if the interaction rates are the same for every species. Therefore, we arbitrarily choose to compute the autocorrelation function for species 1, defined as $C(r)$. We then use the threshold $C(l) = 0.15$ to determine the characteristic length scale of the spatial domains, $l$.

First, we computed the spatial autocorrelation function $C(r)$, whose averaged results are depicted in Fig. 4, the error bars indicate the standard deviation. Grey, orange, and purple lines show the autocorrelation function for the cases shown in Figs. 2a ($\nu = 0.0$), 2b ($\nu = 0.5$), and 2c ($\nu = 1.0$), respectively. The dashed black line represents the threshold to calculate the characteristic scale $l$. The outcomes reveal that as dispersal restrictions increases, the organisms of the same species are less spatially correlated. This results from the arising of smaller single-species spatial domains, as shown in Figs. 2a to 2c.

Using the threshold illustrated by the dashed black line in Fig. 4 we quantified the spatial organisation plasticity induced by the individuals’ mobility limitation in terms of the mean characteristic length scale $l$. Figure 5 shows the mean value of $l$ for $\nu = 0.0$ to $\nu = 1.0$, in intervals of $\delta \nu = 0.05$; the error bars show the standard deviation. The results show that $l$ non-linearly decreases with $\nu$. In the limit case, where organisms are imposed to be static ($\nu = 1.0$), the characteristic length scale of the typical single-species domains decreases by approximately 42%.

4. Impact of disease virulence on population dynamics

We now investigate the effects of variations in disease virulence caused by a virus mutation on population dynamics. For this purpose, we consider the following characteristics of the contagious disease:

- Disease transmission: we performed a series of simulations for a wide range of infection rate, $\kappa$. If $\kappa$ grows, the virus mutation leads to a faster disease spreading.
- Disease mortality: we ran many simulations considering a wide interval of mortality rate, $\mu$. As $\mu$ grows, the mutation generates a deadlier disease.

We introduce the individuals’ infection risk $\chi_i(t)$, as the probability of a healthy organism of species $i$ being contaminated at time $t$. The infection risk is implemented following the following steps: i) the total number of healthy individuals of species $i$ when each unit time begins is saved; ii) the number of individuals of species $i$ infected during the unit time is computed; iii) the infection risk, $\chi_i$, with $i = 1, 2, 3$ is found by the ratio between the number of infected individuals and the initial number of healthy individuals. Throughout this work, $\chi$ stands for the infection risk, valid for every species because of the cyclic model symmetry - the calculation is made using the data from species 1.

We performed a series of 100 simulations in grids with $5000^2$, running until $t = 5000$. We avoid the high fluctuations in the species densities inherent to the pattern formation process (in the initial simulation stage) by computing the mean infection risk and species densities using the outcomes from the second simulation half. The simulations were performed for the same sets of parameters as in the previous section, except for $\kappa$ and $\mu$, which are specified in Figs. 6 and 7, respectively. The slowness factor is assumed to be $\nu = 0.6$. 

![Figure 5: Characteristic length scale of the typical single-species spatial domain as a function of the slowness factor. The outcomes were obtained by averaging a set of 100 simulations running in lattices with $500^2$ grid sites; the error bars show the standard deviation.](image)
The mean infection risk $\chi$ is depicted in Figs. 6a and 7a for a wide range of infection and mortality probabilities, respectively; the error bars indicate the standard deviation. Additionally, we calculated the mean value of the densities of organisms of a single species and empty spaces. The outcomes are depicted by light purple (healthy individuals), yellow (sick individuals), red (healthy and sick individuals), and black lines (empty spaces) in Fig. 6b and Fig. 7b as functions of the infection, and mortality probabilities, respectively.

4.1. Disease Transmission

As all simulations started with only 1% of organisms being sick, the minimum infection rate that causes the disease dissemination throughout the lattice is $\kappa = 0.8$. This means that for $\kappa < 0.8$, individuals of species $i$ die only if eliminated by organisms of species $i-1$ in the spatial rock-paper-scissors game. Therefore, the organisms’ death risk is minimum. In this case, the average value of the species density is maximum since all organisms are healthy (light purple line in Fig. 6b).

For $\kappa \geq 0.8$, disease transmission is sustained, with the individuals’ infection risk growing approximately linearly in $\kappa$, as depicted in Fig. 6a. This yields the species densities to decline because of the increase in the proportion of sick individuals and the consequent growth in the density of empty spaces (yellow and black lines in Fig. 6b). As $\kappa$ grows, the relative density of healthy individuals decreases; therefore, the disease outbreak affects fewer and fewer healthy individuals.

4.2. Disease Mortality

The results reveal that if the disease does not provoke the death of sick individuals ($\mu = 0$), the proportion of ill organisms is maximum; namely, $\rho_s = 0.836\rho$. Because of this, the infection risk is maximum, as depicted in Fig. 7a.

As $\mu$ increases, the number of organisms dying because of the disease rises, reaching the maximum value for $\mu = 0.4$. As depicted by the black line in Fig. 7b, the density of empty spaces is maximum for $\mu = 0.4$, with the density of species $\rho = \rho_h + \rho_s$ being minimal. For $\mu > 0.4$, the increasing proportion of viral vectors dying before transmitting becomes counterproductive for the disease spreading. Thus, the disease transmission weakens to higher mortality rates, being eradicated for $\mu = 0.72$. The results in Fig. 7b also show that the decrease in density of ill organisms is approximately linear in $\mu$.

5. Adaptation of the mobility restriction strategy

Finally, we aim to quantify the benefits of the spatial organisation plasticity as a self-preservation strategy against disease contamination. We assume that a pathogen mutation modifies the disease virulence and triggers the organisms’ mobility restrictions to adjust the size of the single-species spatial domains. The goal is to maximise the relative decrease in individuals’ disease contamination risk. For this purpose, we define the optimum slowness factor $\nu^\star$ as the level of the mobility restrictions that minimised the infection risk for varying $\kappa$ and $\mu$. 
We performed two experiments to vary the disease transmission and mortality and computed the relative change in the infection risk: \( \tilde{\chi} = (\chi - \chi_0)/\chi_0 \), where \( \chi_0 \) is the infection risk for \( \nu = 0 \). For each set of parameters, we ran 100 simulations in lattices with 500\(^2\) grid sites; the error bars indicate the standard deviation. The inset figures show the optimum slowness factor \( \nu^* \), with the colours representing the respective \( \kappa \) and \( \mu \).

We first observe that the efficiency of the dispersal reduction tactic is more relevant for low \( \kappa \). Furthermore, as less transmissible the disease becomes, the slower individuals should move to maximise the gain in protection against infection. For \( \kappa = 1.0 \), being static (\( \nu^* = 1.0 \)) brings the most significant reduction in \( \chi \) —as depicted by the purple dot in the inset figure. In contrast, if the mutation makes the disease more transmissible, it is more advantageous if the dispersal restrictions are partially released. As indicated in the inset figure, for \( \kappa = 4.0 \), the optimum slowness factor is \( \nu^* = 0.7 \).

Concerning the variation in the infection mortality, we computed the relative variation in infection risk for seven cases: \( \nu = 0.20 \) (purple line), \( \nu = 0.25 \) (orange line), \( \nu = 0.30 \) (green line), \( \nu = 0.35 \) (pink line), \( \nu = 0.40 \) (blue line), \( \nu = 0.45 \) (brown line), and \( \nu = 0.50 \) (yellow line), as shown in Fig. 8b. The inset in Fig. 8b shows \( \nu^* \) for each value of \( \mu \).

For a low mortality disease, the results indicate that \( \nu^* = 0.9 \) is the mobility restriction that makes spatial organisation plasticity to provide maximum protection against disease contamination. However, once the disease mortality rises, the profit in reduced infection risk is maximised if the dispersal limitations accentuate. According to our results, for \( \mu \geq 0.30 \), the best results are achieved for \( \nu^* = 1.0 \).

6. Discussion and Conclusions

We run simulations of the spatial version of the rock-paper-scissors rules, where organisms face an infectious disease outbreak. Running stochastic simulations, we first investigated how the individuals’ mobility restriction strategy induces plasticity in the individuals’ spatial organisation. For this purpose, we quantified how the characteristic length scale of the single-species spatial domains decreases when individuals are constrained to explore a smaller fraction of the grid per unit time [58, 54].

To understand how changes in the disease virulence caused by the pathogen mutation affect population dynamics, we simulate the spreading of less severe and more aggressive diseases. The outcomes show that:

- If the new virus provokes a more transmissible disease, the proportion of sick individuals increases; thus, the number of individuals transmitting the virus grows. However, the situation is asymptotically stabilised because of the many deaths of sick individuals that control the transmission rate.

- Infection risk drops as the mortality rate grows because more deaths of sick organisms result in fewer virus vectors. Furthermore, we found that the population decline caused by the increasing number of fatalities is reverted if the pathogen mutation generates a very high mortality disease. In this case, the initial extremely high number of deaths brings a consequent drastic drop in the number of individuals transmitting the disease.

Our findings show the benefits of the mobility restriction is affected by alterations in disease virulence. Therefore, the individuals’ dispersal limitation strategy must adapt if pathogen mutation changes disease transmission or mortality. This means that if organisms are sensitive to changes in disease virulence, adapting the mobility rhythm, the spatial organisation plasticity ensures a maximum reduction in the infection risk. The results revealed that the relative reduction in the infection risk decreases significantly if the disease becomes less transmissible or deadlier. In this case, organisms gain more protection if movement restrictions are tighter, creating spatial domains with shorter characteristic length scales. On the contrary, faced with a more transmissible or less lethal illness, individuals’ dispersal restrictions must be released, allowing the formation of larger groups of individuals of the same species.
Although, in our model, a sick organism becomes susceptible to being reinfected when recovered from the disease, all conclusions hold if a temporary immunity is given to cured individuals. In this case, the disease transmission chain is weakened since the virus finds obstacles to spread. This introduces a time delay in the transmission process, thus decreasing the average infection risk. In this scenario, mobility restrictions also work as an effective collective survival strategy, inducing spatial organisation plasticity that reduces the individuals’ disease contamination risk.

Our outcomes can be generalised to cyclic game systems with an arbitrary odd number of species, where organisms adapt their mobility rate to escape being infected or eliminated by enemies. Furthermore, besides being interpreted as an evolutionary behavioural strategy that organisms perform to protect themselves from disease surges, our results can be helpful to ecologists in creating ecosystem conservation strategies aiming to protect biodiversity from epidemic outbreaks.

Acknowledgments

We thank CNPq, ECT, Fapern, and IBED for financial and technical support.

References

[1] M. Begon, C. R. Townsend, J. L. Harper, Ecology: from individuals to ecosystems, Blackwell Publishing, Oxford, 2006.
[2] D. E. Bowler, T. G. Benton, Causes and consequences of animal dispersal strategies: relating individual behaviour to spatial dynamics, Biol Rev. Camb. Philos. Soc. 80 (2005) 205–225.
[3] F. Barraquand, B. S., Animal movements in heterogeneous landscapes: Identifying profitable places and homogeneous movement bouts, Ecology 89 (2008) 3336–3348.
[4] A. Purvis, A. Hector, Getting the measure of biodiversity, Nature 405 (2000) 212–2019.
[5] B. C. Kirkup, M. A. Riley, Antibiotic-mediated antagonism leads to a bacterial game of rock-paper-scissors in vivo, Nature 428 (2004) 412–414.
[6] B. Kerr, M. A. Riley, M. W. Feldman, B. J. M. Bohmanan, Local dispersal promotes biodiversity in a real-life game of rock–paper–scissors, Nature 418 (2002) 171.
[7] R. Durret, S. Levin, Allelopathy in spatially distributed populations, J. Theor. Biol. 185 (1997) 165–171.
[8] B. Sinnervo, C. M. Lively, The rock-scissors-paper game and the evolution of alternative male strategies, Nature 380 (1996) 240–243.
[9] J. B. C. Jackson, L. Buss, The rock-scissors-paper game and the evolution of alternative male strategies, Proc. Natl Acad. Sci. USA 72 (1975) 5160–5163.
[10] P. A. Abrams, Foraging time optimization and interactions in food webs, The American Naturalist 124 (1) (1984) 80–96.
[11] A. Cormont, A. H. Malinowska, O. Kostenko, V. Radvuch, L. Hemerik, M. F. WallisDeVries, J. Verboom, Effect of local weather on butterfly flight behaviour, movement, and colonisation: significance for dispersal under climate change, Biodiversity and Conservation 20 (2011) 483–503.
[12] R. Buchholz, Behavioural biology: an effective and relevant conservation tool, Trends in Ecology & Evolution 22 (8) (2007) 401 – 407.
[13] L. Rioult-Lambert, J. Matthiopoulos, Environmental predictability as a cause and consequence of animal movement, Trends in Ecology & Evolution 35 (2) (2020) 163–174.
[14] P. A. Abrams, Habitat choice in predator-prey systems: Spatial instability due to interacting adaptive movements, The American Naturalist 169 (5) (2007) 581–594.
[15] D. Bonte, M. Dahirel, Dispersal: a central and independent trait in life history, Oikos 126 (2017) 472–479.
[16] S. Benhamou, P. Pierre Bovet, How animals use their environment: a new look at kinesis, Animal Behaviour 38 (3) (1989) 375–383.
[17] J. Martin, S. Benhamou, K. Yoganand, N. Owen-Smith, Coping with spatial heterogeneity and temporal variability in resources and risks: Adaptive movement behaviour by a large grazing herbivore, PLOS ONE 10 (2015) e0118461.
[18] P. Maes, M. J. Mataric, J. A. Meyer, J. Pollack, S. W. Wilson, Some adaptive movements of animals with single symmetrical sensors, 1996, pp. 55–64.
[19] E. Du, E. Chen, J. Liu, C. Zheng, How do social media and individual behaviors affect epidemic transmission and control?, Science of The Total Environment 761 (2021) 144114.
[20] A. M. Dunn, M. E. Torchin, M. J. Hatcher, P. M. Kotanen, D. M. Blumenthal, J. E. Byers, C. A. Coon, V. M. Frankel, R. D. Holt, R. A. Hufnaber, A. R. Kanarek, K. A. Scherenbeck, L. M. Wolfe, S. E. Perkins, Indirect effects of parasites in invasions, Functional Ecology 26 (6) (2012) 1262–1274.
[21] M. J. Young, N. H. Fefferman, The dynamics of disease mediated invasions by hosts with immune reproductive tradeoff, Scientific Reports 12 (2022) 4108.
[22] T. Nagatani, G. Ichinose, K. ichi Tainaka, Epidemics of random walkers in metapopulation model for complete, cycle, and star graphs, Journal of Theoretical Biology 450 (2018) 66–75.
[23] J. Tanimoto, Sociophysics Approach to Epidemics, Springer, Singapore, 2021.
[24] T. C. Reluga, Game theory of social distancing in response to an epidemic, PLoS Comput. Biol. 6 (5) (2010) e1000793.
[25] S. Stockmaier, N. Stroeymeyt, S. E. C., H. D. M., L. A. Meyers, D. I. Bolnick, Infectious diseases and social distancing in nature, Science 371 (6533) (2021) eabc8881.
[26] S. Stockmaier, N. Stroeymeyt, E. C. Shattuck, D. M. Hawley, L. A. Meyers, D. I. Bolnick, Infectious diseases and social distancing in nature, Science 371 (6533) eabc8881.
[27] G. Dimarco, G. Toscani, M. Zanella, Optimal control of epidemic spreading in the presence of social heterogeneity, Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences 380 (2224) (2022) 20210160.
[28] Q. Shao, D. Han, Epidemic spreading in metapopulation networks with heterogeneous mobility rates, Applied Mathematics and Computation 412 (2022) 126559.
[29] P. Edelbro Møllgaard, S. Lehmann, L. Alessandretti, Understanding components of mobility during the covid-19 pandemic, Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences 380 (2224) (2022) 20210118.
[30] T. Oka, W. Wei, D. Zhu, The effect of human mobility restrictions on the covid-19 transmission network in china, PLOS ONE 16 (7) (2021) 1–16.
[31] To restrict or not to restrict? use of artificial neural network to evaluate the effectiveness of mitigation policies: A case study of turkey, Chaos, Solitons & Fractals 151 (2021) 111246.
[32] N. Stroeymeyt, A. V. Grasse, A. Crespi, D. P. Morsch, S. Cremer, L. Keller, Social network plasticity decreases disease transmission in an eusocial insect, Science 362 (6417) (2018) 941–945.
[33] V. Papantikaloa, A. Chrysovergis, V. Ragos, E. Tsiambas, S. Katsinis, A. Manoli, S. Papouliakos, D. Roukas, S. Mastronikolis, D. Peschos, A. Batistatou, E. Kyrdinomos, N. Mastronikolis, From delta to omicron: S1-rbd/s2 mutation/deletion equilibrium in sars-cov-2 defined variants, Gene 814 (2022) 146134.
[34] M. Becerra-Flores, T. Cardozo, Sars-cov-2 viral spike g614 mutation exhibits higher case fatality rate, International Journal of Clinical Practice 74 (8) (2020) e13525.
[35] H. M. Zawbaa, H. Osma, A. El-Gendy, H. Saeed, H. S. Harb, Y. M. Madney, M. Abdelrahman, M. Mohsen, A. M. A. Ali, M. Nicola, M. O. Elgendy, I. A. Ibrahim, M. E. A. Abdelraham, Effect of mutation and vaccination on spread, severity, and mortality of covid-19 disease, Journal of Medical Virology 94 (1) (2022) 197–204.
[36] A. Bridier, P. C. Piard, J-C. and, S. Labarthe, F. Dubois-Brissonnet, R. Briandet, Spatial organization plasticity as an adaptive driver of surface microbial communities, Front, Microbiol 8 (2017) 1364.
[37] K. A. Kabir, J. Tanimoto, The role of pairwise nonlinear evolutionary dy-
[38] T. Reichenbach, M. Mobilia, E. Frey, Mobility promotes and jeopardizes biodiversity in rock-paper-scissors games, Nature 448 (2007) 1046–1049.

[39] A. Szolnoki, M. Mobilia, L.-L. Jiang, B. Szczesny, A. M. Rucklidge, M. Perc, Cyclic dominance in evolutionary games: a review, Journal of The Royal Society Interface 11 (100).

[40] B. Moura, J. Menezes, Behavioural movement strategies in cyclic models, Scientific Reports 11 (2021) 6413.

[41] J. Menezes, Antipredator behavior in the rock-paper-scissors model, Phys. Rev. E 103 (2021) 052216.

[42] J. Menezes, B. Moura, Mobility-limiting antipredator response in the rock-paper-scissors model, Phys. Rev. E 104 (2021) 054201.

[43] J. Menezes, E. Rangel, B. Moura, Aggregation as an antipredator strategy in the rock-paper-scissors model, Ecological Informatics 69 (2022) 101606.

[44] P. P. Avelino, D. Bazeia, L. Losano, J. Menezes, B. F. de Oliveira, M. A. Santos, How directional mobility affects coexistence in rock-paper-scissors models, Phys. Rev. E 97 (2018) 032415.

[45] P. P. Avelino, D. Bazeia, L. Losano, J. Menezes, B. F. Oliveira, Junctions and spiral patterns in generalized rock-paper-scissors models, Phys. Rev. E 86 (2012) 036112.

[46] D. Bazeia, J. Menezes, B. F. de Oliveira, J. G. G. S. Ramos, Hamming distance and mobility behavior in generalized rock-paper-scissors models, Europhysics Letters 119 (5) (2017) 58003.

[47] P. P. Avelino, J. Menezes, B. F. de Oliveira, T. A. Pereira, Expanding spatial domains and transient scaling regimes in populations with local cyclic competition, Phys. Rev. E 99 (2019) 052310.

[48] E. Rangel, B. Moura, J. Menezes, Combination of survival movement strategies in cyclic game systems during an epidemic, Biosystems 217 (2022) 104689.

[49] J. Menezes, B. Moura, E. Rangel, Adaptive survival movement strategy to local epidemic outbreaks in cyclic models (2022).

[50] W.-X. Wang, Y.-C. Lai, C. Grebogi, Effect of epidemic spreading on species coexistence in spatial rock-paper-scissors games, Phys. Rev. E 81 (2010) 046113.

[51] T. Nagatani, Infection promotes species coexistence: Rock–paper–scissors game with epidemic on graphs, Physica A: Statistical Mechanics and its Applications 535 (2019) 122531.

[52] X. Yang, H. Zhou, X. Zhou, Rock paper scissors: Crispr/cas9-mediated interference with geminiviruses in plants, Science China Life Sciences (2019) 1389–1391.

[53] R. M. May, W. J. Leonard, Nonlinear aspects of competition between three species, SIAM J. Appl. Math. 29 (1975) 243–253.

[54] S. Redner, A Guide to First-Passage Processes, Cambridge Univ. Press, Cambridge Univ. Press, 2001.

[55] M. Tenorio, E. Rangel, J. Menezes, Adaptive movement strategy in rock-paper-scissors models, Chaos, Solitons & Fractals 162 (2022) 112430.

[56] J. Menezes, M. Tenorio, E. Rangel, Adaptive movement strategy may promote biodiversity in the rock-paper-scissors model, Europhysics Letters 139 (5) (2022) 57002.