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Abstract
A publication deluge has impeded rather than advanced theory in experimental psychology. Many researchers rely more on null-hypothesis significance testing than literature studies to determine whether results are worthwhile. Four problematic publication practices are symptomatic for the theoretical deficit: (a) reinventing the wheel, (b) the Proteus phenomenon, (c) mechanical (non) replications, and (d) the survival of discredited hypotheses. Remedies include the development of AI tools recommending semantically related references, mandatory hypothesizing before and after results are known, and theoretical syntheses guided by meta-analyses and process models. The nonlinear theoretical development shows parallels to the optimization procedure of biological evolution. Theoretical hypotheses rather than experimental results are the elementary units of science. The fittest theories may survive alongside the least fit because they are not made to compete in research publications. Even if publication practices improve, winning hypotheses will often represent local optima and still cannot be taken with absolute certainty.
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It is simply a sad fact that in soft psychology theories rise and decline, come and go, more as a function of baffled boredom than anything else; and the enterprise shows a disturbing absence of that cumulative character that is so impressive in disciplines like astronomy, molecular biology, and genetics. (Meehl, 1978, p. 807)

The sheer, and ever-rising, volume of publications has impeded rather than accelerated theoretical progress in experimental psychology. The larger the field, the slower the citation rates of top-cited articles change over the years (Chu & Evans, 2018). New hypotheses apparently do not get noticed and researchers stick to the trusted ones. “A deluge of papers in a scientific field does not lead to a quick turnover of central ideas, but rather to
the ossification of canon” (p. 1). The number of research publications is so staggeringly high that it is humanly impossible to read them all, even if one has a very limited field of interest. Ioannidis et al. (2017) counted about 17 million articles that involve research on humans within the search engine PubMed, and each year about 1 million articles are added. All authors of research publications have to settle with the realization that they do not know the previous literature sufficiently, and therefore cannot cite the relevant studies adequately. Symptomatic for this impasse is a number of problematic publication practices (PPPs) that occur frequently in experimental psychology. Easy measures to rectify this situation do not exist, but a few improvements are suggested.

Any research effort requires attempts to retrieve what has been done before in the field. Without such attempts, researchers run the risk of rediscovering what was already known, accepting flukes as robust findings, and advancing personal intuitions and folk theories while ignoring well-established hypotheses (i.e., the PPPs, to be discussed below). Sparse referencing is certainly not specific to experimental psychology but has, for instance, also been observed in medical randomized controlled trials (RCTs). Robinson and Goodman (2011) investigated prior citations in 1523 RCTs, of which 257 systematic reviews (e.g., meta-analyses) revealed at least three prior citable trials. Only 21% of the relevant prior reports were cited in these RCTs. Systematic reviews were also scarcely cited, and indeed a considerable number of trials claimed to be the first. In addition, older studies were cited less frequently than were more recent trials. Surprisingly, the more evidence existed the more likely subsequent RCTs were to overlook it. Sparse referencing not only represents an unjustifiable waste of research funds but also threatens the theoretical development of science.

The problem is exacerbated by considering statistical significance “conclusive” evidence indicating that the finding can stand on its own. Significance tends to serve as a stop criterion for theoretical analysis. Findings often need to be labeled “novel” to get accepted for publication. The presumed novelty of the significant effect not only relieves the authors from performing comprehensive literature searches but also lowers the need for embedding the findings into a theoretical context. Many calls have been made to abandon “fatally flawed” significance testing (e.g., Amrhein et al., 2019; Cumming, 2014; Trafimow & Marks, 2015), but that it also promotes the neglect of theory is not well recognized. I do not want to reiterate extensively the classical objections against null-hypothesis significance testing (NHST) here, but will focus on the theoretical deficit in experimental psychology, and what might potentially be done about it.

Research efforts in psychology should move from a test-centered to a theory-centered approach. If significance and the apparent success of the results cannot serve as gatekeepers for publication (i.e., in preregistered research), what can be done to stem the flood of publications that, due to their large number alone, already hinder scientific progress? In the end, no editor could reject any paper unless it had explicit methodological flaws. As a main remedy, I propose to limit the number of publications by requiring the formulation of competing substantive hypotheses in every research publication. This limitation should not apply to the execution of research or making the results available in an internet database or repository, for which I favor an “anything goes” approach (cf. Feyerabend, 1975). Fewer, but more meaningful, publications may help relieve the theoretical stagnation in experimental psychology and allow for its theoretical advancement, however nonlinear and erratic that still may prove to be.
The statistical illusion

The overwhelming number of publications has led many researchers to adopt the strategy of focusing on NHST, rather than theoretical analyses. Statistical testing applies to data but not to theories. Significance serves as a decision criterion whether an “effect” is there or not. The alarmingly high number of false positives (Ioannidis, 2005; Wilson & Wixted, 2018) and false negatives (Hartgerink et al., 2017; see also Hauer, 2004; Vadillo et al., 2016) clearly defeats this strategy. The fine-tuning of statistical analyses after the data have been obtained certainly makes things worse (see Wagenmakers et al., 2012), but even in the absence of questionable research practices, a majority of significant findings may not represent “true effects” (Ioannidis, 2005). The notion that one can decide about an “effect” based on its (non-)significance, therefore, should be called illusory.

The lack of theoretical analysis is masked by the use of the term hypothesis in statistical testing. Phaf (2016) argued that the statistical H₀ and H₁ hypotheses are indifferent to theoretical hypotheses. The H₁ entails an infinity of theoretical hypotheses (i.e., all non-zero differences) and could better be renamed H∞. An even larger infinity of potential non-zero differences (i.e., “effects”), of course, can be tested in any research field. If the proportion of “true effects” to potentially “true effects” (i.e., the prior odds) equals one, it makes no sense to do research in that field. Conversely, low prior-odds findings are generally considered surprising and novel. The role of prior odds in the false-positive rate is generally underestimated, however. Novel findings come at the cost of many false positives. Wilson and Wixted (2018) noted that if the prior odds in a field are effectively zero, as may have been the case in the controversial Bem (2011) study on precognition and premonition, all significant “effects” may come to represent false positives. Paradoxically, the more surprising a significant result is, the more likely it is false.

NHST is much more common in psychology and the social sciences than in the natural sciences. Carver (1993; see also Trafimow, 2018) provided an illustrative example of how the statistical illusion could have hampered theoretical developments in physics. In a famous set of experiments, Michelson and Morley (1887) set out to investigate the luminiferous ether hypothesis. If the ether served as a medium for light to travel, a difference in the measured speed of light would be expected between parallel and perpendicular directions with respect to the earth’s motion around the sun. The observed difference was, however, only one-fortieth of the expected difference and was interpreted by Michelson and Morley as a decidedly negative result providing evidence against the ether hypothesis. Carver (1993) subjected these data to a simple analysis of variance and obtained a statistically significant difference (p < .001) for this minuscule effect. According to the statistical illusion, significance would have confirmed the existence of luminiferous ether.

That conclusion would have set back Einstein’s ideas many years, because his notions about relativity are based on light traveling in every direction at the same speed. Fortunately, Michelson and Morley did not corrupt the scientific method by testing the null hypothesis before they interpreted their data with respect to their research hypothesis. (Carver, 1993, p. 288)

The statistical illusion has shifted focus in the experimental literature from the quality of hypotheses to the quantity of “effects.” There is an abundance of literature criticizing
NHST, often from prominent statisticians (e.g., Cohen, 1990, 1994; Gelman & Stern, 2006; Gigerenzer, 2004; Schmidt, 1996), but how experimental psychology should deal with the illusion is less often discussed. Perhaps the best advice is offered by Cumming: “I strongly suggest that the best plan is simply to go cold turkey, omit any mention of NHST, and focus on finding words to give a meaningful interpretation of the ES [effect size] estimates and CIs [confidence intervals] that give the best answers to your research questions” (2014, p. 26). The reverse strategy of focusing on NHST and not interpreting the findings meaningfully contributes much to the crisis experimental psychology is presently facing. Rather than experimental effects, theoretical hypotheses should be considered the elementary units of science: “Whether you can observe a thing or not depends on the theory which you use. It is theory which decides what can be observed” (said by Einstein to Heisenberg during the latter’s 1926 Berlin lecture, as cited in Fullbrook, 2012, p. 20).

**Problematic publication practices**

The neglect of prior findings and theories has led to four PPPs in experimental psychology. I will present a few examples, primarily from my fields of expertise, but further examples will readily come to mind with readers in their fields. It must be added that these PPPs are due to the overwhelming number of publications and probably were committed in good faith.

**Reinventing the wheel**

Supposedly novel findings do not necessarily entail novel hypotheses. Research methods in psychology have changed considerably over recent decades, primarily towards cognitive neuroscience. The research subject (i.e., human mental functioning) however, has not changed. New research methods, such as fMRI scanning and “noninvasive” brain stimulation techniques, are seen by many to bring novel findings. Hypotheses derived from older behavioral research can easily be ignored in the new, seemingly more dynamic, research domain, or even dismissed as no longer relevant due to their different methods and hypothesis wording. In my department, students are advised to refer in their theses to studies not older than 10 years, probably in order not to get bogged down in the preparatory literature search. Inevitably, good ideas are sometimes expressed there without referring to their original sources. Such advice may shorten further the habitual life cycle of a theoretical hypothesis, which is often said to become extinct when the generation of scientists responsible for it retires. Reinventing the wheel occurs when old hypotheses are presented as novel (see the example below). Whatever the, largely unintentional, reasons for ignoring related hypotheses, doing so should be considered a PPP.

The more emotionally charged an event or experience is, the more strongly it is remembered in the long term, as noted by William James: “An impression may be so exciting emotionally as almost to leave a scar upon the cerebral tissues. . . . The primitive impression has been accompanied by an extraordinary degree of attention, either as being horrible or delightful” (as cited in Hamann, 2001, p. 394). Both positive and negative arousal may strengthen explicit declarative memory, according to Hamann. Several research
waves into this phenomenon can be distinguished, but the latest one was subsumed under the term “enhancement effect” (e.g., Cahill & McGaugh, 1998). Astonishingly, the mainly cognitive-neuroscience researchers from the last wave did not seem aware of the flourishing behavioral research wave 40 years ago (for an overview, see Eysenck, 1977), and thus “reinvented the wheel.” The hypotheses in the previous wave even seemed specified better than in the last, with the former distinguishing short-term attentional restriction, at least with negatively valenced arousal, and long-term enhanced memory consolidation.

The Proteus phenomenon

Incompatible findings have appeared occasionally in the literature, mostly within short intervals but sometimes also over longer periods. Extreme results remain very attractive to editors and can be published more quickly than more moderate findings. They have the capacity to surpass the publication of less extreme results from experiments that may have been run simultaneously. The respective researchers may simply not be aware of each other’s work. Ioannidis and Trikalinos (2005) observed a large number of extreme contradictory estimates in the exploratory field of genetic association. Linking millions of polymorphisms in the human genome to thousands of diseases is hypothesis-generating research par excellence. In 22 of the 44 meta-analyses included in their study, the most extreme estimate was observed in the first year. Only 10 of the 44 meta-analyses showed the least favorable-ever study in the first year. These numbers were reversed in the second year, with 5 most favorable-ever and 15 least favorable-ever studies being published. Crucially, in 36 of these 44 meta-analyses, the extremes diagonally contradicted each other, with one extreme suggesting a protective effect of the genetic variant and the other extreme a higher susceptibility to the disease. Ioannidis and Trikalinos named this rapid, early succession of extreme findings the Proteus phenomenon, after the mythological sea-god who, like the sea, could assume many forms.

The Proteus phenomenon may be aggravated, and extended over longer timescales, in experimental psychology, due to the statistical illusion. Arguably more than in other fields, the neglect of previous literature has led to the publication of squarely contradicting, but both significant, research claims without referral to the other study. Significant findings not immediately familiar to the researcher almost instinctively evoke the reflex of calling the finding new, thus reducing the felt need for extensive literature study. In all fairness, it should be acknowledged that some authors argue that the selective publication of significant effects and the ensuing Proteus phenomenon of alternating findings infers benefits, which may be due to a kind of enhanced triangulation process. De Winter and Happee (2013) concluded from their simulation study that “it is worthwhile to be selective and publish only research findings that are statistically significant. After a number of publications, selective publishing yields a more accurate meta-analytic estimation of the true effect than publishing everything” (p. 4). The following description of the occurrence of the Proteus phenomenon in emotion psychology could thus accelerate rather than impede effect-size estimation.

Positive emotions have been postulated to boost flexibility and creativity (cf. Isen et al., 1987), whereas negative emotions are associated with a difficulty in disengaging
attention and even freezing (e.g., Belopolsky et al., 2011). With respect to the switching of attentional focus between global (i.e., large scale) and local (i.e., small scale) spatial features, however, diagonally opposing influences of positive affect have been reported. On the one hand, Tan et al. (2009; see also Baumann & Kuhl, 2005) reported greater switching flexibility with positive affect. On the other hand, Huntsinger et al. (2010) found an opposite empowerment of current focus, and greater rigidity, with positive affect. This study did not refer to Tan and colleagues, or Baumann and Kuhl. Although appearing in the same journal (Emotion) one year apart, their relatedness apparently was not noticed by reviewers or the editor. Details in the experimental setups, such as individual differences in dominant focus vs. induction of a global–local focus, may have caused the Proteus phenomenon here, but these should have been discussed extensively, given their apparent theoretical importance.

The Proteus phenomenon may represent one of the most extreme forms of unintentional “citation amnesia” (Garfield, 1982; see also Robinson & Goodman, 2011), or even of intentional citation bias. According to Duyx et al. (2017), positive findings, supporting the hypothesis under investigation, are cited about twice as often as null or negative findings. At first sight, it seems only natural that clear results should be cited more often than less distinct results. If the decision to select citations is based consciously on support for the investigated hypothesis however, the omission of opposing results should be viewed as a questionable research practice. What counts as a related hypothesis, of course, hinges on a deeper theoretical analysis. Without adequate a priori theoretical specification, the non-citation can be blamed retrospectively on an insufficient overlap with the hypothesis under investigation.

**Mechanical (non)replications**

The current replication movement considers experimental “effects” rather than theoretical hypotheses to be the core of experimental psychology (cf. Zwaan et al., 2018). A mechanical replication attempt usually takes statistical significance as the main criterion for successful replication but should be defined rather as being devoid of theory. The statistical illusion however, surely aggravates the theoretical neglect in replication attempts. I will present two examples that were considered direct (non)replications but that overlooked potentially crucial factors which could have been discovered through theoretical elaboration. The replicators did not notice that subtle changes they introduced to the experimental procedures were not trivial but could have suppressed the “effects.” To decide whether two studies really investigate the same phenomenon, a thorough theoretical analysis is required. The mechanical replication attempts, therefore, qualify neither as direct nor even as conceptual (see Zwaan et al., 2018).

Darwin (1872) famously noted “The free expression by outward signs of an emotion intensifies it. On the other hand, the repression, as far as this is possible, of all outward signs softens our emotions. . . . Even the simulation of an emotion tends to arouse it in our minds” (p. 366). Strack et al. (1988) indeed found that unobtrusive manipulations of facial muscles could influence the subjective ratings of the funniness of cartoons (i.e., through facial feedback). Wagenmakers et al. (2016), however, could not replicate this finding but had introduced subtle procedural changes. In the original study, the
experimenter was present, whereas facial expressions were only filmed in the replication attempt. Both the original authors (Strack et al., 1988) and the nonreplicators (Wagenmakers et al., 2016) seemed to have overlooked audience effects (Fridlund, 1994; see also Kraut & Johnston, 1979; Ruiz-Belda et al., 2003). For instance, if participants are asked to smell pleasant, neutral, and unpleasant odors in the presence of a human observer, the corresponding facial expressions are easily recognized. If, however, those odors are smelt without someone watching, but faces are secretly filmed, few expressions can be seen, despite large differences in odor evaluation remaining (Gilbert et al., 1987). The nonreplication and original study differed exactly in this respect, whether an observer was present or the expressions were only filmed. Facial movements were induced in the nonreplication but the video recording may not have led the participants to interpret them emotionally, due to its lack of social context. If there are only facial grimaces but no emotional expressions, there also can be no evidence for facial feedback.

Something similar has happened in another nonreplication by some of the same authors. Matzke et al. (2015), in their nonreplication of saccade-induced retrieval enhancement (SIRE; e.g., Lyle et al., 2008), conformed to standard memory research practices by suppressing the recency effect, but consequently deviated from the original procedure. The importance of the recency effect, and the studied items being active during saccades, was also not identified by Lyle and colleagues but may have been one of the crucial factors in SIRE. Matzke and collaborators could have discovered the relevance of this deviation had they discussed all four or five extant eye-movement accounts (see Phaf, 2017). They chose to discuss only the one that previously had been dismissed by the original authors and had been firmly refuted by co-authors to the nonreplication. In addition, other unmotivated differences with the original study, such as the strict selection of affectively neutral words, and a defective distinction between consistent and mixed-handers, may also have contributed to the nonreplication.

**Survival of discredited hypotheses**

Hypotheses often remain highly popular after they have been refuted rather firmly (cf. Begley & Ioannidis, 2015). Even after retraction, which constitutes a severe, and publicly acknowledged, form of discrediting, a paper may be cited frequently. Cor and Sood (2018) investigated a database of 3000 retracted papers from 2001 to 2015 and their 74,000 citations. Major errors or fraud caused 51% of these retractions; 31.2% of citations occurred within a year after retraction and 91.4% of these citations were approving. The citation rate declined in later years but remained appreciable. Evidently, many of the citing researchers only superficially explored the literature they referred to. Otherwise, they surely would have come across the retraction notices.

Many more studies, and the hypotheses therein, may become discredited without being formally retracted. This mostly results from an honest scientific debate, rather than from errors or fraud. Even after a hypothesis has been replaced by an alternative better fitting the data, the former often continues to be cited as if nothing has happened. Begley and Ioannidis (2015) provided an example from cancer biology (a psychological example follows):
This is illustrated by the MDA-MB-435 cell line that has hundreds of citations falsely identifying it as a breast cell. Despite definitive reports identifying this as a melanoma cell, at the time of writing, since 2010, there have been over 170 reports continuing to falsely identify it as a breast cell and only 47 reports correctly identifying it as a melanoma cell. (p. 120)

Conservation laws were the favorite theoretical tool of physicists in the 18th and 19th centuries. The development of the steam engine drove early thermodynamics research and the first formulations of the law of energy conservation, which states that within a closed system, energy may change form but cannot be created or destroyed. In general, a conservation law holds that the total of a particular quantity in an isolated physical system remains constant over time. Similar limited-capacity (LC) models, applying the “steam-engine metaphor” to attention, also have proven attractive to psychologists for explaining interference in dual-task performance. Norman (1968), for instance, proposed that the system was limited not due to a fixed structural point, through which both tasks had to pass, but due to having only a fixed amount of general-purpose processing resources. They are viewed as an energetic input required for all types of processing, which have to be shared by concurrent tasks. Attention is paid to one task by drawing resources from a limited reservoir, at the expense of the attention to the other task, which results in dual-task interference.

The human system is very open (and far removed from thermodynamic equilibrium). It exchanges not only large amounts of energy but also large amounts of information with its environment. Not meeting the condition of a closed system precludes the formulation of any conservation law in psychology. The capacity of this mysterious resource in the human reservoir, moreover, seems to vary and escapes quantification when measured experimentally. Attempts to evade this quandary by postulating multiple resource reservoirs have also failed. In his forceful critique on LC accounts, Allport (1980, 1989) noted that the apparent amount of resources one particular task draws from the presumed reservoir varies and depends on overlap with the concurrent task. Not much interference, for instance, is observed when visually controlled copy-typing is combined with auditory-vocal shadowing of continuous speech, but recombining input and output modes by reading aloud and audio-typing proves nearly impossible to perform concurrently. Allport (1980) suggests “that any limitations in the performance of concurrent tasks are the result of quite specific sources of interference, function-specific or data-specific limitations” (p. 143). His arguments effectively do away with the concept of a general-purpose resource.

LC accounts can only be refuted if a more viable new account emerges. The more neurobiologically plausible competition hypotheses (e.g., Desimone & Duncan, 1995; Duncan, 1996; see also Phaf et al., 1990) do a much better job of explaining data and function specificity in interference. Essentially, multiple stimuli compete for a neural representation in a distributed fashion. Where the features of the stimuli and tasks meet, they try to suppress one another through mutual inhibition. In the biased-competition (BC) account, top-down influences enhance neural responses to attended stimuli, which raises their chances of winning. LC and BC accounts are mutually exclusive. Dual-task interference is explained either by drawing from a limited reservoir of resources or by mutual inhibition in concurrent tasks. Only the latter explains why interference should
depend on the level of overlap of task features. The incompatibility of LC and BC accounts, and the discrediting of the former, is not recognized by many attention researchers. To investigate whether the publication of the BC account had any influence on the citing of LC accounts, I performed a literature search in Google Scholar and Semantic Scholar covering 1995 to 2018 (see Table 1).

All counts increase with the rising number of publications covered by the search engines over subsequent years. Semantic Scholar retrieves fewer publications than does Google Scholar, presumably due to the smaller coverage (i.e., only of open access articles) and the more efficient search procedure. These numbers moreover should only be taken as a global indication of concept acceptance. There may be considerable overlap, due to contrasting of the accounts in many papers. Twenty-three years after BC has been formulated, however, one would expect that such contrasts are no longer necessary and that references to BC increase, and references to LC decrease. After 2011, the counts

| Year | Resources and Limited Capacity | Biased Competition |
|------|-------------------------------|--------------------|
|      | Google Scholar | Semantic Scholar | Google Scholar | Semantic Scholar |
| 2018 | 775             | 134               | 139            | 27              |
| 2017 | 861             | 128               | 133            | 30              |
| 2016 | 893             | 151               | 146            | 46              |
| 2015 | 905             | 158               | 153            | 42              |
| 2014 | 899             | 173               | 163            | 50              |
| 2013 | 894             | 166               | 191            | 54              |
| 2012 | 914             | 144               | 149            | 54              |
| 2011 | 1040            | 151               | 121            | 64              |
| 2010 | 652             | 142               | 129            | 56              |
| 2009 | 629             | 166               | 94             | 46              |
| 2008 | 560             | 144               | 113            | 32              |
| 2007 | 531             | 132               | 74             | 46              |
| 2006 | 532             | 127               | 71             | 48              |
| 2005 | 366             | 125               | 57             | 34              |
| 2004 | 333             | 97                | 54             | 23              |
| 2003 | 283             | 115               | 34             | 28              |
| 2002 | 279             | 81                | 20             | 24              |
| 2001 | 236             | 96                | 15             | 19              |
| 2000 | 256             | 68                | 13             | 22              |
| 1999 | 198             | 30                | 6              | 17              |
| 1998 | 180             | 49                | 4              | 12              |
| 1997 | 140             | 41                | 4              | 11              |
| 1996 | 167             | 32                | 3              | 7               |
| 1995 | 129             | 20                | 1              | 6               |

Note. Both searches also contained the search terms “Attention” and “Interference” and “Psychology.”
remain approximately constant (only the BC count in Semantic Scholar seems to halve) with the number of references to LC remaining at substantially higher levels than those to BC. The discredited LC account seems to have ossified in the attention literature. If experiments do not contribute to an incremental development of theory, it makes no sense to do further attention research.

**Potential remedies**

*Reference recommender tools*

Instrumental in the PPPs is the unfeasibility of finding all references relevant to a study. Many scientific search tools, such as ISI Web of Science, PsycINFO, PubMed, and Google Scholar, are available, but often deliver tens or even hundreds of thousands of hits. Many of the hits concern articles that are not even slightly relevant to the research in question, because the tools search for the occurrence of loose words but have no inkling of their connectedness or meaning. To extract semantic knowledge from these papers, a researcher would have to read at least all abstracts. This requires months or years of continuous reading. Modern AI techniques may come to the aid, however. A string of new AI tools is being developed to chart the literature in order to validate existing theoretical hypotheses, reveal hidden connections between separate findings, and eventually even suggest new hypotheses for guiding research (cf. Extance, 2018). I propose here to further develop these tools so that they can recommend an ordered list of the most relevant references in response to an article’s full text. Authors may correct and improve their papers based on these recommendations, and editors and reviewers can check whether the article pays sufficient attention to foregoing theory.

The best-known of the emerging tools is the free scientific search tool, Semantic Scholar, which combines machine learning, natural language processing (i.e., for the discovery of key concepts), and machine vision (i.e., for recognizing graphs and figures) to add semantical citation analysis to traditional citation analysis (see Fricke, 2018). The search is currently restricted to about 40 million open access papers, mainly from computer science and neuroscience. Although capable of removing the long tail of irrelevant studies, Semantic Scholar may still leave less relevant studies among top-ranked articles (see Arum, 2016). Searches in Semantic Scholar are done with individual search terms rather than with full texts, which is needed for the proposed tool.

In experimental psychology, theoretical hypotheses are mainly formulated in terms of relations between concepts. The popular Word2Vec technique is able to derive such relations from word embeddings in large text corpora (Mikolov et al., 2013). The likelihood of co-occurrence of words in a text is learned by a back-propagation neural network. Through this classical supervised-learning procedure, Word2Vec trains words (i.e., as network input) against words (i.e., as output constituting the supervision) that neighbor them in the corpus. The network learns to transform each word into a node-activation vector of high dimensionality (i.e., axes representing all words in the corpus). In a well-trained network, semantically related words are located close to each other in vector space. The cosine of the angle between two vectors can act as a similarity measure between two concepts. Other simple arithmetical vector operations, such as addition or subtraction, also
provide meaningful results. The amazing ability by Word2Vec to represent semantic relations is illustrated by the famous “King – Man + Woman” equals “Queen” vector example. By employing basic vector-offset methods it is also very good at answering analogy questions, such as “Man” is to “Woman” as “Uncle” is to.. ? (“Aunt”).

Many wonderful applications of Word2Vec, in such diverse fields as machine translation, music classification and recommendation, and automatic extraction of gene disease associations, have already been developed. The most pertinent to the present purposes may be the semantic space analysis of election debates by US presidential candidates from 1999 to 2016 (Li et al., 2017), revealing distinct semantic spaces of Democratic and Republican parties and even of individual candidates. Similarity was operationalized here by the mean Euclidean distance between key concepts in the two semantic spaces. This could also serve as a correspondence measure between a new text and published articles in the proposed tool. Using Word2Vec, it should be capable of producing an ordered list of the most semantically related references by calculating the mean Euclidean distance between key concepts in the target article and potential reference articles.

The reference recommender tool may be useful in both the writing and review phases of a paper. The first run would be on a first draft, which should not include the references list yet. If it works well, it should endorse already-cited references. The recommended, noncited, references provide an opportunity for correction and improvement. Subsequently, the tool should be re-run on the final version. A list of the, say 100, most appropriate references could also be submitted for review purposes. The authors can then elucidate their reasons for not including particular references. The tool surely helps to combat each of the PPPs. Particularly mechanical replication attempts, which are usually preregistered, may turn into more direct, and conceptual, studies if the tool is run at preregistration. Audience effects, for instance, would have come to light in the preregistration of the replication attempt by Wagenmakers et al. (2016) of the facial-feedback experiment of Strack et al. (1988).

**Mandatory hypothesizing**

To redirect the focus from making binary decisions on the occurrence of “effects” to logical and creative thinking, hypothesizing should be made mandatory for publication, but not necessarily for performing the research. All too strict statistical rules and normative approaches (e.g., Wagenmakers et al., 2012) do not fit in the “anarchist” development of science (cf. Feyerabend, 1975), because they could block unforeseen, but very adaptive, solutions to scientific problems. Reviewers should be highly critical of papers suffering from the statistical illusion and while doing so evade a proper theoretical analysis. A clear indicator is when authors confuse the results of their ANOVAs with the results of their experiment, and only present inferential statistics but no, or very few, descriptive statistics (e.g., means and standard deviations) in their results sections. This unacceptable, but common, manner of reporting potentially stifles meaningful interpretation of results. Reporting only test statistics can also jeopardize the outcomes of meta-analyses. Effect sizes can be derived from test statistics, but this may lead to overestimation (Dunlap et al., 1996). Undetected errors in statistical testing, which are quite prevalent (Bakker & Wicherts, 2011), may further inflate effect sizes when calculated from test
statistics. Indeed, in one of our meta-analyses, we found that in one study, the effect size calculated from the test statistic was 10 times larger than the effect size calculated from means and standard deviations.

Peer review does not always encourage theoretical elaboration. A shallow treatment seems a wise strategy for getting a paper accepted. Perry et al. (2004) noted that:

Reviews for grants or manuscripts generally involve two or three peer researchers. When you submit a hypothesis, the likelihood of an opposing reviewer reading your proposal is high. If 80% of people disagree with you, the chance of two reviewers agreeing with you is only 4%. In contrast, if your view is accepted by 80%, the likelihood of getting two positive reviews is 64% or 16 times as likely. The odds are even more skewed by grant reviews made by panels where a consensus of 20 or more peers is required. (p. 6)

The likelihood of having opposing reviewers increases with the level of detail to which a hypothesis is specified. To promote deeper theoretical analyses, reviewers should, in my opinion, also make their own theoretical position on the subject explicit in some conflict-of-interest statement, and both reviewers and editors should strive to discount differences of opinion in their reviews and editorial decisions.

Following Francis Bacon, Platt (1964) argued that the most rapid intellectual advance in science could be made by “strong inference.” The risk of becoming “method-oriented” rather than “problem-oriented,” which was recognized and already blamed on researcher overload by Platt, seems to have materialized in experimental psychology. Strong inference can be compared to climbing a tree, involving three steps that are consecutively repeated. The first step involves generating as many alternative hypotheses as possible, the second devising a crucial experiment in which they compete to enable the exclusion of one or more of these hypotheses, and the third performing the experiment to get a clean result. Subsequently, according to Platt, the procedure should be recycled, inventing sub-hypotheses and sequential hypotheses to refine the remaining possibilities. Crucial in this procedure is the exploration of all possible substantive hypotheses and the elaboration on previously successful hypotheses. The inclusion of posterior hypothesizing in the discussion section thus seems essential for extending the research beyond the study presented in a paper.

Hypothesizing after results are known (HARKing; Kerr, 1998) is considered a scientific sin in a test-centered research approach, but may be a scientific duty in a theory-centered approach, if done as transparently as possible (cf. Hollenbeck & Wright, 2017). If significance tests are performed on posterior hypotheses as if they were planned all ahead, this certainly constitutes a violation of statistical principles. This is akin to doing 100 statistical tests and only presenting the five effects that coincidentally reached significance. Obviously, a priori hypotheses are corroborated much more strongly by supporting results than posterior hypotheses. Only the former have undergone the purifying action of selection by competition. With post-hoc theorizing, you run the risk of fitting hypotheses to noise, or of storytelling after the fact (cf. Gigerenzer, 2004). If hypothesis generation has taken place beforehand, the chances of interpreting noise are smaller. This should be no reason, however, to refrain from highly profitable posterior theorizing. In the theory-centered “strong inference” approach (Platt, 1964), the risks of storytelling...
The expansion of science into new territories depends heavily on the reinterpretation of serendipitous findings. Anomalous findings are easily ignored when they do not fit in the existing theory (cf. Lightman & Gingerich, 1992). Their innovative value is only recognized when a new conceptual framework is developed. Lightman and Gingerich presented many examples of anomalous findings leading to major shifts in theory, mostly from the physical sciences (e.g., Rutherford’s famous alpha-scattering experiment), but they can also be found in experimental psychology and cognitive neuroscience. The discovery of mirror neurons (Di Pellegrino et al., 1992), for instance, started out as informal research into the visuo-motor system, and only became anomalous when Rizzolatti realized that these neurons became active not only when the monkey grasped the object but also when the researcher made a similar grasping movement (goCognitive, 2011).

Performing only confirmatory research, in which the experimental design, statistical hypotheses, and tests are preregistered, excluding any form of HARKing (cf. Wagenmakers et al., 2012), would rob us of the most fruitful spin-offs of our investigations. Had Rutherford or Rizzolatti only performed purely confirmatory research and refrained from any post-hoc theorizing, this would have stopped the development of atomic models and of the mirror neuron concept. Estimates of the incidence of unexpected findings run astonishingly high, ranging from 40% to 60% (Dunbar, 2000). A majority of these findings are considered to be of unknown origin and thus not further interpreted (cf. Lightman & Gingerich, 1992), some 40% blamed on a methodological problem or mistake, and only about 8% were attributed to a new mechanism, according to Dunbar (2000). History of science abounds with many extremely valuable concepts that originated from serendipitous findings, such as the discovery of penicillin, plastic, X-rays, Buckyballs, gravity, and background radiation resulting from the Big Bang (cf. Lehrer, 2009). It is even hard to think of any major concept in empirical science that did not result from some unexpected finding. Given the costs associated with having performed the research and potential benefits being missed out on moreover, not engaging in post-hoc interpretation should be considered highly problematic and even intolerable. HARKing, as the origin of creative innovation, should be encouraged rather than discouraged.

Mandatory theorizing can turn nonreplications into constructive research. According to Lakatos (1970), there should be no refutation without confirmation. Ideally, the insubstantive “null hypothesis” would be banned from any replication attempt, and at least two substantive hypotheses would be pitted against each other. Nonreplications should not simply stop with “nothing is there” but should always advance theory, at least in order to be published. The replication attempt of nonconscious behavioral priming by old-age words by Doyen et al. (2012) for instance, extended theory by postulating that previously ignored experimenter expectations were crucial for the priming to occur (even when measured with infrared equipment). The theoretical contribution of a replication attempt, which often can be judged already at preregistration, should act as primary criterion for publication in a peer-reviewed journal. Mechanical replication attempts can better be deposited in an internet repository without formal review. Such repositories usually provide ample opportunity for informal comments, which may help turn them into conceptual, and even
direct, replication attempts. As explained above, there is no objection against inventing hypotheses after obtaining the data, which can serve as prior hypotheses in follow-up research. Such measures would make replication attempts more relevant to the field, could increase interest in these studies, and even enhance their publication rate.

**Theoretical synthesis**

The essence of empirical research is to collect new information, to pull together all pieces of information on a particular subject and bring them under a common roof. Meta-analyses are well suited for this purpose. Not only do they require extensive literature searches, but they also allow for the detection and arguably the correction of biases (but see Simonsohn et al., 2014). Criticisms of NHST have traditionally been accompanied by pleas for meta-analyses (e.g., Cumming, 2014; Schmidt, 1996). Cumming sees meta-analysis as an extended form of effect-size estimation and the credible limits wherein it may lie (i.e., the Confidence Interval; CI). He strongly encourages meta-analytic thinking: “Any one study is most likely contributing rather than determining; it needs to be considered alongside any comparable past studies and with the assumption that future studies will build on its contribution” (2014, p. 21). Applying CIs as a concealed significance test (i.e., determining whether zero is included in the CI) is at odds with this meta-analytic thinking. Instead of trying to establish whether an “effect” is there or not, a meta-analysis should attempt to quantify its most likely extent and narrow its CI relative to individual studies.

A meta-analysis can serve as an instrument for theoretical synthesis by distinguishing theoretically motivated moderator variables. In a meta-analysis on emotional Stroop, for instance (Phaf & Kan, 2007), it was postulated that interference by negative emotion words is larger in the subsequent trial (i.e., slow Stroop) than in the current trial (i.e., fast Stroop). This hypothesis was investigated by comparing experimental designs mixing emotional and neutral trials with designs blocking these trials. More interference was found in blocked than in mixed designs. The conclusion that emotional Stroop interference more likely arises from slow control processes than from fast automatic processes, was also supported by another moderator. In contrast to supraliminal presentation conditions of the emotion words, subliminal presentation conditions only revealed negligible interference.

In this meta-analysis, the moderators were chosen in advance but I do not see many objections to performing meta-analyses incrementally. An anomalous result from a meta-analysis may suggest new moderators for meta-analyses on the same study set. Fast emotional Stroop interference, for instance, may not be emotional at all but may depend on the semantic relatedness to the participants’ concerns (e.g., bird names to ornithologists; see Dalgleish, 1995). The meta-analysis of Phaf and Kan (2007) did not follow up on this hypothesis by including word-meaning and expertise moderators, yet this would clearly enhance our understanding of emotional Stroop. Incremental moderator specification according to the strong inference paradigm of Platt (1964) may strengthen the hypothesis-generating and synthesizing capacity of meta-analyses considerably. The best kind of meta-analysis may thus be a meta-synthesis.

Psychological theory does not appear to have attained the same standards in elucidating mechanisms as have many of the nonsocial sciences. Klein (2014) blames this partly on the tendency to investigate hypotheses via binary opposition rather than via
quantitative manipulation. Hypotheses that predict the dependent variable to wax and wane over a range of values of the independent variable should be preferred above simple present–absent hypotheses. Deciding between alternative hypotheses is facilitated considerably if they predict contrasting quantitative dependencies. Schmidt et al. (2011) pleaded for engagement in more parametric experiments, not only in their own domain but also in the whole of cognitive science. They argue that this advances theorizing by revealing functional relationships that may otherwise have been overlooked.

Parametric studies help to optimize conditions so that the largest effects are obtained. Particularly, research on new and unconventional theories may be hindered by a lack of knowledge about the best stimuli, task settings, and context conditions (cf. Fiedler et al., 2012). These theories may consequently, but incorrectly, be rejected due to their small effect sizes in suboptimally calibrated conditions. Dose-response relationship studies, for instance, are crucial in finding the optimal dose of a medicine because not all doses normally yield beneficial effects and some may even be harmful. Sign changes are particularly important, according to Schmidt and colleagues (2011), if the field of interest is not well known yet. Quantitative parametric variation, rather than binary opposition, boosts the formation of process models. Discontinuities and nonlinearities enable the decomposition into different subprocesses. A prime example in experimental psychology is the double dissociation, in which two dependent variables move in contrasting directions as a function of the parametric variation of a single independent variable. In the context of consciousness research, double dissociations due to prime-visibility variation imply that response priming and awareness cannot be driven by a single source of conscious information.

Molding process models into a more concrete format remains a challenge for experimental psychology. Mathematical models do not seem to work as well there as they do in physics. Computational models, particularly those inspired by brain processes, have more often been employed successfully to simulate psychological functions. The neural-network program AlphaZero, for instance, has been trained solely via playing against itself, not only playing the board game Go, but also chess and shogi, with only the basic rules being preprogrammed (Silver et al., 2018). After a few days of self-training, it was able to outplay any human player in these games. Human chess grandmasters were so impressed by AlphaZero, that one of them even described it as play from a superior alien species. Primarily for the associative part of human functioning, we have seen this remarkable progress, but it comes at the cost of the behavior of these models becoming intractable. There is no insight into how exactly AlphaZero accomplishes this astounding play.

The hallmark of good theory is the ability to make surprising predictions that are later corroborated by research. Such predictions abound in physics. The existence of Neptune and the return of Halley’s Comet were predicted by Newtonian classical mechanics. Eddington’s observation of light bending by the sun’s gravitational field confirmed one of the astonishing predictions from general relativity. The endorsement of surprising predictions strengthens confidence in the theory’s generalizability: “Because Einstein’s general theory of relativity has successfully predicted many things we can observe, we also take seriously its predictions for things we cannot, such as the internal structure of black holes” (Tegmark, 2007, p. 24). As another example, Dirac’s prediction of
anti-matter was at first met with disbelief, with these particles (i.e., positrons) only later being discovered in cosmic-ray traces in a cloud chamber ("Paul Dirac," n.d.; Vidmar, 2011). Many scientists may have actually observed them before, but probably disregarded them as a fluke. This again supports Einstein’s remark that it is theory which decides what can be observed. Experimental results in the absence of suitable theory only rarely seem to drive scientific developments (cf. Lightman & Gingerich, 1992).

Surprising predictions should be distinguished, of course, from surprising findings. The former arise from a posteriori theorizing, whereas the latter follow from a priori theorizing. Obviously, surprising predictions that are supported by research provide a much stronger corroboration of the theory than do surprising findings. Although surprising findings abound, not many examples of surprising predictions come to mind in experimental psychology. A nonexhaustive internet search yielded a finding that was heralded as a surprising prediction.1 Few would expect that people like things better when they are located at their dominant side, and that right- and left-handers show opposite preferences. From his body-specificity hypothesis, Casasanto (2009) indeed predicted and observed this phenomenon. Although his theoretical efforts should be commended, it may be another example of reinventing the wheel, however (see Levy, 1976).

The limitations of constructing process models and deriving concrete predictions in experimental psychology should be acknowledged. It is a cliché to say that the level of complexity is much higher in psychology than in physics. Only in human research, awareness of expectations matters for the research outcomes. Participants in a psychological experiment are routinely not told what results are expected, because this may change their behavior. Contrary to psychology, in meteorology, weather forecasts will not affect the weather. The recursive, or reflexive, nature (i.e., referring or acting upon itself) of psychological processes increases complexity manifold. Excluding recursivity, however, may still leave a complexity of unmanageable proportions in psychological theory.

The apparent success of physical theories may be deceptive because they can be applied mainly to relatively simple problems. The number of phenomena that are amenable to precise analytic description is relatively small. The famous French mathematician Henri Poincaré even proved that the motions of as few as three bodies in mutual gravitational attraction (e.g., sun, moon, and Earth), although governed by exact Newtonian laws, defy an exact solution (e.g., see Stewart, 2011). They can be predicted thousands, but not millions, of years ahead. The differential equations of such humble phenomena as a dripping faucet or a double pendulum can be written down but cannot be solved analytically, and consequently, their behavior cannot be predicted in great detail. In psychology however, the number and complexity of interacting entities, be it persons or neurons, is generally much higher than in physics, which effectively precludes the formulation of precise mathematical models.

**Evolutionary dynamics of theory**

Even when publication practices are improved, theory development in experimental psychology will not be linear. The history of science seems to defy sharply delineated general schemes (cf. Feyerabend, 1975). Its irregular development may show striking
parallels to biological evolution (cf. Marcum, 2017), which probably represents nature’s most efficient optimization procedure (cf. Dawkins, 1986). A theory is not overturned by simple Popperian falsification (Popper, 1959), but by an accumulation of anomalies (Kuhn, 1970), and only if it can be replaced by a more adaptive theory (cf. Lakatos, 1970). Selection always takes place in the presence of competing theories and makes no sense on isolated theories. Inventing alternative hypotheses and successive selection by experimentation (i.e., strong inference; Platt, 1964), indeed very much resemble random variation and selection of the fittest in evolution. The “genes” of science are not experimental “effects” but theoretical hypotheses that can mutate and be selected most effectively through strong inference.

Transparent competition between alternative theories is essential for the evolutionary dynamics of science. The PPPs have in common that they insufficiently put alternative hypotheses in competition. In experimental psychology, the fittest theories may survive alongside the least fit because they are not made to actually compete in many of its publications. The statistical illusion has quashed the selection of the fittest theoretical hypotheses and thus led to a proliferation of research papers in experimental psychology. Many of these only make a negligible contribution to the quasi-evolutionary development of theory, and instead, through their sheer number, stifle innovation. In addition, the blanket publication of all preregistered research, regardless of theoretical elaboration, could easily multiply the number of publications manifold. Publication in a peer-reviewed scientific journal should be limited to meaningful studies. Every published empirical article should deploy at least two substantive (i.e., not the statistical null and infinite) hypotheses that are made to compete by the research.

Also, after improvement of publication practices, the research outcomes and resulting hypotheses will likely represent local optima (i.e., better solutions may be reached after passing through suboptimal regions in solution space) and should not be taken with absolute certainty. Unfortunately, you cannot tell whether the solutions represent global (i.e., overall highest fitness) or local optima. As is the case in biological evolution, the future development of science is intrinsically unpredictable. Society, however, and many of the researchers funded by it, desire from science definite knowledge and established “facts.” The paradox of the scientific optimization procedure is that its solutions are sometimes very good, and can and should be applied practically, but that they still remain liable to a healthy scientific skepticism. From the evolutionary perspective, some hypotheses are merely “fitter” than others, but they can never be seen to constitute the full truth.

“In general, there is a degree of doubt, caution, and modesty, which, in all kinds of scrutiny and decision, ought for ever to accompany a just reasoner” (Hume, 1748/2008, p. 89).
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Note

1. This information was published in a 2009 press release by the Max Planck Institute in Nijmegen, entitled “Good and bad in right- and left-handers,” which has now been removed from the Internet.
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