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Abstract

To bridge the gap between Machine Reading Comprehension (MRC) models and human beings, which is mainly reflected in the hunger for data and the robustness to noise, in this paper, we explore how to integrate the neural networks of MRC models with the general knowledge of human beings. On the one hand, we propose a data enrichment method, which uses WordNet to extract inter-word semantic connections as general knowledge from each given passage-question pair. On the other hand, we propose an end-to-end MRC model named as Knowledge Aided Reader (KAR), which explicitly uses the above extracted general knowledge to assist its attention mechanisms. Based on the data enrichment method, KAR is comparable in performance with the state-of-the-art MRC models, and significantly more robust to noise than them. When only a subset (20%–80%) of the training examples are available, KAR outperforms the state-of-the-art MRC models by a large margin, and is still reasonably robust to noise.

1 Introduction

Machine Reading Comprehension (MRC), as the name suggests, requires a machine to read a passage and answer its relevant questions. Since the answer to each question is supposed to stem from the corresponding passage, a common MRC solution is to develop a neural-network-based MRC model that predicts an answer span (i.e. the answer start position and the answer end position) from the passage of each given passage-question pair. To facilitate the explorations and innovations in this area, many MRC datasets have been established, such as SQuAD (Rajpurkar et al., 2016), MS MARCO (Nguyen et al., 2016), and TriviaQA (Joshi et al., 2017). Consequently, many pioneering MRC models have been proposed, such as BiDAF (Seo et al., 2016), R-NET (Wang et al., 2017), and QANet (Yu et al., 2018). According to the leader board of SQuAD, the state-of-the-art MRC models have achieved the same performance as human beings. However, does this imply that they have possessed the same reading comprehension ability as human beings? OF COURSE NOT. There is a huge gap between MRC models and human beings, which is mainly reflected in the hunger for data and the robustness to noise. On the one hand, developing MRC models requires a large amount of training examples (i.e. the passage-question pairs labeled with answer spans), while human beings can achieve good performance on evaluation examples (i.e. the passage-question pairs to address) without training examples. On the other hand, Jia and Liang (2017) revealed that intentionally injected noise (e.g. misleading sentences) in evaluation examples causes the performance of MRC models to drop significantly, while human beings are far less likely to suffer from this. The reason for these phenomena, we believe, is that MRC models can only utilize the knowledge contained in each given passage-question pair, but in addition to this, human beings can also utilize general knowledge. A typical category of general knowledge is inter-word semantic connections. As shown in Table 1, such general knowledge is essential to the reading comprehension ability of human beings.

A promising strategy to bridge the gap mentioned above is to integrate the neural networks of MRC models with the general knowledge of human beings. To this end, it is necessary to solve two problems: extracting general knowledge from passage-question pairs and utilizing the extracted general knowledge in the prediction of answer spans. The first problem can be solved with knowledge bases, which store general knowledge in structured forms. A broad variety of knowledge bases are available, such as WordNet (Fellbaum, 1998) storing semantic knowledge, ConceptNet (Speer et al., 2017) storing commonsense knowledge, and
Teachers may use a lesson plan to facilitate student learning, providing a course of study which is called the curriculum.

Manufacturing accounts for a significant but declining share of employment, although the city’s garment industry is showing a resurgence in Brooklyn.

| Passage                                                                 | Question                                      | Answer |
|------------------------------------------------------------------------|-----------------------------------------------|--------|
| Teachers may use a lesson plan to facilitate student learning, providing a course of study which is called the curriculum. | What can a teacher use to help students learn? | lesson plan |
| Manufacturing accounts for a significant but declining share of employment, although the city’s garment industry is showing a resurgence in Brooklyn. | In what borough is the garment business prominent? | Brooklyn |

Table 1: Two examples about the importance of inter-word semantic connections to the reading comprehension ability of human beings: in the first one, we can find the answer because we know “facilitate” is a synonym of “help”; in the second one, we can find the answer because we know “Brooklyn” is a hyponym of “borough.”

Freebase (Bollacker et al., 2008) storing factoid knowledge. In this paper, we limit the scope of general knowledge to inter-word semantic connections, and thus use WordNet as our knowledge base. The existing way to solve the second problem is to encode general knowledge in vector space so that the encoding results can be used to enhance the lexical or contextual representations of words (Weissenborn et al., 2017; Mihaylov and Frank, 2018). However, this is an implicit way to utilize general knowledge, since in this way we can neither understand nor control the functioning of general knowledge. In this paper, we discard the existing implicit way and instead explore an explicit (i.e. understandable and controllable) way to utilize general knowledge.

The contribution of this paper is two-fold. On the one hand, we propose a data enrichment method, which uses WordNet to extract inter-word semantic connections as general knowledge from each given passage-question pair. On the other hand, we propose an end-to-end MRC model named as Knowledge Aided Reader (KAR), which explicitly uses the above extracted general knowledge to assist its attention mechanisms. Based on the data enrichment method, KAR is comparable in performance with the state-of-the-art MRC models, and significantly more robust to noise than them. When only a subset (20%–80%) of the training examples are available, KAR outperforms the state-of-the-art MRC models by a large margin, and is still reasonably robust to noise.

2 Data Enrichment Method

In this section, we elaborate a WordNet-based data enrichment method, which is aimed at extracting inter-word semantic connections from each passage-question pair in our MRC dataset. The extraction is performed in a controllable manner, and the extracted results are provided as general knowledge to our MRC model.

2.1 Semantic Relation Chain

WordNet is a lexical database of English, where words are organized into synsets according to their senses. A synset is a set of words expressing the same sense so that a word having multiple senses belongs to multiple synsets, with each synset corresponding to a sense. Synsets are further related to each other through semantic relations. According to the WordNet interface provided by NLTK (Bird and Loper, 2004), there are totally sixteen types of semantic relations (e.g. hypernyms, hyponyms, holonyms, meronyms, attributes, etc.). Based on synset and semantic relation, we define a new concept: semantic relation chain. A semantic relation chain is a concatenated sequence of semantic relations, which links a synset to another synset. For example, the synset “keratin.n.01” is related to the synset “feather.n.01” through the semantic relation “substance holonym”, the synset “feather.n.01” is related to the synset “bird.n.01” through the semantic relation “part holonym”, and the synset “bird.n.01” is related to the synset “parrot.n.01” through the semantic relation “hyponym”, thus “substance holonym → part holonym → hyponym” is a semantic relation chain, which links the synset “keratin.n.01” to the synset “parrot.n.01”. We name each semantic relation in a semantic relation chain as a hop, therefore the above semantic relation chain is a 3-hop chain. By the way, each single semantic relation is equivalent to a 1-hop chain.

2.2 Inter-word Semantic Connection

The key problem in the data enrichment method is determining whether a word is semantically connected to another word. If so, we say that there exists an inter-word semantic connection between
them. To solve this problem, we define another new concept: the extended synsets of a word. Given a word \( w \), whose synsets are represented as a set \( S_w \), we use another set \( S^*_w \) to represent its extended synsets, which includes all the synsets that are in \( S_w \) or that can be linked to from \( S_w \) through semantic relation chains. Theoretically, if there is no limitation on semantic relation chains, \( S^*_w \) will include all the synsets in WordNet, which is meaningless in most situations. Therefore, we use a hyper-parameter \( \kappa \in \mathbb{N} \) to represent the permitted maximum hop count of semantic relation chains. That is to say, only the chains having no more than \( \kappa \) hops can be used to construct \( S^*_w \) so that \( S^*_w \) becomes a function of \( \kappa \): \( S^*_w(\kappa) \) (if \( \kappa = 0 \), we will have \( S^*_w(0) = S_w \)). Based on the above statements, we formulate a heuristic rule for determining inter-word semantic connections: a word \( w_1 \) is semantically connected to another word \( w_2 \) if and only if \( S^*_w(\kappa) \cap S_{w_2} \neq \emptyset \).

### 2.3 General Knowledge Extraction

Given a passage-question pair, the inter-word semantic connections that connect any word to any passage word are regarded as the general knowledge we need to extract. Considering the requirements of our MRC model, we only extract the positional information of such inter-word semantic connections. Specifically, for each word \( w \), we extract a set \( E_w \), which includes the positions of the passage words that \( w \) is semantically connected to (if \( w \) itself is a passage word, we will exclude its own position from \( E_w \)). We can control the amount of the extracted results by setting the hyper-parameter \( \kappa \); if we set \( \kappa \) to 0, inter-word semantic connections will only exist between synonyms; if we increase \( \kappa \), inter-word semantic connections will exist between more words. That is to say, by increasing \( \kappa \) within a certain range, we can usually extract more inter-word semantic connections from a passage-question pair, and thus can provide the MRC model with more general knowledge. However, due to the complexity and diversity of natural languages, only a part of the extracted results can serve as useful general knowledge, while the rest of them are useless for the prediction of answer spans, and the proportion of the useless part always rises when \( \kappa \) is set larger. Therefore we set \( \kappa \) through cross validation (i.e. according to the performance of the MRC model on the development examples).

### 3 Knowledge Aided Reader

In this section, we elaborate our MRC model: Knowledge Aided Reader (KAR). The key components of most existing MRC models are their attention mechanisms (Bahdanau et al., 2014), which are aimed at fusing the associated representations of each given passage-question pair. These attention mechanisms generally fall into two categories: the first one, which we name as mutual attention, is aimed at fusing the question representations into the passage representations so as to obtain the question-aware passage representations; the second one, which we name as self attention, is aimed at fusing the question-aware passage representations into themselves so as to obtain the final passage representations. Although KAR is equipped with both categories, its most remarkable feature is that it explicitly uses the general knowledge extracted by the data enrichment method to assist its attention mechanisms. Therefore we separately name the attention mechanisms of KAR as knowledge aided mutual attention and knowledge aided self attention.

#### 3.1 Task Definition

Given a passage \( P = \{p_1, \ldots, p_n\} \) and a relevant question \( Q = \{q_1, \ldots, q_m\} \), the task is to predict an answer span \( [a_s, a_e] \), where \( 1 \leq a_s \leq a_e \leq n \), so that the resulting subsequence \( \{p_{a_s}, \ldots, p_{a_e}\} \) from \( P \) is an answer to \( Q \).

#### 3.2 Overall Architecture

As shown in Figure 1, KAR is an end-to-end MRC model consisting of five layers:

**Lexicon Embedding Layer.** This layer maps the words to the lexicon embeddings. The lexicon embedding of each word is composed of its word embedding and character embedding. For each word, we use the pre-trained GloVe (Pennington et al., 2014) word vector as its word embedding, and obtain its character embedding with a Convolutional Neural Network (CNN) (Kim, 2014). For both the passage and the question, we pass the concatenated word embeddings and the character embeddings through a shared dense layer with ReLU activation, whose output dimensionality is \( d \). Therefore we obtain the passage lexicon embeddings \( L_P \in \mathbb{R}^{d \times n} \) and the question lexicon embeddings \( L_Q \in \mathbb{R}^{d \times m} \).

**Context Embedding Layer.** This layer maps the lexicon embeddings to the context embeddings.
Figure 1: An end-to-end MRC model: Knowledge Aided Reader (KAR)

For both the passage and the question, we process the lexicon embeddings (i.e. \(L_P\) for the passage and \(L_Q\) for the question) with a shared bidirectional LSTM (BiLSTM) (Hochreiter and Schmidhuber, 1997), whose hidden state dimensionality is \(\frac{1}{2}d\). By concatenating the forward LSTM outputs and the backward LSTM outputs, we obtain the passage context embeddings \(C_P \in \mathbb{R}^{d \times n}\) and the question context embeddings \(C_Q \in \mathbb{R}^{d \times m}\).

**Coarse Memory Layer.** This layer maps the context embeddings to the coarse memories. First we use knowledge aided mutual attention (introduced later) to fuse \(C_Q\) into \(C_P\), the outputs of which are represented as \(\tilde{G} \in \mathbb{R}^{d \times n}\). Then we process \(\tilde{G}\) with a BiLSTM, whose hidden state dimensionality is \(\frac{1}{2}d\). By concatenating the forward LSTM outputs and the backward LSTM outputs, we obtain the coarse memories \(G \in \mathbb{R}^{d \times n}\), which are the question-aware passage representations.

**Refined Memory Layer.** This layer maps the coarse memories to the refined memories. First we use knowledge aided self attention (introduced later) to fuse \(G\) into themselves, the outputs of which are represented as \(\tilde{H} \in \mathbb{R}^{d \times n}\). Then we process \(\tilde{H}\) with a BiLSTM, whose hidden state dimensionality is \(\frac{1}{2}d\). By concatenating the forward LSTM outputs and the backward LSTM outputs, we obtain the refined memories \(H \in \mathbb{R}^{d \times n}\), which are the final passage representations.

**Answer Span Prediction Layer.** This layer predicts the answer start position and the answer end position based on the above layers. First we obtain the answer start position distribution \(o_s\):

\[
t_i = v_s^T \tanh(W_s h_{p_i} + U_s r_Q) \in \mathbb{R}^n
\]

\[
o_s = \text{softmax}(\{t_1, \ldots, t_n\}) \in \mathbb{R}^n
\]

where \(v_s, W_s,\) and \(U_s\) are trainable parameters; \(h_{p_i}\) represents the refined memory of each passage word \(p_i\) (i.e. the \(i\)-th column in \(H\)); \(r_Q\) represents the question summary obtained by performing an attention pooling over \(C_Q\). Then we obtain the answer end position distribution \(o_e\):

\[
t_i = v_e^T \tanh(W_e h_{p_i} + U_e [r_Q; H o_s]) \in \mathbb{R}^n
\]

\[
o_e = \text{softmax}(\{t_1, \ldots, t_n\}) \in \mathbb{R}^n
\]

where \(v_e, W_e,\) and \(U_e\) are trainable parameters; \([: :]\) represents vector concatenation. Finally we construct an answer span prediction matrix \(O = \text{uptri}(o_s o_e^T) \in \mathbb{R}^{n \times n}\), where \(\text{uptri}(X)\) represents the upper triangular matrix of a matrix \(X\). Therefore, for the training, we minimize \(-\log(O_{a_s, a_e})\) on each training example whose labeled answer span is \([a_s, a_e]\); for the inference, we separately take the row index and column index of the maximum element in \(O\) as \(a_s\) and \(a_e\).

### 3.3 Knowledge Aided Mutual Attention

As a part of the coarse memory layer, knowledge aided mutual attention is aimed at fusing the ques-
tion context embeddings \( C_Q \) into the passage context embeddings \( C_P \), where the key problem is to calculate the similarity between each passage context embedding \( c_{p_i} \) (i.e. the \( i \)-th column in \( C_P \)) and each question context embedding \( c_{q_j} \) (i.e. the \( j \)-th column in \( C_Q \)). To solve this problem, Seo et al. (2016) proposed a similarity function:
\[
f(c_{p_i}, c_{q_j}) = v^T_f [c_{p_i}; c_{q_j}; c_{p_i} \odot c_{q_j}] \in \mathbb{R}
\]
where \( v_f \) is a trainable parameter; \( \odot \) represents element-wise multiplication. This similarity function has also been adopted by several other works (Clark and Gardner, 2017; Yu et al., 2018). However, since context embeddings contain high-level information, we believe that introducing the pre-extracted general knowledge into the calculation of such similarities will make the results more reasonable. Therefore we modify the above similarity function to the following form:
\[
f^*(c_{p_i}, c_{q_j}) = v^T_f [c^*_w; c^*_q; c^*_w \odot c^*_q] \in \mathbb{R}
\]
where \( c^*_w \) represents the enhanced context embedding of a word \( x \). We use the pre-extracted general knowledge to construct the enhanced context embeddings. Specifically, for each word \( w \), whose context embedding is \( c_w \), to construct its enhanced context embedding \( c^*_w \), first recall that we have extracted a set \( E_w \), which includes the positions of the passage words that \( w \) is semantically connected to, thus by gathering the columns in \( C_P \) whose indexes are given by \( E_w \), we obtain the matching context embeddings \( Z \in \mathbb{R}^{d \times |E_w|} \). Then by constructing a \( w \)-attended summary of \( Z \), we obtain the matching vector \( c^+_w \) (if \( E_w = \emptyset \), which makes \( Z = \{ \} \), we will set \( c^+_w = 0 \)):
\[
t_i = v^+_c \tanh(W_c z_i + U_c c_w) \in \mathbb{R}
\]
\[
c^+_w = Z \text{softmax}(\{t_1, \ldots, t_{|E_w|} \}) \in \mathbb{R}^d
\]
where \( v_c, W_c, \) and \( U_c \) are trainable parameters; \( z_i \) represents the \( i \)-th column in \( Z \). Finally we pass the concatenation of \( c_w \) and \( c^+_w \) through a dense layer with ReLU activation, whose output dimensionality is \( d \). Therefore we obtain the enhanced context embedding \( c^*_w \in \mathbb{R}^d \).

Based on the modified similarity function and the enhanced context embeddings, to perform knowledge aided mutual attention, first we construct a knowledge aided similarity matrix \( A \in \mathbb{R}^{n \times m} \), where each element \( A_{i,j} = f^*(c_{p_i}, c_{q_j}) \). Then following Yu et al. (2018), we construct the passage-attended question summaries \( R_Q \) and the question-attended passage summaries \( R_P \):
\[
R_Q = C_Q \text{softmax}_r(A) \in \mathbb{R}^{d \times n}
\]
\[
R_P = C_P \text{softmax}_c(A) \text{softmax}_r(A) \in \mathbb{R}^{d \times n}
\]
where \( \text{softmax}_r \) represents softmax along the row dimension and \( \text{softmax}_c \) along the column dimension. Finally following Clark and Gardner (2017), we pass the concatenation of \( C_P, R_Q, C_P \odot R_Q \), and \( R_P \odot R_Q \) through a dense layer with ReLU activation, whose output dimensionality is \( d \). Therefore we obtain the outputs \( \tilde{G} \in \mathbb{R}^{d \times n} \).

### 3.4 Knowledge Aided Self Attention

As a part of the refined memory layer, knowledge aided self attention is aimed at fusing the coarse memories \( G \) into themselves. If we simply follow the self attentions of other works (Wang et al., 2017; Huang et al., 2017; Liu et al., 2017b; Clark and Gardner, 2017), then for each passage word \( p_i \), we should fuse its coarse memory \( g_{p_i} \) (i.e. the \( i \)-th column in \( G \)) with the coarse memories of all the other passage words. However, we believe that this is both unnecessary and distracting, since each passage word has nothing to do with many of the other passage words. Thus we use the pre-extracted general knowledge to guarantee that the fusion of coarse memories for each passage word will only involve a precise subset of the other passage words. Specifically, for each passage word \( p_i \), whose coarse memory is \( g_{p_i} \), to perform the fusion of coarse memories, first recall that we have extracted a set \( E_{p_i} \), which includes the positions of the other passage words that \( p_i \) is semantically connected to, thus by gathering the columns in \( G \) whose indexes are given by \( E_{p_i} \), we obtain the matching coarse memories \( Z \in \mathbb{R}^{d \times |E_{p_i}|} \). Then by constructing a \( g_{p_i} \)-attended summary of \( Z \), we obtain the matching vector \( g^+_{p_i} \) (if \( E_{p_i} = \emptyset \), which makes \( Z = \{ \} \), we will set \( g^+_{p_i} = 0 \)):
\[
t_i = v^+_g \tanh(W_g z_i + U_g g_{p_i}) \in \mathbb{R}
\]
\[
g^+_{p_i} = Z \text{softmax}(\{t_1, \ldots, t_{|E_{p_i}|} \}) \in \mathbb{R}^d
\]
where \( v_g, W_g, \) and \( U_g \) are trainable parameters. Finally we pass the concatenation of \( g^+_{p_i} \) and \( g^+_{p_i} \) through a dense layer with ReLU activation, whose output dimensionality is \( d \). Therefore we obtain the fusion result \( h_{p_i} \in \mathbb{R}^d \), and further the outputs \( H = \{h_{p_1}, \ldots, h_{p_n}\} \in \mathbb{R}^{d \times n} \).
4 Related Works

Attention Mechanisms. Besides those mentioned above, other interesting attention mechanisms include performing multi-round alignment to avoid the problems of attention redundancy and attention deficiency (Hu et al., 2017), and using mutual attention as a skip-connector to densely connect pairwise layers (Tay et al., 2018).

Data Augmentation. It is proved that properly augmenting training examples can improve the performance of MRC models. For example, Yang et al. (2017) trained a generative model to generate questions based on unlabeled text, which substantially boosted their performance; Yu et al. (2018) trained a back-and-forth translation model to paraphrase training examples, which brought them a significant performance gain.

Multi-step Reasoning. Inspired by the fact that human beings are capable of understanding complex documents by reading them over and over again, multi-step reasoning was proposed to better deal with difficult MRC tasks. For example, Shen et al. (2017) used reinforcement learning to dynamically determine the number of reasoning steps; Liu et al. (2017b) fixed the number of reasoning steps, but used stochastic dropout in the output layer to avoid step bias.

Linguistic Embeddings. It is both easy and effective to incorporate linguistic embeddings into the input layer of MRC models. For example, Chen et al. (2017) and Liu et al. (2017b) used POS embeddings and NER embeddings to construct their input embeddings; Liu et al. (2017a) used structural embeddings based on parsing trees to constructed their input embeddings.

Transfer Learning. Several recent breakthroughs in MRC benefit from feature-based transfer learning (McCann et al., 2017; Peters et al., 2018) and fine-tuning-based transfer learning (Radford et al., 2018; Devlin et al., 2018), which are based on certain word-level or sentence-level models pre-trained on large external corpora in certain supervised or unsupervised manners.

5 Experiments

5.1 Experimental Settings

MRC Dataset. The MRC dataset used in this paper is SQuAD 1.1, which contains over 100,000 passage-question pairs and has been randomly partitioned into three parts: a training set (80%), a development set (10%), and a test set (10%). Besides, we also use two of its adversarial sets, namely AddSent and AddOneSent (Jia and Liang, 2017), to evaluate the robustness to noise of MRC models. The passages in the adversarial sets contain misleading sentences, which are aimed at distracting MRC models. Specifically, each passage in AddSent contains several sentences that are similar to the question but not contradictory to the answer, while each passage in AddOneSent contains a human-approved random sentence that may be unrelated to the passage.

Implementation Details. We tokenize the MRC dataset with spaCy 2.0.13 (Honnibal and Montani, 2017), manipulate WordNet 3.0 with NLTK 3.3, and implement KAR with TensorFlow 1.11.0 (Abadi et al., 2016). For the data enrichment method, we set the hyper-parameter $\kappa$ to 3. For the dense layers and the BiLSTMs, we set the dimensionality unit $d$ to 600. For model optimization, we apply the Adam (Kingma and Ba, 2014) optimizer with a learning rate of 0.0005 and a mini-batch size of 32. For model evaluation, we use Exact Match (EM) and F1 score as evaluation metrics. To avoid overfitting, we apply dropout (Srivastava et al., 2014) to the dense layers and the BiLSTMs with a dropout rate of 0.3. To boost the performance, we apply exponential moving average with a decay rate of 0.999.

5.2 Model Comparison in both Performance and the Robustness to Noise

We compare KAR with other MRC models in both performance and the robustness to noise. Specifically, we not only evaluate the performance of KAR on the development set and the test set, but also do this on the adversarial sets. As for the comparative objects, we only consider the single MRC models that rank in the top 20 on the SQuAD 1.1 leader board and have reported their performance on the adversarial sets. There are totally five such comparative objects, which can be considered as representatives of the state-of-the-art MRC models. As shown in Table 2, on the development set and the test set, the performance of KAR is on par with that of the state-of-the-art MRC models; on the adversarial sets, KAR outperforms the state-of-the-art MRC models by a large margin. That is to say, KAR is comparable in performance with the state-of-the-art MRC models, and significantly more robust to noise than them.
Table 2: Model comparison based on SQuAD 1.1 and two of its adversarial sets: AddSent and AddOneSent. All the numbers are up to date as of October 18, 2018. Note that SQuAD 2.0 (Rajpurkar et al., 2018) is not involved in this paper, because it requires MRC models to deal with the problem of answer triggering, but this paper is aimed at improving the hunger for data and robustness to noise of MRC models.

To verify the effectiveness of general knowledge, we first study the relationship between the amount of general knowledge and the performance of KAR. As shown in Table 3, by increasing $\kappa$ from 0 to 5 in the data enrichment method, the amount of general knowledge rises monotonically, but the performance of KAR first rises until $\kappa$ reaches 3 and then drops down. Then we conduct an ablation study by replacing the knowledge aided attention mechanisms with the mutual attention proposed by Seo et al. (2016) and the self attention proposed by Wang et al. (2017) separately, and find that the F1 score of KAR drops by 4.2 on the development set, 7.8 on AddSent, and 9.1 on AddOneSent. Finally we find that after only one epoch of training, KAR already achieves an EM of 71.9 and an F1 score of 80.8 on the development set, which is even better than the final performance of several strong baselines, such as DCN (EM / F1: 65.4 / 75.6) (Xiong et al., 2016) and BiDAF (EM / F1: 67.7 / 77.3) (Seo et al., 2016). The above empirical findings imply that general knowledge indeed plays an effective role in KAR.

To demonstrate the advantage of our explicit way to utilize general knowledge over the existing implicit way, we compare the performance of KAR with that reported by Weissenborn et al. (2017), which used an encoding-based method to utilize the general knowledge dynamically retrieved from Wikipedia and ConceptNet. Since their best model only achieved an EM of 69.5 and an F1 score of 79.7 on the development set, which is much lower than the performance of KAR, we have good reason to believe that our explicit way works better than the existing implicit way.

Table 3: With $\kappa$ set to different values in the data enrichment method, we calculate the average number of inter-word semantic connections per word as an estimation of the amount of general knowledge, and evaluate the performance of KAR on the development set.

5.3 Model Comparison in the Hunger for Data

We compare KAR with other MRC models in the hunger for data. Specifically, instead of using all the training examples, we produce several training subsets (i.e. subsets of the training examples) so as to study the relationship between the proportion of the available training examples and the performance. We produce each training subset by sampling a specific number of questions from all the questions relevant to each passage. By separately sampling 1, 2, 3, and 4 questions on each passage, we obtain four training subsets, which separately contain 20%, 40%, 60%, and 80% of the training examples. As shown in Figure 2, with KAR, SAN (re-implemented), and QANet (re-implemented without data augmentation) trained on these training subsets, we evaluate their performance on the development set, and find that KAR
Figure 2: With KAR, SAN, and QANet (without data augmentation) trained on the training subsets, we evaluate their performance on the development set.

Figure 3: With KAR, SAN, and QANet (without data augmentation) trained on the training subsets, we evaluate their performance on AddSent.

Figure 4: With KAR, SAN, and QANet (without data augmentation) trained on the training subsets, we evaluate their performance on AddOneSent.

performs much better than SAN and QANet. As shown in Figure 3 and Figure 4, with the above KAR, SAN, and QANet trained on the same training subsets, we also evaluate their performance on the adversarial sets, and still find that KAR performs much better than SAN and QANet. That is to say, when only a subset of the training examples are available, KAR outperforms the state-of-the-art MRC models by a large margin, and is still reasonably robust to noise.

6 Analysis

According to the experimental results, KAR is not only comparable in performance with the state-of-the-art MRC models, but also superior to them in terms of both the hunger for data and the robustness to noise. The reasons for these achievements, we believe, are as follows:

- KAR is designed to utilize the pre-extracted inter-word semantic connections from the data enrichment method. Some inter-word semantic connections, especially those obtained through multi-hop semantic relation chains, are very helpful for the prediction of answer spans, but they will be too covert to capture if we simply leverage recurrent neural networks (e.g. BiLSTM) and pre-trained word vectors (e.g. GloVe).

- An inter-word semantic connection extracted from a passage-question pair usually also appears in many other passage-question pairs, therefore it is very likely that the inter-word semantic connections extracted from a small amount of training examples actually cover a much larger amount of training examples. That is to say, we are actually using much more training examples for model optimization than the available ones.

- Some inter-word semantic connections are distracting for the prediction of answer spans. For example, the inter-word semantic connection between “bank” and “waterside” makes no sense given the context “the bank manager is walking along the waterside”. It is the knowledge aided attention mechanisms that enable KAR to ignore such distracting inter-word semantic connections so that only the important ones are used.
7 Conclusion

In this paper, we innovatively integrate the neural networks of MRC models with the general knowledge of human beings. Specifically, inter-word semantic connections are first extracted from each given passage-question pair by a WordNet-based data enrichment method, and then provided as general knowledge to an end-to-end MRC model named as Knowledge Aided Reader (KAR), which explicitly uses the general knowledge to assist its attention mechanisms. Experimental results show that KAR is not only comparable in performance with the state-of-the-art MRC models, but also superior to them in terms of both the hunger for data and the robustness to noise. In the future, we plan to use some larger knowledge bases, such as ConceptNet and Freebase, to improve the quality and scope of the general knowledge.
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