Sequential optical response suppression for chemical mixture characterization

Alicia B. Magann¹,², Gerard McCaul³, Herschel A. Rabitz⁴, and Denys I. Bondar³

¹Department of Chemical & Biological Engineering, Princeton University, Princeton, New Jersey 08544, USA
²Center for Computing Research, Sandia National Laboratories, Albuquerque, New Mexico 87185, USA
³Department of Physics, Tulane University, New Orleans, LA 70118, USA
⁴Department of Chemistry, Princeton University, Princeton, New Jersey 08544, USA

The characterization of mixtures of non-interacting, spectroscopically similar quantum components has important applications in chemistry, biology, and materials science. We introduce an approach based on quantum tracking control that allows for determining the relative concentrations of constituents in a quantum mixture, using a single pulse which enhances the distinguishability of components of the mixture and has a length that scales linearly with the number of mixture constituents. To illustrate the method, we consider two very distinct model systems: mixtures of diatomic molecules in the gas phase, as well as solid-state materials composed of a mixture of components. A set of numerical analyses are presented, showing strong performance in both settings.

1 Introduction

Across the sciences, methods for determining the concentrations of a mixture’s components are in high demand. The characterization of such mixtures can be a challenging task, especially if the components have very similar chemical and physical properties. This can occur for example in mixtures of isomers, isotopes, or chiral molecules, as well as in mixtures of larger biological molecules such as amino acids or proteins. For example, spectral crosstalk currently limits the ability to distinguish between different fluorescent proteins in experiments [20], but if this challenge could be overcome such that the accurate characterization of fluorescent protein mixtures were possible, this would constitute a significant advance with implications across the biological sciences, including in synthetic biology [27], neuroscience [10], and cytometry [2, 35, 42].

At present, standard methods (such as chromatography [45]) often struggle to discriminate accurately between different components, as they typically rely on the ability to resolve specific differences (e.g. in absorption peaks) between the species, which may not be possible for mixtures composed of very similar constituents. Optimal dynamic discrimination (ODD) was developed to address this challenge [17, 18], by leveraging “photonic reagents” in the form of optimally-shaped fields, and has been demonstrated in proof-of-principle experiments in several systems, including dye molecules [3], flavin molecules
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amino acids, and fluorescent proteins. In essence, ODD makes use of the fact that as long as distinctions are present between the Hamiltonians of the different components, they will evolve differently under the influence of a driving field applied to the mixture. These differences in the dynamics and the resulting optical responses can be learned, and the premise of ODD is to optimize a field to amplify these differences over time, thereby allowing for discrimination between the components. The procedure for accomplishing this is based on quantum optimal control, and proceeds via an iterative optimization loop in the laboratory.

In this article, we introduce a new procedure for characterizing mixtures of non-interacting components based on quantum tracking control principles, which we term scalable, single-pulse mixture characterization (SSMC). Quantum tracking control is a method for designing a field $E(t), t \in [0, t_f]$, to drive the evolution of an observable expectation value along a prescribed time-dependent trajectory or “track” over a time interval $t \in [0, t_f]$. If reliable models for similar systems are available, the field $E(t)$ can be computed numerically by solving a modified dynamical equation at each time step, such that the full field can be determined from a single forward evolution of the system dynamics. This tracking control approach stands in contrast to numerical field-design procedures based on quantum optimal control that identify fields for achieving a control objective in a system via an expensive iterative optimization procedure, where at each iteration a forward evolution of the system dynamics is required, and hundreds or thousands of iterations can be needed for convergence of the objective function. Numerical studies of tracking control have been performed for numerous systems including a qubit, atomic systems, diatomic and triatomic molecules, molecular rotors, and many-body solid-state systems.

In general, quantum tracking control can suffer from singularities appearing in $E(t)$ due to the noninvertibility of the associated dynamical equation. Techniques to manage singularities in this context were introduced in [46, 47], and more recently, it was found that singularities could be avoided altogether for certain tracking control problems [4, 23, 25, 26]. In these latter cases, quantum tracking control offers a computationally attractive method for designing fields to control observable dynamics.

In SSMC, the task of characterizing mixtures is formulated as one such singularity-free tracking problem, where the controlled observable is taken to be the optical response, and the prescribed track is defined such that the optical responses of all components in the mixture are sequentially turned off, effectively making each species sequentially invisible for a specified time interval. SSMC is a strategy directed towards systems where either explicit models are available, or effective models can be estimated from experimental data. In practice, such models will always contain some degree of error, and in principle the SSMC fields could be used as a starting basis for ODD iterative enhancement in the laboratory. To this end, we present a general model-based procedure for deriving equations for fields that drive the optical response along such tracks. When these fields are applied, the time-dependent optical response data from the full mixture can be measured and used to evaluate the relative concentrations of each of the components by solving a linear system of equations.

The primary benefit of the SSMC procedure is its simplicity. Namely, the use of tracking control enables the field amplitudes to be determined by solving a simple analytical expression at each time step. And, while the SSMC procedure could be implemented using other forms of quantum control (i.e. optimal control) [33, 39], this would incur significant additional computational costs, and should only be considered when tracking control cannot be made singularity-free. Another key feature of this procedure is its scalability.
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with respect to the number of mixture constituents. That is, the field used to accomplish
the characterization has a length that scales linearly in the number of components of the
mixture under consideration, and the computational effort required \textit{a priori} and \textit{post facto}
to determine the relative concentrations is also efficient with respect to the number of
components (see Fig. 3, below).

To highlight the generality of SSMC, we present proof-of-principle numerical illustra-
tions involving two radically different models: mixtures of diatomic molecules in the gas
phase, as well as solid-state materials composed of a mixture of components. The SSMC
procedure is shown to perform consistently well in both settings. As a comparison we con-
sider the use of another single-pulse strategy, namely the use of transform-limited pulses,
and show that SSMC pulses yield superior performance in all cases considered.

The remainder of this article is organized as follows. To begin, in Section 2, the
general SSMC procedure is introduced. Then, in Section 3, the application of SSMC
to the characterization of mixtures of diatomics is considered, and a series of numerical
analyses are presented. To demonstrate the flexibility of SSMC, this is followed in Section 4
by an application of SSMC to solid-state systems, where associated numerical illustra-
tions are provided. We then conclude in Section 5 with further discussion and outlook.

2 Theory

Consider the optical response of a mixture of \( n_s \) non-interacting quantum components,
whose individual optical responses at some time \( t \) are denoted \( R^{(s)}(t) \), for \( s = 1, \cdots , n_s \).
The optical response of the mixture is simply given by a weighted sum over all species’
optical responses:

\[
R_{\text{mix}}(t) = \sum_{s=1}^{n_s} y_s R^{(s)}(t),
\]

where \( y_s \) denotes the relative concentration of component \( s \).

A naive characterization procedure might involve the application of a transform-limited
pulse to the mixture (see Fig. 1), in order to induce an optical response from the mixture as
per Eq. (1), which could be measured and recorded. Then, if each species optical response
\( R^{(s)} \) were known \textit{a priori}, the measured optical response data from the mixture could be
utilized to determine the relative species concentrations by inverting Eq. (1) with respect
to the vector \( (y_1, \cdots , y_{n_s})^T \), i.e., by solving the set of coupled equations

\[
A\vec{y} = R_{\text{mix}},
\]

where \( A = (R^{(1)}, R^{(2)}, \cdots , R^{(n_s)}) \) is a rectangular matrix containing \( R^{(s)} \), \( s = 1, \cdots , n_s \),
which denote the optical responses of each of the individual species; \( \vec{y} = (\bar{y}_1, \bar{y}_2, \cdots , \bar{y}_{n_s})^T \)
is a vector containing the estimated values of the relative species concentrations, where
the bars are used to distinguish between the estimated values \( \bar{y}_s \) and the true values
\( y_s \); and \( R_{\text{mix}} \) is a vector containing the mixture optical response values. The boldface
vector notation is utilized in reference to solving the system of equations associated with
the mixture characterization problem (2), in order to denote data with time-dependent
entries. When describing the underlying physics in the material below, we do not use
boldface notation.

Eq. (2) is overdetermined, but may still be solved by (for example) using a least squares
The effectiveness of inverting $\mathbf{A}$ can be quantified using the condition number,

$$\text{cond}(\mathbf{A}) = \frac{\sigma_{\text{max}}(\mathbf{A})}{\sigma_{\text{min}}(\mathbf{A})}. \quad (3)$$

Here, $\sigma_{\text{max}}(\mathbf{A})$ and $\sigma_{\text{min}}(\mathbf{A})$ denote the largest and smallest singular values of $\mathbf{A}$. The larger the condition number, then the more ill-conditioned the matrix $\mathbf{A}$ is, meaning numerical solutions of Eq. (2) will be less accurate for estimating the relative concentrations.

In order to quantify the error $\epsilon$ associated with the estimate of the relative concentrations, the 2-norm can be used as per

$$\epsilon = \|\mathbf{y} - \hat{\mathbf{y}}\|_2. \quad (4)$$

If the constituents of a mixture possess similar chemical, physical, and optical properties, one can expect that their optical responses collected in $\mathbf{A}$ will also be similar, leading to large condition numbers $\text{cond}(\mathbf{A})$ that result in significant errors $\epsilon$ in the estimated relative concentrations found by solving Eq. (2).

The premise of SSMC is to design individual optical responses such that the distinguishability between the optical responses of different species collected in $\mathbf{A}$ is enhanced, thereby yielding a better-conditioned system of equations in Eq. (2) that can be solved to characterize the mixture with better accuracy. In the remainder of this section, we present the SSMC procedure as a method for achieving more accurate and robust characterization.

The SSMC procedure begins by applying a pump pulse to the mixture, denoted by $E_p(t)$, in order to induce an initial response in the mixture. We note that as the only role...
of the pump pulse is to induce a response, there is significant freedom to choose it such that other desired properties can be imposed upon the mixture (e.g., alignment of the mixture components). In order to promote distinguishability between optical responses of the different species, the optical responses of each of the $n_s$ components are then turned off in series for some time period $T$ through the sequential application of $n_s$ pulses $E_1(t), \cdots, E_{n_s}(t)$. The pulse $E_s(t)$ is designed to suppress the optical response of a particular species $s$ such that $R^{(s)}(t) = 0$ for the duration of the pulse $E_s(t)$.

A first step in determining the $E_1(t), \cdots, E_{n_s}(t)$ that will suppress $R^{(1)}(t), \cdots R^{(n_s)}(t)$ is the derivation of an equation describing the form of each $R^{(s)}(t)$ in terms of $E_s(t)$ and one or multiple observable expectation values at time $t$. The derivation of such equations relies on models for the mixture components; for example molecular systems and solid-state systems, see Sections 3 and 4, respectively, while a more general derivation is given in Appendix A.

Once it has been derived, the equation for $R^{(s)}(E_s(t), \cdots) = 0$ can simply be inverted to produce an expression for $E_s(t)$. This inversion procedure is the premise of quantum tracking control, which underlies SSMC. It is important to note that in general, the response will be a highly nonlinear function of the driving field. As such it is difficult to obtain an interpretation to the action of the field $E_s(t)$ (however, formal mechanism analyses for SSMC applications could be done in principle, using techniques from e.g. \cite{29–31}).

The full SSMC field $E(t)$ is then formed by concatenating the pump pulse $E_p(t)$, with each of these $n_s$ pulses, yielding one pulse

$$E(t) = \begin{cases} E_p(t) & \text{if } t \in [0,T) \\ E_1(t) & \text{if } t \in [T,2T) \\ E_2(t) & \text{if } t \in [2T,3T) \\ \vdots \\ E_{n_s}(t) & \text{if } t \in [n_sT,(n_s + 1)T) \end{cases}$$

that achieves the goal of suppressing the optical responses of each mixture constituent in series, thereby enhancing the distinguishability of the elements in $\mathbf{A}$.

The design of the SSMC field $E(t)$ need only be done once for a given combination of species, and importantly, the resultant SSMC pulse $E(t)$ is completely independent of the values of $y_s$, $s = 1, \cdots n_s$ of the species in the mixture. Hence, regardless of the relative species concentrations in a given mixture, the same pulse can always be used to determine these concentrations.

After they are formed in this manner, the SSMC field $E(t)$, along with the associated optical responses of the components $R^{(s)}(t)$, $s = 1, \cdots, n_s$, $t \in (0, (n_s + 1)T]$, can be stored in a library, where a sample entry involving three components might look like Fig. 2.\footnote{We remark that the sample library pulse shown was formed by a simple concatenation, and that this can lead to sharp variations in the field at the concatenation points. A variety of approaches could be employed to improve the smoothness of the fields at these points, such as adding a short intervening period between segments and using this period to enforce a smooth connection between them.} In the laboratory, $E(t)$ serves as a photonic reagent that can be drawn from the library, in analogy with how a chemical reagent might be drawn from a stockroom, and applied to a mixture to determine the relative concentrations of the different components using a single pulse. Over the course of the pulse, the mixture’s time-dependent optical response data can be recorded via measurements and stored as a set of discrete entries in the vector $\mathbf{R}_{\text{mix}}$. For each of the $n_s$ pulses $E_1(t), \cdots, E_{n_s}(t)$, we denote the number of entries in the associated optical response vectors by $n_t$, such that the total number of entries for


each species over the course of the SSMC procedure is \((1 + n_s)n_t\). In order to determine the concentrations, the data associated with the pump pulse is discarded, and only \(n_s n_t\) entries are utilized. Ultimately, the estimated species concentrations \(y_s, s = 1, \cdots, n_s\) can be determined by solving the set of coupled equations in Eq. (2), where in SSMC,

\[
A = \begin{pmatrix}
0 & R_1^{(2)} & \cdots & R_1^{(n_s)} \\
R_2^{(1)} & 0 & \cdots & R_2^{(n_s)} \\
\vdots & \vdots & \ddots & \vdots \\
R_n_1^{(1)} & R_n_2^{(2)} & \cdots & 0
\end{pmatrix}
\]

is a rectangular \((n_s n_t \times n_s)\) dimensional matrix, where \(R_1^{(s)}\) denotes the \((n_t \times 1)\) vector whose elements are the optical response values associated with species \(s\) collected for \(t \in (T, 2T]\) while \(E_1(t)\) is applied, \(R_2^{(s)}\) is the \((n_t \times 1)\) vector of optical response values for species \(s\) collected for \(t \in (2T, 3T]\), etc, and

\[
R_{\text{mix}} = (R_{\text{mix},1}, R_{\text{mix},2}, \cdots, R_{\text{mix},n_s})^T
\]

is an \((n_s n_t \times 1)\) dimensional vector, where \(R_{\text{mix},1}\) denotes the \((n_t \times 1)\) vector containing the mixture optical response values collected for \(t \in (T, 2T]\) while \(E_1(t)\) is applied, \(R_{\text{mix},2}\) is the \((n_t \times 1)\) vector containing mixture optical response values collected for \(t \in (2T, 3T]\), etc.

Because the SSMC procedure guarantees that the optical response of each species is zero for some period \(T\), the matrix \(A\) will be structured to contain zeros, which can be expected to lead to a lower condition number and smaller error. This is in contrast to a more naive approach, where a simple transform-limited pulse is applied to induce an optical response, and the recorded values used to solve a similar set of equations.

An important feature of SSMC is its scalability with respect to the number of mixture constituents. That is, if one wishes to calculate the SSMC field for \(n_s\) species, one must calculate a library of \(n_s\) different responses of length \((n_s + 1)T\), which yields an SSMC field \(E(t)\) with a length that scales as \(O(n_s)\). Meanwhile, the computational cost for constructing the SSMC pulse and the associated response library is \(O(n_s^2)\). If one wishes to extend this library by adding new species however, it is not necessary to completely recalculate the SSMC pulse and species responses. Instead, one simply appends the new
species to the library, evolving it with the already calculated pulse (at cost $n_s T$) before applying tracking control to eliminate its response for a period. This length $T$ extension to the SSMC pulse is then applied to each of the other species in the library (provided the final state of each species has been saved) to generate the necessary addition to the response of each species in the library. Adding new species to the discriminating pulse and response library in this manner thus carries a cost of only $O(n_s)$. Both of these scalings are illustrated schematically in Fig. 3. This scalability is of particular value in mixture characterisation, as while the condition number (and therefore error) can scale exponentially with $n_s$ (see Fig. 5), the SSMC method for reducing these errors scales only polynomially. Additionally, if one were simply to use a single transform-limited pulse for discrimination rather than SSMC, the scaling would depend on whether the length of the pulse was fixed, or lengthened by $T$. In the case of a fixed length, adding another species would also be of cost $O(n_s)$. This would however increase the degree of overdetermination in the system, and therefore further reduce the accuracy of calculated concentrations. If one lengthens the overall time to counteract this however, the transform-limited condition necessitates a modification of the pulse. In this case, the response of each species would need to be recalculated, leading to a cost of $O(n_s^2)$.

For the purposes of numerical and conceptual simplicity, in what follows we will consider only one dimensional systems. Some essential information (such as orientation) present in a three dimensional system is inevitably lost in these lower dimensional models, but one would expect that random orientations in a mixture would average out these contributions to the optical response of individual molecules. Finally, we note that in principle the SSMC procedure can be generalised to interacting systems, but at the cost of tracing out interacting degrees of freedom when tracking each species. Given the considerable additional analytic and computational complexity necessary to account for interactions, we consider only non-interacting mixtures in this work.

3 Characterization of molecular mixtures

In this section, we explore an application of the SSMC procedure towards the characterization of mixtures of $n_s$ non-interacting molecular species, as could occur in e.g. atmospheric
or combustion samples, where the set of possible molecular constituents in the sample is known, whereas the relative amounts of each are not. In this setting, we consider each species \( s \) itself as being composed of \( N^{(s)} \) interacting nuclear (i.e. rotational or vibrational), polar degrees of freedom modeled in the Born-Oppenheimer approximation, and here assumed to be aligned along the polarization direction of the applied field \( E(t)^2 \). The dipole moment of a particular degree of freedom \( j \) belonging to a molecular species \( s \) is denoted \( \mu_j^{(s)} \), and is a function of the vibrational or rotational coordinate \( r_j^{(s)} \) associated with this degree of freedom. A typical Hamiltonian governing a single species subsystem is given in the dipole approximation by

\[
H^{(s)}(t) = \sum_{j=1}^{N^{(s)}} -\alpha_j^{(s)} \frac{\partial^2}{\partial r_j^{(s)}^2} + V^{(s)} - \sum_{j=1}^{N^{(s)}} \mu_j^{(s)} E(t),
\]

(6)

for some scalars and \( \alpha_1^{(s)}, \cdots, \alpha_{N^{(s)}}^{(s)} \) and potential \( V^{(s)} = V(r_1^{(s)}, \cdots, r_{N^{(s)}}^{(s)}) \). Because we assume that both \( V^{(s)} \) and \( \mu_j^{(s)} \) are functions of the coordinate(s), we assume that \([V^{(s)}, \mu_j^{(s)}] = 0\) for all \( j \).

The optical response of species \( s \) is proportional to the acceleration of its total dipole moment, given here as the sum over the dipole moments corresponding to the different degrees of freedom, i.e.,

\[
R^{(s)} = \sum_{k=1}^{N^{(s)}} R_k^{(s)} = \sum_{k=1}^{N^{(s)}} \frac{d^2 \langle \mu_k^{(s)} \rangle_t}{dt^2},
\]

(7)

where expressions for each \( R_k^{(s)} \) may be obtained via the Heisenberg equation, yielding the result,

\[
R_k^{(s)} = \frac{d^2 \langle \mu_k^{(s)} \rangle_t}{dt^2} = -\frac{\alpha_k^{(s)}}{\hbar^2} \langle B^{(s)} \rangle_t + \frac{2\alpha_k^{(s)}}{\hbar^2} \langle \frac{\partial \mu_k^{(s)}}{\partial r_k^{(s)}} \rangle_t E(t),
\]

(8)

where

\[
B^{(s)} \equiv \alpha_k^{(s)} \left( \frac{\partial^4 \mu_k^{(s)}}{\partial r_k^{(s)}^4} + 4 \frac{\partial^3 \mu_k^{(s)}}{\partial r_k^{(s)}^3} \frac{\partial}{\partial r_k^{(s)}} + 4 \frac{\partial^2 \mu_k^{(s)}}{\partial r_k^{(s)}^2} \frac{\partial^2}{\partial r_k^{(s)}^2} + 2 \frac{\partial \mu_k^{(s)}}{\partial r_k^{(s)}} \frac{\partial V^{(s)}}{\partial r_k^{(s)}} \right),
\]

(9)

using \( \langle \cdot \rangle \equiv \langle \psi(t) | \cdot | \psi(t) \rangle \). The optical response of the full species \( s \) containing \( N \) degrees of freedom is then given by the sum of the optical responses over all degrees of freedom, as per

\[
R^{(s)} = \sum_{k=1}^{N^{(s)}} R_k^{(s)} = \sum_{k=1}^{N^{(s)}} \frac{\alpha_k^{(s)}}{\hbar^2} \left\{ -\langle B^{(s)} \rangle_t + 2 \left\langle \frac{\partial \mu_k^{(s)}}{\partial r_k^{(s)}} \right\rangle_t E(t) \right\},
\]

(10)

In order to obtain an expression for the laser pulse \( E_\lambda(t) \) that suppresses the optical response of species \( s \), we may invert the equation \( R^{(s)}(t) = 0 \), with \( R^{(s)} \) given in Eq. (10),

\[\text{2In practice, the alignment of the mixture components along the same axis as the applied field could be accomplished in a preliminary step (e.g., using the pump pulse), using techniques such those described in [43].} \]
to yield the pulse\(^3\)

\[
E_s(t) = \frac{\sum_{k=1}^{N} \alpha_{s}(k) \langle B^{(s)} \rangle_t}{2 \left\{ \sum_{k=1}^{N} \alpha_{s}(k) \langle \frac{\partial B^{(s)}}{\partial r^{(s)}} \rangle_t \right\}}. \tag{11}
\]

Then the resulting dynamical equation governing the mixture,

\[
\frac{d}{dt} \langle \psi(t) \rangle = -i(H_0 - \mu E_s(t)) \langle \psi(t) \rangle, \tag{12}
\]

is highly nonlinear due to the functional dependence of the field \(E_s(t)\) on the state \(\langle \psi(t) \rangle\). As such, in practice, the coupled Eqs. (11) and (12) can be solved as follows. After evolving \(\langle \psi(t) \rangle\) to time \(t = T\) under the influence of a pump pulse \(E_{p}(t)\), begin with an initial value for \(E_{1}(t = T)\) found by evaluating Eq. (11) with the initial condition \(\langle \psi(T) \rangle\). The state of the mixture is then propagated forward in time via Eq. (12) by evolving the state of each species independently under its respective Hamiltonian forward a single time step as \(\langle \psi_s(T) \rangle \rightarrow \langle \psi_s(T + \Delta t) \rangle\) for some species \(s\). The updated states are then substituted back into Eq. (11) to determine \(E_{1}(t = T + \Delta t)\), and so forth, up until time \(t = 2T\). This procedure is then repeated to determine each of the subsequent fields \(E_{2}(t), \cdots, E_{n_s}(t)\).

3.1 Numerical illustrations

As an illustration, we consider characterizing mixtures of gas-phase diatomic molecules which differ only in their masses, as occurs when discriminating between molecules containing different isotopes. This example is meant to serve as a simple, proof-of-concept application study of SSMC towards molecular systems. We model the vibrational dynamics of each of the diatomics as nonrotating Morse oscillators, initially in their ground vibrational state and aligned with the polarization direction of the applied field\(^3\), with the Hamiltonian for each species given by Eq. (6) with \(N^{(s)} = 1\) and \(\alpha^{(s)} = \frac{\hbar^2}{2m^{(s)}}\) where the reduced mass of \(m^{(s)}\) is taken to be a variable parameter\(^4\). In particular, we consider mix-

---

\(^3\)The denominator of Eq. (11) cannot change sign as it contains a sum of \(N^{(s)}\) non-negative expectation values. And, the likelihood of encountering a singularity, i.e., where all of these expectation values are simultaneously equal to zero, is very small and never occurred in our numerical analyses. The fact that this possibility exists at all is an artifact of working with a model in the Born-Oppenheimer approximation, and the more general and singularity-free case is treated in the appendix.

\(^4\)The vibrational dynamics are simulated in coordinate space using a 1D grid with 100 points, evenly spaced between \(r = 0.25\) and \(r = 12.25\) a.u., with differential operators represented using finite difference.
Figure 5: The dependence of cond(A) on different quantities is shown on semilog plots for the SSMC approach (red) and a naive approach (blue). In all cases, the SSMC procedure leads to better conditioned problems compared with using the naive approach, as indicated by values of cond(A) that are consistently a few orders of magnitude lower for the SSMC procedure compared with the naive procedure. In (a), the dependence on the duration of each pulse $T$ is plotted, taking $n_s = 10$ and $\Delta m = 0.05$. In (b), the dependence on the number of species $n_s$ is plotted for $T = 2,500$ a.u. and $\Delta m = 0.05$. In (c), the dependence on the relative mass difference $\Delta m$ is plotted for $T = 2,500$ a.u. and $n_s = 10$.

Formulas of components whose masses $m^{(1)}, \ldots, m^{(n_s)}$ take on values evenly spaced between $(1 - \Delta m)m_{ref}$ and $m_{ref}$, where we choose $m_{ref} = 1800$ a.u.\(^5\) Meanwhile, $V(r)$ is given by the anharmonic Morse potential

$$V(r) = D(1 - e^{-\alpha(r-r_e)})^2 - D. \quad (13)$$

We consider a scenario where $r_e = 1.3$ Å is the equilibrium bond position, $D = 37,000$ cm\(^{-1}\) is the potential well depth, and $\alpha = \frac{w_e}{2r_e \sqrt{B_e D}}$ defines the width of the potential, where $w_e = 3,000$ cm\(^{-1}\) and $B_e = 11$ cm\(^{-1}\). In addition, we assume the polarization of the field is aligned with the molecules' dipole moments, which are modeled in Padé-approximate form as in \cite{19} by the function

$$\mu(r) = M_0 \frac{(1 + x)^3}{1 + \sum_{i=1}^{4} e_i x^i}, \quad (14)$$

where $x \equiv \frac{r-r_e}{r_e}$ and the parameters are given by $M_0 = 0.5$ Debye, $e_1 = 2$, $e_2 = 2$, $e_3 = 2$, and $e_4 = 12$ (see Fig. 4 for plots of the Morse and dipole potentials). Using this model, the SSMC field is designed via Eq. (11), where the initial pump pulse is presumed to have the form

$$E_p(t) = E_0 \sin^2(\pi t/T) \cos(w_c t), \quad (15)$$

using $E_0 = 10^{-5}$ a.u.

Fig 5 shows how SSMC performs in comparison with a naive approach, where a transform-limited pulse (as defined in Eq. (15)) is applied for the full time $t \in [0, n_s T]$. We choose this as a benchmark to compare the performance of SSMC against due to the fact that a transform-limited pulse is the shortest pulse with the highest peak intensity for a given bandwidth, and thus, these pulses will more efficiently generate non-linear effects (due to the peak intensity) compared to other pulses of equal total intensity. That is, all else being equal, a greater peak intensity should improve the distinguishability of different formulas and with $\Delta t = 2.5$ a.u. Changes to the grid did not result in qualitative changes to the results presented in Figs. 5 and 6, or to the discussions and conclusions in Sec. 3. Codes available upon reasonable request to the authors.

\(^5\)In reality, mass is not a variable parameter, and the diatomics we consider are fictional. Nevertheless, the model parameter values were chosen to be consistent with realistic values found in diatomics, e.g. \cite{19}
Figure 6: The relation between the condition of the problem $\text{cond}(A)$ and the error in the solution $\epsilon$ is shown. Filled point markers correspond to the aggregated data from Fig. 5(a)-(c), while unfilled point markers correspond to the same data when $R_{\text{mix}}$ is infected by noise, leading to higher values of $\epsilon$. A clear, approximately linear correlation between $\text{cond}(A)$ and $\epsilon$ is evident in both cases.

species’ responses, as the nonlinearities will amplify the differences in the response of each species. Despite this, it is shown in Figs. 5(a)-(c) that as $T$, $n_s$, and $\Delta m$ are varied, the SSMC procedure leads to consistently lower values of $\text{cond}(A)$ than the naive approach by a few orders of magnitude. Importantly, we note that even when the intensity of the transform-limited pulses used in the naive implementation are increased by multiple orders of magnitude (keeping the SSMC fields unchanged), a clear separation in the performance of the two techniques persists.

Clear trends are present in $\text{cond}(A)$ in Fig. 5(a), (b), and (c). For example, in Fig. 5(a), $\text{cond}(A)$ decreases with $T$ for both the SSMC and naive approach. This can be understood because the problem should become better conditioned with the addition of more data, which is what occurs when $T$ is increased. Meanwhile, the decrease in $\text{cond}(A)$ with $\Delta m$ in Fig. 5(c) is also to be expected, as increasing $\Delta m$ corresponds to making the different species in the mixture more distinct, thus making the mixture easier to characterize. Finally, the increase in $\text{cond}(A)$ with $n_s$ in Fig. 5(b) shows that as the complexity of a mixture increases, i.e. by adding more constituents, the task of characterizing the mixture becomes increasingly difficult. In fact, in Fig. 5(b) for SSMC it appears that the behavior of $\text{cond}(A)$ is approximately linear for $n_s \geq 10$, while for the naive approach it is also approximately linear for $n_s \geq 13$. This linearity corresponds an exponential scaling of $\text{cond}(A)$ with respect to $n_s$, and if these trends continue, one can expect the relative advantage of SSMC to remain constant as the number of mixture constituents increases.

In Fig. 6, we report the relation between the condition of the problem, quantified by $\text{cond}(A)$ as per Eq. (3), and the error in the solution, quantified by $\epsilon$ as per Eq. (4). All of the data from Fig. 5 is collected in Fig. 6, such that each point marker in Fig. 6 has a corresponding point marker in Fig. 5. The filled point markers correspond to the errors obtained in an ideal, noise free manner, while the unfilled point markers are associated with a noisy implementation, where each element of the vector $R_{\text{mix}}$ is infected by additive random noise, drawn from a Gaussian distribution with zero mean and a standard deviation of $0.001 \| R_{\text{mix}} \|_\infty$. Note that the size of the noise variance is chosen.
rather arbitrarily, as the purpose of this addition is to assess the relative performance of SSMC and the naive approach, establish the condition number as a reliable proxy for error, and introduce a source of noise other than machine precision in the calculation of errors.

The rationale for adding noise to $R_{\text{mix}}$ is as follows. First, within any real setting there will be errors from a number of sources. These may be measurement errors, as well as additional unknown species which will induce their own errors. The effect of these will be to add noises to the linear relationship in Eq. (2):

$$(A + \Sigma)\bar{y} = R_{\text{mix}} + \Gamma,$$

where $\Sigma$ represents an error in the response library matrix, and $\Gamma$ an error in the observed mixture response. Note that we do not specify the distribution for these stochastic terms. Rearranging and expressing this equation with explicit indices, we have

$$\sum_j A_{i,j}\bar{y}_j = R_{\text{mix},i} + \Gamma_i + \sum_j \Sigma_{i,j}\bar{y}_j.$$

The terms $\Gamma_i + \sum_j \Sigma_{i,j}\bar{y}_j$ represent a sum of random variables, which by the central limit theorem will be well approximated as a single normally distributed random variable. Hence, the set of errors present both in the individual species’ library response and the measured total response can be collected into a single Gaussian error on $R_{\text{mix}}$. By representing this error as an additive noise to the mixture response, we are able to capture its effects while being agnostic as to its source. Furthermore, by assigning these errors to $R_{\text{mix}}$, we are able to retain $\text{cond}(A)$ as a deterministic figure of merit.

For both noiseless and noisy implementations depicted in Fig. 6, the true solution $y$ is taken to contain relative species concentrations drawn at random from a uniform distribution (and subsequently normalized). We note that there is a clear, approximately linear correlation between the condition number $\text{cond}(A)$ and the resulting error in the solution $\epsilon$, both when noise is added and when it is not. This suggests that the trends displayed in Fig. 5, showing values of $\text{cond}(A)$ that are consistently a few orders of magnitude lower for the SSMC procedure compared with the naive procedure, can be expected to correlate in practice to errors that are also significantly lower.

4 Characterization of solid-state systems

In order to demonstrate the flexibility of SSMC, we now apply it to a rather different set of model systems. Instead of molecular mixtures, we now consider a solid-state system, composed of non-interacting layers of different materials. In the same way as one determines relative concentrations of molecular species in a mixture, the relative density of each species in this layered material can also be determined using SSMC.

For the sake of simplicity, each layer will be described as a 1D Fermi-Hubbard model [44]. Its dynamics display a number of interesting features, but the most relevant to the current discussion is that, like the molecular mixtures previously considered, this system also exhibits a highly non-linear response to driving [12, 13, 34, 40]. Furthermore, the tracking equations for the optical response of the Hubbard model are of an entirely different form to those derived in Sec. 3. The choice of the Hubbard model is somewhat arbitrary, as these tracking equations for current apply to any system with an $n$-body potential dependent only on position. This provides a good test for the SSMC, as a way of checking that its effectiveness is not tied to a particular type of dynamical system. A full discussion of the tracking strategy required for many-body systems of this type (and its connection to the tracking equations used in Sec. 3) may be found in Refs. [25, 26], but we present a brief recapitulation here.
4.1 Tracking Model

We model our collection of systems using the Fermi-Hubbard model

\[ H^{(s)}(t) = -t_0 \sum_{j=1}^{L} \sum_{\sigma=\uparrow, \downarrow} \left( e^{-i\Phi(t)} c_{j\sigma}^\dagger c_{j+1\sigma} + e^{i\Phi(t)} c_{j+1\sigma}^\dagger c_{j\sigma} \right) + U^{(s)} \sum_{j=1}^{L} c_{j\uparrow}^\dagger c_{j\uparrow} c_{j\downarrow}^\dagger c_{j\downarrow}, \]  

(18)

where the onsite interaction potential \( U^{(s)} \) is used to parametrize different systems. The spin \( \sigma \) fermionic annihilation operator for the \( j \)th site is given by \( c_{j\sigma} \) and \( t_0 \) is the hopping parameter. Finally, the driving field \( E(t) \) enters the model through a Peierls substitution \[ \Phi(t) = \int_0^t df E(f), \] where \( a \) is the lattice constant.

For these systems the optical response corresponds to the electronic current defined via a continuity equation for \( \rho_j = \sum_{\sigma=\uparrow, \downarrow} c_{j\sigma}^\dagger c_{j\sigma} \):

\[ \frac{d\rho_j}{dt} = \frac{1}{a} (R_j - R_{j-1}), \]  

(19)

\[ R_j = -iat_0 \sum_{\sigma=\uparrow, \downarrow} \left( e^{-i\Phi(t)} c_{j\sigma}^\dagger c_{j+1\sigma} - \text{h.c.} \right). \]  

(20)

Summing over sites, we obtain the full response \( R = \sum_j R_j \),

\[ R = -iat_0 \sum_{j=1}^{L} \sum_{\sigma=\uparrow, \downarrow} \left( e^{-i\Phi(t)} c_{j\sigma}^\dagger c_{j+1\sigma} - \text{h.c.} \right), \]  

(21)

with the response expectation given by

\[ R^{(s)}(t) = \left\langle \psi^{(s)}(t) | R | \psi^{(s)}(t) \right\rangle. \]  

(22)

Note that this expression for the response (and therefore the tracking equation derived from it) is identical for any system with a purely spatial potential and a dipolar coupling to the external field. If one defines the nearest neighbour expectation in a polar form

\[ \left\langle \psi^{(s)}(t) \left| \sum_{j=1}^{L} c_{j\sigma}^\dagger c_{j+1\sigma} \right| \psi^{(s)}(t) \right\rangle = K \left( \psi^{(s)} \right) e^{i\theta(\psi^{(s)})}, \]  

(23)

then an explicit relationship between the response trajectory and the control field can be established:

\[ R^{(s)}(t) = -2at_0 K(\psi^{(s)}) \sin(\Phi(t) - \theta(\psi^{(s))). \]  

(24)

Inverting this equation, one can find an expression for a “tracking field” \( \Phi_T(t, \psi^{(s)}) \), which produces the desired tracking response trajectory \( R_T^{(s)} \) in system \( \psi^{(s)} \):

\[ \Phi_T \left( t, \psi^{(s)} \right) = \arcsin \left[ -X(t, \psi^{(s)}) \right] + \theta(\psi^{(s)}), \]  

(25)

\[ X(t, \psi^{(s)}) = \frac{R_T^{(s)}(t)}{2at_0 K(\psi^{(s)})).} \]  

(26)

Substituting this tracking field into Eq. (18), we re-express the system dynamics with a “tracking Hamiltonian” \( H_T^{(s)}(R_T^{(s)}(t), \psi^{(s)}) \) parametrised by the tracked response trajectory.
Figure 7: Performance of optical discrimination vs naive approach when $\Delta U$ is varied in a two species mixture. Here $U^{(0)} = t_0$ and $U^{(1)} = U^{(0)} + \Delta U$.

$$R_T^{(s)}(t):$$

$$H_T^{(s)}(R_T^{(s)}(t), \psi^{(s)}) = \sum_{j=1}^{L} \left[ P^{(s)} e^{-i\theta(\psi^{(s)})} c_{j\sigma}^\dagger c_{j+1\sigma} + \text{h.c.} \right] + U^{(s)} \sum_{j=1}^{L} c_{j\uparrow}^\dagger c_{j\uparrow}^\dagger c_{j\downarrow} c_{j\downarrow},$$

$$P^{(s)} = -t_0 \left( \sqrt{1 - X^2(t, \psi^{(s)})} + iX(t, \psi^{(s)}) \right).$$ (27)

Evolving with this tracking Hamiltonian is equivalent to generating dynamics with Eq. (18) when the driving field is chosen such that $\langle R \rangle = R_T^{(s)}(t)$. For SSMC, during the tracking phase for each species, we set $R_T^{(s)}(t) = 0$.

Finally, it is possible to show that the solutions for the tracking equations are unique (and therefore singularity free) provided certain constraints are satisfied. The interested reader may refer to Ref. [25] for further details.

4.2 Numerical illustrations

Equipped with the tracking equations for the Hubbard model, we are able to implement SSMC and compare its performance to a transform-limited pulse. In this case we take a pump pulse given by

$$\Phi_p(t) = \frac{E_0}{\omega_0} \sin^2 \left( \frac{\pi t}{T} \right) \sin(\omega_0 t),$$ (28)

where $E_0 = 10\text{MeV/cm}$ is the electric field amplitude and $T$ is set as two periods of angular frequency $\omega_0 = 32.9\text{THz}$. The naive discriminating pulse will be a transform-limited pulse with the same functional form as the pump pulse, but running for the full time $t \in [0, n_s T]$. For both the naive approach and SSMC, simulations are run for $L = 10$ sites at half-filling (where the number of spin up and down electrons are equal, and the overall electron density is one per site), with each species initially in its ground state. We note that in general an arbitrary state (such as a Gibbs state) may be used, but given the energy gap in the model considered is much greater than thermal fluctuations at room temperature, the ground state is an convenient choice for the initial preparation.

We first examine two systems in a mixture where $t_0$ is constant but the two species have onsite repulsions $U^{(0)}$ and $U^{(1)}$. We consider the relative accuracy of both the naive method and optical discrimination as we vary the distance in the two species’ onsite repulsions,
Figure 8: Performance of optical discrimination vs naive approach when the number of species $n_s$ is varied. Here, $U^{(0)} = t_0$ and $U^{(n_s)} = (1 + 10^{−2})t_0$, with each of the $n_s$ species being equally spaced in $U$.

\[ U^{(1)} = U^{(0)} + \Delta U. \]

Fig. 7 shows that over a wide range of $\Delta U$, SSMC outperforms the naive approach. This increase in efficiency is of particular value when $\Delta U$ is small, and the systems are not easily distinguishable from each other. While the precise dynamics of each system will depend on both the choice of $U^{(0)}$ and $\Delta U$, SSMC retains its advantage over the naive approach regardless of the choice of $U^{(0)}$.

The accuracy gain from using SSMC can be seen more clearly when generalising to the $n_s$ species case, shown in Fig. 8. Here we find qualitatively identical results to those shown in Fig. 5, where there is a clear advantage to using SSMC, and that the relative performance between the two methods remains roughly constant as one increases $n_s$. Furthermore, this consistency with the results of Sec. 3 extends to the relationship between the condition number and error $\epsilon$.

5 Conclusion

In this article, we have introduced SSMC as a new approach for characterizing mixtures of non-interacting components, which uses a tailored field designed to sequentially suppress the optical responses of the mixture components. The duration of this SSMC field scales linearly in the number of components. We have derived expressions for the SSMC fields needed to carry out this procedure using quantum tracking control principles, and have numerically studied applications of SSMC to mixtures of diatomic molecules in the gas phase, as well as to solid-state systems. In each case, we compared the performance of SSMC with a naive approach involving the application of a simple, transform-limited pulse to the mixture. As illustrated in Figs. 5, 7, and 8, we found that the SSMC procedure leads to characterization problems that are significantly better conditioned (i.e., as quantified by condition numbers that are consistently orders of magnitude lower, compared with those obtained utilizing a transform limited pulse). We further found that the condition number can reliably serve as a proxy for the error in the solution, as demonstrated by the clear correlation between the two plotted in Fig. 6.

The numerical analyses presented in Sections 3 and 4 studied the performance of SSMC with respect to different variables, such as the number of species in the mixture $n_s$ and $\Delta m$ and $\Delta U$, which represent the similarity of species in mixtures of molecular and solid state constituents, respectively. For each study, SSMC fields $E(t)$ were found by concatenating a transform-limited pump pulse with a series of different pulses designed to sequentially suppress the optical response of the mixture components.
suppress the optical responses of the species in the mixture. For each case presented here, the suppression order was chosen such that species were suppressed in ascending order according to their value of \( m^{(s)} \) or \( U^{(s)} \). We remark that this choice was arbitrary, and further simulations with different orderings were performed to assess the impact of the suppression order on the performance. For both example systems, it was found that the suppression order did not significantly affect the values obtained for \( \text{cond}(A) \) or \( \epsilon \).

We also remark that although the examples in Section 3 considered molecular systems modeled in the Born-Oppenheimer approximation, the SSMC tracking control procedure is far more general, and can be extended in a straightforward manner to systems outside of the Born-Oppenheimer approximation. In addition, both of the examples considered in Sections 3 and 4 involve the application of the SSMC procedure to the characterization of mixtures of closed quantum systems undergoing unitary dynamics. Again, the SSMC procedure is far more general, and can be extended to address open quantum systems with dissipative dynamics as well [4]. A full derivation treating these more general cases is provided in Appendix A.

The SSMC procedure we have introduced stands as an alternative to the naive approach depicted in Fig. 1, and also to other mixture characterization methods, such as ODD. Regarding the latter, we remark that the differences between ODD and SSMC make a comprehensive comparison of the performance of the two approaches difficult. Namely, ODD is an experimental procedure for iteratively identifying pulses for mixture characterization, while SSMC involves numerical pulse design. Furthermore, there is flexibility in selecting the objective function used in ODD to optimize the pulse in the laboratory, and the performance of ODD will depend on this choice. For example, if the objective function is selected to match the goals of SSMC (i.e., to sequentially turn off the optical responses of different mixture components), then we expect that ODD could achieve similar performance to SSMC. However, when alternate objective functions are chosen for ODD (e.g., to reflect measurable quantities in experiments), then it is difficult to speculate about how ODD would perform compared with SSMC.

In the laboratory, the capabilities of laser sources (e.g. bandwidth, intensity) continue to rapidly improve [9, 16], and new techniques for accelerating data acquisition [1] and characterizing the high frequency non-linear part of the response field [41] (necessary for any implementation of tracking control) have recently been demonstrated. These developments suggest that successful experimental implementations of SSMC for a variety of mixture types may be feasible today, or in the near future. Furthermore, the SSMC procedure can also be modified to better suit the capabilities of existing laser technologies. For example, it has been shown that the tracking control methods on which SSMC is based produce control fields which can be well approximated by only a few distinct frequencies [25]; additionally, the method used to construct them is itself robust to noise [4]. One would therefore expect to be able to construct an approximate library pulse for discrimination, and provided the severity of the approximation is small compared to other sources of error, this pulse would still provide significant improvements in accuracy over an unshaped or transform-limited pulse.

It is also worth remarking that in practice, the computational challenge of determining the SSMC fields for mixtures whose constituents are complex quantum systems can be significant, given that the complexity of the simulations is exponential in the number of degrees of freedom of the constituents. To address this, numerous quantum dynamics approximation methods such as time-dependent density functional theory [5], (multiconfigurational) time-dependent Hartree(-Fock) [28, 33, 39], and tensor network methods such as time-dependent density matrix renormalization group [8] have been developed and shown
to yield impressive performance for different classes of systems at reduced computational
cost, and could therefore serve as useful tools for use in the numerical SSMC field design
procedure. Given that any error in the relevant tracking portion of the evolution will
resemble a fluctuation around zero response (and thus resembles an error of the type con-
sidered in Sec. 3), we expect that errors stemming from the use of these approximation
frameworks will be tolerable, and still lead to SSMC fields that can be used to successfully
characterize mixtures. Furthermore, in the future it may even be possible to leverage quan-
tum computing devices in order to facilitate the design of fields for controlling quantum
systems [24].

Finally, we note that numerical tracking control is not the only method through which
one can attain the essential goal - i.e. the sequential extinguishing of each species’ optical
response. Deep learning networks have previously been employed to experimentally deter-
mine the input field required to generate a desired response, in a manner that is robust to
noise. This technique could easily be applied to the SSMC scheme for the calculation of
the library discrimination pulse [22].
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A First principles derivation

In this section, we consider a derivation for the SSMC equations for a quantum mixture based on first principles. We begin by considering a component of a quantum mixture which is composed of \( N^N \) nuclei and \( N^e \) electrons, where the subscripts distinguish between nuclei and electrons and the superscripts label the mixture constituent they belong to. For systems undergoing dissipative dynamics, we may model the dynamics of the state \( \rho^{(s)}(t) \) of the mixture component by the dynamical equation

\[
\frac{d}{dt} \rho^{(s)}(t) = \mathcal{L}^{(s)}(\rho^{(s)}(t)) = -i[H^{(s)}(t), \rho^{(s)}(t)] + \mathcal{D}^{(s)}(\rho^{(s)}(t)),
\]

which is of Lindblad form, where the dissipator \( \mathcal{D}^{(s)}(\cdot) \) describes the interactions between \( \rho^{(s)}(t) \) and its environment, given by

\[
\mathcal{D}^{(s)}(\rho^{(s)}(t)) = \sum_{j,k} \gamma^{(s)}_{jk} \left( A^{(s)}_{jk} \rho^{(s)}(t) A^{(s)\dagger}_{jk} - \frac{1}{2} A^{(s)\dagger}_{jk} A^{(s)}_{jk} \rho^{(s)}(t) - \frac{1}{2} \rho^{(s)}(t) A^{(s)\dagger}_{jk} A^{(s)}_{jk} \right),
\]

where \( A^{(s)}_{jk} = \langle j | k^{(s)} \rangle \) and \( \gamma^{(s)}_{jk} \) are the scalar coefficients weighting each of the projectors \( A^{(s)}_{jk} \). Meanwhile, the Hamiltonian \( H^{(s)}(t) \) is given by

\[
H^{(s)}(t) = H_0^{(s)} + H_e^{(s)}(t),
\]

where \( H_0^{(s)} \) describes the species time-independent drift Hamiltonian and \( H_e^{(s)}(t) \) describes the species time-dependent control Hamiltonian.

In the following, we consider a single species only and drop the superscript species label. The drift Hamiltonian for any given molecular species is given by

\[
H_0 = T_{\text{nucl}}(\{\vec{R}_J\}) + T_{\text{el}}(\{\vec{r}_j\}) + T_{\text{int}}(\{\vec{R}_J\}, \{\vec{r}_j\}) = \left\{ \sum_{j=1}^{N_e} \frac{\vec{p}_j^2}{2m_j} + \sum_{j<k} \frac{Z_j Z_k}{\vec{R}_{jk}} \right\} + \left\{ \sum_{j=1}^{N_e} \frac{\vec{p}_j^2}{2m_j} + \sum_{j>k} \frac{1}{R_{jk}} \right\} + \left\{ -\sum_{j,k} \frac{Z_j Z_k}{\vec{R}_{jk}} \right\}.
\]

where \( \{\vec{R}_J\} \) and \( \{\vec{r}_j\} \) denote the sets of collective nuclear and electronic coordinates of a molecular species, respectively. Vector notation is used here to denote \( \vec{a} = a_x \vec{e}_x + a_y \vec{e}_y + a_z \vec{e}_z \). We denote the charge and mass of the \( J \)-th nucleus by \( Z_J \) and \( m_J \) respectively, we
denote the momentum of the $j$-th electron by $\vec{p}_j$ and the momentum of the $J$-th nucleus by $\vec{R}_J$, and we use the abbreviated notation $\vec{R}_{jk} \equiv |\vec{r}_j - \vec{r}_k|$, $\vec{R}_{JK} \equiv |\vec{R}_J - \vec{R}_K|$, and $\vec{R}_{Jj} \equiv |\vec{R}_J - \vec{r}_j|$ for the relative distances. The control Hamiltonian describes the interaction of the system with an applied laser field, and is modeled in the dipole approximation as

$$H_c(t) = -\left(\sum_{j=1}^{N_e(s)} \epsilon_{j} \vec{p}_j - \sum_{J=1}^{N_n} Z_J \vec{R}_J\right) \cdot \vec{e}(t),$$  

where $\vec{e}(t)$ is the applied field amplitude at time $t$. The optical response of a single species $s$ is proportional to the acceleration of the dipole moment of the species, $\vec{R}(t) \propto \frac{d^2}{dt^2} \langle \vec{\mu} \rangle_t$, where the notation $\langle \vec{O} \rangle_t \equiv \text{Tr} \{ O_x \rho(t) \} \vec{e}_x + \text{Tr} \{ O_y \rho(t) \} \vec{e}_y + \text{Tr} \{ O_z \rho(t) \} \vec{e}_z$ denotes the expectation value of a vector operator at time $t$, and we have introduced the notation

$$\vec{\mu} \equiv \sum_{j=1}^{N_e} \vec{r}_j - \sum_{J=1}^{N_n} Z_J \vec{R}_J$$

for the dipole moment of the species. In the same spirit, we also adopt the following notation:

$$\vec{p} \equiv \sum_{j=1}^{N_e} \vec{p}_j - \sum_{J=1}^{N_n} Z_J \vec{R}_J$$

$$\nabla V \equiv \sum_{j=1}^{N_e} \frac{Z_J}{R_{Jj}} - \sum_{J=1}^{N_n} Z_J \frac{Z_J}{R_{Jj}}$$

$$Z_{tot} \equiv \sum_{J=1}^{N_n} Z_J$$

$$m_{tot} \equiv \sum_{J=1}^{N_n} m_J,$$

which leads to the following commutation relations:

$$[H(t), \vec{p}] = -i\vec{p}, \quad [H(t), \vec{r}] = i\nabla V - i(N_e + \frac{Z_{tot}}{m_{tot}})\vec{e}(t),$$

where we remark that $\nabla V = \frac{\partial V}{\partial y} \vec{e}_x + \frac{\partial V}{\partial z} \vec{e}_y + \frac{\partial V}{\partial x} \vec{e}_z$. Our goal is to derive an expression for the species optical response when the system is acted on by the field $\vec{e}(t)$. We first recall that from Eq. (29), the time evolution of a species between times $t$ and $t + dt$ is given by

$$\rho(t + dt) = T e^{H t + dt + L(\cdot)dt} \rho(t),$$

where $T$ is the time-ordering operator. Then, using the Taylor expansion it can be shown that eliminating $T$ contributes an error $O(dt^3)$. A Taylor expansion can also be used to show $\int_t^{t+dt} L(\cdot)dt' = L_D(\cdot) + O(dt^3)$ where $L_D(\cdot) \equiv -i \left[ H(t + \frac{dt}{2}), \cdot \right] dt + D(\cdot)dt$, yielding

$$\langle \vec{\mu} \rangle_{t+dt} = \text{Tr} \left\{ \vec{\mu} e^{L_D(\cdot)dt} \rho(t) \right\} + O(dt^3).$$

We now expand $e^{L_D(\cdot)dt} \rho(t) \approx \rho(t) + L_D(\rho(t))dt + L_D(L_D(\rho(t))) \frac{dt^2}{2} + \cdots$. We truncate the expansion at second order, such that the error remains $O(dt^3)$. We can then use the definition of the adjoint operator

$$\text{Tr} \{ \vec{\mu} L_D(\rho(t)) \} = \text{Tr} \{ L_D^\dagger(\vec{\mu}) \rho(t) \},$$
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Molecular discrimination between species can be carried out by designing

\[ L_D^t(\vec{\mu}) = i\left[H(t + \frac{dt}{2}), \vec{\mu}\right] + D^t(\vec{\mu}) \tag{43} \]

and in the above,

\[ D^t(\vec{\mu}) = \sum_{j,k} \gamma_{jk}(A_{jk}^t \vec{\mu} A_{jk} - \frac{1}{2} A_{jk}^t A_{jk} \vec{\mu} - \frac{1}{2} \vec{\mu} A_{jk} A_{jk}^t), \tag{44} \]

to write

\[ \langle \vec{\mu} \rangle_{t+dt} = \text{Tr}\{\vec{\mu}\rho(t)\} + \text{Tr}\left\{\left(L_D^t(\vec{\mu})dt + L_D^t(L_D^t(\vec{\mu})) \frac{dt^2}{2}\right)\rho(t)\right\} + O(dt^3) \tag{45} \]

We see that

\[ L_D^t(L_D^t(\vec{\mu})) = i[H(t + \frac{dt}{2}), \vec{\mu}] + D^t(\vec{\mu}) + i\left[H(t + \frac{dt}{2}), D^t(\vec{\mu})\right] + D^t(D^t(\vec{\mu})). \tag{46} \]

Substituting the relation from Eq. (39) into Eq. (46),

\[ L_D^t(L_D^t(\vec{\mu})) = -\vec{V} + (N_e + \frac{Z_{tot}}{m_{tot}}) \vec{\varepsilon}(t + \frac{dt}{2}) + D^t(\vec{\mu}) + i[H(t + \frac{dt}{2}), D^t(\vec{\mu})]. \tag{47} \]

From Eq. (43), we see that \( \frac{d\langle\vec{\mu}\rangle}{dt} = i(H(t + \frac{dt}{2}) + (D^t(\vec{\mu}))_{t} = (\vec{\mu})_{t} + (D^t(\vec{\mu}))_{t}. \) We substitute this and the definition

\[ \langle \vec{A} \rangle_{t} = \left\langle D^t\left(\vec{p} + D^t(\vec{\mu})\right)\right\rangle_{t} + i\left\langle H(t + \frac{dt}{2}), D^t(\vec{\mu})\right\rangle_{t}. \tag{48} \]

into Eq. (47). Then, substituting Eq. (47) into Eq. (45) leads to

\[ \langle \vec{\mu} \rangle_{(t+dt)} = \langle \vec{\mu} \rangle_{t} + dt \frac{d\langle\vec{\mu}\rangle}{dt} + 2((N_e + \frac{Z_{tot}}{m_{tot}}) \vec{\varepsilon}(t + \frac{dt}{2}) + \langle \vec{A} \rangle_{t} - \langle \vec{\nabla} \vec{V} \rangle_{t}) + O(dt^3), \tag{49} \]

which can be rearranged to

\[ \frac{2}{dt^2} (\langle \vec{\mu} \rangle_{(t+dt)} - \langle \vec{\mu} \rangle_{t}) = \frac{2}{dt} \left( \frac{d\langle\vec{\mu}\rangle}{dt} \right)_{t} + (N_e + \frac{Z_{tot}}{m_{tot}}) \vec{\varepsilon}(t + \frac{dt}{2}) + \langle \vec{A} \rangle_{t} - \langle \vec{\nabla} \vec{V} \rangle_{t} + O(dt). \tag{50} \]

We now substitute in the Taylor expansion \( \langle \vec{\mu} \rangle_{(t+dt)} = \langle \vec{\mu} \rangle_{t} + \frac{d\langle\vec{\mu}\rangle}{dt} dt + \frac{d^2\langle\vec{\mu}\rangle}{dt^2} \frac{dt^2}{2} + O(dt^3) \) and cancel terms to arrive at our final expression for the species optical response \( \vec{R}(t) = \frac{d^2\langle\vec{\mu}\rangle}{dt^2}, \)

\[ \vec{R}(t) = (N_e + \frac{Z_{tot}}{m_{tot}}) \vec{\varepsilon}(t + \frac{dt}{2}) + \langle \vec{A} \rangle_{t} - \langle \vec{\nabla} \vec{V} \rangle_{t} + O(dt). \tag{51} \]

We now return to our full system, which describes a mixture of \( n_s \) species. The optical response of the mixture is defined as the sum of the optical responses of the species weighted by their relative concentrations, i.e.,

\[ \vec{R}_{\text{mix}}(t) = \sum_{s=1}^{n_s} y_s \left[ (N_e^s + \frac{Z_{tot}^s}{m_{tot}^s}) \vec{\varepsilon}(t + \frac{dt}{2}) + \langle \vec{A} \rangle_{t}^s - \langle \vec{\nabla} \vec{V} \rangle_{t}^s \right] + O(dt). \tag{52} \]

Molecular discrimination between species can be carried out by designing \( n_s \) pulse shapes \( \vec{\varepsilon}_s(t), \cdots, \vec{\varepsilon}_{n_s}(t) \) such that \( \vec{\varepsilon}_s(t) \) suppresses the optical response of species \( s \), i.e.,

\[ 0 = y_s \left[ (N_e^s + \frac{Z_{tot}^s}{m_{tot}^s}) \vec{\varepsilon}_s(t + \frac{dt}{2}) + \langle \vec{A} \rangle_{t}^s - \langle \vec{\nabla} \vec{V} \rangle_{t}^s \right], \tag{53} \]
which rearranges to the final SSMC equation
\[
\varepsilon_s(t + \frac{dt}{2}) = -\frac{\left(\langle \vec{A} \rangle_t^{(s)} - \langle \vec{V}^{(s)} \rangle_t \right)}{(N_e^{(s)} + Z_{\text{tot}}^{(s)})^2},
\]
which is free of singularities due to the fact that the denominator is restricted to be a positive number. For a closed quantum system undergoing unitary dynamics, the expression would be the identical, but with \( \langle \vec{A} \rangle_t^{(s)} = 0. \)

\footnote{The molecular case discussed in the main text in Sec. 3 can be obtained by assuming closed system dynamics, and by assuming the Born-Oppenheimer approximation, such that the dynamics of the nuclei and electrons are assumed to be uncoupled. Then, the illustrations in Sec. 3.1 use a model for the vibrational dynamics of the nuclei alone.}