Global Complexity Effects due to Local Damping in a Nonlinear System in 1:3 Internal Resonance

Malte Krack · Lawrence A. Bergman · Alexander F. Vakakis

Received: date / Accepted: date

Abstract It is well-known that nonlinearity may lead to localization effects and coupling of internally resonant modes. However, research focused primarily on conservative systems commonly assumes that the near-resonant forced response closely follows the autonomous dynamics. Our results for even a simple system of two coupled oscillators with a cubic spring clearly contradict this common belief. We demonstrate analytically and numerically global effects of a weak local damping source in a harmonically forced nonlinear system under condition of 1:3 internal resonance: The global motion becomes asynchronous, i.e., mode complexity is introduced with a non-trivial phase difference between the modal oscillations. In particular, we show that a maximum mode complexity with a phase difference of 90° is attained in a multi-harmonic sense. This corresponds to a transition from generalized standing to traveling waves in the system’s modal space. We further demonstrate that the localization is crucially affected by the system’s damping. Finally, we propose an extension of the definition of mode complexity and mode localization to nonlinear quasi-periodic motions, and illustrate their application to a quasi-periodic regime in the forced response.
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1 Introduction

The behavior of mechanical systems can in general be described by nonlinear differential equations. The nonlinearity may have various physical sources, e.g., large deflections, hysteretic material behavior or contact interactions. In the typical operation regime of many state-of-the-art engineering applications, nonlinear effects cannot be neglected. In fact, they might even be intentionally utilized, as for instance in the case of nonlinear energy sinks [13]. The design of such systems requires a thorough understanding of the underlying dynamics and appropriate simulation and experimental testing methods. In this context, certain critical situations are often of particular concern. In the presence of external forcing, the phenomenon of resonance coincidence is probably the most common one. Since nonlinearity distorts the temporal and spatial vibration spectra, it can lead to the coupling of otherwise distinct and widely spaced modes. This modal interaction phenomenon is particularly interesting, as it can lead to entirely unexpected behavior from a linear dynamics perspective.

Nonlinear modal interactions have been the subject of many theoretical investigations, and experimental studies [4,1,9]. Frequently reported effects on the steady-state forced response are

- suppression of the linear resonance peak, while one or more indirectly excited modes feature significant responses,
- highly nonlinear responses including bent amplitude-frequency curves leading to hysteresis loops, and
- quasi-periodic regimes associated with possibly strong beating phenomena, as well as
- vibration localization.

The completeness of the suppression of linear resonance peaks and the response levels of indirectly excited modes depends on damping. Large damping tends to diminish the response of the indirectly excited modes. Moreover, nonlinear interaction is likely to occur if the natural frequencies of the associated modes are low-integer multiples of each other giving rise to internal resonance. Under typical operating conditions, the dynamic behavior of most engineering structures can be characterized as dissipative, and often a permanent source of excitation is present. In spite of this, most theoretical investigations of nonlinear modal interactions focus on symmetric, i.e., non-gyroscopic and non-circulatory, conservative systems. This approach is useful as long as damping and forcing only play a minor role in the sense that they primarily govern the response level; however the spatiotemporal vibration content closely follows the dynamics of the underlying conservative system. This appears to be justified if the damping is relatively weak, of modal type and more or less evenly distributed among the modes. This type of damping is often assumed for global dissipation mechanisms such as viscous damping by an ambient medium or slightly hysteretic material behavior.

\footnote{In this article, a linearized system with symmetric structural matrices is considered to feature modal (non-modal) damping if its modal deflection shapes are (not) identical to the ones in absence of damping. In the case of modal damping, the damping matrix is diagonal in the modal space. A special but common case of modal damping is proportional, or Rayleigh, damping, where the viscous damping matrix is a linear combination of the mass and the stiffness matrix.}
In contrast, mechanical joints or attachments subject to dry friction may introduce a rather local dissipation source which leads to a highly non-modal damping distribution in the system. Even in the linear case, local damping may have a crucial effect on the resulting dynamics. In particular, it can give rise to mode complexity, i.e., a non-trivial phase lag between the oscillations of different material points of a system [5,2]. Depending on the system parameters and the degree of asynchronicity of the oscillation, the dynamics may change completely from standing waves to a traveling waves [2,3]. It should be noted that non-unison vibrations can also occur in undamped nonlinear systems. Examples are the traveling waves in cyclic periodic structures [12], and the whirling motions of shallow cables [8]. In the case of whirl, a phase lag of about 90° between the lateral deflection coordinates may occur so that the material points undergo an elliptic motion. This phenomenon is not limited to in-plane vibrations, but has recently been observed in a chain of two oscillators in 1:1 internal resonance condition [7].

To the authors’ knowledge, mode complexity in the neighborhood of an internal resonance has not yet been investigated. Our objective is to understand the emergence of mode complexity and gain knowledge on the effect of local damping and harmonic forcing on the nonlinear interactions between two modes in internal resonance. We therefore analyze a two-degree-of-freedom oscillator whose natural frequencies are near a ratio of 1:3. The system is described in Sec. 2. We are mostly interested steady-state vibrations, so we study the vibration response to harmonic external forcing in the neighborhood of the first linear natural frequency. Analytical investigations using multiple scales are reported in Sec. 3. The results are illustrated and discussed in Sec. 4. This section also includes a validation of the asymptotic results with numerical integrations. Moreover, the quasi-periodic regime in the neighborhood of the internal resonance is analyzed, and a generalization of mode complexity and mode localization for this case is proposed. The main findings are summarized in Sec. 5.

2 Model description

Consider the system of two coupled oscillators depicted in Fig. 1. The underlying linear system is symmetric, while the cubic spring that grounds the left oscillator perturbs the symmetry in the nonlinear setting. It should be noted that a single viscous damper is placed between the oscillators with the intention to introduce a local dissipation source, and, hence render the damping distribution non-modal. Considering the nonlinear system, in terms of the physical coordinates \(x(t), y(t)\),
the dynamics is governed by a set of two second-order differential equations,

\[ m\ddot{x} + d(\dot{x} - \dot{y}) + k_c(x - y) + kx + gx^3 = f_x(t), \]

\[ m\ddot{y} + d(\dot{y} - \dot{x}) + k_c(y - x) + ky = f_y(t). \]

Herein, overdot denotes derivative with respect to time. For brevity, the time dependence of coordinates, e.g., \( x(t), y(t) \) is not explicitly denoted here and in the following.

When the nonlinearity is absent, the underlying linear system possesses two widely spaced modes, and modal interaction is possible. In that case, assuming that the damping is small, its effects are only confined in the neighborhoods of the two linear resonances and no notable mode complexity is possible. The linearized modes can be identified as symmetric in-phase and out-of-phase. For further analysis, it is convenient to introduce the coordinate transform \( [x, y]^T = [1, 1]^T u + [1, -1]^T v = T^T [u, v]^T \) so the problem is expressed in (linear) modal form,

\[ \ddot{u} + \omega_1^2 u + \gamma_2 (u + v)^3 = f_u(t), \]

\[ \ddot{v} + 2\delta \dot{v} + \omega_2^2 v + \gamma_2 (u + v)^3 = f_v(t), \]

with \([f_u, f_v]^T = \frac{1}{2m} T^T [f_x, f_y]^T\). The first linearized (in-phase) mode is undamped and has a natural frequency of \( \omega_1^2 = k/m \), which is independent of the coupling parameters \( k_c \) and \( d \). In contrast, the second linearized (out-of-phase) mode is damped, and its natural frequency depends on \( k_c \) with \( \omega_2^2 = (k + 2k_c)/m \). The damping parameter \( \delta \) is related to \( d \) via \( \delta = d/m \), and the nonlinear stiffness parameter \( \gamma \) is defined as \( \gamma = g/m \). For \( k_c = 4k \), the modes are in a 1 : 3 internal resonance situation with \( \omega_2 = 3\omega_1 \).

In this paper, the vibration response of the system of coupled oscillators subject to harmonic forcing is investigated. To this end, general harmonic excitations acting on the two linear modal coordinates are considered as,

\[ f_u(t) = F_u e^{i\Omega t} + \text{c.c.}, \quad f_v(t) = F_v e^{i\Omega t} + \text{c.c.}. \]

Herein, the amplitudes \( F_u \) and \( F_v \) are in general complex-valued quantities to account for a possible phase lag of the forcing, and c.c. denotes the complex conjugate of the preceding terms. Of particular interest will be harmonic excitations with frequency close to the in-phase (first) linearized mode, that is, \( \Omega \approx \omega_1 \).

3 Asymptotic analysis

3.1 Analytical investigation of the slow flow

As the exact solution of Eqs. (3)-(4) cannot be expressed in closed form, we resort to the method of multiple scales. To this end, we assume that nonlinearity, forcing, and damping are weak and of \( O(\epsilon) \), where \( \epsilon \ll 1 \) is a small parameter. Hence, we rescale Eqs. (3)-(4) with \( \gamma = \epsilon \gamma^* \), \( \delta = \epsilon \delta^* \), \( f_u = \epsilon f_u^* \), \( f_v = \epsilon f_v^* \). In addition, small external and internal detuning parameters \( \sigma_1 \) and \( \sigma_2 \) are assumed, defined as

\[ \Omega = \omega_1 + \epsilon\sigma_1, \quad \omega_2 = 3\omega_1 + \epsilon\sigma_2. \]
Thus, the frequency around the first linear natural frequency is externally forced, and the system is close to a 1 : 3 internal resonance condition. Here, we only present the results here and refer to Appendix A for details on the mathematical developments. The approximate solution of (3), (4) takes the form
\[ u(t) \approx a_1 e^{i(\Omega t + \beta_1)} + \text{c.c.}, \quad v(t) \approx a_2 e^{3i(\Omega t + \beta_2)} + \text{c.c.}. \] (7)
The slow flow of the forced response in terms of the real-valued quantities \( a_1 \), \( a_2 \), \( \beta_1 \) and \( \beta_2 \) is governed by a set of four first-order differential equations,
\[ 2\omega_1 a_1' = -F \sin \beta_1 - \frac{3\gamma}{2} a_1 a_2 \sin \Delta \beta, \] (8)
\[ 2\omega_1 \beta_1' = -F \cos \beta_1 + \frac{3\gamma}{2} \left[ a_1^3 + 2a_1 a_2^2 + a_2^3 \cos \Delta \beta \right] - 2\omega_1 \sigma_1 a_1, \] (9)
\[ 6\omega_1 a_2' = \frac{\gamma}{2} a_1^3 \sin \Delta \beta - 6\omega_1 da_2, \] (10)
\[ 18\omega_1 a_2 \beta_2' = \frac{\gamma}{2} \left[ 3a_2^3 + 6a_1^2 a_2 + a_2^3 \cos \Delta \beta \right] + 6\omega_1 (\sigma_2 - 3\sigma_1) a_2, \] (11)
with the abbreviation \( \Delta \beta = 3(\beta_2 - \beta_1) \). As it was noted during the derivation, the assumed fundamental harmonic forcing of the second mode as defined in Eq. (5) has only higher order effects. Without loss of generality, the complex amplitude \( F_u \) was therefore replaced by a real-valued magnitude \( F \). It can be easily seen from Eqs. (8)-(11) that only the first mode is directly excited, while only the second mode is directly damped. However, due to the 1 : 3 internal resonance it will be shown that energy can be transferred from the lower-frequency to the higher-frequency mode. The character of this modal interaction is essentially nonlinear.

### 3.2 Analytical investigation of the steady state responses

The periodic steady-state response of system (3), (4) can be approximated by determining the stationary points of Eqs. (8)-(11), i.e., by setting all time derivatives to zero and solving the resulting set of algebraic equations. In general, the (multiple of possible) solutions and their stability can be analytically determined from Eqs. (8)-(11). However, we are primarily interested in mode localization and mode complexity, so we focus on studying the ratio between the amplitudes \( a_1 \) and \( a_2 \), as well as the phase lag \( \Delta \beta \). These quantities can be obtained considering only Eqs. (10)-(11), while the remaining equations (8)-(9) merely govern the appropriate force magnitude \( F \) and phase \( \beta_1 \) consistent with these steady-state periodic responses. Hence, it is sufficient to focus on Eqs. (10)-(11) in the following. For convenience, we introduce yet another transformation of the real steady-state amplitudes:
\[ a_1 = \rho \cos \psi, \quad a_2 = \rho \sin \psi. \] (12)
The results obtained for a certain \( \rho \) can be interpreted as forced response with controlled amplitude level \( \rho^2 = a_1^2 + a_2^2 \), as opposed to the usual controlled excitation level \( F \). The angle \( \psi \) defines the amplitude ratio between \( a_1 \) and \( a_2 \) and
therefore the localization of the steady-state response in either of the two non-linearly interacting modes in $1:3$ internal resonance. Substituting Eq. (12) into Eqs. (10)-(11) yields

$$\sin \Delta \beta = \frac{12 \omega_1 \delta}{\sqrt{\rho^2}} \frac{\sin \psi}{\cos^3 \psi}, \quad (13)$$

$$\cos \Delta \beta = \frac{12 \omega_1 (3 \sigma_1 - \sigma_2)}{2 \gamma \rho^2} \frac{\sin \psi}{\cos^3 \psi} - \frac{3 \sin \psi}{\cos \psi} \left(2 + \frac{\sin^2 \psi}{\cos^2 \psi}\right), \quad (14)$$

Using the trigonometric identity $\sin^2 \Delta \beta + \cos^2 \Delta \beta = 1$, these equations can be combined into a single bi-cubic equation in $\sin \psi$,

$$10 \sin^6 \psi + (72 \sigma^* - 39) \sin^4 \psi + (144 (\sigma^{*2} + \delta^{*2}) - 144 \sigma^* + 39) \sin^2 \psi = 1, \quad (15)$$

whose exact roots are well-known, but not given here for the sake of brevity. Once $\psi$ is determined, Eqs. (13)-(14) can be evaluated to determine $\Delta \beta$. Note that these quantities, and therefore the mode complexity and localization only depend on the two unitless parameters $\delta^*$ and $\sigma^*$. These parameters can be interpreted as normalized damping and normalized detuning parameters, respectively. It immediately follows from the definition of $\sigma^*$ that external $\sigma_1$ and internal $\sigma_2$ detuning have similar effects. This generally resembles the findings reported by Bux and Roberts [4]: They studied the forced response of two coupled beams with geometric non-linearity leading to quadratic terms in the equation of motion. They investigated an internal resonance situation and found that the response ratio depends solely on the damping and the frequency ratio of the participating modes.

### 3.3 Maximum mode complexity

To avoid spurious solutions generated by the periodicity of the trigonometric functions, these ranges are considered for the respective quantities in the following: $a_1 \geq 0, \rho \geq 0$ and $\psi \in [-\pi/2, \pi/2)$. Note that these ranges readily span the entire solution space so that the subsequent developments hold without loss of generality.

Presuming that there exists a point with $\Delta \beta = \pi/2$, Eq. (13) can be solved for $\psi$. This leads to the following depressed bi-cubic in $\cos \psi$,

$$\cos^6 \psi + 144 \delta^{*2} \cos^2 \psi - 144 \delta^{*2} = 0. \quad (16)$$

It can be verified that the discriminant is negative, and this equation has exactly one real solution

$$\cos^2 \psi = \delta^{**} \sin \left[ \frac{\sin^{-1} \frac{3}{\delta^{**}}}{3} \right], \quad (17)$$
with $\delta^{**} = 8\sqrt{3}\delta^*$. The existence of one real solution confirms the presumption that there is always a point of maximum mode complexity. At this point, the localization only depends on $\delta^*$ which follows from Eq. (17). It can be verified that the function on the right-hand side of Eq. (17) is strictly increasing with $\delta^*$. Thus, $\cos \psi$ increases with $\delta^*$. Considering Eq. (12), it follows that the motion localizes in the first mode for increasing $\delta^*$. In other words, an increasing damping reduces the mode mixing and damps away the super-harmonic resonance.

In the case of $\Delta \beta = \pi/2$, the function $\sin \Delta \beta$ assumes a maximum. Further, the function $\sin \psi/\cos^3 \psi$ on the right-hand side of Eq. (13) is strictly increasing in the considered interval of $\psi$. Thus, $\psi$ assumes a maximum when $\Delta \beta = \pi/2$. It can be inferred from Eq. (12) that this corresponds to a maximum localization in $a_2$. In other words, at the point of pure out-of-unison motion with a $90^\circ$ phase lag between the modes, the motion localizes in the second mode to a locally maximum extent.

For the point of maximum mode complexity, the associated value of the normalized detuning can be identified from Eq. (14). In can be expressed as a function of $\cos \psi$,

$$
\sigma^{**}_1 = \frac{1 + \cos^2 \psi}{4} \in \left[ \frac{1}{4}, \frac{1}{2} \right]. \quad (18)
$$

This defines the normalized detuning range in which the point of maximum mode complexity can be encountered. For small damping, the value will be close to $1/4$, while it will approach $1/2$ for large damping.

### 4 Illustration of the results

In this section, the analytical results derived in Sec. 3 are illustrated and validated, and some insights into the dynamic behavior beyond the analytically investigated regime are given. In Subsec. 4.1 the typical dependence of mode complexity and localization on detuning is presented. The influence of damping is investigated in Subsec. 4.2. A comparison of the forced response with the corresponding nonlinear normal modes is addressed in Subsec. 4.3. A validation of the asymptotic analysis against an accurate reference is given in Subsec. 4.4. Finally, some insight into the quasi-periodic vibration regime is provided in Subsec. 4.5.

#### 4.1 Typical dependence of the response on detuning and transition from standing to traveling waves

For a specific value of the normalized damping parameter $\delta^{**} = 0.067$, the dependence of the response on the detuning parameter is shown in Fig. 2. As was concluded from the analysis, the second modal amplitude $a_2$ attains a local maximum, in this case at $\sigma^{**} = 0.4$, which is in the predicted range between $1/4$ and $1/2$, cf. Eq. (18). This coincides with the location of a minimum of the first modal amplitude $a_1$, and a phase lag of $\Delta \beta = \pi/2$. The associated phase projection is illustrated in Fig. 2e. Apparently a large area is enclosed in this Lissajous curve. Away from this critical point, the motion localizes in the first mode, and a only a small area is enclosed in the projected orbit, cf. Fig. 2d and f-g. The essential transition from synchronous to anti-synchronous motion can also be
Fig. 2 Typical dependence of the response on the detuning parameter $\sigma^*$: (a) modal amplitudes, (b) phase lag between the modes, (c)-(g) periodic motions illustrated in the modal coordinate space; the red circle indicates the point of maximum mode complexity.

Fig. 3 Time history of the steady-state response in modal coordinates $u, v$ and physical coordinates $x, y$, $\delta^* = 0.067$: (a)-(b) synchronous motion away from the internal resonance, $\sigma^* = -0.3$; (c)-(d) anti-synchronous motion in the neighborhood of the internal resonance, $\sigma^* = \sigma^* \pi/2$ inferred from the time histories depicted in Fig. 3. Away from resonance, the modes oscillate synchronously in a multi-harmonic sense; i.e. zero-crossings and turning points of the low-frequency motion $u(t)$ coincide with zero-crossings and turning points of the fast-frequency motion $v(t)$, cf. Fig. 3a. At the internal resonance, in contrast, the modes oscillate anti-synchronously. Consequently, zero-crossings of $u(t)$ coincide with turning points of $v(t)$, and turning points of $u(t)$ coincide with zero-crossings of $v(t)$, cf. Fig. 3b. In a generalized sense, the transition from synchronous to anti-synchronous motion can be interpreted as a transition from standing to traveling waves. It should be noted that this finding only applies to the
dynamic behavior in the modal space, while the physical coordinates only oscillate in a general non-synchronous fashion, cf. Fig. 3b,d.

4.2 Dependence of mode complexity and localization on damping and detuning

Next, the dependence of the normalized damping parameter $\delta^*$ is illustrated in addition to the detuning. To this end, a measure for the localization in $a_1$ is introduced,

$$\frac{a_1^2}{a_1^2 + a_2^2}$$

This quantity tends towards unity if $a_1 \gg a_2$, it tends towards zero if $a_1 \ll a_2$, and it assumes the value $1/2$ if $a_1 = a_2$. In Fig. 4, the localization in $a_1$ and the mode complexity, measured by the phase lag $\Delta \beta$, are depicted. When $\delta^* \to 0$, the motion localizes completely in $a_2$ at the super-harmonic resonance, and therefore the localization in $a_1$ (19) tends towards zero, cf. Fig. 4. In contrast to Fig. 2, there are ranges with multiple solutions. Only two of these motions are asymptotically stable. The aspect of stability will be further investigated in Sec. 4.4.

For increasing $\delta^*$, the super-harmonic resonance is damped away. Moreover, the phase lag characteristic flattens out for increasing damping. The super-harmonic resonance is clearly bounded between $1/4$ and $1/2$, in full accordance with Eq. (18).

4.3 Comparison of the undamped forced response with the nonlinear normal mode

In an earlier study, the considered two-degree-of-freedom system was investigated in its autonomous and undamped setting [11]. In the neighborhood of the 1 : 3 internal resonance, the only existing non-similar nonlinear normal mode was analyzed. The corresponding slow flow equations can be easily obtained from Eqs. (8)-(11) by setting the forcing amplitude, external detuning and damping to zero. It was demonstrated that, in this case, the quantity $a_1^2 + 9a_2^2$ is conserved and the dynamics take place on an iso-energetic two-torus. We will focus on the periodic
solutions in the following. With the coordinate transformation (12) and the definition of \( \sigma^* \) used in the present work, the equation governing \( \sin \psi \) again takes a bi-cubic form

\[
1684\sin^6 \psi + (720\sigma^* + 420)\sin^4 \psi + (144\sigma^*^2 + 504\sigma^* + 498)\sin^2 \psi = 1.
\] (20)

The results are compared in Fig. 5. It should be noted that \( \sigma^* \) defined in Eq. (14) depends on system parameters as well as the vibration level \( \rho \). Although the interesting phenomena take place in different ranges of this parameter, the qualitative behavior is indeed quite similar. Far away from the tuned case, i.e., \(|\sigma^*| \gg 0\), \( \psi \) tends towards zero, and thus the motion localizes in the first mode \( a_1 \), cf. Eq. (12). At a certain detuning value, \( \psi \) reaches a maximum of \( \pi/2 \), which corresponds to localization in \( a_2 \).

4.4 Validation of the approximation

The analytical multiple scales approximation was validated using numerical time integration of the initial equations of motion (3)-(4). To directly compute the periodic steady-state oscillations, the well-known shooting method was applied. The associated boundary value problem was solved with a Newton-like method in conjunction with an arc-length predictor-corrector path continuation technique. The constant average acceleration Newmark scheme was utilized for time integration; 1024 time steps per excitation period were deemed sufficient according to a preliminary convergence study. The Jacobian matrix of the boundary value problem was obtained by integrating the analytical tangent stiffness matrix. Thus, the monodromy matrix was a by-product of the computational procedure, and its eigenvalues were computed for classical Floquet stability analysis. In Fig. 6, the
approximated modal amplitudes and the phase lag are compared to the numerical reference for the parameter set listed in the figure caption. In the case of the shooting method, $a_1$ and $a_2$ are defined as the first harmonic of $u(t)$ and the third harmonic of $v(t)$, respectively, and can be easily computed by applying the Fourier transform to the periodic solutions.

In the range around $\omega_1 = 1$, for which the multiple-scales analysis has validity, the asymptotic results are in very good agreement with the numerical reference. For larger excitation frequencies, however, the approximation is poor, indicating that higher-order effects become important. The first mode reaches a comparatively large amplitude in the neighborhood of its fundamental resonance here around $\Omega = 1.8$. Due to the considerable stiffening effect, the fundamental resonance occurs at a frequency which is already much larger than its linear counterpart $\omega_1 = 1$.

In the frequency ranges where multiple steady-state responses co-exist, saddle-node bifurcations take place at the turning points, and the overhanging branch is unstable. In addition, Torus bifurcations give rise to a quasi-periodic regime as indicated in Fig. 6. This regime will be investigated in more detail in the next subsection. In the strongly nonlinear regimes, more bifurcations may occur, and isolated solution branches can generally be expected; see e.g. [6].

4.5 The quasi-periodic regime

Quasi-periodic motions are commonly encountered in the forced response of nonlinear systems. To provide further insight into the frequency content of the dynamics, the response spectra of the first and the second modal coordinates are illustrated in Fig. 7a and b, respectively. They have been obtained by first simulating Eq. (3)-(4) from homogeneous initial conditions for 2000 excitation periods. Then the Fourier transform was applied to the last 1000 excitation periods which were assumed to reflect the steady-state behavior. A Hanning window was utilized for the analysis of the non-periodic time signal. Although $u(t)$ also possessed higher harmonics, it was found that its spectrum was still dominated by its fundamental amplitude.

Fig. 6 Frequency response function: (a) amplitudes, (b) phase lag; $\omega_1 = 1$, $\omega_2 = 3$, $\delta = 0.06$, $\gamma = 0.1$, $F_u = 0.5 = F_v$.
Fig. 7 Response frequency spectrum in the vicinity of the quasi-periodic regime: (a) spectrum of the first modal coordinate $u(t)$, (b) spectrum of the second modal coordinate $v(t)$

harmonic component. Similarly, $v(t)$ was dominated by the third harmonic. Hence, the spectra in Fig. 7 are only shown for the relevant range around their dominant frequencies.

A second frequency $\tilde{\omega}$ is generated in the quasi-periodic regime, where $\tilde{\omega}$ and $\Omega$ are incommensurable. A time signal comprising these two base frequencies can in general be written as

$$x(t) = \Re\left\{ \sum_n \sum_m \hat{x}_{nm} e^{i(n\Omega t + m\tilde{\omega} t)} \right\},$$

where $n, m$ are integers, and $\hat{x}_{nm}$ are complex amplitudes. As stated above, the fundamental harmonic $n = 1$ of the excitation frequency dominates the response of $u(t)$, while the third harmonic $n = 3$ dominates $v(t)$. Eq. (21) can then be simplified as follows:

$$u(t) \approx \Re\left\{ \sum_m \hat{u}_1 m e^{i m \tilde{\omega} t} e^{i \beta_1 (\tilde{\omega} t)} \right\}. \tag{22}$$

This corresponds to the form of Eq. (7); now, however, the amplitude $a_1$ and the phase lag $\beta_1$ are periodic functions with fundamental frequency $\tilde{\omega}$. The transformation in Eq. (22) is the key to the generalization of the notion of amplitude and phase lag, and thus localization and mode complexity, to quasi-periodic motions.

It can be clearly seen from Fig. 7 that mainly $\Omega (3\Omega)$ occurs in the spectrum of $u \ (v)$ outside the quasi-periodic region, i.e., for $\Omega < 1.075$ and $\Omega > 1.2$. Within the quasi-periodic region, the frequencies $\Omega \pm \tilde{\omega} (3\Omega \pm \tilde{\omega})$ are also present, in full accordance with Eqs. (21) and (22). Apparently, higher integers $|m| > 1$ are also important in the spectrum of $v$.

The quasi-periodic attractor was also directly computed using a Fourier method \[10\]. To this end, the ansatz (21) was considered with $m$ and $n$ ranging from $-7$ to $+7$. To improve numerical performance, redundant pairs of harmonic indices were removed. In addition to the complex amplitudes $\hat{u}_{nm}$ and $\hat{v}_{nm}$, the second frequency $\tilde{\omega}$ was also treated as an unknown. The problem was solved in the frequency
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Fig. 8 Bifurcation diagram of the forced response in the vicinity of the quasi-periodic regime: (a) amplitudes, (b) phase lag; crosses indicate the unstable periodic regime.

Fig. 9 Dynamic behavior for $\Omega = 1.12$: (a) simulated trajectory (in blue) covering the invariant torus, (b) periodically oscillating phase lag and localization in $a_1$.

domain and involved two-dimensional variants of the discrete Fourier transform to determine the complex amplitudes related to the nonlinear forces. Using a continuation procedure with respect to the excitation frequency, the computation was carried out in the whole quasi-periodic regime. For each solution point, the periodic amplitudes $a_1$, $a_2$ and the phase lag $\Delta \beta$ were determined. Maximum and minimum values of these quantities are indicated in Fig. 8 in addition to their constant counterparts in the periodic case. The maximum values of the amplitudes and the phase lag are always larger than their corresponding values in the unstable periodic case, while their minimum values are always smaller than in the periodic case. Within the quasi-periodic regime, the oscillatory part is in the order of magnitude of the static component. As expected, the oscillatory part tends towards zero when approaching the bifurcation points from the quasi-periodic regime.

For $\Omega = 1.12$, the quasi-periodic motion is illustrated in Fig. 9. The trajectory simulated with numerical time integration covers the invariant torus computed with the Fourier method. The localization in the first mode and the mode complexity are also shown in Fig. 9. Since the amplitude $a_2$ of the second mode is generally smaller than the amplitude $a_1$ of the first mode, the localization in the first mode assumes values close to unity. While the periodic motion corresponds to a fixed point, mode complexity and localization oscillate with a frequency $\tilde{\omega}$ in the quasi-periodic case. The closed curve assumes the form of a stretched and
folded 8, and thus both mode complexity and localization reach two local minima and two local maxima within one period of the second frequency.

5 Conclusions

In contrast to the common assumption that weak, linear damping and resonant forcing merely affect the level of vibration, we demonstrated that they may indeed globally change the qualitative nature of the vibration. This global effect is mode complexity, i.e., asynchronous modal oscillations in the neighborhood of an internal resonance. It was generally ascertained that mode complexity and localization strongly depend on damping and detuning. The analytical study revealed that a point of maximum possible phase lag always occurs and is located within a bounded range of the detuning parameter. This coincides with the location of the super-harmonic resonance of the indirectly excited mode, associated with a maximum of the localization in this mode. In the absence of damping, this localization in the indirectly excited mode develops to a full extent, while the motion localizes in the directly excited mode for large damping. Hence, there exists a specific damping value for which the mode mixing is most prominent and the modes oscillate with a phase lag of 90° in a multi-harmonic sense. This anti-synchronous motion can be interpreted as a generalized traveling wave in the system’s modal space. In this sense, a transition from standing to traveling waves takes place in the neighborhood of the internal resonance.

Moreover, the torus bifurcation giving rise to quasi-periodic motions in the neighborhood of the resonance coincidence was numerically investigated. In the considered weakly nonlinear regime, the frequency content of the modes is still dominated by their respective first and third harmonics of the excitation frequency. As demonstrated, this permits the generalization of the notion of amplitude and phase lag, and thus mode localization and mode complexity, to quasi-periodic motions. To the authors’ knowledge, such a generalization has not yet been proposed in the literature. Amplitudes and phase lags featured a strong oscillatory part as compared to their static component.

It is conjectured that the findings for the specific two-degree-of-freedom system can be extended to generic systems that are close to a 1 : 3 internal resonance condition. It is further assumed that the knowledge gained through this work provides an apt basis for the development of model order reduction techniques. The purpose of such techniques would be the reduction of systems described by an arbitrary number of degrees of freedom down to only the coordinates of the participating nonlinear modes.
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A Derivation of the slow flow equations

In this appendix, we describe the important mathematical steps involved in the derivation of Eqs. (8)-(11). As usual, we expand the solution $u,v$ in a perturbation series,

$$
u(\epsilon, t) = u_0(\tau, \eta) + \epsilon u_1(\tau, \eta) + \mathcal{O}(\epsilon^2),$$

$$v(\epsilon, t) = v_0(\tau, \eta) + \epsilon v_1(\tau, \eta) + \mathcal{O}(\epsilon^2),$$

with the fast time scale $\tau$ and the slow time scale $\eta$ given by,

$$\tau = t, \quad \eta = \epsilon t.$$  \hfill (24)

The time derivative operator becomes

$$\frac{d}{dt} = \frac{\partial}{\partial \tau} + \epsilon \frac{\partial}{\partial \eta}.$$  \hfill (25)

Eqs. (23)-(25) are then substituted into the rescaled version of Eqs. (3)-(4). Balancing the $\mathcal{O}(1)$ terms yields,

$$\frac{\partial^2 u_0}{\partial \tau^2} + \omega_1^2 u_0 = 0,$$  \hfill (26)

$$\frac{\partial^2 v_0}{\partial \tau^2} + 9 \omega_1^2 v_0 = 0.$$  \hfill (27)

The corresponding $\mathcal{O}(\epsilon)$ equations read as follows:

$$\frac{\partial^2 u_1}{\partial \tau^2} + \omega_1^2 u_1 = -2 \frac{\partial^2 u_0}{\partial \tau \partial \eta} - \frac{\gamma}{2} (u_0 + v_0)^3 + f_u,$$  \hfill (28)

$$\frac{\partial^2 v_1}{\partial \tau^2} + 9 \omega_1^2 v_1 = -2 \frac{\partial^2 v_0}{\partial \tau \partial \eta} - \frac{\gamma}{2} (u_0 + v_0)^3 + f_v - 2 \epsilon \frac{\partial v_0}{\partial \eta} - 6 \omega_1 \sigma_2 v_0.$$  \hfill (29)

The general solution of Eqs. (26)-(27) is

$$u_0(\eta) = A(\eta)e^{i\omega_1 \tau} + c.c.,$$

$$v_0(\eta) = B(\eta)e^{3i\omega_1 \tau} + c.c. \hfill (30)$$

Substituting this into Eqs. (28)-(29), and requiring the secular terms to vanish, yields

$$0 = -2i \omega_1 A' - \frac{\gamma}{2} \left[ A^3 + 3AB + 6A^2 B \right],$$

$$0 = -6i \omega_1 B' - \frac{\gamma}{2} \left[ A^3 + 3B^2 B + 6A^2 B \right] - 6 \omega_1 (\sigma_2 + i\delta) B.$$  \hfill (31)

Herein, $'$ denotes derivative with respect to $\eta$. It should be noted that the term $F_v$ does not occur in these equations. Therefore a weak fundamental harmonic forcing of the out-of-phase mode has only second-order effects. Without loss of generality of the subsequent investigations, we assume $F_v = F > 0$ as a positive real-valued quantity in the following.

We introduce polar coordinates $A = a_1 e^{i(\sigma_1 \eta + \beta_1)}$ and $B = a_2 e^{i(\sigma_2 \eta + \beta_2)}$ with the real-valued quantities $\sigma_1$, $\sigma_2$, $\beta_1$ and $\beta_2$. Substitution into Eqs. (30)-(31) and separation of real and imaginary part finally gives rise to the slow flow equations (8)-(11).
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