Estimation of Optimal Channel Gain in Cognitive Radio Networks Using Bisectional Algorithm
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ABSTRACT

In Cognitive radio network, to carry out spectrum sharing between the primary users and cognitive users the interference temperature must be known. When Cognitive Transmitter (CT) knows the interference temperature, it will be able to share the spectrum along with the Primary Transmitter (PT) without affecting the quality of service of the primary users. So, to determine interference temperature from the cognitive transmitter, the primary channel gain must be calculated from the CT. To calculate the primary channel gain a maximum likelihood estimator (MLE) has been designed. In order to reduce the complexity of the maximum likelihood (ML) estimator, a Bisectional algorithm has been introduced to estimate the optimal channel gain from CT. The estimation error is very less of about -0.88 and it is reduced to -0.92 as the number of block increases to 100. The channel gain approaches to true value, when the number of blocks increases to 100. The achieved rate of CT is 18 kbps and the estimator approaches to true value as L block increases with perfect primary channel gain.
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1. INTRODUCTION

The development in wireless communication has made the spectrum as a scarce resource [1,2]. Traditionally, the unlicensed users are not allowed to access the spectrum even when it is not been utilized. This empowers the development of cognitive radio, which allows the unlicensed users to access the licensed bands but keeping the interference to the primary users at a low level and this could meet the stringent requirements in wireless communication [3].

The cognitive users can utilizes the licensed spectrum allocated to the primary users by two types of spectrum access techniques. By using the spectrum access techniques the cognitive users can utilizes the spectrum for transmission without affecting the licensed users. The spectrum access mechanism has been classified as opportunistic spectrum access [4] and spectrum sharing technique[5]. In the opportunistic spectrum access technique, the SU can access the channel only when PU is not utilizing the channel [6]. In spectrum sharing access technique, the SU can share the spectrum along with the PU by transmitting below the interference temperature. Since interference temperature plays a crucial role to control the transmit power and protect primary transmissions [7]. Therefore, compared with the opportunistic spectrum access, spectrum sharing is able to exploit more spectrum opportunities, obtain higher spectrum utilization efficiency, and thus achieve higher cognitive throughput. [8] an underlay cognitive radio network, the cross channel gain from a cognitive transmitter (CT) to a primary receiver (PR) is crucial for spectrum sharing.

In this paper, the primary transmitter (PT) transmits the signal to the primary receiver (PR). If the signal being received at the PR didn’t match the target signal to noise ratio (SNR) then the PT automatically increase its transmit power to satisfy the target SNR at the PR. When the primary channel gain is large, then even when the PT transmits at low power, the target SNR could be reached at the PR. When the primary channel gain is small, then the PT increase the transmit power to satisfy the target SNR at the PR [7].

If the primary channel gain is high, the interference temperature is calculated based on channel gain and thus the interference temperature will also be high that cognitive user can transmit at high power thus throughput can be increased. If the CT want to share the spectrum along with PT then CT must know the interference temperature. The primary channel gain must be known by the CT to calculate the interference temperature [9,10].To obtain the primary channel gain, CT needs a link from the primary system, thus the primary system can send the primary channel gain to CT. But in practice, this link between primary and cognitive system is not possible [11]. To overcome this issue a method for estimation of channel gain from CT has been proposed in this paper. Thus a Maximum likelihood estimator has been designed to estimate the primary channel gain with high accuracy from CT. The CT calculates the interference temperature from estimated channel gain and carries out spectrum sharing.
The paper is organized as follows: Section II describes the system model to carry out spectrum sharing between primary and cognitive users. Section III presents the design of Maximum likelihood estimator. In section IV the bisectional algorithm to reduce the complexity of ML estimator is explained. Section V describes interference temperature. In Section VI, presents the performance analyses of proposed maximum likelihood estimator to estimate the channel gain and carry out spectrum sharing. Finally, conclusions are drawn in Section VII.

II. SYSTEM MODEL

The system model is shown in the Fig 1 consists of PT, CT, PR, and CR. The spectrum sharing is to be carried out between the PT and CT. Initially, the primary signal from PT has been transmitted with unit power and it is received at the PR is detected which would be affected by the fading and noise of the transmitted channel.

![System model for carrying out spectrum sharing between primary and cognitive users.](image)

Figure 1. System model for carrying out spectrum sharing between primary and cognitive users.

In this system model, PT transmits signal to the PR on certain frequency band. The CT also transmit at the same frequency band and realize on spectrum sharing. Thus, PT should have the knowledge about the primary channel gain and the transmitted signal from PT should contains some information about the primary channel gain.

Channel model:

The channel between the PT and the PR is \( h_0 \sqrt{g_0} \) and the channel between the PT and CT is \( h_1 \sqrt{g_1} \). Where \( h_1 \) the fading follows Rayleigh distribution and it remains constant within a block and varies among different block.

The channel gain between the transceivers is determined using the path-loss model [12]

\[
P_l(d_j) = 128 + 37.6 \log_{10}(d_j) \quad for \quad d_j \geq 0.035 \text{ km} \quad (1)
\]

Where \( d_j \) (km) is distance between two transceiver, the large-scale channel gain \( g_j \) is expressed as,

\[
g_j = 10^{-12.8d_j^{-3.76}} \quad for \quad d_j \geq 0.035 \text{ km} \quad (2)
\]

Signal model:

The PT transmits a primary signal to PR. The PR must satisfy the target SNR. If the target SNR is not satisfied, then it increases the transmits power to satisfy the target SNR. The CT estimates the primary channel gain by sensing the primary signal.

Signal model from PT to PR:

The primary signal has been transmitted from PT is \( x_{pri} \). Initially, the input signal is transmitted with unit power \( p_0 \). The received signal at the PR for L blocks is expressed as,

\[
y_{pri}(l) = h_d(l) \sqrt{g_0p_0(l)} x_{pri}(l) + n_{pri}(l) \quad (3)
\]

where \( n_{pri} \) is the additive white Gaussian noise (AWGN) at the primary receiver with unit mean and variance \( \sigma^2 \).

The SNR of the received signal at PR is given as

\[
y_{pri}(l) = \frac{|h_0(l)|^2 g_0(p_0(l))}{\sigma^2} \quad (4)
\]

If the target SNR at PR is not satisfied, then the transmitter power at PT has to be increased for the L blocks as

\[
p_{pri}(l) = \left( \frac{\gamma_{TAR} \sigma^2}{|h_0(l)|^2 g_0} \right) \quad (5)
\]

Signal model from PT to CT:

The received signal for L blocks at the CT is measured as

\[
y_{cog}(l) = h_1(l) \sqrt{g_1p_0(l)} x_{pri}(l) + n_{cog}(l) \quad (6)
\]

The SNR of the received signal at CT is measured as

\[
y_{cog}(l) = \frac{|h_1(l)|^2 g_1p_0(l)}{\sigma^2} \quad (7)
\]

Substitute (5) in the equation \( y_{cog}(l) \) we get

\[
y_{cog}(l) = \frac{\gamma_{TAR}^2 g_0}{g_0} \quad (8)
\]

III. DESIGN OF MAXIMUM LIKELIHOOD ESTIMATOR

Maximum likelihood estimator has been designed to estimate the primary channel gain between the PT and PR from the CT. The basic principle followed by the estimator design is described below:

3.1 Basic principle:

The ML estimator establishes the decision based on the received signal samples. Likelihood is defined as the conditional PDF of the received signal samples. No prior information is known about the actual channel gain. So, from the obtained \( K \) samples the most detected samples
which will have equal likeliness is considered. Finally, log function is taken to likelihood, because the log likelihood function is maximum the estimated value will be closer to the actual value. 

As the number of samples detected for estimation of the primary channel gain increases, it converges to true value. This property makes the ML estimator more consistent. The primary signal has been transmitted from PT contains information about the primary channel gain and thus the ML estimator can estimate the channel gain by sensing the primary signal has been transmitted from the PT.

### 3.2 Estimator design:

The ML estimator estimates the channel gain without any prior knowledge of the channel gain. It finds the channel gain only from the estimated samples in L block. By removing the block index \( L \) from the equation (7), the measured SNR at CT is expressed as

\[
\gamma_{\text{Cog}} = \frac{\gamma_{\text{TAR}} g_1 g_0^{\theta}}{g_0}
\]

where \( \theta = \frac{|p_0(0)|^2}{|p_0(1)|^2} \)

The cumulative distribution function (CDF) of the SNR measured at the CT is expressed in equation 9,

\[
F_{\gamma_{\text{Cog}}} (\gamma_{\text{Cog}}) = p_r \left( \frac{g_1 \gamma_{\text{TAR}} g_0^{\theta}}{g_0} \leq \gamma_{\text{Cog}} \right)
= p_r \left( \theta \leq \frac{g_0 \gamma_{\text{Cog}}}{g_1 \gamma_{\text{TAR}}} \right) = F_\theta \left( \frac{g_0 \gamma_{\text{Cog}}}{g_1 \gamma_{\text{TAR}}} \right)
\]

where \( F_\theta(.) \) denotes the CDF of \( \theta \)

The CDF of \( \theta \) is represented in equation 10,

\[
F_\theta (\theta) = \frac{\theta}{1+\theta}
\]

After substituting equation 10 in 9, we have CDF of \( \gamma_{\text{Cog}} \) as

\[
F_{\gamma_{\text{Cog}}} (\gamma_{\text{Cog}}) = \frac{g_0 \gamma_{\text{Cog}}}{g_1 \gamma_{\text{TAR}} + g_0 \gamma_{\text{Cog}}}
\]

we have to take the derivative of the cumulative distribution function (CDF) to find the probability density function (PDF) of \( \gamma_{\text{Cog}} \) is

\[
f_{\gamma_{\text{Cog}}} (\gamma_{\text{Cog}}) = \frac{g_0 \gamma_{\text{Cog}}}{(g_1 \gamma_{\text{TAR}} + g_0 \gamma_{\text{Cog}})^2}
\]

The fading caused by Rayleigh distribution \( h_0 \) and \( h_1 \) varies independently among the different blocks. The relation of \( h_0 \) and \( h_1 \) in \( \gamma_{\text{Cog}} \) varies independently among the L consecutive samples. Thus the joint PDF of \( \gamma_{\text{Cog}} \) for the L consecutive blocks is expressed as,

\[
f_{\gamma_{\text{Cog}}} (\gamma_{\text{Cog}}(1), \gamma_{\text{Cog}}(2) \ldots \gamma_{\text{Cog}}(l)) = \prod_{i=1}^L \frac{g_0 \gamma_{\text{TAR}} g_1}{(g_1 \gamma_{\text{TAR}} + g_0 \gamma_{\text{Cog}}(i))^2}
\]

To find the optimal \( g_0 \), the joint PDF should be maximized by taking log on both sides in equation 13. The log function is taken to Max likelihood estimator, because it estimates the value closer to the actual value and it also makes the equation simpler.

\[
\text{Log} \ f_{\gamma_{\text{Cog}}} (\gamma_{\text{Cog}}(1), \gamma_{\text{Cog}}(2) \ldots \gamma_{\text{Cog}}(l)) = \sum_{i=1}^L \text{log} \ g_0 \text{ log } \left( g_1 \gamma_{\text{TAR}} + g_0 \gamma_{\text{Cog}}(i) \right)
\]

If we denote \( g^{-}_0 = \text{log} \ g_0 \) we can rewrite the equation (14) as

\[
\text{Log} \ f_{\gamma_{\text{Cog}}} (\gamma_{\text{Cog}}(1), \gamma_{\text{Cog}}(2) \ldots \gamma_{\text{Cog}}(l)) = \sum_{i=1}^L g^{-}_0 - 2 \text{log} \ g_1 \gamma_{\text{TAR}} + e^{g^{-}_0} \gamma_{\text{Cog}}(i) \leq f_1(g^{-}_0)
\]

\[
f_1(g^{-}_0) \text{ is the concave function of } g^{-}_0 \text{, to check the concavity it should be proved that } f_1''(g^{-}_0) \leq 0
\]

To begin with, we considered the first order derivative of \( f_1(g^{-}_0) \) in terms \( g^{-}_0 \) as

\[
f_1'(g^{-}_0) = \sum_{i=1}^L - \frac{2e^{g^{-}_0} \gamma_{\text{Cog}}(i)}{g_1 \gamma_{\text{TAR}} + e^{g^{-}_0} \gamma_{\text{Cog}}(i)}
\]

Then the second order derivative of \( f_1(g^{-}_0) \) is considered as,

\[
f_1''(g^{-}_0) = \sum_{i=1}^L \frac{2e^{g^{-}_0} \gamma_{\text{Cog}}(i) \gamma_{\text{TAR}} + 2e^{g^{-}_0} \gamma_{\text{Cog}}(i)^2}{(g_1 \gamma_{\text{TAR}} + e^{g^{-}_0} \gamma_{\text{Cog}}(i))^2}
\]

If the above equation (17) is less than zero i.e. \( f_1''(g^{-}_0) \leq 0 \), then concavity is proved and we can estimate the optimal channel gain from the function of \( g_0 \).

The estimation error of the ML estimator is determined by,

\[
\text{ERROR} = \left| \frac{10 \log_{10}(\tilde{g}_0) - 10 \log_{10}(g_0)}{10 \log_{10}(g_0)} \right|
\]

where \( \tilde{g}_0 \) is the estimated primary channel gain and \( g_0 \) is the actual channel gain between the primary transceivers.

### IV. BISECTIONAL ALGORITHM

The bisectional algorithm is to reduce the computational complexity of the ML estimator. The detailed bisectional algorithm is shown in the Fig 2. In the bisectional algorithm \( g_0^\text{min} \) and \( g_0^\text{max} \) are taken as the initial values from the estimated primary channel gain in \( L \) blocks by the ML estimator.

The bisectional algorithm is also called as intermediate value method. In this method the optimal channel gain can be estimated, when the estimated channel gain is less than the error tolerance. The error tolerance of bisectional algorithm is set as a default value \( 1.5 \times 10^{-6} \) because in this value it provides a good performance across a broad range of problems.
When the estimated primary channel gain is less than the error tolerance then the intermediate value is found to estimate the optimal channel gain. When the channel gain is less than the threshold value, then \( g_0^{\min} \) is selected as the optimal channel gain otherwise \( g_0^{\max} \) is selected as the optimal channel gain.

**V. INTERFERENCE TEMPERATURE**

The interference temperature is defined as the temperature equivalent to the RF power available at a receiving antenna per unit bandwidth [13]. The CT estimates the optimal channel gain with the help of the bisectional algorithm. The interference temperature could be calculated from the estimated optimal channel gain and spectrum sharing could be realized.

When PT is transmitting data to PR the target SNR must be matched, if the target SNR is not matched the PT is transmitting at the increased power to satisfy the target SNR. Even when the PT is transmitting at the maximum power if the target SNR at PR is not matched then it is due to the interference from the cognitive transmission, at this situation outage probability of the primary signal is claimed. Here the outage probability is assumed as \( \theta = 0.01 \) [14]. Thus the interference temperature imposed on the transmit power of the CT to protect the primary transmission is given as

\[
\text{interference temp} = -\frac{p_{\text{max}}g_0 \ln(1-\theta)}{\gamma_{\text{Tar}}} \sigma_2^2
\]  

(19)

Where \( g_0 \) is the large-scale channel gain between the primary transceivers, \( p_{\text{max}} \) is the maximum transmit power of the PT and \( \sigma_2 \) represents the power of the AWGN.

**VI. SIMULATION RESULT**

In this section we have shown the simulation results to evaluate the performance of the proposed maximum likelihood estimator to estimate the channel gain and carry out spectrum sharing. We have adopted a system model as discussed in section 2, where the coverage radius of the PT is \( R=0.5 \text{km} \) shown in Fig 3. The coordinate of PT, PR, CT and CR is set as \((0, 0)\), \((0.025 \text{km}, 0)\), \((0.125 \text{km}, 0.2165 \text{km})\) and \((0.175 \text{km}, 0.2105 \text{km})\) respectively. The target SNR at the PR is fixed as \( \gamma_{\text{Tar}}=10 \). Initially the transmit power of the signal from PT is unit power and if the target SNR is not been satisfied at PR then the transmit power could be increased further. We assumed the power of the AWGN is -114dBm.

**6.1 Estimation of primary channel gain:**

The maximum likelihood estimator, estimates the primary channel gain for several blocks and estimates the optimal channel gain. From the obtained \( L \) blocks of samples, the most detected symbols which have equal likeliness is considered for estimation in ML estimator. As the number of samples detected for estimation increases, the channel gain converges to true value which is shown in Fig 4.
has an feature that it can estimate the gain without any prior knowledge of the primary channel gain.

6.2 Estimation Error:
Fig 5 shows the estimation error of the ML estimator. The estimation error is determined to estimate the primary channel gain from the CT used to carry the spectrum sharing. When the number of the block \((L)\) is increased from 10 to 100 the estimation error starts decreases from -0.88db to -0.92 db.

![Figure 5. Estimation error](image)

The estimation error is reduced in the ML estimator because the ML estimator estimates the channel gain with more accurate as the number of block \(L\) increases. The estimation error is reduced because the estimated value approaches to true value when the number of block increases to 100.

6.3 Computational Complexity:
Fig 6 shows the average time to estimate primary channel gain from CT by the ML estimator. The computational complexity for the designed ML estimator is less because the required time for estimation is very less from (0.1 - 0.2) second irrespective to increase in block size. From the result it concludes that ML estimator shows lesser computational complexity.

![Figure 6. Estimation of computational complexity](image)

6.4 Achievable rates:
The achievable rate of CT, by estimating ML using bisectional algorithm by incresing the block \(L\) is shown in Fig 7. The acutal achievable rate is upto 18 kbps and when the number of blocks increased the estimated rate reaches close to the actual rate. Thus, the primary channel gain estimated using the ML estimator using the bisectional algorithm has been presented and the optimal channel gain closer to the actual channel gain is estimated.

![Figure 7. Estimated achievable rate at CT](image)

7. CONCLUSION
In this paper, the proposed method sense the primary signal for \(L\) blocks to estimate the primary channel gain and thus CT will be able to calculate the interference temperature of the primary system to carry out spectrum sharing. The ML estimator, estimates the channel gain with more accuracy, the estimated channel gain approaches to true value when the block increases from 10 to 100. The proper selection of block is necessary to balance the system complexity and estimation error. The estimation error is reduced from -0.88 to -0.92 by increasing the number of blocks.
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