1. Introduction

Trust depend on the level of confidence of a sensor node and it can be classified as direct and indirect trust. Trust a node could be computed based on direct or indirect observation or combination of both. In direct observation, node A transmits a packet to its neighbor B and checks the packet forwarding activity of the neighbor B. If the node B has forwarded the packet to its next hop downstream neighbor, then node A considers that transaction as successful and increases the trust of that node. For indirect observation, node A calculates trust of B by gathering recommendations.

2. Related Works

In GTMS, the trust model was based on two different topology i.e., intragroup and intergroup topology. Distributed trust management approach was used in intragroup topology whereas in intergroup topology, centralized trust management approach was used. Each node computes the trust of its based on direct or indirect observation. For direct observation, the node uses promiscuous mode of operation i.e., overhearing the transmission of neighbor. When there is no direct interaction, then the node collect recommendations from the neighbors. In distributed trust management, each node in a group maintains the trust of all its group members and so when a node wants to collect recommendation of another node in its same group, then it send peer recommendation request and receiver peer response from all its group members. In centralized trust management, the BS maintains the trust of all the CHs in the network. When a CH wants to collect recommendation about a CH in another group, then it will send one recommendation request to the BS and receive one recommendation response. The trust is represented in 1 byte in the range between 0 and 100 i.e., as integer.
In LDTS, the centralized trust management approach was used in both intragroup and intergroup topology. Each node computes the trust of its based on direct and indirect observation. The promiscuous mode of operation was used for direct observation. The CH maintains trust of all its cluster members and BS maintains trust of all CHs in the network. When a node wants to collect recommendation of another node in its same group, then it sends one recommendation request to its CH and receives one recommendation response. Similarly, when a CH wants to collect recommendation of a CH in another group then it sends one recommendation request to BS and receives one response. The trust value was represented in 4 bits in the range of 0 to 10^5.

In 2-ACKT, a distributed trust management approach was used and the trust computation was based on direct observation. For direct monitoring, node A monitors the packet forwarding behavior of its downstream neighbor B by a two hop acknowledgement sent by the two hop downstream neighbor of A in an alternate path identified by exploring the dense nature of WSNs.

**3. Theoretical Analysis**

**3.1 Communication overhead**

**LDTS**

In LDTS, when a node from \( i \)th group wants to communicate with the BS through its CH, the node sends a maximum of one CH feedback request and in turn receives a maximum of one response. Therefore, the communication overhead for the interaction between a node and its CH is,

\[
C_{LDTS(N-CH)} = 2
\]

When a CH of \( i \)th group wants to communicate with CH of \( j \)th group, it sends one sink feedback request and receives one feedback from the sink. Then the communication overhead for the interaction between two adjacent CHs is \( C_{LDTS(CH-CH)} = 2 \).

When a CH of \( i \)th group wants to collect feedback from its cluster members, it will send a maximum of \( \sigma \) feedback request and receives \( \sigma \) responses, where \( \sigma \) is the average size of the group. Therefore, the communication overhead for collecting feedback by all CHs is \( C_{LDTS(CH-N)} = 2\sigma \). The communication overhead incurred by all CHs to collect the feedback from their cluster members is obtained by multiplying \( C_{LDTS(CH-N)} \) by \( \frac{N}{\sigma} \), where \( \frac{N}{\sigma} \) is the average number of CHs,

\[
C_{LDTS(CH)} = 2\sigma \left( \frac{N}{\sigma} \right) \tag{2}
\]

When the BS wants to collect feedback from the CH, it will send a maximum of \( \frac{N}{\sigma} \) feedback request and receives \( \frac{N}{\sigma} \) responses, where \( \frac{N}{\sigma} \) is the average number of CHs. Therefore, the communication overhead for collecting feedback is,

\[
C_{LDTS(BS)} = 2 \left( \frac{N}{\sigma} \right) \tag{3}
\]

As the sink is considered to be trusted, if a node present in the \( i \)th group wants to communicate with the BS in \( h \) hops, then the communication overhead is obtained by multiplying \( C_{LDTS(CH-CH)} \) by \( h - 2 \) and adding the product to Equation 6 as given by,

\[
C_{LDTS(N-BS)} = 2 + 2(h - 2) = 2(1 + (h - 2)) \tag{4}
\]

If all the \( 'N' \) number of SNs want to communicate with the BS, then the total communication overhead is obtained by multiplying Equation 4 by \( N \) and adding the Equation 2 and Equation 3,

\[
C_{LDTS} = 2N \left( 1 + (h - 2) \right) + 2\sigma \left( \frac{N}{\sigma} \right) + 2 \left( \frac{N}{\sigma} \right) \tag{5}
\]

**GTMS**

As described in [19], the communication overhead of GTMS [12] protocol can be derived as

\[
C_{GTMS} = 2N(\delta + h - 4) \tag{6}
\]

**2-ACKT**

As described in [19], the communication overhead is

\[
C_{2-ACKT} = 2N(h - 1) \tag{7}
\]

**3.2 Memory Consumption**

**LDTS**

In LDTS, SN maintained a transaction table to monitor and store the trust level of their neighbors. The fields in the transaction table and its memory size are
shown in the Table 5. The node id occupied 2 bytes, number of successful transactions and number of failed transactions occupied 2 bytes each, trust level and peer recommendation required 4 bits each. Therefore, the memory required to store a record in the transaction table that represented the trust relationship with a neighbor was 7 bytes. The total size of the transaction table that represented the trust relationship between an SN and all its neighbors was

\[ M_{LDTS(SN)} = 7(\sigma - 1) \text{ bytes} \]  

(8)

where \( \sigma \) is the average number of SNs in a cluster.

In addition to trust table present in the SN, the CH maintains another trust table to store the feedback from all cluster members. Therefore, the total memory requirement of CH

\[ M_{LDTS(CH)} = 7\left(\frac{N}{\sigma} - 1\right) + 0.5(\sigma - 1)^2 \]  

(9)

where \( \frac{N}{\sigma} \) is the average number of CHs in a network.

The total memory required for a network that consists of \( N \) number of nodes and \( \frac{N}{\sigma} \) number of CHs is determined by adding the products obtained by multiplying Equation 25 by \( N \) and Equation 26 by \( \frac{N}{\sigma} \) as given by

\[ M_{LDTS} = 7N(\sigma - 1) + \left(\frac{N}{\sigma}\right)\left[7\left(\frac{N}{\sigma} - 1\right) + 0.5(\sigma - 1)^2\right] \]  

(10)

Assuming \( \sigma = n \) the Equation 26 is rewritten as

\[ M_{LDTS} = 7N(n - 1) + \left(\frac{N}{n}\right)\left[7\left(\frac{N}{n} - 1\right) + 0.5(n - 1)^2\right] \]  

(11)

GTMS

As described in [19], the memory consumption of GTMS [12] protocol can be derived as

\[ M_{GTMS} = \left(4 + 4n\right)\left[N(\delta - 1) + \left(\frac{N}{\delta}\right)\left(N + \delta - 2\right)\right] \text{ bytes} \]

2-ACKT

As described in [19], the total memory requirement for the entire network which consists of \( N \) number of sensors is

\[ M_{2-ACKT} = 6.375nN \text{ bytes} \]  

(13)

where \( n \) is the average number of neighbors for each SN.

4. Conclusions

Security is an important problem that can significantly degrade the performance of resource constrained WSNs. The communication overhead and memory consumption incurred should be minimal in a resource constrained WSNs. In this work, we have presented the theoretical analysis of 2-ACKT, GTMS and LDTS routing protocols based on communication overhead and memory consumption.
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