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Abstract Some studies have suggested a recent increase in high-impact persistent circulation regimes in the extratropics. In this brief review paper, we discuss some aspects of this work and also consider more broadly how regimes such as blocking and stationary Rossby wave patterns may be altered under climate change. The amplified Arctic warming is discussed as one of several factors influencing the atmospheric dynamics from the equator to the poles. Some theoretical arguments are given alongside discussion of observational and modelling results. We include consideration of climate model skill and statistical aspects of the problem linking the distribution of climate variables to the extremes.
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Introduction

Extreme events and months or seasons are the aspects of weather and climate that have impact on society and are consequently high in the demands of society from our science. Scientists are increasingly asked why events have occurred and if climate change is “the cause”. The predictability of such extremes is vital because of the possibility that some of the impacts could be avoided. In the extratropics, longer-term extremes are usually associated with the persistence of particular circulation regimes, and instantaneous extreme events are also often associated with such regimes (e.g. [1–5]).

The anomalous flow in a particular period can be viewed in a number of ways. As an example, Fig. 1 gives the average upper tropospheric stream function for a 270° sector in the Northern Hemisphere for a 2-week period. In one perspective in the eastern North Atlantic, the jet is strong and shifted to the north. This can also be interpreted from the regime perspective as a positive North Atlantic Oscillation (NAO) (and negative East Atlantic pattern) regime. Alternatively, it could be viewed as an amplified stationary Rossby wave pattern from the eastern N Pacific to Europe. Otherwise, the focus could be on the block that is developing over Europe. These differing perspectives are valid and complementary and can all be useful. In recent years, the focus has tended to be on fixed spatial patterns such as the NAO but there are now indications of increasing interest in all of these perspectives. The term “regime” has often been used to denote a fixed spatial flow pattern which attains some significance over and above the continuum of weather noise (e.g. [6]). However, in this review we use the term loosely to refer to a persistent anomalous flow which does not necessarily recur with the same pattern, including for example, wave trains with no preferred phase.

In the Regimes Under Projected Climate Change section, we will review some of the recent literature on regimes, jets and blocks under climate change. The Amplified Arctic Warming and Emerging Changes? section will focus on amplified Arctic warming and discussions of possible emerging changes that may be associated with them. With some latitude asked for by the authors, basic theory on possibly related stationary Rossby wave behaviour will also be given in this section. Recent work on waves and possible resonance will be covered in the Waves and Resonance section, and the...
Extremes and PDF Statistics section reviews some recent papers on extremes and pdf statistics.

**Regimes Under Projected Climate Change**

Climate models are central to our understanding of how climate change affects blocking and other regimes. Before proceeding, it is vital to assess the skill of current models in simulating such regimes. Many current models still exhibit the historical biases towards overly zonal midlatitude flow, with excessively strong jets lying too far equatorwards and with cyclone intensities and blocking frequencies both underestimated [7, 8]. Even in the coupled model intercomparison project phase 5 (CMIP5) ensemble, several models reproduce very little winter blocking over Europe by some measures (e.g. [9]). Models can also exhibit significant biases in the level of planetary wave activity, although these are less systematic across different models [10]. In some models, however, the biases in blocking and other regimes have been much reduced, probably through a combination of increased vertical as well as horizontal model resolution and improved parameterisations [11–16]. This, along with encouraging evidence of seasonal prediction skill [17], suggests some degree of trustworthiness in the simulation of extratropical regimes in some climate models.

Some theoretical concepts have guided the interpretation of projected circulation changes, for example the effects of horizontal temperature gradients [18]. Motivated by simpler dynamical systems, Palmer [19] suggested that the change in circulation would largely occur through changes in the loading of the current dominant flow regimes. The projected circulation response does indeed often resemble the dominant patterns of variability, at least in the extratropics, although one counterexample is the baroclinic nature of the forced response as compared to the equivalent barotropic natural variability [20]. In the tropics, the forced response is generally quite different to the dominant ENSO-like variability [21], although we note that model responses in the tropical Pacific may not be trustworthy [22]. In general, changes are seen in the patterns of variability themselves, so that a more coupled picture emerges: the change in the mean state resembles the regimes, but then, the patterns of variability about this new state are altered [23]. Projected changes in the jet streams provide an example of this. Suppose the dominant mode of jet variability remains a meridional shift, as is often the case. The response to forcing is also generally a shift of the jet, so that the response does indeed project onto the leading pattern of variability. In the simplest case, the leading mode of variability remains a meridional shift but centred about the new climatological location of the jet. Hence, the Eulerian patterns of variability are shifted along with the jet. In practice, the behaviour can be more complicated than this, with models often predicting changes in the nature of the variability itself, for example from shifting towards pulsing of the jet [7].

Concerning blocking, a consensus is emerging of a general decrease in blocking occurrence under climate change. This signal is seen in CMIP3 [24] as well as CMIP5 models [9, 25] and also in high-resolution model experiments [26]. The blocking decrease can be reproduced diagnostically considering only the changes in the mean and variance of the zonal wind (Woollings [27], De Vries et al. [28]). For example, blocking decreases and shifts eastward over Europe which
seems to be a consequence of the projected eastward extension of the jet and storm track (Woollings et al. [29], Haarsma et al. [30]). Reductions in blocking on the poleward flank of the jet are consistent with the projected poleward jet shift in many regions. These considerations suggest that blocking is responding somewhat passively to the changes in the large-scale circulation. It does seem possible that blocking may change more “actively” in the future, for example due to changes in diabatic processes triggered by warmer sea surface temperatures (SSTs) (Croci-Maspoli and Davies [31]). Such a response does not appear to dominate blocking changes in current projections. However, better representations of physical and dynamical processes may be required for this mechanism, and it will be an important hypothesis to examine as models improve further. While a decrease in blocking alone is expected to reduce the global occurrence of extreme events, it is noteworthy that the eastward shift of European blocking leads to a local increase in blocking over Western Russia in many models, in particular in summer [9, 25].

Confidence in projected blocking changes is limited by model skill and by the lack of a theoretical basis for the changes. Despite this, however, we can have some confidence that we will see changes in the impact of blocking events. Masato et al. [32] showed that for the same circulation anomalies, surface temperature anomalies become weaker in future winter blocking events compared to the present day. This is largely due to a change in thermal advection. Wintertime horizontal temperature gradients are weakened due to both the land-sea warming contrast and the amplified warming in the Arctic. Hence, the anomalous thermal advection is weakened even if the wind anomalies are unchanged ([33–35], Schneider et al. [61]). The robustness of the spatial pattern of warming hence lends confidence to projected changes in temperature variability.

In the North Atlantic sector, the 2009/2010 winter was dominated by blocking and negative NAO conditions which led to widespread severe cold. However, there are indications that the cold was in fact less extreme than expected given the circulation anomalies [36]. This is likely due to the background warming signal more than changes in thermal advection, but it highlights that winter cold extremes are less likely to be a serious concern in the future. More concerning is the potential for summer heatwaves to be exacerbated by increasing temperature variability as well as the mean warming [37]. Possible changes in variance and higher statistical moments will be discussed below in the Extremes and PDF Statistics section.

Amplified Arctic Warming and Emerging Changes?

Recent Research

In the long-term projections described above, there is a well-known conflict which limits the change in midlatitude circulation; in the lower troposphere the meridional temperature gradient decreases due to amplified Arctic warming, while in the upper troposphere it increases due to amplified tropical warming [38]. In recent years, the rapid Arctic warming has been conspicuous against the backdrop of the hiatus in global mean warming. Enhanced tropical upper tropospheric warming has been harder to detect until recently (e.g. [39]). The same period has been marked by several extreme weather events often linked to persistent circulation patterns [40], sparking suggestions that the Arctic warming might be the cause of this.

Cohen et al. [41] summarise several distinct hypotheses relating midlatitude circulation to Arctic warming. These hypotheses have certainly raised very important questions over how the variability of atmospheric circulation responds to forcing, since previous work in this area has been overly focused on fixed spatial patterns of variability such as the NAO. However, evidence to support these hypotheses is so far limited by the very short period in which amplified Arctic warming is believed to have affected the midlatitudes (e.g. [42]). Atmospheric variability is famously noisy, and periods of several decades are generally needed to robustly identify trends (e.g. [43]). A second general point is that observational correlations as presented in many papers provide no evidence of a causal link between the Arctic and the midlatitudes. Such evidence must come from modelling studies, and this is lacking for some of the suggested mechanisms. Barnes and Screen [44] provide an overview of the contexts in which Arctic amplification can influence the general circulation, highlighting the most plausible mechanisms and the open questions.

Principal among the recent claims is the suggestion of Francis and Vavrus [45] that Arctic warming has already led to weakened westerly winds and hence more slowly moving and amplified wave patterns. In this and subsequent papers (e.g. [46]), some evidence is given of trends in planetary wave behaviour in line with this hypothesis. However, the significant trends are not robust across a range of different methods and are often limited in their geographical and seasonal coverage [47, 48]. Recent trends in blocking activity are similarly lacking in significance [49]. Given the short time periods in question, model evidence will likely be crucial in determining the planetary wave response to Arctic warming. Hassanzadeh et al. [50] have led the field in this area with simple dynamical model experiments showing a reduction in wave amplitude as the meridional temperature gradient weakens, in contrast to the Francis and Vavrus hypothesis. Blocks are widely expected to thrive when there is a strong storm track upstream (e.g. [51, 52]), and in line with this, Hassanzadeh et al.’s simulations show a decrease in blocking as the temperature gradient is weakened.

While there are few modelling studies of the changes in wave variability, many have reported on the mean state
response to prescribed sea ice loss or Arctic warming. This generally comprises a robust but weak response towards the negative phase of the Northern Annular Mode or North Atlantic Oscillation. This is seen in a hierarchy of models from dry dynamical cores [53, 54] through more realistic atmosphere models (as reviewed by [55]) to state of the art coupled models [56] and has appeared in summer as well as winter (e.g. [57]). It is noteworthy that this response often comprises an equatorward shift of the jet which is often more pronounced than the jet weakening. Thermal wind balance is an equatorward shift of the jet which is often more pronounced than the jet weakening. Thermal wind balance is inevitable in thermal wind balance. However, this weakened jet, and it is true that the perturbed climatological state will inevitably be in thermal wind balance. Hence, the first suggested link in the chain whereby Arctic warming leads to a weakened jet is itself not so clear. The jet shift is in general the dominant robust response to Arctic warming and in fact seems apparent in many circulation indices shown by Francis and Vavrus [46] for example. Consequences for planetary wave behaviour will ultimately depend on the waveguiding ability of the jet as influenced by its position as well as its width and speed [59]. The projected future jet changes vary considerably, depending on the region and season, as a result of multiple influences in addition to the Arctic warming (e.g. [60]).

Schneider et al. [61] provided some theoretical guidance on the response of synoptic waves to Arctic warming. As described in the Regimes Under Projected Climate Change section, this is dominated by the thermal advection effect whereas a weakened mean gradient leads to weakened temperature variance. This was supported by simulations in which the wave amplitude, characterised by an effective mixing length, appeared relatively unchanged. Reduced baroclinicity and temperature contrasts suggest reduced growth rates and wind and temperature anomaly magnitudes. From a different perspective, meridional parcel displacements, $L_s$, generally scale as the width of the baroclinic region. Therefore, if amplified Arctic warming reduces the polar side of the baroclinic region, it would tend to shift the storm track equatorwards and reduce $L$. However, if the baroclinicity is reduced over a broader latitudinal range, then the storm track latitude and $L$ could stay the same.

Basic Theory Relevant to Stationary Rossby Wave Behaviour

There seems to be little written on basic theoretical arguments for the expectations of changes associated with amplified Arctic warming. In this spirit, in this sub-section, we permit ourselves to give some implications for stationary Rossby waves, both free and forced, of the reductions in the magnitudes of middle latitude zonal flow and baroclinicity that might accompany such warming.

i. Stationary Rossby wavelength

The stationary Rossby wavenumber $K_s$ on a zonal flow $\bar{u}$ is given by $\bar{u} = \beta K_s^2$, and so small changes in it and the stationary wavelength $L_s = 2\pi/K_s$ will satisfy:

$$\frac{\delta L_s}{L_s} = -\frac{\delta K_s}{K_s} = \frac{1}{2}\frac{\delta \pi}{\pi}$$

A 5% decrease in zonal flow would therefore lead to a 2½% increase in the stationary wavenumber and decrease in the stationary wavelength. For a zonal wavenumber 3, this would be equivalent to only about a 250-km decrease in the wavelength. It should be noted that weakening of the zonal flow does not necessarily lead to more stationarity overall; it just increases the wavenumber that becomes stationary.

The Rhines scale for the width of jets also $\sim L_s$, and so it will also decrease weakly with the flow speed as in Eq. 1. Seeing that the Earth is in a regime in which one or two jets are possible, this gives a slightly increased chance of a double-jet structure as the flow weakens.

ii. Stationary wave response to a large-scale mountain ridge, e.g. the Rockies

Scalings for the amplitude of the stationary Rossby wave response to a large-scale mountain may be obtained from vorticity arguments. Vortex shrinking due to orography of height $h$ will lead to a maximum vorticity reduction $-\beta h/H$, where $H$ is the depth of the troposphere. The meridional displacement of the absolute vorticity contours in the Rossby wave triggered by the mountain will be comparable to this. Therefore, the meridional displacement of a streamline, $L$, scales as $\beta L \sim \beta h/H$.

This gives the expectation that $L$ will be independent of the zonal wind. However, the temperature anomaly associated with this displacement, $T = -Lc\partial T/\partial y$, will reduce with the baroclinicity,

$$B = -\frac{\partial T}{\partial y} \frac{\partial \bar{u}}{\partial y} = g \frac{\partial \bar{u}}{\partial y} = f \frac{\partial \bar{u}}{\partial z}.$$  

iii. Stationary wave response to lower tropospheric midlatitude heating

As in Hoskins and Karoly [62], low-level heating, $Q$, is generally balanced by meridional advection of cold air:

$$\partial T/\partial y - Q \quad \text{or} \quad \partial T/\partial y - B^{-1}Q.$$  

Therefore, a reduced thermal gradient implies larger $\nu'$. Using a zonal wind $u - \bar{u}$, the meridional slope of the
stream function, \( \alpha \), must then scale as \( B^{-1} Q \bar{u}^{-1} \). Combining this with the zonal scale, which is taken to be \( K_x^{-1} \), the amplitude of the streamline displacement then scales as

\[
L = \alpha K_x^{-1} = B^{-1} Q \bar{u}^{-1} K_x^{-1}. \tag{4}
\]

Using the definition of \( K_x \)

\[
L = B^{-1} Q \bar{u}^{-1/2}, \tag{5}
\]

and this implies that the temperature perturbation scales as

\[
T' = Q \bar{u}^{-1/2}. \tag{6}
\]

Provided the lower tropospheric heating, such as that over the Gulf Stream, stays the same, then Eqs. 5 and 6 imply that with smaller \( B \) and \( \bar{u} \), the stream function displacement in the forced stationary Rossby wave would increase markedly, and even the temperature perturbations would increase weakly, with fractional changes behaving like those of \( K_x \) in Eq. 1.

In summary, for decreased baroclinicity and zonal wind as a simple result of Arctic amplification, the arguments suggest the following:

- Slightly decreased stationary wavelength (\( \sim \bar{u}^{-1/2} \))
- Slightly increased possibility of double jets with a slightly reduced Rhines scale (\( \sim \bar{u}^{1/2} \))
- For Rossby waves forced by orography, the same streamline amplitude but decreased temperature anomaly (\( \sim B \))
- For Rossby waves forced by the same midlatitude heating, a much increased streamline amplitude (\( \sim B^{-1} \bar{u}^{-1/2} \)) and slightly increased temperature perturbation (\( \sim \bar{u}^{-1/2} \))

It is the last of these that is perhaps the most interesting, but it depends on the low-level heating in, for example, the western boundary current regions staying the same magnitude. Given the importance of individual storms in the net heating and the fact that these storms can be expected to have growth rates decreasing with \( B \), then perhaps, this seems unlikely. However, in a warmer world with more moisture availability, the tendency for increased latent heat release over western boundary currents could compensate the weaker baroclinicity effect on storms to give little net change in the heating.

The real world may be a lot more complicated than suggested by the results discussed here, which are dependent on simple changes in the midlatitude flow produced by amplified polar warming. For example, there may be increased baroclinicity in the upper troposphere. Given the equivalent barotropic nature of the arguments in (i) and (ii), this might be expected to decrease the small changes expected in stationary wavelength and orographically forced waves. However, it is unlikely to reduce the amplified response to low-level heating discussed in (iii). Another important complexity in the real world may be changes in subtropical winds and tropical wave driving [63–65].

### Waves and Resonance

Several recent studies focus on potential planetary or Rossby wave changes. Two complimentary perspectives have been taken, and their relative merits remain a live issue. One considers a latitude circle and the planetary waves around it. The other perspective is of Rossby waves with propagation along tracks that curve westwards in or out of the tropics and with guiding in strong westerly jets in the higher latitudes. In the first, the cyclic nature of the sphere is crucial, whereas in the second, it is not.

From the Rossby wave perspective, Ding et al. [66] found that a portion of the Southern Annular Mode (SAM) appears to be associated with a Rossby wave train triggered in the tropical South-Eastern Pacific. (They contrasted the mechanism for this portion of the SAM with that in the Indian Ocean, where internal dynamics appears to be dominant.) For the Northern Hemisphere, Ding et al. [67] ascribed recent winter warm anomalies over NE Canada and Greenland, with a strong NAO flavour, to a Rossby wave propagating from the tropical North Pacific. Lee et al [68] ascribed Arctic amplification to be mainly associated with the heat flux associated with stationary waves as well as circumpolar patterns triggered on intraseasonal timescales by enhanced Indian Ocean convection.

In the other direction, a distinct regional influence has also been suggested of Barents-Kara sea ice on Eurasian winter blocking [69–71]. As before, the observational correlations are only weakly supported by modelling evidence. For example, only a couple of CMIP5 models might support this link in their natural variability [72], although the direction of causality could be opposite [73]. While Mori et al [74] achieved a circulation response to sea ice forcing that clearly resembles observations, its magnitude is considerably weaker.

Several studies have suggested Rossby wave propagation as the mechanism by which the Arctic change influences Eurasia, although a stratospheric pathway is also possible via changes in upwards propagating wave activity and subsequent descending Northern Annular Mode anomalies [75, 76]. In general, however, Rossby waves are triggered much more readily by lower-latitude deep convection rather than by higher-latitude boundary layer processes [77]. In line with this, several studies argue that the polar anomalies are driven from lower latitudes, rather than vice versa. For example, Sato et al [78] presented a Rossby wave train originating over the Gulf Stream which warmed the Barents-Kara Sea through
downwards surface heat fluxes and then arched south leading to high pressure over Eurasia.

From the alternative zonal perspective, Petoukhov et al. [79] discussed the idea that some recent Northern Hemisphere summers with large anomalies may have been due to resonance in zonal wavenumbers 6–8. Coumou et al. [80] produced further information on this possibility. Screen and Simmonds [81] discussed the large amplitudes found in some zonal wavenumbers in the band 3–8 in some seasons with high-impact anomalies. Of course, Fourier analysis of any isolated local structure will give amplitudes in a range of zonal wavenumbers (e.g. the transform of a delta function in the extreme case). Hence, in any season with large-amplitude anomalies in at least one sector of the hemisphere, large amplitudes in some zonal wavenumbers are inevitable. However, the implication of Petoukhov et al. [79] and Coumou et al. [80] is that extreme seasons can be associated with large-amplitude anomalous wave-like structures which extend around the hemisphere.

Manola et al. [59] discussed the ability of idealised zonal jets to trap and guide Rossby waves. They found that this is most likely in narrow fast jets and that the Austral summer provides the most likely candidate for this. In contrast, Petoukhov et al. [79] and Coumou et al. [80] considered the possibility that Rossby waves can sometimes be trapped in a hemispheric waveguide in the Northern Hemisphere in summer. Focussing on the zonally averaged jet, they suggested that the conditions for guiding stationary waves around the hemisphere and therefore the possibility of “quasi-resonance” of forced and free wavenumbers 6–8 were found in some recent Northern Hemisphere summers with large anomalies. They indicated that Arctic-amplified warming may be implicated. However, the existence of a turning latitude (at which the wave is reflected) on the poleward flank of the jet is usual, and it is the existence of such a latitude on the subtropical flank that is vital for the creation of a waveguide. In the analysis of Petoukhov et al. [79], it is actually the sharpness of the tropical side of the subtropical jet that was crucial to produce a waveguide between about 35° and 47°N. Perhaps, tropical broadening could be important in this regard.

The ability of the time-mean longitudinally varying westerly flow to trap and guide stationary Rossby waves was previously studied by Hoskins and Ambrizzi [82] and Branstator [83] for Northern Hemisphere winter and Ambrizzi et al. [84] for summer. Hoskins and Ambrizzi [82] and Ambrizzi et al. [84] found that the Northern Hemisphere jets in winter and summer can guide waves with a range of wavenumbers. Figure 2, which is based on Figs. 13 and 17 of [84], summarises the propagation of stationary waves and shows the waveguides (double-shafted arrows). The very steady strong summer westerly jet across Asia, on the northern side of the Tibetan Plateau, acts as a good guide for Rossby waves, and Enomoto et al. [85] associated the formation of the Bonin high north of Japan with the breaking of such waves in that region.

Indeed, as seen in Fig. 2, all the waveguides are of limited length and waves will tend to arch equatorwards at their exits (the curved single-shafted arrows). Branstator [83] also found this behaviour but suggested that the slowly varying theory underlying some of the analysis of Hoskins and Ambrizzi [82] can lead to an underestimation of the ability of waves to communicate around the hemisphere. However, even then the possibility of the downstream waves significantly reinforcing the upstream part of the wave train, leading to real, rather than quasi, resonance, appeared to be low.

Considering changes that may have already occurred or are likely in the future, in general, weaker jets, if indeed realised, would tend to reduce the expectation of waveguiding by them. However, any zonal wind curvature increases in the subtropical region, particularly in the “leaky” weak jet regions, would be important.

### Extremes and PDF Statistics

Weather and climate extremes are associated with the wings of the pdfs of the relevant variables. These wings are very dependent on the mean and the higher moments of the pdfs. In the last few years, there has been increasing interest in the nature of these higher moments and whether any changes in them are likely to be important in the future occurrence of extremes.

Simolo et al. [86] analysed 50 years of European station data for daily maximum and minimum temperatures, $T_{\text{max}}$ and $T_{\text{min}}$. The largest non-Gaussian behaviour was in $T_{\text{min}}$ which was skewed to low temperatures. The fourth moment, the kurtosis, is indicative of the fatness of the tails. It was less than the Gaussian for $T_{\text{max}}$ and greater than the Gaussian for $T_{\text{min}}$. Since no separation was made between summer and winter, physical arguments for these results are problematic. Indications of change in variance over the period were found to occur only locally, and in general, the change in mean dominated the changing distributions. This contrasted with the earlier studies of Della-Marta et al. [87] and Parey et al. [88] that found important increases in variance in summer $T_{\text{max}}$ in Europe, with the latter also suggesting this for $T_{\text{min}}$ in winter. Global gridded daily $T_{\text{max}}$ and $T_{\text{min}}$ data were analysed by Donat and Alexander [89] so as to compare their pdfs in the two 30-year periods before and after 1980. They also found that shifts in the means dominated. Variance changes were not spatially coherent, but in general, the skewness towards low temperatures reduced during the second period. Hansen et al. [90] focussed on daily mean temperatures for the same period, and they did consider the two solstitial seasons separately. Their analysis suggested that the variability in each season had mostly increased from the early to the late period. However, this change was halved if the data was detrended, and Rhines and Huybers [91] pointed out that if issues related to
statistical analysis in the presence of nonlinear trends in the mean and changes in surface-station density are considered, there is little evidence of a change in variance, though the change in heat extremes found by Hansen et al. [90] due to increases in the mean temperature remains very clear. To improve confidence in projected changes in extremes, it is important that the shapes of the distributions of climate variables are well understood and related to physical processes. For example, given amplified low-level warming in the Arctic, the origin of much of the extreme cold air in middle latitudes in winter, a reasonable hypothesis is for a relative reduction in the cold tail of winter temperatures. In a hot summer in middle latitudes, such as that in Europe in 2003, the drying of the soil and the consequent decrease in the balancing of solar heating by evaporation and increase in the sensible heating [92] suggests a hypothesis of an extended warm tail in summer temperatures. Increased variance could also occur due to an increase in the land-sea temperature contrast [34]. The earlier studies reviewed above suggested such increased variance in a particular region, but it has not been found to occur in general.

A comprehensive understanding remains to be reached, but some recent progress has been made. Ruff and Neelin [93] examined the Gaussianity of pdfs of local daily surface temperature max, min and average. In many areas, they found tails that were fatter than Gaussian. They associated these with the importance of advection in regions of significant temperature gradient, a process that gives a much fatter exponential tail. They emphasised the interesting point that, though a fat tail implies the more frequent occurrence of extremes than in a Gaussian distribution, it also implies less change in extremes for a simple shift of the mean in a changing climate. Posing a model for SST composed of a stochastic process with multiplicative noise, Sura
and Sardeshmukh [94] determined a relationship between the third and fourth moments of the distribution. They showed that their relationship is in remarkable agreement with that derived from observed SST data. Also, Luxford and Woollings [95] suggested that some of the skewness and kurtosis of flow fields is a simple consequence of taking an Eulerian perspective in the presence of localised features such as the jet streams.

The changing occurrence according to CMIP5 models of cold air outbreaks, defined as two or more winter days with the temperature at least two standard deviations below normal, was examined by Gao et al. [96]. They found that the dominant impact was through the shift in the mean temperature. However, changes in standard deviation contributed to around 20% of the decrease in cold air outbreaks. In some regions, changes in the skewness were also found to be of similar importance. They thought that these changes could be associated with asymmetries in thermal processes near ice and snow boundaries or perhaps with changes in blocking.

In contrast, Schneider et al. [61] considered pdfs of 3- to 15-day timescale temperature anomalies at 850 hPa and showed that they were remarkably Gaussian out to their tails. They attributed this to the dominance of synoptic eddy turbulence.

To conclude, no clear picture of changes in weather and climate extremes has yet emerged, and it is to be hoped that future research, based on physical and theoretical arguments and on observed and modelled data, will provide more insight into the details of the statistical distributions of climate variables, including how they have changed and may change in the future.

Concluding Comments

Considerable progress has been made in recent years in understanding persistent extratropical circulation regimes. Several different perspectives have been taken, for example focused on jet stream variability, blocking, Rossby wave propagation or on clustering approaches. All of these perspectives are useful and complementary in understanding extratropical variability.

There have also been significant advances in our understanding of climate extremes, both in terms of the dynamics and also how the extremes relate to the pdfs of climate variables. This highlights the importance of understanding the physics of the basic state as well as the response to forcing. In particular, a thorough understanding of the physics governing the shape of distributions should be a priority.

Despite these advances, there are strong societal drivers for more progress to be made. Particular interest centres on attribution questions such as whether regimes and/or extremes have been changing recently, and if so, why and what changes in them can be expected in the future for various greenhouse gas scenarios. This progress will be achieved through a combination of observational diagnosis and a hierarchy of modelling experiments. Climate models have improved to the point that some models now have a reasonable simulation of mid-latitude circulation regimes. This makes them valuable tools to investigate the dynamical response to forcing. Some projected changes, such as a future decrease in blocking, are robust between models. However, a deeper understanding of the physics of blocking and its response to forcing are needed to enhance the confidence in results such as this.

Rapid changes such as the recent Arctic warming pose a particular challenge for identifying any potentially forced signal from the natural variability. Hence, in this situation, there might be particular benefit to be obtained from dynamical considerations, rooted as much as possible in theory as well as in the hierarchy from simple up to state of the art models.
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