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Abstract—In this article, we establish a family of subspace-based learning methods for multiview learning using least squares as the fundamental basis. Specifically, we propose a novel unified multiview learning framework called multiview orthonormalized partial least squares (MvOPLSs) to learn a classifier over a common latent space shared by all views. The regularization technique is further leveraged to unleash the power of the proposed framework by providing three types of regularizers on its basic ingredients, including model parameters, decision values, and latent projected points. With a set of regularizers derived from various priors, we not only recast most existing multiview learning methods into the proposed framework with properly chosen regularizers but also propose two novel models. To further improve the performance of the proposed framework, we propose to learn nonlinear transformations parameterized by deep networks. Extensive experiments are conducted on multiview datasets in terms of both feature extraction and cross-modal retrieval. Results show that the subspace-based learning for a common latent space is effective and its nonlinear extension can further boost performance, and more importantly, one of two proposed methods with nonlinear extension can achieve better results than all compared methods.
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I. INTRODUCTION

DATA sets are increasingly collected from different views of the underlying object in many real-world applications [1]. They are capable of depicting, more comprehensively, the object from multiple views than solely relying on a single view. Each view is composed of its own set of features. As the data for each view within the multiview dataset contain complementary information, it is expected that learning algorithms should make good use of these views for the best learning outcome [2].

Multiview learning [1], [3] is a learning mechanism seeking to leverage the complementary information of multiple views to boost learning performance. Many multiview learning algorithms have been proposed in the literature. Among them, subspace-based learning approaches have attracted much attention. They aim to obtain a common latent subspace shared by all views under the assumption that these views are generated from the common subspace. The subspace-based learning algorithms have demonstrated a great deal of success in learning tasks, such as cross-modal retrieval [4], [5] and feature extraction [6], [7].

In this article, we will focus on the study of a family of subspace-based multiview learning algorithms in terms of the least squares formulation from three different perspectives: 1) two or more views; 2) linear/nonlinear representation; and 3) unsupervised/supervised learning.

The most representative model in multiview subspace learning is canonical correlation analysis (CCA), which was originally proposed to learn two linear projection matrices by maximizing the correlation between two views in a common space [8]. It has since been extended for more than two views [9], [10], nonlinear projections via either kernel representation [11] or deep representation [12], and supervised learning [5]. Moreover, different least squares reformulations of CCA have been proposed for supervised multilabel classification [6] and unsupervised learning of more than two views [13]. They have demonstrated great advantages in yielding effective models and efficient learning algorithms. However, the least squares reformulation in [6] is essentially a single-view classification method since it treats data points as one view and class labels as another. In addition to CCA, other forms of least squares have been studied for two views, such as coupled spectral regression [14] and partial least squares (PLS) [15], [16].

The least squares formulation has been previously studied for single-view supervised learning, but it is seldom explored for subspace-based multiview learning. As to single-view learning, linear discriminant analysis (LDA) can be formulated as least squares for both binary classification [17] and multiclass classification [18]. CCA for supervised classification is equivalent to LDA for multiclass classification [19], and therefore, CCA shares the same least squares characteristics as that of LDA. For example, LDA has been generalized
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to learn projection matrices for binary classification of two views [20]. Although CCA and LDA have their own least squares formulations for two views, their extensions to multiple views of more than two views are not that straightforward. Nonetheless, multiview discriminant analysis (MvDA) extends LDA for multiclass classification of more than two views [4]. Various combinations of CCA and LDA are also proposed in [5], [7], and [21]. Instead of least squares, these methods are originally modeled as trace ratio problems, but it is the relaxed ratio trace problems that get finally solved numerically because of existing highly efficient eigendecomposition packages.

In this article, we will investigate orthonormalized PLSSs (OPLSs) [22], which was proposed to perform dimensionality reduction only in the input space and that makes it different from and also less popular than CCA and PLSS. Precisely this property of reduction in the input space becomes its advantage for multivariate analysis in the setting of supervised learning because prediction primarily relies on reliable extraction of good features in the input space. The equivalence between supervised CCA and OPLS was established in [23]. Kernel OPLS was proposed in [24] for learning nonlinear transformations. We emphasize that OPLS admits a least squares formulation which also produces an optimal regression classifier in the latent space at the same time [24], [25]. That is an important advantage. However, these methods only work for single-view learning. Hence, they are not designed for supervised multiview learning.

Inspired by the least squares characteristics of OPLS, we propose a novel unified multiview learning framework for subspace-based learning. The framework can learn a classifier over the latent space shared by all views. Several regularizations are presented to enrich the proposed framework, which not only can recast many existing methods but also generate new models by the practitioner if needed. The proposed framework can deal with any number of views with or without class labels and can learn either linear or nonlinear projections.

The main contributions of this article are summarized as follows.

1) We propose multiview OPLS (MvOPLS) as an extension of OPLS to multiview subspace learning. MvOPLS can simultaneously learn a latent common space, mappings, and a decision function shared by all views. We further study its advantages including the inherited ones from OPLS and ones that are unique to multiview learning.

2) We propose a generalized formulation of regularized MvOPLS in order to facilitate the inclusion of various prior knowledge and still retain the advantages of MvOPLS. Three general purposed regularizations are studied, with examples, on model parameters, decision values, and latent projected points. Two new models are showcased as a demonstration.

3) We propose to extend regularized MvOPLS to learn nonlinear transformations parameterized by deep networks. All methods instantiated from the proposed regularized MvOPLS can take advantage of the proposed nonlinear extension with little additional effort. This creates a large family of deep supervised subspace-based multiview learning methods.

4) We recast several existing methods under the proposed regularized MvOPLS framework, putting firm theoretical foundations underneath them as most of them were conceived heuristically. To deepen the understanding of existing methods, we highlight their differences in terms of the choices of regularizations. This provides guidelines to not only choose proper methods based on regularizers but also develop new methods with new regularizers that take advantage of domain priors.

5) We conduct extensive experiments to compare nine methods and their two variants of each, a total of 27 methods, instantiated from the proposed framework on nine multiview datasets with various numbers of views. These methods are evaluated and compared on two different tasks: feature extraction and cross-modal retrieval. Results show that subspace-based learning for a common latent space is effective and its nonlinear extension can further boost performance, and more importantly, one of two proposed methods with nonlinear extension achieves better results than all compared methods.

In the rest of this article, we first briefly review existing methods related to this work in Section II. In Section III, we propose MvOPLS for multiview subspace learning with proper regularizations for incorporating priors in Section IV and nonlinear transformation via deep neural networks in Section V. Extensive experiments are conducted in Section VI. Finally, we draw our conclusion in Section VII.

**Notation:** \( \mathbb{R}^{m \times n} \) is the set of \( m \times n \) real matrices and \( \mathbb{R}^n = \mathbb{R}^{n \times 1} \). \( I_n \in \mathbb{R}^{n \times n} \) is the identity matrix of size \( n \times n \), \( I_n \in \mathbb{R}^n \) is the vector of all ones, and \( H_n = I_n - (1/n)I_n I_n^T \) is the centering matrix. For a matrix \( B \), \( \|B\|_F \), and \( \text{tr}(B) \) are its Frobenius norm and trace (assuming it is square then), respectively. \( B^T \) is the transpose of a matrix or vector.

**II. Related Work**

We briefly review existing methods relevant to this work. Specially, we first discuss methods in two broad categories: unsupervised and supervised learning in the case of two views, and then their extensions to more than two views and nonlinear transformations.

In the setting of unsupervised learning, CCA has been the workhorse for learning a common latent space of two views [8]. To deal with more than two views, multiset CCA (MCCA) [9], [10] based on pairwise correlations and generalized CCA (GCCA) [26] based on aligning all views via a common representation have been proposed. MCCA with the least squares formulation [13] is widely used due to its simplicity. In addition, the multiview uncorrelated locality preserving projection [27] maximizes the sum of all the pairwise correlations and the high-order correlation. Kernel CCA (KCCA) [11] and deep CCA (DCCA) [12] are two representative approaches to explore nonlinear projections to model complex real-world datasets via the kernel trick and deep learning, respectively. DMCCA [28] extends MCCA to nonlinear transformations via deep networks, but it can only deal with the very special case where all views reside in the same input space. Deep GCCA (DGCCA) [29] extends GCCA to nonlinear transformations but it does not reduce to CCA for two views, suggesting that the extension is not a natural one. Other linear models closely related to CCA [30] have also
been explored especially for two views, including PLS [15] and OPLS [23], [24]. In addition, spectral regression is used to learn a common space between two views in two separate steps [14]. These methods do not explicitly take into account supervised information, such as the class labels for multiclass classification.

Several supervised subspace-based learning approaches have been proposed to integrate supervised information in order to improve multiview learning. LDA [31] is the main tool for subspace learning with supervised information. The combination of LDA and CCA has been successfully used to find discriminatory subspaces. Generalized multiview analysis (GMA) [5] obtains a discriminatory common space by incorporating intraview discriminatory information and cross-view correlation and is readily extensible via the kernel trick to learn nonlinear transformations for more than two views. Different from GMA, MLDA [7] replaces the within-class scatter matrices with the covariance matrices. MvDA [4] considers both interview and intraview variations leading to a more discriminative common space. Its nonlinear extension through deep networks has been studied in [32], resulting in a more discriminative common space. Its nonlinear extension incorporating intraview discriminatory information and cross-view correlation and is readily extensible via the kernel trick to learn nonlinear transformations for more than two views. Different from GMA, MLDA [7] replaces the within-class scatter matrices with the covariance matrices. MvDA [4] considers both interview and intraview variations leading to a more discriminative common space. Its nonlinear extension through deep networks has been studied in [32], resulting in a more discriminative common space. Its nonlinear extension incorporating intraview discriminatory information and cross-view correlation and is readily extensible via the kernel trick to learn nonlinear transformations for more than two views. Different from GMA, MLDA [7] replaces the within-class scatter matrices with the covariance matrices. MvDA [4] considers both interview and intraview variations leading to a more discriminative common space. Its nonlinear extension through deep networks has been studied in [32], resulting in a more discriminative common space. Its nonlinear extension incorporating intraview discriminatory information and cross-view correlation and is readily extensible via the kernel trick to learn nonlinear transformations for more than two views.

III. MULTIVIEW OPLS

We will establish a simple and yet natural multiview extension of the classical OPLS model and conduct a detailed analysis to uncover the advantages of the proposed model for better understanding and application.

A. Motivation

Most existing subspace learning methods seek a latent space by optimizing application-agnostic criteria. Examples are PCA (covariance maximization or reconstruction error), LDA (class separability), CCA (correlation maximization), and PLS (cross-covariance maximization). Often, the projected data by these methods are later used for other learning purposes, such as classification, clustering, and retrieval, as preprocessed input, and therefore, it is highly likely that the latent space obtained from one criterion may not work well for another learning task that is more aligned with a different criterion. Although a prediction method can learn a specified mapping function directly from original raw input data without any preprocessing with a properly chosen criterion, it may still suffer from poor generalizations because raw data are usually noisy and with intrinsic latent structure concealed and, as a result, the learned mapping function directly from raw data does not reflect the concealed structure information and is sensitive to noise.

OPLS [22], [24] is a subspace learning model with a built-in multivariate regression system for predicting the output of any given input. The built-in prediction system benefits from its least squares reformulation [24]. OPLS generalizes many other models, such as CCA [23] and LDA (see Section I-B of the Supplementary Material) and has been successfully applied in many applications. Unfortunately, the success has so far been limited to single-view subspace learning. Our goal in this article is to explore OPLS for multiview subspace learning.

For multiview learning, the most fundamental challenge is how multiview data can be truthfully represented and summarized in such a way that heterogeneity gaps [2] among different views can be satisfactorily overcome and comprehensive information concealed in the data can be properly exploited by multiview learning models. As each view in multiple views intends to represent the same object but characterize it by heterogeneous features, the ultimate goal of multiview subspace learning is to find a common k-dimensional latent space Rk such that transformed data points of all views for the same underlying object in the latent space are “similar” to each other in order to reduce the heterogeneity gap. However, it is generally difficult to give a uniform “similarity” quantification among projected points. Instead, we strike to provide a platform, in which different prior knowledge can be used to shape the “similarity” among projected points in various contexts.

Our platform is built upon OPLS. We first propose our plain multiview OPLS (MvOPLS) as an extension of OPLS via a tied built-in classifier. We will then demonstrate that MvOPLS not only provides a powerful vehicle to incorporate many types of prior knowledge but also facilitates the learning of deep representation.

B. Proposed MvOPLS

Multiview subspace learning strives to learn from data consisting of more than one views, namely, multiview data. Consider a multiview dataset of v views consisting of n labeled data instances: \(\{(x_{i}^{(1)}, \ldots, x_{i}^{(v)}, y_{i})\}_{i=1}^{n}\), where \(x_{i}^{(v)} \in \mathbb{R}^{d_{v}}\) is the data point of view s of the ith instance, and \(y_{i} \in \mathbb{R}^{c}\) is the class label of the ith instance, and c is the number of classes. In the case when the class labels \(y_{i}\) are not available, it will just be \(\{(x_{i}^{(1)}, \ldots, x_{i}^{(v)})\}_{i=1}^{n}\). Let

\[
X = \begin{bmatrix} x_{1}^{(v)}, \ldots, x_{n}^{(v)} \end{bmatrix} \in \mathbb{R}^{d_{v} \times n}, \quad Y = [y_{1}, \ldots, y_{n}] \in \mathbb{R}^{c \times n}
\]

called the data matrix and label matrix of view s, respectively. It is worth noting that there are many different ways to define...
y, to best suit specific learning problems, such as multtarget regression [34], multilabel classification [6], [35], cross-modal retrieval [4], [5], and feature extraction [6], [7]. Our later development works equally well regardless of how y, are defined.

In what follows, we start with linear transformations and leave the study of nonlinear transformations to Section V.

For view s, we look for projection matrix $P_s \in \mathbb{R}^{d_s \times k}$ to transform $X_s (s = 1, \ldots, v)$ from $\mathbb{R}^{d_s}$ to $Z_s = P_s X_s$ in the common space $\mathbb{R}^k$ under suitable criteria. Let

$$Z_s = \begin{bmatrix} z_{s1} & \cdots & z_{sn} \end{bmatrix} = P_s X_s \in \mathbb{R}^{k \times n}$$

be the projected data matrix of view s in the common latent space.

Ideally, we would like to have the same projected data matrix of all views, i.e., $Z_s = Z_{s'}$, $\forall s, s' = 1, \ldots, v$, but it is too restrictive to be feasible due to the heterogenous features among views and the generalization of unseen data later on. We instead require that there is a shared classifier for all views in the common latent space, i.e., all views share the same coefficient matrix $W \in \mathbb{R}^{k \times n}$. Heuristically, the same shared classifier should be expected to correctly classify sets of “similar” projected data points of each view. This shared classifier can be regarded as some kind of similarity quantification indirectly implied upon projected points of all views.

For ease of presentation and flexibility to include slightly preprocessing the inputs as needed such as centering $X_s$ to $X_s H_n$, let $\phi$ and $\psi$ be two simple transformations on the inputs for preprocessing, and let

$$\bar{X}_s = \begin{bmatrix} \bar{x}_{s1} & \cdots & \bar{x}_{sn} \end{bmatrix} = \phi(X_s), \quad \bar{Y} = \begin{bmatrix} \bar{y}_{s1} & \cdots & \bar{y}_{sn} \end{bmatrix} = \psi(Y).$$

Later at the times of presenting particular learning methods, $\phi$ and $\psi$ will be specified.

Our proposed MvOPLS model in its most plain form is formulated as

$$\min_{\{P_s\}, W} \sum_{s=1}^{v} \frac{1}{2} \lVert \bar{Y} - W^T P_s^T \bar{X}_s \rVert^2_F, \tag{1}$$

Later it will be empowered with judiciously chosen regularizers as situations call for. Accordingly, we will denote the projected data points of $\bar{x}_{s1}$ by $\bar{z}_{s1} = P_s^T \bar{x}_{s1}$ and the projected data matrix by $\bar{Z}_s = \begin{bmatrix} \bar{z}_{s1} & \cdots & \bar{z}_{sn} \end{bmatrix} = P_s^T \bar{X}_s$.

Fig. 1 shows the data transformation from input to output in OPLS on single-view data and MvOPLS on multiview data. In (1), each view has its own projection matrix $P_s$, but all views share the same classifier as determined by $W$ that characterizes the similarity among projected points of all views.

For single-view data, i.e., $v = 1$, (1) reduces to OPLS [30]. For the convenience of the reader, in Section I of the Supplementary Material, we review OPLS for multivariate regression analysis and multiclass classification in detail and discuss its many nice properties. There could be other ways to extend OPLS to multiview learning, but we choose to impose a shared classifier in our MvOPLS (1) while let each view has its own projection matrix. The choice leads to some of the desirable properties to be explained in Section III-D later.

C. Optimization via GEP

For convenience of analysis, denote by $d = \sum_{s=1}^{v} d_s$, the total number of features from all $v$ views, and by

$$P = \begin{bmatrix} P_1 & \cdots & P_v \end{bmatrix} \in \mathbb{R}^{d \times k}, \quad \bar{X} = \begin{bmatrix} \bar{X}_1 & \cdots & \bar{X}_v \end{bmatrix} \in \mathbb{R}^{d \times n}, \quad X = \begin{bmatrix} X_1 & \cdots & X_v \end{bmatrix} \in \mathbb{R}^{d \times n}$$

the concatenations of $\{P_s\}$, $\{\bar{X}_s\}$, and $\{X_s\}$ introduced in Section III-B. Define

$$\bar{C} = \bar{X} \bar{X}^T = \begin{bmatrix} C_{11} & \cdots & C_{1v} \\
C_{21} & \cdots & C_{2v} \\
\vdots & \ddots & \vdots \\
C_{v1} & \cdots & C_{vv} \end{bmatrix} \in \mathbb{R}^{d \times d} \tag{3}$$

and its block diagonal part

$$\bar{C}_{\text{diag}} = \begin{bmatrix} C_{11} & \cdots & 0 \\
0 & \cdots & \cdots \\
0 & \cdots & C_{vv} \end{bmatrix} \in \mathbb{R}^{d \times d} \tag{4}$$

where $\bar{C}_{s,t} = \bar{X}_s \bar{X}_t^T$, $\forall s, t = 1, \ldots, v$.

Most commonly, $\bar{X} = X H_n$, but it may not be as we will see in Sections IV and V. When $\bar{X} = X H_n$, $\bar{C}_{s,t}$ coincides with the ordinary (cross-)covariance matrix between view s and view t, denoted conventionally by $C_{s,t} = X_s H_n X_t^T$, which is the convention we will stick to in the rest of this article. We will also introduce $\bar{C} = XX^T$, and, accordingly, $\bar{C}_{s,t}$ and $\bar{C}_{\text{diag}}$ for data that have not been preprocessed yet.

Problem (1) can be solved as a generalized eigenvalue problem (GEP). Specifically, we first use the first-order optimality condition of (1) with respect to $W$

$$\sum_{s=1}^{v} -2 P_s^T \bar{X}_s (\bar{Y} - W^T P_s^T \bar{X}_s)^T = 0$$

or get

$$W = \left( \sum_{s=1}^{v} P_s^T \bar{C}_{s,t} P_s \right)^{-1} \sum_{s=1}^{v} P_s^T \bar{X}_s \bar{Y}^T \tag{5}$$

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Substituting this $W$ in (5) back into (1), we obtain a reformulated problem of (1) as
\[
\max_P \text{tr}\left( (P^T \bar{C}_{\text{diag}} P)^{-1} P^T \bar{Y}^T \bar{Y} P \right),
\]
which is a ratio trace maximization problem.

In the following, we show that problem (6) is equivalent to a GEP. The proof is provided in Section II of the Supplementary Material.

**Proposition 1:** Let $A, B \in \mathbb{R}^{m \times m}$ be symmetric and $A$ is positive definite. The problem
\[
\max_P \text{tr}\left( (P^T A P)^{-1} P^T B P \right)
\]
is equivalent to
\[
\max_P (P^T B P): \text{ s.t. } P^T A P = I_k
\]
whose optimizer $P$ can be constructed by packing the normalized eigenvectors of matrix pencil $B - \lambda A$ associated with its top ($k$ largest) eigenvalues.

According to Proposition 1, (6) is equivalent to
\[
\max_P \text{tr}(P^T \bar{Y}^T \bar{Y} P): \text{ s.t. } P^T \bar{C}_{\text{diag}} P = I_k
\]
whose optimizer $P$ can be made of the eigenvectors associated with the top $k$ eigenvalues of the following GEP:
\[
\bar{X} \bar{Y}^T \bar{Y}^T P = \bar{C}_{\text{diag}} P \Lambda
\]
where $\Lambda$ is the diagonal matrix of the $k$ largest eigenvalues of matrix pencil $\bar{X} \bar{Y}^T \bar{Y}^T - \lambda \bar{C}_{\text{diag}}$ [36], [37]. After $P$ is obtained, the optimal $W$ is recovered by (5).

### D. Desirable Properties

Although MvOPLS (1) seems like a simple extension of OPLS to multiview subspace learning in appearance, it possesses many nice properties, some of which are inherited from OPLS, while others are unique to multiview subspace learning.

1) MvOPLS is in a least squares formulation as OPLS, and it can naturally take advantage of many types of known outputs to guide the learning of the latent common space, for example, multilabel regression with $Y \in \mathbb{R}^{c \times n}$ and multilabel classification with $Y \in \{0, 1\}^{c \times n}$ and multiclass classification with $Y \in \{0, 1\}^{c \times n}$ and $1_1^T Y = 1_n$.

2) MvOPLS admits analytical optimal solution. In Section III-C, we show that MvOPLS is equivalent to GEP, which can be solved efficiently by existing linear algebra algorithms and packages [36], [38]–[40].

3) MvOPLS fulfills three learning objectives simultaneously: compact representations in the latent common subspace, mappings from original data spaces to output space, and a shared classifier as determined by $W$. All these make it an ideal candidate for further learning nonlinear multiview representation in deep neural networks as we will show later in Section V.

4) MvOPLS possesses the ability of learning a latent common space with contributions from all views. According to (5), the coefficients of the built-in classifier is $W = \sum_{s=1}^v P_s^T \bar{X}_s \bar{Y}^T$ since $P^T \bar{C}_{\text{diag}} P = I_k$ at the optimum of (9). To make a prediction for a new input $x^{(s)}$ from view $s$, MvOPLS relies on the decision values
\[
W^T P_s^T x^{(s)} = \bar{Y} \sum_{t=1}^v \bar{X}_t^T P_s^T x^{(s)} = \bar{Y} \sum_{t=1}^v \bar{Z}_t^T z^{(t)}.
\]

$\bar{Z}_t^T z^{(t)}$ can be interpreted as the learned similarities in the latent common space between $x^{(s)}$ and $x^{(t)}$, $\forall i = 1, \ldots, n$. We emphasize that (11) is distinctively different from the single-view OPLS, applied to just view $s$, in that in (11) all views, not just view $s$, are involved in the decision making, and hence, complementary and corroborative information from other views comes into play; (11) is distinctively different from the single-view OPLS, applied to the concatenated view of all views, in that MvOPLS learns a shared classifier for all views, and thus, the classifier can make viewwise prediction independently, whereas OPLS on the concatenated view can make prediction only when data from all views are put together.

5) MvOPLS, though in a supervised formulation, can include MCCA as a special case. Recall that MCCA [10], [13] is an unsupervised subspace learning method because of no class label information, but each instance of all views may be regarded as in its own class, and hence, there are $n$ classes, i.e., $c = n$. This will transform originally unlabeled data into artificially pseudolabeled data with $Y = I_n$ because we assign a unique class label to each instance. Now, apply MvOPLS (1) with $X = X H_n$ and $Y = I_n$ to get
\[
\min_{\{P_{s}\}, W} \sum_{s=1}^v \|I_n - W^T P_s^T X H_n\|_F^2.
\]

It is equivalent to the following MCCA formulation [13]:
\[
\max_{P} \sum_{s=1}^v \sum_{t=1}^v \text{tr}(P^T C_{s,t} P): \text{ s.t. } \sum_{s=1}^v P^T C_{s,t} P_s = I_k.
\]

6) MvOPLS is a versatile framework that can incorporate different types of prior knowledge across multiple views from three perspectives: model parameters, decision values of built-in classifiers, and projected points in the latent common space. This point will be elaborated in detail in Section IV.

### E. Computational Complexity

The computational complexity of MvOPLS consists of three parts: $O(n \sum_{s=1}^v d_s^2)$ for $\bar{C}_{\text{diag}}$, $O(n d^2)$ for $\bar{X} \bar{Y}^T \bar{Y} \bar{X}^T$, and $O(d^3)$ for the generalized eigenvalue decomposition problem (9) by a dense method or $O(d^3 k)$ by iterative methods [36], [40]. Hence, the computational complexity is $O(d^3 + nd^2)$ or $O(nd^2)$ depending on the choice of methods for GEP.

### IV. Regularized Multiview OPLS

As MvOPLS (1) is formulated as least squares, regularization techniques can be leveraged to regulate model parameters and integrate prior knowledge to shape the similarity among projected points for the purpose of narrowing or even eliminating heterogeneity gaps among different views. In considering the special structure of MvOPLS, we will explore three types of regularizations with respect to different types of priors in
terms of: 1) model parameters; 2) decision values; and 3) latent projected points. Some examples of the three types will be demonstrated.

Before discussing these regularizers, we first propose a general framework for our regularized MvOPLS, based on the plain MvOPLS (1), that retains all of the appealing properties as enumerated in Section III-D.

A. A Generalized Formulation

Our treatment to integrate priors into the plain MvOPLS (1) for best learning is largely motivated by the past successful marriage of least squares and the popular regularization techniques widely used for regulating solutions of inverse problems in computational sciences [41]. In this section, we focus on a generalized regularized MvOPLS (GMvOPLS) framework given by

$$\min_{(P, W)} \sum_{i=1}^{d} \| Y - W^T P_s X_i \|_F^2$$

$$+ \text{tr}(W^T P A W) + \text{tr}(\Omega^{-1} P B P)$$

(14)

where $A \in \mathbb{R}^{d \times d}$ and $B \in \mathbb{R}^{d \times d}$ are matrices derived from priors, and $\Omega \in \mathbb{R}^{k \times k}$ is a flexibility matrix purposely designed for ease of its numerical treatment and, more importantly, for retaining the properties of MvOPLS as enumerated in Section III-D.

For example, letting $\Omega = P^T \left( \tilde{C}_{\text{diag}} + A \right) P$ (15) makes (14) equivalent to a GEP. First, given $P$, (14) has the analytic solution for $W$

$$W = \left[ P^T \left( \tilde{C}_{\text{diag}} + A \right) P \right]^{-1} P^T \tilde{X} \tilde{Y}^T.$$

(16)

Substituting (16) back into (14), we get

$$\min_{P} \left[ \text{tr} \left( \left( P^T \left( \tilde{C}_{\text{diag}} + A \right) P \right)^{-1} P^T \tilde{X} \tilde{Y}^T - \Omega^{-1} P^T B P \right) \right] + \text{tr}(\Omega^{-1} P B P).$$

According to Proposition 1 and with (15), we conclude that (14) is equivalent to GEP

$$\max_{P} \text{tr} \left( P^T \left( \tilde{X} \tilde{Y}^T \tilde{X}^T - B \right) P \right)$$

s.t. $P^T \left( \tilde{C}_{\text{diag}} + A \right) P = I_k.$

(17)

We caution the reader that at its generality $\Omega$ may not be given as in (15) and then GMvOPLS (14) may not be equivalent to a GEP. In that case, how to solve (14) numerically becomes an issue that warrants further investigation. However, in the rest of this article, all instantiated models from (14), including the existing ones, are with (15).

We emphasize that the introduction of the additional terms in (14) to MvOPLS (1) does not destroy any of the enumerated properties, but only empowers it with the capability of incorporating priors for best learning, some of which will be demonstrated later.

It is worth noting that regularizations for MvOPLS (1) are not limited to the form of (14). In fact, one may use other types, for example, $\ell_2,1$ norm on $P$ for sparse subspace learning intended for feature selection [42] and orthogonal projection for distance preservation [35], but they will change the solution structure and the resulting models require very different numerical techniques from those for solving a GEP, and therefore, we will not delve in them further in this article.

B. Regularizations

We present three types of regularizations with concrete examples designed to go with the proposed GMvOPLS (14) to achieve different objectives. Specifically, three categories are: 1) regularization on model parameter; 2) regularization on decision values; and 3) regularization on projected points. The three categories are inspired by the properties of MvOPLS presented in Section III-D. Category 1) regularizes model parameters to prevent the model from overfitting the input data, especially when the input data are small to avoid the ill-posed singularity issue in the generalized eigenvalue decomposition and to capture structure priors, such as sparsity or group sparsity if desired. Category 2) regulates view-specific prediction such that classification results are consistent among different views. Category 3) regulates the relationships among projected points from different views. In the following, we will elaborate on each category with examples.

1) Regularization on Model Parameters: The Tikhonov regularization is widely used to mitigate the problem of multicollinearity in linear regression in OPLS for single-view learning. Model parameters in (1) include $W$ and $\{P_v\}_{v=1}^d$, but they appear in products $P_v W$, and thus, each can be treated as a single-variable matrix as far as mitigating multicollinearity is concerned. Therefore, we formulate our weighted Tikhonov regularizer as

$$R_{\text{tikh}}(W, \{P_v\}) = \sum_{s=1}^{d} \gamma_s \| P_s W \|_F^2$$

$$= \text{tr} \left( W^T P^T A_{\text{tikh}} P W \right)$$

(18a)

where $\gamma_s \geq 0$ is the weight for view $s$ and $A_{\text{tikh}}$ is the block diagonal matrix

$$A_{\text{tikh}} = \text{diag} \left( \gamma_1 I_{d_1}, \gamma_2 I_{d_2}, \ldots, \gamma_v I_{d_v} \right) \in \mathbb{R}^{d \times d}.$$  

(18b)

$A_{\text{tikh}}$ takes the place of $A$ in (14). It can be seen that $\tilde{C}_{\text{diag}} + A_{\text{tikh}}$ is guaranteed positive definite.

The Tikhonov regularizer $R_{\text{tikh}}(W, \{P_v\})$ also prevents the magnitude of optimal $P_v W$ from being too large at an optimum.

2) Regularization on Decision Values: The decision function, also known as classifier, of MvOPLS for view $s$ is given by

$$g_s(x^{(s)}) = W^T P_s^T x^{(s)}$$

(19)

where $x^{(s)}$ is any new data point of view $s$ that needs a decision on.

Since there are $s$ view-specific decision values, one from each view-specific data point of the same data instance, and at the same time, only one class label should be assumed for each data instance that consists of $v$ data points, one for each view, it makes sense to regulate these $v$ decisions across $v$
views to compel similarity among projected points in the latent common space. In what follows, we propose three ways for that purpose.

a) Mean discrepancy minimization: For view $s$, the mean of projected points and the decision value on the mean are given by

$$\mu_s = \frac{1}{n} P_s^T X_s 1_n, \quad \mathbf{g}_s = W^T \mu_s$$

respectively. It is reasonable to expect that these decision values $\mathbf{g}_s$ for all views be close to each other, assuming certain similarity among the views. The closeness among $\{\mathbf{g}_s\}$ can be enforced by the regularizer

$$\mathcal{R}_{\text{mean}}(W, \{P_s\}; \{X_s\}) = \frac{n}{2d} \sum_{s=1}^{v} \sum_{t=1}^{v} \|\mathbf{g}_s - \mathbf{g}_t\|^2 = \text{tr}(W^T P^T A_{\text{mean}} P W)$$

where

$$A_{\text{mean}} = \text{diag}\left(\left(\frac{1}{n} X_s 1_n 1_n^T X_s^T\right)_{s=1}^{v} - \frac{1}{n} X_s 1_n 1_n^T X_s^T\right).$$

b) View consistency: The decision values can be parameterized by the representor theorem [43] for least squares, that is, the decision values of view $s$ can be represented by a weighted combination of the input data points, given by

$$P_s W = X_s \mathbf{b}_s$$

$$g_s(X_s) = W^T P_s^T X_s = \mathbf{b}_s^T X_s^T$$

where $\mathbf{b}_s \in \mathbb{R}^{n \times c}$ is the weight matrix. Note that $X_s^T X_s$ is the linear kernel of view $s$. According to (22), we have $\mathbf{b}_s = X_s^T P_s W$, where $X_s^T = (X_s^T X_s)^{-1} X_s^T$ is the Moore–Penrose pseudoinverse of $X_s$ [37, p.102]. Any consistency among views leads to similar kernels, and in turn, closeness among the weight matrices $\{\mathbf{b}_s\}_{s=1}^{v}$, which leads to the following regularizer:

$$\mathcal{R}_{\text{ec}}(W, \{P_s\}; \{X_s\}) = \frac{1}{2} \sum_{s=1}^{v} \sum_{t=1}^{v} \|\mathbf{b}_s - \mathbf{b}_t\|_F^2 = \text{tr}(W^T P^T A_{\text{ec}} P W)$$

where $A_{\text{ec}}$ is a $v$-by-$v$ block matrix with its $(s, t)$th block given by

$$A_{\text{ec}}(s, t) = \begin{cases} (v-1)X_s^T X_t^T, & s = t \\ -X_s^T X_t^T, & s \neq t. \end{cases}$$

$$c)$$

Maximum alignment: Alignment between the kernel matrix of class labels and that of the predicted values for each view is a proven useful criterion for learning projections [44], [45]. Denote by $g_s(X_s) = W^T P_s^T X_s$ the predicted soft labels and by $K_Y$ the kernel matrix$^1$ of the class labels. The HSIC criterion [45] for multiview data is a natural regularizer for enforcing the alignment

$$\mathcal{R}_{\text{hsic}}(W, \{P_s\}; \{X_s\}, Y) = -\sum_{s=1}^{v} \text{tr}(g_s(X_s)^T g_s(X_s) K_Y H_s) = \text{tr}(W^T P^T A_{\text{hsic}} P W)$$

where

$$A_{\text{hsic}} = -\text{diag}\left([X_s H_s K_Y H_s X_s^T]_{1}^{v}\right).$$

We point out that (21) captures the first-order statistics of the decision values, while (23) and (24) characterize the second-order statistics.

3) Regularization on Projected Points: According to (1), the projected data in the common space is

$$\tilde{Z}_s = P_s^T \tilde{X}_s \ \forall s = 1, \ldots, v.$$  

Regularizers can be designed directly or indirectly on these projected points to achieve certain objectives. In the following, we will showcase two commonly used priors.

a) Embedding consistency: We may expect that the projected points of the same instance from different views are close to each other. This expectation can be maintained by keeping the following regularizer:

$$\mathcal{R}_{\text{ec}}(\{P_s\}; \{\tilde{X}_s\}) = \frac{1}{2} \sum_{s=1}^{v} \sum_{t=1}^{v} \|\tilde{Z}_s - \tilde{Z}_t\|_F^2 = \text{tr}(P^T B_{\text{ec}} P)$$

in check, where

$$B_{\text{ec}} = \tilde{v} C_{\text{diag}} - \tilde{C}.$$  

In fact, (26) is analogous to MCCA discussed in Section III-D for unlabeled data. For supervised classification, this regularizer can be used to explore the cross-view correlation from unlabeled data.

b) Class separability: The class separability criterion has been popularly used to learn discriminatory features in a low-dimensional space by LDA for multiclass classification. For view $s$, the within-class scatter matrix $S_w^{(s)}$ and the between-class scatter matrix $S_b^{(s)}$ can be written as

$$S_w^{(s)} = X_s (Q - \frac{1}{n} 1_n 1_n^T) X_s^T, \quad S_b^{(s)} = X_s H_s X_s^T - S_w^{(s)}$$

where

$$\Sigma = YY^T, \quad Q = Y^T \Sigma^{-1} Y.$$  

LDA can also be used to regulate projection matrix $P_s$ of each view. The LDA regularizer is

$$\mathcal{R}_{\text{lda}}(\{P_s\}; \{X_s\}) = \sum_{s=1}^{v} \text{tr}(P_s^T \left(S_w^{(s)} - (\lambda - 1) S_b^{(s)}\right) P_s) = \text{tr}(P^T B_{\text{lda}} P)$$

where

$$B_{\text{lda}} = \text{diag}\left([C_{s} - \lambda X_s (Q - \frac{1}{n} 1_n 1_n^T) X_s^T]_{1}^{v}\right).$$

Each diagonal block of $B_{\text{lda}}$ stands for the difference between covariance matrix $C_{s}$ and the scaled between-class scatter matrix $\lambda S_b^{(s)}$, and the scaling parameter $\lambda$ is the tradeoff parameter between the two scatter matrices. Regularizer (29) essentially plays the role in analogy to the fractional formulation of LDA for each view.
For regularizations over projected points, it is proper to add certain weighting constraints for ease of optimization. Instead of (26) and (29), more generally, we may use

\[
\begin{align*}
R_{\text{lda}}(\{P_s\}; \{X_s\}, Y, \Omega) &= \text{tr}(\Omega^{-1} P^T B_{\text{lda}} P) \\
R_{\text{hsic}}(\{P_s\}; \{X_s\}, \Omega) &= \text{tr}(\Omega^{-1} P^T B_{\text{hsic}} P)
\end{align*}
\]

where \( \Omega \) is as in (15).

C. Connections to Existing Models

In Section III-D-5, we explained that MCCCA [10], [13] can be regarded as a special case of MvOPLS. Next, we will show that many existing multiview subspace learning models can be reformulated to fit in the proposed regularized MvOPLS framework (14) with different choices of regularizers, including MvLDA [32], MvDA [4], MvDA-VC [4], MvMDA [21], MLDA [7], and GMA [5], as shown in Table I. Details can be found in Section III of the Supplementary Material. These methods more or less spawn from the GEP formulation (10) of plain MvOPLS (1), mostly based on heuristic and plausible arguments at best. Fitting them into MvOPLS (1) combined with suitable regularizers really puts firm foundations underneath them and deepens our understanding as to how they work the way they work and, as a result, can help the practitioner tremendously when it comes to pick up a proper model for the underlying learning task that comes with certain prior information.

1) Existing Models Explained Under Framework (14): The six existing methods discussed in Table I together with MCCCA can be partitioned into two groups based on whether the involved MvOPLS least squares parts take class labels into account or not. The first group includes MCCCA, MLDA, and GMA that do not use labeled data to construct their least squares parts, while the second group consists of MvLDA, MvDA, MvDA-VC, and MvMDA that do. However, MLDA and GMA in the first group do incorporate labeled data via regularizers, such as \( R_{\text{lda}} \) and \( R_{\text{hsic}} \). The methods in the second group may or may not use regularizers with prior knowledge. The choices of both input–output transformations (from \( X \) and \( Y \) to \( \tilde{X} \) and \( \tilde{Y} \), respectively) and regularizers are the key factors that differentiate one from another. For example, GMA differs from MLDA in that GMA takes an additional regularizer \( R_{\text{hsic}} \) to minimize the within-class scatter of each view. MvMDA takes the centered normalized label matrix and supervised MvOPLS with \( R_{\text{hsic}} \), while MvDA takes the normalized label matrix and unsupervised MvOPLS with \( R_{\text{mean}} \). As these regularizers are the consequences of some level of understanding of data, our proposed generalized formulation (14) provides a helpful guideline to the practitioner in either choosing a proper existing method with compatible regularizers or designing an entirely new model.

D. Proposed Novel Models

The proposed unified framework (14) offers much flexibility and easiness to instantiate new models through incorporating different inputs/outputs and regularizations in consideration of underlying learning objectives. Evidently, there are many possible ways of combinations to integrate one or more regularizers discussed in Section IV-B into MvOPLS (14), and it makes no sense for us to exhaust them all here. The practitioner should choose proper regularizers or customize one for the learning task in question. To demonstrate this point, we showcase two novel models.

1) MvOPLS With Tikhonov Regularizer (Namely MvOPLS): Tikhonov regularization is the default when it comes to regularize ill-posed least squares problems [41]. It effectively boosts small singular values to damp high-frequency noises. Here, for MvOPLS, the Tikhonov regularizer does not bring much informative rounding errors [37], [46]. While this is a good thing to have, for MvOPLS, the Tikhonov regularizer \( R_{\text{tikh}} \) in (18) can be used to stabilize the resulting GEP. MvOPLS with the Tikhonov regularizer is formulated as

\[
\min_{\{P_s\}, W} \sum_{s=1}^{n} \| \tilde{Y} - W \tilde{X}_s \|^2 + R_{\text{tikh}}(W, \{P_s\}).
\]

Or equivalently

\[
\max_{P} \text{tr}(P^T \tilde{X}^T \tilde{X} P)
\]

s.t. \( P^T (C_{\text{diag}} + A_{\text{tikh}}) P = I_k. \) (33)

This differs from (9) derived from the plain MvOPLS (1) in replacing \( C_{\text{diag}} \) by \( C_{\text{diag}} + A_{\text{tikh}} \) that makes latter better conditioned and the associated GEP less sensitive to noise and rounding errors [37], [46]. While this is a good thing to have, the Tikhonov regularizer does not bring much informative prior into the model.

2) MvOPLS With Embedding Consistency (Namely, MvLDA-CCA): We can require some closeness of the projected points of corresponding data instances among all views through maintaining embedding consistency by
incorporating regularizer $R_{nc}$ into the plain MvOPLS. The new model is with
\[ \bar{X} = XH_n, \quad \Sigma = YY^T, \quad \bar{Y} = \Sigma^{-1/2}Y \]  
and formulated as
\[
\min_{\{P,s\},W} \sum_{s=1}^{v} \|\bar{Y} - W^T P_s \bar{X}_s \|^2_2 + \lambda R_{nc}(\{P_s\}; \{\bar{X}_s\}, \Omega) \tag{35}
\]
where $\Omega = P^T \bar{C}_{\text{diag}} P$. Or equivalently
\[
\max_P \left\{ \text{tr}(P^T X (Q - \frac{1}{n} 1_n 1_n^T) X + \lambda (\bar{C} - \mu \bar{C}_{\text{diag}})) \right\}
\text{s.t.} \quad P^T \bar{C}_{\text{diag}} P = I_k
\tag{36}
\]
where $Q$ is as defined in (28).

V. DEEP REGULARIZED MULTIVIEW OPLS

Regularized MvOPLS aims to learn a set of linear projections. Lately, extending a linear projection method to a nonlinear one via the kernel trick becomes almost mechanical and immediate because the extension is often very much straightforward. The case for MvOPLS methods so far is no different. However, as pointed out in [12], kernel-based nonlinear extensions encounter several drawbacks.

1) Nonlinear representations are limited by the fixed kernel function.
2) Inner products between any two of input data points are required, and therefore, the training set has to be stored and repeatedly called for during the entire testing phase.
3) The time required to train a subspace learning model or compute the representations of new data points scales poorly with the size of the training set.

Those drawbacks are intrinsic to any kernel-based nonlinear extension and there is no way to get around them. Deep learning methods seem to be potent alternatives that use a completely different technique. They have been used rather successfully to learn a set of nonlinear parametric functions for subspace-based multiview learning [12], [21], [32], such as MvLDA [32] and MvMDA [21]. MvLDA takes a ratio trace formulation of LDA as its objective function by concatenating all views into one, while MvMDA takes a trace ratio as its original objective function but minimizes it approximately as a ratio trace via GEP because of the availability of high-quality numerical linear algebra packages. In that sense, numerically MvMDA also takes a ratio trace formulation nonetheless. As discussed in [33], ratio trace and trace ratio actually yield different projections.

Our regularized MvOPLS (14) takes a ratio trace formulation and is equivalent to GEP (17). We propose a nonlinear extension via deep networks in the general form
\[
\max_P \text{tr}(P^T \mathcal{B} P) \quad \text{s.t.} \quad P^T \mathcal{A} P = I_k \tag{37}
\]
where
\[
\mathcal{B} = f(\{h_s(X_s)\}^{v}_{i=1}, Y), \quad \mathcal{A} = g(\{h_s(X_s)\}^{v}_{i=1}, Y)
\]
are some matrix-valued functions of $\{h_s(X_s)\}^{v}_{i=1}$ parameterized by $\nu$ independent deep networks and label matrix $Y$, and $\{h_s\}^{v}_{i=1}$ is a set of nonlinear functions of the deep networks. According to (17), all the regularized models listed in Table I can be formulated into (37) as
\[
g((h_s(X_s))^{v}_{i=1}, Y) = \bar{C}_{\text{diag}} + A \quad f((h_s(X_s))^{v}_{i=1}, Y) = \bar{X}^T Y + \bar{Y}^T \bar{X} - B
\]
where the matrices in the right-hand sides are defined similarly as before except with $X_s$ replaced by $h_s(X_s)$, $\forall s$.

Following [12], we will use multiple stacked layers with nonlinear activation functions as the deep network architecture. The $i$th layer in the network for view $s$ has $m_i^{(l)}$ units, and the output layer has $k$ units. The output of the first layer for input $x^{(s)}$ from view $s$ is
\[
h_s^{(1)} = \sigma(V_s^{(1)} x^{(s)} + b_s^{(1)}) \in \mathbb{R}^{m_i^{(1)}}
\]
where $V_s^{(1)} \in \mathbb{R}^{m_i^{(1)} \times d_s}$ is the weight matrix, $b_s^{(1)} \in \mathbb{R}^{m_i^{(1)}}$ is the vector of biases, and $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ is a nonlinear activation function. The output $h_s^{(1)}$ can then be used as the input to the next layer whose output $h_s^{(2)} = \sigma(V_s^{(2)} h_s^{(1)} + b_s^{(2)}) \in \mathbb{R}^{m_i^{(2)}}$, and the construction repeats $t$ times until the final output
\[
h_s = h_s^{(l)} = \sigma(V_s^{(l)} h_s^{(l-1)} + b_s^{(l)}) \in \mathbb{R}^k
\]
is reached. The same construction process can be used for each of the $v$ views. As a result, we have a set of nonlinear functions $\{h_s\}^{v}_{i=1}$ with $l$ layers and their associated parameters $\{V_s^{(l)}, b_s^{(l)}\}$ for $s = 1, \ldots, v; l = 1, \ldots, t$. To simplify the notation, we have suppressed the dependency of the nonlinear transformed matrix $h_s(X_s) \in \mathbb{R}^{k \times d_s}$ on the network parameters.

We further rewrite (37) as a standard eigenvalue problem so that the gradient of the transformed objective with respect to network parameters can be computed by automatic differentiation tools. Specifically, let the Cholesky decomposition of $\mathcal{A}$ be
\[
\mathcal{A} = \Psi^T \Psi, \tag{38}
\]
To ensure that $\mathcal{A}$ is positive definite, the regularizer $R_{\text{nh}}$ is applied to all methods studied in this article. Let
\[
U = \Psi P \Rightarrow P = \Psi^{-1} U. \tag{39}
\]
Problem (37) is equivalent to
\[
\max_U \text{tr}(U^T \Psi^{-T} \mathcal{B} \Psi^{-1} U): \text{s.t.} \quad U^T U = I_k \tag{40}
\]
which is equivalent to calculating the partial eigendecomposition
\[
\Psi^{-T} \mathcal{B} \Psi^{-1} U = U \Lambda \tag{41}
\]
where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_k)$ consists of the largest $k$ eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k$ of $\Psi^{-T} \mathcal{B} \Psi^{-1}$ and $U$ of the associated eigenvectors. After the optimal $U$ is obtained, we recover optimal $P$ using (39). The optimal objective function value is then given by
\[
\text{tr}(P^T \mathcal{B} P) = \text{tr}(U^T \Psi^{-T} \mathcal{B} \Psi^{-1} U) = \sum_{i=1}^{k} \lambda_i. \tag{42}
\]
Treating the negative of the objective of (40) as loss, we actually minimize the loss over network parameters.
\{V^{(i)}, b^{(i)}\}, s = 1, \ldots, v, i = 1, \ldots, \ell$, and the projection matrices \(P^s\) simultaneously via the gradient descent method.

VI. EXPERIMENTS

A. Datasets

The statistics of the nine datasets with their corresponding descriptions are summarized in Table II.

The first six multiview datasets are used for multiview feature extraction evaluated through multiclass classification. Multiple features (MFeat)\(^2\) and Internet advertisements (Ads)\(^3\) are downloaded from UCI’s machine learning repository, where the descriptions of each view can be found in their documentations. Image datasets Caltech101\(^4\) [47] and Scene15\(^5\) [48] are created by applying the following descriptors to each image: CENTRIST [49], GIST [50], LBP [51], histogram of oriented gradient (HOG), color histogram (CH), and scale invariant feature transform (SIFT)-spatial pyramid matching (SPM) [48]. Note that we drop CH from Scene15 due to the gray-level images, and Caltech101 with mid matching (SPM) [48]. Note that we drop CH from Scene15 due to the gray-level images, and Caltech101 with mid matching (SPM) [48].

The last three datasets, TVGraz [53], Wikipedia [54], and Pascal [55] are employed for cross-modal retrieval, where the image query is used to retrieve text articles and vice versa. As pointed out in [56], these three datasets demonstrate different characteristics. Both image and text classifications are low in accuracy for Pascal. On Wikipedia, image classification is consistent with our proposed framework based on least squares.

B. Compared Methods

The methods to be compared are as follows.

1) The six existing supervised methods discussed in Section IV-C: MvLDA [32], MvDA [4], MvDA-VC [4], MvMvDA [21], MLDA [7], and GMA [5].

2) Unsupervised method MCCA [13].

3) The two new variants: the plain MvOPLS combined with the Tikhonov regularizer (33), denoted simply by MvOPLS, and MvLDA-CCA (36) in Section IV-D.

4) Their nonlinear extensions via deep networks proposed in Section V.

There are nine methods in items 1)–3), along with two variants of each that will be evaluated. The first variants, distinguished by attaching a prefix “D” to each of them, are their nonlinear extensions via deep networks in item 4). The second variants, distinguished by attaching a suffix “p” to each of them, are the results of the input data reduction by first applying PCA to each view in order to reduce the dimension of each view while retaining 95% energy but otherwise the same methods. For example associated with MvDA, MvDAp stands for MvDA applied to the PCA reduced data, and DMvDA is the nonlinear extension of MvDA via deep networks.

To prevent \(C_{\text{diag}} + A\) in the unified form (17) from being singular or nearly singular, the Tikhonov regularization (18) is applied to all methods.

C. Experimental Settings

We first evaluate the baseline methods for multiview feature extraction in terms of classification. All methods aim to learn a set of linear/nonlinear projections, which transform the data points of each view to points in the common space. Classification is then conducted in the common space. As observed in [2], the concatenation of the projected points from all views as the new representation of the input instance is proper for use by a regression algorithm, and the main finding of CCA there is that there is little loss of predictive power by using the reduced data in the lower dimensional space and yet the regression problem gains a lower sample complexity due to that the reduced multiview data matrix resides in \(\mathbb{R}^{nk \times s}\). It is worth noting that the new representation of multiview data is consistent with our proposed framework based on least squares.

The proposed regularized MvOPLS has its built-in classifier, but some variants, such as MCCA, MLDA, and GMA, do not because their least squares losses are independent of the class labels. To make fair comparisons of all baseline methods in terms of classification performance, we seek an independent classifier for performance evaluation. Among them, linear support vector machines (SVMs) and 1-nearest neighbor classifier have been popularly used in the literature [4], [5], [12], [57].

### TABLE II

| Data set          | n   | c | view 1          | view 2          | view 3          | view 4          | view 5          | view 6          |
|-------------------|-----|---|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| MFeat             | 2000| 10| fac (216)       | fou (76)        | kar (64)        | mor (6)         | pix (240)       | zer (47)        |
| Ads               | 3279| 2 | ul + alt-caption (588) | origurl (495) | ancorel (472) | -               | -               | -               |
| Caltech101-7      | 1474| 7 | CENTRIST (254)  | GIST (512)      | LBP (1180)      | HOG (1008)      | CH (64)         | SIPT-SPM (1000) |
| Caltech101-20     | 2386| 20| CENTRIST (254)  | GIST (512)      | LBP (1180)      | HOG (1008)      | CH (64)         | SIPT-SPM (1000) |
| Scene15           | 4310| 15| CENTRIST (254)  | GIST (512)      | LBP (1180)      | HOG (1008)      | CH (64)         | SIPT-SPM (1000) |
| NUS-wide-object   | 23953| 31 | BOW (500)      | CH (64)         | LBP (1180)      | HOG (1008)      | CH (64)         | SIPT-SPM (1000) |
| Pascal            | 1000| 20| Text (100)     | Image (1024)    | -               | -               | -               | -               |
| TVGraz            | 2058| 10| Text (100)     | Image (1024)    | -               | -               | -               | -               |
| Wikipedia         | 2866| 10| Text (100)     | Image (1024)    | -               | -               | -               | -               |
We will evaluate baselines in terms of SVMs since it is consistent with the built-in classifier of the proposed framework. Specifically, each dataset is split into training and testing sets. Each baseline method takes in a training set and outputs the learned projections and the new representation of the training set. The classifier is trained on the new representation of the training set. In the testing step, the testing set is first transformed to the common space via the given projections, and then the classifier is applied to make predictions of the testing data. We repeat the experiment for each baseline method over ten randomly drawn training and testing sets, and the mean accuracy with standard deviation on testing sets is reported.

Regularized MvOPLS and its variants share some common parameters, including the regularization parameters for $R_{\text{tikh}}$ and the dimension $k$ of the common space. In addition, MvDA-VC, MLDA, GMA, MvLDA-CCA, and their nonlinear versions have another regulating parameter $\lambda$ for an additional regularization term. For simplicity, we set $\gamma_s = \gamma = 10^{-4}$, $\forall s$ in (18), and the second regularization parameter is set to $\lambda = 10^{-2}$ for all experiments. The dimension $k$ is an important parameter for all subspace learning methods. Following the convention, we will evaluate all baseline methods over a set of $k$s. For Mfeat data, $k \in \{2, 3, 4, 5, 6\}$ is used since there are only six morphological features. For other datasets, $k \in \{2, 3, 5:5:50\}$ is used. The architecture of deep networks used for all nonlinear methods follows [12], where the widths of the hidden layers are 500 and 500, and there are three layers, including the output layer. During the training process, we take the full-batch optimization approach, as suggested in [12]. All nonlinear extensions are implemented in Pytorch [58] for tensor operations and eigenvalue decompositions. The Adam optimizer is used with the learning rate set to $10^{-3}$, and others are set by default. It is worth noting that our work in this article mainly focuses on the generalized framework and demonstrates its versatility to recast existing methods and inspire new models as needed, and thus fine-tuning all involved parameters to achieve the best possible performance by each method is not our main concern.

Cross-modal retrieval is different from multiview feature extraction. After the common space is learned on the training data, the testing data are used to query each other through the common space. We take the retrieval method proposed in [54] with $L_2$ metric to evaluate the performance of each method. Following [5], we set the latent dimension to 20 for the last three datasets in Table II for cross-modal multimedia retrieval.

### D. Performance Evaluation via Multiview Feature Extraction

The classification performance of all the methods on the first six datasets in Table II is compared from three different perspectives: the best overall accuracy of each method, the accuracy by varying the dimension of the common space, and the best accuracy by varying the training ratios.

#### 1) Overall Classification Performance

We first evaluate the nine methods and their two variants by comparing their best accuracies over all $k$s with 10% training and 90% testing split of data, and the results are shown in Table III. We have the following observations: 1) supervised methods significantly outperform unsupervised MCCa; 2) methods (with suffix "p")
trained on data of reduced dimensions have better accuracies than the same methods on original features (without suffix “p” and prefix “D”), and nonlinear transformations via deep networks (with suffix “D”) perform better than the same linear methods (with or without suffix “p”); 3) among the supervised MvOPLS models, GMA and MLDA demonstrate relatively worse results than others (that is possibly caused by the model assumption that their least squares in MvOPLS are built on the unlabeled data); and 4) our proposed method DMvLDA-CCA consistently outperforms others over all six datasets.

To get an overall picture of the nine methods and their two variants over the six datasets, we rank them in terms of their accuracies on each dataset, from 1 to 27 with 1 being the best and 27 being the worst. The average ranking over the six datasets is reported to measure the overall performance of each method. The top four methods are DMvLDA, DMvOPLS, DMvDA, and DMvLDA-CCA, where the two newly proposed models, DMvLDA-CCA and DMvOPLS, are in the top 1 and 4, respectively.

2) Impact of Common Subspace: The impact of common subspace on the performance of classification is evaluated by varying dimension $k$ of the subspace in a given range. Results of the nine methods and their two variants on Caltech101-20 and Ads are shown in Fig. 2. It can be observed that deep variants consistently achieve better accuracy as $k$ increases. However, those models on original data can behave somewhat unpredictably. Among them, MvLDAP behaves very differently from its other counterparts. In any case, the deep variants produce consistently better results than their two counterparts. Moreover, our proposed methods DMvLDA-CCA and MvLDA-CCAp show consistently better accuracy than their counterparts over most of the tested $k$s.

3) Impact of the Size of Training Data: We further evaluate the impact of the training ratio on the performance of classification. The results are shown in Fig. 3 where the training ratio is varied from 10% to 70% for the nine methods and their two variants on Mfeat and Caltech101-7. We observe that deep variants perform consistently better as the training ratio increases. Their two counterparts show similar trends but achieve lower accuracies compared with corresponding deep variants. Another observation is that MvOPLS and its variants can achieve relatively better accuracy for large training ratios on Mfeat, while DMvLDA-CCA achieves best results on small training ratios on both datasets. This is possibly because more labeled data degrades the importance of $R_{cc}$.

4) Impact of the Layers of Deep Networks: We also evaluate the sensitivity of deep network variants with respect to the depth of networks from 2 to 8 layers. Each layer consists of a linear layer with a nonlinear activation function. Here, two functions: sigmoid and tanh are used. The widths of all layers are set to 500. The results on two datasets Caltech101-7 and Ads are shown in Fig. 4. With both activation functions, DGMA and DMLDA show a bit worse accuracy, while the proposed DMvLDA-CCA performs well in general. For sigmoid, it is shown that the best performance occurs near 2–4 layers, but the accuracy drops significantly when the

Fig. 2. Accuracies of nine methods and their variants on Caltech101-20 and Ads with 10% training and 90% testing data split as $k$ varies.

Fig. 3. Accuracies of nine methods and their two variants on Caltech101-7 and Mfeat with varying training data ratio from 10% to 70%.
number of layers becomes large. This has been observed in the literature. However, tanh generally requires more layers to reach similar performance and continues to improve as the number of layers increases.

5) Parameter Sensitivity Analysis: MvDA-VC, MLDA, GMA, MvLDA-CCA, and their nonlinear versions have another parameter $\lambda$ (see Section IV-C). To investigate the impact of $\lambda$ on the four models, we repeat the experiments in Section VI-D1 on Caltech101-20 by fixing $k = 50$ and varying $\lambda \in [10^{-4}, 10^4]$. Experimental results are shown in Fig. 5. The four methods show large variations on the original input data, but they behave less sensitively to $\lambda$ for reduced data using either PCA or deep networks.

6) Empirical Time Complexity Analysis: We present the empirical time spent by each compared method on Mfeat ($k = 6$) and Caltech101-7 ($k = 50$) in Fig. 6. On Mfeat with 649 features in total, deep methods need much more time than others since many iterations are required even though each iteration takes less time. On Caltech101-7 with about 4018 features in total, deep methods take comparable time to counterpart methods with the original data as input, while counterparts with PCA become faster variants. This is because GEP on 4018 features dominates, while deep methods and counterparts with PCA can avoid this issue by working on reduced dimensions.

E. Performance Evaluation via Text-Image Retrieval

Text-image retrieval is used to evaluate MvOPLS and its variants on datasets whose two views are text and image, respectively. This task aims to retrieve an image (text) from a database for a given text (image) query. A correct retrieval is...
the one with the same class as the query. The mean average precision (mAP) score is the performance measurement for text-image retrieval, and it has been popularly used [5], [56]. The parameters of all methods are the same as those used in Section VI-D.

Table IV shows the mAP scores by the nine methods and their two variants on three datasets. We observe that: 1) PCA is helpful on Pascal, but not on TVGraz and Wikipedia; 2) deep variants outperform their counterparts, and DMvLDA-CCA produces the best performance in terms of the mAP score over all three datasets; and 3) DMvLDA does not show good performance for cross-modal retrieval as in classification (Section VI-D). These results demonstrate that deep network variants of MvOPLS for learning nonlinear transformations are effective for certain models, but not always.

VII. CONCLUSION

Previously, several multiview subspace learning methods are formulated equivalently as GEPs of diverse matrix pencils, mostly based on heuristic understanding and plausible fixes to incorporate information that comes to light. There is not much coherent foundation laid out for them, not to mention a unified one upon which they can be built. In this article, we have proposed a unified multiview learning framework for that purpose. The framework not only provides a deep understanding of many existing methods from the viewpoint of regularized least squares but also guides the development of new methods. Furthermore, the framework affords a nonlinear variant via deep networks with little additional effort. Extensive experiments in terms of two multiview learning tasks validate the proposed framework, the two newly instantiated models, and the new deep variants.

The proposed framework can provide appealing flexibility to design effective models for a wide range of learning objectives, beyond what we have discussed in this article. For example, the sparse CCA [42], [59] can be reformulated under the proposed framework with sparsity regularization over projection matrices, and more importantly, this reformulation lends itself to immediate extensions for multiview data of more than two views and of nonlinear representations via a deep network, following our developments in this article. Our framework can also be extended for another learning paradigm, such as semisupervised multiview learning, missing view learning, and other label matrix learning approaches [60], which we will investigate elsewhere.
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