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Abstract

**Background:** Automatic facial landmark localization in videos is an important first step in many computer vision applications, including the objective assessment of orofacial function. Convolutional neural networks (CNN) for facial landmarks localization are typically trained on faces of healthy and young adults, so model performance is inferior when applied to faces of older adults or people with diseases that affect facial movements, a phenomenon known as algorithmic bias. Fine-tuning pre-trained CNN models with representative data is a well-known technique used to reduce algorithmic bias and improve performance on clinical populations. However, the question of how much data is needed to properly fine-tune the model remains.

**Methods:** In this paper, we fine-tuned a popular CNN model for automatic facial landmarks localization using different number of manually annotated photographs from patients with facial palsy and evaluated the effects of the number of photographs used for model fine-tuning in the model performance by computing the normalized root mean squared error between the facial landmarks positions predicted by the model and those provided by manual annotators. Furthermore, we studied the effect of annotator bias by fine-tuning and evaluating the model with data provided by multiple annotators.

**Results:** Our results showed that fine-tuning the model with as little as 8 photographs from a single patient significantly improved the model performance on other individuals from the same clinical population, and that the best performance was achieved by fine-tuning the model with 320 photographs from 40 patients. Using more photographs for fine-tuning did not improve the model performance further. Regarding the annotator bias, we found that fine-tuning a CNN model with data from one annotator resulted in models biased against other annotators; our results also showed that this effect can be diminished by averaging data from multiple annotators.

**Conclusions:** It is possible to remove the algorithmic bias of **adept** CNN model for automatic facial landmark localization using data from only 40 participants (total of 320 photographs). These results pave the way to future clinical applications of CNN models for the automatic assessment of orofacial function in different clinical populations, including patients with Parkinson’s disease and stroke.
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Background

Clinical assessment of orofacial function in patients with neurological diseases such as dementia, Parkinson’s disease, stroke, and facial palsy is typically performed in face-to-face interviews with trained clinicians or using laboratory-based tests [1]. However, clinical evaluations are subjective, can be unreliable, and suffer from poor interrater agreement [2]. Moreover, laboratory tests, such as electromyography, magnetic resonance imaging, and facial motion tracking technology, are expensive, time-consuming, and their availability is limited [1].

New methods and algorithms based on recent advancements in machine learning (ML) and computer vision (CV) have been developed to assess orofacial function objectively and extract clinically useful information automatically from videos and photographs of patients [3–10]. These techniques track orofacial movements without using facial markers or specialized equipment. Different from laboratory tests, these techniques are inexpensive, easy-to-use, readily available, and can be used at-home. Our team have used these methods to evaluate the effectiveness of surgical treatments for Bell’s Palsy [4, 5, 8], and to extract biomarkers for detection and assessment of orofacial deficits in Parkinson’s disease [10, 11], amyotrophic lateral sclerosis [6], and stroke [7]. These techniques have the potential to revolutionize the assessment of orofacial deficits as they would allow frequent, cost-effective, objective in-home monitoring of disease progression and treatment effectiveness across various neurological diseases affecting the orofacial musculature.

The technology behind these methods and algorithms known as facial alignment (FA) – a set of ML models and algorithms for automatic localization of facial landmarks in digital images and videos – has been an active research topic for more than twenty-five years [12]. Convolutional Neural Networks (CNN) have recently emerged as the mainstream approach for FA; in particular, the Facial Alignment Network (FAN), a type of CNN, demonstrated superior performance in FA for photographs taken in realistic scenarios under challenging illumination, pose, and expressions [13–18]. We recently demonstrated that FAN provides superior performances when applied to clinical populations as compared to other popular algorithms for FA [19]. However, challenges remain when applying algorithms for facial analysis to a population with diversity in gender, and ethnicity [20], and to patients with diversity in age, physical/cognitive ability, and orofacial deficits [9, 21].
and others have shown that publicly available, i.e., pre-trained, FA algorithms and models perform better in healthy, young males, with light skin tones as compared to patients with neurological diseases [8, 9, 18, 21].

Recently, we retrained classical FA algorithms such as active appearance models [21], and cascade of regression trees [9], and fine-tuned the FAN model using transfer learning [18, 21] to improve their landmark localization accuracy in clinical populations including elderly subjects with dementia and patients with Bell’s palsy. Our results demonstrated that using patient-specific databases significantly improved the models’ performance. We obtained these results after including more than 700 images for model training in the case of patients with dementia [18, 21], and more than 1500 images in the case of unilateral facial palsy [9].

The clinical application of these results is limited as developing such large databases from patients with various - and often rare - diseases for model fine-tuning is difficult, expensive, and oftentimes impossible. Thus, the first objective of this paper was to evaluate to what extent the size of the training set (i.e., number of disease-specific photographs) used to fine-tune CNN models for FA influences the model performance. Based on results on fine-tuning CNN models for image classification [22], we hypothesized that a relatively small number of standard clinical photographs would be sufficient to significantly boost the performance of the FAN model for FA.

Moreover, a recent study showed that ML models trained with manually annotated databases might be influenced by the annotator, and their performance may vary depending on the annotator [23]. The annotator bias has important consequences for the real-world application of ML models and has been an active research topic in the area of Natural Language Processing [24–26]. However, to our knowledge, the problem of annotator bias has not been studied in the context of FA.

Thus, the second objective of this paper was to estimate the effects of annotator bias in the model performance and evaluate approaches to reduce the bias. Based on previous results from natural language processing [25], we hypothesized that by averaging the landmark positions provided by multiple annotators, it was possible to reduce the effects of annotator bias, and that this reduction was less meaningful when the inter-annotators agreement was higher.
Materials and Methods

Databases

Two different datasets were used in this study for fine-tuning and evaluating the FA algorithm; in total, 250 patients and 10 healthy subjects participated in the creation of these datasets. The first dataset consists of 1600 facial photographs from 200 patients with unilateral facial paralysis [9]. The dataset contains facial photographs of 135 females and 65 males aged between 7 and 89 years.

During the creation of this dataset, a clinical photographer captured high-resolution photographs (1080 × 720 pixels) of a standardized series of eight facial expressions used to evaluate facial mimetic function [27]; these expressions correspond to rest, eyebrow elevation, light effort eye closure, full effort eye closure, light effort smile, full effort smile, pucker, and lip depression. Photographs of patients were obtained while they were looking straight at the camera and under the same illumination and background conditions.

The 1600 facial photographs were randomly divided into three non-overlapping groups; all images of the same patient were included in the same group. The groups were: (1) model training (160 patients, corresponding to N=1280 photographs), (2) model validation (20 patients, corresponding to N=160 photographs), and (3) model testing (20 patients, corresponding to N=160 photographs).

The second dataset consists of 480 facial photographs from 60 subjects: 50 patients with unilateral facial paralysis, and 10 healthy controls [28]. Similar to the first dataset, a clinical photographer captured high-resolution photographs (1080 × 720 pixels) of a standardized series of eight facial expressions used to evaluate facial mimetic function. Each patient was globally characterised by the degree of their facial paralysis as: near normal, mild, moderate, severe, and complete by an expert clinician.

In each of the photograph, the locations of 68 facial landmarks, defining the eyebrows, eyes, nose, mouth, and jawline, were manually localized by three independent annotators using Emotrics, an open-source interface for facial landmark annotation [8]. Annotators were trained together but performed the annotation independently at their own pace. Landmark coordinates of three manual annotators were averaged for each photograph to define ground-truth locations.
Pre-trained FAN model

The pre-trained FAN model has been trained with 230,000 facial photographs [16]. The database used to train the FAN model contained a large variety of poses, expressions, illuminations, backgrounds, and scales so that the pre-trained model is a robust and generic tool for FA [19]. The database used for model training and the resulting pre-trained model is freely available online (https://github.com/1adrianb/face-alignment).

The FAN model is composed of five sequential stages; the first stage transforms the input image into a set of 256 feature maps of dimensions 64x64, the remaining four stages are a series of stacked hourglass networks that transform the features into a set of 68 heatmaps of dimensions 64x64; each heatmap provides the estimated position of a facial landmark [13].

Fine-tuning the FAN model with patient’s data

To fine-tune the FAN model, we froze the provided pre-trained model’s parameters of the first four out of five stages and updated the parameters of the last hourglass network using photographs of people with facial palsy, similar to what we did before in our study of people with dementia [21]. Fine-tuning was performed in Python using the PyTorch library on a Nvidia GeForce GTX 1080 graphics processing unit.

We used the first dataset to evaluate whether the number of disease-specific facial photographs used to fine-tune the FAN model affected the accuracy of facial landmark localization in patients. Data from the model training group was divided into ten subgroups, each subgroup containing a randomly selected group of patients; the ten subgroups contained 1, 2, 3, 4, 5, 10, 20, 40, 80 and 160 patients (corresponding to 8, 16, 24, 32, 40, 80, 160, 320, 640 and 1280 photographs respectively). Patients’ photographs in each subgroup were used to fine-tune the FAN model so that ten new models were generated. Training was performed for 50 epochs with early stopping to prevent over-fitting. The model validation group was used to determine the best model during training.

Evaluation of algorithmic bias against clinical population

We used the second dataset to evaluate the algorithmic bias against clinical population and how fine-tuning the model with representative data mitigates the bias. A total of 15 subjects were selected from the database: 5 near normal, 5 with
moderate paralysis, and 5 with severe paralysis. Only photographs from one single expression - full effort smile - were used for evaluation of algorithmic bias. In total, 15 photographs were used; facial landmarks in each photograph were estimated using the pre-trained FAN model, and the models fine-tuned with different number of patients.

Evaluation of annotator bias

We used the first dataset to estimate the effects of the annotator bias in the model performance and evaluate i) whether by averaging the landmark positions provided by multiple annotators it would be possible to reduce the effects of annotator bias, and ii) whether this reduction was less meaningful when inter-annotators agreement was higher. We first estimated the agreement between annotators by computing the Euclidian distance in pixels between landmarks provided by each annotator for all photographs. Then, we created six additional datasets with data provided by each annotator (three datasets), and by averaging the data provided by each pair of annotators (three datasets). Similarly to the initial experiment used for fine-tuning the FAN model with patient’s data, the new datasets were split into model training (160 patients, corresponding to N = 1280 images), model validation (20 patients, corresponding to N=160 images), and model testing (20 patients, corresponding to N=160 images). These datasets were used to create six additional models by fine-tuning the pre-trained FAN model using all the 1280 images in the model training set.

Model evaluation

A total of sixteen new models were created: Ten with the ground truth landmarks by dividing the patients’ dataset into subgroups with different number of patients; three more were created by using the landmark information provided by each annotator; and three more were created by averaging the landmarks provided by each pair of annotators. The performance of these sixteen models as well as the original, pre-trained model is reported in this paper only for images that were not used for fine-tuning or validating the models, that is, the model testing subgroup of the first dataset, and the selected 15 photographs of the second dataset.

Accuracy in landmark localization was computed in terms of the Root-Mean-Squared Error (RMSE) between manually annotated and FAN-predicted landmark
positions normalized by the intercanthal distance (NRMSE) [28]. Statistical differences between models were evaluated using the non-parametric Wilcoxon signed-rank test. Statistical significance was considered at \( p < 0.05 \).

**Results**

Facial landmark detection with Pre-trained and fine-tuned FAN model

Figure 1 shows a box and whiskers plot representing the NRMSE obtained for the model testing group with the pre-trained FAN - corresponding to 0 on the x-axis. The mean and standard deviation of the NRMSE for the pre-trained model were 11.5 ± 3.3%. The remaining results in Figure 1 show that fine-tuning the network with patients' photographs led to improved accuracy in facial landmark localization in this patient population. Moreover, results also show that using more than 40 patients (N=320 photographs) for fine-tuning did not produce further significant improvements in accuracy.

Specifically, fine-tuning the FAN model with 1 subject (N=8 photographs) produced a model with mean and standard deviation of the NRMSE of 10.1 ± 3.4%, a significant reduction from the error produced by the pre-trained network (\( p << 0.05 \)). Including more patients for fine-tuning improved the model accuracy, but including 2, 3, 4 or 5 patients for fine-tuning did not significantly improved the model performance, when compared with results yielded by the FAN model fine-tuned with 1 patient. Using 10 patients (N=80 photographs) resulted in a model with mean and standard deviation of the NRMSE of 8.4 ± 2.6% – a significant reduction from the error produced by the FAN model fine-tuned with 1-5 patients (\( p << 0.05 \)). Increasing the number of patients to 40 (N=320 photographs) resulted in a model with mean and standard deviation of the NRMSE at 6.7 ± 2.0% – a significant reduction from the error produced by the FAN model fine-tuned with 10 patients (\( p << 0.05 \)). Finally, increasing the number of patients used for fine-tuning to 80 or 160 (N= 640 or 1280 photographs respectively) did not result in significant improvement in accuracy when compared with results yielded by the FAN model fine-tuned with 40 patients (\( p > 0.05 \) in both cases).

Algorithmic bias

Figure 2 shows the mean and standard deviation of the NRMSE obtained for the photographs of near normal patients (blue line), patients with moderate paralysis...
(green line), and patients with complete paralysis (red line) with the pre-trained\(^1\) model, corresponding to 0 in the x-axis. Results demonstrate a significant different\(^2\) in the model performance as a function of disease severity. NRMSE changed from\(^3\) 8.3 ± 1.8% for near normal patients, to 9.8 ± 1.2% for patients with moderate\(^4\) paralysis, and to 12.3 ± 2.1% for patients with severe paralysis. Statistical analysis\(^5\) showed a significant difference between near normal and severe paralysis group\(^6\) \((p < 0.05)\), and non-significant different among other groups.\(^7\)

As observed in Figure 2, fine-tuning improved the model performance for all patients groups. In particular, after fine-tuning the model with 40 patients (\(N=320\)) photographs, the NRMSE decreased to 6.1±1.3%, 6.1±0.8%, and 7.1±1.6% for the near normal, moderate paralysis, and complete paralysis groups respectively. Statistical analysis showed no-significant difference between groups \((p=0.99\) between near normal and moderate paralysis, \(p=0.28\) between near normal and complete paralysis, and \(p=0.36\) between moderate paralysis and complete paralysis). Finally, no further improvement in the NRMSE was observed after fine-tuning the model with more than 40 patients.

Annotator bias

Table 1 presents the Euclidean distance (mean ± standard deviation) in pixels\(^8\) between landmarks provided by each annotator. The results show that annotators\(^9\) 1 and 2 had a higher landmark localization agreement than annotators 1 and 3, and annotators 2 and 3.

Table 2 presents the results of the annotator bias analysis. The table shows the NRMSE (mean ± standard deviation) between the position of the landmarks yielded by the six models trained with the databases created by combining different number of annotators compared to the manually annotated landmarks provided by each annotator.

The first three rows of Table 2 present the results of fine-tuning the model with data from one single annotator. These results indicated that a model trained with data from one annotator provided significantly lower NRMSE for testing data from the same annotator as compared to testing data provided by other annotators. Specifically, the model fine-tuned with data from Annotator 1, yielded a NRMSE of 7.9 ± 2.0% when compared against manual annotations provided by the same
The NRMSE significantly increased to 8.2 ± 2.2% (p << 0.05) when compared against manual annotations provided by Annotator 2, and to 8.7 ± 2.4% (p << 0.05) when compared against manual annotations provided by Annotator 3. Similar results were obtained for models fine-tuned with data from other annotators.

Finally, the last three rows of Table 2 present the results of fine-tuning the model with data obtained by averaging the landmark positions provided by each pair of annotators. Results indicated that averaging the landmark positions from two annotators could help to remove the bias against other annotator not seen in the training set; however, these results seem to depend on the agreement between annotators. For instance, we observed that the model created by averaging the annotations provided by Annotators 1 and 3, yielded a NRMSE of 8.0 ± 2.0% and 7.9 ± 2.2% when compared against manual annotations yielded by Annotator 1 and 3 respectively; and the NRMSE did not increase significantly when compared against manual annotations provided by Annotator 2. Similar results were obtained for the model created by averaging the annotations provided by Annotators 2 and 3. In contrast, the model created by averaging the annotations provided by Annotators 1 and 2, who have the highest agreement, yielded a NRMSE of 7.6 ± 1.9% and 7.5 ± 2.0% when compared against manual annotations yielded by Annotator 1 and 2 respectively, and the NRMSE significantly increased to 8.5 ± 2.3% (p << 0.05) when compared against manual annotations provided by Annotator 3.

Discussion

Automatic assessment of orofacial function has the potential to revolutionize the diagnosis and monitoring of neurological diseases including Parkinson’s disease, stroke, ALS, and facial palsy. Translation from laboratory methods to clinically useful tools requires accurate algorithms for automatic localization of facial landmarks in photographs and videos of patients. However, advancements in FA technology have mostly focused on applications tailored for young healthy population, such as identity recognition [12]. Thus, publicly available FA algorithms perform poorly when applied to populations with orofacial abnormalities [9] or elderly subjects with neurological conditions [21]. Previously, addressing this challenge implied acquiring thousands of images with manually annotated landmarks and training FA algorithms using these images [9, 21]. However, recent advances in neural network...
models have provided new alternatives whereby CNN models pre-trained with a large corpus of data are fine-tuned with a relatively small dataset to improve their performance for a specific task or population [22, 29]. In this study, we explored the utility of this technique to improve the accuracy of FA algorithms in patient population, and demonstrated that only a small corpus of representative data – 40 patients with a total of 320 photographs – is needed to remove the algorithmic bias of a well-known CNN model for facial alignment. Next, we discuss the different contributions of this study and its clinical implications.

Fine-tuning FA models

The pre-trained FAN, trained with 230,000 images of healthy subjects [16], performed poorly when applied to images of patients with facial palsy, as measured by a large NRMSE and large error variability. The poor performance might be explained by missing information in the training dataset related to 1) patients’ facial abnormalities, 2) patients’ pose and expression, 3) photographs illumination, and 4) differences in manual annotations between databases used to train and evaluate the model. The results indicated that by fine-tuning the FAN with a handful of patient-specific photographs the network learned additional information that boosted its performance. Even fine-tuning with only 8 photographs, produced a significant improvement in performance (NRMSE reduced from 11.5% to 10.1%). Including more patients’ photographs in the training dataset further improved the model performance. However, the improvement was not linearly related to the number of images used for fine-tuning, and there was a limit to what the network could learn from these images. Our results showed that using 40 patients (N=320 photographs) decreased the NRMSE to 6.7±2.0%, but adding more patients for fine-tuning resulted in non-significant improvements in model accuracy. These results can be explained by the fact that background, illumination, and pose are carefully controlled in these clinical photographs; the main sources of variability are identity, expressions, and orofacial abnormalities. Our results showed that the network was able to explain these sources of variability with a relatively small corpus of data.

Algorithmic bias

In this study, we demonstrated that the well-known FAN model for FA is biased against patients with facial palsy. The model performed significantly worse when
applied to patients with complete paralysis than when applied to near normal pa-
01. This result is in line with our recent results on elderly subjects with dementia
02. [17], [20], and stroke survivors [18]. Furthermore, our results showed that fine-tuning
03. CNN models with representative data significantly improved the model performance
04. when applied to subject with severe facial deformities, and eliminated the algorithm
05. bias against this population. We observed that after fine-tuning the model with 40
06. patients, there was only a small, non-significant, difference in the error obtained
07. when applied to patients with complete paralysis and to near normal patients. We
08. expect that these results will be transferable to other clinical populations.

Annotator bias

To our knowledge, our results are the first to quantitatively demonstrate that FA
09. CNN models trained with data provided by a single annotator are biased against
10. other annotators; these results agreed with observations made in other areas of
11. machine learning [23].

These results supported our hypotheses that was possible to mitigate the effects
12. of annotator bias by averaging the landmark positions provided by multiple annota-
13. tors; and that this effect was influenced by the level of agreement among annotators.

We observed that averaging annotators 1 and 3, and 2 and 3 produced models that
14. were not biased against another annotator. However, averaging annotators 1 and 2,
15. who had the highest agreement, did not have the same effect. Current training ap-
16. proaches for FA algorithms involve combining multiple datasets manually annotated
17. by different groups without any standards, aside from the number of landmarks, and
18. their general locations. Our results indicated that this training approach might be
19. beneficial, as the CNN model will have to adapt to the multiple annotation styles,
20. potentially leading to more flexible models.

Clinical implications

Our results have important implications for future clinical applications of FA. We
21. showed that only a small manually annotated dataset significantly improved the
22. landmark localization accuracy in a clinical population, and that there was a limit
23. to what the model can learn from similar photographs. Based on these results, we
24. suggest that models should be fine-tuned incrementally as data become available,
25. because using even a very small corpus of representative data could significantly
improve the model performance with that population. This approach would help detect when the CNN model stops improving from the addition of more data, which would help to guide the data collection procedure. Finally, we demonstrated that CNN models learn annotators' styles and might be biased against other annotators. Thus, it is advisable to include multiple annotators in the training and validation data to help mitigate annotator bias.

Conclusions

We demonstrated that fine-tuning CNN models with representative data can help eliminate the model bias against clinical populations. We produced an ML algorithm for automatic facial landmark localization in patients with facial palsy that is highly accurate, as compared to pre-trained models, using a only 320 manually annotated photographs for fine-tuning. Our results, open-access tools, and algorithms pave the way to future clinical application of FA, as they facilitate and provide useful guidelines for the application of these techniques in clinical populations.
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Table 1: Mean ± standard deviation of the agreement between annotators as measured by the Euclidean distance between landmarks (in pixels) for each photograph. Smaller numbers indicate better agreement.

| Annotator 1 | Annotator 3 | Annotator 3 |
|-------------|-------------|-------------|
| Annotator 1 | 0           | –           | –           |
| Annotator 2 | 58.6 ± 22.5 | 0           | –           |
| Annotator 3 | 72.9 ± 27.3 | 69.0 ± 23.6 | 0           |
Figure 1 Normalized Root Mean Square Error (NRMSE) of facial landmark localization for the FAN model as a function of the number of patients used for fine-tuning the model when applied to photographs of patients with facial palsy.

Figure 2 Normalized Root Mean Square Error (NRMSE) of facial landmark localization for the FAN model as a function of the number of patients used for fine-tuning the model when photographs of near normal patients (blue), patients with moderate facial paralysis (green), and patients with complete facial paralysis (red).
Table 2: Mean ± standard deviation of the NRMSE yielded by models fine-tuned with data provided by a single annotator (rows 1 to 3) and with data obtained by averaging each pair of annotators (rows 4 to 6) when compared to manual annotations provided by each annotator. Bolded results indicate that errors are significantly different \((p < 0.05)\) than others presented in the same row.

| Model         | Annotator 1  | Annotator 2  | Annotator 3  |
|---------------|--------------|--------------|--------------|
| Annotator 1   | **7.9 ± 2.0**| 8.2 ± 2.2    | 8.7 ± 2.4    |
| Annotator 2   | 8.2 ± 2.1    | **7.3 ± 1.9**| 8.6 ± 2.4    |
| Annotator 3   | 9.0 ± 2.5    | 8.7 ± 2.6    | **8.3 ± 2.6**|
| Annotator 1&2 | 7.6 ± 1.9    | 7.5 ± 2.0    | **8.5 ± 2.3**|
| Annotator 1&3 | 8.0 ± 2.0    | 8.0 ± 2.3    | 7.9 ± 2.2    |
| Annotator 2&3 | 8.2 ± 2.2    | 8.1 ± 2.2    | 8.3 ± 2.5    |