Quark-gluon backscattering in the Regge limit at one-loop
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1 Introduction

The scattering of quarks and gluons at small momentum transfer is one of the most challenging processes to completely understand. In this kinematical region, called the Regge limit, two incoming quarks or gluons scatter into two outgoing jets moving in nearly the same direction as the incoming partons. The power-law behavior of the scattering amplitude, typically of the form $s/t$, makes the Regge limit dominate the cross sections. The $s/t$ behavior is present already at tree-level; at higher orders in perturbation theory it is supplemented by logarithms of the form $\ln(s/t)$. When the logarithms are resummed, the amplitude scales like $(s/t)^\gamma$ where $\gamma$ is called the Regge trajectory [1–7]. The structure of scattering amplitudes in the Regge limit is of interest in a wide variety of applications, including the total cross sections at colliders [8], unitarity constraints, integrability [9, 10], factorization-violation [11–14], and bootstrapping scattering amplitudes in $\mathcal{N} = 4$ super-Yang Mills theory [15–20].

To study the Regge limit, the traditional approach has been essentially diagrammatic. One considers all the possible Feynman diagrams that could contribute, expands them in the Regge limit in some particular gauge, and looks for patterns and relationships among the contributions. This method allows one to extract the all-orders structure of the Regge limit and leads to the Balitsky–Fadin–Kuraev–Lipatov (BFKL) equation [21, 22]. A number of textbooks describe this procedure in detail [23, 24].

An alternative approach to studying the Regge limit is with effective field theory. Soft-Collinear Effective Theory (SCET) [25–30] is a powerful tool which has been shown to reproduce the leading infrared singular behavior of QCD away from the Regge region. If none of the outgoing particles are collinear to any of the incoming particles, then scattering processes factorize into a number collinear sectors, one associated with each incoming parton or outgoing jet, plus a single global soft sector. It has been proven that all of the infrared divergences of QCD are reproduced by SCET in such configurations, and for infrared-safe cross sections, the leading power behavior is entirely reproduced. Applications of SCET to collider physics are diverse and in a number of cases resummation at the next-to-next-to-next-to-leading logarithmic level (N3LL) is possible.

In the Regge limit, soft and collinear modes are insufficient to describe the leading power behavior of scattering amplitudes. Instead, one must supplement the SCET Lagrangian with a set of non-local potential operators, heuristically of the form $\mathcal{O}_n\mathcal{O}_{\bar{n}}\mathcal{O}_n/t$, where $\mathcal{O}_n$ and $\mathcal{O}_{\bar{n}}$ encode the collinear scattering in the $n$ and $\bar{n}$ directions, and $\mathcal{O}_s$ encodes the soft scattering. The explicit $1/t$ dependence comes from integrating out the tree-level Glauber exchange [31]. We refer to this theory as Glauber-SCET. Unlike in the hard-scattering case, where the Regge region is avoided, there are no rigorous proofs that SCET supplemented with Glauber potential operators of this type will indeed reproduce the leading power behavior of full QCD. Thus it is important to perform as many checks as possible. Calculations with Glauber-SCET are significantly more challenging than those in SCET without Glauber modes due to the presence of rapidity divergences.

In the forward scattering region for quark-gluon scattering $qg \to qg$ with the outgoing quark collinear to the incoming quark, the Regge region is dominated by the exchange of
Glauber gluons. These gluons have spacelike momentum $q$ with $0 \leq -q^2 = -q_\perp^2 \ll Q^2$, where $Q$ is the center-of-mass energy of the collision. Including spin effects, the $gg \to gg$ forward scattering amplitude in the Glauber region scales like $(-q_\perp^2/Q^2)^{-1}$ [31]. In this paper, we instead focus on the backward scattering region. In this region, the Regge limit is described by Glauber fermion exchange and the amplitude scales like $(-q_\perp^2/Q^2)^{-1/2}$. Thus Glauber fermion exchange is power suppressed compared to Glauber gluon exchange. However, the two exchanges contribute in different kinematical regions; Glauber fermion exchange describes the leading power behavior in the backward scattering region. Moreover, Glauber gluon exchange is necessarily non-Abelian whereas Glauber-fermion exchange is not: in QED, the amplitude for $e^-\gamma \to e^-\gamma$ is non-singular in the forward scattering region, but is singular for backward-scattering.

Thus to make progress on some challenging foundational questions in quantum field theory, such as how to define the $S$-matrix for charged particles [32–34], a problem even in QED, it helps to have a better understanding of singularities present in QED, such as in the backward scattering region.

In this paper, we focus on quark-gluon backscattering in the Regge limit at one-loop order. We compute the full one-loop $2 \to 2$ scattering amplitude in QCD and then expand in the Regge limit. We also compute the full one-loop $2 \to 2$ scattering amplitude in Glauber-SCET including only the leading order operator required for tree-level matching. We find that the two calculations agree exactly.

2 Glauber SCET

This section reviews the general construction of SCET, and describes the additional terms that need to be included in the Lagrangian to accommodate Glauber quark exchanges. It also serves to define the notation we use.

2.1 SCET

Soft-Collinear-Effective Theory is an effective theory that was developed to better understand the soft and collinear limit of gauge theories like QCD, systematize the concept of factorization, and successfully apply these ideas to collider physics. In order to describe soft and collinear modes, one sets up a light cone momentum basis, where the lightlike elements of the basis are taken to align with the jet axis in a collider process. For any lightlike direction $n^\mu = (1, \vec{n})$ one can define the backwards lightlike direction $\bar{n}^\mu = (1, -\vec{n})$ and two transverse directions denoted by $\perp$ that are orthogonal to $n^\mu$ and $\bar{n}^\mu$. Any four-vector $p^\mu$ can be decomposed into lightcone and perpendicular components,

$$p^\mu = \frac{\bar{n} \cdot p}{2} n^\mu + \frac{n \cdot p}{2} \bar{n}^\mu + p_\perp^\mu,$$

where $n \cdot \bar{n} = 2$ and

$$n \cdot n = \bar{n} \cdot \bar{n} = n \cdot p_\perp = \bar{n} \cdot p_\perp = 0.$$

\footnote{Here we are using the scaling for the spinors and not for the quark fields. The spinors power count as $O((-q_\perp^2/Q^2)^0)$, while the quark field power counts as $O((-q_\perp^2/Q^2)^{1/2})$.}
Sometimes the $p^\pm$ notation is also used for the lightcone components,
\[ p^+ = n \cdot p, \quad p^- = \bar{n} \cdot p. \] (2.3)

SCET describes scattering process in an expansion in a power counting parameter $\lambda \ll 1$. For jet physics, the parameter might be the ratio of the mass of an outgoing jet to the center-of-mass energy, $\lambda \sim m/Q$. For Regge physics, the power counting parameter is the transverse momentum of the scattered particles (relative to the incident direction), divided by the center-of-mass energy, $\lambda^2 \sim \vec{q}_\perp^2/Q^2$. Modes in the effective theory are defined by the scaling of their lightcone momentum components with respect to the power counting parameter. Using the notation
\[ p^\mu \sim (\bar{n} \cdot p, n \cdot p, |p_\perp|) \equiv (p^-, p^+, |p_\perp|), \] (2.4)
the various soft and collinear modes are
\[
\begin{align*}
n \text{ collinear} & : p^\mu \sim Q \left(1, \lambda^2, \lambda \right) \\
\bar{n} \text{ collinear} & : p^\mu \sim Q \left(\lambda^2, 1, \lambda \right) \\
\text{ soft} & : p^\mu \sim Q(\lambda, \lambda, \lambda) \\
\text{ ultrasoft} & : p^\mu \sim Q(\lambda^2, \lambda^2, \lambda^2). \tag{2.5}
\end{align*}
\]
Whether soft or ultrasoft modes are relevant depends on the particular problem one is interested in. Ultrasoft modes only affect the smallest lightcone component of collinear momenta, but not the transverse components. For most hard-scattering jet physics processes, ultrasoft modes are sufficient. SCET with ultrasoft but not soft modes is called SCET\textsubscript{I}. For Regge physics, we will need to account for recoil of the transverse components of collinear fields from soft emissions. For such physics, soft rather than ultrasoft modes are relevant. SCET with soft modes is called SCET\textsubscript{II}. The invariant mass of collinear modes is $\lambda^2$, of soft modes is $\lambda^2$, and of ultrasoft modes is $\lambda^4$. The invariant mass of ultrasoft modes in SCET\textsubscript{I} is much smaller than that of collinear modes, whereas soft and collinear modes in SCET\textsubscript{II} have the same invariant mass.

In addition to the scaling of the momentum components, fields and states in the theory also have scaling which can depend on spin. A Dirac spinors $u(p)$ can always be decomposed into two lightcone spinors $u = \xi_n + \varphi_n$ using the projectors $\not n \not p/4$ and $\not p/4$,\[ \frac{\not n \not p}{4} u = \xi_n, \quad \frac{\not p}{4} u = \varphi_n. \] (2.6)

Due to the equations of motion $\not u(p) = 0$, the $\varphi_n$ spinor is power suppressed compared to the $\xi_n$ spinor, $\varphi_n \sim \lambda$ and $\xi_n \sim \lambda^{0.2}$. Thus SCET integrates out $\varphi_n$ using the equations of motion, so that fermions are described by the spinor $\xi_n$, which has two independent components. This amounts to replacing
\[ u \to \left(1 + \frac{\not p}{4n \cdot p}\right) \xi_n, \quad \bar{u} \to \bar{\xi}_n \left(1 + \frac{\not n \not p}{4n \cdot p}\right). \] (2.7)

\(^2\text{Note that the collinear quark fields, } \xi_n(x) \text{ and } \varphi_n(x) \text{ on the other hand scale as } \lambda \text{ and } \lambda^2 \text{ respectively.} \)
Similarly, gluon polarization states have scaling determined by consistency with collinear gauge invariance. The components of the polarization scale proportionally to the momenta,

\[ n \cdot \epsilon \sim \lambda, \quad \epsilon_\perp \sim \lambda^0, \quad \bar{n} \cdot \epsilon \sim \frac{1}{\lambda}, \]

for an \( n \)-collinear gluon. Using the equations of motion \( p \cdot \epsilon = 0 \) for an on-shell gluon, the small polarization component can be integrated out analogously to the fermion case,

\[ n \cdot \epsilon \rightarrow -\frac{n \cdot p}{\bar{n} \cdot p} \bar{n} \cdot \epsilon - \frac{2}{\bar{n} \cdot p} p_\perp \cdot \epsilon_\perp. \]

Since the equations of motion are used to simplify the SCET Lagrangian (or equivalently, the SCET and QCD amplitudes only agree on-shell), we must consistently use these substitutions to see agreement between QCD and SCET. That is, we must eliminate the small components of the spinors and polarization vectors in QCD to extract the leading power behavior.

Operators in SCET are usually written in terms of gauge invariant building block, constructed from the leading power spin components of the fields wrapped in Wilson lines. For collinear quarks and gluons these combinations are [35]

\[ \chi_n(x) = \left[ W_n^\dagger(x) \xi_n(x) \right], \quad B_{n\perp}^\mu(x) = \frac{1}{g} \left[ W_n^\dagger(x) i D_\perp^\mu W_n(x) \right], \]

where \( W_n(x) \) denotes a collinear Wilson line, representing the source of radiation from all charged particles other than the collinear field in the \( n \) direction. Similarly, the gauge invariant soft gluon field is given by

\[ B_{S\perp}^\mu = \frac{1}{g} \left[ S_n^\dagger i D_\perp^\mu S_n \right]. \]

Equation (2.11) are gluon fields for soft outgoing radiation. One could alternatively define the gauge-invariant soft gluon fields in terms of Wilson lines representing incoming radiation:

\[ B_{S\perp}^\mu = \frac{1}{g} \left[ S_n^\dagger i D_\perp^\mu S_n \right]. \]

\( S_n \) differs from \( S_n \) in whether the Wilson line is from \(-\infty \) to \( x \) or \( x \) to \( \infty \), i.e. the \( \pm i0^+ \) prescription in the eikonal propagators (see appendix A.1). The quark-gluon scattering amplitude in our Glauber-SCET problem is independent of which Wilson lines are chosen. We choose outgoing Wilson lines as in eq. (2.11). If one uses incoming Wilson lines, the soft graphs come out differently, but there is a non-vanishing soft-Glauber zero-bin subtraction [36] which restores equivalence to the outgoing case. This issue is discussed in [31] and we reproduce their observation in sections 4.2.4 and appendix B.

---

\(^3\)We use the sign convention \( D_\mu = \partial_\mu - igA_\mu \).
2.2 Glauber operators

In the Regge limit, the exchanged Glauber gluon or quark couples different collinear sectors to each other. For a Glauber particle to couple to the $n$ collinear sector, it must have subdominant scaling to the $n$-collinear scaling, i.e. $p_G \lesssim Q(1, \lambda^2, \lambda)$. For the same Glauber particle to couple to the $\bar{n}$-collinear sector, it must have $p_G \lesssim Q(\lambda^2, 1, \lambda)$. Thus we have

$$Glauber : p_G^\mu \sim Q(\lambda^2, \lambda^2, \lambda)$$

(2.13)

for the momentum scaling of Glauber particles. Since $p^2 = (\bar{n} \cdot p)(\bar{n} \cdot p) + p_\perp^2$ and the two terms scale like $\lambda^4$ and $\lambda^2$ respectively, it is impossible for a Glauber particle to be on-shell. Thus Glauber exchange in SCET is described by non-propagating potentials. Glauber potential operators were introduced in ref. [31] for Glauber gluon exchange, and ref. [37] for Glauber fermion exchange.

In the fermionic Glauber case, the operator required for tree-level matching is [37]

$$O_T = \bar{\chi}_n B_{n\perp} \frac{1}{P_\perp} O_s \frac{1}{P_\perp} B_{\bar{n}\perp} \chi_{\bar{n}},$$

(2.14)

where $P^\mu_s$ is a label operator that picks out the transverse momenta of the fields it acts on. The operator $O_s$ involves soft fields:

$$O_s = -2\pi \alpha_s \left[ S_{n}^i S_{n}^j P_\perp + P_\perp S_{n}^i S_{n}^j - S_{n}^i S_{n} g B_{S\perp}^n - g B_{S\perp}^n S_{n}^i S_{n} \right].$$

(2.15)

The coefficients of the various terms in this operator were derived in [37] by matching onto QCD in the Regge limit with additional soft gluons emitted.

To describe soft-collinear scattering in the Regge limit, soft-collinear Glauber operators are necessary [31, 37]:

$$O_{Sn} = (-4\pi \alpha_s)\bar{\chi}_n B_{n\perp} \frac{1}{P_\perp} B_{S\perp}^n \psi_S + h.c., \quad O_{S\bar{n}} = (-4\pi \alpha_s)\bar{\chi}_{\bar{n}} B_{\bar{n}\perp} \frac{1}{P_\perp} B_{S\perp}^{\bar{n}} \psi_{\bar{S}} + h.c.,$$

(2.16)

where

$$\psi_S^3 = S_{n}^i \psi_S, \quad \psi_{\bar{S}}^3 = S_{\bar{n}}^i \psi_{\bar{S}}.$$  

(2.17)

Here $\psi_S$ is a soft quark field, and the label $(n/\bar{n})$ denotes the direction of the Wilson line that dresses the field. As with $O_T$ and $O_s$ the structure of these operators has been fixed to reproduce the leading-power behavior of the full QCD amplitudes at tree level. As shown in [37] at one-loop, the interference between emission from these two operators in a time-ordered product contributes to collinear-collinear scattering at one-loop (see eq. (4.27) below).

The leading-order collinear-collinear Glauber gluon operators take the form

$$O_{ij}^{G(0)} = O_{i,n}^b \frac{1}{P_\perp^2} O_{\bar{n},\bar{b}}^{bc} \frac{1}{P_\perp^2} O_{j,\bar{n}}^c,$$

(2.18)

where $O_{n,\bar{n}}^{bc}$ arises from a Glauber gluon exchange and can be found in [31]. The collinear operators $O_{i,n}^b$ and $O_{j,\bar{n}}^c$ are labelled by the scattering entities $i$ and $j$ (which could be quarks $q$ and gluons $g$), and have the following structure -

$$O_{q,n}^b = \bar{\chi}_n T^b \frac{\bar{n}}{2} \chi_n, \quad O_{q,\bar{n}}^b = \left[ i \frac{1}{2} f^{bcd} B_{n,\perp,\mu} \bar{n} \cdot (P + P') B_{\bar{n},\perp}^d \right].$$

(2.19)
The structure and normalization of these operators are fixed at tree-level from matching to quark-quark scattering in the forward limit in QCD. As with the soft-collinear operator, the operators $O_{gg}^{GG0}, O_{qg}^{GG0}, O_{gg}^{GG0}, O_{qg}^{GG0}$ will contribute to quark-gluon backscattering at one loop. In this case, it is through interference with the collinear-collinear Glauber quark operator in box diagrams (see eq. (4.34) below).

In addition to the above operators, all of which were discussed in [37], there are additional leading-power collinear-collinear Glauber operators that could be relevant beyond tree-level. We can write the full Fermionic Glauber content of the Glauber-SCET Lagrangian as

$$O_{FG} = C_T O_T + C_{L1} O_{L1} + C_{L2} O_{L2} + C_{L3} O_{L3} + C_{LA} O_{LA} \quad (2.20)$$

where

$$O_{L1} = \bar{\chi}_n B_{n\perp} \frac{1}{p_{\perp}} \sigma \frac{1}{p_{\perp}^2} \chi_{\bar{n}} (p_{\perp} \cdot B_{n\perp})$$, \hspace{1cm} (2.21)

$$O_{L2} = \bar{\chi}_n (p_{\perp} \cdot B_{n\perp}) \frac{1}{p_{\perp}^2} \sigma \frac{1}{p_{\perp}} B_{n\perp} \chi_{\bar{n}}$$, \hspace{1cm} (2.22)

$$O_{L3} = \bar{\chi}_n (p_{\perp} \cdot B_{n\perp}) \frac{1}{p_{\perp}^2} \sigma \frac{1}{p_{\perp}} (p_{\perp} \cdot B_{n\perp}) \chi_{\bar{n}}$$, \hspace{1cm} (2.23)

$$O_{LA} = \bar{\chi}_n B_{n\perp} \frac{1}{p_{\perp}} \sigma \frac{1}{p_{\perp}} B_{n\perp} \chi_{\bar{n}}$$, \hspace{1cm} (2.24)

The soft operators appearing with these collinear-collinear Glauber operators could have different linear combinations of the operators in (2.15). In general [37]

$$O_s = -4\pi \alpha_s \left[ \frac{C_{S1}}{2} \left( g B_{\perp s} S^\dagger_n \bar{S}_n + S^\dagger_n \bar{S}_n g B_{\perp s} \right) + \frac{C_{S2}}{2} \left( S^\dagger_n \bar{S}_n g B_{\perp s} + g B_{\perp s} S^\dagger_n \bar{S}_n \right) \right] + \frac{C_{S3}}{2} \left( S^\dagger_n \bar{S}_n p_{\perp} + p_{\perp} S^\dagger_n \bar{S}_n \right) + \frac{C_{S4}}{2} \left( S^\dagger_n \bar{S}_n p_{\perp} + p_{\perp} S^\dagger_n \bar{S}_n \right) \quad (2.25)$$

At tree-level $C_{S1} = 0, C_{S2} = -1, C_{S3} = 0$ and $C_{S4} = 1$ so that eq. (2.25) reduces to eq. (2.15). Since quark-gluon backscattering at one-loop is not sensitive to the higher order structures in $O_s$, we write $O_s$ for all the soft operators within the $O_{Lj}$ for simplicity. Similarly, additional soft-collinear Glauber operators could be present, but they do not contribute to one-loop quark-gluon backscattering. Thus, at one-loop, there are 5 possible operators that could receive corrections, as indicated in eq. (2.20).

### 2.3 Rapidity regulator

One distinguishing feature of SCETII is that all modes in the effective theory sit on the same mass (or virtuality) hyperbola and are distinguished by their rapidities alone. This is in contrast to SCETI, where the ultrasoft modes have a distinct virtuality compared to the collinear modes. Thus, in SCETII, one could in principle boost a collinear mode into a soft mode and vice-versa. This indistinguishability in terms of boosts shows up in divergences at the loop level in the EFT that are not regulated by regulators such as dimensional regularization. Such divergences are called rapidity divergences [38], and are a result of demanding strict factorization into modes that live on the same mass hyperbola.
Rapidity divergences can be regulated, and the regulator must drop out of physical quantities, just like with ultraviolet or infrared divergences. In this paper, we use the $\eta$ regulator introduced in [38]. Alternative regulator choices include the exponential regulator [39], and the delta regulator [40, 41]. All such regulators explicitly break boost invariance (RPI-III symmetry) between the different modes in the EFT.

The $\eta$-regulator can be systematically included by modifying the soft and collinear Wilson lines. This is easiest to do in momentum space, where the rapidity-regulated outgoing soft and collinear Wilson lines take the form [31, 42]

$$S_n = \sum_{\text{perms}} \exp \left( -\frac{g}{n \cdot P} \left| 2P^2 \right|^{\eta/2} - \eta \cdot A_s \right) ,$$  \hspace{1cm} (2.26)

$$W_n = \sum_{\text{perms}} \exp \left( -\frac{g}{\bar{n} \cdot P} \left| \bar{n} \cdot P \right|^{\eta} - \eta \cdot \bar{A}_n \right) .$$  \hspace{1cm} (2.27)

Here $\nu$ is a new scale that is analogous to $\mu$ in dimensional regularization. It must drop out of physical quantities at fixed order. A given sector has only a single rapidity scale, so one can choose $\nu$ equal to that scale to remove the logarithms in each sector separately. However, different sectors can have different rapidity scales. Then the rapidity renormalization group can be used to resum the rapidity logarithms by evolving all sectors to their individual scales, starting from a common rapidity scale. Systematization of such rapidity RGEs was first done in [38, 42]. Later work (ref. [31] and then ref. [37]) formulated the BFKL equations as rapidity RGEs in the language of SCET. We will not attempt to resum any large logarithms in this paper.

Care needs to taken while using the $\eta$-regulator. Since one encounters rapidity divergences, UV divergences and IR divergences, a prescription for order of limits is required. In order to remain on the mass hyperbola while sending the rapidity cutoff to its limit. The correct order of limits is to first take $\eta \to 0$, so that $\eta/\epsilon \to 0$ for any $n$, and only then take the $\epsilon \to 0$ limit of dimensional regularization [38].

The sum of the soft and collinear contributions at fixed order are $\eta$ and $\nu$ independent. This follows from the observation that rapidity divergences arise from a strict delineation of modes in SCET. If SCET is to reproduce the full QCD amplitude at leading power, which is rapidity finite, it must therefore be rapidity finite as well.

3 Tree-level matching

We begin with matching at tree-level between SCET and QCD. That is, we demonstrate that the entire QCD amplitude is reproduced by SCET at leading power in the Regge limit. This will establish the procedure and notation we use for matching at one-loop in the next section. We follow the analysis in ref. [37].

3.1 Kinematics of backwards scattering

We denote the incoming quark and gluon momenta as $p_1$ and $k_1$ and the outgoing quark and gluon momenta as $p_2$ and $k_2$, as indicated in figure 1. We work in the centre of mass frame.
and split the momentum transfer evenly between the incoming and outgoing particles:

\[
\begin{align*}
p_1^\mu &= \frac{Q}{2} n^\mu + \frac{1}{2} q_1^\mu + \frac{q_1^\perp}{8Q} \bar{n}^\mu, \\
k_1^\mu &= \frac{Q}{2} \bar{n}^\mu - \frac{1}{2} q_1^\mu + \frac{q_1^\perp}{8Q} n^\mu, \\
p_2^\mu &= \frac{Q}{2} \bar{n}^\mu + \frac{1}{2} q_2^\mu + \frac{q_2^\perp}{8Q} n^\mu, \\
k_2^\mu &= \frac{Q}{2} n^\mu - \frac{1}{2} q_2^\mu + \frac{q_2^\perp}{8Q} \bar{n}^\mu.
\end{align*}
\] (3.1)

In this case,

\[
q^\mu = p_1^\mu - k_2^\mu = p_2^\mu - k_1^\mu = q_1^\perp.
\] (3.2)

An advantage of these coordinates is that the momentum transfer is purely transverse. In a different frame, where \( p_1^\perp = 0 \) for example, the Glauber momentum \( q \) would have to have a nonzero \( n \cdot q \) component to keeping the external particle momenta on-shell. The results for the matching are frame-independent, but the choice eq. (3.1) makes the calculation marginally simpler. We also write

\[
q^2 = q_1^2 = -q_2^2 = t < 0.
\] (3.3)

We will use \( q_1^2 \) and \( t \) interchangeably.

To integrate out the small spin and polarizations we use the equations of motion

\[
\dot{p}_1 u(p_1) = \dot{p}_2 u(p_2) = k_1 \cdot \epsilon_1 = k_2 \cdot \epsilon_2 = 0,
\] (3.4)

which allows us to substitute

\[
\begin{align*}
u(p_1) &= \left(1 + \frac{\bar{q}_1^\perp \cdot \hat{\epsilon}_1}{4Q} \right) \xi_n, \\
\bar{u}(p_2) &= \bar{\xi}_{\bar{n}} \left(1 + \frac{\bar{q}_2^\perp \cdot \hat{\epsilon}_2}{4Q} \right), \\
\bar{n} \cdot \epsilon_1 &= -\frac{\bar{q}_1^\perp \cdot \hat{\epsilon}_1}{Q} - \frac{\bar{q}_1^2}{4Q^2} \bar{n} \cdot \epsilon_1, \\
n \cdot \epsilon_2 &= -\frac{\bar{q}_2^\perp \cdot \hat{\epsilon}_2}{Q} - \frac{\bar{q}_2^2}{4Q^2} \bar{n} \cdot \epsilon_2.
\end{align*}
\] (3.5)

The scaling of the remaining objects that can appear in matrix elements is

\[
Q \sim 1, \quad q_\perp \sim \lambda, \quad \xi_n \sim \bar{\xi}_{\bar{n}} \sim \lambda^0, \quad \epsilon_{1\perp} \sim \epsilon_{2\perp} \sim \lambda^0, \quad n \cdot \epsilon_1 \sim \bar{n} \cdot \epsilon_2 \sim \lambda^{-1}.
\] (3.7)

Despite the anticipated \( 1/t \sim \lambda^{-2} \) kinematic behavior and the \( \lambda^{-1} \) scaling of the nearly-forward polarized gluons, the matrix elements for quark-gluon scattering in the Regge limit
will scale at most like $\lambda^{-1}$. The possible $\mathcal{O}(\lambda^{-1})$ matrix elements with these ingredients are

\[
\mathcal{M}_0 = -\xi_n f_{1\perp} \frac{q\cdot\epsilon_1}{t} f_{2\perp} \xi_n, \quad (3.8)
\]
\[
\mathcal{M}_{1n} = -\xi_n f_{1\perp} \xi_n \frac{n\cdot\epsilon_2}{Q}, \quad (3.9)
\]
\[
\mathcal{M}_1 = -\xi_n f_{1\perp} \xi_n \frac{n\cdot\epsilon_2}{t}, \quad (3.10)
\]
\[
\mathcal{M}_{q1} = -\xi_n g\perp \xi_n \frac{(q\perp\cdot\epsilon_{1\perp})n\cdot\epsilon_1}{tQ}, \quad (3.11)
\]
\[
\mathcal{M}_{q12} = -\xi_n g\perp \xi_n \frac{(q\perp\cdot\epsilon_{1\perp})(\vec{n}\cdot\epsilon_2)}{Q^2}, \quad (3.12)
\]
\[
\mathcal{M}_{qqq} = -\xi_n g\perp \xi_n \frac{(q\perp\cdot\epsilon_{1\perp})(q\perp\cdot\epsilon_{2\perp})}{t^2}. \quad (3.13)
\]

For the amplitude to satisfy the Ward identity, only certain linear combinations of these operators are allowed. For example, the tree-level matrix element of the gauge-invariant operator $\mathcal{O}_T$ in eq. (2.14) is $g^2 \mathcal{M}_T$,

\[
\mathcal{M}_T \equiv \mathcal{M}_0 + \frac{1}{2} (\mathcal{M}_{1n} + \mathcal{M}_{2n}) + \frac{1}{4} \mathcal{M}_{q12}
\]
\[
= -\xi_n \left[ f_{1\perp} - \vec{k}_{1\perp} \frac{n\cdot\epsilon_1}{n\cdot k_1} \right] \frac{q\cdot\epsilon_1}{t} \left[ f_{2\perp} - \vec{k}_{2\perp} \frac{n\cdot\epsilon_2}{n\cdot k_2} \right] \xi_n. \quad (3.15)
\]

It is easy to see that upon replacing $\epsilon_1 \rightarrow k_1$ or $\epsilon_2 \rightarrow k_2$ this amplitude vanishes. The matrix element combinations corresponding to the other gauge invariant operators in eqs. (2.21) to eq. (2.24) are

\[
\mathcal{M}_{L1} \equiv \mathcal{M}_1 + \frac{1}{2} (\mathcal{M}_{1n} + \mathcal{M}_{q1}) + \frac{1}{4} \mathcal{M}_{q12}, \quad (3.16)
\]
\[
\mathcal{M}_{L2} \equiv \mathcal{M}_2 + \frac{1}{2} (\mathcal{M}_{2n} + \mathcal{M}_{q2}) + \frac{1}{4} \mathcal{M}_{q12}, \quad (3.17)
\]
\[
\mathcal{M}_{L3} \equiv \mathcal{M}_{q12n} + \frac{1}{2} (\mathcal{M}_{q1} + \mathcal{M}_{q2}) + \frac{1}{4} \mathcal{M}_{q12}. \quad (3.18)
\]
\[
\mathcal{M}_{L4} \equiv \mathcal{M}_{qqq} + \frac{1}{2} (\mathcal{M}_{q1} + \mathcal{M}_{q2}) + \frac{1}{4} \mathcal{M}_{q12}. \quad (3.19)
\]

Note that if we consider only $\epsilon_\perp$ polarizations, only the first term in any of these combinations contributes. However, it is important to check the matching for all polarizations as it elucidates additional aspects of the effective theory (such as the need for non-vanishing zero-bin subtractions) as we will see in the next section.

### 3.2 Tree-level graphs

In QCD, at tree-level, three graphs contribute. The $t$-channel graph is ($a$ is the incoming gluon color and $b$ is the outgoing gluon color)

\[
i\mathcal{I}_a = -i g^2 \frac{T^a T^b}{t} \bar{u}(p_2)\epsilon_a(p_2\cdot k_1)\epsilon_b u(p_1). \quad (3.20)
\]
To expand at leading power we apply eq. (3.5) and eq. (3.6), and keep only terms at leading power in $\lambda$.\footnote{At tree-level the small polarizations $\bar{n} \cdot \epsilon_1$ and $n \cdot \epsilon_2$ do not contribute at leading power, so using eq. (3.6) in this case is not needed.} This leads to

$$I_a \approx g^2 T^a T^b [M_T - M_{1\bar{n}} - M_{2n}] .$$  \hfill (3.21)

The $s$-channel graph gives

$$iI_b = \quad = \quad -ig^2 \frac{T^b T^a}{Q^2} \left[ 2(p_2 \cdot \epsilon_2) \bar{u} \gamma_1 u + \bar{u} \gamma_2 k_1 \gamma_1 u \right] ,$$

$$\approx g^2 T^b T^a [M_{1\bar{n}} + M_{2n}] .$$  \hfill (3.22)

The $u$-channel graph is

$$iI_c = \quad = \quad ig^2 \frac{i f^{abc} T^b}{-Q^2 - t} \left[ (k_2 + p_1 - p_2) \cdot \epsilon_1 \bar{u} \gamma_2 u - (k_1 - p_1 + p_2) \cdot \epsilon_2 \bar{u} \gamma_1 u + \epsilon_1 \epsilon_2 (k_1 + k_2) u \right] ,$$

$$\approx ig^2 (T^a T^b - T^b T^a) [M_{1\bar{n}} + M_{2n}] ,$$  \hfill (3.23)

so that the total tree-level amplitude is

$$I_{\text{QCD}}^0 = I_a + I_b + I_c = g^2 T^a T^b M_T .$$  \hfill (3.24)

Note that all 3 diagrams contribute at leading power, although only the $t$-channel fermion exchange diagram contributes to the production of $\epsilon_{\perp}$.

At tree level, we have a single diagram in the EFT given by the matrix element of operator $O_T$ in eq. (2.14). The contributions are

$$\langle \xi_n(p_1) | O_s | 0 \rangle = \quad = \quad = -ig^2 q_{\perp} ;$$  \hfill (3.25)

$$\langle \xi_n | \mathcal{B}_{\perp n} \chi_n | \xi_n \rangle = = T^a (\xi_{1\perp} - \bar{n} \cdot \epsilon_1 / n \cdot k_1) \xi_n ,$$  \hfill (3.26)

$$\langle \xi_n | \mathcal{B}_{\perp n} \chi_n | \xi_{1\perp} \rangle = \quad = \quad = T^a \bar{\xi}_{\perp} (\xi_{1\perp} - \bar{n} \cdot \epsilon_1 / n \cdot k_1) .$$  \hfill (3.27)
The tree-level amplitude is then

\[ i T_{SCET}^{0} = \langle \xi_{\bar{n}}; \epsilon_{b} | \bar{B}_{\bar{n} \perp} \cdot \frac{1}{P_{\perp}} \mathcal{O} \cdot \frac{1}{P_{\perp}} B_{n \perp} \chi_{n} | \xi_{n}; \epsilon_{a} \rangle = \]

\[ = -i g^{2} T^{a} T^{b} \epsilon_{\bar{n}} \left[ \frac{1}{2} \xi_{1 \perp} - \frac{n \cdot \epsilon_{1}}{n \cdot k_{1}} \right] \frac{q_{1 \perp}}{t} \left[ \frac{1}{2} \xi_{2 \perp} - \frac{n \cdot \epsilon_{2}}{n \cdot k_{2}} \right] \xi_{n}, \]

\[ = i g^{2} T^{a} T^{b} M_{T}, \quad (3.28) \]

in perfect agreement with QCD for all polarizations, so that \( C_{T} = 1 \) in eq. (2.20) at tree-level.

4 One-loop matching

Now we proceed to matching at one-loop. We use Feynman gauge throughout, and dimensional regularization in \( d = 4 - 2\varepsilon \) dimensions for both UV and IR divergences. Techniques for separating UV and IR divergences, at least at one-loop, are standard. In QCD, the separation of UV and IR can be automated — it is an option in Package X [43], for example. The SCET graphs can have rapidity divergences which we regulate with the \( \eta \)-regulator, as discussed in section 2.3. We always expand in \( \eta \) before expanding in \( \varepsilon \). Our analysis extends that of [37], where only \( M_{T} \) was considered.

4.1 QCD

The QCD calculation involves standard methods. In fact, the one-loop matrix elements for quark-gluon scattering are well known (for example, see refs. [44, 45]). For completeness, we reproduced the result from scratch. We generated the diagrams using FeynArts [46], and evaluated them using Feyncalc [47] and Package X [43] with the Feynhelpers interface [48]. The diagrams are shown in figure 2. We first computed the exact matrix element, then substituted in eq. (3.5) and eq. (3.6) and expanded to leading power in the Regge limit. The result for the one-loop amplitude (excluding external leg corrections) is

\[ T_{QCD}^{1} = \frac{g^{4}}{16\pi^{2}} C_{F} \left[ \frac{1}{\varepsilon_{\text{UV}}} - \frac{2}{\varepsilon_{\text{IR}}} \right] - \frac{4 + 2\ln \frac{\mu^{2}}{Q^{2}}}{\varepsilon_{\text{IR}}} - 2\ln \frac{\mu^{2}}{Q^{2}} \ln \frac{\mu^{2}}{-t} + \ln^{2} \frac{\mu^{2}}{-t} - 3\ln \frac{\mu^{2}}{-t} + \frac{7\pi^{2}}{6} - 9 \right] M_{T}(T^{a}T^{b})_{ij} \]

\[ + \frac{g^{4}}{16\pi^{2}} C_{A} \left[ \frac{2}{\varepsilon_{\text{UV}}} - \frac{2 + 2\ln \frac{\mu^{2}}{Q^{2}}}{\varepsilon_{\text{IR}}} - \ln^{2} \frac{\mu^{2}}{-t} + \frac{\pi^{2}}{6} + 2 \right] M_{T}(T^{a}T^{b})_{ij} \]

\[ - \frac{g^{4}}{16\pi^{2}} (C_{A} - C_{F})(2M_{L1} + 2M_{L2})(T^{a}T^{b})_{ij} \]

\[ + \frac{g^{4}}{16\pi^{2}} \delta^{ab} \delta_{ij} \left[ \frac{1}{\varepsilon_{\text{IR}}} + \ln \frac{\mu^{2}}{-t} \right] (i\pi) M_{T}. \quad (4.1) \]

for an SU(\( N \)) gauge theory with quarks in the fundamental representation, such as QCD. Here \( i \) is the color of the outgoing quark, \( j \) the color of the incoming quark, \( b \) the color of
Figure 2. Amputated one-loop diagrams for $qg \to qg$ in QCD. Diagrams 10, 11 and 30 involve ghosts.

the outgoing gluon, and $a$ the color of the incoming gluon. Eq. (4.1) is valid for any color representation of a generic gauge group if one replaces

$$\delta^{ab}\delta_{ij} \to 2f_{abc}f_{beb} \left\{ T^a, T^b \right\}_{ij} - C_A \left\{ T^a, T^b \right\}_{ij},$$

(see ref. [45]). The result for QED is given by the replacements $T^a T^b \to 1$ and $\delta^{ab}\delta_{ij} \to 0$.

The renormalized on-shell $S$-matrix element is given by including the renormalization counterterms, and the renormalized on-shell external-leg corrections needed in the LSZ reduction formula. The $\overline{\text{MS}}$ wavefunction renormalization counterterms for the quark $Z_{\psi}$ and the gluon $Z_A$ in Feynman gauge are

$$Z_{\psi} = 1 - \frac{g^2}{16\pi^2} \frac{C_F}{\varepsilon_{\text{UV}}}, \quad Z_A = 1 + \frac{g^2}{16\pi^2} \left[ \frac{5C_A}{3} - \frac{4}{3} n_f T_F \right].$$

(4.3)

The counterterm $Z_g$ for the coupling constant $g$ is,

$$Z_g = 1 - \frac{g^2}{32\pi^2 \varepsilon_{\text{UV}}} \left[ \frac{11C_A}{3} - \frac{4}{3} n_f T_F \right].$$

(4.4)

The counterterm contribution arises from two insertions of the vertex counterterm $\delta_g + \delta_\psi + \delta_A/2$ at each vertex, and $-\delta_\psi$ from the fermion wavefunction counterterm for the internal fermion propagator, resulting in a net counterterm contribution

$$I_{ct} = (2\delta_g + \delta_\psi + \delta_A) g^2 T^a T^b M_T,$$

(4.5)

where $Z_i = 1 + \delta_i$. These counterterms exactly cancel the UV divergences in $I_{QCD}^1$.

To use the amplitude for an $S$-matrix element, we must convert to the on-shell scheme. The $\overline{\text{MS}}$-renormalized external-leg correction is

$$I_R^1 = (\delta R_\psi + \delta R_A) g^2 T^a T^b M_T,$$

(4.6)
where $R_i$ is the renormalized residue of the pole of the particle $i$ propagator, and $R_i = 1 + \delta R_i$. Since the on-shell self-energy graphs are scaleless, the $R_i$ are

$$R_\psi = 1 + \frac{g^2}{16\pi^2} \frac{C_F}{\varepsilon_{IR}}, \quad R_A = 1 - \frac{g^2}{16\pi^2} \frac{5C_A - 4n_fT_F}{3}.$$ (4.7)

The renormalized on-shell $S$-matrix amplitude is then given by

$$S_{\text{QCD,ren}} = I_{\text{QCD}} + I_{\text{ct}} + I_{\text{R}} = \frac{g^2}{16\pi^2} C_F \left[ -\frac{2}{\varepsilon_{IR}} + \frac{3 + 2\ln \frac{Q^2}{t}}{\varepsilon_{IR}} - 2\ln \frac{\mu^2}{Q^2} \ln \frac{\mu^2}{-t} + \ln \frac{\mu^2}{-t} - 3\ln \frac{\mu^2}{-t} + \frac{7\pi^2}{6} - 9 \right] M_T(T^aT^b)_{ij}$$

$$+ \frac{g^2}{16\pi^2} C_A \left[ -\frac{2}{\varepsilon_{IR}} + \frac{1}{\varepsilon_{IR}} \left( \frac{11}{3} + \ln \frac{\mu^2}{Q^2} \right) - \ln \frac{\mu^2}{-t} + \frac{\pi^2}{6} + 2 \right] M_T(T^aT^b)_{ij} + \frac{g^2}{16\pi^2} \frac{4n_fT_F}{3\varepsilon_{IR}} M_T(T^aT^b)_{ij}$$

$$- \frac{g^2}{16\pi^2} (C_A - C_F)(2M_{L1} + 2M_{L2})(T^aT^b)_{ij}$$

$$+ \frac{g^4}{16\pi^2} \delta^{ab} \delta_{ij} \left[ \frac{1}{\varepsilon_{IR}} + \ln \frac{\mu^2}{-t} \right] (i\pi) M_T,$$ (4.8)

and is UV finite. Since eq. (4.3) and eq. (4.4) are the same in QCD and SCET, we can compute the matching condition between the two theories using the on-shell amplitude eq. (4.1) without the renormalization and external-leg factors.

### 4.2 SCET

For the SCET calculation we need to compute 6 collinear graphs. Four of them were discussed in [37]

$$iI_{\text{WQ},n} = \quad \quad \quad \quad iI_{\text{WG},n} = \quad \quad \quad \quad$$

(iI_{\text{VQ},n} = \quad \quad \quad \quad iI_{\text{VG},n} = \quad \quad \quad \quad)$$

In [37] only the rapidity divergent parts of these graphs were computed, and only for the $\epsilon_\perp$ polarizations. For the matching we need the entire amplitude, including UV and IR divergent pieces and finite terms. There are two additional collinear graphs (“T graphs”),

$$iI_{T1,n} = \quad \quad \quad \quad iI_{T2,n} = \quad \quad \quad \quad$$

Just the $n$-collinear graphs are shown. The $\bar{n}$-collinear graphs are identical with $n \leftrightarrow \bar{n}$ and must also be included. We also need two soft graphs

$$iI_{\text{flower}} = \quad \quad \quad \quad iI_{\text{eye}} = \quad \quad \quad \quad$$

In addition, we have to include appropriate zero bin subtractions. As we will see, the zero bin subtractions are rapidity-finite and nonvanishing in this case, and critical to getting agreement with QCD.
4.2.1 Collinear graphs

The first collinear graph is

$$i\mathcal{I}_{WQ,n} = \frac{p_1 + k}{n}$$

$$= g^4 T^a T^b \xi_n \left[ f_1 - \kappa_1 \frac{n \cdot \epsilon_1}{n \cdot k_1} \right] \frac{1}{g_\perp} \mu_\perp^{2e} \int \frac{d^d k}{(2\pi)^d} \left( \frac{\nu}{n \cdot k} \right) \frac{1}{[k^2 + i0^+][(p_1 + k)^2 + i0^+]}$$

$$\times \left\{ (C_F - \frac{C_A}{2}) \left[ \frac{1 + z}{z} \left( 2f_2 + \frac{q_\perp}{Q} \tilde{\eta} \cdot \epsilon_2 \right) + \frac{2 + (d - 2)z}{2z} \left( \frac{z g_\perp - 2k_\perp}{Q} \right) \tilde{n} \cdot \epsilon_2 \right] + C_A \left[ \frac{q_\perp}{Q} + \frac{d - 2}{4} \left( \frac{z g_\perp - 2k_\perp}{Q} \right) \right] \tilde{n} \cdot \epsilon_2 \right\} \xi_n$$

(4.12)

where\(^5\)

$$z = \frac{\tilde{n} \cdot k}{Q}.$$  

(4.13)

The graph is scaleless, but being careful to separate UV and IR, it evaluates to

$$\mathcal{I}_{WQ,n} = \frac{g^4}{16\pi^2} T^a T^b \left( C_F - \frac{C_A}{2} \right) \left[ \frac{1}{\varepsilon_{UV}} - \frac{1}{\varepsilon_{IR}} \right] \left[ \frac{1}{\eta} + \ln \frac{\nu}{Q} + 1 \right] 2\mathcal{M}_T$$

$$+ \frac{g^4}{16\pi^2} T^a T^b C_A \left( \frac{1}{\varepsilon_{UV}} - \frac{1}{\varepsilon_{IR}} \right) \left( \mathcal{M}_1\tilde{n} + \frac{1}{2} \mathcal{M}_{q12} \right).$$

(4.14)

The gluon Wilson line graph is

$$i\mathcal{I}_{WG,n} = \frac{1}{2} g^4 T^a T^b \xi_n \left[ f_1 - \kappa_1 \frac{n \cdot \epsilon_1}{n \cdot k_1} \right] \frac{1}{g_\perp} \mu_\perp^{2e} \int \frac{d^d k}{(2\pi)^d} \frac{1}{k^2(k_2 + k)^2} \frac{1}{z(1 + z)}$$

$$\times C_A \left[ (z^2 + z + 1)f_2 + \frac{4z^2 + 3z + 2}{4} \frac{g_\perp}{Q} \tilde{n} \cdot \epsilon_2 + \frac{2z + 1}{2} \frac{k_\perp}{Q} \tilde{n} \cdot \epsilon_2 \right] u_n(p_1).$$

(4.15)

The factor of 1/2 out front is a symmetry factor. This graph is also scaleless and evaluates to

$$\mathcal{I}_{WG,n} = \frac{g^4}{16\pi^2} T^a T^b C_A \left( \frac{1}{\varepsilon_{UV}} - \frac{1}{\varepsilon_{IR}} \right) \left[ \frac{1}{\eta} + \ln \frac{\nu}{Q} + \frac{1}{2} \right] \mathcal{M}_T.$$

(4.16)

\(^5\)Here, we have defined $\tilde{\mu}_2^e = \mu_2^e \exp(\epsilon \gamma_E)/(4\pi)^{-e}$. 
The remaining two collinear graphs are significantly more complicated. The quark V graph is

\[
iI_{VQ,n} = -g^4 T^a T^b \bar{\xi}_n \left[ f_1 - \frac{n \cdot \epsilon_1}{n \cdot k_1} \right] \frac{1}{g} \int \frac{d^4 k}{(2\pi)^d} \left[ k^2 + i0^+ \right] \left[ (p_1 + k)^2 + i0^+ \right] \left[ (k + q)^2 + i0^+ \right] \xi_n
\]

(4.17)

where the numerator \( N_{VQ} \) is given by\(^6\)

\[
N_{VQ} = \left[ \frac{2k_\perp^2 + 2\bar{k}_\perp \cdot q_\perp}{z} - \frac{d - 4}{1 + z} \left( \frac{\bar{k}_\perp + q_\perp}{2} \right)^2 + \frac{d - 6}{4} \left( z + \frac{d - 8}{2} \right) q_\perp^2 \right] f_{2\perp} \\
+ \frac{1}{z} \left[ -2 \left( \bar{k}_\perp + q_\perp \right)^2 \frac{\bar{k}_\perp + q_\perp}{Q} + \frac{d - 6}{4} \left( \frac{4 - d}{1 + z} \right) \left( \bar{k}_\perp + \frac{1}{2} q_\perp \right)^2 \frac{\bar{k}_\perp + q_\perp}{Q} \right] n \cdot \epsilon_2 \\
+ \frac{6 - d}{4} q_\perp^2 \frac{\bar{k}_\perp}{Q} n \cdot \epsilon_2 + \left[ \frac{d - 2}{2} \left( \bar{k}_\perp + q_\perp \right)^2 + \frac{2 - d}{4} q_\perp^2 - \bar{k}_\perp \cdot q_\perp \right] \epsilon_{2\perp} \cdot k_\perp \\
+ \left[ \frac{d - 2}{2} \right] \left( z \epsilon_{2\perp} - 2 \bar{k}_\perp \right) Q n \cdot \epsilon_2
\]

(4.18)

Note that this graph produces the small \( n \cdot \epsilon_2 \) polarization. Evaluating the graph, and eliminating the \( n \cdot \epsilon_2 \) term using equations of motion in eq. (3.6), we find that it evaluates to

\[
iI_{VQ,n} = -\frac{g^4}{16\pi^2} T^a T^b \left( C_F - C_A \right) \phi \left( \frac{2}{\ln \frac{\mu^2}{-i}} \right) + \frac{3 + 2 \ln \frac{\nu}{Q}}{\nu} + 2 \ln \frac{\mu^2}{-i} \ln \frac{\nu}{Q} + 3 \ln \frac{\mu^2}{-i} - \frac{2\pi^2}{3} + 8 \right] \mathcal{M}_T - 2\mathcal{M}_{L1}
\]

(4.19)

Note that this graph is IR finite.

The final collinear graph is

\[
i\hat{I}_{VG,n} = -g^4 T^a T^b \bar{\xi}_n \left[ f_1 - \frac{n \cdot \epsilon_1}{n \cdot k_1} \right] \frac{1}{g} \int \frac{d^4 k}{(2\pi)^d} \left[ k^2 + i0^+ \right] \left[ (p_1 + k)^2 + i0^+ \right] \left[ (k + q)^2 + i0^+ \right] \xi_n
\]

(4.20)

\(^6\)One can replace \( \bar{k}_\perp \cdot q_\perp \rightarrow -\bar{k}_\perp \cdot q_\perp \) in the integrand.
where

\[ N_{GV} = \left[ \frac{1}{z} \left( \vec{k}_1^2 + \vec{k}_1 \cdot \vec{q}_1 \right) + \left( -\vec{k}_1 \cdot \vec{q}_1 - \frac{1}{2} \overline{k}_1^2 + \frac{1}{2} (n \cdot k) Q z - \frac{(3z+2)}{4} \overline{q}_1^2 \right) \right] f_{2\perp} \\
+ \left[ \frac{\vec{k}_1^2 - \overline{q}_1^2}{2z} + \frac{(10 + d)}{16} \frac{Z_2}{Q} \left( d-3 \right) \frac{(n \cdot k) Q}{2} \right] \frac{\vec{k}_1}{Q} \bar{n} \cdot \vec{e}_2 \\
+ \left[ \frac{\vec{k}_1^2 + \overline{k}_1 \cdot \vec{q}_1}{z} - \frac{1}{2} \overline{k}_1 \cdot \vec{q}_1 + \frac{20 + 2z - dz}{32} \frac{Z_2}{Q} \left( d + 2z - dz \right) \frac{(n \cdot k) Q}{4} \right] \frac{q_1}{Q} \bar{n} \cdot \vec{e}_2 \\
+ \left[ \frac{(3d-18)}{4} \overline{k}_1 + \frac{2z - 3dz + 4}{8} \frac{q_1}{Q} q_1 \cdot \vec{e}_2 \right] + \left[ \left( d - 2 \right) \frac{\vec{k}_1}{Q} + \frac{2z - dz + 8}{2} \frac{q_1}{Q} q_1 \cdot \vec{e}_2 \right] k_1 \cdot \vec{e}_2 \\
+ \left[ \left( \frac{2d-4z}{4} d - 6 \right) \frac{\vec{k}_1}{Q} + \frac{4 - 2d}{8} \frac{Z_2}{Q} \left( d - 4 \right) \frac{Z_2}{Q} \left( d - 4 \right) \frac{Z_2}{Q} \right] Q (n \cdot \vec{e}_2). \] (4.21)

As with the quark V graph, we use the gluon equation of motion to replace the \( n \cdot \vec{e}_2 \) term. The result is

\[ I_{VG,n} = -\frac{g^4}{16\pi^2} T^a T^b C_A \left[ \frac{1}{\eta} \left( \frac{1}{\epsilon_{UV}} + \ln \frac{\mu^2}{-t} \right) + \ln \frac{Z_2}{\epsilon_{UV}} + \frac{1}{\epsilon_{IR}} + \frac{1}{2} \ln^2 \left( \frac{\mu^2}{-t} \right) + \ln \frac{\mu^2}{-t} \ln \frac{\nu}{Q} \right] \\
+ \frac{3}{2} \ln \frac{\mu^2}{-t} - \frac{5\pi^2}{12} + \frac{3}{2} \right] M_{T} - \frac{g^4 C_A}{16\pi^2} T^a T^b C_A \left[ \frac{3}{4\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} - \frac{1}{4} \ln \frac{\mu^2}{-t} - 1 \right] \left( M_{1a} + \frac{1}{2} M_{q12} \right). \] (4.22)

Note that, in contrast to the quark V graph, this graph is not IR finite.

Next, consider the T graphs \( I_{T1,n}, I_{T2,n} \):

\[ i I_{T1,n} = g^4 T^a T^b \xi_n \left[ \frac{\vec{f}_1}{2} - \overline{k}_1 \frac{n \cdot \vec{e}_1}{n \cdot k_1} \right] \frac{1}{\eta_1} \mu_1^{-2\epsilon} \int \frac{d^d k}{(2\pi)^d} \frac{1}{[k_1^{d-2} + i0^+]} \frac{1}{(q - k_1)^2 + i0^+} \\
\times \left\{ \left( C_F - \frac{C_A}{2} \right) (d - 4) \left( \frac{n \cdot k}{n \cdot (p_1 - k)} \vec{f}_{2\perp} + \frac{q_1 - \overline{k}_1}{n \cdot (p_1 - k)} n \cdot \vec{e}_2 \right) \\
+ C_F (2 - d) \left( \frac{n \cdot k}{n \cdot q} \vec{f}_{2\perp} - \frac{n \cdot k}{n \cdot p_1} \frac{n \cdot \vec{e}_2}{2} \right) \right\} \xi_n \] (4.23)
and

\[ i\mathcal{I}_{T2,n} = \]

\[
g^4 T^a T^b \bar{\xi}_n \left[ \int_{k_1} \frac{d^d k}{(2\pi)^d [k^2 + i0^+][(q - k)^2 + i0^+]q^2} \right] \frac{1}{\bar{q}_\perp^2} \mu^2 \int d^d k \frac{C_F}{k^2 + i0^+} \]

\[
\times \left\{ \left( \frac{4 - d}{2} \right) \frac{\bar{q}_\perp^2}{n \cdot p_1} + \frac{1}{2(n \cdot q)(\bar{n} \cdot q)} \right\} \bar{n} \cdot \epsilon_2
\]

\[
+ (2 - d)(\bar{n} \cdot k) \frac{\bar{q}_\perp^2}{n \cdot q} (1 - d) \frac{\bar{n} \cdot k}{n \cdot q} + d + 4 \right) \bar{n} \cdot \epsilon_2
\]

\[
- (2 - d) \bar{n} \cdot \epsilon_2 \cdot q^\perp - 2 (2 - d) \bar{n} \cdot \epsilon_2 \cdot k^\perp \right\} (4.24)
\]

The \( k^+ = n \cdot k \) integral in both of these graphs is

\[
\int \frac{d k^+}{[k^+ - k^\perp + i0^+] [k^+ - q^+ - (\bar{q} - \bar{k})^2 + i0^+]}.
\]

(4.25)

Since the \( k^+ \) poles are on the same side of the real axis these graphs vanish upon contour integration,

\[
\mathcal{I}_{T1,n} = \mathcal{I}_{T2,n} = 0.
\]

(4.26)

More generally, \( T \) graphs of this form, where only Glauber momentum \( q \) and no collinear momentum flows through a collinear loop, have no large momenta scale for the loop denominators to depend on. Since \( q^- = \bar{n} \cdot q = 0 \), the only large momentum component that can ever multiply \( k^+ \) in any of the denominators is \( k^- \), and so the poles in the \( k^+ \) integral will always be on the same side of the real axis and these graphs will always vanish.

The sum of the \( n \)-collinear graphs

\[
\mathcal{I}_{n,\text{coll}} = \mathcal{I}_{VQ,n} + \mathcal{I}_{VG,n} + \mathcal{I}_{WG,n} + \mathcal{I}_{WQ,n} + \mathcal{I}_{T1,n} + \mathcal{I}_{T2,n}
\]

\[
= - \frac{g^4}{16\pi^2} T^a T^b C_F \left[ \frac{-2}{\eta} \left( \frac{1}{\epsilon_{\text{IR}}} + \frac{\mu^2}{\epsilon_{\text{IR}} - t} \right) + \frac{1}{\epsilon_{\text{UV}}} \right] + \frac{2 + 2\ln \frac{\mu^2}{\epsilon_{\text{IR}}}}{\eta} + \frac{2 - \frac{\mu^2}{\epsilon_{\text{IR}}}}{\eta} + 3 \ln \frac{\mu^2}{Q} - \frac{2\pi^2}{3} + 8 \right] \]

\[
\times \left[ \frac{1}{\epsilon_{\text{IR}}} + \frac{1 + \ln \frac{\mu^2}{\epsilon_{\text{IR}}}}{\epsilon_{\text{IR}}} + \frac{1}{2} \ln \frac{\mu^2}{-t} - \frac{\pi^2}{12} - 1 \right] \]

\[
\mathcal{M}_T - \frac{g^4}{16\pi^2} T^a T^b (C_A - C_F) \mathcal{M}_{L1}
\]

\[
+ \frac{g^4}{16\pi^2} T^a T^b C_A \left[ \frac{1}{\epsilon_{\text{UV}}} + \frac{1}{4} \ln \frac{\mu^2}{t} + 1 \right] \left( \mathcal{M}_{1n} + \frac{1}{2} \mathcal{M}_{q12} \right). \]

(4.27)

Excluding the terms on the last line, the collinear contribution by itself satisfies the Ward identity. The last line is troublesome, and does not satisfy the Ward identity. However, as we will see in section 4.2.4, it is precisely canceled by zero bin subtractions.

The \( \bar{n} \)-collinear graphs give the same results with the replacements \( \mathcal{M}_{L1} \rightarrow \mathcal{M}_{L2} \) and \( \mathcal{M}_{1n} \rightarrow \mathcal{M}_{2n} \).
4.2.2 Soft graphs

The soft flower graph arises from Wilson line emissions from both collinear directions. It takes the following form

$$i \mathcal{I}_{\text{flower}} = \begin{pmatrix} n \rightarrow k \rightarrow n \end{pmatrix}$$

$$= -2g^4 T^a T^b C_F \bar{\epsilon}_n \left[ f_1 - \frac{k_{1 \perp} n \cdot \epsilon_1}{n \cdot k_1} \right] \frac{1}{t} \times \hat{\mu}_{2 \epsilon} \left[ \int \frac{d^d k}{(2\pi)^d} \left( \frac{\nu}{|2k_z|} \right) \frac{\eta}{(\bar{n} \cdot k)(n \cdot k)} \left( k^2 + i0^+ \right) \left( f_2 - \frac{\bar{n} \cdot \epsilon_2}{\bar{n} \cdot k_2} \right) \xi_n. \right. \right.$$

The graph is scaleless and evaluates to

$$\mathcal{I}_{\text{flower}} = \frac{g^4}{16\pi^2} T^a T^b C_F \left[ \left( -\frac{4}{\eta} + 2 \ln \frac{\mu^2}{\nu^2} \right) \left( \frac{1}{\varepsilon_{\text{UV}}} - \frac{1}{\varepsilon_{\text{IR}}} \right) + \frac{2}{\varepsilon_{\text{UV}}} - \frac{2}{\varepsilon_{\text{IR}}} \right] M_T. \quad (4.29)$$

The eye graph

$$i \mathcal{I}_{\text{eye}} = \begin{pmatrix} n \rightarrow k + q \rightarrow n \end{pmatrix}$$

$$= -g^4 T^a T^b C_F \bar{\epsilon}_n \left[ f_1 - \frac{k_{1 \perp} n \cdot \epsilon_1}{n \cdot k_1} \right] \frac{1}{q_{\perp}} \times \hat{\mu}_{2 \epsilon} \left[ \int \frac{d^d k}{(2\pi)^d} \left( \frac{\nu}{|2k_z|} \right) \frac{1}{(k^2 + i0^+)[(k+q)^2 + i0^+]} \left( \gamma^\mu_{\perp}(k + q_{\perp})\gamma_{\mu\perp} + \frac{2}{(n \cdot k)(n \cdot k)} \right) \left( f_2 - \frac{\bar{n} \cdot \epsilon_2}{\bar{n} \cdot k_2} \right) \xi_n. \right.$$

Evaluating the graph, we find that

$$\mathcal{I}_{\text{eye}} = \frac{2g^4}{16\pi^2} T^a T^b C_F \left[ \frac{1}{\eta} \left( \frac{2}{\varepsilon_{\text{UV}}} + 2 \ln \frac{\mu^2}{\nu^2} - \frac{1}{\varepsilon_{\text{UV}}} - \frac{\ln \frac{\mu^2}{\nu^2}}{2\varepsilon_{\text{UV}}} + \frac{3}{2} \ln \frac{\mu^2}{\nu^2} - \frac{\ln \frac{\mu^2}{\nu^2}}{t} + \frac{\mu^2}{\nu^2} \ln \frac{\nu^2}{t} \right) - \frac{3}{2} \ln \frac{\mu^2}{\nu^2} - \frac{\pi^2}{12} + \frac{7}{2} \right] M_T. \quad (4.31)$$
The full analytic form for the soft eye graph is given in appendix C.2. The sum of the two soft graphs is

$$I_{\text{soft}} = I_{\text{eye}} + I_{\text{flower}} = 2g^2 C_F T^{aT_b} \left[ \frac{1}{\eta} \left( \frac{2}{\varepsilon_{\text{IR}}} + 2 \ln \frac{\mu^2}{-t} \right) - \frac{1}{\varepsilon_{\text{IR}}} - \frac{\ln \frac{\mu^2}{-t}}{2\varepsilon_{\text{IR}}} + \frac{3}{2} \ln \frac{\mu^2}{-t} + \ln \frac{\mu^2}{-t} \right]$$

$$+ \frac{3}{2} \ln \frac{\mu^2}{-t} - \frac{\pi^2}{12} + \frac{7}{2} \mathcal{M}_T.$$  

(4.32)

As a non-trivial check on our results, we find that the soft sector of SCET_{II} is gauge invariant on its own, as should be the case.

4.2.3 Glauber boxes

Next, we consider Glauber box diagrams. Since Glauber fermion exchange flips quark $\leftrightarrow$ gluon, there must be an odd number of fermionic Glauber exchanges in the Regge limit (backwards scattering) for $qg \rightarrow qg$. So at one-loop the box graphs must have one fermionic Glauber and one gluonic Glauber. The allowed graphs are

Although these graphs are not rapidity divergent, one still must use a rapidity regulator like the $\eta$ regulator to evaluate the graphs. The $\eta$ regulator inserts factors of $\left( \frac{\mu}{2|k_z|} \right)^{\eta}$ in the loop integrand which makes the integrals well defined.

The last two (crossed-box) graphs vanish using the $\eta$ regulator. The first two graphs have been worked out in [37] and contribute pure imaginary pieces, and we simply restate the result here:

$$I_{\text{boxes}} = \frac{g^4}{16\pi^2} \delta^{ab} \delta_{ij} \left[ \frac{1}{\varepsilon_{\text{IR}}} + \ln \frac{\mu^2}{-t} \right] (i\pi).$$  

(4.34)

That the Glauber box graph give a purely imaginary contribution is consistent with general observations about Glauber gluons: the $i\pi$ is present even in QED for processes like $\gamma\gamma \rightarrow e^+e^-$, where it represents the leading order expansion of the Coulomb phase. For a crossed process where only one incoming and one outgoing particle is charged, like $\gamma e^- \rightarrow \gamma e^-$ the phase is absent. Because the $i\pi$ disappears upon crossing, in order for graphs like the Glauber boxes to give the pure phase, they must have a non-analytic integrand, as imposed by the $|2k_z|$ factor in the $\eta$-regulator (this is not true in full QCD where the $i\pi$ comes with an associated logarithm). A further discussion of the essential non-analyticity of rapidity regularization can be found in [49].

4.2.4 Zero bin subtractions

Finally, we have to consider the overlap between soft, collinear, and Glauber regions. For SCET_I problems, with just collinear and ultrasoft modes, the method of regions works
without explicit zero bin subtractions in pure dimensional regularization because the soft-collinear zero bin integrals are always scaleless and thus formally vanish. However, even for SCETI problems, one cannot establish the agreement of IR divergences between the full and effective theories without careful consideration of the soft-collinear overlap region. Indeed, factorization requires such zero-bin subtractions to get agreement between full and effective theories at the integrand level [36]. Such subtractions appear, for example, as eikonal jet functions [50], or soft-collinear matrix elements [51]. In Glauber SCET however, pure dimensional regularization cannot be used, as it does not regulate the rapidity divergences. Thus even the method-of-regions approach of ignoring the separation of UV and IR and dropping scaleless integrals cannot be used. One must explicitly consider the zero-bin overlap region.

For quark-gluon scattering, we must subtract the zero-bin overlap between the collinear region and the soft and Glauber regions. The full subtracted collinear contribution will then be

$$I_{\text{pure\ coll}} = I_{\text{coll}} - I_{\text{coll}}^{[S]} - I_{\text{coll}}^{[G]} + I_{\text{coll}}^{[S][G]}.$$  \hspace{1cm} (4.35)

Here, $I_{\text{coll}}$ is the collinear contribution, including possible overlaps with the soft and Glauber region, $I_{\text{coll}}^{[S]}$ is the collinear-soft zero bin, $I_{\text{coll}}^{[G]}$ is the collinear-Glauber zero bin, and $I_{\text{coll}}^{[S][G]}$ is the collinear-soft-Glauber zero bin. Each contribution is computed starting from the original collinear graph and then power expanding in the secondary scaling.

Let us begin with the $n$-collinear quark Wilson line graph $I_{WQ,n}$ in eq. (4.12). Power expanding in the soft limit, it becomes

$$i I_{WQ,n}^{[S]} = g^4 T^a T^b \mu^2 \left( C_F - \frac{C_A}{2} \right) \int \frac{d^d k}{(2\pi)^d} \left( \frac{\nu}{\eta} \right)^\eta \frac{2}{k^2 + i0^+} \frac{\eta \cdot p_1}{\eta \cdot k} \mathcal{M}_T.$$  \hspace{1cm} (4.36)

One can perform the $k^+$ integration by contours, picking up the pole from the second propagator. This leaves an integral of the form

$$\int_{-\infty}^0 \frac{dk^-}{k^-} \left( \frac{\nu}{k^-} \right)^\eta = \frac{1}{\eta} - \frac{1}{\eta} = 0.$$  \hspace{1cm} (4.37)

Thus with the $\eta$-regulator, $I_{WQ,n}^{[S]} = 0$. This is a general property of the $\eta$ regulator: the rapidity divergent part of the soft-collinear zero bin will always vanish, as first noted in [31, 38]. Note however, that rapidity-finite terms can have non-trivial zero bins, although for $I_{WQ,n}$ there are none.

Next, consider the difference between $I_{WQ,n}^{[G]}$ and $I_{WQ,n}^{[S][G]}$,

$$I_{WQ,n}^{[G]} - I_{WQ,n}^{[S][G]} = g^2 T^a T^b \mu^2 \left( C_F - \frac{C_A}{2} \right) \int \frac{d^d k}{(2\pi)^d} \left( \frac{\nu}{\eta} \right)^\eta \frac{2}{k^2} \frac{\eta \cdot p_1}{\eta \cdot k}$$

$$\times \left[ \frac{1}{\eta \cdot p_1 \cdot (k + p_1)} - \frac{1}{(\eta \cdot p_1 \cdot (n \cdot k + i0^+ - \eta \cdot k_\perp + p_{1\perp})^2 + i0^+)} \right] \mathcal{M}_T.$$  \hspace{1cm} (4.38)

Since the $n \cdot k$ poles in the integrands lie on the same side of the contour, this difference vanishes upon contour integration. Combining with eq. (4.37),

$$I_{WQ,n}^{[S]} + I_{WQ,n}^{[G]} - I_{WQ,n}^{[S][G]} = 0.$$  \hspace{1cm} (4.39)
A similar analysis shows that the net zero-bin subtraction for the gluon Wilson line graph is also zero,
\[ \mathcal{I}^{[S]}_{W G,n} + \mathcal{I}^{[G]}_{W G,n} - \mathcal{I}^{[S][G]}_{W G,n} = 0, \]  
(4.40)
and similarly for the quark V graph,
\[ \mathcal{I}^{[S]}_{V Q,n} + \mathcal{I}^{[G]}_{V Q,n} - \mathcal{I}^{[S][G]}_{V Q,n} = 0. \]  
(4.41)

In contrast to the rest of the collinear graphs, the zero bin subtractions for the gluon V graph are non-zero. Its soft-collinear zero bin is
\[ i\mathcal{I}^{[S]}_{V G,n} = -g^4 T^a T^b \tilde{\xi}_n \left[ \hat{k}_1 - \frac{\hat{n} \cdot \epsilon_1}{\hat{n} \cdot \hat{k}_1} \right] \frac{1}{\hat{q}_\perp} C_A \mu^{2\epsilon} \times \int \frac{d^d k}{(2\pi)^d} \left[ k_2^2 + i\epsilon^+ \right] (\hat{n} \cdot p_1)(\hat{n} \cdot \hat{k}) + i\epsilon^+ \right] \left( k + q_\perp \right)^2 + i\epsilon^+ \bigg] \tilde{\xi}_n, \]
\[ \mathcal{N}^{[S]}_{V G} = \frac{1}{z} \left( \hat{k}_\perp + \hat{\epsilon}_\perp \cdot \hat{q}_\perp \right) \xi_\perp + \left[ \left( \frac{k_2^2 - \hat{q}_2^2}{2z} \right) \frac{\hat{k}_\perp}{Q} + \left( \frac{k_2^2 \cdot \hat{q}_\perp}{z} \right) \frac{\hat{q}_\perp}{Q} \right] \hat{n} \cdot \epsilon_2 \]
\[ + \left[ \frac{(d-3)}{2} \hat{k}_\perp + \frac{(2 + 2z - dz)}{4} \frac{\hat{q}_\perp}{Q} \right] (n \cdot k)(\hat{n} \cdot \epsilon_2). \]  
(4.42)

The terms in the first line of the numerator are rapidity divergent and yield zero due to the $\eta$ regulator, in an identical manner to the zero bin subtractions for $\mathcal{I}^{[S]}_{W Q,n}$. The rest of the terms give a nonzero, rapidity finite integral
\[ i\mathcal{I}^{[S]}_{V G,n} = -g^4 T^a T^b C_A \left[ \frac{1}{4U_{UV}} + \frac{1}{4} \ln \frac{\mu^2}{-\ell} + 1 \right] \left( \mathcal{M}_{1\bar{n}} + \frac{1}{2} \mathcal{M}_{q_{12}} \right). \]  
(4.43)

The rapidity divergent parts of the collinear-Glauber and collinear-Glauber-soft zero bins for $\mathcal{I}^{[S]}_{V G,n}$ vanish, and the rapidity-finite parts are power suppressed,
\[ \mathcal{I}^{[G]}_{V G,n} - \mathcal{I}^{[S][G]}_{V G,n} = 0. \]  
(4.44)

The total zero bin contribution for the gluon V graph is
\[ \mathcal{I}^{[S]}_{V G,n} + \mathcal{I}^{[G]}_{V G,n} - \mathcal{I}^{[S][G]}_{V G,n} = \mathcal{I}^{[S]}_{V G,n} \neq 0. \]  
(4.45)

A simplified calculation that illustrates how the zero-bin for the gluon V graph can be nonvanishing is provided in appendix B. This is exactly what is needed to restore the Ward identity when subtracted from the collinear contribution in eq. (4.27).

One must also consider soft-Glauber zero bin contributions. For a general soft graph, the zero bin subtractions take the form
\[ \mathcal{I}_{V G,n} = \mathcal{I}_{soft} - \mathcal{I}_{soft}^{[G]}, \]  
(4.46)
where $\mathcal{I}_{soft}^{[G]}$ is the soft-Glauber zero bin. In [31] it was argued that whether the rapidity-divergent parts of soft-Glauber zero bin integrals vanish depends on the convention one
chooses for the $i0^\pm$ prescription in the soft Wilson lines. Different choices shift a contribution between $I_{\text{soft}}$ and $I_{\text{soft}}^{[G]}$, but their difference is independent of convention. We illustrate this for the flower graph in appendix B.2. In the natural convention where the eikonal propagators inherit $+i0^+$ terms from the full-theory graphs, the rapidity-divergent parts of the zero bin vanish. One must also compute the rapidity-finite parts of the soft-Glauber zero bin contribution. As with the gluon V graph soft-Glauber contribution, the rapidity-finite part of the soft graph zero bins are all power suppressed or vanish. Hence, all the soft graphs do not receive any soft-Glauber zero bin subtractions:

$$I_{\text{eye}}^{[G]} = I_{\text{flower}}^{[G]} = 0.$$  \hfill (4.48)

In summary, almost all of the zero bin subtractions give zero. The only non-vanishing contribution comes from the collinear-soft zero bin of the gluon V graph, so the total zero bin contribution is

$$I_{\text{zero bin}} = -I_{V_{G,n}}^{[S]} = -\frac{g^4}{16\pi^2} T^a T^b C_A \left[ \frac{1}{4\varepsilon_{\text{UV}}} + \frac{1}{4} \ln \frac{\mu^2}{t} + 1 \right] \left( M_{1\bar{n}} + \frac{1}{2} M_{q12} \right).$$ \hfill (4.49)

### 4.3 Final result

Adding up the results from eqs. (4.27), (4.32), (4.34) and (4.49), and including the $\bar{n}$-collinear contribution as well, we get

$$I_{\text{SCET}}^{\perp} = I_{\text{coll,n}} + I_{\text{zero,\bar{n}}} + I_{\text{coll,\bar{n}}} + I_{\text{zero,n}} + I_{\text{soft}} + I_{\text{boxes}}$$

$$= g^4 \frac{C_F}{16\pi^2} \left[ \frac{1}{\varepsilon_{\text{UV}}} - \frac{2}{\varepsilon_{\text{IR}}} - \frac{4+2\ln \frac{\mu^2}{t}}{\varepsilon_{\text{IR}}} - 2\ln \frac{\mu^2}{Q^2} \ln \frac{\mu^2}{t} + \ln^2 \frac{\mu^2}{t} - 3 \ln \frac{\mu^2}{t} + \frac{7\pi^2}{6} - 9 \right] M_T (T^a T^b)_{ij}$$

$$+ g^4 \frac{C_A}{16\pi^2} \left[ \frac{2}{\varepsilon_{\text{UV}}} - \frac{2}{\varepsilon_{\text{IR}}} - \frac{2+2\ln \frac{\mu^2}{t}}{\varepsilon_{\text{IR}}} - 2 \ln \frac{\mu^2}{t} + \frac{\pi^2}{6} + 2 \right] M_T (T^a T^b)_{ij}$$

$$- g^4 \frac{1}{16\pi^2} (C_A - C_F) (2M_{L1} + 2M_{L2}) (T^a T^b)_{ij} + g^4 \frac{1}{16\pi^2} \delta_{ab} \delta_{ij} \left[ \frac{1}{\varepsilon_{\text{IR}}} + \ln \frac{\mu^2}{t} \right] (i\pi).$$ \hfill (4.50)

Comparing to the leading-power expansion of the full QCD amplitude in eq. (4.1) we find perfect agreement. Thus there are no matching corrections at 1-loop:

$$C_T = 1, \quad C_{L1} = C_{L2} = C_{L3} = C_{L4} = 0.$$ \hfill (4.51)

Although we cannot rule out contributions to these Wilson coefficients at order $\alpha_s^2$ and above, there is good reason to suspect such contributions will also vanish.

### 5 Conclusions

In this paper, we have studied quark-gluon backscattering in the Regge limit, where the outgoing quark is close to the direction of the incoming gluon. We work to leading power in $\lambda = |q_L|/Q$, with $q_L$ the transverse momentum of the outgoing quark relative to the incoming gluon and $Q$ its energy. We computed the one-loop amplitude in QCD in this limit
as well as the one-loop contribution to the amplitude using Glauber-SCET. We find that the same operators $\mathcal{O}_T$, $\mathcal{O}_{sn}$, $\mathcal{O}_{\bar{s}n}$ and $\mathcal{O}_{GG_0}$ required for tree-level matching also reproduce all of the UV divergences, IR divergences, large logarithms and all the finite parts of QCD.

Our result in eq. (4.51) is very surprising. In principle, five different operators could have been needed at one-loop. Indeed, we did find that the Dirac tensor structures corresponding to $\mathcal{O}_{L1}$ and $\mathcal{O}_{L2}$ do appear at one-loop. However, loop corrections from insertions of $\mathcal{O}_T$ generate these tensor structures, so that $\mathcal{O}_{L1}$ and $\mathcal{O}_{L2}$ are not needed in the Glauber-SCET Lagrangian at one-loop. We find that the only operator needed is $\mathcal{O}_T$, the same one needed for tree-level matching, but even for this operator, the one-loop matching correction vanishes.

That there is no one-loop correction can be anticipated from general arguments, such as those in [31]. Indeed, for quark-quark forward scattering in the Regge limit, Stewart and Rothstein found that not only was the leading power behavior of QCD reproduced at one-loop by Glauber-SCET, but that even the finite correction to the gluonic Glauber operator vanished. General arguments given in [31] forbid dependence on the hard scale, so that terms like $\ln(p_1 \cdot p_2/\mu^2)$ should not appear in the Wilson coefficient. This can explain the absence of logarithms in the matching, both for gluonic Glauber exchange and fermionic exchange, but does not forbid a correction which is a function of $\alpha_s$. We find that just as the Glauber gluonic operator, the Glauber fermionic operator in SCET reproduces the entire leading power Regge behaviour in QCD, including the finite terms, so there is no $\alpha_s$ correction.

The one-loop matching for the Glauber gluon case enters the analysis of the two-loop gluonic Regge trajectory [52], and the computation is simplified because the matching vanishes. The one-loop matching for the Glauber quark case computed in this paper (which also vanishes) can be similarly used to compute the two-loop quark Regge trajectory. The calculational method requires the eye graph, to order $\epsilon$, which is given in appendix C.2.
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A Glauber SCET expansion

In this appendix we discuss some subtleties in expanding the Glauber SCET operators and give the Feynman rules explicitly.

A.1 Wilson lines

For $n$-collinear fields, the Wilson lines $W_n$ represent $n$-collinear radiation from everything else in the event, i.e. from other particles in the collision which are not in the $n$ direction.

\footnote{We thank Ian Moult for discussions on [52] prior to publication.}
This radiation can come from incoming or outgoing particles, but the $n$-collinear field is only sensitive to the net effect which can be treated as coming from a coherent source of radiation from a single outgoing particle propagating in the $\vec{n}$ direction, and with color charge conjugate to the $n$-collinear field. The Wilson line takes the form\footnote{A reminder that our sign convention for the covariant derivative is $D_{\mu} = \partial_{\mu} - igA_{\mu}$.}

\[
W_{\vec{n}}(x) = P \left\{ \exp \left[ igT^a \int_0^\infty ds \ n \cdot A^a_n(x^\nu + \vec{n}^\nu s)e^{-0^+s} \right] \right\} \tag{A.1}
\]

where $P$ denotes path-ordering. Under a gauge transformation $W_{\vec{n}}^\dagger$ transforms as

\[
W_{\vec{n}}^\dagger(x) \to U(\infty)W_{\vec{n}}^\dagger(x)U^\dagger(x). \tag{A.2}
\]

The $e^{-0^+s}$ factor is required to make the Wilson line convergent at infinity. It generates the $i0^+$ factors in the propagator denominators. Note that $W_{\vec{n}}^\dagger(x)$ contains $n$-collinear gauge fields, and the integral is in the $\vec{n}$ direction. For $\vec{n}$-collinear fields one uses Wilson lines pointing in the $n$ direction.

\[
W_n^\dagger(x) = P \left\{ \exp \left[ igT^a \int_0^\infty ds \ n \cdot A^a_n(x^\nu + n^\nu s)e^{-0^+s} \right] \right\}. \tag{A.3}
\]

Soft Wilson lines represent soft radiation from the collinear particles, and point in the direction of those particles (in contrast to collinear Wilson lines which represent radiation from everything else except the collinear particle of interest). For the soft operators, we need Wilson lines pointing both in the $n$ and $\vec{n}$ direction. These Wilson lines have identical structure to the collinear Wilson lines, but comprising soft rather than collinear gluon fields, and conventionally indexed with the direction of the Wilson line path rather than the direction backwards to the Wilson line path. Explicitly, for outgoing radiation

\[
S_{\vec{n}}^\dagger(x) = P \left\{ \exp \left[ igT^a \int_0^\infty ds \ n \cdot A^a_\vec{n}(x^\nu + \vec{n}^\nu s)e^{-0^+s} \right] \right\}, \tag{A.4}
\]

\[
S_n^\dagger(x) = P \left\{ \exp \left[ igT^a \int_0^\infty ds \ n \cdot A^a_n(x^\nu + n^\nu s)e^{-0^+s} \right] \right\}, \tag{A.5}
\]

which transform as

\[
S_{\vec{n}}^\dagger(x) \to U(\infty)S_{\vec{n}}^\dagger(x)U^\dagger(x), \quad S_n^\dagger(x) \to U(\infty)S_n^\dagger(x)U^\dagger(x). \tag{A.6}
\]

under gauge transformations. Since forward scattering involves incoming as well as outgoing particles, we should also consider soft operators using Wilson lines representing incoming radiation:

\[
\overline{S}_{\vec{n}}(x) = P \left\{ \exp \left[ igT^a \int_0^- \infty ds \ n \cdot A^a_\vec{n}(x^\nu + \vec{n}^\nu s)e^{0^+s} \right] \right\}, \tag{A.7}
\]

\[
\overline{S}_n(x) = P \left\{ \exp \left[ igT^a \int_0^- \infty ds \ n \cdot A^a_n(x^\nu + n^\nu s)e^{0^+s} \right] \right\}, \tag{A.8}
\]

which transform as

\[
\overline{S}_{\vec{n}}^\dagger(x) \to U(-\infty)\overline{S}_{\vec{n}}^\dagger(x)U^\dagger(x), \quad \overline{S}_n^\dagger(x) \to U(-\infty)\overline{S}_n^\dagger(x)U^\dagger(x). \tag{A.9}
\]

under gauge transformations. The difference between $S$ and $\overline{S}$ is $+i0^+ \rightarrow -i0^+$ in the eikonal propagators. One uses $\overline{S}$ or $S$ depending on whether the QCD field $\psi$ represents an incoming quark or an outgoing antiquark.
A.2 Collinear gluon operators

SCET $n$-collinear gluons are created and annihilated by the gauge invariant operator $B_{n \perp}^\mu$, which is defined by

$$B_{n \perp}^\mu = \left[ \frac{i \eta_\mu}{\vec{n} \cdot \mathcal{P}} W_{n}^\dagger G_{n}^{\mu \perp} W_{n} \right], \quad (A.10)$$

where $G_{n}^{\mu \nu}$ is the gluon field-strength tensor for $n$-collinear gluons, $G_{n}^{\mu \perp}$ projects the $\mu$ index to the $\perp$ directions, and the label operator $\mathcal{P}$ is the total label momentum of $W_{n}^\dagger G_{n}^{\mu \perp} W_{n}$. The square brackets are a reminder that $\mathcal{P}$ picks out the label momentum of the fields inside the brackets. The one-gluon matrix element of $B_{n \perp}^\mu$ for a gluon with polarization $\epsilon$ and incoming momentum $k$ is

$$\left( \epsilon^\mu - \frac{\vec{n} \cdot \epsilon}{\vec{n} \cdot k} k^\mu \right) T^a, \quad (A.11)$$

so that $B_{n \perp}^\mu$ acts like a gauge-invariant version of $A_\mu$.

There is an alternate definition of $B_{n \perp}^\mu$, $gB_{n \perp}^\mu = W_{n}^\dagger T_\perp^\mu W_{n}$ which is equivalent to eq. (A.11). Equation (A.11) is more convenient for our purposes because it simplifies the computation of the gluon matrix elements.

The $n$-collinear operator we need in the Glauber theory is

$$B_{n \perp}^\mu \xi = \left[ \frac{i \eta_\mu}{\vec{n} \cdot \mathcal{P}} W_{n}^\dagger G_{n}^{\mu \perp} W_{n} \right] \left[ W_{n}^\dagger \xi \right], \quad (A.12)$$

where the label momentum $\mathcal{P}$ only acts on the fields within the first square brackets. The matrix element of $B_{n \perp}^\mu \xi$ with an incoming fermion and one incoming gluon is

$$\left( \epsilon^\mu - \frac{\vec{n} \cdot \epsilon}{\vec{n} \cdot k} k^\mu \right) T^a \xi. \quad (A.13)$$

For one incoming fermion and two incoming gluons, the matrix element is

$$g \frac{\vec{n} \cdot \epsilon_1}{\vec{n} \cdot k_1} \epsilon_{1 \nu} T^{a_1 T^{a_1}} \xi + g \frac{\vec{n} \cdot \epsilon_2}{\vec{n} \cdot k_2} \epsilon_{2 \nu} T^{a_2 T^{a_2}} \xi - g \frac{\vec{n} \cdot \epsilon_1}{\vec{n} \cdot (k_1 + k_2)} \left( \frac{1}{\vec{n} \cdot k_1} T^{a_1 T^{a_1}} + \frac{1}{\vec{n} \cdot k_2} T^{a_2 T^{a_2}} \right) \xi \quad (A.14)$$

where $\xi$ is the fermion spinor, and the gluons have momenta $k_i$ and color $a_i$. These results are used in the next section to get the Glauber-SCET Feynman rules.

A.3 Feynman rules

In this appendix we summarize the Feynman rules of Glauber-SCET that we use for the calculations in this paper. These are mostly well known, and we simply copy them from [25–31, 37]. The only new vertex is the 2 collinear gluon emission off the Glauber operator in eq. (A.17). This was not given in [37], and moreover, we disagree with eq. (A.5) of [37] which gives the second order terms in the expansion of the collinear operator. We find the second order terms in the expansion of $B_{n \perp}^\mu$ are

$$- g \left[ T^{a_1}, T^{a_2} \right] \left[ \frac{(\vec{n} \cdot \epsilon_1)(\vec{n} \cdot \epsilon_2)}{\vec{n} \cdot (k_1 + k_2)} \left( \frac{k_{2 \nu}}{\vec{n} \cdot k_1} - \frac{k_{1 \nu}}{\vec{n} \cdot k_2} \right) + \frac{\epsilon_{1 \nu}(\vec{n} \cdot \epsilon_2)}{\vec{n} \cdot k_2} - \frac{\epsilon_{2 \nu}(\vec{n} \cdot \epsilon_1)}{\vec{n} \cdot k_1} \right]. \quad (A.15)$$
The Glauber SCET Feynman rules used in this paper are as follows. The \( n \)-collinear Glauber vertex with one collinear gluon emission is

\[
\mu, a = T^a \left( \gamma_\perp \hat{k}_1 \frac{n^\mu}{n \cdot k} \right).
\] (A.16)

With two collinear gluons it is

\[
\begin{align*}
\mu, a & \quad \nu, b \\
& = -g (\hat{k}_{1\perp} + \hat{k}_{2\perp}) \left( \frac{T^a T^b}{n \cdot k_1} + \frac{T^b T^a}{n \cdot k_2} \right) \frac{n^\mu n^\nu}{n \cdot k_1 + n \cdot k_2} \\
& \quad + gT^a T^b \frac{n^\mu}{n \cdot k_1} \gamma_\perp + gT^b T^a \frac{n^\nu}{n \cdot k_2} \gamma_\perp. 
\end{align*}
\] (A.17)

The vertex for a single soft emission is [37]

\[
\begin{align*}
q, \mu, a & \quad q', \nu, b \\
& = g^3 T^a \left( \gamma_\perp^\mu + g' \frac{n^\mu}{n \cdot k} - g \frac{n^\mu}{n \cdot k} \right).
\end{align*}
\] (A.18)

For two soft emissions:

\[
\begin{align*}
q, \mu, a & \quad q', \nu, b \\
& = g^4 T^a T^b \left( \frac{n^\nu \gamma_\perp^\mu}{n \cdot k_2} - \frac{n^\nu \gamma_\perp^\mu}{n \cdot k_1} + \frac{\gamma_\perp^\mu}{2n \cdot (k_1 + k_2) n \cdot k_1} - \frac{\gamma_\perp^\mu}{2n \cdot (k_1 + k_2) n \cdot k_1} \\
& \quad \frac{n^\mu n^\nu}{n \cdot k_1 n \cdot k_2} \right) + (k_1, \mu, a) \leftrightarrow (k_2, \nu, b).
\end{align*}
\] (A.19)

The soft-quark/soft-gluon Glauber vertex (from \( O_{Sn} \)) is

\[
\begin{align*}
\mu, a & \quad q, \nu, b \\
& = -g^2 T^a \left( \gamma_\perp^\mu - \hat{k}_1 \frac{n^\mu}{n \cdot k} \right) u_s(p).
\end{align*}
\] (A.20)
The 3-point collinear-quark/collinear-gluon vertex in SCET is

\begin{align}
  a, \mu & = i g T^a \left[ n^\mu + \frac{\gamma^\mu \gamma_\perp}{n \cdot p} + \frac{\gamma_\perp^\nu}{n \cdot p'} - \frac{\gamma_\perp^\nu \gamma_\perp^\mu}{(n \cdot p)(n \cdot p')} \right] \bar{n}^\mu \frac{i}{2} .
\end{align}

The 4 point collinear-quark/collinear-gluon vertex in SCET is

\begin{align}
  a, \mu & = i g^2 T^a T^b \left[ \gamma^{\mu \nu} - \frac{\gamma^\mu \gamma_\perp}{n \cdot p} - \frac{\gamma^\nu \gamma_\perp}{n \cdot p'} - \frac{\gamma_\perp^\mu \gamma_\perp^\nu}{(n \cdot p)(n \cdot p')} \right] \bar{n}^\mu \bar{n}^\nu \frac{i}{2} \frac{1}{\bar{n}^2} .
\end{align}

The 3-point collinear gluon vertex is the same as that of QCD,

\begin{align}
  \nu, b & = g f^{abc} (g^{\mu \nu} (k - p)^\rho + g^{\nu \rho} (p - q)^\mu + g^{\rho \mu} (q - k)^\nu) .
\end{align}

Finally, we also need the leading power collinear quark propagator,

\begin{align}
  p & = i \frac{\bar{n} \cdot p}{p^2 + i 0^+} \frac{\bar{q}}{2} .
\end{align}

**B Zero bin toy calculation**

In this appendix, we provide some illustrative calculations relevant for the zero-bin subtractions needed in this paper.

**B.1 Collinear-soft zero bin**

Consider the collinear integral

\begin{align}
  \tilde{I}_{toy} & = \hat{\mu}^2 \int \frac{d^d k}{(2\pi)^d} \frac{\langle n \cdot k \rangle}{(k^2 + i 0^+)(k + p^2 + i 0^+)(k + q^2 + i 0^+)}. 
\end{align}

This is a standard one-loop integral with quadratic denominators. It evaluates to

\begin{align}
  \tilde{I}_{toy} & = \frac{i}{16\pi^2} \left[ \frac{1}{4\varepsilon_{IR}} + \frac{2 + \ln \frac{\mu^2}{4\varepsilon_{IR}}}{4\varepsilon_{IR}} + \frac{1}{8} \ln \frac{2}{l} \frac{\mu^2}{l} + \frac{1}{2} \ln \frac{\mu^2}{l} - \frac{\pi^2}{48} + 1 \right] .
\end{align}
Its soft-collinear zero bin $I_{\text{toy}}^{[S]}$ results from power expanding the integrand using $k^\mu \sim Q\lambda$. This gives

$$I_{\text{toy}}^{[S]} = \tilde{\mu}^{2\epsilon} \int \frac{d^4k}{(2\pi)^d} \frac{(n \cdot k)(\vec{n} \cdot p_1)}{[k^2 + i0^+][(n \cdot k)(\vec{n} \cdot p_1) + i0^+][(k + q_\perp)^2 + i0^+]} \sim O(\lambda^2),$$

$$I_{\text{toy}}^{[G]} = \tilde{\mu}^{2\epsilon} \int \frac{d^4k}{(2\pi)^d} \frac{(n \cdot k)(\vec{n} \cdot p_1)}{[k^2 + i0^+][(n \cdot k)(\vec{n} \cdot p_1) - (\vec{k}_\perp + \vec{p}_{1\perp})^2 + i0^+][(\vec{k}_\perp + \vec{q}_\perp)^2 + i0^+]},$$

(Eq. B.3)

with $\lambda$ not being scaleless.

The Glauber and soft-Glauber-collinear zero bins for eq. (B.1) are

$$I_{\text{toy}} = I_{\text{toy}} - I_{\text{toy}}^{[S]} \sim O(\lambda^2),$$

(B.5)

Both of these zero bins are power suppressed relative to $I_{\text{toy}}$ and thus can be ignored at leading power. Thus, we find that the zero-bin subtracted toy integral is

$$I_{\text{toy}} = \int \frac{d^4k}{(2\pi)^d} \frac{1}{[k^2 + i0^+][(n \cdot k)(\vec{n} \cdot p_1) - (\vec{k}_\perp + \vec{p}_{1\perp})^2 + i0^+][(\vec{k}_\perp + \vec{q}_\perp)^2 + i0^+]} \sim O(\lambda^2).$$

(Eq. B.6)

Thus, the toy example shown here is an instance of a non-trivial zero bin subtraction that is essential to correctly match Glauber-SCET onto QCD.

### B.2 Soft-Glauber zero bin

In this section we review the argument from [31] about the zero-bin and regularization of the eikonal propagators. For the sake of concreteness, we illustrate this using the soft flower graph in eq. (4.28). Stripping away the prefactors, the soft flower graph reduces to

$$I = \tilde{\mu}^{2\epsilon} \int \frac{d^4k}{(2\pi)^d} \frac{1}{(n \cdot k + i0^+)(n \cdot k + i0^+)(k^2 + i0^+)}.$$  

(Eq. B.9)

The $\pm i0^+$ refers to the choice for the poles of the eikonal propagators, depending on the choice of $S$ or $\overline{S}$ for the soft Wilson lines.

If we choose both sides to be the same, $+i0^+$, (i.e. pick $S_n$ and $\overline{S}_n$), the integral evaluates to

$$I_{++} = \frac{i}{16\pi^2} \left[ -\frac{2}{\eta} \left( \frac{1}{\varepsilon_{\text{UV}}} - \frac{1}{\varepsilon_{\text{IR}}} \right) + \ln \left( \frac{\mu^2}{\nu^2} \right) \left( \frac{1}{\varepsilon_{\text{UV}}} - \frac{1}{\varepsilon_{\text{IR}}} \right) + \frac{1}{\varepsilon_{\text{UV}}} - \frac{1}{\varepsilon_{\text{IR}}} \right].$$

(Eq. B.10)
and the soft-Glauber zero bin is
\[
I_{++}^{[G]} = \mu^2 e \int \frac{d^d k}{(2\pi)^d} \frac{1}{(\bar{n} \cdot k + i0^+)(n \cdot k + i0^+)(k^2 + i0^+)} = 0. \tag{B.11}
\]

The last line follows from the fact that the poles in \(k^0\) are on the same side of the integration contour. Thus, for this choice of the signs of \(i0^+\) in the eikonal denominators, the soft Glauber zero-bin explicitly vanishes.

If one chooses opposite signs (i.e. pick \(S_n\) and \(\bar{S}_\bar{n}\))
\[
I_{+-} = \mu^2 e \int \frac{d^d k}{(2\pi)^d} \frac{1}{(\bar{n} \cdot k - i0^+)(n \cdot k + i0^+)(k^2 + i0^+)} , \tag{B.12}
\]
and the integral is different:
\[
I_{+-} = I_{++} + i \int \frac{d^{d-2} \vec{k}_\perp}{(2\pi)^{d-2}} \int_{-\infty}^{\infty} dk_z \left( \frac{\nu}{2k_z} \right)^\eta \frac{1}{(2k_z + i0^+) (k^2_\perp - i0^+)} . \tag{B.13}
\]
The Glauber-soft zero bin in this case does not vanish:
\[
I_{++}^{[G]} = \mu^2 e \int \frac{d^d k}{(2\pi)^d} \frac{1}{(\bar{n} \cdot k - i0^+)(n \cdot k + i0^+)(k^2 + i0^+)} \tag{B.14}
\]
\[
= i \int \frac{d^{d-2} \vec{k}_\perp}{(2\pi)^{d-2}} \int_{-\infty}^{\infty} dk_z \left( \frac{\nu}{2k_z} \right)^\eta \frac{1}{(2k_z + i0^+) (k^2_\perp - i0^+)} , \tag{B.15}
\]
where the last line follows from contour integration in \(k^0\). Thus, we see that
\[
I_{++} - I_{++}^{[G]} = I_{+-} - I_{++}^{[G]} , \tag{B.16}
\]
and the zero-bin subtracted integrals are the same. The soft-Glauber zero-bins allow one to be agnostic about the signs of the \(i0^+\) in the eikonal denominators. The simplest choice is to have all the signs \(+i0^+\) so that the soft-Glauber zero-bins vanish.

C Useful loop integrals

In this appendix, we discuss how some of the rapidity divergent integrals can be computed, and give an example of an exact result with the soft eye graph.

C.1 General formulas

Rapidity divergent integrals from the collinear Wilson line graphs generally take the form
\[
\mathcal{I}_W = \int \frac{d^d k}{(2\pi)^d} \left( \frac{\nu}{\bar{n} \cdot k} \right)^\eta \frac{f(\bar{n} \cdot k, \vec{k}_\perp)}{[k^2 + i0^+][p^2 + k^2 + i0^+]} \tag{C.1}
\]
where the numerator \(f(\bar{n} \cdot k, \vec{k}_\perp)\) depends only on \(\bar{n} \cdot k\) and \(\vec{k}_\perp\), and is independent of \(n \cdot k\).

We first do the \(k^+ = n \cdot k\) integral by contours. The poles in the \(k^+\) plane are at
\[
k^+ = \frac{\vec{k}_\perp^2 - i0^+}{\bar{n} \cdot k} , \quad \text{and} \quad k^+ = -n \cdot p + \left( \frac{\vec{k}_\perp + \vec{p}_\perp}{\bar{n} \cdot (p + k)} \right)^2 - i0^+ . \tag{C.2}
\]
Only when $-\bar{n}p < \bar{n}\cdot k < 0$ do the poles lie on opposite sides of the integration contour. If we close the contour in the upper half plane, we pick up the first pole. Changing variables to $z = -(\bar{n} \cdot k)/(\bar{n} \cdot p)$ gives

$$
\mathcal{I}_W = \frac{i}{4\pi} \left( \frac{\nu}{\bar{n} \cdot p} \right)^\eta \int_0^1 dz \frac{1}{z^{\eta}} \int \frac{d^{d-2}k_L}{(2\pi)^{d-2}} \frac{f(-z\bar{n} \cdot p, \bar{k}_L)}{k^2_L + 2k_L \cdot \bar{p}_L z + \bar{p}_L^2 z - p^+ p^- z (1 - z)}
$$

$$
= \frac{i}{4\pi} \left( \frac{\nu}{\bar{n} \cdot p} \right)^\eta \int_0^1 dz \frac{1}{z^{\eta}} \int \frac{d^{d-2}k_L}{(2\pi)^{d-2}} \frac{f(-z\bar{n} \cdot p, \bar{k}_L)}{k^2_L + 2k_L \cdot \bar{p}_L z + \bar{p}_L^2 z^2},
$$

(C.3)

using the on-shell condition $p^2 = 0$. Shifting the integration momentum gives

$$
\mathcal{I}_W = \frac{i}{4\pi} \left( \frac{\nu}{\bar{n} \cdot p} \right)^\eta \int_0^1 dz \frac{1}{z^{\eta}} \int \frac{d^{d-2}k_L}{(2\pi)^{d-2}} \frac{f(-z\bar{n} \cdot p, \bar{k}_L - z\bar{p}_L)}{k^2_L}.
$$

(C.4)

The remaining computation, performing the $k_L$ integration and then the $z$ integration, depends on the particular integrand, but is generally straightforward. The result is proportional to $1/\varepsilon_{UV} - 1/\varepsilon_{IR}$.

Diagrams with triangle topology such as the collinear $V$ graphs give rise to integrals of the form

$$
\mathcal{I}_V = \int \frac{d^dk}{(2\pi)^d} \left( \frac{\nu}{\bar{n} \cdot k} \right)^\eta \frac{f(\bar{n} \cdot k, \bar{k}_L)}{[k^2 + i0^+][(p + k)^2 + i0^+][(k + q_L)^2 + i0^+]}.
$$

(C.5)

There are now three poles in $n \cdot k$ given by

$$
k^+ = \frac{\bar{k}_L^2 - i0^+}{\bar{n} \cdot k},
$$

(C.6)

$$
k^+ = -n \cdot p + \frac{(\bar{k}_L + \bar{q}_L)^2 - i0^+}{\bar{n} \cdot (p + k)},
$$

(C.7)

$$
k^+ = \frac{(\bar{k}_L + \bar{q}_L)^2 - i0^+}{\bar{n} \cdot k}.
$$

(C.8)

Two of these poles are on opposite sides of the integration contour from the other only for the region $-\bar{n}p < \bar{n} \cdot k < 0$. One can then close the contour in the lower half plane picking up the second pole, and change variables to $z = -(\bar{n} \cdot k)/(\bar{n} \cdot p)$ giving

$$
\mathcal{I}_V = -\frac{i}{4\pi} \left( \frac{\nu}{\bar{n} \cdot p} \right)^\eta \int_0^1 dz \frac{1}{z^{\eta}} \int \frac{d^{d-2}k_L}{(2\pi)^{d-2}} \frac{f(-z\bar{n} \cdot p, \bar{k}_L)}{k^2_L + 2k_L \cdot \bar{p}_L z + \bar{p}_L^2 z - p^+ p^- z (1 - z)}
\times \frac{1}{(\bar{k}_L + \bar{q}_L)^2 (1 - z) + (\bar{k}_L + \bar{q}_L)^2 z + \bar{p}_L z - p^+ p^- z (1 - z)}.
$$

(C.9)

Combining denominators using Feynman parameters, using the on-shell condition $p^2 = 0$, and shifting the integration momentum

$$
\mathcal{I}_V = -\frac{i}{4\pi} \left( \frac{\nu}{\bar{n} \cdot p} \right)^\eta \int_0^1 dx \int_0^1 dz \frac{1}{z^{\eta}} \int \frac{d^{d-2}k_L}{(2\pi)^{d-2}} \frac{f(-z\bar{n} \cdot p, \bar{k}_L - z\bar{p}_L - x(1 - x)\bar{q}_L)}{[k^2_L + \bar{q}_L^2 x(1 - x)(1 - z)^2 - (2\bar{p}_L - \bar{q}_L) \cdot \bar{q}_L z (1 - z)]^2}.
$$

(C.10)
Finally, with our choice of kinematics, \(2\vec{p}_\perp = \vec{q}_\perp\), and the last term in the denominator vanishes. Thus, (C.10) can be used to evaluate rapidity divergent loop integrals coming from V graphs. All rapidity divergent integrals in this paper can be performed using (C.10) and (C.4). In more generality the numerator could depend also on \(n \cdot k = k^+\). In that case one simply substitutes the value of \(k^+\) at the pole at which the residue is evaluated, after confirming that the integral is convergent as \(k^+ \to \infty\).

Using these formulas, we can compute the result of various representative terms in the V-graphs.

With a \(k^2\) numerator \((Q = \vec{n} \cdot p_1)\):

\[
\hat{\mu}^{2\epsilon} \int \frac{d^4k}{(2\pi)^3} \frac{\vec{n} \cdot p_1}{n \cdot k} \frac{k^2}{[k^2 + i0^+][(k + p_1)^2 + i0^+][(k + q_\perp)^2 + i0^+]} \]

\[= \frac{i}{16\pi^2} \left[ \frac{1}{\eta} \left( \frac{1}{\varepsilon_{\text{UV}}} - \frac{1}{\varepsilon_{\text{IR}}} \right) + \frac{1}{\varepsilon_{\text{UV}}} \left( 1 + \ln \frac{\nu}{Q} \right) - \frac{1}{4\varepsilon_{\text{IR}}} \left( \frac{1}{2} + \frac{1}{4} \ln \frac{\mu^2}{-t} + \ln \frac{\nu}{Q} \right) \right.
\]

\[- \frac{1}{8} \ln^2 \frac{\mu^2}{-t} + \frac{1}{2} \ln \frac{\mu^2}{-t} + \frac{\pi^2}{48} + \frac{1}{4} \right], \quad \text{(C.11)}
\]

With a constant numerator:

\[
\hat{\mu}^{2\epsilon} \int \frac{d^4k}{(2\pi)^3} \frac{\vec{n} \cdot p_1}{n \cdot k} \frac{q_\perp^2}{[k^2 + i0^+][(k + p_1)^2 + i0^+][(k + q_\perp)^2 + i0^+]} \]

\[= \frac{i}{16\pi^2} \left[ - \frac{2}{\eta} \left( \frac{1}{\varepsilon_{\text{IR}}} + \ln \frac{\mu^2}{-t} \right) - \frac{1}{\varepsilon_{\text{IR}}} \left( \ln \frac{\mu^2}{-t} + 2 \ln \frac{\nu}{Q} \right) \right.
\]

\[- \frac{1}{2} \ln^2 \frac{\mu^2}{-t} - 2 \ln \frac{\mu^2}{-t} \ln \frac{\nu}{Q} + \frac{3\pi^2}{4} \right]. \quad \text{(C.12)}
\]

With a numerator linear in \(k_\perp\)

\[
\hat{\mu}^{2\epsilon} \int \frac{d^4k}{(2\pi)^3} \frac{\vec{n} \cdot p_1}{n \cdot k} \frac{k_\perp \cdot q_\perp}{[k^2 + i0^+][(k + p_1)^2 + i0^+][(k + q_\perp)^2 + i0^+]} \]

\[= \frac{i}{16\pi^2} \left[ \frac{1}{\eta} \left( \frac{1}{\varepsilon_{\text{IR}}} + \ln \frac{\mu^2}{-t} \right) + \frac{1}{2\varepsilon_{\text{IR}}} + \frac{1}{\varepsilon_{\text{IR}}} \left( \ln \frac{\nu}{Q} + \frac{1}{2} \ln \frac{\mu^2}{-t} \right) \right.
\]

\[+ \frac{1}{4} \ln^2 \frac{\mu^2}{-t} + \ln \frac{\mu^2}{-t} + \ln \frac{\nu}{Q} - \frac{3\pi^2}{8} \right]. \quad \text{(C.13)}
\]

### C.2 Eye graph

As an example, we give the complete analytic result for the soft eye graph eq. (4.30). Before expanding in \(\eta\) or \(\varepsilon\) we find

\[
\mathcal{I}_{\text{eye}} = \frac{2\gamma^4}{16\pi^2} T a T \phi C_F \mathcal{M}_T \left( \frac{\mu^2 \gamma_{\text{IR}}}{-t} \right)^{2\epsilon} \left[ \frac{\Gamma \left( \frac{1}{2} - \frac{\eta}{2} \right) (4 - \eta - 8 \varepsilon) \csc \left( \frac{\pi}{2} (\eta + 2\varepsilon) \right)}{2\eta(\eta + 2) \Gamma \left( \frac{3}{2} - \varepsilon - \frac{\eta}{2} \right)} \left( \frac{\nu^2}{-t} \right)^{\eta/2} \right.
\]

\[+ \frac{\pi^{1/2}(2 - 3\varepsilon) \csc(\pi \varepsilon)}{4\Gamma \left( \frac{3}{2} - \varepsilon \right)} \right], \quad \text{(C.14)}
\]
Note that the $\eta$ regulator is not needed for the first term of the integrand, but included only for completeness. Expanding in $\eta$ to order $\eta^0$ gives

$$I_{\text{eye}} = \frac{2g^4}{16\pi^2} T^a T^b C_F M_T \left( \frac{\mu^2 \epsilon}{-t} \right)^\varepsilon 2^{2\varepsilon} \pi^{3/2} \csc(\pi\varepsilon) \left\{ \frac{1}{\eta^2} \Gamma \left( \frac{1}{2} \right) \right\} \left( \frac{2}{\eta \Gamma \left( \frac{1}{2} - \varepsilon \right)} \right)$$

(C.15)

$$+ \frac{1}{4\Gamma \left( \frac{3}{2} - \varepsilon \right)} \left[ -1 + \varepsilon + (2 - 4\varepsilon) \left( -\pi \cot(\pi\varepsilon) + H_{1/2 - \varepsilon} + \ln \frac{4\mu^2}{-t} \right) \right]$$

where $H_n$ is the harmonic number. Expanding eq. (C.15) in $\varepsilon$ gives

$$I_{\text{eye}} = \frac{2g^4}{16\pi^2} T^a T^b C_F M_T \left\{ \frac{1}{\eta^2} \left[ \ln^2 \frac{\mu^2}{-t} - \frac{\pi^2}{6} \right] + \frac{1}{\varepsilon_{\text{UV}}} + \frac{1}{\varepsilon_{\text{UV}}} \left( -\ln \frac{\mu^2}{-t} + \frac{3}{2} \left[ -1 + 2\ln \frac{\mu^2}{-t} + \ln \frac{\nu^2}{-t} + 3 \ln \frac{\mu^2}{-t} - \frac{\pi^2}{12} + \frac{7}{2} + \varepsilon \left( \frac{1}{6} \ln^3 \frac{\mu^2}{-t} + \frac{1}{2} \ln^2 \frac{\mu^2}{-t} \ln \frac{\nu^2}{-t} \right) \right] \right)$$

(C.16)

$$- \frac{1}{2} \ln^2 \frac{\mu^2}{-t} + \ln \frac{\mu^2}{-t} \ln \frac{\nu^2}{-t} + 3 \ln \frac{\mu^2}{-t} - \frac{\pi^2}{12} + \frac{7}{2} + \varepsilon \left( \frac{1}{6} \ln^3 \frac{\mu^2}{-t} + \frac{1}{2} \ln^2 \frac{\mu^2}{-t} \ln \frac{\nu^2}{-t} \right)$$

$$+ \frac{3}{4} \ln^2 \frac{\mu^2}{-t} - \frac{\pi^2}{12} \ln \frac{\mu^2}{-t} + \frac{7}{2} \ln \frac{\mu^2}{-t} - \frac{\pi^2}{12} \ln \frac{\nu^2}{-t} - \frac{\pi^2}{8} - \frac{14}{3} \zeta_3 + 7 \right) + \ldots \right\},$$

keeping terms to order $\varepsilon$.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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