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ABSTRACT Online product reviews play a critical role for consumers to make a decision of product purchasing, and become an important data source for vendors to build recommendation systems. Some consumers won’t even buy a product without reading online reviews first, and some vendors invite reviewers to write product reviews before a product is released to the market. However, the review quality could greatly impact the use of the reviews for supporting the purchase decision and recommendation. In order to produce enough high-quality reviews, it is a common practice that vendors provide incentives for writing product reviews. Current research is divided. Some research showed that incentive reviews could be more biased compared to organic reviews, but other scholars showed incentive reviews contain more useful information. Furthermore, other academic publications showed very different results regarding the differences between the incentivized and organic reviews. One of the reasons explaining the observation differences could be due to the quality of the reviewers and reviews. Therefore, it is necessary to control the quality of the reviewers and their reviews for a more objective comparison. In this research, we first discuss an approach for ensuring the quality of the data collection and processing to ensure the quality of the comparison study. Then, we explore the differences between incentivized reviews and organic reviews collected from a website that provides reviews for enterprise software systems. Several parameters of the reviews, such as the overall score, sentiment, and subjectivity of the reviews, were analyzed and compared. Our results could provide a reference for appropriately using reviews and managing the reviewing process.

INDEX TERMS Content analysis, information quality, quantitative study, sentiment analysis, text mining.

I. INTRODUCTION

Online reviews or online consumer reviews (OCR), also referred to as electronic word-of-mouth (e-WOM), have been recognized as a valuable information source for the user perception of goods and services. Pricing, performance, and customer satisfaction are some of the most common aspects evaluated by users through text, pictures, or videos [2]. The information is then used to determine customer interests, needs, and opinions regarding businesses’ products and services alike. Given the increased usage of internet, which became indispensable in our modern lifestyle, large amounts of reviews are now available for analysis [15], providing consumers with references, or businesses with resources to build product recommendation systems. Online reviews have been explored throughout variate research, providing progress-driven insights to both individuals and businesses.

Researchers reported that individuals’ benefits as recipients gravitate around trust and usefulness gained from the reviews, regardless of the domain, for example in sales [1] [17] or in the hospitality and tourism industry [31], [36], just to name a few. According to data from a survey, 77% of consumers read online reviews, and 75% trust online reviews more than personal recommendations [24].
Moreover, statistics from the same article show consumers’ dependence on posted opinions while making decisions, online reviews being read and trusted, with over 80% of internet shoppers acknowledging reviews’ helpfulness. Academic findings show that online reviews have a significant impact on consumer attitudes [34] towards brand image, and consequently on the purchase intent [28], [29]. On average, consumers rely on 112 reviews before deciding on a product online [9]. Similar for businesses, online represents a convenient source of information that captures the interests on the market. Consumers’ critique brings awareness of possible improvements in their activities, as shown by [10], who analyzed the connection between clients’ expectations and business sales achievements. Moreover, the feedback from buyers and sellers showed strong correlation, indicating that both parties would respond and react back [27] to each other in similar ways [39]. Clearly, analyzing the client feedback, companies can develop new product or services, thereby further advancing their market presence. In addition, recommendation systems could be built on reviews to provide better product recommendations for customers.

Although the online reviews are important to individuals and businesses, it may take long time to cumulate sufficient number of reviews for a product. Therefore, some businesses provide incentives for reviewers to write reviews. Incentivized reviews are expected to be posted by consumers who have used the product and share their honest and unbiased opinions. Some studies showed that incentivized reviews may be susceptible to manipulation, but other studies showed that incentivized reviews are more useful than organic reviews, which were written by users voluntarily without receiving any incentives [7], [8], [18], [19]. Current research on the impact of incentivized reviews in comparison to the organic reviews is limited. Kim et al. [19] explored the differences between incentivized and organic reviews though comparing the review attributes such as sentiment, rating, and review length of the two types of reviews, which included 666 reviews on 52 skincare products. The analysis results showed that incentivized reviews were more positive and gave higher rating compared to organic reviews. Costa et al. [7] used a machine learning method to analyze the review dataset from the University of California San Diego and showed the incentivized reviews are longer and more positive compared to organic reviews. However, the analysis results could not be generated due to the limitations of the quality of the reviews and the reviewers. For example, the review dataset used by Kim et al. [19] is very small and it may contain many fake reviews, or reviews without much information, such as only giving a rate but no review content. The review dataset used by Costa et al. [7] did not explicitly classify the reviews into incentivized or organic, but were rather grouped by the authors, which could be misleading.

In this research, the reviews were collected from a commercial website that provides online reviews of enterprise software systems. The quality of the online review is highly assured. For example, the website filters out suspicious fake reviews, the reviews without much content, or those where the reviewer cannot be verified. Therefore, the quality of the reviews is guaranteed, and the background of the reviewers is similar for both invited and organic reviewers, which mitigates some confounding problems, such as the fact that the invited reviewers may have a much better understanding of the product than the organic ones. The analysis and comparison were conducted on the overall rating a reviewer gave to a product, and the linguistic attributes of the reviews, such as the length of a review, sentiment, and subjectivity that are important to define the quality of reviews. Text mining methods were used for analyzing the reviews and A/B testing was conducted to understand the statistical significance of the differences between the two types of reviews.

The paper is organized as follows: Section II describes the related work, Section III discusses the methodology, Section IV discusses the experimental results, and Section V is conclusion.

II. RELATED WORK

Considering the important information carried by the online reviews, online reviews have been investigated by researchers and largely divided into five categories of features [40], where each addresses an important component of the review system: reviewer, review, recipient, channel, and response.

Reviewer related features include source credibility [38], reviewer’s expertise [35], reviewer’s information [4], [13] and reviewer’s reputation [16]. At the opposite pole, the recipients provide feedback with their response [6]. Recipient’s familiarity and identification with the product [26] represent deterministic features triggering influence in the final decision. The platform hosting the reviews influence in the customer decision. Zheng [40] identifies the types of channels to be non-commercially linked third-party channels, commercially linked third-party channels, and seller-owned channels. Published literature research indicates that the type of communication channel can influence the recipient’s assessment of a review [3], such as their arousal, valence, and trust.

Most of the review content analyzed in literature is adopting the dual-process theory Elaboration Likelihood Model (ELM) to distinguish two types of influential factors in individuals’ perception [11]: informational (or central route) and normative (or peripheral route) influences. Normative influence regards the individual pressure of fitting into society norms and trends. Evaluating dimensions of peripheral route are information quantity and product ranking. Thus, users seek easily accessible overall opinion [6], considering the volume of available data at the same time. Many websites address this by using summarized score systems for each product or service to represent the average rating provided by all consumers who have reviewed it. Informational influence, on the other hand, refers to the receiver’s perception on the content quality of the message. Attempts have been made by scholars to develop criteria by which the value of an argument can be evaluated. Park et al. [23] considered credibility, objectivity, clarity, and logic. Cheung et al. [6] measured
review quality only in terms of relevance, timeliness, accuracy, and understandability, while Filieri and McLeay [12] considers these four dimensions and further investigates value-added, and completeness. Relevance [37] is how useful a review is for a certain activity and depends on consumer needs. Nelson et al. [22] refers to timeliness as up-to-date, contemporary, and state-of-the-art product/service information. Same study defines information accuracy as the proper mapping of recorded data to its real-world representation. Wang and Strong [37] present readability, interpretability, and ease of understanding as aspects in information understandability, and usefulness and beneficial information as value-added characteristics. Complete information, according to them, has enough breadth, depth, and scope for the task at hand.

Review content data has been extensively analyzed. Some of the most popular features found in literature are the review valence, length, review volume, rating score, message quality, and subjectivity. The valence of a review has been extracted by Ghaseimaghai et al. [14] using two-way ANOVA analysis that shows a link between high ratings and short reviews with a positive attitude. These results are further confirmed through sentiment analysis methods that show review length negative correlation to the review rating, whereas the sentiment correlates positively.

Overall review helpfulness, according to [37], builds on review depth, extremity, readability, and rating. However, research conducted by Almansour et al. [2] has found evidence of text content and score rating discrepancy. Often biased and challenging to determine the exact meaning of a text, approaches such as Latent Semantic Analysis (LSA) have been applied to mitigate subjectiveness. LSA is a statistical method used in natural language processing for analyzing relationships between large texts and the words contained in them, yielding a set of relevant notions within paragraphs. Text preparation, parsing, term reduction, singular value decomposition (SVD), and factor analysis [5] are the main steps included in this process. The review helpfulness has been studied in literature mainly through logistic and regression models, with primary focus on the content quality (e.g., semantic characteristics, online rating) [4], [5], [15].

Message quality has been quantified through several indexes that represent readability, such as the Automated Readability Index (ARI), Gunning’s Fog Index (FOG), Coleman–Liau Index (CLI), and the Flesch–Kincaid Reading Ease index (FK) [15], [21], [30]. Liang et al. [20] implemented a multilevel approach to control variables related to the features of a hotel business (room, pictures, rank) and the existence of nested structure in their dataset by implementing FK and constructing a multiple regression model. Authors select the Gunning’s Fog Index (FOG) as an additional analysis to prove their method validity.

Research results on the differences of incentivized reviews and organic reviews were reported recently [7] and [19] as we discussed in last section. The focus of our research is on the assurance of the quality of the reviews as well as the reviewers so that the analysis results can be much more reliable.

III. METHODOLOGY

In this section, we are going to elaborate the process of the data analysis and the methods we developed to conduct the data analysis and comparative study. We collected the review data from commercial website which provides the software purchasing consultant services for customers. The website collected millions of reviews for hundreds of software systems. One of the examples of the website is G2.com (at https://www.g2.com). The reviews included incentivized reviews and organic reviews. These reviews could be collected directly by the website itself or copied from other websites that provide the similar service. The reviewers shall be verified via the contact information, such as LinkedIn account, the job title, and the experience of reviewer, which is also listed along with the review. Low quality reviews, such as a review that is too short or has no useful information, would be removed. The website includes more incentivized reviews than organic reviews. Further, we pre-process the review data. We referred to other articles [19] to select the review parameters to be analyzed, such as ARI index [30] and sentiment, so that our results could be compared to other similar work. In order to analyze the difference between Organic and Incentivized reviews in one product, we conduct A/B testing to assert the difference in the mean value of each parameter in a statistical way, and the LDA [32] method was used to analyze textual difference between the two types of reviews.

A. DATA COLLECTION AND PRE-PROCESSING

The review website contains reviews of many different enterprise products, but we only collect reviews of project management software products. The forms of the reviews on this website are mainly divided into text and video, including Incentivized reviews and Organic reviews.

We developed a Python program to crawl the website to collect the text reviews. We first crawled all project management software product links from the website, store the links and cookies in prepared for crawling the specific product reviews. Then, we loaded the product links and traverse them. For each product, we crawled the text, star, and the review source of all its textual reviews according to reviews’ Xpath. The python library we use is undetected_chromedriver, which can bypass the Cloudflare that is used to limit crawling of the website. At the same time, the script sends a notification when captcha occurred. We were able to manually bypass the captcha because its frequency of occurrence is based on time rather than how much data we had visited. An IP pool was prepared to avoid ban of our IPs by the website. Finally, we collected 36347 reviews of 289 project management software products on website including both incentivized and organic ones. We put all the reviews of each product into a csv file, which is named as product_name.csv. However, analysis on products containing only small number of reviews
might not be general. Therefore, we mainly used 3 individual products where each contains more than 1000 reviews to conduct the analysis and comparison as well as cross-validation of the analysis results. We also conduct the analysis of all reviews from all products to validate the reviews on individual products and multiple products. We added all the data we have (i.e. 36347 reviews of the 289 software products) into one csv file and we will name it as ALL_DATA. Finally, we got 4 csv files as our dataset, and we analyze them separately. The initial dataset attributes contain review text (or simply called review), star, review source into ‘Incentive’. Meanwhile, we rename ‘review source’ as ‘label’. Therefore, we only one type of Organic reviews, so we transferred ‘review source’ contains several types of Incentivized reviews but can largely reflect the level of satisfaction of the reviewer and other noise. We also found the column ‘review source’ of each type of incentivized reviews into ‘Incentive’. Meanwhile, we rename ‘review source’ as ‘label’. Therefore, ‘label’ contains two types value: Incentive and Organic. The average length of the review is: 60 words.

B. DEFINITION OF REVIEW QUALITY AND SENTIMENT
Some of the review quality attributes are included in the review, such as the overall review rate, but other review quality attributes, such as ARI, have to be calculated. More complex review attributes, like sentiment and subjectivity, have to be analyzed using machine learning methods.

1) DEFINITION OF REVIEW QUALITY
The definition of review quality was mainly based on the number of words of the review, the number of sentences of the review, and the number of letters of the review, and we denote them as word_num, sentence_num, letter_num, respectively. These three attributes are easily calculated after standardizing the dataset. To better define the review quality, we synthesized the characteristics of these three attributes by using The Automated Readability Index (i.e. ARI) [30], as defined in (1).

\[
ARI = 4.71 \left( \frac{\text{letter}_\text{num}}{\text{word}_\text{num}} \right) + 0.5 \left( \frac{\text{word}_\text{num}}{\text{sentence}_\text{num}} \right) - 21.43
\]

(1)

The ARI outputs a number which approximates the grade level needed to comprehend the text. For instance, if the output number of a review is 10.62, it indicates that a person below 11th grade will have no difficulty to understand the review. Therefore, it can be used to characterize whether a comment is concise and easy to understand and thus evaluating the publicity of the comment. Finally, we define review quality as ARI to summarize the attribution of word_num, sentence_num, and letter_num.

2) DEFINITION OF SENTIMENT
The definition of sentiment is divided into two aspects: one is the star rating given by a reviewer, the other is the review’s polarity and subjectivity, which can be calculated based on the text content. The star rating is the level of sentiment, since it can largely reflect the level of satisfaction of the reviewer with the product. TextBlob is an open source text processing library written in Python that can be used to perform many natural language processing tasks, including sentiment analysis through the TextBlob.Sentiment functionality. This function returns a tuple of the form (polarity, subjectivity), where polarity defines negativity or positivity in a text, and subjectivity implies that the expression of a text is vague or positive. The value of the polarity is a float type that vary from −1 to 1, and refers to ‘very negative’ to ‘very positive’ and the value of the subjectivity is also a float type that vary from 0 to 1, and refers to ‘objectivity’ to ‘subjectivity’. Here we use star, sentiment.polarity and sentiment.subjectivity to represent the sentiment of the review.

C. EXPLORATION OF DIFFERENCES BETWEEN INCENTIVE AND ORGANIC REVIEWS IN THE PRODUCTS
In this section, we first investigate the difference between incentivized and organic reviews in terms of the mean of star, mean of word_num, mean of polarity, mean of subjectivity and mean of ARI (i.e. review_quality) to assert this difference in a statistical way using A/B testing.

Second, in order to analyze the differences in text content between the incentivized and organic reviews, we will use the LDA method to generate a specific model, both for incentive and organic, thus comparing the similarities in text content between two types of reviews with topic modelling.

1) CONDUCT A/B TESTING TO INVESTIGATE THE DIFFERENCE BETWEEN THE TWO TYPES OF REVIEWS
We are going to perform a non-parametric permutation test (i.e. A/B testing) with the goal of asserting whether or not there is any statistically significant difference of the mean of

| Variable         | Data Type |
|------------------|-----------|
| review text      | string    |
| star             | integer   |
| review source    | string    |

| Variable         | Data Type |
|------------------|-----------|
| ARI(review_quality) | double   |
| label            | string    |
| polarity         | double    |
| review           | string    |
| star             | integer   |
| subjectivity     | double    |
| word_num         | integer   |
each attribute (i.e. star, word_num, polarity, subjectivity, ARI) between the two types of reviews. An A/B test was applied since it is not feasible to perform all possible permutations and calculate the exact $P_{\text{value}}$.

The hypothesis is defined based on each attribute: \{star, word_num, polarity, subjectivity, ARI\}.

**Null hypothesis** $H_0$: The mean values of each attribute between incentive and organic are equal because all of the data belongs to the same population.

**Alternate hypothesis** $H_1$: The mean values of each attribute between incentive and organic are different.

The details of the A/B test are summarized as follows:

For reviews from one product, we labelled incentive and organic reviews into group$_1$ and group$_2$, respectively. For one attribute in both groups, we take out the specific attribute column from both groups. Then we take the average of the both columns and denote them as $\mu_{\text{inc}}$ and $\mu_{\text{org}}$. Finally, we got the real difference of this attribute between incentive and organic reviews and we denote the real difference as $\Delta \mu$. After getting the $\Delta \mu$, the process of the resampling can be elaborated as described below.

Let $M$ refer to the number of organic reviews and $N$ refer to the number of incentive reviews. Further, we take $M$ and $N$ data as two groups. Finally, we get mean of both groups and the difference of them as $\Delta \mu_{\text{true}}$. At last, we will assert if $|\Delta \mu_{\text{true}}|$ is greater or equal to $|\Delta \mu|$ or not. The resample process is repeated a specific number of times (in our study, 100000 time) and the $\Delta \mu_{\text{true}}$ generated each time is recorded.

Notice that with the A/B testing we can find the $P_{\text{value}}$ as in (2), where $N$ is the number of replicate samples that have been simulated, and $r$ is the number of these replicates that produce a test statistic ($|\Delta \mu_{\text{true}}|$) greater than or equal to that calculated for the real data ($|\Delta \mu|$). The addition of the value 1 in the numerator and denominator comes from imposing that the estimated $P_{\text{value}}$ is unbiased.

\[
P_{\text{value}} = \frac{r + 1}{N + 1} \tag{2}
\]

Under the null hypothesis, each resample has a probability of getting a test statistic at least as extreme as the one for the original sample that is equal to the permutation test $P_{\text{value}}$.

Consequently, out of $N$ resampling simulations, the number of resamples with a test statistic at least as extreme as the one in the original sample has a binomial distribution with parameters $N$ and $P_{\text{value}}$. As a result, we can form a confidence interval for the $P_{\text{value}}$ using standard methods for a binomial proportion confidence interval. Particularly, we use Wilson score interval as in (3), (4).

\[
\text{Interval}_{\text{lower}} = \frac{p + \frac{z^2}{4n} + \frac{z}{2n} \sqrt{p(1-p) + \frac{z^2}{4n^2}}}{1 + \frac{z^2}{n}} \tag{3}
\]

\[
\text{Interval}_{\text{upper}} = \frac{p + \frac{z^2}{4n} + \frac{z}{2n} \sqrt{p(1-p) + \frac{z^2}{4n^2}}}{1 + \frac{z^2}{n}} \tag{4}
\]

We assume that there will have different values between two types reviews in the null hypothesis. We assume that all the data belong to the same population and the fact of resampling them does not generate anything more than a random variation of the same data, but not a new distribution.

We will conduct A/B test individually on every attribute in \{star, word_num, polarity, subjectivity, ARI\} to assert whether the mean value of the attribute between incentive and organic reviews are different in section 3.

2) USE LDA MODEL TO GET THE DIFFERENCE IN TEXT BETWEEN TWO TYPES OF REVIEW

In addition to statistically analyzing the difference between the means of each attribute of the two types reviews, we look directly into the text content itself to compare the difference between incentive and organic reviews, using Latent Dirichlet allocation (LDA) [32] model.

**Latent Dirichlet allocation** is a generative probabilistic model of a corpus. The basic idea is that a document is represented as random mixtures over latent topics, where each topic is characterized by a distribution over words. LDA assumes the following generative process for each document $w$ in a corpus $D$:

1. Choose $N \sim \text{Poisson}(\xi)$.
2. Choose $\theta \sim \text{Dir}(\alpha)$.
3. For each of the $N$ words $w_n$:
   (a) Choose a topic $z_n \sim \text{Multinomial}(\theta)$.
   (b) Choose a word $w_n$ from $p(w_n | z_n, \beta)$, a multinomial probability conditioned on the topic.

The training process of the LDA model can be summarized in 4 steps:

**Step1**: For every word $w_n$ in corpus, randomly assign a topic id $z$ for it.

**Step2**: Traverse every word in the corpus again, using Gibbs Sampling formula to sample it and update its topic in the corpus.

**Step3**: Conduct Step 2 again until Gibbs Sampling converges.

**Step4**: The statistical corpus topic-word co-occurrence frequency matrix is the LDA model.

In our study, we use LDA model to compare the similarity between incentive and organic reviews. Commonly, similarity scores vary from 0 to 1, and if two texts are very similar, the scores will tend to approach 1. Just as shown in Figure 1, our method can be divided into 4 stages: Data Pre-processing, Model Training, LDA space vector generation and Similarity score calculation.

In **Data Pre-processing**, we will process the ‘reviews’ of the dataset again and this includes: stemming the verbs, removing the stop-words, and transforming reviews into the sparse word frequency vector. Let corpus$_{\text{inc}}$, corpus$_{\text{org}}$ refer to incentive reviews and organic reviews after the processing above.

In **Model Training**, we input corpus$_{\text{inc}}$ and corpus$_{\text{org}}$ to train two LDA models: LDA$_{\text{inc}}$ and LDA$_{\text{org}}$, respectively, with number of the topics so that the model achieves the highest coherence scores.
In **LDA space vector generation**, two LDA spaces are generated by LDA$_\text{inc}$ and LDA$_\text{org}$ respectively. Next we input corpus$_\text{inc}$, corpus$_\text{org}$ to the LDA spaces, in order to transform corpus into LDA vector. After we get LDA vector, we are able to create index to get similarity scores.

In **Similarity score calculation**, the flowchart in Figure 1 can be summarized as: create index → conduct queries on all incentive or organic reviews with the opposite label index → form a Similarity score list → get the final similarity scores.

Let’s take the generation of Similarity$_\text{inc}$ (i.e. The mean similarity value of all incentive reviews in index$_\text{org}$) as an example to illustrate the idea. We first denote $M, N$ as the number of organic and incentive reviews respectively, and here are the four steps.

**Step1**: We create index$_\text{org}$ for Query by gensim.similarities.MatrixSimilarity, where the input of gensim.similarities.MatrixSimilarity is the LDA vector of corpus$_\text{org}$.

**Step2**: We traverse the corpus$_\text{inc}$. For every review in the corpus$_\text{inc}$, specifically, we take review$_\text{inc}_i$, and conduct a Query using index$_\text{org}$, and the Query will return a similarity score list between review$_\text{inc}_i$ and all the organic reviews. The operation of taking the mean value of the list is Mean$_0$, and the mean value is Similarity$_\text{inc}_i$ as defined in (5).

**Step3**: We do the Iteration (i.e. Do the same operation as in Step 2 until the last review in corpus$_\text{inc}$). Thus, we can form the Similarity score list as in Figure 1.

**Step4**: We take the mean value of Similarity score list as Similarity$_\text{inc}_i$ (We refer to this operation as Mean$_1$) as defined in (6).

$$
\text{Similarity}_\text{inc}_i = \frac{\sum \text{index}_\text{org}(\text{review}_\text{inc}_i)}{N} i = 0, 1, 2 \ldots N - 1 \quad (5)
$$

$$
\text{Similarity}_\text{inc} = \frac{\sum_{j=0}^{N-1} \text{Similarity}_\text{inc}_j}{N} \quad (6)
$$

To ensure the completeness, we will get Similarity$_\text{org}$ (i.e. The mean similarity value of all organic reviews in index$_\text{inc}$) with the similar process above. (7,8)

$$
\text{Similarity}_\text{org}_j = \frac{\sum \text{index}_\text{inc}(\text{review}_\text{org}_j)}{M} j = 0, 1, 2 \ldots M - 1 \quad (7)
$$

$$
\text{Similarity}_\text{org} = \frac{\sum_{j=0}^{M-1} \text{Similarity}_\text{org}_j}{M} \quad (8)
$$

Finally, do a weight summation on Similarity$_\text{org}$ and Similarity$_\text{inc}$ according to the quantity of the two types.
reviews (9) and we denote the summation as $Score$, which refers to the similarity score between two types of reviews.

$$
Score = \text{Similarity}^{inc} \times \frac{N}{M+N} + \text{Similarity}^{org} \times \frac{M}{M+N} 
$$

(9)

IV. RESULTS

In this section, we describe the data analysis conducted and the comparison study results. First, we present the distribution of our dataset. Then, we discuss the $A/B$ testing on the chosen attributes: star, words_num, polarity, and ARI index and use LDA model to get the difference in text between two types of reviews, thus leading the final results on the difference between incentive and organic reviews.

A. DATASET

As mentioned in Section III.A, after crawling the data on G2, we chose three products ‘Clickup’, ‘Asana’, ‘Mavenlink’, and ‘ALL_DATA’ (i.e., the all 35431 reviews of 289 software products) to analyze. Next, we pre-process the dataset; the data transformation from TABLE 1 to TABLE 2 is described earlier. TABLE 3 shows basic information and distribution of the dataset.

B. A/B TEST

In this part, we conducted A/B test on star, word_num, polarity, subjectivity, and ARI index on all three products and ALL_DATA, thus 24 tests are conducted. For each test, we resample 100000 times to make sure the $P_{value}$ we gain is reliable. We set $\alpha = 0.05$ for all tests above. If the $P_{value}$ is below 0.05, we are able to reject the null hypothesis (i.e., supports the alternative hypothesis) that: the difference of the mean of the feature under test of the two type of reviews are statistically significant.
Specifically, observations regarding the difference of the two types of reviews can be drawn from Figure 3 and TABLE 6:

1. $P_{value}$ of features star and ARI of each of the three products and ALL_DATA is below 0.05, then we can conclude that the difference of the mean of star and ARI of the types of reviews are statistically significant.

2. $P_{value}$ of feature Word_num of product Asana, Mavenlink, or ALL_DATA is below 0.05, but $P_{value}$ of product Clickup is 0.3851, which is much higher than 0.05. We cannot make a 100% agreed conclusion, although majority of the products including ALL-DATA support the alternative hypothesis. However, exception do happen, such as the reviews collected on product Clickup.

3. $P_{value}$ of features Polarity and Subjectivity of product Asana, Mavenlink, or ALL_DATA is above 0.05, but $P_{value}$ of product Clickup for Polarity and Subjectivity is 0.0001 and 0.0084 respectively, which is much lower than 0.05. We cannot make a 100% agreed conclusion, although majority of the products including ALL_DATA support the NULL hypothesis.

4. From above observations, it is safe to conclude that the difference of overall rating/stars between incentivized reviews and organic reviews is significantly different. The conclusion is consistent to the results conducted on different products by other researchers. Probably the reviewers who took incentives for writing the reviews might give more favorable rating. The difference of the review text in syntax between incentivized reviews and organic reviews is also significantly different although exception exist. One of the possible explanations is the reviewers who took incentives for writing reviews may write the review in a more careful way. However, the sentiment calculated from review text between incentivized reviews and organic reviews is not significantly different although exception exist. It has to be mentioned that the conclusion could be different when the sentiment analysis is calculated differently.

5. The analysis results from ALL_DATA is always consistent to the analysis results produced by the majority of the three products. In order to achieve low variant results, it is necessary to conduct the analysis in a larger dataset that shall contain more products with more reviews, and the number of incentive reviews and organic reviews should be balanced.

C. LDA MODEL

In order to generate LDA model with highest coherence, we first find the best k for all the LDA model we use later. The best quantity of topics for the three products and the total reviews are listed in TABLE 4.

When the best quantity of the topic is found, the final step is ready to be conducted. We generate the LDA model with the corresponding topic’s quantity. Next, we compare the similarity between two types reviews for the 4 datasets separately with the algorithm mentioned in section Methodology. The final results of the similarity scores are shown in TABLE 5. Based on similarity score of “ALL_DATA”, one can see the topics discussed by incentive reviews and organic results are fairly different, and the results from other products do not against the observation. One of the explanations is that incentive reviews are more structured and cover mode broader topics, and organic reviews are more casual and focused on couple of topics. The observation was confirmed by manual inspection of many reviews.

V. CONCLUSION

Online product reviews are important for customers to make purchase decision. Yet, bad reviews could be misleading and even cause problems. That being the case, some vendors and manufacturers provide incentives for writing product reviews and hope they are useful and objective. Some research work showed the incentive reviews could be more biased compared to the organic reviews, and other scholars showed different results. One of the reasons explaining the observation differences could be due to the quality of the reviewers and reviews. Hence, it is necessary to control the quality of the reviewers and reviews to establish a more objective comparison of the incentivized and organic reviews. In this
This project was initiated and led by two high school students Andrew Yang and Allen Peng. They proposed the project idea, collected and cleaned the data, designed the experiment method and conducted the experiments, and drafted the research report including the literature review. Undergraduate student Hongyu Zhang offered the technical support for programming and LDA analysis, and he also drafted the first version of this article. Ph.D. student Lavinia Pieptea was responsible for advising the students in research. Jian Yang provided onsite research support and advising for Andrew and Allen, and Junhua Ding led the team for the project development. The success of the project showed the high school students can do excellent research as soon as they are well advised. The authors hope the success of the project could inspire more high school students to participate in research.
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