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Abstract: As a foundation component of cloud computing platforms, Virtual Machines (VMs) are confronted with numerous security threats. However, existing solutions tend to focus on solving threats in a specific state of the VM. In this paper, we propose a novel VM lifecycle security protection framework based on trusted computing to solve the security threats to VMs throughout their entire lifecycle. Specifically, a concept of the VM lifecycle is presented divided up by the different active conditions of the VM. Then, a trusted computing based security protection framework is developed, which can extend the trusted relationship from trusted platform module to the VM and protect the security and reliability of the VM throughout its lifecycle. The theoretical analysis shows that our proposed framework can provide comprehensive safety to VM in all of its states. Furthermore, experiment results demonstrate that the proposed framework is feasible and achieves a higher level of security compared with some state-of-the-art schemes.
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1 Introduction

Due to their strengths of flexibility and scalability, Virtual Machines (VMs) have become the main mode of tenant service deployment in cloud computing environments. As an independent computing entity, besides facing traditional security threats, VMs also confront some security threats specific to cloud computing; namely, those security threats that specifically target different states of the virtual environment (e.g., the co-resident attack[1], the data security threats[2–5], the attack to VM storage[6], and the attack to VM migration[7,8]). Intuitively, in order to achieve a secure environment, comprehensive protection is required for each state of the VM; i.e., what this paper refers to as lifecycle security protection.

Recently, some promising approaches[9–12] have been proposed to solve the security problems facing VMs at different stages of the lifecycle. These approaches work by employing specific methods during the lifecycle of a VM, including (a) authentication and data encryption, utilizing isolation technology to protect the CPU and memory context of a VM; (b) implementing an agent, installing an agent in a VM to implement security features such as access control, encryption, and integrity verification; (c) protecting the integrity of the image, providing security for a VM by protecting the integrity of the image file; and (d) scanning and updating, the fine-grained scanning and updating of a VM leveraging the technique of optimized storage deployment.

However, the aforementioned approaches suffer from some major limitations. First, cryptography mechanisms can mitigate the security threats faced...
by the VM, but guaranteeing the confidentiality and security of the keys that are used in storage and authorization is still an open problem. Second, these methods focus on protecting the security of a particular state of the VM but do not protect the VM across its full lifecycle. Third, some subtle but important states of the lifecycle (e.g., the states of migration and snapshot) are often ignored by existing schemes. Finally, the trusted state of the VM cannot be checked and verified, which means that a security assessment of the operating status of the VM cannot be realized.

Fortunately, trusted computing technology can overcome these problems by creating a trusted environment for VMs. Secure storage of keys is realized by storing them in the Trusted Platform Module (TPM). Moreover, the environment of trusted computing provides a basis for protecting a VM throughout its entire lifecycle. Furthermore, the security of the operating status for a VM can be checked and validated via trusted computing, thus achieving a proper security assessment.

In this paper, we study security threats to VMs, and aim to propose a comprehensive lifecycle protection scheme using trusted computing to achieve perfect security within a trusted chain from the hardware TPM to the VM. This builds on the fact that trusted computing principles have been adopted in many cloud platforms with high security requirements.

We first present a novel model of the VM lifecycle, in which different lifecycle states are divided up in accordance with the different states of the VM. We then discuss the conditions and requirements for the proposed lifecycle model to achieve soundness and security, showing that in order to meet these goals each state of the VM needs to concern itself with and to satisfy certain requirements.

Based on this model, we further study the security protection method for VMs and propose a novel solution using trusted computing. The main idea is to establish the VM as a trusted computing environment by extending the trusted chain from the hardware TPM to the VM initial launcher and then to the applications of the VM. At the same time, the security and legitimacy of the virtual Trusted Platform Module (vTPM) instance are ensured by establishing a physical trusted basis and implementing trusted associations with VM instances.

In a nutshell, the main contributions of this paper are as follows.

- We present a novel security protection framework for the lifecycle of a VM based on trusted computing, in which the states of the lifecycle are divided up by the different states of the VM. The proposed framework can provide a dependable level of security and reliability for each state. Simultaneously, a deep attestation method for the VM’s running state is implemented.

- A comprehensive complexity and security analysis of the proposed framework in terms of the trusted VM lifecycle and security protection framework is provided. The analysis results show that the proposed framework can build a trusted environment and ensure the security and dependability of a VM throughout the lifecycle.

- To illustrate feasibility and availability, we conduct the experiments on a real OpenStack-based cloud computing environment. The results demonstrate that the proposed framework realizes the ability for centralized management of the trusted information of VMs, and provides complete security protection throughout the VM lifecycle.

The remainder of this paper is organized as follows. In Section 2, we review related work. We revisit the preliminaries in Section 3 and define the system model, security threats, and security goals in Section 4. Section 5 follows with a description of our proposed framework. We discuss and prove the security proposals in Section 6, and provide the implementation and analysis of our proposed framework in Section 7. Finally, we conclude our paper in Section 8.

2 Related Work

In recent years, many studies have been conducted on the protection of VMs against security threats in different operation states. We trace the related works organized into the different VM states that they are concerned with.

In the storage state, the main security threat is the leakage of the VM image file. Although encryption is a common method to protect the VM image files, in the case of a large VM instance it consumes a high level of resources. Moreover, before running the encrypted VM instance it must be decrypted, which equates to even more severe resource consumption. Meanwhile, data leakage can still be a problem if the decrypted image file is stolen. To solve this drawback, Schwarzkopf provided an optimized storage method to improve the efficiency of VM image file updating and vulnerability detection. Nonetheless, this method does not consider the secure storage of private data in the running time of the VM.
In the running state, data leakage\(^{13}\) is the major threat to the VM. Existing solutions (e.g., encryption\(^{14}\), authentication and access control\(^{15}\), and infrastructure protection\(^{16}\)) cannot solve the fundamental problem behind the data leakage problem, which is the confidentiality and security of encryption keys. The methods proposed in Refs. [17, 18] can be used to guarantee the security of the VM’s data transmission process. Intel Software Guard Extensions (Intel SGX) can provide a trusted environment within an untrusted cloud platform to protect private data in a VM\(^{19,20}\). In addition, the Intel Trusted Execution Technique (Intel TXT) can dynamically protect the security of the Virtual Machine Monitor (VMM), i.e., the hypervisor\(^{21}\). Unfortunately, both of these techniques require the support of security hardware (e.g., CPU and Basic Input Output System (BIOS)), which makes them difficult to make use of in a virtualization environment. Meanwhile, the state of the application in the VM is also worth studying. Existing research proposes methods that focus on improving VM performance\(^{22}\) or detecting VM behavior from outside of a VM\(^{23}\) and rarely looks at protecting applications in VMs. Reference [24] proposed an attestation method for applications in a VM, but this requires deploying an agent, the security of which is difficult to guarantee.

In the migration state, the most common attacks are migration target deception and man-in-the-middle. To overcome these threats, Wan et al.\(^{25}\) proposed a protocol to assure the security requirements of VM migration using the methods of property-based attestation and trusted channel. Sun et al.\(^{26}\) presented a mechanism to protect the dynamic data migration of a VM by utilizing the centralized management platform, virtual security gateway, hypervisor access engine, and VM security agent. Besides, in some studies (e.g., Refs. [7, 8]), host optimization algorithms were proposed to settle the problems of energy consumption, communication delays, and migration cost. The premise of the implementation of these algorithms should be that the target host is secure.

In the states of deployment and deletion, practical solutions have yet to emerge for the security of VMs. Existing studies either focus on improving performance\(^{27-29}\) or delegate the security responsibilities to the Cloud Service Provider (CSP)\(^{34}\).

It is feasible to use trusted computing to provide comprehensive security protection for each operation state of a VM. Mao\(^{9}\) proposed a trusted and secure computing environment to the user, employing a proxy VM and a trusted computing base to prevent unauthorized access. Barak et al.\(^{10}\) presented an approach to implement policy extraction, user control, encryption, local integrity verification, and access control in the VM. Forrester et al.\(^{11}\) proposed a method that can verify the integrity of a VM. However, all of these research solutions require deploying agents in the VM; even though first-hand data can be obtained, the security of the agent still cannot be effectively guaranteed.

In order to solve these aforementioned problems, we propose a security framework using trusted computing to provide comprehensive security protection for a VM throughout its lifecycle. Instead of deploying agents, the proposed framework uses Virtual Machine Introspection (VMI) technology to collect information in VMs, builds a trusted environment for VMs, and provides a trusted guarantee for each state of the VM lifecycle.

## 3 Preliminaries

In this section, we briefly revisit the preliminaries used to construct our framework, including trusted computing, virtual trusted computing, and trusted attestation.

### 3.1 Trusted computing

In the context of Trusted Computing Group (TCG) specifications, trust is meant to convey an expectation of behavior\(^{30}\). With the TPM technology of TCG, we can protect systems by the means of secure key storage, cryptographic protection, and integrity measurement\(^{31}\). The trusted computing platform has the functions of ensuring data integrity, data security storage, and platform remote attestation\(^{32}\).

TPM ensures the integrity of the system data through a Root of Trust for Measurement (RTM) and trusted chain, protects data security using cryptographic technology, and stores trusted measurement information through Platform Configuration Registers (PCR). In order to prevent the PCR value from being tampered with, the TPM restricts the behaviors of the user operating the PCR, allowing only reset and extension operations. The reset operation clears the PCR value automatically when the machine is powered off or restarted, while the extension operation is done in the following way.

\[
\text{NewPCR}_i = \text{Hash(OldPCR}_{i-1} \| \text{NewHashValue})
\]  

(1)

where the symbol $|$ indicates the conjunction, the
OldPCR\textsubscript{i−1} indicates the value of the PCR before \( i \) extension, the NewHashValue indicates the hash value to be extended, and the NewPCR\textsubscript{i} indicates the PCR value after the extension.

Since the extension operation is irreversible, the PCR value obtained by first extending the measurement value \( A \) and then extending the measurement value \( B \) is different from the value of extending \( B \) first and then extending \( A \).

In the system startup process of a trusted computing platform, the module to be loaded is measured and the measurement value is extended to PCR. In theory, the PCR can record an infinitely long measurement sequence in the manner of Function (1). Due to the iterative nature of the extension process, if the measurement value of a component is changed, the PCR values of the subsequent measurement will be affected.

The measurement components and the sequence are stored in the Stored Measurement Log (SML). The SML is saved in low-security file systems, while the PCRs are protected by the high-security TPM. However, since the two are interrelated, even if the SML is tampered with, the tampering behavior can be detected by the PCR. Through the extending operation of the PCR, the trusted relationship scope extends from the RTM to the BIOS, system hardware, boot loader, and operating system. The trusted relationship upward transfer process has been labeled as a “chain of trust”, or trusted chain\cite{33}. Through the above analysis, we can see that this trusted chain can be described through the SML and PCR extension process.

3.2 Virtual trusted computing

With the development of cloud computing, there is a need to use trusted computing technology to protect the data in VMs. A vTPM is required to provide TPM services to a VM running on top of a hypervisor. In 2006, Perez et al.\cite{34} proposed the first vTPM architecture. Since it is implemented using a software simulation, the following conditions need to be satisfied in the vTPM implementation:

- A vTPM must provide the same usage model and TPM command set to an operating system running inside a VM as a hardware TPM provides to an operating system running directly on a hardware platform;
- A strong association between the VM and vTPM must be maintained across the lifecycle of the VM, which includes the migration of the VM (together with its associated vTPM) from one physical machine to another;
- A strong association between the vTPM and its underlying Trusted Computing Base (TCB) must be maintained; and
- A virtual TPM must be clearly distinguished from a hardware TPM because of the different security properties of these two types of TPM.

The vTPM architecture was first implemented in Xen. As the KVM architecture has become mainstream, vTPM implementation solutions based on KVM\cite{35} have emerged and are now widely used\cite{24,36}.

3.3 Trusted attestation

The goal of trusted attestation is to prove to a remote party that the operating system and application software are intact and trustworthy\cite{37}. Trusted attestation usually includes three roles: a challenger, a target system, and an authoritative third party, e.g., a Certificate Authority (CA). First, the target system is equipped with a TPM and a trusted computing environment has been established by trusted chain. Then the challenger sends an attestation request to the target system, and the attestation information signed by the TPM is collected and sent back to the challenger. Since the signed key was generated from the TPM and certified by the CA, the challenger trusts the source of the attestation information. Finally, with the attestation information of the latest PCR value and the SML files, the challenger reproduces the PCR extension process to verify the trustworthiness of the target system. Trusted attestation technology can be used to testify the integrity of the target platform\cite{38}, checking each component of the trusted chain. The integrity of the trusted chain then characterizes the trusted status of the target system.

4 Problem Statement

In this section, we state the problem by formalizing the lifecycle model and system model, and by identifying the security threats and security goals.

4.1 Lifecycle model

As depicted in Fig. 1, the lifecycle model of a trusted VM consists of 6 main states: creation, storage, deployment, execution, exit, and deletion, and 3 additional states: suspending, snapshot, and migration.

(1) Creation state. The VM is created and the Operating System (OS) is installed in this state. A template can be used to speed up the creation process instead of creating everything from scratch. Once the
VM is created, the associated vTPM instance is created as well.

(2) Storage state. The VM and vTPM instances are being kept in a dormant state on an appropriate storage system. In order to maintain confidentiality, the private data of the VM instance and vTPM instance are stored in encrypted form.

(3) Deployment state. Before loading the VM, the vTPM instance is decrypted and relationships of the VM to the vTPM and of the TPM to the vTPM are examined to verify the trustworthiness of the vTPM.

(4) Execution state. The trusted VM is executed to achieve its intended purpose. The guest operating system uses the vTPM as if it was a hardware TPM, and the persistent data of the vTPM is saved to the vTPM instance file continuously.

(5) Exit state. The trusted VM saves the persistent data generated by the execution state to the instance file and then the VM is shut down.

(6) Deletion state. In this state, all the contents of the trusted VM are deleted, including VM instances, vTPM instances, and VM security measures.

(7) Suspending state. The trusted VM gives up its CPU and memory resources after saving persistent data to the instance file. When needed, the trusted VM will regain the CPU and memory resources and resume execution.

(8) Snapshot state. The trusted VM first saves its operational state to a snapshot template (including the VM and associated vTPM). Then, when needed, the new trusted VM is created directly from the template files to quickly recover the state of the snapshotted trusted VM.

(9) Migration state. The operating environment of a trusted VM is transferred from one physical machine to another, along with its associated vTPM instance.

4.2 System model

The architecture of the VM lifecycle security framework consists of compute nodes and a cloud management center, as shown in Fig. 2. The compute nodes consist of the hardware infrastructure, trusted

---

**Fig. 1** Lifecycle of trusted VM.

**Fig. 2** Architecture of virtual machine lifecycle security framework.
security measures, and VMs. The cloud management center consists of the security and attestation services.

- **Compute nodes.** The compute nodes implement the basic functions of cloud computing through the VMs that are deployed on them. The TPM chip is deployed to each physical compute node, while vTPMs are deployed to each VM. The security measures based on trusted computing (i.e., a trusted chain from hardware TPM to VM, association between TPM and vTPM, association between vTPM and VM, and VM private data protection) are implemented to protect the security of the VM throughout the lifecycle.

- **Cloud management center.** The cloud management center is responsible for monitoring and managing cloud computing platforms. The platform administrator can issue a security strategy to manage the VMs. Meanwhile, the attestation service collects and analyzes the trusted information for each VM and the host OS. Comparing the analysis results with the trusted information database, the status of the VM and host OS can be verified and the results can be shown in the operation interface of the cloud platform administrator. This enables the administrator to monitor and manage VMs responsively.

### 4.3 Security threats

Security threats to the VM of the cloud may come from both external and internal attackers. External attacks include identity attacks, non-authorized logins, trojans and viruses, and channel attacks. Internal attacks include VM bypass attacks, vulnerability detection, and VMM privilege attacks. Attackers can inject trojans to control the VM to implement the attacks of vulnerability detection and VM escape to launch bypass attacks on other VMs. Attackers can use sniffers and implement channel attacks when the VM is communicating with external machines. If the VMM is compromised[2], an attacker can use VMM privilege attacks on VMs on the same host; in this condition, all protections in the VM are invalided. Moreover, the VM can be stolen and reused in another environment, which can lead to a leakage of private data.

Since the cloud management center and physical compute nodes are maintained by a CSP, and normal users do not have access to the physical infrastructure of the cloud, we can assume that the cloud management center and physical cloud infrastructure are secure. Further, we can assume that CSP security management measures are relatively complete, and capable of preventing identity attacks, physical attacks, and internal attacks.

### 4.4 Security goals

To enable VM lifecycle protection under the aforementioned system model and resist the security threats, our framework should achieve the following security goals.

- **Full lifecycle protection.** Every state of the VM needs to be protected. We aim to provide methods for full lifecycle protection to ensure that the VM is always in a safe and trustworthy state. Therefore, an attacker cannot use any state of the VM to carry out an attack.

- **Trusted environment.** A trusted computing environment for VMs will be established. In these circumstances, any hostile action by an adversary can be detected in a short enough time to ensure the safety and credibility of the VM.

- **Verifiability.** The trusted status of the VM and host OS should be verifiable to ensure the correctness and trustworthiness.

### 5 Proposed Framework

In this section, we propose the framework of VM lifecycle security protection, which includes three main procedures: hardware security support, strong association establishment, and trusted status monitoring. The procedure of strong association establishment can continue to be subdivided into (1) association between TPM and vTPM, and (2) association between vTPM and VM.

#### 5.1 Hardware security support

VMs are implemented by software simulation, which can leave them lacking in a security foundation. Authentication and cryptographic mechanisms can alleviate the security threat through access control and data encryption, but they can neither give a security foundation to the guest OS, nor can they verify the security status of the VM. Therefore, it is necessary to provide a hardware security foundation for VMs.

In order to provide security support for VMs, a trusted chain is built from the hardware TPM to the VM. The trusted chain consists of the core components of the host OS, the hypervisor, and the VM initial launcher. The collection and verification of trusted information in the trusted chain ensure the security and trust of the core components, thus ensuring the safety and trustworthiness of the environment under the VM.
The trusted chain can also be established in the VM, but if the root of the chain, i.e., the virtual Core Root of Trust Measurement (vCRTM) was to be destroyed, the trusted chain of the VM would become untrusted. To ensure the security of the vCRTM, we propose a method of extending the trusted chain of the host OS from the hardware TPM to the VM initial launcher. First, the hypervisor is measured to ensure its security, then the VM initial launcher is measured by the hypervisor. The measurement values are extended to the PCR and SML, which provide hardware security support to VMs.

The hypervisor and the VM initial launcher measurement method is shown in Fig. 3. The BIOS and vTPM simulators are measured by the hypervisor to ensure their integrity. The BIOS simulator corresponds to the vCRTM and vBIOS in the VM, and the vTPM emulation program corresponds to the vTPM device and the vTPM instance; this method protects the integrity of the VM initial launcher and provides base hardware security support to VMs.

When the trusted chain of the host OS is proved to be trustworthy, the initial launcher of the VM is also trustworthy, which is the foundation for establishing the VM’s own trusted computing environment.

5.2 Strong association establishment

5.2.1 Association between TPM and vTPM

Since the vTPM is simulated with software, with no hardware TPM to serve as underlying trusted support, the vTPM will fall into the vicious circle of one piece of software being used to verify another, and thus lose legitimacy as the secure root of the VM. Therefore, it is necessary to establish a trusted association between the hardware TPM and the vTPM.

The TPM-vTPM trusted association method is shown in Fig. 4. It introduces an intermediate level, namely the vTPM measurement list, between the vTPM and TPM. The information of vTPMs (including name and baseline measurement value) is saved in the vTPM measurement list. When a trusted VM is deployed, the vTPM loading operation can be implemented only if the vTPM measurement is equal to the baseline in the vTPM measurement list. The vTPM measurement list is usually in an encrypted state, and the encryption key is sealed by the TPM with multiple PCR state values as the seal condition. When the vTPM measurement list needs to be decrypted, the encryption key can only be unsealed when the corresponding PCR values are consistent with the seal operation.

The vTPM measurement list guarantees the integrity of the vTPM instance; the TPM guarantees the secure storage of the vTPM measurement list. In this way, the TPM to vTPM association is established.

5.2.2 Association between vTPM and VM

If the vTPM instance is not strongly associated with the VM instance and can be mounted by another VM instance, information leakage. Moreover, persistent information of the vTPM instance is stored in plaintext, which may lead to the disclosure of confidential information (e.g., the TPM owner password). The vTPM instance therefore should be stored confidentially and a strong association between the VM and vTPM should be established.

The VM-vTPM association and private data protection method is shown in Fig. 5. This method makes use of the capacity of the VM instance file (such as the QCOW2 storage format) to store custom information in the header label structure. The header label structure was designed to store the mapping information of the Universally Unique IDentifier.
Fig. 5 VM-vTPM association and private data protection method.

The UUID (UUID) of the VM, the mapping information of the vTPM instance file name, the encryption algorithm of the vTPM instance, the encryption key of the vTPM instance, etc. With the information from the label, a strong association can be established between the VM and the vTPM instances.

The procedure for VM-vTPM association is as follows:

- The TPM generates non-migratable Rivest-Shamir-Adleman (RSA) key pairs, with the private part saved to the non-volatile area of the TPM, and the public key enrolled to CA to attain a certificate to represent the TPM;
- A symmetric key is used to encrypt the vTPM instance file, and this key can also be used to encrypt the private information of the vTPM instance in the execution state;
- The symmetric key is encrypted with the RSA public key, which establishes the relationship between the TPM and the VM; and
- The ciphertext is saved to a field in the label structure, and the label structure is saved in the header of the VM instance.

When starting the trusted VM, if the vTPM is not associated with the VM, the loading process would be halted.

5.3 Trusted status monitoring

In its execution state, the VM’s trusted status can be affected by the underlying environment (e.g., hypervisor) and by active security breaches (e.g., a compromised kernel in the guest OS). Therefore, the trusted status of the running VM needs to be checked and verified at execution time. The TCG’s deep attestation method verifies the host OS after the attestation of the guest OS, and the host OS Uniform Resource Identifier (URI) is provided by the guest OS, which can lead to spoofing attacks on the hypervisor. The method for deep attestation based on Virtual Machine Introspection (VMI) is proposed in this paper. This method can collect the trusted information of VMs and the host OS at once, and ensure the authenticity of the information via the hardware TPM.

The VM trusted status monitoring method is shown as Fig. 6. First, the trusted chains are established in the VM and the host OS. Then, an agent is deployed in the hypervisor to collect the trusted information from the running VMs using VMI technology. Since the VMI technology can obtain VM trusted information without deploying agents, it is not subject to attacks on agents and is able to collect data from the VM without the perception of the user, which ensures the accuracy and reliability of the collected data.

Once the collected information of the VMs and host OS has been packaged and sent to attestation service, the trusted information is analyzed and compared with the baseline data in the database, thus verifying the integrity of the trusted chain and resulting in the trusted status of the VM (or host OS).

The verification results are shown on the cloud manager platform; the platform administrators can then safely manage VMs based on these results.

6 Framework Discussion

In this section, the framework is thoroughly analyzed in its advancements, security, and trustworthiness.
6.1 Advancements
The advancements made by the framework are as follows:

- **Hardware security support.** This method establishes a trusted chain from the hardware TPM to the initial launcher of the VM. It connects the internal trust chain of the VM to the host trust chain, and provides a physical foundation for the trusted chain of the VM.
- **TPM-vTPM association.** The vTPM measurement list method establishes the relationship between the TPM and the vTPM. It maintains a loose coupling between them, which is suitable for rapid restoration of the trusted chain after VM migration.
- **vTPM-VM association.** By making use of the characteristics of the custom label structure stored in the VM instance header, the correspondence between the compute node, VM instance, and vTPM instance is established. Moreover, the integrity of, confidentiality of, and private information within the vTPM instance are protected by encryption and decryption mechanisms.
- **Trusted status monitoring.** The VMI technology can collect the trusted status of all VMs on the same compute node in a single acquisition, which improves collection efficiency and ensures a correspondence between the VM and the host OS. This method can effectively prevent hypervisor spoofing attacks during deep remote authentication.

6.2 Security
The security analysis of the framework is as follows:

- **Hardware security support.** The main idea of this method is the TCG trusted chain extension mechanism. The extending operation of the TPM measuring the OS, the OS measuring the hypervisor, and the hypervisor measuring the VM initial launcher operation are in accordance with the TCG’s trusted chain extension concept. Since the calculation and extension of measurements conform to the specifications of trusted computing, this method can be considered safe.
- **TPM-vTPM association.** The main idea behind this method is the cryptography mechanism. Using the capacity to store a custom label structure in the VM instance file header, the vTPM instance can be encrypted by a symmetric key, the symmetric key can be encrypted by the RSA public key of the node, and the ciphertext cloud can be saved to the label structure. The label structure does not have any impact on the normal operation of the VM instance, and the confidentiality and integrity of the data in the label structure are protected by the hardware TPM; therefore, this measure can be considered safe.
- **vTPM-VM association.** The main idea behind this method is the cryptography mechanism. Using the capacity to store a custom label structure in the VM instance file header, the vTPM instance can be encrypted by a symmetric key, the symmetric key can be encrypted by the RSA public key of the node, and the ciphertext cloud can be saved to the label structure. The label structure does not have any impact on the normal operation of the VM instance, and the confidentiality and integrity of the data in the label structure are protected by the hardware TPM; therefore, this measure can be considered safe.

6.3 Trustworthiness
The trustworthiness of the framework can be proved by the integrity and confidentiality of the VM throughout its lifecycle.

- **Creation state.** The newly created vTPM instance is registered in the vTPM measurement list, the vTPM instance is encrypted by a symmetric key that was encrypted by the RSA public key of the node, and the vTPM measurement list is encrypted by a symmetric key that is sealed by the node’s TPM. These methods protect the integrity and confidentiality of the VM and vTPM on creation.
- **Storage state.** When the trusted VM instance is being kept in a dormant state, the associated vTPM is encrypted with the key in the label structure of the VM instance. Since the relationship of the VM, vTPM, and compute node are maintained and cannot be changed without the privilege of the TPM, integrity and confidentiality are maintained in the storage state.
- **Deployment state.** The process of decrypting the vTPM instance proves the relationship between the VM, vTPM, and compute node. Only once the integrity of the vTPM instance is proved can the VM be loaded for execution, which ensures integrity and confidentiality on deployment.
- **Execution state.** A trusted computing environment is established to keep the VM in a safe and trusted state.
state, and the trusted information of the VM and host OS are collected and verified in real time by trusted status monitoring measures. These methods protect the integrity and confidentiality of the VM when it is in an execution state.

- Suspend state. The private information of the VM is encrypted and saved to the instance file, so confidentiality is maintained while the VM is suspended.
- Snapshot state. The vTPM template is encrypted by the key stored in the header label of the VM snapshot template. When a trusted VM instance needs to be created from a snapshot template, the new vTPM instance is copied from the vTPM template and the measured value is enrolled to the vTPM measurement list. A symmetric key is then used to encrypt the vTPM instance file and the node RSA public key is used to encrypt the symmetric key. Finally, the ciphertext is saved to the label structure in the header structure of the VM that is copied from the VM snapshot template. These methods protect the integrity and confidentiality of newly created trusted VMs.
- Migration state. When the vTPM instance is encrypted and transmitted to the destination node, the migration process proves the authentication of the destination node and the integrity of the vTPM instance. The method of moving the encryption key from the source node to the destination node and resuming the trusted chain in the destination node maintains the integrity and confidentiality of the post-migration VM.
- Exit state. The baseline of the vTPM instance is updated to the vTPM measurement list and the vTPM instance is encrypted by a symmetric key in the label structure of the VM instance, then the vTPM measurement list is encrypted by a symmetric key that is sealed by the TPM. These methods protect the integrity and confidentiality of the VM on exit.
- Deletion state. Because the private information of the VM is protected by the vTPM, even if the VM persists after deletion no private information could be decrypted without the vTPM instance and the TPM. This protects the confidentiality of the VM after deletion.

In summary, the framework can ensure the trusted status of a trusted VM throughout its lifecycle.

7 Implementation and Evaluation

In this section, the framework is implemented in an OpenStack+KVM+QEMU environment, and its efficacy and performance impact are evaluated. For convenience of implementation, the objects are defined in Table 1. The prototype system was built using five servers, of which one is used as a control and network node and the other four act as compute nodes. The basic configuration of the servers is Xeon CPU E5-2623 v3 3.00 GHz/DDR4 16 G/8T/TPM1.2/ubuntu 14.04.

7.1 Main states of the lifecycle

The main security measures used during the lifecycle of a trusted VM are shown in Fig. 7.

To implement the security measures in the trusted VM lifecycle, some preparation work is required. First, the trusted chain of the host OS is created when the host OS is running. Then, the RSA key pairs are generated by the TPM, the RSA private key is stored in the TPM, and the RSA public key is used to identify the node. Finally, the vTPM measurement list is generated and encrypted by the hardware TPM.

In the creation state, a VM instance and the associated vTPM instance are created. Then, the measurement value of the vTPM instance is registered to the vTPM measurement list. Finally, the vTPM instance is encrypted by a symmetric key, the symmetric key is encrypted by the RSA public key, and the ciphertext is saved to the label structure in the VM.

Table 1  Object name and description of the framework.

| Object name | Description |
|-------------|-------------|
| $X$          | Object (VM, vTPM, etc.) |
| TrustedChain| Trusted chain |
| PrivacyData | Private data (e.g., TPM, Owner) |
| vTPM_M_List | vTPM measurement list |
| Label $X$   | Label structure of $X$ object |
| Key, key’   | Symmetric encryption keys |

Fig. 7  Main security measures for a trusted VM lifecycle.
instance file header.

In the deployment state, the security conditions of the VM and vTPM instances are examined before loading. First, the trusted status of the host is verified, then the vTPM instance is decrypted by the TPM. Finally, the vTPM instance is measured and the measurement value is compared to the baseline of the vTPM in the vTPM measurement list; if the value matches, the follow-up operation can be performed, otherwise the follow-up operation is blocked.

In the execution state, a series of security measures are used to protect the safe operation of the VM. First, the VM’s trusted computing environment is established, then the private information of the vTPM instance is encrypted. Finally, the trusted status of the VM and host OS is collected and validated in real time.

In the exit state, the vTPM instance is measured and the value is updated as a baseline to the vTPM measurement list, then the vTPM instance is encrypted by the TPM.

In the deletion state, the baseline of the vTPM, the VM instance, and the associated vTPM instance are deleted.

### 7.2 Snapshot state

The main work of snapshotting includes the creating trusted snapshot template and creating trusted VM from snapshot template steps. The method is shown as Algorithm 1.

In the snapshot _template_ function, when the VM is suspended and the persistent data of the VM has been saved to the instance file, the VM snapshot template file (VMST) is copied from the VM instance file and the vTPM snapshot template file (VTMPST) is copied from the vTPM instance. The vTPM snapshot template file is then encrypted with the symmetric key saved to the label structure of the VM snapshot template file header. Since the node for subsequent snapshot recovery is not determined, the key does not contain node information. After the vTPM snapshot is encrypted, the VM is resumed.

In the VM _from template_ function, once the target node trusted status is verified, the vTPM snapshot template is decrypted by the symmetric key from the label structure of the VM snapshot template file header. The VM instance is then copied from the VM snapshot template and the vTPM instance is copied from the vTPM snapshot template. The vTPM instance is measured and the value is registered to the vTPM measurement list. Finally, the vTPM instance is encrypted by a symmetric key, the symmetric key is encrypted by the RSA public key of the target node, and the ciphertext is saved to the label structure in the VM instance file header.

### 7.3 Migration state

The case of dynamic migration on shared storage is taken as an example to describe the VM migration process, the method for which is shown as Algorithm 2.

Once the trusted status of the destination node is verified and the RSA public key of the destination node is sent to the source node, the source node verifies destination RSA key with the CA, and encrypts the symmetric key of the label structure with the destination RSA public key, which is used to encrypt the vTPM instance that is to be migrated.

Upon the vTPM instance being migrated and decrypted in the destination node, a blank VM and vTPM structure is created in the memory of the destination node. The in-memory data of the VM and vTPM are then transferred iteratively. When the remaining dirty in-memory data is lower than the iteration threshold, the VM is suspended in the source

---

**Algorithm 1. Snapshot**

1. **procedure** Trusted Snapshot
2. **function** Snapshot _template_ (VM, vTPM)
3. if VM is suspended & data saved finish
4. VMST = VM
5. vTPMST = vTPM
6. vTPMST-en = Encrypt (vTPMST, key)
7. LabelVM-ST : vTPMKey = key
8. resume VM
9. **end if**
10. return VMST, vTPMST;
11. **end function**
12. **function** VM _from template_ (VMST, vTPMST)
13. if Verify (TrustedChain _node_) = True then
14. key = LabelVM-ST : vTPMKey
15. vTPMST = Decrypt (vTPMST-en, key)
16. VM = VMST
17. vTPM = vTPMST
18. RegMeasure (vTPM, vTPM_M_List)
19. Encrypt (vTPM, key)
20. LabelVM : vTPMKey =
21. Encrypt (key, RSA _pub_)
22. **else**
23. stop creation, return error information
24. **end if**
25. return VM, vTPM;
26. **end function**
27. **end procedure**
Algorithm 2 Trusted VM dynamic migration

1: procedure Dynamic_migration (VM)
2: function Dynamic_migration (VM)
3: if Verify(TrustedChain_{des})=True then
4:     source_{node} encrypt the vTPM with a key
5:     source_{node} encrypt the key with RSA_{pub}
6:     transmit and decrypt the vTPM instance
7:     Iteratively transferring dirty data
8:     if dirty data < threshold then
9:         suspend the VM in source
10:        resume the VM in destination
11:        Transfer the rest memory data
12:        RegMeasure (vTPM, vTPM_{List_{des}})
13:        DelMeasure (vTPM, vTPM_{List_{sou}})
14:        delete (vTPM_{sou})
15:    end if
16: end function
17: end procedure

node and resumed in the destination node. The rest of the in-memory data of the migration VM is then transferred to the destination node.

After completion of the above procedure, the measurement value of the vTPM instance is registered to the vTPM measurement list of the destination node. The measurement value of the vTPM instance is then deleted from the vTPM measurement list in the source node, and the vTPM instance of the source node is deleted.

7.4 Framework evaluation

After implemented the proposed framework, experiments were done to analyze the performance. Through the experimental data, the performance impact from deploying the proposed framework was obtained and is shown in Fig. 8. Comparing the data for VM deployment, VM snapshotting, and VM migration, it can be seen that the performance impact of the proposed framework is within an acceptable range. Since the framework adds very little code to existing platforms and does not touch the core code of the operating system, the stability of the system can be guaranteed without a major impact on system performance.

A comparison was also made between the TCG’s deep attestation method and the proposed trusted status monitoring method of the framework, with the results shown in Fig. 9. Compared to the TCG’s verification process, which needs to verify the VM and the host OS at each attestation, our proposed method can simultaneously collect the trusted information of multiple VMs and the host OS on a single occasion. Therefore, as the number of virtual machines increases, the performance of this method is higher than that of the TCG.

The proposed framework was also compared with the existing VM lifecycle security framework, with the results shown in Table 2. The proposed framework analyzes the protection needs of each state of

![Fig. 8 Performance impact of deployment, snapshot, and migration.](image)

![Fig. 9 Comparison of the TCG deep attestation and our attestation method.](image)
the VM lifecycle and provides targeted protection. Compared with existing protection schemes, therefore, the proposed framework offers a more comprehensive range of protections.

The framework has the following advantages over existing VM lifecycle solutions.

- **Hardware independence.** Compared with Intel’s SGX and TXT technologies, which require CPU or BIOS support, the framework can be completely implemented based on open source software, which makes it more broadly usable.

- **System security protection.** The framework builds a trusted computing environment for VMs and provides comprehensive security protection for the entire lifecycle of the trusted VM, ensuring that the trusted VM is in a safe and trusted status throughout the lifecycle.

- **High compatibility.** The framework can protect the integrity of the core components of the VM. It can be integrated with existing cloud platform security measures (e.g., access control, intrusion detection, virus detection, vulnerability recovery, hidden process detection, fine-grained logic isolation, hypervisor security, and cloud continuous assessment) to achieve the best VM security protection.

- **Real-time monitoring.** This framework can be used to monitor the real-time trusted status of VMs in batches, which makes it possible to manage the trust status of a large number of VMs in the cloud.

## 8 Conclusion

This article proposes a VM lifecycle security protection framework based on trusted computing. The proposed framework can protect the integrity and security of VMs through their lifecycle using trusted computing technology. First, the trusted computing environment of the VM is established. Then, throughout the entire lifecycle of the VM, the security protection method is executed to maintain the integrity and security of the VM. Meanwhile, a status monitoring component is designed to confirm the trusted status by collecting and verifying the trusted information of the VM and host OS. Theoretical analysis shows the proposed framework’s security advancements and trustworthiness. In order to verify the correctness and feasibility, a series of experiments were conducted, the results of which show that our proposed framework realizes full lifecycle security protection for VMs with scarcely any extra performance overhead. One interesting line of future work is to focus on analyzing, detecting, and describing abnormal behaviors in the execution state of a VM.
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