Successive Null-Space Precoder Design for Downlink MU-MIMO with Rate Splitting and Single-Stage SIC
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Abstract—In this paper, we consider the precoder design for an under-loaded or critically loaded downlink multi-user multiple-input multiple-output (MU-MIMO) communication system. We propose novel precoding and decoding schemes which enhance system performance based on rate splitting at the transmitter and single-stage successive interference cancellation at the receivers. The proposed successive null-space (SNS) precoding scheme utilizes linear combinations of the null-space basis vectors of the successively augmented MIMO channel matrices of the users as precoding vectors to adjust the inter-user-interference experienced by the receivers. We formulate a non-convex weighted sum rate (WSR) optimization problem, and solve it via successive convex approximation to obtain a suboptimal solution for the precoding vectors and the associated power allocation. Our simulation results reveal that the proposed SNS precoders outperform block diagonalization based linear and rate splitting designs, and in many cases, have a relatively small gap to the maximum sum rate achieved by dirty paper coding.

I. INTRODUCTION

With the ever-increasing demand for mobile data services, spectral efficiency and user fairness remain at the forefront of the requirements for beyond 5th generation (5G) communication systems [1], [2]. Motivated by the recent improvements of the signal processing capabilities of user terminals, linear precoding and successive interference cancellation (SIC) based schemes for multiple-input multiple-output (MIMO) systems such as MIMO non-orthogonal multiple-access (NOMA) [3], [4] and MIMO rate-splitting multiple-access (RSMA) [5]–[8] have been proposed in the context of beyond 5G downlink communication. MIMO-NOMA can achieve high spectral efficiency and user fairness [3]. However, for $K$ users, MIMO-NOMA requires in total $K(K−1)/2$ SIC stages at the receivers, which incurs a high complexity if there are more than a few users.

On the other hand, multiple stages of rate splitting (RS) at the transmitter combined with linear precoding can achieve a performance close to that of dirty paper coding (DPC) for MIMO channels [9], [10]. However, these schemes also have a high overall complexity due to the multiple stages of encoding at the transmitter and virtual MIMO or SIC based decoding at the receivers [10]. On the contrary, the multiple-input single-output (MISO)- and MIMO-RSMA schemes proposed in [5]–[8] split the users’ messages into only two parts: a private part and a common part, thereby enabling reception with a single stage of SIC, and considerably reducing the encoding and decoding complexity. Therefore, these schemes provide a favorable trade-off between performance and computational complexity. Furthermore, RSMA-based schemes were also shown to be robust to imperfect channel state information (CSI) [11], [12].

For under-loaded or critically loaded downlink MIMO systems, where the combined number of receive antennas is smaller than or equal to the number of transmit antennas, block diagonalization (BD) allows for inter-user-interference (IUI)-free communication [13]. However, the achievable rate for BD has a large gap to DPC. Thus, RSMA-based extensions to BD were studied in [14], [15], and improvements in performance and resiliency to imperfect CSI were demonstrated. However, the schemes in [14], [15] utilized scalar common messages, fixed BD or regularized BD precoder matrices, and performed power allocation based on exhaustive search.

In this paper, we present a novel successive null-space (SNS) linear precoder design as a generalization of BD, and utilize an optimization based power allocation framework to maximize the weighted sum rate (WSR). The proposed SNS precoding scheme utilizes linear combinations of the null-space basis vectors of the successively augmented MIMO channel matrices of the users as precoding vectors to adjust the IUI experienced by the receivers and enhance the WSR. The main contributions of this paper are as follows.

- We present novel SNS precoding and decoding schemes for RS-based downlink multi-user (MU)-MIMO communication which require only a single stage of SIC at the receivers.
- We formulate an optimization problem for maximization of the WSR, and solve it via successive convex approximation (SCA) [16] to obtain a suboptimal solution for the precoding vectors and the associated power allocation. The obtained solution provides a feasible lower bound on the performance of the proposed precoding and decoding schemes.
- We compare the obtained lower bound with the performance of DPC, MIMO-RSMA [14], and BD. Our simulation results show that the proposed design outperforms MIMO-RSMA [14] and BD, and has a relatively small gap to DPC, especially at low to medium signal to noise ratios (SNRs).

The remainder of this paper is organized as follows. In Section II we present the system model. The proposed SNS precoding and decoding schemes are provided in Section III. WSR optimization is studied in Section IV. Simulation results are presented in Section V and the paper is concluded in
Section [VI]

Notation: Boldface capital letters $X$ and boldface lower case letters $x$ denote matrices and vectors, respectively. $X^T$, $X^H$, $\text{tr}(X)$, and $\det(X)$ denote the transpose, Hermitian transpose, trace, and determinant of matrix $X$, respectively. $\mathbb{C}^{m \times n}$ and $\mathbb{R}^{m \times n}$ denote the sets of all $m \times n$ matrices with complex-valued and real-valued entries, respectively. $I_N$ denotes the $N \times N$ identity matrix, and $0$ denotes the all zero matrix of appropriate dimension. The circularly symmetric complex Gaussian (CSCG) distribution with mean vector $\mu$ and covariance matrix $\Sigma$ is denoted by $\mathcal{CN}(\mu, \Sigma)$; $\sim$ stands for “distributed as”. $\mathbb{E}[\cdot]$ denotes statistical expectation.

II. System Model

In this section, we present the downlink MIMO system model.

We consider an under-loaded or critically loaded downlink MU-MIMO communication system with a base station (BS) employing $N$ transmit antennas, and $K$ users equipped with $M_k$, $k=1, \ldots, K$, antennas, such that

$$N \geq \sum_{k=1}^{K} M_k. \quad (1)$$

The MIMO symbol vectors of the users are constructed using RS, as described in the following. First, the private message of the $k$-th user, $k=1, \ldots, K$, is encoded into a MIMO symbol vector $s_k \in \mathbb{C}^{M_k \times 1}$. We assume that $E[s_k s_k^H] = I_{M_k}$, $\forall k$. Additionally, a common message including messages to all downlink users is encoded into a MIMO symbol vector $s_c \in \mathbb{C}^{M \times 1}$, $E[s_c s_c^H] = I_M$, where $M = \min\{M_k, k=1, \ldots, K\}$. Symbol vectors $s_c$ and $s_k, \forall k$, are assumed to be statistically independent.

Next, the common MIMO symbol vector, $s_c$, and the private MIMO symbol vector, $s_k$, $k=1, \ldots, K$, are precoded using linear precoders $P_c \in \mathbb{C}^{N \times M}$ and $P_k \in \mathbb{C}^{N \times M_k}$, respectively, and the superimposed precoded symbol vectors are transmitted by the BS. The transmit power constraint at the BS is as follows:

$$\text{tr}(P_c P_c^H) + \sum_{k=1}^{K} \text{tr}(P_k P_k^H) \leq P_T, \quad (2)$$

where $P_T$ denotes the available transmit power.

Let $H_k \in \mathbb{C}^{M_k \times N}$ denote the MIMO channel matrix between the BS and user $k$. Then, the received signal at user $k$ is given by

$$y_k = H_k (P_c s_c + \sum_{k'=1}^{K} P_{k'} s_{k'}) + z_k, \quad (3)$$

where $z_k \in \mathbb{C}^{M_k \times 1}$ is a complex additive white Gaussian noise (AWGN) vector at user $k$. We assume that the users know their own MIMO channel matrices perfectly, and that the BS knows all MIMO channel matrices $H_k, k=1, \ldots, K$. Furthermore, we assume that the MIMO channel matrices have full row rank\(^2\).

III. Proposed Successive Null-Space Precoding and Decoding Schemes

In this section, we present the proposed SNS precoding and decoding schemes. The proposed schemes utilize a fixed precoder structure based on the null spaces of the MIMO channels of the users.

A. Proposed Precoding Scheme

Let $N_k \in \mathbb{C}^{N \times (N-\sum_{k'=1}^{K} M_{k'})}$ denote a matrix whose columns are the unit-length basis vectors of the null space of the following augmented matrix:

$$[H_1^T \mid H_2^T \mid \ldots \mid H_{k-1}^T]_T, \quad (4)$$

with the convention $N_1 = I_N$. The proposed SNS precoder for user $k$ is constructed as follows:

$$P_k = N_k X_k^T, \quad (5)$$

where

$$X_k \in \mathbb{C}^{(N-\sum_{k'=1}^{K} M_{k'}) \times (N-\sum_{k'=1}^{K} M_{k'})} \quad (6)$$

is a symmetric, positive semi-definite matrix with rank $M_k$, which is to be optimized. Since matrices $X_k, k=1, \ldots, K$, have rank $M_k$, they can be factorized as:

$$X_k = X_k^T (X_k^T)^{-1}, \quad (7)$$

where the rectangular matrix factors

$$X_k^{-1} \in \mathbb{C}^{(N-\sum_{k'=1}^{K} M_{k'}) \times M_k} \quad (8)$$

have $M_k$ columns each. Furthermore, we have

$$\text{tr}(P_k P_k^H) = \text{tr}(N_k X_k N_k^H) = \text{tr}(N_k^H N_k X_k) = \text{tr}(X_k), \quad (9)$$

for $k=1, \ldots, K$. Hence, the condition in (2) can be rewritten as:

$$\text{tr}(P_c P_c^H) + \sum_{k=1}^{K} \text{tr}(X_k) \leq P_T. \quad (10)$$

Remark 1. As $P_k$ utilizes linear combinations of the basis vectors in $N_k$, symbol vectors precoded with $P_k$ do not cause IUI to users $k' = 1, \ldots, k-1$, however, they cause IUI to the remaining users $k' = k+1, \ldots, K$. Furthermore, for user $k$, the BD basis vectors lie in a subspace spanned by the SNS basis vectors $N_k$. Hence, in $P_k$, IUI can be adjusted by judiciously combining the basis vectors in $N_k$, using $X_k^T$. In the extreme case, IUI can be completely eliminated by selecting only the BD subspace.

\(^1\)We assume perfect channel knowledge at the BS and the users in order to obtain an upper bound on the achievable performance of the proposed SNS precoding and decoding schemes. The evaluation of the performance of the proposed design with imperfect channel knowledge is an interesting topic for future research.

\(^2\)We note that a row-rank deficient MIMO channel matrix can be transformed into a full row-rank matrix with fewer effective receive antennas via singular value decomposition, see e.g., [17], App. C.
Remark 2. As seen from (4) and (5), the precoder matrices depend on the user labels $1, \ldots, K$. Users with lower indices have more degrees of freedom to choose their precoder $P_k$. Consequently, the user rates depend on the user labeling. Hence, user rate optimization should be carried out over all permutations of user labels.

Based on the SNS precoder matrices given above, the received signal of user $k$ can be rewritten as follows:

$$y_k = H_k P_c s_c + H_k \sum_{k' = 1}^{K} N_{k'} X_{k'}^H s_{k'} + z_k.$$  \hspace{1cm} (11)

B. Decoding Scheme

At user $k$, decoding and SIC are performed as follows. First, using $y_k$, the common symbol vector $s_c$ is decoded treating the contributions of $s_{k'}, k' = 1, \ldots, k-1$, as noise. Following successful decoding\(^3\), the contribution of $s_c$ is eliminated, resulting in the signal:

$$y_k' = y_k - H_k P_c s_c = H_k \sum_{k' = 1}^{K} N_{k'} X_{k'}^H s_{k'} + z_k.$$  \hspace{1cm} (12)

Next, exploiting $y_k'$, symbol vector $s_k$ is decoded treating $s_{k'}, k' = 1, \ldots, k-1$, as noise. The proposed SNS precoding and decoding strategies are shown schematically in Figure 1.

C. Achievable Rate

Based on (11) and (12), the achievable rate of user $k$ can be obtained as follows. The rate of MIMO symbol vector $s_k$ is given by

$$R_k = \log_2 \det \left( I_{M_k} + H_k Q_k H_k^H \sigma^2 I_{M_k} + H_k \left( \sum_{k' = 1}^{K} Q_{k'} \right) \right).$$  \hspace{1cm} (13)

where

$$Q_{k_1} = N_{k_1} X_{k_1} N_{k_1}^H,$$  \hspace{1cm} (14)

for $k_1 = 1, \ldots, K$. Next, for the common MIMO symbol vector, the achievable rate at user $k$ is:

$$R_{k,c} = \log_2 \det \left( I_{M_k} + H_k Q_c H_k^H \sigma^2 I_{M_k} + H_k \left( \sum_{k' = 1}^{K} Q_{k'} \right) \right).$$  \hspace{1cm} (15)

where

$$Q_c = P_c P_c^H.$$  \hspace{1cm} (16)

Table:

| Symbol/User | 1 | 2 | 3 | $K$ | Precoder |
|-------------|---|---|---|----|----------|
| $s_c$ | D | D | D | \ldots | D | $P_c$ |
| $s_1$ | S | I | I | \ldots | I | $X_1^2$ |
| $s_2$ | S | I | I | \ldots | I | $N_2 X_2^3$ |
| \vdots | \vdots | \vdots | \vdots | \vdots | \vdots |
| $s_K$ | S | S | $N_K X_K^4$ |

Fig. 1: Schematic diagram of the proposed SNS precoding and decoding schemes.

Since the common MIMO symbol vector must be decodeable at all users, its rate is chosen as:

$$R_c = \min \{ R_{k,c}, k = 1, \ldots, K \}.$$  \hspace{1cm} (17)

IV. WSR MAXIMIZATION

In this section, we formulate the WSR optimization problem. Since the problem is highly non-convex, we characterize the maximum WSR through a feasible lower bound obtained via SCA.

A. Weighted Sum Rate

Let $0 \leq \eta_k \leq 1, k = 1, \ldots, K, \sum_{k=1}^{K} \eta_k = 1$, denote fixed weights which can be chosen to adjust the rates of the users during power allocation [18, Sec. 4]. In our case, these fixed weights can also be utilized to adjust the fractional rates of the users for the common message by assigning a fraction $\eta_k$ of the available bits in the common message to user $k$. Then, the WSR is given by

$$R_{\text{wsr}} = \sum_{k=1}^{K} \eta_k R_k.$$  \hspace{1cm} (18)

B. Problem Formulation

Based on (18), the maximum WSR is the solution $R_{\text{wsr}}^*$ of the following optimization problem:

$$R_{\text{wsr}}^* =$$

$$\max_{\eta_k \geq 0, \forall k} R_{\text{wsr}}$$  \hspace{1cm} (19a)

subject to

$C_1: \text{tr}(Q_c) + \sum_{k=1}^{K} \text{tr}(X_k) \leq P_T,$  \hspace{1cm} (19b)

$C_2: \text{rank}(X_k) \leq M_k, \quad \forall k,$  \hspace{1cm} (19c)

$C_3: \text{rank}(Q_c) \leq M,$  \hspace{1cm} (19d)

where the WSR is maximized for all permutations of user labels. Solving (19) entails a very high computational complexity due to the non-convex objective function and the rank constraints in (19c) and (19d). Hence, in the following, we develop a
tractable suboptimal solution for (19), which also provides a feasible lower bound for \( R^*_{\text{wst}} \).

C. Suboptimal Solution

As a first step, we relax (19) by eliminating the rank constraints (19c) and (19d) to obtain a relaxed optimization problem, which we denote by (19*). However, (19*) is still non-convex due to the non-convex objective function \( R_{\text{wst}} \). Nevertheless, a locally optimal solution for (19*) can now be obtained via SCA [16]. The SCA procedure for (19*) is described in detail in the following section. Yet, as a solution for (19*) may not satisfy rank constraints (19c) and (19d), it may not be a feasible solution for (19).

Hence, next, based on the obtained locally optimal solution, we reformulate (19) with new optimization variables which automatically satisfy the rank constraints in (19c) and (19d). The resulting solution for the new optimization problem is a feasible solution for (19). The reformulated problem is presented in Section IV-E.

D. Successive Convex Approximation

For solving (19*) via SCA, an inner convex optimization problem based on a first-order approximation of the non-convex objective function \( R_{\text{wst}} \) is constructed. This inner optimization problem is solved repeatedly until convergence, up to a numerical tolerance \( \epsilon \). In each iteration, based on the obtained optimal solution, the first-order approximation is updated and used as the objective function for the next iteration. The procedure is described in detail in the following.

In iteration \( l = 1, 2, \ldots \), a convex approximation of the objective function \( R_{\text{wst}} \), denoted by \( \tilde{R}_{\text{wst}} \), is constructed based on a first-order approximation around given points \( \tilde{X}^{(l-1)}_k \in \mathbb{C}^{(N-\sum_{k'=1}^{k-1} M_{k'}) \times (N-\sum_{k'=1}^{K-k} M_{k'})} \), \( k = 1, \ldots, K \), with initial values \( \tilde{X}^{(0)}_k = 0 \), \( k = 1, \ldots, K \), as follows:

\[
\tilde{R}_{\text{wst}} = \sum_{k=1}^{K} \eta_k^2 \tilde{R}_k + \sum_{k=1}^{K} \eta_k \tilde{R}_k,
\]

where \( \tilde{R}_c = \min \{ \tilde{R}_{kc,c}, k = 1, \ldots, K \} \), and \( \tilde{R}_{kc,k} \) and \( \tilde{R}_{k,k}, k = 1, \ldots, K \), are given in (21) and (22), on top of the next page, respectively. In (21) and (22), we used:

\[
Q^{(l-1)}_{k') = \sum_{k'=1}^{k'-1} N_{k'} \tilde{X}^{(l-1)}_{k'} N_{k'}^H},
\]

for \( k' = 1, \ldots, K \). Moreover, the first-order approximations given in (21) and (22) are obtained based on matrix derivatives, see [19]. Next, an inner convex optimization problem with \( \tilde{R}_{wst} \) as the objective function is constructed as follows:

\[
\text{maximize } Q^*_c > 0, \quad X^*_c > 0, \quad k \quad \text{subject to } \text{C1}. \quad (24)
\]

The inner convex optimization problem (24) is solved using standard convex optimization tools to obtain the optimal value, \( \tilde{R}^{(l)}_{\text{wst}} \), and the corresponding optimal solution \( Q^*_c, X^*_c, \forall k \). The obtained solution is used as the given point for the next iteration, i.e., \( \tilde{X}^{(l)}_k = X^*_k \). This process gradually tightens the first-order approximation of the objective function around a local optimum of (19*). Hence, the corresponding sequence of the optimal values of (24), \( \tilde{R}^{(l)}_{\text{wst}}, l = 1, 2, \ldots \), converges to a local optimum of (19). In our case, the iterations are continued until convergence up to a numerical tolerance \( \epsilon \). The algorithm is summarized in Algorithm 1. Furthermore, similarly to (19), Algorithm 1 is applicable where the optimization variables of (24) and the first-order approximations in (21) and (22) are revised to account for the new variables and matrix structures in (25) and (26).

E. Problem Reformulation

In the following, we reformulate (19*) with new optimization variables. Let \( Q^*_c, X^*_c, k = 1, \ldots, K \), denote the locally optimal solution of (19*) obtained with Algorithm 1. We use this solution to define new matrix structures for \( Q_c \) and \( Q_k, k = 1, \ldots, K \), to replace the ones in (14) and (16), as follows:

\[
Q_c = U_c \tilde{X}_c U_c^H, \quad (25)
\]

\[
Q_k = N_k U_k \tilde{X}_k U_k^H N_k^H, \quad (26)
\]

where \( U_c \in \mathbb{C}^{N \times M} \) and \( U_k \in \mathbb{C}^{(N-\sum_{k'=1}^{k-1} M_{k'}) \times M_k} \) contain the eigenvectors of \( Q^*_c \) and \( X^*_k \), respectively, corresponding to their \( M_c \) and \( M_k \) largest eigenvalues, respectively. We follow the convention that the eigenvectors of a zero matrix are zero vectors. Here, \( X_c \in \mathbb{C}^{M \times M} \) and \( X_k \in \mathbb{C}^{M_x \times M_x, \forall k} \), are symmetric, positive semi-definite matrices which form the new optimization variables.

Remark 3. The rank of \( Q_c \) in (25) is limited to \( M \) as \( Q_c \) is the product of \( N \times M \) matrices \( U_c \), \( \tilde{X}_c \), and \( U_c^H \), respectively. Similarly, the rank of \( Q_k \) in (26) is limited to \( M_k \).

Problem (19) can now be reformulated in terms of the new matrix structures as follows:

\[
R^*_\text{wstlb} = \maximize_{X_c > 0, \quad \tilde{X}_c > 0, \quad \forall k} \quad \text{subject to } \text{C1}; \quad \text{tr}(\tilde{X}_c) + \sum_{k=1}^{K} \text{tr}(\tilde{X}_k) \leq P_T, \quad (27)
\]

where the power constraint in (27) is obtained analogously to (9), and as earlier, the WSR is maximized for all permutations of user labels. A locally optimal solution for (27) can be obtained via SCA analogously to the procedure in Section IV-D for (19*), i.e., Algorithm 1 is applicable where the optimization variables of (24) and the first-order approximations in (21) and (22) are revised to account for the new variables and matrix structures in (25) and (26).

Remark 4. A locally optimal solution of (27) is a feasible lower bound for \( R^*_\text{wst} \) in (19). The solution is feasible because the matrix structures in (25) and (26) automatically ensure rank constraints (19c) and (19d). However, the solution is suboptimal.
Algorithm 1 Algorithm for solving (19) via SCA.

1: Initialize \( \hat{X}_k^{(0)} = 0 \), \( \forall k \), numerical tolerance \( \epsilon \), and iteration index \( l = 0 \).
2: repeat
3: \( l \leftarrow l + 1 \)
4: Update the first-order approximations in (21) and (22) based on \( \hat{X}_k^{(l-1)} \).
5: Solve convex optimization problem (21) to obtain the optimal value \( \hat{R}_k^{(l)} \) and solution \( Q_k^*, X_k^*, \forall k \).
6: Set \( X_k^{(l)} = X_k^*, \forall k \).
7: until \( l > 1 \) and \( |R_k^{(l)} - \hat{R}_k^{(l-1)}| < \epsilon \)
8: Return \( \hat{R}_k^{(l)} \) and \( Q_k^*, X_k^*, \forall k \), as the optimal value and the corresponding solution.

where the elements of the matrix \( G_k \sim \mathcal{C}^{M_k \times N_k} \), \( k = 1, \ldots, K \), are drawn from independent and identically distributed random variables \( \{G_k\}_{ij} \sim \mathcal{CN}(0, 1), \forall i, j, k \). The scalar \( L_k \) models the path loss of user \( k \), and is set to \( d_k^2 \), where \( d_k \) denotes the distance (in meters) of user \( k \) from the BS.

In the presented figures, we consider a system with three users, i.e., \( K = 3 \). The user weights are set to be equal, i.e., \( \eta_k = 1/K, k = 1, \ldots, K \), in order to obtain the maximum sum rate. The precoding vectors and power allocation for the lower bound on the WSR of the proposed design are obtained as described in Section IV. These are then used to compute the sum rate. The sum rate is averaged over multiple MIMO channel realizations so as to obtain a 99\% confidence interval of \( \pm 1 \) bit per channel use (BPCU) for the average sum rate. The obtained average sum rate is compared with the average sum rates of DPC, obtained by exploiting the BC-MAC duality [21], MIMO-RSMA [14], and BD [13]. Furthermore, in Algorithm 1 the numerical tolerance is set to \( \epsilon = 10^{-5} \).

First, in Figure 2 we study the convergence of Algorithm 1 for antenna configurations \( M_1 = M_2 = M_3 = 2, N = 6 \), and \( M_1 = 2, M_2 = M_3 = 4, N = 10 \). The transmit power budget is set to \( P_T = 20 \) dBm. The user distances from the BS are set to be equal, i.e., \( d_k = 50 \) m, \( k = 1, 2, 3 \). From the figure, we observe that, for the considered cases, the average sum rate converges in about 20 iterations. Furthermore, comparing the convergence speed for the two antenna configurations, we note that the convergence speed decreases only moderately with an increase in the number of variables.

Next, in Figures 3 and 4 shown on top of the next page, we study the obtained average sum rate for \( M_1 = 2, M_2 = M_3 = 4, N = 10 \). In Figure 3 the user distances from the BS are set to be equal, i.e., \( d_k = 50 \) m, \( k = 1, 2, 3 \), and in Figure 4 the user distances are unequal, i.e., \( d_1 = 125, d_2, d_3 = 250, 150, 50 \) m. From the figures, we observe that the proposed SNS scheme outperforms both MIMO-RSMA [14] and BD as the proposed SNS precoder design can adjust the IUI to enhance the sum rate. At low-to-medium SNRs and when the user distances are dissimilar, the proposed SNS scheme has a relatively small gap to DPC. However, at high SNRs, the gap to DPC is larger. This is because, at high SNRs, the system is interference limited and the most beneficial strategy is to decode all substantial interference.

![Fig. 2](image-url)

**Fig. 2:** Convergence of Algorithm 1 for \( P_T = 20 \) dBm.

because the optimization variables in (21) have fewer degrees of freedom compared to those in (19).

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed SNS precoding and decoding schemes via simulations. For our simulations, we consider the critically loaded case, i.e., \( N = \sum_{k=1}^{K} M_k \), and set the noise variance to \( \sigma^2 = -35 \) dBm. Furthermore, the channels \( H_k, k = 1, \ldots, K \), are modeled as:

\[
H_k = \frac{1}{\sqrt{L_k}} G_k,
\]

(28)
VI. CONCLUSION

In this paper, we considered the precoder design for an under-loaded or critically loaded downlink MU-MIMO communication system employing RS at the transmitter and single-stage SIC at the receivers. We proposed the SNS precoding and decoding schemes which utilize linear combinations of the null-space basis vectors of the successively augmented MIMO channel matrices of the users as precoding vectors to adjust the IUI. Furthermore, we formulated the WSR maximization problem and obtained a feasible lower bound for the maximum WSR of the proposed SNS scheme via SCA. Our simulation results reveal that the obtained lower bound outperforms MIMO-RSMA [14] and BD, and has a relatively small gap to DPC, especially at low to medium SNRs and when the user distances are dissimilar.
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