A Linear-Time Algorithm for Minimum $k$-Hop Dominating Set of a Cactus Graph
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Abstract

Given a graph $G = (V, E)$ and an integer $k \geq 1$, a $k$-hop dominating set $D$ of $G$ is a subset of $V$, such that, for every vertex $v \in V$, there exists a node $u \in D$ whose hop-distance from $v$ is at most $k$. A $k$-hop dominating set of minimum cardinality is called a minimum $k$-hop dominating set. In this paper, we present linear-time algorithms that find a minimum $k$-hop dominating set in unicyclic and cactus graphs. To achieve this, we show that the $k$-dominating set problem on unicycle graph reduces to the piercing circular arcs problem, and show a linear-time algorithm for piercing sorted circular arcs, which improves the best known $O(n \log n)$-time algorithm.
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1 Introduction

A dominating set of an undirected graph $G = (V, E)$ is a subset $D \subseteq V$, such that every vertex in $V \setminus D$ is adjacent to at least one vertex in $D$. For arbitrary graphs, the problem of computing a minimum dominating set is NP-complete [9]. Since the problem is a special case of minimum set cover, it can be approximated within $1 + \log |V|$ [14] but it cannot be approximated within $(1 - \varepsilon) \log |V|$, for any $\varepsilon > 0$ [20]. The problem admits a PTAS on planar graphs [2] and on unit disk graphs [13, 19]. For trees, cactus, and permutation graphs, the problem can be solved in linear time [5, 6, 11].

Given a graph $G = (V, E)$ on $n$ vertices and an integer $k \geq 1$, a $k$-hop dominating set of $G$ is a subset $D \subseteq V$, such that the hop distance from every vertex in $V \setminus D$ is at most $k$ from at least one vertex of $D$. Recently, several works devoted to the problem of finding a minimum $k$-hop dominating set in graphs. The problem has been shown to be NP-complete [11, 14] in general graphs. Demaine et al. [8] gave an $O(n^3)$-time (fixed-parameter) algorithm for the problem on planar and map graphs. Kundu and Majumder [16] and Barman et al. [3] presented an optimal linear-time algorithm for the problem on trees and interval graphs, respectively. The $k$-dominating number of a graph $G$, denoted by $\gamma_k(G)$, is the cardinality of a minimum $k$-hop dominating set of $G$. The $k$-dominating number has been widely studied in the literature; see for example [7, 10, 12, 18, 21].

Applications on dominating and $k$-hop dominating sets in graphs are known in several areas such as wireless networks [1] and social networks [4].
Let $G = (V, E)$ be an undirected graph. $G$ is called a unicyclic graph if it contains exactly one cycle. A vertex $u \in V$ is called a cut vertex if removing $u$ from $G$ increases the number of components of $G$. A block of $G$ is a maximal connected subgraph of $G$ without any cut vertex. $G$ is called a cactus graph if its blocks are either edges or cycles.

In [17], Lan and Chang considered a different variant of $k$-dominating set on unicyclic and cactus graphs, where the goal is to find a minimum dominating set $D$, such that each vertex is dominated by at least $k$ vertices from $D$.

In this paper, a linear-time algorithm is presented, which computes a minimum piercing set for sorted circular arcs, this improves the current $O(n \log n)$-time algorithm by Katz et al. [15]. We then show how to utilize this result to obtain linear-time algorithms to the minimum $k$-hop dominating set in unicyclic and cactus graphs.

## 2 Preliminaries

Let $G = (V, E)$ be an undirected graph. For two vertices $u, v \in V$, let $d_G(u, v)$ denote the hop-distance between $u$ and $v$ in $G$. For a vertex $u \in V$, let $N_G(u) \subseteq V$ denote the $i$-neighborhood of $u$, i.e., $N_G(u) = \{v \in V : d_G(u, v) \leq i\}$. For a subset $D \subseteq V$, let $N_G(D) = \bigcup_{u \in D} N_G(u)$. For a subset $D \subseteq V$ and a vertex $u \in V$, let $\delta_D(u)$ denote the distance of $u$ from $D$ (i.e., the distance of $u$ to the closest vertex in $D$). A $k$-hop dominating set of $G$ is a subset $D \subseteq V$, such that $\delta_D(u) \leq k$, for each vertex $u \in V$. Throughout the rest of the paper, when we say distance we refer to hop-distance.

**Problem 1 (kHDS).** Given an undirected graph $G = (V, E)$ and an integer $k \geq 1$, the goal in the $k$-Hop Dominating Set problem is to compute a minimum $k$-hop dominating set of $G$.

### 2.1 kHDS on trees

Let $T = (V, E)$ be a tree on $n$ vertices. In [16], Kundu and Majumder presented a linear-time algorithm that finds a minimum $k$-hop dominating set of $T$. For completeness, based on their algorithm, we give a simpler (linear-time) implementation of the algorithm that will be used as a black-box throughout the rest of the paper.

Let $T_r$ be the rooted form of $T$ with an arbitrary vertex $r \in V$. For each vertex $u \in V$, let $T_u$ be the subtree of $T_r$ rooted at $u$ and let $h(T_u)$ denote the height of $T_u$, i.e., $h(T_u) = \max_{v \in T_u} d_{T_r}(u, v)$. Let $\pi(u)$ denote the parent of $u$ in $T_r$ and let child$(u)$ denote the set of children of $u$ in $T_u$.

**Observation 2.** If $h(T_r) \leq k$, then $D = \{r\}$ is a minimum $k$-hop dominating set of $T_r$.

**Observation 3.** There exists a minimum $k$-hop dominating set of $T_r$ that does not contain any leaf of $T_r$.

Let $B$ be a subset of $V$. A partial $k$-hop dominating set of $B$, denoted by $k$-Dom$_V(B)$, is a subset $D$ of $V$, such that $B \subseteq N_G(D)$, i.e., for each vertex $v \in B$, there exists a vertex $u \in D$, such that $d_{T_r}(u, v) \leq k$. The partial $k$-hop dominating number, denoted by $\Gamma_V(B)$, is the cardinality of a minimum $k$-Dom$_V(B)$. The following lemma follows from Observation 3.

**Lemma 4.** If $T_r$ contains a leaf $v \notin B$, then $\Gamma_V(B) = \Gamma_{V \setminus \{v\}}(B)$.

**Lemma 5.** Let $T_u$ be a subtree of $T_r$ of height $k$ rooted at $u$. If there exists a leaf $v \in B$ of depth $k$ in $T_u$, then $\Gamma_V(B) = \Gamma_{V'}(B') + 1$, where $B' = B \setminus N_G(u)$ and $V'$ is the set obtained from $V'$ by removing all vertices of $T_u$. 
Proof. Let $D$ be a minimum $k$-Dom$_V(\cdot')$. Then, by Observation 2, $D \cup \{u\}$ is a $k$-Dom$_V(B)$. Therefore, $\Gamma_V(B) \leq |D \cup \{u\}| = \Gamma_V(\cdot') + 1$. On the other hand, since there exists a leaf $v \in B$ of depth $k$ in $T_u$, any minimum $k$-Dom$_V(B)$ $D$ must contain at least one vertex $w$ in $T_u$, and $D' = D \setminus \{w\} \cup \{u\}$ is also a minimum $k$-Dom$_V(B)$, since each vertex in $B$, that is dominated by $w$, is also dominated by $u$. Thus, $D' \setminus \{u\}$ is a $k$-Dom$_V(\cdot')$, since $N_k(u) \notin \cdot'$. Therefore, $\Gamma_V(\cdot') \leq |D' \setminus \{u\}| = \Gamma_V(B) - 1$.

The construction and correctness of the algorithm is based on Lemma 4 and Lemma 5. In each iteration, the algorithm finds a subtree $T_u$ of height exactly $k$, adds $u$ to $D$, and removes all the leaves of $T_r$ that are in $N_k(u)$. To implement the algorithm in $O(n)$ time, we use a modified version of the depth first search (DFS) algorithm (see Algorithm 2).

In each recursive call $ModifiedDFS(u)$, we check whether $h(T_u) = k$. If so, we add $u$ to $D$, remove all vertices of $T_u$ from $T_r$ (since they are already dominated by $u$), and return $\delta_D(u) = 0$. Otherwise, we check whether at least one descendant $v$ of $u$ is added to $D$ and $d_T(u, v) + h(T_u) \leq k$. If so, we remove all vertices of $T_u$ from $T_r$ and return $\delta_D(u) = \min\{\delta_D(u), d_T(u, v)\}$. Otherwise, we check again whether $h(T_u) = k$ (in case the descendants reduced the height of $u$ to $k$). If so, we add $u$ to $D$, remove all vertices of $T_u$ from $T_r$, and return $\delta_D(u) = 0$. Otherwise ($h(T_u) < k$), we return $\infty$.

Algorithm 1 Solve-kHDS-on-Tree($T_r$)

Input: A tree $T_r$ rooted at $r$

Output: A minimum $k$-hop dominating set of $T_r$, $k$-Dom$_V(\cdot)$

1: $D \leftarrow \emptyset$
2: for each $u \in V$ do
   compute $h(T_u)$
   $\delta_D(u) \leftarrow \infty$
3: $\delta_D(r) \leftarrow ModifiedDFS(r)$
4: if $\delta_D(r) = \infty$ then
   $D \leftarrow D \cup \{r\}$
5: return $D$

Example: Consider the tree $T_r$ rooted at $r = 1$ and $k = 2$; see Figure 1. The first vertex added to $D$ is 7 in $ModifiedDFS(7)$, since $h(T_7) = 2$. In this call, we remove $T_7$ from $T_r$, update $h(T_7) = -1$ and return $\delta_D(7) = 0$ to $ModifiedDFS(4)$. In $ModifiedDFS(4)$, we update $\delta_D(4) = 1$ and, after traversing vertices 6 and 8, $h(T_6) = 1$, and since $h(T_4) + \delta_D(4) = 2$, we remove $T_4$ from $T_r$ and return $\delta_D(4) = 1$ to $ModifiedDFS(2)$. In $ModifiedDFS(2)$, since $h(T_2) = 3 > k$, we call $ModifiedDFS(5)$ which adds vertex 5 to $D$, removes $T_5$ from $T_r$, and returns $\delta_D(5) = 0$. Then, we update $\delta_D(2) = 1$ and $h(T_2) = 0$, and since $h(T_2) + \delta_D(2) = 1 < k$, we remove $T_2$ from $T_r$ and return $\delta_D(2) = 1$ to $ModifiedDFS(1)$. In $ModifiedDFS(1)$, since $\delta_D(1) = 2$ and, after traversing vertex 3, $h(T_1) = 1$, we return $\delta_D(1) = \infty$, and therefore, we add vertex 1 to $D$ as well.

Theorem 6. Let $T$ be a tree on $n$ vertices. Then, for any integer $k \geq 1$, one can find a minimum $k$-hop dominating set of $T$ in $O(n)$ time.

2.2 Quadratic-time algorithm for unicyclic graphs

In this section, we present a simple $O(n^2)$-time algorithm that solves $kHDS$ on unicyclic graphs (in Section 3, we will improve the running time to $O(n)$). In [10], Kundu and Majumder proved the following theorem.
Algorithm 2 ModifiedDFS(u)

1: if \( h(T_u) = k \) then
   \[ D \leftarrow D \cup \{u\} \]
   \[ T_r \leftarrow T_r \setminus T_u \]
   \[ h(T_u) \leftarrow -1 \]
   \[ \delta_D(u) \leftarrow 0 \]
2: else
   for each \( v \in \text{child}(u) \) do
      if \( h(T_v) \geq k \) then
         \[ \delta_D(u) \leftarrow \min\{\delta_D(u), \text{ModifiedDFS}(v) + 1\} \]
         \[ h(T_u) \leftarrow \max\{h(T_v) + 1 : v \in \text{child}(u)\} \quad (* \text{updating } h(T_u) *) \]
      if \( h(T_u) + \delta_D(u) \leq k \) then
         \[ T_r \leftarrow T_r \setminus T_u \]
         \[ h(T_u) \leftarrow -1 \]
      if \( h(T_u) = k \) then
         \[ D \leftarrow D \cup \{u\} \]
         \[ T_r \leftarrow T_r \setminus T_u \]
         \[ h(T_u) \leftarrow -1 \]
         \[ \delta_D(u) \leftarrow 0 \]
   else
      \[ \delta_D(u) \leftarrow \infty \]
3: return \( \delta_D(u) \)

Theorem 7 ([13]). For each optimal \( k \)-hop dominating set \( D \) of a connected graph \( G \), there exists a spanning tree \( T \) of \( G \), such that \( D \) is also an optimal \( k \)-hop dominating set of \( T \).

Let \( G \) be a unicyclic graph on \( n \) vertices and let \( C \) be the cycle of \( G \). Since there is only one cycle in \( G \), there are at most \( n \) spanning trees of \( G \). For each spanning tree \( T \) of \( G \), we find a \( k \)-hop dominating set of \( T \) in \( O(n) \) time, using Algorithm [1]. Therefore, we can find a \( k \)-hop dominating set of \( G \) in \( O(n^2) \) time. The correctness of the algorithm follows immediately from Theorem [7].

Theorem 8. Let \( G \) be a unicyclic graph on \( n \) vertices. Then, for any \( k \geq 1 \), one can find a minimum \( k \)-hop dominating set of \( G \) in \( O(n^2) \) time.

Figure 1 A tree \( T_r \) rooted at \( r = 1 \). For \( k = 2 \), Algorithm [1] returns \( D = \{1, 5, 7\} \).
2.3 Piercing segments on a line

Let \( A = \{a_1, a_2, \ldots, a_n\} \) be a set of \( n \) segments on a horizontal line \( \ell \). For each \( a_i \in A \), let \( s_i, e_i \) be the starting and the ending points of \( a_i \), respectively, such that \( s_i < e_i \). A set \( P \) of points on \( \ell \) is a piercing set of \( A \) if for every segment \( a_i \in A \), \( a_i \in P \neq \emptyset \), that is, for each \( a_i \in A \), there is a point \( p \in P \), such that \( s_i \leq p \leq e_i \). Assuming \( e_i < e_j \), for each \( 1 \leq i < j \leq n \), a minimum piercing set of \( A \) can be greedily computed in \( O(n) \) time.

\[ \text{Theorem 9.} \quad \text{Let } A = \{a_1, a_2, \ldots, a_n\} \text{ be a set of } n \text{ segments on a horizontal line, such that } e_i < e_j, \text{ for each } 1 \leq i < j \leq n. \text{ Then, one can find a minimum piercing set of } A \text{ in } O(n) \text{ time.} \]

3 Piercing Circular Arcs

Let \( A = \{a_1 = [s_1, e_1], a_2 = [s_2, e_2], \ldots, a_n = [s_n, e_n]\} \) be a set of \( n \) circular arcs located on a circle \( C \). A set \( P \) of points on \( C \) is a piercing set for \( A \) if, for every arc \( a_i \in A \), \( a_i \in P \neq \emptyset \). After sorting the endpoints of the arcs by their polar angle, Katz et al. \[15\] showed that a minimum piercing set of \( A \) can be computed in \( O(n \log n) \) time, using a dynamic data structure that supports insertions and deletions to/from \( A \). In this section, we present a linear-time algorithm for this problem.

We assume that no arc \( a_i \) is contained in another arc \( a_j \), otherwise, we remove \( a_j \) from \( A \), since any point that pierces \( a_i \) also pierces \( a_j \). Let \( S = \{s_1, s_2, \ldots, s_n\} \) and \( F = \{e_1, e_2, \ldots, e_n\} \) be the sets of the starting and the ending points of the arcs of \( A \), respectively. Let \( \mu = s_1 \) and let \( p_1, p_2, \ldots, p_{2n} \) be the points of \( X = S \cup F \) ordered in clockwise order with respect to \( p_1 = \mu \). For simplicity of presentation, we say that \( p_1 \leq p_2 \leq \cdots \leq p_{2n} \); see Figure 2.

\[ \text{Figure 2} \quad \text{The arcs of } A. \quad X_1 = \{p_1, p_2, p_3, p_5, p_6\}. \text{ } \mathcal{P}_p(p_4) \text{ consists of the red points.} \]

\[ \text{Observation 10.} \quad \text{There exists a minimum piercing set of } A \text{ that contains only points from the set } F. \]

\[ \text{Proof.} \quad \text{Let } P \text{ be a minimum piercing set of } A. \text{ If } P \text{ contains a point } p \notin F, \text{ then we can replace } p \text{ by the point } q = \min\{e_i \in F : e_i > p\}, \text{ and obtain a set } P \cup \{q\} \setminus \{p\} \text{ which is also a minimum piercing set of } A. \]

\[ \text{\textit{CVIT 2016}} \]
Let $X_1 = X \cap a_1$. Let $P$ be a minimum piercing set of $A$, and notice that $P$ must contain at least one point from $X_1$. Let $p_j \in P \cap X_1$. Then, by removing all the arcs that are pierced by $p_j$ and considering the remaining arcs as a set of segments on a line, we can find a minimum piercing set of $A$ in $O(n)$ time, using Theorem 10. Therefore, we can find a minimum piercing set of $A$ in $O(|X_1| \cdot n)$ time. In the following we show how to implement this algorithm in $O(n)$ time, regardless of the size of $X_1$.

For each point $p_i \in X$, let $A_i = \{a_j \in A : p_i$ pierces $a_j$\} and let $next(p_i)$ be the point $e_j \in F$, such that $s_j > p_i$ and $e_j \leq e_k$, for each $a_k \in A \setminus A_i$; see Figure 2. That is, $e_j$ is the ending point of the first arc in $A \setminus A_i$ that appears after $p_i$ (in clockwise order).

**Step 1**

For each $p_i \in X$, we compute $next(p_i)$ using Algorithm 3.

**Algorithm 3** Compute-next$(X, S, F)$

Input: A set $A$ of arcs sorted in clockwise order by their ending points

Output: $next(p_i)$, for each point $p_i \in X$

1. $i \leftarrow 1$
2. $j \leftarrow 2$
   
   while $i < 2n$
   
   if $p_j = s_k \in S$ then
   
   $next(p_i) \leftarrow e_k$
   
   $i \leftarrow (i + 1)$
   
   else
   
   $j \leftarrow (j + 1) \mod 2n$

**Step 2**

For a point $p \in X$ and an integer $i > 1$, let $next^i(p)$ be $next(next^{i-1}(p))$; see Figure 2. For two points $p, q \in X$, let $P^i(p) = \{p, next(p), next^2(p), \ldots, next^i(p)\}$, such that $next^{k-1}(p) < q \leq next^k(p)$. The following observation follows from the fact that there exists a point $p \in X_1$, such that $P^i(p)$ is a minimum piercing set of $A$.

**Observation 11.** A minimum piercing set of $A$ can be computed by taking the minimum over the sets $P^i(p)$, for all $p \in X_1$.

To this end, we construct a directed graph $G = (X, E)$, such that $E = \{(p, next(p)) : p \in X\}$. Notice that $|E| = |X|$. Recall that $s_1$ (the starting point of arc $a_1$). For each point $p \in X_1$, we compute $P^i(p)$ recursively using Algorithm 3.

For each set $P^i(p)$, let $lastnext(p)$ be the last point in $P^i(p)$. We check whether $next(lastnext(p)) < p$, which means that the arc ending at $next(lastnext(p))$ is not pierced by $P^i(p)$. If so, we add $next(lastnext(p))$ to $P^i(p)$. Finally, we return the set $P^i(p)$ of minimum cardinality. Let $P$ be the set returned by the algorithm. Thus, by Observation 10 and Observation 11, $P$ is a minimum piercing set of $A$. In the following lemma, we bound the running time of our algorithm.

**Lemma 12.** Computing $P$ takes $O(n)$ time.

**Proof.** It is not hard to see that computing $next(p)$, for each $p \in X$, using Algorithm 3 takes $O(n)$ time. Since each vertex in $G$ has exactly one out-going edge, the number of edges
Algorithm 4 ComputeAll($G = (X, E), \mu$)

**Input:** A Directed graph $G = (X, E)$ and a reference point $\mu$

**Output:** $P_\mu(p)$, for each $p \in X$

1. for each $p \in X$ do
   $P_\mu(p) \leftarrow \emptyset$
2. for each $p \in X$ do
   $P_\mu(p) \leftarrow \text{RecCompute}(p, \mu)$

Procedure RecCompute($p, \mu$)

1. if $P_\mu(p) \neq \emptyset$ then
   return $P_\mu(p)$
2. if $\text{next}(p) \geq \mu$ then
   $P_\mu(p) \leftarrow \{p\}$
else
   $P_\mu(p) \leftarrow \{p\} \cup \text{RecCompute}(\text{next}(p), \mu)$
3. return $P_\mu(p)$

of $G$ is $2n$, and thus, constructing $G$ takes $O(n)$. Moreover, computing $P_\mu(p)$, for all $p \in X$, takes $O(n)$, since we traverse each edge in $G$ exactly once during all the calls to Algorithm 4. Therefore, the running time of the algorithm is $O(n)$.

The following theorem concludes the result of this section.

**Theorem 13.** Let $A = \{a_1, a_2, \ldots, a_n\}$ be a set of $n$ circular arcs sorted in clockwise order. Then, one can find a minimum piercing set of $A$ in $O(n)$ time.

3.1 Piercing circular arcs with additional requirements

In this section, we show how to solve two variants of the piercing circular arcs problem, while the first variant is interesting by itself, the second is presented here for future use, since it is needed in Section 5. In both variants the modifications performed on the algorithm do not affect the running time, and thus it stays linear.

**Variant-1: Piercing circular arcs with respect to a point $\rho$**

Let $\rho$ be a point in $X$. Given a set $P \subseteq X$, let $\delta_P(\rho)$ be the number of points in $X$ between $\rho$ and the closest point of $P$. In this variant, we consider the piercing circular arcs problem with an additional requirement. That is, in addition to the set $A$, we are given a point $\rho \in X$, and the goal is to find a minimum piercing set $P$ for $A$, such that $\delta_P(\rho) \leq \delta_{P'}(\rho)$, for every minimum piercing set $P'$ for $A$.

Assume w.l.o.g., that $\rho \in a_1$. We perform the previous algorithm with the following modification. When we obtain a minimum piercing set $P$, we check the distance of the first and the last selected points of $P$ from $\rho$, and return the minimum piercing set $P$ that minimizes this distance.

By the correctness of the previous algorithm, $P$ is a minimum piercing set for $A$, and, by the modification, $\delta_P(\rho) \leq \delta_{P'}(\rho)$, for every minimum piercing set $P'$ for $A$. 
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Variant-2: Piercing circular arcs with respect to a point $\rho$ and a positive integer $k$

Let $\rho$ be a point in $X$ and let $k$ be an integer. For each $1 \leq i < k$, let $B_i = \{a_j = [s_j, e_j] \in A : \delta(s_j)(\rho) \geq i \land \delta(e_j)(\rho) \geq i\}$; see Figure 3. Let $P$ be a minimum piercing set for $A$, and let $m$ be its size (i.e., $m = |P|$). In this variant, in addition to the set $A$, we are given a point $\rho \in X$ and an integer $k > 1$, and the goal is to find the largest integer $1 \leq i < k$ and a piercing set $P'$ for $A \setminus B_i$, such that $|P'| = m - 1$, if such a set exists.

![Figure 3](image_url)

**Figure 3** $B_1$ consists of the blue arcs. $X^+$ consists of the red points. A piercing set $P'$ for $A \setminus B_i$, for $i = 2$, consists of the purple points.

Let $A^- = A \setminus B_1$ and let $X^+ = \{ x \in X : \rho < x \leq \text{next}(\rho) \}$; see Figure 3. We perform the previous algorithm with the following modifications. Instead of going over the points of $X_1$ (in clockwise order), we go over the points of $X^+$ in sorted order of distance from $\rho$. Moreover, instead of requiring to pierce all the arcs in $A$, we require to pierce only $A^-$. For each piercing set $P'_q$ for $A^-$ of size $m - 1$, that starts with a point $q \in X^+$, we check what is the largest $i$, such that $B_1 \setminus A_{P'_q} = B_i \setminus A_{P'_q}$, where $A_{P'_q} = \{a \in A : a$ is pierced by a point from $P'_q\}$. We return the set $P'_q$ of size $m - 1$ with the largest $i$.

$\triangleright$ Claim 14. The above algorithm finds the largest integer $1 \leq i < k$ and a piercing set $P'$ for $A \setminus B_i$, such that $|P'| = m - 1$, if such a set exists.

**Proof.** Assume such a piercing set exists, and let $P_{\text{opt}}$ be this piercing set. Let $q_{\text{opt}}$ be the starting point in $P_{\text{opt}}$ (i.e., the closest point in $P_{\text{opt}}$ to $\rho$ in clockwise order). Clearly, $q_{\text{opt}} \in X^+$, otherwise, there is an arc in $A \setminus B_1$ that is not pierced by $P_{\text{opt}}$. Thus, we are done, since we consider such a solution that starts with $q_{\text{opt}}$.

\section{Solving $k$HDS on Unicyclic Graphs}

In this section, we present a linear-time algorithm that computes a minimum $k$-hop dominating set in unicyclic graphs.

Let $G = (V, E)$ be a unicyclic graph on $n$ vertices and let $C$ be the cycle of $G$. Let $r_1, r_2, \ldots, r_m$ be the vertices of $C$ ordered in clockwise order with an arbitrary first point $r_1$. Since $G$ is a unicyclic graph, each $r_i \in C$ is a root of a tree $T_i$. Our algorithm computes a $k$-hop dominating set $D^*$ of $G$ in three steps.
Step 1

For each tree $T_i$ rooted at $r_i$, we compute a $k$-hop dominating set $D_i$ using Algorithm 1. For each $1 \leq i \leq m$, let $\delta_{D_i}(r_i)$ and $h(T_i)$ be the distance of $r_i$ from $D_i$ and the height of $T_i$ that are computed at the end of Algorithm 1 respectively.

- If $r_i \notin D_i$, then $1 \leq \delta_{D_i}(r_i) \leq k$ and $h(T_i) = -1$.
- If $r_i \in D_i$, then either $r_i$ was added in Algorithm 2 or in Algorithm 1 (Line 4). If $r_i$ was added in Algorithm 2 (when $h(T_i) = k$), then $\delta_{D_i}(r_i) = 0$. Otherwise, $r_i$ was added in Algorithm 1 (Line 4, when $0 \leq h(T_i) < k$), then we remove $r_i$ from $D_i$ and $\delta_{D_i}(r_i) = \infty$.

Step 2

Let $D = \bigcup_{1 \leq i \leq m} D_i$. In this step, we consider the roots $r_i \in C$ having $\delta_D(r_i) < k$ in non-decreasing order of $\delta_D(r_i)$. For each $r_i$, we consider its neighbors $r_{i-1}$ and $r_{i+1}$. If $\delta_D(r_{i-1}) > \delta_D(r_i) + 1$ and $h(T_{i-1}) + \delta_D(r_i) + 1 \leq k$, then we set $\delta_D(r_{i-1}) = \delta_D(r_i) + 1$ and update the location of $r_{i-1}$ in the non-decreasing order according to its new $\delta_D(r_{i-1})$ value. Similarly, if $\delta_D(r_{i+1}) > \delta_D(r_i) + 1$ and $h(T_{i+1}) + \delta_D(r_i) + 1 \leq k$, then we set $\delta_D(r_{i+1}) = \delta_D(r_i) + 1$ and update the location of $r_{i+1}$ in the non-decreasing order according to its new $\delta_D(r_{i+1})$ value.

Step 3

Let $B = \{u \in C : \delta_D(u) = \infty\}$. Recall that a partial $k$-hop dominating set of $B$, denoted by $k$-Dom$_C(B)$, is a subset $D'$ of $C$, such that $B \subseteq N_k(D')$. In this step, we compute a minimum $k$-Dom$_C(B^+)$ by a reduction to the problem of piercing circular arcs (Section 3), where $B^+$ is the set containing the vertices of $B$ with their tag along trees. Notice that, each $r_i \in B$ has $0 \leq h(T_i) < k$. For each $r_i \in B$, let $m_i = k - h(T_i)$. We produce a circular arc $a_i \subseteq C$ containing the vertices $\{r_{i-m_i}, r_{i-m_i+1}, \ldots, r_i, r_{i+1}, \ldots, r_{i+m_i}\}$ of $C$, where each of them dominates the vertices of $T_i$; see Figure 4. Let $A$ be the set of the produced arcs. Therefore, to compute a minimum $k$-Dom$_C(B^+)$, it is sufficient to compute a minimum piercing set of $A$. We compute a minimum piercing set $P$ of $A$, using Theorem 13. At the end of this step, we return the set $D^* = D \cup P$.

Figure 4 The arcs produced in Step 3, for $k = 5$.

Lemma 15. $D^*$ is a minimum $k$-hop dominating set of $G$. 
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**Proof.** After applying Step 1, each $D_i$ is a minimum $k$-hop dominating set of $T_i$. Observe that each vertex added to $D_i$ (in Algorithm 1) is as close to the root $r_i$ as possible. Therefore, among all the minimum $k$-hop dominating sets of $T_i$, $D_i$ is the one that minimizes $\delta_{D_i}(r_i)$. Moreover, if $r_i \in D_i$ and $r_i$ was added in Algorithm 1 (Line 4), then $r_i$ does not have to be in $D^*$, since $0 \leq h(T_i) < k$ and $T_i$ can be dominated by vertices of $G \setminus T_i$ of distance $k - h(T_i)$ from $r_i$. In this case, $\delta_{D_i}(r_i) = \infty$ and we remove $r_i$ from $D_i$ at the end of Step 1.

In Step 2, we update the distances of the vertices in $N_k(D)$, where $D = \bigcup_{1 \leq i \leq m} D_i$. If $\delta_{D}(r_i)$ has been updated in Step 2, then all the vertices of $T_i$ are dominated by $D$. Let $T = \bigcup_{r_i \in B} T_i$ be the set of the subtrees that are not dominated yet. At this point, $D$ is a minimum $k$-hop dominating set of $G \setminus T$, such that the vertices of $D$ are as close to the vertices of $B$ as possible among all minimum $k$-hop dominating sets of $G \setminus T$. Thus, it remains to select a minimum subset of $C$ that dominates the vertices of $T$. By the construction of the arcs in Step 3, each vertex in arc $a_i$ dominates the vertices of $T_i$. Hence, the minimum piercing set $P$ that is computed in Step 3 is a minimum $k$-hop dominating set of $T$. Therefore, $D^* = D \cup P$ is a minimum $k$-hop dominating set of $G$. □

**Lemma 16.** Computing $D^*$ takes $O(n)$ time.

**Proof.** Step 1 takes linear time (by Theorem 9). We implement Step 2 in linear time as follows. We maintain $k + 1$ lists $L_0, L_1, \ldots, L_{k-1}$, and $L_\infty$, such that $r_i \in L_i$ if and only if $\delta_{D}(r_i) = j$. We go over the vertices in the lists $L_0, L_1, \ldots, L_{k-1}$ in the following way. We consider a vertex $u \in L_i$ before a vertex $v \in L_j$ if $i < j$. Moreover, when a vertex $u \in L_i$ updates $\delta_{D}(v)$ of a vertex $v$ to $i + 1$, we move $v$ from its current list to $L_{i+1}$.

In Step 3, the arcs in $A$ are created in sorted order in clockwise order in linear time, since the vertices of the cycle $C$ are sorted in clockwise order. Thus, by Theorem 13, computing a minimum piercing set of $A$ takes $O(|A|)$ time, where $|A| \leq |C| \leq n$. Therefore, $D^*$ can be computed in $O(n)$ time. □

The following theorem follows from Lemma 15 and Lemma 19.

**Theorem 17.** Let $G$ be a unicyclic graph on $n$ vertices. Then, for any $k \geq 1$, one can find a minimum $k$-hop dominating set of $G$ in $O(n)$ time.

### 4.1 kHDS on unicyclic graphs with additional requirements

In this section, we consider two variants of the $k$HDS problem on unicyclic graphs. In these variants, in addition to a unicyclic graph $G$, we are given a point $\rho \in C$, where $C$ is the cycle of $G$. In both variants, we apply the $k$HDS algorithm on unicyclic graphs (Section 4) with modifications that do not affect its running time.

**Variant-1**

In this variant, the goal is to compute a minimum $k$-hop dominating set $D^*$ of $G$, that minimizes $\delta_{D^*}(\rho)$, among all minimum $k$-hop dominating sets of $G$. We apply Steps 1-3 in our algorithm, except that in Step 3, we do not create an arc for $\rho$. Moreover, instead of calling the algorithm of piercing circular arcs (Section 3), we call the algorithm that solves Variant-1 of piercing circular arcs with additional requirements (Section 3.1). The correctness of this algorithm follows immediately from Theorem 14 and from the correctness of Variant-1 of piercing circular arcs with additional requirements (Section 3.1).
Variant-2

Let $D^*$ be a minimum $k$-hop dominating set of $G$ and let $m$ be its size. In this variant, the goal is to compute a $k$-hop dominating set $D$ of $G \setminus N_k(p)$ of size $m - 1$, such that the distance from $p$ to the farthest vertex in $G \setminus N_k(D)$ is minimized. If there is no $k$-dominating set for $G \setminus N_k(p)$ of size $m - 1$, then return $D^*$. We apply Steps 1-3 in our algorithm, except that, in Step 3, we do not create an arc for $p$. Moreover, instead of calling the algorithm of piercing circular arcs (Section 3), we call the algorithm that solves Variant-2 of piercing circular arcs with additional requirements (Section 3.1).

The correctness of this algorithm follows immediately from Theorem 17 and from the correctness of Variant-2 of piercing circular arcs with additional requirements (Section 3.1).

5 Solving $kHDS$ on Cactus Graphs

In this section, we present a linear-time algorithm that computes a minimum $k$-hop dominating set in cactus graphs.

Let $G$ be a cactus graph on $n$ vertices and let $C = \{r_1, r_2, \ldots, r_m\}$ be a cycle in $G$. For each $1 \leq i \leq m$, let $G_{r_i}$ be the subgraph of $G$ containing $r_i$ and obtained by removing the edges $(r_{i-1}, r_i)$ and $(r_i, r_{i+1})$ from $G$. In Algorithm 5 we first compute a minimum $k$-hop dominating set $D_i$ for each $G_{r_i}$, such that $\delta_{D_i}(r_i)$ is minimized, among all minimum $k$-hop dominating sets for $G_{r_i}$. Then, we compute a minimum $k$-hop dominating set $D$ of the remaining (unicyclic) graph by applying the $kHDS$ algorithm that solves the problem in unicyclic graph (Section 4), and we return $D^* = \bigcup_i D_i \cup D$.

Algorithm 5 Solve-$kHDS$-on-Cactus($G$, $C$)

Input: A cactus graph $G$ and a cycle $C$ in it

Output: A minimum $k$-hop dominating set $D^*$ for $G$

1: for each $r_i \in C$ do
\hspace{1cm} $L_i \leftarrow \text{DFS-Based}(G_{r_i}, r_i)$
\hspace{1cm} $D_i \leftarrow \emptyset$
2: for each $r_i \in C$ do
\hspace{1cm} if $L_i = \emptyset$ then (* $G_{r_i}$ is a tree*)
\hspace{2cm} $D_i \leftarrow \text{Solve-kHDS-on-Tree}(G_{r_i})$ (* Algorithm 1, with $r_i$ as the root of $G_{r_i}$ *)
\hspace{1cm} else
\hspace{2cm} for each $\rho \in L_i$ do (* Consider the vertices in sorted order *)
\hspace{3cm} $G_{\rho} \leftarrow$ the subgraph of $G_{r_i}$ obtained by removing the edge $(\rho, \rho, \pi)$ and contains $\rho$
\hspace{3cm} $D_{\rho} \leftarrow D_i \cup \text{Solve-Special-kHDS-on-Unicycle}(G_{\rho}, \rho)$
\hspace{1cm} end
3: $D^* \leftarrow \bigcup_i D_i$
4: $D \leftarrow$ call solving $kHDS$ on unicyclic graphs with the updated graph $G$ (Section 4)
5: $D^* \leftarrow D^* \cup D$
6: return $D^*$

Given a vertex $r_i \in C$, we compute a minimum $k$-hop dominating set $D_i$ for $G_{r_i}$ as follows. If $G_{r_i}$ is a tree, then we compute $D_i$ using Algorithm 1 (Section 2.1). Otherwise, $G_{r_i}$ contains a cycle. We perform a DFS-based scan (Algorithm 7) on $G_{r_i}$ that starts from $r_i$ and finds all the cycles of $G_{r_i}$. That is, every back-edge to a vertex $u$, found in the DFS-based algorithm, corresponds to a cycle containing $u$ as its representative. We create an ordered list $L_i$ of all the vertices having back-edges in $G_{r_i}$, such that vertex $u$ appears before vertex
v in \( L_i \), if and only if the finishing time of \( u \) in the DFS-base algorithm is less than the finishing time of vertex \( v \).

For a vertex \( u \in L_i \), let \( G_u \) be the subgraph of \( G_v \) containing \( u \) and obtained by removing the edge \((u, \pi)\) from \( G_v \). For each vertex \( \rho \in L_i \) (in sorted order), we compute a (nearly) minimum \( k \)-hop dominating set for \( G_\rho \) (using Algorithm 6) as follows. Let \( C \) be the set of cycles of \( G_\rho \) obtained by the back-edges to vertex \( \rho \) in the DFS-Based algorithm. For each cycle \( C \in C \), let \( C^+ \) be the unicyclic graph corresponding to \( C \). We first compute a minimum \( k \)-hop dominating set \( D_1 \) of \( C^+ \) that minimizes \( \delta_{D_1}(\rho) \), among all minimum \( k \)-hop dominating sets of \( C^+ \) (using Variant-1 of solving \( kHDS \) on unicyclic graphs with additional requirements, Section 4.1). Then, we check whether there exists a \( k \)-hop dominating set of \( C^+ \setminus N_k(\rho) \) of size \(|D_1| - 1\).

- If there exists such a set, then we compute a \( k \)-hop dominating \( D_2 \) set of \( C^+ \setminus N_k(\rho) \) of size \(|D_1| - 1\), such that the distance from \( \rho \) to the farthest vertex in \( C^+ \setminus N_k(D_2) \) is minimized (using Variant-2 of solving \( kHDS \) on unicyclic graphs with additional requirements, Section 4.1). Let \( u \) be the farthest vertex from \( \rho \) in \( C^+ \setminus N_k(D_2) \). We replace \( C^+ \) in \( G \) by the path from \( \rho \) to \( u \), and we add \( D_2 \) to \( D_1 \).
- Otherwise, let \( i = \delta_{D_1}(\rho) \) and let \( u \) be a vertex in \( D_1 \) of distance \( i \) from \( \rho \). We replace \( C^+ \) in \( G \) by the path from \( \rho \) to \( u \) and a new path of length \( k \) incident to \( u \); see Figure 5.

Moreover, we add \( D_1 \setminus \{u\} \) to \( D_1 \).

![Figure 5](image-url) Left, a unicyclic graph \( C^+ \) in which there is no 4-dominating set for \( C^+ \setminus N_4(\rho) \) of size \( m - 1 \) (where \( m = 3 \)). The vertices of the 4-dominating set are depicted in red. Right, we replace \( C^+ \) in \( G \) by the path from \( \rho \) to \( u \) and a new path of length 4 attached to \( u \), depicted in blue.

\[\text{Lemma 18.} \quad D^* \text{ is a minimum } k \text{-hop dominating set of } G.\]

\textbf{Proof.} The proof is by induction on the number of cycles in \( G \). Let \( c \) be the number of cycles in \( G \). To start the induction, if \( c = 0 \), then, by Theorem 6, the lemma holds, and if \( c = 1 \), then, by Theorem 7, the lemma holds.

Let \( OPT \) be a minimum \( k \)-hop dominating set of \( G \). Let \( \rho \) be the first vertex in list \( L_1 \), that is returned from Algorithm DFS-based (Algorithm 7). Let \( C \) be the first cycle considered by \( Solve-Special-kHDS-on-Unicycle(G_{\rho}, \rho) \) (Algorithm 6), and let \( C^+ \) be the unicyclic graph corresponding to \( C \) in \( G_{\rho} \). Let \( OPT_{C^+} = OPT \cap C^+ \), and let \( m_{\text{opt}} = |OPT_{C^+}| \). Let \( D_{C^+} = D^* \cap C^+ \), and let \( m_D = |D_{C^+}| \). From the correctness of Variant-1 and Variant-2 of Section 4.1, we have \( m_D \leq m_{\text{opt}} \). Therefore, from the optimality of \( OPT \), we have either \( m_D = m_{\text{opt}} \) or \( m_D = m_{\text{opt}} - 1 \). We distinguish between the following cases:
Lemma 19. Computing $D^*$ takes $O(n)$ time.

Proof. We show that each step in the algorithm takes linear time. Performing $DFS-Based$ on $G_{r_i}$ takes $O(|G_{r_i}|)$ time, for each $r_i \in C$, and $O(n)$ time in total. Computing a minimum
A Linear-Time Algorithm for Minimum \( k \)-Hop Dominating Set of a Cactus Graph

Algorithm 7 DFS-Based\((G = (V, E), r)\)

**Input:** A cactus graph \( G \) and a source vertex \( r \)

**Output:** A list \( L \) of vertices that have a back-edge sorted by their finishing time (the time they are colored black)

1. \( L \leftarrow \emptyset \)
2. for each \( u \in V \) do
   - \( u.\text{color} \leftarrow \text{WHITE} \)
   - \( u.\pi \leftarrow \text{NULL} \)
   - \( u.\text{backEdge} \leftarrow \text{FALSE} \)
3. \( \text{DFS-visit}(G, r, L) \)
4. return \( L \)

Procedure DFS-visit\((G, u, L)\)

1. \( u.\text{color} \leftarrow \text{GRAY} \)
2. for each \( v \in G.\text{Adj}[u] \) do  (* \( G.\text{Adj}[u] \) is the list of neighbors of \( u \) *)
   - if \( v.\text{color} = \text{WHITE} \) then
     - \( v.\pi \leftarrow u \)
     - \( \text{DFS-visit}(G, v, L) \)
   - else \((v.\text{color} = \text{GRAY})\)
     - \( v.\text{backEdge} \leftarrow \text{TRUE} \)
3. if \( u.\text{backEdge} = \text{TRUE} \) then
   - add \( u \) to the end of \( L \)
4. \( u.\text{color} \leftarrow \text{BLACK} \)

\( k \)-hop dominating set in trees takes linear time in the size of the tree, and \( O(n) \) time in total. Computing a minimum \( k \)-hop dominating set in unicyclic graphs takes linear time in the size of the graph. Computing a minimum \( k \)-hop dominating set in Variant-1 and Variant-2 of the \( k \)-hop dominating set in unicyclic graphs takes linear time in the size of the graph, and \( O(n) \) time in total.

The following theorem follows from Lemma 19 and Lemma 18:

\[ \textbf{Theorem 20.} \text{Let } G \text{ be a cactus graph on } n \text{ vertices. Then, for any } k \geq 1, \text{ one can compute a minimum } k \text{-hop dominating set of } G \text{ in } O(n) \text{ time.} \]

References

1. A. D. Amis, R. Prakash, D. Huynh, and T. Vuong. Max-min D-cluster formation in wireless ad hoc networks. In *INFOCOM*, pages 32–41, 2000.
2. B. S. Baker. Approximation algorithms for NP-complete problems on planar graphs. *Journal of the ACM*, 41(1):153–180, 1994.
3. S. C. Barman, M. Pal, and S. Mondal. An optimal algorithm to find minimum \( k \)-hop dominating set of interval graphs. *Discrete Mathematics: Algorithms and Applications*, 11(2), 2019.
4. P. Basuchowdhuri and S. Majumder. Finding influential nodes in social networks using minimum \( k \)-hop dominating set. In *ICAA*, pages 137–151, 2014.
5. H. S. Chao, F. R. Hsu, and R. C. T. Lee. An optimal algorithm for finding the minimum cardinality dominating set on permutation graphs. *Discrete Applied Mathematics*, 102(3):159–173, 2000.
A. K. Abu-Affash, P. Carmi and A. Krasin

6 E. J. Cockayne, S. E. Goodman, and S. T. Hedetniemi. A linear algorithm for the domination number of a tree. *Information Processing Letters*, 4(2):41–44, 1975.
7 R. Davila, C. Fast, M. A. Henning, and F. Kenter. Lower bounds on the distance domination number of a graph. *Contributions to Discrete Mathematics*, 12(2):11–21, 2017.
8 E. D. Demaine, F. V. Fomin, M. T. Hajiaghayi, and D. M. Thilikos. Fixed-parameter algorithms for \((k, r)\)-center in planar graphs and map graphs. *ACM Transaction on Algorithms*, 1(1):33–47, 2005.
9 M. R. Garey and D. S. Johnson. *Computers and Intractability: A Guide to the Theory of NP-Completeness*. W. H. Freeman, San Francisco, 1979.
10 A. Hansberg, D. Meierling, and L. Volkmann. Distance domination and distance irredundance in graphs. *Electronic Journal of Combinatorics*, 14(1):R35, 2007.
11 S. T. Hedetniemi, R. C. Laskar, and J. Pfaff. A linear algorithm for finding a minimum dominating set in a cactus. *Discrete Applied Mathematics*, 13(2-3):287–292, 1986.
12 M. A. Henning and N. Lichiardopol. Distance domination in graphs with given minimum and maximum degree. *Journal of Combinatorial Optimization*, 34(2):545–553, 2017.
13 H. B. Hunt III, M. V. Marathe, V. Radhakrishnan, S. S. Ravi, D. J. Rosenkrantz, and R. E. Stearns. NC-approximation schemes for NP- and PSPACE-hard problems for geometric graphs. *Journal of Algorithms*, 26(2):238–274, 1998.
14 D. S. Johnson. Approximation algorithms for combinatorial problems. *Journal of Computer and System Sciences*, 9(3):256 – 278, 1974.
15 M. J. Katz, F. Nielsen, and M. Segal. Maintenance of a piercing set for intervals with applications. *Algorithmica*, 36(1):59–73, 2003.
16 S. Kundu and S. Majumder. A linear time algorithm for optimal \(k\)-hop dominating set of a tree. *Information Processing Letters*, 116(2):197–202, 2016.
17 J. K. Lan and G. J. Chang. Algorithmic aspects of the \(kk\)-domination problem in graphs. *Discret. Appl. Math.*, 161(10-11):1513–1520, 2013.
18 D. Meierling and L. Volkmann. A lower bound for the distance \(k\)-domination number of trees. *Results in Mathematics*, 47:335–339, 2005.
19 T. Nieberg and J. Hurink. A PTAS for the minimum dominating set problem in unit disk graphs. In *WAOA*, pages 296–306, 2005.
20 R. Raz and S. Safra. A sub-constant error-probability low-degree test, and a subconstant error-probability PCP characterization of NP. In *STOC*, pages 475–484, 1997.
21 F. Tian and J. M. Xu. A note on distance domination numbers of a graph. *Australasian Journal of Combinatorics*, 43:181–190, 2005.