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Abstract

Emergency Departments (EDs) are a fundamental element of the Portuguese National Health Service, serving as an entry point for users with diverse and very serious medical problems. Due to the inherent characteristics of the ED, forecasting the number of patients using the services is particularly challenging. And a mismatch between affluence and the number of medical professionals can lead to a decrease in the quality of the services provided and create problems that have repercussions for the entire hospital, with the requisition of healthcare workers from other departments and the postponement of surgeries. ED overcrowding is driven, in part, by non-urgent patients that resort to emergency services despite not having a medical emergency, representing almost half of the total number of daily patients. This paper describes a novel deep learning architecture, the Temporal Fusion Transformer, that uses calendar and time-series covariates to forecast prediction intervals and point predictions for a 4-week period. We have concluded that patient volume can be forecast with a Mean Absolute Percentage Error (MAPE) of 9.87% for Portugal’s Health Regional Areas (HRA) and a Root Mean Squared Error (RMSE) of 178 people/day. The paper shows empirical evidence supporting the use of a multivariate approach with static and time-series covariates while surpassing other models commonly found in the literature.
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1. Introduction

The forecast of the number of patients who use emergency services daily is essential to determine in advance the human resources needed at hospital Emergency Departments (ED). Multi-step ahead predictions allow hospital managers to organise rotation schedules and diminish waiting times in urgent care facilities (Wargon et al., 2009; Jones et al., 2008). When not accounted for, overcrowding can lead to a decrease in the quality of patient care and worse clinical outcomes (Bernstein et al., 2009; Hurwitz et al., 2014). From a macro point of view, the influx in the emergency department combines an expected number of people who are taken to the emergency room with a very serious illness, for example, heart attack, with people that use the emergency hospital to deal with non urgent problems, such as common cold, strained muscles, or to deal with problems associated with chronic illness (Zachari-
asse et al., 2019; Hurwitz et al., 2014). The most serious cases are reasonably constant over time, and, predominantly, people in life threatening conditions have no choice but to go to emergency care, thus the indicators of a rise in patients with serious illnesses might not be the same for non urgent users. A large number of patients that resort to urgent care are not, however, urgent, according to the Manchester Triage system, used in the Portuguese National Healthcare System. Roughly 40% of the patients are classified during triage at the green/blue level, which means not urgent. Unlike more urgent patients, the influx of green/blue patients has several factors that follow well-defined cycles. For example, it is easy to identify that the day with the most influx of non-urgent patients is Monday, with a smaller number of patients pursuing emergency care during the weekend (Batal et al., 2001; Holleman et al., 1996; Rathlev et al., 2007). To combine the predictive power of Deep Neural Networks with the explainability usually reserved for simpler algorithms, we will use a recently developed machine learning model to predict the influx of non-urgent patients: the Temporal Fusion Transformer (TFT) (Lim et al., 2021); and study which variables, time-series or not, had the most impact on the model, and thus which are most relevant to predict daily patient volume.

Previous studies have examined the multistep forecasting of daily patient volumes (Jones et al., 2008; Diehl et al., 1981). Most focus is on the use of classical statistical tools for temporal linear regression such as moving averages (Milner, 1988), and their many extensions, namely ARIMA, SARIMA or VARIMA (Afilal et al., 2016; Schweiger et al., 2009; Whitt and Zhang, 2019; Carvalho-Silva et al., 2018). In recent years, with the advent of machine learning, newer studies have been conducted that use neural networks (Jones et al., 2008; Zhou et al., 2018), or otherwise other machine learning techniques to tackle the same problem (Rocha and Rodrigues, 2021; Navares et al., 2018; Tuominen et al., 2022). From the use of Feed-forward Neural Networks (Jones et al., 2008; Navares et al., 2018), to Recurrent Neural Networks (Kadri and Abdennbi, 2020; Harrou et al., 2020), 1-D Convolution Neural Networks (Sharafat and Bayati, 2021), and later to Long Short-Term Unit (LSTM) (Sudarshan et al., 2021; Harrou et al., 2020), there has been a constant advance in the field, from linear models to deep neural network models.

In most studies using ARIMA and its variants, it was found that calendar variables (day, day of the week, holidays) have a significant contribution to model results (Boyle et al., 2012; Hertzum, 2017; Jones et al., 2008; Wargon et al., 2009). A more detailed Literature Review can be found in Annex A.

2. Data Analysis

![Figure 1: Time series from January, 2019 to February 20, 2020. We can observe the weekly cycle, as well as annual trends and volume variation according to RHA.](image.png)

In this section, we will present the dataset used in this work. The data was obtained from the public database “Transparência
SNS”\(^1\) and refers to daily data of care in primary health centres together with daily data of consultations and waiting times in hospitals’ emergency departments (ED) across Portugal, divided by Regional Health Area (RHA). The dataset covers the time period from November 1\(^{\text{st}}\), 2016 to July 31\(^{\text{th}}\), 2022; with 16 variables per observation that define, among other things, the Regional Health Area (RHA), \(\text{Área Regional de Saúde (ARS)}\) in Portuguese, of the observation. In total, the dataset contains information regarding the daily volume of patients in emergency care, the number of scheduled and unscheduled consultations in primary health facilities, the daily number of patients arriving at the Emergency Department (ED) with respiratory issues, the waiting times between triage and the first medical evaluation and categorical variables pertaining to calendar information, such as weekend, day of week or national holidays.

In Figure 1 we can observe the weekly variation in the number of non-urgent patients, as well as the volume shift according to RHA. It is visible that despite having different levels of affluence, the different RHA follow the same trend, with peaks of affluence occurring on Monday, and reduced volume on weekends and during the Summer months, usually associated with vacations. This aspect of the data served as motivation for the application of a non-linear model over multiple time series, unlike well-established models such as ARIMA.

3. Study Setting

Now that we have presented the data used in this paper, let us define, and expose, the reasoning behind the rules by which we will create and evaluate the model.

- **Multivariate forecasting:** we want a model that leverages data and forecasts across different Regional Health Areas. In most research in the area, models are usually restricted to a single Hospital, and a more general model, capable of forecasting across different regions, might be able to uncover new interactions in the data and increase robustness.

- **Long-time forecast:** In order to add value at the hospital management level, the forecast of the number of patients should not be limited to the following day or week. In this paper, we have chosen a 4-week (28-day) forecast, considering that it allows breathing room for management and personnel decisions. To the best of our knowledge, few papers have worked on such an extended forecast horizon Boyle et al. (2012); Carvalho-Silva et al. (2018), with only partial success.

- **Probability prediction:** besides obtaining an estimate of the most likely value in the future, a model that presents a probability density function on the prediction conveys much more information. Of special value is, for example, the definition of confidence intervals, which can transmit to those who use the model an idea of the confidence, or precision, of the model in its estimation.

- **Explanatory variables:** Importantly, we want to evaluate the predictive capacity of different variables, determining up to which passed time-step the model finds predictive value or which covariates, categorical or numerical, have a significant impact on the prediction.

---

1. https://transparencia.sns.gov.pt/explore/dataset/atividade-sindrome-gripal-csh
   https://transparencia.sns.gov.pt/explore/dataset/atendimentos-nos-csp-gripe
4. Models

The first and simpler method used for forecasting is the replication of the last \( k \) time-steps. This technique, which is used as Baseline in this paper, is also referred to as the naive algorithm. By evaluating this model on the validation, the optimal value for \( k \) was estimated to be 7, thus representing the weekly periodicity in the data.

For comparison, other models commonly used in this area were also applied, namely AutoRegressive Integrated Moving Average (ARIMA) with a seasonal component (Jones et al., 2008; Schweigler et al., 2009; Eyles et al., 2022), and its multivariate variant Vector AutoRegressive Integrated Moving Average (VARIMA) (Kadri et al., 2014).

Also used was the exponential Smoothing algorithm, a simple method that has also shown good results in the literature (Champion et al., 2007). Finally, to gauge the performance of common machine learning models, the XGBoost model was used. Out of these models, the XGBoost (Ke et al., 2017) (a Decision Tree Boosting algorithm), is the only model capable of using past and future covariates, with the disadvantage of not being specifically tailored for time-series data. All these baselines models have statistical variants, or extensions, that can estimate a prediction interval, or otherwise a probability distribution that can in turn be used to define prediction intervals.

Initially introduced by Lim et al. (2021), the Temporal Fusion Transformer (TFT) model instantiated a novel architecture, combining a few mechanisms previously only used separately, in a single model. The key features of the TFT are:

- Variable Selection Network: three independent Selection Networks, one for each variable set (static, past and future), to select only relevant variables at each time-step. This module removes noisy variables that do not add predictive value, while giving some level of insight into the variables that are more significant to the prediction;

- A Gating Mechanism to skip any other element of the architecture. For specific cases where exogenous variables are not useful or there is no need for non-linear processing (e.g. in very simple forecasts), the Gating Mechanism, also referred to as Gated Residual Network (He et al., 2016), allows the model to only use non-linear processing when needed;

- Static variables encoding to combine static information with time-series data;

- Temporal Dependency Processing to capture short-term dependency, with an LSTM encoder-decoder (Fan et al., 2019), and long-term dependency using a Multi-Head Attention mechanism (Vaswani et al., 2017). By an additive aggregation of the different heads, this mechanism gains explainability, as the weights in the aggregated Multi-head represent time-step importance;

- Confidence Intervals: the output of the models are quantiles, that define prediction intervals, at each forecast time-step.

The hyperparameters of the model, alongside a more in-depth explanation of its features and a diagram of its architecture, are detailed in Annex A.4.

5. Results

In this section, we present the results of the TFT and five other models for a 4 week forecast window over a 6 months period of time, from January, 24 to July, 31 2022. Table 1 illustrates how the TFT outperforms other common models in the literature for long time prediction, with a Root
Mean Squared Error (RMSE) of 178.19, or approximately 178 people per day. This metric, however, might be deceptive, as it is scale dependent, meaning that RHAs with a larger daily volume will necessarily yield a higher RMSE, and skew the results. The Mean Absolute Percentage Error (MAPE) on the other hand, is scale invariant, and it better depicts the overall predictive power of the models, with the TFT obtaining a 9.87% percentage error. To better compare the models, we utilised an empirical CDF for each model, as seen in Figure 2. In this Figure, depicting Absolute Error, the TFT shows overall slightly better performance.

We also acknowledge that the VARIMA algorithm obtains somewhat good results and that the Gradient Boosting Tree obtains a better score with its 95% confidence interval, however this is in part due to the fact that no observation falls outside of the confidence, which might indicate that the interval is too wide. By analyzing the results, the authors also found that the statistical methods, such as ARIMA or Exponential Smoothing, had degraded results in the last 2 weeks of the forecast window, unlike the Gradient Boosted Tree method and the TFT. In Table 2 this effect can be observed by evaluating the MAPE error per week.

Table 1: Forecast error in the 24/01/2022 – 31/07/2022 period. To evaluate the models, five metrics are used: Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE) and Mean Interval Score (MIS). Bold indicates the best result; TFT is consistently more accurate than the baselines.

| Models  | MAE  | RMSE | MAPE  | MSE  | MIS  |
|---------|------|------|-------|------|------|
| Baseline | 160.85 | 192.01 | 11.14 | 56615 | -    |
| Exp. S.  | 189.32 | 222.71 | 12.40 | 83522 | 1114 |
| ARIMA   | 160.48 | 189.79 | 10.60 | 61234 | 2848 |
| VARIMA  | 159.01 | 187.43 | 10.32 | 56776 | -    |
| XGBoost | 192.48 | 233.34 | 12.17 | 103569 | 730  |
| TFT     | **151.60** | **178.19** | **9.87** | **55559** | **768** |

This illustrates the superior capability of machine learning to perform long term prediction, as the complexity of the model helps to identify long term patterns, and identify break points where the trend shifts.

But the strength of the Temporal Fusion Transformer used goes beyond the precision of the model. The ability to give some insight into how the forecast was obtained is just as important. Two key findings can be summarized from the results: first, we can observe the attention given to each time-step and determine that the most recent time-steps are given in average a higher weight, which is intuitively expected and shows that
old information has less value to the model. Secondly, the two most relevant covariates are the percentage of patients in the emergency room with respiratory problems and holidays. It is possible that an increase in the percentage of patients with respiratory problems might be indicative of a spike in influenza/COVID-19 transmission, thus indicating future positive trends in the number of non-urgent cases. During holidays the number of patients using the emergency department drops significantly, so we would expect the model to give particular importance to this one feature. A more detailed analysis of the covariates and the accompanying Figures is presented in Annex B.

Table 2: MAPE error by week; Exponential Smoothing showed the best results in the first week, followed by quick degradation for longer forecast periods.

| Models      | week 1 | week 2 | week 3 | week 4 | Total |
|-------------|--------|--------|--------|--------|-------|
| Baseline    | 7.16   | 10.01  | 12.84  | 14.55  | 11.14 |
| Exp. S.     | 5.72   | 10.30  | 14.95  | 18.65  | 12.40 |
| ARIMA       | 8.57   | 9.40   | 11.72  | 12.70  | 10.60 |
| VARIMA      | 8.09   | 9.47   | 11.22  | 12.50  | 10.32 |
| XGBoost     | 10.64  | 11.94  | 12.44  | 13.66  | 12.17 |
| TFT         | 8.81   | 9.91   | 9.88   | 10.82  | 9.87  |

6. Conclusion

This paper presented a novel application of the Temporal Fusion Transformer (TFT) model to predict non-urgent patient volume in Portuguese public hospitals by Health Regional Areas (HRA). The results were encouraging, surpassing other models commonly found in the literature (Jones et al., 2008; Kadri et al., 2014). The forecasting of an entire month is seldom done in the literature (Carvalho-Silva et al., 2018; Aboagye-Sarfo et al., 2015), and it could be further enhanced by a thorough analysis of model deterioration over time. The introduction of a multivariate model with good results across groups is a positive prospect, since one limitation of univariate time-series is the natural low-data regimen, while multivariate models can merge information from multiple sources, thus increasing the total amount of data fed to the models. In the future, this model can increase in granularity, forecasting at the hospital level instead of aggregated values by HRAs. Although a greater challenge, due to the increased noise and randomness that comes from the decrease in the study population, we expect that the combination of a large number of time-series could improve the robustness and global quality of the model, specifically if we add more relevant static variables. For this paper, only HRA and time-series statistics were used as static covariates, but as noted in Farmer and Emami (1990), across different regions there is distinct demand for emergency care, thus impacting the scale and variance of the time-series. In future work, we plan to introduce other factors that might contribute to encode region-specific information as static covariates, such as demographics, modes of transport available, socio-economic characterisation of the patient population and number and capacity of private healthcare providers in the region. All these elements might help to represent each class, and ultimately be used for a generalisation of the model to unseen hospitals, where these variables might help to represent how similar a new unseen hospital/RHA is to hospitals/RHAs in the training data.
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Appendix A. Literature Review, Data and Models

A.1. Literature Review

As mentioned before in the main section of the paper, much work as been done using ARIMA and other statistical models to forecast ED overcrowding, with more recent work using Deep Learning techniques suited to time series such as RNNs or LSTM (Kadri and Abdennbi, 2020; Harrou et al., 2020), and many works pointing to the impact of calendar variables (Boyle et al., 2012; Jones et al., 2008; Wargon et al., 2009) in improving forecasts. Weather data, such as temperature and rain, has also shown predictive power for ED arrivals with respiratory problems (Navares et al., 2018), but in others studies that analysed the whole spectrum of ED visitors, it is either not a significant variable, or it could be replaced by calendar variables, e.g. month of the year (Hertzum, 2017; Wargon et al., 2009). Co-variate interpretability is one of the frequent drawbacks of Neural Networks, alongside the failure to recognize long-term dependencies in time-series. One specific device that addresses both problems is the Attention Mechanism (Vaswani et al., 2017): simply put, it evaluates long-term dependencies and also represents how each time-step impacts the model’s prediction. Attention has been used as part of a specific Neural Network family of architectures called Transformers, that has shown impressive results in the Natural Language Processing field (Devlin et al., 2019; Wolf et al., 2020). In the literature, we found only one example that used a Temporal Fusion Transformer model to predict Emergency Department (ED) volume in one hospital for one day ahead (Pulkkinen, 2020). While not being the only work that performed only daily predictions (Rocha and Rodrigues, 2021; Tuominen et al., 2022), we find that a longer forecasting window produces increased value for hospital management and poses a different challenge from a machine learning perspective, as seasonal fluctuation needs to be fully represented, and common forecasting models tend to decrease in predictive quality as the forecast period becomes wider.

A.2. Data Analysis

Due to the time period and the type of data, it is important to consider the Covid Lockdown period. Portugal’s response to the Covid-19 Pandemic resulted in a series of containment measures that reduced travel and in person work: in this period (10/03/2020 – 1/08/2021) the percentage of non urgent visits in the RHA of Lisboa e Vale do Tejo (Lisbon and Tagus Valley) dropped from the normal value of 48% of the total to 40%, with more dramatic drops for example in the Algarve RHA from 45% to 30% at the beginning of the pandemic. This dramatic period influenced the way people used emergency services, and it can demonstrate how external factors influence people going to the emergency room. This shift, associated with the general decline in the number of people in urgent care, represents a distribution change in the time series, therefore making it exceedingly difficult to predict the COVID period using only pre-COVID information. In the same way, we can conclude that this COVID period does not have useful information about the post-COVID future, and, in fact, we have experimentally verified that the quality of the models decreased with the introduction of the COVID period, thus leading to the decision to exclude this temporal section from the training set.

It is, in a certain way, clear that the prediction of the influx in emergency rooms can be useful for a more efficient management of hospital services, but there is visible value added at user level, in the sense that they
will get better and faster care (Pines and Hollander, 2008). To sustain this claim, we can observe the impact that the number of non-urgent patients has on the waiting time before being treated in the Emergency Department. In Figure 3, for the RHAs with the highest daily affluence, we observe a positive, moderate to strong correlation between the number of non-urgent patients and the waiting time. This is an indicator, not entirely unexpected, that ED overcrowding of non urgent patients can lead to a substantial increase in the average waiting time for all patients, urgent or non urgent.

Figure 3: Correlation between waiting times and non urgent patient volume. A strong to moderate correlation exist between these two variables, therefore implying that overcrowding increases waiting times.

A.3. Metrics

In this paper, we use five metrics to evaluate the models. The Mean Absolute Error (MAE):

\[ \text{MAE} = \frac{1}{5} \sum_{k=1}^{5} \frac{1}{n} \sum_{i=1}^{n} |y_i^k - \hat{y}_i^k| \]  

(1)

the Root Mean Squared Error (RMSE),

\[ \text{RMSE} = \frac{1}{5} \sum_{k=1}^{5} \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i^k - \hat{y}_i^k)^2} \]  

(2)

the Mean Absolute Percentage Error (MAPE),

\[ \text{MAPE} = \frac{1}{5} \sum_{k=1}^{5} \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i^k - \hat{y}_i^k|}{|y_i^k|} \]  

(3)

the Mean Squared Error (MSE),

\[ \text{MSE} = \frac{1}{5} \sum_{k=1}^{5} \frac{1}{n} \sum_{i=1}^{n} (y_i^k - \hat{y}_i^k)^2. \]  

(4)

and finally the Mean Interval Score (MIS) (Gneiting and Raftery, 2007) to evaluate the confidence interval with \( \alpha = 0.95 \),

\[ \text{MIS}_\alpha = \frac{1}{5} \sum_{k=1}^{5} \frac{1}{n} \sum_{i=1}^{n} \left( (\hat{U}_i^k - \hat{L}_i^k) 
+ \frac{2}{\alpha} (\hat{L}_i^k - \hat{y}_i^k) \mathbb{1}(y_i^k < \hat{L}_i^k) 
+ \frac{2}{\alpha} (\hat{y}_i^k - \hat{U}_i^k) \mathbb{1}(y_i^k > \hat{U}_i^k) \right), \]  

(5)

where \( \hat{L}_i^k \) and \( \hat{U}_i^k \) are, respectively, the predicted lower and upper bound and \( \mathbb{1} \) is the characteristic function. This score rewards a small confidence interval, while applying a penalty whenever the predicted result falls outside of the interval. Since we are evaluating the predictions over several groups (RHAs), the total error will be the average across RHAs. The most common metric across the literature for ED forecasting is the Mean Absolute Percentage Error (MAPE) (Carvalho-Silva et al., 2018; Ekström et al., 2015), however, when the true value is close to zero, this metric becomes unreliable. It also places a heavier penalty on negative errors (when the predicted value is higher than the true value) (Makridakis, 1993). To overcome that, outliers values very close to zero
are removed for this particular metric. To correctly evaluate the out-of-sample predictive capacity of the model, the dataset is divided into three subsets: train, validation, and test. The training and validation sets combined represent roughly 4 years, while the test set is roughly 6 months. The validation set is used to optimise hyperparameters and to identify overfitting during training, while the test set is unseen until the end and is only used to produce the final results.

A.4. Temporal Fusion Transformer

The novel model used in this paper is the Temporal Fusion Transformer. In Section 4 of the main paper the key features of the model are defined, starting with the Variable Selection Network. To understand this mechanism, we first need to define the model input, and separate the input variables into static, target and time-dependent. Static covariates, such as time-series variance or mean, are specific to each group, i.e. RHA, and are defined as $s_i$ with $i = 0, ..., 4$. $y_{i,t}$ is the target for group $i$ at time-step $t$ and $x_{i,t} = [p_{i,t}^T, f_{i,t}^T]^T$ the time-dependent covariates, with $p$ representing past covariates, meaning covariates that are only known until the present, and $f$ future covariates, that can be assumed to be known in the past and the future, in our case, holidays and weekends. The Variable Selection Network is independent for each type of input, and it produces feature weights that will be used to interpret the results, with higher weights ascribed to the most important covariates. The Masked Interpretable Multi-head Attention is used to learn long-term relationships between different time-steps and to determine which time-steps are more relevant to the model prediction. Multi-head means that multiple attention mechanisms are applied over the sequence, and it was presented by Vaswani et al. (2017) to improve the learning capacity.

Figure 4: TFT architecture. The inputs are static metadata, time-varying past inputs (including past target values) and known future information. The Variable selection unit selects the most relevant features, while the Gated Residual unit allows to skip over unused sections of the architecture. The interpretable multi-head attention is used to evaluate the most relevant time-steps. Image adapted from Lim et al. (2021).
Table 3: Hyperparameters for TFT model after tuning.

| hyperparameter          | value       |
|-------------------------|-------------|
| encoder length          | 42          |
| batch size              | 40          |
| prediction length       | 28          |
| gradient clipping       | 0.022730    |
| learning rate           | 0.0011149   |
| hidden size             | 33          |
| number of attention heads | 8         |
| dropout                 | 0.19230     |
| hidden continuous size  | 19          |

of the standard attention mechanism, however, the use of multiple heads over different sections of the input sequence hinders interpretability. A solution presented by the authors of the TFT model (Lim et al., 2021) is to use multiple heads over the same sequence, and then ensembled them into a single interpretable head, thus combining the learning capacity of multi-head attention with the explainability of a single attention mechanism.

The prediction function is defined as (Lim et al., 2021):

$$\hat{y}_i(t, q, \tau) = f_q(\tau, y_i(t-k:t), x_i(t-k:t), s_i)$$ (6)

where $\hat{y}_i(t, q, \tau)$ is the predicted $q$th quantile for the $\tau \in \{1, \ldots, \tau_{max}\}$ value in group $i$, at time $t$. For the specific case of this work, $\tau_{max} = 28$, as we want to forecast simultaneously 28 days ahead. By predicting quantiles, we obtain a quasi-distribution of the expected value, and gain the capacity to define confidence intervals.

To obtain the quantile predictions, a specific loss, the Quantile Loss, is defined as (Koenker and Hallock, 2001):

$$QL(y, \hat{y}, q) = \max\{q(y - \hat{y}), (q - 1)(y - \hat{y})\}$$ (7)

for each quantile $q$. The final Loss is the average $QL$ across quantiles and for the entire prediction horizon $[0, \tau_{max}]$. In this work, the quantiles used were $[0.2, 0.1, 0.25, 0.5, 0.75, 0.9, 0.98]$. When $q = 0.5$ the Loss is equal to MAE divided by 2, and $q = 0.5$ (the median) is the value used for the pointwise prediction of the model. The complete hyperparamenters of the model are defined in Table 3 and the overall architecture of the TFT can be seen in Figure 4.

Appendix B. Results

Figure 5: Test sample forecast. Over the input vector, we can see the grey line representing attention. In orange is the median predictive value ($q=0.5$), with different quantiles shown as shaded area.

The two elements of explainability that are given by the model are time-step attention and variable importance. In Figure 5 we have a sample forecast from the test set. In grey are the attention weights given to each time-step. These values change according to the input, so if we average the attention for all predictions we can get a sense of the most relevant time-steps. In Figure 6, it can be distinguished how the model values the most re-
cent time-steps with a higher weight, which is intuitively expected and shows that old information has less value to the model. This validates a common assumption in linear models, that ascribe more weight to more recent observations, as is the case of the Exponential Smoothing model. In addition, we observe another more intriguing feature, already observable in the sample forecast, which are spikes in attention during the weekend; these spikes may occur because particular attention is given to one or two previous weekends to define patient volume in future weekends.

The model categorises covariates into three types: static, past, and future. And, as a consequence of using the Variable Selection Network, features can be listed by importance. In Figures 7 and 8 we have, respectively, the past and future covariates importance. The most relevant past feature is the percentage of patients in the emergency room with respiratory problems. For this period, excess affluence in hospital emergency rooms could be attributed to peaks in influenza/COVID-19 transmission, it therefore makes sense that this variable can be a predictive indicator of future positive trends in the number of non-urgent cases. The second most important variable is patient waiting time, which is in line with the positive relationship presented in Section A.2 between the increase in waiting time and the increase in non-urgent patients. However, we should not focus our attention solely on the variables relevant to the model. There is interest in observing the variables that did not add value to the model; here we can observe that the information regarding healthcare centres \( n_{cons\_total}, prog \) did not add value to the model, meaning that there is no clear interaction between patient volume in healthcare centres, mostly used for primary healthcare and minor health issues, and non-urgent patients in Emergency Departments.

The most important future covariate feature is the categorical variable indicating public holidays in Portugal. The model has attributed such an importance to holidays because they have a severe impact on patient volume, not only on the day, but also on the next day, when close to the weekend. Furthermore, the other future covariates have a non-negligible importance both as past and future covariates, thus supporting the claim found in the literature that calendar variables have a significant impact on the prediction. Although these elements of explainability certainly add value to the model, there are still some limitations when interpreting these results. In the case of the variable importance, it is not possible to ascertain if the impact of each variable is positive or negative. Furthermore, because these three networks are separate, it is not possible to compare past with future variables, nor the total impact of a given input type (static, past or future).
Figure 7: Past Covariates Importance. The most relevant past feature to the model is the percentage of patients in ED with indication of respiratory problems.

Figure 8: Future Covariates Importance. For future covariates, variables that are known in the future, the most relevant one is a feature that indicates public holidays in Portugal.