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Abstract. Elliptic $N$-soliton-type solutions, i.e. solutions emerging from the application of $N$ consecutive Bäcklund transformations to an elliptic seed solution, are constructed for all equations in the ABS list of quadrilateral lattice equations, except for the case of the Q4 equation which is treated elsewhere. The main construction, which is based on an elliptic Cauchy matrix, is performed for the equation Q3, and by coalescence on certain auxiliary parameters, the corresponding solutions of the remaining equations in the list are obtained. Furthermore, the underlying linear structure of the equations is exhibited, leading, in particular, to a novel Lax representation of the Q3 equation.

1. Introduction

In a series of recent papers, soliton type solutions of two-dimensional integrable quadrilateral lattice equations were explored, [6, 7, 10, 24]. Integrability here is understood in the sense of the multidimensional consistency property, [32, 13], which states that such equations can be consistently embedded in a multidimensional lattice, and which has been accepted as a key integrability characteristic. Several examples of equations exhibiting this property were known for more than two decades, cf. e.g. [36, 20, 15, 30, 34], but it was only recently that a full list of scalar multidimensionally consistent equations was obtained, cf. [2], and also [3]. Apart from lattice equations of KdV type which had been established early on, a number of novel equations arose from this classification, for which no further structures (such as Lax pairs, inverse scattering scheme or direct linearization treatments) were a priori known. As was demonstrated in [13, 23] some of these structures, in fact, follow from the multidimensional consistency of the equation itself. However, the construction of explicit solutions remained an open problem, and this was systematically undertaken in the series of papers mentioned above, and they reveal some surprising new features. In [24] we revealed some of the underlying structures of the equations in the ABS list, showing that they are deeply interrelated not only through degeneration, but through Miura type relations as well. In particular, closed-form $N$-solitons for the whole ABS list were obtained, with the exception of the “top” equation in the list, the so-called Q4 equation, which was first discovered by V. Adler, [1], as the permutability condition for the Bäcklund transformations of the famous Krichever-Novikov equation. Recently we have given explicit $N$-soliton solutions for Adler’s equation [11] using a new constructive approach in which the solutions emerge in Hirota form. With respect to the Cauchy-matrix approach considered here, the equation Q4 has special features which warrant a separate treatment. The main focus in [24], cf. also [7], was on the construction of “rational soliton solutions” for the Q3 equation, which turns out to be the equation in which the features of the entire remaining list culminate. Its underlying structure incorporates ingredients from all the other equations in the ABS list, and consequently from its explicit $N$-soliton solutions, the corresponding solutions of all the
“lower” equations in the ABS list are obtained through degenerations (i.e. via limits on some fixed parameters). Thus, we were able to present explicitly all such rational N-soliton solutions for those equations in closed form, (cf. also [19] for bilinear form and Casorati determinant expressions of the same solutions).

In this paper we will generalise the Cauchy-matrix approach of [24] to the elliptic case, i.e. to solutions which we could call elliptic N-soliton solutions. The problem of finding such elliptic solutions should not be confused with the one of finding soliton solutions of the elliptic equation Q4 (in which the lattice parameters take values as points on an elliptic curve) considered in [11]. The treatment here follows closely the derivations in [24], but the lifting of the rational solutions to the elliptic case introduces some new interesting features, such as the emergence of a non-autonomous Cauchy kernel that incorporates the core structure behind these solutions. Furthermore, some aspects become actually more transparent in the elliptic soliton case, as the elliptic addition formulae at the heart of the development in some sense drive the construction. Moreover, we unravel in this paper some of the underlying linear structures behind these solutions, which as a byproduct leads to the construction of a novel Lax pair for Q3, which seems more natural than the Lax pairs that are obtained from multidimensional consistency following the recipe in [23] [13]. Thus, we expect that this new Lax representation can prove useful in the construction of wider classes of solutions, such as finite-gap solutions, and inverse scattering solutions with radiation. We also envisage that the structures revealed in this paper may prove important in understanding the general nature of elliptic solutions of integrable discrete equations and the corresponding many-body systems of Calogero-Moser and Ruijsenaars type, cf. also [27] [22].

2. Preliminaries: the ABS list

First, we need to establish some notations that we will employ throughout the paper. Equations within the class of quadrilateral partial difference equations (P\(\Delta\)Es) have the following canonical form:

\[ Q_{p,q} (u, \tilde{u}, \hat{u}, \hat{\tilde{u}}) = 0 , \]

where we adopt the short-hand notation of vertices along an elementary plaquette on a rectangular lattice:

\[ u = u_{n,m} , \quad \tilde{u} = u_{n+1,m} , \quad \hat{u} = u_{n,m+1} , \quad \hat{\tilde{u}} = u_{n+1,m+1} \]

Schematically these are indicated in Figure 1. Here \(p, q\) are parameters of the equation, related to the lattice spacing, so each parameter is identified with a direction in the lattice. It is useful, and actually crucial for the classification problem as solved in [2], to consider the lattice parameters \(p, q\) as points on an algebraic curve, i.e. given by \(p = (p, P)\), \(q = (q, Q)\), where the coordinates \(p, P\) and \(q, Q\) respectively are related through some polynomial equation.

ABS, in [2], considered the case where \(u\) is a scalar (i.e. single-field) quantity, and restricted themselves to the affine-linear case, i.e. the case in which the function \(Q\) is assumed to be affine linear in each of its four arguments. They required the multidimensional consistency property, cf. [32] [13]. That is, in each pair of directions of the multidimensional lattice a copy of the equation (choosing values of the lattice parameters \(p, q,\) etc., associated with those directions) can be imposed such that the iteration of well-chosen initial values leads to a unique determination of
the solution in each lattice point, avoiding possible multivaluedness that would generically occur in the iteration of the solution by evaluating the values of $u$ on lattice points following different configurations of quadrialterals. In the integrable case, such multivaluedness does not occur by the precise structure of the equation and the combinatorics of the evaluation process. More concretely, this means that any three copies of the equation with different parameters, namely

$$Q_{p,q}(u, \tilde{u}, \hat{u}, \check{u}) = 0 \quad, \quad Q_{p,r}(u, \tilde{u}, \bar{u}, \check{u}) = 0 \quad, \quad Q_{q,r}(u, \hat{u}, \bar{u}, \check{u}) = 0$$

can be simultaneously solved, and lead to a unique and single-valued determination of the triple-shifted point $\hat{\check{u}}$ at the vertex of an elementary cube on which initial conditions are given by $u, \tilde{u}, \hat{u}, \check{u}$, where the $\bar{\cdot}$ denotes the elementary shift in an additional lattice direction associated with the lattice parameter $\tau$.

The classification in [2] yielded, among others, the following list of equations (presented in a slightly different notation)

**Q-list:**

1. $\hat{p}(u - \hat{u})(\tilde{u} - \check{u}) - q^2(u - \tilde{u})(\hat{u} - \check{u}) = \delta \hat{p}\check{q}(\hat{p} - \check{q})$ (2.1a)
2. $\hat{p}(u - \tilde{u})(\hat{u} - \check{u}) - \hat{q}(u - \tilde{u})(\hat{u} - \check{u}) + \check{p}\check{q}(\hat{p} - \check{q})(u + \tilde{u} + \hat{u} + \check{u}) = 0$ (2.1b)
3. $\hat{p}(1 - q^2)(u\tilde{u} + \tilde{u}\check{u}) - \hat{q}(1 - \hat{p}^2)(u\tilde{u} + \tilde{u}\check{u}) = 0$ (2.1c)
4. $\hat{p}(u\tilde{u} + \tilde{u}\check{u}) - \hat{q}(u\tilde{u} + \tilde{u}\check{u}) = 0$ (2.1d)

with $\delta$ being a fixed parameter, and where the form of Q4 as given in (2.1d) was actually due to [18], and involves additional parameters $\hat{P}, \check{Q}$ related to $\hat{p}, \check{q}$ respectively via the Jacobi elliptic curve relations: $\hat{P}^2 = \hat{p}^4 - \gamma \hat{p}^2 + 1$, $\check{Q}^2 = \check{q}^4 - \gamma \check{q}^2 + 1$, in which $\gamma$ denotes the modulus of this curve.
In what follows we will focus mostly on Q3 and its degenerations, and for the purpose of our treatment we will rewrite (2.1c) in a different parametrisation which is more adapted to the actual structure of the solutions, namely as follows:

\[
Q_3 : P(u\hat{u} + \tilde{u}\hat{u}) - Q(u\tilde{u} + \hat{u}\tilde{u}) = (p^2 - q^2) \left[ (\hat{u}\tilde{u} + u\tilde{u}) + \frac{\Delta}{PQ} \right]
\]  

(2.2)

in which, following [7, 24], the lattice parameters \( p, q \) are related to the parameters \( \hat{p}, \hat{q} \) by the relations

\[
\hat{p} = \frac{P}{p^2 - a^2}, \quad \hat{q} = \frac{Q}{q^2 - a^2},
\]  

(2.3)

and where \( (p, P) \) and \( (q, Q) \) are points on a Jacobi elliptic curve (different from the one mentioned above associated with the Q4 equation) with branch points \( \pm a, \pm b \), i.e. \( P^2 = (p^2 - a^2)(p^2 - b^2) \), and \( Q^2 = (q^2 - a^2)(q^2 - b^2) \). The fixed parameter \( \Delta \) will have a special significance in terms of certain arbitrary coefficients in the solutions, as we shall see. Even though Q3, as given in (2.1c), has a rational parametrisation, it turns out that for the solution structure, both here (where we are dealing with elliptic solutions) as in the case of rational solitons as in [24], this new Jacobi elliptic curve plays a crucial role. Thus, throughout this paper we will consider the parameters \( p \) and \( q \), and the associated parameters \( P, Q \) on the elliptic curve, to be the natural parameters for the solutions, and consequently we prefer to express the solutions of the degenerate cases, such as Q2 and Q1 in terms of these parameters. Other degenerate cases involve the so-called H-equations from [2], and they are given by

\begin{align*}
\text{H-list:} \\
H_1 : (w - \tilde{w})(\hat{w} - \hat{\tilde{w}}) &= p^2 - q^2 \quad (2.4a) \\
H_2 : (w - \tilde{w})(\hat{w} - \hat{\tilde{w}}) &= (p^2 - q^2)(w + \tilde{w} + \hat{w} + \hat{\tilde{w}}) - p^4 + q^4 \quad (2.4b) \\
H_3 : P(w\hat{w} + \tilde{w}\hat{\tilde{w}}) - Q(w\tilde{w} + \hat{w}\hat{\tilde{w}}) &= 2\Delta \frac{P^2 - Q^2}{PQ} \quad (2.4c)
\end{align*}

where we have now expressed them in terms of the new parameters \( p \) and \( q \), whereas in (2.4c) we have introduced associated parameters \( P, Q \) defined by the relations \( P^2 + p^2 = a^2 \), \( Q^2 + q^2 = a^2 \). We have omitted from the list the equations denoted by A1 and A2 in [2], which are equivalent to Q1 and Q3 respectively upon gauge transformations. In a more recent paper, [3], ABS achieved a somewhat stronger classification result, still in the scalar and affine-linear case, but otherwise under less stringent assumptions. The various equations are connected to each other through degenerations of the parameter curve, from Q4 down to all other equations. Concentrating on the Q-list alone, the corresponding coalescence diagram is given in Figure 2. The question as to what is known about explicit solutions of these equations is an interesting one. In fact, most results so far are obtained for the equations of KdV type, and go already back several years. Thus, identifying this subclass of equations, we note that H1 is the so-called lattice potential KdV equation, which also appeared under the guise of the permutability condition of the Bäcklund transformations of the (continuous) KdV equation, [36], or as the so-called \( \varepsilon \)-algorithm in numerical analysis, due to Wynn, cf. [38]. The equation \((Q1)_0\), i.e. the Q1 equation with fixed parameter \( \delta = 0 \), is the lattice Schwarzian KdV equation, or cross-ratio equation, first presented as an integrable lattice equation in [25]. The equation \((H3)_0\) can, up to a point
transformation, be identified with the lattice potential modified KdV (MKdV) equation, also referred to as the Hirota equation, and \((Q3)_{0}\) can be obtained from an interpolating equation that was first presented in [30], and which hereafter we refer to as the NQC equation following [35]. For all these equations multi-soliton solutions are implicit in the direct linearisation approach developed for lattice equations in [30, 34]. In fact, inverse scattering type solutions including radiation are in principle (i.e. on a formal level) included in that scheme as well. Finite-gap solutions of those equations are the ones that are connected to the periodic reductions of those lattice equations, i.e. the reduction to finite-dimensional integrable (in the sense of Liouville) dynamical mappings, cf. [33]. Those were developed for the lattice KdV in [26], whereas finite-gap solutions for the Hirota equation and the lattice Schwarzian KdV were constructed from a geometric perspective in [12, 17]. Finally, scaling symmetric solutions, leading to reductions to discrete Painlevé equations were constructed in [29, 31]. To our knowledge this exhausts the list of more or less explicit solutions to the lattice equations of KdV type. For any of the new equations in the ABS list, such as the deformed equations depending on the parameter \(\delta\), as well as H2, Q2 and Q4, no explicit solutions were presented until more recently. The case of Q4 was considered in [6], whilst with the exception of Q4, all of the other new ABS equations were Backlund related to the older equations [8], which precipitated the generalisation of the Cauchy-matrix approach to these new systems and hence the results of [7, 24, 19]. The aim of the present paper is to add a new class of solutions, namely elliptic soliton type solutions, of the equations in the ABS list to those found in recent years.

The outline of the remainder of the paper is as follows. In section 3 we show that addition formulae for elliptic functions (in the Weierstrass class) have a natural interpretation in terms of partial difference equations. Thus, elliptic functions are shown to arise naturally as seed solutions of a number of such equations. In section 4 we will set out the ground-work for our construction of elliptic \(N\)-soliton solutions, defining the basic objects and relations in terms of elliptic Cauchy matrices. These results will subsequently be used in section 5 to arrive at the main statement (Theorem 5.1) presenting the elliptic \(N\)-soliton solution for Q3. Furthermore, we present a realisation of those solutions in terms of a novel Lax pair for Q3, identifying explicitly the eigenfunctions. In section 6, we demonstrate that the closed form solution of Q3 of the previous section arises also from a Backlund chain. Finally, in section 7 we show how the

Figure 2. Coalescence diagram for equations in the ABS Q list (this was first given by Adler and Suris in [31]).
solutions of Q3 degenerate to analogous solutions of the lower members of the ABS list. Some
direct verifications of the resulting solutions of the Q- and H-equations are also presented.

3. Elliptic addition formulae as solutions of PΔEs

In this section we will show that many of the equations in the ABS list admit elementary
solutions in terms of elliptic functions. In fact, one can consider the lattice equations as models
for basic addition formulae of elliptic functions. We will then, in subsequent sections, generalise
these elementary solutions to more general elliptic solutions, which we will call elliptic solitons,
and we will show that the elementary solutions play the role of the seed solutions for those
elliptic solitons as viewed from a Bäcklund chain.

3.1. Elliptic addition formulae. In this paper we will work throughout exclusively in terms of
Weierstrass functions, and we employ primarily the basic addition formulae for these functions.
In what follows, \( \sigma(x) = \sigma(x|2\omega, 2\omega') \), \( \zeta(x) = \zeta(x|2\omega, 2\omega') \), \( \zeta(x) = \sigma(x|2\omega, 2\omega') \), denote
the standard Weierstrass \( \sigma \)-, \( \zeta \)- and \( \varphi \)-functions with simple periods \( 2\omega, 2\omega' \in \mathbb{C} \), see e.g. [5]. Let
us now recall the following elliptic identities:

**σ-function**: The celebrated three-term identity for Weierstrass \( \sigma \)-function
\[
\sigma(x + a)\sigma(x + b)\sigma(y + b)\sigma(y - b) - \sigma(x + b)\sigma(x - b)\sigma(y + a)\sigma(y - a)
= \sigma(x + y)\sigma(x - y)\sigma(a + b)\sigma(a - b)
\]
(3.1)
can be rewritten in terms of
\[
\Phi_\kappa(x) := \frac{\sigma(x + \kappa)}{\sigma(\kappa)\sigma(x)}
\]
(3.2)
as:
\[
\Phi_\kappa(x)\Phi_\lambda(y) = \Phi_{\kappa+\lambda}(x)\Phi_\lambda(y - x) + \Phi_\kappa(x - y)\Phi_{\kappa+\lambda}(y).
\]
(3.3)

**ζ-function**: The Weierstrass \( \zeta \)-function \( \zeta(x) = \sigma'(x)/\sigma(x) \) obeys
\[
\zeta(x) + \zeta(y) + \zeta(z) - \zeta(x + y + z) = \frac{\sigma(x + y)\sigma(y + z)\sigma(x + z)}{\sigma(x)\sigma(y)\sigma(z)\sigma(x + y + z)}
\]
(3.4)
or:
\[
\Phi_\kappa(x)\Phi_\kappa(y) = \Phi_\kappa(x + y)\left[\zeta(\kappa) + \zeta(x) + \zeta(y) - \zeta(\kappa + x + y)\right]
\]
(3.5)

**φ-function**: The Weierstrass \( \varphi \)-function \( \varphi(x) = -\zeta'(x) \) obeys:
\[
\varphi(x) - \varphi(y) = \frac{\sigma(x + y)\sigma(y - x)}{\sigma^2(x)\sigma^2(y)}
\]
(3.6)
or:
\[
\Phi_\kappa(x)\Phi_{-\kappa}(x) = \varphi(x) - \varphi(\kappa)
\]
(3.7)
Furthermore, we recall the following basic addition rules
\[
\zeta(x + y) - \zeta(x) - \zeta(y) = \frac{1}{2}\frac{\varphi'(x) - \varphi'(y)}{\varphi(x) - \varphi(y)},
\]
(3.8)
and
\[
\varphi(x) + \varphi(y) + \varphi(x + y) = (\zeta(x + y) - \zeta(x) - \zeta(y))^2 = \frac{1}{4}\left(\frac{\varphi'(x) - \varphi'(y)}{\varphi(x) - \varphi(y)}\right)^2.
\]
(3.9)
All identities needed in what follows rely on the above basic addition formulae for the Weierstrass family.

3.2. From addition formulae to P\(\Delta\)Es. We will now show that the identities given above lead directly to an interpretation in terms of basic elliptic solutions of certain lattice equations. Setting

\[ \tau = \tau_{n,m,h} = \sigma(\xi) \quad \text{with} \quad \xi = \xi_0 + n\delta + m\varepsilon + h\gamma, \]  

(3.10)

and using the abbreviations

\[ \bar{\tau} = \tau_{n+1,m,h} \quad , \quad \bar{\tau} = \tau_{n,m+1,h} \quad , \quad \bar{\tau} = \tau_{n,m,h+1}, \]

we can write the three-term relation as:

\[ \sigma(\delta - \varepsilon)\sigma(\gamma)\bar{\tau} + \sigma(\varepsilon - \gamma)\sigma(\delta)\bar{\tau} + \sigma(\gamma - \delta)\sigma(\varepsilon)\bar{\tau} = 0, \]

(3.11)

which is the famous discrete analogue of generalised Toda equation, or Hirota-Miya equation, cf. [20, 30]. It is probably significant that the fundamental addition formula for the Weierstrass \(\wp\) function obeys naturally one of the fundamental partial difference equations (P\(\Delta\)Es) in the theory of integrable systems. We will demonstrate now that other P\(\Delta\)Es, closely related to cases of the ABS list, emerge naturally from the addition formulae as well.

Thus, setting \(w = w_{n,m} = \zeta(\xi) - n\zeta(\delta) - m\zeta(\varepsilon)\) we get from (3.4)

\[ (\bar{w} - \bar{\tau})(w - \bar{w}) = \phi(\delta) - \phi(\varepsilon), \]  

(3.12)

which is the lattice potential KdV equation, cf. [20, 30], or the H1 equation in the ABS list, by the identification \(\phi(\delta) - e := p^2\), \(\phi(\varepsilon) - e := q^2\) where \(e = \phi(\omega)\) being a branch point of the Weierstrass curve:

\[ \Gamma = \{(x,y) \mid y^2 = 4(x-e)(x-e')(x-e'')\} \]

Setting \(v(\alpha) = v_{n,m}(\alpha) = \Phi_{\alpha}(\xi)\) and identifying parameters \(\tilde{p}_\alpha = \Phi_{\alpha}(\delta)\), \(\tilde{q}_\alpha = \Phi_{\alpha}(\varepsilon)\) we also have

\[ \frac{\tilde{p}_\alpha v(\alpha) - \tilde{q}_\alpha \bar{v}(\alpha)}{\bar{v}(\alpha)} = \tilde{w} - \bar{\tilde{w}} \]

(3.13a)

\[ \frac{\tilde{p}_\alpha v(\alpha) + \tilde{q}_\alpha \bar{v}(\alpha)}{\bar{v}(\alpha)} = w - \bar{\tilde{w}} \]

(3.13b)

from which we get that \(v(\alpha)\) obeys a quadrilateral equation which generalises the lattice potential MKdV equation, namely

\[ \tilde{p}_\alpha v(\alpha)\bar{v}(\alpha) + \tilde{q}_{\alpha\alpha} \bar{v}(\alpha)\bar{v}(\alpha) = \tilde{q}_\alpha v(\alpha)\bar{v}(\alpha) + \tilde{p}_{\alpha\alpha} \bar{v}(\alpha)\bar{v}(\alpha) \]

(3.14)

Furthermore, setting \(s(\alpha, \beta) = \Phi_{\alpha+\beta}(\xi)\), we have

\[ \bar{v}(\alpha) v(\beta) = \tilde{p}_\alpha s(\alpha, \beta) - \tilde{p}_{\beta\alpha} \bar{s}(\alpha, \beta) \quad , \quad \bar{v}(\alpha) v(\beta) = \tilde{q}_\alpha s(\alpha, \beta) - \tilde{q}_{\beta\alpha} \bar{s}(\alpha, \beta) \]

(3.15)

from which we can deduce:

\[ (\tilde{p}_\alpha s - \tilde{p}_{\beta\alpha} \bar{s})(\tilde{q}_\beta \bar{s} - \tilde{q}_{\alpha\beta} \bar{s}) = (\tilde{q}_\alpha s - \tilde{q}_{\beta\alpha} \bar{s})(\tilde{q}_\beta \bar{s} - \tilde{q}_{\alpha\beta} \bar{s}) \]

(3.16)

which by a point transformation can be shown to be equivalent to \((Q3)_0\), i.e. the Q3 equation with parameter \(\Delta = 0\).
3.3. Elliptic (non-germinating) seed solution for Q4. We have observed that the addition formulae for elliptic functions, and combinations thereof, can be naturally interpreted as quadrilateral lattice equations of KdV type. Thus, the elliptic functions constitute elementary solutions of these lattice equations. Such solutions can be viewed as quadrilateral lattice equations of KdV type. Thus, the elliptic functions constitute elementary solutions of these lattice equations. Such solutions can be viewed as seed solutions for Bäcklund chains yielding more complicated solutions which could be considered to be elliptic analogues of the soliton solutions. In the remainder of the paper we will construct entire families of such solutions, not only for lattice equations of KdV type, but for all equations in the ABS list of [2] with the exception of Q4 which is treated elsewhere, [11]. Here, however we will restrict ourselves by showing that also Q4 admits elementary solutions in terms of elliptic functions, and we will do that by presenting the so-called three-leg formula for the equation in the form (2.1d). This particular form which essentially is the Jacobi form of Q4, first derived in [18], and for which the 3-leg form was given in [14], admits a natural parametrization in terms of Weierstrass functions as follows.

Noting the periodicity properties of the Weierstrass functions, i.e.,
\[ \sigma(\xi + 2\omega) = -e^{2\eta(\xi + \omega)}\sigma(\xi) \quad , \quad \zeta(\xi + 2\omega) = \zeta(\xi) + 2\eta \quad , \quad \varphi(\xi + 2\omega) = \varphi(\xi) \quad , \quad (3.17) \]
in which \( \eta = \zeta(\omega) \), and \( \omega \) one of the halfperiods, we can introduce the function
\[ W(x) = \Phi_\omega(x)e^{-\eta x} \quad , \quad (3.18) \]
which obeys the relations
\[ W(\xi)W(\xi') = W(\xi + \xi') \left[ \zeta(\xi) + \zeta(\xi') + \eta - \zeta(\xi + \xi' + \omega) \right] \quad , \quad W(-\xi) = -W(\xi) \quad . \quad (3.19) \]
Furthermore, we have
\[ W(\xi)W(\xi + \omega) = -\frac{e^{\eta\omega}}{\sigma^2(\omega)} \quad , \quad W^2(\xi) = \varphi(\xi) - e \quad , \quad (3.20) \]
and hence as a consequence
\[ (\varphi(\xi) - e)(\varphi(\xi + \omega) - e) = (e' - e)(e'' - e) = g \quad , \quad (3.21) \]
where \( e' = \varphi(\omega') \), \( e'' = \varphi(\omega + \omega') = -e - e' \) are the other branch points of the standard Weierstrass curve \( y^2 = 4(x - e)(x - e')(x - e'') \). The crux of the matter is the following statement

**Proposition 3.1.** For arbitrary variables \( X, Y, Z \) we have the following identity
\[ \begin{align*}
(X - W(\xi + \delta))(Y - W(\xi - \varepsilon))(Z - W(\xi - \delta + \varepsilon)) & \\
- t (X - W(\xi - \delta))(Y - W(\xi + \varepsilon))(Z - W(\xi + \delta - \varepsilon)) & = \\
= s \left[ \frac{W(\delta)W(\varepsilon)}{W(\delta - \varepsilon)} (Z W(\xi) + XZ) - W(\varepsilon) (X W(\xi) + YZ) \right. & \\
& + \left. \frac{1}{W(\delta - \varepsilon)} (g + XYZ W(\xi)) \right] \quad , \quad (3.22) \\
\end{align*} \]
in which
\[ t = \frac{\sigma(\xi - \delta)\sigma(\xi + \varepsilon)\sigma(\xi + \delta - \varepsilon)}{\sigma(\xi + \delta)\sigma(\xi - \varepsilon)\sigma(\xi - \delta + \varepsilon)} \quad , \quad s = (t - 1)\frac{W(\delta - \varepsilon)}{W(\xi)} \quad . \quad (3.23) \]
Proof. Eq. (3.22) can be established by direct computation through identities that hold for the coefficients of each of the monomials \(XYZ, XY, XZ, YZ, X, Y, Z\) and 1. The corresponding coefficients boil down to the following identities:

$$
t = \frac{W(\xi + \varepsilon - \delta) W(\xi) - W(\delta) W(\varepsilon)}{W(\xi + \delta - \varepsilon) W(\xi) - W(\delta - \varepsilon) W(\xi)} \equiv \frac{W(\xi - \varepsilon) W(\xi) - W(\delta - \varepsilon) W(\xi)}{W(\xi + \varepsilon) W(\xi) - W(\delta - \varepsilon) W(\xi)} = \frac{W(\xi + \varepsilon - \delta) W(\xi - \varepsilon) - W(\delta - \varepsilon) W(\varepsilon)}{W(\xi + \varepsilon - \delta) W(\xi + \varepsilon) - W(\delta - \varepsilon) W(\xi + \varepsilon)} = \frac{W(\xi + \varepsilon) W(\xi - \varepsilon) + W(\delta) W(\varepsilon)}{g + W(\xi) W(\xi - \varepsilon) W(\xi + \varepsilon - \delta) W(\xi)}
$$

and which are all equal to the form given in (3.23). All these identities can be proven by using the basic addition formula (3.19), the only exception being the last equality which follows from the following version of the three-term relation for the \(\sigma\)-function:

$$
\sigma(\xi + \delta) \sigma(\xi - \varepsilon) \sigma(\xi + \varepsilon - \delta) \sigma(\xi - \delta) \sigma(\xi + \varepsilon) \sigma(\xi - \varepsilon) \sigma(\xi - \varepsilon) \sigma(\delta - \varepsilon) \sigma(\delta) \sigma(\varepsilon),
$$

and a similar formula with \(\xi\) replaced by \(\xi + \omega\), together with the identification \(g = e^{2\pi i \omega}/\sigma^4(\omega)\) and the periodicity property (3.17) of the \(\sigma\)-function. \(\square\)

Identifying in (3.22) the parameters

$$
P = W(\delta), \quad Q = W(\varepsilon), \quad p = \zeta(\delta + \omega) - \zeta(\delta) - \eta, \quad q = \zeta(\varepsilon + \omega) - \zeta(\varepsilon) - \eta,
$$

which implies that the points \(p = (P, p), q = (Q, q)\) lie on the elliptic curve

$$
\Gamma = \{(P, p) \in \mathbb{C}^2 \mid p^2 = P^2 + 3e + gP^{-2}\},
$$

cf. [28], and identifying \(X = W(\xi)\), we see that the expression in brackets on the right-hand side of (3.22) can be written in terms of the following quadrilateral expression

$$
Q_{p,q}(u, \hat{u}, \tilde{u}, \hat{\tilde{u}}) := P(u\hat{u} + \tilde{u}\hat{\tilde{u}}) - Q(u\tilde{u} + \hat{u}\hat{\tilde{u}}) + \frac{P^2 - Q^2}{p + q} \left[ (\hat{u}\tilde{u} + u\hat{\tilde{u}}) - \frac{1}{PQ} (g + u\tilde{u}\hat{\tilde{u}}) \right]. \quad (3.24)
$$

It is not hard to see that the equation \(Q_{p,q}(u, \hat{u}, \tilde{u}, \hat{\tilde{u}}) = 0\) is, up to some simple scaling transformations, equivalent to the Q4 equation in the form (2.1d). As a direct corollary of Proposition 3.1, we have now that \(u = W(\xi) = W(\xi_0 + n\delta + m\varepsilon), \ X = \hat{u} = W(\hat{\xi}), \ Y = \tilde{u} = W(\tilde{\xi}), \ Z = \hat{\tilde{u}} = W(\hat{\tilde{\xi}})\), is an elliptic solution of the Q4 equation, albeit a trivial one in the sense that as a seed solution of a Bäcklund chain it is non-germinating, in the sense of the discussion of [6]. In the latter paper we have constructed germinating seed solutions for Q4, in a slightly different but equivalent parametrisation, as well as 1-soliton solutions. In a recent paper [11] we have extended these to N-soliton solutions for Q4.
4. Cauchy Matrix Scheme

We will develop now a scheme along the lines of the paper [24] for elliptic soliton solutions, based on elliptic Cauchy matrices. In this section we derive the basic relations, and in the next section we will use these relations to find a general elliptic $N$-soliton solution for Q3.

4.1. Basic ingredients. At this point let us introduce the Lamé function

$$
Ψ_ζ(κ) := Φ_ζ(κ) e^{−ζ(κ)κ},
$$

which coincides with (5.2) up to an exponential factor, breaking the symmetry between the argument of the function and the suffix\(^2\). The basic identities for the $Ψ$ function are the following:

$$
Ψ_ζ(κ)Ψ_δ(λ) = e^{η_δ κ}Ψ_{ζ+δ}(κ)Ψ_δ(λ−κ) + e^{η_δ λ}Ψ_ζ(κ−λ)Ψ_{ζ+δ}(λ), \quad (4.2a)
$$

$$
Ψ_ζ(κ)Ψ_−δ(κ) = e^{η_δ κ}Ψ_{ζ+δ}(κ) [ζ(κ) + ζ(δ) + ζ(κ) − ζ(κ + δ + κ)], \quad (4.2b)
$$

$$
Ψ_ζ(κ)Ψ_δ(κ) = Ψ_ζ(κ + λ) [ζ(κ) + ζ(κ + λ) − ζ(κ + λ + ζ)] , \quad (4.2c)
$$

in which we have introduced

$$
η_δ = η_δ(ζ) = ζ(κ + δ) − ζ(κ) − ζ(δ) = \frac{1}{2} \frac{ζ'(κ) − ζ'(δ)}{ζ(κ) − ζ(δ)} . \quad (4.3)
$$

Furthermore, we have the symmetry: $Ψ_ζ(−κ) = −Ψ_−ζ(κ)$.

The starting point for our construction is the “bare” non-autonomous Cauchy matrix

$$
M^0 = (M^0_{i,j})_{i,j=1,...,N} , \quad M^0_{i,j}(ζ) := Ψ_ζ(κ_i + κ_j), \quad (4.4)
$$

depending on a variable $ζ$ which is linear in the independent variables $n$, $m$, namely $ζ = ζ_0 + nδ + mε$, with $δ$, $ε$ being the corresponding lattice parameters. We will assume that the set rapidity parameters $\{κ_i, i = 1, \ldots, N\}$ is such that $κ_i + κ_j ≠ 0$ (modulo the period lattice of the Weierstrass functions).

Furthermore, we redefine henceforth the lattice parameters $p_κ$, $q_κ$ of section 3, to include an exponential factor, and thus we define

$$
p_κ = Ψ_δ(κ) , \quad q_κ = Ψ_ε(κ) \quad (4.5)
$$

Setting $κ = ±κ_i$, $κ = ±κ_j$, we can derive from the basic addition formula (4.2a) the following dynamical properties of the elliptic Cauchy matrix:

$$
p_{κ_i}M^0_{i,j} = Ψ_δ(κ_i)Ψ_ε(κ_i + κ_j) = e^{η_δ(κ_i+κ_j)}Ψ_{ζ+δ}(κ_i + κ_j)Ψ_δ(κ_j) + e^{η_δ κ_i}Ψ_{ζ+δ}(κ_i)Ψ_ε(κ_j)
$$

$$
= \tilde{M}^0_{i,j}p_{−κ_j}e^{η_δ(κ_i+κ_j)} + e^{η_δ κ_i}Ψ_{ζ+δ}(κ_i)Ψ_ε(κ_j) .
$$

Similarly, we have

$$
p_{−κ_i}\tilde{M}^0_{i,j} = M^0_{i,j}p_{κ_j}e^{−η_δ(κ_i+κ_j)} − e^{−η_δ κ_i}Ψ_ε(κ_i)Ψ_{ζ+δ}(κ_j) .
$$

\(^1\)Although most of the results of this paper can be obtained in terms of the $Φ$-function alone, working with the function $Ψ$ has certain advantages as the latter is the more natural function in connection with associated continuum equations. We note, however, that the inclusion of the exponential factor amounts to a specific gauge transformation on the quantities defined later on in the constructions, and hence could be removed without affecting the main results.
We introduce now the plane-wave factors (i.e., discrete exponential functions)
\[
\rho(\kappa) = \rho_{n,m}(\kappa) = \left( e^{-2\zeta(\kappa)\frac{p-\kappa}{p_\kappa}} \right)^n \left( e^{-2\zeta(\kappa)\frac{q-\kappa}{q_\kappa}} \right)^m e^{2\zeta(\xi)\kappa} \rho_{0,0}(\kappa)
\]
and for the specific values \(\kappa_i\) of \(\kappa\) the quantities \(\rho_i := \rho(\kappa_i)\) obeying the shift relations
\[
\frac{\tilde{\rho}_i}{\rho_i} = e^{2\eta_i \kappa_i \frac{p-\kappa_i}{p_\kappa_i}}, \quad \frac{\tilde{\rho}_i}{\rho_i} = e^{2\eta_i \kappa_i \frac{q-\kappa_i}{q_\kappa_i}},
\]
where the superscripts \(\sim\), \(\tilde{\sim}\) as before denote the elementary lattice shifts with regard to the independent variables \(n\) and \(m\) respectively. Use has been made of \((4.12)\), noting that \(\xi = \xi + \varepsilon\), and a similar relation for \(\eta_e\) using \(\tilde{\xi} = \xi + \varepsilon\).

Next we introduce the \(N\)-component vectors
\[
r = (\rho_i \Psi_\xi(\kappa_i))_{i=1,...,N}, \quad s = (c_j \Psi_\xi(\kappa_j))_{j=1,...,N}
\]
where \(c_j\) are \(N\) constants w.r.t. the discrete variables \(n, m\), and \(\rho_i = \rho_{n,m}(\kappa_i)\), in terms of which we define now the “dressed” Cauchy matrix:
\[
M = (M_{i,j})_{i,j=1,...,N}, \quad M_{i,j} = \rho_i M^0_{i,j} c_j.
\]
As a consequence of the relations given earlier, and employing the definitions of the plane-wave factors, we can now describe the discrete dynamics as follows:

**Lemma 4.1.** The dressed Cauchy matrix \(M\), defined in \((4.12)\), obeys the following linear relations under elementary shifts of the independent variables \(n\)
\[
e^{\eta_i K} p_{-K} M - \tilde{M} p_{-K} e^{\eta_i K} = \tilde{r} s^T
\]
\[
M p_{-K} e^{\eta_i K} - e^{-\eta_i K} p_{-K} \tilde{M} = r s^T,
\]
and under shifts of the variable \(m\) the similar relations:
\[
e^{\eta_i K} q_{-K} M - \tilde{M} q_{-K} e^{\eta_i K} = \tilde{r} s^T
\]
\[
M q_{-K} e^{\eta_i K} - e^{-\eta_i K} q_{-K} \tilde{M} = r s^T.
\]

Here we have adopted the matrix notation, with \(K = \text{diag}(\kappa_1, \ldots, \kappa_N)\) denoting the diagonal matrix of the \(\kappa_i\) parameters. Similarly, the symbols \(p_{\pm K}\), \(q_{\pm K}\) denote the diagonal matrices with entries \(p_{\pm\kappa_i}, q_{\pm\kappa_i}\).

In what follows we will employ the relations \((4.10)\) and \((4.11)\) to obtain nonlinear discrete equations for specific objects that we will subsequently define in terms of the Cauchy matrix \(M\).

4.2. The \(\tau\)-function and related basic objects. Introduce now the \(\tau\)-function:
\[
f = f_{n,m} = \det (1 + M),
\]
where $1$ is the $N \times N$ unit matrix. From the relations (4.10) and (4.11) we can derive the discrete dynamics of the $\tau$-function by performing the following computation

$$
\tilde{f} = \det \left( 1 + \tilde{M} \right) = \det \left\{ 1 + \left[ e^{\eta \textbf{p}_K} \textbf{p}_K \tilde{M} - \tilde{r} \textbf{s}^T \right] e^{-\eta \textbf{p}_K} (\textbf{p}_K)^{-1} \right\}
$$

$$
= \det \left\{ e^{\eta \textbf{p}_K} \left[ 1 + \textbf{M} - e^{-\eta \textbf{p}_K} (\textbf{p}_K)^{-1} \tilde{r} \textbf{s}^T \right] e^{-\eta \textbf{p}_K} (\textbf{p}_K)^{-1} \right\}
$$

$$
= \det \left\{ \left( 1 + \textbf{M} \right) \left[ 1 - (1 + \textbf{M} e^{-\eta \textbf{p}_K} (\textbf{p}_K)^{-1} \tilde{r} \textbf{s}^T \right] \right\}
$$

$$
= \tilde{f} \det \left\{ \left( 1 - (1 + \textbf{M} e^{-\eta \textbf{p}_K} (\textbf{p}_K)^{-1} \tilde{r} \textbf{s}^T \right) \right\},
$$

and similar computations involving the other lattice shift. Noting that from (4.7) it follows that

$$
e^{-\eta \textbf{p}_K} (\textbf{p}_K)^{-1} \tilde{r} = e^{\eta \textbf{p}_K} (\textbf{p}_K)^{-1} \tilde{r} \Psi (\xi (\textbf{K})) r, \quad (4.13)
$$

we can use (4.2c) and the Weinstein-Aronszajn formula

$$
det \left\{ 1 + \textbf{a} \textbf{b}^T \right\} = 1 + \textbf{b}^T \cdot \textbf{a}
$$

to write

$$
\frac{\tilde{f}}{f} = 1 - \textbf{s}^T (1 + \textbf{M})^{-1} \left[ \zeta (\xi) + \zeta (\textbf{K}) + \zeta (\delta) - \zeta (\xi + \alpha + \beta) \right]^{-1} \textbf{r} = V_\delta. \quad (4.14)
$$

Here and in what follows the notation $\zeta (\textbf{K})$ denotes the diagonal matrix with entries $\zeta (\kappa_i), (i = 1, \ldots, N)$, whilst all scalar terms are supposed to be considered as coefficients of the unit matrix. In (4.14) we have introduce the quantity:

$$
V_\alpha = 1 - \textbf{s}^T (1 + \textbf{M})^{-1} (\chi_{\alpha, K})^{-1} \textbf{r} = 1 - \textbf{s}^T (\chi_{\alpha, K})^{-1} (1 + \textbf{M})^{-1} \textbf{r}, \quad (4.15a)
$$

for arbitrary parameter $\alpha$. In addition to $V_\alpha$ we will also need, for later purpose, the objects

$$
U_{\alpha, \beta} = \textbf{s}^T (\chi_{\beta, K})^{-1} (1 + \textbf{M})^{-1} (\chi_{\alpha, K})^{-1} \textbf{r} = U_{\beta, \alpha}, \quad (4.15b)
$$

where both $\alpha, \beta$ are arbitrary (complex) parameters. In (4.15b) and (4.15a) we have abbreviated

$$
\chi_{\alpha, \beta} = \chi_{\alpha, \beta} (\xi) := \zeta (\alpha) + \zeta (\beta) + \zeta (\xi) - \zeta (\xi + \alpha + \beta), \quad (4.16)
$$

and where $\chi_{\alpha, K}$ denotes the diagonal matrix with entries $\chi_{\alpha, \kappa_i}$.

4.3. Basic linear relations. In order to derive relations for the objects $V_\alpha$ and $U_{\alpha, \beta}$ we need to introduce the $N$-component column- resp. row vectors:

$$
\textbf{u}_\alpha = (1 + \textbf{M})^{-1} (\chi_{\alpha, K})^{-1} \textbf{r}, \quad (4.17a)
$$

$$
\textbf{u}'_{\beta} = \textbf{s}^T (\chi_{\beta, K})^{-1} (1 + \textbf{M})^{-1}, \quad (4.17b)
$$
Performing the following calculation:

\[ \tilde{u}_\alpha = (1 + M)^{-1} (\chi_{\alpha,K})^{-1} r = (1 + M)^{-1} (\chi_{\alpha,K})^{-1} e^{2\eta_\delta \xi K} \frac{\psi_\xi(K) p_{-K}}{\psi_\xi(K)p_{K}} r \]

we get the relation

\[ e^{-\eta_0 K} p_K (1 + M) \tilde{u}_\alpha = \frac{\Phi_{\xi + \alpha}(K)}{\Phi_\xi(K) \Phi_0(K)} e^{\eta_0 K} \psi_\delta(-K) \psi_\xi(K) \frac{\psi_\xi(K)p_{-K}}{\psi_\xi(K)p_{K}} r \]

\[ \Rightarrow \left[(1 + M) p_K e^{-\eta_0 K} - r s^T\right] \tilde{u}_\alpha = -\frac{\zeta(K) + \zeta(\tilde{\xi} + \alpha) - \zeta(K + \tilde{\xi} + \alpha)}{\zeta(K) + \zeta(\xi) + \zeta(\alpha) - \zeta(K + \xi + \alpha)} r \]

\[ = \left(-1 + \frac{\zeta(\alpha) + \zeta(\xi) - \zeta(\tilde{\xi} + \alpha) + \zeta(\delta)}{\zeta(K) + \zeta(\xi) + \zeta(\alpha) - \zeta(K + \xi + \alpha)}\right) r \]

multiplying both sides by \((1 + M)^{-1}\) and introducing the vector

\[ u^0 := (1 + M)^{-1} r , \]

we get the relation

\[ e^{-\eta_0 K} p_K \tilde{u}_\alpha = (s^T \tilde{u}_\alpha) u^0 + \chi_{\alpha,\delta} u_\alpha - u^0 \Rightarrow e^{-\eta_0 K} p_K \tilde{u}_\alpha = -\tilde{V}_\alpha u^0 + \chi_{\alpha,\delta} u_\alpha . \]  

(4.19a)

In a similar way one can derive the relation:

\[ e^{\eta_0 K} p_{-K} u_\alpha = V_\alpha u^0 - \tilde{\chi}_{\alpha,-\delta} \tilde{u}_\alpha . \]  

(4.19b)

A similar set of relations can be derived for the adjoint vectors (4.17b) which involves the adjoint vector to \((1+M)^{-1}\), namely

\[ t^0 u^0 := s^T (1+M)^{-1} , \]  

(4.20)

and obviously these relations all have their counterparts involving the other lattice shift related to shifts in the discrete independent variable \(m\) instead of \(n\).

Summarising the results of these derivations, we have the following statement:

**Lemma 4.2.** The \(N\)-component vectors given in (4.17), together with the ones defined in (4.18) and (4.20) obey the following set of linear difference equations

\[ e^{-\eta_0 K} p_K \tilde{u}_\alpha = -\tilde{V}_\alpha u_\alpha + \chi_{\alpha,\delta} u_\alpha , \]  

(4.21a)

\[ e^{\eta_0 K} p_{-K} u_\alpha = V_\alpha \tilde{u}_\alpha - \tilde{\chi}_{\alpha,-\delta} \tilde{u}_\alpha , \]  

(4.21b)

\[ t' u^0 := s^T (1+M)^{-1} , \]  

(4.21c)

\[ t' u^0 := s^T (1+M)^{-1} , \]

(4.21d)

and a similar set of relations involving the shifts in the variable \(m\) obtained by replacing \(p_{\pm K}\) by \(q_{\pm K}\), \(\delta\) by \(\varepsilon\) and \(\tilde{u}\) by \(\tilde{\varepsilon}\).
4.4. Basic nonlinear relations. From the basic relations \([4.21]\) we observe that
\[
s^T (\chi, \beta, \mathbf{K})^{-1} \left( \chi_{\alpha, \delta} \mathbf{u}_\alpha - \bar{V}_\alpha \mathbf{u}_0 \right) = s^T \frac{\Phi_{\xi}(\mathbf{K})}{\Phi_{\xi}(\mathbf{K})} \Phi_{\xi+\beta}(\mathbf{K}) e^{-\eta_5 \kappa \mathbf{p} \mathbf{K}} \bar{u}_\alpha
\]
\[
= s^T \frac{\Phi_{\xi+\beta}(\mathbf{K})}{\Phi_{\xi}(\mathbf{K})} \Phi_{\xi}(\mathbf{K}) \Phi_{\beta}(\mathbf{K}) e^{-\eta_5 \kappa \mathbf{p} \mathbf{K}} \bar{u}_\alpha
\]
\[
= s^T \left( 1 + \frac{\zeta(\delta) - \zeta(\beta) + \zeta(\xi + \beta) - \zeta(\xi + \delta)}{\zeta(\mathbf{K}) + \zeta(\beta) + \zeta(\xi) - \zeta(\xi + \mathbf{K} + \beta)} \right) \bar{u}_\alpha = (1 - \bar{V}_\alpha) - \bar{\chi}_{\beta,-\delta} \bar{U}_{\alpha,\beta},
\]
from which we get the following relation:
\[
\bar{V}_\alpha \mathbf{V}_\beta = 1 - \bar{\chi}_{\beta,-\delta} \bar{U}_{\alpha,\beta} - \chi_{\alpha,\beta} U_{\alpha,\beta}. \tag{4.22a}
\]

Similarly we have
\[
\bar{V}_\alpha \mathbf{V}_\beta = 1 - \bar{\chi}_{\beta,-\delta} \bar{U}_{\alpha,\beta} - \chi_{\alpha,\beta} U_{\alpha,\beta}. \tag{4.22b}
\]

These relations can also be rewritten as follows
\[
\left( \Psi_{\xi}(\alpha) \bar{V}_\alpha \right) \left( \Psi_{\xi}(\beta) \bar{V}_\beta \right) = p_\alpha e^{-\eta_5 \alpha} \left[ \Psi_{\xi}(\alpha + \beta)(1 - \chi_{\alpha,\beta} U_{\alpha,\beta}) \right] - p_{-\beta} \eta_5 \beta \left[ \Psi_{\xi}(\alpha + \beta)(1 - \bar{\chi}_{\alpha,\beta} \bar{U}_{\alpha,\beta}) \right]
\]
provided \(\alpha + \beta \neq 0\) (modulo the period lattice of the Weierstrass functions).

We now intend to remove the \(\xi\)-dependence in the coefficients of \([1.23]\) by performing yet another change of variables, namely by defining
\[
W_\alpha := \Psi_{\xi}(\alpha) V_\alpha , \quad S_{\alpha,\beta} := \Psi_{\xi}(\alpha + \beta)(1 - \chi_{\alpha,\beta} U_{\alpha,\beta}) = S_{\beta,\alpha} , \quad \alpha + \beta \neq 0 \text{ (mod. root lattice)},
\]

We now have the following result:

Lemma 4.3. The following difference relations hold between the quantities defined in \([1.24]\)
\[
\bar{W}_\alpha W_\beta = p_\alpha e^{-\eta_5 \alpha} S_{\alpha,\beta} - p_{-\beta} \eta_5 \beta \bar{S}_{\alpha,\beta}, \tag{4.25a}
\]
\[
\bar{W}_\alpha W_\beta = q_\alpha e^{-\eta_5 \alpha} S_{\alpha,\beta} - q_{-\beta} \eta_5 \beta \bar{S}_{\alpha,\beta}, \tag{4.25b}
\]
where and \(\alpha + \beta \neq 0\) (mod. period lattice). Furthermore, in the latter case the relations \([1.25]\) are replaced by the following ones:
\[
\bar{W}_\alpha W_{-\alpha} = p_\alpha e^{-\eta_5 \alpha} \left\{ [\zeta(\xi) - \zeta(\tilde{\xi}) - \zeta(\alpha) + \zeta(\alpha + \delta)] + [\varphi(\xi) - \varphi(\alpha)] \bar{U}_{\alpha,-\alpha} - [\varphi(\xi) - \varphi(\alpha)] U_{\alpha,-\alpha} \right\}, \tag{4.26a}
\]
\[
\bar{W}_\alpha W_{-\alpha} = q_\alpha e^{-\eta_5 \alpha} \left\{ [\zeta(\xi) - \zeta(\tilde{\xi}) - \zeta(\alpha) + \zeta(\alpha + \varepsilon)] + [\varphi(\xi) - \varphi(\alpha)] \bar{U}_{\alpha,-\alpha} - [\varphi(\xi) - \varphi(\alpha)] U_{\alpha,-\alpha} \right\}. \tag{4.26b}
\]

As a consequence of the relation \([4.20]\), taking the limit \(\alpha \to -\delta\) and \(\alpha \to -\delta\) respectively, we obtain the inversion relations
\[
\bar{W}_{-\delta} W_\delta = -\frac{e^{[\zeta(\tilde{\xi}) - \zeta(\xi)] \delta}}{\sigma^2(\delta)} , \quad \bar{W}_{-\varepsilon} W_\varepsilon = -\frac{e^{[\zeta(\tilde{\xi}) - \zeta(\xi)] \varepsilon}}{\sigma^2(\varepsilon)}. \tag{4.27}
\]
4.5. NQC equation. We now present the nonlinear $P\Delta E$ for the variables $S_{\alpha,\beta}$ which follow directly from the relations (4.26), in fact by simple elimination of the $W$ variables.

**Proposition 4.4.** The variable $S_{\alpha,\beta}$, defined in (4.24), for fixed parameters $\alpha$, $\beta$ obeys the following nonlinear partial difference equation

$$
(p_{\alpha}e^{-\eta_{\alpha}}S_{\alpha,\beta} - p_{-\beta}e^{\eta_{\beta}}\tilde{S}_{\alpha,\beta}) (p_{\beta}e^{-\eta_{\beta}}\tilde{S}_{\alpha,\beta} - p_{-\alpha}e^{\eta_{\alpha}}\tilde{S}_{\alpha,\beta})
$$

$$
= (q_{\alpha}e^{-\eta_{\alpha}}S_{\alpha,\beta} - q_{-\beta}e^{\eta_{\beta}}\tilde{S}_{\alpha,\beta}) (q_{\beta}e^{-\eta_{\beta}}\tilde{S}_{\alpha,\beta} - q_{-\alpha}e^{\eta_{\alpha}}\tilde{S}_{\alpha,\beta}) .
$$

Furthermore, the following relation holds

$$
(p_{\alpha}e^{-\eta_{\alpha}}S_{\alpha,\beta} - p_{-\beta}e^{\eta_{\beta}}\tilde{S}_{\alpha,\beta}) (p_{\alpha'}e^{-\eta_{\alpha'}}\tilde{S}_{\alpha',\beta'} - p_{-\beta'}e^{\eta_{\beta'}}\tilde{S}_{\alpha',\beta'})
$$

$$
= (q_{\alpha'}e^{-\eta_{\alpha'}}S_{\alpha',\beta'} - q_{-\beta'}e^{\eta_{\beta'}}\tilde{S}_{\alpha',\beta'}) (q_{\beta'}e^{-\eta_{\beta'}}\tilde{S}_{\alpha',\beta'} - q_{-\alpha}e^{\eta_{\alpha}}\tilde{S}_{\alpha,\alpha'})
$$

(4.29)

between these solutions of the partial difference equation (4.28) with different fixed parameters $\alpha, \alpha', \beta, \beta'$.

Eq. (4.28) first appeared in a slightly different form in [30]. It should be noted that the latter parameters $\alpha, \beta, \alpha', \beta'$ are to be distinguished from the lattice parameters $\delta$ and $\epsilon$ which are associated with the lattice shifts.

Eq. (4.28) can be cast in a more universal form by setting $u_{\alpha,\beta} = \rho^{1/2}(\alpha)\rho^{1/2}(\beta)S_{\alpha,\beta}$, which leads to an equation of the form:

$$
P(u_{\alpha,\beta}\tilde{u}_{\alpha,\beta} + \tilde{u}_{\alpha,\beta}\tilde{u}_{\alpha,\beta}) - Q(u_{\alpha,\beta}\tilde{u}_{\alpha,\beta} + \tilde{u}_{\alpha,\beta}\tilde{u}_{\alpha,\beta}) = (p^2 - q^2)(\tilde{u}_{\alpha,\beta}\tilde{u}_{\alpha,\beta} + u_{\alpha,\beta}\tilde{u}_{\alpha,\beta}) ,
$$

(4.30)
i.e. the Q3 equation for $\Delta = 0$. Here we have used the identities $p_{\alpha}p_{-\alpha} - q_{\alpha}q_{-\alpha} = p_{\beta}p_{-\beta} - q_{\beta}q_{-\beta} = p^2 - q^2 = \varphi(\delta) - \varphi(\epsilon)$ and we have introduced the parameters $P, Q$ obeying

$$
P^2 = p_{\alpha}p_{-\alpha}p_{-\alpha}p_{-\alpha} = (p^2 - a^2)(p^2 - b^2) ,
$$

(4.31a)

$$
Q^2 = q_{\alpha}q_{-\alpha}q_{-\alpha}q_{-\alpha} = (q^2 - a^2)(q^2 - b^2) ,
$$

(4.31b)
i.e. $p = (p, P)$, $q = (q, Q)$ are points on a (Jacobi) elliptic curve, with moduli $\pm a$, $\pm b$ which are given by $a^2 = \varphi(\alpha) - \epsilon$, $b^2 = \varphi(\beta) - \epsilon$. From (4.29) it follows also that any four solutions $u_{\alpha,\beta}, u_{\alpha',\beta'}, u_{\alpha,\alpha'}, u_{\beta,\beta'}$ are connected via the relation

$$
P_{\alpha,\alpha'}\tilde{u}_{\alpha,\alpha'}u_{\beta,\beta'} - P_{\alpha',\beta}u_{\alpha,\beta}\tilde{u}_{\alpha',\beta'} - P_{\alpha,\beta'}\tilde{u}_{\alpha,\beta'}u_{\alpha',\beta} + P_{\beta,\beta'}\tilde{u}_{\alpha,\beta}\tilde{u}_{\alpha',\beta'} = Q_{\alpha,\beta'}u_{\alpha,\alpha'}u_{\beta,\beta'} - Q_{\alpha',\beta}u_{\alpha,\alpha'}\tilde{u}_{\beta,\beta'} - Q_{\alpha,\beta'}u_{\alpha,\alpha'}u_{\beta,\beta'} + Q_{\alpha',\beta}u_{\alpha,\alpha'}\tilde{u}_{\beta,\beta'}
$$

(4.32)
in which the parameters $P_{\alpha_1,\alpha_2}$, etc. are lattice parameters associated with different elliptic curves, i.e. they obey relations of the type

$$
P_{\alpha_1,\alpha_2}^2 = (p^2 - a_1^2)(p^2 - a_2^2) ,
$$

$$
Q_{\alpha_1,\alpha_2}^2 = (q^2 - a_1^2)(q^2 - a_2^2)
$$

with branch points $\pm a_1, \pm a_2$ which are associated with uniformising parameters $\alpha_1, \alpha_2$ (taken in the set $\{\alpha, \alpha', \beta, \beta'\}$). The various lattice parameters are not independent, but are related through the quadric relations

$$
P_{\alpha,\alpha'}^2 - P_{\alpha',\beta}^2 - P_{\beta,\beta'}^2 = (a^2 - b^2)(a^2 - b^2)
$$

and a similar relation for the parameters $Q$. 


4.6. **Miura relations.** In addition to the relations between the objects $W_\alpha$ and $S_{\alpha,\delta}$ we need another set of relations involving the object

$$w := \zeta(\xi) - n\zeta(\delta) - m\zeta(\varepsilon) - s^T u_0,$$

which, as we shall see, solves the H1 equation.

**Lemma 4.5.** Between the objects $W_\alpha$ and $w$ the following relations hold:

$$\begin{align*}
\hat{w} - \bar{w} &= \frac{p_\alpha e^{-\eta_\alpha} \hat{W}_\alpha - q_\alpha e^{-\eta_\alpha} \bar{W}_\alpha}{W_\alpha} = \frac{p_\alpha e^{\eta_\alpha} \hat{W}_\alpha - q_\alpha e^{\eta_\alpha} \bar{W}_\alpha}{W_\alpha}, \\
w - \tilde{w} &= \frac{p_\alpha e^{-\eta_\alpha} W_\alpha + q_\alpha e^{\eta_\alpha} \hat{W}_\alpha}{W_\alpha} = \frac{p_\alpha e^{\eta_\alpha} \hat{W}_\alpha + q_\alpha e^{-\eta_\alpha} W_\alpha}{W_\alpha},
\end{align*}$$

and, furthermore, $w$ obeys the equation $H1$ in the following form:

$$(\hat{w} - \bar{w})(w - \tilde{w}) = p^2 - q^2, \quad p^2 = \varphi(\delta) - e, \quad q^2 = \varphi(\varepsilon) - e.$$

**Proof.** From the relation

$$e^{-\eta_\alpha} p_\alpha \bar{u}_\alpha = \chi_{\alpha,\delta} u_\alpha - \hat{V}_\alpha u_0 \Rightarrow s^T e^{-\eta_\alpha} p_\alpha \bar{u}_\alpha = \hat{s}^T \frac{\Psi_\xi(K)}{\Psi_\xi(K)} \Psi_{\delta}(K)e^{-\eta_\alpha} p_\alpha \bar{u}_\alpha = \chi_{\alpha,\delta} s^T u_\alpha - \hat{V}_\alpha s^T u_0$$

we get

$$\tilde{s}^T \left[ \zeta(K) + \zeta(\xi) + \zeta(\delta) - \zeta(K + \xi) \right] \bar{u}_\alpha = (1 - V_\alpha) \chi_{\alpha,\delta} - w_0 \hat{V}_\alpha,$$

where $w_0 = s^T u_0$. Similarly, from $p_\alpha \bar{u}_\alpha = V_\alpha u_0 - \chi_{\alpha,-\delta} u_\alpha$ we can derive the relation:

$$-s^T \left[ \zeta(K) + \zeta(\xi) - \zeta(\delta) - \zeta(K + \xi) \right] u_\alpha = V_\alpha \tilde{w}_0 - (1 - \hat{V}_\alpha) \chi_{\alpha,-\delta}.$$

Combining these with the analogous relations involving the other lattice shift, i.e.

$$\tilde{s}^T \left[ \zeta(K) + \zeta(\xi) + \zeta(\varepsilon) - \zeta(K + \xi) \right] \tilde{u}_\alpha = (1 - V_\alpha) \chi_{\alpha,\varepsilon} - w_0 \hat{V}_\alpha,$$

$$-s^T \left[ \zeta(K) + \zeta(\xi) - \zeta(\varepsilon) - \zeta(K + \xi) \right] u_\alpha = V_\alpha \tilde{w}_0 - (1 - \hat{V}_\alpha) \chi_{\alpha,\varepsilon},$$

to eliminate the terms involving $K$ on the left-hand sides, we obtain the following set of relations:

$$\begin{align*}
\hat{w} - \bar{w} &= \frac{\chi_{\alpha,\varepsilon} \hat{V}_\alpha - \chi_{\alpha,-\varepsilon} \bar{V}_\alpha}{\hat{V}_\alpha} = \frac{\chi_{\alpha,-\varepsilon} \hat{V}_\alpha - \chi_{\alpha,\varepsilon} \bar{V}_\alpha}{\hat{V}_\alpha}, \\
w - \tilde{w} &= \frac{\chi_{\alpha,\delta} V_\alpha - \chi_{\alpha,-\delta} \hat{V}_\alpha}{V_\alpha} = \frac{\chi_{\alpha,\varepsilon} V_\alpha - \chi_{\alpha,-\varepsilon} \hat{V}_\alpha}{V_\alpha}.
\end{align*}$$

The relations (4.34a) are obtained from (4.36b) by substitution for $V_\alpha$ using (4.22), and by using the expressions for $\chi_{\alpha,\pm\delta}$ and $\chi_{\alpha,\pm\varepsilon}$ in terms of the $\Psi$-function in the form

$$\chi_{\alpha,\delta} = e^{-\eta_\alpha} p_\alpha \Psi_\xi(\alpha) \Psi_\xi(\alpha), \quad \chi_{\alpha,-\delta} = -e^{\eta_\alpha} p_\alpha \Psi_\xi(\alpha) \Psi_\xi(\alpha),$$
and similar expressions with $\delta$ replaced by $\varepsilon$. The latter relations follow directly from the addition formulae (4.2). Finally, setting $\alpha = \delta \Rightarrow p_{-\alpha} = p_{-\delta} = 0$, the second forms of the expressions in the lemma yield:
\[
\hat{w} - \hat{w} = -q_{-\delta}e^{\eta_{\delta}\hat{W}_{\delta}} \quad \text{and} \quad w - \hat{w} = q_{\delta}e^{-\eta_{\delta}\hat{W}_{\delta}}
\]
which by multiplication, using $q_{\delta}q_{-\delta} = \varphi(\varepsilon) - \varphi(\delta)$ gives us the H1 equation for $w$.

5. Elliptic $N$-soliton solution of Q3

5.1. $N$-soliton formula for Q3. We are now ready to formulate the main result of this paper, which comprises a generalization of the rational $N$-soliton solution for Q3 as obtained in [6, 24] to the elliptic case. We use the following expression to abbreviate the quadrilateral form of the equation:
\[
Q^\Delta_{p,q}(u, \tilde{u}, \hat{u}, \hat{\hat{u}}) := P(u\hat{u} + \tilde{u}\hat{\hat{u}}) - Q(u\hat{\hat{u}} + \tilde{u}\hat{u}) - (p^2 - q^2)(\hat{u}\hat{\tilde{u}} + \hat{u}\hat{\hat{\tilde{u}}} + \frac{\Delta}{PQ}) \tag{5.1}
\]
in which the lattice parameters $p, q$ are points $(p, P), (q, Q)$ on the elliptic curve:
\[
\Gamma_{a,b} = \{(x, X) | X^2 = (x^2 - a^2)(x^2 - b^2)\} ,
\]
with moduli $\pm a, \pm b$, which we refer to as the parameter curve.

**Theorem 5.1.** The following formula
\[
u^{(N)} = A\rho^{1/2}(\alpha)\rho^{1/2}(\beta)S_{\alpha,\beta} + B\rho^{1/2}(\alpha)\rho^{1/2}(\beta)S_{-\alpha,-\beta} + C\rho^{1/2}(\alpha)\rho^{1/2}(\beta)S_{-\alpha,\beta} + D\rho^{1/2}(\alpha)\rho^{1/2}(\beta)S_{-\alpha,-\beta} ,
\]
for each fixed positive integer $N$, and parameters and variables given in the previous section, provide solutions of the quadrilateral equation
\[
Q^\Delta_{p,q}(\nu^{(N)}, \tilde{\nu}^{(N)}, \hat{\nu}^{(N)}, \hat{\hat{\nu}}^{(N)}) = 0 \tag{5.4}
\]
with arbitrary constant coefficients $A, B, C, D$, where $\Delta$ is given by
\[
\Delta = \varphi'(\alpha)\varphi'(\beta) \det \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) . \tag{5.5}
\]
Furthermore, the associated function to $\nu^{(N)}$:
\[
U^{(N)} = A\rho^{1/2}(\alpha)\rho^{1/2}(\beta)W_{\alpha}W_{\beta} + B\rho^{1/2}(\alpha)\rho^{1/2}(\beta)W_{-\alpha}W_{\beta} + C\rho^{1/2}(\alpha)\rho^{1/2}(\beta)W_{-\alpha}W_{-\beta} + D\rho^{1/2}(\alpha)\rho^{1/2}(\beta)W_{-\alpha}W_{-\beta} , \tag{5.6}
\]
factorises the corresponding biquadratic to the quadrilateral, namely it obeys
\[
\mathcal{H}_p(u^{(N)}, \tilde{u}^{(N)}) = U^{(N)}\tilde{U}^{(N)} , \quad \mathcal{H}_q(u^{(N)}, \tilde{u}^{(N)}) = U^{(N)}\tilde{U}^{(N)} \tag{5.7}
\]
where
\[
\mathcal{H}_p(u, \tilde{u}) := P(u^2 + \tilde{u}^2) - (2p^2 - a^2 - b^2)u\tilde{u} + \frac{\Delta}{P} \quad \tag{5.8a} \\
\mathcal{H}_q(u, \tilde{u}) = Q(u^2 + \tilde{u}^2) - (2q^2 - a^2 - b^2)u\tilde{u} + \frac{\Delta}{Q} . \tag{5.8b}
\]
Proof: The proof is obtained through direct computation, using the relations between the various objects established earlier. It follows roughly the same lines of computation as in the rational case \[21\], but only differs in a few subtleties regarding the elliptic representation. It breaks down into three steps.

step # 1: Using the basic relations established between the objects \(W_\alpha, W_\beta\) and \(S_{\alpha\beta}\) one can obtain relations between the objects \(u^{(N)}\), \(U^{(N)}\) and the H1 object \(w\), as given in the following lemma. These constitute what in effect is a Miura transformation between Q3 and H1.

**Lemma 5.2.** The following relations hold between the elliptic N-soliton solution \(u = u^{(N)}\) of Q3, together with its associated object \(U = U^{(N)}\), and the elliptic N-soliton solution \(w\) of H1:

\[
\begin{align*}
\hat{w} - \tilde{w} &= \frac{P\tilde{u} - Q\tilde{u} - (p^2 - q^2)\tilde{u}}{\hat{U}} = -\frac{P\tilde{u} - Q\tilde{u} - (p^2 - q^2)\tilde{u}}{U} \quad (5.9a) \\
w - \tilde{w} &= \frac{Pu - Q\tilde{u} - (p^2 - q^2)\tilde{u}}{U} = -\frac{Pu - Q\tilde{u} - (p^2 - q^2)\tilde{u}}{U} \quad (5.9b)
\end{align*}
\]

**Proof.** These relations, which can be obtained by direct computation term by term in the expressions \[5.3\] and \[5.6\] (after multiplying out the denominators), namely as follows:

\[
P\tilde{u} - Q\tilde{u} - (p^2 - q^2)\tilde{u} = \]

\[
= A_{\rho}^{\alpha} N_{\rho}^{1/2}(\alpha) p_{\rho}^{1/2}(\beta) \left[ P \left( e^{2\xi(\alpha)_{\rho}} \frac{p_{\alpha}}{p_{\rho}} \right)^{1/2} \left( e^{2\xi(\beta)_{\rho}} \frac{p_{\beta}}{p_{\rho}} \right)^{1/2} e^{-\zeta(\hat{U} + \zeta(\hat{U}))_{\alpha\beta}\tilde{S}_{\alpha\beta}} - Q \left( e^{2\xi(\alpha)_{\rho}} \frac{q_{\alpha}}{q_{\rho}} \right)^{1/2} \left( e^{2\xi(\beta)_{\rho}} \frac{q_{\beta}}{q_{\rho}} \right)^{1/2} e^{-\zeta(\hat{U} + \zeta(\hat{U}))_{\alpha\beta}\tilde{S}_{\alpha\beta}} - (p^2 - q^2)\tilde{S}_{\alpha\beta} \right] + \cdots
\]

\[
= A_{\rho}^{\alpha} N_{\rho}^{1/2}(\alpha) p_{\rho}^{1/2}(\beta) \left[ p_{\alpha} p_{\beta} e^{-\tilde{\eta}_{\alpha\beta}} \tilde{S}_{\alpha\beta} - q_{\alpha} q_{\beta} e^{-\tilde{\eta}_{\alpha\beta}} \tilde{S}_{\alpha\beta} - (p^2 - q^2)\tilde{S}_{\alpha\beta} \right] + \cdots
\]

\[
= A_{\rho}^{\alpha} N_{\rho}^{1/2}(\alpha) p_{\rho}^{1/2}(\beta) \left[ p_{\beta} e^{-\tilde{\eta}_{\beta}} \left( p_{\alpha} e^{-\tilde{\eta}_{\alpha}} \tilde{S}_{\alpha\beta} - p_{\beta} e^{-\tilde{\eta}_{\beta}} \tilde{S}_{\alpha\beta} \right) \right] - q_{\beta} e^{-\tilde{\eta}_{\beta}} \left( q_{\alpha} e^{-\tilde{\eta}_{\alpha}} \tilde{S}_{\alpha\beta} - q_{\beta} e^{-\tilde{\eta}_{\beta}} \tilde{S}_{\alpha\beta} \right) + \cdots
\]

\[
= A_{\rho}^{\alpha} N_{\rho}^{1/2}(\alpha) p_{\rho}^{1/2}(\beta) \left[ p_{\beta} e^{-\tilde{\eta}_{\beta}} W_{\alpha} W_{\beta} - q_{\beta} e^{-\tilde{\eta}_{\beta}} W_{\alpha} W_{\beta} \right] + \cdots
\]

by using in the last steps the basic relation \[4.23\] in combination with \[4.34\], and where the \(\cdots\) stand for similar expressions for the remaining terms with coefficients \(B, C, D\) instead of \(A\), and with \((\alpha, \beta)\) replaced by \((\alpha, -\beta)\), \((-\alpha, \beta)\) and \((-\alpha, -\beta)\) respectively. Thus, identifying the right hand side, up to a common factor \((\hat{w} - \tilde{w})\) with the variable \(\hat{U}\), we obtain the first relation in \(5.9a\). The other relations in \(5.9\) follow by similar computations. \(\square\)

step # 2: We next establish the main identities between \(u = u^{(N)}_{n,m}\), and \(U = U^{(N)}_{n,m}\).
Lemma 5.3. the following factorisation formulae for the biquadratics associated with the $Q3$ quadrilateral hold:

$$U \ddot{U} - P(u^2 + \bar{u}^2) + (2p^2 - a^2 - b^2)u\ddot{u} = \frac{\varphi'(\alpha)\varphi'(\beta)}{P} \det(A) , \quad (5.10a)$$

$$U \ddot{U} - Q(u^2 + \bar{u}^2) + (2q^2 - a^2 - b^2)u\ddot{u} = \frac{\varphi'(\alpha)\varphi'(\beta)}{Q} \det(A) , \quad (5.10b)$$

in which the $2 \times 2$ matrix $A$ is given by

$$A = \begin{pmatrix} A & B \\ C & D \end{pmatrix} . \quad (5.11)$$

Proof. This can asserted by computing the (Lax type) matrices

$$L := \begin{pmatrix} P\ddot{u} - (p^2 - b^2)u & e^{\eta_3\beta}p_{-\beta}U \\ e^{-\eta_3\beta}p_\beta \ddot{U} & -Pu + (p^2 - b^2)\ddot{u} \end{pmatrix} , \quad (5.12a)$$

$$M := \begin{pmatrix} Q\ddot{u} - (q^2 - b^2)u & e^{\eta_3\beta}q_{-\beta}U \\ e^{-\eta_3\beta}q_\beta \ddot{U} & -Qu + (q^2 - b^2)\ddot{u} \end{pmatrix} . \quad (5.12b)$$

in two different ways: one directly, and the other by expressing the entries in terms of our basic objects. In fact, introducing the 2-component vectors:

$$\mathbf{r}_\alpha^T = \begin{pmatrix} \rho^{1/2}(\alpha) W_\alpha, \rho^{1/2}(-\alpha) W_{-\alpha} \end{pmatrix} , \quad \mathbf{r}_\beta = \begin{pmatrix} \rho^{1/2}(\beta) W_\beta \\ \rho^{1/2}(-\beta) W_{-\beta} \end{pmatrix} , \quad (5.13)$$

we can express $L$ as:

$$L = \begin{pmatrix} -\sqrt{p_\beta p_{-\beta}} \mathbf{r}_\alpha^T \tilde{A} \mathbf{r}_\beta & e^{\eta_3\beta}p_{-\beta} \mathbf{r}_\alpha^T \tilde{A} \mathbf{r}_\beta \\ e^{-\eta_3\beta}p_\beta \mathbf{r}_\alpha^T \tilde{A} \mathbf{r}_\beta & -\sqrt{p_\beta p_{-\beta}} \mathbf{r}_\alpha^T \tilde{A} \mathbf{r}_\beta \end{pmatrix} , \quad (5.14)$$

and a similar expression for $M$. In fact,

$$P\ddot{u} - (p^2 - b^2)u = \begin{array}{l}
A\rho^{1/2}(\alpha)\rho^{1/2}(\beta) \left[ p_{-\alpha}p_{-\beta}e^{\eta_3(\alpha+\beta)} \tilde{S}_{\alpha,\beta} - p_\beta p_{-\beta} S_{\alpha,\beta} \right] + \ldots \\
= A\rho^{1/2}(\alpha)\rho^{1/2}(\beta) \left[ p_{-\alpha}e^{\eta_3\alpha} \tilde{S}_{\alpha,\beta} - p_\beta e^{-\eta_3\beta} S_{\alpha,\beta} \right] + \ldots \\
= -A\rho^{1/2}(\alpha)\rho^{1/2}(\beta)e^{\eta_3\beta}p_{-\beta} \ddot{W}_{\beta} W_{\alpha} + \ldots \\
= -\sqrt{p_\beta p_{-\beta}} (A\rho^{1/2}(\alpha)\rho^{1/2}(\beta) W_{\alpha} \ddot{W}_{\beta} + \ldots ) = -\sqrt{p_\beta p_{-\beta}} \mathbf{r}_\alpha^T \tilde{A} \mathbf{r}_\beta ,
\end{array}$$

and similarly,

$$Pu - (p^2 - b^2)\ddot{u} = \sqrt{p_\beta p_{-\beta}} \mathbf{r}_\alpha^T \tilde{A} \mathbf{r}_\beta .$$

Evaluating the determinant of $L$ using the general identity

$$\det \left( \sum_{j=1}^r x_j y_j^T \right) = \det \left( (y_i^T \cdot x_j)_{i,j=1,\ldots,r} \right)$$
holding for any 2r r-component vectors \( x, y \), we now get:
\[
\det(L) = p_\beta p_{-\beta} \det \left( \mathcal{A} r_{\beta} r_{\alpha}^T + \mathcal{A} r_{\beta} \tilde{r}_{\alpha}^T \right)
\]
\[
= (p^2 - b^2) \det(A) \det \left( \tilde{r}_{\beta} r_{\alpha}^T + r_{\beta} \tilde{r}_{\alpha}^T \right)
\]
\[
= (p^2 - b^2) \det(A) \left\{ (\tilde{r}_{\beta}, r_{\beta}) \left( \tilde{r}_{\alpha}^T \right) \right\}
\]
\[
= -(p^2 - b^2) \det(A) \det (r_{\alpha}, \tilde{r}_{\alpha}) \det (r_{\beta}, \tilde{r}_{\beta}) .
\]

It remains to compute the determinant of the matrix \((r_{\alpha}, \tilde{r}_{\alpha})\) whose columns are the 2-component vectors \( r_{\alpha} \) and \( \tilde{r}_{\alpha} \). This is done by using \([1,26]\) as follows:
\[
\det(r(a), \tilde{r}(a)) = \rho^{1/2}(\alpha) \rho^{1/2}(-\alpha) W_{\alpha} W_{\alpha} - \rho^{1/2}(\alpha) \rho^{1/2}(-\alpha) \tilde{W}_{\alpha} \tilde{W}_{\alpha}
\]
\[
= \sqrt{\frac{p_{\alpha}}{p_{-\alpha}}} e^{-\eta_{\alpha}} W_{\alpha} W_{\alpha} - \sqrt{\frac{p_{\alpha}}{p_{-\alpha}}} e^{\eta_{\alpha}} \tilde{W}_{\alpha} \tilde{W}_{\alpha}
\]
\[
= \sqrt{\frac{p_{\alpha} p_{-\alpha}}{p^2}} [2 \zeta(\alpha) + \zeta(\delta - \alpha) - \zeta(\delta + \alpha)] = \frac{\varphi'(\alpha)}{\sqrt{p^2 - a^2}} .
\]

Thus, putting everything together we obtain the result:
\[
\det(L) = -(p^2 - b^2) \det(A) \frac{\varphi'(\alpha) \varphi'(\beta)}{\sqrt{p^2 - a^2} \sqrt{p^2 - b^2}} .
\]

On the other hand a direct computation of the determinant gives:
\[
\det(L) = -[P\tilde{u} - (p^2 - b^2)u][Pu - (p^2 - b^2)\tilde{u}] - (p^2 - b^2)U\tilde{U}
\]
\[
= (p^2 - b^2) \left[ P(u^2 + \tilde{u}^2) - (2p^2 - a^2 - b^2)u\tilde{u} - U\tilde{U} \right] .
\]

which yields the first of \((5.7)\), the second part of which follows by a similar computation of \(\det(M)\), which is obviously obtained from the \(\det(L)\) by replacing \(\delta\) by \(\varepsilon\) and \(\tilde{\delta}\) by \(\tilde{\varepsilon}\). \(\square\)

**Step #3:** The final step is to arrive at Q3 by combining the results of step #1 and #2 for the solution \(u^{(N)}\) from the Miura relations \((5.9)\), together with the relations \((5.7)\). Thus, since \(w\) obeys the H1 equation, we have:
\[
p^2 - q^2 = (w - \tilde{w})(\tilde{w} - \tilde{w})
\]
\[
= \frac{1}{U\tilde{U}} \left[ Pu - Qu - (p^2 - q^2)\tilde{u} \right] \left[ Pu - Q\tilde{u} - (p^2 - q^2)\tilde{u} \right]
\]
\[
\Rightarrow (p^2 - q^2) \left[ (\tilde{u}^2 + u^2) - (2q^2 - a^2 - b^2)u\tilde{u} - \frac{\Delta}{Q} \right]
\]
\[
= P^2(\tilde{u}^2 + u^2) + (Q^2 - P^2)(\tilde{u}^2) + (p^2 - q^2)^2u\tilde{u} - PQ(u\tilde{u} + \tilde{u}u) +
\]
\[
- (p^2 - q^2)P(\tilde{u}^2 + u^2) + (p^2 - q^2)Q(\tilde{u}^2 + \tilde{u}^2)
\]
which after some cancelations leads to Q3 in the form \((5.4)\) and, hence, concludes the proof of the Theorem.
the notations $\alpha$ and $\beta$ associated with the lattice parameters, we have an explicit expression for these quantities in terms of the $\tau$-function. To get a similar expression for arbitrary $\alpha, \beta$ we just need to extend the two-dimensional lattice in terms of the variables $n$ and $m$ (associated with lattice parameters $\delta$ and $\varepsilon$ respectively) to a four-dimensional one, containing additional lattice directions associated with the parameters $\alpha$ and $\beta$. The discrete variables associated with these parameters we will denote by $h$ and $l$ respectively, and hence the extension amounts to including in the plane-wave factors $\rho(\kappa)$ a dependence on these variables as follows:

$$\rho(\kappa) = \left( e^{-2\zeta(\delta)\kappa \frac{q-\kappa}{q_\kappa}} \right)^n \left( e^{-2\zeta(\varepsilon)\kappa \frac{p-\kappa}{p_\kappa}} \right)^m \left( e^{-2\zeta(\alpha)\kappa \frac{a-\kappa}{a_\kappa}} \right)^h \left( e^{-2\zeta(\beta)\kappa \frac{b-\kappa}{b_\kappa}} \right)^l e^{2\zeta(\xi)\kappa \rho_{0,0,0,0}(\kappa)} ,$$

whilst extending at the same time the variable $\xi$ covariantly as $\xi = \xi_0 + n\delta + m\varepsilon + h\alpha + l\beta$. In (5.19) we have set $a_\kappa = \Psi_\alpha(\kappa)$ and $b_\kappa = \Psi_\beta(\kappa)$. In this extended lattice the elementary lattice
shifts $T_\alpha$, $T_\beta$ associated with these new lattice directions can be used to express $S_{\alpha,\beta}$ and $W_\alpha$ in terms of the $\tau$-function, in a way similar to (5.18) and (4.14), leading to the expressions

$$ S_{\alpha,\beta} = \Psi_\xi(\alpha + \beta) T_\alpha T_\beta f , \quad W_\alpha = \Psi_\xi(\alpha) T_\alpha f , $$

and where the $T_\alpha$, $T_\beta$ denote elementary lattice shifts in the directions associated with the parameters $\alpha$, $\beta$.

Combining now the expression (5.20) with the explicit form of the the solution (5.3) and of its associated variable (5.6) we obtain the following result.

**Theorem 5.4.** The elliptic $N$-soliton solution (5.3) of Q3 can be written as $u^{(N)} = (T_A f)/f$, where the shift operator $T_A$ is given by

$$ T_A f := \text{Tr} \left\{ r_\beta^0 (r_\alpha^0)^T \left( \begin{array}{ccc} A \Psi_\xi(\alpha + \beta) T_\alpha T_\beta & B \Psi_\xi(\alpha - \beta) T_\alpha T_\beta^{-1} \\ C \Psi_\xi(-\alpha + \beta) T_\alpha^{-1} T_\beta & D \Psi_\xi(-\alpha - \beta) T_\alpha^{-1} T_\beta^{-1} \end{array} \right) f \right\} $$

whereas the associated solution (5.6) can be written as $U^{(N)} = (D_A f \cdot f)/f^2$ where the bilinear operator $D_A$ is given by

$$ D_A f \cdot g := m \left[ \text{Tr} \left\{ r_\beta^0 (r_\alpha^0)^T \left( \begin{array}{ccc} A \Psi_\xi(\alpha) \Psi_\xi(\beta) T_\alpha \otimes T_\beta & B \Psi_\xi(\alpha) \Psi_\xi(-\beta) T_\alpha \otimes T_\beta^{-1} \\ C \Psi_\xi(-\alpha) \Psi_\xi(\beta) T_\alpha^{-1} \otimes T_\beta & D \Psi_\xi(-\alpha) \Psi_\xi(-\beta) T_\alpha^{-1} \otimes T_\beta^{-1} \end{array} \right) \right\} (f \otimes g) \right] $$

with $m$ denoting the pointwise product in the space of functions of the lattice sites, making use of the notation (5.13), (5.11) as well as

$$ (r_\alpha^0)^T = \left( \rho^{1/2}(\alpha), \rho^{1/2}(-\alpha) \right) , \quad r_\beta^0 = \left( \rho^{1/2}(\beta), \rho^{1/2}(-\beta) \right) . $$

5.3. **Linear scheme for elliptic soliton solutions.** We will now show how the corresponding solutions constructed in section 4 arise naturally from a scheme of linear equations, which in turn leads to a novel Lax representation for Q3. These also explain the emergence of the Lax type matrices that were used in the proof of Theorem 5.1.

The objects (4.17) form the basis of the linear structures underlying the lattice equations that we have studied in the previous sections. In fact, they form the main ingredients, on the basis of which we can derive Lax pairs for those lattice equations.\(^2\)

Associated with the Cauchy matrix $M$ we introduce the following parameter-dependent $2N$-component eigenfunctions;

$$ u_\mathcal{K}(\beta) := (1 + M)^{-1} \left( \begin{array}{cc} \Psi_\xi(\beta + K) & 0 \\ 0 & \Psi_\xi(-\beta + K) \end{array} \right) \left( \begin{array}{c} \rho^{1/2}(\beta) \\ \rho^{1/2}(-\beta) \end{array} \right) r_\alpha^0 $$

$$ ^t u_\mathcal{K}(\alpha) := (s_0^0)^T \left( \begin{array}{cc} \rho^{1/2}(\alpha), \rho^{1/2}(-\alpha) \end{array} \right) \left( \begin{array}{cc} \Psi_\xi(\alpha + K) & 0 \\ 0 & \Psi_\xi(-\alpha + K) \end{array} \right) (1 + M)^{-1} $$

\(^2\)An alternative approach being the one using the multidimensional consistency property, cf. [23, 13, 32] to derive Lax pairs from the equations themselves, but the resulting Lax pairs often require awkward prefactors containing square roots of the relevant biquadratics.
where the vectors \( r^0 \) and \( s^0 \) are given by
\[
(r^0)^T = (p_1, \ldots, p_N) , \quad (s^0)^T = (c_1, \ldots, c_N) .
\]

Note that these vectors [5.24] effectively live in the direct product space of the 2-component vectors labelled by the parameters \( \pm \alpha, \pm \beta \) and \( N \)-component vectors associated with the soliton parameters \( \kappa_i, (i = 1, \ldots, N) \). The dynamical properties of these vectors are described by the following set of relations:

**Proposition 5.5.** The following set of relations describe the behaviour of the vectors given in [5.24] under the elementary shift in the coordinate \( v \) of the multidimensional lattice
\[
e^{\eta K} p_{-K} u_{K}(\beta) = \sqrt{p_{\beta} p_{-\beta}} u_{K}(\beta) + r_{\beta} \bar{u}_{K} , \quad \text{(5.25a)}
\]
\[
e^{-\eta K} p_{K} \bar{u}_{K}(\beta) = \sqrt{p_{\beta} p_{-\beta}} u_{K}(\beta) - \bar{r}_{\beta} u_{K} , \quad \text{(5.25b)}
\]
\[
t^\alpha u_{K}(\alpha) p_{-K} e^{\eta K} = \sqrt{p_{\alpha} p_{-\alpha}} t^\alpha u_{K}(\alpha) - t^0 \bar{r}_{\alpha} , \quad \text{(5.25c)}
\]
\[
t^\alpha u_{K}(\alpha) p_{K} e^{-\eta K} = \sqrt{p_{\alpha} p_{-\alpha}} t^\alpha u_{K}(\alpha) + t^0 \bar{r}_{\alpha} , \quad \text{(5.25d)}
\]
where the 2-component vectors \( r^0_\alpha \) and \( r_\beta \) are given in [5.13], and where the \( N \)-component vectors \( u^0_\alpha \) and \( u_\alpha \) are given by
\[
u^0_\alpha = (1 + M)^{-1} r , \quad \nu^0_\alpha = s^T (1 + M)^{-1} , \quad \text{(5.26)}
\]
recalling the vectors \( r \) and \( s \) as defined in [4.8]. The shifts in the discrete variable \( m \) (and other lattice directions) are described by similar relations like (5.25), by replacing \( \delta \) is replaced by \( \varepsilon \) (i.e. \( p_{\pm K} \) replaced by \( q_{\pm K} \)), and \( \bar{r} \) by \( \bar{\bar{r}} \).

**Proof.** The proof of these relations follow similar derivations as those in section 3, i.e. making use of the basic relations [4.11] and (4.10), for the elliptic Cauchy matrix, as well as the definitions of the various quantities such as the plane-wave factors \( \rho \), [4.6], and the objects [4.15a].

For instance, to prove (5.25a) we proceed as follows:
\[
(1 + \bar{M}) e^{\eta K} p_{-K} u_{K}(\beta) = \left[ e^{\eta K} p_{-K} (1 + M) - \bar{r} s^T \right] u_{K}(\beta)
\]
\[
= -(s^T u_{K}(\beta)) \bar{r} + e^{\eta K} p_{-K} \left( \begin{array}{c} \Psi_\xi(\beta + K) \\ 0 \\ \Psi_\xi(-\beta + K) \end{array} \right) \left( \begin{array}{c} \rho^{1/2}(\beta) \\ 0 \\ \rho^{1/2}(-\beta) \end{array} \right) r^0
\]
in which the entries in the matrix term on the right hand side are computed as follows
\[
e^{\eta K} p_{-K} \Psi_\xi(\pm \beta + K) \rho^{1/2}(\pm \beta) r^0 = e^{\eta K} p_{-K} \Psi_\xi(\pm \beta + K) \rho^{1/2}(\pm \beta) e^{-\eta K} p_{K} r^0 \]
\[
e^{-\eta K} p_{K} \Psi_\xi(\pm \beta + K) \rho^{1/2}(\pm \beta) r^0 = e^{-\eta K} p_{K} \Psi_\delta(K) \Psi_\xi(\pm \beta + K) \rho^{1/2}(\pm \beta) e^{\eta K} \left( \frac{p_{\pm \beta}}{p_{\mp \beta}} \right) ^{1/2} r^0 \]
\[
e^{-\eta K} \left[ e^{\eta K} \Psi_\xi(\pm \beta + K) \Psi_\xi(\pm \beta) + e^{\eta K} \rho^{1/2}(\pm \beta) \Psi_\delta(\pm \beta) \Psi_\xi(\pm \beta + K) \right] \rho^{1/2}(\pm \beta) e^{\eta K} \left( \frac{p_{\pm \beta}}{p_{\mp \beta}} \right) ^{1/2} r^0 \]
\[
= \Psi_\xi(\pm \beta) \rho^{1/2}(\pm \beta) r^0 + \sqrt{p_{\beta} p_{-\beta}} \rho^{1/2}(\pm \beta) \Psi_\xi(\pm \beta + K) r^0
\]
where use has been made of the addition formula [4.24] and the shift relations for the plane wave factors \( \rho(\pm \beta) \) and in the components of the vector \( r^0 \). Inserting these expressions in
the former relation, and multiplying both sides by \((1 + \tilde{M})^{-1}\), whilst taking note of the fact that \(\Psi_{\xi + \delta}(K)\tilde{r}^0 = r\) according to the definitions, we obtain \((5.25a)\), by identifying

\[
s^T u_K(\beta) = s^T (1 + M)^{-1} \begin{pmatrix} \Psi_{\xi}(\beta)\chi_{\beta,K}^{-1} & 0 \\ \Psi_{\xi}(-\beta)\chi_{\beta,K}^{-1} & \Psi_{\xi}(\beta) \end{pmatrix} \begin{pmatrix} \rho^{1/2}(\beta) \\ \rho^{1/2}(-\beta) \end{pmatrix} r^0
\]

and rewriting these 2-vectors in terms of \(W_{\pm\beta}\), using the definitions \((4.24)\) and \((5.13)\). Similar computations yield the other relations in \((5.24)\), where in the latter two we need to identify the combination

\[
\begin{pmatrix} \rho^{1/2}(\alpha)\Psi_{\xi}(\alpha)(1 - V_{\alpha}) \\ \rho^{1/2}(-\alpha)\Psi_{\xi}(-\alpha)(1 - V_{\alpha}) \end{pmatrix}.
\]

\[
5.4. \textbf{Lax representation.} \quad \text{Starting from the basic relations \((5.25)\) for the 2N-component vectors \((5.24)\) we will now define first \(N\)-component vectors by projecting in the 2-component vector space by making use of the arbitrary coefficient matrix \(A\) of \((5.11)\). Thus, multiplying \((5.25a)\) and \((5.25b)\) from the left by the 2-component row vector \(r_a^T A\) we obtain respectively
\]

\[
e^{\eta s} p_{-K} r_a^T A u_K(\beta) = \sqrt{p_{\beta} p_{-\beta}} r_a^T A \tilde{u}_K(\beta) + U^{(N)} \tilde{u}_K^0 \tag{5.27a}
\]

\[
e^{-\eta s} p_K r_a^T A \tilde{u}_K(\beta) = \sqrt{p_{\beta} p_{-\beta}} r_a^T A u_K(\beta) - \left[ \sqrt{p_{\beta} p_{-\beta}} u^{(N)} - \sqrt{p_{\beta} p_{-\beta}} \tilde{u}^{(N)} \right] u_K^0 \tag{5.27b}
\]

where we have used the identities relating the expressions in the entries of the matrix \((5.12a)\) and \((5.14)\). Similarly, by multiplying \((5.25a)\) and \((5.25b)\) from the left by the 2-component row vector \(\tilde{r}_a^T A\) we obtain respectively

\[
e^{\eta s} p_{-K} \tilde{r}_a^T A u_K(\beta) = \sqrt{p_{\beta} p_{-\beta}} \tilde{r}_a^T A \tilde{u}_K(\beta) + \left[ \sqrt{p_{\beta} p_{-\beta}} u^{(N)} - \sqrt{p_{\beta} p_{-\beta}} \tilde{u}^{(N)} \right] \tilde{u}_K^0 \tag{5.27c}
\]

\[
e^{-\eta s} p_K \tilde{r}_a^T A \tilde{u}_K(\beta) = \sqrt{p_{\beta} p_{-\beta}} \tilde{r}_a^T A u_K(\beta) - \tilde{U}^{(N)} u_K^0 \tag{5.27d}
\]

Introducing now the new object

\[
u_K(\alpha, \beta) = r_a^T A u_K(\beta). \tag{5.28}
\]

which is a \(N\)-component vector, and eliminating the quantity \(r_a^T A \tilde{u}_K(\beta)\) from the pair of relations \((5.27a)\) and \((5.27b)\) we obtain

\[
(b^2 - k^2) u_K(\alpha, \beta) = p_K e^{-\eta s} K U^{(N)} \tilde{u}_K^0 + \left[ P \tilde{u}^{(N)} - (p^2 - b^2) u^{(N)} \right] u_K^0 \tag{5.29a}
\]

whilst from \((5.27c)\) and \((5.27d)\) we get

\[
(b^2 - k^2) \tilde{u}_K(\alpha, \beta) = -p_{-K} e^{\eta s} \tilde{K} \tilde{U}^{(N)} u_K^0 + \left[ P u^{(N)} - (p^2 - b^2) \tilde{u}^{(N)} \right] \tilde{u}_K^0 \tag{5.29b}
\]

These relations can be used to constitute one part of a Lax pair, whilst the other part follows by replacing \(\delta\) by \(\varepsilon\) (i.e. \(p_{\pm K}\) replaced by \(q_{\pm K}\)), and \(\sim\) by \(\hat{\sim}\). Thus, in terms of the 2N-component
the following new Lax representation for Q3 is obtained

\[
\begin{align*}
q \kappa \phi_K &= \frac{1}{U(N)} \left( -Q \tilde{u}^N + (q^2 - b^2) u^N, \quad Q u^N - (q^2 - b^2) \tilde{u}^N \right) \\
p \kappa \phi_K &= \frac{1}{U(N)} \left( -P \tilde{u}^N + (p^2 - b^2) u^N, \quad P u^N - (p^2 - b^2) \tilde{u}^N \right)
\end{align*}
\] (5.31a) (5.31b)

In a similar way we can use the relations (5.25a) and (5.25b) to derive an “adjoint” Lax pair for the row vectors defined by

\[
t^t \phi_K(\alpha, \beta) = (t^t u^0_K, \quad t^t u_K(\alpha, \beta)), \quad t^t u_K(\alpha, \beta) = t^t u_K(\alpha) \eta r_p,
\] (5.32)

for the entries of which one can derive the following coupled set of equations:

\[
\begin{align*}
t^t u_K(\alpha, \beta)(a^2 - k^2) &= t^t u^0_K p \kappa \phi_K U(N) + t^t u^0_K \left[ P \tilde{u}^N - (p^2 - a^2) u^N \right] \\
t^t u_K(\alpha, \beta)(a^2 - k^2) &= t^t u^0_K \left[ P u^N - (p^2 - a^2) \tilde{u}^N \right] - t^t u^0_K p \kappa \phi_K U(N).
\end{align*}
\] (5.33a) (5.33b)

In terms of (5.30) one can derive a similar Lax pair, namely

\[
\begin{align*}
f^t \phi_K(\alpha, \beta) p \kappa &= \frac{1}{U(N)} \left( -P \tilde{u}^N + (p^2 - a^2) u^N, \quad \frac{a^2 - p^2}{a^2 - k^2} \tilde{u}^N \right), \\
f^t \phi_K(\alpha, \beta) q \kappa &= \frac{1}{U(N)} \left( -Q \tilde{u}^N + (q^2 - a^2) u^N, \quad \frac{a^2 - q^2}{a^2 - k^2} \tilde{u}^N \right)
\end{align*}
\] (5.34a) (5.34b)

In (5.31) the structure derived from the elliptic N-soliton solutions, following the computations in this section, leads to 2N×2N Lax matrices with an N×N block structure, each block of which is labelled by the soliton parameters \( \kappa_i \). However, having derived the Lax pair, one can now consider the variables \( k \) (which were diagonal matrices) as general spectral parameters, and assess the compatibility of the system (5.31) on its own merit. This leads to the following statement:

**Theorem 5.6.** The compatibility conditions for the two linear equations (5.31a) and (5.31b) are satisfied if and only if \( u^N \) obeys Q3 in the form (5.34), making use of the biquadratic identities (5.7) together with (5.8). The same holds true for the two linear equations (5.34a) and (5.34b).

**Proof.** The proof is by direct computation, where the (1,1) and (2,2) entries yield the equalities at the left-hand sides of (5.9), whilst the (1,2) and (2,1) entries yield the equation inserting the explicit expressions for the biquadratics \( \mathcal{H}_p \) and \( \mathcal{H}_q \) of (5.8). □
6. Bäcklund scheme for the elliptic soliton solutions

In [24] we showed by explicit computation that the recursive structure of the \(N\)-soliton solutions for Q3 coincides with the action of the Bäcklund transformation. Although this is to be expected, the mechanism of the proof reveals the role of the relations between the various quantities obeying different equations in the ABS list, in particular the Miura type transformations between them. In Theorem 6.1 we make the statement as in [24], but now for the elliptic soliton solutions, and uncover the various aspects of the proof which have to be adapted for the elliptic case.

6.1. Bäcklund transformation from the \(N\)- to the \((N+1)\)-soliton solution. The following theorem relates the elliptic \((N + 1)\)-soliton solution of the form given in (5.3) to the corresponding elliptic \(N\)-soliton solution with one less soliton parameter, thus establishing the recursive structure between them. In the proof of this theorem an important role is played by the covariant extension (introduced in [6]) of the \(N\)-soliton solution into a new lattice direction associated with lattice parameter \(l = t_{N+1}\). Thus, as in [24], the shift \(p_i \rightarrow \overline{p}_i\) denotes what follows the covariant extension of the lattice variables into a direction given by this new parameter, thereby exploiting the multidimensional consistency of Q3. Equivalently this can be described by the introduction of a new integer lattice variable \(h\) associated with the parameter \(k_{N+1}\), on which the plane wave-factors (4.6) depend through the initial values, in the usual fashion, i.e. including a new factors with the lattice parameter \(\delta\) replaced by \(\kappa_{N+1}\) and the lattice variable \(n\) replaced by \(h\). Having this in mind the following theorem describes the recursive structure between the elliptic \(N\)- and \((N+1)\)-soliton solutions:

**Theorem 6.1.** Let \(u^{(N)}\) be as defined in (5.3) and let \(\overline{u}^{(N+1)}\) be equal to \(u^{(N+1)}\) as defined in (5.3), depending on additional parameters \(\kappa_{N+1}, c_{N+1}\) and additional plane-wave factor \(\rho_{N+1}\), and where all but the latter plane-wave factors \(\rho_i, i = 1, \ldots, N\), as well as the discrete exponentials \(\rho(\alpha), \rho(\beta)\) are replaced by

\[
\overline{p}_i = e^{2\eta_{N+1}^{(i)} \kappa_i} \frac{\sigma(\kappa_i - \kappa_{N+1}}{\sigma(\kappa_i + \kappa_{N+1})} \rho_i , \quad (i \neq N + 1), \quad \overline{p}(\kappa) = e^{2\eta_{N+1}^{(N+1)} \kappa} \frac{\sigma(\kappa - \kappa_{N+1})}{\sigma(\kappa + \kappa_{N+1})} \rho(\kappa) ,
\]

with \(\kappa = \pm \alpha, \pm \beta\) respectively. Then \(u^{(N)}\) is related to \(\overline{u}^{(N+1)}\) by the Bäcklund transformation with Bäcklund parameter \(t_{N+1} \in \Gamma\), that is the following equations hold

\[
\Omega^\Delta_{p,t_{N+1}} (u^{(N)}, u^{(N+1)}, \overline{u}^{(N+1)}) = 0, \quad \Omega^\Delta_{q,t_{N+1}} (u^{(N)}, u^{(N+1)}, \overline{u}^{(N+1)}) = 0,
\]

in which \(\Omega^\Delta_{p,t_{N+1}}, \Omega^\Delta_{q,t_{N+1}}\) are the quadrilateral expressions of the form given in (5.1).

**Proof:** The proof of Theorem 6.1 follows a similar pattern as the corresponding proof in [24], apart from some refinements which involve the non-autonomous elliptic Cauchy kernel and the structure of the elliptic identities involved in the computations. In the first step we break down the \((N + 1)\)-soliton expression into components associated with the \(N\)-soliton solution. In the second step we apply the BT to the \(N\)-soliton solution and in the final step we compare the expressions obtained in the two previous steps.
Step # 1. We first establish a recursive structure between the basic objects like \( S_{\alpha, \beta} \) and \( V_\alpha \) between the \( N \)- and \((N+1)\)-soliton solutions. This uses the breakdown of the Cauchy matrix as it occurs as the kernel \((1 + M)^{-1}\) in the various objects. First, for the sake of self-containedness, we repeat the following lemma:

**Lemma 6.2.** The following identity holds for the inverse of a \((N+1) \times (N+1)\) block-matrix

\[
\begin{pmatrix}
A & b \\
c^T & d
\end{pmatrix}^{-1} = \begin{pmatrix}
A^{-1} & \frac{1}{s} \Psi \xi(\kappa_{N+1}) \chi_{K,\kappa_{N+1}} \\
\frac{1}{s} c^T A^{-1} & \frac{1}{s}
\end{pmatrix}
\]

(6.3)
in which \( A \) is an invertible \( N \times N \) matrix \( b \) and \( c^T \) are \( N \)-component vector column- and row-vector respectively, and \( d \) is a nonzero scalar, where the scalar quantity \( s \), given by

\[
s = d - c^T A^{-1} b = \frac{1}{\det(A)} \begin{vmatrix}
A & b \\
c^T & d
\end{vmatrix},
\]

is assumed to be nonzero.

**Proof.** By direct multiplication, noting that the matrix is invertible if \( s \) is nonzero.

Let \( M^{(N+1)} \) be the \((N+1) \times (N+1)\) Cauchy matrix with parameters \( \kappa_1, \ldots, \kappa_{N+1} \) as defined in a similar way as in (4.4). Applying the Lemma to compute the inverse of the matrix \( 1 + M^{(N+1)} \), which can be decomposed as above by setting

\[
A = 1 + M^{(N)}, \quad b = c_{N+1} \Psi \xi(\kappa_{N+1}) \chi_{K,\kappa_{N+1}}, \quad c^T = s^T \chi_{K,\kappa_{N+1}} \xi(\kappa_{N+1}) \rho_{N+1}, \quad d = 1 + \rho_{N+1} c_{N+1} \Psi \xi(2 \kappa_{N+1}),
\]

we have

\[
(1 + M^{(N+1)})^{-1} = \begin{pmatrix}
(1 + M^{(N)})^{-1} + s^{-1} c_{N+1} \rho_{N+1} \Psi \xi(\kappa_{N+1}) \chi_{K,\kappa_{N+1}} & u_{\kappa_{N+1}}^T \\
-s^{-1} \rho_{N+1} \Psi \xi(\kappa_{N+1}) u_{\kappa_{N+1}} & s^{-1}
\end{pmatrix}
\]

(6.4)

where \( u(\cdot) \) and \( u(\cdot)^T \) are given in (4.17). Applying the explicit form of \( 1 + M^{(N+1)} \)^{-1} to the definitions (4.15) to compute the elliptic \((N+1)\)-soliton formulae \( U^{(N+1)}_{\alpha, \beta} \) and \( V^{(N+1)}_\alpha \) in terms of the \( N \)-soliton ones, we obtain the expressions

\[
U^{(N+1)}_{\alpha, \beta} = U^{(N)}_{\alpha, \beta} + \frac{1}{s} \rho_{N+1} c_{N+1} \Psi \xi(\kappa_{N+1}) \left( U^{(N)}_{\alpha, \kappa_{N+1}} - \chi_{\alpha, \kappa_{N+1}}^{-1} \right) \left( U^{(N)}_{\kappa_{N+1}, \beta} - \chi_{\kappa_{N+1}, \beta}^{-1} \right)
\]

(6.5)

\[
V^{(N+1)}_\alpha = V^{(N)}_\alpha + \frac{1}{s} \rho_{N+1} c_{N+1} \Psi \xi(\kappa_{N+1}) \left( U^{(N)}_{\alpha, \kappa_{N+1}} - \chi_{\alpha, \kappa_{N+1}}^{-1} \right) V^{(N)}_{\kappa_{N+1}}.
\]

(6.6)

and subsequently using the definitions (4.21) we find the following recurrence relations between the \( N \) and \( N+1 \) elliptic soliton objects:

\[
S^{(N+1)}_{\alpha, \beta} = S^{(N)}_{\alpha, \beta} - \frac{1}{s} c_{N+1} \rho_{N+1} S^{(N)}_{\alpha, \kappa_{N+1}} S^{(N)}_{\kappa_{N+1}, \beta},
\]

(6.6a)

\[
W^{(N+1)}_\alpha = W^{(N)}_\alpha - \frac{1}{s} c_{N+1} \rho_{N+1} W^{(N)}_\alpha,
\]

(6.6b)

where we exclude values for \( \alpha \) and \( \beta \) such that \( \alpha + \kappa_{N+1} = 0 \) or \( \beta + \kappa_{N+1} = 0 \) (modulo the period lattice of the Weierstrass elliptic functions). Furthermore, the quantity \( s \) can be directly
computed using (6.4) with the identifications of the entries given earlier and using the definitions (4.15) and (4.24) again, leading to:

$$s = 1 + \rho_{N+1}c_{N+1}S_{\kappa,N+1}^{(N)} = \frac{f^{(N+1)}}{f^{(N)}}.$$  

(6.7)

Here the latter equality follows from the second equality in (6.4), which expresses $s$ the ratio of the $\tau$-function $f^{(N+1)} = \det(1 + M^{(N+1)})$ of the elliptic $(N + 1)$-soliton solution and the $\tau$-function $f^{(N)} = \det(1 + M^{(N)})$ of the embedded elliptic $N$-soliton solution. Setting $\beta = \kappa_{N+1}$ in (6.6a) and using (6.7) we subsequently obtain the following identification for the quantity $s$

$$s = \frac{S_{\alpha,\kappa,N+1}^{(N)}}{S_{\alpha,\kappa,N+1}^{(N+1)}} = \frac{W_{k_{N+1}}^{(N)}}{W_{k_{N+1}}^{(N+1)}},$$

(6.8)

which in particular implies that the ratio of $S_{\alpha,\kappa,N+1}$ between its $N$- and $(N + 1)$-elliptic soliton value, is independent of the parameter $\alpha$.

*Step # 2.* Next we apply the BT with the (so far arbitrary) B"acklund parameter $l = (l, L) \in \Gamma_{a,b}$ to the elliptic $N$-soliton solution defined in (4.3), i.e. we want to solve the system of discrete Riccati equations for a new variable $v$

$$Q_{p,l}^{(N)}(u^{(N)}, \hat{u}^{(N)}, v, \hat{v}) = 0, \quad Q_{q,l}^{(N)}(u^{(N)}, \hat{u}^{(N)}, v, \hat{v}) = 0,$$

(6.9)

relying on the multidimensional consistency of $Q3$, and the fact that the shifts on the lattice can be interpreted as B"acklund transformations. To solve the system (6.9) we reduce the problem by identifying two particular solutions, which are obtained by the forward- and backward shifts, in the covariant extension, of the known elliptic $N$-soliton solutions $u^{(N)}$. This implies we need to extend all the plane-wave factors by including a lattice direction associated with the parameter $l$, i.e. we set

$$\rho_{0,0}(\kappa) = \left(e^{-2\nu(\lambda,\kappa)} \frac{\ell_{-\kappa}}{\ell_{\kappa}}\right)^h \rho_{0,0,0} \quad \Rightarrow \quad \bar{\rho}(\kappa) = e^{2\nu(\lambda,\kappa)} \frac{\ell_{-\kappa}}{\ell_{\kappa}} \rho(\kappa), \quad \rho(\kappa) = e^{-2\nu(\lambda,\kappa)} \frac{\ell_{-\kappa}}{\ell_{\kappa}} \rho_{0}(\kappa),$$

(6.10a)

in all relevant definitions, where $\ell_{\kappa} = \Psi_{\lambda}(\kappa)$ ($\lambda$ being the uniformising variable associated with the point $l$ on the curve $\Gamma_{a,b}$ and on the Weierstrass curve). Similarly we have

$$\hat{\rho}_{i} = e^{2\nu(\lambda,\kappa)} \frac{\ell_{-\kappa}}{\ell_{\kappa}} \rho_{i}, \quad \bar{\rho}_{i} = e^{-2\nu(\lambda,\kappa)} \frac{\ell_{-\kappa}}{\ell_{\kappa}} \rho_{i}.$$  

(6.10b)

Here the elementary discrete shift in the discrete variable $h$ is indicated by a $\gamma$, in terms of which the elliptic $N$-soliton solutions depending on three variables, $u_{n,m,h}^{(N)}$, we have

$$u_{n,m,h}^{(N)} = u_{n,m,h+1}^{(N)} \quad \Rightarrow \quad u_{n,m,h}^{(N)} = u_{n,m,h-1}^{(N)}.$$  

It is an immediate consequence of the construction behind Theorem 5.1, that the following equations are satisfied:

$$Q_{p,l}^{(N)}(u^{(N)}, \hat{u}^{(N)}, v^{(N)}, \hat{v}^{(N)}) = 0, \quad Q_{q,l}^{(N)}(u^{(N)}, \hat{u}^{(N)}, v^{(N)}, \hat{v}^{(N)}) = 0,$$

(6.11a)

$$Q_{p,l}^{(N)}(u^{(N)}, \hat{u}^{(N)}, v^{(N)}, \hat{v}^{(N)}) = 0, \quad Q_{q,l}^{(N)}(u^{(N)}, \hat{u}^{(N)}, v^{(N)}, \hat{v}^{(N)}) = 0,$$

(6.11b)
where (6.11b) holds because of the symmetry of the quadrilaterals. Having established the two solutions \( \overline{u}^{(N)} \) and \( u^{(N)} \) of (6.9) we can now find the general solution of that system in the interpolating form:

\[
v = \frac{\overline{u}^{(N)} + t u^{(N)}}{1 + t},
\]

(6.12)
in which \( t \) is some function to be determined from the following coupled system of homogeneous linear equations:

\[
\begin{align*}
\dot{t} &= -\frac{Q\Delta_{p,l}(u^{(N)}, \overline{u}^{(N)} - u^{(N)}, \overline{t}^{(N)})}{Q\Delta_{p,l}(u^{(N)}, \overline{u}^{(N)}, \overline{u}^{(N)}, \overline{t}^{(N)})}, \\
\dot{\overline{t}} &= -\frac{Q\Delta_{q,l}(u^{(N)}, \overline{u}^{(N)} - u^{(N)}, \overline{\overline{t}}^{(N)})}{Q\Delta_{q,l}(u^{(N)}, \overline{u}^{(N)}, \overline{u}^{(N)}, \overline{\overline{t}}^{(N)})}.
\end{align*}
\]

(6.13a)

(6.13b)

The compatibility of this system is equivalent to the compatibility of the BT (6.9) as a coupled system of discrete Riccati equations, which in turn is a consequence of the multidimensional consistency of the lattice equation.

Using the explicit expressions for the quadrilaterals (5.1), eqs. (6.13) reduce to

\[
\begin{align*}
\dot{t} &= \frac{P\overline{u}^{(N)} - (p^2 - t^2) u^{(N)} - Lu^{(N)}}{P\overline{u}^{(N)} - (p^2 - t^2) u^{(N)} - Lu^{(N)}} = \frac{w - \overline{w}}{w - \overline{w}}, \\
\dot{\overline{t}} &= \frac{Q\overline{u}^{(N)} - (q^2 - t^2) u^{(N)} - Lu^{(N)}}{Q\overline{u}^{(N)} - (q^2 - t^2) u^{(N)} - Lu^{(N)}} = \frac{w - \overline{w}}{w - \overline{w}},
\end{align*}
\]

(6.14a)

(6.14b)

where in the last step we have made use of eqs. (5.9), replacing \( \varepsilon \), respectively \( \delta \), by \( \lambda \). Finally, using eqs. (1.31) with the same replacements, leading to

\[
\begin{align*}
\overline{w} - \overline{\overline{w}} &= \frac{p_\alpha e^{-\eta_\alpha} \overline{w}_\alpha - \ell_\alpha e^{-\eta_\alpha} \overline{\overline{w}}_\alpha}{\overline{w}_\alpha}, \\
w - \overline{w} &= \frac{p_{-\alpha} e^{\eta_\alpha} \overline{w}_\alpha + \ell_\alpha e^{-\eta_\alpha} \overline{\overline{w}}_\alpha}{\overline{w}_\alpha},
\end{align*}
\]

(6.15)

which by setting subsequently \( \alpha = -\lambda \Rightarrow \ell_\alpha = 0 \) yields the expressions

\[
\begin{align*}
\frac{\dot{t}}{t} &= e^{-(\eta_\lambda + \eta_\delta)\lambda} \left( \frac{p_\lambda}{p_{-\lambda}} \right) \frac{\overline{w}_{-\lambda} \overline{\overline{w}}_{-\lambda}}{W_{-\lambda} W_{-\lambda}}, \\
\frac{\dot{\overline{t}}}{\overline{t}} &= e^{-(\eta_\lambda + \eta_\delta)\lambda} \left( \frac{q_\lambda}{q_{-\lambda}} \right) \frac{\overline{w}_{-\lambda} \overline{\overline{w}}_{-\lambda}}{W_{-\lambda} W_{-\lambda}}.
\end{align*}
\]

These relations can be simultaneously integrated, yielding the following expression for the function \( t \):

\[
t = t_{n,m} = t_0 e^{-[\zeta(\xi) + \zeta(\overline{\xi})] \lambda} \left( e^{2\zeta(\delta) \lambda} \frac{p_{\lambda}}{p_{-\lambda}} \right)^{n} \left( e^{2\zeta(\varepsilon) \lambda} \frac{q_{\lambda}}{q_{-\lambda}} \right)^{m} W_{-\lambda} W_{-\lambda}.
\]

(6.16)

Using the relation

\[
\overline{w}_\alpha W_\beta = \ell_\alpha e^{-\eta_\lambda \alpha S_{\alpha,\beta}} - \ell_{-\beta} e^{\eta_\lambda \beta S_{\alpha,\beta}} \Rightarrow \overline{w}_\lambda W_\lambda = \ell_{\lambda} e^{-\eta_\lambda \lambda S_{\lambda,\lambda}},
\]

obtained by replacing \( \delta \) by \( \lambda \) and \( \bar{\zeta} \) by \( \bar{\lambda} \) in (4.25), and using also (4.27) with the same replacements, we can obtain from (6.16) the following result:

\[
\frac{1}{t} e^{2(\lambda) \sigma(2\lambda) \frac{\rho(\lambda)}{\rho_{0,0}(\lambda)} S_{\lambda,\lambda}}.
\]

(6.17)
Step # 3. We now compare the expressions for the solution obtained from the recurrence of step # 1 and the one from the BT of step # 2. On the one hand, the solution from the BT (6.12) can be recast into the following form

\[ v = u^{(N)} + \frac{1}{1 + t} (\overline{w}^{(N)} - u^{(N)}) \quad \Rightarrow \quad \overline{v} = u^{(N)} - \frac{1}{1 + \overline{t}} \frac{1}{L} (w - \overline{w}) \overline{U}^{(N)}, \tag{6.18} \]

where we have used the relation \( w - \overline{w} = L(u^{(N)} - \overline{w}^{(N)})/\overline{U}^{(N)} \), which follows from (5.9b), setting \( \delta = \varepsilon = \lambda \). Setting now in (6.17) the Bäcklund parameter \( \lambda = \kappa_{N+1} \), i.e. \( \lambda = \xi_{N+1} = (k_{N+1}, K_{N+1}) \), which implies that the \(-\)shift from now on is the lattice shift associated with the lattice parameter \( \xi_{N+1} \), and we choose the integration constant \( t_0 \), such that we identify (6.17) as follows:

\[ \frac{1}{L} = c_{N+1} \rho_{N+1} S_{\kappa_{N+1}, \kappa_{N+1}}^{(N)} \quad \Rightarrow \quad s = 1 + \frac{1}{L}, \tag{6.19} \]

comparing the result with (6.7). This identification requires the choice

\[ t_0 = \sigma (2 \kappa_{N+1}) \sigma^2 (\kappa_{N+1})/c_{N+1} \rho_{0,0} (\kappa_{N+1}) \cdot \tag{6.20} \]

On the other hand, inserting the recursion relation (6.6a) into the expression for the elliptic \((N + 1)\)-soliton solution we find

\[ u^{(N+1)} = A \rho^{1/2}(\alpha) \rho^{1/2}(\beta) S_{\alpha, \beta}^{(N+1)} + \cdots \]

\[ = A \rho^{1/2}(\alpha) \rho^{1/2}(\beta) \left( S_{\alpha, \beta}^{(N)} - \frac{1}{s} c_{N+1} \rho_{N+1} S_{\alpha, \kappa_{N+1}}^{(N)} S_{\kappa_{N+1}, \beta}^{(N)} \right) + \cdots \]

\[ = u^{(N)} - \frac{1}{s} c_{N+1} \rho_{N+1} \left[ A \rho^{1/2}(\alpha) \rho^{1/2}(\beta) e^{\eta_{N+1}(\alpha + \beta)} \frac{\overline{W}^{(N)}_\alpha \overline{W}^{(N)}_\beta}{\psi_{\kappa_{N+1}}(\alpha) \psi_{\kappa_{N+1}}(\beta)} \right] + \cdots, \]

where the dots stand for the remaining terms with coefficients \( B, C, D \) and with \((\alpha, \beta)\) replaced by \((\alpha, -\beta), (\alpha, \beta), (-\alpha, -\beta)\) respectively, and where in the last step we have made use of the relations

\[ \overline{W}^{(N)}_\alpha W_\lambda = \ell_\alpha e^{-m_\alpha} S_{\alpha, \lambda}, \quad \overline{W}^{(N)}_\beta W_\lambda = \ell_\beta e^{-n_\beta} S_{\beta, \lambda}, \]

which follows from the earlier relation setting \( \beta = \lambda \), and the same with \( \alpha \) and \( \beta \) interchanged, and subsequently taking \( \lambda = \kappa_{N+1} \). Taking into account the covariant extension of the plane-wave factors \( \rho(\alpha), \rho(\beta) \), applying a relation of the form of (4.7), we can conclude from this computation that

\[ u^{(N+1)} = u^{(N)} - \frac{c_{N+1} \rho_{N+1}}{s K_{N+1}} (W^{(N)}_{\kappa_{N+1}})^2 \overline{U}^{(N)}, \tag{6.21} \]

using the expression (5.6) and identifying the factor \( L \) with \( K_{N+1} \) through the relation \( L = (\ell_{-\alpha} \ell_\alpha - \ell_{-\beta} \ell_\beta)^{1/2} \) for \( \lambda = \kappa_{N+1} \).

Finally, noting that

\[ w - \overline{w} = \ell_\alpha e^{2 \eta_\alpha} W_\alpha + \ell_{-\alpha} e^{2 \eta_\alpha} \overline{W}^{(N)}_\alpha = \ell_\lambda e^{2 \eta_\lambda} \frac{W_\lambda}{\overline{W}^{(N)}_\lambda}, \quad \Rightarrow \quad w - \overline{w} = \frac{W_\lambda^2}{\overline{S}_{\lambda, \lambda}}, \tag{6.22} \]
we can compare the expressions for $\varphi$ in (6.18) and $u^{(N+1)}$ in (6.21) and conclude that they are the same provided that
\[
\frac{1}{1 + t} = \frac{c_{N+1} \rho_{N+1} S_{\kappa_{N+1}, \kappa_{N+1}}}{\kappa_{N+1}},
\]
and which holds as a consequence of (6.19). Thus, we have established that with the above choice (6.20) of the integration constant $t_0$ in (6.16) the Bäcklund transformed solution coincides with the corresponding elliptic $(N + 1)$-soliton solution given by the Cauchy-matrix objects. This then completes the proof of Theorem 6.1.

Theorem 6.1 establishes the precise connection between the structure of the $N$-soliton solution as given by the Cauchy matrix approach, and the way to generate a soliton hierarchy through Bäcklund transforms. What we conclude is that these two approaches coincide up to a subtle identification of the relevant constants in the solution. Since, as was remarked in the Corollary of section 3 that the soliton solutions of Q3 really live in an extended four-dimensional lattice, the precise identification of those constants is of interest, since they contain possibly the additional lattice directions. In fact, in [6, 10] we established the first soliton type solutions for Q4 through the Bäcklund approach, and it is of interest to see how that approach connects to a (yet unknown) representation of multi-soliton solutions in terms of a scheme similar to the one set up in this paper for Q3.

7. Elliptic soliton solutions for degenerate subcases of Q3

In the same way as in the rational soliton case of [21], one can obtain from the elliptic $N$-soliton solution for Q3 the corresponding elliptic $N$-soliton solutions for all "lower" ABS equations through limits on the parameters $\alpha, \beta$ (adjusting, where necessary, the coefficients $A, B, C, D$ in an appropriate manner). This follows the coalescence scheme of Figure 3. The upper horizontal sequence in this scheme, involving the degenerations of the Q-equations, are obtained from performing careful limits of the type $\beta \to \alpha$, whilst the vertical limit from Q- to H-equations is obtained from the limits $\alpha \to 0$ or $\beta \to 0$. We observe that this degeneration scheme roughly follows the pattern of the limits of the NQC equation that were studied in [30] leading to the various degenerations of KdV type lattice equations.

![Figure 3. Coalescence scheme employed to construct elliptic N-soliton-type solutions for the degenerate sub cases of equation Q3.](image-url)
7.1. Q-degenerations. We first make the following observation which can be independently validated:

**Lemma 7.1.** The quantity
\[ z = F_\alpha + (\varphi(\alpha) - \varphi(\xi)) U_{\alpha,-\alpha}, \]  
where \( U_{\alpha,-\alpha} \) is defined as before, and where we have introduced
\[ F_\alpha = F_{n,m}(\xi; \alpha) := \frac{n}{2} (\zeta(\alpha) - \zeta(\alpha + \delta)) + \frac{m}{2} (\zeta(\alpha - \varepsilon) - \zeta(\alpha + \varepsilon)) , \]
obeys the QI equation in the following form:
\[ (p^2 - a^2)(z - \hat{z})(\tilde{z} - \tilde{\hat{z}}) - (q^2 - a^2)(z - \hat{z})(\tilde{z} - \tilde{\hat{z}}) = \frac{1}{4}(\varphi'(\alpha))^2 \left( \frac{1}{p^2 - a^2} - \frac{1}{q^2 - a^2} \right) . \]  

**Proof.** To prove this lemma, let us consider the quantity \( z \) as defined in (7.1), with \( F_\alpha \) given in (7.2). From the definition we have, using (4.26),
\[ \tilde{z} - z = \zeta(\xi + \delta) - \zeta(\xi) + \frac{1}{2} (\zeta(\alpha - \delta) - \zeta(\alpha + \delta)) + \left( \varphi(\alpha) - \varphi(\xi) \right) \tilde{u}_{\alpha,-\alpha} - (\varphi(\alpha) - \varphi(\xi)) U_{\alpha,-\alpha} \]
\[ = -\frac{1}{p_\alpha} e^{\eta_\beta} \tilde{W}_{\alpha} W_{-\alpha} + \frac{1}{2} (\zeta(\alpha + \delta) + \zeta(\alpha - \delta) - 2\zeta(\alpha)) \]
\[ = -\frac{1}{p_\alpha} e^{\eta_\beta} \tilde{W}_{\alpha} W_{-\alpha} - \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\delta) - \varphi(\alpha)} , \]
where the latter form arises by using (3.8). Since \( z \) remains unchanged under flipping the sign of \( \alpha \), because \( F_\alpha = F_{-\alpha} \) and \( U_{\alpha,\beta} \) is symmetric with respect to the interchange of \( \alpha \) and \( \beta \), we also have
\[ \tilde{z} - z = -\frac{1}{p_{-\alpha}} e^{-\eta_\beta} \tilde{W}_{-\alpha} W_{\alpha} + \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\delta) - \varphi(\alpha)} . \]

Hence, we have
\[ (p^2 - a^2) \left( \tilde{z} - z + \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\delta) - \varphi(\alpha)} \right) \left( \tilde{z} - z - \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\delta) - \varphi(\alpha)} \right) = (p^2 - a^2) \frac{e^{\eta_\alpha} e^{-\eta_\beta}}{p_\alpha p_{-\alpha}} \tilde{W}_{\alpha} W_{-\alpha} \tilde{W}_{-\alpha} W_{\alpha} , \]
where the expression on the right-hand side is invariant under interchanges \( \delta \leftrightarrow \varepsilon , \hat{\delta} \leftrightarrow \hat{\varepsilon} \), taking into account that \( p_\alpha p_{-\alpha} = \varphi(\delta) - \varphi(\alpha) = p^2 - a^2 \). Thus, we have that
\[ (p^2 - a^2) \left( \tilde{z} - z + \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\delta) - \varphi(\alpha)} \right) \left( \tilde{z} - z - \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\delta) - \varphi(\alpha)} \right) = \]
\[ = (q^2 - a^2) \left( \tilde{z} - z + \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\varepsilon) - \varphi(\alpha)} \right) \left( \tilde{z} - z - \frac{1}{2} \frac{\varphi'(\alpha)}{\varphi(\varepsilon) - \varphi(\alpha)} \right) \]
which after some cancellations leads to
\[ (p^2 - a^2)(\tilde{z} - z)(\tilde{\tilde{z}} - \tilde{\hat{z}}) - (q^2 - a^2)(\tilde{z} - z)(\tilde{\tilde{z}} - \tilde{\hat{z}}) = \frac{1}{4}(\varphi'(\alpha))^2 \left( \frac{1}{p^2 - a^2} - \frac{1}{q^2 - a^2} \right) , \]
which is eq. (7.3). \( \square \)
The identification with the equation $Q_1$ (2.1a) can be made by identifying the lattice parameters
\[ \dot{p} = \frac{1}{2} \frac{\varphi'(\alpha)}{p^2 - a^2}, \quad \dot{q} = \frac{1}{2} \frac{\varphi'(\alpha)}{q^2 - a^2}, \]
making it evident that $z$ defined in (7.1) provides a solution of $Q_1$ in that form with the fixed parameter $\delta^2 = 1$. The elliptic soliton solutions for the more general parameter case of $Q_1$ are obtained as an immediate corollary of Theorem 5.1, by considering the limit $\beta \to \alpha$. This leads to the following result:

**Theorem 7.2.** The following formula
\[ u^{(N)} = A\rho(\alpha)S_{\alpha,\alpha} + D\rho(-\alpha)S_{-\alpha,-\alpha} + 2Bz + C \]
in which $S_{\pm\alpha,\pm\alpha}$ are defined as before, where $z$ is given as in Lemma 7.1, and where the coefficients are subject to the relation
\[ AD - B^2 = \frac{\Delta}{\varphi'(\alpha)^2}, \]
constitutes the elliptic $N$-soliton solution of the $(Q_1)_\Delta$ equation, given in the form
\[ (p^2 - a^2)(u - \hat{u})(\hat{u} - \hat{\hat{u}}) - (q^2 - a^2)(u - \hat{u})(\hat{u} - \hat{\hat{u}}) + \Delta \left( \frac{1}{p^2 - a^2} - \frac{1}{q^2 - a^2} \right) = 0. \] (7.5)

Hence, (7.5) leads to a solution of the equation $Q_1$ in the form (2.1a) using the identifications of lattice parameters given by (7.4), for generic value of the fixed parameter.

**Proof.** Taking the limit $\beta = \alpha + \gamma$, and letting $\gamma \to 0$ in (5.3) the terms with coefficients $A$ and $D$ are regular under this limit, whilst the terms with coefficients $B$ and $C$ possess a singularity due to the prefactor $\Psi_\xi(\pm \alpha \mp \beta)$ in the quantities $S_{\pm\alpha,\mp\beta}$. Thus we have the limits
\[ \rho^{1/2}(\pm \beta) \to \rho^{1/2}(\pm \alpha) \left\{ 1 \pm \gamma F_\alpha + \frac{1}{2} \gamma^2 \left[ r_\alpha^2 + \frac{n}{2} (\varphi(\alpha + \delta) - \varphi(\alpha - \delta)) \pm m (\varphi(\alpha + \varepsilon) - \varphi(\alpha - \varepsilon)) \right] + O(\gamma^3) \right\}, \]
\[ \Psi_\xi(\pm \alpha \mp \beta) \to \frac{1}{\gamma} \left[ 1 - \frac{1}{2} \gamma^2 \varphi(\xi) + O(\gamma^3) \right], \]
\[ \Psi_\xi(\pm \alpha \pm \beta) \to \Psi_\xi(\pm 2\alpha) \left[ 1 \pm \gamma \eta_{\pm 2\alpha} + \frac{1}{2} \gamma^2 (\varphi(2\alpha) - \varphi(\pm 2\alpha) + \eta_{\pm 2\alpha}^2) + O(\gamma^3) \right], \]
\[ \chi_{\pm \alpha,\mp \beta} \to \pm \gamma (\varphi(\alpha) - \varphi(\xi)) + \frac{1}{2} \gamma^2 (\varphi'(\pm \alpha) + \varphi'(\xi)) + O(\gamma^3), \]
\[ \chi_{\pm \alpha,\pm \beta} \to \chi_{\pm \alpha,\pm \alpha} + \gamma (\varphi(\xi \pm 2\alpha) - \varphi(\alpha)) + \frac{1}{2} \left( \varphi'(\xi \pm 2\alpha) \mp \varphi'(\alpha) \right) + O(\gamma^3), \]
and introducing
\[ T_{\alpha,\beta} = I - \chi_{\alpha,\beta}^{-1} (1 + M)^{-1} \chi_{\alpha,\beta}^{-2} (\varphi(\beta) - \varphi(\xi + \beta + K)) r. \] (7.6)
we have also
\[ U_{\alpha,-\beta} \rightarrow U_{\alpha,-\alpha} - \gamma T_{\alpha,-\alpha} + O(\gamma^2) , \]
\[ \Rightarrow S_{\alpha,-\beta} \rightarrow - \frac{1}{\gamma} + (\varphi(\alpha) - \varphi(\xi)) U_{\alpha,-\alpha} + \gamma \left[ \frac{1}{2} \varphi(\xi) - (\varphi(\alpha) - \varphi(\xi) (\eta_{-\alpha} U_{\alpha,-\alpha} + T_{\alpha,-\alpha})) \right] , \]
and
\[ U_{\alpha,\beta} \rightarrow U_{\alpha,\alpha} + \gamma T_{\alpha,\alpha} + O(\gamma^2) , \]
\[ \Rightarrow S_{\alpha,\beta} \rightarrow S_{\alpha,\alpha} + \gamma \Psi_\xi(2\alpha) [\eta_{2\alpha} (1 - \chi_{\alpha,a} U_{\alpha,a}) - (\varphi(\xi + 2\alpha) - \varphi(\alpha)) U_{\alpha,\alpha} - \chi_{\alpha,a} T_{\alpha,a}] . \]
Assuming the coefficients \( B \) and \( C \) to behave as:
\[ B \rightarrow B_0 + B_1 \gamma + \cdots , \quad C \rightarrow C_0 + C_1 \gamma + \cdots , \]
where the singularity can be avoided if we choose \( C_0 = B_0 \).

We now consider the limit to the case of the equation \( Q_2 \). An extension of Lemma 7.3 is the following statement:

**Lemma 7.3.** The following quantity obtained from the expansion of the \( Q_3 \) elliptic soliton formula, namely
\[ z'_\pm = \frac{1}{2} \left[ \varphi(\xi) - F_\alpha^2 \pm \frac{n}{2} (\varphi(\alpha + \delta) - \varphi(\alpha - \delta)) + \frac{m}{2} (\varphi(\alpha + \delta) - \varphi(\alpha - \delta)) \right] (\eta_{\pm\alpha} + F_\alpha) U_{\alpha,-\alpha} + T_{\pm\alpha,\mp\alpha} \]
obeys the following relations
\[ (p^2 - a^2) \left[ (z - \bar{z})(z'_\pm - \bar{z}'_\pm) + (z'_\pm - \bar{z}'_\pm)(z - \bar{z}) \right] \]
\[ - (q^2 - a^2) \left[ (z - \bar{z})(z'_\pm - \bar{z}'_\pm) + (z'_\pm - \bar{z}'_\pm)(z - \bar{z}) \right] = \]
\[ = \pm \frac{1}{2} \varphi'(\alpha) (z - \bar{z})(z + \bar{z}) \pm \frac{1}{4} \left( \frac{1}{p^2 - a^2} - \frac{1}{q^2 - a^2} \right) \left[ \pm \varphi'(\alpha) \varphi''(\alpha) \right] \]
\[ - (\varphi'(\alpha))^2 (z + \bar{z} + \bar{z} + \bar{z}) \pm \frac{1}{2} \varphi'(\alpha)^3 \left( \frac{1}{1 - a^2} + \frac{1}{1 - a^2} \right) . \]

*Proof.* The proof is by direct expansion of the \( Q_3 \) solution using the expansions \( u^{(N)} = -\frac{1}{\gamma} + z + \gamma z_+ \) in the case that we take the coefficients \( A = D = C = 0 \), or the expansion \( u^{(N)} = \frac{1}{\gamma} + z - \gamma z_- \) in the case we take the coefficients \( A = D = B = 0 \), and using the expansion of the proof of Theorem 7.2 to obtain the explicit form of the quantities \( z_\pm \).

A combination of the quantities \( z_\pm \) of Lemma 7.3 yields the core of the general elliptic soliton solution of the equation \( Q_2 \), as is expressed in the following statement.
Theorem 7.4. The following function

\[ u^{(N)} = (\varphi(\alpha) - \varphi(\xi)) (T_{\alpha, \alpha} + T_{-\alpha, -\alpha}) - \varphi'(\xi)U_{\alpha, -\alpha} - \varphi(\xi) - \frac{1}{6} \left( \frac{\varphi''(\alpha)}{\varphi'(\alpha)} - \frac{3 (\varphi''(\alpha))^2}{2 (\varphi'(\alpha))^2} \right) \]

\[ + \left( \frac{B_1 + C_1}{2B_0} - F_\alpha \right) \left[ \frac{B_1 + C_1}{2B_0} - F_\alpha - 2 (\varphi(\alpha) - \varphi(\xi)) U_{\alpha, -\alpha} \right] - \frac{A_1 D_1}{B_0} - \frac{A_1}{B_0} \rho(\alpha) S_{\alpha, \alpha} \frac{-D_1}{B_0} \rho(\alpha) S_{\alpha, -\alpha}, \]

where \( A_1, D_1, B_0, B_1, C_1 \) are constants and with the notations as introduced earlier, i.e. \( 1.15b \), \( 1.24 \), \( 7.6 \) and \( 7.2 \), and the identifications \( 7.4 \), obeys the equation \( Q2 \) in the form \( 2.1b \).

Proof. The result is obtained by systematic expansion with respect to the parameter \( \gamma \) as introduced in the proof of Corollary 7.2. The solution \( 5.3 \) of the \( Q3 \) equation under the expansions given earlier takes the form

\[ u^{(N)} = \frac{1}{\gamma} u_{-1} + u_0 + \gamma u_1 + O(\gamma^2), \]

in which the coefficients \( u_{-1}, u_0 \) and \( u_1 \) are obtained from the expansions of the various ingredients of the elliptic \( N \)-soliton solution as given earlier. Here we still have the freedom to impose a dependence of the coefficients \( A, B, C, D \) on \( \gamma \) as we want, and we shall choose these such that the coefficients \( u_{-1}, u_0 \) are actually constant. This can be achieved by choosing

\[ A = \gamma A_1, \quad D = \gamma D_1, \quad B = B_0 + \gamma B_1 + \gamma^2 B_2, \quad C = -B_0 + \gamma C_1 + \gamma^2 C_2, \]

in which \( A_1, D_1, B_0, B_1, B_2, C_1, C_2 \) are all assumed to be of order 1 in powers of \( \gamma \), and which will be specified further lateron. Thus, we obtain \( u_{-1} = -2B_0, u_0 = C_1 - B_1 \) and \( u_1 \) given by

\[ u_1 = (C_2 - B_2) + (C_1 + B_1)z + B_0 (z'_+ + z'_-) + A_1 \rho(\alpha) S_{\alpha, \alpha} + D_1 \rho(\alpha) S_{\alpha, -\alpha}, \]

where \( z \) is given in \( 7.1 \) and \( z'_+ \) in \( 7.7 \). Next we employ the same expansions on the \( Q3 \) quadrilateral \( 5.1 \), where for arbitrary coefficients \( A, B, C, D, \Delta \) is given by \( 5.5 \). Thus, on the equation we can compute the expansion by noting that up to fourth in powers of \( \gamma \) we have:

\[ P = (p^2 - a^2) \left[ 1 - \frac{1}{2} \gamma \frac{\varphi'(\alpha)}{p^2 - a^2} - \frac{1}{4} \gamma^2 \left( \frac{\varphi''(\alpha)}{p^2 - a^2} + \frac{1}{2} \left( \frac{\varphi'(\alpha)}{p^2 - a^2} \right)^2 \right) \right. \]

\[ - \frac{1}{12} \gamma^3 \left( \frac{\varphi'''(\alpha)}{p^2 - a^2} + \frac{3}{2} \frac{\varphi'(\alpha)\varphi''(\alpha)}{(p^2 - a^2)^2} + \frac{3}{4} \left( \frac{\varphi'(\alpha)}{p^2 - a^2} \right)^3 \right) \]

\[ - \frac{1}{48} \gamma^4 \left( \frac{\varphi''''(\alpha)}{p^2 - a^2} + \frac{3}{2} \frac{\varphi''(\alpha)}{(p^2 - a^2)^2} + \frac{2}{(p^2 - a^2)^2} \left( \frac{\varphi'(\alpha)}{p^2 - a^2} \right)^2 \right. \]

\[ \left. + \frac{9}{2} \left( \frac{\varphi'(\alpha)}{p^2 - a^2} \right)^2 + \frac{15}{8} \left( \frac{\varphi'(\alpha)}{p^2 - a^2} \right)^4 \right] + O(\gamma^5), \]

\[ 3\text{We note that the solution } 5.3 \text{ of Q2 presented in Theorem 7.4 depends effectively on three coefficients, } A_1/B_0, D_1/B_0 \text{ and } (B_1 + C_1)/B_0. \text{ We could have replaced these coefficients by single symbols, but for the clarity of the proof we have abstained from doing that.} \]
and similarly for $Q$. Inserting this expansion into the Q3 quadrilateral we obtain up to the required order in powers of $\gamma$

$$Q_{p,q}(u, \tilde{u}, \tilde{\gamma}, \tilde{u}) =$$

$$= \frac{1}{8} \left[ \gamma^2 (\varphi'(\alpha))^2 + \frac{3}{2} \gamma^3 (\varphi'(\alpha))^2 \varphi''(\alpha) \right] + \frac{1}{16} \left[ \gamma^3 (\varphi'(\alpha))^3 + \frac{5}{128} \gamma^4 (\varphi'(\alpha))^4 \right] + \frac{1}{2} \gamma^2 \left[ \frac{1}{2} (\varphi'(\alpha))^2 \left( \frac{3}{(p^2 - a^2)^2} + \frac{3}{(q^2 - a^2)^2} + \frac{2}{(p^2 - a^2)(q^2 - a^2)} \right) + \frac{1}{2} (\varphi'(\alpha))^2 \left( \frac{1}{p^2 - a^2} + \frac{1}{q^2 - a^2} \right) \right]$$

Inserting the expansion (7.10), we find that terms of of order 0 and 1 in powers of $\gamma$ (there are no negative powers) cancel, provided that

$$(\det(A)_0 = \frac{1}{4} u_{-1}^2, \quad (\det(A))_1 = \frac{1}{2} u_{-1} u_0$$

where $(\det(A))_i$ indicates the $i^{th}$ order of the expansion of the determinant, and these hold identically true for the choices of $u_{-1}$ and $u_0$ given above. The dominant order is then quadratic in $\gamma$ and yields the following relation

$$Q_{p,q}(u, \tilde{u}, \tilde{\gamma}, \tilde{u}) =$$

$$= \gamma^2 \left[ \frac{1}{2} (\varphi'(\alpha))^2 \left( \frac{3}{(p^2 - a^2)^2} + \frac{3}{(q^2 - a^2)^2} + \frac{2}{(p^2 - a^2)(q^2 - a^2)} \right) + \frac{1}{2} (\varphi'(\alpha))^2 \left( \frac{1}{p^2 - a^2} + \frac{1}{q^2 - a^2} \right) \right]$$

Thus, if $Q_{p,q}(u, \tilde{u}, \tilde{\gamma}, \tilde{u}) = 0$ as for the Q3 solution we started out with, then the dominant coefficient in the expansion in powers of $\gamma$ must vanish as well, leading to the conclusion that
with the identifications (7.4), as well as setting
\[
v = 2 \frac{u_1}{u_{-1}} + \frac{u_0^2 - 4(\det(A))_2}{u_{-1}^2} - \frac{1}{6} \left( \frac{\varphi''(\alpha)}{\varphi'(\alpha)} - \frac{3 (\varphi''(\alpha))^2}{2 (\varphi'(\alpha))^2} \right)
\]
the function \(v\) obeys the Q2 equation in the form (2.1b) with the identifications (7.4). \(\square\)

7.2. **H-degenerations.** The degenerate limits from the solutions of Q3 to those of the H-equations are obtained through the limit \(\beta \to 0\). As an immediate corollary of theorem 5.1 we have the following result:

**Theorem 7.5.** The following formula
\[
v^{(N)} = i^{n+m} \left[ (A + B(-1)^{n+m}) \rho^{1/2}(\alpha)W_\alpha + (C + D(-1)^{n+m}) \rho^{1/2}(-\alpha)W_{-\alpha} \right],
\]
in which \(W_\pm\) and \(\rho(\pm\alpha)\) are defined as before, constitutes the elliptic \(N\)-soliton solution of the \((H_3)_\Delta\) equation, given in the form
\[
P_\alpha(v\tilde{v} + \tilde{v}v) - Q_\alpha(v\tilde{v} + \tilde{v}v) + 2(p^2 - q^2) \frac{\Delta_\alpha}{P_\alpha Q_\alpha} = 0.
\]
where \(P_\alpha = \sqrt{a^2 - p^2}, Q_\alpha = \sqrt{a^2 - q^2}\), and where
\[
\Delta_\alpha = \varphi'(\alpha) \det(A).
\]
Furthermore, the associated solution
\[
V^{(N)} = i^{n+m} \left[ (A - B(-1)^{n+m}) \rho^{1/2}(\alpha)W_\alpha + (C - D(-1)^{n+m}) \rho^{1/2}(-\alpha)W_{-\alpha} \right],
\]
together with \(v^{(N)}\) are Miura related to the elliptic \(N\)-soliton solution \(w\) of \(H1\) via the relations:
\[
\hat{w} - \hat{w} = \frac{P_\alpha \tilde{v} - Q_\alpha v}{V} - \frac{P_\alpha \tilde{v} - Q_\alpha v}{V} \quad (7.16a)
\]
\[
w - \tilde{w} = \frac{P_\alpha v - Q_\alpha \tilde{v}}{V} - \frac{P_\alpha v - Q_\alpha \tilde{v}}{V} \quad (7.16b)
\]

**Proof.** The proof is by simple expansions of the elliptic functions in the solution (5.3), namely by observing that as \(\beta \to 0\), we have
\[
\rho^{1/2}(\pm\beta) \sim (\pm i)^{n+m} \left[ 1 \pm \beta (\zeta(\xi) - \eta\zeta(\delta) - m\zeta(\varepsilon)) + \frac{1}{2} \beta^2 (\zeta(\xi) - \eta\zeta(\delta) - m\zeta(\varepsilon))^2 + \mathcal{O}(\beta^3) \right],
\]
choosing an appropriate branch of the square root of \(\rho(\beta)\), as well as
\[
\chi_{\alpha,\beta} \to \frac{1}{\beta} - \eta_{\alpha} + \beta \varphi(\xi + \alpha) + \mathcal{O}(\beta^2), \quad \Psi_{\xi}(\alpha + \beta) \to \Psi_{\xi}(\alpha) \left( 1 + \eta_{\alpha} \beta + \mathcal{O}(\beta^2) \right),
\]
\[
\chi_{\beta,\mathcal{K}} \to \frac{1}{\beta} - \eta_{\mathcal{K}} + \beta \varphi(\xi + \mathcal{K}) + \mathcal{O}(\beta^2) \Rightarrow U_{\alpha,\beta} \to \beta(1 - V_\alpha) + \beta^2 Z_\alpha + \mathcal{O}(\beta^3),
\]
in which
\[ Z_\alpha = s^T \eta_K (1 + M)^{-1} \chi_{\alpha,K}^{-1} r \]  
with \( \eta_K = \zeta(\xi + K) - \zeta(\xi) - \zeta(K) \). \hfill (7.18)

Hence,
\[ S_{\alpha,\beta} = \Psi_\xi(\alpha + \beta) [1 - \chi_{\alpha,\beta}U_{\alpha,\beta}] \rightarrow W_\alpha + \beta \Psi_\xi(\alpha)(\eta_\alpha - Z_\alpha) + O(\beta^2) \] \hfill (7.19)

and, thus, we get the limiting behaviour
\[ u^{(N)} \rightarrow u^{(N)} + \beta v' + O(\beta^2) \] \hfill (7.20a)
\[ v' := i^{n+m} \left\{ (A - B(-1)^{n+m}) \rho^{1/2}(\alpha) \left[ \Psi_\xi(\alpha)(\eta_\alpha - Z_\alpha) + (\zeta(\xi) - n\zeta(\delta) - m\zeta(\varepsilon)) W_\alpha \right] 
+ (C - D(-1)^{n+m}) \rho^{1/2}(-\alpha) \left[ \Psi_\xi(-\alpha)(\eta_{-\alpha} - Z_{-\alpha}) + (\zeta(\xi) - n\zeta(\delta) - m\zeta(\varepsilon)) W_{-\alpha} \right] \right\}, \] \hfill (7.20b)
as given in (7.13). In the quadrilateral (5.1) we have the following limits:
\[ P \rightarrow \frac{1}{\beta} P_\alpha + O(\beta), \quad Q \rightarrow \frac{1}{\beta} Q_\alpha + O(\beta) \quad \text{and} \quad \Delta = \varphi'(\alpha)\varphi'(\beta) \det(A) \rightarrow -\frac{2}{\beta^2} \Delta_\alpha, \]
so that the dominant behaviour of the quadrilateral (5.1) reduces to the left-hand side of (7.14). Finally, with \( \Psi_\xi(\pm\beta) \rightarrow \pm\beta^{-1} (1 - \frac{1}{2} \varphi(\xi)\beta^2 + O(\beta^3)) \) we get the expansions
\[ W_\beta = \Psi_\xi(\beta)(1 - V_\beta) \rightarrow \frac{1}{\beta} \left[ 1 - \beta (s^T u^0) - \beta^2 \left( s^T \eta_K u^0 + \frac{1}{2} \varphi(\xi) \right) + O(\beta^3) \right] \]
\[ \Rightarrow \rho^{1/2}(\pm\beta) W_{\pm\beta} \rightarrow \pm \frac{1}{\beta}(\pm i)^{n+m} \left( 1 \pm \beta w + \frac{1}{2} \beta^2 w' + O(\beta^3) \right), \]
where \( w \) is, once again, the solution (4.33) of the equation H1, and where
\[ w' := (\zeta(\xi) - n\zeta(\delta) - m\zeta(\varepsilon) - s^T u^0)^2 - \varphi(\xi) - 2(s^T \eta_K u^0) - (s^T u^0)^2. \hfill (7.21) \]
This implies, in particular, that
\[ U^{(N)} \rightarrow(\beta^{-1} + \frac{1}{2} \beta w') V^{(N)} + w v^{(N)} + O(\beta^2), \]  
(7.22)
from which in turn follow that the relations (5.9) through these expansion reduce to the relations given in (7.16) as \( \beta \rightarrow 0 \). \hfill \Box

The quantity \( v' \) that is obtained in the higher orders of (7.20a) obeys also some interesting relations, which can be easily obtained from (5.9) by pushing the expansions one step further. Thus, as a corollary, we obtain

**Corollary 7.6.** The quantity \( v' \) defined in (7.20b) obeys the following Miura type relations
\[ P_\alpha v' - Q_\alpha v' = (\hat{w} - \tilde{w})\tilde{w} \tilde{v}, \quad P_\alpha v' - Q_\alpha v' = (w - \hat{w})\hat{w} \hat{v}, \] \hfill (7.23a)
\[ P_\alpha v' - Q_\alpha v' = (\hat{w} - \tilde{w})\tilde{w} \]  
\hfill (7.23b)
where \( v \) is the solution of the equation H1 as given in (7.13) and where \( w \) is the solution (4.33) of the equation H1 and where the parameters \( P_\alpha, Q_\alpha \) are given as in Theorem 7.5.
It is noteworthy that the quantity \( w' \), i.e. (7.21), that appears in the higher orders of the expansions is, in fact, the object that solves the H2 equation. Thus, we can state the following:

**Theorem 7.7.** The quantity \( w' \) as defined in (7.21), i.e.

\[
w' = w^2 - \varphi(\xi) - 2(s^T \eta_K u^0) - (s^T u^0)^2,
\]

is a solution of the H2 equation, i.e. it solves the set of relations

\[
w' + \tilde{w}' - p^2 = 2w\tilde{w}, \quad w' + \tilde{w}' - q^2 = 2w\tilde{w},
\]

which is a Miura relation (non-auto-BT) between H1 and H2, where \( w \) is a solution of H1, and where \( w' \) is a solution of

\[
(w' + \tilde{w}') - p^2(\tilde{w}' + \tilde{w}' - p^2) = (w' + \tilde{w}' - q^2)(\tilde{w}' + \tilde{w}' - q^2),
\]

which coincides with (7.24).

**Proof.** To prove Theorem 7.7, we proceed in a similar fashion as in section 4. From (4.18), using (7.21), we have using the definitions:

\[
pK e^{-\eta_k}(1 + \tilde{M})\bar{u}^0 = pK e^{-\eta_k} \bar{r}
\]

\[
= e^{-\eta_k} \bar{r} pK e^{-2\zeta(\delta)K - \zeta(\xi)K} e^{-\eta_k} \Psi(\xi) \Psi(K) r
\]

\[
= e^{\eta_k} \bar{r} e^{-\eta_k} \Psi(\xi) \Psi(K) r = -\left[\xi(\xi) - \zeta(\delta) + \zeta(K) - \zeta(\xi + K)\right] r
\]

\[
= (\eta_K - \eta_\delta) r = \left[(1 + M)pK e^{-\eta_k} - r s^T\right] \bar{u}^0,
\]

where the last step follows by applying (4.10b). Multiplying both sides from the left by \((1 + M)^{-1}\) we obtain the relation

\[
(1 + M)pK e^{-\eta_k} \bar{u}^0 = (1 + M)^{-1} \eta_K r - (\eta_\delta - (s^T \bar{u}^0)) u^0. \tag{7.26a}
\]

In a similar way, using (4.10a), we obtain the relation

\[
pK e^{-\eta_k} \bar{u}^0 = -(1 + \tilde{M})^{-1} (\Delta - \eta_\delta + (s^T u^0)) \bar{u}^0, \tag{7.26b}
\]

taking into account that from the definitions we have \( \eta - \eta_\delta = -\eta_\delta \). Multiplying (7.26a) from the left by \( s^T \) we now compute

\[
s^T pK e^{-\eta_k} \bar{u}^0 = s^T \frac{\Psi(\xi) \Psi(K)}{\Psi(\xi) K} \left[\xi(\xi) + \zeta(K) + \zeta(\xi) - \zeta(\xi + K)\right] \bar{u}^0 = -s^T (\eta_\delta + \tilde{\eta}_K) \bar{u}^0
\]

\[
= s^T (1 + M)^{-1} \eta_K r - (\eta_\delta - (s^T \bar{u}^0)) s^T u^0,
\]

and hence we obtain

\[
- \eta_\delta (s^T \bar{u}^0) - s^T \tilde{\eta}_K \bar{u}^0 = t u^0 \eta_K r - (\eta_\delta - (s^T \bar{u}^0)) (s^T u^0). \tag{7.27}
\]
The same equation is obtained by multiplying (7.26b) from the left by $\tilde{s}^T$ and performing a similar calculation. Using the abbreviations $w_0 := (s^T u^0)$, $w_1 := (s^T \eta K u^0)$ we can rewrite (7.27) more conveniently in the form:

$$w_1 + \tilde{w}_1 = \eta_5 w_0 - \eta_5 \tilde{w}_0 - w_0 \tilde{w}_0 \Rightarrow 2(w_1 + \tilde{w}_1) + w_0^2 + \tilde{w}_0^2 + \eta_5^2 = (w_0 - \tilde{w}_0 + \eta_5)^2.$$  

Using the addition formula for the Weierstrass elliptic function $\eta^2 = (\zeta(\xi + \delta) - \zeta(\xi) - \zeta(\delta))^2 = \wp(\xi + \delta) + \wp(\xi) + \wp(\delta)$ and noting that from the definition (4.33) we have that $\tilde{w} - w = \eta_5 + w_0 - \tilde{w}_0$, we finally obtain;

$$(\wp(\xi) + w_0^2 + 2w_1 - w^2) + \left(\wp(\tilde{\xi}) + \tilde{w}_0^2 + 2\tilde{w}_1 - \tilde{w}^2\right) + \wp(\delta) = -2w \tilde{w} \tag{7.28}$$

which after identifying the expressions between brackets with the object $w'$ in (7.21) leads to the first part of the Miura transform (7.24) setting $\wp(\delta) = p^2$. The other part of the Miura transform follows by the usual replacements, and subsequently the H2 equation for $w'$ is derived by applying the trivial identity $(2w\tilde{w})(2w\tilde{w}) = (2w\tilde{w})(2w\tilde{w})$. □

An alternative proof of Theorem 7.7, using the expansion (7.22), can be readily given, but we believe it is instructive to provide a direct verification based on the form of the solution. We note that the Miura relations (7.24) were first given in [8].
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