Tracking Livestock Using a Fully Connected Network and Kalman Filter
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Abstract. Multiple object tracking (MOT) consists of following the trajectories of different objects in a video with either fixed or moving background. In recent years, the use of deep learning for MOT in the videos recorded by unmanned aerial vehicles (UAVs) has introduced more challenges and hence has a lot of room for extensive research. For the tracking-by-detection method, the three main components, object detector, tracker and data associator, play an equally important role and each part should be tuned to the highest efficiency to increase the overall performance. In this paper, the parameter selection of the Kalman filter and Hungarian algorithm for sheep tracking in paddock videos is discussed. An experimental comparison is presented to show that if the detector is already providing good results, a small change in the system can degrade or improve the tracking capabilities of remaining components. The encouraging results provide an important step in an automated UAV-based sheep tracking system.
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1 Introduction

Research in the field of object tracking—especially multiple object tracking (MOT)—is gaining more and more attention with the increase in demand to automate the systems for crowd estimation, facial recognition, wildlife monitoring, autonomous driving, vehicle detection and surveillance, to name a few. Some applications, like tracking eye movement of drivers for fatigue detection, require the detection and tracking of a single object, while many others like autonomous driving, pedestrians detection, and livestock tracking have to simultaneously track multiple objects in the consecutive video frames. Irrespective of single object tracking, an important step in MOT is to associate the track identities (IDs) with detection, known as data association. This step is needed to keep a track of all those objects that enter or leave any frames and also to keep the IDs associated with respective objects only, especially in occlusion [8].
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MOT can be performed as an online or offline task; online tracking [6] is usually done for real-time applications where future frames are not available and information from the previous frames is used to predict objects’ motion, while offline tracking [15] is usually performed for recorded videos that can utilise the information from past and future frames. However, in both cases, the main challenges are the presence of noise in a video recorded from a low-resolution camera, complex object contour, object occlusion, variation in object scale and blurriness. The use of an unmanned aerial vehicle (UAV) adds more challenges, like a sudden change in the movement pattern of an object due to the fluctuations in the UAV flight in a windy environment and increase in scene complexity due to moving background along with objects. The object size also varies with changes in UAV altitude and results in the loss of most of the distinguishing features. As images and videos from different perspectives are needed for object detection and tracking—rather than using fixed position cameras—the use of UAVs is gaining similar interest in various research areas of computer vision and artificial intelligence.

In this research article, we propose a tracking-by-detection method for livestock detection, tracking and counting using a UAV. The data was collected at different heights using DJI Phantom 3 Pro in sheep farms near Pirinoa, New Zealand. In this article, the results of videos recorded from a height of 80 m are reported. The task of sheep detection was performed using a U-Net model [13,14]. For livestock tracking, a Kalman filter [17] as a motion predictor and Hungarian algorithm [9] as a detection-to-track linker were used. It was observed that as all sheep look tiny and similar from this height, a careful parameter selection is needed for the Kalman filter and Hungarian algorithm to predict the next state close to the actual location. Although the object detector has the main impact on such systems, the adjustment of the tracker and data associator parameters is equally important and a small change can increase the overall efficiency.

2 Related Work

Tracking algorithms are broadly classified in two main categories; (i) detection-based tracking [4] and (ii) detection-free tracking [10]. The detection-based tracking—also known as tracking-by-detection—has a pre-trained object detector to locate objects in each frame as a preliminary step. These values—either as a bounding box or centroid—are used by the tracker to initialize the tracking process. If an object detector fails in its task at any intermediate frame, due to occlusion or any reason, the tracker keeps predicting the object’s state for a few more frames. It is the task of data associator to link the same track with a respective object once it reappears in the video. However, if the object stays undetected for many frames then the track is deleted and a new track is assigned to it later, if needed. Detection-free tracking, on the other hand, requires initialization of the object locations in the first frame and tracks them throughout the video using the objects’ features. It works best for videos recorded by fixed position cameras, which have distinctive objects in the foreground with a non-moving
background. It is not a very useful approach for those videos where objects can enter or leave in the middle of the video.

Siqi Ren, Yue Zhou and Liming He [12] performed MOT by initially dividing detection results into false, high uncertain, and low uncertain categories, and delayed the results of low uncertain detections until the end of the video. They penalized the false detections and constructed a tracking tree for less uncertain detections. This helped them to improve the overall performance of the system. Tubelets with convolutional neural networks (T-CNN) was proposed by Kai Kang et al. [7] as an end-to-end deep learning framework for detection and tracking by incorporating temporal and contextual information. Gaoang Wang et al. [15] also combined temporal and appearance information to generate tracklets by associating detection results in consecutive frames, known as TrackletNet Tracker (TNT). Similarly, Zhongdao Wang et al. [16] proposed a shared MOT model that combined a target detection and appearance model into a single-shot detector in a way that it can simultaneously output detection and update location. Shivani et al. [8] used the Deep Simple Online Real Tracking (Deep SORT) algorithm as a baseline to build their algorithm and used a combination of YOLOv3 and RetinaNet for generating detection results in a video recorded by a drone-mounted camera. Kwangjin Yoon et al. [18] proposed a data association method for MOT using deep neural networks and highlighted the importance of the data association method in tracking-by-detection methods. They used bounding boxes and a track-history as input for long short term memory (LSTM) networks. The final output is an association matrix to show correspondence between tracks and detection. Similarly, a multiple hypothesis tracker (MHT) [3,21] and particle filter [4] can be used with good efficiency but with a comparatively high computational cost. Recent survey papers [5,20] gave a systematic literature review of various MOT algorithms in their four main stages: feature extraction, detection, motion prediction and data association. They highlighted the issues related to MOT and how the complex background and occlusion problems can decrease the performance of any algorithm.

MOT using Kalman filter and different data association methods have been used by many researchers [6,10,19]. To the authors’ knowledge, the literature has revealed that the adjustment of its parameters taking into account the physical context of the objects have not been discussed in detail. Kalman filters have been previously used for tracking large objects in different scenarios. This research article focuses on the parameter adjustment to observe the impact on its performance for tracking many small and similar objects, in videos recorded by a UAV-mounted camera. Instead of using the bounding boxes, the centroid values of the respective sheep are used.

3 Methodology

In the tracking-by-detection method, the object detector plays a vital role in keeping up the overall efficiency of the system. By improving the performance of the detector, it becomes easier for the tracker and data associator to estimate
Fig. 1. A system diagram of livestock detection, tracking and data association, starting from the second frame of the video. A Kalman filter provides the predicted states of the tracks and Hungarian algorithm use these predicted state values and object detector’s estimations to link tracks with detected objects. Correction of tracks is the last step of this system and all tracks are predicted for the upcoming frame in the next time step.

motion and associate detections with existing tracks, respectively. The detector used in this research is a U-Net model to detect sheep in videos recorded by a UAV, which can detect sheep with a very high recall [14] and gives the centroid values of all the detected objects. Offline tracking is performed and Fig. 1 shows the flowchart of our object tracking methodology. It is further explained in the following subsections.

3.1 Object Tracker

Some pre-processing steps were performed to reduce the overall tracking time. It was assumed that the fenced area was pre-defined in video frames and no objects were detected outside the paddock fence. The recorded videos—as well as video frames—were downsampled by a factor of two, and every second frame was fed to the tracker and object detector. The original dimension of each RGB frame was 4096 × 2160 pixels and was reduced to 2048 × 1080 pixels. After these pre-processing steps, the first frame was only used by the object detector to estimate the centroid of each object in the first frame and initialize the Kalman filter accordingly. Figure 1 shows the process from the second frame onward.

The trained U-Net model [14] was used to detect sheep in each frame of the video, and provides two outputs: a probability map and an object count. The mean shift clustering algorithm is applied to the probability map to compute the centroids of the detected sheep in the respective frame. These centroid values, and the object’s velocity in x and y directions, were provided to the Kalman filter [17] as the initial value of the object’s state. Although, the coordinates
are directly provided by the detector, the velocity can be provided in two ways. Either by setting the initial velocity to zero and using higher covariance values for the filter, or using the average velocity of livestock obtained from the information in previous frames. The second option is only valid where all objects are moving with the same velocity, and the same value can be used for all objects. To observe how the tracker adjusts the states in a noisy environment, the results are presented by setting initial velocity to zero. So, for the \( m \)-th object in the \( i \)-th frame, the state vector is provided as

\[
s^m_i = [c^m_{x,i}, v^m_{x,i}, c^m_{y,i}, v^m_{y,i}]^T,
\]

(1)

where \( c^m_{x,i} \) and \( c^m_{y,i} \) are the \( x \)- and \( y \)-coordinates of the true centroid of the \( m \)-th object, and \( v^m_{x,i}, v^m_{y,i} \) are its velocities in the respective directions. For each object, the state in the \( i \)-th frame can be modelled using the value of the state of the respective objects in the \((i-1)\)-th frame as follows

\[
s_i = Fs_{i-1} + w_i,
\]

(2)

where \( F \) is the state transition matrix and \( w_i \) is the process noise, which is zero mean normal distribution with covariance \( Q \). The state transition model is the core of the filter and needs to be designed carefully according to the physical context and motion properties of the tracked object. This is a very crucial step and is a main factor in predicting the next state from the current state. \( Q \) accounts for the unexpected noise in the whole system. For example, in the case of a UAV, a smooth flight can experience disturbances due to gusty wind or the UAV speed may need adjustments repeatedly, hence causing unexpected variations in object motion. This value can be adjusted according to the quality of recorded video and how much variation appeared in the object’s motion.

For each frame, a measurement related to each state can be modelled as

\[
z_i = Hs_i + v_i,
\]

(3)

where \( H \) is the measurement model matrix and \( v_i \) is the observation noise and is also assumed to be zero mean normal distribution with covariance \( R \). Like \( Q \), \( R \) should be adjusted as per the uncertainty of the detector’s output and small values should be used if the detector’s estimations are very accurate. The Kalman filter is a recursive algorithm, that predicts the optimal states before reading the observation, and updates the states using the values provided by the detector for the current frame.

### 3.2 Data Association

The assignment problem was solved using the Hungarian algorithm [9] to link the predicted states of the tracker with the detector’s estimations for the current
frame. It uses a cost matrix that is computed between each value provided by
the detector and the existing tracks. A cost of non-association (CNA) needs
to be provided to adjust the leniency of this assignment task and was adjusted
experimentally. This helped to assign the existing track IDs to the same detected
object, and identify unassigned detections and tracks. The assigned tracks were
sent to the correction step of the filter to correct and update trackers’ states.
New tracks were created for the unassigned detections, while unassigned tracks
were checked against a few conditions to decide whether they should be deleted
or kept in the loop.

Fig. 2. A visual overview of how a video of paddock is recorded using a UAV, with
white ellipses representing sheep. As the UAV moves forward, sheep exit at the bottom
of the current frame, and new sheep enter at the top.

3.3 New and Old Tracks

As the UAV flies over the paddock, many objects leave the frame from the
bottom and many enter the frame through the top, as illustrated in Fig. 2. As
this happens, new tracks need to be created with unique IDs and a few need to
be deleted accordingly. Tracks were terminated using one of the following three
conditions:

1. The visibility of the track was less than 60% and it was visible for less than
two frames,
2. The predicted state of the track was outside the frame dimension,
3. The object linked with the track was not detected consecutively in more than $F_{\text{lost}}$ frames.

The first condition was used to terminate false positive (FP) detections as they appear only a few times in the video, and the second condition was for all those objects which left the frame from the bottom of the video. Such tracks should be deleted as early as possible to avoid an unbounded growth of tracks and reduce computational resources. However, there were some cases where a sheep, standing in a group, was detected in a frame and then the detector was unable to locate it in some consecutive frames. In such situations, the track was kept in the loop for at least $F_{\text{lost}}$ frames and was then deleted afterwards. The third condition was for these kinds of objects and was very crucial.

4 Experimental Evaluation

4.1 Parameter Selection

The height of 80 m for the UAV flight was chosen to keep the paddock fences within a frame from the left and right sides. The UAV moved in one direction only so the objects—sheep—exhibit linear motion of constant velocity. A few sheep showed random non-linear motion in some frames, and the parameters of the Kalman filter and Hungarian algorithm were tuned to cover such issues. The values of the variables used in the prediction step were as follows:

$$
F = \begin{bmatrix}
1 & T_x & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & T_y \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad Q = q I_{4\times 4}, \quad R = r I_{4\times 4}, \quad (4)
$$

where $I_{4\times 4}$ is the $4 \times 4$ identity matrix, and $T_s$ is the sampling interval which was set to 1, and is used to keep the velocity of the object in the respective direction constant. The values of $q$ and $r$ were varied from $[1, 2, 3, 4, 5, 10]$, to see their impact on object tracking. Usually larger values of these covariances ensure that each track is always linked with some detection but this can worsen the condition of ID switching and, hence can degrade the tracking performance. As one of the goals was to count all the sheep in a paddock, a trade-off point needed to be selected between the creation of multiple tracks for a missed object within frame boundaries, or keeping the track until the object appeared again. If a track is deleted and created for such objects this increases the number of false negatives (FNs) in the system. However, the opposite case increases the number of false positives (FP), especially if the predicted location by the tracker is not close to the actual object. To observe this, $F_{\text{lost}}$ was tested for values of $[2, 4, 6, 8, 10]$ frames and the impact of variation among these values is discussed shortly.
4.2 Metrics

There are many metrics defined to evaluate the performance of multiple object tracking [1,2,11], and each one of them covers different aspects of the overall efficiency. The standard MOT evaluation metrics were used to report results in this article. However, it was difficult to compare results with any other researchers’ work, as there are no publicly available datasets of livestock that can be used by others working in our field.

MOT precision (MOTP), MOT accuracy (MOTA) and FP rate (FPR) were used as the main metrics. MOTP measures the tracker’s precision as a motion predictor and is defined as

\[
\text{MOTP} = 1 - \frac{\sum_i d(\hat{c}_i, c_i)}{\sum_i M(i)},
\]

where \( \hat{c}_i \) and \( c_i \) are \( 2 \times 1 \) vectors containing the x- and y-coordinates of the predicted and ground truth centroids of the objects, respectively. \( d(a, b) \) is the Euclidean distance between \( a \) and \( b \), and \( M(i) \) is the number of the matches between \( \hat{c}_i \) and \( c_i \). The closer the predicted and true centroids of the sheep, the lower the Euclidean distance between them, and hence the higher the MOTP.

The MOTA gives a measure of all the errors that occurred during the whole tracking process, and is computed as

\[
\text{MOTA} = 1 - \frac{\sum_i [\text{FP}(i) + \text{FN}(i)]}{\sum_i \text{GT}(i)},
\]

where \( \text{FP}(i) \), \( \text{FN}(i) \) and \( \text{GT}(i) \) represent the number of false positives, false negatives, and ground truth values in the \( i \)-th frame, respectively. The FPR measures the number of FPs as a fraction of the total objects in all the frames, defined as

\[
\text{FPR} = \frac{\sum_i \text{FP}(i)}{\sum_i \text{GT}(i)}.
\]

To count the total livestock in a paddock, the sheep that leave the frame from lower boundary are counted and then the sheep count from the last frame are added.

4.3 Results

Videos were recorded from the same paddock in sunny and cloudy weather, and Fig. 3 shows the first frame from each video. The respective paddock had a total of 352 sheep in it and the recorded videos had between 100 to 250 sheep in each frame. Although the actual sheep count was the same in both videos, the livestock spread was different—as the recording was done on different days—and so there is a difference in the total ground truth values for the respective videos. Thus the cumulative ground truth was 15045 and 19798 in the overcast and sunny videos, respectively.
**Fig. 3.** First frames of videos recorded by the UAV at 80 m altitude in (a) sunny and (b) cloudy weather.

**Table 1.** Tracking performance metrics for various values of the process and measurement noise covariances, $q$ and $r$. CNA and $F_{\text{lost}}$ were set at 20 and 10, respectively. For both weather conditions the total sheep in the paddock were 352.

| (a) Cloudy Conditions – Ground truth matches are 15045 | Metrics | Sheep count | Total FP | Total FN | Total M | FPR | MOTP | MOTA |
|---|---|---|---|---|---|---|---|---|
| Noise covariances | | | | | | | | |
| $q$ and $r$ | | 14989 | 176.61% | 97.61% | −76.98% |
| 1 | 865 | 26571 | 56 |
| 2 | 786 | 21564 | 54 |
| 3 | 753 | 16492 | 52 |
| 4 | 704 | 14055 | 49 |
| 5 | 690 | 12065 | 49 |
| 10 | 528 | 5224 | 50 |

| (b) Sunny Conditions – Ground truth matches are 19798 | Metrics | Sheep count | Total FP | Total FN | Total M | FPR | MOTP | MOTA |
|---|---|---|---|---|---|---|---|---|
| Noise Covariances | | | | | | | | |
| $q$ and $r$ | | 19187 | 3.33% | 92.92% | 93.58% |
| 1 | 384 | 660 | 611 |
| 2 | 353 | 322 | 599 |
| 3 | 352 | 249 | 601 |
| 4 | 352 | 250 | 602 |
| 5 | 351 | 252 | 608 |
| 10 | 350 | 235 | 616 |

The effect of selecting values for parameters such as process and observation noise covariance, CNA and $F_{\text{lost}}$ was observed experimentally. Here, we will refer to $q$ and $r$ both as noise covariance because both values were changed simultaneously. In the first case, values of $F_{\text{lost}}$ and CNA were kept constant at 10 and 20, respectively, and the covariance was varied through $[1, 2, 3, 4, 5, 10]$. Values of $F_{\text{lost}}$ and CNA were selected to keep the system a bit relaxed in terms of deleting the invalid tracks, and data assignment task respectively. The variation in the performance of system during this process is shown in Table 1. For the video recorded in cloudy weather the value of MOTA was negative for lower values of the covariance. New track IDs were created repeatedly for the existing tracks, and this kept on increasing the cumulative values of FP and FN with each new frame and resulted in a higher value of the numerator in Eq. 6. Hence,
MOTA was negative for lower values of noise covariance, but this was not the case for the other video. One of the reasons behind higher rate of new tracks creation for the first video is that the Kalman filter was unable to predict the next location of the sheep properly and the lower CNA was letting the filter create new tracks instead of linking them with existing ones. We were observing multiple ID switches in both videos for higher values of covariance, and a value of 2 was used while observing the effect of variation in other parameters on the system.

Table 2. Tracking performance metrics for various values of CNA. Values of \( q \), \( r \) and \( F_{\text{lost}} \) were set at 2, 2 and 10, respectively. For both weather conditions the total sheep in the paddock were 352.

(a) Cloudy Conditions – Ground truth matches are 15045

| CNA | Metrics | Sheep count | Total FP | Total FN | Total M | FPR | MOTP | MOTA |
|-----|---------|-------------|----------|----------|---------|------|------|------|
| 20  | 786     | 21564       | 54       | 14991    | 143.33% | 97.66% | -43.69% |
| 40  | 361     | 105         | 47       | 14998    | 0.70%   | 97.60% | 98.99% |
| 60  | 353     | 46          | 43       | 15002    | 0.31%   | 97.48% | 99.41% |
| 80  | 353     | 37          | 42       | 15003    | 0.25%   | 97.41% | 99.47% |
| 100 | 353     | 37          | 42       | 15003    | 0.25%   | 97.41% | 99.47% |

(b) Sunny Conditions – Ground truth matches are 19798

| CNA | Metrics | Sheep count | Total FP | Total FN | Total M | FPR | MOTP | MOTA |
|-----|---------|-------------|----------|----------|---------|------|------|------|
| 20  | 353     | 322         | 599      | 19199    | 1.63%   | 92.70% | 95.35% |
| 40  | 350     | 191         | 595      | 19203    | 0.96%   | 92.74% | 96.03% |
| 60  | 350     | 191         | 595      | 19203    | 0.96%   | 92.74% | 96.03% |
| 80  | 350     | 190         | 595      | 19203    | 0.96%   | 92.74% | 96.03% |
| 100 | 350     | 193         | 601      | 19197    | 0.97%   | 92.80% | 95.99% |

Next the values of noise covariance and \( F_{\text{lost}} \) were fixed at 2 and 10 respectively, while CNA was varied between \([20, 40, 60, 80, 100]\). The higher values of CNA improved the system’s efficiency, shown in Table 2, as new tracks were only created for those sheep that enter the frame from the top or those which were not detected by the object locator in the previous few frames. For both videos, little variation was observed above the value of 60 for CNA, and as per the presented results, the value of 80 was considered to be a good option for both cases. However, as tracks for the undetected objects were still allowed to stay for at least 10 frames, a reduction in this value can reduce the number of FPs and FNs.

The next observations were made using the noise covariance value of 2, CNA equal to 80 and \( F_{\text{lost}} \) varied on \([2, 4, 6, 8, 10]\). The results with these settings for
both videos are shown in Table 3. The system’s response is slightly different for both videos and the MOTA decreased if tracks were kept for more than 4 and 2 frames in the video recorded in cloudy and sunny weather, respectively. The best values of MOTA were observed to be 99.55% and 96.26%. For the second video, as the detector was not detecting a few sheep in some consecutive frames, it caused higher a cumulative FN for all the cases. Still, 96.26% shows a good performance of the overall system. The experimental evaluation shows that the best selection of the covariance values in the Kalman filter for tracking small objects should be close to the radius of tracked objects. Higher values may lead to an ID switch or mismatch error. Also, even if the Kalman filter is at its best performance, the data linker can degrade the performance by not linking the tracks with corresponding detected objects when the value of CNA is less. The main parameter of our concern is MOTA as it covers the different types of errors made by the tracking system, and it was improved by reducing the $F_{\text{lost}}$ value, as shown in Table 3.

Table 3. Tracking performance metrics for various values of $F_{\text{lost}}$. The process and measurement noise covariances, $q$ and $r$, and CNA were set at 2, 2 and 80, respectively. For both weather conditions the total sheep in the paddock were 352.

| Threshold $F_{\text{lost}}$ (frames) | Metrics          | Sheep count | Total FP | Total FN | Total M | FPR  | MOTP  | MOTA  |
|-------------------------------------|------------------|-------------|----------|----------|--------|------|-------|-------|
| (a) Cloudy Conditions – Ground truth matches are 15045 |                  |             |          |          |        |      |       |       |
| 2                                   |                  | 350         | 19       | 53       | 14992  | 0.12%| 97.76%| 99.52%|
| 4                                   |                  | 352         | 25       | 43       | 15002  | 0.17%| 97.53%| 99.55%|
| 6                                   |                  | 352         | 31       | 43       | 15002  | 0.21%| 97.52%| 99.51%|
| 8                                   |                  | 353         | 35       | 42       | 15003  | 0.23%| 97.45%| 99.49%|
| 10                                  |                  | 353         | 37       | 42       | 15003  | 0.25%| 97.41%| 99.47%|
| (b) Sunny Conditions – Ground truth matches are 19798 |                  |             |          |          |        |      |       |       |
| 2                                   |                  | 344         | 75       | 666      | 19132  | 0.38%| 93.77%| 96.26%|
| 4                                   |                  | 346         | 116      | 628      | 19170  | 0.59%| 93.42%| 96.24%|
| 6                                   |                  | 346         | 145      | 611      | 19187  | 0.73%| 93.08%| 96.18%|
| 8                                   |                  | 348         | 172      | 601      | 19197  | 0.87%| 92.77%| 96.09%|
| 10                                  |                  | 350         | 190      | 595      | 19203  | 0.96%| 92.74%| 96.03%|

Figure 4 shows a case of FN and FP from one of the intermediate frames. The blue color shows an FN instance, and the Kalman filter has predicted the location of this sheep at a different location which is shown in cyan color. In this case the system gives one FN and one FP instance. The red color shows that the detector was unable to detect the object, however, the Kalman filter predicted the location correctly in this frame. It is neither an FP nor an FN case and still counted as a matched track. Figure 5 shows that if the sheep is not detected for any less than $F_{\text{lost}}$ frames, the same track ID is assigned to it later. These are the sub-images cropped from four consecutive frames and show two such cases
Fig. 4. The cyan color shows an FP detection, the blue shows an FN instance and red shows that the detector does not estimate this object but tracker estimated the object location perfectly. (Color figure online)

Fig. 5. Cropped sub-images from four successive frames (left to right). In the second frame the sheep with track ID 117 was not detected by the object detector but was tracked successfully by the Kalman filter. In the third frame it was detected again and same track ID was assigned to it. The same issue occurred for the sheep with track ID 116 in the third and fourth frames.

of sheep with IDs 116 and 117. Both of these figures were captured when the values of $q$, $r$, $F_{\text{lost}}$, and CNA were set to 2, 2, 4 and 80 respectively.

Finally, Figs. 7 and 6 show the overlaying graphs of ground truth and matched object counts, which are referred as true count and matched count, respectively. The difference of these values was higher in the case of sunny video as the detector was missing a few sheep in each frame. However, a maximum per frame difference of one and ten was observed in the cloudy and sunny videos, respectively.
Fig. 6. True and matched counts in respective frames for the video recorded in sunny weather, the lower plot highlights the per frame difference between these two values. In this video the object detector failed to detect a few sheep in multiple frames which degraded the performance of the overall system too. A maximum difference of 10 sheep was recorded in 39-th frame of this video.

Fig. 7. True and matched counts in respective frames for the video recorded in cloudy weather, the lower plot highlights the per frame difference between these two values. The object detector used performs better in cloudy weather, and this is illustrated in the maximum tracking error of one being recorded.

5 Conclusion

In this paper, we presented an offline, tracking-by-detection method for livestock tracking in videos recorded by a UAV-mounted camera. We used our previous object detector whose high accuracy made tuning the tracking parameters an achievable task. Parameters of the Kalman filter and Hungarian algorithm were tuned to improve the performance of the overall system. With the best combinations of these parameters, MOTAs of 99% and 96% were achieved in different
weather conditions. However, such performance may not be possible if the object
detector failure rate increases beyond a certain limit.

Future work will include capturing and labelling more videos including ones
at higher altitudes.
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