POLYVECTOR FIELDS AND POLYDIFFERENTIAL OPERATORS
ASSOCIATED WITH LIE PAIRS
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Abstract. We prove that the spaces \( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{T}_{\text{poly}} \) and \( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_{\text{poly}} \) associated with a Lie pair \((L, A)\) each carry an \( L_\infty \) algebra structure canonical up to an \( L_\infty \) isomorphism with the identity map as linear part. These two spaces serve, respectively, as replacements for the spaces of formal polyvector fields and formal polydifferential operators on the Lie pair \((L, A)\). Consequently, both \( H^\bullet_{CE}(A, \mathcal{T}_{\text{poly}}) \) and \( H^\bullet_{CE}(A, \mathcal{D}_{\text{poly}}) \) admit unique Gerstenhaber algebra structures. Our approach is based on homotopy transfer and the construction of a Fedosov dg Lie algebroid (i.e. a dg foliation on a Fedosov dg manifold).
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INTRODUCTION

The algebraic structures of the spaces of polyvector fields and of polydifferential operators on a manifold play a crucial role in deformation quantization: Kontsevich’s famous formality theorem asserts that, for a smooth manifold $M$, the Hochschild–Kostant–Rosenberg map extends to an $L_\infty$ quasi-isomorphism from the dgla of polyvector fields on $M$ to the dgla of polydifferential operators on $M$ [25, 46, 13, 9, 10].

In this paper, we study the algebraic structures of “polyvector fields” and “polydifferential operators” on Lie pairs. Throughout the paper, we use the symbol $\mathbb{k}$ to denote either of the fields $\mathbb{R}$ and $\mathbb{C}$. A Lie algebroid over $\mathbb{k}$ is a $k$-vector bundle $L \to M$ together with a bundle map $g : L \to T_M \otimes_{\mathbb{R}} \mathbb{k}$ called anchor and a Lie bracket $[-,-]$ on the sections of $L$ such that $g : \Gamma(L) \to \mathcal{X}(M) \otimes_{\mathbb{R}} \mathbb{k}$ is a morphism of Lie algebras and

$$[X,fY] = f[X,Y] + g_X(f)Y,$$

for all $X,Y \in \Gamma(L)$ and $f \in C^\infty(M,\mathbb{k})$. By a Lie pair $(L,A)$, we mean an inclusion $A \hookrightarrow L$ of Lie algebroids over a smooth manifold $M$.

Lie pairs arise naturally in a number of classical areas of mathematics such as Lie theory, complex geometry, foliation theory, and Poisson geometry. A complex manifold $X$ determines a Lie pair over $\mathbb{C}$: viz. $L = T_X \otimes \mathbb{C}$ and $A = T_X^{0,1}$. A foliation $F$ on a smooth manifold $M$ determines a Lie pair over $\mathbb{R}$: viz. $L = T_M$ and $A = T_F$ is the integrable distribution on $M$ tangent to the foliation $F$. A manifold equipped with an action of a Lie algebra $\mathfrak{g}$ gives rise to a Lie pair in a natural way (see [39, Example 5.5] and [33, 31]).

Given a Lie pair $(L,A)$, the quotient $L/A$ is naturally an $A$-module [11]. When $L$ is the tangent bundle to a manifold $M$ and $A$ is an integrable distribution on $M$, the infinitesimal $A$-action on $L/A$ is given by the Bott connection [7].

A Lie pair $(L,A)$ gives rise to two natural cochain complexes

$$\left( \text{tot} \left( \Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^\bullet, d_A^{\text{Bott}} \right) \right) \quad \text{and} \quad \left( \text{tot} \left( \Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet, d_A^\bullet + \delta_{\mathcal{F}} \right) \right)$$

constructed as follows. Denoting the algebra of smooth functions on the manifold $M$ by $R$, we set $\mathcal{T}_{\text{poly}}^\bullet = \bigoplus_{k=-1}^\infty \mathcal{T}_{\text{poly}}^k$, where $\mathcal{T}_{\text{poly}}^{-1} = R$ and $\mathcal{T}_{\text{poly}}^k = \Gamma(\Lambda^{k+1}(L/A))$ for $k \geq 0$. The Bott $A$-connection on $L/A$ makes every $\mathcal{T}_{\text{poly}}^k$ an $A$-module. We can thus consider the complex of $A$-modules with trivial differential

$$0 \longrightarrow \mathcal{T}_{\text{poly}}^{-1} \longrightarrow \mathcal{T}_{\text{poly}}^0 \longrightarrow \mathcal{T}_{\text{poly}}^1 \longrightarrow \mathcal{T}_{\text{poly}}^2 \longrightarrow \cdots$$

Its Chevalley–Eilenberg cohomology $\mathbb{H}^\bullet_{\text{CE}}(A, \mathcal{T}_{\text{poly}}^\bullet)$ is the cohomology of the total cochain complex

$$\left( \text{tot} \left( \Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^\bullet, d_A^{\text{Bott}} \right) \right).$$

Similarly, denoting the universal enveloping algebra of the Lie algebroid $L$ by $\mathcal{U}(L)$, we set $\mathcal{D}_{\text{poly}}^\bullet = \bigoplus_{k=-1}^\infty \mathcal{D}_{\text{poly}}^k$, where $\mathcal{D}_{\text{poly}}^{-1} = R$; $\mathcal{D}_{\text{poly}}^0 = \frac{\mathcal{U}(L)}{\mathcal{U}(L)\Gamma(A)}$; and $\mathcal{D}_{\text{poly}}^k$ with $k \geq 0$ is the tensor product $\mathcal{D}_{\text{poly}}^0 \otimes_R \cdots \otimes_R \mathcal{D}_{\text{poly}}^0 (k+1)$-copies of the left $R$-module $\mathcal{D}_{\text{poly}}^0$. Multiplication in $\mathcal{U}(L)$ from the left by elements of $\Gamma(A)$ (and $R$) induces an $A$-module structure on the quotient $\frac{\mathcal{U}(L)}{\mathcal{U}(L)\Gamma(A)}$. This action of $A$ on $\mathcal{D}_{\text{poly}}^0$ extends naturally to an action of $A$ on $\mathcal{D}_{\text{poly}}^k$ for each $k \geq 1$. In fact, $\mathcal{T}_{\text{poly}}^k$ is a
The cohomological ramifications of Lie pairs as building blocks...
Hereunder, we proceed to give a more detailed outline of the construction.

Given a Lie pair \((L, A)\) and having chosen some additional geometric data, one can endow the graded manifold \(M = L[1] \oplus L/A\) with a homological vector field \(Q\) encoding the formal geometry of the Lie pair. The resulting dg manifold \((M, Q)\) is called a Fedosov dg manifold \([45]\). It turns out that there exists a natural dg integrable distribution \(\mathcal{F} \subset T_M\) on \((M, Q)\). In other words, the tangent dg Lie algebroid \(T_M \to M\) arising from the Fedosov dg manifold \((M, Q)\) admits a natural dg Lie subalgebroid \(\mathcal{F} \to M\). We call this dg Lie algebroid \(\mathcal{F} \to M\) a Fedosov dg Lie algebroid.

Lie algebroids being generalizations of tangent bundles, the notions of polyvector fields and of polydifferential operators admit generalizations to the broader context of Lie algebroids. The spaces of (generalized) polyvector fields and of (generalized) polydifferential operators each admit a natural dgla structure and the cohomology of this dgla is in fact a Gerstenhaber algebra \([54, 55]\). The notions of polyvector fields and of polydifferential operators can be extended further in an appropriate sense to the context of \(dg\) Lie algebroids. This yields again a pair of dgla’s whose cohomologies are Gerstenhaber algebras.

More precisely, in the context of a dg Lie algebroid \(\mathcal{L} \to M\), a \(k\)-vector field is a section of the vector bundle \(\Lambda^k\mathcal{L} \to M\) while a \(k\)-differential operator is an element of \((s\mathcal{U}(\mathcal{L}))^\otimes k\), the tensor product (as left \(C^\infty(M)\)-modules) of \(k\) copies of the suspended universal enveloping algebra \(s\mathcal{U}(\mathcal{L})\).

It is clear that the differential \(Q : \Gamma(\mathcal{L}) \to \Gamma(\mathcal{L})\), the homological vector field \(Q : C^\infty(M) \to C^\infty(M)\), and the Lie bracket on \(\Gamma(\mathcal{L})\) encoding the dg Lie algebroid structure of \(\mathcal{L} \to M\) extend naturally to a degree \((+1)\) differential \(Q : \Gamma(\Lambda^{k+1}\mathcal{L}) \to \Gamma(\Lambda^{k+1}\mathcal{L})\) and a Schouten bracket \([\cdot, \cdot] : \Gamma(\Lambda^{u+1}\mathcal{L}) \otimes \Gamma(\Lambda^{v+1}\mathcal{L}) \to \Gamma(\Lambda^{u+v+1}\mathcal{L})\) — see Section 2.1 for more details. The resulting triple \((\text{tot} \oplus \Gamma(\Lambda^*\mathcal{L}), Q, [\cdot, \cdot])\) is a dgla.

The universal enveloping algebra of a \(dg\) Lie algebroid \(\mathcal{L} \to M\), which is defined by adapting the construction of the universal enveloping algebra of a Lie algebroid, is a dg Hopf algebroid \(\mathcal{U}(\mathcal{L})\) over the dgca \(R = C^\infty(M)\). For each \(k \geq 0\), the dg structure on the dg Lie algebroid \(\mathcal{L} \to M\) determines a differential \(Q : (\mathcal{U}(\mathcal{L}))^\otimes k \to (\mathcal{U}(\mathcal{L}))^\otimes k\) of degree \((+1)\). A Hochschild coboundary differential \(d_{\mathcal{X}} : (\mathcal{U}(\mathcal{L}))^\otimes k \to (\mathcal{U}(\mathcal{L}))^\otimes k\) and a Gerstenhaber bracket \([\cdot, \cdot] : (\mathcal{U}(\mathcal{L}))^\otimes u+1 \otimes (\mathcal{U}(\mathcal{L}))^\otimes v+1 \to (\mathcal{U}(\mathcal{L}))^\otimes u+v\) can be defined explicitly in terms of the dg Hopf algebroid structure. The resulting triple \((\text{tot} \oplus (\mathcal{U}(\mathcal{L}))^\otimes k, Q + d_{\mathcal{X}}, [\cdot, \cdot])\) is a dgla.

The “polyvector fields” and “polydifferential operators” associated with a Fedosov dg Lie algebroid \(\mathcal{F} \to M\) may be viewed geometrically as polyvector fields and polydifferential operators tangent to the dg foliation \(\mathcal{F}\) on the Fedosov dg manifold \((M, Q)\). In fact, one can identify the “polyvector fields” \((\text{tot} \oplus \Gamma(\Lambda^*\mathcal{F}), Q)\) and “polydifferential operators” \((\text{tot} \oplus (\mathcal{U}(\mathcal{F}))^\otimes k, Q + d_{\mathcal{X}})\) associated with \(\mathcal{F} \to M\) to a pair of cochain complexes

\[
(\text{tot}(\Gamma(\Lambda^*\mathcal{L}) \otimes_R \mathcal{T}^{\bullet}_{\text{poly}}, Q)) \quad \text{and} \quad (\text{tot}(\Gamma(\Lambda^*\mathcal{L}^\vee) \otimes_R \mathcal{D}^{\bullet}_{\text{poly}}, [Q + m, -]), \quad (4)
\]

where \(\mathcal{T}^{\bullet}_{\text{poly}}\) denotes the formal polyvector fields and \(\mathcal{D}^{\bullet}_{\text{poly}}\) the formal polydifferential operators tangent to the fibers of the vector bundle \(L/A \to M\).

The next step and key ingredient of the construction consists in establishing the following pair of contractions of Dolgushev–Fedosov type:

\[
\left(\text{tot}(\Gamma(\Lambda^*\mathcal{L}) \otimes_R \mathcal{T}^{\bullet}_{\text{poly}}, d_{\mathcal{A}}^{\text{Bott}})\right) \Longleftrightarrow \left(\text{tot}(\Gamma(\Lambda^*\mathcal{L}^\vee) \otimes_R \mathcal{T}^{\bullet}_{\text{poly}}, \mathcal{L}Q)\right) \quad \text{and} \quad (5)
\]

and

\[
\left(\text{tot}(\Gamma(\Lambda^*\mathcal{L}) \otimes_R \mathcal{D}^{\bullet}_{\text{poly}}, d_{\mathcal{A}}^J + \partial_{\mathcal{X}})\right) \Longleftrightarrow \left(\text{tot}(\Gamma(\Lambda^*\mathcal{L}^\vee) \otimes_R \mathcal{D}^{\bullet}_{\text{poly}}, [Q + m, -])\right) \quad \text{and} \quad (6)
\]
Finally, we use the homotopy transfer theorem for $L_\infty$ algebras [5, 22, 17] — see also [1, 16, 6, 14, 15] — to push the $L_\infty$ structures carried by the complexes (4) (the r.h.s. of the contractions (5) and (6)) to the complexes (1) (the l.h.s. of the contractions (5) and (6)). Furthermore, we prove that the resulting $L_\infty$ algebra structures on the complexes (1) are unique up to $L_\infty$ isomorphisms having the identity map as linear part and are therefore (essentially) independent of the choice of geometric data made in the construction of the Fedosov dg Lie algebroid. Moreover, we prove that the two cochain maps in the above contractions (5) and (6) are compatible with the associative algebra structures given by the wedge and cup products respectively.

Finally, combining these facts, we are able to prove the following theorem, which is the main result of the paper.

**Theorem A.** Let $(L, A)$ be a Lie pair.

1. The cohomology groups $\mathbb{H}^\bullet_{CE}(A, T^\bullet_{poly})$ and $\mathbb{H}^\bullet_{CE}(A, D^\bullet_{poly})$ admit canonical Gerstenhaber algebra structures.
2a. The spaces $\text{tot} (\Gamma(A^\bullet A^\vee) \otimes_R T^\bullet_{poly})$ and $\text{tot} (\Gamma(A^\bullet A^\vee) \otimes_R D^\bullet_{poly})$ admit $L_\infty$ algebra structures with the operators $d_A^{\text{Bott}}$ and $d_A^L + \partial_{\mathcal{F}}$ as their respective unary brackets.
2b. These $L_\infty$ algebra structures are unique up to $L_\infty$ isomorphisms having the identity map as linear part.
2c. The binary brackets are compatible with the associative products (viz. the wedge product and the cup product respectively) in the sense that the graded Leibniz rule holds up to homotopy.

The above theorem is a synthesis of Propositions 3.9, 3.24 and 3.26 from this paper. We remark that, in Theorem A (2c), we only claim what is needed to ensure that the resulting cohomology groups are Gerstenhaber algebras, but in fact the $L_\infty$ algebra structures are unique up to $L_\infty$ isomorphisms having the identity map as linear part.

When the Lie algebroid $L$ arises as the matched sum $A \bowtie B$ of a matched pair $(A, B)$ of Lie algebroids, i.e. when the short exact sequence $0 \to A \to L \to L/A \to 0$ admits a splitting $j : L/A \to L$ whose image $B := j(L/A)$ is a subalgebroid of $L$, the $L_\infty$ algebra structures on $\text{tot} (\Gamma(A^\bullet A^\vee) \otimes_R T^\bullet_{poly})$ and $\text{tot} (\Gamma(A^\bullet A^\vee) \otimes_R D^\bullet_{poly})$ in Theorem A turn out to be dgla’s and admit a much simpler description than in the case of a generic Lie pair. Indeed, in the case of a matched pair, the dg manifold $(A[1] \oplus B, d_A^{\text{Bott}})$ is a dg Lie algebroid over the dg manifold $(A[1], d_A)$ whose associated cochain complexes of polyvector fields and polydifferential operators are isomorphic to $\big( \text{tot} \Gamma(A^\bullet A^\vee \otimes \Lambda^{*+1}B), d_A^{\text{Bott}} \big)$ and $\big( \text{tot} \Gamma(A^\bullet A^\vee) \otimes_R \mathcal{U}(B)^{*+1}, d_A^L + \partial_{\mathcal{F}} \big)$, respectively, and are therefore naturally naturally dgla’s when endowed with the usual Schouten bracket and the usual Gerstenhaber bracket, respectively.

**Theorem B.** If, in a Lie pair $(L, A)$, the Lie algebroid $L$ arises as the matched sum $A \bowtie B$ of a matched pair $(A, B)$ of Lie algebroids — i.e. the short exact sequence $0 \to A \to L \to L/A \to 0$ admits a splitting $j : L/A \to L$ whose image $B := j(L/A)$ is a Lie subalgebroid of $L$ — then the $L_\infty$ algebra structures of Theorem A on

\[ \text{tot} (\Gamma(A^\bullet A^\vee) \otimes_R T^\bullet_{poly}) \quad \text{and} \quad \text{tot} (\Gamma(A^\bullet A^\vee) \otimes_R D^\bullet_{poly}) \]

are actually dgla’s and are respectively isomorphic to

\[ \big( \text{tot} \Gamma(A^\bullet A^\vee \otimes \Lambda^{*+1}B), d_A^{\text{Bott}}, [-, -] \big) \quad \text{and} \quad \big( \text{tot} \Gamma(A^\bullet A^\vee) \otimes_R \mathcal{U}(B)^{*+1}, d_A^L + \partial_{\mathcal{F}}, [-, -] \big), \]
the dgla’s of polyvector fields and of polydifferential operators arising from the dg Lie algebroid $A[1] \oplus B \to A[1]$. The isomorphisms are canonical. Furthermore, the Gerstenhaber algebra structures on the corresponding cohomology groups
\[ H^\bullet_{\text{CE}}(A, \mathcal{T}_{\text{poly}}) \quad \text{and} \quad H^\bullet_{\text{CE}}(A, \mathcal{D}_{\text{poly}}) \]
are isomorphic to the canonical Gerstenhaber algebra structures on
\[ H^\bullet_{\text{CE}}(A, \Lambda^{*+1}B) \quad \text{and} \quad H^\bullet_{\text{CE}}(A, \mathcal{U}(B)^{\otimes^{*+1}}), \]
respectively.

Finally, let us recall that the well-known Hochschild–Kostant–Rosenberg map for ordinary smooth manifolds admits a natural generalization as a morphism from $\operatorname{tot} (\Gamma(\Lambda^* A^\vee) \otimes_R \mathcal{T}_{\text{poly}})$ to $\operatorname{tot} (\Gamma(\Lambda^* A^\vee) \otimes_R \mathcal{D}_{\text{poly}})$, which is still a quasi-isomorphism of cochain complexes and thus induces, on the cohomology level, an isomorphism from $H^\bullet_{\text{CE}}(A, \mathcal{T}_{\text{poly}})$ to $H^\bullet_{\text{CE}}(A, \mathcal{D}_{\text{poly}})$. However, there is a significant difference compared to the case of ordinary smooth manifolds: the Hochschild–Kostant–Rosenberg map for Lie pairs does not in general respect the Gerstenhaber algebra structures on cohomology. Nevertheless, it is always possible to remedy this defect: the Hochschild–Kostant–Rosenberg morphism must be twisted. Doing so involves techniques developed by Kontsevich in the proof of his formality theorem [25] — see also [46]. Indeed, the present paper provides the foundation for an ulterior paper [30] establishing a formality theorem for Lie pairs and an ensuing Kontsevich–Duflo type theorem describing the precise relationship between the Gerstenhaber algebra structures on $H^\bullet_{\text{CE}}(A, \mathcal{T}_{\text{poly}})$ and $H^\bullet_{\text{CE}}(A, \mathcal{D}_{\text{poly}})$ revealed in Theorem A.
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1. Polydifferential operators and polyvector fields for Lie pairs

1.1. Chevalley–Eilenberg cohomology. Let $A \to M$ be a Lie algebroid. The Chevalley–Eilenberg cohomology $H^k_{\text{CE}}(A, \mathcal{E}^*)$ in degree $k$ of a complex of left $\mathcal{U}(A)$-modules is the total cohomology in degree $k$ of the double complex
\[
\begin{array}{ccccccc}
0 & \to & \mathcal{E}^{-1} & \overset{d}{\to} & \mathcal{E}^0 & \overset{d}{\to} & \mathcal{E}^1 & \overset{d}{\to} & \mathcal{E}^2 & \overset{d}{\to} & \cdots \\
\end{array}
\]

\[
\begin{array}{ccccccc}
\vdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \hdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \vdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \hdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \vdots \\
\Gamma(\Lambda^0 A^\vee) \otimes_R \mathcal{E}^1 & \overset{d_A^\mathcal{E}}{\to} & \Gamma(\Lambda^1 A^\vee) \otimes_R \mathcal{E}^1 & \overset{d_A^\mathcal{E}}{\to} & \Gamma(\Lambda^2 A^\vee) \otimes_R \mathcal{E}^1 & \overset{d_A^\mathcal{E}}{\to} & \cdots \\
\vdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \hdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \vdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \hdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \vdots \\
\Gamma(\Lambda^0 A^\vee) \otimes_R \mathcal{E}^0 & \overset{d_A^\mathcal{E}}{\to} & \Gamma(\Lambda^1 A^\vee) \otimes_R \mathcal{E}^0 & \overset{d_A^\mathcal{E}}{\to} & \Gamma(\Lambda^2 A^\vee) \otimes_R \mathcal{E}^0 & \overset{d_A^\mathcal{E}}{\to} & \cdots \\
\vdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \hdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \vdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \hdots & \hspace{1cm} \overset{id \otimes d}{\uparrow} & \vdots \\
\Gamma(\Lambda^0 A^\vee) \otimes_R \mathcal{E}^{-1} & \overset{d_A^\mathcal{E}}{\to} & \Gamma(\Lambda^1 A^\vee) \otimes_R \mathcal{E}^{-1} & \overset{d_A^\mathcal{E}}{\to} & \Gamma(\Lambda^2 A^\vee) \otimes_R \mathcal{E}^{-1} & \overset{d_A^\mathcal{E}}{\to} & \cdots \\
\end{array}
\]

When we say that the above diagram is a double complex, we mean in particular that each square of the grid commutes. Hence the total cohomology is the cohomology of the complex
\[
\bigoplus_{p+q=k} \Gamma(\Lambda^p A^\vee) \otimes_R \mathcal{E}^q, d_A^\mathcal{E} + id \otimes d \bigg).
Recall that, the degree of the operator \( d \) being +1, the usual sign convention for the tensor product of linear maps in the presence of gradings dictates that

\[
(id \otimes d)(\omega \otimes e) = (-1)^p \omega \otimes d(e), \quad \forall \omega \in \Gamma(A^p A^\vee), \; \forall e \in \mathcal{E}^*.
\]  

(7)

1.2. Polydifferential operators. Given a Lie pair \((L, A)\), let \(D_{\text{poly}}^{-1} \) denote the algebra \( R \) of smooth functions on the manifold \( M \), let \( D_{\text{poly}}^0 \) denote the left \( U(A) \)-module \( \mathcal{U}(L)_{\mathcal{U}(A)} \), let \( D_{\text{poly}}^k \) denote the tensor product \( D_{\text{poly}}^0 \otimes_R \cdots \otimes_R D_{\text{poly}}^0 \) of \((k+1)\) copies of the left \( R \)-module \( D_{\text{poly}}^0 \) and set \( D_{\text{poly}}^* = \bigoplus_{k=1}^{\infty} D_{\text{poly}}^k \).

Since \( D_{\text{poly}}^k \) is a left \( U(A) \)-module and \( U(A) \), as a Hopf algebroid, is endowed with a comultiplication, \( D_{\text{poly}}^k \) is also naturally a left \( U(A) \)-module for each \( k \geq -1 \) [55].

Furthermore, the comultiplication \( \Delta : \mathcal{U}(L) \to \mathcal{U}(L) \otimes_R \mathcal{U}(L) \) on the universal enveloping algebra \( \mathcal{U}(L) \) induces a comultiplication

\[
\Delta : D_{\text{poly}}^0 \to D_{\text{poly}}^0 \otimes_R D_{\text{poly}}^0
\]

since

\[
\Delta(\mathcal{U}(L) \Gamma(A)) \subseteq \mathcal{U}(L) \otimes_R (\mathcal{U}(L) \Gamma(A)) + (\mathcal{U}(L) \Gamma(A)) \otimes_R \mathcal{U}(L)
\]

— see [29, Sections 2.2 and 2.3].

Lemma 1.1 ([29]). The \( \mathcal{U}(A) \)-module \( D_{\text{poly}}^0 \) is a cocommutative coassociative coalgebra over \( R \) whose comultiplication \( \Delta : D_{\text{poly}}^0 \to D_{\text{poly}}^0 \otimes_R D_{\text{poly}}^0 \) is a morphism of \( \mathcal{U}(A) \)-modules.

Following [55, Equation (98)], introduce the Hochschild differential \( d_\mathcal{H} : D_{\text{poly}}^{k-1} \to D_{\text{poly}}^k \) defined by

\[
d_\mathcal{H}(u_1 \otimes \cdots \otimes u_k) = 1 \otimes u_1 \otimes \cdots \otimes u_k + \sum_{i=1}^{k} (-1)^i u_1 \otimes \cdots \otimes u_{i-1} \otimes \Delta(u_i) \otimes u_{i+1} \otimes \cdots \otimes u_k + (-1)^{k+1} u_1 \otimes \cdots \otimes u_k \otimes 1.
\]

Since the comultiplication \( \Delta : D_{\text{poly}}^0 \to D_{\text{poly}}^0 \otimes_R D_{\text{poly}}^0 \) is cocommutative and coassociative, \( d_\mathcal{H} \) is a coboundary operator, i.e. \( d_\mathcal{H}^2 = 0 \). Moreover, since the comultiplication \( \Delta \) is a morphism of \( \mathcal{U}(A) \)-modules, \( d_\mathcal{H} : D_{\text{poly}}^{k-1} \to D_{\text{poly}}^k \) is a morphism of \( \mathcal{U}(A) \)-modules. Therefore, the Hochschild complex

\[
0 \longrightarrow \mathcal{D}_{\text{poly}}^{-1} \overset{d_\mathcal{H}}{\longrightarrow} \mathcal{D}_{\text{poly}}^0 \overset{d_\mathcal{H}}{\longrightarrow} \mathcal{D}_{\text{poly}}^1 \overset{d_\mathcal{H}}{\longrightarrow} \mathcal{D}_{\text{poly}}^2 \overset{d_\mathcal{H}}{\longrightarrow} \cdots
\]

is a complex of \( \mathcal{U}(A) \)-modules.

The Chevalley–Eilenberg cohomology \( \mathcal{H}_{\text{CE}}^{k}(A, D_{\text{poly}}^*) \) in degree \( k \) of the Hochschild complex of the pair \((L, A)\) is the degree \( k \) total cohomology of the double complex
The coboundary operator $d^q_A : \Gamma(\Lambda^p A^\vee) \otimes_R D^q_{\text{poly}} \rightarrow \Gamma(\Lambda^{p+1} A^\vee) \otimes_R D^q_{\text{poly}}$ is defined by

$$d^q_A(\omega \otimes u_0 \otimes \cdots \otimes u_q) = (d_A \omega) \otimes u_0 \otimes \cdots \otimes u_q$$

$$+ \sum_{j=1}^{\text{rk}(A)} \sum_{k=0}^q (\alpha_j \wedge \omega) \otimes u_0 \otimes \cdots \otimes u_{k-1} \otimes a_j \cdot u_k \otimes u_{k+1} \otimes \cdots \otimes u_q,$$

for all $\omega \in \Gamma(\Lambda^p A^\vee)$ and $u_0, u_1, \ldots, u_q \in D^q_{\text{poly}}$ — for $q = -1$, we simply have $d^q_A = d_A$. Here $(a_i)_{i \in \{1, \ldots, r\}}$ is any local frame of $A$ and $(\alpha_j)_{j \in \{1, \ldots, r\}}$ is the dual local frame of $A^\vee$. In other words, $H_{CE}(A, D_{\text{poly}}^\bullet)$ is the cohomology of the total complex

$$\left(\text{tot}(\Gamma(\Lambda^\bullet A^\vee) \otimes_R D_{\text{poly}}^\bullet), d^q_A + \mathcal{F}\right),$$

where we use the abbreviated symbol $\mathcal{F}$ to denote the operator $\text{id} \otimes d_{\mathcal{F}}$. See Equation (7) for the sign convention used in the definition of the map $\text{id} \otimes d_{\mathcal{F}}$.

However, unlike the universal enveloping algebra of a Lie algebroid, $D^0_{\text{poly}}$ is in general not a Hopf algebroid over $R$ — in fact, $D^0_{\text{poly}}$ is not even an associative algebra. Therefore, a priori, the Hochschild cohomology is only a vector space.

**Remark 1.2.** In general $D^0_{\text{poly}} = \frac{\mathcal{U}(L)}{\mathcal{H}(L)\mathcal{H}(A)}$ does not admit an associative product. For a Lie pair $(T_M, T_F)$ encoding a foliation $F$ on a smooth manifold $M$, Vitagliano proved that $\Gamma(\Lambda^\bullet A^\vee) \otimes_R D^0_{\text{poly}}$ can be thought of as the space of normal differential operators of the foliation $F$ and admits an $A_{\infty}$-algebra structure [48]. For a generic Lie pair $(L, A)$, the existence of an $A_{\infty}$-algebra structure on $\Gamma(\Lambda^\bullet A^\vee) \otimes_R D^0_{\text{poly}}$ was proved in [43].

There is a natural cup product

$$(\Gamma(\Lambda^k A^\vee) \otimes_R D^q_{\text{poly}}) \otimes (\Gamma(\Lambda^l A^\vee) \otimes_R D^q_{\text{poly}}) \rightarrow \Gamma(\Lambda^{k+l} A^\vee) \otimes_R D^{q+q+1}_{\text{poly}}$$

(8)

on $\text{tot}(\Gamma(\Lambda^\bullet A^\vee) \otimes_R D_{\text{poly}}^\bullet)$ defined by

$$(\omega \otimes u) \cdot (\theta \otimes v) = (-1)^{(p+1)(q)} (\omega \wedge \theta) \otimes (u \otimes v)$$

for all $\omega \in \Gamma(\Lambda^k A^\vee)$, $\theta \in \Gamma(\Lambda^l A^\vee)$, $u \in D^p_{\text{poly}}$ and $v \in D^q_{\text{poly}}$.

The following proposition is easily verified.

**Lemma 1.3.** For any Lie pair $(L, A)$, the cochain complex $\left(\text{tot}(\Gamma(\Lambda^\bullet A^\vee) \otimes_R D_{\text{poly}}^\bullet), d^q_A + \mathcal{F}\right)$, equipped with the cup product (8), is a dg associative algebra. Therefore, there is an induced associative algebra structure on the Hochschild cohomology $H_{CE}(A, D_{\text{poly}}^\bullet)$.

**Remark 1.4.** It is natural to expect that the induced associative product on $H_{CE}(A, D_{\text{poly}}^\bullet)$ is graded commutative, as in the case of the usual Hochschild cohomology $H^\bullet(D_{\text{poly}}^\bullet(M), d_{\mathcal{F}})$ associated to a smooth manifold $M$. The group $H^\bullet(D_{\text{poly}}^\bullet(M), d_{\mathcal{F}})$ is the cohomology of a subcomplex of the Hochschild cochain complex $C^\bullet(C^\infty(M), C^\infty(M))$. Its cup product is graded commutative up to a homotopy given by the Gerstenhaber pre-Lie bracket [19, Theorem 3]. This pre-Lie bracket can be defined in terms of the comultiplication and the multiplication on $D^0_{\text{poly}}(M)$: see Equation (21) for the formula in a similar situation. However, this approach does not work for a Lie pair $(L, A)$, since $D^0_{\text{poly}} = \frac{\mathcal{U}(L)}{\mathcal{H}(L)\mathcal{H}(A)}$ does not admit an associative multiplication, thus the usual proof for graded commutativity does not extend to our situation. In what follows, we will get around this difficulty by establishing an isomorphism of associative algebras between $H_{CE}(A, D_{\text{poly}}^\bullet)$ and the Hochschild cohomology of the Fedosov dg Lie algebroid of the Lie pair $(L, A)$ — see Proposition 3.18 and Proposition 3.24. The graded commutativity of the latter can be proved the usual way — see Proposition 2.8.
1.3. Polyvector fields. Likewise, given a Lie pair \((L,A)\), let \(\mathcal{T}_{\text{poly}}^{-1} \) denote the algebra \(R\) of smooth functions on the manifold \(M\) and set \(\mathcal{T}_{\text{poly}}^k = \Gamma(\Lambda^{k+1}(L/A))\) for \(k \geq 0\). Consider \(\mathcal{T}_{\text{poly}}^\bullet = \bigoplus_{k=-1}^{\infty} \mathcal{T}_{\text{poly}}^k\) as a complex of \(\mathcal{U}(A)\)-modules with trivial differential:

\[
0 \longrightarrow \mathcal{T}_{\text{poly}}^{-1} \longrightarrow \mathcal{T}_{\text{poly}}^{0} \longrightarrow \mathcal{T}_{\text{poly}}^{1} \longrightarrow \mathcal{T}_{\text{poly}}^{2} \longrightarrow \cdots
\]

Its Chevalley–Eilenberg cohomology \(\mathbb{H}^k_{CE}(A, \mathcal{T}_{\text{poly}}^\bullet)\) in degree \(k\) is the degree \(k\) total cohomology of the double complex

\[
\begin{array}{cccccc}
\vdots & \vdots & \vdots & \vdots & \vdots & \\
0 & 0 & 0 & 0 & 0 & \\
\Gamma(\Lambda^0 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{1} & \xrightarrow{d_{\text{Bott}}} & \Gamma(\Lambda^1 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{1} & \xrightarrow{d_{\text{Bott}}} & \Gamma(\Lambda^2 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{1} & \xrightarrow{d_{\text{Bott}}} & \cdots \\
0 & 0 & 0 & 0 & 0 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \\
\Gamma(\Lambda^0 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{0} & \xrightarrow{d_{\text{Bott}}} & \Gamma(\Lambda^1 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{0} & \xrightarrow{d_{\text{Bott}}} & \Gamma(\Lambda^2 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{0} & \xrightarrow{d_{\text{Bott}}} & \cdots \\
0 & 0 & 0 & 0 & 0 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \\
\Gamma(\Lambda^0 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{-1} & \xrightarrow{d_{\text{Bott}}} & \Gamma(\Lambda^1 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{-1} & \xrightarrow{d_{\text{Bott}}} & \Gamma(\Lambda^2 A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{-1} & \xrightarrow{d_{\text{Bott}}} & \cdots \\
\end{array}
\]

The coboundary operator \(d_{A}^{\text{Bott}} : \Gamma(\Lambda^p A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{q} \rightarrow \Gamma(\Lambda^{p+1} A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{q}\) is defined by

\[
d_{A}^{\text{Bott}}(\omega \otimes b_0 \wedge \cdots \wedge b_q) = (d_A \omega) \otimes b_0 \wedge \cdots \wedge b_q + \sum_{j=1}^{\text{rk}(A)} \sum_{k=0}^{q} (\alpha_j \wedge \omega) \otimes b_0 \wedge \cdots \wedge b_{k-1} \wedge \nabla_{\alpha_j} b_k \wedge b_{k+1} \wedge \cdots \wedge b_q,
\]

for all \(\omega \in \Gamma(\Lambda^p A^\vee)\) and \(b_0, b_1, \ldots, b_q \in \Gamma(L/A)\). Here \((a_i)_{i \in \{1,\ldots,r\}}\) is any local frame of \(A\) and \((\alpha_j)_{j \in \{1,\ldots,r\}}\) is the dual local frame of \(A^\vee\).

There is a natural wedge product

\[
(\Gamma(\Lambda^k A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{p}) \otimes (\Gamma(\Lambda^l A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{q}) \xrightarrow{\Delta} \Gamma(\Lambda^{k+l} A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^{p+q+1}
\]

on \(\text{tot}(\Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^\bullet)\) defined by

\[
(\omega \otimes u) \wedge (\theta \otimes v) = (-1)^{(p+1)}(\omega \wedge \theta) \otimes (u \otimes v)
\]

for all \(\omega \in \Gamma(\Lambda^k A^\vee), \theta \in \Gamma(\Lambda^l A^\vee), u \in \mathcal{T}_{\text{poly}}^p\) and \(v \in \mathcal{T}_{\text{poly}}^q\).

We have the following

**Lemma 1.5.** For any Lie pair \((L,A)\), the cochain complex \((\text{tot}(\Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{T}_{\text{poly}}^\bullet), d_{A}^{\text{Bott}})\), equipped with the wedge product (10), is a dg commutative algebra. Therefore, the cohomology \(\mathbb{H}^*_{CE}(A, \mathcal{T}_{\text{poly}}^\bullet)\) is a graded commutative algebra.

2. Fedosov dg Lie algebroids

2.1. Dg Lie algebroids and polyvector fields and polydifferential operators. A \(\mathbb{Z}\)-graded manifold \(\mathcal{M}\) with base manifold \(M\) is a sheaf \(\mathcal{A}\) of \(\mathbb{Z}\)-graded commutative \(\mathcal{O}_M\)-algebras over \(M\) such that there exists a \(\mathbb{Z}\)-graded vector space \(V\), a covering of \(M\) by open submanifolds \(U \subset M\), and a collection of isomorphisms of \(C^\infty(U, \mathbb{Z})\)-algebras

\[
\mathcal{A}|_U \cong C^\infty(U, \mathbb{Z}) \otimes_{\mathbb{Z}} \hat{S}(V^\vee),
\]

where \(\hat{S}(V^\vee)\) denotes the \(\mathbb{Z}\)-algebra of formal power series on \(V\). Here \(\mathcal{O}_M\) denotes the sheaf of \(\mathbb{Z}\)-valued \(C^\infty\) functions over \(M\). By \(\mathcal{C}^\infty(\mathcal{M})\), we denote the \(\mathbb{Z}\)-graded commutative algebra \(\Gamma(M, \mathcal{A})\) of global
sections of \((M, \mathcal{A})\). By a dg manifold, we mean a \(\mathbb{Z}\)-graded manifold \(\mathcal{M}\) endowed with a homological vector field, i.e. a derivation \(Q\) of degree +1 of \(C^\infty(\mathcal{M})\) satisfying \([Q, Q] = 0\).

**Example 2.1.** Let \(A \to M\) be a Lie algebroid over \(k\). Then \(A[1]\) is a dg manifold with the Chevalley–Eilenberg differential \(d \mathbb{C}_E\) as homological vector field. According to Vaïntrob [47], there is a bijection between the Lie algebroid structures on the vector bundle \(A \to M\) and the homological vector fields on the \(\mathbb{Z}\)-graded manifold \(A[1]\).

**Example 2.2.** Let \(\mathfrak{g} = \bigoplus_{i \in \mathbb{Z}} \mathfrak{g}_i\) be a \(\mathbb{Z}\)-graded finite dimensional vector space. Then the graded manifold \(\mathfrak{g}[1]\) is a dg manifold, if and only if the graded vector space \(\mathfrak{g}\) admits a structure of curved \(L_\infty\) algebra.

Below we recall some basic notations regarding dg vector bundles. For details, see [37, 36, 27, 44]. A dg vector bundle is a vector bundle object in the category of dg manifolds. Consider a vector bundle object \(\mathcal{E} \xrightarrow{\pi} \mathcal{M}\) in the category of \(\mathbb{Z}\)-graded manifolds. Its space of sections \(\Gamma(\mathcal{E})\) is defined to be the direct sum \(\bigoplus_{j \in \mathbb{Z}} \Gamma(\mathcal{E})^j\), where \(\Gamma(\mathcal{E})^j\) consists of the sections of degree \(j\), i.e. the maps \(l \in \text{Hom}(\mathcal{M}, \mathcal{E}[-j])\) such that \((\pi[-j]) \circ l = \text{id}_\mathcal{M}\). Here \(\pi[-j] : \mathcal{E}[-j] \to \mathcal{M}\) is the natural map induced from \(\pi\) — see [37, 36] for more details.

**Remark 2.3.** When \(\mathcal{E} \to \mathcal{M}\) is a dg vector bundle, the homological vector fields on \(\mathcal{E}\) and \(\mathcal{M}\) naturally induce a degree (+1) operator \(Q\) on \(\Gamma(\mathcal{E})\), making \(\Gamma(\mathcal{E})\) a dg module over \(C^\infty(\mathcal{M})\). Since the space \(\Gamma(\mathcal{E}^\vee)\) of linear functions on \(\mathcal{E}\) and the pull-back of \(C^\infty(\mathcal{M})\) via \(\pi\) together generate \(C^\infty(\mathcal{E})\), the converse is also true — see [38].

**Example 2.4.** Let \((\mathcal{M}, Q)\) be a dg manifold. The space \(\mathfrak{X}(\mathcal{M})\) of vector fields on \(\mathcal{M}\) (i.e. graded derivations of \(C^\infty(\mathcal{M})\)), which can be regarded as the space of sections \(\Gamma(T\mathcal{M})\), is naturally a dg module over the dg algebra \((C^\infty(\mathcal{M}), Q)\) with the Lie derivative \(L_Q : \mathfrak{X}(\mathcal{M}) \to \mathfrak{X}(\mathcal{M})\) playing the role of the operator \(Q\). As a consequence, \(T\mathcal{M}\) is a dg manifold — the homological vector field on \(T\mathcal{M}\) is called the complete lift of \(Q\) as well as tangent lift in [38] — and \(T\mathcal{M} \to \mathcal{M}\) is a dg vector bundle.

The following lemma is standard [38].

**Lemma 2.5.** Assume \(\mathcal{E}\) is a dg vector bundle over the dg manifold \((\mathcal{M}, Q)\).

1. Then the dual bundle \(\mathcal{E}^\vee\) is a dg vector bundle over \((\mathcal{M}, Q)\).
2. Furthermore, for all \(k \geq 1\), the exterior tensor power vector bundle \(\Lambda^k \mathcal{E}\) is a dg vector bundle over \((\mathcal{M}, Q)\).

Here and throughout the paper, we use the shorthand notation \(\Lambda^k \mathcal{E}\) abusively to actually denote \((S^k(\mathcal{E}[-1]))[k]\).

**Proof.** By assumption, \(\Gamma(\mathcal{E})\) is a dg module over \((C^\infty(\mathcal{M}), Q)\) with degree (+1) differential \(Q : \Gamma(\mathcal{E}) \to \Gamma(\mathcal{E})\). Define a degree (+1) operator \(Q : \Gamma(\mathcal{E}^\vee) \to \Gamma(\mathcal{E}^\vee)\) by

\[
\langle Q(\xi) | l \rangle = Q \langle \xi | l \rangle - (-1)^{|\xi|} \langle \xi | Q(l) \rangle
\]

for all homogeneous \(\xi \in \Gamma(\mathcal{E}^\vee)\) and \(l \in \Gamma(\mathcal{E})\). It is simple to see that this operator makes \(\Gamma(\mathcal{E}^\vee)\) into a dg module over \((C^\infty(\mathcal{M}), Q)\).

Similarly, \(\Gamma(\Lambda^k \mathcal{E})\) is a dg module over \((C^\infty(\mathcal{M}), Q)\) with the differential \(Q : \Gamma(\Lambda^k \mathcal{E}) \to \Gamma(\Lambda^k \mathcal{E})\) of degree (+1) defined by

\[
Q(l_1 \wedge \cdots \wedge l_k) = \sum_{i=1}^k (-1)^{|l_1|+\cdots+|l_{i-1}|} l_1 \wedge \cdots \wedge Q(l_i) \wedge \cdots \wedge l_k
\]

for all homogeneous \(l_1, \ldots, l_k \in \Gamma(\mathcal{E})\).

The conclusion thus follows. 

\[\square\]
A dg Lie algebroid is a Lie algebroid object in the category of dg manifolds. Equivalently, a dg Lie algebroid is a dg vector bundle $\mathcal{L} \to \mathcal{M}$ endowed with a $\mathbb{Z}$-graded Lie algebroid structure satisfying the compatibility condition

$$[d_{\mathcal{L}}, Q] = 0,$$

where $d_{\mathcal{L}}$ is the Chevalley–Eilenberg differential

$$d_{\mathcal{L}} : \Gamma(\Lambda^\bullet \mathcal{L}^\vee) \to \Gamma(\Lambda^{\bullet+1} \mathcal{L}^\vee),$$

of the Lie algebroid $\mathcal{L} \to \mathcal{M}$, $Q$ is the differential (of internal degree $(+1)$)

$$Q : \Gamma(\Lambda^\bullet \mathcal{L}^\vee) \to \Gamma(\Lambda^\bullet \mathcal{L}^\vee),$$

induced by the dg vector bundle structure on $\mathcal{L} \to \mathcal{M}$ (see Lemma 2.5), and $[-,-]$ denotes the commutator. For more details, we refer the reader to [36, 37], where dg Lie algebroids are called $Q$-algebroids.

**Example 2.6.** As in Example 2.4, let $(\mathcal{M}, Q)$ be a dg manifold. In addition to being a dg vector bundle, $T_M \to M$ is also a Lie algebroid. In this case, the Chevalley–Eilenberg differential (13) is the de Rham differential

$$d_{\text{DR}} : \Omega^\bullet(M) \to \Omega^{\bullet+1}(M),$$

while the internal differential (14) is the Lie derivative

$$L_Q : \Omega^\bullet(M) \to \Omega^\bullet(M).$$

Since $[d_{\text{DR}}, L_Q] = 0$, it follows that $T_M$ is indeed a dg Lie algebroid.

For an ordinary $\mathbb{Z}$-graded Lie algebroid, one can speak about “polyvector fields” and “polydifferential operators” on the Lie algebroid. For a dg Lie algebroid, the dg structure will induce degree $(+1)$ differentials on “polyvector fields” and “polydifferential operators”. For instance, the “polyvector fields” and “polydifferential operators” for the tangent dg Lie algebroid $T_M$ of a dg manifold $(\mathcal{M}, Q)$ as in Example 2.6 are, respectively, the polyvector fields and the polydifferential operators on $M$, while the induced degree $(+1)$ differentials are $L_Q$ and $[Q, -]$, respectively. Here $[-, -]$ stands for the Gerstenhaber bracket on the polydifferential operators of $\mathcal{M}$.

More precisely, a $k$-vector field on a dg Lie algebroid $\mathcal{L} \to \mathcal{M}$ is a section of the vector bundle $\Lambda^k \mathcal{L} \to \mathcal{M}$. Since $\mathcal{L} \to \mathcal{M}$ is a dg vector bundle, according to Lemma 2.5, we have a degree $(+1)$ differential $Q : \Gamma(\Lambda^{k+1} \mathcal{L}) \to \Gamma(\Lambda^{k+1} \mathcal{L})$ — see Equation (11). On the other hand, the Lie algebroid structure on $\mathcal{L}$ yields a Schouten bracket

$$[-,-] : \Gamma(\Lambda^{u+1} \mathcal{L}) \otimes \Gamma(\Lambda^{v+1} \mathcal{L}) \to \Gamma(\Lambda^{u+v+1} \mathcal{L}).$$

For $n \in \mathbb{Z}$, we set

$$\text{tot}^n_{\oplus} \Gamma(\Lambda^{\bullet+1} \mathcal{L}) = \bigoplus_{p+q=n} \left( \Gamma(\Lambda^{q+1} \mathcal{L}) \right)^p,$$

where $\left( \Gamma(\Lambda^{q+1} \mathcal{L}) \right)^p$ denotes the subspace of $\Gamma(\Lambda^{q+1} \mathcal{L})$ consisting of homogeneous elements of degree $p + q$.

**Proposition 2.7.** Let $\mathcal{L}$ be a dg Lie algebroid over $\mathcal{M}$.

1. When endowed with the differential $Q$, the wedge product, and the Schouten bracket, the space of ‘polyvector fields’ $\text{tot}^n_{\oplus} \Gamma(\Lambda^{\bullet+1} \mathcal{L})$ is a differential Gerstenhaber algebra — whence a dglg.

2. When endowed with the wedge product and the Schouten bracket, the cohomology $\mathbb{H}^\bullet(\text{tot}^n_{\oplus} \Gamma(\Lambda^{\bullet+1} \mathcal{L}), Q)$ is a Gerstenhaber algebra.

---

1Here and in the sequel, by a differential Gerstenhaber algebra, we mean a Gerstenhaber algebra equipped with a degree $(+1)$ differential, which is a derivation of both the associative multiplication and the Lie bracket. Such structures were called strongly differential Gerstenhaber algebras in [54, 26].
Similarly, a $k$-differential operator for a Lie algebroid $\mathcal{L}$ is an element of $\mathfrak{su}(\mathcal{L}) \otimes_k$, the tensor product (as left $C^\infty(\mathcal{M})$-modules) of $k$ copies of the suspended universal enveloping algebra $\mathfrak{su}(\mathcal{L})$. Recall that the universal enveloping algebra $\mathcal{U}(\mathcal{L})$ of a $\mathbb{Z}$-graded Lie algebroid $\mathcal{L} \rightarrow \mathcal{M}$ with anchor $\rho : \mathcal{L} \rightarrow T_{\mathcal{M}}$ is the quotient of the (reduced) tensor algebra $\bigoplus_{n=1}^\infty (\mathcal{R} \oplus \Gamma(\mathcal{L})) \otimes^n$

of the $k$-module $\mathcal{R} \oplus \Gamma(\mathcal{L})$ by the two-sided ideal generated by the elements of the following four types:

\[
X \otimes Y - (-1)^{|X||Y|} Y \otimes X - [X,Y] \quad \text{and} \quad f \otimes X - fX
\]

\[
X \otimes g - (-1)^{|g||X|} g \otimes X - gX(g) \quad \text{and} \quad f \otimes g - fg
\]

for all homogeneous $X,Y \in \Gamma(\mathcal{L})$ and $f, g \in \mathcal{R}$. As earlier, the symbol $\mathcal{R}$ denotes $C^\infty(\mathcal{M})$.

The universal enveloping algebra $\mathcal{U}(\mathcal{L})$ is a coalgebra over $\mathcal{R}$ [55]. Its comultiplication

\[
\Delta : \mathcal{U}(\mathcal{L}) \rightarrow \mathcal{U}(\mathcal{L}) \otimes_\mathcal{R} \mathcal{U}(\mathcal{L})
\]

is an $R$-linear map of degree 0 characterized by the identities

\[
\Delta(1) = 1 \otimes 1; \\
\Delta(b) = 1 \otimes b + b \otimes 1, \quad \forall b \in \Gamma(\mathcal{L}); \\
\Delta(u \cdot v) = \Delta(u) \cdot \Delta(v), \quad \forall u, v \in \mathcal{U}(\mathcal{L}),
\]

where the symbol $\cdot$ denotes the multiplication in $\mathcal{U}(\mathcal{L})$. We refer the reader to [55] for the precise meaning of (the r.h.s. of) the last equation above. More explicitly, we have

\[
\Delta(b_1 b_2 \cdots b_n) = 1 \otimes (b_1 b_2 \cdots b_n) + \sum_{p=1}^{n-1} \sum_{\sigma \in \mathfrak{S}_{n-p}} \pm (b_{\sigma(1)} \cdots b_{\sigma(p)}) \otimes (b_{\sigma(p+1)} \cdots b_{\sigma(n)})
\]

\[
+ (b_1 b_2 \cdots b_n) \otimes 1,
\]

where $\pm$ denotes the Koszul sign of the $(p,n-p)$-shuffle\footnote{A $(p,q)$-shuffle is a permutation $\sigma \in S_{p+q}$ of the set $\{1,2,\cdots,p+q\}$ satisfying $\sigma(1) < \sigma(2) < \cdots < \sigma(p)$ and $\sigma(p+1) < \sigma(p+2) < \cdots < \sigma(p+q)$. The subset of $S_{p+q}$ consisting of all $(p,q)$-shuffles is denoted $\mathfrak{S}_p^q$.} $\sigma$ of the $n$-tuple of homogeneous elements $b_1, \ldots, b_n$ of $\Gamma(\mathcal{L})$.

Now assume that $\mathcal{L} \rightarrow \mathcal{M}$ is a dg Lie algebroid. The differential $Q : \Gamma(\mathcal{L}) \rightarrow \Gamma(\mathcal{L})$ and the homological vector field $Q : C^\infty(\mathcal{M}) \rightarrow C^\infty(\mathcal{M})$ induce a differential of degree $(+1)$ on the (reduced) tensor algebra (15) by way of the Leibniz rule. From the compatibility condition (12), it is simple to see that the two-sided ideal generated by the elements (16) is stable under this induced differential on the universal enveloping algebra

\[
Q : \mathcal{U}(\mathcal{L}) \rightarrow \mathcal{U}(\mathcal{L}),
\]

which we denote by the same symbol $Q$ by abuse of notation. This differential is compatible with both the algebra and coalgebra structures on $\mathcal{U}(\mathcal{L})$ so that $\mathcal{U}(\mathcal{L})$ is a dg Hopf algebroid over the dga $\mathcal{R} = C^\infty(\mathcal{M})$. As a consequence, we obtain a differential $Q : \mathfrak{su}(\mathcal{L}) \otimes_k [k+1] \rightarrow \mathfrak{su}(\mathcal{L}) \otimes_k [k+1]$ of degree $(+1)$ for each $k \geq -1$. Here $\mathfrak{su}(\mathcal{L}) \otimes^0 = \mathcal{R}$ and $\mathfrak{su}(\mathcal{L}) \otimes_k [k+1]$ (with $k \geq 0$) denotes the tensor product $\mathfrak{su}(\mathcal{L}) \otimes_\mathcal{R} \cdots \otimes_\mathcal{R} \mathfrak{su}(\mathcal{L})$ of $(k+1)$-copies of the left $\mathcal{R}$-module $\mathfrak{su}(\mathcal{L})$.

A Hochschild coboundary differential

\[
d_{\mathcal{L}} \mathcal{H} : \mathfrak{su}(\mathcal{L}) \otimes^k \rightarrow \mathfrak{su}(\mathcal{L}) \otimes^{k+1}
\]

and Gerstenhaber bracket

\[
[-,-] : \mathfrak{su}(\mathcal{L}) \otimes^{p+1} \otimes \mathfrak{su}(\mathcal{L}) \otimes^{q+1} \rightarrow \mathfrak{su}(\mathcal{L}) \otimes^{p+q+1}
\]
can be defined by the following explicit algebraic identities:

\[ d_{\mathcal{H}}(u_1 \otimes \cdots \otimes u_k) = (\pm)1 \otimes u_1 \otimes \cdots \otimes u_k + \sum_{i=1}^{k} (\pm)u_1 \otimes \cdots \otimes \Delta(u_i) \otimes \cdots \otimes u_k \]

\[ + (\pm)u_1 \otimes \cdots \otimes u_k \otimes 1 \]

and

\[ [\phi, \psi] = \phi \star \psi - (\pm)\psi \star \phi, \quad (20) \]

where \( \phi \star \psi \in s\mathcal{U}(\mathcal{L})^{\otimes p+q+1} \) is defined by

\[ \phi \star \psi = \sum_{k=0}^{p} (\pm)u_{0} \otimes \cdots \otimes u_{k-1} \otimes (\hat{\Delta}^q u_k) \cdot \psi \otimes u_{k+1} \otimes \cdots \otimes u_{p}, \quad (21) \]

if \( \phi = u_0 \otimes u_1 \otimes \cdots \otimes u_p \) for some \( u_0, u_1, \ldots, u_p \in s\mathcal{U}(\mathcal{L}) \) and \( \psi \in s\mathcal{U}(\mathcal{L})^{\otimes q+1} \). We refer the reader to [55] for the precise meaning of the product \( (\hat{\Delta}^q u_k) \cdot \psi \) in \( s\mathcal{U}(\mathcal{L})^{\otimes q+1} \) appearing in the last equation above. Here \( \hat{\Delta} : s\mathcal{U}(\mathcal{L}) \to s\mathcal{U}(\mathcal{L}) \otimes R s\mathcal{U}(\mathcal{L}) \) is the map induced by the comultiplication \( \Delta \) on \( \mathcal{U}(\mathcal{L}) \).

Finally, the tensor algebra of \( s\mathcal{U}(\mathcal{L}) \) over \( \mathcal{R} \) carries an obvious cup product

\[ s\mathcal{U}(\mathcal{L})^{\otimes p} \otimes s\mathcal{U}(\mathcal{L})^{\otimes q} \to s\mathcal{U}(\mathcal{L})^{\otimes p+q}, \quad (22) \]

the tensor product over \( \mathcal{R} \) itself:

\[ \phi \smile \psi = \phi \otimes \psi. \]

For \( n \in \mathbb{Z} \), we set

\[ \text{tot}^{n}_{\mathbb{Z}} s\mathcal{U}(\mathcal{L})^{\otimes \bullet+1} = \bigoplus_{p+q=n} (s\mathcal{U}(\mathcal{L})^{\otimes q+1})^{p}, \]

where \( (s\mathcal{U}(\mathcal{L})^{\otimes q+1})^{p} \) denotes the subspace of \( s\mathcal{U}(\mathcal{L})^{\otimes q+1} \) consisting of elements of degree \( p + q \).

**Proposition 2.8.** Let \( \mathcal{L} \) be a dg Lie algebroid over \( \mathcal{M} \).

1. When endowed with the differential \( Q + d_{\mathcal{H}} \) and the Gerstenhaber bracket (19), \( \text{tot}^{n}_{\mathbb{Z}} s\mathcal{U}(\mathcal{L})^{\otimes \bullet+1} \) is a dgl.
2. When endowed with the cup product (i.e. the tensor product \( \otimes_{\mathcal{R}} \)) and the Gerstenhaber bracket, the Hochschild cohomology \( \mathbb{H}^{\bullet} (\text{tot}^{n}_{\mathbb{Z}} s\mathcal{U}(\mathcal{L})^{\otimes \bullet+1}, Q + d_{\mathcal{H}}) \) is a Gerstenhaber algebra.

**Proof.** This can be proved directly by adapting the ordinary Hochschild cohomology theory of associative algebras [19]. Since \( \mathcal{U}(\mathcal{L}) \) is a dg Hopf algebroid over \( \mathcal{R} \), all relevant formulae in [19] concerning the algebraic structures on the Hochschild cochain complex of an associative algebras hold in our context, with the differential being \( Q + d_{\mathcal{H}} \), and the pre-Lie bracket and the cup product being given, respectively, by Equation (21) and Equation (22). We leave the details to the reader. \( \square \)

**Remark 2.9.** Contrary to Proposition 2.7, here \( \text{tot}^{n}_{\mathbb{Z}} s\mathcal{U}(\mathcal{L})^{\otimes \bullet+1} \) is not a differential Gerstenhaber algebra, for the Lie bracket and the associative multiplication are only compatible up to homotopy. Likewise, the associative multiplication is graded commutative on the cohomology level, for the cup product on cochains is graded commutative only up to homotopy. This is reminiscent of the ordinary Hochschild cohomology theory of associative algebras — see [19].
2.2. Fedosov dg manifolds. In this section, we recall the basic construction of Fedosov dg manifolds of a Lie pair. For details, see [45].

Let \((L, A)\) be a Lie pair. We use the symbols \(B\) to denote the quotient vector bundle \(L/A\) and \(r\) to denote its rank.

Consider the endomorphism \(\delta\) of the vector bundle \(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee\) defined by

\[
\delta(\omega \otimes \chi^J) = \sum_{m=1}^{r} (q^\top(\chi_m) \wedge \omega) \otimes J_m \chi^{J-e_m},
\]

for all \(\omega \in \Lambda^\bullet L^\vee\) and \(J \in \mathbb{N}^r\). Here \(\{\chi_k\}_{k=1}^r\) denotes an arbitrary local frame for the vector bundle \(B^\vee\), the symbol \(q^\top\) denotes the vector bundle morphism \(q^\top : B^\vee \to L^\vee\) dual to the quotient morphism \(q : L \to B\), the symbol \(e_m\) denotes the multi-index \((0, \cdots, 0, 1, 0, \cdots, 0)\) having its single nonzero entry in the \(m\)-th position, and

\[
\chi^J = \chi_1 \otimes \cdots \otimes \chi_1 \otimes \cdots \otimes \chi_2 \otimes \cdots \otimes \chi_r \otimes \cdots \otimes \chi_r
\]

if \(J = (J_1, J_2, \cdots, J_r)\).

The operator \(\delta\) is a derivation of degree \(+1\) of the bundle of graded commutative algebras \(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee\) and satisfies \(\delta^2 = 0\). The resulting cochain complex

\[
\cdots \to \Lambda^{n-1}L^\vee \otimes \hat{SB}^\vee \xrightarrow{\delta} \Lambda^nL^\vee \otimes \hat{SB}^\vee \xrightarrow{\delta} \Lambda^{n+1}L^\vee \otimes \hat{SB}^\vee \to \cdots
\]

admits a contraction onto the complex with trivial differential

\[
\cdots \to \Lambda^{n-1}A^\vee \xrightarrow{0} \Lambda^nA^\vee \xrightarrow{0} \Lambda^{n+1}A^\vee \to \cdots
\]

Indeed, for every choice of splitting \(i \circ p + j \circ q = \text{id}_L\) of the short exact sequence

\[
0 \to A \xrightarrow{i} L \xrightarrow{q} B \to 0
\]

and its dual

\[
0 \to B^\vee \xrightarrow{q^\top} L^\vee \xrightarrow{i^\top} A^\vee \to 0,
\]

the chain maps

\[
\sigma : \Lambda^\bullet L^\vee \otimes \hat{SB}^\vee \to \Lambda^\bullet A^\vee
\]

and

\[
\tau : \Lambda^\bullet A^\vee \to \Lambda^\bullet L^\vee \otimes \hat{SB}^\vee
\]

respectively defined by

\[
\sigma(\omega \otimes \chi^J) = \begin{cases} i^\top(\omega) & \text{if } |J| = 0 \\ 0 & \text{otherwise,} \end{cases}
\]

for all \(\omega \in \Lambda^\bullet(L^\vee)\), and

\[
\tau(\alpha) = p^\top(\alpha) \otimes 1,
\]

for all \(\alpha \in \Lambda^\bullet(A^\vee)\), satisfy

\[
\sigma \tau = \text{id} \quad \text{and} \quad \text{id} - \tau \sigma = h \delta + \delta h,
\]

where the homotopy operator

\[
h : \Lambda^\bullet L^\vee \otimes \hat{SB}^\vee \to \Lambda^{\bullet-1}L^\vee \otimes \hat{SB}^\vee
\]

is defined by

\[
h(\omega \otimes \chi^J) = \begin{cases} \sum_{k=1}^r (l_j(\partial_k)\omega) \otimes \chi^{J+e_k} & \text{if } v \geq 1 \\ 0 & \text{if } v = 0 \end{cases}
\]
for all $\omega \in p^\top (\Lambda^\bullet A^\vee) \otimes q^\top (\Lambda^\nu B^\vee)$. Here $\{\partial_k\}_{k=1}^r$ denotes the local frame for $B$ dual to $\{\chi_k\}_{k=1}^r$. Notice that $h\tau = 0, \sigma h = 0,$ and $h^2 = 0$, i.e. the triple of maps $(\tau, \sigma, h)$ make up a contraction of $\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee$ onto $\Lambda^\bullet A^\vee$. We remark that the operator $h$ is not a derivation of the algebra $\Gamma(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee)$. However, the contraction $(\tau, \sigma, h)$ is compatible with the graded commutative algebra structures on $\Gamma(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee)$ and $\Gamma(\Lambda^\bullet A^\vee)$ in the following sense:

**Lemma 2.10.** The triple $(\tau, \sigma, h)$ is a semifull algebra contraction — see Definition A.2 — of $\Gamma(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee)$ onto $\Gamma(\Lambda^\bullet A^\vee)$. Furthermore, $\sigma$ and $\tau$ are morphisms of graded algebras.

**Proof.** The fact that $\tau$ and $\sigma$ are algebra morphisms follows directly from the definitions. Moreover, the last four identities in Definition A.2 follow at once from the fact that $\sigma$ is an algebra morphism (and the identities $\sigma h = 0$ and $\sigma \tau = \text{id}$). Denoting by $\mu$ the product on $\Gamma(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee)$, the remaining identities to prove are (recall that $\mu$ is graded commutative)

$$h\mu(h \otimes h) = 0, \quad h\mu(h \otimes \tau) = 0, \quad h\mu(\tau \otimes \tau) = 0.$$  

To prove these, we introduce a second operator of degree $(-1)$

$$\eta : \Lambda^\bullet L^\vee \otimes \hat{SB}^\vee \to \Lambda^{\bullet-1} L^\vee \otimes \hat{SB}^\vee$$

defined by

$$\eta(\omega \otimes \chi^J) = \sum_{k=1}^r (t_j(\partial_k)\omega) \otimes \chi^{J+e_k}$$  

for all $\omega \in \Lambda^\bullet (L^\vee)$. Notice the similarity with the definition of $h$. It is easy to check that $\eta$ is an algebra derivation and $\ker(\eta) = \ker(h)$. Using these two facts, we see that

$$h^2 = 0 \quad \Rightarrow \quad \eta h = 0 \quad \Rightarrow \quad \eta\mu(h \otimes h) = \mu(\eta \otimes \text{id} + \text{id} \otimes \eta)(h \otimes h) = 0 \quad \Rightarrow \quad h\mu(h \otimes h) = 0.$$  

The remaining identities are proved in a similar way. \hfill $\square$

The notions of $L$-connection on $B$ extending the Bott $A$-connection and of torsion-free $L$-connection on $B$ were defined in [11, 29]. A torsion-free $L$-connection on $B$ is necessarily an extension of the Bott $A$-connection [29, Lemma 5.2]. According to [45, Lemma 4.5], an $L$-connection $\nabla$ on $B$ is torsion-free if and only if

$$\delta d_L^\nabla + d_L^\nabla \delta = 0.$$  

**Theorem 2.11** ([45, Proposition 4.6]). Let $(L, A)$ be a Lie pair with quotient $B = L/A$. We interpret the sections of the bundle $L^\vee \otimes \hat{SB}^\vee \otimes B$ as derivations of the algebra $\Gamma(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee)$ in the natural way. Given a splitting of the short exact sequence (23) and a torsion-free $L$-connection $\nabla$ on $B$, there exists a unique derivation

$$X^\nabla \in \Gamma(L^\vee \otimes \hat{SB}^\vee \otimes B),$$

satisfying $(h \otimes \text{id}_B)(X^\nabla) = 0$ and such that the derivation

$$Q : \Gamma(\Lambda^\bullet L^\vee \otimes \hat{SB}^\vee) \to \Gamma(\Lambda^{\bullet+1} L^\vee \otimes \hat{SB}^\vee)$$

defined by

$$Q = -\delta + d_L^\nabla + X^\nabla$$  

satisfies $Q^2 = 0$.

As a consequence, $(M = L[1] \oplus B, Q = -\delta + d_L^\nabla + X^\nabla)$ is a dg manifold, which we call a Fedosov dg manifold associated with the Lie pair $(L, A)$. The Fedosov dg manifold $(M, Q)$ of Theorem 2.11 was also obtained independently by Batakidis–Voglaire [3] in the case of matched pairs.

**Remark 2.12.** The Kapranov dg manifold $A[1] \oplus L/A$ introduced in [29] is a dg submanifold of the Fedosov dg manifold $(L[1] \oplus L/A, Q)$. 

In order to study the dependence of the above construction on the involved choices, it is useful to review a different description of the Fedosov dg manifold, which can also be found in [45]. As shown in [28, 29] (see also [45, §3.4]), the choice of a splitting \( j : B \rightarrow L \) of the short exact sequence \( 0 \rightarrow A \rightarrow L \rightarrow B \rightarrow 0 \) and of an \( L \)-connection \( \nabla \) on \( B \) determines a Poincaré–Birkhoff–Witt isomorphism of filtered \( C^\infty(M) \)-coalgebras (PBW map in short)

\[
\text{pbw} : \Gamma(SB) \rightarrow \frac{\mathcal{U}(L)}{\mathcal{U}(L)\Gamma(A)}.
\]

Since \( \mathcal{U}(L)\Gamma(A) \) is a left ideal of the algebra \( \mathcal{U}(L) \), there is a natural left \( \Gamma(L) \)-action on the quotient \( \frac{\mathcal{U}(L)}{\mathcal{U}(L)\Gamma(A)} \), and an induced flat \( L \)-connection \( \nabla^i \) on \( SB \):

\[
\nabla^i_l(s) = \text{pbw}^{-1}(l \cdot \text{pbw}(s))
\]

for all \( l \in \Gamma(L) \) and \( s \in \Gamma(SB) \). Moreover, for every \( l \in \Gamma(L) \), the covariant derivative \( \nabla^i_l \) is a coderivation of the \( C^\infty(M) \)-coalgebra \( \Gamma(SB) \).

Dualizing, we obtain an \( L \)-connection on \( \hat{S}(B'^{\vee}) \), which we continue to denote by \( \nabla^i \). Furthermore, for every \( l \in \Gamma(L) \) the covariant derivative \( \nabla^i_l \) is a derivation of the \( C^\infty(M) \)-algebra \( \Gamma(\hat{S}(B'^{\vee})) \). Finally, this latter fact implies that the induced Chevalley–Eilenberg differential

\[
d^{\nabla^i}_l : \Gamma(\Lambda^m L^{\vee} \otimes \hat{S}(B'^{\vee})) \rightarrow \Gamma(\Lambda^{m+1} L^{\vee} \otimes \hat{S}(B'^{\vee}))
\]

is a derivation of the algebra \( \Gamma(\Lambda^m L^{\vee} \otimes \hat{S}(B'^{\vee})) \), and can thus be regarded as a homological vector field on the graded manifold \( L[1] \oplus B \). One of the main results of [45] is the following theorem.

**Theorem 2.13** ([45, Theorem 4.7]). Given a Lie pair \((L, A)\), together with a splitting of the short exact sequence \( 0 \rightarrow A \rightarrow L \rightarrow B \rightarrow 0 \) and a torsion-free \( L \)-connection on \( B \), the dg manifold \((L[1] \oplus B, d^{\nabla^i}_L)\) constructed above and the dg manifold \((L[1] \oplus B, Q)\) constructed via the Fedosov iteration in Theorem 2.11 coincide, i.e. \( d^{\nabla^i}_L = Q \).

The Fedosov dg manifolds obtained from different choices of a splitting and a connection are isomorphic to one another. The isomorphism can be made explicit via the associated PBW maps. This shall be needed in Section 3.3, where we will establish the uniqueness claim (2b) of Theorem A from the introduction.

We consider two different choices \( j_1, \nabla_1 \) and \( j_2, \nabla_2 \) of a splitting \( B \rightarrow L \) and a torsion-free \( L \)-connection on \( B \) as before; the two induced homological vector fields \( Q_1 \) and \( Q_2 \) on \( L[1] \oplus B \); and the two induced Poincaré–Birkhoff–Witt isomorphisms \( \text{pbw}_1 \) and \( \text{pbw}_2 \). The composition of the latter

\[
\psi := \text{pbw}_1^{-1} \circ \text{pbw}_2 : \Gamma(SB) \rightarrow \Gamma(SB)
\]

is an automorphism of the \( C^\infty(M) \)-coalgebra \( \Gamma(SB) \) intertwining the two induced \( L \)-module structures. Likewise, the dual map \( \psi^{\vee} : \Gamma(\hat{S}(B'^{\vee})) \rightarrow \Gamma(\hat{S}(B'^{\vee})) \) is an automorphism of the \( C^\infty(M) \)-algebra \( \Gamma(\hat{S}(B'^{\vee})) \) intertwining the two induced \( L \)-module structures. Finally, it follows immediately that

\[
\text{id} \otimes \psi^{\vee} : (\Gamma(\Lambda^m L^{\vee} \otimes \hat{S}(B'^{\vee})), Q_1) \rightarrow (\Gamma(\Lambda^m L^{\vee} \otimes \hat{S}(B'^{\vee})), Q_2)
\]

is an isomorphism of dg manifolds \((L[1] \oplus B, Q_2) \rightarrow (L[1] \oplus B, Q_1)\).

### 2.3. Fedosov dg Lie algebroids

Let \((L, A)\) be a Lie pair over a base manifold \( M \). Given a splitting \( j : B \rightarrow L \) of the short exact sequence of vector bundles \( 0 \rightarrow A \rightarrow L \rightarrow B \rightarrow 0 \) and a torsion-free \( L \)-connection \( \nabla \) on \( B \), one constructs a Fedosov dg manifold \((\mathcal{M}, Q)\), where \( \mathcal{M} = L[1] \oplus B \), as in Theorem 2.11.

Let \( R = C^\infty(M) \). Let \( \mathcal{F} \rightarrow \mathcal{M} \) denote the pullback of the vector bundle \( B \rightarrow M \) through the surjective submersion \( \mathcal{M} \rightarrow M \). It is a graded vector bundle whose total space \( \mathcal{F} \) is the graded manifold with base \( M \) associated with the graded vector bundle \( L[1] \oplus B \otimes B \rightarrow M \). Its space of sections \( \Gamma(\mathcal{F} \rightarrow \mathcal{M}) \) is canonically identified with \( C^\infty(\mathcal{M}) \otimes \Gamma(B) \cong \Gamma(\Lambda^m L^{\vee} \otimes \hat{S}(B'^{\vee}) \otimes B) \). It is naturally a vector subbundle...
of \( T_M \to M \); the inclusion \( \Gamma(\mathcal{F} \to M) \hookrightarrow \mathfrak{X}(M) \) takes the section \((\lambda \otimes \chi^J) \otimes \partial_k \in C^\infty(M) \otimes_R \Gamma(B)\) of the vector bundle \( \mathcal{F} \to M \) to the derivation \( \mu \otimes \chi^M \mapsto \lambda \wedge \mu \otimes M_k \chi^{M+J+\varepsilon_k} \) of \( C^\infty(M) \).

Alternatively, denote by \( T_{\text{ver}}B \to B \) the formal vertical tangent bundle of the vector bundle \( B \to M \), which consists of all formal vertical tangent vectors of \( B \). Its space of sections \( \mathfrak{x}_{\text{ver}}(B) := \Gamma(B; T_{\text{ver}}B) \) is naturally isomorphic to \( \Gamma(\hat{S}(B^\vee) \otimes B) \). Indeed \( T_{\text{ver}}B \) is a double vector bundle [32], which is isomorphic to \( B \oplus B \). Consider the projection \( \text{pr} : M = L[1] \oplus B \to B \). Then \( \mathcal{F} \) is isomorphic to the pull back bundle \( \text{pr}^* T_{\text{ver}}B \).

**Proposition 2.14.** The subbundle \( \mathcal{F} \subset T_M \) is a dg integrable distribution (or a dg foliation) of the dg manifold \((M, Q)\), i.e. \( \mathcal{F} \) is a dg Lie subalgebroid of the tangent dg Lie algebroid \( T_M \to M \).

**Proof.** It is simple to see that \( \mathcal{F} \to M \) is a Lie subalgebroid of \( T_M \to M \). Hence it suffices to show that \( \mathcal{F} \) admits a dg manifold structure such that \( \mathcal{F} \to M \) is a dg subbundle of \( T_M \to M \) — the compatibility condition (12) holds automatically since \( T_M \to M \) is a dg Lie algebroid (see Example 2.6). According to Remark 2.3, it suffices to prove that \( \Gamma(M; \mathcal{F}) \) is a dg module over \((C^\infty(M), Q)\). It is clear that \( \Gamma(M; \mathcal{F}) \cong \Gamma(\Lambda^* L^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B) \). From Equation (26), it follows that \( \Gamma(\Lambda^* L^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B) \) is stable under the Lie derivative \( \mathcal{L}_Q \). Moreover, we have

\[
\mathcal{L}_Q(\xi \cdot (\eta \otimes X)) = Q(\xi) \cdot (\eta \otimes X) + (-1)^{|\xi|} \xi \cdot \mathcal{L}_Q(\eta \otimes X),
\]

for all homogeneous \( \xi \in \Gamma(\Lambda^* L^\vee \otimes \hat{S}B^\vee) \), \( \eta \in \Gamma(\Lambda^* L^\vee) \), and \( X \in \mathfrak{x}_{\text{ver}}(B) \). Therefore, \( \Gamma(M; \mathcal{F}) \) is a dg module over \((C^\infty(M), Q)\). \( \square \)

Any dg Lie algebroid constructed in this manner is called a *Fedosov dg Lie algebroid* associated with the Lie pair \((L, A)\).

Next, we will identify the space of polyvector fields on the Fedosov dg Lie algebroid \( \mathcal{F} \) over \( M \).

Set

\[
\mathcal{T}^k_{\text{poly}} = \Gamma(\Lambda^{k+1} B) \tag{30}
\]

and let \( \mathcal{T}^k_{\text{poly}} \) denote \( \Gamma(B; \Lambda^{k+1} T_{\text{ver}}B) \), the space of formal vertical \((k + 1)\)-vector fields on \( B \). It is clear that

\[
\mathcal{T}^k_{\text{poly}} \cong \Gamma(\hat{S}(B^\vee)) \otimes_R \mathcal{T}^k_{\text{poly}} \tag{31}
\]

and

\[
\Gamma(M; \Lambda^{k+1} \mathcal{F}) \cong \Gamma(\Lambda^* L^\vee) \otimes_R \mathcal{T}^k_{\text{poly}} \cong \Gamma(\Lambda^* L^\vee \otimes \hat{S}B^\vee) \otimes_R \mathcal{T}^k_{\text{poly}}.
\]

Since \( \mathcal{F} \) is a dg Lie subalgebroid of \( T_M \), the subspace \( \Gamma(M; \Lambda^{k+1} \mathcal{F}) \cong \Gamma(\Lambda^* L^\vee \otimes \hat{S}B^\vee) \otimes_R \mathcal{T}^k_{\text{poly}} \) of the space \( \mathcal{T}^k_{\text{poly}}(M) \) of \((k + 1)\)-vector fields on \( M = L[1] \oplus B \) is stable under \( \mathcal{L}_Q \), we obtain a cochain complex

\[
\cdots \to \Gamma(\Lambda^* L^\vee \otimes \hat{S}B^\vee) \otimes_R \mathcal{T}^k_{\text{poly}} \xrightarrow{\mathcal{L}_Q} \Gamma(\Lambda^{u+1} L^\vee \otimes \hat{S}B^\vee) \otimes_R \mathcal{T}^k_{\text{poly}} \to \cdots
\]

for each \( k \geq -1 \).

Applying Proposition 2.7 to the Fedosov dg Lie algebroid \( \mathcal{F} \to M \), we obtain the following

**Proposition 2.15.** The total complex \( \left( \text{tot} \left( \Gamma(\Lambda^* L^\vee \otimes \hat{S}B^\vee) \otimes_R \mathcal{T}^\ast_{\text{poly}}, \mathcal{L}_Q \right) \right) \) admits a differential Gerstenhaber algebra, whence a dgla structure.

Finally, we consider the space of polydifferential operators on the Fedosov dg Lie algebroid \( \mathcal{F} \) over \( M \).
Let $\mathcal{D}_{\text{poly}}^k$ denote the space of formal vertical $(k+1)$-differential operators on the vector bundle $B$ and set $\mathcal{D}_{\text{poly}} = \bigoplus_{k=-1}^{\infty} \mathcal{D}_{\text{poly}}^k$. There exists a canonical isomorphism

$$
\Gamma(\hat{S}(B^\vee) \otimes S(B) \otimes \cdots \otimes S(B)) \xrightarrow{\varphi \cong} \mathcal{D}_{\text{poly}}^{k+1}.
$$

(32)

In terms of local dual frames $\{\chi^I\}_{I=1}^{r}$ and $\{\partial_j\}_{j=1}^{r}$ for $B^\vee$ and $B$ respectively, and the corresponding local frames $\{\bar{\chi}^I\}_{I \in \mathbb{N}^n}$ and $\{\bar{\partial}_j\}_{j \in \mathbb{N}^n}$ for $\hat{S}(B^\vee)$ and $S(B)$ respectively, the isomorphism $\varphi$ sends $\chi^I \otimes \partial_{I_0} \otimes \cdots \otimes \partial_{I_k} \in \Gamma(\hat{S}(B^\vee) \otimes S(B) \otimes \cdots \otimes S(B))$ to the $(k+1)$-differential operator

$$
\Gamma(\hat{S}(B^\vee))^{k+1} \ni \chi^{I_0} \otimes \cdots \otimes \chi^{I_k} \mapsto \chi^I \cdot \partial_{I_0} (\chi^{I_0}) \cdots \partial_{I_k} (\chi^{I_k}) \in \Gamma(\hat{S}(B^\vee)).
$$

The algebra $C^\infty(L[1] \oplus B)$ is a module over its subalgebra $\Gamma(\Lambda^\bullet L) \cong \Gamma(\Lambda^\bullet L^\vee \otimes S^0(B^\vee))$. The subspace of $D_{\text{poly}}^\bullet (L[1] \oplus B)$ comprised of all $\Gamma(\Lambda^\bullet L^\vee)$-multilinear polydifferential operators is easily identified to $\text{tot}(\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet)$. It is simple to see that the universal enveloping algebra $\mathcal{U}(F)$ of the dg Lie algebroid $F \to M$ is naturally identified with $\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^0$, which is a dg Hopf algebroid over $\mathcal{R} = C^\infty(M) \cong \Gamma(\Lambda^\bullet L^\vee \otimes \hat{S}B)$. Moreover, $\mathcal{U}(F)$ is a dg Hopf subalgebroid of $D^0_{\text{poly}}(L[1] \oplus B)$. Notice that

$$
s\mathcal{U}(F)^{k+1} \cong \Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k.
$$

(33)

Since $F$ is a dg Lie subalgebroid of $T_M$, the subspace

$$
\text{tot}_{\oplus} s\mathcal{U}(F)^{k+1} \cong \text{tot} (\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k)
$$

of $D^\bullet_{\text{poly}}(M)$ is stable under the Hochschild coboundary operator $[Q + m, -]$. Here $m = 1 \otimes 1$ is the element of $s\mathcal{U}(F)^{\otimes 2}$ arising from the multiplication of $C^\infty(M)$.

The Lie bracket (19) and the cup product (22) on $\text{tot}_{\oplus} s\mathcal{U}(F)^{k+1}$ carry over to a $\Gamma(\Lambda^\bullet L^\vee)$-linear Lie bracket and cup product on $\text{tot} (\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k)$ through the identification (33).

Applying Proposition 2.8 to the Fedosov dg Lie algebroid $F \to M$, we obtain the following

**Proposition 2.16.**

1. The triple $(\text{tot} (\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}), [Q + m, -], [-, -])$ is a dgla.

2. The cohomology group $\mathbb{H}^\bullet (\text{tot} (\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}), [Q + m, -])$ equipped with the induced Lie bracket and cup product is a Gerstenhaber algebra.

3. $L_\infty$ algebra structures

In this section, we endow the spaces of polyvector fields and polydifferential operators of a Lie pair — see Section 1 — with $L_\infty$ algebra structures, which are canonical up to $L_\infty$ isomorphism.

### 3.1. Dolgushev–Fedosov contraction and $L_\infty$ algebra structure on the space of polyvector fields of a Lie pair

**Lemma 3.1.** The subspace $\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k$ of the space $T_{\text{poly}}^k(L[1] \oplus B)$ of $(k+1)$-vector fields on $L[1] \oplus B$ is stable under $L_\delta$. 
Also, note that the following diagram commutes:

\[
\begin{array}{c}
\Gamma(\Lambda^i L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\mathcal{L}_i} \Gamma(\Lambda^{i+1} L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \\
\cong \Gamma(\Lambda^i L^{\vee} \otimes \hat{S}(B^{\vee})) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\delta \otimes \text{id}} \Gamma(\Lambda^{i+1} L^{\vee} \otimes \hat{S}(B^{\vee})) \otimes_R \mathcal{T}_{\text{poly}}^k
\end{array}
\]

Since the vector field \( \delta \) on \( L[1] \oplus B \) is homological, we obtain the cochain complex

\[
\cdots \rightarrow \Gamma(\Lambda^i L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\mathcal{L}_i - \delta} \Gamma(\Lambda^{i+1} L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \rightarrow \cdots
\]

which admits the descending filtration

\[
\mathcal{F}_m = \bigoplus_{i=0}^{\text{rk}(L)} \Gamma(\Lambda^i L^{\vee} \otimes \hat{S}^{\geq m-i} B^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k.
\]

We shall denote by \( \tau_2, \sigma_2 \) and \( h_2 \) the maps defined by the following commutative diagrams (where \( \tau, \sigma, \) and \( h \) are the maps introduced in Section 2.2)

\[
\begin{array}{c}
\Gamma(\Lambda^i L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\sigma_2} \Gamma(\Lambda^i A^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \\
\cong \Gamma(\Lambda^i L^{\vee} \otimes \hat{S} B^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k
\end{array}
\]

\[
\begin{array}{c}
\Gamma(\Lambda^i A^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\tau_2} \Gamma(\Lambda^i L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \\
\cong \Gamma(\Lambda^i L^{\vee} \otimes \hat{S} B^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k
\end{array}
\]

\[
\begin{array}{c}
\Gamma(\Lambda^i L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{h_2} \Gamma(\Lambda^{i-1} L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \\
\cong \Gamma(\Lambda^i L^{\vee} \otimes \hat{S}(B^{\vee})) \otimes_R \mathcal{T}_{\text{poly}}^k
\end{array}
\]

Adapting the proof of [45, Proposition 4.3], we obtain

**Proposition 3.2.** The complex \((\Gamma(\Lambda^i L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k, \mathcal{L}_-, \delta)\) contracts onto \((\Gamma(\Lambda^i A^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k, 0)\). More precisely, we have the filtered contraction

\[
\begin{array}{c}
\Gamma(\Lambda^{n-1} L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\mathcal{L}_- - \delta} \Gamma(\Lambda^n L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\mathcal{L}_- - \delta} \Gamma(\Lambda^{n+1} L^{\vee}) \otimes_R \mathcal{T}_{\text{poly}}^k \rightarrow \cdots
\end{array}
\]

where \( \tau_2, \sigma_2 \) and \( h_2 \) are defined by the above commutative diagrams (34)-(35).
Lemma 3.3. The contraction $(\tau_2, \sigma_2, h_2)$ in Proposition 3.2 is a semifull algebra contraction — on both sides, the associative multiplication is the wedge product. Moreover, the maps $\tau_2$ and $\sigma_2$ preserve the wedge products.

Proof. This follows immediately from the definitions and the corresponding statements for $(\tau, \sigma)$ — see Lemma 2.10.

Consider the homological vector field $Q$ on $L[1] \oplus B$ introduced in Theorem 2.11:

$$Q = -\delta + \rho \quad \text{with} \quad \rho = d\tilde{\nu} + X\tilde{\nu} \quad \text{and} \quad X\tilde{\nu} \in \Gamma(L^\nu \otimes \hat{S}^{>2}(B^\nu) \otimes B).$$

Proposition 3.4. There exists a contraction

$$\left( \text{tot} \left( \Gamma(\Lambda^*A^\nu) \otimes_R \mathcal{T}_{\text{poly}}^k, d^B \right), d^A_B \right) \xrightarrow{\tilde{h}_2} \left( \text{tot} \left( \Gamma(\Lambda^*L^\nu) \otimes_R \mathcal{T}_{\text{poly}}^k, L_Q \right), h_2 \right)$$

More precisely, for every $k \geq -1$, we have the (filtered) contraction

$$\cdots \longrightarrow \Gamma(\Lambda^{n-1}L^\nu) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\tilde{\tau}_2} \Gamma(\Lambda^nL^\nu) \otimes_R \mathcal{T}_{\text{poly}}^k \xrightarrow{\tilde{\tau}_2} \Gamma(\Lambda^{n+1}L^\nu) \otimes_R \mathcal{T}_{\text{poly}}^k \longrightarrow \cdots$$

where

$$\tilde{h}_2 = \sum_{l=0}^{\infty} (h_2 L_\rho)^l h_2, \quad \text{and} \quad \tilde{\tau}_2 = \sum_{l=0}^{\infty} (h_2 L_\rho)^l \tau_2.$$ (37)

Moreover, the cochain maps $\tilde{\tau}_2$ and $\sigma_2$ intertwine the wedge products on their domain and codomain.

As an immediate consequence of Proposition 3.4, by considering the bigradings on both sides of (36), we obtain the following

Corollary 3.5. For every $k \geq -1$, we have a contraction

$$\left( \Gamma(\Lambda^*A^\nu) \otimes_R \mathcal{T}_{\text{poly}}^k, d^B \right) \xrightarrow{\tilde{\tau}_2} \left( \Gamma(\Lambda^*L^\nu) \otimes_R \mathcal{T}_{\text{poly}}^k, L_Q \right) \xrightarrow{\tilde{h}_2}$$

The case $k = -1$ was established in [45, Proposition 5.4].

The proof of Proposition 3.4 requires the following technical results.

Lemma 3.6. Let $\text{pr}_0$ denote the canonical projection $\hat{S}(B^\nu) \otimes B \to S^0(B^\nu) \otimes B$. For all $a \in \Gamma(A)$ and $j \in \{1, \ldots, r\}$, we have

$$\text{pr}_0((\nabla^i_a, \partial_j)) = \nabla^B_a(\partial_j).$$

Recall that $\{\partial_j\}_{j=1, \ldots, r}$ is a local frame for the vector subbundle $B \cong S^0(B^\nu) \otimes B$ of $\hat{S}(B^\nu) \otimes B$. Here we think of $\partial_j$ as a local section of $\hat{S}(B^\nu) \otimes B$. The sections of the vector bundle $\hat{S}(B^\nu) \otimes B$ may be interpreted as fiberwise formal vertical vector fields on $B$ — they act as derivations of the algebra $\Gamma(\hat{S}(B^\nu))$ of fiberwise formal functions on $B$ in a natural fashion.
Proof. We have seen that, for all \( a \in \Gamma(A) \), the operator \( \nabla^i_a \) is a derivation of \( \Gamma(S(B^\vee)) \), which stabilizes the filtration \( \Gamma(S^{\geq n}(B^\vee)) \). Therefore, there exist local sections \( \theta_k^M \) of \( A^\vee \) such that

\[
\nabla^i_a \chi_k = \sum_{M \in \mathbb{N}_0^r, |M| \geq 1} \iota_a \theta_k^M \cdot \chi^M.
\]

It follows that \( \nabla^i_a \) may be regarded as a section of \( \hat{S}^{\geq 1}(B^\vee) \otimes B \):

\[
\nabla^i_a = \sum_{k=1}^r \left( \sum_{M \in \mathbb{N}_0^r, |M| \geq 1} \iota_a \theta_k^M \cdot \chi^M \right) \partial_k.
\]

On one hand, it follows from

\[
\begin{align*}
[\nabla^i_a, \partial_j] &= \nabla^i_a \circ \partial_j - \partial_j \circ \nabla^i_a = \sum_{k=1}^r \sum_{|M| \geq 1} \iota_a \theta_k^M \cdot \chi^M \partial_k \circ \partial_j - \sum_{k=1}^r \sum_{|M| \geq 1} \iota_a \theta_k^M \cdot \partial_j \circ (\chi^M \partial_k)
\end{align*}
\]

that

\[
\text{pr}_0 ([\nabla^i_a, \partial_j]) = - \sum_{k=1}^r \iota_a \theta_k^j \cdot \partial_k.
\]

On the other hand, it follows from

\[
0 = \delta_{k,j} \langle \chi_k | \partial_j \rangle = \left\langle \nabla^i_a \chi_k | \partial_j \right\rangle + \left\langle \chi_k | \nabla^i_a \partial_j \right\rangle
\]

and the fact that \( \nabla^i_a \) stabilizes the subspace \( \Gamma(S^1(B)) \) of \( \Gamma(S(B)) \) that

\[
\begin{align*}
\nabla^i_a (\partial_j) &= \sum_k \left\langle \chi_k | \nabla^i_a \partial_j \right\rangle \partial_k \\
&= - \sum_k \left\langle \nabla^i_a \chi_k | \partial_j \right\rangle \partial_k \\
&= - \sum_k \sum_{|M| \geq 1} \iota_a \theta_k^M \cdot (\chi^M | \partial_j) \cdot \partial_k \\
&= - \sum_k \iota_a \theta_k^j \cdot \partial_k.
\end{align*}
\]

Finally, for all \( a \in \Gamma(A) \) and \( b \in \Gamma(B) \), we have \( \nabla^i_a (b) = \nabla^\text{Bott}_a (b) \) as

\[
\text{pbw}(\nabla^i_a b - \nabla^\text{Bott}_a b) = a \cdot \text{pbw}(b) - \text{pbw} \left( q[a,j(b)] \right)
\]

\[
= a \cdot j(b) - j \circ q([a,j(b)]) = j(b) \cdot a + p([a,j(b)])
\]

in \( \frac{L(L)}{L(L) \Gamma(A)} \). The proof is complete. \( \square \)

Lemma 3.7. \( \sigma_2 \circ \mathcal{L}_\rho \circ \tau_2 = d^\text{Bott}_A \)
Proof. Let $(l_k)_{k \in \{1, \ldots, r\}}$ denote any local frame of $L$ and let $(\lambda_k)_{k \in \{1, \ldots, r\}}$ denote the dual local frame of $L^\vee$. Likewise, let $(a_k)_{k \in \{1, \ldots, r\}}$ denote any local frame of $A$ and let $(\alpha_k)_{k \in \{1, \ldots, r\}}$ denote the dual local frame of $A^\vee$. For all $\omega \in \Gamma(\Lambda^s A^\vee)$, $n \in \mathbb{N}$, and $j_0, \ldots, j_n \in \{1, \ldots, r\}$, we have
\[
\sigma_2\left(\left[\rho, \tau_2(\omega \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_n})\right]\right)
= \sigma_2\left(\left[\rho, p^\top \omega \otimes 1 \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_n}\right]\right)
= \sigma_2\left(d_L(p^\top \omega) \otimes 1 \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_n}\right)
\]
\[
\quad + \sum_k \lambda_k \wedge p^\top \omega \otimes [\nabla_k - \eta_k, 1 \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_n}]
= \sigma\left(d_L(p^\top \omega) \otimes 1 \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_n}\right)
\]
\[
\quad + \sum_k \sigma_2\left(p^\top \alpha_k \wedge p^\top \omega \otimes [\nabla^{\top}_{a_k}, 1 \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_n}]\right)
= d_A \omega \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_n}
\]
\[
\quad + \sum_k \sum_l \alpha_k \wedge \omega \otimes \partial_{j_0} \wedge \cdots \wedge \partial_{j_l} \wedge \partial_{j_{l+1}} \wedge \cdots \wedge \partial_{j_n}.
\]
It follows from Lemma 3.6 that
\[
\text{pr}_0[\nabla^{\top}_{a_k}, \partial_{j_l}] = \nabla^{\top}_{a_k}(\partial_{j_l}) = \nabla_{a_k}^\text{Bott}(\partial_{j_l}).
\]
Hence, we conclude that $\sigma_2 \circ L_\rho \circ \tau_2 = d_A^\text{Bott}$. \hfill \square

Proof of Proposition 3.4. We proceed by homological perturbation — see Lemma A.1 and also [45, Lemma A.1] and [21, §1]. Starting from the filtered contraction of Proposition 3.2, it suffices to perturb the coboundary operator $L_{-\delta}$ by the operator $L_\rho$. One checks that $\sigma_2 L_\rho h_z = 0$. It follows that
\[
\bar{\sigma}_2 := \sum_{l=0}^\infty \sigma_2(L_\rho h_z)^l = \sigma_2
\]
and, making use of Lemma 3.7,
\[
\bar{\psi} := \sum_{l=0}^\infty \sigma_2(L_\rho h_z)^l L_\rho \tau_2 = \sigma_2 L_\rho \tau_2 = d_A^\text{Bott}.
\]
The result follows immediately since $-\delta + \rho = Q$.

Finally, the claim that $\sigma_2$ is compatible with the wedge products is contained in Lemma 3.3, while the same statement for $\bar{\tau}_2$ follows from Lemmas 3.3, A.3 and A.4. \hfill \square

The next proposition gives an alternative characterization of the map $\bar{\tau}_2$ as the solution of an initial value problem.

Proposition 3.8. Given $x \in \Gamma(\Lambda^s A^\vee) \otimes_R T^\infty_{\text{poly}}$ and $y \in \Gamma(\Lambda^s L^\vee) \otimes_R T^\infty_{\text{poly}}$, we have
\[
\bar{\tau}_2(x) = y \quad \text{if and only if} \quad \begin{cases}
\phi_2(y) = 0 \\
\phi_2 L_Q(y) = 0 \\
\phi_2(y) = x
\end{cases}
\quad \text{if and only if} \quad \begin{cases}
\phi_2(y) = 0 \\
\phi_2 L_Q(y) = 0 \\
\phi_2(y) = x
\end{cases}
\]
The derivation $\eta$ was defined in Equation (25).

**Proof.** Assume $\tilde{\tau}_2(x) = y$. From $h_2^2 \tau_2 = 0$ and $h_2 h_2 = 0$, we get

$$h_2^2 \tilde{\tau}_2 = h_2^2 \sum_{l=0}^{\infty} (h_2 L_\rho)^l \tau_2 = h_2^2 \tau_2 + h_2 (h_2 L_\rho) \sum_{l=0}^{\infty} (h_2 L_\rho)^l \tau_2 = 0.$$ 

It follows that

$$h_2(y) = h_2 \tilde{\tau}_2(x) = 0 \quad \text{and} \quad \sigma_2(y) = \sigma_2 \tilde{\tau}_2(x) = x.$$ 

Furthermore, since $\tilde{\tau}_2$ is a chain map, we have

$$h_2 L_Q(y) = h_2 L_Q \tilde{\tau}_2(x) = h_2 \tilde{\tau}_2 d_{\text{Bott}}^A(x) = 0.$$ 

Conversely, assuming $h_2(y) = 0$; $h_2 L_Q(y) = 0$; and $\sigma_2(y) = x$, it follows from

$$\tilde{\tau}_2 \sigma_2 - \text{id} = h_2 L_Q + L_Q h_2$$

that

$$\tilde{\tau}_2(x) - y = \tilde{\tau}_2 \sigma_2(y) - y = \tilde{\tau}_2 L_Q(y) + L_Q \tilde{\tau}_2 = \sum_{l=0}^{\infty} (h_2 L_\rho)^l \tau_2 L_Q(y) + L_Q \sum_{l=0}^{\infty} (h_2 L_\rho)^l h_2(y) = 0$$

and we can conclude that $\tilde{\tau}_2(x) = y$.

Finally, it is not difficult to show that $\ker(h_2) = \ker(L_\eta)$. It follows that

$$\begin{cases} h_2(y) = 0 \\ h_2 L_Q(y) = 0 \end{cases} \quad \text{if and only if} \quad \begin{cases} L_\eta(y) = 0 \\ L_\eta L_Q(y) = 0 \end{cases} \quad \text{if and only if} \quad \begin{cases} L_\eta(y) = 0 \\ L_{[\eta,Q]}(y) = 0 \end{cases} \quad \square$$

It follows from the homotopy transfer theorem for $L_\infty$ algebras [5, 22, 17, 1, 16, 6, 14, 15] applied to the contraction in Proposition 3.4 that the dgla structure carried by $\text{tot} \left( \Gamma(L^\Lambda A^V) \otimes_R T_{\text{poly}}^\bullet \right)$ induces an $L_\infty$ algebra structure on $\text{tot} \left( \Gamma(L^\Lambda A^V) \otimes_R T_{\text{poly}}^\bullet \right)$. Moreover, since the retraction $\sigma_2$ preserves the wedge products according to Proposition 3.4, we immediately obtain the following

**Proposition 3.9.** Given a Lie pair $(L, A)$, each choice of a splitting $j : B \to L$ of the short exact sequence of vector bundles $0 \to A \to L \to B \to 0$ and of a torsion-free $L$-connection $\nabla$ on $B$ determines

1. an $L_\infty$ algebra structure on $\text{tot} \left( \Gamma(L^\Lambda A^V) \otimes_R T_{\text{poly}}^\bullet \right)$ with the operator $d_A^\text{Bott}$ as unary bracket
2. a Gerstenhaber algebra structure on $\mathbb{H}^\bullet_{CE}(A, T_{\text{poly}}^\bullet)$, the cohomology of the total complex

$$\left( \text{tot} \left( \Gamma(L^\Lambda A^V) \otimes_R T_{\text{poly}}^\bullet \right), d_A^\text{Bott} \right),$$

where the Lie bracket is induced by the binary bracket of the $L_\infty$ algebra structure on $\text{tot} \left( \Gamma(L^\Lambda A^V) \otimes_R T_{\text{poly}}^\bullet \right)$ and the multiplication by the wedge product (9).

**Remark 3.10.** One can prove that the $L_\infty$ algebra structure on $\text{tot} \left( \Gamma(L^\Lambda A^V) \otimes_R T_{\text{poly}}^\bullet \right)$ is compatible with the wedge product in the sense that all $L_\infty$ multibrackets are multi-derivations with respect to the wedge product. In other words, in the terminology of [2], $\text{tot} \left( \Gamma(L^\Lambda A^V) \otimes_R T_{\text{poly}}^\bullet \right)$ is a $(+1)$-shifted derived Poisson algebra.\(^3\)

\(^3\)In the context of $\mathbb{Z}_2$-grading, $(+1)$-shifted derived Poisson algebras are also called homotopy Schouten algebras by Khudaverdian–Voronov [24]. Note that, $0$-shifted derived Poisson algebras were studied by Oh–Park [41] and Cattaneo–Felder [8], who called them $P_\infty$ algebras.
3.2. Dolgushev–Fedosov contraction and $L_\infty$ algebra structure on the space of polydifferential operators of a Lie pair. Denote the space of polydifferential operators on $L[1] \oplus B$ by $D_{\text{poly}}^\bullet (L[1] \oplus B)$. The Hochschild cohomology of the Fedosov dg manifold $(L[1] \oplus B, Q)$ is the cohomology of the cochain complex $(D_{\text{poly}}^\bullet (L[1] \oplus B), [Q + m, -])$. The algebra of functions $C^\infty (L[1] \oplus B)$ is a module over its subalgebra $\Gamma (\Lambda^\bullet L^\vee) \cong \Gamma (\Lambda^\bullet L^\vee \otimes S^0 (B^\vee))$. The subspace of $D_{\text{poly}}^\bullet (L[1] \oplus B)$ comprised of all $\Gamma (\Lambda^\bullet L^\vee)$-multilinear polydifferential operators is easily identified to $\text{tot} (\Gamma (\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet )$, the space of polydifferential operators on the Fedosov dg Lie algebroid $\mathcal{F}$. Since $\mathcal{F}$ is a dg Lie subalgebroid of the tangent bundle $T_M \to M$ of the Fedosov dg manifold $(L[1] \oplus B, Q)$, it follows that the subspace $\text{tot} (\Gamma (\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet )$ of $D_{\text{poly}}^\bullet (L[1] \oplus B)$ is stable under the Hochschild coboundary operator $[Q + m, -]$ of the Fedosov dg manifold $(L[1] \oplus B, Q)$.

We also have the following

**Lemma 3.11.** The subspace $\text{tot} (\Gamma (\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet )$ of $D_{\text{poly}}^\bullet (L[1] \oplus B)$ is stable under $[\delta, -]$.

**Lemma 3.12.** The diagram

\[
\begin{array}{ccc}
\Gamma (\Lambda^p L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^{p+1} L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \\
(id \otimes \varphi) \downarrow \cong & & (id \otimes \varphi) \downarrow \cong \\
\Gamma (\Lambda^p L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma ((SB)^{\otimes v+1}) & \xrightarrow{\delta \otimes id} & \Gamma (\Lambda^{p+1} L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma ((SB)^{\otimes v+1})
\end{array}
\]

commutes.

**Proof.** It suffices to verify that the diagrams

\[
\begin{array}{ccc}
\Gamma (\Lambda^p L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^{p+1} L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \\
(id \otimes \varphi) \downarrow \cong & & (id \otimes \varphi) \downarrow \cong \\
\Gamma (\Lambda^p L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma ((SB)^{\otimes v+1}) & \xrightarrow{\delta \otimes id} & \Gamma (\Lambda^{p+1} L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma ((SB)^{\otimes v+1})
\end{array}
\]

and

\[
\begin{array}{ccc}
\Gamma (\Lambda^p L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^{v-1} & \xrightarrow{[m, -]} & \Gamma (\Lambda^p L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^{v} \\
(id \otimes \varphi) \downarrow \cong & & (id \otimes \varphi) \downarrow \cong \\
\Gamma (\Lambda^p L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma ((SB)^{\otimes v}) & \xrightarrow{id \otimes ((-1)^{v-1}d_{\varphi})} & \Gamma (\Lambda^p L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma ((SB)^{\otimes v+1})
\end{array}
\]

commute. □

**Proposition 3.13.** The diagram

\[
\begin{array}{ccccccc}
\vdots & \xrightarrow{[m, -]} & \vdots & \xrightarrow{[m, -]} & \vdots & \xrightarrow{[m, -]} & \vdots \\
\Gamma (\Lambda^0 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^1 & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^1 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^1 & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^2 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^1 & \xrightarrow{[\delta, -]} & \cdots \\
\Gamma (\Lambda^0 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^0 & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^1 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^0 & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^2 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^0 & \xrightarrow{[\delta, -]} & \cdots \\
\Gamma (\Lambda^0 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^{-1} & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^1 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^{-1} & \xrightarrow{[\delta, -]} & \Gamma (\Lambda^2 L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^{-1} & \xrightarrow{[\delta, -]} & \cdots \\
\end{array}
\]

is a double complex.
Its total complex
\[ \cdots \to \text{tot}^n \left( \Gamma(\Lambda^* L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^* \right) \xrightarrow{[\delta + m, -]} \text{tot}^{n+1} \left( \Gamma(\Lambda^* L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^* \right) \to \cdots \]
admits the descending filtration \( \mathcal{F}_0 \supset \mathcal{F}_1 \supset \mathcal{F}_2 \supset \mathcal{F}_3 \supset \cdots \) defined by
\[ \mathcal{F}_m = \bigoplus_{k=0}^{\text{rk}(L)} \Gamma(\Lambda^k(L^\vee)) \otimes_R \varphi \left( \bigoplus_{q=1}^{\infty} \Gamma(\hat{S}^m - k)(B^\vee) \otimes S(B) \otimes \cdots \otimes S(B) \right). \]
Here \( \varphi \) is as in (32).

We shall denote by \( \tau_3, \sigma_3 \) and \( h_3 \) the maps defined by the following commutative diagrams (where \( \tau, \sigma \), and \( h \) are the maps introduced in Section 2.2 and \( \varphi \) is the identification (32)):

\begin{align*}
\Gamma(\Lambda^u L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v & \xrightarrow{id \otimes \varphi} \Gamma(\Lambda^u A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \xrightarrow{\sigma_3} \Gamma(\Lambda^u A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \quad (38) \\
\Gamma(\Lambda^u L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma((SB)^{\otimes v+1}) & \xrightarrow{\tau_3} \Gamma(\Lambda^u L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \xrightarrow{id \otimes \varphi} \Gamma(\Lambda^u L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \quad (39) \\
\Gamma(\Lambda^u A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v & \xrightarrow{\tau \otimes \text{pbw}^{-1} \otimes v+1} \Gamma(\Lambda^u L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma((SB)^{\otimes v+1}) \\
\Gamma(\Lambda^u L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v & \xrightarrow{h_3} \Gamma(\Lambda^{u-1} L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \xrightarrow{id \otimes \varphi} \Gamma(\Lambda^{u-1} L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^v \quad (40)
\end{align*}

The following proposition can be easily verified.

**Proposition 3.14.** The cochain complex \( (\text{tot} \left( \Gamma(\Lambda^* L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^* \right), [-\delta + m, -]) \) contracts onto \( (\text{tot} \left( \Gamma(\Lambda^* A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^* \right), \text{id} \otimes d_{\varphi}) \). More precisely, we have a filtered contraction

\[ \cdots \to \text{tot}^n \left( \Gamma(\Lambda^* L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^* \right) \xrightarrow{[\delta + m, -]} \text{tot}^{n+1} \left( \Gamma(\Lambda^* L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^* \right) \to \cdots \]

where \( \sigma_3, \tau_3 \) and \( h_3 \) are the maps defined by the commutative diagrams (38), (39), and (40).

**Lemma 3.15.** The contraction \( (\tau_3, \sigma_3, h_3) \) in Proposition 3.14 is a semifull algebra contraction (where the associative product on both sides is the cup product). Moreover, the maps \( \tau_3 \) and \( \sigma_3 \) respect the cup products.
Proof. This follows easily from the definitions and the corresponding statements for \((\tau, \sigma, h)\) — see Lemma 2.10.

Remark 3.16. For future reference, we point out that the same maps \((\tau_2, \sigma_2, h_2)\) also define a filtered contraction of \((\text{tot} (\Gamma(\Lambda^* L^\vee) \otimes_R D_{\text{poly}}^\bullet), [\delta, -])\) onto \((\text{tot} (\Gamma(\Lambda^* A^Y) \otimes_R D_{\text{poly}}^\bullet), 0)\). As for Proposition 3.14, we leave the verification of this claim as an easy exercise for the reader.

Lemma 3.17. The diagram

\[
\begin{array}{cccccc}
\Gamma(\Lambda^p L^\vee) \otimes_R D_{\text{poly}}^{p+1} & \overset{[\rho, -]}{\longrightarrow} & \Gamma(\Lambda^{p+1} L^\vee) \otimes_R D_{\text{poly}}^{p+1} \\
(-1)^p[m, -] & \uparrow & (-1)^{p+1}[m, -] \\
\Gamma(\Lambda^p L^\vee) \otimes_R D_{\text{poly}}^p & \overset{[\rho, -]}{\longrightarrow} & \Gamma(\Lambda^{p+1} L^\vee) \otimes_R D_{\text{poly}}^p
\end{array}
\]

commutes.

Sketch of proof. We have \([\rho, m] = 0\) because, for every \(l \in \Gamma(L)\), the operator \(\iota l\rho\) is a derivation for the multiplication \(m\) on \(C^\infty(L[1] \oplus B)\).

It follows from Proposition 3.13 and Lemma 3.17 that

\[
\cdots \rightarrow \text{tot}^{n+1} \left( \Gamma(\Lambda^* L^\vee) \otimes_R D_{\text{poly}}^\bullet \right) \overset{[\delta + m, -]}{\longrightarrow} \text{tot}^n \left( \Gamma(\Lambda^* L^\vee) \otimes_R D_{\text{poly}}^\bullet \right) \rightarrow \cdots
\]

is a double complex.

Indeed, the operator \([\rho, -]\) is a perturbation of the filtered complex

\[
\cdots \rightarrow \text{tot}^n \left( \Gamma(\Lambda^* L^\vee) \otimes_R D_{\text{poly}}^\bullet \right) \overset{[\delta + m, -]}{\longrightarrow} \text{tot}^{n+1} \left( \Gamma(\Lambda^* L^\vee) \otimes_R D_{\text{poly}}^\bullet \right) \rightarrow \cdots
\]

Proposition 3.18. There exists a contraction

\[
\left( \text{tot} (\Gamma(\Lambda^* A^Y) \otimes_R D_{\text{poly}}^\bullet), d_{\text{fr}}^A + d_{\text{fr}} \sigma_{\text{fr}} \right) \overset{\tau_2}{\longrightarrow} \left( \text{tot} (\Gamma(\Lambda^* L^\vee) \otimes_R D_{\text{poly}}^\bullet), [Q + m, -] \right) \overset{\sigma_2}{\longrightarrow} \left( \text{tot} (\Gamma(\Lambda^* A^Y) \otimes_R D_{\text{poly}}^\bullet), [Q + m, -] \right)
\]

— recall that \(d_{\text{fr}} := \text{id} \otimes d_{\text{fr}}\). More precisely, we have the (filtered) contraction

\[
\cdots \rightarrow \text{tot}^n \left( \Gamma(\Lambda^* (L^\vee)) \otimes_R D_{\text{poly}}^\bullet \right) \overset{[Q + m, -]}{\longrightarrow} \text{tot}^{n+1} \left( \Gamma(\Lambda^* (L^\vee)) \otimes_R D_{\text{poly}}^\bullet \right) \rightarrow \cdots
\]

\[
\cdots \rightarrow \text{tot}^n \left( \Gamma(\Lambda^* (A^Y)) \otimes_R D_{\text{poly}}^\bullet \right) \overset{d_{\text{fr}}^A + d_{\text{fr}} \sigma_{\text{fr}}}{\longrightarrow} \text{tot}^{n+1} \left( \Gamma(\Lambda^* (A^Y)) \otimes_R D_{\text{poly}}^\bullet \right) \rightarrow \cdots
\]

\[
\cdots \rightarrow \text{tot}^n \left( \Gamma(\Lambda^* (L^\vee)) \otimes_R D_{\text{poly}}^\bullet \right) \overset{[Q + m, -]}{\longrightarrow} \text{tot}^{n+1} \left( \Gamma(\Lambda^* (L^\vee)) \otimes_R D_{\text{poly}}^\bullet \right) \rightarrow \cdots
\]

where \(\tilde{\tau}_2 = \sum_{i=0}^\infty (h_2 \circ [\rho, -])^i \circ \tau_2 \) and \(\tilde{h}_2 = \sum_{i=0}^\infty (h_2 \circ [\rho, -])^i \circ h_2\).

Moreover, the cochain maps \(\tilde{\tau}_2\) and \(\sigma_2\) respect the cup products on both sides.
As an immediate consequence of Proposition 3.18, by considering the bigradings on both sides of (41), we obtain the following

**Corollary 3.19.** For every \( k \geq -1 \), we have a contraction

\[
\left( \Gamma(\Lambda^* A^\vee) \otimes_R \mathcal{D}^k_{\text{poly}}(\Lambda^\vee) A^\vee \right) \xrightarrow{\sigma_k} \left( \Gamma(\Lambda^* L^\vee) \otimes_R \mathcal{D}^k_{\text{poly}}(L^\vee) \right) \xrightarrow{\tilde{h}_z} \]

(42)

The case \( k = -1 \) was established in [45, Proposition 5.4].

The proof of Proposition 3.18 requires the following technical results.

**Lemma 3.20.** Let \( \text{pr}_0 \) denote the canonical projection \( \hat{S}(B^\vee) \otimes S(B) \rightarrow S^0(B^\vee) \otimes S(B) \). For all \( a \in \Gamma(A) \) and \( J \in \mathbb{N}_0 \), we have

\[
\text{pr}_0 \left( J \nabla^i_a \partial^J \right) = \nabla^i_a(\partial^J).
\]

**Proof.** We have seen that, for all \( a \in \Gamma(A) \), the operator \( \nabla^i_a \) is a derivation of \( \Gamma(\hat{S}(B^\vee)) \), which stabilizes the filtration \( \Gamma(\hat{S}^{\geq n}(B^\vee)) \). Therefore, there exist local sections \( \theta_k^M \) of \( L^\vee \) such that

\[
\nabla^i_a \chi^{k} = \sum_{M \in \mathbb{N}_0^r \mid |M| \geq 1} \iota_a \theta_k^M \cdot \chi^M.
\]

It follows that \( \nabla^i_a \) may be regarded as a section of \( \hat{S}^{\geq 1}(B^\vee) \otimes B \):

\[
\nabla^i_a = \sum_{k=1}^{r} \left( \sum_{M \in \mathbb{N}_0^r \mid |M| \geq 1} \iota_a \theta_k^M \cdot \chi^M \right) \partial_k.
\]

On one hand, it follows from

\[
[\nabla^i_a, \partial^J] = \nabla^i_a \star \partial^J - \partial^J \star \nabla^i_a = \sum_{k=1}^{r} \sum_{|M| \geq 1} \iota_a \theta_k^M \cdot \chi^M \partial^{J+e_k} - \sum_{k=1}^{r} \sum_{|M| \geq 1} \iota_a \theta_k^M \cdot (\partial^J \star \chi^M \partial_k),
\]

that

\[
\text{pr}_0 \left( [\nabla^i_a, \partial^J] \right) = - \sum_{k=1}^{r} \sum_{|M| \geq 1} \iota_a \theta_k^M \frac{J!}{M!(J-M)!} \partial^M(\chi^M) \cdot \partial^{J-M+e_k}
\]

\[
= - \sum_{k=1}^{r} \sum_{|M| \geq 1} \iota_a \theta_k^M \frac{J!}{(J-M)!} \cdot \partial^{J-M+e_k}.
\]

On the other hand, it follows from

\[
0 = \iota_a \langle \chi^K \mid \partial^J \rangle = \langle \nabla^i_a \chi^K \mid \partial^J \rangle + \langle \chi^K \mid \nabla^i_a \partial^J \rangle
\]
Lemma 3.21. \( \sigma_2 \circ [\rho, -] \circ \tau_2 = d^J_A \)

Proof. Let \((l_k)_{k \in \{1, \ldots, rK_L \}}\) denote any local frame for \(L\) and let \((\lambda_k)_{k \in \{1, \ldots, rK_L \}}\) denote the dual local frame for \(L^\vee\). Likewise let \((a_k)_{k \in \{1, \ldots, rK_A \}}\) denote any local frame for \(A\) and let \((\alpha_k)_{k \in \{1, \ldots, rK_A \}}\) denote the dual local frame for \(A^\vee\). For all \(\omega \in \Gamma(A^\bullet A^\vee), n \in \mathbb{N}, \) and \(J_0, \ldots, J_n \in \mathbb{N}_0^r\), we have

\[
\sigma_2 \left( \left[ \rho, \tau_2 (\omega \otimes \text{pbw}(\partial^{J_0}) \otimes \cdots \otimes \text{pbw}(\partial^{J_n})) \right] \right) = \sigma_2 \left( \left[ \rho, p^\top \omega \otimes \varphi(1 \otimes \partial^{J_0} \otimes \cdots \otimes \partial^{J_n}) \right] \right) = \sigma_2 \left( d_L (p^\top \omega) \otimes \varphi(1 \otimes \partial^{J_0} \otimes \cdots \otimes \partial^{J_n}) \right) + \sum_k \lambda_k \wedge p^\top \omega \otimes \left[ \nabla_{l_k} - t_k \Xi; \varphi(1 \otimes \partial^{J_0} \otimes \cdots \otimes \partial^{J_n}) \right] = \sigma(d_L (p^\top \omega) \otimes 1) \otimes \text{pbw}(\partial^{J_0}) \otimes \cdots \otimes \text{pbw}(\partial^{J_n}) + \sum_k \sigma_2 \left( p^\top (\alpha_k \wedge \omega) \otimes \varphi \left( \sum_{t=0}^n 1 \otimes \partial^{J_0} \cdots \otimes \left[ \nabla_{a_k}^i, \partial^{J_t} \right] \cdots \otimes \partial^{J_n} \right) \right) = d_A \omega \otimes \text{pbw}(\partial^{J_0}) \otimes \cdots \otimes \text{pbw}(\partial^{J_n}) + \sum_k \sigma_2 \left( p^\top (\alpha_k \wedge \omega) \otimes \varphi \left( \sum_{t=0}^n 1 \otimes \partial^{J_0} \cdots \otimes \left[ \nabla_{a_k}^i, \partial^{J_t} \right] \cdots \otimes \partial^{J_n} \right) \right) \right) \right) \right) = \sigma_2 \left( \left[ \rho, - \right] \circ \tau_2 \right) = d^J_A.

It follows from Lemma 3.20 that

\[
\text{pbw} \left( \text{pr}_0 [\nabla_{a}^i, \partial^{J_t}] \right) = \text{pbw} \left( \nabla_{a}^i (\partial^{J_t}) \right) = a_k \cdot \text{pbw}(\partial^{J_t}).
\]

Hence, we conclude that \( \sigma_2 \circ [\rho, -] \circ \tau_2 = d^J_A. \)
Proof of Proposition 3.18. We proceed by homological perturbation — see Lemma A.1 and also [45, Lemma A.1]. Starting from the filtered contraction of Proposition 3.14, it suffices to perturb the coboundary operator $\llbracket -\delta + m, - \rrbracket$ by the operator $\llbracket \rho, - \rrbracket$. One checks that $\sigma_2 \circ \llbracket \rho, - \rrbracket \circ h_2 = 0$. Therefore, we obtain
\[ \tilde{\sigma}_2 := \sum_{l=0}^{\infty} \sigma_2 \circ \llbracket \rho, - \rrbracket \circ h_2^l = \sigma_2 \]
and, making use of Lemma 3.21,
\[ \vartheta := \sum_{l=0}^{\infty} \sigma_2 \circ \llbracket \rho, - \rrbracket \circ h_2^l \circ \llbracket \rho, - \rrbracket \circ \tau_2 = \sigma_2 \circ \llbracket \rho, - \rrbracket \circ \tau_2 = d_A^J. \]
The result follows immediately since $-\delta + \rho = Q$.

As in the proof of Proposition 3.4, applying Lemmas 3.15 and A.3, we conclude that $(\tilde{\tau}_2, \sigma_2, h_2)$ is a semifull algebra contraction. Since the differential $\llbracket Q + m, - \rrbracket = \llbracket Q, - \rrbracket + d_\mathcal{RF}$ is a derivation with respect to the cup product\footnote{Although the Gerstenhaber bracket $\llbracket - , - \rrbracket$ is not a biderivation with respect to the cup product, but only a biderivation up to homotopy, it is known that $\llbracket m, - \rrbracket = d_\mathcal{RF}$ is indeed a derivation with respect to the cup product — see [19, Equation (20)].}, according to Lemma A.4, we conclude that $\tilde{\tau}_2$ is an algebra morphism. The fact that $\sigma_2$ is an algebra morphism is already contained in Lemma 3.15. \hfill \Box

The next proposition gives an alternative characterization of the map $\tilde{\tau}_2$ as the solution of an initial value problem.

Proposition 3.22. Given $x \in \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_\text{poly}^0$ and $y \in \Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_\text{poly}^0$, we have
\[ \tilde{\tau}_2(x) = y \ \text{if and only if} \ \begin{cases} h_2(y) = 0 \\ h_2([Q, y]) = 0 \\ \sigma_2(y) = x \end{cases} \]
if and only if
\[ \begin{cases} [\eta, y] = 0 \\ [\eta, Q], y = 0 \\ \sigma_2(y) = x \end{cases} \]

The derivation $\eta$ was defined in Equation (25). The proof of Proposition 3.22 is similar to the proof of Proposition 3.8 and is therefore omitted.

Proposition 3.23. The restriction of the map $\tilde{\tau}_2$ of Corollary 3.19 to differential (rather than polydifferential) operators is a morphism of coalgebras
\[ \tilde{\tau}_2 : \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_\text{poly}^0 \rightarrow \Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_\text{poly}^0. \]

Proof. Since, according to Proposition (3.18), $\tilde{\tau}_2$ respects the cup products, we have the commutative diagram
\[ \begin{array}{ccc} \bigotimes^2_{\Gamma(\Lambda^\bullet A^\vee)} (\Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_\text{poly}^0) & \overset{\tilde{\tau}_2 \otimes \tilde{\tau}_2}{\longrightarrow} & \bigotimes^2_{\Gamma(\Lambda^\bullet L^\vee)} (\Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_\text{poly}^0) \\ \downarrow \cong & & \downarrow \cong \end{array} \]
\[ \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_\text{poly}^1 \overset{\tilde{\tau}_2}{\longrightarrow} \Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_\text{poly}^1 \]
in which, owing to the very definition of the cup products, the two vertical arrows are isomorphisms.

Denoting by $\Delta$ the composition of the comultiplication and the cup product, we are thus led to show that the diagram
\[ \begin{array}{ccc} \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_\text{poly}^0 & \overset{\tilde{\tau}_2}{\longrightarrow} & \Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_\text{poly}^0 \\ \downarrow \Delta & & \downarrow \Delta \\ \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_\text{poly}^1 & \overset{\tilde{\tau}_2}{\longrightarrow} & \Gamma(\Lambda^\bullet L^\vee) \otimes_R \mathcal{D}_\text{poly}^1 \end{array} \]
commutes.

By virtue of Proposition 3.22, it suffices to show that the three identities

\[ [[\eta, \check{\Delta} \circ \tilde{\tau}_2(x)], \tilde{\tau}_2(x)] = 0, \quad [[\eta, Q], \check{\Delta} \circ \tilde{\tau}_2(x)] = 0, \quad \text{and} \quad \sigma_2(\check{\Delta} \circ \tilde{\tau}_2(x)) = \check{\Delta}(x) \]

hold for every \( x \in \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}^0_{\text{poly}} \).

Consider the dg Hopf algebroid \( U(\mathcal{F}) \) arising from the Fedosov dg Lie algebroid \( \mathcal{F} \to \mathcal{M} \). Given any \( b \in \Gamma(\mathcal{F}) = \Gamma(\Lambda^\bullet L^\vee \otimes \tilde{S}(B^\vee) \otimes B) \) and \( u \in \mathcal{U}(\mathcal{F}) = \Gamma(\Lambda^\bullet L^\vee \otimes \tilde{S}(B^\vee) \otimes SB) \), we have

\[
[b, \check{\Delta}(u)] = b \star \left( \sum_{(u)} u_{(1)} - u_{(2)} \right) - \left( \sum_{(u)} u_{(1)} - u_{(2)} \right) \star b \\
= \sum_{(u)} (b \circ u_{(1)} - u_{(2)} + u_{(1)} - b \circ u_{(2)}) \\
- \sum_{(u)} ((u_{(1)} \circ b) - u_{(2)} + u_{(1)} - (u_{(2)} \circ b)) \\
= \check{\Delta}(b \circ u) - \check{\Delta}(u \circ b) = \check{\Delta}([b, u]).
\]

This fact together with Proposition 3.22 immediately implies that

\[ [[\eta, \check{\Delta}(\tilde{\tau}_2(x))], \tilde{\tau}_2(x)] = \check{\Delta}([[\eta, \tilde{\tau}_2(x)]] = 0 \]

and

\[ [[\eta, Q], \check{\Delta}(\tilde{\tau}_2(x))] = \check{\Delta}([[\eta, Q], \tilde{\tau}_2(x)] = 0. \]

Furthermore, since \( \sigma_2 \) is a morphism of coalgebras and \( \sigma_2 \circ \tilde{\tau}_2 = \text{id} \), we have

\[ \sigma_2 \circ \check{\Delta} \circ \tilde{\tau}_2(x) = \check{\Delta} \circ \sigma_2 \circ \tilde{\tau}_2(x) = \check{\Delta}(x). \]

The proof is complete. \( \square \)

Finally, we have the following

**Proposition 3.24.** Given a Lie pair \((L, A)\), each choice of a splitting \( j : B \to L \) of the short exact sequence of vector bundles \( 0 \to A \to L \to B \to 0 \) and of a torsion-free \( L \)-connection \( \nabla \) on \( B \) determines

1. an \( L_\infty \) algebra structure on \( \text{tot} \left( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}^\bullet_{\text{poly}} \right) \) with the operator \( d^\ell_A + \partial_{\mathcal{H}^\infty} \) as unary bracket;
2. and a Gerstenhaber algebra structure on \( \mathcal{H}^\bullet_{\text{CE}}(A, \mathcal{D}^\bullet_{\text{poly}}) \), the cohomology of the total complex

\[
\left( \text{tot} \left( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}^\bullet_{\text{poly}} \right), d^\ell_A + \partial_{\mathcal{H}^\infty} \right),
\]

where the Lie bracket is induced by the binary bracket of the \( L_\infty \) algebra structure on \( \text{tot} \left( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}^\bullet_{\text{poly}} \right) \) and the multiplication by the cup product (8).

**Proof.** Applying the homotopy transfer theorem for \( L_\infty \) algebras [5, 22, 17] to the \( L_\infty \) algebra obtained in Proposition 2.16 and the contraction obtained in Proposition 3.18, we get an induced \( L_\infty \) algebra structure on \( \text{tot} \left( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}^\bullet_{\text{poly}} \right) \), where the unary bracket is the differential \( d^\ell_A + \partial_{\mathcal{H}^\infty} \). This proves (1).

For (2), we notice that at the level of cohomology \( \tilde{\tau}_2 \) and \( \sigma_2 \) induce isomorphisms of graded spaces which are compatible with both the induced graded Lie algebra structures (by construction, since these are related via homotopy transfer along \( (\tau_2, \sigma_3) \)) and the induced graded associative algebra structures (by Proposition 3.18). It follows at once that the induced graded Lie algebra and graded associative algebra structures make \( \mathcal{H}^\bullet_{\text{CE}}(A, \mathcal{D}^\bullet_{\text{poly}}) \) into a Gerstenhaber algebra, since the same is true for \( \mathcal{H}^\bullet \left( \text{tot} \left( \Gamma(\Lambda^\bullet L^\vee) \otimes R \mathcal{D}^\bullet_{\text{poly}} \right), [Q + m, -] \right) \), according to Proposition 2.16. In particular, this shows that the cup product on \( \mathcal{H}^\bullet_{\text{CE}}(A, \mathcal{D}^\bullet_{\text{poly}}) \) is graded commutative, cf. the discussion in Remark 1.4. \( \square \)
3.3. Uniqueness of the $L_\infty$ structure. A priori, the Gerstenhaber algebra structures on $\mathbb{H}^\bullet_{CE}(A, \mathcal{T}_{\text{poly}})$ and $\mathbb{H}^\bullet_{CE}(A, \mathcal{D}_{\text{poly}})$ in Propositions 3.9 and 3.24 are not canonical, as their constructions depend on a choice of a splitting $j : B \to L$ of the short exact sequence $0 \to A \to L \to B \to 0$ and a torsion-free $L$-connection $\nabla$ on $B$. The aim of this section is to complete the proof of Theorem A from the introduction and show that both Gerstenhaber algebras are indeed canonical.

As observed at the end of Section 2.2, the Fedosov dg manifolds arising from different choices of a splitting and a connection are isomorphic with each other (and we made the isomorphism explicit in terms of the associated PBW maps). There are induced isomorphisms between the Fedosov dg Lie algebroids, hence between the corresponding algebras of polyvector fields and polydifferential operators from Propositions 2.15 and 2.16. We can make these isomorphisms explicit, once again in terms of the associated PBW maps. Throughout the present section we shall concentrate on the (harder) case of polydifferential operators — the proof for the case of polyvector fields is similar (see also [2]).

We consider two different choices $j_1, \nabla_1$ and $j_2, \nabla_2$ of a splitting of the short sequence $0 \to A \to L \to B \to 0$ and a torsion-free $L$-connection on $B$, together with the induced homological vector fields $Q_1$ and $Q_2$ on $\mathcal{M} = L[1] \oplus B$, as in Theorem 2.11, and the induced PBW isomorphisms $\text{pbw}_1$ and $\text{pbw}_2 : \Gamma(SB) \to \frac{\Gamma(L)}{\text{Id}(L)\Gamma(A)}$, as in the discussion preceding Theorem 2.13.

Recall the isomorphism of $R$-coalgebras
\[
\psi := \text{pbw}_1^{-1} \circ \text{pbw}_2 : \Gamma(SB) \to \Gamma(SB)
\]
and the dual isomorphism of $R$-algebras $\psi^\vee : \Gamma(\hat{S}(B')') \to \Gamma(\hat{S}(B')')$ introduced at the end of Section 2.2. There is an induced isomorphism $\psi_* : \mathcal{D}_{\text{poly}}^k \to \mathcal{D}_{\text{poly}}$, between the spaces of polydifferential operators, sending a polydifferential operator $D \in \mathcal{D}_{\text{poly}}^k$ to the one $\psi_*(D) \in \mathcal{D}_{\text{poly}}^k$ defined by
\[
\psi_*(D)(\chi^{j_0}, \ldots, \chi^{j_k}) = \psi^\vee \left( D \left( \left( \psi^\vee \right)^{-1}(\chi^{j_0}), \ldots, \left( \psi^\vee \right)^{-1}(\chi^{j_k}) \right) \right)
\]
for all $\chi^{j_0}, \ldots, \chi^{j_k} \in \Gamma(\hat{S}(B'))$. By construction, $\psi_*$ is compatible with the Gerstenhaber bracket of polydifferential operators, and in fact
\[
\text{id} \otimes \psi_* : (\text{tot} \left( \Gamma(A^* L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k \right), [Q_1 + m, -], [-, -]) \rightarrow (\text{tot} \left( \Gamma(A^* L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k \right), [Q_2 + m, -], [-, -])
\]
is an isomorphism of dglas.

We shall need the following lemma.

**Lemma 3.25.** Under the identification $\varphi$ from (32), the isomorphism $\psi_*$ satisfies
\[
\varphi^{-1} \circ \psi_* \circ \varphi(\chi \otimes \partial_{j_0} \otimes \cdots \otimes \partial_{j_k}) = \chi \otimes \psi^{-1}(\partial_{j_0}) \otimes \cdots \otimes \psi^{-1}(\partial_{j_k}) + \xi,
\]
where $\xi \in \hat{S}^{>l}(B') \otimes S(B)^{\otimes k+1}$.

**Proof.** In terms of any pair of dual local frames $\{\chi^I\}_{I \in \mathbb{N}^r}$ and $\{\partial_{j}\}_{j \in \mathbb{N}^r}$ for $\hat{S}(B')$ and $S(B)$ respectively, the isomorphisms $\psi^{-1} : \Gamma(SB) \to \Gamma(SB)$ and $(\psi^\vee)^{-1} : \Gamma(\hat{S}(B')) \to \Gamma(\hat{S}(B'))$ are given by
\[
\psi^{-1}(\partial_{j}) = \sum_{K \in \mathbb{N}^r} \frac{1}{K!} \psi_{j}^K \partial_K \quad \text{and} \quad (\psi^\vee)^{-1}(\chi^I) = \sum_{K \in \mathbb{N}^r} \frac{1}{K!} \psi_{j}^K \chi^K,
\]
where the $\psi_{j}^I$ are smooth functions on the base manifold (more precisely, on the open subset $U \subset M$ on which the local frames are defined).

Let $D$ and $D' \in \mathcal{D}_{\text{poly}}^k$ be the polydifferential operators defined by
\[
D := \psi_* \circ \varphi(\chi \otimes \partial_{j_0} \otimes \cdots \otimes \partial_{j_k}) \quad \text{and} \quad D' := \varphi(\chi \otimes \psi^{-1}(\partial_{j_0}) \otimes \cdots \otimes \psi^{-1}(\partial_{j_k})).
\]
We have to show that their difference $D - D'$ sends $\Gamma(\hat{S}(B'))^{\otimes k+1}$ into $\Gamma(\hat{S}^{>l}(B'))$. 


For all \( I, J, K \in \mathbb{N}^r \), we have
\[
\psi^\vee(\chi^I) = \chi^I + \text{terms in } \Gamma(S^{|I|}(B^\vee))
\]
and
\[
\partial_J(\chi^K) = \begin{cases} 
(K - J)! \cdot \chi^{K-J} & \text{if } J \prec K, \\
0 & \text{otherwise}.
\end{cases}
\]

The partial order \( \prec \) on \( \mathbb{N}^r \) is defined as follows: \((j_1, j_2, \cdots, j_r) \prec (k_1, k_2, \cdots, k_r)\) if and only if \(j_p \leq k_p\) for each \(p \in \{1, 2, \cdots, r\}\).

It follows that, for all \( \chi^{I_0}, \cdots, \chi^{I_k} \in \Gamma(\hat{S}(B^\vee)) \),
\[
D(\chi^{I_0}, \cdots, \chi^{I_k}) = \psi^\vee (\chi^I \cdot \partial_{I_0}((\psi^\vee)^{-1}(\chi^{I_0})) \cdots \partial_{I_k}((\psi^\vee)^{-1}(\chi^{I_k})))
\]
\[
= \psi^\vee \left( \sum_{K_0, \cdots, K_k \in \mathbb{N}^r} \frac{1}{K_0! \cdots K_k!} \psi_{I_0}^{I_0} \cdots \psi_{I_k}^{I_k} \chi^I \cdot \partial_{K_0}(\chi^{K_0}) \cdots \partial_{K_k}(\chi^{K_k}) \right)
\]
\[
= \psi^{I_0} \cdots \psi^{I_k} \chi^I + \text{terms in } \Gamma(S^{|I|}(B^\vee)),
\]
while
\[
D' (\chi^{I_0}, \cdots, \chi^{I_k}) = \chi^I \cdot \psi^{-1}(\partial_{I_0})(\chi^{I_0}) \cdots \psi^{-1}(\partial_{I_k})(\chi^{I_k})
\]
\[
= \sum_{K_0, \cdots, K_k \in \mathbb{N}^r} \frac{1}{K_0! \cdots K_k!} \psi^{I_0} \cdots \psi^{I_k} \chi^I \cdot \partial_{K_0}(\chi^{I_0}) \cdots \partial_{K_k}(\chi^{I_k})
\]
\[
= \psi^{I_0} \cdots \psi^{I_k} \chi^I + \text{terms in } \Gamma(S^{|I|}(B^\vee)).
\]

This concludes the proof of the lemma. \( \square \)

With these preparations, we are finally ready to complete the proof of Theorem A from the introduction. In light of Propositions 3.9 and 3.24, the only thing which remains to be shown is the following

**Proposition 3.26.** The \( L_\infty \) algebra structures on \( \text{tot } (\Gamma(\Lambda^* A^\vee) \otimes_R T_{\text{poly}}) \) and \( \text{tot } (\Gamma(\Lambda^* A^\vee) \otimes_R D_{\text{poly}}) \) from Propositions 3.9 and 3.24, respectively, are independent of the involved choices up to an \( L_\infty \) isomorphism with linear part the identity map. In particular, the induced Gerstenhaber algebra structures on \( \mathbb{H}_{CE}(A, T_{\text{poly}}) \) and \( \mathbb{H}_{CE}(A, D_{\text{poly}}) \) are independent of the involved choices.

**Proof.** We shall prove the proposition in detail for the \( L_\infty \) algebra structure on \( \text{tot } (\Gamma(\Lambda^* A^\vee) \otimes_R D_{\text{poly}}) \).

The claim for \( \text{tot } (\Gamma(\Lambda^* A^\vee) \otimes_R T_{\text{poly}}) \) can be proved by a similar reasoning, or by comparison with the results from [2], where in fact a stronger result is proven: the \( L_\infty \) algebra structure on \( \text{tot } (\Gamma(\Lambda^* A^\vee) \otimes_R T_{\text{poly}}) \) is independent of the choice of \( \nabla \) altogether, and is independent of the choice of \( j \) up to an \( L_\infty \) isomorphism with linear part the identity map (cf. [2, Propositions 4.9 and 4.17]).

Let \( j_1, \nabla_1 \) and \( j_2, \nabla_2 \) be two choices of a splitting and a connection. Each choice \( j_i, \nabla_i \) (with \( i \in \{1, 2\} \)) determines a homological vector field \( Q_i \) on \( L(1) \oplus B \), a Poincaré–Birkhoff–Witt isomorphism \( \text{pbw}_i : \Gamma(SB) \to \frac{\frac{\mathbb{L}(L)}{\mathbb{U}(L)\mathbb{I}(A)}}{\mathbb{I}(L)} \), and a Dolgushev–Fedosov contraction
\[
\left( \text{tot } (\Gamma(\Lambda^* A^\vee) \otimes_R D_{\text{poly}}), \partial_{A} + \sigma \right) \overset{\sigma_{2,1}}{\rightarrow} \left( \text{tot } (\Gamma(\Lambda^* L^\vee) \otimes_R D_{\text{poly}}), [Q_i + m, -] \right) \overset{\cdot h_{2,i}}{\rightarrow} (44)
\]
as in Proposition 3.18.
Together with an \( L_\infty \) algebra structure \( \Upsilon_i \) on \( \left( \Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet, \hat{\delta}_A + \delta_{\mathcal{R}} \right) \), homotopy transfer along the Dolgushev–Fedosov contraction (44) induces a pair of \( L_\infty \) quasi-isomorphisms

\[
\begin{align*}
tot(\Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet) & \leadsto tot(\Gamma(\Lambda^*L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet) \\
tot(\Gamma(\Lambda^*L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet) & \leadsto tot(\Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet)
\end{align*}
\]

with linear parts \( \tilde{\tau}_{z,i} \) and \( \sigma_{z,i} \) respectively. Recall the isomorphism of dglas

\[
\begin{align*}
\left( \text{tot}(\Gamma(\Lambda^*L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet), [Q_1 + m, -], [-, -] \right) \overset{id \otimes \psi}{\longrightarrow} \\
\left( \text{tot}(\Gamma(\Lambda^*L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet), [Q_2 + m, -], [-, -] \right)
\end{align*}
\]

defined in (43). The two induced \( L_\infty \) algebra structures on \( \text{tot}(\Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet) \) are related by an \( L_\infty \) morphism

\[
F : \left( \text{tot}(\Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet), \Upsilon_1 \right) \leadsto \left( \text{tot}(\Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^\bullet), \Upsilon_2 \right)
\]

with linear part \( f_1 = \sigma_{z,2} \circ (\text{id} \otimes \psi_*) \circ \tilde{\tau}_{z,1} \).

In order to conclude the proof, we only need to show that \( f_1 \) is the identity map. In fact, since an \( L_\infty \) morphism \( F \) is an isomorphism of \( L_\infty \) algebras if and only if its linear part \( f_1 \) is an isomorphism between the underlying tangent complexes, this will show that \( F \) is an \( L_\infty \) isomorphism. Moreover, once we have proven that \( f_1 \) is the identity map, the second claim will also follow. In fact, denoting by \( [-, -] \) the Lie bracket on \( \mathbb{H}_\text{CE}(A, \mathcal{D}_{\text{poly}}^\bullet) \) induced by the quadratic bracket of \( \Upsilon_i, i = 1, 2 \), in order to prove the claim we only need to show \( [-, -] = [-, -]_2 \), since the associative product (the cup product) is already independent of the choices at the cochain level: but, \( F \) being an \( L_\infty \) morphism, its linear part \( f_1 \) commutes with the quadratic brackets of \( \Upsilon_1, \Upsilon_2 \), up to the homotopy \( f_2 \), thus the induced map on cohomology intertwines the two brackets \( [-, -]_1 \) and \( [-, -]_2 \).

Recall the identification \( \varphi \) from (32), the map \( \sigma : \Lambda^*L^\vee \otimes \hat{S}(B^\vee) \to \Lambda^*A^\vee \) from (24) and the commutative diagram

\[
\begin{align*}
\Gamma(\Lambda^*L^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k & \approx \Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{D}_{\text{poly}}^k \\
\Gamma(\Lambda^*L^\vee \otimes \hat{S}(B^\vee)) \otimes_R \Gamma((SB)^{(k+1)}) & \overset{\sigma \otimes \text{pbw}^{(k+1)}}{\longrightarrow} \\
\Gamma(\Lambda^*A^\vee \otimes \text{pbw}^{(k+1)}) &
\end{align*}
\]

defining \( \sigma_{z,i} \). According to Lemma 3.25, the maps \( \varphi^{-1} \circ \psi_* \) and \( (\text{id} \otimes \varphi^{-1})(\text{pbw}^{(k+1)}) \circ \varphi^{-1} \) from \( \mathcal{D}_{\text{poly}}^k \) to \( \Gamma(\hat{S}(B^\vee) \otimes (SB)^{(k+1)}) \) coincide up to terms in \( \Gamma(\hat{S}^{\geq 1}(B^\vee) \otimes (SB)^{(k+1)}) \). Therefore, we obtain

\[
\sigma_{z,2} \circ (\text{id} \otimes \psi_*) = (\sigma \otimes \text{pbw}^{(k+1)}_2) \circ (\text{id} \otimes (\varphi^{-1} \circ \psi_*)) = (\sigma \otimes (\text{pbw} \circ \psi^{-1})^{(k+1)}) \circ (\text{id} \otimes \varphi^{-1}) = \sigma_{z,1}
\]

since \( \Gamma(\Lambda^*L^\vee \otimes \hat{S}^{\geq 1}(B^\vee)) \subset \ker(\sigma) \) and \( \psi = \text{pbw}_1^{-1} \circ \text{pbw}_2 \). It follows that

\[
f_1 = \sigma_{z,2} \circ (\text{id} \otimes \psi_*) \circ \tilde{\tau}_{z,1} = \sigma_{z,1} \circ \tilde{\tau}_{z,1} = \text{id}.
\]

4. Matched pair case

This section is devoted to the proof of Theorem B, which was stated in the introduction. See Theorems 4.9 and 4.12 below.

Let \( (L, A) \) be a Lie pair with quotient \( B := L/A \). Recall that, if a splitting \( j : B \to L \) of the short exact sequence \( 0 \to A \xrightarrow{i} L \to B \to 0 \) is given, whose image \( j(B) \) happens to be a Lie subalgebroid of \( L \), then \( A \) and \( B \) are said to form a matched pair of Lie algebroids — see [39, 35] for more details. In such a situation, we write \( L = A \bowtie B \) to stress that \( A \) and \( B \) — more precisely \( i(A) \) and \( j(B) \) — play symmetric roles as a pair of complementary Lie subalgebroids of the Lie algebroid \( L \). In
the case of matched pairs, the algebraic structures on the space of polyvector fields and the space of polydifferential operators described in Section 3 reduce to the natural ones described in Theorem B.

4.1. **Dg Lie algebroid arising from a matched pair.** Let $L = A \triangleright B$ be a matched pair of Lie algebroids over a manifold $M$. Consider the double vector bundle

$$
\begin{array}{ccc}
A \oplus B & \rightarrow & B \\
\downarrow & \downarrow & \downarrow \\
A & \rightarrow & M
\end{array}
$$

where the vector bundle $A \oplus B \rightarrow A$ is the pullback of the vector bundle $B \rightarrow M$ via the map $\pi : A \rightarrow M$, while the vector bundle $A \oplus B \rightarrow B$ is the pullback of the vector bundle $A \rightarrow M$ via the map $\varpi : B \rightarrow M$.

Each section $b \in \Gamma(B)$ determines a derivation $\tilde{b}$ of the algebra of smooth functions $C^\infty(A)$ through the relations

$$
\tilde{b}(\pi^*(f)) = \pi^*(g_b f), \quad \forall f \in C^\infty(M)
$$

and

$$
\tilde{b}(l_\xi) = l_{\varpi_b(b)\xi}, \quad \forall \xi \in \Gamma(A^\vee),
$$

where $l_\xi$ denotes the fiberwise linear function $A \ni a \mapsto \langle \xi | a \rangle \in \mathbb{R}$ on $A$.

The vector bundle $A \oplus B \rightarrow A$, whose space of sections is naturally identified to $C^\infty(A) \otimes C^\infty(M) \Gamma(B)$, admits a natural Lie algebroid structure with anchor map

$$
C^\infty(A) \otimes C^\infty(M) \Gamma(B) \ni g \otimes b \mapsto g \cdot \tilde{b} \in \mathfrak{X}(A), \quad \forall g \in C^\infty(A), b \in \Gamma(B)
$$

and Lie bracket

$$
[g_1 \otimes b_1, g_2 \otimes b_2] = g_1 g_2 \otimes [b_1, b_2] + g_1 \cdot \tilde{b}_1(g_2) \otimes b_2 - g_2 \cdot \tilde{b}_2(g_1) \otimes b_1, \quad \forall g_1, g_2 \in C^\infty(A), b_1, b_2 \in \Gamma(B).
$$

Similarly, the vector bundle $A \oplus B \rightarrow B$ admits a natural Lie algebroid structure. These two Lie algebroid structures on $A \oplus B$ are known to be compatible in the following sense:

**Lemma 4.1** (Mackenzie [34]). If $A \triangleright B$ is a matched pair of Lie algebroids, then

$$
\begin{array}{ccc}
A \oplus B & \rightarrow & B \\
\downarrow & \downarrow & \downarrow \\
A & \rightarrow & M
\end{array}
$$

is a double Lie algebroid.

According to Voronov [52], any double Lie algebroid induces a pair of dg Lie algebroids. As an immediate consequence, we have the following

**Corollary 4.2.** If $A \triangleright B$ is a matched pair of Lie algebroids, then $(A[1] \oplus B, d^A_{\text{Bott}})$ is a dg Lie algebroid over $(A[1], d_A)$.

Here the dg manifold structures on $(A[1] \oplus B, d^A_{\text{Bott}})$ and $(A[1], d_A)$ are induced, respectively, from the Lie algebroid structures on $A \oplus B \rightarrow B$ and $A \rightarrow M$ according to Voronov’s theorem [53] — see Example 2.1. In what follows, we write $B$ to denote the dg manifold $(A[1] \oplus B, d^A_{\text{Bott}})$ and $A[1]$ to denote the dg manifold $(A[1], d_A)$.

The space of sections of the dg Lie algebroid $B \rightarrow A[1]$ can be identified naturally with $\Gamma(\Lambda^\bullet A^\vee \otimes B)$. Then, the Lie bracket on $\Gamma(\Lambda^\bullet A^\vee \otimes B)$ is

$$
[\xi_1 \otimes b_1, \xi_2 \otimes b_2] = \xi_1 \wedge \xi_2 \otimes [b_1, b_2] + \xi_1 \wedge (\nabla^A_{b_1} \xi_2) \otimes b_2 - (\nabla^A_{b_2} \xi_1) \wedge \xi_2 \otimes b_1
$$

(45)

for all $\xi_1, \xi_2 \in \Gamma(\Lambda^\bullet A^\vee)$ and $b_1, b_2 \in \Gamma(B)$, while the anchor map

$$
\Gamma(\Lambda^\bullet A^\vee \otimes B) \xrightarrow{\tilde{g}} \text{Der}(\Gamma(\Lambda^\bullet A^\vee))
$$
is characterized by the relation
\[ \bar{\varrho}_\xi \otimes b(\eta) = \xi \wedge \nabla_{\text{Bott}} B, \]  
for all \( \xi, \eta \in \Gamma(\Lambda^\bullet A^\vee) \) and \( b \in \Gamma(B) \). Finally, the differential on the space of sections of \( B \to A[1] \) induced by the homological vector fields on \( B \) and \( A[1] \) is simply the Chevalley–Eilenberg differential
\[ d_{\text{Bott}}^A : \Gamma(\Lambda^\bullet A^\vee \otimes B) \to \Gamma(\Lambda^{\bullet+1} A^\vee \otimes B) \]
corresponding to the Bott representation of \( A \) on \( B \).

4.2. Fedosov dg manifolds associated with matched pairs. The identification \( L = A \oplus B \) induces a decomposition
\[ \Gamma(\Lambda^n L^\vee) = \bigoplus_{p+q=n} \Gamma(\Lambda^p A^\vee \otimes \Lambda^q B^\vee), \quad n \geq 0. \]  

Denote by
\[ d_L : \Gamma(\Lambda^\bullet L^\vee) \to \Gamma(\Lambda^\bullet L^\vee) \]
the Chevalley–Eilenberg differential of the Lie algebroid \( L \) for cochains with trivial coefficients.

Since \( A \) and \( B \) play symmetric roles as a pair of complementary Lie subalgebroids of the Lie algebroid \( L \), we have a pair of Bott connections: the Bott \( A \)-connection on \( B \) and the Bott \( B \)-connection on \( A \), both denoted by \( \nabla_{\text{Bott}} \) by abuse of notations. Denote by
\[ d_{\text{Bott}}^A : \Gamma(\Lambda^\bullet A^\vee \otimes \Lambda^\odot B^\vee) \to \Gamma(\Lambda^{\bullet+1} A^\vee \otimes \Lambda^\odot B^\vee) \]
the Chevalley–Eilenberg differential of the Lie algebroid \( A \) for cochains with coefficients in the \( A \)-module \( \Lambda B^\vee \) — the implicit flat \( A \)-connection \( \nabla_{\text{Bott}} \) on \( \Lambda B^\vee \) is induced from the Bott \( A \)-connection on \( B \). Similarly, denote by
\[ d_{\text{Bott}}^B : \Gamma(\Lambda^\bullet A^\vee \otimes \Lambda^\odot B^\vee) \to \Gamma(\Lambda^\bullet A^\vee \otimes \Lambda^\odot+1 B^\vee) \]
the Chevalley–Eilenberg differential of the Lie algebroid \( B \) for cochains with coefficients in the \( B \)-module \( \Lambda A^\vee \) — the implicit flat \( B \)-connection \( \nabla_{\text{Bott}} \) on \( \Lambda A^\vee \) is induced from the Bott \( B \)-connection on \( A \).

In order to describe the Fedosov dg manifold arising from the Lie pair \( (L, A) \), we need to choose a torsion-free \( L \)-connection \( \nabla \) on \( B \). Such an \( L \)-connection on \( B \) is completely determined by, and in fact equivalent to, a torsion-free \( B \)-connection \( \nabla_{1,0} \) on \( B \).

The following lemma can be verified by a direct computation.

**Lemma 4.3.** For a matched pair \( L = A \bowtie B \), having identified \( \Lambda L^\vee \) with \( \Lambda A^\vee \otimes \Lambda B^\vee \) as in (47), we have
\[ d_L = d_A^{\text{Bott}} + d_B^{\text{Bott}}. \]

Furthermore, the covariant differential \( d_{\nabla}^L \) appearing in Theorem 2.11 decomposes as the sum
\[ d_{\nabla}^L = d_A^{\text{Bott}} + d_{B}^{\nabla_{1,0}} \]
of
\[ d_{A}^{\text{Bott}} : \Gamma(\Lambda^\bullet A^\vee \otimes \Lambda^\odot B^\vee \otimes \hat{S}(B^\vee)) \to \Gamma(\Lambda^{\bullet+1} A^\vee \otimes \Lambda^\odot B^\vee \otimes \hat{S}(B^\vee)) \]
and
\[ d_{B}^{\nabla_{1,0}} : \Gamma(\Lambda^\bullet A^\vee \otimes \Lambda^\odot B^\vee \otimes \hat{S}(B^\vee)) \to \Gamma(\Lambda^\bullet A^\vee \otimes \Lambda^{\odot+1} B^\vee \otimes \hat{S}(B^\vee)). \]
Similarly, the 1-form \( X^\nabla \in \Gamma(L^\nabla \hat{\otimes}^2(B^\nabla) \otimes B) \) valued in formal vertical vector fields on \( B \) constructed in Theorem 2.11 decomposes as the sum

\[
X^\nabla = X^{1,0} + X^{0,1}
\]

of two formal vertical vector fields

\[
X^{0,1} \in \Gamma(A^\nabla \hat{\otimes}^2(B^\nabla) \otimes B) \quad \text{and} \quad X^{1,0} \in \Gamma(B^\nabla \hat{\otimes}^2(B^\nabla) \otimes B).
\]

The following lemma is quite obvious — see [3, Section 5].

**Lemma 4.4.** Given a matched pair \( L = A \bowtie B \), consider the Lie pair \((L, A)\) with the splitting identifying \( B \) to a Lie subalgebroid of \( L \) complementary to \( A \) and choose a torsion-free \( B \)-connection \( \nabla^{1,0} \) on \( B \). Then, the Fedosov homological vector field \( Q \) constructed in Theorem 2.11 is the sum \( Q = Q^{1,0} + Q^{0,1} \) of the pair of operators

\[
Q^{1,0} : \Gamma(A^\bullet A^\nabla \otimes \Lambda \otimes B^\nabla \otimes \hat{S}(B^\nabla)) \to \Gamma(A^\bullet A^\nabla \otimes \Lambda \otimes B^\nabla \otimes \hat{S}(B^\nabla))
\]

and

\[
Q^{0,1} : \Gamma(A^\bullet A^\nabla \otimes \Lambda \otimes B^\nabla \otimes \hat{S}(B^\nabla)) \to \Gamma(A^\bullet A^\nabla \otimes \Lambda \otimes B^\nabla \otimes \hat{S}(B^\nabla))
\]

defined by the relations

\[
Q^{1,0} = -\delta + d^{1,0}_B + X^{1,0} \quad \text{and} \quad Q^{0,1} = d^B + X^{0,1}
\]

and satisfying the relations

\[
Q^{1,0} \circ Q^{1,0} = 0, \quad Q^{0,1} \circ Q^{0,1} = 0, \quad \text{and} \quad Q^{0,1} \circ Q^{1,0} + Q^{1,0} \circ Q^{0,1} = 0.
\]

We now give a more detailed description of the operators \( Q^{1,0} \) and \( Q^{0,1} \), which will be needed later on. Consider (i) the isomorphism of left \( R \)-modules \( \text{pbw} : \Gamma(SB) \to \frac{\mathcal{U}(L)}{\mathcal{U}(L) \Gamma(A)} \) arising from the Lie pair \((L, A)\) and the \( L \)-connection \( \nabla \) on \( B \), (ii) the isomorphism of left \( R \)-modules \( \text{pbw} : \Gamma(SB) \to \mathcal{U}(B) \) arising from the Lie pair \((B, 0)\) and the \( B \)-connection \( \nabla^{1,0} \) on \( B \) — see Equation (27) — and (iii) the natural isomorphism of left \( R \)-modules

\[
\frac{\mathcal{U}(L)}{\mathcal{U}(L) \Gamma(A)} \cong \mathcal{U}(B).
\]

The following lemma can be verified easily by applying the PBW iteration formula in [28, 29] — see also [45, § 3.4].

**Lemma 4.5.** Given a matched pair \( L = A \bowtie B \), the diagram

\[
\begin{array}{ccc}
\Gamma(SB) & \xrightarrow{\text{pbw}} & \frac{\mathcal{U}(L)}{\mathcal{U}(L) \Gamma(A)} \\
\downarrow & & \downarrow \cong \\
\text{pbw} & & \mathcal{U}(B)
\end{array}
\]

commutes.

The flat \( L \)-connection \( \nabla^\xi \) on \( SB \) defined by Equation (28) gives rise to a flat \( A \)-connection on \( SB \):

\[
\nabla^\xi_a(s) = \nabla^\xi_{i(a)} s = \text{pbw}^{-1}(i(a) \cdot \text{pbw}(s)) = \text{pbw}^{-1}(a \ast \text{pbw}(s))
\]

and a flat \( B \)-connection on \( SB \):

\[
\nabla^\xi_b(s) = \nabla^\xi_{j(b)} s = \text{pbw}^{-1}(j(b) \cdot \text{pbw}(s)) = \text{pbw}^{-1}(b \cdot \text{pbw}(s)).
\]

Here \( a \in \Gamma(A) \), \( b \in \Gamma(B) \), \( s \in \Gamma(SB) \). The symbol \( \cdot \) appearing in the r.h.s. of Equation (50) denotes the multiplication in \( \mathcal{U}(B) \), while the symbol \( \ast \) appearing in the r.h.s. of Equation (49) denotes the
action of $A$ on $\mathcal{U}(B)$ induced by the multiplication in $\mathcal{U}(L)$ and the natural identification of $\frac{\mathcal{U}(L)}{\mathcal{U}(L)\Gamma(A)}$ with $\mathcal{U}(B)$.

According to Theorem 2.13 (see also [45, Theorem 4.7]), the homological vector field $Q$ on the Fedosov dg manifold $L[1] \oplus B$ is the Chevalley–Eilenberg differential (29) corresponding to the flat $L$-connection on $\hat{S}(B')$ dual to the flat $L$-connection $\nabla^\sharp$ on $SB$ defined by Equation (28). Therefore, as an immediate consequence of Lemma 4.3, we obtain

**Corollary 4.6.** Under the assumptions of Lemma 4.4,

1. the operator $Q^{1,0}$ coincides with the Chevalley–Eilenberg differential of the Lie algebroid $B$ for cochains with coefficients in the $B$-module $\Lambda A^\vee \otimes \hat{S}(B^\vee)$ with the $B$-representation
   \[
   \nabla_b(\alpha \otimes \varsigma) = \nabla^\text{Bott}_b \alpha \otimes \varsigma + \alpha \otimes \tilde{\nabla}^\sharp_b \varsigma,
   \]
   for all $\alpha \otimes \varsigma \in \Gamma(\Lambda A^\vee \otimes \hat{S}(B^\vee))$.

2. and the operator $Q^{0,1}$ coincides with the Chevalley–Eilenberg differential of the Lie algebroid $A$ for cochains with coefficients in the $A$-module $\Lambda B^\vee \otimes \hat{S}(B^\vee)$ with the $A$-representation
   \[
   \nabla_a(\beta \otimes \varsigma) = \nabla^\text{Bott}_a \beta \otimes \varsigma + \beta \otimes \tilde{\nabla}^\sharp_a \varsigma.
   \]
   for all $\beta \otimes \varsigma \in \Gamma(\Lambda B^\vee \otimes \hat{S}(B^\vee))$.

Here $\tilde{\nabla}^\sharp_a$ and $\tilde{\nabla}^\sharp_b$ are the flat connections introduced in Equations (49) and (50), respectively.

Restricting the operator $Q^{0,1}$ to $\Gamma(\Lambda^\bullet A^\vee \otimes \hat{S}(B^\vee))$ determines a derivation $Q^{0,1}$ of $\Gamma(\Lambda^\bullet A^\vee \otimes \hat{S}B^\vee)$ of degree $+1$ such that $Q^{0,1} \circ Q^{0,1} = 0$. In other words, $Q^{0,1}$ is a homological vector field on the graded manifold $A[1] \oplus B$. Hence $(A[1] \oplus B, Q^{0,1})$ is a dg manifold. Corollary 4.6 implies that $(A[1] \oplus B, Q^{0,1})$ is indeed an instance of the Kapranov dg manifolds investigated in [28, 29].

**Remark 4.7.** Given a complex manifold $X$, let $A = T^0_X$ and $B = T^1_X$. Then $T^C_X = A \bowtie B$ is a matched pair of Lie algebroids over $C$. The Bott $T^0_X$-connection on $T^1_X$ encodes the holomorphic vector bundle structure of $T^1_X$; the (local) sections of $T^1_X$ which are flat w.r.t. the $T^0_X$-connection are precisely the (local) holomorphic sections of $T^1_X$. In other words, the Chevalley–Eilenberg differential associated with the Bott $T^0_X$-connection on $T^1_X$ is the Dolbeault operator

\[
\hat{\partial} : \Omega^{0,\bullet}(X, T^0_X) \to \Omega^{0,\bullet+1}(X, T^1_X).
\]

Similarly, the Chevalley–Eilenberg differential associated with the Bott $T^1_X$-connection on $T^0_X$ is the complex conjugate operator

\[
\partial : \Omega^{\bullet,0}(X, T^0_X) \to \Omega^{\bullet+1,0}(X, T^1_X).
\]

To construct a Fedosov dg manifold corresponding to the matched pair $(T^0_X, T^1_X)$, we need a torsion-free $T^C_X$-connection $\nabla$ on $T^1_X$, which is necessarily the sum $\nabla = \hat{\partial} + \nabla^{1,0}$ of the Dolbeault operator and a torsion-free $T^1_X$-connection $\nabla^{1,0}$ on $T^0_X$—more precisely, we have $d\nabla = \hat{\partial} + d\nabla^{1,0}$. The graded manifold underlying this Fedosov dg manifold is $T^C_X[1] \oplus T^1_X$ with the algebra of functions

\[
C^\infty(T^C_X[1] \oplus T^1_X) \cong \bigoplus_{p \geq 0, q \geq 0} \Omega^{p,q}(X, \hat{S}(T^1_X)^\vee).
\]

Its homological vector field decomposes as the sum

\[
Q = Q^{1,0} + Q^{0,1}
\]

of two operators

\[
Q^{1,0} : \Omega^{p,q}(X, \hat{S}(T^1_X)^\vee) \to \Omega^{p+1,q}(X, \hat{S}(T^1_X)^\vee)
\]

and

\[
Q^{0,1} : \Omega^{p,q}(X, \hat{S}(T^1_X)^\vee) \to \Omega^{p,q+1}(X, \hat{S}(T^1_X)^\vee) \tag{51}
\]
given by

$$Q^{1,0} = -\delta + d^{\nabla,0} + X^{1,0} \quad \text{and} \quad Q^{0,1} = \bar{\partial} + X^{0,1}$$

with

$$X^{1,0} \in \Omega^{1,0}(X, \hat{S} \otimes (T^{1,0}_X)^\vee \otimes T^{1,0}_X) \quad \text{and} \quad X^{0,1} \in \Omega^{0,1}(X, \hat{S} \otimes (T^{1,0}_X)^\vee \otimes T^{1,0}_X).$$

Here $\delta$ is the usual Koszul operator and $d^{\nabla,0}$ is the Chevalley–Eilenberg differential associated with the $T^{1,0}_X$-connection $\partial \otimes \text{id} + \text{id} \otimes \nabla^{1,0}$ on $\Lambda^2(T^{1,0}_X)^\vee \otimes \hat{S}(T^{1,0}_X)^\vee$.

Restricting to $p = 0$ in (51), we obtain a derivation $Q^{0,1}$ of degree +1 of the algebra $\Omega^{0,\bullet}(X, \hat{S}(T^{1,0}_X)^\vee)$ satisfying $Q^{0,1} \circ Q^{0,1} = 0$. Therefore, $Q^{0,1}$ induces a $L_\infty[1]$ algebra structure (see [23]) on $\Omega^{0,\bullet}(X, T^{1,0}_X)$, and $(T^{0,1}_X[1] \otimes T^{1,0}_X, Q^{0,1})$ is a Kapranov dg manifold — see [29, Section 5.5]. If the complex manifold $X$ admits a Kähler metric, there is a canonical torsion-free flat $T^{1,0}_X$-connection $\nabla^{1,0}$ on $T^{1,0}_X$ induced by the Levi-Civita connection on $T_X$. In that case, Kapranov obtained an explicit formula for the $L_\infty[1]$ algebra structure on $\Omega^{0,\bullet}(X, T^{1,0}_X)$ — see [23, Theorem 2.6]. Such $L_\infty[1]$ algebras played an important role in Kapranov’s investigation [23] of Atiyah classes and Rozansky–Witten invariants — see also [29, 28, 51].

### 4.3. Polyvector fields associated with matched pairs

According to Proposition 2.7, the dg Lie algebroid structure on $B \to A[1]$ induces a differential Gerstenhaber algebra structure on $\Gamma(\Lambda^{*+1}B) \cong \Gamma(\Lambda^* A^\vee \otimes \Lambda^{p+1}B)$. Its differential is the Chevalley–Eilenberg differential

$$d^{\text{Bott}}_A : \Gamma(\Lambda^k A^\vee \otimes \Lambda^{p+1}B) \to \Gamma(\Lambda^{k+1} A^\vee \otimes \Lambda^{p+1}B)$$

(52)

corresponding to the Bott representation of $A$ on $\Lambda B$; its associative multiplication is the wedge product

$$\wedge : \Gamma(\Lambda^k A^\vee \otimes \Lambda^{p+1}B) \otimes \Gamma(\Lambda^l A^\vee \otimes \Lambda^{q+1}B) \to \Gamma(\Lambda^{k+l} A^\vee \otimes \Lambda^{(p+q+1)+1}B);$$

(53)

and its Lie bracket

$$[-, -] : \Gamma(\Lambda^k A^\vee \otimes \Lambda^{p+1}B) \otimes \Gamma(\Lambda^l A^\vee \otimes \Lambda^{q+1}B) \to \Gamma(\Lambda^{k+l} A^\vee \otimes \Lambda^{p+q+1}B)$$

(54)

is the Schouten bracket of the dg Lie algebroid $B \to A[1]$ extending the Lie bracket (45) by way of the Leibniz rule and the anchor map (46).

Applying Proposition 2.7 to the dg Lie algebroid $B \to A[1]$, we obtain the following

**Proposition 4.8.** Let $A \simeq B$ be a matched pair of Lie algebroids.

1. When endowed with the differential $d^{\text{Bott}}_A$ (52); the associative multiplication (53); and the Lie bracket (54), $\Gamma(\Lambda^* A^\vee \otimes \Lambda^{\bullet+1}B)$ is a differential Gerstenhaber algebra, whence a dgla.

2. When endowed with the wedge product (53) and the Schouten bracket (54), the cohomology $\mathbb{H}_{CE}(A, \Lambda^{\bullet+1}B)$ is a Gerstenhaber algebra.

The following theorem is the first main result of the present section.

**Theorem 4.9.** Let $L = A \simeq B$ be a matched pair and let $\nabla$ be a torsion-free $L$-connection on $B$. Then the $L_\infty$ algebra $\text{tot} \Gamma(\Lambda^* A^\vee \otimes \Lambda^{\bullet+1}B)$ and the Gerstenhaber algebra $\mathbb{H}_{CE}(A, T_{\text{poly}}^\circ)$ of Proposition 3.9 coincide with the dgla $\text{tot} \Gamma(\Lambda^* A^\vee \otimes \Lambda^{\bullet+1}B)$ and the Gerstenhaber algebra $\mathbb{H}_{CE}(A, \Lambda^{\bullet+1}B)$ of Proposition 4.8, respectively.

Theorem 4.9 is a direct consequence of [2, Proposition 4.9] — see also [2, Theorem 4.20]. However, for the sake of completeness, we proceed to outline a direct proof.

Denote by $\mathcal{X}_{\text{ver}}(B)$ the space of formal vertical vector fields on the vector bundle $B \to M$. We have the natural identification

$$\mathcal{X}_{\text{ver}}(B) \cong \Gamma(\hat{S}(B^\vee) \otimes B).$$
Since $\mathcal{T}_{\text{poly}}^{-1} = C^\infty(M)$; $\mathcal{T}_{\text{poly}}^0 = \Gamma(B)$; $\mathcal{J}_{\text{poly}}^{-1} \cong \Gamma(\hat{S}(B^\vee))$; and $\mathcal{J}_{\text{poly}}^0 \cong \mathfrak{x}_{\text{ver}}(B)$, specializing the contraction of Corollary 3.5 in the cases where $k = -1$ and $k = 0$ yields a pair of contractions:

$$\left(\Gamma(A^\bullet A^\vee), d_A\right) \xrightarrow{\alpha} \left(\Gamma(A^\bullet L^\vee \otimes \hat{S}(B^\vee)), Q\right) \xrightarrow{\rho} h$$

and

$$\left(\Gamma(A^\bullet A^\vee \otimes B), d_A^{\text{Bott}}\right) \xrightarrow{\alpha} \left(\Gamma(A^\bullet L^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B), \mathcal{L}_Q\right) \xrightarrow{\rho} h$$

Note that $(\Gamma(A^\bullet A^\vee \otimes B), d_A^{\text{Bott}})$ is a dg Lie–Rinehart algebra over the dg ring $(\Gamma(A^\bullet A^\vee), d_A)$ while $(\Gamma(A^\bullet L^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B), \mathcal{L}_Q)$ is a dg Lie–Rinehart algebra over the dg ring $(\Gamma(A^\bullet L^\vee \otimes \hat{S}(B^\vee)), Q)$.

**Proposition 4.10.** The pair of maps $\tilde{\tau}$ and $\tilde{\tau}_2$ in the contractions (55) and (56) constitutes a morphism of dg Lie–Rinehart algebras from $(\Gamma(A^\bullet A^\vee \otimes B), d_A^{\text{Bott}})$ to $(\Gamma(A^\bullet L^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B), \mathcal{L}_Q)$.

Recall that $\tilde{\tau}_2 = \sum_{i=0}^{\infty} (h_2 L_0)^i \tau_2$ where

$$\rho = d_L^\vee + X^\vee = (d_A^{\text{Bott}} + d_B^{1,0}) + (X^{0,1} + X^{1,0}),$$

since $L = A \oplus B$ is a matched pair. It is simple to see that

$$\mathcal{L}_{d_A^{\text{Bott}} + X^{1,0}}(\Gamma(A^\bullet A^\vee \otimes \Lambda^0 B^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B)) \subset \Gamma(A^\bullet + 1 A^\vee \otimes \Lambda^1 B^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B) \subset \ker h_2$$

and

$$\mathcal{L}_{d_B^{1,0} + X^{1,0}}(\Gamma(A^\bullet A^\vee \otimes \Lambda^1 B^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B)) \subset \Gamma(A^\bullet A^\vee \otimes \Lambda^0 B^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B).$$

Therefore, the operator $h_2 \mathcal{L}_\rho$ stabilizes $\Gamma(A^\bullet A^\vee \otimes \Lambda^0 B^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B)$ and we can conclude that

$$\tilde{\tau}_2(\Gamma(A^\bullet A^\vee \otimes B)) \subset \Gamma(A^\bullet \Lambda^0 A^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B).$$

Since $\tilde{\tau}_2$ is a cochain map, we have $\mathcal{L}_Q \circ \tilde{\tau}_2 = \tilde{\tau}_2 \circ d_A^{\text{Bott}}$, and it follows that

$$\mathcal{L}_{Q^0,1} \circ \tilde{\tau}_2 = \tilde{\tau}_2 \circ d_A^{\text{Bott}} \quad \text{and} \quad \mathcal{L}_{Q^{1,0}} \circ \tilde{\tau}_2 = 0,$$

where $Q^{0,1}$ and $Q^{1,0}$ are the vector fields defined in Lemma 4.4.

**Proof of Proposition 4.10.** It suffices to verify that the pair of maps $\tilde{\tau}$ and $\tilde{\tau}_2$ in the contractions (55) and (56) satisfy the identities

$$[\tilde{\tau}_2(\xi \otimes b), \tilde{\tau}_2(\eta \otimes c)] = [\tilde{\tau}_2(\xi \otimes b, \eta \otimes c)]$$

and

$$[\tilde{\tau}_2(\xi \otimes b, \tilde{\tau}(\eta))] = [\tilde{\tau}(\xi \otimes b, \eta)$$

for all $\xi, \eta \in \Gamma(A^\bullet A^\vee)$ and $b, c \in \Gamma(B)$. In Equations (60) and (61), the brackets on the r.h.s. are Schouten brackets of polyvector fields on the dg Lie algebroid $B$, while the brackets on the l.h.s. are Schouten brackets of polyvector fields on the dg Lie algebroid $\mathcal{F}$.

Consider

$$\mathcal{Y} = [\tilde{\tau}_2(\xi \otimes b), \tilde{\tau}_2(\eta \otimes c)].$$

It follows from (58) that $\mathcal{Y} \in \Gamma(A^\bullet A^\vee \otimes \Lambda^0 B^\vee) \otimes_R \mathfrak{x}_{\text{ver}}(B)$ and hence $h_2(\mathcal{Y}) = 0$. Since $Q^{0,1} = d_A^{\text{Bott}} + X^{0,1}$, according to (57) we also get $h_2(\mathcal{L}_{Q^{0,1}}(\mathcal{Y})) = 0$. Furthermore, from Equation (59), we obtain

$$\mathcal{L}_{Q^{1,0}}(\mathcal{Y}) = \mathcal{L}_{Q^{1,0}}([\tilde{\tau}_2(\xi \otimes b), \tilde{\tau}_2(\eta \otimes c)])$$

$$= [\mathcal{L}_{Q^{1,0}}(\tilde{\tau}_2(\xi \otimes b)), \tilde{\tau}_2(\eta \otimes c)] + [\tilde{\tau}_2(\xi \otimes b), \mathcal{L}_{Q^{1,0}}(\tilde{\tau}_2(\eta \otimes c))] = 0.$$
From the definitions (34) and (37) (see also [2, Lemma 4.13]) of $\sigma_2$ and $\tilde{\sigma}_2$, we obtain

$$
\sigma_2(\mathcal{Y}) = \sigma_2[\tilde{\sigma}_2(\xi \otimes b), \tilde{\sigma}_2(\eta \otimes c)] = [\xi \otimes b, \eta \otimes c].
$$

Since $h_2(\mathcal{Y}) = 0; h_2\mathcal{L}_Q(\mathcal{Y}) = 0;$ and $\sigma_2(\mathcal{Y}) = [\xi \otimes b, \eta \otimes c]$, it follows from Proposition 3.8 that

$$
\mathcal{Y} = \tilde{\sigma}_2([\xi \otimes b, \eta \otimes c]).
$$

Identity (60) is thus established. Identities (61) and (62) can be verified in a similar fashion. □

We are now ready to prove Theorem 4.9.

**Proof of Theorem 4.9.** Since $L = A \bowtie B$ is a matched pair, the cochain complex on the l.h.s. of (36) in Proposition 3.4 is $\text{tot} \Gamma(\Lambda^* A^V \otimes \Lambda^{\circ+1} B)$. It suffices to prove that the injection $\tilde{\tau}_2$ in (36) is a morphism of Lie algebras, where the Lie bracket on $\text{tot} \Gamma(\Lambda^* A^V \otimes \Lambda^{\circ+1} B)$ is as in Proposition 4.8. This follows immediately from Proposition 4.10 and the fact that $\tilde{\tau}_2$ respects wedge products by virtue of Proposition 3.4. □

4.4. **Polydifferential operators associated with matched pairs.** We now turn to the study of polydifferential operators.

Recall that the universal enveloping algebra $\mathcal{U}(B)$ of the dg Lie algebroid $\mathcal{B} \rightarrow A[1]$ is a dg Hopf algebroid over the dgca $C^\infty(A[1]) = \Gamma(\Lambda^* A^V)$. There is a natural isomorphism of left $\Gamma(\Lambda^* A^V)$-modules

$$
\mathcal{U}(B) \cong \Gamma(\Lambda^* A^V) \otimes_R \mathcal{U}(B).
$$

(63)

Consequently, $\Gamma(\Lambda^* A^V) \otimes_R \mathcal{U}(B)$ admits a structure of dg Hopf algebroid over the dgca $(\Gamma(\Lambda^* A^V), d_A)$:

1. The multiplication is characterized by the relations

$$
(\xi \otimes 1) \cdot (\eta \otimes 1) = \xi \wedge \eta \otimes 1, \quad \forall \xi, \eta \in \Gamma(\Lambda^* A^V);
$$

$$
(1 \otimes u) \cdot (1 \otimes v) = 1 \otimes u \cdot v, \quad \forall u, v \in \mathcal{U}(B);
$$

$$
(\xi \otimes 1) \cdot (1 \otimes u) = \xi \otimes u, \quad \forall \xi \in \Gamma(\Lambda^* A^V), \forall u \in \mathcal{U}(B);
$$

$$
(1 \otimes b) \cdot (\xi \otimes 1) - (\xi \otimes 1) \cdot (1 \otimes b) = (\nabla^{Bott}_b \xi) \otimes 1, \quad \forall b \in \Gamma(B), \forall \xi \in \Gamma(A^V).
$$

Indeed, the multiplication is defined by the relation

$$
(\xi \otimes b_1 b_2 \cdots b_n) \cdot (\eta \otimes u) = \sum_{k=0}^{n} \sum_{\sigma \in \Sigma_n} (\xi \wedge \nabla^{Bott}_{b_{\sigma(1)}} \cdots \nabla^{Bott}_{b_{\sigma(k)}} \eta) \otimes b_{\sigma(k+1)} \cdots b_{\sigma(n)} \cdot u,
$$

(64)

for all $\xi, \eta \in \Gamma(\Lambda^* A^V)$, $b_1, b_2, \ldots, b_n \in \Gamma(B)$, and $u \in \mathcal{U}(B)$. Note that the multiplication is well-defined by Equation (64) because the Bott $B$-connection on $A^V$ is flat.

2. The source and target maps

$$
\Gamma(\Lambda^* A^V) \xrightarrow{\alpha} \Gamma(\Lambda^* A^V) \otimes_R \mathcal{U}(B)
$$

are one and the same map: the inclusion $\xi \mapsto \xi \otimes 1$.

3. The differential is the Chevalley–Eilenberg differential

$$
d_A^J : \Gamma(\Lambda^* A^V) \otimes_R \mathcal{U}(B) \rightarrow \Gamma(\Lambda^{*+1} A^V) \otimes_R \mathcal{U}(B)
$$

of the Lie algebroid $A$ for cochains with coefficients in $\mathcal{U}(B)$. The $A$-module structure on $\mathcal{U}(B)$ follows from the canonical identification (48) — the Lie algebroid $A$ acts on $\mathcal{U}(L)$ by multiplication from the left.
(4) The comultiplication $\Delta$ is defined by the commutative diagram of left $\Gamma(\Lambda^\bullet A^\vee)$-modules

$$\begin{align*}
\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B) &\xrightarrow{\Delta} \Gamma(\Lambda^\bullet A^\vee) \otimes_R (\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)) \\
&\xrightarrow{\text{id} \otimes \Delta} \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B) \otimes_R U(B).
\end{align*}$$

Indeed, it is the $\Gamma(\Lambda^\bullet A^\vee)$-linear extension of the comultiplication $\bar{\Delta} : U(B) \to U(B) \otimes_R U(B)$ of the Hopf algebroid $U(B)$. See [55].

(5) The counit map $\varepsilon : \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B) \to \Gamma(\Lambda^\bullet A^\vee)$ is the canonical projection.

From the isomorphism (63), we obtain an isomorphism

$$(sU(B))^{\otimes k+1} \cong \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes k+1}[-k-1],$$

which identifies (up to a grading shift) the differential $Q : sU(B)^{\otimes k+1} \to sU(B)^{\otimes k+1}$ to the Chevalley–Eilenberg differential

$$d^U_A : \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes k+1} \to \Gamma(\Lambda^{k+1} A^\vee) \otimes_R U(B)^{\otimes k+1}. \quad (66)$$

Here $U(B)^{\otimes k+1}$ with $k \geq -1$ denotes the tensor product $U(B) \otimes_R \cdots \otimes_R U(B)$ of $(k+1)$-copies of the left $R$-module $U(B)$, and the $A$-module structure on $U(B)^{\otimes k+1}$ is the natural extension of the $A$-module structure on $U(B)$.

The Hochschild coboundary differential (18), the Gerstenhaber bracket (19), and the cup product (22) on $\text{tot}_\otimes sU(B)^{\otimes *+1}$ arising from the dg Lie algebroid $\mathcal{B}$ carry over, through the identification (65), to a Hochschild coboundary differential

$$\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes k} \xrightarrow{\partial_{\mathcal{H}}} \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes k+1}, \quad (67)$$

a Gerstenhaber bracket

$$\left(\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes p+1}\right) \otimes \left(\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes q+1}\right) \xrightarrow{\cdot - 1} \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes p+q+1}, \quad (68)$$

and a cup product

$$\left(\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes p+1}\right) \otimes \left(\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes q+1}\right) \xrightarrow{\cap} \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes (p+q+1)+1} \quad (69)$$

on $\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes 0+1}$.

Note that both the Hochschild coboundary differential and the cup product are $\Gamma(\Lambda^\bullet A^\vee)$-linear. That is, we have

$$\partial_{\mathcal{H}}(\omega \otimes u) = (-1)^k \omega \otimes d_{\mathcal{H}}(u)$$

and

$$(\omega \otimes u) \cap (\theta \otimes v) = (-1)^{l(p+q)}(\omega \wedge \theta) \otimes (u \otimes v)$$

for all $\omega \in \Gamma(\Lambda^k A^\vee)$, $\theta \in \Gamma(\Lambda^l A^\vee)$, $u \in U(B)^{\otimes p+1}$ and $v \in U(B)^{\otimes q+1}$. However, the Gerstenhaber bracket (68) is not the obvious extension of the Gerstenhaber bracket on $U(B)^{\otimes *+1}$ obtained by tensoring with the commutative associative algebra $\Gamma(\Lambda^\bullet A^\vee)$. In fact, to write down an explicit formula — which is quite involved — one must use the Bott representation of $B$ on $\Lambda A^\vee$.

Applying Proposition 2.8 to the dg Lie algebroid $\mathcal{B} \to A[1]$, we are led to the following

**Proposition 4.11.** Let $A \bowtie B$ be a matched pair of Lie algebroids.

1. When endowed with the differential $d^A_{\mathcal{B}} + \partial_{\mathcal{H}}$ (see (66) and (67)) and the Gerstenhaber bracket (68), $\text{tot} \left(\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)^{\otimes *+1}\right)$ is a dgla.
(2) When endowed with the cup product \((69)\) and the Gerstenhaber bracket \((68)\), the Hochschild cohomology \(\mathbb{H}^\bullet_{\text{CE}}(A, \mathcal{U}(B)^{\otimes k+1})\), i.e. the cohomology of the complex

\[
\text{(tot}( \Lambda^\bullet A^V \otimes_R \mathcal{U}(B)^{\otimes k+1}), d_A^k + d_{\mathcal{F}}),
\]

is a Gerstenhaber algebra.

As pointed out in Remark 2.9, on the cochain level, the Gerstenhaber bracket \((68)\) satisfies the graded Leibniz rule with respect to the cup product \((69)\) only up to homotopy. Therefore, \(\text{tot}( \Gamma(\Lambda^\bullet A^V) \otimes_R \mathcal{U}(B)^{\otimes k+1})\) is not a differential Gerstenhaber algebra. Likewise, the cup product is graded commutative only up to homotopy. Again this is reminiscent of ordinary Hochschild cohomology theory of associative algebras [18].

Theorem 4.12 below is the second main result of the present section, the remainder of which is devoted to its proof.

**Theorem 4.12.** Let \(L = A \bowtie B\) be a matched pair and let \(\nabla\) be a torsion-free \(L\)-connection on \(B\). Then the \(L_\infty\) algebra \(\text{tot}( \Gamma(\Lambda^\bullet A^V) \otimes_R \mathcal{D}_\text{poly}^k)\) and the Gerstenhaber algebra \(\mathbb{H}^\bullet_{\text{CE}}(A, \mathcal{D}_\text{poly}^k)\) of Proposition 3.24 coincide with the dgla \(\text{tot}( \Gamma(\Lambda^\bullet A^V) \otimes_R \mathcal{U}(B)^{\otimes k+1})\) and the Gerstenhaber algebra \(\mathbb{H}^\bullet_{\text{CE}}(A, \mathcal{U}(B)^{\otimes k+1})\) of Proposition 4.11, respectively.

Denote by \(\mathcal{D}_\text{ver}(B)\) the algebra of formal vertical differential operators on the vector bundle \(B \to M\). The canonical isomorphism (32), specialized to the case \(k = 0\), gives the identification

\[
\mathcal{D}_\text{ver}(B) \cong \Gamma(\hat{S}(B^V) \otimes SB).
\]

Consider the contraction \((42)\) in Corollary 3.19. As an immediate consequence of isomorphism \((48)\), we have \(\mathcal{D}_\text{poly}^k \cong \mathcal{U}(B)^{\otimes k+1}\). We also have isomorphism (32): \(\mathcal{D}_\text{poly}^k \cong \Gamma(\hat{S}(B^V) \otimes (SB)^{\otimes k+1})\). Specializing Corollary 3.19 to the case \(k = 0\), we obtain the contraction

\[
(\Gamma(\Lambda^\bullet A^V) \otimes_R \mathcal{U}(B), d_A^k) \overset{\tau_2}{\longrightarrow} (\Gamma(\Lambda^\bullet L^V) \otimes_R \mathcal{D}_\text{ver}(B), [Q, -]) \supset \hat{h}_3 \quad (70)
\]

Likewise, specializing Proposition 3.22 to the case of differential (rather than polydifferential) operators, we obtain

**Proposition 4.13.** Given \(x \in \Gamma(\Lambda^\bullet A^V) \otimes_R \mathcal{U}(B)\) and \(y \in \Gamma(\Lambda^\bullet L^V) \otimes_R \mathcal{D}_\text{ver}(B)\), we have

\[
\hat{\tau}_2(x) = y \quad \text{if and only if} \quad \begin{cases} h_2(y) = 0 \\
\sigma_2([Q, y]) = 0 \\
\sigma_2(y) = x \end{cases}
\]

Both sides of \((70)\) are universal enveloping algebras of dg Lie algebroids. Indeed, isomorphism (63) identifies \(\Gamma(\Lambda^\bullet A^V) \otimes_R \mathcal{U}(B)\) with the universal enveloping algebra \(\mathcal{U}(B)\) of the dg Lie algebroid \(B \to A[1]\), while \(\Gamma(\Lambda^\bullet L^V) \otimes_R \mathcal{D}_\text{ver}(B)\) is naturally identified with the universal enveloping algebra of the Fedosov dg Lie algebroid \(\mathcal{F} \to \mathcal{M}\) (appearing in Proposition 2.14) since \(\mathcal{F}\) is isomorphic to the pull back bundle \(pr^* T_{\text{ver}} B\).

Following [40, Definition 2.6], we consider the associative algebra

\[
\mathcal{J}(B) := \text{Hom}_R(\mathcal{U}(B), R)
\]

of \(B\)-jets on \(M\) — the multiplication on \(\mathcal{J}(B)\) arises as the map dual to the comultiplication on \(\mathcal{U}(B)\).

Dualizing the isomorphism of \(R\)-coalgebras

\[
\text{pbw} : \Gamma(SB) \overset{\cong}{\to} \mathcal{U}(B)
\]
appearing in Lemma 4.5, we obtain an isomorphism of associative $R$-algebras
\[
\mathrm{pbw}^\top : \mathcal{J}(B) \xrightarrow{\cong} \Gamma(S(B^\vee)).
\] (71)

The isomorphism $\mathrm{pbw}^\top$ identifies the Grothendieck $B$-connection $\nabla^B$ on $\mathcal{J}(B)$ introduced by Nest–Tsygan [40, Proposition 2.7] and characterized by the relation
\[
\langle \nabla^B_b \varphi | u \rangle = g_b \langle \varphi | u \rangle - \langle \varphi | b \cdot u \rangle,
\]
for all $b \in \Gamma(B); \varphi \in \mathcal{J}(B)$; and $u \in \mathcal{U}(B)$, with the $B$-connection $\nabla^\dagger$ on $\Gamma(S(B^\vee))$ dual to the flat $B$-connection on $\Gamma(SB)$ defined by Equation (50). Indeed, the diagram
\[
\begin{array}{ccc}
\mathcal{J}(B) & \xrightarrow{\nabla^B_b} & \mathcal{J}(B) \\
\mathrm{pbw}^\top \downarrow & \cong & \mathrm{pbw}^\top \\
\Gamma(S(B^\vee)) & \xrightarrow{\nabla^\dagger_b} & \Gamma(S(B^\vee))
\end{array}
\] (72)
commutes for all $b \in \Gamma(B)$ since
\[
\langle \mathrm{pbw}^\top (\nabla^B_b \varphi) | s \rangle = \langle \nabla^B_b \varphi | \mathrm{pbw}(s) \rangle = \langle \varphi | \mathrm{pbw}(s) \rangle - \langle \varphi | b \cdot \mathrm{pbw}(s) \rangle
\]
for all $\varphi \in \mathcal{J}(B)$ and $s \in \Gamma(SB)$.

Given $x \in \mathcal{U}(B)$, we think of the multiplication $u \mapsto u \cdot x$ by $x$ from the right in $\mathcal{U}(B)$ as an endomorphism $\tilde{R}_x$ of the $R$-module $\mathcal{U}(B)$, and we consider the dual endomorphism
\[
\tilde{R}_x^\top : \mathcal{J}(B) \to \mathcal{J}(B).
\]

For all $b \in \Gamma(B)$ and $x \in \mathcal{U}(B)$, we have
\[
\nabla^B_b \circ \tilde{R}_x^\top = \tilde{R}_x^\top \circ \nabla^B_b,
\]

since
\[
\langle \nabla^B_b \circ \tilde{R}_x^\top (\varphi) | u \rangle = g_b \langle \tilde{R}_x^\top (\varphi) | u \rangle - \langle \tilde{R}_x^\top (\varphi) | b \cdot u \rangle = g_b \langle \varphi | u \cdot x \rangle - \langle \varphi | b \cdot u \cdot x \rangle = \langle \nabla^B_b \varphi | u \cdot x \rangle = \langle \nabla^B_b \varphi | \tilde{R}_x(u) \rangle = \langle \tilde{R}_x^\top \circ \nabla^B_b (\varphi) | u \rangle
\]
for all $\varphi \in \mathcal{J}(B)$ and $u \in \mathcal{U}(B)$.

**Lemma 4.14.** For every $x \in \mathcal{U}(B)$, the endomorphism $\tilde{R}_x^\top$ of $\mathcal{J}(B)$ is an $R$-linear differential operator on the algebra $\mathcal{J}(B)$. Furthermore, the map $x \mapsto \tilde{R}_x^\top$ is a morphism of associative algebras from $\mathcal{U}(B)$ to the algebra of $R$-linear differential operators acting on the algebra $\mathcal{J}(B)$.

**Proof.** Adopting the Sweedler notation
\[
\Delta(u) = \sum_{(u)} u_{(1)} \otimes u_{(2)} = \sum_{(u)} u_{(2)} \otimes u_{(1)}
\]
to denote the cocommutative comultiplication on \( \mathcal{U}(B) \) defined by Equation (17), and using the very definition of the multiplication in \( \mathcal{U}(B) \) — see relations (16) or Equation (64) — we easily obtain that

\[
\tilde{R}_f(u) = u \cdot f = \sum_{(u)} q_{u(1)}(f) \cdot u_{(2)} = \sum_{(u)} q_{u(2)}(f) \cdot u_{(1)}
\]

for all \( f \in R \subset \mathcal{U}(B) \) and \( u \in \mathcal{U}(B) \). Here the anchor map \( \rho : \Gamma(B) \to \mathcal{X}(M) \) of the Lie algebroid \( B \to M \) was implicitly extended to a morphism of associative algebras \( \rho : \mathcal{U}(B) \to \mathcal{D}(M) \).

It follows that, for all \( f \in C^\infty(M) \subset \mathcal{U}(B) \), \( \xi \in \mathcal{J}(B) \), and \( u \in \mathcal{U}(B) \), we have

\[
\left\langle \tilde{R}_f^\top(\xi) | u \right\rangle = \left\langle \xi | \tilde{R}_f(u) \right\rangle = \left\langle \xi \sum_{(u)} q_{u(2)}(f) \cdot u_{(1)} \right\rangle = \left\langle \xi \sum_{(u)} q_{u(1)}(f) \cdot q_{u(2)}(f) \right\rangle
\]

\[
= \sum_{(u)} \left( \left\langle \xi | u_{(1)} \right\rangle \cdot q_{u(2)}(f) \right) = \sum_{(u)} \left( \left\langle \xi | u_{(1)} \right\rangle \cdot u_{(2)} \cdot f \right) = \sum_{(u)} \left( \left\langle \xi | u_{(1)} \right\rangle \cdot \left\langle \tilde{R}_f^\top(1) | u_{(2)} \right\rangle \right)
\]

\[
= \left\langle \xi \otimes \tilde{R}_f^\top(1) | \sum_{(u)} u_{(1)} \otimes u_{(2)} \right\rangle = \left\langle \xi \otimes \tilde{R}_f^\top(1) | \Delta(u) \right\rangle = \left\langle \Delta^\top(\xi \otimes \tilde{R}_f^\top(1)) | u \right\rangle
\]

where the \( B \)-jet \( 1 \) is the morphism of left \( R \)-modules \( \mathcal{U}(B) \ni u \mapsto \varrho_u(1) \in R \) associated with the constant function \( 1 \in R = C^\infty(M) \). Hence, we have

\[
\tilde{R}_f^\top(\xi) = \xi \cdot \tilde{R}_f^\top(1), \quad \forall f \in C^\infty(M), \forall \xi \in \mathcal{J}(B),
\]

which shows that \( \tilde{R}_f^\top \) is indeed a differential operator of order zero on the algebra \( \mathcal{J}(B) \).

For every \( b \in \Gamma(B) \subset \mathcal{U}(B) \), the operator \( \tilde{R}_b \) is a coderivation of the left \( R \)-coalgebra \( \mathcal{U}(B) \) and, consequently, \( \tilde{R}_b^\top \) is a derivation of the left \( R \)-algebra \( \mathcal{J}(B) \).

For any two elements \( u, v \in \mathcal{U}(B) \), we have \( \tilde{R}_{uv}^\top = \tilde{R}_u^\top \circ \tilde{R}_v^\top \) since \( \tilde{R}_{uv} = \tilde{R}_v \circ \tilde{R}_u \).

Since the universal enveloping algebra \( \mathcal{U}(B) \) of the Lie algebroid \( B \to M \) is generated multiplicatively by the elements of its subspace \( C^\infty(M) \oplus \Gamma(B) \), it follows immediately that \( \tilde{R}_x^\top \) acts on the algebra of jets \( \mathcal{J}(B) \) in the manner of a differential operator. The \( R \)-linearity of \( \tilde{R}_x^\top : \mathcal{J}(B) \to \mathcal{J}(B) \) is obvious.

Similarly, we can consider the Lie algebroid \( B \to A[1] \), the graded associative algebra of \( B \)-jets on \( A[1] \)

\[
\mathcal{J}(B) := \text{Hom}_{\Gamma(\Lambda^*A^\vee)}(\mathcal{U}(B), \Gamma(\Lambda^*A^\vee)),
\]

and the Grothendieck \( B \)-connection \( \nabla^G \) on \( \mathcal{J}(B) \) characterized by the relation

\[
\langle \nabla_b^G \varphi | u \rangle = \tilde{g}_b \langle \varphi | u \rangle - \langle \varphi | b \cdot u \rangle,
\]

for all \( b \in \Gamma(B) \); \( \varphi \in \mathcal{J}(B) \); and \( u \in \mathcal{U}(B) \).

It follows from the natural identification of the space of sections of the Lie algebroid \( B \to A[1] \) with \( \Gamma(\Lambda^*A^\vee \otimes B) \); the definition (46) of the anchor map \( \tilde{g} \) of the Lie algebroid \( B \); and the isomorphism of graded associative algebras

\[
\mathcal{J}(B) \cong \Gamma(\Lambda^*A^\vee) \otimes_R \mathcal{J}(B)
\]

induced by the identification (63) that

\[
\nabla_{1 \otimes \varphi}^G(\alpha \otimes \varphi) = \nabla_{\varphi}^{\text{Bott}}(\alpha) \otimes \varphi + \alpha \otimes (\nabla_{\varphi}^G \varphi), \tag{73}
\]

for all \( b \in \Gamma(B) \); \( \alpha \in \Gamma(\Lambda A^\vee) \); and \( \varphi \in \mathcal{J}(B) \).
Given $x \in U(B)$, we think of the multiplication $u \mapsto u \cdot x$ by $x$ from the right in $U(B)$ as an endomorphism $R_x$ of the $\Gamma(\Lambda^\bullet A^\vee)$-module $U(B) \cong \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)$, and we consider the dual endomorphism

$$R_x^\top : \Gamma(\Lambda^\bullet A^\vee) \otimes_R J(B) \to \Gamma(\Lambda^\bullet A^\vee) \otimes_R J(B).$$

The multiplication in $U(B) \cong \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)$ was defined in Equation (64).

For all $b \in \Gamma(B) \cong \Gamma(\Lambda A^\vee \otimes B)$ and $x \in U(B) \cong \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)$, we have

$$\nabla^G_b \circ R_x^\top = R_x^\top \circ \nabla^G_b,$$

(74)

since

$$\langle \nabla^G_b \circ R_x^\top(\varphi) \mid u \rangle = \tilde{\theta}_b \langle R_x^\top(\varphi) \mid u \rangle - \langle R_x^\top(\varphi) \mid b \cdot u \rangle = \tilde{\theta}_b \langle \varphi \mid u \cdot x \rangle - \langle \varphi \mid b \cdot u \cdot x \rangle$$

$$= \langle \nabla^G_b \varphi \mid u \cdot x \rangle = \langle \nabla^G_b \varphi \mid R_x(u) \rangle = \langle R_x^\top \circ \nabla^G_b(\varphi) \mid u \rangle$$

for all $\varphi \in J(B)$ and $u \in U(B)$.

**Lemma 4.15.** For every $x \in U(B)$, the endomorphism $R_x^\top$ of $J(B)$ is a differential operator on the algebra $J(B)$. Furthermore, the map $x \mapsto R_x^\top$ is a morphism of associative algebras from $U(B)$ to the algebra of $\Gamma(\Lambda^\bullet A^\vee)$-linear differential operators acting on the algebra $J(B)$.

The proof of Lemma 4.15 is similar to the proof of Lemma 4.14 and is therefore omitted.

The following lemma indicates that $\tilde{\tau}_x(x)$ coincides with the operator $R_x^\top$ conjugated by the algebra isomorphism

$$\text{id} \otimes \text{pbw}^\top : \Gamma(\Lambda^\bullet A^\vee) \otimes_R J(B) \to \Gamma(\Lambda^\bullet A^\vee \otimes \hat{S}(B^\vee)).$$

**Lemma 4.16.** For all $x \in U(B) \cong \Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)$, the diagram

$$\begin{array}{ccc}
\Gamma(\Lambda^\bullet A^\vee) \otimes_R J(B) & \xrightarrow{R_x^\top} & \Gamma(\Lambda^\bullet A^\vee) \otimes_R J(B) \\
\text{id} \otimes \text{pbw}^\top \downarrow & \cong & \downarrow \text{id} \otimes \text{pbw}^\top \\
\Gamma(\Lambda^\bullet A^\vee \otimes \hat{S}(B^\vee)) & \xrightarrow{\tilde{\tau}_x(x)} & \Gamma(\Lambda^\bullet A^\vee \otimes \hat{S}(B^\vee))
\end{array}$$

commutes.

**Proof.** Given any element $x$ of $\Gamma(\Lambda^\bullet A^\vee) \otimes_R U(B)$, let

$$\mathcal{Y}_x = (\text{id} \otimes \text{pbw}^\top) \circ R_x^\top \circ (\text{id} \otimes \text{pbw}^\top)^{-1}. \quad (75)$$

According to Lemma 4.15, the operator $R_x^\top$ acts on the algebra $J(B) \cong \Gamma(\Lambda^\bullet A^\vee)$ in the manner of a $\Gamma(\Lambda^\bullet A^\vee)$-linear differential operator and, consequently, the operator $\mathcal{Y}_x$ acts on the algebra $\Gamma(\Lambda^\bullet A^\vee \otimes \hat{S}(B^\vee)) \cong C^\infty(M)$ in the manner of a $\Gamma(\Lambda^\bullet A^\vee)$-linear differential operator. In other words, $\mathcal{Y}_x$ is a formal vertical differential operator on $B$, i.e. an element of

$$\Gamma(\Lambda A^\vee \otimes \hat{S}(B^\vee) \otimes SB) \cong \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{D}_{\text{ver}}(B).$$

According to Corollary 4.6, for all $b \in \Gamma(B)$ and $\alpha \otimes \varsigma \in \Gamma(\Lambda A^\vee \otimes \hat{S}(B^\vee))$, we have

$$\iota_b Q^{1,0}(\alpha \otimes \varsigma) = \nabla^\text{Bott}_b \alpha \otimes \varsigma + \alpha \otimes \tilde{\nabla}^\dagger_b \varsigma.$$  

By commutativity of diagram (72), we have

$$\tilde{\nabla}^\dagger_b \varsigma = \text{pbw}^\top \circ \nabla^G_b \circ (\text{pbw}^\top)^{-1}(\varsigma),$$

and it then follows from Equation (73) that

$$\iota_b Q^{1,0} = (\text{id} \otimes \text{pbw}^\top) \circ \nabla^G_{\text{1sg}} \circ (\text{id} \otimes \text{pbw}^\top)^{-1}. \quad (76)$$
Equations (76), (75), and (74) yield
\[ [t_b Q^{1,0}, Y_x] = (\text{id} \otimes \text{pbw}^\top) \circ [\nabla_{1 \otimes b}^G, R_x^\top] \circ (\text{id} \otimes \text{pbw}^\top)^{-1} = 0 \]
for all \( b \in \Gamma(B) \). Hence, we obtain
\[ [Q^{1,0}, Y_x] = 0. \]
It is not difficult to check that the subspace
\[ \Gamma(\Lambda A^V \otimes \hat{S}(B^V) \otimes S B) \cong \Gamma(p^\top (\Lambda^* A^V)) \otimes_R \mathcal{D}_{\text{ver}}(B) \]
of \( \Gamma(\Lambda L^V) \otimes_R \mathcal{D}_{\text{ver}}(B) \) is contained in the kernel of \( h_2 \) and is stable under \( \{d_A^{\text{Bott}} + X^{0,1}, -\} \). Therefore, since
\[ Q = Q^{0,1} + Q^{1,0}; \quad Q^{0,1} = d_A^{\text{Bott}} + X^{0,1}; \quad \text{and} \quad [Q^{1,0}, Y_x] = 0, \]
we conclude that
\[ h_2(Y_x) = 0 \quad \text{and} \quad h_2([Q, Y_x]) = h_2([d_A^{\text{Bott}} + X^{0,1}, Y_x]) = 0. \]

Let \( \{\chi_i\}_{i=1,\ldots,r} \) and \( \{\partial_j\}_{j=1,\ldots,r} \) be a pair dual local frames for the vector bundles \( B^V \) and \( B \) respectively. Then, with the usual multi-indices notations, \( \{\chi^I\}_{I \in \mathbb{N}^r} \) and \( \{\partial^J\}_{J \in \mathbb{N}^r} \) are the corresponding dual local frames for \( \hat{S}(B^V) \) and \( S(B) \) respectively. Locally, every formal vertical differential operator \( \xi \in \Gamma(\Lambda A^V \otimes \hat{S}(B^V) \otimes S B) \) on the dg vector bundle \( B \rightarrow A[1] \) can be written as a linear combination \( \xi = \sum_{I,J \in \mathbb{N}^r} \xi_{I,J} \chi^I \otimes \partial^J \) with coefficients \( \xi_{I,J} = \langle \xi(\chi^J) | \partial^I \rangle \) in \( \Gamma(\Lambda A^V) \). Furthermore, we have
\[ \sigma_2(\xi) = \sum_{J \in \mathbb{N}^r} \xi_{0,J} \otimes \text{pbw}(\partial^J) \quad \text{with} \quad \xi_{0,J} = \langle \xi(\chi^J) | 1 \rangle. \] (77)

In particular, since
\[ Y_{\alpha \otimes u} = (\text{id} \otimes \text{pbw}^\top) \circ R_{\alpha \otimes u} \circ (\text{id} \otimes \text{pbw}^\top)^{-1} = (\text{id} \otimes \text{pbw}^\top) \circ R_{\alpha \otimes u} \circ (\text{id} \otimes \text{pbw})^\top, \]
it follows that
\[ \langle Y_{\alpha \otimes u}(\chi^J) | 1 \rangle = \langle \chi^J (\text{id} \otimes \text{pbw}^{-1}) \circ R_{\alpha \otimes u} \circ (\text{id} \otimes \text{pbw})(1) \rangle = \langle \chi^J (\text{id} \otimes \text{pbw}^{-1}) \circ R_{\alpha \otimes u}(1) \rangle = \alpha \cdot \langle \chi^J | \text{pbw}^{-1}(1 \cdot u) \rangle = \alpha \cdot \langle \chi^J | \text{pbw}^{-1}(u) \rangle \]
and, according to Equation (77),
\[ \sigma_2(Y_{\alpha \otimes u}) = \sum_{J \in \mathbb{N}^r} \langle Y_{\alpha \otimes u}(\chi^J) | 1 \rangle \otimes \text{pbw}(\partial^J) = \sum_{J \in \mathbb{N}^r} \alpha \cdot \langle \chi^J | \text{pbw}^{-1}(u) \rangle \otimes \text{pbw}(\partial^J) \]
\[ = \alpha \otimes \text{pbw} \left( \sum_{J \in \mathbb{N}^r} \langle \chi^J | \text{pbw}^{-1}(u) \rangle \cdot \partial^J \right) = \alpha \otimes \text{pbw} \left( \text{pbw}^{-1}(u) \right) = \alpha \otimes u, \]
for all \( \alpha \otimes u \in \Gamma(\Lambda A^V) \otimes_R \mathcal{U}(B) \). Hence, we have \( \sigma_2(Y_x) = x \).

It follows from Proposition 4.13 that \( Y_x = \tilde{r}_2(x) \).

The following proposition will play a key role in the proof of Theorem 4.12.

**Proposition 4.17.** In the contraction (70), the cochain map
\[ \tilde{r}_2 : \Gamma(\Lambda^* A^V) \otimes_R \mathcal{U}(B) \rightarrow \Gamma(\Lambda^* L^V) \otimes_R \mathcal{D}_{\text{ver}}(B) \]
respects the algebra and the coalgebra structures as well as the counit maps. Hence it realizes a morphism of dg Hopf algebroids from \( \mathcal{U}(B) \) to \( \mathcal{U}(F) \).
Proof. It follows immediately from Lemma 4.16 that \( \tilde{\tau}_2 \) is a morphism of algebras:

\[
\tilde{\tau}_2(x_1 x_2) = (\text{id} \otimes \text{pbw}^\top) \circ R_{x_1 x_2}^T \circ (\text{id} \otimes \text{pbw}^\top)^{-1} \\
= (\text{id} \otimes \text{pbw}^\top) \circ R_{x_1}^T \circ R_{x_2}^T \circ (\text{id} \otimes \text{pbw}^\top)^{-1} = \tilde{\tau}_2(x_1) \cdot \tilde{\tau}_2(x_2).
\]

Proposition 3.23 established that \( \tilde{\tau}_2 \) is a morphism of coalgebras. It is also clear that \( \tilde{\tau}_2 \) respects the counit maps.

We are now ready to prove Theorem 4.12.

Proof of Theorem 4.12. Since \( L = A \otimes B \) is a matched pair, as vector spaces, \( \text{tot} \left( \Gamma(\Lambda^\bullet A^\vee) \otimes_R D_{\text{poly}}^\circ \right) \) in Proposition 3.18 are isomorphic to \( \text{tot} \left( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{U}(B)^{\otimes+1} \right) \). According to Proposition 3.18, the cochain maps \( \tilde{\tau}_2 \) respects the cup products. Therefore, it suffices to prove that \( \tilde{\tau}_2 \) in (41) respects the Lie algebra structures — the Lie bracket on \( \text{tot} \left( \Gamma(\Lambda^\bullet A^\vee) \otimes_R \mathcal{U}(B)^{\otimes+1} \right) \) is the Gerstenhaber bracket of the dg Lie algebroid \( B \rightarrow A[1] \) as in Proposition 4.11. We know from the general theory of dg Lie algebroids — see Section 2.1 — that the Gerstenhaber bracket of a dg Lie algebroid is completely determined by its multiplication and comultiplication as shown by Equations (20) and (21). The conclusion thus follows immediately from Proposition 4.17.

Appendix A. Semifull algebra contractions

Let \((V,d_V)\) and \((W,d_W)\) be complexes: recall that a contraction of \((V,d_V)\) onto \((W,d_W)\) is the data of dg morphisms \( \tau : W \rightarrow V, \sigma : V \rightarrow W \) and a contracting (degree minus one) homotopy \( h : V \rightarrow V \) such that

\[
\sigma \tau = \text{id}_W, \quad \tau \sigma - \text{id}_V = d_V h + h d_V, \quad h \tau = 0, \quad \sigma h = 0, \quad h^2 = 0.
\]

In the following well known homological perturbation lemma [20, 21] we assume that \( V \) and \( W \) are equipped with complete exhaustive decreasing filtrations \( F^p V \) and \( F^p W \) (we need this hypothesis to ensure convergence of the infinite sums in the following Lemma A.1), i.e.

\[
V = F^0 V \supset F^1 V \supset \cdots \supset F^p V \supset \cdots
\]

and the natural map \( V \rightarrow \lim_p V/F^p V \) is an isomorphism, similarly for \( W \). Furthermore, we assume that the differentials \( d_V, d_W \) and the contraction data \((\tau, \sigma, h)\) preserve the filtrations. Recall that a perturbation of the differential \( d_V \) on \( V \) is a degree one map \( \rho_V : V \rightarrow V \) such that \( (d_V + \rho_V)^2 = 0 \).

Lemma A.1 (Homological Perturbation). Given a perturbation \( \rho_V : V \rightarrow V \) of the differential \( d_V \) on \( V \) such that \( \rho_V(F^p V) \subset F^{p+1} V \), for all \( p \geq 0 \), the endomorphism \( \rho_W \) of \( W \) defined by

\[
\rho_W := \sum_{l \geq 0} \sigma(\rho_V h)^l \rho_V \tau = \sum_{l \geq 0} \sigma \rho_V (h \rho_V)^l \tau
\]

is a perturbation of the differential \( d_W \) on \( W \), and the triple of maps

\[
\check{\tau} := \sum_{l \geq 0} (h \rho_V)^l \tau, \quad \check{\sigma} := \sum_{l \geq 0} \sigma(\rho_V h)^l, \quad \check{h} := \sum_{l \geq 0} h(\rho_V h)^l = \sum_{l \geq 0} (h \rho_V)^l h
\]

is a contraction of \((V,d_V + \rho_V)\) onto \((W,d_W + \rho_W)\).

In the following definition, taken from [42], we shall assume given two associative (but not necessarily graded commutative) products \( \mu_V : V^{\otimes 2} \rightarrow V \) and \( \mu_W : W^{\otimes 2} \rightarrow W \): we do not require a priori \( d_V \) and \( d_W \) to be algebra derivations.
Definition A.2. A contraction $(\tau, \sigma, h)$ of $(V, d_V)$ onto $(W, d_W)$ is a semifull algebra contraction if the following identities are satisfied

$$
\begin{align*}
&h\mu_V(h \otimes h) = 0, \quad h\nu_V(h \otimes \tau) = 0, \quad h\mu_V(\tau \otimes h) = 0, \quad h\nu_V(\tau \otimes \tau) = 0, \\
&\sigma\mu_V(h \otimes h) = 0, \quad \sigma\nu_V(h \otimes \tau) = 0, \quad \sigma\mu_V(\tau \otimes h) = 0, \quad \sigma\nu_V(\tau \otimes \tau) = \mu_W.
\end{align*}
$$

Lemma A.3. Given (i) a pair of cochain complexes $(V, d_V)$ and $(W, d_W)$ carrying additional graded associative algebra structures; (ii) a semifull algebra contraction $(\tau, \sigma, h)$ of $(V, d_V)$ onto $(W, d_W)$; and (iii) a perturbation $\rho_V : V \to V$ of the differential $d_V$ satisfying $\rho_V(F^n V) \subset F^{n+1} V$ for all $p \geq 0$, the perturbed contraction $(\tilde{\tau}, \tilde{\sigma}, \tilde{h})$ is a semifull algebra contraction of $(V, d_V + \rho_V)$ onto $(W, d_W + \rho_W)$.

Proof. Straightforward. \qed

Lemma A.4. Given a semifull algebra contraction $(\tau, \sigma, h)$ of $(V, d_V)$ onto $(W, d_W)$, if $d_V$ is an algebra derivation, then $\tau : W \to V$ is a morphism of algebras.

Proof. Since $\sigma\nu_V(\tau \otimes \tau) = \mu_W$ and $h\nu_V(\tau \otimes \tau) = 0$, we have

$$
\mu_V(\tau \otimes \tau) = (\sigma - d_V h - hd_V)\nu_V(\tau \otimes \tau) = \tau\sigma\nu_V(\tau \otimes \tau) - d_V h\nu_V(\tau \otimes \tau) - hd_V\nu_V(\tau \otimes \tau)
$$

as desired. \qed
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