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In an earlier paper [1] we have proposed a paired cluster (PC) model for high Tc superconductivity mechanism; Tc=critical temperature. In this paper we show that this model is able to explain the pseudogap origin and other gap related properties of high Tc superconductors (cuprates). According to the PC model, singlet coupled magnetic cluster pairs are present in the cuprates, in the material’s otherwise paramagnetic state below a temperature TCF (TCF=cluster formation temperature), where an ionic spin of cluster 1 (spin 1) forms a singlet pair with a corresponding ionic spin of cluster 2 (spin 2). The conducting electrons (CEs) for temperatures T≥Tc and both the CEs and the Cooper pairs (CPs) for T<Tc interact with the singlet coupled ion pairs by a process described in [1] and this interaction enhances the CE energy, Eel, by ∆Eel and the CP energy, ECP, by ∆ECP causing a redistribution of the filled electronic density of states (DOS). Due to this a pseudogap appears in the electronic DOS at the Fermi surface, for TCF ≥ T ≥ Tc, with d-wave symmetry which, slightly modified by ∆ECP enhancement, superimposes over the BCS superconducting state (SS) energy gap for T<Tc resulting in (i) a mixed s-, d-wave symmetry for the observed below Tc energy gap if one assumes the BCS energy gap to have anisotropic s-wave symmetry for cuprate crystal lattice (high Tc, anisotropic, almost no magnetic pair breaking), (ii) nondisappearance of the gap at Tc on heating and almost temperature independence of the gap width, (iii) presence of states in the gap and (iv) several other gap behaviour related properties, like the absence of NMR spin relaxation rate coherence peak, which give impression of a non-BCS, nonphononic cuprate superconductivity with conducting pairs distinctly different from BCS CPs.

PACS number(s): 74.20.-z

I. INTRODUCTION

A large number of experimental and theoretical works have appeared in the literature concerning pseudogap presence in cuprates’ normal state [1-15] and it has been suggested that a competent high Tc superconductivity theory should be able to explain the pseudogap’s origin and nature [9, 11, 12, 14]; Tc=critical temperature. The pseudogap has been observed in overdoped, underdoped and optimally doped superconductors, its presence is independent of the number of Cu-O layers in the cuprate unit cell and similar gap behaviour has been found for the electron doped and the hole doped superconductors [3, 4, 6, 7, 10, 12]. It has d-wave symmetry, develops, as one cools the lattice, in the superconductor’s normal state at a temperature much above Tc and remains present upto Tc [2-9, 12, 14]. Below Tc the observed superconducting state (SS) energy gap properties are abnormal like almost temperature (T) independent gap width, presence of states in the gap, gap’s nondisappearance at Tc, unconventional gap symmetry, which could be a mixed s-, d- wave or anisotropic s-wave or d- wave symmetry, etc. [5, 6, 8, 12, 14, 16-35]. Several theories exist for pseudogap’s origin [1, 2, 9, 11, 13, 15, 36-39 ], but they are found wanting in one respect or the other [1, 2, 5, 6, 11, 12, 14, 40]. In this paper we show that the paired cluster (PC) model of high Tc superconductivity, developed earlier by us [1], is able to explain the pseudogap’s origin and nature, the above described abnormal SS energy gap properties and also several other experimental results, like the uncommon temperature variation of NMR spin relaxation rate [41], which are related to the pseudogap and SS energy gap behaviours.

II. ORIGIN AND CONSEQUENCES OF PSEUDOGAP

According to the PC model [1], as the magnetically frustrated cuprate lattice cools magnetic clusters are formed at a temperature TCF much above Tc; TCF=cluster formation temperature. Different experimental techniques may sense TCF, i.e. the clusters’ presence, at somewhat different temperatures depending on their characteristic measuring times and the nature of their interaction with the clusters. Thus in practice TCF is either the temperature at which the clusters are formed, if the technique can sense the clusters immediately on formation, or the temperature at which the clusters are felt by the measuring
technique. The clusters formed at $T_{CF}$ exist in pairs [1]. The two pair partners are interpenetrating and an ionic spin of one cluster (spin 1) forms a singlet pair with a corresponding ionic spin of its partner cluster (spin 2). As discussed in [1], for $T_{c} \leq T \leq T_{CF}$ the conducting electrons (CEs) interact with the singlet coupled ion pairs in the cluster and the cluster boundaries by a process described in [1]; $T$ = temperature. This interaction enhances the CE energy, $E_{el}$, to $E_{el} + \Delta E_{el}$ and the lattice Debye temperature, $\theta_{D}$, to $\theta_{D} + \Delta \theta_{D}$. However for a nonzero $\Delta E_{el}$ (or $\Delta \theta_{D}$) a Weiss field, $H_{W}$, is required to exist at the ion pair site. Such a Weiss field is present for the cluster ions (CIs) since $T_{CF} = \theta_{C}$ (Curie temperature) but is absent for the cluster boundary ions (CBIs) which are in the paramagnetic state at higher temperatures, $T_{c} \sim T \leq T_{CF}$.

Thus for higher $T$ only CIs contribute to $\Delta E_{el}$ and $\Delta \theta_{D}$ enhancements. At lower temperatures, $T \sim T_{c}$, when the CBIs freeze, which happens to be the case as is discussed later on, in spin glass (SG) state ($T < T_{SG}$, their SG temperature) [1], a nonzero $H_{W}$ develops at their site which enables them to contribute to $\Delta E_{el}$ and $\Delta \theta_{D}$. However at any $T$, unlike the CIs’ $H_{W}$, which has an unique value given by the cluster magnetisation Brillouin function temperature dependence, the CBIs’ $H_{W}$ has a distribution, ranging from zero (for certain ions) to a maximum value (for certain other ions), since in the SG state such a $H_{W}$ distribution is known to exist [42]. We will mention more about this at an appropriate place. As has been discussed in [1], $\Delta E_{el}$ and $\Delta \theta_{D}$ enhancements cause $T_{c}$ increase by affecting several $T_{c}$ influencing parameters.

For $0 \leq T \leq T_{c}$, Cooper pairs (CPs) exist and also those CEs which have not formed CPs. In this $T$ range therefore both the CEs and CPs interact with the singlet coupled cluster and cluster boundary ion pairs due to which $E_{el}$ is increased to $E_{el} + \Delta E_{el}$, the CP energy, $E_{CP}$, to $E_{CP} + \Delta E_{CP}$ and the lattice $\theta_{D}$ to $\theta_{D} + \Delta \theta_{D}$. However the $\Delta \theta_{D}$ for $T \geq T_{c}$ is much larger than the $\Delta \theta_{D}$ for $T_{c} \leq T \leq T_{CF}$ [1]. We will concentrate below on $\Delta E_{el}$ and $\Delta E_{CP}$ enhancement effects.

The effect of above mentioned $\Delta E_{el}$ and $\Delta E_{CP}$ enhancements, which may also be called as $\Delta E_{el}$ and $\Delta E_{CP}$ scatterings, is to cause a redistribution of the filled electronic density of states (DOS), $D_{f}$ ($E_{el}$), at any temperature below $T_{CF}$. This gives rise to a pseudogap in the electronic DOS distribution (redistributed $D_{f}$ ($E_{el}$) vs. $E_{el}$ curve) at $T_{CF}$ which persists at lower temperatures and gets superimposed over the SS energy gap (BCS energy gap) below $T_{c}$. The superimposition is responsible for the abnormal SS energy gap properties. Also since $T_{CF} = T^{*}$ (pseudogap temperature), different experimental techniques may sense $T^{*}$ (i.e. pseudogap formation), like $T_{CF}$, at somewhat different temperatures. We describe the details below for different temperature ranges.

(i) $T_{c} \leq T \leq T_{CF}$

In this temperature range only $\Delta E_{el}$ scattering is present as CPs do not exist. For obtaining the redistributed $D_{f}$ ($E_{el}$) vs. $E_{el}$ curve the quantities needed are, the electronic DOS vs. $E_{el}$ curve which would have existed if no $\Delta E_{el}$ enhancement effect was present, $T$, $E_{F}$ (Fermi energy), $\Delta E_{el}$ and $N_{p}$, the percentage of CEs for which $\Delta E_{el}$ enhancement occurs.

The calculation of $\Delta E_{el}$ is given in [1] and it ($\Delta E_{el}$) depends on $T$ and $E_{el}$ through the magnetic fields $H_{W}$, $H_{ap}$, $H_{CE}$ (and also $H_{CP}$ for $T < T_{c}$) and relaxation times $\tau'$ and $\tau$, all defined in [1]. The $H_{W}$, to a good approximation, can be obtained by assuming a Brillouin function temperature dependence for the cluster magnetisation; this since $H_{W}$ does not exist for CBIs at high $T$. However the calculation of $\tau'$, $\tau$ is generally not possible [1] and only an order of magnitude estimate can be made for them. Using such estimates [1], $\Delta E_{el}$ is found to have an oscillatory dependence on $T$. For a given $E_{el}$, as $T$ decreases below $T_{CF}$ $\Delta E_{el}$ first increases upto a certain temperature, then becomes almost constant over a temperature range below which it decreases. Such a behaviour arises owing to the exponential dependence of the ionic level Boltzmann population on $H_{W}/T$ and the $H_{W}$’s Brillouin function $T$ dependence due to which $\Delta H_{W}/\Delta T$ decreases as $T$ decreases, tending to zero as $T \rightarrow 0$. Approximately $T/T_{C}$ ($=T/T_{CF}$) $\sim 0.5$ could be taken as the temperature at which the $\Delta E_{el}$ is maximum.
At a given $T$, $\Delta E_{el}$ depends on $E_{el}$. The nature of this dependence is governed by the $E_{el}$ dependence of $\tau$ which can not be exactly calculated [1] and therefore various possibilities are to be examined. Thus $\Delta E_{el}$ vs. $E_{el}$ could be flat ($\Delta E_{el}$ independent of $E_{el}$) or linear or exponential depending on the magnitude of $\tau$ and whether $\tau$ vs. $E_{el}$ is flat or linear or exponential. Physically, an exponential dependence of $\tau$ on $E_{el}$ is more probable as is seen for the paramagnetic ion concentration dependence of the ionic spin-spin relaxation time [43].

The $N_p$ is another needed quantity. At high $T$ when CBIs do not contribute to $\Delta E_{el}$ enhancement, $N_p \sim 50\%$ if one assumes almost equal number for CIs and CBIs i.e. almost equal total occupied volumes for the clusters and the cluster boundaries in the lattice. At low $T$, CIs’ contribution to $\Delta E_{el}$, and $\Delta E_{CP}$, diminishes and finally vanishes. However CBIs contribute to $\Delta E_{el}$ and $\Delta E_{CP}$, at these temperatures. But owing to $H_W$ distribution only few (a fraction of) CBIs, which have right magnitude $H_W$ at the working $T$, contribute. Thus $N_p$ is small and has no systematic $T$ variation. $N_p \sim 50\%$ is also an approximation since the cluster boundary volume is not known [1]. It is therefore better to use the experimental results as guidelines for estimating $N_p$ when comparing experiment and theory. This is true for other parameters also.

Thus for getting the theoretical results, the parameter values used have been obtained by using both the theoretical considerations [1] and the experimental results [6, 20-22, 26, 44] as guidelines. The two guidelines have been found to give consistent estimates. Further though the results discussed below are for typical parameter values, calculations have been done for other parameter values also and the results obtained are similar in nature. This is mentioned at appropriate places describing the parameters used and the results obtained.

Fig. 1 shows a typical result where the electronic DOS, $D$ ($E_{el}$), is plotted against $E_{el}$. The dotted curve is the total (filled plus empty) DOS, $D$, ($E_{el}$), (quadratic, free electron approximation [45], Appendix), the dashed curve is the density of filled states, $D_f$ ($E_{el}$), which would have existed at temperature $T$ if there was no $\Delta E_{el}$ enhancement present, the full line curve is the density of filled states redistributed, i.e. redistributed $D_{f}(E_{el})$ or $D_{el}(E_{el})$, due to $\Delta E_{el}$ enhancement effect and in Fig. 1(a) the dash-dot curves a, b are the same as the full line curve there but have been obtained for different $N_p$ values; $N(E_{el})$, the number of CEs at energy $E_{el} = 2 D(E_{el})$. Fig. 1(a) shows the results for $T \sim T_{CF}$ case. For YBa$_2$Cu$_3$O$_7$, $T_{CF} \sim 220K$ and $E_F \sim 310$ meV [1]. For other cuprates also $T_{CF}$ and $E_F$ are of similar order. We therefore assume these values for the present calculations. However we have done calculations for the higher and lower values of $T_{CF}$ and $E_F$ also and the results obtained are similar to the results given here. For Fig. 1(a), the various parameters used in the calculation are, $T = 200K$ ($T \sim T_{CF}$), $E_{el} = 310$ meV, $\Delta E_{el}$ ($E_{el}$), the value of $\Delta E_{el}$ at $E_{el} = E_F$, $= 300$ meV, an exponential dependence, of the form given below, is assumed for $\Delta E_{el}$ on $E_{el}$ and $N_p = 50\%$ (full line curve), 40% (curve a) and 60% (curve b). The $\Delta E_{el}$ vs. $E_{el}$ form is: $\Delta E_{el} = (\Delta E_{el})_0 \left[1 - \exp\left(-\alpha E_{el} \right) \right]$, where $(\Delta E_{el})_0 \sim E_{el}$ ($E_F$), $= 300$ meV, $\alpha = 0.7$ (meV)$^{-1}$ i.e. a quick rising, fast saturating $\Delta E_{el}$ variation with $E_{el}$ is assumed. The $\Delta E_{el}$ ($E_{el}$) given above matches with the theoretical estimate [1] and with that deduced from the experimental results [6]. Owing to Pauli principle, the CE energy can be enhanced from $E_{el}$ to $E_{el} + \Delta E_{el}$ only if the energy state at $E_{el} + \Delta E_{el}$ is either partially or completely empty. Due to this the full line curve (Fig. 1(a)) does not start from the origin but merges with the dashed curve at $E_{el} \sim 3$ meV; this effect can be seen more clearly in the below discussed Fig. 1(b). Similar behaviour exists for the curves a, b (Fig. 1(a)) also but is not shown in the figure for clarity near $E_{el} \sim 0$ region. If instead of an exponential $E_{el}$ dependence, an $E_{el}$ independence is assumed for $\Delta E_{el}$, then the full line, a, b curves start from the origin but the other results, like their nature etc., are similar. Similarly, for a linear $E_{el}$ dependence of $\Delta E_{el}$, through the full line, a, b, curves merge with the dashed curve at $E_{el} \gg 3$ meV, the other results obtained are similar to those shown in the figure (Fig. 1(a)). The full line, a, b, curves are calculated by adding the scattered CEs, at any energy state, to the CEs which had remained there after the scattering from that state had taken place, if the state was not completely empty (Appendix). A comparison of the full line, a, b curves shows the $N_p$ value’s effect.
As mentioned above, for calculating the Fig. 1(a) $D_{\text{fr}}(E_{\text{el}})$ curves we have used the dotted $D_{\text{t}}(E_{\text{el}})$ curve. However we have done calculations for other types of $D_{\text{t}}(E_{\text{el}})$ curve also which instead of increasing with $E_{\text{el}}$ in the $E_{\text{el}} \sim E_F$ region, as in Fig. 1(a), either remain flat ($E_{\text{el}}$ independent) or decrease with increasing $E_{\text{el}}$. The results obtained in all the cases are similar to what is shown in Fig. 1(a). A pseudo-energy gap (pseudogap) is clearly seen in the $D_{\text{fr}}(E_{\text{el}})$ vs. $E_{\text{el}}$ distribution in Fig. 1(a) at the Fermi surface. Similar pseudogap is seen in Fig. 1(b) also where all descriptions, and parameter values, are same as those of Fig. 1(a) except $T = 100\,\text{K}$, $\Delta E_{\text{el}}(E_F) = 150\,\text{meV}$ and $N_p = 40\%$. Thus Fig. 1(b) describes a situation where $T_c < T < T_{\text{CF}}$. The full line curve in Fig. 1(b) meets the dashed curve at much higher $E_{\text{el}}$ than the curves of Fig. 1(a) due to a smaller $\Delta E_{\text{el}}$ owing to which the Pauli principle does not allow CEs from the states below the energy state marked E to be scattered since the empty (partially or fully) states occur from the energy state marked F onwards in the $D_{\text{t}}(E_{\text{el}})$ vs. $E_{\text{el}}$ distribution.

Thus we see that a pseudogap appears in the $D_{\text{fr}}(E_{\text{el}})$ vs. $E_{\text{el}}$ distribution (Fig. 1) for $T \leq T_{\text{CF}}$. This pseudogap persists for $T \leq T_c$ also since $\Delta E_{\text{el}}$ scattering is present below $T_c$ too where, in addition, $\Delta E_{\text{CP}}$ scattering also occurs whose effect we will discuss in a later section. The $D_{\text{fr}}(E_{\text{el}})$ vs. $E_{\text{el}}$ distribution of Fig. 1 when translated into the tunneling conductance curves [46, 47] shows agreement with the experimental results [6] like the shape, size, location and T dependence of the pseudogap. Since the pseudogap arises due to the CE ($\Delta E_{\text{el}}$) scattering, it has d-symmetry (actually mixed d-, p- ($d_{x^2-y^2}$, $p_x$, $p_y$) symmetry which experimentally can not be distinguished from a d- symmetry) in the normal state. This is shown by the experiments [5, 6, 8, 9, 12, 14, 37]. Below $T_c$, $\Delta E_{\text{CP}}$ scattering and SS energy gap are also present and this situation gap symmetry we will describe in the later section. Our results are also consistent with various other experiments which conclude that the pseudogap arises in the charge excitation spectrum [7, 11, 12, 14].
Fig. 2. Dependence of the electronic density of states, $D(E_{el})$, on electrons' energy, $E_{el}$, for $T \lesssim T_c$; $T_c$ = critical temperature, a.u. = arbitrary unit. Details are described in the text.
As mentioned above, below $T_c$, the SS energy gap ($\Delta_{SS}$ energy gap [1, 45]) appears which is present along with the $\Delta_{CP}$ scattering and additional $\Delta_{SS}$ scattering (enhancement) near $T_c$; this is since, as will be discussed later, $\Delta_{CP} \sim 0$ for $T$ away from $T_c$. This ($0 \leq T \leq T_c$ ) case is more complex and the results obtained are summarised in Figs. 2, 3. We first discuss the Fig. 2 results where $T \sim T_c$ (Fig. 2(a)) and $T < T_c$ (Fig. 2(b)). In Fig. 2(a), $E_d$ variation is shown for $D(E_d)$ (dotted curve), $D_f(E_d)$ (dashed curve), $D_{d}(E_d)$ (full line curve) and redistributed $D_{c}(E_d)$, the redistributed density of empty states (shown only for above the BCS energy gap region), (dash-dot curve). The dash-double dot curve is an extension of the $D_{c}(E_d)$ curve which would have existed if there were no SS peaks and energy gap present. In a tunneling conductance measurement, the SS energy gap at $T$, $2\Delta(T)$, is measured either by the SS peaks’ ($P$, $Q$ in Fig. 2(a)) separation or by $A$, $A'$ (Fig. 2(a)), the points at which the dash-double dot curve intersects the SS energy gap edges, separation [6, 44]. The curve $a'(b')$ is obtained by subtracting the unoccupied (empty) side ($E_d > E_f + \Delta(T)$, $\Delta(T) = SS$ energy gap width/2) portion of the curve $a(b)$ from the $D(E_d)$ curve. Writing $D_c(E_d) = D_f(E_d) + D_d(E_d) = D_s(E_d) + D_{a}(E_d)$, curve $a'(b')$ is actually the empty side portion of the $D_{c}(E_d)$ (i.e. redistributed $D_{c}(E_d)$) curve which gets merged with the dotted curve.

As before, various Fig. 2 parameters have been chosen using theoretical and experimental [1, 6] considerations. In Fig. 2(a), $T = 75K$, $E_f = 310$ meV, $2\Delta(T) = 50$ meV (i.e. $T$ spread of $D_f(E_d)$ curve’s tail portion $\sim 2\Delta(T)$) and, as before, an exponential dependence is assumed for $\Delta_{SS}$. This (exponential dependence) assumption has been used in Fig. 2(b), 3 calculations also. For the curve $a$, $\Delta_{SS}$ ($E_f$) $= 70$ meV and $N_p = 15\%$, for curve $b$, $\Delta_{SS}$ ($E_f$) $= 165$ meV and $N_p = 30\%$, and for the curve $c$, $\Delta_{SS}$ ($E_f$) $= 50$ meV and $N_p = 10\%$. As mentioned before, CPs also exist at this $T$ and calculations show that for them $\Delta_{SS}$ $\sim \Delta_{SS}$ ($E_f$) for all $E_d$ [1] and, for obvious reasons, they have the same percentage scattering as the CEs (i.e. $(N_p)_{CP} = (N_p)_{CE}$). We have done Fig. 2(a) calculations assuming these but even for somewhat different values of $\Delta_{SS}$ and $(N_p)_{CP}$, the results obtained are similar mainly because the CPs are much smaller in number than the CEs [1] and so have only small influence on the results. Also in these calculations, as well as in Fig. 2(b), 3 calculations, it has been assumed that CEs can have scattered states in the SS energy gap as happens in the case of the inelastic electron scattering and the proximity effect [46, 48-51]. However even without this assumption similar results are obtained when the redistributed DOS curves are translated into the tunneling conductance curves [6]. This happens due to the existence of CEs’ scattered states outside the SS energy gap. The assumption of nonzero CE scattering in the SS energy gap, however, looks justified as the experimental results too support the presence of states in the SS energy gap [6, 20, 21, 26]. It has also been assumed that CPs do not get scattered in the SS gap. Though even without this assumption the results similar to those of Figs. 2, 3 are obtained, mainly owing to the much smaller percentage of CPs, the assumption is physically justified since the interactions causing $\Delta_{SS}$, $\Delta_{CP}$ scatterings are not pair breaking [1]; they rather enhance $T_c$ , $\Delta(0)$, the $T = 0K$ SS energy gap width/2 [1]. As has been explained before at these temperatures ($T \sim 75K$ and below, when $T_{CP} \sim 220K$ [1]) CIs’ contribution to $\Delta_{SS}$, $\Delta_{CP}$ decreases and CBIs’ contribution becomes significant due to their SG freezing. However CBIs have $H_W$ distribution and a relatively smaller maximum $H_W$. The $N_p$ and $\Delta_{SS}$ are therefore smaller at these temperatures.

Fig. 2(a) results can now be understood. The curves $a$, $a'$ show that in this case due to the filled and empty states’ redistribution owing to $\Delta_{SS}$, $\Delta_{CP}$ scatterings, both, the filled side and the empty side, SS peaks, $P$ and $Q$, have got modified in location, shape and size. Their peak positions have shifted from $B$, $B'$ to $D$, $D'$ showing $P$, $Q$ separation enhancement. Similarly $A$, $A'$ separation has increased to $C$, $C'$ separation. Since, as mentioned before, $\Delta(T)$ is measured by these separations [6, 44], the effect of these separation enhancements, which are relatively larger at higher $T$ due to large $\Delta_{SS}$, $\Delta_{CP}$, is to cause an increase in the value of $2\Delta(T)$. This, to a good extent, nullifies the $\Delta(T)$’s BCS increasing - $T$ decrease. As a result the observed $\Delta(T)$ shows weak $T$ dependence [6]. The $\Delta(T)$’s increasing - $T$ decrease is also partially compensated by the following effect, more effective at higher $T$, of the $\Delta_{SS}$, $\Delta_{CP}$ scattering induced DOS redistribution. If $2f(T)$ is the fraction of broken CP CEs (quasiparticles), i.e. broken CPs’ fraction, near the SS energy gap edge at $T$ ($2f(0) = 0$, $2f(T_{c}) = 1$), then $|1-2f(T)|$ approximately $\Delta(T) \propto [1-2f(T)]$. Since due to the DOS redistribution, $f(T)$ is reduced near the gap edge, as $D_{c}(E_d) < D_{f}(E_d)$, near the filled side gap.
edge, shows (Figs. 2, 3), $\Delta(T)$ gets enhanced. The $\ell(T)$ decrease near the gap edge is a consequence of the fact that along with the normal CEs, broken CP CEs also get scattered due to the $\Delta E_{el}$ scattering. Experimentally [6] the SS energy gap observed below $T_c$ does not vanish at $T_c$ whereas BCS $\Delta(T)=0$ at $T_c$. This happens because at $T_c$ the earlier described $\Delta E_{el}$ scattering induced normal state pseudogap is present. Since like the pseudogap just above $T_c$ the SS energy gap just below $T_c$ has $\Delta E_{el}$ scattering induced states in the gap, there is no conspicuous change in the gap’s nature (width, shape, size, location) at $T_c$. The gap vanishes only at $T_{CF}$. These results agree with the experiments [6].

The SS energy gap symmetry can also be understood now. The observed SS gap is the BCS energy gap modified by the $\Delta E_{el}, \Delta E_{CP}$ scattering induced effects (pseudogap effect). As discussed before, the $\Delta E_{el}$ scattering induced pseudogap has a d-wave symmetry. The BCS gap in principle can have any symmetry [1, 18, 33, 35]. However physically for the cuprates (high $T_c$, anisotropic crystal structure), an anisotropic s-wave symmetry is more likely for the BCS energy gap since non-s-wave superconductors are known to have low $T_c$ [53] and s-wave CP coupling is more stable against magnetic perturbations (paramagnetic ions, electric current, magnetic field). Thus the observed SS energy gap below $T_c$ is expected to have a mixed anisotropic s-, d- wave symmetry. Experimentally it is not possible to distinguish easily between an anisotropic s-wave or d-wave or mixed s-, d- wave symmetry and therefore experimentalists favour one symmetry or the other [1, 5, 6, 8, 12, 14, 16-35].

The curves b, b’ (Fig. 2(a)) show that in this case both, the P and Q, peaks have disappeared as a result of the DOS redistribution. Thus even though we are below $T_c$, experiments, like the tunneling experiments, may indicate a normal state, with a pseudogap, for the system suggesting a lower $T_c$ value. Also such a DOS redistribution may be one of the reasons for the NMR spin relaxation rate coherence peak’s absence in cuprates since P peak’s presence is necessary for the coherence peak’s existence [41]. The curve c (Fig. 2(a)) shows that for this case only the peak P has got modified (height, width decreased, position shifted) and the peak Q has remained undisturbed. In this case also the measured $\Delta(T)$ will be larger than the $\Delta(T)$ which would have been obtained if no DOS redistribution existed. Such a $\Delta(T)$ enhancement, as mentioned before, partially compensates for any $\Delta(T)$’s $T$ decrease. All these results, and the nature (height, width, shape, location) of the modified P, Q peaks and of the observed SS energy gap, agree with the experiments [6].

In Fig. 2(b), $T = 50K, E_F = 310$meV and $2\Delta(T)=80$ meV (i.e. $D(E_F)$ curve’s tail portion’s $T$ spread $< 2\Delta$). For the curve a, $\Delta E_{el}(E_F) = 80$ meV, $N_p = 15\%$ and for the curve b, $\Delta E_{el}(E_F) = 100$ meV, $N_p = 30\%$. For both the cases, $\Delta E_{CP} \sim 0$ ($< 1$ meV), both for CIs and CBIs [1], and therefore the $\Delta E_{CP}$ scattering effect is negligible. For the case of curve a, due to the DOS redistribution, owing primarily to the $\Delta E_{el}$ scattering, peak P height, width decrease, peak Q remains undisturbed and dip R (a part of the curve a) appears on the P peak side. This dip is more pronounced for the curve b where both P and Q have got modified. These results and the relative modified peaks’ and dips’ heights, widths, locations, shapes etc. agree with the experimental results [6]. Also for both the cases, the measured $\Delta(T)$ is greater than the non-DOS redistributed case’s $\Delta(T)$. This, as before, makes $\Delta(T)$’s $T$ dependence very weak.

We can now discuss the results of Fig. 3 where the full line curve, dotted line curve etc. have the same meaning, and the curves a’, b’, c’ are obtained in the same way, as in Fig. 2 and $T << T_c$ (Fig. 3(a)), $T$ near $T_c$ (Fig. 3(b)). We first discuss Fig. 3(a) results where the parameters used are, $T = 4.2K, E_F = 310$ meV, $2\Delta(T) = 90$meV (i.e. $D(E_F)$ curve’s tail portion’s $T$ spread ($\sim 0$) $< 2\Delta$), $\Delta E_{CP} \sim 0$ ($< 1$ meV), $\Delta E_{el}(E_F) = 105$ meV and $N_p = 15\%$. As before, the DOS redistribution’s effect is to enhance $2\Delta(T)$. However since $\Delta(4.2K) \sim \Delta(0)$, this enhancement means enhanced $2\Delta(0)/k_BTc$ ratio ($k_B =$ Boltzmann’s constant). Thus to some extent the large $2\Delta(0)/k_BTc$ ratio (> BCS weak coupling limit) for cuprates can be understood from the DOS redistribution. However for accounting it fully, the effect of somewhat large $\lambda$, $S'$ parameters, defined in [1], is to be taken into account. The relative heights, widths, locations, shapes etc. of the dip and the peaks obtained here (Fig. 3(a)) agree with the experimental results [6].
Fig. 3. Dependence of the electronic density of states, $D(E_{el})$, on electrons' energy, $E_{el}$, for $T < T_c$; $T_c$ = critical temperature, a.u. = arbitrary unit. Details are described in the text.

For Fig. 3(b), $T = 70$K, $E_F = 310$ meV, $2\Delta(T) = 60$ meV (i.e. $D_1(E_{el})$ curve's tail portion's T spread $\sim 2\Delta(T)$), $\Delta E_{CP} \sim \Delta E_{el}(E_F)$ for all $E_{el}$ and $(N_{P})_{CP} = (N_{P})_{CE}$. This figure (3(b)) shows some specific
cases. For the curve a, $\Delta E_{\text{el}} (E_p) = 60 \text{ meV}$, $N_p (N_p (T_{\text{CP}})) = 25\%$, for the curve b $\Delta E_{\text{el}} (E_p) = 9 \text{ meV}$, $N_p = 10\%$ and for the curve c, $\Delta E_{\text{el}} (E_p) = 165 \text{ meV}$, $N_p = 15\%$. Whereas for the curve a’s case, peak P disappears and peak Q remains undisturbed, for the case of curves b, b’ both P, Q almost symmetrically decrease and a dip R’ appears on the peak Q side. This dip is broadened for the case of curves c, c’ where the peak P has very small amplitude. These results agree with the experimental results [6]. As before these DOS redistributions too enhance $\Delta (T)$, partially compensating for $\Delta (T)$’s T decrease and making $\Delta (T)$’s T dependence weak. R, R’ having locations dependent on P, Q (gap edges) positions are experimentally seen [6, 21].

III. CONCLUSION

In conclusion, the cuprate properties can be understood on the basis of what is described in this paper and in [1]. This is true even for those properties which have not been specifically discussed here. As an example we explain below the anomalous T behaviour of the NMR spin relaxation rate (1/T1) [41]. The coherence peak’s absence in 1/T1 vs. T, near $T_c$, has already been explained earlier. The other 1/T1 vs. T anomalies can be understood in a similar way. For instance, 1/T1 decreases with decreasing T due to lattice cooling and shows drops at $T^*$ ($>> T_c$, $\sim 220\text{K}$ for YBa$_2$Cu$_3$O$_y$), $T_c$ [41]. The drop at $T_c$ seen in conventional (elemental, A15) superconductors also and results from the CPs’ presence. Assuming same explanation for cuprates’ $T_c$ drop, the drop at $T^*$ is not yet properly understood. For example one of the explanations assumes CPs’ formation at $T^*$ itself [38]; CPs grow in size with decreasing T, developing overlap and phase coherence below $T_c$ to give superconductivity. Experiments do not support this explanation [1, 12, 14]. Also CPs’ stability is difficult to understand without their phase coherence [1]. If one assumes too tightly bound a CP at $T^*$, then the problems of lattice distortion, lattice stability and polaron formation in cuprates come into the picture [1]. In our model, $T^* = T_{\text{CP}}$ and the lattice excessively cools at this temperature due to the interactions described in PC model [1]. This excessive cooling is responsible for the drop in 1/T1 at $T^*$. The drop at $T_c$ results from both the CPs’ presence and the excessive lattice cooling at $T_c$ [1]. Thus the anomalies of the 1/T1 vs. T behaviour, like the Mössbauer f-factor vs. T anomalies [1], can be understood on the basis of the channeling r.m.s. lattice ions’ vibration amplitude vs. T data [1]. Similarly $T^*$ (pseudogap temperature) vs. H can also be understood on the basis of our (PC) model. Apart from influencing the frustration parameters ($\tilde{J}_v, \tilde{J}$), H can also affect [1] $\alpha, \tau, \Delta E_{\text{el}}, \Delta E_{\text{CP}}, N_p$, electron motion (via magnetoresistance), RVB singlet coupling of paired clusters’ spins [1] by tilting (aligning) the moments towards (along) $H$, etc. Therefore $T^*$ vs. H behaviour is complex (H - system-dependent). However, a large enough $\tilde{H}$ can appreciably weaken the RVB singlet coupling by, as mentioned before, tilting (aligning) the spins towards (along) it and thus making it necessary to go to a lower temperature to get the RVB singlet coupling back. Thus the pseudogap temperature ($T^*$) gets decreased with $H$ for large $H$. This has been experimentally observed [54]. In the same way, the Zeeman scaling relation observed in [54] between the $T \sim 0\text{K}$ pseudogap closing field, $H_{\text{pg}} (0)$, and the pseudogap temperature $T^*$ too can be understood easily on the basis of our (PC) model according to which the RVB singlet coupling energy $(E_{\text{RVB}}) \sim k_B T^* - \mu H_{\text{pg}} (0)$. Thus $\mu H_{\text{pg}} (0) \sim k_B T^*$, where $\mu = g \mu_B S$ and $S=1/2$, $g=2$ for Cu$^{2+}$ ions which have orbital singlet ground state in the cuprate crystal field [1]. This is what has been observed experimentally as Zeeman energy scaling relation. Physically $H_{\text{pg}} (0)$ is large enough to align all the cluster and cluster boundary ions along $H_{\text{pg}} (0)$ and break the RVB singlet coupling at T=0K (which closes the pseudogap). Thus $\mu H_{\text{pg}} (0)$ gives the RVB singlet coupling energy. Similarly $H=0 T^*$ (i.e. $T^*(H=0) = T_{\text{CP}}$) is the large enough temperature above which RVB singlet coupling is destroyed and system becomes paramagnetic. Thus $k_B T^*$ also give the RVB singlet coupling energy. Therefore $\mu H_{\text{pg}} (0) \sim k_B T^*$. This is similar to the relation $\mu H_{\text{W}} (0) \sim k_B T_{\text{CP}} (T_c)$ of magnetically ordered systems. Finally, the results (Figs. 1-3) given here are for three dimensional (3D) case (Appendix). However these results have been found to remain same even for a two dimensional (2D) case [1, 55]. Thus the discussions given here are valid whether a cuprate lattice has more two dimensionality (2D nature) or more three dimensionality [1, 55].
IV. SUMMARY

We have described here some consequences of a new mechanism (PC model) of high $T_c$ superconductivity [1]. According to our cluster phase transition (CPT) model of spin glass systems [1], magnetic clusters are present in the frustrated magnetic lattices in the material’s otherwise paramagnetic state below a temperature $T_{CF}$ (cluster formation temperature). In PC model, it has been envisaged that in high $T_c$ superconducting cuprate systems, which are magnetically frustrated, these magnetic clusters exist in pairs. The two pair partners are interpenetrating and an ionic spin of one cluster forms a singlet pair with a corresponding ionic spin of the partner cluster. This singlet pairing could occur due to a resonating valence bond (RVB) interaction. The conducting electrons (CEs) and the Cooper pairs (CPs), formed by BCS-Migdal-Eliashberg phonon coupling, interact with the singlet coupled ion pairs and this interaction is responsible for the $T_c$ enhancement and other properties of cuprate superconductors.

Further the above model, called paired cluster (PC) model of high $T_c$ superconductivity, is able to explain the pseudogap origin and other gap related properties of high $T_c$ superconductors (cuprates). The interaction of CEs for temperatures $T \geq T_c$ and of both the CEs and the CPs for $T < T_c$ with the singlet coupled ion pairs enhances the CE energy, $E_{el}$ by $\Delta E_{el}$ and the CP energy, $E_{CP}$, by $\Delta E_{CP}$ causing a redistribution of the filled electronic density of states (DOS). Due to this a pseudogap appears in the electronic DOS at the Fermi surface, for $T_{CF} \geq T \geq T_c$, with d-wave symmetry which, slightly modified by $\Delta E_{CP}$ enhancement, superimposes over the BCS superconducting state (SS) energy gap for $T < T_c$ resulting in (i) a mixed s-, d- wave symmetry for the observed below $T_c$ energy gap if one assumes the BCS energy gap to have anisotropic s-wave symmetry for cuprate crystal lattice (high $T_c$, anisotropic, almost no magnetic pair breaking), (ii) nondisappearance of the gap at $T_c$ on heating and almost temperature independence of the gap width, (iii) presence of states in the gap and (iv) several other gap behaviour related properties, like the absence of NMR spin relaxation rate coherence peak, which give impression of a non-BCS, nonphononic cuprate superconductivity with conducting pairs distinctly different from BCS CPs.

APPENDIX

For three dimensional (3D) lattice, for $T \geq T_c$ $D_f(E_{el}) = A E_{el}^{1/2}$ and for $T < T_c$,

$$D_f(E_{el}) = A \Re \{ (E_{el} \pm \sqrt{[(E_{el} + i\Gamma) - E_F]^2 - \Delta^2})^{1/2} \frac{1}{\sqrt{[(E_{el} + i\Gamma) - E_F]^2 - \Delta^2}} \} ,$$

where - (minus) sign before the square root, in the first round bracket, applies for $E_{el} \leq E_F$ and + sign for $E_{el} > E_F$ , $\Re$ means real part, $A$= proportionality constant, $T$ = working temperature, $i = (-1)^{1/2}$, $\Delta$ = BCS (superconducting state (SS) ) energy gap/2 , $E_F$ = Fermi energy and $\Gamma$ = broadening due to Cooper pair (CP) lifetime decay. For $T \geq T_c$, the other quantities are as follows.

$$D_f(E_{el}) = D_f(E_{el}) \times f(E_{el}), \quad (i)$$

where $f(E_{el}) = 1/\{\exp[(E_{el} - E_F)/k_BT] + 1\}$ and $k_B$ = Boltzmann’s constant. Assuming that the Pauli principle permits the above mentioned $\Delta E_{el}$ scattering, i.e. empty states are available for such a scattering, we have [1],

$$D_f(E_{el}) = D_f(E_{el}) - N_P D_f(E_{el}) + N_P D_f(E_{el} - \Delta E_{el}). \quad (ii)$$

For $T \sim T_c$ case, where $\Delta E_{CP}$ scattering is also present [1], we have for the region below the gap ($E_{el} < (E_F - \Delta)$),

$$D_{II}(E_{el}) = D_f(E_{el}) - N_P D_f(E_{el}) + N_P D_f(E_{el} - \Delta E_{el}) - (N_P)_{CP} \left[ D_f(E_{el}) - D_f(E_{el}) \right] + (N_P)_{CP} \times$$
The third term of the above equation will be nonzero only in very few cases when some empty states are present in $D'_f(E_{el})$ below the gap, like, for example, Fig. 2(a) case where the temperature spread of $D_f(E_{el})$ curve’s tail portion is slightly greater than the gap value. Similarly for the region inside the gap we have,

$$D_{tr}(E_{el}) = N_P D'_f(E_{el} - \Delta E_{el}) + D_f(E_{el}).$$  

The second term in the above equation contributes only if there are some filled states in the gap; generally this is zero or very small. Finally, for the region above the gap,

$$D_{tr}(E_{el}) = N_P D'_f(E_{el} - \Delta E_{el}) + (N_P)_{CP} [D_f(E_{el} - \Delta E_{el}) - D'_f(E_{el} - \Delta E_{el})].$$  

As in Eq.(iv), the second term of Eq.(v) is zero or very small. The third term of Eq.(v) contributes only if some excited CPs are present above the gap.

For $T < T_c$, $(N_P)_{CP} \sim 0$ since $\Delta E_{CP} \sim 0$; $N_P = (N_P)_{CE}$ and $(N_P)_{CP} = \text{percentage (fraction) of CPs for which } \Delta E_{CP} \text{ enhancement occurs.}$
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