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Abstract

In this paper Enhanced Spider (ES) algorithm is proposed to solve reactive power Problem. Enthused by the spiders, a new Enhanced Spider (ES) algorithm is utilized to solve reactive power problem. The composition is primarily based on the foraging approach of social spiders, which make use of of the vibrations spread over the spider web to choose the position of prey. The simulation results demonstrate high-quality performance of Enhanced Spider (ES) algorithm in solving reactive power problem. The projected Enhanced Spider (ES) algorithm has been tested in standard IEEE 57,118 bus systems and compared to other reported standard algorithms. Results show that Enhanced Spider (ES) algorithm is more efficient than other algorithms in reducing the real power loss.
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1. Introduction

In recent years the reactive power problem has received huge attention as a result of the enhancement on economy and security of power system operation. Solutions of reactive power problem intend to minimize object functions such as fuel cost, power system loses, etc. while satisfying a number of constraints like limits of bus voltages, tap settings of transformers, reactive and active power of power resources and transmission lines and a number of controllable Variables [1, 2]. In the literature, many methods for solving the ORPD problem have been done up to now. At the beginning, several classical methods such as gradient based [3], interior point [4], linear programming [5] and quadratic programming [6] have been effectively used in order to solve the ORPD problem. However, these methods have some disadvantages in the procedure of solving the complex ORPD problem. Drawbacks of these algorithms can be declared insecure convergence properties, extended execution time, and algorithmic intricacy. In addition, the solution can be trapped in local minima [1, 7]. In order to triumph over these disadvantages, researches have been effectively applied evolutionary and heuristic algorithms such as Genetic Algorithm (GA) [2],...
Differential Evolution (DE) [8] and Particle Swarm Optimization (PSO) [9]. Voltage stability evaluation using modal analysis [10] is used as the indicator of voltage stability. Spiders is air-breathing arthropods. They have eight legs and chelicerae with fangs. They use an extensive range of different strategies for foraging, and most of them sense prey by sensing vibrations. Spiders have long been known to be very responsive to vibratory stimulation, as vibrations on their webs notify them of the capture of prey. If the vibrations are in a defined range of frequency, spiders attack the vibration source. The social spiders can also distinguish vibrations generated by the prey with ones generated by other spiders [11]. The performance Enhanced Spider (ES) algorithm of has been evaluated in standard IEEE 57,118 bus systems and the results analysis shows that our proposed approach outperforms all approaches investigated in this paper.

2. Objective Function

Active power loss
Main aim of the reactive power dispatch problem is to reduce the active power loss in the transmission network, which can be described as:

\[ F = PL = \sum_{k \in \text{Nbr}} g_k \left( V_i^2 + V_j^2 - 2V_i V_j \cos \theta_{ij} \right) \]  

Where \( g_k \): is the conductance of branch between nodes \( i \) and \( j \), \( \text{Nbr} \): is the total number of transmission lines in power systems.

Voltage profile improvement
For minimization of the voltage deviation in PQ buses, the objective function turns into:

\[ F = PL + \omega_v \times VD \]  

Where \( \omega_v \): is a weighting factor of voltage deviation.

\( VD \) is the voltage deviation given by:

\[ VD = \sum_{i=1}^{Npq} |V_i - 1| \]  

Equality Constraint
The equality constraint of the Reactive power problem is represented by the power balance equation, and can be written as, where the total power generation must cover the total power demand and total power loss:

\[ P_G = P_D + P_L \]  

Where, \( P_G \) - Total Power Generation, \( P_D \)-Total Power Demand, \( P_L \) – Total Power Loss.

Inequality Constraints
Inequality constraints define the limitations in power system components and power system security. Upper and lower bounds on the active power of slack bus, and reactive power of generators are written as follows:

\[ p^\text{min}_{\text{g slack}} \leq P_{\text{g slack}} \leq p^\text{max}_{\text{g slack}} \] (5)

\[ Q^\text{min}_{\text{gi}} \leq Q_{\text{gi}} \leq Q^\text{max}_{\text{gi}}, \ i \in N_g \] (6)

Upper and lower bounds on the bus voltage magnitudes are described as follows:

\[ V^\text{min}_i \leq V_i \leq V^\text{max}_i, \ i \in N \] (7)

Upper and lower bounds on the transformers tap ratios are given as follows:

\[ T^\text{min}_i \leq T_i \leq T^\text{max}_i, \ i \in N_T \] (8)

Upper and lower bounds on the compensators reactive powers are written as follows:

\[ Q^\text{min}_c \leq Q_c \leq Q^\text{max}_c, \ i \in N_C \] (9)

Where \( N \) is the total number of buses, \( NT \) is the total number of Transformers; \( Nc \) is the total number of shunt reactive compensators.

3. Enhanced Spider Algorithm

The spiders can move liberally on the web. However, they cannot go away from the web as the positions off the web represent infeasible solutions to the optimization problem. When a spider shifts to a new position, it creates a vibration which is propagated over the web. Each vibration holds the information of one spider and other spiders can get the information upon receiving the vibration.

3.1. Spider

At the beginning of the Enhanced Spider (ES) algorithm, a pre-defined number of spiders are placed on the web. Each spider holds a memory, storing the following individual information:

1) The location of spiders on the web.
2) The fitness of the present position of spiders.
3) The goal vibration of spiders in the previous iteration.

The first two types of information explain the individual situation of spiders, while the third type of information is concerned in directing spiders to new-fangled positions.

Based on observations, spiders are found to have very precise senses of vibration. In addition, they can divide different vibrations promulgated on the same web and sense their relevant intensities. Spider will create a vibration when it reaches a new-fangled position different from the previous one. The concentration of the vibration is connected with the fitness of the position. The vibration
will propagate over the web and other spiders can sense it. In such a way, the spiders on the same web distribute their personal information with others to form a combined social knowledge.

3.2. Vibration

Vibration is a very noteworthy concept in Enhanced Spider (ES) algorithm. It is one of the key characteristics that distinguish Enhanced Spider (ES) algorithm from other algorithms. In Enhanced Spider (ES) algorithm, we use two properties to describe a vibration, namely the source position and the source concentration of the vibration. The source position is defined by the explore space of the optimization problem, and we define the concentration of a vibration in the range [0, +∞]. Every time a spider moves to a new position, it produces a vibration at its present position. We define the position of spider a at time t as Pa (t), or simply as Pa if the argument is t. We further use I (Pa, Pb , t) to represent the vibration concentration sensed by a spider at position Pb at time t and the source of the vibration is at position Pa. Thus I (Ps, Ps, t) defines the concentration of the vibration created by spider s at the source position. This vibration concentration at the source position is associated with the fitness of this position f (Ps), and we define the concentration value as follows:

\[
I(P_s, P_s, t) = \begin{cases} 
\frac{1}{C_{\text{max}} - f(P_s)} & \text{for maximization} \\
\frac{1}{f(P_s) - C_{\text{min}}} & \text{for minimization}
\end{cases}
\] (10)

Where Cmax is a confidently large constant selected such that all possible fitness values of the maximization problem are smaller than Cmax, and Cmin is a assertively small constant such that all possible fitness values of the minimization problem is larger than Cmin. Equation (24) guarantees that the probable vibration intensities of any optimization problem are all positive values. It further assurance that a better fitness value, i.e. larger for maximization or smaller for minimization problem, corresponds to larger vibration concentration.

3.3. Intensity Attenuation

As a form of energy, vibration attenuates over time and distance. This physical occurrence is accounted for in the design of Enhanced Spider (ES) algorithm by two equations,

1) Attenuation over Distance: We define the vibration attenuation over distance as follows. We describe the distance between spider a and b as D (Pa,Pb), and the maximum distance between two points in the search space as Dmax. The description of Dmax can be problem dependent, and we use the following equation for simplicity:

\[
D_{\text{max}} = \| \bar{x} - \underline{x} \|_p,
\] (11)

Where \( \bar{x} \) is the upper bound of the search space and \( \underline{x} \) is the lower bound of the search space. \( p \) indicates that we use \( p \)-norm as the technique to compute the distance between spiders, i.e.,

\[
D(P_a, P_b) = \| P_a - P_b \|_p
\] (12)
In this paper we use 1-norm or Manhattan norm in distance calculation. If the search space is not constrained, $\bar{x}$ and $\underline{x}$ in Eqn. (25) stand for the upper and lower bound of the initial solution generation space, respectively. With the above definitions, we define the vibration attenuation over distance as follows:

$$I(P_a, P_b, t) = I(P_a, P_a, t) \times \exp \left( - \frac{D(P_a, P_b)}{D_{\text{max}} \times r_a} \right),$$

(13)

In the above formula we introduce a user-controlled parameter $r_a \in (0, 1)$. This parameter controls the attenuation rate of the vibration concentration over distance. The larger $r_a$ is, the weaker the attenuation forced on the vibration.

2) Attenuation over Time: We also bring in an equation to model vibration attenuation over time. As the vibration biases other spiders to move, a non-decaying vibration may potentially draw other spiders incessantly, causing the algorithm to converge pre-maturely. So the power of previous vibrations shall be properly attenuated to prevent pre-mature convergence. The vibration attenuation over time is defined as follows:

$$I(P_a(t), P_a(t), t + 1) = I(P_a, P_a, t) \times r_a$$

(14)

In each iteration, all vibrations created in the previous iteration are attenuated by the factor $r_a$. We utilize the same parameter $r_a$ introduced in the vibration attenuation over distance formula for ease of parameter tuning. At time $t + 1$, the location of spider a may change to $P_a(t + 1)$, but the source position of the vibration remains at $P_a(t)$.

### 3.4. Search Pattern

Here we express the above thoughts in terms of an algorithm. There are three phases in Enhanced Spider (ES) algorithm: initialize, iteration, and conclusion. These three phases are executed successively. In every run of ES algorithm, we begin with the initialize stage, then execute searching in an iterative manner, and lastly stop the algorithm and output the solutions found. In the initialize stage, the algorithm describes the objective function and its solution space. As the number of spiders remains unchanged during the simulation of Enhanced Spider (ES) algorithm, a fixed size memory is allocated to accumulate their information. The location of spiders is arbitrarily created in the explore space, with their fitness values calculated and stored. The target vibration of each spider in the population is set at its current position, and the vibration concentration is zero. This ends the initialize stage and the algorithm starts the iteration stage, which execute the search with the artificial spiders produced. In the iteration phase, a number of iterations are executed by the algorithm. In each iteration, all spiders on the web shift to a new position and calculate their fitness values. The algorithm first computes the fitness values of all the artificial spiders on different positions on the web. Then these spiders generate vibrations at their locations using Equation (10). After all the vibrations are created, the algorithm simulates the propagation method of these vibrations using Equation (13). In this procedure, each spider s will accept $\text{pop Size} - 1$ different vibrations created by other spiders. The received information of these vibrations includes the source position of the vibration and its attenuated concentration. We use $V$ to symbolize these $\text{pop Size} - 1$ vibrations. Upon the receipt of $V$, $s$ will select the strongest vibration $v_{\text{best}}$ from $V$ and compare its strength with the concentration of the target vibration $v_{\text{tar}}$
stored in its memory. s will store vbest as vtar if the intensity of vbest is larger, otherwise the original vtar is preserved.

\[ P_s(t + 1) = P_s + (P_{tar} - P_s) \odot (1 - R \odot R), \]  

(15)

Where \( \odot \) denotes element-wise multiplication. Ptar is the vibration source location of the target vibration vtar. R is a vector of arbitrary numbers generated from zero to one uniformly, whose length is weak, and 1 is a vector of one’s of length weak. The algorithm repeats this process for all the spiders in pop. To avoid Enhanced Spider (ES) algorithm getting stuck in a local optimum, we initiate an artificial spider jump away process. Each spider in pop, right after the arbitrary walk step, has a small probability to decide not to follow its present target and jump away from its current position. The probability is defined using the following equation:

\[ P_j = \frac{r_j}{\exp(D(P_s, P_{tar})/D_{max})}, \]  

(16)

Where \( r_j \) is a user-defined jump away rate parameter. If spider s is chosen to jump away, a new arbitrary position in the explore space is generated and assigned as the new position of s. The last step of the algorithm is to attenuate the concentration of the stored target vibration using Equation (13) and this end the iteration phase. The iteration phase loops until the end criteria are matched. The stop criteria can be defined as the maximum iteration number reached, the maximum CPU time used, the error rate reached, the maximum number of iterations with no development on the best fitness value. After the iteration phase, the algorithm outputs the best solution with the best fitness established.

The above three phases comprise the complete algorithm of Enhanced Spider (ES) algorithm.

The proposed Enhanced Spider (ES) algorithm has binary mask based arbitrary walk used to engender new solutions for the next iteration has been replaced with the following mutation process, after which a selection process is applied.

\[ p_i^{\text{trail}} = p_i^{\text{target}} + r_i \times k_i \otimes (p_{r1}^{\text{target}} - p_{r2}^{\text{target}}), \]  

(17)

Where \( p_i^{\text{trail}} \) is a trial vector generated for spider i. \( p_i^{\text{target}} \) is the target vector associated with spider i, \( p_{r1}^{\text{target}} \) and \( p_{r2}^{\text{target}} \) are two target vectors associated with spiders r1 and r2, where r1 and r2 are two integer random numbers between 1 and N, and \( r1 \neq r2 \). \( r_i \) is a random number between zero and one. This number is drawn from a uniform distribution. \( \otimes \) denotes element-wise multiplication. \( k_i \) is a binary vector for spider i.

The elements of this binary vector are generated as follows:

\[ k_{ij} = \begin{cases} 1 & \text{if } \text{rand}_{ij} < C \\ 0 & \text{otherwise} \end{cases}, \]  

(18)

Where C is a constant, \( C \in (0, 1) \). \( \text{rand}_{ij} \) is the j-th element of a random vector i. This element is generated randomly between zero and one and obeys the uniform distribution. After generating
the trail vector $i$, the position of spider $i$ in the next iteration is calculated using the following greedy selection process:

$$p_i^{(t+1)} = \begin{cases} p_i^{\text{trail}} & \text{if } f(p_i^{\text{trail}}) < f(p_i) \\ p_i & \text{otherwise} \end{cases}$$ (19)

**Enhanced Spider Algorithm for reactive power problem**

1. Allocate values to the parameters
2. Generate the population of spiders $\text{pop}$ and allocate memory for them.
3. Initialize $\text{vtar}$ for every spider.
4. while stopping criteria not met do
5. For every spider $s$ in $\text{pop}$ do
6. Calculate the fitness value of $s$.
7. Produce a vibration at the position of $s$.
8. end for
9. For every spider $s$ in $\text{pop}$ do
10. Compute the concentration of the vibrations ($V$) created by other spiders.
11. Choose the strongest vibration $v_{\text{best}}$ from $V$.
12. if the concentration of $v_{\text{best}}$ is larger than $\text{vtar}$ then
13. Gather $v_{\text{best}}$ as $\text{vtar}$.
14. end if
15. Carry out an arbitrary walk towards $\text{vtar}$.
16. Produce a arbitrary number $r$ from $[0,1]$.
17. if $r < p_j$ then
18. Allot an arbitrary position to $s$.
19. end if
20. Alleviate the concentration of $\text{vtar}$.
21. end for
22. end while
23. Display Output – when best solution found.

4. Simulation Results

At first Enhanced Spider (ES) algorithm has been tested in standard IEEE-57 bus power system. The reactive power compensation buses are 18, 25 and 53. Bus 2, 3, 6, 8, 9 and 12 are PV buses and bus 1 is selected as slack-bus. The system variable limits are given in Table 1.

The preliminary conditions for the IEEE-57 bus power system are given as follows:

$P_{\text{load}} = 12.182 \text{ p.u. } Q_{\text{load}} = 3.094 \text{ p.u.}$

The total initial generations and power losses are obtained as follows:

$\sum P_G = 12.438 \text{ p.u. } \sum Q_G = 3.3152 \text{ p.u.}$

$P_{\text{loss}} = 0.25879 \text{ p.u. } Q_{\text{loss}} = -1.2081 \text{ p.u.}$

Table 2 shows the various system control variables i.e. generator bus voltages, shunt capacitances and transformer tap settings obtained after optimization which are within the acceptable limits. In Table 3, shows the comparison of optimum results obtained from proposed methods with other
optimization techniques. These results indicate the robustness of proposed approaches for providing better optimal solution in case of IEEE-57 bus system.

| Bus no | 1 | 2 | 3 | 6 | 8 | 9 | 12 |
|--------|---|---|---|---|---|---|----|
| Qgmin  | -1.4 | -0.15 | -0.02 | -0.04 | -1.3 | -0.03 | -0.4 |
| Qgmax  | 1 | 0.3 | 0.4 | 0.21 | 1 | 0.04 | 1.50 |

| Bus no | 18 | 25 | 53 |
|--------|----|----|----|
| Qcmin  | 0 | 0 | 0 |
| Qcmax  | 10 | 5.2 | 6.1 |

Table 1: Variable Limits

| Reactive Power Generation Limits |
|----------------------------------|
| Bus no | 1 | 2 | 3 | 6 | 8 | 9 | 12 |
| Qgmin  | -1.4 | -0.15 | -0.02 | -0.04 | -1.3 | -0.03 | -0.4 |
| Qgmax  | 1 | 0.3 | 0.4 | 0.21 | 1 | 0.04 | 1.50 |

| Voltage And Tap Setting Limits |
|--------------------------------|
| vgmin | Vgmax | vpqmin | Vpqmax | tkmin | tkmax |
| 0.9 | 1.0 | 0.91 | 1.05 | 0.9 | 1.0 |

| Shunt Capacitor Limits |
|------------------------|
| Bus no | 18 | 25 | 53 |
| Qcmin  | 0 | 0 | 0 |
| Qcmax  | 10 | 5.2 | 6.1 |

Table 2: Control variables obtained after optimization

| Control Variables | ES |
|-------------------|----|
| V1                | 1.1 |
| V2                | 1.031 |
| V3                | 1.034 |
| V6                | 1.022 |
| V8                | 1.021 |
| V9                | 1.009 |
| V12               | 1.016 |
| Qc18              | 0.0668 |
| Qc25              | 0.200 |
| Qc53              | 0.0471 |
| T4-18             | 1.009 |
| T21-20            | 1.042 |
| T24-25            | 0.865 |
| T24-26            | 0.874 |
| T7-29             | 1.050 |
| T34-32            | 0.870 |
| T11-41            | 1.018 |
| T15-45            | 1.030 |
| T14-46            | 0.910 |
| T10-51            | 1.020 |
| T13-49            | 1.060 |
| T11-43            | 0.910 |
| T40-56            | 0.900 |
| T39-57            | 0.950 |
| T9-55             | 0.950 |
Table 3: Comparison results

| S.No. | Optimization Algorithm | Finest Solution | Poorest Solution | Normal Solution |
|-------|------------------------|-----------------|-----------------|-----------------|
| 1     | NLP [12]               | 0.25902         | 0.30854         | 0.27858         |
| 2     | CGA [12]               | 0.25244         | 0.27507         | 0.26293         |
| 3     | AGA [12]               | 0.24564         | 0.26671         | 0.25127         |
| 4     | PSO-w [12]             | 0.24270         | 0.26152         | 0.24725         |
| 5     | PSO-cf [12]            | 0.24280         | 0.26032         | 0.24698         |
| 6     | CLPSO [12]             | 0.24515         | 0.24780         | 0.24673         |
| 7     | SPSO-07 [12]           | 0.24430         | 0.25457         | 0.24752         |
| 8     | L-DE [12]              | 0.27812         | 0.41909         | 0.33177         |
| 9     | L-SACP-DE [12]         | 0.27915         | 0.36978         | 0.31032         |
| 10    | L-SaDE [12]            | 0.24267         | 0.24391         | 0.24311         |
| 11    | SOA [12]               | 0.24265         | 0.24280         | 0.24270         |
| 12    | LM [13]                | 0.2484          | 0.2922          | 0.2641          |
| 13    | MBEP1 [13]             | 0.2474          | 0.2848          | 0.2643          |
| 14    | MBEP2 [13]             | 0.2482          | 0.283           | 0.2592          |
| 15    | BES100 [13]            | 0.2438          | 0.263           | 0.2541          |
| 16    | BES200 [13]            | 0.3417          | 0.2486          | 0.2443          |
| 17    | Proposed ES            | 0.22072         | 0.23016         | 0.22020         |

Then Enhanced Spider (ES) algorithm has been tested in standard IEEE 118-bus test system [14]. The system has 54 generator buses, 64 load buses, 186 branches and 9 of them are with the tap setting transformers. The limits of voltage on generator buses are 0.95 -1.1 per-unit., and on load buses are 0.95 -1.05 per-unit. The limit of transformer rate is 0.9 -1.1, with the changes step of 0.025. The limitations of reactive power source are listed in Table 4, with the change in step of 0.01.

Table 4: Limitation of reactive power sources

| BUS | QCMax | QCMIN |
|-----|-------|-------|
| 5   | 34    | 37    |
| 44  | 45    | 46    |
| 48  | -40   | 0     |
| 0   | -25   | 0     |
| 0   | 0     | 0     |
| 74  | -37   | 0     |
| 82  | 79    | 0     |
| 83  | 105   | 0     |
| 105 | 107   | 0     |
| 110 | 0     | 0     |
| 12  | 20    | 0     |
| 20  | 20    | 0     |
| 10  | 6     | 0     |
| 6   | 6     | 0     |
| 0   | 0     | 0     |
| 0   | 0     | 0     |

The statistical comparison results of 50 trial runs have been list in Table 5 and the results clearly show the better performance of proposed Enhanced Spider (ES) algorithm in reducing the real power loss.

Table 5: Comparison results

| Active power loss (MW) | BBO [15] | ILSBBO/strategy1 | ILSBBO/strategy1 | Proposed ES |
|------------------------|----------|------------------|------------------|-------------|
|                        |          |                  |                  |             |
5. Conclusion

In this paper, one of the recently developed stochastic Enhanced Spider (ES) algorithm has been demonstrated and applied to solve reactive power problem. The proposed approach has been tested on the IEEE standard IEEE 57,118 bus systems and the simulation results indicate the effectiveness and robustness of the proposed Enhanced Spider (ES) algorithm in reducing the real power loss and particularly voltage profile are within the limits.
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