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ABSTRACT The proliferation of mobile devices and the rapid development of information and communication technologies (ICT) have seen increasingly large volume and variety of data being generated at an unprecedented pace. Big data have started to demonstrate significant values in higher education. This paper gives several contributions to the state-of-the-art for Big data in higher education and learning technologies research. Currently, there is no comprehensive survey or literature review for Big educational data. Most literature reviews from a few authors have focused on one of these fields: educational mining, learning analytics with discussions on one or two aspects such as Big data technologies without educational focus, social media data in education, etc. Most of these literature reviews are short and insufficient to provide more inclusive reviews for Big educational data. In this paper, we present a comprehensive literature review of the current and emerging paradigms for Big educational data. The survey is presented in five parts: (1) The first part presents an overview and classification of Big education research to show the full landscape in this field, which also gives a concise summary of the overall scope of this paper; (2) The second part presents a discussion for the various data sources from education platforms or systems including learning management systems (LMS), massive open online courses (MOOC), learning object repository (LOR), OpenCourseWare (OCW), open educational resources (OER), social media, linked data and mobile learning contributing to Big education data; (3) The third part presents the data collection, data mining and databases in Big education data; (4) The fourth part presents the technological aspects including Big data platforms and architectures such as Hadoop, Spark, Samza and Big data tools for Big education data; and (5) The fifth part presents different approaches of data analytics for Big education data. This part provides a more inclusive discussion on data analytics which is beyond traditional forms of learning analysis in higher education. This includes predictive analytics, learning analytics including collaborative, behavior, personal learnings and assessment, followed by recommendation systems, graph analytics, visual analytics, immersive learning and analytics, etc. The final part of the paper discusses social (e.g. privacy and ethical issues) and technological challenges for Big data in education. This part also illustrates the technological challenges faced by giving an example for utilizing graph-based analytics for a cross-institution learning analytics scenario.

INDEX TERMS Big data, learning technologies, educational data, learning analytics.

I. INTRODUCTION

In a world of data deluge, vast amounts of information are generated in every area of our lives with the rapid development of new technologies such as Internet, social media, Internet of Things (IoTs), cloud, smart and mobile devices. The public, commercial and social sectors also ceaselessly produce huge amounts of data in a variety of formats from different sources. The volume, variety and velocity (3Vs) of data generated daily lead to the phenomenon of Big data with the potential to further improve the values of products and services in different industries [147], [148]. One of the sectors that 3Vs coexist in the data is the higher education and professional education industry. Educational data are captured and generated rapidly in the higher educational ecosystem which embraces different systems and platforms.
such as course management and learning management systems (LMS), massive open online courses (MOOC), OpenCourseWare (OCW), Open Educational Resources (OER), and social media sites such as Twitter, Facebook, YouTube and personal learning environments (PLE). The scalability to data processing and analysis enable the development of new insights and valuable information from these educational data and have further shown promise in higher education to benefit academics, students and the whole education ecosystem. Since Big data and analytics is employed to draw useful insights or values (the 4thV) from the educational data, we use the term Big educational data to describe this emerging field. There has been growing interest in the education community to gain insights of Big educational data to improve the learning performance of students, recommend courses, analyze learning patterns, predict dropout, improve the working effectiveness of instructors and reduce administrative workload.

Big data technologies comprise of architectures and technologies which are designed to extract valuable information from very large volumes from a wide variety of data sources. Some common platforms for Big data technologies which have been developed are Hadoop, Samza and Spark. Hadoop is commonly used for the information processing of complex Big data systems and off-line processing. Samza is mainly used to address the large volumes for high rate stream data processing, and Spark is often used for off-line rapid Big data processing. In the context of Big data in education, some specific Big data architectures or frameworks [1]–[10] have been proposed for education. The authors in [1] proposed a distributed architecture for the information processing of Big education data and predicting student performance with and without sentiment analytics. The authors in [2] proposed a five-layered architecture termed the Concept Definition for Big Data Architecture for education. The authors in [3] proposed a cloud-based architecture to analyze educational data from the Moodle system in the cloud using Apache Hadoop. The authors in [4] proposed a Big data architecture for education using Spark to identify patterns of lecture data that students have taken for the year and semester. The authors in [5] proposed a logging architecture for an E-Learning Big Data Ecosystem. The authors in [6] proposed a Big data infrastructure using the Hadoop platform. The platform is deployed within the e-learning infrastructure of a laboratory. The authors in [7] proposed an architecture based on the Apache Hadoop distributed computing architecture to process the Big data of Holland vocational interest theory.

Other works on frameworks and platforms for Big education data can be found in [8]–[10]. Further details will be discussed later in the paper. Big data analytics is changing the educational industry and gives new opportunities for both learners and instructors. In general, there are three challenges for Big educational data analysis to be addressed: (1) The huge amount of data to be processed; (2) The complex and unstructured data analytics; and (3) The difficulty to find the hidden value in the Big education data in a timely manner. The authors in [153] reported on a case study applying a Big data framework towards a LMS which was conducted at the Catholic University of Murcia. The authors commented on the challenges of managing the large volume of data generated by users in the LMS and employed statistical and association rule techniques to speed up the statistical analysis of the data. In this study the size of the Big data generated by the LMS was 70GB from data sources such as student activity, learning modality (e.g. on-campus, online, and blended), number of accesses to the LMS, tools employed by students and their associated events. In the era of Big education data, educational data mining (EDM) and data analytics are becoming essential tools to address the challenges. Data mining or also termed as knowledge discovery is known for its effectiveness in discovering hidden information embedded in the educational data. A recent literature review paper on EDM can be found in [11]. This review work presented twenty years of data mining research in e-learning environments, from an educational perspective. This paper presented a wide-scale review of 525 papers where both terms of “data mining” and “education” were analyzed and used as keywords. The review included 72 papers focused on teaching-learning evaluation. The analyzed papers showed that the researches in EDM have expanded into several different sub-areas and themes.

Other literature reviews paper on EDM can be found in [12]–[18]. Learning analytics (LA) or sometimes referred to as academic analytics, and EDM are interconnected areas in education research. A recent literature review paper on EDM and LA together for 21st century higher education can be found in [19]. There are different definitions of LA from different authors. Some authors define it in terms of the use of student-generated data for the prediction of educational outcomes for tailoring education, whereas other authors define LA as a tool to help educators examine, understand and support student study behaviors and change their learning environments. A literature review of the current landscape of the usage of LA in higher education can be found in [20]. This study was based on the analysis of 252 papers on learning analytics in higher education published between 2012 and 2018. The work by [21] proposed a literature review of the LA landscape from its evolution, status and trends. The authors discussed LA as arising from a knowledge discovery paradigm to understand the learning process. The work by [22] discussed the evidence on four propositions of LA including whether LA improves learning outcomes and student retention, completion and progression. The work by [23] focused on the current research trends of LA and its limitations and methods. Another literature review focused on the use of LA in higher educational settings can be found in [24]. Up to this point, we can see that there is no comprehensive survey or review for Big educational data. Most reviews have either focused on EDM or LA from only the education aspects. There are some short papers on Big education data but they only provide short overviews of Big data in education and challenges. Therefore, there is a need of
a solid review that combine all aspects in both technologies and education for Big education data. A comprehensive literature review of Big education data which emphasizes on all aspects of Big data technologies, architectures and data analytics for education is the major contribution in this paper. The literature review in this paper has been comprehensively carried out using an extensive search of the relevant databases including IEEE Xplore, Springer, ScienceDirect, ACM conference proceedings and other sources using combination of keywords such as “Big data”, “Education”, “Learning analytics”, “Education data mining”, “Learning management system”, “MOOC”, “immersive learning”, etc. For example, when using IEEE Xplore, a search with the keyword combination of “Big data” and “Education” returned 585 journals and 1452 conference papers. Of this, recent papers most relevant to Big educational data were surveyed.

In this paper, the data sources from education platforms or systems including LMS, MOOC, learning object repository (LOR), OCW, OER, social media, linked data and mobile learning contributing to Big education data are discussed. This is followed by the data collection, data mining and databases for education. This paper also gives discussions for the technological aspects which include Big data platforms such Hadoop, Spark and Samza and Big data tools for Big education data. The Big data architectures or frameworks specifically proposed to education are reviewed and discussed in detail. The most challenging part of this paper is to present a comprehensive literature review on data analytics from both technology and education aspects and this is beyond traditional forms of analysis in education. The works on data analytics are classified into predictive analytics, learning analytics which includes collaborative and interactive learning, behavior learning, personal learning and others. Recommendation systems or recommender for education which is an emerging topic in data analytics is also presented. Other emerging analytics such as graph analytics, visual analytics, immersive learning and analytics are also included. The final part of the paper provides some experimental insights for utilizing graph analytics for a university-based learning analytics scenario. The technological and social challenges for Big data in education and insights for future direction are also discussed. The rest of the paper is organized as follows. Section II gives background information and research classifications. Section III describes the data sources from education systems that form the Big education data. Section IV reviews the data collection, mining and databases in education systems. Section V presents the technological aspects for Big education data. Section VI gives a comprehensive literature review on data analytics. Section VII discusses future challenges for Big data in education. This section also illustrates the usefulness and technological challenges faced by giving an example for utilizing graph-based analytics for a cross-institution learning analytics scenario. The paper is concluded with some comments and remarks in Section VIII.

|TABLE 1. Overall classification of big educational data research.|
|---|---|
|Classification| References|
|Data Sources, Collection and Mining for Big Education Data| |
|Educational data sources:| |
|Learning management systems (LMS) | [25],[26],[27],[28],[29] |
|Massive open online courses (MOOC) | [30],[31],[32],[33] |
|Open educational resources (OER), OCW | [34],[35],[36] |
|Social media | [37],[38] |
|Linked data | [39],[40],[41],[42] |
|Educational data collection | [43],[44] |
|Educational databases/datasets | [44],[45],[46],[47],[48], |
| | [49],[50],[51] |
|Education data mining (EDM) | [11],[12],[13],[14],[15], |
| | [16],[17],[18],[19],[20],[21] |
|Technological Aspects for Big Education Data| |
|Big data platforms | [6],[54],[55],[56] |
|Frameworks and architectures for Big education data | [1],[2],[3],[4],[5],[6],[7], |
| | [8],[9],[10] |
|Data Analytics for Big Education Data| |
|Predictive analytics:| |
|Student performance prediction | [1],[59],[60],[61],[62], |
| | [63],[64],[65],[66],[67], |
| | [68],[69],[70] |
|Dropout prediction and academic early warning systems | [71],[72],[73],[74],[75], |
| | [76],[77],[78],[79],[80], |
| | [81] |
|Courses selection | [82],[83],[84] |
|Learning analytics:| |
|Collaborative and interactive learning | [85],[86],[87],[88],[89], |
| | [90],[91] |
|Behavior learning | [92],[93],[94],[95],[96], |
| | [97],[98] |
|Personalized learning | [99],[100] |
|Social learning | [101],[102],[103],[104], |
|Learning and assessment analytics using Experience API (xAPI) | [105],[106],[107],[108], |
| | [109],[110] |
|Recommendation systems | [111],[112],[113],[114], |
| | [115],[116],[117],[118], |
| | [119],[120],[121],[122], |
| | [123],[124],[125],[126], |
| | [127],[128],[129] |
|Graph analytics | [130],[131],[132],[133], |
| | [134],[135],[136],[137], |
| | [138] |
|Visual analytics | [139],[140],[141],[142], |
|Social media analytics | [37] |
|Future Challenges for Big Education Data| |
|Social challenges | [144],[145],[146], |
|Technological challenges | [38],[143] |

Note: some papers are classified into more than one category in the table.

II. OVERVIEW AND RESEARCH CLASSIFICATION

The paper first presents the overview and classification of Big educational data and analytics research as shown in Table 1 to give a concise summary of the overall scope of this paper. The research works are classified into the various categories based on the following: (1) Big educational data; (2) Technological aspects for Big data for education; (3) Data analytics for Big education data; and (4) Future challenges for Big education data. Table 1 also allows the reader to see the full landscape of the research field of Big education data.

III. DATA SOURCES FROM EDUCATION SYSTEMS CONTRIBUTING TO BIG EDUCATION DATA

Data from education systems can be found in various sources such as student information systems, student administrative
systems, learning management systems and from library information systems. New education developments and applications of information technology together with Internet technology have led to the online education industry. Higher education institutions are increasingly offering and delivering online learning resulting in a large volume and availability of educational digital libraries, storage repositories and tools. Furthermore, enrolled students and offered courses from massive open online courses (MOOC) are becoming large and diverse, resulting in a growing abundance in data for analytics. There is also increasingly different varieties and formats of audio, video, text, and images besides the data in relational databases from institutions. This section presents sources that contribute to Big educational data by reviewing the current education systems or platforms. Fig. 1 shows a pictorial overview of research areas and data sources in Big education data.

### A. LEARNING MANAGEMENT SYSTEMS (LMS)

Learning management systems (LMS) are educational management platforms for the administration, delivery, tracking,
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Figure 1. Overview of research areas and data sources for big education data.

B. MASSIVE OPEN ONLINE COURSES (MOOC)
Massive Open Online Courses (MOOC) employ web-based learning technologies to enroll large numbers of students worldwide. MOOC learning materials and contents can be delivered as text-based or video-based materials. Two different pedagogical approaches called c-MOOC and x-MOOC to distinguish MOOC are often used [30]. The c-MOOC emphasize the openness and networking among learners and facilitators where anyone can contribute to the contents, whereas x-MOOC are more facilitator-centric; the contents are prepared by the facilitators. Coursera [31] and edX [32] are two established MOOC. Other examples of MOOC [33] include Udacity, Duolingo, Treehouse and Google Primer.

C. OPEN EDUCATIONAL RESOURCES (OER) & OpenCourseWare
Open educational resources (OER) are educational materials that are freely available in the public domain. The OER include licensed text, media, and other digital assets that are useful for teaching, learning, and assessment. The term OER was introduced at the 2002 UNESCO Forum on Open Courseware [34]. Some examples of OER include: (1) university curriculum and courses, video lectures and assignments; (2) Interactive simulations about a specific topic (e.g., mathematics, chemistry, etc.); (3) Digital textbooks that are supported with additional learning materials; (4) Lesson plans, worksheets and learning activities; and (5) Translations and adaptations of previously-published OER. Some well-known examples of OER [35] include Khan Academy, OpenStax CNX, Open Textbook Library, Curriki, and Wiki-media Commons. OpenCourseWare (OCW) [36] is a subset of OER. OCW refers to the free and open digital publication.
of high-quality college and university level educational materials. Examples of OCW include MIT OCW, Johns Hopkins OCW and CORE (China Open Resources for Education).

D. SOCIAL MEDIA

Social media sites such as Twitter, Facebook and YouTube provide a platform for learners to share their educational experiences, emotions, concerns about the learning process and seek social support from peers. These digital data provide knowledge and perspectives for instructors to understand the student’s experiences outside the classroom environment. The data from social-based environments can provide valuable knowledge to inform on student learning and assist institutional decision-making on interventions for at-risk students, improve education quality and increase student retention, and success [37]. The abundance and diversity of the social media data raises challenges for algorithms to capture the embedded information within the data.

E. LINKED DATA

Linked Data (LD) uses Internet technologies to create connections among data which may be stored in databases distributed across several geographic locations. LD extends the Web of Documents to a Web of Data, where data may be directly connected. LD principles and technologies are being investigated in various areas. Several studies target to use LD to solve problems of interoperability of educational data and resources. The authors in [39] presented a systematic mapping of proposals which have been adopting Linked Data to support education objectives. The authors discussed the challenges and provided a research landscape of the area. Some notable projects in the LD area are the LinkedUp project, Linked Education Cloud, and mEducator. LD technologies have the potential to drive the development of applications in the LA and EDM areas. The work in [40] describes the Learning Analytics and Knowledge (LAK) dataset which contains a five-year collection of bibliographic resources about learning analytics and educational data mining. Other examples of works for applying LD in LA can be found in [41] and [42]. The authors in [41] developed a metric to identify the relative ranking of universities worldwide based on educational Linked Data. The authors in [42] proposed using education and economic LD for analysis of school performance in Brazilian schools.

IV. DATA COLLECTION, MINING AND DATABASES IN EDUCATION

In Big education data, a variety of data is collected, stored and explored to unlock the value accrued from Big data. This section presents a literature review of previous works from three aspects: (1) Educational data collection; (2) Educational datasets; and (3) Educational data mining.

A. EDUCATIONAL DATA COLLECTION

Traditionally, educational researchers have been using methods such as surveys, interviews and classroom activities for data collection about student learning and experiences. Educational data can be collected at a rapid pace with the advance of online technologies (e.g. MOOC and LMS) which have the capability to track and collect a huge amount of educational data about learner experience. The Experience API (xAPI) [25] is an open data specification for data collection across learning tools. The authors in [43] use the xAPI standard to collect, track and store educational data retrieved from an e-learning environment called Kalboard 360. The tracked data is classified into three features (behavioral, demographic and academic background features). Another major source of educational data can be obtained from social media (e.g. blogs, online social networks, microblogs). It is challenging to collect social media data related to student learning experiences and behavior because of the variety and diversity of the language used. The authors in [37] performed data collection from Twitter using an educational account on a commercial social media monitoring tool.

B. EDUCATIONAL DATASETS

Educational datasets can be considered from two aspects [44]: (1) Datasets directly related to educational information containing educational resources, institutional data and educational indicators; and (2) Datasets from different domains which may be used in educational settings. Some examples of educational datasets are DBpedia [45], Freebase [46] and GeoNames [47]. The data in these educational datasets can be used for enriching the available educational content, discovery of new information which can help educational practices and connecting local datasets to the cloud. For a few examples, the authors in [48] used DBpedia to analyze the ranking of universities based on their structured information, and the authors in [49] used the categories provided by DBpedia to select the suitable categories for describing learning objects. Examples of datasets from different domains which may be used in educational settings include TED Talks [50] which contains various conferences on a wide range of topics. Examples of other datasets could be from different domains and fields such as agriculture, medicine and tourism. Examples of datasets cited in the agriculture field are organic.edunet, Agris, AGROVOC, ASFA and JITA. Some examples of datasets cited in the medical field are PubMed and mEducat. PubMed is a service of the US National Library of Medicine which includes citations from MEDLINE and other scientific journals in life sciences. The mEducatr Linked Educational Resources dataset is intended to provide educational resources in a linked data format, and are focused on the medical field, covering content ranging from traditional teaching to open learning, and experimental studies. Another project cited by several studies in the education domain is LinkedUp which have the objectives to collect and make available various types of data sources relevant for education, to provide a shared resource and to develop the community interested in the Web of Data for Education [51]. Other examples of university initiatives for linked datasets include the University of Southampton Open Data service,
the Greek University Open Data, and the Linking Italian University Statistics Project.

C. EDUCATIONAL DATA MINING

Data mining techniques are increasingly gaining significance in the education sector and the outcomes from data mining techniques can provide invaluable support for decision making. The field of data mining in education is termed as Educational Data Mining (EDM). EDM is an emerging discipline that focuses on applying data mining tools and techniques to education related data. This section presents a literature review of the literature or survey papers for EDM and highlights their main contributions. A recent literature review or survey paper can be found in [11]. This review presents twenty years of data mining research in e-learning environments, from an educational perspective. The authors identified and classified challenges for research to improve student learner performances. Another literature review paper by [19] published in 2019 focused on EDM and learning analytics in higher education. The work in this literature review covered four main areas: (1) computer-supported learning analytics (CSLA) and the use of DM techniques to derive actionable information based on student interaction in LMS environments; (2) computer-supported predictive analytics (CSPA) and the use of EDM and LA to predict student performance and retention in courses based on assessment, engagement and domain knowledge in a learning activity; (3) computer-supported behavioral analytics (CSBA) and the use of DM techniques to identify student behavioral patterns and preferences when participating in online learning activities; and (4) computer-supported visualization analytics (CSVA) and the combination of information visualization techniques with advances in data mining and knowledge representation to offer a visual analysis of student behavior with respect to the learning activity.

Other review papers on EDM for education can be found in the works by [12]–[18], [52], [53]. Table 2 shows a summary of the various surveys which have been proposed for EDM. The table gives various details including the year, survey objectives, and remarks and comments. The authors in [15] surveyed the history and applications of data mining techniques in the educational field for traditional educational system, web-based educational system, intelligent tutoring system, and e-learning. The authors discussed concepts for EDM such as prediction, clustering, relationship mining, outlier detection, text mining, and social network analysis. In [12], the authors targeted to highlight the main data mining techniques applied in the e-learning environment and proposed three useful orientations for EDM research: (1) Orientation towards students and using EDM to recommend activities, resources and learning tasks to learners based on the tasks already accomplished by the learner and their successes; (2) Orientation towards educators and using EDM to obtain objective feedback for instruction, evaluate the structure of the course content and its effectiveness on the learning process; and (3) Orientation towards academics and administrators and using EDM to set parameters to improve site efficiency and adapt it to the behavior of users.

The authors in [13] presented a systematic review on EDM focusing on clustering algorithms and its applicability and usability in the context of EDM. The authors term this approach when applied to analyze datasets from educational systems as Educational Data Clustering (EDC). Different approaches for EDC were reviewed including 166 studies for e-learning and clustering, examination failure and clustering, intelligent tutor system and clustering, learning style and clustering, student modeling and clustering, student motivation and clustering, student profiling and clustering, etc. In [14], the authors performed a literature review focused on the different agents in the educational context as students, educators, researchers, institutions, and managers. The survey reviewed DM techniques applied to education, and models to provide updated information and improve institutional efficiency. The review of techniques included forecast performance modelling, undesired behaviour detection, monitoring support, recommendation planning and scheduling, and intelligent tutoring. Other review works on EDM can be found in [16]–[18]. The literature review paper of [16] discussed an explanation of the DM techniques in order of relevance, tendencies, and limitations faced by e-learning environments. In [17], the authors introduced a new perspective on the individualization and interaction between the educational actors and highlighted the trends and challenges of EDM from the perspectives of educational actors. In [18], the authors discussed the results of researches upon the behavior detection, personalization and student’s performance evaluation obtained by DM techniques such as clustering, classification, and regression. In the work by [52], the authors focused on detecting the students’ circumvention risks through predictive models and provide a custom recommendation to students by identifying their needs and learning disabilities. The objectives were to present a literature review of EDM focused on student’s retention and evasion, recommendation systems and course administration. The work in [53] covered ubiquitous and pervasive data mining applied to education for fraud detection and identification of students that require special attention.

V. TECHNOLOGICAL ASPECTS FOR BIG EDUCATION DATA

In this section, some common platforms for Big data such as Hadoop, Spark and Samza will be discussed. Hadoop, Samza and Spark are currently the popular systems for Big data analysis. Hadoop is used for off-line and complex educational Big data processing, Samza is mainly used to solve the high data rate and large amounts for streaming education data processing, and Spark is often used for off-line rapid education Big data processing. The authors in [6] provided a general overview of Big data computing and discussed main characteristics such as data organization, decision-making, domain specific tools and platform tools. The authors illustrate the infrastructure that enables users to extract the maximum...
benefit from the large amounts of data available. In our context of Big data in education, this section aims to give a literature review for the Big data architectures or frameworks specially proposed for education. The architectures or frameworks on higher education setting is our focus. Specific software tools for data analytics/Big data which are increasingly being used in education will also be discussed.

A. BIG DATA PLATFORMS

Big data can be handled on different platforms. Hadoop and Spark are two commonly used platforms. In general, Apache Spark is used to manage massive amounts of data and to provide real-time analytics power.

1) HADOOP PLATFORM

Hadoop is an open source, distributed data processing distributed system infrastructure developed by the Apache Foundation. It enables distributed and parallel processing of large amount of data sets across clusters of many computers. It features low cost, high efficiency, high reliability, high scalability, and high fault tolerance. Hadoop consists of the HDFS distributed file system, MapReduce and several general-purpose tools.

**MapReduce** MapReduce is a paradigm of parallel programming across big datasets working with many computers (nodes). It supports the use of inexpensive computer clusters to perform distributed parallel computing on large datasets up to petabytes. The data can be in the form of structured or unstructured forms (e.g. weblog records, e-commerce click trails, binary or multi-line records). It is mainly composed of two functions: (1) Map function; and (2) Reduce function. The Map function is responsible for processing standardized data whereas the Reduce function mainly summarizes the results after the Map function.

**HDFS** is a distributed, scalable and portable filesystem for the Hadoop framework written in Java. HDFS stores large files (from gigabytes to terabytes) across many servers. HDFS provides unstructured data storage for Big data. HDFS is characterized by “write once read many times” and is very suitable for reading Big data. HDFS is a typical master-slave architecture. HDFS has the advantages of high fault tolerance and high scalability.

**Hive** is a data warehouse infrastructure built on top of Hadoop which provides summarization of data, query and analysis. Hive supports analysis of big datasets stored in HDFS, Amazon S3 file system etc. It provides an SQL –like language called HiveQL, supporting indexes.

**NoSQL:** is a database system providing a mechanism for storage and retrieval of data with less constrained than traditional SQL (relational) databases.

**Hadoop Common** provides java libraries and utilities which are required by other Hadoop modules.

**Mahout:** Mahout is an open source machine learning and data mining algorithms sets based on Hadoop which has implemented many machine learning and data mining algorithms.

2) SPARK PLATFORM

Apache Spark is a distributed computing framework like MapReduce but maintains data in Resilient Distributed Dataset (RDD). It is useful for algorithms that perform iterative operations and data flow processing. Spark provides Shark, an interactive query analyzer, Bagel, a high-volume graph processing and analyzer, Spark Streaming, a real-time analyzer, and Mllib, a machine learning library.

3) SAMZA PLATFORM

Samza is a distributed stream processing framework for real-time data processing. In Samza, the data stream is partitioned, and each partition is given a specific ID or offset. Samza places the storage and processing on the same machine and does not load additional memory while maintaining processing efficiency and providing a framework for a flexible pluggable API. Fig. 2 shows the Samza technology core architecture [56].

**Other Business Intelligence (BI) Tools** Although an increase Big data technology is huge, it doesn’t mean the end of classical BI tools like Cognos, QlikView, SPSS and so on. The trend is that BI tools would be able to work with new Big Data technologies side by side.

**Data Storage:** NoSQL databases are inherently schema less and highly scalable. These databases support frameworks like MapReduce, Dryad etc. for the parallel processing of large amounts of data. The paper by [54] investigated educational technology for Big data analysis and the exploration of the development trend for online education. The authors gathered data, attached importance to the basic function and value of education data, and explored the education technology that matches the Big data analysis. The work by [55] discussed the relationship between Big data and cloud computing, Big data storage systems and Apache Hadoop technology.
B. FRAMEWORKS AND ARCHITECTURES FOR BIG EDUCATION DATA

This section discusses several frameworks and architectures for Big education data. The authors in [1] proposed a distributed architecture for the information processing of Big education data. The authors use this architecture to predict student performance with and without sentiment analytics. Fig. 3 shows their proposed architecture which consists of three layers: (1) Data Access Layer; (2) Data Storage Layer; and (3) Data Processing Layer. The Data Access Layer comprises of all the data sources the processing engine require for the information processing such as student logs, student records and historical data), and a student mobile application which can generate data based on a student’s activity. The data sources are connected to the Storage Layer (HBASE) using the Sqoop and REST API-HBase Connector. The second layer is the Data Storage Layer which comprises of HBase and the HDFS distributed storage. The third layer is the Processing Layer which performs the sentiment and predictive analytics. This layer uses the Spark cluster. In this layer, the features were transformed to the Spark Resilient Distributed Data (RDD) formats to perform the predictive analytics. The predictive modeling procedures were performed via a process of ensemble modeling.

The authors in [2] proposed an architecture termed Concept Definition for Big Data Architecture in the Education System. Their architecture consists of five layers: (1) Data Sources; (2) Big Data Processing; (3) Data Warehouse; (4) Data Mining Tools; and (5) Reporting. In the Data Sources layer, the data can be stored in traditional SQL databases (e.g. classical relational data) or NoSQL databases (e.g. data from social networks). The Big Data Processing layer uses Apache Hadoop to process the huge amount of data from the earlier layers. The third layer is the Data Warehouse layer which is technology and vendor independent for creating the data cubes. The Data Mining layer uses tools from IBM SPSS or SAS. The highest layer (Reporting Layer) performs the creation of useful analysis from the obtained data for different types of users (e.g. teachers, administrators, other stakeholders for the university). The Cognos software application from IBM could be used for the reporting functionality.

The authors in [3] proposed an architecture to analyze educational data from the Moodle system in the cloud using Apache Hadoop. Their cloud-based architecture consists of four stages: (1) Big Educational Data; (2) Data Collection; (3) Data Transport; and (4) Cloud Computing Infrastructure. The Big educational data are collected through the API or other interfaces and transported to the data storage with the use of the most suitable platform, tool or service. The data storage and data processing are performed in the cloud. The data-intensive computing framework is applied to analyze massive amounts of data to reveal the valuable information. The main contribution of this paper is the newly proposed model approach for processing big educational data generated from the Moodle system, which was also implemented and validated as an experimental architecture as shown in Fig. 4. The architecture was constructed based on open-source platforms, tools and services. The API was used to limit programming only to the computational tasks and data transfer from the Moodle system to the cloud. The experimental implementation of the proposed model approach was performed with the use of the following platforms: Apache Flume, Apache Hadoop and Hadoop Distributed File System (HDFS), Apache HBase, Apache Hive, Apache Sqoop and OpenStack.

The authors in [4] presented a Big data architecture for education using Spark. As shown in Fig. 5, the various data are delivered in HDFS according to each attribute. The structured data is transferred from the RDBMS to HDFS using SQL-to-Hadoop (Sqoop). Among these collected data, lecture data is an important item, and the FP-Growth algorithm is performed using MLlib, a spark machine learning library. The resulting data can be used to identify patterns of lecture
data that students have taken for the year and semester. These patterns include pattern information for students’ preferred lectures, and based on this, a recommendation system was implemented that recommends lectures to students. In addition, by using the data collected from the sensor information of the classroom attendance and the dormitory entrance information, it is possible to determine the population of the students, predict the density of the population and to control the temperature of the classroom and buildings by pattern analysis.

The authors in [5] proposed an architecture for an E-Learning Big Data Ecosystem. It is composed of five modules as shown in Fig. 6: (1) Collection Module; (2) Transport Module; (3) Storage Module; (4) Computation Module; and (5) Service Module. The Collection Module contains collectors distributed in each layer. Each collector records the log data produced by different objects and normalizes the collected data. The Transport Module transfers the collected log data to where the data is required. The Storage Module includes two categories of storage systems. The first storage system is the Raw Data Storage system which stores historical data for future data mining and analyzing. The second storage system is the Result Data Storage system which has the ability of rapid access to data to provide high I/O performance for stream computing in the Computation Module and the Service Module. The Computation Module contains two computing frameworks. The first is the data intensive computing framework which is applied to analyze massive raw data to dig out valuable information, and the second is the stream computing framework which is applied to deal with every coming data in real-time. The computing frameworks are required to support parallel computing to guarantee low latency of the analyzing process and improve computational efficiency. The Service Module reads the needed data from the Result Data Storage system for all objects and roles in each layer of the e-learning ecosystem.

The authors in [6] proposed a Big data infrastructure deployed as a Hadoop platform in order to improve the education process. The platform is integrated with the learning management system (LMS) Moodle platform. The platform is deployed within the e-learning infrastructure of a laboratory. Fig. 7 shows the implemented Hadoop e-learning infrastructure. The Hadoop cluster contains three nodes (Master node, Slave 1 node, and Slave 2 node). The Hadoop cluster is also connected to the Email server, Moodle server, Network data storage and Sharepoint cluster through the Results server. The cluster communicates with other components using the TCP/IP protocol and all data is transferred through the Ethernet infrastructure.

The authors in [7] proposed an architecture based on Apache’s Hadoop open source distributed Big data computing architecture. It is used to process the Big data of Holland vocational interest theory. The core module is divided into two parts: (1) Hadoop Distributed File System (HDFS); and (2) Hadoop Parallel Programming Framework (MapReduce). The overall architecture of the system is composed of three layers: (1) Data Layer; (2) Logic Layer; and (3) Presentation Layer. The Data Layer supplies the basic data supporting for the entire system and stores the mass data of student behavior.
data including teaching, education management, scientific research, campus life and so on. The Logic Layer is the core part of the whole system, which is the value of the data mining. The Presentation Layer provides a visual interface for users. The graphical data analysis interface can help users to perform the Holland analysis, curriculum optimization and student employment decision. Other works on frameworks and platforms for Big education data can be found in [8]–[10]. The work in [8] used the Hadoop platform to conduct parallel mining of educational literature on Big data. The paper has analyzed the main function of text mining technology, and combined Canopy and the k-means algorithm to analyze and research the educational Big data literature. The authors in [9] presented a framework for a Big data education system based on Hadoop. They examined the MapReduce system for the education system and the huge volumes of data were stored in HDFS. The authors in [10] provided a comparison on the Hadoop, Spark and Samza platforms, and presented an architecture of Spark for education.

VI. DATA ANALYTICS FOR BIG EDUCATION DATA

This section gives comprehensive discussions for data analytics for Big education data from two areas: (1) Predictive analytics; and (2) Learning analytics. A brief literature review of some emerging trends and opportunities in applications of Big data in educational data mining and learning analytics can be found in [57] and [58].

A. PREDICTIVE ANALYTICS (PA)

The prediction of how well a student or a group will perform on a learning task is one of the most popular and useful applications of educational predictive analytics. It can also be used to identify at-risk students who are likely to fail. However, there is a challenging problem to solve due to the large number of circumstances that can impact student performance, such as socioeconomic status, cultural background, demographic characteristics and psychological profile. This section gives discussions for predictive analytics from three application areas: (1) Student performance; (2) Dropout prediction and academic early warning systems; and (3) Courses selection.

1) STUDENT PERFORMANCE PREDICTION

The authors in [1] provides a discussion on Big data, learning analytics and use of natural language processing (NLP) in higher education. They proposed an integrated analytics model with predictive analytics for student performance on their Big data architecture with data access, storage and processing layers. The architecture has been discussed in Section V. Their analytics model utilizes different types of data to predict student performance and support student progress. The authors incorporate the usage of sentiment analysis in their predictive analytics to and employ a distributed technology system capable of supporting academic authorities and advisors at educational institutions in making decisions. Their experiment results showed that the features derived from unstructured data gave a 10% improvement in the accuracy of results compare with the traditional single predictive model. The authors in [59] proposed an approach using predictive analytics for e-learning with the Hadoop Big data platform. Their work used the decision tree classification approach (C4.5) in a Hadoop framework to predict student performance. The C4.5 algorithm was proposed because: (1) It is able to handle both discrete attributes, and continuous attributes; (2) It can process partially complete training data sets with values not present; (3) Pruning can be done while constructing the trees to prevent the over-fitting problem. The work by [60] proposed a two-stage model, supported by data mining techniques that uses the information available at the end of the first year of students’ academic career (path) to predict their overall academic performance. This study proposed to segment students based on the evidence of failure or high performance at the beginning of the degree program, and the students’ performance levels predicted by the model. A data set of 2459 students spanning the years from 2003 to 2015 from a European Engineering School of a public research University was used to validate the proposed methodology. The empirical results demonstrated the ability of the proposed model to predict the students’ performance level with an accuracy above 95%.

The ASSISTment [61] system designed by Worcester Polytechnic Institute and Carnegie Mellon University can tutor students and assess the student learning at the same time. This system targets the problem that instructors wish to do assisting and assessing at the same time in class. The system gives assessment results by predicting the student’s performance on standard test given by official assessment system such as MCAS (The Massachusetts Comprehensive Assessment System). It collects the student’s reaction information (such as accuracy, speed, the number of hints required and performance on sub-steps) and predicts the student’s performance based on the correlation model trained by past data of past months and years. Since the students work on the system every week, the ASSISTment system can keep updating the value of metrics and provide increasingly accurate predictions. The authors in [62] developed a predictive model to forecast the student performance in higher level modules based on the contextual factors. The authors analyzed data from 1037 students across various specializations, with different mode of study, age group, gender and different sponsors. The Rapid Miner open source tool for predictive analytics and visualization was chosen for the study. The outcome of the work showcased that negative correlation exists between age and the academic performance, whereas positive correlation exists between lower level and higher-level modules.

Other examples of predictive analytics for student performance can be found in [63]–[70]. The authors in [63] used student information like attendance, class test, seminar and assignment marks collected from the student management system to predict the performance at the end of the semester. This paper investigated the accuracy of decision
tree techniques for predicting student performance. The work in [64] analyzed live video streaming and the students online learning behaviors and their performance in their courses. The student participation and login frequency, as well as the number of chat messages and questions that they submitted to their instructors were analyzed together with the student’s final grades. The results of the study showed a considerable variability in students’ questions and chat messages and revealed that combining EDM with traditional statistical analysis provides a strong and coherent analytical framework capable of enabling a deeper and richer understanding of students learning behaviors and experience. The authors in [65] explored the use of predictive modeling methods for identifying students in virtual learning environments (VLE) who will benefit most from tutor interventions. The methods discussed included decision-tree classification, support vector machine (SVM), general unary hypotheses automaton (GUHA), Bayesian networks, and linear and logistic regression. The methods were trialed through building and testing predictive models using data from several Open University (OU) modules. This work highlighted the importance of understanding how a student’s pattern of behavior changes during the course. The authors commented on two findings: (1) VLE activity is a useful data source to include for predicting student outcome but should not be viewed as an absolute measure of engagement but rather with reference to a student’s own past behavior; and (2) Feature selection has a big impact on the reliability of a model generated from the data regardless of which model type is chosen.

The work in [66] demonstrated how web usage mining can be applied in e-learning systems to predict the marks that university students will obtain in the final exam of a course. In this work, the authors developed a specific Moodle mining tool oriented and compared the performance of different data mining techniques for classifying students. Several well-known classification methods were used such as statistical methods, decision trees, rule and fuzzy rule induction methods, and neural networks. The authors carried out several experiments using available and filtered data to try to obtain more accuracy. The authors in [67] used predictive analytics to identify the factors influencing the performance of students in final examinations and found a suitable data mining algorithm to predict the grade of students. The authors designed a neural network (multilayer perceptron) tool using the .NET framework to predict the grade of the student when given the various parameters as input and achieved an accuracy of 72% which showed the potential efficiency of the MLP algorithm. The obtained results from hypothesis testing showed that the type of school did not influence student performance and on the other hand, the parents’ occupation played a major role in predicting grades. The work in [68] proposed an approach to predict student performance through genetic programming. The authors used activity theory derived participation indicators as inputs into a Genetic Programming (GP) model to develop a student performance prediction model. Their GP model was able to build a prediction model without assuming any a priori structure of functions. The proposed GP model also provided instructors with individualized suggestions to students in any performance state (at-risk, just survive, average or good) as well as increasing students’ awareness.

The authors in [69] proposed an educational data mining (EDM) case study based on the data collected from learning management system (LMS) of e-learning center and electronic education system of Iran University of Science and Technology (IUST). The authors implemented a model to predict the GPA of graduated students. To achieve goals, a common methodology of data mining was utilized which is called CRISP. Our results show that there can be confident models for predicting educational attributes. The work in [70] also used data mining as a predictive tool for performance improvement of engineering students. The authors applied the C4.5, ID3 and CART decision tree algorithms on engineering student data to predict their performance in the final exam. The authors showed that the outcome of the decision tree classifiers predicted the number of students who are likely to pass, fail or promoted to next year. Their results provided steps to improve the performance of the students who were predicted to fail or promoted. The comparative analysis of the results also showed that the prediction has helped the weaker students to improve and brought out better outcomes in the result.

2) DROPOUT PREDICTION AND ACADEMIC EARLY WARNING SYSTEMS

One of the biggest challenges every institution face is how to improve student retention and reduce attrition. There could be several reasons for student attrition including academic issues (inadequate preparation, student disinterest with content or delivery method); motivational issues (low level of commitment to the institution, perceived irrelevance of the institution’s experience); psychosocial issues (social factors, emotional issues); and financial issues (inability to afford fees, perception that cost outweighs benefits) [71]. Two emerging areas to improve student retention and reduce attrition are (1) Dropout prediction; and (2) Development of academic early warning systems. Dropout prediction is one of the major research topics in learning analytics (LA) for Big education data. The prediction of dropout is very useful to instructors and to be able to identify how likely a student would drop out during the course. The instructor can make some adjustments during the teaching process to mitigate and reduce the likelihood (e.g. send email reminders or give positive feedback to students who have been identified to be very likely to drop out during the course).

Some examples of LA for dropout prediction can be found in the works by [72]–[80]. The authors in [72] investigated dropout prediction in massive open online courses (MOOC). The objective was to predict from the student behavior log data the likelihood of students dropping out from the MOOC in the next ten days. In this work, the authors collected 39 courses data from the XuetangX platform which is one of the largest online learning platforms in China. The authors
used four supervised classification models (SVM, logistic regression, random forest and gradient boosting decision tree (GBDT)) to perform the dropout prediction task and achieved the highest classification accuracy of 88% accuracy with the GBDT. The work in [73] used machine learning (ML) techniques to demonstrate that categorizing student performance data and exercise sets were adequate parameters for identifying possible dropouts during a course. The authors used experimental data from a computer science course and showed that their ML techniques could provide automatic detection of student dropouts during the second week of the eight-week courses.

The work in [74] utilized education data mining to analyze the factors affecting student academic performance which contributed towards the student failure and dropout. The authors showed that their techniques enabled the identification of weak students shown to have poor performance. The authors in [75] used learning analytics to manage dropout rates based on a set of pedagogical actions in distance education courses and reported an average of 87% prediction accuracy and an average reduction of 11% in dropout rates. Other works for dropout prediction can be found in [76]–[80].

The authors in [77] conducted experiments using a dataset of 419 students to determine the best predictors of dropout at different stages in a course. The authors in [77] extracted features from student behavior from completed curriculum and applied machine learning algorithms to predict the dropout rate. The authors in [78] used data mining algorithms to predict student failure from high dimensional and imbalanced behavior data. A second emerging area in LA for Big education data is the development of academic early warning systems (AEWS). The objective of an AEWS is to discover and identify existing and potential academic problems of students in the early stages of education and inform students so that remedial actions can be taken to mitigate the risks. The authors in [81] proposed an AEWS based on Big education data collected from different departments of the university such as the academic affairs, library and other departments. The authors used principal component analysis (PCA) to locate the key predictors and utilized three machine learning algorithms to train and test their classifiers from their sample data. Their results showed that the naïve Bayesian algorithm gave the best accuracy rate of 86% for three-semester data and 85.4% for one-semester data.

3) COURSES SELECTION
This section focuses on the articles or works where learning analytics is used as a tool for courses selection. The authors in [82] proposed a system termed as Degree Compass to be used by students who are not familiar with navigating their way through a degree program. The Degree Compass system uses data from hundreds of thousands of past students with the data of a particular student (course grades, standardized test scores, college transcript grades, etc.) to recommend courses to students that is most likely to achieve the best grade and which also fits with the program of study of the student. The system has been shown to be able to correctly distinguish if the student will get either an ABC grade or a DF grade with 92% accuracy. The authors in [83] proposed an approach for Big data analytics for predicting academic course preference using Hadoop and MapReduce. In their work, they derived preferable courses for pursuing training for students based on course combinations. The input dataset collected from students is split into various clusters and provided to the mapper that maps data to the output which are represented as <key, value > pairs. The output obtained from the mapper are then combined in the combiner and then sent to the reducer. The authors in [84] developed educational models to predict how learning materials might be designed to fit the knowledge of the student. Their approach used educational data mining to develop educational models to predict how learning materials might be designed to fit the knowledge of the student.

B. LEARNING ANALYTICS
Learning Analytics (LA) is the collection and analysis of usage data associated with student learning. This section gives discussions for LA from five areas: (1) Collaborative and interactive Learning; (2) Behavior learning; (3) Personalized learning; (4) Social network analytics; and (5) Learning and assessment analytics.

1) COLLABORATIVE & INTERACTIVE LEARNING
Collaborative analytics are commonly used to deal with issues related to providing instructional strategies that support and enhances the collaboration process among students who work together in small groups. A collaborative learning environment (CLE) aims to improve continuous and reciprocal student-educator interaction, cooperation towards knowledge construction, and knowledge and experience exchange to reach common goals. The work in [85] presented an empirical case study to investigate the impact of collaborative learning patterns on student achievements with educational data captured from a CLE platform. The authors analyzed the progress time series reflecting students’ contributions to an assignment to investigate different styles of collaborations. By comparing the collaborative learning patterns of the same groups in completing different assignments, the authors explored the pattern impact on the grades received as a result of teacher assessments of these assignments and identified the characteristic patterns that lead to better learning outcomes either in terms of quality or efficiency. The authors showed that continuous focus, self-reflection, live collaboration, and even distribution of workload and contributions were more likely to lead to more refined and coherent assignments, and consequently achieve better marks. A different approach was taken by the authors in [86] which proposed using student interaction to measure the effectiveness of collaboration in virtual learning environments (VLE). In this work, the user activity logs from the learning platform were used as the main tool for inferring learners’ activities to fit certain behaviors and preferences. The work by [87] examined the effects of learning analytics as supporting tools for instructors to guide
cooperating groups. Other examples of papers on collaborative and interactive learning for LA can be found in the works by [88]–[91].

2) BEHAVIOUR LEARNING
The concept of behavior learning is important to understand student learning and evaluating student performance. The authors in [92] proposed searching for student behavioral patterns while accessing and browsing educational resources. In this work, the authors extracted behavioral patterns related to the student interactions with the educational media. Their results demonstrated the usefulness of student perception and identified the trends regarding the use of educational media for learning. The authors in [93] developed an evaluation system for student learning through the factors analysis that influences their behavior during the media usage. The goal was to improve the evaluation method in order to improve the students’ behavior in relation to the use of the learning media. To evaluate the level of student’s learning, the decision tree technique was used. The authors in [94] developed a system to explore and visualize generated data in virtual learning environments and analyzed these data using web-mining and statistical techniques to extract behavior patterns of the student. The authors in [95] grouped and analyzed access data in order to recognize behavior patterns (e.g. identify whether the instructions were inadequate or insufficient, or to identify visibility problems in the content posted) in order to review and organize the educational content. The authors in [96] presented a framework for analyzing student activity data in open-ended learning environments (OELE) that integrates model-driven behavior characterization and data-driven pattern discovery. The model-driven approach used linked task and strategy models to provide more precise interpretation of student activity sequences as learning and problem-solving strategies while the pattern mining approach enables the identification of new variations of strategies and of gaps in the coverage of the current strategy model. Other examples of papers on behavior learning can be found in the works by [97], [98].

3) PERSONALIZED LEARNING
Personalized learning is aimed at customizing the learning journey of a student to maximize his/her learning potential and hence fulfill the goal of education and career with satisfaction and accomplishment. With the help of Big data technologies, learning can be made increasingly personalized, and instructors can watch learners and track which areas within a program of study they find challenging and spend most of their time, the learning materials they revisit often, the sections they recommend to their peers, the learning styles they prefer, and the time of day they learn better [99]. With the emergence of various learning strategies such as microlearning, multimedia learning and flipped classroom, learning personalization has been recognized as an effective and adaptable interface between the student and the knowledge to allow effective learning and knowledge transfer. For example, in micro-learning, information is delivered in small portions that are easy to learn effectively [100] and content can be delivered according to a tailored knowledge composition patterns that are best retained by individual students. Personalized learning has been advocated as an effective approach that could be applied at different stages of the curriculum to ensure deep learning and leaves students with knowledge absorbed quicker and retained longer.

4) SOCIAL LEARNING AND NETWORK-BASED ANALYTICS
Social and networked-based learning and analytics benefit from the utilization of technology to establish connections between students, instructors, communities and resources [101]. The use of EDM and LA for social networks analysis has been reported to be associated with student learning and building knowledge in social and cultural settings to discover patterns of collaboration, assessment and communications. The work by [102] showed that by collecting data about user behavior, LA could be useful for providing recommendations about learning resources and activities. The work by [103] showed that mining students’ online social interaction was important for recommending appropriate learning partners in a web-based cooperative learning environment. Another work for EDM and LA to aid educational decision makers by providing the environment to share and collaborate with other team members to take the appropriate actions for a given learning task can be found in [104].

5) LEARNING & ASSESSMENT ANALYTICS USING EXPERIENCE API
The Experience API (xAPI) standard is a specification for learning technologies which can be used for data collection describing the wide range of experiences of the learner in the context of formal learning, informal learning and social learning [105]. The authors in [109] gave two classifications for research works using the xAPI specification in the context for learning analytics: (1) The first category deals with the deficiencies of xAPI specification such as limitations of learning interactions and inconsistency of learning behaviors across platforms in addressing specific issues related to the learning context; and (2) The second category deals with tracking and analyzing the learning experience using the xAPI specification. The work by [43] used the xAPI standard to track educational data from an e-learning environment called Kalboard 360. The tracked data is classified into behavioral, demographic and academic background features and three data mining techniques (ANN, naive Bayes and decision tree classifier) were employed to evaluate the impact of such features on student performance. The experimental results showed that there was a strong relationship between learner behaviors and their academic achievement. The authors in [107] proposed a 3D design activity stream for STEM education based on xAPI. The xAPI can describe learner experiences as active statements with eight attributes (UUID, ACTOR, VERB, OBJECT, RESULT, CONTEXT, TIMESTAMP and VERSION). For example, the specification <ACTOR, VERB,
OBJECT, CONTEXT > composes a simple activity flow. Experiments were carried out at the Li Jun School in China. The authors collected more than 22,000 data elements and showed that their xAPI could completely record the learning paths of students. Their results also showed that students had different operating habits and learning paths which provided the basis for the evaluation of students’ spatial thinking ability and engineering design skill in the interactive learning environment. The authors in [108] discussed some experiences and learnt lessons from implementing xAPI for projects in the Netherlands. The authors remarked on the need for a centralized approach for data collection to get a complete picture of student behavior which may be stored on many heterogeneous IT systems. Furthermore, the xAPI recipes need to be seen in their infrastructural context. An ETL (Extract Transform Load) layer with communal best practices encoded in the transforms and applied across the higher education sector can enforce the authoritative standard and decrease the overall costs.

The authors in [106] discussed a case study to show the suitability of using xAPI (Tin Can API) for self-regulated learning (SRL). The authors proposed an extension of xAPI for recording SRL-related actions termed as xAPI-SRL. Their monitoring system had several steps: (1) Author – filter statements from the selected author; (2) SRL – filter SRL related actions; (3) Time – select time window and organize records time wise; (4) Object – filter or organize statements attending to the object; (5) Grouping and analysis – analyze groups of statements attending to how they relate to each other. A recent work by [109] explored the use of xAPI in learning analytics for MOOC environments which generated big assessment data (Big data) given the massive number of courses proposed and the high number of learners enrolled. These assessment data must be tracked, processed and analyzed as the learning data. The authors in [110] commented that assessment analytics has the potential to make valuable contributions to the field of learning analytics by extending its scope and increasing its usefulness. The authors also state that the role that assessment analytics could play in the learning process is significant and yet it is underdeveloped and underexplored.

C. RECOMMENDATION SYSTEMS

A recommendation system or recommender is an information filtering system that seeks to predict the rating or preference a user would give to an item. These systems have been very helpful in applications such as e-commerce (e.g. Amazon), entertainment (e.g. Netflix, YouTube and Spotify), service industries, and social media platforms (e.g. Twitter and Facebook). Recently, recommender systems have gained popularity in the education sector to generate various kinds of recommendations for learning institutions, instructors and students. This sub-section explores recommendation systems for Big data in education. The various recommendation techniques can be broadly categorized into four types [111]: (1) Collaborative-based filtering; (2) Content-based filtering; (3) Knowledge-based systems; and (4) Hybrid-based systems. In collaborative-based filtering systems, an item will be recommended to the user based on the preference of other similar users for the same item. The sets of users which have the strongest correlation in the past will be identified as nearest neighbors, and the score of the new items will be predicted based upon the scores of its nearest neighbors. The correlation or log-likelihood ratio measures can be used to identify preferred items for the user. Content-based filtering recommender systems utilize a series of discrete and pre-tagged characteristics of an item in order to recommend additional items which have similar properties. Content-based recommendation systems find out items of interest for users by analyzing item descriptions. These systems generate lists of item profiles for the users based on the data provided by users. It uses two metrics called term-frequency (TF) and inverse document frequency (IDF). The TF determines how many times the item has occurred in a document whereas the IDF identifies the importance of the item. The product of TF×IDF is used to identify the importance of the item. Knowledge-based recommendation systems are based upon the knowledge of a user’s need for an item and can therefore reason about the relationship between a need and a possible recommendation. The knowledge about the user needs, preferences, etc. are used to perform the recommendation. Current recommender systems typically combine one or more approaches into a hybrid recommendation system to improve the recommendation accuracy. Examples of recommendation systems for educational data can be found in [112]–[119].

For specific course recommendation of MOCC, some approaches such as collaborative filtering, content-based filtering and hybrid recommendation systems can be found in [113]–[115], [116]. The authors in [113] proposed a systematic methodology for recommending personalized courses and considering the sequence of learning curriculum. In their system, they considered a measurable context space with Lipschitz condition, where space is divided into many subspaces to represent different types of students. The course clusters are defined to capture the prerequisite dependencies among courses. Their dataset is composed of three parts: (1) Data of courses; (2) Context information of the students; and (3) Feedback reward records. The course data was obtained from the biggest MOOC platform in China called ‘iCourse’ which contains nearly all the Chinese online courses. The context information was collected from 4939 anonymized students in Huazhong University of Science and Technology and Central China Normal University (~20,000 learning records). The reward records are the scores of courses and the degree of satisfaction. The authors in [114] proposed a Big data solution on Hadoop platform for recommendation of pedagogical documents that meet the identified needs of the learner. This system will be established by using Big data as a tool to analyze the performance and skill level of students individually and then create personalized learning experiences that fit into their specific learning paths. The authors used a semantic approach which recommends learning objects by comparing the textual contents of resources.
that form a corpus of pedagogical documents and proposed an algorithm for similarity measurement between the document viewed by the learner and the documents of corpus of pedagogical documents available in order to select from those which are most similar to the viewed document. Their work was implemented and tested on the Hadoop Big data platform. For the implementation of the recommendation algorithm, modules were coded in Python using scikit-learn and NLTK python packages. For parallelization, MapReduce was leveraged to process the data stored in Google File System (GFS). The authors in [115] also designed and implemented a personalized recommendation system on Big data platform. Their system can help people to automatically extract interesting and valuable information from target data. A personalized education resource recommendation system which can handle Big data is studied and implemented. The results showed that the personalized recommendation system of educational resources based on Big data has been put into use in a university network and achieved the expected design goal. This system, combining the discipline classification and the recommended structure, provides the resilient processing ability with the increase of data and the personalized recommendation function based on the security, high efficiency and real-time of Big data. It provides effective help for the students and teachers to make use of the valuable teaching resources. However, when they evaluated their recommendation algorithm, the MovieLens dataset (not educational data) was used to verify the performance.

Other educational recommendation systems can be found in [116]–[119]. The authors in [116] built a personalized English learning recommender system for students to set basic score of lessons. The collaborative filtering technique and content-based method was used. Another author [117] developed a recommender system for predicting student performance. Their approach mapped educational data to user/item. The matrix factorization technique was used to generate the recommendation and logistic regression to validate their approach. An automated recommender system for course selection can be found in [118]. The collaborative recommendation technique was used to recommend elective courses to students by using association rule mining to generate course association rules. The authors in [119] built a semantic educational recommender system in formal e-learning scenarios. They used a conceptual approach which can be used as personalized recommender in e-learning scenarios in their work. Other examples of earlier works on recommendation systems for e-learning can be found in [120]–[126]. The Recommendation Agent for e-learning systems is one of the first collaborative filtering educational recommendation systems that have been established [120].

D. GRAPH ANALYTICS

Graph analytics can be used to determine the strength and direction of relationships between objects in a graph. This section discusses some research works to address challenges of Big data from online education data using graph analysis. Some examples of using graph-based analytics and machine learning to address challenges and opportunities for education can be found in the works by [127]–[129]. The authors in [127] used observed prerequisite relations among courses to learn a directed universal concept graph and used the induced graph to predict unobserved prerequisite relations among a broader range of courses. This is particularly useful to infer prerequisite relations among courses from different providers e.g. universities, MOOC, etc. The authors proposed a new framework called Concept Graph Learning (CGL) for inference within and across two graphs at the course level and at the induced concept level. The explicit learning of the directed graph for universal concepts is the key part of the framework. Once the concept graph is learned, it could be used to predict unobserved prerequisite relations among different courses including those not in the training set and from multiple sources. Their experiments showed promising results for cross-universities setting. The universal transferability is particularly desirable in MOOC environments where courses are offered by different universities and instructors.

The authors in [128] addressed the graph analysis problem in multi-source relational learning for educational data. When the numbers of nodes in multiple graphs are large, the labeled training instances are extremely sparse. Existing methods such as tensor factorization or tensor kernel machines do not work well because of the lack of convex formulation for the optimization, the poor scalability of the algorithms in handling combinatorial numbers of tuples and the non-transductive nature of the learning methods which limits their ability to leverage unlabeled data in training. The authors proposed a Cross-graph Relational Learning (CGRL) approach for predicting the strengths or labels of multi-relational tuples of heterogeneous object types. They formulated the CGRL as a convex optimization problem which enable transductive learning using both labeled and unlabeled tuples and proposed a scalable algorithm that guarantees the optimal solution and enjoys a linear time complexity with respect to the sizes of input graphs. The authors conducted the experiments on 34,340 DBLP publication records in the domain of Artificial Intelligence. Tuples in the form of (Author, Paper, Venue) were extracted from the publication records leading to 15,514 tuples (cross-graph interactions) after preprocessing. The authors showed that their proposed method successfully scaled to the large cross-graph inference problem, and outperformed other representative approaches significantly. A recent work on graph analytics by [129] presented the early detection prediction of learning outcomes in online short course via learner behaviors. Through evaluation on data captured from three two-week courses hosted through delivery platforms, the authors made three key observations: (1) Behavioral data contains signals predictive of learning outcomes in short-courses (with classifiers achieving AUCs ≥ 0.8 after the two weeks); (2) Early detection is possible within the first week (AUCs ≥ 0.7 with the first week of data); and (3) Content features have an “earliest” detection
 capability (with higher AUC in the first few days), while the SLN features become the more predictive set over time as the network matures. They also discuss how their method can generate behavioral analytics for instructors.

E. VISUAL ANALYTICS

Visual analytics (VA) focuses on analytical reasoning facilitated by interactive visual interfaces and scientific visualization. This section gives some review and discussions and applications of VA in Big education data. The authors in [130] presented a systematic review of the emerging field for visual learning analytics of educational data. The authors found that: (1) Few works have been done to bring visual learning analytics tools into classroom settings; (2) Few studies have considered the background information from the students such as demographics or prior performance; (3) Traditional statistical visualization techniques such as bar plots and scatter plots are still commonly used in learning analytics contexts; and (4) While some studies employ sophisticated visualizations, there is a lack of studies that employ sophisticated visualizations and engage deeply with educational theories. Two other studies for visual data mining can be found in [131] and [132]. The use of VA methods can help turn the features of education into a visible type of representation, with the ability of being seen and interpreted by means of variety of diagrams, charts, tables, infographics and other forms of visual factors [133]. For example, the activities have characteristic of geolocation which can be projected onto a map, while the resources of knowledge can also be converted into the map. A map-based management and visual analysis method will largely benefit the users and the researchers from taking advantages of the Big data in education.

The authors in [134] proposed a novel map-based method to manage and analyze the mobile learning in Big education data. They retrieved the geographic location information from the GPS for the activities of participants recorded by the mobile learning systems and projected the data onto a map with a geographic reference and projection parameters. The layers of the new generated map can be subsequently integrated with an open map service like Google Map or Baidu Map. The learning activities and resources can be described as points, lines or polygons in the form of vector on the map. The map-based representations provide new methods (e.g. the map browsing) to perform exploration of learning practices. With their approach, the activities of users scattered among the space are reorganized on a geographic map with location changes in time series, and the resources are geotagged with the information from the developers or adopters, which are converted to a map style according to their hierarchical structures. The authors performed experiments using mobile learning data from the platform named M-starC of Central China Normal University (CCNU), which allows participants to use a mobile learning application for the access of the learning resources. Their experiment aimed to analyze the personal learning patterns. Classes were obtained from the data using the k-means method. The clusters revealed the spatial patterns of the individual who learned during the test duration. They also analyzed the group learning patterns from mobile learners and the location distribution.

The authors in [135] developed a novel approach, Be the Data, which exploits embodiment in visual analytics to invoke experiential learning. The authors designed and proposed a visual analytics approach to teach students about exploring alternative two-dimensional (2D) projections of high dimensional data points using weighted multi-dimensional scaling. In their approach, each student embodies a data point, and the position of students in a physical space represents a 2D projection of the high-dimensional data. Students physically move within the room with respect to each other to collaboratively construct alternative projections and receive visual feedback about relevant data dimensions. The approach exploits a large interactive room called the Cube and includes a large overhead display, a vision-based motion tracking system, and a software system for direct manipulation of high-dimensional data. To use the system, a group of students enter the Cube and embody virtual data points by wearing trackable hats which detect the locations of students in real-time. Their experimental findings indicate that Be the Data approach provided the engagement to enable students to quickly learn about high-dimensional data and analysis processes despite their minimal prior knowledge. They identified student data analytical strategies that employ this form of embodiment and found both qualitative and quantitative evidence of student improvement in understanding high-dimensional data. Visual Analytics approaches can also be usefully employed in MOOC. For example, VisMOOC [136] is an interactive visual analytics system, which can analyze video clickstream data by using a seeking diagram. PeakVizor [137] uses correlation view and flow view to uncover spatial and temporal information of peaks in video clickstreams from MOOC, and DropoutSeer system [138] uses timeline view by stack timelines and glyph to uncover the participants’ learning activities and patterns, which can also predict the dropout.

F. IMMERSIVE LEARNING & ANALYTICS

The emergence of immersive learning approaches enabled by virtual reality (VR) technologies have given instructors and educators more flexibility and tools in designing active-based learning environments. Immersive learning techniques use computer graphics and human-computer interaction technologies to create simulated virtual worlds in which student learning can take place by employing suitable pedagogical approaches to create virtual worlds where learners could learn collaboratively [139], [140]. For example, the Second Life virtual world enables learners to create avatars in the virtual world for interaction with virtual objects and virtual environments [141]. Compared to traditional learning environments, immersive learning environments allow learners to explore problems and experience solutions in the virtual environment through experiential learning. The authors in [142] proposed an empirical study of designing and evaluating
an immersive learning experience for a MOOC termed the VirtualHK MOOC. The authors work showed that immersive learning experience may not directly impact the knowledge gain of learning but can improve the overall learning experience in better motivating learners and making the learning more enjoyable. The student feedback and sentiment analysis showed that 52.73% of the learners gave “positive” comments and 47.27% gave “neutral” comments for the immersive learning experience.

G. SOCIAL MEDIA ANALYTICS
Student interactions and informal conversations on social media (e.g. Twitter, Facebook) give useful insights into their educational experiences, emotions and concerns about the learning process. However, data collection and analytics from social media data can be challenging due to the complexity. The collection of social media data has been presented in the previous section (Section IV). Normally, the student learning experiences acquired from social media content would require human interpretation. However, the growing scale of data volume and variety demands automatic data analytics techniques. This section focuses on a brief of mining social media data such as Twitter, followed by the inductive content analysis which frequently used in social media analytics and prominent themes. The previous section (Section IV) only presents the reviews of education data mining research. Here we give some examples of studies on Twitter from the fields of data mining, machine learning and natural language processing for education models and algorithms. The authors in [37] presented a work on mining social media data for understanding student learning experience from Twitter posts at Purdue University. The authors conducted a qualitative analysis taken from 25,000 tweets from engineering students and implemented a classification algorithm for tweets reflecting the student’s problems. Their work presented a methodology that showed how data from social media can be used to provide insight into student learning experiences. The proliferation of multimedia technology in social learning spaces allows student emotions and sentiments to be captured and automatically classified from audio-visual devices such as web-cameras and microphones [149].

VII. CHALLENGES FOR BIG DATA IN EDUCATION AND LEARNING ANALYTICS
This section presents challenges for Big data in education and learning analytics from two perspectives: (1) social challenges; and (2) technological challenges. The technological and practical challenges are illustrated by giving an example for utilizing graph analytics for a university-based learning analytics scenario.

A. SOCIAL CHALLENGES
As in many fields where large amounts of data are being collected, there are also several important social challenges including privacy, ethical, security and safety issues to be addressed for Big education data. The authors in [144] considered a scenario where learning analytics (LA) could be used to track students and their performance could be flagged to deny a student access to future education programs based on the pre-conceived student ability for institution decision-making leading to unintended outcomes. The authors in [145] remarked that LA presents significant student privacy challenges for higher education institutions. In their work, the authors also posited four proponents that LA must justify in relation to the use of student data: (1) LA systems should provide controls for differential access to private student data; (2) Institutions must be able to justify their data collection using specific criteria; (3) The actual or perceived positive consequences of LA may not be equally beneficial for all students. A full accounting is required of how benefits are distributed between institutions and students among students; and (4) Students should be made aware of collection and use of their data and permitted reasonable choices regarding collection and use of that data. The authors in [146] remarked that privacy and data protection are major stumbling blocks for a data-driven educational future.

B. TECHNOLOGICAL CHALLENGES
There are several technological opportunities and challenges for employing Big data in education and learning analytics due to the large and increasing amounts of online education data. As discussed in Section V, Big education systems would require access to a high-performance computational infrastructure which can handle a large amount of data for capture, storage, processing and visualization. There are also several issues and considerations for practical deployment of Big education data systems due to lack of interoperability of institutional data systems and different forms of data storage in disparate databases [143]. The absence of cross-institutional policies for data sharing and integration creates another major challenge to be addressed for Big education systems [38]. To illustrate some technological challenges and the usefulness and potential of exploiting cross-institutional Big education data, we performed an investigation for practical deployment of a Big education data system across some institutions in Australia. The objective of the system is to detect the unobserved prerequisite dependencies among online courses for different universities in Australia. This system would be useful for students to infer prerequisite relations among courses from different providers (e.g. universities, MOOC) to chart their learning pathways.

Our approach is based on graph-based analytics like the techniques proposed by [127], [128]. The graph-based
analytics approach was selected due to its effectiveness for cross-university transfer learning where courses may come from different providers and across institutions. For an initial investigation, we performed data collection from three universities in Australia (Australian National University – ANU, Australian Catholic University – ACU, and Bond University – BU) by regular web scraping techniques using Python on the respective university subject data available on the Internet. One challenge that was faced in the data collection process was to scrape the dynamic generated subject data from ANU, where we used Selenium to complete this task. Another challenge was to clean the raw data. We used standard text preprocessing methods to remove stop words (e.g., “and”, “is”, “the”) and rare words with a training set frequency of 1. The raw data was cleaned by four methods including: (1) Conversion of data to lowercase; (2) Tokenization; (3) Word stemming; and (4) Removal of stop words and symbols. The Bag of Words (BoW) was used for modeling the cleaned data, with the extracted data statistics and total key words for the crawled university subject data as shown in Table 3. The BoW approach is a representation technique originating from Natural Language Processing (NLP) which is commonly used to extract features from text documents and other objects [150]. The “Subjects” field list the number of subjects in each university. The “Prerequisites” field shows the number of dependencies among subjects in the university. The “Key Words” field delivered the number of key words extracted from the “Subject description” in every university. And the “Total key words” field show the number of key words after merging of key words from the three universities. The generated links (Prerequisites) and the BoW model were imported into Matlab by libSVM as inputs into the graph-based algorithms. Two metrics (Mean Average Precision (MAP) and Area Under the Curve (AUC)) were used to evaluate the performance of the algorithms. The experiments were carried out on a workstation with an Intel i7-6800k CPU and 32GB RAM under Ubuntu 18.04 LTS. Table 4 and Table 5 shows the performance of the graph-based analytics among the three universities. The resulting subject data were split into training sets and test sets.

The models were trained using the dataset from one university, and then tested using the dataset from a different university. Some observations can be made from the results in Table 4 and Table 5. The performance of the AUC scores are higher than the MAP scores for the within-university performance (shown as the diagonals in the tables). On the one hand, the AUC gives equal weight to the predicted true positives. There may be different paths to achieve a goal and the AUC metric may evaluate them as giving similar performance. On the other hand, the MAP metric sorts true positives to higher positions of ranked lists to rank true positives higher than false positives to achieve a high MAP score. The score of MAP will be low if it fails to get higher rank on true positives. For the Table 4, the MAP may not always get higher rank on true positives. On cross-university performance, the scores of AUC were still higher than MAP, while lower than the AUC performance of within-university. The scores of MAP were lower than the within-university one. The performance of the cross-university was lower than the within-university performance due to the usage of different key words (labels) as inputs.

VIII. CONCLUSION
This paper has presented a comprehensive survey of research works on Big education data including the data sources, data collection, technological aspects, data analytics and challenges. The different sources for input into Big education data systems have also been discussed including learning management systems (LMS), open educational resources (OER), MOOC, social media and linked data. A classification of the various approaches for analytics have also been given which includes predictive analytics, learning analytics (collaborative/interactive learning, behaviour learning, personalized learning, and social learning), recommendation systems, graph analytics, visual analytics, social media analytics and immersive learning and analytics. The paper has also discussed social (privacy and ethical issues) and technological challenges for Big education data to be addressed for future research. Investigations for a cross-institution learning analytics scenario have also been given to illustrate the usefulness and technological challenges faced for practical deployment of Big education systems. The research area of Big education data is constantly evolving and amongst other sources, readers can refer to learning forums such as LAK (Learning Analytics & Knowledge Conference).

### Table 3. Data Statistics for crawled university subject data.

| Universities | Subjects | Prerequisites | Key words |
|--------------|----------|---------------|-----------|
| ACU          | 1940     | 998           | 6602      |
| ANU          | 2029     | 1576          | 10420     |
| BU           | 651      | 139           | 5073      |

| Total key words after merging | 13108 |

### Table 4. Performance using MAP for cross-institution subject data.

|                | Trained dataset from | Tested dataset from |
|----------------|----------------------|---------------------|
|                | ACU | ANU | BU  |
| ACU           | 0.46 | 0.02 | 0.06 |
| ANU           | 0.02 | 0.14 | 0.03 |
| BU            | 0.01 | 0.01 | 0.39 |

### Table 5. Performance using AUC for cross-institution subject data.

|                | Trained dataset from | Tested dataset from |
|----------------|----------------------|---------------------|
|                | ACU | ANU | BU  |
| ACU           | 0.96 | 0.56 | 0.65 |
| ANU           | 0.52 | 0.67 | 0.48 |
| BU            | 0.55 | 0.51 | 0.87 |
Learning@Scale, AIED (Artificial Intelligence in Education) and periodicals such as JEDM (Journal of Educational Data Mining), IEEE Transactions on Learning Technologies for the latest research.
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