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Abstract

Using the theory of equitable decompositions it is possible to decompose a matrix $M$ appropriately associated with a given graph. The result is a collection of smaller matrices whose collective eigenvalues are the same as the eigenvalues of the original matrix $M$. This is done by decomposing the matrix over a graph symmetry. Previously it was shown that a matrix can be equitably decomposed over any uniform, basic, or separable automorphism. Here we extend this theory to show that it is possible to equitably decompose a matrix over any automorphism of a graph, without restriction. Moreover, we give a step-by-step procedure which can be used to generate such a decomposition. We also prove under mild conditions that if a matrix $M$ is equitably decomposed the resulting divisor matrix, which is the divisor matrix of the associated equitable partition, will have the same spectral radius as the original matrix $M$.
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1. Introduction

Spectral graph theory considers the relationship between the structure of a graph $G$ and its spectral properties. These spectral properties are typically the eigenvalues and eigenvectors of a matrix $M$ associated with the graph. The particular structures we consider here are graph symmetries. A graph symmetry is a permutation $\phi$ of the graph’s vertices $V(G)$ that preserves the graph’s (weighted) adjacencies (an automorphism of $G$).

In our previous work \cite{1,2} we showed that if a graph $G$ has a particular type of automorphism $\phi$ then it is possible to decompose any matrix $M$ that respects the structure of $G$.
into a number of smaller matrices $M_\phi, B_1, \ldots, B_{k-1}$ in a way that preserves the eigenvalues of $M$, i.e.,

$$\sigma(M) = \sigma(M_\phi) \cup \sigma(B_1) \cup \cdots \cup \sigma(B_{k-1}),$$

so that the collective eigenvalues of the smaller matrices are the eigenvalues of $M$. This method of decomposing a matrix over a graph symmetry is referred to as an equitable decomposition due to its connection with the theory of equitable partitions.

An equitable partition is a particular partition of the graph’s vertices that can be used to create, from the graphs adjacency matrix $A$, a smaller matrix $A_\phi$ whose eigenvalues are a subset of the spectrum of $A$ (see Definition 2.3). As it turns out, the orbits of any graph symmetry give an equitable partition, although the converse does not hold (see Theorem 9.3.3 of [3] and Theorem 3.9.5 of [4]).

In [1] both equitable partitions and equitable decompositions are defined for matrices beyond the adjacency matrix of a graph, including the various Laplacian matrices, distance matrices, etc. (see Proposition 3.4). This class of matrices, referred to as automorphism compatible matrices, are those matrices that respect the symmetries of a graph $G$ ($M_{\phi(i), \phi(j)} = M_{i, j}$ for any $\phi \in \text{Aut}(G)$). Importantly, the matrix $M_\phi$ in the resulting equitable decomposition is the same as the matrix that results from an equitable partition of $G$, using the orbits of $\phi$.

The particular types of automorphisms for which equitable decompositions are defined are the so-called uniform, basic, and separable automorphisms. A uniform automorphism $\phi$ is an automorphism in which all orbits of the automorphism have the same cardinality (see [1]). A basic automorphism $\phi$ is an automorphism for which all orbits of size greater than one have the same cardinality (see [1]). A separable automorphism is an automorphism whose order is the product of distinct primes (see [2]).

Since many graph automorphisms are neither uniform, basic, nor separable, a natural question is whether an automorphism compatible matrix $M$ can be equitably decomposed over other automorphisms. The major contribution of this paper is answering this question in the affirmative (see Theorem 4.3). That is, the theory of equitable decompositions can be extended to any automorphism of a graph $G$.

As an intermediate step to proving this result, we show in Theorem 3.4 that an automorphism compatible matrix $M$ can be equitably decomposed over any prime-powered automorphism (an automorphism $\phi$ with $|\phi| = p^N$ for some prime $p$ and $N \geq 1$). We use this result to give an algorithm for decomposing $M$ over a general automorphism $\phi$ of order

$$|\phi| = p_1^{N_1}p_2^{N_2} \cdots p_h^{N_h}$$

for distinct primes $p_1, p_2, \ldots, p_h$; by sequentially decomposing over $h$ prime-powered automorphisms, corresponding to
\(p_1, \ldots, p_h\). The result is the equitable decomposition

\[ M_\phi \oplus B_1 \oplus \cdots \oplus B_k \]

of \(M\) over \(\phi\) where, as in any equitable decomposition, the collective eigenvalues of the smaller matrices are the eigenvalues of the original matrix \(M\).

Last, we demonstrate that for any automorphism compatible matrix \(M\) and automorphism \(\phi\) the divisor matrix \(M_\phi\) and the matrix \(M\) have the same spectral radius if \(M\) is both nonnegative and irreducible (see Proposition 5.1). As this holds for any automorphism \(\phi\) this extends the result of [2] in which this was shown to hold for both basic and separable automorphisms.

It is worth emphasizing that an equitable decomposition of \(M\) does not require any knowledge of the matrix’ eigenvalues or eigenvectors, as opposed to a spectral decomposition (diagonalization) of \(M\). Only knowledge of a symmetry is needed. The surprising result is that if an automorphism involves only part of the graph (a local symmetry) this local information can be used to determine properties of the associated eigenvalues and eigenvectors, which in general depend on the entire graph structure.

This method of using local symmetries to determine spectral properties of a graph is perhaps most useful in analyzing the spectral properties of real-world networks since many of these have a high degree of symmetry [5] when compared, for instance, to randomly generated graphs [6, 7, 8, 9]. From a practical point of view, the large size of these networks limit our ability to quickly compute their associated eigenvalues and eigenvectors, which are used in a number of standard network metrics and algorithms [7]. However, their high degree of symmetry suggests that it may be possible to effectively estimate a network’s spectral properties by equitably decomposing the network over local symmetries, which is a potentially much more feasible task (see Examples 5.3 and 5.4 from [2]).

This paper is organized as follows. In Section 2 we summarize the theory of equitable decompositions found in [11]. In Section 3 we describe how the theory of equitable decompositions can be extended to prime-powered automorphisms. We use this in Section 4 to extend the theory of equitable decompositions to any automorphism. We also present algorithms describing how an automorphism compatible matrix can be equitable decomposed over any prime-powered automorphism (in Section 3) and general automorphism (in Section 4). In Section 5 we prove that the original matrix and its divisor matrix have the same spectral radius. Section 6 contains some closing remarks including a few open questions regarding equitable decompositions.

2. Graph Symmetries and Equitable Decompositions

The main objects considered in this paper are matrices and graphs. A graph \(G\) is made up of a finite set of vertices \(V = V(G) = \{1, \ldots, n\}\) and a finite set of edges \(E = E(G)\).
A graph can be undirected, meaning that each edge \((i, j) \in E\) can be thought of as an unordered pair so that \((i, j) = (j, i)\). A graph is directed when each edge is directed, in which case \((i, j) \in E\) is an ordered pair where it is not necessarily true that if \((i, j) \in E\) that \((j, i) \in E\). In both directed and undirected graphs, a loop is an edge with only one vertex, i.e. \((i, i) \in E\). A weighted graph is a graph, either directed or undirected, in which each edge \((i, j) \in E\) is assigned a numerical weight \(w(i, j)\).

As a major goal of this paper is to understand the relationship between the structure of a graph, specifically its symmetries, and its spectral properties we need a way to associate a matrix with a graph. In practice there are a number of matrices that may be associated with a given graph \(G\). One of the most common is the adjacency matrix \(A = A(G)\) given by

\[
A_{i,j} = \begin{cases} 
1 & \text{if } (i, j) \in E(G) \\
0 & \text{otherwise.}
\end{cases}
\]

For an \(n \times n\) matrix \(M\) associated with a graph \(G\) we let \(\sigma(M)\) denote the eigenvalues of \(M\). For us \(\sigma(M)\) is a multiset with each eigenvalue in \(\sigma(M)\) listed according to its multiplicity. To simplify our discussion we will often refer to \(\sigma(M)\) as the eigenvalues of the graph \(G\) when the context makes it clear that the matrix \(M\) is associated with \(G\).

As previously mentioned the specific type of structures we consider here are graph symmetries. Such graph symmetries are formally described by the graph’s set of automorphisms.

**Definition 2.1. (Graph Automorphism)** An automorphism \(\phi\) of an unweighted graph \(G\) is a bijection \(\phi : V(G) \rightarrow V(G)\) such that \((i, j)\) is in \(E(G)\) if and only if \((\phi(i), \phi(j))\) is in \(E(G)\). For a weighted graph \(G\), if \(w(i, j) = w(\phi(i), \phi(j))\) for each pair of vertices \(i\) and \(j\), then \(\phi\) is an automorphism of \(G\).

The set of all automorphisms of \(G\) is a group, denoted by \(\text{Aut}(G)\). The order \(|\phi|\) of \(\phi \in \text{Aut}(G)\) is the smallest positive integer \(\ell\) such that \(\phi^\ell\) is the identity map on \(V(G)\). For a graph \(G\) with automorphism \(\phi\), we define the relation \(\sim\) on \(V(G)\) by \(u \sim v\) if and only if \(v = \phi^j(u)\) for some nonnegative integer \(j\). Then \(\sim\) is an equivalence relation on \(V(G)\), and the equivalence classes are called the orbits of \(\phi\). We denote the orbit associated with the vertex \(i\) by \(O_\phi(i)\) whose length \(|O_\phi(i)|\) is the size of the orbit.

Here, as in \([1]\) and \([2]\) we consider those matrices \(M\) associated with a graph \(G\) whose structure mimics the symmetries of the graph.

**Definition 2.2. (Automorphism Compatible)** Let \(G\) be a graph on \(n\) vertices. An \(n \times n\) matrix \(M\) is automorphism compatible on \(G\) if, given any automorphism \(\phi\) of \(G\) and any \(i, j \in \{1, 2, \ldots, n\}\), \(M_{\phi(i), \phi(j)} = M_{i,j}\).
Some of the most well-known matrices that are associated with a graph are automorphism compatible. This includes the adjacency matrix, combinatorial Laplacian matrix, signless Laplacian matrix, normalized Laplacian matrix, and distance matrix of a simple graph. Additionally, the weighted adjacency matrix of a weighted graph is automorphism compatible. (See Proposition 3.4, [1].)

Since the symmetries of a graph can be found in the structure of any automorphism compatible matrix it is also possible to talk about the symmetries or automorphisms of a matrix. That is, \( \phi \) is an automorphism of an \( n \times n \) matrix \( M \), as in Definition 2.2, if \( M_{\phi(i),\phi(j)} = M_{i,j} \) for any \( i, j \in \{1, 2, \ldots, n\} \). We let \( \text{Aut}(M) \) denote the automorphism group of \( M \).

Here we state a generalization of the theory of equitable partitions, originally given in [1].

**Definition 2.3. (Equitable Partition)** An equitable partition of a graph \( G \) and a matrix \( M \) associated with \( G \), is a partition \( \pi \) of \( V(G) \) into \( V(G) = V_1 \cup \ldots \cup V_k \), which has the property that for all \( i, j \in \{1, 2, \ldots, k\} \)

\[
\sum_{s \in V_j} M_{s,t} = D_{i,j}
\]

is a constant \( D_{i,j} \) for any \( s \in V_i \). The \( k \times k \) matrix \( M_{\pi} = D \) is called the divisor matrix of \( M \) associated with the equitable partition \( \pi \).

Note for simple graphs a partition \( \pi \) is an equitable partition if and only if any vertex \( \ell \in V \) has the same number of neighbors in \( V_j \) for all \( i, j \in \{1, \ldots, k\} \) (for example, see p. 195-6 of [3]). Further, if \( \phi \) is any automorphism of \( G \) and \( M \) is a matrix associated with \( G \) that is compatible with \( \phi \), the orbits of \( \phi \) form an equitable partition of \( V(G) \) (see Proposition 3.2, [1]).

In [1] the following special case of an equitable partition is considered. Suppose the nontrivial orbits of \( \phi \) are all the same length, in which case we refer to \( \phi \) as a basic automorphism. Then \( \phi \) can be used to fully decompose \( M \) into a number of smaller matrices, one of which is the divisor matrix \( D \) associated with the equitable partition induced by \( \phi \) (see Theorem 4.4, [1]). This decomposition is called an equitable decomposition, which we briefly describe here. We form a semi-transversal \( \mathcal{T}_0 \) of the orbits of the basic automorphism \( \phi \) by choosing one vertex from each orbit of size \( k \). Further we define

\[
\mathcal{T}_\ell = \{\phi^\ell(v) \mid v \in \mathcal{T}_0\}
\]

for \( \ell = 0, 1, \ldots, k - 1 \) to be the \( \ell \)th power of \( \mathcal{T}_0 \) and we let \( M[\mathcal{T}_i, \mathcal{T}_j] \) be the submatrix of \( M \) whose rows are indexed by \( \mathcal{T}_i \) and whose columns are indexed by \( \mathcal{T}_j \). We let \( \mathcal{T}_f \) denote...
the vertices fixed by φ, which are

\[ \mathcal{T}_f = \{ v \in V(G) \mid \phi(v) = v \}. \]

These definitions allow us to decompose an automorphism compatible matrix \( M \) in the following way.

**Theorem 2.4. (Basic Equitable Decomposition)** \([1]\) Let \( G \) be a graph on \( n \) vertices, let \( \phi \) be a basic automorphism of \( G \) of size \( k > 1 \), let \( \mathcal{T}_0 \) be a semi-transversal of the \( k \)-orbits of \( \phi \), let \( \mathcal{T}_f \) be the vertices fixed by \( \phi \), and let \( M \) be an automorphism compatible matrix on \( G \). Set \( F = M[\mathcal{T}_f, \mathcal{T}_f] \), \( H = M[\mathcal{T}_f, \mathcal{T}_0] \), \( L = M[\mathcal{T}_0, \mathcal{T}_f] \), \( M_m = M[\mathcal{T}_0, \mathcal{T}_m] \), for \( m = 0, 1, \ldots, k-1 \), \( \omega = e^{2\pi i/k} \), and

\[
B_j = \sum_{m=0}^{k-1} \omega^{jm} M_m, \quad j = 0, 1, \ldots, k-1. \tag{3}
\]

Then there exists an invertible matrix \( S \) that can be explicitly constructed such that

\[
S^{-1}MS = M_\phi \oplus B_1 \oplus B_2 \oplus \cdots \oplus B_{k-1}, \tag{4}
\]

where \( M_\phi = \begin{bmatrix} F & kH \\ L & B_0 \end{bmatrix} \) is the divisor matrix associated with \( \phi \). Thus

\[
\sigma(M) = \sigma(M_\phi) \cup \sigma(B_1) \cup \sigma(B_2) \cup \cdots \cup \sigma(B_{k-1}).
\]

In \([2]\) these results were extended beyond basic automorphisms to separable automorphisms \( \phi \) (where \( |\phi| = p_1 p_2 \cdots p_k \) a product of distinct primes). This can be done by using a series of decompositions, one for each prime.

One might naively believe that we could also use this method to decompose a matrix with an automorphism whose order is \( p^N \), by the process outlined in \([2]\). The following is an example showing this method does not work in general and demonstrating a need for a more sophisticated method to decompose matrices over automorphisms of order \( p^N \).

**Example 2.5.** Consider the following graph and its adjacency matrix in Figure \([1]\). We attempt to follow the recursive method of equitable decompositions for separable automorphisms in \([2]\) by first forming a new automorphism \( \psi = \phi^3 = (4, 7, 10)(5, 8, 11)(6, 9, 12) \). The first decomposition gives the following direct sum of smaller matrices with the asso-
Figure 1: The graph $G$ on 12 vertices with automorphism $\phi = (1, 2, 3)(4, 5, 6, 7, 8, 9, 10, 11, 12)$, and its adjacency matrix $M$. Here vertices are labeled blue and edge weights are labeled black, which will be our convention throughout the paper.

Figure 2: The adjacency matrix $T_0 = \begin{bmatrix} 0 & 1 & 1 & 3 & 0 & 0 \\ 1 & 0 & 1 & 0 & 3 & 0 \\ 1 & 1 & 0 & 0 & 0 & 3 \\ 1 & 0 & 0 & 2 & 1 & 1 \\ 0 & 1 & 0 & 1 & 2 & 1 \\ 0 & 0 & 1 & 1 & 1 & 2 \end{bmatrix}$ and its associated digraphs found in Figure 2:

$$\begin{bmatrix} 0 & 1 & 1 & 3 & 0 & 0 \\ 1 & 0 & 1 & 0 & 3 & 0 \\ 1 & 1 & 0 & 0 & 0 & 3 \\ 1 & 0 & 0 & 2 & 1 & 1 \\ 0 & 1 & 0 & 1 & 2 & 1 \\ 0 & 0 & 1 & 1 & 1 & 2 \end{bmatrix} \oplus \begin{bmatrix} \omega + \omega^2 & 1 & \omega^2 \\ 1 & \omega + \omega^2 & 1 \\ \omega & 1 & \omega + \omega^2 \end{bmatrix} \oplus \begin{bmatrix} \omega + \omega^2 & 1 & \omega \\ 1 & \omega + \omega^2 & 1 \\ \omega^2 & 1 & \omega + \omega^2 \end{bmatrix}. \tag{5}$$

While there is an automorphism of order three which acts on the first matrix of the decomposed matrix shown in Equation (5), there is no automorphism permuting all of the vertices of $G$ as $\phi$ does. Thus, if we continue the recursive process in this example, we fail to account for part of the symmetry found in $\phi$, so that we fail to equitably decompose the graph $G$ in Figure 1. This decomposition was done using the transversal $T_0 = \{4, 8, 12\}$ (See [1, 2] for details). One may wonder if a different choice of semi-transversal could give better results. However, simple computations demonstrate that any choice of semi-transversal yields a similarly unsatisfying conclusion. Thus we conclude that the methods contained in [1] and [2] cannot be used to completely decompose examples like this.

3. Equitable Decompositions over Prime-Power Automorphisms

In this section we give a step-by-step method for decomposing a graph over any of its automorphisms $\phi$ of order $p^N$ for some prime $p$ and $N \geq 1$, which we refer to as a
Figure 2: The decomposition of the graph $G$ on 12 vertices in Figure 1 using the basic automorphism $\psi = (4, 7, 10), (5, 8, 11), (6, 9, 12)$. Here vertices are labeled blue and edge weights are labeled black, which will be our convention throughout the paper.

prime-power automorphism. (We note that if $N = 1$ then $\phi$ is a basic automorphism.) This result will allow us in the following section to describe the general case of an equitable decomposition of a graph over any of its automorphisms.

To show how a graph can be equitably decomposed over a prime-power automorphism we require the following lemma.

**Lemma 3.1.** For a prime $p$ and $N \geq 2$ let $M$ be the $(f + rp^N) \times (f + rp^N)$ block matrix

$$
M = \begin{bmatrix}
F & H & H & \cdots & H \\
L & L & L & \cdots & L \\
\vdots & & & & \\
L & & & & \\
\end{bmatrix}
$$

where $F$ is an $f \times f$ matrix, $H$ is an $f \times rp^{N-1}$ matrix, $L$ is an $rp^{N-1} \times f$ matrix, and $C$ is an $rp^N \times rp^N$ matrix. Suppose that the matrix $C$ can be partitioned in two ways:

$$
C = \begin{bmatrix}
C_0 & C_1 & C_2 & \cdots & C_{p^N-1} \\
C_{p^N-1} & C_0 & C_1 & \cdots & C_{p^N-2} \\
C_{p^N-2} & C_{p^N-1} & C_0 & \cdots & C_{p^N-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C_1 & C_2 & C_3 & \cdots & C_0 \\
\end{bmatrix} = \begin{bmatrix}
D_0 & D_1 & D_2 & \cdots & D_{p-1} \\
D_{p-1} & D_0 & D_1 & \cdots & D_{p-2} \\
D_{p-2} & D_{p-1} & D_0 & \cdots & D_{p-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
D_{2} & D_1 & D_2 & \cdots & D_0 \\
\end{bmatrix}
$$
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where each $D_i$ block is of size $rp^{N-1} \times rp^{N-1}$, and each $C_j$ is of size $r \times r$. Then there exists an $(f + rp^N) \times (f + rp^N)$ invertible matrix $T$ such that

$$T^{-1}MT = \tilde{M} \oplus B_1 \oplus B_2 \oplus \cdots \oplus B_{p^N - p^{N-1}},$$

with

$$\tilde{M} = \begin{bmatrix} F & pH \\ L & B_0 \end{bmatrix}, \quad B_0 = \sum_{m=0}^{p-1} D_m, \quad \text{and} \quad B_j = \sum_{m=0}^{p^N-1} \omega^{\gamma_j m} C_m \quad \text{for} \quad j = 1, 2, \ldots, p^N - p^{N-1},$$

where $\gamma_j$ are the elements of \{1, 2, \ldots, $p^N-1$\} which are not multiples of $p$. Consequently,

$$\sigma(M) = \sigma(\tilde{M}) \cup \sigma(B_1) \cup \sigma(B_2) \cup \cdots \cup \sigma(B_{p^N - p^{N-1}}).$$

We refer to any matrix which has the form of the first equality in Equation (7) block-circulant. A matrix which has the form of $C$ which is block-circulant for two different sized block partitions is called double block-circulant.

**Proof.** Before we begin, let us establish some useful identities involving roots of unity. Let $\omega = e^{2\pi i/p^N}$, and $\gamma$ and $\gamma'$ be integers that are both relatively prime to $p$ with $0 < \gamma < \gamma' < p^N$. Thus $\omega^\gamma$ is a primitive $p^N$-root of unity. Using the fact that $\sum_{k=0}^{p^N-1} (\omega^{\gamma})^km = 0$ if $p^N$ does not divide $m$ it is clear that for any integer $a$

$$\sum_{m=0}^{p-1} \omega^{\gamma(mp^N-1+a)} = 0, \quad \text{and} \quad \sum_{m=0}^{p^N-1} \omega^{\gamma m(m-\gamma')} = 0. \quad (10)$$

Let $S$ be the $rp^N \times r(p^N - p^{N-1})$ block matrix where $I_r$ is the $r \times r$ identity matrix:

$$S = \begin{bmatrix} I_r & I_r & \cdots & I_r \\ \omega^{\gamma_1} I_r & \omega^{\gamma_2} I_r & \cdots & \omega^{\gamma_1} I_r \\ \omega^{\gamma_2} I_r & \omega^{\gamma_2} I_r & \cdots & \omega^{\gamma_2} I_r \\ \vdots & \vdots & \cdots & \vdots \\ \omega^{(p^N-1)\gamma_1} I_r & \omega^{(p^N-1)\gamma_2} I_r & \cdots & \omega^{(p^N-1)\gamma q} I_r \end{bmatrix}, \quad (11)$$

where $\omega = e^{2\pi i/p^N}$, and $\omega^{\gamma_1}, \omega^{\gamma_2}, \ldots, \omega^{\gamma q}$ are the generators of the cyclic group of the $p^N$-roots of unity and $q = p^N - p^{N-1}$. We set

$$T = \begin{bmatrix} I_f & 0 & 0 \\ 0 & R' & S \end{bmatrix} \quad (12)$$
where $R = \begin{bmatrix} I_{rp^{N-1}} & I_{rp^{N-1}} & \cdots & I_{rp^{N-1}} \end{bmatrix}$. We consider the product

$$
\begin{bmatrix} I_f & 0 & 0 \\
0 & \frac{1}{p} R & \frac{1}{p} S^* \\
0 & \frac{1}{p^r} S^* 
\end{bmatrix} T = \begin{bmatrix} I_f & 0 & 0 \\
0 & \frac{1}{p} RR^T & \frac{1}{p} RS \\
0 & \frac{1}{p^r} S^* R^T & \frac{1}{p^r} S^* S 
\end{bmatrix},
$$

where $S^*$ is the conjugate transpose of $S$. The matrix $RS$ is a $p^{N-1} \times p^N$ r-block matrix where the $(a, b)^{th}$ block is given by

$$
I_r \sum_{m=0}^{p-1} \omega^{\gamma_b(mp^{N-1}a-1)} = 0,
$$

using Equation (10). Therefore $RS = 0$ and similarly, $S^* R^T = 0$. Note that $S^* S$ as a block matrix with $r \times r$ blocks where the $(a, b)^{th}$ block has the form

$$
I_r \sum_{m=0}^{p^{N-1}-1} \omega^{m(\gamma_b - \gamma_a)} = \begin{cases} p^N I_r & \text{if } a = b \\ 0_r & \text{if } a \neq b \end{cases}.
$$

So, $\frac{1}{p^r} S^* S = I_{r(p^N-p^{N-1})}$, and therefore

$$
T^{-1} = \begin{bmatrix} I_f & 0 \\
0 & \frac{1}{p} R \\
0 & \frac{1}{p^r} S^* 
\end{bmatrix}.
$$

Next we show that performing a similarity transformation using $T$ gives the equitable decomposition in Equation (8). Let $M$ be the matrix given in Equation (6). Letting $P = \begin{bmatrix} H & H & \cdots & H \end{bmatrix}$ and $Q = \begin{bmatrix} L^T & L^T & \cdots & L^T \end{bmatrix}^T$, we have

$$
T^{-1} M T = \begin{bmatrix} I_f & 0 & 0 \\
0 & \frac{1}{p} R & \frac{1}{p} S^* \\
0 & \frac{1}{p^r} S^* 
\end{bmatrix} \begin{bmatrix} F & P & \cdots & P \\
Q & C & \cdots & C \\
0 & R^T & S 
\end{bmatrix} \begin{bmatrix} I_f & 0 & 0 \\
0 & \frac{1}{p} RQ & \frac{1}{p} RCR^T \\
0 & \frac{1}{p^r} S^* Q & \frac{1}{p^r} S^* CR^T \\
0 & \frac{1}{p^r} S^* S 
\end{bmatrix}.
$$

It is straightforward to verify that

$$
PR^T = pH, \quad RQ = pL, \quad \text{and} \quad RCR^T = p \sum_{m=0}^{p-1} D_m = pB_0.
$$
To show that $PS = 0$, we break $P$ into $f \times r$ blocks $H_i$ and observe that $H_i = H_i + p^{N-1} - 1$. The $k$th $f \times r$ block in the product $PS$ is given by

$$\sum_{i=0}^{p^{N-1}-1} H_i \sum_{m=0}^{p-1} \omega^{\gamma_k(mp^{N-1}+i)} = 0,$$

as in Equation (10). A similar calculation shows that $S^* Q = 0$. Next we consider the matrix product $RCS$. The $(a, b)^{th}$ block has the form

$$\sum_{m=0}^{p^{N-1}} C_m \omega^{(m+a-1)\gamma_b} \omega^{-\gamma_a} = \left\{ \begin{array}{ll}
p^N \sum_{m=0}^{p^{N-1}} C_m \omega^{m\gamma_a} = p^N B_a & \text{if } a = b \\
\sum_{m=0}^{p^{N-1}} C_m \omega^{m\gamma_a} \sum_{n=0}^{p^{N-1}} \omega^{n(\gamma_b - \gamma_a)} = 0 & \text{if } a \neq b,
\end{array} \right.$$

which is the zero matrix by Equation (10) (with $a = 0$). Thus $RCS = 0$ and similarly $S^* C R^T = 0$.

Next we consider $S^* C S$. The $(a, b)^{th}$ $r \times r$ block of $S^* C S$ is given by

$$\sum_{n=0}^{p^{N-1}} \sum_{m=0}^{p^{N-1}} C_m \omega^{(m+n)\gamma_a} \omega^{-\gamma_b} = \left\{ \begin{array}{ll}
p^N \sum_{m=0}^{p^{N-1}} C_m \omega^{m\gamma_a} = p^N B_a & \text{if } a = b \\
\sum_{m=0}^{p^{N-1}} C_m \omega^{m\gamma_a} \sum_{n=0}^{p^{N-1}} \omega^{n(\gamma_b - \gamma_a)} = 0 & \text{if } a \neq b,
\end{array} \right.$$

using Equation (10) for entries where $a \neq b$. Thus,

$$S^* C S = B_1 \oplus B_2 \oplus \ldots \oplus B_{p^N-p^{N-1}}.$$

Finally, we have

$$T^{-1} M T = \left[ \begin{array}{cc} F & pH \\ L & B_0 \end{array} \right] \oplus B_1 \oplus B_2 \oplus \ldots \oplus B_{p^N-p^{N-1}}.$$

Next we show that if a graph has a prime-power automorphism $\phi$ then any automorphism compatible matrix $M$ of the graph has the form given in Equation (6) if we choose the transversal of the automorphism correctly.

**Proposition 3.2.** Let $G$ be a graph with automorphism $\phi$ of order $p^N$ for some prime $p$ and integer $N > 0$. Let $T_0$ be a transversal of the orbits of length $p^N$ of $\phi$, and let

$$\tilde{T}_0 = \bigcup_{m=0}^{p^{N-1}-1} T_m.$$
which is a transversal of the orbits of \( \phi^p \) when restricted to only vertices contained in orbits of maximal size. Let \( M \) be an automorphism compatible matrix on \( G \) and set

\[
\mathcal{J}_F = \{ v \in V(G) \mid |\mathcal{O}_\phi(v)| < p^N \}, \quad f = |\mathcal{J}_F|, \quad F = M[\mathcal{J}_F, \mathcal{J}_F],
\]

\[
H = M[\mathcal{J}_F, \tilde{\mathcal{J}}_0], \quad L = [\tilde{\mathcal{J}}_0, \mathcal{J}_F], \quad C_m = M[\mathcal{J}_0, \mathcal{J}_m], \quad \text{and} \quad D_s = M[\tilde{\mathcal{J}}_0, \tilde{\mathcal{J}}_s].
\]

Then there is a permutation similarity transformation of \( M \) which satisfies the conditions of Lemma \[3.1\].

**Proof.** Let \( r \) be the number of orbits of length \( p^N \), thus \( |\mathcal{J}_k| = r \), and \( |\tilde{\mathcal{J}}_k| = rp^{N-1} \). Permute the rows and columns of \( M \) so that they are labeled in the order \( \mathcal{J}_F, \mathcal{J}_0, \mathcal{J}_1, \ldots, \mathcal{J}_{pN-1} \). Abusing notation, we will call this reordered matrix \( \tilde{M} \) and let \( C \) be the principal submatrix consisting of the last \( rp^N \) rows and columns of \( M \). Also let

\[
\mathcal{J}_C = \mathcal{J}_0 \cup \mathcal{J}_1 \cup \ldots \mathcal{J}_{pN-1}. \tag{13}
\]

Notice that \( \phi|_{\mathcal{J}_C} : \mathcal{J}_C \rightarrow \mathcal{J}_C \). Hence, \( C \) is compatible with \( \phi|_{\mathcal{J}_C} \), since

\[
M[\mathcal{J}_s, \mathcal{J}_t] = M[\phi(\mathcal{J}_s), \phi(\mathcal{J}_t)] = \begin{cases} M[\mathcal{J}_{s+1}, \mathcal{J}_{t+1}] & \text{if } s \neq t \neq p^N - 1 \vspace{1mm} \\ M[\mathcal{J}_0, \mathcal{J}_{t+1}] & \text{if } s = p^N - 1, t \neq p^N - 1 \vspace{1mm} \\ M[\mathcal{J}_{s+1}, \mathcal{J}_0] & \text{if } s \neq p^N - 1, t = p^N - 1 \vspace{1mm} \\ M[\mathcal{J}_0, \mathcal{J}_0] & \text{if } s, t = p^N - 1 \end{cases}
\]

Thus \( C \) is a block-circulant matrix made up of \( r \times r \) blocks.

Since \( C \) is automorphism compatible with \( \phi|_{\mathcal{J}_C} \), \( C \) must also be automorphism compatible with \( \phi^{p^{N-1}}|_{\mathcal{J}_C} \). Thus

\[
M[\tilde{\mathcal{J}}_s, \tilde{\mathcal{J}}_t] = M[\phi^{p^{N-1}}(\tilde{\mathcal{J}}_s), \phi^{p^{N-1}}(\tilde{\mathcal{J}}_t)] = \begin{cases} M[\tilde{\mathcal{J}}_{s+1}, \tilde{\mathcal{J}}_{t+1}] & \text{if } s, t \neq p - 1 \vspace{1mm} \\ M[\tilde{\mathcal{J}}_0, \tilde{\mathcal{J}}_{t+1}] & \text{if } s = p - 1, t \neq p - 1 \vspace{1mm} \\ M[\tilde{\mathcal{J}}_{s+1}, \tilde{\mathcal{J}}_0] & \text{if } s \neq p - 1, t = p - 1 \vspace{1mm} \\ M[\tilde{\mathcal{J}}_0, \tilde{\mathcal{J}}_0] & \text{if } s, t = p - 1 \end{cases}
\]

implying \( C \) is also block circulant with \( rp^{N-1} \times rp^{N-1} \) blocks.

Notice that \( \phi^{p^{N-1}} \) fixes \( \mathcal{J}_F \), so that

\[
H = M[\mathcal{J}_F, \tilde{\mathcal{J}}_0] = M[\phi^{mp^{N-1}}(\mathcal{J}_F), \phi^{mp^{N-1}}(\tilde{\mathcal{J}}_0)] = M[\mathcal{J}_F, \tilde{\mathcal{J}}_m], \quad \text{and}
\]

\[
L = M[\tilde{\mathcal{J}}_0, \mathcal{J}_F] = M[\phi^{mp^{N-1}}(\tilde{\mathcal{J}}_0), \phi^{mp^{N-1}}(\mathcal{J}_F)] = M[\tilde{\mathcal{J}}_m, \mathcal{J}_F].
\]

Thus, \( M \) satisfies the hypotheses of Lemma \[3.1\]. \qed
Given a graph $G$ with a prime-powered automorphism $\phi$ our goal is to equitably decompose this graph, or equivalently the associated automorphism compatible matrix $M$, by sequentially decomposing $M$ into smaller and smaller matrices. The way we do this is to first use Lemma 3.1 and Proposition 3.2 to decompose $M$ into the product

$$\tilde{M} \oplus B_1 \oplus B_2 \oplus \cdots \oplus B_{p^{N-1}}.$$ 

By virtue of the way in which this decomposition is carried out the smaller matrix $\tilde{M}$ also has a “smaller” automorphism $\psi$ that can similarly be used to decompose the matrix $\tilde{M}$, which we demonstrate in the following proposition.

**Proposition 3.3.** Assume the graph $G$, the matrix $M$, and the automorphism $\phi$ satisfy the hypotheses in Proposition 3.2. Then there exists an automorphism $\psi \in \text{Aut}(\tilde{M})$ of order $p^{N-1}$ where

$$\tilde{M} = \begin{bmatrix} F & pH \\ L & B_0 \end{bmatrix}$$

is the matrix described in Lemma 3.1.

**Proof.** Let the matrix $M$ be the automorphism compatible matrix with the reordering: $T_F, T_0, T_1, \ldots, T_{p^{N-1}}$. Recall that under this vertex ordering, each orbit of maximal length of $\phi$ looks like

$$\mathcal{O}_\phi(i) = (i, i + r, i + 2r, \ldots, i + rp^N).$$

We define a map $\psi$ on $T_F \cup \tilde{T}_0$ (where $\tilde{T}_0$ is defined in Proposition 3.2) by

$$\psi(i) = \begin{cases} \phi(i) & i \notin T_{p^{N-1}} \\ \phi^{1-p^{N-1}}(i) & \text{otherwise.} \end{cases}$$

(14)

It is straightforward to verify that $\phi(T_F) = T_F, \phi^k(T_m) = T_{k+m}$, so that $\psi : T_F \cup \tilde{T}_0 \rightarrow T_F \cup \tilde{T}_0$. We wish to show for all $i, j \in T_F \cup \tilde{T}_0 \tilde{M}(\psi(i), \psi(j)) = \tilde{M}(i, j)$. To do this we first consider the case where $i$ or $j$ is in $T_F$. For $\epsilon_1, \epsilon_2 \in \{0, 1\}, \tilde{M}(\psi(i), \psi(j))$ is given below.

$$M(\phi(i), \phi(j)) = M(i, j) = \tilde{M}(i, j) \quad i \in T_F, j \in T_F$$

$$\tilde{M}(\phi(i), \phi^{1-\epsilon_1 p^{N-1}}(j)) = \tilde{M}(\phi(i), \phi(j)) = pM(\phi(i), \phi(j)) = pM(i, j) = \tilde{M}(i, j) \quad i \in T_F, j \notin T_F$$

$$\tilde{M}(\phi^{1-\epsilon_2 p^{N-1}}(i), \phi(j)) = \tilde{M}(\phi(i), \phi(j)) = M(\phi(i), \phi(j)) = M(i, j) = \tilde{M}(i, j) \quad i \notin T_F, j \in T_F$$

The first equalities in the second and third cases are valid because of the block circulant nature of $M$, as described in Proposition 3.2 and Lemma 3.1.
Finally, we consider the case where neither $i$ nor $j$ is in $\mathcal{I}_F$. Then for $\epsilon_1, \epsilon_2 \in \{0, 1\}$,

$$
\tilde{M}(\psi(i), \psi(j)) = \tilde{M}(\phi^{1-\epsilon_1 p^{N-1}}(i), \phi^{1-\epsilon_2 p^{N-1}}(j)) = \sum_{m=0}^{p-1} M(\phi^{1-\epsilon_1 p^{N-1}}(i), \phi^{1+(m-\epsilon_2) p^{N-1}}(j))
$$

$$
= \sum_{m=0}^{p-1} M(i, \phi^{(m+\epsilon_1-\epsilon_2) p^{N-1}}(j)) = \sum_{m=0}^{p-1} M(i, (\phi p^{N-1})^m(j)) = \tilde{M}(i, j),
$$

where the second to last equality is true because the sum passes through all $p$ distinct powers of $p^{N-1}$ exactly once, and the addition of $\epsilon_1$ and $\epsilon_2$ only changes the order in which this happens. \hfill \square

Each time we use Propositions 3.2 and 3.3 on a matrix $M$ with automorphism $\phi$ of order $|\phi| = p^N$ we obtain a smaller matrix $\tilde{M}$ with automorphism $\psi$ of order $|\psi| = p^{N-1}$. It is in fact possible to sequentially repeat this process until we “run out” of powers of $p$. The result is the equitable decomposition of the graph $G$ over $\phi$.

**Theorem 3.4. (Equitable Decompositions over Prime-Powered Automorphisms)** Suppose $G$ is a graph with automorphism $\phi$ where $|\phi| = p^N$ for some prime $p$ and $N \geq 1$. If $M$ is an automorphism compatible matrix of $G$ then by repeated application of Propositions 3.2 and 3.3 we obtain the equitable decomposition

$$
M_\phi \oplus \tilde{M}_1 \oplus \tilde{M}_2 \oplus \cdots \oplus \tilde{M}_N,
$$

where $M_\phi$ is the divisor matrix associated with $\phi$ and $\tilde{M}_i = (i_1B_1 \oplus i_2B_2 \oplus \cdots \oplus i_{B_{p^{N+i+1}-p^{N-i}}})$ where $i_j$ has size $r_i \times r_i$, where $r_i$ is the number of orbits of $\phi$ with length greater than or equal to $p^{N-i+1}$ and $1 \leq j \leq p^{N-i+1} - p^{N-i}$

**Proof.** By Proposition 3.2 and Lemma 3.1 we can decompose $M$ into $M_1 = \tilde{M}_1 \oplus \tilde{M}_1$, where $\tilde{M}_1 = \tilde{M}$ and $\tilde{M}_1 = i_1B_1 \oplus i_2B_2 \oplus \cdots \oplus i_{B_{p^{N-p^{N-1}}}}$. Also let $\psi$ be the automorphism of $\tilde{M}_1$ as in Proposition 3.3

Next we will use $\psi$ to decompose $\tilde{M}_1$. We pick a transversal $\mathcal{I}_0$ of the orbits of maximal length of $\psi$, and $\mathcal{I}_F$ which will contain all the indices belonging to orbits of length less than $p^{N-1}$. If we perform a permutation similarity transformation on $M_1$ so that our indices now appear in the order $\mathcal{I}_F, \mathcal{I}_0, \ldots, \mathcal{I}_{p^{N-1}}$, we can use Proposition 3.2 and Lemma 3.1 to complete another decomposition. We repeat this process $N$ times.

We need to show that the block matrix $\tilde{M}_N$ appearing in the upper left portion of the final decomposition satisfies $\tilde{M}_N = M_\phi$, where $M_\phi$ is the divisor matrix obtained from an equitable partition of the original matrix $M$ using the orbits of $\phi$ as the partition set. To do so, recall that

$$
M_\phi(i, j) = \sum_{r \in \mathcal{O}_\phi(j)} M_{1r}.
$$
It is easy to verify that each of the indices of the rows and columns of $\tilde{M}_N$ correspond to a distinct orbit of length $p^k$.

Suppose that $j$ is an index appearing in $\tilde{M}_N$ and in an orbit of length $p^k$ for some $k > 0$. Then in the first $N - k$ decompositions, $j$ will be placed in the set $\mathcal{T}_F$. Thus, if $\tilde{M}_{k-1}$ is the matrix created at the end of the $(k - 1)^{th}$ decomposition and $M$ is the matrix created at the end of the $k^{th}$ decomposition, and $1 \leq k \leq N - k$, then $\tilde{M}_k(i, j) = \tilde{M}_{k-1}(i, j) = M(i, j)$.

We consider the $(N - k + 1)^{th}$ decomposition, which begins with an automorphism of order $p^k$. Examining the formulas in Equation (8) and (9) gives

$$\tilde{M}_{N-k+1}(i, j) = \sum_{m=0}^{p-1} M(i, \phi^{mp_k^{-1}}(j)).$$

The next decomposition will yield

$$\tilde{M}_{N-k+2}(i, j) = \sum_{m_2=0}^{p-1} \tilde{M}_{N-k+1}(i, \phi^{mp_k^{-2}}(j)) = \sum_{m_2=0}^{p-1} \sum_{m_1=0}^{p-1} M(i, \phi^{m_1p_k^{-1} + m_2p_k^{-2}}(j)).$$

Thus, the entries in $\tilde{M}_N$ are determined by

$$\tilde{M}_N = \sum_{m_1, m_2, \ldots, m_k=0}^{p-1} M(i, \phi^{m_1p_k^{-1} + m_2p_k^{-2} + \ldots + m_k}(j)) = \sum_{r \in \mathcal{O}(j)} M_{i,r}.$$

We note here that in the case that $N = 1$, this process is exactly the same process outlined in [1] for equitably decomposing over a basic automorphism.

According to Theorem 3.4 it is possible to equitably decompose a graph over any of its prime-power automorphisms. Although this is true it is probably not obvious at this point how this type of decomposition can be carried out. What follows is an algorithm detailing the steps involved in this process.

**Performing Equitable Decompositions Involving Prime-Power Automorphisms**

For a graph $G$ with automorphism compatible matrix $M$ and automorphism $\phi$ with $|\phi| = p^N$, set $M_0 = M$, and $\phi_1 = \phi$. To begin we start with $i = 1$ in Step a.

**Step a:** Choose $\mathcal{T}_F$ to be all elements of the graph $G$ which are contained in orbits of $\phi_i$ with length less than $p^{N-i+1}$. Choose $\mathcal{T}_0$ to be a transversal of all orbits of $\phi_i$ with length equal to $p^{N-i+1}$, and let

$$\tilde{\mathcal{T}}_0 = \{ \mathcal{T}_0, \phi_1(\mathcal{T}_0), \phi_1^2(\mathcal{T}_0), \ldots, \phi_1^{p^{N-i}}(\mathcal{T}_0) \}$$
and use this $\mathcal{T}_0$ and $\tilde{\mathcal{T}}_0$ to order the matrix $M_{i-1}$ as in Proposition 3.2.

**Step b:** Form the matrix $T$ as described in Lemma 3.1. Perform the equitable decomposition of $M_{i-1}$ via a similarity transformation and define

$$M_i = TM_{i-1}T^{-1}.$$  

**Step c:** Extending the definition of $\psi$ found in Equation (14) which is described in the proof of Proposition 3.3, we define $\phi_i$ by

$$\phi_i(k) = \begin{cases} 
\phi_i(k) & k \in \mathcal{T}_f \cup \mathcal{T}_0 \cup \mathcal{T}_1 \cup \cdots \cup \mathcal{T}_{p^{N-i-2}} \\
\phi_i^{1-p^{N-i}}(k) & k \in \mathcal{T}_{p^{N-i-1}} \\
k & \text{otherwise}.
\end{cases} \quad (15)$$

If $i < N$, then set $i = i + 1$ and return to Step a, otherwise the decomposition is complete.

To demonstrate how this algorithm is applied we return to our previous example, the graph $G$ shown in Figure 1 which we are now able to fully decompose.

**Example 3.5.** Consider the matrix $M$ and graph $G$ shown in Figure 1 previously considered in Example 2.5. Here, $\phi = \phi_1$ is the automorphism $\phi_1 = (1, 2, 3)(4, 5, 6, 7, 8, 9, 10, 11, 12)$, which has order $9 = 3^2$. Thus we will run through Steps a-c in our algorithm twice, i.e. we go through two rounds of this algorithm. Note that the matrix $M$ has the form guaranteed by Proposition 3.2. We set $i = 1$ and proceed to Step a.

**Round 1**

**Step a:** Here, $\mathcal{T}_F = \{1, 2, 3\}$ and choose $\mathcal{T}_0 = \{4\}$, which gives us $\tilde{\mathcal{T}}_0 = \{4, 5, 6\}$. Thus the adjacency matrix $M_0 = M$ for $G$ given in Figure 1 is already ordered appropriately.

**Step b:** Following Proposition 3.2, we can decompose $M_0$ using a similarity transformation to obtain $M_0 M_1 = \tilde{M}_1 + \hat{M}_1$, where

$$\tilde{M}_1 = \begin{bmatrix} 2 & 1 & 1 & 1 & 0 & 0 \\
1 & 2 & 1 & 0 & 1 & 0 \\
1 & 1 & 2 & 0 & 0 & 1 \\
3 & 0 & 0 & 0 & 1 & 1 \\
0 & 3 & 0 & 1 & 0 & 1 \\
0 & 0 & 3 & 1 & 1 & 0 \end{bmatrix}, \text{ and } \hat{M}_1 = [\lambda_1] \oplus [\lambda_2] \oplus [\lambda_3] \oplus [\lambda_4] \oplus [\lambda_5] \oplus [\lambda_6]$$
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where (with $\omega = e^{2\pi i/9}$) Equation (9) gives

$$
\lambda_1 = \omega + \omega^3 + \omega^6 + \omega^8 \approx -0.652,
\lambda_2 = \omega^2 + \omega^6 + \omega^{12} + \omega^{16} \approx -2.879,
\lambda_3 = \omega^3 + \omega^{12} + \omega^{24} + \omega^{32} \approx 0.532,
\lambda_4 = \omega^5 + \omega^{15} + \omega^{30} + \omega^{40} \approx 0.532,
\lambda_5 = \omega^7 + \omega^{21} + \omega^{42} + \omega^{56} \approx -2.879,
\lambda_6 = \omega^8 + \omega^{24} + \omega^{48} + \omega^{64} \approx -0.652,
$$

which are six eigenvalues of the adjacency matrix $M$. The associated adjacency graph, the graph whose adjacency matrix is $\tilde{M}_1 \oplus \hat{M}_1$, is shown in Figure 3.

![Graph](image)

Figure 3: The decomposition of the graph $G$ on 12 vertices using the method outlined in Proposition 3.2 after Round 1.

**Step c:** Now we form our new automorphism $\phi_2$ on $\tilde{M}_2$. According to Equation (15) $\phi_2$ acts like $\phi$ on $\mathcal{T}_F \cup \mathcal{T}_0 \cup \mathcal{T}_1 = \{1, 2, 3, 4, 5\}$, while $\phi_2(6) = \phi^{1-3'}(6) = 4$. Thus, $\phi_2 = (1, 2, 3)(4, 5, 6)$. Now, we set $i = 2$ and return to **Step a**.

**Round 2**

**Step a:** Here, $\mathcal{T}_f = \emptyset$ and we choose $\mathcal{T}_0 = \mathcal{\tilde{T}} = \{1, 4\}$.

**Step b:** We reorder the rows and columns of $\tilde{M}_1$ to correspond to our transversals. The relevant block matrices are

$$
C_0 = \begin{bmatrix} 0 & 3 \\ 1 & 2 \end{bmatrix},
C_1 = C_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
$$
Performing the equitable decomposition as described in Proposition $3.2$ gives $M_2 = \tilde{M}_2 \oplus \hat{M}_2 \oplus \hat{M}_1$, where

\[
\tilde{M}_2 = \begin{bmatrix} 2 & 3 \\ 1 & 4 \end{bmatrix}, \quad \text{and} \quad \hat{M}_2 = \begin{bmatrix} -1 & 3 \\ 1 & 1 \end{bmatrix} \oplus \begin{bmatrix} -1 & 3 \\ 1 & 1 \end{bmatrix}
\]  

(16)

with associated adjacency graph in Figure 4.

Figure 4: The decomposition of the graph $G$ on 12 vertices using the method outlined in Proposition $3.2$ after Round 2.

**Step c:** Because $i = 2$, the decomposition is complete and there is no need to find $\phi_2$.

It is worth noting that in this equitable decomposition we have recovered the divisor matrix of the equitable partition associated with the prime-power automorphism $\phi$. This is the matrix $\tilde{M}_2 = \begin{bmatrix} 2 & 3 \\ 1 & 4 \end{bmatrix}$ seen in Equation (16).

4. General Equitable Decompositions

In general, the order of an automorphism $\phi$ of a graph $G$ will not be prime-powered but will have order $\phi = p^N \ell$ where $p$ is a prime which is relatively prime to $\ell$. In this case neither Theorem $3.4$ nor any previous result guarantees that it is possible to create an equitable decomposition of $G$ with respect to $\phi$. In this section we show that this can, in fact, be done.

**Remark 4.1.** When performing an equitable decomposition of a graph using an automorphism $\phi$ whose order is not prime-powered (say, $|\phi| = p^N \ell$), our strategy will be to create an automorphism $\psi = \phi^\ell$ of order $p^N$ and follow the procedure set out in Theorem $3.4$. In order to guarantee that the resulting decomposed matrix still has an automorphism of order $\ell$, we must restrict our method of choosing transversals. This is done using the following rules:
If $a \in V(G)$ was chosen to be in $\mathcal{T}_0$ in a previous round, $a$ must appear in $\mathcal{T}_0$ in the next round as well.

If $a \in V(G)$ is chosen to be in $\mathcal{T}_0$ in a certain round, and $|\mathcal{E}_\phi(a)| = p^k m$, then $\phi^{p^k}(a), \phi^{2p^k}(a), \ldots, \phi^{(m-1)p^k}(a)$ must also be in $\mathcal{T}_0$.

**Proposition 4.2.** Let $\phi$ be an automorphism of a graph $G$ with automorphism compatible matrix $M$. Suppose that $\phi$ has order $p^N \ell$, with $p$ a prime which does not divide $\ell$. Then $\psi = \phi^\ell$ is an automorphism of $G$ of order $p^N$. Moreover, it is possible to construct an automorphism $\tilde{\phi}$ associated with the equitable decomposition of $M$ over $\psi$ of order $\ell$ such that the divisor matrix $M_{\phi} = (M^\phi)$.

**Proof.** Let $M$ be an automorphism compatible matrix of the graph $G$ and $\phi \in Aut(G)$ of order $|\phi| = p^N \ell$ where $p$ is a prime that does not divide $\ell$. Then $\psi = \phi^\ell$ has order $p^N$, which allows us to use Theorem 3.4 to decompose $M$ with respect to this automorphism.

To carry out this decomposition we follow the procedure outlined in the previous propositions and theorems, choosing our transversals according to the guidelines in Remark 4.1. Note that since $p^k$ and $\ell$ are relatively prime, there exist integers $\alpha$ and $\beta$ such that $1 = \ell \alpha + p^N \beta$. We define our automorphism $\tilde{\phi} : V(G) \to V(G)$ by

$$\tilde{\phi}(a) = \phi^{1-\ell \alpha}(a) = \phi^{p^k(p^N-\beta \ell)}(a).$$

The second equality above demonstrates that $\tilde{\phi}$ is closed on each $\mathcal{T}_m$.

We now show that $\tilde{\phi}$ is an automorphism of $\tilde{M}_k$ for each $k = 0, \ldots, N$. By hypothesis, $M = \tilde{M}_0$ is compatible with $\phi^{1-\ell \alpha}$. We then assume that $\tilde{M}_{k-1}$ is as well. Let $\mathcal{T}_F$, $\mathcal{T}_0, \ldots, \mathcal{T}_{p^k-1}$ be defined in Round $k$ of the decomposition. Note that since $\tilde{\phi}$ is closed on each transversal, $a$ and $\phi^{1-\ell \alpha}(a)$ must both be in $\mathcal{T}_F$ or neither, and if $a \in \mathcal{T}_m$, then $\phi^{1-\ell \alpha}(a)$ must also be an element of $\mathcal{T}_m$. Thus, $\phi^{1-\ell \alpha}$ is a closed map on the indices of $\tilde{M}_k$.

We wish to show that for any $a, b \in \mathcal{T}_F \cup \tilde{\mathcal{T}}_0$,

$$\tilde{M}_k(\phi^{1-\ell \alpha}(a), \phi^{1-\ell \alpha}(b)) = \tilde{M}_k(a, b).$$  \hspace{1cm} (17)

Lemma 3.1 and Proposition 3.2 give

$$\tilde{M}_k(\phi^{1-\ell \alpha}(a), \phi^{1-\ell \alpha}(b)) = \begin{cases} M_{k-1}(\phi^{1-\ell \alpha}(a), \phi^{1-\ell \alpha}(b)) & \text{if } b \in \mathcal{T}_F \\ p M_{k-1}(\phi^{1-\ell \alpha}(a), \phi^{1-\ell \alpha}(b)) & \text{if } b \notin \mathcal{T}_F, a \in \mathcal{T}_F \\ \sum_{m=0}^{p-1} M_{k-1}(\phi^{1-\ell \alpha}(a), \phi^{m \ell p^{k-1} - \ell \alpha}(b)) & \text{if } b \notin \mathcal{T}_F, a \notin \mathcal{T}_F \\ \end{cases}$$
All three cases give the desired result in Equation 17 because, by assumption, $\tilde{M}_{k-1}$ is compatible with $\tilde{\phi}$.

We now consider the block matrices $\mathcal{B_j}$ in $\tilde{M}_k$ (cf. Theorem 3.4), setting $i = N - k + 1$ in the $k$th decomposition and $\omega$ to be a primitive $p'$th root of unity. Note that

$$\mathcal{B_j}(\tilde{\phi}(a), \tilde{\phi}(b)) = \sum_{m=0}^{\rho' - 1} \omega^{m\gamma} \tilde{M}_{k-1}(\tilde{\phi}(a), \phi^{\ell m}(\tilde{\phi}(b))) = \sum_{m=0}^{\rho' - 1} \omega^{m\gamma} \tilde{M}_{k-1}(\tilde{\phi}(a), \tilde{\phi} \circ \phi^{\ell m}(b))$$

$$= \sum_{m=0}^{\rho' - 1} \omega^{m\gamma} \tilde{M}_{k-1}(a, \phi^{\ell m}(b)) = \mathcal{B_j}(a, b)$$

since $\tilde{M}_{k-1}$ is compatible with $\tilde{\phi}$. Thus, $\tilde{\phi}$ is an automorphism on the decomposed matrix $M_k = \tilde{M}_k + \tilde{M}_k$ for each $k = 0, 1, \ldots, N$. It is straightforward to verify that $\tilde{\phi}$ has order $\ell$ on $M_k$, since the row and column indices in this matrix contain representatives from each orbit of $\phi$.

Finally, we need to show that by first decomposing $M$ using $\psi$ then using $\tilde{\phi}$ the result is the divisor matrix $M_{\tilde{\phi}}$. To see this we assume that $|\tilde{\phi}(b)| = p^m$ and note that

$$\left(M_{\psi}\right)_{\tilde{\phi}}(a, b) = \sum_{r \in \tilde{\phi}(b)} M_{\psi}(a, r) = \sum_{r \in \tilde{\phi}(b)} \sum_{s \in \tilde{\phi}(r)} M(a, s)$$

Since $m$ is relatively prime to both $\beta$ and $p$, it is clear from the construction of $\alpha$ and $\beta$ that

$$\tilde{\phi}(b) = \{\phi^{(1-\alpha)t}b \mid t = 0, \ldots, m - 1\} = \tilde{\phi}(b).$$

Thus,

$$\bigcup_{r \in \tilde{\phi}(b)} \tilde{\phi}(r) = \{\phi^{\ell x + p^t}b \mid t = 0, \ldots, m - 1, \ x = 0, \ldots, p^k\} = \tilde{\phi}(b),$$

and

$$\left(M_{\psi}\right)_{\tilde{\phi}}(a, b) = \sum_{r \in \tilde{\phi}(b)} \sum_{s \in \tilde{\phi}(r)} M(a, s) = \sum_{r \in \tilde{\phi}(b)} M(a, r) = M_{\tilde{\phi}}(a, b).$$

By repeated application of Theorem 3.4 and Proposition 4.2, we can at this point state the general theorem of equitable decompositions.

**Theorem 4.3. (Equitable Decompositions over Arbitrary Automorphisms)** Let $G$ be a graph, $\phi$ be any automorphism of $G$, and $M$ be an automorphism compatible matrix of $G$. Then there exists an invertible matrix $T$ that can be explicitly constructed such that

$$T^{-1}MT = M_{\tilde{\phi}} \oplus B_1 \oplus B_2 \oplus \cdots B_k$$

(18)
where $M_{\phi}$ is the divisor matrix associated with $\phi$. Thus

$$\sigma(M) = \sigma(M_{\phi}) \cup \sigma(B_1) \cup \sigma(B_2) \cup \cdots \cup \sigma(B_K).$$

We now give an algorithm for equitably decomposing a graph with respect to any of its automorphisms.

**Performing Equitable Decompositions of General Type**

Let $G$ be a graph with automorphism compatible matrix $M$ and $\phi$ of order $\ell$ with prime factorization $\ell = p_0^{N_0} p_1^{N_1} \cdots p_h^{N_{h-1}}$. Initially set $M_0 = M$, $\ell_0 = \ell$, and $\phi_0 = \phi$. We perform $h$ sequential decompositions of $M$, one for each prime in the factorization of $\ell$. To begin we start with $i = 0$, and move to Step A.

**Step A:** Let $\ell_{i+1} = \ell_i/p_i^{N_i}$. Form the prime-power automorphism $\psi_i = \phi_{i}^{\ell_{i+1}}$, which has order $p_i^{N_i}$.

**Step B:** Perform the $N_i$ equitable decompositions of $M_i$ using the algorithm described in Section 3. Throughout this process we choose a semi-transversal as prescribed in Remark 4.1. Finally we define $M_{i+1}$ to be the resulting matrix of the above algorithm.

**Step C:** Define $\phi_{i+1} = \tilde{\phi}_i = \phi_i^{1-\ell_i\alpha}$, where $\alpha$ is the integer chosen so that $1 = \ell_{i+1}\alpha + p_i^{N_i}\beta$ as described in the proof of Proposition 4.2. If $i < h$, then set $i = i + 1$ and return to Step A. Otherwise, the decomposition is complete.

The procedure described in Steps A–C allows one to sequentially decompose a matrix $M$ over any of its automorphisms. By extension we refer to the resulting matrix as an equitable decomposition of $M$ over $\phi$. The following example illustrates an equitable decomposition over an automorphism that is neither basic, separable, nor prime-powered, i.e. an equitable partition that cannot be done by any previously given algorithm.

**Example 4.4.** Consider the graph $G$ shown in Figure 5. Here we consider its adjacency matrix $M$.

This graph has the automorphism

$$\phi = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)(13, 14, 15, 16, 17, 18),$$

which has order $12 = 2^2 \cdot 3$. Thus in the prime decomposition of $|\phi|$, $p_0 = 2$, $N_0 = 2$ and $p_1 = 3, N_1 = 1$. Because there are two distinct prime factors in this prime decomposition we will go through the Steps A-C in our algorithm twice in two rounds in order to fully decompose the graph $G$. We start with $i = 0$, $M_0 = M$, $\ell_0 = 12$, and $\phi_0 = \phi$. 
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Step A: We start with $\ell_1 = \ell_0 / p_N^0 = 12 / 2^2 = 3$ so that

$$\psi_0 = \phi_0^3 = (1, 4, 7, 10)(2, 5, 8, 11)(3, 6, 9, 12)(13, 16)(14, 17)(15, 18).$$

Step B: Now we run though the algorithm given in Section 3 for decomposing a graph over a prime-power automorphism. In this case we will require two rounds for the automorphism $\psi_0$.

In Round 1 of this sub-decomposition, we have three orbits of maximal length. When choosing our semi-transversal $T_0$, we are free to choose any element from the first orbit, but based on that choice the other two elements of $T_0$ are determined by the rules in Remark 4.1. We choose vertex 1 to be in $T_0$. Therefore $T_0 = \{1, \phi_0^4(1), \phi_0^{24}(1)\} = \{1, 5, 9\}$. Thus,

$$T_0 = \{1, 5, 9\}, \ T_1 = \{4, 8, 12\}, \ T_2 = \{7, 11, 3\}, \text{ and } T_3 = \{10, 2, 6\}.$$

The remaining vertices are put into $T_F = \{13, 14, 15, 16, 17, 18\}$ since they are contained in orbits of $\psi_0$ whose order is not maximal. The relevant block matrices for this stage of
the decomposition are

\[
F = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0
\end{bmatrix},
\quad H = L^T = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix},
\quad L = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

\[C_0 = C_2 = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad C_1 = \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}, \quad C_3 = \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{bmatrix}.
\]

\[\begin{bmatrix}
C_0 \\
C_3 \\
C_0
\end{bmatrix}, \quad D_0 = \begin{bmatrix}
C_0 \\
C_3 \\
C_0
\end{bmatrix}, \quad D_1 = \begin{bmatrix}
C_2 \\
C_3 \\
C_1 \\
C_2
\end{bmatrix}.
\]

The first round of this algorithm results in a decomposed matrix

\[M_1 = \tilde{M}_1 \oplus \hat{M}_1\]

where

\[\tilde{M}_1 = \begin{bmatrix}
F \\ 2H \\ L
\end{bmatrix}, \quad \hat{M}_1 = \begin{bmatrix}
-i & i \\ i & 0 & -i \\ -i & i & 0
\end{bmatrix} \oplus \begin{bmatrix}
-i & 0 & i \\ i & -i & 0
\end{bmatrix}.
\]

The associated decomposed graph is shown in Figure 6. In the second iteration of the sub-algorithm, we use Equation (15) to find the new automorphism

\[\psi_1 = \psi_0^2 = (1, 4)(5, 8)(9, 12)(13, 16)(14, 17)(15, 18),\]

which has six cycles of length two. We now must choose the semi-transversals for the next step. We begin with \(\mathcal{T}_0 = \{1, 5, 9\}\) from the previous round. Now we are free to choose any element from the orbits of length 2 of \(\phi_0\), so we choose 13, and then add \(\{13, \phi_0^1(13), \phi_0^2(13)\} = \{13, 15, 17\}\) to \(\mathcal{T}_0\). Thus we have

\[\mathcal{T}_0 = \{1, 5, 9, 13, 15, 17\}\] and \(\mathcal{T}_1 = \{4, 8, 12, 16, 18, 14\}\).

Using these transversals, the relevant block matrices are

\[F = H = L = \emptyset, \quad C_0 = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad C_1 = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1
\end{bmatrix}.
\]
Figure 6: The decomposed graph $G$ after one round of decomposing using automorphism $\psi_0 = (1, 4, 7, 10) \ (2, 5, 8, 11)(3, 6, 9, 12)(13, 16)(14, 17)(15, 18)$. The weights of unidirectional and bidirectional edges are equal to one unless otherwise stated.

So, the second round results in an adjacency matrix $M_2 = \tilde{M}_2 \oplus \hat{M}_2 \oplus \hat{M}_1$ where

\[
\tilde{M}_2 = \begin{bmatrix}
0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 & 0 \\
2 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 2 & 1 & 0 & 1 \\
0 & 2 & 0 & 1 & 1 & 0
\end{bmatrix}, \quad \text{and} \quad \hat{M}_2 = \begin{bmatrix}
0 & -1 & -1 & 1 & 0 & 0 \\
-1 & 0 & -1 & 0 & 0 & 1 \\
-1 & -1 & 0 & 0 & 1 & 0 \\
2 & 0 & 0 & 0 & -1 & -1 \\
0 & 0 & 2 & -1 & 0 & -1 \\
0 & 2 & 0 & -1 & -1 & 0
\end{bmatrix}
\]

with the associated decomposed graphs given in Figure 7.

*Step C*: Now we have exhausted the decompositions that can be accomplished using $p_0 = 2$. We move to the prime $p_1 = 3$, and notice that

\[1 = 1 \cdot 4 + (-1) \cdot 3.\]

Thus we now use the automorphism

$\phi_1 = \tilde{\phi} = \phi_0^{(1+3)} = (1, 5, 9)(2, 6, 10)(3, 7, 11)(4, 8, 12)(13, 17, 15)(14, 18, 16).$
Figure 7: The decomposed graph $G$ after the second round using $\psi_0 = (1, 4, 7, 10)$ $(2, 5, 8, 11)(3, 6, 9, 12)(13, 16)(14, 17)(15, 18)$. The weights of unidirectional and bidirectional edges are equal to one unless otherwise stated.

Round II

Step A: Here $\ell_2 = 1$ and $\psi_1 = \phi_1^1$. We begin with the matrix $M_0$ equal to $M_2$ from the previous round.

Step B: On this step we only need to run through the above algorithm once since the order of $\phi_1$ is three. It is worth mentioning that during this step we do not need to be worried about how we choose the transversal for this decomposition because this is the final step and the transversal only needs to be carefully chosen to guarantee that the resulting decomposed graph contains a symmetry for the next round. We choose the transversal $T_0 = \{1, 2, 3, 4, 13, 14\}$, thus

$T_0 = \{1, 13, 4, 14, 2, 3\}$, $T_1 = \{5, 17, 8, 18, 6, 7\}$, and $T_2 = \{9, 15, 12, 16, 10, 11\}$.
The relevant block matrices for this decomposition are

\[ C_0 = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 2 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ C_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 2 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & i & 0 \\ 0 & 0 & 0 & 0 & 0 & i \end{bmatrix} \]

\[ C_2 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -i & 0 \\ 0 & 0 & 0 & 0 & 0 & -i \end{bmatrix} \]

So, setting \( \omega = e^{\frac{2\pi}{3}} \) the final matrix decomposition is \( M_1 = \tilde{M}_1 \oplus \hat{M}_1 \) with

\[ \tilde{M}_1 = \begin{bmatrix} 2 & 1 \\ 2 & 2 \end{bmatrix} \oplus \begin{bmatrix} -2 \\ 2 & -2 \end{bmatrix} \oplus [0] \oplus [0] \]

\[ \hat{M}_1 = \begin{bmatrix} -1 & 1 \\ 2 & -1 \end{bmatrix} \oplus \begin{bmatrix} 1 \\ 2\omega \end{bmatrix} \oplus [\sqrt{3}] \oplus [\sqrt{3}] \oplus \cdots \]

\[ \begin{bmatrix} -1 & 1 \\ 2 & -1 \end{bmatrix} \oplus \begin{bmatrix} 1 \\ 2\omega^2 \end{bmatrix} \oplus [-\sqrt{3}] \oplus [-\sqrt{3}] \]

**Step C:** There is no need to find \( \phi_2 \) since we cannot decompose this matrix any further.

Notice that the first 2 \times 2 matrix appearing in the presentation of \( \tilde{M}_1 \) above is precisely the divisor matrix associated with the original automorphism \( \phi \).

### 5. Spectral Radius of the divisor Matrix

One particularly useful spectral property is the spectral radius associated with the graph structure \( G \) of a network. The spectral radius \( \rho(M) \) of a matrix \( M \) associated with \( G \) is given by

\[ \rho(M) = \max\{|\lambda| : \lambda \in \sigma(M)\}. \]

The spectral radius \( \rho(M) \) of a network, or more generally a dynamical system, is particularly important for studying the system’s dynamics. For instance, the matrix \( M \) associated
with a network may be a global or local linearization of the system of equations that govern the network’s dynamics. If the network’s dynamics are modeled by a discrete-time system, then stability of the system is guaranteed if $\rho(M) < 1$ and local instability results when $\rho(M) > 1$ [10].

From the theory of equitable partitions it follows that $\sigma(M_\phi) \subset \sigma(M)$. In fact, it was shown in [2] that the spectral radius $\rho(M)$ of $M$ is an eigenvalue of $M_\phi$ if $\phi$ is separable and the matrix $M$ is nonnegative and irreducible. In this section we will generalize the result to show that the spectral radius $\rho(M)$ of an automorphism compatible matrix $M$ is the same as the spectral radius of the divisor matrix $M_\phi$ for any automorphism $\phi$ if $M$ is both nonnegative and irreducible.

**Proposition 5.1. (Spectral Radius of a General Equitable Partition)** Let $\phi$ be any automorphism of a graph $G$ with $M$ an automorphism compatible matrix. If $M$ is nonnegative and irreducible, then $\rho(M) = \rho(M_\phi)$.

Before we can prove the proposition we need the following lemma.

**Lemma 5.2.** If an irreducible, nonnegative matrix $A$ has block circulant form

$$
A = \begin{bmatrix}
A_1 & A_2 & A_3 & \ldots & A_n \\
A_n & A_1 & A_2 & \ldots & A_{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A_2 & A_3 & A_4 & \ldots & A_1 \\
\end{bmatrix}
$$

and $B = \sum_{m=1}^{n} A_m$,

then $\rho(A) = \rho(B)$.

*Proof.* Because $A$ is nonnegative and irreducible, then $B$ must also be nonnegative and irreducible. Thus the Perron-Frobenius theorem guarantees that the spectral radius of $B$, $\rho(B)$, is a positive eigenvalue of $B$. It also guarantees that the eigenvector $v$ associated to $\rho(B)$ can be chosen to have all positive entries. Now consider the vector $w = v \oplus v \oplus \cdots \oplus v$ (a total of $m$ $v$'s in the direct sum). We can see that $w$ is an eigenvector of $A$ since

$$
Aw = \begin{bmatrix}
A_1 & A_2 & A_3 & \ldots & A_n \\
A_n & A_1 & A_2 & \ldots & A_{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A_2 & A_3 & A_4 & \ldots & A_1 \\
\end{bmatrix} \begin{bmatrix}
v \\
\sum A_m v \\
\sum A_m v \\
\sum A_m v \\
\end{bmatrix} = \begin{bmatrix}
\rho(N)v \\
\rho(N)v \\
\rho(N)v \\
\rho(N)v \\
\end{bmatrix} = \rho(N)w.
$$

Thus $w$ is an eigenvector of $A$ with only positive entries and with eigenvalue $\rho(B)$. Because $A$ is irreducible and nonnegative, the Perron-Frobenius theorem tells us the only
eigenvector of $A$ that is all positive must correspond to the largest eigenvalue, which is the spectral radius. Therefore we conclude that $\rho(B) = \rho(A)$. □

Now we prove Proposition 5.1.

**Proof.** Suppose we have the matrix $M$ which is irreducible and nonnegative with an associated automorphism $\phi$. Using the process outlined in the algorithm found in Section 4, we can decompose $M$ through a process of similarity transformations. Using the notation found in 3.1, we will first show after the similarity transformation in this lemma that $\rho(M) = \rho(\tilde{M})$. To equitably decompose a matrix completely, we repeatedly do this similarity transformation. At the final step, $\tilde{M} = M_\phi$, the divisor matrix associated with $\phi$.

In order to perform the similarity transformation, we first need to reorder the rows and columns of $M$ as prescribed in Proposition 3.2 and construct the $T$ matrix. From Lemma 3.1, we have

\[ T^{-1}MT = \tilde{M} \oplus B_1 \oplus B_2 \oplus \cdots \oplus B_{p^N - p^{N-1}}, \]

where $\tilde{M} = \begin{bmatrix} F & kH \\ L & B_0 \end{bmatrix}$. First we will prove the claim that $\rho(\tilde{M}) \geq \rho(B_j)$ for $1 \leq j \leq p^N - p^{N-1}$.

To begin, we use Corollary 8.1.20 in [11] which states for a nonnegative matrix $Q$, if $P$ is a principal submatrix of $Q$ then $\rho(P) \leq \rho(Q)$. Since $M$ is nonnegative, and $B_0 = \sum_{m=0}^{p-1} D_m$, we know $\tilde{M}$ is nonnegative. Because $B_0$ is a principal submatrix of $\tilde{M}$, using the corollary we conclude that $\rho(B_0) \leq \rho(\tilde{M})$.

Next we must show that $\rho(B_j) \leq \rho(B_0)$ for $1 \leq j \leq p^N - p^{N-1}$. Because

\[
|B_j| = \left| \sum_{m=0}^{p^N-1} (\omega^{m y_j}) C_m \right| \leq \sum_{m=0}^{p^N-1} |(\omega^{m y_j}) C_m| = \sum_{m=0}^{p^N-1} C_m,
\]

we can use Theorem 8.1.18 in [11] to conclude that

\[ \rho(B_j) \leq \rho \left( \sum_{m=1}^{p^N-1} C_m \right) \]

for all $1 \leq j \leq p^N - p^{N-1}$. We note that

\[
B_0 = \sum_{i=0}^{p-1} D_i = \begin{bmatrix}
\sum_{t=0}^{p-1} C_{tp^{N-1}} & \sum_{t=0}^{p-1} C_{tp^{N-1}+1} & \cdots & \sum_{t=0}^{p-1} C_{tp^{N-1}+p^{N-1}-1} \\
\sum_{t=0}^{p-1} C_{tp^{N-1}+p^{N-1}} & \sum_{t=0}^{p-1} C_{tp^{N-1}+p^{N-1}+1} & \cdots & \sum_{t=0}^{p-1} C_{tp^{N-1}+p^{N-1}+p^{N-2}} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{t=0}^{p-1} C_{tp^{N-1}+p^{N-1}} & \sum_{t=0}^{p-1} C_{tp^{N-1}+p^{N-1}+2} & \cdots & \sum_{t=0}^{p-1} C_{tp^{N-1}+p^{N-2}} \\
\end{bmatrix}
\]
which has block-circulant form. Now we apply Lemma 5.2, which shows that \( \rho(B_0) = \rho(\sum C_m) \). Therefore,

\[
\rho(B_j) \leq \rho(B_0) \leq \rho(\tilde{M}) \text{ for all } 1 \leq j \leq p^N - p^{N-1},
\]

which verifies our claim.

Using this claim and the fact that \( \sigma(M) = \sigma(\tilde{M}) \cup \sigma(B_1) \cup \cdots \cup \sigma(B_{p^N - p^{N-1}}) \) we can immediately conclude that \( \rho(M) = \rho(\tilde{M}) \).

The above argument is for a single step in the prime-power decomposition. To completely equitably decompose a matrix we are required to do a sequence of similarity transforms as described in section 4. Each similarity transform breaks the matrix into \( M_i = \tilde{M}_i \oplus \hat{M}_i \) in the notation of Theorem 3.4. We just showed above that largest eigenvalue of \( M_i \) is also the largest eigenvalue of \( \tilde{M}_i \). However, in order to apply the above argument on each \( M_i \), we just need to prove that if \( M \) is nonnegative and irreducible then \( \tilde{M} \) is also irreducible and nonnegative. If \( M \) is nonnegative, \( \tilde{M} \) is built from elements of \( M \) and sums of elements from \( M \) (see equation 9), thus \( \tilde{M} \) is also nonnegative. Also if \( M \) is irreducible, then we claim \( \tilde{M} \) must also be irreducible. This fact is proven in the proof of Proposition 4.3 in [2].

If \( \phi \) has order \( p_1^{N_1} p_2^{N_2} \cdots p_h^{N_h} \), then Proposition 4.2 shows that it is possible to decompose the matrix using a sequence of automorphisms that induce a sequence of equitable decompositions on \( M \). By induction each subsequent decomposition results in a nonnegative divisor matrix \((\cdots(M_{\phi_0})_{\phi_1} \cdots)_{\phi_i}) \) for \( i \leq h \) with the same spectral radius \( r = \rho(M) \) implying that \( \rho(M) \) must be the largest eigenvalue for \( M_\phi \) for any \( \phi \in \text{Aut}(G) \). \( \square \)

It is worth noting that many matrices typically associated with real networks are both nonnegative and irreducible. This includes the adjacency matrix as well as other weighted matrices [7]; although, there are some notable exceptions, including Laplacian matrices. Moreover, when analyzing the stability of a network, a linearization \( M \) of the network’s dynamics inherits the symmetries of the network’s structure. Hence, if a symmetry of the network’s structure is known then this symmetry can be used to decompose \( M \) into a smaller divisor matrix \( M_\phi \). As \( M \) and \( M_\phi \) have the same spectral radius, under the conditions stated in Proposition 5.1, then one can use the smaller matrix \( M_\phi \) to either calculate or estimate the spectral radius of the original unreduced network as is demonstrated in the following example.

**Example 5.3.** Returning to Example 4.4, we can calculate that the eigenvalues of the graph’s adjacency matrix \( M \) in this example are

\[
\sigma(M) = \{-2 \pm \sqrt{2}, 2 \pm \sqrt{2}, \pm 1 \pm \sqrt{2}, 0\}
\]
not including multiplicities. Similarly, we can compute that the eigenvalues of $M_\phi$ are

$$\sigma(M_\phi) = \{2 + \sqrt{2}, 2 - \sqrt{2}\}.$$ 

Thus, $\rho(M) = \rho(M_\phi) = 2 + \sqrt{2}$.

6. Conclusion

The theory introduced in this paper extends the previous theory of equitable decompositions allowing one to decompose an automorphism compatible matrix over any of the associated graph’s automorphisms. The result is a number of smaller matrices (or, equivalently, graphs) whose collective eigenvalues are the same as those associated with the original matrix (or graph). We note that the only restriction on equitably decomposing a matrix over an automorphism is that the matrix is automorphism compatible. That is, the matrix needs to respect the structure of the graph’s group of automorphisms. Automorphism compatible matrices include the graph’s weighted adjacency matrix, various Laplacian matrices, distance matrix, etc. Hence, a large number of matrices that are typically associated with a graph can be decomposed over any of the graph’s automorphisms.

With this in mind, it is worth mentioning that although an equitable decomposition can be performed with respect to any automorphism there are equitable partitions that do not correspond to any graph automorphism. It is currently unknown whether there are any classes of matrices that can be decomposed with respect to these nonautomorphism based partitions.

Additionally, there are a few open questions regarding the algorithms that are introduced in this paper. For instance, in each of the algorithms given here there is a certain amount of freedom in how we perform an equitable decomposition (i.e., how we choose transversals at different stages in these decompositions). It is unknown to what extent the resulting equitable decomposition depends on the choice of transversals. It is likewise unknown how these different choices affect the computational complexity of these algorithms.

Finally, in a previous paper on equitable decompositions [2] it was shown that the eigenvalue approximation of Gershgorin improves as a matrix is equitably decomposed so long as the matrix is decomposed over either a basic or separable automorphism. It is an open question whether the same is true for the general equitable decompositions introduced here. Moreover, it is unknown if the related eigenvalue approximations of Brauer, Brualdi, and Varga improve under the process of equitable decomposition (see, for instance, [11, 12]).
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