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Abstract—Context. Modern Code Review (MCR) is being adopted in both open source and commercial projects as a common practice. MCR is a widely acknowledged quality assurance practice that allows early detection of defects as well as poor coding practices. It also brings several other benefits such as knowledge sharing, team awareness, and collaboration.

Problem. In practice, code reviews can experience significant delays to be completed due to various socio-technical factors which can affect the project quality and cost. For a successful review process, peer reviewers should perform their review tasks in a timely manner while providing relevant feedback about the code change being reviewed. However, there is a lack of tool support to help developers estimating the time required to complete a code review prior to accepting or declining a review request.

Objective. Our objective is to build and validate an effective approach to predict the code review completion time in the context of MCR and help developers better manage and prioritize their code review tasks.

Method. We formulate the prediction of the code review completion time as a learning problem. In particular, we propose a framework based on regression models to (i) effectively estimate the code review completion time, and (ii) understand the main factors influencing code review completion time.

Index Terms—Modern Code Review, Effort estimation, Machine Learning, Software engineering.

I. INTRODUCTION

Code review (originally known as code inspection) is a crucial activity in software development where team members review, provide comments, and criticize code changes prior to merging a code change in the main codebase [1], [2]. Since traditional code review processes were cumbersome and time-consuming, code review practices have migrated to modern code review (MCR), a lightweight, tool-based and asynchronous process [3]. Since its emergence, MCR has been widely adopted, and supported with collaborative cloud-based tools in both open-source and commercial software projects such as Gerrit[1] and ReviewBoard[2]. MCR has show efficiency in helping developers to improve the quality of their code and reduce post-integration defects [3]–[6].

While MCR has its own advantages, it also presents several challenges in practice. For instance, Patanamon et al. [7] have shown that code reviews can take an average of 14 days to be reviewed. To help managing the code review process and reduce the completion time, several approaches have been proposed to recommend appropriate reviewers for pending code reviews [7]–[11]. However, most of these approaches tend to recommend reviewers who are most experienced with the code change without considering the required time to complete the code review. Other studies proposed approaches to prioritize code review requests [12], [13] in the context of MCR. However, still, the estimated completion time is not considered to better prioritize code reviews.

In a typical software project, developers can receive several review requests daily. To better manage and prioritize their code review activities, developers need to estimate the review time for their review requests which can be tedious and error-prone, especially when multiple files are involved in the code change [14]–[16]. That is, inappropriate estimation of code review completion time can lead to unforeseen delays in the whole code review process and software product delivery [5], [7]. Hence, it is crucial to provide efficient and accurate approaches to estimate code review completion time since it will help practitioners to better optimize their code review process.

Prior research has shown that the code review process can be impacted by several socio-technical factors such as the complexity of the code change, the context of the change, the author’s experience and collaboration, and reviewers’ participation and the communication environment [16], [18]–[21]. Hence, predicting the completion time of a given code review would not be straightforward given that multiple technical and social factors can interfere with it.

In this paper, we aim at building an automated approach to predict the time required to perform a code review prior to accepting or declining a review request, in the context of MCR. More specifically, we plan to formulate the code review completion time prediction as a learning problem and use Machine Learning (ML) techniques to build prediction models to estimate the code review completion time. Additionally, we plan to exploit the built prediction model in order to investigate the most important factors that impact code review completion time.

In this registered report, we set up the research protocol that we will follow to set up our framework. The main goals of this study are (i) investigate the efficiency of ML techniques to predict the code review completion time, and (ii) understand the main factors influencing the code review completion time.
by investigating the learned models. We anticipate our tool to be integrated into MCR tools as a bot and help reviewers estimating the code review duration prior to accepting or declining a review request.

The remainder of the paper is organized as follows. In section II we present the necessary background and related work. In section III we introduce our framework and define its components. Section IV is devoted to presenting the details of our experimental study. Section V presents the analysis method for each research question.

II. BACKGROUND AND RELATED WORKS

A. Modern code review process

Figure 1 illustrates the process of MCR supported by Gerrit since Gerrit is a widely adopted MCR tool. This process starts with a developer submitting a code patch to the code review tool (1). The tool invites reviewers to review the patch (2). The reviewers who accepted the invitation review the patch (3) and the author address reviewers’ comments through multiple revisions (4). Finally, a committer who is an experienced developer provides his final decision to: 5a) Merge the patch, 5b) Request more revisions, or 5c) Reject the patch.

B. Factors influencing code review duration

Recent works showed that various factors can influence the code review duration. Jiang et al. [22] showed the number of reviewers may impact the review time. Bosu et al. [23] showed that core developers receive quicker first feedback on their review requests, complete the review process in a shorter time. Additionally, Baysal et al. [18] showed through an empirical study on Webkit and Google Blink that technical (i.e., patch size and component) and non-technical (i.e., organization, author experience, and reviewers activity) factors may impact the code review duration. Recently, AlOmar et al. [19] showed that, in Xeros, refactoring code reviews take a longer duration than non-refactoring code reviews.

Previous studies attempted to understand the main factors impacting code review duration. We build upon the results obtained in these studies to extract features characterizing code review completion time in MCR.

C. Effort estimation in software engineering

Effort estimation is an ongoing challenge in software engineering research [24]–[26]. Early attempts of effort estimation in software engineering started by using regression analysis to extract the factors influencing software effort [27]. Later, a variety of techniques have been proposed for effort estimation based on artificial techniques namely, decision trees [28], support vector machines [29] and genetic programming [30]–[32].

In the context of MCR, multiple techniques have been proposed to guide developers to prioritize their code review effort. Fan et al. [12] proposed an approach to detect whether a given code review is going to be merged helping developers to focus their effort on code reviews that are likely to be merged. Later Saini et al. [13] proposed a tool for prioritizing code reviews based on Bayesian networks. In the context of pull request development, Maddila et al. [15] proposed a tool for pull request duration. However, since gerrit-based code review process and pull request code review processes slightly differ in the way how to model a change and gerrit focuses more on formalizing the review process, we plan to study the code review duration prediction problem in the context of gerrit-based code review process.

III. FRAMEWORK OVERVIEW

In this study, we investigate whether it is possible to formulate code review completion time as a learning problem. Moreover, we investigate the most important factors influencing the completion time of a code review. To achieve these
goals, we follow the framework depicted in Figure 2. First, we collect raw training data from open source projects that practice MCR, focusing, in particular, on Gerrit-based projects (Step A). Then, we filter our irrelevant data and outliers from the code review data (Step B). Thereafter, different features are calculated for the whole training data (Step C). This training data is later used to build and validate our regression models (Step D). Finally, the built regression models will be used either to predict delay for new code reviews (Step E) or to rank features and explore factors influencing code review duration (Step F). In the following, we explain in more detail each step of our framework.

A. Crawl code review data

We start by extracting code reviews data and commits for a number of open-source software (OSS) projects from the Gerrit server using Gerrit REST API.

B. Filter data

To build robust models with good performance, training data instances, i.e., code reviews, should be carefully selected from the selected projects. In this study, we use the following filters to discard:

1) Re-opened code reviews since these reviews have been already reviewed.
2) Code reviews that are self-reviewed, i.e., self-merged or self-abandoned by the owner of the code review request since there is no review activity in there.
3) Code reviews with a short delay, i.e., with delay $\leq 24$ hours since these reviews can be related to urgent issues (security change or bug with high severity) and should be reviewed at a fast pace.
4) Code reviews with long delays, i.e., more than 3 weeks since these code reviews can be forgotten by the authors or have a low priority.

After filtering these irrelevant code reviews, we keep the obtained review data and use it as a training dataset to build our regression models.

C. Extract features

In our study, we extend the set of features defined by Fan et al. [12] since it is tightly related to our context. In total, we extracted 50 features that are related to code review completion time prediction. Table I summarizes our preliminary list of metrics grouped into six main dimensions: Code features, Text features, Collaboration graph features, Date features, File history features, and Owner experience features. Other metrics can be added to our list according to the obtained results later in this study.

D. Build and validate regression models

In this step, we build and validate regression models to predict code review completion time (in hours). In this study, our outcome variable is the difference is $T_c - T_s$ where $T_c$ denotes the time when the code review is done (i.e. either merged or abandoned ) and $T_s$ denotes the moment of the creation the given code review. We use the training data extracted in previous steps to build regression models and validate their performances. We will build and validate our ML classifiers using Scikit learn.

E. Apply the built model to new data

After training and validating the performance of each ML regressor, we select the best regressor model based on evaluation metrics defined in IV-D. Finally, we apply the selected model to a given code review to predict its review completion time.

F. Rank features

One of the goals of our framework is to understand the most influential features impacting the delay of code review. Knowing this piece of information can help developers and project managers to plan informed retro-actions leading to predict and reduce review delays. To measure the importance of the features, we use the Leave-One-Covariate-Out (LOCO)
### Table I
**Summary of features considered in our studies.**

| Feature dimension       | Feature name                                      | Definition                                                                 |
|-------------------------|---------------------------------------------------|---------------------------------------------------------------------------|
| Date metrics            | days_of_the_weeks_of_date_created                 | The day of the week the change was created                                 |
|                         | is_created_date_a_weekend                         | Whether the change was created in the weekend                              |
|                         | author_timezone                                   | The timezone of the author of the change                                   |
| Collaboration           | degree_centrality                                 | Collaboration metrics used to quantify the degree of collaboration of the   |
|                        | closeness_centrality                              | code review owner in the corresponding project based on prior code         |
|                        | betweenness_centrality                            | review activities as defined in [12], [13].                                |
|                        | eigenvector_centrality                            |                                                                           |
|                        | clustering_coefficient                            |                                                                           |
|                        | core_number                                       |                                                                           |
| Collaboration           | #lines_added                                      | Number of lines inserted in the first revision [12]                       |
|                        | #lines_deleted                                    | Number of lines deleted in the first revision [12]                        |
|                        | Code_churn                                        |                                                                           |
|                        | Code_churn                                        |                                                                           |
|                        | #files                                            | Number of files changed in the first revision [12]                        |
|                        | #files_type                                        |                                                                           |
|                        | #directory                                        | Number of file extension in the change [12]                               |
|                        | #segs_added                                       | Number of code segments added [12]                                        |
|                        | #segs_deleted                                     | Number of code segments deleted [12]                                      |
|                        | #segs_modify                                      | Number of code segments modified [12]                                     |
|                        | change_entropy                                    | Code change modification distribution across the changed files [12]         |
| Text metrics            | subject_length                                    | Number of characters in the subject of the changes                        |
|                        | subject_word_count                                | Number of characters in the subject of the code change                    |
|                        | msg_length                                        | Number of characters in the description of code change                    |
|                        | msg_word_count                                    |                                                                           |
|                        | is_non_functional                                 | True if the change description contains the keywords related to non-functional additions [12] |
|                        | is_perfective                                     | True if the change description contains the keywords related to code refinement [12] |
|                        | is_refactoring                                    |                                                                           |
| Owner experience        | #owner_prior_changes                              | The number of prior changes submitted by the owner [12].                   |
|                        | #prior_merged_changes                             | The number of prior merged code reviews by the owner.                     |
|                        | #prior_abandoned_changes                          | The number of prior abandoned code reviews by the owner.                  |
|                        | merge_ratio                                       | Ratio of merged changes [12].                                             |
|                        | #prior_subsystem_changes                          | Subsystem prior code reviews count [12].                                  |
|                        | prior_code_reviews_duration (min, max, avg, std)  | The completion time of the previous code reviews of the owner (min,max,avg,std). |
|                        | #prior_owner_subsystem_changes                    | The number of prior subsystems changed done by the owner.                 |
|                        | prior_owner_subsystem_changes_ratio               | Ratio of prior subsystem changes count by the number of prior changes done by the owner. |
|                        | #reviewed_changes_owner                           | The number of the reviewed code reviews by the owner.                     |
|                        | #owner_previous_message                           | The number of messages sent by the owner in previous changes.             |
|                        | #owner_exchanged_messages                         | Total number of exchanged messages in the owner’s changes.                |
|                        | #owner_messagen_avg_per_changes (min, max, avg, std) | The number of exchanged messages in the owner’s changes per change (min, max, avg, std). |
| File history metrics    | files_changes_duration (min, max, avg, std)       | Completion time of code reviews involving at least one file of the current code review files. |
|                        | #developers_file                                   | The number of developers of the code review files [12].                    |
|                        | #prior_changes_files                              | The number of code reviews involving at least one of the current code review files count [12]. |

### Table II
**ML steps configurations.**

| Step | Options | Scikit learn algorithm                                                                 |
|------|---------|----------------------------------------------------------------------------------------|
| (1) Feature selection | Recursive feature selection | sklearn.feature_selection.RFE CV                                                     |
|      | Sequential feature selection | sklearn.feature_selection.SequentialFeatureSelector                                   |
| (2) Data normalization | None | sklearn.preprocessing.MinMaxScaler                                                     |
|      | Min-max normalization | sklearn.preprocessing.MinMaxScaler                                                     |
|      | Standardization | sklearn.preprocessing.StandardScaler                                                    |
| (3) ML regressors | Linear regression (LR) | sklearn.linear_model.LinearRegression                                                |
|      | Lasso Regression (LaR) | sklearn.linear_model.Lasso                                                            |
|      | Ridge Regression (RR) | sklearn.linear_model.Ridge                                                            |
|      | Bayesian Lasso Regression (BLaR) | sklearn.linear_model.BayesianRidge                                                    |
|      | Support Vector Machine (SVM) | sklearn.svm.SVR                                                                       |
|      | k-Nearest Neighbor (kNN) | sklearn.neighbors.KNeighborsRegressor                                                |
|      | Decision Tree (DT) | sklearn.tree.DecisionTreeRegressor                                                   |
|      | Neural Networks (NN) | sklearn.neural_network.MLPRegressor                                                 |
|      | Random Forrest (RF) | sklearn.ensemble.RandomForestRegressor                                               |
|      | AdaBoost with DT (AdaDT) | sklearn.ensemble.AdaBoostRegressor                                                   |
|      | Gradient Boost (GB) | sklearn.ensemble.GradientBoostingRegressor                                          |

IV. EMPIRICAL STUDY DESIGN

In this section, we start by setting the research questions. Later, we describe the experimental process that will drive our approach proposed by Lei et al. [36] since it is a model-free approach and focuses directly on predictive quantities.
study in order to answer our research questions. Finally, we present the details related to our planned experimental study to validate our proposal.

A. Research questions

The main goal of our approach is to investigate whether it is possible to learn and predict the completion time of a given code review. In addition, we plan to understand the main factor that impacts the delay of a code review. Our research is driven by the following research questions:

RQ1. (ML algorithms performance): How effective are machine learning models for code review duration prediction?

RQ2. (All features vs features subsets): How effective is our prediction model when all features are used than when only a subset is used?

RQ3. (Features importance analysis): What are the most important features influencing code review completion time?

B. Experimental setting overview

In practice, code review data changes over time, especially for long-lived projects. Thus, it is important to consider the code review completion time prediction as an online learning problem since it is more similar to what happens in practice.

To measure the performance of the different ML algorithms, we use the online validation process depicted in Figure 3. Initially, we sort code reviews according to their creation time in ascending order. Then, we split the whole dataset into 10 folds of equal sizes. Thereafter, we select the last 5 folds as testing data. Then, for each iteration $i$ where $1 \leq i \leq 5$, we use the $fold_{i+5}$ as a testing set, while we keep the earlier folds $fold_{1,2,..,i+4}$ as training set. This process is repeated 1000 times to alleviate the stochastic nature of the data as well as the ML algorithms (except DT and KNN since it is deterministic).

V. ANALYSIS METHOD

In this section, we present the analysis method for each RQ.

A. Analysis method for RQ1

The main goals of RQ1 are to see (i) whether it is possible to use ML regressors to predict the code review completion time, and (ii) identify the best ML regressor for the task. To answer RQ1, we evaluate all ML regressors presented in Section III-D0c. To compare the performance of the different algorithms, we follow the experimental process established in Section IV-B using our three performance metrics MAE, MRE, and SA (cf. Section IV-D).

Thereafter, we report the results and discuss the performance achieved by each ML regressor for each dataset using mean and median values. To verify the performance difference statistically for different experiments in this RQ, we will apply a Wilcoxon signed rank test at a level of confidence 99% with a Bonferroni correction to alleviate the effect of multiple comparisons. In addition, we apply the Cliff’s delta effect size test. The magnitude $|d|$ as the effect size is interpreted as follows: negligible (N) if $|d| < 0.147$, small (S) if $0.147 \leq |d| < 0.33$, medium (M) if $0.33 \leq |d| < 0.474$ and large (L) $|d| \geq 0.474$. Specifically, we use the implementations of both tests in R.

C. Data collection

We plan to validate the results of our study using three OSS projects, namely, LibreOffice\(^3\), Openstack\(^4\) and QT\(^1\) projects data since they have been widely studied in previous research in MCR \(^8\). \(^12\). \(^17\). \(^21\). \(^39\). We present in Table III a summary of our collected data that we plan to use in our experiments.

| Project | Period | #Code changes | #developers |
|---------|--------|---------------|-------------|
| LibreOffice | 06.03.2012 - 27.04.2021 | 110515 | 1,219 |
| Openstack | 16.12.2012 - 27.04.2021 | 784011 | 15,432 |
| QT | 17.05.2011- 27.04.2021 | 293170 | 3,264 |

D. Performance metrics

To evaluate our different ML algorithms we refer to three standard regression metrics: Mean Absolute Error (MAE) and Mean Relative Error (MRE) since they have been used in a similar context \(^15\). Additionally, we also use Standard Accuracy (SA) since it was widely used in evaluating effort estimation approaches in software engineering \(^32\).
B. Analysis method for RQ2

In this study, we used 50 features divided into six main dimensions as shown in Table I. In this RQ, we aim to study the performance of ML regressors when using all dimensions of data compared to using only one dimension to see the benefit of exploiting knowledge from all dimensions together. Once identified in RQ1, we use the best ML regressor and study its performance when using all features dimensions against using only one dimension at once by applying the validation process described in Section IV-B. Then, we report the results of the comparisons for each dataset based on performance metrics and statistical tests. Having better performance when using all features dimensions indicate the usefulness of using all dimensions together.

C. Analysis method for RQ3

Identifying the main factors impacting code review completion time is crucial to help developers improve the code review process. The main goal of RQ3 is to rank accurately the features presented in Table I according to their importance for each experimental dataset (cf. Section IV-C). To measure the importance of each metric, we use the LOCO method introduced in [2]. We will follow our validation process defined in IV-B to run multiple experiments for each feature.

To rank the feature importance, we will use the Scott-Knott Effect Size Difference (ESD) test elaborated by Tantithamthavorn et al. [43]. ESD is similar to Scott-Knott test with slight two changes:

1) Normality correction: Tantithamthavorn et al. [43] applied log-transformation $y = \log(x+1)$ to alleviate the skewness of the data.

2) Effect size correction: Tantithamthavorn et al. used Cohen’s $d$ [44] to measure the effect size between different clusters and merged clusters having negligible effect size, i.e., having $d < 0.2$.

For ESD, we use the implementation provided by Tantithamthavorn et al. [43] since it was updated according to the recommendation of Herbold [45] allowing us to verify Scott-Knott assumptions prior to apply the test.

VI. PUBLICATION OF THE EXPERIMENTAL DATASET

To allow replicating and extending our study, the data collected data from our study will be publicly available using an online open-access repository (e.g., Github). We plan to release the collected data, both dependent and independent variables, from each studied project.
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