This paper studies a general class of stochastic population processes in which agents interact with one another over a network. Agents update their behaviors in a random and decentralized manner based only on their current state and the states of their neighbors. It is well known that when the number of agents is large and the network is a complete graph (has all-to-all information access), the macroscopic behavior of the population converges to a differential equation called a mean-field approximation. When the network is not complete, it is unclear in general whether there exists a suitable mean-field approximation for the macroscopic behavior of the population. This paper provides general conditions on the network and policy dynamics for which a suitable mean-field approximation exists. First, we show that as long as the network is well-connected, the macroscopic behavior of the population concentrates around the same mean-field system as the complete-graph case. Next, we show that as long as the network is sufficiently dense, the macroscopic behavior of the population concentrates around a mean-field system that is, in general, different from the mean-field system obtained in the complete-graph case. Finally, we provide conditions under which the mean-field approximation is equivalent to the one obtained in the complete-graph case.
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1. INTRODUCTION

We consider the problem of analysis and approximation of stochastic dynamics that emerge in large-scale networks of interacting agents. This general problem has applications to many disciplines including evolutionary biology (Taylor and Jonker (1978), Smith (1982)), optimization and controls (Barreiro-Gomez, Ocampo-Martinez, and Quijano (2017), Quijano, Ocampo-Martinez, Barreiro-Gomez, Obando, Pantoja, and Mojica-Nava (2017), Barreiro-Gomez, Obando, and Quijano (2017), Barreiro-Gomez, Quijano, and Ocampo-Martinez (2016)), economics (Sandholm (2010), Levine and Modica (2016)) and social behavior (Tan, Lü, and Lin (2016), Bauso, Tembine, and Başar (2016), Acemoglu, Bimpikis, and Ozdaglar (2014), Foerster (2019)). Typically, the agent-level dynamics of such systems are too complex to understand directly from a computational or theoretical lens. If we assume that (1) the number of agents is infinite and (2) agents have complete access to all other agents’ actions when changing their behavior, the evolution of the population can be described by a system of deterministic differential equations. These equations are known as a mean-field approximation, and they provide an important first step for all the aforementioned models in understanding the dynamics of the complex system. A natural question is: how accurate is the mean-field approximation when assumptions (1) and (2) are relaxed? Most of the previous literature has analyzed the case when (1) is relaxed: the number of agents is large, but finite instead of infinite. In this case, the process governing the finite-agent population dynamics is typically Markov and converges to a suitable mean-field approximation as the number of agents tends to infinity. When (2) is relaxed, agents use imperfect or incomplete estimates of the state of the population to make decisions. We study in detail the case where agents have partial information, and may only observe the actions of a subset of the population. We call this the distributed-information setting. We can mathematically describe this information structure via a network topology, where agents can only observe the actions of their neighbors.

An important example in which the distributed-information setting appears in practice is the spread of a virus. In many epidemiological models, agents are initially susceptible until they are exposed to the virus. The infected agent then interact with others in the population,
thereby exposing them to the virus, until the agent recovers (see, e.g., Brauer and Castillo-Chavez (2012)). In particular, whether or not an agent becomes infected at a certain point in time depends not on the infections in the full population, but rather in the limited subset of individuals the agent interacts with. Here, the information structure is represented by a so-called contact network, a graph which describes the possible interactions between agents in the population. A large body of literature has investigated how the structure of the contact network impacts the spread of the virus; see Section 1.2 for a more detailed discussion of this literature.

In general, it is unclear whether a suitable mean-field equation exists that approximates the large-scale behavior of the population state in the distributed-information setting. Although recent theoretical work has shown that a mean-field approximation does yield accurate predictions for certain highly-structured networks (see Section 1.2 for a detailed discussion), empirical studies hint that such approximations are accurate for a much larger class of (less-structured) real-world networks (Gleeson, Melnik, Ward, Porter, and Mucha, 2012). Furthermore, in such network-based partial information scenarios, assuming a mean-field behavior exists, it is worthwhile to understand how the mean-field approximation relates to the classical (all-to-all or full information access) case and how it is influenced by the underlying information structure.

In this paper, we establish general conditions on both the information structure and agent dynamics that ensure the stochastic population process is well-approximated by a mean-field equation in the distributed-information setting. Broadly speaking (see precise statements in subsequent sections), our results are threefold. First, we show that if a certain adjacency-like matrix associated with the network topology that governs the information access among agents has a nearly maximal spectral gap\(^1\), the population is well-approximated by a mean-field differential equation. Moreover, the aforementioned mean-field equation is exactly the classical mean-field equation derived when the number of individuals is infinite and all agents have complete access to the entire population when up-

\(^1\)At a high level, this means the network is very well-connected – examples include random regular graphs and Erdős-Rényi graphs.


dating their behavior. Next, we study the case of a general network topology. If the graph is sufficiently dense, we show that the population process concentrates around a different mean-field equation which, unlike the classical mean-field equation, strongly depends on the structure of the network topology. Unlike prior literature which has studied specific families of graphs, this result only depends on a very simple density measure and not on finer properties of the graph. A drawback, however, is that this new mean-field equation has a somewhat complex description. Finally, we identify several conditions under which the new mean-field equation reduces to the classical mean-field equation, hence showing that the classical mean-field analysis well-approximates the stochastic population process even in the distributed-information setting.

1.1. Contributions

We begin by introducing a general class of population processes which extends well-studied models in the literature (see for instance Benaïm and Weibull (2003), Sandholm (2010)). There are \( N \) agents in the population, each of which initially plays a pure strategy from some finite set. At the time indices \( 0, 1/N, 2/N, \ldots \), exactly one agent is chosen uniformly at random to revise their strategy. The selected agent does so in a probabilistic manner via a policy \( \rho \) that depends on the current strategy of the agent and a local estimate of the (macroscopic) population state, which summarizes the agent’s information about the population. Ideally, if agents can perfectly observe the strategies of other agents, the local estimate of an agent at time \( t \) is a vector detailing the proportion of agents playing a particular strategy at time \( t \) - we call this the (true) population state. We refer to the latter model as the perfect information setting. The key novelty in our model is that we allow agents to have different local estimates. This is an important generalization, since agents may not always have perfect access to population statistics especially in real-time, and agents may also compute different population estimates due to inherent biases. We focus our attention to the case where the structure of the local estimates are tied to a graph \( G \) that models inter-agent information access or communication; henceforth, we refer to \( G \) as the communication graph. The vertex set of \( G \) is the set of agents, and the presence of an edge (or
communication link) between two agents indicates that the two agents can observe each other’s strategies at any point in time. The local estimate of an agent is assumed to be a weighted average of the strategies within the agent’s neighborhood.\(^2\) It will convenient to collect these weights into a single matrix \(W\) whose sparsity structure aligns with the structure of \(G\). We call this model the \textit{distributed information setting}. We remark that the perfect information setting may also be viewed as a specific instance of the distributed information setting in which the inter-agent information access graph is a complete graph, i.e., with all-to-all communication links.

The assumption of perfect information, while simplistic, leads to an elegant characterization of the population state evolution via a mean-field approximation, which is a solution to a deterministic ordinary differential equation (ODE) with fixed dimension that depends on the policy \(\rho\). We refer to this mean-field equation, derived from the perfect-information setting, as the \textit{classical} mean-field equation. Unfortunately, when agents have different local estimates the analysis breaks down completely, and it not clear whether the classical mean-field ODE approximates the population state well in this case. Our first main result (Theorem 3.6) shows that the classical mean-field approximation is \textit{robust}: if the structure of the underlying graph ensures that agents’ local estimates are \textit{close} to the true population state\(^3\), the population process is well-approximated by the classical mean-field ODE. Surprisingly, our result shows that the classical mean-field equation is not a fundamental property of the all-to-all information structure, but rather a property of the generic information weighting process that is used to construct local estimates. We emphasize this point by showing that Theorem 3.6 holds for several types of communication graphs – includ-

\(^2\)The idea of locally estimating a global statistic (the macroscopic population state in this case) through neighborhood averaging in a multi-agent or networked setup is a simplistic yet powerful technique that forms the basis of several information processing and opinion formation models, notably the DeGroot model of consensus formation (DeGroot, 1974) as well as other models in optimization, control and game-theoretic computations in networks, see (Tsitsiklis, Bertsekas, and Athans, 1986, Jadbabaie, Lin, and Morse, 2003, Dimakis, Kar, Moura, Rabbat, and Scaglione, 2010, Swenson, Kar, and Xavier, 2015).

\(^3\)Formally, we require the spectral gap associated with \(W\) to be sufficiently small.
ing complete graphs with link failures, random regular graphs, and Erdős-Rényi graphs of appropriate parameters.

We next consider the case of an arbitrary communication graph $G$, and establish general conditions under which the corresponding population dynamics can be approximated by a deterministic process. Our second main result (Theorem 4.2) extends the analysis of Theorem 3.6 to show that as long as the graph is sufficiently dense, the stochastic population dynamics concentrates around a deterministic process that is, in general, different from the classical mean-field ODE and depends strongly on the topology of the communication graph. Much of the prior literature concerning the distributed information case assumes that the underlying graph is part of a highly-structured family, yet Theorem 4.2 holds for any sufficiently dense graph. Furthermore, the new deterministic process that appears in Theorem 4.2 has not been studied before, to the best of our knowledge.

While Theorem 4.2 is quite powerful, the drawback is that the deterministic process has a complicated description. Together, Theorem 4.6 and Corollaries 4.7 and 4.8 provide general conditions under which the deterministic process reduces to the classical mean-field ODE. First, we show that if agents’ local estimates are initially sufficiently close to the true population state (which is possible in many cases if agents choose their initial actions at random), the deterministic process reduces to the mean-field ODE. To handle the case of arbitrary initial conditions, we introduce an additional feature into the distributed information model, termed as neighborhood exploration. Formally, given a non-increasing function $r(t)$ taking values in the interval $[0, 1]$, we make the following change to agent dynamics: when an agent is selected to update, they make the usual policy-based update with probability $r(t)$; with probability $1 - r(t)$, the agent instead imitates the action of a randomly chosen neighbor. When $r(t) = 1$ we recover the classical dynamics, and when $r(t) = 0$, agents always imitate the actions of neighbors. We show that neighborhood exploration serves to “mix” the population so that if agents update via this process sufficiently often, agents’ local estimates asymptotically tend to the true population state, and the deterministic process reduces to the classical mean-field ODE. The idea of embedding this mixing process into agent interaction is inspired by diverse literature in distributed information processing and
control (see for example Sayed (2014) and the references therein) and $\varepsilon$-greedy algorithms for bandits (Bubeck and Nicolò, 2012, Sutton and Barto, 1998, Auer, Cesa-Bianchi, and Fischer, 2002, Vermorel and Mohri, 2005). The unifying idea behind these applications is that while making utility-based decisions, agents also sample from other information at a certain rate that allows them to simultaneously learn or estimate statistics of the macroscopic system through their actions. It is in this same spirit that we use exploration in our dynamics so that agents can estimate global statistics and act on that information.

1.2. Related work

The study of ODE approximations to finite-agent population processes goes back to Kurtz (1970, 1976), who proved that a general class of Markov population processes converges in probability to the mean-field ODE when the number of agents in the population grows large. Sandholm (2003) applied this theory to the perfect information setting of evolutionary games. For the same setting, Benaïm and Weibull (2003, 2009) proved a stronger result, showing the probability of the finite-agent process deviating from the mean-field ODE is an exponentially decaying function of the number of agents. The techniques of the latter work form the basis of our analysis; indeed, Theorems 3.6 and 4.2 can be viewed as generalizations of their work to the distributed information setting. We discuss additional related work on finite agent population processes in the perfect information setting in Section 2.1, where we present details about our model.

The literature surrounding the distributed information setting is quite recent. Since the population-level dynamics are no longer Markov in this setting, prior work has mostly focused on cases where the communication graph, $G$, comes from a highly structured family of graphs. We review the results for different graph families below. The following literature is based on a wide range of population models, including stochastic networks (Kar and Moura (2011)), epidemics (Santos, Moura, and Xavier (2013), Santos, Kar, Moura, and Xavier (2016)), Kuramoto models (Chiba and Medvedev (2019), Medvedev (2019), Chiba, Medvedev, and Mizuhara (2018)) and interacting diffusions (Delattre, Giacomin, and Luçon (2016), Coppini, Dietert, and Giacomin (2020), Olivera and Reis (2019),
Oliveira, Reis, and Stolerman (2020), Lacker, Ramanan, and Wu (2019)). The details and applications of each of these models are different, but the fundamental hurdles of the distributed information setting is present in all of them. We therefore expect that methods developed for one type of model can be extended to others.

1.2.0.1. **Hierarchical graphs.** Some authors assume that $G$ has the following two-level hierarchical structure. A sparse graph connects several “supernodes”, where each supernode itself is a collection of many vertices endowed with its own graph topology – see Example 4.5 for a formal description. In this setting, a mean-field ODE based on the average behavior of agents within each supernode as well as the connectivities between supernodes is usually studied. Kar and Moura (2011) as well as Santos, Moura, and Xavier (2013) further show that the finite-agent population dynamics converges in probability to the alternate deterministic process.

1.2.0.2. **Regular graphs.** Santos, Kar, Moura, and Xavier (2016) study an epidemic process where a new underlying graph is chosen uniformly from the set of $d$-regular graphs whenever two agents interact. As the number of agents increases, the authors show that the population process converges in probability to the solution of an ODE. On the other hand, Farkhooi and Stannat (2017) study the case of static, $d$-regular graphs and show that if the graph satisfies certain balancedness conditions, the finite-agent population process converges in probability to the classical mean-field ODE. The balancedness conditions are expected to be satisfied for graphs with i.i.d. structure, though this is not formalized in their paper. Furthermore, Farkhooi and Stannat extend their analysis to the setting where $d$ increases to infinity as the number of agents increases.

1.2.0.3. **Graphs with independent random structure.** Many authors consider the case where $G$ is a random graph constructed by adding an edge between vertices $i$ and $j$ with some probability $p_{ij}$, independently across all pairs of vertices. When $p_{ij}$ is constant over $i,j$, $G$ is an Erdős-Rényi graph, but generalizations such as graphons (Borgs, Chayes, Lovász, Sós, Szegedy, and Vesztergombi (2006)) are also natural. The works (Chiba and Medvedev (2019), Medvedev (2019), Chiba, Medvedev, and Mizuhara (2018), Delattre,
Giacomin, and Luçon (2016), Coppini, Dietert, and Giacomin (2020), Olivera and Reis (2019)) study properties of the finite-agent population process on random graphs with large average degree. Notably, Olivera and Reis (2019) as well as Coppini, Dietert, and Giacomin (2020) show that if the average degree of an Erdős-Rényi graph tends to infinity, the classical mean-field ODE is the limiting object of the stochastic population process. For comparison, our results show that for any fixed graph that is sufficiently dense, if random initial conditions are used, the finite-agent population process concentrates around the mean-field ODE. If the initial conditions are arbitrary, we directly show the same result in the special case where the average degree of the Erdős-Rényi graph grows faster than the logarithm of the number of vertices. With a more careful analysis, we may be able to show that Erdős-Rényi graphs with diverging average degree is another special case of our results, but we defer this to future work as it is not the focus of our paper.

Recently, Oliveira, Reis, and Stolerman (2020) as well as Lacker, Ramanan, and Wu (2019) have examined the sparse case where the average degree $G$ is bounded. The techniques in this regime are much more complicated and are outside the purview of our results. An important future line of work is to study the case of bounded-degree graphs in our setting as well.

Finally, we discuss a different line of work which shares some similar aspects to ours but is fundamentally different. Instead of constraining peer-to-peer interactions via the graph structure, one may instead constrain the set of actions. Formally, given a finite set of actions $A$, consider a graph $H$ with vertex set $A$. An agent playing action $\alpha \in A$ may only change their action to $\beta \in A$ if the edge $(\alpha, \beta)$ is present in $H$. Thus there is no restriction on agents’ information; rather, the limitation lies in the possible strategy revisions. This formulation has been studied for population games as well as other models (Barreiro-Gomez, Obando, and Quijano (2017), Barreiro-Gomez, Quijano, and Ocampo-Martinez (2016), Quijano, Ocampo-Martinez, Barreiro-Gomez, Obando, Pantoja, and Mojica-Nava (2017), Guéant (2015)).
1.3. *Organization of the paper*

In Section 2 we recap the perfect-information setting studied in prior work and introduce the distributed-information model. In Section 3, we present our first main result, Theorem 3.6, which studies the case where agents’ local estimates are close to the true population state. Section 4 studies the case where $G$ is a general graph. We present a formal justification for our new deterministic process in Section 4.1 and discuss our main concentration result, Theorem 4.2, in Section 4.2. The remainder of Section 4 is devoted to studying further properties of the new deterministic process. We conclude and state some avenues for future work in Section 5. The proofs of our results are deferred to the appendices.

2. *FINITE-AGENT POPULATION PROCESSES*

In Section 2.1, we review the general class of finite-agent population processes studied in detail by Benaïm and Weibull (2003, 2009), as well as the corresponding ODE approximation analysis. As we have mentioned earlier, the key enabler of this analysis is the assumption that each agent can observe the true state of the population when making decisions. Next, in Section 2.2, we extend the model of Section 2.1 to the case where agent information is constrained via a network topology.

2.1. *The perfect information setting*

Consider a population of $N$ agents, where each agent initially plays a pure strategy from a finite set $\mathcal{A}$, with $|\mathcal{A}| = m$, where $m$ is fixed and assumed to be much smaller than $N$. At each time step in the following set of discretized transition times

$$
T^N := \left\{ \frac{1}{N}, \frac{2}{N}, \ldots \right\} = \left\{ \frac{\ell}{N} : \ell \in \mathbb{N} \right\},
$$

exactly one agent is selected uniformly at random, independently chosen at each time, to revise their strategy (usually in a utility-driven manner). The stochastic process of interest is the *population state* $Y^N_{av}(t) = \{Y^N_{av,\alpha}(t)\}_{\alpha \in \mathcal{A}}$, where $Y^N_{av,\alpha}(t)$ is the fraction of agents in the population who play action $\alpha$. The state space of $Y^N_{av}(t)$ is contained within the simplex $\mathbb{T}^N$.
\( \Delta_m \), given formally by
\[
\Delta_m := \left\{ x \in \mathbb{R}^m_\geq 0 : \sum_{i=1}^m x_i = 1 \right\}.
\]

We label the stochastic process \( Y^N_{av}(t) \) with the subscript \( av \) to indicate that is an average or global description of the local states. Based on our description of how agents update their strategies, we can see that \( Y^N_{av}(t) \) is updated as follows. Suppose that \( t \in \mathbb{T}^N \), and that \( Y^N_{av}(t) \) is the population state after the transition at time \( t \). At the next transition time \( t + \frac{1}{N} \), an agent is selected uniformly at random to update their strategy; call them agent \( i \). Then we have
\[
Y^N_{av}\left( t + \frac{1}{N} \right) = \begin{cases} 
Y^N_{av}(t) + \frac{1}{N}(e_\alpha - e_\beta) & \text{if agent } i \text{ switches from } \beta \text{ to } \alpha \\
Y^N_{av}(t) & \text{if agent } i \text{ decides not to switch actions,}
\end{cases}
\]
where \( e_\alpha, \alpha \in A \), denotes the \( \alpha \)-th canonical vector in \( \mathbb{R}^m \). We assume that agents make decisions according to a common, time-invariant probabilistic policy \( \rho \), which depends only on the current action of the agent and the observed information of the agent. In this model, all agents can perfectly observe \( Y^N_{av}(t) \) at any time (we relax this assumption in the current work based on the distributed-information model; see Section 2.2). The probability that an agent switches from action \( \alpha \) to \( \beta \) is given by \( \rho^{\alpha\beta}(Y^N_{av}(t)) \). We emphasize that this is the case for any agent, since all agents have the same observed information. Thus for any two actions \( \alpha \) and \( \beta \), we can write the transition probabilities of the stochastic process \( Y^N_{av}(t) \) as:
\[
\mathbb{P}\left( Y^N_{av}\left( t + \frac{1}{N} \right) = x + \frac{1}{N}(e_\alpha - e_\beta) \mid Y^N_{av}(t) = x \right) = \frac{1}{N} \sum_{i:a_i(t)=\beta} \rho^{\beta\alpha}(x) = x^{\beta} \rho^{\beta\alpha}(x),
\]
where \( a_i(t) \in A \) is the action of agent \( i \) at time \( t \). Note that the right hand side depends only on \( x \), so the population process is Markov in this case. Remarkably, this implies that one can track the macroscopic population behavior \( Y^N_{av}(t) \) without considering the local state changes of individual agents at all. It remains to study the trajectory of \( Y^N_{av}(t) \).
From the functions \( \{\rho^{\beta\alpha}\}_{\alpha,\beta \in A} \) we can also compute the expected net increase \( \Lambda : \Delta_m \rightarrow \mathbb{R}^m \), with components \( \Lambda^\alpha \) for \( \alpha \in A \) given by

\[
\Lambda^\alpha(x) := \mathbb{E} \left[ \frac{Y^{N,\alpha}_{av}(t + 1) - x^\alpha}{1/N} \mid Y^{N}_{av}(t) = x \right] = \sum_{\beta \in A: \beta \neq \alpha} x^\beta \rho^{\beta\alpha}(x) - \sum_{\beta \in A: \beta \neq \alpha} x^\alpha \rho^{\alpha\beta}(x).
\]

Above, for \( x \in \mathbb{R}^m \), we let \( x^\alpha \) be the corresponding component of \( x \). Conditioned on \( Y^{N}_{av}(t) = x \), (3) is the expected rate of change in the proportion of agents playing \( \alpha \). The first term represents the probability of an agent switching to \( \alpha \), and the second term represents the probability of switching from \( \alpha \) to another action. As \( N \) grows larger and the transition times become more and more frequent, it is natural to approximate the stochastic evolution of \( Y^{N}_{av}(t) \) by the deterministic coupled differential equations

\[
\begin{cases}
\dot{x}^\alpha = \Lambda^\alpha(x) & \forall \alpha \in A \\
 x(0) = Y^{N}_{av}(0).
\end{cases}
\]

Under the following assumption, the solution to (4) is unique for any given initial condition.

**Assumption 2.1:** The functions \( \rho^{\alpha\beta} : \Delta_m \rightarrow \mathbb{R} \) are continuously differentiable and \( L_{\rho} \)-Lipschitz with respect to the norm \( \| \cdot \|_{\infty} \) for all \( \alpha, \beta \in A \).

The assumption implies \( \Lambda \) is Lipschitz on the compact invariant set \( \Delta_m \), and uniqueness follows from the Picard-Lindelöf theorem. The first main result of Benaïm and Weibull shows that \( Y^{N}_{av}(t) \) concentrates around the unique solution to (4).

**Theorem 2.2**—Lemma 1 of Benaïm and Weibull (2003): Let \( \hat{Y}^{N}_{av}(t) \) denote the continuous-time version of \( Y^{N}_{av}(t) \) that is obtained by linear interpolation between consecutive time-steps in \( \mathbb{T}^N \). Let \( x(t) \) be the solution to (4). For any \( \epsilon > 0 \), \( T > 0 \), there is a constant \( c = c(T) \) and \( N(\epsilon, T) \) large enough such that for \( N \geq N(\epsilon, T) \),

\[
\mathbb{P} \left( \sup_{0 \leq t \leq T} \left\| \hat{Y}^{N}_{av}(t) - x(t) \right\|_{\infty} > \epsilon \right) \leq 2me^{-cN\epsilon^2}.
\]
The above concentration bound also holds for other models of asynchronous updates. For instance, the continuous-time analog of choosing an agent uniformly at random to update at each transition time is to assign each agent an independent Poisson clock with rate 1 (i.e. a Poisson process on $\mathbb{R}_{\geq 0}$ with rate 1); when an agent’s clock rings, the agent may revise their strategy. Benaïm and Weibull also extend Theorem 2.2 to the Poisson clock model (see Appendix I in (Benaïm and Weibull, 2003)).

This type of law of large numbers result for Markov population processes has been developed before by several authors (Kurtz (1970), Boylan (1995), Binmore and Samuelson (1997), Corradi and Sarin (2000), Sandholm (2003)). Recently, some authors have further developed the law of large numbers result from a large-deviations perspective (Sandholm and Staudigl (2018), DeVille and Galiardi (2017), Sawa (2016)). All of these works rely fundamentally on the Markov nature of the population process $Y_{av}^N(t)$. However, as we will see in the following section, the distributed-information version of this formulation, in which agents may not be able to directly estimate $Y_{av}^N(t)$, is no longer Markov, hence usual techniques do not apply.

2.1.0.1. Connections to game theory. A key application of our results is to population games (see for instance Sandholm (2010)), where agents act according to a policy $\rho$ that will hopefully improve their utility at every time they update.

In population games, a common utility function is assigned to all agents and is given by $U : \Delta_m \rightarrow \mathbb{R}^m$. The utility for an agent playing action $\alpha$ is $U_\alpha(x)$, where $x$ is the global population state. Once agents observe $x$ and the utility function $U(x)$, there are several policies that they may use to update their strategy:

- (Best response) $\text{supp } \rho^{\beta\alpha}(x) \subseteq \arg \max_{\alpha \in A} U_\alpha(x)$;
- (Smoothed best response) $\rho^{\beta\alpha}(x) \propto \exp(\theta \cdot U_\alpha(x))$ for some $\theta \geq 0$;
- (Imitation by pairwise comparison) $\rho^{\beta\alpha}(x) \propto x^\alpha \cdot \max \{U_\alpha(x) - U_\beta(x), 0\}$.

An important goal is to understand the dynamics of the macrostate $Y_{av}^N(t)$ when agents act according to a given policy $\rho$. Using Theorem 2.2, Benaïm and Weibull characterize the behavior of the finite-agent process $Y_{av}^N(t)$ in the perfect-information setting using prop-
erties of the deterministic mean-field solution. The same can be done for the distributed-information setting using our results, Theorems 3.6 and 4.2.

2.2. The distributed-information setting

A key assumption of the model in Section 2.1 is that all agents have perfect access to the true state of the population. In many cases of practical interest, however, agents may only be able to observe a subset of agents to inform their decisions. In this section, we generalize the model of Section 2.1 to account for this information structure.

Suppose that we have $N$ agents. We represent the collection of all agents by $[N] := \{1, \ldots, N\}$. Agent information is represented by a fixed, undirected graph $G$ on $N$ vertices labelled $1, \ldots, N$, where the edge $(i, j)$ exists if and only if agents $i$ and $j$ can observe each other’s actions at any point in time. We make the following assumption on $G$.

Assumption 2.3: The graph $G$ is connected and has self-loops for each vertex.

As will be shown below, the first condition ensures that information diffuses across the network. The assumption that $G$ is connected can be assumed without loss of generality; if the network was not connected, we could consider the connected components individually. The second assumption follows naturally from the interpretation of $G$: each agent can observe and use their own information, hence there is a self-loop for each vertex. Note that when agents can perfectly observe the true population state, which is the case in the model of Section 2.1, $G$ corresponds to a complete graph (with self-loops for each vertex), i.e., with all-to-all communication links.

Since agents only have partial information in our setting, they use a local population state based on aggregating neighborhood information as a surrogate for the true, global population state. For each $i \in [N]$, let $w_{i1}, \ldots, w_{iN} \in [0, 1]$ be constants satisfying $\sum_{j=1}^{N} w_{ij} = 1$, where $w_{ij}$ informally represents the (direct) influence the actions of agent $j$ have on agent $i$ in terms of estimating the population state. To write these ideas formally, we first denote, for $j \in [N]$, $Y^N_j(t) = \{Y_j^{N,\alpha}(t)\}_{\alpha \in A}$ to be the vectorized action of agent $j$: if $a_i(t) = \alpha$ then $Y_j^{N,\alpha}(t) = 1$ and $Y_j^{N,\beta}(t) = 0$ for $\beta \neq \alpha$. We may also concisely write $Y_j^{N}(t) = e_{\alpha}$,
where $e_{\alpha}$ is a vector indexed by $A$ where only the $\alpha$-component is 1 while the rest are zero. The local estimate of agent $i$ at time $t$ is then defined as

$$Y_i^N(t) := \sum_{j=1}^N w_{ij} Y_j^N(t).$$

(6)

For convenience, we may compile all the weights $w_{ij}$ into a single matrix $W \in \mathbb{R}^{N \times N}$, which we call the combination matrix. We assume the following about $W$.

**Assumption 2.4:** The combination matrix $W = [w_{ij}]_{1 \leq i, j \leq N}$ is non-negative, doubly-stochastic, and conforms to the structure of $G$ in the following sense: $w_{ij} > 0$ if and only if $(i, j)$ is an edge in $G$.

The condition that $W$ is doubly stochastic is common in distributed algorithms (Boyd, Ghosh, Prabhakar, and Shah (2006)). Furthermore, if $G$ is connected and has self-loops for every vertex, it is always possible to find a doubly-stochastic combination matrix (see Corollary 3.3 in Gharesifard and Cortes (2012)). In this paper, we use the *equal weights design* (see (7)), but there are other natural constructions that may be considered, such as Metropolis weights (Nedić, Olshevsky, and Rabbat (2018)) and Sinkhorn scaling (Sinkhorn (1964)). For doubly-stochastic $W$, we also have the following useful relation:

$$\frac{1}{N} \sum_{i=1}^N Y_i^N(t) = \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N w_{ij} Y_j^N(t) = \frac{1}{N} \sum_{j=1}^N \left( \sum_{i=1}^N w_{ij} \right) Y_j^N(t) = Y_{av}^N(t).$$

The last condition in Assumption 2.4 – that $w_{ij} > 0$ if and only if $(i, j)$ is an edge in $G$ – is quite natural. If the edge $(i, j)$ does not exist, agents $i$ and $j$ cannot directly observe

---

4In this model, the local estimates are linear functions of the neighborhood states. In principle, one could use a nonlinear aggregation function, but we focus on the linear case as it is simple and natural to study. This form of local estimate formation through neighborhood averaging is relevant to and arises in problems of distributed information processing, see for example, DeGroot’s consensus formation model (DeGroot (1974)) as well as other models in optimization, control and game-theoretic computations in networks, see (Tsitsiklis, Bertsekas, and Athans (1986), Jadbabaie, Lin, and Morse (2003), Dimakis, Kar, Moura, Rabbat, and Scaglione (2010), Swenson, Kar, and Xavier (2015)).
each other, so their respective actions are not considered when agents $i$ and $j$ form local estimates.

We now describe the agent dynamics in our setting. As in the model in Section 2.1, at each time in $\mathbb{T}^N$, a single agent is chosen uniformly at random to update their action. Suppose that at time $t$, agent $i$ is chosen to update their strategy and the agent currently plays action $\alpha$. When agent $i$ revises their strategy, we obtain the state of the system at time $t + 1/N$. There are two types of updates that can happen:

1. **Policy-based update.** Agent $i$ switches from $\alpha$ to $\beta$ with probability $\rho^\alpha \beta(\bar{Y}_i^N(t))$. In other words, the agent uses their local estimate as a surrogate for the true population state.

2. **Neighborhood exploration.** Agent $i$ chooses to imitate a neighboring agent $j$ with probability $w_{ij}$.

The first type of update is a natural generalization of the model in Section 2.1. The second type of update enables information to diffuse across the network. Formally, the choice of update at time $t$ is controlled by a random parameter $u \in \{0, 1\}$. If an agent $i$ is chosen to update, we sample $u \sim \text{Bernoulli}(r(t))$, where the function $r : \mathbb{R}_{\geq 0} \rightarrow [0, 1]$ is a given decreasing function whose purpose will be described in the following paragraph. If $u = 1$, then agent $i$ performs a policy-based update; else if $u = 0$ the agent updates according to neighborhood exploration. It is important to note that, in this case, the process $Y_{\text{av}}^N(t)$ is not Markov. That is, while the value of $Y_{\text{av}}^N(t + 1/N)$ can be simulated given only $Y_{\text{av}}^N(t)$ in the perfect-information setting, one needs to also know all of the local estimates $\{\bar{Y}_i^N(t)\}_{i \in [N]}$ in order to simulate $Y_{\text{av}}^N(t + 1/N)$ in the distributed-information setting.

We remark that if the communication graph is complete and $r(t) = 1$ for all $t \geq 0$, we recover the classical model described in Section 2.1. While the motivation for the policy-based update in the distributed-information setting is clear, the usefulness of the neighborhood exploration step is more subtle. As we shall see in Section 4, the mean-field approx-

---

5When we explain the dynamics formally in Section 4.1, we will use the more informative notation $u_i^N(t)$, which refers to the type of update that agent $i$ does in order to construct the state of the stochastic process at time $t + 1/N$. 
imation for general communication graphs $G$ is, in general, not the same as the classical mean-field equation derived in the perfect-information setting. However, we shall show that if the neighborhood exploration step is performed often enough, the mean-field approximation for general $G$ converges, asymptotically in time, to the classical mean-field equation. To see why this occurs on a more technical level, note that if an agent performs the neighborhood exploration step, the expected value of their new action is a weighted average of their neighbors’ states. If this weighted averaging is repeated by all agents sufficiently often, $\overline{Y}_i^N(t)$ can be shown to converge to $Y_{av}^N(t)$ for every $i \in [N]$. This implies, once $t$ is large enough, that the population dynamics in the distributed-information case will resemble that of the perfect-information case. In Theorem 3.6, we assume that $r(t) = 1$, since the classical mean-field ODE is shown to approximate $Y_{av}(t)$ well in this case. In our second concentration result, Theorem 4.2, we place no restrictions on $r(t)$. In Corollary 4.8 we show how one may choose $r(t)$ so that the mean-field equation for the distributed-information setting converges to the classical mean-field equation.

In the following sections, we study the evolution of the population process $Y_{av}^N(t)$ in the distributed-information setting over bounded time intervals and as $N \rightarrow \infty$. Since the dynamics depend heavily on the underlying graph $G$, our first main result (Theorem 3.6 in Section 3) will consider sequences $\{(G_n, W_n)\}_n$ of graphs and combination matrices (where $G_n$ is a graph on $n$ vertices and $W_n \in \mathbb{R}^{n \times n}$) to obtain mean-field-like characterizations of $Y_{av}^N(t)$. In Section 4, we also consider fixed graphs that have a sufficiently large number of vertices.

### 3. MEAN-FIELD ANALYSIS FOR RAPIDLY-MIXING GRAPHS

In this section we derive mean-field approximation results for the distributed information setting (see Section 2.2) for graphs that have a “rapidly mixing” property: the spectral gap of the combination matrix $W$ tends to 1 as the number of vertices tends to infinity. This is the case in many families of graphs, including classes of random regular graphs and Erdős-Rényi graphs. Under this assumption, we show that the same probability bound of Theorem 2.2 holds. Remarkably, the only properties of the graph used are the number of vertices and the spectral gap, which indicates that these are exactly the correct quantities to
consider when evaluating the correctness of a mean-field approximation. Prior literature, on the other hand, has mostly established mean-field characterizations when the communication graph $G$ is highly-structured (e.g., is regular or generated according to some probability distribution).

We remark that while our ultimate goal is to establish concentration results for fixed graphs with no special structure, the rapidly mixing setting is of independent interest and serves as an introduction to more involved techniques later used in this paper. In addition, we assume in this section that there is no neighborhood exploration (equivalently, $r(t) = 1$). The reason for this is that we will show the classical mean-field ODE approximates $Y^N_{av}(t)$ well if the "rapidly mixing" property (to be rigorously defined) holds. As explained in Section 2.2, our interest in neighborhood exploration stems from the observation that the classical mean-field ODE is not always a good approximation for the evolution of $Y^N_{av}(t)$ -- a point that will be explored in more detail in Section 4.

Before beginning our analysis, we summarize the evolution of the stochastic process (without neighborhood exploration):

- Initially, at time $t = 0$, each agent chooses an action from the set $\mathcal{A}$. For each $i \in [N]$, $Y^N_{i,\alpha}(0) = 1$ if agent $i$ initially plays action $\alpha$, else $Y^N_{i,\alpha} = 0$.
- Given the collection $\{Y^N_i(t)\}_{i \in [N]}$, the construct the state of the system at time $t + 1/N$ as follows:
  - Choose an agent $i$ uniformly at random, who will be allowed to revise their action.
  - If agent $i$ plays action $\alpha$ at time $t$, they switch to playing action $\beta$ at time $t + 1/N$ with probability $\rho^{\alpha\beta}(Y^N_i(t))$. The behavior of all other agents remain unchanged from their state at time $t$.

We next introduce a few important definitions pertaining to the graph $G$ and combination matrix $W$. For two vectors $u, v \in \mathbb{R}^k$, denote the inner product by $\langle u, v \rangle := \sum_{\ell=1}^k u_\ell v_\ell$ as well as the $\ell_2$-norm $\|u\|_2 := \sqrt{\langle u, u \rangle}$. Let $1$ denote a vector of all ones whose dimension is
the number of columns of $W$, and define the quantity

$$\lambda(W) := \sup_{x: \|x\|_2=1, \langle 1, x \rangle = 0} \| Wx \|_2.$$  

The quantity $1 - \lambda(W)$ is often referred to as the spectral gap of $W$. Since $W$ is non-negative and doubly-stochastic, $0 \leq \lambda(W) \leq 1$. Noting that $W$ is primitive due to the connectivity of $G$ (see Assumptions 2.3 and 2.4), the Perron-Frobenius theorem implies that $\lambda(W) < 1$ (see Berman and Plemmons (1994)).

On a high level, $\lambda(W)$ measures the average similarity between agents’ local population states; we illustrate this idea with two extreme examples. If the combination matrix is $W = I$, then $\lambda(W) = 1$ and corresponds to the case where the agents are completely decoupled in the information sense. On the other hand, if the combination matrix is $W = \frac{1}{N} 1 1^{	op}$ (which is the case when $G$ is the complete graph with self-loops, or equivalently, in the model of Section 2.1), then $\lambda(W) = 0$ and all agents perfectly estimate the true population state.

Another useful perspective is that $\lambda(W)$ represents the “Markovianity” of the population process. When $\lambda(W) = 0$, the underlying graph is complete and the population process $Y_{av}^N(t)$ is Markov as discussed in Section 2.1. Taking this idea one step further, if $\lambda(W) \to 0$ as $N \to \infty$, we can think of $Y_{av}^N(t)$ as being asymptotically Markov. The goal of our first result is to show that concentration results which hold for Markov population processes also hold for these asymptotically Markov population processes. While this may seem like a simple generalization of Theorem 2.2, it broadens our understanding of the mean-field approximation tremendously. We will show, for instance, that random regular graphs and Erdős-Rényi graphs satisfy such a condition for an appropriate but general choice of parameters. To formalize these ideas, we will introduce the following definition.

**Definition 3.1—Rapidly mixing sequence:** A sequence $\{(G_n, W_n)\}_n$ is rapidly mixing if the following conditions are satisfied:

1. $G_n$ is a graph on $n$ vertices satisfying Assumption 2.3, and $W_n$ is a combination matrix for $G_n$ satisfying Assumption 2.4.
2. $\lim_{n \to \infty} \lambda(W_n) = 0$. 

There are several natural ways to construct rapidly mixing sequences from well-understood families of graphs. One such example is an equal weights design. Let $d_i$ be the number of neighbors of vertex $i$ in $G$, not including vertex $i$ itself, and let $d_{\text{max}} := \max_{i \in [N]} d_i$. Given a parameter $a < d_{\text{max}}^{-1}$, the entries of $W$ under the equal weights design are given by

$$W_{ij} := \begin{cases} 
  a & (i, j) \text{ is an edge in } G \text{ and } i \neq j; \\
  1 - a d_i & i = j \\
  0 & \text{else.}
\end{cases}$$

(7)

It can be readily seen that $W$ is a symmetric, doubly-stochastic matrix satisfying Assumption (2.4). This in particular implies that $\lambda(W)$ is the second-largest eigenvalue of $W$. We remark that there several other ways to construct doubly-stochastic combination matrices, such as Metropolis weights (Nedić, Olshevsky, and Rabbat (2018)) and Sinkhorn scaling (Sinkhorn (1964)).

**Example 3.2—Complete graphs:** In the classical setup of Benaim and Weibull’s model, we can interpret the underlying graph topology as being complete with self-loops for each vertex. Let $G_n$ be such a graph on $n$ vertices, and let $W_n$ be the corresponding combination matrix given by an equal weights design with $a = 1/n$. Then $W_n = \frac{1}{n} \mathbf{1} \mathbf{1}^\top$, so $\lambda(W_n) = 0$ for all $n$. Thus the sequence $\{(G_n, W_n)\}_n$ formed by complete graphs with self-loops is rapidly mixing.

**Example 3.3—Link failures in the complete graph:** Suppose that for each vertex $i$, there is a set $S_i \subset [n]$ such that for each $j \in S_i$, the edge $(i, j)$ is removed from the complete graph to form the graph $G_n$. This models, for instance, link failures in networks. The entries of the resulting combination matrix $W_n$ under the equal weights design with $a = 1/n$ are then given by

$$(W_n)_{ij} := \begin{cases} 
  \frac{1}{n} & j \notin S_i, j \neq i \\
  \frac{|S_i|}{n} & i = j \\
  0 & j \in S_i.
\end{cases}$$
We can also write \( W = \frac{1}{n} \mathbf{1} \mathbf{1}^\top + H \), where

\[
H_{ij} := \begin{cases} 
0 & j \notin S_i, j \neq i \\
\frac{|S_i| - 1}{n} & i = j \\
\frac{1}{n} & j \in S_i.
\end{cases}
\]

By the triangle inequality, \( \lambda(W) \leq \lambda(H) \). By the Gershgorin circle theorem, \( \lambda(H) \) can be bounded by \( \max_{i \in [n]} \frac{2|S_i|}{n} \). Hence, as long as \( \max_{i \in [n]} |S_i| \ll n \) (in other words, if the number of link failures is sublinear in the number of vertices), the sequence \( \{(G_n, W_n)\}_n \) is rapidly mixing.

**Example 3.4—Random regular graphs:** In a \( d \)-regular graph, each vertex has degree \( d \) and there are no self-loops or multiple edges. Fix \( n \), and construct \( G_n \) so that it is a \( dn \)-regular graph with self-loops added for each vertex. If \( G_n \) is chosen uniformly at random from the set of \( dn \)-regular graphs, the combination matrix \( W_n \) constructed according to the equal weights design and \( a = \frac{1}{dn+1} \) satisfies \( \lambda(W_n) \leq \frac{C_{\text{reg}}}{\sqrt{n}} \) for some universal constant \( C_{\text{reg}} \) (for details, see Proposition E.1 in Appendix E). Then for \( n_0 \) sufficiently large, \( \{(G_n, W_n)\}_{n \geq n_0} \) is a rapidly mixing family if \( dn \to \infty \) as \( n \to \infty \).

**Example 3.5—Erdős-Rényi graphs:** Given \( p \in (0, 1) \), an Erdős-Rényi graph \( G \sim G(n, p) \) on \( n \) vertices is sampled by creating an edge between a pair of vertices with probability \( p \), independently across all pairs of vertices in the graph. We will also add self-loops for every vertex so that our network assumptions are satisfied. Let \( W_n \) be the associated combination matrix with uniform weights. If \( p = p_n \) satisfies \( \frac{np_n}{\log n} \to \infty \), then with probability tending to 1 as \( n \to \infty \), \( \lambda(W_n) \leq C_{\text{ER}} \sqrt{\frac{\log n}{(n-1)p_n}} \) where \( C_{\text{ER}} \) is a universal constant (see Proposition E.4 in Appendix E for details). Then for sufficiently large \( n_0 \), \( \{(G_n, W_n)\}_{n \geq n_0} \) is a rapidly mixing family for \( G_n \) chosen in this manner.

The term “rapidly mixing” is inspired by the following observation. Fix an action \( \alpha \in \mathcal{A} \) and define the \( n \)-dimensional vector \( Y^{n, \alpha}(t) := \{Y_i^{n, \alpha}(t)\}_{i=1}^n \), where we recall that \( Y_i^{n, \alpha}(t) = 1 \) if agent \( i \) plays \( \alpha \) at time \( t \), else \( Y_i^{n, \alpha}(t) = 0 \). Similarly define \( Y^{n, \alpha}(t) \), and
note that $\bar{Y}_{n,\alpha}^{\alpha}(t) = W_n Y_{n,\alpha}^{\alpha}(t)$ in light of (6). We can decompose $Y_{n,\alpha}^{\alpha}(t)$ as

$$Y_{n,\alpha}^{\alpha}(t) = \frac{1}{n} \langle 1, Y_{n,\alpha}^{\alpha}(t) \rangle + z = Y_{av}^{\alpha}(t) 1 + z,$$

where $\langle 1, z \rangle = 0$. Since $W_n$ is doubly stochastic,

$$\bar{Y}_{n,\alpha}^{\alpha}(t) = W_n Y_{n,\alpha}^{\alpha}(t) = Y_{av}^{\alpha}(t) W_n 1 + W_n z = Y_{av}^{\alpha}(t) 1 + W_n z.$$

If $\lambda(W_n) \approx 0$, then

$$\left\| \bar{Y}_{n,\alpha}^{\alpha}(t) - Y_{av}^{\alpha}(t) 1 \right\|_2 = \| W_n z \|_2 \leq \lambda(W_n) \| z \|_2 \approx 0,$$

which in turn implies that $\bar{Y}_{n,\alpha}^{\alpha}(t) \approx Y_{av}^{\alpha}(t) 1$. In words, agents’ local estimates are, on average, close to the global population state. We can therefore treat the evolution of the population state in the distributed information case as a perturbed version of the classical dynamics, where the magnitude of the perturbations can be bounded by $\lambda(W_n)$, a quantity that tends to zero in the limit of large networks. This leads us to the following result.

**Theorem 3.6:** Let $\hat{Y}_{av}^{N}(t)$ denote the continuous-time version of $Y_{av}^{N}(t)$ that is obtained by linear interpolation between consecutive time-steps in $T^N$. Let $\{(G_n, W_n)\}_n$ be a rapidly mixing sequence, and let $x$ be the solution to the mean-field ODE (4). Fix any $\epsilon > 0$ and $T \geq 0$. For $N$ sufficiently large but depending on $T, \epsilon$ and the rapidly mixing sequence itself, if $Y_{av}^{N}(t)$ is the population process evolving on the graph $G_N$ with combination matrix $W_N$,

$$\mathbb{P} \left( \sup_{0 \leq t \leq T} \left\| \hat{Y}_{av}^{N}(t) - x(t) \right\|_\infty > \epsilon \right) \leq 2me^{-c(T)N\epsilon^2}. \quad (8)$$

The proof can be found in Appendix A. We make a few important remarks about the theorem. The constant $c(T)$ which appears in the exponent of the probability bound in (8) depends only on $T$ and not in any way on the graph $G_N$. Furthermore, the constant $c(T)$ is the same constant that appears in the exponent of (5) in Theorem 2.2. To summarize, Theorems 2.2 and 3.6 yield identical concentration bounds.
Remark 3.7: Theorem 3.6 may be viewed as a robust version of Theorem 2.2 in the following sense. If the underlying topology \((G, W)\) is complete but is perturbed to \((G', W')\) (due to the failure or deletion of inter-agent links, for instance), the mean-field characterization of the population process still holds as long as \(N\) is sufficiently large and \(\lambda(W')\) is close to \(\lambda(W) = 0\).

Simulations. We illustrate our theoretical results with numerical simulations, using an example taken from population games. In this setting, there is a common payoff function \(U\) which maps the population state to a vector of rewards, each entry corresponding to a different strategy. For simplicity, we assume that there are two actions, and that the payoff has the form

\[ U(x_1, x_2) := (-2x_1 + x_2, x_1 - 2x_2) = (U_1(x_1, x_2), U_2(x_1, x_2)). \]

Above, \(x_1\) represents the fraction of the population currently playing strategy 1, and \(x_2\) represents the fraction of the population currently playing strategy 2. Based on the payoff function, there are numerous reasonable ways agents may update their actions. We assume the revision policy is a smoothed best response, given by

\[ \rho^{12}(x_1, x_2) := \frac{\exp(10 \cdot U_2(x_1, x_2))}{\exp(10 \cdot U_1(x_1, x_2)) + \exp(10 \cdot U_2(x_1, x_2))}, \]

\[ \rho^{21}(x_1, x_2) := \frac{\exp(10 \cdot U_1(x_1, x_2))}{\exp(10 \cdot U_1(x_1, x_2)) + \exp(10 \cdot U_2(x_1, x_2))}. \]

We simulate the evolution of \(Y_{av}^N(t)\) when the underlying topology \(G\) is an Erdős-Rényi graph. We set \(p = 0.1\) and \(N = 100, 250, 1000\); our results are displayed in Figure 1. As predicted by Theorem 3.6, the population process enjoys better concentration around the classical mean-field equation as the number of vertices increases.

4. MEAN-FIELD ANALYSIS FOR GENERAL GRAPHS

When \(G\) is an arbitrary graph, the previous techniques for showing concentration around the mean-field ODE no longer apply since agents’ local estimates are not necessarily perturbations of the true population state. Interestingly, we find that the natural mean-field
Figure 1.—Realizations of $Y_{av}^N(t)$ for $N = 100, 250, 1000$ when $G \sim G(N, p = 0.1)$. As the number of vertices increases, $Y_{av}^N(t)$ enjoys a tighter concentration around the mean-field ODE.

approximation in this more general setting could be different from the classical mean-field ODE obtained from the perfect-information case; we derive this new mean-field equation in Section 4.1. We next show in Section 4.2 that if $G$ is sufficiently dense (technically, we assume that the normalized Frobenius norm of $W$ is sufficiently small), the population process $Y_{av}^N(t)$ concentrates around the new mean-field approximation we derive. While the techniques use the same basic arguments as Theorems 2.2 and 3.6, the proof is much more involved due to the non-Markov nature of the process $Y_{av}^N(t)$. Finally, in Section 4.3, we study properties of the mean-field equation, and identify conditions under which it reduces to the classical mean-field ODE.

4.1. Deriving the deterministic process

Assume that all random objects are defined on a common measurable space equipped with a filtration $\{\mathcal{F}_t\}_t$, where $\mathcal{F}_t$ consists of all measurable events formed by the random
variables used in the evolution of the stochastic process until and including time \( t \). Recall that to derive the deterministic approximation for the classical dynamics, we computed the expected change from time \( t \) to \( t + \frac{1}{N} \) conditioned on \( \mathcal{F}_t \). For the distributed setting, agent interactions are non-homogenous, so we first compute the expected change for an individual, and then average to obtain the expected change for the population process.

At each time \( t \in \mathbb{T}^N \), exactly one agent is chosen, uniformly at random, to update their action. Formally, we assign to each agent \( i \in [N] \) a sequence of random variables \( \{\text{Clock}_i^N(t)\}_{t \in \mathbb{T}^N} \), where \( \text{Clock}_i^N(t) = 1 \) if and only if agent \( i \) is chosen to update their action at time \( t \). Furthermore, \( \text{Clock}_i^N(t) \) is \( \mathcal{F}_t \)-measurable, and is independent of \( \mathcal{F}_{t-1/N} \). Since the updating agent is chosen independently at random, we have \( \text{Clock}_i^N(t) \sim \text{Bernoulli}(1/N) \) (independently of all other random objects) and \( \sum_{i=1}^N \text{Clock}_i^N(t) = 1 \) for every \( t \).

Fix \( i \in [N] \), and suppose that agent \( i \) is chosen to update their action at time \( t + 1/N \) (in terms of our notation, \( \text{Clock}_i^N(t + 1/N) = 1 \)). The type of update that agent \( i \) performs (policy-based or neighborhood exploration) is dictated by a sequence of random variables \( \{u_i^N(t)\}_{t \in \mathbb{T}^N} \), where \( u_i^N(t) \) is \( \mathcal{F}_{t+1/N} \)-measurable and is independent of \( \mathcal{F}_t \); that is, conditioned on the state of the system at time \( t \), \( u_i^N(t) \) is a random variable whose value leads to the state of the system at time \( t + 1/N \). If \( u_i^N(t) = 1 \), then agent \( i \) performs a policy-based update; otherwise they perform a neighborhood exploration step. We also have \( u_i^N(t) \sim \text{Bernoulli}(r(t)) \), where \( r(t) \) is a function that satisfies the following assumption:

\textbf{Assumption 4.1:} The function \( r(t) \) satisfies \( r : \mathbb{R}_{\geq 0} \rightarrow (0, 1] \), \( r \) is \( L_r \)-Lipschitz and \( \int_0^\infty r(t)dt = \infty \).

Above, \( \mathbb{R}_{\geq 0} \) denotes the set of non-negative real numbers. On a high level, \( r(t) \) can be thought of as the rate at which agents make policy-based decisions; in classical settings, \( r(t) = 1 \). The assumption that the integral of \( r(t) \) diverges essentially ensures that neigh-

---

6Recall that \([N] := \{1, \ldots, N\}\).

7We name the variable “Clock” to emphasize its similarity with with the Poisson clock model, which is often used in continuous-time processes involving interacting systems of agents (see, e.g., Sandholm (2010)).
borhood exploration does not significantly change the population dynamics - we formalize this idea in Section 4.1.1. We will next formalize the transitions of the stochastic process. From the description in Section 2.2, we can summarize the stochastic evolution as follows:

- Initially, at time $t = 0$, each agent chooses an action from the set $A$. For each $i \in [N]$, $Y_{iN,\alpha}(0) = 1$ if agent $i$ initially plays $\alpha$ and $Y_{iN,\alpha}(0) = 0$ otherwise.
- Given the collection $\{Y_{iN}(t)\}_{i \in [N]}$, construct the state of the system at time $t + 1/N$ as follows:
  - Choose an agent $i$ uniformly at random, independently of all other randomness, to revise their action (formally, $Clock_i(t + 1/N) = 1$).
  - Sample $u_i(t) \sim$ Bernoulli($r(t)$).
  - If $u_i(t) = 1$ (policy-based update) and agent $i$ plays action $\alpha$, they switch to playing action $\beta$ at time $t + 1/N$ with probability $\rho_{\alpha\beta}(Y_{iN}(t))$. The behavior of all other agents remains unchanged.
  - If $u_i(t) = 0$ (neighborhood exploration) then $Y_{iN}(t + 1/N) = Y_{jN}(t)$ with probability $w_{ij}$ – that is, agent $i$ imitates the action of a neighbor, agent $j$. The behavior of all other agents remains unchanged.

We now formalize the description provided above. Assume that $u_i(t) = 1$ so that agent $i$ performs a policy-based update. Define the $\mathcal{F}_{t + 1/N}$-measurable indicator variable $R_i^{\alpha\beta}(t)$, where

$$R_i^{\alpha\beta}(t) := \begin{cases} 1 & \text{agent } i \text{ switches from } \alpha \text{ to } \beta \text{ at time } t + 1/N \\ 0 & \text{else.} \end{cases}$$

Conditioned on $\mathcal{F}_t$, $R_i^{\alpha\beta}(t) \sim$ Bernoulli($\rho_{\alpha\beta}(Y_{iN}(t))$). We can then write, for every $\alpha \in A$,
Else, if $Clock^N_i (t + 1/N) = 1$ and $u^N_i (t) = 0$, agent $i$ instead imitates a randomly selected neighbor. Define the $\mathcal{F}_{t+1/N}$-measurable indicator variable $\mathcal{W}_{ij}(t)$, where

$$\mathcal{W}_{ij}(t) := \begin{cases} 1 & \text{agent } i \text{ imitates agent } j \text{ at time } t + 1/N \\ 0 & \text{else.} \end{cases}$$

For every $t$ and $i$, there is a unique $j$ such that $\mathcal{W}_{ij}(t) = 1$. Furthermore, conditioned on $\mathcal{F}_t$, $\mathcal{W}_{ij}(t) \sim \text{Bernoulli}(w_{ij})$. We can then write, for every $\alpha \in A$,

$$Y^N,\alpha_i \left( t + \frac{1}{N} \right) - Y^N,\alpha_i (t) = \sum_{j=1}^{N} \mathcal{W}_{ij}(t) Y^N,\alpha_j (t) - Y^N,\alpha_i (t). \quad (10)$$

Combining (9) and (10), we can write, for every $\alpha \in A$,

$$Y^N,\alpha_i \left( t + \frac{1}{N} \right) - Y^N,\alpha_i (t) = Clock^N_i \left( t + \frac{1}{N} \right) \left[ \left( 1 - u^N_i (t) \right) \sum_{j=1}^{N} \mathcal{W}_{ij}(t) Y^N,\alpha_j (t) - Y^N,\alpha_i (t) \right]$$

$$+ u^N_i (t) \left[ \sum_{\beta \in A : \beta \neq \alpha} Y^N,\beta_i (t) R^\beta_{\alpha i} (Y^N_i (t)) - \sum_{\beta \in A : \beta \neq \alpha} Y^N,\alpha_i (t) R^\beta_{\alpha i} (Y^N_i (t)) \right]. \quad (11)$$

Take an expectation with respect to $\mathcal{F}_t$ to obtain

$$\mathbb{E} \left[ Y^N,\alpha_i \left( t + \frac{1}{N} \right) - Y^N,\alpha_i (t) \mid \mathcal{F}_t \right] = \frac{1 - r(t)}{N} \left( Y^N,\alpha_i (t) - Y^N,\alpha_i (t) \right)$$

$$+ \frac{r(t)}{N} \left( \sum_{\beta \in A : \beta \neq \alpha} Y^N,\beta_i (t) \rho^\beta (Y^N_i (t)) - \sum_{\beta \in A : \beta \neq \alpha} Y^N,\alpha_i (t) \rho^\beta (Y^N_i (t)) \right) \quad (12)$$

This suggests a deterministic approximation of

$$y^N,\alpha_i \left( t + \frac{1}{N} \right) - y^N,\alpha_i (t) = \frac{1 - r(t)}{N} \left( y^N,\alpha_i (t) - y^N,\alpha_i (t) \right)$$

$$+ \frac{r(t)}{N} \left( \sum_{\beta \in A : \beta \neq \alpha} y^N,\beta_i (t) \rho^\beta (y^N_i (t)) - \sum_{\beta \in A : \beta \neq \alpha} y^N,\alpha_i (t) \rho^\beta (y^N_i (t)) \right)$$
where $y_i^N(0) := Y_i^N(0)$. We remark that (13) has a useful consensus-preserving property: if $y_i^N(0) = y_j^N(0)$ for all $i, j \in [N]$, then we have $y_i^N(t) = y_j^N(t)$ for all $i, j \in [N]$ and all $t \in \mathbb{T}^N$; this can be easily seen by induction.

Averaging over $i \in [N]$ in (13) and noting that $\frac{1}{N} \sum_{i=1}^{N} y_i^N(t) = y_{av}^N(t)$ due to $W$ being doubly stochastic suggests the following deterministic approximation for $Y_{av}^N(t)$:

$$y_{av}^N(t + \frac{1}{N}) - y_{av}^N(t) = \frac{r(t)}{N^2} \sum_{i=1}^{N} \left( \sum_{\beta \in \mathcal{A}, \beta \neq \alpha} y_i^{N,\beta}(t) \rho^{\beta\alpha}(y_i^N(t)) - \sum_{\beta \in \mathcal{A}, \beta \neq \alpha} y_i^{N,\alpha}(t) \rho^{\alpha\beta}(y_i^N(t)) \right).$$

(14)

4.1.1. Consensus and ODE approximation

In an ideal case of (14), suppose that for all $i$, $\bar{y}_i^N(t) = y_{av}^N(t)$ (this is the case, for instance, in the model of Section 2.1). Then (14) becomes

$$y_{av}^{N,\alpha} \left( t + \frac{1}{N} \right) - y_{av}^{N,\alpha}(t) = \frac{r(t)}{N^2} \sum_{i=1}^{N} \left( \sum_{\beta \in \mathcal{A}, \beta \neq \alpha} y_i^{N,\beta}(t) \rho^{\beta\alpha}(y_{av}^N(t)) - y_i^{N,\alpha}(t) \rho^{\alpha\beta}(y_{av}^N(t)) \right)$$

$$= \frac{r(t)}{N} \sum_{\beta \in \mathcal{A}, \beta \neq \alpha} \left( y_{av}^{N,\beta}(t) \rho^{\beta\alpha}(y_{av}^N(t)) - y_{av}^{N,\alpha}(t) \rho^{\alpha\beta}(y_{av}^N(t)) \right)$$

$$= \frac{r(t)}{N} \Lambda^\alpha(y_{av}^N(t)).$$

(15)

where $\Lambda$ is the vector field for the (classical) mean-field dynamics of Section 2.1. We see that $y_{av}^{N,\alpha}(t)$ is exactly the Euler Approximation to the system of ODEs

$$\begin{cases}
\dot{x}^\alpha(t) = r(t) \Lambda^\alpha(x(t)) & \forall \alpha \in \mathcal{A} \\
x(0) = Y_{av}^N(0)
\end{cases}$$

(16)
It turns out that the solution of (16) is simply a time-reparametrization of the solution of (4). To see this, let \( R(t) := \int_0^t r(s)ds \) and note that, in light of Assumption 4.1, \( R : [0, \infty) \rightarrow [0, \infty) \), \( R(t) \) is strictly increasing and bijective. Let \( z \) be the solution to (4) and define \( x(t) := z(R(t)) \). Then for any \( \alpha \in \mathcal{A} \),

\[
\dot{x}^{\alpha}(t) = \dot{R}(t) \dot{z}^{\alpha}(R(t)) = r(t)\Lambda^\alpha(z(R(t))) = r(t)\Lambda^\alpha(x(t))
\]

so \( x(t) \) solves (16). Furthermore, since \( r(t) \) is bounded and \( \Lambda \) is Lipschitz, it is the unique solution to (16). Since we also have \( R(t) \rightarrow \infty \) as \( t \rightarrow \infty \), then the time-asymptotic behavior of the solutions to (4) and (16) are the same.

Based on these observations, we will show that \( Y_{av}^N(t) \) is well-concentrated around a solution to (16) in two main steps. First, we show that \( Y_{av}^N(t) \) is well-concentrated around the deterministic process \( y_{av}^N(t) \). We then study the process \( y_{av}^N(t) \) and provide general conditions under which the \( y_{av}^N(t) \)'s are close to \( y_{av}^N(t) \) (possibly asymptotically in time), which enables us to formalize the heuristic arguments outlined above. Combining the two results shows that \( Y_{av}^N(t) \) is concentrated around a solution of (16).

### 4.2. Concentration around a deterministic process

We now establish a version of Theorems 2.2 and 3.6 that holds for any sufficiently dense graph. As discussed in the results below, the population process \( Y_{av}^N(t) \) will be shown to concentrate around the deterministic process \( y_{av}^N(t) \) rather than the classical mean-field ODE. We obtain large-deviations type probability estimates, where the focus is to obtain an exponentially-decaying bound with respect to \( N \). The proof of the theorem can be found in Appendix B.

**Theorem 4.2:** Let \((G, W)\) be a graph and combination matrix that satisfy Assumptions 2.3 and 2.4. Fix \( \epsilon > 0 \) and a time horizon \( T \). For \( L = L(\rho, m) \), further suppose that \( N \geq \frac{4e^{LT}}{\epsilon}, \frac{1}{N} \|W\|_F^2 \leq \frac{\epsilon^2}{8Te^{LT}} \) and that

\[
\rho_{max} := \max_{\alpha, \beta \in \mathcal{A}} \max_{x \in \Delta_m} \rho^{\alpha \beta}(x) < 1.
\]

(17)
Let $\hat{Y}^N_{av}(t)$ and $\hat{y}^N_{av}(t)$ be the continuous-time versions of $Y^N_{av}(t)$ and $y^N_{av}(t)$, respectively, that are obtained by linear interpolation between consecutive time-steps in $\mathbb{T}^N$. Then we have

$$\mathbb{P}\left(\max_{0 \leq t \leq T} \left| \hat{Y}^N_{av}(t) - \hat{y}^N_{av}(t) \right|_\infty > \epsilon \right) \leq c_1 e^{-c_2 N \epsilon^2},$$

where $c_1 = c_1(m, T, \epsilon, \rho)$ and $c_2 = c_2(m, T, \rho)$.

We make a few remarks about the assumptions we make in the theorem. Equation (17) essentially states that when any agent updates their action, they do not do so deterministically; there are always at least two actions $\alpha, \beta$ where the probability of switching to either $\alpha$ or to $\beta$ is positive. This is the case, for instance, if agents are stubborn, and keep their current action with positive probability. On a more technical note, (17) leads to useful contractive inequalities in the proof of the theorem (for details, see the proof of Lemma B.1 in Section B.1) which are needed if the $Y^N_i(t)$’s are not close to a consensus. It can also be seen that the constant $c_1$ blows up as $\rho_{\text{max}}$ tends to 1. The constant $c_1$ blows up as $\epsilon \to 0$ as well, increasing at a rate of $\exp((\log 1/\epsilon)^2)$. The quantity $\frac{1}{N} \|W\|_F^2$, on a high level, measures the edge-density of the weighted network; we will illustrate this qualitatively with several examples.

**Example 4.3**—Regular graphs: Let $G$ be a regular $d$-regular graph that has self-loops for every vertex. Define the combination matrix $W$ via

$$W_{ij} := \begin{cases} \frac{1}{d} & (i, j) \in E \\ 0 & \text{else}. \end{cases}$$

Then $W$ is doubly-stochastic, and $\frac{1}{N} \|W\|_F^2 = \frac{1}{d}$. Theorem 4.2 applies to $(G, W)$ as long as

$$d \geq \frac{8T e^{2LT}}{\epsilon^2}.$$

**Example 4.4**—Graphs with small degree variations: Let $d_i$ be the degree of vertex $i$ and fix $\delta > 0$. Let $\bar{d} := \frac{1}{N} \sum_{j=1}^N d_j$ be the average degree and assume that for every
$i \in [N]$, $(1 - \delta)\bar{d} \leq d_i \leq (1 + \delta)\bar{d}$. This condition holds with high probability, for instance, in homogenous random graphs such as Erdős-Rényi random graphs and Random Geometric graphs with average degree growing faster than $\log n$.$^8$ We can construct a symmetric combination matrix $W$ according to the equal weights design with $a = \frac{1}{d_{\text{max}} + 1}$:

$$W_{ij} := \begin{cases} 1 - \frac{d_i}{d_{\text{max}} + 1} & i = j \\ \frac{1}{d_{\text{max}} + 1} & (i, j) \in E, i \neq j \\ 0 & \text{else.} \end{cases}$$

In particular, we have the bounds

$$W_{ij} \leq \begin{cases} \frac{2\delta}{1 - \delta} + \frac{1}{(1 - \delta)d} & i = j \\ \frac{1}{(1 - \delta)d} & (i, j) \in E, i \neq j \\ 0 & \text{else.} \end{cases}$$

Since there are $\bar{d}N$ edges (not counting self-loops), we have the bound

$$\frac{1}{N} \|W\|_F^2 \leq \left(\frac{2\delta}{1 - \delta} + \frac{1}{(1 - \delta)d}\right)^2 + \bar{d} \left(\frac{1}{(1 - \delta)d}\right)^2 \leq \frac{8\delta^2}{(1 - \delta)^2} + \frac{2}{(1 - \delta)^2\bar{d}^2} + \frac{1}{(1 - \delta)^2\bar{d}}.$$ 

Thus Theorem 4.2 applies to $(G, W)$ as long as $\delta$ is a sufficiently small function of $\epsilon, T$ and $\bar{d}$ is a sufficiently large function of $\epsilon, T$.

**Example 4.5**—Supernode graphs: A multipartite or supernode graph on $N$ vertices is specified by a smaller graph $\tilde{G}$ on $M \leq N$ vertices, along with the combination matrix $\tilde{W} \in \mathbb{R}^{M \times M}$ associated with $\tilde{G}$. For convenience assume that $N$ is a multiple of $M$. To construct the graph, partition

$$[N] = S_1 \cup \ldots \cup S_M,$$

$^8$This is readily obtained by Bernstein’s inequality - see Proposition E.4 in Appendix E for a proof for Erdős-Rényi graphs.
where \(|S_i| = \frac{N}{M}\) for all \(i \in [M]\). Each vertex in \(S_i\) shares an edge with each vertex in \(S_j\) if and only if \((i, j)\) is an edge in \(\tilde{G}\). We construct the combination matrix for \(G\) as

\[
W_{uv} := \frac{\tilde{W}_{ij}}{|S_i|} = \frac{M}{N} \tilde{W}_{ij} \text{ if } u \in S_i, v \in S_j.
\]

In particular, \(W\) is doubly-stochastic as long as \(\tilde{W}\) is doubly-stochastic. Then

\[
\frac{1}{N} \|W\|_F^2 = \frac{1}{N} \sum_{i=1}^{M} \sum_{j=1}^{M} \sum_{u \in S_i, v \in S_j} \frac{M^2}{N^2} (\tilde{W}_{ij})^2 = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} (\tilde{W}_{ij})^2 = \frac{1}{N} \|\tilde{W}\|_F^2.
\]

It follows that Theorem 4.2 applies to \((G, W)\) as long as

\[
N \geq \frac{8Te^{2LT}}{\epsilon^2} \|\tilde{W}\|_F^2.
\]

4.3. **Consensus analysis of the deterministic process**

While Theorem 4.2 significantly generalizes Theorems 2.2 and 3.6, the drawback is that \(y^N_{av}(t)\) is quite complex. If we can show that the \(\tilde{y}_i^N(t)\)’s stay close to a consensus, possibly asymptotically, the heuristic arguments at the end of Section 4.1 imply that the evolution of \(y^N_{av}(t)\) closely follows a solution to the ODE defined in (16). The following theorem provides general conditions under which we can expect the \(\tilde{y}_i^N(t)\)’s to be close to a consensus; the proof can be found in Appendix C.

**Theorem 4.6—Convergence to consensus:** Suppose that the pair \((G, W)\) satisfies Assumptions 2.3 and 2.4. Let \(\lambda := \lambda(W)\) and \(R(T) := \int_0^T r(s)ds\). There is a constant \(c_3 = c_3(m, \rho)\) such that for every \(T \in \mathbb{T}^N\),

\[
\sum_{\alpha \in A} \left( \sum_{i=1}^{N} |\tilde{y}_i^{N,\alpha}(T) - y^N_{av}(T)|^2 \right)^{1/2} \leq e^{-(1-\lambda)T+c_3R(T)} \sum_{\alpha \in A} \left( \sum_{i=1}^{N} |\tilde{y}_i^{N,\alpha}(0) - y^N_{av}(0)|^2 \right)^{1/2}
\]

\[
\leq e^{-(1-\lambda)T+c_3R(T)} m \sqrt{N}.
\]

We make a few important remarks about the theorem. Since \(W\) is doubly stochastic, we have \(\lambda(W) < 1\). Hence we can always ensure that the exponent \(-(1 - \lambda)T + c_3R(T)\) is
negative by making the right choice of $r(t)$. In particular, we need $(1 - \lambda)t - c_3 R(t) \to \infty$ as $t \to \infty$ if we want the $\bar{y}_i^N(t)$’s to tend to a consensus. In other words, the policy-based updates should not overpower neighborhood exploration if we want to guarantee convergence to consensus under general conditions.

We also briefly remark on the two upper bounds in the theorem statement. The first upper bound depends on the initial configuration, and the second follows from bounding the first upper bound in a crude manner. The advantage of the second bound is that we can characterize consensus of the $\bar{y}_i^N(t)$’s independently of the initial condition. However, if we know that the process starts close to a consensus (which is possible, for instance, if the initial conditions are chosen uniformly at random for each agent) then the first bound will be much more useful.

### 4.4. Approximation by the classical mean-field ODE

In this section we apply the consensus analysis of Theorem 4.6 to argue that $y^N_{av}(t)$ approximates a solution to the ODE (16) in certain cases. Once this is established, we can control the deviation of $\bar{y}_{av}^N(t)$ from a solution of (16) by applying Theorem 4.2. The proofs can be found in Appendix D.

Our first result shows that if agents’ local estimates are initially close to a consensus, the population state concentrates around the solution of (16) with the same initial conditions.

**Corollary 4.7:** Fix $\epsilon > 0$ and a time horizon $T \geq 0$. In addition to the conditions of Theorem 4.2, assume that

$$\sum_{\alpha \in \mathcal{A}} \left[ \frac{1}{N} \sum_{i=1}^{N} \left| Y_i^{N,\alpha}(0) - Y_{av}^N(0) \right|^2 \right] \leq \frac{\epsilon}{8mL \rho Te^{(L_\Lambda + c_3)T}}.$$  

Let $x(t)$ solve the ODE

$$\begin{align*}
\dot{x}^\alpha(t) &= r(t) \Lambda^\alpha(x(t)) & \alpha \in \mathcal{A}; \\
 x(0) &= Y_{av}^N(0).
\end{align*}$$

Then if $L = L(\rho, m)$ is the same constant from Theorem 4.2 and
\[
N \geq \max \left\{ \frac{4(L_r + L_\Lambda)T e^{L_rT}}{\epsilon}, \frac{8e^{LT}}{\epsilon} \right\}, \quad \text{and} \quad \frac{1}{N} \|W\|_F^2 \leq \frac{\epsilon^2}{32T e^{2LT}},
\]
then
\[
\mathbb{P} \left( \max_{0 \leq t \leq T} \left\| \hat{Y}_{av}^N(t) - x(t) \right\|_\infty > \epsilon \right) \leq c_1 e^{-\frac{1}{2} c_2 N \epsilon^2}, \quad (19)
\]
where the constants $c_1, c_2$ are the same as in Theorem 4.2.

Corollary 4.7 leverages the consensus-preserving property of the deterministic dynamics: if agents’ local estimates are initially at a consensus, then the deterministic process stays at a consensus. The condition (18) ensures that the initial conditions are close to a consensus, hence the deterministic process stays close to a consensus. From the arguments of Section 4.1.1, this in turn implies that the deterministic dynamics behave like the mean-field ODE. We also note that when $N$ is sufficiently large, the condition (18) is easily satisfied, for example, if each agent chooses their initial action independently from some probability distribution over $\mathcal{A}$.

However there are many scenarios of practical interest where (18) is not applicable. Using Theorem 4.6, we show that with the right choice of $r(t)$ we can achieve consensus asymptotically. Formally, we show there is a time index $T_c \geq 0$ (called the consensus time) such that $y_{av}^N(T_c + t)$ approximates a solution to the ODE (16) for $t \geq 0$. Hence we can expect to approximate $Y_{av}^N(T_c + t)$ by the ODE for $t \geq 0$; see the following result for details.

**Corollary 4.8:** Fix $\epsilon > 0$ and a time horizon $T \geq 0$. Assume that there exists $t_0$ such that for $t \geq t_0$,
\[
(1 - \lambda)t - c_3 \mathcal{R}(t) \geq \left( \frac{1 - \lambda}{2} \right) t. \quad (20)
\]
For a given positive number $s$, let $x_s(t)$ solve the ODE
\[
\begin{cases}
\dot{x}_s(t) = r(t) \Lambda^\alpha(x_s(t)) & \alpha \in \mathcal{A} \\
x_s(s) = Y_{av}^N(s).
\end{cases}
\]
There exists $T_c = T_c(m, T, \epsilon, \rho, \lambda, t_0)$ such that, if

$$N \geq \max \left\{ \frac{4(L_r + L_A)T e^{L \Lambda T}}{\epsilon}, \frac{8e^{L(T_c + T)}}{\epsilon} \right\}$$

and

$$\frac{1}{N} \|W\|_F^2 \leq \frac{\epsilon^2}{8(T_c + T)e^{2L(T_c + T)}},$$

then we have the bound

$$\mathbb{P}\left( \max_{0 \leq t \leq T} \left\| \hat{Y}_{av}^N(T_c + t) - x_{T_c}(T_c + t) \right\|_{\infty} > \epsilon \right) \leq c_1(T_c)e^{-\frac{1}{4}c_2(T_c)N\epsilon^2}.$$  

Above, we have $c_1(T_c) := c_1(m, T_c + T, \epsilon, \rho)$ and $c_2(T_c) := c_2(m, T_c + T, \rho)$, where the constants $c_1$ and $c_2$ are the constants from Theorem 4.2.

The condition (20) can be satisfied if $r(t) < \frac{1-\lambda}{c_3}$ or if $r(t) \to 0$ as $t \to \infty$. A subtle point in Corollary 4.8 is that (21) requires $N$ to be greater than a function of $T_c$, but $T_c$ in turn depends on $\lambda(W)$. We have an analogous situation relating $\frac{1}{N} \|W\|_F^2$ and $T_c$ due to the condition (22). Hence it may be problematic if we consider families of graphs where, as the number of vertices increases, $\lambda(W)$ tends to 1. Through the following examples, we illustrate that in many cases of interest, $\lambda(W)$ is bounded away from 1 even as the number of vertices tends to infinity, showing that the conditions (21) and (22) are satisfiable.

**Example 4.9**—Supernode graphs: Let $G$ be a supernode graph specified by a smaller graph $\tilde{G}$ on $M$ vertices, where $M$ is fixed with respect to $N$. By Proposition E.2 in Appendix E, $\lambda(W) = \lambda(\tilde{W})$, which is constant with respect to $N$. Hence (21) and (22) are satisfied for $N$ sufficiently large.

**Example 4.10**—Nearest-neighbor graphs on the unit circle: A nearest-neighbor graph $G_N$ is specified by the number of vertices $N$ as well as an odd positive integer $k \leq N$. Vertices are placed at equidistant positions on the unit circle and each vertex shares an edge with the $k$ closest vertices (including the vertex itself so that self-loops are added). The combination matrix $W_n$ is constructed with uniform weights. If $k/N \to \gamma \in (0, 1)$ as
\( N \to \infty \) then \( \lim_{N \to \infty} \lambda(W_N) \in (0, 1) \); see Proposition E.3 in Appendix E for details. In particular, since \( \lambda(W_N) \) is bounded away from 1 for \( N \) large, (21) and (22) hold for sufficiently large \( N \).

4.5. Simulations

We consider the same agent dynamics presented at the end of Section 3. The underlying graph \( G_n \) is set to be a nearest-neighbor graph, with uniform weights for \( W_n \). We will illustrate our results for various initial conditions and values of \( \gamma \).

The deterministic approximation and concentration. In Section 4.1, we derived a different deterministic approximation \( y_{av}^N(t) \) whose structure is tied to the graph topology. To illustrate this, we simulate \( y_{av}^N(t) \) for \( N = 1000 \) and \( \gamma = 0.1, 0.5, 0.9 \). We set the initial condition as follows. The agents labelled 1, 2, \ldots, 0.4 \* \( N \) start with action 2, and the rest start with action 1. The initial conditions for \( y_{av}^N(t) \) are therefore \((0.6, 0.4)\). We plot these curves and also display for comparison the mean-field ODE in Figure 2a. In Figure 2b, we set \( \gamma = 0.8 \) and plot \( Y_{av}^N(t), y_{av}^N(t) \) as well as the mean-field ODE, where the initial conditions of \( Y_{av}^N(t) \) and \( y_{av}^N(t) \) are the same. We see that \( Y_{av}^N(t) \) indeed concentrates around \( y_{av}^N(t) \) rather than the mean-field approximation, confirming the predictions of Theorem 4.2.

Random initial conditions. We consider the case of random initial conditions: initially, each agent independently starts with action 1 with probability 0.6, and action 2 otherwise. Using Hoeffding or Bernstein inequalities, it is straightforward to see that (18) is satisfied with high probability as the number of agents tends to infinity. Corollary 4.7 then implies that the population process \( Y_{av}^N(t) \) instead concentrates around the mean-field ODE. This is illustrated in Figure 3.

Dynamics with neighborhood imitation. Corollary 4.8 shows that when there are arbitrary initial conditions, we can set \( r(t) \) to be a function decaying to 0 as \( t \to \infty \); this implies that the population process \( Y_{av}^N(t) \) concentrates around the modified mean-field ODE for \( t \) sufficiently large. We use the same structure of initial conditions as the first example and set \( r(t) = \frac{1}{t+1} \). As predicted by Corollary 4.8, we find that the population processes con-
Figure 2.—Figure 2a contains plots of $y^{N,2}_{av}(t)$ for $N = 1000$ and various $\gamma$. The initial condition is $y^{N}_{av}(0) = (0.6, 0.4)$. As $\gamma$ tends closer to 1, the curves become closer to the mean-field approximation. Figure 2b shows that the population process $Y^{N}_{av}(t)$ concentrates around the corresponding deterministic approximation; the same initial conditions are used.
Figure 3.—Realizations of the population process $Y^N_{av}(t)$ for $N = 500, 1000, 1500$ with random initial conditions. As $N$ grows larger, we see that $Y^N_{av}(t)$ enjoys tighter concentration around the mean-field ODE.

Figure 4.—Plots of the population process $Y^N_{av}(t)$ for various $\gamma$ when $r(t) = \frac{1}{1+t}$. The solutions to the mean-field ODE around which the stochastic processes are concentrated are shown in dotted lines. The concentration around the dotted curves does hold after a sufficient length of time that is longer as $\gamma$ decreases.

centrate around solutions of the mean-field ODE after a sufficient length of time; see Figure 4.
5. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we study a general class of population processes where agents have partial information, rather than perfect information about the state of all agents. Specifically, we assume that agent information is given by an underlying graph $G$ on the set of agents, where the presence of an edge means that the two corresponding agents can observe each other’s actions. In a broad sense, we prove a law of large numbers result for population processes of this type. When $G$ is constructed so that agent information is nearly perfect, we find that the classical mean-field ODE obtained when agents have perfect information is the limiting process as the number of agents tends to infinity. Our results here are relatively generic, and captures several examples of interest including complete graphs with link failures, random regular graphs and Erdős-Rényi graphs. We next study the case of a general graph $G$. Interestingly, we show that if $G$ is sufficiently dense, the population process concentrates around a mean-field approximation which depends strongly on the graph topology. We study this new mean-field approximation in more detail, and establish general conditions for which it reduces to the classical mean-field ODE.

There are a number of important open questions worth pursuing. Our work establishes concentration of the population process over bounded time intervals; a natural next step is to characterize the time-asymptotic properties. Benaïm and Weibull (2003) study such questions in detail in the perfect information case, using the bounded interval concentration inequality, Theorem 2.2 as a starting point. Similar time-asymptotic properties of the general partial information based population processes considered in this work would be of interest, especially in application contexts such as population games in terms of characterizing equilibria and relevant limiting behavior. Another important avenue of future work is a better characterization of the deterministic process $y_{\text{av}}^N(t)$. We have shown that under certain conditions, it reduces to the classical mean-field ODE. In general, however, the evolution of $y_{\text{av}}^N(t)$ is quite complex but a simpler representation may exist for certain families of graphs. Yet another goal is to consider similar law of large numbers results for sparse graphs. Some recent work has explored this direction for sparse random graphs (see
Lacker, Ramanan, and Wu (2019), Oliveira, Reis, and Stolerman (2020)), and it would be interesting to see if our methods can be adapted to that setting as well.

**APPENDIX A: PROOF OF THEOREM 3.6**

We begin by defining some notation. Let $F_{av}^N(t)$ denote the expected rate of change in the population state, conditioned on current information, given explicitly by

$$F_{av}^{N,\alpha}(t) := \mathbb{E}\left[ N \left( Y_{av}^N \left( t + \frac{1}{N} \right) - Y_{av}^N(t) \right) | \mathcal{F}_t \right].$$

Although $F_{av}^N(t)$ is only well-defined for $t \in \mathbb{T}^N$, we will abuse notation and also write $F_{av}^N(t)$ to mean the right-continuous step process where $F_{av}^N(s) = F_{av}^N(t)$ for $t \leq s < t + \frac{1}{N}$ when $t \in \mathbb{T}^N$. We do the same abuse of notation for the process $Y_{av}^N(t)$. We also define $\hat{Y}_{av}^N(t)$ to be the continuous process where $\hat{Y}_{av}^N(t) = Y_{av}^N(t)$ for $t \in \mathbb{T}^N$ and $\hat{Y}_{av}^N(s)$ is linearly interpolated between $Y_{av}^N(t)$ and $Y_{av}^N \left( t + \frac{1}{N} \right)$ when $t \leq s \leq t + \frac{1}{N}$ and $t \in \mathbb{T}^N$. We use the same conventions for any other process defined over $\mathbb{T}^N$.

The following lemma gives a useful relation between $\hat{F}_{av}^N(t)$ and the classical mean-field ODE (4).

**Lemma A.1:** Let $\lambda_N := \lambda(W_N)$ and let $L_\Lambda$ be the Lipschitz constant of $\Lambda$ (defined in (3)). For all $t \geq 0$,

$$\left\| \hat{F}_{av}^N(t) - \Lambda \left( \hat{Y}_{av}^N(t) \right) \right\|_{\infty} \leq 2L_\rho m^2 \lambda_N + \frac{L_\Lambda}{N}.$$

On a high level, this lemma will allow us to show that in expectation, $Y_{av}^N(t)$ is well-approximated by the mean-field ODE as $\lambda_N \to 0$. It will also be important to study the behavior of the empirical jumps, given for $t \in \mathbb{T}^N$ by

$$U_{av}^N(t) := N \left( Y_{av}^N \left( t + \frac{1}{N} \right) - Y_{av}^N(t) \right) - F_{av}^N(t).$$

In particular, $U_{av}^N(t)$ is $\mathcal{F}_{t+\frac{1}{N}}$-measurable and $\mathbb{E} \left[ U_{av}^N(t) | \mathcal{F}_t \right] = 0$. Furthermore, since $\left\| Y_{av}^N \left( t + \frac{1}{N} \right) - Y_{av}^N(t) \right\|_{\infty} \leq 1/N$, $U_{av}^N(t)$ is almost surely bounded. As an abuse of notation, we will also write $U_{av}^N(t)$ to mean the right-continuous step process where $U_{av}^N(s) = U_{av}^N(t)$ for $t \leq s < t + \frac{1}{N}$. 
As a fundamental step to proving Theorem 2.2, Benaïm and Weibull proved the following concentration inequality for $U_{av}^N(t)$. The proof is relatively generic, and uses only the fact that $\{U_{av}^N(t)\}_{t \in T^N}$ is a martingale difference sequence with bounded increments. We omit the proof here - for details, see Lemma 3 and the proof of Lemma 1 in Benaïm and Weibull (2003).

**Lemma A.2:** For any $\epsilon > 0$,  
\[
\mathbb{P} \left( \max_{0 \leq t \leq T} \left\| \int_0^t U_{av}^N(s) ds \right\|_\infty \geq \epsilon \right) \leq 2m \cdot \exp \left( -\frac{c(\Lambda)N\epsilon^2}{T} \right),
\]
where $c(\Lambda)$ is a constant depending only on $\Lambda$ through $L_\Lambda$ and $\max_{x \in \Delta_m} \|\Lambda(x)\|_2$.

We are now in a position to prove the theorem. We remark that the structure of the proof closely follows the proof of Lemma 1 in Benaïm and Weibull (2003).

**Proof of Theorem 3.6.** For any $t \geq 0$, we can write
\[
\dot{Y}_{av}^N(t) - \dot{Y}_{av}^N(0) = \int_0^t \left( F_{av}^N(s) + U_{av}^N(s) \right) ds
\]

\[
= \int_0^t \Lambda \left( \dot{Y}_{av}^N(s) \right) ds + \int_0^t \left( F_{av}^N(s) - \Lambda \left( \dot{Y}_{av}^N(s) \right) \right) ds + \int_0^t U_{av}^N(s) ds
\]

Similarly, we can write
\[
x(t) - x(0) = \int_0^t \Lambda(x(s)) ds.
\]

Noting that $x(0) = Y_{av}^N(0)$, we can subtract the two equations, take the norm of both sides and apply Lemma A.1 to show that for $0 \leq t \leq T$,
\[
\left\| Y_{av}^N(t) - x(t) \right\|_\infty \leq L_\Lambda \int_0^t \left\| \dot{Y}_{av}^N(s) - x(s) \right\|_\infty ds + \Psi(T),
\]

where
\[
\Psi(T) := 2L_\rho m^2 T \lambda_N + \frac{L_\Lambda T}{N} + \max_{0 \leq t \leq T} \left\| \int_0^t U_{av}^N(s) ds \right\|_\infty.
\]

Grönwall’s inequality then implies
\[
\max_{0 \leq t \leq T} \left\| Y_{av}^N(t) - x(t) \right\|_\infty \leq \Psi(T)e^{L_\Lambda T}.
\]
Since \((G_N, W_N)\) is an element of a rapidly mixing sequence, \(\lambda_N \to 0\) as \(N \to \infty\). Hence, for \(N\) sufficiently large (but depending on \(T, \epsilon\) and the rapidly-mixing sequence), Lemma A.2 implies

\[
\mathbb{P} \left( \max_{0 \leq t \leq T} \left\| \bar{Y}_{av}^N(t) - x(t) \right\|_\infty > \epsilon \right) \leq \mathbb{P} \left( \max_{0 \leq t \leq T} \left\| \int_0^t U_{av}^N(s) \, ds \right\|_\infty > \frac{\epsilon}{2eL\Lambda T} \right)
\]

\[
\leq 2m \cdot \exp \left( -\frac{c(\Lambda)N \epsilon^2}{4T e^{2L\Lambda T}} \right).
\]

\[\square\]

A.1. Proof of Lemma A.1

Let \(t \in T^N\), and denote

\[
e^N(t) := F_{av}^N(t) - A \left( Y_{av}^N(t) \right).
\]

From (12), we can write \(e^{N,\alpha}(t)\) more explicitly as

\[
e^{N,\alpha}(t) = \sum_{\beta \in A; \beta \neq \alpha} \left( \frac{1}{N} \sum_{i=1}^N Y_i^{N,\beta}(t) \left( \rho^{\beta\alpha} \left( Y_i^N(t) \right) - \rho^{\beta\alpha} \left( Y_{av}^N(t) \right) \right) \right)
\]

\[\quad - \sum_{\beta \in A; \beta \neq \alpha} \left( \frac{1}{N} \sum_{i=1}^N Y_i^{N,\alpha}(t) \left( \rho^{\alpha\beta} \left( Y_i^N(t) \right) - \rho^{\alpha\beta} \left( Y_{av}^N(t) \right) \right) \right). \tag{25}\]

Our goal is to bound \(|e^{N,\alpha}(t)|\); to do so, we will bound the absolute value of each line above separately. We will make use of the following inequality: if \(a_1, \ldots, a_m\) are nonnegative real numbers, then Jensen’s inequality implies

\[
\sqrt{a_1 + \ldots + \sqrt{a_m} \leq \sqrt{m} \sqrt{a_1 + \ldots + a_m}}. \tag{26}\]

We can now bound

\[
\frac{1}{N} \sum_{i=1}^N \left| \rho^{\beta\alpha} \left( Y_i^N(t) \right) - \rho^{\beta\alpha} \left( Y_{av}^N(t) \right) \right| \leq \frac{L}{N} \sum_{i=1}^N \left\| Y_i^N(t) - Y_{av}^N(t) \right\|_\infty \]

\[\quad \leq \frac{L}{N} \sum_{i=1}^N \sum_{\beta \in A} \left| Y_i^{N,\beta}(t) - Y_{av}^{N,\beta}(t) \right| \tag{27}\]
\[ \leq \frac{L \rho \sqrt{m}}{\sqrt{N}} \sum_{i=1}^{N} \sqrt{\sum_{\beta \in A} \left( Y_{i}^{N,\beta}(t) - Y_{av}^{N,\beta}(t) \right)^2} \]
\[ \leq L \rho \sqrt{m} \sqrt{\frac{1}{N} \sum_{\beta \in A} \sum_{i=1}^{N} \left( Y_{i}^{N,\beta}(t) - Y_{av}^{N,\beta}(t) \right)^2} \]
\[ \leq L \rho \sqrt{m} \sqrt{\sum_{\beta \in A} \left\| W_N \left( Y_{N,\beta}(t) - Y_{av}^{N,\beta}(t) \right) \right\|^2}. \]

(28)

The first inequality comes from the Lipschitz property of the \( \rho^{\alpha\beta} \)'s. The second inequality follows from bounding the maximum of the entries of \( Y_{i}^{N}(t) - Y_{av}^{N}(t) \) by the absolute sum. The third inequality is an application of (26). The fourth inequality is an application of Jensen’s inequality since the square root function is concave. Next, noting that the vector \( Y_{N,\beta}(t) - Y_{av}^{N,\beta}(t) \mathbf{1} \) is orthogonal to \( \mathbf{1} \) and has a 2-norm of at most \( \sqrt{N} \), we can bound
\[ \left\| W_N (Y_{N,\beta}(t) - Y_{av}^{N,\beta}(t) \mathbf{1}) \right\|_2 \leq \frac{\lambda^2}{N}. \] (29)

Substituting (29) into (28) gives the following bound:
\[ \frac{1}{N} \sum_{i=1}^{N} \left| \rho^{\alpha\beta} \left( Y_{i}^{N}(t) \right) - \rho^{\alpha\beta} \left( Y_{av}^{N}(t) \right) \right| \leq L \rho m \lambda_N. \]

Next, since \( |Y_{i}^{N,\beta}(t)| \leq 1 \), we can bound the absolute value of the first line in (25) by
\[ \sum_{\beta \in A; \beta \neq \alpha} \frac{1}{N} \sum_{i=1}^{N} \left| \rho^{\beta\alpha} \left( Y_{i}^{N}(t) \right) - \rho^{\beta\alpha} \left( Y_{av}^{N}(t) \right) \right| \leq L \rho m^2 \lambda_N. \]

Using identical arguments, the absolute value of the third line in (25) is at most \( L \rho m^2 \lambda_N \) as well. Putting everything together, we see that
\[ |e_{N,\alpha}^{N}(t)| \leq 2L \rho m^2 \lambda_N. \]

As this holds for every \( \alpha \in A \), we have that
\[ \left\| F_{av}(t) - r(t) \Lambda \left( Y_{av}^{N}(t) \right) \right\|_{\infty} \leq 2L \rho m^2 \lambda_N. \]
We will now extend this to the case where $t$ is not an element of $\mathbb{T}^N$. Specifically, suppose that $s \leq t < s + \frac{1}{N}$ where $s \in \mathbb{T}^N$. Then by the triangle inequality,

$$
\left\| F_{av}^N(t) - \Lambda \left( \dot{Y}_{av}^N(t) \right) \right\|_{\infty} = \left\| F_{av}^N(s) - \Lambda \left( \dot{Y}_{av}^N(t) \right) \right\|_{\infty} \\
\leq \left\| F_{av}^N(s) - \Lambda \left( Y_{av}^N(s) \right) \right\|_{\infty} + \left\| \Lambda \left( Y_{av}^N(s) \right) - \Lambda \left( \dot{Y}_{av}^N(t) \right) \right\|_{\infty}.
$$
(30)

We have already shown that the first term above is at most $2L\rho m^2\lambda_N$. To bound the second term above, first note that $\left\| Y_{av}^N(s + \frac{1}{N}) - Y_{av}^N(s) \right\|_{\infty} \leq 1/N$ for any $s \in \mathbb{T}^N$. Hence, we have the bound

$$
\left\| \Lambda \left( Y_{av}^N(s) \right) - \Lambda \left( \dot{Y}_{av}^N(t) \right) \right\|_{\infty} \leq \frac{L\Lambda}{N}.
$$

Putting everything together, the right hand side of (30) is at most $2L\rho m^2\lambda_N + \frac{L\Lambda}{N}$.

**APPENDIX B: PROOF OF THEOREM 4.2**

We introduce some notation. Let $v \in \mathbb{R}^N$ be a vector with nonnegative entries and define

$$
Y_v^N(t) := \sum_{i=1}^{N} v_i Y_i^N(t).
$$

Note in particular if $v = \frac{1}{N} \mathbf{1}$, then $Y_v^N(t) = Y_{av}^N(t)$. Analogously define $y_v^N(t)$. We can then define the following processes:

$$
F_v^N(t) := \mathbb{E} \left[ N \left( Y_v^N \left( t + \frac{1}{N} \right) - Y_v^N(t) \right) \mid \mathcal{F}_t \right],
$$
$$
U_v^N(t) := N \left( Y_v^N \left( t + \frac{1}{N} \right) - Y_v^N(t) \right) - F_v^N(t),
$$
$$
f_v^N(t) := N \left( y_v^N \left( t + \frac{1}{N} \right) - y_v^N(t) \right).
$$

The stochastic process $F_v^N(t)$ is the expected change in $Y_v^N(t)$, $U_v^N(t)$ is the empirical jump centered at 0, and $f_v$ is the change in the deterministic process $y_v^N(t)$. Technically speaking, all the above processes are well-defined only for $t \in \mathbb{T}^N$, but we will abuse notation and treat the processes as right-continuous step functions in the same manner as in Section A.
We also write \( \tilde{Y}_v^N(t) \) to denote the continuous, linearly interpolated version of \( Y_v^N(t) \) that is defined in the same manner as in Section A.

We now introduce the main class of stochastic processes we will study in the proof of the theorem. Let \( P \) be a doubly sub-stochastic matrix.\(^9\) For each \( i \in [N] \), let \( p_i \) be the \( i \)th row vector of \( P \). Define the random variable

\[
A(P, t) := \frac{1}{N} \sum_{i=1}^{N} \left\| \tilde{Y}_p_i^N(t) - \hat{y}_{p_i}^N(t) \right\|_{\infty}.
\]

We are particularly interested in the behavior of \( A(W, t) \). Since \( W \) is doubly-stochastic, the convexity of the infinity norm implies

\[
\left\| \tilde{Y}_{av}^N(t) - \hat{y}_{av}^N(t) \right\|_{\infty} \leq \frac{1}{N} \sum_{i=1}^{N} \left\| \tilde{Y}_i^N(t) - \hat{y}_i^N(t) \right\|_{\infty} = A(W, t).
\]

Hence any upper tail bounds we establish for \( A(W, t) \) will also hold for the process \( \|Y_{av}^N(t) - y_{av}^N(t)\|_{\infty} \). The main challenge in applying Benaïm and Weibull’s techniques to \( A(W, t) \) is the absence of a recursive inequality of the type in (24). To remedy this, we will consider \( A(P, t) \) for \( P \) in some finite set \( \Gamma \) containing \( W \) such that \( \max_{P \in \Gamma} A(P, t) \) exhibits a recursive inequality of a similar form as (24). Carrying out the same techniques as the proof of Theorem 3.6 will lead to the desired concentration inequality. Our first step, therefore, is to find a set \( \Gamma \) that will enable this analysis. This is the purpose of the following lemma. We defer the proof to Section B.1.

**Lemma B.1:** Fix \( \delta > 0 \) and a time horizon \( T \), and suppose that \( N \geq \frac{4}{\delta} \). There exists a subset \( \Gamma \) of doubly sub-stochastic matrices containing the combination matrix \( W \) such that for any \( P \in \Gamma \), \( 0 \leq P_{ij} \leq W_{ij} \) for all \( i, j \in [N] \) and

\[
\frac{1}{N} \sum_{i=1}^{N} \left\| f_{p_i}^N(t) - f_{p_i}^N(t) \right\|_{\infty} \leq (2L_\rho + m^2 + 2) \max_{Q \in \Gamma} A(Q, t) + \delta.
\]

Furthermore, \( |\Gamma| \) depends only on \( \delta, T, m \) and the functions \( \{\rho^\alpha\}_{\alpha, \beta \in A} \).

\(^9\)A matrix is doubly sub-stochastic all entries are non-negative and the sum of the entries in each column and each row is at most 1.
We also have the following tail bound, which serves the same purpose as Lemma A.2 in the proof of Theorem 3.6. The proof is involved so we defer it to Section B.2.

**Lemma B.2:** Fix $\epsilon > 0$ and a time horizon $T \geq 0$. Let $P \in \mathbb{R}^{N \times N}$ be a doubly sub-stochastic matrix satisfying $\frac{1}{N} \|P\|_F^2 \leq \frac{\epsilon^2}{2T}$ and suppose $N \geq \frac{2}{\epsilon^2}$. Then

$$
\mathbb{P} \left( \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^{N} \left\| \int_0^t U_{p_i}^N(s) ds \right\|_{\infty} > \epsilon \right) \leq m \cdot \exp \left( - \frac{N \epsilon^2}{1000 m^2 (T+1)} \right).
$$

We now turn to the proof of the theorem.

**Proof of Theorem 4.2.** Fix a doubly sub-stochastic matrix $P$ and let $p_i$ denote the $i$th row vector of $P$. Using identical arguments as the proof of Theorem 3.6, we can write for each $i \in [N],$

$$
\hat{Y}^N_{p_i}(t) - \hat{Y}^N_{p_i}(0) = \int_0^t F^N_{p_i}(s) + U^N_{p_i}(s) ds
$$

$$
\hat{y}^N_{p_i}(t) - \hat{y}^N_{p_i}(0) = \int_0^t f^N_{p_i}(s) ds.
$$

Noting that $Y^N_{p_i}(0) = y^N_{p_i}(0)$, we can subtract the two equations and take the infinity norm of both sides to obtain

$$
\left\| \hat{Y}^N_{p_i}(t) - \hat{y}^N_{p_i}(t) \right\|_{\infty} \leq \int_0^t \left\| F^N_{p_i}(s) - f^N_{p_i}(s) \right\|_{\infty} ds + \left\| \int_0^t U^N_{p_i}(s) ds \right\|_{\infty}.
$$

(31)

Average over $i$ to obtain

$$
A(P, t) \leq \int_0^t \frac{1}{N} \sum_{i=1}^{N} \left\| F^N_{p_i}(s) - f^N_{p_i}(s) \right\|_{\infty} ds + \frac{1}{N} \sum_{i=1}^{N} \left\| \int_0^t U^N_{p_i}(s) ds \right\|_{\infty}.
$$

(32)

Set $L := 2L_\rho + m^2 + 2$ and fix $\delta > 0$ to be determined later. Next, apply Lemma B.1 to the first term on the right hand side of (32) and maximize over $0 \leq t \leq T$ in the second term on the right hand side of (32) to obtain, for $P \in \Gamma,$

$$
A(P, t) \leq L \int_0^t \max_{Q \in \Gamma} A(Q, s) ds + \delta T + \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^{N} \left\| \int_0^t U^N_{p_i}(s) ds \right\|_{\infty}.
$$

(33)
Maximize over elements of \( \Gamma \) on both sides to obtain

\[
\max_{Q \in \Gamma} A(Q, t) \leq L \int_0^t \max_{Q \in \Gamma} A(Q, s) ds + \delta T + \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^N \left\| \int_0^t U_{N}_q(s) ds \right\|_{\infty}.
\]

We remark that \( A(Q, t) \) is continuous in \( t \) (in particular, it is piecewise linear) so \( \max_{Q \in \Gamma} A(Q, t) \) is also continuous in \( t \) since \( \Gamma \) is a finite set. We can therefore apply Grönwall’s inequality to get

\[
\max_{0 \leq t \leq T} A(Q, t) \leq \left( \delta T + \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^N \left\| \int_0^t U_{N}_q(s) ds \right\|_{\infty} \right) e^{LT}.
\]

Setting \( \delta = \frac{\epsilon}{2Te^{LT}} \) implies

\[
\mathbb{P} \left( \max_{0 \leq t \leq T} A(Q, t) > \epsilon \right) \leq \mathbb{P} \left( \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^N \left\| \int_0^t U_{N}_q(s) ds \right\|_{\infty} > \frac{\epsilon}{2e^{LT}} \right)
\]

\[
\leq \sum_{Q \in \Gamma} \mathbb{P} \left( \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^N \left\| \int_0^t U_{N}_q(s) ds \right\|_{\infty} > \frac{\epsilon}{2e^{LT}} \right)
\]

\[
\leq m|\Gamma| \exp \left( - \frac{N \epsilon^2}{4000m^2 e^{2LT}(T + 1)} \right). \tag{34}
\]

Above, the second inequality is due to a union bound over elements of \(|\Gamma|\). The third inequality follows from an application of Lemma B.2 which is valid for \( N \) sufficiently large and since, for \( Q \in \Gamma \), we have

\[
\frac{1}{N} \|Q\|_F^2 \leq \frac{1}{N} \|W\|_F^2 \leq \frac{\epsilon^2}{4e^{2LT}(3T + 1)}.
\]

Finally, noting that \( W \in \Gamma \), the doubly-stochastic property of \( W \) implies

\[
\left\| Y_{av}^N(t) - y_{av}^N(t) \right\|_{\infty} \leq A(W, t) \leq \max_{Q \in \Gamma} A(Q, t).
\]

The desired result then follows from (34). \( \square \)
B.1. Proof of Lemma B.1

In this subsection, we will prove two intermediate results, from which Lemma B.1 will directly follow. In our first result, we provide a bound for \( \frac{1}{N} \sum_{i=1}^{N} \| F_{p_i}^N (t) - f_{p_i}^N (t) \|_{\infty} \) for a general doubly sub-stochastic matrix \( P \).

**Lemma B.3:** Let \( P \) be a doubly sub-stochastic matrix. Then for every \( t \in T^N \), there is a finite set of sub-stochastic matrices \( \Gamma(P,t) \) with \( |\Gamma(P,t)| \leq m^2 \) such that

\[
\frac{1}{N} \sum_{i=1}^{N} \left\| F_{p_i}^N (t) - f_{p_i}^N (t) \right\|_{\infty} \leq (2L^2 + m^2 + 2) \max_{Q \in \Gamma(P,t)} A(Q, t).
\]

**Proof.** Recall from (12) and (13) that for each \( \alpha \in A \),

\[
F_{j}^{N,\alpha}(t) = (1 - r(t)) \left( Y_{j}^{N,\alpha}(t) - Y_{j}^{N,\alpha}(t) \right) + r(t) \sum_{\beta: \beta \neq \alpha} \left( Y_{j}^{N,\beta}(t) \rho^{\beta \alpha} \left( \overline{Y}_{j}^{N}(t) \right) - Y_{j}^{N,\alpha}(t) \rho^{\alpha \beta} \left( \overline{Y}_{j}^{N}(t) \right) \right);
\]

\[
f_{j}^{N,\alpha}(t) = (1 - r(t)) \left( \overline{Y}_{j}^{N,\alpha}(t) - \overline{Y}_{j}^{N,\alpha}(t) \right) + r(t) \sum_{\beta: \beta \neq \alpha} \left( \overline{Y}_{j}^{N,\beta}(t) \rho^{\beta \alpha} \left( \overline{Y}_{j}^{N}(t) \right) - \overline{Y}_{j}^{N,\alpha}(t) \rho^{\alpha \beta} \left( \overline{Y}_{j}^{N}(t) \right) \right).
\]

By adding and subtracting terms, we can write

\[
F_{j}^{N,\alpha}(t) - f_{j}^{N,\alpha}(t) = (1 - r(t)) \left( Y_{j}^{N,\alpha}(t) - \overline{Y}_{j}^{N,\alpha}(t) - (Y_{j}^{N,\alpha}(t) - Y_{j}^{N,\alpha}(t)) \right) + r(t) \sum_{\beta: \beta \neq \alpha} \left[ (Y_{j}^{N,\beta}(t) - Y_{j}^{N,\alpha}(t)) \rho^{\beta \alpha} (\overline{Y}_{j}^{N}(t)) - (Y_{j}^{N,\alpha}(t) - Y_{j}^{N,\alpha}(t)) \rho^{\alpha \beta} (\overline{Y}_{j}^{N}(t)) \right] + Y_{j}^{N,\beta}(t) \left( \rho^{\beta \alpha} (\overline{Y}_{j}^{N}(t)) - \rho^{\beta \alpha} (\overline{Y}_{j}^{N}(t)) \right) - Y_{j}^{N,\alpha}(t) \left( \rho^{\alpha \beta} (\overline{Y}_{j}^{N}(t)) - \rho^{\alpha \beta} (\overline{Y}_{j}^{N}(t)) \right).
\]

Recall that our goal is to study

\[
\frac{1}{N} \sum_{i=1}^{N} \left| F_{p_i}^{N,\alpha}(t) - f_{p_i}^{N,\alpha}(t) \right|.
\]
Thus we will take a weighted sum over $j$ with respect to the vector $p_i = \{p_{ij}\}_{j=1}^N$ in (36), take an absolute value, then average over $i$. There are two main terms in the first line that we need to bound. First, we can write

$$
\frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N p_{ij} \left| Y_j^{N,\alpha}(t) - \bar{y}_j^{N,\alpha}(t) \right| = \frac{1}{N} \sum_{j=1}^N \left( \sum_{i=1}^N p_{ij} \right) \left| Y_j^{N,\alpha}(t) - \bar{y}_j^{N,\alpha}(t) \right| \\
\leq \frac{1}{N} \sum_{j=1}^N \left| Y_j^{N,\alpha}(t) - \bar{y}_j^{N,\alpha}(t) \right| = A(W, t).
$$

Above, we have used the inequality $\sum_{i=1}^N p_{ij} \leq 1$, which is due to $P$ being doubly sub-stochastic. Hence after taking the weighted sums and absolute value, the first line of (36) can be bounded by $A(W, t) + A(P, t)$. We now turn to the second line of (36). Taking a weighted sum over $j$ and then averaging over $i$, we obtain terms of the form

$$
\frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N p_{ij} \rho^{\beta\alpha}(\bar{y}_j^{N}(t)) \left( Y_j^{N,\beta}(t) - y_j^{N,\beta}(t) \right) = A(P \rho^{\beta\alpha}(t), t),
$$

where $\rho^{\beta\alpha}(t)$ is the diagonal matrix with the $j$th diagonal entry equal to $[\rho^{\beta\alpha}(t)]_j := \rho^{\beta\alpha}(\bar{y}_j^{N}(t))$. Hence the second line of (36) can be bounded by

$$
\sum_{\beta \in \mathcal{A} : \beta \neq \alpha} \left( A(P \rho^{\beta\alpha}(t), t) + A(P \rho^{\alpha\beta}(t), t) \right) \leq \sum_{\alpha, \beta \in \mathcal{A} : \alpha \neq \beta} A(P \rho^{\beta\alpha}(t), t).
$$

For the third line in (36), we use the Lipschitz property of the $\rho^{\beta\alpha}$’s. Using the fact that $|Y_j^{N,\alpha}(t)| \leq 1$, we obtain bounds of the form

$$
\frac{L_\rho}{N} \sum_{i=1}^N \sum_{j=1}^N p_{ij} \left\| Y_j^{N}(t) - \bar{y}_j^{N}(t) \right\|_{\infty} = \frac{L_\rho}{N} \sum_{j=1}^N \left\| Y_j^{N}(t) - \bar{y}_j^{N}(t) \right\|_{\infty} = L_\rho \cdot A(W, t).
$$

Above, we have used the fact that $P$ is doubly sub-stochastic. Putting everything together, consider the following set of matrices:

$$
\Gamma(P, t) := \{W\} \cup \{P \rho^{\beta\alpha}(t) : \alpha, \beta \in \mathcal{A}, \alpha \neq \beta\}.
$$
As the bounds we have derived do not depend on $\alpha$, we have therefore shown that for $t \in \mathbb{T}^N$,

$$\frac{1}{N} \sum_{i=1}^{N} \left\| F^{N}_{p_i}(t) - f^{N}_{p_i}(t) \right\|_\infty \leq (2L_\rho + m^2 + 2) \max_{Q \in \Gamma(P,t)} A(Q, t).$$

The disadvantage of Lemma B.3 is that the right hand side of (35) depends heavily on $P$ and $t$ through the set of doubly sub-stochastic matrices $\Gamma(P,t)$; this prevents us from using Benaïm and Weibull’s techniques in the proof of Theorem 4.2. The next result will remedy this problem by effectively allowing us to replace $\Gamma(P,t)$ with a fixed set $\Gamma$.

**Lemma B.4:** For every $\delta > 0$ and time horizon $T$, there is a finite set of sub-stochastic matrices $\Gamma$ such that for every $P \in \Gamma$ and $t \in \mathbb{T}^N \cap [0,T)$,

$$\max_{Q \in \Gamma(P,t)} A(Q, t) \leq \max_{Q' \in \Gamma} A(Q', t) + \delta.$$

Furthermore, $|\Gamma|$ depends only on $T, \delta, m$ and the functions $\rho^{\beta \alpha}$.

**Proof.** Let $\ell_\delta$ be the largest positive integer such that $\frac{\delta}{4L_\rho} \leq \frac{\ell_\delta}{N} \leq \frac{\delta}{2L_\rho}$; such an $\ell_\delta$ will always exist for $N$ sufficiently large (as long as $\delta$ does not depend on $N$). Define the set of transition times

$$\mathbb{T}^N_\delta := \left\{ \frac{\ell_\delta}{N} n : n \in \mathbb{N} \cup \{0\} \right\}. $$

Further, recall the definition of the diagonal matrix $\rho^{\beta \alpha}(t)$ from the proof of Lemma B.3. Also recall that $W$ is the doubly-stochastic combination matrix used by agents to compute their local population estimates. Consider the following family of subsets of doubly sub-stochastic matrices on $\mathbb{R}^{N \times N}$ constructed as follows:

$$\Gamma_{\delta,0} := \{W\}$$

$$\Gamma_{\delta,k} := \left\{ W \left( \prod_{i=1}^{k} \rho^{\beta \alpha}(t_i) \right) : \alpha_i, \beta_i \in A, \alpha_i \neq \beta_i, t_i \in \mathbb{T}^N_\delta \cap [0,T) \right\} \text{ for } k \geq 1.$$
A useful consequence of the construction is that \( P \in \Gamma_{\delta,k} \) implies that, for any pair of distinct actions \( \alpha, \beta \in A \) and any \( s \in \mathbb{T}^N_\delta \), \( P^\beta \alpha (s) \in \Gamma_{\delta,k+1} \). Moreover, it is simple to confirm that all matrices in \( \Gamma_{\delta,k} \) are doubly sub-stochastic since \( \rho^\beta \alpha (x) \in [0,1) \) for all \( x \in \Delta_m \). Furthermore, if we denote \( \rho_{\text{max}} < 1 \) to be an upper bound on the maximum value of \( \rho^\beta \alpha \) over all \( \alpha, \beta \in A \), it follows that all row and column sums of matrices in \( \Gamma_{\delta,k} \) are bounded by \( \rho_{\text{max}}^k \), which tends to 0 as \( k \) grows large. We also have the bound

\[
|\Gamma_{\delta,k}| \leq \left( \frac{4L\rho m^2 T}{\delta} \right)^k.
\]

The bound above follows from the fact that there are at most \( m^2 \) pairs of \( (\alpha, \beta) \) such that \( \alpha, \beta \) are distinct, and there are at most \( \frac{4L\rho T}{\delta} \) elements of \( \mathbb{T}^N_\delta \cap [0,T) \).

Next, let \( M \) be a fixed positive integer. For any \( P \in \bigcup_{k=0}^M \Gamma_{\delta,k} \), and for any \( t \in \mathbb{T}^N \cap [0,T) \), we claim that

\[
\max_{Q \in \Gamma(P,t)} A(Q,t) \leq \max_{Q' \in \bigcup_{k=0}^M \Gamma_{\delta,k}} A(Q',t) + \max \left\{ \delta, \rho_{\text{max}}^{M+1} \right\}.
\]

**Case 1:** \( P \in \Gamma_{\delta,k} \) for some \( k < M \).

Let \( Q \in \Gamma(P,t) \). If \( Q = W \), then we trivially have

\[
A(W,t) \leq \max_{Q' \in \bigcup_{k=0}^M \Gamma_{\delta,k}} A(Q',t)
\]

since \( W \in \Gamma_{\delta,0} \subset \bigcup_{k=0}^M \Gamma_{\delta,k} \). Else, assume that \( Q \neq W \), so by the definition of \( \Gamma(P,t) \) there exists distinct \( \alpha, \beta \in A \) such that \( Q = P \rho^\beta \alpha (t) \). Let \( t' \) be the closest element of \( \mathbb{T}^N_\delta \) to \( t \) with ties broken arbitrarily, so that \( |t - t'| \leq \frac{\delta}{2T_\rho} \). Define \( Q' := P \rho^\beta \alpha (t') \). Since \( P \in \Gamma_{\delta,k} \) for some \( k < M \), it follows that \( Q' \in \bigcup_{k=0}^M \Gamma_{\delta,k} \). Let \( \{q_i\}_{i \in [N]} \) denote the row-vectors of \( Q \) and let \( \{q'_i\}_{i \in [N]} \) denote the row-vectors of \( Q' \). By the triangle inequality, we can write, for any \( i \in [N] \),

\[
\left\| Y^N_{q_i}(t) - y^N_{q_i}(t) \right\|_{\infty} \leq \left\| Y^N_{q_i}(t) - y^N_{q'_i}(t) \right\|_{\infty} + \left\| Y^N_{q'_i}(t) - y^N_{q'_i}(t) \right\|_{\infty} + \left\| y^N_{q'_i}(t) - y^N_{q_i}(t) \right\|_{\infty}.
\]

(39)
For any $j \in [N]$, we also have
\[
|q_{ij} - q'_{ij}| = p_{ij} \left| \rho^{\beta \alpha} \left( \eta_j^N(t) \right) - \rho^{\beta \alpha} \left( \eta_j^N(t') \right) \right| \\
\leq p_{ij} L_{\rho} \left\| \eta_j^N(t) - \eta_j^N(t') \right\|_{\infty} \\
\leq p_{ij} \delta / 2.
\]

Above, the first inequality follows from the Lipschitz property of the $\rho^{\beta \alpha}$’s and the second inequality follows from the fact that the deterministic process $y_i^N(t)$ is 1-Lipschitz, which can be directly seen from the definition in (13). Next, since the entries of $Y_i^N(t)$ and $y_i^N(t)$ are all at most 1 and $\sum_{j=1}^N p_{ij} \leq 1$,
\[
\left\| Y_{\text{q}_i}^N(t) - Y_{\text{q}'_i}^N(t) \right\|_{\infty} = \max_{\alpha \in A} \left| Y_{\text{q}_i}^{N,\alpha}(t) - Y_{\text{q}'_i}^{N,\alpha}(t) \right| = \max_{\alpha \in A} \left| \sum_{j=1}^N Y_j^{N,\alpha}(t)(q_{ij} - q'_{ij}) \right| \\
\leq \sum_{j=1}^N |q_{ij} - q'_{ij}| \leq \sum_{j=1}^N p_{ij} \delta / 2 \leq \delta / 2.
\]

Identical reasoning shows that $\left\| y_{\text{q}_i}^N(t) - y_{\text{q}'_i}^N(t) \right\|_{\infty} \leq \delta / 2$. Substituting these bounds into (39) shows that
\[
\left\| Y_{\text{q}_i}^N(t) - y_{\text{q}_i}^N(t) \right\|_{\infty} \leq \left\| Y_{\text{q}'_i}^N(t) - y_{\text{q}'_i}^N(t) \right\|_{\infty} + \delta.
\]

Averaging over $i \in [N]$ yields $A(Q, t) \leq A(Q', t) + \delta$. This proves (38) for the case $P \in \Gamma_{\delta,k}$ for $k < M$.

**Case 2:** $P \in \Gamma_{k,M}$.

As we have noted, the row and column sums of $P$ are at most $\rho_{\text{max}}^M$. Hence if $Q \in \Gamma(P, t)$ and $Q \neq W$ (the case $Q = W$ has already been shown in the previous case) then all row and column sums of $Q$ are at most $\rho_{\text{max}}^{M+1}$, so
\[
A(Q, t) = \frac{1}{N} \sum_{i=1}^N \max_{\alpha \in A} \left| Y_{\text{q}_i}^{N,\alpha}(t) - y_{\text{q}_i}^{N,\alpha}(t) \right|
\]
\[
\leq \frac{1}{N} \sum_{i=1}^{N} \left( \max_{\alpha \in A, j \in [N]} |Y_{j}^{N,\alpha}(t) - y_{j}^{N,\alpha}(t)| \right) \sum_{j=1}^{N} q_{ij} \\
\leq \rho_{\max}^{M+1}.
\]

To obtain the final inequality above, we have used the fact that \(|a - b| \leq 1\) for \(a, b \in [0, 1]\). Equation (38) follows.

Both cases have shown that (38) holds, so

\[
\Gamma := \bigcup_{k=0}^{M} \Gamma_{\delta,k}
\]

is the desired subset of doubly sub-stochastic matrices in \(\mathbb{R}^{N \times N}\), with \(M := \left\lfloor \frac{\log 1/\delta}{\log 1/\rho_{\max}} \right\rfloor\) to ensure that \(\rho_{\max}^{M+1} \leq \delta\). Equation (37) then implies

\[
|\Gamma| \leq (M + 1) \left( \frac{4L \rho m^2 T}{\delta} \right)^M,
\]

which is a function of only \(\delta, T, m\), and the policy update functions \(\rho^{\beta\alpha}\). □

We now put the two lemmas together to prove the main result of this subsection.

**Proof of Lemma B.1.** Replacing \(\delta\) with \(\frac{\delta}{2(2L\rho + m^2 + 2)}\) in Lemma B.4 and then applying Lemma B.3 shows that there is a finite set of doubly sub-stochastic matrices \(\Gamma\) such that, for any \(t \in \mathbb{T}^{N} \cap [0, T)\) and \(P \in \Gamma\),

\[
\frac{1}{N} \sum_{i=1}^{N} \left\| F_{p_i}(t) - f_{p_i}(t) \right\|_{\infty} \leq (2L\rho + m^2 + 2) \max_{Q \in \Gamma} A(Q, t) + \frac{\delta}{2}.
\]

It remains to see what changes when \(t\) is not an element of \(\mathbb{T}^{N}\). Suppose that \(s \leq t < s + 1/N\), where \(s \in \mathbb{T}^{N}\). Then \(F_{p_i}(t) = F_{p_i}(s)\) and \(f_{p_i}(t) = f_{p_i}(s)\), so the left hand side above is unchanged. We now turn to the right hand side. By the triangle inequality, for any doubly sub-stochastic \(Q\) with row vectors \(\{q_i\}_{i \in [N]}\) we can write

\[
\left\| Y_{q_i}(t) - \hat{y}_{q_i}(t) \right\|_{\infty} \leq \left\| Y_{q_i}(s) - y_{q_i}(s) \right\|_{\infty} - \left\| Y_{q_i} s + \frac{1}{N} - y_{q_i}(s) \right\|_{\infty} - \left\| Y_{q_i}(s) - y_{q_i}(s) \right\|_{\infty}
\]
If agent $j$ is given the opportunity to revise their action at time $s + \frac{1}{N}$, then the last two terms on the right hand side above are each bounded by $q_{ij}$. Averaging over $i$, we see that the sub-stochastic property of $Q$ implies

$$|A(Q, t) - A(Q, s)| \leq \frac{2}{N} \sum_{i=1}^{N} q_{ij} \leq \frac{2}{N}.$$ 

Hence $A(Q, s) \leq A(Q, t) + \frac{2}{N}$, and the desired claim follows if $N$ is sufficiently large so that $\frac{2}{N} \leq \frac{\delta}{2}$.

**B.2. Proof of Lemma B.2**

Our focus will be on proving the following lemma.

**Lemma B.5:** Under the same assumptions as Lemma B.2, it holds for every $\alpha \in A$ that

$$\mathbb{P}\left( \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^{N} \left| \int_{0}^{t} U_{\alpha}^{N, i}(s) ds \right| > \epsilon \right) \leq \exp \left( - \frac{N \epsilon^2}{1000(T+1)} \right).$$

Lemma B.2 follows as a corollary using simple union bounds.

**Proof of Lemma B.2.** Using the inequality $\|\cdot\|_{\infty} \leq \|\cdot\|_1$, we have

$$\frac{1}{N} \sum_{i=1}^{N} \left\| \int_{0}^{t} U_{\alpha}^{N, i}(s) ds \right\|_{\infty} \leq \sum_{\alpha \in A} \left( \frac{1}{N} \sum_{i=1}^{N} \left\| \int_{0}^{t} U_{\alpha}^{N, i}(s) ds \right\| \right).$$

Hence a union bound gives

$$\mathbb{P}\left( \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^{N} \left\| \int_{0}^{t} U_{\alpha}^{N, i}(s) ds \right\|_{\infty} > \epsilon \right) \leq \sum_{\alpha \in A} \mathbb{P}\left( \max_{0 \leq t \leq T} \frac{1}{N} \sum_{i=1}^{N} \left\| \int_{0}^{t} U_{\alpha}^{N, i}(s) ds \right\|_{\infty} > \epsilon \right) \leq m \cdot \exp \left( - \frac{N \epsilon^2}{1000m^2(T+1)} \right).$$

For the remainder of the section, we focus on the proof of Lemma B.5. We proceed by proving the following lemma, which generalizes Lemma 3 in Benaïm and Weibull (2003).
**Lemma B.6:** Let \( \{A(t)\}_{t \in \mathbb{T}^N} \) be a random process where \( A(t) \) is \( \mathcal{F}_{t+1/N} \)-measurable, \( |A(t)| \leq B(t) \) a.s. for some \( \mathcal{F}_t \)-measurable process \( B(t) \), and \( \mathbb{E}[A(t) | \mathcal{F}_t] \leq 0 \). Then for all \( \theta \geq 0 \),

\[
\mathbb{E} \left[ \exp(\theta A(t)) | \mathcal{F}_t \right] \leq \exp \left( \frac{1}{2} \theta^2 B(t)^2 \right).
\]

**Proof.** Consider the function \( g(p) := \log \mathbb{E}[e^{p\theta A(t)} | \mathcal{F}_t] \). This is convex, since the log moment generating function of any random variable (whenever it exists) is convex. Since \( A(t) \) is bounded with respect to \( \mathcal{F}_t \), \( g \) is indeed finite for any \( p \in \mathbb{R} \), and therefore convex. Furthermore, we have \( g(0) = 0 \). Taking a derivative with respect to \( p \), we can compute

\[
g'(p) = \frac{\mathbb{E}[\theta A(t)e^{p\theta A(t)} | \mathcal{F}_t]}{\mathbb{E}[e^{p\theta A(t)} | \mathcal{F}_t]}.
\]

Hence \( g'(0) = \mathbb{E}[\theta A(t)] \leq 0 \) for \( \theta \geq 0 \). We can also compute explicitly the second derivative of \( g \) with respect to \( p \):

\[
g''(p) = \frac{\mathbb{E}[e^{p\theta A(t)} | \mathcal{F}_t]\mathbb{E}[\theta^2 A(t)^2 e^{p\theta A(t)} | \mathcal{F}_t] - \mathbb{E}[\theta A(t)e^{p\theta A(t)} | \mathcal{F}_t]^2}{\mathbb{E}[e^{p\theta A(t)} | \mathcal{F}_t]^2} \leq \theta^2 B(t)^2.
\]

By the fundamental theorem of calculus, for \( p \geq 0 \) we have

\[
g'(p) = g'(0) + \int_0^p g''(s)ds \leq p\theta^2 B(t)^2.
\]

Applying the fundamental theorem of calculus again, we see that

\[
g(1) = g(0) + \int_0^1 g'(p)dp \leq \frac{1}{2} \theta^2 B(t)^2.
\]

\( \square \)

We next prove the processes of interest are bounded.

**Lemma B.7:** Let \( v \in \mathbb{R}^N \) be a vector with \( \|v\|_1 \leq 1 \). Then we have the following almost sure bound:

\[
\left| \int_0^t U_v^{N,\alpha}(s)ds \right| \leq 1 + t.
\]
Proof. Recall that for $s \in \mathbb{T}^N$,

$$U^{N,\alpha}_v(s) = N \left(Y^{N,\alpha}_v \left(s + \frac{1}{N}\right) - Y^{N,\alpha}_v(s) - F^{N,\alpha}_v(s)\right).$$

Hence

$$\int_0^t U^{N,\alpha}_v(s) ds = \frac{1}{N} \sum_{k=0}^{tN-1} U^{N,\alpha}_v \left(\frac{k}{N}\right)$$

$$= \sum_{k=0}^{tN-1} \left(Y^{N,\alpha}_v \left(\frac{k+1}{N}\right) - Y^{N,\alpha}_v \left(\frac{k}{N}\right) - \frac{1}{N} F^{N,\alpha}_v \left(\frac{k}{N}\right)\right)$$

$$= Y^{N,\alpha}_v(t) - Y^{N,\alpha}_v(0) - \frac{1}{N} \sum_{k=0}^{tN-1} F^{N,\alpha}_v \left(\frac{k}{N}\right).$$

Take the absolute value of both sides and apply the triangle inequality to obtain

$$\left|\int_0^t U^{N,\alpha}_v(s) ds\right| \leq |Y^{N,\alpha}_v(t) - Y^{N,\alpha}_v(0)| + \frac{1}{N} \sum_{k=0}^{tN-1} \left|F^{N,\alpha}_v \left(\frac{k}{N}\right)\right| \leq 1 + t.$$

Above, we have used the fact that $Y^{N,\alpha}_i(s), F^{N,\alpha}_i(s) \in [0, 1]$ for all $s \in \mathbb{T}^N$ and all $i \in [N]$. □

Before proving Lemma B.5, we give a high-level overview of the proof as it is more involved. It will be more convenient to study the process

$$V^{N,\alpha}(t) := \frac{1}{N} \sum_{i=1}^{N t} \left(\int_0^t U^{N,\alpha}_{p_i}(s) ds\right)^2 + \epsilon^2,$$

which we define only for $t \in \mathbb{T}^N$. In particular, since the step functions $U_{p_i}(s)$ are right-continuous, $V^{N,\alpha}(t)$ is $\mathcal{F}_t$-measurable. We can relate $V^{N,\alpha}(t)$ to the process of interest by Jensen’s inequality:

$$\sqrt{V^{N,\alpha}(t)} \geq \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left(\int_0^t U^{N,\alpha}_{p_i}(s) ds\right)^2} \geq \frac{1}{N} \sum_{i=1}^{N} \left|\int_0^t U^{N,\alpha}_{p_i}(s) ds\right|. \quad (40)$$
Our first goal is to establish a subgaussian inequality for the process

\[ \frac{V_{N,\alpha}(t + 1/N) - V_{N,\alpha}(t)}{2 \sqrt{V_{N,\alpha}(t)}}. \]  

(41)

Since we divide by \( \sqrt{V_{N,\alpha}(t)} \), the ratio could blow up if \( V_{N,\alpha}(t) \) is too small. This is the reason for adding \( \epsilon^2 \) in the definition of \( V_{N,\alpha}(t) \) - it ensures that \( V_{N,\alpha}(t) \geq \epsilon^2 \), leading to an upper bound on (41). Once we derive the subgaussian inequality, we use standard techniques to obtain an upper tail bound for the sum process

\[ \sum_{t \in T \cap [0,T]} \frac{V_{N,\alpha}(t + 1/N) - V_{N,\alpha}(t)}{2 \sqrt{V_{N,\alpha}(t)}}. \]  

(42)

Then, using the concavity of the square root function, we have the inequality

\[
\sum_{t \in T \cap [0,T]} \frac{V_{N,\alpha}(t + 1/N) - V_{N,\alpha}(t)}{2 \sqrt{V_{N,\alpha}(t)}} \geq \sum_{t \in T \cap [0,T]} \left( \sqrt{V_{N,\alpha}(t + 1/N)} - \sqrt{V_{N,\alpha}(t)} \right) \\
\approx \sqrt{V_{N,\alpha}(T)} - \sqrt{V_{N,\alpha}(0)} \\
= \sqrt{V_{N,\alpha}(T)} - \epsilon.
\]

We note that the \( \approx \) above is equality if \( T \in T^N \), else, the \( \approx \) symbol hides a small error term which is of smaller order than \( \epsilon \). The inequalities in the display above show that the upper tail bounds we develop for (42) will hold for the process

\[
\frac{1}{N} \sum_{i=1}^{N} \left| \int_{0}^{t} U_{p_i}^{N,\alpha}(s)ds \right|
\]

as well, which leads to the desired claim.

**Proof of Lemma B.5.** We begin by studying the expectation of the increments of \( V_{N,\alpha}(t) \). We can explicitly write the increments as

\[
V_{N,\alpha}(t + 1/N) - V_{N,\alpha}(t) = \frac{1}{N} \sum_{i=1}^{N} \left( \left( \int_{0}^{t + 1/N} U_{p_i}^{N,\alpha}(s)ds \right)^2 - \left( \int_{0}^{t} U_{p_i}^{N,\alpha}(s)ds \right)^2 \right).
\]
\[
\frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{N} U_{p_i}^{N,\alpha}(t) \right)^2 \left( 2 \int_0^t U_{p_i}^{N,\alpha}(s) ds + \frac{1}{N} U_{p_i}^{N,\alpha}(t) \right) \cdot
\]

(43)

Take a conditional expectation with respect to \( F_t \) and use the property \( E[U_{N,\alpha}^{p_i}(t) | F_t] = 0 \) to obtain

\[
E \left[ V^{N,\alpha}(t + \frac{1}{N}) - V^{N,\alpha}(t) | F_t \right] = \frac{1}{N} \sum_{i=1}^{N} E \left[ \left( \frac{1}{N} U_{p_i}^{N,\alpha}(t) \right)^2 | F_t \right].
\]

To study the right hand side above, we will condition on the agent that receives an opportunity to revise their action at time \( t + 1/N \). Suppose that this agent is \( j \); in other words, \( \text{Clock}_N^{j}(t + 1/N) = 1 \). Then we can write

\[
\left( \frac{1}{N} U_{p_i}^{N,\alpha}(t) \right)^2 = \left( p_{ij}(Y_j^{N,\alpha}(t + 1/N) - Y_j^{N,\alpha}(t)) - \frac{1}{N} \sum_{k=1}^{N} p_{ik} F_{k}^{N,\alpha}(t) \right)^2
\leq 2 \left(p_{ij}(Y_j^{N,\alpha}(t + 1/N) - Y_j^{N,\alpha}(t))\right)^2 + 2 \left( \frac{1}{N} \sum_{k=1}^{N} p_{ik} F_{k}^{N,\alpha}(t) \right)^2
\leq 2p_{ij}^2 + \frac{2}{N^2}.
\]

Above, the first inequality is a consequence of Jensen’s inequality. The second inequality follows from the fact that \( |Y_j^{N,\alpha}(t + 1/N) - Y_j^{N,\alpha}(t)| \leq 1, |F_{k}^{N,\alpha}(t)| \leq 1 \) and that \( P \) is row sub-stochastic. Next, to remove the conditioning on \( \text{Clock}_N^{j}(t + 1/N) = 1 \), we can write

\[
\frac{1}{N} \sum_{i=1}^{N} E \left[ \left( \frac{1}{N} U_{v_i}^{N,\alpha}(t) \right)^2 | F_t \right] = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} E \left[ \left( \frac{1}{N} U_{v_i}^{N,\alpha}(t) \right)^2 | F_t, \text{Clock}_N^{j}(t + 1/N) = 1 \right]
\leq \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( 2p_{ij}^2 + \frac{2}{N^2} \right) = \frac{2}{N^2} \left\| P_{F} \right\|^2 + 1.
\]

Above, the first equality follows since the probability that agent \( j \) is chosen to update is \( 1/N \), and \( \| P \|_F \) denotes the Frobenius norm of \( P \). Putting everything together, we have
shown that
\[
\mathbb{E} \left[ V^{N,\alpha}(t + 1/N) - V^{N,\alpha}(t) - \frac{2}{N^2} \left( \|P\|_F^2 + 1 \right) \mid \mathcal{F}_t \right] \leq 0. \tag{45}
\]

We will next obtain a subgaussian inequality for the above process via Lemma B.6. From (43) we can bound
\[
\begin{aligned}
& \left| V^{N,\alpha}(t + 1/N) - V^{N,\alpha}(t) \right| \\
& \leq \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{N} U_{p_i}^{N,\alpha}(t) \right)^2 + \frac{2}{N} \sum_{i=1}^{N} \left| \frac{1}{N} U_{p_i}^{N,\alpha}(t) \right| \int_0^t U_{p_i}^{N,\alpha}(s) ds \\
& \quad \quad \quad + \frac{2}{N^2} \sum_{i=1}^{N} \left| \int_0^t U_{p_i}^{N,\alpha}(s) ds \right|. \tag{46}
\end{aligned}
\]

If \( \text{Clock}_j^N(t + 1/N) = 1 \), we can use (44) to bound the first term of (46) by
\[
\frac{2}{N} \sum_{i=1}^{N} p_{ij}^2 + \frac{2}{N^2}. \tag{47}
\]

Using the bound
\[
\left| \frac{1}{N} U_{p_i}^{N,\alpha}(t) \right| = \left| p_{ij} \left( Y_j^{N,\alpha}(t + 1/N) - Y_j^{N,\alpha}(t) \right) - \frac{1}{N} \sum_{k=1}^{N} p_{ik} F_k^{N,\alpha}(t) \right| \leq p_{ij} + \frac{1}{N},
\]
we obtain the following bound for the second term in (46):
\[
\frac{2}{N} \sum_{i=1}^{N} p_{ij} \left| \int_0^t U_{p_i}^{N,\alpha}(s) ds \right| + \frac{2}{N^2} \sum_{i=1}^{N} \left| \int_0^t U_{p_i}^{N,\alpha}(s) ds \right|. \tag{48}
\]

Define \( B_j(t) \) to be \( N \) times the summation of (47) and (48), written explicitly as
\[
B_j(t) := 2 \sum_{i=1}^{N} p_{ij}^2 + \frac{2}{N} + 2 \sum_{i=1}^{N} p_{ij} \left| \int_0^t U_{p_i}^{N,\alpha}(s) ds \right| + \frac{2}{N} \sum_{i=1}^{N} \left| \int_0^t U_{p_i}^{N,\alpha}(s) ds \right|. \tag{49}
\]

Moreover, \( B_j(t) \) is almost surely bounded. The last two terms on the right hand side of (49) can be bounded by \( 4(t + 1) \) using Lemma B.6 and the double-stochasticity of \( P \). We also have the following bound for \( N \geq 2 \):
\[
2 \sum_{i=1}^{N} p_{ij}^2 + \frac{2}{N} \leq 2 \sum_{i=1}^{N} p_{ij} + \frac{2}{N} \leq 2 + \frac{2}{N} \leq 3(t + 1).
\]
Putting everything together, \( B_j(t) \leq 7(t + 1) \) almost surely for \( N \geq 2 \). Additionally, \( B_j(t) \) is \( \mathcal{F}_t \)-measurable and we have the following almost sure bound in the case where agent \( j \) is chosen to update:

\[
\left| V_{N,\alpha}^N(t + \frac{1}{N}) - V_{N,\alpha}^N(t) - \frac{2}{N^2} \left( \|P\|_{F}^2 + 1 \right) \right| \leq \frac{1}{N} B_j(t) + \frac{2}{N^2} \left( \|P\|_{F}^2 + 1 \right).
\]

In light of (45), Lemma B.6 implies

\[
\mathbb{E} \left[ e^{\theta \left( V_{N,\alpha}^N(t+1/N) - V_{N,\alpha}^N(t) - \frac{2}{N^2} \left( \|P\|_{F}^2 + 1 \right) \right)} \mid \mathcal{F}_t, \text{Clock}_j^N(t + 1/N) = 1 \right] \leq \exp \left( \frac{\theta^2}{2} \left( \frac{1}{N} B_j(t) + \frac{2}{N^2} \left( \|P\|_{F}^2 + 1 \right) \right)^2 \right)
\]

\[
\leq \exp \left( \frac{\theta^2}{N^2} \left( B_j(t)^2 + 4 \left( \frac{\|P\|_{F}^2 + 1}{N} \right)^2 \right) \right),
\]

where we have used \((a + b)^2 \leq 2a^2 + 2b^2\) to obtain the final inequality. Removing the conditioning on the agent \( j \) who has the opportunity to revise their strategy, we obtain

\[
\mathbb{E} \left[ e^{\theta \left( V_{N,\alpha}^N(t+1/N) - V_{N,\alpha}^N(t) - \frac{2}{N^2} \left( \|P\|_{F}^2 + 1 \right) \right)} \mid \mathcal{F}_t \right] \leq \exp \left( \frac{4\theta^2}{N^2} \left( \frac{\|P\|_{F}^2 + 1}{N} \right)^2 \right) \leq \sum_{j=1}^{N} e^{\frac{\theta^2}{N^2} B_j(t)^2}. \tag{50}
\]

To simplify the summation on the right hand side, we will expand the first few polynomial terms of the exponential function. To this end, we first note that we have the almost sure bound \( B_j(t) \leq 7(T + 1) \) for \( N \) sufficiently large and for all \( t \in \mathbb{T}_N \cap [0, T) \). Next, define the function

\[
\phi(x) := \frac{e^x - 1}{x}.
\]

Note that \( \phi(x) \) is increasing for positive \( x \) and \( \phi(1) \leq 2 \). If \( 0 \leq \frac{\theta}{N} \leq \frac{1}{7(T+1)} \) then \( \frac{\theta}{N} B_j(t) \leq 1 \) for all \( j \in \mathbb{N} \), so

\[
\exp \left( \frac{\theta^2}{N^2} B_j(t)^2 \right) = 1 + \phi \left( \frac{\theta^2}{N^2} B_j(t)^2 \right) \frac{\theta^2}{N^2} B_j(t)^2 \leq 1 + \frac{2\theta^2}{N^2} B_j(t)^2.
\]
Averaging over $j$, we obtain
\[
\frac{1}{N} \sum_{j=1}^{N} \exp \left( \frac{\theta^2}{N^2} B_j(t)^2 \right) \leq 1 + \frac{2\theta^2}{N^2} \left( \frac{1}{N} \sum_{j=1}^{N} B_j(t)^2 \right). \tag{51}
\]

From (49) and the inequality $(a + b + c + d)^2 \leq 4(a^2 + b^2 + c^2 + d^2)$, we can bound
\[
B_j(t)^2 \leq 16 \left( \sum_{i=1}^{N} p_{ij}^2 \right) + \frac{16}{N^2} \sum_{i=1}^{N} \left( \int_0^t U_{N,\alpha}^N p_i(s) ds \right)^2 \tag{52}
\]

In obtaining the bound for the third and fourth terms, we have used Jensen’s inequality and the fact that $P$ is doubly sub-stochastic. Next, we average over $j$ for each term on the right hand side of (52). The first term becomes
\[
\frac{16}{N} \sum_{j=1}^{N} \left( \sum_{i=1}^{N} p_{ij}^2 \right) \leq \frac{16}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} p_{ij}^3 \leq \frac{16}{N} \|P\|_F^2.
\]

Above, the first inequality is due to Jensen’s inequality. The second term on the right hand side of (52) remains the same as it does not depend on $j$. For the third term, we use the fact that $P$ is doubly sub-stochastic to obtain
\[
\frac{16}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} p_{ij} \left( \int_0^t U_{N,\alpha}^N p_i(s) ds \right)^2 \leq \frac{16}{N} \sum_{i=1}^{N} \left( \int_0^t U_{N,\alpha}^N p_i(s) ds \right)^2.
\]

The final term in (52) remains the same as it does not depend on $j$. Putting everything together, we have shown that
\[
\frac{1}{N} \sum_{j=1}^{N} B_j(t)^2 \leq \frac{16}{N} \|P\|_F^2 + \frac{16}{N^2} \sum_{i=1}^{N} \left( \int_0^t U_{N,\alpha}^N p_i(s) ds \right)^2 \leq 32 V_{N,\alpha}(t), \tag{53}
\]
where the last inequality above holds if \( N \geq 1/\epsilon \) and if \( \frac{1}{N} \| P \|_F^2 \leq \epsilon^2 \). Combining (53) and (51) shows that, for \( 0 \leq \frac{\theta}{N} \leq \frac{1}{\pi(T+1)} \),

\[
\frac{1}{N} \sum_{j=1}^{N} \exp \left( \frac{\theta^2}{N^2} B_j(t)^2 \right) \leq 1 + \frac{64\theta^2}{N^2} V^{N,\alpha}(t) \leq \exp \left( \frac{64\theta^2}{N^2} V^{N,\alpha}(t) \right). \tag{54}
\]

Substituting (54) into (50) then yields

\[
\mathbb{E} \left[ e^{\theta (V^{N,\alpha}(t+1/N) - V^{N,\alpha}(t) - \frac{2}{N^2} (\| P \|_F^2 + 1))} \mid \mathcal{F}_t \right] \leq \exp \left( \frac{4\theta^2}{N^2} \left( \frac{\| P \|_F^2 + 1}{N} \right)^2 + \frac{64\theta^2}{N^2} V^{N,\alpha}(t) \right).
\]

To simplify the right hand side further, note that if \( N \geq 1/\epsilon \) and \( \frac{1}{N} \| P \|_F^2 \leq \epsilon^2 \), then

\[
\left( \frac{\| P \|_F^2 + 1}{N} \right)^2 \leq 4\epsilon^2 \leq 4V^{N,\alpha}(t).
\]

This leads to the following subgaussian bound for \( 0 \leq \frac{\theta}{N} \leq \frac{1}{\pi(T+1)} \):

\[
\mathbb{E} \left[ e^{\theta (V^{N,\alpha}(t+1/N) - V^{N,\alpha}(t) - \frac{2}{N^2} (\| P \|_F^2 + 1))} \mid \mathcal{F}_t \right] \leq \exp \left( \frac{80\theta^2}{N^2} V^{N,\alpha}(t) \right). \tag{55}
\]

Next, we will replace \( \theta \) with \( \frac{\theta}{2\sqrt{V^{N,\alpha}(t)}} \). Recall that \( \sqrt{V^{N,\alpha}(t)} \geq \epsilon \).

Next, for every \( \theta \) satisfying \( 0 \leq \frac{\theta}{N} \leq \frac{2\epsilon}{\pi(T+1)} \),

\[
\mathbb{E} \left[ \exp \left( \theta \left( \frac{V^{N,\alpha}(t+1/N) - V^{N,\alpha}(t)}{2\sqrt{V^{N,\alpha}(t)}} - \frac{\| P \|_F^2 + 1}{\epsilon N^2} \right) \right) \mid \mathcal{F}_t \right] \leq \mathbb{E} \left[ \exp \left( \theta \left( \frac{V^{N,\alpha}(t+1/N) - V^{N,\alpha}(t)}{2\sqrt{V^{N,\alpha}(t)}} - \frac{\| P \|_F^2 + 1}{N^2 \sqrt{V^{N,\alpha}(t)}} \right) \right) \mid \mathcal{F}_t \right] \leq e^{\frac{20\theta^2}{N^2}}. \tag{56}
\]
Above, the first inequality follows from $\sqrt{V_{N,\alpha}(t)} \geq \epsilon$ and the second inequality is due to replacing $\theta$ with $\frac{\theta}{2\sqrt{V_{N,\alpha}(t)}}$ in (55). This substitution is indeed valid since

$$0 \leq \frac{\theta}{2N\sqrt{V_{N,\alpha}(t)}} \leq \frac{1}{7(T+1)} \cdot \frac{\epsilon}{\sqrt{V_{N,\alpha}(t)}} \leq \frac{1}{7(T+1)}.$$ 

With (56) in hand, we will now derive a maximal Azuma-type inequality following similar steps as the proof of Lemma 1 in Benaïm and Weibull (2003). For $t \in \mathbb{T}^N \cap [0, T)$, define the process

$$Z_\theta(t) := \exp \left( \theta \sum_{k=0}^{Nt-1} \left( \frac{V_{N,\alpha}(k+1/N) - V_{N,\alpha}(k/N)}{2\sqrt{V_{N,\alpha}(k/N)}} - \frac{\|P\|_F^2 + 1}{\epsilon N^2} \right) - 20\theta^2 t \right).$$

Equation (56) implies that $Z_\theta(t)$ is a supermartingale for $\theta$ satisfying $0 \leq \frac{\theta}{N} \leq \frac{2\epsilon}{7(T+1)}$. For such $\theta$, Doob’s supermartingale inequality implies

$$\mathbb{P} \left( \max_{t \in \mathbb{T}^N \cap [0, T)} \sum_{k=0}^{Nt-1} \left( \frac{V_{N,\alpha}(k+1/N) - V_{N,\alpha}(k/N)}{2\sqrt{V_{N,\alpha}(k/N)}} - \frac{\|P\|_F^2 + 1}{\epsilon N^2} \right) \geq \theta \epsilon \right)$$

$$\leq \mathbb{P} \left( \max_{t \in \mathbb{T}^N \cap [0, T)} Z_\theta(t) \geq \exp \left( \theta \epsilon - \frac{20\theta^2 T}{N} \right) \right) \leq \exp \left( \frac{20\theta^2 T}{N} - \theta \epsilon \right).$$

If $T \leq 1$, then we set $\theta = \frac{N\epsilon}{40}$; this is indeed a valid choice, since

$$0 \leq \frac{\theta}{N} = \frac{\epsilon}{40} \leq \frac{\epsilon}{7} \leq \frac{2\epsilon}{7(T+1)}.$$ 

Moreover, this choice of $\epsilon$ leads to a probability bound of $\exp \left( -\frac{N\epsilon^2}{80} \right)$. If $T \geq 1$, we can use $\theta = \frac{N\epsilon}{40T}$ (following identical steps, this is a valid choice of $\theta$) to obtain a probability bound of $\exp \left( -\frac{N\epsilon^2}{80T} \right)$. Combining both cases, we have shown that
\[ \mathbb{P} \left( \max_{t \in \mathbb{T} \cap [0,T]} \sum_{k=0}^{Nt-1} \left( \frac{V^{N,\alpha} \left( \frac{k+1}{N} \right) - V^{N,\alpha} \left( \frac{k}{N} \right)}{2 \sqrt{V^{N,\alpha}(k/N)}} - \frac{\|P\|_F^2 + 1}{\epsilon N^2} \right) \geq \epsilon \right) \leq e^{- \frac{N \epsilon^2}{80(T+1)}}. \]  

(57)

To simplify further, note that if \( \frac{1}{N} \|P\|_F^2 \leq \frac{\epsilon^2}{27} \) and \( N \geq 2/\epsilon \),

\[ \max_{t \in \mathbb{T} \cap [0,T]} \sum_{k=0}^{Nt-1} \frac{\|P\|_F^2 + 1}{\epsilon N^2} \leq \frac{T(\|P\|_F^2 + 1)}{\epsilon N} \leq \epsilon. \]  

(58)

Additionally, by the concavity of the square root function, we have

\[ \sum_{k=0}^{Nt-1} \frac{V^{N,\alpha} \left( \frac{k+1}{N} \right) - V^{N,\alpha} \left( \frac{k}{N} \right)}{2 \sqrt{V^{N,\alpha}(k/N)}} \geq \sum_{k=0}^{Nt-1} \left( \sqrt{V^{N,\alpha} \left( \frac{k+1}{N} \right)} - \sqrt{V^{N,\alpha} \left( \frac{k}{N} \right)} \right) = \sqrt{V^{N,\alpha}(t)} - \epsilon. \]  

(59)

Combining (57), (58) and (59), we have shown that

\[ \mathbb{P} \left( \max_{t \in \mathbb{T} \cap [0,T]} \sqrt{V^{N,\alpha}(t)} \geq 3 \epsilon \right) \leq \exp \left( - \frac{N \epsilon^2}{80(T+1)} \right), \]

which in turn implies that

\[ \mathbb{P} \left( \max_{t \in \mathbb{T} \cap [0,T]} \sqrt{V^{N,\alpha}(t)} \geq \epsilon \right) \leq \exp \left( - \frac{N \epsilon^2}{1000T} \right). \]

The desired result then follows from the concavity of the square root function (see (40) for details).

\[ \square \]

APPENDIX C: PROOF OF THEOREM 4.6

We begin by defining some notation. First, for a given vector \( v \in \mathbb{R}^N \), we let \( \tilde{v} \) be the projection of \( v \) onto the \( \text{span}(1)^\perp \); in other words, \( \tilde{v} = v - \frac{1}{N} v^T 1 \). From (13), we can compactly write

\[ y^{N,\alpha} \left( t + \frac{1}{N} \right) - y^{N,\alpha}(t) = \frac{1 - r(t)}{N} (W - I) y^{N,\alpha}(t) + \frac{r(t)}{N} g^{N,\alpha}(t), \]  

(60)
where \( y_{N,\alpha}^N(t) := [y_i^{N,\alpha}(t)]_{i=1}^N \) and \( g_{N,\alpha}^N(t) := [g_i^{N,\alpha}(t)]_{i=1}^N \), where we define

\[
g_i^{N,\alpha}(t) := \sum_{\beta \in \mathcal{A}; \beta \neq \alpha} y_i^{N,\beta}(t) \rho^{\beta \alpha}(\overline{y}_i^N(t)) - \sum_{\beta \in \mathcal{A}; \beta \neq \alpha} y_i^{N,\alpha}(t) \rho^{\alpha \beta}(\overline{y}_i^N(t)). \tag{61}
\]

The following lemma provides a useful bound for the norm of \( \tilde{g}_{N,\alpha}^N(t) \).

**Lemma C.1:**

\[
\sum_{\alpha \in \mathcal{A}} \left\| \tilde{g}_{N,\alpha}^N(t) \right\|_2^2 \leq (8m^3 + 32m^2 L\rho^2) \sum_{\alpha \in \mathcal{A}} \left\| \tilde{y}_{N,\alpha}^N(t) \right\|_2^2. \tag{62}
\]

**Proof.** For each \( i, j \in [N] \), we can write

\[
g_i^{N,\alpha}(t) - g_j^{N,\alpha}(t) = \sum_{\beta \in \mathcal{A}; \beta \neq \alpha} \left( y_i^{N,\beta}(t) \rho^{\beta \alpha}(\overline{y}_i^N(t)) - y_j^{N,\beta}(t) \rho^{\beta \alpha}(\overline{y}_j^N(t)) \right)
- \sum_{\beta \in \mathcal{A}; \beta \neq \alpha} \left( y_i^{N,\alpha}(t) \rho^{\alpha \beta}(\overline{y}_i^N(t)) - y_j^{N,\alpha}(t) \rho^{\alpha \beta}(\overline{y}_j^N(t)) \right). \tag{63}
\]

To bound the individual terms in the summation, we add and subtract terms as follows:

\[
y_i^{N,\beta}(t) \rho^{\beta \alpha}(\overline{y}_i^N(t)) - y_j^{N,\beta}(t) \rho^{\beta \alpha}(\overline{y}_j^N(t))
= (y_i^{N,\beta}(t) - y_j^{N,\beta}(t)) \rho^{\beta \alpha}(\overline{y}_i^N(t)) + y_j^{N,\beta}(t) (\rho^{\beta \alpha}(\overline{y}_i^N(t)) - \rho^{\beta \alpha}(\overline{y}_j^N(t)))
\leq \|y_i^{N,\beta}(t) - y_j^{N,\beta}(t)\| + L\rho \left\| \overline{y}_i^N(t) - \overline{y}_j^N(t) \right\|_\infty. \tag{64}
\]

To obtain the final inequality, we use the fact that \( \rho^{\beta \alpha}(\overline{y}_i^N(t)) \leq 1 \) and that \( \rho^{\beta \alpha} \) is \( L\rho \)-Lipschitz (see Assumption 2.1). Applying the triangle inequality to (63) and applying (64) to the terms in the summation yields

\[
\left| g_i^{N,\alpha}(t) - g_j^{N,\alpha}(t) \right| \leq \sum_{\beta \in \mathcal{A}; \beta \neq \alpha} \left( \left| y_i^{N,\beta}(t) - y_j^{N,\beta}(t) \right| + L\rho \left\| \overline{y}_i^N(t) - \overline{y}_j^N(t) \right\|_\infty \right)
+ \sum_{\beta \in \mathcal{A}; \beta \neq \alpha} \left( \left| y_i^{N,\alpha}(t) - y_j^{N,\alpha}(t) \right| + L\rho \left\| \overline{y}_i^N(t) - \overline{y}_j^N(t) \right\|_\infty \right)
\leq m \left\| y_i^N(t) - y_j^N(t) \right\|_1 + 2mL\rho \left\| \overline{y}_i^N(t) - \overline{y}_j^N(t) \right\|_\infty. \tag{65}
\]
We now turn to bounding the $\ell_2$-norm of $\tilde{g}^{N,\alpha}(t)$. We have

$$
|\tilde{g}_i^{N,\alpha}(t)|^2 = \left| g_i^{N,\alpha}(t) - \frac{1}{N} \sum_{j=1}^{N} g_j^{N,\alpha}(t) \right|^2 \\
\leq \frac{1}{N} \sum_{j=1}^{N} \left| g_i^{N,\alpha}(t) - g_j^{N,\alpha}(t) \right|^2 \\
\leq \frac{1}{N} \sum_{j=1}^{N} \left( m \| y_i^N(t) - y_j^N(t) \|_1 + 2mL \| y_i^N(t) - y_j^N(t) \|_\infty \right)^2 \\
\leq \frac{2}{N} \sum_{j=1}^{N} \left( m^2 \| y_i^N(t) - y_j^N(t) \|_1^2 + 4m^2L^2 \| y_i^N(t) - y_j^N(t) \|_\infty^2 \right).
$$

The first inequality is due to Jensen’s inequality, the second follows from the bound in (64), and the third is due to the inequality $(a+b)^2 \leq 2a^2 + 2b^2$. Next, using the inequalities $\|v\|_1^2 \leq m \|v\|_2^2$ and $\|v\|_\infty \leq \|v\|_1$ for $v \in \mathbb{R}^m$, we can write

$$
|\tilde{g}_i^{N,\alpha}(t)|^2 \leq \frac{2}{N} \sum_{j=1}^{N} \left( m^2 \| y_i^N(t) - y_j^N(t) \|_2^2 + 4m^2L^2 \| y_i^N(t) - y_j^N(t) \|_\infty^2 \right).
$$

(66)

Using the inequality $\|v - w\|_2^2 \leq 2 \|v\|_2^2 + 2 \|w\|_2^2$ for any vectors $v, w$ of the same dimension, (66) implies

$$
|\tilde{g}_i^{N,\alpha}(t)|^2 \leq 4m^3 \left( \| y_i^N(t) - y_{av}^N(t) \|_2^2 + \frac{1}{N} \sum_{j=1}^{N} \| y_j^N(t) - y_{av}^N(t) \|_2^2 \right) \\
+ 16m^2L^2 \left( \| \overline{y}_i^N(t) - y_{av}^N(t) \|_2^2 + \frac{1}{N} \sum_{j=1}^{N} \| \overline{y}_j^N(t) - y_{av}^N(t) \|_2^2 \right).
$$

(67)

To simplify further, note that

$$
\sum_{i=1}^{N} \| y_i^N(t) - y_{av}^N(t) \|_2^2 = \sum_{\alpha \in \mathcal{A}} \sum_{i=1}^{N} |y_i^{N,\alpha}(t) - y_{av}^{N,\alpha}(t)|^2 = \sum_{\alpha \in \mathcal{A}} |\tilde{g}^{N,\alpha}(t)|^2
$$

(68)
and
\[
\sum_{j=1}^{N} \left\| y_j^N(t) - y_{av}^N(t) \right\|_2^2 = \sum_{\alpha \in \mathcal{A}} \left\| y^{N,\alpha}(t) - y_{av}^{N,\alpha}(t) \right\|_2^2
\]
\[
= \sum_{\alpha \in \mathcal{A}} \left\| W \tilde{y}^{N,\alpha}(t) \right\|_2^2 \leq \sum_{\alpha \in \mathcal{A}} \left\| \tilde{y}^{N,\alpha}(t) \right\|_2^2. \tag{69}
\]

To conclude, we sum over \( i \in [N] \) in (67) and apply the relations derived in (68) and (69) to obtain (62).

We now turn to the proof of the theorem.

**Proof of Theorem 4.6.** Since the matrix
\[
I - \frac{1 - r(t)}{N}(I - W)
\]
is doubly stochastic, we consider only the components orthogonal to \( 1 \) in (60) to write
\[
\tilde{y}^{N,\alpha}(t + \frac{1}{N}) = \left( I - \frac{1 - r(t)}{N}(I - W) \right) \tilde{y}^{N,\alpha}(t) + \frac{r(t)}{N} \tilde{g}^{N,\alpha}(t).
\]

Taking the norm of both sides and applying the triangle inequality gives
\[
\left\| \tilde{y}^{N,\alpha}(t + \frac{1}{N}) \right\|_2 \leq \left\| \left( I - \frac{1 - r(t)}{N}(I - W) \right) \tilde{y}^{N,\alpha}(t) \right\|_2 + \frac{r(t)}{N} \left\| \tilde{g}^{N,\alpha}(t) \right\|_2. \tag{70}
\]

To bound the first term on the right hand side, we can write, for any \( x \in \mathbb{R}^N \) satisfying \( \| x \|_2 = 1 \) and \( \langle x, 1 \rangle = 0 \),
\[
\left\| \left( I - \frac{1 - r(t)}{N}(I - W) \right) x \right\|_2 = \left\| \left( 1 - \frac{1 - r(t)}{N} \right) I + \frac{1 - r(t)}{N} W \right\|_2 \| x \|_2
\]
\[
\leq 1 - \frac{1 - r(t)}{N} + \frac{1 - r(t)}{N} \| W x \|_2
\]
\[
\leq 1 - \frac{1 - r(t)}{N} + \frac{1 - r(t)}{N} \lambda = 1 - \frac{(1 - \lambda)(1 - r(t))}{N}.
\]

For the second term in (70), we can bound via Lemma C.1
\[
\left\| \tilde{g}^{N,\alpha}(t) \right\|_2 \leq \sqrt{\sum_{\alpha \in \mathcal{A}} \left\| \tilde{y}^{N,\alpha}(t) \right\|_2^2} \leq c_3 \sqrt{\sum_{\alpha \in \mathcal{A}} \left\| \tilde{g}^{N,\alpha}(t) \right\|_2^2} \leq c_3 \sum_{\alpha \in \mathcal{A}} \left\| \tilde{y}^{N,\alpha}(t) \right\|_2^2.
\]
where $c_3 = c_3(m, \rho)$. Next, define $z^N(t) := \sum_{\alpha \in A} \|\tilde{y}^{N,\alpha}(t)\|_2$. Using the bounds we have just derived in (70) and summing both sides over $\alpha \in A$, we derive the following recursive inequality.

$$z^N(t + \frac{1}{N}) \leq \left(1 - \frac{(1 - \lambda)(1 - r(t)) - mc_3r(t)}{N} \right) z^N(t) = \left(1 - \frac{(1 - \lambda) - (mc_3 + 1 - \lambda)r(t)}{N} \right) z^N(t).$$

Using the inequalities $1 + x \leq e^x$ and

$$\frac{1}{N} \sum_{i=0}^{k} r\left(\frac{i}{N}\right) \leq \frac{r(0)}{N} + \int_0^{k/N} r(s)ds \leq 2 \int_0^{k/N} r(s)ds,$$

it holds for any nonnegative integer $k$ that

$$z^N\left(\frac{k}{N}\right) \leq \exp\left(\frac{(1 - \lambda)k}{N} + 2(mc_3 + 1 - \lambda)\mathcal{R}\left(\frac{k}{N}\right)\right) z^N(0),$$

where above we have used the shorthand $\mathcal{R}(t) := \int_0^t r(s)ds$. Writing $k = NT$ for some $T \in \mathbb{T}^N$ and bounding $mc_3 + 1 - \lambda$ by $mc_3 + 1$, we can rewrite the above equation as

$$z^N(T) \leq \exp\left(-(1 - \lambda)T + 2(mc_3 + 1)\mathcal{R}(T)\right) z^N(0).$$

The first bound in the theorem statement follows from noticing that, for any $t$,

$$\sum_{\alpha \in A} \sqrt{\sum_{i=1}^{N} \left|\tilde{y}^{N,\alpha}_i(t) - \tilde{y}^{N,\alpha}_i(t)\right|^2} \leq \sum_{\alpha \in A} \left\|Wy^{N,\alpha}(t) - y^{N,\alpha}_{av}(t)\right\|_2^2 = \sum_{\alpha \in A} \left\|Wy^{N,\alpha}(t) - y^{N,\alpha}_{av}(t)\right\|_2^2 \leq \lambda \sum_{\alpha \in A} \left\|y^{N,\alpha}(t) - y^{N,\alpha}_{av}(t)\right\|_2 \leq \lambda z^N(t).$$

The second bound in the theorem statement follows from bounding $|y^{N,\alpha}_i(0) - y^{N,\alpha}_{av}(0)|$ in the first bound by 1. $\square$
Proof of Corollary 4.7. For any $t \in \mathbb{T}^N$, from (14) we can write
\[
y_N^{av}\left(t + \frac{1}{N}\right) - y_N^{av}(t) = \frac{r(t)}{N} \Lambda(y_N^{av}(t)) + \frac{r(t)}{N} e^N(t) \tag{71}
\]
where $e^N(t)$ denotes the remaining terms, given explicitly by
\[
e^N,\alpha(t) := \frac{1}{N} \sum_{i=1}^{N} \sum_{\beta \in A} y_i^{N,\beta}(t)(\rho^{\beta\alpha}(\overline{y}_i^{N}(t)) - \rho^{\beta\alpha}(y_N^{av}(t)))
- \frac{1}{N} \sum_{i=1}^{N} \sum_{\beta \in A} y_i^{N,\alpha}(t)(\rho^{\alpha\beta}(\overline{y}_i^{N}(t)) - \rho^{\alpha\beta}(y_N^{av}(t))). \tag{72}
\]
Our goal will be to bound the infinity norm of $e^N(t)$. To this end, we can bound
\[
\left| y_i^{N,\beta}(t)(\rho^{\beta\alpha}(\overline{y}_i^{N}(t)) - \rho^{\beta\alpha}(y_N^{av}(t))) \right| = \left| y_i^{N,\beta}(t) \right| \left| \rho^{\beta\alpha}(\overline{y}_i^{N}(t)) - \rho^{\beta\alpha}(y_N^{av}(t)) \right| \leq L_\rho \left\| \overline{y}_i^{N}(t) - y_N^{av}(t) \right\|_\infty, \tag{73}
\]
where the equality in the first line is due to $|ab| = |a||b|$ and the inequality on the second line is due to $|y_i^{N,\beta}(t)| \leq 1$ and the fact that $\rho^{\beta\alpha}$ is $L_\rho$-Lipschitz. Using identical reasoning, we also have
\[
\left| y_i^{N,\alpha}(t)(\rho^{\alpha\beta}(\overline{y}_i^{N}(t)) - \rho^{\alpha\beta}(y_N^{av}(t))) \right| \leq L_\rho \left\| \overline{y}_i^{N}(t) - y_N^{av}(t) \right\|_\infty. \tag{74}
\]
Applying the triangle inequality to (72) and using the bounds given in (73) and (74) shows that
\[
\left\| e^N(t) \right\|_\infty = \max_{\alpha \in A} \left| e^N,\alpha(t) \right| \leq \frac{2mL_\rho}{N} \sum_{i=1}^{N} \left\| \overline{y}_i^{N}(t) - y_N^{av}(t) \right\|_\infty. \tag{75}
\]
Squaring both sides of (75) gives
\[
\left\| e^N(t) \right\|_\infty^2 \leq 4m^2L_\rho^2 \left( \frac{1}{N} \sum_{i=1}^{N} \left\| \overline{y}_i^{N}(t) - y_N^{av}(t) \right\|_\infty \right)^2 \leq \frac{4m^2L_\rho^2}{N} \sum_{i=1}^{N} \left\| \overline{y}_i^{N}(t) - y_N^{av}(t) \right\|_\infty^2.
\]
where the inequality on the second line is due to Jensen’s inequality and the inequality on the final line follows from bounding the maximum of a collection of non-negative real numbers by their sum.

Next, suppose that

\[
\sum_{\alpha \in A} \left( \frac{1}{N} \sum_{i=1}^{N} |y_{i}^{N,\alpha}(t) - y_{av}^{N,\alpha}(t)| \right)^{2} \leq \delta,
\]

where \( \delta \) will be determined later. By Theorem 4.6 and the subadditivity of the square root function, we have the following bound for \( 0 \leq t \leq T \):

\[
\left( \frac{1}{N} \sum_{\alpha \in A} \sum_{i=1}^{N} |y_{i}^{N,\alpha}(t) - y_{av}^{N,\alpha}(t)| \right)^{2} \leq \left( \frac{1}{N} \sum_{i=1}^{N} |y_{i}^{N,\alpha}(t) - y_{av}^{N,\alpha}(t)| \right)^{2} \leq e^{c_{3}t} \delta,
\]

where, to obtain the final inequality, we have used

\[
e^{-(1-\lambda)t+c_{3}\mathcal{R}(t)} \leq e^{c_{3}\mathcal{R}(t)} \leq e^{c_{3}t} \leq e^{c_{3}T}.
\]

Combining the display above with (75), we obtain

\[
\|e^{N}(t)\|_{\infty} \leq 2mL_{\rho}e^{c_{3}T} \delta. \tag{77}
\]

Next, let \( \hat{y}_{av}^{N}(t) \) be the linearly-interpolated continuous time version of the discrete process \( y_{av}^{N}(t) \). If \( t \in \mathbb{T}^{N} \) and \( t < s < t + 1/N \), (71) implies

\[
\frac{d}{ds} \hat{y}_{av}^{N}(s) = r(t)\Lambda(y_{av}^{N}(t)) + r(t)e^{N}(t) = r\left( \frac{\lfloorNs\rfloor}{N} \right) \Lambda(y_{av}^{N}(s)) + r\left( \frac{\lfloorNs\rfloor}{N} \right) e^{N}(s),
\]
where we have used the fact $y_N^N(s) = y_N^N(t)$ if $t \leq s < t + 1/N$, the same holding for $e_N^N(s)$, and $t = \lfloor Ns \rfloor/N$. For any $t \geq 0$ we can therefore write

$$
\dot{y}_N^N(t) - y_N^N(0) = \int_0^t \left( \frac{[Ns]}{N} \right) \Lambda(y_N^N(s)) + \frac{r(s)}{N} e_N^N(s) ds
$$

$$
= \int_0^t r(s) \Lambda(y_N^N(s)) ds + \int_0^t \left( \frac{[Ns]}{N} \right) e_N^N(s) ds
$$

$$
+ \int_0^t \left( r \left( \frac{[Ns]}{N} \right) \Lambda(y_N^N(s)) - r(s) \Lambda(\hat{y}_N^N(s)) \right) ds. \tag{78}
$$

We can also write a similar equation for the classical mean-field ODE:

$$
x(t) - x(0) = \int_0^t r(s) \Lambda(x(s)) ds. \tag{79}
$$

Noting that $y_N^N(0) = x(0)$ we subtract both sides of (79) from (78), take the infinity norm on both sides and apply the triangle inequality to obtain

$$
\left\| \dot{y}_N^N(t) - x(t) \right\|_{\infty} \leq \int_0^t r(s) \left\| \Lambda(\dot{y}_N^N(s)) - \Lambda(x(s)) \right\|_{\infty} ds + \int_0^t \left( \frac{[Ns]}{N} \right) \left\| e_N^N(t) \right\|_{\infty} ds
$$

$$
+ \int_0^t \left( \frac{[Ns]}{N} \right) \Lambda(y_N^N(s)) - r(s) \Lambda(\hat{y}_N^N(s)) \right\|_{\infty} ds. \tag{80}
$$

Since $\Lambda$ is $L_\Lambda$-Lipschitz, we can bound the first term on the right hand side of (80) by

$$
\int_0^t r(s) L_\Lambda \left\| \dot{y}_N^N(s) - x(s) \right\|_{\infty} ds \leq L_\Lambda \int_0^t \left\| \dot{y}_N^N(s) - x(s) \right\|_{\infty} ds,
$$

where we have used the inequality $r(s) \leq 1$. To bound the second term, we use (75) to obtain a bound of

$$
\int_0^t \left( \frac{[Ns]}{N} \right) 2mL_\rho e^{c_3 T} \delta \leq 2mL_\rho e^{c_3 T} \delta T,
$$

where again we have used $r \leq 1$. To bound the final term of (80), we first note that $\Lambda$ being $L_\Lambda$-Lipschitz and $r \leq 1$ implies that

$$
\left\| r \left( \frac{[Ns]}{N} \right) \left( \Lambda(y_N^N(s)) - \Lambda(\hat{y}_N^N(s)) \right) \right\|_{\infty} \leq L_\Lambda \left\| y_N^N(s) - \hat{y}_N^N(s) \right\|_{\infty} \leq \frac{L_\Lambda}{N}. \tag{81}
$$
Similarly, the fact that \( r \) is \( L_r \)-Lipschitz (see Assumption 4.1) and since \( \| \Lambda \|_{\infty} \leq 1 \) (this is readily seen from the definition of \( \Lambda \) in (3)), we have

\[
\left\| \Lambda(\hat{y}_{av}^N(s)) \left( r \left( \left\lfloor \frac{Ns}{N} \right\rfloor \right) - r(s) \right) \right\|_{\infty} \leq L_r \left\| \frac{Ns}{N} - s \right\| \leq \frac{L_r}{N}.
\]  

(82)

Together, (81) and (82) shows that the third term in (80) is at most \( (L_r + L_\Lambda)T/N \). Putting everything together, we have the following bound for any \( t \leq T \):

\[
\left\| \hat{y}_{av}^N(t) - x(t) \right\|_{\infty} \leq L_\Lambda \int_0^t \left\| \hat{y}_{av}^N(s) - x(s) \right\|_{\infty} ds + 2mL_\rho e^{c_3T}\delta T + \frac{(L_r + L_\Lambda)T}{N}.
\]

Grönwall’s inequality then implies

\[
\max_{0 \leq t \leq T} \left\| \hat{y}_{av}^N(t) - x(t) \right\|_{\infty} \leq \left( 2mL_\rho e^{c_3T}\delta + \frac{L_r + L_\Lambda}{N} \right) Te^{L_\Lambda T}.
\]

If we fix \( \epsilon > 0 \) and let

\[
\delta \leq \frac{\epsilon}{8mL_\rho Te^{(L_\Lambda+c_3)T}} \quad \text{and} \quad N \geq \frac{4(L_r + L_\Lambda)Te^{L_\Lambda T}}{\epsilon},
\]

then \( \max_{0 \leq t \leq T} \left\| \hat{y}_{av}^N(t) - x(t) \right\|_{\infty} \leq \epsilon/2 \). Furthermore, by the triangle inequality we have that

\[
\max_{0 \leq t \leq T} \left\| \hat{Y}_{av}^N(t) - x(t) \right\|_{\infty} \leq \max_{0 \leq t \leq T} \left\| \hat{Y}_{av}^N(t) - \hat{y}_{av}^N(t) \right\|_{\infty} + \max_{0 \leq t \leq T} \left\| \hat{y}_{av}^N(t) - x(t) \right\|_{\infty}.
\]

Hence

\[
\mathbb{P} \left( \max_{0 \leq t \leq T} \left\| \hat{Y}_{av}^N(t) - x(t) \right\|_{\infty} \geq \epsilon \right) \leq \mathbb{P} \left( \max_{0 \leq t \leq T} \left\| \hat{Y}_{av}^N(t) - \hat{y}_{av}^N(t) \right\|_{\infty} \geq \frac{\epsilon}{2} \right).
\]  

(83)

The desired result follows from applying Theorem 4.2 to the right hand side above. \( \square \)

**Proof of Corollary 4.8.** The details are largely the same as the proof of Corollary 4.7, with a few key differences which mostly concern bounds for \( \| e^N(t) \|_{\infty} \).

For any \( t \geq t_0 \), Theorem 4.6 and the sub-additivity of the square root function imply

\[
\sqrt{\sum_{\alpha \in A} \sum_{i=1}^N \left( y_{i,\alpha}^N(t) - y_{av}^N(t) \right)^2} \leq \sum_{\alpha \in A} \sqrt{\sum_{i=1}^N \left( y_{i,\alpha}^N(t) - y_{av}^N(t) \right)^2} \leq m\sqrt{N}e^{-\frac{1}{2}\Delta t}.
\]
Substituting the above bound into (76) gives the following bound for \( t \geq t_0 \):

\[
\| e^N(t) \|_\infty \leq 2m^2 L \rho e^{-\frac{1-\lambda}{2} t}.
\] (84)

Let \( T_c \geq t_0 \) (we will define \( T_c \) explicitly later); then we have, for any \( t \geq 0 \),

\[
\int_0^t \| e^N(T_c + s) \|_\infty \, ds \leq 2m^2 L \rho \int_{T_c}^{T_c + t} e^{-\frac{(1-\lambda)}{2} s} \, ds \leq \frac{4m^2 L \rho}{1-\lambda} e^{-\frac{(1-\lambda)}{2} T_c}.
\]

Let \( x_{T_c} \) be the solution to the ODE (16) satisfying \( x_{T_c}(T_c) = Y_{av}(T_c) \). Following the same steps as the proof of Corollary 4.7, we see that

\[
\| \hat{y}_{av}(T_c + t) - x_{T_c}(T_c + t) \|_\infty \leq \int_0^t r(T_c + s) \left\| \Lambda(\hat{y}_{av}(T_c + s)) - \Lambda(x_{T_c}(T_c + s)) \right\| ds + \int_0^t \left( r \left( \frac{N(T_c + s)}{N} \right) \right) \left\| e^N(T_c + s) \right\|_\infty ds
\]

Bounding each term on the right hand side in an identical manner as the proof of Corollary 4.7, we obtain, for \( t \in \mathbb{T}^N \) satisfying \( t \leq T \),

\[
\| \hat{y}_{av}(T_c + t) - x_{T_c}(T_c + t) \|_\infty \leq L_\Lambda \int_0^t \| \hat{y}_{av}(T_c + s) - x_{T_c}(T_c + s) \|_\infty ds + \frac{4m^2 L \rho}{1-\lambda} T e^{-\frac{(1-\lambda)}{2} T_c} + \frac{(L_r + L_\Lambda) T}{N}.
\]

Grönwall’s inequality implies

\[
\max_{0 \leq t \leq T} \| \hat{y}_{av}(T_c + t) - x_{T_c}(T_c + t) \|_\infty \leq \left( \frac{4m^2 L \rho}{1-\lambda} T e^{-\frac{(1-\lambda)}{2} T_c} + \frac{(L_r + L_\Lambda) T}{N} \right) e^{L_\Lambda T}.
\]

Set \( N \geq \frac{4(L_r + L_\Lambda) T e^{L_\Lambda T}}{\epsilon} \) and set

\[
T_c := \max \left\{ t_0, \frac{2}{1-\lambda} \left( L_\Lambda T + \log \left( \frac{16 T m^2 L \rho}{\epsilon (1-\lambda)} \right) \right) \right\}.
\]
This choice of $T_c$ implies that

$$\max_{0 \leq t \leq T} \left\| \hat{y}_{av}^N(T_c + t) - x_{T_c}(T_c + t) \right\|_{\infty} \leq \frac{\epsilon}{2}. $$

As in the proof of Corollary 4.7, the triangle inequality implies

$$\mathbb{P} \left( \max_{0 \leq t \leq T} \left\| \hat{y}_{av}^N(T_c + t) - x_{T_c}(T_c + t) \right\|_{\infty} > \epsilon \right) \leq \mathbb{P} \left( \max_{0 \leq s \leq T_c + T} \left\| \hat{y}_{av}^N(s) - \hat{y}_{av}^N(s) \right\|_{\infty} > \frac{\epsilon}{2} \right).$$

We conclude by applying Theorem 4.2 to bound the right hand side above. □

APPENDIX E: PROPERTIES OF VARIOUS NETWORK MODELS

In this section, we prove some properties of various common graph families to show the applicability of our results. We emphasize that this list is far from exhaustive.

E.1. Random regular graphs

**Proposition E.1:** Let $G_n$ be a random $d_n$-regular graph on $n$ vertices with self-loops for each vertex, and let $W_n$ be the corresponding combination matrix constructed according to the equal weights design with $a = \frac{1}{d_{\text{max}} + 1}$. Then there is a universal constant $C_{\text{reg}}$ such that

$$\lim_{n \to \infty} \mathbb{P} \left( \lambda(W_n) \leq \frac{C_{\text{reg}}}{\sqrt{d_n}} \right) = 1.$$

**Proof.** We can construct $G_n$ by sampling a uniformly random $(d_n - 1)$-regular graph $G'$ on $n$ vertices and then adding self-loops for each vertex. Let $A'$ be the adjacency matrix corresponding to $G'$, so that $A'_{ij} = 1$ if $(i, j)$ is an edge in $G'$, else $A'_{ij} = 0$. Then we can write

$$W_n = \frac{1}{d_n} \left( A' + I \right).$$

By the triangle inequality, we can write

$$\lambda(W_n) \leq \frac{1}{d_n} + \frac{1}{d_n} \lambda(A').$$
Since $A'$ is symmetric, $\lambda(A')$ is exactly the second-largest eigenvalue in magnitude of $A'$. The rich prior literature on the spectrum of random regular graphs (see for instance Tikhomirov and Youssef (2019), Cook, Goldstein, and Johnson (2018), Friedman (2008)) implies the existence of an absolute constant $C_{\text{reg}}$ such that $\lambda(A') \leq C_{\text{reg}} \sqrt{d_n}$, and the desired result follows.

\[ \square \]

**E.2. Multipartite graphs**

**Proposition E.2:** Let $(G, W)$ be a multipartite graph along with its combination matrix given by the smaller graph and combination matrix $(\tilde{G}, \tilde{W})$ on $M$ vertices, where $\tilde{G}$ is connected with self-loops, and $\tilde{W}$ is a doubly-stochastic matrix conforming to the sparsity structure of $\tilde{G}$. Furthermore assume that $N$ is a multiple of $M$. Then

$$\lambda(W) \leq \sup_{x : \|x\|_2 = 1, \langle 1, x \rangle = 0} \|\tilde{W}x\|_2 =: \lambda.$$ 

**Proof.** Denote $n := N/M$ and let $1_n \in \mathbb{R}^n$ be the $n$-dimensional (column) vector of all ones, and let $1_{n \times n} \in \mathbb{R}^{n \times n}$ be the $n \times n$ matrix of ones. We can then express the weighted adjacency matrix $W$ in block form as

$$W = \begin{pmatrix}
\frac{\tilde{w}_{11}}{n} 1_{n \times n} & \cdots & \frac{\tilde{w}_{1M}}{n} 1_{n \times n} \\
\vdots & \ddots & \vdots \\
\frac{\tilde{w}_{M1}}{n} 1_{n \times n} & \cdots & \frac{\tilde{w}_{MM}}{n} 1_{n \times n}
\end{pmatrix}$$

Let $v \in \mathbb{R}^N$ be an eigenvector of $W$ with a 2-norm of 1 and eigenvalue $\lambda(W)$ (since $\lambda(W) < 1$, this implies that $\langle 1_N, v \rangle = 0$). Partition $v$ as $v = (v^1, v^2, \ldots, v^M)$, where $v^k \in \mathbb{R}^n$ for each $k \in [M]$. Writing $Wv$ in block form shows that

$$Wv = W \begin{pmatrix}
v^1 \\
\vdots \\
v^M
\end{pmatrix} = \begin{pmatrix}
\sum_{k=1}^M \frac{\tilde{w}_{1k}}{n} 1_{n \times n} v^k \\
\vdots \\
\sum_{k=1}^M \frac{\tilde{w}_{Mk}}{n} 1_{n \times n} v^k
\end{pmatrix} = \begin{pmatrix}
\left( \sum_{k=1}^M \frac{\tilde{w}_{1k}}{n} \cdot \langle 1_n, v^k \rangle \right) 1_n \\
\vdots \\
\left( \sum_{k=1}^M \frac{\tilde{w}_{Mk}}{n} \cdot \langle 1_n, v^k \rangle \right) 1_n
\end{pmatrix}. $$

Taking the 2-norm and squaring,

\[ \|Wv\|_2^2 = \sum_{\ell=1}^{M} n \left( \sum_{k=1}^{M} \bar{w}_{\ell k} \cdot \frac{\langle 1_n, v_k \rangle}{n} \right)^2. \]

Consider the vector \( \tilde{v} \in \mathbb{R}^M \) where \( \tilde{v}_k := \frac{\langle 1_n, v_k \rangle}{n} \). Then

\[ \langle 1_M, \tilde{v} \rangle = \frac{1}{n} \sum_{k=1}^{M} \langle 1_n, v_k \rangle = \frac{1}{n} \langle 1_N, v \rangle = 0 \]

and

\[ \|\tilde{v}\|_2^2 = \frac{1}{n^2} \sum_{k=1}^{M} |\langle 1_n, v_k \rangle|^2 \leq \frac{1}{n^2} \sum_{k=1}^{M} n \cdot \|v_k\|_2^2 = \frac{1}{n} \sum_{k=1}^{M} \|v_k\|_2^2 = \frac{1}{n}. \]

Above, the first inequality is due to the Cauchy-Schwartz inequality. The last equality above follows since the \( v_k \)'s are orthogonal and \( \|v\|_2^2 = 1 \). Putting everything together,

\[ \|Wv\|_2^2 = \sum_{\ell=1}^{M} \left( \sum_{k=1}^{M} \bar{w}_{\ell k} \tilde{v}_k \right)^2 = n \|\tilde{W}\tilde{v}\|_2^2 \leq \lambda^2. \]

\[ \square \]

**E.3. Nearest-neighbor graphs**

**Proposition E.3:** Let \( G_n \) be the nearest-neighbor graph on \( n \) vertices with degree \( \gamma n \), where \( \gamma \in (0, 1) \). Further, let the combination matrix \( W_n \) be constructed according to the equal weights design with \( a = \frac{1}{\gamma n} \). Then

\[ \lim_{n \to \infty} \lambda(W_n) < 1. \]

**Proof of Proposition E.3.** As a shorthand, let \( D := \gamma n \), and assume that \( D \) is an integer. The matrix \( W_n \) is circulant, with each edge weight being \( \frac{1}{D} \). Suppose for simplicity that \( D \) is odd. It is well known (see for instance Gray (2006)) that all eigenvalues have the form

\[ \mu_k = \frac{1}{D} \omega_k^{D-1} \left( 1 + \omega_k + \omega_k^2 + \ldots + \omega_k^{D-1} \right), \quad (85) \]
where \( i \) is the imaginary unit, \( \omega_k := e^{\frac{2\pi n}{N} k} \) is an \( n \)th root of unity, and \( \mu_k \) is the eigenvalue of \( A \) corresponding to \( \omega_k \) via the above equation. Using the formula for a geometric series, we obtain the following:

\[
\mu_k = \frac{1}{D} \omega_k - \frac{D-1}{2} \frac{e^{\frac{2\pi n}{N} k D} - 1}{e^{\frac{2\pi n}{N} k} - 1}
\]

\[
= \frac{1}{D} \omega_k - \frac{D-1}{2} \frac{e^{\frac{2\pi n}{N} k D} - 1}{e^{\frac{2\pi n}{N} k} - 1}
\]

\[
= \frac{1}{D} \omega_k - \frac{D-1}{2} \frac{e^{\frac{2\pi n}{N} k D} - e^{-\frac{2\pi n}{N} k}}{e^{\frac{2\pi n}{N} k} - e^{-\frac{2\pi n}{N} k}}
\]

\[
= \frac{1}{D} \sin \left( \frac{\pi N}{N} k D \right) \sin \left( \frac{\pi N}{N} k \right)
\]

Since \( D = \gamma n \), this becomes

\[
\mu_k = \frac{1}{\gamma n} \sin (\pi k \gamma) = \frac{\sin (\pi k \gamma)}{\pi k} \cdot \frac{\pi k}{n} \sin (\pi k \gamma)
\]

\[
\Rightarrow \lim_{n \to \infty} \mu_k = \frac{\sin (\pi k \gamma)}{\pi k \gamma}
\]

By the Perron-Frobenius theorem, the only eigenvector (up to scaling) that can correspond to \( \mu_0 = 1 \) is the constant vector. The next largest eigenvalue is thus \( \mu_1 \), which, in the \( n \to \infty \) limit, is \( \frac{\sin (\pi \gamma)}{\pi \gamma} \).

\[
\square
\]

E.4. Erdős-Rényi graphs

**Proposition E.4:** Let \( G_n \sim G(n, p_n) \) with added self-loops for each vertex, and suppose that the associated combination matrix \( W_n \) is constructed according to the equal weights design with \( a = \frac{1}{d_{max} + 1} \). If \( \frac{np_n}{\log n} \to \infty \) as \( n \to \infty \), there is a universal constant
$C_{ER}$ such that
\[
\lim_{n \to \infty} \mathbb{P} \left( \lambda(W_n) \leq C_{ER} \sqrt{\frac{\log n}{(n-1)p_n}} \right) = 1.
\]

**Proof.** We first show that $G_n$ is *almost* regular using a simple application of Bernstein’s inequality. Recall that $d_i$ is the degree of vertex $i$, not counting self-loops. Since the graph has self-loops for each vertex, we have for each $i \in [n]$ that
\[
d_i = X_1 + \ldots + X_{n-1},
\]
where the $X_k$’s are independent, and $X_k \sim \text{Bernoulli}(p_n)$ for each $k = 1, \ldots, n-1$. Bernstein’s inequality then implies that for every $\delta > 0$,
\[
\mathbb{P} \left( |d_i - (n-1)p_n| > (n-1)p_n \frac{\delta}{2} \right) \leq 2 \exp \left( -\frac{3}{32} (n-1)p_n \delta^2 \right).
\]
Take a union bound over $i \in [n]$ to obtain
\[
\mathbb{P} \left( \forall i \in [n], |d_i - (n-1)p_n| \leq (n-1)p_n \frac{\delta}{2} \right) \geq 1 - 2n \cdot \exp \left( -\frac{3}{32} (n-1)p_n \delta^2 \right). \tag{86}
\]
Define the event
\[
\mathcal{E}_\delta := \{ \forall i \in [n], (1-\delta)np_n \leq d_i \leq (1+\delta)np_n \}.
\]
Next, denote $A$ to be the unweighted adjacency matrix of $G$ without self-loops; that is,
\[
A_{ij} := \begin{cases} 1 & (i,j) \in E, i \neq j \\ 0 & \text{else}. \end{cases}
\]
We can then write
\[
W = \frac{1}{d_{\max} + 1} A + I - \frac{1}{d_{\max} + 1} D,
\]
where $D$ is a diagonal matrix with $D_{ii} = d_i$. On the event $\mathcal{E}_\delta$,
\[
1 - \frac{d_i}{d_{\max} + 1} = \frac{d_{\max} - d_i + 1}{d_{\max} + 1} \leq \frac{\delta(n-1)p_n + 1}{(1-\delta)(n-1)p_n} = \frac{\delta}{1-\delta} + \frac{1}{(1-\delta)(n-1)p_n}.
\]
Moreover, by the triangle inequality, we have on the event $E_{\delta}$ that

$$
\lambda(W) \leq \frac{1}{d_{\max} + 1} \lambda(A) + \lambda \left( I - \frac{1}{d_{\max} + 1} D \right)
$$

$$
\leq \frac{1}{(1 - \delta)(n - 1)p_n} \lambda(A) + \frac{\delta}{1 - \delta} + \frac{1}{(1 - \delta)(n - 1)p_n}.
$$

If $\delta \leq 1/2$, we have the slightly simpler bound

$$
\lambda(W) \leq \frac{2}{(n - 1)p_n} \lambda(A) + 2\delta + \frac{2}{(n - 1)p_n}.
$$

Next, a result of Feige and Ofek (2005) implies the existence of a positive constant $C$ such that if $\frac{np_n}{\log n}$ is sufficiently large,

$$
\lim_{n \to \infty} \mathbb{P}(\lambda(A) \geq C \sqrt{np_n}) = 0.
$$

(87)

Set $\delta := 4\sqrt{\frac{\log n}{(n-1)p_n}}$ so that $\mathbb{P}(E_{\delta}) \to 0$ as $n \to \infty$ and let $C_{ER} := \max\{C, 9\}$. Putting everything together, we have

$$
\mathbb{P} \left( \lambda(W) \geq C_{ER} \sqrt{\frac{\log n}{(n - 1)p_n}} \right) \leq \mathbb{P}(E_{\delta}) + \mathbb{P} \left( \left\{ \lambda(W) \geq C_{ER} \sqrt{\frac{\log n}{(n - 1)p_n}} \right\} \cap E_{\delta} \right)
$$

$$
\leq \mathbb{P}(E_{\delta}) + \mathbb{P} \left( \frac{2}{(n - 1)p_n} \lambda(A) \geq (C_{ER} - 8) \sqrt{\frac{\log n}{(n - 1)p_n}} - \frac{2}{(n - 1)p_n} \right)
$$

$$
\leq \mathbb{P}(E_{\delta}) + \mathbb{P} \left( \lambda(A) \geq (C_{ER} - 8) \sqrt{\frac{\log n}{(n - 1)p_n}} - 1 \right).
$$

The right hand side above tends to 0 as $n \to \infty$ since $\mathbb{P}(E_{\delta}) \to 0$ due to our choice of $\delta$ and the second term on the right hand side tends to 0 due to (87).

\[\square\]
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