A Regional Maize Yield Hierarchical Linear Model Combining Landsat 8 Vegetative Indices and Meteorological Data: Case Study in Jilin Province
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Abstract: The use of satellite remote sensing could effectively predict maize yield. However, many statistical prediction models using remote sensing data cannot extend to the regional scale without considering the regional climate. This paper first introduced the hierarchical linear modeling (HLM) method to solve maize-yield prediction problems over years and regions. The normalized difference vegetation index (NDVI), calculated by the spectrum of the Landsat 8 operational land imager (OLI), and meteorological data were introduced as input parameters in the maize-yield prediction model proposed in this paper. We built models using 100 samples from 10 areas, and used 101 other samples from 34 areas to evaluate the model's performance in Jilin province. HLM provided higher accuracy with an adjusted determination coefficient equal to 0.75, root mean square error (RMSE) equal to 0.94 t/ha, and normalized RMSE equal to 9.79%. Results showed that the HLM approach outperformed linear regression (LR) and multiple LR (MLR) methods. The HLM method based on the Landsat 8 OLI NDVI and meteorological data could flexibly adjust in different regional climatic conditions. They had higher spatiotemporal expansibility than that of widely used yield estimation models (e.g., LR and MLR). This is helpful for the accurate management of maize fields.
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1. Introduction

As one of the world’s most productive food crops, maize plays a vital role in agriculture. Maize-yield prediction before harvest is closely linked to individual farmers, private enterprises, and national strategic planning [1–4]. Accurate yield predictions can help individual farmers to improve field management, achieve higher yield in time [5–9], and provide relevant and valuable information to private companies (e.g., crop insurers or commodity traders) [10]. It is also a strong guarantee for national governments and international institutions (especially in developing countries) to strengthen supply chain management, food safety, and quality assessment. Therefore, increasing attention is being paid to prediction methods of maize yield [11,12].

Traditional agricultural yield data are obtained by routine sampling methods that take considerable time and fail to guarantee regional-scale timeliness. With the rapid development of sensors, satellite remote sensing has become an essential tool for obtaining maize yield information from the field to large regional areas [13]. Previous studies used remote sensing mechanistic and empirical methods to establish the quantitative relationship between obtaining satellite remote sensing data and crop yield [13,14]. Physical methods integrate satellite remote sensing data into physiological plant crop growth models [15–17]. Such methods often use crop growth variables (leaf area index, biomass, soil water content, etc.) observed by remote sensing to adjust crop models to obtain more accurate predictions. This has the advantage of clear mechanisms accounting for complex interactions between
climate change, environmental conditions, field management practices, and yields [18]. However, the difficulty in obtaining accurate input variables (e.g., meteorological, soil, and crop variety) in time, the complexity of the model operation, and the long computation time prevent the method from being popularized in a large area [18,19].

Empirical approaches aim at finding mathematical relationships between crop yield and indices calculated by remote sensing data (e.g., normalized difference vegetation index (NDVI), visible and shortwave infrared drought index (VSDI), and enhanced vegetation index (EVI)) [1,13,20]. These approaches include linear regression (LR), multiple LR (MLR), and machine learning regression (e.g., random forest [21] and neural networks [22]), which usually take meteorological factors and indices as input variables. Some empirical multivariable models considering meteorological variables obtained good forecast accuracy [23,24]. Such methods describe more complex relationships between more variables, such as critical meteorological data and remote sensing information [24–27]. They were considered as the simplest methods to predict yields with high computational efficiency. However, the neglected fact in these models is that remote sensing data record the instantaneous state of crops, and the same data may have different explanations under various environmental conditions. Piedallu et al. proved that remote sensing data could represent crops at a particular time, containing joint climatic and environmental information [28]. Therefore, empirical approaches without considering meteorological conditions may only apply to local regions, with low spatial and temporal portability [12,20]. A remote sensing prediction model that can account for the integrated utility of remote sensing and meteorological data may be more suitable for forecasting maize yields [29].

Hierarchical linear modeling (HLM) is a potentially suitable method for improving empirical yield models. It is a multilevel and upgraded expression of LR, which accounts for interactions between different data levels [30]. With the development of statistics, HLM has been widely used in social work [31,32] and spatial science [33] to solve the hierarchical problem of grouped data. The HLM method can simultaneously investigate the relationship between and within hierarchical levels of grouped data, and it is more effective than existing analyses in calculating differences between variables at different levels. However, it is rarely present in agricultural research. In HLM, there are usually two or three levels to coordinate the expression of multiple independent variables. Studies showed that meteorological data can explain yield differences between years and regions [34–36]. The correlation between yield and remote sensing information varies in different areas and years, which forms another level to explain unexplained yield changes in weather models [35,36]. This possibility assumes that HLM can be an effective method for predicting crop yields under different climatic conditions.

Therefore, in this study, Landsat 8 images, meteorological and measured yield data were acquired to determine the optimal vegetation index (VI) for maize-yield prediction using the LR method, and to build regional maize-yield prediction models using HLM and assess its accuracy.

2. Methods

HLM is a hierarchical hybrid model, which is an upgraded model of LR regression. The HLM used in this study consisted of two levels. The first level is similar to the ordinary LR model, which contains independent remote sensing data variables and yield. The independent variables in the second layer were environmental factors. The dependent variable corresponds to slope and intercept in the first layer model. Details are as follows.

The HLM prediction model used in this study is a two-level, completely random coefficient model. Level-1 is an LR model about VI and yield, as shown in Equation (1):

\[ \text{Level-1 : } \text{Yield}_{ij} = \beta_0j + \beta_{1j} \times V_{i} + e_{ij} \]  

where \( \beta_0j \) is the intercept of the model, \( \beta_{1j} \) is the slope of the model, and \( e_{ij} \) is the random error.

In the second level of the model, \( \beta_{0j}, \beta_{1j} \), and meteorological factors constitute the equation. Average meteorological data (hours of sunshine (RAD), rainfall (PRE), maxi-
mal temperature ($T_{\text{max}}$), and minimal temperature ($T_{\text{min}}$)) before the filling stage were independent variables, as shown in Equation (2):

$$Level-2: \quad \beta_{mj} = \gamma_{m0} + \gamma_{m1} \times \text{RAD} + \gamma_{m2} \times T_{\text{max}} + \gamma_{m3} \times T_{\text{min}} + \gamma_{m4} \times \text{PRE} + u_{mj},$$  

(2)

where $\beta_{mj}$ represents the intercept $\beta_{0j}$ and slope $\beta_{1j}$ of the Level-1 model, $\gamma_{m0}$ is the intercept of the Level-2 model, $\gamma_{m1}$, $\gamma_{m2}$, $\gamma_{m3}$, and $\gamma_{m4}$ stand for the slopes of meteorological parameters, and $u_{mj}$ represents the random error of this level function.

3. Materials

3.1. Study Area

The research area is located in Jilin province, northeastern China (40°52’–46°18’N, 121°38’–130°19’E), covering an area of 187,400 km$^2$ (Figure 1). It has the highest elevation in the southeast at about 2000 m and drops gently to the northwest. Average temperature varies from 4.9 to 5.5 °C. The maximal temperature is up to 39.5 °C in July, while the lowest temperature can be at –39.8 °C in January. Total hours of sunlight per year vary from 2630 to 2930 h, and annual average precipitation ranges from 350 to >1500 mm in the southeast [37,38]. This region is part of the subhumid continental monsoon, where rain-fed spring maize is annually grown, sown at the end of April, and maturing at the beginning of October [38].
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**Figure 1.** Location of Jilin Province, sampling site, and weather station.

3.2. Remote Sensing Data

We chose 18 Landsat 8 operational land imager (OLI) atmospherically corrected surface reflectance data images to obtain sampling points for filling-stage spectrum information. Image acquisition time was within 1 week after the crops had entered the filling stage. The study only chooses the images with no rainfall events before acquisition for at least 5 days to avoid the infrared band’s rainfall influence. Unreliable pixels identified...
as cloud and shadow were removed with information from the quality attribute (QA) layer provided in Landsat 8 OLI. Landsat 8 OLI pixel-quality attributes were generated from the CFMASK algorithm [39]; bit 3 and bit 5 represent cloud shadow and cloud pixel, respectively. We excluded any pixel with its bits values equal to 1. Table 1 gives detailed information about Landsat 8 OLI images, sampling areas, and the corresponding filling date.

| Date      | Scene ID                  | Path | Row | Sampling Areas and Grain-Filling Date                        |
|-----------|---------------------------|------|-----|--------------------------------------------------------------|
| 14 August 2016 | LC81170302016227LGN01    | 117  | 30  | 2016AT (7 August 2016) 2016JY (8/12/2016) 2016HL (12 August 2016) |
| 14 August 2016 | LC81170312016227LGN01    | 117  | 31  | 2016LH (10 August 2016) 2016MHK (9 August 2016) 2016HLN (7 August 2016) |
| 23 August 2016 | LC81150302016229LGN02    | 115  | 30  | 2016UF (21 August 2016) |
| 5 August 2016   | LC81180302016218LGN01    | 118  | 30  | 2016DF (30 July 2016) 2016YT (31 July 2016) 2016LH (10 August 2016) 2016NA (3 August 2016) 2016YS (2 August 2016) |
| 5 August 2016   | LC81180292016218LGN01    | 118  | 29  | 2017DF (8 August 2017) 2017DL (3 August 2017) 2017HN (8 August 2017) 2017MHK (6 August 2017) |
| 8 August 2017   | LC81180302017220LGN00    | 118  | 30  | 2017PS (8 August 2017) 2017NA (7 August 2017) 2017LS (5 August 2017) 2017FS (28 July 2017) 2017FY (7 August 2017) 2017QG (4 August 2017) 2017TJ (3 August 2017) |
| 1 August 2017  | LC81170302017213LGN00    | 117  | 30  | 2017PS (8 August 2017) 2017NA (7 August 2017) 2017LS (5 August 2017) 2017FS (28 July 2017) 2017FY (7 August 2017) 2017QG (4 August 2017) 2017TJ (3 August 2017) |
| 8 August 2017   | LC81180292017220LGN00    | 118  | 29  | 2017PS (8 August 2017) 2017NA (7 August 2017) 2017LS (5 August 2017) 2017FS (28 July 2017) 2017FY (7 August 2017) 2017QG (4 August 2017) 2017TJ (3 August 2017) |
| 10 August 2017  | LC81160312017222LGN00    | 118  | 31  | 2017LH (8 August 2017) 2017LJ (10 August 2017) |
| 11 August 2018  | LC81180302018223LGN00    | 118  | 30  | 2018DL (7 August 2018) 2018DF (6 August 2018) 2018MHK (10 August 2018) |
| 11 August 2018  | LC81180292018223LGN00    | 118  | 29  | 2018DL (7 August 2018) 2018DF (6 August 2018) 2018MHK (10 August 2018) |
| 11 August 2018  | LC81180312018223LGN00    | 118  | 31  | 2018DL (7 August 2018) 2018DF (6 August 2018) 2018MHK (10 August 2018) |
| 12 August 2019  | LC81200292019224LGN00    | 120  | 29  | 2019TN (7 August 2019) |
| 21 August 2019  | LC81190292019233LGN00    | 119  | 29  | 2019TN (7 August 2019) |
| 29 July 2019   | LC81180302019210LGN00    | 118  | 30  | 2019PS (29 July 2019) |
| 5 August 2019   | LC81190292019217LGN00    | 119  | 29  | 2019PS (29 July 2019) |

The 11 VIs considered as potential predictors of crop yield were calculated by Landsat 8 reflectance data. Table 2 shows equations and references for the 11 VIs. The correlation coefficients between the yield and VIs of calibration samples were calculated (Table 2) to find the best VI to build yield estimation HLM.

### 3.3. Climatic Data

Daily minimal temperature ($T_{\text{min}}, ^{\circ}\text{C}$), maximal temperature ($T_{\text{max}}, ^{\circ}\text{C}$), hours of sunshine (RAD), rainfall (PRE, mm), and the date of the critical reproductive period of the meteorological station during 2016–2019 were downloaded from the National Information Center of the China Meteorological Administration (http://data.cma.cn/) (Figure 1). The average value of meteorological data of 1 month before the grain-filling stage was calculated as the climatic factor variable of the HLM.
Table 2. Selected spectral indices for establishing prediction models and correlation coefficients between each spectral index and yield. Note: GI, greenness index; MSR, modified simple ratio; NDVI, normalized difference vegetation index; SPVI, spectral polygon vegetation index; RVI, ratio vegetation index; Clnir, chlorophyll index; SAVI, soil-adjusted vegetation index; TVI, triangular vegetation index; EVI, enhanced vegetation index; WDRVI, wide dynamic range vegetation index.

| VI      | Formula                                                                 | Correlation | Reference |
|---------|--------------------------------------------------------------------------|-------------|-----------|
| GI      | $R_{551}/R_{677}$                                                       | 0.491 **    | [40]      |
| MSR     | $(R_{860}/R_{670} - 1)/sqrt(R_{860}/R_{670} + 1)$                        | 0.665 **    | [41]      |
| NDVI    | $(R_{690} - R_{670})/(R_{690} + R_{670})$                                | 0.677 **    | [42]      |
| SPVI    | $0.4(3.7(R_{890} - R_{670}) - 1.2abs(R_{550} - R_{670}))$                | 0.447 **    | [43]      |
| RVI     | NIR/R                                                                   | 0.634 **    | [44]      |
| Clnir   | NIR/G − 1                                                               | 0.597**     | [45]      |
| SAVI    | $(1 + 0.5) (N − R)/(N + R + 0.5)$                                       | 0.556 **    | [46]      |
| TVI     | $0.5[120(NIR − G) − 200(R − G)]$                                         | 0.459 **    | [47]      |
| EVI     | $2.5*(NIR − R)/(NIR + 6*R − 7.5*B + 1)$                                  | -0.218 *    | [48]      |
| EVI2    | $2.5*(NIR − R)/(NIR + 2.4*R + 1)$                                       | 0.606 **    | [14]      |
| WDRVI   | $(0.1R_{890} − R_{670})/(0.1R_{890} − R_{670})$                         | 0.676 **    | [49]      |

** significance at 0.01 probability level ($p < 0.01$), * significance at 0.05 probability level ($p < 0.05$).

3.4. Yield Measurement

Maize in the study area reaches full maturity in late September/early October. We measured the yield at the maize maturity stage, and used GPS to mark the latitude and longitude of the sampling points. Maize grain for the determination of yield was taken from a 3 m$^2$ area with three replicates from each plot in a central 15 × 15 m field. Maize yield was measured in dry conditions, uniformly converted into a weight with 14% water moisture [50], and maize yield was then calculated with t/ha. Table 3 summarizes the statistics of grain yield during 2016–2019: sample size, maximal yield (Max), mean yield (Mean), minimal yield (Min), standard deviation (SD), and coefficient of variation (CV).

Table 3. Summary statistics of maize grain yield (t/ha) during 2016–2019 in Jilin province. Note: Min, minimal yield; Mean, mean yield; Max, maximal yield; SD, standard deviation; CV, coefficient of variation.

| Year | 2016 | 2017 | 2018 | 2019 | Total | Calibration | Validation |
|------|------|------|------|------|-------|-------------|------------|
| Sample size | 63   | 67   | 64   | 7    | 201   | 100         | 101        |
| Min  | 6.15 | 4.78 | 3.47 | 7.13 | 3.47  | 3.47        | 3.95       |
| Mean | 10.46| 9.97 | 8.64 | 10.25| 9.71  | 9.86        | 9.56       |
| Max  | 14.53| 14.22| 13.15| 13.37| 14.53 | 14.22       | 14.53      |
| SD   | 2.01 | 2.00 | 2.30 | 2.65 | 2.24  | 2.34        | 2.14       |
| CV   | 0.19 | 0.20 | 0.27 | 0.26 | 0.23  | 0.24        | 0.22       |

3.5. Statistical Analysis

Field data, including yield data, spectral VI data, and meteorological factors, collected from 10 areas (n = 100, calibration group), were used to calculate Pearson’s correlation coefficient between yield and VIs. Then, VIs were used to establish the LR model, and VI and meteorological variables were used to establish MLR and HLM for predicting yield. Other field data obtained from 34 regions (n = 101, validation group) were used to compare the models’ yield estimation accuracy. The ratio of calibration sets and validation sets was 1:1. In the calibration set, only a few area samples were selected for model establishment. In the validation set, on the other hand, sampling points from more areas were included to verify the model’s applicability in unknown areas. Model evaluation parameters included
determination coefficient ($R^2$; Equation (3)), adjusted $R^2$ (Equation (4)), root mean square error ($\text{RMSE}_V$; Equation (5)), and normalized $\text{RMSE}_V$ ($n\text{RMSE}$; Equation (6)),

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(P_i - M_i)^2}{\sum_{i=1}^{n}(M - M_i)}$$  \hspace{1cm} (3)

$$\text{adjusted } R^2 = 1 - \frac{(1 - R^2)(n - 1)}{n - p - 1}$$  \hspace{1cm} (4)

$$\text{RMSE}_V = \sqrt{\frac{\sum_{i=1}^{n}(P_i - M_i)^2}{n}}$$  \hspace{1cm} (5)

$$n\text{RMSE} = \frac{\text{RMSE}_V}{\bar{M}}$$  \hspace{1cm} (6)

where $n$, $p$, $P_i$, $M_i$, and $\bar{M}$ represent numbers of sampling points, numbers of input variables, predicted values, measured values, and the mean value of the measured datasets.

The Akaike information criterion (AIC) is a standard for assessing the complexity of statistical models. In general, the model with a smaller AIC value is more acceptable. We used the AIC value to evaluate the performance of HLM and MLR when more factors than LR were considered. The AIC value was calculated as Equation (7) [50]:

$$\text{AIC} = \frac{-2\ln(L) + 2k}{n}$$  \hspace{1cm} (7)

where $L$ is the maximum likelihood function, $k$ represents the numbers of input parameters, and $n$ is the numbers of samples.

All statistical indicators and charts were calculated and drawn using the lmerTest [51] and ggplot2 [52] packages of the R language (R Studio Inc., Boston, MA, USA).

4. Result

4.1. Correlations between Yield and Spectral Vegetation Indices

Correlations between VIs and maize yield, calculated using calibration samples, were different (Table 2). All selected VIs presented highly significant correlation with maize yield ($p < 0.01$), with NDVI having the best correlation ($r = 0.677$), followed by wide dynamic range vegetation index (WDRVI) ($r = 0.676$) and modified simple ratio (MSR) ($r = 0.665$) (Table 2).

The LR models of grain yield were established using NDVI, which had the best correlation with maize yield (Figure 2 and Table 4). When all calibration samples were used to build the LR model with NDVI regardless of year and region, the $R^2$, $\text{RMSE}_V$, and $n\text{RMSE}$ of the NDVI LR model were 0.46, 2.08 t/ha, and 21.72%, respectively (Table 4). This model was similar to the LR model build for 2018JT, but overestimated yield for 2017NA, 2018LH, and 2018MHK, and underestimated yield for 2016DH, 2016JT, 2016NA, and 2016YS. The difference showed that the LR yield model built by VI exhibited some spatial instability in prediction.
Table 4. Relationship between yield and vegetation indices (VIs) of different region datasets and calibrated experimental dataset. Note: LR, linear regression; RMSE, root mean square error.

| Region   | LR Model                  | $R^2$ | RMSE ($t/ha$) | nRMSE (%) |
|----------|---------------------------|-------|---------------|-----------|
| 2016DH   | $y = -2.43 + 16.68x$      | 0.53  | 2.73          | 28.57     |
| 2016JT   | $y = -2.25 + 15.45x$      | 0.73  | 2.18          | 22.81     |
| 2016NA   | $y = -1.81 + 15.41x$      | 0.59  | 2.42          | 25.34     |
| 2016YS   | $y = -2.02 + 16.38x$      | 0.40  | 2.84          | 29.72     |
| 2017NA   | $y = -15.83 + 29.10x$     | 0.77  | 2.31          | 24.21     |
| 2017YT   | $y = -12.72 + 27.15x$     | 0.63  | 2.10          | 21.95     |
| 2018JT   | $y = -7.15 + 21.30x$      | 0.82  | 2.29          | 24.00     |
| 2018LH   | $y = -20.32 + 34.66x$     | 0.54  | 2.44          | 25.57     |
| 2018MHK  | $y = -9.92 + 23.40x$      | 0.53  | 1.95          | 20.37     |
| 2018YS   | $y = -17.22 + 35.59x$     | 0.71  | 3.88          | 40.63     |
| ALL_Calibration | $y = -7.23 + 21.02x$        | 0.46  | 2.08          | 21.72     |

x, NDVI; y, yield; ** model significance at 0.01 probability level (p < 0.001); * model significance at 0.05 probability level (p < 0.05).

4.2. Yield-Predicting Model Combining Landsat 8 Vegetative Indices and Meteorological Data

4.2.1. HLM

VIs and meteorological data were used in the yield-predicting model established by HLM. Three vegetation indices—NDVI, WDRVI, and MSR—closely associated with yield in the calibrated dataset are involved in developing prediction models (Table 5 and Figure 3). Among these three indices, the HLM constructed by NDVI had the highest precision with $R^2 = 0.75$, $RMSE_{\gamma} = 0.94$ t/ha, and nRMSE = 9.79%. Compared with the LR and MLR models, HLM accuracy was significantly improved. Predicted yield error rates were reduced in HLM (Figures 2–4), and data were well-distributed along a 1:1 line (Figure 3).

Table 5. Coefficient value of each variable in hierarchical linear modeling (HLM) for yield prediction.

| VI     | Fixed Effect | $\gamma_{i0}$ | $\gamma_{i1pre}$ | $\gamma_{i2Tmax}$ | $\gamma_{i3Tmin}$ | $\gamma_{i4rad}$ |
|--------|--------------|---------------|------------------|------------------|-------------------|-----------------|
| NDVI   | $\beta_0$    | 28.299        | -4.134           | 2.288            | -4.827            | 0.860           |
|        | $\beta_1$    | 49.420        | 3.868            | -5.515           | 6.680             | -1.208          |
| WDRVI  | $\beta_0$    | 68.427        | -0.995           | -2.268           | 0.707             | -0.121          |
|        | $\beta_1$    | 45.750        | 0.725            | -3.968           | 3.834             | 0.349           |
| MSR    | $\beta_0$    | 27.619        | -1.345           | 1.210            | -2.503            | -0.733          |
|        | $\beta_1$    | 14.368        | 0.129            | 1.143            | 1.143             | 0.209           |
### 4.2.2. MLR Model

The MLR method, combining VI information and metrological data, was used for building a model for yield prediction. The three spectral indices having the best relationship with yield, i.e., NDVI, WDRVI, and MSR, participated in model building and validation (Table 6 and Figure 4). Significant differences in predictive ability between MLR and LR were observed. There was relatively better consistency between predicted and measured yields in the MLR model. The best MLR model was with NDVI, which obtained $R^2$, $RMSE_V$, and $nRMSE$ with 0.69, 1.13 t/ha, and 11.83%.

**Table 6.** Coefficient value of each variable in yield model by multiple linear regression (MLR). Note: $PRE$, rainfall; $RAD$, hours of sunshine.

| VI   | Intercept | $PRE$ | $RAD$ | $T_{\text{min}}$ | $T_{\text{max}}$ | VI   |
|------|-----------|-------|-------|------------------|------------------|------|
| NDVI | 38.996    | -0.873| -0.309| -1.425           | 0.091            | 21.400|
| WDRVI| 56.374    | -0.909| -0.181| -1.550           | 0.231            | 8.018 |
| MSR  | 50.230    | -0.933| -0.131| -1.561           | 0.245            | 2.130 |

### 4.3. Evaluation of HLM Method for Yield Prediction

#### 4.3.1. Accuracy Comparison between LR, MLR, and HLM

The HLM method was more effective in predicting yield than LR and MLR were. Comparing the three models in which NDVI participated in modeling (Table 7), NDVI HLM demonstrated the most significant degree of variation, with $R^2$ equaling 0.75 and
adjusted $R^2$ equaling 0.74, followed by the MLR and the LR models. The $nRMSE$ of the NDVI HLM method was only 45.1% of the LR and 82.8% of the MLR. AIC results also showed that the NDVI HLM method was lower than the LR and MLR methods, equal to 3.35, which further proves the ability of HLM to predict yield across years and regions.

### Table 7. Comparison of model precision of using LR, MLR, and HLM to predict maize yield.

| Prediction Method | $R^2$ | Adjusted $R^2$ | $RMSE_Y$ | $nRMSE$ | AIC  |
|-------------------|-------|---------------|----------|---------|------|
| LR                | 0.46  | 0.45          | 2.08 t/ha| 21.72%  | 3.97 |
| MLR               | 0.69  | 0.67          | 1.13 t/ha| 11.83%  | 3.49 |
| HLM               | 0.75  | 0.74          | 0.94 t/ha| 9.79%   | 3.35 |

Note: AIC, Akaike information criterion.

#### 4.3.2. Accuracy Comparison of HLM and MLR Methods in Different Regions

The MLR and the HLM methods showed higher prediction accuracy than that of LR. Meteorological factors are helpful in modeling. The prediction difference between HLM and MLR in all regions was further compared. The $nRMSE$ of MLR was evenly distributed in the range of 0–26%, and most of the $nRMSE$ of HLM was below 15% (Figure 5a). The $nRMSE$ values of MLR and HLM models were consistent with each other in 22 regions, distributed diagonally as shown in Figure 5a. HLM showed a significantly smaller $nRMSE$ in 12 areas, of which the scattered points were located on the diagonal’s upper left side. The better MLR region corresponded to the other five points at the bottom right of the diagonal. Although MLR showed better accuracy, the difference was less than 5% (Figure 5a).
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**Figure 5.** Relationship between the normalized root mean square error ($nRMSE$) of MLR and HLM, and precipitation. (a) The scatter diagram of $nRMSE$(MLR) and $nRMSE$(HLM) in different regions; (b) Relationship between PRE and difference between $nRMSE$(MLR)–$nRMSE$(HLM).

Further analysis of the results showed that precipitation in different regions affected the two models’ prediction accuracy (Figure 5b). The scatter plot with the $nRMSE$ difference between the MLR and HLM models as the horizontal axis and the rainfall as the vertical axis was divided into three parts. In Part I, average daily precipitation was less than 7.5 mm, the $nRMSE$ difference between the MLR and HLM models was controlled within 5%, and $nRMSE$ distribution was random with time and region. Parts II and III showed that HLM had a better prediction region. In Part II, average daily precipitation was below 7.5 mm, and the $nRMSE$ difference between the two prediction models was more than 5%. In Part
III, average daily rainfall was more than 7.5 mm, \( nRMSE \) difference was increased, and the instability of MLR was more prominent. Each region’s prediction accuracy showed a trend of large difference of \( nRMSE(MLR) - nRMSE(HLM) \) with the increase in daily precipitation. In areas with low or high average daily rainfall, MLR performance was more unstable.

5. Discussion

5.1. Predicting Yield Model

Research results showed that the LR model had rational accuracy from \( R^2 \) results, some even up to 0.82 (Figure 2 and Table 4). In this study, spectral indices such as NDVI and WDRVI [53] at crucial growth stages could evaluate maize yield due to the direct correlation between grain yield, and plant growth and biomass. However, large model differences between regions were not easily accepted (Figure 2 and Table 4). Satellite remote sensing data are one of the most useful tools for yield, but the usage of VIs to forecast crop yield is not sufficient alone. Different background conditions among years and regions lead to a similar but inconsistent relationship between vegetation index and maize yield. Prediction accuracy declines when indiscriminately placing all samples into the same model (Table 4). Background conditions are composed of many factors, such as phenology, soil type, and climatic conditions. Researchers demonstrated the effects of meteorological conditions on grain yield, especially during the silking and filling stages [34,53]. Therefore, the critical growth period’s meteorological data should act as background factors in constructing yield prediction models.

Our research area, Jilin province, mainly has a distribution of black soil, chernozem, and luvisols. These soils are rich in nutrients and have a humus layer on top. With similar soil surface sampling properties, we built yield models using LR, MLR, and HLM, combining Landsat 8 OLI VI and meteorological data (Table 7). In comparison with the LR method, MLR and HLM performed better for yield prediction over several regions and years with noticeably reduced \( AIC \) and \( nRMSE \) values. Butts-Wilmsmeyer et al. showed significant correlation between maize quality and climate at crucial growth stages [34]. Lee et al. used precipitation, temperature, and solar radiation to forecast wheat yield [36]. Similar to the conclusions of Piedallu et al. [28], VI differences between areas and years were due to both predictive variables and environmental differences. Therefore, a VI is not suitable as the sole measure of yield.

In this study, both HLM and MLR methods make reasonable use of meteorological factors. In the MLR method, meteorological factors are used as crop growth influence variables to predict yield with vegetation index. In the HLM method, meteorological factors are used as environmental regulators to adjust the relationship between yield and vegetation index according to region. According to a further comparison between these two methods, HLM had excellent predicting precision in more areas. HLM also showed better stability, as average daily precipitation was higher than 7.5 mm or lower than 2 mm (Figure 5). The HLM structure ensures that it can construct a more detailed regional yield equation according to climate. When meteorological conditions in the verification set data did not appear in the calibration set, the prediction result was also good. However, the MLR model could only ensure that the sampling points had acceptable prediction accuracy under climatic conditions corresponding to the calibration set. Once out of range, there was a large error. The MLR method takes meteorological data as independent variables that exist independently of a vegetation index. Meteorological changes in the models do not affect the slope coefficient of vegetation index variables. The relationship between VIs and yield becomes unstable in some areas where climatic conditions deviate from the average level. HLM further adjusts this problem by assuming that the relationship between spectral indices and yields varies from region to region (Figure 5). The nested structure of variables ensures that the slope and intercept of VI and yield regression model are simultaneously adjusted by climatic conditions. Results showed that the idea of determining the slope and intercept of the first-layer vegetation index by using the meteorological factors in the HLM
method could synthesize the influence of environmental factors and prediction variables on the signal, thus improving the prediction ability of the MLR method.

We further analyzed the relationship between meteorological factors and equation parameters (slope and intercept). Results showed that the slope and intercept of the yield regression equation had obvious correlation with meteorological factors, especially rainfall (PRE), which proved the initial hypothesis that the environment influences NDVI variations. Table 8 shows significant and positive correlations that were observed between PRE and function slope (r = 0.87), and substantial and negative correlations observed between PRE and intercept (r = -0.91) (Table 8). In other words, when average precipitation was higher, the NDVI in the same range may have corresponded to a broader production distribution. Of course, PRE is not the only influential factor. T_{\text{max}}, T_{\text{min}}, and RAD also had a regulating effect on slope and intercept with correlations like T_{\text{max}} and intercept (r = 0.37), T_{\text{max}} and slope (r = –0.49), and RAD and slope (r = –0.29) (Table 8). Meteorological data are associated with regional equations and play an essential role in HLM yield-predicting models.

Table 8. Pearson’s correlation coefficients among weather data, slope, and intercept of regional equations in HLM.

|       | RAD  | T_{\text{min}} | T_{\text{max}} | PRE  | Intercept | Slope  |
|-------|------|----------------|----------------|------|-----------|--------|
| RAD  | 1.00 |                |                |      |           |        |
| T_{\text{min}} | -0.23 | 1.00           |                |      |           |        |
| T_{\text{max}} | 0.06  | 0.69 **        | 1.00           |      |           |        |
| PRE  | -0.02 | -0.26          | -0.52 **       | 1.00 |           |        |
| Intercept | 0.23  | -0.12          | 0.37 *         | -0.91 ** | 1.00   |        |
| Slope | -0.29 * | 0.09            | -0.49 **       | 0.87 ** | -0.98 ** | 1.00  |

Note: ** model significance at 0.01 probability level (p < 0.01); * model significance at 0.05 probability level (p < 0.05).

5.2. Potential and Limitations for Yield Prediction

HLM provides a good direction for yield prediction, but its accuracy still has much room for improvement (Figure 5). This study used four meteorological parameters as regional and annual variability to calibrate yield prediction models with spectral indices during specific growth periods, thus improving yield accuracy. It was verified that meteorological indicators such as temperature and rainfall are valuable sources of information for crop estimation and prediction [54]. The month’s meteorological factors before the filling stage are obviously helpful for predicting yield [34]. The selection of sample points in this study considered the acquisition time of satellite images and the consistency of soil types in the sampling points. Therefore, further study of the influence of other satellite data, soil types, or other meteorological parameters on predicted yields may expand the model’s scope of application. However, considering more input parameters may increase the complexity of the HLM production prediction model. Therefore, when applied to regional scales or commercial systems, the best choice of significant input parameters should be one of the following. One possible way to improve the model’s accuracy is to increase the precision of crop phenological prediction. Araya et al. [55] used remote sensing imagery to determine the phenological phases of crops. Nissanka et al. [56] used crop growth models to simulate crop phenological periods on the basis of meteorological data. Better methods for estimating crop growth periods are expected to improve large-scale yield prediction. Adding image data with more bands and higher spatial resolution is another method that can improve the accuracy of model predictions. Sentinel-2 [57], a red-edge sensor that is more sensitive to vegetation, and RapidEye [58], with a spatial resolution of 5 m may bring new precision levels to model prediction.

6. Conclusions

In comparing the LR, MLR, and HLM methods, the LR prediction model presented unstable performance in verification in terms of overall accuracy. The best result was by
the model with NDVI ($R^2 = 0.46, RMSE_V = 2.08 t/ha, nRMSE = 21.72\%$). MLR combined with NDVI and meteorological data significantly improved prediction accuracy ($R^2 = 0.69, RMSE_V = 1.13 t/ha, nRMSE = 11.93\%$). HLM with NDVI had the best prediction results ($R^2 = 0.75, RMSE_V = 0.94 t/ha, nRMSE = 9.79\%$). In further comparison between HLM and MLR, HLM produced more sensitive adjustments to the region’s environmental changes to achieve better prediction accuracy in more regions, and obtained acceptable accuracy in a broader range of areas. These results showed that the HLM method has great potential in predicting interannual and regional maize yield. It allows for provinces or even countries with extensive planting areas to build models with only small regional historical data, and complete wider yield forecast.
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