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I. INTRODUCTION

In the past few years, research on autonomous driving technology has developed rapidly. The working environment of autonomous driving is very complex and highly dynamic. There is still a long way to go to achieve a fully autonomous driving. To ensure the accurate and stable perception of the surrounding environment, autonomous cars are usually equipped with a series of different sensors, such as cameras, lidar, millimeter-wave radar, GPS/IMU inertial navigation system, etc. Currently, no single sensor can ensure stable perception in all scenarios. To overcome the limitations and defects of different sensors, complementary information provided by multiple sensors, and multi-sensor fusion techniques are used to reduce the uncertainty of environmental perception. The basis of multi-sensor fusion is accurate calibration between various sensors, that is, accurate estimation of the relative rigid body transformation between sensors. Our main research content in this paper is the calibration between LiDAR and camera, which are common on-board sensors of autonomous vehicles and autonomous navigation robots. LiDAR point cloud and camera image belong to heterogeneous data. Compared with homologous data (such as multi-camera calibration), calibration between heterogeneous data acquisition devices is more difficult. We need to determine the accurate correspondence between data collected by different sensors. For LiDAR and camera, we need to accurately extract the 2D-3D matching relationship between the 3D point cloud of LiDAR and the 2D pixels of the corresponding image.

Some early calibration work utilized specific artificial markers, such as checkerboard and special calibration plates, to calibrate LiDAR and cameras. Most marker-based calibration algorithms are time-consuming, laborious, and off-line which is not suitable for self-driving cars. In the process of vehicle operation, the position between sensors will drift slightly with the running time, so the sensor needs to be re-calibrated after every period of operation to eliminate the accumulated calibration error caused by the drift. During the operation of the vehicle, the position between the sensors will drift slightly with the running time. Thus, after a period of operation, the sensors need to be re-calibrated again to eliminate the accumulated error caused by drift. Some recent calibration methods for LiDAR and cameras focus on fully automatic and target-less online self-calibration. However, most online self-calibration methods have strict requirements on calibration scenarios, and the calibration accuracy is not as high as offline calibration algorithms based on markers. Some researchers try to apply deep learning to the calibration tasks, using convolutional neural networks to predict the 6-DOF rigid body transformation between the two sensors. These methods directly fuse the features extracted from the image and the point cloud, without considering the correlation between these two features. In this article, we propose a new method for predicting extrinsic calibration parameters of LiDAR and camera. More specifically, our contribution can be concluded as follows:

1) Compared with other CNN-based methods that concatenate the features of RGB image and decalibrated depth image with the following convolutional layers, we construct a cost volume to describe the matching costs between these two features for feature matching.

2) The training data is expanded by adding a random deviation to the ground truth extrinsic calibration matrix. Instead of predicting the calibration parameters between LiDAR and camera directly, our proposed network predicts the random deviation.

3) We use the quaternion as the ground truth during supervised training. In addition to smooth L1-Loss between the predicted calibration and ground truth, an additional point cloud loss is presented.

II. RELATED WORK

Recently, the research of various scene understanding tasks is promoted by exploiting multi-modal sensors. Effective fusion of these multi-modal data relies heavily on accurate registration of the various sensors. Therefore, extrinsic calibration of sensors is a vital step for the scene understanding research, especially the sensors with different modalities. In this paper, we focus on the extrinsic calibration of LiDAR and camera with the assumption that the intrinsic parameter of sensors has been aligned already. With the association of point cloud and RGB image, the purpose of LiDAR-Camera extrinsic calibration is the estimation of the 6-DOF rigid-body transformation between these two sensors. The 3D-2D registration between LiDAR and camera has three main solutions:

(a) Place specific markers (such as checkerboard) in the scene, and extract the features of markers to build cost function. The calibration accuracy depends on the matching points and the optimization method.
A new rough-calibrated 3D marker is proposed in [4] as a calibration plate, which can be detected in camera images and LiDAR scans. [3] employs hollow circles as the calibration target to find the center of the circle in 2D image data and 3D LiDAR data respectively. The optimal transformation was obtained under the condition of no rotation and the corresponding centers of mass are matched. Pusztai et al. [6] adopt the carton of known size as the calibration plate to detect the surface of the box. An iterative process is employed to refine the plane of the box into a set of points. After matching with the 2D image by rotation transformation, the fitting error is minimized by iteration. Besides the corners and edges of the calibration plate, Jiao et al. [7] propose a novel calibration method that considers the normal vector of the target plane as another effective feature to figure out the extrinsic calibration parameters. For the simplification of the calibration process, the rotation matrix and translation vector are solved respectively. Mirzaei et al. [8] divide the estimation of the intrinsic parameter of LiDAR and the extrinsic parameter between LiDAR and camera into two least-square sub-problems. Iteratively minimizing a batch nonlinear least-squares cost function can improve the accuracy of initial estimation.

[9] advances a method for extrinsic calibration of cameras and a 3D LRF aided by an additional Inertial Measurement Unit (IMU). The rotation matrix between LRF and camera is determined when the motion observation of the robot and sensor is realized by IMU. Wang et al. [10] develop a new automatic extrinsic calibration method for 3D LiDAR and panoramic camera using checkerboard. Mishra et al. [11] propose a LiDAR-camera extrinsic estimation algorithm on unmarked plane target, by utilizing Planar Surface Point to Plane and Planar Edge Point to back-projected Plane geometric constraint. During the process of data collection, the calibration plates are placed in different poses in the common field of view of LiDAR and camera. The geometric constraint cost function for calibration is constructed by exploiting the planes and lines detected from LiDAR point clouds and images.

B. Target-less methods

Scaramuzza et al. [12] present a self-calibration method for 3D LRF and camera extrinsic calibration in a natural scene. Given a group of corresponding point pairs, Perspective-N-Point (PnP) algorithm and nonlinear optimization are exploited for extrinsic calibration. Tamas et al. [13] propose a nonlinear explicit correspondence-less calibration method that regards the calibration problem as a 2D-3D registration of a common LiDAR-camera region. Minimal information like depth data and shape of regions are applied to construct the registration non-linear system, which provides the calibration parameters of LiDAR-camera directly. Furthermore, Tamas et al. [14] advance a new method of estimating the extrinsic calibration of 3D LiDAR and Omnidirectional Cameras. Without the usage of 2D-3D corresponding points or complex similarity measurement, this method depends on a set of corresponding regions, and regresses the pose by solving a small nonlinear system of equations. Pandey et al. [15] adopt the effective correlation coefficient between the surface reflectivity measured by LiDAR and the intensity measured by a camera as one of the parameters of extrinsic calibration function, while the other parameters remain unchanged.

Registering the gradient direction of the data obtained by the two sensors is another target-less method. [16] estimates the extrinsic parameter by minimizing the misalignment of the gradient to realize data registration. Kang et al. [17] employs the projection model-based edge alignment to construct the cost function, taking full advantage of the dense photometric and sparse geometry measurement methods. Among them, many-to-many correspondence of the edges is expressed using the Gaussian Mixture Model (GMM). The calibration parameters are estimated by minimizing the cost function for evaluating correspondence of the edges between two sensor measurements. Besides, a rough to fine strategy is proposed to improve the stability of the algorithm by gradually reducing the standard deviation of GMM.

C. CNN-based methods

RegNet [18] transforms the three conventional calibration steps (feature extraction, feature matching, and global regression) into a real-time Convolutional Neural Network (CNN) to deduce the 6-DOF of extrinsic parameters between LiDAR and camera. CalibNet [19] proposes a self-monitoring deep network that automatically estimates the 6-DOF rigid-body transformations between 3D lidar and 2D camera in real-time. During the training, the calibration parameters are not
used as the supervision directly. Instead, end-to-end training is performed by maximizing the geometric and photometric consistency between the input image and the point cloud. SOIC [20] exploits semantic information to calibrate and transforms the initialization problem into the PNP problem of the semantic centroid. Due to the 3D semantic centroid of the point cloud and the 2D semantic centroid of the image cannot match accurately, a matching constraint cost function based on the semantic elements of the image and the LiDAR point cloud is also proposed. The optimal calibration parameter is obtained by minimizing the cost function. Zhu et al. [21] propose an online calibration system that automatically calculates the optimal rigid-body motion transformation between two sensors by minimizing the mutual information of their perceived data without adjusting the environment Settings. By formulating the calibration as an optimization problem with semantic features, the temporally synchronized LiDAR and camera are registered in real-time.

III. Method

Our goal is to apply the LiDAR point cloud and the RGB image to realize the self-calibration of the two sensors without markers. Similar to [18], [19], we leverage deep convolutional neural networks to predict the 6-DOF extrinsic calibration between LiDAR and camera. The workflow block diagram of our proposed method is shown in Figure 1. In the following sections, we illustrate our proposed calibration method, including the acquisition of training data, the design of the network and the loss function, subsequent refinement, and the details of training.

A. Train Data Collection

The performance of deep learning methods depends on the quality and quantity of data presented to them. For LiDAR-camera calibration, the data we need is pairs of images and LiDAR scans accompanied with calibration ground truth. Commonly, the extrinsic calibration parameters between LiDAR and cameras are provided by using some complex calibration algorithm [2]. For the most dataset, sensors are calibrated before collecting data, which means the frames and LiDAR scans in each sequence share the same registration parameters. Besides, after the sensors are installed, the relative position of the sensors will not change significantly. Therefore, the difference between the extrinsic parameters of the LiDAR and the camera is very small, which cannot meet the needs of training data.

To solve the insufficiency of training data, we add a random deviation $\Delta T$ within a reasonable range to the extrinsic calibration matrix of LiDAR and camera. In this paper, we define the extrinsic parameter $T_{LC}$ as the Euclidean transformation from the LiDAR coordinate to the camera coordinate. After adding the random parameter $\Delta T$ to $T_{LC}$, the initial extrinsic $T_{init} = \Delta T \cdot T_{LC}$ is obtained. By randomly changing the deviation value, we can acquire a large amount of training data.

Given initial extrinsic $T_{init}$ and camera intrinsic $K$, we can generate the LiDAR-image by projecting each 3D point cloud $P_i = [X_i, Y_i, Z_i] \in \mathbb{R}^3$ from the LiDAR scan onto a virtual image plane with a 2D pixel coordinate $p_i = [u_i, v_i] \in \mathbb{R}^2$. The projection process is expressed as follows:

$$Z_i^{init} \cdot \hat{p}_i = Z_i^{init} \begin{bmatrix} u_i & v_i & 1 \end{bmatrix}^T$$

$$= K \begin{bmatrix} R_{init} & t_{init} \end{bmatrix} \hat{P}_i$$

$$= K \begin{bmatrix} R_{init} & t_{init} \end{bmatrix} \begin{bmatrix} X_i & Y_i & Z_i & 1 \end{bmatrix}^T$$

$$T_{init} = \begin{bmatrix} R_{init} & t_{init} \\ 0 & 1 \end{bmatrix}$$

where $\hat{P}_i$ and $\hat{p}_i$ represent the homogeneous coordinates of $P_i$ and $p_i$. By using a Z-buffer method, the LiDAR-image is computed to determine the visibility of points along the same projection line, where every pixel $(u_i, v_i)$ preserves the depth value $Z_i^{init}$ of a 3D point $P_i$ on camera coordinate.

If the pixel in the image has no corresponding projection point cloud, the value for that pixel is set to zero. The sparse depth map obtained by projecting the LiDAR point cloud with $T_{init}$ is shown in Figure 2. Compared with the RGB image, the LiDAR point cloud is relatively sparse, so the projected depth map is also sparse. To solve the issue of depth map sparseness, we sample the original RGB image and sparse depth map. For instance, the Max pooling approach can be applied to obtain the depth map that is smaller in scale but much denser than the original image.

For the ground truth $\Delta T$ mentioned above, we use the form of a homogeneous matrix to present. The transformation matrix consists of a $3 \times 3$ rotation matrix $R_{gt}$ and a $3 \times 1$ translation vector $t_{gt}$:

$$\Delta T = \begin{bmatrix} R_{gt} & t_{gt} \\ 0 & 1 \end{bmatrix}$$

To reduce the output parameters of the network, Euler angles, lie algebras, or quaternions can take the place of the rotation matrix. [18] makes a contrast test on Euler Angle and quaternion, and the experimental results show that the training result using quaternion as ground truth is superior to Euler Angle. Therefore, the quaternion is regarded as ground truth in this paper.

B. Network Architecture

The proposed calibration network is mainly composed of three parts: feature extraction network, feature matching layer and feature global aggregation. Since the parameters in each part are differentiable, CNN can be trained end-to-end. The overall structure framework of the calibration network is shown in Figure 3. We will describe the structure and function of each part of this section.

1) Feature Extraction Network: The feature extraction network consists of 2 symmetric branches, extracting the features of the RGB image and LiDAR-image. For the RGB branch, we use a pre-trained ResNet-18 network excluding the full connection layer. Different from [18, 19] decreasing the convolutional layer with half the number of filters at each stage, the depth branch is consistent with the RGB branch. Some modifications are applied to the depth branch on the
Fig. 1: The workflow of our proposed method for the estimation of the extrinsic calibration parameters between 3D LiDAR and 2D camera. The network takes an RGB image from a calibrated camera and a projected sparse depth image from a mis-calibrated LiDAR as input. The output of the network is a 6-DOF rigid-body transformation $T_{\text{pred}}$ that represents the deviation between the initial extrinsic $T_{\text{init}}$ and the ground truth extrinsic $T_{\text{LC}}$. As shown, we notice that the 3D structure highlighted using red rectangles fails to project to their 2D counterparts with the mis-calibrated depth image. When using the predicted transformation $T_{\text{pred}}$ to revise the $T_{\text{init}}$, we can reconstruct a more consistent and accurate 3D scene structure.

Fig. 2: We deviate from the initial calibration up to 20° in rotation and up to 1.5m in translation from the ground truth calibration. This may lead to the projection of LiDAR points, most of which are outside the field-of-view of the camera, thus it is difficult to establish the corresponding relationship with RGB image.

Fig. 3: Network architecture.
basis of the RGB branch: (1) The original activation function RELU (REctified Linear Unit) in ResNet is replaced by leaky RELU. (2) The input channel of the first convolutional layer is changed from three to one.

2) Feature Matching Layer: After extracting features from two input modalities, a feature matching layer is adopted to calculate the matching cost for associating a pixel in RGB feature maps \(x_{rgb}\) with its corresponding depth feature maps \(x_{lidar}\). Inspired by PWC-Net [22], we take advantage of the correlation layer for feature matching. We define the constructed cost volume as the correlation between \(x_{rgb}\) and \(x_{lidar}\) that stores the matching cost:

\[
CV(p_1, p_2) = \frac{1}{N}(c(x_{rgb}(p_1)))^T c(x_{lidar}(p_2))
\]

where \(c(x)\) is the flattened vector of feature maps \(x\), \(N\) is the length of the column vector \(c(x)\), and \(T\) is the transpose operator. For the features, we need to compute a local cost volume with a limited range of \(d\) pixels, i.e., \(|p_1 - p_2| \leq d\). Since the input feature maps are very small, \(1/32\) of the full resolution images, we need to set the value \(d\) very small (\(d = 2\) in this paper). The dimension of the 3D cost volume \(CV\) is \(d^2 \times H \times W\), where \(H\) and \(W\) donate the height and width of feature maps \(x_{rgb}\) and \(x_{lidar}\), respectively.

3) Feature Global Aggregation: The function of this network is to regress the 6-DOF rigid-body transformation between LiDAR and camera with cost volume features. This network consists of a full connection layer with 512 neurons and two branches with stacked full connection layers representing rotation and translation. The output of the network is a \(1 \times 3\) translation vector \(t_{pred}\) and a \(1 \times 4\) rotation quaternion \(q_{pred}\).

C. Loss Function

Given an input pair composed of an RGB image \(I\) and a LiDAR-image \(D_{init}\), we use two types of loss terms during training: regression loss \(L_T\) and point cloud loss \(L_P\):

\[
L = \lambda_T L_T + \lambda_P L_P
\]

where \(\lambda_T\) and \(\lambda_P\) denotes respective loss weight.

1) Regression Loss: For the translation vector \(t_{pred}\), the smooth \(L1\) loss is applied. The derivative of \(L1\) loss is not unique at zero, which may affect the convergence of training. Compared to \(L1\) loss, the smooth \(L1\) loss is much smoother due to the usage of the square function near zero. The regression loss of translation vector is defined as:

\[
L_t = \begin{cases} 
0.5(t_{pred} - t_{gt})^2, & |t_{pred} - t_{gt}| < 1 \\
|t_{pred} - t_{gt}| - 0.5, & |t_{pred} - t_{gt}| > 1
\end{cases}
\]

where \(t_{pred}\) is the predicted translation vector, \(t_{gt}\) is the corresponding ground truth. Regarding the rotation loss \(L_R\), since quaternions are essentially directional information, Euclidean distance cannot accurately describe the difference between the two quaternions. Therefore, we use angular distance to represent the difference between quaternions, as defined below:

\[
L_R = D_a(q_{gt} \ast inv(q_{pred}))
\]

\[
D_a(m) = \arctan2(\sqrt{b_m^2 + c_m^2 + d_m^2}, |a_m|)
\]

\[
\text{atan2}(y, x) = \begin{cases}
\arctan(y/x) & x > 0, y \geq 0 \\
\arctan(y/x) + \pi & x > 0, y < 0 \\
\arctan(y/x) - \pi & x < 0, y < 0 \\
\text{undefined} & x = 0
\end{cases}
\]

where \(q_{gt}\) is the ground truth of quaternion, \(q_{pred}\) is the prediction, \(\{a_m, b_m, c_m, d_m\}\) is four components of a quaternion \(m\), \(inv\) is the inverse of a quaternion, \(*\) represent the multiplication of two quaternions. For a quaternion \(m = a_m + b_m i + c_m j + d_m k\), its inverse is shown as:

\[
inv(m) = \frac{m^*}{m^2} = \frac{a_m - b_m i - c_m j - d_m k}{a_m^2 + b_m^2 + c_m^2 + d_m^2}
\]

where \(m^*\) is the conjugate quaternion of \(m\), \(|m|\) is the length of the quaternion. The total regression loss \(L_T\) is the combination of translation and rotation loss:

\[
L_T = \lambda_t L_t + \lambda_q L_R
\]

where \(\lambda_t\) and \(\lambda_q\) denotes respective loss weight.

2) Point Cloud Loss: Besides the regression loss, a point cloud constrain is added to the loss function. After transforming the quaternion \(q_{pred}(w, x, y, z) = w + xi + yj + zk\) to a rotation matrix \(R_{pred}\), we can obtain the homogeneous matrix \(T_{pred}\):

\[
R_{pred} = \begin{bmatrix}
1 - 2y^2 - 2z^2 & 2xy + 2wz & 2xz - 2wy \\
2xy - 2wz & 1 - 2x^2 - 2z^2 & 2yz + 2wx \\
2xz + 2wy & 2yz - 2wx & 1 - 2x^2 - 2y^2
\end{bmatrix}
\]

\[
T_{pred} = \begin{bmatrix}
R_{pred} & t_{pred} \\
0 & 1
\end{bmatrix}
\]

Given a group of LiDAR point cloud \(P = \{P_1, P_2, \ldots, P_N\}\), \(P_i \in \mathbb{R}^3\), the point cloud loss \(L_P\) is defined as:

\[
L_P = \frac{1}{N} \sum_{i=1}^{N} \|\Delta T^{-1} \cdot T_{pred} P_i\|_2
\]

where \(N\) is the number of point clouds, \(||.||_2\) denotes the L2 Normalization.

D. Calibration Inference and Refinement

1) Extrinsic Calibration Inference: The extrinsic calibration parameter between the uncalibrated LiDAR and camera can be obtained by combining the predicted results \(T_{pred}\) of the calibration network and the initial calibration parameter \(T_{init}\). As long as the parameter \(T_{init}\) ensures a certain number of LiDAR points projected on the RGB image, we can guarantee the accuracy of the calibration. The extrinsic calibration parameter is expressed as:

\[
\hat{T}_{LC} = T_{pred}^{-1} \cdot T_{init}
\]
2) Iterative Refinement:
(a) Single-range Network Iteration
The LiDAR-image exists a great variability according to the random initial calibration parameter \( T_{init} \). As illustrated in Figure 2, some \( T_{init} \) bring about that most of the LiDAR point cloud is projected outside the field-of-view of the camera, resulting in only minimal connections between LiDAR and camera. To deal with this problem, the iterative optimization approach is adopted to improve the accuracy of the calibration. We regard the prediction \( T_{pred} \) as \( T_0 \), and re-project the LiDAR point cloud with \( T_{init}^{-1} \cdot T_{init} \) to generate a new LiDAR-image including more projected LiDAR points. The new LiDAR-image and RGB image is consisted of input pairs of the calibration network to predict new transformation \( T_1 \). The aforementioned process is iterated \( n \) times to get the final extrinsic calibration matrix.

\[
\hat{T}_{LC} = (T_0 \cdot T_1 \cdots T_n)^{-1} \cdot T_{init}
\]

(b) Multi-range Network Iteration
If we want our proposed method has a large mis-calibration, the range of the random deviation \( \Delta T \) should be set as large as possible. In this paper, we set the deviation range of the translation and rotation to \([-1.5m, 1.5m]\) and \([-20^\circ, 20^\circ]\). The loss function penalizes larger partial derivatives of loss, that is why a large mis-calibration range has more impact on the network than a small one. This results in unsatisfactory calibration results when the random deviation is small or iterative prediction. To compensate for this effect, we train multiple networks on different mis-calibration ranges. According to the illustration in [18], [19], the latter smaller range is determined by the maximum mean absolute error (MAE) of the predicted results after training the network using the former larger range. We choose the same translation and rotation range as [18]: \([-x, x], x = \{1.5m, 1.0m, 0.5m, 0.2m, 0.1m\}\), \([-y, y], y = \{20^\circ, 10^\circ, 5^\circ, 2^\circ, 1^\circ\}\). The accuracy of the iterative prediction can be improved by using the method of multi-range network iterative prediction in place of the single-range network.

3) Temporal Filtering: The method we proposed above only uses one frame of the camera and one scan of LiDAR to predict the extrinsic calibration. While in reality, only a few scenes need to calibrate between two sensors in the case of one frame. In an autopilot environment, extrinsic calibration between different sensors may involve more than one frame. This approach yields more reliable results if the network output is analyzed over time using a moving average.

IV. EXPERIMENTS AND DISCUSSION
We evaluate our proposed calibration approach on the KITTI autonomous driving dataset. In this section, we detail the data preprocessing, evaluation metrics, training procedure, and discuss the results of different experiments.

A. Dataset Preparation
We use the odometry branch from the KITTI dataset [23] to verify our proposed algorithm. KITTI Odometry dataset consists of 21 sequences from different scenarios. Each sequence contains images captured from two color and two grayscale PointGrey Flea2 video cameras, and point clouds from a Velodyne HDL-64E 3D laser scanner. In addition, the dataset also provides calibration parameters between each sensor, among which the calibration parameters between lidar and camera were obtained by [2] as the ground truth of extrinsic calibration parameters in our experiment. In this paper, we only consider the calibration between the LiDAR and the left color camera. Specifically, we used sequences from 01 to 20 for training (39011 frames in total) and sequence 00 for validating (4541 frames in total). The validation dataset is spatially independent of the training dataset, except for a very small subset sequence (about 200 frames), so it can be assumed that the test scenario is not in the training data.

The original dimension of the raw recordings from the KITTI dataset is 1392 × 512. After data filtering, image distortion, and cropping, the dimension of the images in the odometry dataset are inconsistent (range from 1224 × 370 to 1242 × 376). To satisfy the input requirement of the network that the width and the height of the input data must be a multiple of 32, we apply zero paddings on the original image to generate a new LiDAR-image including more projected LiDAR points. The new LiDAR-image and RGB image is consisted of input pairs of the calibration network to predict new transformation \( T_1 \). The aforementioned process is iterated \( n \) times to get the final extrinsic calibration matrix.

\[
\hat{T}_{LC} = (T_0 \cdot T_1 \cdots T_n)^{-1} \cdot T_{init}
\]

B. Evaluation Metrics
The experimental results are analyzed according to the rotation and translation of the calibration parameters. The translation vector is evaluated by the Euclidian distance between the vectors. The absolute error of the translation vector is expressed as follows:

\[
E_t = \|t_{pred} - t_{gt}\|_2
\]

where \(\|\cdot\|_2\) denotes the 2-norm of a vector. Besides, we also test the absolute error of the translation vector in \(X, Y, Z\) directions respectively.

The rotation part is represented by quaternions. Since quaternion represents direction, we use quaternion angle distance to represent the difference between quaternions. The angle error of quaternion can be expressed as follows:

\[
E_R = D_a(q_{gt} \star \text{inv}(q_{pred}))
\]

where \(D_a(\cdot)\) is the quaternion angle \(D_a(\cdot)\) expressed in Equation [8]. To test the angle error of the extrinsic rotation matrix on three degrees, we need to transform the rotation...
matrix to Euler angles and compute the angle error of Roll, Pitch, and Yaw.

\[
R_{\text{pred}}^{-1} \cdot R_{\text{gt}} = \begin{bmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ r_{31} & r_{32} & r_{33} \end{bmatrix}
\]  (19)

\[
E_{\text{yaw}} = \theta_z = \text{atan}2(r_{21}, r_{11})
\]

\[
E_{\text{pitch}} = \theta_y = \text{atan}2(-r_{31}, \sqrt{r_{31}^2 + r_{33}^2})
\]

\[
E_{\text{roll}} = \theta_x = \text{atan}2(r_{32}, r_{33})
\]  (20)

C. Training Details

The depth branch of the network uses Leaky RELU as an activation function with a negative slope of 0.1 as non-linearity. For training the network, we use Adam Optimizer with an initial learning rate $3e^{-4}$. We train our proposed calibration network on two Nvidia GP100 GPU with batch size 120 and total epochs 120. For the multi-range network, it is not necessary to retrain each network from scratch. Instead, a large-range model can be regarded as the pre-trained model for small-range training to speed up the training process. The training epoch of the model with the largest range is set to 120, while the others are set to 50.

D. Results and discussion

1) Calibration Evaluation: Figure 4 shows the results of our proposed calibration method on the validation dataset. It can be seen that the larger the miscalibration between initial extrinsic and ground truth, the larger the absolute error. For the rotation part, the error in the Pitch direction is significantly higher than Yaw and roll, and the error in the Roll direction is the smallest. Compared to the rotation, the absolute error of the translation part on three coordinate axes is similar. As shown in Figure 5(c), the LiDAR-image acquired by projecting LiDAR point cloud with the predicted extrinsic parameter $\hat{T}_{LC}$ has some difference with the ground truth LiDAR-image shown in Figure 5(d). The results of the absolute calibration error are described in Table II, our approach achieves a mean square translation error of 17.840cm, a mean translation error of 8.210cm (x, y, z: 11.849cm, 5.169cm, 7.613cm) and a mean quaternion angle error of 1.235°, a mean angle error of 0.480°(roll, pitch, yaw: 0.170°, 0.676°, 0.594°). The execution time of the calibration approach is 24 ms for one forward pass on an NVIDIA TITAN X GPU.

2) Iterative Refinement:

(a) The evaluation of a single-range network.

By comparing the results illustrated in Figure 4 and Figure 6, the calibration error can be further reduced by the usage of iterative prediction. Both the rotation and translation parts of the calibration parameters have lower calibration errors after multiple iterations than the results without iteration. It can be noted from Table II that after each iteration, the value of most evaluation metrics decreases with the increase of iteration times. However, when the iteration times reaches a certain number, we will find that the calibration error does not go down further, even some parameters go up. The iterative results in Figure 7 also reflect this phenomenon. The main cause of this phenomenon is that each iteration adopts the prediction from the previous iteration to re-project the point clouds and regard the re-projected depth image as a new input of the network. Our network is trained in a large random range, therefore when the deviation reaches a small range, our network cannot further reduce the calibration error. The results of the single-range iteration are described in Table II, our approach achieves a mean square translation error of 10.718cm, a mean translation error of 3.377cm (x, y, z: 2.687cm, 3.804cm, 3.641cm) and a mean quaternion angle error of 0.498°(roll, pitch, yaw: 0.480°, 0.496°, 0.518°).

(b) The evaluation of a multi-range network.

To solve the problem that single-range network iteration cannot further reduce the calibration error, we use multi-
TABLE I: The results of the absolute extrinsic calibration error

| Results of 20°/1.5 m | $E_t$ | Translation (cm) | Rotation (°) |
|----------------------|-------|------------------|--------------|
|                      |       | X    | Y    | Z    | $E_r$ | Roll | Pitch | Yaw  |
| mean                 | 17.840| 11.849| 5.169| 7.613| 1.235| 0.170| 0.676| 0.594|
| median               | 13.427| 14.415| 5.337| 4.188| 0.898| 0.033| 0.615| 0.549|
| std.                 | 17.165| 5.783 | 3.847| 6.492| 1.427| 0.260| 0.580| 0.216|

TABLE II: The results of the single-range network iteration

| Results of single range 20°/1.5 m | $E_t$ | Translation (cm) | Rotation (°) |
|-----------------------------------|-------|------------------|--------------|
|                                   |       | X    | Y    | Z    | $E_r$ | Roll | Pitch | Yaw  |
| Iteration 1                       | Mean  | 17.840| 11.849| 5.169| 7.613| 1.235| 0.170| 0.676| 0.594|
|                                   | Median| 13.427| 14.415| 5.337| 4.188| 0.898| 0.033| 0.615| 0.549|
|                                   | Std.  | 17.165| 5.783 | 3.847| 6.492| 1.427| 0.260| 0.580| 0.216|
| Iteration 2                       | Mean  | 10.723| 4.528 | 1.776| 1.547| 0.819| 0.474| 0.576| 0.552|
|                                   | Median| 9.825 | 3.920 | 1.754| 0.323| 0.715| 0.484| 0.579| 0.623|
|                                   | Std.  | 5.335 | 2.404 | 1.777| 2.159| 0.452| 0.386| 0.255| 0.202|
| Iteration 3                       | Mean  | 10.804| 2.687 | 3.804| 3.461| 0.825| 0.480| 0.496| 0.518|
|                                   | Median| 9.978 | 0.792 | 3.470| 1.892| 0.715| 0.461| 0.464| 0.526|
|                                   | Std.  | 5.228 | 3.402 | 2.159| 3.314| 0.467| 0.303| 0.305| 0.273|
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Fig. 6: The error distribution of the predicted extrinsic calibration parameters after single-range iteration.
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Fig. 7: Iterative prediction of single-range network.

3) Temporal Filtering: In previous experiments, we only exploit a single frame image and LiDAR point cloud to predict the extrinsic calibration parameters. Due to the complexity and changeability of the surrounding environment, illumination changes, moving objects and camera shutter effect will bring the noise to the data collection, resulting in a large error in the error evaluation metrics decline after each iteration of multi-range network iteration. The final calibration results of the multi-range iteration are shown in Table III our approach achieves a mean square translation error of 1.588cm, a mean translation error of 0.361cm (x, y, z: 0.243cm, 0.380cm, 0.459cm), and a mean quaternion angle error of 0.163°, a mean angle error of 0.030°(roll, pitch, yaw: 0.030°, 0.019°, 0.040°).
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3) Temporal Filtering: In previous experiments, we only exploit a single frame image and LiDAR point cloud to predict the extrinsic calibration parameters. Due to the complexity and changeability of the surrounding environment, illumination changes, moving objects and camera shutter effect will bring the noise to the data collection, resulting in a large error in the error evaluation metrics decline after each iteration of multi-range network iteration. The final calibration results of the multi-range iteration are shown in Table III our approach achieves a mean square translation error of 1.588cm, a mean translation error of 0.361cm (x, y, z: 0.243cm, 0.380cm, 0.459cm), and a mean quaternion angle error of 0.163°, a mean angle error of 0.030°(roll, pitch, yaw: 0.030°, 0.019°, 0.040°).
TABLE III: The results of the multi-range network iteration

| Results of multi-range | Translation (cm) | Rotation (°) |
|------------------------|-----------------|--------------|
|                        | $E_a$           | $E_R$ Roll  | Pitch | Yaw       |
| After 20°/1.5 m network| Mean 17.834     | 1.235       | 0.170 | 0.676     | 0.594     |
|                        | Median 13.423   | 0.898       | 0.033 | 0.615     | 0.549     |
|                        | Std. 17.165     | 6.492       | 1.427 | 0.260     | 0.580     | 0.216     |
| After 10°/1.0 m network| Mean 6.291      | 2.045       | 0.594 | 0.378     | 0.391     | 0.405     |
|                        | Median 5.662    | 4.195       | 2.238 | 0.452     | 0.271     | 0.156     | 0.218     |
|                        | Std. 3.494      | 3.847       | 2.437 | 0.452     | 0.271     | 0.156     | 0.218     |
| After 5°/0.5 m network | Mean 3.915      | 1.267       | 1.107 | 0.414     | 0.309     | 0.330     | 0.334     |
|                        | Median 3.712    | 2.212       | 1.107 | 0.414     | 0.309     | 0.330     | 0.334     |
|                        | Std. 0.809      | 0.989       | 0.570 | 0.541     | 0.507     | 0.538     | 0.479     |
| After 2°/0.2 m network | Mean 1.592      | 0.475       | 0.288 | 0.132     | 0.103     | 0.081     |
|                        | Median 1.585    | 0.380       | 0.288 | 0.132     | 0.103     | 0.081     |
|                        | Std. 0.243      | 0.380       | 0.288 | 0.132     | 0.103     | 0.081     |
| After 1°/0.1 m network | Mean 1.011      | 0.262       | 0.163 | 0.030     | 0.019     | 0.040     |
|                        | Median 1.376    | 0.253       | 0.163 | 0.030     | 0.019     | 0.040     |
|                        | Std. 0.243      | 0.380       | 0.288 | 0.132     | 0.103     | 0.081     |

The prediction of extrinsic parameters. The accuracy of the prediction results can be improved by using the temporal filtering method described in Section III-D3. To verify the validity of the method, we fix the initial parameter $T_{init}$ throughout the sequence and analyze the distribution of the predicted results. The median value of the entire sequence is estimated as the final result. In this experiment, we repeat the operation 100 times in the test dataset. The initial deviation $\Delta T$ in each test is randomly sampled within the range of $[-1.5m, 1.5m]$ and $[-20°, 20°]$.

From Figure 10 we can find that our proposed calibration method can accurately predict the extrinsic calibration parameters for different random initial parameters. Although there is a great difference between the two initial parameters shown in Figure 10(a), their corresponding calibration results are almost in full accord. Figure 10(c) also shows that the error distributions of the two tests are very similar. In addition, the proposed method has a high tolerance for the deviation of initial extrinsic parameters, that is the algorithm can perform the calibration task accurately even a few point clouds are projected into the image. The results are exhibited in Table IV, a mean square translation error of 1.010cm, a mean translation error of 0.297cm (x, y, z: 0.262cm, 0.271cm, 0.357cm) and a mean quaternion angle error of $0.122°$, a mean angle error of $0.017°$(roll, pitch, yaw: $0.020°$, $0.012°$, $0.019°$). The comparison results with other CNN-based extrinsic calibration methods in Table V express that our proposed method is superior to the state-of-the-art.

V. CONCLUSION

In this paper, we proposed a novel deep network for extrinsic calibration of a 3D LiDAR and a 2D camera working in real-time. The calibration network consists of three parts: feature extraction network, feature matching layer, and feature global aggregation network. Compared to other CNN-based approaches, we construct a cost volume between RGB features and depth features for feature matching instead of concatenating these two features directly.

To deal with the scarcity of training data, we add a random deviation to the extrinsic transformation matrix. Therefore,
Fig. 11: Results of different single-shot calibration results on the test dataset. (a) Initial Calibration, (b) Ground truth, (c) Calibration results.

Table IV: The results of the calibration error with temporal filtering

| Results | Translation (cm) | Rotation (°) |
|---------|-----------------|--------------|
|         | $E_t$ | X | Y | Z | $E_t$ | Roll | Pitch | Yaw |
| Mean    | 1.010 | 0.262 | 0.271 | 0.357 | 0.122 | 0.020 | 0.012 | 0.019 |
| Median  | 1.010 | 0.260 | 0.274 | 0.337 | 0.122 | 0.020 | 0.010 | 0.019 |
| Std.    | 0.007 | 0.087 | 0.109 | 0.148 | 0.001 | 0.008 | 0.007 | 0.009 |

Table V: Comparison results with other CNN-based calibration algorithms.

| Method       | Mis-calibrated range | Translation absolute Error (cm) | Rotation absolute Error (°) |
|--------------|----------------------|---------------------------------|-----------------------------|
|              |                      | mean X | Y | Z | mean Roll | Pitch | Yaw |
| Regnet [18]  | $[-1.5m, 1.5m]$ | $[-20°, 20°]$ | 6 | 7 | 7 | 4 | 0.28 | 0.24 | 0.25 | 0.36 |
| Calibnet [19]| $[-0.2m, 0.2m]$ | $[-10°, 10°]$ | 4.34 | 4.2 | 1.6 | 7.22 | 0.41 | 0.18 | 0.9 | 0.15 |
| Ours         | $[-1.5m, 1.5m]$ | $[-20°, 20°]$ | 0.297 | 0.262 | 0.271 | 0.357 | 0.017 | 0.020 | 0.012 | 0.019 |

the network does not predict the extrinsic calibration between LiDAR and camera directly, but the random deviation. Besides the supervision of the calibration ground truth, we also add a point cloud constrain to the loss function. Iteratively refinement with multiple networks on different decalibration ranges and temporal filtering method is applied to decrease the calibration error. Our method achieves a mean absolute calibration error of $0.297cm$ in translation and $0.017°$ in rotation with decalibration magnitudes of up to $\pm 1.5m$ and $\pm 20°$, which is superior to other state-of-the-art CNN-based methods.
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