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Abstract

English verb alternations allow participating verbs to appear in a set of syntactically different constructions whose associated semantic frames are systematically related. We use ENCOW and VerbNet data to train classifiers to predict the instrument subject alternation and the causative-inchoative alternation, relying on count-based and vector-based features as well as perplexity-based language model features, which are intended to reflect each alternation's felicity by simulating it. Beyond the prediction task, we use the classifier results as a source for a manual annotation step in order to identify new, unseen instances of each alternation. This is possible because existing alternation datasets contain positive, but no negative instances and are not comprehensive. Over several sequences of classification-annotation steps, we iteratively extend our sets of alternating verbs. Our hybrid approach to the identification of new alternating verbs reduces the required annotation effort by only presenting annotators with the highest-scoring candidates from the previous classification. Due to the success of semi-supervised and unsupervised features, our approach can easily be transferred to further alternations.

1 Introduction

Verb alternations are a phenomenon at the syntax-semantics interface in which several syntactic patterns are available for certain verbs, assigning different semantic roles to the elements in individual slots of the constructions. English verbs that participate in the instrument subject alternation (ISA, Levin (1993)) can take an optional instrument argument, encoded as a with-PP or using-phrase, which can also be realized in subject position (see (1)). Replacing with with using is also a standard test for instrumenthood, i.e., a means to exclude other cases of with-PPs. Not all verbs with an (optional) instrument participate in ISA (see (2)). This is usually explained by the specific nature of the instrument in the context of the verb (Van Hooste, 2018). The English causative-inchoative alternation (CIA) involves two main constructions: Verbs can appear intransitively, as in (3-a), or transitively, as in (3-b). The syntactically intransitive construction is associated with an inchoative sense, while the transitive construction has a causative sense.

(1) a. She broke the glass with/using a hammer. b. The hammer broke the glass.
(2) a. She ate the soup with/using a spoon. b. *The spoon ate the soup.
(3) a. The door opens. b. I open the door.

Verb alternations pose a challenge to tasks like semantic role labeling or frame induction, and knowledge about which verbs participate in which alternations is highly useful for such tasks: Certain syntactic patterns need to be interpreted differently, depending on whether or not the verb participates in the alternation. For instance, the syntactic subject in a sentence with the syntactic structure of (3-a) would

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecommons.org/licenses/by/4.0/.
Corpus | Sentence structure | Sentences | Example
---|---|---|---
WITH-SC | nsubj V (dobj) with ... | 761,326 (150,360) | She begins the account of natural law with Aristotle.
USING-SC | nsubj V (dobj) using ... | 21,332 (2,015) | We pay the bills using our computers.
SUBJ-SC | nsubj V (dobj) | 11,173,394 (2,981,835) | The rest of my experience at college followed that pattern.
INTRANS-SC | nsubj V | 438,002 (323,860) | A secret exit appears.
TRANS-SC | nsubj V (dobj) | 1,262,165 (787,043) | I opened the kitchen door.

Table 1: Our five subcorpora of ENCOW. Sentences with the required elements in a different order are also used. Bracketed numbers refer to the reduced subcorpora (max. sent. length 10). with-phrases must be connected to the root verb of the sentence with a prep dependency relation, using-phrases with an xcomp relation. Additional filters are applied to INTRANS-SC and TRANS-SC to discard edge cases. The ISA subcorpora contained 4,813 verb types and the CIA subcorpora contained 4,162 verb types.

predominantly align with an agent-like semantic role, but by recognizing that the sentence instantiates a construction belonging to the causative-inchoative alternation, we can determine that the correct semantic role here is THEME. For tasks like frame induction, where semantic frames are learned systematically from unlabeled corpus data, alternations mean that the arguments that appear in specific syntactic slots of the verb are not necessarily instances of the same semantic role.

Levin (1993) and VerbNet (Kipper et al., 2000) list alternating verbs, but are not comprehensive. The identification of verb alternations is difficult due to the many-to-many relationship between syntactic forms and semantic frames. For instance, the appearance of a verb in transitive and intransitive syntactic environments may signal participation in CIA, but it could also be explained by a number of other reasons, e.g. the object of the verb being a non-obligatory argument (Levin, 1993).

Since verb alternations are associated with different constructions, the automatic identification of verb alternations is usually studied for particular alternations. CIA is an extensively researched alternation and has been identified using WordNet (McCarthy, 2000; McCarthy, 2001; Tsang and Stevenson, 2004), distributional data (Baroni and Lenci, 2009), feature engineering (Merlo and Stevenson, 2001; Joannis and Stevenson, 2003; Stevenson and Joannis, 2003; Seyffarth, 2019), and neural networks (Kann et al., 2019). To our knowledge, there has not been any comparable work on ISA identification so far.

The contribution of this paper is twofold: First, we develop classifiers for identifying ISA and CIA verbs, and second, we find new ISA/CIA verbs by using these classifiers in a subsequent iteration of manual annotation and reclassification. Our classifiers perform slightly better on the CIA identification task than on the ISA task; the annotation results yield promising new candidates for both alternations.

Our classifiers use count-based, perplexity-based and vector-based features obtained from the sentence types in (1) and (3). The perplexity features are based on a language model and intended to approximate acceptability judgements of sentence variations (e.g., in the case of ISA replacing with with using or moving a with-NP to the subject position; in the case of CIA discarding a transitive sentence’s subject and promoting the object to the subject position). This has become possible with the new, transformer-based generation of language models (Devlin et al., 2019; Dai et al., 2019).

2 Method

2.1 Data

For our ISA/CIA identification approach, we collect sentences from ENCOW (Schäfer and Bildhauer, 2012; Schäfer, 2015)\(^1\) that instantiate the syntactic patterns exemplified in (1) and (3). Table 1 describes

\(^1\)English web text from 2012/14, available in a sentence-shuffled version, containing roughly 9.6 billion tokens, dependency-parsed with MaltParser (Nivre et al., 2006).
the collected subcorpora. For SUBJ-SC, we only use sentences whose root verbs are observed at least once in WITH-SC or USING-SC. We also create a reduced version of each corpus containing only sentences with up to 10 tokens. The aim of these reduced corpora is to determine to what extent misparsed sentences or overly long constituents can impact the success of the annotation step. We run that part of our experiments once on reduced corpora and once on the full corpora for each alternation.

We use data from VerbNet 3.3 (VN, Kipper et al. (2000)) as ground truth to train our classifiers. 14 VerbNet (sub)classes are labeled as participating in ISA: hit-18.1, hit-18.1-1, poke-19, destroy-44, carve-21.2-1, carve-21.2-2, cooking-45.3, bend-45.2, cut-21.1, cut-21.1-1, break-45.1, murder-42.1-1, other_cos-45.4, other_cos-45.4-1. Out of the 558 verbs contained in these classes, we only use the 408 verbs that occur at least once in WITH-SC or USING-SC, and at least once in SUBJ-SC. VN does not mark CIA verbs with a dedicated alternation tag, so we select as alternating set all 9 (sub)classes that contain at least one frame labeled as “Causative” and one labeled as “Inchoative”: cooking-45.3, bend-45.2, suffocate-40.7, break-45.1, knead-26.5, other_cos-45.4, other_cos-45.4-1, turn-26.6.1, turn-26.6.1-1. Out of the 465 verbs contained in these classes, we only use the 331 verbs that occur at least once in INTRANS-SC and at least once in TRANS-SC.

We discard unattested positive instances for each alternation to avoid teaching the classifier that verbs can participate in the alternation without being observed in all relevant syntactic patterns. While that is the case for the verbs we discard from VerbNet when creating our initial training set, it should not be generalized to other verbs that are only attested in one of the syntactic patterns. Thus, appearing in all relevant patterns at least once is a necessary condition for us to view a verb as an alternation candidate.

Our negative sets are sourced from the corpora such that each ISA/CIA verb is complemented by a verb with roughly the same frequency (across relevant subcorpora for the given alternation). Our annotation and retraining steps will test whether they are in fact negative instances; to train and evaluate our initial classifiers, we treat them as negatives. Since all our negative instances are (superficially) distributed like the positive instances, our alternation prediction task is especially challenging (see also Sec. 3.1).

2.2 Classification

Features We treat participation in the alternations as a lexical property, and use our alternation-specific subcorpora to derive values for a set of linguistically-informed features. Our features are designed to quantify to what extent the observed syntactic patterns for each verb are indeed indicative of the relevant alternation. Table 2 describes our features for ISA classification, Table 3 our features for CIA classification.

Count-based (cnt) features are based on the frequency of specific syntactic patterns in our subcorpora. Vector-based (vec) features are intended to approximate the selectional preferences for the argument slots involved in the alternation. In ISA, we expect the possible elements in a verb’s withhusing phrase (cf. (1-a)) to be similar to the possible elements in that verb’s subject position in sentences without a withhusing phrase (cf. (1-b)). In CIA, the expected similarity is between the subjects of intransitive sentences as in (3-a), and the objects of transitive sentences as in (3-b). Perplexity-based (pplx) features are based on the idea that only verbs that participate in a given alternation may appear in all constructions associated with that alternation. Wrt. ISA, for each sentence in WITH-SC and USING-SC, we generate an alternate sentence by moving the potential instrument to the subject position. Concerning CIA, for each sentence in TRANS-SC, we generate an alternate sentence in which the object filler is moved to the subject position; furthermore, for sentences in INTRANS-SC, we also generate alternate sentences, moving subjects to the object position and inserting pronouns as new subjects. Where possible, we select pronouns that were observed at least once as subjects of the current verb. Basic pre-defined agreement rules ensure grammaticality for alternated sentences. For alternating verbs, transforming sentences that

\[^2\]The sentence IDs for our corpora, as well as our verb sets, are available online at https://github.com/eseyffarth/alternation-identification-celing2020.

\[^3\]The classes have a total of 588 members, but this includes duplicates. We use the 558 surface forms contained in the set.

\[^4\]We use pre-trained, 300d word2vec vectors (Mikolov et al., 2013) from the Google News dataset, available from code.google.com/archive/p/word2vec/.
to the ones labeled as such in VerbNet. Since we source the negative sets for our classifiers from the
originals’ perplexity, and less so for non-alternating verbs.
While studies like Lau et al. (2015) and Warstadt et al. (2019) have shown that acceptability judgments
also do not produce perfect inter-annotator agreement, we nevertheless use perplexity scores
as an approximation of acceptability; in doing so, we are less interested in the acceptability of individual
sentences, and more in overall trends across all attestations of a given verb. Our results show that
the perplexity scores yield useful features for the task.

Table 2: Description of features for each verb v used for ISA classification, S_v^w, S_v^u containing
the sentences with v from WITH-SC and USING-SC resp.

We use a Support Vector Machine (SVM), implemented with scikit-learn (Pedregosa et al.,
2011), to classify the small number of instances involved here. The SVM hyperparameters are
etermined in advance with 10-fold cross-validation, based on feature values derived from the full versions
of our subcorpora. Because the alternations behave differently in the corpora, we use different sets of
hyperparameters: C=3000 and gamma=0.001 for ISA, C=100 and gamma=1 for CIA.

We compare the classifiers to a simple baseline that labels a verb as participating in the alternation if
its less frequent syntactic pattern appears at least 10% as often as its more frequent pattern. For ISA, we
use the WITH and USING patterns together, and compare them to the subject pattern. The 10% threshold
is meant to exclude one-offs, misparses, and idiosyncratic usages: Only verbs that are observed with
sufficiently comparable frequencies count as participating in the alternation.

2.3 Annotation
The second contribution of this paper is finding new verbs participating in the two alternations, in addition
to the ones labeled as such in VerbNet. Since we source the negative sets for our classifiers from the

A pilot study comparing the performance of SVM, k-Nearest Neighbor, and Naive Bayes classifiers resulted in the selection
of SVM as the most reliable algorithm.
the label 4 in all relevant constructions are treated as known negatives candidates, or actual positives for the alternation. Verbs that receive labels 1 or 2 for all relevant constructions are treated as alternation a change of state that applies to the argument.

After the annotation step is finished, the labels are processed to identify verbs that are good candidates for sentences from INTRANS-SC and TRANS-SC resp.

corpus, there is a possibility that new alternating verbs appear in the negative sets. We hypothesize that false positives (FPs), i.e., verbs that were members of the negative set for the current alternation, but have been labeled by the classifier as belonging to the positive set, are a useful source of new alternating verbs. To test that hypothesis, each classification round is followed by a manual annotation step. In this phase, we ask annotators to assign one of four labels per construction to the 40 highest-scoring FPs. Each verb is presented to each annotator at most once, even if it appears in the top 40 list again in later iterations.

For ISA, the list of sentences from WITH-SC (as a whole) receives one of the labels 1a–4a from Table 4, the one from USING-SC is labeled with 1b–4b, and the one from SUBJ-SC with 1c–4c. For instance, in sentence (1-a), annotators select one of the four labels to decide whether or not the hammer in the with/using phrase is an appropriate instrument to bring about the event described by the verb break.

For CIA, the labels concern the degree of causative impact of the subject on the object it appears with for the list of sentences from TRANS-SC (labels 1a–4a in Table 4), and the degree of inchoativity that the subject undergoes for sentences from INTRANS-SC (labels 1b–4b). For instance, in sentence (3-a), annotators select one of the four labels to decide to what extent the door in the subject phrase of the sentence is inchoatively impacted by the verb open; that is, whether or not the event is accompanied by a change of state that applies to the argument.

After the annotation step is finished, the labels are processed to identify verbs that are good candidates for the alternation. Verbs that receive labels 1 or 2 for all relevant constructions are treated as alternation candidates, or actual positives, and are moved from the negative set to the positive set. Verbs that receive the label 4 in all relevant constructions are treated as known negatives. They incorrectly received a positive label during the classification step because they exhibit properties associated with the current alternation, but annotators strongly interpret them as not participating in the alternation. We regard them as atypical examples of the negative class, because they were in the false positive set in the previous classification step. Due to their atypicality, they are discarded from the negative set. Whenever the negative set is reduced, we insert new candidates from the corpus to ensure the classes stay balanced.

---

Table 3: Description of features for each verb v used for CIA classification, S\(_v\)\(_{\text{INTRANS}}\), S\(_v\)\(_{\text{TRANS}}\) containing the sentences with v from INTRANS-SC and TRANS-SC resp.

[Table content]

---

7In a previous design stage, we always annotated 40 previously-unannotated verbs per iteration, instead of selecting only the unannotated verbs from the top 40. This resulted in extremely long annotation rounds that yielded roughly the same number of new alternation candidates. We therefore decided to restrict annotation to the top 40 verbs in our final setup.
Balancing the classes in each round serves two main purposes. First, it prevents the majority class preference that is observed in standard, unweighted SVM setups with unbalanced classes (preliminary experiments that attempted to classify the full set of observed verb types in the corpora led to weak results). Second, our goal is to use the outcome of each annotation round to find new alternation candidates, so we are interested in continuously extending the set of instances to be classified.

Finally, a new classifier is trained on the new verb sets and applied to the training set to identify promising candidates for the next annotation round. In this phase, the training set and test set for the classifiers are identical because the goal is not to generalize to new data, but to identify new positives among the instances labeled as negative. Throughout the classification-annotation rounds, the positive set grows as more alternation candidates are identified. The iterations stop when a round yields no new actual positives. Note that due to the way we set up our iterations, it is actually desirable for a classifier to not achieve perfect accuracy: The next annotation step only takes place if new candidates are found.

Since each annotator’s results from an annotation round directly influence the contents of the training set for the next round, and thus also the pool of verbs that will be annotated in the next round, it is possible for verbs to be seen by only one annotator. We mitigate this by introducing a final annotation round after all regular annotations are finished. In the final annotation round, each annotator is presented with all verbs that were only seen by other annotators. This ensures that each verb eventually receives the same number of annotation labels.

### 3 Results and Discussion

#### 3.1 Classification results

We evaluate each classifier before and after annotation, having included the new alternation candidates in the classifiers’ training sets. We always evaluate on balanced sets, which we achieve by selecting one similarly-frequent verb from the corpora for each verb in the known positive class for each alternation. Since it is always possible for instances assumed to be negative to actually participate in the alternation, we view the classifier scores as a lower bound: Some instances that we treat as false positives may in fact be actual positives that we have not identified yet, and assigning the correct label to them would raise the measured classifier accuracy. This also means that a high recall is more important than high precision.

Table 5 presents the scores for the full corpora before and after annotation, determined with 10-fold cross-validation. The vec features were particularly useful for identifying ISA, while the pplx features gave the best results for CIA identification. The likely explanation for the relatively poor performance of pplx features for ISA is that changing one of the observed sentences to the alternate syntactic pattern may often result in acceptable sentences, even when the sentences do not involve any instruments, which is possible due to the polysemy of *with* (more on this in Sec. 3.2.1).

The initial CIA classifier more accurately identifies known alternating verbs than the initial ISA clas-
### ISA classifier scores (full corpora)

| Feat. set | before annotation (class size: 408) | after annot., incl. strong (class size: 437) | after annot., incl. strong + weak (class size: 458) |
|-----------|------------------------------------|---------------------------------------------|-----------------------------------------------|
|           | A  | R  | P  | F1 | A  | R  | P  | F1 | A  | R  | P  | F1 |
| c(nt)     | 53.02 | 24.27 | 57.32 | 33.54 | 54.23 | 29.06 | 58.60 | 38.51 | 55.02 | 31.23 | 59.13 | 40.69 |
| v(ec)     | 56.92 | 67.71 | 55.75 | **60.99** | 58.13 | 68.68 | 56.62 | **61.89** | 58.63 | 69.00 | 57.07 | **62.23** |
| p(plx)    | 48.55 | 35.80 | 51.20 | 35.88 | 54.23 | 31.30 | 57.21 | 40.15 | 54.80 | 35.48 | 57.81 | 43.73 |
| c+v       | 56.41 | 59.90 | 55.67 | 57.47 | 57.19 | 56.28 | 57.09 | 56.30 | 60.26 | 62.25 | 59.45 | 60.42 |
| c+p       | 54.23 | 31.30 | 57.21 | 40.15 | 54.80 | 35.48 | 57.81 | 43.73 | 57.31 | 39.52 | 60.23 | 47.49 |
| p+v       | 55.58 | 64.77 | 54.53 | 58.99 | 56.63 | 65.91 | 55.34 | 59.84 | 58.84 | 65.95 | 62.09 | 60.26 |
| all       | 53.75 | 56.02 | 52.99 | 54.04 | 57.64 | 55.61 | 56.86 | 55.95 | 60.58 | 59.41 | 60.26 | 59.55 |
| Basel.    | 49.88 | 28.88 | 49.79 | 36.56 | 49.54 | 28.38 | 49.21 | 35.99 | 49.56 | 28.17 | 49.24 | 35.83 |

### CIA classifier scores (full corpora)

| Feat. set | before annotation (class size: 331) | after annot., incl. strong (class size: 337) | after annot., incl. strong + weak (class size: 349) |
|-----------|------------------------------------|---------------------------------------------|-----------------------------------------------|
|           | A  | R  | P  | F1 | A  | R  | P  | F1 | A  | R  | P  | F1 |
| c(nt)     | 60.42 | 43.78 | 66.18 | 51.89 | 61.42 | 45.67 | 67.38 | 53.79 | 62.46 | 46.70 | 68.91 | 54.98 |
| v(ec)     | 60.09 | 44.39 | 64.38 | 51.78 | 59.61 | 44.14 | 63.80 | 51.43 | 62.02 | 46.70 | 67.73 | 54.78 |
| p(plx)    | 64.95 | 74.93 | 62.62 | **68.10** | 65.30 | 74.22 | 63.25 | **68.11** | 64.76 | 75.09 | 62.54 | **68.10** |
| c+v       | 62.07 | 48.62 | 66.62 | 55.50 | 62.00 | 48.96 | 65.70 | 55.64 | 64.61 | 50.68 | 70.13 | 58.39 |
| c+p       | 65.27 | 65.58 | 65.91 | 65.36 | 65.29 | 65.90 | 65.62 | 65.40 | 65.77 | 67.08 | 66.10 | 66.27 |
| p+v       | 64.49 | 62.85 | 65.93 | 63.81 | 65.43 | 64.40 | 66.58 | 65.00 | 65.05 | 61.89 | 66.83 | 63.72 |
| all       | 67.21 | 65.56 | 69.17 | 66.46 | 66.17 | 63.80 | 67.80 | 64.99 | 67.06 | 64.16 | 68.93 | 65.86 |
| Basel.    | 55.59 | 88.22 | 53.38 | 66.51 | 56.23 | 88.43 | 53.79 | 66.89 | 57.31 | 88.54 | 54.50 | 67.47 |

Table 5: Scores (accuracy, recall, precision, F1) for the ISA and CIA classifiers 1. before and 2. after annotation, adding either only the strong or the strong and the weak candidates, using each feature subset. Scores on full corpora are reported, so only the 29 strong and 21 weak candidates (ISA) resp. 6 strong and 12 weak candidates (CIA) from full corpora are added.

The performance of the ISA classifier improves as new candidates are added to the gold data (F1=60.99 to F1=62.23). Note that the final evaluation also includes more negative instances, as we always balance the classes. The CIA classifier, which already performs well initially, improves slightly on some feature sets when adding more instances, but the best-performing pplx feature set is stable at F1=68.10. This is not surprising, as the final verb set differs from the initial one to a smaller degree than in the ISA task.

The vec features (most indicative for ISA) are derived in an unsupervised manner from the corpora, and the pplx features (most indicative for CIA) are derived in a semi-supervised manner. The pplx features involve the initial manual development of a set of reordering rules that specify how each syntactic pattern involved in the alternation can be transformed to the alternation’s other syntactic pattern(s). These features allow us to determine individual verbs’ participation in a given alternation with relatively little manual effort, which means our setup is well-suited to be transferred to other alternations as well.

To our knowledge, this is the first work to approach the task of CIA identification based on (a) balanced verb classes, (b) such that positive as well as negative instances are observed in the relevant syntactic patterns in a large corpus, (c) without relying on lexical information from an external resource.

Concerning (a), the positive sets used by Baroni and Lenci (2009) and one setting in Seyffarth (2019) are larger than their negative sets. Concerning (b), Kann et al. (2019) work with manually-constructed sentence pairs, while Baroni and Lenci (2009) and another setting in Seyffarth (2019) use the negative...
Table 6: Overview of the new strong, weak and non-candidates from the ISA and CIA annotations.

|               | ISA  | CIA |
|---------------|------|-----|
| full corpora  | strong/weak candid. | 29/21 | 6/12 |
|               | non-candidates      | 117   | 64   |
|               | Cohen’s $\kappa$    | 0.65  | 0.44 |
| reduced corpora| strong/weak candid. | 8/11  | 7/10 |
|               | non-candidates      | 94    | 53   |
|               | Cohen’s $\kappa$    | 0.55  | 0.5  |

Examples from Levin (1993) as negative set, the majority of which cannot appear in both CIA constructions. Concerning (c), older approaches such as McCarthy (2000), McCarthy (2001), Tsang and Stevenson (2004) use WordNet to compare argument fillers.

For the ISA identification task, we are not aware of any comparable work.

3.2 Annotation results

We ran the experiments for each alternation with two annotators, performing the annotations once on the full corpora and once on the reduced corpora containing only sentences up to length 10. The agreement between annotators (Cohen’s $\kappa$) across these 4 experiments was between 0.44 and 0.65 (see Table 6).

We count a verb as a new alternation candidate for an annotator if each of the relevant constructions received a good label (either 1 or 2). For ISA, we group the with and using constructions together, so it is sufficient for a verb to receive a good label in either one of these in addition to receiving a good label for the subject construction. Verbs that were candidates for both annotators are strong alternation candidates; verbs that were candidates for only one annotator are weak alternation candidates.

Our results partially support the initial hypothesis that using only short sentences (up to 10 tokens) leads to better annotation results. For CIA, a similar number of strong/weak candidates are found in the full and reduced corpora (full: 6/12, reduced: 7/10), with the reduced corpora yielding a slightly higher percentage of strong or weak candidates out of all annotated verbs (full: 22.0%, reduced: 24.3%).

For ISA, the full corpora yield a larger set of new candidates (full: 29/21, reduced: 8/11), which also corresponds to a larger percentage of either strong or weak candidates out of all annotated verbs (full: 29.9%, reduced: 16.8%). Annotation increased the number of known positive instances for ISA by 9.1% (resp. 16.9% incl. weak candidates), and for CIA by 3.9% (resp. 6.6% incl. weak candidates).

3.2.1 Discussion of new ISA candidates

(4) lists all the verbs that were found to be new candidates for ISA across both full and reduced corpora: 37 strong and 32 weak candidates, with a relatively low annotation effort (appr. 6 hours per annotator).

(4) a. Strong candidates: amuse, unite, insulate, jam, incapacitate, overwhelm, deafen, conceal, endear, alleviate, infect, distort, erase, upset, propel, unlock, eliminate, tickle, transform, publicise, shape, alert, suppress, cultivate, instill, bombard, excavate, smother, buffer, refute, substantiate, bombard, shield, disguise, sustain, model, dress

b. Weak candidates: redraw, alienate, tie, stir, ferment, tarnish, clamp, clinch, suspend, sustain, endanger, anger, relax, revisit, circle, anchor, color, rouse, kick-start, mop, ventilate, print, facilitate, terminate, return, wrap, permit, educate, insult, pollute, agitate, pin

Two verb classes were particularly difficult to annotate: experiencer verbs and verbs that belong to the Locatum Subject Alternation (LSA). For experiencer verbs (amuse, endear, upset), their participation in ISA depends on the extent of intentionality associated with the event: If the agent in (5-a) uses her stories to achieve an intended goal of amusing someone, then her stories can be considered an instrument. (5-b), however, leaves the degree of intentionality open and only describes a change of state. Annotators assigned labels to sentences without context, and thus had to use sentence content and world knowledge to decide how likely each of these cases were to involve intentionality on the part of the agent.

(5) a. She amused me with her stories. b. Her stories amused me.
Verbs that belong to the Locatum Subject Alternation (Levin, 1993) (bombard, decorate, smother) allow a locatum – an entity whose location is described by the verb – to appear either in a with-phrase or in the subject position (see (6)). Levin and Rappaport (1988) argue that locatum with-phrases may be interpreted as instrument phrases, but they may also be combined with an additional with-phrase containing an instrument, in which case the locatum element is not an instrument. Furthermore, the subject pattern may also receive a stative interpretation, which would also exclude ISA. In our data, LSA verbs usually appeared in locatum contexts as well as in instrument contexts.

Some new ISA candidates do not take a lexically obligatory instrument. For instance, the event described by infect can be achieved with or without the use of an instrument, intentionally or unintentionally. It was labeled as belonging to ISA even though its instrument argument is optional.

The new ISA candidates do not exhibit a strict selectional preference on the semantic type of instruments. While prototypical instruments (like hammer in (1) or spoon in (2)) are typically concrete objects, this was not always the case for instrument arguments of our candidates. For instance, one observed instrument for the verb shape is our ideas, which describes an abstract set of entities. Annotators viewed this as a felicitous instrument for that verb: In the situation described by the sentence, the ideas were used by an explicit or implicit agent to bring about the event described by the verb shape. Events were also occasionally used as instruments (e.g. kick to the shin as instrument for incapacitate).

The diversity of possible semantic types of instruments is one of the challenges of identifying new ISA verbs: Instruments can be either canonical to a verb (e.g. opening a door with a key), objects that receive an instrument function by way of coercion (e.g. opening it with a crowbar), or events that precede or accompany the event described by the verb and thus facilitate it (e.g. opening it with a kick).

Most non-candidates found in our experiments appeared with with-phrases that signified something other than instrument usage, e.g. accompaniment. with is a highly polysemous preposition; the Preposition Project (Litkowski and Hargraves, 2006) lists 10 main senses.8 Such verbs superficially seem to instantiate the constructions associated with ISA and are accordingly labeled as such by the classifier, but do not carry the corresponding semantics, and are thus bad candidates for the alternation.

Issues of attachment ambiguity, where the parser has to decide whether a with-phrase is attached under the verb or under an object or another element in the sentence, were mostly circumvented by our original corpus filter that only selected sentences with with-phrases directly under the verb.

### 3.2.2 Discussion of new CIA candidates

The verbs in (7) were found to be new candidates for CIA across both full and reduced corpora: 13 strong and 22 weak candidates, with a relatively low annotation effort (appr. 3 hours per annotator).

(7) a. **Strong candidates:** convulse, merge, resume, commence, dress, stall, deploy, panic, prick, spin, ruffle, spill, start

b. **Weak candidates:** award, disconnect, circulate, stick, delight, curl, spell, spread, depress, queue, relocate, label, transfer, engage, pass, still, graduate, bubble, pitch, bounce, spring, stream

The CIA annotation resulted in a smaller set of new alternation candidates than the ISA annotation. This is partially due to its smaller initial training set (408 for ISA, 331 for CIA); furthermore, the CIA classifier already performed reasonably well on the initial training data – most iterations did not yield as many as 40 false positives, which also explains why annotation took less time for CIA.

The new CIA candidates resume, commence, start belong to the VerbNet class begin-55-1. While that class has no explicit causative frame, Levin (1993) does state that some members of the Begin class of verbs participate in the causative-inchoative alternation. Our setup identified these alternating verbs independently and without annotators consulting Levin or VerbNet, which shows that our approach is successful at identifying verbs that are also discussed as good alternation candidates in the literature.

---

8The list of senses is available at [https://web.archive.org/web/20191203143759/http://www.clres.com/cgi-bin/onlineTPP/find_prep.cgi?lemma=with](https://web.archive.org/web/20191203143759/http://www.clres.com/cgi-bin/onlineTPP/find_prep.cgi?lemma=with).
The new candidates *spread, circulate, relocate, transfer, pass, bounce, spring* relate to physical state changes. Such verbs seem to be particularly well-suited for CIA, since this type of state change can be induced either by an agent (causative use) or by the theme itself (inchoative use).

Most non-candidates were not verbs with non-obligatory arguments, as we expected, but rather verbs for which many corpus sentences were misparsed. This was often the case for verbs with noun homographs, such as *ruin, limit, paint, sequence, guess, treat, axe, scream.*

### 3.3 Limitations and Future Work

An open issue with our approach to both alternations is the impact of ambiguity and polysemy on the reliability of our results. The observed usages in different syntactic patterns for each verb do not necessarily involve the same sense: In the current setup, we do not distinguish word senses, and thus cannot verify whether the observed instances actually relate to the same lexical item. A word sense disambiguation (WSD) step may help; however, WSD is usually applied on the document level or based on immediate sentence context (Raganato et al., 2017), neither of which is available in ENCOW.

Our use of corpus data allows us to identify new alternation candidates with some success, but our annotation scheme is not suited for the explicit identification of non-alternating verbs. The absence of usages of a given verb in a particular syntactic pattern in our corpus does not entail the infelicity of that pattern for the given verb. This is a well-known issue in corpus linguistics (Kübler and Zinsmeister, 2014).

Furthermore, the work described here relies on two annotators. While the results are promising, this proof-of-concept requires an extension involving more annotators, which will yield more reliable results. Another possible improvement is the development of a more detailed annotation scheme (including, for instance, a confidence score for the annotator and/or an estimate of the degree of polysemy for the verb in the presented corpus examples). However, this would also increase the required annotation effort.

### 4 Conclusion

The contribution of this work is two-fold. First, we present feature-based classifiers for the instrument subject alternation and the causative-inchoative alternation. Second, we show that an iterative, hybrid approach to identifying alternations involving a classification step and a manual annotation step is a promising way to find more alternating verbs.

Our classifiers outperform the baseline for both alternations (by a small margin for CIA and a larger margin for ISA). Our features are good predictors of the alternations, even though our data makes the tasks particularly challenging because both positive and negative instances are observed in all relevant syntactic patterns in our corpora. The best performance on the alternation identification task is achieved with vector-based features for ISA, and perplexity-based features for CIA. The features are derived from corpora in an unsupervised (vec) or semi-supervised (pplx) manner, which means that our approach can be transferred to similar phenomena. The pplx features in particular seem to be a reliable approximation of the felicity of alternate sentences constructed from original corpus data.

Our gold data from VerbNet only contains positive instances, but no reliable negative instances. Our manual annotation step allows us to verify whether hypothesized negative examples are truly negative instances, or instead good candidates for the alternation that should be added to the positive set. The combination of our classification step and annotation step minimizes the necessary annotation effort while leading to a number of new alternation candidates.
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