Examination of background effects on light-nuclei yield ratio in relativistic heavy-ion collisions
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The light-nuclei yield ratio is one of the candidates to probe the critical fluctuations of hot QCD matter. In this paper, we investigate the background effects, namely the non-critical effects coming from the non-trivial thermal background, on the light-nuclei production within the framework of the coalescence model. Specifically, we analyze the impact of the equilibrium phase-space distribution function of nucleons, \( f(\mathbf{r}, \mathbf{p}) \), on the light-nuclei yield ratio \( N_t N_p N_d / N_A^2 \), where \( N_t \), \( N_p \), and \( N_d \) denote triton, proton, and deuteron yields. By considering the characteristic function of the phase-space distribution, we systematically expand the yield of light nuclei of \( A \)-constituent nucleons, \( N_A \), in terms of the phase-space cumulants, \( \langle r^m p^n \rangle_c \). We find that the cumulants up to the second-order are canceled out in the generalized ratio \( N_p^m N_t N_d / N_A^2 \). This means that the dominant background effects including the fireball size, the kinetic freeze-out temperature, and the coordinate–momentum correlations caused by the radial expansion play an insignificant role in the yield ratio, which supports the yield ratio as a useful tool for the critical-point search. We also show several examples of background phase-space distributions for the qualitative illustration. The higher-order cumulants, which correspond to the non-Gaussian shape of the phase-space profile, play an important role in the variation of the yield ratio particularly for smaller fireball sizes. Qualitatively, the spatial structure of the background decreases the yield ratio, and the azimuthal anisotropy \( v_n \) increases it. The higher order of the azimuthal anisotropy causes a larger effect on the yield ratio. These results call for the comprehensive future studies of the yield ratio using sophisticated dynamical models.

I. INTRODUCTION

The exploration of the phase structure of Quantum Chromodynamics (QCD) is one of the main goals of the relativistic heavy-ion experiment [1–6]. The lattice QCD simulations [7–10] have revealed that the transition from the hadron gas to the quark–gluon plasma is a crossover at the vanishing baryon chemical potential (\( \mu_B \approx 0 \)). Meanwhile, calculations based on effective theories of QCD [11–18] conjecture the existence of a critical point along with the first-order phase transition at finite chemical potential and temperature. In the vicinity of the phase transition, various variables strongly fluctuate and could influence the experimental measurements [19–25]. For instance, the higher-order cumulants of event-by-event multiplicity distribution for the net-proton number measured in the RHIC Beam Energy Scan program exhibit non-monotonic behavior with the varying colliding energy [26, 27], which is claimed as an indication of a potential discovery of the critical point [28].

Besides the multiplicity fluctuations of the net-proton number, the yield ratio of the light nuclei \( N_t N_p N_d / N_A^2 \) obtained by combining the data from NA49 [29, 30], STAR [32, 33], and ALICE [34] also exhibits a non-monotonic behavior as a function of the collision energy. Light nuclei are loosely bounded objects with small binding energy, such as 2.2 MeV for deuteron \( d \) and 8.4 MeV for triton \( t \). Their productions are typically described by the coalescence model [35–38] or the thermal model [39–42] depending on the assumption that the light nuclei are formed at the chemical or kinetic freeze-out. Within the framework of the coalescence model, the light nuclei...
are formed at the kinetic freeze-out surface from the nu-
cleons close to each other in the phase-space because of
the small binding energy [59, 43]. It was also pointed
out that the production of light nuclei is related to the
relative neutron density fluctuations [28, 44–46], and the
non-monotonic behavior may arise from the existence of
the critical point [28, 44–50]. In this direction, intensive
studies focus on the light-nuclei production in rela-
tivistic heavy-ion collisions [51, 58]. However, the in-
terpretation of the observed non-monotonic behavior of
light-nuclei ratio from dynamical models near the phase
transition is still under debate (see e.g., Ref. [59] for a
recent review). One of the complexities comes from the
dynamics near the phase transition, which is expected to
have a large impact on the phase-space distribution at
the freeze-out surface. Different dynamical models near
the critical point and the first-order phase transition have
been developed [4, 60–65], but the quantitative compar-
tion with the experimental measurement requires more
sophisticated dynamical modeling, including the equa-
tion of state with a critical point, the proper description
of state with a critical point, the first-order phase transition as well as the resonance
decays at the later hadronic stage, etc.

Another complexity of using the light-nuclei produc-
tion to probe the critical fluctuations is the contam-
ination from the non-critical ones, which we call the
background contributions hereafter. In general, the
light-nuclei production depends on the coordinate- and
momentum-dependence of the emission source [66], which
is roughly related to the size of the fireball and the scale
of the homogeneity length \( l \) [67, 69]. Various factors in-
fluence the light-nuclei yields, including the geometry of
the fireball, flow-induced correlations, and resonance de-
cays [70, 71] besides the critical fluctuations. Within
the framework of the coalescence model, the light-nuclei
yields are determined by the phase-space distribution of
the nucleons, \( f(r, p) \), which receives the contribution
\( \delta f_\text{c} \) from the critical fluctuations as
\[
\delta f(r, p) = f_0(r, p) + \delta f_\text{c}(r, p) \quad [22, 23] \quad \text{[72, 73].}
\]
For the systems not close to the critical point, the magnitude of critical contributions
\( \delta f_\text{c}(r, p) \) is expected to be smaller than the background
one \( f_0(r, p) \) and make the effects of \( \delta f_\text{c} \) indistinguishable
in the yield. From another point of view, as the signal,
the typical scale of the enhanced critical fluctuations is
characterized by the Kibble–Zurek length \( l_{KZ} \) which
is typically smaller than the scale of the homogeneity length
\( l \) [74, 75] (see also the scale separation of correlation length and homogeneity length \( \xi \ll l \) [76, 77]).

Within the existing analyses of the coalescence mod-
els, the light-nuclei production has been studied with
the assumption of small coordinate–momentum correla-
tion [28, 44–45], so that the non-trivial background effects
are negligible in the yield. For example, the coordinate–
momentum correlation is typically caused by the col-
llective flow. When the background flow can be con-
sidered uniform within the size of a light nucleus, we
may calculate the yield in the local rest frame where the
coordinate–momentum correlation becomes small. In
these studies, the light-nuclei yield was found to be sen-
titive to the correlation \( \langle \delta \rho_{p,n}(r) \delta \rho_{p,n}(r) \rangle \) of the den-
sity fluctuation \( \delta \rho_{p,n}(r) \equiv \rho_{p,n}(r) - \langle \rho_{p,n}(r) \rangle \) from the
eraverage density of protons or neutrons \( \langle \rho_{p,n}(r) \rangle \), where
\( \langle \cdots \rangle \equiv \frac{1}{V} \int \frac{d^3r}{3} \cdots \) denotes the average over the coor-
dinate space. The light-nuclei ratio, \( N_l/N_p/N_\text{A}^2 \) [28],
was found to be sensitive to the relative density fluctuations
normalized by the mean density, which is in turn sensi-
tive to the fluctuations induced by the phase transition,
and expected to reach a peak at the critical point [40].
In this existing analysis, a part of the background effect
coming from the system size is effectively eliminated in
the ratio, yet the effect of the inhomogeneous background
at the scale of the light-nuclei size is not considered.

However, in the realistic collision reactions, the back-
ground fireballs are not uniform and static but have
finite-size non-trivial shapes and also flows induced by
the pressure gradient. The non-uniform background pro-
files of the short scale close to the light-nuclei sizes can
be important, in particular, in smaller collision systems
and peripheral collisions. Even in the central collisions,
the background effect can be important near the edge
of the fireball where the gradient of the flow becomes
large. Also, the event-by-event fluctuations coming from
the nucleon distribution in the colliding nuclei may in-
duce the flow fluctuations of shorter scales. In such sit-
uations, the background contributions no longer exactly
cancel with each other in the yield ratio; It is non-trivial
how these background configurations affect the yield ra-
tio. To interpret the experimental data of the yield ratio,
we need to settle these background effects as a baseline.
In this work, we investigate the background effects on the
light-nuclei yields and their ratios by considering how the
phase-space distribution plays a role there. As we focus
on the background effects in this paper, we do not con-
sider the critical fluctuations in the present analysis. We
leave the extension with the critical fluctuations in the
coming paper, Ref. [78].

Our main strategy in this paper is (i) to define the
phase-space cumulants, symbolically denoted as \( (r^m p^n)_\text{c} \),
using the characteristic function \( \phi(t) \) in probability
theory, and (ii) to decompose the phase-space distribu-
tion \( f_{p,n}(r, p) \) in terms of the phase-space cumu-
ulants, and (iii) to study the dependence of the light-
nuclei yield ratio on the phase-space cumulants. Here,
\( \langle \cdots \rangle = \int \frac{d^3r}{3} \frac{d^3p}{3} f_{p,n}(r, p) \cdots \) is the phase-space average
weighted by the phase-space distribution, and \( \langle \cdot \cdot \cdot \rangle_\text{c} \)
represents some “connected” contributions explained later.
One of our findings is that light-nuclei yields \( N_A \) and \( N_B \)
with different mass numbers \( A \) and \( B \) (i.e., the numbers
of the constituent nucleons) share a similar factor car-
ying the dominant contribution from the second-order
cumulants, which can be exactly canceled in the yield
ratios, such as \( N_l/N_p/N_\text{A}^2 \) and \( N_B^{A-1}N_A^{B-1}/N_B^{A-1} \),
assuming the same light-nuclei radii. The resulting yield
ratios are insensitive to the size of the fireball and to the
coordinate–momentum correlation caused by the col-
llective expansion, up to the second order in the phase-space
cumulants. On the other hand, the higher-order phase-space cumulants, which correspond to the non-Gaussian nature of the phase-space distribution, do not cancel with each other in the yield ratio. We conclude that the non-Gaussian shape in the phase-space distribution plays an important role in the interpretation of the observed non-monotonic behavior of the light-nuclei yield ratio [33, 51].

This paper is organized as follows: After briefly introducing the light-nuclei production in the coalescence model in Sec. II, we introduce the standardized Jacobi coordinates for the Wigner function in Sec. III for later convenience. In Sec. IV, we derive the light-nuclei production in terms of the phase-space cumulants and discuss the yield ratio. In Sec. V, we see various examples of the background phase-space distribution including the Gaussian (Sec. VA), Woods–Saxon (Sec. VB), and the double-Gaussian (Sec. VC) spatial profiles as well as the Gaussian profile with the radial expansions (Sec. VD) and anisotropic flows (Secs. VE and VF). Finally, we summarize and conclude this paper in Sec. VI.

II. LIGHT-NUCLEI PRODUCTION IN THE COALESCENCE MODEL

In the coalescence model [35–38], the production of the light-nuclei is determined by the overlap of the phase-space distribution functions of nuclei $f_i(r, p)$ with the Wigner function $W_A({\{r_i, p_i\}_{i=1}}^A)$ of the nucleus at the freeze-out:

$$N_A = g_A \int \prod_i^A d^3r_i d^3p_i f_i(r_i, p_i) W_A({\{r_i, p_i\}_{i=1}}^A),$$

where $g_A = (2s + 1)/2^A$ is the statistical factor with spin $s$ for nuclei of the mass number $A$ [29]. It should be noted here that the light-nuclei yield measured in experiments corresponds to the number of nuclei with the finite acceptance of e.g. rapidity. To calculate the quantitative yields that can be directly compared with the data, we need to introduce constraints of the total momentum in the integration domain of momenta $\int d^3A p$. Currently, we focus on the qualitative nature of the background effects. We thus integrate over the whole range of the momentum for simplicity assuming that the qualitative behavior is not largely affected by the finite acceptance.

The Wigner function $W_A({\{r_i, p_i\}_{i=1}}^A)$ is obtained by the Wigner transform of the wave function, which is assumed to be the spherical harmonic-oscillator wave function [67] [80]:

$$W_A({\{r_i, p_i\}_{i=1}}^A) = 8^{A-1} \exp \left[ -\sum_{i=1}^{A-1} \frac{R_i^2}{\sigma_{(i)}^2} + \frac{1}{2} \sum_{i=1}^{A-1} \sigma_{(i)}^2 P_i^2 \right],$$

where the relative coordinates and momentum, $R_i$ and $P_i$, are defined in the Jacobi coordinates with the mass of $i$-th nucleon being $m_i$ [37] [81] [82]. In this work, we assume $m_1 = \cdots = m_A = m$ since we focus on the light nuclei which consist of protons and neutrons with almost the same masses. In this case, the Jacobi coordinates are simply written as

$$\begin{align*}
(R_i, P_i) &= \sqrt{\frac{i}{i+1}} \left[ \sum_{j=1}^{i} (r_j, p_j) - (r_{i+1}, p_{i+1}) \right], \\
(i &= 1, \ldots, A - 1), \\
(R_A, P_A) &= \frac{1}{\sqrt{A}} \sum_{j=1}^{A} (r_j, p_j),
\end{align*}$$

The width parameter for the Wigner function is $\sigma_{(i)} = (m_i \omega)^{-1/2} = (m_\omega)^{-1/2}$, where the harmonic-oscillator frequency $\omega$ is related to the root-mean-square radius $r_A$ of the nucleus $A$ [37] as

$$\sigma_{(1)}^2 = \cdots = \sigma_{(A)}^2 = \frac{2A}{3(A - 1)} \sigma_A^2 \equiv \sigma_A^2.$$

For example, the values of the width parameters for deuteron, triton, and helium-4 are $\sigma_d = 2.26$, $\sigma_t = 1.59$, and $\sigma_{He} = 1.37$ fm [83], respectively. In this work, we assume the same light-nuclei radii $\sigma_d \simeq \sigma_t \simeq \sigma_{He}$ or $\sigma_A \simeq \sigma_d$ (for the nuclei $A$ and $B$) unless otherwise specified.

In relativistic heavy-ion collisions, the phase-space distributions $f_{p,n}(r, p)$ fluctuate from event to event. In this study, we consider a single phase-space distribution which can be, for example, identified as the average phase-space distribution over collision events:

$$\bar{f}_{p,n}(r, p) = \langle f_{p,n}(r, p) \rangle_{\text{ev}}.$$

This means that we miss possible effects of the event-by-event fluctuations in the present analysis. In fact, the effect of the event-by-event fluctuations on the phase-space distribution, and in turn on the two-point correlation, has been addressed in Hanbury-Brown–Twiss (HBT) femtoscopy [84] [85], especially for the third-order oscillations of the HBT radii which is found to be sensitive to the initial state fluctuations [85]. Thus we anticipate that the event-by-event fluctuations can be important also in the light-nuclei yields yet leave it for future study as we focus on the average part of the background effects in this work.

For simplicity of the notation, we use $f_{p,n}(r, p)$ to represent the average phase-space distribution hereafter. For the present study, we do not consider the isospin asymmetry, and thus $f(r, p) = f_p(r, p) = f_n(r, p)$.

A. Example for Gaussian phase-space distribution

Here, we demonstrate an example of the light-nuclei yields under a simple Gaussian phase-space distribution and observe the result. Following Refs. [13] [80] [88], we assume the following form of the phase-space distribution:

$$f(r, p) = \frac{1}{\sqrt{(2\pi\hbar)}^3} \exp \left[ -\frac{1}{2} \sum_{i=1}^{3} \frac{r_i^2}{\sigma_{i}^2} - \frac{1}{2} \sum_{i=1}^{3} \frac{p_i^2}{\eta_{i}^2} \right].$$

where $\sigma_{i}$ and $\eta_{i}$ are the size parameters of the light-nuclei and $\hbar$ is the Planck constant. The moments of the distribution can be calculated as

$$\sum_{i=1}^{3} \frac{r_i^2}{\sigma_{i}^2} = \sum_{i=1}^{3} \frac{p_i^2}{\eta_{i}^2} = \frac{1}{2} \sum_{i=1}^{3} \frac{r_i^2 + p_i^2}{\sigma_{i}^2 + \eta_{i}^2} = \bar{R}_i^2 = \bar{P}_i^2.$$
with Gaussian forms in both momentum and position space:

\[
f(r, p) = \frac{\rho_0}{(2\pi mT)^{3/2}} \exp\left(-\frac{r^2}{2R_s^2}\right) \exp\left(-\frac{p^2}{2mT}\right),
\]

where \( T \) is the freeze-out temperature, \( R_s \) is the typical fireball size in the coordinate space, and the core density \( \rho_0 = N_p/(2\pi R_s^2)^{3/2} \) is fixed as a normalization parameter to satisfy \( N_p = \int d^3r d^3p f(r, p) \).

With such a phase-space density, the light-nuclei yield (4) is reduced to simple Gaussian integrations (see Appendix A) so that the result reads

\[
N_d = g_d N_p^2 \left[ \left( R_s^2 + \frac{\sigma_d^2}{2} \right) (mT + \frac{1}{2\sigma_d^2}) \right]^{-\frac{3}{2}},
\]

(8)

\[
N_t = g_t N_p^2 \left[ \left( R_s^2 + \frac{\sigma_t^2}{2} \right) (mT + \frac{1}{2\sigma_t^2}) \right]^{-3}.
\]

(9)

Here, we find that these light-nuclei yields exactly cancel with each other in the yield ratio if the effects of the different nuclei-nuclei sizes \( \sigma_d \) and \( \sigma_t \) are assumed to be negligible compared to the terms \( R_s^2 \) and \( mT \). As a result, the yield ratio becomes a constant effect of different light-nuclei sizes for the yield ratio in the next sections. We also check the phase-space distribution to establish a physical picture analytically approach the light-nuclei production for the general dynamic models to calculate the light-nuclei production considered specific phase-space distributions from hydrodynamic works \([52, 53, 89]\) have already numerically confirmed as fully captured by a simple Gaussian form. Existence, however, hydrodynamic expansions and anisotropic flows induce strong coordinate–momentum correlations. Another missing ingredient is the detailed structure of the phase-space profile of the fireballs, which cannot be fully captured by a simple Gaussian form. Existing works \([52, 53, 89]\) have already numerically considered specific phase-space distributions from hydrodynamic models to calculate the light-nuclei production in relativistic heavy-ion collisions, but we rather analytically approach the light-nuclei yields for the general phase-space distribution to establish a physical picture of the relation between the background profile and the yield ratio. We will address these non-trivial ingredients for the yield ratio in the next sections. We also check the effect of different light-nuclei sizes \( \sigma_t \neq \sigma_d \) later.

### III. STANDARDIZED JACOBI COORDINATES FOR THE WIGNER FUNCTION

As explained in Sec. III, the probability for the production of light nuclei is determined by the relative distance in the phase-space, which is characterized by the Wigner function. To take advantage of this property, we here introduce new variables, reorganize the notation, and observe interesting consequences which play an important role in later sections.

Also, to consider the coordinate–momentum correlation, it is convenient to introduce a uniform notation for \( r_i \) and \( p_i \). We here rescale the phase-space coordinates \((r, p) \in \mathbb{R}^6 \) and redefine it as \( z \in \mathbb{R}^6 \):

\[
(z_1, z_2, \cdots, z_A)^T = \sqrt{2} \left( \frac{r_1}{\sigma_A}, \frac{r_2}{\sigma_A}, \cdots, \frac{r_A}{\sigma_A}, \sigma_A p_1, \sigma_A p_2, \cdots, \sigma_A p_A \right)^T.
\]

(10)

The corresponding relative distance \( Z \) is defined as

\[
(Z_1, Z_2, \cdots, Z_A)^T = \sqrt{2} \left( \frac{r_1}{\sigma_A}, \frac{r_2}{\sigma_A}, \cdots, \frac{r_A}{\sigma_A}, \sigma_A p_1, \sigma_A p_2, \cdots, \sigma_A p_A \right)^T,
\]

(11)

with which the Wigner function (2) is re-expressed as

\[
W_A(\{r_i, p_i\})_{i=1}^A = 8^{A-1} \exp \left[ -\frac{1}{2} \sum_{i=1}^{A-1} Z_i^2 \right].
\]

(12)

Here, \( Z_i \) are identified to be the standardized variables of the Gaussian form in the Wigner function, i.e., the Gaussian widths of \( Z_i \) are standardized to unity. In this notation, the transformation (3) between \((R_i, P_i)\) and \((r_i, p_i)\) takes a simpler form:

\[
Z_i = \sqrt{\frac{i}{i+1}} \left( \frac{1}{i} \sum_{j=1}^i z_j - z_{i+1} \right), \quad Z_A = \frac{1}{\sqrt{A}} \sum_{i=1}^A z_i.
\]

(13)

This linear transformation \( O: Z_i = \sum_{j=1}^A O_{ij} z_j \) between \( Z_i \) and \( z_i \) is an orthogonal transformation, i.e., \( O^T O = 1 \), so that the “norm” is preserved:

\[
\sum_{i=1}^{A-1} Z_i^2 + Z_A^2 = \sum_{i=1}^A Z_i^2 = \sum_{i=1}^A z_i^2.
\]

(14)

This means that the cross terms \( z_i \cdot z_j \) which originally appeared in the Wigner function (12) when \( Z_i \) are expanded in terms of \( z_i \), exactly cancel with those that appear from \( Z_i^2 \). This property is expected from the original idea of the Wigner function written in the relative coordinates (3). The property can be ultimately attributed to the translational invariance of the interaction between the constituent nucleons against the center-of-mass motion, which enables us to write the nuclear interaction using only the relative coordinates between the nucleons, \( Z_i \) \((i = 1, \ldots, A - 1)\). For this reason, for the harmonic-oscillator Wigner function, the Jacobi coordinates \( Z_i \) are useful to separate the center-of-mass motion.
from the total squared distance $\sum_{i=1}^{A} z_i^2$:

$$\sum_{i=1}^{A} (z_i - \bar{Z}_{\text{cm}})^2 = \sum_{i=1}^{A} z_i^2 - A\bar{Z}_{\text{cm}}^2 = \sum_{i=1}^{A} z_i^2 - \sum_{i=1}^{A-1} Z_i^2, \quad (15)$$

where $\bar{Z}_{\text{cm}} \equiv (1/A) \sum_{i=1}^{A} z_i = Z_A / \sqrt{A}$ is the centerofmass coordinates, which disappears in Eq. (12). The transformation from the phase-space coordinates $z_i$ to the Jacobi coordinates $Z_i$ leads to the expression in which the center-of-mass motion of the nucleus is explicitly separated from the internal motion of the nucleons.

Finally, the Jacobian determinants for the transformation from $(r_i, p_i)$ to $z_i$ and $Z_i$ are given by

$$s^A \prod_{i=1}^{A} d^3 r_i d^3 p_i = 8^A \prod_{i=1}^{A} d^3 R_i d^3 P_i = \prod_{i=1}^{A} d^6 z_i = \prod_{i=1}^{A} d^3 Z_i.$$

IV. PHASE-SPACE DISTRIBUTION AND LIGHT-NUCLEI PRODUCTION

We have observed in Sec. [1A] that the Gaussian phase-space profile $f(r, p)$ produces a constant yield ratio. We anticipate that the deviation of the phase-space distribution from the Gaussian profile would give corrections to the yield ratio. Here, the goals are to systematically decompose the expression of the light-nuclei yield into the Gaussian part and the deviation and to investigate the impact of the deviation on the yield ratio. One of such methods can be formulated by considering the cumulants of the phase-space distribution. We here introduce a new formalism of writing the light-nuclei yield down in terms of various orders of cumulants of the phase-space variables $(r, p)$.

A. Characteristic function and cumulants

In this subsection, we summarize the basics of the characteristic function and the cumulants. The readers who are familiar with them can safely skip this subsection. In probability theory, an arbitrary distribution, $\rho(z)$ (where $z \in \mathbb{R}^m$), can be specified by the corresponding character function, which is nothing but the Fourier transform of the probability density function:

$$\phi(t) = \langle e^{iz \cdot t} \rangle = \int d^m z \rho(z) e^{iz \cdot t}. \quad (16)$$

When the distribution has bounded moments, the characteristic function can be used as the moment-generating function, where the parameter $t$ plays an analogous role of an “external field” coupled to the random variable $z$.

The logarithm of the characteristic function is known as the second cumulant-generating function:

$$\ln \phi(t) = \sum_{\alpha \in \mathbb{N}^m_0} \frac{C_{\alpha}}{\alpha!} (it)^\alpha. \quad (17)$$

For simplicity, we here introduced the multi-index notation $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_m) \in \mathbb{N}^m_0 = \{0, 1, 2, \ldots\}^m$ for the $m$ components of $z^\alpha$ or $t^\alpha$, where $t^\alpha$ is a shorthand for $t_{\alpha_1} t_{\alpha_2} \cdots t_{\alpha_m}$. Likewise, the symbols $|\alpha| \equiv \alpha_1 + \cdots + \alpha_m$ and $\alpha! \equiv \alpha_1! \cdots \alpha_m!$ denote the degree of the index and the factorials, respectively. The coefficient $C_\alpha \equiv (-i)^{|\alpha|} \ln \phi(t)|_{t=0}$ can be identified as the cumulant of $z$ of the order $|\alpha|$, $C_\alpha \equiv \langle z^\alpha \rangle_c$, which is defined as

$$\langle z^\alpha \rangle_c = \sum_{\beta} (|\beta| - 1)! (-1)^{|\beta|-1} \prod_{B \in \beta} \int d^m z \rho(z) \prod_{i \in B} X_i. \quad (18)$$

In the above summation and the products, $\beta$ runs through all the possible partitions of $\{1, 2, \ldots, |\alpha|\}$, $B$ runs through the list of blocks in the partition $\beta$, and $|\beta|$ is the number of blocks in the partition. In the case of $\alpha = 0$, there is no partition $\beta$ for the empty set so that $C_0 = \langle z^0 \rangle_c = 0$. The variables $X_i$ denote the multiset of $z$ weighted by the multiplicity $\alpha_i$, i.e.,

$$(X_1, X_2, \ldots, X_{|\alpha|}) = (z_1^{\alpha_1}, z_1^{\alpha_2}, \ldots, z_m^{\alpha_m}). \quad (19)$$

The second cumulant-generating function, $\ln \phi(t)$, can be compared with the generating functional of the connected diagrams, $W[J]$, in the field theory, and the cumulants can be regarded as the connected contributions of the moments which cannot be explained by the lower-order cumulants.

A remarkable fact is that, given that the cumulants of all the orders are well-defined and known and that the series (16) is convergent in a neighborhood of $t = 0$ (see Refs. [90, 91] for the necessary and sufficient condition called Carleman’s condition), the original distribution $\rho(z)$ can be uniquely reconstructed by the set of cumulants through the inverse Fourier transform of the characteristic function:

$$\rho(z) = \frac{1}{(2\pi)^m \sqrt{\det G}} \exp \left[ \sum_{\alpha \in \mathbb{N}^m_0} \frac{C_{\alpha}}{\alpha!} (it)^\alpha \right]. \quad (20)$$

which justifies the discussion using an arbitrary distribution just with moments and cumulants.

As an example, let us consider the general Gaussian distribution of $m$ variables:

$$\rho(z) = \frac{1}{\sqrt{(2\pi)^m \det G}} \exp \left[ -\frac{1}{2} (z - z_c)^T G^{-1} (z - z_c) \right], \quad (21)$$

with $z_c \equiv \langle z \rangle_c = \langle z \rangle$ and $G \equiv \langle zz^T \rangle_c = \text{Cov}_{zz}$ being the mean and the covariance matrix of $z$, respectively.
It is ready to calculate the all-order cumulants using the definition of the characteristic function \[16\]:
\[
\ln \phi(t) = iz_c \cdot t - \frac{1}{2} t^T G t,
\]
where we find that the cumulant-generating function only has two terms up to the second-order of \(t\). This means that all the higher-order cumulants \(\{C_\alpha\}_{|\alpha| \geq 2}\) vanish for the Gaussian distribution. In other words, all the higher-order cumulants can be regarded as the parameters of the non-Gaussian distortion of the distribution from the underlying Gaussian distribution. In this way, the distribution can be decomposed into the underlying Gaussian distribution specified by the cumulants up to the second order and the non-Gaussian components specified by the high-order cumulants. This is useful for the present purpose of studying the effect of the phase-space distribution deformation from the Gaussian distribution as discussed in Sec. II A.

### B. Formalism

Now, we can express the phase-space distribution of the nucleons in Eq. \([10]\) in terms of the various orders of cumulants. We define the distribution \(f(z_i)\) as a function of \(z_i\):
\[
f(z_i) d^3 z_i \equiv f(r_i, p_i) d^3 r_i d^3 p_i,
\]
so that \(f(z_i) = \left| \frac{\partial (r_i, p_i)}{\partial (z_i)} \right| f(r_i, p_i) = 8^{-1} \left| \frac{\partial (r_i, p_i)}{\partial (z_i)} \right|, \)
where \(\left| \frac{\partial (r_i, p_i)}{\partial (z_i)} \right|\) is the Jacobian determinant. The distribution is decomposed as
\[
\frac{f(z_i)}{N_p} = \rho(z_i) = \int \frac{d^3 t_i}{(2\pi)^6} e^{-it \cdot z_i} \exp \left[ \sum_{\alpha \in \mathbb{N}_0} \frac{C_\alpha}{\alpha!} (it_\alpha) \right],
\]
where the normalization \(N_p = N_n = \int d^6 z f(z)\) is given by the number of each nucleon species, \(z_i \in \mathbb{R}^6\) is the redefined position of \(i\)-th nucleon in 6-dimensional phase-space in Eq. \([10]\), and \(t_i\) is the corresponding Fourier conjugate with \(i = \{1, 2, \ldots, A\}\) representing the index of nucleons inside the light nuclei.

In this context, \(C_\alpha \equiv \langle z_\alpha \rangle_c\) is the cumulant of the phase-space variables \(z_i = \sqrt{2} (r_i / \sigma_A, p_i / \sigma_A)\) of the order \(|\alpha|\), where \(\langle \cdots \rangle = (1/N_p) \int d^6 z f(z) \cdots\) denotes the averaging over the phase-space under a single phase-space distribution \(f(r, p)\). It should be noted that these are completely different types of cumulants than the typical event-by-event cumulants of, e.g., the anisotropic flows or the multiplicity distribution for the net-proton number where \(\langle \cdots \rangle\) denotes the event-by-event average. In this paper, we call these cumulants of the phase-space variables the “phase-space cumulants” hereafter.

To calculate the yield, we substitute Eqs. \([12]\), \([23]\) and \([24]\) for Eq. \([1]\), perform the integration by \(\prod_{i=1}^A d^3 Z_i = \prod_{i=1}^A d^6 Z_i\), and obtain the following formula:
\[
N_A = g_A 8^{A-1} N_p A \int \left[ \prod_{i=1}^A \frac{d^6 T_i}{(2\pi)^3} \right] (2\pi)^3 \delta(0)(T_A)
\]
\[
\times \exp \left[ -\frac{1}{2} \sum_{i=1}^{A-1} T_i^2 + A \sum_{i=1}^A \sum_{\alpha \in \mathbb{N}_0} \frac{C_\alpha}{\alpha!} (it_\alpha) \right].
\]
In the above summation with respect to \(\alpha\), the term of \(|\alpha| = 0\) vanishes due to \(C_0 = 0\). The sum of the first-order terms of \(|\alpha| = 1\), which is proportional to \(T_A\), also vanishes due to the delta function \(\delta(0)(T_A)\). This is a consequence of the translational symmetry of the Wigner function for the center-of-mass motion. The second-order terms can be transformed by the orthogonal transformation \(T_i = O_i t_j\) as
\[
\sum_{i=1}^A \sum_{|\alpha| = 2} \frac{C_\alpha}{\alpha!} (it_\alpha) = -\frac{1}{2} \sum_{i=1}^A \sum_{|\beta, \gamma| = 1} C_{2(\beta, \gamma)} t_i \beta t_i \gamma
\]
\[
= -\frac{1}{2} \sum_{i=1}^A \sum_{|\beta, \gamma| = 1} C_{2(\beta, \gamma)} T_i \beta T_i \gamma,
\]
where \(C_{2(\beta, \gamma)} \equiv \langle z_\beta z_\gamma \rangle_c\) is the second-order cumulant. We used the property \(O^T O = 1\) to obtain the second line. Finally, the light-nuclei yield can be written in the form of the Gaussian integration:
\[
N_A = g_A 8^{A-1} N_p A \int \left[ \prod_{i=1}^A \frac{d^6 T_i}{(2\pi)^3} \right] \sum_{m=0}^{\infty} \left[ \mathcal{H}(\{T_i\}_{i=1}^A) \right]^m/m!
\]
\[
\times \exp \left[ -\frac{1}{2} \sum_{i=1}^{A-1} T_i^2 + A \sum_{i=1}^A \sum_{|\beta, \gamma| = 1} C_{2(\beta, \gamma)} + \delta_{\beta, \gamma} T_i \beta T_i \gamma \right],
\]
where \(\mathcal{H}\) contains the higher-order terms written as a polynomial of \(\{T_i\}_{i=1}^A\):
\[
\mathcal{H}(\{T_i\}_{i=1}^A) \equiv \sum_{k=3}^{\infty} \mathcal{H}_k(\{T_i\}_{i=1}^A)
\]
\[
\equiv \sum_{k=3}^{\infty} \sum_{i=1}^A \sum_{|\alpha| = k} \frac{C_\alpha}{\alpha!} [i((O^T T)_i \alpha)]^\alpha |_{T_A = 0}.
\]

When the distribution is sufficiently close to the Gaussian distribution so that the higher-order cumulants are sufficiently small, we may perturbatively calculate the yield using Wick’s theorem for the Gaussian integration, where \((C_{2(\beta, \gamma)} + \delta_{\beta, \gamma})^{-1}\) and \(\mathcal{H}_k\) are identified to be the analogs of the “propagator” and the “k-point coupling”, respectively. It should be noted that the cumulant expansions can be asymptotic expansions for the general distribution, so the perturbation might need to be explicitly truncated to a finite order for the optimal approximation. The lowest order with respect to \(m\) in Eq. \([27]\) reads
\[
N_A^{(0)} = g_A N_p A 8^{A-1} [\det(C_2 + L_0)]^{-(A-1)/2},
\]
where \( \det(C_2 + \mathcal{I}_6) \) is the determinant of the \( 6 \times 6 \) second-order cumulant \( C_2 \equiv C_2(\beta, \gamma) \) plus the identity matrix \( \mathcal{I}_6 \equiv \delta_{\beta, \gamma} \). In the context of the Hanbury-Brown–Twiss (HBT) effect for the two-particle correlation function, a similar formula for the size \( R_6 \) of the source function is known \cite{11, 68, 69, 92}. Although we do not explicitly perform diagrammatic calculations for the present study, when the higher-order cumulants are sufficiently small, the size of the higher-order corrections may be estimated as

\[
H_A \equiv \frac{N_A}{N_A^{(0)}} = 1 + \int \prod_{i=1}^{A-1} \xi_i^p T_i \exp[-\frac{1}{2} \xi_i (C_2 + \mathcal{I}_6) T_i] \sqrt{(2\pi)^6 \det(C_2 + \mathcal{I}_6)^{-1}} \times \sum_{m=1}^{\infty} \frac{[H((T_i)^{A-1})]_m}{m!} = 1 + \mathcal{O}(\{C_\alpha\}_{|\alpha| \geq 3}),
\]

and thus

\[
N_A = g_A N_p \left[ \frac{8N_p}{\sqrt{\det(C_2 + \mathcal{I}_6)}} \right]^{A-1} \cdot [1 + \mathcal{O}(\{C_\alpha\}_{|\alpha| \geq 3})].
\]

Here, it should be noticed that the magnitude of the higher-order correction \( H_A \) is determined by the higher-order cumulants \( \{C_\alpha\}_{|\alpha| \geq 3} \) while the lower-order cumulants \( C_2 \) do not directly contribute to the magnitude because the lower orders only appear in the width of the normalized Gaussian kernel in Eq. (30). In this way, in the expression of the light-nuclei yield \( N_A = N_A^{(0)} H_A \), we could successfully separate the contribution of the phase-space distribution into its underlying Gaussian component \( N_A^{(0)} \) (written in terms of the cumulants up to the second order) and non-Gaussian corrections \( H_A \) (essentially written in terms of the higher-order cumulants).

### C. Generalized yield ratio

In Eq. (31), the lowest-order of the light-nuclei yields of different mass numbers \( A \) share a common structure of \( N_A \propto \cdots \propto A^{-1} \), where \( \cdots \) is a common factor that does not depend on \( A \) (if we assume a common light-nuclei size \( \sigma_A \equiv \sigma \)). Motivated by this common structure, we may consider particular combinations of the product of light-nuclei yields to eliminate the background effect of the lowest order. In general, suppose the powers \( \{p_k\}_{k=1}^n \) for the mass numbers \( \{A_k\}_{k=1}^n \) satisfy the condition \( \sum_{k=1}^n p_k (A_k - 1) = 0 \), such a product can be constructed as

\[
R_{A_1, \ldots, A_n}^{p_1, \ldots, p_k} \equiv N_p \prod_{k=1}^{n_k} N_{A_k}^{p_k} = \left( \prod_{k=1}^{n_k} g_{A_k}^{p_k} \right) \left[ 1 + \mathcal{O}(\{C_\alpha\}_{|\alpha| \geq 3}) \right],
\]

where the lowest order is genuinely determined by the statistical factors \( g_{A_k} \). A useful case would be \( n_k = 2 \) with \( p_A = -(B - 1) \) and \( p_B = A - 1 \) for mass numbers \( A \) and \( B \):

\[
R_{A,B}^{A-1, B, A-1} = \frac{N_p^{B-1} N_A^{A-1}}{N_A^{B-1}} = g_A^{-1} g_B^{-1} [1 + \mathcal{O}(\{C_\alpha\}_{|\alpha| \geq 3})].
\]

In fact, this corresponds to the yield ratio \( R_{2,3}^{2,1} = N_2 N_p / N_3^2 \) \cite{25} with \( (A, B) \) being identified as \((2,3)\) and thus can be regarded as the generalization of the yield ratio that roughly eliminates the background effect. Therefore, the generalized yield ratio \( \{32\} \) gives the general formula for the light-nuclei yield ratios that are free from the background effects of the underlying Gaussian component of the background phase-space distribution. It should be noted that the effect of different numbers of protons and neutrons, \( N_p \neq N_n \), also cancels in the original yield ratio \( N_2 N_p / N_3^2 \) \cite{25} while it does not in e.g. \( N_2 N_p / N_3^2 \). If we expect the same nature of the generalized ratio \( \{32\} \), we may impose additional constraints on the nucleus species in the ratio to balance the number of protons and neutrons. More comprehensive studies on the isospin-asymmetry effect are left to the future study.

The dominant contribution from the second-order phase-space cumulants is canceled out in the ratios \( \{32\} \) and \( \{33\} \). Here, let us see what kind of information about the backgrounds has been physically eliminated. The second-order phase-space cumulants are explicitly written by the nucleon phase-space coordinates \((r, p)\) as

\[
C_2 = 2 \left( \frac{\langle rp^T \rangle}{\langle p^2 \rangle} \right) \left( \frac{\langle rp^T \rangle}{\sigma^2 \langle p^2 \rangle} \right),
\]

where

\[
\langle ab^T \rangle = \left( \frac{a_1 a_2 b_1 b_2 c \langle a_1 a_2 b_1 b_2 c \rangle}{\langle a_1 a_2 b_1 b_2 c \rangle} \right).\]

The diagonal components are the variances of coordinates \( \langle r^2 \rangle \) and momentum \( \langle p^2 \rangle \). The former corresponds to the size of the fireball, and the latter roughly corresponds to the effective temperature of the nucleon spectrum. On the other hand, the non-diagonal components contain the correlation among different \( r \)’s and \( p \)’s. These carry the information about the deformation of the fireball profiles in the coordinate and momentum space.

In particular, the coordinate–momentum correlation can be related to the radial flow, which will be further discussed in Sec. \( \ddagger \). This means that all of these background effects are canceled in the yield ratios so that the yield ratio becomes constant at the lowest order regardless of the background profiles.

Conversely, any non-constant behavior of the light-nuclei yield ratio coming from the background contributions can be attributed to the higher-order phase-space cumulants \( \{C_\alpha\}_{|\alpha| \geq 3} \), namely the non-Gaussian
shape of the background phase-space distribution. Such higher-order cumulants include \( \langle r^3 \rangle_c \) and momentum \( \langle p^4 \rangle_c \) as well as the higher-order space-momentum correlation \( \langle r^2 p^2 \rangle_c \). Here, we conclude that the non-Gaussian components of the background phase-space distribution, which are represented by the higher-order phase-space cumulants, play an important role in understanding the non-constant behavior of the yield ratio observed in experiments.

V. EXAMPLES OF BACKGROUND PHASE-SPACE DISTRIBUTIONS

In Sec. IVB we obtained the light-nuclei yield in terms of the phase-space cumulants \( C_\alpha \) with two assumptions: (i) the same width parameter of the Wigner function \( \sigma_A \equiv \sigma \) and (ii) the phase-space distribution being close to the Gaussian shape. We then demonstrated that the yield ratio is a constant up to the second-order phase-space cumulants, while the higher-order ones are important in the non-constant yield ratio.

To illustrate the result obtained in Sec. IV and also further investigate its physical properties, we here calculate the light-nuclei yield ratio \( N_i N_p / N_A^2 \) with different background distributions and observe its behavior. Note that the examples we employ in this section are toy models for illustrative purposes and qualitative discussions, which is far from the realistic one that can be used for the quantitative discussions. For the comprehensive modeling of the heavy-ion collision reactions, one should carefully tune the parameters of a realistic dynamical model that are sensitive to the non-Gaussian part of the phase-space density and compare the result with the non-monotonic behavior of the light-nuclei yield ratio in the experimental data.

A. Gaussian phase-space distribution and size effects

We first revisit the Gaussian example in Sec. IIA, where all the higher-order phase-space cumulants vanish and reinterpret it using the general formula (27). The second-order phase-space cumulants of the Gaussian phase-space distribution \( C_2 \) are

\[
C_2 = \begin{pmatrix} \frac{2R^2}{\sigma_A^2} & 0 \\ 0 & 2\sigma_A^2 mT \end{pmatrix},
\]

where \( I_3 \) is the \( 3 \times 3 \) identity matrix. The higher-order cumulants vanish: \( C_\alpha = 0 \) for \( \alpha \geq 3 \). The yields \( \rho_{N_p} \) can be now immediately obtained by using Eq. (27).

While we have already observed that a particular yield ratio \( N_i N_p / N_A^2 \) becomes a constant 4/9 under the assumption of a common light-nuclei size \( \sigma \) in Sec. IIA, we now found that the generalized yield ratios \( R_s \) and \( N_i \) also become constants for this Gaussian phase-space distribution. Here, let us further estimate the effect of the size differences of \( \sigma \) on the generalized yield ratio. The light-nuclei ratio for the general mass number \( A \) is written as

\[
N_A = g_A N_p^A \left[ \left( R_s^2 + \frac{\sigma_A^2}{2} \right) \left( mT + \frac{1}{2\sigma_A^2} \right) \right]^{-3(A-1)/2}.
\]

Now we represent the size-difference effect of \( \sigma_A \) by quantities \( \epsilon_A \) and \( \eta_A \) defined as

\[
R_s^2 + \frac{\sigma_A^2}{2} = (R_s^2 + \frac{\sigma_A^2}{2})(1 + \epsilon_A),
\]

\[
mT + \frac{1}{2\sigma_A^2} = (mT + \frac{1}{2\sigma_A^2})(1 + \eta_A),
\]

where \( \sigma^2 \) and \( \sigma'^{-2} \) are typical sizes of \( \sigma_A^2 \) and \( \sigma_A'^{-2} \), respectively, in the light-nuclei yield ratio. For example, in the case of the yield ratio \( N_i N_p / N_A^2 \), these can be specified as \( \sigma^2 \equiv (\sigma_A^2 + \sigma_A'^2)/2 \simeq 3.8 \text{ fm}^2 \) and \( \sigma'^{-2} \equiv (\sigma_d^2 + \sigma_t')/2 \simeq 0.30 \text{ fm}^{-2} \). Given typical values \( R_s^2 \sim 10^2 \text{ fm}^2 \) and \( mT \sim 1 \cdot 0.1 \text{ GeV} \sim 2.5 \text{ fm}^{-2} \), the size-difference effects are estimated as \( \epsilon_{d,t} \sim \pm 6.3 \times 10^{-3} \) and \( \eta_{d,t} \sim \pm 1.9 \times 10^{-2} \). Therefore it is allowed to estimate the size-difference effect in the generalized yield ratio \( (32) \) up to the leading order in \( \epsilon_A \) and \( \eta_A \):

\[
N_p^+ \sum_{k=1}^{n_k} p_k N_p^{A_k} \left[ \prod_{k=1}^{n_k} \rho_{A_k}^k \right] \times \left[ 1 - \frac{3}{2} \sum_{k=1}^{n_k} p_k (A_k - 1)(\epsilon_{A_k} + \eta_{A_k}) + O((\epsilon_A + \eta_A)^2) \right] \cdot \exp\left( -\frac{mT}{2} \right)
\]

Using this formula, the size-difference effect on, e.g., the yield ratio \( N_i N_p / N_A^2 \) can be estimated as \( N_i N_p / N_A^2 \sim (4/9)(1 - 7.5 \times 10^{-2}) \), which implies that the light-nuclei size difference is irrelevant for the typical fireball size of \( R_s \sim 10 \text{ fm} \).

B. Woods–Saxon distribution and higher-order cumulants

To see how the higher-order phase-space cumulants affect the yield ratio to produce non-constant behavior, we here adopt a widely-used functional form, the Woods–Saxon distribution. For illustrative purposes, we here assume that the phase-space distribution can be factorized into the momentum and position distributions, as is done in Refs. [44, 45], where all the momentum distributions are Gaussian. The phase-space distribution is parametrized as

\[
f(r, p) = \rho_{WS} \cdot \frac{1}{1 + \exp \left( \frac{r-R_0}{R_0} \right)} \cdot \frac{1}{(2\pi mT)^{3/2}} \exp \left( -\frac{p^2}{2mT} \right).
\]
The density is shown in units of fm\(^{-3}\). The parameters of the Woods–Saxon distribution are chosen as \(R_0 = 5.0\) fm and \(a_0 = 1.0\) fm. The width of Gaussian distribution is determined so that the root mean square of the radius matches that of the Woods–Saxon distribution: \(R_s \equiv \sqrt{\langle r^2 \rangle_{WS}} = 3.099\) fm. Assuming \(N_p = 1\), we obtain the normalization as \(\rho_0 = 2.133 \times 10^{-3}\) fm\(^{-3}\) and \(\rho_{WS} = 1.369 \times 10^{-3}\) fm\(^{-3}\) for Gaussian and the Woods–Saxon distributions, respectively.

where the parameters \(R_0\) and \(a_0\) are the nuclear radius and the skin-thickness parameter in the original context of the Woods–Saxon distribution for a nucleus. It should be noted that these parameters do not have these particular meanings for the present purpose but are rather treated as free parameters. The parameter \(\rho_{WS}\) is determined by the normalization \(N_p = \int d^3r d^3p f(r,p):\)

\[
\rho_{WS} = \frac{N_p}{8\pi a_0^3[- \text{Li}_3(- e^{R_0/a_0})]},
\]

where \(\text{Li}_n(\lambda) \equiv [1/(n - 1)!] \int_0^\infty t^{n-1} dt/(e^t/\lambda - 1)\) is the polylogarithm of the order \(n\). Fig. 1 compares the radial profile of the Woods–Saxon distribution with that of Gaussian distribution of the same root mean square of the fireball radius \(\sqrt{\langle r^2 \rangle}\).

The characteristic function is

\[
\phi(t) = e^{-\frac{1}{2}mT_r^2} \sum_{k=0}^{\infty} \frac{(it_r)^{2k}}{(2k)!} a_0^{2k} \frac{(2k+2)! \text{Li}_{2k+3}(- e^{R_0/a_0})}{2! \text{Li}_3(- e^{R_0/a_0})},
\]

where \(t_r\) and \(t_p\) are the coordinate and momentum part of the vector \(t\), and \(t_r \equiv ||t_r||\) is the norm. The moments that contain an odd index vanish due to the symmetry. The moments of even orders are

\[
\langle r^{2l+2m+2n} \rangle = \frac{a_0^{2|\alpha|}}{|\alpha| + 1} \left( \frac{|\alpha| + 2}{2! \text{Li}_3(- e^{R_0/a_0})} \right) \left( \frac{|\alpha|/2}{l, m, n} \right) \left( \frac{|\alpha|}{2l, 2m, 2n} \right) + 1,
\]

where \(|\alpha| = 2(l + m + n)\), and \(\binom{n}{a,b,c} \equiv n!/a!b!c!\) is the trinomial coefficient. The higher-order cumulants of the Woods–Saxon distribution that are constructed by these moments have non-vanishing values.

![FIG. 1. Comparison of Gaussian and the Woods–Saxon distributions of the same root mean-square radius.](image)

FIG. 1. Comparison of Gaussian and the Woods–Saxon distributions of the same root mean-square radius. The density is shown in units of fm\(^{-3}\). The parameters of the Woods–Saxon distribution are chosen as \(R_0 = 5.0\) fm and \(a_0 = 1.0\) fm. The width of Gaussian distribution is determined so that the root mean square of the radius matches that of the Woods–Saxon distribution: \(R_s \equiv \sqrt{\langle r^2 \rangle_{WS}} = 3.099\) fm. Assuming \(N_p = 1\), we obtain the normalization as \(\rho_0 = 2.133 \times 10^{-3}\) fm\(^{-3}\) and \(\rho_{WS} = 1.369 \times 10^{-3}\) fm\(^{-3}\) for Gaussian and the Woods–Saxon distributions, respectively.

The moments of even orders are determined so that the root mean square of the radius matches that of the Woods–Saxon distribution: \(R_s \equiv \sqrt{\langle r^2 \rangle_{WS}} = 3.099\) fm. Assuming \(N_p = 1\), we obtain the normalization as \(\rho_0 = 2.133 \times 10^{-3}\) fm\(^{-3}\) and \(\rho_{WS} = 1.369 \times 10^{-3}\) fm\(^{-3}\) for Gaussian and the Woods–Saxon distributions, respectively.

These are calculated for the common light-nuclei sizes \(\sigma_d = \sigma_t = 1.59\) fm. The freeze-out temperature and nucleon mass are assumed to be \(T = 0.1\) GeV and \(m = 0.939\) GeV. The solid horizontal line represents the case with the Gaussian-shaped density profile. The other curves are the cases with the Woods–Saxon shaped density profile with different parameters of the skin thickness \(a_0\). The band shows the statistical error of the Monte-Carlo integration. Oscillation is due to the statistical errors of the Monte-Carlo integration.

![FIG. 2. The light-nuclei yield ratio \(N_t N_p/N_d^2\) as functions of the root-mean-square radius of the coordinate profile, \(\langle r^2 \rangle\).](image)

These are calculated for the common light-nuclei sizes \(\sigma_d = \sigma_t = 1.59\) fm. The freeze-out temperature and nucleon mass are assumed to be \(T = 0.1\) GeV and \(m = 0.939\) GeV. The solid horizontal line represents the case with the Gaussian-shaped density profile. The other curves are the cases with the Woods–Saxon shaped density profile with different parameters of the skin thickness \(a_0\). The band shows the statistical error of the Monte-Carlo integration. Oscillation is due to the statistical errors of the Monte-Carlo integration.

We first consider the case of a common light-nuclei size: \(\sigma_d = \sigma_t = 1.59\) fm and obtain the light-nuclei yields
using the Monte-Carlo integration. In Fig. 2, we plot the light-nuclei yield ratio \( N_t/N_p \) with the Woods–Saxon distribution as a function of the variance \( \langle r^2 \rangle_c = \sum_{i=1}^{3} (r^2)_{c,i} \), together with the one obtained from the Gaussian-shaped density profile \( \rho_g \) for comparison. It shows that \( N_t/N_p/N_d^2 \) is unchanged as a function of \( \langle r^2 \rangle_c \) for the Gaussian-shaped density distribution, whereas \( N_t/N_p/N_d^2 \) decreases for the Woods–Saxon one. This shows the importance of the non-Gaussianity of the coordinate profile in the light-nuclei production.

We also check the behavior of the light-nuclei yield with the physical light-nuclei sizes. In Fig. 3, we plot the light-nuclei yield ratio \( N_t/N_p/N_d^2 \) with the physical values of \( \sigma_d = 2.26 \text{ fm} \) and \( \sigma_p = 1.59 \text{ fm} \) for the Gaussian and the Woods–Saxon coordinate profiles. With the physical light-nuclei sizes, the Gaussian case also becomes non-constant at the very small fireball sizes \( R_s \sim \sigma_d/4 \). In fact, the size-difference effect \( (37) \) becomes \( \epsilon(d) \simeq \pm 5.91 \times 10^{-2} \) at \( R_s = 3.0 \text{ fm} \), and the ratio increases by 27% as a consequence. The qualitative behavior of the Woods–Saxon case does not change compared to the case of the same sizes of deuterons and tritons.

### C. Double-Gaussian phase-space distribution

In more realistic setups, we may consider structures inside the fireballs caused by random nuclei distribution in the colliding nuclei. The double-peak structure by the incomplete baryon stopping depending on the collision energy is also an interesting background. Here we consider the case of two Gaussian baryon-number hot spots at \( r_1 \) and \( r_2 \) inside the fireball. We may choose \( (r_1 + r_2)/2 \) as the coordinate origin and \( r_1 - r_2 \) as the \( r_z \)-direction without loss of generality. The phase-space distribution is written by

\[
f(r, p) = N_p G(p; mT) \times G(r - aR_s e_z; R_s^2) + G(r + aR_s e_z; R_s^2),
\]

where \( G(x; s^2) \equiv (2\pi s^2)^{-3/2} \exp(-x^2/2s^2) \) is Gaussian distribution of the variance \( s^2 \), \( e_z = (0, 0, 1)^T \) is the unit vector in the \( r_z \)-direction. The parameters \( R_s \) and \( a = |r_1 - r_2|/2R_s \) specify the width and the relative separation of hot spots, respectively. Panel (a) of Fig. 4 shows the coordinate profile in the \( r_z \)-direction for different \( a \)'s, and panel (b) shows an example profile for \( a = 1.35 \).

The cumulant-generating function becomes

\[
\ln \phi(t) = -\frac{1}{2} R_s^2 t_r^2 - \frac{1}{2} mT t_p^2 + \ln \cos(aR_st_z),
\]

\[
= -\frac{1}{2} R_s^2 t_r^2 - \frac{1}{2} mT t_p^2 + \sum_{k=1}^{\infty} \frac{(it_z)^{2k}}{(2k)!} 2^{2k} (2^{2k} - 1) B_{2k} (aR_s)^{2k},
\]

where \( t_r, t_p, \) and \( t_z \) are the conjugate variables of \( r, p, \) and \( r_z \), respectively, and \( B_{2k} \) are the Bernoulli numbers.

FIG. 4. Panel (a) shows the profile of the double-Gaussian distribution for different \( a = |r_1 - r_2|/2R_s \). Panel (b) shows the \( r \)-\( z \) phase of the double-Gaussian profile of the space distribution \( f(r, 0)(2\pi)^3(R_s mT)^{3/2}/N_p \) for the case \( a = 1.35 (\alpha \approx 0.401) \).

\[ B_2 = 1/6, B_4 = -1/30, B_6 = 1/42, \ldots \]. The cumulants are the same as Sec. V A except for \( \langle r_z^{2k} \rangle_c \):

\[
\langle r_z^{2k} \rangle_c = 2 R_s^2 (1 + a^2),
\]

\[
\langle r_z^{2k} \rangle_c/R_s^2 = 2^{2k} (2^{2k} - 1) B_{2k} a^{2k}, \quad (k \geq 2).
\]

The analytical result of the light-nuclei yield is

\[
N_A = g_A N_p \left[ \left( R_s^2 + \frac{\sigma_A^2}{2} \right) \left( mT + \frac{1}{2\sigma_A^2} \right) \right]^{3(A-1)/2} \times \frac{1}{2^A} \sum_{r=0}^{A} \left( \frac{A}{r} \right) A^{1-(2r/A - 1)^2},
\]

where \( \left\langle \frac{\bar{A}}{r} \right\rangle \equiv A!/r!(A-r)! \) is the binomial coefficient, and \( A \equiv \exp(-\bar{a}^2/[2(1 + \sigma_A^2/2R_s^2)]) \) [see Appendix B for the derivation of Eq. (48)]. With the assumption of a common nuclei size \( \sigma_A = \sigma \), the light-nuclei yield ratio is

\[
\frac{N_t N_p}{N_d} = \frac{4}{9} \left( 1 + 3\alpha^{8/3} \right).
\]

Fig. 5 shows the yield ratio as a function of \( \alpha \in [0, 1] \). It becomes the Gaussian value \( 4/9 \) for \( \alpha = 0 \) and 1,
which correspond to the case \(a = \infty\) and 0, respectively. In the case of \(a = 1\) (\(a = 0\)), this is simply because the phase-space distribution is reduced to a single Gaussian distribution. An interesting case is \(a = 0\) (\(a = \infty\)) where we naturally expect the Gaussian value 4/9 because the phase-space distribution becomes the sum of two separate Gaussian distributions. Nevertheless, the higher-order cumulants do not vanish for these two separate Gaussian distributions. This means that the non-vanishing higher-order cumulants do not always lead to the deviation of the yield ratio. We see that the yield ratio becomes smaller with the intermediate values of \(a\) where there is spatial structures in a fireball. The yield ratio takes the minimum value at \(a = (\sqrt{3}/3\sqrt{33} + 17 - \sqrt{3}\sqrt{33} - 17 - 1)^{3/2}/\sqrt{27} \approx 0.401\), which corresponds to \(a \approx 1.35(1 + \frac{\sigma^2}{2R_s^2}) \approx 1.35, (\sigma^2 \ll R_s^2)\). The case for \(a = 1.35\) is shown by the red dotted line in panel (a) of Fig. 4. The profile in the \(z\)-\(x\) plane shown in panel (b) of Fig. 4 actually corresponds to this case \(a = 1.35\).
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**FIG. 5.** Yield ratio as a function of \(a\). The value \(a = 1\) corresponds to \(a = 0\), and \(a = 0\) corresponds to \(a = \infty\). The phase-space distribution under the flow velocity \(v(r)\) in the non-relativistic regime becomes

\[
f(r,p) = \rho_0 \frac{\rho_0}{(2\pi mT)^{3/2}} e^{-\frac{r^2}{2mT}} \exp\left(-\frac{m}{2T} \frac{p^2}{m} - v(r)^2\right),
\]

where \(\rho_0 = N_\nu/(2\pi R_s^3)^{3/2}\) is the same as in Sec. II A. Because the exponent is a quadratic form of \(r\) and \(p\), this phase-space distribution is still Gaussian. The second-order phase-space cumulants are obtained as

\[
C_2 = 2 \left( \frac{R_s^2 I_3}{\sigma_A^2} \frac{R_s m I_\perp}{\sigma_A^2 (mT I_3 + m^2 I_\perp)} \right),
\]

where \(I_\perp \equiv \text{diag}(1,1,0)\) is the projection to the transverse plane. The coordinate–momentum correlations \(\langle r_x p_y \rangle_c = R_s m \text{ or } \langle r_\perp p_\perp \rangle_c = (r_x p_x + r_y p_y)c = 2R_s m\) is associated with the strength of the radial flow. The higher-order phase-space cumulants \(\{C_\alpha\}_{\alpha \geq 3}\) vanish. The light-nuclei yield is

\[
N_A = g_A N_p \left[ \frac{(R_s^2 + \frac{\sigma_A^2}{2}) (mT + \frac{1}{2\sigma_A^2})}{(A-1)^{3/2}} \right]^{-(A-1)/2} \times \left[ \frac{(R_s^2 + \frac{\sigma_A^2}{2}) (mT + \frac{1}{2\sigma_A^2}) + \frac{m^2 \sigma_A^2}{2}}{2} \right]^{-(A-1)}.
\]

Finally, the light-nuclei yield ratio becomes constant \(N_r N_p/N_d^2 = 4/9\) as a consequence of the vanishing higher-order phase-space cumulants. This means that even the effect of the background radial flow of the blast-wave type does not affect the light-nuclei yield ratio with the Gaussian coordinate profile.

**D. Radial flow and coordinate–momentum correlation**

So far, we have been assuming the factorization of the coordinate and momentum profiles for illustrative purposes. Nevertheless, our formula for the light-nuclei yield \(27\) is also capable of dealing with the non-factorizable form of the phase-space distribution. In the realistic descriptions of the heavy-ion collision reactions, the coordinate–momentum correlation becomes important for the light-nuclei production \(52, 53\). Here, we combine the Gaussian phase-space distribution \(7\) with the blast-wave type of flow configuration in the transverse plane:

\[
v(r) = (v_x, v_y, v_z)^T = \frac{1}{R_s} (r_x, r_y, 0)^T.
\]

(E. Elliptic flow)

In Sec. V D, we have introduced isotropic radial flow. With the current framework, it is even possible to introduce anisotropic flow. The way to introduce the anisotropic flow in the phase-space distribution is not unique. In this subsection, we first consider the following simple flow configuration for the phase-space distribution \(51\):

\[
v(r) = \frac{1}{R_s} (r_x (1 + \epsilon), r_y (1 - \epsilon), 0)^T,
\]

where \(\epsilon\) is a parameter to control the anisotropy. The flow profile is shown in panel (a) of Fig. 6. The corresponding phase-space distribution is still Gaussian as is in the case of the isotropic radial expansion \(50\). The second-order cumulants become

\[
C_2 = 2 \left( \frac{R_s^2 I_3}{\sigma_A^2} \frac{R_s m (I_\perp + \epsilon \lambda_3)}{\sigma_A^2 [m T I_3 + m^2 (I_\perp + \epsilon \lambda_3)^2]} \right),
\]

(55)
where $\lambda_3 = \text{diag}(1, -1, 0)$, and the higher-order phase-space cumulants vanish.

Using the second-order cumulants, one can relate the asymmetry of the coordinate–momentum correlations with the anisotropy parameter:

$$\langle r_x^2 - r_y^2 \rangle_c = \frac{\langle r^T \lambda_3 p \rangle_c}{\langle r^T T p \rangle_c} = \varepsilon.$$  

(56)

The momentum eccentricity is expressed by the momentum cumulants:

$$\varepsilon_p = \frac{\langle p_x^2 - p_y^2 \rangle}{\langle p_x^2 + p_y^2 \rangle} = \frac{\langle p^T \lambda_3 p \rangle_c}{\langle p^T T p \rangle_c} = \frac{\varepsilon}{1 + \varepsilon^2 + \frac{\varepsilon}{m}}.$$  

(57)

Although the elliptic-flow coefficient $v_2$ cannot be directly calculated by the second-order phase-space cumulants, it can be analytically calculated (see Appendix C):

$$v_2 \equiv (\cos 2\phi_p) = \frac{\sqrt{p_+} - \sqrt{p_-}}{\sqrt{p_+} + \sqrt{p_-}},$$  

(58)

where $\phi_p \equiv \arg(p_x + ip_y)$, and $\rho_\pm \equiv 1 + \frac{m}{T}(1 \pm \varepsilon)^2$.

The light-nuclei yield is

$$N_A = g_A N_p A \left[ \left( R_s^2 + \frac{\sigma_s^2}{2} \right) + \frac{1}{2\sigma_s^2} \left( mT + \frac{m^2 \sigma_s^2}{2} \right)^2 \right]^{-\frac{1}{2}}.$$  

As expected from the fact that the phase-space distribution is Gaussian, the light-nuclei yield ratio becomes the constant $N_p/N_d = 4/9$ for the same light-nuclei sizes $\sigma_s = \sigma_d$. This means that the background effect of the elliptic flow of the form (54) is also canceled out in the yield ratio. The size-difference effect is checked with physical light-nuclei sizes $R_s$.

**FIG. 7.** Light-nuclei yield ratio for the elliptic flow configuration (54) with the physical light-nuclei sizes $\sigma_s$ and $\sigma_d$. The black solid line shows 4/9 for the same size case $\sigma_s = \sigma_d$. The other curves show the results for different fireball sizes, $R_s$.

**F. Blast-wave–type anisotropic flow**

In the previous subsection, we have studied a naive elliptic-flow configuration (54). We may consider another type of the flow configuration for the phase-space distribution (51), the blast-wave–type anisotropic flow [83]:

$$\mathbf{v}(r) = \frac{1}{R_s}(r_x, r_y, 0)^T(1 + 2u_2 \cos 2\phi_s),$$  

(60)

where $\phi_s \equiv \arg(r_x + ir_y)$ is the spatial azimuthal angle, and $u_2$ is a parameter to control the anisotropy. The flow configuration is illustrated in panel (b) of Fig. 6. Even though this second type of the flow configuration is often used in the context of the blast-wave model, it
should be noted that this is not necessarily be the flow configuration generated in the realistic setups. As the elliptic flow is mainly created by the pressure gradient of the initial almond shape, it is not necessarily in the radial direction from the fireball center. The flow configuration of the previous subsection [54] shown in panel (a) of Fig. 8 may better capture the qualitative behavior naively. Nevertheless, it is instructive to compare the behaviors of these two different phenomenological flow configurations to check the robustness of the elliptic-flow effect on the yield ratio.
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**FIG. 8.** Azimuthal anisotropy $v_n = \langle \cos n \phi \rangle$ of the order $n$ as a function of the anisotropy parameter $u_n$ in the phase-space distribution of the blast-wave–type flow configuration Eqs. (60) and (61).

It is difficult to perform analytical calculations for this flow configuration due to $\cos 2\phi_s = \cos^2 \phi_s - \sin^2 \phi_s = (r_r^2 - r_y^2)/(r_r^2 + r_y^2)$ in the exponent of the distribution function. Instead, the results are obtained numerically. The red solid line in Fig. 8 shows the numerical result for the elliptic flow $v_2$ as a function of the parameter $u_2$. Fig. 9 shows the light-nuclei yield ratios for different fireball sizes, $R_s$, as functions of the anisotropy parameter $u_2$. We here assumed the fixed light-nuclei size, $\sigma = 2.0 \text{ fm}$. There is a deviation of the yield ratio from the ideal value 4/9 unlike the case for the flow configuration of the previous subsection [60]. This means that the light-nuclei yield ratio is not just determined by the values of the azimuthal anisotropy but largely depends on the detailed flow configuration of the evolving systems. We also find that the deviation of the yield ratio from 4/9 is more significant for smaller sizes of fireballs, which are closer to the light-nuclei size $\sigma$.

![Figure 9](image)

**FIG. 9.** Light-nuclei ratios $N_l/N_d$ as functions of the elliptic anisotropy parameter $u_2$ [60] in the phase-space distribution. The fireball and the light-nuclei yields [1] are calculated by the Monte-Carlo integration with importance sampling (see Appendix D). The values are normalized by the ideal value 4/9. Different lines show the results for different fireball sizes, $R_s$. The band shows the statistical errors of the Monte-Carlo integration. The freeze-out temperature and nucleon mass are set as $T = 0.1 \text{ GeV}$ and $m = 0.939 \text{ GeV}$.

![Figure 10](image)

**FIG. 10.** Light-nuclei ratios $N_l/N_d$ as functions of different orders of the anisotropy parameter $u_n$ in the blast-wave–type phase-space distribution. The fireball and the light-nuclei sizes are fixed as $R_s = 5.0 \text{ fm}$ and $\sigma = 2.0 \text{ fm}$. Different lines show the results for different orders, $n$, of the anisotropy. The band shows the statistical errors of the Monte-Carlo integration (see Appendix D). The other setup is the same as in Fig. 9.

We may also consider the general order of the anisotropic flow:

$$v(r) = \frac{1}{R_s}(r_x, r_y, 0)^T(1 + 2u_n \cos n\phi_s),$$  \hspace{1cm} (61)

where $u_n$ is the $n$-th order anisotropy parameter. In Fig. 8 we confirm that the phase-space distribution introduces the azimuthal anisotropy $v_n = \langle \cos n\phi \rangle$. The resulting light-nuclei yield ratio is shown in Fig. 10. We observe that the higher-order anisotropy creates more deviation of the light-nuclei yield from the ideal value 4/9. This is because the higher-order anisotropy creates smaller structures in the phase-space distribution of the flow profile.
VI. CONCLUSION AND OUTLOOK

Within the framework of the coalescence model, we have studied the effect of non-critical fluctuation on the yield ratio of the light-nuclei. To achieve the conceptual clarity of the dependence on the phase-space distribution \(f(\mathbf{r}, \mathbf{p})\), we employed the characteristic function of the distribution, with which we derived the expression of the light-nuclei yield in terms of the cumulants of the phase-space distribution in Sec. [IV]. Through the characteristic function of the phase-space distribution, we decomposed the phase-space distribution into different orders of the phase-space cumulants. The second-order phase-space cumulants correspond to the underlying Gaussian component of the phase-space distribution, whereas the higher-order cumulants correspond to the non-Gaussian distortion of the phase-space distribution. This enabled us to study the contribution of the Gaussian part and the various non-Gaussian parts separately in a systematic way. We found that the leading terms (up to the second-order of phase-space cumulants) in the light-nuclei yield with arbitrary mass numbers \(A\) share the same structure. Thus, under the approximation of the same light-nuclei radii \(\sigma_A \equiv \sigma\), we constructed the generalized light-nuclei yield ratio

\[
R_{A,B}^{1-B/A-1} = \frac{N_A^{B-1} N_B^{-A} p_{B}^{N_B} \sigma_B^{-A} \sigma_B^{-1}}{N_A^{B-1} N_A^{-A} p_A^{N_A} \sigma_A^{-A} \sigma_A^{-1}}
\]

so that the leading-order terms are canceled out. The above yield ratio can be regarded as the generalization of the yield ratio \(R_{2,3}^{1-B/A-1} = N_1 N_p / N_2^3\) [28].

The canceled leading-order terms contain the second-order phase-space cumulants \(C_2\) that represent the underlying Gaussian shape in the phase space. Specifically, \(C_2\) consists of the variance in the coordinate space \(\langle r_i r_j \rangle_c\) and the momentum space \(\langle p_i p_j \rangle_c\) as well as the coordinate–momentum correlation \(\langle r_i p_j \rangle_c\), which are respectively related to the fireball size and shape, the broadening of the momentum at the freeze-out surface (i.e., roughly the kinetic freeze-out temperature), and the expansion rate \(\theta \equiv \partial_p u^\alpha\) induced by the radial flows and the longitudinal expansion, respectively. Here, it is remarkable that the second-order cumulants can be canceled out in the light-nuclei ratios. In particular, we can see the global expansion of the fireball, whose dominant component can be expressed by the mixed second-order cumulants \(\langle \mathbf{r} \cdot \mathbf{p} \rangle_c\), is canceled in the light-nuclei ratio. This means that these important effects of the backgrounds are already roughly canceled in the light-nuclei yield ratio, which supports the fact that the light-nuclei yield ratio is a desirable observable to search for the critical point.

In understanding any deviation and the variation of the light-nuclei yield ratio from the ideal values \(g_A^{B-1} / g_A^{B-1}\), the higher-order cumulants, i.e., the non-Gaussianity, of the phase-space distribution plays a significant role. The higher-order phase-space cumulants \(\{C_\alpha\}_{|\alpha| \geq 3}\), such as the skewness, kurtosis of the coordinate and momentum as well as the coskewness and cokurtosis between them, become the dominant factors of the background effect in the ratio. This non-Gaussianity of the phase-space shape may arise from various physics, including the initial Woods–Saxon profile, the non-trivial time evolution of the speed of sound \(c_s(t)\), the long-lived resonance decay that contributes to the long exponential tails of the phase-space, and also the event-by-event modification from the critical fluctuations.

To reveal the qualitative feature of the background contributions to the light-nuclei yield ratio in more detail, we investigated several parametrized background phase-space distributions based on the perspective obtained by the characteristic function and the phase-space cumulants. In Sec. [VA] we first considered the Gaussian spatial profile and obtained the light-nuclei yield \(\tfrac{4}{9}\) for the general mass number \(A\) with the spherical harmonic-oscillator Wigner function. We also estimated the effect of different nuclei sizes \(\sigma_1 \neq \sigma_2\). In Sec. [VB] we observed the effect of the higher-order phase-space cumulants using the Woods–Saxon spatial profile of the phase-space distribution. We also checked the effect of the size difference between tritons and deuterons. In Sec. [VC] we obtained the analytic expression of the light-nuclei yield ratio for another non-Gaussian phase-space distribution with two hot spots, where we found that the yield ratio takes a minimum at an intermediate distance between the two hot spots. In Sec. [VD] we argued that the radial flow in the Gaussian profile introduced by a naive non-relativistic blast-wave–type flow configuration does not affect the yield ratio. In this sense, the yield ratio is also unaffected against the coordinate–momentum correlations in the phase-space distribution caused by some types of radial expansion. In Secs. [VE] and [VF] we introduced the elliptic flows with two different flow configurations. We showed that a naive elliptic flow configuration \(\tfrac{14}{28}\) is still a Gaussian phase-space distribution so results in the constant yield ratio of 4/9. On the other hand, we found that another blast-wave–type configuration \(\tfrac{40}{60}\) may largely affect the light-nuclei yield ratio. The size of the effect depends on the fireball size; the effect is mostly negligible when \(R_\text{s} = 15\) fm while it is significant in the smaller systems. We also checked different orders of the blast-wave–type anisotropic flows to find that the higher orders have larger effects on the light-nuclei yield ratio.

For future studies, the quantitative analysis with more realistic setups would be important. In this study, a part of the effect of the radial expansion and flows is turned out to be canceled in the yield ratio, which implies that the variation of the yield ratio carries the information about more details of the dynamics. This suggests that the future quantitative analysis of various related physics would provide promising insights into the experimental measurements, which requires comprehensive studies. The related physics include the complex evolution of fluids (possibly related to the non-trivial initial conditions).
conditions and the subsequent hydrodynamic evolution with realistic EoS), the contribution of the non-Gaussian profile from the long-lived resonance, and, most importantly, the critical fluctuations. In the realistic setup of the high-energy heavy-ion collisions, the event-by-event fluctuations are also important ingredients, which can also affect the light-nuclei yields. The presented analysis by the characteristic function and the phase-space cumulants can also be naturally extended to include the effect of the critical fluctuations and other effects not considered in the present analysis such as the deviation of the Wigner function from the Gaussian and the isospin asymmetry of the phase-space distribution. Other challenges would include the extension of the analysis for the boost-invariant backgrounds associated with dynamically expanding coordinates of $\tau = \sqrt{t^2 - z^2}$ and $\eta_h = \tanh^{-1}(z/t)$, i.e., the Milne coordinates, and the relativistic form of the phase-space distribution, as well as the effect of the finite rapidity acceptance in experiments.

In this paper, for the critical-point search, we have focused on the yield ratios where the non-critical background effect becomes minimal but is still non-negligible. Nevertheless, our analysis may also be naturally extended for the observables of the light-nuclei production that largely affected by the background effects, such as the coalescence factor $B_A(p_T)$, which has attracted attention recently \cite{14}.
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**Appendix A: Light-nuclei yields with a simple Gaussian phase-space distribution**

The light-nuclei yield for the mass number $A$ under the phase-space distribution \cite{11} is written as

$$N_A = g_A 8^{A-1} \left( \frac{N_p}{(2\pi R^2)^{3/2}(2\pi m T)^{3/2}} \right)^A \int \left[ \prod_{i=1}^{A} d^3 r_i d^3 p_i \right]$$

$$\times e^{-\frac{1}{2\pi^2} \sum_{i=1}^{A} r_i^2 - \frac{1}{2\pi \sigma^2} \sum_{i=1}^{A} p_i^2} \times e^{-\frac{1}{\sigma^2} \sum_{i=1}^{A-1} r_i^2 - \sigma^2 \sum_{i=1}^{A-1} p_i^2}. \quad (A1)$$

We can actually easily calculate this integration using the transformation introduced in Sec. \[11\]. We rewrite $(r_i, p_i)$ with $(R_i, P_i)$ using the relation \[14\]:

$$N_A = g_A 8^{A-1} \left( \frac{N_p}{(2\pi R^2)^{3/2}(2\pi m T)^{3/2}} \right)^A \int \left[ \prod_{i=1}^{A} d^3 R_i d^3 P_i \right]$$

$$\times e^{-\frac{1}{2\pi^2} \sum_{i=1}^{A} R_i^2 - \frac{1}{2\pi \sigma^2} \sum_{i=1}^{A} P_i^2} \times e^{-\frac{1}{\sigma^2} \sum_{i=1}^{A-1} R_i^2 - \sigma^2 \sum_{i=1}^{A-1} P_i^2}. \quad (A2)$$

Now, we are ready to perform the Gaussian integrations to obtain the result:

$$N_A = g_A 8^{A-1} \left( \frac{N_p}{(2\pi R^2)^{3/2}(2\pi m T)^{3/2}} \right)^A \int \left[ \prod_{i=1}^{A} d^3 R_i d^3 P_i \right]$$

$$\times e^{-\frac{1}{2\pi^2} \sum_{i=1}^{A} R_i^2 - \frac{1}{2\pi \sigma^2} \sum_{i=1}^{A} P_i^2} \times e^{-\frac{1}{\sigma^2} \sum_{i=1}^{A-1} R_i^2 - \sigma^2 \sum_{i=1}^{A-1} P_i^2} \times e^{-\frac{1}{2\pi \sigma^2} \sum_{i=1}^{A} p_i^2} \times e^{-\frac{1}{\sigma^2} \sum_{i=1}^{A-1} p_i^2}. \quad (A3)$$

**Appendix B: Derivation of Eq. (18): The light-nuclei yield for the double-Gaussian distribution**

Here, the derivation of Eq. (18) is explained. First, we define the distribution functions for each hot spot:

$$f(r, p) = \frac{1}{2} [f_+(r, p) + f_-(r, p)], \quad (B1)$$

$$f_{\pm}(r, p) = N_p G(r \mp a_R e_z; R^2_g)G(p; m_T). \quad (B2)$$

The yield is written as

$$N_A = \frac{g_A}{2^A} \sum_{\{z_i\}, \{A\}} \int \left[ \prod_{i=1}^{A} d^3 r_i d^3 p_i f_{\pm}(r_i, p_i) \right] W_A(\{r_i, p_i\}, \{z_i\}, \{A\}), \quad (B3)$$

where $\sum_{\{z_i\}, \{A\}}$ sums over $\{z_i\}_1^{A} \in \{+, -\}^A$. The cumulant expansion of the hot-spot phase-space distribution is given by

$$f_\pm(z_i) \equiv \int d^3 t_i \frac{N_p}{(2\pi)^6} e^{-\frac{1}{2} \sum_{i} (z_i^2 + a_i^2 + \alpha^2 \sum_{i} c_i^2 t_i^2), \quad (B4)}$$

where $a_i \equiv \sqrt{2}(0, 0, \pm a_R / \sigma_A, 0, 0, 0)^T$, and $C_2$ is the same as the simple Gaussian case \cite{15}. The yield is written by the cumulants as

$$N_A = \frac{g_A 8^{A-1} N_p^A}{2^A} \sum_{\{z_i\}, \{A\}} \int \left[ \prod_{i=1}^{A-1} d^3 t_i e^{-\frac{1}{2} \sum_{i} (C_2 + T_2) t_i + T_2 A_i} \right]$$

$$\times e^{-\frac{1}{2} \sum_{i=1}^{A-1} A_i^2 (C_2 + T_2)^{-1} A_i}. \quad (B5)$$
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where $A_i = \sum_{j=1}^{A} O_{ij} a_j$. The exponent is calculated as

\[
\sum_{i=1}^{A-1} A_i^{T} (C_2 + I_0)^{-1} A_i = \sum_{i=1}^{A} a_i^{T} (C_2 + I_0)^{-1} a_i - A_A (C_2 + I_0)^{-1} A_A
\]

\[
= \frac{1}{2R^2_i/\sigma^2_A + 1} \left[ \sum_{i=1}^{A} a_{i,r}^2 - \frac{1}{A} \left( \sum_{i=1}^{A} a_{i,r} \right)^2 \right] \]

\[
+ \frac{1}{2mT/\sigma^2_A + 1} \left[ \sum_{i=1}^{A} a_{i,p}^2 - \frac{1}{A} \left( \sum_{i=1}^{A} a_{i,p} \right)^2 \right] \]

\[
= \frac{A \text{Var}[\{a_{i,r}\}]}{2R^2_r/\sigma^2_A + 1} + \frac{A \text{Var}[\{a_{i,p}\}]}{2mT/\sigma^2_A + 1}, \tag{B6}
\]

where $O^T O = 1$ has been used to obtain the second line, $a_{i,r}$ and $a_{i,p}$ are the coordinate and momentum parts, respectively, of the vector $a_i$, and Var[·] is the variance. For the present case, the momentum part vanishes: $\text{Var}[\{a_{i,p}\}] = 0$. The coordinate part is

\[
\text{Var}[\{a_{i,r}\}] = \frac{2a^2 R^2_r}{\sigma^2_A} \left[ 1 - \left( \frac{1}{A} \sum_{i=1}^{A} \{ \pm 1 \} \right)^2 \right]
\]

\[
= \frac{2a^2 R^2_r}{\sigma^2_A} \left[ 1 - \left( \frac{2r(\pm i)}{A} - \frac{A}{A} \right)^2 \right], \tag{B7}
\]

where $r(\pm i)$ is the number of +’s in $\{\pm 1\}_{i=1}^{A}$. Finally,

\[
\frac{1}{2A} \sum_{\{\pm 1\}} e^{-\frac{1}{2} \sum_{i=1}^{A} A_i^{T} (C_2 + I_0)^{-1} A_i}
\]

\[
= \frac{1}{2^A} \sum_{\{\pm 1\}} e^{-\frac{a^2}{\pi \sigma^2_A} \sum_{i=1}^{A} 1 - (2r(\pm i)/A - 1)^2}
\]

\[
= \frac{1}{2^A} \sum_{r=0}^{A} \binom{A}{r} \alpha^A \{1 - (2r/A - 1)^2\}, \tag{B8}
\]

To perform the integration, we consider the Schwinger parametrization $1/(p_x^2 + p_y^2) = \int_{0}^{\infty} dt e^{-t(p_x^2 + p_y^2)}$.

\[
v_2 = \frac{\int_{0}^{\infty} dt \int d^3r d^3pf(r, p)e^{-t(p_x^2 + p_y^2)}(p_x^2 - p_y^2)}{\int d^3r d^3pf(r, p)}.
\]

\[
v_2 = \frac{\int_{0}^{\infty} dt \int d^3z' e^{-\frac{1}{2} t \sigma^2_A (z')^2} e^{-t(p_x^2 + p_y^2)}(p_x^2 - p_y^2)}{\int d^3z' e^{-\frac{1}{2} t \sigma^2_A (z')^2}}, \tag{C2}
\]

where $z' \equiv \{r, p\}$, and

\[
C_2(t)^{-1} = \left( \frac{I_3 + x (I_3 + z_\lambda \lambda) - \frac{I_3 + z_\lambda \lambda}{I_R}}{I_3 + 2tI_R} \right). \tag{C3}
\]

The determinant is

\[
\text{det}C_2(t)^{-1} = \left( R^2 mT \right)^3/(1 + \alpha_+ t)(1 + \alpha_- t) \text{ with } \alpha_\pm \equiv 2mT(1 + (mT)^2[1 + (mT)/1 + (mT)^2]), \text{ and the second-order phase-space cumulants become}
\]

\[
C_2(t) = [C_2(t)^{-1}]^{-1} = \left( R^2 \frac{1 + mT}{1 + \alpha_+ t} \frac{mR_\perp T \lambda}{1 + \alpha_- t} \right)
\]

\[
\alpha_\perp \equiv \frac{\alpha_+ - \alpha_-}{2mT}. \tag{C4}
\]

where $\alpha \equiv \text{diag}(\alpha_+, \alpha_-)$. Now, we are ready to evaluate Eq. (C2):

\[
v_2 = \frac{\alpha_+ - \alpha_-}{2} \int_{0}^{\infty} \frac{dt}{(1 + \alpha_+ t)(1 + \alpha_- t)} \left( \frac{1}{1 + \alpha_+ t} - \frac{1}{1 + \alpha_- t} \right)^2
\]

\[
= \frac{1}{\alpha_+ - \alpha_-} \left[ \alpha_+ \sqrt{1 + \alpha_+ t} + \alpha_- \sqrt{1 + \alpha_- t} \right] \bigg|_{t=0}^{t=\infty}
\]

\[
= \frac{\alpha_+ - \alpha_-}{\alpha_+ + \sqrt{\alpha_+} \alpha_-} \frac{\sqrt{\alpha_+} - \sqrt{\alpha_-}}{\alpha_+ - \sqrt{\alpha_+} \alpha_-}
\]

\[
= \frac{\sqrt{\alpha_+} + \sqrt{\alpha_-}}{\alpha_+ - \sqrt{\alpha_+} \alpha_-}. \tag{C5}
\]

Finally, we can eliminate the common factor $2mT$ as $p_\pm \equiv \alpha_\pm /2mT$ to obtain Eq. (B8).

Appendix D: Importance sampling of Monte-Carlo integration of light-nuclei yields

We here give a method to evaluate the light-nuclei yield under the blast-wave–type anisotropic flow configuration [61]. The direct numerical integration for the light-nuclei yield given by the integral [11] has unrealistically large computational cost in particular for a larger mass number $A$. For example, we naively need to perform the 18-dimensional integration for the triton yield ($A = 3$). Instead of the direct numerical integration, we here consider the Monte-Carlo integration. However, even with the Monte-Carlo integration, the convergence is not sufficient within realistic statistics with a larger $A$ due to
the curse of dimensionality. We consider the importance sampling of the Monte-Carlo integration by utilizing the fact that the phase-space distribution becomes multivariate Gaussian distribution for the case \( u_n = 0 \). We sample the phase-space coordinates following the integrand (including the Wigner function and \( A \) phase-space distributions) of the case \( u_n = 0 \) and evaluate the contribution of non-vanishing \( u_n \).

The phase-space distribution for \( u_n = 0 \) is written as

\[
    f_0(r, p) = f_z(r_z, p_z) e^{-\frac{1}{2}(x_z^TA_0 x_z + z_y^TA_0 z_y)}, \\
    A_0 := \left(\frac{1}{2\pi^2} \frac{1 + \frac{m^2}{\beta^2}}{T m \sigma_A^2} \right),
\]

where the \((r_z, p_z)\)-part is factorized as \( f_z(r_z, p_z) \), and \( z_{x,y} = (r_{x,y}/\sigma_A, \sigma_A p_{x,y}) \). The phase-space density for the non-vanishing \( u_n \) can be expressed by

\[
    f(r, p) = f_0(r, p)e^{-V(r, p)}, \\
    V(r, p) := \frac{m}{2T} \left[ \frac{r^2}{R^2} \delta(\delta - 2) - 2 \frac{\mathbf{r} \cdot \mathbf{p}}{mR} \right],
\]

where \( \delta(r) = 2u_n \cos(\phi_s) \), \( \mathbf{r}_\perp = (r_x, r_y) \), and \( \mathbf{p}_\perp = (p_x, p_y) \). With this setup, the \((r_z, p_z)\) integration can be factorized and analytically performed so that we focus on the integrations by \((r_x, p_x, r_y, p_y)\) hereafter.

For the importance sampling, we first sample the \( A \) phase-space coordinates according to the multivariate Gaussian distribution given by \( \prod_{i=1}^{A} f_0(r, p) \left| W_A \{ \{ r, p \} \} \right| ^{A-1} \). This can be done by expressing the distribution as \( \exp[-\frac{1}{2} \mathbf{Z}^\top C^{-1} \mathbf{Z}] \), diagonalizing the covariance matrix \( C \) to obtain the eigenmodes (i.e., the principal components) of \( \mathbf{Z} \), and randomly sampling the eigenmodes according to the \( A \) Gaussian random numbers with the variance determined by the eigenvalues. Using the sampled phase-space coordinates, \( \{ r^{(1)}_1, p^{(1)}_1 \}^{A}_{i=1}, \{ r^{(2)}_1, p^{(2)}_1 \}^{A}_{i=1}, \ldots \), we evaluate the integration by

\[
    N_A = g_A \int \left[ \prod_{i=1}^{A} d^3r_i d^3p_i f(r_i, p_i) \right] W_A \{ \{ r_i, p_i \} \}^{A}_{i=1} \\
    = C \frac{1}{N_s} \sum_{n=1}^{N_s} e^{-\sum_{i=1}^{A} V(r^{(i)}_n, p^{(i)}_n)},
\]

where \( C = g_A N_p A^{A-1} \sqrt{\det C / (R^2 m T)^{2A}} \) is a constant, \( N_s \) is the sample size, and \( \ldots^{(s)} \) is the index of the sample point.

We further tweak the sampling distribution to avoid the unstable behavior of the Monte-Carlo integration for large values of \( z_i \) by mixing the gamma distribution with the normal distribution. We modify the sampling probability of \( n(=4A) \) random variables \( x = (x_1, \ldots, x_n) \) of the standard normal distribution used in the above sampling as

\[
    \Pr(x; \epsilon, \beta) d^n x = \left(1 - \frac{\epsilon}{2} \right) \frac{1}{Z_1} e^{-\frac{1}{4} x^2 + \epsilon \frac{1}{Z_2} e^{-|x|/\beta}} d^n x \\
    = (1 - \epsilon) e^{-\frac{1}{4} x^2} \frac{d^n x}{(2\pi)^{n/2}} + \epsilon \frac{e^{-|x|/\beta} d^n x}{\beta^{n-1} \Gamma(n)} S_{n-1},
\]

where the parameters \( \epsilon = 1/32 \) and \( \beta = 2 \) are the fraction and scale of the gamma distribution, \( Z_1 = (2\pi)^{n/2} \) and \( Z_2 = S_{n-1} \beta^{n-1} \Gamma(n) \) are the normalization for \( e^{-\frac{1}{4} x^2} d^n x \) and \( e^{-|x|/\beta} d^n x \), respectively, and \( S_{n-1} = 2 \pi^{n/2} \Gamma(n/2) \) is the surface area of \((n - 1)\)-hypersphere. In the third line, \( r = |x| \) and \( d\Omega_{n-1} \) are the radius and the infinitesimal element of the angular integration in the \( n \)-dimensional space. With this modified distribution, the integral is evaluated as

\[
    N_A = C \frac{1}{N_s} \sum_{n=1}^{N_s} w^{(s)} e^{-\sum_{i=1}^{A} V(r^{(i)}_n, p^{(i)}_n)},
\]

where the reweighting factor reads

\[
    w^{(s)} = w(x; \epsilon, \beta) = \frac{1}{(2\pi)^{n/2}} e^{-\frac{1}{4} x^2 + \epsilon \frac{1}{S_{n-1} \beta^{n-1} \Gamma(n)} e^{-|x|/\beta}}.
\]
