Subtitle-based Viewport Prediction for 360-degree Virtual Tourism Video
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Abstract—360-degree streaming videos can provide a rich immersive experiences to the users. However, it requires an extremely high bandwidth network. One of the common solutions for saving bandwidth consumption is to stream only a portion of video covered by the user’s viewpoint. To do that, the user’s viewpoint prediction is indispensable. In existing viewpoint prediction methods, they mainly concentrate on the user’s head movement trajectory and video saliency. None of them consider navigation information contained in the video, which can turn the attention of the user to specific regions in the video with high probability. Such information can be included in video subtitles, especially the one in 360-degree virtual tourism videos. This fact reveals the potential contribution of video subtitles to viewport prediction. Therefore, in this paper, a subtitle-based viewport prediction model for 360-degree virtual tourism videos is proposed. This model leverages the navigation information in the video subtitles in addition to head movement trajectory and video saliency, to improve the prediction accuracy. The experimental results demonstrate that the proposed model outperforms baseline methods which only use head movement trajectory and video saliency for viewport prediction.

Index Terms—360-degree video; viewport prediction; virtual tourism videos; video subtitles; virtual reality

I. INTRODUCTION

The high demand of 360-degree cameras in many fields such as robotics, virtual reality [1, 2] has led to the increasing of the global 360-degree camera market. It has reached a value of 714 million USD in 2020 and is predicted to grow at an annual rate of around 25% during 2021-2026 [3]. The global VR headset market is expected to be above 44.2 billion USD by 2027 [4]. These trends reflect a significantly growing demand for 360-degree video streaming which brings rich immersive experiences to the user by projecting the panoramic content on a virtual display. By wearing head-mounted displays (HMDs), such as Oculus Rift, HTC Vive, the user can obtain immersive experiences, feeling free to control his or her orientation during video playback. Currently, 360-degree videos can be available in 6K or even higher [5]. However, delivering 360-degree videos with excellent Quality of Experience is challenging, due to restricted requirements of bandwidth and network latency [5].

Recent works have found that the bandwidth requirement can be reduced if only a small portion of the entire video frame viewed by the user, namely viewport, is delivered [6, 7]. This is followed by tile-based viewport adaptive streaming - a promising approach in efficiently delivering 360-degree videos [8, 9]. Instead of delivering the entire video frame with equally high quality, it only transmits high-quality tiles within the user’s viewport. Meanwhile, the other regions are transmitted in low quality or even discarded. Thus, viewport prediction plays a key role in such an approach. The state-of-the-art studies in viewpoint prediction can be categorized into trajectory-based [10, 11] and content-based [12, 13] approaches. The former is based on the user’s history of head movement trajectory to predict the future viewport. In this approach, the viewport prediction performance will be strongly influenced by the speed of the user’s head movement, especially by the one in high motion videos. For example, in city guide videos where new scenes are introduced continuously, users tend to move their heads quickly and randomly to scan through all objects and stop at a certain region that they are interested in. This leads to the reduction of viewpoint prediction accuracy [14].

The latter approach, on the other hand, relies on the video saliency to predict regions of interest that are more likely to attract the user’s attention. However, video saliency only depends on the visual content in a video. Meanwhile, there might exist additional video information, that can promisingly contribute to the improvement of viewpoint prediction. For example, in city guide videos, navigation information that is explicitly or implicitly contained in either tour guide speech or video subtitles can suggest the user to locate and find the object (e.g., a church, a bridge) or special scene in a specific direction. In this study, exploring the potential of navigation information in video subtitles to enhance viewpoint prediction...
accuracy is the main consideration.

In fact, beyond visual content in a video, subtitles are a considerably valuable addition [15] providing user’s viewport. Indeed, people prefer watching videos with subtitles even if they do not have to [15]. The role of subtitles cannot be denied in a video for many reasons. For example, a quick search reveals that many people turn subtitles on when they are watching TV shows or movies, even if they are native speakers of the original language [16]. This is because they can understand video content better. Besides, there are over 28 million American adults who are deaf or hard of hearing [17]. If subtitles are not included in videos, a huge audience will be excluded from the market. In addition, people might prefer to watch videos on mute [16]. Maybe they are in a public place and cannot be disruptive. Thus, it is hypothesized that when using a VR headset to watch 360-degree videos, the users will try to find or locate relevant objects or directions based on the information delivered in subtitles, which provides the possibility to enhance viewport prediction accuracy. Moreover, under the Covid-19 pandemic, virtual tourism videos have increasingly been becoming dominant choice on the Internet [18, 19]. In such a video type, subtitles usually contain a lot of navigation information which can be exploited for predicting the user’s viewport.

Therefore, in this study, a subtitle-based viewport prediction model is proposed for 360-degree virtual tourism videos. The proposed model is a combination of three deep neural networks with dedicated responsibility, i.e., Convolutional Neural Network (CNN), Long Short-term Memory (LSTM), and Sequence-to-Sequence (Seq2Seq). The first two networks, namely, CNN and LSTM, are utilized to extract video saliency and subtitle-based features, respectively. Then, these features along with the user’s past head movement trajectory are combined and fed into the Seq2Seq network to generate the prediction of the user’s future viewport. The experimental results demonstrate that using subtitles, the proposed viewport prediction model outperforms baselines which only use head movement trajectory and video saliency as the input, in terms of prediction accuracy. The contributions of this paper are as follows:

- The hypothesis where the user’s head movement trajectory is significantly influenced by subtitles information is given and proved.
- A deep subtitle-based viewport prediction model is proposed. This model can exploit navigation information in subtitles, in addition to saliency information and head movement trajectory, to provide more accurate viewport prediction. The proposed model is evaluated by comparing with baseline methods.

The rest of this paper is organized as follows: Section 2 provides related work and Section 3 describes the role of subtitles in a video. In Section 4, the proposed model for viewport prediction is introduced. The evaluation and experimental results of the model are presented in Sections 5. Finally, Section 6 concludes the paper.

II. RELATED WORK

This section reviews some existing approaches in viewport prediction based on the input information that they used for the prediction. There are two commonly considered types of information: historical information and video content [14]. Historical head movement is often used by trajectory-based approaches to predict the future viewing position. These approaches leverage various methods, for example, KNN [10], clustering [11] and so forth. Ban [10] explored cross-users behaviors and user’s personalized information concurrently by using K-Nearest-Neighbors (KNN) algorithm to predict long-term user’s viewport. Further, Nasrabadi [11] proposed a clustering-based viewport prediction approach that comprise past video streaming sessions as viewport pattern information. However, in these methods, long-term viewport prediction is highly inaccurate. The longer the prediction period, the less accurate the prediction is. At the same time, the prediction accuracy might be negatively influenced when the video contains high motion [14]. In such a video, the users usually move their heads quickly and randomly to look around before stopping at a certain region which they are interested in.

The latter information, in other words, video saliency, is used by content-based approaches to predict the user’s viewport. Although plenty of research has been done for the detection of saliency maps on 2D images and videos, there are still many differences in the detection of VR or 360-degree images and videos. For example, to extract saliency features, 360-degree frames are usually converted to equirectangular (2D) images at first [20]. Recently, some approaches [21, 22, 23] focus on extracting the saliency features in static 360-degree videos. Nguyen [21] proposed a framework that combines saliency detection model while using head position tracking history for viewport prediction. Fan et al. [22] developed a fixation network to predict users’ head position by content-related saliency features. Video content information like motion is also used in the study of viewport prediction. Chen [23] studied long-period prediction by concatenating video content-related features and the user’s history head orientation information. Since video saliency-based approaches only leverage the visual content in the video, the viewport prediction accuracy is still limited. Therefore, additional navigation information contained in the video should be explored to be considered for further accuracy improvement. In this study, video subtitles which implicitly and explicitly contain navigation information will be our main concern.

III. THE ROLE OF SUBTITLE

Subtitles mean to show the voice content of the video in the way of text. Because many words are homophonic, to better understand the video content, the users need the combination of subtitles and audio while watching videos. Users have grown accustomed to seeing text and video together. However, beyond that, subtitles also serve another arguably even more important purpose: accessibility [15]. Subtitles make videos more accessible to a wider audience, including foreign-language speakers, hard-of-hearing individuals, and anyone
who cannot watch a video with sound. When watching videos on public transportation or in a quiet library, people can completely turn off video sound and enjoy the video with subtitles. Adding subtitles to the videos is also an efficient way to make the users, even native-speaking users, have a better understanding of video content. Figure 1 shows the display format and position of a subtitle in traditional 2D video and 360-degree video.

Fig. 1. Subtitle in (a) traditional 2D video and (b) 360-degree video.

A. Subtitles in traditional 2D video

For traditional 2D videos, subtitles are usually located directly below the video as shown in Fig. 1a. People have the experience of reading subtitles, whether it is viewed on a personal electronic device or in a movie theater, the use of subtitles is essential. It means that people are very familiar with reading subtitles. Besides, people generally need to move their eyes to read the subtitles and watch the video with peripheral vision, which means people do not need to move their heads when watching. This is an important difference that can be found between subtitle in 2D videos and 360-degree videos.

B. Subtitles in 360-degree video

Some works [24, 25] focused on the impact of subtitles in 360-degree videos and the behavior of users when watching 360-degree videos. Different from traditional 2D videos, the position and existence of subtitles in 360-degree videos are different in many ways due to the fact that the user’s viewport is changeable.

There are two forms of subtitle in 360-degree videos. The first one is a form where the subtitles are embedded in the video and will not move with the change of the user’s viewports [26]. This form of subtitle is difficult for the user to fully explore the video. The second one is a more common form where the subtitles are separated from the video and move accordingly with the change of the viewport, and will always be in a relative coordinate with the viewport. For example, the subtitles can always be in the lower center of the viewport as shown in Fig. 1b. The content (especially words for navigation information) of subtitles in 360-degree videos is also different from traditional videos. This is because the user’s viewport can only show part of the video and can be moved, so in 360-degree videos, the subtitle can tell the user how to move his or her head to find the relevant objects by indicating the navigation words. For example, Fig. 1b also shows that when a user reads the subtitle of “in front of you”, the user may turn around to find the building if it is not in the user’s current viewport. Of course, subtitles sometimes do not use navigation words to guide the audience, but by directly introducing the relevant object or content to let the user move his or her head to explore.

C. Subtitle in viewport prediction

The 360-degree virtual tourism videos chosen in this study are mainly about city guidance. The second form of not embedded subtitle, which is separated from video and move with viewport, is used in the experiment. The subtitles can be downloaded separately from downloading videos. In this kind of tourism video, the tour guide will introduce the famous scenic spots such as statues, churches, or bridges in detail, so the information contained in the subtitles is of great value. When people read these meaningful sentences or words, they will instinctively want to find the corresponding object. Therefore, the subtitle at a certain moment can be used to predict the viewport where people may watch in the next moment.

IV. PROPOSAL

In this section, the descriptions of input features and the architecture of the proposed viewport prediction model are presented. Fig. 2 shows the overall architecture of the proposed model. Accordingly, three kinds of features are utilized, i.e., saliency, subtitle-based, and past head movement trajectory features. These features form a high-dimensional feature vector which is used as the input of the Seq2Seq network to predict the user’s viewport. In the following subsections, the input features related to video saliency and video subtitles, and the architecture of the proposed model will be briefly described.

A. Saliency feature

In 360-degree videos, video saliency can be represented as a 2D heat map showing the most attractive regions in a video frame. Such regions have a high tendency to be seen by users, thus, they can be considered as the possible viewports [20]. Therefore, video saliency plays an important role in the viewport prediction [21]. There are two approaches to extract video saliency, namely, content-based saliency and ground-truth saliency. The content-based saliency is predicted from the video content, which is highly dependent on the visual content [27, 20]. On the other hand, the ground-truth saliency is extracted from collected users’ head trajectory, thus, it can be presented the viewing pattern of the users. It is important to note that in this study, we focus on 360-degree virtual tourism videos which contain a lot of navigation information. Such navigation information can deficiency of content-based saliency. Therefore, the ground-truth saliency is considered to form saliency features for our proposed model.

To obtain the ground-truth saliency 2D heat map for a video frame at timestep $t$ in video $v$, the saliency value $GT_{v,x,y}^{(t)}$
at each heat map location \( P = (x, y) \) is calculated by the following equation [27]:

\[
GTS^{(t)}_{v,u,x,y} = \frac{1}{N} \sum_{u} GT^S_{v,u,x,y}, t \in [0, T] 
\]

(1)

where \( N \) is the total number of users watching video \( v \), \( T \) is the time length of users’ head trajectory. \( GT^S_{v,u,x,y} \) is a saliency value at heat map location \( P = (x, y) \) for user \( u \) in video \( v \) at timestep \( t \). It is obtained using a modification of radial basis function (RBF) kernel, which is also known as Gaussian function, as follows [27]:

\[
GTS^{(t)}_{v,u,x,y} = \exp \left( -\frac{O(C^{(t)}_{v,u}, P_{x,y})^2}{2\sigma^2} \right) 
\]

(2)

where, the \( C^{(t)}_{v,u} = (\varphi, \theta) \) is the center point of the user \( u \)’s viewport on video \( v \) at timestep \( t \). \( C \) is represented in the spherical coordinate system with azimuth angle \( \varphi \) and inclination angle \( \theta \). \( O(*) \) is the orthodromic distance between two points \( C^{(t)}_{v,u} \) and \( P_{x,y} \) in the surface of a unit sphere. \( \sigma \) presents the width of the Gaussian filter (which determines the degree of boundary smoothing). The larger \( \sigma \) is, the wider the band of the Gaussian filter and the better the degree of boundary smoothing. In this paper, \( \sigma = \pi/30 \) is chosen to make the obtained ground-truth saliency map approximately similar with the saliency detection model [21].

The obtained ground-truth saliency heat map are input to a CNN network to extract a saliency feature vector \( f^{(t)}_{GT^S} \) which will be used for viewport prediction in the proposed model.

### B. Subtitle-based features

In order to leverage the subtitle information, two subtitle-based features are proposed, namely, (1) subtitle indicator and (2) navigation feature. Since not every video frame has a subtitle, the subtitle indicator \( f_{SI}^{(t)} \) is used as a binary indicator variable to indicate whether a subtitle is currently exists at timestep \( t \) or not. In other word, \( f_{SI}^{(t)} = 1 \) when a subtitle exist at timestep \( t \), otherwise, its value is set to 0.

In tour-guide videos, a subtitle can contain a number of navigation words, e.g., “on the left”, “from the right”, “in front of”, etc. Such words can suggest the users to locate and look at the object or special scene in a specific direction. Therefore, we consider such kinds of word as a navigation feature, which promisingly provides those useful information to predict the user’s viewport. To extract such the information, an LSTM network with navigation words is utilized as an input. The output of the LSTM is the navigation feature vector \( f_{N}^{(t)} \) at timestep \( t \). If there is no subtitle at time step \( t \) or the subtitle exists but it does not provide any navigation information, \( f_{N}^{(t)} \) will be equal to a vector of 0.

### C. Proposed viewport prediction model

As mentioned in Subsection 4.1, the ground-truth saliency heat maps are fed into a Convolutional Neural Network (CNN) to extract saliency features \( f_{GT^S}^{(t)} \). In the proposed model, the CNN network is based on VGG16 [28]. The structure of VGG16 contains 16 layers and is mainly composed of 3x3 convolution kernel and 2x2 size of Max-pooling. The advantage of VGG16 is that stacking multiple small convolution kernels will increase the depth and width of the model, while slowing down the increase of computational amount. With 360-degree videos, the size of each video frame and ground-truth saliency heat map are very large. Therefore, to efficiently extract and process a saliency feature from a ground-truth saliency map, VGG16 is considered as an appropriate network for this study. In addition, navigation feature \( f_{N}^{(t)} \) is obtained by inputting navigation words to a multi-layered multi-unit LSTM network. The saliency feature \( f_{GT^S}^{(t)} \), subtitle indicator \( f_{SI}^{(t)} \), navigation feature \( f_{N}^{(t)} \), and the user’s past head movement trajectory \( C^{(t)} \) are combined into a high-dimensional feature vector \( f^{(t)} = (f_{GT^S}^{(t)}, f_{SI}^{(t)}, f_{N}^{(t)}) \). This feature vector will be used as an input to the Seq2Seq network which is the main component in the proposed viewport prediction model.

In the Seq2Seq network, the sliding window method [46] is used, where \( m \) previous timestep feature vectors are taken as an input \( (f^{(t-m+1)}, \ldots, f^{(t-1)}, f^{(t)}) \) and \( n \) ahead timesteps of user’s viewport \( (\hat{C}^{(t+1)}, \ldots, \hat{C}^{(t+n)}) \) are predicted. The reason
of choosing Seq2Seq is that the model has strong ability to acquire sophisticated long-term dependencies among previous timesteps and provide a high performance prediction as shown in previous studies [27].

V. EVALUATION

In this section, the hypothesis regarding the impact of subtitles on the user’s head movement is validated. Afterward, the performance and computational complexity of the proposed subtitle-based viewport prediction model are evaluated in comparison with baseline methods whose input features are video saliency and head movement trajectory.

A. Data acquisition

To validate the hypothesis and evaluate the proposed model’s performance, a subjective experiment was performed to explore users’ watching behaviors with subtitles and without subtitles. In this experiment, the participants were asked to watch a set of 360-degree virtual tourism videos using a Facebook Oculus Quest 2 VR headset. A video player in Unity 1 was developed in order to collect the user’s head trajectory with the sampling interval of 0.5 seconds while they are watching the videos.

The subjects’ head trajectory collected from Unity are presented in Euler angles as shown in Fig. 4a to describe their head rotation in 3D space. However, in order to get the viewport where the subject was looking at, those angles were converted to the spherical coordinate system as shown in Fig. 4b with the azimuth $\varphi$, inclination $\theta$ and the subject’s head position as the origin $(0, 0)$.

TABLE I

| No. | Name       | Length | Subtitle duration | Information |
|-----|------------|--------|-------------------|-------------|
| 1   | London     | 6min12s| 202s              | 4k,30fps    |
| 2   | Barcelona  | 5min49s| 305s              | 4k,29fps    |
| 3   | Vienna     | 4min32s| 240s              | 4k,29fps    |
| 4   | Varadero   | 3min29s| 178s              | 4k,29fps    |
| 5   | Holguin    | 2min38s| 117s              | 4k,29fps    |

Five 360-degree virtual tourism videos: London [29], Barcelona [30], Vienna [31], Cuba:Varadero [32], Cuba:Holguin [33] as listed in Table 1, were used in the experiment. The total time length of subtitles is 17 minutes, and it is about 74% of the total time length of five videos. 30 subjects were participated in the experiment. They were then equally divided into two groups, namely, Group A and Group B. Group A comprised of subjects who only watched the video with subtitles, whereas, subjects in group B only watched the video without subtitles. Each subject watched three different videos. In each group, each video was watched nine times. It is worth noting that before the experiment, a pre-survey was delivered to all the subjects. Accordingly, there were 16 subjects already experienced VR headsets before. Among them, there were 10 subjects used VR headsets to watch 360-degree videos. Therefore, in order to make sure that all the subjects are familiar with VR headsets and 360-degree videos, they were trained with several demo videos before starting the experiment. Demo videos were viewed directly on Youtube, and the duration ranged from three to ten minutes, depending on the subjects’ first viewing experience. After training with demo videos, it is basically ensured that all subjects in each group have achieved similar VR experience. During the experiment, in order to eliminate the influence of video dubbing, the sound of all the videos was turned off.

B. Impact of subtitle

Fig. 3 show some examples of the viewport coordinates obtained from two groups of subjects. The red solid circles represent the viewport coordinates of the subjects in group A, who watched the videos with subtitles. Meanwhile, the blue

---

1https://unity.com/
solid circles represent the viewport positions of the subjects in group B, while they were watching videos without subtitles. Each illustrated video frame contains all the 18 subjects’ viewport coordinates data (9 from Group A and 9 from Group B) corresponding to one second. Since the data was obtained twice a second, there are 18 solid circles of each color in every frame. In both figures, the red solid circles tend to cluster in the same regions in the frame. On the other hand, the blue solid circles seem to distribute randomly in different regions.

It means that the subjects in Group A who watched videos with subtitles, attempted to look for target regions in a particular frame. This is because the subtitles themselves include navigation information which comprises of directional words (e.g., “in front of”, “on top of”, etc) as shown in Fig. 3. The viewport distribution of subjects in group B is more scattered due to the lack of effective navigation information. In other words, their head movements are quite random.

To emphasize the role of subtitles, the difference between the distribution of head movements of two subjects from different groups is illustrated in Fig. 5. Obviously, with the support of navigation information in the subtitles, the subject in group A turned his or her attention to specific regions in the video frame. As the result, most of the blue dots in Fig. 5a gather in the same region. Meanwhile, a more random behavior is found in the head movements of the subject in group B, as shown in Fig. 5b. This result validates the hypothesis regarding the role of video subtitles in attracting the users’ attention during watching 360-degree videos. Based on this result, a further step is taken to validate the contribution of subtitles in viewport prediction, which will be presented in the next subsection.

C. Performance of model

In this section, the performance of the proposed model is evaluated by comparing with baseline methods. As mentioned in section 3, the proposed model considers the input features related to video saliency, subtitles, and head movement trajectory.

In order to provide a fair comparison, the proposed model was trained and tested on different set of videos that do not have the same content and user’s viewing pattern. We used the data collected from 4 videos London [29], Barcelona [30], Vienna [31], and Cuba:Varadero [32] for training. The remaining video Cuba:Holguin [33] was used for testing the performance of the proposed model. In the Seq2Seq network, we use \( m = 5 \) previous timesteps as an input to predict \( n = 5 \) ahead timesteps of user’s viewport. The MSE was used as a loss function. The model was optimized using Adam with a learning rate of 0.001.

To validate the hypothesis of whether video subtitles have a noticeable contribution to viewport prediction and evaluate the performance of the proposed model, the baseline methods which only use video saliency and head movement trajectory for viewport prediction are considered. In this study, the following baseline methods were adopted for comparison with the proposed model:

- MM18 [21] used a Seq2Seq network to predict the user’s future viewport. The network received two inputs: (1) a ground-truth saliency heat map and (2) a mask which is encoded from the user’s past head movement trajectory.
- NOSSDAV17 [22] is employed to simply concatenate the ground-truth saliency heat map and past head movement trajectory as an input to a double-stacked LSTM. The output is then post-processed to produce the user’s future viewport prediction.
- IEEENL20 [23] considered the user’s head movement trajectory and content-related video frame for user’s viewport prediction. The model leverages MobileNetV2 and double-stack LSTM to extract meaningful features from those two inputs.

In addition, the following evaluation criteria were used in the evaluation process:

- Root mean square error (RMSE), which is capable of showing the spread out of the azimuth and inclination angles. Thereby, the errors between collected and predicted results of azimuth and inclination angles were calculated separately in this study. The values of RMSE of both azimuth and inclination angles were computed using the following equations:

\[
RMSE_\varphi = \sqrt{\overline{((\varphi - \hat{\varphi})^2)}/2}
\]

(3)

\[
RMSE_\theta = \sqrt{\overline{((\theta - \hat{\theta})^2)}/2}
\]

(4)

where \( \varphi \) and \( \theta \) represents azimuth and inclination angles, respectively.

- Orthodromic distance is the shortest distance between two points on the surface of a sphere by measuring along the surface of the sphere [27]. In this study, the Orthodromic distance was used to compute the distance between collected and predicted center points of users’ viewport. The Orthodromic distance between a predicted point \( C(\hat{\alpha}, \hat{\beta}) \) and an collected point \( C(\alpha, \beta) \) was calculated as follows:

\[
\arccos(\sin(\hat{\alpha}) \sin(\alpha) + \cos(\hat{\alpha}) \cos(\alpha) \cos(\Delta \beta))
\]

(5)
### TABLE II

|                     | RMSE $\phi$ (degree) | RMSE $\theta$ (degree) | Average orthodromic distance |
|---------------------|-----------------------|-------------------------|-----------------------------|
| Proposed model      | 58.6053               | 8.1483                  | 0.3095 ± 0.4601             |
| MM18 [21]           | 61.2725               | 8.6973                  | 0.3929 ± 0.3413             |
| NOSSDAV17 [22]      | 73.3164               | 15.7083                 | 0.8389 ± 0.35283            |
| IEEENL20 [23]       | 65.5208               | 9.8963                  | 0.6055 ± 0.5940             |

Fig. 6 illustrates the average orthodromic distance within 2.5-second prediction duration. In general, the proposed model produces lower average orthodromic distance compared to baseline methods. In some moments, the distance values obtained by the proposed model are noticeably higher than those of baseline methods, especially in the first two prediction steps. This is because, during that period, the video subtitles have not provided navigation information yet. Meanwhile, when the navigation information is shown from the prediction step at 1.5 second, the proposed model shows better results. Fig. 7 shows the qualitative evaluation where actual viewport and predicted viewports are altogether shown on a single sample video frame. It is obvious that the predicted viewport obtained from the proposed model tracks well with the actual one. This further emphasizes the contribution of video subtitles in the performance of viewport prediction.


d where, $\alpha$ is the longitude and $\beta$ is the latitude which are converted from spherical coordinate.

The lower azimuth, inclination RMSE, and orthodromic distance values are, the more accurate the viewport prediction is.

Table 2 tabulates the performance of the proposed model in comparison with the baseline methods MM18 [21], NOSSDAV17 [22] and IEEENL20 [23]. Accordingly, the proposed model provides relatively lower RMSE values compared to MM18, NOSSDAV17 and IEEENL20 in all cases, especially for inclination. At the same time, the lower orthodromic distance values can also be seen from the table.

D. Computational complexity of model

In order to verify the computational complexity of the proposed model, an experiment was conducted to measure the time that the model takes to predict $n$ ahead timesteps of user’s viewport ($\hat{C}^{(t+1)}, ..., \hat{C}^{(t+n)}$). The timing experiment was carried out on a 20.04 Ubuntu LTS Intel i7-8750H @ 2.20GHz and 16GB RAM system. It is important to note that GPU devices were not used in this experiment. Despite that, the proposed model took only 597.4 milliseconds for
prediction and 9.1 minutes to successfully train an epoch. Therefore, the proposed model is applicable for real-time user’s viewport prediction in 360-degree video streaming.

VI. CONCLUSION

In this study, the potential of video subtitles in the viewport prediction problem was carefully investigated. In fact, the navigation information in video subtitles efficiently supports the user in navigating the interesting objects in video frames. This results in a potentially predictable viewport during a 360-degree streaming session. Realizing the importance of video subtitles, in this study, we proposed a viewport prediction model in 360-degree video streaming, which takes into account the combination of video subtitles, video saliency, and head movement trajectory. To facilitate such a combination, our proposed model is comprised of CNN, LSTM, and Seq2Seq networks. The evaluation results showed that our proposed model achieved higher viewport prediction performance in comparison with baseline methods. This emphasizes the importance of combining the video subtitles with video saliency and head movement trajectory in viewport prediction. In other words, the navigation information provides a significant contribution to the improvement of prediction performance.
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