Role of Big Data Analytics in Belt and Road Initiative (BRI): Multivariate Analysis with Gaussian Distribution of Data
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Abstract. This manuscript focuses on the Belt and Road Initiative (BRI) of China, whereby the focus is on the engagement of big data analytics to comprehend logistics exertion. China is the trendsetter for revolutionary practices in trade, logistics, and technology. The recent progress the nation is thriving on ‘One Belt One Road’ project whereby 65 countries are involved. It aims to connect continents and circulate smooth trade between them. This paper addresses the role of the database to identify the inter-model logistics in BRI. The merits of this project in the perspective of economic growth are measured through a quantitative study with 112 samples. Goal-setting theory is used to construct a conceptual framework for the research. Multivariate analysis is executed with SmartPLS 3.3.3 followed by an in-depth structural equation modeling. Normal distribution of data was given importance as in statistics the real-value of random variables whose distributions are not known, thus Gaussian distribution of data was used. Out of 6 Hypotheses, it is noted that five are significantly positive. Hypothesis testing is concluded based on p-value and t-statistics. The outcome of research suggests that big-data analytics is a major contributor in determining the significant model on logistics in Belt and Road Initiative.
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1. Introduction

The Belt and Road Initiative (BRI) of China has emerged as one of the spectacular leaps in infrastructural development. Although several nations hold bilateral agreements to uplift their connectivity, China has gone far beyond expectation through its BRI project. The owners of the silk route prove to be sustainable in innovation and development [1]. It is to be noted that a study by CBER in 2019 forecasted that project BRI may boost global GDP (Gross Domestic Product) by $7.1 trillion per annum by 2040 [2]. In the past
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two decades, the economy in China has undergone mammoth shifts positively. China has agreed to disseminate its funding up to USD 1.25 trillion by 2025, which shall be the highest ever FDI that has happened from the USA. The main objective was to build a singular and competent market to set up a trading place where both domestic and international commerce takes place through unity, integrating technology and cultural exchange [3]. To achieve this, it is important to understand the nuances of this project by comprehending the role of big data [4]. After completion of this project, one can evaluate the cost-opportunity of shipping, consigning, and traveling [5]. If this logistics is done effectively, then it adds more value. Through this research paper, the authors enumerate that by using Big data analytics, prominent logistics can adhere.

1.1 Overview of Big Data Analytics

Big Data Analytics comprises two distinct verbs, namely, Big Data and Analytics. Big data represents a lot of data. However, big data is not defined only in terms of volume (storage capacity) but also variety (different types of data) and velocity (the speed at which data is created). Big data can be acquired from multiple sources – web log files from the web, text data from surveys, geospatial data from mobile phones, social media are some examples [6]. Hence, data can sometimes be collected specifically for a certain form of analytics [7]. Put together, Big Data Analytics is an extremely powerful tool to understand and predict.

1.2 Big Data Analytics in Logistics

Gone are the days when Logistics used to be substandard due to data imprecision or usage of EPR systems for maintaining warehouses or unorganized inventories or limited communication with consumers or unpredictable traffic patterns and weather conditions or unpredictable market behavior [8]. Big Data Analytics has made significant benefits in Logistics. Analytics of this data leads to a better understanding of purchase patterns of various consumers, the latest demands in the market, and maintenance cycles [9].

2. Literature Review

The core purpose of a literature review is to identify scholarly inputs in the respective area of research and to provide immense knowledge to readers about the respective research [10]. While reviewing, strengths and weaknesses can be comprehended. A meticulous review of the literature was done on Belt and Road Initiative (BRI) and Big Data Analytics (BDA). Coherently both these concepts are new and limited literature was found [9]. However, several scholars have aligned their views that new technologies can build economies with rapid growth. It has to be understood that Machine Learning is part of Big Data, thus Machine Learning plays a dominant role [4]. In the context of BRI, the codes for machine learning are to be used during the implementation phase. With this seed of thought, literature from 2014 was considered, the reason being, project BRI was officially initiated in the year 2013 [1].

There are 347 research papers about Belt and Road Initiative (BRI) as of October 2018 particularly which are indexed with Web of Science core collection journals [3].
Figure 1 illustrates the bibliographic analysis between Web of Science core collections and research papers. Furthermore, below Table 1 represents the details of 32 research manuscripts that dealt with about Belt and Road Initiative along with their findings.

The key five points from the CEBR study pointed out that,

1) By this project, BRI China may continue to lead the world economy in terms of production, infrastructure, employment rate etcetera. With this, China has a high chance to lead the World sustainably for the next few decades [11], [12]
2) The advantages of project BRI are meritorious because 70 countries have agreed to be part of it, and around 56 countries forecast that their GDP will be escalated to USD 10 billion and beyond by 2040.
3) The impact of this project can trigger economical shifts in Russia, India, Japan, Korea, Indonesia, Netherlands, and United Kingdom [13].
4) The United States of America could be a potential beneficiary from this project BRI though it has no direct involvement. Thus by 2040, the USA also has the potential to get benefitted from project BRI [14]
5) Planet Earth is supposed to be transformed by BRI. This makes the clear notion that project BRI has the meritocracy to change the landscape of business in the World [15]

2.1 Underpinning Theory

Edwin A. Locke constructed Goal Setting theory in the year 1986. Goal Setting Theory has been considered in this research as underpinning theory as one of the main components to distinguish between Belt and Road Initiative and Big Data Analytics [16].

2.1.1 Rationale of Underpinning Theory

The by-product of this research is on project performance, that is, by identifying the role of big data analytics in BRI project, the ultimate aim is to successfully complete the project. Big Data is a means [17]. Therefore, the it would be right to presume that ‘project
performance’ is the dependent variable for this research. To measure and successfully complete a project, the short-term and long-term goals has to be set. Thus, this theory has been adopted in this respective research.

2.2 Conceptual Framework

Based on Goal Setting Theory, a conceptual framework has been developed for respective research whereby the core purpose is to relate big data analytics in Belt and Road initiative (BRI). Here, BRI is considered as the principal (main goal), and big data is considered as an agent (processor). In this connotation, the variables were retrieved from literature and the above-mentioned theories.
3. Research Methodology

The independent variables in the above conceptual framework were randomly reviewed and enforced to have a normal distribution of data in data collection [18]. Gaussian distribution of data means to be normally distributed, that is, to normally deviate without hitting extremes [1]. The standard deviation to be within +1 to -1 as the curve to be in bell shape. This can be known only after data is collected.

The sample size can be arrived based on following formula,

\[ n = N \times \frac{X}{X + N - 1} \]

Where \( N \) = population size; \( X \) = target population

However, for this research, data were collected from 112 samples which were based on Krejcie & Morgan's (1970) sample-size calculation method. These 112 respondents are from IT, Supply chain management, Chinese diplomats, and economists. Thus, it is a stratified random sampling that consists of four different strata namely IT industry, personnel from the logistics sector, diplomats from the Chinese embassy in ASEAN, and lastly from economists who possess technical understanding towards research analysis [19].

4. Data Analysis

The analysis is done to determine the project performance of BRI using Big Data Analytics as moderator and data inputs as mediator [20]. While the motive is to comprehend a prominent model to spur trade across the globe, inter-model transportation was one familiar strategy [21]. Adding to this, if big data analytics are done then the outcome is larger than inter-model transportation. To testify this, 112 respondents were surveyed, and data were collected.

4.1 Measurement Model

The measurement model is also called an outer model, whereby the indicators or items are analyzed with their significance with constructs. Reliability, validity, R square adjusted, multicollinearity is analyzed. Reliability is about consistency and validity is about the accuracy of items. Table 1 illustrates the reliability and validity

| Construct          | Cronbach's Alpha | rho_A | Composite Reliability | Average Variance Extracted (AVE) |
|--------------------|------------------|-------|------------------------|---------------------------------|
| BigData_Analytics  | 0.850            | 0.864 | 0.912                  | 0.777                           |
| Challenge          | 0.915            | 0.938 | 0.941                  | 0.766                           |
| Data_Inputs        | 0.830            | 0.841 | 0.899                  | 0.748                           |
| MD-DI^RD^PP        | 1.000            | 1.000 | 1.000                  | 1.000                           |
| Project_Clarity    | 0.858            | 0.914 | 0.908                  | 0.683                           |
| Project_Performance| 0.813            | 0.842 | 0.872                  | 0.584                           |
| Task_complexity    | 0.886            | 0.911 | 0.914                  | 0.682                           |

(Source: Generated from SmartPLS 3.3.3)
4.2. Parameters for Measurement Model

The threshold for reliability is <0.7 and the threshold for convergent validity is <0.5. In Table 3, the reliability is identified by both Cronbach’s Alpha and Composite Reliability. Cronbach’s Alpha is calculated for vetting Confirmatory[22]. Factor Analysis (CFA) whereas Composite Reliability is calculated for vetting Exploratory Factor Analysis (EFA). Convergent Validity is calculated through AVE. According to [23] the threshold for reliability (represented by Cronbach’s alpha) is it should be more than 0.7. By this, all variables are reliable, as the least value is 0.813 (for Project Performance). Similarly, composite reliability needs to be greater than 0.7, which is also complied with. Average Variance Extracted (AVE) is the convergent validity of items or indicators. The threshold for AVE has to be greater than 0.5 [24]. Above table reflects a similar outcome, so the validity of the instrument is high. The square root of the AVE value will be the same as the respective construct’s value in discriminant validity. Discriminant validity represents the accuracy of items in the research instrument. Following Table 2 highlights of Discriminant Validity

Table 2 – Discriminant Validity

| Fornell-Larcker Criterion | BigData Analytics | Challenge | Data Inputs | MD-DI*BD*PP | Project Clarity | Project Performance | Task complexity |
|---------------------------|------------------|-----------|-------------|-------------|-----------------|---------------------|-----------------|
| BigData Analytics         | 0.881            |           |             |             |                 |                     |                 |
| Challenge                 | 0.801            | 0.875     |             |             |                 |                     |                 |
| Data Inputs               | 0.879            | 0.928     | 0.865       |             |                 |                     |                 |
| MD-DI*BD*PP               | -0.147           | -0.447    | -0.423      | 1.000       |                 |                     |                 |
| Project Clarity           | 0.905            | 0.940     | 0.971       | -0.338      | 0.826           |                     |                 |
| Project Performance       | 0.945            | 0.877     | 0.931       | -0.219      | 0.958           | 0.764               |                 |
| Task complexity           | 0.913            | 0.846     | 0.930       | -0.183      | 0.945           | 0.954               | 0.826           |

(Source: Generated from SmartPLS 3.3.3)

The value of construction in each column has to be more than the value of the rest for discriminant validity. There are certain values lesser, namely, the project performance has got the value of 0.764 whereas the other value is 0.954. This proves that the validity is weak, however, for other constructs, it's within the limit. VIF (Variance Inflation Factor) measures the multicollinearity of indicators of constructs. According to [24] the VIF in the outer range should not be more than 10 whereas according to [25] 5 is the threshold.

Table 3 – Multicollinearity (VIF)

| VIF     |
|---------|
| BD1     | 1.414  |
| DI1     | 1.558  |
| Data_Inputs * BigData_Analytics | 1.000  |
| PC1     | 9.127  |
| PP1     | 2.571  |
| TC1     | 7.542  |

(Source: Generated from SmartPLS 3.3.3)
In this analysis, only one item in each construct is considered. Coherently convincing both these scholarly thresholds, the respective research has less than 5 for all constructs except for Project Complexity. This proves that the VIF is at par with the threshold. Above Table 3 highlights the VIF values.

4.3 Structural Modeling

Structural Modeling is also called an inner model. Structural modeling in Multivariate analysis comprises mediation analysis through PLS-SEM (Partial Least Square-Structural Equation Modeling), moderation analysis [26]. Data Input is the mediator and it is hypothesized between the independent variable and dependent variable. Results of indirect effects in a model can yield the potency of the mediating effect. Following table 4 highlights the values on indirect effects

Table 4 – Indirect Effects (Mediating Effects)

|                          | Original Sample (O) | Sample Mean (M) | Standard Deviation (STDEV) | T_ Statistics (O/STDEV) | P Values |
|--------------------------|---------------------|----------------|---------------------------|-------------------------|----------|
| Task_complexity -> Data_Inputs -> Project_Performance | 0.112 | 0.116 | 0.052 | 2.167 | 0.031 |
| Challenge -> Data_Inputs -> Project_Performance | 0.105 | 0.110 | 0.047 | 2.221 | 0.027 |
| Project_Claraty -> Data_Inputs -> Project_Performance | 0.328 | 0.328 | 0.083 | 3.958 | 0.000 |

(Source: Generated from SmartPLS 3.3.3)

From Table 4 it is evident that Data Input mediates between the constructs efficiently. Based on the p-value, which is lesser than 0.05 it can be understood that all three independent variables require a mediator to achieve project performance (dependent variable).

4.4 Hypothesis Testing

The vital section in research is testing the claims or hunches or assumptions. Hypothesis testing is done for this respective research as this is more of quantitative research. A familiar or renowned technique to interpret the hypothesis testing is based on a p-value score. The P-value score is based on T-statistics. These both go hand-in-hand. P-value (probability value) has to be lesser than 0.05, which is 95% has positivity and 5% is doubtful. Thus, as long as 5% is in the doubtful scenario, the model is accepted.

5. Conclusion

Belt and Road Initiative (BRI) is a visionary project initiated by President Xi Jinping of China. After several challenges and constraints, this project has come to the construction stage in 2020. To amplify this project, there are strategies in inter-model logistics. However, using data from past trades in silk routes, there can be an optimized solution than inter-model [27]. If Big Data Analytics is used, this model will be more successful. However, this was merely the author’s opinion before drafting this research manuscript.
After indulging in a data collection with 112 respondents who are involved with BRI, the data were analyzed and found that respondents abide that big data analytics will amplify the economic bottom line of the project and also enhance the performance. Big Data Analytics was not tested as an independent variable, whereas, it was placed as a moderator. Through moderation analysis, it was found that the p-value was 0.011 and t-statistics was 2.560, which is considered highly significant.
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