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Abstract
Single-cell Assay for Transposase-Accessible Chromatin sequencing (scATAC-seq) identifies regulated chromatin accessibility modules at the single-cell resolution. Robust evaluation is critical to the development of scATAC-seq pipelines, which calls for reproducible datasets for benchmarking. We hereby present the simATAC framework, an R package that generates a scATAC-seq count matrix, highly resembling real scATAC-seq datasets in library size, sparsity, and averaged chromatin accessibility signals. simATAC deploys statistical functions derived from analyzing 90 real scATAC-seq cell groups to model read distributions. simATAC provides a robust and systematic approach to generate in silico scATAC-seq samples with cell labels for a comprehensive tool assessment.
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Background
Single-cell sequencing has revolutionized and expedited our understanding of the structure and function of cells at unprecedented resolution. This technology resolves a fundamental limitation of bulk sequencing, which averages signals over a large number of cells resulting in obscured biological heterogeneity among individual cells [1]. The assay for transposase-accessible chromatin sequencing (ATAC-seq) measures the openness of chromatin, a proxy for activity of DNA binding proteins [2–4]. Single-cell ATAC-seq (scATAC-seq) has opened up vast fields of applications, including extracting accessibility and co-accessibility patterns of genomic regions to identify cell-type-specific enhancers, chromatin heterogeneity, and transcription factor activities.

The rapid advancement of scATAC-seq technology gives rise to the development of computational tools for scATAC-seq data analysis, and the integrative analysis of transcriptomic and epigenomic profiles [5–7]. Though simulated datasets with known labels have been the most common approach to benchmark the performance of analytical pipelines, there is no existing standard practice or simulation tool available to generate synthetic scATAC-seq datasets. Furthermore, due to the sparsity and noisy nature of scATAC-seq data, generating synthetic samples that resemble real datasets is challenging. Many existing scATAC-seq analytical pipelines assessed their performance solely based on real datasets [8–14]. Some studies generated simulated data by downsampling reads from bulk ATAC-seq data [15–19] or deploying ad-hoc simulation methods [20–23]. However, these simulation methods were implemented as part of the development or evaluation of scATAC-seq pipelines and were usually incompletely documented, resulting in a lack of reproducibility.

scATAC-seq analytical pipelines usually consist of pre-processing (read quality control and alignment), core analysis (feature matrix generation) and downstream analyses (e.g. cell type clustering). A feature matrix summarizes the filtered reads from BAM files by counting the number of aligned reads that overlap within the defined genomic regions. The features represent a subset of genomic regions with specified genomic positions, nucleotide patterns, or biological functions [8, 9, 24]. A commonly used feature matrix for scATAC-seq is the peak by cell matrix that captures the highest read coverage signals from the most accessible genomic regions (peaks) obtained from bulk ATAC-seq data. However, a sufficient number of cells are required to identify such peaks, and consequently, the peak by cell feature matrix usually fails to recognize the rare cell type regulatory patterns in aggregated signals [15].

Alternatively, the bin by cell feature matrix is generated by segmenting the whole genome into uniformly-sized non-overlapping “bins” and mapping the read counts in each bin [15]. Uniform segmentation of the genome provides unbiased detection of chromatin accessibility, and enables pattern extraction from both significant and non-significant distinguishable dynamics between cells.

We hereby propose simATAC, a scATAC-seq simulation framework that generates unbiased simulated...
samples resembling real scATAC-seq data. Given a real scATAC-seq feature matrix as input, simATAC estimates the statistical parameters of the mapped read distribution by cell type, and generates a synthetic count array that captures the unique regulatory landscape of a group of cells with similar biological characteristics. We demonstrate that the synthetic samples generated by simATAC highly resemble real scATAC-seq datasets in library sizes, sparsity (proportion of zero entries) and averaged chromatin accessibility signals.

Results

simATAC framework

simATAC deploys statistical distributions to model the properties of a bin by cell count matrix for a group of cells with similar biological characteristics. The main modelling parameters include read coverage of cells (library size), non-zero cell proportion in each bin, and the average of counts per bin (bin mean). Bin by cell matrix quantifies the number of open chromatin read fragments falling into the non-overlapping fixed-length bins (5 kbp windows) across the whole genome. For each user-input, simATAC performs two core simulation steps: (i) estimating the model parameters based on the input bin by cell matrix, including the library sizes of the cells, the non-zero cell proportions of each bin and the read average of each bin; (ii) generating a bin by cell matrix that resembles the original input scATAC-seq data by sampling from Gaussian mixture and polynomial models with the estimated parameters. simATAC outputs a count matrix as a SCESet object [25], with additional options to convert it to other types of feature matrices. Figure 1 summarizes the simulation architecture of simATAC. The statistical modelling of simATAC is discussed in further details in the next sections and Methods.

Library size

Library size refers to the number of aligned reads per cell. simATAC models cells’ log-transformed library sizes through a Gaussian mixture model (GMM) with two components whose parameters are estimated based on the user-input real scATAC-seq data. With the estimated parameters, simATAC randomly samples library sizes of C single cells based on Eq. (1).

\[
\log_2(l'_i) \sim w \times N(\mu_1, \sigma_1^2) + (1 - w) \times N(\mu_2, \sigma_2^2) \tag{1}
\]

where \(l'_i\) is the simulated library size for the \(i^{th}\) simulated single cell. See Table 1 for the detailed definition of the Gaussian mixture model parameters.

Previous studies have shown that the library sizes of cells significantly affect the identification of cell types [15–17, 19, 21]. A larger library size usually indicates higher sequencing coverage, thus providing more accurate chromatin accessibility information. Since the library sizes of scATAC-seq usually vary across different experiments, simATAC offers users the flexibility to adjust the library sizes from low to high coverage based on their needs.

Bin non-zero cells proportion

Sparsity is the inherent nature of scATAC-seq data [15, 21, 26], which results in a large proportion of zero entries in the bin by cell matrix. Let \(M_{j,i}\) denote the number of reads that fall into the bin \(j\) of cell \(i\) for \(B\) bins. If \(M_{j,i} \neq 0\), then it is considered as a non-zero entry. The number of cells with non-zero entries within a bin is associated with the chromatin accessibility in the corresponding genomic region. simATAC estimates the proportion of cells with non-zero entries for the \(j^{th}\) bin, \(p_j\), based on the user-input real scATAC-seq bin by cell matrix, and determines if an entry’s status in the simulated count matrix is zero or non-zero based on a Bernoulli distribution:

\[
X_{j,i} \sim Bernoulli(p_j) \tag{2}
\]

If \(X_{j,i} = 1\), the read count of cell \(i\) at bin \(j\) is non-zero, i.e. \(M_{j,i} > 0\). If \(X_{j,i} = 0\), the read count of cell \(i\) at bin \(j\) is set to zero, i.e. \(M_{j,i} = 0\). The non-zero proportion of bin \(j\), \(p'_j\), of the simulated bin by cell matrix is then defined as

\[
p'_j = \frac{\sum_{i=1}^{C} X_{j,i}}{C} \tag{3}
\]

Bin mean

The extent of genome accessibility leads to the variations in the number of sequenced reads falling into the

| Table 1 Input parameters in simATAC simulation step. |
|---------------------------------|
| Parameter                       |
| Symbol                          |
| Description                     |
| Library size mean               |
| \(\mu_1, \mu_2\)                |
| The estimated means of two Gaussian modals of library size. |
| Library size standard deviation |
| \(\sigma_1, \sigma_2\)          |
| The estimated standard deviations of two Gaussian modals of library size. |
| Library size weight             |
| \(w\)                           |
| The estimated weight parameter of the first Gaussian modal. |
| Non-zero cell proportion        |
| \(P\)                           |
| The proportion of non-zero cells in real bin by cell matrix. |
| Polynomial coefficients         |
| \(\beta\)                       |
| The estimated coefficients of polynomial model fitted to the relation between bin non-zero cell proportions and bin means. |
fixed-length bins, and consequently, the variations in the average of the reads in each bin. The more accessible a region is, the larger the bin means are, that is, the more cells with non-zero entries are mapped to that region. We observed a polynomial regression relation between the non-zero cell proportions and bin means in each cell group in the samples used for simATAC modelling. simATAC simulates the average of the read counts at bin $j$, $m_j'$, with a fitted polynomial regres-

Figure 1 The simATAC simulation framework. The red circles represent values directly extracted from the user-supplied bin by cell matrix, the white squares represent estimated parameters, and the brown circles represent the simulated values. simATAC initially estimates the library sizes, the non-zero cell proportions and the bin means from the input cell group (including cells having similar biological characteristics). simATAC generates the library sizes with a Gaussian mixture distribution, the zero and non-zero status with a Bernoulli distribution, and the bin means with a polynomial regression model linking to the non-zero cell proportion. The synthetic counts are sampled from a Poisson distribution whose mean is the cell library size adjusted by the bin mean. simATAC offers an optional noise function that adjusts the synthetic counts generated from the Poisson distribution with various noise levels. Default values for the three main parameters are embedded in the simATAC framework in case no user-supplied input is given.
tion model with the non-zero cell proportion, $p_j^*$, as the explanatory variable,

$$m_j' = \beta_0 + \beta_1 p_j^* + \beta_2 p_j^*$$

We observed that in real scATAC-seq datasets, for each cell group, there are a few bins (on average, two bins out of hundreds of thousands of bins) with a non-zero cell proportion higher than 0.8. While the polynomial regression model is a good fit for the relation of bin means and non-zero cell proportions, it generally doesn’t capture bins having a non-zero cell proportion higher than 0.8. These few bins are excluded in the polynomial modelling. However, the estimated polynomial function is used to simulate all bins through the genome.

**Bin by cell count matrix**

simATAC generates the final count of cell $i$ at bin $j$, $c_{j,i}$, using a Poisson distribution with $c_{j,i}'$ as the mean parameter, where $c_{j,i}'$ is the library size of cell $i$ scaled by the bin mean $m_j'$ at bin $j$.

$$c_{j,i}' = l_i' \times \left( \frac{m_j'}{\sum_{k=1}^{B} m_k} \right)$$

$$c_{j,i} \sim \text{Poisson}(c_{j,i}')$$

To reproduce the high noise level of scATAC-seq data, simATAC offers an optional step to include additional noise by adding Gaussian noises (rounded to integer) to the final simulated counts.

$$c_{j,i} = c_{j,i}' + \text{int}(\mathcal{N}(\text{mean}, \text{sd}))$$

High noise level will blur the difference in the read distributions across different cell types, and mimic real sequencing artifacts. However, as the noise level increases, the distribution of the library sizes and the sparsity in the synthetic dataset may differ from the input scATAC-seq samples. The default setting of simATAC omits the optional adding noise step. However, the users have the flexibility to set their desirable noise level. Table 5 provides the recommended noise parameter settings for different noise levels.

simATAC writes the final synthesized bin by cell matrix as a SCESet object, a container for single-cell genomics data, from the SingleCellExperiment R package [25].

**Simulating feature matrices**

simATAC generates synthetic scATAC-seq data in the format of bin by cell, peak by cell and binarized count matrices. Peak by cell array is a commonly used representation of scATAC-seq data, where peak calling is performed on bulk samples or an aggregated scATAC-seq profile to extract genomic areas enriched with aligned reads as accessibility signal [21]. simATAC generates synthetic peak by cell count matrix with the simATACgetCellByPeak function, given a simATAC simulated object and a user-specified number of peak bins. simATAC can also generate a cell by feature matrix given an user defined list of regions of interest (in a BED format) with the simATACgetCellByRegion function. Another commonly used feature matrix format is the binary version, which is provided by simATACgetCellBinary function.

**simATAC runtime**

We assessed the performance of simATAC in terms of running time on a desktop workstation (Intel(R) Xeon(R) CPU @ 3.60GHz processor) for simulating 1,000 human cells at 5 kbp window size, which took on average 43 seconds for five different runs. Benchmark datasets’ running times for estimation and simulation steps are provided separately in Additional file 1 Table S1. The running times reported in the Table S1, are for three versions of simulations runs without including Gaussian noise.

**Evaluation**

In this section, we demonstrate the resemblance of the simulated samples by simATAC to the input real scATAC-seq datasets. The simulated samples are compared to the real samples on the distributions of library sizes, sparsity, and bin means. We also evaluated the peak calling and clustering performance of the synthesized matrices. The evaluations are performed on each cell groups (or cell types) from the annotated benchmark scATAC-seq datasets, Buenrostro2018, Cusanovich2018, and PBMCs, representing a wide range of platforms, cell types, and species.

- The Buenrostro2018 dataset contains 1974 cells generated from the Fluidigm C1 platform. Samples are from 10 FACS-sorted cell populations from CD34+ human bone marrow, namely, hematopoietic stem cells (HSCs), multipotent progenitors (MPPs), lymphoid-primed multipotent progenitors (LMPPs), common myeloid progenitors (CMPs), granulocyte-macrophage progenitors (GMPs), megakaryocyte-erythrocyte progenitors (MEPs), common lymphoid progenitors (CLPs), plasmacytoid dendritic cells (pDCs), and monocytes (mono) [27].
The Cusanovich2018 dataset is a subset of scATAC-seq mouse tissues with 12178 cells from 13 different sources [21]. Sequenced cells are from bone marrow, cerebellum, heart, kidney, large intestine, liver, lung, prefrontal cortex, small intestine, spleen, testes, thymus, and whole brain, generated using a sci-ATAC-seq protocol [28].

The PBMCs dataset is produced by the 10x Genomics Chromium (10xG) droplet-based scATAC platform and comprises 5335 cells from human peripheral blood mononuclear cells (PBMCs) [29]. There are no true cell type labels for PBMCs cells. However, we used 10x Genomics Cell Ranger ATAC’s [29, 30] clustering labels as ground truth and performed simulation on each cluster. Although existing labels are not perfect, we included this data to evaluate how simATAC mimics features of a group of cells with similar biological characteristics from a droplet-based platform [21].

Table 2 Averaged Pearson correlation between the simulated and real sample bin means and the non-zero cell proportion of bins (for three simulation runs with different initial seeds).

| Cell type | Bin mean | Bin non-zero proportion |
|-----------|----------|-------------------------|
| **Buenrostro2018** |          |                         |
| CMP       | 0.98     | 0.98                    |
| GMP       | 0.98     | 0.98                    |
| pDC       | 0.96     | 0.96                    |
| mono      | 0.92     | 0.93                    |
| **Cusanovich2018** |          |                         |
| Heart     | 0.95     | 0.96                    |
| Kidney    | 0.97     | 0.97                    |
| LargeIntestine | 0.93     | 0.93                    |
| Liver     | 0.98     | 0.98                    |
| **PBMCs** |          |                         |
| Cell1     | 0.99     | 1                       |
| Cell3     | 0.99     | 1                       |
| Cell5     | 0.98     | 0.99                    |
| Cell7     | 0.99     | 0.99                    |

**Statistical evaluation**

With each of the three real scATAC-seq datasets as benchmark data, we simulated bin by cell matrix for each cell group with the same number of cells as in the real datasets. We then compared the distribution of library sizes, bin means, and non-zero cell proportions of the simulated dataset to the real samples, by cell group. We present four cell groups from each benchmarking dataset to demonstrate the similarity.

Figure 2 depicts the box plots of library size distributions for 12 cell groups from the benchmarking datasets. The library size distributions of the simulated cells by simATAC highly resemble those of the real datasets, in the mean, the median and the quantile distribution. See Additional file 1: Fig. S1 for the complete comparisons between the real and simulated bin by cell matrices of all cell groups.

simATAC synthesized bin by cell matrices preserve the accessibility of genomic regions with matched bin mean and non-zero cell proportion patterns to the input real scATAC-seq datasets. The high correlations between the corresponding bins in the real and synthesized data (for the bin mean and non-zero cell proportion parameters) demonstrate that simATAC retains the input cells’ genomic region accessibility characteristics. Table 2 summarizes the averaged Pearson correlation of each parameter based on three simulation runs. The complete version of the table, including all cell groups from the benchmarking datasets is provided in Additional file 1: Table S2.

Figure 3 illustrates the sparsity of the bin by cell matrix in 12 cell groups of the benchmark datasets, which demonstrates that the synthetic samples generated by simATAC retains the sparsity of the real sam-
Figure 3 Comparison of the bin sparsity and cell sparsity distributions. Cell sparsity and bin sparsity box plots of the simulated (in blue for bin sparsity, and green for cell sparsity) and real (in red for bin sparsity, and purple for cell sparsity) scATAC-seq data are illustrated for the three benchmarking datasets: Buenrostro2018, Cusanovich2018, and PBMCs. The sparsity of the synthetic data generated by simATAC (no Gaussian noise is included) closely resembles that of the corresponding real scATAC-seq input data.

We compared simulations across metrics and datasets by calculating median absolute deviation (MAD), mean absolute error (MAE), and root mean square error (RMSE) for the main simulation parameters explained. The absolute deviation of the sorted real and sorted synthetic library size vectors, real and simulated bin means, and real and simulated bins’ non-zero proportion was calculated. The MAD, MAE, and RMSE metrics for all of the three mentioned vectors of differences are shown in Table 3. Each entry in the Table 3 is averaged across all cell groups in the associated benchmarking dataset for a simulation run. We extracted these statistics to evaluate the closeness of each simulated parameter to real values. The small parameters’ values being close to zero suggest that simATAC synthesizes feature matrix properties following real data patterns.

simATAC is capable of maintaining peak information from real scATAC-seq samples. For each of the benchmarking datasets, we defined three lists of peak regions and compared them:

- Pre-defined bulk peaks obtained from bulk read signals.
- Real peak bins, including 5,000 top bins with the highest bin means extracted from real data bin by cell matrix.
- Simulated peak bins, including 5,000 bins with the highest bin means from simATAC’s simulated bin by cell matrix.

We first extracted the percentage of bins across the genome that are common in the extracted peak bins from the real and simulated bin by cell matrices, and then assessed the percentage of regions from pre-
Table 3 Median absolute deviation (MAD), mean absolute error (MAE), and root mean square error (RMSE) calculated for sorted real and sorted simulated library sizes, real and simulated bin means, and real and simulated non-zero cell proportions for corresponding bins. The table presents each parameter’s average across all cell groups in the associated dataset.

|                     | Buenrostro2018 | Cusanovich2018 | PBMCs |
|---------------------|----------------|-----------------|-------|
|                     | MAD  | MAE  | RMSE | MAD  | MAE  | RMSE | MAD  | MAE  | RMSE |
| Non-zero proportion| 0.0005 | 0.0056 | 0.0137 | 0.0039 | 0.0057 | 0.0085 | 0.0056 | 0.0079 | 0.0126 |
| Bin mean            | 0.0013 | 0.0078 | 0.5047 | 0.0045 | 0.0065 | 0.0298 | 0.0071 | 0.0119 | 0.0515 |
| Library size        | 0.0735 | 0.0976 | 0.1352 | 0.0553 | 0.0692 | 0.0992 | 0.0640 | 0.0907 | 0.1407 |

Table 4 Peak calling analysis results. Bulk peak: peak regions obtained from bulk read signals; Real bin: 5,000 peak bins with highest bin coverage means obtained from the real bin by cell matrix; Simulated bin: 5,000 peak bins with highest bin coverage means obtained from simATAC’s simulated bin by cell matrix. This table summarizes the percentage of peak regions defined in the table’s rows that have overlap with the list of peak regions defined in the columns.

|                     | Buenrostro2018 | Cusanovich2018 | PBMCs |
|---------------------|----------------|-----------------|-------|
|                     | Bulk peak | Real bin | Simulated bin | Bulk peak | Real bin | Simulated bin | Bulk peak | Real bin | Simulated bin |
| Bulk peak           | 100% | 96% | 96% | 100% | 98% | 98% | 100% | 97% | 97% |
| Real bin            | 96% | 100% | 94% | 99% | 100% | 95% | 96% | 100% | 96% |
| Simulated bin       | 96% | 94% | 100% | 99% | 95% | 100% | 96% | 96% | 100% |

Clustering evaluation

The ability to separate cells with similar biological characteristics from a complex cell population is one of the major evaluation aspects of many scATAC-seq analytical tools. The availability of synthetic scATAC-seq samples reflecting cell’s distinct features would be remarkably useful in assessing cell clustering algorithms. Many previous studies reported close to perfect cell clustering metrics when no noise was included [15, 16, 21]. We performed clustering analysis on the synthesized bin by cell matrices generated by simATAC and compared their clustering results with those of the real datasets. We used SnapATAC [15] to pre-process and cluster the simulated bin by cell matrices as well as the real benchmarking datasets. We also simulated data with different levels of Gaussian noise parameters for this analysis, assuming the extra noise would mimic real data measurement’s artifacts.

Table 5 summarizes the averaged clustering metrics, normalized mutual information (NMI), adjusted mutual information (AMI), and adjusted rand index (ARI) over three simulation runs, each with a different initial seed. The selected level of noise parameters that are provided in the Table 5 maintain read distribution reasonably close to the real data with reasonably realistic performance compared to existing ad-hoc simulation methods [15, 21] that yielded close to perfect clustering results. Further parameter plots for the simulated counts with Gaussian noise are provided in Additional file 1: Fig. S5-S10, and Table S3-S4. The closeness of the clustering performance to the real dataset is a trade-off with the closeness of the distribution of library sizes and the sparsity.
Discussion and conclusions
The rapid development of scATAC-seq technology has led to a surge of scATAC-seq analytical tools. However, the lack of systematic simulation frameworks hinders the consistent evaluation of the computational tools and reproducibility of the analytical results. To meet this need, we developed simATAC, a systematic scATAC-seq simulator that generates synthetic samples that closely resemble real scATAC-seq data. simATAC builds upon Gaussian mixture distribution to model cell library sizes, and polynomial regression model to represent the relationship between the average of bin counts and the non-zero cell proportions of bins. Moreover, simATAC grants users the flexibility to adjust parameters manually. simATAC generates a synthetic bin by cell matrix given a real scATAC-seq dataset as input. If there are no user-specified count matrix or parameters available, simATAC simulates synthetic bin by cell matrix using the default parameters derived from simulating the GSE99172 real scATAC-seq data. A list of estimated values for library size Gaussian mixture distribution and polynomial function parameters are provided in Additional file 2 to get the intuition of real data parameters. simATAC also offers additional functions to transform the bin by cell matrix into other feature matrices, such as peak by cell array.

We compiled and processed 90 real scATAC-seq cell groups (from eight datasets) from various sequencing technologies, platforms, species and cell types to build a generalizable framework. We demonstrated the distributions of the library sizes, non-zero cell proportions, and bin means of the simATAC synthetic datasets resembling those of the real input examples. simATAC also offers the users additional options to modify the noise levels to mimic the artifacts in real scATAC-seq data and generate samples with various difficulty levels for clustering assessment.

We compiled and processed each of the 90 scATAC-seq cell groups as well as each of the eight datasets (considering all cell groups together) separately to model the library size parameter. We conducted the Kolmogorov-Smirnov test [31] and the Chi-squared test [32] to test the goodness of fitness of the log-transformed library sizes from the Gaussian probability distribution, using the stats and fitdistplus R packages [33, 34]. The p-values of the goodness of fitness tests showed that non-10xG samples generally follow a Gaussian distribution. Our preliminary statistical analysis of the 10xG scATAC-seq data showed that many of them are sampled from a mixture of probability distributions. We tested the null hypothesis if the 10xG samples’ library sizes are sampled from a unimodal probability distribution using Hartigan’s dip test [35] from the diptest R package [36]. Most of the modelling datasets rejected the null hypothesis that the library sizes are sampled from a unimodal probability distribution at a significance level of $\alpha = 0.05$. Considering the probability density function and the cumulative distribution function plots, we modelled the log-transformed library sizes with a Gaussian mixture model with two modes and estimated the parameters using the mixtools R package [37]. Statistical parameters of the aforementioned tests for library size modelling are provided in Additional file 3.

We observed a significant difference in the distribution of library sizes between the real scATAC-seq data generated by the 10xG platform and other platforms. Library sizes of the non-10xG samples generally fit a unimodal Gaussian model, while those of the 10xG

Methods
simATAC statistical modelling
We compiled and processed each of the 90 scATAC-seq cell groups as well as each of the eight datasets (considering all cell groups together) separately to model the library size parameter. We conducted the Kolmogorov-Smirnov test [31] and the Chi-squared test [32] to test the goodness of fitness of the log-transformed library sizes from the Gaussian probability distribution, using the stats and fitdistplus R packages [33, 34]. The p-values of the goodness of fitness tests showed that non-10xG samples generally follow a Gaussian distribution. Our preliminary statistical analysis of the 10xG scATAC-seq data showed that many of them are sampled from a mixture of probability distributions. We tested the null hypothesis if the 10xG samples’ library sizes are sampled from a unimodal probability distribution using Hartigan’s dip test [35] from the diptest R package [36]. Most of the modelling datasets rejected the null hypothesis that the library sizes are sampled from a unimodal probability distribution at a significance level of $\alpha = 0.05$. Considering the probability density function and the cumulative distribution function plots, we modelled the log-transformed library sizes with a Gaussian mixture model with two modes and estimated the parameters using the mixtools R package [37]. Statistical parameters of the aforementioned tests for library size modelling are provided in Additional file 3.

We observed a significant difference in the distribution of library sizes between the real scATAC-seq data generated by the 10xG platform and other platforms. Library sizes of the non-10xG samples generally fit a unimodal Gaussian model, while those of the 10xG
samples fit a bimodal GMM better. simATAC simulates the library size using a bimodal GMM for samples from all platforms, and for non-10xG samples, the weight of the second Gaussian distribution can be set to zero.

To recover the scATAC-seq data sparsity, simATAC first assigns zero or non-zero labels to the bin by cell matrix using a Bernoulli distribution for each bin. The probability that a cell at bin \( j \) is non-zero is the estimated non-zero cells proportion at the corresponding bin of the input real scATAC-seq dataset.

Based on the 90 real scATAC-seq cell groups used for modelling, we observed a polynomial relationship between the non-zero cell proportions and the bin means in the normalized real bin by cell arrays. The input matrix is normalized by dividing primary counts by the cells’ library size and multiplying by the median of library sizes. The quadratic relation between bin means and non-zero cell proportions in the 12 sampled cell groups of benchmarking datasets are provided in Additional file 1: Fig. S4.

simATAC estimates the regression parameters using the lm function from the stats package [33], and calculates bin means based on Eq. (4). Note that the parameters in Eq. (4) are estimated by cell types/groups, as the chromatin accessibility patterns of different cell types vary biologically. A few bins with non-zero cell proportions higher than 0.8 were filtered out in fitting the regression model in the modelling process. The average number of excluded bins is two by considering all 90 cell groups.

We assessed simATAC generated feature matrices by calculating the absolute difference between sorted real and sorted simulated library size vectors, real and simulated bin means, and non-zero cell proportion vectors of original and synthetic count matrices. We obtained MAD, MAE, and RMSE of these vectors by the following equations, where \( R \) are the real values and \( S \) are the simulated values:

\[
MAD = \text{median}(|R - S|)
\]  
\[
MAE = \text{mean}(|R - S|)
\]  
\[
RMSE = \sqrt{\text{mean}((R - S)^2)}
\]

 Availability of data and materials

We built the simATAC statistical model and estimated the default input parameters based on 90 cell groups from eight publicly available real scATAC-seq datasets from various platforms and technologies, including Fluidigm C1, 10x Chromium, single-cell combinatorial indexing ATAC-seq (sci-ATAC-seq), and Multi-Index single cell ATAC-seq (MI-ATAC) to ensure a generalizable simulation framework. The datasets supporting the modelling and evaluation of this article are all available publicly. All datasets used in this study are available from NIH GEO: (1) 63 10xG sample groups from GSE129785 [29], (2) GSE99172 [8], (3) GSE74310 [38], (4) GSE65360 [39], (5) GSE68103 (GSM1647122) [12], (6) GSE68103 (GSM1647123) [12], (7) GSE112091 (series GSE112245) [40], and (8) GSE100033 (GSM2668124) [41].

The datasets used for assessing and supporting the findings of this study are available publicly: (1) a dataset of sorted human bone marrow hematopoietic cells (Buenrostro2018) [27], (2) a subset of 13 sci-ATAC-seq adult mouse tissues (Cusanovich2018) [26, 28] provided by [21], and (3) human hematopoiesis II (PBMCs) [29] provided by 10xG, which are described in the Evaluation section in detail. The detailed information of all samples with cell groups and numbers are provided in the Additional file 1: Table S5.

We used SnapTools and SnapATAC softwares for data preprocessing, generating raw bin by cell matrices, and clustering analysis:

- Project name: SnapTools, SnapATAC
- Project home page: https://github.com/r3fang/SnapATAC
- Archived version: https://doi.org/10.1101/615179
- Operating system(s): Linux/Unix
- Programming language: Python and R
- Other requirements: Python (\( \geq 2.7 \) & \( < 3.0 \)) (SnapTools) (highly recommended for 2.7); R (\( \geq 3.4.0 \) & \( < 3.6.0 \)) (SnapATAC) (3.6 does not work for rhdf5 package);
- License: GPLv3
- Any restrictions to use by non-academics: -

Dataset preprocessing

The raw FASTQ or BAM files were downloaded from the links provided and bin by cell matrices used in simATAC development were generated using the SnapTools [15, 42]. SnapTools is a Python module that preprocesses scATAC-seq data. SnapTools aligns raw FASTQ files to the GRCh38 or the MM10 reference genomes using the Burrows-Wheeler aligner. Reads that were properly paired according to the SAM flag value, uniquely mapped with mapping quality > 30, and had a length less than 1,000 base pairs were filtered for further analyses. SnapTools groups the reads with the same barcode and removes PCR duplicate reads in each group. SnapTools outputs a .snap file, an hdf5 file that stores the input scATAC-seq data, including cell by bin matrix used in the development and analyses of simATAC modelling [15] [1]. For 10xG sam-

[1]https://github.com/r3fang/SnapATAC/wiki/FAQs#CEMBA_snap
ples [2], we started from the fragment.tsv files provided by 10x website [3], which is a barcoded and aligned fragment file processed, with an implemented option by SnapTools for 10xG samples. The rest of the samples were processed from FASTQ or provided BAM files, and unique randomly generated barcodes were added to the samples that did not have barcodes themselves.

The code and dataset files used for benchmarking are available at https://github.com/bowang-lab/simATAC.
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