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Abstract
In this paper, we uncover new asymptotic isolation by distance patterns occurring under long-range dispersal of offspring. We extend a recent work of the first author, in which this information was obtained from forwards-in-time dynamics using a novel stochastic partial differential equations approach for spatial $\Lambda$-Fleming-Viot models. The latter were introduced by Barton, Etheridge and Véber as a framework to model the evolution of the genetic composition of a spatially structured population. Reproduction takes place through extinction-recolonisation events driven by a Poisson point process. During an event, in certain ball-shaped areas, a parent is sampled and a proportion of the population is replaced. We generalize the previous approach of the first author by allowing the area from which a parent is sampled during events to differ from the area in which offspring are dispersed, and the radii of these regions follow power-law distributions. In particular, while in previous works the motion of ancestral lineages and coalescence behaviour were closely linked, we demonstrate that local and non-local coalescence is possible for ancestral lineages governed by both fractional and standard Laplacians.

1 Introduction

Probability of identity by descent
In most natural settings, the population’s range is too broad to be covered by a single individual during its lifetime and several generations are necessary to bridge large spatial distances. Consequently, in the presence of neutral mutations, individuals further apart in space carry, on average, more different genetic information; an effect which is known as isolation by distance. In infinitely-many-alleles models, mutations are deemed unlikely to affected the same nucleotide twice, such that mutation events create new types never seen before in the population. Under this assumption relatedness of individuals can be measured by the probability of identity by descent $F(x)$, that is, the probability that two individuals sampled from two locations at separation $x$ are of the same type because no mutation occurred since their most recent common ancestor.

Historically, the displacement distance between offspring and parents has been assumed to be of finite variance. Wright and Malécot (\cite{Wri43}, \cite{Mal48}) were the first to observe that if $G_t$
is a Gaussian transition kernel associated with Brownian motion, \( F(x) \) is approximately given by the Wright-Malécot formula (ignoring model specific parameters)

\[
F(x) \approx \int_0^\infty e^{-2\mu t} G_{2t}(x) dt,
\]

where \( \mu > 0 \) is the rate at which neutral mutations arise in a given lineage. This formula reflects the idea of probability of identity by descent. Since \( \mu > 0 \) is the neutral mutation rate, \( e^{-2\mu t} \) is the probability that no mutation occurred on the line of descent of either individual since the time \( t \) of their most recent common ancestor. Mutation rates estimated from biological data are often very small. If we wish to detect mutations, we therefore need to consider large time scales. Over large time and space scales, in turn, the central limit theorem tells us that jump processes of ancestral lineages are approximated by Brownian motions. Hence, the two ancestral lineages are at the same place and coalesce with a rate proportional to \( G_{2t}(x) \) after time \( t \). The universality of the central limit theorem in approximating jump processes and ancestral lineages explains why the Wright-Malécot formula has been proven for a large variety of different spatial models such as the stepping stone model or the Gaussian version of the spatial \( \Lambda \)-Fleming-Viot model ([CD02], [BDE02], [BKE10]).

**Long-range dispersal in biology** Over the past decades, the assumption of a finite-variance distance relationship between parents and offspring has been challenged by many biological examples such as butterfly populations ([FK07]), expansion behaviour of aquatic species ([KLMH14]) or the dispersal of plant seeds ([CMS00]) and the spread of pollen ([VTLD17]). In plants, long-distance dispersal of seeds has even been proposed to be an instance of the Levy foraging hypothesis ([TdJBS20]), which supposes that long jumps are more efficient in the search for sparse resources.

Studying the effect of exceptionally large reproduction events on genealogy has been one of the motivations for the introduction of the spatial \( \Lambda \)-Fleming-Viot model (SLFV) and already [BEV10] explored deviations from Kingman’s coalescent. However, only recently, the paper [For22] and Smith and Weissman [SW23] have started to classify regimes of probability of identity by descent patterns under long-range reproduction. Exceptionally large events can even persist in the limit and lead to ancestral lineages described by stable processes. Additionally, coalescence of lineages may not only happen locally when lineages meet, but globally, when lineages are still separated in space. The first instance of a long-range Wright-Malécot formula was established in [For22], in which a long-range behaviour of ancestral lineages always occurred together with global coalescence. This was complemented and confirmed by the simulation-based approach of [SW23]. Exploring dimensions one and two, Smith and Weissman discovered that the same stable behaviour of ancestral lineages can appear together with both local and global coalescence. The present paper includes and considerably extends those previous classifications by generalizing the new technique of [For22].

**Novel central limit theorem technique** The classical formula (1.1) contains an innate mathematical difficulty: Brownian motions and thus ancestral lineages do not meet in dimension two or higher. Wright and Malécot as well as [BDE02] and [BKE10] circumvented this problem by introducing a parameter for the local scale. Only recently, the paper [For22] provided a mathematically rigorous solution to this obstacle. The key is the observation that even in higher dimensions, in all prelimiting models a non-zero probability of coalescence remains, vanishing.
only in the limit. By scaling the probability of identity by descent as the model converges to the limit, [For22, Theorem 2.4] has been able to recover the classical Wright-Malécot formula regardless of dimension. The arguments of [For22, Theorem 2.4] are based on a central limit theorem for the SLFV with mutation. The SLFV process was first introduced in [Eth08], while the mutation mechanism was envisioned by [VW15].

The process \( \rho = (\rho_t, t \geq 0) \) evolves on \( \mathbb{R}^d \times [0,1] \) and for each time and each spatial location \( x \in \mathbb{R}^d \), \( \rho_t(x) \) is a probability measure encoding the composition of genetic types in the population at location \( x \). To represent the infinite-alleles model assumption, individuals carry a real number in \( [0,1] \) as a label. Reproduction is driven by a Poisson-point process and takes place through ball-shaped events of random radius \( r \) in which first a parental type is chosen uniformly from the affected ball (see Definition 2.1 below). Then a random proportion \( u \) of the population, i.e. of the probability measures \( \rho_t(x) \) with \( x \) inside the ball, is replaced by the parental type. The parameter \( u \) is called the impact parameter. Between reproduction events, individuals mutate by assuming new uniform labels from the interval \( [0,1] \) with a certain mutation rate \( \mu \). This mutation mechanism is certainly reminiscent of the uniform marker process in [DK99, Section 6]. At the level of the process \( \rho \), an infinite-population limit, this results in an exponential decay of \( \rho_t(x) \) towards the uniform distribution on \( [0,1] \) between reproduction events.

Under appropriate scaling of space, time, impact parameter and mutation rate (see Remark 3.3) and in a suitable topology the rescaled process \( \rho^N = (\rho^N_t, t \geq 0) \) converges to Lebesgue measure \( \lambda \) on \( \mathbb{R}^d \times [0,1] \). This enables us to consider the fluctuations \( Z^N_t = \sqrt{N\eta_N}(\rho^N_t - \lambda) \) around the deterministic limit. Here, \( \eta_N \) is a sequence of positive numbers such that \( N\eta_N \) converges to infinity. If \( \eta_N \) is appropriately chosen, \( Z^N_t \) converges in a distributional sense to the solution to a stochastic partial differential equation (SPDE). It turns out that this SPDE has a straightforward connection to the probability of identity by descent (see Section 3.4).

**Formulae for short and long-range dispersal**

Crucially, this new approach yielded a generalisation of the Wright-Malécot formula to populations with long-range reproduction events, that is to say when the distribution of the radius of balls in which events take place has a heavy tail \( r^{-(1+d+\alpha)}dr \) with \( \alpha < 2 \). Under a suitable spatial and temporal rescaling, ancestral lineages converge in the long-range case to stable processes instead of Brownian motions (see e.g. [FP17]). In this result, the probability of identity by descent is evaluated for a pair of individuals sampled at two locations chosen at random from two probability densities \( \phi, \psi \). Let \( P^N_t(\phi, \psi) \) denote this probability for a population evolving according to the \( N \)-th rescaled SLFV model \( (\rho^N_t, t \geq 0) \). It is shown in [For22] that

\[
\lim_{t \to \infty} \lim_{N \to \infty} N\eta_N P^N_t(\phi, \psi) = \int_{(\mathbb{R}^d)^2} F(|x-y|)\phi(x)\psi(y)dx dy,
\]

for some function \( F : \mathbb{R}_+ \to \mathbb{R}_+ \) which depends on the dispersal regime. The scaling factor \( N\eta_N \) from the central limit theorem (1.2) is precisely the scaling factor of the probability of identity by descent to recover a non-trivial formula, i.e. \( \eta_N \) captures how quickly the probability of identity by descent converges to zero as the limit is approached. In the short-range case, where the event radius is a constant \( R > 0 \),

\[
F(|x-y|) = \int_0^\infty e^{-2ut} G_{2t}(|x-y|) dt.
\]
This is the classical Wright-Malécot formula, see \[\text{[BDE02]}\]. In the long-range case, where the event size distribution has a heavy tail \( r^{-(1+d+\alpha)} dr \), ancestral lineages become stable processes with parameter \( \alpha \in (0, 2) \). In this case, it was shown that

\[
F(|x - y|) = \int_0^\infty \int_{(\mathbb{R}^d)^2} e^{-2\mu t} G_{t}^\alpha(x - z_1)G_{t}^\alpha(y - z_2)K(z_1, z_2)dz_1dz_2dt,
\]

where

\[
K(z_1, z_2) = \frac{C}{\|z_1 - z_2\|^{d+\alpha}}.
\]

Reflecting the convergence of ancestral lineages, the Brownian transition kernel \( G_{t} \) is replaced by a stable transition kernel \( G_{t}^\alpha \). The formula involves a new term \( K(z_1, z_2) \), which appears as the spatial correlations of the noise of the SPDE arising in the central limit theorem. The correlations \( K(z_1, z_2) \) encode the rate of coalescence for ancestral lineages located at positions \( z_1 \) and \( z_2 \).

**New phenomena** In this paper, we will expand the technique of \[\text{[For22]}\] to more general models. The broader regimes will unveil some new phenomena.

In \[\text{[For22]}\] there was a strong link between the behaviour of ancestral lineages and asymptotic coalescence, while our regimes show that this is no necessity. The short-range Wright-Malécot formula \[\text{(1.3)}\] can be interpreted as having a coalescence/spatial correlation term \( K(x_1, x_2) = C\delta_{x_1}(x_2) \) for a constant \( C > 0 \). This indicates that coalescence happens only locally and ancestral lineages need to be at the same position \( x_1 = x_2 \) in order to coalesce asymptotically. In the long-range regime \[\text{(1.4)}\], ancestral lineages became stable processes and the coalescence/correlation term \( K(x_1, x_2) \) of \[\text{(1.5)}\] indicated that coalescence happens globally over large distances. In this work, we will see mixtures of both behaviours: Brownian motions with global coalescence and stable ancestral lineages which still only coalesce locally. More generally, in most cases, local coalescence or a range of different powers \( \alpha \) appearing in \[\text{(1.5)}\] is possible for a fixed either stable or Brownian behaviour of ancestral lineages (see Theorem \[\text{3.4}\] and the corresponding formulae in Theorem \[\text{3.7}\]).

Furthermore, we will demonstrate that the coalescence/spatial correlation behaviour shows a dimension-dependent phase transition. We will identify a critical threshold for the tail behaviour below which global coalescence occurs and above which only local coalescence takes place. The critical case will exhibit local coalescence and requires a special scaling regime.

Our more general SLFV models involve two different radii \( r_1 \) and \( r_2 \) in reproduction events (Definition \[\text{2.1}\]). Inside a ball of radius \( r_1 \) a parental type will be chosen. Thereafter, a proportion of the population will be replaced by the parental type inside a ball of radius \( r_2 \). Our new Wright-Malécot formulae show that the joint distribution of \( r_1 \) and \( r_2 \) determines the asymptotic behaviour of lineages while only the \( r_2 \) marginal determines the coalescence regime. Moreover, if both tails have independent heavy-tailed distributions, one of the tails dominates the parameter of the resulting stable lineages (see \[\text{3.1}, \; 3.3\] and Table \[\text{1}\]).

For potential inference of long-range dispersal patterns, this new variety of formulae has far-reaching consequences, which we hope to cover in future work. The formulae illustrate that long-range reproduction leaves a clear trace in isolation by distance patterns. However, as we obtain many situations which lead to similar or even the exact same formulae, inference of more precise model parameters might be hindered.
The information has been obtained entirely forwards-in-time, raising the hope that the techniques can be applied to other complex spatial models, for example those incorporating fluctuating population size. Many models in population genetics assume a constant population size as this assumption facilitates the use of many tools in particular the method of duality. The strategy presented in this paper might provide a route to obtaining tractable results on properties, e.g. the behaviour of ancestral lineages, of varying population size genetics models.

**Outline**  In Section 2 we introduce the SLFV models considered in this work. The central limit theorem and the corresponding Wright-Malécot formulae are stated in Section 3. In Section 4 we give an overview of the proof strategy of [For22] and the adaptations needed in the present case. Section 5 provides proofs of all steps requiring significant changes from [For22] to cover the new regimes. Appendix A proves the existence and uniqueness of the SLFV models of Section 2.
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## 2 Definition of the model

This paper makes use of spatial \( \Lambda \)-Fleming-Viot (SLFV) processes, a framework introduced in (Eth08, BEV10) in which the evolution of a population is driven by a family of reproduction events. These events affect balls of varying radius and in each event, a fraction of the population inside the ball is replaced by the offspring of one or a few individuals. The SLFV process presented here differs in two ways from the most commonly studied version (BEV10): a different mutation mechanism, introduced in VW15, and different areas are chosen for the origin of parents and dispersal of offspring. We first define the state space \( \Xi \) of the process \( (\rho_t, t \geq 0) \), then we clarify its evolution.

Let \( \mathcal{M}([0,1]) \) denote the set of probability measures on the interval \([0,1]\). The state space \( \Xi \) is defined as the set of maps

\[
\rho : \mathbb{R}^d \to \mathcal{M}([0,1]),
\]

where we identify two maps \( \rho_1, \rho_2 \), if \( \{x \in \mathbb{R}^d : \rho_1(x) \neq \rho_2(x)\} \) is a Lebesgue null set. This space is in one-to-one correspondence with the space of measures on \( \mathbb{R}^d \times [0,1] \) with Lebesgue measure as a spatial marginal. At time \( t \), the measure \( \rho_t(x) \) describes the probability distribution of the type of an individual sampled from position \( x \). To introduce a suitable topology on the space \( \Xi \), let \( \{\phi_n, n \geq 1\} \) be a sequence of continuous functions with compact support on \( \mathbb{R}^d \), which separate points in \( \Xi \). For \( \rho_1, \rho_2 \in \Xi \) we define the metric \( d \) by

\[
d(\rho_1, \rho_2) = \sum_{n=1}^{\infty} \frac{1}{2^n} |\langle \rho_1, \phi_n \rangle - \langle \rho_2, \phi_n \rangle|,
\]

(2.1)
which induces the vague topology on $\Xi$. It is useful, for later proofs, to define $p$-norms as in
\[ \|\phi\|_p := \left( \int_{\mathbb{R}^d} \sup_{k \in [0,1]} |\phi(x,k)|^p dx \right)^{1/p}. \] (2.2)

We can assume without loss of generality that for multi-indices $\kappa \in \mathbb{N}^d$
\[ \sup_{n \in \mathbb{N}} \|\partial_\kappa \phi_n\|_p : |\kappa| \leq 2, p \in \{1, \infty\} \]
\[ o < \infty. \] (2.3)

The next definition describes the evolution of the spatial $\Lambda$-Fleming-Viot process. It extends
\[ \text{[For22, Definition 1.1]} \]
by introducing balls of different sizes for the selection of parents and dispersal of offspring and allowing the impact of reproduction events to be random.

**Definition 2.1.** Suppose we are given a positive constant $\mu$ and a $\sigma$-finite measure $\nu$ on $(0, 1] \times (0, \infty)^2$, which encodes the event impact and the event radii and satisfies
\[ \int_{(0,1] \times (0,\infty)^2} ur^2 \nu(du, dr_1, dr_2) < \infty. \] (2.4)

Then let $\Pi$ be a Poisson point process on $\mathbb{R}_+ \times \mathbb{R}^d \times (0,1] \times (0, \infty)^2$ with intensity $dt \otimes dx \otimes \nu(du, dr_1, dr_2)$. The spatial $\Lambda$-Fleming-Viot process with mutation (SLFV) is defined as a stochastic process $\rho = (\rho_t, t \geq 0)$ taking values in $\Xi$ which evolves through reproduction and mutation.

1. Reproduction: For every point $(t, x, u, r_1, r_2) \in \Pi$, first choose a spatial position $y$ uniformly at random from within the parent search area $B(x, r_1)$ and a parental type $k_0 \in [0,1]$ according to $\rho^\mu_t(y, dk)$. Then, replace a proportion $u$ of the population inside the dispersal area $B(x, r_2)$, i.e. set
\[ \forall z \in B(x, r_2), \quad \rho_t(z, dk) = (1-u)\rho^\mu_t(z, dk) + u\delta_{k_0}(dk). \] (2.5)

2. Mutation: If a point $x \in \mathbb{R}^d$ is hit by events at times $t_1$ and $t_2$ with no events in between, we set for $t_1 \leq s < t_2$,
\[ \rho_s(x, dk) = e^{-\mu(s-t_1)}\rho^\mu_t(x, dk) + \left(1-e^{-\mu(s-t_1)}\right) dk. \] (2.6)

In Figure [1], we show the effect of a reproduction event as described above on the frequency of a single allele in two cases: if the parent search radius $r_1$ is larger than the replacement radius $r_2$ and if the former is smaller than the latter.

Note that the mutation mechanism is specifically tailored to capture probabilities of identity by descent. In infinite-alleles models, if an individual acquires a mutation and a new type is created, the individual no longer contributes to the probability of identity by descent. This can be described by a uniform distribution on $[0,1]$, as specific points are not charged. Therefore, we can view neutral mutation of rate $\mu$ as a constant decay towards a uniform distribution. In
\[ \text{[For22]} \]
more general mutation mechanisms are also considered.
Definition 2.1 allows us to define the infinitesimal generator of the SLFV with mutations on a suitable set of functions. For $\rho \in \Xi$, $x \in \mathbb{R}^d$, $r \in (0, \infty)$, $u \in (0, 1]$ and $k_0 \in [0, 1)$, define

$$\Theta_{x,r,u,k_0}(\rho)(z, dk) := \begin{cases} (1-u)\rho(z, dk) + u\delta_{k_0}(dk) & \text{if } z \in B(x, r), \\ \rho(z, dk) & \text{if } z \notin B(x, r). \end{cases}$$

Let $D(G)$ denote the set of functions $F_{f,\phi} : \Xi \to \mathbb{R}$ of the form $F_{f,\phi}(\rho) = f(\langle \rho, \phi \rangle)$, where $\phi : \mathbb{R}^d \to \mathbb{R}$ is continuous and compactly supported, and $f : \mathbb{R} \to \mathbb{R}$ is continuously differentiable. The infinitesimal generator of the SLFV of Definition 2.1 is the operator $G$, defined on $D(G)$ as

$$GF_{f,\phi}(\rho) := \mu f'(\langle \rho, \phi \rangle)(\lambda - \rho, \phi) + \int_{\mathbb{R}^d} \int_{[0,1]} \int_{B(x, r_1)} \int_{[0,1]} (F_{f,\phi}(\Theta_{x,r_2,u,k}(\rho)) - F_{f,\phi}(\rho)) \rho(y, dk) dy \nu(du, dr_1, dr_2) dx,$$

where $|B(x, r_1)|$ denotes the Lebesgue measure of $B(x, r_1)$ and $\lambda$ denotes the constant map which associates Lebesgue measure on $[0,1]$ to each $x \in \mathbb{R}^d$, i.e. $\lambda(x, dk) = dk$. We then say that a
\(\Xi\)-valued process solves the martingale problem associated to \((\mathcal{G}, D(\mathcal{G}))\) if, for any \(F \in D(\mathcal{G})\),

\[
F(\rho_t) - F(\rho_0) - \int_0^t \mathcal{G}F(\rho_s) \, ds
\]

is an \(\mathcal{F}_t\)-local martingale, where \((\mathcal{F}_t, t \geq 0)\) is the natural filtration associated to the process \((\rho_t, t \geq 0)\).

**Theorem 2.2.** Under condition (2.4), there exists a unique Markov process taking values in \(\Xi\) which solves the martingale problem associated to \((\mathcal{G}, D(\mathcal{G}))\).

We prove Theorem 2.2 in Appendix A, extending the arguments used in the proof of Theorem 1.2 in [EVY20]. Hereafter, the unique solution to the martingale problem associated to \((\mathcal{G}, D(\mathcal{G}))\) is called the SLFV with mutations (or simply the SLFV), with impact and radii intensity measure \(\nu\) and mutation rate \(\mu\).

### 3 Main results

This paper generalizes the results of [For22] to a spectrum of regimes exhibiting new phenomena. Its centrepiece is a central limit theorem for the fluctuations of the process, from which we deduce the asymptotic behaviour of pairs of ancestral lineages.

#### 3.1 Choice of parameters

We consider two possible choices for the intensity measure \(\nu\), which are interpreted in detail in view of the main results in Subsection 3.5. In the one-tail regime, the intensity measure \(\nu\) governing the reproduction events is chosen as

\[
\nu_N(du, dr_1, dr_2) = 1_{r_2 \geq 1} \delta_{u_Nr_2}^{-c}(du) \delta_{r_2}^{-c}(dr_1) \frac{dr_2}{r_2^{1+d+a-c}}, \tag{3.1}
\]

where \(u_N \in (0, 1], a \in (0, \infty)\) and \(b, c \in [0, \infty)\) are parameters. Here, ancestral lineages will converge to symmetric \(\alpha\)-stable processes with parameter

\[
\alpha = a \wedge \frac{a}{b} \wedge 2. \tag{3.2}
\]

The parameter \(c\) appears in the tail distribution of the radius \(r_2\) and the impact \(u = u_Nr_2^{-c}\). When we consider the behaviour of lineages, both appearances annihilate each other, so that the parameter of the stable processes (3.2) does not depend on \(c\) (see Subsection 3.5 for details). Introducing the parameter \(c\) allows us to modulate the impact of large events. For example, if \(c = d\) the number of offspring produced is the same for every reproduction event regardless of the radius \(r_2\). Examples of realisations of the SLFV in the one-tail regime are displayed in Figure 2.

In contrast, in the two-tails regime, the intensity measure \(\nu\) has the form

\[
\nu_N(du, dr_1, dr_2) = 1_{r_1 \geq 1} 1_{r_2 \geq 1} \delta_{u_Nr_1}^{-c_1}r_2^{-c_2}(du) \frac{dr_1 dr_2}{r_1^{1+a_1-c_1}r_2^{1+a_2-c_2}}, \tag{3.3}
\]
where \( u_N \in (0, 1) \), \( a_1, a_2 \in (0, \infty) \) and \( c_1, c_2 \in [0, \infty) \) are parameters. In this case, limiting ancestral lineages will be symmetric \( \alpha \)-stable processes of parameter

\[
\alpha = a_1 \wedge a_2 \wedge 2. \tag{3.4}
\]

It can then easily be checked that both these measures satisfy (2.4). Indeed,

\[
\int_{(0,1] \times (0,\infty)^2} u r_2^d \nu_N(du, dr_1, dr_2) = \begin{cases} 
\int_1^{+\infty} \int_1^{+\infty} \frac{dr_2}{r_2^{a_1}} \frac{dr_1}{r_1^{a_2}} & \text{in the one-tail regime,} \\
\int_1^{+\infty} \int_1^{+\infty} \frac{dr_2}{r_2^{a_1}} \frac{dr_1}{r_1^{a_2}} & \text{in the two-tails regime.}
\end{cases}
\]

In both regimes, the right hand side is finite.

Figure 2: Two realisations of the spatial \( \Lambda \)-Fleming-Viot model in two dimensions. Each simulation is started with two alleles (1 and 0), with individuals carrying type 0 initially concentrated in a fixed ball. The plots show the proportion of individuals carrying allele 1 after some time. The parameters of the SLFV are chosen according to the one-tail regime, one where \( b = 2 \) (on the left) and one where \( b = 0.5 \) (on the right). In both simulations, the parameter \( a \) is chosen so that \( \alpha = 1.3 \).

**Remark 3.1.** The paper [For22] considers the one-tail regime with parameters \( b = 1 \) and \( c = 0 \), which amounts to considering only a single radius \( r_1 = r_2 \) and constant impact. Our results augment the corresponding results of [For22] to the above broader parameter setting and an interpretation thereof is given in Section 3.5.

### 3.2 Law of large numbers

Our goal is to derive a central limit theorem for the process. To derive a law of large numbers in Theorem 3.2, we apply the following scaling, identified in [For22], to the process. The scaling will be explained in Remark 3.3. We first choose a sequence \((\delta_N, N \geq 1)\) of positive real numbers which converges to zero as \( N \to \infty \). Let \((\rho^N_t, t \geq 0)\) be the SLFV of Definition 2.1 with

\[
u_N = \frac{\gamma_0}{N}, \quad \mu_N = \delta_N \frac{\mu}{N},
\]

\[
\frac{u_N}{\mu_N} = \frac{\gamma_0}{\delta_N \mu},
\]

\[
\frac{\mu_N}{\mu} = \frac{\mu N}{\delta_N \mu N} = \frac{1}{\delta_N}.
\]
where $\alpha$ is given by (3.2) in the one-tail regime and by (3.4) in the two-tails regime. The rescaled process is then defined as

$$\rho^N_t(x, dk) := \rho^{N/\delta N}_N \left( \frac{x}{\delta N} \right) .$$

The sequence of rescaled processes $(\rho^N_t, t \geq 0)$ converges to a deterministic limit given by Lebesgue measure $\lambda$. The convergence will be made precise in Theorem 3.2. This allows us to consider the fluctuations

$$Z^N_t := \sqrt{N \eta_N (\rho^N_t - \lambda)} ,$$

where $\eta_N$ is a sequence of real numbers capturing the magnitude of fluctuations. In the one-tail regime, we set

$$\eta_N := \begin{cases} \delta \alpha - a - c & \text{if } a + c < d , \\ \delta \alpha - d \log(1/\delta N)^{-1} & \text{if } a + c = d , \\ \delta \alpha - d & \text{if } a + c > d , \end{cases}$$

while in the two-tail regime,

$$\eta_N := \begin{cases} \delta \alpha - a_2 - c_2 & \text{if } a_2 + c_2 < d , \\ \delta \alpha - d \log(1/\delta N)^{-1} & \text{if } a_2 + c_2 = d , \\ \delta \alpha - d & \text{if } a_2 + c_2 > d . \end{cases}$$

With those definitions at hand, we can formulate the law of large numbers extending [For22, Proposition 3.6].

**Theorem 3.2.** Let $(\delta_N, N \geq 1)$ be a sequence of positive numbers converging to zero as $N \to \infty$ and such that $N \eta_N \to \infty$ as $N \to \infty$. Let $\rho^N_t$ be the SLFV started from $\rho^N_0 = \lambda$. Then, for each fixed $T > 0$,

$$\lim_{N \to \infty} \mathbb{E} \left[ \sup_{t \in [0, T]} d(\rho^N_t, \lambda) \right] = 0 ,$$

where $d$ is the metric defined in (2.1).

**Remark 3.3.** We wish to clarify how our choice of scaling aligns with our aim to show a central limit theorem for the process. To obtain a deterministic law of large numbers, we require the impact $u_N$ to converge to zero and would like to consider large spatial scales. Without loss of generality, we can assume $u_N = u_0 / N$ and scale space by $1/\delta N$ for a sequence of positive reals converging to zero.

Ancestral lineages need to be among the impacted individuals in order to jump, which causes the effective speed of an ancestral lineage to be proportional to the average impact of events [BEV10]. If we sample individuals at distance $D$, which in unrescaled spatial units is proportional to $1/\delta N$, it will therefore take roughly a time $ND^\alpha \approx N/\delta N^\alpha$ to cover this distance. We scale time by $N/\delta N$, so that the time to cover a distance $D$ is of order $O(1)$ and lineages are capable of movement as we approach the limit. To be able to detect mutation and genetic events in the population, the expected number of mutations along the lineages needs to be of order $O(1)$ and as $1/\mu \sim N/\delta N^\alpha$ we scale the mutations by the inverse.
3.3 Central limit theorem

Prior to stating the theorem, we need to introduce a few notations. Let $V_r$ denote the volume of a ball of radius $r > 0$ in $\mathbb{R}^d$ and let $V_r(x, y)$ denote the volume of the intersection of $B(x, r)$ and $B(y, r)$ for $x, y \in \mathbb{R}^d$. Let $\alpha, \beta, \gamma, \sigma$ and $\zeta$ be given by Table 1. Define an operator $D_\alpha$ acting on twice-continuously differentiable functions $\phi : \mathbb{R}^d \times [0, 1] \to \mathbb{R}$ by

$$D_\alpha \phi(x, k) := \begin{cases} \zeta \int_0^r \frac{d\phi(x, k, r) - \phi(x, k)}{r^{1+\alpha}} & \text{if } \alpha < 2, \\ \frac{\sigma^2}{2} \Delta \phi(x, k) & \text{if } \alpha = 2, \end{cases}$$

where $\phi(x, k, r)$ is defined as the average of $y \mapsto \phi(y, k)$ over the ball $B(x, r)$ of radius $r$, i.e.

$$\phi(x, k, r) = \frac{1}{V_r} \int_{B(x, r)} \phi(y, k) dy,$$

and the Laplacian operator $\Delta$ acts only on the spatial coordinates, i.e.

$$\Delta \phi(x, k) = \sum_{i=1}^d \frac{\partial^2 \phi}{\partial x_i^2}(x, k).$$

In the case $\alpha < 2$, $D_\alpha \phi(x, k)$ can be seen as equal to

$$\frac{\zeta}{V_1(d+\alpha)} \lim_{r \to 0} \int_{\mathbb{R}^d \setminus B(x, r)} \frac{\phi(z, k) - \phi(x, k)}{\|z - x\|^{d+\alpha}} dz,$$

which in turn, if multiplied by $\zeta^{-1}V_1(d+\alpha)2^\alpha \pi^{-d/2} \Gamma(d+\alpha)/\Gamma\left(-\frac{\alpha}{2}\right)^{-1}$, is the fractional Laplacian applied to $x \mapsto \phi(x, k)$ (see [Kwa17]). Furthermore, define a measure $K_\beta$ on $(\mathbb{R}^d)^2$ by

$$K_\beta(dx_1, dx_2) := \begin{cases} \delta_{x_2}(dx_1) dx_2 & \text{if } \beta \geq d, \\ \frac{1}{\|x_1 - x_2\|^\beta} dx_1 dx_2 & \text{if } \beta < d. \end{cases}$$

Our next result shows the convergence of the fluctuations (3.5) to the solution of a stochastic partial differential equation (SPDE). A majority of this work will be dedicated to proving this result. The SPDE is of a common form, and mirrors the corresponding result of [For22, Theorem 2.1, Theorem 2.3]. However, for certain parts of the parameter space the SPDE takes new forms specified in Table 1. We denote the space of tempered distributions acting on $\mathcal{S}(\mathbb{R}^d \times [0, 1])$ by $\mathcal{S}'(\mathbb{R}^d \times [0, 1])$. The proof of the result is given in Section 4.2 and differences to [For22] are detailed in Section 4.2.3.

**Theorem 3.4.** Let $Z^N_t$ be the fluctuations of an SLFV process with mutation as defined in (3.5). Suppose that the assumptions of Theorem 3.2 are satisfied and that, in addition,

$$\lim_{N \to \infty} \sqrt{\frac{N}{N}} \delta_N^\Delta = 0, \text{ in the one-tail regime,}$$

$$\lim_{N \to \infty} \sqrt{\frac{N}{N}} \delta_N^{\Delta_2} = 0, \text{ in the two-tail regime.}$$
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## Table 1: Expressions for the different parameters of the limiting fluctuations.

The constants $C_{d,\alpha}^{(1)}$ and $C_{d,\beta}^{(2)}$ are given by

\[
C_{d,\alpha}^{(1)} := \int_0^\infty \frac{V_r(0, e_1)}{V_r^2} \frac{dr}{r^{1+\alpha}}, \quad C_{d,\beta}^{(2)} := \int_0^\infty V_r(0, e_1) \frac{dr}{r^{1+\alpha} + \beta},
\]

where $e_1$ denotes an arbitrary point of the unit sphere in $\mathbb{R}^d$.

| Parameter | One tail regime | Two tail regime |
|-----------|-----------------|-----------------|
| $\alpha$  | $a \land \frac{a}{b} \land 2$ | $a_1 \land a_2 \land 2$ |
| $\beta$   | $a + c$         | $a_2 + c_2$     |
| $\gamma$  | \[
\begin{align*}
\frac{u_0^2 V_1^2}{a + c - d} & \quad \text{if } \beta > d \\
\frac{u_0^2 V_1^2}{a_1 + c_1} & \quad \text{if } \beta = d \\
\frac{u_0^2 C_{d,\beta}^{(2)}}{a_1 + c_1} & \quad \text{if } \beta < d
\end{align*}
\] | \[
\begin{align*}
\frac{u_0^2 V_1^2}{(a_1 + c_1)(a_2 + c_2 - d)} & \quad \text{if } \beta > d \\
\frac{u_0^2 V_1^2}{a_1 + c_1} & \quad \text{if } \beta = d \\
\frac{u_0^2 C_{d,\beta}^{(2)}}{a_1 + c_1} & \quad \text{if } \beta < d
\end{align*}
\] |
| $\sigma^2$ | $\frac{u_0 V_1}{d + 2} \left( \frac{1}{a - 2} b + \frac{1}{a - 2} \right)$ | $\frac{u_0 V_1}{d + 2} \left( \frac{1}{a_1 - 2} b + \frac{1}{a_1 - 2} \right)$ |
| $\zeta$   | \[
\begin{align*}
\frac{u_0 V_1}{(a_1 \lor a_2)} & \quad \text{if } b \neq 1 \\
\frac{u_0 V_1}{a_1 \lor a_2} & \quad \text{if } a_1 \neq a_2 \\
\frac{u_0 V_1}{a_1 + a_2} & \quad \text{if } a_1 = a_2
\end{align*}
\] | \[
\begin{align*}
\frac{u_0 V_1}{(a_1 \lor a_2)} & \quad \text{if } b \neq 1 \\
\frac{u_0 V_1}{a_1 \lor a_2} & \quad \text{if } a_1 \neq a_2 \\
\frac{u_0 V_1}{a_1 + a_2} & \quad \text{if } a_1 = a_2
\end{align*}
\] |
Then the sequence \((Z_i^N, t \geq 0), N = 1, 2, \ldots\) converges in distribution in \(D(\mathbb{R}_+, S^d(\mathbb{R}^d \times [0, 1]))\) to a process \((Z_t, t \geq 0)\) solving the mild form of the equation
\[
\begin{cases}
dZ_t = [D_t Z_t - \mu Z_t]dt + \sqrt{\tau} dW(t), \\
Z_0 = 0.
\end{cases}
\] (3.11)

Here, \((W(t), t \geq 0)\) denotes a Wiener process on \(\mathbb{R}^d \times [0, 1]\), uncorrelated in time, with covariation measure
\[Q(dx_1dk_1dx_2dk_2) = K_\beta(dx_1, dx_2)(dk_1\delta_{k_1}(dk_2) - dk_1dk_2).\]

**Remark 3.5.** The results of [For22] appear in Theorem 3.4 as a special case of the one-tail regime when \(b = 1, c = 0\) and \(a + c < d\).

**Remark 3.6.** The assumptions (3.9) and (3.10) on the convergence speed of the sequence \((\delta_N, N \geq 1)\) can be omitted in many situations, e.g. if either \(c \geq d\) or if \(\alpha = a\), except if \(a = d\) and \(c = 0\).

### 3.4 Wright-Malécot Formulae

From the central limit theorem, we can derive expressions for the probability of identity for two individuals sampled from a population evolving according to our SLFV model (see Section 4.3). The connection was established in [For22, Theorem 2.4], and the main idea can be described as follows: Let \(\phi, \psi\) be two smooth and compactly supported probability densities. Recall from the introduction that \(P^N_t(\phi, \psi)\) denotes the probability that two individuals sampled according to \(\phi, \psi\) from the \(N\)-th rescaled SLFV model \((\rho^N_t, t \geq 0)\) are of the same type. We can write
\[P^N_t(\phi, \psi) = \mathbb{E}\left[\langle \rho^N_t \otimes \rho^N_t, (\phi \otimes \psi) \mathbb{I}_\Delta \rangle\right]\]
where \(\mathbb{I}_\Delta : [0, 1]^2 \to \mathbb{R}\) is defined as \(\mathbb{I}_\Delta(k_1, k_2) = 1_{k_1 = k_2}\). It was observed in [For22] p.33f that
\[P^N_t(\phi, \psi) = (N\eta_N)^{-1}\mathbb{E}\left[\langle Z^N_t \otimes Z^N_t, (\phi \otimes \psi) \mathbb{I}_\Delta \rangle\right],\]

since \(Z_t := \sqrt{N\eta_N} (\rho^N_t - \lambda)\) and Lebesgue measure \(\lambda\) does not charge the diagonal \(\{(k_1, k_2) : k_1 = k_2\}\). This implies
\[
\lim_{N \to \infty} N\eta_N P^N_t(\phi, \psi) = \mathbb{E}\left[\langle Z_t \otimes Z_t, (\phi \otimes \psi) \mathbb{I}_\Delta \rangle\right],
\]
and connects \(P^N_t(\phi, \psi)\) to the fluctuations enabling us to recover Wright-Malécot formulae.

**Theorem 3.7.** Let \(G^{\alpha}_t\) be the fundamental solution associated to \(\partial_t - D_\alpha\). Then the Wright-Malécot formula is given by
\[
\lim_{t \to \infty} \lim_{N \to \infty} N\eta_N P^N_t(\phi, \psi) = \int_{(\mathbb{R}^d)^2} F_{d,\alpha,\beta}(|x - y|) \phi(x)\psi(y)dx dy,
\] (3.12)
where the function \(F_{d,\alpha,\beta} : \mathbb{R}_+ \to \mathbb{R}_+\) is defined as
\[
F_{d,\alpha,\beta}(|x - y|) := \gamma \int_0^\infty \int_{(\mathbb{R}^d)^2} e^{-\mu t} G^\alpha_t(x - z_1) G^\alpha_t(y - z_2) K_\beta(dz_1, dz_2)dt.
\] (3.13)
Figure 3: Graph of the function $r \mapsto F_{d, \alpha, \beta}(r)$ defined in (3.13) in two and three dimensions for several choices of $\alpha$ and $\beta$. The function is computed after setting $\zeta = 1$, $\sigma^2 = 1$, $\mu = 0.2$, and $\gamma$ is chosen in order to normalise the functions at $r = 3$. On the left, $d = 2$, and four curves are plotted: the red curve corresponds to long range dispersal ($\alpha = 1.5 < 2$) and long range coalescence ($\beta = 1.5 < d$), the blue curve corresponds to long range dispersal ($\alpha < 2$) with short range coalescence ($\beta = 2.2 \geq d$), the purple and grey curve correspond to short range dispersal ($\alpha = 2$) and short range coalescence ($\beta \geq d$). The last two curves are superposed because of the normalisation. On the right plot, four curves of the same parameters are plotted in dimension $d = 3$: the red and blue curves correspond to long range dispersal ($\alpha = 1.5 < 2$) and long range coalescence ($\beta < d$), the purple curve corresponds to short range dispersal ($\alpha = 2$) and long range coalescence ($\beta = 2.2 < d$), and the grey curve corresponds to short range dispersal ($\alpha = 2$) and short range coalescence ($\beta = 3 \geq d$). It can be noted that having either long range dispersal or long range coalescence significantly slows down the decrease of the probability of identity with geographic distance, and that this effect is more pronounced for small values of $\alpha$ and $\beta$.

3.5 Interpretation

For a given set of parameters of the one- or two-tail regime, Table 1 provides the values of $\alpha$ and $\beta$, from which we deduce the form of $D_{\alpha}$, $K_{\beta}(dx_1, dx_2)$ and the corresponding Wright-Malécot formula (3.12). The generator $D_{\alpha}$, $\alpha \in (0, 2]$ reflects either a stable process or Brownian behaviour of ancestral lineages. The correlations $K_{\beta}(dx_1, dx_2)$ are either of the form $\delta_{x_1}(x_2)$, indicating local coalescence, i.e. asymptotically ancestral lineages need to meet to coalesce, or are of the form

$$K_{\beta}(dx_1, dx_2) = \frac{1}{\|x_1 - x_2\|^{\beta}} dx_1 dx_2.$$

This quantity reflects the rate of long range coalescence after noting that

$$\gamma K_{\beta}(x_1, x_2) = u_0^2 C_{d, \beta}^{(2)} K_{\beta}(x_1, x_2) = u_0^2 \int_{|x_1 - x_2|/2}^{\infty} V_{r}(x_1, x_2) \frac{dr}{r^{1+d+a+c}} dx_1 dx_2.$$

Ancestral lineages at positions $x_1$ and $x_2$ coalesce precisely if they are affected by a reproduction event of radius bigger than $|x_1 - x_2|/2$, whose centre falls into the intersection of $B(x_1, r)$ and
B(x_2, r) of volume V_r(x_1, x_2). This happens at a rate proportional to the squared impact \( u_0^2 / r^2 \), as both ancestral lineages need to be affected by the event. Integrating with respect to \( r \) we arrive at the above expression. Our results reveal two main new phenomena.

**Decorrelation of ancestral motion and coalescence behaviour**  Most notably, a phase transition occurs at \( \beta = d \). If \( a + c =: \beta \geq d \) or \( a_2 + c_2 =: \beta \geq d \) no spatial correlations persist and coalescence happens locally, while if \( \beta < d \) the spatial correlations are of non-trivial form \( K_\beta(dx_1, dx_2) = ||x_1 - x_2||^{-\beta} dx_1 dx_2 \) and coalescence happens at long range. Crucially, the correlations/coalescence behaviour \( K_\beta(x_1, x_2) \) and the parameter \( \alpha \) of stable ancestral lineages are not as closely linked as suggested by the results of [For22]. Fractional Brownian lineages can now appear with only local coalescence, e.g. by choosing in the one-tail regime in dimension \( d = 2 \),

\[
a = 1.5, \ b = 1, \ c = 0.7.
\]

By Theorem 3.4, ancestral lineages are fractional (\( \alpha = a = 1.5 \)) and coalescence happens locally as \( \beta = a + c = 2.2 > 2 = d \) and therefore \( K(x_1, x_2) = u_0^2 V_1^2 \delta_{x_1}(x_2) \). Even more surprisingly, in dimension \( d \geq 3 \) we can obtain Brownian lineages, while still maintaining long range coalescence. For example, we can choose in the one-tail regime in \( d = 3 \),

\[
a = 2, \ b = 0.5, \ c = 0.2.
\]

Again, by Theorem 3.4 ancestral lineages are Brownian \( \alpha = \frac{2}{1+0.5} \wedge 2 = 2 \) and because \( \beta = a + c = 2.2 < 3 = d \) the spatial correlations/coalescence rate is

\[
K(dx_1, dx_2) = u_0^2 C_{d, 2}^0 ||x_1 - x_2||^{-\beta} dx_1 dx_2.
\]

Both of the above cases can be found in Figure 3.

**Asymmetric influence of \( r_1 \) and \( r_2 \)**  The operator \( D_\alpha \) is a fractional or standard Laplacian depending on the value of \( \alpha \). We can note that \( \alpha \) is governed by the tails of the two marginal distributions of \( r_1 \) and \( r_2 \). More precisely, the radius with the heaviest tail dominates and determines the dispersal regime of the ancestral lineages (with a correction by a factor \( r_d^2 \) in the tail of \( r_2 \) coming from the rate at which a reproduction event affects a given spatial location, see Section A.1 below).

On the other hand, the coalescence regime (i.e. whether \( K_\beta \) is concentrated on the diagonal or not) is only determined by the tail of the replacement radius \( r_2 \). Long range coalescence can only originate from reproduction events with a very large replacement radius. This is why \( b \) does not appear in the formula for \( \beta \) in the one-tail regime, and neither do \( a_1 \) and \( c_1 \) in the two-tail regime.

The parameter \( c \) (or \( c_1 \) and \( c_2 \) in the two-tail regime) describes how the impact of a reproduction event depends on its size. For instance, if \( c = 0 \) in the one-tail regime, the impact is constant, and the number of offspring produced during an event is proportional to \( r_2^d \), while if \( c = d \), the number of offspring produced is independent of its size. The parametrisation of the two regimes in the definition of \( \nu_N \) (see (3.1) and (3.3)) is such that these parameters do not affect the value of \( \alpha \), but they do impact \( \beta \). Hence the parameter \( c \) (or \( c_2 \)) is another way of decoupling the dispersal from the coalescence regime.
4 Proof of the main results

At the heart of the present work lies Theorem 3.4, a central limit theorem for the SLFV process. First, we represent the SLFV process as a semimartingale driven by worthy martingale measures in Section 4.1. Worthy martingale measures were used by [Wal86] to generalize classical stochastic integrals to include space. In turn, this theory allows us to write the sequence of SLFV processes as a sequence of stochastic integrals. Second, in Section 4.2, we proceed by proving tightness of the sequence and uniqueness of limit points, which proves Theorem 3.4. The Wright-Malécot formulae will follow almost immediately from the corresponding central limit theorems (Section 4.3).

The overall strategy of the proofs follows [For22]. Non-trivial adaptations to cover the new regimes are necessary in several intermediate lemmas, which we introduce in the overall context in this section. We will summarize these adaptations in Section 4.2.3, before proving the lemmas in Section 4.3.

4.1 Semimartingale decomposition

We characterize the SLFV via a martingale problem adapting the calculations of [For22, Proposition 3.3] to include two different radii and varying impact. Let

\[ E^p := L^p(\mathbb{R}^d \times [0, 1]) \cap L^\infty(\mathbb{R}^d \times [0, 1]) \]

be the space of uniformly bounded \(L^p\)-functions. For \( \phi \in E^p \), the averaged function \( \overline{\phi} \) was defined in (3.7). Accordingly, the double averaged function is for radii \( r_1, r_2 > 0 \) defined as

\[ \overline{\phi}(x, k, r_1, r_2) := \frac{1}{V_{r_1} V_{r_2}} \int_{B(x, r_1)} \int_{B(y, r_2)} \phi(z, k) dz dy. \]

For \( r_1, r_2 > 0 \) and \( \rho \in \Xi \), we define \( [\rho]_{r_1, r_2} : \mathbb{R}^d \times \mathbb{R}^d \to \mathcal{M}([0, 1]) \) by

\[ [\rho]_{r_1, r_2}(x_1, x_2, dk) = \begin{cases} \frac{1}{V_{r_2}(x_1, x_2)} \int_{B(x_1, r_2) \cap B(x_2, r_2)} \frac{1}{V_{r_1}} \int_{B(y, r_1)} \rho(z, dk) dz dy & \text{if } |x_1 - x_2| < 2r_2; \\ 0 & \text{otherwise;} \end{cases} \]

where once more \( V_r(x_1, x_2) := \text{Vol}(B(x_1, r) \cap B(x_2, r)) \) for \( r > 0 \). Furthermore, we define the map

\[ \Gamma' \rho(x_1, x_2, dk_1, dk_2) = \int_{(0, 1] \times (0, \infty)^2} u^2 V_{r_2}(x_1, x_2) \left[ [\rho]_{r_1, r_2}(x_1, x_2, dk_1) \delta_{k_1}(dk_2) - \rho(x_1, dk_1) [\rho]_{r_1, r_2}(x_1, x_2, dk_2) \right. \left. - [\rho]_{r_1, r_2}(x_1, x_2, dk_1) \rho(x_2, dk_2) + \rho(x_1, dk_1) \rho(x_2, dk_2) \right] \nu(du, dr_1, dr_2). \]

The symbols \([\rho]_{r_1, r_2}\) and \(\Gamma'\) are used to express the predictable variation process in the semimartingale below. More precisely, \([\rho]_{r_1, r_2}\) is the distribution of the parental type in an event given that both \(x_1\) and \(x_2\) are in the replacement ball of the event and \(\Gamma'\) measures the rate at which the covariance between \(\rho_t(x_1, dk)\) and \(\rho_t(x_2, dk)\) increases over time due to these reproduction events.
Lemma 4.1. Let \((\rho_t, t \geq 0)\) be the SLFV with mutations. For any test function \(\phi \in E^1\),

\[
\mathcal{M}_t(\phi) := \langle \rho_t, \phi \rangle - \langle \rho_0, \phi \rangle - \int_0^t \left\{ \mu \langle \lambda - \rho_s, \phi \rangle + \int_{(0,1] \times (0,\infty)} uV_{r_2} \langle \rho_s, \phi(\cdot, r_1, r_2) - \phi \rangle \nu(du, dr_1, dr_2) \right\} ds \tag{4.2}
\]
is a square-integrable martingale adapted to the natural filtration \((\mathcal{F}_t, t \geq 0)\) with predictable quadratic variation process

\[
t \mapsto \int_0^t \langle \Gamma(\rho_s), \phi \otimes \phi \rangle ds.
\]

Proof. The proof is a straightforward adaptation of the calculations of [For22, p.18f] to reproduction events with two radii \(r_1\) and \(r_2\). The finite variation term is a consequence of

\[
\lim_{\delta t \to 0} \frac{1}{\delta t} \mathbb{E} \left[ \langle \rho_{t-\delta t}, \phi \rangle - \langle \rho_t, \phi \rangle | \rho_t = \rho \right] = \mu \langle \lambda - \rho, \phi \rangle + \int_{\mathbb{R}^2} \int_{[0,1] \times (0,\infty)^2} \frac{1}{V_{r_1}} \int_{B(x,r_1) \times [0,1]} \langle u1_{B(x,r_2)}(\delta_{k_0} - \rho), \phi(\rho(y, dk_0) \nu(du, dr_1, dr_2))dx\right.
\]

and the exchange of the order of integration. The four terms of (4.1) originate from a similar calculation applied to

\[
\lim_{\delta t \to 0} \frac{1}{\delta t} \mathbb{E} \left[ (\langle \rho_{t-\delta t}, \phi \rangle - \langle \rho_t, \phi \rangle)^2 | \rho_t = \rho \right] = \int_{\mathbb{R}^2} \int_{[0,1] \times (0,\infty)^2} \frac{1}{V_{r_1}} \int_{B(x,r_1) \times [0,1]} \langle u1_{B(x,r_2)}(\delta_{k_0} - \rho), \phi(\rho(y, dk_0) \nu(du, dr_1, dr_2))dx. \square
\]

As a next step, we will consider the martingale problem under the rescaling introduced in Section 3.2. For this purpose, we define the rescaled measure \(\nu_N^r\) by

\[
\int_{(0,1] \times (0,\infty)^2} f(u, r_1, r_2) \nu^r_N(du, dr_1, dr_2) := \int_{[0,1] \times (0,\infty)^2} f(Nu, \delta_N r_1, \delta_N r_2) \delta_N^{-(\alpha + d)} \nu_N(du, dr_1, dr_2),
\]

and the operator \(\mathcal{L}^N\) acting on \(E^1\) by

\[
\mathcal{L}^N \phi(x, k) := \int_{(0,\infty) \times (0,\infty)^2} uV_{r_2} \left( \phi(x, k, r_1, r_2) - \phi(x, k) \right) \nu^r_N(du, dr_1, dr_2).
\]

The idea to determine the rescaled martingale problem is to use the equation

\[
\langle \rho_t^N, \phi \rangle = \langle \rho_{\frac{\delta t}{N}}, \phi_N \rangle,
\]

where \(\phi_N(x, k) := \delta_N^d \phi(\delta_N x, k)\), i.e. rewrite \(\langle \rho_t^N, \phi \rangle\) as a version of \((\rho_t, t \geq 0)\) with accelerated time integrated against test functions with the correct spatial scaling.
Lemma 4.2 (extends [For22, p.19f]). Let \((\rho_t^N, t \geq 0)\) be the rescaled SLFV model as described in Section 3.2. Then for any \(\phi \in E^1\)

\[
\langle \rho_t^N, \phi \rangle = \langle \rho_0, \phi \rangle + \int_0^t \left\{ \mu (\lambda - \rho_s^N, \phi) + \langle \rho_s^N, \mathcal{L}^N \phi \rangle \right\} ds + \mathcal{M}_t^N(\phi),
\]

where \(\mathcal{M}_t^N(\phi)\) is a square-integrable martingale with predictable quadratic variation given by

\[
\left\langle \mathcal{M}_t^N(\phi) \right\rangle = \frac{1}{N} \int_0^t \left\langle \Gamma^{\nu_N}(\rho_s^N), \phi \otimes \phi \right\rangle ds.
\]

Hereafter, we apply the scaling of the fluctuations

\[
Z_t^N := \sqrt{N} \eta_N (\rho_t^N - \lambda)
\]

to the martingale problem. The resulting martingale problem falls within the martingale measures framework developed by Walsh in [Wal86]. Martingale measures generalise the notation of martingales and stochastic integrals to involve a spatial component (Definition B.1). Additionally, for a suitable class called worthy (see Definition B.2), powerful theorems about the convergence of stochastic integrals exist (see Theorem C.1, Theorem C.2). In this framework, we can rewrite the fluctuations as a sequence of stochastic integrals, and applications of the convergence theorems will lead to Theorem 3.4. For functions \(f : [0, T] \times \mathbb{R}^d \times [0, 1] \to \mathbb{R}\) and a worthy martingale measure \(M\), we will use the abbreviation

\[
M_t(f) := \int_{[0,t] \times \mathbb{R}^d \times [0,1]} f(s, x, k) M(ds, dx, dk).
\]

Rewriting the semimartingale decomposition in Lemma 4.2 with this new terminology and applying the scaling of the fluctuations (3.5) results in the following representation.

Proposition 4.3 (extends [For22, Proposition 3.1]). Assume that \(\rho_0^N = \lambda\). For any \(\phi \in E^1\), the fluctuations \(Z_t^N := \sqrt{N} \eta_N (\lambda - \rho_t^N)\) can be written as

\[
\langle Z_t^N, \phi \rangle = \int_0^t \langle Z_s^N, \mathcal{L}^N(\phi) - \mu \phi \rangle ds + M_t^N(\phi),
\]

where \(M^N\) is a worthy martingale measure on \(\mathbb{R}^d \times [0, 1]\) with

\[
\left\langle M^N(\phi) \right\rangle = \eta_N \int_0^t \left\langle \Gamma^{\nu_N}(\rho_s^N), \phi \otimes \phi \right\rangle ds.
\]

Proof. The calculations and argumentation of [For22, p.19f] readily carry over to the new SLFV models. A dominating measure for the martingale measures is given by

\[
D_N(dt, dx_1, dk_1, dx_2, dk_2) := \eta_N |\Gamma|^{\nu_N}(\rho_t^N)(dx_1, dx_2, dk_1, dk_2) dx_1 dx_2 dt,
\]

where we define

\[
|\Gamma|^{\nu}(\rho)(x_1, x_2, dk_1, dk_2)
\]

\[
= \int_{(0,1) \times (0,\infty)^2} a^2 V_{r_2}(x_1, x_2) \left[ [\rho]_{r_1, r_2}(x_1, x_2, dk_1) \delta_k(dk_2) + \rho(x_1, dk_1)[\rho]_{r_1, r_2}(x_1, x_2, dk_2) + \rho(x_1, dk_1)\rho(x_2, dk_2) \right] \nu(du, dr_1, dr_2).
\]
The operator

\[ L^N \phi(x, k) = \int_{(0,1] \times (0, \infty)^2} uV_r \left( \bar{\phi}(x, k, r_1, r_2) - \phi(x, k) \right) \nu_N^r(du, dr_1, dr_2) \]

can be interpreted as the generator of a continuous-time jump process \((X^N_t, t \geq 0)\) describing the spatial motion of an ancestral lineage in the process with behaviour as follows. At rate

\[ Z(0, 1] \times (0, \infty)^2 \]

the process jumps, if located at position \(x\), to position \(x + (Y_1R_1 + Y_2R_2)\), where \((R_1, R_2)\) is a random variable taking values in \((0, \infty)^2\) with distribution

\[ \nu_N^r(du, dR_1, dR_2) \]

and \(Y_1, Y_2\) are two independent uniform random variables on \(B(0, 1)\). The operator \(L^N - \mu\) generates the strongly-continuous semigroup \(P^N_t\) acting on \(E^1\), defined as

\[ P^N_t \phi(x, k) := e^{-\mu t} \mathbb{E}_x \left[ \phi(X^N_t, k) \right]. \]  

(4.5)

Now, the semimartingale decomposition in Proposition 4.3 enables us to represent \(Z_N^t, \phi\) as a stochastic integral with respect to a martingale measure. Indeed, by [Wal86, Theorem 5.1], we can write

\[ \langle Z_N^t, \phi \rangle = \int_{[0,1] \times \mathbb{R}^d} P^N_{t-s} \phi(x, k) M^N(ds, dx, dk). \]  

(4.6)

This representation, together with a convergence theorem which can be found in [Wal86], will play a crucial role in the proof of the central limit theorem.

4.2 Central limit theorem

In this subsection, we prove the convergence of \((Z_N, N \geq 1)\), i.e. the central limit theorem for our SLFV models, following the overall strategy of [For22, Section 3]. Classically, tightness of the sequence will show that any subsequence admits limit points, and we shall conclude by proving uniqueness of the finite-dimensional distributions of these limit points. Afterwards, in Section 4.2.3 we highlight the main points where additional arguments are needed compared to [For22]. In turn, the proofs of these main points are detailed in Section 5.

4.2.1 Tightness of the stochastic integrals

Here, we will apply Mitoma’s theorem:

**Theorem 4.4** ([Wal86] Theorem 6.13]). Let \(X = ((X^N_t)_{t \in [0,1]}, N \geq 1)\) be a sequence of stochastic processes in \(D([0,1], \mathcal{S}(\mathbb{R}^d))\). Then \(X\) is tight if and only if for each Schwartz function \(\phi \in \mathcal{S}(\mathbb{R}^d)\), the evaluated sequence \(((X^N_t(\phi))_{t \in [0,1]}, N \geq 1)\) is tight in \(D([0,1], \mathbb{R})\).
This allows us to reduce tightness of \((Z_N, N \geq 0)\) to tightness of \((\langle Z_N^N, \phi \rangle_{t \geq 0} : N \geq 1) \subset D(\mathbb{R}_+, \mathbb{R})\) for \(\phi \in \mathcal{S}(\mathbb{R}^d \times [0, 1])\). Theorem C.1 will show tightness of the latter sequences, when written in the stochastic integral form of (4.6). The vague convergence \(X^N \rightarrow \lambda\) will be an additional byproduct of a bound in this theorem and we give a short proof below. To apply Theorem C.1 to the sequence of stochastic integrals (4.6) we need to verify three conditions. The first one requires the dominating measures of the integrators \(M^N_t\) to be uniformly bounded, whereas the other two conditions describe sufficient properties of the integrands \(P_t^N - s\phi\).

Lemma 4.5 (extends [For22, Lemma 3.4]). Condition 1 of Theorem C.1: Let \(D^N\) be the dominating measure from (4.4). Then in the one-tail and two-tail regimes, we can find a constant \(C > 0\) such that for all \(N \geq 1, 0 \leq s \leq t\) and \(\phi, \psi \in \mathcal{S}(\mathbb{R}^d \times [0, 1])\), \[D^N[\psi(s) \otimes \psi(t)] \leq C|t - s| \left(\|\phi\|_1 \|\psi\|_1 + \|\phi\|_2 \|\psi\|_2\right).\] (4.7)

Lemma 4.6 (extends [For22, Lemma 3.5]). Conditions 2 - 3 of Theorem C.1 + convergence of the semigroups: Let \(P_t^N\) and \(P_t^\mu\) be the semigroups associated with \(L^N - \mu\) and \(D^\alpha - \mu\) according to (4.5).

1. If \(\phi \in \mathcal{S}(\mathbb{R}^d \times [0, 1])\), then \(P_t^N \phi \in \mathcal{S}(\mathbb{R}^d \times [0, 1])\) and \(t \mapsto P_t^N \phi\) is continuous.

2. Then for all \(t \geq 0, N \geq 1, p \geq 1\) and \(\phi \in \mathcal{S}(\mathbb{R}^d \times [0, 1])\)
\[\|P_t^N \phi\|_p \leq e^{-\mu t} \|\phi\|_p\]
and for any \(\kappa \in \mathbb{N}^d\), the derivatives are bounded by
\[\|\partial^\kappa P_t^N \phi\|_p \leq e^{-\mu t} \|\partial^\kappa \phi\|_p.\]

3. Furthermore, there exists constants \(C > 0\) and \(\theta > 0\) such that for all \(N \geq 1\) and \(t \geq 0\)
\[\|P_t^N \phi - P_t \phi\|_p \leq C\delta^N \theta^N t e^{-\mu t} \max_{|\kappa| \leq 4} \|\partial^\kappa \phi\|_p.\] (4.9)

The convergence of the semigroups will be required to identify limit points in the next subsection. The proof of Lemma 4.6 will require the boundedness and convergence of the corresponding generators.

Lemma 4.7 (extends [FP17, Proposion A.3]). Let \(D^\alpha\) be the generator (3.6) and \(\phi : \mathbb{R}^d \rightarrow \mathbb{R}\) be a twice continuously-differentiable function with \(\max_{|\kappa| \leq 4} \|\partial^\kappa \phi\|_p < \infty\) for \(1 \leq p \leq \infty\). Then there exists constants \(\theta, C, C' > 0\) such that
\[\|L^N \phi\|_p \leq C \max_{|\kappa| \leq 2} \|\partial^\kappa \phi\|_p\] (4.8)
and
\[\|L^N \phi - D^\alpha \phi\|_p \leq C'\delta^N \theta^N \max_{|\kappa| \leq 4} \|\partial^\kappa \phi\|_p.\] (4.9)

To cover our new regimes, the proofs of Lemma 4.5 and Lemma 4.7 require significant changes and will therefore be detailed in Section 5. The remainder of this subsection aligns with the arguments of [For22, p.22f].
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Proof of Lemma 4.6. Recall the definition of $P_t^N \phi$ in (4.5). As the random walk is invariant by translation

$$E_x [\phi(X_t^N, k)] = E_0 [\phi(x + X_t^N, k)],$$

which by Fubini’s theorem implies

$$\int_{\mathbb{R}^d} E_x [\phi(X_t^N, k)] \, dx = \int_{\mathbb{R}^d} \phi(x, k) \, dx.$$

This allows us to write, by Jensen’s inequality,

$$\|P_t^N \phi\|_p \leq \left( \int_{\mathbb{R}^d} \sup_{k \in [0, 1]} e^{-\mu t} E_x [\phi(X_t^N, k)] \, dx \right)^{1/p} \leq e^{-\mu t} \left( \int_{\mathbb{R}^d} \sup_{k \in [0, 1]} \phi(X_t^N, k) \, dx \right)^{1/p} \leq e^{-\mu t} \|\phi\|_p.$$

The bounds on the derivatives and that the $P_t^N \phi$ are Schwartz functions follows from similar calculations. To prove property 3., let us consider the difference

$$g_t^N = P_t^N \phi - P_t \phi$$

whose time derivative is

$$\partial_t g_t^N = (uL_t^N, \alpha - \mu) g_t^N + u(L_t^N - D_\alpha) P_t \phi.$$

As the difference $g_0^N$ is zero, this yields the representation

$$g_t^N = u \int_0^t P_{t-s}^N (L^N - D_\alpha) P_s \phi \, ds.$$

Taking the $L^p$-norm on both sides, we get

$$\|g_t^N\|_p \leq u \int_0^t e^{-\mu(t-s)} \|L^N D_\alpha P_s \phi\|_p \, ds,$$

and we can apply (4.9) in Lemma 4.7.

We are now in a position to apply Theorem C.1 to obtain the tightness of the stochastic integrals and the convergence to Lebesgue measure.

Corollary 4.8. Under the assumptions of Theorem C.1, the sequence $\{Z_t^N, \phi\}_{t \geq 0}, N \geq 1 \subset D(\mathbb{R}_+, \mathbb{R})$ is tight for any $\phi \in S(\mathbb{R}^d \times [0, 1]).$

Proof. With minor adaptations (see [For22, Proof of Proposition 3.6]), Lemmas 4.5 and 4.6 prove conditions 1 - 3 of Theorem C.1 which yields the tightness of the stochastic integrals.
Proof of Theorem 3.2. In addition to the tightness, Theorem C.1 shows that there exists a constant \( C^* > 0 \) such that for all \( T > 0, N \geq 1 \) and \( \phi \in \mathcal{S}([\mathbb{R}^d \times [0, 1]) \),

\[
E \left[ \sup_{t \in [0, T]} \left| \langle Z^N_t, \phi \rangle \right|^2 \right]^{1/2} \leq C^* \max_{p \in \{1, 2\}} \max_{|\kappa| \leq 2} \| \partial_\kappa \phi \|_p.
\]

(4.10)

This allows us to bound

\[
E \left[ \sup_{t \in [0, T]} d(\rho^N_t, \lambda) \right] \leq \frac{C^*}{\sqrt{N \eta}} \sum_{n=1}^{\infty} \frac{1}{2^n} \max_{q \in \{1, 2\}} \max_{|\kappa| \leq 2} \| \partial_\kappa \phi_n \|_p,
\]

where \( d \) is the vague metric on \( \Xi \) defined in (2.1) and \( \phi_n \) the corresponding sequence of test functions. Using equation (2.3), the right-hand side is bounded by \( C \sqrt{N \eta} \) for some \( C > 0 \), proving the result.

4.2.2 Uniqueness of finite-dimensional distributions

We need to prove the convergence of the integrands and integrators of (4.6) to show convergence of the finite-dimensional distributions. In the last subsection, we have seen the \( L^p \)-convergence of the integrand \( P^N_t \to P_t \). The convergence in law of the martingale measures \( M^N \) will follow from Theorem C.2 applied to \( M^N(\phi) \) for test functions \( \phi \in \mathcal{S}([\mathbb{R}^d \times [0, 1]) \) with the limit given by

\[
M(\phi) = \sqrt{\gamma} \int_{[0, 1]} \phi(x, k) W(dx, dk)
\]

for the Wiener process \( W \) of Theorem 3.4. With both convergence of integrands and integrators at hand, by an adaptation Theorem C.3 of [Wal86, Theorem 7.12] this suffices for the convergence of the finite dimensional distributions

\[
\left( \langle Z^N_{t_i}, \phi_i \rangle \right)_{i=1, \ldots, n} \overset{d}{\longrightarrow} \left( \int_{[0, t_i] \times [0, 1]} P_{t_i-s} \phi_i(x, k) M(ds, dx, dk) \right)_{i=1, \ldots, n}
\]

for \( t_1, \ldots, t_n \geq 0 \) and functions \( \phi_1, \ldots, \phi_n \in \mathcal{S}(\mathbb{R}^d \times [0, 1]) \). In turn, by [Wal86, Theorem 6.15] we will conclude that the sequence \((Z^N_{t \geq 0}, N \geq 1)\) converges in law in \( D(\mathbb{R}^+, \mathcal{S}'([\mathbb{R}^d \times [0, 1])) \) to the solution \((Z_t, t \geq 0)\) of (3.11) defined by

\[
\langle Z_t, \phi \rangle = \int_{[0, t] \times [0, 1]} P_{t-s} \phi(x, k) M(ds, dx, dk).
\]

(4.11)

We separate the prerequisites of the martingale convergence theorem into two lemmas:

**Lemma 4.9** (extends [For22, Lemma 3.10 Part 1]). For any Schwartz function \( \phi \in \mathcal{S}([\mathbb{R}^d \times [0, 1]) \) the jumps of the martingale measures

\[
\sup_{t \geq 0} \left| M^N_t(\phi) - M^N_{t^-}(\phi) \right| \longrightarrow 0 \quad N \to \infty
\]

vanish almost surely.
Lemma 4.10 (extends [For22, Lemma 3.10 Part 2]). Let \( Q \) be defined as

\[
Q(dx_1dk_1dx_2dk_2) = \gamma K_\beta(dx_1,dx_2)(dk_1\delta_{k_1}(dk_2) - dk_1dk_2),
\]

(4.12)

where \( \gamma \) and \( K_\beta(x_1,x_2) \) are defined as in Table 3 and (3.8). Then for any fixed \( t \geq 0 \) and for any Schwartz function \( \phi \in \mathcal{S}(\mathbb{R}^d \times [0,1]) \) the covariation process converges in probability

\[
\langle M^N(\phi) \rangle_t \xrightarrow{N \to \infty} t \langle Q, \phi \otimes \phi \rangle.
\]

We postpone the proofs of Lemma 4.9 and Lemma 4.10 to Section 5.3, as both require adaptations to hold for the generalized regimes. Following [For22], the limiting martingale measure of \((M^N, N \geq 1)\) is then characterised by:

Lemma 4.11 (extends [For22, Lemma 3.9]). Suppose \( M \) is a continuous martingale measure on \( \mathbb{R}^+ \times \mathbb{R}^d \times [0,1] \) with covariation

\[
dt \delta_t(ds)\gamma K_\beta(dx_1,dx_2)(dk_1\delta_{k_1}(dk_2) - dk_1dk_2).
\]

Then the sequence \((M^N, N \geq 1)\) converges in distribution to \( M \) in \( D(\mathbb{R}^+, \mathcal{S}(\mathbb{R}^d \times [0,1])) \).

**Proof.** Let \( \phi \in \mathcal{S}(\mathbb{R}^d \times [0,1]) \) be a Schwartz function and consider the sequence \((M^N_t(\phi), t \geq 0, N \geq 1)\). Lemma 4.9 and Lemma 4.10 amount to the two conditions of Theorem C.2 yielding the convergence of \((M^N_t(\phi), t \geq 0)\) to \((M_t(\phi), t \geq 0)\) in distribution in \( D(\mathbb{R}^+, \mathbb{R}) \). Now let \( \phi_1, \ldots, \phi_k \in \mathcal{S}(\mathbb{R}^d \times [0,1]) \) be Schwartz functions. Since both \((M^N_t(\phi_i), t \geq 0)\) and \((M^N_t(\phi_j), t \geq 0)\) converge, the covariation \(\langle M^N(\phi_i), M^N(\phi_j) \rangle_t\) converges by polarization. Applying Theorem C.2 again, we get convergence of finite-dimensional distributions \((M^N_t(\phi_1), \ldots, M^N_t(\phi_k), t \geq 0)\). Consequently, \((M^N, N \geq 1)\) satisfies the prerequisites of [Wal86, Theorem 6.15] and the convergence of \((M^N, N \geq 1)\) to \( M \) follows.

4.2.3 Summary of significant changes required to the proofs of [For22]

In order to unify the arguments, we will generalize the various lemmas of the proof of [For22] to the one- and two-tail regimes. While the general form of the lemmas has been preserved, the proofs require non-trivial adaptations, which we provide in Section 5. In summary:

1. Lemma 4.5 deals with the bound on the dominating measures. Here, we are able to use the same bounds in new combinations to cover the new regimes.

2. Prior calculations cannot be transferred to Lemma 4.7 because in the one- and two-tail regime one of the averages of \( \mathcal{L}^N \) vanishes asymptotically.

3. For general sequences \((\delta_N, N \geq 1)\) converging to zero, the proof of Lemma 4.9 does not carry over. It is necessary to impose the new conditions (3.9) and (3.10) on the convergence speed of \( \delta_N \) relative to \( N \) in the one- respectively two-tail regime.

4. Lemma 4.10 analyses the quadratic variation of the martingale measures. If \( \beta < d \), convergence becomes much harder to justify, which led us to develop the auxiliary Corollary 5.1. The case \( \beta > d \) has been adapted to two different radii and the case \( \beta = d \) involves new calculations to account for the novel logarithmic scaling \( \eta_N = \delta_N^{-d} \log^{-1}(1/\delta_N) \).
4.3 Derivation of the Wright-Malécot formulae

Let us explain how one derives the Wright-Malécot formula from the central limit theorem, analogously to [For22, Section 4]. We are interested in

\[ P_{Nt}(\phi, \psi) \]

the probability that two individuals sampled according to \( \phi, \psi \) from the \( N \)-th rescaled SLFV model \( (\rho^N_t, t \geq 0) \) are of the same type. The probability densities \( \phi, \psi \) are assumed to be smooth and compactly supported. Recall from Section 3.4 that

\[ P_{Nt}(\phi, \psi) = \mathbb{E} [ \langle \rho^N_t \otimes \rho^N_t, (\phi \otimes \psi) \mathbbm{1}_\Delta \rangle ] \]

where \( \mathbbm{1}_\Delta : [0, 1]^2 \to \mathbb{R} \) is defined as \( \mathbbm{1}_\Delta(k_1, k_2) = \mathbbm{1}_{k_1 = k_2} \). Since \( Z^N_t := \sqrt{N\eta_N} (\rho^N_t - \lambda) \) and Lebesgue measure \( \lambda \) does not charge the diagonal \( \{(k_1, k_2) : k_1 = k_2\} \), this is equal to

\[ P^N_t(\phi, \psi) = (N\eta_N)^{-1} \mathbb{E} [ \langle Z^N_t \otimes Z^N_t, (\phi \otimes \psi) \mathbbm{1}_\Delta \rangle ] \]

As a first step, we need to justify that the exchange of the limit \( N \to \infty \) with the expectation is possible.

**Lemma 4.12.** For \( t \geq 0 \), two compactly supported and smooth densities \( \phi, \psi \) and \( Z_t \) the solution to (3.11) we have

\[ \lim_{N \to \infty} N\eta_N P^N_t(\phi, \psi) = \mathbb{E} [ \langle Z_t \otimes Z_t, (\phi \otimes \psi) \mathbbm{1}_\Delta \rangle ] \]

**Proof.** From Proposition 4.3 and Equation (4.6) we know

\[ N\eta_N P^N_t(\phi, \psi) = \mathbb{E} \left[ \eta_N \int_0^t \langle \Gamma^N_{s\phi} (\rho^N_s), (P^N_{t-s} \phi \otimes P^N_{t-s} \psi) \mathbbm{1}_\Delta \rangle \, ds \right] \]

Combining Lemma 4.5 and Lemma 4.6 yields

\[ \left| \langle \eta_N \Gamma^N_{s\phi} (\rho^N_s), (P^N_{t-s} \phi \otimes P^N_{t-s} \psi) \mathbbm{1}_\Delta \rangle - \langle \eta_N \Gamma^N_{s\phi} (\rho^N_s), (P^N_{t-s} \phi \otimes P^N_{t-s} \psi) \mathbbm{1}_\Delta \rangle \right| \leq C |t - s|^3 \delta^4 \rho_e^{-2\mu(t-s)} \]

As in Lemma 4.10 one can then deduce

\[ \eta_N \int_0^t \langle \Gamma^N_{s\phi} (\rho^N_s), (P^N_{t-s} \phi \otimes P^N_{t-s} \psi) \mathbbm{1}_\Delta \rangle \, ds \xrightarrow{N \to \infty} \int_0^t \langle Q, (P_s \phi \otimes P_s \psi) \mathbbm{1}_\Delta \rangle \, ds \]

Again by Lemma 4.5 and Lemma 4.6, the dominated convergence theorems allows to exchange limit and expectation.

**Proof of Theorem 3.7** From the previous proof we know

\[ \mathbb{E} [ \langle Z_t \otimes Z_t, (\phi \otimes \psi) \mathbbm{1}_\Delta \rangle ] = \int_0^t \langle Q, (P_s \phi \otimes P_s \psi) \mathbbm{1}_\Delta \rangle \, ds \]

The integral on the right-hand side stays finite by Lemma 4.5 and Lemma 4.6 as \( t \to \infty \), which shows

\[ \lim_{t \to \infty} \mathbb{E} [ \langle Z_t \otimes Z_t, (\phi \otimes \psi) \mathbbm{1}_\Delta \rangle ] = \int_0^\infty \langle Q, (P_s \phi \otimes P_s \psi) \mathbbm{1}_\Delta \rangle \, ds \]
If we let $G^\alpha_t$ be the fundamental solution associated to $\partial_t - D^\alpha$, we can rewrite the above equation with the representation

$$P_t \phi(x, k) = e^{-\mu t} \int_{\mathbb{R}^d} G^\alpha_{ut}(x - y)\phi(y, k) dy.$$  

The expressions of Theorem 3.7 follow as $I_\Delta$ integrated with respect to the types part of $Q$ found in (4.12) yields

$$\int_{[0,1]^2} I_\Delta(k_1, k_2)(\delta_{k_1}(dk_2)dk_1 - dk_1dk_2) = 1. \square$$

5 Proofs of the lemmas

This section collects all proofs requiring significant changes to generalize [For22] to the new regimes.

5.1 Bound on dominating measures

Proof of Lemma 4.5. The first estimates are the same as in [For22, p.20f], then we use new combinations of the bounds for the various cases. Recall

$$\langle D^N, I_{[s,t]} \phi \otimes \psi \rangle = \int_s^t \langle \eta_N|\Gamma|^{p_N}(\rho^N_v), \phi \otimes \psi \rangle dv.$$  

Considering the four summands of $|\Gamma|^{p_N}$ separately, we can bound $\langle D^N, I_{[s,t]} \phi \otimes \psi \rangle$ by

$$4|t - s| \int_{[0,1] \times (0,\infty)^2} \eta_N(Nu)^2 \int_{(\mathbb{R}^d)^2} V_{\delta_{N^2}}(x_1, x_2) \times \sup_{k \in [0,1]} |\phi(x_1, k)| \sup_{k \in [0,1]} |\psi(x_2, k)| dx_1 dx_2 \delta_{N^{d+\alpha}} nu_N (du, dr_1, dr_2). \quad (5.1)$$  

We defined $L^p$-norms in (2.2) to involve the supremum over $k \in [0,1]$ and thus applying $V_{\delta_{N^2}}(x_1, x_2) \leq V_{\delta_{N^2}}$ the inner integral is bounded by $V_{\delta_{N^2}} \|\phi\|_1 \|\psi\|_1$. Alternatively, the Cauchy-Schwarz inequality results in

$$\int_{(\mathbb{R}^d)^2} V_{\delta_{N^2}}(x_1, x_2) \sup_{k \in [0,1]} |\phi(x_1, k)| \sup_{k \in [0,1]} |\psi(x_2, k)| dx_1 dx_2 \leq V_{\delta_{N^2}}^2 \|\phi\|_2 \|\psi\|_2, \quad (5.2)$$  

since

$$\int_{\mathbb{R}^d} V_{\delta_{N^2}}(x_1, x_2) dx_2 = V_{\delta_{N^2}}^2.$$  

We only demonstrate how the two estimates can be used to bound (5.1) for the one-tail regime. The two-tail regime follows in a similar fashion, as the double integrals can be written as a product of two integrals.
One-tail regime If \( \beta = a + c < d \), we split the integral in \((5.1)\) and apply both bounds to obtain
\[
4|t - s| \left\{ \int_{1}^{1/\delta_N} \delta_N^{-a - c} \frac{u_0^2}{r_2^2} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_2 \|\psi\|_2 \\
+ \int_{1/\delta_N}^{\infty} \delta_N^{-a - c} \frac{u_0^2}{r_2^2} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_1 \|\psi\|_1 \right\}.
\]
The first integral can be bounded by a finite quantity independent of \( N \)
\[
\int_{1}^{1/\delta_N} \delta_N^{-a - c} \frac{u_0^2}{r_2^2} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}} = u_0^2 \int_{1}^{1/\delta_N} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}}
\]
\[= u_0^2 V_1^2 \int_{1}^{1/\delta_N} \frac{dr_2}{r_2^{1+d+a-c}} \leq \frac{u_0^2 V_1^2}{\beta - 1}, \]
since \( \beta < d \). The second integral is equal to
\[
\int_{1/\delta_N}^{\infty} \delta_N^{-a - c} \frac{u_0^2}{r_2^2} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}} = u_0^2 \int_{1/\delta_N}^{\infty} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}}
\]
\[= u_0^2 V_1 \int_{1/\delta_N}^{\infty} \frac{dr_2}{r_2^{1+d+a-c}} = \frac{u_0^2 V_1}{\beta}, \]
Similarly, if \( \beta = d \), the first integral is bounded by
\[
\int_{1}^{1/\delta_N} \frac{\delta_N^{-d}}{\log(1/\delta_N)} \frac{1}{r_2^2} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_2 \|\psi\|_2 = \log(1/\delta_N)^{-1} V_1^2 \int_{1}^{1/\delta_N} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_2 \|\psi\|_2
\]
\[= V_1^2 \|\phi\|_2 \|\psi\|_2, \]
and the second integral can be bounded by
\[
\int_{1/\delta_N}^{\infty} \frac{\delta_N^{-d}}{\log(1/\delta_N)} \frac{1}{r_2^2} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_1 \|\psi\|_1 = \frac{\delta_N^{-d}}{\log(1/\delta_N)} V_1 \int_{1/\delta_N}^{\infty} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_1 \|\psi\|_1
\]
\[= \frac{V_1}{d} \|\phi\|_1 \|\psi\|_1 \int_{1/\delta_N}^{\infty} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_1 \|\psi\|_1 \]
\[= \frac{V_1^2 \|\phi\|_1 \|\psi\|_1}{\beta - d}. \]
If \( \beta > d \), we can apply the Cauchy-Schwarz bound directly to \((5.1)\)
\[
\int_{1}^{\infty} \frac{\delta_N^{-d}}{r_2^2} V_2^2 r_2 \delta_N^{-d + \alpha} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_2 \|\psi\|_2 = V_1^2 \int_{1}^{\infty} \frac{dr_2}{r_2^{1+d+a-c}} \|\phi\|_2 \|\psi\|_2
\]
\[= \frac{V_1^2 \|\phi\|_2 \|\psi\|_2}{\beta - d}. \]
This concludes the proof of the lemma. \( \square \)

In the proof of Lemma \((4.10)\) we will require a version of Lemma \((4.5)\) for functions \( \Psi \in S((\mathbb{R}^d)^2 \times [0,1]^2) \).
Corollary 5.1. Let $D^N$ be the dominating measure from (4.4). Then in the one-tail and two-tail regimes we can find constants $C > 0, q > 1$ such that for all $N \geq 1, 0 \leq s \leq t$ and $\Psi \in S((\mathbb{R}^d)^2 \times [0,1]^2)$

$$\langle D^N, 1_{[s,t]} \Psi \rangle \leq C|t-s| \left( \| \Psi \|_1 + \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |\Psi(x_1, x_2)|^q dx_2 \right)^{1/q} dx_1 \right),$$

(5.3)

where we abbreviate $\sup_{k_1, k_2 \in [0,1]^2} \Psi(x_1, x_2, k_1, k_2)$ by $\Psi(x_1, x_2)$.

Proof. To prove (5.3), we need to bound the inner integral of (5.1) for functions $\Psi \in S((\mathbb{R}^d)^2 \times [0,1]^2)$. Using $V_{\delta_{N}r_2}(x_1, x_2) \leq V_{\delta_{N}r_2}$, we obtain the bound $V_{\delta_{N}r_2} \| \Psi \|_1$. Alternatively, we can use Hölder’s inequality with $\frac{1}{p} + \frac{1}{q} = 1$ and set $\xi = 1/p \in (0,1)$

$$\int_{(\mathbb{R}^d)^2} V_{\delta_{N}r_2}(x_1, x_2) \Psi(x_1, x_2) dx_1 dx_2$$

$$\leq \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} V_{\delta_{N}r_2}(x_1, x_2)^{p_\xi} dx_2 \right)^{1/p} \left( \int_{\mathbb{R}^d} V_{\delta_{N}r_2}^{q(1-\xi)}(x_1, x_2) |\Psi(x_1, x_2)|^q dx_2 \right)^{1/q} dx_1$$

$$\leq V_{\delta_{N}r_2}^{\frac{2}{p} + \frac{1}{q}} \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |\Psi(x_1, x_2)|^q dx_2 \right)^{1/q} dx_1.$$ 

We can choose $\frac{2}{p} + \frac{1}{q}$ arbitrarily close to 2, which allows us to apply the same arguments as in Lemma 4.5.

5.2 Convergence of generators

In this section, we show the convergence of the generator $\mathcal{L}^N$ from (4.3) given by

$$\mathcal{L}^N \phi(x) = N\delta_N^{-\alpha} \int_{(0,N] \times (0,\infty)^2} uV_{r_2} \left( \Xi(x, \delta_{N}r_1, \delta_{N}r_2) - \phi(x) \right) \nu_N(du, dr_1, dr_2)$$

to the fractional Laplacians $\mathcal{D}_{\alpha}$ defined in (3.6). Since the operators $\mathcal{L}^N$ only act on the spatial variable, we omit the dependence on the second variable $k$ in this whole section. The main idea of the proof is that under our scaling one of the averaging radii is much smaller than the other, and in the limit only the largest averaging radius matters. The only case where the two radii are precisely the same, that is $b = 1$ in the one-tail regime, was already covered by [FP17, Appendix A]. The proof will require the following lemmas.

Lemma 5.2. Assume that $\phi : \mathbb{R}^d \rightarrow \mathbb{R}$ has continuous derivatives up to the second order and $\max_{|k| \leq 2} \| \partial_k \phi \|_q$ is finite for $1 \leq q \leq \infty$. Then for $1 \leq p \leq \infty$

$$\left\| \bar{\phi}(r) - \phi \right\|_p \leq \min \left\{ 2\| \phi \|_p, \frac{d}{2} \sum_{|k|=2} \max \| \partial_k \phi \|_p \right\}.$$ 

(5.4)

Proof. The first estimate of (5.4) stems from $\| \bar{\phi}(r) \|_p \leq \| \phi \|_p$. The second estimate of (5.4) is derived by Taylor’s theorem in [FP17, Proposition A.1].
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Lemma 5.3. Assume that $\phi : \mathbb{R}^d \to \mathbb{R}$ has continuous derivatives up to the fourth order and $\max_{p \in [1, \infty]} \max_{|\kappa| = 4} \| \partial_\kappa \phi \|_p$ is finite. Then for all $1 \leq p \leq \infty$ and all $r, s \in [0, \infty)$

$$
\left\| \phi(x, r, s) - \phi(x) - \frac{r^2 + s^2}{2(d + 2)} \Delta \phi(x) \right\|_p \leq \frac{d^3}{3!} \max_{|\kappa| = 4} \| \partial_\kappa \phi \|_p (r^4 + s^4). \tag{5.5}
$$

Proof. This is a generalization of [FP17, Proposition A.1] to two radii.

Proof of Lemma 4.7. In the following proof, we focus on the more difficult second bound (4.9). The first bound (4.8) can be shown using the same estimates.

One-tail regime In the one-tail regime, substituting $\nu_N$ by its expression in (3.1), we can write

$$
\mathcal{L}^N \phi(x) = \delta_N^{-\alpha} \int_1^\infty \frac{u_0 V_r}{r^{1+a-c}} \left( \phi(x, \delta_N r^b, \delta_N r) - \phi(x) \right) \frac{dr}{r^{1+a}}.
$$

The Brownian case Suppose that $a > 2$ and $\frac{a}{2} > 2$, then $\alpha = 2$. Let $\sigma > 0$ be defined as

$$
\sigma^2 = \frac{u_0 V_1}{d+2} \int_1^\infty (r^2 b + r^2) \frac{dr}{r^{1+a}}.
$$

Let also $(A_N, N \geq 1)$ denote a sequence taking values in $(1, \infty)$ which will be chosen later. We can then bound, using the definition of $\sigma^2$,

$$
\left\| \mathcal{L}^N \phi - \frac{\sigma^2}{2} \Delta \phi \right\|_p \leq u_0 V_1 \int_1^{A_N} \left\| \phi(\cdot, \delta_N r^b, \delta_N r) - \phi \right\|_p \frac{dr}{r^{1+a}} + u_0 V_1 \int_{A_N}^\infty \left\| \phi(\cdot, \delta_N r^b, \delta_N r) - \phi \right\|_p \frac{dr}{r^{1+a}} + u_0 V_1 \int_{A_N}^\infty \frac{dr}{2(d+2)} \int_{A_N}^\infty (r^2 b + r^2) \frac{dr}{r^{1+a}} \| \Delta \phi \|_p.
$$

Using (5.5) in the first integral and (5.4) in the second we obtain

$$
\left\| \mathcal{L}^N \phi - \frac{\sigma^2}{2} \Delta \phi \right\|_p \leq C \left( \delta_N^2 \int_1^{A_N} (r^2 b + r^4) \frac{dr}{r^{1+a}} + 2 \int_{A_N}^\infty (r^2 b + r^4) \frac{dr}{r^{1+a}} \right) \max_{0 \leq |\kappa| \leq 4} \| \partial_\kappa \phi \|_p. \tag{5.7}
$$

for some constant $C > 0$. First note that, since $a > 2b$ and $a > 2$,

$$
\int_{A_N}^\infty (r^2 b + r^4) \frac{dr}{r^{1+a}} = \frac{1}{(a - 2b) A_N^a - 2b} + \frac{1}{(a - 2) A_N^{a-2}}.
$$

On the other hand

$$
\int_1^{A_N} r^4 \frac{dr}{r^{1+a}} = \begin{cases} \frac{A_N^{a-1}}{4-a} & a \neq 4, \\ \log(A_N) & a = 4, \end{cases}, \quad \int_1^{A_N} r^4 b \frac{dr}{r^{1+a}} = \begin{cases} \frac{A_N^{4b-a-1}}{4b-a-1} & a \neq 4b, \\ \log(A_N) & a = 4b. \end{cases}
$$
We can thus choose $A_N = \infty$ if $a > 4\sqrt[4]{b}$, and $A_N = \delta_N^{-\xi}$ with $0 < \xi < \frac{2}{4a}$ if $a \leq 4$ and $0 < \xi < \frac{2}{2b-a}$ if $a \leq 4b$. In each case, the right hand side of (5.7) is bounded by $C\delta_N^0 \max_{|x| \leq 4} \|\partial_x \phi\|_p$ for some constant $C > 0$.

**The stable case** When $b < 1$ and $a < 2$, $\alpha = a$ and, changing variables in the integral over $r$ in (5.6), we obtain

$$L^N \phi(x) = u_0 V_1 \int_{\delta_N}^\infty \left( \frac{\bar{\phi}(x, \delta_N^{-1-b}r, r) - \phi(x)}{r^{1+a}} \right) \, dr. \quad (5.8)$$

On the other hand, if $b > 1$ and $\frac{a}{b} < 2$, $\alpha = \frac{1}{b}$ and we instead write

$$L^N \phi(x) = \frac{u_0 V_1}{b} \int_{\delta_N}^\infty \left( \frac{\bar{\phi}(x, r, \delta_N^{-1/b}r^{1/b}) - \phi(x)}{r^{1+b}} \right) \, dr.$$

Note that the two expressions above are of the same form, with $1/b$ in the second one playing the role of $b$ in the first one, so that the case $b > 1$ can be treated in exactly the same way as the case $b > 1$. The case $b = 1$ has already been covered in [FP17].

We start by detailing the case $b < 1$. We see that, in (5.8), $\delta_N^{-1/b} \to 0$ as $N \to \infty$. Let us set

$$D^N \phi(x) := u_0 V_1 \int_{\delta_N}^\infty \left( \frac{\bar{\phi}(x, r) - \phi(x)}{r^{1+a}} \right) \, dr.$$

As a result,

$$\|L^N \phi - D^N \phi\|_p \leq u_0 V_1 \int_{\delta_N}^\infty \left\| \frac{\bar{\phi}(-, \delta_N^{-1-b}r, r) - \bar{\phi}(-, r)}{r^{1+a}} \right\| \, dr.$$

If $b = 0$, we can use (5.4) to obtain

$$\|L^N \phi - D^N \phi\|_p \leq C\delta_N^2 \int_{\delta_N}^\infty \max_{|x| = 2} \|\partial_x \phi\|_p \, dr \leq C\delta_N^{2-a} \max_{|x| = 2} \|\partial_x \phi\|_p.$$

If $b > 0$, using (5.4) for $r \leq \delta_N^{-\frac{1-b}{b}}$, we obtain, for $a \neq 2b$,

$$\|L^N \phi - D^N \phi\|_p \leq C \left( \delta_N^{2(1-b)} \max_{|x| = 2} \|\partial_x \phi\|_p \int_{\delta_N}^{\delta_N^{-\frac{1-b}{b}}} r^{2b-a-1} \, dr + 2\|\phi\|_p \int_{\delta_N}^\infty \frac{dr}{r^{1+b}} \right) \max_{0 \leq |x| \leq 2} \|\partial_x \phi\|_p \leq C \left( \delta_N^{2(1-b)} \delta_N^{-a(2b-a)\frac{1-b}{2b-a}} + \frac{2}{a} \delta_N^{a(1-b)} \right) \max_{0 \leq |x| \leq 2} \|\partial_x \phi\|_p.$$

If $a = 2b$, we instead obtain

$$\|L^N \phi - D^N \phi\|_p \leq C \left( \delta_N^{2(1-b)} \log(\delta_N) + \delta_N^{\frac{a(1-b)}{2b-a}} \right) \max_{0 \leq |x| \leq 2} \|\partial_x \phi\|_p.$$
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Since $a < 2$ and $b < 1$, in every case the right hand side is of the form $C\delta^N_p \max_{0 \leq |r| \leq 2} \| \partial_r \phi \|_p$ for some constant $C > 0$.

It thus remains to bound $\| D^N \phi - D \phi \|_p$. Using (5.4),

$$
\| D^N \phi - D \phi \|_p \leq u_0 V_1 \int_0^{\delta_N} \| \phi(t, r) - \phi \|_p \frac{dr}{r^{1+a}} \\
\leq C \int_0^{\delta_N} r^{2-a-1} dr \max_{|r|=2} \| \partial_r \phi \|_p \\
\leq C \delta^N_p \max_{|r|=2} \| \partial_r \phi \|_p,
$$

for some constant $C > 0$. This concludes the proof of (4.9).

**Two-tails regime** In the two-tails regime, similar calculations as in (5.6) lead to

$$
\mathcal{L}^N \phi(x) = u_0 V_1 \delta^N_p \int_{1}^{\infty} \int_{1}^{\infty} \left( \bar{\phi}(x, \delta N r_1, \delta N r_2) - \phi(x) \right) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}}. \tag{5.9}
$$

**The Brownian case** Suppose that $a_1 > 2$ and $a_2 > 2$. Then $\alpha = 2$ and we set

$$
\sigma^2 = u_0 V_1 \frac{d}{d+2} \int_1^{\infty} \left( \frac{r_1^2 + r_2^2}{r_1^{1+a_1} r_2^{1+a_2}} \right) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}} \\
= u_0 V_1 \frac{d}{d+2} \left( \frac{1}{(a_1-2) a_2} + \frac{1}{a_1(a_2-2)} \right).
$$

Then for $A_N \in (1, \infty)$,

$$
\left\| \mathcal{L}^N \phi - \frac{\sigma^2}{2} \Delta \phi \right\|_p \leq u_0 V_1 \int_1^{A_N} \left( \int_1^{A_N} \right) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}} \\
+ u_0 V_1 \int_1^{A_N} \left( \int_1^{A_N} \right) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}},
$$

Using (5.5) and (5.4), we obtain

$$
\left\| \mathcal{L}^N \phi - \frac{\sigma^2}{2} \Delta \phi \right\|_p \leq C \int_1^{A_N} \left( \int_1^{A_N} \right) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}} \max_{|r|=1} \| \partial_r \phi \|_p \\
+ C \left( \int_1^{A_N} \left( \int_1^{A_N} \right) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}} \right) \max_{|r|=2} \| \partial_r \phi \|_p.
$$

The bracketed term is equal to

$$
\frac{1-A_{-a_2}^{a_2}}{a_2(a_1-2) A_{-a_2}^{a_2}} + \frac{1}{(a_1-2) a_2 A_{-a_2}^{a_2}} + \frac{1}{a_1(a_2-2) A_{-a_2}^{a_2}} - 2 \leq CA_{-a_2}^{a_2},
$$
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for some constants $C > 0$ and $\theta > 0$. On the other hand, if $a_1 \neq 4$,  
\[
\int_1^{A_N} \int_1^{A_N} \delta_N^2 r_1^4 dr_1 dr_2 \frac{1}{r_1^{1+a_1} r_2^{1+a_2}} = \delta_N^2 \frac{1 - A_N^{-a_2}}{a_2} \times \frac{A_N^{4-a_1} - 1}{4 - a_1},
\]
while if $a_1 = 4$,
\[
\int_1^{A_N} \int_1^{A_N} \delta_N^2 r_1^4 dr_1 dr_2 \frac{1}{r_1^{1+a_1} r_2^{1+a_2}} = \delta_N^2 \frac{1 - A_N^{-a_2}}{a_2} \log(A_N).
\]
The same integral with $r_2^4$ instead of $r_1^4$ is computed in the same way. As a result, if both $a_1 > 4$ and $a_2 > 4$, we can take $A_N = \infty$, otherwise we chose $A_N = \delta_N^\xi$ where $\xi$ is such that
\[
0 < \xi < \frac{2}{(4 - a_1)^+} \wedge \frac{2}{(4 - a_2)^+}.
\]
This yields
\[
\left\| \mathcal{L}_N \phi - \frac{\sigma^2}{2} \Delta \phi \right\|_p \leq C \delta_N^q \max_{0 \leq |\kappa| \leq 4} \| \partial_\kappa \phi \|_p,
\]
for some $C > 0$ and $\theta > 0$.

**The stable case**  Let us now treat the case where $a_1 \wedge a_2 < 2$. From (5.9), it is clear that $a_1$ and $a_2$ play symmetric roles, so let us assume that $a_1 < a_2$. In this case, $\alpha = a_1$ and we change variables in the integral over $r_1$ to obtain
\[
\mathcal{L}_N \phi(x) = u_0 V_1 \int_1^{\infty} \int_1^{\infty} f(x, r_1, \delta_N r_2) - \phi(x) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}}.
\]
Then, setting
\[
\mathcal{D}_N \phi(x) = \frac{u_0 V_1}{a_2} \int_1^{\infty} \int_1^{\infty} f(x, r, \delta_N r_2) - \phi(x) \frac{dr}{r^{1+a_1}}
\]
and using (5.4), we write
\[
\| \mathcal{L}_N \phi - \mathcal{D}_N \phi \|_p \leq u_0 V_1 \int_1^{\infty} \int_1^{\infty} \| f(\cdot, r_1, \delta_N r_2) - \phi(\cdot, r_1) \|_p \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}}
\]
\[
\leq C \int_1^{\infty} \int_1^{\infty} (1 \wedge (\delta_N r_2)^2) \frac{dr_1 dr_2}{r_1^{1+a_1} r_2^{1+a_2}} \max_{0 \leq |\kappa| \leq 2} \| \partial_\kappa \phi \|_p
\]
\[
\leq C \delta_N^{-a_1} \left( \delta_N^2 \int_1^{1/\delta_N} r_1^{1-a_2} dr + \int_1^{\infty} \frac{dr}{r^{1+a_2}} \right) \max_{0 \leq |\kappa| \leq 2} \| \partial_\kappa \phi \|_p.
\]
If $a_2 \neq 2$, this yields
\[
\| \mathcal{L}_N \phi - \mathcal{D}_N \phi \|_p \leq C \delta_N^{-a_1} \left( \delta_N^2 \frac{\delta_N^{-(2-a_2)} - 1}{2 - a_2} + \delta_N^2 \right) \max_{0 \leq |\kappa| \leq 2} \| \partial_\kappa \phi \|_p
\]
\[
\leq C \delta_N^{-a_1} \left( \delta_N^{a_2} - \delta_N^2 \right) \max_{0 \leq |\kappa| \leq 2} \| \partial_\kappa \phi \|_p.
\]
The right hand side above is of the form $C \delta_N^a \max_{0 \leq |k| \leq 2} \| \partial_\kappa \phi \|_p$ for $C > 0$ and $\theta > 0$ since $a_1 < a_2$ and $a_1 < 2$. If $a_2 = 2$, the above yields instead
\[
\| L^N N_\phi - D^N N_\phi \|_p \leq C \delta_N^{-a_1} (\delta_N^2 | \log(\delta_N)| + \delta_N^2) \max_{0 \leq |k| \leq 2} \| \partial_\kappa \phi \|_p,
\]
which can be bounded by $C \delta_N^a \max_{0 \leq |k| \leq 2} \| \partial_\kappa \phi \|_p$ for some $C > 0$ and $\theta > 0$ for the same reasons.

\section{Convergence of the martingale measures}

\subsection{Martingale Jumps}

We now prove that the martingale measures become continuous in the limit.

\textbf{Proof of Lemma 4.9.} We start as in [For22, p.26f] and then adapt bounds to implement our regimes. Note
\[
M_t^N (\phi) - M_{t^-}^N (\phi) = \langle Z_t^N - Z_{t^-}^N, \phi \rangle - \int_{t^-}^t \langle Z_s^N, L^N (\phi) - \mu \phi \rangle \, ds
\]
\[
= \sqrt{N} \delta_N \langle \rho_t^N - \rho_{t^-}^N, \phi \rangle
\]
\[
= \sqrt{N} \delta_N \left( \langle \rho_{t+\delta_N^2}^N, \phi \rangle - \langle \rho_{t-\delta_N^2}^N, \phi \rangle \right).
\]

If $(t, x_0, u, r_1, r_2) \in \Pi$,
\[
|\langle \rho_t^N, \phi_N \rangle - \langle \rho_{t^-}^N, \phi_N \rangle| \leq u \sup_{k \in [0, 1]} \left| \int_{\mathbb{R}^d} \phi_N (x, k) 1_{|x-x_0|<r_2} (\delta_0 (dk) - \rho_{t^-}^N (x, dk)) \, dx \right|
\]
\[
\leq 2u \int_{\mathbb{R}^d} \delta_N^d \sup_{k \in [0, 1]} |\phi (\delta_N x, k) 1_{|x-x_0|<r_2} | \, dx.
\]

Using $1_{|x-x_0|<r_2} \leq 1$ on the one hand and $|\phi (\delta_N x, k)| \leq \| \phi \|_{\infty}$ on the other we get
\[
\int_{\mathbb{R}^d} \delta_N^d \sup_{k \in [0, 1]} |\phi (\delta_N x, k) 1_{|x-x_0|\leq r_2} | \, dx \leq \min \left\{ \| \phi \|_1, V_N \delta_N^d \| \phi \|_{\infty} \right\}.
\]

As a result, in the one-tail regime, there exists a constant $C > 0$, depending only on $\phi$ and $d$, such that
\[
\sup_{t \geq 0} \left| M_t^N (\phi) - M_{t^-}^N (\phi) \right| \leq C \sqrt{\frac{\eta_N}{N}} \sup_{r_2 \geq 1} \left( \frac{1 \wedge (\delta_N r_2)^d}{r_2} \right)
\]
\[
\leq C \sqrt{\frac{\eta_N}{N}} (\delta_N)^{d \Lambda e_2}.
\]

Here, we used the fact that, if $(t, x_0, u, r_1, r_2) \in \Pi$, then $u = u_0 / (r_2^2 N)$. In the two-tails regime, there exists a constant $C > 0$ such that
\[
\sup_{t \geq 0} \left| M_t^N (\phi) - M_{t^-}^N (\phi) \right| \leq C \sqrt{\frac{\eta_N}{N}} \sup_{r_1, r_2 \geq 1} \left( \frac{1 \wedge (\delta_N r_2)^d}{r_1^d r_2} \right)
\]
\[
\leq C \sqrt{\frac{\eta_N}{N}} (\delta_N)^{d \Lambda e_2}.
\]
In both regimes, the right-hand side converges to zero as $N \to \infty$ by (3.9) and (3.10), which concludes the proof of the lemma.

5.3.2 Spatial Correlations

In this section, we prove Lemma 4.10 to characterize the correlations of the limiting noises in (3.11). We first give a motivating calculation. We have already seen that

$$M_N(\phi)_t = \eta_N \int_0^t \langle \Gamma^{\nu_N} (\rho^N_s), \phi \otimes \phi \rangle \, ds,$$

where $\Gamma^{\nu}$ was defined in (4.1), and claim

$$\eta_N \int_0^t \langle \Gamma^{\nu_N} (\rho^N_s), \phi \otimes \phi \rangle \, ds \xrightarrow{N \to \infty} t \langle Q, \phi \otimes \phi \rangle,$$

where $Q$ is defined as

$$Q(dx_1dk_1dx_2dk_2) = \gamma K_\beta(dx_1, dx_2)(dk_1\delta_{k_1}(dk_2) - dk_1dk_2). \quad (5.10)$$

The measure $K_\beta(dx_1, dx_2)$ encodes the spatial correlations and coalescence rates in each regime and was defined in (3.8). The form of (5.10) follows from $\Gamma^{\nu_N}$ by letting $\rho^N_t \to \lambda$. Recall that

$$\eta_N \Gamma^{\nu_N} (\rho^N_s)(x_1, x_2, dk_1, dk_2)$$

$$= \eta_N \int_{(0,1] \times [0, \infty)^2} (Nu)^2 \int_{\mathbb{R}^4} 1_{B(x_1, \delta_N r_2) \cap B(x_2, \delta_N r_2)}(x) \frac{1}{V_{\delta_N r_1}} \int_{B(x, \delta_N r_1)} \left[ \rho^N_s(x_1, dk_1)\delta_{k_1}(dk_2) - \rho^N_s(x_2, dk_2) \right]$$

$$- \rho^N_s(x_1, dk_1)\rho^N_s(x_2, dk_2) + \rho^N_s(x_1, dk_1)\rho^N_s(x_2, dk_2)$$

$$dydx \frac{1}{\delta_N^{4+\alpha}} \nu_N(du, dr_1, dr_2). \quad (5.11)$$

If we replace $\rho^N_s$ by $\lambda$, the right-hand side of (5.11) should converge to

$$\eta_N \int_{(0,1] \times [0, \infty)^2} (Nu)^2 \int_{\mathbb{R}^4} 1_{B(x_1, \delta_N r_2) \cap B(x_2, \delta_N r_2)}(x) \frac{1}{V_{\delta_N r_1}} \int_{B(x, \delta_N r_1)} \left[ dk_1\delta_{k_1}(dk_2) - dk_1dk_2 \right] dydx \frac{1}{\delta_N^{4+\alpha}} \nu_N(du, dr_1, dr_2)$$

$$= \eta_N \int_{(0,1] \times (0, \infty)^2} (Nu)^2 V_{\delta_N r_2}(x_1, x_2) \frac{1}{\delta_N^{4+\alpha}} \nu_N(du, dr_1, dr_2) \left[ dk_1\delta_{k_1}(dk_2) - dk_1dk_2 \right].$$
The term in brackets contains all spatial information and will equal $\gamma K_\beta(dx_1, dx_2)$. For example, in the one-tail regime, if $\beta = a + c < d$, we obtain

$$
\eta_N \int_{(0,1] \times (0,\infty)^2} (Nu)^2 V_{\delta_N r_2} (x_1, x_2) \delta_N^{-(d+a)} \nu_N (du, dr_1, dr_2)
$$

$$
= \delta_N^{a-c} u_0^2 \int_1^\infty \frac{1}{r_2^2} V_{\delta_N r_2} (x_1, x_2) \delta_N^{-(d+a)} \frac{dr_2}{r_2^{1+d+a+c}}
$$

$$
= u_0^2 \int_1^\infty V_{\delta_N r_2} (x_1, x_2) \delta_N \frac{dr_2}{(\delta_N r_2)^{1+d+a+c}}
$$

$$
= u_0^2 \int_1^\infty \frac{dr_2}{r_2^{1+d+a+c}}.
$$

Taking the limit $\delta_N \to 0$ and abbreviating $\frac{\eta_1 - \eta_2}{\|x_1 - x_2\|} = e_1$, this converges to

$$
u_0^2 \int_0^\infty V_{r_2} (x_1, x_2) \frac{dr_2}{r_2^{1+d+a+c}}
$$

$$
= u_0^2 \int_0^\infty \int_0^\infty \mathbf{1}_{\{x_1 - x_2 - y < 0\}} \mathbf{1}_{\{y < r_2\}} \frac{dr_2}{r_2^{1+d+\beta}} dy
$$

$$
= u_0^2 \int_0^\infty \int_0^\infty \mathbf{1}_{\{x_1 - y < r_2\}} \mathbf{1}_{\{y < r_2\}} \frac{dr_2}{r_2^{1+d+\beta}} \|x_1 - x_2\|^d dy
$$

$$
= u_0^2 \int_0^\infty \mathbf{1}_{\{x_1 - y < r_2\}} \frac{1}{r_2^{1+d+\beta}} \|x_1 - x_2\|^d dy
$$

$$
= u_0^2 C^{(2)}_{d,\beta} \gamma_1 (x_1, x_2).
$$

If $\beta > d$, we instead arrive at

$$
\eta_N \int_{(0,1] \times (0,\infty)^2} u^2 V_{r_2} (x_1, x_2) \nu_N (dr_1, dr_2)
$$

$$
= u_0^2 \eta_0 \int_{(0,1] \times (0,\infty)^2} (Nu)^2 V_{\delta_N r_2} (x_1, x_2) \delta_N^{-(d+a)} \nu_N (du, dr_1, dr_2)
$$

$$
= u_0^2 \delta_N^{-d} \int_1^\infty V_{\delta_N r_2} (x_1, x_2) \delta_N^{-(d+a)} \frac{dr_2}{r_2^{1+d+a+c}}
$$

$$
= u_0^2 V_1^2 \int_1^\infty V_{\delta_N r_2} (x_1, x_2) \frac{dr_2}{r_2^{1+d+a+c}},
$$

and as this quantity is integrated against test functions

$$
u_0^2 V_1^2 \int_1^\infty \phi (x_1, k_1) \phi (x_2, k_2) \frac{\delta_N r_2 (x_1, x_2)}{V_{\delta_N r_2}} dx_1 dx_2 \frac{dr_2}{r_2^{1+d+a+c}}
$$

$$
\xrightarrow{N \to \infty} u_0^2 \int_1^\infty \frac{dr_2}{r_2^{1+d+\beta}} \int_{\mathbb{R}^d} \phi (x_1, k_1) \phi (x, k_2) dx.
$$

Noting $\int_1^\infty r_2^{-(1+d+a+c)} dr_2 = \frac{1}{(\alpha + c - d)^{-1}}$ the above expression matches the corresponding result in Table 1. The spatial correlations vanish and the noise becomes white in space. A
similar calculation holds in the case \( \beta = d \). The next proof will demonstrate that all these calculations are rigorously justified.

\textbf{Proof of Lemma 4.10} In this proof, we will focus on the one-tail regime as the two-tail regime can be treated with similar arguments. First, we will consider the case \( \beta = a + c < d \) extending [For22, Subsection 3.5, Proof of Lemma 3.10 (3.32), stable case]. Second, we will adapt [For22, Subsection 3.5, Proof of Lemma 3.10 (3.32), fixed case] to analyse the case \( \beta > d \), where the spatial correlations vanish. Afterwards, we will treat the case \( \beta = d \). The covariation process can be written as

\[
\langle M^N(\phi) \rangle_t = \eta_N \int_0^t \int_{(0,1] \times [0,\infty)^2} (Nu)^2 \langle \Gamma(\delta_{N,r_1}, \delta_{N,r_2})(\rho^N), \phi \otimes \phi \rangle \delta_{N}^{-(\alpha+d)} \nu_N(du, dr_1, dr_2)ds,
\]

(5.12)

where \( \Gamma(\delta_{N,r_1}, \delta_{N,r_2}) \) is short for evaluation of \( \Gamma^\nu \) at the Dirac measure at \((1, \delta_{N,r_1}, \delta_{N,r_2})\).

\textbf{Case} \( \beta < d \) Substituting integrals, (5.12) translates to:

\[
\langle M^N(\phi) \rangle_t = \int_0^t u_0^2 \int_{\delta_N}^\infty \langle \Gamma(\delta_{N,r_2})(\rho^N), \phi \otimes \phi \rangle \frac{dr_2}{r_2^{1+d+a+c}}ds.
\]

(5.13)

In (5.13) we can change the limit of integration of the inner integral from \([\delta_N, \infty)\) to \([0, \infty)\), as the difference converges to zero:

\[
\int_0^t u_0^2 \int_0^{\delta_N} \langle \Gamma(\delta_{N,r_2})(\rho^N), \phi \otimes \phi \rangle \frac{dr_2}{r_2^{1+d+a+c}}ds \\
\leq 4u_0 t \|\phi\|^2 \int_0^{\delta_N} V_{r_2} \frac{dr_2}{r_2^{1+d+a+c}} \xrightarrow{N \to \infty} 0,
\]

where we used again (5.2). Defining

\[
\Omega_{r_2}(x_1, x_2, dk_1, dk_2) := V_{r_2}(x_1, x_2)(dk_1 \delta_{k_1}(dk_2) - dk_1 dk_2)
\]

it remains to show

\[
\int_0^t u_0^2 \int_0^{\delta_N} \langle \Gamma(\delta_{N,r_2})(\rho^N), \phi \otimes \phi \rangle \frac{dr_2}{r_2^{1+d+a+c}}ds \\
\xrightarrow{N \to \infty} \int_0^t u_0^2 \int_0^{\infty} \langle \Omega_{r_2}, \phi \otimes \phi \rangle \frac{dr_2}{r_2^{1+d+a+c}}ds.
\]

We proceed by dominated convergence. Calculations in Lemma 4.5 provide us with the necessary bound in \((r_1, r_2)\). To see pointwise convergence of the integrand, note we can write

\[
\langle \Gamma(r_1, r_2)(\rho), \phi \otimes \phi \rangle = V_{r_2}^2 \langle \rho, \psi_{(r_1, r_2)}^{(1)} \rangle + \langle \rho \otimes \rho, \psi_{(r_1, r_2)}^{(2)} \rangle
\]

for two functions \( \psi_{(r_1, r_2)}^{(1)}(x_1, k_1), \psi_{(r_1, r_2)}^{(2)}(x_1, x_2, k_1, k_2) \). The first function is defined as

\[
\psi_{(r_1, r_2)}^{(1)}(x_1, k_1) := \frac{1}{V_{r_1}} \int_{B(x_1, r_1)} \phi(x, k_1, r_2)^2 dx
\]
and the second function as
\[ \Psi^{(2)}_{(r_1, r_2)}(x_1, x_2, k_1, k_2) := V_{r_2}(x_1, x_2)\phi(x_1, k_1)\phi(x_2, k_2) - \frac{V_{r_2}}{V_{r_1}}\phi(x_1, k_1) \int_{B(x_1, r_1) \cap B(x_2, r_2)} \bar{\phi}(y, k_2, r_2)dy \]
\[ - \frac{V_{r_2}}{V_{r_1}}\phi(x_2, k_2) \int_{B(x_1, r_1) \cap B(x_2, r_2)} \bar{\phi}(y, k_1, r_2)dy. \]

Since \( \Psi^{(1)} \in \mathcal{S}(\mathbb{R} \times [0, 1]) \), we know from (4.10) that
\[ \mathbb{E} \left[ \sup_{t \in [0, T]} \left| Z_t^N, \Psi^{(1)} \right| \right]^{1/2} \leq C \max_{q \in \{1, 2\}} \max_{|r| \leq 2} \| \partial_x \Psi^{(1)} \|_p. \quad (5.14) \]
The derivatives on the right-hand side are
\[ \frac{\partial}{\partial x_1} V^2_{r_2} \Psi^{(1)}_{(r_1, r_2)}(x_1, k_1) = \frac{2V^2_{r_2}}{V_{r_1}} \int_{B(x_1, r_1)} \bar{\varphi}(y, k_1, r_2)\bar{\phi}_x(y, k_1, r_2)dy \]
and
\[ \frac{\partial^2}{\partial x_1^2} V^2_{r_2} \Psi^{(1)}_{(r_1, r_2)}(x_1, k_1) = \frac{2V^2_{r_2}}{V_{r_1}} \int_{B(x_1, r_1)} [\bar{\varphi}_x(y, k_1, r_2)^2 + \bar{\phi}(y, k_1, r_2)\bar{\phi}_{xx}(y, k_1, r_2)dy]. \]
The Schwartz space \( \mathcal{S}(\mathbb{R}^d \times [0, 1]) \) is closed under multiplication and averages. This, together with Lemma 5.2, allows us to bound (5.14) for \( \Psi^{(1)} \) independently of \( r_1 \) and show pointwise convergence for the first summand. To see the pointwise convergence of the second summand note
\[ \mathbb{E} \left[ \langle Z_t^N \otimes Z_t^N, \Psi^{(2)} \rangle \right] \leq \mathbb{E} \left[ \langle D^N, \mathbbm{1}_{[0,t]} \Psi^{(2)} \rangle \right]. \]
Corollary 5.1 provides us with a uniform bound on the right-hand side. This implies the pointwise convergence of \( \langle \rho_t^N - \lambda \otimes \rho_t^N - \lambda, \Psi^{(2)} \rangle \). The identity
\[ \rho_t^N \otimes \rho_t^N - \lambda \otimes \lambda = \lambda \otimes (\rho_t^N - \lambda) + (\rho_t^N - \lambda) \otimes \lambda + (\rho_t^N - \lambda) \otimes (\rho_t^N - \lambda) \]
allows us to make the transition to
\[ \langle \rho_t^N \otimes \rho_t^N - \lambda \otimes \lambda, \Psi^{(2)} \rangle = (N \eta_N)^{-1/2} \langle Z_t^N, \bar{\Psi} \rangle + (N \eta_N)^{-1} \langle Z_t^N \otimes Z_t^N, \Psi^{(2)} \rangle. \quad (5.15) \]
Here, \( \bar{\Psi}(x, k) = \langle \lambda, \Psi^{(2)}(\cdot, x, k) \rangle + \langle \lambda, \Psi^{(2)}(x, \cdot) \rangle \) and it remains to prove the pointwise convergence of the middle term. We can represent \( \langle \lambda, \Psi^{(2)}(\cdot, x, k) \rangle \) through averaged functions
\[ \langle \lambda, \Psi^{(2)}(\cdot, x, k_2) \rangle = \int_{\mathbb{R}^d} V_{r_2}(x_1, x_2) \int_0^1 \phi(x_1, k_1)dk_1dx_1\phi(x_2, k_2) \]
\[ - \frac{V_{r_2}}{V_{r_1}} \int_{\mathbb{R}^d} \int_0^1 \phi(x_1, k_1)dk_1 \int_{B(x_1, r_1)} \mathbbm{1}_{B(x_2, r_2)} \bar{\phi}(y, k_2, r_2)dydx_1 \]
\[ - \frac{V_{r_2}}{V_{r_1}} \phi(x_2, k_2) \int_{\mathbb{R}^d} \int_{B(x_1, r_1)} \mathbbm{1}_{B(x_2, r_2)}(y) \int_0^1 \bar{\phi}(y, k_1, r_2)dk_1dydx_1 \]
\[ = \frac{\phi(x_2, r_2)}{r_2} \phi(x_2, k_2) V_{r_2}^2 - \frac{V_{r_2}}{r_2} \phi(x_2, k_2) \frac{\phi(x_2, r_2)}{r_2} \phi(x_2, k_2) - \frac{V_{r_2}}{r_2} \phi(x_2, r_2) \phi(x_2, k_2). \]
Again, this time for $\langle \lambda, \Psi^{(2)}(\cdot, x, k) \rangle$, we can bound the right-hand side of the inequality (5.14) independently of $r_1$ and the missing term of (5.15) converges.

**Case $\beta > d$** We use a separate strategy, which extends [For22] to different radii $r_1, r_2$ for the impacted area and range from where to choose parents. Our strategy is to approximate the four summands of $\langle \Gamma^{(r_1, r_2)}(\rho), \phi \otimes \phi \rangle$ by more tractable terms. The first summand equals

$$V_{r_2}^2 \langle \overline{\rho}_{r_1}, \overline{\phi}(\cdot, r_2)^2 \rangle,$$

where we define for $r > 0$

$$\overline{\rho}_r(x, dk) := \frac{1}{V_r} \int_{B(x,r)} \rho(z, dk) dz.$$

The second term is of the form

$$\int_{\mathbb{R}^d} \int_{[0,1]} \int_{B(x,r_2)} \phi(x_1, k_1) dx_1 \overline{\rho}_{r_1}(x, dk_1) \int_{B(x, r_2)} \int_{[0,1]} \phi(x_2, k_2) \rho(x_2, dk_2) dx_2 dx_1. \quad (5.16)$$

If we replace $\phi(x_1, k_1)$ by $\phi(x, k_1)$ and $\phi(x_2, k_2)$ by $\phi(x, k_2)$ in (5.16), the distance between the new expression

$$V_{r_2}^2 \langle \overline{\rho}_{r_1} \cdot \overline{\rho}_{r_2}, \phi \otimes \phi \rangle = V_{r_2}^2 \int_{\mathbb{R}^d \times [0,1]^2} \phi(x, k_1) \phi(x, k_2) \overline{\rho}_{r_1}(x, dk_1) \overline{\rho}_{r_2}(x, dk_2) dx$$

and (5.16) is smaller than

$$\min \left\{ 2r_2 V_{r_2}^2 \| \phi \|_1 \max_{|k|=1} \| \partial_k \phi \|_\infty, 4 V_{r_2}^2 \| \phi \|_1 \| \phi \|_\infty \right\}.$$

This can be seen by applying

$$\left| \int_{B(x,r) \times [0,1]} (\phi(x_1, k_1) - \phi(x, k_1)) \rho(x_1, dk_1) dx_1 \right| \leq \min \left\{ r V_r \max_{|k|=1} \| \partial_k \phi \|_1, 2 V_r \| \phi \|_\infty \right\}.$$

The last two terms of $\langle \Gamma^{(r_1, r_2)}, \phi \otimes \phi \rangle$ can be approximated in the same way to obtain

$$\left| \langle \Gamma^{(r_1, r_2)}(\rho), \phi \otimes \phi \rangle - V_{r_2}^2 \left( \langle \overline{\rho}_{r_1}, \overline{\phi}(\cdot, r_2)^2 \rangle - \langle \overline{\rho}_{r_1} \cdot \overline{\rho}_{r_2}, \phi \otimes \phi \rangle \right) \right| = \min \left\{ 8 r_2 V_{r_2}^2 \max_{|k|=1} \| \partial_k \phi \|_\infty \| \phi \|_1, 16 V_{r_2}^2 \| \phi \|_\infty \| \phi \|_1 \right\}.$$  
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In total, if \(a + c > d\) this leads to

\[
\left| \mathcal{M}^N_t(\phi) \right| - u_0^2 \delta^2 - 2d \int_0^t \int_1^{\infty} V^2_{\delta N r_2} \left( \left| \frac{\mathcal{M}^N_t(\phi)}{\delta N r_2} \right|^2 \right) \, \text{d}r_2 \, \text{d}s \leq u_0^2 t \delta^2 - 2d \left\| \phi \right\|_1 \int_1^{\infty} \min \left\{ \delta N r_2 V^2_{\delta N r_2} \max_{|\kappa|=1} \left| \partial_{\kappa} \phi \right|_\infty, 2V^2_{\delta N r_2} \left| \phi \right|_\infty \right\} \frac{dr_2}{r_2^{1+d+a+c}}
\]

This right-hand side converges to zero as \(N \to \infty\). Again from Theorem 3.2 we know \(\rho_i^N \to \lambda\) in probability, which implies \((\tilde{\rho}_N^N)_{\delta N r_2} \to \lambda\) and \((\tilde{\rho}_N^N)_{\delta N r_2} \to \lambda\) in the same sense. This shows

\[
\left| \mathcal{M}^N_t(\phi) \right| \xrightarrow{N \to \infty} u_0^2 V^2_1 \int_0^t \int_1^{\infty} \left( \left| \lambda, \phi^2 \right| - \left| \lambda, \phi \right| \phi \right) \frac{dr_1}{r_1^{1+a+c-d}} \text{d}s = \left\langle Q, \phi \right\rangle.
\]

**Case \(\beta = d\)** Similar to the argument following (5.1), we can show the bound

\[
\left| \left\langle \Gamma(r_1, r_2) (\rho), \phi \right\rangle \right| \leq 4V^2_1 \left\| \phi \right\|_1.
\]

The following distance vanishes as \(N \to \infty\):

\[
\left| \mathcal{M}^N_t(\phi) \right| \leq u_0^2 \delta^2 - 2d \log(1/\delta) \int_0^t \int_1^{1/\delta N} V^2_{\delta N r_2} \left( \left| \frac{\mathcal{M}^N_t(\phi)}{\delta N r_2} \right|^2 \right) \, \text{d}r_2 \, \text{d}s \leq u_0^2 t \delta^2 - 2d \left\| \phi \right\|_1 \int_1^{1/\delta N} \min \left\{ \delta N r_2 V^2_{\delta N r_2} \max_{|\kappa|=1} \left| \partial_{\kappa} \phi \right|_\infty, 2V^2_{\delta N r_2} \left| \phi \right|_\infty \right\} \frac{dr_2}{r_2^{1+d+a+c}}
\]

This right-hand side converges to zero as \(N \to \infty\). Again from Theorem 3.2 we know \(\rho_i^N \to \lambda\) in probability, which implies \((\tilde{\rho}_N^N)_{\delta N r_2} \to \lambda\) and \((\tilde{\rho}_N^N)_{\delta N r_2} \to \lambda\) in the same sense. This shows

\[
\left| \mathcal{M}^N_t(\phi) \right| \xrightarrow{N \to \infty} u_0^2 V^2_1 \int_0^t \int_1^{1/\delta N} \left( \left| \lambda, \phi^2 \right| - \left| \lambda, \phi \right| \phi \right) \frac{dr_1}{r_1^{1+a+c-d}} \text{d}s = \left\langle Q, \phi \right\rangle.
\]
Substituting \( u := \frac{\log(r_2)}{\log(1/\delta_N)} \) we obtain
\[
\begin{align*}
&\int_0^t \int_1^{1/\delta_N} \left( \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \overline{\theta}(\cdot, \delta_N r_2) \right\rangle^2 \right) \, dr_2 \frac{ds}{r_2^{2+\alpha+c}} \\
&\quad - \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \left( \rho_s^N \right)_{\delta_N r_2^2}, \phi \otimes \phi \right\rangle \frac{dr_2}{\log(1/\delta_N) r_2^{2+\alpha+c}} \\
&\quad = \int_0^t \int_1^{1/\delta_N} \left( \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \overline{\theta}(\cdot, \delta_N r_2) \right\rangle^2 \right) \, dr_2 \frac{ds}{r_2^{2+\alpha+c}} \\
&\quad - \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \left( \rho_s^N \right)_{\delta_N r_2^2}, \phi \otimes \phi \right\rangle \frac{dr_2}{\log(1/\delta_N) r_2^{2+\alpha+c}} \\
&\quad = \int_0^t \int_1^{1/\delta_N} \left( \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \overline{\theta}(\cdot, \delta_N r_2) \right\rangle^2 \right) \, dr_2 \frac{ds}{r_2^{2+\alpha+c}} \\
&\quad - \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \left( \rho_s^N \right)_{\delta_N r_2^2}, \phi \otimes \phi \right\rangle \frac{dr_2}{\log(1/\delta_N) r_2^{2+\alpha+c}} \\
&\quad = \int_0^t \int_1^{1/\delta_N} \left( \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \overline{\theta}(\cdot, \delta_N r_2) \right\rangle^2 \right) \, dr_2 \frac{ds}{r_2^{2+\alpha+c}} \\
&\quad - \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \left( \rho_s^N \right)_{\delta_N r_2^2}, \phi \otimes \phi \right\rangle \frac{dr_2}{\log(1/\delta_N) r_2^{2+\alpha+c}} \\
&\quad = \int_0^t \int_1^{1/\delta_N} \left( \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \overline{\theta}(\cdot, \delta_N r_2) \right\rangle^2 \right) \, dr_2 \frac{ds}{r_2^{2+\alpha+c}} \\
&\quad - \left\langle \left( \rho_s^N \right)_{\delta_N r_2^2}, \left( \rho_s^N \right)_{\delta_N r_2^2}, \phi \otimes \phi \right\rangle \frac{dr_2}{\log(1/\delta_N) r_2^{2+\alpha+c}}.
\end{align*}
\]
Following a similar argument based on dominated convergence as in the case \( \beta > d \), we can conclude the proof. \( \square \)

A Existence and uniqueness of the SLFV with mutations

The aim of this section is to prove Theorem 2.2. We adapt the arguments used to prove Theorem 1.2 in [EVY20] to the setting of the SLFV with different dispersal and parent search radius. We start by proving uniqueness of the solution to the martingale problem associated to \((\mathcal{G}, D(\mathcal{G}))\), using a duality argument.

A.1 The dual of the SLFV with mutations

We define an ancestral process \((\mathcal{A}_t, t \geq 0)\) taking values in
\[
\left\{ ((\xi^1, S^1), (\xi^2, S^2), \ldots, (\xi^l, S^l)) \in \bigcup_{n=1}^{N_0} (\mathbb{R}^d \times \{\partial\})^n \times \mathcal{P}\{1, \ldots, N_0\} : \bigcup_{i=1}^t S_i = \{0, 1, 2, \ldots, N_0\} \text{ and } \forall 0 \leq i \neq j \leq t : S_i \cap S_j = \emptyset \right\}.
\]
At each time \( t \), \( \mathcal{A}_t \) consists of a finite collection of lineages in \( \mathbb{R}^d \times \{\partial\} \). Their locations are denoted by \((\xi^j, 1 \leq j \leq N_t)\), where \( N_t \) is the number of lineages in \( \mathcal{A}_t \) at time \( t \). By \{\partial\} we denote a cemetery state for the lineages. Each of the lineages \( \xi^j \) comes along with an element \( S^j \) of \( \mathcal{P}\{1, \ldots, N_0\} \) indicating the labels of initial samples descended from the lineage.

**Definition A.1.** Let \( \Pi \) be a Poisson point process on \( \mathbb{R}_+ \times \mathbb{R}^d \times (0, 1] \times (0, \infty)^2 \) with intensity measure \( dt \otimes dx \otimes \nu(du, dr_1, dr_2) \). The initial condition is given by
\[
\mathcal{A}_0 = \left\{ ((\xi^1, \{1\}), (\xi^2, \{2\}), \ldots, (\xi^{N_0}, \{N_0\})) \right\},
\]
where \( \xi^j \in \mathbb{R}^d \) and \( N_0 \in \mathbb{N} \). At each event \((t, x, u, r_1, r_2) \in \Pi, \)

1. pick a location \( y \) uniformly at random from \( B(x, r_1) \), the parent search area,

2. for each lineage which finds itself in the replacement area just before the event, i.e. such that \( \xi^i_{-} \in B(x, r_2) \), mark this lineage independently of the others with probability \( u \), and let \( J \subset \{1, \ldots, N_0\} \) denote the set of marked lineages,

3. all marked lineages coalesce at time \( t \), so the entries \( \{(\xi^i_{-}, S^j_{-}), j \in J\} \) are replaced by the single entry \( (y, \bigcup_{j \in J} S^j_{-}) \).

Moreover, each lineage is killed at rate \( \mu \) independently of each other, and killed lineages instantly jump to \( \partial \), where they are no longer affected by reproduction events.

Notice that each lineage jumps when it finds itself in the replacement area of an event and when it is marked, which happens at rate

\[
\int_{[0,1] \times (0, \infty)^2} u |B(0, r_2)| \nu(du, dr_1, dr_2).
\]

By (2.4), this rate is finite, and since we consider only finitely many lineages, the jump rate of \( (A_t, t \geq 0) \) is almost surely bounded by a deterministic constant (the number of lineages cannot increase). Hence the above definition gives rise to a well-defined process. The following proposition states the duality relation between the SLFV with mutations and the ancestral process defined above. Its proof is omitted as it is very similar to the proof of the corresponding result in [EVY20] (Proposition 2.2), see also [VW15, Theorem 1].

**Proposition A.2.** Any \( \mathbb{E} \)-valued Markov process \( (\rho_t, t \geq 0) \) solution to the martingale problem associated to \( (G, D(G)) \) is dual to the ancestral process \( (A_t, t \geq 0) \) in the sense that, for any \( N_0 \in \mathbb{N} \), for any \( \psi : \mathbb{R}^d \rightarrow \mathbb{R} \) continuous and compactly supported and any \( \chi : [0, 1] \rightarrow \mathbb{R} \) continuous,

\[
\mathbb{E}_{\rho_0} [\rho_t, \psi \otimes \chi]^{N_0} = \int_{\mathbb{R}^d \times \mathbb{R}^d} \mathbb{E}_{(x_1, \ldots, x_N_0)} \left[ \prod_{i=1}^{N_0} \int_{[0,1]} (\chi(k)) |S^i_{-}| \rho_0(\xi^i_{-}, dk) \right] \prod_{j=1}^{N_0} \psi(x_j) dx_1 \ldots dx_{N_0},
\]

with the convention that \( \rho_0(\partial, dk) = \lambda(dk) \). Here, \( \mathbb{E}_{\rho_0}[\cdot] \) denotes the expectation with respect to the law of \( (\rho_t, t \geq 0) \) with initial condition \( \rho_0 \). The cardinality of the set \( S \) is denoted by \( |S| \) and \( \mathbb{E}_{(x_1, \ldots, x_{N_0})}[\cdot] \) is the expectation with respect to the law of the ancestral process started from \( A_0 = ((x_1, \{1\}), \ldots, (x_{N_0}, \{N_0\})) \).

Since the ancestral process is well defined and the expectation of the set of functions of the form \( \rho \mapsto (\rho, \psi \otimes \chi)^{N_0} \) characterises the distribution of \( \rho \) (it is dense in the set of continuous real-valued functions on \( \mathbb{Z} \), see Lemma 2.1 in [VW15]), Proposition A.2 ensures that the solution to the martingale problem associated to \( (G, D(G)) \) is unique (if it exists).

**A.2 Proof of Theorem 2.2**

To prove the existence of a solution to the martingale problem associated to \( (G, D(G)) \), we follow the argument of [EVY20] Theorem 1.2, i.e. we construct a sequence of processes \( (\rho^{(n)}, n \geq 0) \) which converges in distribution to a solution of the martingale problem. The
processes \((\rho^{(n)}, n \geq 0)\) will be constructed as solutions to a sequence of approximating martingale problems, \((\mathcal{G}^{(n)}, D(\mathcal{G}^{(n)}))\), such that the overall jump rate of \((\rho^{(n)}, t \geq 0)\) is bounded almost surely for each \(n \geq 0\).

To achieve this, consider an increasing sequence of compact subsets of \(\mathbb{R}^d\), \((E_n, n \geq 0)\), such that \(\bigcup_{n \geq 0} E_n = \mathbb{R}^d\), and an increasing sequence \((\nu_n, n \geq 0)\) of finite measures on \((0, 1) \times (0, \infty)^2\) which converges to \(\nu\) as \(n \to \infty\). We then set, for any \(F = F_{f, \phi} \in D(\mathcal{G}^{(n)}):= D(\mathcal{G})\),

\[
\mathcal{G}^{(n)} F_{f, \phi}(\rho) := \mu f'(\langle \rho, \phi \rangle) \lambda - \rho, \phi \rangle + \int_{E_n} \int_{[0,1] \times (0, \infty)^2} \frac{1}{B(x, r_1)} \int_B(x, r_1) \int_{[0,1]} \left( F_{f, \phi}(\Theta_{x, r_2, u, k}(\rho)) - F_{f, \phi}(\rho) \right) \rho(y, dk) dy \nu_n(du, dr_1, dr_2) \, dx.
\]

We then define \((\rho^{(n)}_t, t \geq 0)\) as the unique \(\Xi\)-valued Markov process which solves the martingale problem associated to \((\mathcal{G}^{(n)}, D(\mathcal{G}^{(n)}))\). This martingale problem is well posed because the overall jump rate of \((\rho^{(n)}_t, t \geq 0)\) is almost surely bounded (note that the definition of \((\rho^{(n)}_t, t \geq 0)\) amounts to replacing \(\Pi\) by a Poisson point process with intensity \(1_{x \in E_n} dt \otimes dx \otimes \nu_n(du, dr_1, dr_2)\) - which is a finite measure - in Definition [2.1].

To prove Theorem 2.2, it remains to show that \(\rho^{(n)}\) converges in distribution as \(n \to \infty\) to a solution to the martingale problem associated to \((\mathcal{G}, D(\mathcal{G}))\).

**Lemma A.3.** For any \(T > 0\), the sequence of \(\Xi\)-valued Markov processes \((\rho^{(n)}, n \geq 0)\) is tight in \(D((0, T], \Xi)\).

**Proof.** First recall that, by Lemma 2.1 in [VW15], \(\Xi\) is a compact space. Therefore, by the Aldous-Rebolledo criterion (see e.g. [Eth00, Theorem 1.17]), it is enough to show that both the finite variation parts and the quadratic variations of the real-valued processes \((F_{f, \phi}(\rho^{(n)}_t), t \geq 0)\) are tight, for any \(f \in C^1(\mathbb{R})\) and \(\phi \in C_\circ(\mathbb{R}^d)\).

By the definition of \((\rho^{(n)}_t, t \geq 0)\), the finite variation part of \((F_{f, \phi}(\rho^{(n)}_t), t \geq 0)\) is given by

\[
\int_0^t \mathcal{G}^{(n)} F_{f, \phi}(\rho^{(n)}_s) \, ds.
\]

First note that, for any \(\rho \in \Xi\),

\[
|f'(\langle \rho, \phi \rangle) \lambda - \rho, \phi \rangle| \leq 2\|\phi\|_1 \sup_{|x| \leq \|\phi\|_1} |f'(x)|.
\]

In addition,

\[
|F_{f, \phi}(\Theta_{x, r, u, k}(\rho)) - F_{f, \phi}(\rho)| \leq u \sup_{|x| \leq \|\phi\|_1} |f'(x)| \left| \langle 1_{B(x, r)}, \delta_k - \rho, \phi \rangle \right| \leq 2u \sup_{|x| \leq \|\phi\|_1} |f'(x)| \int_{B(x, r)} \sup_{k \in [0, 1]} |\phi(y, k)| \, dy.
\]

Since \(\phi\) is continuous and compactly supported, there exists a constant \(C > 0\) (depending only on \(f\) and \(\phi\)) such that, for any \(\rho \in \Xi\),

\[
|F_{f, \phi}(\Theta_{x, r, u, k}(\rho)) - F_{f, \phi}(\rho)| \leq Cu(r^d \wedge 1) 1_{B(x, r) \cap \supp(\phi) \neq \emptyset}.
\]
Using (A.2), (A.3) and the fact that there exists a constant $C > 0$ such that

$$\int_{\mathbb{R}^d} \mathbb{1}_{B(x,r) \cap \text{supp}(\phi) \neq \emptyset} dx \leq C (r^d \vee 1), \quad (A.4)$$

we see that

$$\left| G^{(n)}_{f,\phi}(\rho) \right| \leq C \int_{[0,1]} u(r_2)^d \nu_n(du, dr_1, dr_2) + C',$$  

for some constants $C, C' > 0$. As a result, under condition (2.4), the modulus of continuity of (A.1) is almost surely uniformly bounded over all $n \in \mathbb{N}$, hence the finite-variation parts of $(F_{f,\phi}(\rho_t^{(n)}), t \geq 0)$ are tight.

The quadratic variation of $(F_{f,\phi}(\rho_t^{(n)}), t \geq 0)$ is given by

$$\int_0^t \Gamma^{(n)}_{f,\phi}(\rho_s^{(n)}) ds,$$  

where

$$\Gamma^{(n)}_{f,\phi}(\rho) := \int_{E_n} \int_{[0,1]} \frac{1}{|B(x,r_1)|} \int_{B(x,r_1)} \left( F_{f,\phi}(\Theta_{x,r_2,u,k}(\rho)) - F_{f,\phi}(\rho) \right)^2 \rho(\cdot, dk) dy \nu_n(du, dr_1, dr_2) dx.$$

But, using (A.3) and the fact that $u \in (0,1]$, there exists a constant $C > 0$ such that, for all $\rho \in \Xi$,

$$|F_{f,\phi}(\Theta_{x,r,u,k}(\rho)) - F_{f,\phi}(\rho)|^2 \leq C u(r^d \wedge 1) \mathbb{1}_{B(x,r) \cap \text{supp}(\phi) \neq \emptyset}.$$  

As a result there exists a constant $C > 0$ such that, for all $\rho \in \Xi$,

$$\left| \Gamma^{(n)}_{f,\phi}(\rho) \right| \leq C,$$

and this shows that the quadratic variation processes of $(F_{f,\phi}(\rho_t^{(n)}), t \geq 0)$ are tight.

By the Aldous-Rebolledo criterion, this concludes the proof of the lemma. \qed

We can now conclude the proof of Theorem 2.2.

**Proof of Theorem 2.2.** Uniqueness of the solution to the martingale problem associated to $(\mathcal{G}, D(\mathcal{G}))$ follows by the duality relation of Proposition A.2. To prove existence, by Lemma A.3, there exists a converging subsequence of the sequence $(\rho_t^{(n)}, n \geq 0)$, and it is enough to show that the limit of any such subsequence must solve the martingale problem associated to $(\mathcal{G}, D(\mathcal{G}))$ (we will also obtain the convergence in distribution of the whole sequence $(\rho_t^{(n)}, n \geq 0)$). By Theorem 4.8.10 in [EK86], it suffices to prove that, for any $F_{f,\phi} \in D(\mathcal{G})$,

$$\mathcal{G}^{(n)}_{f,\phi}(\rho) \rightarrow \mathcal{G} F_{f,\phi}(\rho) \quad \text{as} \ n \rightarrow \infty, \quad \text{uniformly in} \ \rho \in \Xi.$$
But, using \((A.3)\) and the fact that \(\nu_n \leq \nu\), for any \(\rho \in \Xi\),

\[
\left| G^{(n)} F_{j, \phi}(\rho) - G F_{j, \phi}(\rho) \right| \leq C \int_{E_{n}} \int_{(0,1] \times (0, \infty)^2} u(r_2^2 \wedge 1) \mathbb{1}_{B(x, r_2) \cap \text{supp}(\phi)} \neq \emptyset \nu(du, dr_1, dr_2) dx
+ C \int_{\mathbb{R}^d} \int_{(0,1] \times (0, \infty)^2} u(r_2^2 \wedge 1) \mathbb{1}_{B(x, r_2) \cap \text{supp}(\phi)} \neq \emptyset (\nu - \nu_n)(du, dr_1, dr_2).
\]

The first term on the right hand side tends to zero as \(n \to \infty\) by Lebesgue’s dominated convergence theorem, using \((2.4)\), and so does the second term, using \((A.4)\). Since the right hand side does not depend on \(\rho\), the convergence is uniform on \(\Xi\), and the result is proved. \(\square\)

B Definition of worthy of martingale measures

**Definition B.1** \([\text{Wal86}, \text{Chapter 2}], [\text{Cho95}, \text{Definition 1.1}]\). Let \((\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\) be a filtered probability space and \(B(\mathbb{R}^d)\) be the Borel-\(\sigma\)-algebra on \(\mathbb{R}^d\). A random set function \(M : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}\) is a martingale measure if the following three properties are satisfied:

1. For disjoint \(A, B \in B(\mathbb{R}^d)\), \(A \cap B = \emptyset\) the set function \(M\) is additive, i.e. \(M(t, A \cup B) = M(t, A) + M(t, B)\) almost surely.
2. For any \(A \in B(\mathbb{R}^d)\), \((M(t, A), t \geq 0)\) is a martingale.
3. There exists an increasing sequence \((E_n, n \geq 1)\) where \(E_n \in B(\mathbb{R}^d)\) whose union is \(\mathbb{R}^d\) such that
   
   (i) for every \(t > 0\), if \(E_n = B(E_n)\) then \(\sup_{A \in E_n} \mathbb{E}(M(t, A)^2) < \infty\);
   
   (ii) and for every \(t > 0\), if \((A_k, k \geq 1)\) is a sequence of \(E_n\) decreasing to \(\emptyset\), then
   
   \(\mathbb{E}(M(t, A_k)^2) \to 0\).

**Definition B.2** \([\text{Wal86}, \text{p.291}]\). A martingale measure \(M\) is worthy if there exists a random \(\sigma\)-finite measure \(D\) on \(B(\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d)\) with the following properties:

1. \(D\) is symmetric with respect to the two spatial marginals and for fixed \(A, B \in B(\mathbb{R}^d)\) the process \((D([0, t] \times A \times B), t \geq 0)\) is predictable.
2. For any \((s, t] \times A \times B \subset \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d\) the covariance functional is bounded by \(D\), i.e.

\[
\left| \langle M(A), M(B) \rangle_t - \langle M(A), M(B) \rangle_s \right| \leq D((s, t] \times A \times B).
\]

C Convergence Theorems

**Theorem C.1** \([\text{For22}, \text{Theorem 3.7}]\). Let \((M^N, N \geq 1)\) be a sequence of worthy martingale measures on \(\mathbb{R}^d \times [0, 1]\) with corresponding dominating measures \((D^N, N \geq 1)\). Let

\[
\psi^N : \{(s, t) : 0 \leq s \leq t\} \times \mathbb{R}^d \times [0, 1] \to \mathbb{R}
\]  
(C.1)
be a sequence of functions and \( U_t^N \) be the sequence of stochastic integrals
\[
U_t^N := \int_{[0,t] \times \mathbb{R}^d \times [0,1]} \psi_{s,t}(x,k) M^N(ds, dx, dk).
\]

If \((\psi^N, N \geq 1)\) and \((D_t^N, N \geq 1)\) satisfy the conditions below with constants \(C_1, C_2, C_3 > 0\) and \(k \in \mathbb{N}\), the sequence \(U_t^N\) is tight in \(D(\mathbb{R}_+, \mathbb{R})\) and for all \(T > 0\) there exists a constant \(C(T)\) such that for all \(N \geq 1\)
\[
\mathbb{E}\left( \sup_{t \in [0,T]} |U_t^N| \right) \leq C(T) C_1 k (C_2^2 + C_3^2).
\]

The conditions are:

1. There exists \(C_1 > 0\) and \(k \in \mathbb{N}\) such that for any \(0 \leq s \leq t\), for all \(N \geq 1\) and any Schwartz function \(\phi \in \mathcal{S}(\mathbb{R}^d \times [0,1])\)
\[
\int_{[s,t] \times (\mathbb{R}^d \times [0,1])^2} \phi(x_1, k_1) \phi(x_2, k_2) D^N(ds, dx_1, dk_1, dx_2, dk_2) \leq C_1 |t - s| \sum_{p=1}^k \|\phi\|_p^2. \quad (C.2)
\]
2. For any \(0 \leq s \leq t\) and for all \(N \geq 1\) the function \(\psi_{s,t}^N\) is in \(\mathcal{S}(\mathbb{R}_+ \times [0,1])\) and the functions \(t \mapsto \psi_{s,t}^N\) and \(s \mapsto \psi_{s,t}^N\) are both continuous.
3. There exist \(C_2, C_3, \mu > 0\) such that for all \(N \geq 1, 0 \leq s \leq t\) and \(p \in [1, k]\)
\[
\|\psi_{s,t}^N\|_p \leq C_2 e^{-\mu(t-s)},
\]
and for all \(N \geq 1, 0 \leq s' \leq s \leq t \leq t', p \in [1, k]\)
\[
\|\psi_{s', t'}^N - \psi_{s, t}^N\|_p \leq C_3 |t' - t| e^{-\mu(t-s)}, \quad \|\psi_{s', t'}^N - \psi_{s, t}^N\|_p \leq C_3 |s' - s| e^{-\mu(t-s)}.
\]

**Theorem C.2** ([JS03, Theorem VIII 3.11]). Let \((\langle X_t^N \rangle)_{t \geq 0}, N \geq 1)\) be a sequence of càdlàg, locally square-integrable, \(d\)-dimensional martingales and let \((X_t, t \geq 0)\) be a continuous, \(d\)-dimensional Gaussian martingale. We write \(X_t^N = (X_t^N, \ldots, X_t^{N,d})\) and \(X_t = (X_t^1, \ldots, X_t^d)\) for the corresponding vectors. Suppose that
1. \(\sup_{t \geq 0} |X_t^N - X_t^N|\) is uniformly bounded for \(N \geq 1\) and converges to zero in probability,
2. for each \(t \in \mathcal{Q}\) and \(1 \leq i, j \leq d\), the pairwise predictable quadratic variations
\[
\langle X_t^{N,i}, X_t^{N,j} \rangle_t \xrightarrow{N \to \infty} \langle X_t^i, X_t^j \rangle_t,
\]
converge in probability.

Then \(X^N\) converges to \(X\) in distribution in \(D(\mathbb{R}_+, \mathbb{R}^d)\).

**Theorem C.3** ([For22, Proposition E.1]). Consider a sequence of worthy martingale measures \((M_t^N, N \geq 1)\) on \(\mathbb{R}^d \times [0,1]\) with corresponding dominating measures \((D_t^N, N \geq 1)\). Suppose that \((M_t^N, N \geq 1)\) converges in distribution to a martingale measure \(M\) in \(D(\mathbb{R}_+, \mathcal{S}(\mathbb{R}^d \times [0,1]))\) and that the dominating measures are bounded in the sense of \((C.2)\) for a \(k \geq 1\). If a family of deterministic real-valued functions \((f_t^N, N \geq 1, 1 \leq n)\) on \([0,T] \times \mathbb{R}^d \times [0,1]\) satisfies
1. for all $N \geq 1$, $1 \leq i \leq n$ and $s \in [0, T]$ the function $f_i^N(s, \cdot)$ is contained in $S(\mathbb{R}^d \times [0, 1])$,
2. the functions $f_i^N$ are uniformly bounded in $L^p$ for any $p \in [1, k]$ and $1 \leq i \leq n$,

$$\sup_{N \geq 1} \sup_{s \in [0, T]} \| f_i^N(s, \cdot) \|_p < +\infty,$$

3. there exists limiting functions $f_i : [0, T] \times \mathbb{R}^d \times [0, 1] \to \mathbb{R}$, $1 \leq i \leq n$ such that the convergence is uniform in $L^p$ for $p \in [1, k]$,

$$\lim_{N \to \infty} \sup_{s \in [0, T]} \| f_i^N(s, \cdot) - f_i(s, \cdot) \|_p = 0,$$

then the finite-dimensional distributions

$$\left( M_i^N(f_1^N), ..., M_i^N(f_n^N) \right)_{t \in [0, T]} \xrightarrow{N \to \infty} \left( M_t(f_1), ..., M_t(f_n) \right)_{t \in [0, T]}$$

converge in distribution in $D([0, T], \mathbb{R}^n)$.
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