Temporal disorder in up-down symmetric systems
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The effect of temporal disorder on systems with up-down $Z_2$ symmetry is studied. In particular, we analyze two well-known families of phase transitions: the Ising and the generalized voter universality classes, and scrutinize the consequences of placing them under fluctuating global conditions. We observe that variability of the control parameter induces in both classes “Temporal Griffiths Phases” (TGP). These recently-uncovered phases are analogous to standard Griffiths Phases appearing in systems with quenched spatial disorder, but where the roles of space and time are exchanged. TGPs are characterized by broad regions in parameter space in which (i) mean first-passage times scale algebraically with system size, and (ii) the system response (e.g. susceptibility) diverges. Our results confirm that TGPs are quite robust and ubiquitous in the presence of temporal disorder. Possible applications of our results to examples in ecology are discussed.
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I. INTRODUCTION

Systems with up-down $Z_2$ symmetry –such as the Ising model– are paradigmatic in Statistical Mechanics. Some of them –such as the voter model– exhibit absorbing states, a distinctive feature of non-equilibrium dynamics. Absorbing states are configurations of the system characterized by the lack of fluctuations, where the dynamics becomes frozen and the system remains trapped. In the last years, a great interest has been given to this class of models with two symmetric absorbing states, which are of high relevance in diverse problems in the ecological, biological, and social sciences, such as species competition, neutral theories of biodiversity, allele frequency in genetics, opinion formation, or language spreading.

Phase transitions into absorbing states are quite universal. Systems exhibiting one absorbing state belong generically to the very robust Directed Percolation (DP) universality class and share the same set of critical exponents, amplitude ratios, and scaling functions. When this general rule is broken it is because some extra symmetry is broken, and the system remains trapped. This is the case of the class of systems with $Z_2$-symmetric absorbing states, which may exhibit a phase transition with critical scaling differing from DP, usually referred as Generalized voter (GV), also called “parity conserving”, “DP2” or “directed Ising”, universality class (see and references therein). More interestingly, analytical and numerical studies have shown that, depending on some details, $Z_2$-symmetric models may undergo either a unique GV-like phase transition separating an active/symmetric phase from an absorbing one or, alternatively, such a transition can split into two separate ones: a Ising-like transition in which the $Z_2$ symmetry is broken, and a second DP-like transition below which the broken-symmetry phase collapses into the corresponding absorbing state. In particular, a general Langevin equation, aimed at capturing the phenomenology of these systems, was proposed in: depending on general features it may exhibit a DP, an Ising, or a GV transition.

In many situations, $Z_2$ symmetric systems are not isolated but, instead, affected by external conditions or by environmental fluctuations. The question of how external variability affects diversity, robustness, and evolution of complex systems, is of outmost relevance in different contexts. Take, for instance, the example of the neutral theory of biodiversity: if there are two $Z_2$-symmetric (or neutral) species competing, what happens if depending on environmental conditions one of the two species is favored at each time step in a symmetric way? Does such environmental variability enhance species coexistence or does it hinder it?

Motivated by these questions, we study how basic properties of $Z_2$ symmetric systems, such as response functions and first-passage times, are affected by the presence of temporal disorder.

Some previous works have explored the effects of fluctuating global conditions in simple models exhibiting phase transitions. Temporal disorder has been shown to be a highly relevant perturbation around DP phase transitions in all dimensions (in apparent contradiction with the Harris criterion for the relevance of disorder), while temporal disorder has been shown to be relevant at Ising transition only at and above three dimensions. More recently, a modified version of the simplest representative of the DP class –i.e. the Contact-Process– equipped with temporal disorder was studied in. In this model, the control parameter (birth probability) was taken to be a random variable, varying at each time unit. As the control parameter is allowed to take values above and below the transition point of the pure contact process, the system alternates between the tendencies to be active or absorbing. As shown in this dynamical frustration induces a logarithmic type of finite-size scaling at the transition point and gener-
ates a subregion in the active phase characterized by a
generic algebraic scaling (rather than the usual exponential,
Kramers-like, behavior) of the extinction times with system size. More strikingly, this subregion is also char-
acterized by generic divergences in the system suscepti-
bility, a property which is reserved for critical points in
pure systems. This phenomenology is akin to the one in
systems with quenched “spatial” disorder [26], which
show algebraic relaxation of the order parameter, and singu-
larities in thermodynamic potentials in broad regions of parameter space: the so-called, Griffiths Phases [25].
The remarkable peculiarities of standard Griffiths phases stem from the existence of (exponentially) rare –locally ordered– regions which take a (exponentially) long time to
decay, inducing an anomalously slow decay in the dis-
ordered phase.

In the case of temporal disorder, an analogy with Grif-
this phases can be made, in the sense that very long (exponentially rare) time intervals (corresponding to an
absorbing phase of the pure model) of the control pa-
rameter have a large influence on the system dynamics
even when the overall system is in its active phase. These
phenomenological similarities between systems with spa-
tial and temporal disorder led to introduce the concept
of “Temporal Griffiths Phases” (TGP) [24].

In order to investigate whether the anomalous behavior
that leads to TGP’s around absorbing state (DP) phase transitions is a universal property of systems in other
universality classes – and in particular, in up-down sym-
metric systems – we study the possibility of having TGP’s around Ising and GV transitions. We scrutinize simple
models in these two classes and assume that the cor-
responding control parameter changes randomly in time,
fluctuating around the transition point of the correspond-
ing pure model, and study the susceptibility as well as
mean-first passage times. We mainly focus on the mean-
field (high dimensional) limit, since it allows for analyti-
cal treatment via a Langevin approach, but we also pro-
vide numerical results and some theoretical considera-
tions for low dimensional systems.

The paper is organized as follows. In section II we
develop a general mean-field description of models with
varying control parameters in terms of collective vari-
ables. In section III and IV we show analytical and nu-
merical results for the Ising and GV transitions, respec-
tively. In section V a short summary and conclusions are
presented.

II. MEAN-FIELD THEORY OF $\mathbb{Z}_2$-SYMMETRIC
MODELS WITH TEMPORAL DISORDER

Interacting particle models evolve stochastically over
time. A useful technique to study such systems is the
mean-field (MF) approach, which implicitly assumes a
“well-mixed” situation, where each particle can interact
with any other, providing a sound approximation in high
dimensional systems. One way in which the mean-field
limit can be seen at work is by analyzing a fully con-
ected network (FCN), where each node (particle) is di-
rectly connected to any other else, mimicking an infinite
dimensional system.

In the models we study here, states can be labeled
with occupation-number variables $\rho_i$, taking a value 1 if
node $i$ is occupied or 0 if it is empty, or alternatively by
spin variables $S_i = 2\rho_i - 1$, with $S_i = \pm 1$. Using these
latter, the natural order parameter is the magnetization
per spin, defined as

$$m = \frac{1}{N} \sum_{i=1}^{N} S_i,$$

where $N$ is the total number of particles in the system.
The master equation for the probability $P(m,t)$ of having magnetization $m$ at a given time $t$, is

$$P(m,t+1/N) = \omega_+ (m-2/N, b) P(m-2/N, t)$$
$$+ \omega_- (m+2/N, b) P(m+2/N, t)$$
$$+ [1 - \omega_-(m,b) - \omega_+(m,b)] P(m,t),$$

where $\omega_\pm (m,b)$ are the transition probabilities from a
state with magnetization $m$ to a state with magnetization $m \pm 2/N$. This describes a process in which a
“spin” is randomly selected at every time-step (of length
dt = 1/N), and inverted with a probability that depends
on $m$ and the control parameter $b$. The allowed magneti-
zation changes in an individual update, $\Delta m = \pm 2/N$, are
infinitesimally small in the $N \to \infty$ limit. In this limit, one
can perform a standard Kramers-Moyal expansion
leading to the Fokker-Planck equation

$$\frac{\partial P(m,t)}{\partial t} = - \frac{\partial}{\partial m} [f(m,b)P(m,t)] + \frac{1}{2} \frac{\partial^2}{\partial m^2} [g(m,b)P(m,t)],$$

with drift and diffusion terms given, respectively, by

$$f(m,b) = 2 [\omega_+(m,b) - \omega_-(m,b)],$$

$$g(m,b) = \frac{4 [\omega_+(m,b) + \omega_-(m,b)]}{N}.$$  

From Eq. (3), and working in the Itô scheme (as justified
by the fact that it comes from a discrete in time equation
[28]), its equivalent Langevin equation is

$$\dot{m} = f(m,b) + \sqrt{g(m,b)} \eta(t),$$

where the dot stands for time derivative, and $\eta(t)$ is
a Gaussian white noise of zero-mean and correlations
$\langle \eta(t) \eta(t') \rangle = \delta(t-t')$. The diffusion term is propor-
tional to $1/\sqrt{N}$, and therefore, it vanishes in the ther-
modynamic limit ($N \to \infty$), leading to a deterministic
equation for $m$.

The drift and diffusion coefficients in Eq. (4) depend
not only on the magnetization, but also on the parameter
$b$. To analyze the behavior of the system when $b$ changes
randomly over time, and following previous works [19, 24], we allow $b$ to take a new random value, extracted from a uniform distribution, in the interval $(b_0 - \sigma, b_0 + \sigma)$ at each MC step, i.e., every time interval $\tau = 1$. Thus, we assume that the dynamics of $b(t)$ obeys an Ornstein-Uhlenbeck process

$$b(t) = b_0 + \sigma \xi(t), \quad (7)$$

where $\xi(t)$ is a step-like function that randomly fluctuates between $-1$ and $1$, as depicted in Fig. 1. Its average correlation is

$$\langle \xi(t)\xi(t + \Delta t) \rangle = \begin{cases} \frac{1}{2} (1 - |\Delta t/\tau|) & \text{for } |\Delta t| < \tau, \\ 0 & \text{for } |\Delta t| > \tau, \end{cases} \quad (8)$$

where the bar stands for time averaging. Parameters $b_0$ and $\sigma$ are chosen with the requirement that $b$ takes values at both sides of the transition point of the pure model (see Fig. 1b), that is, the model with constant $b$. Thus, the system randomly shifts between the tendencies to be in one phase or the other (see Fig. 2). The model presents both intrinsic and extrinsic fluctuations, as represented by the white noise $\eta(t)$ and the colored noise $\xi(t)$, respectively. Plugging the expression Eq. (7) for $b(t)$ into Eq. (6), and retaining only linear terms in the noise one readily obtains

$$\dot{m} = f_0(m) + \sqrt{g_0(m)} \eta(t) + j_0(m) \xi(t), \quad (9)$$

where $f_0(m) \equiv f(m, b_0)$, $g_0(m) \equiv g(m, b_0)$ and $j_0(m)$ is a function determined by the functional form of $f(m, b)$, that might also depend on $b_0$. To simplify the analysis, we assume that relaxation times are much longer than the autocorrelation time $\tau$, and thus take the limit $\tau \to 0$ in the correlation function Eq. (8), and transform the external colored noise $\xi$ into a Gaussian white noise with effective amplitude $K = \int_{-\infty}^{+\infty} \langle \xi(t)\xi(t + \Delta t) \rangle d\Delta t = \tau/3$. Then, we combine the two white noises into an effective Gaussian white noise, whose square amplitude is the sum of the squared amplitudes of both noises [30], and finally arrive at

$$\dot{m} = f_0(m) + \sqrt{g_0(m) + K_\sigma^2(m)} \gamma(t), \quad (10)$$

where $\langle \gamma(t) \rangle = 0$ and $\langle \gamma(t)\gamma(t') \rangle = \delta(t - t')$.

In the next two sections, we analyze the dynamics of the kinetic Ising model with Glauber dynamics and a variation of the voter model (the, so-called, q-voter model) –-which are representative of the Ising and GV transitions respectively– in the presence of external noise. For that we follow the strategy developed in this section to derive mean-field Langevin equations and present also results of numerical simulations (for both finite and infinite dimensional systems), as well as analytical calculations.

III. ISING TRANSITION WITH TEMPORAL DISORDER

We consider the kinetic Ising model with Glauber dynamics [34], as defined by the following transition rates

$$\Omega_i(S_i \to -S_i) = \frac{1}{2} \left[ 1 - S_i \tanh \left( \frac{b}{2d} \sum_{j \in \langle i \rangle} S_j \right) \right]. \quad (11)$$

The sum extends over the $2d$ nearest neighbors of a given spin $i$ on a $d$-dimensional hypercubic lattice, and $b = J \beta$ is the control parameter. $J$ is the coupling constant between spins, which we set to 1 from now on, and $\beta = (k_B T)^{-1}$. Note that $b$ in this case is proportional to the inverse temperature.

A. The Langevin equation

In the mean-field case, the cubic lattice is replaced by a fully-connected network in which the number of neighbors $2d$ of a given site is simply $N - 1$. Then, the transition rates of Eq. (11) can be expressed as

$$\Omega_{\pm}(m, b) \equiv \Omega(\mp \to \pm) = \frac{1}{2} \left[ 1 \pm \tanh (b m) \right]. \quad (12)$$

which implies $\omega_{\pm}(m, b) = \frac{\mp m}{2} \Omega_{\pm}(m, b)$ for jumps in the magnetization. Following the steps in the previous section, and expanding $\Omega_{\pm}$ to third order in $m$, we obtain

$$\dot{m} = a_0 m - c_0 m^3 + \sqrt{\frac{1 - b_0 m^2}{N}} + K \sigma^2 m^2 (1 - b_0^2 m^2)^2 \gamma(t), \quad (13)$$

where $b_0$ is the mean value of the stochastic control parameter, $a_0 \equiv b_0 - 1$, and $c_0 \equiv b_0^3/3$.

The potential $V(m) = -\frac{b_0}{2} m^2 + c_0 m^4$ associated with the deterministic term of Eq. (13) has the standard shape.

---

FIG. 1: (a) Typical realization of the colored noise $\xi(t)$, a step like function that takes values between $+1$ and $-1$. (b) Stochastic control parameter $b(t) = b_0 + \sigma \xi(t)$ according to the values of the noise in (a), $b_0 = 1.03$ and $\sigma = 0.4$. 

The effective amplitude

$$K = \int_{-\infty}^{+\infty} \langle \xi(t)\xi(t + \Delta t) \rangle d\Delta t = \tau/3.$$
of the Ising class, that is, of systems exhibiting a spontaneous breaking of the $Z_2$ symmetry. A single minimum at $m = 0$ exists in the disordered phase, while two symmetric ones, at $\pm \sqrt{a/c}$ exist below the critical point.

### B. Numerical Results

By performing simulations of the Langevin equation Eq. (13) or, equivalently, by performing Monte Carlo simulations of the particle system on a fully connected network, we observe that the critical point is located at the value $b_{0,c} = 1$ (identical to that of the pure case, $b_{c,pure} = 1$; see below for details). Having located the transition point, we study two magnitudes that are relevant in systems with temporal disorder [24], the mean crossing time (or mean-first passage time) and the susceptibility. The crossing time is the time employed by the system to reach the disordered zero-magnetization state for the first time, starting from a fully ordered state with $|m| = 1$ (see Fig. 3). Crossing times were calculated by numerically integrating Eq. (13) for different realizations of the noise $\gamma$ and averaging over many independent realizations. Results are shown in the Fig. 4.

As it is characteristic of TGPs [24], at the critical point, the scaling is of the form $T \sim \ln N^\alpha$ with a numerically determined exponent value $\alpha = 2.81$ for $\sigma = 0.4$ (see inset of Fig. 4). This is to be compared with the standard power-law scaling $T \sim N^\beta$ characteristic of pure systems, i.e., for $\sigma = 0$. Moreover, a broad region showing algebraic scaling $T \sim N^\beta$ with a continuously varying exponent $\delta (b_0)$ ($\delta \to 0$ as $b_0 \to b_{0,c}$) appears in the ordered phase $b_0 > b_{0,c}$. Both $\alpha$ and $\delta$ are not universal and depend on the noise strength $\sigma$. Finally, in the disordered phase the scaling of $T$ is observed to be logarithmic, $T \sim \ln N$.

We have also performed Monte Carlo simulations of the time-disordered Glauber model on two- and three-dimensional cubic lattices with nearest neighbor interactions. In $d = 2$, a shift in the critical point was found: from $b_{c,pure} = 0.441(1)$ in the pure model to $b_{0,c} = 0.605(1)$ for $\sigma = 0.4$. However, the scaling behavior of $T$ with $N$ resembles that of the pure model, with $T \sim N^{\beta}$ at criticality (with an exponent numerically close to that of the pure model [3]), and an exponential growth $T \sim \exp(cN)$, where $c$ is a positive constant, in the ordered phase (Arrhenius law). Thus, no region of generic algebraic scaling appears in this low-dimensional system. On the contrary, in $d = 3$, results qualitatively similar to mean-field ones are recovered (see Fig. 4). The critical point is shifted from $b_{c,pure} = 0.222(1)$ (calculated in [31]) to $b_{0,c} = 0.413(2)$, with a critical exponent $\alpha (d = 3) = 5.29$ for $\sigma = 0.4$, and generic algebraic scaling in the ordered phase. In conclusion, our numerical
obtain the following Langevin equation obtained through Monte Carlo simulations on a FCN (not continuously varying exponents). In the presence of an external field, the transition rates become \( \Omega_{m,n} = \frac{1}{\hbar} |m| \tanh (h (m + n)) \). Expanding the hyperbolic tangent up to third order in \( m \), we have considered the derivative of \( \bar{\chi} \) with respect to \( h \) for a given field \( h \) is defined as the response function to an external field \( h \) in the vanishing field limit

\[
\chi = \lim_{h \to 0} \frac{\partial \bar{m}}{\partial h} \quad \text{(14)}
\]

where \( \bar{m} \) denotes the stationary magnetization averaged over many independent realizations. In the presence of an external field, the transition rates become \( \Omega \propto (m,b) = \frac{1}{2} [1 - \tanh (b m + h)] \). Expanding the hyperbolic tangent up to third order in \( m \) and to first order in \( h \), we obtain the following Langevin equation

\[
\dot{m} = a_0 m - c m^3 + h (1 - 2 b^2 m^2) + \sqrt{K \sigma m (1 - b_0 m^2)} \gamma(t), \quad \text{(15)}
\]

where we have considered the \( N \to \infty \) limit \( (g_0 = 0) \).

The average magnetization \( \bar{m} \) for a given field \( h \) was calculated by integrating the Langevin equation and then taking averages over noise realizations. The susceptibility can be computed, for different values of \( b_0 \), as the derivative of \( \bar{m} \) with respect to \( h \). Generic divergences of the form \( \chi \sim h^v + \text{Constant} \) (with \( v < 0 \) as \( h \to 0 \)) appear in a broad region \( b_0 \in [b_{0,c} - \sigma^2/2, b_{0,c} + \sigma^2/2] \), centered around \( b_{0,c} \), with symmetric exponents around the critical point (see Fig. 5). These results agree with those obtained through Monte Carlo simulations on a FCN (not shown). In finite dimensions, given the required large systems sizes and small fields, we could not conclude about the existence or not of generic divergences.

C. Analytical results

Let us consider the Langevin equation Eq. (13) in the Thermodynamic limit \( (g_0(m) = 0) \). Given that the remaining intrinsic noise comes from a transformation of a colored noise into a white noise, the Stratonovich interpretation is to be used to obtain its associated Fokker-Planck equation (see e.g. [28])

\[
\frac{\partial P(m,t)}{\partial t} = -\frac{\partial}{\partial m} \left( [f_0(m) + \frac{K}{2} j_0(m) j_0'(m)] P(m,t) \right)
+ \frac{1}{2m^2} \left( K j_0^2(m) P(m,t) \right). \quad \text{(16)}
\]

Imposing the detailed balance (fluxless) condition, it is straightforward to obtain the steady state solution

\[
P_{st}(m) \propto \exp \left(-\frac{c_0 m^2}{\sigma^2} \right) \left|m\right|^{2a_0/\sigma^2 - 1}, \quad \text{(17)}
\]

with a power-law singularity at the origin, which is a distinctive trait of a Langevin equation with linear multiplicative noise [29, 33]. By performing a calculation analogous to that in [24], we have analytically computed the system susceptibility and found that \( \chi \sim h^v + \text{Constant} \), as mentioned earlier, and in agreement with previous results found in [24, 32, 33], with

\[
v = \frac{2(b_0 - 1)}{\sigma^2} - 1. \quad \text{(18)}
\]

This, in particular, implies that the susceptibility diverges when \( v < 0 \) as \( h \to 0 \) or, in terms of the control
parameter $b_0 = 1 + a_0$, when $b_0$ takes a value in the region $1 - \sigma^2/2 < b_0 < 1 + \sigma^2/2$ centered at the critical point $b_{0,c} = 1$. The values of the exponent $\nu$ agree well with those of Fig. 4 at some distance from the critical point. For instance, an analytical value $\nu = -0.40$ for $b_0 = 1.003$ corresponds to a numerical value $\nu_{\text{num}} = -0.39$, and $\nu = -0.60$ for $b_0 = -1.002$ to a value $\nu_{\text{num}} = -0.59$. However, the analytical exponent $\nu = -1$ at the critical point is not in good agreement with the numerical result $\nu_{\text{num}} = -0.88$, indicating that the asymptotic regime has not been numerically reached.

We next provide analytical results for the crossing time. Starting from the N-independent Fokker-Planck equation Eq. (16), an effective dependence on $N$ is implemented by calculating the first-passage time to the state $m = (2/N)$ rather than $m = 0$. This is equivalent to the assumption that the system reaches the zero magnetization state with an equal number $N_+ = N_- = N/2$ of up and down spins when $|m| < 2/N$, that is, when $N/2 - 1 < N_+ < N/2 + 1$. The mean-first passage time $T$ associated with the Fokker-Planck equation Eq. (16) obeys the differential equation

$$
\frac{K}{2} j_0^2(m) T''(m) + \left[ f_0(m) + \frac{K}{2} j_0^2(m) j_0'(m) \right] T'(m) = -1,
$$

with absorbing and reflecting boundaries at $|m| = 2/N$ and $|m| = 1$, respectively. The solution, starting at time $t = 0$ from $m = 1$ is given by

$$
T(m = 1) = 2 \int_{2/N}^1 \frac{dy}{\psi(y)} \int_y^1 \frac{\psi(z)}{K j_0^2(z)} dz.
$$

Computing these integrals (see Appendix A) we obtain

$$
T \sim \begin{cases} 
\ln N/3(b_0 - 1) & \text{for } b_0 < 1 \\
3(\ln N)^2/\sigma^2 & \text{for } b_0 = 1 \\
N \frac{\alpha (b_0 - 1)}{2} & \text{for } b_0 > 1.
\end{cases}
$$

These expressions qualitatively agree with the numerical results of Fig. 4 showing that $T$ grows logarithmically with $N$ in the absorbing phase $b_0 < 1$, as a power law in the active phase $b_0 > 1$, and as a power of $\ln N$ (i.e. poly-logarithmically) at the transition point $b_{0,c} = 1$. The critical exponent $\alpha = 2$, as well as the exponents $\delta = 6(b_0 - 1)/\sigma^2$ do not agree well with the numerically determined exponents. This is probably due to to the fact that we have neglected the $1/\sqrt{N}$ term by taking $g_0 = 0$, which becomes of the same magnitude as the $j_0$ term when $|m|$ approaches $2/N$. Indeed, this was confirmed (not shown) by testing that analytical expressions Eq. (22) agree very well with numerical integrations of Eq. (13) performed for $g_0 = 0$, and setting the crossing point at $m = 2/N$. In summary, this analytical approach reproduces qualitatively—and in some cases quantitatively—the above reported non-trivial phenomenology.

IV. GENERALIZED VOTER TRANSITION WITH TEMPORAL DISORDER

We study in this section the GV transition [3], which appears when a $Z_2$-symmetry system simultaneously breaks the symmetry and reaches one of the two absorbing states. A model presenting this type of transition is the nonlinear $q$-voter model, introduced in [35]. The microscopic dynamics of this nonlinear version of the voter model consists in randomly picking a spin $S_i$ and flipping it with a probability that depends on the state of $q$ randomly chosen neighbors of $S_i$ (with possible repetitions). If all neighbors are at the same state, then $S_i$ adopts it with probability 1 (which implies, in particular, that the two completely ordered configurations are absorbing). Otherwise, $S_i$ flips with probability $b$. Therefore, the probability that $S_i$ flips at a given time, is a function of the fraction $x$ of disagreeing (antiparallel) neighbors

$$
f(x, b) = x^q + b[1 - x^q - (1 - x)^q],
$$

where $b$ is taken as the control parameter. Three types of transitions, Ising, DP and GV can be observed in this model depending on the value of $q$ [35]. Here, we focus on the $q = 3$ case, for which a unique GV transition at $b_c = 1/3$ has been reported [35].

A. The Langevin equation

In the MF limit (FCN) [36], the fractions of antiparallel neighbors of the two types of spins $S_i = 1$ and $S_i = -1$ are $x = (1 - m)/2$ and $x = (1 + m)/2$, respectively. Thus, the transition probabilities are

$$
\omega_{\pm}(m, b) = \frac{1 \mp m}{2} f \left( \frac{1 \mp m}{2}, b \right).
$$

Following the same steps as in the previous section, we obtain the Langevin equation

$$
\dot{m} = \frac{1 - 3b_0}{2} m(1 - m^2) + \sqrt{\frac{(1 - m^2)(1 + 6b_0 + m^2)}{N} + \frac{9K}{4} \sigma^2 m^2 (1 - m^2)^2 \gamma(t)}.
$$

Let us remark that the potential in the nonlinear voter model (Fig. 7) differs from that for the Ising model. Owing to the fact that the coefficients of the linear and cubic term in the deterministic part of Eq. (25) coincide (except for their sign), the system exhibits a discontinuous jump at the transition point, where the potential minimum changes directly from $m = 0$ in the disordered
phase to \( m = \pm 1 \) in the ordered one. Furthermore, the potential vanishes at the critical point \[4\].

**B. Numerical Results**

The *ordering time*, defined as the averaged time required to reach a completely ordered configuration (absorbing state) starting from a disordered configuration, is the equivalent of the crossing time above. We have measured the mean ordering time \( T \) by both, integrating the Langevin equation Eq. (25) and running Monte Carlo simulations of the microscopic dynamics on FCNs and finite dimensions. In Fig. 8 we show the MF results. We observe that \( T \) has a similar behavior to the one found for the mean crossing time in the Ising model, and for the mean extinction time for the contact process \[24\]. That is, a critical scaling \( T \sim [\ln N]^{\alpha} \) at the transition point \( b_{0,c} = 1/3 \), with a critical exponent \( \alpha = 3.68 \) for \( \sigma = 0.3 \), a logarithmic scaling \( T \sim \ln N \) in the absorbing phase \( b_0 < b_{0,c} \), and a power law scaling \( T \sim N^\delta \) with continuously varying exponent \( \delta(b_0) \) in the active phase \( b_0 > b_{0,c} \).

Monte Carlo simulations on regular lattices of dimensions \( d = 2 \) and \( d = 3 \) revealed that there is no significant change in the scaling behavior respect to the pure model (not shown). The critical point shifts in \( d = 2 \) and remains very close to its mean-field value in \( d = 3 \), but results are compatible with the usual critical (pure) voter scaling \( T_{2d} \sim N \ln N \) and \( T_{3d} \sim N \). In the absorbing phase \( T \) grows logarithmically with \( N \), while in the active phase \( T \) grows exponentially fast with \( N \), as in the pure-model case. Therefore, in these finite dimensional systems we do not find any TGP nor other anomalous effects induced by temporal disorder, although we cannot numerically exclude their existence in \( d = 3 \). Such effects should be observable, only in higher dimensional systems (closer to the mean-field limit).

The ordering time \( T \) can be estimated by assuming that the dynamics is described by the Langevin equation Eq. (25), and calculating the mean first-passage time from \( m = 0 \) to any of the two barriers located at \( |m| = 1 \). It turns out useful to consider the density of up spins rather than the magnetization

\[
\rho = \frac{1 + m}{2}.
\]

\( T \) is the mean first-passage time to \( \rho = 0 \) starting from \( \rho = 1/2 \). The Langevin equation for \( \rho \) is obtained from Eq. (25), by neglecting the \( 1/\sqrt{N} \) term and applying the ordinary transformation of variables (which is done employing standard algebra, given that Eq. (25) is interpreted in the Stratonovich sense) is

\[
\dot{\rho} = A(\rho) + \sqrt{K} C(\rho) \gamma(t),
\]

with

\[
A(\rho) = a_0 \rho(2\rho - 1)(1 - \rho),
\]

\[
C(\rho) = 3\sigma \rho(2\rho - 1)(1 - \rho),
\]

where \( a_0 = 1 - 3b_0 \).

Now, we can follow the same steps as in section [11C] for the Ising model, and find the equation for the mean first-passage time \( T(\rho) \) by means of the Fokker-Planck equation. The solution is given by (see Appendix B)

\[
T \sim \begin{cases} 
\ln N/(3b_0 - 1) & \text{for } b_0 < 1/3 \\
(\ln N)^2/3\sigma^2 & \text{for } b_0 = 1/3 \\
N^{2/(1 - 3b_0)} & \text{for } b_0 > 1/3.
\end{cases}
\]
These scalings, which qualitatively agree with the numerical results of Fig. S for the $q$-voter, show that the behavior of $T$ is analogous to the one observed in the Ising transition of section III and in the DP transition found in [24]. Therefore, we conclude that TGP occur around GV transitions in the presence of external varying parameters in high dimensional systems.

For the GV universality class the renormalization group fixed point is a non-perturbative one [37], becoming relevant in a dimension between one and two. A field theoretical implementation of temporal disorder in this theory is still missing, hence, theoretical predictions and sound criteria for disorder relevance are not available.

V. SUMMARY AND CONCLUSIONS

We have investigated the effect of temporal disorder on phase transitions exhibited by $Z_2$ symmetric systems: the (continuous) Ising and (discontinuous) GV transitions which appear in many different scenarios. We have explored whether temporal disorder induces Temporal Griffiths Phases as it was previously found in standard (DP) systems with one absorbing state. By performing mean-field analyses as well as extensive computer simulations (in both fully connected networks and in finite dimensional lattices) we found that TGP can exist around equilibrium (Ising) transitions (above $d = 2$) and around discontinuous (GV) non-equilibrium transitions (only in high-dimensional systems). Therefore, we confirm that TGP may also appear in systems with two symmetric absorbing states, illustrating the generality of the underlying mechanism: the appearance of a region, induced by temporal stochasticity of the control parameter, where first-passage times scale as power laws of the system size and where the susceptibility diverges. Temporal disorder, makes the ordered/active phase less stable and makes the system highly susceptible to perturbations. This appears to be a rather general and robust phenomenon.

It also seems to be a general property that TGP do not appear in low dimensional systems, where standard fluctuations dominate over temporal disorder. In all the cases studied so far, a critical dimension $d_c$ – at and below which TGP do not appear – exist ($d_c = 1$ for DP transitions, $d_c = 2$ for Ising like systems, and $d_c \approx 3$ for GV ones). Calculating analytically such a critical dimension and comparing it with the standard critical dimension for the relevance/irrelevance of temporal disorder at the critical point (i.e. the renormalization group non-trivial fixed point of the corresponding field theory) remains an open and challenging task.

A relevant application of our results is found in models of ecosystems. In this case, first-passage times are related to typical extinction times, and studying how such extinction times are affected by system size (e.g. habitat fragmentation) is a problem of outmost relevance. Future research might be oriented to the effect of temporal disorder on the formation and dynamics of spatial structures.
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Appendix A: Analytical calculations of the crossing time for the mean field Ising model

The mean first passage time to reach an absorbing barrier at $|m| = 2/N$ starting from $|m| = 1$ can be expressed as [38],

$$T(m = 1) = 2 \int_{2/N}^{m=1} dy \int_y^1 \psi(z) \frac{dy}{K_j(z)} dz,$$

(A1)

with

$$\psi(z) = \exp \int_z^{2/N} dz' \frac{2f_0(z') + K_j(z')j_0(z')}{K_j(z')},$$

(A2)

which involves $6^{th}$ and $4^{th}$ order polynomial functions. In order to make the integral simpler, functions are expanded up to $3^{rd}$ order,

$$f_0(m) + \frac{K}{2}j_0(m)j_0'(m) \approx m(r - s m^2)$$

$$K_j(m) \approx \omega m^2,$$

(A3)

with $\omega \equiv \sigma^2/3, r \equiv a_0 + \omega/2, s \equiv c_0 + 2\omega b_0$. A second simplifying assumption is to take $1$ as the lower integration limit in Eq. (A2) instead of $2/N$ (justified because $\psi(z)$ appears both in the numerator and the denominator of $T(m)$ and the contribution of this limiting value is negligible). Therefore, Eq. (A2) becomes

$$\psi(z) = \exp \int_1^z \frac{2z'(r - s z'^2)}{\omega z'^2} dz' = z^\alpha e^\beta(1-z^2),$$

(A4)

where $\alpha = 2r/\omega$ and $\beta = s/\omega$. The first passage time is written as

$$T = 2 \int_{1/N}^1 \frac{I(y)}{\psi(y)} dy,$$

(A5)

where it has been defined

$$I(y) = \frac{\int_y^1 \psi(z) dz}{K_j(z)} = \frac{e^\beta}{\omega} \int_y^1 z^{\alpha - 2} e^{-\beta z^2} dz,$$

(A6)

which presents a singularity when $\alpha = 1$ ($b_0 = 1 \equiv b_{0,c}$). This case will be studied separately.
1. Case $\alpha \neq 1$

Integrating by parts Eq. (A8),

$$I(y) = \frac{e^{\beta}}{\omega} \left[ e^{-\beta} - e^{-\beta y^2} y^{\alpha-1} - 2\beta \int_y^1 z^\alpha e^{-\beta z^2} dz \right].$$

This integral can be solved again integrating by parts, and so on, recursively,

$$I(y) = \frac{1}{\omega} \sum_{k=0}^{\infty} (2\beta)^k \frac{1 - e^{-\beta(y^2-1)} y^{\alpha+2k}}{\prod_{i=0}^{k} \alpha - 1 + 2i}.$$

Therefore,

$$T = \frac{2}{\omega} \sum_{k=0}^{\infty} \frac{(2\beta)^k}{\prod_{i=0}^{k} \alpha - 1 + 2i} [I_1(N) - I_2(k, N)],$$

where

$$I_1(N) = \int_{1/N}^{1} y^{-\alpha} e^{\beta(y^2-1)} dy,$$

$$I_2(k, N) = \int_{1/N}^{1} y^{2k-1} dy.$$  \hspace{1cm} (A10)

$I_1(N)$ is solved by parts. A recursive integration similar to the one in Eq. (A6) has to be performed,

$$I_1(N) = \sum_{l=0}^{\infty} \frac{(-2\beta)^l}{l!} \frac{[1 - N^{\alpha-1-2l} e^{\beta(1/N^2-1)}]}{\prod_{j=0}^{l} \alpha - 1 + 2j}.$$  \hspace{1cm} (A12)

On the other hand, $I_2(k, N)$ is easily solved

$$I_2(k, N) = \left\{ \begin{array}{ll} -\ln(N^{-1}) = \ln N & \text{for } k = 0, \\
-\ln(N^{-2k}) = \ln N & \text{for } k \geq 1. \end{array} \right.$$  \hspace{1cm} (A13)

The final expression for the first passage time is

$$T = \frac{2}{\omega} \left( \frac{I_1(N) - \ln N}{\alpha - 1} \right) + \frac{2}{\omega} \sum_{k=1}^{\infty} \frac{(2\beta)^k}{\prod_{i=0}^{k} \alpha - 1 + 2i} \frac{[I_1(N) - (1 - N^{-2k})/2k]}{\prod_{i=0}^{k} \alpha - 1 + 2i}.$$  \hspace{1cm} (A14)

whose asymptotic limit $N \to \infty$ has two different cases.

a. $\alpha < 1$

In this case, $\alpha - 1 - 2l < 0$ when $l \geq 0$ so in $I_1(N)$

$$1 - N^{\alpha-1-2l} e^{\beta(1/N^2-1)} \sim 1,$$  \hspace{1cm} (A15)

which leads to

$$I_1(N) = \sum_{l=0}^{\infty} \frac{(-2\beta)^l}{l!} \frac{[1 - N^{\alpha-1-2l} e^{\beta(1/N^2-1)}]}{1 + 2l - \alpha} \equiv C(\alpha, \beta).$$  \hspace{1cm} (A16)

We have

$$T \approx \frac{2}{\omega} \left[ \frac{C(\alpha, \beta) - \ln N}{\alpha - 1} + \sum_{k=1}^{\infty} \frac{(2\beta)^k}{\prod_{j=0}^{k} \alpha - 1 + 2j} \left( C(\alpha, \beta) - (2k)^{-1} \right) \right],$$  \hspace{1cm} (A17)

and finally,

$$T \approx \frac{2}{\omega(\alpha - 1)} \ln N.$$  \hspace{1cm} (A18)

b. $\alpha > 1$

Considering that $N^{\alpha-1} \gg N^{\alpha-1-2l}, \forall l > 0$, only the first term is relevant in Eq. (A12) for $I_1(N)$. Then

$$I_1(N) \approx \frac{1 - e^{-\beta N^{\alpha-1}}}{1 - \alpha} \approx \frac{e^{-\beta N^{\alpha-1}}}{1 - \alpha},$$  \hspace{1cm} (A19)

and in the asymptotic behavior ($N \gg 1$) of the mean escape time

$$T \approx K(\alpha, \beta) N^{\alpha-1} - \frac{2\ln N}{\omega(\alpha - 1)} \sim N^{\alpha-1}.\hspace{1cm} (A20)$$

2. Case $\alpha = 1$. Critical point

We need to solve

$$I(y) = \int_{y}^{1} \psi(z) dz = \frac{e^{\beta}}{\omega} \int_{y}^{1} y^{-1} e^{-\beta z^2} dz.$$  \hspace{1cm} (A21)

Expanding the exponential function and integrating, it is

$$I(y) = \frac{e^{\beta}}{\omega} \left[ -\ln y + \sum_{k=1}^{\infty} \frac{(-\beta)^k (1 - 2y)^{2k}}{k!2^{2k}} \right].$$  \hspace{1cm} (A22)

Taking Eq. (A22) into Eq. (A6)

$$T = \frac{2e^{\beta}}{\omega} \left[ I_3(N) + \sum_{k=1}^{\infty} \frac{(-\beta)^k}{k!2^{2k}} \left( I_4(N) + I_5(k, N) \right) \right],$$  \hspace{1cm} (A23)

where

$$I_3(N) = -\int_{1/N}^{1} y^{-1} \ln y e^{\beta(y^2-1)} dy,$$

$$I_4(N) = \int_{1/N}^{1} y^{-1} e^{\beta(y^2-1)} dy,$$

$$I_5(k, N) = \int_{1/N}^{1} y^{k-1} e^{\beta(y^2-1)} dy.$$  \hspace{1cm} (A24)

First of all, let us consider the solution of $I_3(N)$ integrating by parts, so that

$$I_3(N) = \frac{(\ln N)^2}{2} e^{\beta(N^2-1)} + \beta \int_{1/N}^{1} (\ln y)^2 e^{\beta(y^2-1)} dy.$$  \hspace{1cm} (A25)
and we obtain

\[ I_3(N) = \frac{(\ln N)^2}{2}e^{\beta(N^{-2}-1)} + 2\beta - O(N^{-1}) + O\left(\frac{\ln N}{N}\right), \]  

(A26)

which scales in the asymptotic limit as

\[ I_3(N) \sim \frac{(\ln N)^2}{2}e^{-\beta}. \]  

(A27)

On the other hand, the leading behavior when the size of the system is big enough \((N \gg 1)\) is

\[ I_4(N) \sim e^{-\beta} \ln N + C_4(\beta). \]  

(A28)

To solve the last integral, \(I_5(k, N)\), the exponential function has to be expanded as well. It is

\[ I_5(k, N) = e^{-\beta} \sum_{l=0}^{\infty} \frac{(-\beta)^l}{l!(k + 2l)} (1 - N^{-2l+k}) \sim constant, \]  

(A29)

when \(N \gg 1\). It finally leads to an expression for \(T\) at criticality

\[ T \approx \frac{2e^{-\beta}}{\omega} \left\{ \frac{e^{-\beta}(\ln N)^2}{2} + \sum_{k=1}^{\infty} \frac{(-\beta)^k}{k!2k} \left[ e^{-\beta} \ln N + C_4(\beta) \right] \right\}, \]  

(A30)

In the limit of very large system sizes \((N \gg 1)\) the mean escape time scales as

\[ T \sim \frac{(\ln N)^2}{\omega} + \frac{1}{\omega} \sum_{k=1}^{\infty} \frac{(-\beta)^k}{k!2k} \ln N + K(\beta), \]  

(A31)

which asymptotically becomes

\[ T \sim \frac{(\ln N)^2}{\omega}. \]  

(A32)

Summing up, the time taken by the system for reaching \(m = 2/N\) from an initial condition \(m = 1\) is

\[ T \sim \begin{cases} \frac{\omega}{(\ln N)^2} & \text{for } \alpha < 1, \\ \frac{\omega}{N^{\alpha-1}} & \text{for } \alpha = 1, \\ \frac{\omega}{N^{\alpha-1}} & \text{for } \alpha > 1. \end{cases} \]  

(A33)

or in terms of the original parameters

\[ T \sim \begin{cases} \frac{\ln N}{\omega^{\alpha-1}} & \text{for } b_0 < b_{0,c}, \\ \frac{3\ln N^2}{4(\ln N)^2} & \text{for } b_0 = b_{0,c}, \\ \frac{2\ln N}{\omega^{1/3}} & \text{for } b_0 > b_{0,c}. \end{cases} \]  

(A34)

Appendix B: Analytical calculations of the crossing time for the mean field nonlinear q-voter model

After performing the change of variables of Eq. (26), the absorbing barrier is placed at \(\rho = 1/N\) and the reflecting one at \(\rho = 1/2\), (which is the initial point). The mean first passage time is given by

\[ T(\rho = 1/2) = 2 \int_{1/N}^{\rho=1/2} dy \int_{y}^{1/2} \frac{\psi(z)}{K^2(z)} dz, \]  

(B1)

with

\[ \psi(z) = \exp \int_{1/N}^{z} dz' \frac{2A(z') + KC(z')C'(z')}{KC(z')} \]  

(B2)

We expand the polynomials in Eq. (B2) up to second order, using Eq. (28), it is

\[ A(\rho) + \frac{K}{2}C(\rho)C'(\rho) \approx \rho(r - s\rho), \]

\[ KC\rho \approx \omega \rho^2, \]  

(B3)

where we have defined \(\omega \equiv 3\sigma^2\), \(r = \frac{4}{3} - 1 + 3b_0\) and \(s = 3r\). These polynomials are similar to the ones obtained for the Ising model, but with redefined parameters. The integrals are done in a very similar way, and one finally reaches the following expressions for the crossing (or ordering) time.

\[ T \sim \begin{cases} \frac{\ln N}{3(b_0 - 1)} & \text{for } b_0 < 1/3, \\ \frac{\ln N^2}{(\ln N)^2} & \text{for } b_0 = 1/3, \\ \frac{2(\ln N)^{2/3}}{(b_0 - 1/3)} & \text{for } b_0 > 1/3. \end{cases} \]  

(B4)
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