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Robust synchronization is indispensable for stable operation of a power grid. Recently, it has been reported that a large number of decentralized generators, rather than a small number of large power plants, provide enhanced synchronization together with greater robustness against structural failures. In this paper, we systematically control the spatial uniformity of the geographical distribution of generators, and conclude that the more uniformly generators are distributed, the more enhanced synchronization occurs. In the presence of temporal failures of power sources, we observe that spatial uniformity helps the power grid to recover stationarity in a shorter time. We also discuss practical implications of our results in designing the structure of a power-grid network.

I. INTRODUCTION

The emergence of synchronization has been an important issue in the statistical physics community. It has been observed in a variety of phenomena like the circadian rhythm [1], epilepsy in the brain [2], and the London Millennium Bridge [3]. Examples of synchronization phenomena exist also in social behaviors [4, 5] and in the power grid [6]. It is to be noted that the emergence of synchronization can be desirable or not, depending on what is required for a given system to function properly. For example, an epileptic seizure in a human brain and a large vibration of the London Millennium Bridge are caused by undesired synchronization, and recent research has reported how to inhibit such unwanted synchronization behavior [7]. In contrast, for the power grid, which is the main focus of the present paper, robust synchronization is an essential ingredient for the system to work in a stable manner. If a power plant in the grid is not running at a proper reference frequency, or the phase angle of the voltage produced by the plant does not match that of the grid, the plant cannot properly convey electric power to the grid, and it is possible to result in a short circuit and damage to the generator [8, 9]. A malfunctioning generator can yield cascading failures in the grid in the worst case, leading to a large-scale blackout.

Synchronization in the power-grid system has been studied from various points of view. The swing equation, which is similar to the Kuramoto model in statistical physics, has been suggested to describe the dynamics of the power-grid system [6, 10]. Stability of the synchronized state is also an important issue and has been studied through the use of several methods such as the basin stability [11, 12] and the Lyapunov exponent [13]. A power grid is of course a typical example of complex networks. From this perspective, the impact of the network structure on the synchronous state [14] and the optimal network topology for enhanced synchronization [15] have been investigated.

An interesting finding in existing studies is that decentralized generators provide enhanced synchronization together with robustness against structural failures [16]. This is a particularly important result in view of the growing recent interest in renewable energy sources. If a large number of small generators based on renewable sources are connected in the power grid in the form of a complex network, understating of the effect of decentralized power generators can be very important.

In this work, we focus on how to distribute decentralized power generators in two-dimensional space to enhance the synchronization of the power grid. We control spatial uniformity of generators in two ways: First, we divide the whole two-dimensional area into available and unavailable regions for the positions of power plants and study how the change of the available area affects synchronization. Second, we impose various sizes of superlattice unit cells on top of the original two-dimensional square lattice. In each superlattice unit cell, power plants are put near the center of the unit cell. In the limiting case where one superlattice unit cell covers the whole system, all plants are put only in the central part of the whole region. As the size of the superlattice becomes smaller, power plants tend to be spread more uniformly across the whole system.

The present paper is organized as follows: In Sec. II, we introduce the Kuramoto model with inertia to describe the dynamics of the power grid [6]. We also check how the synchronization behavior depends on the system size and the number of generators. In Sec. III, we describe how we control the spatial uniformity of generators in two dimensions in two different ways, and explain our results. Section IV is devoted to a discussion and summary.

II. EQUATION OF MOTION FOR THE POWER GRID

We sketch the derivation of the equation of motion for a power grid in Ref. [6]. The power grid is composed of two types of nodes, generators and consumers. A consumer node in this work may represent a large group of consumers in reality, like a city. Energy from a natural source is first converted to mechanical energy, and an
electric power into mechanical power, and the consumer has an electric motor to convert the supplied mechanical energy to electrical energy injected into a turbine of the generator at node \( i \). We assume that each node \( i \) is the generator of the power grid, the consumer of the power grid, or an isolated node. One can assume that each consumer node \( j \) is also assigned the phase variable \( \theta_j \) in the same way as for the generator node \( i \). One can assume that each consumer has an electric motor to convert the electricity into mechanical energy, and \( \theta_j \) is either the rotational phase angle of the motor or the phase of the voltage for the consumed power. For both the generator and the consumer nodes, the instantaneous phase at the \( i \)-th node is written as \( \theta_i(t) = \Omega t + \phi_i(t) \), where \( \Omega = 2\pi f \) with a grid reference frequency \( f \) = 60 or 50 Hz, and \( \phi_i(t) \) measures the deviation from the rotating reference frame.

The injected mechanical energy is then transformed to the rotational kinetic energy of the turbine (the motor) of the generator (the consumer) node and the electric energy to be transmitted to other nodes in the power grid. Of course, some part of the injected energy is lost in the form of dissipation due to friction. Accordingly, one can write the energy (or the power) conservation condition in the form

\[
P_i = P_{\text{kin},i} + P_{\text{diss},i} + \sum_j P_{\text{trans},ij},
\]

where \( P_{\text{kin}} \) and \( P_{\text{diss}} \) are powers corresponding to the rotational kinetic energy and the dissipated energy, respectively, and the last term is the power transmitted from \( i \) to other connected nodes in the power grid. The power, the energy per unit time, for the rotational kinetic energy is given by \( P_{\text{kin},i} = \frac{d}{dt} \left( \frac{1}{2} I \dot{\theta}_i^2 \right) \) with the moment of inertia \( I \) of the turbine or the motor. The power for the dissipated energy is written as \( P_{\text{diss},i} = \kappa \dot{\theta}_i^2 \) with the dissipation coefficient \( \kappa \). The power transmitted from \( i \) to \( j \) through a transmission line is written as \( P_{\text{trans},ij} = P_{\text{max}} A_{ij} \sin(|\theta_i - \theta_j|) \), where \( P_{\text{max}} \) is the maximum allowed value of the transmitted power, and \( A_{ij} \) is the element of the symmetric adjacency matrix, i.e., \( A_{ij} = A_{ji} = 1 \) if \( i \) and \( j \) are connected, and \( A_{ij} = A_{ji} = 0 \) otherwise. (See Appendix A for the calculation of the transmitted power.)

We remark that although the present work focuses on a two-dimensional square grid with only geographically local couplings, it is straightforward to apply our framework to a general adjacency matrix which may describe very long transmission cables in the power grid.

Under the realistic assumption that the power grid works almost at the reference angular frequency \( \Omega \), i.e., \( \dot{\theta}_i = \Omega + \phi_i \approx \Omega \) and thus \( |\phi_i| \ll \Omega \), we obtain \( P_{\text{kin},i} \approx I \dot{\phi}_i \Omega \) and \( P_{\text{diss},i} \approx \kappa \dot{\phi}_i^2 + 2\kappa \Omega \dot{\phi}_i \). Using \( \theta_j - \theta_i = \phi_j - \phi_i \), Eq. (1) is then written as

\[
\ddot{\phi}_i = \bar{P}_i - \alpha \dot{\phi}_i + K \sum_{j=1}^{N} A_{ij} \sin(\phi_j - \phi_i),
\]

where \( N \) is the size of the power grid, \( \bar{P}_i = (P_i - \kappa \Omega^2) / I \Omega, \alpha = 2\kappa / I, \) and \( K \equiv P_{\text{max}} / I \Omega \). It is to be noted that a power generating node can have a negative value of the net power \( \bar{P}_i < 0 \) if the injected mechanical power is less than the rotational kinetic power. Henceforth we regard a node as a generator (a consumer) if \( \bar{P}_i > 0 \) \( (\bar{P}_i < 0) \).

The power conservation equation, (2), for the stationary state \( \dot{\phi}_i = \ddot{\phi}_i = 0 \) is written as \( 0 = \bar{P}_i + K \sum_j A_{ij} \sin(\phi_j - \phi_i) \), and thus we get the power balance condition \( \sum_j \bar{P}_j = 0 \) from the symmetry \( A_{ij} = A_{ji} \) of the adjacency matrix. It is important to note that if the conservation of the total power, i.e., \( \sum_i \bar{P}_i = 0 \), is violated, the system cannot have a stationary state. In the present work, we assume that all generator nodes have equal power generating capacity (except in Appendix B where we discuss the case for a few large power plants at the boundary) and all consumer nodes consume an equal amount of power. In other words, we use \( \bar{P}_i = c P_i \) for a generator node, and \( \bar{P}_i = -P_i \) for a consumer node, respectively, with \( P > 0 \). The positive constant \( c \) is simply determined from \( \sum_i \bar{P}_i = 0 \). Note that as the number of generators \( N_{\text{gen}} \) decreases the power provided by each power plant should increase, i.e., \( c \) is a decreasing function of \( N_{\text{gen}} \) since \( c = N / N_{\text{gen}} - 1 \). Since the population density in the real world is well-known to be nonuniform, the above assumption that all consumer nodes have the same value of power consumption cannot be valid in reality. Nevertheless, we emphasize that our framework can easily be modified once the power consumption of each consumer node is determined from the real data. Similarly to Ref. [17], we set \( \alpha = 1 \) and \( P \equiv 1 \) for convenience.

We use the initial condition \( \phi_i(t=0) = 0 \) and numerically integrate the equation of motion in Eq. (2) by using the second-order Runge-Kutta algorithm [18] with the discrete time step \( \Delta t = 0.001 \) until \( t = T \) is approached. For given constraints such as the system size \( N \), the number of generator nodes \( N_{\text{gen}} \), and the available region for them, we randomly choose the generator nodes among available nodes on a two-dimensional square lattice (remaining nodes become consumer nodes). Each sample with a random realization of generator nodes is evolved in time, and it is observed that some samples eventually approach stationary states and others do not. We check how long we need to wait to judge whether or not the system eventually arrives at the stationary state and...
find that $T = 150$ and $T = 200$ do not make any difference. In other words, if the system arrives at a stationary state, it does so well before $T = 150$. If the system does not settle down to a stationary state before $T = 150$, it remains in a nonstationary state even after $T = 200$. As a key quantity to measure the global synchrony at a given coupling constant $K$, we use the conventional order parameter $r(t)$ for the Kuramoto model,

$$r(t) \equiv \frac{1}{N} \left| \sum_j e^{i \phi_j(t)} \right|.$$  

If the system does not arrive at the stationary state till $t = T (= 200)$, we suppose that the system will be nonstationary to eternity and assign the value $m = 0$ for our order parameter $m$. If the system approaches the stationary state much earlier than $T = 200$, we assign $m = r(T = 200)$. We take the ensemble average over 200 different realizations of generator nodes to get $\langle m \rangle$. The logic behind the above definition of the order parameter is that $m$ must have a nonzero value for the power grid to function properly. If the power grid keeps fluctuating without settling down to the stationary state, our definition of $m$ indicates failure of the power grid. Otherwise, if the power grid approaches a stationary state but the level of synchrony is not good enough, our definition of $m$ also indicates failure of the power grid.

In Fig. 1(a), we show the ensemble average (over 200 samples) of the order parameter $\langle m \rangle$ versus coupling strength $K$ for various sizes $N = (L \times L)$ of two-dimensional square lattices at almost the same value of the generator density $N_{\text{gen}}/N$: $N_{\text{gen}} = 9$, 25, and 49 are used for $L = 7, 11$, and 15 (and thus the generator density $N_{\text{gen}}/N \approx 0.2$). Positions of generators are randomly picked in the whole system. In Fig. 1(a), it is clearly shown that as the system size is increased, $\langle m \rangle$ is decreased at any value of $K$, which is in accord with the known result that the locally coupled oscillators in two dimensions are not synchronized at any finite value of $K$ in the thermodynamic limit [19]. We thus expect that if $L$ is increased further $\langle m \rangle \rightarrow 0$ for any $K$. However, a power grid in the real world is always of a finite size, and we are interested only in how to distribute generators for a given system size.

In Fig. 1(b), we plot $\langle m \rangle$ versus $K$ for $N_{\text{gen}} = 25, 49$, and 81 at the fixed system size of $L = 15$. One can understand the observed behavior that the same level of $\langle m \rangle$ is achieved at a lower value of $K$ when the number of generators is larger as follows: The coupling constant $K$ in our model plays the role of the capacity of the power transmission cable. Consequently, as the number of generators becomes larger, the power that each generator should supply becomes less, and thus we can achieve a sufficient level of synchrony with a smaller value of $K$.

From the above investigations in Fig. 1(a) and 1(b), the roles played by the number of generators and the size of the system can be summarized in a simple manner: The level of synchrony is reduced for a larger system size and for fewer generators. Accordingly, henceforth, we fix the system size and the number of generators and focus on the effect of the pattern of the spatial distribution of generators. Also note that our result in Fig. 1(b) is consistent with the finding that decentralized generators exhibit better synchrony [16].
III. SPATIAL UNIFORMITY AND SYNCHRONIZATION

In this section, we propose two methods to control the spatial uniformity of generators in a power grid in two dimensions: First, we define the region in which generators can be placed as the outside of the square of the linear size \(L_1\) and the inside of the square of the linear size \(L_2\). The centers of both squares coincide with the central position of the whole two-dimensional power grid. As \(L_1\) and \(L_2(>L_1)\) are changed (and so is the available area \(S = L_2^2 - L_1^2\) ) the degree of spatial uniformity of the generator distribution is systematically altered. Second, we place a superlattice structure of linear size \(l\) on top of the underlying square lattice, and put a given number of generators in the central region in each superlattice unit cell. Generators are spread more uniformly for small \(l\) and in the limiting case where \(l\) equals the linear size \(L\) of the whole system the spatial uniformity is the lowest. We describe our results for the first method (using \(L_1\) and \(L_2\)) of changing the available region in Sec. III.A and for the second method (using various sizes \(l\) of superlattices) in Sec. III.B.

A. Method 1: Change of available region

Figure 2(a) illustrates how we control the spatial distribution of generators by changing the region available for generator locations. Note that the power-grid network in the present work has the structure of a conventional square lattice of size \(N = L \times L\) in two dimensions, with the open boundary condition. We believe that use of the open boundary condition rather than the periodic boundary condition makes much more sense since most power plants in reality often provide electric power only within a country. In our model system, each node which is not on the boundary in the power grid has four nearest neighbors with equal degree \(k = 4\). We use two squares of sizes \(L_1\) and \(L_2\), and only the region between the inner (\(L_1\)) and the outer (\(L_2\)) squares [yellow region in Fig. 2(a)] is allowed for the locations of generators. The allowed region has width \(w \equiv (L_2 - L_1)/2\) and area \(S \equiv L_2^2 - L_1^2\). (Note that \(0 \leq L_1 < L_2 \leq L\).) In the allowed region of the area \(S\), we put \(N_{\text{gen}}\) generators at randomly chosen positions (\(N_{\text{gen}} \leq S\)). As an example, one random realization of generator locations is depicted in Fig. 2(b) for \(L = 11\), \(N_{\text{gen}} = 25\), \(L_1 = 3\), and \(L_2 = 7\) (and thus \(w = 2\) and \(S = 40\)).

In order to check the effect of spatial uniformity for a given number of generators placed in the size of the system, we fix \(L = 15\) and \(N_{\text{gen}} = 49\), and change \(L_1\) and \(L_2\) systematically. In Fig. 3(a), we fix the size of the inner square to \(L_1 = 0\), and vary \(L_2\) from 7 to 15. For \(L_2 = 7\), all generators are densely packed in the central part of the power grid since \(S = N_{\text{gen}} = 49\), while for \(L_2 = L = 15\) generators are randomly distributed across the whole system. It is observed that the degree of synchrony is
enhanced with $L_2$ for $L_2 = 7, 9,$ and $11$. Interestingly, results for $L_2 = 13$ and $15$ do not exhibit much difference. In Fig. 3(b), we fix the size of the outer square to $L_2 = L = 15$, and vary $L_1$ instead. Similarly to Fig. 3(a), it is shown that the synchronization is enhanced as the area available for generators becomes larger.

We next look into the power transmitted through each link from the expectation that a link can be overloaded if the link carries too much power and thus it is desirable that the power at each link is evenly spread over the whole grid. The power transmitted from node $i$ to node $j$ is given by

$$F_{ij} = -F_{ji} = K \sin(\theta_i - \theta_j), \quad (4)$$

with $K$ being the maximum allowed value for transmission. We measure $|F_{ij}|$ for each pair of links and construct the normalized histogram $P(f \equiv |F|/K)$ of the power transmission with bin size $\Delta f = 0.02$. We measure $P(f)$ at $K = 7$ for the cases shown in Figs. 3(a) and 3(b), and display our results in Figs. 3(c) and 3(d), respectively. The value $K = 7$ is chosen since all curves at this value of $K$ exhibit sufficiently large values of $(m)$ as shown in Figs. 3(a) and 3(b). In Figs. 3(c) and 3(d), the color of each small circle indicates the value of $P(f)$ (see the color bar). We also measure the average value $f \equiv \sum fP(f)$ and the peak position $f^* \equiv \arg \max P(f)$ and display them in Figs. 3(c) and 3(d). It is shown that as the generators are more evenly distributed in the power grid, i.e., as $L_2$ is increased [Figs. 3(a) and 3(c)], and as $L_1$ is decreased [Figs. 3(b) and 3(d)], the synchronization is enhanced [Figs. 3(a) and 3(b)] and the transmitted power of links is more focused on small values [see also the curves for $f$ and $f^*$ in Figs. 3(c) and 3(d)].

If power plants are packed into a certain narrow region of the whole system, we believe that the global synchrony may be reduced. As suggested by the expectation, we measure the number of consumer nodes for which a generator node provides the power directly. The average number of direct consumers per generator is given by

$$n_c \equiv \frac{1}{N_{gen}} \sum_{i,j} A_{ij}, \quad (5)$$

where the primed summation is for the pair $(i, j)$, with $i$ ($j$) being a generator (a consumer). In our two-dimensional square lattice structure for the power grid, the maximum value of $n_c$ is 4, the number of nearest neighbors for the square lattice. In Figs. 3(e) and 3(f), we display the scatter plots for $m$ versus $n_c$ at $K = 7$, for $L_1 = 0$ and $L_2 = 7, 9, 11, 13$, and $15$ and for $L_2 = 15$ and $L_1 = 1, 5, 9, 13$, corresponding to Figs. 3(a) and 3(c), and Figs. 3(b) and 3(d), respectively. In Fig. 3(e), $m$ is increasing with $n_c$, implying that the synchronization is more enhanced as the number of direct connections between generators and consumers is increased.

We have shown above that the spatial uniformity for the generator distribution is closely related to the synchrony of the power grid. In general, as the region available for generator locations becomes larger, i.e., as the area $S$ is increased, the synchronization order parameter $m$ becomes larger. We have also checked the importance of the average number $n_c$ of direct consumers per generator and have shown that as $n_c$ is increased, so is $m$. The next question one can ask is, What happens if $n_c$ can be varied for a given area $S$? To answer the question, we use pairs of sizes $(L_1, L_2) = (5, 9), (13, 15)$ for $S = 56$, $(L_1, L_2) = (3, 9), (7, 11)$ for $S = 72$, and $(1, 11), (7, 13)$ for $S = 120$. Positive correlations between $m$ and $n_c$ are seen. The number of samples is 200, and the ensemble averages of $m$ and $n_c$ are represented as black squares, together with the error bars.
in a stationary state. When the failed plants are back to work at \( t = 210 \), the system is found to recover the original level of synchrony after a certain recovery time \( \tau \). We fix \( L_1 = 0 \) and carry out simulations for \( L_2 = 7 \) and 15 at \( K = 8 \) to investigate the effect of spatial uniformity on the recovery time \( \tau \). Figure 5(b) displays the recovery time \( \tau \) (averaged over 200 independent random realizations of plant locations and failed plants) versus the fraction \( f_{\text{off}} \) of turned-off power plants for \( L_2 = 7 \) and 15. It is clearly shown in Fig. 5(b) that the more uniformly power sources are distributed, the shorter the recovery time \( \tau \) is. We thus conclude that spatial uniformity of the distribution of power plants helps the system to recover synchrony in shorter times.

To recap briefly, we have investigated how the uniformity of the spatial distribution of generators affects the degree of synchrony and the recovery after a temporal failure of power generation. As the generators are more uniformly distributed, \( n_c \) becomes larger, leading to an enhancement of the synchronization. It is also observed that the recovery time becomes shorter for a more uniform distribution of generators. We thus conclude that the spatial uniformity of generator distribution is beneficial not only for better synchrony but also for better recovery behavior after a temporal perturbation of power generation.

**B. Method 2: Change of superlattice unit cell**

We next control the spatial uniformity of the generator distribution with the focus on the clustering effect. As depicted in Fig. 6, we place superlattice structures of different sizes \( l \) of unit cells on top of the original two-dimensional \( 16 \times 16 \) square lattice. For a given superlattice of size \( l \times l \), we put generators in the central part as in Fig. 6. The number of generators \( N_{\text{gen}} = 64 \) is fixed for the system size \( N = 16 \times 16 \) so that the generator density is 1/4, regardless of the value of \( l \). Note that the smaller the superlattice is, the more uniformly the spatial distribution of generators becomes.

In Fig. 7(a), we plot the order parameter \( m \) versus the coupling strength \( K \) for \( l = 4, 8 \), and 16. It is clearly shown that as the size of the superlattice is increased, the global synchrony becomes worse. Since the positions of generators are given deterministically as shown in Fig. 6 the sample average is not needed. We then show in Fig. 7(b) how the average number \( n_c \) of direct consumers per generator in Eq. (5) affects \( m \). In accord with our previous observations for Figs. 4 and 8 it is clearly shown again that the spatial uniformity detected by \( n_c \) is positively correlated with the enhancement of the synchrony of the power grid.

**IV. SUMMARY AND DISCUSSION**

We have studied how the spatial uniformity in the distribution of power generators has an influence on the power-grid system. We have controlled the spatial uniformity, (i) by increasing the number of generators [Fig. 1(b)], and (ii) by increasing the available area for the generators [Figs. 3(a) and 3(b)], and have found that the number \( n_c \) of power consumers directly connected to a generator is the key quantity: The synchronization order parameter \( m \) has been found to increase as \( n_c \) is increased. Even when the available area is fixed, \( m \) has been shown to be positively correlated with \( n_c \) (Fig. 4).
FIG. 7. (Color online) The spatial uniformity is changed as in Fig. 6 for $N_{\text{gen}} = 64$ and $L = 16$. (a) $m$ versus $K$ for superlattices of size $l = 4, 8$, and $16$. As $l$ is increased, generators are more clustered, and the level of synchrony becomes worse. (b) $m$ versus $n_c$ at $K = 7$.

We have also checked the clustering effect of generators for a given number of generators. It has again been confirmed that $m$ is an increasing function of $n_c$ also in this case (Fig. 7). We have also shown that when the global synchrony is enhanced the probability distribution of the transmitted power of a link tends to have peaks at small values of the power [Figs. 3(c) and 3(d)]. This is particularly interesting because the result indicates that the low values of power transmitted through transmission cables are accompanied by an enhanced synchrony of the power grid. It has been also confirmed that for more uniformly distributed generators the recovery time after a temporal perturbation is shorter, which again indicates that the spatial uniformity is beneficial (Fig. 5).

In order to better mimic a realistic distribution of power generators, we consider in Appendix B the presence of a few large power plants along the boundary of the system. Also in this case it is found that spatial uniformity of small generators tends to ensure better synchrony. We still believe that it could be difficult to apply our results directly to a real power-grid network. Nevertheless, we expect that our result will be useful to provide a guideline for designing a better power-grid structure.
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Appendix A: Power transmission through a link

In alternating current circuits at the angular frequency $\Omega$ depicted as a simple transmission line model in Fig. 8.

\[ \begin{align*}
S_s &= P_s + iQ_s = V_s I^* = \frac{|V_s|^2 - V_s V_s^*}{R - iX_L}, \\
S_r &= P_r + iQ_r = -V_r I^* = \frac{|V_r|^2 - V_r V_r^*}{R - iX_L}.
\end{align*} \]
We then use \( V_s = |V_s| e^{i\gamma} \) and \( V_r = |V_r| e^{i\delta} \) to get \( |V_s|^2 - V_s V_r^* = |V_s|^2 - |V_s||V_r|(|\cos \Delta \theta - i \sin \Delta \theta| \) and \( |V_r|^2 - V_r V_s^* = |V_r|^2 - |V_r||V_s|(|\cos \Delta \theta + i \sin \Delta \theta| \), with \( \Delta \theta \equiv \gamma - \delta \), yielding

\[
P_s = \frac{R(|V_s|^2 - V_s V_r \cos \Delta \theta) - X_L V_s V_r \sin \Delta \theta}{R^2 - X_L^2},
\]
\[
Q_s = -\frac{RV_s V_r \sin \Delta \theta + X_L(|V_s|^2 - V_s \cos \Delta \theta)}{R^2 - X_L^2},
\]
\[
P_r = \frac{R(|V_r|^2 - V_r V_s \cos \Delta \theta) + X_L V_s V_r \sin \Delta \theta}{R^2 - X_L^2},
\]
\[
Q_r = -\frac{RV_s V_r \sin \Delta \theta + X_L(|V_r|^2 - V_r \cos \Delta \theta)}{R^2 - X_L^2}.
\]  

(AppA)

The active power \( P \) in the limit of zero loss at the resistance \( (R = 0) \) is then obtained as \( P_s = -P_r = P_{\text{max}} \sin \Delta \theta \) with \( P_{\text{max}} \equiv V_s V_r / X_l \) [see Eq. (2)].

FIG. 9. (Color online) (a) For the system discussed in Fig. 2, we place additional generators of large powers (denoted as larger circles) at fixed positions along the boundary to mimic a realistic distribution of larger plants along the coastline. (b) Scatter-plots of \( m \) versus \( n_c \) for various values of \( L_2 \) at fixed values of \( L_1 = 0 \) and \( K = 7 \). Black squares represent averages over 200 sample runs.

Appendix B: Spatial uniformity with a few large plants along the boundary

In reality, we often have larger power plants along the coastline. To reflect this in our simple model, we introduce larger power plants at the boundary as in Fig. 9(a) and then control the spatial distribution of only smaller plants in the inland area (compare with Sec. III A). We keep \( N = N_{\text{gen}} + N_{\text{con}} = 225 \), \( N_{\text{gen}} = 49 \), and the demanding power of consumer \( \dot{P}_i = -\dot{P} \). Among \( N_{\text{gen}} \) generators, eight generators are regarded as large power plants with \( \dot{P}_i = 10\dot{P} \) and they are located at fixed positions along the boundary [see Fig. 9(a)]. Other small generators produce the power \( \dot{P}_i = c' \dot{P} \) and they are in the middle part of the system. A constant \( c' \) is determined from the power balance condition \( \sum \dot{P}_i = 0 \). The generators with small powers are randomly distributed within the area formed by various values of \( L_2 \) at fixed \( L_1 = 0 \). Scatter-plots of \( m \) versus \( n_c \) at \( K = 7 \) are shown in Fig. 9(b). The result demonstrates that the uniform distribution of small power plants helps to enhance the synchrony with increasing \( n_c \), also in the more realistic case where large power plants are located at fixed positions along the boundary of the system.
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