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This course is heavily inspired by Slava Rychkov’s EPFL Lectures on Conformal Field Theory in $d \geq 3$ Dimensions [1]. His notes cover similar topics, plus additional material that we won’t have time for here, including conformal invariance in perturbation theory, the embedding formalism, and some analytical bootstrap bounds. By contrast, these lectures spend more time on QFT basics and numerical bootstrap methods. See also lectures by Sheer El-Showk [2] and Joshua Qualls [3].

Our discussion of symmetries and quantization is based on Polchinski’s String Theory, Vol. 1 [4]: mostly Chapter 2 on 2d CFTs and Appendix A on path integrals. Appendix A is required reading for any high energy theory student.

The book Conformal Field Theory by Di Francesco, Mathieu, and Senechal [5] is also a useful reference. It starts with a discussion of CFTs in general spacetime dimensions, but includes much more about 2d CFTs, a topic we unfortunately neglect in this course.
1. Introduction

1.1. Landmarks in the Space of QFTs

Quantum field theories generically become scale-invariant at long distances. Often, invariance under rescaling actually implies invariance under the larger conformal group, which consists of transformations that locally look like a rescaling and a rotation.\(^a\) These extra symmetries are powerful tools for organizing a theory. Because their emergence requires no special structure beyond the long distance limit, they are present in a huge variety of physical systems.

We can think of a UV-complete QFT as a renormalization group (RG) flow between conformal field theories (CFTs),\(^b\)

\[
\begin{align*}
\text{CFT}_{UV} \quad &\quad \downarrow \\
\text{CFT}_{IR} \quad &\quad \text{QFT.} \\
\end{align*}
\] (1)

Studying CFTs lets us map out the possible endpoints of RG flows, and thus understand the space of QFTs.

Many of the most interesting RG flows are nonperturbative. A simple example is \(\phi^4\) theory in 3 dimensions, which has the Euclidean action

\[
S = \int d^3x \left( \frac{1}{2} (\partial \phi)^2 + \frac{1}{2} m^2 \phi^2 + \frac{1}{4!} g \phi^4 \right). \] (2)

This theory is free in the UV, since \(m\) and \(g\) have mass dimension 1 and can be ignored at high energies. The behavior of the theory in the IR depends on the ratio \(g^2/m^2\). If \(m^2\) is large and positive, the IR theory is massive and preserves the \(\mathbb{Z}_2\) symmetry \(\phi \rightarrow -\phi\). If \(m^2\) is large and negative, the IR theory is again massive but spontaneously breaks \(\mathbb{Z}_2\). For a special value of \(g^2/m^2\), in between these two regimes, the IR theory becomes gapless and is described by a nontrivial interacting CFT.\(^c\)

It is hard to study this CFT with Feynman diagrams. By dimensional analysis, naive perturbation theory leads to an expansion in \(gx\), where \(x\) is a

\(^a\)The question of when scale invariance implies conformal invariance is an important foundational problem in quantum field theory that is still under active study. In 2d and 4d, it has been proven that Lorentz-invariance and unitarity are sufficient conditions [6, 7]. In 3d or \(d \geq 5\), the appropriate conditions are not known, but conformal invariance appears in many examples.

\(^b\)Having a CFT in the IR is generic. We do not necessarily have a CFT in the UV, but assuming one is sometimes a useful framework.

\(^c\)The precise value of \(g^2/m^2\) that gives a CFT is scheme-dependent: it depends on how one regulates UV divergences.
distance scale characterizing the observable we’re computing. At distances $x \gg 1/g$, the expansion breaks down. Instead, the best perturbative tool we have is the $\epsilon$-expansion, where we compute Feynman diagrams in $4 - \epsilon$ dimensions and afterwards continue $\epsilon \to 1$. This works surprisingly well, but is conceptually a little shaky.

1.2. Critical Universality

In the example above, the UV theory was a continuum QFT: the free boson. However, IR CFTs can also arise from very different microscopic systems [8]. An example is the 3d Ising model, which is a lattice of classical spins $s_i \in \{\pm 1\}$ with nearest-neighbor interactions. The partition function is

$$Z_{\text{Ising}} = \sum_{\{s_i\}} \exp \left( -J \sum_{\langle ij \rangle} s_i s_j \right),$$

where $i, j$ label lattice points and $\langle ij \rangle$ indicates that $i$ and $j$ are nearest neighbors. We can think of this sum as a discrete path integral, where the integration variable is the space of functions

$$s : \text{Lattice} \to \{\pm 1\}. \quad (4)$$

For a special value of $J$, this theory also becomes a nontrivial CFT at long distances. Actually it is the same CFT as the one appearing in $\phi^4$ theory!

The Ising CFT also arises in water (and other liquids) at the critical point on its phase diagram, and in uni-axial magnets at their critical temperatures [9]. We say that $\phi^4$ theory, the Ising model, water, and uni-axial magnets are IR equivalent at their critical points (figure 1), and that they are in the same universality class. IR equivalences show up all over high-energy and condensed-matter physics, where they are sometimes called “dualities.” The ubiquity of IR equivalences is the phenomenon of critical universality.

The above examples are Euclidean field theories. But Lorentzian CFTs also appear in nature, describing quantum critical points. For example, the Lorentzian $O(2)$ model describes thin-film superconductors [10, 11], while its Wick-rotation, the Euclidean $O(2)$ model, describes the superfluid transition in $^4$He [12]. Amazingly, the critical exponents of these theories agree, allowing us to see Wick rotation in nature!
Fig. 1. Many microscopic theories can flow to the same IR CFT. We say that the theories are IR equivalent, or IR dual. The UV can even be something exotic like a stack of M5-branes in M-theory.

1.3. The Bootstrap Philosophy

Critical universality means we can study the 3d Ising CFT by doing computations in any of its microscopic realizations. This is a powerful tool. For example, we can model critical water by simulating classical spins on a computer, without ever worrying about $10^{23}$ bouncing water molecules! For analytical results, we can use the $\epsilon$-expansion. But all of these approaches fail to exploit the emergent symmetries of the IR theory.

The conformal bootstrap philosophy is to:

0. focus on the CFT itself and not a specific microscopic realization,
1. determine the full consequences of symmetries,
2. impose consistency conditions,
3. combine (1) and (2) to constrain or even solve the theory.

This strategy was first articulated by Ferrara, Gatto, and Grillo [13] and Polyakov [14] in the 70’s. Importantly, it only uses nonperturbative structures, and thus has a hope of working for strongly-coupled theories. Its effectiveness for studying the 3d Ising model will become clear during this course. In addition, sometimes bootstrapping is the only known strategy for understanding the full dynamics of a theory. An example is the 6d $\mathcal{N} = (2,0)$ supersymmetric CFT describing the IR limit of a stack of M5 branes in M-theory. This theory has no known Lagrangian description, but is amenable to bootstrap analysis [15].

*At large central charge, this theory is solved by the AdS/CFT correspondence [16]. Supersymmetry also lets one compute a variety of protected quantities (at any central charge). However, the bootstrap is currently the only known tool for studying non-protected quantities at small central charge.*
ally provide a fully nonperturbative formulation of quantum field theory, removing the need for a Lagrangian. We are not there yet, but you can help!

2. QFT Basics

The first step of the conformal bootstrap is to determine the full consequences of symmetries. In this section, we quickly review symmetries in quantum field theory, phrasing the discussion in language that will be useful later. We work in Euclidean signature throughout.

2.1. The Stress Tensor

A local quantum field theory has a conserved stress tensor,

$$\partial_\mu T^{\mu\nu}(x) = 0 \quad (\text{operator equation}).$$

(5)

This holds as an “operator equation,” meaning it is true away from other operator insertions. In the presence of other operators, (5) gets modified to include contact terms on the right-hand side,

$$\partial_\mu (T^{\mu\nu}(x)\mathcal{O}_1(x_1)\ldots\mathcal{O}_n(x_n)) = -\sum_i \delta(x - x_i)\partial_\nu \delta(x_i)\mathcal{O}_1(x_1)\ldots\mathcal{O}_n(x_n)).$$

(6)

Exercise 2.1. Consider a QFT coupled to a background metric $g$. For concreteness, suppose correlators are given by the path integral

$$\mathcal{O}_1(x_1)\ldots\mathcal{O}_n(x_n))_g = \int \mathcal{D}\phi\mathcal{O}_1(x_1)\ldots\mathcal{O}_n(x_n) e^{-S[g,\phi]}.$$  

(7)

A stress tensor insertion is the response to a small metric perturbation,

$$\langle T^{\mu\nu}(x)\mathcal{O}_1(x_1)\ldots\mathcal{O}_n(x_n))\rangle_g = \frac{2}{\sqrt{g}} \frac{\delta}{\delta g_{\mu\nu}(x)} \langle\mathcal{O}_1(x_1)\ldots\mathcal{O}_n(x_n))\rangle_g.$$  

(8)

Derive (6) by demanding that $S[g,\phi]$ be diffeomorphism invariant near flat space. Find how to modify (6) when the $\mathcal{O}_i$ have spin.

---

※This definition of the stress tensor works in a continuum field theory. If the UV is a lattice model, we must assume (or prove) that a stress tensor emerges in the IR.
Consider the integral of $T_{\mu\nu}$ over a closed surface $\Sigma$:  

$$P^{\nu}(\Sigma) \equiv -\int_{\Sigma} dS_\mu T^{\mu\nu}(x).$$  

(9)

The Ward identity (6) implies that a correlator of $P^{\nu}(\Sigma)$ with other operators is unchanged as we move $\Sigma$, as long as $\Sigma$ doesn’t cross any operator insertions (figure 2). We say that $P^{\nu}(\Sigma)$ is a “topological surface operator.”

Fig. 2. A surface $\Sigma$ supporting the operator $P^{\nu}(\Sigma)$ can be freely deformed $\Sigma \to \Sigma'$ without changing the correlation function, as long as it doesn’t cross any operator insertions.

Let $\Sigma = \partial B$ be the boundary of a ball $B$ containing $x$ and no other insertions. Integrating (6) over $B$ gives

$$\langle P^{\mu}(\Sigma)O(x)\ldots \rangle = \partial^{\mu}\langle O(x)\ldots \rangle.$$  

(10)

In other words, surrounding $O(x)$ with the topological surface operator $P^{\mu}$ is equivalent to taking a derivative (figure 3).

Fig. 3. Surrounding $O(x)$ with $P^{\mu}$ gives a derivative.

---

1. The word “surface” usually refers to a 2-manifold, but we will abuse terminology and use it to refer to a codimension-1 manifold.
2. Our definition of $P^{\mu}$ differs from the usual one by a factor of $i$. This convention is much nicer for Euclidean field theories, but it has the effect of modifying some familiar formulae, and also changing the properties of symmetry generators under Hermitian conjugation. More on this in section 7.1.
In quantum field theory, having a topological codimension-1 operator is the same as having a symmetry. This may be unfamiliar language, so to connect to something more familiar, let us revisit the relation between the path integral and Hamiltonian formalisms.

2.2. Quantization

A single path integral can be interpreted in terms of different time evolutions in different Hilbert spaces. For example, in a rotationally-invariant Euclidean theory on $\mathbb{R}^d$, we can choose any direction as “time” and think of states living on slices orthogonal to the time direction (figure 4). We call each interpretation a “quantization” of the theory.

Fig. 4. In a rotationally invariant Euclidean theory, we can choose any direction as time. States live on slices orthogonal to the time direction.

To specify a quantization, we foliate spacetime by slices related by an isometry $\partial_t$. A slice has an associated Hilbert space of states. A correlation function $\langle \mathcal{O}_1(x_1) \cdots \mathcal{O}_n(x_2) \rangle$ gets interpreted as a time-ordered expectation value

$$\langle \mathcal{O}_1(x_1) \cdots \mathcal{O}_n(x_n) \rangle = \langle 0| T\{\hat{\mathcal{O}}_1(t_1, x_1) \cdots \hat{\mathcal{O}}_n(t_n, x_n)\}|0\rangle. \quad (11)$$

Here, the time ordering $T\{\ldots\}$ is with respect to our foliation, $|0\rangle$ is the vacuum in the Hilbert space $\mathcal{H}$ living on a spatial slice, and $\hat{\mathcal{O}}_i(x) : \mathcal{H} \to \mathcal{H}$ are quantum operators corresponding to the path integral insertions $\mathcal{O}_i(x)$.

A different quantization of the theory would give a completely different Hilbert space $\mathcal{H}'$, a completely different time-ordering, and completely different quantum operators $\hat{\mathcal{O}}'_i$. However, some equations satisfied by these

---

h Topological operators with support on other types of manifolds give “generalized symmetries” [17].

i Other choices of initial and final state correspond to different boundary conditions for the path integral.
new operators on this new Hilbert space would be unchanged. For example, if we arrange the operators as shown on the right-hand side of (11), we always get the correlator on the left-hand side.

We demonstrate these ideas explicitly in appendix A, where we show how to (discretely) quantize the lattice Ising model in different ways.

2.3. Topological Operators and Symmetries

Let $\Sigma_t$ be a spatial slice at time $t$ and consider the operator $P^\mu(\Sigma_t)$. Because $P^\mu(\Sigma)$ is topological, we are free to move it forward or backward in time from one spatial slice to another as long as it doesn’t cross any operator insertions (figure 5). In fact, we often neglect to specify the surface $\Sigma_t$ and just write $P^\mu$ (though we should keep in mind where the surface lives with respect to other operators). We call $P^\mu$ “momentum,” and the fact that it’s topological is the path integral version of the statement that momentum is conserved.

Let us understand what happens when we move $P^\mu$ past an operator insertion. Consider a local operator $O(x)$ at time $t$. If $\Sigma_1, \Sigma_2$ are spatial surfaces at times $t_1 < t < t_2$, then when we quantize our theory, the difference $P^\mu(\Sigma_2) - P^\mu(\Sigma_1)$ becomes a commutator because of time ordering,

$$\langle (P^\mu(\Sigma_2) - P^\mu(\Sigma_1))O(x) \ldots \rangle = \langle 0|T\{[\hat{P}^\mu, \hat{O}(x)]\ldots\}|0\rangle. \quad (12)$$

(We assume that the other insertions “…” are not between times $t_1$ and $t_2$.) Because $P^\mu$ is topological, we can deform $\Sigma_2 - \Sigma_1$ to a sphere $S$ surrounding $O(x)$, as in figure 6. Then using the Ward identity (10), we
find
\[
\langle 0 | T \{ [\hat{P}^\mu, \hat{O}(x)] \ldots \} | 0 \rangle = \langle (P^\mu(\Sigma_2) - P^\mu(\Sigma_1))O(x) \ldots \rangle \\
= \langle P^\mu(S)O(x) \ldots \rangle \\
= \partial^\mu \langle O(x) \ldots \rangle \\
= \partial^\mu \langle 0 | T\{ \hat{O}(x) \ldots \} | 0 \rangle,
\]
in other words,
\[
[\hat{P}^\mu, \hat{O}(x)] = \partial^\mu \hat{O}(x) .
\]

Figure 6 makes it clear that this result is independent of how we quantize our theory, since we always obtain a sphere surrounding $O(x)$ no matter which direction we choose as “time.” Thus, we often write
\[
[\hat{P}^\mu, O(x)] = \partial^\mu O(x),
\]
without specifying a quantization. In fact, from now on, we will no longer distinguish between path integral insertions $O(x)$ and quantum operators $\hat{O}(x)$. The expression $[Q, O(x)]$ can be interpreted as either an actual commutator $[\hat{Q}, \hat{O}(x)]$ in any quantization of the theory, or in path-integral language as surrounding $O(x)$ with a topological surface operator $Q(S)$.

Figure 6 also explains why the commutator $[Q, O(x)]$ of a charge $Q$ with a local operator $O(x)$ is local, even though $Q$ is nonlocal (it is the integral of a current). The reason is that the support of $Q$ can be deformed to an arbitrarily small sphere $S$ around $x$, so that the insertion $Q(S)O(x)$ only affects the path integral in an infinitesimal neighborhood of $x$. In general, the way local operators transform under symmetry is always insensitive to IR details like spontaneous symmetry breaking or finite temperature. This is because commutators with conserved charges can be computed at short distances.
Equation (15) integrates to
\[ O(x) = e^{x \cdot P} O(0) e^{-x \cdot P}. \] (16)
This statement is also true in any quantization of the theory. In path integral language, \( e^{x \cdot P} O(0) \) is another type of topological surface operator. When we surround \( O(0) \) with \( e^{x \cdot P} \), it becomes conjugation \( e^{x \cdot P} O(0) e^{-x \cdot P} \) in any quantization.

Consider the time-ordered correlator (11) with \( t_n > \cdots > t_1 \). Using (16), it becomes
\[ \langle O_1(x_1) \cdots O_n(x_n) \rangle = \langle 0 | e^{t_n P} O_n(0,x_n) e^{-t_n P} \cdots e^{t_1 P} O_1(0,x_1) e^{-t_1 P} | 0 \rangle = \langle 0 | e^{-\sum (t_i-t_{i-1}) P} O_n(0,x_n) e^{-\sum (t_i-t_{i-1}) P} O_1(0,x_1) | 0 \rangle. \] (17)
In other words, the path integral between spatial slices separated by time \( t \) computes the time evolution operator \( U(t) = e^{-tP^0} \). In unitary theories (defined in more detail in section 7.1), \( P^0 \) has a positive real spectrum, so \( U(t) \) causes damping at large time separations.

2.4. More Symmetries

Given a conserved current \( \partial_\mu J^\mu = 0 \) (operator equation), we can always define a topological surface operator by integration.\(^3\) For \( P^\nu \), the corresponding currents are \( T^{\mu\nu}(x) \). More generally, given a vector field \( \epsilon = \epsilon^\mu(x) \partial_\mu \), the charge
\[ Q_\epsilon(\Sigma) = - \int_\Sigma dS_\mu \epsilon_\nu(x) T^{\mu\nu}(x) \] (18)
will be conserved whenever
\[ 0 = \partial_\mu (\epsilon_\nu(T^{\mu\nu})) = \partial_\mu \epsilon_\nu T^{\mu\nu} + \epsilon_\nu \partial_\mu T^{\mu\nu} = \frac{1}{2} (\partial_\mu \epsilon_\nu + \partial_\nu \epsilon_\mu) T^{\mu\nu}, \] (19)
or
\[ \partial_\mu \epsilon_\nu + \partial_\nu \epsilon_\mu = 0. \] (20)
\(^3\)It is an interesting question whether the converse is true. When a theory has a Lagrangian description, the Noether procedure gives a conserved current for any continuous symmetry (that is manifest in the Lagrangian). Proving Noether’s theorem without a Lagrangian is an open problem.
This is the Killing equation. In flat space, it has solutions
\[ p_\mu = \partial_\mu \] (translations),
\[ m_{\mu\nu} = x_\nu \partial_\mu - x_\mu \partial_\nu \] (rotations).  
(21)

The corresponding charges are momentum \( P_\mu = Qp_\mu \) and angular momentum \( M_{\mu\nu} = Qm_{\mu\nu} \).

3. Conformal Symmetry

In a conformal theory, the stress tensor satisfies an additional condition: it is traceless,
\[ T^\mu_\mu(x) = 0 \] (operator equation).  
(22)

This is equivalent to the statement that the theory is insensitive to position-dependent rescalings of the metric \( \delta g_{\mu\nu} = \omega(x) g_{\mu\nu} \) near flat space.\(^{k}\) When the stress tensor is traceless, we can relax the requirement (20) further to
\[ \partial_\mu \epsilon_\nu + \partial_\nu \epsilon_\mu = c(x) \delta_{\mu\nu}. \]  
(23)

where \( c(x) \) is a scalar function. Contracting both sides with \( \delta_{\mu\nu} \) gives \( c(x) = \frac{2}{d} \partial \cdot \epsilon(x) \). Equation (23) is the conformal Killing equation. It has two additional types of solutions in \( \mathbb{R}^d \),
\[ d = x^\mu \partial_\mu \] (dilatations),
\[ k_\mu = 2 x_\mu (x \cdot \partial) - x^2 \partial_\mu \] (special conformal transformations).  
(24)

The corresponding symmetry charges are \( D = Q_d \) and \( K_\mu = Q_k_\mu \).\(^l\)

3.1. Finite Conformal Transformations

Before discussing the charges \( P_\mu, M_{\mu\nu}, D, K \), let us take a moment to understand the geometrical meaning of the conformal Killing vectors (21) and (24). Consider an infinitesimal transformation \( x^\mu \to x'^\mu = x^\mu + \epsilon^\mu(x) \). If \( \epsilon^\mu \) satisfies the conformal Killing equation, then
\[ \frac{\partial x'^\mu}{\partial x^\nu} = \delta^\mu_\nu + \partial_\nu \epsilon^\mu = \left( 1 + \frac{1}{d} (\partial \cdot \epsilon) \right) \left( \delta^\mu_\nu + \frac{1}{2} (\partial_\nu \epsilon^\mu - \partial_\mu \epsilon_\nu) \right). \]  
(25)

\(^k\)In curved space, there can be Weyl anomalies.

\(^l\)The above solutions are present in any spacetime dimension. In two dimensions, there exists an infinite set of additional solutions to the conformal Killing equation, leading to an infinite set of additional conserved quantities [18]. This is an extremely interesting subject that we unfortunately won’t have time for in this course.
The right-hand side is an infinitesimal rescaling times an infinitesimal rotation. Exponentiating gives a coordinate transformation \( x \rightarrow x' \) such that
\[
\frac{\partial x'^\mu}{\partial x^\nu} = \Omega(x) R^\mu_\nu(x), \quad R^T R = I_{d \times d},
\]
where \( \Omega(x) \) and \( R^\mu_\nu(x) \) are finite position-dependent rescalings and rotations. Equivalently, the transformation \( x \rightarrow x' \) rescales the metric by a scalar factor,
\[
\delta_{\alpha\beta} \frac{\partial x'^\mu}{\partial x^\alpha} \frac{\partial x'^\nu}{\partial x^\beta} = \Omega(x)^2 \delta_{\alpha\beta}.
\]
Such transformations are called conformal. They comprise the conformal group, a finite-dimensional subgroup of the diffeomorphism group of \( \mathbb{R}^d \).

The exponentials of \( p_\mu \) and \( m_{\mu\nu} \) are translations and rotations. Exponentiating \( d \) gives a scale transformation \( x \rightarrow \lambda x \). We can understand the exponential of \( k_\mu \) by first considering an inversion \( I \):
\[
I : x^\mu \rightarrow \frac{x^\mu}{x^2}.
\]

\( I \) is a conformal transformation, but it is not continuously connected to the identity, so it can’t be obtained by exponentiating a conformal Killing vector. This means that a CFT need not have \( I \) as a symmetry.

**Exercise 3.1.** Show that \( I \) is continuously connected to a reflection \( x^0 \rightarrow -x^0 \). Conclude that a CFT is invariant under \( I \) if and only if it is invariant under reflections.

**Exercise 3.2.** Show that \( k_\mu = -Ip_\mu I \). Conclude that \( e^{a \cdot k} \) implements the transformation
\[
x \rightarrow x'(x) = \frac{x^\mu - a^\mu x^2}{1 - 2(a \cdot x) + a^2 x^2}.
\]

We can think of \( k_\mu \) as a “translation that moves infinity and fixes the origin” in the same sense that the usual translations move the origin and fix infinity, see figure 7.

### 3.2. The Conformal Algebra

The charges \( Q_\epsilon \) give a representation of the conformal algebra
\[
[Q_{\epsilon_1}, Q_{\epsilon_2}] = Q_{-[\epsilon_1, \epsilon_2]},
\]
where \([\epsilon_1, \epsilon_2]\) is a commutator of vector fields.\(^m\) This is not obvious and deserves proof. In fact, it is not true in 2-dimensional CFTs, where the algebra of charges is a central extension of the the algebra of conformal killing vectors.

**Exercise 3.3.** Show that in \(d \geq 3\),

\[
[Q, T^{\mu \nu}] = \epsilon^\rho \partial_\rho T^{\mu \nu} + (\partial \cdot \epsilon) T^{\mu \nu} - \partial_\mu \epsilon^\nu T^{\rho \nu} + \partial_\nu \epsilon^\rho T^{\mu \rho}. \tag{31}
\]

Argue as follows. Assume that only the stress tensor appears on the right-hand side.\(^o\) Using linearity in \(\epsilon\), dimensional analysis, and the conformal Killing equation, show that (31) contains all terms that could possibly appear.\(^o\) Fix the relative coefficients using conservation, tracelessness, and symmetry under \(\mu \leftrightarrow \nu\). Fix the overall coefficient by matching with (15).

**Exercise 3.4.** Using (31), prove the commutation relation (30).

**Exercise 3.5.** When \(d = 2\), it’s possible to add an extra term in (31) proportional to the unit operator that is consistent with dimensional analysis, conservation, and tracelessness. Find this term (up to an overall coefficient),\(^p\) and show how it modifies the commutation relations (30). This is the Virasoro algebra!

---

\(^m\)The minus sign in (30) comes from the fact that when charges \(Q_i\) are represented by differential operators \(\mathcal{D}_i\), repeated action reverses the order \([Q_1, [Q_2, \mathcal{O}]] = \mathcal{D}_2 \mathcal{D}_1 \mathcal{O}\). Alternatively, we could have introduced an extra minus sign in the \(Q_i\)’s so that \([Q, \mathcal{O}] = -\mathcal{D}\) and then \(Q, \mathcal{D}\) would have the same commutation relations.

\(^o\)Bonus exercise: can other operators appear?

\(^p\)The terms on the right-hand side are local in \(\epsilon\) because we can evaluate \([Q, T^{\mu \nu}(x)]\) in an arbitrarily small neighborhood of \(x\). Assuming the singularity as two \(T^{\mu \nu}\)’s coincide is bounded, we can then replace \(\epsilon\) by its Taylor expansion around \(x\).

The coefficient can be fixed by comparing with the OPE, see e.g. [4]. It is proportional to the central charge \(c\).
As usual, (30) is true in any quantization of the theory. In path integral language, it tells us how to move the topological surface operators $Q_\epsilon(\Sigma)$ through each other.

**Exercise 3.6.** Show that

\[
[M_{\mu\nu}, P_\rho] = \delta_{\nu\rho} P_\mu - \delta_{\mu\rho} P_\nu, \tag{32}
\]

\[
[M_{\mu\nu}, K_\rho] = \delta_{\nu\rho} K_\mu - \delta_{\mu\rho} K_\nu, \tag{33}
\]

\[
[M_{\mu\nu}, M_{\rho\sigma}] = \delta_{\nu\rho} M_{\mu\sigma} - \delta_{\mu\rho} M_{\nu\sigma} + \delta_{\nu\sigma} M_{\rho\mu} - \delta_{\mu\sigma} M_{\rho\nu}, \tag{34}
\]

\[
[D, P_\mu] = P_\mu, \tag{35}
\]

\[
[D, K_\mu] = -K_\mu, \tag{36}
\]

\[
[K_\mu, P_\nu] = 2\delta_{\mu\nu} D - 2M_{\mu\nu}, \tag{37}
\]

and all other commutators vanish.

The first three commutation relations say that $M_{\mu\nu}$ generates the algebra of Euclidean rotations $SO(d)$ and that $P_\mu, K_\mu$ transform as vectors. The last three are more interesting. Equations (35) and (36) say that $P_\mu$ and $K_\mu$ can be thought of as raising and lowering operators for $D$. We will return to this idea shortly.

**Exercise 3.7.** Define the generators

\[
L_{\mu\nu} = M_{\mu\nu},
\]

\[
L_{-1,0} = D,
\]

\[
L_{0,\mu} = \frac{1}{2}(P_\mu + K_\mu),
\]

\[
L_{-1,\mu} = \frac{1}{2}(P_\mu - K_\mu), \tag{38}
\]

where $L_{ab} = -L_{ba}$ and $a, b \in \{-1, 0, 1, \ldots, d\}$. Show that $L_{ab}$ satisfy the commutation relations of $SO(d + 1, 1)$.

The fact that the conformal algebra is $SO(d + 1, 1)$ suggests that it might be good to think about its action in terms of $R^{d+1,1}$ instead of $R^d$. This is the idea behind the “embedding space formalism” [19–24], which provides a simple and powerful way to understand the constraints of conformal invariance. We will be more pedestrian in this course, but I recommend reading about the embedding space formalism in the lecture notes by Penedones [25] or Rychkov [1].
4. Primaries and Descendants

Now that we have our conserved charges, we can classify operators into representations of those charges. We do this in steps. First we classify operators into Poincare representations, then scale+Poincare representations, and finally conformal representations.

4.1. Poincare Representations

In a rotationally-invariant QFT, local operators at the origin transform in irreducible representations of the rotation group \( \text{SO}(d) \),

\[
[M_{\mu\nu}, O^a(0)] = (S_{\mu\nu})^a_b O^b(0),
\]

where \( S_{\mu\nu} \) are matrices satisfying the same algebra as \( M_{\mu\nu} \), and \( a, b \) are indices for the \( \text{SO}(d) \) representation of \( O \).\(^{0}\) We often suppress spin indices and write the right-hand side as simply \( S_{\mu\nu} O(0) \). The action (39), together with the commutation relations of the Poincare group, determines how rotations act away from the origin.

![Fig. 8](image)

Fig. 8. The shorthand notation \( Q_0 O \) stands for surrounding \( O \) with a surface operator \( Q(\Sigma) \). Equivalently, it stands for \( [Q, O] \) in any quantization of the theory.

To see this, it is convenient to adopt shorthand notation where commutators of charges with local operators are implicit, \([Q, O] \rightarrow Q O\), see figure 8. This notation is valid because of the Jacobi identity (more formally, the fact that adjoint action gives a representation of a Lie algebra). In path integral language, \( Q_n \cdots Q_1 O(x) \) means surrounding \( O(x) \) with topological surface operators where \( Q_n \) is the outermost surface and \( Q_1 \) is

\(^{0}\)The funny index contractions in (39) ensure that \( M_{\mu\nu} \) and \( S_{\mu\nu} \) have the same commutation relations (exercise!).

\(^{1}\)Because our commutation relations (34) for \( \text{SO}(d) \) differ from the usual conventions by a factor of \( i \), the generators \( S_{\mu\nu} \) will be anti-hermitian, \( S^\dagger = -S \).
the innermost. The conformal commutation relations tell us how to re-order these surfaces.

Acting with a rotation on $\mathcal{O}(x)$, we have

$$
\begin{align*}
M_{\mu\nu} & \mathcal{O}(x) = M_{\mu\nu} e^{x^\mu P} \mathcal{O}(0) \\
& = e^{x^\mu P} (e^{-x^\mu P} M_{\mu\nu} e^{x^\mu P}) \mathcal{O}(0) \\
& = e^{x^\mu P} (-x_\mu P_\nu + x_\nu P_\mu + M_{\mu\nu}) \mathcal{O}(0) \\
& = (x_\nu \partial_\mu - x_\mu \partial_\nu + S_{\mu\nu}) e^{x^\mu P} \mathcal{O}(0) \\
& = (m_{\mu\nu} + S_{\mu\nu}) \mathcal{O}(x).
\end{align*}
$$

In the third line, we’ve used the Poincare algebra and the Hausdorff formula

$$
\begin{align*}
e^A B e^{-A} = e^{[A,1]} B & = B + [A,B] + \frac{1}{2!}[A,[A,B]] + \ldots
\end{align*}
$$

4.2. Scale+Poincare Representations

In a scale-invariant theory, it’s also natural to diagonalize the dilatation operator acting on operators at the origin,

$$
[D, \mathcal{O}(0)] = \Delta \mathcal{O}(0).
$$

The eigenvalue $\Delta$ is the dimension of $\mathcal{O}$.

**Exercise 4.1.** Mimic the computation (40) to derive the action of dilatation on $\mathcal{O}(x)$ away from the origin,

$$
[D, \mathcal{O}(x)] = (x^\mu \partial_\mu + \Delta) \mathcal{O}(x).
$$

Equation (43) is constraining enough to fix two-point functions of scalars up to a constant. Firstly, by rotation and translation invariance, we must have

$$
\langle \mathcal{O}_1(x) \mathcal{O}_2(y) \rangle = f(|x-y|),
$$

for some function $f$.

In a scale-invariant theory with scale-invariant boundary conditions, the simultaneous action of $D$ on all operators in a correlator must vanish, as illustrated in figure 9. Moving $D$ to the boundary gives zero. On the other hand, shrinking $D$ to the interior gives the sum of its actions on the individual operators. By the Ward identity (43), this is

$$
0 = (x^\mu \partial_\mu + \Delta_1 + y^\mu \partial_\mu + \Delta_2) f(|x-y|).
$$

*It is also interesting to consider non-scale-invariant boundary conditions. These can be interpreted as having a nontrivial operator at $\infty$. 
We could alternatively derive (45) by working in some quantization, where it follows from trivial algebra and the fact that $D|0\rangle = 0$,

$$0 = \langle 0|[D, O_1(x)O_2(y)]|0\rangle = \langle 0|[D, O_1(x)]O_2(y) + O_1(x)[D, O_2(y)]|0\rangle = (x^\mu \partial_\mu + y^\mu \partial_\mu + \Delta_1 + \Delta_2) \langle 0|O_1(x)O_2(y)|0\rangle.$$

Either way, the solution is

$$f(|x - y|) = \frac{C}{|x - y|^\Delta_1 + \Delta_2}.$$

If we had an operator with negative scaling dimension, then its correlators would grow with distance, violating cluster decomposition. This is unphysical, so we expect dimensions $\Delta$ to be positive. Shortly, we will prove this fact for unitary conformal theories (and derive even stronger constraints on $\Delta$).

Fig. 9. The Ward identity for scale invariance of a two-point function.

4.3. Conformal Representations

Note that $K_\mu$ is a lowering operator for dimension,

$$DK_\mu O(0) = ([D, K_\mu] + K_\mu D)O(0) = (\Delta - 1)K_\mu O(0).$$

(Again, we’re using shorthand notation $[Q, O] \rightarrow QO$.) Thus, given an operator $O(0)$, we can repeatedly act with $K_\mu$ to obtain operators $K_{\mu_1} \cdots K_{\mu_n} O(0)$ with arbitrarily low dimension. Because dimensions are bounded from below in physically sensible theories, this process must eventually terminate. That is, there must exist operators such that

$$[K_\mu, O(0)] = 0 \quad \text{(primary operator)}. $$
Such operators are called “primary.” Given a primary, we can construct operators of higher dimension, called “descendants,” by acting with momentum generators, which act like raising operators for dimension,

\[ \mathcal{O}(0) \to P_{\mu_1} \cdots P_{\mu_n} \mathcal{O}(0) \quad \text{(descendant operators)} \]

\[ \Delta \to \Delta + n. \]  \hspace{1cm} (50)

For example, \( \mathcal{O}(x) = e^{x^\mu P_\mu} \mathcal{O}(0) \) is an (infinite) linear combination of descendant operators. The conditions (39, 42, 49) are enough to determine how \( K_\mu \) acts on any descendant using the conformal algebra. For example,

**Exercise 4.2.** Let \( \mathcal{O}(0) \) be a primary operator with rotation representation matrices \( S_{\mu\nu} \) and dimension \( \Delta \). Using the conformal algebra, show

\[ [K_\mu, \mathcal{O}(x)] = (k_\mu + 2\Delta x_\mu - 2x^\nu S_{\mu\nu}) \mathcal{O}(x), \]  \hspace{1cm} (51)

where \( k_\mu \) is the conformal Killing vector defined in (24).

To summarize, a primary operator satisfies

\[ [D, \mathcal{O}(0)] = \Delta \mathcal{O}(0) \]

\[ [M_{\mu\nu}, \mathcal{O}(0)] = S_{\mu\nu} \mathcal{O}(0) \]

\[ [K_\mu, \mathcal{O}(0)] = 0. \]  \hspace{1cm} (52)

From these conditions, we can construct a representation of the conformal algebra out of \( \mathcal{O}(0) \) and its descendants,

\begin{center}
\begin{tabular}{c|c}
operator & dimension \\
--- & --- \\
\vdots & \\
\( P_{\mu_1} P_{\mu_2} \mathcal{O}(0) \) & \( \Delta + 2 \) \\
\( \uparrow \) & \\
\( P_{\mu_1} \mathcal{O}(0) \) & \( \Delta + 1 \) \\
\( \uparrow \) & \\
\( \mathcal{O}(0) \) & \( \Delta \). \\
\end{tabular}
\end{center}  \hspace{1cm} (53)

The action of conformal generators on each state follows from the conformal algebra. This should remind you of the construction of irreducible representations of \( SU(2) \) starting from a highest-weight state. In this case, our primary is a lowest-weight state of \( D \), but the representation is built in an analogous way.\(^1\) It turns out that any local operator in a unitary CFT is

\(^1\)Generically, the representation (53) is an induced representation \( \text{Ind}_{H}^{G}(R_{H}) \), where \( H \) is the subgroup of the conformal group generated by \( D, M_{\mu\nu}, K_\mu \) (called the isotropy subgroup), \( R_{H} \) is the finite-dimensional representation of \( H \) defined by (52), and \( G \) is the
a linear combination of primaries and descendants. We will prove this in section 7.4.

**Exercise 4.3.** Show that (15), (40), (43), and (51) can be summarized as

\[ [Q_\epsilon, \mathcal{O}(x)] = \left( \epsilon \cdot \partial + \frac{\Delta}{d} (\partial \cdot \epsilon) - \frac{1}{2} (\partial^\mu \epsilon^\nu) S_{\mu\nu} \right) \mathcal{O}(x). \]  

(54)

**Exercise 4.4.** Deduce that \( T^{\mu\nu} \) is primary by comparing (54) with (31).

### 4.4. Finite Conformal Transformations

An exponentiated charge \( U = e^{Q_\epsilon} \) implements a finite conformal transformation. Denote the corresponding diffeomorphism \( e^\epsilon \) by \( x \mapsto x'(x) \). By comparing with (25) and (26), we find that (54) exponentiates to

\[ U \mathcal{O}^a(x) U^{-1} = \Omega(x')^\Delta D(R(x'))^a_b \mathcal{O}^b(x'), \]  

(55)

where as before

\[ \frac{\partial x'^\mu}{\partial x^\nu} = \Omega(x') R^\mu_\nu(x'), \quad R^\mu_\nu(x') \in \text{SO}(d). \]  

(56)

Here, \( D(R)^a_\nu \) is a matrix implementing the action of \( R \) in the SO\((d)\) representation of \( \mathcal{O} \), for example

\[
\begin{align*}
D(R) &= 1 \quad \text{(scalar representation),} \\
D(R)^\mu_\nu &= R^\mu_\nu \quad \text{(vector representation),} \\
\cdots & \quad \cdots 
\end{align*}
\]  

(57)

and so on.

We could have started the whole course by taking (55) as the definition of a primary operator. But the connection to the underlying conformal algebra will be crucial in what follows, so we have chosen to derive it.

**Exercise 4.5.** Show that the transformation (55) composes correctly to give a representation of the conformal group. That is, show

\[ U_{g_1} U_{g_2} \mathcal{O}^a(x) U^{-1}_{g_2} U^{-1}_{g_1} = U_{g_1 g_2} \mathcal{O}^a(x) U^{-1}_{g_1 g_2} \]  

(58)

where \( x \mapsto g_i(x) \) are conformal transformations, \( g_1 g_2 \) denotes composition \( x \mapsto g_1(g_2(x)) \), and \( U_g \) is the unitary operator associated to \( g \).

full conformal group. It is also called a parabolic Verma module. Sometimes the operator \( \mathcal{O} \) satisfies “shortening conditions” where a linear combination of descendants vanishes. (A conserved current is an example.) In this case, the Verma module is reducible and the actual conformal multiplet of \( \mathcal{O} \) is one of the irreducible components.
5. Conformal Correlators

5.1. Scalar Operators

We have already seen that scale invariance fixes two-point functions of scalars up to a constant
\[ \langle O_1(x_1)O_2(x_2) \rangle = \frac{C}{|x_1 - x_2|^\Delta_1 + \Delta_2} \] (SFT). \hfill (59)

For primary scalars in a CFT, the correlators must satisfy a stronger Ward identity,
\[ \langle O_1(x_1)\cdots O_n(x_n) \rangle = \langle (U O_1(x_1)U^{-1}) \cdots (U O_n(x_n)U^{-1}) \rangle \]
\[ = \Omega(x_1')^{\Delta_1} \cdots \Omega(x_n')^{\Delta_n} \langle O_1(x_1') \cdots O_n(x_n') \rangle. \] \hfill (60)

Let us check whether this holds for (59).

**Exercise 5.1.** Show that for a conformal transformation,
\[ (x - y)^2 = (x' - y')^2 \Omega(x') \Omega(y'). \] \hfill (61)

*Hint: This is obviously true for translations, rotations, and scale transformations. It suffices to check it for inversions \( I : x \to \frac{x}{x^2} \) (why?).*

Using (61), we find
\[ \frac{C}{|x_1 - x_2|^\Delta_1 + \Delta_2} = \Omega(x_1')^{\Delta_1 + \Delta_2} \Omega(x_2')^{\Delta_1 + \Delta_2} \frac{C}{|x_1' - x_2'|^{\Delta_1 + \Delta_2}}. \] \hfill (62)

Consistency with (60) then requires \( \Delta_1 = \Delta_2 \) or \( C = 0 \). In other words,
\[ \langle O_1(x_1)O_2(x_2) \rangle = \frac{C_1^2}{x_{12}^{\Delta_1 + \Delta_2}} \] (CFT, primary operators), \hfill (63)

where \( x_{12} \equiv x_1 - x_2 \).

**Exercise 5.2.** Recover the same result using the Ward identity for \( K_\mu \)
\[ \langle [K_\mu, O_1(x_1)]O_2(x_2) \rangle + \langle O_1(x_1)[K_\mu, O_2(x_2)] \rangle = 0. \] \hfill (64)

Conformal invariance is also powerful enough to fix a three-point function of primary scalars, up to an overall coefficient. Using (61), it’s easy to check that the famous formula [8]
\[ \langle O_1(x_1)O_2(x_2)O_3(x_3) \rangle = \frac{f_{123}}{x_{12}^{\Delta_1 + \Delta_2 - \Delta_3} x_{23}^{\Delta_2 + \Delta_3 - \Delta_1} x_{31}^{\Delta_3 + \Delta_1 - \Delta_2}} \] \hfill (65)

with \( f_{123} \) constant, satisfies the Ward identity (60).
With four points, there are nontrivial conformally invariant combinations of the points called “conformal cross-ratios,”

\[ u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \quad v = \frac{x_{23}^2 x_{14}^2}{x_{13}^2 x_{24}^2}. \] (66)

The reason that there are exactly two independent cross-ratios can be understood as follows.

- Using special conformal transformations, we can move \( x_4 \) to infinity.
- Using translations, we can move \( x_1 \) to zero.
- Using rotations and dilatations, we can move \( x_3 \) to \((1,0,\ldots,0)\).
- Using rotations that fix \( x_3 \), we can move \( x_2 \) to \((x,y,0,\ldots,0)\).

![Fig. 10. Using conformal transformations, we can place four points on a plane in the configuration shown above (figure from [26]).]

This procedure leaves exactly two undetermined quantities \( x, y \), giving two independent conformal invariants. Evaluating \( u \) and \( v \) for this special configuration of points (figure 10) gives

\[ u = z \bar{z}, \quad v = (1 - z)(1 - \bar{z}), \] (67)

where \( z \equiv x + iy \).

Four-point functions can depend nontrivially on the cross-ratios. For a scalar \( \phi \) with dimension \( \Delta_{\phi} \), the formula

\[ \langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle = \frac{g(u,v)}{x_{12}^{2\Delta_{\phi}} x_{34}^{2\Delta_{\phi}}} \] (68)

satisfies the Ward identity (60) for any function \( g(u,v) \).

**Exercise 5.3.** Generalize (68) to the case of non-identical scalars \( \phi_i(x) \) with dimensions \( \Delta_i \).
The left-hand side of (68) is manifestly invariant under permutations of the points \(x_i\). This leads to consistency conditions on \(g(u, v)\),

\[
g(u, v) = g(u/v, 1/v) \quad \text{(from swapping } 1 \leftrightarrow 2 \text{ or } 3 \leftrightarrow 4),
\]

(69)

\[
g(u, v) = (u/v)^{\Delta_g} g(v, u) \quad \text{(from swapping } 1 \leftrightarrow 3 \text{ or } 2 \leftrightarrow 4). \tag{70}
\]

All other permutations can be generated from the ones above. We will see shortly that \(g(u, v)\) is actually determined in terms of the dimensions \(\Delta_i\) and three-point coefficients \(f_{ijk}\) of the theory. Equation (69) will be satisfied for trivial reasons. However (70) will lead to powerful constraints on the \(\Delta_i, f_{ijk}\).

5.2. Spinning Operators

The story is similar for operators with spin. For brevity, we give the answers without doing any computations. The embedding space formalism provides a transparent and practical way to derive all of these results \[24\], so it’s not worth dwelling on them here.

Two-point functions of spinning operators are fixed by conformal invariance. They are nonzero only if the operators have identical dimensions and spins. For example, a two-point function of spin-1 operators with dimension \(\Delta\) is given by

\[
\langle J_{\mu}(x) J_{\nu}(y) \rangle = C_J \frac{I_{\mu\nu}(x-y)}{(x-y)^{2\Delta}}, \tag{71}
\]

\[
I_{\mu\nu}(x) \equiv \delta_{\mu\nu} - 2 \frac{x_\mu x_\nu}{x^2}, \tag{72}
\]

where \(C_J\) is a constant. Note that \(I_{\mu\nu}(x)\) is the orthogonal matrix associated with an inversion, \(\frac{\partial x'}{\partial x} = \Omega(x) I_{\mu\nu}(x)\).

Exercise 5.4. Check that (71) is consistent with conformal symmetry. Hint: it is enough to check inversions.

Two-point functions of operators in more general spin representations can be constructed from the above. For spin-\(\ell\) traceless symmetric tensors,

\[
\langle J^{\mu_1...\mu_\ell}(x) J_{\nu_1...\nu_\ell}(0) \rangle = C_J \left( \frac{I^{\mu_1...\mu_\ell}(x) \cdots I^{\mu_1...\mu_\ell}(x)}{x^{2\Delta}} - \text{traces} \right), \tag{73}
\]

where we can symmetrize either the \(\mu\)'s or \(\nu\)'s (or both). Subtracting traces means adding terms proportional to \(\delta_{\mu_i\mu_j}\) and \(\delta_{\nu_i\nu_j}\) so that the result is separately traceless in the \(\mu\) indices and the \(\nu\) indices (not necessarily under \(\mu-\nu\) contractions).
It is sometimes conventional to normalize $J$ so that $C_J = 1$ in (71), (73). An exception is if $J$ already has a natural normalization. For example, the normalization of the stress tensor is fixed by demanding that $T^\mu{}\nu$ satisfy the appropriate Ward identities. In this case, $C_T$ is physically meaningful.

Three-point functions are fixed up to a finite number of coefficients. For example, a three-point function of scalars $\phi_1$, $\phi_2$ and a spin-$\ell$ operator $J_{\mu_1...\mu_\ell}$ is determined up to a single coefficient $f_{\phi_1,\phi_2,J}$,

$$\langle \phi_1(x_1)\phi_2(x_2)J^{\mu_1...\mu_\ell}(x_3) \rangle = \frac{f_{\phi_1,\phi_2,J}}{x_{12}^{\Delta_1}x_{23}^{\Delta_2}x_{31}^{\Delta_3}}(Z^{\mu_1}...Z^{\mu_\ell} - \text{traces}),$$

$$Z^\mu \equiv \frac{x_{13}^\mu}{x_{13}^3} - \frac{x_{23}^\mu}{x_{23}^3}, \quad (74)$$

When multiple operators have spin, there can be more than one linearly independent structure consistent with conformal invariance.

Formula (74) applies when $J^{\mu\nu}$ is the stress tensor. In that case, the coefficient $f_{\phi_1,\phi_2,T}$ is fixed by demanding that integrals of $T^\mu{}\nu$ give the correct action of the conformal charges $Q_\epsilon$ (see the exercise in João Penedones’ notes [25]). The result is

$$f_{\phi_1,\phi_2,T} = -\frac{d\Delta_1}{d-1} \frac{1}{S_d} C_{12}, \quad (75)$$

where $S_d$ is the volume of the unit sphere $S^{d-1}$ and $C_{12}$ is the coefficient in the two-point function $\langle \phi_1(x)\phi_2(0) \rangle = C_{12}x^{-2\Delta_1}$ (note $C_{12}$ vanishes unless $\Delta_1 = \Delta_2$). The coefficient $f_{\phi_1,\phi_2,J}$ is fixed by Ward identities whenever $J$ is a conserved current.

6. Radial Quantization and the State-Operator Correspondence

So far, we’ve written lots of commutation relations, and carefully pointed out that they are true in any quantization of the theory. Now we’ll really put that idea to use. In general, we should choose quantizations that respect symmetries. In a scale-invariant theory, it’s natural to foliate spacetime with spheres around the origin and consider evolving states from smaller spheres to larger spheres using the dilatation operator (figure 11). This is called “radial quantization.” The sphere $S^{d-1}$ has an associated Hilbert space $\mathcal{H}$. We can act on $\mathcal{H}$ by inserting operators on the surface of the sphere. For example, to act with a symmetry generator $Q$, we insert the surface operator $Q(S^{d-1})$ into the path integral (figure 12).
In radial quantization, a correlation function gets interpreted as a radially ordered product,

$$\langle \mathcal{O}_1(x_1) \cdots \mathcal{O}_n(x_n) \rangle = \langle 0 | R\{ \mathcal{O}_1(x_1) \cdots \mathcal{O}_n(x_n) \} | 0 \rangle$$

$$\equiv \theta(|x_n| - |x_{n-1}|) \cdots \theta(|x_2| - |x_1|) \langle 0 | \mathcal{O}(x_n) \cdots \mathcal{O}(x_1) | 0 \rangle + \text{permutations.} \quad (76)$$

Of course, we can perform radial quantization around different points. The same correlation function then gets interpreted as an expectation value of differently ordered operators acting on different states in different (but isomorphic) Hilbert spaces (figure 13). This is completely analogous to changing reference frames in Lorentz invariant theories. The radial ordering prescription is consistent because operators at the same radius but different angles on the sphere commute, just as spacelike-separated operators commute in the usual quantization.
Fig. 13. When we perform radial quantization around different points, the same correlator gets interpreted as a product of operators with different orderings.

6.1. **Operator $\implies$ State**

The simplest way to prepare a state in radial quantization is to perform the path integral over the interior $B$ of the sphere, with no operator insertions inside $B$. This gives the vacuum state $|0\rangle$ on the boundary $\partial B$ (figure 14). It’s easy to see that $|0\rangle$ is invariant under all symmetries because a topological surface on the boundary of $B$ can be shrunk to zero inside $B$ (figure 15).

![Diagram](image1)

**Fig. 14.** The vacuum in radial quantization is given by the path integral over the interior of the sphere, with no operator insertions.

![Diagram](image2)

**Fig. 15.** The vacuum is automatically invariant under all symmetries.

To be explicit, suppose our CFT is given by the path integral over a scalar field $\phi$. The Hilbert space in radial quantization is spanned by “field eigenstates” $|\phi_b\rangle$, where $\phi_b(n)$ is a field configuration on the sphere $n \in \partial B$. 

The subscript “$b$” indicates that $\phi_b$ is defined only on the boundary $\partial B$ and not in the interior. A general state is a linear combination of field eigenstates

$$|\psi\rangle \equiv \int D\phi_b|\phi_b\rangle \langle \phi_b|\psi\rangle.$$  \hspace{1cm} (77)

Here, $\int D\phi_b$ represents a $d-1$-dimensional path integral over fields on $\partial B$.

For the vacuum, the coefficients $\langle \phi_b|0\rangle$ are given by the path integral over the interior with boundary conditions $\phi_b$ and no operator insertions,

$$\langle \phi_b|0\rangle = \int_{\phi(1,n)=\phi_b(n), r \leq 1} D\phi(r,n)e^{-S[\phi]}.$$  \hspace{1cm} (78)

A more exciting possibility is to insert an operator $O(x)$ inside $B$ and then perform the path integral,

$$\langle \phi_b|O(x)|0\rangle = \int_{\phi(1,n)=\phi_b(n), r \leq 1} D\phi(r,n)O(x)e^{-S[\phi]}.$$  \hspace{1cm} (79)

This defines a state called $O(x)|0\rangle$, see figure 16. By inserting different operators inside $B$, we can prepare a variety of states on the boundary $\partial B$. In this language, $|0\rangle$ is prepared by inserting the unit operator.

![Fig. 16. The state $O(x)|0\rangle$ is given by inserting $O(x)$ inside the sphere and performing the path integral over the interior.](image)

6.2. **Operator $\leftrightarrow$ State**

This construction also works backwards. Let $|O_i\rangle$ be eigenstates of the dilatation operator

$$D|O_i\rangle = \Delta_i|O_i\rangle.$$  \hspace{1cm} (80)

The $|O_i\rangle$ can themselves be used as operators: we cut spherical holes $B_i$ out of the path integral centered around positions $x_i$ and glue in the states $|O_i\rangle$ at the boundary of the holes, as in figure 17. This gives a quantity
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Fig. 17. A correlator of states is defined by cutting holes out of the path integral and gluing states into the holes.

that behaves exactly like a correlator of local operators. In the scalar field example, the gluing procedure gives

$$\langle O_1(x_1) \cdots O_n(x_n) \rangle = \int \prod_i D\phi_{b_i} \langle \phi_{b_i} | O_i \rangle \int_{x \in B_i} D\phi(x) e^{-S}, \quad (81)$$

where the path integral $D\phi(x)$ is performed over the region outside the balls $B_i$, and the integrals $D\phi_{b_i}$ are over field configurations on the boundaries $\partial B_i$. Here, $\phi_{b_i}$ denotes the restriction of the bulk field $\phi(x)$ to the $i$-th boundary $\partial B_i$.

This construction only works when the $x_i$ are far enough apart that the balls $B_i$ don’t overlap. If they’re too close together, we can use

$$\langle O(x_1) \cdots O(x_n) \rangle = \lambda^{\sum_i \Delta_i} \langle O_1(\lambda x_1) \cdots O_n(\lambda x_n) \rangle, \quad (82)$$

with $\lambda$ sufficiently large to define the correlator. Since the $x_i$ can now be arbitrarily close together, we have defined local operators.$^6$

6.3. Operator $\Longleftrightarrow$ State

So far I’ve been vague about what I mean by a local operator. But now, we can give a rigorous definition: we will simply define a local operator to be an eigenstate of $D$ in radial quantization.$^7$ With this definition, the two

$^6$A more careful construction of the state $\Rightarrow$ operator map that doesn’t require this rescaling trick is given in Polchinski [4] volume 1, chapter 2.

$^7$The dilatation operator is diagonalizable in unitary (reflection positive) CFTs. However, there exist interesting non-unitary theories where $D$ has a nontrivial Jordan block.
constructions above are inverse to each other, with the identification
\[ \mathcal{O}(0) \leftrightarrow \mathcal{O}(0)|0\rangle \equiv |\mathcal{O}\rangle. \] (83)
This is the “state-operator correspondence.”

It is straightforward to see how the conformal group acts on states in radial quantization. A primary operator creates a state that is killed by \( K_\mu \) and transforms in a finite-dimensional representation of \( D \) and \( M_{\mu\nu} \),
\[
\begin{align*}
[K_\mu, \mathcal{O}(0)] &= 0 \quad \leftrightarrow \quad K_\mu |\mathcal{O}\rangle = 0, \quad (84) \\
[D, \mathcal{O}(0)] &= \Delta \mathcal{O}(0) \quad \leftrightarrow \quad D|\mathcal{O}\rangle = \Delta|\mathcal{O}\rangle, \quad (85) \\
[M_{\mu\nu}, \mathcal{O}(0)] &= S_{\mu\nu} \mathcal{O}(0) \quad \leftrightarrow \quad M_{\mu\nu}|\mathcal{O}\rangle = S_{\mu\nu}|\mathcal{O}\rangle. \quad (86)
\end{align*}
\]
This follows by acting on \( |0\rangle \) with the operator equations above and using the fact that \( |0\rangle \) is killed by \( K, D, \) and \( M \).

A conformal multiplet in radial quantization is given by acting with momentum generators on a primary state
\[ |\mathcal{O}\rangle, P_\mu |\mathcal{O}\rangle, P_\mu P_\nu |\mathcal{O}\rangle, \ldots \quad \text{(conformal multiplet).} \quad (87) \]
This is equivalent to acting with derivatives of \( \mathcal{O}(x) \) at the origin, for example
\[ \partial_\mu \mathcal{O}(x)|_{x=0} |0\rangle = [P_\mu, \mathcal{O}(0)]|0\rangle = P_\mu |\mathcal{O}\rangle. \quad (88) \]
The operator \( \mathcal{O}(x) \) creates an infinite linear combination of descendants,
\[ \mathcal{O}(x)|0\rangle = e^{x \cdot P} \mathcal{O}(0) e^{-x \cdot P}|0\rangle = e^{x \cdot P}|\mathcal{O}\rangle = \sum_{n=0}^{\infty} \frac{1}{n!} (x \cdot P)^n |\mathcal{O}\rangle. \quad (89) \]
As with the classification of operators, the action of the conformal algebra on a multiplet in radial quantization is determined by the commutation relations of the algebra. In fact the required computations look exactly identical to the computations we did to determine the action of conformal generators on operators (40, 43, 51). This is because by surrounding operators with charges supported on spheres, we were secretly doing radial quantization all along!

6.4. Another View of Radial Quantization

To study a conformal Killing vector \( \epsilon \), it is often helpful to perform a Weyl rescaling of the metric \( g \to \Omega(x)^2 g \) so that \( \epsilon \) becomes a regular Killing decomposition. In these cases, we define a local operator as a finite-dimensional representation of \( D \).
vector, i.e. an isometry. We can turn a dilatation into an isometry by
performing a Weyl rescaling from \( \mathbb{R}^d \) to the cylinder \( \mathbb{R} \times S^{d-1} \),
\[
\begin{align*}
  ds^2_{\mathbb{R}^d} &= dr^2 + r^2 ds^2_{S^{d-1}} \\
  &= r^2 \left( \frac{dr^2}{r^2} + ds^2_{S^{d-1}} \right) \\
  &= e^{2\tau} (dr^2 + ds^2_{S^{d-1}}) = e^{2\tau} ds^2_{\mathbb{R}\times S^{d-1}},
\end{align*}
\]
where \( r = e^\tau \).

Dilatations \( r \to \lambda r \) become shifts of radial time \( \tau \to \tau + \log \lambda \). Radial
quantization in flat space is equivalent to the usual quantization on the
cylinder. States live on spheres and time evolution is generated by acting
with \( e^{-D\tau} \). While the development of radial quantization in the previous
sections relied only on scale invariance, the cylinder picture relies on con-
formal invariance because we have performed a nontrivial Weyl rescaling.

Let us build a more detailed dictionary between the two pictures. Under
a Weyl rescaling, correlation functions of local operators transform as
\[
\langle O_1(x_1) \cdots O_n(x_n) \rangle_g = \left( \prod_i \Omega(x_i)^{\Delta_i} \right) \langle O_1(x_1) \cdots O_n(x_n) \rangle_{\Omega^2 g},
\]
where \( \Omega \) is a local operator.

Exercise 6.1. By integrating by parts in (43), show that
\[
T_{\mu}^\mu(x) O(y) = \Delta \delta(x - y) O(y).
\]
An insertion of \( T_{\mu}^\mu \) is the response of the theory to an infinitesimal Weyl
transformation \( g \to e^{2\delta \omega} g \). Derive (91) by exponentiation.\(^7\)

\(^7\)In even dimensions, the partition function itself can transform with a Weyl anomaly
\( \langle 1 \rangle_g = \langle 1 \rangle_{\Omega^2 g} e^{S_{\text{Weyl}}[\omega]} \). This will not be important for our discussion, so we have divided
through by the partition function.

\(^8\)Comparing the flat and cylindrical Ising models is relatively easy in 2d, but harder in
3d since \( S^2 \) is curved. See [27] for a recent attempt.

\(^7\)We cheated here by only deriving (92) in flat space. In curved space there is an addi-
tional contribution to \( T_{\mu}^\mu \) coming from the Weyl anomaly. This factor cancels in (91).
There could also be modifications to the contact term (92). However, in a conformally
flat metric, we can simply define the curved space operator \( O(x) \) so that it satisfies (92).
For instance, we may modify the Weyl factor so that it is constant in a tiny neighborhood.
Thus, given an operator $O(x)$ in $\mathbb{R}^d$, it is natural to define a cylinder operator

$$O_{\text{cyl}}(\tau, n) \equiv e^{\Delta \tau} O_{\text{flat}}(x = e^{\tau} n).$$

(93)

We often omit the subscripts “cyl.” and “flat,” relying on the coordinates to indicate which type of operator we’re discussing.

**Exercise 6.2.** Using (91), compute a two-point function of cylinder operators

$$\langle O(\tau_1, n_1)O(\tau_2, n_2)\rangle.$$  

(94)

Verify that it is time-translationally invariant on the cylinder. Show that in the limit of large time separation $\tau = \tau_2 - \tau_1 \gg 1$, the two-point function has an expansion in terms of the form $e^{-(\Delta + n)\tau}$ with integer $n \geq 0$. Interpret these as coming from the exchange of states in the conformal multiplet of $O$.

7. Reflection Positivity and Unitarity Bounds

7.1. Reflection Positivity

In Lorentzian signature, we are interested in unitary theories: theories where the conserved charges (including the Hamiltonian) are Hermitian operators so that they generate unitary transformations. Unitarity in Lorentzian signature is equivalent to a property called “reflection positivity” in Euclidean signature.\textsuperscript{6}

Consider a Lorentzian theory with a local operator $O_L$ and Hermitian energy-momentum generators $(H, P_L)$ ($L$ is for “Lorentzian”). We have the textbook formula

$$O_L(t, x) = e^{iHt - i\mathbf{x} \cdot \mathbf{P}_L} O_L(0, 0) e^{-iHt + i\mathbf{x} \cdot \mathbf{P}_L}.$$  

(95)

Let $O_L(0, 0)$ be Hermitian. It follows from (95) that $O_L(t, x)$ is Hermitian too.

Now, let us Wick-rotate to Euclidean signature,

$$O_E(t_E, x) \equiv O_L(-it_E, x) = e^{H t_E - i\mathbf{x} \cdot \mathbf{P}_L} O_L(0, 0) e^{-H t_E + i\mathbf{x} \cdot \mathbf{P}_L}.$$  

(96)

of $O(x)$ and the flat-space calculation applies. This definition might not be consistent with other independent definitions. For instance, if $O(x)$ is the stress tensor, it gives a different answer from the canonical definition (8) because of the Weyl anomaly.\textsuperscript{8}

\textsuperscript{6}We make some brief comments about Euclidean vs. Lorentzian field theory and analytic continuation in appendix B.
The Euclidean operator satisfies
\[ \mathcal{O}_E(t_E, x) = \mathcal{O}_E(-t_E, x). \] (97)

To Wick-rotate an operator with spin, we conventionally add factors of \(-i\) to the time components,\(^\text{aa}\) e.g. for a vector operator \(\mathcal{O}_L^\mu\),
\[ \mathcal{O}_E^0(t_E, x) = -i \mathcal{O}_L^0(-it_E, x), \]
\[ \mathcal{O}_E^i(t_E, x) = \mathcal{O}_L^i(-it_E, x). \] (98)

This leads to
\[ \mathcal{O}^{\mu_1 \cdots \mu_\ell}_E(t_E, x)^\dagger = \Theta^{\mu_1 \nu_1} \cdots \Theta^{\mu_\ell \nu_\ell} \mathcal{O}_{E \nu_1 \cdots \nu_\ell}(-t_E, x), \] (99)
where \(\Theta^{\mu \nu} = \delta^{\mu \nu} - 2 \delta^{\mu 0} \delta^{0 \nu}\) is a reflection in the time-direction.

Thus, the way Hermitian conjugation acts on a Euclidean operator depends on which direction we call time. Whether an operator is Hermitian or not depends on how we quantize the theory! This is very different from Lorentzian signature, where the conjugation properties of operators don’t depend on a choice of reference frame.

As an example, consider the momentum generators
\[ P^\mu = -\int d^{d-1}x T^{\mu 0}(0, x). \] (100)
(From now on, we work in the Euclidean theory and omit the \(E\) subscripts.) Using (99), we have
\[ T^{\mu 0}(0, x)^\dagger = -T^{\mu 0}(0, x), \]
\[ T^{00}(0, x)^\dagger = T^{00}(0, x). \] (101)
It follows that \(P^0\) is Hermitian, and the \(P^i\) are antihermmitian. We may write
\[ P^0 = H, \quad P^i = -i P^i_L, \] (102)
with \(H, P_L\) Hermitian, and then (16) agrees with the formula we got from Wick rotation (96). If we had quantized with a different time direction, say the \(x_1\)-direction, then we would conclude that \(P^1\) is Hermitian, while \(P^0, P^2, \ldots, P^{d-1}\) are antihermmitian.

To reiterate, the way conjugation acts on operators depends on how we quantize our theory. This makes sense, because Hermitian conjugation is something you do to operators on Hilbert spaces, and different quantizations have different Hilbert spaces.

\(^{\text{aa}}\) These factors are needed to make Euclidean correlation functions manifestly covariant under \(\text{SO}(d)\) rotations.
This raises the question: given a Euclidean path integral, how do we know if it computes the Wick-rotation of a unitary Lorentzian theory? One important condition is that norms of states should be positive. Consider some in-state $|\psi\rangle$ given by acting on the vacuum with a bunch of operators at negative Euclidean time

$$|\psi\rangle = O(-t_{E1}) \cdots O(-t_{En})|0\rangle.$$  \hfill (103)

For brevity, we suppress the spatial positions of the operators. The conjugate state is given by

$$\langle \psi | = (O(-t_{E1}) \cdots O(-t_{En})|0\rangle)^\dagger = \langle 0|O(t_{En}) \cdots O(t_{E1}).$$  \hfill (104)

That is, $\langle \psi |$ is given by taking the vacuum in the future and positioning operators in a time-reflected way. Thus, the condition

$$\langle \psi |\psi \rangle \geq 0$$  \hfill (105)

says that a time-reflection symmetric configuration should have a positive path integral, see figure 18. This is called “reflection positivity.”

![Reflection positivity](image)

Fig. 18. Reflection positivity.

If a Euclidean theory is the Wick-rotation of a unitary Lorentzian theory, then it will be reflection positive. However, some theories are more naturally defined in Euclidean signature. In this case, reflection positivity must be checked. It often suffices to check it in any microscopic theory in the same universality class as the CFT we’re interested in.

**Exercise 7.1.** Consider the 2d Ising lattice correlator shown in figure 19. Show that it can be written as a sum of squares, and is hence positive. (Hint: first sum over spins off the line $L$, and then sum over spins on $L$.) Generalize your proof to argue that the 2d Ising model is reflection-positive.
Fig. 19. A two point function on a $4 \times 5$ Ising lattice with free boundary conditions, with spin operators inserted at the sites marked with an X.

The Osterwalder-Schrader reconstruction theorem says that, given a collection of Euclidean correlators satisfying reflection positivity (and some additional technical assumptions), we can reconstruct a unitary Lorentzian quantum field theory by analytic continuation [28]. So reflection positivity in Euclidean signature and unitarity in Lorentzian signature are essentially equivalent, and we will use the terms interchangeably.

7.1.1. Real vs. Complex Operators

Because Hermitian conjugation is tricky in Euclidean signature, it is helpful introduce some extra terminology. We call a local operator “real” if it is Hermitian in Lorentzian signature. In Euclidean signature, real operators satisfy (99). By contrast, for a complex operator $O^\dagger_L = O^\ast_L$, we have

$$O_{E}(t_E, x)\dagger = \Theta _{\mu _1 \nu _1} \cdots \Theta _{\mu _\ell \nu _\ell } O_{E}^\ast (-t_E, x).$$

(106)

Later we will need the following result. If $\phi_1, \phi_2$ are real scalars and $O$ is a real operator with spin $\ell$ in a unitary theory, then the three-point coefficient $f_{\phi_1 \phi_2 O}$ is real. This is easiest to see in Lorentzian signature when the operators are spacelike separated $x_{ij}^2 > 0$. Because local operators commute at spacelike separation, we have

$$\langle 0|\phi_1(x_1)\phi_2(x_2)O^{\mu_1\cdots \mu_\ell}(x_3)|0\rangle^* = \langle 0|\phi_1(x_1)\phi_2(x_2)O^{\mu_1\cdots \mu_\ell}(x_3)|0\rangle. \quad (107)$$

Substituting (74) gives $f^*_{\phi_1 \phi_2 O} = f_{\phi_1 \phi_2 O}$.

7.2. Reflection Positivity on the Cylinder

Reflection-positivity (or unitarity) has interesting consequences for CFTs on the cylinder. The Hermitian conjugate of a real cylinder operator is

$$O_{cyl}(\tau, n)^{\dagger_{rad}} = O_{cyl}(-\tau, n).$$

(108)
Using (93), this becomes
\[ \mathcal{O}_{\text{flat}}(x)^{\dagger_{\text{rad}}} = x^{-2\Delta} \mathcal{O}_{\text{flat}} \left( \frac{x^\mu}{x^2} \right). \] (109)

Above, we have written \( ^\dagger_{\text{rad}} \) to emphasize that Hermitian conjugation in radial quantization is different from Hermitian conjugation in the usual \( P^0 \) quantization. From now on we write simply \( ^\dagger \), and hope that the meaning will be clear from context.

The right-hand side of (109) is just the image of \( \mathcal{O}(x) \) under an inversion \( I : x^\mu \rightarrow \frac{x^\mu}{x^2} \). The same is true for operators with spin, where the full formula (55) gives
\[ \mathcal{O}^{\mu_1 \cdots \mu_\ell}(x)^{\dagger} = I^{\mu_1 \nu_1}(x) \cdots I^{\mu_\ell \nu_\ell}(x) x^{-2\Delta} \mathcal{O}^{\nu_1 \cdots \nu_\ell} \left( \frac{x}{x^2} \right), \]
\[ I^{\mu \nu}(x) = \delta^\mu_\nu - \frac{2x^\mu x^\nu}{x^2}. \] (110)

**Exercise 7.2.** Check that the two-point function of spin-1 operators (71) satisfies reflection-positivity on the cylinder if \( C_J > 0 \).

Applying (110) to the stress tensor, we find that the action of conjugation on the conformal charges in radial quantization is
\[ Q^\dagger_\epsilon = -Q_{I\epsilon I}. \] (111)

In particular, we have
\[ M^\dagger_{\mu \nu} = -M_{\mu \nu}, \]
\[ D^\dagger = D, \]
\[ P^\dagger_\mu = K_\mu. \] (112)

These facts let us calculate properties of correlation functions purely algebraically. As an example, consider a two-point function. Letting \( \tilde{y} = y/y^2 \), we have
\[ \langle \mathcal{O}(y) \mathcal{O}(x) \rangle = \langle 0 | (y^{-2\Delta} \mathcal{O}(\tilde{y}))^\dagger \mathcal{O}(x) | 0 \rangle \]
\[ = y^{-2\Delta} \langle 0 | (e^{\tilde{y} P} \mathcal{O}(0) e^{-\tilde{y} P})^\dagger e^{x P} \mathcal{O}(0) e^{-x P} | 0 \rangle \]
\[ = y^{-2\Delta} \langle 0 | e^{-\tilde{y} K} \mathcal{O}(0)^\dagger e^{\tilde{y} K} e^{x P} \mathcal{O}(0) e^{-x P} | 0 \rangle \]
\[ = y^{-2\Delta} \langle 0 | e^{-\tilde{y} K} e^{x P} \mathcal{O}(0)^\dagger | 0 \rangle \]
\[ = y^{-2\Delta} \langle 0 | e^{\tilde{y} K} e^{x P} \mathcal{O} | 0 \rangle, \] (113)
where we’ve defined
\[
\langle O \rangle \equiv \langle 0 | O(0) \rangle = \lim_{y \to \infty} y^{2\Delta} \langle 0 | O(y) \rangle.
\] (114)

By expanding the exponentials, we can evaluate (113) using the conformal algebra. For example, the first couple terms are
\[
\langle O(y) O(x) \rangle = y^{-2\Delta} \left( \langle O | O \rangle + \frac{y^\mu}{y^\nu} x^\nu \langle O | K_\mu P_\nu | O \rangle + \ldots \right),
\] (115)

where we’ve used that \( K | O \rangle = \langle O | P = 0 \) because \( O \) is primary. Using the conformal commutation relations,
\[
\langle O | K_\mu P_\nu | O \rangle = \langle O | [K_\mu, P_\nu] | O \rangle
= \langle O | (2D_{\mu\nu} - 2M_{\mu\nu}) | O \rangle = 2\Delta \delta_{\mu\nu} \langle O | O \rangle.
\] (116)

Thus,
\[
\langle O(y) O(x) \rangle = y^{-2\Delta} \langle O | O \rangle \left( 1 + 2\Delta \frac{y \cdot x}{y^2} + \ldots \right).
\] (117)

This exactly matches the expansion of \( \langle O | O \rangle / (x - y)^{2\Delta} \) in small \(|x|/|y|! \)

You can imagine computing all the higher terms and matching the whole series expansion.

Let us also prove our earlier claim that a two-point function of operators in different irreducible spin representations must vanish. Consider a primary operator \( O^a \) transforming in a nontrivial unitary representation of \( SO(d) \). The dual state transforms in the dual representation, so we will write it with a lowered index \( \langle O^a | \rangle \equiv \langle O_a | \rangle \). Consider the matrix element \( \langle O_a | M_{\mu\nu} | O_b \rangle \). Using that \( M_{\mu\nu} \) is antihermitian (112), we can act with it on both the bra and the ket:
\[
-(\langle S_{\mu\nu} | c^*) \langle O_c | O^b \rangle = \langle O_a | M_{\mu\nu} | O^b \rangle = \langle O_a | O^b \rangle \langle S_{\mu\nu} | c^* \rangle.
\] (118)

But \( S_{\mu\nu} \) is antihermitian as well, so as a matrix equation this says
\[
S_{\mu\nu} N = N S_{\mu\nu},
\] (119)

where \( N^a_b \equiv \langle O_a | O^b \rangle \). By Schur’s lemma, \( N^a_b \) must vanish if \( a \) and \( b \) are indices of different irreducible representations. If \( a \) and \( b \) are indices for a single irreducible representation, then \( N \) is proportional to the identity.

**Exercise 7.3.** This computation is not directly relevant to the course, but it is instructive for getting used to radial ordering. Consider a three-point
function of scalars
\[ \langle O_i(x_1)O_j(x_2)O_k(x_3) \rangle = \langle 0 | R\{O_i(x_1)O_j(x_2)O_k(x_3)\} | 0 \rangle \]
\[ = \theta(|x_3| \geq |x_2| \geq |x_1|) \langle 0 | O_k(x_3)O_j(x_2)O_i(x_1) | 0 \rangle + \text{permutations}. \] (120)

Consider the operator \( e^{2\pi i D_1} \) where
\[ D_1 = x_1 \cdot \partial_1 + \Delta_1. \] (121)

Using the fact that \( e^{2\pi i D_1} O_1(x_1) = e^{2\pi i D} O_1(x_1) e^{-2\pi i D} \), compute the action of \( e^{2\pi i D_1} \) on each of the terms above. You will get different answers for each of the different operator orderings.

Now determine the action of \( e^{2\pi i D_1} \) on the known answer for the scalar three-point function (65). Check that the two answers agree.

7.3. Unitarity Bounds

Thinking about the theory on the cylinder gives a natural inner product on states in radial quantization. Unitarity (or reflection positivity) implies that the norms of states must be nonnegative. By demanding positivity for every state in a conformal multiplet, we obtain bounds on dimensions of primary operators [29–31]. We have already seen an example in (116). We found
\[ |P_0|O\rangle^2 = \langle O|K_0P_0|O\rangle = 2\Delta \langle O|O\rangle. \] (122)

Unitarity implies \( \Delta \geq 0 \).

Let us do the same exercise, this time for an operator \( O^a \) in a nontrivial irreducible representation \( R_O \) of SO(\( d \)). We normalize \( O \) so that
\[ \langle O_b|O^a\rangle = \delta^a_b. \] (123)

Taking inner products between first-level descendants and using the conformal algebra, we find
\[ (P^\mu|O^a)^\dagger P_\nu|O^b\rangle = \langle O_a|K_\mu P_\nu|O^b\rangle = 2\Delta \delta_{\mu\nu} \delta_a^b - 2(S_{\mu\nu})^b_a. \] (124)

The state \( P_\nu|O^b\rangle \) lives in the representation \( V \otimes R_O \) of SO(\( d \)), where \( V \) is the vector representation. Unitarity implies that (124) must be positive-definite as a matrix acting on this space. This implies
\[ \Delta \geq \text{max-eigenvalue}((S_{\mu\nu})^b_a). \] (125)
Let us write

\[(S_{\mu\nu})_a^b = \frac{1}{2}(L^{\alpha\beta})_{\mu\nu}(S_{\alpha\beta})_a^b \]

\[(L^{\alpha\beta})_{\mu\nu} \equiv \delta^\alpha_\mu \delta^\beta_\nu - \delta^\alpha_\nu \delta^\beta_\mu, \quad (126)\]

where \((L^{\alpha\beta})_{\mu\nu}\) is the generator of rotations in the vector representation \(V\). Writing \(A = \alpha\beta\) for an adjoint index of SO\((d)\), and thinking of \(L^A, S_A\) as operators on \(V \otimes R_O\), this becomes

\[L^A S_A = \frac{1}{2} ((L + S)^2 - L^2 - S^2)\]

\[= \frac{1}{2} \left( -\text{Cas}(V \otimes R_O) + \text{Cas}(V) + \text{Cas}(R_O) \right), \quad (127)\]

where we’ve used the familiar trick from basic quantum mechanics to get a linear combination of Casimir operators.\(^{bb}\)

Let’s specialize to the case where \(R_O = V_\ell\) is the spin-\(\ell\) traceless symmetric tensor representation. \(V_\ell\) has Casimir \(\ell(\ell + d - 2)\). To get the maximal eigenvalue of \(L \cdot S\), we need the minimal Casimir of \(V \otimes V_\ell = V_\ell - 1 \oplus \ldots (\ell > 0)\).

Here the “…” are irreducible representations with larger Casimirs. Thus,

\[\Delta \geq \frac{1}{2} \left( -\text{Cas}(V_{\ell-1}) + \text{Cas}(V) + \text{Cas}(V_\ell) \right)\]

\[= \ell + d - 2. \quad (129)\]

This computation was valid only for \(\ell > 0\), since for scalars \(V \otimes V_{\ell=0} = V\).

One can also consider more complicated descendants.

**Exercise 7.4.** Compute the norm of \(P_\mu P^\mu|O\rangle\), where \(O\) is a scalar. Show that unitarity implies either \(\Delta = 0\) or \(\Delta \geq \frac{d-2}{2}\). This gives a stronger condition than what we derived above \((\Delta \geq 0)\) for scalars.

For traceless symmetric tensors in general conformal field theories, these inequalities are the best you can do (other descendants give no new information). In theories with more symmetry, like supersymmetric theories or 2d CFTs, unitarity bounds can be more interesting. A classic reference for unitarity bound computations is [31]. In the math literature, unitarity bounds for higher-dimensional CFTs were essentially computed long ago by Jantzen [30], though the relevance of that work for physics has only been emphasized recently [32, 33].

\(^{bb}\)The quadratic Casimir is \(-L^2\) because our generators are antihermitian and differ from the conventional ones by a factor of \(i\).
In summary, we have the unitarity bounds
\[
\Delta = 0 \text{ (unit operator), or}
\Delta \geq \begin{cases} \frac{d-2}{2} & \ell = 0, \\ \ell + d - 2 & \ell > 0. \end{cases}
\] (130)

### 7.3.1. Null States and Conserved Currents

If \( \Delta \) saturates the bounds (130), the conformal multiplet will have a null state. For the unit operator, all descendants are null. For a scalar with dimension \( \frac{d-2}{2} \), the null state is
\[
P^2 |O\rangle = 0.
\] (131)

In operator language, this says \( \partial^2 O(x) = 0 \), which means \( O \) satisfies the Klein-Gordon equation, and is thus a free scalar that decouples from the rest of the CFT.

For a spin-\( \ell \) operator, the null state is\(^{c,c}\)
\[
P_\mu |O^{\mu\nu\cdots\nu\ell}\rangle = 0.
\] (132)

In operator language, this becomes the equation for a conserved current
\[
\partial_\mu O^{\mu\nu\cdots\nu\ell}(x) = 0.
\] (133)

The implication also works the other way, so
\[
\Delta = \ell + d - 2 \quad \text{if and only if} \quad O \text{ is a conserved current.} \quad (134)
\]

Some important examples are global symmetry currents \((\ell = 1, \Delta = d - 1)\) and the stress tensor \((\ell = 2, \Delta = d)\). For CFTs in \( d \geq 3 \), the presence of currents with spin \( \ell \geq 3 \) implies that the theory is free \([34, 35]\).\(^{d,d}\)

### 7.4. Only Primaries and Descendants

With a positive-definite inner product, we can now prove that all operators in unitary CFTs are linear combinations of primaries and descendants. We

\(^{c,c}\)The null state has spin \( \ell - 1 \) because the unitarity bound came from \( V_{\ell-1} \subset V \otimes V_\ell \). Something special happens for vectors in 2d, where \( V \otimes V = 1 \oplus 1 \oplus V_2 \), with the extra 1 appearing because of the antisymmetric \( \epsilon_{\mu\nu} \) symbol. Unitarity then implies that \( J^\mu \) and \( \epsilon^{\mu\nu} J_\nu \) are each separately conserved.

\(^{d,d}\)One must also assume the existence of exactly one stress tensor, since otherwise the theory could contain a free subsector, decoupled from the rest.
will use one additional physical assumption: that the partition function of the theory on $S^{d-1} \times S^1_{\beta}$ is finite,

$$Z_{S^{d-1} \times S^1_{\beta}} = \text{Tr}(e^{-\beta D}) < \infty. \quad (135)$$

This means that $e^{-\beta D}$ is trace-class, and hence diagonalizable with a discrete spectrum (by the spectral theorem). It follows that $D$ is also diagonalizable, with real eigenvalues because $D$ is Hermitian.

Now consider a local operator $\mathcal{O}$, and assume for simplicity it is an eigenvector of dilatation with dimension $\Delta$. By finiteness of the partition function, there are a finite number of primary operators $\mathcal{O}_p$ with dimension less than or equal to $\Delta$. Using the inner product, we may subtract off the projections of $\mathcal{O}$ onto the conformal multiplets of $\mathcal{O}_p$ to get $\mathcal{O}'$. Now suppose (for a contradiction) that $\mathcal{O}' \neq 0$. Acting on it with $K_{\mu}$’s, we must eventually get zero (again by finiteness of the partition function), which means there is a new primary with dimension below $\Delta$, a contradiction. Thus $\mathcal{O}' = 0$, and $\mathcal{O}$ is a linear combination of states in the multiplets $\mathcal{O}_p$.

8. The Operator Product Expansion

If we insert two operators $\mathcal{O}_i(x)\mathcal{O}_j(0)$ inside a ball and perform the path integral over the interior, we get some state on the boundary. Because every state is a linear combination of primaries and descendants, we can decompose this state as

$$\mathcal{O}_i(x)\mathcal{O}_j(0)|0\rangle = \sum_k C_{ijk}(x,P)\mathcal{O}_k(0)|0\rangle, \quad (136)$$

where $k$ runs over primary operators and $C_{ijk}(x,P)$ is an operator that packages together primaries and descendants in the $k$-th conformal multiplet (figure 20).

Eq. (136) is an exact equation that can be used in the path integral, as long as all other operators are outside the sphere with radius $|x|$. Using the state-operator correspondence, we can write

$$\mathcal{O}_i(x_1)\mathcal{O}_j(x_2) = \sum_k C_{ijk}(x_{12},\partial_2)\mathcal{O}_k(x_2), \quad (\text{OPE}) \quad (137)$$

Assuming $e^{-\beta D}$ is trace-class may be too strong for some applications. Boundedness of $e^{-\beta D}$ suffices for $D$ to be diagonalizable (with a possibly continuous spectrum). An interesting example is Liouville theory, which has a divergent partition function and continuous spectrum, but still has many properties of a sensible CFT, like an OPE.
A state created by two operator insertions can be expanded as a sum of primary and descendant states:

\[ \mathcal{O}_i(x) \mathcal{O}_j(x) = \sum_k C_{ijk} \mathcal{O}_k(x), \]

where it is understood that \(137) is valid inside any correlation function where the other operators \( \mathcal{O}_{n}(x_{n}) \) have \( |x_{2n}| \geq |x_{12}|). Eq. (137) is called the Operator Product Expansion (OPE).

We could alternatively perform radial quantization around a different point \( x_3 \), giving

\[ \mathcal{O}_{i}(x_{1})\mathcal{O}_{j}(x_{2}) = \sum_{k} C'_{ijk}(x_{13}, x_{23}, \partial_{3})\mathcal{O}_{k}(x_{3}), \]  

where \( C'_{ijk}(x_{13}, x_{23}, \partial_{3}) \) is some other differential operator (figure 21). The form (137) is usually more convenient for computations, but the existence of (138) is important. It shows that we can do the OPE between two operators whenever it’s possible to draw any sphere that separates the two operators from all the others.

\[ \mathcal{O}_{i}(x) \mathcal{O}_{j}(x) = \sum_{k} C'_{ijk} \mathcal{O}_{k}(x), \]

where \( a, b, c \) are indices for (possibly different) representations of SO\((d)\).

8.1. Consistency with Conformal Invariance

Conformal invariance strongly restricts the form of the OPE. For simplicity, suppose \( \mathcal{O}_i, \mathcal{O}_j \), and \( \mathcal{O}_k \) are scalars.
Exercise 8.1. By acting on both sides of (136) with $D$, prove that $C_{ijk}(x, \partial)$ has an expansion of the form

$$C_{ijk}(x, \partial) \propto |x|^{\Delta_k - \Delta_i - \Delta_j} \left(1 + \#x^\mu \partial_\mu + \#x^\mu x^\nu \partial_\mu \partial_\nu + \#x^2 \partial^2 + \ldots\right).$$

(140)

This is just a fancy way of saying we can do dimensional analysis and that $O_i$ has length-dimension $-\Delta_i$. We’re also implicitly using rotational invariance by contracting all the indices appropriately. We could have proved this too by acting with $M_{\mu\nu}$.

We get a more interesting constraint by acting with $K_\mu$. In fact, consistency with $K_\mu$ completely fixes $C_{ijk}$ up to an overall coefficient. In this way, we can determine the coefficients in (140).

This computation is a little annoying (exercise!), so here’s a simpler way to see why the form of the OPE is fixed, and to get the coefficients in (140).

Take the correlation function of both sides of (137) with a third operator $O_k(x_3)$ (we will assume $|x_{23}| \geq |x_{12}|$, so that the OPE is valid),

$$\langle O_i(x_1)O_j(x_2)O_k(x_3) \rangle = \sum_{k'} C_{ijk'}(x_{12}, \partial_2) \langle O_{k'}(x_2)O_k(x_3) \rangle.$$  

(141)

The three-point function on the left-hand side is fixed by conformal invariance, and is given in (65). We can choose an orthonormal basis of primary operators, so that $\langle O_k(x_2)O_{k'}(x_3) \rangle = \delta_{kk'} x_{23}^{-2\Delta_k}$. The sum then collapses to a single term, giving

$$f_{ijk} x_{12}^{\Delta_i + \Delta_j - \Delta_k} x_{23}^{\Delta_k} = C_{ijk}(x_{12}, \partial_2) x_{23}^{-2\Delta_k}. \quad (142)$$

This determines $C_{ijk}$ to be proportional to $f_{ijk}$, times a differential operator that depends only on the $\Delta_i$’s. The operator can be obtained by matching the small $|x_{12}|/|x_{23}|$ expansion of both sides of (142).

Exercise 8.2. Consider the special case $\Delta_i = \Delta_j = \Delta_\phi$, and $\Delta_k = \Delta$. Show

$$C_{ijk}(x, \partial) = f_{ijk} x^{\Delta - 2\Delta_\phi} \left(1 + \frac{1}{2} x \cdot \partial + \alpha x^\mu x^\nu \partial_\mu \partial_\nu + \beta x^2 \partial^2 + \ldots\right),$$

(143)

where

$$\alpha = \frac{\Delta + 2}{8(\Delta + 1)}, \quad \text{and} \quad \beta = -\frac{\Delta}{16(\Delta - \frac{\Delta^2}{2})(\Delta + 1)}.$$  

(144)
8.2. Computing Correlators with the OPE

Equation (141) gives an example of using the OPE to reduce a three-point function to a sum of two-point functions. In general, we can use the OPE to reduce any $n$-point function to a sum of $n - 1$-point functions,

$$\langle \mathcal{O}_1(x_1)\mathcal{O}_2(x_2)\cdots\mathcal{O}_n(x_n) \rangle = \sum_k C_{12k}(x_{12}, \partial_2)\langle \mathcal{O}_k(x_2)\cdots\mathcal{O}_n(x_n) \rangle.$$  

(145)

Recursing, we reduce everything to a sum of one-point functions, which are fixed by dimensional analysis,

$$\langle \mathcal{O}(x) \rangle = \begin{cases} 
1 & \text{if } \mathcal{O} \text{ is the unit operator,} \\
0 & \text{otherwise.} 
\end{cases}$$  

(146)

This gives an algorithm for computing any flat-space correlation function using the OPE. It shows that all these correlators are determined by dimensions $\Delta_i$, spins, and OPE coefficients $f_{ijk}$.

9. Conformal Blocks

9.1. Using the OPE

Let us use the OPE to compute a four-point function of identical scalars. Recall that Ward identities imply

$$\langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle = \frac{g(u, v)}{x_{12}^\Delta \Delta x_{34}^\Delta},$$  

(147)

where the cross-ratios $u, v$ are given by (66).

The OPE takes the form

$$\phi(x_1)\phi(x_2) = \sum_\mathcal{O} f_{\phi\phi}^\mathcal{O} C_\alpha(x_{12}, \partial_2)\mathcal{O}^\alpha(x_2),$$  

(148)

where $\mathcal{O}^\alpha$ can have nonzero spin in general. For $\mathcal{O}^\alpha$ to appear in the OPE of two scalars, it must transform in a spin-$\ell$ traceless symmetric tensor representation of $\text{SO}(d)$.

Exercise 9.1. Prove this as follows. Show that $\langle \mathcal{O}^\alpha|\phi(x)|\phi \rangle$ vanishes unless $\mathcal{O}^\alpha$ is a symmetric tensor. (Tracelessness comes from restricting to

---

*aThe OPE is also valid on any conformally flat manifold. The difference is that on nontrivial manifolds, non-unit operators can have nonzero one-point functions. An example is $\mathbb{R}^{d-1} \times S^1_\beta$, which has the interpretation as a CFT at finite temperature. By dimensional analysis, we have $\langle \mathcal{O} \rangle_{\mathbb{R}^{d-1} \times S^1_\beta} \propto \beta^{-\Delta_\mathcal{O}} \propto T^{\Delta_\mathcal{O}}$. Pragmatic astrophysics, the scientific study of stars and galaxies, is an important field of astronomy and cosmology. By examining the properties of these objects, scientists can learn about the history and evolution of the universe. For example, by observing the distribution of galaxies, astronomers can infer the large-scale structure of the universe and test theories of gravity. Additionally, astrophysics is crucial for answering fundamental questions about the nature of dark matter and dark energy, which are believed to be the dominant form of matter and energy in the universe. Furthermore, studies of stars and planets can help us understand processes occurring throughout the cosmos. In conclusion, the study of stars and galaxies, or astrophysics, plays a crucial role in modern astronomy and cosmology, allowing us to explore the mysteries that exist beyond our planet. The field of astrophysics is constantly expanding, with new discoveries being made every year, which contributes to our understanding of the universe and our place within it.
irreducible representations of SO(d). Argue that if \( \langle \mathcal{O}^a | \phi(x) | \phi \rangle \) vanishes, then for any descendent \( | \psi \rangle = P \cdots P | \mathcal{O} \rangle \), the matrix element \( \langle \psi | \phi(x) | \phi \rangle \) vanishes as well.

**Exercise 9.2.** Using (65), show that \( f_{\phi \mathcal{O}} \) vanishes unless \( \ell \) is even.

Assuming the points are configured appropriately, we can pair up the operators (12) (34) and perform the OPE between them:

\[
\langle \phi(x_1) \phi(x_2) | \phi(x_3) \phi(x_4) \rangle \\
= \sum_{\mathcal{O}, \mathcal{O}'} f_{\phi \mathcal{O}} f_{\phi \mathcal{O}'} C_a(x_{12}, \partial_2) C_b(x_{34}, \partial_4) \langle \mathcal{O}^a(x_2) \mathcal{O}^b(x_4) \rangle \\
= \sum_{\mathcal{O}} f_{\phi \mathcal{O}}^2 C_a(x_{12}, \partial_2) C_b(x_{34}, \partial_4) \frac{I^{ab}(x_{24})}{x_{24}^\Delta} \\
= \frac{1}{x_{12}^\Delta x_{34}^\Delta} \sum_{\mathcal{O}} f_{\phi \mathcal{O}}^2 g_{\Delta, \ell, \ell}(x_i), 
\]

(149)

where

\[
g_{\Delta, \ell}(x_i) \equiv x_{12}^\Delta x_{34}^\Delta C_a(x_{12}, \partial_2) C_b(x_{34}, \partial_4) \frac{I^{ab}(x_{24})}{x_{24}^\Delta}. 
\]

(150)

In (149), we have chosen an orthonormal basis of operators and used that

\[
\langle \mathcal{O}^a(x) \mathcal{O}^b(0) \rangle = \delta_{\mathcal{O} \mathcal{O}'} \frac{I^{ab}(x)}{x^{2\Delta}}, 
\]

(151)

where \( I^{ab}(x) = I^{\mu_1 \cdots \mu_\ell \nu_1 \cdots \nu_\ell}(x) \) is the tensor in (73).

The functions \( g_{\Delta, \ell}(x_i) \) are called conformal blocks. Although it’s not obvious from the way we defined them, it turns out they are actually functions of the conformal cross-ratios \( u, v \) alone. We thus have the conformal block decomposition

\[
g(u, v) = \sum_{\mathcal{O}} f_{\phi \mathcal{O}}^2 g_{\Delta, \ell, \ell}(u, v). 
\]

(152)

**Exercise 9.3.** Using the differential operator (143), show

\[
g_{\Delta, 0}(u, v) = u^{\Delta/2} (1 + \ldots). 
\]

(153)

---

*Although our computation will make it look like we need \( x_{3, 4} \) to be sufficiently far from \( x_{1, 2} \), we will see shortly that the answer will be correct whenever we can draw any sphere separating \( x_1, x_2 \) from \( x_3, x_4 \).*
Exercise 9.4. Using (74), argue that \( x^{2\Delta}C_{\phi\phi}\mathcal{O}(x,\partial) \) is independent of \( \Delta \) for any spin of \( \mathcal{O} \). Conclude that \( g_{\Delta,\ell}(u,v) \) is independent of \( \Delta \). (This is a special property of conformal blocks for operators with identical scaling dimensions.)

9.2. In Radial Quantization

A conformal block represents the contribution of a single conformal multiplet to a four-point function. It is instructive to understand it in radial quantization. Along the way, we’ll explain why the blocks are functions of the cross-ratios \( u, v \) alone.

Let us pick an origin such that \( |x_{3,4}| \geq |x_{1,2}| \), so that

\[
\langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle = \langle 0 | R\{\phi(x_3)\phi(x_4)\} R\{\phi(x_1)\phi(x_2)\} | 0 \rangle. \tag{154}
\]

For a primary operator \( \mathcal{O} \), let \( |\mathcal{O}| \) be the projector onto the conformal multiplet of \( \mathcal{O} \),

\[
|\mathcal{O}| \equiv \sum_{\alpha,\beta=\mathcal{O},\mathcal{P}\mathcal{O},\mathcal{P}\mathcal{P}\mathcal{O},...} |\alpha\rangle N_{\alpha\beta}^{-1} |\beta\rangle, \quad N_{\alpha\beta} \equiv \langle \alpha | \beta \rangle. \tag{155}
\]

The identity is the sum of these projectors over all primary operators.

\[
1 = \sum_{\mathcal{O}} |\mathcal{O}|. \tag{156}
\]

Inserting this into (154) gives

\[
\langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle = \sum_{\mathcal{O}} \langle 0 | R\{\phi(x_3)\phi(x_4)\} |\mathcal{O}| R\{\phi(x_1)\phi(x_2)\} | 0 \rangle. \tag{157}
\]

Each term in the sum is a conformal block times a squared OPE coefficient and some conventional powers of \( x_{ij} \),

\[
\langle 0 | R\{\phi(x_3)\phi(x_4)\} |\mathcal{O}| R\{\phi(x_1)\phi(x_2)\} | 0 \rangle = \frac{f_{\phi\phi\mathcal{O}}^2}{x_{12} x_{34}} g_{\Delta,\ell}(u,v). \tag{158}
\]

Exercise 9.5. Verify the equivalence between (158) and (150) by performing the OPE between \( \phi(x_3)\phi(x_4) \) and \( \phi(x_1)\phi(x_2) \).

This expression makes it clear why \( g_{\Delta,\ell}(u,v) \) is a function of \( u \) and \( v \): the projector \( |\mathcal{O}| \) commutes with all conformal generators (by construction). Thus, the object above satisfies all the same Ward identities as a four-point function of primaries, and it must take the form (68). In path integral
language, we can think of $|O|$ as a new type of surface operator. Here, we’ve inserted it on a sphere separating $x_{1,2}$ from $x_{3,4}$.

### 9.3. From the Conformal Casimir

We can now give a simple and elegant way to compute the conformal block, due to Dolan & Osborn [36]. Recall that the conformal algebra is isomorphic to $\text{SO}(d + 1, 1)$, with generators $L_{ab}$ given by (38). The Casimir $C = -\frac{1}{2} L^{ab} L_{ab}$ acts with the same eigenvalue on every state in an irreducible representation.

**Exercise 9.6.** Show that this eigenvalue is given by

$$
C |O\rangle = \lambda_{\Delta, \ell} |O\rangle,
\lambda_{\Delta, \ell} \equiv \Delta(\Delta - d) + \ell(\ell + d - 2).
$$

It follows that $C$ gives this same eigenvalue when acting on the projection operator $|O\rangle$ from either the left or right,

$$
C |O\rangle = |O\rangle C = \lambda_{\Delta, \ell} |O\rangle.
$$

Let $L_{ab,1}$ be the differential operator giving the action of $L_{ab}$ on the operator $\phi(x_i)$. Note that

$$
(L_{ab,1} + L_{ab,2}) \phi(x_1) \phi(x_2) |0\rangle = ([L_{ab}, \phi(x_1)] \phi(x_2) + \phi(x_1) [L_{ab}, \phi(x_2)] |0\rangle = L_{ab} \phi(x_1) \phi(x_2) |0\rangle.
$$

Thus,

$$
\lambda_{\Delta, \ell} \equiv \Delta(\Delta - d) + \ell(\ell + d - 2).
$$

We then have

$$
\mathcal{D}_{1,2} |0\rangle |\mathcal{R} \{ \phi(x_3) \phi(x_4) \} |\mathcal{R} \{ \phi(x_1) \phi(x_2) \} |0\rangle = \lambda_{\Delta, \ell} \mathcal{D}_{1,2} |0\rangle |\mathcal{R} \{ \phi(x_3) \phi(x_4) \} |\mathcal{R} \{ \phi(x_1) \phi(x_2) \} |0\rangle.
$$

Plugging in (158), we find that $g_{\Delta, \ell}$ satisfies the differential equation

$$
\mathcal{D}_{\Delta, \ell}(u, v) = \lambda_{\Delta, \ell} g_{\Delta, \ell}(u, v),
$$

where the second-order differential operator $\mathcal{D}$ is given by

$$
\mathcal{D} = 2(z^2 (1 - z) \partial_z^2 - z^2 \partial_z) + 2(\bar{z}^2 (1 - \bar{z}) \partial_{\bar{z}}^2 - \bar{z}^2 \partial_{\bar{z}}) + 2(d - 2) \frac{\bar{z}^2}{z - \bar{z}} (1 - z) \partial_z - (1 - \bar{z}) \partial_{\bar{z}}.
$$
Eq. (164), together with the boundary condition (153) (and its generalization to nonzero spin, which we give shortly), then determines the conformal block $g_{\Delta,\ell}(u, v)$. In even dimensions, the Casimir equation can be solved analytically. For example, in 2d and 4d [36, 37],

$$
g^{(2d)}_{\Delta,\ell}(u, v) = k_{\Delta+\ell}(z)k_{\Delta-\ell}(\bar{z}) + k_{\Delta-\ell}(z)k_{\Delta+\ell}(\bar{z}), \quad (166)$$

$$
g^{(4d)}_{\Delta,\ell}(u, v) = \frac{z\bar{z}}{z - \bar{z}} \left( k_{\Delta+\ell}(z)k_{\Delta-\ell-2}(\bar{z}) - k_{\Delta-\ell-2}(z)k_{\Delta+\ell}(\bar{z}) \right), \quad (167)$$

$$
k_{\beta}(x) \equiv x^{\beta/2} \binom{\beta}{\frac{\beta}{2}, \frac{\beta}{2}}. \quad (168)$$

In odd dimensions, no explicit formula in terms of elementary functions is known. However the blocks can still be computed in a series expansion using the Casimir equation or alternative techniques like recursion relations.

### 9.4. Series Expansion

It will be helpful to understand the series expansion of the conformal blocks in more detail. The “radial coordinates” of [26, 38] are ideal for this purpose. Using conformal transformations, we can place all four operators on a plane in the configuration shown in figure 22. This makes it clear that the conformal block expansion is valid whenever $|\rho| < 1$.

Fig. 22. Any four points can be brought to the above configuration using conformal transformations. (Figure from [26].)

**Exercise 9.7.** Show that $\rho = re^{i\theta}$ is related to $z$ via

$$
\rho = \frac{z}{(1 + \sqrt{1 - z})^2}, \quad z = \frac{4\rho}{(1 + \rho)^2} \quad (169)
$$

(and similarly for $\bar{\rho} = re^{-i\theta}$ and $\bar{z}$).
In radial quantization, this corresponds to placing cylinder operators \(\hat{O}\) at diametrically opposite points \(\pm n\) and \(\pm n'\) on \(S^{d-1}\), with \(\cos \theta = n \cdot n'\), and with the pairs separated by time \(\tau = -\log r\) (figure 23). The conformal block is then

\[
g_{\Delta, \ell}(u, v) = \langle \psi(n)|\hat{O}|e^{-\tau D}\psi(n')\rangle,
\]

where we’ve defined the state \(\psi(n)\)

\[
|\psi(n)\rangle \equiv \frac{2^{\Delta_\phi}}{\int_{\phi\in\mathcal{O}} \phi_{\text{cyl}}(0, n)\phi_{\text{cyl}}(0, -n)|0\rangle.
\]

![Diagram](image)

Fig. 23. Configuration on the cylinder corresponding to (170).

A descendant \(P^{\mu_1} \cdots P^{\mu_n}|\mathcal{O}\rangle\) has energy \(\Delta + n\) on the cylinder. Within the \(n\)-th energy level, the SO(\(d\)) spins that appear are

\[
j \in \{\ell + n, \ell + n - 2, \ldots, \max(\ell - n, \ell + n \text{ mod } 2)\}.
\]

Consider a set of descendent states \(|n, j\rangle^{\mu_1 \cdots \mu_j}\) with energy \(\Delta + n\) and spin \(j\). They contribute

\[
r^{\Delta+n} \langle \psi(n)|n, j\rangle^{\mu_1 \cdots \mu_j} \langle n, j|\psi(n')\rangle.
\]

By rotational invariance,

\[
\langle \psi(n)|n, j\rangle^{\mu_1 \cdots \mu_j} \propto n^{\mu_1} \cdots n^{\mu_j} - \text{traces}.
\]

Because \(|\psi(n)\rangle = |\psi(-n)\rangle\), \(j\) must be even (and thus \(n\) is even). The contraction of two traceless symmetric tensors is a Gegenbauer polynomial,

\[
C_j^{d-2}(n \cdot n') \propto (n^{\mu_1} \cdots n^{\mu_j} - \text{traces})(n'^{\mu_1} \cdots n'^{\mu_j} - \text{traces}),
\]

The factor \(2^{\Delta_\phi} = \langle \phi_{\text{cyl}}(0, n)\phi_{\text{cyl}}(0, -n)\rangle^{-1}\) comes from transforming \(x_{12}^{-2\Delta_\phi}\) to the cylinder (exercise!).

---

\(\text{hh}\)
so (173) becomes
\[ r^{\Delta+n}\langle \psi(n)|\eta,j|\psi(n')\rangle \propto r^{\Delta+n}C_{\frac{d-2}{2}}^{\pm j} (\cos \theta). \] (176)

Summing over descendants, we find
\[ g_{\Delta,\ell}(u,v) = \sum_{n=0,2,\ldots} B_{n,j} r^{\Delta+n}C_{\frac{d-2}{2}}^{\pm j} (\cos \theta), \] (177)

where \( j \) ranges over the values in (172) and \( B_{n,j} \) are constants. Notice a few properties:

- The leading term in the \( r \)-expansion comes from the primary state \(|\mathcal{O}\rangle\) with \( n = 0 \) and \( j = \ell \). This can be used as a boundary condition in the Casimir equation to determine the higher coefficients \( B_{n,j} \).
- The \( B_{n,j} \) are positive in a unitary theory because they are given by norms of projections of \(|\psi\rangle\) onto energy and spin eigenstates.
- The \( B_{n,j} \) are rational functions of \( \Delta \). This follows because the Casimir eigenvalue \( \lambda_{\Delta,\ell} \) is polynomial in \( \Delta \), or alternatively from the fact that the differential operators \( C_a(x,\partial) \) appearing in the OPE (148) have a series expansion in \( x \) with rational coefficients, see exercise 8.2.

Exercise 9.8. Expand \( g_{\Delta,\ell}^{(2d)}(u,v) \) and \( g_{\Delta,\ell}^{(4d)}(u,v) \) to the first few orders in \( r \), and check these properties. Verify that some of the coefficients \( B_{n,j} \) become negative when \( \Delta \) violates the unitarity bound.

Exercise 9.9. By rewriting in terms of \( r, \theta \) and using (177), show that even spin blocks are invariant under \( x_1 \leftrightarrow x_2 \) or \( x_3 \leftrightarrow x_4 \),
\[ g_{\Delta,\ell}(u,v) = g_{\Delta,\ell}\left(\frac{u}{v}, \frac{1}{v}\right), \quad (\ell \text{ even}). \] (178)

10. The Conformal Bootstrap

10.1. OPE Associativity and Crossing Symmetry

We’ve gotten pretty far using symmetries and basic principles of quantum field theory. We classified operators into primaries and descendants. We established the OPE, which determines \( n \)-point functions as sums of \((n-1)\)-point functions,
\[ \langle \mathcal{O}_1(x_1)\mathcal{O}_2(x_2)\cdots\mathcal{O}_n(x_n)\rangle = \sum_k C_{12k}(x_{12}, \partial_2) \langle \mathcal{O}_2(x_2)\cdots\mathcal{O}_n(x_n)\rangle. \] (179)
And we showed that the differential operators $C_{ijk}(x, \partial)$ are determined by conformal symmetry in terms of dimensions $\Delta_i$, spins, and OPE coefficients $f_{ijk}$.

Now it’s time to implement the last step of the bootstrap program: impose consistency conditions and derive constraints. Using the OPE, all correlation functions can be written in terms of the “CFT data” $\Delta_i, f_{ijk}$. Now suppose someone hands you a random set of numbers $\Delta_i, f_{ijk}$. Does that define a consistent CFT?

![Fig. 24. Two different ways of evaluating a five-point function using the OPE. Dots represent operators in the correlator, and vertices represent the OPE. The two ways differ by a crossing symmetry transformation (182) applied to the left part of the diagram.](image)

The answer is: not always. By doing the OPE (179) between different pairs of operators in different orders (see figure 24), we get naively different expressions for the same correlator in terms of CFT data. These expressions should agree. This means the OPE should be associative,

$$O_1 O_2 O_3 = O_1 O_2 O_3,$$

or more explicitly,

$$C_{12;}(x, \vartheta_2)C_{i3;}(x_2, \vartheta_3)O_j(x_3) = C_{23;}(x_2, \vartheta_3)C_{1i;}(x_3, \vartheta_3)O_j(x_3).$$

(181)

(We suppress spin indices for simplicity.) Taking the correlator of both sides with a fourth operator $O_4(x_4)$ gives the crossing symmetry equation

$$\sum_i C_{ij;}(x, \vartheta)O_i(x_1) = \sum_i C_{ij;}(x, \vartheta)O_i(x_4).$$

(182)
The left-hand side is the conformal block expansion of $\langle O_1 O_2 O_3 O_4 \rangle$ in the $12 \leftrightarrow 34$ channel, while the right-hand side is the expansion in the $14 \leftrightarrow 23$ channel.

**Exercise 10.1.** Argue that by choosing different operators $O_4$ and taking linear combinations of derivatives, one can recover OPE associativity (181) from the crossing equation (182). Conclude that crossing symmetry of all four-point functions implies crossing symmetry of all $n$-point functions (i.e. that any way of computing an $n$-point function using the OPE gives the same result).

The crossing equation (182) is a powerful but complicated constraint on the CFT data. The rest of this course will be devoted to studying its implications for the simplest possible case: a four-point function of identical scalars $\langle \phi(x_1) \phi(x_2) \phi(x_3) \phi(x_4) \rangle$.

### 10.1.1. Additional Structures and Consistency Conditions

Before jumping in, let us reflect on the implications of exercise 10.1: A solution to the crossing equations (182) gives a completely nonperturbative definition of flat-space correlation functions of local operators, without the need for a Lagrangian. This is most of the way towards a full theory. However, some structures associated with local QFTs are missing, and additional structures might bring new consistency conditions.

Firstly, CFTs can admit extended objects like line operators, surface operators, boundaries, and interfaces. These objects have additional data associated with them, and it’s possible to write down OPEs and crossing equations that relate this data to itself and the usual CFT data, see e.g. [39, 40]. It is also interesting to consider correlation functions on manifolds not conformally equivalent to flat space. An example includes the theory at finite temperature (discussed in footnote ff). This introduces more data, for example the one-point functions of local and extended operators on nontrivial manifolds.\(^2\) Other interesting constraints come from studying CFTs in Lorentzian signature. Examples include bounds from energy positivity [43], dispersion relations [44–47], and causality [48, 49].

The full set of data and consistency conditions associated with a CFT is not known in general. However, we do have examples of constraints on

\(^2\)It is known that this data is not determined by the local operator spectrum. For example, pure Chern-Simons theory has no local operators at all, but has interesting nonlocal observables that depend on the gauge group and level [41]. Also, 4d conformal gauge theories admit different sets of line operators for the same set of local operators [42].
local operators beyond the OPE and crossing equations. The most famous is modular invariance: the requirement that the partition function of a 2d CFT on the torus $T^2$ be invariant (or covariant) under large diffeomorphisms. Imposing modular invariance is an additional step that must be performed after solving the crossing equations in 2d CFTs [50].

10.2. Crossing Symmetry for Identical Scalars

For the rest of this course, we study the crossing equation for a four-point function of identical real scalars $\langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle$. Let us summarize the consequences of conformal symmetry and unitarity for this case.

- We have the OPE
  \[ \phi(x_1)\phi(x_2) = \sum_\mathcal{O} f_{\phi\phi\mathcal{O}} C_{\mu_1...\mu_\ell}(x_{12}, \partial_2) \mathcal{O}^{\mu_1...\mu_\ell}(x_2). \]  
  (183)

  We denote the dimension of $\mathcal{O}$ by $\Delta$ and the spin by $\ell$. By exercise 9.2, $\ell$ must be even.
- We can choose a basis of operators such that the $\mathcal{O}$’s are real and orthonormal, as in (151). Unitarity implies that the three-point coefficients $f_{\phi\phi\mathcal{O}}$ are real in this basis (section 7.1.1).
- Each $\mathcal{O}$ satisfies the unitarity bounds
  \[ \Delta = 0 \text{ (unit operator), or} \]
  \[ \Delta \geq \begin{cases} \frac{d-2}{2} & (\ell = 0), \\ \ell + d - 2 & (\ell > 0). \end{cases} \]  
  (184)

- We have the conformal block expansion
  \[ \langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle = \frac{g(u, v)}{x_{12}^{\Delta_1} x_{34}^{\Delta_3}} \]  
  (185)

  \[ g(u, v) = \sum_\mathcal{O} f_{\phi\phi\mathcal{O}}^2 g_{\Delta,\ell}(u, v), \]  
  (186)

  where $g_{\Delta,\ell}(u, v)$ are conformal blocks, and the cross ratios are
  \[ u = z\bar{z} = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \quad v = (1 - z)(1 - \bar{z}) = \frac{x_{13}^2 x_{14}^2}{x_{12}^2 x_{24}^2}. \]  
  (187)

\[ \text{2d is special because the space of states on a spatial slice } S^1 \subset T^2 \text{ is the same as the space of states in radial quantization, and thus modular invariance on } T^2 \text{ directly constrains local operators. This is not true in } d \geq 3, \text{ so it is not clear how modular invariance on } T^d \text{ constrains local operators in that case.} \]
• Crossing symmetry is equivalent to the condition (70) that our four-point function is invariant under $1 \leftrightarrow 3$ or $2 \leftrightarrow 4$,

$$g(u,v) = \left(\frac{u}{v}\right)^{\Delta}\, g(v,u). \quad (188)$$

Eq. (178) shows that invariance of the four-point function under $1 \leftrightarrow 2$ or $3 \leftrightarrow 4$ is true block-by-block. All other permutations can be generated from these.

We know at least two operators present in the $\phi \times \phi$ OPE: the unit operator and the stress tensor. Normalizing $\phi$ so that

$$\langle \phi(x)\phi(0) \rangle = x^{-2\Delta},$$

we have $f_{\phi\phi} = 1$. The stress tensor three-point coefficient is set by Ward identities to be $f_{\phi\phi T} \propto \Delta_T / \sqrt{C_T}$, where $C_T$ is the coefficient of the two-point function of the canonically normalized stress tensor (73). The factor of $1/\sqrt{C_T}$ relative to (75) comes from choosing the basis of operators $\mathcal{O}$ to be orthonormal.

$10.3. \text{ An Infinite Number of Primaries}$

To get a feel for the crossing equation (188), let us consider a simple limit: $z \to 0$ with $z = \bar{z}$. This corresponds to $x_2 \to x_1$ with all four operators collinear.

Recall that the blocks go like $g_{\Delta,\ell}(u,v) \sim (z\bar{z})^{\Delta/2}$ in this limit, so the left-hand side of (188) is dominated by the smallest dimension operator in the OPE, the unit operator:

$$\text{LHS} : 1 + \ldots \quad (z \to 0). \quad (189)$$

Crossing $u \leftrightarrow v$ corresponds to $(z,\bar{z}) \to (1-z,1-\bar{z})$. In the limit $z \to 0$, the crossed conformal blocks $g_{\Delta,\ell}(1-z,1-\bar{z})$ go like $\log z$.

Exercise 10.2. Check this for the explicit formulae (166) and (167).

Thus, each term on the right-hand side goes like

$$\text{each term, RHS} : z^{2\Delta}\log z + \ldots \quad (z \to 0). \quad (190)$$

As $z \to 0$, any finite sum of terms of the form (190) vanishes. Thus, for a sum of operators on the right-hand side to reproduce the unit operator on the left-hand side, we need an infinite number of primary operators.\textsuperscript{kk}

\textsuperscript{kk}This doesn’t contradict the textbook statement that rational 2d CFTs contain a finite number of primary operators. In that context, “primary” refers to primary operators with respect to the Virasoro algebra. Here, we are discussing primaries with respect to the global conformal group, which is $\text{SL}(2,\mathbb{R}) \times \text{SL}(2,\mathbb{R})$ in 2d. A single Virasoro representation contains an infinite number of global conformal representations.
One can prove that as $z \to 0$, the sum on the right-hand side is dominated by operators of dimension $\Delta \sim 1/\sqrt{z}$ [38]. In other words, the unit operator on the left-hand side maps to the large-$\Delta$ asymptotics of the sum over operators on the right-hand side. This is a general feature of the crossing equation — it cannot be satisfied block-by-block.

One can also show [38] that the conformal block expansion converges exponentially in $\Delta$ whenever $|\rho| \leq 1$, where $\rho$ is defined in (169). In particular, this means that both sides of the crossing equation converge exponentially in a finite neighborhood of the point $z = \bar{z} = \frac{1}{2}$, which will play an important role in the next section.

Analyzing different limits of the crossing equation can give other information about the CFT spectrum. For example, the limit $z \to 0$ with $\bar{z}$ fixed gives information about operators with large spin [46, 51–53].

10.4. Bounds on CFT Data

The crossing equation (188) has been known for decades. However, little progress was made in solving it for CFTs in $d \geq 3$ until 2008, in a breakthrough paper by Rattazzi, Rychkov, Tonni, and Vichi [54]. Instead of trying to solve the crossing equation exactly, their insight was to derive bounds on CFT data by studying the crossing equation geometrically. Crucially, their methods let one make rigorous statements about some of the CFT data (for example, the lowest few operator dimensions), without having to compute all of it.

The basic idea is simple. Let us write the crossing equation as

$$\sum_O f_{\phi \phi O}^2 (v^{\Delta \phi} g_{\Delta , \ell} (u, v) - u^{\Delta \phi} g_{\Delta , \ell} (v, u)) = 0.$$  (191)

Abstractly, we can think of the functions $F_{\Delta , \ell}^{\Delta \phi} (u, v)$ as vectors $\vec{F}_{\Delta , \ell}^{\Delta \phi}$ in the (infinite-dimensional) vector space of functions of $u$ and $v$. Recall that the coefficients $f_{\phi \phi O}^2$ are positive, so (191) has the form

$$\sum_{\Delta , \ell} p_{\Delta , \ell} \vec{F}_{\Delta , \ell}^{\Delta \phi} = 0, \quad p_{\Delta , \ell} \geq 0,$$  (192)

where $\Delta, \ell$ run over dimensions and spins of operators in the $\phi \times \phi$ OPE.

Equation (192) says that a bunch of vectors sum to zero with positive coefficients. This may or may not be possible, depending on the vectors. The left-hand side of figure 25 shows a case where it’s possible, and the right-hand side shows a case where it’s impossible. The way to distinguish
these cases is to search for a *separating plane* $\alpha$ through the origin such that all the vectors $\bar{F}_{\Delta,\ell}$ lie on one side of $\alpha$. If $\alpha$ exists, then the $\bar{F}_{\Delta,\ell}$ cannot satisfy crossing, for any choice of coefficients $p_{\Delta,\ell} = f_{\phi\phi}^{2/\Delta}$. This suggests the following procedure for bounding CFT data.

**Algorithm 1 (Bounding Operator Dimensions).**

1. Make a hypothesis for which dimensions and spins $\Delta, \ell$ appear in the $\phi \times \phi$ OPE.
2. Search for a linear functional $\alpha$ that is nonnegative acting on all $\bar{F}_{\Delta,\ell}$ satisfying the hypothesis,
   \[
   \alpha\left(\bar{F}_{\Delta,\ell}\right) \geq 0,
   \]  
   and strictly positive on at least one operator (usually taken to be the unit operator).
3. If $\alpha$ exists, the hypothesis is wrong. We see this by applying $\alpha$ to both sides of (192) and finding a contradiction.

A slight modification of this algorithm also lets one bound OPE coefficients [55].

### 10.5. An Example Bound

Let’s work through an example.\textsuperscript{11} Consider a 2d CFT with a real scalar primary $\phi$ of dimension $\Delta_{\phi} = 1/2$. Project the crossing equation onto a

\textsuperscript{11}An early version of this example is due to Sheer El-Showk, and this specific implementation is due to João Penedones and Pedro Vieira.
two-dimensional subspace with the linear map
\[ \vec{v}(F) = \left( H\left(1, \frac{3}{5}\right) - H\left(1, \frac{1}{5}\right), H\left(1, \frac{3}{5}\right) - H\left(1, \frac{1}{5}\right) \right) \in \mathbb{R}^2, \]

where
\[ H(z, \bar{z}) = \frac{F(u, v)}{u^{\Delta_\phi} - v^{\Delta_\phi}}, \]
\[ u = z \bar{z}, \]
\[ v = (1 - z)(1 - \bar{z}). \]  

(194)

By linearity, the vectors \( \vec{v}(F_{\Delta, \ell}) \) also sum to zero with positive coefficients,
\[ \sum_{\Delta, \ell} p_{\Delta, \ell} \vec{v}(F_{\Delta, \ell}) = 0. \]  

(195)

In figure 26, we plot \( \vec{v}(F_{\Delta, \ell}) \) for all \( \Delta, \ell \) satisfying the unitarity bounds (184), where the conformal blocks are given by (166). We have normalized the vectors so that they are easy to see, since changes in normalization can be absorbed into the coefficients \( p_{\Delta, \ell} \).

As \( \Delta \) varies from \( \ell \) (the unitarity bound) to \( \infty \), \( \vec{v}(F_{\Delta, \ell}) \) sweeps out a curve. The curves for higher spin operators \( \ell \geq 2 \) are extremely simple, converging quickly at large \( \Delta \). The scalar curve is more interesting. It circles counterclockwise partway around the origin before circling back and converging as \( \Delta \to \infty \). The region \( \Delta \in [0.161, 1.04] \) of the scalar curve lies in a different half space from the other curves. To satisfy (195), we must include at least one vector from this region. Thus, we immediately conclude

**Claim 1.** In a unitary 2d CFT with a real operator \( \phi \) of dimension \( \Delta_\phi = \frac{1}{8} \), there must exist a scalar in the \( \phi \times \phi \) OPE with dimension \( \Delta \in [0.161, 1.04] \).

**Proof.** We have already given the proof, but let us rephrase it in terms of Algorithm 1.

- Suppose (for a contradiction) that there are no scalars with \( \Delta \in [0.161, 1.04] \) in the \( \phi \times \phi \) OPE.
- Let
  \[ \alpha(F) = \vec{u} \cdot \vec{v}(F), \]  

(196)

where \( \vec{v}(F) \) is defined in (194) and \( \vec{u} \in \mathbb{R}^2 \) is normal to the dashed line, pointing to the bottom right in figure 26. Note that \( \alpha(F_{\Delta, \ell}) \geq 0 \) for all \( \Delta, \ell \) satisfying our hypothesis. Further, \( \alpha \) is strictly positive on at
least one vector appearing in the $\phi \times \phi$ OPE. (To establish this, we could rotate $\vec{u}$ slightly so that $\alpha$ is strictly positive on the stress tensor vector. Alternatively, we could use the fact that at least one higher dimension operator must appear in the $\phi \times \phi$ OPE.)

- Applying $\alpha$ to both sides of (192), we find a contradiction: $0 > 0$. 

Fig. 26. Vectors $\vec{v}(F_{\Delta,\ell}^{\Delta,\ell})$ for all values of $\Delta, \ell$ satisfying the 2d unitarity bound $\Delta \geq \ell$, with $\ell$ even. Dots represent vectors at the unitarity bound $\Delta = \ell$. As $\Delta$ varies, $\vec{v}(F_{\Delta,\ell}^{\Delta,\ell})$ sweeps out a curve starting at the dot and approaching the negative $y$-axis as $\Delta \to \infty$. The curves for spins $\ell = 16, 18, \ldots$ look similar and converge quickly as $\ell \to \infty$, so we have not included them in the figure. All vectors are normalized for visual simplicity, except for the unit operator $\vec{v}(F_{0,0}^{0,0}) = \vec{0}$. The dashed line splits the figure into two half-spaces with the stress tensor $\vec{v}(F_{2,2}^{2,2})$ on the boundary. The thicker region of the $\ell = 0$ curve, in a different half-space from the rest of the figure, corresponds to scalars with dimension $\Delta \in [0.161, 1.04]$. 

TASI Lectures on the Conformal Bootstrap
Exercise 10.3. Check that $\alpha(F^{\Delta,\ell}) \geq 0$ is true asymptotically as $\Delta \to \infty$ and $\ell \to \infty$. Convince yourself that the proof of Claim 1 could be made rigorous to a mathematician’s standards.

Fiddling around with two-dimensional vectors has yielded a surprisingly strong result. The 2d Ising CFT is an example of a unitary theory with a real scalar $\sigma$ (the spin operator) with dimension $\Delta_{\sigma} = \frac{1}{8}$. The lowest dimension scalar in the $\sigma \times \sigma$ OPE is the energy operator $\epsilon$, which has $\Delta_{\epsilon} = 1$. So our upper bound $\Delta_{\text{scalar}} \leq 1.04$ is within 4 percent of being saturated by an actual theory!

10.6. Numerical Techniques

The bound $\Delta_{\text{scalar}} \in [0.161, 1.04]$ is not particularly special. If we had picked a different two-dimensional subspace (194), we would have gotten different numbers. We might also consider higher-dimensional subspaces and derive even stronger results. Although it is possible to prove bounds by hand as we did in the previous subsection, computerized searches are the current state-of-the-art. In this section, we describe some of the techniques involved.

The hard part of Algorithm 1 is the middle step: finding a functional $\alpha$ such that

$$\alpha(F^{\Delta,\ell}) \geq 0,$$

for all $\Delta, \ell$ satisfying our hypothesis. (197)

If we want to use a computer, we have two immediate difficulties:

1. The space of possible $\alpha$’s is infinite-dimensional.
2. There are an infinite number of positivity constraints (197) — one for each $\Delta, \ell$ satisfying our hypothesis. Our hypothesis usually allows $\ell$ to range from 0 to $\infty$, and $\Delta$ to vary continuously (aside from a few discrete values).

The first difficulty is easy to fix. Instead of searching the infinite-dimensional space of all functionals, we restrict to a finite-dimensional subspace. If we find $\alpha$ in our subspace that satisfies the positivity constraints, we can immediately rule out our hypothesis about the spectrum. If we

---

\[mmm\] This is due to ignorance about the spectrum. Although physical CFT spectra should be discrete, we don’t know exactly which discrete values $\Delta$ takes, and so we must include positivity constraints for continuously varying $\Delta$.
can’t find $\alpha$, then we can’t conclude anything about the spectrum: either no functional exists, or we just weren’t searching a big enough subspace.

In the example from section 10.5, we restricted $\alpha$ to linear combinations of the components of $\mathbf{v}(F)$ in (194). For numerical computations, we usually take linear combinations of derivatives around the crossing-symmetric point $z = \bar{z} = \frac{1}{2}$,

$$
\alpha(F) = \sum_{m+n \leq \Lambda} a_{mn} \partial_z^m \partial_{\bar{z}}^n F(z, \bar{z})|_{z=\bar{z} = \frac{1}{2}},
$$

(198)

where $\Lambda$ is some cutoff. The functional $\alpha$ is now parameterized by a finite number of coefficients $a_{mn}$, and a computer can search over these coefficients.

Getting around the second difficulty takes more care. To solve the inequalities (197) on a computer, we must encode them with a finite amount of data. It is usually sufficient to restrict $\ell \leq \ell_{\text{max}}$ for some large cutoff $\ell_{\text{max}}$. After we find $\alpha$, we can go back and check afterwards that it satisfies $\alpha(F^{\Delta,\ell}_{\Delta,\ell}) \geq 0$ for $\ell > \ell_{\text{max}}$, as in exercise 10.3.

To deal with the continuous infinity of $\Delta$’s, three techniques have been used in the literature:

- Discretize $\Delta$ with a small spacing and impose a cutoff $\Delta_{\text{max}}$. We then have a finite set of linear inequalities for $a_{mn}$, which can be solved using linear programming. This is the approach taken in the original paper on CFT bounds [54].
- Use a version of the simplex algorithm (underlying many linear programming solvers) that is customized to handle continuously varying constraints, see [56, 57].
- Approximate the constraints (197) as positivity conditions on polynomials and use semidefinite programming [58–61]. Appendix C explains the basic idea.

---

\[\text{Note that } F(z, \bar{z}) \text{ is symmetric under } z \leftrightarrow \bar{z} \text{ (because } u \text{ and } v \text{ are), so we can restrict } m \leq n. \text{ Also, } F(z, \bar{z}) \text{ is odd under } (z, \bar{z}) \rightarrow (1 - z, 1 - \bar{z}), \text{ so we can restrict to } m + n \text{ odd. This gives } \frac{1}{2} \left( \frac{\Lambda + 1}{2} \right) \left( (\frac{\Lambda + 1}{2}) + 1 \right) \text{ coefficients.}\]

\[\text{Sometimes these bounds appear to converge as } \Lambda \text{ increases, justifying post-hoc the choice of subspace (198). However, this subspace is not always obviously the best choice. New results might come from studying different points in the } z, \bar{z} \text{ plane, integrating against kernels } K(z, \bar{z}), \text{ or doing something more exotic. For example, the limit } z \rightarrow 0, \text{ with } \bar{z} \text{ fixed is known to encode interesting information about high spin operators. Finding the optimal space of functionals is an open problem.}\]
10.7. Improving on our Hand-Computed Bound

Let us compute an upper bound on the lowest-dimension scalar in the $\phi \times \phi$ OPE using a computer search. We will assume a $\mathbb{Z}_2$ symmetry under which $\phi$ is odd so that $\phi$ doesn’t appear in its own OPE. The procedure is as follows

(1) Pick a value $\Delta_0$ and assume that all scalars in the $\phi \times \phi$ OPE have dimension $\Delta \geq \Delta_0$.

(2) Use a computer to search for $a_{mn}$ such that

$$\sum_{m+n \leq \Lambda} a_{mn} \partial_z^m \partial_{\bar{z}}^n F^m_n(z, \bar{z})|_{z=\bar{z}=\frac{1}{2}} \geq 0,$$

for all $\ell = 0, 2, \ldots, \ell_{\text{max}}$, $\Delta \geq \begin{cases} \Delta_0 & (\ell = 0), \\
\ell + d - 2 & (\ell > 0). \end{cases}$  \hspace{1cm} (199)

(3) If (199) is solvable, there must exist a scalar with dimension below $\Delta_0$.

The best bound is the critical value $\Delta_{\phi}^{\text{crit}}$, above which (199) is solvable and below which it is not. To find it, we can perform a binary search in $\Delta_0$, running the algorithm above at each step. By additionally varying $\Delta_{\phi}$, we obtain a $\Delta_{\phi}$-dependent upper bound on the lowest-dimension scalar in the $\phi \times \phi$ OPE.

An implementation of this procedure is included with the semidefinite program solver SDPB [61].\textsuperscript{PP} See also [62] for a Python interface to SDPB and [57] for another user-friendly bootstrap package. Running the code for $\Lambda = 6, 8, 12, 16, 20, 28$ gives the bounds shown in figure 27.\textsuperscript{QQ}

As the cutoff $\Lambda$ on the number of derivatives increases, the bounds $\Delta_{\phi}^{\text{crit}}(\Delta_{\phi})$ get stronger. Remarkably, the strongest bounds are nearly saturated by interesting physical theories. The most obvious feature of figure 27 is a kink near the location of the 2d Ising model ($\Delta_{\phi}, \Delta_0 = (\frac{1}{8}, 1)$). (Other exactly soluble unitary minimal models $\mathcal{M}_{m,m+1}$ also lie near the bound.)

The bounds for different $\Lambda$ at the 2d Ising point $\Delta_{\phi} = \frac{1}{8}$ are given in table 1. Taking $\Lambda = 28$ gives a bound $\Delta_\epsilon \leq \Delta_{\phi}^{\text{crit}}(\frac{1}{8}) \approx 1.0000005$, within $5 \times 10^{-7}$ of the correct value.

Table 1. Upper bounds on $\Delta_\epsilon$ in the 2d Ising model, computed with different cutoffs $\Lambda$ on the number of derivatives.

| $\Lambda$ | 6   | 8   | 12  | 16  | 20  | 28  |
|-----------|-----|-----|-----|-----|-----|-----|
| $\Delta_{\phi}^{\text{crit}}(\frac{1}{8})$ | 1.020 | 1.0027 | 1.00053 | 1.000043 | 1.0000070 | \sim 1.0000005 |

\textsuperscript{PP}See mathematica/Bootstrap2dExample.m at https://github.com/davidsd/sdpb.

\textsuperscript{QQ}We use the SDPB parameters listed in the appendix of [61].
Fig. 27. Upper bounds on the dimension $\Delta_\phi$ of the lowest dimension scalar in the $\phi \times \phi$ OPE as a function of $\Delta_\phi$, for 2d CFTs with a $\mathbb{Z}_2$ symmetry. The bounds are computed using SDPB for $\Lambda = 6, 8, 12, 16, 20, 28$, with the strongest bound (darkest blue curve) corresponding to $\Lambda = 28$ (a 105-dimensional space of functionals). The black dots represent the unitary minimal models $\mathcal{M}_{m,m+1}$ with $(\Delta_\phi, \Delta_0) = \left(\frac{1}{2} - \frac{3}{2(m+1)}, 2 - \frac{4}{m+1}\right)$ for $m = 3, 4, 5, 6$, of which the 2d Ising model is the case $m = 3$. The dashed line represents the lowest dimension scalar in an OPE of operators $\cos(k\phi)$ in the free boson theory. These bounds first appeared in [63]. It should be possible to improve on the lower bound in section 10.5 as well, though we have not attempted this.

10.8. Numerical Results in 3d

It is helpful to compare to exact solutions in 2d, but the above results are remarkable because the methods are so general. We input information about 2d global conformal symmetry (nothing about the Virasoro algebra!) and unitarity, and the 2d Ising model pops out. Wonderfully, the same thing happens in 3d! Again, we compute an upper bound on the lowest dimension scalar in the $\phi \times \phi$ OPE, this time using the 3d conformal blocks and the 3d unitarity bound. The resulting bound, shown in figure 28, has a kink at $(\Delta_\phi, \Delta_0) \approx (0.518, 1.412)$ — close to the values realized in the 3d Ising CFT [64].

All the results discussed so far come from studying crossing symmetry of a single four-point function. However, the techniques can be generalized to systems of correlation functions. The system $\langle \sigma\sigma\sigma\rangle, \langle \sigma\sigma\epsilon\rangle, \langle \epsilon\epsilon\epsilon\rangle$ in
the 3d Ising CFT was studied in [60]. To get interesting new bounds in this case, it’s necessary to input an additional fact: that $\sigma$ and $\epsilon$ are the only relevant scalars in the theory.\footnote{This is an obvious experimental fact about the 3d Ising CFT. (It would be interesting to prove mathematically.) Relevant scalars are in one-to-one correspondence with parameters that must be tuned to reach the critical point in some microscopic theory. The fact that the phase diagram of water is 2-dimensional (the axes are temperature and pressure) tells us that the critical point of water has two relevant operators.} In practice, this roughly means that we impose positivity conditions $\alpha(F_{\Delta,\ell}) \geq 0$ for $\Delta = \Delta_\sigma, \Delta_\epsilon$, and $\Delta \geq 3$. The resulting bound in figure 29 now restricts $(\Delta_\sigma, \Delta_\epsilon)$ to a small island in the space of operator dimensions.

The same multiple correlator bound, computed with $\Lambda = 43$ using SDPB, is shown in figure 30 [61]. The island has shrunk substantially, giving a precise determination of the 3d Ising operator dimensions,

$$\left(\Delta_\sigma, \Delta_\epsilon\right) \approx (0.518151(6), 1.41264(6)).$$

Figures 29 and 30 are conceptually interesting. Firstly, the striking agreement between Monte Carlo simulations and the conformal bootstrap is
strong evidence that the critical 3d Ising model actually does flow to a conformal fixed-point, as originally conjectured by Polyakov [8].

Secondly, figures 29 and 30 give a way to understand the phenomenon of critical universality discussed at the beginning of this course. If a theory flows to a unitary 3d CFT with a \( Z_2 \)-symmetry and two relevant scalars \( \sigma, \epsilon \) — and if \( \Delta_\sigma, \Delta_\epsilon \) don’t live in the bulk region in figure 29 — then the IR theory must live in the 3d Ising island! Perhaps future bootstrap studies will shrink the 3d Ising island to a point, proving the IR equivalence of these theories.

10.9. Open Questions

The techniques above have been applied to numerous theories in different spacetime dimensions, with different amounts of supersymmetry [15, 39, 40, 54–61, 63–93]. Because we don’t start with a Lagrangian, there’s no guarantee when and how a particular physical theory will show up in the bounds. It’s an open question which correlators to study to isolate different CFTs.
Fig. 30. Bound on \((\Delta_\sigma, \Delta_\epsilon)\) in a unitary 3d CFT with a \(Z_2\) symmetry and two relevant scalars \(\sigma, \epsilon\) with \(Z_2\) charges \(-, +\). The bound comes from studying crossing symmetry of \(\langle \sigma\sigma\sigma\sigma \rangle\), \(\langle \sigma\sigma\epsilon\epsilon \rangle\), \(\langle \epsilon\epsilon\epsilon\epsilon \rangle\), and is computed with \(\Lambda = 43\) using \(\text{SDPB}\). The allowed region is the blue sliver. The dashed rectangle shows the 68% confidence region for the current best Monte Carlo determinations.

Other open questions include the following:

- How do the bounds behave in the limit \(\Lambda \to \infty\)? Does the Ising island shrink to a point, still using a finite number of correlation functions, or must we study larger systems of crossing equations?
- How does one efficiently compute higher operator dimensions and OPE coefficients? The extremal functional method [56, 65, 94] is one way, but it is hard to estimate the associated errors.
- Can the requirement of unitarity be relaxed? Gliozzi’s method of determinants [95] has shown success analyzing the crossing equation in nonunitary theories and other situations where positivity is not obviously present [96–98]. Can it be made rigorous?
- What information is hidden in correlators of higher-spin operators like stress tensors?
- What can we prove analytically about the crossing equations? Progress has been made in certain limits, for example large-\(N\) [99], large dimension [38], large spin [46, 51–53], and combinations thereof [100–102]. Another approach is to study the implications of slightly broken sym-
It would be extremely interesting to prove analytical results about the small-$N$, small $\Delta, \ell$ regime.

- What additional structures and consistency conditions should we incorporate into the bootstrap? (See section 10.1.1.)
- What protected information can be computed using supersymmetry?

Bootstrap studies recently led to the discovery of beautiful new algebraic structures in the OPE algebra of supersymmetric theories in 3, 4, 6 dimensions [82, 107, 108]. How do these structures interact with the full non-protected bootstrap?

That’s a lot of open questions, and there are certainly many more. I hope some of you will help find the answers!

Acknowledgements

I am grateful to Joe Polchinski and Pedro Vieira for inviting me to give this course, and Tom DeGrand, Oliver DeWolfe, and Sherry Namburi for helping make TASI such a fun experience. I am also grateful to Justin David, Chethan Krishnan and Gautam Mandal for organizing the Advanced Strings School at ICTS, Bangalore. A special thanks to the spectacular students at TASI and the Strings School, who asked so many good questions. Thanks to Chris Beem, Joanna Huey, Filip Kos, Petr Kravchuk, David Poland, and Slava Rychkov for comments. Thanks to Sheer El-Showk, João Penedones, and Pedro Vieira for the nice example in section 10.5. I am supported by DOE grant number DE-SC0009988 and a William D. Loughlin Membership at the Institute for Advanced Study.

Appendix A. Quantization of the Lattice Ising Model

In this section, we show how to interpret the partition function of the Ising model on a square lattice in terms of Hilbert spaces and discrete time evolution. This is a textbook trick, but we review it because it clearly illustrates several ideas from section 2.2.

Consider the 2d Ising model on an $m \times n$ lattice with periodic boundary conditions. The spins are given by $s_{i,j} \in \{\pm 1\}$, where $i \in \mathbb{Z}/m\mathbb{Z}$ and $j \in \mathbb{Z}/n\mathbb{Z}$.

It is the starting point for Onsager’s exact solution of the 2d Ising model [109].
$j \in \mathbb{Z}/n\mathbb{Z}$. The partition function is

$$Z = \sum_{\{s\}} \exp \left( -JS_h(s) - JS_v(s) \right),$$

$$S_h(s) \equiv \sum_{i,j} s_{i,j}s_{i+1,j},$$

$$S_v(s) \equiv \sum_{i,j} s_{i,j}s_{i,j+1},$$

(A.1)

where we have separated the action into contributions from horizontal and vertical bonds.

We will think of the $j$-direction as “time”, and introduce a Hilbert space $\mathcal{H}_m$ associated with a “slice” of $m$ lattice sites at constant time. The space $\mathcal{H}_m$ has a basis state for each spin configuration on the slice,

$$|s_1, \ldots, s_m\rangle, \quad s_i \in \{\pm 1\}. \quad (A.2)$$

These are the analogs of the field eigenstates $|\phi_b\rangle$ in section 6.1. The Pauli spin matrices $\hat{\sigma}_\mu^i$, $\mu = x, y, z$ act on the $i$-th site.

The operator

$$U \equiv \exp \left( -J \sum_{i=1}^m \hat{\sigma}_z^i \hat{\sigma}_z^{i+1} \right)$$

(A.3)

encodes the contribution to the partition function from horizontal bonds between $m$ spins in a line. For example on an $m \times 1$ lattice, we would have

$$U|s_1, \ldots, s_m\rangle = e^{-JS_h(s)}|s_1, \ldots, s_m\rangle. \quad (A.4)$$

The operator

$$V \equiv \prod_i (e^{-J} + e^J \hat{\sigma}_x^i)$$

(A.5)

encodes the effects of vertical bonds. For each site, it either preserves the spin, giving a factor $e^{-J}$ associated with aligned spins, or flips it, giving a factor $e^J$ associated with anti-aligned spins. Defining the “transfer matrix” $T \equiv VU$, it’s easy to check that

$$Z = \text{Tr}_{\mathcal{H}_m}(T^m). \quad (A.6)$$

We have interpreted the discrete path integral (A.1) in terms of operators on a Hilbert space. The transfer matrix is a discrete analogue of the time-evolution operator $e^{-iH}$. The path integral variable $s_{i,j}$ maps to the quantum operator

$$s_{i,j} \rightarrow T^{-J} \sigma_z^i T^J, \quad (A.7)$$
and correlation functions become traces of time-ordered products, e.g.\footnote{We use the convention \( \theta(0) = \frac{1}{2} \)}

\[
\langle \sigma_{i_1,j_1} \sigma_{i_2,j_2} \rangle = \text{Tr}_{\mathcal{H}_m}(T^{n+j_2-j_1}\hat{\sigma}_z^{i_1}T^{j_1-j_2}\hat{\sigma}_z^{i_2})\theta(j_1 - j_2) + (1 \leftrightarrow 2).
\] (A.8)

We could instead have quantized the theory with the horizontal direction as time. This would give a different Hilbert space \( \mathcal{H}_n \) with dimension \( 2^n \) instead of \( 2^m \), a new transfer matrix \( T' \) (acting on \( \mathcal{H}_n \)), and a different formula for the same path integral

\[
Z = \text{Tr}_{\mathcal{H}_n}(T'^m) = \text{Tr}_{\mathcal{H}_m}(T^n).
\] (A.9)

The new quantization map would be

\[
s_{i,j} \rightarrow T'^{-i}\hat{\sigma}_z^jT'^i.
\] (A.10)

Let us emphasize that the operators (A.7) and (A.10) are truly different, even though they represent the same path integral variable. They even act on different-dimensional Hilbert spaces (\( 2^m \) vs. \( 2^n \))! Thus, it’s not surprising that properties associated to a particular quantization, like their behavior under Hermitian conjugation (section 7.1), could be different.

Appendix B. Euclidean vs. Lorentzian and Analytic Continuation

Here we make some brief comments about Euclidean and Lorentzian correlation functions and analytic continuation between them.

The first comment is that in Euclidean quantum field theory, out-of-time-order correlators don’t make sense. For example, consider a Euclidean two-point function,

\[
\langle 0|O_1(t_1)O_2(t_2)|0 \rangle = \langle 0|O_1(0)e^{H(t_2-t_1)}O_2(0)|0 \rangle \theta(t_1 - t_2) + \langle 0|O_2(0)e^{H(t_1-t_2)}O_1(0)|0 \rangle \theta(t_2 - t_1),
\] (B.2)

In QFT, the Hamiltonian \( H \) is bounded from below and has arbitrarily large positive eigenvalues. If we take \( t_2 > t_1 \), then the operator \( e^{H(t_2-t_1)} \) is unbounded. Generically, local operators \( \mathcal{O}_{1,2}(0) \) have nonzero amplitude to create arbitrarily high energy states. Thus, (B.1) is formally infinite.

Because the Euclidean path integral gives a time-ordered product

\[
\langle \mathcal{O}_1(t_1)\mathcal{O}_2(t_2) \rangle = \langle 0|\mathcal{O}_1(0)e^{H(t_2-t_1)}\mathcal{O}_2(0)|0 \rangle \theta(t_1 - t_2) + \langle 0|\mathcal{O}_2(0)e^{H(t_1-t_2)}\mathcal{O}_1(0)|0 \rangle \theta(t_2 - t_1),
\] (B.2)
it is well-defined for any ordering of the time coordinates. Specifically, the operators $e^{H(t_i-t_j)}$ in (B.2) are always bounded.

In Lorentzian quantum field theory, however, non-time-ordered correlators (Wightman functions) are interesting observables. They can be obtained from time-ordered Euclidean correlators as follows. First set the Euclidean times equal to small values $t_{Ei} = \epsilon_i$, increasing in the same order as the operator ordering we want. For example, to place $O_1$ later than $O_2$,

$$\langle O_1(\epsilon)O_2(0) \rangle = \langle 0|O_1(0)e^{-\epsilon H}O_2(0)|0 \rangle, \epsilon > 0. \quad (B.3)$$

Now continue $t_{Ei}$ in the pure imaginary direction to the desired Lorentzian times $it_{L_i}$. Because $e^{H(it_{Ei}-t_{Ej})}$ never becomes unbounded, the operators remain in the same order,

$$\langle O_1(\epsilon + it_{L1})O_2(it_{L2}) \rangle = \langle 0|O_1(0)e^{-\epsilon H - iH(it_{L1}-it_{L2})}O_2(0)|0 \rangle. \quad (B.4)$$

Finally, take $\epsilon \to 0$ to get the desired Wightman function.

To get a time-ordered Lorentzian correlator, there is a simple trick: just simultaneously rotate all Euclidean times $t \to i(1-i\epsilon)t$. Because the ordering of the real parts of $t$ are preserved, the order of the operators will be too. This is Wick rotation.

Many properties of correlators under analytic continuation are clearer when thinking about states and Hamiltonians, as opposed to path integrals.

Appendix C. Semidefinite Programming

For our purposes, a semidefinite program solver is an oracle that can solve the following problem:

Find $\vec{a}$ such that $\vec{a} \cdot \vec{P}_i(x) \geq 0$ for all $x \geq 0$, $i = 1, \ldots, N$, \quad (C.1)

where $\vec{P}_i(x)$ are vector-valued polynomials. There are many freely-available semidefinite program solvers. SDPB [61] in particular was written for application to the conformal bootstrap.

We would like to write our search in the form (C.1). After restricting to the subspace (198), our positivity constraints become

$$\sum_{m+n \leq \Lambda} a_{mn} \partial_z^m \partial_{\bar{z}}^n F_{\Delta,\ell}^\Delta(z,\bar{z})|_{z=\bar{z}=\frac{1}{2}} \geq 0. \quad (C.2)$$

The trick is to find an approximation

$$\partial_z^m \partial_{\bar{z}}^n F_{\Delta,\ell}^\Delta(z,\bar{z})|_{z=\bar{z}=\frac{1}{2}} \approx \chi(\Delta) P_{\ell}^{mn}(\Delta), \quad (C.3)$$
where $\chi_{\ell}(\Delta) \geq 0$ are positive and $P_{\ell}^{mn}(\Delta)$ are polynomials. Then, dividing (C.2) by $\chi_{\ell}(\Delta)$ and writing $\Delta = \Delta_{\text{min},\ell} + x$, our inequality becomes

$$\sum_{m+n \leq \Lambda} a_{mn} P_{\ell}^{mn}(\Delta_{\text{min},\ell} + x) \geq 0.$$  

This has the right form if we group the coefficients $a_{mn}$ into a vector $\vec{a}$ and identify $\ell \to i$, $\ell_{\text{max}} \to N$. The value $\Delta_{\text{min},\ell}$ depends on the calculation at hand, see for example (199).

To get a positive-times-polynomial approximation, we can start with the series expansion (177),

$$g_{\Delta,\ell}(u,v) = \sum_{n,j} B_{n,j} r^{\Delta+n} C_{j}^{d-2} (\cos \theta).$$  

Recall that the coefficients $B_{n,j}$ are positive rational functions of $\Delta$. The crossing-symmetric point $z = \bar{z} = \frac{1}{2}$ corresponds to a very small value of $r = r_* = 3 - 2\sqrt{2} \approx 0.17$. Thus, truncating the series at some large $n_{\text{max}}$ gives a good approximation,

$$\partial^\ell_r \partial^\ell_\theta g_{\Delta,\ell}(u,v)|_{r=r_*,\theta=0} \approx r_*^\Delta \frac{P_{\ell}^{ab}(\Delta)}{Q_{\ell}(\Delta)} + O(r_*^{\Delta+n_{\text{max}}}).$$  

where $P_{\ell}^{ab}$ and $Q_{\ell}$ are polynomials and $Q_{\ell}(\Delta)$ is positive. Since derivatives of $F_{\Delta,\ell}(z,\bar{z})$ are linear combinations of derivatives of $g_{\Delta,\ell}(u,v)$, this establishes (C.3) with

$$\chi_{\ell}(\Delta) = \frac{r_*^\Delta}{Q_{\ell}(\Delta)}.$$  

When exact formulae for conformal blocks are not available (for example, in odd dimensions), the polynomials $P_{\ell}^{ab}(\Delta)$ can be computed using recursion relations [32, 33, 59, 60, 110–112] or differential equations [113].
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