Channel Estimation and Equalization for CP-OFDM-based OTFS in Fractional Doppler Channels
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Abstract—Orthogonal time frequency and space (OTFS) modulation is a promising technology that satisfies high Doppler requirements for future mobile systems. OTFS modulation encodes information symbols and pilot symbols into the two-dimensional (2D) delay-Doppler (DD) domain. The received symbols suffer from inter-Doppler interference (IDI) in the fading channels with fractional Doppler shifts that are sampled at noninteger indices in the DD domain. IDI has been treated as an unavoidable effect because the fractional Doppler shifts cannot be obtained directly from the received pilot symbols. In this paper, we provide a solution to channel estimation for fractional Doppler channels. The proposed estimation provides new insight into the OTFS input-output relation in the DD domain as a 2D circular convolution with a small approximation. According to the input-output relation, we also provide a low-complexity channel equalization method using the estimated channel information. We demonstrate the error performance of the proposed channel estimation and equalization in several channels by simulations. The simulation results show that in high-mobility environments, the total system utilizing the proposed methods outperforms orthogonal frequency division multiplexing (OFDM) with ideal channel estimation and a conventional channel estimation method using a pseudo sequence.

I. INTRODUCTION

The requirements for future mobile systems are extremely various and strict [1]. For example, the mobility requirement is up to 500 km/h in 5G. Moreover, future mobile systems will require mobility of more than 500 km/h. Future mobile systems are also expected to be launched for nonterrestrial coverages, e.g., underwater, unmanned-aerial-vehicles (UAVs), and low-earth-orbit (LEO) satellites. Due to high Doppler shifts in these environments, orthogonal frequency division multiplexing (OFDM) designed for lower-Doppler environments is no longer effective for these applications.

Orthogonal time frequency and space (OTFS) modulation is a promising technique for addressing this challenge. OTFS was first proposed in [2], [3] where the authors demonstrated that OTFS has outstanding performance compared to the performance of OFDM in high-mobility environments with higher orders of MIMO systems and millimeter-wave systems. Many studies have been performed on OTFS in high-mobility environments [4]–[8] and its application to underwater acoustic channels [9].

In OTFS, all information symbols are mapped onto the two dimensional (2D) delay-Doppler (DD) domain, and the wireless channel is also represented in the DD domain. In [4], the unavoidable inter-Doppler interference (IDI) is reported to occur in wireless channels composed of multiple paths with the fractional Doppler that cannot be expressed in an integer index in the DD domain. We will refer to these channels as fractional Doppler channels. The message passing (MP) algorithm is also proposed for signal detection to mitigate the IDI in the paper. IDI is unavoidable because the system cannot obtain the fractional Doppler directly. In principle, IDI can be avoided if the fractional Doppler is obtained because the OTFS input-output relation in the DD domain can be expressed as a linear equation. The general channel estimation method for OTFS is to obtain the channel response of the transmitted pilot signals in the DD domain [4]. Using this method, the system can only obtain the channel response indexed to integer numbers in the DD domain. In [7], the pseudo sequence (PN)-based channel estimation method is proposed to estimate the Doppler shift of each path, but the system requires an impractically long PN sequence for accurate estimation of the fractional part.

In this paper, we propose a novel channel estimation method that can handle the fractional Doppler using the pilot response in the DD domain. We also propose a novel low-complexity channel equalization method by using the estimated channel information. Our contributions can be summarized as follows:

- We analyze the IDI caused by the fractional Doppler and the observed channel response of pilot signals in the DD domain. Based on the analysis, we propose a novel cross-correlation-based channel estimation algorithm.
- We formulate an OTFS input-output relation expressed as a 2D circular convolution with a small approximation derived from general channel characteristics. We also propose a novel low-complexity channel equalization method based on this convolutional expression using the proposed channel estimation method.
- Using simulation, we show that the OTFS system using the proposed channel estimation and equalization outperforms OFDM in high-mobility channels by simulations.

Notation: Boldface capital letters represent matrices, and lower-case letters represent column vectors. The transpose, conjugate, conjugate transpose, and inverse of a matrix are denoted by $(\cdot)^T$, $(\cdot)^*$, $(\cdot)^H$, and $(\cdot)^{-1}$, respectively. $\odot$ is the circular convolution operation. The operator $\text{vec}\{\cdot\}$ denotes the vectorization of a matrix. $(\cdot)_M$ is the modulo operator.
of divider $M$.

II. SYSTEM MODEL

In this section, we first review the basic principle of OTFS proposed in [2]. Then, we explain the CP-OFDM-based OTFS system [9] that we consider in this paper.

A. Basic principle of OTFS

In the OTFS modulation, information symbols (e.g., QAM symbols) are mapped onto the DD domain. The transmitter converts DD domain symbols $X^{DD}[l, k]$ into the frequency-time (FT) domain symbols $X^{FT}[m, n]$ using the inverse symplectic finite Fourier transform (ISFFT) as

$$X^{FT}[m, n] = \frac{1}{\sqrt{MN}} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} X^{DD}[l, k] e^{-j2\pi \left( \frac{mk}{N} - \frac{ln}{M} \right)}$$  \hspace{1cm} (1)

where $M$ and $N$ are the numbers of delay and Doppler bins in the DD domain, respectively.

A time-domain transmit signal $s(t)$ is given by applying the Heisenberg transform to $X^{FT}[m, n]$ as described by

$$s(t) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} X^{FT}[m, n] e^{j2\pi m \Delta f (t - nT)} g_{tx}(t - nT)$$ \hspace{1cm} (2)

where $g_{tx}(t)$ is the transmit pulse shape, and $T$ and $\Delta f$ are the sampling and frequency intervals, respectively, in the FT domain.

The time-domain received signal $r(t)$ in the doubly-selective fading channels is expressed as

$$r(t) = \int \int h(\tau, \nu) e^{j2\pi \nu (t - \tau)} s(t - \tau) d\tau d\nu$$ \hspace{1cm} (3)

where $h(\tau, \nu)$ is the complex-valued Doppler-variant channel impulse response characterized by delay $\tau$ and Doppler frequency $\nu$. Assuming a ray-based quasi-static propagation channel, $h(\tau, \nu)$ is given as

$$h(\tau, \nu) = \sum_{p=1}^{P} h_p \delta(\tau - \tau_p) \delta(\nu - \nu_p)$$ \hspace{1cm} (4)

where $P$ is the number of propagation paths, and $\delta(\cdot)$ denotes the Dirac delta function. Each path is represented by attenuation $h_p$, delay $\tau_p$, and Doppler frequency $\nu_p$ for the $p$-th path.

The delay and Doppler values for the $p$-th path is given as $\tau_p = \frac{\tau}{M} \Delta \tau$ and $\nu_p = \frac{\nu}{N} \Delta \nu$, where $\Delta \tau$ and $\Delta \nu$ represent the integer indices of the delay and the Doppler bins in the DD domain, respectively, and $\kappa_{\nu_p}$ is the fractional Doppler that uses a noninteger index to represent $\nu_p$. We consider fractional delays outside the system using the fractional delay filter theory [10].

The receiver performs matched filtering with the receive pulse shape $g_{rx}(t)$. This operation is known as the cross-ambiguity function $A_{g_{tx},g_{rx}}(\tau, \nu)$ and is given by

$$A_{g_{tx},g_{rx}}(\tau, \nu) \triangleq \int e^{-j2\pi \nu (t - \tau)} g_{rx}(t - \tau) r(t) dt.$$ \hspace{1cm} (5)

The FT domain received symbols $Y^{FT}[m, n]$ is obtained by sampling the cross-ambiguity function $A_{g_{tx},g_{rx}}(\tau, \nu)$ according to

$$Y^{FT}[m, n] = A_{g_{tx},g_{rx}}(\tau, \nu) \big|_{\tau = nT, \nu = m \Delta f}$$ \hspace{1cm} (6)

This transformation from the 1D continuous signal $r(t)$ to the 2D symbols $Y^{FT}[m, n]$ is called the discrete Wigner transform and is the inversion of the Heisenberg transform.

Finally, the receiver performs the symplectic finite Fourier transform (SFFT) to obtain the DD domain received symbols $Y^{DD}[l, k]$ as described by

$$Y^{DD}[l, k] = \frac{1}{\sqrt{MN}} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} Y^{FT}[m, n] e^{-j2\pi \left( \frac{mk}{N} - \frac{ln}{M} \right)}$$ \hspace{1cm} (7)

B. Rectangular Pulse Shaping with Cyclic Prefix

To simplify the basic principle of OTFS, let us define the system model in the matrix representations. We consider the OFDM system using the cyclic prefix time guard interval (CP-OFDM) based OTFS system with a single transmit antenna and single receive antenna. The CP-OFDM-based OTFS system is characterized by the rectangular transmit pulse shape that is $1/\sqrt{T}$ for $t \in [0, T)$ and 0 at all other values, and rectangular receive pulse shape, which is $1/\sqrt{T}$ for $t \in [-T_{CP}, T)$ and 0 at all other values, where $T_{CP}$ is the length of CP.

By introducing the rectangular transmit pulse shape, (2) can be expressed by a symbol-by-symbol block $S \in \mathbb{C}^{M \times N}$ as

$$S = \frac{1}{\sqrt{T}} F_M^H X^{FT} = \frac{1}{\sqrt{T}} X^{DD} F_N^H$$ \hspace{1cm} (8)

where $X^{FT} \in \mathbb{C}^{M \times N}$ and $X^{DD} \in \mathbb{C}^{M \times N}$ are matrices composed of $X^{FT}[m, n]$ and $X^{DD}[l, k]$, respectively, and $F_M \in \mathbb{C}^{M \times M}$ and $F_N \in \mathbb{C}^{N \times N}$ are the discrete Fourier transform (DFT) matrices. The CP-OFDM-based OTFS system adds $N_{CP}$-length CP for each OFDM symbol $s_i \in \mathbb{C}^{M}$ that corresponds to $s(t)$ for $(i - 1)T \leq t < iT$ in (3) and the column vector of $S(= [s_1 s_2 ... s_{N_{CP}}])$, to avoid the inter-symbol interference (ISI) among the OFDM symbols via the CP addition matrix $A_{CP} \in \mathbb{C}^{(M+N_{CP}) \times M}$. Finally, the transmitter performs parallel to serial conversions to obtain a transmit signal with CPs $s \in \mathbb{C}^{(M+N_{CP}) \times M}$ in the time domain as described by

$$s = \text{vec}(A_{CP} S) = \frac{1}{\sqrt{T}} \text{vec}(A_{CP} X^{DD} F_N^H).$$ \hspace{1cm} (9)

Due to the rectangular pulse shape and avoidance of the ISI with CPs, the i-th received OFDM symbol $r_i \in \mathbb{C}^{M}$ after CP removal can be given by

$$r_i = H_i s_i + z_i$$ \hspace{1cm} (10)

where $H_i \in \mathbb{C}^{M \times M}$ is the channel matrix of the i-th OFDM symbol, and $z_i \in \mathbb{C}^{M}$ is the additive noise vector with a zero-mean complex normal distribution with variance $\sigma$. Assuming
a ray-based quasi-static propagation channel, $H_i$ is expressed as
\[
H_i = \sum_{p=1}^{P} h_p e^{j\phi_p} \Delta_i k_i \tau_p \Pi_{i \tau_p} \tag{11}
\]
where $\phi_p \in [0, 2\pi)$, $\Delta_i k_i \tau_p \Pi_{i \tau_p} \in \mathbb{C}^{M \times M}$ and $\Pi_{i \tau_p} \in \mathbb{R}^{M \times M}$ denote the initial phase, the Doppler shift matrix, and the delay matrix, respectively, for the $p$-th path. The Doppler shift matrix is expressed by $\Delta_i k_i \tau_p \Pi_{i \tau_p} \triangleq$ diag $[\omega^{(M+NCP)(i-1)+NCP-1+\tau_p}, \omega^{(M+NCP)(i-1)+NCP-1+\tau_p+1}, \ldots, \\
\omega^{(M+NCP)(i-1)+\tau_p+M-1}]$ where $\omega = e^{2\pi j(k_p \xi_0)}$. The delay matrix $\Pi_{i \tau_p}$ is the forward cyclic shifted permutation matrix according to delay $l_p$ in the DD domain.

The receiver performs $M$-point DFT on the $i$-th OFDM symbol in the time domain to obtain the frequency domain symbol vector $Y_{i\tilde{F}} \in \mathbb{C}^{M \times 1}$ as
\[
Y_{i\tilde{F}} = F_M f_i = F_M (H_M s_i + z_i) = F_M H_i X^{DD}_{jt} + F_M z_i \tag{12}
\]
where $f_i \in \mathbb{C}^{N}$ is the $i$-th column vector of $F_N$. Let $Y\tilde{F} = [Y_{1\tilde{F}}, Y_{2\tilde{F}}, \ldots, Y_{N\tilde{F}}] \in \mathbb{C}^{M \times N}$ denote the 2D received symbols in the $\tilde{F}$ domain. Applying the SFFT to $Y_{i\tilde{F}}$, we obtain the DD domain symbol matrix $Y^{DD} \in \mathbb{C}^{M \times N}$ as
\[
Y^{DD} = F_{M}^{H} Y_{i\tilde{F}} F_{N} = \sum_{i=1}^{N} F_{M}^{H} X^{\tilde{F}T}_{i} f_{i}^{T} = \sum_{i=1}^{N} H_i X^{DD}_{jt} f_{i}^{T} + z_i f_{i}^{T}. \tag{13}
\]

Based on (11) and (13), each element $Y^{DD}_{l,k}$ of $Y^{DD}$ without the noise term can be expressed as
\[
Y^{DD}_{l,k} = \sum_{i=1}^{N} \sum_{l'=0}^{M-1} \sum_{k'=0}^{N-1} \sum_{p=1}^{P} h_p \delta((l-l')M - \tau_p) e^{j\phi_p} e^{j2\pi(k_{r\nu} + \kappa \nu_p - (k-k'))N} \cdot X^{DD}_{l',k'} \delta((l-l')M - \tau_p) \cdot Y_{N} ((k_{r\nu} + \kappa \nu_p - (k-k'))N). \tag{14}
\]

The vectorized version of $Y^{DD}$ can be represented as
\[
y^{DD} = \text{vec}(Y^{DD}) = (F_N \otimes I_M)H(F_N^{H} \otimes I_M)X^{DD} + (F_N \otimes I_M)z \tag{15}
\]
where $H = \text{diag}(H_1, H_2, \ldots, H_N), x^{DD} = \text{vec}(X^{DD}), z = [z_1^T, z_2^T, \ldots, z_N^T]^T$, and $\Phi = (F_N \otimes I_M)H(F_N^{H} \otimes I_M)$.

III. FRACTIONAL DOPPLER ANALYSIS

Equation (13) indicates that the received symbols $Y^{DD}[l,k]$ are affected by the fractional Doppler through $Y_{N} ((k_{r\nu} + \kappa \nu_p - (k-k'))N)$.

Let us consider the channel response $\tilde{H}^{DD}_{i,j}[l,k]$ of a pilot signal $X^{DD}_{i,j}[l,k]$ in the DD domain
\[
X^{DD}_{i,j}[l,k] = \begin{cases} 1 & \text{if } l = i, k = j \\ 0 & \text{otherwise} \end{cases}. \tag{16}
\]

From (13), the channel response of the pilot signal can be written as
\[
\tilde{H}^{DD}_{i,j}[l,k] = \sum_{p=1}^{P} e^{j\phi_p} \psi_p[l] h_p \delta((l-i)M - \tau_p) \cdot Y_{N} ((k_{r\nu} + \kappa \nu_p - (k-j))N). \tag{17}
\]

The pilot signal is observed from the above equation as multiple paths with an integer Doppler shift that is different from the actual Doppler shift in the Doppler domain over the fractional Doppler channels. Since the observed Doppler shifts are different from the actual Doppler shift, the direct use of the information from (17) for signal detection results in detection error unless the inversion operation in (14) is performed.

IV. CHANNEL ESTIMATION

In this section, we propose a channel estimation method using the cross-correlation of $\tilde{H}^{DD}_{i,j}[l,k]$ with $Y_{N} ((k \pm \kappa))$ across Doppler domain elements. The normalized cross-correlation function for all $k$ between $\tilde{H}^{DD}_{i,j}[l,k]$ on the $l$-th delay bin and $Y_{N} ((k \pm \kappa))$ with parameter $\kappa$ corresponding to the fractional Doppler is given by
\[
R_{\tilde{H}_i, Y}(k \pm \kappa) = \frac{1}{N^2} \sum_{k'=0}^{N-1} \tilde{H}^{DD}_{i,j}[l,k'] Y_{N} ((k' - (k \pm \kappa))N). \tag{18}
\]

For simplicity, let us consider a channel having a single path on the $l$-th delay bin and the pilot signal in the DD domain of $i = j = 0$. When the estimated Doppler index $k \pm \kappa$ matches the actual Doppler index $k_{r\nu} + \kappa \nu_p$ of the $p$-th path, this function reaches the highest magnitude, i.e., $|R_{\tilde{H}_i, Y}(k \pm \kappa)| = h_p$. Therefore, by finding the highest magnitude of the function with $k + \kappa$, we can completely
estimate the channel parameters for the \(l\)-th delay bin as follows:

\[
\begin{align*}
\hat{k}_v + \hat{\kappa}_v &= k + \kappa, \\
\hat{t}_v &= l, \\
\hat{\psi}_p &= e^{j2\pi(\hat{k}_v + \hat{\kappa}_v)}|R_{H,\hat{t},\hat{\psi}|}^{\hat{\kappa}_v}, \\
e^{j\hat{\phi}_p} &= \frac{R_{H,\hat{t},\hat{\psi}(l,\hat{k}_v + \hat{\kappa}_v)}}{|R_{H,\hat{t},\hat{\psi}|}^{\hat{\kappa}_v}}^{-1}.
\end{align*}
\tag{19}
\]

For multipath scenarios, the estimated path based on (19) is removed from the pilot response \(\hat{H}^{DD}_{i,j}\), and then the estimation is iteratively executed as described in Algorithm 1. The estimation algorithm stops when the maximum value of \(|R_{H',\hat{t},\hat{\psi}|(k + \kappa)}| \) for all \(k + \kappa\) satisfies at least one of the following criteria:

\[
\max |R_{H',\hat{t},\hat{\psi}|(k + \kappa)}| \leq \frac{\sum_{i=1}^{N} |\hat{H}^{DD}_{i,j}[l, i]|}{\alpha \beta},
\tag{20}
\]

where \(\alpha\) and \(\beta\) are tuning coefficients.

V. CHANNEL EQUALIZATION

Based on (14), \(\Lambda_i(l - l', M, (k' - k')N)\) can be regarded as an effective channel in the DD domain, but it represents different channels according to the delay index \(l\) because of the Doppler shift \(\psi_p[l]\). If \(\psi_p[l]\) is constant (e.g., no Doppler shift) at any \(l\), the received symbol matrix can be expressed as \(Y^{DD} = X^{DD} \odot \Lambda_i\), where \(\Lambda_i \in C^{M \times N}\) is the matrix composed of \(\Lambda_i[l, k]\) for \(l = 0, ..., M - 1, k = 0, ..., N - 1\). Even if \(\psi_p[l]\) is not constant, we can observe that differences in \(\psi_p[l]\) between a delay bin \(l\) and adjacent delay bins are negligibly small. This is because the differences depend on the Doppler index \(k_v + \kappa_v\), and the frame length \((M + N_{cp})N\) from (14), but the frame length is dominant (i.e., \(k_v + \kappa_v \ll M + N_{cp})N\)).

In addition, \(Y^{DD}[l, k] \) is composed of \(X^{DD}[l', k']\) and \(\Lambda_i[l - l', M, (k' - k')N]\) with an index \(l'\) that can only be a close value to the index \(l\) in practice because the channel impulse response \(h(\tau, \nu)\) is usually localized (i.e., \(l_{cp} \ll M\)) in the delay domain. These observations indicate that the \(l\)-th symbols of \(Y^{DD}\) can be represented by the 2D circular convolution of \(X^{DD}\) and \(\Lambda_i\), which is a matrix generated from the constant phase shift \(\psi_p[l]\) defined by the delay index \(l\) of \(Y^{DD}[l, k]\) instead of \(\psi_p[l]\) in (14), as

\[
Y^{DD}[l, k] \approx (X^{DD} \odot \Lambda_i[l, k]).
\tag{21}
\]

Since \(\Lambda_i\) can be derived from the estimated path parameters described in the previous section, we can obtain the estimated transmit symbols on delay bin \(l\) by applying the 2D Wiener deconvolution [11] as

\[
\frac{\mathcal{F}(\hat{X}^{DD}[\eta, \xi])}{\mathcal{F}(\hat{\Lambda}_i'[\eta, \xi]) + \sigma_n^2} \mathcal{F}(Y^{DD}[\eta, \xi]),
\tag{22}
\]

where \(\mathcal{F}(\cdot)\) denotes the 2D DFT, \(\eta = 0, ..., N - 1\), and \(\xi = 0, ..., M - 1\).

The dominant computational complexity of this operation arises from the 2D DFT and 2D IDFT. When \(M\) and \(N\) are numbers equal to powers of two, the complexity of 2D DFT and 2D IDFT is \(O(MN \log MN)\) due to the use of the fast Fourier transform (FFT) algorithm. Since this operation requires at most \(M\) iterations to obtain \(\hat{X}^{DD}\) for all delays, the total computational complexity is \(O(M^2N \log MN)\). By contrast, the equalization based on the matrix inversion of (15) has \(O(M^3N^3)\) complexity.

Note: This method requires high channel estimation accuracy, according to the signal-to-noise ratio (SNR). The denominator of (22) can be close to zero. If the channel estimation error causes the error, the error is enhanced by the division, and then the error is spread to many elements by operation (23). When this error degrades the performance, the magnitude of \(\mathcal{F}(\hat{\Lambda}_i)[\eta, \xi]\) in (22) should be modified locally to avoid division by zero or values close to zero [12].

VI. SIMULATION RESULTS

This section presents the bit error performance of the OTFS system with the proposed channel estimation and equalization under different parameters and environments. Table 1 provides relevant parameters for all simulations. For each channel, fractional delay filters using Farrow structures [10] are used to implement the fractional delay. Each of the Doppler shift is given by Jakes’ formula as

\[
\nu_p = \nu_{\text{max}} \cos(\theta_p),
\tag{24}
\]

where \(\nu_{\text{max}}\) is the maximum Doppler shift determined by the user speed and angle-of-arrival \(\theta_p\) that is uniformly distributed over \([-\pi, \pi]\). To evaluate the channel estimation method, we consider the PN-sequence-based estimation [7] using two different lengths of the pilot sequence. The first sequence is the same length as the information, and the second sequence is ten times longer because this method requires a long sequence for
TABLE I
SIMULATION PARAMETERS

| Parameter                  | Value                  |
|----------------------------|------------------------|
| Carrier frequency          | 4.3 GHz                |
| # of subcarriers (M)       | 256                    |
| # of OFDM symbols (N)      | 14                     |
| Subcarrier spacing (Δf)    | 15 kHz                 |
| CP length (NCP)            | 17 samples (6.67% of M) |
| Channel profile            | MED [13] with max. delay of the CP length and TDL-C [14] with 300 ns RMS delay |
| User speed                 | 500 km/h for MED, 120 km/h for TDL-C |

Fig. 1. Bit error rate (BER) of 64-QAM (top) and the number of paths detected by the proposed estimation method (bottom) with different values of α and β in the MED channel with 10 paths and a speed of 500 km/h.

precise estimation of Doppler frequencies. In all simulations, the pilot signals are ideally distorted by the same channel with the information signal and the complex Gaussian noise of the same level as the information signal. This is a simplification for the simulation, but the impact on the performance is small even if the pilot and information are sent at different frames (e.g., the adjacent frames) because the OTFS signal is modulated in the DD domain and the channel represented in the DD domain does not vary considerably over the period.

We first study the coefficients α and β of the stopping criteria in (20) since the performance and the number of iterations of Algorithm 1 depend on these coefficients. Fig. 1 shows the BER performance and the number of detected paths with different values of the coefficients. Better error performance and fewer detected paths indicate the best choice for the coefficients. Based on the results, we choose α = 1/50 and β = 1/10 for the subsequent simulations.

Next, we show comparisons of the channel estimation methods between the proposed method and the use of the pilot response of (17) directly, and comparisons of the equalization methods between the proposed method, the Wiener deconvolution without the proposed approximation, and the matrix inversion of (15) in Fig. 2. First, this result indicates that the direct use of the pilot response as an estimated channel does not equalize the signal in the fractional Doppler channel. In the MED with 10 paths, the matrix inversion equalization is slightly better than the proposed method in the high SNR region because of the approximation in the proposed equalization. By contrast, the result is opposite for the channel with 20 paths. In the MED channel, each path is placed at equal intervals in the delay domain. The proposed channel estimation can almost correctly estimate the MED channel with 10 paths because there is almost a single path in a delay bin in this simulation settings. By contrast, the channel estimation accuracy decreases in the MED channel with 20 paths because there are several paths in the same delay bin. This means that the proposed equalization method is robust against the channel estimation error.

Third, we compare the proposed channel estimation with the PN-sequence-based channel estimation in the MED channels. An examination of the results presented in Fig. 3 shows that the proposed method outperforms the PN-sequence-based channel estimation regardless of the channels even when the long PN sequence is used. By contrast, as noted in Section VII channel estimation errors degrade the performance because of the low estimation accuracy with a short sequence.

Finally, Fig. 4 shows uncoded and coded bit error performances in the TDL-C channel with a mobile speed of 120 km/h in order to compare OTFS and OFDM. We adopt the Turbo coding with 1/2 coding rate and 8 iterations for the decoder in this simulation to validate the effectiveness of the error correction coding for the proposed method. The TDL-C channel has 24 paths and most of the paths are located close to the first path. Although for the proposed method, estimation of the TDL-C channel is more challenging due to this path characteristic than the estimation of the MED channel, the proposed method provides a better performance than OFDM that uses the frequency domain minimum mean square error (MMSE) equalizer with an ideal symbol-by-symbol channel impulse response. Compared to uncoded and coded performances, the error correction coding is more effective for OTFS than for OFDM. This indicates that the OTFS error distribution
VII. Conclusion

We analyzed the effect of the fractional Doppler in the delay-Doppler domain for OTFS. This analysis allowed the construction of a novel channel estimation method using the pilot response in the delay-Doppler domain. Based on the estimation, we also proposed a novel low-complexity equalizer.

Simulation results show that the proposed estimation method displays a more reliable channel estimation accuracy than the conventional PN-sequence-based channel estimation in several channels. The total system with the proposed channel estimation and equalization outperforms OFDM in high-mobility environments without the use of any iterative signal detection methods.

Topics for future work include iterative signal detection approaches with small numbers of iterations for improving the performance with practical complexity. The proposed channel estimation method will also help remedy the complexity of joint radar and communication applications using OTFS due to the high channel estimation accuracy.
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**APPENDIX**

**Proof of (14): OTFS input-output relation in the delay-Doppler domain**

We start with defining elements of each matrix composed of (14). By using the Dirac delta function, each element of the delay matrix $\Pi_{\tau_p}$ can be written as

$$
\Pi_{\tau_p}[l, l'] = \delta((l - l')M - l_{\tau_p}).
$$

(25)

Therefore, each element of $H_i$ can be expressed as

$$
H_i[l, l'] = \sum_{p=1}^{P} h_p e^{j\phi_p} \delta((l - l')M - l_{\tau_p}) e^{j2\pi(k_{\nu_p} + \kappa_{\nu_p}) \frac{NCP}{(M+NCP)}} e^{-j2\pi \frac{(l - l')(k - k')}{N}}
$$

(26)

The signal part of (13) can be written as

$$
\sum_{i=1}^{N} H_i \mathbf{X}^{DD} \mathbf{f}_i^T \mathbf{r}_i^T = \sum_{i=1}^{N} H_i \mathbf{X}^{DD} \Omega_i
$$

(27)

Based on (26) and (27), $Y^{DD}[l, k]$ can be obtained as shown in (28), which completes the proof.

$$
Y^{DD}[l, k] = \sum_{i=1}^{N} \sum_{l'=0}^{M-1} \sum_{k'=0}^{N-1} H_i[l, l'] X^{DD}[l', k'] \Omega_i[k', k]
$$

$$
= \sum_{i=1}^{N} \sum_{l'=0}^{M-1} \sum_{k'=0}^{N-1} \sum_{p=1}^{P} h_p \delta((l - l')M - l_{\tau_p}) e^{j\phi_p} e^{j2\pi(k_{\nu_p} + \kappa_{\nu_p}) \frac{NCP}{(M+NCP)}} e^{-j2\pi \frac{(l - l')(k - k')}{N}}
$$

$$
= \sum_{l'=0}^{M-1} \sum_{k'=0}^{N-1} X^{DD}[l', k'] \sum_{p=1}^{P} h_p \delta((l - l')M - l_{\tau_p}) e^{j\phi_p} e^{j2\pi(k_{\nu_p} + \kappa_{\nu_p}) \frac{NCP}{(M+NCP)}} e^{-j2\pi \frac{(l - l')(k - k')}{N}}
$$

$$
= \sum_{l'=0}^{M-1} \sum_{k'=0}^{N-1} X^{DD}[l', k'] \sum_{p=1}^{P} h_p \delta((l - l')M - l_{\tau_p}) e^{j\phi_p} e^{j2\pi(k_{\nu_p} + \kappa_{\nu_p}) \frac{NCP}{(M+NCP)}} e^{-j2\pi \frac{(l - l')(k - k')}{N}}
$$

$$
= \sum_{l'=0}^{M-1} \sum_{k'=0}^{N-1} X^{DD}[l', k'] \Lambda_i[(l - l')M, (k - k')_N]
$$

(28)