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Abstract: Misuse activity in computer networks constantly creates new challenges and difficulties to ensure data confidentiality, integrity, and availability. The capability to identify and quickly stop the attacks is essential, as the undetected and successful attack may cause losses of critical resources. The anomaly-based intrusion detection system (IDS) is a valuable security tool that is capable of detecting new, previously unseen attacks. Anomaly-based IDS sends an alarm when it detects an event that deviates from the behavior characterized as normal. This paper analyses the use of the histogram-based outlier score (HBOS) to detect anomalies in the computer network. Experimental results of different histogram creation methods and the influence of the number of bins on the performance of anomaly detection are presented. Experiments were conducted using an NSL-KDD dataset.
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1. Introduction

With the increasing likelihood of becoming a target of malicious activity, it is necessary to take care of the security of information systems. Information systems are as secure as their weakest parts. In addition, there exists an inequality of efforts because only one vulnerability and one exploit are enough to compromise a system. In order to protect the information system, a complete set of security countermeasures has to be implemented. Therefore, it is very important to detect attacks at an early stage when the system has not been damaged yet. For this purpose, an intrusion detection system can be used. An intrusion detection system (IDS) is a union of hardware and software elements that monitors the system or network activity to identify and alert malicious events. There are two main approaches that are used for intrusion detection: signature-based and anomaly-based approaches. Signature-based IDS performs detections by comparing new data with the corresponding signature in the database of known attacks. Known attacks can be detected efficiently; however, new attacks are created every day, and in order to work efficiently, the system needs to be constantly updated with new signatures. The main drawback of the signature-based approach is that it fails to detect new, previously unseen attacks or even modified variants of known attacks.

Anomaly-based IDS operates on the assumption that the malicious activity is noticeably different from the normal system activity and, thus, is detectable. Anomaly-based IDS builds a model of normal network behavior, and any abnormal behavior that deviates from this model is marked as an intrusion. The main advantage of anomaly-based IDS is that it is capable of detecting new, previously unseen attacks. The main drawback is the high false alarm rate.
Goldstein and Uchida presented a comparative evaluation of various unsupervised anomaly detection algorithms [1]. The authors outlined the strengths and weaknesses of the algorithms with respect to their usefulness for specific applications. The nearest neighbor based algorithms performed better in most cases when compared to clustering algorithms, but the clustering-based algorithms had a lower computation time. The authors recommended using nearest neighbor based algorithms on datasets containing global anomalies and a local outlier factor (LOF) algorithm for local anomalies instead of clustering-based methods.

Anomalies can be detected using the feature-based anomaly detection approach by creating histograms of different traffic features [2]. In the proposed approach, anomalies are detected by modelling the detailed characteristics of constructed histograms and identifying deviations from the normal network traffic.

Perona et al. proposed network packet payload processing methodology based on histogram representations to detect anomalies [3]. They concluded that the payload analysis can be used in a general manner, with no service or port-specific modelling, to detect attacks in the network traffic.

Hofstede et al. also used packet payloads to detect brute-force attacks and compromised web applications [4]. The authors used clustering methods together with histograms of packet payload sizes to detect attacks. The Internet Protocol Flow Information Export (IPFIX) protocol was used to collect flow data.

A detailed review on methods for network anomaly detection was presented by Bhuyan et al. [5]. The authors described important aspects of the network anomaly detection, feature selection methods, and existing datasets. The paper concluded with important research issues, challenges, and recommendations for the developers of network anomaly detection methods and systems.

This paper analyses the use of a histogram-based outlier score (HBOS) to detect anomalies in the computer network. Experimental results of different histogram creation methods and the influence of the number of bins on the performance of anomaly detection using the NSL-KDD dataset are presented. The NSL-KDD dataset is a refined version of its predecessor, KDD99, and it is used to evaluate network-based intrusion detection systems [6].

2. Methodology

HBOS is a statistical anomaly detection algorithm [7]. HBOS calculates an outlier score by creating a univariate histogram for each single feature of the dataset. It assumes that features are independent. The drawback of assuming feature independence becomes less severe when the dataset has a high number of dimensions due to a larger sparsity [2]. The height of each single bin of the histogram represents the density estimation. To ensure an equal weight of each feature, the histograms are normalized in such a way that the maximum height of the bin would be equal to one. Then, calculated values are inverted so that anomalies have a high score and normal instances have a low score.

\[
HBOS(v) = \sum_{i=0}^{d} \log\left(\frac{1}{\text{hist}_i(v)}\right)
\]  

where \(d\) is the number of features, \(v\) is the vector of features, and \(\text{hist}_i(v)\) is the density estimation of each feature instance.

Three advantages of the HBOS include a fast computation time, scoring-based detection, and absence of a learning phase.

- The computation time is very significant, especially for computer networks where the amount of data that needs to be analyzed to detect anomalies is very large. HBOS is up to 5 times faster than clustering-based algorithms and up to 7 times faster than nearest-neighbor based methods [7].
- In the anomaly detection, scoring-based detection methods assign an outlier score to each of the data points. This is an advantage compared to binary output methods because, additionally, the outlier score allows estimating the reliability or certainty of the prediction.
• HBOS is an unsupervised method; therefore, it has no training or learning phase and does not require data labelling. The only parameter that needs to be specified is the number of bins of the histogram.

Two different methods can be used to construct histograms: the static bin width or the dynamic bin width. In the first case, data are grouped using bins of the same width. A rectangle is drawn in each interval whose height is proportional to the number of points that fall into the interval. Equal binning assumes that each bin is equally likely, but this assumption is usually not met. Using dynamic bins, the width of bins depends on the values of data and may not necessarily be equal to the specified number of bins. In the case of long-tail distributions with repetitive integers, some bins may contain more values than specified. In both static and dynamic cases, it is necessary to specify the number of bins \( k \). It is recommended that the \( k \) value should be equal to the square root of all data points.

It is important to note that in applying dynamic bins to construct histograms, in cases where the selected number of bins \( k \) is greater than the number of unique values of the feature, the number of bins will be equal to the number of unique values. It can be illustrated using a simple numeric example with a set of 12 integers \{1,9,1,1,2,1,1,9,1,2,1,1\}. After applying dynamic bins with \( k = 4 \), the resulting bins are \{1,1,1,1,1,1,1,1\}, \{2, 2\}, and \{9,9\}. If \( k = 2 \), the processing steps are as follows:

1. the data are split into two intervals with the same quantity of values \{1,1,1,1,1,1\} and \{1,1,2,2,9,9\};
2. if the maximum value of the first bin is not equal to the minimum value of the second bin, this value moves from the second bin to the first one. Repeat step 2 until all bins are checked.

The resulting bins would be \{1,1,1,1,1,1,1,1\} and \{2,2,9,9\}.

The number of bins will be equal to the selected \( k \) only when the number of unique values of the feature is greater than or equal to \( k \).

The HBOS anomaly detection algorithm was implemented using R programming language. R is a scripting language for statistical data analysis and visualization.

For the experiment, we used the NSL-KDD dataset [6]. The NSL-KDD dataset is a refined version of its predecessor, KDD99, and has the following advantages: it does not include redundant and duplicated instances, and the number of available instances in the train and test datasets are reasonable; therefore, it is possible to execute experiments with the complete set. Each instance of the NSL-KDD dataset contains 41 main features (e.g., duration, protocol type, service) and 2 additional features describing the type and the difficulty level of each instance.

Figure 1 illustrates the anomaly detection process consisting of two steps: data preprocessing and anomaly detection. The first step splits NSL-KDD training data into normal and attack datasets. Only training data labelled as normal were used in the anomaly detection step, which consisted of 67,343 instances. In a real-world scenario, it is much easier to collect data corresponding to normal network behavior rather than data with a complete set of possible attack types. In computer networks, the number of normal packets is significantly larger than anomalous ones. After the data preprocessing step, the resulting dataset is further used to detect anomalies. This dataset is accompanied by a new instance from the test dataset. The NSL-KDD test data set consisted of 22,544 instances, from which 9711 were labelled as normal, and 12,833 instances were assigned to one of four attack types: denial-of-service (DOS, 7458), surveillance and other probing (PROB, 2421), unauthorized access from a remote to local host (R2L, 2887), and unauthorized access to the local super user (U2R, 67). HBOS was applied with the specified number \( k \) and the type of bins. The tested instance was flagged as an anomaly if its HBOS value exceeded an estimated threshold \( Th \).
3. Experimental Results and Discussion

Experiments were conducted using static and dynamic histogram construction methods with different numbers of bins $k$. Table 1 shows unique values of each feature of NSL-KDD in training normal data. When using the recommended number of bins, $k$ is equal to the square root of all data points ($k = \sqrt{67,343 + 1} \approx 259$). It can be seen that each unique value of 36 features will fall into separate bins, and the values of only 5 remaining features (features 1, 5, 6, 23, and 24) will be grouped into selected bins. To evaluate the influence of grouping on the performance of anomaly detection, it is reasonable to try different $k$ values. A lower $k$ value will increase the influence of grouping, whereas a higher $k$ value will decrease it.

Table 1. Unique values of features of NSL-KDD in training normal data.

| Feature | Unique Values | Feature | Unique Values | Feature | Unique Values |
|---------|---------------|---------|---------------|---------|---------------|
| 1       | 1925          | 15      | 15            | 29      | 73            |
| 2       | 3             | 16      | 16            | 30      | 85            |
| 3       | 70            | 17      | 17            | 31      | 60            |
| 4       | 11            | 18      | 18            | 32      | 256           |
| 5       | 3278          | 19      | 19            | 33      | 256           |
| 6       | 9278          | 20      | 20            | 34      | 101           |
| 7       | 2             | 21      | 21            | 35      | 101           |
| 8       | 1             | 22      | 22            | 36      | 101           |
| 9       | 4             | 23      | 23            | 37      | 67            |
| 10      | 26            | 24      | 24            | 38      | 101           |
| 11      | 26            | 2491    | 2491          | 39      | 100           |
| 12      | 2             | 58      | 58            | 40      | 101           |
| 13      | 58            | 27      | 52            | 41      | 101           |
| 14      | 2             | 28      | 59            |         |               |
F-measures were used for to evaluate the performance of anomaly detection. The F-measure represents the balance between precision (P) and recall (R): \((2 \times P \times R / (P + R))\) [5]. The F-measure ranges from \(0\) to \(1\), where \(1\) is an ideal case. Precision is defined as the ratio between the number of correctly detected anomalies and the total number of detected anomalies (\(TP / (TP + FP)\)), where \(TP\) is the true positive and \(FP\) is the false positive. Recall is defined as the ratio between the number of correctly detected anomalies and the total number of anomalies (\(TP / (TP + FN)\)), where \(FN\) is the false negative.

Figure 2a shows the dependences of F-measure on the detection threshold \(Th\) using static bins and a different number of \(k\) bins. The maximum value of the F-measure did not depend on the number of selected \(k\) bins, and it reached 0.86. However, the number of \(k\) bins influenced the width and position of the curve at the maximum value of the F-measure. A higher curve width indicates better results, as the attack detection is less dependent on the threshold value. The width of the curves can be compared by choosing a reference point of the F-measure. If the chosen reference point was 0.8 (i.e., the F-measure value was higher than 0.8), the range of threshold values was 23 units (from 10 to 33) when \(k = 25\). The widest range was equal to 29 units and was reached when \(k\) was equal to or higher than 259. As a result, the maximum value of the F-measure did not change, but the width of the curve changed when \(k\) increased (when the influence of the grouping value was lowered).
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**Figure 2.** (a) Dependence of the F-measure on the detection threshold \(Th\) using static bins and a different number of bins \(k\). (b) Dependence of the F-measure on the detection threshold \(Th\) using static bins at different feature sets.

Figure 2b illustrates the dependence of the F-measure on the detection threshold \(Th\) using static bins with a different set of features. Feature sets were selected based on the results proposed by other authors. Zargari et al. proposed to use a feature set composed of 10 features (FeatNum = 10) obtained using Weka by applying the InfoGainVal+Ranker method [8]. Ambusaidi et al. suggested to use a set of 18 features. For feature selection, they proposed the Flexible Mutual Information Based Feature Selection (FMIFS) algorithm [9]. The feature set composed of 26 features is proposed in [10].

It can be seen that when applying HBOS with only 10 features, the maximum F-measure was 0.83 and the range of threshold values was only 11 units. With 18 features, the maximum F-measure was 0.86 and the range was 15 units. The lower threshold range, where the F-measure was higher than 0.8, indicates that the difference between the normal score and the anomaly score is lower. When using a set of 26 features, the maximum value of the F-measure was 0.86 and the threshold range was 26 units (from 20 to 46) (i.e., only 3 units lower compared to the case when all features were used). Applying HBOS with a set of 26 features looks promising because less features mean a shorter computation time. When using only 26 features, the computation time was about 34 % shorter as compared to the computation time when all features were used.
Figure 3a shows the dependences of the F-measure on the detection threshold $Th$ using dynamic bins and a different number of $k$ bins. By analyzing the F-measure values when using the dynamic bins with different $k$ values, it can be seen that the F-measure results obtained were very similar, and only the curve widths were different (Figure 3a). Using $k$ values higher than the square root of all data points did not influence anomaly detection. When $k = 259$, only five feature values (1, 5, 6, 23, and 24) having a higher unique value were grouped. When $k$ was equal to the maximum possible number of unique values ($k = 9279$), the influence of grouping values was eliminated.

Figure 3b shows a comparison of F-measure results of different attack types. Results were obtained using static and dynamic histogram construction methods with $k = 259$. It was seen that the F-measure results of U2R attacks differed the most. When using dynamic bins, the calculated HBOS values of U2R attacks were higher. This fact increased the threshold and improved the precision of attack detection. The ability to detect U2R attacks is very important because this type of attack may cause the greatest harm to the system. Small F-measure values of U2R were due to a very low number of these attacks (only 67, compared to 67,343, the total number of instances); therefore, even a small number of false positives significantly influences the results. F-measure values obtained using dynamic bins showed better results in three (U2R, R2L, and DOS) out of four attack types; therefore, the overall performance was better compared to F-measure results using static bins.

Figure 4 shows a comparison of the best F-measure results obtained using static and dynamic histogram construction methods. In using a set of 26 features for both static and dynamic bins, the maximum F-measure was 0.86 with $Th = 34$. A reduced feature set is recommended for use when a shorter computation time is preferred, as the influence on the results of anomaly detection is not significant, but the reduction in computation time is tangible. The overall best results of the F-measure were obtained using dynamic bins and all features. In this case, the maximum F-measure was 0.87 with $Th = 39$. The range, when the F-measure was equal or higher than 0.86, was from 31 to 41, whereas when using static bins, the range was from 30 to 34.

A comparison of results based on the NSL-KDD dataset with other approaches [11–15] is listed in Table 2. The application of HBOS with dynamic bins showed better results compared to other related methods, especially those detecting R2L and U2R types of attacks.
Figure 4. Comparison of F-measure results using different histogram construction methods and feature sets.

Table 2. Comparison of F-measure results with related works.

| Method                                      | F-Measure          |
|---------------------------------------------|--------------------|
|                                             | DOS    | PROBE | R2L    | U2R    | Overall |
| HBOS                                        | 0.91   | 0.82  | 0.54   | 0.43   | 0.87    |
| Naïve Bayes [11]                            | 0.63   | 0.07  | 0.29   | 0.4    | 0.57    |
| Support Vector Machine [11]                 | 0.84   | 0.72  | 0.31   | 0.12   | 0.74    |
| Decision Tree [11]                          | 0.84   | 0.66  | 0.03   | 0.12   | 0.68    |
| Random Forest [11]                          | 0.87   | 0.70  | 0      | 0.04   | 0.70    |
| Neural Network [11]                         | 0.85   | 0.74  | 0.03   | 0.05   | 0.71    |
| K-Means [11]                                | 0.84   | 0.52  | 0.03   | 0.03   | 0.68    |
| Self-Taught Learning (5-class with test data) [12] | – – – – | 0.76 |
| Soft-Max Regression (5-class with test data) [12] | – – – – | 0.72 |
| K-Means [13]                                | – – – – | 0.68 |
| First algorithm [13]                        | – – – – | 0.68 |
| Second algorithm [13]                       | – – – – | 0.82 |
| Third algorithm for $\alpha = 0$ [13]       | – – – – | 0.64 |
| Deep Neural Network [14]                    | 0.97   | 0.87  | 0.20   | 0.4    | –       |
| Support Vector Machine [15]                 | – – – – | 0.84 |
| Naïve Bayes [15]                            | – – – – | 0.83 |
| K-Nearest Neighbors [15]                    | – – – – | 0.88 |
| Neural Network [15]                         | – – – – | 0.83 |

4. Conclusions

In this paper, the histogram-based outlier score was implemented to detect anomalies in the computer network. The maximum F-measure value (0.87 with $Th = 39$) in anomaly detection was not significantly dependent on the chosen histogram construction method. The number of bins mainly influenced the width of the F-measure curve at the maximum value. A higher curve width indicates better results, as the attack detection is less dependent on the threshold value, and it also means that the difference between the anomaly score and the normal score is higher. The higher number of bins reduces the influence of data grouping. The unique values of the most important (most predictive power) features can be used as the reference point to select the number of bins.

F-measure values obtained using dynamic bins showed better results in three out of four attack types; therefore, the overall performance was better compared to F-measure results using static bins. In addition, HBOS with dynamic bins showed better results in detecting rare events (i.e., U2R attacks).
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