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Abstract: The race for the 6th generation of wireless networks (6G) has begun. Researchers around the world have started to explore the best solutions for the challenges that the previous generations have experienced. To provide the readers with a clear map of the current developments, several review papers shared their vision and critically evaluated the state of the art. However, most of the work is based on general observations and the big picture vision, and lack the practical implementation challenges of the Internet of Things (IoT) use cases. This paper takes a novel approach in the review, as we present a sample of IoT use cases that are representative of a wide variety of its implementations. The chosen use cases are from the most research-active sectors that can benefit from 6G and its enabling technologies. These sectors are healthcare, smart grid, transport, and Industry 4.0. Additionally, we identified some of the practical challenges and the lessons learned in the implementation of these use cases. The review highlights the cases’ main requirements and how they overlap with the key drivers for the future generation of wireless networks.
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1. Introduction

Future networks will serve a wide range of new technologies in both hardware and software. Examples of such technologies are high-resolution immersive multimedia over the internet, smart Internet of Things (IoT) devices, factory automation, and autonomous vehicles [1]. They are planned to be implemented by 2030, and so these technologies are expected to be able to satisfy the future requirements of our society. Hence, the ITU-T has published its perspective on the network of 2030, and beyond, in which it has identified the key drivers for the future networks as shown in Figure 1.

The first driver is the high fidelity holographic society, which refers to the applications that have simultaneous and interactive communication. Holographic telepresence is an example of holographic-type communications (HTC) where remote participants are projected into a location, as holographic presences, to render local users into the remote location, for remote troubleshooting. For HTC to become reality, it requires the transmission of an extraordinary amount of data. Unlike video, it does not only depend on the colour depth, resolution, and frame rate, but it also requires a much higher volume of data. In particular,
HTC needs three extra “Degrees of Freedom”—tilt, angle, and position of the observer relative to the hologram—which require multiple viewpoints to get the full representation [2]. Communications in the future might also include applications that involve not only video and audio, but touch as well, such as the tactile internet [3,4]. However, why stop there? What about the other senses, such as smell and taste? Indeed, to create fully immersive experiences, it is necessary to include several senses in our communication.

Figure 1. Key drivers for the 6th generation of wireless networks [1,2].

The second driver is the massive number of connected devices, referred to as “Connectivity for All Things”. IoT is the main reason for predicting exponentially increasing numbers of connected devices. The IoT can be defined as the network connecting billions of machines. The IoT communication occurs between machines or from the machine to the network with little to no human intervention [5,6]. IoT has great potential, as it benefits a wide range of sectors, including healthcare (such as the two use cases in Section 3) [7], smart grids (as discussed in Section 4) [8], transport systems (such as the use case in Section 5) [9], and manufacturing as shown in Section 6. It is forecasted that by 2025, there will be more than 75 billion IoT devices [10]. Providing reliable connectivity for this massive number of devices and the produced data by those devices is one of the most challenging aspects for network operators [11]. Although IoT was one of the driving forces for 5G, as it was a new paradigm with a significantly different set of requirements [6], it is expected to still pose a considerable challenge, as serving the forecasted IoT devices might be inordinate.

The last driver is related to the time-sensitive applications, as these are becoming more important with the new IoT applications, such as industrial automation, and autonomous systems. The time-factor becomes even more significant where humans are not the main generator/user of the data. That is why time-sensitive communication will be of prominent importance for future networks.

In this paper, a novel approach for a review is sought, where the focus is not on the overview and the envisaged use cases for 6G, but rather on how the challenges and limitations faced by previously implemented use cases can be addressed by 6G and its enabling technologies. The main aim here is to shed light on specific challenges within each of the presented sectors to highlight the opportunities offered by 6G. However, it is also to benefit the wider research community when attempting to conceptualise and design similar systems in the same domains or others by outlining where the current technology stands. Several published studies that mainly focus on the overview and the recent technological advancements [2,12–14], are already out there. However, we present some of the state-of-the-art IoT use cases that the authors previously contributed to and that are relevant to the current market trends. Although the presented IoT use cases are a small sample of the current IoT implementations, they are chosen from four sectors where the IoT plays a key role, and they represent a wide range of applications that 6G would service.
Moreover, these cases are still open for research and development, thus their capabilities and requirements can still be further advanced.

The remainder of the paper is structured as follows. Section 2 presents the approach used in the review and also highlights the used use cases. Section 3 presents the IoT use cases in the health care sector. Section 4 presents the use case in the smart grid, showing the implemented energy monitoring in a hospital. The transport use case is presented in section 5. The final sector, i.e., Industry 4.0, is presented in section 6. Section 7 presents the summary of the use cases, highlighting the challenges and the opportunities for the 6G. Section 8 summarises and concludes the paper.

2. Methodology

Several studies in the literature discuss the envisaged use cases that can best utilise the potential opportunities and services covered by 6G. This includes holographic telepresence [2,12,15], remote healthcare (telemedicine) [2,12,13,15,16], smart cities and environments [12], autonomous transport systems [12,17], remote learning [2], the brain–computer interface [18], and the list goes on.

To help identify the value of 6G key drivers to end-users, we examined if the envisaged potential of 6G would assist with current or future communication challenges in their sector. This approach was adopted to allow a practical insight into the potential of 6G throughout the different sectors. This unique approach aims to (1) create awareness of the potential of 6G technology and (2) relate the capabilities of 6G key drivers to real-life scenarios via use cases. The use case sectors were chosen based on their active state of development and implementation of IoT and/or mobile communication technology.

In the following sections, a series of use cases that utilise IoT and/or mobile communication technology are presented (as shown in Figure 2). Each subsection discusses the application, the technical specification and requirements, the results (where applicable), the challenges that are faced by the implementation of the use case and their potential solution in the context of 6G and its enabling technologies.

3. Healthcare

The ageing population challenge is an issue that should not be taken lightly. Various emerging studies predict nearly a two-fold increase in the population aged 65 and above in the next 40 to 50 years [19,20]. This has driven the need to incorporate technology and intelligent systems in our daily lives for healthcare monitoring as well as daily life support.

For years now, the IoT has played a vital role in relieving the pressure on healthcare professionals [21] through preventive and in-home care approach as opposed to traditional reactive and hospital-centred ones [22]. With the increased ageing population, epidemics
and pandemics, such as COVID-19, and the increased number of chronically ill patients [23], IoT for healthcare is at its highest demand. However, this increased demand raises the question—can the current technology keep up with it? The answer to this question is believed to lie in the 6th generation of mobile communication networks and its enabling technologies [23].

To highlight the potential role of 6G in healthcare, the authors in this section present two use cases that utilise different aspects of wireless communication technology. Each use case presents a futuristic vision of utilising new technology and the IoT to improve people’s living standards. The first discusses the use of radio frequency (RF) sensing for non-invasive activity monitoring, and the second offers aid to people with visual impairment. The challenges and limitations of each use case are discussed towards the end of each subsection together with the envisaged role of 6G to fill the gap.

3.1. Human Activity Monitoring

3.1.1. Introduction

Recent years have shown an increased interest in the detection of human activity in both indoor and outdoor environments, such as healthcare [24–27], search and rescue through localisation and tracking [28–31], intrusion detection, and others. Existing techniques for human activity detection rely on ambient sensors, wearables and cameras that require, primarily, onerous deployment overheads. Moreover, they can raise concerns regarding privacy, including physical invasion of the environment. Researchers are continuously developing non-invasive, easily deployable, and privacy-preserving systems for detecting large-scale body movement, using two or more radio frequency (RF) transceivers as shown in Figure 3. This is motivated from the early use of radars to determine the distance, angle and/or velocity of an object, using radio waves. This principle is widely used by the military to detect and identify threats, such as drug smuggling, terrorist attacks, espionage, etc. [32]. The advancements in signal processing techniques have made radar detection and identification more robust while opening this field for further use cases, such as human activity classification. A moving target relative to a radar sensor induces a frequency shift in the echo as a result of the well-known Doppler effect. The distinctive characteristics of the observed micro-Doppler effect of an object or a process is called the micro-Doppler signature. Ultimately, a unique micro-Doppler signature for walking and running is the periodic motion of arms and legs, producing sidebands for the main Doppler frequency used for the detection and classification of the respective activity [33].

Since future 6G mobile networks are expected to thrive on even denser RF environments than the current 5G systems, here, we present a case study on human activity detection [34], using ambient RF waves [35,36]. The non-invasive and contactless human activity detection based on channel state information (CSI) utilising Wi-Fi devices has been studied extensively to detect daily living routines [37,38]. This includes the use of off-the-shelf wireless devices and network interface cards operating at 2.4 GHz to extract CSI information, depicting movement and activity. Similarly, other studies used radar-based systems to track occupancy through the use of frequency modulated continuous-wave (FMCW) and orthogonal frequency division multiplexing (OFDM) techniques [39].

The case study to be presented differs from those previously presented in the literature since the earlier work used off-the-shelf wireless devices that present numerous technical limitations. For instance, the Wi-Fi transmitter sends 56 subcarriers; however, a regular off-the-shelf NIC only reports 30 subcarriers, losing nearly 46% of the information [40]. Additionally, the transmitter power is not flexible and does not change according to a particular human activity. The presence of random noise also impairs the phase information retrieved through these small wireless devices [19]. In this case study, software-defined radios, specifically, universal software radio peripherals (USRP), are used to transmit and receive \( N \) number of OFDM subcarriers, as compared to earlier work, where only a limited number of subcarriers were available. The system developed for this use case also allowed modification to the transceiver’s power level and its operating frequency.
Moreover, it enabled the use of custom-designed antennas and more control on the number of subcarriers employed in real-time. The case study shows that the results obtained using USRP based wireless sensing for daily living activities are more accurate than those, owing to off-the-shelf wireless devices.

3.1.2. Human Activity Monitoring Using RF Signals

Referring to Figure 4, the OFDM transmitter model transmits multiple OFDM subcarriers, implemented using MATLAB/Simulink. The data generated are transmitted through the USRP, using an omnidirectional antenna operating in the frequency range from 2.4 to 2.5 GHz and from 4.9 to 5.9 GHz with 3 dB gain. The key advantage observed in using these omnidirectional antennas is that they can detect human activities performed in both line-of-sight and non-line-of-sight locations.

The experiment carried out in this use case was conducted in the James Watt Building South at the University of Glasgow where volunteers from different age groups participated. The motive behind the study was to build a foundation and develop a prototype of a system that can continuously monitor in-home daily activities for elderly people. The trials were performed in a controlled laboratory environment, where each individual was asked to perform various activities including (a) walking, (b) sitting on a chair, (c) standing from a chair, (d) exercising and (e) bending down to emulate the picking up of an object laying on the ground. All activities were repeated 10 times and the test was performed in a 7 × 8 m² room, consisting of typical office furniture, such as tables and chairs.

The K-nearest neighbour (KNN) algorithm was used for the classification of five activities. Through a 10-fold cross-validation, the algorithm provided the optimal results, leaving one sample out for validation. In the experiment, 755,630 samples were processed for all activities. For the exercising activity, a total of 270,089 samples were correctly classified with 24,423 samples misclassified into other classes. A total of 13,337 out of the 24,423 misclassified samples were recognised as the activity “Picking up an Object”, 5074 samples as “Sitting Down”, 2577 samples as “Standing up” and 3435 samples as “Walking”. The overall recorded accuracy of the KNN classifier in this experiment was 89.73%. Other classification algorithms were compared to the KNN classifier. For instance, the Decision Tree (DT) classifier recorded an accuracy of 81.20%. Other tested algorithms included the discriminant analysis and Naïve Bayes, which had poor performance compared to both...
the KNN and the DT, with an accuracy of 49.21% for the discriminant analysis and 23.28% for Naïve Bayes.

3.1.3. Challenges and Future Directions

This case study on activity monitoring using dense ambient RF waves brings up a potential use case for future 6G mobile networks. Intelligent reflecting surface technology [41] being proposed for 6G are also great contenders for indoor activity monitoring [42]. By having these activity monitoring modules inherently integrated into the 6G radio antennas, this use case falls under two of the three key drivers for 6G, especially (i) high-fidelity holographic society, and (ii) time-sensitive and time-engineered applications. The ubiquity of 6G means that this approach can address a large number of applications. The practical implementation of such use cases adds a certain complexity to the radio planning stage, where in addition to the coverage footprint, the monitoring area and its environmental complexities also need to be taken into account. At this stage, this application is mainly proposed for healthcare settings. However, with large scale and ubiquitous penetration of human activity detection, this use case can play its role in energy usage monitoring, search and rescue missions, physical security of premises, Industry 4.0 applications and many other sectors.

3.2. Assistive Technologies for the Visually Impaired

3.2.1. Introduction

Improving healthcare and living conditions has led to increased life expectancy that for females went from 60 years, if you were born in early 1900s, to 94 years for people born in 2016 [43]. Even though some elderly people are lucky to age healthily, age associated diseases are very common across the world. According to the World Health Organisation estimate, 2.2 billion people worldwide are living with visual impairment and over 50 years old are affected the most [44]. With increased life expectancy, there will also be an increasing number of people with age associated diseases, such as visual impairment arising from age-related macular degeneration, cataracts or glaucoma. In the U.K., 3% of the population (almost 2 million people) live with sight loss, and this is expected to rise to 4 million by 2050 [45]. Together with increasing life expectancy, the overall number of elderly will increase too, increasing the economic burden when managing age-associated diseases [46].

The annual costs for visually impaired persons were estimated to be EUR 15,180 million in the U.K., EUR 9214 million in Germany, EUR 12,069 million in Italy, and EUR 10,749 million in France. In the U.K., the government spent GBP 410 million on devices and modifications for visually impaired people in 2013 [45]. The most common are mobility and communication devices, optical aids and home modifications [47]. Because this equipment
is highly specialised, it is usually costly and may not be easily accessible for everyone in need [48]. Therefore, in this use case, we propose a simple, cost-effective, easy and reliable tool to help visually impaired people locate their items [49].

3.2.2. Real-Time Objects Detection Framework

The system consists of two key elements: a smartphone and a personal computer (PC). By using machine learning, the framework is trained to recognise 82 objects from the common objects in context (COCO) dataset [50], such as a fork, knife, bowl, banana, and apple. Users verbally communicate with the smartphone, indicating the object that they are looking for and the smartphone transmits the object information to the PC via the network. The PC initiates the receiving video from the smartphone and while the user is moving the device around to help to locate the wanted object, the computer reads each frame, trying to identify the object that the user is looking for. Once detected by the ‘You Only Look Once’ (YOLO V3) [51] algorithm running on the PC, a verbal message is sent to the smartphone, saying: “found the object of interest”, an illustration of the system shown in Figure 5.

![Diagram of the framework flow of smartphone and computer tasks](image)

Figure 5. The framework flow of smartphone and computer tasks [49].

The efficiency of the framework here depends on the machine-learning algorithm performance. With the recent developments in computer vision and the amount of data freely available for developers, the accuracy of the detection is continuously improving. However, the challenge that we faced when implementing this framework was the computational requirement of these systems. We note that most of the users might not have powerful graphical processing units (GPU), which are necessary for optimising the speed of detecting objects in the streamed video. Therefore, we optimised its performance by controlling the number of frames per second so that it is compatible with the speed of detection.

Initially, we modelled the framework as a queue: where the video frames per second (fps) represent inter-arrival rates of the queue, whereas time taken to detect the object is the service time. Using this model, we derived an expression for the optimal number of fps needed to achieve the best real-time performance. The optimisation was based on the information freshness evaluation metrics. In particular, we used the information peak age (PA) as a metric [52–55], which is the maximum time taken since the generation of the preceding piece of information.

The PA is determined by the inter-arrival time (fps in this case), and the service time (which is the time of detection). The PA for different inter-arrival and service times is presented in Figure 6. The inter-arrival time can be controlled by the smartphone, while the service time depends on the PC processing unit. We started with measuring the service time—how long it takes for the PC to recognise the objects from a low-resolution video input (160 \times 120)—and found that it takes 0.31 ± 0.06 s (Figure 7a). The service time distribution was assessed, using the Fitter package [56] and we saw that most frames were processed within 0.30–0.31 s (Figure 7b).
Figure 6. The PA value with respect to the server utilisation, that is, the inter-arrival rate ($\lambda$) divided by the service rate ($\mu$). The achieved value is calculated for various queues. The queues differ in their inter-arrival time and service time distribution. The presented queues are M/M/1, which is a queue with both the inter-arrival rate and the service rate, following an exponential distribution. The D/D/1 queue has both rates to be deterministic and the M/D/1 queue has an exponential inter-arrival time and deterministic service time [49].

As shown in Figure 7, the service time has some variability but it is insignificant. Thus, we modelled the framework as an M/D/1 queue [57]. We assumed the inter-arrival rate (video frames per second) and delay time, caused by the network, to follow an exponential distribution. Using the PA expression, we optimised the fps to achieve a minimum PA of 130 ms, whereas the PA before optimisation was 1402 ms.

Figure 7. Measurement of the achieved service time—time to detect objects in a frame. (a) The relationship frame number and the time it takes (service time) to recognise objects in each frame. (b) Histogram of the achieved service time. Most frames were processed within 0.30–0.31 s time bracket.
3.2.3. Challenges and Future Directions

Despite being efficient enough, the proposed real-time object detection application is far from perfect. It is a local system that is trained to identify only 82 objects. To have a larger number of objects, the machine-learning model needs a significant amount of processing power, thus the next step is to move the detection algorithm to a powerful, cloud-based server. However, the challenge then is the connectivity between the smartphone and the server, especially since the network delay significantly increases [55,58].

The delay affecting the live video affects the performance of the framework and thus makes it harder for a visually impaired person to use it. Thus, for this use case to be efficiently implemented, it requires the network to handle a high-resolution video in a timely manner, which is especially challenging since the streamed video requires a significant amount of data to be transmitted in high quality. Additionally, to have the framework work efficiently, it should work in real time, thus we require the network to have very low latency. Lastly, as the goal is to have the users be able to use the system independently, it requires the network coverage to be large enough to provide the service in most areas.

4. Smart Grid
4.1. Introduction

The race against climate change has been a great challenge for years and the U.K. government has taken serious steps towards carbon neutrality. One of the primary focuses of the U.K. government, after becoming the first of the major economic leaders in the world to pass laws that put a stop to its contributions to climate change, by 2050 [59] is to expand the use of smart utility monitoring and improve energy-conscious behaviour.

Extensive research has gone into promoting energy-conscious behaviour by providing feedback on energy consumption through various utility monitoring techniques [60], in university residential buildings [61,62], private homes [63–65] and hospitals [66]. The focus is on how to utilise different forms of smart metering to promote energy-conscious behaviour through behavioural change interventions, which have shown the potential to provide immediate energy savings of up to 12% [67]. Nevertheless, there is more to smart utility monitoring than raising occupants’ awareness—it is also used as means of collecting high-resolution energy data [68] to build forecasting models [69,70]. Such models are useful for various reasons, including ensuring effective future energy supply, load management, and lastly energy management. This shows the great interest in high resolution energy data and the role it can play to reduce overall consumption in the building sector.

The use of wireless communication and the IoT is inevitable in order to reliably collect high resolution energy data to enable the development of energy-saving systems. The rollout of smart metering started in 2011 in the U.K. [71] with several research studies published since then, discussing IoT-based energy monitoring and management systems [72–76]. The idea of a smart metering system is to make automatically available information about energy consumption in a centralised database. On a commercial level, such information is used by energy suppliers for billing energy users and predicting future consumption to adjust monthly tariffs. On a research level, the collected data are of great value to initiatives, such as behavioural change interventions, demand response studies, load management, and so on.

The key performance indicators (KPIs) of an energy monitoring system can be subdivided into three branches (see Figure 8). The first is the resolution of the data, that is, how often data are captured, for example, daily, hourly, half-hourly (HH), or in real-time. The second branch covers the loads reflected by the data, that is, aggregate or individualised loads. Finally, the third branch is the data logging rate, that is, how quickly the data are made available to the beneficiaries.
The three KPIs identified in Figure 8 have a vital role to play in evolving IoT-based energy monitoring systems for smart grids and smart cities. Each KPI is briefly elaborated upon below:

- **Energy Data Resolution**: The resolution is greatly dependant on the application and the use of such data. However, higher resolution data are greatly sought as they enable fine-grained monitoring of consumption and recognition of the transient spikes in power demand, which can be useful in energy modelling [77]. Moreover, the availability of real-time consumption can greatly support behavioural change interventions by performing time-series analysis of occupancy vs. consumption to identify where energy-conscious behaviour needs to be promoted.

- **Energy load resolution**: Another key feature in the collected data is the load resolution, that is, what the collected data reflect in terms of load. For instance, taking a university building as an example, data from the main cable reflect the aggregate electricity consumption in the whole building, and whilst this is useful information, on a top-level, researchers and end-users are more interested in much higher resolutions. Energy sensing at the main supplies can only give an indication of the behaviour and efficiency of energy usage by users and equipment. Therefore, it is crucial to see a higher resolution of energy sensing being performed within a building. For instance, this can be through sub-metering or by installing individual energy-sensing nodes at power sockets and individual distribution boards to get a sense of the actual activity being performed in every part of the building. Such an approach, if combined with AI, can serve many use cases in smart cities, such as occupancy monitoring, activity monitoring for the elderly, and of course, maintaining carbon-efficient operation within the building. However, with the current technologies, there are several challenges that are further highlighted in this section.

- **Data logging rate**: This is one of the most important parameters and KPIs in any communication system. The first two KPIs deal with the data collection by ensuring that meaningful data are being gathered. However, the instant availability and accessibility of these data is crucial for applications that are time critical. As briefly mentioned earlier, high resolution energy data can serve multiple applications, such as occupancy and activity monitoring, which consequently can help in cases such as emergency evacuation, hence the need for the instant logging of data and rapid processing to avoid catastrophic consequences resulting from any delays in data transmission.

Having introduced the KPIs of energy monitoring systems, it is crucial to see how this is applied in real-life, whilst highlighting the challenges and the opportunities for improvement. The following subsection presents a use case that aimed at promoting energy-conscious behaviour through the use of persuasive technology in the form of feedback on energy consumption in an NHS hospital in the U.K. [66]. The use case presented describes the developed system, technical specifications, achieved results, challenges and limitations. The latter points are then expanded upon to highlight how 6G can fill the gaps to yield...
a more robust energy-saving system. Figure 9 shows the past and futuristic visions of energy-saving systems that address energy usage behaviour in the building sector.

![Figure 9](image-url)

**Figure 9.** Smart utility monitoring for energy-saving systems—the past and the future.

4.2. Promoting Energy-Conscious Behaviour Using Persuasive Technology: A National Health Service (NHS) Use Case

This use case was an initiative aimed at utilising persuasive technology [78] to promote energy-conscious behaviour in a National Health Service (NHS) hospital, located in Medway towns, the United Kingdom. In [66], the authors present a socio-technical model that brings together a wireless electricity data logger (WEDL) and a human–computer interaction (HCI)-based dashboard to influence the behavioural change amongst members of staff working in hospital wards as depicted in the top right corner of Figure 9.

The reliability of the initiative taken in the NHS hospital to reduce energy consumption is heavily reliant on that of the WEDL, which utilises the General Packet Radio Service (GPRS) technology to communicate the electricity consumption data (see Figure 10a,b).

![Figure 10](image-url)

**Figure 10.** Smart electricity monitoring system installed in Medway NHS hospital. (a) Block diagram and data flow. (b) System installation.
Upon the introduction of the WEDL system, a five-month intervention was designed and carried out, which involved raising the energy users’ awareness of their consumption in the workplace, using data generated by the WEDL. The intervention resulted in a 10.5% reduction in electricity consumption, despite a rise of 32.3% in the number of patients. The comparison was made between the baseline data and the intervention data based on time of year analysis, meaning both sets of data were collected during the same months of the years 2018 (baseline—before the WEDL) and 2019 (intervention—after the WEDL) (see Figure 11).

Figure 11. Energy consumption status in the NHS hospital, before and after the introduction of the wireless electricity data logger.

An evaluation of the WEDL, installed and trialled in the NHS, is performed based on the KPIs presented earlier in Figure 8. The evaluation aims at highlighting the potential improvement that could be made to smart utility monitoring-based energy saving systems with the introduction of 6G and its enabling technologies.

4.3. Challenges and Future Directions: An Evaluation of the Wireless Electricity Data Logger System

The KPIs, presented earlier in Figure 8, were used to evaluate the WEDL deployed in the Medway NHS hospital. Figure 12 shows a spectrum-like structure, which depicts the various technical specifications that a typical WEDL would have. The last column in Figure 12 is the ultimate solution towards real-time, intelligent, and fine-grained monitoring of energy consumption.

The four green-coloured and black-bordered blocks in Figure 12 represent the specifications of the WEDL installed and piloted in the Medway NHS hospital. As can be seen, the system did well in the data and energy-load resolutions with a near perfect score, as per the presented model. However, it was far behind in the third KPI, that is, the Data Logging Rates, as it relied on GPRS connectivity.

The advancements in the mobile generations and their enabling technologies over the past few years are making it feasible to enhance smart monitoring of energy consumption for contributions towards a carbon efficient world. For instance, the 4th generation of mobile networks are capable of significantly improving the performance of the WEDL by offering data rates of 100 Mbps and even 300 Mbps, with the latest release [79]. We note that 5G can even offer data rates of more than 1 Gbps [79]. However, to see the WEDL and similar smart energy monitoring systems in the far right of the spectrum, presented in Figure 12 and the envisaged futuristic form presented in Figure 9, it is crucial to start
thinking about the role of 6G. Nevertheless, there are some challenges and difficulties that might face the practical implementation of this use case on a wider scale. This includes the physical installation of the unlimited number of energy nodes to increase the resolution, which also means massive capacity demand and the need for increasing the spectrum bandwidth, implementing new modulation techniques, and others, to overcome this [80].

![KPIs Diagram](image)

**Figure 12.** Evolution and evaluation of smart utility monitoring technology in the context of mobile generations technology.

The future of energy-saving systems combine intelligence, high resolution of data, unlimited numbers of connected energy-sensing nodes, high data rates, and low latency, all of which are what 6G is envisaging to bring to the table [2,18,81]. Artificial intelligence (AI) is expected to greatly empower 6G networks and extend several features that are not envisaged with 5G technology. With particular focus on Service Intelligence (SI), [81], 6G can greatly help with the management and organisation of the data collected from multiple energy nodes. Therefore, the authors are clear that the utilisation of 6G in energy-saving initiatives will enable the development of intelligent systems that are capable of making contributions to achieve carbon neutrality through, for example, brain–computer interface-based energy-saving systems [18], which can greatly help with promoting energy-conscious behaviour—a key focal point in the U.K. government’s plan towards the 2050 net zero carbon target. It can, therefore, be highlighted that 6G with particular focus on two of its three key drivers, that is, connectivity of all things and time sensitive applications can fill the gaps in current initiatives taken to monitor energy consumption.

5. Transport
5.1. Introduction

The transport sector plays a vital role in our everyday life. However, the increasing population and number of cars and road users in cities have worsened its problems, such as (i) traffic jams, (ii) accidents, (iii) pollution, (iv) fuel cost, (v) fuel scarcity, (vi) insurance costs, and (vii) others [82]. As a result, there is a wide range of improvements aimed at enhancing the sector productivity, safety, and carbon footprint. Researchers are continuously working on making every aspect of the transport system intelligent—starting from a smarter infrastructure, intelligent vehicles, and intelligent public transport as shown in Figure 13.
Several developments in the transport architecture have already been implemented worldwide, for example, wirelessly-controlled traffic signs, smart intersections, and violation detection [82]. Intelligent public transportation systems (IPTS) [83] utilise technologies to further their development and implementation. For example, real-time monitoring provides passengers’ with information about the state of the network, that is, traveller information systems (TIS). The advances in the state-of-the-art technologies also provide us with the ability to control transport systems through the integration of decision support systems (DSS).

Intelligent vehicles refer to a wide range of capabilities and technologies. A classification of vehicles based on their capabilities is proposed in [84,85] and shown in Figure 14. The first category is conventional vehicles that do not have any assisting technologies. The vehicles that contain some features to help the driver fall in the second category. The third category has vehicles that are able to observe the environment and help the driver in some functions, while if the vehicle has the ability to monitor the environment with high accuracy and perform the driving tasks, it falls in the fourth category. The fifth category has the highest degree of automation in which the vehicle can autonomously drive in all conditions.

To reach full automation, there have been several advances into realising sufficiently connected vehicles [86–89], which is key to the success of autonomous driving as well as enhancing transportation efficiency and safety. This includes the connection between vehicles, and vehicle-to-cloud communications, imposing new requirements on in-vehicle systems and the supporting infrastructure [90–92].

5.2. Predicting the Intent to Return to a Vehicle

In this paper, we present a use case of driver assistance. Here, the vehicle can determine if and when the driver is returning, ideally aiming to find it out as early as possible.
and before the start of a journey. Knowing the intent of the driver can help the vehicle to do the following:

1. Deliver a safer, personalised, and more pleasant driving experience by the timely adaptation of the car interior to prior learnt preferences or the driver profile (e.g., adjusting seats and pre-configuring the infotainment system, and adapting the human–machine interface (HMI), for example, warming/cooling the vehicle.);

2. Improve the security features by efficient activation of the key-fob scanner (e.g., for keyless entry or engine start) and exterior-facing vehicle sensors (e.g., cameras for driver recognition).

In this use case, we address the problem of establishing the driver’s intent to return to the car and estimating the time of arrival from his/her available partial location trajectory, possibly in a connected vehicle environment (illustrated in Figure 15). This track can be provided by a dedicated user-to-vehicle positioning solution or the user’s smartphone Global Navigation Satellite System (GNSS) service. The problem is tackled within a Bayesian object tracking framework [91]. Unlike typical data-driven methods [93], this case proposes a simple prediction solution with notably low training requirements. It utilises the incorporation of contextual information, such as the user’s (learnt) patterns of behaviour, calendar events, location, time of day, etc. To ensure that the framework is flexible and generic, it encloses the variations in the user motion on his/her way to the vehicle by assuming a stochastic motion model. Using the continuous-time observation model with a random noise component, the framework can also treat irregularly spaced and imprecise user location measurements.

![Figure 15. Smartphone-based implementation of the proposed solution. The instantaneous location of the smartphone is determined using the Global Navigation Satellite System (GNSS) service, and shared with the vehicle via a cloud service.](image)

In this use case, a Bayesian Framework is used to calculate the probability that the driver is returning to the vehicle. In particular, it calculates the probability of two hypotheses: \((H_{0,n})\), which refers to user \(n\) returning to the vehicle and \((H_{1,n})\) which refers to the user not returning to the vehicle. The probability of \((H_{0,n})\) is determined using contextual information, such as time of the day and calendar. It also includes the user’s motion model, using a stochastic differential equation. An android smartphone (assisted) GPS service collects the measurement of the instantaneous location at a rate of one per second (1 Hz).

The framework calculates the probabilities of the driver returning to the vehicle. The sequentially estimated probabilities are shown in Figure 16. Figure 16a shows the results when the user returns to the car, and Figure 16b exhibits the inference outcome when the user walks towards and then past the car. For the real-time system response for these two trajectories, please refer to the attached video (available at: [https://youtu.be/0wHG-HqBryI](https://youtu.be/0wHG-HqBryI), accessed on 4 May 2021). By looking at the “Probability of Returning to the Car” graphs, you can see that the proposed framework provides early, successful predictions in both scenarios.

In both scenarios, the probability of returning to the car is estimated by the framework to be significantly higher after 35 s, which can be considered to be early in the walking track.
For the second case, the inference module correctly predicts that the driver is returning to the vehicle up until the time instant $t = 125$ s. As the user walks past the vehicle, the framework adapts to the situation and quickly changes its predictions. Contextual information, such as time of day and calendar, can be employed to determine if the user is returning to the car, even if the motion behaviour is consistent with walking to the vehicle as shown in Figure 16b. The contextual information can be easily incorporated within the adopted Bayesian framework.

![Figure 16](image)

**Figure 16.** Inference results for the two scenarios, where the user walk back/past the vehicle, with respect to time in seconds. In box pictures, the car is marked as a red circle and the trajectory of the walked track is displayed in yellow. The direction of travel is indicated in the arrows. The red cross is the starting point and selected timestamps of the GPS trajectory are marked with stars. The graphs show the corresponding destination prediction as a function of time, that is, the probability that the user is returning to the vehicle. (a) First scenario where the driver returns to the car. (b) Second scenario where the driver walks past the car without returning to it.

### 5.3. Challenges and Future Directions

From this use case, we can observe that we are expecting a ubiquitous connection between the vehicle and the user. Additionally, we are expecting that the user position is communicated to the vehicle in real-time. Manufacturers adopting and implementing this framework would find these requirements challenging, especially since the vehicles might be in remote car parks.

This brings us to the key drivers for 6G, shown in Figure 1. This use case falls under two of the three key drivers, that is, (i) connectivity for all things, and (ii) time-sensitive applications. It can be argued that the information here is not very time-sensitive; however, for better performance, the frequency of transmitting the location should be increased. Although in this use case the vehicle is stationary, in future work, this vehicle can be moving, such as in the case of car sharing services. The aim then would be to have the vehicle
ready before it reaches the passenger. Having both the passenger and the vehicle moving adds an extra level of complexity. Therefore, both, the connectivity and the frequency of transmitting the locations must be reliable.

The position in this case study is determined, using the GNSS. However, to achieve full automation, we must use a more accurate positioning technology, hence the currently achieved few-meter accuracy is not sufficient to stir the vehicles. The 6G and its enablers, such as wider bandwidths, higher frequencies and massive antenna arrays, can achieve accurate positioning [94]. Sophisticated machine-learning algorithms can use the data to further improve the positioning accuracy and reliability. For instance, in [95], it was shown that we can achieve cm-level accuracy from a single-snapshot, using millimeter-wave frequencies and maximum likelihood estimation to achieve very high accuracy, despite using a single antenna receiver.

In general, vehicles have several computers on board, and their processing power (capacity) is already consumed with the current demand. To facilitate the demands of autonomous cars, it is necessary to determine the location of these calculations, as can be done in vehicles, the network edge, or the cloud. If we take the approach of offloading these calculations, it is necessary to have reliable communication with a very short round trip duration. Additionally, if in the future, vehicles communicate with each other to optimise the stirring, the complexity of this requirement will significantly increase.

6. Industry 4.0
6.1. Introduction

Increasing customer requirements with a demand for customised products applies pressure to manufacturing companies to increase flexibility within their production environment. Recent developments in industrial technology aim to assist with the increased flexibility requirement [96,97]. Industry 4.0 (I4.0) is the fourth major development of technology within the industry [98]. This revolution is perceived as the integration of two worlds—physical (robotics and automated machines) and virtual (AI, big data), utilising the Internet of Things (IoT)—to develop the concept of smart factories. Figure 17 presents the four major developments in the industry, detailing the major technology developments at each stage.

![Figure 17. Industry Developments, 1st to 4th industrial revolution [99].](image)

The literature presents many definitions for the fourth industrial revolution; however, the objective is the same throughout all definitions—to increase productivity and competitiveness in the industrial setting [100]. Many requirements of Industry 4.0 can be achieved by using existing technology and integrating this with increased level of connectivity to capture more information in a process for analysis in real time [101].

Increasing automation with Industry 4.0, enabling technologies, such as collaborative robotics, performance monitoring via digital platforms and remote control, can increase productivity by between 45% and 55% [102]. Some organisations, especially small and
medium enterprises (SMEs), choose traditional methods, such as pen and paper for data collection [103], creating room for error, leading to inaccuracies throughout the manufacturing process and, hence, reducing productivity. The enabling technology of I4.0 requires increased connection speed and reliability to record and publish production data, enabling employee’s efforts to be directed towards important decision making as opposed to data gathering.

The coronavirus outbreak left organisations with no choice but to work remotely when stay-at-home measures were introduced, driving the need to invest in digital technology overnight. The CEO of Microsoft, Satya Nadella, announced that, due to the pandemic, Microsoft witnessed “two years’ worth of digital transformation in two months”. This can be supported by an annual survey conducted by McKinsey Global with comparisons between previous and recent data showing that, due to the pandemic, 899 companies across a range of regions, company sizes and industries are accelerating their interaction of supply chains and in-house operations via digital means by 3–4 years [104].

Before the COVID-19 pandemic, survey data collected from 99 industry product leaders from across Europe, the Middle East and Africa gained insight to the forecast of I4.0 technologies. The results showed that the technologies with most impact are IoT, AI and Cloud infrastructure [105]. These technologies operate well collectively to increase connectivity, allowing for improved monitoring of various processes, whilst also increasing system intelligence and flexibility [106].

The global annual survey performed by Deloitte received over 1800 replies from global industries of all shapes and sizes regarding what they forecast to be the key impacting technologies on their business. The data provided in Figure 18 show that IoT, AI and Cloud are considered to have the greatest impact, whereas technologies such as edge and quantum computing, 3D printing, AR and blockchain have the least impact.

![Figure 18. Global Industries Prediction on Technology Impact (n = 1802) [105].](image)

The technologies presented (Figure 18) are forecast to have a high impact and also show a requirement for a high level of connectivity. Recent developments in sensory technology have the potential to enable large amounts of information to be collected from real-life systems. Strategic placing and access to these sensors enable the manufacturing system to make timely reactions to changing customer demands.

6.2. Festo Flexible Manufacturing System (FMS)

The use case detailed here with the scaled Festo Flexible Manufacturing System (FMS), which is an outcome from the research work conducted by the team at Edinburgh Napier University [107], features a scaled-down, flexible manufacturing environment. The FMS provides a platform for testing and analysing various manufacturing scenarios. The system, as detailed in Figure 19, consists of six stations with a central conveyor. Three of the six
stations handle the processing of components, from processing the components in and out of the system along with internal processing. The remaining three stations consist of quality checking via a vision system, robotic assembly and warehouse storage for subsequent distribution.

Currently, the system (illustrated in Figure 19) consists of multiple individual Siemens Programmable Logic Controllers (PLCs) with Supervisory Control and Data Acquisition (SCADA) for the monitoring and control of all processes. This configuration operates well for supervising and controlling the manufacturing plant. However, increasing agility in the manufacturing process in relation to the rising demand for customised products requires an increased level of connection to gather information on the status of the entire process, thereby enabling executive decisions based on (1) the demand for products, (2) product type and (3) current state of the manufacturing process.

![Figure 19. Flexible Manufacturing System (FMS) featuring six modular stations from component input to internal processing, quality checking, robotic assembly, storage and final product output [108].](image)

This FMS and other industrial systems increasingly develop digital solutions in the future. Innovations, such as smart sensory technology, IoT and cyber–physical systems (CPS), have the potential to integrate physical and virtual worlds, providing increasingly flexible manufacturing solutions required to satisfy customers’ demands. With regard to communication, the practical application of technologies requiring high connectivity, such as IoT and CPS, rely on mobile-internet links [109]. However, industrial control systems require communication that enables low levels of latency, particularly automation systems that require real-time motion control. Although many beneficial features of wireless communication can be observed, such as flexibility for the moving of machinery and less cabling, the higher reliability of hard-wired connections outweighs the benefits of wireless. However, some Industry 4.0 technologies, such as mobile autonomous systems and the connection of devices from various suppliers, have little to no option for hard-wired communication, and therefore, these technologies require highly reliable, low-latency wireless communication.

Figure 20 illustrates the scaled manufacturing environment at Edinburgh Napier University. This manufacturing environment is also challenged with the points mentioned
previously. Current control of the machines is provided via local controllers; however, with the availability of increasing reliable and efficient connection, opportunities for increased monitoring along with internet-based diagnostic and control is possible, hence, overcoming the current challenges of connecting the physical system and virtual space.

6.3. Challenges and Future Directions

Established manufacturing environments operate automation processes with legacy equipment via robust communication means. During the 3rd industrial revolution, when operations were automated via logic controllers and information technology, there was little to no requirement to send sensory information outside of the control of the local automation system. Industry 4.0 introduced technology that requires increased levels of connectivity [100]. This makes the practical implementation of Industry 4.0 difficult when attempting to integrate the enabling technologies whilst guaranteeing robust performance [110]. Barriers, such as legacy system integration with Industry 4.0 technologies, are challenging organisations to adopt new technology. Therefore, communication technology that assists with the integration of robust legacy platforms and IoT platforms whilst guaranteeing reliability and latency is fundamental for the development of Industry 4.0.

Recent developments in sensory technology have the potential to enable large amounts of information to be collected from real-life systems. Strategic placing and access to these sensors enable the manufacturing system to make timely reactions to changes in customer demands. From this case study, it can be identified that for the sensing, analysis and control of a manufacturing system, such as the FMS described here, it is vital that there is a high level of connectivity. This presents some challenges for established manufacturing environments with investments in technology that are not designed with this level of connectivity in mind. A requirement for this case is also that the information distributed around the system is achieved in a timely manner.

For successful implementation of machine learning technologies (also forecast to have high impacts to industry) time-sensitive datasets are required. Hence, this example would highly benefit from two of the three key drivers proposed for 6G: (1) connection of all things and (2) time-sensitive applications.

7. Challenges and Opportunities in the Context of 6G

This section aims to bring together the main aspects that were highlighted earlier in the paper regarding the main challenges faced by the use cases and the role that 6G can play to fill the current gaps. Table 1 summarises the main challenges, opportunities offered
by 6G, and the relevant literature cited across the paper. It can be seen from the information presented in the table that the high data rates, ultra-low latency, and connectivity of all things, envisaged to be offered by 6G, will play a vital role in overcoming some of the challenges faced by the use cases.

6G will undoubtedly bring solutions to many of the issues that the world is facing nowadays, and open up new opportunities. Nevertheless, several challenges are predicted to face the implementation of 6G and its enabling technology. The literature has reported several challenges, including the difficulty in generating the output power with the increased frequency, due to, for example, the Johnson limit [111]. Moreover, the challenge of powering the massive networks that are envisaged to connect the millions of devices required, and providing coverage across all potential locations at any point in time was reported [112].

Table 1. A collective summary of the challenges, opportunities, and future directions of the presented use cases, in the context of 6G.

| Sector         | Use Case                                      | Challenges                                                                 | Opportunities and Future Directions: What Can 6G Offer?                                                                 | Relevant Literature |
|----------------|-----------------------------------------------|-----------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------|---------------------|
| Healthcare     | Human Activity Monitoring [34]                 | 1. High latency                                                             | 1. High data rates  
2. Ultra-low latency  
3. Unlimited number of sensing nodes by integrating them in the 6G radio antennas  
4. Utilising IRS | [19,24–27,32–42] |
|                |                                               | 2. Limited number of sensing nodes                                          | 3. Reliable communication of critical information                                                                   |                     |
|                |                                               | 3. Reliable communication of critical information                            | 1. Edge Computing  
2. Ultra-low latency  
3. Large network coverage | [43–45,45–58] |
|                | Assistive Technologies for the Visually Impaired [49] | 1. Limited Number of objects’ classification  
2. Limited computing power  
3. Delay in video feed | 1. Network Intelligence  
2. Service Intelligence  
3. High data rates  
4. Ultra-low latency  
5. Unlimited number of energy sensing nodes |                     |
| Smart Grid     | Promoting Energy-conscious Behaviour in the NHS [66] | 1. Limited data logging rates  
2. Limited data resolution  
3. Limited energy-load resolution | 1. Connectivity for all things  
2. Ultra-low latency  
3. High data rates  
4. Reliable communication links | [2,18], [59–81] |
|                |                                               | Real-time ubiquitous communication between the driver and the car            | 1. Connectivity for all things  
2. Ultra-low latency  
3. High data rates  
4. Reliable communication links | [82–93] |
| Transport      | Predicting the Intent to Return to a Vehicle [90–92] | 1. Reliable connectivity  
2. Timely communication of information | 1. Connectivity for all things  
2. Ultra-low latency  
3. High data rates | [96–106,108,109] |
|                |                                               | Real-time ubiquitous communication between the driver and the car            | 1. Connectivity for all things  
2. Ultra-low latency  
3. High data rates  
4. Reliable communication links |                     |
| Industry 4.0   | Festo Flexible Manufacturing System [107]      | 1. Reliable connectivity  
2. Timely communication of information | 1. Connectivity for all things  
2. Ultra-low latency  
3. High data rates |                     |

8. Conclusions

6G technology is promising to revolutionise many industries and is believed to be the foundation for the realisation of the full potential of the IoT. However, the literature has had its say on the future of 6G and whether or not it is capable of fulfilling the growing connectivity demand, across all societies and industries. Not surprisingly, numerous studies in the literature have started conceptualising and identifying potential use cases that will benefit from the 6th generation of mobile networks.

In this paper, we presented a novel approach to the review of the literature around the potential of 6G technology, especially in the context of the IoT. The authors discussed five use cases from previous studies conducted in the health, energy, transport, and industry
sectors. The motivation behind the chosen approach was to go beyond conceptualisation and identify where 6G and its enabling technologies can be of use across various societal domains.

As highlighted in the use cases, the future wireless networks have several challenges to provide the different sectors with a reliable communication link. These challenges open the way for scholars to push the limitations of what is currently possible. In the following, we highlight the main open research questions, with respect to the key drivers of 6G, to incorporate the technology in each of the use cases.

The first driver is the high fidelity holographic society, which refers to the applications that have simultaneous and interactive communication. The question that arises from the use case is as follows:

- **Assistive technologies for the visually impaired:**
  - Can 6G provide users with real-time video-streaming capabilities? If 6G is able to significantly reduce the end-to-end latency and improve the information freshness, then can we improve the usability of the assistive technologies with the connection to the cloud?

The second driver is the massive number of connected devices, referred to as “Connectivity for All Things”. Most of the presented use cases require a reliable connectivity, and the questions arisen are the following:

- **Human activity monitoring:**
  - To what extent could the concept of 6G sensing contribute to the state of the art of the in-home monitoring of activities?

- **Assistive technologies for the visually impaired:**
  - How can we provide ubiquitous coverage to rural areas using 6G, where visually-impaired users may be located?

- **Smart grid:**
  - Can 6G and its enabling technologies help increase the data resolution of energy monitoring to improve energy-conscious behaviour and make contributions towards the 2050 Net Zero carbon target?

- **Industry 4.0:**
  - Can 6G communication overcome the challenge of integrating highly robust legacy automation equipment with Industry 4.0 enabling technologies?

The last driver is time-sensitive applications. The open research question are as follows:

- **Human activity monitoring:**
  - Can 6G and its enabling technologies help facilitate the switching from hospital care to in-home care through the real-time monitoring of patients?

- **Transport:**
  - What is the best location to do the computationally complex calculations in future transport systems? In answering this question, it can help manufacturers to determine the best network topology and requirements.

  - Can 6G communication provide robust reliability and the required latency for the real-time control of industrial automation systems powered by machine-learning algorithms?

The authors are convinced that the envisaged potential for 6G and its enabling technologies will have nothing but positive impacts on the presented use cases and the societal sectors that they represent, and will be key in addressing major worldwide issues, such as the ageing population and climate change.
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