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Abstract The rapid growth of scientific literature has made it difficult for the researchers to quickly learn about the developments in their respective fields. Scientific document summarization addresses this challenge by providing summaries of the important contributions of scientific papers. We present a framework for scientific summarization which takes advantage of the citations and the scientific discourse structure. Citation texts often lack the evidence and context to support the content of the cited paper and are even sometimes inaccurate. We first address the problem of inaccuracy of the citation texts by finding the relevant context from the cited paper. We propose three approaches for contextualizing citations which are based on query reformulation, word embeddings, and supervised learning. We then train a model to identify the discourse facets for each citation. We finally propose a method for summarizing scientific papers by leveraging the faceted citations and their corresponding contexts. We evaluate our proposed method on two scientific summarization datasets in the biomedical and computational linguistics domains. Extensive evaluation results show that our methods can improve over the state of the art by large margins.
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1 Introduction

The rapid growth of scientific literature in recent decades has created a challenge for researchers in various fields to keep up with the newest developments. According to a recent study by bibliometric analysts, the global scientific output doubles approximately every nine years [11], further signifying this challenge. Existence of surveys in different fields shows that finding an overview of key developments in scientific areas is desirable, however procuring such surveys requires extensive human efforts. Scientific summarization aims at addressing this problem by providing a concise representation of important findings and contributions of scientific papers, reducing the time required to overview the entire paper to understand important contributions. Article abstracts are a basic form of scientific summaries. While abstracts provide an overview of the paper, they do not necessarily convey all the important contributions and impacts of the paper [28]: (i) The authors might ascribe contributions to their papers that are not existent. (ii) some important contributions might not be included in the abstract. (iii) the contributions stated in the abstract do not convey the article’s impact over time. (iv) abstracts usually provide a very broad view of the papers and they may not be detailed enough for people seeking detailed contributions. (v) The content distribution in the abstracts are not evenly drawn from different sections of the papers [4]. These problems have inspired another type of scientific summaries which are obtained by utilizing a set of citations referencing the original paper [66,68]. Each citation, is often accompanied by a short description, explaining the ideas, methods, results, or findings of the cited work. This short description is called citation text or citance [58]. Therefore, a set of citation texts by different pa-
Citation contextualization is a challenging task due to the terminology variations between the citing and cited author’s language usage.

Scientific papers have the unique characteristic of following a specific discourse structure. For example, a typical scientific discourse structure follows this form: problem and motivation, methods, experiments, results, and implications. The rhetorical status of a citation provides additional useful information that can be used in applications such as information extraction, retrieval, and summarization [77]. Each citation text could refer to specific discourse facets of the referenced paper. For example, one citation could be about the main method of the referenced paper while the other one could mention their results. Identifying these discourse facets has distinct values for scientific summarization; it allows creating more coherent summaries and diversifying the points included in the generated scientific summaries.

Scientific summarization is recently further motivated by TAC\textsuperscript{1} 2014 summarization track, and the 2016 computation linguistics summarization shared task [41]. Following these works and motivated by the challenges mentioned above, we propose a framework for scientific summarization based on citations. Our approach consists of the following steps:

- **Contextualizing citation texts**: We propose several approaches for contextualizing citations. Finding the exact reference context for the citations is challenging due to discourse variation and terminology differences between the citing and the referenced authors. Therefore, traditional Information Retrieval (IR) methods are inadequate for finding the relevant contexts. We propose to address this challenge by query reformulations, utilizing word embeddings [7], and domain-specific knowledge. Our main approach is a retrieval model for finding the appropriate context of the citations and is designed to handle terminology variations between the citing and cited authors.

- **Discourse structure**: After extracting the context of the citation texts, we classify them into different discourse facets. We use a linear classifier with variety of features for classifying the citations.

- **Summarization**: We propose two approaches for summarizing the papers. Both approaches are based on summarization through the scientific community where the main points of a paper are captured by a set of given citations. Our approach extends the previous works on citation-based summarization [65, 66, 67] by including the reference context to address the inaccuracy problem associated with the citation texts. After extracting the citation contexts from the reference paper, we group them into different discource facets.
discourse facets. Then using the most central sentences in each group, we generate the final summary.

In particular our contributions are summarized as follows: (i) An approach for extracting the context of the citation texts from the reference article. (ii) Identifying the discourse facets of the citation contexts. (iii) A scientific summarization framework utilizing citation contexts and the scientific discourse structure. (iv) Extensive evaluation on two scientific domains.

2 Related work

2.1 Citation text analysis

Citations play an integral role in the scientific development. They help disseminate the new findings and they allow new works to be grounded on previous efforts [36]. While there is a large body of related work on analysis of citation networks, instead of link analysis, we focus on textual aspects of the citations. To better utilize the citations, researchers have explored ways to extract citation texts, which are short textual parts describing some aspects of the cited work. Examples of the proposed approaches for extracting the citation texts include jointly modeling the link information and the citation texts [46], supervised Markov Random Fields classifiers [67], and sequence labeling with segment classification [3]. These approaches focus on finding the sentences or textual spans in the citing article that explain some aspects of the cited work. In this work, we assume that citation texts are already obtained either manually or by using one of these works. Given the citation texts, we instead focus on contextualizing these citation texts using the reference; we find the text spans in the reference article that most closely reflect the citation text.

There exists some related work on further analyzing the citations for finding their function or rhetorical status [77,32,1,36]. In these works, the authors tried to identify the reasons behind citations which can be a statement of weakness, contrast or comparison, usage or compatibility, or a neutral category. They proposed a classification framework based on lexically and linguistically inspired features for classifying citation functions. The distribution of citations within the structure of scientific papers have been also studied [9]. The authors of [17] have investigated the problem of measuring the intensity of the citations in scientific papers and in [16], the authors proposed using the discourse facets for scientific article recommendation. Recently, a framework for understanding citation function has been proposed [45] which unifies all the previous efforts in terms of definition of citation functions. While citation function can provide additional information for summarization, in this work we do not utilize these information. Instead, we utilize the discourse facet of the citation contexts in a reference paper.

2.2 Citation contextualization

More recently, there has been some efforts in contextualizing citations from the reference. In particular, TAC 2014 summarization track, and the CL-SciSumm 2016 shared task on computational linguistic summarization [41] have released datasets to promote research for citation contextualization. The former is more domain specific, focusing on biomedical scientific literature, while the latter is in a more general domain consisting of publications in computational linguistics. To our knowledge, there is no overview paper on TAC. We briefly discuss the successful approaches in CL-SciSumm 2016. The authors of [13] used an SVM-rank approach with features such as tf-idf cosine similarity, position of the reference sentence, section position, and named entity features. In another approach [49], the authors used an SVM classifier with sentence similarity and lexicon based features. The authors of [59] proposed a hybrid model based on tf-idf similarity and a single layer neural network that scores the relevant reference texts above the irrelevant ones. Finally, in the work by [47], the authors proposed the use of TextSentenceRank algorithm which is an enhanced version of the TextRank algorithm for ranking keywords in the documents. Here, we specifically focus on the problem of terminology variation between the citing and cited authors. We propose approaches that address this problem. Our proposed approaches are based on query reformulations, word embeddings, and domain-specific knowledge.

2.3 Text summarization

Document summarization has been an active research area in NLP in recent decades; there is a rich literature on text summarization. Approaches towards summarization can be divided into the following categories: (i) topic modeling based [33,74,78,15]: In these approaches, the content or topical distribution of the final summary is estimated using a probabilistic framework. (ii) solving an optimization problem [20,8,27]: these approaches cast the summarization problem as

\[ \text{http://tac.nist.gov/2014/BiomedSumm/} \]

\[ \text{Term Frequency - Inverted Document Frequency.} \]
an optimization problem where an objective function needs to be optimized with respect to some constraints. (iii) supervised models [60,25,18], where selection of sentences in the summary are learned using a supervised framework. (iv) graph based [29,53,62]; these approaches seek to find the most central sentences in a document’s graph where sentences are nodes and edges are similarities. (v) Heuristic based [14,34,51]; these works approach the summarization problem by greedy selection of the content. (vi) Neural networks: More recently, there has been some efforts on utilizing neural networks and sequence-to-sequence models [75] for generating summaries of short texts and sentences [70,19]. Most of these works have focused on general domain summarization and news articles. Scientific articles are much different than news articles in elements such as length, language, complexity and structure [76].

One of the first works in scientific article summarization is done by [76] where the authors trained a supervised Naive Bayes classifier to select informative content for the summary. Later, the impact of citations to generate scientific summaries was realized [28]. In the work by [65], the authors proposed an approach for citation-based summarization based on a clustering approach, while in [2] and [42], the focused on producing coherent scientific summaries. We argue that citation texts by themselves are not always accurate and they lack the context of the cited paper. Therefore, if we only use the citation texts for scientific summarization, the resulting summary would potentially suffer from the same problems, and it might not accurately reflect the claims made in the original paper. We address this problem by leveraging the citation contexts from the reference paper. We also utilize the inherent discourse structure of the scientific documents to capture the important content from all sections of the paper.

We present a comprehensive framework for scientific summarization which utilizes and builds upon our earlier efforts [23,21,22]. We propose new approaches for citation contextualization. We further extend our experiments on an additional dataset (CL-SciSum 2016) and evaluate our approaches on both TAC and CL-SciSum datasets, providing detailed analysis.

3 Methodology

Our proposed method is a pipeline for summarizing scientific papers. It consists of the following steps:

1. citation contextualization (extracting the relevant context from the reference paper)
2. identifying the discourse facet of the extracted context
3. summarization

We first explain our proposed methods for contextualization, we then describe our approach for identifying discourse facets of the citation contexts, and finally we outline our summarization approach.

3.1 Citation contextualization

Citation contextualization refers to extracting the relevant context from the reference article for a given citation text. We propose the following three approaches for this problem: (i) Query reformulation, (ii) Word embeddings and domain knowledge, and (iii) Supervised classification.

3.1.1 Query reformulation (QR)

We cast the contextualization problem as an Information Retrieval (IR) task. We first extract textual spans from the reference article and index them using an IR model. The textual spans are of granularity of sentences. In order to capture longer contexts (those consisting of multiple consecutive sentences), we also index sentence n-grams. That is, we index each n consecutive sentences as a separate text span. After constructing the index, we consider the citation text as the query, and we seek to find the relevant context from the indexed spans. Since the citation texts are often longer than usual queries in standard IR tasks, we apply query reformulation methods on the citation to better retrieve the related context. We utilize both general and domain-specific query reformulations for this purpose. We first remove the citation markers (author names and year, and numbered citations) from the citations, as they do not appear in the reference text and hence are not helpful. We design several regular expressions to capture these names. The proposed query reformulation (QR) methods are described below:

Query reduction Since the citation texts are usually more verbose than standard queries, there might be many uninformative terms in them that do not contribute in finding the correct context. Hence, we apply query reduction methods to only retain the important concepts in the citation. After removing the stop words from the citation, we further experiment with the following three query reduction methods:

1. Noun phrases (QR-NP). Citation texts are usually linguistically well-formed, as they are extracted
from scientific papers. This allows us to apply a variety of linguistic tagging and chunking methods to the query to capture the informative phrases. Previous works have shown that noun phrases are a good representation of informative concepts in the query [5, 40, 39]. We thus extract noun phrases from the citation text and omit all other terms.

2. Key concepts (QR-KW). Key concepts or keywords are single or multi-word expressions that are informative in finding the relevant context. We use the Inverted Document Frequency (IDF) [73] measure to find the key concepts. The terms that are prevalent throughout all the text spans do not provide much information in retrieval. IDF values help capturing the terms and concepts that are more specific. For key concept extraction, we limit the IDF values between some threshold that can be tuned according to the dataset.\(^5\) We consider phrases of up to three terms.

3. Ontology (QR-Domain). Domain-specific ontologies are expert curated lexicons that contain domain-specific concepts. In this reformulation method, we use an ontology to only keep important (domain-specific) concepts in the query. Since the TAC dataset is in the biomedical domain, we use the UMLS [10] thesaurus which is a comprehensive ontology of biomedical concepts. We specifically use the SNOMED CT [72] subset of UMLS.

As explained in Section 3.1.1, the indexing approach also contains consecutive sentences. Therefore, our retrieval approach can find text spans that have overlaps with each other. Furthermore, retrieving multiple spans from around the same location in the text signals the importance of that specific location. We apply a reranking and merging method to the retrieved spans to remove shared spans and better rank the more relevant context. We merge the two overlapping spans if the retrieval score of the larger span is higher than the smaller span. We also evaluated other query reformulation methods such as Pseudo Relevance Feedback [12]; however, they performed worse than the baseline and thus we do not discuss them further.

3.1.2 Contextualization using word embeddings and domain knowledge

To explicitly account for terminology variations and paraphrasing between the citing and the cited authors, we propose another model for citation contextualization utilizing word embeddings and domain-specific knowledge.

\(^5\) We empirically set this threshold to 1.9 and 2.2 for the TAC and CL-SciSum datasets, respectively.

**Embeddings.** Word embeddings or distributed representations of words are mapping of words to dense vectors according to a distributional space, with the goal that similar words will be located close to each other [6]. We extend the Language Modeling (LM) for information retrieval model [64] by utilizing word embeddings to account for terminology variations. Given a citation text (query) \(q\), and a reference span (document) \(d\), the LM scores \(d\) based on the probability that \(d\) has generated \(q\) \(p(d|q)\). Using standard simplifying assumptions of term independence and uniform document prior, we have:

\[
p(d|q) \propto p(q|d) = \prod_{i=1}^{n} p(q_i|d)
\]

where \(q_i (i = 1, ..., n)\) are the terms in the query. In LM with Dirichlet Smoothing [80], \(p(q_i|d)\) is calculated using a smoothed maximum likelihood estimate:

\[
p(q_i|d) = \frac{f(q_i,d) + \mu p(q_i|C)}{\sum_{w \in V} f(w,d) + \mu}
\]

where \(f\) is the frequency function, \(p(q_i|C)\) shows the background probability of term \(q_i\) in collection \(C\), \(V\) is the entire vocabulary, and \(\mu\) is the Dirichlet parameter.

Our model extends the above formulation (Eq. 2) by using word embeddings. In particular we estimate the probability \(p(q_i|d)\) according to the following equation:

\[
p(q_i|d) = \frac{\sum_{d_j \in d} s(q_i,d_j) + \mu p(q_i|C)}{\sum_{w \in V} \sum_{d_j \in d} s(w,d_j) + \mu}
\]

where \(d_j\) are terms in the document \(d\), and \(s\) is a function that captures the similarity between the terms and is defined as:

\[
s(q_i,d_j) = \begin{cases} 
\phi(e(q_i), e(d_j)), & \text{if } e(q_i), e(d_j) > \tau \\
0, & \text{otherwise}
\end{cases}
\]

where \(e(q_i)\) shows the unit vector corresponding to the embedding of word \(q_i\), \(\tau\) is a threshold, and \(\phi\) is a transformation function. Below we explain the role of parameter \(\tau\) and the transformation function \(\phi\).

Word embeddings can capture the similarity values of words according to some distance function. Most embedding methods represent the distance in the distributional semantics space. Therefore, similarities between two words \(q_i\) and \(d_j\) can be captured using the dot product of their corresponding embeddings (i.e. \(e(q_i), e(d_j)\)). While high values of this product suggest syntactic and semantic relatedness between the two terms [54, 63, 38],

\[
e(q_i), e(d_j) > \tau
\]
Table 1 Example of similarity values between terms according to the dot product of their corresponding embeddings. Using the pre-trained Word2Vec model on Google News corpus. The top part of the table shows pairs of random words, while the bottom part shows similarity values for pairs of related words.

| word 1  | word 2   | Similarity |
|---------|----------|------------|
| marker  | mint     | 0.11       |
| notebook| sky      | 0.07       |
| capture | promotion| 0.12       |
| blue    | sky      | 0.31       |
| produce | make     | 0.43       |

Fig. 2 Normalized similarity values between a random word in the embedding model and the top 2000 similar words to it. The x axis is the word indexes and the y axis is the similarity values. The orange line with + markers shows the original similarity values, while the green line with triangle markers shows the transformed values using the logit function. The logit function, dampens the similarity values of less similar words.

Incorporating domain knowledge

Word embedding models learn the relationship between terms by being trained on a large corpus. They are based on the distributional hypothesis [35] which states that similar words appear in similar contexts. While these models have been very successful in capturing semantic relatedness, recent related works have shown that domain ontologies and expert curated lexicons may contain information that are not captured by embeddings [57,38,31]; hence, we account for the domain knowledge according to the following.

- Retrofitting embeddings: In this method, we apply a post-processing step called retrofitting [31] to the word embeddings used in the model. Retrofitting optimizes an objective function that is based on relationships between words in a lexicon; it intuitively pulls closer the words that are related to each other and pushes farther the words that are not related to each other according to a given ontology. For the ontology, since TAC data is in biomedical domain we use two domain-specific ontologies, MEDICAL SUBJECT HEADINGS (MESH) [52] and PROTEIN ONTOLOGY (PRO). For the CL-SciSum data, since it is less domain-specific, we use the WordNet lexicon [55].

- Interpolating in the LM: In this method, instead of modifying the word vectors, we incorporate the domain knowledge directly in the retrieval model. We do so by interpolation of two following probability estimates:

\[ p(q_i|d) = \lambda p_1(q_i|d) + (1 - \lambda)p_2(q_i|d) \] (6)

- Freqnet: Freqnet is a method that incorporates domain knowledge directly in the retrieval model. It uses a vector representation of words, where each word is represented as a vector of frequencies in a domain-specific collection. The retrieval model is then trained to optimize the retrieval performance on the target domain.

- Interpolating in the LM: In this method, instead of modifying the word vectors, we incorporate the domain knowledge directly in the retrieval model. We do so by interpolation of two following probability estimates:

\[ p(q_i|d) = \lambda p_1(q_i|d) + (1 - \lambda)p_2(q_i|d) \] (6)
where \( p_1 \) is estimated using Eq. 3 and \( p_2 \) is a similar model that counts in the is-synonym relations (is-syn) in calculating similarities. Its formulation is exactly like Eq. 3 except it replaces the function \( s \) with the following function:

\[
s_2(q_i, d_j) = \begin{cases} 
1, & \text{if } q_i = d_j \\
\gamma, & \text{if } q_i \text{ is-syn } d_j \\
0, & \text{o.w.} 
\end{cases}
\]  

(7)

This function is essentially partially counting the synonyms in calculation of the probability estimate \( p(q_i | d) \) by the amount of \( \gamma \). We empirically set the value of \( \gamma \).

Word embedding based methods are shown by WE in short in the results.

### 3.1.3 Supervised classification

The two previous context retrieval models are unsupervised and as such do not take advantage of the already labeled data. CL-SciSum dataset includes separate training and testing sets which allow us to also investigate supervised approaches. We propose a feature-rich classifier to find the correct context for each given citation. Our approach aims to capture the semantic relatedness between a given citation text and a candidate context sentence. We specifically utilize the following features to capture this relatedness:

- **Word match**: counts the number of identical words between the source citation text and the candidate reference context normalized by length.
- **Fuzzy word match**: same as above, with the difference that we use character n-grams to capture partial matches between the words.
- **Embedding-based alignment**: measures the similarity between the source and target sentences using word embedding alignment. Specifically for the two sentences \( S_1 \) and \( S_2 \), the following function \( f \) scores the sentences based on their similarity:

\[
f(S_1, S_2) = \frac{\sum_{w \in S_1} \max_{v \in S_2} s(w, v)}{|S_1|} \]  

(8)

where \( s \) is a similarity function according to the equation 4. Intuitively, \( f \) captures the similarity between the two sentences without only relying on lexical overlaps; it takes into account the similarity values between the terms.

- **Distance between average of embeddings**: measure the similarity between the two sentences by dot product of the average of their constituent word vectors.

### Table 2

| Feature Name | Description |
|--------------|-------------|
| Citation Text | |
| Extracted Reference Context | |
| Verb Features | |
| Relative Section Position | |

#### 3.2 Identifying discourse facets

The organization of scientific papers usually follows a standardized discourse pattern, where the authors first describe the problem or motivation, then they talk about their methods, then the results, and finally discussion and implications. Our goal is to capture the important content from all sections of the paper; therefore, after extracting the citation contexts, we identify the associated discourse facet for each of the citation contexts retrieved from the previous step. Each citation context refers to some specific discourse facets of the reference document. To identify the correct discourse facets, we train a simple supervised model with features listed in Table 2. Essentially, we use the citation text and the extracted reference context represented by character n-grams, the verbs in the context sentence, and the relative position of the retrieved context in the paper as features for the classifier. While the textual features (citation and it’s context) were the most helpful, we empirically observed slight improvements by incorporating the verb and section position features. We train the model using an SVM classifier [79]. For the textual features, we transform them using character n-grams to allow fuzzy matching between the terms.

### 3.3 Generating the summary

After extracting reference contexts for the citations as described in Section 3.1, and identifying their discourse
facet (Section 3.2), we generate a summary of the reference paper. Our goal is to create a summary that contains information from different discourse facets of the paper. This helps not only in diversifying the content in the summary, but also in creating a more coherent summary. To generate a summary, we first identify the most representative sentences in each group. Intuitively, we only need a few top representative sentences from each discourse facet to include in the summary. In order to find the most representative sentences, we consider sentences in each facet as nodes and their similarities as weighted edges in a graph. We then apply the “power method” [30] which is an algorithm similar to the PageRank random walk ranking model [61], that finds the most central nodes in a graph. It works by iteratively updating the score of each sentence according to its centrality score, and the centrality of its neighbors. After ranking the sentences in each group according to their centrality score, we select sentences for the final summary. We use the following methods for creating the final summary:

− Iterative. This method simply iterates over the discourse facets and selects the top representative sentence from each group until the summary length threshold is met.
− Greedy. The iterative approach could result in similar sentences ending up in the summary; this results in redundant information and potential exclusion of other important aspects of the paper from the summary. To address this potential problem, we use a heuristic that accounts for both the informativeness of candidate sentence and their novelty with respect to what is already included in the summary. Maximal Marginal Relevance [14] is one such heuristic that has these properties. It is based on the linear interpolation of the informativeness and the novelty of the sentences.

4 Experiments

4.1 Data

We conducted our experiments on two scientific summarization datasets. The first dataset is the TAC 2014 scientific summarization dataset. The TAC benchmark is in biomedical domain and is publicly available upon request from NIST. The second dataset is the 2016 CL-SciSumm dataset which is available on a public repository and contains scientific articles from the computational linguistics domain. To our knowledge, these two are the only datasets on scientific summarization.

The TAC dataset only has one training set consisting of 20 topics. There is one reference article in each topic and another set of articles citing the reference. For each topic, 4 annotators have identified the relevant contexts, the correct discourse facet, and they have written a summary. The documents are provided as plain text files and there is no predefined sentence boundaries and sections. On the other hand, the CL-SciSumm data contain separate train, development, and test sets with 30 topics in total. Similar to TAC, each topic consists of reference and a set of citing articles but in the computational linguistics domain. The articles are in xml format with known sentence boundaries and sections. Another distinction is that topics in the CL-SciSumm data are annotated by one annotator at a time. The full statistics of the datasets is illustrated in Table 3. The distribution of the discourse facets in the two datasets is also shown in Figure 3. Since the two datasets are in different domains, the difference between the distribution of the facets is expected.

4.2 Citation contextualization

Evaluation Evaluation of the retrieved contexts is based on the overlap of the position of the retrieved contexts and the gold standard contexts. Per TAC guidelines, evaluation of the TAC benchmark was performed using character offset overlaps weighted by human annotators. More formally, for a set of system retrieved contexts $S$, and gold standard context $R = \{R_1 \cup R_2 \cup \ldots \cup R_m\}$ by $m$ annotators, the weighted character based precision ($P_{\text{char}}$) and recall ($R_{\text{char}}$) are defined as follows:

\[
P_{\text{char}} = \frac{\sum_{i=1}^{m} |S \cap R_i|}{m \times |S|} \quad (9)\]
\[
R_{\text{char}} = \frac{\sum_{i=1}^{m} |S \cap R_i|}{\sum_{i=1}^{m} |R_i|} \quad (10)
\]

Table 3 Characteristics of the datasets. #: number of, Avg: average, and Stdev: standard deviation.

| Characteristic | TAC | CL-SciSum |
|---------------|-----|-----------|
| # Documents   | 220 | 506       |
| # Reference Documents | 20  | 30        |
| Avg. # Citing Docs for each Ref | 15.5 | 15.9 |
| Total # Citation Texts | 313 | 702       |
| Avg. Gold summary length (words) | 235.6 | 134.2 |
| Stdev. Gold summary length (words) | 31.2 | 27.9       |
| Separate train test sets | No  | Yes       |
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Fig. 3 Distribution of discourse facets in each dataset.

| Method                  | $P_{char}$ | $R_{char}$ | $F_{char}$ | ROUGE-2 | ROUGE-3 |
|-------------------------|------------|------------|------------|---------|---------|
| Baselines               |            |            |            |         |         |
| BM25 [69]               | 19.5       | 18.6       | 17.8       | 23.2    | 16.3    |
| VSM                     | 20.5       | 24.7       | 21.2       | 26.4    | 20.0    |
| LMD [80]                | 21.3       | 26.7       | 22.3       | 27.2    | 20.8    |
| LMD + LDA [43]          | 22.6       | 24.8       | 22.3       | 26.4    | 20.1    |
| This work               |            |            |            |         |         |
| QR-Domain               | 24.1       | 23.7       | 21.8       | 25.0    | 20.8    |
| QR-NP                   | 22.6       | 28.9       | 23.8       | 28.0    | 21.8    |
| QR-KW                   | 22.6       | 29.4       | 24.1       | 28.2    | 22.2    |
| WE$_{wiki}$             | 21.8       | 28.5       | 23.2       | 26.9    | 20.9    |
| WE$_{Bio}$              | 23.9       | 31.2       | 25.5       | 29.2    | 23.1    |
| WE$_{Bio}$ + Retrofit   | 24.8       | 33.6       | 26.4       | 30.7    | 24.0    |
| WE$_{Bio}$ + Domain     | **25.4**   | **33.0**   | **27.0**   | **30.6**| **24.4**|

Table 4 Results of citation contextualization on TAC 2014 dataset. The reported results are based on top 10 retrieved contexts. The top part shows the baselines and the bottom part shows our proposed model. Values are percentages. QR-Domain: Query Reformulation by Domain Ontology (UMLS), QR-NP: Query Reformulation by Noun Phrases, QR-KW: Query Reformulation by Key Words, WE$_{wiki}$: Word Embedding model with Wikipedia embeddings, WE$_{Bio}$: Word Embedding model with biomedical embeddings, WE$_{Bio}$ + Retrofit: Incorporating domain knowledge in biomedical embeddings by retrofitting, WE$_{Bio}$ + Domain: Interpolated language model.

The official metric for the CL-SciSum challenge was sentence level overlaps of the retrieved contexts with the gold standard. This was possible because unlike the articles in TAC which were in plaintext format, the sentence boundaries in CL-SciSum were pre-specified. We also report character level metrics for the CL-SciSum corpus; as we will see, the character level and sentence level metrics are more or less comparable.

One problem with position based evaluation metrics (character, or sentence) is that a system might retrieve a context that is in a different position than the gold standard, but similar to the content of the gold standard. In such cases, the system is not rewarded at all. This is possible because authors might talk about a similar concept in different sections of the paper. To consider textual similarities of the retrieved context with the gold standard, we also compute ROUGE-N scores [50].

Comparison To our knowledge, no review paper about the TAC challenge was released. Hence, for the TAC dataset, we compare our method against the following baselines:

- VSM. Ranking by Vector Space Model (VSM) with tf-idf weighting of the citations and the target reference contexts.
- BM25. BM25 scoring model [44] which is a probabilistic framework for ranking the relevant documents based on the query terms appearing in each document, regardless of their relative proximity.
- LMD. Language modeling with Dirichlet smoothing (LMD) [80] is a probabilistic framework that models the probability of documents generating the given query.
- LMD-LDA. An extension of the LMD retrieval model using Latent Dirichlet Allocation (LDA) which is recently proposed [43]. This model considers latent topics in ranking the relevant documents.

For the CL-SciSum data, we also compare against the top 5 best performing systems. For brief description about these approaches refer to section 2.

Results. The results on the TAC dataset are presented in Table 4. We observe that our proposed methods im-
prove over all the baselines. Query Reformulation methods (NP and KW, respectively,) obtain character offset F1-scores of 23.8 and 24.1, which improve the best baseline by 7% and 8%. They also obtain higher ROUGE scores. This shows that noun phrases and key words can capture informative concepts in the citation that help better retrieving the related reference context. Our models based on word embeddings are also outperforming the baselines in virtually all metrics. General domain embeddings trained on Wikipedia (WE\textsubscript{Wiki}) and domain-specific embeddings trained on Genomics data (WE\textsubscript{Bio}), achieve F1-scores of 23.2 and 25.5 with 4% and 14% improvement over the best baseline, respectively. Higher performance of the biomedical embeddings in comparison with general embeddings is expected because the words are captured in their correct context. An example is shown in Table 6, where the top similar words to the word “expression” are shown. The word “expression” in the biomedical context is defined as “the process by which genetic instructions are used to synthesize gene products”. As we can see, using general domain embeddings, we might fail to capture this notion. Incorporating domain knowledge in the model results in further improvement as shown in last two rows of Table 4. The model using retrofitting WE\textsubscript{Bio}+Retrofit improves the best baseline by 18% while the interpolated model (WE\textsubscript{Bio}+Domain) achieves the highest improvement by 21%. These results show the effectiveness of domain knowledge in the model.

Table 5 Results of citation contextualization on CL-SciSum 2016 dataset. The reported values are percentages. The top part shows the baselines and state of the art models, while the bottom part shows our methods. P: Precision, R: Recall, F:F1-score. “sent” subscript shows overlap by sentences and “char” subscript shows character offset overlaps. QR-NP: Query Reformulation by Noun Phrases, QR-KW: Query Reformulation by Key Words, WE\textsubscript{Wiki}: Word Embedding model with Wikipedia embeddings, WE\textsubscript{Wiki}+Retrofit: Incorporating domain knowledge in embeddings by retrofitting

| Method | P\textsubscript{sent} | R\textsubscript{sent} | F\textsubscript{sent} | ROUGE-2 | ROUGE-3 | P\textsubscript{char} | R\textsubscript{char} | F\textsubscript{char} |
|--------|----------------------|----------------------|----------------------|---------|---------|----------------------|----------------------|----------------------|
| Other methods |                      |                      |                      |         |         |                      |                      |                      |
| BM25 [69] | 8.2                  | 18.0                 | 10.5                 | 15.2    | 13.0    | 9.0                  | 19.9                 | 11.8                 |
| VSM | 8.3                  | 22.3                 | 11.6                 | 14.8    | 12.7    | 8.5                  | 25.7                 | 12.1                 |
| LM [80] | 7.9                  | 24.8                 | 11.6                 | 14.3    | 12.6    | 8.4                  | 26.1                 | 12.2                 |
| TSR [47] | 5.3                  | 4.7                  | 5.0                  | -       | -       | -                    | -                    | -                    |
| Tf-idf + Neural Net [59] | 9.2                  | 11.1                 | 10.0                 | -       | -       | -                    | -                    | -                    |
| SVM Rank [13] | 8.8                  | 13.1                 | 10.3                 | -       | -       | -                    | -                    | -                    |
| Jaccard Fusion [49] | 8.3                  | 26.1                 | 12.5                 | -       | -       | -                    | -                    | -                    |
| Tf-idf+stem [56] | 9.6                  | 22.4                 | 13.4                 | -       | -       | -                    | -                    | -                    |
| This work |                      |                      |                      |         |         |                      |                      |                      |
| QR-NP | 8.8                  | 20.4                 | 12.2                 | 15.8    | 13.6    | 9.7                  | 23.8                 | 13.2                 |
| QR-KW | 9.0                  | 21.3                 | 12.6                 | 16.0    | 13.8    | 9.6                  | 23.3                 | 13.0                 |
| WE\textsubscript{Wiki} | 9.8                  | 24.1                 | 13.9                 | 14.5    | 12.5    | 9.4                  | 22.1                 | 12.5                 |
| WE\textsubscript{Wiki}+Retrofit | 9.8                  | 23.8                 | 13.8                 | 14.7    | 13.6    | 8.2                  | 22.3                 | 12.0                 |
| Supervised | 11.3                 | 17.8                 | 13.7                 | 17.5    | 15.0    | 12.0                 | 17.8                 | 13.7                 |

Table 6 The words with highest similarity values to “expression” according to Word2Vec trained on Wikipedia (general domain) and Genomics collections (biomedical domain).

| General (Wiki) | Domain-specific (Bio) |
|----------------|-----------------------|
| interpretation | upregulation          |
| sense          | mrna                  |
| emotion        | protein               |
| function       | induction             |
| show           | cell                  |

Table 5 shows the results for the CL-SciSum dataset. The first 3 rows are baselines that also are reported in TAC evaluation; in addition to those baselines, we also consider top performing state-of-the-art systems of 2016 CL-SciSum (lines 4-8) as additional baselines to compare with. For the CL-SciSum participating systems, we report the official sentence based evaluation metrics; the ROUGE scores and character based metrics were not reported in the official evaluation of the task. Some of our methods are specific to the biomedical domain such as WE\textsubscript{Bio}; therefore, we do not evaluate those on the CL-SciSum dataset which is in a completely different domain.

As shown in Table 5, our methods outperform the state-of-the-art on this dataset as well. The embedding-based model with Wikipedia trained em-
Fig. 4 Parameters of the model for contextualization.

| Feature                              | weight |
|--------------------------------------|--------|
| character n-gram tf-idf similarity   | 0.271  |
| tf-idf similarity                    | 0.201  |
| embedding based alignment            | 0.189  |
| distance average embeddings          | 0.106  |
| bm25 similarity score                | 0.066  |
| character n-gram count similarity    | 0.035  |
| fuzzy word match                     | 0.024  |
| count based similarity               | 0.015  |
| word match                           | 0.013  |

Table 7 The weights (normalized) corresponding to the top features in the supervised method for citation contextualization (CL-SciSum dataset). Tf-idf similarity based features and embedding based features are the most helpful while the count based similarity and word matching features are among the least helpful features.

beddings (WE_{wiki}) achieves the best results with 13.9% F-1 score of sentence overlaps which is slightly higher than the F-1 score of 13.4 achieved by the best previous work (Tf-idf+stem in the Table) [56]. Interestingly, we observe that retrofitting (WE_{wiki}+Retrofit) does not improve over the standard embedding-based approach. This is likely due to the choice of the Wordnet lexicon for retrofitting. While Wordnet contains general domain terms, it does not necessarily capture relationships of words in the context of computational linguistics. In contrast to TAC where we had a domain specific lexicon suitable for the dataset, for the CL-SciSum data we did not find any lexicon capturing the term relationships in the computational linguistics domain. We believe that retrofitting with such lexicon, could result in further improvements. While query reformulation-based approaches improve over most of the baselines, their performance fall below the best baseline system. On the other hand, our supervised method also improves the best baseline, achieving the highest overall prevision (11.3%) and ROUGE-2 (17.5%) and ROUGE-3 scores (15.0%).

It is encouraging that our embedding-based models (method names starting with “WE” in the Table 5), which are unsupervised models achieve the best results on this task and surpass the performance of the feature-rich supervised models. Table 7 shows the importance of each feature for our supervised method (explained in § 3.1.3). While the most important features are n-gram and character n-gram based tf-idf similarity, embedding based alignment and distance of average embeddings are also important in finding the correct context.

As evident from tables 4 and 5, the absolute system performances are not high, which further shows that this task is challenging. Since the TAC data are annotated by 4 people, we investigate the difficulty of this task for the human annotators. To do so, we calculate the agreement of the annotators with respect to the relevant context for the citations. Table 8 shows the number of citations grouped by the number of annotators that agree at least partially on the context.

We do not report results of supervised model on TAC dataset because the TAC data do not have separate train and test sets.
Table 9 Results for identifying the discourse facets for the retrieved contexts. The metrics are Precision (P), Recall (R), and F1-score (F) of the identified discourse facets contingent on the correct retrieved span.

| Method                        | P     | R     | F     |
|-------------------------------|-------|-------|-------|
| Other methods                 |       |       |       |
| SMO [71]                      | 35.6  | 3.6   | 6.5   |
| Decision tree [13]            | 59.7  | 9.0   | 15.3  |
| Fusion method [49]            | 52.8  | 22.4  | 29.6  |
| Jaccard cascade [49]          | 58.2  | 17.1  | 25.5  |
| Jaccard Focused Method [49]   | 57.8  | 22.8  | 31.1  |
| This work                     |       |       |       |
| QR-NP                         | 76.3  | 19.1  | 29.7  |
| QR-KW                         | 78.7  | 21.9  | 33.3  |
| WEwiki                        | 82.7  | 22.4  | 33.1  |
| WEwiki+retro                  | 81.7  | 23.4  | 34.8  |
| Supervised                    | 83.1  | 23.7  | 36.1  |

Table 10 The classifier’s intrinsic performance for identifying the discourse facets on the CL-SciSum dataset.

| Discourse Facet | P   | R   | F   | #   |
|-----------------|-----|-----|-----|-----|
| Aim             | 0.93| 0.36| 0.52| 36  |
| Hypothesis      | 1.00| 0.20| 0.33| 10  |
| Implication     | 0.85| 0.26| 0.39| 43  |
| Method          | 0.79| 0.98| 0.87| 250 |
| Results         | 0.85| 0.38| 0.52| 45  |
| Average/Total   | 0.82| 0.75| 0.73| 384 |

Parameters Our interpolated model of embeddings and domain knowledge (WEBio+Domain) has two main parameters $\gamma$ and $\lambda$. Figure 4 shows the sensitivity of our model to different parameters. We observe that the best performance is achieved when $\gamma = 0.8$ and $\lambda = 0.5$. Our models retrieve a ranked list of contexts for the citations; we choose a cut-off point for returning the final results. Figure 4(c) shows the effect of the cut-off point on one of our models. We observe that the optimal cut-off point for best sentence F1-score is 3.

4.3 Identifying discourse facets

Evaluation The official metric for evaluation of discourse facet identification is the Precision, Recall and F1-scores of the discourse facets, conditioned on the correctness of the retrieved reference context [41]. Therefore, we report the results for the CL-SciSum data based on this metric. For the TAC dataset, the official metric is the classification accuracy weighted by the annotator agreements. The accuracy for a system returned discourse facet is the number of annotators agreeing with that discourse facet divided by total number of annotators.

Results Table 9 shows the results of our methods compared with the top performing official submitted runs to the CL-SciSum 2016. We do not report the results of low performing systems. The classification algorithm for identifying the discourse facets is the method described in Section 3.2 across all our methods. However, since only the correct retrieved contexts are rewarded, the performance of each model differs based on the accuracy of retrieving the correct contexts. We observe that most of our methods (except for the QR-NP) improve over all the baselines in terms of all metrics. We obtain substantial improvements especially in terms of precision. The best method for identifying the discourse facets is the supervised method (indicated with “supervised” in the Table) which obtains 36.1% F-1 score, improving the best baseline (“Jaccard Focused Method”) by 16%. Embedding methods also perform well by obtaining F-1 scores of 33.1% for the Wikipedia embeddings, and 34.8% for the retrofitted embeddings. These results further show the effectiveness of our contextualization methods along with the proposed classifier for identifying the facets.

We also demonstrate the intrinsic performance of our classifier for identifying the discourse facets in Table 10. As illustrated, the weighed average F1 performance over all discourse facets is 0.73. One challenge in identifying the discourse facets is the unbalanced dataset and the limited number of training examples for some specific facets. As also reflected in the table, we observe that for categories with smaller number of
instances, the performance is generally lower. We therefore believe that having more training samples in the rare categories could further increase the performance.

Table 11 shows the results of facet identification in the TAC dataset as well as the effect of learning algorithms. Since for the TAC dataset there are 4 annotators, and the official metric is weighted accuracy scores, we also calculate the oracle score by always predicting what the majority of the annotators agree on. The oracle achieves 0.67 percent, suggesting that identifying discourse facets is not trivial for humans. We can see that the SVM classifier achieves the highest results with 81% relative accuracy to the oracle. For the CL-SciSum dataset, there is only one annotator per discourse facet and therefore, the weighted accuracy metrics translates to simple accuracy scores.

### 4.4 Summarization

We evaluate our summarization approach against the gold standard summaries written by human annotators. We set the summary length threshold to the average length of summary by words in each dataset (see Table 3). Table 12 shows the results for the summarization task. The first lines show the baselines which are existing summarization approaches including the SumBasic [78] algorithm and the original citation-based summarization approach [66]. The next four lines are the top state-of-the-art systems on the CL-SciSum dataset. For the CL-SciSum systems, the official reported results only included ROUGE-2 and ROUGE-SU4 scores. As illustrated in the table, virtually all our methods improve over the state-of-the-art, showing the effectiveness of our proposed summarization approach. Our best method (QR-NP-greedy) is based on the noun phrases query reformulation using the greedy strategy of sentence selection. It achieves ROUGE-2 score of 30.2, which improves over the best baseline by 37.4%. In general, we can see that the greedy sentence selection strategy works better than the iterative approach. This is because the greedy strategy takes into account both the informativeness and the redundancy of the selected sentences.

Table 13 shows the results of summarization using on the TAC dataset. The reported approaches all use the greedy sentence selection strategy as it consistently outperforms the iterative approach. In general, while all our approaches outperform the baseline, query reformulation based approaches achieve the highest ROUGE scores; query reformulation method using noun phrases (QR-NP) achieves 15.8 and 6.9 ROUGE-2 and ROUGE-3 scores, respectively which is the highest scores. The interpolated word embedding based model (WEBio+Domain) achieves the highest ROUGE-SU4 score (20.7). Comparing Tables 12 and 13 we notice that the scores for the TAC dataset are lower than that of CL-SciSum. This is due to the length of the generated summaries. As shown in Table 3, the average human summary length in the TAC data is almost 100 words more than the CL-SciSum summaries. An interesting observation in these two tables is regarding the relative poor performance of the citation-based summarization baseline (CLexRank) that only uses citation texts in comparison with our methods that also take advantage of the citation context and the discourse structure of the articles. This observation further confirms our initial hypothesis that relying only on the citation texts could result in summaries that do not accurately reflect the content of the original paper, and that adding citation contexts can help produce better summaries.

To better analyze the effect of identifying discourse facets on the overall quality of the summary, we compare the ROUGE scores of the summary generated by our approach with and without this step. Table 14 shows the overall summarization results based on our QR-NP approach when we only use contextualized citations compared with when we use faceted contextualized citations. We observe that grouping citation contexts by their corresponding discourse facet has a positive effect on the quality of the summary on both datasets (17% and 55% improvements over TAC and CL-SciSum datasets in terms of ROUGE-2, respectively). This is because identifying facets and grouping the contextualized citations by facets, results in a summary that captures the content from all sections of the paper. We observe similar trends for other variants of our approaches; for brevity we only show the results for QR-NP as an illustrative analysis on the effect of identifying discourse facets on the quality of the generated summary.

Finally, an example of the generated summaries by our system (QR-NP-greedy) that uses citation contexts and discourse facets is illustrated in Figure 5. We observe that compared with the human summary, the summary generated by our system can capture the significant points of the paper.
Table 12 Summarization results on the CL-SciSum dataset. Metrics are Rouge F-scores. The top part shows the baselines and the state-of-the-art systems. Bottom systems show our method variants based on different contextualization approaches and sentence selection strategy from the discourse facets. Iter (iterative) and greedy refer to the sentence selection approach for the final summary.

Table 13 Summarization results on the TAC dataset. Metrics are Rouge F-scores. The top part shows the baselines and the state-of-the-art systems. Bottom systems show our method variants based on different contextualization approaches and the greedy sentence selection strategy.

Table 14 The effect of discourse facets on the summarization results on the TAC and CL-SciSum dataset based on QR-NP approach by greedy sentence selection strategy on the identified facets. Other approaches show similar positive trends. Metrics are Rouge F-scores.

5 Discussion

Citations are a significant part of scientific papers and analysis of citation texts can provide valuable information for various scholarly applications. Our work provides new approaches for contextualizing citations which is a sub-task for enriching citation texts and thus can benefit various bibliometric enhanced NLP applications such as information extraction, information retrieval, article recommendation, and article summarization. Our work provides a comprehensive new framework for summarizing scientific papers that helps generating better scientific summaries.

We note that our evaluation was based on the Rouge automatic summarization evaluation frame-
### Example summary

| Human Summary | Our System | CLexRank |
|---------------|------------|----------|
| The limited coverage of lexical-semantic resources is a significant problem for NLP systems which can be alleviated by automatically classifying the unknown words. Supersense tagging assigns unknown nouns one of 26 broad semantic categories used by lexicographers to organise their manual insertion into WORDNET. Lexical-semantic resources have been applied successful to a wide range of Natural Language Processing (NLP) problems ranging from collocation extraction and class-based smoothing, to text classification and question answering. Some specialist topics are better covered in WORDNET than others. A considerable amount of research addresses structurally and statistically manipulating the hierarchy of WORDNET and the construction of new wordnet using the concept structure from English. Ciaramita and Johnson, implement a supersense tagger based on the multi-class preceptor classifier, which uses the standard collocation, spelling and syntactic features common in WSD and named entity recognition systems. The authors demonstrate the use of a very efficient shallow NLP pipeline to process a massive corpus. Such a corpus is needed to acquire reliable contextual information for the often very rare nouns they are attempting to supersense tag. | The limited coverage of lexical-semantic resources is a significant problem for NLP systems which can be alleviated by automatically classifying the unknown words. Ciaramita and Johnson (2003) present a tagger which uses synonym set glosses as annotated training examples. Our approach uses voting across the known supersenses of automatically extracted synonyms, to select a super-sense for the unknown nouns. The extracted synonyms are filtered before contributing to the vote with their supersense(s). Our development experiments are performed on the WORDNET 1.6 test set with one final run on the WORD-NET 1.7.1 test set. In particular, WORDNET (Fellbaum, 1998) has significantly influenced research in NLP. These results also support Ciaramita and Johnsons view that abstract concepts like communication, cognition and state are much harder. Lexicographers cannot possibly keep pace with language evolution: sense distinctions are continually made and merged, words are coined or become obsolete, and technical terms migrate into the vernacular. | Another related task is supersense tagging (Ciaramita and Johnson, 2003; Curran, 2005; Ciaramita and Altun, 2006). Supersense tagging (Ciaramita and Johnson, 2003; Curran, 2005) evaluates a model’s ability to cluster words by their semantics. In contrast, some research have been focused on using predefined sets of sense-groupings for learning class-based classifiers for WSD. Although we could adapt our method for use with an automatically induced inventory, our method which uses WordNet might also be combined with one that can automatically find new senses from text and then relate these to WordNet synsets, as Ciaramita and Johnson (2003) and Curran (2005) do with unknown nouns. An additional potential is to integrate automatically acquired relationships with the information found in WordNet, which seems to suffer from several serious limitations (Curran 2005), and typically overlaps to a rather limited extent with the output of automatic acquisition methods. Previous work on prediction at the supersense level (Ciaramita and Johnson, 2003; Curran, 2005) has focused on lexical acquisition (nouns exclusively), thus aiming at word type classification rather than tagging. |

**Fig. 5** Example summary generated by our system (QR-NP-Greedy) on one of the papers from the CL-SciSum dataset, compared with a human written summary and the output generated by CLexRank.

---

### 6 Conclusions

We presented a unified framework for scientific summarization; our framework consists of three main parts: finding the context for the citations in the reference paper; identifying the discourse facet of each citation context, and generating the summary from the faceted citation contexts. We utilized query reformulation methods, word embeddings, and domain knowledge in our methods to capture the terminology variations between the citing and cited authors. We furthermore took advantage of the scientific discourse structure of the articles. We demonstrated the effectiveness of our approach on two scientific summarization benchmarks each in a different domain. We improved over the state-of-the-art by large margins in most of the tasks. While the results are encouraging, the absolute values of some metrics especially in the contextualization task suggest that this problem is worth further exploration. Contextualizing citations is a new task and not only it helps improving scientific summarization, but also it can benefit other bibliometric enhanced end-to-end applications such as keyword extraction, information retrieval, and article recommendation.
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