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Abstract: Smart grid technology is the next step to the evolution of classical power grids, providing robustness, reliability, and security throughout the network, enabling real-time management and control. To achieve these goals, distributed computing (microgrid concept) and intelligent control algorithms, tailored to the nature and needs of the network under study, are necessary. To deal with the vast diversity of power grids, being able to capture the dynamics of any given network, and create tools for network analysis, apparatus testing, and power grid management, an automatic design framework for real-time power system simulators is needed. In this article, a prototype of this approach is presented, employing Field Programmable Gate Array (FPGA) platforms due to their reconfigurability that enables low-power, low-latency, and high-performance designs, as a first attempt towards an open source platform, compatible with the majority of hardware design suites. It comprises two major parts: (i) a user-oriented section, built in Matlab/Simulink; and (ii) a hardware-oriented section, written in Matlab and Very High Speed Integrated Circuit (VHSIC)-Hardware Description Language (VHDL) code. To verify its functionality, two test power networks were given in a schematic format, analyzed through Matlab code and turned into dedicated hardware simulators with the aid of the VHDL template. Then, simulation results from Simulink and the prototype were compared for error estimation. The results show the prototype’s successful implementation with minimal resources utilization, high performance and low latency in the order of nanoseconds in Xilinx 6- and 7-series FPGAs, therefore proving its modularity and efficient use in many different scenarios, meeting low-latency/real-time requirements while enabling further smart grid research.
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1. Introduction

Smart grid is a term used to describe the classical power grid enhanced with “intelligence” [1], in the sense that a logical layer (intelligence) is placed on top of the physical system, controlling its operation in real-time. This (logical) layer is composed of many different functional units, such as digital platforms, dedicated software and hardware accelerators which host the system’s logic, as well as from a trusted communication layer. Utilizing these resources, the smart grid integrates advanced computing and communication technologies in order to provide “smart” services to energy producers and consumers, while increasing the system’s reliability, security, efficiency, and resilience. In a smart grid framework (Figure 1) [2], the increasing energy demands of society, the problems and the constraints of the current power network infrastructure, the inclusion of numerous Renewable Energy Sources (RESs),
the management of Distributed Energy Resources (DERs), and the control of a strongly heterogeneous system are crucial parameters that should be taken into account. Therefore, intelligence at the energy grid is of paramount importance for creating a modern, dynamic, and robust power system.

The ongoing research regarding smart grid technology faces many challenges of different difficulty levels and nature. This is due to the multidimensionality of the smart grid problem, which requires the combination of knowledge from different fields, e.g., power systems, communications, information technology, cyber-physical systems, Artificial Intelligence (AI), control theory, and economics. Most smart grid problems, e.g., optimal energy distribution, load balancing, load forecasting, transactive energy market, etc., require real-time monitoring and computing capabilities over the power grid so that system operators, utility companies, as well as consumers can monitor, process, and act upon important system data on-the-fly. For example, regarding the demand response management problem, especially when dealing with deregulated market models, the utility companies and the consumers need to solve game-like optimization problems to achieve balance between pricing and energy demand, while minimizing their respected costs [3,4]. The accurate real-time monitoring/prediction of the consumers’ energy demand eliminates this problem, by performing real-time simulation, possibly aided by conducting computations at the edge of the network. It can be easily inferred that smart grid problems require real-time simulation/monitoring, which facilitates the potential forthcoming needs of such dynamic environments.

Many state-of-the-art technologies have been considered to support the smart grid framework[5]. 5G technology has been proposed to meet the smart grid’s strict time requirements across its boundaries, to achieve real-time monitoring and control. Furthermore, Internet of Things (IoT) platforms are used in the smart grid context to define rules for communication, sharing and processing of data among sensors, smart meters, controllers and data centers; ease service applications’ design; and provide energy clients with ubiquitous access to smart services. For the “intelligent” part, many Machine Learning (ML) and deep learning techniques are available for high precision data analysis, while acceleration of such tasks to achieve real-time execution is possible thanks to the broad use of Field Programmable Gate Array (FPGA) platforms, which utilize special integrated circuits capable of addressing various, hard computing tasks due to their internal design, enabling them to be reconfigurable and to their inherent capability for even massive parallelism. However, there are still several issues to be addressed [6]. Some of the most critical are the grid’s complexity and size, and its security and dynamic management. To alleviate these problems, the microgrid concept is adopted. Microgrids—small-scale smart grids operating in a semi-autonomous manner—help to share/distribute the heavy network management workload to many small, easily managed and more secure networks, thus reducing the time for applying control actions and strengthening the overall system against cyber attacks.
Although microgrids are able to respond quickly to transient phenomena, the microgrid control logic should be customized to the underlying network to achieve best results. However, this is not a simple task as microgrids are expected to be highly diverse, therefore demanding a solution that provides flexibility. In that respect, we propose an automatic design framework for real-time power system simulators in the context of microgrid analysis, targeting FPGA platforms for their inherent parallelism, needed for achieving high performance and latency in the order of tenths of nanoseconds, and reconfigurability, which provides increased flexibility compared to other alternatives, e.g., General-Purpose Graphics Processing Units (GPGPUs). This concept of creating fully automated software platforms for providing simplicity and reducing production costs is not quite new. In power grid applications, software suites such as Matlab/Simulink, EMTDC/PSCAD [7], and EMTP [8,9] support this idea. In the context of real-time power system simulation, OPAL-RT [10] and Typhoon HIL [11] are two representative examples showcasing the increasing need for FPGA-based simulation platforms from the industry, which are, however, usually characterized of high cost. Additionally, in the last few years, researchers around the world have been trying to address this matter, creating a basis literature around this topic [12,13]. In that regard, our work is a first attempt to create a low-cost, full-solution platform targeting microgrids that provides the necessary tools, and enables the user to design custom power system hardware (through such a simulator) with much less effort. Moreover, this framework is the first step towards our vision of the design of a fully open source platform, which will contribute in the research towards power electronics, power grid design, and smart grid related topics, such as the enabling of intelligent, low latency microgrid control algorithms.

In this article, our automatic design framework for real-time power system simulators is proposed and a prototype implementation is provided. The logic diagram of the framework is presented in Figure 2. According to this, the power system simulator design is divided into two sections: the user-oriented and the hardware-oriented ones. In the user-oriented section, a General User Interface (GUI) is provided, where the schematic of any system under study can be created. In addition, a software library comprising component models and a network analysis algorithm are utilized in order to extract the system information in a compatible format for hardware implementation. Our network analysis algorithm simplifies the complexity of the simulation by applying graph optimizations where possible. Moreover, to further expand the library of compatible components towards creating a complete software toolkit, a library of complex component models and error estimation support are included. In the hardware-oriented section, a special module helps the user specify the fixed-point data representation for the simulation of the given network according to application-specific criteria, which usually are sufficient precision and low memory footprint. Lastly, a Hardware Description Language (HDL) template converts the user-oriented section fixed-point data to a customized real-time simulator targeting FPGA platforms, aiming at low memory, low computational resources, and high bandwidth [14–17], thus enabling Hardware-In-the-Loop (HIL) simulation for apparatus testing, facilitating the design of control algorithms, etc.

Figure 2. Logic diagram of the proposed framework.

This article is organized as follows. In Section 2, the Numerical Integration Substitution (NIS) method, an essential technique in time-domain power system simulation, is presented, along with our custom optimizations and examples showcasing its use. In Sections 3 and 4, the NIS-based
network analysis and simulation algorithms are described, respectively, while in Section 5 our initial state estimation algorithm, created for achieving best-precision results, is briefly presented. In Section 6, the user-oriented section implementation in Matlab/Simulink is presented, while the hardware-oriented section implementation, written in Matlab and Very High Speed Integrated Circuit (VHSIC)-Hardware Description Language (VHDL) code, is shown in Section 7. Section 8 describes the results obtained with the proposed framework for two representative test cases, showcasing its low-cost implementation for two different platforms. Section 9 concludes the article.

2. NIS Method

The first and most crucial part of the simulator design is the way that the power system equations will be converted to an appropriate digital (or, in other words, discrete) format prior to being embedded in the simulator. There are several approaches to achieve this but, in our case, the NIS method is followed [18–20]. The NIS method, which is the basis of H. W. Dommel’s ElectroMagnetic Transients Program (EMTP) [21], is a way to numerically solve a system’s differential equations following a discrete analysis [22]. Through this method, the system components are analyzed into basic power system elements (resistors, inductors, and capacitors) via simple characteristic equations, which form a linear version of the original network, consisting of simple linear branches that can easily be discretized in the form of Norton equivalents (Figure 3).

To use the NIS method, it is essential to define the numerical method with which the system equations will be discretized. For this purpose, the trapezoidal rule is chosen. The trapezoidal rule [23–25] has some special properties which make it stand out from the rest. It is able to track transients with sufficient precision, so long as the chosen numerical analysis time step $\Delta t$ is considerably small, while being a low-cost, low-complexity method [26]. Thus, it is ideal for hardware implementation and satisfies our goals.

Assuming that the dynamics of many complex components in the power grid can be described as a combination of simple passive elements forming a network, the next step, as mentioned above, is to discretize those elements through the NIS method. To showcase the use of the method, the discretization of an inductor is shown (Figure 4).
Thus, it is ideal for hardware implementation through the NIS method. To showcase the use of the method, the next step as mentioned above, while being a low-cost, low-complexity method, satisfies our goals.

As it has been explicitly clarified in Equation (1), the characteristic equation of an inductor can be viewed as a combination of simple passive elements forming a network, and satisfies our goals.

\[
v_L(t) = v_k(t) - v_m(t) = L \frac{di_{km}(t)}{dt}
\]

\[
\Leftrightarrow \frac{di_{km}(t)}{dt} = \frac{1}{L} v_L(t)
\]

\[
\Leftrightarrow i_{km}(t) = \int_0^t v_L(\tau)d\tau
\]

Applying the trapezoidal rule yields:

\[
i_{km}(t) = \left[ i_{km}(t) - \Delta t \right] + \frac{\Delta t}{2L} [v_L(t) - v_m(t)]
\]

\[
\Leftrightarrow i_{km}(t) = \frac{\Delta t}{2L} v_L(t) + \left[ i_{km}(t) - \Delta t \right] + \frac{\Delta t}{2L} v_m(t - \Delta t) \quad (1)
\]

\[
\Leftrightarrow i_{km}(t) = \left\{ i_{km}(t) - \Delta t \right\} + \frac{\Delta t}{2L} [v_k(t - \Delta t) - v_m(t - \Delta t)]
\]

As explicitly clarified in Equation (1), the characteristic equation of an inductor can be viewed as the sum of an instantaneous term and a history term. The former describes the immediate response of the component to a change in the voltage difference across its terminals, while the latter represents an inherent memory of the component preventing the change of its state. Equation (1) can then be represented by a Norton equivalent, as illustrated in Figure 5 [23], where the conductance G and the current source \(I_{\text{History}}\) are the instantaneous and the history terms, respectively.

\[
G = \frac{\Delta t}{2L}
\]

\[
I_{\text{History}}(t - \Delta t)
\]

Figure 4. Inductor.

Figure 5. Discrete model of the inductor.
Likewise, resistors and capacitors can be represented by their respected Norton equivalents. For readers’ convenience, the conductances and history currents of the basic elements are presented in Table 1.

**Table 1. Norton equivalents of basic elements.**

| Element  | Conductance                | History Current                                                                 |
|----------|----------------------------|---------------------------------------------------------------------------------|
| Resistor | \(1/R\)                    | -                                                                               |
| Inductor | \(\Delta t/2L\)            | \(i_{km}(t - \Delta t) + \frac{\Delta t}{2L}[v_k(t - \Delta t) - v_m(t - \Delta t)]\) |
| Capacitor| \(2C/\Delta t\)            | \(-i_{km}(t - \Delta t) - \frac{2C}{\Delta t}[v_k(t - \Delta t) - v_m(t - \Delta t)]\) |

To further simplify the analysis of a complex component or system, it is possible to extend the NIS method to series and parallel Resistor–Inductor (RI)/Resistor–Capacitor (RC) branches as well, reducing the number of branches and nodes in a circuit. In our framework, we make use of these graph optimizations to provide a hardware design of low memory footprint. The NIS method for the reduction of series and parallel RI/RC branches is visualized in Figures 6 and 7.

The results are summarized in Table 2.
Table 2. Norton equivalents of RI/RC branches.

| Branch Type | Conductance | History Current |
|-------------|-------------|-----------------|
| Series RI   | $\frac{G_L}{R} + \frac{1}{R+G_L}$ | $G_{\text{eff}} [v_k(t - \Delta t) - v_m(t - \Delta t)] + G_{\text{eff}} (R_{\text{eff}} - 2R) i_{km}(t - \Delta t)$ |
| Series RC   | $\frac{1}{R+G_C}$ | $-G_{\text{eff}} [v_k(t - \Delta t) - v_m(t - \Delta t)] - G_{\text{eff}} (R_{\text{eff}} - 2R) i_{km}(t - \Delta t)$ |
| Parallel RI | $\frac{1}{R+G_L}$ | $(G_{\text{eff}} - \frac{1}{R}) [v_k(t - \Delta t) - v_m(t - \Delta t)] + i_{km}(t - \Delta t)$ |
| Parallel RC | $\frac{1}{R+G_C}$ | $-\left(G_{\text{eff}} - \frac{1}{R}\right) [v_k(t - \Delta t) - v_m(t - \Delta t)] - i_{km}(t - \Delta t)$ |

The NIS method offers a simple way of creating digital models of complex components and its extensions make it possible to adapt to any simulation scenarios. In addition, it enables the representation of any model as a collection of constant data structures (matrices), due to the conversion of any network branch to a constant Norton equivalent. To defend our statement, the models of two complex components, a real linear transformer and a full-bridge power inverter, are shown in Figures 8 and 9, respectively, along with their NIS equivalents. In the case of the transformer, the model comprises RI branches, which can be easily discretized to their NIS counterparts, and an ideal transformer of turns ratio $a$, which is characterized by the following system of equations (Equation (2)):

$$
\begin{align*}
\frac{V_1}{V_2} &= \frac{N_1}{N_2} = a \\
\frac{I_1}{I_2} &= \frac{N_2}{N_1} = -\frac{1}{a}
\end{align*}
$$

where $V_1, V_2$ are the voltage differences, $I_1, I_2$ are the currents, and $N_1, N_2$ are the number of turns in primary and secondary windings, respectively. In the case of the full-bridge power inverter, an NIS-based approach, the Associated Discrete Circuit (ADC) model [27–31], is used to convert power electronics, high-frequency switching components in the power grid, to their respected Norton equivalents. In both examples, simple discrete models of their associated continuous-time counterparts are derived. Non-linear elements can also be addressed through an NIS-like method, known as the piecewise linear approximation method [32], enabling real-time simulation of complex systems and electromagnetic phenomena [33–41]. Thus, NIS-based analysis of the diverse power grid is possible.

![Figure 8. Real linear transformer model and NIS-equivalent model.](image-url)
3. NIS-based Network Analysis Algorithm

After defining the NIS method, its use and extensions, a NIS-based network analysis algorithm is presented in this section. To simulate the given (micro)grid, there are three main steps to follow. **The first step** is to convert the grid into a form which can be discretized. As stated above, this can be accomplished by modeling grid components as small networks of Resistor–Inductor–Capacitor (RIC) branches. Therefore, the whole grid can be discretized through NIS method in a simple manner. **The second step** is to collect the system equations and create a solvable mathematical problem. Having converted our study system into its NIS-based discretized form, which comprises conductance components, current sources, and possibly voltage sources, the behavior of the system can be expressed in the form of:

\[
Gv_t = i_t + I_{History}^t
\]

where \( G \) is the conductance matrix, \( v_t \) is the vector of nodal voltages at time step \( t \), \( i_t \) is the vector of external current sources at time step \( t \), and \( I_{History}^t \) is the vector of history current sources at time step \( t \). As stated in Section 2, the NIS method converts the system information to constant data structures, i.e. the \( G \) matrix, as well as the matrices of history current sources’ coefficients and branch conductances. In that way, complex systems comprising high-frequency switching components do not necessitate the computation of different matrices associated with possible system topologies. **The third step** is to define the initial state of the system, which is addressed by our initial state estimation algorithm presented in Section 5. In general, this process includes the initialization of history current sources and external sources and the computation of the system equations for \( t = 0^+ \) (at the start of the simulation). In this way, we prevent possible simulation errors associated with zero state and zero input responses of the system at \( t = 0^+ \), when transient phenomena emerge.

To showcase the network analysis algorithm, a test circuit (Figure 10) is converted to its discrete counterpart (Figure 11) with the above process. The test circuit consists of a voltage source with its internal resistor, a single-phase linear transformer in its model form, a resistive load and two RC branches. To analyze the network and transform it into Equation (3), the nodal analysis method is used. Having assigned id numbers to every node of the system, with the ground node being the reference node (\( V_0 = 0V \)), and taking the component polarities into account, the process results in the mathematical system shown in Figure 12. In this figure, the constant conductance matrix \( G \) is shown analytically. It is worth mentioning that, to correctly transform the system into a mathematical equation, a property of the ideal transformer called mirroring effect is used. According to this, the impedance...
seen from one side of the transformer is a mirror image of the impedance connected at the other side. Therefore, it is possible to shift branches from one side of the ideal transformer to the other without error, after applying some modifications first, as shown in Figure 13.

Figure 10. Test circuit to be analyzed by NIS-based network analysis algorithm.

Figure 11. Discrete version of the test circuit.

$$\begin{bmatrix}
G_2 & -G_2 & 0 & 0 & 0 & 0 \\
-G_2 & G_2 + G_1 & -G_1 & 0 & 0 & 0 \\
0 & -G_1 & G_1 + G_m + \frac{G_2}{a^2} & -\frac{G_2}{a} & -G_m & -\frac{G_2}{a^2} \\
0 & 0 & -\frac{G_2}{a} & G_{load} + G_2 & \frac{G_2}{a} & -G_2 \\
0 & 0 & -G_m - \frac{G_2}{a^2} & \frac{G_2}{a} & G_{bl} + G_m & -\frac{G_2}{a} \\
0 & 0 & \frac{G_2}{a} & -G_2 & -\frac{G_2}{a} & G_{22} + G_2
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
v_3 \\
v_4 \\
v_5 \\
v_6
\end{bmatrix} =
\begin{bmatrix}
-i_1^{\text{History}} \\
-i_2^{\text{History}} \\
-i_3^{\text{History}} \\
-i_4^{\text{History}} \\
-i_5^{\text{History}} \\
-i_6^{\text{History}}
\end{bmatrix}
+ \begin{bmatrix}
-i_1 \\
-i_2 \\
-i_3 \\
-i_4 \\
-i_5 \\
-i_6
\end{bmatrix}
$$

Figure 12. Test circuit in the form of Equation (3).

Figure 13. Secondary side branch of ideal transformer referred to the primary.
4. NIS-based Simulation Algorithm

After employing the NIS-based network analysis algorithm, the simulation algorithm follows. The first step is the computation of the new values of the external sources and the history current sources, using the equations derived from the NIS method. The second step is the computation of the nodal voltages. From Equation (3):

$$v^t = G^{-1}(i^t + I_{\text{History}})$$

where $G^{-1}$ is the inverse conductance (resistance) matrix, which (for a given network topology) is constant throughout the simulation and needs to be calculated only once. In the case of voltage sources existing in the network, the process slightly changes. Equation (3) is rewritten in the form:

$$
\begin{bmatrix}
G_{UU} & G_{UK} \\
G_{KU} & G_{KK}
\end{bmatrix}
\begin{bmatrix}
v^t_U \\
v^t_K
\end{bmatrix}
= 
\begin{bmatrix}
i^t_U \\
i^t_K
\end{bmatrix} +
\begin{bmatrix}
I^t_{U\text{History}} \\
I^t_{K\text{History}}
\end{bmatrix}
$$

where matrix $G$ is divided into four submatrices, each with a different subscript set, and the voltage/current vectors are divided into two subvectors. The subscripts $U$ and $K$ represent connections to nodes with unknown and known voltages, respectively. Then, Equation (5) is transformed into Equation (6), which returns the unknown nodal voltages’ values:

$$G_{UU}v^t_U = i^t_U + I^t_{U\text{History}} \quad \Leftrightarrow \quad v^t_U = G_{UU}^{-1}(i^t_U)$$

Equivalently, the currents of voltage sources are given by Equation (7):

$$G_{KU}v^t_U + G_{KK}v^t_K = i^t_K + I^t_{K\text{History}} \quad \Leftrightarrow \quad i^t_K = G_{KU}v^t_U + G_{KK}v^t_K - I^t_{K\text{History}}$$

The third step is to compute all the branch currents of the network at the present time step. This is due to the fact that the branch currents constitute valuable information about the network, since they are essential to the computation of the values of the history current sources at next time step. Knowing the conductance of the branches, the computation of the values of the history current sources and nodal voltages is a simple task. After the completion of these steps, the simulation cycle restarts until the predefined stop time.

It is worth noting that, in our design, the computation of the inverse matrices of the above equations is handled by the Singular Value Decomposition (SVD) method [42]. This method can be used to approximate the inverse of any conductance matrix $G$, even if it is ill-conditioned (its determinant is close to zero), which is essential for the simulation of many different systems.

5. Initial State Estimation Algorithm

In typical system simulation programs such as Simulink, during the configuration of the study system design and simulation parameters, an internal initial system state is defined. At the beginning of the simulation, at $t = 0^+$, the network is stimulated by external sources in an instant, such as turning on multiple switches simultaneously, therefore connecting the sources to the grid. During this process, the system is undergoing a transient state. That is, the initial conditions affect the system state after the very first time step. This is due to the rapid changes the system experiences from the “switching” effect.

To cope with this problem, a review in basic electrical circuit theory is mandatory. The “memory” components, the inductor and the capacitor, resist the sudden changes of their current and voltage, respectively. When a given system has an initial state before its stimulation by the sources, which means that the capacitors and inductors of the network have some initial voltage and current prior to
their excitation, respectively, it shows some starting “inertia”. To solve this problem and be precise, during the first time step \( t = 0^+ \), it is suggested that all inductors be substituted by current sources of values equal to the initial currents. In the same way, all capacitors should be substituted by voltage sources of values equal to the initial voltages. The general concept is shown in an example in Figure 14. For zero initial state only, inductors can be thought as being open circuits whereas capacitors as short circuits. Having those facts in mind, the system under study can be reformed to its initial-state configuration and be solved afterwards with the help of the preestablished process (Equations (4), (6), (7)). After that, the analysis resumes in the standard way.

![Figure 14. Initial state model.](image)

This methodology, called the initial state estimation algorithm, is an important asset to our framework, providing best-precision simulation results in any study case. The initial state derived by this algorithm is used below as the default starting point of the hardware simulator.

6. User-Oriented Section

Having covered the basic theoretical concepts for real-time power system simulation, our prototype implementation of an automatic design framework is presented here. The first part of our implementation is the user-oriented section. This section is dedicated to the user, the electrical or future smart grid engineer, providing tools and algorithms needed to draw a schematic, test a component model, and convert the schematic to a structure compatible with an HDL template. There are plenty of software tools and specialized libraries that can offer some of the capabilities needed for this section. In the context of this first attempt to design the framework and prove its functionality, we have chosen to work with existing software suites providing some basic GUI. One of the most known software suites that supports our needs regarding the design of the application architecture and provides numerous tutorials and educational documentation is Matlab. Matlab is an all-in-one solution that supports a wide variety of engineering problems and is widely spread across the academia [43]. Its simulation package, Simulink, is assumed to be very accurate, up-to-date, and supports problems of any kind, from fluid dynamics to electrical engineering [44].

In the context of our proposed framework, the concept was to make use of the Simulink GUI and a library called Simscape and create our custom Matlab code which reads the user’s input, the schematic of the system, and automatically extracts the required information to provide the needed services. The Simulink GUI consists of many simulation tools and functions, the most important tools of which—those used in the analysis—are the Model Configuration Parameters and the Library Browser. The Model Configuration Parameters, on the one hand, is the tool with which the simulation time and the Simulink solver options, needed for the model error estimation, are set. The Library Browser, on the other hand, is a (browser) tool providing access to all the Simulink libraries, including the Simscape library. The Simscape library includes a dedicated library for power systems called Specialized Technology [45], which features specialized power system models and enables an interface with other Simulink tools in a simple manner, creating a strong interconnection between Matlab and Simulink. Therefore, to achieve design simplicity and use up-to-date models, we opted for the Specialized Technology library and its models to be in the user-oriented section design. For our prototype, we used
basic NIS-compatible one/three-phase passive components and dedicated components for simulating, measuring and displaying results. These components are shown in Figure 15.

![Figure 15. Specialized Technology models used in the study.](image)

The NIS-based (network analysis, simulation) and the initial state estimation algorithms, as well as the error estimation and HDL-compatible formatting ones, were all written into Matlab code. However, to make them accessible to the user in the form of Simulink plugins and executable by one click, we utilized the Simulink Subsystem component and created a library including the algorithms, customized as program execution buttons, called “auto_ps_sim_lib.slx”. The contents of this library can easily be included into a user design either by copying them into it or including the library into the Library Browser just by following Matlab instructions [46]. It is also possible for the user to include customized models complying with the NIS analysis into the library likewise to further extend the platform’s use for testing models and apparatus in an HIL way. All the Matlab code necessary for the deployment of the library and the library itself are available on Github [47].

A design paradigm is shown in Figure 16. The test network, presented in the upper half of the figure, consists of a sinusoidal current source, two resistive branches and a resistive load, one series RC branch, one parallel RI branch, and a real linear transformer. In the other half of the figure, a Multimeter component is shown to feed a Scope with the voltage and current of the resistive load, whose data are also logged in the Matlab workspace, as indicated by the notes in red colour above the vertical black bar. The Scope is used for displaying the data of interest. At the right side of the Scope component, two blocks can be spotted. These are our custom Simulink plugins, the use of which is also described in the red notes. The first block can be used to analyze the network, compare the Simulink simulation results with our custom Matlab code, and estimate the error. The second one converts the schematic to a VHDL-compatible format—using our HDL-compatible formatting algorithm—and provides possible error estimation between Simulink results and results obtained by the hardware design part of the software suite.
7. Hardware-Oriented Section

The second part of our implementation is the hardware-oriented section. This section focuses on the actions that must be made for a study case to be embedded in an FPGA and run in real-time, while using minimum computational resources and memory. Taking into account the user’s specifications, this section acts as an interface between the user and the hardware implementation, removing any need for previous knowledge of HDLs from the user. It comprises two major modules: a module which helps the user specify a fixed-point data representation for the custom real-time hardware simulator and an HDL template which converts the schematic into a dedicated hardware architecture. In our prototype, we deployed the Fixed-Point Converter tool of Matlab [48] for the former module’s implementation, while the latter used our VHDL-compatible formatting algorithm and a VHDL template for the actual automatic hardware design.

To design an efficient hardware architecture, one crucial aspect is memory footprint, which affects greatly the power consumption of a chip. When dealing with hard computational problems, such as the precise simulation of a system’s behavior after a sequence of specific events, memory plays an important role. This is due to the number of memory cells, registers, flip-flops, etc. needed to achieve the problem-defined numerical accuracy. The number of bits in a digital design is not infinite, so as to withstand any numerical accuracy problem, nor can it cover a very wide range. In most cases, register size is constant throughout a design. This fixed bit length of digital values, while creating a consistent design, also minimizes power consumption due to reduced utilized hardware resources. In addition, numerical computations with fixed length and fixed data representation need less time than floating-point ones. Thus, creating an efficient simulator design calls for a global digital data representation, sufficient—according to the user—and in the same time small enough to limit power consumption.

In that respect, the Fixed-Point Converter tool of Matlab is a simple yet effective way for choosing the optimal fixed-point data representation. This tool is given the necessary computational tasks as inputs (in the form of functions), along with the network analysis and simulation script. Then, after specifying the fixed-point analysis properties, the tool runs the whole script and proposes fixed-point data representations for all the task variables. After choosing a global data representation with the help of the tool (by inspecting the range of the results), the tasks are converted into their fixed-point counterparts. The numerical accuracy of the fixed-point tasks can be tested either by the tool itself or by integrating the tasks within the network analysis and simulation script to create a fixed-point one for pre-implementation, and simulation purposes. Prior to the fixed-point analysis, a word length should...
be specified and data should be declared as signed data or else wrong hardware implementation will be derived. A sample configuration and fixed-point analysis results are shown in Figures 17 and 18, respectively. In the latter figure, the “.m” files on the left are the tasks and the emts_FP.m testbench file is a copy of the network analysis and simulation script for fixed-point analysis purposes only.

| Setting          | Value          |
|------------------|----------------|
| Fixed-point type | Proposal mode  |
|                  | Default word length | 34 |
|                  | Default fraction length | 4 |
| Advanced         |                 |
|                  | When proposing types | use all collected data |
|                  | Propose target container types | No |
|                  | Optimize whole numbers | Yes |
|                  | Signedness | Signed |
|                  | Safety margin for sin min/max (%) | 0 |
|                   | Rounding method | Floor |
|                   | Overflow action | Wrap |
|                   | Product mode | FullPrecision |
|                   | Sum mode | FullPrecision |

Figure 17. Fixed-Point Converter Sample Configuration.

Figure 18. Fixed-Point analysis results.

To be able to convert the information of a study system in a VHDL-compatible format, a dedicated script calls the network analysis algorithm to read and analyze the schematic, while applying graph optimizations, asks the user for the desired fixed-point properties (word and fraction length) and exports the network’s information in specific text files, coded in the desired binary format. All the important constant matrices or vectors ($G^{-1}$, history current coefficients, and branch conductances) follow the user’s specifications, while some information matrices about network connections or number of nodes/voltage (current) sources/fixed-point parameters are coded differently, since their purpose is to be used in the VHDL template only for information reasons. This script is deployed through the Simulink GUI as a plugin, as shown in Figure 16.
To be able to design a custom hardware architecture automatically for a power system simulator, our VHDL template is employed, which maps any power system simulator information to a predefined, customized, yet configurable hardware design. This hardware design can be viewed in Figure 19 in a block diagram form. It consists of five modules: the History Currents module computes the history current sources’ values, the Nodal Currents module computes the vector of currents needed in Equation (4), the Nodal Voltages module solves Equation (4), the Branch Voltages module transforms nodal to branch voltages, and the Branch Currents module computes the branch currents’ values.

![Figure 19. Top-level block diagram of a power system hardware simulator.](image)

Each module is designed to be extensible and adaptive to any study case. To achieve this in VHDL [49–51], which is a powerful, yet stiff hardware description language, our template consists of dedicated VHDL packages and functions to simplify the design and achieve the required flexibility. An important factor of the design is the Matlab-generated text files. When the template is synthesized via hardware design tools for a netlist to be created, the first step is for the text files to be read. Then, the network information is passed to the tools and can be used for appropriate design decisions. These decisions take place inside each module and are witnessed in the form of generated hardware. For example, let us focus on the case of “Nodal Voltages” module, where Equation (4) is solved. As shown in Figure 20, for an arbitrary network, each nodal voltage in the “Nodal Voltages” module is computed by a dedicated datapath associated with its mathematical expression. Our template ensures that no unused computations will occupy hardware resources (e.g., for multiplications/additions with zero elements) and that the datapath will not feature unnecessary processing stages that add delay to the computations.

The VHDL-compatible formatting algorithm can be found in the user-oriented section folder at Github [47], while the VHDL template is in the hardware-oriented section folder. Implementation instructions can be found online.
8. Results

8.1. First Test Case

8.1.1. Simulation

For the first test case, the Simulink model shown in Figure 16, analyzed in Section 6, was used as input to the Simulink GUI. For an analysis time step, we used $\Delta t = 50\mu s$, a relatively standard one for effectively capturing transient phenomena in power systems. Firstly, we simulated the model via the Simulink mathematical algorithms and the NIS method using double-precision (Matlab) operations. The purpose of this action was to test the NIS method prior to hardware implementation. To estimate the NIS method's error, the voltage and current values of the network’s resistive load, derived by NIS method, were compared to the Simulink results. The results are shown in Figure 21 below:

It can be easily derived that all the NIS-based algorithms and the component models used are implemented in the right way, as the error is close to zero.

After the system’s conversion to VHDL code with 34 bits word length and 19 bits fraction length (as dictated by the corresponding bit length estimation tool of our framework), the system was simulated using Vivado and ISE tools (hardware design software suites) with target devices the Zybo Z7-20 and the Virtex 6 ML605 Evaluation board, respectively. After collecting all the voltage and current values of the network’s resistive load from the corresponding tools in fixed-point format, the error was computed by comparing these results with the Simulink ones. The computation errors are shown in Figure 22.
The figure showcases the impact of the user-specified word length in the simulator’s accuracy. Depending on the system simulation requirements, the word length and the results’ accuracy may vary. Overall, the error results are acceptable as being below zero and can be further restricted according to the user’s wishes.

8.1.2. Hardware Design

As mentioned above, the hardware implementation of the first test case was successfully deployed in Virtex 6 ML605 Evaluation board [52], as well as in Zybo Z7-20 device [53]. An image of the implementation in Virtex 6’s FPGA is shown in Figure 23. In this image, the mapping of the physical hardware instances on the FPGA is indicated by the blue color.
Figure 23. FPGA mapping of the first test case simulator.

The utilization results of the hardware design in Zybo Z7-20 and Virtex 6 ML605 Evaluation board are shown in Table 3.

Table 3. Utilization results.

| Board                                           | Site Type             | Used  | Available | Util% |
|-------------------------------------------------|-----------------------|-------|-----------|-------|
| Zybo Z7-20 board (xc7z020clg400-1)              | Slice LUTs            | 4055  | 53,200    | 7.62  |
|                                                 | Slice Registers       | 494   | 106,400   | 0.46  |
|                                                 | DSPs (DSP48E1 only)   | 58    | 220       | 26.36 |
| Virtex 6 ML605 Evaluation board (xc6vlx75t-1-ff484) | Slice LUTs            | 1991  | 46,560    | 4     |
|                                                 | Slice Registers       | 459   | 93,120    | 0     |
|                                                 | DSPs (DSP48E1 only)   | 98    | 288       | 34    |

In both cases, the implementation of the network simulation, by the proposed framework, results in a low-cost hardware design of low computational resources and memory usage. It is interesting to notice that, even in the case of Zybo Z7-20 board, which uses a smaller FPGA, the results show lower use of Digital Signal Processing (DSP) modules, resulting in a more efficient design.

In addition, the timing summary of the hardware designs in Table 3 is presented in Table 4.

Table 4. Timing summary.

| Board                                           | Max Frequency | Max Throughput | Max Latency |
|-------------------------------------------------|---------------|----------------|-------------|
| Zybo Z7-20 board (xc7z020clg400-1)              | 30.212 MHz    | 30.212 Msamples* | 33.10 ns    |
| Virtex 6 ML605 Evaluation board (xc6vlx75t-1-ff484) | 32.755 MHz    | 32.755 Msamples* | 30.53 ns    |

* Assuming the hardware simulator outputs one sample per clock cycle.
The results show that, in both cases, the designs for both target (FPGA) devices achieve latency close to 30 ns, maximum throughput of around 33 Msamples per second for an output of one sample, and operational frequency close to 33 MHz. This means that, for an analysis time step equal to $\Delta t = 50 \mu s$, which tracks effectively the transients of a system, our hardware simulator is able to make an almost 30-min analysis of a simple microgrid-size circuit in 1 s, thus meeting network’s real-time requirements.

8.2. Second Test Case

8.2.1. Simulation

For the second test case, the Simulink model shown in Figure 24 was used as input to the Simulink GUI. This model is a variant of a typical Institute of Electrical and Electronics Engineers (IEEE) 5-Bus Model. It consists of two three-phase current sources, seven pi-modeled transmission lines, and four three-phase RI loads. For the analysis time step, we used $\Delta t = 50 \mu s$, as in the previous scenario. Firstly, we simulated the Simulink mathematical algorithms and the NIS method using double-precision Matlab operations. To estimate the NIS method’s error, the voltage and current values of LOAD 5, derived by NIS method, were compared to the Simulink ones. The results are shown in Figure 25.

It can be easily derived that all the NIS-based algorithms and the component models used are implemented in the right way, as the error is close to zero.

After the system’s conversion to VHDL code with 34 bits word length and 19 bits fraction length again, the system was simulated by Vivado and ISE tools for the Zybo Z7-20 and Virtex 6 ML605 Evaluation board, respectively. After collecting all the voltage and current values of the network’s LOAD 5 in fixed-point format, the error was computed by comparing these results with the Simulink ones. The computation errors are shown in Figure 26.

Figure 24. Simulink model of the second test scenario.
8.2.2. Hardware Design

The utilization results of the hardware design in Zybo Z7-20 and Virtex 6 ML605 Evaluation board are shown in Table 5.

In both target devices, and as in the first test case, the implementation of the network simulation fits perfectly inside the FPGAs. Again, it could be noted that, in the case of Zybo Z7-20 board, equipped with a smaller size FPGA device (compared to the Virtex 6 device), we have much lower utilization of the DSP modules, thus indicating that in this test case too, Zybo handles more efficiently DSP designs.

In addition, the timing summary of the hardware designs in Table 5 is presented in Table 6.
Table 5. Utilization results.

| Board | Site Type          | Used  | Available | Util% |
|-------|-------------------|-------|-----------|-------|
| Zybo Z7-20 board (xc7z020clg400-1) | Slice LUTs   | 42,862 | 53,200    | 80.57 |
|       | Slice Registers   | 3570  | 106,400   | 3.36  |
|       | DSPs (DSP48E1 only) | 96   | 220       | 43.64 |
| Virtex 6 ML605 Evaluation board (xc6vlx75t-1-fg484) | Slice LUTs   | 40,452 | 46,560    | 86    |
|       | Slice Registers   | 3264  | 93,120    | 3     |
|       | DSPs (DSP48E1 only) | 288  | 288       | 100   |

Table 6. Timing summary.

| Board | Max Frequency | Max Throughput | Max Latency |
|-------|---------------|----------------|-------------|
| Zybo Z7-20 board (xc7z020clg400-1) | 29.607 MHz | 29.607 Msamples $*$ | 33.78 ns |
| Virtex 6 ML605 Evaluation board (xc6vlx75t-1-fg484) | 33.102 MHz | 33.102 Msamples $*$ | 30.21 ns |

* Assuming the hardware simulator outputs one sample per clock cycle.

Using a similar analysis as in the previous test case, it can be easily derived from Table 6 that network’s real time requirements associated with this test case are also met.

9. Discussion

As stated in the Introduction, our work is a first attempt to create a full-solution platform that provides a simple, yet easy to use framework, featuring tools for drawing power systems and designing component models, while enabling simulations directly on hardware. It is designed for targeting mainly microgrid systems on FPGA platforms so as to make use of their reconfigurable characteristics and their inherent resources’ parallelism, to be able to create efficient hardware implementations on the same (low cost) device (Zybo Z7-20 is an indicative paradigm of such a low cost device), thus saving costs, especially since, as demonstrated through the test cases, a migrogrid-like structure can be readily accommodated in an FPGA device with low-medium resources such as the Zybo Z7-20 one. In addition, it is also compatible with many well known industry standard hardware design tools, such as Vivado and other platforms supporting the VHDL-93 standard. Therefore, it can be extended to target multiple FPGA devices as well. Moreover, this framework is the first step towards our open source platform vision, which will enable the design of smart (micro)grid-related applications and their implementation in real scenarios, outside of the laboratory, in low-cost FPGA platforms (especially when microgrids are involved, which is the current target of our framework), providing an accessible solution for smart grid researchers without the need of buying licenses for proprietary products. Beyond this, due to the high timing scores achieved and the real-time performance of the dedicated hardware, it can be easily deduced that smart (micro)grid applications requiring real-time simulation (computing) capabilities can be addressed without suffering from computation overheads.

Future work will be dedicated to the inclusion of more power system electronics’ models as well as non-linear elements in the framework. Next, further research will address the automatic hardware implementation, in the sense of how it can become more efficient while continuing to achieve low implementation cost and high performance. Moreover, a complete open source user-oriented section will be designed to promote the framework’s use and access so as to lead towards a fully open source platform. Finally, to fully utilize the hardware simulator and extend its use, standard interfaces could be designed for SoC-embedded system applications.
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Field Programmable Gate Array
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Very High Speed Integrated Circuit
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VHSIC-Hardware Description Language

RES  
Renewable Energy Source

DER  
Distributed Energy Resource

AI  
Artificial Intelligence

LEM  
Local Energy Market

IoT  
Internet of Things

ML  
Machine Learning

GPGPU  
General-Purpose Graphics Processing Unit

GUI  
General User Interface

HDL  
Hardware Description Language

HIL  
Hardware-In-the-Loop

NIS  
Numerical Integration Substitution

EMTP  
ElectroMagnetic Transients Program

RI  
Resistor–Inductor

RC  
Resistor–Capacitor

ADC  
Associated Discrete Circuit

RIC  
Resistor–Inductor–Capacitor

SVD  
Singular Value Decomposition

DSP  
Digital Signal Processing
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