A new Approach of Documents Indexing Using subject modelling and Summarization
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Abstract. Document indexing is a field of research in Natural Language Processing (NLP) that has been rapidly evolving for 70 years. It is an operation that focuses on the synthetic representation of a document according to a model in order to facilitate their subsequent use. This work is concerned with document indexing. Two points are addressed. This work is concerned with document indexing, we are trying to accelerate the indexing process of large document datasets, two points are addressed. The first one concerns the development of a document indexing system using the system's operating process based on three phases namely pre-processing, weighting, and subject modelling. The second point concerns the proposal for a new system that integrates a new developed automatic summary subsystem, the goal of this point is to minimize indexing time.

1. Introduction

The work of a documentalist is not just about classify documents or search for information, it also has to index and summarizes a large number of documents in order to find them during a document search and to provide a quick visualization tool. The task is even more important when it comes to a large documentary unit, but the technology has allowed a lot of progress especially since the entry of computers in this field.

The explosion of information technology has been an important phenomenon in recent years, and the automatic processing of documentary information is an application in constant development. As time goes on, the implementation of computer equipment in documentation centres and libraries continues to grow and continue. This processing is presented by the automation of some tasks such as file management, information retrieval.

This processing is presented by the automation of some tasks such as file management, information retrieval.

In the literature, there are a lot of work focused on documents indexing, likes:

- [8]: The authors presented an adaptation of the KX system that accomplishes unsupervised, multilingual keyword extraction. KX can manage texts in several languages (English, Italian, French, Finnish and Swedish) and is distributed with TsextPro NLP Suite1 [9]

- [10]: This work presents a hybrid and multi-modular system for extracting keywords from the corpus of scientific articles. It is based on semantic spaces constructed using Reflective Random Indexing (RRI) [11]. the system is improved by enriching the semantic spaces with information from a
surface linguistic analysis, and by defining a decision procedure based on a combination of Bayesian networks and rule-based systems.

- [12]: This work presents a contribution on the task of indexing bibliographic records by keywords. The proposed approach combines two parts, one graphic and the other semantics. The first searches in the document's instructions for words graphically close to the keywords used in the training corpora. The second assigns to a new document the keywords associated with the documents of the training corpus which are semantically closest to it.

- [13]: The proposed approach is based on that of TopicRank [14]. It first selects candidate keywords within the document to be analyzed, it groups them into subjects, projects the subjects into a graph and orders them in the manner of Text Rank.

The rest of the chapter is organized as follows, Section 2 present a document indexing system using different approaches of subject modeling, Section 3 describes present our proposed approach to generate document summaries based on the LSA representation, It is an Extractive approach. In section 3 we present a result of the hybridization of the two developed systems, to improve the indexing process by indexing the summaries of documents instead of the complete document.

2. Indexing system using subject modelling

We have realized a basic information retrieval system, that allows to find documents that meets the need of user expressed in the form of a query, our system goes through two essential steps that can be summarized as follows:

Representation of documents and requests (indexing): The representation of documents is realized when the corpus is imported and is updated when a new document is added, and concerning the query, it is indexed when the user formulates his query.

Query-document matching: This task consists of mapping the query to the document by measuring the degree of membership. This amounts to calculating the degree of similarity between the representation of the documents and the representation of the queries.

![Figure 1. architecture of the developed system](image)

2.1. Indexing process

The indexation process used goes through several steps (Figure 2):
The preprocessing phase: we have integrated several techniques to clean the document: Segmentation or tokenization, elimination of empty words, rooting and lemmatization.

The weighting phase consists of assigning weight to each word in the document, using the TF-IDF measure and comparing it with the results of an unweighted system that simply uses the BOW model.

The modelling phase: A subject model can be defined as an unsupervised technique for discovering topics in various text documents. These subjects are abstract in nature, words related to each other form a subject. Similarly, there may be several topics in an individual document [1]. The data were represented using the subject's modelling approaches LSA [6] and LDA [7], and compare the results by a representation based on word embedding (representation by the doc2vec approach).

![Figure 2. Our indexing process](image)

2.2. Query / document matching process
Once the corpus is indexed, the query analysed and represented in the same space as the documents, then we used the cosine measurement as a method of comparison between the two representations and those, in order to determine their degrees of correspondence and to rank the relevant documents in descending order.

It is a matter of calculating the cosine of the angle between the vector representations of the document and the query. The similarity obtained

\[ \text{Sim}_{\text{cosine}}(D, Q) = \frac{\sum_{i=1}^{n} q_i d_i}{||D|| ||Q||} = \frac{\sum_{i=1}^{n} q_i d_i}{\sqrt{\sum_{i=1}^{n} q_i^2 \cdot \sum_{i=1}^{n} d_i^2}} \]

The classified documents constitute the result of the search, the latter will be returned to the user in the form of a list, we have only taken documents with a degree of correspondence greater than 0.6.

2.3. Experiment and Results
We used three standard datasets:

- A Corpus of Plagiarized Short Answers [2]: the corpus contains 100 documents of 5 topics ("Inheritance", "PageRank", "Vector Space Model", "Bayes Theorem", "dynamic programming"), the average length of documents are 300 terms. Five test queries are given with relevance judgments.

- NPL (also known as VASWANI) is a collection of 11429 document titles. With 93 queries and assessments of relevancy of queries. The average length of documents is 21.6 terms and the average length of queries is 6.6 terms.

- The Cranfield collection. This was the first collection of tests to accurately measure the effectiveness of information retrieval. Collected in the UK from the late 1950s, contains 1400 abstracts of aerodynamic journal articles, a set of 225 queries and exhaustive relevance judgments from all pairs (query, document).
Table 1. Result of document indexing system

|          | Cran MAP | Cran MRR | NLP MAP | NLP MRR | CPSA MMAP | CPSA MRR |
|----------|----------|----------|---------|---------|-----------|----------|
| LSI-BOW  | 0.42     | 0.39     | 0.38    | 0.39    | 0.85      | 0.8      |
| LSI-TFIDF| 0.44     | 0.4      | 0.42    | 0.4     | 0.9       | 0.85     |
| LDA-BOW  | 0.37     | 0.35     | 0.35    | 0.14    | 0.66      | 0.67     |
| LDA-TFIDF| 0.43     | 0.36     | 0.40    | 0.37    | 0.7       | 0.75     |
| DOC2VEC  | 0.28     | 0.27     | 0.22    | 0.19    | 0.43      | 0.4      |

After analyzing the results of different approaches using MRR and MAP metrics, it was found that LSA representation based on TFIDF weighting is the most efficient, its performance is improved according to the increase of the size of the dataset.

3. A new automatic extractive summary approach

Automatic text summary consists in producing a concise and fluid summary while preserving the content of key information and its global meaning [4]. Among the methods of automatic summary of textual data, there are extractive abstract techniques that produce summaries by choosing a subset of sentences in the original text. These summaries contain the most important sentences of the entry. The entry can be a single document or several documents. [3]

3.1. Proposed method

We have proposed an Extractive Automatic Summary Approach that uses a subject modeling algorithm. The objective is to extract the sentences from a document that are most representative of its content.

To do this, we represent the document by the LSA model and then extract k dominant topics from the document where k varies according to the user's need, and then extract the most important sentences for each topic, Then for each average value sentence is calculated to choose among these most representative sentences of these topics that will constitute the summary.

![Figure 3. System Process Realized](image)

3.2. Experiment and Results

For the purposes of our study, the corpus used consists of 2225 documents from the BBC news site corresponding to articles in five thematic areas from 2004-2005. (Business, Entertainment, Politics, Sport, Technology). For each article, a summary is provided in the Abstracts folder.

we generated the summaries by the proposed method and compared it with the summaries generated from the MS Word Office package.
Table 2. Results for the proposed method

|          | BLEU  | ROUGE-1 | ROUGE-2 | ROUGE-3 | ROUGE-4 | ROUGE-L |
|----------|-------|---------|---------|---------|---------|---------|
| Accuracy | 0.432 | 0.771   | 0.53    | 0.491   | 0.468   | 0.668   |
| Rappel   |       | 0.684   | 0.47    | 0.433   | 0.41    | 0.621   |
| F*Measure|       | 0.713   | 0.497   | 0.456   | 0.43    | 0.643   |

Table 3. Results for Ms word summarizer

|          | BLEU  | ROUGE-1 | ROUGE-2 | ROUGE-3 | ROUGE-4 | ROUGE-L |
|----------|-------|---------|---------|---------|---------|---------|
| Accuracy | 0.430 | 0.566   | 0.492   | 0.487   | 0.451   | 0.607   |
| Rappel   |       | 0.645   | 0.419   | 0.412   | 0.391   | 0.608   |
| F*Measure|       | 0.721   | 0.389   | 0.412   | 0.4     | 0.512   |

In this experiment, we measured the similarity of summaries with human summaries in terms of the different variants of the ROUGE [15] and BLUE [5] scores. The correlation results are shown in Table 2 and 3.

We can observe that when comparing the summaries generated by our system with MS word summarizer, our approach proves good results. This experiment allowed us to affirm that the approach used in our system is competitive with the summaries generated manually by humans.

4. Improved indexing system

4.1. Proposed method

In order to minimize the execution time of the indexing phase and the memory used, we proposed to index the summaries instead of the original documents.

So, Summary Indexing allows you to quickly search large datasets by spreading the cost of a time-consuming document.

You can then quickly and efficiently search this small subset of data in the abstract index.

Figure 4. Summary indexing process
4.2. Experiment and Results

The results obtained by this system were evaluated for the CPSA data set.

![Indexing results by summary on CPSA](image)

**Figure 5.** Indexing results by summary on CPSA

We notice from Figure 5 that the accuracy has not changed but the recall is decreased, to properly verify the importance of the returned documents, the system was evaluated by MRR (Mean Reciprocal Rank) measurements which evaluate the average rank of the first relevant document in the results list and MAP (Mean Average Precision) and the following results were obtained:

**Table 4.** MAP and MRR results on CPSA

| Metric | Value |
|--------|-------|
| MAP    | 0.96  |
| MRR    | 0.98  |

It was noted that the values obtained by the improved indexing system for MRR and MAP metrics are higher than the values obtained by the normal indexing system, this implies that the hybrid system returns the most relevant documents at the top of the list of results.

**Table 5.** Comparison of execution times.

|                     | Run times       |
|---------------------|-----------------|
| Simple system       | 1.2499482631683350 s |
| Hybrid system       | 0.3437492847442627 s |

Table 4 shows the difference between the simple indexing execution time and the summary indexing time, we observe that the summary indexing system minimizes the execution time by 73% compared to the normal indexing system.

5. Conclusion

In this paper, we examined two areas of research in natural language processing, automatic indexing, and automatic summarization. A hybridization of a thematic indexing system and an automatic summarization system has made it possible to create an improved indexing system, which starts with a
summary phase of the document to be indexed before starting the indexing phase. The effectiveness of the combination performed is demonstrated by a set of experimental results obtained.
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