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Abstract

We propose a very simple, efficient yet surprisingly effective feature extraction method for face recognition (about 20 lines of Matlab code), which is mainly inspired by spatial pyramid pooling in generic image classification. We show that features formed by simply pooling local patches over a multi-level pyramid, coupled with a linear classifier, can significantly outperform most recent face recognition methods. The simplicity of our feature extraction procedure is demonstrated by the fact that no learning is involved (except PCA whitening). We show that, multi-level spatial pooling and dense extraction of multi-scale patches play critical roles in face image classification. The extracted facial features can capture strong structural information of individual faces with no label information being used. We also find that, pre-processing on local image patches such as contrast normalization can have an important impact on the classification accuracy. In particular, on the challenging face recognition datasets of FERET and LFW-a, our method improves previous best results by more than 10% and 20%, respectively.

I. INTRODUCTION

Face recognition has been a long-standing research topic in computer vision. It remains a challenging problem despite the extensive research effort spent on this problem. These challenges are typically caused by various intra-class variations (e.g., face expressions, poses, ages, image contaminations, etc.), or lack of sufficient training samples [21]. To achieve encouraging recognition accuracies, it is believed that the key is to find effective and robust representations of facial images. Conventional face image features in the literature include eigenfaces [28], Fisher-faces [3], Laplacian faces [14], etc. These features work well on certain tasks. However, they often cannot cope with the aforementioned problems well such as image occlusions, large pose variations, etc.

Recently, sparse representation based face classification has shown encouraging success [32], [35]. Different from previous methods, which make decisions based on standard classifiers (e.g., $k$-nearest-neighbor or support vector machines), the classification rule of these methods is based on the minimum representation error of the probe image over a set of training samples or a dictionary learned from training images. As a typical example, the sparse representation based classifier (SRC) [32] linearly represents a probe image by all the training images under the $L_1$ norm based sparsity constraint. The success of SRC has induced a few sparse representation based approaches [35], [9], [10], [36], which achieve state-of-the-art performance on face recognition with image corruptions [32], face disguises [35], [36] and small-size training data [10].

Compared to these methods mainly working on holistic features, researchers found that face recognition based on local features or patches is often more robust to mis-alignment and occlusions. For example, histograms of local binary patterns (LBP) [1], Gabor features [19], [37], [39] and their fusions [27] have proven to improve the robustness of face recognition systems. Another simple way to extract local features is the modular approach, which first divides the entire facial image into several blocks and then aggregates the classification outputs that were made independently on each of these local blocks [32]. One of the widely-used aggregation strategies might be voting methods [17], [18], [32]. Recently, Zhu et al.[38] proposed a linear representation based method, which fuses the results of multi-scale patches using boosting.

Local features or image patches has also been widely used in generic image classification. The bag-of-features (BOF) model, which represents an image as a collection of orderless local features, is the standard approach in image classification [13], [20], [34]. The spatial pyramid matching (SPM) method in [20], [34] has made a remarkable success in image classification by explicitly incorporating spatial geometry information into classification. SPM divides an image to increasingly fine spatial grids at different scales with $2^l \times 2^l$ cells at the $l^{th}$ level. Codes by
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encoding the local features (e.g., SIFT features) within each spatial cell over a pre-trained dictionary are pooled by average pooling or max-pooling. Despite the success of the spatial pooling model in image classification, it has rarely been used in face recognition problems.

Mainly inspired by the spatial pyramid pooling method, here we propose a simple feature extraction method for face recognition. Instead of pooling the encoded features over a pre-trained dictionary, we compute the facial features by performing pooling directly on the local patches, which are densely extracted from the face image. In other words, our pipeline removes the dictionary learning and feature encoding from the standard unsupervised feature learning based generic image classification pipeline. As a result, our feature extraction method is very simple, efficient and can be implemented in less than 20 lines of Matlab code. A surprising result is that, however, coupled with a linear classifier, our method outperforms almost all the most recently reported methods by a large margin on several benchmark face recognition datasets. The extracted facial features are shown to have strong structural information of individuals without using label information. Fig. 1 illustrates an example.

In summary, the contributions of this work mainly include:
1. We propose a new facial feature extraction method based on spatial pooling of local patches and apply it to face identification problems. For the first time, we advocate directly applying pooling on local patches. Note that we directly work on raw pixels, rather than local image features such as SIFT.
2. The proposed facial feature extraction method is very simple yet extremely effective, which is shown to outperform recently reported face recognition methods on four tested public benchmark databases. Accuracy improvements of over 10% and 20% are obtained by our method over the previous best results on the FERET and LFW-a datasets, respectively. The proposed method also works well on the small training size, and in particular the single-sample-per-person (SSPP) face recognition problems.
3. Compared to other local feature (e.g., LBP, Gabor feature) or local patch (e.g., BOF model) based methods, the proposed pooling method is much simpler, and achieves close or even better results.

Moreover, through a thorough evaluation, we show that dense extraction of multi-scale patches and spatial pooling over a deep pyramid play critical roles in achieving high-performance face recognition. We also show that, the pre-processing operations such as contrast normalization and polarity splitting can have important impacts on the classification performance as well.

II. OUR METHOD

In this section we present the details of the proposed method.

A. Local patch extraction and pre-processing

Without loss of generality, suppose that a facial image is of $d \times d$ pixels. As the first step, we extract overlapped local patches of size $r \times r$ pixels with a step of $s$ pixels. Set $l = \lceil \frac{d-r}{s} \rceil + 1$, then each image is divided into $l \times l$
patches. Let each local patch be a row vector $x$. We then perform normalization on $x$ as: $\hat{x}_i = (x_i - m)/v$, where $x_i$ is the $i$th element of $x$, and $m$ and $v$ are the mean and standard deviation of elements of $x$. This operation contributes to local brightness and contrast normalization as in [8].

With each patch extracted from all training images contrast normalized, an optional step is to conduct dimensionality reduction on these patches by principal component analysis (PCA) [28]. One of the benefits by doing this is de-noising. Of course by applying PCA, we also reduce the dimensionality of the final feature. Later, in the experiments we show that transforming the patches to a low dimensional (e.g., 10D, to capture 90% of the energy) eigenspace is typically sufficient.

It has been shown in object recognition that, the simple absolute value rectification [16] or polarity splitting [7] on the extracted features before pooling often improves the classification performance. Here we apply the polarity splitting in our algorithm directly on the normalized patches: we split the positive and negative components of each patch $x$ into separate parts: $\max\{x, 0\}$ and $\max\{-x, 0\}$. These two parts are then concatenated to form a vector which is twice as long as the original vector.

### B. Spatial pyramid pooling

Then we come to the most important part of our algorithm: spatially pooling the pre-processed patches. Different from all the feature coding methods [7], [34], which conduct spatial pooling on the encoded features over a pre-trained dictionary, we propose to perform pooling directly on the local patches. Suppose that we set the pooling pyramid of $L$ levels to $\{c_1, c_2, \ldots, c_L\}$, such that the grid at level $l$ have $c_l$ cells at each dimension. Then we have in total $\sum_{l=1}^{L} c_l^2$ pooling cells for a 2D image.

The dimension of the processed patches can be very low, which makes it possible to apply a much larger number of pooling levels. As an example, after applying PCA, the dimension of each local patch is about 10. While for unsupervised feature learning or bag-of-features based methods [7], [34], the encoded feature dimension for each extracted local feature is the same as the dictionary size, which is usually a few thousand—two orders of magnitude larger. We show in the next section that, for the proposed method, a large number of pooling pyramid levels are critical to achieve a high accuracy in face recognition.

Those popular pooling methods, e.g., average pooling and max-pooling, can be used in our algorithm. They can easily be performed by the average- or max-operation along each normalized pixel of the patches (again, not on the encoded features but directly on the pixels), in the pooling cell:

$$f_i = \frac{\sum_{j} x_{i}^{(j)}}{m}, \quad \text{(average pooling)}$$

$$f_i = \max_{j} x_{i}^{(j)}. \quad \text{(max pooling)}$$

Here $x_{i}^{(j)}$ is the $i$th element of the $j$th local patch in the current pooling cell. $m$ is the number of patches in the pooling cell and $f = [f_1, \ldots, f_i, \ldots]$ is the pooled feature for that cell. Note that those overlapped pixels in neighboring patches generally have different pixel values after applying contrast normalization. A comparison of these two pooling methods are evaluated in Section III.

Images (patches) of multiple scales have been widely used in computer vision to incorporate information at different scales. For our method, we have also found that extracting multi-scale patches almost always improves the classification accuracy. Therefore, we have used image patches of different sizes (e.g., $4 \times 4$, $6 \times 6$ or $8 \times 8$ pixels) and concatenated all the pooled features on multi-scale patches to form the final feature vector.

Thus far, we have discussed how to extract the final features. In practice, we find that standardizing the extracted features before training the linear classifier almost always leads to superior results (see Table II). To perform feature standardization, we subtract the mean and divide by the standard deviation of each feature in the training set, following [7].

### C. Linear multi-class classification

In this work, we feed the extracted features to a linear classifier to recognise the probe face image. A simple ridge regression based multi-class classifier was used in [12]. We use the same linear classifier for its computational efficiency. The ridge regression classifier has a closed-form solution, which makes the training even faster than the specialized linear support vector machine (SVM) solver LIBLINEAR [11]. Despite its simplicity, the classification
Algorithm 1: Face recognition with spatial pooling of local patches

**Input:** Training images and test samples

```latex
\begin{algorithm}
\begin{algorithmic}[1]
\State Define the image patch sizes and pooling pyramids;
\For{each patch size}
\State Densely extract local patches for both training and testing data;
\State Conduct contrast normalization;
\State Apply dimensionality reduction on the patches by using PCA;
\State Apply polarity splitting on the pooled features;
\State Perform spatial pooling over the pyramid grids;
\EndFor
\State Concatenate the obtained features with all patch sizes;
\State Standardize the obtained feature data;
\State Train a multi-class linear classifier;
\end{algorithmic}
\end{algorithm}
```

**Output:** The class label of a test face using the trained classifier

The performance of this ridge regression approach is on par with linear SVM [12]. Another benefit of this classifier is that, compared to the one-versus-all SVM, it only needs to compute the classification matrix $W$ once.

We summarize our method in Algorithm 1. It is very simple and the entire feature extraction algorithm can be implemented within 20 lines of Matlab code (see the supplementary document).

### III. Model selection

In this section, we test the impact of the components of the proposed algorithms. The key parameters are the pooling pyramid levels, and the multiple different patch sizes. The evaluation is conducted on the LFW-a dataset [31], and all the images are down-sampled to $64 \times 64$ pixels. The dataset’s description can be found in Section IV. We set the number of training and testing samples per subject to 5 and 2, respectively. All the results reported in this section are based on 5 independent data splits. We empirically reduce the dimension of image patches to 10 by PCA, which preserves about 90% of the eigenvalue energy.

#### A. Multi-level spatial pooling

First, we examine the importance of pooling for face recognition. For this purpose, we test different pooling pyramids: from the 1-level pyramid \{1\} to a maximum 8-level pyramid \{1, 2, 4, 6, 8, 10, 12, 15\}. With this 8-level pyramid, pooling is performed on regular grids of $1 \times 1$, $2 \times 2$, \ldots, $15 \times 15$ and the obtained pooled features are concatenated altogether.

We also test the two popular pooling strategies: max-pooling and average pooling. As the default setup, local patches of size $4 \times 4$ pixels are densely extracted with stride step of 1 pixel on the input raw images. Thus we in total extract 3721 local patches for each image at this setting.

The recognition accuracies for different pyramid settings are shown in Fig. 2. It is clear that, for both max-pooling and average pooling, the face recognition performance is significantly and almost consistently improved as the number of pooling levels increases. Pooling effectively encodes multiple levels of spatial information, which appears extremely useful for classification. From this experiment, it seems that a 8-level pyramid is sufficient. This is in contrast to the SPM for generic image classification, for which one usually does not observe significant performance improvement beyond 3 levels of pooling as shown in [20].

Fig. 2 also shows an interesting result that average pooling achieves much better results than max-pooling when no more than 6 pooling levels are applied. This might be due to the fact that with fewer pooling levels, max-pooling has discarded too much information while for average pooling, all pixels in the pooling cell contribute to the final result.

With the pyramid levels being larger than 6, max-pooling achieves close or slightly higher accuracy than average pooling. This is very different to the results reported in generic image classification, where max-pooling used in the BOF models usually leads to superior performance than average pooling with a pyramid of only 3 levels [4], [34].
Fig. 2. Classification accuracy (%) with varying the pooling pyramid levels. Here the 8-level pyramid is set to \{1, 2, 4, 6, 8, 10, 12, 15\}.

Fig. 3. Accuracy (%) with varying the patch size. 4, 6, 8 means patch sizes of $4 \times 4$, $6 \times 6$, $8 \times 8$ pixels. Here we use a 8-level pyramid for pooling.

B. Dense extraction of local patches

We then test the impact of patch sizes on the recognition accuracy. We use different patch sizes of \{4 \times 4, 6 \times 6, 8 \times 8\} pixels, and combinations of them. The comparative results are reported in Fig. 3. Here we can clearly see that smaller patch sizes of $4 \times 4$ and $6 \times 6$ pixels lead to better results than the patch size of $8 \times 8$. Similarly, smaller receptive fields (patch sizes) are critical for achieving high performance in the generic image classification with unsupervised feature learning [8]. It is also clear that the combination of the features extracted with different patch sizes achieves significant performance improvements. Specifically, the combination use of these three patch sizes obtains at least 3.4% and 2.2% accuracy gains for max-pooling and average pooling, respectively.

All the previous evaluations are based on dense extractions of local patches with a stride step size of 1 pixel. Table I shows that if we use a larger step size, the performance deteriorates. Clearly, smaller steps are favoured. Again, the same observation is made in [8] for generic image classification.

Through the evaluation of pooling pyramid depth and patch extraction, we can conclude that multiple-level pooling and dense extraction of multi-scale image patches are critical for achieving high classification accuracies in face recognition. From the perspective of dimensionality, higher dimensional features (due to the deeper pooling pyramid and multi-scale image patches) leads to better performance. This is consistent with the recent results reported in [6]. The intuition is that the high-dimensional feature vectors encode rich information for the sequential linear classification. The high-dimensional vectors may contain noises but the linear classifier is able to select the relevant features and suppress the useless ones.
TABLE I

| Step size  | 1 pixel | 2 pixels | 4 pixels |
|------------|---------|----------|----------|
| 4 × 4 patch| 64.0 ± 4.2 50.3 ± 2.4 | 27.4 ± 1.7 |
| 6 × 6 patch| 66.5 ± 3.6 56.3 ± 3.1 | 35.3 ± 2.9 |
| 8 × 8 patch| 62.6 ± 2.4 60.6 ± 3.0 | 41.1 ± 3.0 |

TABLE II

| Operation      | FERET     | LFW-a     |
|----------------|-----------|-----------|
| Contrast Norm. | — ✓ ✓ ✓ | — ✓ ✓ ✓ |
| Polarity splitting | ✓ — ✓ ✓ | ✓ — ✓ ✓ |
| Standardization | ✓ ✓ — ✓ | ✓ ✓ — ✓ |
| Accuracy       | 88.9 ± 1.2 92.6 ± 0.9 92.0 ± 0.9 93.4 ± 0.6 | 67.3 ± 0.7 78.2 ± 1.8 73.0 ± 2.8 80.7 ± 2.1 |

C. Feature pre-processing

In this section, we evaluate the effects of pre-processing steps before pooling features in our Algorithm 1: contrast normalization and polarity splitting. The evaluation is conducted on both of the LFW-a and FERET datasets with the image size of 64 × 64 pixels. See the datasets’ description in Section IV. Table II reports the recognition accuracies of our method without each of these operations and with all of them.

We can clearly see that, there is a significant benefit of contrast normalization on both datasets. Specifically, improvements of 4.5% and 13.4% accuracies are achieved by the simple normalization step on the FERET and challenging LFW-a, respectively. Polarity splitting of features also slightly improves the recognition performance, which increases the accuracy by 0.8% on FERET and 2.5% on LFW-a. We also find that standardizing the extracted features before training a linear classifier almost always helps the final classification. In this experiment, feature standardization improves the accuracy by 1.4% and 7.7% on the two datasets, respectively.

Last, we will test the impact of the reduced dimensionality on the recognition accuracy. We choose to use the 8 × 8 patches. The results of PCA dimension versus accuracy are shown in Fig. 4. The importance of applying PCA on raw patches is clearly shown. The original patches performs even worse than the 10-dim PCA features.

All these feature processing steps are extremely simple. However, as we can see, they play critical roles in practical face recognition tasks. The experimental results suggest that these operations should always be applied in our algorithm.

Fig. 4. PCA dimension versus accuracy using 8 × 8 patches. The result of raw patches without applying PCA is marked as red.
TABLE III

Comparison with recent state-of-the-art results (%) on AR with four different settings. For the first six methods, we quote the best reported results from the corresponding published papers, with the same experiment setting.

| Situation | Clean | Sunglasses | Scarves | All |
|-----------|-------|------------|---------|-----|
| SRC [32]  | 92.9  | 87.0       | 57.5    | -   |
| RSC [36]  | 96.0  | 99.0       | 97.0    | -   |
| DRDL [22] | 95.0  | -          | -       | -   |
| $L_2$ [25]| -     | 78.5       | 79.5    | 95.9|
| SSRC [10]| -     | 90.9       | 90.9    | 98.6|
| FDDL [35]| 92.0  | -          | -       | -   |
| Volterra  | 90.9  | 96.1       | 92.1    | 87.5|
| Ours      | 99.3  | 100.0      | 98.5    | 98.7|

IV. EXPERIMENTAL RESULTS

In this section, we focus on the face identification problems. Our method are tested on four public facial image datasets, including AR [23], CMU-PIE [26], FERET [24] and the challenging uncontrolled faces, LFW [15]. The compared face recognizers are the sparse representation based classifier (SRC) [32]), robust sparse coding (RSC) [36]), superposed SRC (SSRC) [10]), local patch based Volterra [18] and multi-scale patch based MSPCRC [38]. These methods are reported to achieve the state-of-the-art results on the face identification problems in most recent years. In section IV-E, we also compare our method to the popular generic image classification method locality-constrained linear coding (LLC [30]) with multi-level spatial pyramid pooling.

As the authors recommend, we set the parameter $\lambda$ to 0.001, 0.001, 0.005 and 0.001 for SRC, RSC, SSRC and MSPCRC, respectively. For Volterra [18], we use the linear kernel since it always achieves better results than the quadratic one. For RSC, Volterra and MSPCRC, we use the implementation code provided by the original authors. In addition, we also compare with several recent published results.

According to the evaluation in the last section, for our two methods, we use max-pooling with a 8-level pooling pyramid $\{1, 2, 4, 6, 8, 10, 12, 15\}$ and the combination of patch sizes $\{4 \times 4, 6 \times 6, 8 \times 8\}$ pixels as the default setting\(^1\). All of the patches are transformed to a 10D by applying PCA.

A. AR

The AR dataset [23] consists of over 4000 facial images from 126 subjects (70 men and 56 women). For each subject 26 facial images were taken in two separate sessions. The images exhibit a number of variations including various facial expressions (neutral, smile, anger, and scream), illuminations (left light on, right light on and all side lights on), and occlusion by sunglasses and scarves. Of the 126 subjects available 100 have been selected in our experiments (50 males and 50 females).

Since AR has been used very often to evaluate face recognition algorithms, we compare our method to several published state-of-the-art results on this dataset with four different situations. For the ‘All’ situation, all the 13 samples in the first session are used for training and the other 13 images in the second session for test. For the ‘clean’ situation, the 7 samples in each session with only illumination and expression changes are used. For the ‘sunglasses’ or ‘scarf’ situation, 8 clean samples from two sessions are for training and 2 images with sunglasses or scarf disguises are for test. All the images are resized to $64 \times 64$ pixels. The results are reported in Table III.

It is clear that our method achieves better results than all other algorithms in all of the four situations. Specifically, our method outperforms the best of all other methods by 3.3%, 1.0%, 1.5%, and 0.1% in the ‘clean’, ‘sunglasses’, ‘scarf’ and ‘All’ situation, respectively. In particular, our algorithm obtains a perfect recognition with the sunglasses disguise. To our knowledge, ours is the best reported result in this scenario.

Following the settings in [38], we further test the small-training-size problem on this dataset. Among the samples with only illumination and expression changes in each class, we randomly select 2 to 5 images of the first session for training and 3 of the second session for test. All the images are resized to $32 \times 32$ pixels. We independently run the experiments for 20 times and report the average results in Fig. 5. We can see that our method outperforms all other methods by large margins on this small-training-size problem. The local patch based PNN and Volterra

\[^1\]For images of size $32 \times 32$ (or smaller), we only use one small patch size $\{4 \times 4\}$ due to the numerical problem with large-size patches.
Training size | 2  | 5  | 10 | 20 | 30 |
---|---|---|---|---|---|
Eigenfaces [5] | - 30.1 | 44.3 | 61.9 | 72.1 |
Fisherfaces [5] | - 68.5 | 77.6 | 84.6 | 92.2 |
Laplacianfaces [5] | - 69.2 | 78.9 | 85.9 | 92.8 |
OLAP [5] | - 78.6 | 88.6 | 93.5 | 95.2 |
KRR [2] | - 73.6 | 86.9 | 94.0 | 96.0 |
Volterra [18] | 57.0 | 80.8 | 90.9 | 95.4 | 98.3 |
SRC | 46.0 | 72.3 | 85.7 | 93.1 | 95.1 |
RSC | 43.7 | 72.3 | 85.4 | 92.5 | 94.5 |
MSPCRC | 51.5 | 74.1 | 87.4 | 93.2 | 94.9 |
Ours | **72.2** | **94.4** | **98.5** | **99.5** | **99.7** |

methods achieve inferior results to the multi-scale based MSPCRC. The holistic representation based methods such as SRC [32], RSC [36] and FDDL [35] do not perform as well as the local patches based MSPCRC, either. The superior performance of our method and MSPCRC conforms the importance of extracting features based on multi-scale local patches.

**B. CMU-PIE**

The CMU-PIE dataset [26] is widely used for face recognition. We use this dataset to compare several popular feature extraction methods (including Eigenfaces [28], Fisherfaces [3], Laplacianfaces [14] and its orthogonal variation OLAP [5]) and more recent methods such as SRC, MSPCRC, Volterra and the kernel ridge regression KRR [2].

In our experiments, we use the data and settings provided by the authors of [5]. The data includes 170 samples each subject from five near frontal poses (C05, C07, C09, C27, C29). From 2 to 30 samples are used for training and all the rest are for testing. Table IV compares the mean results of our method and several published results based on 10 independent runs.

Table IV clearly demonstrates the advantage of the proposed method. In particular, our method achieves 72.2% and 99.7% accuracy with 2 and 30 training samples, which are higher than those of all other methods by about 15.5% and 1.4%, respectively. Volterra performs the second best on this dataset. The recent state-of-the-art algorithms SRC, RSC and MSPCRC do not show better performance than OLAP on this relatively simple dataset.
TABLE V
AVERAGE ACCURACY (%) ON FERET USING 5 TRAINING SAMPLES EACH CLASS WITH IMAGES OF 32 × 32 AND 64 × 64 PIXELS.
RESULTS ARE BASED ON 10 INDEPENDENT RUNS.

| Method     | MSPCRC | Volterra | SRC  | RSC  | SSRC | Ours  |
|------------|--------|----------|------|------|------|-------|
| 32 × 32 pixels | 41.2 ± 1.5 | 46.2 ± 1.6 | 75.3 ± 1.7 | 73.3 ± 1.8 | 84.1 ± 1.5 | 87.0 ± 1.2 |
| 64 × 64 pixels | 42.3 ± 2.8 | 50.4 ± 2.3 | 73.8 ± 2.0 | 73.4 ± 2.6 | 82.1 ± 1.6 | 93.4 ± 0.6 |

C. FERET

The FERET dataset [24] is an widely-used standard face recognition benchmark set provided by DARPA. Since the images of FERET dataset are acquired in multiple sessions during several years, they have complex intraclass variability. We use a subset of FERET which includes 200 subjects. Each individual contains 7 samples, exhibiting facial expressions, illumination changes and up to 25 degrees of pose variations. It is composed of the images whose names are marked with ‘ba’, ‘bj’, ‘bk’, ‘be’, ‘bf’, ‘bd’ and ‘bg’. The images are cropped and resized to 80 × 80 pixels [33]. We randomly choose 5 samples from each class for training and the remaining 2 samples for testing. The mean results of 10 independent runs with images down-sampled to 32 × 32 and 64 × 64 pixels are reported in Table V.

We can clearly see that our method achieves the highest recognition rate. In particular, with image size of 64 × 64 pixels, our method obtains an accuracy of 93.4%, which is much higher than the second best (82.1% of SSRC [10]) by 11.3%. RSC achieves similar results with SRC. The patch based MSPCRC and Volterra do not perform well, which may be because they are incapable to cope with the pose variations in this dataset.

D. LFW-a

Following the settings in [38], here we use LFW-a, an aligned version of LFW using commercial face alignment software [31]. A subset of LFW-a including 158 subjects with each subject more than 10 samples are used. The images are cropped to 121 × 121 pixels. From 2 to 5 samples are randomly selected for training and another 2 samples for testing. For a fair comparison, all the images are finally resized to 32 × 32 pixels as in [38]. Fig. 6 lists the average results of 20 independent runs.

Consistent with the previous results, our method outperforms all other algorithms by even larger gaps on this very challenging dataset. The representation based methods SRC, RSC and FDDL do not show significant differences and perform sightly better than the patch based nearest neighbour classifier PNN. We obtain higher accuracies than the second best method MSPCRC by 14.4% 23.4%. Actually if we use a larger image size 64 × 64, the accuracy of our method will increase to 80.7%, while MSPCRC is not able to improve the accuracy (47.7%) in this case. In our experiments, we find that for our method, a large image size almost always achieves better results than using a smaller one.

E. Comparison with local feature or patch based methods

Local feature (or patch) based face recognition methods tends to show superior results to the holistic feature (or patch) based ones, especially on the single sample per person (SSPP) problem. Since only one training sample for each person is registered in the training data, many holistic methods (e.g., SRC) tend to fail in this case. Due to this, we further evaluate our method against several representing local feature based methods, which were reported to achieve good results on SSPP problems. These methods include Histogram of Gabor Phase Patterns (HGPP [37]), Zou’s method [39] and Tan’s method [27]. We also compare our method with the popular BoF approach locality-constrained linear coding (LLC [30]), which can be regarded as an efficient version of the ScSPM method [34]. The dictionary is generated by K-means on 6 × 6 patches with 1024 basis. We set the regularization parameter \( \lambda = 0.001 \) and the pyramid as [1, 2, 4]. For fair comparison, contrast normalization and polarity splitting are performed for LLC as in our method, which are shown to improve the results.

We conduct the comparison on the FERET dataset with standard protocols. Taking the subset Fa with one image for each of 1196 subjects as a gallery, Fb (expression variations) and Fc (illumination variations), and DupI and DupII (age variations) are taken as the probe subsets. Each image is cropped based on the locations of eyes and then normalized to 150 × 130 pixels. From Table VI, we can see that our approach achieves very competitive results with the local feature based methods, even if ours is much simpler.
Fig. 6. Recognition accuracy on LFW with downsampled $32 \times 32$ images. Results are based on 20 independent runs. The results for PNN, Volterra and MSPCRC are quoted from [38] with identical settings.

TABLE VI
ACCURACY (%) ON FERET WITH STANDARD PROTOCOLS.

| Method             | Fb (expression) | Fc (illumination) | Dupl (aging) | DupII (aging) |
|--------------------|-----------------|-------------------|--------------|--------------|
| HGPP [37]          | 97.5            | 99.5              | 79.5         | 77.8         |
| Zou’s method [39]  | 99.5            | 99.5              | 85.0         | 79.5         |
| Tan’s method [27]  | 98.0            | 98.0              | 90.0         | 85.0         |
| LLC                | 99.4            | 96.9              | 82.3         | 77.8         |
| Ours               | 99.7            | 98.5              | 89.1         | 85.5         |

Compared to the BoF model LLC, our method performs much better by excluding the dictionary training and feature encoding procedures. This is mainly due to the fact that our method can involve much more levels of pooling than LLC. The encoding procedure (with hundreds or thousands of dictionary basis) makes the dimension of the learned feature too large to conduct high-level pooling. Spatial pooling are shown to be more critical than feature encoding, at least on the face recognition problems. From Table VII, similar results are observed on face recognition problems with more training samples. The proposed pooling method outperforms the BoF model LLC by 14.7% and 7.2% with $32 \times 32$ and $64 \times 64$ images, respectively.

V. CONCLUSION

In this work, we have proposed an extremely simple yet effective face recognition method based on spatial pooling of local patches, which has two major components: local patch extraction and spatial pooling. We show that dense extraction and multi-level pooling are critical for local patch based face recognition. The extracted facial features of different subjects by our method demonstrate strong characteristics of clusters without using the label information.

Despite its simplicity, the proposed method surprisingly outperforms many recent state-of-the-art methods (both holistic and local patch based) by large margins on four public benchmark datasets (e.g., over 20% on LFW-a). The proposed method also works better than the BoF model LLC (with the additional feature encoding step) on face recognition problems.

TABLE VII
RECOGNITION ACCURACY (%) OF LOCAL PATCH BASED METHODS ON LFW-A WITH 5 TRAINING SAMPLES EACH CLASS.

| Method   | $32 \times 32$ pixels | $64 \times 64$ pixels |
|----------|------------------------|-----------------------|
| LLC      | $57.7 \pm 1.8$         | $72.5 \pm 2.1$        |
| Ours     | $72.4 \pm 2.1$         | $80.7 \pm 2.1$        |
An extension is to apply the simple method on generic image classification problems. Compared to the popular image feature learning and encoding methods, the proposed method has no need for dictionary training or feature encoding. We plan to explore this possibility in the future work.
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APPENDIX: MATLAB CODE OF OUR FEATURE EXTRACTION METHOD

function xp = fea_pooling(x, rfSize, eigvector, Pyramid)
% x: an n-by-n image
% rfSize: the patch size
% Pyramid: e.g., Pyramid = [1 1; 2 2; 4 4; 6 6; 8 8; 10 10; 12 12; 15 15];
% eigvector: the pre-computed PCA projection matrix on training data
% xp: pooled feature
patches = im2col(x, [rfSize rfSize])'; % row-wise patch vectors
prows = size(x,1)-rfSize+1; pcols = size(x,2)-rfSize+1;
% contrast normalization
patches = bsxfun(@rdivide, bsxfun(@minus, patches, mean(patches,2)),...)
    sqrt(var(patches,[],2)+10)); % applying PCA
patches = patches*eigvector; % applying PCA
patches = [ max(patches, 0), -min(patches, 0) ]; % flipping
patches = reshape(patches, prows, pcols, size(eigvector,2)*2); % pooling
xp = [];
for lev = 1 : size(Pyramid,1);
    nRow = Pyramid(lev,1); nCol = Pyramid(lev,2);
    r_bin = round(prows/nRow); c_bin = round(pcols/nCol);
    for i_row = 1 : nRow
        for i_col = 1 : nCol
            r_bound = i_row*r_bin; c_bound = i_col*c_bin;
            if i_row == nRow, r_bound = prows;end
            if i_col == nCol, c_bound = pcols;end
            tem = max(max(patches(((i_row-1)*r_bin+1):r_bound,...
                                ((i_col-1)*c_bin+1):c_bound,:),[],1),[],2);
            xp = [xp, tem(:)']
        end
    end
end