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Distributed Constrained Optimization with Delayed Subgradient Information over Time-Varying Network under Adaptive Quantization

Jie Liu, Zhan Yu, and Daniel W. C. Ho  Fellow, IEEE

Abstract—In this paper, we consider a distributed constrained optimization problem with delayed subgradient information over the time-varying communication network, where each agent can only communicate with its neighbors and the communication channel has a limited data rate. We propose an adaptive quantization method to address this problem. A mirror descent algorithm with delayed subgradient information is established based on the theory of Bregman divergence. With a non-Euclidean Bregman projection-based scheme, the proposed method essentially generalizes many previous classical Euclidean projection-based distributed algorithms. Through the proposed adaptive quantization method, the optimal value without any quantization error can be obtained. Furthermore, comprehensive analysis on the convergence of the algorithm is carried out and our results show that the optimal convergence rate $O(1/\sqrt{T})$ can be obtained under appropriate conditions. Finally, numerical examples are presented to demonstrate the effectiveness of our results.

Index Terms—Distributed Optimization, Mirror Descent Algorithm, Adaptive Quantization, Delayed Subgradient Information.

I. INTRODUCTION

Recently, the distributed optimization algorithms for the network system have been studied widely (see in [1]-[11]). In the distributed optimization problem, there is no central coordination between different agents. Each agent knows about its local function and can only communicate with its neighboring agents in the network. The objective function is composed of sum of local functions. Additionally, these agents, by sending updated information to their neighboring agents, cooperatively minimize the objective function. These distributed methods are critical in many engineering problems, such as localization in sensor networks [12], smart grid optimization [13], aggregative games [14], resource allocation [15], decentralized estimation [16] and distributed control problems [17].

The purpose of distributed optimization algorithms is to solve optimization problems through distributed process in which the agents cooperatively minimize the objective function via information communication. The information communication is often carried out between an agent and its neighbours. Different kinds of distributed optimization algorithms have been proposed in recent years. A subgradient method to solve not necessarily smooth function is proposed in [1]. The distributed stochastic gradient push algorithm is constructed over time-varying directed graphs for distributed optimization in [2]. Distributed dual averaging algorithm over time-varying communication network is investigated in [5]. Distributed gradient algorithm for constrained optimization is proposed in [7]. A collaborative neurodynamic approach to distributed constrained optimization is studied in [8].

Mirror descent algorithms have been studied extensively in recent years. Compared with other distributed subgradient projection methods, mirror descent methods use customized Bregman divergence rather than Euclidean distance, which is a general class of distance measuring functions and can be viewed as non-Euclidean projection method. Euclidean distance and Kullback-Leibler divergence are two well-known types of Bregman divergence. The mirror descent has been shown to be an efficient tool for optimization over large scale distributed networked system [18], [19]. Recently, some mirror descent algorithms are developed based on stochastic sub-gradient [3], delayed gradient [6], and randomized gradient-free [11] for distributed optimization. Also the mirror descent algorithms in [6], [9], [10], [11] are established over time-varying network for distributed optimization.

In the distributed optimization (see [1], [2], [3], [5], [10], [11], [20], [21], [22], [23]), each agent needs to update parameter and calculate (sub)gradient based on local parameter in parallel. Then each agent receives current (sub)gradient information. However, the asynchronous process of updating parameter and calculating (sub)gradient will cause time delay. Under that circumstance, each agent receives outdated (sub)gradient information. Therefore, it is significant to study the distributed optimization algorithms with the presence of time delay. The asynchrony of two processes updating parameters and calculating subgradient is very common in real life, such as master worker architectures for distributed computation [24] and other similar model [25], [26]. Many distributed optimization methods based on delayed subgradient information has been proposed, such as mirror descent [6], gradient-based algorithm [24], dual averaging algorithm [27] and so on.

High requirement of data rates and low transmission delay in information transmission play important roles to design distributed algorithms over distributed networked systems. However, those requirements place strict constraints on communication channel [28]. Quantization method is widely used...
to satisfy communication constraints in different kinds of networked systems, such as networked control systems [7], [29], wireless sensor network [30], neural network [31] and 5G systems [28], [32]. In the decoding scheme of 5G discussed in [28], [32], the transmitted information is usually quantized to satisfy the constraints of communication channels before sending. Thus, information loss will usually be caused by quantizer. To design appropriate quantization method to satisfy communication constraints and also maintain the required accuracy of data in large-scale network system is a challenging research problem.

Further, previous works have proposed many distributed optimization algorithms with different kinds of quantization methods and analyze the quantization’s effect to the convergence of algorithm (see [4], [20], [33]). However, only a sub-optimal value can be obtained from static quantization methods in [4], [20] due to quantization error. Also, [33] proposes an adaptive quantization algorithm with Euclidean projection method, which not only satisfies communication constraints but also maintains required accuracy of data. Therefore, to design adaptive quantization over mirror descent algorithm to satisfy communication constraints is highly desirable in the large-scale distributed networked system.

The contribution of this paper is summarized as follows:

(i) Firstly, the distributed mirror descent algorithm with adaptive quantization is proposed to address limited communication channel. The traditional uniform quantizer uses the static quantization parameters mid-value and interval size while the proposed adaptive quantizer changes the quantization parameters mid-value and interval size at each iteration. Existing works such as [4], [33], [34], [35] design quantizers to address the limited communication channel in distributed optimization algorithm with Euclidean projection method. However, these quantization schemes can not be directly established in the non-Euclidean projection based methods. In this paper, we overcome this difficulty and establish the proposed distributed non-Euclidean quantization method by employing some new techniques on handling mirror descent structure. The appropriate adaptive quantizer is designed to realize the quantization in distributed optimization with non-Euclidean projection method. The proposed adaptive quantizer helps to asymptotically alleviate the quantized error but only uses a finite number of bits for quantization.

(ii) We analyze the convergence of the mirror descent algorithm under adaptive quantization and also derive some sufficient conditions on stepsize and quantization parameter for the convergence of the proposed algorithm. The convergence rates are comprehensively investigated by considering different stepsizes and quantization parameters. Compared with [33], the convergence rate of distributed optimization algorithm in [33] is $O(\ln T/\sqrt{T})$ while the convergence rate in this paper is $O(1/\sqrt{T})$. Our algorithm’s convergence rate is faster than that in [33]. Also, the communication network in [33] is static while we consider a class of time-varying communication network, which is more realistic. Compared with the algorithm in [6], an adaptive quantization method has been designed for mirror descent algorithm to address limited communication capacity and the convergence rate is still $O(1/\sqrt{T})$, which is the same with that in [6]. Furthermore, the assumptions in this paper are much easier to be satisfied. In addition, the objective function’s subgradient has upper bound while the objective function’s gradient in [6] should satisfy Lipschitz continuous.

(iii) The third contribution is that the asynchronous operation of optimization algorithms with the presence of time delay has been considered. After careful analysis, we conclude that the convergence is guaranteed under appropriate conditions with any time delay. Finally, the algorithm can asymptotically converge to an optimal solution without quantization error. In this paper, we significantly improve our previous works [9], [10], [11] on distributed mirror descent methods in several aspects. To the best of our knowledge, this is the first work to propose the adaptive quantization method to address limited communication channel in mirror descent algorithm and simultaneously take delayed subgradient information into consideration in the study of distributed mirror descent method.

The rest of this paper is organized as follows:

Section II introduces some notations and definitions. Section III defines the problem and propose some assumptions. Section IV proposes the mirror descent algorithm with adaptive quantization. Section V analyzes the convergence of the algorithm and discusses how to select stepsize and quantization parameter. Then we show the convergence rate of different stepsize and quantization parameter. Section VI provides numerical simulations to verify theoretical results and Section VII concludes this paper.

II. NOTATION AND DEFINITION

A. Notation

We first introduce some notations. For a vector $x \in \mathbb{R}^n$, $||x||$ and $||x||_\infty$ are Euclidean norm and infinity norm, respectively. The jth entry of vector $x \in \mathbb{R}^n$ is $[x]_j$ and the i,jth row, jth column of matrix $P \in \mathbb{R}^{n\times n}$ is $[P]_{ij}$. For the $a,b,c \in \mathbb{R}^n$, we use $a \in [b,c]$ or $a \leq c$ to denote $[a]_j \in [b]_j, [c]_j$ with $j = 1, \ldots, n$. The vector $1 \in \mathbb{R}^{n\times 1}$ whose each entry is $1$. For a given compact convex set $A$, we use $\text{Proj}_A(a)$ to denote the projection of $a$ to set $A$, with

\[ \text{Proj}_A(a) = \arg \min_{b \in A} ||a - b||. \]

For a given non-smooth convex function $h(x) : \mathbb{R}^n \rightarrow \mathbb{R}$, we use $\partial h(a) = \{ g \in \mathbb{R}^n | h(b) \geq h(a) + g^T(b-a) \}$ to be the set of the subgradient of $h(x)$ at $a$. The set $\partial h(a)$ is nonempty since $h(x)$ is convex function.

Let $h(x) : A \rightarrow B$ be a $\sigma_B$ strongly convex function if and only if $h(b) \geq h(a) + \langle \nabla h(a), b-a \rangle + \frac{\sigma_B}{2} ||b-a||^2$ for any $a, b \in A$. $L(g)$ denotes a Lipschitz constant of the function $g$ if and only if $||g(a) - g(b)|| \leq L||a - b||$ for any $a, b \in \text{dom} g$.

For the two function $F(t)$ and $G(t)$, $F(t) = O(G(t))$ means if there are positive $T > 0$ and $C > 0$ such that $F(t) \leq C G(t)$ when $t > T$.

B. Uniform Quantization

The uniform quantizer in $\mathbb{R}$ with mid-value $z \in \mathbb{R}$, quantization interval size $d \in \mathbb{R}$ and a fixed number of bits $K + 1$ is defined as

\[ Q(z, d, x) = \begin{cases} 
  z - d, & x - z \in (-\infty, -d) \\
  z + \frac{2j - K}{K}d, & x - z + d \in [\frac{2j - K}{K}d, \frac{2(j+1)d}{K}) \\
  z + d, & x - z \in [d, +\infty) 
\end{cases} \]

(1)
where \( j = 0, 1, \ldots, K - 1 \).

For the quantizer in \( \mathbb{R}^n \), we can also define a quantization function \( \hat{Q}(z,d,x) : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) as follows:
\[
[\hat{Q}(z,d,x)]_i = Q(z)_i, |d|_i, |x|_i.
\]

where \( i = 1, \ldots, n \), \( [\hat{Q}(z,d,x)]_i \), \( |d|_i \) and \( |x|_i \) are the \( i \)-th element of vector \( \hat{Q}(z,d,x) \), \( z \), \( d \) and \( x \), respectively. For the uniform quantizer \( Q(z,d,x) \), \( z \in \mathbb{R}^n \) and \( d \in \mathbb{R}^n \) denote the mid value vector and quantization interval size vector, respectively. When the vector \( x \in \mathbb{R}^n \) falls inside the quantization interval \([z - d, z + d]\) \( j \), the quantization error is bounded by
\[
|x - \hat{Q}(z,d,x)| \leq \frac{2\sqrt{n}}{K} ||d||_\infty \leq \frac{2\sqrt{n}}{K} ||d||.
\]

\[\text{III. DISTRIBUTED OPTIMIZATION OVER TIME VARYING NETWORK}\]

In this paper, we consider a distributed optimization problem defined over time-varying communication network with \( N \) nodes. The function \( f_j(x) : \mathcal{X} \to \mathbb{R} \) with \( j = 1, 2, \ldots, N \) are non-smooth convex functions and \( \mathcal{X} \subset \mathbb{R}^n \) is non-empty, convex and compact. The objective function is
\[
\min_{x \in \mathcal{X}} f(x) = \sum_{j=1}^{N} f_j(x).
\]

The optimal value set \( \mathcal{X}^* = \arg \min_{x \in \mathcal{X}} f(x) \) of problem (4) is not empty. There is no central coordination between the agents and each agent \( j \) only knows its local function \( f_j(x) \). The direct graph \( \mathcal{G}(t) = \{V, E(t), P(t)\} \) denotes time-varying communication network topology, where \( V = \{1, 2, \ldots, N\} \), \( E(t) = \{(j,i) | \text{agent } j \text{ and } i \text{ are connected}, i, j \in V \} \) and \( P(t) \in \mathbb{R}^{N \times N} \) is the correspond weigh matrix at the time \( t \).

We define \( N_i(t) = \{j \in V | (i,j) \in E(t)\} \) as agent \( i \)'s neighbor set at time \( t \). The node \( i \) sends information to node \( j \) at time \( t \) if and only if \( j \in N_i(t) \). Agent \( i \) and \( j \) are not connected at time \( t \) if and only if \( [P(t)]_{ij} = 0 \).

Assumption 1: The time-varying network's corresponding communication matrix \( P(t) \) is doubly stochastic at each time \( t \), i.e. \( \sum_{i=1}^{N} [P(t)]_{ij} = 1 \) and \( \sum_{j=1}^{N} [P(t)]_{ij} = 1 \) for all \( t \) and \( i, j \in V \).

Assumption 2: The time-varying network \( (V, E(t), P(t)) \) is \( B \) connectivity. There exists a positive integer \( B \) such that the graph \( (V, (j+1)B, B \{E(t)\}) \) is strongly connected for any \( c \geq 0 \). There is a \( \theta \in (0,1) \) such that \( [P(t)]_{ij} \geq \theta \) if \( (i,j) \in E(t) \) and \( [P(t)]_{ij} \geq \theta \) for all \( i \in V \).

Assumptions 1 and 2 are widely used in distributed optimization over time-varying communication network. In this paper, we define the transition matrix \( P(t,s) = \prod_{s=0}^{t-1} P(s-i) \) for \( t \geq s \) and \( P(s,s+1) = I_n \) for any \( s \geq 0 \). The following Lemma 1 is critical in the analysis of time-varying communication network.

Lemma 1: [1] If Assumptions 1 and 2 are satisfied, we have
\[
[\bar{P}(m,n)]_{ij} \left( 1 - \frac{1}{N} \right)^m \leq \omega^m \left( 1 - \frac{1}{\gamma N} \right)^n,
\]
for all \( i, j \in V \) and \( m, n \) satisfying \( m \geq n \geq 1 \), where \( \omega = (1 - \frac{\theta}{\gamma N})^{-2} \) and \( \gamma = (1 - \frac{\theta}{\gamma N})^{-\frac{1}{2}} \).

In this paper, we will develop a mirror descent algorithm to solve the distributed optimization problem. We consider a continuously differentiable distance generating function \( \phi(x) : \mathbb{R}^n \to \mathbb{R} \), which is \( \sigma \) strongly convex over \( \mathcal{X} \) with respect to \( ||\cdot|| \), and the corresponding Bregman divergence \( V(x) \), \( \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) as
\[
V(x) = ||x - \phi(x)||^2.
\]

The following separate convexity assumption on Bregman divergence is standard in the study of distributed mirror descent algorithms (e.g. [9, 10]).

Assumption 3: The Bregman divergence \( V(x) \) satisfies the separate convexity. For any vector \( a \in \mathbb{R}^n \) and a sequence vectors \( \{a\}_{j=1}^{N} \), we have
\[
V(x) = \sum_{j=1}^{N} w_j V(a,b),
\]
where \( \sum_{j=1}^{N} w_j = 1 \).

The following boundedness assumption is always used for (sub)gradient and Bregman divergence (e.g. [10]).

Assumption 4: The norm of \( g_i(x) \) \( \|g_i(x)\| \leq G \), \( i = 1, 2, \ldots, N \) for each time \( t \) and \( \|x - y\| \leq D_\phi \), where \( D_\phi \) is the bound of \( \sup_{x,y \in \mathcal{X}} \|x - y\| \) obtained.

We will use the following assumption on the distance generating function \( \phi(x) \).

Assumption 5: The distance generating function \( \phi(x) \) is Lipschitz continuity with constant \( L_\phi \)
\[
||\nabla \phi(a) - \nabla \phi(b)|| \leq L_\phi \|a - b\|,
\]
for any \( a, b \in \mathcal{X} \), where \( \mathcal{X} = \{x \in \mathbb{R}^n | \text{there exist } y \in \mathcal{X} \text{ such that } -\frac{\Gamma(2N+\sqrt{n})}{\sqrt{n}} \leq x - y \leq \frac{\Gamma(2N+\sqrt{n})}{\sqrt{n}} \text{ for } i = 1, 2, \ldots, n\} \).

Remark 1: After quantization, some values may not belong to \( \mathcal{X} \), which is the reason to assume distance generating function \( \phi(x) \) is Lipschitz continuity with constant \( L_\phi \) on \( \mathcal{X} \) rather than \( \mathcal{X} \).

Assumption 5 will be used in the proof of Lemma 10. The set \( \mathcal{X} \) defined in Assumption 5 is bounded and closed due to \( \mathcal{X} \) is non-empty and compact. Thus distance generating function \( \phi(x) \) is easy to satisfy Lipschitz continuity with constant \( L_\phi \) on \( \mathcal{X} \). In fact, there are many common distance generating function \( \phi(x) \) satisfy Assumption 5, such as Euclidean distance \( \frac{1}{2} ||x||^2 \) and exponential \( \sum_{i=1}^{n} e^{x_i} \), Shannon entropy \( \sum_{i=1}^{n} (x_i \log(x_i) - x_i) \) if any element \( x \in \mathcal{X} \) satisfies \( x_i > 0 \) for all \( i = 1, 2, \ldots, n \) and so on.

IV. MIRROR DESCENT ALGORITHM WITH DELAYED SUBGRADIENT INFORMATION UNDER ADAPTIVE QUANTIZATION

In this paper, we design a mirror descent algorithm (proposed in Algorithm 1) with delayed subgradient information under adaptive quantization.

Some notations in Algorithm 1 need to be introduced. \( \tau \) is the time delay, \( x_i(t) \) and \( z_i(t) \) are the state and quantization mid value of agent \( i \) at time \( t \), respectively; \( d(t) \) is the quantization interval size for all agents at time \( t \); The quantizer \( \hat{Q} \) is defined in equation (2). Also, \( y_i(t) \) is the weighted sum of quantized
information received from agent $i$’s all neighbors. The non-increasing positive sequences $\{\alpha(t)\}$ and $\{\beta(t)\}$ are defined as the sequences of stepsize and quantization parameter, respectively, where $0 < \alpha(t), \beta(t) < 1$ for any $t$ and $\alpha(t), \beta(t)$ are decreasing to 0. Note that $\{\alpha(t)\}$ and $\{\beta(t)\}$ are pre-determined and need to satisfy some conditions, which will be discussed in detail in Section V.

Algorithm 1 Mirror Descent Algorithm with Delayed Subgradient Information under Adaptive Quantization

Initialize: $x_i(0) \in X$, $z_i(0) = x_i(0)$, $\hat{y}_i(-\tau)$, $\hat{y}_i(-\tau + 1)$, $\cdots$, $\hat{y}_i(-1) \in X$ with $i = 1, \cdots, N$, stepsize sequence $\{\alpha(t)\}$ and quantization parameter sequence $\{\beta(t)\}$.

1: for $t = 0, 1, 2, \cdots$
2: Compute $d(t) = \frac{\beta(t)}{\alpha(t)}$;
3: for $i = 1: t \leq N: i + 1$
4: Agent $i$ receives quantized values $\hat{Q}(z_i(t), d(t), x_j(t))$ from all neighbors $j \in N_i(t)$;
5: Update $y_i(t) = \sum_{j=1}^{N} [P(t)]_{ij} \hat{Q}(z_i(t), d(t), x_j(t))$;
6: Compute $\hat{y}_i(t) = \text{Proj}_{X}(y_i(t))$;
7: Compute the subgradient $g_i(t - \tau) \in \partial f_i(\hat{y}_i(t - \tau))$;
8: Update $z_i(t + 1)$ and $x_i(t + 1)$ as follows:

$$z_i(t + 1) = \arg \min_{x \in X} \left\{ g_i(t - \tau), x + \frac{V_\phi(x, \hat{y}_i(t))}{\alpha(t + 1) (1 - \beta(t + 1))} \right\}$$

$$x_i(t + 1) = \arg \min_{x \in X} \left\{ g_i(t - \tau), x + \frac{V_\phi(x, \hat{y}_i(t))}{\alpha(t + 1)} \right\}$$

9: end for
10: end for

Some steps in Algorithm 1 are explained here. Step 2 calculates the quantization interval for each agent’s quantization function. Step 4 calculates the projection of weighted sum of quantization information from agent $i$’s neighboring agents. Step 5 calculates the projection of weighted sum of quantization information in Step 4 onto the domain $X$. Step 8 updates the quantization mid-value $z_i(t + 1)$ and state $x_i(t + 1)$ of agent $i$.

The following key inequalities Lemmas 2 and 3 are provided to show that the state $x_i(t)$ falls into the quantization interval $[z_i(t) - d(t), z_i(t) + d(t)]$ at each iteration, which play a crucial role in the derivation of our main results.

Lemma 2: [36] For the Bregman divergence $V_\phi(x, z)$ and $x^+_1 = \arg \min_{x \in X} \{ \alpha(g_1, x) + V_\phi(x, y) \}$, $x^+_2 = \arg \min_{x \in X} \{ \alpha(g_2, x) + V_\phi(x, y) \}$, where for any $\alpha > 0$, $g_1, g_2 \in \mathbb{R}^n$ and $y \in X$. Then we have $\|x^+_2 - x^+_1\| \leq \frac{\alpha}{\sigma_\phi} \|g_2 - g_1\|$, where $\sigma_\phi$ is the modulus of strong convexity of distance generating function $\phi$.

Lemma 3: The $x_i(t)$ generated by Algorithm 1 falls into the quantization intervals $[z_i(t) - d(t), z_i(t) + d(t)]$ for $i = 1, 2, \cdots, N$ at each iteration.

Proof: From Lemma 2, for any $i = 1, 2, \cdots, N$ and $j = 1, 2, \cdots, n$, we know that $\|x_i(t) - z_i(t)\| \leq \frac{\|g(t - 1 - \tau)\| |\alpha(t)\| \beta(t)}{\sigma_\phi} = [d(t)]_j$.

Hence, for any $j = 1, 2, \cdots, n$, we have $\|x_i(t) - z_i(t)\| \leq \|x_i(t) - z_i(t)\| \leq |d(t)|_j$.

which is equivalent to $z_i(t) - d(t) \leq x_i(t) \leq z_i(t) + d(t)$.

Therefore, $x_i(t)$ generated by Algorithm 1 will fall into quantization intervals $[z_i(t) - d(t), z_i(t) + d(t)]$ for $i = 1, 2, \cdots, N$ at each iteration.

From Lemma 3 and inequality (3), we know that the quantization error satisfies

$$\|x_i(t) - \hat{Q}(z_i(t), d(t), x_j(t))\| \leq \frac{2\sqrt{N}}{\beta(t)} \|d(t)\|.$$

The quantization interval $d(t + 1)$ in Algorithm 1 satisfies

$$\|d(t)\| = \frac{\sqrt{2\sqrt{N}}}{{\alpha(t)} \beta(t)}.$$

Both stepsize $\alpha(t)$ and quantization parameter $\beta(t)$ are to be designed to decrease to 0 and then the quantization error $\|x_i(t) - \hat{Q}(z_i(t), d(t), x_j(t))\|$ will decrease to 0.

Remark 2: In this paper, a new adaptive quantization method is designed through updating uniform quantizer’s mid-value and quantization interval at each iteration. Thus, how to find an appropriate quantization mid value $z_i(t)$ and the corresponding quantization interval size $d(t)$ to make transferred information $x_i(t)$ fall into quantization interval $[z_i(t) - d(t), z_i(t) + d(t)]$ is the key to construct adaptive quantizer over mirror descent algorithm. Lemma 2 helps us to overcome the difficulty by finding $z_i(t)$ and $d(t)$.

Moreover, Lemma 3 shows agent $i$’s transferred information $x_i(t)$ falls into agent $i$’s quantization interval $[z_i(t) - d(t), z_i(t) + d(t)]$ at each iteration. The techniques in Lemmas 2 and 3 indicate the essential differences as compared with existing works such as [4], [33], [34], [35].

V. MAIN RESULTS

In this section, we will analyze the convergence of distributed mirror descent algorithm with delayed subgradient information under adaptive quantization and discuss the convergence rate of different stepsize $\alpha(t)$ and quantization parameter $\beta(t)$.

A. Convergence Analysis

The Steps 5, 6 and 8 of Algorithm 1 are shown as follows:

$$y_i(t) = \sum_{j=1}^{N} [P(t)]_{ij} \hat{Q}(z_j(t), d(t), x_j(t)),$$

$$\hat{y}_i(t) = \text{Proj}_{X}(y_i(t)),$$

$$x_i(t + 1) = \arg \min_{x \in X} \left\{ g_i(t - \tau), x + \frac{V_\phi(x, \hat{y}_i(t))}{\alpha(t + 1)} \right\}.$$

where $P(t)$ is time-varying double stochastic communication matrix at time $t$, $\hat{y}_i(t)$ is projection of $y_i(t)$ onto $X$, $V_\phi$ is Bregman divergence and quantizer $Q$ is defined as equation (2).

We will use the upper bound of quantization error to analyze the convergence rate of Algorithm 1. In order to present clearly, we use $e_j(t)$ and $p_i(t)$ to denote quantization error and projection error, respectively with $i, j = 1, 2, \cdots, N$,

$$e_j(t) = \hat{Q}(z_j(t), d(t), x_j(t)) - x_j(t),$$

$$p_i(t) = \hat{y}_i(t) - y_i(t).$$

The equivalent forms of (12), (13) and (14) are

$$\hat{y}_i(t) = \sum_{j=1}^{N} [P(t)]_{ij} (x_j(t) + e_j(t)) + p_i(t),$$

$$x_i(t + 1) = \arg \min_{x \in X} \left\{ g_i(t - \tau), x + \frac{V_\phi(x, \hat{y}_i(t))}{\alpha(t + 1)} \right\}.$$
From inequality (10) and equations (11), (15), hence we know that

$$||e_1(t)|| = ||Q(z_j(t), d(t), x_j(t)) - x_j(t)|| \leq \frac{2G\alpha}{K\sigma_\phi} \alpha(t)\beta(t),$$  \hspace{1cm} (19)

for \( j = 1, 2, \ldots, N \). We define that

$$E(t) = \frac{2G\alpha}{K\sigma_\phi} \alpha(t)\beta(t)$$  \hspace{1cm} (20)

and from (19) and (20), then we have

$$||e_j(t)|| \leq E(t).$$  \hspace{1cm} (21)

Similarly, the upper bound of projection error \( ||p_i(t)|| \) should be obtained in order to analyze Algorithm 1’s convergence. We have the following Lemma 4 to obtain the projection error’s upper bound.

**Lemma 4:** The Euclidean norm of projection error \( p_i(t) \) satisfies

$$||p_i(t)|| \leq 2NE(t),$$  \hspace{1cm} (22)

where \( E(t) \) is defined as (20).

**Proof:** From equation (12), (15), (16) and triangle inequality , we have

$$||p_i(t)|| = \left||\tilde{y}_i(t) - y_i(t)\right||$$

$$\leq \left||y_i(t) - \sum_{j=1}^{N} [P(t)_{ij} x_j(t)] + NE(t) \right||$$

$$\leq 2NE(t),$$

where inequality (23) is obtained from projection theorem, respectively.

We define Bregman projection error as

$$\varepsilon_i(t) = x_i(t+1) - \tilde{y}_i(t)$$  \hspace{1cm} (24)

and need to obtain the Bregman projection error’s upper bound. We have the following Lemma 5 about the upper bound of \( ||\varepsilon_i(t)|| \).

**Lemma 5:** Bregman projection error \( \varepsilon_i(t) \) with \( i = 1, 2, \ldots, N \) satisfies

$$||\varepsilon_i(t)|| \leq \frac{Ga(t)}{\sigma_\phi}.$$  \hspace{1cm} (25)

**Proof:** The first order optimality of \( x_i(t+1) \) implies, for \( \forall x \in X \), we have

$$\langle \alpha(t+1)g_i(t, -\tau) + \nabla \phi(x_i(t+1)) - \nabla \phi(\tilde{y}_i(t)), x - x_i(t+1) \rangle \geq 0.$$  

Substitute \( \tilde{y}_i(t) \in X \) into above inequality, and we have

$$\langle \alpha(t+1)g_i(t, -\tau) + \nabla \phi(x_i(t+1)) - \nabla \phi(\tilde{y}_i(t)),$$

$$\tilde{y}_i(t) - x_i(t+1) \rangle \geq 0.$$  \hspace{1cm} (26)

Rearrange the terms in (25) and we have

$$\langle \alpha(t+1)g_i(t, -\tau), \tilde{y}_i(t) - x_i(t+1) \rangle$$

$$\geq \langle \nabla \phi(x_i(t+1)) - \nabla \phi(\tilde{y}_i(t)), x_i(t+1) - \tilde{y}_i(t) \rangle - \sigma_\phi \|x_i(t+1) - \tilde{y}_i(t)\|^2,$$  \hspace{1cm} (27)

where the second inequality is derived from \( \sigma_\phi \) strongly convex of \( \phi(x) \). From Cauchy inequality, we have

$$\alpha(t+1)||g_i(t, -\tau)|| ||x_i(t+1) - \tilde{y}_i(t)||$$

$$\geq \langle \alpha(t+1)g_i(t, -\tau), \tilde{y}_i(t) - x_i(t+1) \rangle.$$  \hspace{1cm} (28)

Combining (26), (27) and subgradient’s upper bound (6), we have

$$\sigma_\phi \|x_i(t+1) - \tilde{y}_i(t)\|^2 \leq Ga(t+1) \|x_i(t+1) - \tilde{y}_i(t)\|.$$  \hspace{1cm} (29)

Therefore, the upper bound of Bregman projection error \( ||\varepsilon_i(t)|| \) is obtained from equation (24) and inequality (28).

$$||\varepsilon_i(t)|| \leq \frac{Ga(t+1)}{\sigma_\phi} \leq \frac{Ga(t)}{\sigma_\phi}.$$  \hspace{1cm} (30)

The proof is completed.

**Remark 3:** It is important to note that (25) is a crucial part for proving the convergence of Algorithm 1. The Step 6 in Algorithm 1 ensure that the \( \tilde{y}_i(t) \) always belongs to \( X \), which is a necessary condition in (25).

In order to derive the expression of \( x_i(t) \) from equation (17), we define that \( c_i(t) = \sum_{s=1}^{N} [P(t)_{ij} x_j(s-1) + \varepsilon_j(s-1)] \) and have

$$x_i(t) = \sum_{s=1}^{t} \sum_{i=1}^{N} [P(t-s)_{ij} x_j(s-1) + \varepsilon_j(s-1)]$$

$$+ \sum_{j=1}^{N} [P(t-1, 0)_{ij} x_j(0)].$$

The average state of all nodes at time \( t \) is \( \bar{x}(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t) \) and we have

$$\bar{x}(t) = \frac{1}{N} \sum_{s=1}^{t} \sum_{i=1}^{N} (c_j(s-1) + \varepsilon_j(s-1)) + \frac{1}{N} \sum_{j=1}^{N} x_j(0).$$

For each agent \( i \in V \), at iteration \( t \), we consider the following variable

$$\tilde{x}_i(T) = \frac{1}{T} \sum_{i=1}^{T} x_i(t).$$

We will analyze the property of \( f(\tilde{x}_i(T)) - f(x^*) \) and derive its upper bound. From the convexity of \( f(x) \), we have

$$f(\tilde{x}_i(T)) - f(x^*) \leq \frac{1}{T} \sum_{t=1}^{T} f(x_i(t)) - f(x^*).$$  \hspace{1cm} (29)

Thus, we need to derive the upper bound of \( \frac{1}{T} \sum_{t=1}^{T} f(x_i(t)) - f(x^*) \). \hspace{1cm} (30)

The inequality in (30) is obtained from definition of subgradient \( g_i(t) = \partial f_i(\tilde{y}_i(t)) \) for \( 1 \leq i \leq N \), from definition of subgradient \( g_i(x_i(t-1)) \) in \( \partial f_i(x_i(t-1)) \) and \( ||g_i(x_i(t-1))|| \leq G \), we have

$$\frac{1}{N} \sum_{i=1}^{N} f_i(\tilde{y}_i(t))$$

$$\geq f(x_i(t)) - \frac{G}{N} \sum_{i=1}^{N} ||\tilde{y}_i(t) - x_i(t)||,$$  \hspace{1cm} (31)

where the inequality (31) is obtained from Cauchy inequality. From equation (17) and triangle inequality, we have

$$||\tilde{y}_i(t) - x_i(t)||$$

$$\leq \sum_{j=1}^{N} [P(t)_{ij} x_j(t-\tau) - x_i(t-\tau)]$$

$$+ 2NE(t-\tau),$$

where inequality (32) is obtained from inequality (21) and (22). Therefore, from inequalities (31) and (32), we have

$$\frac{1}{N} \sum_{i=1}^{N} f_i(\tilde{y}_i(t))$$

$$\geq f(x_i(t)) - \frac{G}{N} \sum_{i=1}^{N} ||\tilde{y}_i(t) - x_i(t)||$$

$$\geq f(x_i(t)) - 3NGE(t-\tau)$$

$$- \frac{G}{N} \sum_{i=1}^{N} ||x_i(t) - x_i(t-\tau)||.$$  \hspace{1cm} (33)

Substitute (33) into (30) and we have

$$\frac{1}{N} \sum_{i=1}^{N} [g_i(t) - \tilde{y}_i(t) - x^*]$$

$$\geq f(x_i(t)) - f(x^*) - 3NGE(t-\tau)$$

$$- \frac{G}{N} \sum_{i=1}^{N} ||x_i(t) - x_i(t-\tau)||.$$  \hspace{1cm} (34)
After summing up inequality (34) from \( t = \tau + 1 \) to \( T + \tau \) and dividing both side by \( T \), we have

\[
\frac{1}{NT} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} (g_i(t, \tau), \tilde{y}_i(t, \tau) - x^*)
\]
\[
\geq \frac{1}{T} \sum_{t=\tau+1}^{T+\tau} f(x(t, \tau)) - f(x^*) - \frac{3NG}{T} \sum_{t=\tau+1}^{T+\tau} E(t) - \frac{G}{TN} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} ||x_j(t, \tau) - x_i(t, \tau)||. \tag{35}
\]

Rearrange terms in inequality (35) and we can derive the upper bound of the following terms in (35),

\[
\frac{1}{T} \sum_{t=\tau+1}^{T+\tau} f(x(t, \tau)) - f(x^*) \leq \frac{1}{NT} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} (g_i(t, \tau), \tilde{y}_i(t, \tau) - x^*)
\]
\[
+ \frac{G}{TN} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} ||x_j(t, \tau) - x_i(t, \tau)||
\]
\[
+ \frac{3NG}{T} \sum_{t=\tau+1}^{T+\tau} E(t). \tag{36}
\]

Substitute inequality (36) into inequality (29) and we have

\[
f(\tilde{x}(T)) - f(x^*) \leq \frac{1}{NT} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} (g_i(t, \tau), \tilde{y}_i(t, \tau) - x^*)
\]
\[
+ \frac{1}{NT} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} (g_i(t, \tau), \tilde{y}_i(t, \tau) - \tilde{y}_i(t))
\]
\[
+ \frac{G}{TN} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} ||x_j(t, \tau) - x_i(t, \tau)||
\]
\[
+ \frac{3NG}{T} \sum_{t=\tau+1}^{T+\tau} E(t). \tag{37}
\]

In order to obtain the upper bound of \( f(\tilde{x}(T)) - f(x^*) \), we need Lemmas 6-8 to estimate the upper bound of the first, second and third term in (37), respectively. The proofs of Lemmas 6, 7, 8 are shown in Appendices A, B, C, respectively.

**Lemma 6:** For the first term in (37), we have

\[
\frac{1}{NT} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} (g_i(t, \tau), \tilde{y}_i(t, \tau) - x^*) \leq B_1. \tag{38}
\]

where \( B_1 = \sqrt{2D_o} (2N+1) L_o \sum_{t=\tau+1}^{T+\tau} E(t) \alpha(t) + \frac{G^2}{\sigma_o} \sum_{t=\tau+1}^{T+\tau} \alpha(t) + \frac{D_o}{T \alpha(T+\tau)} + L_o (8N^2 + 2) \frac{1}{T} \sum_{t=\tau+1}^{T+\tau} E(t) \alpha(t). \)

**Lemma 7:** For the second term in (37), we have

\[
\frac{1}{NT} \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} (g_i(t, \tau), \tilde{y}_i(t, \tau) - \tilde{y}_i(t)) \leq B_2. \tag{39}
\]

where \( B_2 = \frac{(2B+1) \gamma^2}{T \sigma_o^2} \sum_{t=0}^{T+\tau} \alpha(t) + \frac{6(2B+1) N G \gamma}{T} \sum_{t=0}^{T+\tau} E(t) + \frac{2N^2 \omega A}{T \gamma}. \)

**Lemma 8:** We define that \( A = \sum_{j=1}^{N} ||x_j(0)||, \quad B = (2N + N^2 \omega) \gamma \) and have

\[
\sum_{t=1}^{T} \sum_{N} ||x_i(t) - \tilde{x}(t)|| \leq \frac{N \omega}{1-\gamma} A + B \sum_{t=0}^{T} \frac{G \alpha(t)}{\sigma_o} + 3NE(t)
\]
\[
\sum_{t=1}^{T} \sum_{N} ||x_i(t) - x_j(t)|| \leq \frac{2N \omega}{1-\gamma} A + 2B \sum_{t=0}^{T} \frac{G \alpha(t)}{\sigma_o} + 3NE(t)
\]

From Lemma 8, for the third term in (37), we define that

\[
B_3 = \frac{2G A \omega}{T \gamma(1-\gamma)} + \frac{6BG}{T} \sum_{t=0}^{T} E(t) + \frac{2BG^2}{\sigma_o T} \sum_{t=0}^{T} \alpha(t) \quad \text{and have}
\]
\[
\left| \sum_{t=\tau+1}^{T+\tau} \sum_{i=1}^{N} ||x_j(t, \tau) - x_i(t, \tau)|| \right| \leq B_3. \tag{40}
\]

With the above Lemmas 6-8, we have established the upper bound of the first, second and third terms in (37) and then we have the following theorem.

**Theorem 1:** Suppose that Assumptions 1-5 holds and let the sequence \((x_t(t))_{t \geq 1}\) for all \( t \) be generated by Algorithm 1. Let \( f(x^*) \) be the optimal value of problem (4). Then for any \( t \) we have

\[
f(\tilde{x}(T)) - f(x^*) \leq C(T) + D(T), \tag{41}
\]

where \( C(T) = \left( \frac{2B+1 \gamma^2}{T \sigma_o} + \frac{G^2}{\sigma_o} \sum_{t=0}^{T+\tau} \alpha(t) + \frac{2N^2 \omega A}{T \gamma} \right) + \frac{D_o}{T} \alpha(T+\tau), \quad D(T) = \frac{L_o (8N^2 + 2) \gamma}{T} \sum_{t=0}^{T+\tau} E(t) \alpha(t) + (6B + 3NG \gamma) \frac{1}{T} \sum_{t=0}^{T+\tau} E(t) \alpha(t), \quad A = \sum_{j=1}^{N} ||x_j(0)|| \quad \text{and} \quad B = (2N + N^2 \omega) \gamma. \)

**Proof:** Substitute inequalities (38), (39) and (40) into inequality (37), and then we have

\[
f(\tilde{x}(T)) - f(x^*) \leq B_1 + B_2 + B_3 + \frac{3NG}{T} \sum_{t=\tau+1}^{T+\tau} E(t). \tag{42}
\]

From the expressions of \( B_1, B_2, B_3 \) in Lemmas 6, 7 and 8, inequality (41) can be obtained by rearranging the terms. The proof is completed.

The main idea of proofing Theorem 1 is shown as follows: Firstly, we use the convexity of global objective function \( f(x) \), definition of local objective function \( f_i(x) \)'s subgradient \( g_i(t) \) of each agent \( i \) at time \( t \) and its upper bound from Assumption 5 to derive (29), (30) and (31). Secondly, we use the definition of quantization error \( e_i(t) \), projection error \( p_i(t) \) of agent \( i \) at time \( t \) from (15), (16) and their corresponding upper bound from (21), (22) to derive (37). Finally, we derive the upper bound of first term, second term and third term of (37) through Lemma 6, Lemma 7 and Lemma 8, respectively.

From (41), we know that \( C(T) \) and \( D(T) \) defined in Theorem 1 show the convergence of Algorithm 1. Time delay \( \tau \) is related to the convergence because both \( C(T) \) and \( D(T) \) involve time delay \( \tau \). The convergence of Algorithm 1 under subgradient information without delay and adaptive quantizer can be obtained by considering \( \tau = 0 \) in (41). In addition, the term \( D(T) \) in (41) shows the quantization effect related to the convergence of Algorithm 1. When \( E(t) \) is set to 0, the remaining \( C(T) \) shows the convergence of Algorithm 1 under delayed subgradient information without quantization. In fact, the proposed mirror descent algorithm method provides a general setting which covers those cases without both delay subgradient and quantization.

**Remark 4:** We get the upper bound of \( f(\tilde{x}(T)) - f(x^*) \) in Theorem 1. From inequality (41), we know that the properties of stepsize \( \alpha(t) \) and quantization parameter \( \beta(t) \) decide the convergence of Algorithm 1. Thus, the appropriate conditions of \( \alpha(t) \) and \( \beta(t) \) need to be discussed. Next, we will discuss how to design stepsize and quantization parameter.

**B. How to Design Stepsize and Quantization Parameter**

In this subsection, we will show some conditions of stepsize \( \alpha(t) \) and quantization parameter \( \beta(t) \) for Algorithm 1's convergence.
Theorem 2: When the stepsize $\alpha(t)$ and quantization parameter $\beta(t)$ satisfy the following conditions (42), (43) and (44),
\[
\lim_{T \to \infty} T\alpha(T + \tau) = 0, \quad (42)
\]
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T+\tau} \alpha(t) = 0, \quad (43)
\]
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T+\tau} \beta(t) = 0, \quad (44)
\]
then the convergence of the Algorithm 1 is guaranteed.

Proof: Since $E(t) = \frac{4G_0}{K\sigma}(\alpha(t)\beta(t))$ from equation (20) and we have
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} E(t) = \frac{2G_0}{K\sigma} \frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t)\beta(t),
\]
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} E^2(t) = \frac{4G^2_0}{K^2\sigma^2} \frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t)^2\beta^2(t),
\]
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} E(t) = \frac{2G_0}{K\sigma} \frac{1}{T} \sum_{t=0}^{T+\tau} \beta(t).
\]

From Theorem 2, we know that the convergence of the Algorithm 1 is guaranteed if the conditions (52), (53) and (54) are satisfied. This fact indicates that the time delay does not affect the convergence of Algorithm 1.

Corollary 1: The equivalent forms of the conditions (42), (43) and (44) in Theorem 2 are
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \alpha(t) = 0, \quad (52)
\]
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \alpha(t) = 0, \quad (53)
\]
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \beta(t) = 0, \quad (54)
\]

Remark 5: Corollary 1 shows that the convergence of Algorithm 1 is guaranteed if the conditions without time delay (52), (53) and (54) are satisfied. This fact indicates that the time delay does not affect the convergence of Algorithm 1.

Furthermore, different stepsize $\alpha(t)$ and quantization parameter $\beta(t)$ satisfying conditions (52), (53) and (54) will affect the convergence rate of Algorithm 1. We have the following Corollary 2.

Corollary 2: When stepsize $\alpha(t)$ and quantization parameter $\beta(t)$ satisfy the condition (42), (43) and (44), the convergence rate is determined by
\[
\max \left\{ \frac{1}{T} \sum_{t=1}^{T+\tau} \beta(t), \frac{1}{T} \sum_{t=1}^{T+\tau} \alpha(t), \frac{1}{T\alpha(T + \tau)} \right\}.
\]

Proof: When $T$ is sufficiently large, we have
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t)\beta(t) \leq \frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t), \quad \frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t)^2\beta^2(t) \leq \frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t).
\]

From condition (43), we know that
\[
\lim_{T \to \infty} \alpha(t) = 0.
\]
Therefore, when $T$ is sufficiently large, we have
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t) = \frac{1}{T} \sum_{t=0}^{T+\tau} \beta(t) = 0.
\]

From Theorem 2, we know that the convergence rate of Algorithm 1 is determined by
\[
\max \left\{ \frac{1}{T} \sum_{t=1}^{T+\tau} \beta(t), \frac{1}{T} \sum_{t=1}^{T+\tau} \alpha(t), \frac{1}{T\alpha(T + \tau)} \right\}
\]

Corollary 2 analyze the convergence rate of Algorithm 1 under limited communication capacity. Next we will discuss the convergence rate of Algorithm 1 with stepsize $\alpha(t) = \frac{1}{(T+1)^{\rho}}$, quantization parameter $\beta(t) = \frac{1}{(T+1)^{\rho}}$, where $0 < \rho_1, \rho_2 < 1$.

Corollary 3: For the stepsize $\alpha(t) = \frac{1}{(T+1)^{\rho}}$, quantization parameter $\beta(t) = \frac{1}{(T+1)^{\rho}}$, where $0 < \rho_1, \rho_2 < 1$, the convergence rate of Algorithm 1 is $O(1/T^\rho)$, where $\rho = \min\{\rho_1, \rho_2, 1 - \rho_1\}$.

Proof: From Corollary 2, we need to analyze three terms $\frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t)$, $\frac{1}{T} \sum_{t=0}^{T+\tau} \beta(t)$ and $\frac{1}{T\alpha(T + \tau)}$ in (55). For the term $\frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t)$ and $T > \tau + 2$, we have
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t) \leq \frac{1}{T} \left( 1 + \int_{1}^{T+\tau+1} \frac{1}{1 + z^{\rho}} dx \right)
\]
\[
\leq \frac{2^{1-\rho_1} - 1}{1 - \rho_1} - \frac{1}{T - 1}. \quad (56)
\]
For the term $\frac{1}{T} \sum_{t=0}^{T+\tau} \beta(t)$ and $T > \tau + 2$, similar to (56), we have
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} \beta(t) \leq \frac{2^{1-\rho_2} - 1}{1 - \rho_2} - \frac{1}{T - 1}. \quad (57)
\]
For the term $\frac{1}{T\alpha(T + \tau)}$ and $T > \tau + 1$, we have
\[
\frac{1}{T\alpha(T + \tau)} \leq \frac{T^{1-\rho_1}}{2^{\rho_1} - 1}. \quad (58)
\]
We define that \( \rho = \min\{\rho_1, \rho_2, 1 - \rho_1\} \). Thus the convergence rate is \( O(1/T^\rho) \). The proof is completed. ■

The following table shows the convergence rate of different stepsize \( \alpha(t) \) and quantization parameter \( \beta(t) \).

| \( \alpha(t) \) | \( \beta(t) \) | \( 1/T^0.1 \) | \( 1/T^0.5 \) | \( 1/T^0.9 \) |
|----------------|----------------|--------------|--------------|--------------|
| \( 1/T^0.5 \)  | \( 1/T^0.1 \) | \( 1/T^0.25 \) | \( 1/T^0.5 \) | \( 1/T^0.25 \) |
| \( 1/T^0.75 \) | \( 1/T^0.1 \) | \( 1/T^0.25 \) | \( 1/T^0.75 \) | \( 1/T^0.25 \) |

Next we will discuss how to select appropriate stepsize \( \alpha(t) \) and quantization parameter \( \beta(t) \) to obtain the optimal convergence rate.

**Corollary 4:** The optimal convergence rate is \( O(1/\sqrt{T}) \) as we select \( \alpha(t) = \frac{1}{(t+1)^\rho} \) and \( \beta(t) = \frac{1}{(t+1)^{2\rho}} \), where \( \rho_1 = \frac{1}{2} \) and \( \frac{1}{2} \leq \rho_2 < 1 \).

**Proof:** From Corollary 3, we know that the optimal convergence rate is \( O(1/T^\rho) \) and 
\[
\rho = \min\{\rho_1, 1 - \rho_1, \rho_2\} \leq \frac{1}{2},
\]
where \( \rho_1 = \frac{1}{2} \) and then we have \( \min\{\rho_1, 1 - \rho_1, \rho_2\} = \frac{1}{2} \). The optimal convergence rate is \( O(1/\sqrt{T}) \). The proof is completed. ■

**Remark 6:** The proposed adaptive quantization method is designed from uniform quantization method by updating uniform quantizer’s mid-value and interval size at each iteration. As shown in (1), the bitsize of proposed quantizer is \( K + 1 \) in this paper and it can be adjusted to satisfy communication capacity constraints. However, as shown in (3) and (48), small bit size of uniform quantizer would cause large information loss, thus it slows down the convergence rate of algorithm. When bitsize \( K + 1 \) converges to infinity, it implies from (20) that quantization error \( E(t) = 0 \). Then, it implies \( D(T) = 0 \) and remaining \( C(T) \) is the convergence rate of Algorithm 1, where both \( C(T) \) and \( D(T) \) are shown in Theorem 1.

**Remark 7:** The static quantization over subgradient descent algorithm is proposed in [4] and that over dual averaging algorithm is developed in [20]. Compared with static quantization method in [4] and [20], the proposed adaptive quantizer helps to asymptotically alleviate the quantized error to obtain optimal value. However, due to quantization error, only suboptimal value can be obtained in [4], [20]. Moreover, the proposed adaptive quantization will not slow down the convergence rate of distributed optimization algorithm if appropriate parameters are selected according to Corollary 4.

For a special case, when the communication between each agent is perfect, i.e. \( E(t) = 0 \), we have Corollary 5.

**Corollary 5:** The different stepsize \( \alpha(t) = \frac{1}{(t+1)^{\rho}} \), with \( 0 < \rho < 1 \) will affect the convergence rate under perfect communication. The convergence rate is determined by 
\[
\max\{\frac{1}{T} \sum_{t=1}^{T+\tau} \alpha(t), \frac{1}{T_0(T+\tau)}\}.
\]
Furthermore, the optimal convergence rate is \( O(1/\sqrt{T}) \) and the corresponding stepsize is \( \alpha(t) = \frac{1}{\sqrt{T}} \).

**Proof:** When the communication between each agent is perfect, that is to say there is no quantization between communication. Then we have \( E(t) = 0 \) and substitute it into inequality (41). That is 
\[
f(\hat{z}(T)) - f(x^*) 
\leq \left\{ \frac{(2B + 1)G^2}{2\sigma_\phi} + \frac{G^2}{2\sigma_\phi} + \frac{2BG^2}{N\sigma_\phi} \right\} \frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t) 
+ \left( \frac{2N\sigma_\phi\gamma_\omega}{1 - \gamma^2} + \frac{2\sigma_\phi\gamma_\omega}{1 - \gamma} \right) \frac{1}{T} + \frac{D_\phi}{T\alpha(T+\tau)}.
\]
When \( T \) is large enough, we have 
\[
\frac{1}{T} \leq \alpha(T+\tau) T.
\]
Therefore, the convergence rate is determined by 
\[
\max\{\frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t), \frac{1}{T_0(T+\tau)}\}.
\]
From inequalities (56) and (58), we know that 
\[
\frac{1}{T} \sum_{t=0}^{T+\tau} \alpha(t) \leq \frac{2\rho\alpha}{1 - \rho} \frac{1}{T_0} \leq \frac{1}{T_0}(1 - \rho_1).
\]
Therefore, the convergence rate is \( O(1/T^\rho) \), where \( \rho = \min\{\rho_1, 1 - \rho_1, \rho_2\} \). We know that 
\[
\min\{\rho_1, 1 - \rho_1, \rho_2\} = \frac{1}{2}.
\]
When \( \rho_1 = \frac{1}{2} \), we have \( \min\{\rho_1, 1 - \rho_1\} = \frac{1}{2} \). The optimal convergence rate is \( O(1/\sqrt{T}) \). The proof is completed. ■

**Remark 8:** The distributed subgradient method with adaptive quantization (DSAQ) is proposed in [33] to solve distributed optimization problems over a static communication network with timedly subgradient information. Compared with [33], the convergence rate in this paper is \( O(1/\sqrt{T}) \) while that is \( O(\ln T/\sqrt{T}) \) in [33]. Moreover, a class of time-varying communication network and delayed subgradient information are considered in this paper, which are more realistic.

**Remark 9:** Our previous works propose a distributed zeroth-order mirror descent algorithm for constrained optimization over time-varying network in [11], [22], [23] and distributed stochastic mirror descent method for strongly convex objective functions in [10]. A novel online distributed mirror descent method has been proposed for composite objective functions in [9]. In this paper, we largely improve our previous works [9], [11], [10] on distributed mirror descent methods in several aspects. In the literature of distributed mirror descent, this paper is the first work to propose the adaptive quantization method to address limited communication channel and simultaneously take delayed subgradient information into consideration in distributed mirror descent type algorithms. Moreover, the optimal convergence rate \( O(1/\sqrt{T}) \) is derived under appropriate conditions.

| VI. SIMULATIONS |

In this section, we consider the following distributed estimation problem [2]: 
\[
\min_{x \in \mathbb{R}} \frac{1}{N} \sum_{j=1}^{N} a_j \|x - b_j\|^2, \tag{59}
\]
over a sequence of time-varying sensor network, where \( a_j \in \mathbb{R} \) and \( b_j \in \mathbb{R}^n \). The size of the network is \( N = 30 \) and the dimension of the variable \( x \) is \( n = 10 \). The sequence of time-varying network satisfies \( B \) connectivity.

The domain of this system \( \mathcal{X} \) is bounded and closed with 
\[
\mathcal{X} = \{ x \in \mathbb{R}^n | 0 \leq x \leq 100, j = 1, 2, \ldots, n \}. 
\]
We will use mirror descent algorithm under delayed subgradient information $\tau$, where $\tau = 0$ means that subgradient information is timely. We choose the distance generating function $\phi_1(x) = \sum_{i=1}^n e^{x_i}$, and the corresponding Bregman divergence $V_1(x,y) = \sum_{i=1}^n (e^{x_i} - (x_i - y_i + 1)e^{y_i})$. Note that $\phi_1(x)$ satisfies Lipschitz continuity on compact set and $V_1(x,y)$ satisfies separate convexity. We use the relative error $e_1(T)$ of agent $i$ as $e_1(T) = \frac{|\hat{x}_i(T)-f(x^*)|}{f(x^*)}$ to show $f(\hat{x}_i(T))$ converges to $f(x^*)$ intuitively.

### A. Quantization Effect

In this subsection, we will show the quantization’s effect to the convergence of Algorithm 1. We consider Algorithm 1 with stepsize $\alpha(t) = \frac{1}{\sqrt{T+1}}$ with adaptive quantizer ($\beta(t) = \frac{1}{\sqrt{T+1}}$) and without quantizer under different time delay $\tau$. In the Fig. 1, we choose nodes 1 and 2 arbitrarily among the network for illustration. The line means the relative error between arbitrarily selected node $f(\hat{x}_i(T))$ and optimal value $f(x^*)$.

![Fig. 1. Different Parameters Comparisons](image)

From Fig. 1, we can find that the relative error of each agent keeps on decreasing. However, we can also find that the convergence rate under quantizer (red and yellow lines) is much slower than that under perfect communication channel (blue and green lines). The Fig. 1 reflects quantization will slow down the convergence rate.

### B. Stepsize Effect and Quantization Effect

In this subsection, we will show the convergence rate of Algorithm 1 under different stepsizes and different quantization parameters.

![Fig. 2. Different Parameters Comparisons](image)

In Fig. 2(a), quantization parameter is $\beta(t) = \frac{1}{\sqrt{T+1}}$ and stepsize is $\alpha(t) = \frac{1}{\sqrt{T+1}}$, where $\rho_1 = 0.38, 0.42, 0.46, 0.5$. The correspond convergence rate is $O(1/T^{1-\rho_1})$ under different $\rho_1$. In Fig. 2(b), stepsize is $\alpha(t) = \frac{1}{\sqrt{T+1}}$ and quantization parameter is $\beta(t) = \frac{1}{(T+1)^{\rho_2}}$, where $\rho_2 = 0.4, 0.43, 0.46, 0.5$. The correspond convergence rate is $O(1/T^{\rho_2})$ under different $\rho_2$. Thus, the results in Corollary 3 is verified in this numerical experiment.

### C. Bitsize Effect

In this subsection, we compare the convergence rate of algorithm under different bitizes.

![Fig. 3. Different Bitsizes Comparisons](image)

From Fig. 3, higher bitsize has faster convergence rate as discussed in Remark 6.

### D. Comparisons with Static Quantizer

In this subsection, we compare the proposed adaptive quantization method with static quantizer in [20].

![Fig. 4. Static Quantizer and Adaptive Quantizer](image)

From yellow and red lines in Fig. 4, we can know that only suboptimal value can be obtained under mirror descent algorithm with static quantizer. After about 10000 iterations, the relative errors of nodes 1 and 2 are no longer decreasing. From blue and black lines in Fig. 4, the relative errors of nodes 1 and 2 keep on decreasing. This numerical example demonstrates the results in Remark 7.

### E. Comparisons with Distributed Subgradient Method

In this subsection, we will compare the convergence performance of Algorithm 1 with DSAQ in [33] (see Remark 8). We will use Algorithm 1 and DSAQ to solve problem (59). The stepsize of Algorithm 1 and DSAQ is $\alpha(t) = \frac{1}{\sqrt{T+1}}$ and the quantization parameter of Algorithm 1 is $\beta(t) = \frac{1}{\sqrt{T+1}}$.

![Fig. 5. Algorithm 1 and DSAQ](image)
From Fig. 5, we know that the relative error of each agent keeps on decreasing in Algorithm 1 and DSAQ. Moreover, the convergence performance of Algorithm 1 is better than that of DSAQ, which demonstrates the conclusions in Remark 8.

VII. CONCLUSION

This paper has studied the mirror descent algorithm with delayed subgradient information under adaptive quantization. We design adaptive quantization method to solve the limited communication channel and analyze the convergence of Algorithm 1 with different stepizes and quantization parameters. The optimal convergence rate $O(n^{-1/2})$ can be obtained under appropriate conditions. This paper has improved many previous works (e.g. [6], [9], [11], [10], [33]) in different aspects. Some numerical examples have been presented to demonstrate the effectiveness of the algorithm and verify the theoretical results. For the future work, we can consider how to use adaptive method in other settings, such as dual averaging algorithm [5], online composite optimization [9]. Furthermore, we shall investigate distributed optimization over event triggering schemes to relieve the burden of network bandwidth occupation [37], [38]. We shall also consider the possibility to extend the obtained results to communication time delay [39], and input time delay setting [40], [41], [42].

VIII. APPENDIX

A. Proof of Lemma 6

Before proving Lemma 6, we need to extend some Lemmas in the text of the paper.

Lemma 9: $\{\tilde{y}_i(t)\}$ and $\{y_i(t - \tau)\}$ are sequences generated by Algorithm 1. Then we have

$$\begin{align*}
\langle g_i(t - \tau), \tilde{y}_i(t) - x^* \rangle & \leq \frac{1}{\alpha(t)} \langle V_{\phi}(x^*, \tilde{y}_i(t)) - \frac{1}{\alpha(t)} V_{\phi}(x^*, x_i(t + 1)) + \frac{G^2 \alpha(t)}{2} \rangle.
\end{align*}$$

Proof: For the first order optimality condition, for $\forall x \in X$ we have $\langle \alpha(t) \tilde{y}_i(t - \tau), x - x_i(t + 1) \rangle \geq 0$. Thus we select $x = x^*$ and we have

$$\langle \alpha(t) g_i(t - \tau), x - x_i(t + 1) \rangle \geq 0.$$

From Bregman divergence’s definition and strong convexity of $\phi$, rearrange terms in (60) and we have

$$\begin{align*}
\langle \alpha(t) g_i(t - \tau), x_i(t + 1) - x^* \rangle & \leq V_{\phi}(x^*, \tilde{y}_i(t)) - V_{\phi}(x^*, x_i(t + 1)) - \frac{\sigma_\phi}{2} \langle x_i(t + 1) - \tilde{y}_i(t) \rangle^2.
\end{align*}$$

(61)

From Cauchy inequality, we have

$$\begin{align*}
\langle \alpha(t) g_i(t - \tau), x_i(t + 1) - x^* \rangle & \geq -\frac{\alpha^2(t)}{2 \sigma_\phi} \|g_i(t - \tau)\|^2 - \frac{\sigma_\phi}{2} \langle x_i(t + 1) - \tilde{y}_i(t) \rangle^2.
\end{align*}$$

(62)

Combining inequality (61) and (62), we have $\langle \alpha(t) g_i(t - \tau), \tilde{y}_i(t) - x^* \rangle \leq \frac{G^2 \alpha(t)}{2} + \frac{1}{\alpha(t)} (V_{\phi}(x^*, \tilde{y}_i(t)) - V_{\phi}(x^*, x_i(t + 1)))$. The proof of Lemma 8 is completed.

Lemma 10: $\{x_i(t)\}$ is generated by Algorithm 1. $e_i(t)$ and $p_i(t)$ are defined as equations (15) and (16). Then we have

$$\begin{align*}
V_{\phi}(x^*, x_j(t) + e_j(t) + p_i(t)) & \leq V_{\phi}(x^*, x_j(t)) + 2(4N^2 + 1) L_{\phi} E^2(t) + (2N + 1) L_{\phi} \sqrt{\frac{2D \phi}{\sigma_\phi}} E(t).
\end{align*}$$

(63)

Proof: Follow from mean value formula, there exists a $0 \leq \xi \leq 1$ such that $\phi(x_j(t) + e_j(t) + p_i(t)) = \phi(x_j(t)) + \langle \nabla \phi(x_j(t) + \xi e_j(t) + p_i(t)), e_j(t) + p_i(t) \rangle$. Before we use Lipschitz continuous of $\phi$ from Assumption 5, we need to show that $x_j(t) + e_j(t) + p_i(t) \in X$. From definition of quantization error, we know that $Q_j(z_j(t), d(t), x_j(t)) = x_j(t) + e_j(t)$.

Moreover, from definition of quantization function $Q_j$ (2), we know that

$$\begin{align*}
z_j(t) - d(t) \leq Q_j(z_j(t), d(t), x_j(t)) \leq z_j(t) + d(t).
\end{align*}$$

From (11), (20), (22) and $0 < \alpha(t), \beta(t) < 1$, we know that

$$\begin{align*}
\|d(t)\| & \leq \frac{G_0(t) \beta(t)}{\alpha_0(t)} \leq \frac{G\alpha(t)}{\sigma_\phi}.
\end{align*}$$

(64)

From the first term (64), from separate convexity of $V_{\phi}(x, y)$ and Lemma 10, we have

$$\begin{align*}
&\sum_{t=1}^{T+\tau} \sum_{i=1}^{N} \left\{ V_{\phi}(x, y_i(t)) - V_{\phi}(x, x_i(t + 1)) \right\} \\
&\leq \frac{1}{\alpha(t)} \sum_{t=1}^{T+\tau} \sum_{i=1}^{N} \left\{ N V_{\phi}(x^*, y_i(t)) - N V_{\phi}(x^*, x_i(t + 1)) \right\} \\
&+ \frac{N G^2}{2 \sigma_\phi} \sum_{t=1}^{T+\tau} \sum_{i=1}^{N} \langle \nabla \phi(x^*, x_i(t + 1)) \rangle.
\end{align*}$$

(65)

For the first term in (65), it is upper bounded by $\sum_{j=1}^{N} D_{\phi}(\frac{1}{\alpha(t) + 1}) + \sum_{t=1+\tau}^{T+\tau} (\frac{1}{\alpha(t) - 1})$, which is equal to $\frac{\sum_{j=1}^{N} D_{\phi}(\frac{1}{\alpha(t) + 1}) + \sum_{t=1+\tau}^{T+\tau} (\frac{1}{\alpha(t) - 1})}{\alpha(t)}$. Then substitute it into (65) and then substitute
inequality \((65)\) into \((64)\), we have
\[
\sum_{t=1}^{T+\tau} \sum_{i=1}^{N} (g_i(t-r), \tilde{y}_i(t) - x^*) 
\leq (2N^2 + N)L\phi \sqrt{\frac{2D_D}{\phi}} \sum_{t=1+\tau}^{T+\tau} \frac{E(t)}{\alpha(t)} + \frac{NG^2}{2\phi} \sum_{t=1+\tau}^{T+\tau} \alpha(t) 
+ \frac{ND\phi}{\alpha(T+\tau)} + (8N^3 + 2N)L\phi \sum_{t=1+\tau}^{T+\tau} \frac{E^2(t)}{\alpha(t)}.
\]
Therefore, we have \(\frac{1}{T+\tau} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} (g_i(t-r), \tilde{y}_i(t) - x^*) \leq B_1\). The proof is completed. 

B. Proof of Lemma 7

Proof: From Cauchy inequality and the upper bound of subgradient, we have
\[
(g_i(t-r), \tilde{y}_i(t-r) - \tilde{y}_i(t)) \leq ||g_i(t-r)|| \cdot ||\tilde{y}_i(t-r) - \tilde{y}_i(t)|| \leq G||g_i(t-r) - \tilde{y}_i(t)||. \tag{66}
\]
After summing up inequality \((66)\) from \(t = r+1\) to \(T+\tau\) and dividing both side by \(N_T\), we have
\[
\frac{1}{N_T} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} (g_i(t-r), \tilde{y}_i(t-r) - \tilde{y}_i(t)) 
\leq \frac{G}{N_T} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} ||\tilde{y}_i(t-r) - \tilde{y}_i(t)||. \tag{67}
\]
For \(||\tilde{y}_i(t-r) - \tilde{y}_i(t)||\), from triangle inequality, we have
\[
||\tilde{y}_i(t-r) - \tilde{y}_i(t)|| \leq \sum_{k=t-r}^{t} ||\tilde{y}_i(k) - \tilde{y}_i(k+1)||. \tag{68}
\]
For \(||\tilde{y}_i(k) - \tilde{y}_i(k+1)||\), from triangle inequality, we have \(||\tilde{y}_i(k) - \tilde{y}_i(k+1)|| \leq \sum_{k=t-r}^{t} ||x_j(k+1) - x_j(k)||\). \tag{69}

The sequence \(\{\alpha(t)\}\) and \(\{E(t)\}\) are non-increasing and substitute inequality \((69)\) into \((68)\), we have
\[
\frac{||\tilde{y}_i(t-r) - \tilde{y}_i(t)||}{\alpha(t)} \leq \frac{G}{\alpha(t)} r + 3NrE(t-r) 
+ \sum_{k=t-r}^{t-1} \sum_{j=1}^{N} ||x_j(k+1) - x_j(k)||. \tag{70}
\]
Substitute inequality \((70)\) into \((67)\) and we have
\[
G \frac{T+\tau}{N_T} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} ||\tilde{y}_i(t-r) - \tilde{y}_i(t)|| 
= \frac{G}{N_T} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} \sum_{k=t-r}^{t-1} \sum_{j=1}^{N} ||x_j(k+1) - x_j(k)|| 
+ \frac{G}{\alpha(T+\tau)} ||\alpha(t-r) + 3NrG \sum_{t=1+\tau}^{T+\tau} E(t-r). \tag{71}\]
For the first term of \((71)\), we have
\[
\frac{G}{N_T} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} \sum_{k=t-r}^{t-1} \sum_{j=1}^{N} ||x_j(k+1) - x_j(k)|| 
\leq \frac{G}{\alpha(T+\tau)} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} ||x_j(t) - x_j(t)||. \tag{72}\]
From Lemma 8, we have
\[
\sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} ||x_j(t) - x_j(t)|| \leq \frac{2N\omega}{1-\gamma} A + 2B \sum_{t=0}^{T} \frac{Go(t)}{\alpha} + 3NE(t) \tag{73}\]
Thus we have
\[
\sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} ||x_j(t) - x_j(t)|| 
\leq 2N^2\omega \frac{A}{1-\gamma} + 2BNG\frac{Go(t)}{\alpha} + 3NE(t). \tag{74}\]
Substitute inequality \((73)\) into \((72)\) and we have
\[
\sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} ||x_j(t) - x_j(t)|| 
\leq 2NG\frac{Go(t)}{\alpha} + 3NE(t). \tag{75}\]
Substitute inequality \((74)\) into \((71)\) and substitute \((71)\) into \((67)\), then we have \(\frac{1}{T+\tau} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} ||x_j(t-r), \tilde{y}_i(t-r) - \tilde{y}_i(t)|| \leq \frac{1}{T+\tau} \sum_{t=1+\tau}^{T+\tau} \sum_{i=1}^{N} \sum_{k=t-r}^{t-1} ||x_j(k+1) - x_j(k)|| \leq B_2\). The proof is completed. 

C. Proof of Lemma 8

Proof: We define that \(A = \sum_{j=1}^{N} ||x_j(0)||\), \(B = (2N + \frac{N^2\omega}{1-\gamma})\) and we will show the bound of \(||x_j(t) - x\||\).
\[
||x_j(t) - x\|| = ||\sum_{j=1}^{N} ||P(t)||_{ij}(x_j(t) - P(t))|| \leq 3NE(t). \tag{76}\]
Therefore, from Lemma 1, Lemma 5 and \((75)\), we have
\[
||x_j(t) - x\|| \leq \omega^{t-1} A + \sum_{s=1}^{t-1} \omega^{t-s-1} \sum_{j=1}^{N} ||c_j(s-1) + \epsilon_j(s-1)|| 
\leq \omega^{t-1} A + 2|\frac{Go(t-1)}{\alpha} + 3NE(t-1)| \tag{77}\]
Then we have
\[
||x_j(t) - x\|| \leq 2\omega^{t-1} A + 4\{|\frac{Go(t-1)}{\alpha} + 3NE(t-1)| \}
+ 2N \omega^{t-s-1} \left(\frac{Go(s-1)}{\alpha} + 3NE(s-1)\right). \tag{78}\]
Therefore, we have
\[
\sum_{j=1}^{N} ||x_j(t) - x\|| \leq \frac{2N\omega}{1-\gamma} A + 2B \sum_{t=0}^{T} \frac{Go(t)}{\alpha} + 3NE(t) \tag{79}\]
\[
\sum_{j=1}^{N} ||x_j(t) - x\|| \leq \frac{2N\omega}{1-\gamma} A + 2B \sum_{t=0}^{T} \frac{Go(t)}{\alpha} + 3NE(t). \tag{80}\]
The proof is completed.
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