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Fig. 1. The proposed multifocal stereoscopic projection mapping technique mitigates the vergence–accommodation conflict by placing the virtual image (as an optical term) at the desired distance from an observer using focal-sweep active shutter glasses and a synchronized high-speed projector. (a) Prototype system; (b) experimental setup to show the multifocal appearance of Stanford bunnies onto a flat surface (D) whose virtual images were placed, from near to far, at points at which three physical objects (A–C) were placed; (c–e) captured scene observed through a focal-sweep lens. The bunnies, as well as the physical objects, appeared focused from the bottom to the top according to the focus distance of the camera lens at (c) near, (d) middle, and (e) far.

Abstract—Stereoscopic projection mapping (PM) allows a user to see a three-dimensional (3D) computer-generated (CG) object floating over physical surfaces of arbitrary shapes around us using projected imagery. However, the current stereoscopic PM technology only satisfies binocular cues and is not capable of providing correct focus cues, which causes a vergence–accommodation conflict (VAC). Therefore, we propose a multifocal approach to mitigate VAC in stereoscopic PM. Our primary technical contribution is to attach electrically focus-tunable lenses (ETLs) to active shutter glasses to control both vergence and accommodation. Specifically, we apply fast and periodical focal sweeps to the ETLs, which causes the “virtual image” (as an optical term) of a scene observed through the ETLs to move back and forth during each sweep period. A 3D CG object is projected from a synchronized high-speed projector only when the virtual image of the projected imagery is located at a desired distance. This provides an observer with the correct focus cues required. In this study, we solve three technical issues that are unique to stereoscopic PM: (1) The 3D CG object is displayed on non-planar and even moving surfaces; (2) the physical surfaces need to be shown without the focus modulation; (3) the shutter glasses additionally need to be synchronized with the ETLs and the projector. We also develop a novel compensation technique to deal with the “lens breathing” artifact that varies the retinal size of the virtual image through focal length modulation. Further, using a proof-of-concept prototype, we demonstrate that our technique can present the virtual image of a target 3D CG object at the correct depth. Finally, we validate the advantage provided by our technique by comparing it with conventional stereoscopic PM using a user study on a depth-matching task.

Index Terms—Stereoscopic projection mapping, multifocal display, vergence–accommodation conflict

1 INTRODUCTION

Stereoscopic projection mapping (PM) enables a user to see a three-dimensional (3D) computer-generated (CG) object floating over the physical surfaces of arbitrary shapes around them using projected imagery. This technique can also be used to visually deform the surfaces. These illusory effects are achieved by tracking an observer’s viewpoint, rendering the perspective-correct images with proper disparity for each eye, and projecting the two images in a time-sequential manner in each frame. The projected images are observed through active-shutter glasses consisting of liquid crystal (LC) shutters, which prevent interference between the two images for both eyes. There are several technical advantages of using stereoscopic PM over other types of augmented reality (AR) displays such as optical see-through (OST) and video see-through (VST) head-mounted displays (HMD). First, the field-of-view (FOV) can be made as wide as possible by increasing the number of projectors to cover the entire environment. Second, the active-shutter glasses used are normally much lighter, and, thus, their physical burden is less than HMDs. Third, multiple users can share the same AR experience if their viewpoints are sufficiently close to each other. Thanks to these advantages, researchers have found stereoscopic PM to be suitable for a wide range of applications, including but not limited to museum guides [63], architecture planning [38], product design [68], medical training [35], shape-changing interfaces [40], and teleconferencing [5].

In many of these applications, it is important to create a faithful impression of the 3D structure of the projected object or scene. However, like most commercial virtual reality (VR) and AR displays, current stereoscopic PM only satisfies binocular cues and is not capable of
providing the correct focus cues, which causes a problem called the vergence–accommodation conflict (VAC). Vergence refers to the simultaneous movement of both eyes in opposite directions to obtain single binocular vision, while accommodation refers to the process by which each eye changes its optical power to focus on an object as its distance varies. The uncoupling of the vergence and accommodation causes significant discomfort, fatigue, and a distorted 3D perception for the observer [23]. While many approaches have been proposed to mitigate the VAC in VR/AR displays (see Sect. 2), to the best of our knowledge, no technical solution has yet been presented for the VAC in stereoscopic PM.

We propose a multifocal approach to improve the mismatch between vergence and accommodation in stereoscopic PM. Our primary technical contribution is to attach electrically focus-tunable lenses (ETL) to active-shutter glasses to control both vergence and accommodation. Specifically, we apply fast and periodic focal sweeps to the ETLs, which causes the “virtual image” (as an optical term) of every part of the real scene seen through the ETLs to move back and forth during each sweep period. In each frame, we first render the perspective correctly images of a 3D CG object for both eyes. Then, we project them from a synchronized high-speed projector at the exact moment that the virtual image of the projected imagery on a real surface is located at a desired distance from the ETLs. Thus, each part of the surface is projected for a short period of time during each sweep period. The frequency of the focal sweep is higher than the critical flicker fusion frequency (CFF) so that the observer perceives the time integral of the scene appearances during the sweep period.

This paper introduces the technical details of our computational algorithms, which are jointly designed with the optics and hardware. Particularly, we solve three technical issues that are unique to stereoscopic PM: (1) The 3D CG object is displayed on non-planar and even moving surfaces; (2) the physical surfaces that are also seen through the ETLs need to be shown without the focus modulation; (3) the LC shutter glasses also need to be synchronized with the ETLs and the projector to provide the correct binocular cues as well as the focus cues.

On the other hand, in other AR/VR displays, (1) the 3D CG object is displayed on a planar and fixed display panel, (2) observers do not see a real scene through ETLs, and (3) shutter glasses are not used. We also develop a novel compensation technique to address the “lens breathing” artifact, which varies the retinal size of the virtual image through focal length modulation. Using a proof-of-concept prototype, we demonstrate that our technique can present the correct images in stereoscopic PM. Particularly, we solve three technical issues unique to stereoscopic PM, and propose a general computational solution for the lens breathing artifacts.

2 RELATED WORK

2.1 Stereoscopic PM

Since the pioneering work conducted on rendering perspective correctly images on non-planar physical surfaces using projected imagery [59], much research has been carried out on stereoscopic PM. Due to several advantages, such as the wider FOV and fewer physical burdens than other types of VR/AR displays, stereoscopic PM has been applied in various fields. Telepresence has been considered a particularly suitable application of stereoscopic PM. The 3D shape and appearance of a distant person are captured using an RGB-D camera and displayed on local physical surfaces using projected imagery to make it appear as the distant person exists in the same room [67] or behind a wall [55]. Stereoscopic PM has also been applied in architecture planning [69], where new structures of a building are displayed on a wall of the building. In the car industry, it was found that stereoscopic PM has the potential to assist in interior designing such that designers can examine the shape of a dashboard without needing to fabricate physical mock-ups [68]. Stereoscopic PM has also been applied in medical training [35], where human organs inside a body are projected on the body. By focusing on expanding the application fields, previous works have not sufficiently considered the VAC, which, thus, remains an unsolvable and challenging technical issue in stereoscopic PM.

Various types of human perceptual properties in stereoscopic PM have been investigated. For example, Okutani et al. found that stereoscopic PM induces capture where the depth observed during stereoscopic PM is automatically introduced to the texture of a physical surface even when the texture conveys no disparity information [54]. Other researchers found that pseudo-haptic illusions occur in stereoscopic PM, where a user can feel bumps on a physically flat surface on which apparent bumps are overlaid [23]. Depth perception in stereoscopic PM has been more intensively analyzed than the other properties. Certain researchers tested the depth estimation ability of human participants given the binocular disparity in stereoscopic PM [21, 62], while others did it with additional apparent cues such as color and texture [64]. However, due to the lack of a stereoscopic PM system that satisfies both binocular and focus cues, how the depth estimation accuracy is affected when the VAC is mitigated has not yet been investigated.

2.2 Mitigating the VAC

In VR and AR applications, CG images need to create a faithful impression of the 3D structure of the depicted object or scene. Unfortunately, commercially available 3D displays often yield perceptual distortions in the 3D structure due to the mismatch between binocular and focus cues. The VAC causes viewer fatigue and discomfort as well as distortions in the perceived depth [53, 77]. Much research has been carried out in an attempt to solve the VAC issue in both VR and AR displays, which include varifocal displays (VR [32, 36, 38, 35] and AR [10, 15, 18, 30, 75]), multifocal displays (VR [11, 14, 27, 33, 50, 52, 61] and AR [4, 16, 41, 42, 44, 60, 65]), light field displays (VR [23, 26, 39] and AR [46, 48]), holographic displays (VR [11, 12, 49, 58] and AR [30, 47]), and other display techniques, such as those that use color information [2, 17]. Unfortunately, despite the substantial effort that has been put into solving the VAC for stereoscopic flat-panel displays and HMDs, researchers have not focused on the issue for stereoscopic PM. Previous works closely related to stereoscopic PM are associated with light field [23] and tomographic [31] projection systems. These technologies have been developed for conventional flat projection screens and, thus, are not directly applied to PM, where the projection target includes potentially non-planar and even moving surfaces. Furthermore, these works required customized, special projection devices, which potentially hinder developers from using them in the actual fields of application.

Among the four display technologies mentioned above, light field and holographic displays are not suitable for stereoscopic PM. Since it is not assumed to install tailored optical elements in the environment in general PM applications, light field and holographic displays—which, for instance, need to embed an angle-expanding material [23] and a phase modulator [47] onto physical surfaces—are not generally applicable for stereoscopic PM. Varifocal and multifocal displays basically share the same optical display architecture—both apply focus-tunable near-eye optics for displaying 3D CG objects with correct focus cues. The major difference between the two displays is that varifocal displays
An advantage of our technique is that it does not need customized, VAC by applying a multifocal approach. On top of the conventional VR \[32, 36, 38, 55\] and AR \[66, 67\] displays. Therefore, this improves the depth estimation accuracy in stereoscopic PM using a computational algorithms to achieve this goal. In particular, we describe stereoscopic PM framework, we apply additional optics (ETLs) and specially offer multiple depths to simulate a 3D scene without considering the condition that \(d_{n1} \) and \(d_{n2} \) are fixed at \( \frac{1}{5} \) m and \( \frac{1}{5} \) m, respectively.

actively track the accommodation of the eye in real-time and provide a correct image at the interested depth, while multifocal displays passively offer multiple depths to simulate a 3D scene without considering where the eye focuses \[73\]. In stereoscopic PM, the real scene is also seen through the focus-tunable near-eye optics because a 3D CG object is projected directly onto a surface in the scene. Therefore, when a varifocal approach is employed, a user needs to observe the real scene with a foveal setting that is optimized for the projected 3D CG object. This focus modulation can possibly create an unnatural view of the real scene. In addition, the projection surface can be non-planar. In this case, the projected 3D CG object is not positioned at the same distance from the observer, and, thus, a spatially-varying focal control is required to provide the correct focus cues. However, a varifocal approach assumes a spatially uniform operation. Furthermore, it is not preferable to add an eye-tracking sensor system to the active-shutter approach assumes a spatially uniform operation. Furthermore, it is not preferable to add an eye-tracking sensor system to the active-shutter glasses. As a result, a user can observe the virtual image of a 3D CG object when the optical power of the ETL is exactly \(d_{n1} \) because the surface can be non-planar and can move in stereoscopic PM. Therefore, we place the virtual image of a projected 3D CG object at a desired distance by adjusting the optical power \(v(d_{p}, d_{i})\) according to both \(d_{p} \) and \(d_{i} \).

We apply a fast focal sweep to the ETL, where its optical power is periodically modulated between \(v_{n1} (v_{n} < v_{n1}) \) at \( f \) Hz such that \( f \) is higher than the CFF. When the physical surface is lit by normal room lighting, the virtual image of the surface periodically moves between the near end (when the optical power is \(v_{n} \)) and the far end (when it is \(v_{n1} \)) along the ETL’s optical axis. In our system, we turn off the room light and project the desired 3D CG object onto the surface when the optical power of the ETL becomes \(v(d_{p}, d_{i})\) for each focal sweep period. We can locate the virtual image at the desired distance \(d_{i} \) under the condition that the optical power is within the range of \(v_{n1} \leq v(d_{p}, d_{i}) \leq v_{n} \).

Given the desired location range of the virtual image of a projected 3D CG object and the position of a projection surface, the sweep range required to place the virtual image at the desired location is determined. Suppose that the distance from the near end of the virtual image to the surface is \(d_{n1} \) and that from the far end to the surface is \(d_{n2} \) (Figs. 2\(a\) and 2\(b\)), the relationship between \(v_{n} \) and \(d_{n1} \) and that between \(v_{n1} \) and \(d_{n2} \) can be formulated as follows according to the thin lens equation:

\[
v_{n} = \frac{1}{d_{p}} - \frac{1}{d_{n1}} - \frac{1}{d_{n2}}.
\]

The right-hand side graph in Fig. 2\(c\) shows the required sweep range computed by Eq. 2 when \(d_{n1} \) is changed from \(\frac{1}{5} \) m to 5 cm under the condition that \(d_{n1} \) and \(d_{n2} \) are fixed at \(\frac{1}{5} \) m and \(\frac{1}{5} \) m, respectively. The graph indicates that the required sweep becomes larger when the distance between the ETL and the surface is shorter. Therefore, we determine the sweep range from the desired location range of the virtual image of a 3D CG object projected onto the nearest surface from the ETL.

In an actual setup, the projector can display only a limited number of images \(N\) during a sweep period. Therefore, it is not always possible to project a 3D CG object when the optical power of the ETL is exactly \(v(d_{p}, d_{i})\). To overcome this constraint, we sample \(N^2 \) \((\geq N)\) optical powers \(v_{n} \) \((n = 1, \cdots, N)\) within the range between \(v_{n} \) and \(v_{n1} \) such that the projector can display an image at each \(v_{n} \). Then, a 3D CG object is projected at the \(\widehat{n}\)-th optical power in each sweep period when \(v_{n} \) is the closest to \(v(d_{p}, d_{i})\); thus,

\[
\widehat{n} = \arg \min_{n} |v_{n} - v(d_{p}, d_{i})|.
\]
The sampling of the optical power causes a discontinuity in the virtual image of a displayed 3D CG object when the optical power \( v(d_p, d_e) \) is spatially varying and consequently spans two sampled optical powers (e.g., \( v_h \) and \( v_{h+1} \)) (Fig. 3). To alleviate this discontinuity, we apply the “depth filtering” technique introduced in previous work [3]. Depth filtering distributes the radiance between the two nearest projector frames in linear proportion, with distance measured in diopters. Suppose \( r_h \) and \( r_{h+1} \) are the distributed radiance of the original radiance \( r \) to the \( h \)-th and \((h+1)\)-th projection images, respectively; they would be computed as follows:

\[
r_h = r(1 - \frac{v(d_p, d_e) - v_h}{v_{h+1} - v_h}), \quad r_{h+1} = r - r_h.
\]

A previous study showed that depth filtering could provide continuous focus cues [35]. Another work recommended that the sampling interval of the optical power should be less than 0.6 D to provide perceptually continuous focus cues [74]. We follow this guideline when we build our prototype.

### 3.2 Synchronization

To display the virtual image of a 3D CG object at the desired location, we need to synchronize the projector, ETLs, and shutter glasses. We determine our synchronization strategy while considering the following temporal response properties of the devices:

**Projector:** We employ a state-of-the-art off-the-shelf high-speed projector [73]. It projects an image at \( \delta t_p \) ms after a trigger signal is sent from the PC. It is also known that the delay does not vary over time. Therefore, once we measure \( \delta t_p \), in the calibration phase, we can project images at the desired timings by sending the triggers at \( \delta t_p \) prior to the projection. There is also a delay when transferring an image from the PC to the projector (~3 ms). We apply a multi-threading pipeline to perform the projection and transfer the images in parallel, and, thus, the delay of the latter process does not have to be considered during synchronization.

**ETLs:** We use polymer-based ETLs in which the lens consists of an optical fluid sealed off by an elastic polymer membrane. An electromagnetic actuator ring exerts pressure on the outer zone of the lens, which changes its curvature, i.e., the optical power. Polymer-based ETLs can achieve a faster focal change than other ETL types while maintaining a relatively large aperture size. As previous focal sweep systems have shown, the optical power of an ETL can be smoothly modulated when a sinusoidal or triangular wave is applied as the electrical current. Therefore, we apply a sinusoidal wave as the input in our system.

**Shutter glasses:** We use LC-based active-shutter glasses. The LC is transparent (open) in the initial state and becomes opaque (closed) when a voltage is applied. There are two delays to be considered. First, a delay \( \delta t_{e_{20}} \) occurs between the moment we apply the voltage to change the LC state from open to closed till the moment the LC shutter actually closes. Second, there is a longer delay \( \delta t_{e_{20}} \) that occurs when it shifts from the closed to the open states as well. Therefore, we measure these delays during the calibration phase and use them for synchronization.

Figure 4 shows the timing chart of our synchronization strategy. First, the ETLs for the left and right eyes are modulated by supplying them with the same sinusoidal waves \( i(\theta) \) of frequency \( f \) Hz. We divide the optical power waveform into two parts in each period and use the upward curve (from \( v_l \) to \( v_h \)) for the left eye and the downward curve (from \( v_h \) to \( v_l \)) for the right eye. The projector projects images when the optical power \( v(\theta) \) of each ETL becomes \( v_l \). To make this happen, we send a trigger signal to the projector when the phase of the ETL’s input signal is \( 2\pi / \delta t_p \) prior to the target phase. We open the LC of the left eye and close the LC of the right when the ETL’s optical powers form the upward curves. In the same way, we open the LC of the right eye and close the LC of the left when the optical powers form the downward curves. We control the LC shutters such that the optical powers become equal to the maximum and minimum values during the closing/opening transition time of the LC shutters because the time derivative of the modulated optical power of each ETL becomes smallest at these timings.

Steroscopic PM applications generally project a white color onto physical surfaces to make them visible in addition to the projected 3D CG object to enable AR experiences. In our system, the physical surfaces under white illumination are also observed through the ETL. To avoid a situation in which the locations of the virtual images of these surfaces vary according to the focal sweep, we illuminate them when the optical powers of the ETLs are zero (i.e., \( v(\theta) = 0 \)). This allows us to present the physical surfaces without any focus modulations.

### 3.3 Lens breathing compensation

The virtual image seen through the ETL is scaled using the change in its optical power because an observer’s eye is not co-located with the ETL but, instead, placed behind it. When a projected 3D CG object is divided into multiple parts that are observed through the ETL with different optical powers, the lens breathing phenomenon causes an overlap or gap between their virtual images on the retina. This artifact has been noticed in previous works [31, 38, 52], in which it was solved by manually adjusting the size of displayed images. In this paper, we propose a simple yet general computational solution for this issue.

Without loss of generality, we suppose simple situations where a 3D CG object is projected onto a flat surface that is located \( d_p \) away from an ETL (Figs. 5(a1) and 5(b1)). The object is divided into two parts that are observed with different optical powers. When the optical power becomes equal to a certain non-zero value, the inner part of the object with respect to the ETL’s optical axis is projected onto the surface. When the optical power becomes zero, the outer part is projected. If the height of the inner part on the surface is \( h_p \), then that of its virtual
image $h_i$ is computed as $h_p \frac{d_i}{d_v}$ according to geometric similarity, where $d_i$ is the distance from the ETL to the virtual image. Because the outer part is observed when the ETL’s optical power is zero, its real image is observed. Now, we suppose that an observer’s eye is located at $d_v$ behind the ETL (Figs. 5(a2) and 5(b2)). Regarding the virtual image of the inner part, we denote the visual angle of its far end from the optical axis as $\theta_{o,f}$. We also denote the visual angle of the near end of the outer part as $\theta_{o,n}$. Figures 5(a2) and 5(b2) depict the relationship between $\theta_{f}$ and $\theta_{o,n}$ for both cases where the non-zero optical power is positive and negative, respectively. In general, when a larger optical power is applied to the inner part of a 3D CG object than the outer part, $\theta_{f} > \theta_{o,n}$, and, consequently, the retinal images of the inner and outer parts overlap. On the contrary, when a smaller optical power is applied to the inner part, $\theta_{f} < \theta_{o,n}$, and a gap occurs between the two retinal images.

As discussed above, in a case where a 3D CG object is divided into multiple parts that are observed with different optical powers, an overlap or gap of their virtual images occurs on the observer’s retina. We compensate for these artifacts by resizing each part of the projected object. The following method assumes that each part of the object is projected onto a planar surface that is perpendicular to the ETL’s optical axis. If a part of the object that is observed with the same optical power covers a non-planar surface, we further divide it into smaller parts until each surface area onto which the subdivided part is projected can be regarded as a plane that is perpendicular to the optical axis. Suppose that $\theta_{o,n}$ is the visual angle of the near end of a part of a 3D CG object on the projection surface, and $\theta_{o,f}$ is that of its far end in a case where the object is not seen through an ETL (Fig. 5(c1)). Then, our method aims to resize the object so that the visual angles of the far and near ends of its virtual image correspond to $\theta_{o,n}$ and $\theta_{o,f}$, respectively. Let the height of the near end and that of the far end be $h_{p,n}$ and $h_{p,f}$, respectively. To achieve our goal, the heights of the near and far ends of its virtual image $h_{o,n}$ and $h_{o,f}$, respectively should be $h_{o,n} = \frac{d_i + d_v}{d_v} h_{p,n}$ according to geometric similarity, where * represents either $o$ or $f$. The ETL represents this virtual image and the virtual image of the midpart of the object to $h_{o,f}$, where $\theta_{o,f}$ is the visual angle of the near end of a part of a 3D CG object on the projection surface and $\theta_{o,f}$ is that of its far end in a case where the object is not seen through an ETL (Fig. 5(c1)). Then, our method aims to resize the object so that the visual angles of the far and near ends of its virtual image correspond to $\theta_{p,n}$ and $\theta_{p,f}$, respectively. Let the height of the near end and that of the far end be $h_{p,n}$ and $h_{p,f}$, respectively. To achieve our goal, the heights of the near and far ends of its virtual image $h_{o,n}$ and $h_{o,f}$, respectively should be $h_{o,n} = \frac{d_i + d_v}{d_v} h_{p,n}$ according to geometric similarity, where $*$ represents either $o$ or $f$. The ETL represents this virtual image as the projection of the displayed 3D CG object from the ETL’s optical center onto a plane located at $d_v$ away from the ETL. Therefore, to show this virtual image, the heights of the near and far ends of the 3D CG object on the surface should be $h_{p,n} = \frac{d_i}{d_v} h_{o,n}$, respectively (Fig. 5(c2)). Consequently, we can show the virtual image of the 3D CG object such that the visual angles of its far and near ends correspond to $\theta_{p,n}$ by resizing the object using the following equation:

$$h_{p,n} = \frac{d_p(d_i + d_v)}{d_i(d_p + d_v)} h_{o,n}.$$  \hspace{1cm} (5)

An important consequence that is indicated by Eq. 5 is that the resizing factor is constant for the entire area of a subdivided part of the 3D CG object.
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Fig. 5. Lens breathing artifact and compensation. When the inner part of a projected object is observed with a (a) positive or (b) negative optical power, an (a) overlap or (b) gap occurs between its virtual image and that of the outer part observed with the optical power of zero. Note that — indicates an observed real image and the virtual image of —. (c) The proposed compensation technique resizes the projected object to —.

![Fig. 6. Generated images in the proposed rendering pipeline](image)

Fig. 6. Generated images in the proposed rendering pipeline, where the target 3D CG objects were two cuboids of different heights and the physical projection surface was a corner-shaped screen.
projected when the ETL’s optical power becomes equal to a certain sampled value. As described in Sect. 3.1, the number of sampled optical powers is $N'$, and, thus, we render $N'$ images from the above process. We then apply depth filtering (Eq. 4) to these images (the second row of Fig. 6). Next, the lens breathing compensation is performed in the second process of the original two-pass rendering algorithm, in which we resize the images that are rendered in the first process. We develop an efficient technique for the implementation of the resizing principle described in Sect. 3.1. In particular, we found that the resizing can be performed just by modifying the FOV of the virtual projector in the second process because (1) the resizing is performed with respect to the optical axis of the eye, and (2) the same resizing factor is applied to each divided part of the 3D CG object (Eq. 5). Specifically, as shown in Fig. 5(c2), the FOVs before and after modification are as follows:

$$\theta_{p,f} = \arctan \frac{h_{p,f}}{d_e + d_p}, \quad \theta'_{p,f} = \arctan \frac{h'_{p,f}}{d_e + d_p}.$$  \hspace{1cm} (6)

Therefore, we modify the FOV of the virtual projector by multiplying it by the factor of $\frac{\theta_{p,f}}{\theta'_{p,f}}$ when we project the rendered image in the second process of our two-pass rendering pipeline. The third row of Fig. 6 shows an example of a rendered image after the lens breathing compensation has been applied.

4 Experiment

4.1 Experimental setup

We constructed a prototype system consisting of a pair of LC shutters, a pair of ETLs, and a synchronized high-speed projector (Fig. 1). We assembled our active-shutter glasses by attaching each ETL (Optotune AG, EL-16-40-TC, aperture: 16 mm, optical power range: -10 D to 10 D) onto an LC shutter taken from off-the-shelf active-shutter glasses (RV-3DGDL1, field rate: 96-144 Hz) and inserted a pair of the combined device into an eyeglass frame fabricated using an FDM 3D printer to form a wearable (69 x 128 x 67 mm, 200 g) device. The digital signal (sinusoidal wave) to control the ETLs was generated by a workstation (CPU: Intel Xeon E3-1225 v5 3.30GHz, RAM: 32GB, GPU: NVIDIA Quadro K620), input into a D/A converter (National Instruments, USB-6211), and converted into an analog voltage. This voltage was then converted to an electric current through a custom amplifier circuit using an op-amp (LM675T). Finally, the current was fed to the ETLs. The LC shutters were controlled using a circuit consisting of a motor driver (TOSHIBA, TA7291P). We employed an off-the-shelf high-speed projector (Inrevium, TB-UK-DYNAFLASH, 1024 x 768 pixels, 330 ANSI lumen) that can project 8-bit grayscale images at 2,000 frames per second (fps). The projection images were generated by the workstation and sent to the projector via PCI Express interface. We manually adjusted the projector location so that the projected result always appeared focused on a projection surface. We manually measured the surface’s shape and its pose relative to the ETLs offline. In Sect. 4.2, a surface was tracked using a motion capture system consisting of five cameras (NaturalPoint, OptiTrack Prime 17W). The shape and pose information was used to obtain the depth map in our rendering pipeline.

The workstation was able to generate a trigger signal for the projector and a control signal for the LC shutters along with the sinusoidal wave for the ETLs. However, the D/A converter only had two output channels, which was not sufficient for sending all the signals. Therefore, we used an additional microcontroller (Arduino Uno) to synchronize the display timing of each projection image and the opening/closing timing of the LC shutters. In our system, the workstation sent the sinusoidal wave $i(\phi)$ and a single global trigger signal at $t = 0$ to the D/A converter. The trigger signal was then transferred to the microcontroller, which generated the trigger and the control signal using the delays of $\delta t_{1,C}$ and $\delta t_{2,C}$, and sent to the projector and the controlling circuit of the LC shutters. The system architecture is depicted in Fig. 7.

4.1.1 System calibration

The system calibration was conducted as follows. We built an optical power measurement system using a photodiode and a laser emitter (wavelength: 635 nm, output power: 0.9 mW) (Fig. 8). We placed the ETL at about 400 mm away from the laser emitter. The photodiode was placed about 4 mm behind the ETL, and it measured the laser beam passing through the ETL. Raising the optical power of the ETL reduced the laser’s spot size on the photodiode (i.e., increased the laser power density), enhancing the electric current created in the photodiode. We indirectly measured the ETL’s optical power in this manner. For the calibration of the ETL, we input a sinusoidal wave $i(\phi)$ to the ETL and measured one cycle of its output optical power $P_N(\phi)$. The frequency of the wave was maintained at 60 Hz throughout the experiment, which was higher than the CFF. According to the discussion in Sect. 3.1, the sweep range was determined based on the desired location range of the virtual images (i.e., $d_{\alpha,n}$ and $d_{\alpha,f}$) on the nearest physical surface from the ETL. In the following experiments, except for the user study in Sect. 4.6, we considered the nearest distance as 500 mm, and $d_{\alpha,n} = 167$ mm and $d_{\alpha,f} = 4$ mm. Therefore, the required sweep range was between $-1.0$ D and $2.0$ D according to Eq. 1. We can still modulate the location of the virtual image of a projected 3D CG object onto a surface whose distance from the ETL is shorter than 500 mm. But in such a case, the modulation range becomes narrower than that between $d_{\alpha,n}$ and $d_{\alpha,f}$. We manually searched for the offset and amplitude of the input sinusoidal wave by which the output optical power of the ETL can cover the target range and found the suitable values (offset: 2.5 mV, amplitude: 28 mV). Figure 8 shows the measured optical power $P_N(\phi)$ by the input wave. From the figure, we found that the output values did not form a clean sinusoidal wave. Therefore, we recorded one cycle of the output wave along with the corresponding input wave and stored it on the microcontroller to be able to look up the optical power at a given phase of the input wave.

To synchronize the ETLs and the high-speed projector, we used the same photodiode to measure the delay for the high-speed projector between a trigger signal being sent from the microcontroller and the

![Fig. 7. System architecture.](image)

![Fig. 8. Optical power measurement.](image)
We validated our technique using a flat, static screen. As shown in Fig. 9, we captured the projected result under two conditions: when the lens breathing phenomenon was (1) applied and (2) not applied.

Figure 9 shows the results. Comparing the results of the two conditions, we found that all the projected bunnies were displayed from the bottom to top of the screen. We obtained the same observations when the camera’s focus distance was 500 mm and 1,000 mm as well. Therefore, we concluded that the proposed method could provide a multifocal view in PM while presenting the physical objects without any focus modulations.

4.2 Lens breathing compensation

We verified whether the proposed lens breathing compensation improved the gap or overlap between adjacent areas of a projected 3D CG object, which were observed with different optical powers. The ETL was attached to a camera (Sony α7S) with a suitable lens (Sony SEL24F14GM, focal length: 24 mm) that was used to capture the experimental results with a shutter speed of 1/60 seconds. We placed a flat screen at 500 mm away from the ETL such that it was perpendicular to the ETL’s optical axis. The displayed 3D CG object was a textured plane. The virtual image of the object was placed such that the distance of the left edge from the ETL was 333 mm, and that from the right edge was 1666 mm. The attached texture was a black and white checker pattern. We projected each part of the 3D CG object when the ETL’s optical power was either -1.0 D, -0.5 D, 0.0 D, 0.5 D, 1.0 D, or 1.5 D. We captured the projected result under two conditions: when the lens breathing compensation was (1) applied and (2) not applied.

4.3 Multifocal appearance of a projected object on a flat static surface

We validated our technique using a flat, static screen. As shown in Fig. 10, we placed the screen 500 mm away from the ETL, which was attached to the same camera mentioned in Sect. 4.2. In addition, three physical objects were placed at different distances from the ETL, which were 333 mm (near), 500 mm (middle), and 1,000 mm (far). We projected three Stanford bunnies on the screen such that the distance of the virtual image of each bunny from the ETL was the same as one of the physical objects. Specifically, the near, middle, and far bunnies were projected when the ETL’s optical power was -1.0 D, 0.0 D, and 1.0 D, respectively, which were computed using Eq. 1. The near, middle, and far bunnies were displayed from the bottom to top of the screen. The physical objects were illuminated by a uniform white image when the optical power was 0.0 D. We captured the scene using the camera by changing its focus distance from 333 mm to 1,000 mm.

Figures 10a, 10b, and 10c show the results. When the focus distance of the camera was 333 mm, the physical object that was placed in the near position appeared more focused than the other physical objects.

4.4 Multifocal appearance of a projected object on a non-planar surface

A unique technical challenge when attempting to mitigate the VAC in stereoscopic PM is that the display surface can potentially be non-planar. Thus, we verified whether the proposed system could provide the correct focus cues when the projection screen is non-planar. We placed a step surface such that the two planes were facing the ETL. The distance of the planes from the ETL were 450 mm and 800 mm, respectively. We projected a Utah teapot such that it covered the two planes. We placed the projector about 2.0 m away from the surface, which caused the projected images to be focused on the both planes. Using our technique, the virtual image of the object was positioned such that the center of the object was at the same distance from the ETL as the front plane. We projected each part of the object when the ETL’s optical power was either -1.0 D, -0.5 D, 0.0 D, or 0.5 D. As a baseline, we also captured the object while keeping the optical power fixed at 0.0 D. Therefore, there were two conditions for which the scene was recorded: (1) with and (2) without our technique.

Figure 10d shows the results captured by a camera (Ximea MQ013CG-ON) with a C-mount lens (focal length: 12 mm) to which the ETL was attached. Comparing the results of the two conditions, we found that all parts of the teapot observed using our technique appeared focused when we adjusted the camera lens such that the focus point corresponds to the front projection plane. On the other hand, the right side of the teapot appeared blurred in the condition where our technique was not used. Thus, we concluded that the proposed technique could successfully realize multifocal PM for a non-planar screen.

4.5 Multifocal appearance of a projected object on a moving surface

Another unique technical challenge when attempting to mitigate the VAC in stereoscopic PM is that the display surface can potentially move. Thus, we verified whether the proposed system could provide the correct focus cues when the projection screen moves in an experimental setup, shown in Fig. 11. A flat screen was manually moved between 300 mm and 500 mm from the same camera mentioned in Sect. 4.4.

The projected object was a Stanford bunny such that the 3D position of its virtual image in the scene was fixed regardless of the screen pose. We controlled the timing of the projection so that the bunny always appeared focused. The bunny image was projected when the ETL’s optical power was either -0.5 D, 0.0 D, 0.5 D, 1.0 D, or 1.5 D. As a baseline, we also recorded a video of the bunny while keeping the
optical power fixed at 0.0 D. Therefore, the same two experimental conditions as discussed in Sect. 4.4 were established. As indicated in Sect. 4.1, the screen pose was tracked using a motion capture system. Figure 11 shows the results that were captured at different screen poses. First, we ensured that the size and position of the bunny were consistent throughout the video-recording process in both experimental conditions. This indicates that our two-pass rendering pipeline worked correctly. Comparing the results of the two conditions, we found that the bunny observed using our technique always appeared focused, while the one projected without our technique appeared blurred at certain screen poses. Thus, we concluded that the proposed technique could successfully realize multifocal PM for a moving screen.

4.6 User study of depth-matching

We conducted a user study to investigate the effect of the VAC on the depth estimation accuracy of a human observer in stereoscopic PM. Previous studies have revealed that the VAC caused distortions in the perceived depth; more specifically, people overestimated the depth of an AR target when using conventional OST displays [56, 66, 67]. Our user study investigated the depth estimation accuracy in a depth-matching experiment that was designed based on the previous studies. Each participant moved a physical pointer to match its depth with a virtual target displayed using stereoscopic PM. We prepared two experimental conditions. The first one was the “proposed” condition, where the VAC was mitigated by our system, and the second one was the “conventional” condition, where the VAC was not mitigated and only the binocular cue was correct. Based on the results of the previous studies [56, 66, 67], the hypotheses of our study were formulated as follows:

H1: The depth was overestimated when the VAC was not mitigated in stereoscopic PM.

H2: The depth estimation was more accurate when the VAC was mitigated by our proposed system.

4.6.1 Experimental setup and procedure

We built an experimental system in a dark room, as shown in Fig. 12a. Participants sat on a chair and placed their faces on a chin rest. We attached our active-shutter glasses consisting of the ETLs and the LC shutters to the chin rest such that the participants could see the experimental scene through our glasses. The virtual target was a checker pattern, which was projected onto a flat screen placed 2.5 m away from the ETLs. The visual angle of the target was fixed at 2.4 degrees throughout the experiment. By providing the appropriate disparities to both eyes, our system presented the virtual target at five distances from the ETLs: 300 mm, 364 mm, 400 mm, 444 mm, and 500 mm. The sweep range of the ETL’s optical power in this experiment was -2.6 D to 0.0 D. Under the proposed condition, the virtual target was projected when the ETL’s optical power was -2.6 D, -2.1 D, and -1.6 D for the target distances of 300 mm, 400 mm, and 500 mm, respectively. We applied the depth filtering technique to present the focus cues for the other two target distances. For the conventional condition, the virtual target was projected when the optical power was zero for all the target distances. For both conditions, the physical pointer was attached to a linear slider using which a participant could move the pointer along the direction of the ETL’s optical axis. The system illuminated the physical pointer when the ETL’s optical power was zero using a synchronized light.

We recruited ten participants from a local university. All participants were naïve to the purpose of the experiment and had normal or corrected-to-normal vision. We divided the participants into two groups; half of them performed depth-matching tasks under the proposed condition on the first day and did the same under the conventional condition on the second day, while the other half performed the tasks in the opposite order. In a preparation block, we measured the interpupillary distance (IPD) for each participant and accordingly adjusted the distance between the two ETLs. Then, we asked them to adjust their head positions by observing a calibration pattern to ensure that the disparities of the physical pointer and the virtual target were identical at the same distance. Specifically, we projected a cross pattern onto the screen for each eye and positioned a physical object on which the same cross pattern was printed such that all the crosses corresponded to the participant’s retina when their head position was correct. After the preparation block, each participant performed the following depth-matching tasks, including a training task. In each task, they were asked to move the physical pointer by hand until they perceived that it was located at the same depth as the virtual target. We prepared five depth-distance combinations for each ETL and performed each combination four times for each depth. Thus, there were 20 (= 5 depths × 4 repetitions) trials in addition to the training trial for each condition. The order of the trials was counterbalanced among the participants. Further, the participants were allowed to take as much time as they needed to complete each task. We told them that they could give up on a task if they could not perform the binocular fusion. After all the tasks were...
completed, we asked each participant whether they perceived the flicker of the displayed object.

4.6.2 Result
All the participants were able to perform the binocular fusion in all the tasks and reported that they did not perceive any flickers during the experiment. Figure 12 shows the results plotted as a scatter plot of the estimated against the actual distance. Following previous studies [56, 66, 67], we calculated the linear functions that predict the estimated distance from the actual distance and used multiple regression methods to determine whether the slopes and intercepts significantly differed between the conditions. While Fig. 12 shows all 400 data points (=20 trials × 2 conditions × 10 participants), we averaged the responses for the four repetitions for each participant, which reduced the size of the dataset to 100 points for the multiple regression analysis [67]. We then compared the two linear fits of the proposed and conventional conditions. Our multiple regression analysis found that the slopes of the linear fits did not significantly differ (F1, 96 = 0.218, p = 0.64), while the intercepts did (F1, 97 = 19.552, p < 0.01).

Figure 12 illustrates the errors of the estimated distance from the actual distance, where positive errors indicate the overestimation. The participants overestimated the depth by 22.86 mm on average in the conventional condition, while the error was much smaller (1.93 mm) in the proposed condition. We performed a two-way analysis of variance (ANOVA) for the actual distance of the virtual target and the experimental condition to evaluate the estimation errors. Again, we averaged the responses of the four repetitions for each participant. The ANOVA showed the main effect of the experimental condition (F1, 90 = 18.234, p < 0.01), but it did not show the main effect of the actual distance of the virtual target (F2, 90 = 0.861, p = 0.49) and the interaction effect (F2, 90 = 0.088, p = 0.99). Next, a post-hoc analysis was performed using Tukey’s HSD method for pairwise comparison. The result showed a statistically significant difference between the proposed and conventional conditions (p < 0.01).

Therefore, both our hypotheses were supported by the results. In stereoscopic PM, the participants overestimated the depth of the virtual target when the VAC was not mitigated (H1) and estimated it more accurately when it was mitigated (H2). These trends are consistent with the previous results of OST-AR displays [56, 66, 67].

5 DISCUSSION
From the experimental results, we confirmed that our multifocal stereoscopic PM technique successfully worked for different types of projection screens. Specifically, it could provide the correct focus cues for static (Sect. 4.3), non-planar (Sect. 4.4), and moving surfaces (Sect. 4.5). We also confirmed that our lens breathing compensation technique can be used to significantly reduce the associated artifacts (Sect. 4.2). Further, because it is a general solution, it can be applied to other AR/VR multifocal and varifocal displays and improve their image qualities. Furthermore, the user study showed that the proposed technique could mitigate the VAC and significantly reduced the distortions in perceived depth in stereoscopic PM (Sect. 4.5).

5.1 Limitations
Although we achieved the goal of this research, our technique still suffers from several technical limitations. First, the current system works properly only in a dark environment because a bright environment increases the black offset of a projected result and, consequently, degrades its contrast. Other PM systems also suffer from the same limitation because the environment lighting decreases the contrast of the projected imagery [7]. Previous attempts have addressed the limitation by illuminating the entire scene surface using multiple projectors, which can theoretically reproduce the original environment lighting [33]. In addition, by using large-aperture optics [22], the environment lighting can be naturally reproduced. A potential extension of our system is to apply anisotropic diffusers or retro-reflectors as projection screens [19, 77], but this, on the other hand, limits the scalability of the system.

Second, the optical power of the ETL changes during each projection frame displayed because it is continuously modulated over time. In addition, a certain amount of time is required for the projection of a 3D CG object to provide sufficient light intensity for an observer. As a result, an observer perceives the integration of the undesirable appearances of a projected image. Other multifocal displays that employ the focal sweep approach (see Sect. 2.2) suffer from the same limitation. Using a custom high-speed projector, we can illuminate the scene for a shorter duration to mitigate the image quality degradation, but this results in the image having a darker appearance. Another and more promising solution for overcoming this limitation is to apply a waveform optimization of ETL’s drive signal [28], which will improve the image quality by maintaining the optical power at the desired values for a sufficient amount of time.

Third, as an implementation limitation, our system requires a high-speed projector. Although such a projector can currently be considered special equipment, the one we used in this paper is an off-the-shelf projector that is available in the market [73]. In addition, researchers have found in the last few years that a high-speed projector is essential for realizing immersive dynamic PM applications [20, 53, 69]. Although our current system applies a grayscale projector, the manufacturer of the projector just launched a full-color version. Given this technical trend, high-speed projectors will probably soon become normal equipment in PM applications.

Fourth, because a projector generally suffers from a narrow depth of field (DOF), a part of the image projected on a non-planar surface does not appear focused in some cases. Here, even if the proposed technique successfully displays the virtual image of a projected object at the desired distance, the virtual image does not appear focused. This can be solved by attaching another ETL to the projector and applying a focal sweep to it [29, 76].

Last, the ETL significantly reduces the angle of view for an observer. This problem can be also seen in previous AR/VR displays that employ ETLs [10, 36]. Considering the trend of the increasing aperture size of ETLs due to the constant innovation of manufacturers, we believe that this limitation will be overcome in the near future.

In summary, although there are currently several technical limitations that are common to the related fields, we believe that they do not immediately degrade the applicability of the proposed method.

6 Conclusion
This paper aimed at achieving multifocal stereoscopic PM to improve the mismatch between vergence and accommodation. To achieve this objective, we jointly designed the optics, hardware, and computational algorithms. Specifically, we attached ETLs to the LC shutters of active-shutter glasses to control both vergence and accommodation and synchronized them using an off-the-shelf high-speed projector. We applied a fast focal sweep to the ETLs and projected a 3D CG object from the projector onto physical surfaces when the distance of its virtual image was located exactly at a desired distance from the ETLs. Further, we solved three technical issues that are unique to the stereoscopic PM and developed a simple lens breathing compensation technique that can be applied to other multifocal and varifocal AR/VR displays. Using a proof-of-concept prototype, we have demonstrated that our technique can provide the correct focus cues required for different types of projection screens. We have also confirmed that the lens breathing compensation can eliminate artifacts such as overlaps between the adjacent areas of projected imagery. Finally, we validated the advantage provided by our technique with regard to the mitigation of the VAC by comparing it with conventional stereoscopic PM using a user study of a depth-matching task. A new branch of research associated with AR/VR displays has recently been enabled by the combination of projectors and near-eye optics [27, 70, 71], and this work can be categorized with the same. We will continue to investigate the possibility and applicability of this emerging framework.
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