FOXSI-2 Solar Microflares II: Hard X-ray Imaging Spectroscopy and Flare Energetics
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ABSTRACT

We study the nature of energy release and transfer for two sub-A class solar microflares observed during the second flight of the Focusing Optics X-ray Solar Imager (FOXSI-2) sounding rocket experiment on 2014 December 11. FOXSI is the first solar-dedicated instrument to utilize focusing optics to image the Sun in the hard X-ray (HXR) regime, sensitive to the energy range 4-20 keV. Through spectral analysis of the two microflares using an optically thin isothermal plasma model, we find evidence for plasma heated to temperatures of $\sim 10$ MK and emissions measures down to $\sim 10^{44}$ cm$^{-3}$.

Though nonthermal emission was not detected for the FOXSI-2 microflares, a study of the parameter space for possible hidden nonthermal components shows that there could be enough energy in nonthermal electrons to account for the thermal energy in microflare 1, indicating that this flare is plausibly consistent with the standard thick-target model. With a solar-optimized design and improvements in HXR focusing optics, FOXSI-2 offers approximately five times greater sensitivity at 10 keV than the Nuclear Spectroscopic Telescope Array (NuSTAR) for typical microflare observations and allows for the first direct imaging spectroscopy of solar HXRs with an angular resolution at scales relevant for microflares. Harnessing these improved capabilities to study the evolution of small-scale events, we find evidence for spatial and temporal complexity during a sub-A class flare. These studies in combination with contemporaneous observations by the Atmospheric Imaging Assembly onboard the Solar Dynamics Observatory (SDO/AIA) indicate that the evolution of these small microflares is more similar to that of large flares than to the single burst of energy expected for a nanoflare.

1. INTRODUCTION

In the standard model for solar flares, flares are driven by magnetic reconnection in the corona, at which point a large portion ($\sim 20$-$40\%$) of released magnetic energy is converted to kinetic energy of particles (Emslie et al. 2012; Aschwanden et al. 2016). Some of these particles then travel toward the solar surface, guided by magnetic field lines, and produce nonthermal bremsstrahlung emission in hard X-rays (HXRs) through interactions with dense chromospheric plasma (Brown 1971). This interaction subsequently heats the ambient plasma which then fills the flare loop through the process of chromospheric evaporation and produces thermal bremsstrahlung emission in X-rays (Neupert 1968). The X-ray regime is thus important to probe in order to better understand energy release and transport during a flaring event.

Current X-ray instrumentation has allowed for the study of a broad range of solar eruptive events from GOES (Geostationary Observational Environmental Satellite) class A to X20, yet we know that events of this magnitude and frequency cannot produce enough energy to heat the solar corona to observed temperatures (Hudson 1991). To address this discrepancy in energy, one proposed theory is that small-scale energy releases called nanoflares occur ubiquitously on the solar surface (Parker 1988; Klimchuk 2006). Above the energy scale of nanoflares, there is a class
of small-scale solar flares called microflares that are thought to be similar in structure to large solar flares originating in active regions (ARs), just scaled down in magnitude (Hudson 1991). As X-ray instrumentation improves, we can begin to probe the structure and dynamics of these solar microflares to better understand their energy release and their contribution to coronal heating.

For a number of years (2002-2018), the Reuven Ramaty High-Energy Solar Spectroscopic Imager (RHESSI) was the state-of-the-art instrument for observing the Sun in HXRs (Lin et al. 2002). With the limited sensitivity of its indirect imaging technique, RHESSI was best used for studying large flares, but also observed a number of microflares (>25,000) that were analyzed in a statistical study by Hannah et al. (2008) and Christie et al. (2008). Though this study investigates microflares of thermal energies ranging from \(\sim 10^{26} - 10^{30}\) erg, the construction of a flare frequency distribution with this data set reveals that the limited sensitivity of RHESSI and the choices made in the study for automated analysis result in missing a large portion of events below \(\sim 10^{28}\) erg.

One way to achieve improved sensitivity for observing small-scale solar events below this threshold is by instead utilizing a direct imaging technique. The Nuclear Spectroscopic Telescope Array (NuSTAR), launched in 2012, is the first satellite to use focusing optics for observations in the HXR regime, with an energy range of 3-79 keV (Harrison et al. 2013). Though NuSTAR was originally designed for astrophysical purposes, it has also recently been used for solar HXR observations. From the NuSTAR solar campaigns, a number of small-scale phenomena in HXRs have been detected and studied, including active regions, microflares, and even quiet Sun flares (e.g. Grefenstette et al. 2016; Hannah et al. 2016; Glesener et al. 2017; Wright et al. 2017; Kuhar et al. 2018; Hannah et al. 2019; Glesener et al. 2020; Cooper et al. 2020). However, NuSTAR was not optimized for solar observations, and the relatively limited detector throughput results in a very low livetime, even for small-scale solar events, and effectively reduces the NuSTAR energy range to approximately 3-10 keV.

The Focusing Optics X-ray Solar Imager (FOXSI) is the first direct HXR imager to be optimized for solar observations. With a direct-imaging technique, FOXSI offers vast improvements in sensitivity and imaging dynamic range compared to RHESSI and is thus better equipped to study small-scale events. Additionally, FOXSI improves upon NuSTAR by offering higher spatial resolution (9" compared to 18" FWHM) and increased detector livetime, which leads to approximately five times greater sensitivity for measuring faint emission at \(\sim 10\) keV (see Section 4.1 for details). FOXSI has been flown on three sounding rocket campaigns to date (Glesener et al. 2016), and FOXSI-1, launched in 2012, produced the first ever focused HXR image of the Sun (Krucker et al. 2014). In this paper and a corresponding paper by Athiray et al. (2020), two microflares observed by FOXSI during its second sounding rocket flight (FOXSI-2) on 2014 December 11 are studied. Athiray et al. (2020) (hence, “Paper I”) performs a differential emission measure (DEM) analysis of these microflares using a novel data set combining observations from the Solar Dynamics Observatory Atmospheric Imaging Assembly (SDO/AIA), the Hinode X-ray Telescope (XRT), and FOXSI-2. This paper (“Paper II”) focuses on HXR imaging and spectroscopy of the microflares and studies the flare energetics with estimates of thermal and nonthermal energies. Section 2 describes the FOXSI-2 instrument and flight observations. Section 3 presents the timing, spectral, and imaging analyses performed for the two observed microflares, and Section 4 provides a discussion of these results. Finally, Section 5 gives a summary of the study.

2. FOXSI-2 OBSERVATIONS AND DATA

The FOXSI-2 sounding rocket experiment, optimized for the energy range 4-20 keV, is composed of seven separate telescopes, each made up of an optical module and a semiconductor strip detector. Having multiple telescopes allows for consistency checks between detectors and also provides the opportunity to test a variety of new technologies. Each optical module is developed at Marshall Space Flight Center (MSFC) and is designed as a set of nested shells of the Wolter-1 type with a 2-meter focal length. For FOXSI-2, five of the optical modules contained seven mirror shells each while two of the modules were upgraded from the first flight to include ten shells each, increasing the effective area (Christe et al. 2016). The semiconductor detectors, developed at the Japan Aerospace Exploration Agency Institute of Space and Astronautical Science (JAXA/ISAS), were made of either silicon (Si; five detectors) or cadmium telluride (CdTe; two detectors). The CdTe detectors were added for the FOXSI-2 experiment and offer an improvement compared to Si due to having a higher quantum efficiency above 10 keV (Ishikawa et al. 2016). For the Si detectors, the field of view (FOV) is \(\sim 16' \times 16'\) while the FOV for the CdTe detectors is \(\sim 13' \times 13'\). The analysis in this paper is focused on data from the Si detectors.

The FOXSI-2 flight took place on 2014 December 11 with an observation period lasting \(~6.5\) minutes. Multiple regions on the Sun were targeted, including a number of active and quiet regions. All targets from the FOXSI-2 flight
Figure 1. AIA 94Å images during the FOXSI-2 flight with the flaring active regions identified (circles) and the FOXSI-2 FOV (16' × 16') for D6 overlaid (squares). (Top left) The FOXSI-2 microflares occurred in the active regions identified: microflare 1 from AR 12230 and microflare 2 from AR 12234. (Top right) Microflare 1 was in the FOV during the first five targets (A-E). A number of pointing adjustments were made early in the flight due to a larger-than-expected observed offset (∼7') between the experiment and the payload pointing system. (Bottom left) FOXSI-2 observed quiet regions of the Sun during Targets F-I. (Bottom right) Microflare 2 was observed during the final target of the flight (J).

are listed in Table 1 and displayed in Figure 1. During the flight (see Figure 2 for light curves), two microflares occurred, one starting just before our observations from AR 12230 (“microflare 1”) and one near the end of our observations from AR 12234 (“microflare 2”). When considering other solar X-ray instruments, we note that both microflares were too faint to be flagged for the GOES flare catalog; microflare 2 was missed by the RHESSI flare catalog, as it did not pass the set threshold for imaging, although RHESSI did acquire usable flux for source coalignment (see Section 2.2). Light curves from RHESSI and the GOES X-ray Sensor (XRS) during the FOXSI-2 flight (full Sun) are included in Figure 2 for comparison. Data from all FOXSI flights can be found on the Virtual Solar Observatory, and the data analysis software can be found on the FOXSI GitHub page\(^1\). Additional information on data access is available on the FOXSI website\(^2\).

\(^{1}\) https://github.com/foxsi/foxsi-science
\(^{2}\) http://foxsi.umn.edu/data
Figure 2. (Top panel) Light curves of the FOXSI-2 sounding rocket flight for each Si detector (D0, D1, D4, D5, D6) and for all Si detectors combined over the full FOV (not corrected for vignetting). The observation period lasted ∼6.5 min, and several targets were observed, which are labeled at the top of the plot (see Table 1 for microflare targets). The red lines indicate the start of a target (pointing stabilized), and the blue lines indicate the end of a target, with pointing changes taking ∼4 s. Aluminum attenuators covering 6 of 7 detectors were deployed at 19:18:20 UT (dashed gray line), and after this time, D6 (magenta) was the only detector without an attenuator. The bottom two panels show full Sun light curves from RHESSI (4-15 keV) and GOES (1.0-8.0 Å) during the FOXSI-2 flight.

Table 1. Target information for the FOXSI-2 flight. Microflare 1 was observed during Targets A-E (19:12:42 − 19:15:37) and microflare 2 was observed during Target J (19:18:51 − 19:19:23). The source off-axis angle for each flare target is calculated as the distance of the source centroid from the detector center, which is aligned with the optical axis within 1 arcmin. For Targets F-I, FOXSI-2 was pointed at quiet Sun regions. The provided center coordinates are for the payload pointing system (SPARCS) which differs from the instrument pointing, as discussed in Section 2.2.

| Target | Center coordinates (arcsec) | Start time (UT) | End time (UT) | Duration (s) | Flare | Source off-axis angle (arcmin) |
|--------|-----------------------------|-----------------|---------------|--------------|-------|-------------------------------|
| A      | [359, -431]                 | 19:12:42        | 19:13:14      | 32           | 1     | 6.1                           |
| B      | [-1, -431]                  | 19:13:18        | 19:13:43      | 25           | 1     | 2.4                           |
| C      | [-1, -251]                  | 19:13:47        | 19:14:25      | 38           | 1     | 0.4                           |
| D      | [-1, -281]                  | 19:14:29        | 19:14:40      | 11           | 1     | 0.2                           |
| E      | [-390, -281]                | 19:14:44        | 19:15:37      | 53           | 1     | 5.9                           |
| F      | [1210.5, -431.5]            | 19:15:41        | 19:16:07      | 26           | ...   | ...                           |
| G      | [850, -431.5]               | 19:16:11        | 19:16:30      | 19           | ...   | ...                           |
| H      | [850, -251]                 | 19:16:34        | 19:17:09      | 35           | ...   | ...                           |
| I      | [200, 750]                  | 19:17:14        | 19:18:46      | 92           | ...   | ...                           |
| J      | [0, -251]                   | 19:18:51        | 19:19:23      | 32           | 2     | 5.3                           |

Attenuator deployed at 19:18:20 UT

2.1. Raw Image Construction

Through use of semiconductor strip detectors, we can determine the time, energy, and position of each incoming photon. The detectors are designed as a set of orthogonal strips, with 128 strips on each side. For the Si (CdTe) detectors, the strip pitch is 75µm (60µm), corresponding to 7.7" (6.2") on the Sun (Ishikawa et al. 2011, 2016; Athiray
Figure 3. Coalignment of RHESSI and FOXSI-2 data for microflares 1 (left) and 2 (right), overlaid on AIA 94 Å images. For microflare 1 (microflare 2), the time interval of 19:11:52-19:13:14 UT (19:18:00-19:20:00 UT) is used for the RHESSI data to cover the peak of the flare. The RHESSI images shown in contours (black; 50%, 70%, 90%) are created using the CLEAN algorithm, with data from detectors 6, 7, and 8. For microflare 1, the FOXSI-2 image data (magenta; 50%, 70%, 90%) from Target A (D6) are aligned such that the centroid matches the RHESSI centroid (white +) calculated using the VIS FWDFIT algorithm (circular source). The CLEAN centroid is consistent with the VIS FWDFIT centroid within the uncertainty. For microflare 2, VIS FWDFIT does not produce reasonable results, and we instead calculate the centroid of the CLEAN image (white ◦) for intensities above 50%. No coalignment with AIA was performed.

For each photon event during the flight, the location and signal amplitude for the highest signal strip on each side of the detector is saved, along with that of the two neighboring strips. To produce a raw basic image, the positions of the photons recorded in specified time and energy ranges are first plotted in the detector plane. Then, to convert to solar coordinates, the detector image is rotated, translated to the target center, and rebinned according to the new x and y coordinates.

2.2. Coalignment with RHESSI Data

During the FOXSI-2 flight, the experiment experienced strong vibration due to a combustion instability in the launch vehicle, which may have been the cause of a larger-than-expected observed offset (∼7′) between the experiment and the payload pointing system (see Table 1 for pointing system coordinates). This offset resulted in two substantial pointing adjustments at the beginning of the observations to reach the intended first target (Target C). In order to ensure the accuracy of the spatial coordinates for the FOXSI-2 targets, we perform a coalignment of the FOXSI-2 data with contemporaneous RHESSI data, as RHESSI has a precise pointing knowledge of < 1 arcsec (Lin et al. 2002).

Using the VIS FWDFIT algorithm (circular source) with RHESSI data from subcollimators3 6, 7, and 8, the centroid of microflare 1 is calculated to be (38±6, -236±4) arcsec. We note that we need to use a longer time interval for the RHESSI data (∼1.2 min) in order to reconstruct a clear image of the microflare because, as seen in Figure 2, the RHESSI flux had almost returned to background levels at the start of the FOXSI-2 observations. FOXSI-2, however, measured ample flux at this time, highlighting the benefits of a direct imaging method for observing small-scale solar events. A correction is then applied to the FOXSI-2 centroids for each detector and each individual target on microflare 1 such that the FOXSI-2 centroids match the RHESSI centroid coordinates. For microflare 2, the VIS FWDFIT algorithm does not produce reasonable results, so we instead calculate the centroid of a RHESSI image produced with the CLEAN algorithm. The aligned RHESSI and FOXSI-2 data (D6) for each microflare are shown in Figure 3.

3 The high-resolution RHESSI subcollimators (1-4) are not used in this case because subcollimators 2 and 4 were unsegmented at the time of the FOXSI-2 flight, and subcollimators 1 and 3 did not provide useful imaging information, possibly due to multiple faint sources on the Sun.
Figure 4. Light curves of microflare 1 from FOXSI-2, RHESSI, GOES, and SDO/AIA. This microflare was observed by FOXSI-2 (top panel) during the first five targets of the flight (Targets A-E). Red vertical lines indicate the start of a target and blue vertical lines indicate the end of a target (~4 seconds needed to stabilize pointing). The FOXSI-2 data show the count rate within a circle (radius 100") centered on microflare 1 for the five Si detectors combined over the energy range 4-15 keV. The count rate for each target is corrected for vignetting effects. The middle two panels show full Sun light curves from RHESSI (4-15 keV), with the best fit light curve model (skewed Gaussian + linear background) overlaid, and GOES (1.0-8.0 Å). For the AIA data (94 Å), light curves were extracted from the eastern, middle, and western features highlighted in the image on the right (intensity > 30%); the curve for each feature is normalized to its own maximum value within the plotted time range. Flux profiles measured along the dashed lines in the AIA images are presented in Figure 10. We note that FOXSI-2 measured ample flux during the declining phase of this microflare, highlighting the benefits of a direct imaging technique.

3. ANALYSIS

3.1. Timing Analysis

The FOXSI-2 light curves of microflares 1 and 2, shown in the top panel of Figures 4 and 5, respectively, are created by selecting a circular region (radius 100") centered on the source of interest; the measured counts over the energy range 4-15 keV are then binned and corrected for vignetting. The instrument background is very low (~0.1 counts s$^{-1}$ detector$^{-1}$ for the whole FOV), and so data are not background subtracted. For microflare 1, data from all five Si detectors are combined, while for microflare 2, data from only D6 are utilized since attenuators were placed in front of all other detectors for a background measurement during Target J.

To better understand the overall evolution of these microflares, the FOXSI-2 light curves are compared to data from other X-ray instruments, RHESSI (4-15 keV) and GOES (1.0-8.0 Å), over the full Sun, and to data from SDO/AIA. With the high angular resolution of AIA (~1.5"; Lemen et al. 2012), we can consider the evolution of individual features within the microflare regions. We use the AIA 94 Å channel which captures flaring emission at ~6 MK along with emission from lower temperature plasma at ~1 MK. To isolate the Fe XVIII (higher-temperature) component of the 94 Å channel, a linear combination of AIA channels as described in Del Zanna (2013) can be utilized. We find no notable differences in the trends between the 94 Å and Fe XVIII light curves for the studied microflares, indicating that the high-temperature component is dominant.

For microflare 1, we see that FOXSI-2 observed the declining phase of the flare during Targets A-E; RHESSI and GOES data indicate that the flare began less than one minute prior to the start of FOXSI-2 observations (denoted by the red dotted line). In the RHESSI data, there is a clear impulsive rise followed by a gradual decline. The impulsivity can be characterized quantitatively with an asymmetry index ($A_{sym}$), used in Christe et al. (2008) and defined as,

$$A_{sym} = \frac{t_{\text{decay}} - t_{\text{rise}}}{t_{\text{decay}} + t_{\text{rise}}}$$

(1)
Figure 5. Light curves of microflare 2 from FOXSI-2, RHESSI, GOES, and SDO/AIA. This microflare was observed by FOXSI-2 (top panel) during the last target of the flight (Target J), denoted by red and blue vertical lines. FOXSI-2 data show the count rate within a circle (radius 100") centered on microflare 2, with corrections for vignetting effects. Data from only D6 are shown since attenuators were placed in front of all other detectors throughout the duration of this target. The middle two panels show full Sun light curves from RHESSI (4-15 keV), with the best fit light curve model (skewed Gaussian + linear background) overlaid, and GOES (1.0-8.0 Å). The AIA light curve (94 Å) is normalized to the maximum value and considers data from one dominant feature highlighted in the image on the right (intensity > 30%).

where $t_{rise}$ and $t_{decay}$ are the rise and decay times of the flare, respectively. To estimate $t_{rise}$ and $t_{decay}$, we model the RHESSI light curve data with a skewed Gaussian model plus linear background using the LMFIT package in Python (Newville et al. 2014). The best fit model is overlaid on RHESSI data in Figure 4. We then evaluate the skewed Gaussian component to find the time of the peak ($t_{peak}$), and we define the start and end times ($t_{start}$ and $t_{end}$) to be when the model component is at 5% of the maximum count rate. Computing the rise and decay times as $t_{rise} = t_{peak} - t_{start}$ and $t_{decay} = t_{end} - t_{peak}$, we find the asymmetry index for microflare 1 to be $A_{sym} = 0.65 \pm 0.06$. The positive value for $A_{sym}$ is indicative of an impulsive profile, confirming what we observe by eye. This quality is typical for HXR microflare emission; ∼81% of the RHESSI microflares studied in Christe et al. (2008) were found to be impulsive.

In the AIA 94 Å channel for microflare 1, a gradual rise in emission is observed, delayed compared to the FOXSI-2 and RHESSI data due to its lower temperature coverage and the ionization timescales. Considering the AIA image in Figure 4, we see that multiple features are involved in microflare 1, which brighten and decay at different times throughout our observation. The evolution of these features will be explored further in Section 4.3.

Microflare 2 shows distinct temporal characteristics compared to microflare 1, with context data from RHESSI, GOES, and AIA all showing a slow gradual rise in emission over the course of a few minutes. By studying the evolution of multiple regions on the Sun with AIA data, it is found that AR 12234 (microflare 2) is the only bright region showing a substantial rise in emission during the plotted time period, indicating that the rise in full Sun emission from GOES and RHESSI can be mostly attributed to this flare. Performing the same time series analysis with RHESSI data as for microflare 1, we find that microflare 2 has an asymmetry index of $A_{sym} = -0.12 \pm 0.09$, indicating a more gradual time profile. With this non-impulsive profile, we note that it is more challenging to characterize the background for this flare.

We additionally make a comparison between the RHESSI and FOXSI-2 count rates as a consistency check. To estimate the expected FOXSI-2 count rate from RHESSI data, we first compute RHESSI light curves for 1 keV
intervals from 4-15 keV. Each curve is then adjusted for the instrument responses of RHESSI\textsuperscript{4} and FOXSI-2 before being combined into an integrated 4-15 keV light curve. After performing the modeling described previously on this adjusted curve, we evaluate the skewed Gaussian component to determine the expected FOXSI-2 count rate for each microflare. For microflare 1, we find an expected rate of 205 ± 20 counts s\textsuperscript{-1} at the beginning of Target A, which is consistent with the observed FOXSI-2 count rate of 217 ± 12 counts s\textsuperscript{-1}. For microflare 2, the expected count rate at the beginning of Target J is 112 ± 22 counts s\textsuperscript{-1}, which exceeds the observed FOXSI-2 rate of 71 ± 6 counts s\textsuperscript{-1}. This discrepancy results from the challenge of characterizing the rising background observed in the RHESSI data for this particular flare.

3.2. Spectral Analysis

Spectral analysis was performed for each microflare using OSPEX\textsuperscript{5} software, with the best fit model determined via chi-square minimization. A circular region with a radius of 100" centered on the source is selected for analysis. Given the narrow point spread function (PSF) of FOXSI, we note that this is a conservative choice in order to include all photons affiliated with the microflare; at 100", the measured FOXSI PSF shows that the relative flux is \(\lesssim 10^{-4}\) compared to the on-axis source flux (Krucker et al. 2013). The energy range is restricted to 5-8 keV due to uncertainty in the low-energy trigger efficiency below 5 keV and low statistics above 8 keV.

Because of FOXSI-2’s low instrument background, subtracting the background prior to spectral analysis for these microflares has no significant effect on the resulting parameters. Though singly-reflected photons (“ghost rays”; Peterson & Cote 1997; Buitrago-Casas et al. 2017) originating from bright regions on the eastern limb are likely present in the microflare observations, their contribution to the microflare spectra is expected to be small compared to the active region background. Spectral analysis on a background-subtracted spectrum was performed for microflare 2, using Target C as the background interval, as justified in Ishikawa et al. (2017). The resulting spectral parameters

\textsuperscript{4} The RHESSI instrument response includes a degradation factor determined through a comparison to GOES flux available at https://hesperia.gsfc.nasa.gov/rhessi3/mission/operations/detector-efficiency/.

\textsuperscript{5} https://hesperia.gsfc.nasa.gov/ssw/packages/spex/doc/ospex_explanation.htm
Figure 7. FOXSI-2 images and spectrum for microflare 2 (Target J; duration \(\sim\) 32 s) using data from D6. Images show AIA 94\(\AA\) data with a raw FOXSI-2 image (left) and a deconvolved FOXSI-2 image (right) overlaid (contours: 15\%, 30\%, 50\%, 70\%, 90\%). The FOXSI-2 images show only a portion of the FOV and include events in the energy range 4-15 keV. For the corresponding FOXSI-2 spectrum, an optically thin isothermal plasma model (magenta) is fit to the data (black) in the energy range 5-8 keV with bin size 0.5 keV.

were consistent with those of the non-background-subtracted spectrum within uncertainty. The presented spectra in this paper are not background subtracted.

The instrument response used for the analysis includes the optics effective area, absorption by thermal blanketing, and detector efficiency, which are all energy dependent; the energy resolution of the instrument, roughly constant across the FOXSI energy range, is also incorporated (full width half maximum \(\sim\) 0.5 keV for the Si detectors). Spectral analysis is performed separately for each telescope so that we can leverage the multiple measurements for investigating differences between telescopes.

For each target on microflare 1 (Targets A-E) and for the only target during microflare 2 (Target J), an optically thin isothermal plasma model is fit to the data with the emission measure \(EM\) and temperature \(T\) as free parameters and the solar coronal abundances are fixed. The results shown in Figures 6 (microflare 1) and 7 (microflare 2) use data from a Si detector (D6) paired with a 10-shell optical module, which has a higher effective area, resulting in the best statistics out of all the detector-optic pairs.

For microflare 1, Figure 6 is presented as a sample spectrum from the event; given that all the detectors were operating without the attenuator during microflare 1 (Targets A-E), we can utilize information from multiple detectors to assess the quality of our results. For each pointing, the parameters \(T\) and \(EM\) determined by spectral fitting of data from Si detectors\(^6\) D0, D1, D5, and D6 are combined as a weighted mean, presented in Table 2. These results show a decrease in emission measure over time, which is consistent with our understanding that FOXSI-2 was observing the declining phase of the flare.

For comparison, we plot the spectral parameters (\(EM\) vs. \(T\)) for each detector and the weighted mean in Figure 8. We note that, while the parameters are consistent between some detectors, there are instances where the error bars do not account for the spread in values. These discrepancies, along with the large \(\chi^2_{red}\) values for some fits, may result from the fact that only statistical error from the measured counts are included in the spectral analysis, leaving out

\(^6\) D4 is the only FOXSI-2 Si detector not included in the results for spectral analysis due to a currently incomplete understanding of the spectral shape of the response for this module.
### Table 2

The weighted means of parameters from an optically thin isothermal plasma model fit to data from each of four Si detectors (D0, D1, D5, D6) during each target on microflare 1.

| Target | $T$ (MK) | $EM$ ($10^{44}$ cm$^{-3}$) |
|--------|----------|----------------------------|
| A      | $10.6 \pm 0.2$ | $7.6 \pm 1.0$ |
| B      | $9.7 \pm 0.3$  | $7.7 \pm 1.5$ |
| C      | $10.3 \pm 0.2$ | $5.3 \pm 0.7$ |
| D      | $10.6 \pm 0.4$ | $5.3 \pm 1.3$ |
| E      | $9.8 \pm 0.3$  | $2.9 \pm 0.6$ |

**Figure 8.** Each of the five plots (Targets A-E) shows the emission measure vs. temperature from spectral fitting of data from each of four Si detectors during microflare 1 along with the weighted means (WM). The bottom panel of each plot shows the $\chi^2_{red}$ value for each fit. Several of these $\chi^2_{red}$ values are much larger than 1; this may be due to the fact we currently only include statistical error from the counts during spectral fitting, leaving out systematic error which we have yet to quantify. We note that the exposure time for Target D is relatively short ($\sim 10$ s), resulting in lower statistics for these spectra. For Target E, the large off-axis position of the source may contribute to the large variation in derived spectral parameters.

By quantifying the observed variation in parameters compared to what is expected according to the parameter uncertainties, we can estimate what level of systematic error exists in the FOXSI-2 response. For these estimates, we consider the spectral parameters for Targets A-D; Target E shows a much larger variation in parameters than the other targets due to the large off-axis angle of the source. Because of the steepness of the off-axis vignetting curve in that part of the FOV, the response is sensitive to small shifts in off-axis angle which may be slightly different from telescope to telescope based on limits in alignment precision.

The expected variations in $EM$ and $T$ between detectors are estimated by averaging the parameter uncertainties of the four considered detectors (representing the error due to statistics) while the observed variation is calculated as the standard deviation of the best fit parameters for all the detectors (representing the total error). For the plasma temperature, we find that the observed variation is roughly consistent with the expected variation of $\sim 5\%$. However,
Figure 9. Images show microflare 1 during the first five targets (A-E) of FOXSI-2 over a portion of the FOV using data from all Si detectors (contours: 15%, 30%, 50%, 70%, 90%) overlaid on AIA 94Å images. The top row shows the raw FOXSI-2 Si data, coregistered and added together for each target, along with the total number of counts (not scaled for exposure). The bottom row shows the results of a custom deconvolution method, described in detail in Appendix A, after 5 iterations.

for the emission measure, we observe ~50% variation whereas the expected variation is only ~35%. This comparison indicates that, while the spectral shape of the instrument response is well-determined, there is systematic error in the relative normalization of the response between telescopes that we have not yet accounted for.

To isolate the variation in emission measure, we fix the temperature to the weighted mean value, rerun the spectral analysis, and perform the calculation of expected and observed variation in EM described above. In this case, the observed variation is ~18% and the expected variation is ~9%. If we assume that the total variation corresponds to the random and systematic error combined in quadrature, we estimate that a systematic error of ~15% is needed to account for the differences between telescopes; this is a reasonable amount of error to incur from the measurements of the various response elements (e.g., Boerner et al. 2012).

Even with the observed variation in parameters, data from all detectors for microflare 1 show evidence for high-temperature plasma ~10 MK and relatively low emission measures below ~10^{55} cm^{-3}. This opens a novel parameter space for hard X-ray solar spectroscopic imagers, which will be discussed further in section 4.1.

From the derived spectral parameters, we can calculate what the GOES series of spacecraft would expect to observe from such a flare and hence estimate the GOES class. Using the weighted mean values of EM and T from Target A on microflare 1, as this interval is closest to the peak of the flare, we estimate a GOES class of A0.1. For microflare 2, the GOES class is estimated to be only slightly larger, at A0.3. These GOES class estimates are of the same order as the estimates from Paper I using a multi-thermal DEM.

Although use of an isothermal model can be useful for comparing our microflares to results from other X-ray instruments, we note that this type of model provides a limited picture of the events studied. For more comprehensive plasma characterization, computing the differential emission measure across a broad range of coronal temperatures is desired; this analysis of the FOXSI-2 microflares, along with the development of the FOXSI-2 temperature response, is detailed in Paper I.

3.3. Image Deconvolution

The FOXSI optics have a narrow, monotonically falling PSF, with a full width half maximum (FWHM) of ~5”. We note that the detector resolution is coarse in comparison due to constraints on the focal length imposed by the sounding rocket payload size, with each strip crossing (or “pixel”) having a width of ~7.7” (~6.2") for the Si (CdTe) detectors. By characterizing the optics PSF through data collection at MSFC (Christe et al. 2016) and modeling, deconvolved images can be produced.

We have developed a deconvolution method specifically for FOXSI rocket data using a maximum likelihood proce-
Figure 10. Flux profiles of RHESSI (left), deconvolved FOXSI-2 (middle), and AIA 94Å (right) images of microflare 1 (Target A). For RHESSI and FOXSI-2, each curve represents the intensity measured along a line running through the center of the source at several angles ranging from 0 to 170 degrees. The AIA 94Å image shows flux profiles along the middle feature (red) and across the eastern and middle features (orange) as another indication of the relevant size scales; for reference, the mentioned features are identified in Figure 4. We note that the RHESSI CLEAN image (same as shown in Figure 3) does not utilize the high-resolution subcollimators due to the reasons stated in Section 2.2. However, we do not seek to compare the instrument resolutions with these flux profiles but rather to demonstrate the improvements gained in imaging dynamic range by using a direct imaging technique. With the RHESSI image, the imaging noise extends up to ~15% of the peak value at 1 arcmin, whereas the noise for the FOXSI-2 image is below 5% of the peak at the same distance.

Figure 9 shows the deconvolved images of microflare 1 during the first five targets (A-E) using this custom method. These images utilize data from all five Si detectors and show the source map after five iterations (chosen arbitrarily). When compared to the raw images, it is clear that the deconvolved images improve our ability to identify changes in morphology throughout the flare, such as the extension of emission towards the eastern feature in the AIA data starting during Target C. The evolution of microflare 1 will be explored in Section 4.3.

A comparison of the flux profiles of the RHESSI and deconvolved FOXSI-2 images for microflare 1 (both with residuals added back in) highlights the improvement in imaging dynamic range that we gain by using a direct imaging technique. In Figure 10, each curve represents the intensity measured along a line running through the center of the source; this is measured for lines at a 10-degree increment ranging from 0 to 170 degrees for the RHESSI and FOXSI-2 images. The AIA 94Å image shows two flux profiles across the features of microflare 1 (see Figure 4) as context for the source extent. With the RHESSI image, the imaging noise extends up to ~15% of the peak value at 1 arcmin, whereas the noise for the FOXSI-2 image is below 5% of the peak at the same distance.

3.4. Imaging Spectroscopy

With the enhanced capabilities of FOXSI-2, we are able to perform the first HXR direct imaging spectroscopy with finer angular resolution than NuSTAR on a sub-A class flare. For this analysis, we select the target on microflare 1 where the source is closest to the center of the detector (Target C) since the effective area is highest towards the center due to vignetting effects. The counts are split into two energy bands: a lower energy band from 4-5.5 keV and a higher energy band from 6-15 keV, plotted in Figure 11 as the background image and contours, respectively. By calculating the centroids of both the low- and high-energy emission, it is found that the higher-energy emission is consistently offset to the east of the lower-energy emission for each Si detector, with an average offset of ~7" (roughly the width of one FOXSI detector strip). This result suggests that there is higher temperature plasma in the eastern part of this flare.

4. DISCUSSION

Spectral analyses of two sub-A class microflares observed by FOXSI-2 show evidence of flare-heated plasma at ~10 MK and emission measures of ~10^{44}-10^{45} cm^{-3}, using an isothermal model. No clear evidence for a nonthermal component is observed for either flare; however, the possible parameter space for a hidden nonthermal component is explored in section 4.2. Imaging spectroscopy shows a difference in plasma temperature over space within a sub-A
class microflare, suggesting spatial complexity, which is discussed further in section 4.3 along with context data from SDO/AIA.

4.1. Comparing FOXSI-2 Microflares

With the spectral models derived in section 3.2, we can compare our FOXSI-2 microflares to microflares observed by other X-ray instruments on a plot of $EM$ vs. $T$ (see Figure 12) for isothermal models. We additionally plot the photon flux at 5 keV (photons cm$^{-2}$ keV$^{-1}$ s$^{-1}$) against the ratio of the flux at 8 keV to the flux at 3 keV; this representation serves as an analogue to microflare brightness versus temperature while allowing for the consideration of other models that may provide a better fit the data, including double-thermal and nonthermal models. In these comparison plots, we note that the FOXSI-2 microflares are roughly an order of magnitude fainter than the faintest microflares observed by RHESSI. Overall, these plots highlight how direct HXR spectroscopic imagers are opening up a novel parameter space for high-energy solar microflare studies.

We further note that FOXSI-2’s sensitivity to high temperature plasma ($\sim$10 MK) complements NuSTAR’s sensitivity to lower temperature plasma. Though NuSTAR has a larger effective area than FOXSI-2 (800 cm$^2$ versus 80 cm$^2$ at $\sim$10 keV), FOXSI-2 is more sensitive to faint emission at higher energies due to its increased detector throughput. At the peak of a microflare, NuSTAR’s livetime is typically reduced to $\sim$1% (e.g., Glesener et al. 2017), while FOXSI-2’s livetime remains at $\sim$50% for similar events. As a result, FOXSI-2 achieves a sensitivity that is $\frac{80 \text{cm}^2}{800 \text{cm}^2} \times \frac{50\%}{1\%} \approx 5$ times greater than that of NuSTAR above 10 keV for typical microflare observations.

4.2. Flare Energetics

One question to consider when studying small-scale solar flares is: are small flares similar in structure to large flares, just scaled down in size? This can be answered, in part, by checking if microflare energetics follow the standard flare model; if these flares are consistent with the standard model, we would expect the amount of energy in nonthermal electrons to be large enough to account for the thermal energy in the flare. We can investigate this by making estimates of and comparing the thermal and nonthermal energies. Though no clear evidence for a nonthermal component was observed, we can still estimate the possible nonthermal energy available by seeing how large a nonthermal component could exist undetected below the thermal model.

The thermal energy $E_{\text{therm}}$ is estimated using the spectral parameters $T$ and $EM$ from our isothermal fits, such that

$$E_{\text{therm}} = 3kT\sqrt{EM \cdot V},$$

where $V$ is the volume of the emission region. We utilize estimates of $V$ from Paper I, which were computed by first estimating the area of emission $A$ using AIA Fe XVIII maps and then setting $V \sim A^{3/2}$. From this computation, we obtain estimates of the thermal energy: $E_{\text{therm}} \sim (1.9 \pm 0.2) \times 10^{28}$ erg for microflare 1 (Target A) and $E_{\text{therm}} \sim (1.3 \pm 0.2) \times 10^{28}$ erg for microflare 2. We note that the thermal energy estimates made using an isothermal model are consistently lower than those determined in Paper I using a multi-thermal DEM.

To estimate the energy in nonthermal electrons, we add a fixed cold thick-target component (thick2) to the spectral
Figure 12. FOXSI microflares are compared to solar microflares observed by other X-ray instruments. RHESSI data (red) come from a comprehensive microflare study by Hannah et al. (2008). NuSTAR data (black triangles) show flares from multiple studies, including microflares from Glesener et al. (2017, 2020), Wright et al. (2017), Hannah et al. (2019), and Cooper et al. (2020) and three quiet Sun flares from Kuhar et al. (2018). The spectral parameters for the FOXSI-1 microflare (green star), shown here for the first time, were derived through analysis of FOXSI-1 and contemporaneous RHESSI data. For FOXSI-2 (purple stars), we plot the weighted mean parameters for microflare 1 during Target A (see Table 2) while the results for microflare 2 use data from only D6 (see Figure 7) due to the presence of attenuators in front of all the other detectors during Target J. The plot on the left, displaying EM versus $T$, shows the best fit isothermal model for each flare. The plot on the right instead uses flux measurements as an analog to brightness and temperature, which allows for the inclusion of other models (e.g. double-thermal, nonthermal, etc.). These comparisons highlight how direct HXR spectroscopic imagers are opening up a novel parameter space for microflare studies.

model based on an electron spectrum $\Phi_e \sim \epsilon^{-\delta}$ with index $\delta$, low energy cutoff $E_c$, and integrated electron flux $R_e$ (electrons s$^{-1}$) (Brown 1971). We set the nonthermal energy $E_{NT}$ to the thermal energy estimates from Paper I, $5.1 \times 10^{28}$ erg for microflare 1 and $1.6 \times 10^{28}$ erg for microflare 2. Values of $\delta$ ranging 3-15 ($\Delta \delta = 0.5$) and $E_c$ ranging 3-10 keV ($\Delta E_c = 0.5$ keV) are tested; each combination of $\delta$ and $E_c$ with the set value for $E_{NT}$ then constrains the value of $R_e$ such that

$$R_e = \frac{\delta - 2}{\delta - 1} \frac{E_{NT}}{E_C \Delta t},$$

where $\Delta t$ is the length of the observation. We note that this method provides only a limited subset of the possible parameter space, as we have restricted the study to electron spectrum parameters resulting in a nonthermal energy equal to the thermal energy.

For microflare 1, we find that including a nonthermal component with $E_C \sim 3$ keV and $\delta \sim 7-8$ results in a small improvement in the fit compared to an isothermal model alone. In these cases, we find that there is no significant change in the thermal parameters, i.e., $T$ and $EM$ are consistent with that of the isothermal model within uncertainty. These electron spectrum parameters thus allow for a dominant thermal component while also providing enough energy in nonthermal electrons to account for the thermal energy, consistent with the cold thick-target model.

The softer spectral indices found in this investigation are consistent with the trend we would expect for small-scale events based on scaling laws (e.g., Battaglia et al. 2005; Isola et al. 2007). Results from other microflare studies in the hard X-ray regime support these trends, including the population study in Christe et al. (2008), which finds that the electron spectra for microflares observed by RHESSI have an average spectral index of $\delta = 8.4$ with a standard deviation of 2.7. Additionally, a recent paper by Glesener et al. (2020) finds evidence for a nonthermal component for a class A5.7 microflare observed by NuSTAR, with the best fit model including an accelerated electron distribution characterized by $\delta = 6.3 \pm 0.7$ and $E_C \lesssim 6.5$ keV. The combination of a softer spectral index and lower low-energy cutoff compared to larger flares is consistent with the NuSTAR microflare studies of Wright et al. (2017) and Cooper.
et al. (2020), which consider upper limits to the nonthermal emission, and is consistent with what we find for our best fit model.

With an accelerated electron spectrum extending down to lower energies, the warm thick-target model may be more appropriate. In a warm thick-target scenario, accelerated electrons with energies below a few times the average energy in the thermal population ($E_c = \frac{1}{2}kT$) will thermalize in the corona prior to reaching the flare footpoints and contribute to the observed thermal spectrum (Kontar et al. 2019). With the best fit spectrum for microflare 1 ($\delta = 7, E_C = 3$ keV), the average energy of the nonthermal electrons is $\sim 3.5$ keV, which is only a few times larger than the average energy of the thermal electrons ($\sim 1.3$ keV).

To test this model, we utilize thick$_{\text{warm}}$ in OSPEX, leaving the parameters $R_c$, $\delta$, and $E_C$ free, while fixing the thermal parameters based on the isothermal model and estimates of the emission volume. Through this analysis, we find that the warm thick-target model provides a worse fit to the data, and the free parameters are poorly constrained. In particular, the fit fails to constrain $E_C$, because it is below the energy range where FOXSI-2 is sensitive. We attribute this poor fit to the multiple loops producing the observed emission for microflare 1, as thick$_{\text{warm}}$ is designed for a single flare loop.

The nonthermal analysis described above is also applied for microflare 2. With a cold thick-target model, none of the tested combinations of $\delta$ and $E_C$ provide an improved fit compared to the isothermal model alone, indicating that this observation is less consistent with the standard model we observe for larger flares. The warm thick-target model also provides a worse fit to the data than the isothermal model, with the parameters again poorly constrained. Revisiting the light curves for microflare 2 (see Figure 5), we note that the peak is preceded by a gradual rise in emission over multiple minutes, compared to the sharp impulsive rise over $\sim 20$ s observed by RHESSI for microflare 1. In the study of RHESSI microflares by Christe et al. (2008), though most microflares were found to be impulsive, $\sim 18\%$ had a more gradual rise (rise time > decay time), similar to microflare 2. Both the difference in time evolution and lack of evidence for a nonthermal component suggest that this flare develops in a manner that is distinct from the standard flare model.

4.3. Flare Complexity

In addition to studying the energetics, we are also interested in investigating the spatial and temporal complexity of solar microflares; at what point, if any, does a small-scale flare lose the complexity that we see in large solar flares and become a single-energy-release event, more similar to what we expect for nanoflares? From the imaging spectroscopy described in section 3.4, there is evidence of plasma heated to different temperatures at different spatial locations throughout the flare.

We further investigate flare dynamics by comparing our FOXSI-2 observations with contemporaneous SDO/AIA data. Looking at the AIA light curves for microflare 1 in Figure 4, we see that the western feature brightens first and then fades as the middle feature brightens, followed by the brightening of a small eastern feature, showing both temporal and spatial complexity. We suggest that the observed difference in plasma temperatures from the FOXSI-2 data reflects the heating of the eastern and middle features while the western feature is cooling.

We also observe these dynamics at play within the deconvolved FOXSI-2 images for microflare 1. In the series of deconvolved images in Figure 9, we can clearly identify the extension of emission out toward the east starting to appear during Target C, just as AIA 94A emission from the eastern feature is beginning to rise (Figure 4). To further explore the results from the imaging spectroscopy of Target C, we produced deconvolved images of the two studied energy-bands (4-5.5 keV and 6-15 keV). These images, presented in Figure 13, show that a higher fraction of high-energy emission can be found in the region extending out to the small eastern feature in AIA 94A. This higher energy emission additionally overlaps with the slit in contemporaneous Interface Region Imaging Spectrograph (IRIS) data. A future paper will use FOXSI-2 data, IRIS spectral data, and modeling to study the impact of an accelerated electron beam on the lower atmosphere.

The case for thermal complexity is additionally supported by the analysis of Paper I, where simultaneous brightenings were observed across a broad energy range. Thus the combination of FOXSI-2 data with contemporaneous data from instruments such as SDO/AIA and Hinode/XRT provides compelling evidence for complex energy release for this sub-A class flare, indicating that it is not a nanoflare as defined by Parker (1988). Based on our analysis, this flare requires a minimum number of three energy releases.
Figure 13. Deconvolved FOXSI-2 images of microflare 1 (Target C) in two energy bands, 4-5.5 keV (left column) and 6-15 keV (right column), overlaid on contemporaneous AIA 94 Å (top row) and IRIS 1330 Å (bottom row) images. There is a higher fraction of high- to low-energy emission extending out towards the eastern feature observed in AIA, indicating hotter plasma. This region of hotter plasma also overlaps with the IRIS slit (at x∼10”).

5. SUMMARY

By utilizing a direct imaging technique, the FOXSI sounding rocket experiment provides improved sensitivity and imaging dynamic range for small-scale solar events in the hard X-ray regime. During the FOXSI-2 flight, two microflares were observed; beyond simply detecting these sub-A class flares, we are able to perform detailed spectral and imaging analysis with FOXSI-2 data. This analysis reveals the presence of high temperature plasma (∼10 MK) and highlights FOXSI-2’s improved sensitivity with emission measures that are an order of magnitude smaller than what was observed from the faintest RHESSI flares.

Multiple results from our analysis indicate that we can be confident in the characterization of the FOXSI-2 instrument response. First, we find that the measured FOXSI-2 count rate is consistent with that of RHESSI, after accounting for the response of each instrument. Additionally, by leveraging the measurements from multiple FOXSI-2 telescopes, we are able to assess the level of systematic error in our experiment. A comparison of the derived spectral parameters (T, EM) between telescopes indicates that the spectral shape of the FOXSI-2 response is well-determined and that there is only ∼15% systematic error in the relative normalization of the response between detectors.

Through studies of the energetics of the FOXSI-2 microflares we find the thermal energies to be ∼10^{28} erg, which is around the energy at which RHESSI’s sensitivity starts to limit the fraction of observed events. Additionally, exploration of the parameter space for an electron spectrum that could provide enough nonthermal energy to account for the thermal energy in microflare 1 allows for spectra with $E_c \sim 3$ keV and $\delta \sim 7-8$. With these parameters, it is plausible that this microflare abides by the picture of energy transfer described in the standard model for solar flares. Furthermore, imaging spectroscopy of FOXSI-2 data and contemporaneous AIA data for microflare 1 provide evidence for spatial and temporal complexity, supporting the idea that this microflare more closely resembles the structure and dynamics of a large flare rather than the single energy release of a nanoflare. In the future, more high-sensitivity observations from solar hard X-ray instruments like FOXSI can help us to better understand the characteristics of microflares and their contribution to coronal heating.
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APPENDIX

A. IMAGE DECONVOLUTION

A.1. Custom FOXSI Deconvolution Method

The FOXSI image deconvolution method utilizes a maximum likelihood procedure (Richardson 1972; Lucy 1974; Benvenuto et al. 2013), which aims to derive the source map $W_j$ (pixels) from a set of observations $H_i$ (pixels) by accounting for the instrument response $S$. This is achieved by iterating over the following equation:

$$W_{j+1}^t = W_j^t \sum_i H_i C_i S_{ji},$$  \hspace{1cm} (A1)

where $C$ is the reconvolved source map, such that $C_i = \sum_k S_{ki} W_k^t$. For each iteration $t$, the ratio $H_i/C_i$ indicates where the reconvolved source map overestimates or underestimates the observations, allowing for a correction to be made in the next iteration of the source map, $W_{j+1}^t$. We note that this procedure allows for the source map and observations to have different bases; this capability is important for FOXSI data as it allows for the source map to have a much finer binning than FOXSI’s coarse strip crossings ($\sim 7.7$” for Si). Furthermore, $H$ can include observations from multiple detectors.

The instrument response $S$ incorporates the optics PSF, the detector rotation(s), and the difference in bin size between the source map and the raw FOXSI images. Currently, the deconvolution method uses an invariant PSF, as the PSF does not change much over the relatively small FOV considered for the sources of interest ($\sim 2' \times 2'$ for this study). The PSF is modeled as three two-dimensional Gaussians based on measurements made at the MSFC Stray

Figure 14. FOXSI-2 PSF map used for the deconvolution of microflare 1 images during Target C (source centroid $\sim 26$’ off-axis). The PSF is incorporated in the instrument response $S$ during Step 1 of the deconvolution procedure.
Figure 15. Comparison of deconvolution methods for FOXSI-2 images. (Left) Raw FOXSI-2 image of microflare 1 during Target C, with data from all Si detectors coregistered and combined. (Middle) Deconvolved FOXSI-2 image after 20 iterations using a standard deconvolution method (max_likelihood.pro). (Right) Deconvolved FOXSI-2 image after 5 iterations using a custom deconvolution method. Though both methods reveal similar features overall, the custom method captures finer details of the flare structure. The contours represent intensities of 15%, 30%, 50%, 70%, and 90%.

Light Facility for on-axis and multiple off-axis source angles (Christe et al. 2016). The PSF is determined for any given position in the FOV through interpolation (see Figure 14 for an example PSF).

The deconvolution method follows the following steps:

1. Compute the instrument response $S_{ji}$ for a given PSF map and set of detectors. In this computationally intensive procedure, the predicted counts in each bin $i$ is calculated for a source $W_j$. The source at position $j$ is convolved with the optics PSF, rotated to the detector plane (for each given detector roll angle), and rebinned to the detector strip crossing size.

2. Retrieve observations $H_i$ for the set of detectors specified in Step 1 over a given energy range (4-15 keV in this study).

3. Perform the iterative procedure defined in Equation A1, starting with a gray-scale array for the initial source map $W^0$. An arbitrary stopping point of 5 iterations has been chosen for this study based on improvements in the source image.

The results of the deconvolution for microflare 1 using this custom method are compared to that of a standard method (max_likelihood.pro) and to a raw FOXSI-2 image in Figure 15. The raw image is created by coregistering and combining images from each Si detector during Target C. This image serves as the observation map for the standard method, which requires that the source map and observations have the same basis. Consequently, the resulting source map is constrained to the coarse resolution of the FOXSI-2 Si detectors. Additionally, we introduce error to the observations by rotating, rebinning, and combining detector images. The custom method avoids this problem by leaving the observations in each detector plane (see top row of images in Figure 16) and allows for a finer resolution source map. With these improvements, we can better identify and trace changes in the flare structure.

A.2. Residual Maps

In the deconvolution process, a residual map can be calculated by subtracting the reconvolved source map from the observed map for a given iteration. These residuals are useful for determining how well the source map accounts for observations and can be added back into the source map as a way to probe the instrument’s imaging dynamic range.

To produce a residual map for a given iteration of the FOXSI image deconvolution method, the following steps are implemented:

1. Calculate the residuals for each individual detector included in the analysis. In the detector plane, the counts from the reconvolved source map are subtracted from the observed counts for each strip crossing.
Figure 16.  (Top) Raw FOXSI-2 images in the detector plane for the five Si detectors during microflare 1 (Target C). Each detector is rotated at a different angle within the focal plane and thus has a different orientation relative to solar north. D6 shows a higher count total compared to the other detectors due to its paired optic (10-shell), which has a higher effective area. (Middle) Residual maps for each Si detector in the detector plane during Target C after 5 iterations. The lack of a distinct pattern in the residuals indicates that the source map reasonably represents the observations, and no major source region is missing. (Bottom) The source map (left), total residual map (middle), and combined (source + residuals) map (right) for Target C after 5 iterations, all aligned with solar north. In the total residual map and combined (source + residuals) map, we observe artifacts of the coarse FOXSI-2 strip crossings (7.7”), which are much larger than the source map pixels (∼1” in the example). With the combined map, we can directly compare the FOXSI-2 images to RHESSI CLEAN images and assess the imaging dynamic ranges (see Figure 10).

2. Rebin and rotate the residual map for each detector to the source map binning and orientation.

3. Coregister and add residual maps together to produce the total residual map.

Example residual maps, along with the corresponding observations and source map, are shown in Figure 16. Both the raw FOXSI-2 images and individual residual maps are plotted in the corresponding detector plane, with each detector rotated at a different angle relative to solar north. After 5 iterations of the deconvolution procedure, there are no distinct features in the residual maps, indicating that the source represents the observations reasonably well. In the total residual map and combined (source + residuals) map, we observe artifacts of the coarse FOXSI-2 strip crossings, which are much larger than the source map pixels (∼1” in the example). With the combined map, we can directly compare the FOXSI-2 images to RHESSI CLEAN images and assess the imaging dynamic ranges (see Figure 10).
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