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Abstract—We propose a Kron-based model-order reduction method for mass-action kinetics chemical reaction networks (CRN) with constant inflow and proportional outflow. The reduced-order models preserve the CRN structure and we establish that the resulting reduced-order models have the same DC-gain or zero-moment as that of the full-order ones. Subsequently, we present the spectrum interlacing property of the Kron-reduced open CRN and propose the use of Gramians-based approach for single-species single-substrate chemical network to get the upper-bound of approximation error and to use it in determining a good set of nodes to be removed systematically. Finally, we evaluate the applicability and efficacy of our results in two well-known biochemical kinetic models: the activated sludge model (ASM) 1 and McKeithan’s T-cell receptor model.
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I. INTRODUCTION

For the simulation and control of complex (bio)-chemical processes, kinetic models of the underlying chemical reaction networks are generally used. These models are given by ordinary differential equations whose order depends on the number of chemical species involved and their underlying kinetics. The resulting sets of ordinary differential equations for complex chemical processes are typically high dimensional (e.g., hundreds of species and reactions) and intrinsically nonlinear (e.g., polynomial if we assume the most basic form of modeling, e.g., mass action kinetics; or rational functions if we assume the standard Michaelis-Menten kinetics).

The current state-of-the-art numerical tools for stability analysis, for bifurcation study (e.g., in [1]), for stochastic simulations and for other types of dynamical analysis are known to suffer from curse-of-dimensionality. Moreover since complex models of biochemical reaction networks involve a large number of parameters, the task of identifying these parameters (in addition to those parameters that have been identified in the literature) is enormous and requires large datasets. The complexity of this task is further compounded by the fact that often not all the species’ concentrations can be measured. Recently, there has also been an interest in kinetic modelling of genome-scale networks as presented in [2] and [3]. Reduction of model size and complexity can thus help in focusing the computational analysis and control effort on important sub-species and sub-network.

Using the chemical reaction networks (CRN) formulation as presented in [4], we can describe the dynamics of open CRN with inflow and outflow by

\[ \dot{x} = ZDv(x) + ZD_{in}v_{in} + ZD_{out}v_{out}(x) \]  

where \( Z \) is the complex\(^1 \) composition matrix that maps chemical complexes to the individual chemical species, \( D, D_{in} \) and \( D_{out} \) are the incidence matrix of the internal network, of the inflow edges and of the outflow edges, respectively, and \( x \in \mathbb{R}^n \) is the state space of chemical species. The reaction rate \( v(x) \in \mathbb{R}^r \) is given by the underlying kinetics law of every reaction that can include the mass-action kinetics, Michaelis-Menten or other general kinetics law (see, for instance, [6]). The influx rate \( v_{in} \in \mathbb{R}^m \) and outflow \( v_{out}(x) \in \mathbb{R}^{m_{out}} \) give the interaction of the CRN with the environment. In this formulation, the outflow rate can also be given by kinetics law and the inflow rate is typically given as a constant influx. For the genome-scale kinetics model, where the dimension of state space \( n \) and reaction rate \( r \) can reach tens of thousands, analyzing various stability and control properties of (1) becomes a daunting task.

For closed chemical networks (without inflow and outflow), there are a number of model reduction techniques proposed in the literature. The time-scale separation technique as discussed in [7], [8], [9], [10] and the quasi steady-state approximation (QSSA) (see, for example, [11]) are the most commonly used techniques. Hardin in [12] extends the QSSA approach by considering the higher-order approximation in the computation of the quasi steady-state. In [13], [14] and [15], integer optimization techniques are used to determine which components and/or reactions can be eliminated from the original model without a substantial alteration of the model behaviour. Danø et al in [16] propose a model reduction method by identification and elimination of variables in such a way that the basic dynamic properties of the original model are preserved. In [17], model reduction is achieved by simplifying the rate equations of individual enzymes in the network. In [18], it is rather the number of parameters of a given model that is reduced. This is done by identifying a region in the

\(^1\)The notion of chemical complexes here refer to the combination of species that are involved in the left-hand and right-hand side of every reaction. The notion has played a key role in the mathematical analysis of chemical reaction networks in [4] and [5]. It will be further discussed in Section II.
parameter space where some of the parameters can be pruned to zero while ensuring the outputs of the reduced model match those of the original model within a given tolerance.

In recent years, a model reduction method of closed CRN using the graph information encoded in the incidence matrix $D$ in [1] has been presented in [19]. The reduction of model order is achieved by pruning the network graph and by replacing it with an equivalent or approximated reduced network graph. This approach is motivated by the Kron reduction method used in electrical networks (see, e.g., [20], [21], [22], and [23]) and other complex networked systems, such as, [24]. The use of the Kron reduction method enables the preservation of the network graph structure and has been shown to be effective in reducing state equations in a number of well-known biochemical reaction networks as presented in [19] and in [25]. Further work on this method can also be seen in [26] and [27]. There is also the method of structural reduction proposed by [28] that can be applied to kinetic models with linear independent sub-CRNs consisting of linear reactions. Based on the detailed description of the linear sub-CRNs, the proposed method reduces them into a single reaction with distributed time delay. Therefore, one obtains a delayed CRN with conceivably different distributed time delays but with less complexes and reactions than the original model.

On the other hand, for open chemical networks, which contain inflow and outflow as in [1], there are not many model reduction methods available that are specific for such open CRN. In [29], it has been shown that a time-scale separation can be used to reduce the model via singular perturbation theory; akin to the QSSA approach for closed CRN above. In [30], it introduced an automated model reduction pipeline based on QSSA where it gives robustness guarantees for structured model reduction of linear and nonlinear dynamical systems under parametric uncertainties. When the open CRN does not have a clear time-scale separation, this approach can no longer be applicable. In [19], it is shown that the Kron reduction approach can be applicable to open CRN. Another work for open CRN is the use of balanced truncation applied to the associated variational systems obtained through linearization of the systems [31]. For open nonlinear CRN, it remains a challenge to solve the corresponding balanced truncation PDE for such networks [32].

In this paper we present Kron-based model order reduction for open CRN following the approach in [25] and we provide analysis on the mathematical properties that can be obtained by the Kron reduction approach. The first property corresponds to the zero-moment matching property of the Kron-based reduced-order open CRN. For linear systems, the zero-moment matching property corresponds to the preservation of the DC-gain in the reduced model. This notion is generalized to general nonlinear systems in [33] which zero-moment matching refers to the preservation of the input-output map when constant inputs are considered. As the steady-state property with constant inputs plays an important role in many applications of open CRN, the preservation of zero-moment by the model reduction methods is a highly desirable property, in addition to preserving the CRN structure and the chemical species. The second property is related to the spectrum property of the reduced open CRN model, such as, the eigenvalue interpolating property. The third property is on the use of Gramians-based approach to get the approximation error upper-bound when certain nodes are removed. This error upper-bound allows us to optimize the reduction network by determining the nodes to be removed with the smallest error upper-bound.

The rest of the paper is organized as follows. In Section II, we present preliminaries and problem formulation. In Section III, Kron reduction method on open CRN is presented. In Section IV we analyze the zero-moment matching property of the Kron reduction method. In Section V we present the use of Gramians-based approach to optimize the reduction network. In Section VI we show the performance of Kron reduction method in two different examples. Finally, the conclusions are given in Section VII.

II. Preliminaries

A. Graph formulation of CRN

Every chemical reaction network (CRN) can be associated to a directed graph $G = (V, E)$ with $V$ be the set of vertices and $E \subset V \times V$ be the set of edges, where every edge represents every reaction in CRN and every node in $V$ corresponds to a chemical species (or a combination of chemical species) that is (or are) involved in the substrate (if the vertex is at the tail) or in the product of a reaction (if the vertex is at the head). The latter elements are usually referred to as the substrate and product complexes, respectively. Following the graph-theoretical formulation of CRN in [14], we denote the species concentration by $x \in \mathbb{R}^n$ with $n$ be the number of chemical species. We denote the number of chemical complexes by $c$ and that of reactions by $r$. The reaction edges in $G$ can be represented by an incidence matrix $D \in \mathbb{R}^{c \times r}$ that maps a reaction to the constitutive substrate and product complexes. In other words, each column of $D$ corresponds to an edge of $G$, and contains exactly one element of 1 at the complex associated to the product (head vertex), one element of $-1$ at the complex associated to the substrate (tail vertex) and all other elements are zero. The graph $G$ is strongly connected if any vertex can be reached from any other vertex by a sequence of directed edges. A subgraph of $G$ is a directed graph whose vertex and edge sets are subsets of the vertex and edge set of $G$. For the CRN graph $G$, we can relate the complexes with the underlying chemical species through the complex stoichiometric matrix $Z \in \mathbb{R}^{n \times c}$ where the numbers appeared in its $i$-th column represent the number of different species (associated to the row of $Z$) involved in the $i$-th complex. The usual stoichiometric matrix $S$ is given by $S = ZD$.

B. Kron Reduction in Graph

For a general connected undirected graph $G$ (which can be interpreted as a strongly connected directed graph where each edge has the complement edge with different direction), the matrix $L = DD^T \in \mathbb{R}^{c \times c}$ is called the Laplacian matrix, and it is also known as graph Laplacian, admittance matrix or Kirchoff matrix in various different applications. The Laplacian matrix $L$ has been used to represent the graph of
electrical circuits and power networks [21], [24], as well as, of balanced CRN with mass-action kinetics [34]. It satisfies

\[ 0 = \lambda_1(L) < \lambda_2(L) \leq \ldots \leq \lambda_n(L). \]

For a given electrical circuit network \( \mathcal{G} \), an equivalent electrical circuit sub-network can be obtained through the process known as the Kron reduction (see, e.g. [21]). Specifically, if the associated Laplacian matrix \( L \) can be decomposed into

\[ L = \begin{bmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{bmatrix}, \quad (2) \]

where \( L_{11} \) is associated to the sub-graph of \( \mathcal{G} \) with vertices \( \mathcal{V}_1 \subset \mathcal{V} \), and \( L_{22} \) represents the sub-graph of \( \mathcal{G} \) with vertices \( \mathcal{V}_2 := \mathcal{V} \setminus \mathcal{V}_1 \) then the equivalent reduced circuit with \( \mathcal{V}_1 \) as its vertices has its Laplacian \( \hat{L} \) given by

\[ \hat{L} = L_{11} - L_{12}L_{22}^{-1}L_{21}, \]

where \( \hat{L} \in \mathbb{R}^{c \times \hat{c}} \) with \( \hat{c} = \dim \mathcal{V}_1 \). As presented in [24], the reduced Laplacian \( \hat{L} \) is again a symmetric Laplacian matrix. Correspondingly one can obtain the reduced incidence matrix \( \hat{D} \) so that \( \hat{D}\hat{D}^T = \hat{L} \) which means that we can define the equivalent reduced edges. As discussed in [24] and [25], this Kron reduction process has the eigenvalues interlacing property where for every \( i = 1, \ldots, \hat{c} \),

\[ \lambda_i(L) \leq \lambda_i(\hat{L}) \leq \lambda_{i+c-\hat{c}}(L) \quad (3) \]

holds and it can be used to characterize the reduced network.

C. Moment Matching Model Reduction method

Let us briefly review the current literature on moment-matching model reduction methods in (non-)linear systems theory. We will later relate this moment-matching notion to the analysis of the model reduction method of CRN with in-flows and out-flows based on the Kron reduction approach. Consider the following nonlinear affine systems

\[ \Sigma : \begin{cases} \dot{x} &= f(x) + g(x)u \\ y &= h(x), \end{cases} \quad (4) \]

where \( f, g, h \) are assumed to be smooth and \( x(t) \in \mathbb{R}^n, u(t), y(t) \in \mathbb{R} \). The notion of moment-matching is closely related to the steady-state response of the system with respect to signals generated by an exosystem as presented in [35] and [36]. In particular, it has been proposed in [35] that the reduced model of (4) that matched with the moment generated by

\[ \dot{w} = s(w), \quad u = c(w), \quad (5) \]

where \( w(t) \in \Omega \subset \mathbb{R}^m \) is given by the family of nonlinear systems

\[ \Sigma : \begin{cases} \dot{\hat{x}} &= \hat{f}(\hat{x}) + \hat{g}(\hat{x})u \\ \hat{y} &= \hat{h}(\hat{x}), \end{cases} \quad (6) \]

where \( \hat{f}, \hat{g}, \hat{h} \) are smooth and the reduced state variable \( \hat{x}(t) \in \mathbb{R}^n \) with \( \hat{n} < n \), such that

\[ \begin{cases} \frac{\partial s(w)}{\partial w} &= f(\pi(w)) + g(\pi(w))c(w) \\ \frac{\partial s(w)}{\partial u} &= \hat{f}(p(w)) + \hat{g}(p(w))c(w) \\ h(\pi(w)) &= \hat{h}(p(w)) \end{cases} \quad (7) \]

hold for all \( w \in \Omega \), for some mappings \( \pi : \mathbb{R}^m \to \mathbb{R}^n \) and \( p : \mathbb{R}^m \to \mathbb{R}^n \). In other words, the reduced-order systems (6) admit identical output trajectories with those of (4) when they are subjected to the same input generated by (5). In particular, when the exosystems (5) is given by an integrator with \( s = 0 \), e.g. they are constant signal generators, (7) becomes

\[ \begin{cases} 0 &= f(\pi(w)) + g(\pi(w))c(w) \\ 0 &= \hat{f}(p(w)) + \hat{g}(p(w))c(w) \\ h(\pi(w)) &= \hat{h}(p(w)) \end{cases} \quad (8) \]

When we restrict (4) to the class of linear systems given by

\[ \Sigma : \begin{cases} \dot{x} &= Ax + Bu \\ y &= Cx \end{cases} \quad \text{and} \quad \Sigma : \begin{cases} \dot{\hat{x}} &= \hat{A}\hat{x} + \hat{B}u \\ \hat{y} &= \hat{C}\hat{x}, \end{cases} \quad (9) \]

the conditions in (8) are equivalent to

\[ CA^{-1}B = \hat{C}\hat{A}^{-1}\hat{B}, \quad (10) \]

which is a well-known condition for moment matching at zero frequency as presented in [35]. In other words, the reduced-order models that match the moment at zero have the property that their DC gain matches that of the full-order ones.

D. Chemical Reaction Networks with in-/out-flows

The model of a biochemical reaction network is a set of differential equations describing the evolution and dynamics of the concentrations of all the metabolites that are involved in the reaction network. This model involves some fixed parameters and some boundary fluxes which are usually functions of metabolite concentrations. The structure of a chemical reaction network cannot be directly captured by an ordinary graph. Instead, we will follow an approach in the work of [4].

The set of complexes of a chemical reaction network (CRN) is simply defined as the union of all the different left- and right-hand sides (substrate and product) complexes of the reactions in the network. The dynamics of a closed CRN can be given by

\[ \dot{x} = ZDv(x), \quad (11) \]

where, as described before in subsection 11A, \( Z \in \mathbb{R}^{n \times c} \) is the complex stoichiometric matrix of the network, \( D \in \mathbb{R}^{c \times r} \) is the incidence matrix and \( v(x) \in \mathbb{R}^r \) is the vector of reaction rates or fluxes. By defining \( v(x) \) as a mass action kinetics, as presented in [4], the reaction rate of the total reaction network is given by

\[ v(x) = K\text{Exp}(Z^T Lnx), \quad (12) \]

where the outgoing co-incidence matrix \( K \in \mathbb{R}^{r \times c} \) is the matrix whose \((j, \sigma)\)th element equals the \( j \)th reaction rate constant \( k_j \) if the \( \sigma \)-th complex is the substrate complex for the \( j \)th reaction. So that, the dynamics of mass action kinetics reaction takes the form

\[ \dot{x} = ZDK\text{Exp}(Z^T Lnx). \quad (13) \]

It can be verified that the matrix \( L := -DK \in \mathbb{R}^{c \times c} \) defines a weighted Laplacian matrix that has non-negative diagonal elements and non-positive off-diagonal elements. As stated in
a CRN is called complex-balanced if there exists $x^* \in \mathbb{R}^n$, called complex-balanced equilibrium, satisfying
$$Dv(x^*) = -L \text{Exp}(Z^T \text{Ln}x^*) = 0.$$This allows us to rewrite (13) into the form of
$$\dot{x} = -ZL(x^*) \text{Exp} \left( Z^T \text{Ln} \frac{x}{x^*} \right), \quad \mathcal{L}(x^*) := L \Xi(x^*), \quad (14)$$where $\Xi(x^*) := \text{diag}(\text{Exp}(Z^T \text{Ln}x^*))$, the operation $\frac{x}{x^*}$ is done in element-wise sense and $\mathcal{L}(x^*)$ becomes a symmetric Laplacian matrix.

For a closed complex-balanced CRN with single-species single-substrate (which we will refer to as SS reaction networks) as studied in [4], we have $Z = I_c$ and the dynamics (11) reduces to the following linear autonomous systems
$$\dot{x} = DKx = -\mathcal{L}(x^*) \frac{x}{x^*} \quad \text{with} \quad \mathcal{L}(x^*) := -DK\Xi(x^*). \quad (15)$$In general, biochemical reaction networks are not closed systems and they interact with the environment through additional inflow and outflow in some part of the network. Correspondingly, we can extend (11) to an open CRN by incorporating these inflow and outflow as follows
$$\begin{cases} \dot{x} &= ZDV(x) + ZD_{\text{in}}v_{\text{in}} - ZD_{\text{out}}v_{\text{out}}(x) \\ y &= C \text{Exp}(Z^T \text{Ln}x), \end{cases} \quad (16)$$where $D_{\text{in}}$ and $D_{\text{out}}$ are incidence matrices of the inflow and outflow that connect internal complexes to an additional “zero”-complex $0$ in the vertex set $\mathcal{V}$ of CRN graph $G$. In this formulation, the vector $v_{\text{in}} \in \mathbb{R}^c$ is the vector of inflow from the environment, $v_{\text{out}}(x) \in \mathbb{R}^d$ is given the outflow kinetics and $y$ is the measured output. As before, we will assume throughout that the inflow $v_{\text{in}}$ are constant inflow and the outflow kinetics $v_{\text{out}}(x)$ are given by mass-action kinetics, e.g.
$$v_{\text{out}}(x) = K_{\text{out}} \text{Exp}(Z^T \text{Ln}x). \quad (17)$$

In the context of moment-matching based model-order reduction, we consider $v_{\text{in}}$ as the input variable $u$ while the output variable $y$ will be the monitored chemical species which are part of $x$. For instance, when we again consider the SS reaction networks (15) with measured output variable $y = Cx$ for some selection matrix $C$ (comprising of only 1 and 0), the open SS CRN can be given by
$$\begin{cases} \dot{x} &= -DKx + D_{\text{in}}u = A \dot{x} + B \\ y &= Cx = B, \end{cases} \quad (18)$$where the matrices $A$, $B$ and $C$ are the usual matrices of linear systems as in (9).

Related to the zero-moment property as discussed in Subsection II-C it has been shown in [4] on the existence of an attractive equilibrium manifold for a given constant inflow $v_{\text{in}}$ as follows.

**Proposition 2.1 (Theorem 4.4 in [4]):** Consider a mass action kinetics reaction network with constant inflows and mass action kinetics outflows (16), for which there exists a complex-balanced steady state $x^* \in \mathbb{R}^n$ that satisfies $Dv(x^*) + D_{\text{in}}v_{\text{in}} + D_{\text{out}}v_{\text{out}}(x^*) = 0$. Then

- for every $x_0 \in \mathbb{R}^n$, there exists a unique $x_1 \in \mathcal{E}$ with $x_1 - x_0 \in \text{im}ZD$ and $\mathcal{E} := \{x^{**} \in \mathbb{R}^n \mid (ZD)^T \text{Ln}(x^{**}) = (ZD)^T \text{Ln}(x^*) \}$ be the equilibrium set;
- the steady state $x_1$ is locally asymptotically stable with respect to initial condition $x_0$; and
- additionally, if the network is persistent

Based on this proposition, we will investigate in the rest of the paper on the property of $\mathcal{E}$ obtained from the original open CRN and that from the reduced-order one via Kron reduction approach. For the rest of the paper, we consider complex-balanced CRN and we will study the preservation of steady-state input-output mapping $v_{\text{in}} \mapsto y$.

**Example 2.2:** Let us introduce a simple chemical reaction sub-network with inflow and outflow based on the well-known kinetic model of glycolysis studied in [37] and is shown in Fig. 1. We consider a sub-network of glycolysis kinetic model that involves the metabolic pathways of 3PGA, 2PGA and PEP while the influence from the other part of the network is considered as inflow and outflow. Fig. 1 depicts this sub-network where $x_1$, $x_2$, and $x_3$ represent the metabolite concentrations of 3PGA, 2PGA and PEP, respectively. The constants $k_1$, $k_{-1}$, $k_2$, $k_{-2}$, $k_{\text{in}}$ and $k_{\text{out}}$ in Fig. 1 are the rate constants, constant inflow and outflow rate constant, respectively. Following the rate constants used in [37] (excluding the nonlinear kinetic rate components that appear as the common denominator in each kinetic law in [37]), we will use $k_1 = \frac{V_{\text{PGM}}}{K_m}, \quad k_{-1} = \frac{V_{\text{PGM}}}{K_m \times K_{eq}}, \quad k_2 = \frac{V_{\text{ENO}}}{K_m}, \quad k_{-2} = \frac{V_{\text{ENO}}}{K_m \times K_{eq}},$ $k_{\text{in}} = \frac{V_{\text{PGK}}}{K_m}$ and $k_{\text{out}} = V_{\text{max}}$ throughout this paper. Using the numerical values in [37], we have $k_1 = 7.83, \quad k_{-1} = 41.21, \quad k_2 = 33.75, \quad k_{-2} = 5.04, \quad k_{\text{out}} = 7.64$ and $k_{\text{in}} = 4.8$. However, as these constants do not satisfy the Wegscheider’s condition for detailed balanced CRN (see [38]), e.g., they do not fulfill $k_1 k_2 = k_{-1} k_{-2}$. Accordingly, we performed least square estimate to satisfy Wegscheider’s condition with the above constants as the priors, which results into the following admissible parameters: $k_1 = 7.19, \quad k_{-1} = 41.11, \quad k_2 = 32.53, \quad k_{-2} = 5.69$. Using these values, the kinetics of the glycolysis
sub-network can be written as $(18)$ with
\[
\dot{x} = \begin{bmatrix}
-7.19 & 41.11 & 0 \\
7.19 & -73.64 & 5.69 \\
0 & 32.53 & -13.33
\end{bmatrix}
+ \begin{bmatrix}
4.8 \\
0 \\
0
\end{bmatrix} u.
\tag{19}
\]
In later sections we will refer again to this example and as a reference, we have here $L = \begin{bmatrix}
-7.19 & -41.11 & 0 \\
-7.19 & 73.64 & -5.69 \\
0 & -32.53 & 5.69
\end{bmatrix}$ and $R = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 7.64
\end{bmatrix}$.

### E. Kron Reduction in Complex-Balanced Chemical Reaction Networks

Let us revisit the Kron reduction method presented in $[34]$ to reduce the kinetic model of chemical reaction networks. Consider the dynamics of a closed CRN with mass-action kinetics $(14)$ as follows
\[
\dot{x} = Z\mathcal{L}(x^*)\text{Exp}(Z^T\ln x).
\]
In order to apply Kron reduction, we partition the network where we split it to two sub-networks comprising of a sub-network that will be retained and another one that will be reduced. Correspondingly, let us partition $Z$ and $\mathcal{L}(x^*)$ into
\[
Z = \begin{bmatrix}
Z_1 & Z_2
\end{bmatrix}
\quad \text{and} \quad
\mathcal{L}(x^*) = \begin{bmatrix}
\mathcal{L}_{11}(x^*) & \mathcal{L}_{12}(x^*) \\
\mathcal{L}_{21}(x^*) & \mathcal{L}_{22}(x^*)
\end{bmatrix}.
\tag{20}
\]
By substituting $w_1 = \text{Exp}(Z_1^T\ln x)$ and $w_2 = \text{Exp}(Z_2^T\ln x)$ by imposing the constraint $\xi_2 = 0$, it follows that
\[
w_2 = -(L_{22} + R_{22})^{-1}(D_{m,2}w_{in} - L_{21}w_1),
\]
which corresponds to the dynamics of complexes in $(22)$ with $w_1 = \text{Exp}(Z_1^T\ln x)$ and $w_2 = \text{Exp}(Z_2^T\ln x)$. Hence the application of Kron reduction method to $(18)$ gives
\[
\dot{\hat{\Sigma}} = -\hat{Z}\hat{\mathcal{L}}(x^*)\text{Exp}(\hat{Z}^T\ln x),
\tag{21}
\]
where $\hat{Z} = Z_1$ and $\hat{\mathcal{L}}(x^*) = \mathcal{L}_{11}(x^*) - \mathcal{L}_{12}(x^*)\mathcal{L}_{22}^{-1}(x^*)\mathcal{L}_{21}(x^*)$. The associated rows of $Z_2$ (corresponding to the removed complexes) that do not have commonalities in $Z_1$ give the subset of species $x$ that can be removed from the network.

### III. Kron Reduction Method for Open CRN with Mass-Action Kinetics

Let us consider an open CRN in $(10)$ with mass-action kinetics as in $(12)$ and $(17)$. Since the outflow is given by $(17)$, the kinetics of open CRN can be written as
\[
\Sigma : \quad \dot{x} = -Z(L + R)\text{Exp}(Z^T\ln x) + ZD_{m}v_{in},
\tag{22}
\]
where as in $(13)$, $R = D_{out}k_{out}$. Following the approach as before, let us use the partition set $Z$ and $L$ as in $(13)$ and let the incidence matrix of inflow $D_{m}$ and outflow rate constant $R$ be partitioned as follows
\[
R = \begin{bmatrix}
R_{11} & 0 \\
0 & R_{22}
\end{bmatrix}
\quad \text{and} \quad
D_{m} = \begin{bmatrix}
D_{m,1} \\
D_{m,2}
\end{bmatrix}.
\]
For ease of expression, we consider the following auxiliary dynamical system
\[
\begin{bmatrix}
\dot{\xi}_1 \\
\dot{\xi}_2
\end{bmatrix} = -\begin{bmatrix}
L_{11} + R_{11} & L_{12} \\
L_{21} & L_{22} + R_{22}
\end{bmatrix}
\begin{bmatrix}
w_1 \\
w_2
\end{bmatrix}
+ \begin{bmatrix}
D_{m,1}v_{in} \\
D_{m,2}v_{in}
\end{bmatrix},
\tag{23}
\]
which corresponds to the dynamics of complexes in $(22)$ with $w_1 = \text{Exp}(Z_1^T\ln x)$ and $w_2 = \text{Exp}(Z_2^T\ln x)$. Suppose that the output matrix is given by $C = \begin{bmatrix}0 & 0 & 1\end{bmatrix}$, e.g., we can measure the metabolite concentration of PEP. By using Kron reduction method, we can remove the metabolite concentration of $x_2$ (e.g., 2PGA).
from the network and the resulting reduced open SS CRN is given by \([27]\) with
\[
\hat{A} = \begin{bmatrix} 3.18 & -3.18 \\ -3.18 & 10.82 \end{bmatrix}, \quad \hat{B} = \begin{bmatrix} 4.8 \\ 0 \end{bmatrix}, \quad \text{and} \quad \hat{C} = \begin{bmatrix} 0 & 1 \end{bmatrix}.
\]
The resulting reduced network is shown in Fig. 2 where the forward and reverse reaction rates are now given by \(k_{12} = 3.18 = k_{-12}\) and \(k_{\text{out}} = 7.64\) as before.

IV. ANALYSIS OF KRON-REDUCED OPEN CRN

In the previous section, we have presented Kron reduction method that is applied to the open CRN kinetics in \([22]\). In this section, we will investigate a number of system’s properties that can be preserved or obtained by the resulting Kron-reduced open CRN.

A. Zero-moment matching property

For the steady-state or zero-moment matching property, we have the following affirmative result.

**Proposition 4.1:** Suppose that \(\ker(Z) = \emptyset\) and the underlying CRN graph \(\mathcal{G}\) is undirected and connected. Then the zero-moment of reduced open CRN \(\Sigma\) in \([24]\) matches with the zero-moment of original open CRN \(\Sigma\) in \([22]\).

**Proof:** Consider the open CRN in \([22]\) with \(A = L + R\) and \(D_m\) with the corresponding output \(y\) as follows
\[
\Sigma : \quad \dot{x} = -ZA\exp(ZT\ln(x)) + ZD_m v_m, \quad y = C\exp(ZT\ln(x)).
\]
where \(Z\) is partitioned as in \([20]\), \(A\), \(D_m\) and \(C\) are partitioned as in \([26]\).

Now, let us analyze the zero-moment property of the original CRN, which satisfies
\[
0 = -ZA\exp(ZT\ln(x)) + ZD_m v_m, \quad y = C\exp(ZT\ln(x)). \tag{28}
\]
Since \(Z\) has full column rank, the first equation in \((28)\) holds if and only if
\[
0 = -A\exp(ZT\ln(x)) + D_m v_m, \quad y = C\exp(ZT\ln(x)). \tag{29}
\]
Similarly, for the reduced-order open CRN in \([24]\), its zero-moment satisfies
\[
0 = -Z_1(A_{11} - A_{12}A_{22}^{-1}A_{21})\exp(ZT\ln(x))
+ Z_1(D_{m,1} - (A_{12})(A_{22})^{-1}D_{m,2}) v_m \tag{30}
\]
\[
y = (C_1 - C_2(A_{22})^{-1}(A_{21}))\exp(ZT\ln(x)),
\]
Since \(Z_1\) is full column rank, we have that \(Z_1\) is also full column rank. Hence the first equation in \((30)\) holds if and only if
\[
0 = -(A_{11} - A_{12}A_{22}^{-1}A_{21})\exp(ZT\ln(x))
+ (D_{m,1} - (A_{12})(A_{22})^{-1}D_{m,2}) v_m \tag{31}
\]
\[
y = (C_1 - C_2(A_{22})^{-1}(A_{21}))\exp(ZT\ln(x)).
\]
By the hypotheses of proposition, the matrix \(A\) is invertible due to the connectedness of \(\mathcal{G}\) and due to the fact that \(R\) is a diagonal matrix with at least one positive entry (see, for example, Lemma 3 in \([39]\)). Correspondingly, the first equation in \((29)\) satisfies \(\exp(ZT\ln(x)) = A^{-1}D_m v_m\) and by substituting this back to the second equation in \((29)\), we obtain
\[
y = CA^{-1}D_m v_m. \tag{32}
\]

For the Kron-reduced one in \((31)\), we have can a similar expression as above. Firstly, we note that \(A_{22}\) is invertible due to the connectedness of \(\mathcal{G}\) so that its diagonal subblock is invertible. Consequently, it also follows that its Schur complement \((A_{11} - A_{12}A_{22}^{-1}A_{21})\) is invertible. This is due to the fact that \(A\) is congruent with
\[
\begin{bmatrix} A_{11} - A_{12}A_{22}^{-1}A_{21} & 0 \\ 0 & A_{22} \end{bmatrix}.
\]
Accordingly, by pre-multiplying \((31)\) with \((A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1}\), we obtain that \(\exp(ZT\ln_x^+) = (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1}D_m v_m\). Substituting this back to the second equation in \((31)\), we get
\[
y = \hat{C}(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1}D_m v_m, \tag{33}
\]
where \(\hat{C}\) and \(\hat{D}_m\) are as in \([24]\).

We will now show that \((32)\) is equivalent to \((33)\). Using Schur complement (see \([40]\)), we have that
\[
A^{-1} = \begin{bmatrix} (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} & -A_{11}^{-1}A_{12}(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1}A_{11}^{-1}A_{12} \[2pt] -A_{11}^{-1}A_{12}(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1}A_{11}^{-1}A_{12} & (A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \end{bmatrix}.
\]
Hence for the relation in \((32)\), we can have the value of \(CA^{-1}D_m\). As before, since the graph \(G\) is undirected and connected, \(A_{11}\) is invertible. Thus it follows that
\[
CA^{-1}D_m = (C_1(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1}
- C_2(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1}A_{21}A_{11}^{-1}A_{12})\]
\[
- C_2(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1}A_{21}A_{11}^{-1}A_{12}D_{m,2}.
\]
By using matrix inversion lemma or Woodbury formula (see \([41]\)), it follows that \((32)\) is equivalent to \((33)\).

**Remark 4.2:** In Proposition 4.1 we assume that \(\mathcal{G}\) is undirected and connected. This assumption can be weakened by having \(\mathcal{G}\) directed and strongly connected. In this case, the claim of Proposition 4.1 still holds if we assume additionally that the corresponding sub-block matrices \(A_{11}\) and \(A_{22}\) in the resulting leaky Laplacian matrix \(A\) of \(\mathcal{G}\) are invertible.

For open SS CRN, the condition of \(\ker(Z) = \emptyset\) in Proposition 4.1 holds as \(Z = I\).

**Example 4.3:** Let us consider again the biochemical reaction network in Example 2.2 and the corresponding Kron-reduced CRN. From this numerical example, we can directly satisfy \([10]\). It can be computed that the zero-moment of both the full and reduced CRN satisfies \(CA^{-1}B = \hat{C}A^{-1}B = -0.6283\).

**Example 4.4:** Let us consider again the well-known kinetic model of glycolysis studied in \([37]\) where we will take a subnetwork with the following reactions
\[
\text{Glycogen + ADP} \xrightleftharpoons[k_{-1}]{k_1} \text{G6P + ATP} \xrightleftharpoons[k_{-2}]{k_2} \text{Trihalose + ADP}
\]
\[
\xrightarrow[k_{3}]{k_3} \text{G6P} \xrightarrow[k_{4}]{k_4} \text{F6P} \xrightarrow[k_{\text{out}}]{k_{\text{out}}} \tag{34}
\]
This can be shown by looking at the sub-graph corresponding to the subblock elements, which has at least an outflow from an element in the sub-graph to another element in the rest of the subgraph. In this case, the invertibility of the subblock follows Lemma 3 in \([39]\).
This sub-network involves the metabolic pathways of Glucose, G6P, Triose, F6P, ADP and ATP while the influence from the other part of the network is considered as inflow and outflow to this sub-network. Let us denote \( x_1 = [\text{Glucose}], \ x_2 = [\text{G6P}], \ x_3 = [\text{Triose}], \ x_4 = [\text{F6P}], \ x_5 = [\text{ADP}] \) and \( x_6 = [\text{ATP}] \) where \([X]\) denotes the concentration of \( X \). The constants \( k_{1,-1}, k_{2,-2}, k_{3,-3}, v_{in} \) and \( k_{out} \) in (3) are the rate constants, constant inflow and constant outflow, respectively. Following the constants used in (37) and also using Wegscheider’s condition, we consider \( k_1 = 7.64, \ k_{-1} = 6, \ k_2 = 2.4, k_{-2} = 19.11, k_3 = 772.67, k_{-3} = 242.62, k_{in} = 0.01 \) and \( k_{out} = 182.9 \). Using these numerical values, the kinetics of the glycolysis sub-network can be written as

\[
\dot{x} = -ZA \begin{bmatrix} x_1 & x_5 \\ x_2 & x_6 \\ x_3 & x_5 \\ x_4 & \end{bmatrix} + ZD_{in} \begin{bmatrix} v_{in} \\ \end{bmatrix}
\]

\[
y = C \begin{bmatrix} x_1 & x_5 \\ x_2 & x_6 \\ x_3 & x_5 \\ x_4 & \end{bmatrix}
\]

where

\[
Z = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \ D_{in} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \end{bmatrix}, \ C = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},
\]

\[
A = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}.
\]

By using Kron reduction method, we can remove the last complex \( x_6 \) from the network and the resulting open CRN is given by

\[
\dot{x} = -\tilde{Z}A \begin{bmatrix} x_1 & x_5 \\ x_2 & x_6 \\ x_3 & x_5 \end{bmatrix} + \tilde{Z}D_{in} \begin{bmatrix} v_{in} \\ \end{bmatrix}
\]

\[
y = \tilde{C} \begin{bmatrix} x_1 & x_5 \\ x_2 & x_6 \\ x_3 & x_5 \end{bmatrix}
\]

where

\[
\tilde{Z} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \ \tilde{D}_{in} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \end{bmatrix}, \ \tilde{C} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},
\]

\[
\tilde{A} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}.
\]

Since \( Z \) and \( \tilde{Z} \) have full column rank, we can directly use (32) and (33) to calculate zero-moment for both the original network and the reduced network which is given by \( 3.011 \times 10^{-4} \).

**B. Network spectrum interlacing property**

In (22), (24) and (25), it has been shown that the Kron reduction approach preserve the network structure of the original CRN. For instance, if the original CRN is detailed-balanced or complex-balanced then the Kron-reduced CRN is again detailed-balanced or complex-balanced, respectively. Another network property that is inherited by the Kron-reduced CRN is the network spectrum interlacing property where the spectrum of weighted Laplacian matrix of the Kron-reduced CRN is interlaced with that of the original CRN as in (3). In this sub-section, we revisit this property again for the open CRN that contains inflow and outflow, in which case, the Laplacian matrix has an additional loss term of \( R \).

**Proposition 4.5:** For a given detailed-balanced open CRN as in (22), consider the corresponding Kron-reduced open CRN as in (24). Then \( \sigma(L) \) interlace with \( \sigma(L + R) \), i.e. for every \( i = 1, \ldots, c \)

\[
0 < \lambda_i(L + R) \leq \lambda_i(\tilde{L}) \leq \lambda_i+c(\tilde{L} + R), \quad (35)
\]

holds.

The proof of the proposition follows the standard result for Kron reduction of a positive semi-definite Hermitian matrix as in (45) that is used for electrical networks in (24) or closed CRN in (25).

As presented in the preceding subsections, the outflow \( R \) in open CRN plays a role in the reduced open CRN. The reduced CRN as given in (24) shows that \( R \) affects non-linearly to the expression of both \( L \) and \( D_{in} \). One can immediately notice from the structure of these matrices that if there is no outflow on the sub-graph that is removed from the network then we can have a direct relation between the reduced open CRN and the associated reduced closed CRN.

Indeed, suppose that \( R_{22} = 0 \), i.e., there is no outflow from the removed complexes. Then \( \tilde{L} = \tilde{L}_{closed} + R_{11} \) where \( \tilde{L}_{closed} \) is the Kron reduction of the weighted Laplacian matrix \( L \) associated to the closed CRN. The absence of outflow \( R_{22} \) has a direct effect also to the interlacing properties of the detailed-balanced CRN and its reduced network.

**Corollary 4.6:** Consider a given detailed-balanced-open CRN as in (22) and its reduced network as in (24). If \( R_{22} = 0 \) then \( \sigma(\tilde{L}_{closed} + R_{11}) \), where \( \tilde{L}_{closed} = L_{11} - L_{12}L_{22}^{-1}L_{21} \), interlaces with \( \sigma(L + R) \), i.e.

\[
0 < \lambda_i(L + R) \leq \lambda_i(\tilde{L}_{closed} + R_{11}) \leq \lambda_i+c(L + R), \quad (36)
\]

holds for all \( i = 1, \ldots, c \).

**Example 4.7:** Let us consider again the biochemical reaction network in Example 22 and the corresponding Kron-reduced open CRN. For this numerical example, we have that \( c = 3 \) and \( c = 2 \), in which case, the application of Proposition 4.5 gives the following relationship

\[
\lambda_1(L + R) \leq \lambda_1 \left( \tilde{L}_{closed} + R_{11} \right) \leq \lambda_2(L + R),
\]

where \( R_{11} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 7.64 \end{bmatrix} \). Indeed, direct computation of the eigenvalues of \( L + R \) and \( \tilde{L}_{closed} \) shows that \( \lambda_1(L + R) = 1.8745, \lambda_2(L + R) = 11.8516, \lambda_3(L + R) = 80.4339, \lambda_1 \left( \tilde{L}_{closed} + R_{11} \right) = 2.0281, \) and \( \lambda_2 \left( \tilde{L}_{closed} + R_{11} \right) = 11.9645. \)

V. SELECTION OF REMOVED COMPLEXES OF OPEN SS CRN VIA GENERALIZED GRAMIANS

As shown in (19), the selection of removed nodes using Kron reduction method in a closed CRN plays an important role in the quality of the approximation error. Correspondingly, Rao *et al.* has proposed the combined use of error integral
and simulation in [19] to remove one node at a time, in order to obtain the set of removed nodes. In this section, we will propose the use of generalized Gramian to get the optimal set of removed nodes along with the model reduction error bound for a class of open detailed-balanced SS CRN.

A. Generalized Gramians

Let us consider again the linear systems and their reduced ones as in [18]. For the linear systems \( \Sigma \), controllability and observability Gramians have been used to obtain the reduced-order models \( \Sigma \), see, e.g., [43]. These Gramians reveal the states of systems that are hard to control and observe. Instead of using the ordinary Gramian to get the controllability or observability Gramian, generalized Gramians can be defined to characterize state variables that are difficult to control or to observe. In particular, generalized controllability Gramians is defined as a solution of inequality

\[
AP + PA^T + BB^T \leq 0, \tag{37}
\]

and, similarly, generalized observability Gramians is a solution of inequality

\[
A^TQ + QA + C^TC \leq 0, \tag{38}
\]

Note that, the matrices \( P \) and \( Q \) in (37) and (38) are not unique and satisfy \( P \geq P_0 \) and \( Q \geq Q_0 \) with \( P_0 \) and \( Q_0 \) be the usual controllability and observability Gramian, respectively. This non-uniqueness gives extra degree of freedom on their structure. Namely, we can force \( P \) and \( Q \) to have a specific structure, such as forcing \( P \) and \( Q \) to be diagonal. Balanced truncation method can also be applied by using this generalized Gramians, where \( P \) and \( Q \) are treated similarly as ordinary Gramians \( P_0 \) and \( Q_0 \) (see, for instance, [43]).

B. Generalized Gramians of complex-balanced SS CRN

Since \( P \) and \( Q \) are not unique, we can directly compute diagonal \( P \) and \( Q \) such that (37) and (38) are satisfied. While the quantities in the diagonal of \( P \) and \( Q \) from (37) and (38) are not necessarily ordered, they give information on the states that are hard to control and to observe. Based on this information, one can select which nodes to be clustered in a clustering-based model reduction of networked systems as pursued in [49], which is related to Kron reduction method applied to edge dynamics of networked systems. Motivated by the results in [49], we will use generalized Gramians to provide a systematic method to determine a set of complexes of open SS CRN that can be removed via Kron reduction. This approach is in contrast to the approach in [19], where one complex is removed at each reduction step instead of finding a set of complexes simultaneously. Correspondingly, we will focus on the reduction of open SS CRN which takes the form of linear systems as in [18]. We formalize the generalized Gramians in the following definition.

**Definition 5.1:** Matrices \( P \in \mathbb{R}^{n \times n}_+ \) and \( Q \in \mathbb{R}^{n \times n}_+ \) are said to be generalized controllability and observability Gramians of open SS CRN systems [18] if they are diagonal and satisfy

\[
AP + PA^T + BB^T \leq 0, \tag{39}
\]

and

\[
A^TQ + QA + A^TC^TC \leq 0, \tag{40}
\]

respectively, where \( A, B \) and \( C \) are as in [18].

We remark that the matrix inequality (40) is stronger than the one defined in [33]. It can be verified that if \( P^* \) is a solution of (38) then \( A^TP^*A \) is a solution of (40). The generalized Gramians of open SS CRN in Definition 5.1 will allow for the computation of error bounds in Proposition 5.3 below. In this regards, the computation of tight model reduction error bounds via (39) and (40) can be done by minimizing \( \text{trace}(P) \) and \( \text{trace}(Q) \).

Following Definition 5.1 we can express the generalized Gramians as

\[
P = \begin{bmatrix} \pi_1^c & \cdots & \pi_n^c \end{bmatrix} \quad \text{and} \quad Q = \begin{bmatrix} \pi_1^o & \cdots & \pi_n^o \end{bmatrix}, \tag{41}
\]

Before we further discuss about Kron reduction with respect to a subset of complexes, let us first consider a one step Kron reduction, where we only remove one complex that is deemed the least controllable and observable from generalized Gramian standpoint, as follows.

**Proposition 5.2:** Consider an open SS CRN system \( \Sigma \) as in (18) and its reduced-order model \( \Sigma_{n-1} \) via Kron reduction as in (27) by removing the \( n \)-th node so that the reduced system \( \Sigma_{n-1} \) are given by system matrices \( \hat{A} = A_{11} - A_{12}A_{22}^{-1}A_{21}, \hat{B} = B - A_{12}A_{22}B_2 \) and \( \hat{C} = C_1 \). Then

\[
\hat{P}_1 = \begin{bmatrix} \pi_1^c & \cdots & \pi_{n-1}^c \end{bmatrix} \quad \text{and} \quad \hat{Q}_1 = \begin{bmatrix} \pi_1^o & \cdots & \pi_{n-1}^o \end{bmatrix}, \tag{42}
\]

are generalized controllability and observability Gramians for system \( \Sigma_{n-1} \), respectively.

**Proof:** By considering a one-step reduction, i.e., truncating only a single node, the partition of matrix \( A \) is given by (20) with \( A \in \mathbb{R}^{(n-1)\times(n-1)} \) and \( A_{22} \) is a scalar. Applying projection matrix \( T_c = \begin{bmatrix} I & -A_{12}A_{22}^{-1} \end{bmatrix} \), we obtain

\[
T_c(A/P + PA + BB^T)T_c^T = \hat{A}\hat{P}_1 + \hat{P}_1\hat{A} + \hat{B}\hat{B}^T \leq 0. \tag{43}
\]

It is clear from the right hand side of (43) that the \( \hat{P}_1 \) is a generalized controllability Gramian for system \( \Sigma_{n-1} \). The proof for the other item is similar. Namely, applying projection matrix \( T_o = \begin{bmatrix} I & -A_{12}A_{22}^{-1} \end{bmatrix} \), we obtain

\[
T_o(A^TQ + QA + A^TC^TC \hat{A})T_o^T = \hat{A}^T\hat{Q}_1 + \hat{Q}_1\hat{A} + \hat{A}C_1^TC_1 \hat{A} \leq 0,
\]

which shows us that \( \hat{Q}_1 \) is a generalized observability Gramian of system \( \Sigma_{n-1} \).

Note that in Proposition 5.2 it is assumed that \( \hat{C} = C_1 \). Namely, \( C_2 \) is assumed to be zero. This corresponds to the situation when we will only remove complex(es) that is not measured directly. This assumption is reasonable in this CRN model as the measured species from the reduced-order model and the original model is supposed to be preserved and coincide. We will use this assumption for the rest of this section.
Let us quantify the error using the following $\mathcal{H}_\infty$ norm
\[
\|G(s) - \tilde{G}(s)\|_{\mathcal{H}_\infty} = \sup_{\omega \in \mathbb{R}} \sigma_{\text{max}} \left( G(j\omega) - \tilde{G}(j\omega) \right), \tag{53}
\]
where $\sigma_{\text{max}}(\cdot)$ denotes the largest singular value. Using the fact that $\Delta(s)$ and the product $\tilde{B}(s)\tilde{B}(s)^T$ are scalar, it follows that
\[
\sigma_{\text{max}}^2 \left( G(j\omega) - \tilde{G}(j\omega) \right) = \frac{B(j\omega)\tilde{B}(j\omega)}{\Delta(j\omega)\tilde{H}(j\omega)} \lambda_{\text{max}} \left( \tilde{C}(j\omega)\tilde{C}^H(j\omega) \right), \tag{54}
\]
where $\tilde{H}(j\omega)$ denotes the Hermitian transpose satisfying $\tilde{H}(j\omega) = (G(j\omega))^T$ and $\lambda_{\text{max}}$ denotes the largest eigenvalue. From the structure of $C(s)$ in (51), it is clear that $\tilde{C}(j\omega)\tilde{C}^H(j\omega)$ is of rank one and therefore, the maximum eigenvalues is the only non-zero eigenvalue. Namely, $\lambda_{\text{max}} \left( \tilde{C}(j\omega)\tilde{C}^H(j\omega) \right) = \tilde{C}(j\omega)\tilde{C}(j\omega)$, which leads to
\[
\sigma_{\text{max}}^2 \left( G(j\omega) - \tilde{G}(j\omega) \right) = \frac{B(j\omega)\tilde{B}(j\omega)\tilde{C}(j\omega)\tilde{C}(j\omega)}{\Delta(j\omega)\tilde{H}(j\omega)} \lambda_{\text{max}} \left( \tilde{C}(j\omega)\tilde{C}^H(j\omega) \right). \tag{55}
\]
In order to provide an upper bound of (55), we will consider terms $\tilde{B}(j\omega)\tilde{B}(j\omega)$, $\tilde{C}(j\omega)\tilde{C}(j\omega)$ and $\Delta(j\omega)\tilde{H}(j\omega)$ separately. As in the proof of [46, Theorem 11], by exploiting the matrix inequalities of the controllability Gramian (59), we have the bound
\[
\tilde{B}(j\omega)\tilde{B}(j\omega) \leq N(j\omega)\pi_n^+ + \pi_n^+N(j\omega), \tag{56}
\]
where
\[
N(j\omega) = M_{22} - M_{21}j\omega \varphi(j\omega)M_{12}. \tag{57}
\]
Similarly, by using matrix inequality of the observability Gramian (40), we obtain the bound
\[
\tilde{C}^H(j\omega)\tilde{C}(j\omega) \leq N^H(j\omega)\pi_n^+ + \pi_n^+N(j\omega). \tag{58}
\]
By collecting the bounds (56) and (58), we have the bound
\[
\sigma_{\text{max}}^2 \left( G(j\omega) - \tilde{G}(j\omega) \right) \leq \pi_n^+\pi_n^+\delta(\omega), \tag{59}
\]
where the real-valued function $\delta(\omega)$ is defined as
\[
\delta(\omega) = \left( \frac{N(j\omega) + N^H(j\omega)}{\Delta(j\omega)\tilde{H}(j\omega)} \right)^2. \tag{60}
\]
In the remainder of the proof, we will show that $\delta$ satisfies
\[
\sup_{\omega \in \mathbb{R}} \delta(\omega) = \delta(0) = 4M_{22}^2. \tag{61}
\]
Before we prove the upper bound of $\delta$, let us briefly review a number of important facts. We first note that $M > 0$, which implies that $M_{22} > 0$ since it is the inverse of ‘leaky’ Laplacian matrix $L + R$. Additionally, since we consider detailed-balanced systems, there exist a diagonal matrix $\Xi(x^*)$ such that $A\Xi(x^*) = -(L + R)\Xi(x^*)$ is a symmetric matrix. Let us partition $\Xi$ into
\[
\Xi(x^*) = \begin{bmatrix} \Xi_1 & \Xi_2 \\ \Xi_2^T & \Xi_1 \end{bmatrix}, \tag{62}
\]
with a scalar $\Xi_2$. Correspondingly, by using the partition of matrix $A$ as in (26), we also have that $A\Xi_1$ is also a symmetric matrix and admits eigenvalue decomposition $A\Xi_1 = U\Lambda U^T$. Thus
\[
\hat{A} = U\Lambda U^T \Xi_1^{-1}, \tag{63}
\]
where \( \Lambda \) is a diagonal matrix of the eigenvalues of \( \dot{A} \Sigma (x^*) \) and \( U \) is an orthogonal matrix. The last fact corresponds to the symmetric matrix \( \dot{A} \Sigma (x^*) \) which implies that

\[
A_{12} \Sigma_2 = \xi_1 A_{21}^T, \tag{64}
\]

where \( \Sigma_2 \) is a scalar. After reviewing these facts, let us return to the matrices in (60). The terms \( \dot{N}(j\omega) \) can be written as

\[
N(j\omega) = (M_{22} - M_{21} M_{11}^{-1} M_{12}) + M_{21} M_{11}^{-1} (j\omega I - \hat{A})^{-1} M_{11}^{-1} M_{12}. \tag{65}
\]

Using the eigenvalue decomposition (63) in (65), we obtain

\[
N(j\omega) = (M_{22} - M_{21} M_{11}^{-1} M_{12}) + \sum_{i=1}^{n-1} \frac{c_i}{j\omega + \lambda_i}, \tag{66}
\]

where

\[
c_i = M_{21} M_{11}^{-1} U_i U_i^T \xi_1^{-1} M_{11}^{-1} M_{12}. \tag{67}
\]

\( U_i \) denotes the \( i \)-th column of \( U \) and \( \lambda_i \) is the corresponding positive eigenvalue. From the partition of matrix \( M \), we have that \( M_{21} M_{11}^{-1} = -A_{22} A_{21} \) and \( M_{11}^{-1} M_{12} = -A_{12} A_{22}^{-1} \). This leads to

\[
c_i = A_{22} A_{21} U_i U_i^T \xi_1^{-1} A_{21} A_{22}^{-1}. \tag{68}
\]

By noting that \( A_{22} \) and \( \Sigma_2 \) are scalar, it follows from (64) and the above relation that

\[
c_i = \left| \xi_2^T U_i^T A_{21} A_{22}^{-1} \right|^2, \tag{69}
\]

which shows that \( c_i \geq 0 \).

With regards to the numerator of (60), we have that

\[
N(j\omega) + N^H(j\omega) = 2(M_{22} - M_{21} M_{11}^{-1} M_{12}) + \sum_{i=1}^{n-1} \frac{2c_i \lambda_i}{\omega^2 + \lambda_i^2}. \tag{70}
\]

From the fact that \( c_i \geq 0 \) and \( \lambda_i > 0 \), it follows that (70) decreases as \( \omega \) increases. Therefore, it is clear that

\[
\sup_{\omega \in \mathbb{R}} (N(j\omega) + N^H(j\omega)) = N(0) + N^H(0) = 2M_{22}. \tag{71}
\]

Now, we consider the denominator of (60). It can be shown that

\[
\inf_{\omega \in \mathbb{R}} \Delta(j\omega) \Delta^H(j\omega) = \Delta(0) \Delta^H(0) = 1. \]

Consequently,

\[
\sup_{\omega \in \mathbb{R}} \delta(\omega) \leq \frac{\sup_{\omega \in \mathbb{R}} (N(j\omega) + N^H(j\omega))^2}{\inf_{\omega \in \mathbb{R}} \Delta(j\omega) \Delta^H(j\omega)} = 4M_{22}^2. \tag{72}
\]

By substituting (72) in (69), we obtain

\[
\sigma_{\max} \left( G(j\omega) - \hat{G}(j\omega) \right) \leq 2M_{22} \sqrt{\pi_1^0 \pi_0^0}, \tag{73}
\]

which is equivalent to (44).

**Remark 5.4:** In the proof of Proposition 5.3 above, the detailed-balanced assumption is used to guarantee the positive semi-definiteness of \( c_i \). If the hypothesis is relaxed to complex balanced CRN, it remains an open problem whether \( c_i \geq 0 \) can be guaranteed. However, if we can guarantee that (72) holds for a given partition matrix \( M \), then the bound (44) also holds for general complex-balanced systems. Hence, we can use the upper bound (44) for non detailed-balanced systems as well as applied to a numerical example in Section VI.

At this point, we have not discussed the procedure to obtain optimal choice of nodes to be removed. Accordingly, we can use the obtained upper bound in Proposition 5.3. In particular, based on the result in Proposition 5.3, we can order the complexes (or vertices of CRN) such that

\[
M_{11}^2 \pi_1^0 \pi_0^0 \geq \cdots \geq M_{nn}^2 \pi_n^0 \pi_0^0 \geq 0. \tag{74}
\]

Based on this order, we can consider the removal of complexes associated to smallest error bound. By removing the vertex corresponding to the smallest error bound, we can guarantee that the reduced-order model will have a small approximation error, but not necessarily the smallest. Note that such ordering procedure corresponds simply to applying a coordinate transformation \( T x \) using a permutation matrix \( T \).

**Example 5.5:** Let us consider again the biochemical reaction network in Example 2.2 and the corresponding Kron-reduced CRN. For this numerical example, we have

\[
M = \begin{bmatrix}
0.4458 & 0.3067 & 0.1309 \\
0.0536 & 0.0536 & 0.0229 \\
0.1309 & 0.1309 & 0.1309
\end{bmatrix}. \tag{75}
\]

By solving the matrix inequalities (39) and (40), we obtain

\[
P = \text{diag}(6.1949, 0.6885, 2.1055), \tag{76}
\]

\[
Q = \text{diag}(2.7773, 16.3089, 10.0080). \tag{77}
\]

These matrices lead to upper bounds for a one-step Kron model reduction as presented in Table I. From Table I the upper bounds indeed guide us to choose which complex to be removed. Namely, small upper bound corresponds to small \( H_\infty \)-norm error. In this example, the smallest error is obtained by removing complex 2. The conservatism in the error bound is mainly due to the fact that a diagonal structure is enforced in the generalized Gramians in Definition 5.1.

In practice, when we apply our Kron reduction method to a CRN, we need to truncate not only one complex. From the a priori upper bound as in Proposition 5.3, we can extend this bound for the truncation of a set of complexes. This upper bound is given in the following theorem.

**Theorem 5.6:** Consider an open SS CRN system \( \Sigma \) as in (18) and the corresponding Kron reduced-order model \( \Sigma_r \) as in (27) with \( r < n \) where a set of \( n - r \) complexes that are not measured has been removed from the network through Kron reduction. Then for any input \( u \in L_2[0, \infty) \) and initial condition \( x(0) = 0 \) and \( \hat{x}(0) = 0 \), the outputs \( y \) and \( \hat{y} \) satisfy

\[
\| y - \hat{y} \|_2 \leq 2 \left( \sum_{i=r+1}^{n} \| M_{ii} \| \sqrt{\pi_1^i \pi_0^i} \right) \| u \|_2, \tag{78}
\]

where \( y \) and \( \hat{y} \) are the outputs of the original and the reduced-order model, respectively, \( \pi_1^i \) and \( \pi_0^i \) are the removed generalized controllability and observability Gramians, respectively, as in (41), and the scalar \( M_{ii} \) is the \( i \)-th diagonal element of the matrix \( M = -A^{-1} = (L + R)^{-1} \).

| Removed node | 1 | 2 | 3 |
|--------------|---|---|---|
| 2M_{x/\pi_1^0} | 3.0978 | 0.3995 | 1.2017 |
| L_2-norm error | 0.4075 | 0.0335 | 0.1016 |

**TABLE I** THE COMPUTATION RESULT OF UPPER BOUNDS AND L_2-NORM ERROR OF EXAMPLE 2.2.
Fig. 3. The graph of open CRN of ASM1 used in the first example where the state variables $x_i$, $i = 1, \ldots, 5$ represent the readily biodegradable substrate, heterotrophs biomass, slowly biodegradable substrate, autotrophs biomass and particulate organic nitrogen, respectively. The inflow is given by the constant influx of ammonium.

PROOF. By triangular inequalities, we have that

$$\|y - \hat{y}\| = \|y - \hat{y}_n - \hat{y}_{n-1} - \cdots - \hat{y}_r + \hat{y}\|_2 \\ \leq \|y - \hat{y}_n - \hat{y}_{n-1}\|_2 + \|\hat{y}_{n-1} - \hat{y}_{n-2}\|_2 + \cdots + \|\hat{y}_r + \hat{y}\|_2 = \sum_{i=r+1}^n \|\hat{y}_i - \hat{y}_{i-1}\|_2$$

with $\hat{y}_n := y$. It is clear that each term in the summation (79) is an error of a one-step Kron reduction. From Proposition 5.2, it follows that the Gramians of system $\Sigma_i$ (corresponding to the output $\hat{y}_i$) is given by $\text{diag}(\pi^1_i, \ldots, \pi^r_i)$ and $\text{diag}(\pi^1_i, \ldots, \pi^r_i)$. Moreover, since $M = -A^{-1}$ and $M$ admits partition (45), $M_{ii}$ is the diagonal element corresponding to truncation of system $\Sigma_i$ to $\Sigma_{i-1}$ via Kron reduction. Therefore, from Proposition 5.3 each error $\hat{y}_i - \hat{y}_{i-1}$ satisfies the bound $\|\hat{y}_i - \hat{y}_{i-1}\|_2 \leq 2M_{ii}\pi^r_i\pi^r_i\|u\|_2$. Hence we obtain (78) as claimed. 

VI. NUMERICAL EXAMPLES

In this section, we will evaluate numerically the efficacy of Kron reduction method and validate the results of previous sections in two open CRN. The first one corresponds to the mass-action Activated Sludge Model (ASM) that describes the dynamics in Wastewater Treatment Plant and is based on the well-known ASM1 model from [47]. The second one is the McKeithan’s T-cell receptor signal transduction model [48].

A. Mass-action Activated Sludge Model 1

In the well-known Activated Sludge Model, which include ASM1, ASM2 and ASM3 [47], the open CRN is dictated by general kinetics, as in [6]. In this subsection, we consider instead the ASM1 with mass-action kinetics, which are obtained by fixing the general kinetics part of ASM1 as constants, akin to the approach taken in [49]. Furthermore, we do not incorporate the nitrate and nitrite part of the ASM for simplifying the case and the corresponding open CRN is shown in Fig. 3 where the inflow is given by the influx of ammonium $S_{NH}$ and the outflow is given by $k_{out,1}x_2 + k_{out,2}x_4$ that represents particulate product $XP$. The state variables $x_i$, $i = 1, \ldots, 5$ in Fig. 3 are related to the variables in ASM1 as follows: $x_1 = S$ (readily biodegradable substrate), $x_2 = X_A$ (heterotrophs biomass), $x_3 = X_S$ (Slowly biodegradable substrate), $x_4 = X_B$ (autotrophs biomass) and $x_5 = X_ND$ (particulate organic nitrogen). The time-series measurement of chemical oxygen demand (COD), which is commonly used to monitor activated sludge reactor, is given by the sum of both readily biodegradable substrate $x_1$ and slowly biodegradable substrate $x_3$. Correspondingly, the output matrix $C$ is given by $C = [1 \quad 0 \quad 1 \quad 0 \quad 0]$. 

With a reference to the kinetics used in [47], the rate constants $k_i$, $i = 1, \ldots, 8$, the constant inflow $D_{in}$ and outflow rate constant $k_{out,1}, k_{out,2}$, which appear typically in the Petersen matrix [4] to describe the kinetics of biochemical processes, are given by $k_1 = k_3 = 1 + b_H (1 - Y_H (1 - f_P))$, $k_2 = b_P f_P$, $k_4 = b_B (1 - f_P)$, $k_5 = \frac{1}{1 + b_H}$, $k_6 = \frac{1}{b_B}$, $k_7 = 1$, $k_8 = \frac{1}{1 + b_B}$. $k_{out,1} = f_P b_H$, $k_{out,2} = f_P b_A$ and $D_{in} = \frac{1 + b_A}{1 + b_H}$. Moreover, since $\pi^r_i$ is the diagonal element corresponding to truncation of system $\Sigma_i$ to $\Sigma_{i-1}$ via Kron reduction. Therefore, from Proposition 5.3 each error $\hat{y}_i - \hat{y}_{i-1}$ satisfies the bound $\|\hat{y}_i - \hat{y}_{i-1}\|_2 \leq 2M_{ii}\pi^r_i\pi^r_i\|u\|_2$. Hence we obtain (78) as claimed.

Correspondingly, the matrices of the open SS CRN in (13) are given by

$$A = \begin{bmatrix} -0.54 & 0.37 & 0 & 0 & 0 \\ 0.54 & -2.94 & 0.54 & 0 & 0 \\ 0 & 0.67 & -0.91 & 0 & 0 \\ 0 & 2.22 & 0 & -7.84 & 1.19 \\ 0 & 0 & 0 & 7.64 & -1.19 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 1.19 \\ 0 \end{bmatrix},$$

$$C = [1 \quad 0 \quad 1 \quad 0 \quad 0].$$

Using the one-step model reduction as presented in the previous section, we can compute the upper bound of the output error as presented in Proposition 5.3. Whilst the ASM1 used in this example is not detailed-balanced, we can follow Remark 5.4 so that the bound (44) in Proposition 5.3 holds seeing that (72) is valid for the corresponding $M$. The computed upper bounds for the different removed node $x_i$, $i = 1, \ldots, 5$ are presented in Table II. As shown in this table, the removal of $x_5$ will give the largest output error. This observation is validated by the numerical simulation of step response of the original open CRN and of each of one-step Kron-reduced open CRN as shown in Figure 3. In this figure, $\Sigma$ refers to the step response of the original network, while the other plots refer to that of the reduced-order model where the node in $V_2$ is removed through Kron reduction. In this figure, the convergence rate $\lambda_1$ of all reduced-order models is less than that of the full-order one, which is in accordance to the spectrum interlacing property as in Proposition 4.5. As shown also in the figure, the zero moment matching is achieved in all of these one-step Kron-reduced open CRNs following the result in Proposition 4.1.

B. Mass-action McKeithan’s open CRN

In this subsection, we evaluate the applicability and efficacy of our main results to the McKeithan’s open CRN (see [48]).
This model was developed to describe the selectivity of T-cell interactions. With reference to Fig. 5, $x_0$ represents a T-Cell receptor and peptide-major histocompatibility complex. For every $i = 1, 2, ..., N$, $x_i$ represents various intermediate complex in the phosphorylation and other intermediate modification of the T-cell receptor; $k_i$ represents the rate constant of the $i$th step of the phosphorylation and $k_{-i}$ is the dissociation rate of the $i$th complex.

For this example, we use the following numerical values (as used in 34) with $N = 20$

\[
\begin{align*}
 k_1 &= 52; & k_2 &= 49; & k_3 &= 41; & k_4 &= 39; \\
 k_5 &= 37; & k_6 &= 34; & k_7 &= 31; & k_8 &= 29; \\
 k_9 &= 25; & k_{10} &= 19; & k_{11} &= 16; & k_{12} &= 21; \\
 k_{13} &= 20; & k_{14} &= 19; & k_{15} &= 18; & k_{16} &= 15; \\
 k_{17} &= 24; & k_{18} &= 13; & k_{19} &= 7; & k_{20} &= 5; \\
 k_{-1} &= 13; & k_{-2} &= 29; & k_{-3} &= 0.16; & k_{-4} &= 1.4; \\
 k_{-5} &= 2.3; & k_{-6} &= 2; & k_{-7} &= 0.19; & k_{-8} &= 0.33; \\
 k_{-9} &= 0.94; & k_{-10} &= 0.67; & k_{-11} &= 0.31; & k_{-12} &= 0.21; \\
 k_{-13} &= 3; & k_{-14} &= 5; & k_{-15} &= 1; & k_{-16} &= 11; \\
 k_{-17} &= 0.8; & k_{-18} &= 7; & k_{-19} &= 1; & k_{-20} &= 17;
\end{align*}
\]

and we introduce an inflow $D_m = 1$ and an outflow $k_{out} = 10$. In accordance with Fig. 5, the input and output matrices $B \in \mathbb{R}^{21 \times 1}$ and $C \in \mathbb{R}^{1 \times 21}$ are given by

\[
B = \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T \quad \text{and} \quad C = \begin{bmatrix} 0 & \cdots & 0 & 1 \end{bmatrix},
\]

respectively.

Let us consider the application of one-step Kron-reduction to this network. Although the McKeithan network is not detailed-balanced, following Remark 5.4 the bound (44) in Proposition 5.3 still holds since (72) is valid for the corresponding $M$ in this example. The computed upper bound (44) and the computed $\mathcal{H}_\infty$-norm of the model discrepancies are given in Table III Table III shows that the upper bounds computed by (44) enable us to select which node to be removed to obtain smaller error. Namely, the removal of nodes with small error bound corresponds to small approximation error. However, as in Example 5.3, the upper bounds are conservative because the Gramians are enforced to be diagonal.

For showing the applicability of these bounds, we first aim at obtaining reduced-order model of order $r = 16$, i.e., 5 nodes are removed from the network. According to Table III, the truncation of nodes 17, 3, 19, 4, 5 will lead to small approximation error. The resulting approximation error of reduced-order model by removing these nodes is

\[
\frac{\|y - \hat{y}\|_2}{\|y\|_2} = 0.0105.
\]

Here, we compare the $\mathcal{H}_\infty$ norm error of this Gramian-based selection to all other possible nodes removal. Note that choosing 5 from 20 nodes gives us 15,504 possible five-node combinations. We present the comparison of our result with respect to all other possible five-node combinations in
Among all combinations, the result from Gramian-based combination as in (80) is not the smallest but still gives a result that is very close to the optimal one.

In order to illustrate the resulting reduced-order model $\hat{\Sigma}_{16}^*$, we also present both frequency-domain by means of a Bode diagrams and time-domain responses in Figures 7 and 8 respectively. Both the Bode diagrams and step responses show that the Gramian-Kron-based reduced-order model almost coincides to the Kron-based reduced-order model with the optimal nodes combination. Similar observation to the previous example, the convergence rate of all reduced-order models in Figure 8 is less than that of the full-order one shown in solid-blue line, which follows the spectrum interlacing property in Proposition 4.5. Another noteworthy observation is that even the reduced-order model of order 16 with the largest error (denoted by $\hat{\Sigma}_{16}^w$ in Figure 6) still results in a good approximation.

Aside from the comparison of Kron-based reduced-order models, all reduced-order models in this example affirm the zero-moment matching property as presented in Proposition 4.4. Figure 7 shows that all reduced-order models match the moment of the original system at frequency 0 rad/s. The time-domain response is shown in Figure 8 where the steady state responses of the original model and all reduced-order models coincide with each other.

In the following, we will evaluate the efficacy of Kron-based model reduction with larger truncation set that leads to models with lower order than before. We consider the removal of 10 nodes and of 15 nodes following the three different cases as before. For the removal of 10 nodes, we firstly compute the reduced-order model by removing 10 nodes according to the Gramian upper bound in Table III. Secondly, we determine the optimal 10 nodes that give the best $H_{\infty}$-norm error. Thirdly, we find the 10 nodes that give the worst $H_{\infty}$-norm error. The first one corresponds to the removal of nodes 3, 4, 5, 6, 7, 8, 15, 17, 18, 19, the second one corresponds to the removal of 3, 4, 5, 6, 7, 15, 17, 18, 19 and, finally, the third one corresponds to removal of 1, 2, 8, 9, 10, 11, 12, 13, 14, 16. Similarly, for the removal of 15 nodes that leads to a reduced-order model of order 6, we consider the same three different cases as above. From Table III we keep the nodes set 1, 10, 11, 13, 20, 21. For the best and the worst nodes combination, we keep the nodes set 1, 10, 11, 12, 13, 21 and 3, 17, 18, 19, 20, 21, respectively. The comparison of these reduced-order models is presented in Table IV. As an illustration, we also present the step responses of the Gramian-based and the worst truncation reduced-order models with varying number of truncated nodes in Figure 9. In this figure, the step response of Gramian-Kron based reduced-order models approximate well the full-order one, and the convergence rate of all reduced-order models follows the spectrum interlacing properties in Proposition 4.5.
In this paper, we have presented Kron reduction approach to get reduced-order models of open chemical reaction networks (CRN) with mass-action kinetics. We show a number of systems properties that are inherited by the reduced-order model, namely, the open CRN structure, the zero-moment matching property, the spectrum interlacing property, and the upper bound of the approximation error via generalized Gramian approach. The latter property has allowed us to guide systematically the selection of removed nodes/species via Kron reduction. The applicability and efficacy of our method and analysis have been shown in two well-known biochemical reaction networks: the activated sludge model and the McKeithan network.
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