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The reduction problem of the chiral field equation on symmetric spaces is studied. It is shown that the symmetric chiral field has infinitely many local conservation laws. A recursive formula for these conservation laws is derived and the first associated integral of motion are given explicitly. Furthermore, the Zakharov-Mikhailov (inverse scattering) transform is used to derive explicit formulas for the $N$-soliton solution on arbitrary diagonal background. The solitons’ properties and interactions are analyzed. Such solitons are naturally related to gravitational solitons of Einstein’s field equations, and this result is used to clarify why the latter do not have fixed amplitude and velocities (unlike ‘classical’ solitons). Finally, it is proven that the symmetric chiral field (matrix) equation is equivalent to a single scalar equation, which in turn, is equivalent to the Sine-Gordon equation.
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I. INTRODUCTION

In field theory the chiral field equation is

$$ (g_{\zeta}g^{-1})_{\eta} + (g_{\eta}g^{-1})_{\zeta} = 0 \quad (1) $$

where $g$ is a special matrix ($\det g = 1$), and the comma represents partial differentiation with respect to the variable in the subscript. It is closely related to various classical spinor fields, namely the classical analogs of fermion fields before quantization.

In [3] it was shown that Eq. (1) is the compatibility condition of the overdetermined system of linear equations,

$$ \psi_{,\zeta} = \frac{A}{\lambda - 1} \psi \quad \psi_{,\eta} = \frac{B}{\lambda + 1} \psi \quad (2) $$

where $\lambda$ is an auxiliary spectral parameter,

$$ A = -g_{\zeta}g^{-1} \quad B = g_{\eta}g^{-1} \quad (3) $$

and $\psi = \psi(\lambda; \zeta, \eta)$. Therefore Eqs. (2) form a Lax pair for the integrable Eq. (1) and one may use them to derive soliton solutions of Eq. (1).

Various reductions [1] of the chiral field equation were studied in the literature. In particular, the reduction on the special unitary group $SU(N)$ was studied in [1] and is connected to the Nambu-Jona-Lasinio model [2]. The reductions on the real symplectic group $Sp(2N,R)$ and on the special orthogonal group $SO(N)$ were studied in [3] and are connected to the Vaks-Larkin model [4]. A very extensive study of the algebraic structure of chiral models was given in [3].

This work focuses on a particular case of the reduction problem on ‘symmetric spaces’. The symmetric space considered here is the invariant manifold of symmetric matrices sitting in the Lie group $SL(2, \mathbb{R})$. This is the space of all $2 \times 2$ matrices $g$ that are real and symmetric. This invariant space is not a Lie group, but can be identified with a Hyperboloid in Minkowski spacetime [3].

To see this, set $g_{11} = T + X$, $g_{22} = T - X$ and $g_{12} = Y$ and notice that the condition $\det g = 1$ translates to

$$ T^2 - X^2 - Y^2 = 1 \quad (4) $$

By definition, this equation is preserved by the Lorentz group $SO(1,2)$.

There is a special reason to study the case where $g$ is symmetric. This ‘symmetric’ chiral field Eq. (1) is a special case of Einstein’s vacuum field equation in the general theory of relativity,

$$ R_{\mu\nu} = 0 \quad (5) $$

where $R_{\mu\nu}$ is the Ricci curvature tensor. Consider the spacetime metric

$$ ds^2 = f(-dt^2 + dz^2) + g_{ab}dx^a dx^b \quad (6) $$

where $f > 0$ and $g_{ab}$ are functions of $t, z$ only. Here the Einstein’s summation convention is assumed over $a, b = 1, 2$ and $x^1 = (x, y)$ are the other Cartesian coordinates.

Einstein’s vacuum Eq. (1) for the spacetime interval (6) decomposes into two sets of equations for the $2 \times 2$ symmetric matrix $g = g_{ab}$ and the function $f$ (6). It is convenient to use light-cone coordinates $t = \zeta - \eta$ and $z = \zeta + \eta$ with which the first equation is

$$ (\alpha g_{\zeta}g^{-1})_{\eta} + (\alpha g_{\eta}g^{-1})_{\zeta} = 0 \quad (7) $$

where $\alpha$ is the square root of the determinant of the matrix $g$, namely

$$ \det g = \alpha^2 \quad (8) $$

Taking the trace of Eq. (7) shows that $\alpha$ satisfies the wave equation,

$$ \alpha_{,\eta} = 0 \quad (9) $$

The second set of Einstein’s equations is

$$ (ln f)_\zeta = \frac{(ln \alpha)_{,\zeta}}{(ln \alpha)} + \frac{\alpha}{4\alpha_{,\zeta}} tr(g_{\zeta}g^{-1}g_{,\zeta}g^{-1}) \quad (10) $$

$$ (ln f)_\eta = \frac{(ln \alpha)_{,\eta}}{(ln \alpha)} + \frac{\alpha}{4\alpha_{,\eta}} tr(g_{\eta}g^{-1}g_{,\eta}g^{-1}) \quad (11) $$
which reveals that once $g$ is known, Eqs. (11) are trivial and only require evaluation of integrals of known functions. Thus the main challenge in solving Einstein’s equation lies in the solution of Eq. (7). In [7] it was shown that similarly to the chiral field equation, Eq. (7) is also Lax-integrable as the compatibility condition of the linear system

$$D_1 \psi = \frac{A}{\lambda - \alpha} \psi \quad D_2 \psi = \frac{B}{\lambda + \alpha} \psi$$

where the operators $D_1$ and $D_2$ are

$$D_1 = \partial_\zeta + \frac{2\alpha \zeta \lambda}{\lambda - \alpha} \partial_\lambda \quad D_2 = \partial_\eta - \frac{2\alpha \eta \lambda}{\lambda + \alpha} \partial_\lambda$$

and the matrices $A, B$ are now

$$A = -\alpha g_{\zeta \zeta} g^{-1} \quad B = \alpha g_{\eta \eta} g^{-1}$$

This result is the natural generalization of the work in [1], as if $\alpha = 1$ Eqs. (11), (12) and (13) reduce back to Eqs. (2) and (3) for the chiral field, and indeed the symmetric chiral field Eq. (1) is a special case of Einstein’s vacuum Eq. (7) when $\alpha = 1$. The study of Einstein’s equation in this case of a constant determinant has long been neglected for physical reasons: it can be shown [8] that the metric (6) can always be transformed to the flat Minkowski metric if $\alpha$ is constant.

Nevertheless, the structure of the solitons of the symmetric chiral field Eq. (1) is interesting in its own right outside of gravitational phenomena. Furthermore, even when gravity theory is concerned, solitons of the symmetric chiral field are a particular limiting case of gravitational solitons. This means that a better grasp of the properties of the former solitons may clarify the nature of the latter.

This paper focuses on two of the most important features of integrability: (1) the existence of infinitely many conservation laws and integrals of motion and (2) soliton solutions. It is further shown that the symmetric chiral field Eq. (1) can always be reduced to a single scalar equation that bears exciting similarity to the Sinh-Gordon equation.

Section II uses the Zakharov-Mikhailov Eqs. (2) to derive a recursive formula for the infinitely many conservation laws, and their corresponding integrals of motion. The first three integrals of motion are given explicitly. Section III studies the structure of solitons of the symmetric chiral field equation. Finally, section IV discusses the reduction of the chiral field Eq. (1) to a single equation, which is equivalent to the Sine-Gordon equation.

II. CONSERVATION LAWS

As mentioned earlier, the symmetric Chiral field Eq. (1) is Lax-integrable through the Zakharov-Mikhailov Eqs. (2). A key feature of integrability is the existence of infinitely many conservation laws and integrals of motion.

The goal of the present section is to derive these conservation laws and thus prove that the symmetric Chiral field Eq. (1) is also Liouville-integrable.

One can easily verify using Eq. (11) that

$$\frac{\partial}{\partial \eta}(\det A) = 0 \quad \frac{\partial}{\partial \zeta}(\det B) = 0$$

and therefore the determinant of $A$ is a function of $\zeta$ only, and similarly $\det B$ is a function of $\eta$ only. Physically, each one of these matrices is constant along one of the two light-cone rays. This means that one may rescale the coordinates $\zeta, \eta$ by defining new coordinates $\bar{\zeta}, \bar{\eta}$ according to

$$\bar{\zeta} = \int d\zeta \sqrt{-\det A} \quad \bar{\eta} = \int d\eta \sqrt{-\det B}$$

These square roots are always real-valued, and therefore the coordinate transformation $(\zeta, \eta) \rightarrow (\bar{\zeta}, \bar{\eta})$ is well-defined. To make the notation consistent, each function defined using the new barred coordinates will be denoted with a bar as well. So for example, barred $\bar{A} = -\alpha g_{\bar{\zeta} \bar{\zeta}} g^{-1}$ and $\bar{B} = \alpha g_{\bar{\eta} \bar{\eta}} g^{-1}$ correspond to the matrices $A$ and $B$.

The merit of using the new coordinates is that the scaled matrices now satisfy

$$\det \bar{A} = -1 \quad \det \bar{B} = -1$$

Consider the Lax pair in Eqs. (2) operating on a vector $\psi = (\psi_1, \psi_2)^T$, so that $\psi_1$ and $\psi_2$ satisfy

$$\psi_{1,\bar{\zeta}} = \frac{1}{\lambda - 1} (\bar{A}_{11} \psi_1 + \bar{A}_{12} \psi_2)$$

$$\psi_{2,\bar{\zeta}} = \frac{1}{\lambda - 1} (\bar{A}_{21} \psi_1 + \bar{A}_{22} \psi_2)$$

as well as

$$\psi_{1,\bar{\eta}} = \frac{1}{\lambda + 1} (\bar{B}_{11} \psi_1 + \bar{B}_{12} \psi_2)$$

$$\psi_{2,\bar{\eta}} = \frac{1}{\lambda + 1} (\bar{B}_{21} \psi_1 + \bar{B}_{22} \psi_2)$$

Define the functions

$$P = \frac{\psi_{1,\bar{\zeta}}}{\psi_1} \quad Q = \frac{\psi_{1,\bar{\eta}}}{\psi_1}$$

which clearly satisfy the conservation law

$$\frac{\partial P}{\partial \bar{\eta}} = \frac{\partial Q}{\partial \bar{\zeta}}$$

If one assumes that the field $g$ (or its derivatives) vanish sufficiently fast at infinity, this conservation law can be integrated with respect to $\bar{\zeta}$ to give the integral of motion

$$I = \int P d\bar{\zeta}$$

(21)
such that
\[
\frac{\partial}{\partial \bar{\eta}} f = 0
\]
(22)

Our goal would be to express \( P \) in a form that does not contain any \( \bar{\zeta} \) derivatives, and thus obtain a non-trivial local conservation law of the symmetric chiral field Eq. (1). Since the function \( P \), as well as the quantities \( I \) and \( Q \), depend on the spectral parameter \( \lambda \), this conservation law is in fact a generating function for infinitely many (non-trivial) local conservation laws when expanded properly in the \( \lambda \)-plane.

Note that \( Q \) can be completely eliminated from Eq. (20) and expressed in terms of \( P \) only. From the first equations in (17) and (18)
\[
P = \frac{1}{\lambda - 1} \left( \bar{A}_{11} + \bar{A}_{12} \frac{\psi_2}{\psi_1} \right)
\]
(23)
\[
Q = \frac{1}{\lambda + 1} \left( \bar{B}_{11} + \bar{B}_{12} \frac{\psi_2}{\psi_1} \right)
\]
(24)

By inverting the first relation to express \( \psi_2/\psi_1 \) in terms of \( P \) and replacing it into the second equation, one gets
\[
Q = \frac{1}{\lambda + 1} \left( \bar{B}_{11} - \frac{\bar{A}_{11} \bar{B}_{12}}{A_{12}} \right) + \frac{\lambda - 1}{\lambda + 1} \bar{B}_{12} P
\]
(24)

This equality is valid whenever \( \bar{A} \) is a non-diagonal matrix. \( A_{12} = 0 \) is a degenerated case which will be treated separately later on.

It turns out that similarly to other integrable equations 4, the function \( P \) satisfies a Riccati-type equation. To see this, we differentiate \( P \) with respect to \( \bar{\zeta} \) in Eqs. (23) and use Eqs. (17). After some simple algebra, one gets
\[
P^{\bar{\zeta}} = \frac{1}{\lambda - 1} \left[ \bar{A}_{12} \left( \frac{\bar{A}_{11}}{A_{12}} \right) \bar{\zeta} - \det \bar{A} \right] - \frac{1}{\lambda - 1} \frac{\bar{A}_{11} \bar{B}_{12}}{A_{12}} P - P^2
\]
(25)

Note however that \( \bar{A} \) is traceless \((\text{tr} \bar{A} = 0)\) in general. Furthermore and as commented in the introduction to this section, one can always assume \( \det \bar{A} = -1 \). This gives
\[
P^{\bar{\zeta}} = \frac{1}{\lambda - 1} \left\{ \bar{A}_{12} \left( \frac{\bar{A}_{11}}{A_{12}} \right) \bar{\zeta} + \frac{1}{\lambda - 1} \right\} + \bar{A}_{12} \bar{\zeta} P - P^2
\]
(26)

This is a \textit{Riccati equation} for the function \( P \). Since the equation depends on the spectral parameter \( \lambda \), when expanded properly in the \( \lambda \)-plane it results in infinitely many conservation laws for each term in the series.

We therefore proceed by expanding \( P \) in a power series about its simple pole at \( \lambda = 1 \),
\[
P = \sum_{n=-1}^{\infty} P_n (\lambda - 1)^n
\]
(27)

and use this expansion in Eq. (20). The second and first order poles in Eq. (20) give the first two coefficients
\[
P_{-1} = 1
\]
(28)
and
\[
P_0 = \frac{1}{2} \left[ \bar{A}_{12} \bar{\zeta} + \bar{A}_{11} \left( \frac{\bar{A}_{11}}{A_{12}} \right) \bar{\zeta} \right]
\]
(29)

By comparing the coefficients of the non-singular terms one obtains a simple recursive relation for \( P_{n+1} (n = 0, 1, 2, \ldots) \)
\[
P_{n+1} = \frac{1}{2} \left[ \bar{A}_{12} \bar{\zeta} P_n - P_{n-1} \sum_{k=0}^{n} \bar{B}_{12} \frac{1}{A_{12}} P_{n-k} \right]
\]
(30)

Expanding Eq. (24) in powers of \((\lambda - 1)\) as well, shows that \( Q \) is analytic about \( \lambda = 1 \). If one writes
\[
Q = \sum_{n=0}^{\infty} Q_n (\lambda - 1)^n
\]
(31)
then the coefficients \( Q_n \) are given by
\[
Q_n = \frac{1}{2} \left[ \left( \frac{1}{2} \right)^n \left( \bar{B}_{11} - \frac{\bar{A}_{11} - 1}{A_{12}} \bar{B}_{12} \right) \right.
\]
(32)
\[
+ \left. \frac{\bar{B}_{12}}{A_{12}} \sum_{k=0}^{n-1} \left( \frac{1}{2} \right)^k P_{n-1-k} \right]
\]

The reader should interpret the summation in the last term as being equal to zero whenever the upper bound of the summation is smaller than the lower bound \((n - 1 < 0)\). A similar convention is used throughout this work.

When expanded about \( \lambda = 1 \), the conservation law in Eq. (20) decomposes into infinitely many conservation laws for each power of \((\lambda - 1)\). These conservation laws have the form
\[
\frac{\partial P_n}{\partial \bar{\eta}} = \frac{\partial Q_n}{\partial \bar{\zeta}}
\]
(33)
with corresponding integrals of motion (see Eq. (21)),
\[
I_n = \int P_n d\bar{\zeta}
\]
(34)
satisfying
\[
\frac{\partial}{\partial \bar{\eta}} I_n = 0 \quad n = -1, 0, 1, \ldots
\]
(35)

Applying Eq. (33) to the first coefficient \( P_{-1} \) defined in Eq. (28) makes it seem as if it is a trivial conservation law. Nevertheless, this is not necessarily the case. Recall that we assume that \( \det \bar{A} = -1 \), namely, that we are using the rescaled version \((\bar{\zeta}, \bar{\eta})\) of the light-cone coordinates \((\zeta, \eta)\). In the barred coordinates this conservation
law is indeed trivial, but when restoring the original coordinates this is not longer the case, and Eq. (33) gives the known conservation laws in Eqs. (33).

When using Eq. (33), one can obtain more integrals of motion. They are non-trivial in both coordinate systems \((\zeta, \eta)\) and \((\bar{\zeta}, \bar{\eta})\). The next integral of motion is,

\[
I_0 = \frac{1}{2} \int \bar{A}_{12} \left( \bar{A}_{11} \bar{A}_{12} \right) d\bar{\zeta}
\]

while the other integrals of motion can be computed recursively using Eq. (33), and satisfy

\[
I_{n+1} = \frac{1}{2} \int \left[ -\bar{A}_{12} \left( \frac{\bar{A}_{11}}{\bar{A}_{12}} \right) + P_n - \sum_{k=1}^{n-1} P_k P_{n-k} \right] d\bar{\zeta}
\]

for \(n = 0, 1, 2, \ldots\). Notice the similarity between this recursive formula, and the famous recursive formula for the integrals of motion for the Korteweg-de Vries equation \(1\). Written explicitly, the next two non-trivial integrals of motion are

\[
I_1 = \frac{1}{8} \int \left[ \left( \frac{\bar{A}_{12}, \bar{\zeta}}{\bar{A}_{12}} \right)^2 - \bar{A}_{12}^2 \left( \frac{\bar{A}_{11}}{\bar{A}_{12}} \right)^2 \right] d\bar{\zeta}
\]

and

\[
I_2 = \frac{1}{8} \int \left[ \frac{3}{2} \bar{A}_{12, \bar{\zeta}}^2 + \frac{1}{2} \bar{A}_{12}^2 \left( \frac{\bar{A}_{11}}{\bar{A}_{12}} \right)^2 \right] + \bar{A}_{12, \bar{\zeta}} d\bar{\zeta}
\]

Because Eqs. (36), (37), (38) and (39) use the barred coordinates \((\bar{\zeta}, \bar{\eta})\), they naturally assume \(\det A = -1\) as noted before. One can easily use Eqs. (33) to rewrite the conservation laws and integrals of motion without this assumption for general matrices \(A\) and \(B\). This amounts to inserting factors of \(\sqrt{-\det A}\) and \(\sqrt{-\det B}\) whenever the differentials of \(\bar{\zeta}\) and \(\bar{\eta}\) appear.

Since the coefficients \(P_n\) and \(Q_n\) contain \(A_{12}\) in their denominators, \(A_{12} = 0\) is a degenerated case for the conservation laws derived here. However, this is not a real issue as this case only occurs when the matrix \(g\) is diagonal and Eqs. (41) are in fact linear (since \(\phi = 0\)).

### III. SOLITONS ON DIAGONAL BACKGROUNDS

In this section, the Zakharov-Mikhailov technique \(1, 2, 3\) is applied to find the \(N\)-soliton solution of the symmetric chiral field Eq. (11) on an arbitrary diagonal background. Since the Zakharov-Mikhailov Eqs. (2) are a special case of the Belinski-Zakharov Eqs (11), one may use well-established results on the latter. In particular, it is very convenient to use the steps summarized in (10). They allow writing the solution correspond to \(N\) solitons explicitly in terms of algebraic operations only.

Let \(g^{(0)}\) be a known diagonal solution of the chiral field equation. One can always write such a solution in the form

\[
g^{(0)} = \begin{bmatrix} e^{\Lambda^{(0)}} & 0 \\ 0 & e^{-\Lambda^{(0)}} \end{bmatrix}
\]

since the determinant of \(g^{(0)}\) is unity. In this diagonal case the symmetric chiral field Eq. (11) is linear, and in fact \(\Lambda^{(0)}\) satisfies the wave equation,

\[
\partial_\zeta \partial_\eta \Lambda^{(0)} = 0
\]

To construct \(N\) solitons, one typically uses the powerful dressing method. In the dressing method, the \(N\) solitons correspond to \(N\) poles of a certain complex-valued matrix \(\chi\) called the dressing matrix. Thus, one may think of each pole as representing a single soliton. As we will see next and is well known, the properties of the \(s\)-th soliton are in fact manifested by the location of the pole \(\mu_s\) in the complex plane. The dressing method will not be discussed here in further details, but the reader may consult either one of (1, 2, 3).

In this case, since the determinant of the chiral matrix \(g^{(0)}\) is a constant, the poles of the dressing matrix are fixed \(\mu_s = constant\). Since the matrix \(g^{(0)}\) is diagonal, the matrix \(\psi\) in Eqs. (2) is diagonal as well. Solving Eqs. (2) for \(\psi\) gives,

\[
\psi = \begin{bmatrix} \exp \left[ \frac{1}{\sqrt{-1}} (\Lambda^{(0)} + \lambda \Lambda^{(0)}) \right] & 0 \\ 0 & \exp \left[ \frac{1}{\sqrt{-1}} (\Lambda^{(0)} + \lambda \Lambda^{(0)}) \right] \end{bmatrix}
\]

where \(\lambda^{(0)}\) is any function satisfying

\[
\partial_\eta \Lambda^{(0)} = \partial_\eta \Lambda^{(0)} \quad \partial_\zeta \Lambda^{(0)} = -\partial_\zeta \Lambda^{(0)}
\]

This last equation implies that \(\Lambda^{(0)}\) is a ‘conjugate’ solution of the wave equation for \(\Lambda^{(0)}\).

Proceeding according to the algorithm described in (10), let us take \(k_s = i(e^{\Lambda^{(0)}/2} - e^{-\Lambda^{(0)}/2})\) to simplify the solution. This yields the \(N\)-soliton solution

\[
g^{(N)} = \Pi \left[ e^{\Lambda^{(0)} \Delta_{ss}} \left( \frac{\Delta_{ss}}{\mu_s - 1} - e^{-\Lambda^{(0)} \Delta_{ss}} \right) \right]
\]

where

\[
\Delta = \Pi^2 \det \left( \frac{C_s C_{s'} e^{D_{ss}} + e^{-D_{ss}}}{\mu_s \mu_{s'} - 1} \right)
\]

\[
\Delta_{00} = \det \left( \frac{C_s e^{D_{ss}} + e^{-D_{ss}}}{\mu_s - 1} \right)
\]

\[
\Delta_{01} = \det \left( \frac{C_s e^{D_{ss}} + e^{-D_{ss}}}{\mu_{s'} - 1} \right)
\]

\[
\Delta_{33} = \det \left( \frac{\mu_s \mu_{s'} e^{D_{ss}} + e^{-D_{ss}}}{\mu_s \mu_{s'} - 1} \right)
\]
The functions $B_s$ and $\Pi$ are
\begin{equation}
B_s = \frac{1}{\mu_s^2 - 1} \left( \Lambda^{(0)} + \mu_s \Lambda^{(0)} \right) \tag{46}
\end{equation}
and
\begin{equation}
\Pi = \prod_{s=1}^{N} |\mu_s| \tag{47}
\end{equation}
and $D$ is the $N \times N$ matrix with coefficients
\begin{equation}
D_{s \bar{s}} = \Lambda^{(0)} + B_s + B_{\bar{s}} \tag{48}
\end{equation}
Here both $\{C_s\}$ and $\{\mu_s\}$ are sets of complex constants that are chosen to be either real or appear together with their complex-conjugate $\{\{C_s\} = \{\bar{C}_s\}$ and $\{\mu_s\} = \{\bar{\mu}_s\}$). The reader can easily recognize the form of the background solution $g^{(0)}$ of Eq. (40) on the diagonal of (43). This is an explicit formula for the general $N$-soliton solution on any diagonal background. To understand its physical meaning its useful to consider the two simplest cases of either a single soliton or two interacting solitons.

In order to write the one and two solitons solution explicitly, it is convenient to introduce the notation
\begin{equation}
\begin{align*}
\tilde{\gamma}_s &= - \ln |\mu_s| \\
gamma_s &= K_s + \Lambda^{(0)} + 2B_s
\end{align*} \tag{49}
\end{equation}
where $s = 1, 2, \ldots, N$, and $K_s = \ln |C_s| \in \mathbb{R}$ in the case of real constants. Fortunately, the one and two solitons solutions can be written in terms of hyperbolic functions, rather similar to the one and two solitonic solutions of the famous Korteweg-de Vries equation [9].

The one-soliton $N = 1$ is given by
\begin{equation}
g^{(1)} = \frac{1}{\cosh \gamma_1} \left[ e^{\Lambda^{(0)}} \cosh(\gamma_1 + \tilde{\gamma}_1) \right. \left. \frac{1-e^{-\gamma_1^2}}{1-2\mu_1} \right] e^{-\Lambda^{(0)}} \cosh(\gamma_1 - \tilde{\gamma}_1) \tag{50}
\end{equation}
It is easy to verify that $\det g^{(1)} = 1$ as required. One may also write $\gamma_1$ in the form of a traveling wave
\begin{equation}
\gamma_1 = kz + \omega t + K_1 \tag{51}
\end{equation}
but the values of the coefficients $k$ and $\omega$ depend on the background $\Lambda^{(0)}$ chosen.

Consider two important cases. The first is when the function $\Lambda^{(0)}$ is time-like ($\eta_0 \Lambda^{(0)} \Lambda^{(0)} < 0$). For example, if $\Lambda^{(0)} = t$ (and then $\Lambda^{(0)} = x$ is space-like) then $\gamma_1$ is written in the form [61] with
\begin{equation}
k = \frac{2\mu_1}{\mu_1^2 - 1} \quad \omega = \frac{\mu_1^2 + 1}{\mu_1^2 - 1} \tag{52}
\end{equation}
and therefore the velocity of the soliton is
\begin{equation}
v = \frac{\omega}{k} = \frac{\mu_1^2 + 1}{2\mu_1} > 1 \tag{53}
\end{equation}
Namely, we have a traveling superluminal soliton which travels to the left if $\mu_1 > 0$ and to the right if $\mu_1 < 0$. As mentioned in the previous chapter, since $\alpha = 1$ this solution is diffeomorphic to Minkowski spacetime, and therefore there is no violation of Lorentz invariance.

The most interesting coefficient in the matrix $g^{(1)}$ is the non-diagonal coefficient $g_{12}^{(1)}$, from which we see that the center-of-mass of the soliton is located at $z_{C.O.M} = vt + \frac{K_x}{k}$ for all moments of time and the soliton’s amplitude is $A = \frac{1}{2} \mu_1^2$. Note that the amplitude might be negative, in which case the soliton lies below the z-axis. The diagonal terms travel with the same velocity. Figures [123] show the elements the matrix $g^{(1)}$.

FIG. 1: The non-diagonal coefficient $g_{12}^{(1)}$ for a single soliton of the symmetric chiral field Eq. (1). The figure was created for constants $C_1 = 1$ and $\mu_1 = -2$ in Eq. (51). As time varies the soliton travels to the right or left depending on the sign of the pole $\mu_1$ of the dressing matrix. If $\Lambda^{(0)}$ is time-like, the soliton travels faster than the speed of light and if $\Lambda^{(0)}$ is space-like it travels slower than the speed of light.

FIG. 2: The diagonal coefficient $g_{11}^{(1)}$ for a single soliton of the symmetric chiral field Eq. (1). The figure was created for constants $C_1 = 1$ and $\mu_1 = -2$ in Eq. (51).

The second interesting case is when the function $\Lambda^{(0)}$ is space-like ($\eta_0 \Lambda^{(0)} \Lambda^{(0)} > 0$). For example, if $\Lambda^{(0)} = x$ (and then $\Lambda^{(0)} = t$ is time-like) then $D$ is written in the form [51] with
\begin{equation}
k = \frac{\mu_1^2 + 1}{\mu_1^2 - 1} \quad \omega = \frac{2\mu_1}{\mu_1^2 - 1} \tag{54}
\end{equation}
and therefore the velocity of the soliton is
\begin{equation}
v = \frac{\omega}{k} = \frac{2\mu_1}{\mu_1^2 + 1} < 1 \tag{55}
\end{equation}
This is a traveling subluminal soliton which may travel again to the left ($\mu_1 > 0$) or to the right ($\mu_1 < 0$). The center-of-mass and amplitude of the soliton is the same as in the other case of $\Lambda^{(0)}$ being time-like and figures 12 again demonstrate most features of its behavior (except for its velocity).

The two soliton ($N = 2$) solution is given by

\begin{equation}
\begin{aligned}
g^{(2)}_{11} &= e^{\Lambda^{(0)}(\mu_1 - \mu_2)^2 \cosh^2(\gamma_1 + \gamma_2 + \gamma_3 + \gamma_4) + (\mu_1 \mu_2 - 1)^2 \sinh^2(2\gamma_1 + 2\gamma_2 + 2\gamma_3 + 2\gamma_4)} \\
&\quad \left(\mu_1 - \mu_2\right)^2 \cosh^2\left(\frac{\gamma_1 + \gamma_2}{2}\right) + (\mu_1 \mu_2 - 1)^2 \sinh^2\left(\frac{2\gamma_1}{2}\right)
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
g^{(2)}_{12} &= \frac{\mu_1 - \mu_2 \left(\mu_1 \mu_2 - 1\right)}{2\mu_1 \mu_2} \cdot \frac{\mu_1 - \mu_2 \left(\mu_1 \mu_2 - 1\right)}{\left(\mu_1 - \mu_2\right)^2 \cosh^2\left(\frac{\gamma_1 + \gamma_2}{2}\right) + (\mu_1 \mu_2 - 1)^2 \sinh^2\left(\frac{2\gamma_1}{2}\right)}
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
g^{(2)}_{22} &= e^{-\Lambda^{(0)}(\mu_1 - \mu_2)^2 \cosh^2\left(\gamma_1 + \gamma_2 + \gamma_3 + \gamma_4\right) + (\mu_1 \mu_2 - 1)^2 \sinh^2\left(2\gamma_1 + 2\gamma_2 + 2\gamma_3 + 2\gamma_4\right)} \\
&\quad \left(\mu_1 - \mu_2\right)^2 \cosh^2\left(\frac{\gamma_1 + \gamma_2}{2}\right) + (\mu_1 \mu_2 - 1)^2 \sinh^2\left(\frac{2\gamma_1}{2}\right)
\end{aligned}
\end{equation}

It is also given in terms of hyperbolic functions depending on the functions $\gamma_s, \tilde{\gamma}_s$. In this case, each individual soliton preserves its original features that were studied in the one-soliton case, including its amplitude, velocity and shape. For the $s$-th soliton, this attributes are determined by the pole $\mu_s$. As is usually the case for physical solitons, the non-trivial interaction between the two solitons results in a phase shift. The non-diagonal term $g^{(2)}_{12}$ is shown in figure 4 while the diagonal-term $g^{(1)}_{11}$ is depicted in figure 5. The other diagonal-term $g^{(2)}_{22}$ is not shown, as it has a rather similar form to $g^{(1)}_{11}$.

One may proceed in a similar fashion, expressing the $N$-soliton solution in Eq. 14 in terms of hyperbolic functions and the functions $\gamma_s, \tilde{\gamma}_s$. This will not be done here, as the general features of the solitons remain the same as described earlier and don’t deviate in any way from the expected result considering other famous solitonic systems such as the Korteweg-de Vries equation and the nonlinear Schrödinger equation.

When we think of solitons, they are expected to have very particular behavior. Most notably, solitons are famous for their localized nature and for maintaining their permanent form even after interaction with other solitons [?].

Nevertheless, it is a well-known fact that many of the attributes of the solitons discussed here, cease to hold once $\alpha$ varies in Einstein’s Eq. 11 12. The reason for this is at the heart of the dressing method. Since Eqs. 14 contain differentiation with respect to the spectral parameter $\lambda$, the poles $\mu_s$ of the dressing matrix vary in time and space. Consequently, the amplitude, velocity and shape of each gravitational soliton vary as well.

In the particular case studied here, $\alpha = 1$ and the spectral differentiation in Eqs. 12 vanishes, and we have constant poles $\mu_s$. This is why the solitons studied here are of constant amplitude and velocity and are very properly called ‘solitons’. This subtle but influential dif-

FIG. 3: The diagonal coefficient $g^{(1)}_{22}$ for a single soliton of the symmetric chiral field Eq. 1. The figure was created for constants $C_1 = 1$ and $\mu_1 = -2$ in Eq. 50.

FIG. 4: The non-diagonal coefficient $g^{(2)}_{12}$ for two solitons of the symmetric chiral field Eq. 1. The first soliton has parameters $\mu_1 = -2$ and $C_1 = 1$ and the second has parameters $\mu_2 = 3, C_2 = 2$. As is usually the case for physical solitons, they interact non-trivially and finish the elastic collision process with a phase shift.
and the chiral field Eq. (1) is equivalent to

\[ g^{(2)} \text{ for two solitons of the symmetric chiral field Eq. (1). The first soliton has parameters } \mu_1 = -2 \text{ and } C_1 = 1 \text{ and the second has parameters } \mu_2 = 3, C_2 = 2. \]

The difference between the two cases is one of the most striking facts about gravitational solitons. This will be studied in more details in future work.

IV. REDUCTION TO A SINGLE EQUATION

By the spectral theorem, the real and symmetric matrix \( g \) can be diagonalized,

\[ g = RDR^T \tag{57} \]

where \( D \) is a diagonal matrix

\[ D = \begin{bmatrix} e^\Lambda & 0 \\ 0 & e^{-\Lambda} \end{bmatrix} \tag{58} \]

and \( R \) is an orthogonal matrix

\[ R = \begin{bmatrix} \cos \phi & -\sin \phi \\ \sin \phi & \cos \phi \end{bmatrix} \tag{59} \]

Since \( g \) is a real and symmetric matrix with \( \det g = 1 \), it has two degrees of freedom. In this alternative representation the two degrees of freedom are the fields \( \Lambda \) and \( \phi \). These new fields can be interpreted as determining the eigenvalues of \( g \) and measuring the deviation of \( g \) from being a diagonal matrix (respectively). Written explicitly, \( g \) is

\[ g = \begin{bmatrix} \cosh \Lambda + \cos 2\phi \sinh \Lambda & \sin 2\phi \sinh \Lambda \\ \sin 2\phi \sinh \Lambda & \cosh \Lambda - \cos 2\phi \sinh \Lambda \end{bmatrix} \tag{60} \]

and the chiral field Eq. (1) is equivalent to

\[ 0 = \Lambda_{,\zeta \eta} - 2\phi_{,\zeta} \phi_{,\eta} \sinh 2\Lambda \tag{61} \]

In terms of the fields \( \Lambda \) and \( \phi \) the \( 2 \times 2 \) matrices \( A \) and \( B \) defined in \( [64] \) have determinants

\[ \det A = -\Lambda_{,\zeta}^2 - 4\phi_{,\zeta}^2 \sinh^2 \Lambda \tag{62} \]

\[ \det B = -\Lambda_{,\eta}^2 - 4\phi_{,\eta}^2 \sinh^2 \Lambda \]

Differentiating these determinants with respect to \( \eta \) and \( \zeta \) respectively and using the field Eqs. (61) gives

\[ \frac{\partial}{\partial \eta} (\det A) = 0 \quad \frac{\partial}{\partial \zeta} (\det B) = 0 \tag{63} \]

Hence the determinant of \( A \) is a function of \( \zeta \) only, and similarly \( \det B \) is a function of \( \eta \) only. In particular, this proves Eqs. (14).

We can therefore rescale the coordinates \( \zeta, \eta \) by defining new coordinates \( \bar{\zeta}, \bar{\eta} \) according to

\[ \bar{\zeta} = \int d\zeta \sqrt{-\det A} \quad \bar{\eta} = \int d\eta \sqrt{-\det B} \tag{64} \]

where the square roots are always real-valued (this can be seen from Eqs. (62)). In these new coordinates, Eqs. (62) give

\[ 1 = \Lambda_{,\zeta}^2 + 4\phi_{,\zeta}^2 \sinh^2 \Lambda \tag{65} \]

\[ 1 = \Lambda_{,\eta}^2 + 4\phi_{,\eta}^2 \sinh^2 \Lambda \]

and therefore the first partial derivatives of \( \phi \) can always be expressed in terms of \( \Lambda \) and its first partials,

\[ \phi_{,\zeta} = \pm \frac{1}{2 \sinh \Lambda} \sqrt{1 - \Lambda_{,\zeta}^2} \tag{66} \]

\[ \phi_{,\eta} = \pm \frac{1}{2 \sinh \Lambda} \sqrt{1 - \Lambda_{,\eta}^2} \]

Finally, consider the first equation in (61). The rescaling of \( \zeta, \eta \) doesn’t affect the form of the equation, which in terms of the coordinates \( \bar{\zeta}, \bar{\eta} \) is

\[ \Lambda_{,\bar{\zeta} \bar{\eta}} - 2\phi_{,\bar{\zeta}} \phi_{,\bar{\eta}} \sinh 2\Lambda = 0 \tag{67} \]

Using Eqs. (66) one may eliminate \( \phi \) from this equation, resulting in a single scalar equation for the field \( \Lambda \)

\[ \Lambda_{,\bar{\zeta} \bar{\eta}} \mp \sqrt{(1 - \Lambda_{,\bar{\zeta}}^2)(1 - \Lambda_{,\bar{\eta}}^2)} \coth \Lambda = 0 \tag{68} \]

Repeating this substitution in the second equation in (61) results in exactly the same equation.

This means that the entire content of the symmetric chiral field Eq. (1) is contained in a single scalar Eq. (58). One question remains as to the meaning of the choice of sign in this equation. This sign in fact has no physical significance, as an inversion \( \zeta \to -\zeta \) (or alternatively \( \bar{\eta} \to -\bar{\eta} \)) gives the same equation with the opposite choice of sign. We may therefore fix the choice of sign,

\[ \Lambda_{,\bar{\zeta} \bar{\eta}} - \sqrt{(1 - \Lambda_{,\bar{\zeta}}^2)(1 - \Lambda_{,\bar{\eta}}^2)} \coth \Lambda = 0 \tag{69} \]
This new equation may be written as a conservation law, as the second equation in (61) shows

\[ \left( \sqrt{1 - \Lambda^2}, \coth \Lambda \right)_{\bar{\eta}} + \left( \sqrt{1 - \Lambda^2}, \coth \Lambda \right)_{\bar{\zeta}} = 0 \quad (70) \]

As an equation that is expressed as a conservation law, its first integral of motion is obtained immediately,

\[ I_0 = \int \sqrt{1 - \Lambda^2} \coth \Lambda \, d\bar{\zeta} \quad (71) \]

with

\[ \frac{dI_0}{d\bar{\eta}} = 0 \quad (72) \]

This integral of motion is finite as long as the partial derivatives of the field \( \Lambda \) converge to unity at infinity,

\[ \frac{\partial \Lambda}{\partial \bar{\eta}} \xrightarrow{\bar{\zeta} \to \pm \infty} 1^- \quad (73) \]

The reader might think that this condition is far too restrictive, as the partial derivatives of \( \Lambda \) may become greater than unity, however, this is not possible due to the rescaling process (see Eqs. (65)).

The scalar Eq. (69) has a similar form to the Sinh-Gordon equation, as they are both written in terms of hyperbolic functions. This poses an interesting question: is there a deeper connection between the Sinh-Gordon equation and Eq. (69)?

The answer to this question and a more thorough study of Eq. (69) was given in [13, 14]. In particular, in [14] it was shown that Eq. (69) can be transformed to the Sine-Gordon equation by a change of variables. This result, together with the one given here, proves that the symmetric chiral field equation (1) is equivalent to the famous Sine-Gordon equation.
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