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Abstract

A first-order theory has the Schröder-Bernstein Property if any two of its models that are elementarily bi-embeddable are isomorphic. We prove (as Theorem 3.8):

Theorem 1. If $G$ is an abelian group, then the following are equivalent:
1. $\text{Th}(G, +)$ has the Schröder-Bernstein property;
2. $\text{Th}(G, +)$ is $\omega$-stable;
3. $G$ is the direct sum of a divisible group and a torsion group of bounded exponent;
4. $\text{Th}(G, +)$ is superstable, and if $(\overline{G}, +) \equiv (G, +)$ is saturated, every map in $\text{Aut}(\overline{G}/G^\circ)$ is unipotent.

1 Introduction

A category $\mathcal{C}$ has the Schröder-Bernstein property, or the “SB property” for short, if any two of its objects that are bi-embeddable via monic morphisms are isomorphic. (A morphism $f : A \rightarrow B$ is monic if whenever $g_0, g_1 : C \rightarrow A$ and $f \circ g_0 = f \circ g_1$ then $g_0 = g_1$.) If $T$ is a theory in first-order logic, then we say that $T$ has the SB property if the category whose object class is $\text{Mod}(T)$ and whose arrows are all elementary embeddings has the SB property. Note that in this category all maps are injective, so the SB property for $T$ is the same as any two elementarily bi-embeddable models being isomorphic.

The first investigation of which theories have the SB property seems to have been done by Nurmagambetov in the papers [6] and [7], in which he shows, among other things, that a countable $\omega$-stable theory has the SB property if and only if it is nonmultidimensional. In my thesis [2], I have shown that any countable first-order theory with the SB property must be classifiable in the sense of Shelah (i.e. it must be superstable and have NOTOP and NDOP – see also [10]) as well as nonmultidimensional. The question of which superstable nonmultidimensional theories have the SB property appears to be more delicate and no nice characterization of these theories has been proven; some conjectures about this are discussed in [2] and [3].
The idea of focusing on the special case of abelian groups (suggested by my advisor Thomas Scanlon) comes from the hope that techniques from geometric stability theory may be used to understand the Schröder-Bernstein property. Very roughly, the idea is that checking whether a nonmultidimensional classifiable theory has the SB property should reduce to examining the regular types, and the most interesting (and difficult) case seems to be when the regular type is nontrivial and locally modular, in which case it is nonorthogonal to the generic type of a definable abelian group.

In this paper, we consider the question of which complete theories of abelian groups in the pure language of groups (i.e., \{+\}) have the SB property. Note that in this context elementary embeddings are the same thing as pure embeddings (see Lemma 2.6). In the special case of such theories of abelian groups, SB property turns out to be equivalent to \(\omega\)-stability (Theorem 3.8 below). Section 2 collects some relevant facts from the model theory of modules and Section 3 contains the proof of the main theorem in the abstract. Note that the direction \(2 \Rightarrow 1\) follows already from Nurmagambetov’s theorem, but we present here a new proof that \(\omega\)-stable abelian groups have the SB property. At a few points, we will assume familiarity with the standard model theoretic concepts of stability, superstability, and \(\omega\)-stability; for definitions of these terms, see [1], [4], [8], or [10].

2 Theories of abelian groups

This section contains some background material on theories of abelian groups in the pure group language. Everything in this section has long been known by specialists in the area and we are just collecting a few results that we need for ease of reference. For a comprehensive account of the subject, see the book [9].

First, we set some notation. Throughout this section, “\(p\)” will always denote a prime number in \(\mathbb{Z}\). \(\mathbb{Q}\) is the group of all rational numbers and \(\mathbb{Z}\) is the group of all integers, both with addition as the group operation. For any prime \(p\), \(\mathbb{Z}_p^\infty\) denotes the subgroup of \(\mathbb{Q}/\mathbb{Z}\) generated by the set \(\{p^{-i} : i \in \omega\}\). There are several other equivalent ways of describing this group: \(\mathbb{Z}_p^\infty\) is isomorphic to the multiplicative group of all complex \(p\)-th roots of unity (for \(p\) constant, \(n\) varies), or it can be thought of as the direct limit of the diagram \(\mathbb{Z}/p\mathbb{Z} \hookrightarrow \mathbb{Z}/p^2\mathbb{Z} \hookrightarrow \mathbb{Z}/p^3\mathbb{Z} \hookrightarrow \ldots\), where the embeddings are the unique nonzero maps between the groups.

**Definition 2.1.** G is a \(p\)-group if for every \(g \in G\) there is an \(n \in \omega\) such that \(g\) has order \(p^n\).

So \(\mathbb{Z}/p\mathbb{Z}\) and \(\mathbb{Z}_p^\infty\) are both \(p\)-groups.

**Definition 2.2.** Let \(G\) be an abelian group.

1. \(G\) is divisible if for any \(g \in G\) and nonzero \(n \in \omega\) there is a \(y \in G\) such that \(ny = x\).
2. \(G\) is reduced if \(G\) contains no nonzero divisible subgroup.
Fact 2.3. ([5], Theorem 4) Any divisible abelian group is a direct sum of copies of \( \mathbb{Q} \) and \( \mathbb{Z}_{p^\infty} \) for various primes \( p \). Moreover, the number of summands of each isomorphism type is a uniquely determined invariant of the group.

Fact 2.4. (Theorem 2 of [5]) Any abelian group \( G \) can be written as a direct sum \( R \oplus D \) where \( R \) is reduced and \( D \) is divisible.

Definition 2.5. 1. If \( G \) is an abelian group, then \( H \) is a pure subgroup of \( G \) if \( H \) is a subgroup of \( G \) and for any \( h \in H \) and \( n \in \omega \), if the equation \( nx = h \) has a solution for \( x \) in \( G \) then it has a solution in \( H \).

2. An injective group homomorphism \( f : G \to H \) is a pure embedding if its image \( f(G) \) is a pure subgroup of \( H \).

Note that if \( H \) is a direct summand of \( G \) then \( H \) is a pure subgroup of \( G \).

From now on, we will freely use terminology and notation from model theory such as \( \text{Th}(G) \), elementary embeddings, saturated models, types, and (\( \omega \)-)stable theories. Accordingly, if \( (G,+) \) is an elementary submodel of \( (H,+), \) we abbreviate this by \( G \prec H \), and if \( (G,+) \) is elementarily equivalent to \( (H,+), \) then we write \( G \equiv H \).

The most important facts about the model theory of abelian groups in the pure language of groups are the elimination of quantifiers up to p.p. formulas and the characterization of complete theories by Szmielew invariants. These are standard results that are explained in section 2.3 of [9], and the next several facts are corollaries to these facts.

Lemma 2.6. If \( f \) is an embedding between groups \( G \) and \( H \) that are both models of the same complete theory \( T \), \( f \) is pure if and only if it is elementary.

Proof. Follows directly from Proposition 2.25 of [9].

Definition 2.7. An abelian group \( G \) is pure-injective, or algebraically compact, if every system of equations over \( G \) (i.e. quantifier-free formulas) which is finitely satisfiable in \( G \) has a solution in \( G \).

Fact 2.8. (Corollary 2.9 of [9]) Any \( \omega_1 \)-saturated model of a theory \( T \) as above is purely-injective, and so every model of \( T \) is elementarily embeddable into a pure-injective group.

We write \( \hat{\mathbb{Z}}(p) \) for the localization of the ring \( \mathbb{Z} \) at the ideal \( (p) \). The \( p \)-adic topology on \( \mathbb{Z}(p) \) is the topology whose basic open neighborhoods are the cosets of the subgroups \( p^k\mathbb{Z}(p) \) as \( k \) varies. In fact, this gives \( \mathbb{Z}(p) \) a metric structure such that each coset of \( p^k\mathbb{Z}(p) \) is a ball of radius \( p^{-k} \), and the completion of \( \mathbb{Z}(p) \) as a metric space is denoted \( \hat{\mathbb{Z}}(p) \) and called the set of \( p \)-adic integers. (We use the more cumbersome notation “\( \hat{\mathbb{Z}}(p) \)” rather than the standard “\( \mathbb{Z}(p) \)” to avoid any possible confusion with the finite group \( \mathbb{Z}/p\mathbb{Z} \), which is sometimes denoted \( \mathbb{Z}_p \).) When talking about groups, we will often abuse notation and use \( \hat{\mathbb{Z}}(p) \) and \( \hat{\mathbb{Z}}(p) \) to refer to the additive groups of the corresponding rings. Sometimes we will be talking about elementary subgroups \( G \) of \( \hat{\mathbb{Z}}(p) \), in which case we write “\( \hat{G} \)” for \( \hat{\mathbb{Z}}(p) \).
**Theorem 2.9.** Any $T$ has a model that is a direct sum of direct-sum indecomposable (or simply “indecomposable”) pure-injective groups. More concretely, it has a model that is a direct sum of finite cyclic groups, groups isomorphic to $\mathbb{Z}_{p^n}$, groups isomorphic to $\mathbb{Q}$, and groups isomorphic to $\hat{\mathbb{Z}}(p)$ (where $p$ may take on various values for different summands).

For a proof and discussion of the last theorem, see Section 4.4 of [9] and Corollary 4.36 in particular.

**Fact 2.10.** Suppose that $\langle G_i : i \in I \rangle$ and $\langle H_i : i \in I \rangle$ are two sequences of abelian groups and for each $i \in I$, $G_i \equiv H_i$. Then $\bigoplus_{i \in I} G_i \equiv \bigoplus_{i \in I} H_i$.

**Proof.** This follows immediately from Lemma 2.23 (b) and (c) of [9]. □

**Theorem 2.11.** Suppose that $\langle G_i : i \in I \rangle$ is a set of elementary subgroups of $\hat{\mathbb{Z}}(p_i)$ for various primes $p_i$ and $H$ is any abelian group. Then $H \oplus \bigoplus_{i \in I} G_i \prec H \oplus \bigoplus_{i \in I} \hat{G}_i$. (So in particular $H \oplus \bigoplus_{i \in I} G_i \equiv H \oplus \bigoplus_{i \in I} \hat{G}_i$.)

**Proof.** The fact that each $G_i$ is an elementary substructure of $\hat{G}_i$ is a routine consequence of the elimination of quantifiers up to p.p. formulas. (Note that since $G_i$ is torsion-free and divisible by all primes except for $p_i$, all p.p. formulas are boolean combinations of statements about divisibility by $p_i^k$ and equations, so the fact that $G_i \prec \hat{G}_i$ follows from the fact that taking the $p_i$-adic completion does not affect divisibility by $p_i$.) To prove the full theorem, recall that if $K_0 \leq K_1 \leq \ldots$ is an infinite chain of pure extensions then $K_0$ is pure in $\bigcup K_i$. By this fact plus induction it follows that $H \oplus \bigoplus_{i \in I} G_i$ is a pure subgroup of $H \oplus \bigoplus_{i \in I} \hat{G}_i$. To show that the two groups are elementarily equivalent, use the fact that $G_i \equiv \hat{G}_i$ and Theorem 2.10. □

**Fact 2.12.** (Theorem 3.1 of [9]) If $R$ is any ring, then any theory in the language of $R$-modules is stable. In particular, any theory of abelian groups in the pure group language is stable.

### 3 The SB property and abelian groups

Our goal in this section is to show that for any abelian group $G$, $\text{Th}(G, +)$ has the SB property if and only if it is $\omega$-stable (Theorem 3.8 below). We warm up by proving a couple of simple lemmas about the SB property that may be of independent interest, especially Theorem 3.3.

**Theorem 3.1.** The SB property holds in the category of all divisible abelian groups, where the arrows consist of all group homomorphisms.

**Proof.** Our argument uses the characterization of divisible groups given by Fact 2.3. For any abelian group $G$ and prime $p$, let $G[p] = \{ g \in G : pg = 0 \}$. Note that if $f : G_0 \to G_1$ is an injective map between two divisible groups $G_0$ and $G_1$ then for every prime $p$, $f$ maps $G_0[p]$ into $G_1[p]$. The groups $G_0[p]$
and \( G_1[p] \) are naturally vector spaces over the finite field with \( p \) elements and the previous sentence implies that \( \dim(G_0[p]) \leq \dim(G_1[p]) \). But \( \dim(G_i[p]) \) is equal to the number of summands of \( G_i \) that are isomorphic to \( \mathbb{Z}_{p^\infty} \), so \( G_1 \) contains at least as many \( \mathbb{Z}_{p^\infty} \)-summands as \( G_0 \). Similarly, if \( T_i \) is the torsion subgroup of \( G_i \), \( f \) induces an injective map from \( G_0/T_0 \) into \( G_1/T_1 \), so \( G_1 \) contains at least as many \( \mathbb{Q} \)-summands as \( G_0 \). So if there is also an injective map \( g : G_1 \to G_0 \), it follows that \( G_0 \) and \( G_1 \) contain the same number of summands of each isomorphism type and hence \( G_0 \cong G_1 \).

**Theorem 3.2.** The SB property holds in the category whose objects are all direct sums of finite cyclic groups and whose arrows are all pure group embeddings.

**Proof.** The proof is a standard application of Ulm invariants. To define these, we need some preliminary definitions. If \( p \) is a prime and \( G \) is an abelian group, an element \( g \in G \) has \( p \)-height at least \( n \), or \( \text{ht}_p(g) \geq n \), if there is an element \( h \in G \) such that \( p^n h = g \). If \( G \) is any \( p \)-group, we can define \( P(G, i) \) to be the group of all elements of \( G[p] \) of height at least \( i \). The dimension of \( P(G, i)/P(G, i+1) \) as a vector space over the field with \( p \) elements is called the \( i \)th Ulm invariant of \( G \), and we will denote it by \( \text{Ulm}(G, i) \). A routine calculation shows that if the \( p \)-group \( G \) is a direct sum of cyclic groups then for any nonzero \( i \in \mathbb{N} \), the \( i \)th Ulm invariant is precisely the number of summands of the form \( \mathbb{Z}/p^i\mathbb{Z} \).

Now suppose that \( G_0 \) and \( G_1 \) are two direct sums of finite cyclic groups and \( f_0 : G_0 \to G_1 \) and \( f_1 : G_1 \to G_0 \) are pure injective maps. It is a standard fact that we can decompose each \( G_i \) into a direct sum of \( p \)-groups (for various primes \( p \)), so without loss of generality \( G_i \) is a \( p \)-group. It is routine to check that, for each \( k \in \mathbb{N} \) and \( i \in \{0, 1\} \), \( f_i \) induces a map of vector spaces from \( P(G_i, k)/P(G_i, k+1) \) into \( P(G_{1-i}, k)/P(G_{1-i}, k+1) \), and the purity of \( f_i \) implies that this induced map is also injective. Thus the \( G_0 \) and \( G_1 \) have the same Ulm invariants. But this means that for every \( k \in \omega \), \( G_0 \) and \( G_1 \) contain the same number of summands isomorphic to \( \mathbb{Z}/p^k\mathbb{Z} \) in any of their direct sum decompositions, so \( G_0 \cong G_1 \).

The next result is stated in a little more generality than is needed for the proof of the main theorem.

**Theorem 3.3.** The SB property holds in the category consisting of all direct sums of indecomposable pure-injective abelian groups (as objects) and all the pure group maps between them (as arrows).

**Proof.** Suppose that \( f_0 : G_0 \twoheadrightarrow G_1 \) and \( f_1 : G_1 \twoheadrightarrow G_0 \) be pure embeddings between two such groups. For \( i = 0, 1 \), write \( G_i = K_i \oplus C_i \oplus D_i \) where \( D_i \) contains all the divisible summands of \( G_i \) (that is, all the summands isomorphic to \( \mathbb{Q} \) or to \( \mathbb{Z}_{p^\infty} \) for some prime \( p \)), \( C_i \) contains all the finite cyclic summands of \( G_i \), and \( K_i \) contains all the summands isomorphic to \( \mathbb{Z}_{(p)} \) for some prime \( p \).

**Claim 3.4.** If \( x \in G_i \), then \( x \in D_i \) if and only if \( f_i(x) \in D_{1-i} \).
Proof. Any group homomorphism on \( G_i \) must map \( D_i \) into \( D_{1-i} \). If \( f_i(x) \in D_{1-i} \), then the purity of \( f_i \) implies that \( x \in D_i \). \( \square \)

**Claim 3.5.** If \( x \in G_i \), then \( x \in C_i \oplus D_i \) if and only if \( f_i(x) \in C_{1-i} \oplus D_{1-i} \).

**Proof.** If \( x = t + d \) where \( Nt = 0 \) and \( d \in D_i \), then \( Nf_i(t) = f_i(Nt) = 0 \) and \( f_i(d) \in D_{1-i} \) by purity of \( f_i \), so \( f(x) = f(t) + f(d) \in C_{1-i} \oplus D_{1-i} \). Conversely, if \( f_i(x) = t' + d', Nt' = 0 \), and \( d' \in D_{1-i} \), then \( f(Nx) = Nf(x) = Nd' \in D_{1-i} \) and thus \( Nx \in D_i \). So we can pick \( d \in D_i \) such that \( Nd = Nx \). If \( T_i \) is the torsion subgroup of \( G_i \), then since \( N(x - d) = 0 \), \( x = (x - d) + d \in T_i + D_i \). But \( T_i + D_i = C_i \oplus D_i \), so we are done. \( \square \)

By Claim 3.4, \( D_0 \) and \( D_1 \) are purely bi-embeddable, so by Theorem 3.1, \( D_0 \cong D_1 \). By Claim 3.4 and the “only if” part of Claim 3.5, the functions \( f_i \) induce well-defined injective maps \( \tilde{f}_i : (C_i \oplus D_i)/D_i \mapsto (C_{1-i} \oplus D_{1-i})/D_{1-i} \).

If \( x \in C_i, n \in \mathbb{N} \), and \( \tilde{f}_i(x + D_i) = n(y + D_{1-i}) = ny + D_{1-i} \), then \( f_i(x) = ny + d \) for some \( d \in D_{1-i} \), so the purity of \( f_i \) implies that \( x \) is \( n \)-divisible. So \( x + D_i \) is \( n \)-divisible in the group \( (C_i \oplus D_i)/D_i \) and \( \tilde{f}_i \) is a pure embedding. But \( (C_i \oplus D_i)/D_i \cong C_i \), so \( C_0 \) and \( C_1 \) are purely bi-embeddable. From Theorem 3.2 we conclude that \( C_0 \cong C_1 \).

By Claim 3.5, the \( f_i \)'s also induce well-defined injective maps \( \hat{f}_0 : G_0/(C_0 \oplus D_0) \mapsto G_1/(C_1 \oplus D_1) \) and \( \hat{f}_1 : G_1/(C_1 \oplus D_1) \mapsto G_0/(C_0 \oplus D_0) \).

**Claim 3.6.** The maps \( \hat{f}_0 \) and \( \hat{f}_1 \) are pure.

**Proof.** We just prove the purity of \( \hat{f}_0 \), and the purity of \( \hat{f}_1 \) is similar. If \( x \in K_0, y \in K_1, \) and \( \hat{f}_0(x + C_0 \oplus D_0) = ny + C_1 \oplus D_1 \), then \( f_0(x) = ny + t + d \) for some \( t \in C_1 \) and \( d \in D_1 \); and if \( m \in \mathbb{N} \) is such that \( mt = 0 \), then \( f_0(mx) = mny + md \), so the purity of \( f_0 \) implies that \( mx \) is divisible by \( mn \) in \( G_0 \). If we pick \( z \in G_0 \) such that \( mx = mnz \), then \( m(x - nz) = 0 \), so since the torsion subgroup of \( G_0 \) is contained in \( C_0 \oplus D_0 \), from \( x = nz + (x - nz) \) it follows that \( x + C_0 \oplus D_0 \) is divisible by \( n \) in \( G_0/(C_0 \oplus D_0) \). \( \square \)

From the last claim, it follows that \( K_0 \) and \( K_1 \) are purely bi-embeddable. The \( K_i \)'s are just direct sums of copies of \( \mathbb{Z}_{p^j} \) for various primes \( p \), and they are determined by the cardinal invariants \( \dim(K_i/pK_i) \) that measure the dimension of the quotient \( K_i/pK_i \) as a vector space over the finite field with \( p \) elements. Because the \( K_i \)'s are purely bi-embeddable, \( \dim(K_0/pK_0) = \dim(K_1/pK_1) \) for every \( p \), so \( K_0 \cong K_1 \). Since we have also shown that \( D_0 \cong D_1 \) and \( C_0 \cong C_1 \), \( G_0 \) and \( G_1 \) are isomorphic. \( \square \)

**Definition 3.7.** 1. \( G^\circ \) is the intersection of all 0-definable subgroups of \( G \) of finite index.

2. \( \text{Aut}(G/G^\circ) \) is the set of all bijections on \( G/G^\circ \) induced by automorphisms of \( G \).

3. \( \varphi \in \text{Aut}(G/G^\circ) \) is unipotent if there is a nonzero \( n \in \omega \) such that \( \varphi^n \) is the identity map.
Now we state the main theorem:

**Theorem 3.8.** If $G$ is an abelian group, then the following are equivalent:

1. $\text{Th}(G, +)$ has the SB property;
2. $\text{Th}(G, +)$ is $\omega$-stable;
3. $G$ is the direct sum of a divisible group and a torsion group of bounded exponent;
4. $\text{Th}(G, +)$ is superstable, and if $(\overline{G}, +) \equiv (G, +)$ is saturated, every map in $\text{Aut}(G/G^0)$ is unipotent.

The proof of Theorem 3.8 will be proved over the course of several other lemmas and propositions below. From now on, “$T$” will always denote a complete theory of abelian groups in the pure group language.

**Lemma 3.9.** If $p$ is a prime and $k$ is a positive integer, then $T = \text{Th}(\mathbb{Z}_k^p, +)$ does not have the SB property. Furthermore, we can pick a pair of reduced models of $T$ that witness the failure of the SB property.

**Proof.** For brevity, let $G$ be the additive group of $(\hat{\mathbb{Z}}_p)^k$. Although we usually consider $\mathbb{Z}$ and $\hat{\mathbb{Z}}_p$ as groups, for the purposes of our discussion we will make use of the canonical ring embedding of $\mathbb{Z}$ into $\hat{\mathbb{Z}}_p$ so that we can talk about the element “1” of $\hat{\mathbb{Z}}_p$. For each $i$ between 1 and $k$, let $e_i$ be the element of $G$ such that the $i$th coordinate of $e_i$ is 1 and $e_i$’s other coordinates are all 0. For any nonempty subset $A \subseteq G$, let $E_G(A)$ (E is for “envelope”) be the smallest pure subgroup of $G$ containing $A$, that is, if $g \in G, n \in \mathbb{Z}$ and $ng \in E_G(A)$ then $g \in E_G(A)$. Note that $E_G(A)$ is naturally a $\mathbb{Z}_p$-module. If $A$ contains all the $e_i$’s, then since $\mathbb{Z}_p^k \subseteq E_G(A) \subseteq (\hat{\mathbb{Z}}_p)^k$ and $\mathbb{Z}_p^k \preceq (\hat{\mathbb{Z}}_p)^k$ (by Theorem 2.11), $E_G(A)$ is a model of $T$.

Pick two $p$-adic integers $\gamma_1, \gamma_2 \in G$ which are units (in the $p$-adic ring) and algebraically independent over $\mathbb{Z}_p$, that is, if we have $a_{ij} \in \mathbb{Z}_p$ for $i, j < n$ such that $\Sigma_{i,j<n}a_{ij}\gamma_1^i\gamma_2^j = 0$, then each $a_{ij}$ must be zero. (Such elements exist simply because $\mathbb{Z}_p$ is an integral domain with uncountably many units, and so by cardinality considerations there must be two units that are algebraically independent over the fraction field of the countable subring $\mathbb{Z}_p$.) Let $K_1$ be the subgroup of $G$ generated by $\{\gamma_1^i\gamma_2^j e_s : 0 \leq i, j < \omega, 1 \leq s \leq k\}$. We like to picture this set as follows:
If $\alpha H$ multiplication in $\sigma G$ is torsion-free, if there is only one such $b$.

**Claim 3.10**

Let $K_2$ be the subgroup of $G$ generated by

$$\{\gamma_1^i \gamma_2^j e_s : 1 \leq i < \omega, 0 \leq j < \omega, 1 \leq s \leq k\} \cup \{e_s : 1 \leq s \leq k\},$$

which can be pictured as follows:

Let $H_1 := E_G(K_1)$ and $H_2 := E_G(K_2)$. Then both $H_1$ and $H_2$ are elementary submodels of $G$ by the comment at the end of the previous paragraph and $H_1$ and $H_2$ are both reduced groups.

Note that $G$ is not only a $\mathbb{Z}(p)$-module but also a $\mathbb{Z}(p)$-module (using ring multiplication in $\mathbb{Z}(p)$ to define the action $\alpha \cdot (a_1, \ldots, a_k) = (\alpha a_1, \ldots, \alpha a_k)$).

If $\alpha \in \mathbb{Z}(p)$ is a ring unit, let $\sigma_\alpha$ be the group automorphism of $G$ given by $\sigma_\alpha(x) = \alpha \cdot x$.

**Claim 3.10.** $\sigma_{\gamma_1}(H_1) \subseteq H_2$.

**Proof.** First notice that $\sigma_{\gamma_1}(K_1) \subseteq K_2$. As a group, $H_1$ is generated by elements of the form $n^{-1}a$, where $n \in \mathbb{N}$ and $a \in K_1$. (We are using the fact that since $G$ is torsion-free, if $a \in G$ and there is an element $b \in G$ such that $nb = a$, then there is only one such $b$, so we can write "$b = n^{-1}a."$) So it suffices to show that if $a \in K_1$ is $n$-divisible in $G$ then $\sigma_{\gamma_1}(n^{-1}a) \in H_2$. But since $n \cdot \sigma_{\gamma_1}(n^{-1}a) = \sigma_{\gamma_1}(nn^{-1}a) = \sigma_{\gamma_1}(a)$, $\sigma_{\gamma_1}(n^{-1}a) = n^{-1}\sigma_{\gamma_1}(a) \in E_G(K_2) = H_2$. \qed
Since $H_2 \prec G$, $\sigma_{\gamma_1}(H_1) \prec G$, and $\sigma_{\gamma_1}(H_1) \subseteq H_2$, it follows that $\sigma_{\gamma_1}(H_1) \prec H_2$. Since $H_2 \subseteq H_1$, the same argument shows that $H_2 \prec H_1$, so the $H_i$'s are elementarily bi-embeddable and the only thing left to check is that $H_1$ and $H_2$ are not isomorphic as groups.

**Claim 3.11.** If $H \leq G$ is a subgroup containing $e_1, \ldots, e_k$ and $f : H \to G$ is any elementary map, then there is a unique invertible $k \times k$ matrix $A$ over $\mathbb{Z}_p$ such that for all $x \in H$, $f(x) = Ax$. Consequently, $f$ has a unique extension to an automorphism of $G$.

**Proof.** By elementarity, for each $n \in \mathbb{N}$, $f$ induces a well-defined group automorphism $f_n$ of $G/p^nG$. Each automorphism $f_n$ is additive, so $f_n$ is determined uniquely by the $k$ values $f_n(e_1 + p^nG), \ldots, f_n(e_k + p^nG)$ and $f_n$ can be represented as an invertible $k \times k$ matrix $A_n$ over $\mathbb{Z}_p/p^n\mathbb{Z}_p$ whose columns list the $k$ coordinates of the elements $f_n(e_1 + p^nG)$. The matrix $A = \lim_{n<\omega} A_n$ is what we are looking for. If $B_n$ is the $k \times k$ matrix over $\mathbb{Z}_p/p^n\mathbb{Z}_p$ such that $A_nB_n = I$ and $B = \lim_{n<\omega} B_n$, then $AB = \lim_{n<\omega} A_n \cdot \lim_{n<\omega} B_n = \lim_{n<\omega} A_n B_n = \lim_{n<\omega} I = I$. 

For $\ell = 1, 2$, let $S_\ell$ be the subring of the group endomorphism ring of $H_\ell$ which is generated by all pure and injective endomorphisms of $H_\ell$ and let $R_\ell$ be the center of $S_\ell$. By Claim 3.11, the $R_\ell$'s are isomorphic to subrings of the $k \times k$ matrix ring $M_{kk}(\mathbb{Z}_p)$.

**Claim 3.12.** For $\ell = 1, 2$, every element of $R_\ell$ is represented by a diagonal matrix all of whose diagonal entries are equal.

**Proof.** Let $e_{ij}$ be the $k \times k$ matrix whose $(i, j)$ entry is 1 and all of whose other entries are 0. Since the matrix $I + e_{ij}$ induces an automorphism of each $H_\ell$, $e_{ij} = (I + e_{ij}) - I$ is in $S_\ell$. If $A \in S_\ell$ has a nonzero off-diagonal entry $a_{ij}$, then the usual computation shows that $Ae_{ji} \neq e_{ji}A$, so every element of $R_\ell$ is a diagonal matrix. Since every permutation matrix is in $R_\ell$ (since permutation of coordinates is an automorphism of $H_\ell$), all the diagonal entries of any matrix in $R_\ell$ must be equal.

By the last claim, each map $r \in R_\ell$ is equal to $\sigma_\alpha$ for some $\alpha \in \mathbb{Z}_p$. We show that $R_1$ is not isomorphic to $R_2$, which is enough to show that $G_1$ is not isomorphic to $G_2$ since the $R_\ell$'s are defined without reference to the embeddings of the $H_\ell$'s into $G$.

More notation: if $R$ is any integral domain of characteristic zero (that is, the field of fractions of $R$ has characteristic zero) and $A \subseteq R$, then let $E_R(A)$ be the smallest subring of $R$ containing $A$ with the property that if $n \in \mathbb{Z}$, $r \in R$, and $nr \in E_R(A)$, then $r \in E_R(A)$. Notice that any element of $E_R(A)$ is a $\mathbb{Q}$-linear combination of elements of $A$. Therefore for any $r \in E_R(A)$ there is a finite subset $A_0 \subseteq A$ such that $r \in E_R(A_0)$.

**Claim 3.13.** $R_1 = E_{R_1}(\sigma_{\gamma_1}, \sigma_{\gamma_2})$ and $R_2 = E_{R_2}(\sigma_{\gamma_1\gamma_2} : 0 < i < \omega)$. 
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Proof. It is routine to check that $\sigma_{\gamma_1}, \sigma_{\gamma_2} \in R_1$. Suppose that $r \in R_1$ and $r = \sigma_\alpha$ for $\alpha \in \widehat{\mathbb{Z}_p}$. Then $\sigma_\alpha(e_1) \in R_1$ implies that $\alpha$ is some $\mathbb{Q}$-linear combination of the elements $\left\{\gamma_{i,j}^\alpha : i, j \in \mathbb{N}\right\}$, and hence $\sigma_\alpha$ is a $\mathbb{Q}$-linear combination of the elements $\left\{\sigma_{i,j}^\gamma : i, j \in \mathbb{N}\right\}$. But $\sigma_{i,j}^\gamma = (\sigma_{\gamma_1}(\sigma_{\gamma_2}))^j$ is in $E_{R_1}(\sigma_{\gamma_1}, \sigma_{\gamma_2})$ and $E_{R_1}(\sigma_{\gamma_1}, \sigma_{\gamma_2})$ is closed under $\mathbb{Q}$-linear combinations inside $R_1$, so $\sigma_\alpha \in E_{R_1}(\sigma_{\gamma_1}, \sigma_{\gamma_2})$.

The case of $R_2$ is similar. 

The $\mathbb{Q}$-independence of $\gamma_1$ and $\gamma_2$ implies that $E_{R_2}(\sigma_{\gamma_1}) \subset E_{R_2}(\sigma_{\gamma_1}, \sigma_{\gamma_1, \gamma_2}) \subset E_{R_2}(\sigma_{\gamma_1}, \sigma_{\gamma_1, \gamma_2}, \sigma_{\gamma_1, \gamma_2}) \subset \ldots$ is a strictly-ascending tower of subrings of $R_2$ whose union is the whole ring. Thus there cannot exist two elements $\alpha, \beta \in R_2$ such that $R_2 = E_{R_2}(\alpha, \beta)$ and $R_1 \not\cong R_2$.

Corollary 3.14. Suppose that $\langle p_i : i \in I \rangle$ is a sequence of distinct primes and $\langle k_i : i \in I \rangle$ is a sequence of positive integers. Then $T = \text{Th}(\bigoplus_{i \in I} \mathbb{Z}^{k_i}_{(p_i)}, +)$ does not have the SB property.

Proof. Suppose that for each $i \in I$ we have two reduced models $H_{i,1}$ and $H_{i,2}$ of $\text{Th}(\mathbb{Z}^{k_i}_{(p_i)})$ and $\varphi$ is a group map from $\bigoplus_{i \in I} H_{i,1}$ into $\bigoplus_{i \in I} H_{i,2}$. Then if $h \in H_{i,1}$, $\varphi(h)$ must be in $H_{i,2}$, since if $i \neq j$ and $\varphi(h)$ has a nonzero projection $a$ onto the component $H_{j,2}$, $a$ is a nonzero element of $H_{j,2}$ with infinite $p_j$-height, contradicting the fact that $H_{j,2}$ is reduced. Since the counterexamples to the SB property constructed in Lemma 3.9 are reduced, it follows that we can get a counterexample to the SB property for $T$ by taking direct sums of counterexamples of the SB property for each of the theories $\text{Th}(\mathbb{Z}^{k_i}_{(p_i)})$.

Corollary 3.15. If $T$ has a pure-injective model of the form $H = K \oplus C \oplus D$, where $K$ is a nonzero direct sum of copies of $\mathbb{Z}_p$ for various primes $p$, $C$ is a direct sum of finite cyclic groups, and $D$ is the maximal divisible subgroup, then $T$ does not have the SB property.

Proof. By Corollary 3.14, there are models $K_0, K_1$ of $\text{Th}(K, +)$ that are purely bi-embeddable but not isomorphic. By Theorem 2.11, $G_0 := K_0 \oplus C \oplus D$ and $G_1 := K_1 \oplus C \oplus D$ are both models of $T$, and $G_0$ and $G_1$ are purely bi-embeddable. Any group isomorphism $\varphi : G_0 \to G_1$ would have to map $D$ onto itself, and so it would induce a group isomorphism $\varphi' : K_0 \oplus C \to K_1 \oplus C$; and since $K_0$ and $K_1$ are torsion-free, $\varphi'$ would map $H$ onto itself, so there would be a group isomorphism from $K_0$ onto $K_1$, contradiction. Thus $G_0 \not\cong G_1$.

Theorem 3.16. Let $S$ be an infinite set of prime numbers and let $\langle r_p : p \in S \rangle$ be a sequence of positive integers. Then the group $\bigoplus_{p \in S} (\mathbb{Z}/p\mathbb{Z})^{r_p}$ does not have the SB property. Moreover, the fact that this theory does not have the SB property can be witnessed by a pair of reduced groups.
Proof. Some notation: let \( G = \bigoplus_{p \in S} (\mathbb{Z}/p\mathbb{Z})^{r_p} \) and let \( \hat{G} = \prod_{p \in S} (\mathbb{Z}/p\mathbb{Z})^{r_p} \). Notice that \( \text{End}(G) \cong \prod_{p \in S} \text{End}((\mathbb{Z}/p\mathbb{Z})^{r_p}) \), and let \( R \) be the subring of \( \text{End}(G) \) consisting of all endomorphisms that correspond to elements of the form \( \prod_{p \in S} \alpha_p \in \prod_{p \in S} \text{End}((\mathbb{Z}/p\mathbb{Z})^{r_p}) \) where each \( \alpha_p \in \text{End}((\mathbb{Z}/p\mathbb{Z})^{r_p}) \) is multiplication by some element of \( \mathbb{Z} \). Then \( R \) is commutative. Let \( A \subseteq R \) be the subset consisting of all elements of \( R \) that are automorphisms of \( G \). (\( A \) is not a subring since it does not contain 0 and is not closed under addition.) Observe that \( R \) is a Polish space under the product topology and that \( A \), being a closed subset of \( A \), is also a Polish space. For each prime \( p \in \mathbb{N} \), we define a map \( \alpha_p \) on \( \hat{G} \) as follows: if \( g \in \hat{G} \) is divisible by \( p \), then \( \alpha_p(g) \) is the unique element \( h \in \hat{G} \) such that \( ph = g \) and \( h \) is also divisible by \( p \); and if \( g \in \hat{G} \) is not divisible by \( p \), let \( h \in (\mathbb{Z}/p\mathbb{Z})^{r_p} \) be the unique element such that \( g + h \) is divisible by \( p \), and we define \( \alpha_p(g) = \alpha_p(g + h) \). Note that this map \( \alpha_p \) is in \( R \). If \( p \) is a prime that is not in \( S \), then we define \( \alpha_p \) to be the map that takes every \( g \in \hat{G} \) to the unique \( h \in \hat{G} \) such that \( ph = g \). Similarly, for any \( n \in \mathbb{N} \), we can define a map \( \alpha_n \) using the definitions of the \( \alpha_p \)'s and the rule \( \alpha_{p^n} = \alpha_p \circ \alpha_p \).

Let \( F \subset R \) be the subset of \( R \) consisting of all elements of the form \( \prod_{p \in S} \alpha_p \) where almost every \( \alpha_p \) is the zero map.

Claim 3.17. For any nonzero \( q \in \mathbb{Z}[x, y] \), \( n \in \mathbb{N} \), and \( \alpha \in F \), the set

\[
X_{q, n, \alpha} = \left\{ (\sigma, \tau) \in A \times A : \alpha_p[q(\sigma, \tau)] = \alpha \right\}
\]

is closed and nowhere dense.

Proof. First, note that in order for \( X_{q, n, \alpha} \) to be nonempty, it is necessary that for every prime \( p \in S \) that divides \( n \), the projection of \( \alpha \) onto \( (\mathbb{Z}/p\mathbb{Z})^{r_p} \) is zero. So from now on we will assume that this is true and consider only the set \( S' \subseteq S \) consisting of those primes in \( S \) that do not divide \( n \). If \( (\sigma, \tau) \in A^2 \), \( (\sigma, \tau) \in X_{q, n, \alpha} \) if and only if for every \( p \in S' \), the projections \( \sigma_p \) and \( \tau_p \) of \( \sigma \) and \( \tau \) onto \( (\mathbb{Z}/p\mathbb{Z})^{r_p} \) satisfy a certain polynomial \( q_p(x, y) \). Suppose that \( \langle (\sigma(i), \tau(i)) : i \in \mathbb{N} \rangle \) is some convergent sequence in \( A^2 \) such that each term \( (\sigma(i), \tau(i)) \) is in \( X_{q, n, \alpha} \). Then for every \( p \in S' \), \( \sigma(i)_p, \tau(i)_p \) satisfies \( q_p(x, y) \). So since the convergence of the sequence implies that for each \( p \in S' \), \( \sigma(i)_p, \tau(i)_p \) is eventually constant, its limit \( (\sigma_p, \tau_p) \) also satisfies \( q_p(x, y) \). But this means that the limit \( (\sigma, \tau) \) of the sequence \( \langle (\sigma(i), \tau(i)) : i \in \omega \rangle \) is in \( \bigcup_{\alpha \in \alpha} X_{q, n, \alpha} \), so \( X_{q, n, \alpha} \) is closed.

Since \( X_{q, n, \alpha} \) is closed, to show that it is nowhere dense it suffices to show that \( X_{q, n, \alpha} \) contains no basic open subsets. Suppose that \( U \) is a basic open subset of \( A^2 \) defined by

\[
U = \left\{ (\sigma, \tau) \in A^2 : \text{ for every } p \in T, (\sigma_p, \tau_p) \in Y_p \right\},
\]

where \( T \) is some finite subset of \( S \) and \( Y_p \) is a subset of \( ((\mathbb{Z}/p\mathbb{Z})^{r_p} \times (\mathbb{Z}/p\mathbb{Z})^{r_p}) \). Then if \( S'' = S' \setminus (T \cup \{ p \in S : \alpha_p \neq 0 \}) \), \( S'' \) is an infinite set of primes such
that for every $p \in S''$, the evaluation of $q(x, y)$ is the zero function from $F_p \times F_p$ into $F_p$. But this contradicts the fact that $q$ is nonzero, since if $m$ is the number of nonzero terms in $q$ and $p > m$ then $q(1, 1)$ is not zero in $F_p$.

By the claim, the countability of $F$, and the Baire category theorem, we can pick $(\sigma_1, \sigma_2) \in A \times A$ such that $(\sigma_1, \sigma_2)$ does not lie in any of the sets $X_{q,n,a}$ for nonconstant $q \in \mathbb{Z}[x, y]$. Let $a \in \widehat{G}$ be some element whose projection onto every $\mathbb{Z}/p\mathbb{Z}$ (for $p \in S$) is nonzero. Let $K_1$ be the set $\{\sigma_1^i \sigma_2^j(a) : i, j \in \omega\}$, which can be pictured as follows:

\[
\begin{array}{c}
a \xrightarrow{\sigma_1} \sigma_1(a) \xrightarrow{\sigma_1} \sigma_1^2(a) \xrightarrow{\sigma_1} \ldots \\
\downarrow \sigma_2 \quad \downarrow \sigma_2 \quad \downarrow \sigma_2 \\
\sigma_2(a) \xrightarrow{\sigma_1} \sigma_1 \sigma_2(a) \xrightarrow{\sigma_1} \sigma_1^2 \sigma_2(a) \xrightarrow{\sigma_1} \ldots \\
\downarrow \sigma_2 \quad \downarrow \sigma_2 \quad \downarrow \sigma_2 \\
\sigma_2^2(a) \xrightarrow{\sigma_1} \sigma_1 \sigma_2^2(a) \xrightarrow{\sigma_1} \sigma_1^2 \sigma_2^2(a) \xrightarrow{\sigma_1} \ldots \\
\downarrow \sigma_2 \quad \downarrow \sigma_2 \quad \downarrow \sigma_2 \\
\vdots \quad \vdots \quad \vdots
\end{array}
\]

Let $K_2$ be the set $\{a\} \cup \{\sigma_1^i \sigma_2^j(a) : 0 < i < \omega, j < \omega\}$, as in the diagram below:

\[
\begin{array}{c}
a \xrightarrow{\sigma_1} \sigma_1(a) \xrightarrow{\sigma_1} \sigma_1^2(a) \xrightarrow{\sigma_1} \ldots \\
\downarrow \sigma_2 \quad \downarrow \sigma_2 \\
\sigma_1 \sigma_2(a) \xrightarrow{\sigma_1} \sigma_1 \sigma_2^2(a) \xrightarrow{\sigma_1} \ldots \\
\downarrow \sigma_2 \quad \downarrow \sigma_2 \\
\sigma_1 \sigma_2^2(a) \xrightarrow{\sigma_1} \sigma_1^2 \sigma_2^2(a) \xrightarrow{\sigma_1} \ldots \\
\downarrow \sigma_2 \quad \downarrow \sigma_2 \\
\vdots \quad \vdots
\end{array}
\]

For $\ell = 1, 2$, let $H_\ell$ be the smallest pure subgroup of $\widehat{G}$ containing $G \cup K_\ell$.

Claim 3.18. $H_\ell$ is the set of all finite sums of elements of the form $\alpha_\ell(g + k)$ where $n \in \mathbb{N}$, $g \in G$, and $k$ is a finite $\mathbb{Z}$-linear combination of elements of $K_\ell$.

Proof. Call $Z$ the set of all such finite sums. Since $\alpha_\ell(-g - k) = -\alpha_\ell(g + k)$, it is clear that $Z$ is a group. Suppose that the element $a = \sum_{1 \leq i \leq s} \alpha_\ell(g_i + k_i)$ of $Z$ is divisible by $m$ in $\widehat{G}$. Let $S_0 \subseteq S$ be the set of all primes in $S$ that occur in the prime factorization of $m$ and let $G_0 = \prod_{p \in S_0} (\mathbb{Z}/p\mathbb{Z})^{\ell_p}$. If $h_i$ is the
projection of $\alpha_{\frac{1}{m}}(g_i+k_i)$ onto $G_0$, then $\sum_{1 \leq i \leq s} h_i = 0$, so if $h'_i = \sum_{1 \leq j \leq s, j \neq i} h_j$, we have that each $\alpha_{\frac{1}{m}}(g_i+k_i)+h'_i$ is divisible by $m$ and $\sum_{1 \leq i \leq s} h'_i = 0$.

Thus

$$\alpha_{\frac{1}{m}}(a) = \alpha_{\frac{1}{m}}\left(\sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}(g_i+k_i)\right) = \alpha_{\frac{1}{m}}\left(\sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}(g_i+k_i) + h'_i\right)$$

$$= \sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}(\alpha_{\frac{1}{m}}(g_i+k_i) + h'_i) = \sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}(\alpha_{\frac{1}{m}}(g_i+k_i)) = \sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}(g_i+k_i),$$

which is also in $Z$. So $Z$ is a pure subgroup of $\hat{G}$. Since $Z \subseteq H_\ell$, minimality implies that $Z = H_\ell$. \hfill \Box

Let $R_\ell$ be the ring $\{r \in R : r(H_\ell) \subseteq H_\ell\}$. If $a, b \in R$, then we write $a \sim b$ if $a - b \in F$. Note that since $G \subseteq H_\ell$, $F \subseteq R_\ell$, and so if $a \in R_\ell$, $b \in R$, and $a \sim b$, then $b \in R_\ell$. If $B \subseteq R_\ell$, then we define $E_{R_\ell}(B)$ to be the smallest subring of $R_\ell$ containing $B \cup F \cup \{\alpha_{\frac{1}{m}} : n \in \omega\}$.

Claim 3.19. $R_1 = E_{R_\ell}(\sigma_1, \sigma_2)$ and $R_2 = E_{R_\ell}(\sigma_1, \sigma_2, \sigma_1, \sigma_2^2, \ldots)$.

Proof. Since $\sigma_1, \sigma_2 \in R_1$, it is clear that $E_{R_\ell}(\sigma_1, \sigma_2) \subseteq R_1$. For the other direction, suppose that $\tau \in R_\ell$. Since $\tau(a) \in R_1$, by Claim 3.18 this element can be written as

$$\tau(a) = \sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}(g_i+k_i),$$

where the $n_i$'s are in $\mathbb{N}$, the $g_i$'s are in $G$, and the $k_i$'s are finite $\mathbb{Z}$-linear combinations of elements in $K_1$. Since each element $\alpha_{\frac{1}{m}}(g_i+k_i) - \alpha_{\frac{1}{m}}(k_i)$ is in $G$, it follows that $\tau(a) - \sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}(k_i) \in G$. Notice that there is a unique $\tau_i \in R_1$ such that $\tau_i(a) = k_i$, and $\tau_i = q_i(\sigma_1, \sigma_2)$ for some polynomial $q_i(x,y) \in \mathbb{Z}[x,y]$. So on all but finitely many coordinates, $\tau$ is equal to $\sum_{1 \leq i \leq s} \alpha_{\frac{1}{m}}[q_i(\sigma_1, \sigma_2)] \in E_{R_\ell}(\sigma_1, \sigma_2)$, and so $\tau$ itself is in $E_{R_\ell}(\sigma_1, \sigma_2)$. The proof for $R_2$ is almost identical. \hfill \Box

Claim 3.20. For every $i \in \mathbb{N}$, $\sigma_1\sigma_2^{m+1} \notin E_{R_2}(\sigma_1, \sigma_2, \ldots, \sigma_1\sigma_2^m)$.

Proof. Suppose towards a contradiction that $\sigma_1\sigma_2^{m+1} \in E_{R_2}(\sigma_1, \sigma_1\sigma_2, \ldots, \sigma_1\sigma_2^m)$, so that $\sigma_1\sigma_2^{m+1} \sim \tau$ for some $\tau$ in the subring $R_{2,m} \subseteq R_2$ generated by the set $\{\sigma_1, \ldots, \sigma_1\sigma_2^m\} \cup \{\alpha_{\frac{1}{m}} : n \in \mathbb{N}\}$. Since $\tau \in R_{2,m}$, $\tau \sim \alpha_{\frac{1}{m}}[q(\sigma_1, \sigma_2)]$ for some $n \in \mathbb{N}$ and some $q \in \mathbb{Z}[x,y]$ such that for every nonzero term $ax^iy^j$ of $q$, if $j > m$ then $i > 1$. This condition on $q$ implies that $q - xy^{m+1} \neq 0$. But $\sigma_1\sigma_2^{m+1} \sim \alpha_{\frac{1}{m}}[q(\sigma_1, \sigma_2)] - \sigma_1\sigma_2^{m+1} \sim \alpha_{\frac{1}{m}}[(q - xy^{m+1})(\sigma_1, \sigma_2)]$, which contradicts how $\sigma_1$ and $\sigma_2$ were chosen. \hfill \Box
Now if \( H_1 \) and \( H_2 \) were isomorphic, then there would be an isomorphism
\[
φ : R_1 \to R_2,
\]
and necessarily \( φ \) would map the set \( F \) onto itself and fix
\[
\{ α^n : n ∈ ω \}
\]
pointwise. This means that if \( A \cup \{ τ \} ⊆ R_1 \), then \( τ ∈ E_{R_1}(A) \)
if and only if \( φ(τ) ∈ E_{R_2}(φ(A)) \). This yields a contradiction, since \( R_1 = E_{R_1}(σ_1, σ_2) \) but Claims 3.19 and 3.20 imply that there is no finite subset \( B ⊆ R_2 \) such that \( R_2 = E_{R_2}(B) \).

For the “Moreover...” clause, note that our groups \( H_1 \) and \( H_2 \) are reduced since they are subgroups of the reduced group \( Ĝ \).

\[ \square \]

**Theorem 3.21.** If \( G \) is a direct sum of cyclic groups of unbounded order – that is, there is no \( n ∈ \mathbb{N} \) such that \( nG = 0 \) – then \( \text{Th}(G,+ ) \) does not have the SB property. Moreover, the fact that \( \text{Th}(G,+ ) \) does not have the SB property can be witnessed by a pair of reduced groups.

**Proof.** Suppose \( G = \bigoplus_{k ∈ ω,p \text{ prime}} (\mathbb{Z}/p^k\mathbb{Z})^{κ_k,p} \).

**Claim 3.22.** We may assume that for each prime \( p \), there is a number \( m_p ∈ \mathbb{N} \) such that for every \( k > m_p, κ_{k,p} = 0 \).

**Proof.** If there is a prime \( p \) for which this is not true, then for every \( k ∈ \mathbb{N} \), \( p^{k+1}G \) has infinite index in \( p^kG \), so \( G \) is not even superstable, and Theorem 5.5 of [3] implies that \( G \) does not have the SB property. \[ \square \]

**Claim 3.23.** We may assume that every \( κ_{k,p} \) is finite.

**Proof.** If infinitely many of the \( κ_{k,p} \)'s are infinite, then as in the previous claim, \( G \) is not even superstable and thus \( G \) does not have the SB property. If only finitely many of the \( κ_{k,p} \)'s are infinite, let \( (k_1,p_1), . . . , (k_ℓ,p_ℓ) \) be a list of all the pairs such that \( κ_{k,p} \) is infinite. By Claim 3.22, for each \( i ≤ ℓ \) there is some \( k_i' ∈ \mathbb{N} \) such that for every \( j > k_i' \), \( κ_{j,p} = 0 \). Let \( M = p_1^{k_1'} . . . p_ℓ^{k_ℓ'} \). Then we can write \( G = G[M] ⊕ MG \), where \( G[M] = \{ g ∈ G : Mg = 0 \} \). So if \( \text{Th}(MG) \) does not have the SB property, as witnessed by the two bi-embeddable, nonisomorphic groups \( K_1 \) and \( K_2 \), then Fact 2.10 implies that \( G[M] ⊕ K_1 \) and \( G[M] ⊕ K_2 \) are purely bi-embeddable models of \( \text{Th}(G,+ ) \), and they are nonisomorphic because any isomorphism between them would induce an isomorphism between \( K_1 \) and \( K_2 \).

**Claim 3.24.** We may assume that for every \( p \) and every \( k > 1, κ_{k,p} = 0 \).

**Proof.** Recall that the socle of \( G \) is the direct sum of all the minimal subgroups of \( G \) (where \( H ⊆ G \) is minimal if \( H \neq 0 \) and \( H \) has no nontrivial subgroups – so this is not the model-theoretic sense of “minimal.”). If \( H \) is the socle of \( G \), then there is some infinite set \( S \) of prime numbers and some sequence \( (r_p : p ∈ S) \) of numbers \( r_p ∈ \mathbb{N} \) such that \( H ≅ \bigoplus_{p ∈ S} (\mathbb{Z}/p\mathbb{Z})^{r_p} \).

Suppose that \( K ≅ H \). Then if \( k ∈ K, k ≠ 0, p ∈ S, \) and \( p \) divides \( k \), then \( p^nk ≠ 0 \) for every \( n ∈ \mathbb{N} \). This implies that the maximal divisible subgroup of \( K \)
is torsion-free, so by Fact 2.3, $K \cong R \oplus Q^\lambda$ where $R$ is some reduced subgroup of $K$. Note that the torsion subgroup of $R$ is isomorphic to $H$. Also, if $r_1, r_2 \in R$ and there is a sequence $\langle a_p : p \in S \rangle$ of elements in $R$ such that $pa_p = 0$ and $r_\ell - a_p$ is divisible by $p$ (for $\ell = 1, 2$), then $r_1 = r_2$, from which it follows that $R$ is isomorphic to a subgroup of $\prod_{p \in S} (\mathbb{Z}/p\mathbb{Z})^{r_p}$.

Now suppose that $H$ does not have the SB property, witnessed by two bi-embeddable, nonisomorphic models $H_1$ and $H_2$. Then by the previous paragraph the divisible parts of $H_1$ and $H_2$ are isomorphic and we can assume without loss of generality that both $H_1$ and $H_2$ are subgroups of $\prod_{p \in S} (\mathbb{Z}/p\mathbb{Z})^{r_p}$. For $\ell = 1, 2$, there is a unique pure subgroup $K_\ell$ of $\prod_{k \in \omega, p \text{ prime}} (\mathbb{Z}/p^k\mathbb{Z})^{\kappa_{k,p}}$ such that $G$ is a subgroup of $K_\ell$, the socle of $K_\ell$ is $H_\ell$, and $K_\ell$ is a subgroup of any other group with all these properties. Then $K_1$ and $K_2$ are purely bi-embeddable and nonisomorphic (since their socles are nonisomorphic), so $\text{Th}(G, +)$ does not have the SB property.

To complete the proof of Theorem 3.21, apply the last three Claims and Theorem 3.16.

Proof of Theorem 3.8:
By Theorem 2.9, $\text{Th}(G, +)$ has a model that is a direct sum of indecomposable pure-injective groups. Let $H$ be such a model.

1 $\Rightarrow$ 3: Suppose that $T$ has the SB property.

Case A: For some prime $p$, there are infinitely many $k \in \omega$ such that $\mathbb{Z}/p^k\mathbb{Z}$ is a direct summand of $H$.

In Case A, the chain $H \supseteq pH \supseteq p^2H \supseteq \ldots$ of definable subgroups has the property that for any $k \in \mathbb{N}$, $p^{k+1}H$ has infinite index in $p^kH$, so $T$ is not superstable, contradicting Theorem 5.5 of [3]. So Case A cannot hold.

Case B: For infinitely many primes $p$, there is a $k \in \omega$ such that $\mathbb{Z}/p^k\mathbb{Z}$ is a direct summand of $H$.

In Case B, let $H = A \oplus B$ where $A$ is the torsion subgroup of $H$. By Theorem 3.21, there are two reduced, bi-embeddable, nonisomorphic models $A_1$ and $A_2$ of $\text{Th}(A, +)$. For $\ell = 1$ or 2, let $H_\ell = A_\ell \oplus B$. Then $H_1$ and $H_2$ are bi-embeddable models of $\text{Th}(H, +)$. To see that they are isomorphic, let $C_\ell$ be the set of all $g \in H_\ell$ such that $g$ is not in the divisible subgroup of $H_\ell$ and there exists a sequence of torsion elements $\langle a_i : i \in \omega \rangle$ such that for every $i \in \omega$, $g - a_i$ is divisible by $n$ in $H_\ell$. Note that $C_\ell$ is defined independently of how we choose to represent $H_\ell$ as a direct sum of $A_\ell$ and pure-injective groups, and $A_\ell = C_\ell \cup \{0\}$, so the isomorphism class of $A_\ell$ is an invariant of the isomorphism class of $H_\ell$.

So we are not in Case A or Case B and there are primes $p_1, \ldots, p_n$ and positive integers $k_1, \ldots, k_n$ such that $H$ can be written as

\[
\bigoplus_{i \leq n} (\mathbb{Z}/p^k_i \mathbb{Z})^{\kappa_i} \oplus \bigoplus_{p \text{ prime}} (\mathbb{Z}/p^\lambda)^{\lambda_p} \oplus Q^\mu, \quad (*)
\]
where $\kappa_i$, $\lambda_p$, and $\mu$ are cardinal numbers. Therefore any group $K$ that models $\text{Th}(G,+)$ must have the property that there is a number $m \in \mathbb{N}$ such that $mK$ is divisible. From Fact 2.4, Fact 2.3, and the fact that any abelian group $A$ such that $mA = 0$ is a direct sum of finite cyclic groups (see Section 11 of [5]), it follows that any model of $\text{Th}(G,+)$ is of the form (*), so in particular $G$ itself must be a direct sum of a divisible group and cyclic groups of bounded order.

$3 \Rightarrow 2$: As in the previous paragraph, any model of $\text{Th}(G,+)$ must be of the form (*), and $\omega$-stability of $T$ follows from the elimination of quantifiers up to p.p. formulas and a standard type-counting argument.

$2 \Rightarrow 1$: We have already shown that in Case A above, the theory of the group is not $\omega$-stable (since in Case A the theory is not even superstable). In Case B, if we use the L"owenheim-Skolem theorem to get a countable submodel $H_0 \prec H$, then $H_0 \oplus \mathbb{Z}_p \prec H \oplus \hat{\mathbb{Z}}_p$. Any two distinct elements of $\hat{\mathbb{Z}}_p$ realize different types over the countable model $H_0 \oplus \mathbb{Z}_p$, so again the theory is not $\omega$-stable. Thus if $T$ is $\omega$-stable then the argument from 1 $\Rightarrow$ 2 shows that any model of $T$ must be of the form (*). This means that any model of $T$ is a direct sum of indecomposable pure-injective groups, and the SB property follows from Theorem 3.3 above.

$2 \Rightarrow 4$: If $G$ is $\omega$-stable, then $[G : G^\circ]$ is finite. (This is by standard arguments: otherwise, $[G : G^\circ] = 2^{\aleph_0}$, and over any countable model of $\text{Th}(G,+)$ we could define uncountably many distinct cosets of $G^\circ$, contradicting $\omega$-stability.) So clearly any $\varphi \in \text{Aut}(G/G^\circ)$ is unipotent.

$4 \Rightarrow 3$: We claim that 4 implies that no model $K$ of $\text{Th}(G,+)$ can be of the form $H \oplus \hat{\mathbb{Z}}_p$. Otherwise, if $\alpha \in \hat{\mathbb{Z}}_p$ is a ring element that is not algebraic over 0, multiplication of the second coordinate by $\alpha$ induces a non-unipotent automorphism $\varphi$ of $K/K^\circ$, and if $\overline{G}$ is a saturated model extending $K$, $\varphi$ can be extended to a non-unipotent automorphism of $\overline{G}/\overline{G}^\circ$. So by Theorem 2.9, there is a model of $\text{Th}(G,+)$ of the form $C \oplus D$ where $C$ is a direct sum of finite cyclic groups and $D$ is divisible.

Again, we break into cases according to the form of $C$. If there is a prime $p$ such that for infinitely many $k \in \omega$, $\mathbb{Z}/p^k\mathbb{Z}$ is a direct summand of $C$, then, as in Case A of 1 $\Rightarrow$ 3 above, we get a contradiction to superstability. If there are infinitely many distinct primes $p$ for which there is a $k \in \omega$ such that $(\mathbb{Z}/p^k\mathbb{Z})^\omega$ is a direct summand of $C$, again we contradict superstability. On the other hand, if there are infinitely many distinct primes $p$ for which there is a $k$ such that $\mathbb{Z}/p^k\mathbb{Z}$ occurs finitely often as a summand of $C$, then it is simple to produce a non-unipotent automorphism of $C/C^\circ$ by combining order-$(p-1)$ permutations of all such summands. The only case left is that $C$ has bounded exponent. As noted in the proof of 1 $\Rightarrow$ 3, this implies that $G$ itself is a direct sum of a divisible group and a group of bounded exponent.
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