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ABSTRACT

In general, feature extraction deals with the problem of finding the most informative, distinctive, and reduced set of features and improve the success of data processing. The features should contain information required to distinguish between classes, be insensitive to irrelevant variability in the input, and also be limited in number, to permit, efficient computation of the applied functions and to limit the amount of data required. In many cases, it is an important step in the solutions of many tasks aiming to extract the relevant information from the available large datasets. The aim of this study is to apply a feature extraction approach to a hyperspectral image and extract different features from the dataset and reduce its dimensionality into meaningful orthogonal features. The final analysis was performed in a test site situated in central Mongolia using 242 band Hyperion data. Overall, the study indicated that the Hyperion hyperspectral data could be effectively reduced into meaningful features through a feature extraction process.
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1. INTRODUCTION

At present, feature extraction of hyperspectral data has a great interest for researchers dealing with remote sensing (RS) digital image processing [1]. In the field of image processing, it can be performed by extracting features for identification, classification, diagnosis, classification, clustering, recognition, and detection [2]. Feature extraction is a part of the dimensionality reduction process, in which, an initial set of the raw data is divided and reduced to more manageable groups. The most important characteristic of these large datasets is that they have a large number of variables. These variables require a lot of computing resources to process them. Therefore, feature extraction helps the experts in receiving the best feature from those large datasets to select and combine variables into features, thus, effectively reducing the amount of data. These features are easy to process, but still able to describe the actual data set with accuracy and originality. In the end, the reduction of the data helps to build the model with less machine’s effort and also increases the speed of learning and generalization steps in the machine learning process [3].

The feature is defined as a function of the basic measurement variables or attributes that specify some quantifiable property of an object and are useful for pattern recognition. Obtaining a good data representation is a very domain-specific task and it is related to the available measurements [4]. Many consider the features as patterns of an object in an image that help to identify it. Features include properties like corners, edges, regions of interest points, ridges, and so on [5]. The feature plays a very important role in the area of image processing. Before getting features, various image preprocessing techniques like binarization, thresholding, resizing, and normalization can be applied to the sampled image. After that, feature extraction techniques are applied to get features that will be useful in classifying and recognition of images. Feature extraction techniques are helpful in various image processing applications, including character recognition. As features define the behavior of an image, they show its place in terms of storage taken, efficiency in classification, and obviously in time consumption also [6].

Generally, feature extraction is done after the preprocessing phase in the character recognition
system. The primary task of pattern recognition is to take an input pattern and correctly assign it as one of the possible output classes. This process can be divided into two general stages such as feature selection and classification. Feature selection is critical to the whole process since the classifier will not be able to recognize poorly selected features. The features should contain the information required to distinguish between classes, be insensitive to irrelevant variability in the input, and also be limited in number, to permit efficient computation of discriminant functions and to limit the amount of data required. In many cases, it is an important step in the construction of any pattern classification and aiming to extract the relevant information that characterizes each class. In this process, relevant features are extracted from objects to form feature vectors. These feature vectors are then used by classifiers to recognize the input unit with target output unit [7].

Recent studies have found that feature extraction deals with the problem of finding the most informative, distinctive, and reduced set of features, to improve the success of data storage and processing. Important feature vectors remain the most common and suitable representation for classification problems. The current advances in both data analysis and machine learning fields made it possible to create a recognition system, which can achieve tasks that could not be accomplished in the past and feature extraction lies at the center of these advancements with applications in data analysis. In feature extraction, the researchers are concerned about finding a new set of dimensions, which are combinations of the original dimensions. The widely known and most commonly utilized feature extraction methods are principal component analysis (PCA) and linear discriminant analysis, unsupervised and supervised learning [8]. The PCA is considerably similar to two other unsupervised linear methods, factor analysis and multidimensional scaling [9].

In the present study, we wanted to apply a feature extraction approach and extract different features from hyperspectral data and reduce its dimensionality into meaningful orthogonal features. As the feature extraction technique, the PCA has been selected. The final analysis was performed using 242 band Hyperion data of central Mongolia.

2. TEST SITE

In the present study, a site situated to the west of Ulaanbaatar city has been selected. The selected site is not very far from the western fringe of the capital city covers. It is extended from the west to the east about 7.53 km and from the north to the south about 13.68 km. In the selected test area, such land cover classes as settlement, green vegetation, Salix, soil, bare land, the agricultural field, and water are available.

3. DATASETS AND METHODOLOGY

As RS data, the Hyperion dataset of 04 June 2014 has been used. The Hyperion is a high resolution hyperspectral imaging instrument that was carried out on the EO-1 mission. It is the first satellite in NASA's New Millennium Program Earth Observing series and can image the Earth's surface in 242 adjacent spectral bands with high radiometric accuracy, covering the region from 0.4 µm to 2.5 µm, with a spatial resolution of 30 m. Through this large number of spectral bands, different land and water surface features can be accurately imaged [10]. In addition, for identification of some ground truth information, a topographic map of scale 1:100,000 produced in 1984 for used. The selected test area shown in the Hyperion image is illustrated in Figure 1.

![Figure 1. Hyperion image of the test area.](image)
consider a two dimensional histogram that forms an ellipse [11]. When the PCA is performed, the axes of the spectral space are rotated, changing the coordinates of each pixel in spectral space. The new axes are parallel to the axes of the ellipse. The length and direction of the widest transect of the ellipse are calculated using a matrix algebra. The transect, which corresponds to the major axis of the ellipse, is called the first principal component of the data [8]. The direction of the first principal component is the first eigenvector, and its length is the first eigenvalue. A new axis of the spectral space is defined by this first principal component. The second principal component is the widest transect of the ellipse that is perpendicular to the first principal component. As such, the second principal component describes the largest amount of variance in the data that is not already described by the first principal component. In a two-dimensional case, the second principal component corresponds to the minor axis of the ellipse [12].

In $n$ dimensions, there are $n$ principal components. Each successive principal component is the widest transect of the ellipse that is orthogonal to the previous components in the $n$-dimensional space and accounts for a decreasing amount of the variation in the data which is not already accounted for by previous principal components. Although there are $n$ output bands in a PCA, the first few bands account for a high proportion of the variance in the data. Sometimes, useful information can be gathered from the principal component bands with the least variances and these bands can show subtle details in the image that were obscured by higher contrast in the original image [13].

4. RESULTS AND DISCUSSION

In the beginning, the Hyperion bands have been analyzed for radiometric quality. From the analysis, it was seen that the water absorption bands and some other bands of the hyperspectral image had zero values. When these bands have been excluded, the original dataset was reduced from 242 bands to 169 bands.

After defining the final dataset, a PCA has been applied to the selected bands. From the final PCA, we have selected the first 10 PCs, because they contained a significantly high percentage of the overall variance. The result of the PCA is shown in Table 1 and PC1 is illustrated in Figure 2. As can be seen from Table 1, a PC1 includes 64% of the overall variance having the most compact SD values compared to the rest of PCs. Moreover, it is seen from Figure 2 that, as it contained the majority of the variance, all available land cover classes are clearly seen.

As seen from Table 1, a PC2 contains 23% of the overall variance having the second most compact SD values compared to the other PCs. In addition, it is seen from Figure 3 that, it includes a high amount of the variance of the available land cover classes. Unlike the case of PC1, in PC2, Salix and green vegetation have very high negative loadings. Therefore, these 2 classes appear to vary dark in the PC2 image. Furthermore, it is seen from Table 1 that the PC2 has a higher minimum and maximum values compared to the PC1. It could be explained by the fact the PC2 image has a brighter appearance especially, in the mountainous areas, delineated in the upper left part of the image.

![Figure 2. PC1 image of the test area.](image)

A PC3 image obtained from the PCA is shown in Figure 4. Although the PC3 contains 5.4% of the overall variance, it still clearly delineates all available land cover classes such as water, barren soil, croplands, roads, willows, and grasslands. As seen from Table 1, it has more compact SD values compared to the other PCs and also higher minimum and maximum values in both PC1 and PC2. The mountainous areas in the PC3 have very high loading. As a result, these areas have a bright appearance in the PC3 image. Likewise, Salix and green vegetation have relatively brighter appearances having more higher loadings compared to the other PCs.
A PC4 image of the PCA is shown in Figure 5. As seen from Table 1, the PC4 contains 1.8% of the overall variance and has the third most compact SD values compared to the remaining PCs. Moreover, it is seen from Figure 3 that, although it includes an insignificant amount of the variance, still contains some useful information about water and other classes. Furthermore, it is seen from Table 1, the PC4 has the lowest mean compared to the other PCs. Therefore, it has an overall darker appearance in the resulting image.

The analysis of the PC5, PC6, PC7, PC8, and PC9 indicated that they contained either noise or insignificant information. However, the analysis of the PC10 (Figure 6) which contained only 0.26% of the overall variance indicated an interesting result. Unlike the PC4 image, it has less noise and much improved textural as well as land cover information. As seen from Table 1, the PC10 includes the most scattered minimum, maximum and SD values compared to the other PCs. Therefore, it should have a more scattered appearance in the resulting image.

As seen from the overall PCA study, it can be meaningfully applied to the dimensionality reduction process, in which, a multidimensional primary dataset is divided and reduced to more meaningful and manageable groups. As could be seen from the study, initially, we had 169 hyperspectral bands. However, after applying the PCA, we extracted 10 PCs. Of these PCs, the first four PCs contained over 95% of the overall variance. In most analysis cases, these PCs can represent all 169 bands. Nevertheless, a
thorough analysis of the PCA indicated that a PC that contained a negligible amount of the overall variance could still contain useful information.

In our case, the PC10 contained some useful information regarding the land cover classes as well as the existing texture of the image.

For further analyses, the obtained PCs can be composed and different high-quality color images could be created.

For example, a combination of the PC1, PC2, and PC3 can create a good color image for land cover classification illustrated in Figure 7. Likewise, by combining PC1, PC2, and PC10, we can create a color image shown in Figure 8.

5. CONCLUSIONS

As known, PCA is one of the feature extraction methods based on a dimensionality reduction process, in which, an initial set of the raw data should be divided and reduced to more manageable groups. The most important characteristic of these large datasets is that they have a large number of variables and they require lots of computing resources to process them. Therefore, feature extraction helps the researchers in receiving the best feature from the large datasets to select and combine variables into features, thus, effectively reducing the amount of data. So, the aim of the study was to apply a feature extraction approach to a Hyperion image, reduce its
dimensionality and extract different meaningful features.

As seen from the PCA study, it might be profoundly applied to the dimensionality reduction process, where, multidimensional datasets could be divided and reduced to more meaningful and manageable groups. For example, we had 169 hyperspectral bands for the initial analysis and after applying the PCA, we extracted 10 PCs. These PCs contained more than 96%.
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