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ABSTRACT: The radical cations of a family of \( \pi \)-conjugated porphyrin arrays have been investigated: linear chains of \( N = 1 \)–6 porphyrins, a 6-porphyrin nanoring and a 12-porphyrin nanotube. The radical cations were generated in solution by chemical and electrochemical oxidation, and probed by vis–NIR–IR and EPR spectroscopies. The cations exhibit strong NIR bands at \( \sim 1000 \) nm and 2000–5000 nm, which shift to longer wavelength with increasing oligomer length. Analysis of the NIR and IR spectra indicates that the polaron is delocalized over 2–3 porphyrin units in the linear oligomers. Some of the IR vibrational bands are strongly intensified on oxidation, and Fano-type antiresonances are observed when activated vibrations overlap with electronic transitions. The solution-phase EPR spectra of the radical cations have Gaussian lineshapes with linewidths proportional to \( N^{-0.5} \), demonstrating that at room temperature the spin hops rapidly over the whole chain on the time scale of the hyperfine coupling (ca. 100 ns). Direct measurement of the hyperfine couplings through electron–nuclear double resonance (ENDOR) in frozen solution (80 K) indicates distribution of the spin over 2–3 porphyrin units for all the oligomers, except the 12-porphyrin nanotube, in which the spin is spread over about 4–6 porphyrins. These experimental studies of linear and cyclic cations give a consistent picture, which is supported by DFT calculations and multiparabolic modeling with a reorganization energy of 1400–2000 cm\(^{-1} \) and coupling of 2000 cm\(^{-1} \) for charge transfer between neighboring sites, placing the system in the Robin–Day class III.

INTRODUCTION

The radical cation formed by the removal of an electron from a \( \pi \)-conjugated polymer chain is often called a “hole” or a “polaron”. The term “polaron” indicates that the molecular framework undergoes a geometrical relaxation, or polarization, in response to the change in oxidation state. Is the polaron distributed over the whole molecular chain, or is it localized on just a few atoms? This question is fundamental to understanding charge transport in organic semiconductors. If the presence of the charge causes major reorganization of molecular structure, and the surrounding medium, then the polaron will be tightly localized and have low mobility, whereas large spatially delocalized polarons are associated with small reorganization energies and high charge mobilities. Controlling polaron delocalization is essential in the design of organic semiconductors for devices such as field-effect transistors and solar cells, which require materials with high charge mobilities. Delocalization and charge mobility are maximized by strong electronic coupling between sites along the chain, small reorganization energies and minimal disorder, so that the sites have a narrow distribution of oxidation potentials.

Understanding the molecular structure–property relationships that govern polaron delocalization is also important in the field of single-molecule electronics. When a molecule is placed between two electrodes, charge transport can be described by two limiting mechanisms: either the whole electrode/molecule/electrode junction behaves as a single tunneling barrier, or charges hop on and off the molecule, leading to transient polaron states. In longer molecular wires, transport may involve a multistep hopping process, in which charges jump between discrete subunits of the chain. The spatial size of the polaron determines the activation energy for hopping and the distance moved per hop.

Porphyrin-based molecular wires, in which the porphyrins are linked by \( \text{meso} \)–\( \text{meso} \) ethynylene bridges, have been reported to exhibit the longest polarons found for any \( \pi \)-conjugated material in solution, with delocalization lengths of about 7.5 nm. This is twice the length of cationic polarons in common \( \pi \)-conjugated material in solution, with delocalization lengths of about 3.5 nm. The long polaron delocalization lengths of \( \pi \)-conjugated porphyrin oligomers may explain the shallow distance dependences of their single-molecule conductan-
The simplest model for polaron delocalization is the Marcus–Hush theory for a mixed valence system consisting of two identical sites, one of which is oxidized.15,16 If the coupling between the sites is weak (H ≈ 0; Robin–Day class I; Figure 2a), the charge is localized on one site and the system is in the Robin–Day class I regime.

Potential energy surfaces for electron transfer. (a–c) The potential energy surfaces computed for two neighboring sites. Thus, the system is in the Robin–Day class III regime. (d) The multiparabolic model (MPM) for five sites (H/λ = 0.75).

Materials and Methods

Synthesis. The oligomers I-P1 to I-P6, c-P6, c-P6’-T6 and t-P12-(T6)2 were prepared as reported previously.12–14,16,19 Zinc porphyrin oligomers are often studied in solution in the presence of pyridine to suppress aggregation and improve solubility. However, pyridine reacts with porphyrin radical cations,20 so the studies presented here were carried out in the absence of pyridine; instead, meso-3,5-bis(triethylsilyl)phenyl substituents were used to improve solubility and inhibit aggregation.18,19

Vis–NIR–IR Spectroelectrochemistry. Measurements were performed in an optically transparent thin-layer electrochemical cell (OTTLE);11 path length: ca. 0.2 mm; solvent: CH2Cl2 containing 0.1 M tetra-n-butylammonium hexafluorophosphate (Bu4NPF6) as supporting electrolyte. Spectroelectrochemical data were collected during slow (5 mV/s) cyclic voltammograms, and confirmed that the oxidation is reversible. Sample concentrations were adjusted to a maximum optical density of 0.4–0.8. Vis–NIR–IR spectra were acquired using a Bruker Vertex 80 spectrometer with a nitrogen purge. Spectroelectrochemical data were collected during oxidation of oligomers from their neutral to N+ oxidation states (for oligomers...
containing N porphyrin units), and the spectra for individual oxidation states were resolved by multivariate curve resolution using the MCR-ALS toolbox in MATLAB.\textsuperscript{22,23} For further details, see SI.

**Chemical Generation of Radical Cations.** Solutions of the radical cations were prepared by adding up to one equivalent of an oxidant to a solution of the porphyrin oligomer. Two oxidants were used: tris(4-bromophenyl)aminium hexachloroantimonate (BAHA) and thianthrenium hexachloroantimonate (THA). Comparison of the reduction potentials of these oxidants (BAHA: \( E^0_1 = 0.70 \) V vs Fc/Fc\(^+\); THA: \( E^0_1 = 0.86 \) V vs Fc/Fc\(^+\))\textsuperscript{24} with the oxidation potentials of the porphyrins \((I-P1: E^1_1 \approx 0.44 \) V vs Fc/Fc\(^+\);\textsuperscript{25} others at lower potentials;\textsuperscript{13} see SI, Figure S6) shows that both oxidants are strong enough to achieve stoichiometric oxidation. These oxidants have been used previously to generate porphyrin radical cations.\textsuperscript{6,26,27} NIR and EPR spectroscopy experiments were carried out using radical cations generated by both oxidants, giving very similar spectra and leading to the same conclusions. The solutions of porphyrin radical cations can be cleanly reduced back to the neutral porphyrin oligomers by addition of excess ferrocene (see SI, Figure S8), demonstrating the absence of irreversible covalent chemistry. EPR spectra were recorded in a solvent mixture of toluene-d\(_6\):THF-d\(_6\):CDCl\(_3\) (1:1:1 by volume) because this mixture gives a stable glass at low temperatures. The vis−NIR spectra of chemically generated radical monocation solutions prepared in this solvent mixture do not exhibit significant thermochromism on cooling to 80 K. The radical monocations are stable in dilute solution (<100 \( \mu \)M) in all of these solvent mixtures, even in the presence of trace moisture. We found that rubber septa cannot be used because they react rapidly with the radical cations.

**UV−Vis−NIR Spectroscopy.** Absorption spectra were recorded on a PerkinElmer 1050 spectrophotometer, using Infrasil cuvettes (2 mm or 1 mm path length).

**EPR Spectroscopy.** Continuous wave (cw) EPR spectra were collected at room temperature and 100 K at X-band (Bruker EMX). \(^1\)H Mims ENDOR experiments were performed at W-band (Bruker Elexys 680) at temperatures of 6−120 K. No temperature-dependent changes in the shape of the ENDOR spectra were observed in this range. Simulations of the EPR data were performed using EasySpin.\textsuperscript{28}

For further details on EPR methods, see SI.

**Density Functional Theory.** Gaussian09/D.01 was used for quantum chemical calculations employing DFT and TD-DFT.\textsuperscript{31} The LC-oPBE functional was used \((\omega = 0.2 \omega_0^{-1})\textsuperscript{30}\) after testing other functionals (see computational section and SI), along with the 6-31G* basis set.\textsuperscript{31} Further details can be found in the SI.

### RESULTS AND DISCUSSION

**Vis−NIR−IR Spectroelectrochemistry.** The spectra of each porphyrin oligomer were recorded as a function of electrochemical potential in CH\(_2\)Cl\(_2\) containing 0.1 M Bu\(_4\)NPF\(_6\) as supporting electrolyte. Deconvolution of the raw data afforded the vis−NIR−IR spectra of several distinct cationic states for each oligomer (shown for I-P2, I-P4 and c-P6·T6 in Figure 3, and for all other oligomers in SI, Figure S4). In the cases of I-P5, I-P6 and t-P12·(T6)\(_2\), it was not possible to resolve every expected oxidation state, due to linear dependency between the spectra of adjacent states. For the linear oligomers I-P2 to I-P6, square-wave voltammetry reveals a progressive decrease in the first oxidation potential with increasing oligomer length, until the tetramer, with no significant change in oxidation potential from I-P4 to I-P6 (SI Figures S6, S21b).

All the cations exhibit intense NIR absorptions. The final N+ oxidation states of the I-PN oligomers have similar spectra, with a broad peak at around 1000 nm and no bands at longer wavelengths. In this oxidation state, each porphyrin unit bears a 1+ charge; the charge is uniformly distributed, so no charge-transfer bands are expected. No intensified IR vibrations are observed for the N+ oxidation states. In contrast, the other
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*Figure 3. Deconvoluted spectroelectrochemical data for oxidation of (a) I-P2, (b) I-P4 and (c) c-P6·T6 in CH\(_2\)Cl\(_2\)/Bu\(_4\)NPF\(_6\). The contour plots show normalized absorbance (color axis) as a function of electrochemical potential. The resolved spectra for individual oxidation states are shown above each contour plot, with the corresponding speciation curves in the left subplots.*
four aspects of the spectra in Figure 4 provide information on the extent of polaron delocalization: (a) the shift in the P1 and P2 bands, and the C=C stretch, with increasing chain length; (b) the intensities of the P1 bands, compared with absorption from unoxidized regions of the molecules; (c) the frequency and lineshape of the P1 band, and (d) the intensities of the vibrational IR bands. Here we analyze these aspects in turn.

a. Band Shifts with Chain Length. The absorption bands of most π-conjugated oligomers shift to lower energy with increasing chain length, until saturation occurs at the “effective conjugation length” $N_{\text{ecl}}$.30-32 Plots of $\nu_{\text{irk}}(N)$ against 1/N for the P1 and P2 bands, and the C=C stretch vibration, for I-P2$^{2+}$ to I-P6$^{6+}$, are shown in Figure 6. All three bands show a clear shift to lower energy for I-P2$^{2+}$ to I-P4$^{4+}$; the C=C stretch band follows the same trend as the electronic transitions, P1 and P2. The reduction in frequency of this C=C vibration indicates increasing cumulenicity. The redshift of all three bands saturates at I-P4$^{4+}$, with no significant shift of absorption maxima for I-P4$^{4+}$ to I-P6$^{6+}$, indicating $N_{\text{ecl}} \approx 4$ repeat units. The effective conjugation length in these radical cations is much shorter than in the corresponding neutral I-PN oligomers ($N_{\text{ecl}} \approx 15-20$ porphyrin units).39 The cyclic oligomers c-P6, c-P6-T6 and t-P12-(T6)$_2$ are excluded from Figure 6 because their electronic structures are different from those of linear oligomers; however, the P1 and P2 bands for c-P6-T6 and t-P12-(T6)$_2$ occur at lower energies than those for I-P6$^{6+}$ (Figure 4 and Table 1), which could imply greater charge delocalization.

b. The Intensity Ratio P2-Band:Q-Band, as a Function of Chain Length. If a polaron is localized over part of a molecule, it is often possible to assign components of the absorption to neutral and oxidized regions of the chain, respectively. The ratio of these components provides information on the extent of delocalization.45 The spectra in Figure 4 show that the absorption at 600–800 nm becomes more intense in the longer oligomers. This is the wavelength range of the Q bands of neutral oligomers, which suggests that it can be attributed to unoxidized regions of the chain. This interpretation is supported by the full spectroelectrochemical results (Figure S4), which show that the spectra of oligomers in an oxidation state corresponding to at least one charge per dimer unit (i.e., (N/2)+ for an oligomer I-PN) exhibit no significant Q-band intensity at 600–800 nm. We applied Miller’s method46 to evaluate the polaron delocalization length ($N_{\text{deloc}}$) from the ratio of the intensities of the neutral-like (Q-band) and cation-like (P2 band) absorptions, using both extinction coefficients and oscillator strengths (data in Table 1), according to eq 1,

$$N_{\text{deloc}} = \frac{I_{P2}}{I_{P2} + I_{Q}} - 0.5N_{\text{Q}}(I-P2^{2+})$$

where $I_{P2}$ and $I_{Q}$ are the intensities of the P2 band and Q-band, respectively (taken from the molar absorption coefficients or oscillator strengths, Table 1); $N$ is the oligomer length and $I_{Q}(I-P2^{2+})$ is the Q-band intensity of I-P2$^{2+}$. The final term in the denominator subtracts background absorption in the Q-band region, and assumes that there is no neutral-like Q-band absorption for I-P2$^{2+}$. The results from this analysis (Figure 7) reveal a value of $N_{\text{deloc}} \approx 2.5–3.0$ repeat units for I-P2$^{2+}$ to I-P6$^{6+}$.

c. The Energy and Lineshape of the P Band. Marcus–Hush theory allows the reorganization energy $\lambda$ and the

Figure 4. Visible–NIR–IR absorption spectra of 1+ oxidation states (P1 band red and the P2 band blue) from spectroelectrochemistry in CH$_2$Cl$_2$/Bu$_4$NPF$_6$. The vertical dashed lines indicate regions with different energy scales. The intensity of the monomer spectrum (I-P1$^{1+}$) is multiplied by a factor of 5 to aid visual comparison.

reported for the polarons of conjugated polymers where they are labeled P1 and P2 respectively (where “P” denotes “polaron”).32–34 Arnold and co-workers observed these bands in the spectra of butadiyne-linked porphyrin dimer cations and anions, calling them $\nu_1$ and $\nu_2$ respectively.35 We use the notation P1/P2 in common with Therien and co-workers in their studies on porphyrin oligomer anions.36 The P1 and P2 bands are assigned to HOMO $\rightarrow$ SOMO and SOMO $\rightarrow$ LUMO transitions, respectively (Figure 5),33,35 and this assignment is supported by our TD-DFT calculations.

Oxidation states from 1+ to (N − 1)+ show intensified IR vibrations and broad electronic bands at 1000–5000 nm. Here we focus on the radical monocations (1+) because these species are more stable than the higher oxidation states, which makes them easier to study. These singly charged polarons are also most relevant to understanding charge transport.

Analysis of Polaron Vis–NIR–IR Spectra. The NIR absorption spectra of all the radical monocations exhibit two characteristic electronic transitions at around 2000–2500 and 1000 nm (Figure 4 and Table 1). Similar bands have been
The evidence presented in this study shows that l-P2** (νmax = 3907 cm⁻¹) can be treated as an IV-CT band for a two-site mixed-valence system. The absorption maximum of the IV-CT band is the peak molar absorption coefficient and f is the oscillator strength from the area of the absorption band: f = 4.319 × 10⁻³ / ε dν. Experimental errors are difficult to quantify due to the complexity of the curve-resolution process, but we estimate that values of εmax are accurate to ±100 cm⁻¹; values of εmax and f have uncertainties of about 20%; “-” means not determined.

| compound | εmax [M⁻¹ cm⁻¹] | f | εmax [M⁻¹ cm⁻¹] | f | εmax [M⁻¹ cm⁻¹] | f | εmax [M⁻¹ cm⁻¹] | f |
|----------|----------------|---|----------------|---|----------------|---|----------------|---|
| l-P2**   | 2.2 × 10⁴      | 0.05| 3907          | 0.53| 1.2 × 10⁵      | 0.37| 1.9 × 10⁵      | 0.0041|
| l-P3**   | 5.2 × 10⁴      | 0.19| 3599          | 0.54| 1.3 × 10⁵      | 0.61| 4.6 × 10⁵      | 0.0072|
| l-P4**   | 7.7 × 10⁴      | 0.39| 3332          | 0.61| 1.2 × 10⁵      | 0.50| 6.3 × 10⁵      | 0.0132|
| l-P5**   | 1.4 × 10⁵      | 0.85| 3387          | 1.01| 1.4 × 10⁵      | 0.68| 5.3 × 10⁵      | 0.0114|
| l-P6**   | 1.9 × 10⁵      | 1.33| 3506          | 0.77| 1.2 × 10⁵      | 0.69| 4.6 × 10⁵      | 0.0099|
| e-P6**   | -             | -  | 3330          | 0.32| 4.6 × 10⁵      | 0.26| 5.5 × 10⁵      | 0.0220|
| e-P6-T6**| -             | -  | 2197          | 0.54| 7.3 × 10⁵      | 0.35| 2180          | - |
| e-P12-T6**| -            | -  | 2165          | 0.62| 4.1 × 10⁵      | 0.17| 2150          | - |

“Experimental conditions: spectroelectrochemistry in CH₂Cl₂/ Bu₄NPF₆ at room temperature. εmax is the energy of the absorption maximum; εmax is the peak molar absorption coefficient and f is the oscillator strength from the area of the absorption band: f = 4.319 × 10⁻³ / ε dν. Experimental errors are difficult to quantify due to the complexity of the curve-resolution process, but we estimate that values of εmax are accurate to ±100 cm⁻¹; values of εmax and f have uncertainties of about 20%; “-” means not determined.

**Table 1. Summary of Main NIR and IR Absorption Bands of Radical Cations**

Figure 5. (a) Schematic illustration of the Q-band transition in neutral porphyrin oligomers. (b) Following removal of an electron, two polaron transitions arise: P₁ and P₂.

coupling energy H to be estimated from analysis of an intravalence charge-transfer (IV-CT) band.¹⁵,¹⁶ The energy of the absorption maximum of the IV-CT band is the reorganization energy (νmax = λ) if the system is class I or II (2H < λ), or twice the coupling energy (νmax = 2H) if the system is class III (2H > λ; Figure 2b,c). The P₁ band of the dimer l-P2** (νmax = 3907 cm⁻¹) can be treated as an IV-CT band for a two-site mixed-valence system. The evidence presented in this study shows that l-P2** is strongly delocalized (class III), which indicates that H = 1954 ± 50 cm⁻¹. In theory, it should be possible to estimate H from the intensity of the P₁ band, but this approach involves too many approximations to be useful.⁴¹ The P₁ band is highly asymmetric, with an abrupt cutoff at its low energy edge and a broad tail extending toward higher energies (Figure 4); this lineshape is a hallmark of the Robin–Day class III or II/III borderline behavior.¹⁵,⁴² Later, we show that data for l-P2**–l-P6** are consistent with H/λ = 1.2 ± 0.2, indicating that λ ≈ 1400–2000 cm⁻¹.

d. Amplified Vibrations and Fano Antiresonances. Some vibrational bands become amazingly intense in the radical cations, as seen in the IR region of Figures 3 and 4. For example, the C≡C stretch of l-P2** is ~40 times stronger (by molar absorption coefficient) than that of the neutral l-P2 dimer or the l-P2²⁻ dication (Figure 8). This intensification corresponds to a huge increase in the transition dipole moment from about 0.2 D in the neutral molecule to 2.0 D in the radical cation. The intensification of the IR bands is even more dramatic in the longer radical cations and these are among the strongest vibrational resonances reported for molecular species.⁴³

Figure 6. Plots of νmax vs 1/N for (a) the P₁ band, (b) the P₂ band, and (c) the C≡C stretch of l-P2** to l-P6** (data from Table 1). The gray lines are fits to the Meier equation as guides to the eye.³⁸

Intensified IR bands have previously been reported for conjugated polymer polarons³³,³⁵–⁴⁷ and mixed-valence com-
antiresonance at 2180 cm$^{-1}$ in CH$_2$Cl$_2$/Bu$_4$NPF$_6$; Figure 3a), compared with the mole fractions of vibrations of these molecules, making Raman modes become IR-active and amplifying IR bands. In the radical cations studied here, the template-free nanoring spectra are much more intense than for the linear systems or for the neutral, 1+ and 2+ oxidation states. The Raman spectrum of a solution of these systems. The Raman spectrum of a solution of one of the oligomers shows nine IR-active vibrations (IRAVs). They can arise from both charge localization, signifying Robin–Day class II/III borderline character, and from vibronic coupling to low-energy electronic transitions, even in fully delocalized (class III) systems. Charge localization reduces the symmetry of a molecule, making Raman modes become IR-active and amplifying IR bands. In the radical cations studied here, both symmetry breaking and vibronic coupling could account for the observed IR bands. In P$_1$, P$_2$, and C≡C bands (Figure 6) and the saturation in $N_{deloc}$ (Figure 7) indicate that the polaron is sensitive to the increase in chain length from 1-P$_3$$^+$ to 1-P$_4$$^+$, but there is no significant change in the spectra from 1-P$_4$$^+$ to 1-P$_6$$^+$, implying that the edges of the polaron wave function extend over four porphyrin units. This picture becomes clearer when compared with the results from DFT calculations and MPM simulations, as discussed below. The P$_1$ and P$_2$ bands of the cyclic oligomers c-P$_6$, c-P$_6$-T$_6$ and t-P$_{12}$-(T$_6$)$_2$ are more red-shifted than those of the linear oligomers, implying that their polarons are more delocalized, but it is impossible to estimate the size of the polaron from these data because the oligomers are not directly comparable. The EPR and ENDOR results provide further insight into these systems.

**EPR Spectroscopy.** EPR spectroscopy is useful for probing delocalization in radical cations because the electron–nuclear hyperfine couplings provide a direct measure of the spin density distribution. As the spin density distribution spreads over more atoms, the hyperfine couplings decrease, reflecting the lower spin density at each nucleus. In this study, we estimated the extent of polaron delocalization from changes in the linewidth of continuous wave (cw) EPR spectra and from proton hyperfine couplings measured by ENDOR spectroscopy. A key difference between EPR and optical spectroscopy is that EPR has a longer time scale and reports on the polaron delocalization averaged over a period of about 100 ns, whereas NIR-IR absorption probes the instantaneous electronic structure (interaction time <300 fs). Additional information on the nature of the delocalization can be obtained by recording EPR spectra at low temperatures when thermally activated hopping may become slow on the EPR time scale.

**Continuous Wave EPR.** If unresolved hyperfine couplings are the main contribution to the EPR linewidth, then changes in these linewidths as a function of the number of monomeric units can be used to measure the delocalization length in a series of oligomer radical cations. Norris et al. derived an approximate theoretical relationship between the peak-to-peak linewidth $\Delta B_{pp}$ and the number of equivalent units $N$ over which the electron spin is delocalized/hopping, based on the peak-to-peak linewidth of the monomer radical cation ($\Delta B_{pp,N=1}$):

$$\Delta B_{pp} = \frac{1}{\sqrt{N}} \Delta B_{pp,N=1}$$

(2)

The room temperature X-band cw-EPR spectra of the radical cations 1-P$_1$$^+$ to 1-P$_6$$^+$, c-P$_6$$^+$, c-P$_6$-T$_6$$^+$ and t-P$_{12}$-(T$_6$)$_2$$^+$ are shown in Figure 9a. The spectrum of 1-P$_1$$^+$ shows nine hyperfine lines due to coupling to the four $^{14}$N nuclei, which exhibit further partially resolved hyperfine structure due to coupling to protons. The spectrum can be simulated by
lineshape is expected in systems with fast or slow hole/electron hopping, while intermediate hopping rates lead to significant deviations from a Gaussian. In previous studies on multiporphyrin systems, increasing Lorentzian contributions to the EPR lineshape were observed for larger oligomers (6–12 porphyrin units), and were attributed to slower hopping rates. The Gaussian lineshapes and the $N^{-0.5}$ scaling of the peak-to-peak linewidths observed here indicate that hopping is fast on the EPR time scale for all the systems investigated in this study.

The peak-to-peak linewidths $\Delta B_{pp}$ determined through derivative-Gaussian fitting of the spectra, are compared to eq 2 in Figure 9b. The experimental linewidths approximately follow the theoretical prediction for all the linear oligomers. The linewidths of c-P6·T6** and t-P12(T6)2** are larger than expected from eq 2, probably due to the additional nitrogen hyperfine couplings to the template. If the linewidth of c-P6·T6** is taken as a reference and delocalization over six units is assumed, then delocalization over 12 units is determined for t-P12(T6)2**. This consistency suggests that at room temperature the unpaired electron is either delocalized over the whole π-system or hopping between the porphyrin units on a faster time scale than that associated with the 14N hyperfine interactions (<100 ns).

In the case of fast thermally activated hopping, a decrease in delocalization length is expected at lower temperatures, when $k_BT$ becomes smaller than the barrier to hopping. The spin delocalization at low temperatures was initially investigated by performing frozen-solution cw-EPR measurements. At 100 K, all of the low-temperature spectra are characterized by Lorentzian lineshapes due to the contribution of g- and hyperfine anisotropies to the EPR signal (see Figure 9a and SI Figure S11b). No hyperfine structure was resolved even for l-P1**. The low-temperature spectrum of l-P2** is much narrower than that of l-P1**. The peak-to-peak linewidth for the linear oligomers at 100 K appears to be smaller than at room temperature, which might be taken to indicate complete delocalization. However, the theory used for interpretation of the room temperature linewidths does not apply here and therefore we chose to investigate the delocalization in more detail by performing low-temperature pulse EPR experiments.

1H ENDOR. Proton Mims ENDOR spectra were measured at different temperatures from 6 to 100 K at W-band in the same deuterated solvent mixture as for the cw-EPR spectra. The ENDOR spectra do not show any temperature dependence, indicating that spin delocalization does not change over this temperature range. The ENDOR spectra recorded at 80 K, at the maximum of the echo-detected EPR spectra, are shown in Figure 10a, together with the standard deviations of the spectra, $\sigma$, as a measure of the peak width (Figure 10b; $\sigma$ is calculated from the square root of the second moment).

Contributions from different types of protons cannot easily be distinguished in the ENDOR spectra due to the large number of protons with similar weak hyperfine couplings. However, the width of the ENDOR signal is determined by the largest proton coupling, and the hyperfine coupling (assuming the anisotropic component is small) is proportional to the spin density. If the spin density decreases as $N^{-1}$ with increasing oligomer size, as assumed by Norris et al., the width of the ENDOR spectrum should exhibit the same dependence on $N^{-1}$, assuming identical spin density on each porphyrin unit. The experimental results show a 2-fold decrease in hyperfine couplings from I-P1** to I-P2**, but for the longer linear

---

**Figure 9.** (a) X-band cw-EPR spectra of the radical cations of I-P1 to I-P6, c-P6, c-P6·T6 and t-P12(T6)** recorded at 298 and 100 K in toluene-d$_8$/THF-d$_8$/CDCl$_3$, with oxidation by thianthrenium hexachloroantimonate. The spectra at 100 K are compared to the corresponding room temperature spectra shown in the background. (b) Peak-to-peak linewidths of the room temperature EPR spectra plotted as a function of the reciprocal square root of the number of porphyrin units. The gray line is the curve for eq 2.

assuming four equivalent 14N nuclei with an isotropic hyperfine coupling constant of 4.05 MHz and four equivalent protons with a hyperfine coupling of 0.90 MHz (SI Figure S10). Similar hyperfine couplings have been assigned to protons on the phenyl rings in the radical cation of zinc tetraphenylporphyrin, and DFT calculations on I-P1** predict that the largest proton hyperfine couplings are due to the ortho-protons on the aryl rings for the B$_1$ radical state (see SI). The spectrum of I-P2** also shows partially resolved hyperfine structure and can be simulated assuming eight equivalent 14N nuclei with an isotropic hyperfine coupling constant of 2.02 MHz (i.e., half that in I-P1**). For the larger oligomers, the hyperfine couplings are no longer resolved and lead to inhomogeneous broadening of the EPR line (Figure 9a). The lineshapes of all the EPR spectra are Gaussian (SI Figure S11), indicating that the main contribution to line broadening arises from unresolved hyperfine couplings. A theoretical study by Tang et al. on inhomogeneously broadened EPR lineshapes for different hopping regimes has shown that a Gaussian
The low temperature EPR data point toward localization of the radical cations with most of the spin density on just two porphyrin units in \(l-P2^*\) and \(c-P6^*\), while the room-temperature cw-EPR data show complete delocalization or fast hopping on the EPR time scale. Localization of the radical cation in frozen solution has previously been reported for other multiporphyrin systems,\(^{54,55,58,59}\) although in those cases the electron spin was localized on a single porphyrin unit. Insights into the origins of this spin localization are provided by the theoretical studies presented in the next section.

### Theoretical Modeling of Polaron Delocalization

#### Quantum Mechanical Calculations

We explored whether density functional theory (DFT) could reproduce the experimental results discussed above. Widely used DFT functionals, such as B3LYP, overestimate charge delocalization owing to the self-interaction error.\(^{60}\) We tested B3LYP\(^{17}\) and a selection of long-range corrected functionals (\(\omega B97X-D\))\(^{62}\) and LC-\(\omega\)PBE\(^{28}\) (with the range separation parameter, \(\omega\) set to 0.1 and 0.2 \(a_0^{-1}\), where \(a_0\) is the Bohr radius) against the experimental vis–NIR spectra of \(l-P2^*, l-P4^*, l-P6^*, c-P4^*, c-P6^*, c-P6-T6^*\). Both \(\omega B97X-D\) (for which the default \(\omega = 0.2 a_0^{-1}\)) and LC-\(\omega\)PBE (\(\omega = 0.2 a_0^{-1}\)) reproduce the experimental redshift of the \(P_2\) band absorption maximum, whereas B3LYP and LC-\(\omega\)PBE (\(\omega = 0.1 a_0^{-1}\)) greatly overestimate the red-shift, consistent with overdelocalization. Having selected LC-\(\omega\)PBE (\(\omega = 0.2 a_0^{-1}\)) as the optimal functional, we were able to reproduce the experimental vis–NIR spectra for \(l-P2^*, l-P4^*, l-P6^*\)

#### Application of the Multistate Parabolic Model (MPM)

Here we use the MPM developed by Rathore and co-workers\(^{17}\) to estimate the coupling energy \(\lambda\) and reorganization energy \(\lambda_r\), which describe the charge delocalization in these oligomers. The MPM extends Marcus–Hush theory to arbitrary oligomer lengths, as introduced above (Figure 2) and discussed in more detail in the SI. The parabolic form of the diabatic site potential assumed in this model is nonphysical but tends to serve as an adequate approximation: for long-range delocalization and the description of higher excited states, the multistate model (MSM) has been introduced, in which the quadratic function is augmented by a reciprocal function.\(^{76}\) The MPM and MSM provide good descriptions for the radical cations of oligo-p-phenylenes and oligo-fluorenes.\(^{4,17,64,65}\)

We used the MPM with a single parameter, \(H/\lambda\), assuming that all the porphyrin units in an oligomer have the same oxidation potential. We systematically varied \(H/\lambda\) to reproduce the trend in experimental absorption energies for the \(P_2\) band. The saturation of the absorption maxima at ca. 4 oligomer units is reproduced with \(H/\lambda = 1.0–1.4\) (SI Figure S18). The MPM

---

**Figure 10.** (a) W-band \(^1\)H Mims ENDOR spectra of the radical cations of \(l-P1\) to \(l-P6\), \(c-P6\), \(c-P6-T6\) and \(l-P12\) in toluene-

---

**Oligomers (\(l-P3^*\) to \(l-P6^*\)) there is almost no reduction in the width of the ENDOR peak (Figure 10b) and no significant change in the shape of the ENDOR spectrum for linear oligomers with more than two porphyrin units, implying that most of the spin density is located on \(2\)–\(3\) porphyrin units. The \(^1\)\(^4\)N HYSCORE spectra of \(l-P1^*, l-P2^*, l-P3^*, l-P4^*, l-P6^*\) (SI Figure S13) give a very similar picture: there is a significant difference between the spectra of \(l-P1^*\) and \(l-P2^*,\) but no significant changes are observed for the linear oligomers \(l-P2^*\) and \(l-P6^*\). The ENDOR spectra of the ring systems, \(c-P6^*\) and \(c-P6-T6^*\), show a further narrowing and a change in shape compared to \(l-P6^*\), which probably reflects changes in spin density due to the difference in geometry. The narrower ENDOR peak of \(c-P6-T6^*\) compared to \(c-P6^*\) indicates greater delocalization in the polaron of the template-bound nanoring, as expected from its more rigid geometry and reduced disorder. Further narrowing of the ENDOR spectrum of \(l-P12\) reflects increased delocalization; comparison of the linewidths for \(l-P6^*\) and \(l-P12\) indicates that the spin density is spread over about 4–6 porphyrin units in the nanotube.
can also be used to predict the first oxidation potential of each oligomer, taken as the energy of the ground state minimum. We found close agreement between the simulated and experimental trend in oxidation potentials (SI Figure S21b). The dimer \( l\)-P2\(^{+}\) is evidently in Robin−Day class III, which implies that \( \nu_{\text{max}} \) for the \( P_1 \) band is equal to \( 2H \). Thus, \( H = 1954 \pm 50 \text{ cm}^{-1} \) and \( \lambda = 1400−2000 \text{ cm}^{-1} \). The optimized MPM parameters (choosing \( H/\lambda = 1.2 \) for all subsequent discussion) gave charge density distributions that are very similar to those from natural population analysis of the DFT densities, as illustrated by the comparison in Figure 12. In contrast, the fully delocalized picture from a linear combination of atomic orbitals (LCAO) approach shows a continual increase of polaron spatial extent with oligomer length.

**CONCLUSIONS**

We have used a variety of experimental and computational approaches to determine the extent of delocalization in the radical cations of a family of porphyrin oligomers. For the linear oligomers, \( l\)-P1\(^{+*}−l\)-P6\(^{+*}\), the results can be summarized as follows:

(i) In the NIR−IR spectra, the electronic \( P_1 \) and \( P_2 \) bands, and the \( \text{C}≡\text{C} \) stretch band, all shift to lower energy with increasing oligomer length, until they reach saturation at an effective conjugation length of \( N_{\text{eff}} \approx 4 \) repeat units.

(ii) Comparison of the intensities of the \( Q \)-band and the \( P_2 \) band implies an extent of delocalization of \( N_{\text{deloc}} \approx 2.5−3.0 \) repeat units; this parameter saturates at a length of 3−4 units.

(iii) The asymmetric lineshape of the \( P_1 \) band and the observation of intensified IR bands (IRAVs) imply that the systems are in the Robin−Day class II/III borderline or class III regime.

(iv) The EPR spectra at room temperature show linewidths which are proportional to the reciprocal square root of the number of porphyrin units, implying complete delocalization or fast hopping on the EPR time scale at 298 K.

(v) The ENDOR spectra in frozen solution show a 2-fold reduction in the maximum hyperfine coupling from monomer to dimer, but do not change substantially on further elongation of the chain, implying that most of the spin is localized over two porphyrin units.

(vi) DFT calculations using the LC-\( \omega \)PBE (\( \omega = 0.2 \text{ \AA}^{-1} \)) functional reproduce the experimental vis−NIR spectra and give spin distributions which are broadly consistent with the ENDOR spectra.

(vii) MPM simulations reproduce the observed saturation in the energy of the \( P_1 \) band and the trend in the ENDOR spin distributions, using a ratio of coupling energy to reorganization energy of \( H/\lambda = 1.2 \). The MPM suggests that the polaron is delocalized over 2−3 porphyrin units in these linear oligomers.

The polaron length in the \( c\)-P6\(^{+*}\) ring appears to be almost the same as that in the linear hexamer. Binding the template to give \( c\)-P6\(^{+*}\)-T6\(^{+}\) slightly increases the delocalization by reducing the conformational disorder (as manifested by a redshift in the \( P_1 \) and \( P_2 \) bands, Figure 4, and a slight reduction in the ENDOR linewidth, Figure 10). There is a much greater
increase in delocalization in t-P12-(T6)$_2$ and in this case the charge is spread over about 4–6 porphyrin units. It is interesting that the radical cations of I-P3–I-P6, c-P6 and c-P6-T6 are substantially less delocalized than their neutral singlet excited states. The neutral triplet excited states of c-P6 and c-P6-T6 are also fully delocalized, in contrast to the radical cations. The incomplete delocalization in c-P6-T6 suggests that the mechanism of charge transport through these molecular wires will shift from tunneling to hopping in cations. The incomplete delocalization in c-P6-T6, in contrast to the radical T6-P6, are also fully delocalized, in contrast to the radical cations. T6-P6·− is spread over about 4 molecules, the charge localization in these radical cations is delocalized over 2–3 porphyrin units in I-P2·+–I-P6·+ suggests that the charge is spread over about 4–6 porphyrin units.
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