One-dimensional projection of two-dimensional systems using spiral boundary conditions
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We introduce spiral boundary conditions (SBCs) as a useful tool for handling the shape of finite-size periodic clusters. Using SBCs, a lattice model for more than two dimensions can be exactly projected onto a one-dimensional (1D) periodic chain with translational invariance. Hence, the existing 1D techniques such as density-matrix renormalization group (DMRG), bosonization, Jordan–Wigner transformation, etc., can be effectively applied to the projected 1D model. First, we describe the 1D projection scheme for the two-dimensional (2D) square- and honeycomb-lattice tight-binding models in real and momentum space. Next, we discuss how the density of states and the ground-state energy approach their thermodynamic limits. Finally, to demonstrate the utility of SBCs in DMRG simulations, we estimate the magnitude of staggered magnetization of the 2D XXZ Heisenberg model as a function of XXZ anisotropy.

Introduction. In condensed matter physics, theoretical research is usually carried out based on the statistical mechanical formulation of either lattice or continuum models which describe the microscopic structure of solids. In general, a lattice model is a cluster of lattice points corresponding to the positions of aligned atoms in a crystal [1]. The Hamiltonian is typically expressed as a countable set of lattice points or bonds, because finite degrees of freedom such as spin, charge, hole, etc are assigned in each lattice point. Therefore, unlike in the continuum limit with huge degrees of freedom, a lattice model is rather suitable for computer simulations. Typical examples of lattice model are the Hubbard model [2], the Heisenberg model [3], the Kondo-lattice model [4], and the Kitaev model [5]. A microscopic starting point to understand the electronic and/or magnetic properties of solids is provided by solving those kinds of lattice models analytically or numerically.

When studying such a model in numerical simulations, we usually put it on a lattice of finite size. Then, an extrapolation of the result to an infinite system is considered if necessary. However, since the total degrees of freedom of the system increases exponentially with lattice size, the geometry of the cluster can be strongly restricted especially for systems in more than two dimensions. In such cases, the management of boundary conditions is crucial to ensure “correct” simulations. Either periodic boundary conditions (PBCs), open boundary conditions (OBCs), or a combination of them, such as e.g., a cylinder, are typically used. Nevertheless, a naive choice of boundary conditions could easily give rise to a situation where the lowest-energy state with a small cluster is not relevant to the ground state (GS) in the thermodynamic limit, instead of systematic errors due to the finite-size effects. This issue could be addressed for example by the sorting of states with, e.g., quantum numbers, momentum, and parity, as explicitly done in level spectroscopy [6], or by controlling the open edges for a particular state [7]. However, these approaches are not always successful.

A simple alternative way to resolve or reduce the above issue is by the use of spiral boundary conditions (SBCs). As explained below, SBCs enable us to represent two-dimensional (2D) lattice sites by a one-dimensional (1D) array. This method was originally used to optimize the computational cost in Monte Carlo simulations [8] but it also allows us to efficiently apply existing 1D techniques such as the density-matrix renormalization group (DMRG) [9], bosonization [10], and Jordan–Wigner transformation [11], etc. SBCs have been also introduced for extending the Lieb-Schultz-Mattis theorem to higher dimensions [12] and for discussing the GS degeneracy in the thermodynamic limit [13]. In this Letter, we thus propose SBCs as a useful tool for handling the shape of finite-size periodic clusters. As practical examples, we describe the 1D projections of the 2D square- and honeycomb-lattice tight-binding (TB) models in real and momentum space. Then, we present how the density of states (DOS) and the GS energy approach their thermodynamic limits. Furthermore, in order to demonstrate the utility of SBCs, we calculate the GS energy of the 2D half-filled Hubbard model and the magnitude of staggered magnetization of the 2D XXZ Heisenberg model using the DMRG method. Their estimations had been longstanding problems and were only recently settled [14, 15]. In our DMRG calculations, we keep up to 12 000 density-matrix eigenstates and the typical discarded weight is smaller than ∼10−5. More detailed data are given in the Supplemental Material.

Projection of 2D cluster onto 1D chain using SBCs. SBCs are a variation of the idea of PBCs. They provide a way to map lattice models for more than two dimensions onto 1D periodic chains with translation symmetry. As an illustration, let us consider the TB model on a square lattice with \(L_x \times L_y\) sites. When a PBC is applied to its finite-size system, we usually use a rectangular cluster and sites on one edge of the cluster are assumed to be neighbors of the corresponding sites on the opposite edge. However, this choice may be arbitrarily deformed as long as the boundaries have the correct topology of state. Thus, we now make a particular choice of boundaries shown in Fig. 1(a), where all sites are traced along the dashed line.
hole symmetric and there are $2L_x - 2$ Fermi points. The GS energy $E_0$ can be calculated by carrying out the single-particle energy summation over the $L_x - 1$ regions with $\varepsilon(K) < 0$,

$$\frac{E_0}{L_x L_y} = -\frac{4}{\pi} \int_{\varepsilon(K)<0} (\cos K + \cos[(L_x - 1)K]) dK$$

$$(1)$$

$$= -\frac{4}{\pi} \sum_{j=1}^{L_x/2} \left[ \sin K + \sin[(L_x - 1)K] \right]^b_{a}$$

$$(2)$$

where $a = \min(0, \frac{2j-3}{L_x-2\pi})$ and $b = \frac{2j-1}{L_x} \pi$. This energy coincides with that of the infinite-size system. Therefore, we can confirm that the finite-size systems under SBCs are adiabatically connected to the thermodynamic limit. More details are given in the Supplemental Material.

Note that the way of 1D projection using SBCs is not unique. This means that the modulation of the wave function can be controlled more flexibly than PBCs [16]. In other words, a periodic system consistent with an arbitrary commensurate ordering vector can be created by tuning the shape of the finite-size cluster and its alignment. Similar boundary conditions have been used in some numerical calculations to manage a limited periodicity of small clusters [17, 18]. Other examples of SBC usage are given in the Supplemental Material.
Honeycomb-lattice TB model under SBCs. Another interesting example is the honeycomb-lattice TB model. The choice of spiral boundaries and the corresponding projected 1D chain are shown in Figs. 2(a) and 2(b), respectively. The Hamiltonian of the projected 1D chain is written as

$$H_{\text{hon},0} = -t \sum_{i=1}^{L_x} \sum_{\sigma} (c_{2i-1,\sigma} c_{2i,\sigma} + c_{2i,\sigma} c_{2i+1,\sigma} + c_{2i+1,\sigma} c_{2i+1(2L_y-1),\sigma} + H.c.).$$

For the limit of \(L_y \to \infty\) the energy dispersion is written as \(E(K) = \pm \sqrt{1 + 4 \cos^2 \frac{K}{2} + 4 \cos \frac{K}{2} \cos \frac{(2L_y-1)K}{2}}\). The \(L_x\) dependence of \(E(K)\) is shown in Fig. 2(c). The upper and lower bands are degenerate at \(K = \pm \frac{2\pi}{3}\) only when \(2L_x - 1 = 3M\), where \(M\) is an integer. In the limit of \(L_x, L_y \to \infty\), the band structure is equivalent to the projected one of 2D graphene onto a zigzag axis. Accordingly, the Dirac points of the original 2D graphene are reproduced at \(K = \pm \frac{2\pi}{3}\).

![Graph showing L dependence of the density of states for square- and honeycomb-lattice TB models.](image)

**Approach to the thermodynamic limit.** It is informative to see how the DOS and the GS energy approach their thermodynamic limits. For simplicity, hereafter we consider the case of \(L_x = L_y = L\). The evolution of the DOS with \(L\) for the square- and honeycomb-lattice TB models is shown in Figs. 3(a) and 3(b), respectively. With increasing \(L\), they are smoothly connected to the thermodynamic limit ones. Also, the overall shape including the van Hove singularity can be approximatively reproduced even with a relatively small cluster. It is because the degeneracy of the energy levels in a finite-size PBC cluster is lifted due to the partial breaking of its rotation symmetry by SBCs. For a square-lattice cluster with \(L \times L\) sites, the number of independent momenta is \(L^2 + 1\) under SBCs and \(L^2 + \frac{3L^2}{4} + 1\) under PBCs. More details are discussed in the Supplemental Material.

In Fig. 3(c) a finite-size scaling analysis of the GS energy for the half-filled square-lattice TB model with the projected 1D periodic chains is shown. The data points are analytically obtained. As expected, the energy per site \((e_0)\) quadratically approaches \(-\frac{12}{16}\) as a function of \(\frac{1}{L}\). It is also interesting to see the scaling behavior when open chains are used. An open chain is created by cutting \(L\) bonds between two neighboring sites of the periodic chain [see Fig. 1(b)]. Note though that the number of missing bonds is reduced from \(2L\) in the original 2D PBC cluster to \(L\). Nevertheless, since the ratio of the number of bonds per site deviates from 2 due to the missing bonds for finite-size open chains, it is convenient to estimate the GS energy in two different ways: One is the energy per site and the other is that per two bonds. As shown in Fig. 3(c), both of them are extrapolated almost linearly to the thermodynamic limit. One of them is extrapolated from the higher-energy side with decreasing \(\frac{1}{L}\) and the other from the lower-energy side, so that this makes the scaling analysis more reliable. Eventually, the scaling behavior with open chains seems to be even more simple than that with periodic chains.

![Graph showing finite-size scaling analysis for square- and honeycomb-lattice TB models.](image)

**Application of SBCs in DMRG calculations.** In DMRG simulations for a 2D system, it is not easy to obtain physi-
cal quantities in the thermodynamic limit because not only are their implementations challenging even with finite-size clusters, but also the finite-size scaling analysis must be performed along two orientations, e.g., the $x$ and $y$ directions. This issue can be somewhat alleviated by applying the above 1D projection scheme. In order to demonstrate this, we here present two examples of DMRG simulations for a 2D system.

The first example is the GS energy of the 2D half-filled Hubbard model on a square lattice, whose Hamiltonian is $H = H_{eq,0} + U \sum n_{i,\uparrow} n_{i,\downarrow}$, where $n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma}$. In Fig. 3(d) the finite-size scaling of GS energy for $U = 8$ is performed. As is the case in the TB model, open chains are used, so that the extrapolation to the thermodynamic limit seems to be straightforward. It leads to $\epsilon_0 = -0.5228$ by linear fitting. This energy is only slightly higher than $\epsilon_0 = -0.5241$ estimated by DMRG calculations with infinite-length cylinders [14]. Perhaps the extrapolation in the circumferential direction may contain some uncertainty due to the unsettled scaling function with several data points.

The second example is the spontaneous staggered magnetization of the 2D XXZ Heisenberg model on a square lattice, whose Hamiltonian is $H = \sum_{\langle i,j \rangle} (S_i^x S_j^x + S_i^y S_j^y + \Delta S_i^z S_j^z)$, where $S_i^\gamma$ are the spin-$\frac{1}{2}$ operators associated with site $i$, $\Delta$ is the anisotropy parameter, and the sum $\langle i,j \rangle$ runs over all nearest-neighbor pairs. We here use periodic chains. As sketched in Fig. 4(a), the $z$ components of spins at sites $i$ and $i+1$ are fixed to $\frac{1}{2}$ and $-\frac{1}{2}$, respectively, and the spin moments at the farthest two sites from the fixed spins are measured: $m_{st}^z = -(S_{i+1}^z + \frac{1}{z}) = \langle S_{i+1}^z \rangle$. Several examples of the finite-size scaling analysis are shown in Fig. 4(b), where the spin moments are calculated using periodic chains with lengths up to $N = L^2 = 100$ sites. For the isotropic case ($\Delta = 1$), we obtain $m_{st}^z = 0.3071 \pm 0.0005$ in the thermodynamic limit. This value is reasonably close to the previous DMRG ($m_{st}^z = 0.3067$) [19] and quantum Monte Carlo ($m_{st}^z = 0.3074$) [15] estimations. The magnetization increases with increasing $\Delta$. The extrapolated values of $m_{st}^z$ are plotted as a function of $\Delta$ in Fig. 4(c). The overall behavior is basically consistent with the previous studies [20–23]. However, a singularity near $\Delta = 1$, $m_{st}^z = \sum_{n=0}^{\infty} \mu_n (1 - \Delta^{-2})^{n/2}$, predicted by the spin-wave theory [20, 24, 25] is not confirmed in our results. This is consistent with results from the coupled cluster method [23]. A more detailed analysis is given in Ref. [26]. On the other hand, as shown in Fig. 4(d), our data in the large-$\Delta$ region ($0 \leq 1/\Delta \leq 0.05$) can be fitted by $2m_{st}^z = 1 + m_2/\Delta^2 + m_4/\Delta^4 + m_6/\Delta^6$ with $m_2 = -0.222222 225$, $m_4 = -0.035554 2736$, and $m_6 = -0.018966 3810$. This agrees well with the series expansions $2m_{st}^z = 1 - (2/9)/\Delta^2 - (8/225)/\Delta^4 - 0.018942 58/\Delta^6 + \mathcal{O}(1/\Delta^8)$. Moreover, in most cases SBCs are expected to practically give an easier finite-size scaling analysis than the cylinder and PBCs. To clarify the advantages of SBCs in DMRG simulations, the comparison of performance with other boundary conditions is discussed in the Supplemental Material.

Summary. Applying SBCs, lattice models for more than two dimensions can be exactly projected onto 1D periodic chains with translational invariance. In the projected 1D chain, each lattice site is indexed by a single coordinate instead of two coordinates in the original 2D PBC cluster, so that we only have to perform a finite-size scaling analysis along the chain direction to obtain a physical quantity in the thermodynamic limit. As practical examples, we first explained how the 2D square- and honeycomb-lattice TB models are expressed as 1D periodic systems in both real and momentum space. Then, the evolution of the DOS with increasing cluster size as well as a finite-size scaling analysis of the GS energy to the thermodynamic limit was shown. Finally, in order to demonstrate the utility of this 1D projection scheme in DMRG simulations, we calculated the magnitude of staggered magnetization in the 2D XXZ Heisenberg model on a square lattice.

The 1D projection scheme using SBCs can be extended to further research. Since the projected 1D chain has translational symmetry, all of the so-called (local) $A$ tensors are set to be equivalent in a matrix product state. As a result, quantum entanglement is uniformly distributed over the projected 1D chain. It is also important that the distance of the longest bonds is minimized. These conditions enable us to optimally perform DMRG calculations, and also allow us to use the existing techniques such as infinite DMRG and transfer-matrix renormalization group. Though only two kinds of 2D lattices are considered in this Letter, a similar 1D projection is possible for any periodic lattices in more than two dimensions [8]. Moreover, as mentioned earlier, SBCs are expected to practically give an easier finite-size scaling analysis than the cylinder and PBCs. To clarify the advantages of SBCs in DMRG simulations, the comparison of performance with other boundary conditions is discussed in the Supplemental Material.
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Here we present a detailed analysis of the ground-state energy of the half-filled tight-binding model on a square lattice using spiral boundary conditions. We also discuss the difference in the density of states between using periodic and spiral boundary conditions. In addition, the detailed data of our DMRG calculations with spiral boundary conditions are compared to those with various boundary conditions. Finally, possible advantage of spiral boundary conditions in DMRG simulation is discussed.

GROUND-STATE ENERGY OF THE TIGHT-BINDING MODEL ON A SQUARE LATTICE

Using periodic boundary conditions (PBC), the Hamiltonian of the tight-binding model on a square lattice is written as

$$H_{0,\text{sq}} = -t \sum_{i,\sigma} (c_{i+1,\sigma}^\dagger c_{i,\sigma} + c_{i,\sigma}^\dagger c_{i+1,\sigma}) + H.c.$$ \hspace{1cm} (S1)

where \(c_{i,\sigma}\) is an annihilation operator of electron with spin \(\sigma\) at site \((x, y)\), \(t\) is nearest-neighbor hopping integral, and \(c_{i,\sigma} = c_{i+x,y}c_{i-x,y}\), where \(n_x\) and \(n_y\) are integers. The Fourier transform of (S1) reads

$$H_{\text{sq},k} = -2t \sum_{k,\sigma} (\cos k_x + \cos k_y)c_{i,\sigma} c_{i,\sigma}^\dagger$$ \hspace{1cm} (S2)

where \(c_{k,\sigma} = \frac{1}{\sqrt{L_x L_y}} \sum_{x,y} \exp(ik \cdot r) c_{x,y,\sigma}\) with \(r = (x, y)\) and \(k = (k_x, k_y) = \left(\frac{2\pi}{L_x} m_x, \frac{2\pi}{L_y} m_y\right) [m_x = 0, 1, \ldots, L_x - 1; m_y = 0, 1, \ldots, L_y - 1]\). In the thermodynamic limit the ground-state energy at half filling is given by

$$e_0 = \frac{-2t}{(2\pi)^2} \int \int_{\varepsilon(K) < 0} dk_x dk_y (\cos k_x + \cos k_y) = -\frac{16}{\pi^2} t.$$ \hspace{1cm} (S3)

As explained in the main text, using spiral boundary conditions (SBC) the original two-dimensional (2D) square-lattice cluster with \(L_x \times L_y\) sites can be exactly reproduced as a one-dimensional (1D) chain with nearest- and \((L_x - 1)\)-th neighbor hopping integrals, where the translational symmetry is preserved. The Hamiltonian is written as

$$H_{0,\text{sq}} = -t \sum_{\sigma} \sum_{i=1}^{L_x L_y} (c_{i+1,\sigma}^\dagger c_{i,\sigma} + c_{i,\sigma}^\dagger c_{i+(L_x-1),\sigma}) + H.c.$$ \hspace{1cm} (S4)

where \(c_{i,\sigma}\) is an annihilation operator of electron with spin \(\sigma\) at site \(i\). Its Fourier transform leads to

$$H_{\text{sq},K} = -2t \sum_{K,\sigma} (\cos K + \cos (L_x - 1)K)c_{i,\sigma}^\dagger c_{i,\sigma},$$ \hspace{1cm} (S5)

where \(c_{K,\sigma} = (1/\sqrt{L_x L_y}) \sum_{x,y} \exp(iK r) c_{x,y,\sigma}\), and the momentum \(K\) is defined along the projected 1D periodic chain as \(K = \frac{2\pi}{L_x L_y} n\) with \(n = n_x + n_y\), \(n = 0, 1, \ldots, L_x L_y - 1\).

The energy dispersion (S5) for \(L_x = 8\) and \(L_y \to \infty\) is shown in Fig. S1. Let us then calculate the ground-state energy at half filling, where the shaded areas are occupied by electrons. Since \(\cos K + \cos (L_x - 1)K = 2 \cos \frac{L_x K}{2} \cos \frac{(L_x - 2)K}{2}\),
the Fermi points denoted by red and blue circles are given as

\[
\frac{L_x K_r}{2} = \frac{\pi}{2} + n_r \pi \rightarrow K_r = \frac{\pi}{L_x} (2n_r - 1) \tag{S6}
\]

\[
\frac{(L_x - 2) K_b}{2} = \frac{\pi}{2} + n_b \pi \rightarrow K_b = \frac{\pi}{L_x - 2} (2n_b - 1), \tag{S7}
\]

respectively, where \(n_r, n_b = 1, 2, \ldots, \) Thus,

\[
e_0 = -\frac{2t}{\pi} \int_{\varepsilon(K) < 0} dK (\cos K + \cos (L_x - 1) K)
= -\frac{2t}{\pi} \int_0^\pi dK (\cos K + \cos (L_x - 1) K) \theta(-\varepsilon(K))
= -\frac{4t}{\pi} \left( \left[ \sin K + \sin[(L_x - 1) K] \frac{\pi}{L_x - 1} \right]_0^{2\pi} + \left[ \sin K + \sin[(L_x - 1) K] \frac{2\pi}{L_x - 2} \right] + \cdots + \left[ \sin K + \sin[(L_x - 1) K] \frac{(L_x - 1) \pi}{L_x - 2} \right] \right)
= -\frac{4t}{\pi} \left[ \left( \frac{\sin \pi}{L_x} + \frac{3\pi}{L_x} + \cdots + \frac{(L_x - 1) \pi}{L_x} \right) + \frac{1}{L_x - 1} \left( \frac{\sin (L_x - 1) \pi}{L_x} + \frac{3(L_x - 1) \pi}{L_x} + \cdots + \frac{(L_x - 3)(L_x - 1) \pi}{L_x} \right) \right]
= -\frac{4t}{\pi} \left[ \left( \frac{\sin \pi}{L_x} + \frac{3\pi}{L_x} + \cdots + \frac{(L_x - 3) \pi}{L_x} \right) \frac{1}{L_x - 1} \left( \frac{\sin (L_x - 1) \pi}{L_x} + \frac{3(L_x - 1) \pi}{L_x} + \cdots + \frac{(L_x - 3)(L_x - 1) \pi}{L_x} \right) \right]. \tag{S8}
\]

Applying the formula \(\sin x + \sin(3x) + \cdots + \sin[(2n - 1)x] = \frac{1 - \cos(2nx)}{2\sin x}\) to Eq. (S8), we obtain

\[
e_0 = -\frac{4t}{\pi} \left( \frac{1}{\sin \frac{\pi}{L_x}} + \frac{1}{(L_x - 1) \sin \left( \frac{L_x - 1}{L_x} \pi \right)} - \frac{1}{\sin \frac{\pi}{L_x - 2}} - \frac{1}{(L_x - 1) \sin \left( \frac{L_x - 2}{L_x - 2} \pi \right)} \right)
\xrightarrow{L_x \rightarrow 1} \frac{4t}{\pi} \left( \frac{L_x}{\pi} + \frac{L_x}{\pi(L_x - 1)} - \frac{L_x - 2}{\pi} + \frac{L_x - 2}{\pi(L_x - 1)} \right) \xrightarrow{L_x \rightarrow \infty} -\frac{16}{\pi^2}. \tag{S9}
\]

This coincides with Eq. (S3). Thus, we can confirm that the finite-size systems under SBC are adiabatically connected to the thermodynamic limit.
The symmetries of cluster are different between using SBC and periodic boundary conditions (PBC). Let us here explain it by taking a square-lattice cluster as an example. A cluster with \( L \times L \) sites has a \( C_4 \) rotational symmetry under PBC. Accordingly, the number of independent momenta is \( \frac{L^2}{8} + \frac{L}{2} + 1 \). On the other hand, when SBC are applied, the rotational symmetry is reduced from \( C_4 \) to \( C_2 \) due to the splitting of the degenerate energy levels. Then, the number of independent momenta is increased to \( \frac{L^2}{8} + 1 \). In Fig. S2(a,b), possible momenta for a \( 4 \times 4 \) cluster under PBC and SBC are shown, and the independent ones denoted by filled circles are 6 and 9, respectively. As a result, the density of states with SBC is closer to the thermodynamic limit one, see Fig. S2(c,d).
FLEXIBILITY OF SPIRAL BOUNDARY CONDITIONS

FIG. S3: (a) 2D square-lattice cluster where a region framed by red line is the original cluster. This application of SBC is consistent with an ordered state with modulation of \( k = (\pi, 0) \). (b) A possible application of SBC for 10-site non-rectangular cluster. (c) 2D triangular-lattice cluster where a region framed by red line is the original cluster. This application of SBC is consistent with an ordered state with modulation of \( k = (2\pi/3, 2\pi/3) \). The sites belonging to different sublattices are color-coded.

As noted in the main text, the way of 1D projection using SBC is not unique [1]. This means that the modulation of wave function can be controlled more flexibly than PBC. The way used for 2D square lattice in the main text is appropriate to study a state with modulation of \( k = (\pi, \pi) \), like a Néel state. However, if we study a state with modulation of \( k = (\pi, 0) \), it is more convenient to use another application way of SBC. It is shown in Fig. S3(a). In this way, the original 2D square-lattice cluster with \( L_x \times L_y \) sites can be exactly mapped onto a 1D chain with nearest- and \( L_x \)-th neighbor hopping integrals, where the translation symmetry is also preserved. The Hamiltonian is written as

\[
\mathcal{H}_{0, \text{sq}} = -t \sum_{\sigma} \sum_{i=1}^{L_x L_y} (c_{i,\sigma}^\dagger c_{i+1,\sigma} + c_{i,\sigma}^\dagger c_{i,\sigma+L_x,\sigma} + \text{H.c.}),
\]

and its Fourier transform leads to

\[
\mathcal{H}_{\text{sq}, K} = -2t \sum_{K, \sigma} (\cos K + \cos L_x K) c_{K,\sigma}^\dagger c_{K,\sigma},
\]

where \( n = n_x + L_x n_y = 0, 1, \ldots, L_x L_y - 1 \). It is interesting that both \( k = (\pi, \pi) \) in Fig. 1(a) of the main text and \( k = (\pi, 0) \) in Fig. S3(a) are represented by a \( k = \pi \) modulation in the projected 1D chain.

In fact, when we apply SBC, there is in general no reason to stick to lattices which are square, rectangle, or parallelogram. A cluster shape and number of sites can be relatively-flexibly chosen under SBC. For instance, we can construct a lattice with 10 sites as shown in Fig. S3(b). We can easily confirm that the mapped 1D chain has nearest- and 2nd neighbor bonds and the translational symmetry is preserved. Thus, we are allowed to control the application way of SBC depending on considered physics.

As another example, let us consider a state with modulation of \( k = (2\pi/3, 2\pi/3) \). This corresponds to a 120° structure in the triangular-lattice Heisenberg model. Similarly, this state can be represented by 1D chain with translation symmetry, as shown in Fig. S3(c). For a cluster with \( L_x \times L_y \) sites, the 2D system can be exactly mapped onto a 1D chain with nearest- \( (L_x - 2) \)-th, and \( (L_x - 1) \)-th neighbor bonds.

As shown above, the modulation of cluster can be flexibly controlled. In the case of incommensurate order, it would be able to make a convergence of physical quantity to the thermodynamic limit faster by realizing a possibly closest modulation to the incommensurate vector.

[1] M. Nakamura, S. Masuda, and S. Nishimoto, Characterization of topological insulators based on the electronic polarization with spiral boundary conditions, Phys. Rev. B 104, L121114 (2021).
FIG. S4: Density-density correlation functions $C(r)$ for non-interacting fermions on a 2D square lattice at half filling as a function of distance $r$ along bond direction, namely, $(1,0)$ or $(0,1)$, with (a) OBC, (b) PBC, (c) SBC, and (d,e) cylinder. For cylinder, the values for both $(1,0)$ and $(0,1)$ directions are shown. As a reference data, the result for very large system with $100 \times 100$ OBC cluster is plotted by black dots. As expected, it decays like $C(r) \propto 1/r^4$ (black line).

It is interesting to see how correlation functions are affected by boundary conditions. To investigate their long-range behavior, we consider the density-density correlation functions $C(r) = 1 - \langle n_i n_{i+r} \rangle$ of non-interacting fermions on a 2D square lattice because they can be exactly obtained. In Fig. S4 we plot $C(r) = 1 - \langle n_i n_{i+r} \rangle$ as a function of distance $r$ along bond direction, namely, $(1,0)$ or $(0,1)$, at half filling for various boundary conditions. We find that OBC, PBC, and SBC can provide equally good results: For example, the data points up to $r \sim 9$ are almost on the analytical line $C(r) \propto 1/r^4$ for the systems with $L = 18$. On the other hand, the result with cylindrical cluster is obviously worst, namely, the deviation from $C(r) \propto 1/r^4$ is largest. As is well known [1], the result seems to be improved by increasing the system size with keeping the ratio between system length and circumference. Nevertheless, the behavior $C(r) \propto 1/r^4$ can be confirmed only up to $r \sim 5$ in the case of $L_x = L_y = 18$ [see Fig. S4(d)]. It is because that cylindrical boundary conditions impose a kind of spatial anisotropy on the original isotropic 2D square-lattice cluster. Furthermore, surprisingly, the result cannot be improved by increasing the system length if the circumference is kept [Fig. S4(e)].

As discussed above, we may choose either OBC or SBC when correlation functions for 2D system are studied. However, a 2D system under OBC can be easily disturbed by Friedel oscillations once it is doped or any interaction is switched on. Therefore, SBC could be a first choice for DMRG study of correlation functions for 2D systems.

[1] A.W. Sandvik, Finite-size scaling and boundary effects in two-dimensional valence-bond solids, Phys. Rev. B 85, 134407 (2012).
FIG. S5: Finite-size-scaling analysis of the ground-state energy for non-interacting fermions on a 2D square lattice at half filling with (a) OBC, (b) PBC, (c) SBC, and (d-f) cylinder. The exact ground-state energy in the thermodynamic limit, $e_0 = -\frac{16}{\pi^2}$, is denoted by red square. The solid and open circles denote the ground state energy per site and per two bonds, respectively. For cylinder, scaling analyses along system length $L_x$ for given circumferences $L_y$ are performed in (d), and then scaling analysis along circumference direction is performed in (e), where the extrapolated values obtained in (d) are used. Also, scaling analysis with keeping $L_x = L_y$ is performed in (f).

We here look into finite-size-scaling behavior of the ground-state energy for each of boundary conditions. In Fig. S5 we perform finite-size-scaling analyses of the ground-state energy for non-interacting fermions on a 2D square lattice at half filling with various boundary conditions. Note that the result for SBC [Fig. S5(c)] is equivalent to Fig. 3(c) in the main text. The scaling behavior for OBC is straightforward [Fig. S5(a)], which is similar to that for the case of 1D projected open chain under SBC [Fig. S5(c)]. On the other hand, the ground-state energy approaches to its thermodynamic-limit value as $1/L^2$ for PBC. If we use DMRG, the ground-state energies can be calculated only for $L \lesssim 10$ with 2D periodic clusters. Thus, the finite-size-scaling analysis of the ground-state energy would be difficult for PBC.

When we use cylinder, finite-size-scaling analysis must be performed along two orientations, e.g., $x$- and $y$-directions. First, the scaling analyses along system length $L_x$ for given circumferences $L_y$ are performed to obtain the $L_x \to \infty$ values of the ground-state energy for each $L_y$ [Fig. S5(d)]. Next, with using the obtained $L_x \to \infty$ values further scaling analysis along circumference direction $L_y$ is performed [Fig. S5(e)]. Similarly to the case of PBC, the scaling behavior looks like $e_0 = -\frac{16}{\pi^2} + \alpha/L_y^\beta$ ($\alpha < 0$, $\beta > 2$). Therefore, accurate estimation of the ground-state energy for 2D itinerant systems using DMRG with cylindrical clusters may be not very practical, considering that there would be some uncertainty in the extrapolation to $L_x \to \infty$ and the extrapolated values can be obtained only for $L_y \lesssim 10$. We also perform a scaling analysis with keeping $L_z = L_y$ in Fig. S5(f). The scaling behavior looks simple but deviates from a linear function like for OBC and open chain under SBC.

For the above reason, OBC or SBC would be a best choice for estimating the ground-state energy of 2D systems in the thermodynamic limit.
TABLE I: Discarded weight $w_d$ and the ground-state energy $E_0(m)$ of the half-filled square-lattice Hubbard model at $U/t = 8$ as functions of system size $L \times L$ and the number of density-matrix eigenstates kept in the renormalization $m$, where SBC are applied. The ground-state energy at $m \to \infty$ was obtained by a linear fit of $E_0(m)$ vs. $w_d$.

We here check the accuracy of DMRG calculations under SBC (periodic chain). In Table I the discarded weight $w_d$ and the ground-state energy $E_0(m)$ of the half-filled square-lattice Hubbard model at $U/t = 8$ are shown as a function of the number of density-matrix eigenstates kept in the renormalization $m$ for various system sizes $L \times L$. For all cases the ground-state energy at $m \to \infty$ ($w_d \to 0$) can be accurately obtained by a linear fit of $E_0(m)$ vs. $w_d$. We also find that the discarded weight is roughly proportional to $L$, i.e., $w_d \propto L$. Nevertheless, the discarded weight is still order of $\sim 10^{-5}$ even for $12 \times 12$. This may fall into the category of an accurate DMRG calculation for 2D fermionic system.

In Table II the discarded weight in the DMRG calculation for the square-lattice Heisenberg model is compared between various boundary conditions. The discarded weight is almost comparable for OBC and cylinder, and somewhat larger for the SBC-projected periodic chain. Surprisingly, it is much smaller when the SBC-projected open chain is studied. Thus, from the viewpoint of discarded weight, OBC, SBC, and cylinder can be equally good options in DMRG calculation for 2D systems.
TABLE II: Discarded weight $w_d$ and the ground-state energy $E_0(m)$ of the square-lattice Heisenberg model as a function of the number of density-matrix eigenstates kept in the renormalization $m$ for system sizes $6 \times 6 \ (L = 6)$ and $8 \times 8 \ (L = 8)$ with various boundary conditions. The ground-state energy at $m \rightarrow \infty$ was obtained by a linear fit of $E_0(m)$ vs. $w_d$.

| $m$   | $L = 6$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ | $L = 8$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ |
|-------|---------|-------|----------|-------------------------|---------|-------|----------|-------------------------|
| 1000  | 1.100e-07 | -21.72673267 | 0.000005340 | 8.166e-06 -39.60759545 | 0.01078493 |
| 2000  | 6.466e-09 | -21.72678301 | 0.00000307 | 1.587e-06 -39.61627493 | 0.00210544 |
| 3000  | 9.883e-10 | -21.72675556 | 0.00000051 | 5.714e-07 -39.61762743 | 0.00075294 |
| 4000  | 2.279e-10 | -21.72675992 | 0.00000015 | 2.636e-07 -39.61803809 | 0.00034228 |
|       | -21.72678607 |                   |             | -39.61838038 |

| $m$   | $L = 6$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ | $L = 8$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ |
|-------|---------|-------|----------|-------------------------|---------|-------|----------|-------------------------|
| 1000  | 2.981e-05 | -24.40302953 | 0.03605799 | - | - | - |
| 2000  | 9.188e-06 | -24.42949472 | 0.01019281 | - | - | - |
| 3000  | 3.938e-06 | -24.43541285 | 0.00427468 | - | - | - |
| 4000  | 1.982e-06 | -24.43743236 | 0.00225516 | - | - | - |
|       | -24.43968752 |                   |             | - |

| $m$   | $L = 6$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ | $L = 8$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ |
|-------|---------|-------|----------|-------------------------|---------|-------|----------|-------------------------|
| 1000  | 9.130e-06 | -24.45300594 | 0.00801971 | 9.025e-05 -42.79118365 | 0.32899812 |
| 2000  | 1.661e-06 | -24.45965335 | 0.00137230 | 4.565e-05 -42.96307806 | 0.15710371 |
| 3000  | 5.365e-07 | -24.46058729 | 0.00043835 | 2.898e-05 -43.02157949 | 0.09860228 |
| 4000  | 2.260e-07 | -24.46083548 | 0.00019017 | 1.973e-05 -43.05183014 | 0.06835163 |
|       | -24.46102565 |                   |             | -43.12018177 |

| $m$   | $L = 6$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ | $L = 8$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ |
|-------|---------|-------|----------|-------------------------|---------|-------|----------|-------------------------|
| 1000  | 1.037e-09 | -23.07464567 | 0.00000050 | 9.819e-07 -41.31375095 | 0.32899812 |
| 2000  | 2.447e-11 | -23.07464616 | 0.00000001 | 1.161e-07 -41.31476448 | 0.0014811 |
| 3000  | 2.351e-12 | -23.07464617 | $<10^{-8}$ | 2.987e-08 -41.31487486 | 0.00037733 |
| 4000  | 3.837e-13 | -23.07464618 | $<10^{-8}$ | 1.058e-08 -41.31491259 | 0.0001379 |
|       | -23.07464618 |                   |             | -41.31491259 |

| $m$   | $L = 6$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ | $L = 8$ | $w_d$ | $E_0(m)$ | $E_0(m) - E_0(\infty)$ |
|-------|---------|-------|----------|-------------------------|---------|-------|----------|-------------------------|
| 1000  | 3.349e-08 | -23.09009340 | 0.00000050 | 4.299e-06 -41.3358356 | 0.00569929 |
| 2000  | 1.512e-09 | -23.09010942 | 0.00000001 | 7.296e-07 -41.34831689 | 0.00096415 |
| 3000  | 2.012e-10 | -23.09011008 | 0.00000001 | 2.339e-07 -41.34890806 | 0.00030198 |
| 4000  | 4.556e-11 | -23.09011016 | 0.00000001 | 9.196e-08 -41.34916154 | 0.00012131 |
|       | -23.09011018 |                   |             | -41.34928284 |
ADVANTAGES OF SPIRAL BOUNDARY CONDITIONS

FIG. S6: 2D square-lattice $6 \times 6$ cluster with (a) OBC, (b) PBC, and (c) cylinder. In each cluster an optimal order of sites for DMRG simulation is denoted by numbers.

In DMRG simulations we have to choose a proper boundary condition for considered system and quantities. The applicability of DMRG to a lattice system can be roughly judged by the distance between two sites connected by the longest-range term in the system. The distance is denoted by $d$ below. In general, the DMRG calculation is difficult if $d$ is larger than $\sim 10$. Let us then estimate the values of $d$ for various boundary conditions. In Fig. S6 an optimal order of sites to give the shortest $d$ for a 2D square-lattice cluster is illustrated for each boundary condition. When we use OBC or cylinder, $d$ is $L$ for a $L \times L$ cluster. This is comparable to that for SBC ($d = L - 1$ or $d = L$). However, if we use PBC, $d$ jumps to $2L$. This is definitely ill-conditioned for DMRG treatments. For example, the system size is limited up to $L \sim 6$ in the Heisenberg model. Therefore, PBC may be firstly excluded from the choice, although it is naively thought to be a most versatile boundary condition in numerical calculations.

In fact, either OBC or cylinder is typically employed in the previous DMRG simulations. These boundary conditions are technically rather convenient for DMRG simulations because the value of $d$ can be reduced down to $L$ with the optimal order of sites. Nevertheless, they could often lead to some sorts of problems in the physical properties. The followings are examples of issues: With OBC, the bulk state can be significantly disturbed by Friedel oscillations, and also the properties of bulk and edge states can be completely different due to the missing outside bonds especially in doped systems. These problems could be managed by controlling open edges for a specific states, and however, it is not always successful. With cylinder, a kind of spatial anisotropy is introduced in spite of the original isotropic 2D square-lattice cluster. A most problematic point is that short loops of bonds are formed along the circumference direction. This could results in an unnatural periodicity of the wave function as well as an unexpected plaquette constraint of particles or spins. Accordingly, as shown in the previous section of Supplemental Material, the density-density correlation functions can be largely disturbed by cylindrical boundary.

With SBC, Friedel oscillations can be avoidable and no artificial short loops of bonds are created. Also, $d$ if only $L$ or $L - 1$. Furthermore, a SBC-projected chain with open boundary is used, the accuracy of DMRG calculation is even better than that with OBC and cylinder as shown in the previous section of Supplemental Material. Thus, SBC enables us to perform accurate DMRG calculations with skirting some sorts of finite-size effects seen in OBC and cylindrical clusters. However, we expect that SBC does not always provide better results. For example, OBC may be more appropriate to study a system exhibiting valence-bond-solid state such as plaquette/bond order; and, a cylindrical cluster may be more appropriate to study a system exhibiting magnetic/charge/bond ordered state with spatial rotation symmetry breaking.

We thus think that SBC can be a main option of the boundary conditions in DMRG calculations for the above technical and physical reasons.