Complex system health condition estimation using tree-structured simple recurrent unit networks
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Abstract
Modern production has stricter requirements for the reliability of complex systems; thus, it is meaningful to estimate the health of complex systems. A complex system has diverse observation features and complex internal structures, which have been difficult to study with regard to health condition estimation. To describe continuous and gradually changing time-based characteristics of a complex system’s health condition, this study develops a feature selection model based on the information amount and stability. Then, a reliability tree analysis model is designed according to the selected relevant features, the reliability tree is developed using expert knowledge, and the node weight is calculated by the correlation coefficient generated during the feature selection process. Using the simple recurrent unit (SRU), which is a time series machine learning algorithm that achieves a high operating efficiency, the results of the reliability tree analysis are combined to establish a tree-structure SRU (T-SRU) model for complex system health condition estimation. Finally, NASA turbofan engine data are used for verification. Results show that the proposed T-SRU model can more accurately estimate a complex system’s health condition and improve the execution efficiency of the SRU networks by approximately 46%.
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Abbreviations

AHP Analytic hierarchy process
CN Component node
CNN Convolutional neural network
FRA Fault tree analysis
GRU Gated recurrent unit
IN Information node
ISS Information-stability selection
LSTM Long short-term memory
LVW Las Vegas wrapper
RNN Recurrent neural networks
RT Reliability tree
RTA Reliability tree analysis
SHI System health index
SRU Simple recurrent unit
TIEDVD Time interval equal discharge voltage difference
TSA Tree structure analysis
T-SRU Tree-structure SRU

Introduction
With the development of health management technologies, the scope of their application scenarios has broadened. In high-precision fields such as aviation and aerospace, the complexity of key systems is increasing. Establishing a health condition estimation model for complex systems has thus become an active area of research [1]. The typical process of complex system health condition estimation, as shown in Fig. 1, includes the following two key steps [2]. First, feature processing consists of feature selection and feature organization. Due to the diverse types of complex system health condition features, it is necessary to select those features that are closely related to the health condition. This process is called feature selection, which can alleviate problems of dimensionality and improve the execution efficiency of the follow-up health condition estimation model [3]. In addition,
because the complex system contains multiple components, it is also necessary to effectively organize these large numbers and multiple types of health condition features (i.e., feature organization). Hierarchical analysis can typically be performed according to the complex system internal structures, which can effectively improve the accuracy of the health condition estimation model [4]. Second, estimation modelling includes sequence (time series) characteristics mining and estimation standard formulation. Different from fault diagnosis research, health condition estimation only considers the performance degradation process of the system, which is a continuous and gradually changing time series process. Health condition feature sequences contain a lot of time series information, which require the estimation models to be mined [5]. In addition, because complex systems typically do not have explicit health indices, their health condition is relative, and corresponding estimation standards must be formulated [6] by analysing degradation process data. However, it is difficult to formulate relatively objective and reasonable estimation standards. Thus, the complex system health condition can be estimated through feature processing and estimation models.

Because there are diverse types of complex system health condition features, if no selection is performed and all features are directly used for health condition estimation, this will cause the dimensionality problems in the estimation model and may reduce the estimation accuracy of the model. In machine learning currently, features that have a positive impact on the current learning task are called relevant features, and features that have no impact or even a negative impact on the current learning task are called irrelevant features [7]. The process of selecting relevant features is called feature selection. Commonly used feature selection models primarily include filter selection, wrapper selection, and embedding selection. The difference between the three is whether the estimation result is used as the basis for feature selection [8]. Because the complex system health condition is typically difficult to accurately describe, it is difficult to combine the estimation results for feature selection. Also, due to the gradual change in those health conditions, its relevant features should show a certain degree of stability and relative monotonicity. Therefore, the filter feature selection model, which does not need to rely on the estimation results, that is based on statistics can quickly and more directly select the relevant features of the complex system degradation process [9].

For complex system health condition estimation, it is insufficient to only select the health condition-relevant features at an appropriate scale. Due to the high coupling of the internal structure and functions of the complex system, it is also necessary to select the relevant features and organize them effectively, which means assigning a reasonable logical relationship. Only in this way can a more accurate complex system health condition estimation be achieved. Commonly used feature organization models include the analytic hierarchy process (AHP) and tree structure analysis (TSA). AHP requires a lot of expert knowledge and is highly subjective and difficult to apply directly [10]. TSA uses a tree structure relationship by analysing the internal operating mechanism of the complex system and then combines it with other machine learning algorithms to estimate the health condition of the complex system, which has good adaptability [11].

In past studies of health condition estimation, feature selection and organization are often used separately and fail to be combined organically: a sufficient number of features are typically selected, and then, a comprehensive estimation is performed; or all features are organized, and then, a machine learning algorithm is used to obtain the estimation. However, for complex systems, due to the diverse types of health condition features and the complex internal structure, feature selection and organization must be combined. Only by selecting features first and then effectively organizing the selected features can the health condition of the complex system be more accurately estimated. This study develops an information-stability selection (ISS) model for feature selection, draws on the hierarchical analysis idea of fault trees, and then establishes a reliability tree analysis (RTA) model to effectively organize relevant features.

In previous studies, artificial neural networks [12], coupled neurons [13], adaptive particle filters [14] and other data-driven health estimation models used have a common mathematical foundation: input data are independent and are part of identical distributions. However, the health condition of a complex system is a continuous and gradually changing time-series process, which does not meet the characteristics of independence and identical distributions. The distribution changes as time goes on, which also agrees with the reality of ageing equipment in operation [15]. Due to its continuous and gradual characteristics, relevant features contain a large amount of time-series information. Therefore, time-series data mining algorithms such as recurrent
neural networks (RNN) are applicable [16] and can produce more accurate complex system health condition estimation. However, the linear execution characteristics of time-series data mining models typically yield low execution efficiencies. Particularly for a learning model that contains a large number of multiple types of observation features, such as a complex system, the algorithm execution speed will decrease [17]. Therefore, we use the latest research results of RNN called the simple recurrent unit (SRU), which is a time-series machine-learning algorithm with a more efficient execution rate [18]. Combined with the ISS model and RTA model mentioned above, a tree-structure SRU (T-SRU) model is developed to improve the efficiency of algorithm execution based on fully mining the time series characteristics of complex system health conditions.

Few systematic publications exist about the health condition estimation method of complex systems. Previous research primarily focused on simple components such as oil pipelines, lithium batteries, and rotating bearings [19]. Health condition features, such as crack length [20], time interval equal discharge voltage difference (TIEDVD) [21] and gyro deflection angle [22], are considered and have a strong correlation with the health condition of the above-mentioned research objects, directly describing the declining trend of their health condition. Also, a complex system can be considered as a black box and directly predict the remaining useful life without real-time health condition estimation. However, real-time complex system health condition estimation is more important to high-precision equipment such as spacecraft. However, a complex system is more complex than these research objects. It is difficult to abstract a system health index because the health condition of the complex system is just a relative concept, and it is difficult to accurately describe it with a single index. Therefore, we use the transfer learning model [23] and first consider normal-operation data and failure data to train the estimation model to achieve coarse-grained health condition estimation. Then, combined with the characteristics of the gradual decline of health conditions, the coarse-grained model is fine-tuned using sampling data of the entire life cycle to obtain a fine-grained estimation model.

The classification and typical methods of the existing health condition estimation models, as well as the commonalities and differences between these methods and the T-SRU, are shown in Table 1.

This study is motivated by the following: (1) research on the health condition estimation of complex systems such as spacecraft has important practical significance, but there are few related studies currently primarily because complex systems typically do not have a comprehensive health index; and (2) complex systems have complex internal structures and diverse observation features. Feature selection, feature organization, and health condition estimation are thus required concurrently. However, there is no published collaborative model of these three components.

The primary contributions of this paper are as follows:

- We propose a comprehensive complex system health condition estimation method, which allows for the collaborative calculation of feature selection, feature organization and condition estimation.
- We propose a feature selection method based on information stability. Selection results can be combined with expert knowledge to construct a reliability tree, and this tree structure can be used to design a T-SRU estimation model.
- We use transfer learning to solve the lack of a single health index for complex systems and realize the health condition estimation of complex systems.

The remainder of this paper is organized as follows. ISS feature selection and RTA feature processing methods are described in detail in the following section. In the next section, we introduce the implementation process of the T-SRU model. In the next section, turbofan engine data are used to verify the proposed method. Conclusions and future directions are given in the next section.

**Complex system health condition feature processing model**

With increasing system complexity, the types of health condition features also expand. Finding relevant features that can effectively describe the health condition of a complex system from the various types of health condition features and effectively organizing these health conditions’ relevant features has become critical to complex system health condition estimation [24].

**Feature selection model based on information amount and stability**

Because there are many types of health condition features of the complex system, the health condition estimation is performed directly without feature selection. This process may cause the dimensionality problems with machine learning algorithms, which could make the algorithm inefficient and difficult to converge. Conversely, this process may be affected by irrelevant features, which may cause overfitting and cannot accurately describe the degradation process of the complex system health condition [7]. Therefore, the number of input features of the health estimation model and the estimation accuracy generally satisfy the relationship shown in the curve below (Fig. 2): the appropriate number of features can achieve the best estimation accuracy, and too few or too many features will reduce estimation accuracy [9].
Table 1 Literature review

| Estimation model | Typical method | Commonalities | Differences |
|------------------|----------------|---------------|-------------|
| Knowledge model  | Analytic hierarchy process, belief rule base, etc | The reliability tree construction in T-SRU requires the participation of expert knowledge. In addition, knowledge has an important impact on the final estimation results | The knowledge model directly uses expert knowledge to estimate the system health condition, while T-SRU is primarily using the input data |
| Physical model   | Physical equivalent circuits, electrochemical analysis, etc | The reliability tree in T-SRU is a simplification and simulation of a complex system internal structure. The coefficients of each node in T-SRU can be considered to describe a simple physical equivalent model of system reliability | The physical model obtains an approximate result of the reliability by analysing and simulating the internal operating state of the system, but this type of method is only suitable for relatively simple devices and is difficult to apply to complex systems |
| Data-driven model| Recurrent neural networks, convolutional neural network, etc | T-SRU is essentially a data-driven method with a combination of various statistical methods and neural networks. By setting parameters and combining with existing data, the black-box model is trained to obtain health condition estimation results | T-SRU analyses a complex system’s internal structure using expert knowledge and simple physical equivalent models such as reliability trees, whose output results are not completely determined by the input data |

Fig. 2 Schematic diagram of the relationship between the number of features and the accuracy of estimation

Therefore, it is necessary to select a specific number of features. The commonly used feature selection models primarily include filter selection, wrapper selection, and embedding selection. The classification is based on whether the selection model refers to the health condition estimation results.

The filter model does not depend on the health condition estimation results, directly selects the features by establishing a certain feature measurement model, and then uses these selected relevant features for estimation model training. Therefore, the filter model typically achieves good computational efficiencies, but feature selection is highly dependent on the feature measurement model, which is typically based on the prerequisite of a better understanding of the distribution of all the health condition features. A typical feature selection model such as Relief considers the importance of the features by designing a related statistic [25].

The wrapper model completely relies on the health condition estimation results, which means that relevant features are selected using the estimation results. Therefore, the wrapper model can achieve high-precision feature selection, but its execution efficiency is low. A typical wrapper feature selection model is the Las Vegas wrapper (LVW), which uses a random strategy to search for relevant features by combining the estimation results [26]. The embedding model partially uses the health condition estimation results and continuously optimizes the feature set during model training. Therefore, from a theoretical analysis, the embedding model partly improves the execution efficiency while ensuring accuracy. However, this ideal balance state is difficult to achieve in the real model training process, and multiple comparison experiments are required to determine the final set of relevant features. Typical embedding feature selection models such as L1 regularization can make the solution sparse during model training, effectively reduce the dimension of the problem, and improve the efficiency of the machine learning algorithm [27].

Due to the difficulty in accurately describing the complex system health condition, it is difficult for the wrapper model or the embedding model to obtain accurate estimation results as a selection reference. In addition, due to the gradual characteristics of the complex system health condition, its relevant features should show a certain degree of stability and relative monotonicity. It would be convenient to use the filter feature selection model based on statistics, which can
For the relevant features of the complex system health condition, two basic requirements must be met. The first is to include sufficient information. Because the health condition is a gradual decline process, the changes in some features may be weak, and it is difficult to identify after noise is superimposed. Therefore, only those features that change markedly during the entire life cycle are more practical, which is easier to apply to health condition estimation. The second is stability. For a complex system of the same type and different entities, the features of their health condition should show similar distribution characteristics throughout their entire life cycle.

Based on the above analysis, we propose an information-stability selection (ISS) model that is used to select relevant features of the complex system health condition, which primarily includes three steps. The first step is to select the information amount. Starting from the distribution of the features themselves because the health condition is a gradually declining process, there are many features that exhibit small changes, which make it difficult to provide sufficient information for the health condition estimation. A cumulative relative information amount is designed in this study to calculate the information amount coefficient matrix of the features and to select those health condition features with sufficient information. The second step is stability selection. Starting from the distribution of the same feature under different conditions, a stable feature distribution is required for health condition estimation. This study uses the Pearson coefficient to select the stable distribution in the time sequence (i.e., the feature that changes more regularly). The third step is to synthesize the correlation coefficient matrix of the relevant feature according to the coefficients generated by the information and stability selection. The implementation process of the ISS model is shown in Fig. 3.

The cumulative relative information amount calculation method is as follows.
The stability calculation uses the Pearson coefficient, and the computation equation is as follows:

\[
R(x_i, u) = \frac{\sum_{T=1}^T x_i^j u_k - \sum_{T=1}^T x_i^j \sum_{T=1}^T u_k}{\sqrt{\sum_{k=1}^p (x_i^k)^2} \sqrt{\sum_{k=1}^p (u_k)^2}} \tag{1}
\]

For the health condition features, the amount of information evaluates the time series changes, and the stability evaluates the distribution differences of the feature under different work conditions. Therefore, the features with sufficiently large variations and stable distributions under different conditions can describe the health degradation of the complex system more accurately. The calculation of the feature correlation is as follows:

\[
H(x^j) = \alpha F(x^j) + \beta \sum_{i=1}^p R(x_i^j, u) \quad \alpha + \beta = 1 \tag{2}
\]

Based on this analysis, the ISS model can select features for the complex system, but there is still a strong hierarchical coupling relationship between the complex system health condition and the relevant features. Therefore, it is necessary to construct an effective tree analysis model based on the internal structure of the complex system to use these relevant features more effectively.

### Feature organization model based on reliability tree analysis

For a complex system, because there is no objective health condition index, such as the remaining capacity of lithium batteries, the health condition of complex systems is a relative concept and has a certain degree of subjectivity. In the study of complex system health condition estimation, the key is how to effectively associate the relevant features with the system health condition. Currently, there are two common ideas used in the complex system health condition estimation. First, the health condition of the components with the most degradation is considered to be the overall health condition of the complex system; thus, the goal of the algorithm is to find the current shortest board of the complex system. Second, we perform a weighted summation of the different components’ health conditions to obtain the system health condition. These two solutions have their own scopes of application, and how to accurately describe the complex system health condition is a challenging research topic.

Because a complex system often contains multiple key components, the health condition of a single component is associated with multiple relevant features. This many-to-many hierarchical relationship brings certain difficulties to the complex system health condition estimation. Therefore, establishing an effective hierarchical analysis model for relevant features, component health conditions, and system health conditions becomes the key to realizing the health condition estimation of a complex system.
We use fault tree analysis (FTA) and the fuzzy reliability analyser (FRA) method used by Abdelgawad et al. [28] to develop a more general complex system health condition feature organization model, which we call reliability tree analysis (RTA). To standardize the RTA model, we first define several key concepts and define relevant features as the information node (IN), the health condition of a single component as the component node (CN), and the health condition of the system as the system health index (SHI). The organizational relationship of these parts is shown in Fig. 4.

By analysing the feature values of the IN, the current condition of the CN can be obtained. The fusion processing of the CNs can obtain the SHI. Although this model cannot completely express the internal coupling relationship of the complex system, it can be intuitive to understand the logical relationship between the various parts.

The reliability tree $RT = \{ X, Y, r, E, f, g \}$ is a six-tuple, where $X$ is the IN, which contains three parts: feature name, node weight, and feature value. $Y$ is the CN, which contains the component node, name, node weight, and health condition value. $r$ is the root node, which is SHI. $E$ is the set of edges between nodes, primarily including the names and directions of connecting nodes. $f$ is the corresponding relationship between the input data and the node. $g$ is the numerical mapping relationship between nodes, which must be used in conjunction with the $f$ function.

The above definition shows that RT is an ordered attribute tree, which requires certain expert knowledge to construct. The complex system has various types of components and features, and the hierarchical structure is more marked; thus, the RTA model is suitable.

The weight of each node in RT can be calculated from the correlation produced by the ISS model. The calculation method of information node weight and component node weight is as follows:

\[
I(x_u, v) = \frac{H(x_u, v)}{\sum_{v=1}^{V_u} H(x_u, v)},
\]

\[
C(x_u) = \frac{\sum_{v=1}^{V_u} H(x_u, v)}{\sum_{u=1}^{U} \sum_{v=1}^{V_u} H(x_u, v)}
\]

where $U$ is the number of component nodes and $V_u$ is the number of information nodes under component node $u$.

**T-SRU model for complex health condition estimation**

**Introduction to RNN and GRU**

Traditional neural networks have good data fitting capabilities and can better solve various classification and regression problems. However, they are not suitable for processing time series data because traditional neural networks assume that the input data meet independent and identical distributions, while time series data do not meet such assumptions. To effectively process time series data, Pollack et al. proposed a recurrent neural network (RNN) in 1990 [29] and achieved remarkable results in natural language processing. By establishing a time step-based cyclic iterative process in the RNN, the state information of the previous time node is transferred to the current time node, thereby remembering relevant information and being able to process time series data more effectively. The RNN contains two inputs and two outputs. The inputs include the time series data input by the current time node and the hidden state data of the previous time node obtained via iteration. The outputs include the output result of the current time node, and the hidden state must be transferred to the next time node. The architecture of the RNN is shown in Fig. 5.

In Fig. 5, $x$ is the input, $h$ is the hidden variable, $y$ is the output, $U$ is the conversion matrix from the input layer to the hidden layer, $V$ is the conversion matrix from the hidden layer to the output layer, the time series state transfer between the hidden layers is achieved by the weight matrix $W$, and $t$ is the discrete time series state. The transformation relationship between various variables in RNN can be described as:

\[
h_t = \sigma(Ux_t + Wh_{t-1}),
\]

\[
y_t = \sigma(Vh_t),
\]

where $\sigma(x)$ is a nonlinear activation function such as tanh and sigmoid, and the network parameters are updated through the gradient descent algorithm.

In an RNN, because the state at any time needs the hidden state information of the previous time node, the algorithm can only be executed sequentially. As the dimensionality and length of time series data increase, the number of parameters in RNN increase at an exponential rate, resulting in a marked drop in network computing efficiency, and problems of gradient vanishing and gradient exploding are prone to occur. Therefore, traditional RNNs cannot effectively process long-term series of data.

To improve the execution efficiency of RNNs, networks such as long short-term memory (LSTM) networks and gated recurrent units (GRUs) have been proposed. LSTM achieved selective memory by designing gate units that mitigate gradient vanishing and gradient explosion in RNNs, as well as excessive dependence on recent data; thus, LSTM is more suitable for processing time series data with longer sequences [30]. However, due to the introduction of more parameters, the training of LSTM is more difficult. To solve the LSTM training problem, Cho Kyunghyun et al. proposed the GRU algorithm, which achieved a simplified gate unit and algorithm performance similar to LSTM [31]. The computational
efficiency of GRU has been markedly improved compared to earlier RNNs. The internal structure of the GRU is shown in Fig. 6.

The conversion relationship of each variable in GRU can be described by the following equations:

\[ r_t = \sigma (R \times [x_t, h_{t-1}]) \]

\[ z_t = \sigma (U \times [h_{t-1}, x_t]) \]

\[ h'_t = \tanh (W \times [r_t \odot h_{t-1}, x_t]) \]

\[ h_t = (1 - z_t) \odot h_{t-1} + z_t \odot h'_t \]

\[ y_t = \sigma (V \odot h_t) \]

where \( r \) is the reset gate, \( z \) is the update gate, \( \sigma (x) \) is the sigmoid function, \([a, b]\) represents the splicing operation of the vector, \( R \) is the weight matrix of the reset gate, \( h'_t \) is the candidate hidden state, and \( \odot \) is the Hadamard product. The
Tree-structured simple recurrent unit

RNN and its variants exhibit good performance for processing time series data, but even for LSTM or GRU, its calculation still has a serial design and thus cannot efficiently use the parallel computing ability of the computer. When faced with a large amount of data, such as the health condition of the complex system, the execution rate of the algorithm will decrease. To effectively improve the computational efficiency of RNNs, Tao Lei et al. proposed a simple recurrent unit (SRU) in 2017 [18]. Using a light recurrent unit, SRU can effectively extract the input data and hidden states in the time series data and decouples the front and back time series relationships so that the SRU can perform parallel calculations. In addition, SRU also uses high network technology, adding additional connections to the network, making the training process jumpy, and markedly improving the training rate of the network [32]. The structure of the SRU is shown in Fig. 7.

The relationship of various variables in the SRU can be described by the following equations:

\[
\begin{align*}
f_t &= \sigma(Fx_t + b_f), \\
h_t &= f_t \odot h_{t-1} + (1 - f_t) \odot Ux_t, \\
r_t &= \sigma(Rx_t + b_r), \\
y_t &= r_t \odot \tanh(h_t) + (1 - r_t) \odot x_t,
\end{align*}
\]

where \( F \) and \( b_f \) are the parameter matrix and offset of the forget gate, respectively, and the remaining parameters are consistent with the previous section. Based on the structure and variable relationship of the SRU, the forget gate control does not depend on the data at \( t - 1 \) time; thus, it has the basis for parallel computing. Concurrently, by introducing \( (1 - r_t) \odot x_t \) such a jump parameter to the output \( h_t \), the back propagation of the gradient is realized. Therefore, the SRU can achieve better training results when the number of network layers is large and can effectively avoid the occurrence of gradient vanishing.

In the health condition estimation of the complex system, each relevant feature presents a certain hierarchical relationship with the health condition of the system. With the help of the reliability tree constructed in the previous section, this paper proposes a tree-structure SRU (T-SRU) model for the health condition estimation of a complex system.

A memory module is added to the SRU, which is used to save the tree structure health condition relationship of the complex system. Combined with previous research on tree-structure RNNs, the commonly used tree structures can be divided into two types. The first is the child-sum tree, which directly uses the output value of each child node as the input of the parent node. In this structure, the parent node can selectively forget the input value of a child node through a forget gate but does not set dynamic weights for each child node. This tree structure is suitable for datasets with a large number of child nodes and no explicit hierarchical structure [33]. The second is the N-ary tree that considers the different effects of the output value of the child node on each gate and is implemented by setting the corresponding weight matrix. This type of tree structure is suitable for a dataset with a relatively small number of child nodes, and a dominant tree structure can be constructed [34].

Combining the ISS model and the RTA model proposed above, the N-ary tree structure should be used for the health condition estimation of the complex system; thus, we propose a new type of SRU algorithm with an N-ary tree structure, and its implementation structure is shown in Fig. 8.

The input of the T-SRU is no longer limited to input data and hidden states and can also be the output of other SRU units. Considering node SRU-2 in Fig. 8 as an example, its gate structure is shown in Fig. 9. The forget gate of node SRU-2 contains four partial inputs, which are its own input data, the data of information node \( x_4 \), and the output result of SRU-4 & SRU-5. The hidden state of node SRU-2 includes three partial inputs, which are the hidden state of the node at the previous time and the output hidden states of SRU-4 & SRU-5.

For the \( n \)th node, its internal parameter update method can be expressed as:

\[
\begin{align*}
f_t &= \sigma(Fx_t + \sum_{l=1}^{N} F_l^{(a)} h_{l,t} + b_f), \\
h_t &= f_t \odot \left( h_{t-1} + \sum_{l=1}^{N} W_l^{(a)} h_{l,t} \right) + (1 - f_t) \odot Wx_t, \\
r_t &= \sigma(Rx_t + \sum_{l=1}^{N} R_l^{(a)} h_{l,t} + b_r), \\
y_t &= r_t \odot \tanh(h_t) + (1 - r_t) \odot x_t,
\end{align*}
\]

where \( j \) is a certain child node and \( N \) is the number of child nodes of node \( n \). Thus far, this section has designed the internal parameter update method of the T-SRU model.
T-SRU model for complex system health condition estimation

Based on the above discussion, we propose a T-SRU-based complex system health condition estimation model, and its implementation process is shown in Fig. 10.

As shown in Fig. 10, the implementation process of the T-SRU model proposed in this paper is:

Step 1: The complex system health condition feature set is input, and the ISS model is used to select the relevant features and obtain the correlation coefficient.

Step 2: Expert knowledge is used to build a reliability tree of the complex system and calculate the weight of each node.

Step 3: We establish a T-SRU architecture based on the reliability tree and the weight of each node.

Step 4: The normal operation data and failure data of the time series are used in the training set to pretrain the T-SRU to obtain a coarse-grained estimation model.

Step 5: To mitigate the effects of noise in the data, we use the entire life cycle health condition sampling data to fine-tune the coarse-grained estimation model to obtain a fine-grained model.

Step 6: We input the time series test data into the fine-grained health condition estimation model to obtain the test estimation results.

Case study

Considering the characteristics of a complex system with multiple features and components, we use turbofan engine data from NASA [35] to perform complex system health condition estimation experiments. The dataset includes four types of engines, and each type of engine contains a training set and a test set. The training data record 24 monitoring data in each flight cycle before failure, and the test data only contain incomplete life cycle monitoring data. The first type of engine (FD001) contains only one working condition and one failure mode. This section primarily uses this type of engine to verify the performance of the complex system health condition estimation models.

The feature selection, feature organization, and condition estimation methods proposed in this paper are both interrelated and independent of each other. Different programming
languages and platforms are used in the real coding process, among which feature selection and feature organization are coded in M language and run on the MATLAB R2020a platform. Condition estimation is performed using Python 3.8 and TensorFlow 2.4. The CPU of the experimental platform is Intel i7 1165G7, its primary frequency is 2.80 GHz with a maximum turbo frequency of 4.7 GHz, and the L3 cache is 12 MB. The system memory is 16 GB, the GPU is NVIDIA GeForce MX450, and the software environment is Windows 10.

**Feature processing**

The FD001 dataset contains 24 types of monitoring data. The first three data types are used to describe operating conditions, and the other 21 are performance features of related components. The internal structure of this engine type can be expressed as the Fig. 11.

First, we perform feature selection and select the first 20 engines of FD001 data. To mitigate the influence of different data lengths on the experimental results, 30 time series data are extracted at equal intervals in each engine. The average information amount and stability (Pearson coefficient) are calculated as shown below.

Because the amount of information changes, it is difficult to quantitatively evaluate it; thus, it can only be used as one of the estimation criteria to remove those features that hardly change, such as features 6, 10, 11, and 15 in Fig. 12. Therefore, $\alpha$ should be small and is set equal to 0.3 in this section. The Pearson coefficient has a more intuitive response to the stability of the feature, and the corresponding relationship is as follows:

$$R(\mathbf{x}, \mathbf{u}) = \begin{cases} 
0.8 - 1, & \text{Highly correlation} \\
0.6 - 0.8, & \text{Strong correlation} \\
0.4 - 0.6, & \text{Moderate correlation} \\
0.2 - 0.4, & \text{Weak correlation} \\
0 - 0.2, & \text{Uncorrelated} 
\end{cases}$$  \tag{19}

To test the effectiveness of the ISS model, different numbers of engines ($P$) and sampling times ($T$) are selected, and the correlation coefficient is as follows.

Figure 13 shows that when $P$ (the number of selected engines) increases, $H$ (feature correlation) decreases because as the number of selected engines increases, more environmental impacts are included; thus, the relevant features are representative declines. When $T$ (the number of samples per group of engines) increases, $H$ decreases due to the presence
of noise. As the number of samples increases, the degradation curve fluctuates more widely, resulting in a decrease in stability and thus a decrease in $H$. However, under different experimental conditions, the results obtained by the ISS model are similar, which verifies the effectiveness of the ISS model.

The final selected features are the features ‘T50’, ‘P30’, ‘Ps30’, ‘phi’, ‘BPR’, ‘W31’ and ‘W32’, which are in the green box.

Combining the corresponding expert knowledge, the following R-tree is obtained. When $P = 60$ and $T = 60$, we calculate the weight of each node (Fig. 14).

After computation, seven INs and four associated CNs are selected. The INs T50 and W32 are the outlet temperature and cooler bleed of the CN LPT, and the INs P30, Ps30 and BPR are the outlet total pressure, outlet static pressure and ratio of fuel flow to Ps30 of the CN HPC. The IN Phi is the bypass ratio of the CN Fan, and the IN W31 is the cooler bleed of the CN HPT.

The failure mode of FD001 data is HPC degradation, the 3/7 features (P30, Ps30 and BPR) selected by the proposed ISS model are directly related to HPC, and the weight of CN HPC is 0.433, which is much higher than other CN weights. This weight indicates the effectiveness of the ISS model and RTA model proposed in this paper.

Comparison of the different estimation models

We set the SRU parameters according to the R-tree structure in the previous section and set a three-layer network structure for each of the four CNs. The input unit number of each CN is the number of INs corresponding to this CN. The size of the hidden layer is 20, and the node number of the output layer is 1. The SHI node also has a 3-layer network structure, the input units are those 4 CNs, the size of the hidden layer is 20, and the node number of the output layer is 1. The initial weight of each input layer uses the corresponding weight in the R-tree. The loss functions of the network pretraining and
In the literature about device health management, health condition estimation is often used as part of remaining useful life (RUL) prediction. For example, Liu et al. used the fuzzy clustering method for health condition estimation and then used LSTM for prediction [36]. Kim et al. used a deep CNN combined with a multitask learning (MT-CNN) framework to perform health condition estimation and RUL prediction [37]. The application of these methods is often complex, involving data standardization, smoothing, feature clustering, life stage division and other preparation stages. These preparation stages require considerable expert knowledge and control parameters, which make these methods difficult to generalize. However, the proposed ISS selection model can automatically build a reliability tree and assign the initial weights to corresponding network nodes, which produces good generalizability. To perform a comparative experiment, we use logistic regression [38], fuzzy clustering [36] and MT-CNN [37], and refer to the corresponding literature for the appropriate parameter settings. The initial learning rate of each SRU is 0.01, the learning rate is attenuated by 90% per 1500 iterations, the maximum number of iterations is 6000, the number of engines during fine-tuned training is 60, and the number of samples is 60.

To effectively compare the estimation accuracy of different types of methods, the original data are not smoothed and staged to avoid the influence of subjective parameters on the experimental results. This experiment uses the last 99 engines in train_FD001 as the training data and uses the first engine as the test data. The first five flight cycles of each engine are selected as the normal operating state, and their health condition value is 1. The last two flight cycles are the failure state, and their health condition values are 0, which are used to train each estimation model. All initial data are normalized so that their values fall within [0,1]. When not performing feature selection, the SRU network based on the transfer learning idea is used to compare experiments with other models. The results are shown in Fig. 15.

These results show that the fuzzy clustering model cannot achieve complex system health condition estimation without feature selection. This result likely occurs because this model uses the distance between the feature set and the initial state as a parameter. However, the feature set contains many irrelevant features, which exhibit a strong change (e.g., features 7, 8 and 22 from the experiment in the previous section). Therefore, the distance-based model cannot achieve accurate estimation. The logistic regression model is based on an exponential function, which can describe the degradation process of the complex system, but there is an important phenomenon of premature ageing. From the 90th set of data, there is a significant performance degradation, which is inconsistent with the conclusion in the mainstream literature that this engine began to decline after approximately 130 groups [39]. Therefore, the logistic regression model cannot describe the engine’s performance degradation accurately. However, the MT-CNN model can roughly describe the degradation of the engine, but its estimation results exhibit marked fluctuations during degradation, which is consistent with the experimental results of [37] under multiple operating conditions. This result likely occurs because the data in the degradation period account for a low proportion of the entire life cycle, and the deep network model is prone to overfitting. Although this fluctuation persists in the SRU model, due to the characteristics of time series learning, the SRU model achieves the health condition estimation of the complex system in a relatively stable manner. Therefore, time series learning models such as SRU are more suitable for complex system health condition estimation research.

Next, based on feature selection, we use the proposed T-SRU model, where the number of engines and the number
of samples during fine-tuning training are still equal to 60, and those other models are used for comparison experiments. The results are shown in Fig. 16.

As shown in Fig. 16, based on feature selection, each model can roughly fit the engine’s health degradation process. The premature ageing phenomenon of the logistic regression model and the mid-stage fluctuation phenomenon of the MT-CNN model still exist. Although the estimation results have improved, the limitations of the above model are still evident when estimating the health condition of a complex system. Because the T-SRU model uses the full life cycle time series sampling data to fine-tune the coarse-grained model, it can more stably and accurately describe the degradation of the health condition of the complex system.

Based on this analysis, the selected SRU model is suitable for complex system health condition estimation, and the T-SRU model constructed with the ISS model and RTA model can achieve more stable and accurate complex system health condition estimation.

**Health condition estimation effectiveness of the T-SRU model**

In this section, the influence of the ISS model, RTA model and sampling numbers on the convergence speed of the T-SRU model is discussed. We consider no feature selection, feature selection without tree organization, and feature selection with tree organization without calculating node weights as the comparison group with T-SRU. Under the conditions of different engine numbers and sample numbers, the algorithm running time of the above four cases is computed, and the results are shown in Fig. 17.

The parts marked by the red circles in Fig. 17 show that without feature selection, the SRU algorithm cannot converge when a lot of data is present primarily due to the increase in irrelevant features and the amount of data, which greatly increases the learning cost of the algorithm. Considering feature selection without tree organization, when the number of engines is 90, and the number of samples of each engine is 150 (when less than 150, all samples are selected), convergence is not achieved within the limited number of
iterations. Considering feature selection and tree organization without using the RTA model to calculate the node weight, the run time is typically longer than that of the T-SRU model. Therefore, the T-SRU model markedly improves the operating speed of the SRU algorithm. Considering the no-tree-structure SRU as a baseline, the computational efficiency of the T-SRU method improves by approximately 46%. Therefore, the T-SRU model can more efficiently estimate the health condition of a complex system. However, the high execution speed of the model is important in real production.

All previous experiments are only for a certain engine to verify the general validity of the proposed T-SRU model. This section uses 80% of the data in train_FD001 as the training set and the remaining 20% as the test set. After feature selection by the ISS model, logistic regression, fuzzy clustering, MT-CNN, and T-SRU were used for health condition estimation. Experimental results show that the premature ageing phenomenon of the logistic regression model and the mid-stage fluctuation phenomenon of the MT-CNN model are still relatively important, which is consistent with the single-engine experimental results in the previous subsection. However, the...
estimation results of the fuzzy clustering and T-SRU methods on the test set are shown in Fig. 18.

As shown in Fig. 18, the engines in the FD001 data show a marked degradation trend and eventually fail, which conforms to the distribution characteristics of the FD001 training dataset and verifies the general validity of the proposed T-SRU model. Although the fuzzy clustering model can also describe the degradation trend of FD001 data, it has more significant fluctuations in the early stage, which is inconsistent with the reality that the early performance of the engine is maintained well. For the estimation results of the entire life cycle, the stability of the T-SRU model is also better than that of the fuzzy clustering model. From a theoretical analysis, this result occurs because fuzzy clustering is based on distance and cannot assign effective weights to data in each dimension; thus, the model is more sensitive to data fluctuations. The T-SRU method calculates the weight of each node separately through the RTA model, which effectively improves the stability of the estimation model.

This section shows that the T-SRU model proposed in this paper could improve the convergence speed of the SRU algorithm, avoid dimensionality problems, and effectively estimate the health condition of all the FD001 training engines, indicating a general validity of the complex health condition estimation. Therefore, the proposed T-SRU model can achieve relatively efficient and accurate health condition estimation of a complex system.

Control parameters of the T-SRU model

The T-SRU model includes basic parameters such as $\alpha$, $\beta$, $P$, and $T$, as well as network parameters such as the number of network layers, the number of hidden neurons, and the type of activation function that controls the SRU estimation model. $\alpha$ and $\beta$ are primarily used to balance the respective proportions of information amount and stability in feature selection. Because the amount of information is relative, stability is often more important in practical processing applications. In the previous subsection, we set $\alpha = 0.3$ and $\beta = 0.7$. However, under the conditions of $P = 60$ and $T = 60$, $\alpha = 0.7$, $\beta = 0.3$; $\alpha = 0.5$, $\beta = 0.5$; $\alpha = 0.3$, $\beta = 0.7$; $\alpha = 0.1$, $\beta = 0.9$, and the correlation coefficients are described by shown in Fig. 19.

When $\alpha$ is large, the correlation coefficient of each feature is typically large, resulting in small differences. Therefore, making $\alpha$ small maximizes the difference of each feature. $\alpha$ has little effect on the feature selection result but does affect the calculation of the weight of each node in the subsequent RTA model. To achieve a differentiated distribution of the weights of each node, the effect is better when $\alpha$ is between $[0.2, 0.4]$; this relationship is found experimentally. However, $\alpha$ and $\beta$ are determined by the distribution characteristics of the data and must be adjusted for different datasets. The principle of adjustment is to make the correlation coefficient and node weight have a sufficiently differentiated distribution.

Because SRU networks have many control parameters, and there are many more targeted studies, we only discuss the influence of the number of network layers ($L_n$) and the number of hidden neurons ($H_n$) on the health condition estimation results. When $P = T = 60$, $\alpha = 0.3$, and $\beta = 0.7$, $L_n$ is set to 4 and 5, and $H_n$ is set to 30 and 50. Neurons between different layers are fully connected; the other parameter settings and training methods are the same as in the previous section; and the estimation results are obtained in Fig. 20.

These results show that the estimation results are the most stable when $L_n$ is 4 and $H_n$ is 30. However, when $L_n$ is 5...
and Hn is 50, the stability of the estimation results is lowest, and there is a strong fluctuation in the middle period. This result indicates that with increasing Ln and Hn, the estimation model appears to overfit. When Ln and Hn exceed a certain number, the stability of the estimation model will thus decrease. In this case, the change in Hn is larger. Through experiments, we find that when Ln is 4, and the Hn layer is 30, the estimation stability of the model is higher.

This section validates the complex system health condition estimation ability of the T-SRU model with NASA turbofan engine degradation data. Results show that the T-SRU can effectively integrate feature selection, feature organization and condition estimation to achieve a more accurate health condition estimation of complex systems and improve the execution efficiency of the SRU networks by approximately 46%.

**Conclusion**

A complex system is characterized by its diverse feature types, complex internal structure, and lack of an explicit health index; thus, its health condition estimation models have always been a challenging research topic. In response to the abovementioned difficulties, we propose a feature selection model based on the amount of information and stability. This feature selection model is verified using NASA turbofan engine data, and results show that this model can stably and effectively select relevant features with a larger amount of information and a more stable distribution, which are suitable for complex system health condition estimation. In combination with the internal tree-structure distribution characteristics of the complex system, a reliability tree analysis model is designed, and the node weight is calculated based on the correlation coefficient generated during the feature selection process. The effectiveness of reliability tree analysis is verified by analysing the turbofan engine data. Finally,
because health condition features are rich in time-series information, the SRU algorithm with the characteristics of fast time series learning combined with the reliability tree was used to construct the T-SRU model for the health condition estimation of the complex system. Turbofan engine data are used to verify the estimation accuracy of different estimation models and the estimation effectiveness of the T-SRU model separately to verify the complex system health condition estimation ability of the T-SRU model. Experimental results show that the T-SRU model fully considers the characteristics of the complex system and can achieve a more efficient and accurate health condition estimation of the complex system.

This study provides a preliminary exploration of the health condition estimation of complex systems, but there are still many difficulties in performing related research. In the proposed T-SRU method, feature selection, feature organization, and condition estimation are executed sequentially, and there is one-way information transfer between each component. However, this one-way information transmission may accumulate errors; for example, if feature selection is inaccurate, feature organization and condition estimation accuracy will also be inaccurate. Further research should consider dynamic information transmission between feature selection, feature organization and condition estimation based on the embedded feature selection method, and use condition estimation accuracy as the final index for global optimization. Conversely, SRU networks are limited by their timing execution characteristics. Although the tree structure is designed in this study, it still cannot fully and accurately describe the internal structure of the complex system. Recently, health management technology based on graph neural networks has been developed to a certain extent, with the characteristic of expressing graphical structure data. Further research should pay consider the application and development of data-driven methods, which could accurately represent the complex structures of the system.
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Appendix A: Variables

Variables in this paper

| Number | Variables | Meaning |
|--------|-----------|---------|
| 1      | \(x_{i,j}^t\) | The \(j\)th feature sequence of device \(i\) |
| 2      | \(x_{i,k}^t\) | The \(k\)th value of the \(j\)th feature sequence of device \(i\) |
| 3      | \(\bar{x}_{i,j}^t\) | The sampling sequence of the \(j\)th feature sequence of device \(i\) |
| 4      | \(T\) | The number of sampling times |
| 5      | \(C\) | The number of feature types |
| 6      | \(P\) | The number of selected engines (devices) |
| 7      | \(\bar{x}_i\) | The relative information amount of all sample features |
| 8      | \(\alpha\) | The control coefficient of information amount part |
| 9      | \(\beta\) | The control coefficient of stability part |
| 10     | \(x_{u,v}\) | The value of the information nodes \(v\) under component node \(u\) |
| 11     | \(V_u\) | The number of information nodes under component node \(u\) |
| 12     | \(U\) | The number of component nodes |
| 13     | \(x_i\) | The component nodes \(u\) |
| 14     | \(x_t\) | The input variables of time \(t\) |
| 15     | \(h_{t-1}\) | The hidden variable of time \(t\) |
| 16     | \(U\) | The conversion matrix from the input layer to the hidden layer |
| 17     | \(W\) | The conversion matrix from the hidden layer to the output layer |
| 18     | \(V\) | The conversion matrix between the hidden layers |
| 19     | \(y_t\) | The output variables of time \(t\) |
| 20     | \(R\) | The weight matrix of the update gate |
| 21     | \(r_t\) | The reset gate value of time \(t\) |
| 22     | \(h'_t\) | The candidate hidden state of time \(t\) |
| 23     | \(z_t\) | The update gate value of time \(t\) |
| 24     | \(F\) | The parameter matrix of the forget gate |
| 25     | \(b_f\) | The offset of the forget gate |
| 26     | \(f_t\) | The forget gate value of time \(t\) |
| 27     | \(b_r\) | The offset of the reset gate |
| 28     | \(L_1\) | The loss functions of the network pretrain stages |
| 29     | \(L_2\) | The loss functions of the network fine-tune stages |
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