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Abstract

We investigate a nonstochastic bandit setting in which the loss of an action is not immediately charged to the player, but rather spread over the subsequent rounds in an adversarial way. The instantaneous loss observed by the player at the end of each round is then a sum of many loss components of previously played actions. This setting encompasses as a special case the easier task of bandits with delayed feedback, a well-studied framework where the player observes the delayed losses individually.

Our first contribution is a general reduction transforming a standard bandit algorithm into one that can operate in the harder setting: We bound the regret of the transformed algorithm in terms of the stability and regret of the original algorithm. Then, we show that the transformation of a suitably tuned FTRL with Tsallis entropy has a regret of order $\sqrt{(d+1)KT}$, where $d$ is the maximum delay, $K$ is the number of arms, and $T$ is the time horizon. Finally, we show that our results cannot be improved in general by exhibiting a matching (up to a log factor) lower bound on the regret of any algorithm operating in this setting.
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1. Introduction

Multiarmed bandits, originally proposed for managing clinical trials, are now routinely applied to a variety of other tasks, including computational advertising, e-commerce, and beyond. Typical examples of e-commerce applications include content recommendation
systems, like the recommendation of products to visitors of merchant websites and social media platforms. A common pattern in these applications is that the response elicited in a user by the recommendation system is typically not instantaneous, and might occur some time in the future, well after the recommendation was issued. This delay, which might depend on several unknown factors, implies that the reward obtained by the recommender at time $t$ can actually be seen as the combined effect of many previous recommendations to that user.

The more specific scenario of bandits with delayed rewards has been investigated in the literature under the assumption that the contributions of past recommendations to the combined reward is individually discernible —see, e.g., (Neu et al., 2010; Joulani et al., 2013; Cesa-Bianchi et al., 2016; Vernade et al., 2017). Pike-Burke et al. (2018) revisited the problem of bandits with delayed feedback under the more realistic assumption that only the combined reward is available to the system, while the individual reward components remain unknown. This model captures a much broader range of practical settings where bandits are successfully deployed. Consider for example an advertising campaign which is spread across several channels simultaneously (e.g., radio, tv, web, social media). A well-known problem faced by the campaign manager is to disentangle the contribution of individual ads deployed in each channel from the overall change in sales. Pike-Burke et al. (2018) formalized this harder delayed setting in a bandit framework with stochastic rewards, where they introduced the notion of delayed anonymous feedback to emphasize the fact that the reward received at any point in time is the sum of rewards of an unknown subset of past selected actions. More specifically, choosing action $I_t \in [K]$ at time $t$ generates a stochastic reward $Y_t(I_t) \in [0, 1]$ and a stochastic delay $\tau_t \in \{0, 1, \ldots\}$, where $\{Y_t(i), \tau_t\}_{i \in [K], t \in \mathbb{N}}$ is a family of independent random variables such that $Y_1(i), Y_2(i), \ldots$ have a common distribution $\nu_I(i)$ (for all arms $i \in [K]$) and $\tau_1, \tau_2, \ldots$ have a common distribution $\nu_\tau$ with expectation $\mu_\tau$. The delayed anonymous feedback assumption entails that the reward observed at time $t$ by the algorithm is the sum of $t$ components of the form $Y_s(I_s)\mathbb{I}\{\tau_s = t-s\}$ for $s \in \{1, \ldots, t\}$. The main result in (Pike-Burke et al., 2018) is that, when the expected delay $\mu_\tau$ is known, the regret is at most of order of $K((\ln T)/\Delta + \mu_\tau)$, where $\Delta$ is the suboptimality gap. This bound is of the same order as the corresponding bound for the setting where the feedback is stochastically delayed, but not anonymous (Joulani et al., 2013), and cannot be improved in general.

In this work, we study a bandit setting similar to delayed anonymous feedback, but with two important differences. First, we work in a nonstochastic bandit setting, where rewards (or losses, in our case) are generated by some unspecified deterministic mechanism. Second, we relax the assumption that the loss of an action is charged to the player at a single instant in the future. More precisely, we assume that the loss for choosing an action at time $t$ is adversarially spread over at most $d+1$ consecutive time steps $t, t+1, \ldots, t+d$. Hence, the loss observed by the player at time $t$ is a composite loss, that is, the sum of $(d+1)$-many loss components $\ell_t^{(0)}(I_t), \ell_t^{(1)}(I_{t-1}), \ldots, \ell_t^{(d)}(I_{t-d})$, where $\ell_t^{(s)}(I_{t-s})$ defines the $s$-th loss component from the selection of action $I_{t-s}$ at time $t-s$. Note that in the special case when $\ell_t^{(s)}(i) = 0$ for all $s \neq d$, and $\ell_t^{(d)}(i) = \ell_t(i)$, we recover the model of nonstochastic bandits with delays $d_1, d_2, \ldots \leq d$ (which, in particular, reduces to the standard nonstochastic bandits when $d = 0$). Our setting, which we call composite anonymous feedback, can accommodate scenarios where actions have a lasting effect which combines additively over
time. Online businesses provide several use cases for this setting. For instance, an impression that results in an immediate clickthrough, later followed by a conversion, or a user that interacts with a recommended item—such as media content—multiple times over several days, or the free credit assigned to a user of a gambling platform which might not be used all at once.

Our main contribution is a general reduction technique (Composite Loss Wrapper, or CoLoWrapper, Algorithm 1) turning a base nonstochastic bandit algorithm into one operating within the composite anonymous feedback setting. We then show that the regret of CoLoWrapper can be upper bounded in terms of the stability and the regret of the base algorithm (Theorem 4). Choosing as a base algorithm Follow the Regularized Leader (FTRL) with Tsallis entropy, Theorem 4 gives an upper bound of order $\sqrt{(d+1)KT}$ on the regret of nonstochastic bandits with composite anonymous feedback (Corollary 7), where $d \geq 0$ is a known upper bound on the delay, $K$ is the number of actions, and $T$ is the time horizon. This result relies on a nontrivial stability analysis of FTRL with Tsallis entropy that could be of independent interest (Theorem 5). Finally, we show the optimality of the $\sqrt{(d+1)KT}$ rate by proving a matching lower bound (up to a logarithmic factor, Theorem 10). In particular, this shows that, in the nonstochastic case with delay $d$, anonymous feedback is strictly harder than nonanonymous feedback, whose minimax regret was characterized by Cesa-Bianchi et al. (2016) as $\sqrt{(d+K)T}$. See the table below for a summary of results for nonstochastic $K$-armed bandits (all rates are optimal ignoring logarithmic factors).

| NO DELAY                                                                 | DELAYED FEEDBACK                          | ANONYMOUS COMPOSITE FEEDBACK              |
|-------------------------------------------------------------------------|-------------------------------------------|-------------------------------------------|
| $\sqrt{KT}$ (Auer et al., 2002)                                        | $\sqrt{(d+K)T}$ (Cesa-Bianchi et al., 2016) | $\sqrt{(d+1)KT}$ (this paper)             |

We now give an idea of the proof techniques. Similar to (Pike-Burke et al., 2018), we play the same action for a block of at least $2d+1$ time steps, hence the feedback we get in the last $d+1$ steps contains only loss components pertaining to the same action, so that we can estimate in those steps the “true loss” of that action. Unfortunately, although the original losses are in $[0,1]$, the composite losses can be as large as $d+1$ (a composite loss sums $d+1$ loss components, and each component can be as large as 1). This causes a corresponding scaling in the regret, compromising optimality. However, we observe that the total composite loss relative to the same action over any $d+1$ consecutive steps can be at most $2d+1$ (Lemma 2). Hence, we can normalize the total composite loss relative to the same action over $d+1$ consecutive steps, simply dividing by $2d+1$, obtaining an average loss in the range $[0,1]$. This idea leads to the right dependence on $d$ in the regret. The last problem is how to avoid suffering a big regret in the first $d$ steps of each block, where the composite losses mix loss components belonging to more than one action. We solve this issue by borrowing an idea of Dekel et al. (2014c). We build blocks with random endpoints so that their length is (always) at least $2d+1$ and (on average) not much bigger. This random positioning and length of the blocks is the key to prevent the oblivious adversary from causing a large regret in the first half of each block. Moreover, as we prove in Theorem 4, if the distribution over actions maintained by the base algorithm is stable (Definition 3), then the algorithm is not significantly affected by the uncertainty in the positioning of the blocks. Extending our results to the case where $d$ is unknown, Wang et al. (2021) show a
regret bound of order $T^{2/3}$. When $d$ is known, however, their analysis does not guarantee our faster $\sqrt{T}$ rate.

**Further related work** Online learning with delayed feedback was studied in the full information (non-bandit) setting by Weinberger and Ordentlich (2002); Mesterharm (2005); Langford et al. (2009); Joulani et al. (2013); Quanrud and Khashabi (2015); Khashabi et al. (2016); Joulani et al. (2016); Garrabrant et al. (2016); Mann et al. (2019), see also (Shamir and Szlak, 2017) for an interesting variant. The bandit setting with delay was investigated in (Neu et al., 2010; Joulani et al., 2013; Mandel et al., 2015; Cesa-Bianchi et al., 2016; Vernade et al., 2017; Pike-Burke et al., 2018; Li et al., 2019; Thune et al., 2019; Zimmert and Seldin, 2020). Our delayed composite loss function generalizes the composite loss function setting of Dekel et al. (2014a)—see the discussion at the end of Section 2 for details—and is also related to the notion of loss functions with memory. This latter setting has been investigated, e.g., by Arora et al. (2012), who showed how to turn an online algorithm with regret guarantee of $O(T^q)$ into one attaining $O(T^{1/(2-q)})$-policy regret, also adopting a blocking scheme. A more recent paper in this direction is (Anava et al., 2015), where the authors considered a more general loss framework than ours, though with the benefit of counterfactual feedback, in that the algorithm is aware of the loss it would incur had it played any sequence of $d$ decisions in the previous $d$ rounds, thereby making their results incomparable to ours.

2. Preliminaries

We denote the set of positive integers by $\mathbb{N}$ and the set of integers by $\mathbb{Z}$. For all $n \in \mathbb{N}$ we denote the set $\{1, \ldots, n\}$ of the first $n$ integers by $[n]$. We will use the handy convention that, if $(c_t)_{t \in \mathbb{Z}} \subset \mathbb{R}$ and $m, n \in \mathbb{Z}$ are such that $m > n$, then $\sum_{t=m}^{n} c_t = 0$ and $\prod_{t=m}^{n} c_t = 1$. For any $x \in \mathbb{R}$, we denote its positive part $\max\{x, 0\}$ by $x^+$. We start by considering a nonstochastic multiarmed bandit problem on $K$ actions with oblivious losses in which the loss $\ell_t(i) \in [0,1]$ at time $t$ of an action $i \in [K]$ is defined by the sum

$$\ell_t(i) := \sum_{s=0}^{d} \ell_t^{(s)}(i)$$

of $(d + 1)$-many components $\ell_t^{(s)}(i) \geq 0$ for $s \in \{0, \ldots, d\}$. Let $I_t$ denote the action chosen by the player at the beginning of round $t$. If $I_t = i$, then the player incurs loss $\ell_t^{(0)}(i)$ at time $t$, loss $\ell_t^{(1)}(i)$ at time $t + 1$, and so on until time $t + d$. Yet, what the player observes at time $t$ is only the combined loss incurred at time $t$, which is the sum

$$\ell_t^{(0)}(I_t) + \ell_{t-1}^{(1)}(I_{t-1}) + \cdots + \ell_{t-d}^{(d)}(I_{t-d})$$

of the past $d + 1$ loss contributions, where $\ell_t^{(s)}(i) = 0$ for all $i$ and $s$ when $t \leq 0$. Then, we define the $d$-delayed composite loss at time $t$ of a sequence of $d + 1$ actions $i_{t-d}, \ldots, i_t \in [K]$ as

$$\ell_t^{(d)}(i_{t-d}, \ldots, i_t) := \sum_{s=0}^{d} \ell_{t-s}^{(s)}(i_{t-s}) \, .$$
With this notation, the $d$-delayed composite anonymous feedback assumption states that what the player observes at the end of each round $t$ is only the composite loss $\ell^s_t(I_{t-d}, \ldots, I_t)$. The goal of the algorithm is to bound its regret $R_T$ against the best fixed action in hindsight,

$$R_T := \mathbb{E} \left[ \sum_{t=1}^T \ell^s_t(I_{t-d}, \ldots, I_t) \right] - \min_{i \in [K]} \sum_{t=1}^T \ell^s_t(i, \ldots, i).$$

We define the regret in terms of the composite losses $\ell^s_t$ rather than the true losses $\ell_t$ because in our model $\ell^s_t$ is what the algorithm pays overall on round $t$. It is easy to see that a bound on $R_T$ implies a bound on the more standard notion of regret $\mathbb{E} \left[ \sum_{t=1}^T \ell_t(I_t) \right] - \min_k \sum_{t=1}^T \ell_t(k)$ up to an additive term of at most $O(d)$.

Our setting generalizes the composite loss function setting of Dekel et al. (2014a). Specifically, the linear composite loss function therein can be seen as a special case of the composite loss (1) once we remove the superscripts $s$ from the loss function components. In fact, in the linear case, the feedback in (Dekel et al., 2014a) allows one to easily reconstruct each individual loss component in a recursive manner. This is clearly impossible in our more involved scenario, where the new loss components that are observed in round $t$ need not have occurred in past rounds.

3. The CoLoWrapper Algorithm

Our Composite Loss Wrapper algorithm (Algorithm 1) takes as input a standard $K$-armed bandit algorithm $A$ and a Boolean sequence $B$. The base algorithm $A$ operates on standard (noncomposite) losses with values in $[0,1]$, producing probability distributions $q_1, q_2, \ldots$ over the action set $[K]$. The wrapper calls the base algorithm $A$ only in a subset of rounds determined by the Boolean sequence $B$, which we call update rounds.

**Definition 1 (Update round)** We say that $t \in \mathbb{N}$ is an update round with respect to a Boolean sequence $B = (b_t)_{t \in \mathbb{N}} \subseteq \{0,1\}^\mathbb{N}$ if $t \geq 2d + 1$ and $b_t \prod_{s=1}^{2d} (1 - b_{t-s}) = 1$.

Note that if $d > 0$, the condition is equivalent to $b_t = 1$, and $b_{t-1} = \ldots = b_{t-2d} = 0$. If $d = 0$, by our convention, the condition is equivalent to $b_t = 1$.

To help understand our algorithm, we will also define two other types of rounds. We say that $t$ is a draw round if $t = 1$ or the previous round $t - 1$ was an update round. If $t$ is not a draw round, we say that it is a stay round. Note that, if $d = 0$, both draw and stay rounds can be update rounds, while if $d \geq 1$, only stay rounds can be update rounds.

The CoLoWrapper algorithm proceeds in blocks of (random) length of at least $2d + 1$ rounds in which it constantly plays the same action (Figure 1). Blocks in Algorithm 1 are counted by variable $n_t$. Each block $n_t$ consists of a draw round followed by $(2d$ or more) stay rounds, with the last round of the block being also an update round. During a draw round $t$, CoLoWrapper uses its current distribution $p_t$ to draw and play an action $I_t$. During stay rounds, it keeps playing the action that was drawn during the latest draw round. After playing the action $I_t$ for the current round $t$, if $t$ is an update round, CoLoWrapper asks the base algorithm $A$ to make an update of its base distribution $q_{n_t} \rightarrow q_{n_t+1}$ as if $A$ played action $I_t$ and observed as the loss of $I_t$ the quantity $\frac{1}{2d+1} \sum_{s=t-d}^t \ell^s_s(I_{s-d}, \ldots, I_s)$. Then,
Figure 1: Sequence of rounds the algorithm is undergoing when $d = 2$. The top line contains the values of the Boolean sequence $B = (B_t)_{t \in \mathbb{N}}$. The bottom line shows the corresponding types of rounds: each block begins with a $(D)$raw round, followed by a variable number of $(S)tay$ rounds, the last of which is also an $(U)pdate$ round. Since a round $t$ is an update round only if $B_t = 1$ and $B_s = 0$ for the $2d$ previous rounds $s$, the length of each block is at least $2d + 1$.

**Algorithm 1: CoLoWrapper (Composite Loss Wrapper)**

**input:** Base $K$-armed bandit algorithm $A$ and Boolean sequence $B$

**initialize:** let $n_0 = 0$ and $q_1$ be the initial distribution over $[K]$ of $A$

1. for round $t = 1, 2, \ldots$ do
2. if either $t = 1$ or $t - 1$ was an update round (w.r.t. $B$) then
3. let $n_t = n_{t-1} + 1$, $p_t = q_{n_t}$, and draw $I_t \sim p_t$  
// draw
4. else
5. let $n_t = n_{t-1}$, $p_t = p_{t-1}$, and $I_t = I_{t-1}$  
// stay
6. play $I_t$ and observe loss $\ell_{t}(I_{t-d}, \ldots, I_t)$
7. if $t$ is an update round (w.r.t. $B$) then  
// update
8. feed $A$ with arm $I_t$ and loss $\frac{1}{2d+1} \sum_{s=t-d}^{t} \ell_{s}(I_{s-d}, \ldots, I_s)$
9. use the update rule $q_{n_t} \rightarrow q_{n_{t+1}}$ of $A$ to obtain a new base distribution $q_{n_{t+1}}$

the block ends and the distribution of CoLoWrapper at the beginning of the next block $n_{t+1} = n_t + 1$ is $p_{t+1} = q_{n_{t+1}}$.

Note that if $t$ is an update round, the quantity $\frac{1}{2d+1} \sum_{s=t-d}^{t} \ell_{s}(I_{s-d}, \ldots, I_s)$ that is fed back to $A$ relates only to the current action $I_t$, because blocks contain at least $2d + 1$ rounds and the same action is played in all of them.

The following lemma shows that this quantity is indeed in $[0, 1]$, so that it is a legitimate feedback to pass to the base algorithm $A$.

**Lemma 2** For all $t \geq 2d + 1$ and $i \in [K]$,

$$\sum_{\tau=t-d}^{t} \ell_{\tau}(i, \ldots, i) \leq 2d + 1 .$$

**Proof** For all $t \geq 2d + 1$ and $i \in [K]$,

$$\sum_{\tau=t-d}^{t} \ell_{\tau}(i, \ldots, i) = \sum_{\tau=t-d}^{t} \sum_{s=0}^{d} \ell_{\tau-s}^{(s)}(i) = \sum_{s=0}^{d} \sum_{\tau=t-d}^{t} \ell_{\tau-s}^{(s)}(i) = \sum_{s=0}^{d} \sum_{\rho=t-d-s}^{t-s} \ell_{\rho}^{(s)}(i)$$
≤ \sum_{s=0}^{d} \sum_{\rho=t-2d}^{t} \ell_{s_{\rho}}^s(i) = \sum_{\rho=t-2d}^{t} \sum_{s=0}^{d} \ell_{s_{\rho}}^s(i) = \sum_{\rho=t-2d}^{t} \ell_{\rho}(i) = t - (t - 2d) + 1 = 2d + 1.

As a final remark, we point out that, albeit the algorithm is parameterized with an entire sequence \( B \), at each time \( t \), it does not require the knowledge of the sequence at future times \( t+1, t+2, \ldots \). This implies in particular that these Boolean values could be produced and fed to CoLoWrapper in an on-line fashion.

4. Upper Bound

We begin by formalizing the notion of stability (of the base algorithm), in terms of which we express the performance of the CoLoWrapper algorithm.

**Definition 3 (\( \xi \)-stability)** Let \( \xi > 0 \), \( A \) be a \( K \)-armed bandit algorithm, and \( (q_n)_{n \in \mathbb{N}} \) be the (random) sequence of probability distributions over actions \([K]\) produced by \( A \) during a run over rounds \( \{1, 2, \ldots\} \). We say that \( A \) is \( \xi \)-stable if for any round \( n \), we have

\[
\mathbb{E} \left[ \sum_{i \in [K]} (q_{n+1}(i) - q_n(i))^+ \right] \leq \xi.
\]

In the previous definition, note that since \( \sum_{i \in [K]} q_{n+1}(i) = 1 = \sum_{i \in [K]} q_n(i) \), then

\[
\|q_{n+1} - q_n\|_1 = \|q_{n+1} - q_n\|_1 + \sum_{i \in [K]} (q_{n+1}(i) - q_n(i))^+ = 2 \sum_{i \in [K]} (q_{n+1}(i) - q_n(i))^+.
\]

Therefore, the \( \xi \)-stability of an algorithm is equivalent to controlling the expected \( \|\cdot\|_1 \)-distance between any two consecutive probability distributions produced by the algorithm. We stick to the positive part definition as this is the quantity that naturally appears in the analysis.

We can now state our main result of this section.

**Theorem 4** If we run CoLoWrapper with a \( \xi \)-stable base \( K \)-armed bandit algorithm \( A \) and an i.i.d. sequence \( B = (B_t)_{t \in \mathbb{N}} \) of Bernoulli random variables with bias \( \beta \in (0, 1) \) (independent of the randomization of \( A \)), then, for any time horizon \( T \geq 2d + 1 \), the regret \( R_T \) satisfies

\[
R_T \leq 2d + \frac{2d + 1}{d + 1} \left( 3d + 2d\beta(1 - \beta)^{2d} \xi T + \frac{1}{\beta(1 - \beta)^{2d}} R_{\lfloor T/(2d+1) \rfloor} \right)
\]

where \( R_{\lfloor T/(2d+1) \rfloor} \) is the worst-case regret after \( \lfloor T/(2d+1) \rfloor \) rounds of \( A \) (for an adversarial setting with \([0, 1]\)-valued losses).
Proof Fix an arbitrary horizon $T \geq 2d + 1$ and an arm $i^* \in [K]$. Let, for all $t \geq 2d + 1$, $c_t := \mathbb{E}[\ell^*_t (I_{t-d}, \ldots, I_t) - \ell^*_t (i^*, \ldots, i^*)]$ , $a := 2d + 1$, and $b := T$.

Applying the elementary identity in Lemma 11 (Appendix A) in step (*) below, we obtain

$$R_T = \sum_{t=1}^{T} c_t + \sum_{t=2d+1}^{T} c_t \leq \sum_{t=1}^{2d} \mathbb{E} [\ell^*_t (I_t)] + \sum_{t=2d+1}^{T} c_t \leq 2d + \sum_{t=2d+1}^{T} c_t$$

$$= 2d + \frac{1}{d+1} \left( \sum_{t=a-d}^{a-1} (t-a+d+1) c_t + (d+1) \sum_{t=a}^{b} c_t + \sum_{t=b+1}^{b+d} (b+d+1-t) c_t \right)$$

$$- \frac{1}{d+1} \sum_{t=a-d}^{a-1} (t-a+d+1) c_t - \frac{1}{d+1} \sum_{t=b+1}^{b+d} (b+d+1-t) c_t$$

Now, applying Lemma 2 in steps (o) below, we get

$$(\nabla) \leq 2d + 2 \frac{2d+1}{d+1} d + \frac{1}{d+1} \sum_{\tau=a}^{\tau=d} \sum_{t=\tau-d}^{\tau} c_t$$

$$= 2d + 2 \frac{2d+1}{d+1} d + \frac{1}{d+1} \sum_{\tau=2d+1}^{T+d} \sum_{t=\tau-d}^{\tau} \mathbb{E} [\ell^*_t (I_{t-d}, \ldots, I_t) - \ell^*_t (I_{t-2d}, \ldots, I_{t-2d})]$$

$$+ \frac{2d+1}{d+1} \sum_{\tau=2d+1}^{T+d} \sum_{t=\tau-d}^{\tau} \left( \ell^*_t (I_{t-2d}, \ldots, I_{t-2d}) - \ell^*_t (i^*, \ldots, i^*) \right)$$

$$\leq 2d + 3 \frac{2d+1}{d+1} d + \frac{1}{d+1} \sum_{\tau=2d+1}^{T+d} \sum_{t=\tau-d}^{\tau} \mathbb{E} [\ell^*_t (I_{t-d}, \ldots, I_t) - \ell^*_t (I_{t-2d}, \ldots, I_{t-2d})]$$

$$+ \frac{2d+1}{d+1} \sum_{\tau=2d+1}^{T+d} \sum_{t=\tau-d}^{\tau} \left( \ell^*_t (I_{t-2d}, \ldots, I_{t-2d}) - \ell^*_t (i^*, \ldots, i^*) \right)$$

$$= 2d + 3 \frac{2d+1}{d+1} d + (I) + \frac{2d+1}{d+1} \times (II) .$$

1. Here, we refer to the infinite sequence of losses $(\ell^*_t)_{s \in \{0, \ldots, d\}, t \in \mathbb{N}}$ (and the respective composite losses $(\ell^*_t)_{t \in \mathbb{N}}$). If the problem is formalized only with a finite sequence $(\ell^*_t)_{s \in \{0, \ldots, d\}, t \in \mathbb{T}}$, it is sufficient to define an arbitrary sequence $(\ell^*_t)_{s \in \{0, \ldots, d\}, t \in \mathbb{T}}$ with $\ell^*_t \geq 0$ and $\sum_{t=0}^{d} \ell^*_t \leq 1$ (and the corresponding composite losses $(\ell^*_t)_{t \in \mathbb{T}}$) and proceed as we do. This trick is needed to invoke Lemma 2, for which it is handy to sum $d$ rounds into the future.
We upper bound the two terms (I) and (II) separately. First, let \( \mathcal{U} \) be the (random) set of update rounds
\[
\mathcal{U} := \{ \tau \in [T] : \tau \text{ is an update round (w.r.t. } B) \}.
\]
For the first term (I), we have
\[
(I) = \frac{1}{d+1} \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \mathbb{E} \left[ \sum_{t=\tau-d}^{\tau} \sum_{s=0}^{d} \ell^{(s)}_{t-s}(i)(p_{t-s}(i) - p_{\tau-2d}(i)) \right]
\]
\[
\leq \frac{1}{d+1} \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \mathbb{E} \left[ \max_{t \in \{\tau-d, \ldots, \tau\}, s \in \{0, \ldots, d\}} (p_{t-s}(i) - p_{\tau-2d}(i)) \right] \sum_{t=\tau-d}^{\tau} \ell^{(0)}_{t}(i, \ldots, i)
\]
\[
\leq \frac{2d+1}{d+1} \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \mathbb{E} \left[ \max_{t \in \{\tau-d, \ldots, \tau\}, s \in \{0, \ldots, d\}} (p_{t-s}(i) - p_{\tau-2d}(i)) \right] \sum_{t=\tau-d}^{\tau} \ell^{(0)}_{t}(i, \ldots, i)
\]
\[
= \frac{2d+1}{d+1} \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \sum_{\sigma = \tau-2d}^{\tau-1} \mathbb{E} \left[ \mathbb{I} \{\sigma \in \mathcal{U}\} (p_{\sigma}(i) - p_{\tau-2d}(i))^{+} \right] =: (\bigstar)
\]
where (\bigstar) follows by Lemma 2 together with the fact that the max in the previous line is always nonnegative (to see this, simply observe that picking \( t = \tau - d \) and \( s = d \) within the max makes \( p_{t-s}(i) = p_{\tau-2d}(i) \)), and (\bigstar) follows by the facts that the max in the previous line is always greater than or equal to zero, it can be strictly positive only if there is an update in a round \( \sigma \) with \( \tau - 2d \leq \sigma \leq \tau - 1 \), and there can be at most a single update in \( 2d + 1 \) consecutive time steps. Now, using the facts that \( p_{\tau} = q_{n_{\tau}} \) and that \( n_{\tau} = n_{\tau-2d} + 1 \) on the event \( \{ \sigma \in \mathcal{U}\} \), we get
\[
(\bigstar) = \frac{2d+1}{d+1} \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \sum_{\sigma = \tau-2d}^{\tau-1} \mathbb{E} \left[ \mathbb{I} \{\sigma \in \mathcal{U}\} (q_{n_{\tau-2d}+1}(i) - q_{n_{\tau-2d}}(i))^{+} \right]
\]
\[
= \frac{2d+1}{d+1} \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \sum_{\sigma = \tau-2d}^{\tau-1} \mathbb{E} \left[ \mathbb{I} \{\sigma \in \mathcal{U}\} \mathbb{I} \{n_{\tau-2d} = n\} (q_{n+1}(i) - q_{n}(i))^{+} \right]
\]
\[
= \frac{2d+1}{d+1} \xi \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \sum_{\sigma = \tau-2d}^{\tau-1} \mathbb{E} \left[ \mathbb{I} \{\sigma \in \mathcal{U}\} \mathbb{I} \{n_{\tau-2d} = n\} \right] \mathbb{E} \left[ \sum_{i \in [K]} (q_{n+1}(i) - q_{n}(i))^{+} \right]
\]
\[
\leq \frac{2d+1}{d+1} \xi \sum_{\tau = 2d+1}^{T+1} \sum_{i \in [K]} \sum_{\sigma = \tau-2d}^{\tau-1} \mathbb{P}[\sigma \in \mathcal{U}] \leq \frac{2d+1}{d+1} 2d (1 - \beta)^{2d} \xi T
\]
where (\bigstar) follows by the independence of the Bernoulli sequence \( B \) and the randomization of base algorithm \( A \); (\bigstar) by the \( \xi \)-stability of \( A \); and the last inequality by the fact that the probability that a time step \( \sigma \) is an update round is 0 if \( \sigma \leq 2d \) and \( \beta (1 - \beta)^{2d} \) otherwise.
For the second term (II), set for brevity
\[
\tau : [K] \rightarrow \mathbb{R}, \quad i \mapsto \frac{1}{2d + 1} \sum_{t=\tau - d}^\tau (\ell_t^\infty(i, \ldots, i) - \ell_t^\infty(i^*, \ldots, i^*))
\]
for all \( \tau \geq 2d + 1 \). We first note that
\[
\mathbb{E} \left[ \sum_{\tau \in \mathcal{U}} r_\tau(I_\tau) \right] = \mathbb{E} \left[ \sum_{\tau \in \mathcal{U}} r_\tau(I_{\tau-2d}) \right] = \mathbb{E} \left[ \sum_{\tau = 2d+1}^T r_\tau(I_{\tau-2d}) B_\tau \prod_{s=1}^{2d} (1 - B_{\tau-s}) \right] = \beta(1 - \beta)^{2d} \sum_{\tau = 2d+1}^T \mathbb{E}[r_\tau(I_{\tau-2d})]
\]
where the first identity is a consequence of the fact that if \( \tau \in \mathcal{U} \), then the action \( I_\tau \) played by Algorithm 1 at round \( \tau \) coincides with the actions played in the previous \( 2d \) rounds, i.e., \( I_\tau = \cdots = I_{\tau-2d} \), while the last equality follows by the independence of \( I_{\tau-2d} \) and the vector of Bernoulli random variables \( (B_\tau, \ldots, B_{\tau-2d}) \). Thus,
\[
(II) = \mathbb{E} \left[ \sum_{\tau = 2d+1}^T r_\tau(I_{\tau-2d}) \right] = \frac{1}{\beta(1 - \beta)^{2d}} \mathbb{E} \left[ \sum_{\tau \in \mathcal{U}} r_\tau(I_\tau) \right] = \frac{1}{\beta(1 - \beta)^{2d}} \mathbb{E} \left[ \sum_{\tau \in \mathcal{U}} \frac{1}{2d + 1} \sum_{t=\tau - d}^\tau \ell_t^0(I_t, \ldots, I_t) - \sum_{\tau \in \mathcal{U}} \frac{1}{2d + 1} \sum_{t=\tau - d}^\tau \ell_t^0(i^*, \ldots, i^*) \right]
\]
(2)

Now define for any \( \tau \geq 2d + 1 \),
\[
\tilde{\ell}_\tau : [K] \rightarrow [0, 1], \quad i \mapsto \frac{1}{2d + 1} \sum_{t=\tau - d}^\tau \ell_t^0(i, \ldots, i).
\]
(Note that \( \tilde{\ell}_\tau(i) \in [0, 1] \) for all \( i \in [K] \) by Lemma 2.) Leveraging again the fact that \( \tau \in \mathcal{U} \) implies \( I_\tau = \cdots = I_{\tau-2d} \), yields, for each \( \tau \in \mathcal{U} \),
\[
\frac{1}{2d + 1} \sum_{t=\tau - d}^\tau \ell_t^0(I_{t-d}, \ldots, I_t) = \frac{1}{2d + 1} \sum_{t=\tau - d}^\tau \ell_t^0(I_t, \ldots, I_t) = \tilde{\ell}_\tau(I_\tau).
\]
This shows that the loss Algorithm 1 feeds the base algorithm \( A \) (in line 8) at each update round \( \tau \) is a bandit feedback (for \( A \)) for the arm \( I_\tau \) with respect to the \([0, 1]\)-valued loss \( \tilde{\ell}_\tau \). Therefore, by Equation (2) and the regret guarantees of the base algorithm, we obtain
\[
(II) = \frac{1}{\beta(1 - \beta)^{2d}} \mathbb{E} \left[ \sum_{\tau \in \mathcal{U}} \tilde{\ell}_\tau(I_\tau) - \sum_{\tau \in \mathcal{U}} \tilde{\ell}_\tau(i^*) \right] \leq \frac{1}{\beta(1 - \beta)^{2d}} \mathcal{R}_{\lceil T/(2d+1) \rceil}
\]
where in the last inequality we also used the monotonicity of the worst-case regret \( \tau \mapsto \mathcal{R}_\tau \) and the fact that \( |\mathcal{U}| \leq \left\lceil \frac{T-(2d+1)+1}{2d+1} \right\rceil \leq \left\lceil \frac{T}{2d+1} \right\rceil \).
In conclusion, we have

\[
R_T \leq 2d + 3\frac{2d + 1}{d + 1}d + (I) + \frac{2d + 1}{d + 1} \cdot (II)
\]

\[
\leq 2d + \frac{2d + 1}{d + 1} \left(3d + 2d\beta(1 - \beta)^{2d} \xi T + \frac{1}{\beta(1 - \beta)^{2d}} \mathcal{R}_{[T/(2d+1)]}\right)
\]

hence concluding the proof. ■

We can derive corollaries for various algorithms using Theorem 4. Consider for instance as a base algorithm \( A \) the well-known Exp3 algorithm of Auer et al. (2002). It can be easily shown that Exp3 is \( \eta \)-stable (where \( \eta \) is its learning rate, see Lemma 14 in Appendix C). Combining this fact with its worst-case regret bound

\[
R_N \leq \frac{\ln K}{\eta} + \frac{\eta^2}{K^2},
\]

we obtain that the horizon-\( T \) regret of the CoLoWrapper algorithm with \( A = \text{Exp3}(\eta) \), \( \eta = \sqrt{\frac{d\ln K}{KT}} \), and an i.i.d. sequence \( B \) of Bernoulli random variables with bias \( \beta = \frac{1}{2d+1} \) (independent of the randomization of \( A \)), satisfies

\[
R_T = O(\sqrt{(d + 1)KT \log K}).
\]

Using Follow the Regularized Leader (FTRL) with \( \frac{1}{2} \)-Tsallis Entropy (Algorithm 2), we can remove the \( \log K \) term in the above bound.

---

**Algorithm 2:** Follow The Regularized Leader (FTRL) with \((1/2)\)-Tsallis entropy

**input:** learning rate \( \eta \geq 0 \)

**initialize:** \( \hat{L}_0 = 0 \)

**for** round \( n = 1, 2, \ldots \) **do**

1. Play action \( J_n \) drawn according to

\[
q_n = \arg\min_{q \in \Delta_K} \left( \sum_{i \in [K]} \hat{L}_{n-1}(i)q(i) - 2\eta \sum_{i \in [K]} \sqrt{q(i)} \right)
\]

where \( \Delta_K \) is the probability simplex in \( \mathbb{R}^K \)

2. Observe loss \( \ell_n(J_n) \) and update \( \hat{L}_n = \hat{L}_{n-1} + \hat{\ell}_n \), where

\[
\hat{\ell}_n(i) = \frac{\ell_n(i)}{q_n(i)} \mathbb{I}\{J_n = i\} \quad \forall i \in [K]
\]

However, we still need to prove the stability of Algorithm 2. This is established by the following result, whose (non-trivial) proof is given in Appendix B.

**Theorem 5** Algorithm 2 run with any learning rate \( \eta > 0 \) is \( \xi \)-stable, with

\[
\xi \leq 2 \frac{1 + \ln K}{\eta}
\]

2. The argmin where Algorithm 2 picks each distribution \( q_n \) is always a singleton if \( \eta > 0 \). This is a consequence of Lemma 12, in Appendix B. For the sake of convenience, we also allow the learning rate \( \eta = 0 \), corresponding to a (non-regularized) Follow The Leader algorithm. In this case, multiple minimizers could exist but, for the sake of our results, ties could be broken in any (measurable) way.
The worst-case regret guarantees of FTRL with $\frac{1}{2}$-Tsallis entropy are as follows.\(^3\)

**Theorem 6 (Abernethy et al. 2015)** For each $N \in \mathbb{N}$, the worst-case regret $R_N$ after $N$ rounds of Algorithm 2 run with learning rate $\eta = \sqrt{\frac{N}{2}}$ (in an adversarial setting with $[0,1]$-valued losses) satisfies

$$R_N \leq 2\sqrt{2KN}$$

Combining Theorems 4 to 6, we obtain the following regret bound for composite losses.

**Corollary 7** For any time horizon $T \in \mathbb{N}$, if we run CoLoWrapper using:
- As $A$, Algorithm 2 with learning rate $\eta = \sqrt{\frac{1}{2} \left\lfloor \frac{T}{(2d+1)} \right\rfloor}$
- As $B$, an i.i.d. sequence of Bernoulli random variables with bias $\beta = \frac{1}{2d+1}$ (independent of the randomization of $A$)

then, its regret satisfies

$$R_T \leq c\sqrt{(d+1)KT}$$

where $c = 2\sqrt{2}$ if $d = 0$, and $c = 28$ otherwise.

**Proof** If $d = 0$, then $\beta = 1$ and Algorithm 1 reduces to the base algorithm. The result in this case is therefore implied immediately by Theorem 6.

For the second part, we can assume without loss of generality that $T \geq 2d + 1$, so that $\eta > 0$. Then, plugging $\xi \leq 2\frac{1+\ln K}{\eta}$ (Theorem 5) and $R_{\left\lfloor T/(2d+1) \right\rfloor} \leq 2\sqrt{2K \left\lfloor T/(2d+1) \right\rfloor}$ (Theorem 6) into Theorem 4 gives the result. \(\blacksquare\)

### 5. Lower bound

In this section we derive a lower bound for bandits with composite anonymous feedback. We do that through a reduction from the setting of linear bandits (in the probability simplex) to our setting. This reduction allows us to upper bound the regret of a linear bandit algorithm in terms of (a suitably scaled version of) the regret of an algorithm in our setting. Since the reduction applies to any instance of a linear bandit problem, we can use a known lower bound for the linear bandit setting to derive a corresponding lower bound for our composite setting.

Let $\Delta_K$ be the probability simplex in $\mathbb{R}^K$. At each round $t$, an algorithm $A$ for linear bandit optimization chooses an action $q_t \in \Delta_K$ and suffers loss $\ell_t^T q_t$, where $\ell_t \in [0,1]^K$ is some unknown loss vector. The feedback observed by the algorithm at the end of round $t$ is the scalar $\ell_t^T q_t$. The regret suffered by algorithm $A$ playing actions $q_1, \ldots, q_T$ is

$$R_T^{lin} = \sum_{t=1}^{T} \ell_t^T q_t - \min_{q \in \Delta_K} \sum_{t=1}^{T} \ell_t^T q = \sum_{t=1}^{T} \ell_t^T q_t - \min_{i=1,\ldots,K} \sum_{t=1}^{T} \ell_t^T e_i$$

where $e_1, \ldots, e_K$ are the elements of the canonical basis of $\mathbb{R}^K$ and we used the fact that a linear function on the simplex is minimized at one of the corners. Let $R_T^{lin}(A, \Delta_K)$ denote

---

\(^3\) The analysis of Abernethy et al. (2015) is presented for a more general class of algorithms. A straightforward application of their Corollary 3.2 shows the validity of Theorem 6 for Algorithm 2.
the worst case regret (over the oblivious choice of \( \ell_1, \ldots, \ell_T \)) of algorithm \( A \). Similarly, let \( R_T(A_d, K, d) \) be the worst case regret (over the oblivious choice of loss components \( \ell_t(s)(i) \) for all \( t, s, \) and \( i \)) of algorithm \( A_d \) for nonstochastic \( K \)-armed bandits with \( d \)-delayed composite anonymous feedback. For the sake of clarity, we assume below that the time horizon \( T \) is a multiple of \( d + 1 \). If this is not the case, we can straightforwardly stop at the highest multiple of \( d + 1 \) (smaller than \( T \)) up to paying an additive \( O(d + 1) \) regret. Our reduction shows the following.

**Lemma 8** For any algorithm \( A_d \) for \( K \)-armed bandits with \( d \)-delayed composite anonymous feedback, there exists an algorithm \( A \) for linear bandits in \( \Delta_K \) such that \( R_T(A_d, K, d) \geq (d + 1) \frac{R_{\text{lin}}}{T/(d+1)}(A, \Delta_K) \).

Our reduction, described in detail in the proof of the above lemma (see Appendix D), essentially builds the probability vectors \( q_t \) played by \( A \) based on the empirical distribution of actions played by \( A_d \) during blocks of size \( d + 1 \). Now, an additional lemma is needed (whose proof is also given in the Appendix D).

**Lemma 9** The regret of any algorithm \( A \) for linear bandits on \( \Delta_K \) satisfies \( R_{\text{lin}}(A, \Delta_K) = \tilde{\Omega}(\sqrt{KT}) \).

In the previous lemma, as well as the following result, the \( \tilde{\Omega} \) notation is only hiding a \( \sqrt{\log T} \) denominator. Using the two lemmas above we can finally prove the lower bound.

**Theorem 10** For any algorithm \( A_d \) for \( K \)-armed bandits with \( d \)-delayed composite anonymous feedback, \( R_T(A_d, K, d) = \Omega\left(\sqrt{d+1}KT\right) \).

**Proof** Fix an algorithm \( A_d \). Using the reduction of Lemma 8 gives an algorithm \( A \) such that \( R_T(A_d, K, d) \geq (d + 1) \frac{R_{\text{lin}}}{T/(d+1)}(A, \Delta_K) = \Omega\left(\sqrt{(d+1)KT}\right) \), where we used Lemma 9 with horizon \( T/(d+1) \) to prove the \( \Omega \)-equality.

Although the loss sequence used to prove the lower bound for linear bandits in the simplex is stochastic i.i.d., the loss sequence achieving the lower bound in our delayed setting is not independent due to the deterministic loss transformation in the proof of Lemma 8 (which is defined independently of the algorithm, thus preserving the oblivious nature of the adversary).

6. Conclusions

We have investigated the setting of \( d \)-delayed composite anonymous feedback as applied to nonstochastic bandits. Composite anonymous feedback lends itself to formalize scenarios where the actions performed by the online decision-maker produce long-lasting effects that combine additively over time. A general reduction technique was introduced that enables the conversion of a stable algorithm working in a standard bandit framework into one working in the composite feedback framework. Applying our reduction to the FTRL algorithm with Tsallis entropy, we obtain an upper bounded on the regret of order \( \sqrt{(d+1)KT} \). We then showed the optimality of this rate (up to a logarithmic factor) relying on a lower bound for bandit linear optimization in the probability simplex.
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Appendix A. An Accountants’ Lemma

The next elementary lemma can be proved straightforwardly by swapping the order of the sums (see Figure 2).

Lemma 11 If \((c_t)_{t \in \mathbb{Z}} \subset \mathbb{R}, a, b \in \mathbb{Z}\) are such that \(a \leq b\) and \(d \geq 0\) then

\[
\sum_{t=a-d}^{a-1} (t - a + d + 1) c_t + (d + 1) \sum_{t=a}^{b} c_t + \sum_{t=b+1}^{b+d} (b + d + 1 - t) c_t = \sum_{\tau=a}^{b+d} \sum_{t=\tau-d}^{\tau} c_t.
\]

Appendix B. Stability of FTRL with Tsallis entropy

In this section, we prove a key stability property of FTRL with Tsallis entropy that could be of independent interest. A general technique (Shalev-Shwartz, 2012, Lemma 2.10) to do so for the FTRL family of algorithms is to show that the regularizers are \(\mu\)-strongly convex with respect to the desired norm (in our case, the \(\ell^1\)-norm). To the best of our knowledge, the existing results in this direction (e.g., Reem et al. 2019, Section 7.3) lead to a (probably loose) upper bound on \(1/\mu\) of order \(K\), which in turn yields a suboptimal dependence on \(K\) in the stability of FTRL with Tsallis entropy. To obtain the correct dependence on \(K\) in the regret in Theorem 4, stability of order \(\sqrt{K}\) or better is required instead. If one wanted to follow this path, it would therefore be required to prove the tighter upper bound \(1/\mu \lesssim \sqrt{K}\), which seems non-trivial. Instead, we take a different route skipping this middle step and controlling the stability of FTRL with Tsallis entropy directly.
We begin by showing that, when \( \eta > 0 \), there exists a unique solution of the optimization problem that defines \( q_n \) in Algorithm 2 and provide a formula for it in terms of the corresponding Lagrange multiplier \( \lambda \). An analogous result was stated in (Zimmert and Seldin, 2021, Section 3.3) for the related algorithm Tsallis-INF.

**Lemma 12** Let \( w \in \mathbb{R}^K \) and \( \eta > 0 \). Then

\[
\exists! \lambda_{w,\eta} < \min_{i \in [K]} w(i), \quad \sum_{i \in [K]} \frac{\eta^2}{(w(i) - \lambda_{w,\eta})^2} = 1.
\]

Furthermore, defining for all \( i \in [K] \),

\[
q_{w,\eta}^{\text{opt}}(i) := \frac{\eta^2}{(w(i) - \lambda_{w,\eta})^2},
\]

we have that \( q_{w,\eta}^{\text{opt}} \) is the unique global minimizer of the function:

\[
\Delta_K \to \mathbb{R}, \quad q \mapsto \sum_{i \in [K]} w(i)q(i) - 2\eta \sum_{i \in [K]} \sqrt{q(i)}.
\]

**Proof** Define the two auxiliary functions

\[
f_{w,\eta} : [0, \infty)^K \to \mathbb{R}, \quad q \mapsto \sum_{i \in [K]} w(i)q(i) - 2\eta \sum_{i \in [K]} \sqrt{q(i)}
\]

\[
\phi : [0, \infty)^K \to \mathbb{R}, \quad q \mapsto \sum_{i \in [K]} q(i)
\]

Note that \( f_{w,\eta} \) is strictly convex and continuous on \([0, \infty)^K\) and differentiable on \((0, \infty)^K\). Thus, by the Lagrange multiplier theorem, a point \( q \in (0, \infty)^K \) is the unique global minimizer of \( f_{w,\eta} \) on the simplex \( \Delta_K \) if and only if

\[
\phi(q) = 1 \quad \text{and} \quad \exists \lambda \in \mathbb{R}, \quad \nabla f_{w,\eta}(q) = \lambda \nabla \phi(q)
\]

A direct verification shows that a pair \((q, \lambda) \in (0, \infty)^K \times \mathbb{R}\) satisfies condition (4) if and only if

\[
\lambda < \min_{i \in [K]} w(i), \quad \sum_{i \in [K]} \frac{\eta^2}{(w(i) - \lambda)^2} = 1, \quad \text{and} \quad \forall i \in [K], \quad q(i) = \frac{\eta^2}{(w(i) - \lambda)^2}
\]

Note that, letting \( m := \min_{i \in [K]} w(i) \), the function

\[
g : (-\infty, m) \to \mathbb{R}, \quad \lambda \mapsto \sum_{i \in [K]} \frac{\eta^2}{(w(i) - \lambda)^2}
\]

is continuous, strictly increasing, and it satisfies

\[
\lim_{\lambda \to -\infty} g(\lambda) = 0 \quad \text{and} \quad \lim_{\lambda \to m^-} g(\lambda) = +\infty
\]
hence, there exists a unique \( \lambda_{w,\eta} \in (-\infty, m) \) such that \( g(\lambda_{w,\eta}) = 1 \). Therefore, \( q_{w,\eta}^{\text{opt}} \) is the unique global minimizer of \( f_{w,\eta} \) on the simplex \( \Delta_K \).

This lemma controls the variation of the Lagrange multipliers corresponding to two points that vary by quantity \( \delta \) only in a single coordinate.

**Lemma 13** Let \( \mathbf{w} \in \mathbb{R}^K \) such that \( \mathbf{w}(1) \leq \cdots \leq \mathbf{w}(K) \) and \( \eta > 0 \). Then, for all \( \delta > 0 \) and \( j \in [K] \),

\[
\lambda_{\mathbf{w} + \delta \mathbf{e}_j,\eta} - \lambda_{\mathbf{w},\eta} \leq \frac{1}{j} \delta,
\]

where \( \lambda_{\mathbf{w} + \delta \mathbf{e}_j,\eta} \) and \( \lambda_{\mathbf{w},\eta} \) are defined as in Lemma 12 and \( e_1, \ldots, e_K \) is the canonical basis of \( \mathbb{R}^K \).

**Proof** Define \( \mathcal{X} := \{ (\mathbf{u}(1), \ldots, \mathbf{u}(K), \lambda) \in \mathbb{R}^K \times \mathbb{R} \mid \lambda < \min_{i \in [K]} \mathbf{u}(i) \} \) and

\[
\psi: \mathcal{X} \to \mathbb{R}, \quad (\mathbf{u}(1), \ldots, \mathbf{u}(K), \lambda) \mapsto \sum_{i \in [K]} \frac{\eta^2}{(\mathbf{u}(i) - \lambda)^2}
\]

\[
\Lambda: \mathbb{R}^K \to \mathbb{R}, \quad \mathbf{u} \mapsto \lambda_{\mathbf{u},\eta}
\]

where \( \lambda_{\mathbf{u},\eta} \) is defined as in Lemma 12. By the implicit function theorem, we have that \( \Lambda \) is infinitely differentiable and for all \( \mathbf{u} \in \mathbb{R}^K \),

\[
D_j \Lambda(\mathbf{u}) = -\frac{D_j \psi(\mathbf{u}(1), \ldots, \mathbf{u}(K), \lambda_{\mathbf{u},\eta})}{D_{K+1} \psi(\mathbf{u}(1), \ldots, \mathbf{u}(K), \lambda_{\mathbf{u},\eta})}
\]

\[
= -\frac{-2(\mathbf{u}(j) - \lambda_{\mathbf{u},\eta})^2}{2 \sum_{i \in [K]} (\eta^2/((\mathbf{u}(i) - \lambda_{\mathbf{u},\eta})^3}} = \frac{1}{1 + \sum_{i \in [K], i \neq j} \left( \frac{\mathbf{u}(j) - \lambda_{\mathbf{u},\eta}}{\mathbf{u}(i) - \lambda_{\mathbf{u},\eta}} \right)^3},
\]

where we denoted the partial derivative with respect to the \( j \)-th coordinate by \( D_j \). Now, by the fundamental theorem of calculus,

\[
\lambda_{\mathbf{w} + \delta \mathbf{e}_j,\eta} - \lambda_{\mathbf{w},\eta} = \Lambda(\mathbf{w} + \delta \mathbf{e}_j) - \Lambda(\mathbf{w}) = \delta \int_0^1 D_j \Lambda(\mathbf{w} + s \delta \mathbf{e}_j) \, ds
\]

\[
= \delta \int_0^1 \frac{1}{1 + \sum_{i \in [K], i \leq j-1} \left( \frac{\mathbf{u}(j) + s \delta - \lambda_{\mathbf{w} + s \delta \mathbf{e}_j,\eta}}{\mathbf{u}(i) - \lambda_{\mathbf{w} + s \delta \mathbf{e}_j,\eta}} \right)^3 + \sum_{i \in [K], i \geq j+1} \left( \frac{\mathbf{u}(j) + s \delta - \lambda_{\mathbf{w} + s \delta \mathbf{e}_j,\eta}}{\mathbf{u}(i) - \lambda_{\mathbf{w} + s \delta \mathbf{e}_j,\eta}} \right)^3} ds
\]

\[
\leq \frac{1}{j} \delta.
\]

We can finally prove the stability of FTRL with \( \frac{1}{2} \)-Tsallis entropy.

**Proof of Theorem 5** Consider an arbitrary sequence of losses \( (\ell_m)_{m \in \mathbb{N}} \subset [0, 1] \). Fix any \( \eta > 0 \). For each \( \mathbf{w} \in \mathbb{R}^K \), let \( \lambda_{\mathbf{w}} := \lambda_{\mathbf{w},\eta} \), where \( \lambda_{\mathbf{w},\eta} \) is defined as in Lemma 12. Let \( \mathcal{F}_0 \) be the trivial \( \sigma \)-algebra (containing only the sample space and the empty set) and for all \( n \in \mathbb{N} \),
\( \mathcal{F}_n := \sigma(J_1, \ldots, J_n) \). Note that, for each \( n \in \mathbb{N} \), we have that \( \hat{L}_{n-1} \) is \( \mathcal{F}_{n-1} \)-measurable and, as a consequence of Lemma 12, for all \( i \in [K] \),

\[
q_n(i) = \frac{\eta^2}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2}.
\]

Let \( e_1, \ldots, e_K \) be the canonical basis of \( \mathbb{R}^K \) and fix any \( n \in \mathbb{N} \). Define for each \( j \in [K] \), \( \hat{e}_{n,j} := \frac{\ell_n(j)}{q_n(j)} e_j \) and note that \( \hat{\ell}_n = \hat{\ell}_{n,J_n} \). To make the notation more compact, we also let \( E_n[i] := E[ \cdot | \mathcal{F}_{n-1}] \). Then

\[
\begin{align*}
\mathbb{E}_n \left[ \sum_{i \in [K]} (q_{n+1}(i) - q_n(i))^+ \right] &= \mathbb{E}_n \left[ \sum_{i \in [K]} \left( \frac{\eta^2}{(\hat{L}_{n-1}(i) + \hat{\ell}_{n,J_n}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,J_n}})^2} - \frac{\eta^2}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2} \right)^+ \right] \\
&= \sum_{j \in [K]} \mathbb{E}_n \left[ \mathbb{I}\{J_n = j\} \sum_{i \in [K]} \left( \frac{\eta^2}{(\hat{L}_{n-1}(i) + \hat{\ell}_{n,J_n}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,J_n}})^2} - \frac{\eta^2}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2} \right)^+ \right] \\
&= \sum_{j \in [K]} \mathbb{E}_n \left[ \mathbb{I}\{J_n = j\} \right] \sum_{i \in [K]} \left( \frac{\eta^2}{(\hat{L}_{n-1}(i) + \hat{\ell}_{n,J_n}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,J_n}})^2} - \frac{\eta^2}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2} \right)^+ \\
&= \sum_{j \in [K]} q_n(j) \sum_{i \in [K]} \left( \frac{\eta^2}{(\hat{L}_{n-1}(i) + \hat{\ell}_{n,J_n}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,J_n}})^2} - \frac{\eta^2}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2} \right)^+ = (\star).
\end{align*}
\]

Now, note that, for each \( j \in [K] \):

- \( \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,j}} \geq \lambda_{\hat{L}_{n-1}} \) (because, as we show in the proof of Lemma 13, the directional derivatives of \( u \mapsto \lambda_u \) are positive).

- For each \( i \in [K] \setminus \{j\} \), \( \frac{\eta^2}{L_{n-1}(i) - \lambda_{\hat{L}_{n-1}}} \leq \frac{\eta^2}{L_{n-1}(i) + \hat{\ell}_{n,J_n}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,j}}} \)

(by the previous point).

- \( \frac{\eta^2}{L_{n-1}(j) - \lambda_{\hat{L}_{n-1}}} \geq \frac{\eta^2}{L_{n-1}(j) + \hat{\ell}_{n,J_n}(j) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,j}}} \)

(by the previous point and the fact that \( \sum_{i \in [K]} \frac{\eta^2}{L_{n-1}(i) - \lambda_{\hat{L}_{n-1}}} = 1 = \sum_{i \in [K]} \frac{\eta^2}{L_{n-1}(i) + \hat{\ell}_{n,J_n}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,j}}} \)).

It follows that

\[
(\star) = \sum_{j \in [K]} q_n(j) \sum_{i \in [K], i \neq j} \left( \frac{\eta^2}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,j}})^2} - \frac{\eta^2}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2} \right) \\
= \eta^2 \sum_{j \in [K]} q_n(j) \sum_{i \in [K], i \neq j} \frac{((\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2 - (\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,j}})^2)}{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}})^2(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1} + \hat{\ell}_{n,j}})^2}
\]
\[
\begin{align*}
&= \eta^2 \sum_{j \in [K]} q_n(j) (\lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}} - \lambda_{\hat{L}_{n-1}}) \sum_{i \in [K], i \neq j} \frac{(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1}}) + (\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}})^2}{\left(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}}\right)^3} \\
&\leq 2\eta^2 \sum_{j \in [K]} q_n(j) (\lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}} - \lambda_{\hat{L}_{n-1}}) \sum_{i \in [K], i \neq j} \frac{1}{\left(\hat{L}_{n-1}(i) - \lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}}\right)} \\
&= 2\eta^2 \sum_{j \in [K]} q_n(j) (\lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}} - \lambda_{\hat{L}_{n-1}}) \left(\sum_{i \in [K], i \neq j} \frac{1}{\left(\hat{L}_{n-1}(i) + \hat{e}_{n,j}(i) - \lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}}\right)^2}\right)^{3/2} \\
&\leq 2\eta^2 \sum_{j \in [K]} q_n(j) (\lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}} - \lambda_{\hat{L}_{n-1}}) \left(\sum_{i \in [K]} \frac{1}{\left(\hat{L}_{n-1}(i) + \hat{e}_{n,j}(i) - \lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}}\right)^2}\right)^{3/2} \\
&= \frac{2}{\eta} \sum_{j \in [K]} q_n(j) (\lambda_{\hat{L}_{n-1} + \hat{e}_{n,j}} - \lambda_{\hat{L}_{n-1}}) = (**).
\end{align*}
\]

Now, let \( \sigma \) be a random permutation of \([K] \) such that \( \hat{L}_{n-1}(\sigma(1)) \leq \cdots \leq \hat{L}_{n-1}(\sigma(K)) \). Then, using Lemma 13, we have

\[
(**) = \frac{2}{\eta} \sum_{j \in [K]} q_n(\sigma(j)) (\lambda_{\hat{L}_{n-1} + \hat{e}_{n,\sigma(j)}} - \lambda_{\hat{L}_{n-1}}) \\
\leq \frac{2}{\eta} \sum_{j \in [K]} q_n(\sigma(j)) \left(\lambda_{\hat{L}_{n-1} + \hat{e}_{\sigma(j)}} - \lambda_{\hat{L}_{n-1}}\right) \\
\leq \frac{2}{\eta} \sum_{j \in [K]} q_n(\sigma(j)) \frac{1}{\eta} \sum_{j \in [K]} \frac{1}{q_n(\sigma(j))} \leq \frac{2}{\eta} \sum_{j \in [K]} \frac{1}{j} \leq \frac{2}{\eta} \frac{1 + \ln K}{\eta}.
\]

In conclusion:

\[
\mathbb{E} \left[ \sum_{i \in [K]} (q_{n+1}(i) - q_n(i))^+ \mid F_{n-1} \right] \leq \frac{2}{\eta} \frac{1 + \ln K}{\eta}.
\]

It follows that:

\[
\mathbb{E} \left[ \sum_{i \in [K]} (q_{n+1}(i) - q_n(i))^+ \right] = \mathbb{E} \left[ \mathbb{E} \left[ \sum_{i \in [K]} (q_{n+1}(i) - q_n(i))^+ \mid F_{n-1} \right] \right] \leq \frac{2}{\eta} \frac{1 + \ln K}{\eta}.
\]

Being \( n \) and \((\ell_m)_{m \in \mathbb{N}}\) arbitrary, the result follows.

**Appendix C. Stability of Exp3**

In this section, we prove the stability of Exp3.
Lemma 14 Exp3 with learning rate \( \eta \) is \( \xi \)-stable with \( \xi = \eta \).

Proof Consider an arbitrary sequence of losses \( (\ell_n)_{n \in \mathbb{N}} \subset [0, 1] \). In this case, stability holds pointwise (for all realizations of the actions \( J_1, J_2, \ldots \) played by Exp3 on the sequence of losses \( (\ell_n)_{n \in \mathbb{N}} \)) rather than in expectation. From (Cesa-Bianchi et al., 2016, Lemma 1) we have, for any round \( n \in \mathbb{N} \) and all arms \( i \in [K] \),

\[
q_{n+1}(i) - q_n(i) \leq \eta q_{n+1}(i) \sum_{j=1}^{K} q_n(j) \hat{\ell}_n(j)
\]

where \( \hat{\ell}_n(j) = \frac{\ell_n(j)(J_n=j)}{q_n(j)} \), \( q_n(j) = w_n(j) / \sum_{k=1}^{K} w_n(k) \), and if \( n = 1 \), \( w_n(k) = 1 \) while, if \( n \geq 2 \), \( w_n(k) \) is defined inductively by \( w_n(k) = q_{n-1}(k) e^{-\hat{\ell}_{n-1}(k)} \). Hence we can write, for any \( n \in \mathbb{N} \),

\[
\sum_{i: q_{n+1}(i) > q_n(i)} (q_{n+1}(i) - q_n(i)) \leq \sum_{i: q_{n+1}(i) > q_n(i)} \eta q_{n+1}(i) \sum_{j=1}^{K} q_n(j) \hat{\ell}_n(j) = \sum_{i: q_{n+1}(i) > q_n(i)} \eta q_{n+1}(i) \ell_n(J_n) \leq \eta \sum_{i: q_{n+1}(i) > q_n(i)} q_{n+1}(i) \leq \eta .
\]

Being \( (\ell_n)_{n \in \mathbb{N}} \) arbitrary, the result follows. \( \blacksquare \)

Appendix D. Lower Bound (missing proofs)

We begin this section by showing a reduction mapping each algorithm for bandits with composite anonymous feedback to one for linear bandits with a better or equal regret.

Proof of Lemma 8 Fix an instance \( \ell_1, \ldots, \ell_{T/(d+1)} \) of a linear bandit problem and use it to construct an instance of the \( d \)-delayed bandit setting with loss components

\[
\ell^{(s)}_t(i) = \begin{cases} 
\ell^T_{[t/(d+1)]} e_i & \text{if } t + s = 0 \pmod{d+1}, \\
0 & \text{otherwise}, 
\end{cases}
\]

where \( e_1, \ldots, e_K \) are the elements of the canonical basis of \( \mathbb{R}^K \). These components define the following composite loss incurred by any algorithm \( A_d \) playing actions \( I_1, I_2, \ldots \)

\[
\ell^s_t(I_{t-d}, \ldots, I_t) = \sum_{s=0}^{d} \ell^{(s)}_{t-s}(I_{t-s}) = \begin{cases} 
(d+1) \ell^T_{[t/(d+1)]} q_t & \text{if } t = 0 \pmod{d+1}, \\
0 & \text{otherwise}, 
\end{cases}
\]

where \( q_t \) is defined from \( I_{t-d}, \ldots, I_t \in [K] \) as follows

\[
q_t(j) = \frac{1}{d+1} \sum_{s=t-d}^{t} \mathbb{I}\{I_s = j\} \quad j \in [K].
\]
Note that \( q_t(i) \) is the fraction of times action \( i \) was played by \( A_d \) in the last \( d + 1 \) rounds. Given the algorithm \( A_d \), we define the algorithm \( A \) for playing linear bandits on the loss sequence \( \ell_1, \ldots, \ell_{T/(d+1)} \) as follows. If \( t \not= 0 \) (mod \( d + 1 \)), then \( A \) skips the round. On the other hand, when \( t = 0 \) (mod \( d + 1 \)), \( A \) performs action \( q_t \) defined in (6), observes the loss \( \ell_{t/(d+1)}^\top q_t \), and returns to \( A_d \) the composite loss \( \ell_{t/(d+1)}^\top (I_{t-d}, \ldots, I_t) \). Essentially, \( A_d \) observes a nonzero composite loss only every \( d \) time steps, when \( t = 0 \) (mod \( d + 1 \)). When this happens, the composite loss of \( A_d \) is \( d \ell_{t/(d+1)}^\top q_t \), which is \( d + 1 \) times the loss of \( A \).

Now it is enough to note that, using (3),

\[
\min_{k=1, \ldots, K} \sum_{t=1}^T \ell_t^\top (k, \ldots, k) = \min_{k=1, \ldots, K} (d + 1) \sum_{s=1}^{T/(d+1)} \ell_s^\top e_k = \min_{q \in \Delta_K} (d + 1) \sum_{s=1}^{T/(d+1)} \ell_s^\top q.
\]

This concludes the proof.

We remark that our lower bound construction relies crucially on the power of the adversary to plan the assignment of delays: losses of order \( d \) are revealed only on \( T/d \) time steps, leading to a multiplicative dependence on \( d \). This stacking effect is not possible in settings like the ones studied in Pike-Burke et al. (2018), where delays are drawn i.i.d. over rounds and are, therefore, independently spread across time steps.

We now prove a lower bound for linear bandits.

**Proof of Lemma 9** The statement is essentially proven in (Shamir, 2015, Theorem 5), where the author shows a \( \Omega(\sqrt{K/T}) \) lower bound on the error of bandit linear optimization in the probability simplex. As explained in (Shamir, 2015, Section 1.1), (cumulative) regret lower bounds for linear bandits can be obtained by multiplying the lower bounds on bandit linear optimization error by \( T \). A possible issue is that the proof in (Shamir, 2015, Theorem 5) uses unbounded Gaussian losses. However, in (Shamir, 2015, Appendix B) it is shown how lower bounds for Gaussian losses can be converted into lower bounds for losses in \([-1, 1]\) at the cost of a \( 1/\sqrt{\ln T} \) factor in the regret. Finally, note that our setting requires losses in \([0, 1]\), but this is not an issue either because we are in a linear setting, and thus we can add the \((1, \ldots, 1)\) constant vector to all loss vectors without affecting the regret.

**Appendix E. Issues in the Preliminary Version of the Paper**

This paper is an extended and improved version of a preliminary paper appeared as (Cesa-Bianchi et al., 2018). There are two main issues in the preliminary version.

Firstly, in Cesa-Bianchi et al. (2018, last line of Eq. (11)), we find the inequality

\[
\mathbb{E} \left[ \sum_{s=0}^{d-1} \sum_{i: p_{t-s}(i) > p_{t-d+1}(i)} (p_{t-s}(i) - p_{t-d+1}(i)) \right] \leq \xi
\]

but, whenever an update occurred at round \( t - d + 2 \), the same term is summed \( \Theta(d) \) times (rather than 1), leading to a bound of order \( \Theta(d\xi) \) rather than the claimed \( \Theta(\xi) \), and a consequently looser upper bound for the performance of the wrapper.

4. It is worth stressing that the lower bound in (Shamir, 2015) is based on stochastic i.i.d. generation of losses, hence it does not violate our assumption about the obliviousness of the adversary.
Secondly, in Cesa-Bianchi et al. (2018, first line of Eq. (10)), we find the inequality
\[ \mathbb{E} \left[ \sum_{t \in \mathcal{U}, t \geq 2d-2} \Delta_k^t \right] \geq q(1 - q(2d - 1)) \sum_{t=2d-2}^{T} \mathbb{E}[\Delta_k^t] \]
which would follow from the provided discussion on \( P'[\bigwedge_{s=1}^{2d-1}(t - s / \in \mathcal{U})] \) if \( \Delta_k^t \) were non-negative, but this is not necessarily the case.

The present version proposes a different wrapper and patch both things up, as described below.

When analyzing the term corresponding to the first issue in (Cesa-Bianchi et al., 2018), we take a different route. We begin with a change of variables and never upper bound the losses \( \ell_s^{(s)} \) with 1, relying instead on Lemma 2 to obtain the correct dependence on \( d \). This can be seen in the upper bound of (I) in the proof of Theorem 4.

For the second issue, the problem with the original wrapper in (Cesa-Bianchi et al., 2018) is to disentangle \( \Delta_k^t \) from the random variable \( \mathbb{I}\{t \text{ is an update round}\} \). There is, however, an easier way to get around this roadblock, taking a slightly different route and relying on a different definition of draw, stay, and update rounds (à la Dekel et al. (2014b), see Theorem 1 and the subsequent discussion). This greatly simplifies the analysis as can be seen in the upper bound of (II) in the proof of Theorem 4.
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