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Abstract

Children’s ability to ask curiosity-driven questions is an important skill that helps improve their learning. For this reason, previous research has explored designing specific exercises to train this skill. Several studies relied on providing semantic and linguistic cues to train them to ask more of such questions (also called divergent questions). But despite showing pedagogical efficiency, this method is still limited as it relies on generating the said cues by hand, which can be a very long and costly process.

In this context, we propose to leverage advances in the natural language processing field (NLP) and investigate the efficiency of using a large language model (LLM) for automating the production of key parts of pedagogical content within a curious question-asking (QA) training. We study generating the said content using the "prompt-based" method that consists of explaining the task to the LLM in natural text. We evaluate the output using human experts annotations and comparisons with hand-generated content. Results suggested indeed the relevance and usefulness of this content.

We then conduct a field study in primary school (75 children aged 9-10), where we evaluate children’s QA performance when having this training. We compare 3 types of content: 1) hand-generated content that proposes "closed" cues leading to predefined questions; 2) GPT-3-generated (continued...)
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content that proposes the same type of cues; 3) GPT-3-generated content that proposes "open" cues leading to several possible questions. Children were assigned to either one of these groups. Based on human annotations of the questions generated, we see a similar QA performance between the two "closed" trainings (showing the scalability of the approach using GPT-3), and a better one for participants with the "open" training.

These results suggest the efficiency of using LLMs to support children in generating more curious questions, using a natural language prompting approach that affords usability by teachers and other users not specialists of AI techniques. Furthermore, results also show that open-ended content may be more suitable for training curious question-asking skills.
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1 Introduction

Curiosity is defined as "the desire to know, to see, or to experience that motivates exploratory behavior directed towards the acquisition of new information" [36]. It is a crucial factor that positively modulates the individuals' learning experience and outcomes [56, 24]. Moreover, research suggests that curiosity is a malleable skill that can be elicited in classrooms by promoting comfort with uncertainty and encouraging questioning to resolve it [26, 16, 34, 10].

Indeed, relationships between curiosity and questioning have long been studied [19, 17]. For instance, Graesser et al., [18] explore this relation by distinguishing two types of questions: first, convergent (i.e. memory-based) questions that are used to retrieve already-known information [19, 23] and that are shown to do very little to increase children’s curiosity [6]. Second, divergent questions that are used to gain extra and novel information [15]. These questions require making idea association between two or more facts that are present in the task at hand or linking the task to the individual’s previous knowledge. The cognitive process involved in generating divergent questions are shown to be closely related to those involved in epistemic curiosity [2]. However, and despite its importance to curiosity and learning [26], reports show that divergent questioning is almost absent from today’s classrooms: children’s inquiries are very often low-level questions and memory-based [19, 23]. Several explanations can be advanced, e.g. children’s tendency to overestimate their knowledge and, thus, not having the need to ask further questions [10], their incapacity to formulate syntactically-correct high-level questions [26], their fear of their classmates’ judgments [45], etc. External factors can also lead to influence children’s questioning behaviors such as the seating arrangements in the classrooms [40], the teachers’ domination of the question-asking process [11], etc.

To remedy these problems, previous studies have proposed to take advantage of the benefits of conversational agents (CA) in learning [3] and proposed using them to help train children’s divergent questioning skills. For example, authors in [2, 1] proposed interactions with CAs that give specific syntactic and semantic cues to help children construct their
questions. Their results showed positive effects on question-asking (QA) behaviors as well as on domain-knowledge learning progress. However, the implementation of such technologies is still very limited as it requires a long process of manual generation of the said prompts to control the CA’s behaviors. This is, in fact, part of a broader challenge that faces human teachers as well as EdTech designers in general during the production phases. Indeed, having to continuously hand-produce large data-sets of pedagogical content can be a very redundant, time-consuming and a costly task.

In this context, we propose to leverage advances in the natural language processing (NLP) field and investigate the efficiency of using a large language model (LLM) to partially automate the production of pedagogical content for a specific pedagogical task, i.e. divergent QA training. More particularly, we use the GPT-3 language model with a method called “prompting” that consists of describing a task in natural language to LLMs in order to generate a specific output [9]. In our case, this output represents specific linguistic and semantic cues that can help children formulate divergent questions about a task they have at hand. We investigate two different approaches to generate these cues and evaluate their quality using human expert annotations and comparisons with hand-generated content. We also conduct a field study (75 children aged 9-10) and use human annotations to evaluate children’s divergent QA performance when having this training with hand-generated content vs. GPT-3-generated one. This investigation study is crucial as LLMs can still show poor performances despite their impressive powers [32, 4] e.g. reasoning and cognitive biases, hallucination problems, etc.

Our study contributes to the ongoing effort of unlocking the challenges of using LLMs in educational applications in general and in curiosity trainings in particular.

2 Related work

2.1 Epistemic curiosity and QA training in education

Curiosity plays an important role in learning from infancy [54] to adulthood [47], and in fostering academic achievement, particularly for children with low socio-economic status [52]. It can be seen as a personality trait [51], a psycho-emotional state aroused by external situations[41, 30],... or as a malleable skill that can be trained through teaching specific practices. Indeed, several theories and frameworks such as Lowenstein’s “Information gap theory” [38] or Murayama’s process account of curiosity in learning [29], suggest that enhancing one’s curiosity-driven learning should focus on training the awareness of missing information and the appropriate inquiry strategies to compensate for it.

One of the most important inquiry strategies to be trained is question-asking. More particularly, research such as in [2] suggest that the more curious students are by trait, the more divergent-thinking questions they will ask, i.e., high-level questions that require making hypotheses, predic-
tions, ideas inferences, and that bring additional information. This includes for example questions that involve guessing the cause of an event, predicting the consequences of an event, or that help make sense of the task and explore it in greater details.

In this context, Abdelghani et al., explored using CAs to train children’s divergent QA skills by proposing specific hand-generated semantic and linguistic cues. The study then investigated whether such trainings can help children engage in intrinsically-motivated explorations of their learning environments and gain new knowledge on their own. Their results showed, indeed, positive effects on the curiosity-driven behaviors and subsequent domain-knowledge learning progress. However, this study presented important limitations since the agents had very low intelligence level (i.e. guided by hand-generated cues) and restrained children to think about specific and predefined questions.

2.2 Natural language processing and conversational agents for building educational applications

Advances in the NLP field have helped create several opportunities to build innovative and high-quality educational applications. Work in this area has facilitated the semantic, syntactic and grammatical analysis of students’ typed and spoken inputs and the detection of their potential errors. Another interesting use of NLP in education is the automation of tasks that are traditionally executed by hand such as creating the curriculum and the evaluation materials content. Indeed, authors in for instance, showed that NLP-based methods can be used to extract the key scientific ideas and concepts from science educational resources that, according to human experts, are important for a better and deeper understanding of the domain. More importantly to this study, NLP-based methods have also shown to be efficient in the question-generation tasks (i.e. generating questions from educational resources) which can help teachers alleviate the time-consuming process of creating the assessment and evaluation materials (, ..).

On a final note, it is also important to say that earlier research has showed several positive pedagogical impacts of using NLP-based social conversational agents on children’s perception of their own competencies and their attitudes towards learning.

2.3 GPT-3 and prompt-based learning

Over the past few years, the NLP field has been focusing on the use of pre-trained large language models (LLMs) as they demonstrate impressive powers in generating natural language and are easier to use in downstream tasks. Indeed, LLMs are trained on enormous amounts of text data, giving them the ability to learn novel tasks only by taking a few examples as context.

However, adapting a pre-trained LLM to the context of a specific downstream task is still a quite complex task as it mostly relies on fine-tuning: a learning method that requires performing a further training of the pre-trained parameters of the LLM using labelled data that is specific to the
task in question. This method can be problematic for several reasons: it can be extremely costly and hard to perform for super large models that have an enormous number of parameters \[46\], data can be scarce in many cases, the model is fine-tuned separately for each different task, etc. As an alternative, methods such as prefix-tuning have emerged \[35\], where only a small percentage of the model’s parameters are updated for task-adaptation. We also find adapter-tuning methods \[22\] that only add a few trainable parameters per new task, allowing a high degree of parameter sharing. These simpler techniques have achieved comparable results to fine-tuning but still require machine learning expertise for their implementation, which can be a major brake for using them in educational settings where most stakeholders do not have this expertise.

In this context, GPT-3, one of the recent and most performing LLMs, came along with an even simpler technique called "prompt-based learning": it is a new way to handle a wide range of NLP tasks by leveraging the LLM’s ability to model natural language. It consists of verbalizing the task to be completed in natural text (this is what is called a "prompt"), with no update of the model’s parameters. It is also possible to provide examples in the "prompt" to show the model how the task should be completed; this is known as K-shot learning, where K refers to the number of examples provided. This technique has been applied in a wide range of applications such as knowledge-based question-answering \[25\] but, up to our knowledge has not yet been applied for curiosity-based questions generation. In addition, prompt-based learning with GPT-3 has achieved very strong performances in zero-shot and one-shot settings (i.e. with only zero or one labelled example), without any fine-tuning \[9\]. This is an enormous advantage for this study as it allows to implement a simple-to-use technology that can be easily usable and/or adapted for a different context by the education community (i.e. teachers, caregivers ...) without having to have any expertise in machine learning.

3 Current study

Here, we aim to study the efficiency of using GPT-3 for generating linguistic and semantic cues that can help children formulate divergent questions. We compare this approach with hand-designed cues using human experts annotations of: 1) the generated cues themselves; 2) their learning outcome in children in a field study. Concretely, we proceed like the following:

- In a first step, we use GPT-3 to generate curiosity-eliciting cues and compare them to what human experts can produce when given the same task. We test generating two types of cues: 1) incentive ‘closed’ cues that are composed of a short sentence to guide children towards thinking about one specific relevant information they might be missing about the task at hand + a questioning word that they can use in order to formulate a divergent question concerning this identified missing information (this type of cues was previously studied in \[1\]. 2) ‘open’ cues that can lead children to pick between several missing information and questions they can pursue + a list
of questioning words they can use. We then use human experts annotations and comparisons with hand-generated content in order to evaluate the output of GPT-3 in terms of semantic relevance, divergence level and syntactic quality.

- In a second step, we conduct a field study (75 children aged 9-10 in primary school) to evaluate children’s divergent QA performance when having these different kinds of cues. To do this, we also use human experts annotations to compare the questions they formulated, in terms of divergence level and overall quality, when interacting with a CA that proposes incentive ‘closed’ cues generated by hand (incentive hand-crafted CA) vs. generated by GPT-3 (incentive GPT-3 CA) vs. when having ‘open’ cues (open GPT-3 CA).

- Finally, we evaluate the training’s effect on children post the 3-day intervention, using specific tests. These tests include children’s learning progress with respect to their ability of asking divergent questions, their perception of their own competency in this skill and their attitude towards curiosity and asking questions in general.

4 Study design

"Kids Ask" is a prototype for a web-based educational platform that involves an interaction between a child and a CA during a reading-comprehension task. The platform was designed during our last study [1] when it only included hand-crafted CAs. It is designed to propose a curiosity training focusing on divergent question-asking. It offers 2 workspaces: one to stimulate curiosity via encouraging self-reflection (workspace 1) and one to train divergent QA skills using the cues proposed by the CA (workspace 2).

In order to answer the aims of the current study we described above, we use two different implementations for the CA in the workspace 2: it proposes cues that were either generated by hand or by GPT-3; see more details about these different implementations in the experimental conditions section 4.1 and their technical implementation in Section 4.4.

Concretely, the two workspaces are the following (see Figure 1):

- **Workspace to elicit curiosity via encouraging self-reflection:** This space contains a general knowledge quiz; the items can be skipped if children decide that they don’t know the answer. However, if they submit an answer, the agent asks them to report a confidence level in this answer with a 5-Likert scale (from “Super not confident” to “Super confident”). This strategy is inspired from studies such as [19] where authors suggest that allowing children to skip questions and to report states of their own knowledge can help them identify more uncertainties which, in its turn, may motivate subsequent curiosity-driven behaviors such as divergent QA [48, 5].

- **Workspace to train question-asking skills (The QA training space):** In this space, children have different texts relating to a theme of their choice: they choose one of the six themes that they have worked on in the first workspace. For each text, they interact...
Figure 1: Illustration of the agent’s strategies in the different work spaces of ”Kids Ask”, with relation to our curiosity model

with the agent that will try to help them think of divergent questions by giving them specific linguistic and semantic cues. These cues are a questioning word that is either combined with 1) an answer to a specific question about the text, that was generated by hand, 2) an answer to a specific question about the text, that was generated by GPT-3, or 3) important key words that are related to the text and that were generated by GPT-3. See the Experimental Conditions Section 4.1 for more details about the composition of these cues.

The agent chooses to give one of these three types of cues depending on the condition the child is assigned to: hand-crafted incentive agent, GPT-3-driven incentive agent or GPT-3-driven open agent. For the three conditions, and similarly to the previous study in [1], the agent does not give any feedback concerning the question formulated by the child.

Participants started with the general quiz relating to 6 themes using the first workspace. They then chose their favourite topic and moved to the QA-training space where they had reading tasks related to their topic of choice.

4.1 Experimental conditions

Our aim is to evaluate GPT-3’s efficiency in generating cues that can elicit divergent QA in children, compared to human experts. We also use this study to test 2 different types of cues and investigate the difference of their impact on children’s performance. To meet this aim, we set up three experimental conditions:

1. Hand-crafted incentive agent: A control group where the agent is controlled by human-generated incentive cues that lead to predefined specific divergent-thinking questions, i.e., high-level questions that require making hypotheses, predictions, ideas inferences... (Group 1).
2. Automated incentive agent: A first test group where the agent is controlled by GPT-3-generated incentive cues that lead to predefined specific divergent-thinking questions (Group 2).

3. Automated open agent: A second test group where the agent is controlled by GPT-3-generated open cues that lead to several possible divergent-thinking questions about the text (Group 3).

More concretely, the cues for groups 1 and 2 consist of: a questioning word + an answer to one possible divergent question about the text. Example: For a text about Louis Pasteur, the agent gives the cues 'What difference' and 'The vaccine avoids the disease whilst medicine treats it' in order to lead the child to ask the question 'What is the difference between vaccines and medicine?'. This question is considered to be divergent as its answer is not explicitly available in the text and requires the child to link two ideas [15]. For the Group 1, these cues were chosen by researchers and teachers as they were judged to be leading to important questions for children to ask. For the Group 2, these cues were generated automatically by GPT-3 (see details about the technical implementation in section 4.4).

For the third group, the agent proposes two key words that are closely related to the key ideas of the text. These words constitute cues that can lead to think about several different divergent questions about the text. To be in the same conditions as the other groups, we also give a possible questioning word. But because the possibilities are multiple in this condition, the agent tells children that they can use different starters if they want to and reminds them of the most commonly-used ones. Example: For a text about Louis Pasteur, the agent gives the cues What other and "Canning, Freezing". Multiple divergent questions are possible with these words: "What is the difference between canning and freezing?", "Why is Pasteurisation better than freezing?", "How does canning work?"....

See Section 4.2.2 for the elaborate rationale behind the choice of these cues, Figure 2 for details about the difference between the agents’ dialogues and implementations for the different conditions and Section 5 for snips of the agents’ behaviors in "Kids Ask".

4.2 Design rationale

In this section, we explain the choices we made for the design of our study. More particularly, we discuss our choice of the interaction flow, our choice of the cues proposed by the CA to elicit divergent questioning and finally, our choice of using the GPT-3 LLM with prompting.

4.2.1 Choice of the interaction workflow

As mentioned above, we choose to start our interaction with a skippable general knowledge quiz in order to elicit children’s curiosity about one or different topics that we propose. Since this quiz contains items relating to different topics, it also serves us as a tool to help children choose the
Figure 2: Difference between the agents’ behaviors and implementations for the three experimental conditions

4.2.2 Choice of the cues proposed by the CAs

For the QA-training space, we focus on divergent questions in general as they require higher-level thinking and are more related to epistemic curiosity ([15, 51]). In order to guide children towards this type of questioning, we choose specific cues for our agents to propose (as described in [4.1]). This choice is based on three main ideas:

1. The first type, i.e. the answers to specific divergent questions that the agents give to Group 1 and 2, are motivated by the results of two previous studies [1, 2]: when generated by hand, this type of cue showed to be rather efficient in enhancing children’s divergent QA skills. Therefore, we decide to reuse this cueing strategy and test reproducing it with GPT-3. We evaluate GPT-3’s performance using human annotations for 1) the semantic relevance and divergence level of the cues and 2) for children’s divergent QA performance when having the hand-generated cues (group 1) vs. GPT-3-generated ones (group 2).

Therefore, and in order to facilitate this agent implementation, we use GPT-3 to generate the exact same type of cues. We then compare children’s performances when having the cues generated by humans vs. by GPT-3 (i.e. Group 1 vs. Group 2) in order to investigate the validity of using GPT-3 for this task.
2. The motivation behind the second type of semantic cues (i.e. two keywords that the CA gives to Group 3) is to propose cues that leave children with more choice over the questions they can formulate during the training. Indeed, having heavily teacher-directed tasks that impose specific tasks to all children (like the case for our first type of cues) may alter with their sense of control and autonomy which are central factors for motivation and curiosity according to the Self-Determination Theory ([50], [20]).

Furthermore, proposing the same pieces of information for all children is likely to result in giving trainings that do not match with their different competency levels and zones of proximal development (ZPD). Therefore, leading children to ask specific questions can lead them to ask questions that are too complicated for them or, on the contrary, questions that they already know the answer to. This can mean that the training is likely not to support the users’ curiosity since this latter is tightly related to each individual’s ZPD and sense of competency [42]. Finally, we also think that it is important to give different choices in order to avoid the cases where teachers’ or researchers’ choice of the semantic cues is heavily influenced by their preconceptions and beliefs about children’s knowledge gaps [28, 59]. Therefore, we propose to use GPT-3 to extract relevant keywords about a given text. These keywords can be used by the CA to raise children’s awareness about the important concepts of the texts that need further investigations, and guide them towards thinking of different divergent questions. Investigating children’s divergent QA performance when having these GPT-3-generated open vs. specific cues (i.e. Group 2 vs. Group 3) could therefore help us investigate different contexts where children’s curiosity can be induced more efficiently.

3. Finally, we choose to maintain the linguistic help (i.e. the questioning word that can be used to start the question) for our three conditions as question-generation tasks can be quite difficult for children, as shown in [19].

4.2.3 Choice of the technology

We choose to work with the pre-trained LLM GPT-3 and to use prompt-based method[^1] because of two reasons. First, we choose to work with GPT-3 given that it has significantly more parameters and was trained upon text corpus containing a wider variety of topics, compared to its predecessor GPT-2 for example. Moreover, it has demonstrated robust performances in various downstream tasks, and more importantly to this study, in knowledge-based question-asking and question-answering tasks [62]. Indeed, such results motivate a follow-up work to move towards more complex types of questions like high-level and divergent questions.

[^1]: It is to be noted that in this article we use the word “prompt” in two different contexts : (1) prompts we give GPT-3 to generate the cues proposed by the CA and (2) prompts we give to children to help them generate divergent questions.
Second, and with the aim to implement an easy-to-use system that can be accessible for the broad teaching community, we choose to work with GPT-3 in a prompt-based methods setting \cite{9}. Indeed, and as discussed above, prompt-based learning consists simply of giving pieces of natural text to the model as an instruction in order to adjust it to the specificities of the task in question and generate the output needed (in our case, this output is the set of cues as described in the Conditions section \ref{4.1}). So with this simple implementation, we avoid complex methods such as fine-tuning that require a machine learning expertise and collecting a large set of specific data, etc. Instead, we provide a system that can be easily used by practitioners (e.g. teachers) and/or adapted to different activities of their choice (e.g. change the language, target a different type of questions \ldots), without the need for a specific expertise.

### 4.3 Ethical considerations

One of the first challenges we faced during the design of our LLM-based system is ensuring safe interactions with children. Indeed, despite the impressive advances, LLMs are still considered as ‘black-box’ systems that are impossible for us to control and that can generate stereotypes and wrong/biased content \cite{4,7}. For this reason, we choose to work with a human-in-the-loop setup aiming to have human evaluators verify the content generated by the LLM before proposing it to children. We also chose to use such an offline configuration (i.e. not having the model connected directly to the web application) in order to ensure the privacy of children’s data and avoid having their personal data retrieved by the LLM. (see details about this implementation in Section \ref{4.4}).

Another challenge we face with our method is children becoming excessively reliant on such LLM-based systems. This can indeed affect their problem-solving and creative skills \cite{32}, as well as their ‘real-life’ interactions. To address this, it is very important to accompany the use of such systems in schools with pedagogical interventions that aim to raise awareness about the limitations of LLMs. This can help children develop critical-thinking when faced with LLM-generated content and see that it cannot replace other sources of information like books, interaction with classmates, teachers, etc. It is also very important to note that the use of such systems should be completely monitored by the teacher to respond to their pedagogical need (i.e. frequency of use, collaborative vs. isolated use, etc).

Finally, one other issue that may arise is teachers becoming very reliant on using LLMs in their practices. In this context, it is important to provide reminders that LLMs cannot replace the efficiency of human instructions and that they can only be used as a complement but not as a replacement for human teachers (e.g. to avoid long and redundant tasks like writing several exercises for the same knowledge component, to improve the learning experience and enhance task engagement, etc.)
4.4 Technical implementation

4.4.1 Generating the agents’ cues using chain-of-thoughts prompting in GPT-3

For our experiments, we prompt GPT-3 in a zero-shot setting [9], meaning that the model predicts an answer based only on a context and natural language description of the task, i.e. a prompt, without giving it any examples. Concretely, we provide a data-set containing the text-based educational resources: short scientific articles with a mean of 109 words per article, that will serve the model as context. Our task consists of building the proper prompts that can lead GPT-3 to produce a questioning word combined with either a sentence (for the group 2) or a pair of related keywords (for the group 3) that can be used as cues to formulate a divergent question relevant to the context. See Figure 3 for details about the prompts approaches we retained.

Before deciding on which prompting approach to choose, we run several trials where the following configurations were tested:

- Story then instruction vs. instruction then Story: At the very beginning of the development, we did try a set of different ways to form the prompts, including the ordering of story vs instruction, using special indicators to highlight story/instruction etc. and prompt formats (either to have a new line after the indicator). We do not observe significant difference from these variants, probably because LLM at the scale of GPT-3 is sufficiently robust on this format dimension. We decide to stick with a format (as shown in Figure 3) that is considerably straightforward and readable so practitioners do not need to specially design the prompts.

- Zero-shot vs. One-shot vs. Few-shots vs Fine-tuning: In all the experiments described in this work, we prompt GPT-3 in a zero-shot manner. The reason is two-fold. 1) There are many recent works in the NLP community report that pre-trained LLMs such as GPT-3 can be sensitive to the specific data points provided as few-shot examples [33, 39, 63, 43]. For instance, LLMs are observed to suffer from “recency bias”, i.e., they overly rely on the examples that are located closer to the end of the prompt and thus tend to bias the output towards copying from the most recent examples. Despite many works have been proposed to alleviate such issues, it remains to be solved to have a few-shot prompting strategy that is generally working better. 2) We want to emphasize that in most real-world scenarios such as pedagogical applications, practitioners are less likely to have machine learning expertise nor sufficient computational resources to fine-tune an LLM, or to optimize the LLM outputs by providing the model with different combinations of example. We envision that the proposed system can have greater accessibility if it does not require too much expertise from the users. Lastly, we want to mention that our method is orthogonal and applicable to bleeding-edge prompt-tuning methods from the NLP community [49, 39, 37].
The bees perform a dance when they want to indicate to their colleagues the position of a nectar source. They perform a figure eight choreography on the vertical combs of the hive. If the bee moves up and down the figure of eight, it means that it should face the sun; if it moves in the opposite direction, it means that it should face away from the sun. Bees also communicate by means of “vibrations”, the “grooming” vibration, for example, which a bee emits when it needs a colleague to clean it, or the “beggar” vibration. The bees also do a semi-circular dance.

For the above [Story], generate 5 [Key ideas].

1. Bees use dance to communicate the position of nectar sources.
2. Bees communicate by means of vibrations.
3. The figure eight choreography is used to communicate the position of the nectar source.
4. The semi-circular dance is used to communicate the direction in which the bee should face.
5. The “grooming” vibration is used to communicate the need for cleaning.

For each of the [Key ideas] above, generate 2 related words on the same topic.

1. Bees: honey, pollination
2. Vibrations: communication, signals
3. Figure eight: choreography, dance
4. Semi-circular: dance, communication
5. Grooming: cleaning, hygiene

For the above [Related Words] to ask 5 divergent questions.

1. What other ways do bees communicate?
2. What other functions do vibrations serve in bee communication?
3. What are other examples of figure eight choreography in nature?
4. What are other purposes of the semi-circular dance?
5. What are the consequences of not grooming?

In all experiments, we use the text-davinci-002 variant of GPT-3 and a temperature of 0.7 during the prompting process.

4.4.2 Agent behavior

As we have no control over GPT-3’s outputs, we choose not to put children in direct contact with the model in order to avoid any potential offensive interactions. To do so, we opt for an offline implementation like the following:

- We use GPT-3 to generate the agents’ cues like described in the section above.
- For more transparency of our proposed method, we repeat the procedure several times for the same resources and we take some of the
outputs randomly as cues to appear in the platform (even if they lead to convergent questions).

- After verification that these cues do not include any inappropriate or offensive words, we translate them into French using DeepL and include them in a dedicated database. It is to be noted that during all of our experiments, we did not see any offensive output (see more details in the results section 8.1.1).

The agent is then connected to this database containing the different educational resources and the cues for each one of them, for the three conditions. The cues for the hand-crafted agent are included manually in the database. Depending on the child’s assigned condition, the agent composes the dialogue utterances in order to include the appropriate support. We changed the utterances between the questions to avoid repetition in the agent’s dialogue: Example: If, for the first question, the agent says "Here are two cues to help you think of a curious question about the text, can you use them ?" than for the following one it will choose another replica such as "Can you combine these two cues to generate a curious question about the text ?" [27].

5 Experimental procedure

The study consisted of three sessions of 1h within the same week: one for collecting the profile measures and pre-intervention measures mentioned above, one for the divergent-QA training and one for the post-intervention assessment. See study timeline in Figure 4 and details of the different measures in the data collection paragraph 6.

Our study was approved by the institute’s ethics committee (certificat n2019-23) and started after having all participants parents’ signed consents.

Session 1: During the first session, we presented the study to participants and collected the age and gender data. We also administered the questionnaires concerning the curiosity trait, the perception of curiosity and device use frequency. We then run the reading abilities test and the question-asking fluency test (QA fluency test), see more details of the tests in the section 6. We also took time to explain what divergent questioning means and highlighted the difference between divergent and convergent questions. Participants then went to the evaluation space of ”Kids Ask” and began the interaction with a general domain-knowledge quiz relating to six themes. For each question, children had the choice to either skip the item, by clicking on the ‘I don’t know, I want to skip this question’ button, or answer it. If they do choose to answer, they are asked to report their confidence level in their answer: they had a 5-Likert scale from 'Super not confident' to 'Super confident’ (see Figure 3).

Once finished, participants chose their favourite topic among the ones they had during the quiz. They were told to choose carefully as this is the topic they will be working on during the next task.

Session 2: During the QA training session, participants were asked to read short texts relating to the theme they chose. They then started
Figure 4: Study timeline and measures

Figure 5: Interface for the domain knowledge quiz
Figure 6: Agent behavior for the incentive conditions

working on generating divergent-thinking questions relating to these texts using the cues provided by the agent. They also had audio players for each text to help them if they had reading difficulties. The texts were selected from online resources and children magazines (Sciences et vie Junior and Quelle Histoire) and were edited in order for them all to have six sentences and an average number of 109 words per text.

To begin working on a text, participants were asked to read or listen to it and then click on the I finished reading button once they understand it. This button enables the discussion with the agent, in the agent’s space on the right section of the screen. As explained above, the agent helps the child generate divergent-thinking questions about the text by giving specific linguistic and semantic cues. The two incentive agents (hand-crafted and GPT-3-driven) had the same behavior; their only difference lied in the generation method of the cues presented. While the "open" had slightly different utterances to go with the type of cues it proposes. See Figures 6 and 7 for the difference between the conditions.

During this session, children had to process three texts and generate six questions per text with the agent, making a total of 18 questions. They were not restricted in terms of time, apart from the session length. They had the application running on tablets and worked individually.

Session 3: Participants answered the post-intervention surveys for the general motivation, types of motivation and the task load. They also retook the QA fluency test and the curiosity perception questionnaire they had pre-intervention (see measures timeline in 4 and further descriptions in the “Data collection and instruments” section 6).

6 Data collection and measures

In this section, we describe the different measures we use during this study: we start by the metrics used to evaluate GPT-3’s output and then move to describe the participants’ profiles and measures used to assess their
divergent QA performance when having the training. Finally, we describe the learning experience measures and the training’s pre-post effect.

6.1 Evaluating of the cues generated by GPT-3

In evaluating the cues generated by GPT-3, we use human annotations performed by two of the researchers that conducted this study, using specific grids for the linguistic and semantic cues as we describe below. It is to be noted that one of these annotators was an expert in using the evaluation grids whereas the second was a complete novice.

6.1.1 The linguistic cues

In studying the quality of the linguistic cues generated (i.e. the questioning words), we inspect two dimensions and compare them to what was generated for the hand-crafted agent: the variety of the words proposed and their complexity level. The variety of the question words proposed is an important observation for us in order to ensure that children do not receive the same words to use during the whole training. The complexity level is an interesting dimension to evaluate as studies such as [23] show that compound questioning words (e.g. "What difference", "What if" ...) are more likely to lead towards divergent questions than simple words like "What", "Where" etc. So we compare the proportions of occurrence of this type of questioning words when generated by hand vs. by GPT-3.

6.1.2 The semantic cues

In scoring the quality of the cues generated by human experts or GPT-3, we evaluate their semantic relatedness to the text in question. This is an important measure given that the goal is to lead children to ask divergent questions that are closely related to the educational resource. For this we
use a 5-scale Likert and run a human annotation; the items the grid we used can be found in the Appendix A.

We also take into account the divergence level of the cues, compared to the text’s context. This will help us understand better children’s divergent QA performance later on, because it helps understand if the support we’re giving them is pushing towards divergent questioning in the first place. We also use human annotation to assess this aspect, following the grid described in B.

6.2 Evaluating children’s QA performance

Same as for the evaluation of the cues, we also perform human annotations to study children’s questions, using new grids. The same coders annotated the questions and once again, one was an expert of using the grids and one was not.

6.2.1 Participants’ profiles

We recruited 75 4th grade students from three classes in two French primary schools. They were between 9 and 10.5 years old and assigned either to the group 1 with the incentive hand-crafted agent (24 with 13 boys and 11 girls), group 2 with the incentive GPT-3-driven agent (26 with 13 boys and 13 girls) or to group 3 with the open GPT-3 agent (25 with 11 boys and 14 girls).

The groups were assigned with a pseudo-randomized method after collecting profile data regarding the age, digital device use frequency, curiosity related measures, reading fluency and the domain-knowledge scores (see C for more details of the measures). As shown in Table 1 we had three balanced groups that were not different in terms of these initial profile measures, with the exception of the familiarity with using digital tools measure. But since the study was run in a controlled environment where researchers could help participants when they have any technical difficulties, we hypothesize that this difference does not have a significant effect of our measure of interest, i.e. capacity to formulate divergent questions. To ensure this, we run an ANCOVA analysis in order to investigate the effect of the participants’ exposure to digital tools score on their divergent QA performance, between the three groups. Results showed that the interaction was the same between the three groups (p-value=0.23) suggesting that the exposure variable did not affect the equilibrium between our participants.

6.2.2 Percentage of divergent questions generated

This measure consists of counting the total number of the correct questions generated during the training and computing the percentage of the divergent questions amongst them. If a question is repeated, it is only taken into account once. Questions that did not use the agents’ cues were taken into account if they were still relevant to the general context of the text under discussion. See more details about our acceptance criteria in the appendix C.
Table 1: Profile measures for the three experimental conditions

| Measure                        | Group 1          | Group 2          | Group 3          | p-values |
|--------------------------------|------------------|------------------|------------------|----------|
| Age                            | 9.4 ± 0.43       | 9.56 ± 0.38      | 9.52 ± 0.44      | 0.31     |
| Device use frequency           | 27 ± 7.66        | 31.39 ± 6.12     | 32.57 ± 5.28     | 0.008*   |
| Curiosity trait                | 27.2 ± 4.38      | 29.69 ± 4.53     | 28.36 ± 4.75     | 0.16     |
| Perception of curiosity        | 37.54 ± 6.72     | 38.3 ± 6.66      | 33.92 ± 9.12     | 0.09     |
| Reading ability                | 279.55 ± 93.02   | 297.37 ± 104.61  | 293.19 ± 73.6    | 0.77     |
| Ability to ask div. questions  | 1.33 ± 0.8       | 2 ± 1.17         | 2.2 ± 0.93       | 0.11     |
| Domain-knowledge quiz score    | 6.9 ± 4.6        | 8.77 ± 3.58      | 8.72 ± 4.05      | 0.23     |

Once a question is accepted, we evaluate whether or not it is divergent by checking if its answer is explicitly stated in the text. This is based on Gallagher’s classification [15]. **Example:** The question What was the temperature of the universe at its beginning? is considered to be divergent, whereas ”What caused the birth of the universe?” is considered convergent as the answer to it is explicitly stated in the text.

All data was anonymized: the coders could only see the identifiers that children were given randomly at the beginning of the intervention. The inter-rater reliability was of 87.6%.

6.2.3 Quality of the questions generated

As mentioned in the beginning of this article, we find several taxonomies to classify questions and as many ways to annotate them. We chose to adopt one of the most used ones by Wilen et al [61] that differentiates 2 main types of questions (convergent and divergent) at two levels (low and high) according to semantic and syntactic criteria related to the expected answer and/or the question formulated. In this distinction, it is suggested that syntactic and semantic dimensions are tightly related: divergent questions are associated with more complex syntactic constructions. This classification is inspired from Gallagher’s quotation grid in [15] but adds the syntactic dimension in order to have a qualitative aspect of the question. The grid scores a question from 2 to 8 points (see details in appendix D).

For each participant, we calculated an average score for all the questions generated during the training. The inter-rater reliability of 76.8% and for data points where we saw difference between the too coders, we used an average score.

6.3 Evaluating children’s learning experience

6.3.1 Motivation measures

We use Vallerand’s scale to assess the intrinsic and extrinsic motivational mechanisms [60]. The scale is composed of three sub-scales that differentiate: intrinsic motivation (possible scores from 0 to 9 points), extrinsic
motivation (possible scores from 0 to 9 points) and amotivation (possible scores from 0 to 3 points). All questionnaire items are yes or no questions.

6.3.2 Cognitive load
The workload of the task, as perceived by the participants was assessed using the NASA-TLX workload multi-dimensional scale developed in [21]. Information about the intensity of six workload-related factors are used in order to estimate a reliable measure of workload: mental demand, physical demand, temporal demand, performance, effort and frustration.

6.4 Evaluating the training’s effects
6.4.1 On children’s divergent QA skills
In measuring the short-term effect of our training on children’s ability to ask divergent questions in different contexts, we use an offline test inspired from creativity studies such as in [13]. This test consists of giving participants a short text to read then asking them to write as many questions about it as they can, within 2 minutes.

Using the same annotation we described in 6.2.2, we evaluate the questions children generated during this test and investigate whether they tended to ask more divergent questions after the “Kids Ask” training or not, and whether this change depended on their experimental condition.

6.4.2 On children’s perception of curiosity
In order to assess if and how children’s attitude towards curiosity in general and asking questions in particular has evolved with our training, we use Post’s validated CIAC questionnaire [45]. Indeed, this is an important measure for us as we think that one of the relevant brakes that can keep children from asking questions in the classroom is their negative perception of this behavior.

We also use one of this questionnaire’s sub-scales to evaluate how children’s perception of their own competency in generating high-level and curious questions has evolved after the training. This is also an important measure as following theories such as in [44], we suppose that observing the learning progress on a certain task can reinforce the individual’s intrinsic motivation to engage in it further more.

7 Research goals and hypotheses
This work studies the implementation of GPT-3-driven CA that aims to help children generate divergent questions by proposing specific semantic and linguistic cues. To do so, we test two different approaches, an incentive one and an open one. We evaluate their efficiency using human annotations of the generated output and children’s performance when using this training. We hypothesize that:

- GPT-3 will be able to generate correct and efficient curiosity-eliciting cues, compared to hand-crafted cues.
• The GPT-3-driven incentive agent will lead children to similar divergent question-asking performances as the hand-crafted incentive one.
• The open agent, compared to the two incentive agents, will lead children to ask more divergent questions.
• The divergent QA performance will be a strong positive predictor for children’s curiosity traits, as reported by their parents.
• The divergent QA training, irrespective of the agent’s implementation, will enhance children’s perception of curiosity.
• The divergent QA training, irrespective of the agent’s implementation, will enhance children’s ability to ask divergent questions.

8 Results

8.1 How did human experts evaluate GPT-3’s output?

In this section, we evaluate GPT-3’s performance in generating curiosity-eliciting cues using human annotations. We start with general observations then move to investigating the quality of the linguistic cues then the semantic ones.

8.1.1 How did human experts evaluate the general relevance of the cues generated by GPT-3?

As a first step, we start by verifying GPT-3’s outputs with regards to offensiveness and general relatedness to the context of the educational resource in hand. For the offensiveness measure we run a human annotation with a 5-Likert scale (from “Not at all offensive for a 10-year-old child” to ”very offensive for a 10-year-old child”). Results showed that 100% of the data generated was scored as no at all offensive (m=5 ; SD =0).

We then evaluated the output generated depending on its relevance to the general context of the text (e.g. for a text about the Big Bang, data-points about the universe in general are considered relevant, however output about different topics like the sports ... are considered not relevant). Here again, we run a human annotation and saw that 100% of our generated data was annotated as relevant to the task.

8.1.2 How did human experts evaluate the quality of the linguistic cues generated by GPT-3?

We evaluate GPT-3’s ability to generate appropriate and high-level questioning words by comparing its output to what was generated by human experts. We inspect two dimensions : the variety of the words proposed and their complexity level.

To assess this, we plot the histogram of the cues generated by hand and by GPT-3 and investigate the similarity between the variances of the two distributions (See Figure 8). We use a Levene’s test given that
the question words generated by hand deviated from normality. Results showed no support to reject similarity between the two conditions (p-value = 0.65).

We then studied the complexity levels of these cues by comparing the proportions of occurrence of compound words when generated by hand vs. by GPT-3. As mentioned above, this is an important aspect as compound questioning words are shown to lead to more divergent questions. The 2-sample z-test showed no support to reject the hypothesis of having two similar proportions (p-value = 0.51).

With these results, we see similar behaviors between human experts and GPT-3 in generating appropriate questioning words that can lead to divergent QA.

8.1.3 How did human experts evaluate the quality of the semantic cues generated by GPT-3?

Here again, we base our evaluation on comparing specific dimensions of the semantic cues generated by GPT-3 for the incentive and the open agents to those generated by hand. We start by investigating the semantic relatedness degree of the cue to the context of the proposed educational resources, as described in the Measures Section. As seen Figure, we see no significant difference between the three conditions for this measure. The one-way ANOVA test failed to exclude similarities between at least two groups (F(2, 74) = 0.41, p-value = 0.66), with a power test of 0.98. Assumptions about the normality of our distributions, homogeneity of variances and independence between the observations were confirmed pre-running the test.

We also study the divergence levels of the proposed cues for the two incentive agents. It makes sense to assess this aspect given that the incentive agents propose specific cues that will heavily condition children’s questions. Thus, if the proposed cues are already mentioned in the text i.e., convergent, they will automatically lead children to generate convergent questions. However, this is not the case for the open agent’s cues, i.e., the keywords, as the questions’ divergence levels do not rely on the words themselves but on how children choose to use them. For this reason,
The semantic relatedness of the cues generated by GPT-3 is similar to what was produced by hand.

The divergence level for the incentive semantic cues was similar for the hand-crafted and the GPT-3-driven versions.

Figure 9: Generating the semantic cues: Evaluation with respect to the semantic relatedness to the context and the divergence level.

We only assess the cues’ divergence levels for the two incentive agents, by running a human annotation following the grid described in B. As it can be seen in Figure 9, we run a t-test and saw the two distributions did not differ ($t=0.9$, p-value=$0.37$ and power=$0.14$).

Similarly to the linguistic cues, here we also see results suggesting that our approaches were successful in generating divergent semantic cues that are closely related to the context in question, compared to what we had in the hand-crafted condition.

8.2 How did human experts evaluate children’s QA performance during the training?

Moving on to studying the children’s interaction with the system, we start by looking into their QA performance during the training, within the different experimental conditions. We then investigate the relationship of this performance with the curiosity trait scores and evaluate the learning experience in terms of its pleasantness and its perceived cognitive load. We finally report the mid-term effect of our training on children’s ability to generate divergent questions in a different context as well as their perception of their own competency on this skill.

8.2.1 How did children’s divergent QA skills vary across conditions?

In a first step, we start by evaluating the general usefulness and accessibility of the cues proposed by the CAs by seeing how often children actually chose to use them to generate their questions. Results showed no difference between the two incentive agents for the percentage of ques-
Participants with the incentive agents (hand-crafted or GPT-3-driven) had similar divergent QA performances. Those who had the automated open agent had a significantly better performance than the two incentive groups.

Figure 10: Question-Asking performances during the training, using the QA-training workspace

ditions where they used the agents’ cues (M=77.28% and SD=23.08 for the hand-crafted agent; M=76.12% and SD=23.88 for the automated agent with a p-value for the T-test of 0.86 and a power test of 0.05). However, children with the open automated condition used the agent’s cues more often (M=91.78%, SD=8.83) and were significantly different from the hand-crafted incentive agent (p-value= 0.03, power=0.85) and the incentive GPT-3-driven one (p-value=0.005 and power=0.81); suggesting that the keywords-based cueing strategy may have been more accessible for children.

Moving on, we analyze children’s QA performances by comparing the percentage of divergent questions generated between the three experimental conditions. These percentages are computed as explained in Section 6.2.2. We start by performing a one-way ANOVA test between the three groups; results show indeed a significant difference in the performances (F(2,72)=4.11, p-value=0.02). We then perform T tests in pairs: we see no significant difference between the two incentive agents, i.e. the hand-crafted one and the GPT-3-driven one (t=0.88, p-value=0.38 and power=0.14). However, the group that interacted with the automated open agent had a significantly better performance than the Hand-crafted incentive agent (t=−3.17, p-value=0.003 and power=0.82) and the GPT-3-driven incentive agent (t=−1.88, p=0.04 and power=0.45); see Sub-Figure (a) of Figure 10. The normality and the homogeneity of variances of our data were verified pre-running our tests.
8.2.2 How did children’s questions quality vary across conditions?

We also investigated the quality of the questions generated, following the standardized grid described in 6.2.3. These scores give us an idea about the syntactic and semantic quality of the children’s questions. Results showed no significant difference between the two incentive agents (t=0.57, p-value=0.57 and power=0.08). The same observation was also found between two automated agents, i.e. incentive vs open (t=-0.81, p-value=0.41 and power=0.12) and between the hand-crafted incentive agent and the automated open one: t=-0.29, p-value=0.77 and power=0.06. See Sub-Figure (b) of Figure 10.

**First conclusion:** Results from the two previous subsections 8.2.1 and 8.2.2 show that children who interacted with incentive hand-crafted CA had an overall similar divergent QA performance to the GPT-3-driven one suggesting the validity of the GPT-3 cueing approach we used to generate the ‘closed’ cues. Furthermore, they suggest that using GPT-3 to generate more ‘open’ cues, i.e. keywords, may be a stronger strategy to help stimulate children’s divergent questioning. Indeed, this interaction helped children formulate more divergent questions while maintaining similar syntactic scores even though they had no semantic formulations for their cues.

8.2.3 How did children’s curiosity trait correlate with their divergent QA?

In this subsection, we study the interaction between children’s divergent QA and their curiosity trait and how it is affected with the interactions with the different CAs. The results show a significant correlation between the two only for the automated open agent. Details about the statistical tests can be found in the appendix E.

These results may posit that our open agent is more associated with curious thinking given that it leaves more space to children to formulate questions of their own choice and thus, to express their own curiosity. However, in the case of the two incentive agents, we saw no significant correlations between their performance in the task and their curiosity trait. This can be explained by the idea that, given that children were restrained to think of pre-defined specific questions, their task was more of a social curiosity training rather than an idiosyncratically one, as explained in Section 4.2.2.

8.3 How did children perceive their learning experience with ”Kids Ask”?

8.3.1 How motivated were children to use the platform?

We see no difference between the children’s intrinsic motivation during the training with the three different agents. However, we saw that the three groups were significantly more intrinsically than extrinsically motivated to do the task (t=3.3, p<0.001, power=0.98 for the hand-crafted incentive
Participants for the three groups showed significantly more intrinsic motivation than amotivation or extrinsic motivation.

The cognitive load of the task was similar for the three different conditions.

Figure 11: Learner experience measures

8.3.2 How did children perceive the cognitive load of the task?

On a final note, we also investigated the cognitive load as perceived by children, following the Nasa-tlx scale as described in Section 6.3. The aim here is twofold: 1) evaluate whether or not children perceived that the answers provided by GPT-3 were harder to assess than those provided by humans. 2) see if the lack of a semantic formulation in the open cues for the open automated agent makes the question-generation task harder for children. To address these goals, we perform pairwise t-tests. Results showed no significant differences between the two incentive agents (t=-0.4, p=0.1, power=0.06) or between the incentive and open agent (t=-0.3, p-value=0.7, power=0.06). These results suggest indeed the accessibility of GPT-3’s output even when no semantic formulation was given (i.e. only keywords).

8.4 How did the “Kids Ask” training affect children’s curiosity?

8.4.1 How did children’s ability to ask divergent questions change after the “Kids Ask” training?

We were interested in studying whether there was a short-term effect of our intervention, i.e. if the training helped children be better at asking divergent questions when they are put in another context than “Kids Ask”. For this reason, we assess children’s ability to ask divergent questions be-
Participants from the three conditions were able to improve their divergent QA abilities after the Kids Ask interaction, as shown by the divergent QA fluency test pre- and post-training.

Childrens perception of their QA self-efficacy changed more positively with the intervention for those who interacted with the automated agents.

Figure 12: Intervention effect: pre- and post-training measures.

Fore and after the intervention using the offline test described in section 6.4.1 and compare the three different conditions.

We performed a two-way repeated measures ANOVA test in order to investigate the impact of the time on the divergent QA performance between the three conditions. Results showed a statistically significant effect of the time ($F(2,72)=46.95$, $p$-value<0.001) and the condition ($F(2,72)=3.9$, $p$-value=0.002), with no effect of the interaction condition:time on the performances ($F(2,72)=2.33$, $p=0.11$); see Sub-figure (a) in Figure 12. Hypotheses concerning the absence of outliers and normality of the divergent QA-fluency scores were verified pre-running the test.

These results show that participants from the different groups benefited from the intervention, suggesting the general validity of the cueing approaches used and the benefits of using CAs to train divergent children’s divergent QA skills in general.

8.4.2 How did children’s perception of curiosity change after the “Kids Ask” training?

In analyzing the effect of our intervention on children’s general attitude towards epistemic curiosity, we run a two-way mixed ANOVA test to investigate the difference in the CIAC scores (Section 6.4.2) before and after our intervention, between the different conditions. Results show a non-significant interaction between time and the condition type ($F(2,72)=3.87$, $p$-value=0.06) but reveal a significant change in the scores for all participants pre- and post-intervention (time Effect: $F(1,72)=15.74$, $p$-value<0.0001). This suggests the general efficiency of our proposed method in enhancing children’s perception of curiosity in the classroom.

We then investigated the Self-Efficiency sub-scale of the CIAC ques-
tionnaire which measures how children perceive their own skills in asking relevant and complex questions. As shown the sub-figure (b) in Figure 12, the three groups had better scores post-intervention and the interaction between time and the groups was significant ($F(2,72)=0.038$, p-value=0.04). The post-hoc pairwise tests showed a significant increase in this score only for the group that interacted with the open GPT-3 driven agent (p=0.014). This result aligns well with what’s discussed in the design rationale section 4.2.2 where we suggest that giving children tasks with a larger margin of choice and autonomy can effect their perception of their self-efficiency.

9 Discussion

With this work, we investigate using prompt-based learning with the pre-trained LLM GPT-3 to generate the pedagogical content for a curiosity training that aims to develop divergent QA skills in children. We investigate the validity of our approach by using human annotations to score this content and compare it to what was generated by hand.

The proposed prompt-based method showed positive results for GPT-3’s ability to generate relevant curiosity-eliciting cues, both in terms of linguistic quality, semantic relevance and pedagogical value for children. More specifically, our LLM-content-based curiosity training showed more efficiency in eliciting children’s divergent QA when we had open cues leading to several possible questions, rather than the incentive ones that led to one specific and pre-defined question. These observations were somehow expected given that the open agent was designed with the intention to propose a student-directed training. Indeed, we hypothesize that such a setting will lead children to work on questions that correspond to their competency level which will result in better perception of the self-efficiency in the task [42] and therefore, in more engagement and learning progress [44, 58].

In a further step, and in an attempt to reinforce previous findings that link curiosity trait to divergent QA, we investigated the relationship between children’s performance during our divergent QA training and their curiosity trait as reported by their parents. Our results showed a strong correlation only for the group that had the open cues. Several ideas can be posited to explain these findings: first, it is possible that children who are more curious by trait, since they are more familiar with asking questions without any syntactic support, found in the open agent a more favorable condition to express their curiosity. Second, it is possible that giving children QA activities that they can transpose to their ZPDs helped their curiosity. We lean more towards the second explanation since we saw a significant increase in children’s perception of their QA skills in the open conditions. This is an interesting finding as it addresses the question of proposing new behavioral measures for curiosity that are suited to e-learning environments, rather than using the classic self-report measures.

Finally, this current implementation also addressed some of the challenges we raised earlier that are shown to keep children from asking questions in the classroom (i.e. difficulty to find the syntactic formulation
for divergent questions, fear of negative judgment and lack of metacognitive efficiency). Indeed, and as we explain this in the Design rationale section 4.2.2, we addressed the first challenge by choosing to provide linguistic cues along the semantic ones in order to help children practice the syntactic formulation of divergent questions with the help of the CA. Consequently, and as shown in the results sub-section 8.4.1, our QA fluency test showed that children were indeed able to ask significantly more syntactically-correct divergent questions in the post-intervention test, for all three experimental conditions. Suggesting, thus, the general validity of the training method. Moreover, this work also tempted to address the negative perception of curiosity challenge by proposing a novel and attractive tool to practice this skill (interaction with a CA, use of digital devices, etc). In fact, we saw high motivation scores to use the tool for the three conditions with a predominance of the intrinsic component. Indeed, our training effect showed to be positively significant on the CIAC measure pre- and post-intervention for all conditions (sub-section 8.4.2). This measure captures children’s image of curiosity, including their fear of their classmates’ negative judgment when asking questions in the classroom.

These results suggest the efficiency of our general curiosity-eliciting method in addressing some of the brakes that can keep children from expressing their curiosity, independently from the experimental condition.

10 Limitations and future directions

One drawback to our current implementations is the lack of feedback we give children about their performance during the task. Indeed, and even though we see enhanced perceptions of the self-efficiency, we do not know if this is directly connected to their perception of their performance or to other factors, like the repeatability of the exercise, bias in the self-report measure, etc. Therefore, one future direction for this work will be to explore ways to use LLMs in general in order to analyze children's questions and give them real-time feedback about their relevance, their divergence level and their syntactic construction. Recent work such in [62] has explored using prompt-learning methods to evaluate the generation of convergent questions and showed rather encouraging results. Therefore, one possible track can be to take inspiration from their methods and explore adapting them to divergent questions.

Another factor to be considered while evaluating this training is its short duration in time. Indeed, children were only asked to do this task during one short session which may have facilitated their engagement and played a role in the positive results we saw. Therefore, one future direction for this work is to propose a longer version of our training and investigate its long-term impact on children’s curiosity-driven behaviors. It is also to be noted that, as mentioned above, the annotations of all the data generated during this training was performed by two of the researchers that led this study; it is therefore possible that some bias has been introduced in the scores, even though the inter-rater measures between the two were rather satisfying.

On another hand, even though prompt-based learning with GPT-3 is
quite an easy method to implement, it does still require some knowledge about prompt-engineering in order to generate relevant output. Indeed, we hypothesize that we won’t see the same results if we have used less precise and concise prompts and different settings. This leads us to think about the different trainings we should provide teachers with in order to ensure good practices and satisfying results.

Moreover, and as mentioned earlier in the "Ethical considerations" section, our implementation raises some educational challenges. Indeed, having children use LLM-based systems in general without knowledge about their best practices and without developing a critical thinking when interacting with them can be challenging. For example, it can reduce their creativity, engagement when resolving tasks, etc, making the system loose its potential benefits. In this direction, we are planning to develop pedagogical interventions in order to train children’s intellectual humility and critical thinking when using LLMs.

Finally, this work did not explicitly address children’s metacognitive efficiency. Indeed as mentioned earlier, this is an important skill that can modulate children’s curiosity-driven behaviors and keep them from seeking new information. For this reason, we started working on the implementation of new pedagogical trainings that target specific metacognitive skills in order to evaluate their effect on developing curiosity.

11 Conclusion

This work is a part of a larger project attempting to develop technology-enhanced approaches to train curiosity in children. The study proposes to address some of the brakes that keep them from seeking new information autonomously such as linguistic barriers and negative opinions towards curiosity. More particularly, we carefully investigate the potential of LLMs to generate pedagogical content and propose a novel GPT-3-driven system that trains divergent QA using simple and efficient prompt-based methods.

Our results, including a field study, showed the benefits of using such tools to engage children in divergent QA tasks and improve their curiosity perception and QA fluency. This work motivates the implementation of such curiosity-eliciting approaches both in normal classroom settings and in e-learning environments using NLP methods.
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A Grid for the semantic relatedness measure

Likert scale used to annotate the semantic relatedness of our cues with respect to the text in question:

- 1 point if the cue is not at all related to the text’s context
- 2 points if the cue is not related to the text’s context
- 3 points if the cue is somehow related to the text’s context
- 4 points if the cue is related to the text’s context
- 5 points if the cue is super related to the text’s context

B Grid for the divergence level measure

Likert scale used to annotate the divergence level of our cues with respect to the text in question:

- 1 point if the cue is explicitly stated in the text
- 2 points if the cue is not explicitly stated but can be implied from the text
- 3 points if the cue is not at all stated in the text

C Criteria for accepting children’s questions

A question is considered correct and taken into account if:

- It is a question — and not a statement.
- It is related to the text being studied.
- It is not repeated more than one time.

Questions that did not use the agents’ cues were still taken into account if they were still relevant to the general context of the text under discussion.

Example: For a text about the Big Bang, a linguistic cue What, a semantic incentive cue At its start, the universe’s temperature was about 10 billion degrees or an open semantic cue “Big Bang, explosion”, we accepted questions such as:

- What was the temperature of the universe at its beginning? for the incentive agent or ”What caused the Big Bang explosion” for the open agent: both questions use the agents propositions and are related to the text.
• How does an explosion occur? : used one of the agent’s keywords and changed the questioning word but is still related to the text.
• "What does 'microscopic' mean?": For both agents, the question here does not use the cues proposed, but is highly relevant to the text.

However, data such as the following was not accepted:
• It is the temperature when the universe began. : this is a statement and not a question.
• "What is a robot composed of?" : this is not related to the Big Bang text.
• "What are dinosaurs?" : this is not a serious attempt.

D  Syntactic scores for evaluating children’s questions

In assessing the questions syntactic quality, we use the grid inspired from Aschner’s classification in [15]. The grid calculates a question’s score like the following:

• One point if the question is high-level: the answer to this question is not a simple fact (example: 'How big is a dinosaur?') but requires to explain a mechanism, a relationship etc (example: 'Why were dinosaurs so big?

• From 1 to 4 points, based on the syntactic construction of the question :
  – 1 point for a closed or declarative question (example: "Dinosaurs were big?
  – 2 points for questions with questioning words in the middle of the sentence (example: "The dinosaurs were how big?
  – 3 points for a question without an interrogative formulation (example: "Why the dinosaurs are big?
  – 4 points for a questioning word in the beginning of the sentence that has interrogative syntax (example: "Why are dinosaurs big?

• From 1 to 3 points, based on the use of questioning words :
  – 1 point for a declarative question i.e., with no questioning word (example: "Dinosaurs were big?
  – 2 points for questions with Is/Are (example: "Are dinosaurs big?
  – 3 points for the use of proper questioning words (example: "How big were the dinosaurs?
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Figure 13: For the automated open agent, children’s curiosity trait scores were strong predictors for their divergent question-asking abilities.

E Statistical tests for investigating the relationship between curiosity and divergent QA performance

In investigating the relationship between children’s curiosity trait as reported by their parents and their divergent QA performance and the potential role of the experimental condition, we performed an ANCOVA test between the three groups, with the percentage of divergent questions generated during the training as a dependent variable and the curiosity trait score (as reported by the parents) as a co-variate. Results indicate a significant interaction between the divergent-QA performance and the curiosity scores, within the three conditions ($F(2,71) = 4.06, p-value=0.02$). Pairwise comparisons are then conducted in order to identify groups that are statistically different: we apply Bonferroni’s multiple test correction. The post-hoc analysis show a statistically-significant difference only for the open agent condition ($p-value=0.006$). We also tested the significance of differences between the Pearson correlation coefficients for the three groups, by applying a Ronald Fisher $z$-transformation. As it can be seen in Figure 13 that the correlations were similar for the two incentive agents ($z=1.7, p-value=0.14$); however, the open agent led to a significantly different relationship ($z=1.7, p-value=0.04$) between the hand-crafted incentive agent and the automated open one and ($z=2.8; p-value=0.002$) between the automated incentive agent and the automated open one.
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