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Abstract: In 1934, Hopf established an elegant inequality bounding the exponential integral function. In 1959, Gautschi established an improvement of Hopf’s results. In 1969, Luke also established two inequalities with each improving Hopf’s results. In 1997, Alzer also established another improvement of Hopf’s results. In this paper, we provide two new proofs of Luke’s first inequality and as an application of this inequality, we provide a new proof and a generalization of Gautschi’s results. Furthermore, we establish some inequalities which are analogous to Luke’s second inequality and Alzer’s inequality. The techniques adopted in proving our results are simple and straightforward.
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1 Introduction

The classical exponential integral function is usually defined as [1, p. 228]

\[ E(z) = \int_{z}^{\infty} \frac{e^{-r}}{r} dr = \int_{1}^{\infty} \frac{e^{-zr}}{r} dr = \Gamma(0, z) \] (1)

for \( z > 0 \) where \( \Gamma(v, z) \) is the upper (or complementary) incomplete gamma function defined as

\[ \Gamma(v, z) = \int_{z}^{\infty} r^{v-1} e^{-r} dr. \]

It satisfies the properties

\[ E'(z) = -\frac{e^{-z}}{z}, \] (2)

\[ E''(z) = \frac{e^{-z}}{z} + \frac{e^{-z}}{z^2} = - \left( 1 + \frac{1}{z} \right) E'(z), \] (3)

among others. For more properties of the function, one may refer to [1] [10] [11]. This special function is often applied in areas such as astrophysics, neutron physics, quantum chemistry and engineering. As a result of its important roles, it has been studied in various ways. For instance, see [3] [4] [11] [12] [13] [15] [16] [17] [18].

In 1934, Hopf [7] p. 26] established the inequality

\[ \frac{z}{z+1} < z e^{-z} E(z) < 1 \quad \text{for} \quad z > 0 \] (4)

In 1959, Gautschi [5] gave an improvement of (1) by establishing that

\[ \frac{1}{2} \ln \left( 1 + \frac{2}{z} \right) < e^{-z} E(z) < \ln \left( 1 + \frac{1}{z} \right) \quad \text{for} \quad z > 0 \] (5)
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Gautschi’s approach is dependent on a double-inequality involving the function

\[ e^{z^p} \int_z^{\infty} e^{-r^p} \, dr, \]

where \( z \geq 0 \) and \( p > 1 \). By relying on a double-inequality involving the incomplete gamma function \( \Gamma(v, z) \), Luke [9, p. 201] established the inequalities

\[ \frac{z}{z+1} < z e^z E(z) < \frac{z+1}{z+2} \quad \text{for} \quad z > 0, \quad (6) \]

\[ \frac{z^2 + 3z}{z^2 + 4z + 2} < z e^z E(z) < \frac{z^2 + 5z + 2}{z^2 + 6z + 6} \quad \text{for} \quad z > 0. \quad (7) \]

Also, by depending on a double-inequality involving the function

\[ \frac{1}{\Gamma(1 + 1/p)} \int_z^{\infty} e^{-r^p} \, dr, \]

where \( z > 0 \) and \( p \in (0, 1) \cup (1, \infty) \), Alzer [2] established the inequality

\[ -\ln \left( 1 - e^{-az} \right) < E(z) < -\ln \left( 1 - e^{-bz} \right) \quad \text{for} \quad z > 0, \quad (8) \]

where \( a \geq e^\gamma \), \( 0 < b \leq 1 \) and \( \gamma \) is the Euler-Mascheroni constant.

We observe that the bounds in (6) are better than those in (4). Also, the lower bound of (5) is better than that of (3) and the upper bound of (6) is better than that of (4). Also, the upper bound of (6) is better than that of (5) if \( z > 0.756244 \). Moreover, the bounds in (7) are better than those in (5). Furthermore, the lower bound of (8) is better than that of (5). However, the upper bound of (5) is better than that of (8).

By using relatively simple procedures, the objectives of this paper are:

(a) to provide two new proofs of the inequality (6),
(b) to provide a new proof of the inequality (3) by applying (6),
(c) to establish a generalization of the inequality (5),
(d) to establish new inequalities similar to (7),
(e) to establish an inequality analogous to (8).

2 Results and Discussion

Theorem 2.1 ([9]). The inequality

\[ \frac{z}{z+1} < z e^z E(z) < \frac{z+1}{z+2} \quad (9) \]

holds for \( z > 0 \).

First Proof. Let \( x > 0 \), \( y > 0 \), \( u > 1 \) and \( \frac{1}{u} + \frac{1}{v} = 1 \). Then by using Hölder’s inequality, we obtain

\[
E \left( \frac{x}{u} + \frac{y}{v} \right) = \int_1^{\infty} e^{-\left( \frac{x}{u} + \frac{y}{v} \right)r} \, dr \\
= \int_1^{\infty} e^{-\frac{x}{u}r} \frac{e^{-\frac{y}{v}r}}{r} \, dr \\
\leq \left( \int_1^{\infty} e^{-xr} \, dr \right)^{\frac{1}{u}} \left( \int_1^{\infty} e^{-yr} \, dr \right)^{\frac{1}{v}} \\
= E^{\frac{1}{u}}(x) E^{\frac{1}{v}}(y).
\]
Thus, $E(z)$ is logarithmically convex for $z > 0$. By applying (2) and (3), we obtain
\[
(\ln E(z))'' = \frac{E''(z)E(z) - [E'(z)]^2}{E^2(z)} = \frac{(z + 1)e^z E(z) - 1}{e^{2z}z^2 E^2(z)} \geq 0.
\]
Hence $(z + 1)e^z E(z) - 1 > 0$ which gives the left-hand side of (9). Next let
\[
A(z) = E(z) - \frac{(z + 1)e^{-z}}{(z + 2)^2}, \quad \text{for } z > 0.
\]
Then
\[
A'(z) = E'(z) + \frac{e^{-z}}{z^2} \left( \frac{z^3 + 4z^2 + 4z + 2}{z^3 + 4z^2 + 4} \right)
= \frac{e^{-z}}{z} \left( \frac{z^3 + 4z^2 + 4z + 2}{z^3 + 4z^2 + 4} - 1 \right) > 0
\]
which implies that $A(z)$ is increasing. Hence for $z > 0$, we have
\[
A(z) < \lim_{z \to \infty} A(z) = 0
\]
which gives the right-hand side of (9). This completes the proof.

Second Proof. Let \( D(z) = ze^z E(z) \) for $z > 0$. It is known in [6, p. 194] that
\[
D(z) = 1 - \int_0^1 \frac{r^{z-1}}{(1 - \ln r)^2} \, dr.
\]
(10)
Then
\[
D'(z) = - \int_0^1 \frac{(\ln r)r^{z-1}}{(1 - \ln r)^2} \, dr > 0
\]
which shows that $D(z)$ is increasing. Thus,
\[
D'(z) = (z + 1)e^z E(z) - 1 > 0
\]
which yields the left-hand side of (9). Also,
\[
D''(z) = - \int_0^1 \frac{(\ln r)^2 r^{z-1}}{(1 - \ln r)^2} \, dr < 0
\]
which shows that $D(z)$ is concave. Thus,
\[
D''(z) = (z + 2)e^z E(z) - \frac{z + 1}{z} < 0
\]
which yields the right-hand side of (9). This completes the proof.

Remark 2.2. It follows from (10) that,
\[
(-1)^kD^{(k+1)}(z) = (-1)^{k+1} \int_0^1 \frac{(\ln r)^k r^{z-1}}{(1 - \ln r)^2} \, dr > 0
\]
for all $k \in \mathbb{N}$. Therefore, $D'(z)$ is strictly completely monotonic. Also, since $\lim_{z \to \infty} D(z) = 1$, and by the monotonicity property of $D(z)$, we recover the right-hand side of (4).
Theorem 2.3 ([5]). The inequality
\[ \frac{1}{2} \ln \left( 1 + \frac{2}{z} \right) < e^z E(z) < \ln \left( 1 + \frac{1}{z} \right) \]  \hspace{1cm} (11)
holds for \( z > 0 \).

Proof. Let \( \phi(z) = e^z E(z) - \ln \left( 1 + \frac{1}{z} \right) \) for \( z > 0 \). By applying the left-hand side of (9), we obtain
\[ \phi'(z) = e^z E(z) - \frac{1}{z+1} > 0 \]
which implies that \( \phi(z) \) is increasing. Consequently, we obtain
\[ -\gamma = \lim_{z \to 0} \phi(z) \quad \phi(z) \quad < \lim_{z \to \infty} \phi(z) = 0 \]
which gives
\[ -\gamma + \ln \left( 1 + \frac{1}{z} \right) < e^z E(z) < \ln \left( 1 + \frac{1}{z} \right). \]  \hspace{1cm} (12)
Likewise, let \( \psi(z) = e^z E(z) - \frac{1}{2} \ln \left( 1 + \frac{2}{z} \right) \) for \( z > 0 \). By applying the right-hand side of (9), we obtain
\[ \psi'(z) = e^z E(z) - \frac{z + 1}{z(z + 2)} < 0 \]
which implies that \( \psi(z) \) is decreasing. Hence, we obtain
\[ \psi(z) > \lim_{z \to \infty} \psi(z) = 0 \]
which gives
\[ e^z E(z) > \frac{1}{2} \ln \left( 1 + \frac{2}{z} \right). \]  \hspace{1cm} (13)
Combining (13) and the upper part of (12) yields (11). This completes the proof. \( \square \)

Remark 2.4. The lower bound of (12) has been discovered as a byproduct of the proof and for \( 0 < z < 0.20845 \), it is better than the lower bound of (11).

In the following theorem, we provide a generalization of Theorem 2.3.

Theorem 2.5. The inequality
\[ \frac{1}{a} \ln \left( 1 + \frac{a}{z} \right) < e^z E(z) < \frac{1}{b} \ln \left( 1 + \frac{b}{z} \right) \]  \hspace{1cm} (14)
holds for \( z > 0 \) where \( a \geq 2 \) and \( 0 < b \leq 1 \).

Proof. Let \( G(z) = e^z E(z) - \frac{1}{a} \ln \left( 1 + \frac{a}{z} \right) \) for \( z > 0 \) and \( a \geq 2 \). Since
\[ \frac{z + a - 1}{z + a} \geq \frac{z + 1}{z + 2} \]
for all \( a \geq 2 \), by applying right-hand side of (9), we obtain
\[ zG'(z) = ze^z E(z) - \frac{z + a - 1}{z + 1} \leq ze^z E(z) - \frac{z + 1}{z + 2} < 0. \]
Hence \( G(z) \) is decreasing. As a result, we have
\[ G(z) > \lim_{z \to \infty} G(z) = 0. \]
which gives the left-hand side of (14). Similarly, let \( H(z) = e^z E(z) - \frac{1}{b} \ln (1 + \frac{b}{z}) \) for \( z > 0 \) and \( 0 < b \leq 1 \). Since

\[
\frac{z + b - 1}{z + b} \leq \frac{z}{z + 1}
\]

for all \( 0 < b \leq 1 \), by applying left-hand side of (9), we obtain

\[
zH'(z) = ze^z E(z) - \frac{z + b - 1}{z + b} \geq ze^z E(z) - \frac{z}{z + 1} > 0.
\]

Hence \( H(z) \) is increasing. In view of this, we have

\[
H(z) < \lim_{z \to \infty} H(z) = 0
\]

which gives the right-hand side of (14). This completes the proof. \( \square \)

The following theorem is motivated by Luke’s second inequality (7).

**Theorem 2.6.** The inequality

\[
\frac{z^3 + 2z^2 - z}{z^3 + 3z^2} < ze^z E(z) < \frac{z^3 + 3z^2 - 2z + 2}{z^3 + 4z^2}
\]

holds for \( z > 0 \).

**Proof.** By employing (10), we obtain

\[
D^{(3)}(z) = -\frac{2z - 1}{z^2} + e^z (z + 3) E(z) - 1 > 0
\]

which when rearranged gives the left-hand side of (15). Similarly, we have

\[
D^{(4)}(z) = -\frac{3z^2 - 2z + 2}{z^3} + e^z (z + 4) E(z) - 1 < 0
\]

which when rearranged gives the right-hand side of (15). This completes the proof. \( \square \)

**Remark 2.7.** The bounds in (7) are better than those of (15). By using the higher derivatives of \( D(z) \) and their associated monotonicities, one can derive other bounds similar to (15). For example, see the following theorem.

**Theorem 2.8.** The inequality

\[
\frac{z^4 + 4z^3 - 3z^2 + 4z - 6}{z^4 + 5z^3} < ze^z E(z) < \frac{z^5 + 5z^4 - 4z^3 + 6z^2 - 12z + 24}{z^5 + 6z^4}
\]

holds for \( z > 0 \).

**Proof.** This follows from the derivatives \( D^{(5)}(z) \) and \( D^{(6)}(z) \) and their inherent monotonicities. This completes the proof. \( \square \)

**Remark 2.9.** The lower bound of (16) is better than that of (15) if \( z > 3 \) and the reverse case happens if \( 0 < z < 3 \). The upper bound of (15) is better than that of (16).

**Theorem 2.10.** The inequality

\[
-\gamma + \ln \alpha - \ln (1 - e^{-\alpha z}) < E(z) < -\ln (1 - e^{-\alpha z})
\]

holds for \( z > 0 \) where \( 0 < \alpha \leq 1 \).
Proof. Let \( K(z) = E(z) + \log(1 - e^{-\alpha z}) \) for \( z > 0 \) and \( 0 < \alpha \leq 1 \). Then
\[
K'(z) = -\frac{e^{-z}}{z} + \frac{\alpha e^{-\alpha z}}{1 - e^{-\alpha z}}.
\]
By using the basic inequality \( e^z > 1 + z \) for \( z \neq 0 \), we obtain
\[
\frac{1}{z} < \frac{\alpha}{1 - e^{-\alpha z}}
\]
and since \( e^{-z} \leq e^{-\alpha z} \), we have
\[
\frac{e^{-z}}{z} < \frac{\alpha e^{-\alpha z}}{1 - e^{-\alpha z}}.
\]
Hence \( K(z) \) is increasing and subsequently, we obtain
\[
-\gamma + \ln \alpha = \lim_{z \to 0^+} K(z) < K(z) < \lim_{z \to \infty} K(z) = 0
\]
which gives the inequality (17). This completes the proof.

Remark 2.11. The right-hand side of (17) agrees with the right-hand side of Alzer’s result [8]. However, if \( \alpha = 1 \) and \( a = e^\gamma \), then the left-hand side of [8] is better than that of (17).
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