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Abstract. Based on the dependence between edge and colour intensity of aluminium waste image, the aim of this paper is to classify the aluminium waste into three types; pure aluminium, not pure aluminium type-1 (mixed iron/lead) and not pure aluminium type-2 (un-recycle). Principal Component Analysis (PCA) was employed to reduction the dimension of image data, while Bayes’ theorem with the Gaussian copula was applied to classification. The copula was employed to handle dependence between edge and colour intensity of aluminium waste image. The results showed that the classifier has been correctly classifiable by 88.33%.

1. Introduction
In an automatic sorting system, a classification of objects into a few groups mostly base on the images. An image usually represented by a vector in an n.m dimensional space. In practice this spaces are too large to allow robust and fast classification so dimensionality reduction of data is needed at first. For classification, an object image allocated to a group base on a rule, for example a discriminant score or a posterior probability. Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) are methods of classification was employed a grouping rule base on discriminant score. These methods assume that the joint probability density function is multivariate Gaussian distributed, also the marginal. However, this discriminant score cannot accurately classify object whose joint probability density function is different from its marginal distribution. A grouping rule using posterior probability base on Bayes’ theorem is more flexible. In the theorem, the likelihood function can be nonparametric. If we have information about the image characteristics of each group, then we can use this information and the posterior probability based on Bayes’ theorem in order to classify the objects. Dependence between the image characteristics can be also involved in this theorem by copula function.

PCA is a statistically techniques which is widely used for dimensionality reduction and recorded a great performance in many application both social and natural science. [1]-[7] applied Principal Component Analysis (PCA) and LDA in face recognition, while [15] applied PCA and QDA in classification of aluminium waste. This paper propose combination of PCA and Bayes’ theorem with copula function to classify aluminium waste base on the images into a three groups; pure aluminium, not pure aluminium type-1 (mixed iron/lead) and not pure aluminium type-2 (un-recycle) involving edge and colour intensity of image. PCA as a technique to reduce the data dimension at first and Bayes’ theorem with copula function as a technique to classification of aluminium waste image.
Copula was employed to handling the dependence between edge and colour intensity of the images. Using copula, joint distributions can be modelled curiosities of marginal distributions. Copula models have been applied in several areas such as finance [10]-[11], insurance [12]-[15], environmental [16] and classification studies [9], [17]-[18].

2. Materials and methods
The aluminum waste image is taken using a webcam by placing it on a conveyor belt with a particular pose (eg, front, top, back, down or side view), and then saved in jpeg format with a resolution of 320 x 240 pixels. For each of 85 different aluminum wastes, the images were taken in five pose; front view, top view, back view, down view and side view, so we collected 425 different images. Each image pose has been taken edge and colors component of RGB (Red, Green and Blue). The average of red, green and blue colors component is defined as color intensity.

Aluminum waste classification based on the dependence between edge and color intensity combine PCA and Bayes’ theorem with copula function. Principal Component Analysis (PCA) was employed to reduction the dimension of image data, while Bayes’ theorem with the Gaussian copula was applied to classification. The copula was employed to handle dependence between edge and color intensity of aluminum waste image.

1.1. Principal Component Analysis (PCA)
The objective of PCA approach is to get principal components which explain as much of the total variation in the data as possible with as few of these principle components as possible. The principal component is linear combination of observed variables.

For image data of aluminum waste, let observed variables are image poses, $X_1, X_2, \ldots, X_p$. The linear combination of $p$ image poses variables principal component is defined as,

$$Y_r = a_{1r}X_1 + a_{2r}X_2 + \cdots + a_{pr}X_p = a_r^T X_k$$

where $a_r^T$ is eigenvector of covariance matrix $S$ which is orthogonal with each other. The eigenvector can be found by maximizing $\text{var}(Y_r) = a_r^T S a_r$, with constraints $a_r^T a_r = 1$.

1.2. Copula in Bayes’s theorem
For the purpose of classification, the Bayes’ theorem stated in terms of density the following,

$$P(A = a | C = c) = \frac{P(C = c | A = a)P(A = a)}{P(C = c)}$$

where $P(A = a | C = c)$ is the posterior probability, $P(C = c | A = a)$ is the likelihood function, $P(A = a)$ is the prior probability and $P(C = c)$ is the data probability. An object image allocated to group $g$ that have the image characteristic $C$ given its attributes $A$ if $g$ has the largest posterior probability $P(A = a | C = c)$ between other group. For continuous attributes, a copula function can be used for modeling the dependence structure in the likelihood function.

Let $f_1(c_1 | a)$ and $f_2(c_2 | a)$ are the marginal density of image edge and colour intensity, respectively, while $F_1(c_1)$ and $F_2(c_2)$ are the marginal distribution successively. Let copula density function of the variables is $h(F_1(c_1), F_2(c_2) | a)$ and $P(A = a)$ is the prior probability based on the uniform distribution. Thus for this case, the copula in Bayes’ theorem such as [8] can be rewritten as,

$$P(A = a | C_1 = c_1, C_2 = c_2) = \frac{h(F_1(c_1), F_2(c_2) | a) f_1(c_1 | a) f_2(c_2 | a) P(A = a)}{f(c_1, c_2)}$$
For Gaussian bivariate copula, the density function \( h(F_1(c_1), F_2(c_2) \mid \alpha) \) is defined as,

\[
h(\Phi(z_1), \Phi(z_2)) = \frac{1}{2\pi\sqrt{1-\rho^2}} \exp \left[ -\frac{1}{2} \left( \frac{z_1^2 + 2\rho z_1 z_2 - z_2^2}{\sqrt{1-\rho^2}} \right) \right]
\]

where \( \Phi(z_1) \) and \( \Phi(z_2) \) are the marginal standard Gaussian distribution of image edge and colour intensity, and \( \rho \) is parameter of Gaussian copula can be found by maximum likelihood estimation.

3. Results and Discussion

For each image edge, red, green and blue (RGB) colour component of image, the explanatory variables consists pixel size of down view (\( x_1 \)), top view (\( x_2 \)), side view (\( x_3 \)), front view (\( x_4 \)) and back view (\( x_5 \)). We employed PCA in this research is to find as few of significant image poses variable as possible represented by principle components.

Table (1) shows eigenvalue, proportion of variance and cumulative proportion of principal component for image edge. The small eigenvalue shown the information of the image poses are useless so can be reduction without information loss. The cumulative proportion of the variance of the first component can explain 71% of the total variance and the second component when added to 82% means that if only taking one image pose alone is sufficient to represent the other four variables of image pose.

| Component | 1     | 2     | 3     | 4     | 5     |
|-----------|-------|-------|-------|-------|-------|
| eigenvalue| 4734.72 | 744.60 | 506.62 | 389.22 | 286.03 |
| proportion of variance | 0.71 | 0.11 | 0.08 | 0.06 | 0.00 |
| cumulative proportion | 0.71 | 0.82 | 0.90 | 0.96 | 1.00 |

Table (2) shows eigenvalue, proportion of variance and cumulative proportion of principal component for red, green and blue colour respectively. For red colour, the cumulative proportion of the variance of the first component explained 95% of the total variance. It means that if only taking one image pose alone is sufficient to represent the other four variables of image pose. For each of green and blue colour component, the cumulative proportion of the variance of the first component explained 96% and 94% respectively and it also means that if only taking one image pose alone is sufficient to represent the other four variables of image pose.

| Component | 1     | 2     | 3     | 4     | 5     |
|-----------|-------|-------|-------|-------|-------|
| eigenvalue | 4747.22 | 170.80 | 60.72 | 26.12 | 21.30 |
| proportion of variance | 0.95 | 0.03 | 0.01 | 0.01 | 0.00 |
| cumulative proportion | 0.95 | 0.98 | 0.99 | 1.00 | 1.00 |

| Component | 1     | 2     | 3     | 4     | 5     |
|-----------|-------|-------|-------|-------|-------|
| eigenvalue | 6348.84 | 149.40 | 54.44 | 25.80 | 11.90 |
| proportion of variance | 0.96 | 0.02 | 0.01 | 0.00 | 0.00 |
| cumulative proportion | 0.96 | 0.98 | 0.99 | 1.00 | 1.00 |
The linear combination of image edge for the first principal component is

$$Y_{edge} = 0.456x_1 + 0.440x_2 + 0.492x_3 + 0.432x_4 + 0.412x_5$$

It means that the side view image pose has the most significant contribution to increasing of image edge comparing to the other image poses. Any increasing in one unit pixel of side view image pose will increase image edge at 0.492. Taking the side view image pose only has been representing the image edge. The linear combination of the first principal component for red, green and blue colour are given successively,

$$Y_{red} = 0.480x_1 + 0.493x_2 + 0.420x_3 + 0.421x_4 + 0.415x_5$$

$$Y_{green} = 0.481x_1 + 0.483x_2 + 0.422x_3 + 0.423x_4 + 0.422x_5$$

$$Y_{blue} = 0.486x_1 + 0.494x_2 + 0.419x_3 + 0.416x_4 + 0.415x_5$$

It means that the top view image pose has the most significant contribution to increasing of red color composition comparing to the other image poses. Any increasing in one unit pixel of top view image pose will increase red color composition at 0.493. Taking the top view image pose only has been representing the red color composition. Similar as red colour, for both green and blue color component, the top view image poses of the components have the most significant contribution comparing to the other image poses. Any increasing in one unit pixel of each top view image pose will increase green and blue color composition successively at 0.483 and 0.494. Taking the top view image pose only of each color has been representing the green and blue color composition respectively. The PCA shown edge and red, green and blue colour has one significant image pose only, then the colour intensity is average of red, green and blue pixel in one pose only.

Testing 55 different images of aluminum waste to classify into 3 groups was employed. Table 3 and 4 shown results classification aluminum waste based on the image. Specially, the results in table 3 based on posterior probability as a classification rule, while in table 4 based on discriminant score such as done in [15] that employed QDA (Quadratic Discriminant Analysis). Employing Bayes’ theorem with Gaussian copula such as given in (3) and (4) to classification 55 different images of aluminum wastes based on dependence between edge and colour intensity, we have been correctly classifiable by 88.33%. It is a performance improving of the method comparing with QDA that has been correctly classifiable by 80% as shown in Table 4.

Table 3. Result of Bayes Classification based on Gaussian Copula

| Observed group | Result of Classification | % correct |
|---------------|-------------------------|-----------|
| 1             | 25 0 0                  | 100%      |
| 2             | 5 15 0                  | 75%       |
| 3             | 0 1 9                   | 90%       |
| **Total**     | **88.33%**              |           |
4. Conclusion
In this paper, we employed the combination of Principal Discriminant Analysis (PCA) and Bayes’ theorem with Gaussian copula to classify the aluminium waste represented by the images, based on the dependence between edge and colour intensity of aluminium waste images. The combination of techniques has been correctly classifiable by 88.33% of 55 different images of aluminium wastes. It is a performance improving comparing with QDA (Quadratic Discriminant Analysis) that has been correctly classifiable by 80%. A better performance of classification can be applied to get a faster automatic sorting system.
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