A sparse-grid probabilistic scheme for approximation of the runaway probability of electrons in fusion tokamak simulation
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Abstract Runaway electrons (RE) generated during magnetic disruptions present a major threat to the safe operation of plasma nuclear fusion reactors. A critical aspect of understanding RE dynamics is to calculate the runaway probability, i.e., the probability that an electron in the phase space will runaway on, or before, a prescribed time. Such probability can be obtained by solving the adjoint equation of the underlying Fokker-Planck equation that controls the electron dynamics. In this effort, we present a sparse-grid probabilistic scheme for computing the runaway probability. The key ingredient of our approach is to represent the solution of the adjoint equation as a conditional expectation, such that discretizing the differential operator reduces to the approximation of a set of integrals. Adaptive sparse grid interpolation is utilized to approximate the map from the phase space to the runaway probability. The main novelties of this effort are the integration of the sparse-grid method into the probabilistic numerical scheme for computing escape probability, as well as the demonstration in computing RE probabilities. Two numerical examples are given to illustrate that the proposed method can achieve $O(\Delta t)$ convergence, as well as the adaptive refinement strategy can effectively handle the sharp transition layer between the runaway and non-runaway regions.
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1 Introduction

In magnetically confined fusion plasmas, runaway electrons (RE) can be generated during magnetic disruptions due to the strong electric field resulting from the rapid cooling of the plasma, see for example [2] and references therein. At high enough velocities, the drag force on an electron due to Coulomb collisions in a plasma decreases as the particle velocity increases. As a result, in the presence of a strong enough parallel electric field, fast electrons can “runaway” and be continuously accelerated, see for example the review in [13] and references therein. Understanding this phenomena has been an area of significant interest because of the potential impact that RE can have to the safe operation of the international test nuclear fusion reactor ITER\(^7\). In particular, if not avoided or mitigated, RE can severely damage plasma facing components [5, 10, 17].

In this work, we propose a sparse-grid probabilistic scheme to study RE dynamics in phase space. Although the full RE model is defined in a six-dimensional phase space, here we focus on the RE dynamics in a three-dimensional space with coordinates \((p, \xi, r)\), where \(p\) denotes the magnitude of the relativistic momentum, \(\xi\) the cosine of the pitch angle \(\theta\), i.e. the angle between the electron’s velocity and the local magnetic field, and \(r\) the minor radius. In this case, the dynamics of the distribution function of electrons is determined by the Fokker-Planck (FP) equation describing the competition between the electric field acceleration, Coulomb collisions, synchrotron radiation damping, and sources describing the second generation of RE due to head-on collisions [26].

In the study of RE, a set of important questions involve statistical observables different from the electron distribution function. Examples of particular interest to the present paper are the runaway probability, \(P_{RE}(t, p, \xi, r)\), that an electron with phase space coordinates \((p, \xi, r)\) will runaway on, or before, a time \(t > 0\). Mathematically, \(P_{RE}(t, p, \xi, r)\) is the solution of the adjoint of the FP equation, which is a backward parabolic equation in a non-divergence form. It is known that the non-divergence structure of the adjoint equation prevents the use of integration by parts on it to define weak solutions, which is a pre-requisite for formulating finite element methods for this problem. The second challenge is that the coefficients of the adjoint equation are usually very complicated, such that it is hard to convert the non-divergence operator to a divergence operator. Thus, the most widely used approach to approximate \(P_{RE}(t, p, \xi, r)\) is “brute-force” Monte Carlo, which is robust and parallelizable, but features very slow convergence.

---

\(^7\) ITER (originally the International Thermonuclear Experimental Reactor) is an international nuclear fusion research and engineering mega project, which will be the world’s largest magnetic confinement plasma physics experiment. See https://www.iter.org/ for details.
The method we are proposing is different from those based on the solution of the Fokker-Planck equation, e.g., [15, 16], and also different from the direct Monte-Carlo simulations. Instead, our approach is based on the Feynman-Kac formula, which establishes a link between the adjoint of the FP equation and the system of stochastic differential equations (SDEs). Specifically, we first represent the solution of the adjoint equation as a conditional expectation with respect to the underlying SDEs that describe the dynamics of the electrons. As such, the task of discretizing the differential operator becomes approximating the conditional expectation, which includes a quadrature rule for numerical integration and an interpolation strategy for evaluating the integrand at quadrature points. In this work, we use local hierarchical sparse grid methods [4, 7, 8, 11, 22] to handle the interpolation for two reasons. First, the terminal condition of the adjoint equation is discontinuous, and the adaptive refinement strategy of sparse grids can effectively capture such irregularity as well as well control the growth the total number of grid points. Second, the three-dimensional RE model is a simplification of the full six-dimensional model, and the use of sparse grids can make it easy to extend to the full RE model in the future work.

In the literature, sparse grid methods have been applied to various plasma physics problems to approximate physical quantities in the high-dimensional phase space. For instance, sparse grids were combined with PDE solvers, e.g., discontinuous Galerkin approaches, to solve gyrokinetic equations, e.g., Vlasov-Maxwell equations [18, 32], and The Vlasov-Poisson equations [14]. Not surprisingly, sparse grids were also integrated into particle-in-cell schemes [25] to dramatically increase the size of spatial cells and reduce the statistical noise without increasing the number of particles. In addition, scalable and resilient sparse grid techniques were applied to large-scale gyrokinetic problems [1, 9, 18] to significantly accelerate existing gyro-kinetic simulators, e.g., Gyrokinetic Electromagnetic Numerical Experiment (GENE)\(^8\). In [6], Leja sequence based sparse interpolation has been used to analyzing gyrokinetic micro-instabilities. This effort brings another important application of the sparse grid methods to the plasma physics community. Compared to existing works in the literature, the main contribution of this effort lies in two aspects, i.e.,

- Integration of the sparse-grid method into the probabilistic numerical scheme for approximating multi-dimensional escape probability with $O(\Delta t)$ convergence.
- Demonstration of the proposed scheme in computing the probability that electrons will runaway from magnetic confinement in nuclear fusion reactors.

The rest of the paper is organized as follows. In Section 2, we present the three-dimensional phase space runaway electron model in the particle-based Langevin formulation, as well as its connection with the adjoint equation. Section 3 discusses the mathematical foundation and the numerical algorithm of the proposed method. Section 4 represents the numerical tests of the proposed method for a two-dimensional Brownian motion problem, as well as the three-dimensional RE problem. A summary and concluding remarks are presented in Section 5.

---

\(^8\) http://genecode.org/
2 Problem setting

We consider a three-dimensional runaway electron model describing the dynamics of the magnitude of the relativistic momentum, denoted by $p$, the cosine of the pitch angle $\theta$, denoted by $\xi = \cos \theta$, and the minor radius, denoted by $r$. The relativistic momentum $p$ is normalized using the thermal momentum and the time is normalized using the thermal collisional frequency. That is, if $\hat{p}$ and $\hat{t}$ denote the dimensional variables, then $p = \hat{p} / (m v_T)$ and $t = \nu_{ee} \hat{t}$, where $v_T = \sqrt{2T/m}$ is the thermal speed with $T$ the plasma temperature and $m$ the electron mass, and the thermal collision frequency is $\nu_{ee} = e^4 n \ln n \Lambda / (4 \pi \varepsilon_0 m^2 v_T^2)$ with $e$ the absolute value of the electron charge, $\varepsilon_0$ is the vacuum permittivity and $\Lambda$ the Coulomb logarithm. The electric field is normalized using the Dreicer electric field $E_D$. Specifically, the dynamics are modeled by the following stochastic differential equations (SDEs)

$$
\begin{align*}
 dp &= \left[ E \xi - \frac{v_T}{c} (1 - \xi^2) - C_F + \frac{1}{p^2} \frac{\partial}{\partial p} \left( p^2 C_A \right) \right] dt + \sqrt{2C_A} dW_p, \\
 d\xi &= \left[ \frac{E (1 - \xi^2)}{p} - \frac{\xi (1 - \xi^2)}{\nu_{ee}} - 2 \frac{C_B}{p^2} \right] dt + \sqrt{2C_B} \frac{1}{p \sqrt{1 - \xi^2}} dW_\xi, \\
 dr &= \sqrt{2D_r} dW_r,
\end{align*}
$$

(2.1)

where $W_p, W_\xi$ and $W_r$ are the standard Brownian motions, $E$ is the electric field, and the functions $C_A, C_B, C_F$ and $D_r$ are defined by

$$
C_A(p) = \bar{v}_{ee} \tilde{v}_T^2 \frac{\psi(y)}{y},
$$

$$
C_B(p) = \frac{1}{2} \bar{v}_{ee} \tilde{v}_T^2 \frac{1}{y} \left[ Z + \phi(y) - \psi(y) + \frac{y^2}{2} \delta^4 \right],
$$

$$
C_F(p) = 2 \bar{v}_{ee} v_T \psi(y),
$$

$$
D_r(p) = D_0 \exp \left( - (p / \Delta p)^2 \right),
$$

$$
\phi(y) = \frac{2}{\sqrt{\pi}} \int_0^y e^{-s^2} ds, \quad \psi(y) = \frac{1}{2y^2} \left[ \phi(y) - y \frac{d\phi}{dy} \right],
$$

$$
y = \frac{p}{\gamma}, \quad \gamma = \sqrt{1 + (\delta p)^2}, \quad \delta = \frac{v_T}{c} = \sqrt{\frac{2T}{mc^2}},
$$

with $Z, c$ denoting the ion effective charge and the speed of light, respectively.

The problem we want to address is the computation of the probability that an electron with coordinates $(p, \xi, r)$ will runaway at, or before, a prescribed time instance. By “runaway” we mean that, as a result of the electric field acceleration, the electron will reach a prescribed momentum, $p_{\text{max}}$. The dependence of the runaway probability on $p_{\text{max}}$ becomes negligible for large enough $p_{\text{max}}$, which is the reason why this dependence is not usually accounted for explicitly. More formally, for a
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given \((t, p, \xi, r) \in [0, T_{\text{max}}] \times [p_{\text{min}}, p_{\text{max}}] \times [-1, 1] \times [0, 1]\), where \(p_{\text{min}}\) is a lower momentum boundary, the runaway probability, \(P_{\text{RE}}(t, p, \xi, r)\), is defined as the probability that an electron located at \((p, \xi, r)\) at the initial time \(t_0 = 0\) will acquire a momentum \(p_{\text{max}}\) on, or before \(t > 0\).

Mathematically, the runaway probability can be described as the escape probability of a stochastic dynamical systems. For notational simplicity, we define \(X_t := (p, \xi, r)\), and rewrite the SDE in (2.1) using \(X_t\), i.e.,

\[
X_t = X_0 + \int_0^t b(X_s) ds + \int_0^t \sigma(X_s) dW_s \quad \text{with} \quad X_0 \in \mathbb{R}^3,
\]

(2.2)

where \(D = [p_{\text{min}}, p_{\text{max}}] \times [-1, 1] \times [0, 1]\), and the drift \(b\) and the diffusivity \(\sigma\) can be easily defined based on Eq. (2.1). In the following sections, we will use (2.3) to introduce our probabilistic scheme and will come back to Eq. (2.1) in the section of numerical examples.

We divide the boundary of \(D\) into three parts \(\partial D_1, \partial D_2\) and \(\partial D_3\), defined by

\[
\begin{align*}
\partial D_1 := \{p = p_{\text{max}}\} \cap \partial D, \\
\partial D_2 := \{p = p_{\text{min}}\} \cup \{r = 1\} \cap \partial D, \\
\partial D_3 := \{\xi = -1\} \cup \{\xi = 1\} \cup \{r = 0\} \cap \partial D,
\end{align*}
\]

such that \(\partial D_1 \cup \partial D_2 \cup \partial D_3 = \partial D\). The boundary \(\partial D_1\) represents the runaway boundary. To give a formal definition of the runaway probability, we denote the runaway time of \(X_t\) by

\[
\tau := \inf \{t > 0 | X_t \in \partial D_1\},
\]

which represents the earliest escape time of the process \(X_t\) that initially starts from \(X_0 = x \in D\). Then, the runaway probability can be formally defined by

\[
P_{\text{RE}}(t, x) = \mathbb{P} \{\tau \leq t | X_0 = x \in D\}.
\]

(2.3)

For a fixed \(T \in [0, T_{\text{max}}]\), the probability \(P_{\text{RE}}(T, x)\) can be represented by the solution of the adjoint equation of the Fokker-Planck equation based on (2.3). Such adjoint equation is a backward parabolic terminal boundary value problem, i.e.,

\[
\begin{align*}
\frac{\partial u(t, x)}{\partial t} + L^*(t, x)[u(t, x)] &= 0 \quad \text{for} \quad x \in D, t < T, \\
u(t, x) &= 1 \quad \text{for} \quad x \in \partial D_1, t \leq T, \\
u(t, x) &= 0 \quad \text{for} \quad x \in \partial D_2, t \leq T, \\
\nabla u(t, x) &= 0 \quad \text{for} \quad x \in \partial D_3, t \leq T, \\
u(T, x) &= 0 \quad \text{for} \quad x \in D,
\end{align*}
\]

(2.4)
where the operator $\mathcal{L}^*(t,x)$ is the adjoint of the Fokker-Planck operator, defined by

$$
\mathcal{L}^*(x)[u] := \sum_{i=1}^{d} b_i \frac{\partial u}{\partial x^i} + \frac{1}{2} \sum_{i,j=1}^{d} (\sigma \sigma^\top)_{i,j} \frac{\partial^2 u}{\partial x^i \partial x^j},
$$

where $b_i$ is the $i$-th component of the drift $b(x)$, $(\sigma \sigma^\top)_{i,j}$ is the $(i,j)$-th entry of $\sigma \sigma^\top$ and $x^i$ is the $i$-th component of $x$. It is easy to see that $P_{RE}(T,x)$ can be represented by

$$
P_{RE}(T,x) = u(0,x).
$$

It should be noted that the runaway probability at each time $T$ requires a solution of the adjoint equation in (2.4), such that recovering the entire dynamics of $P_{RE}$ in $[0,T_{\text{max}}]$ requires a sequence of PDE solutions. However, due to the time independence of $b$ and $\sigma$ in (2.3) considered in this work, the dynamics of $P_{RE}(t,x)$ for $(t,x) \in [0,T_{\text{max}}] \times D$ can be represented by

$$
P_{RE}(t,x) = u(T_{\text{max}}-t,x) \quad \text{for} \quad t \in [0,T_{\text{max}}],
$$

where $u$ is the solution of (2.4) with $T = T_{\text{max}}$.

### 3 A sparse-grid probabilistic method for the adjoint equation

The theoretical foundation of our probabilistic scheme is the Feynman-Kac theory that links the SDE in Eq. (2.3) to the adjoint problem in Eq. (2.4). This section focuses on solving the adjoint equation in Eq. (2.4). The probabilistic representation of $v(t,x)$ and the temporal discretization is given in Section 3.1; spatial discretization including a special treatment of the involved random escape time $\tau$ is provided in Section 3.3 and 3.2.

#### 3.1 Temporal discretization

To write out the probabilistic representation of $u(t,x)$ in Eq. (2.4), we need to rewrite the SDE in Eq. (2.3) in a conditional form, i.e.,

$$
X_s^{t,x} = x + \int_t^s b(X_r^{t,x})\,dr + \int_t^s \sigma(X_r^{t,x})\,dW_r \quad \text{for} \quad s \geq t,
$$

where the superscript $t,x$ indicates the condition that $X_s^{t,x}$ starts from $(t,x) \in [0,T_{\text{max}}] \times D$. Accordingly, we can define the conditional escape time $[19]

$$
\tau_{t,x} := \min(\tau_1^{t,x}, \tau_2^{t,x})
$$

(3.2)
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with
\[
\tau^1_{t,x} := \inf\{s > t \mid X^{t,x}_s \in \partial D_1\}, \quad \tau^2_{t,x} := \inf\{s > t \mid X^{t,x}_s \in \partial D_2\},
\]
(3.3)
such that the probabilistic representation of the solution \(u(t,x)\) of the adjoint equation in (2.4) is given in [20, 21], i.e.,
\[
u(t,x) = \mathbb{E}\left[u\left(s \wedge \tau^1_{t,x}, \mathbf{X}^{t,x}_{s \wedge \tau^1_{t,x}}\right)\right],
\]
(3.4)
where \(s \wedge \tau^1_{t,x}\) denotes the minimum of \(s\) and \(\tau^1_{t,x}\) is given in Eq. (3.2), and \(\mathbf{X}^{t,x}_{s \wedge \tau^1_{t,x}}\) is defined based on Eq. (3.1).

We then discretize the probabilistic representation of \(u\) in Eq. (3.4). To proceed, we introduce a uniform time partition for \([0, T_{\text{max}}]\):
\[
\mathcal{T} := \{0 = t_0 < t_1 < \cdots < t_N = T_{\text{max}}\}
\]
with \(\Delta t = t_{n+1} - t_n\) and \(\Delta \mathbf{W} := \mathbf{W}_{t_{n+1}} - \mathbf{W}_{t_n}\) for \(n = 0, 1, \ldots, N\). The SDE in Eq. (2.3) can be discretized in the interval \([t_n, t_{n+1})\) using the forward Euler scheme:
\[
\mathbf{X}^{t_{n+1}, x} = \mathbf{x} + b(x) \Delta t + \sigma(x) \Delta \mathbf{W},
\]
(3.5)
such that the Eq. (3.4) can be discretized (see [33]) as
\[
u^n(x) = \mathbb{E}\left[u^{n+1}\left(\mathbf{X}^{t_{n+1}, x}_{t_n} ; I_{\{\tau_{t_{n+1}, x} > t_{n+1}\}}\right) + \mathbb{P}\left(\tau_{t_{n+1}, x} \leq t_{n+1}\right)\right],
\]
(3.6)
where \(u^n(x) \approx u(t_n, x)\), \(\tau_{t_{n+1}, x}\) is defined in Eq. (3.2), and \(I_{\{\tau_{t_{n+1}, x} > t_{n+1}\}}\) is the characteristic function of the event that \(\mathbf{X}^{t_{n+1}, x}_{t_{n+1}}\) does not escape the domain \(D\) via \(\partial D_1 \cup \partial D_2\) before \(t_{n+1}\).

### 3.2 Sparse-grid interpolation for spatial discretization

To extend the time-stepping scheme in Eq. (3.6) to a fully-discrete scheme, we need to a spatial discretization scheme to approximate \(u^n\) as well as a quadrature rule to estimate the conditional expectation \(\mathbb{E}[\cdot]\). In this work, we intend to use piecewise sparse grid interpolation to approximate \(u^n(x)\) in \(D\). Specifically, since the terminal condition of the adjoint equation in Eq. (2.4) is discontinuous, we used hierarchical sparse grids with piecewise polynomials [4, 22], which is easy to incorporate adaptivity to handle the discontinuity.

---

9 The escape time \(\tau_{t_{n+1}, x}\) in Eq. (3.6) should be defined by replacing \(\mathbf{X}^{t_{n+1}, x}_{t_{n}}\) with the Euler discretization, i.e., \(\mathbf{X}^{t_{n+1}, x}_{t_{n}} = \mathbf{x} + b(x)(s - t_n) + \sigma(x)(\mathbf{W}_s - \mathbf{W}_{t_n})\) for \(s \geq t_n\) in Eq. (3.2). We use the same notation without creating confusion.
3.2.1 Hierarchical sparse grid interpolation

We briefly recall the standard hierarchical sparse grid interpolation by borrowing the main notations and results from [3, 4, 22, 23]. The one-dimensional hat function having support $[-1, 1]$ is defined by $\psi(x) = \max\{0, 1 - |x|\}$ from which an arbitrary hat function with support $(x_{L,i} - \Delta x_L, x_{L,i} + \Delta x_L)$ can be generated by dilation and translation, i.e.,

$$\psi_{L,i}(x) := \psi\left(\frac{x + 1 - i \Delta x_L}{\Delta x_L}\right),$$

where $L$ denotes the resolution level, $\Delta x_L = 2^{-L+1}$ for $L = 0, 1, \ldots$ denotes the grid size of the level $L$ grid for the interval $[-1, 1]$, and $x_{L,i} = i \Delta x_L - 1$ for $i = 0, 1, \ldots, 2^L$ denotes the grid points of that grid. The basis function $\psi_{L,i}(x)$ has local support and is centered at the grid point $x_{L,i}$; the number of grid points in the level $L$ grid is $2^L + 1$.

One can generalize the piecewise linear hierarchical polynomials to high-order hierarchical polynomials, as shown in [3,4]. As shown in Fig 1, for $L \geq 0$, a piecewise linear polynomial $\psi_{L,i}(x)$ is defined based on 3 supporting points, i.e., $x_{L,i}$ and its two ancestors that are also the endpoints of the support $[x_{L,i} - \Delta x_L, x_{L,i} + \Delta x_L]$. For $q$-th order polynomials, $q + 1$ supporting points are needed to define a Lagrange interpolating polynomial. To do this, at each grid point $x_{L,i}$, additional ancestors outside of $[x_{L,i} - \Delta x_L, x_{L,i} + \Delta x_L]$ are borrowed to help build a higher-order Lagrange polynomial, then, the desired high-order polynomial is defined by restricting the

![Fig. 1](image-url) Left: linear hierarchical basis; Middle: quartic hierarchical basis where the quadratic polynomials appear since level 2; Right: cubic hierarchical basis where the cubic polynomials appear since level 3.
resulting polynomial to the support \([x_{L,1} - \Delta x_L, x_{L,1} + \Delta x_L]\). Fig 1 illustrates the linear, quadratic and cubic hierarchical bases, respectively.

With \(Z = L^2(D)\), a sequence of subspaces \(\{Z_L\}_{L=0}^\infty\) of \(Z\) of increasing dimension \(2^L + 1\) can be defined as

\[
Z_L = \text{span}\left\{ \psi_{L,i}(x) \mid i = 0, 1, \ldots, 2^L \right\} \quad \text{for } L = 0, 1, \ldots
\]

Due to the nesting property of \(\{Z_L\}_{L=0}^\infty\), we can define a sequence of hierarchical subspaces as \(W_L = \text{span}\left\{ \psi_{L,i}(x) \mid i \in B_L \right\}\) where \(B_L = \{i \in \mathbb{N} \mid i = 1, 3, 5, \ldots, 2^L - 1\}\) for \(L = 1, 2, \ldots\) such that \(Z_L = Z_{L-1} \oplus W_L\) and \(W_L = Z_L / \oplus_{L'=0}^{L-1} Z_{L'}\) for \(L = 1, 2, \ldots\). Then, the hierarchical subspace splitting of \(Z_L\) is given by

\[
Z_L = Z_0 \oplus W_1 \oplus \cdots \oplus W_L \quad \text{for } L = 1, 2, \ldots
\]

The one-dimensional hierarchical polynomial basis can be extended to the \(N\)-dimensional domain using sparse tensorization. Specifically, the \(N\)-variate basis function \(\psi_{L,i}(x)\) associated with the point \(x_{L,i} = (x_{L,i,1}, \ldots, x_{L,i,N})\) is defined using tensor products, i.e., \(\psi_{L,i}(x) := \prod_{n=1}^N \psi_{L,i,n}(x_n)\), where \(\{\psi_{L,n,i}(x_n)\}_{n=1}^N\) are the one-dimensional hierarchical polynomials associated with the point \(x_{L,n,i} = l_n \Delta x_{L,n} - 1\) with \(\Delta x_{L,n} = 2^{-L_n + 1}\) and \(\mathbf{i} = (L_1, \ldots, L_N)\) is a multi-index indicating the resolution level of the basis function. The \(N\)-dimensional hierarchical incremental subspace \(W_1\) is defined by

\[
W_1 = \bigotimes_{n=1}^N W_{L,n} = \text{span}\left\{ \psi_{L,i}(x) \mid i \in B_1 \right\},
\]

where the multi-index set \(B_1\) is given by

\[
B_1 := \left\{ i \in \mathbb{N}^N \left| \begin{array}{ll}
   i_n \in \{1, 3, 5, \ldots, 2^L - 1\} & \text{for } n = 1, \ldots, N \text{ if } L_n > 0 \\
   i_n \in \{0, 1\} & \text{for } n = 1, \ldots, N \text{ if } L_n = 0
\end{array} \right. \right\}
\]

Similar to the one-dimensional case, a sequence of subspaces, again denoted by \(\{Z_L\}_{L=0}^\infty\), of the space \(Z := L^2(D)\) can be constructed as

\[
Z_L = \bigoplus_{L'=0}^L W_{L'} = \bigoplus_{L'=0}^L \bigoplus_{\alpha(\mathbf{i}) = L'} W_{\alpha(\mathbf{i})},
\]

where the key is how the mapping \(\alpha(\mathbf{i})\) is defined because it defines the incremental subspaces \(W_{L'} = \oplus_{\alpha(\mathbf{i}) = L'} W_{\alpha(\mathbf{i})}\). For example, \(\alpha(\mathbf{i}) = |\mathbf{i}| = L_1 + \ldots + L_N\) leads to a standard isotropic sparse polynomial space.

The level \(L\) hierarchical sparse grid interpolant of the approximation \(u^n(x)\) in Eq. (3.6) is defined by
where the constant $C$ with $0 < C < 1$, after the sparse grid, denoted by $S$, is constructed, the task becomes to estimate the right-hand side of Eq. (3.6) at all the interior sparse grid points $x_i \in S \cap D$. The accuracy of such estimation also depends on how to deal with the right-hand side of Eq. (3.6) at all the interior sparse grid points $x_i \in S \cap D$. The key idea is to eliminate the destructive effect of $b(x, t)$ in the one-dimensional case, that if $b$ and $\sigma$ are bounded functions, i.e.,

$$ |b(t, x)| \leq \bar{b} \quad \text{and} \quad |\sigma(t, x)| \leq \bar{\sigma} \quad \text{for} \quad (t, x) \in [0, T] \times \mathcal{D},$$

with $0 \leq \bar{b}, \bar{\sigma} \leq +\infty$, and the starting point $x$ in Eq. (3.5) is sufficiently far from the boundary $\partial \mathcal{D}$ satisfying $\text{dist}(x, \partial \mathcal{D}) \sim \mathcal{O}(\Delta t^{1/2-\varepsilon})$ for any given constant $\varepsilon > 0$, then for sufficiently small $\Delta t$, it holds that

$$\mathbb{P}(\tau_{n, x}^1 \leq t_{n+1}) \leq C(\Delta t)^{\varepsilon} \exp \left( -\frac{1}{(\Delta t)^{2\varepsilon}} \right), \quad (3.8)$$

where the constant $C > 0$ is independent of $\Delta t$.

Even though the estimate in Eq. (3.8) was proved for the one-dimensional case, we exploited the estimate in the three-dimensional to design our numerical scheme. The key idea is to eliminate the destructive effect of $\mathbb{P}(\tau_{n, x}^1 \leq t_{n+1})$ in the construction of the temporal-spatial discretization scheme by exploiting the estimate in Eq. (3.8). Specifically, we define the spatial mesh size $\Delta x$ of the sparse grid is on the order of

$$\Delta x \sim \mathcal{O} \left( (\Delta t)^{\frac{1}{2} - \varepsilon} \right),$$

such that, for each interior grid point $x_i$, $u^n(x_i)$ in Eq. (3.6) can be approximated by

$$u^n(x_i) \approx \mathbb{E} \left[ u_{L_n}^{n+1} (X_{n+1}^{n}) \right], \quad (3.9)$$

where $u_{L_n}^{n+1} (x_{n+1})$ is the multi-dimensional hierarchical surplus [12]. This interpolant is a direct extension, via the Smolyak algorithm [28], of the one-dimensional hierarchical interpolant.

### 3.2.2 A strategy for handling the boundary condition

After the sparse grid, denoted by $S$, is constructed, the task becomes to estimate the right-hand side of Eq. (3.6) at all the interior sparse grid points $x_i \in S \cap D$. The accuracy of such estimation also depends on how to deal with $b(x, t)$ in the three-dimensional to design our numerical scheme. The key idea is to eliminate the destructive effect of $b(x, t)$ in the one-dimensional case, that if $b$ and $\sigma$ are bounded functions, i.e.,

$$ |b(t, x)| \leq \bar{b} \quad \text{and} \quad |\sigma(t, x)| \leq \bar{\sigma} \quad \text{for} \quad (t, x) \in [0, T] \times \mathcal{D},$$

with $0 \leq \bar{b}, \bar{\sigma} \leq +\infty$, and the starting point $x$ in Eq. (3.5) is sufficiently far from the boundary $\partial \mathcal{D}$ satisfying $\text{dist}(x, \partial \mathcal{D}) \sim \mathcal{O}(\Delta t^{1/2-\varepsilon})$ for any given constant $\varepsilon > 0$, then for sufficiently small $\Delta t$, it holds that

$$\mathbb{P}(\tau_{n, x}^1 \leq t_{n+1}) \leq C(\Delta t)^{\varepsilon} \exp \left( -\frac{1}{(\Delta t)^{2\varepsilon}} \right), \quad (3.8)$$

where the constant $C > 0$ is independent of $\Delta t$.

Even though the estimate in Eq. (3.8) was proved for the one-dimensional case, we exploited the estimate in the three-dimensional to design our numerical scheme. The key idea is to eliminate the destructive effect of $\mathbb{P}(\tau_{n, x}^1 \leq t_{n+1})$ in the construction of the temporal-spatial discretization scheme by exploiting the estimate in Eq. (3.8). Specifically, we define the spatial mesh size $\Delta x$ of the sparse grid is on the order of

$$\Delta x \sim \mathcal{O} \left( (\Delta t)^{\frac{1}{2} - \varepsilon} \right),$$

such that, for each interior grid point $x_i$, $u^n(x_i)$ in Eq. (3.6) can be approximated by

$$u^n(x_i) \approx \mathbb{E} \left[ u_{L_n}^{n+1} (X_{n+1}^{n}) \right], \quad (3.9)$$

where $u_{L_n}^{n+1} (x_{n+1})$ is the multi-dimensional hierarchical surplus [12]. This interpolant is a direct extension, via the Smolyak algorithm [28], of the one-dimensional hierarchical interpolant.
with the error on the order of $O((\Delta t)^2 \exp(-1/(\Delta t)^2))$. The specific choice of $\Delta x$ will be given in Section 3.3. Such strategy can avoid the approximation of the escape probability $P(\tau_{n,\min}^1 \leq \tau^i_{n+1})$, but the trade-off is that we need to use higher order sparse grid interpolation to balance the total error.

### 3.3 Quadrature for the conditional expectation

The last piece of the puzzle is a quadrature rule for estimating the conditional expectations $E \left[ u^{n+1}_L \left( X^{n+1}_{n+1} \right) \right]$ for $x_i \in S \cap D$. Such expectation can be written as

$$
E \left[ u^{n+1}_L \left( X^{n+1}_{n+1} \right) \right] = \int_{\mathbb{R}^d} u^{n+1}_L \left( x_i + b(x_i) \Delta t + \sigma(x_i) \sqrt{2\Delta t} \eta \right) \rho(\eta) \, d\eta,
$$

where $\eta := (\eta_1, \ldots, \eta_d)$ follows the $d$-dimensional standard normal distribution, i.e., $\rho(\eta) := \frac{1}{\sqrt{2\pi}^{d/2}} \exp(-\sum_{i=1}^{d} \eta_i^2)$. Thus, we utilized tensor-product Gauss-Hermite quadrature rule to approximate the expectation. Specifically, we denote by $\{w_j\}_{j=1}^J$ and $\{a_j\}_{j=1}^J$ the weights and abscissae of the $J$-point tensor-product Gauss-Hermite rule, respectively. Then the approximation, denoted by $\hat{E}[u^{n+1}_L \left( X^{n+1}_{n+1} \right)]$ is defined by

$$
\hat{u}^i_l = \hat{E}[u^{n+1}_L \left( X^{n+1}_{n+1} \right)] = \sum_{j=1}^J w_j u^{n+1}_L(q_{ij}),
$$

where $q_{ij} := x_i + b(x_i) \Delta t + \sigma(x_i) \sqrt{2\Delta t} a_j$

\begin{equation}
\text{(3.12)}
\end{equation}

with $\omega_j$ is a product of the weights of the one-dimensional rule and $a_j$ is a $d$-dimensional vector consisting of one-dimensional abcissae, respectively. When $u^{n+1}_L(\cdot)$ is sufficiently smooth, i.e., $\partial^2 u^{n+1}_L / \partial \eta^2$ is bounded for $\ell = 1, \ldots, d$ with $J^* = J^{1/d}$, then the quadrature error can be bounded by [24]

$$
\left| \hat{E}[u^{n+1}_L \left( X^{n+1}_{n+1} \right)] - E[u^{n+1}_L \left( X^{n+1}_{n+1} \right)] \right| \leq C \frac{J^*!}{2^{J^*} (2J^*)!} (\Delta t)^{J^*},
$$

where the constant $C$ is independent of $J^*$ and $\Delta t$. Note that the factor $(\Delta t)^{J^*}$ comes from the $2J^*$-th order differentiation of the function $u^{n+1}_L$ with respect to $\eta_\ell$ for $\ell = 1, \ldots, d$. Thus, to achieve first order global convergence rate $O(\Delta t)$, we only need to use a total of $J^* = 27$ quadrature points. Sparse-grid Gauss-Hermite rule could be used to replace the tensor product rule when the dimension $d$ is higher than 3. For the 3D runaway electron problem under consideration, we found that a level 1 sparse Gauss-Hermite rule with 7 quadrature points cannot provide sufficient accuracy, and a level 2 rule with 37 points is more expensive than the tensor product rule. Thus, we chose to use the tensor-product rule in this work.
By putting together all the components introduced in Section 3, we summarize our probabilistic scheme as follows:

**Scheme 1 (The fully-discrete probabilistic scheme)** Given the temporal-spatial partition $T \times S$, the terminal condition $u^N(x_i)$ for $x_i \in S$, and the boundary condition $u^n(x_i)$ for $x_i \in S \cap \partial D$. For $n = N - 1, \ldots, 0$, the approximation of $u(t_n, x)$ is constructed via the following steps:

1. **Step 1:** generate quadrature abscissae $\{q_{ij}\}_{j=1}^J$ in Eq. (3.12), for $x_i \in S \cap D$;
2. **Step 2:** interpolate $u^{n+1}_L(x)$ at the quadrature abscissae to obtain $\{u^{n+1}_L(q_{ij})\}_{j=1}^J$;
3. **Step 3:** compute the coefficients $u^n_i$ using the quadrature rule in Eq. (3.11);
4. **Step 4:** construct the interpolant $u^n(x)$ by substituting $u^n_i$ into Eq. (3.7).

A major novelty of the proposed method is that Scheme 1 is the first numerical scheme, which integrates sparse grids into a probabilistic scheme, for computing escape probabilities of stochastic dynamical systems. Even though the escape probability can be computed by solving the adjoint equation in Eq. (2.4) with sparse-grid-based PDE solvers, there are several significant advantages of combining sparse grids with scheme probabilistic scheme. First, the time-stepping scheme is fully explicit but absolutely stable, which has been rigorously proved in our previous work, e.g., [34, 35]. Second, the Feynman-Kac formula makes it natural to incorporate any sparse grid interpolation strategies to approximate the solution $u$ without worrying about the discretization of the differential operator on the sparse grid. Third, it is easy to incorporate legacy codes for Monte Carlo based RE simulation into our scheme to compute runaway probability. This is a valuable feature because real-world RE models usually involve complex multiscale dynamics that is challenging to solve using PDE approaches.

### 4 Numerical examples

We tested our probabilistic scheme with two examples. In the first example, we compute the escape probability of the standard Brownian motion. Since we know the analytical expression of the escape probability, this example is used to demonstrate the accuracy of our approach. In the second example, we compute the runaway probability of the three-dimensional RE model given in Section 2. The sparse grid interpolation and adaptive refinement are implemented using the TASMANIAN toolbox [29].
4.1 Example 1: escape probability of a Brownian motion

We consider the escape probability of a two-dimensional Brownian motion \([27]\). The spatial domain \(D\) is set to \([0,5] \times [0,5]\) and the temporal domain is set to \(t \in [0,2]\) with \(T_{\text{max}} = 2\). The escape probability \(P(t, x)\) can be obtained by solving the standard heat equation

\[
\frac{\partial u}{\partial t} + \frac{1}{2} \Delta u = 0, \quad (t, x) \in [0, T_{\text{max}}] \times D,
\]

\[
u(t, x) = 1, \quad (t, x) \in [0, T_{\text{max}}] \times \partial D,
\]

\[
u(T_{\text{max}}, x) = 0, \quad x \in D.
\]

The exact solution is given by

\[
u(t, x) = 1 + \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} A_{mn} \sin \left(\mu_m x_1\right) \sin \left(\nu_n x_2\right) e^{-\frac{\lambda_n^2 t}{\Delta t}},
\]

where \(\mu_m = \frac{m\pi}{5}, \nu_n = \frac{n\pi}{5}, \lambda = \sqrt{\frac{1}{2(\mu_m^2 + \nu_n^2)}}\). The escape probability \(P(t, x)\) can be obtained by substituting \(\nu\) into Eq. (2.6), i.e., \(P(t, x) = \nu(T_{\text{max}} - t, x)\).

We intend to demonstrate that our scheme can achieve first-order convergence \(O(\Delta t)\) when properly choosing the sparse grid resolution, i.e., the level \(L\). To this end, we compare three cases, i.e.,

(a) Hierarchical cubic basis with \(\Delta x \sim O(\sqrt{\Delta t})\),
(b) Hierarchical linear basis with \(\Delta x \sim O(\sqrt{\Delta t})\),
(c) Hierarchical cubic basis with \(\Delta x \sim O(\Delta t)\),

where \(\Delta x\) denotes the mesh size of the one-dimensional rule for building the sparse grids. The error of the three cases are shown in Fig 3 and Fig 4. As expected, in case (a), i.e., \(\Delta x \sim O(\sqrt{\Delta t})\), the escape probability \(P(t, x)\) for any interior grid point is on the order of \(O((\Delta t)^5 \exp(-1/(\Delta t)^2))\), such that neglecting \(P(t, x) \sim O(\Delta t)\) will asymptotically not affect the first-order convergence w.r.t. \(\Delta t\). On the other hand, we need to use high-order hierarchical basis to achieve comparable accuracy in spatial approximation. It is shown in Fig 3 that the use of the hierarchical cubic polynomials, introduced in [4], provides sufficient accuracy to achieve a global convergence rate \(O(\Delta t)\). In comparison, in case (b), i.e., using linear basis with \(\Delta x \sim O(\sqrt{\Delta t})\), the linear sparse-grid interpolation only provides \(O((\Delta x)^2) = O(\Delta t)\) local convergence, such that our scheme dose not converge globally. From the second row of Fig 3, we can see that large errors are generated around the boundary of the spatial domain and gradually propagate to the middle region of the domain. Similar phenomenon appears in the case (c) when setting \(\Delta x \sim O(\Delta t)\). In this case, the interior grid points near the boundary are so close to the boundary that neglecting the escape probability \(P(t, x) \sim O(\Delta t)\) leads to significant additional error. This is the reason why big errors are firstly generated near the boundary (i.e., \(t = 0.5\)), and then propagate to the center.
Fig. 2 The relative error of the approximate escape probability of the standard Brownian motion for the three test cases, i.e., (a) cubic basis with $\Delta x \sim O(\sqrt{\Delta t})$, (b) linear basis with $\Delta x \sim O(\sqrt{\Delta t})$, (c) cubic basis with $\Delta x \sim O(\Delta t)$.

Fig. 3 The error distribution in the spatial domain $[0, 5] \times [0, 5]$ for $t = 0.5, 1.0$ and $2.0$. The first row corresponds to the case (a), the second row corresponds to the case (b), and the third row corresponds to the case (c) in Fig.
4.2 The runaway probability of the three-dimensional RE model

Here we test our method using the 3D runaway electron model given in Eq. (2.1) with the following parameters:

\[ T_{\text{max}} = 120, \quad p_{\text{min}} = 2, \quad p_{\text{max}} = 50, \quad Z = 1, \quad \tau = 10^5, \quad \delta = 0.042, \]
\[ E = 0.3, \quad \bar{v}_{ee} = 1, \quad \bar{v}_T = 1, \quad D_0 = 0.003, \quad \Delta p = 20. \]

Unlike the example about Brownian motion, where the discontinuous terminal condition is smoothed out very fast, the evolution of the runaway probability \( P_{\text{RE}} \) is more convection-dominated. As such, we utilized adaptive sparse grids to capture the movement of the sharp transition layer. The standard refinement approach is to construct
coarse grid is refined by adding the children of nodes with large coefficients ignoring all other points. Such refinement process is repeated until all coefficients fall below some desired tolerance. However, the standard refinement process may stagnate when dealing with functions with localized sharp behavior which results in non-monotonic decay of the coefficients (in the pre-asymptotic regime). In such scenario, a node located in the sharp region could have parent nodes with small surpluses, such that a necessary refinement will be missed in the local sharp region. Even if descendants of the node converge in the sharp region (following paths through other parents), the children have restricted support such that they cannot compensate for the missing parent. A common remedy for this problem is to recursively add all parents of all nodes, but this not desirable as it includes many nodes with small coefficients which would have been ignored in the classic refinement. Therefore, we utilized a more flexible refinement procedure that considers both parents and children of nodes with large coefficients, so as to improve stability and avoid oversampling. Specifically, for each node on the current sparse grid, we first build a set that include both parents and children of the node. Then, we add the children nodes to the sparse grid only if all the parent nodes are already included in the current grid. The parents selective refinement procedure is described in details in [30] and it is implemented in the TASMANIAN open source library [29, 31].

Fig. 5 Comparison between the our approach and the direct MC for pitch angle $\theta = 15^\circ$ and minor radius $r = 0.5$.

The evolution of the runaway probability $P_{RE}$ as well as the corresponding adaptive sparse grids are shown in Fig 4. The runaway boundary is at $p = P_{\text{max}} = 50$. The main reason of an electron running away is the electric field acceleration, i.e., the term $E_\xi$ in the drift of the momentum dynamics. The factor $\xi = \cos(\theta)$ in $E_\xi$ determines that the electrons with small pitch angles will runaway sooner than the electrons with large pitch angles, which is consistent with the simulation results in Fig 4. There are two sharp transition layers in this simulation, i.e., the transition between the runaway and the non-runaway regions, and the boundary layer around $r = 1$ due to small diffusion effect in the minor radius direction. In our simulation, we
used the 6-level sparse grid as the initial grid and gradually refine it with the tolerance being 0.001. As expected, the adaptive refinement accurately captured the irregular behaviors. In addition, since the analytical expression of $P_{RE}$ is unknown, we tested the accuracy of our approach by comparing with the direct Monte Carlo method for computing $P_{RE}$ at a few locations in the phase space, and the result is shown in Fig 5. We can see that the RE probability obtained by our approach is consistent with the MC simulations with 10,000 particles, which numerically demonstrate the accuracy of our method. Another observation is that the MC method can only compute $P_{RE}$ at one location in the phase space at a time, such that $P_{RE}$ at the five locations shown in Fig 5 requires five repeat simulations of 10,000 particles with different initialization. In comparison, our method can compute $P_{RE}$ at all locations by solving the adjoint equation only once.

5 Concluding remarks

We proposed a sparse-grid probabilistic scheme for the accurate and efficient computation of the time-dependent probability of runaway. The method is based on the direct numerical solution of the Feynman-Kac formula. At each time step the algorithm reduces to the computation of an integral involving the previously computed probability of runaway and the Gaussian propagator. Sparse-grid interpolation is utilized to recover the runaway probability function as well as evaluate the quadrature points for estimating the conditional expectation in the Feynman-Kac formulation. The integration of sparse grid into the probabilistic scheme provides a fully explicit and stable algorithm to compute the escape probabilities of stochastic dynamics with $O(\Delta t)$ convergence. Moreover, the adaptive refinement strategy is demonstrated to be effective in capturing the movement of the sharp transition layer of the runaway probability function. In our future work, we intend to extend our approach to higher dimensional RE problems involving more complicated dynamics. For example, an important RE model to be resolved is to incorporate the relativistic guiding center equations of electron motion into the RE scenario. In this case, the deterministic dynamics of the guiding center motion is six order of magnitudes smaller than the collisional dynamics, which presents significant challenge to the design of numerical schemes.
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