Identifying Minimum Information Requirements to Improve Integrated Modeling Capabilities: Lessons Learned From Dynamic Adaptive Policy Pathways
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Integrated Assessment Models (IAMs) were initially developed to inform decision processes relating to climate change and then extended to other natural resource management decisions, including issues around integrated water resources management. Despite their intention to support long-term planning decisions, model uptake has generally been limited, partly due to their unfulfilled capability to manage deep uncertainty issues and consider multiple perspectives and trade-offs involved when solving problems of interest. In recent years, more emphasis has been put on the need for existing models to evolve to be used for exploratory modeling and analysis to capture and manage deep uncertainty. Building new models is a solution but may face challenges in terms of feasibility and the conservation of knowledge assets. Integration and augmentation of existing models is another solution, but little guidance exists on how to realize model augmentation that addresses deep uncertainty and how to use such models for exploratory modeling purposes. To provide guidance on how to augment existing models to support decisions under deep uncertainty we present an approach for identifying minimum information requirements (MIRs) that consists of three steps: (1) invoking a decision support framework (here, Dynamic Adaptive Policy Pathways (DAPP)) to synthesize information requirements, (2) characterizing misalignment with an existing integrated model, (3) designing adjustable solutions that align model output with immediate information needs. We employ the Basin Futures model to set up the approach and illustrate outcomes in terms of its effectiveness to augment models for exploratory purposes, as well as its potential for supporting the design of adaptive pathways. The results are illustrated in the context of the Brahmani River Basin (BRB) system and discussed in terms of generalization and transferability of the approach to identifying MIRs. Future work directions include the refinement and evaluation of the approach in a planning context and testing of the approach with other models.
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INTRODUCTION

Supporting sustainable societies requires integrated approaches and informative decision support tools to manage the complexity and uncertainties associated with socio-ecological systems (SES). Among decision support tools, Integrated Assessment Models (IAMs) have been used as experimental laboratories to evaluate the response of existing systems to biophysical and anthropogenic changes (Loucks and Van Beek, 2017). They have been developed at various scales, from global scales that consider principally the effect of carbon emissions on climate change and its sectoral impacts, to local ones evaluating the costs and benefits of intervention options for managing a resource (e.g., Ackerman et al., 2009). At the river basin scale, they have been used to address water resources planning and management challenges (e.g., Jakeman and Letcher, 2003; Giupponi, 2006) and as experimental laboratories to "explore the linkages and feedbacks between different system components, including the social, economic, and ecological implications of different natural or anthropogenic factors" (Hamilton et al., 2015). It is that latter scale and use that is addressed here when considering IAMs.

Despite their intention to account holistically for multiple factors and optimally balance conflicting trade-offs associated with different uses of natural resources, model uptake has generally been limited (McIntosh et al., 2011). One reason may be their perceived limitations in providing relevant and actionable information to managers and decision makers, especially when considering long-term events, and misalignment with decision-maker perspectives (Van Voorn et al., 2016). An example of such limitations is illustrated by Balana et al. (2011) in their review of agri-environmental measures for implementation of the EU Water Framework Directive. Hence, expanding the capability of IAMs in the integration of diverse perspectives is expected to benefit the perceived quality of the information they provide and enhance their use (Bauler, 2012; Van Voorn et al., 2016).

Another challenge for IAMs is enhancing the consideration of deep uncertainty. Deep uncertainty has been defined as a situation in which various parties “do not know or could not agree on: a system and its boundaries; the outcomes of interest and their relative importance; the prior probability distribution of uncertain inputs to the system (Lempert et al., 2003; Walker et al., 2013). Moreover, deep uncertainty is also characterized by decisions that are made over time in dynamic interaction with the system and that cannot be considered independently (Hallegraeff et al., 2012; Haasnoot et al., 2013).” In that situation, traditional approaches to planning, focused on identifying a best solution that maximizes identified beneficial objectives for a system, may fail to achieve their desirable outcomes. Conversely, an adaptive planning approach is considered more appropriate, aiming at providing more flexibility in planning decisions in the face of future uncertainties and at adapting alternatives along the planning horizon based on the monitoring of signals of changes (Loucks and Van Beek, 2017).

Different approaches to manage deep uncertainty are considered under the umbrella of Decision Making under Deep Uncertainty (DMDU) approaches, as described in Marchau et al. (2019). These approaches include: (1) robustness metrics that evaluate performance of decision choices across future conditions and/or scenario discovery to identify possible vulnerabilities, such as Robust Decision Making (RDM) (Lempert et al., 2006; Groves and Lempert, 2007), and Many Objective RDM (Kasprzyk, 2013). Decision Making under Deep Uncertainty approaches also emphasize: (2) methodologies to identify alternatives to prioritize under deep uncertainty, such as Info-Gap decision analysis (Ben-Haim, 2006), Engineering Options Analysis (De Neufville and Scholtes, 2011; Geltner and De Neufville, 2018); or with respect to easing the use of climate change projections for adaptation planning, Decision Scaling (Brown et al., 2012; Poff et al., 2016). Decision Making under Deep Uncertainty also involves: (3) tools to support the design of robust and adaptive plans, as seen in Adaptive Policy Making (Walker et al., 2001; Hamarat et al., 2013), and Dynamic Adaptive Policy Pathways (DAPP) (Haasnoot et al., 2013).

Dynamic Adaptive Policy Pathway is of particular interest in the context of this research, in providing guidance to design robust (i.e., able to remain effective under diverse future conditions) and adaptive plans through scenario exploration of adaptive pathways (i.e., sequences of actions including near term actions and long-term alternatives), making transparent path-dependencies between actions, and supporting the design of a monitoring system (Haasnoot et al., 2019). Additionally, DAPP has been applied to computational models to devise adaptation pathways (Kwakkel et al., 2015) and to support the design of a transdisciplinary modeling framework for model integration (Michas et al., 2020). Overall, the framework aims at managing different perspectives and uncertainties and supporting exploratory modeling approaches.

Methods to tackle deep uncertainty, including DAPP, tend to emphasize exploratory rather than consolidative modeling, that is, exploring assumptions and hypotheses rather than consolidating known facts (Moallemi, 2020). Exploratory models need to be able to explore multiple conflicting perspectives on a problem and possible solutions, and an existing model’s vision may not align with those perspectives (Auping, 2018). Three approaches to consider multiple perspectives have been noted by Auping (2018): the definition of a “shared” and consensus representation for a system/problem of interest; the inclusion of all perspectives into a single conceptual representation; or the consideration of different models reflective of the diversity of perspectives to be explored. All approaches can also draw on participatory modeling (e.g., Voinov et al., 2018) and rapid prototyping (Soetaert and Meysman, 2012) in different ways. These approaches influence strategies for exploratory model design and integration of new features within modeling tools.

Auping (2018) delineated two model design strategies: developing a new model and reusing an existing model or its parts. The former approach leads to a single model with a broad scope to accommodate multiple perspectives whereas the latter is based on the consideration of a suite of models to represent different visions. Compared to developing a new model, model reuse is potentially more flexible to changes in worldviews in the context of composition of networks or workflows of models (Cetinkaya, 2010; Reichert and Weber, 2012), though this requires attention to interoperability of components in...
particular and orchestration of that task in general (Voinov and Shugart, 2013; Belete et al., 2017; Madni and Sievers, 2018). There is also a need to ensure sufficient model flexibility so as to adjust to user information needs (Cetinkaya, 2010; Reichert and Weber, 2012). Additionally, model reuse is expected to be more adaptable to the decision context and resource constraints, such as financial, expertise, analytical skills, and access to technology (Auping, 2018). It is also more inclined to preserve organizational knowledge assets (Chowdhury and Iqbal, 2004).

This research considers a third model design strategy, namely model augmentation. Compared to model reuse which implies repurposing or recomposition of models or model parts (Robinson et al., 2004), model augmentation builds on an existing model to add additional functionality according to information needs (Herlihy et al., 2019). This latter approach is grounded in ideas about augmentation of capabilities in autonomous systems. In a human augmentation paradigm, technologies, such as simulation modeling or system-thinking methodologies, augment human cognitive and learning performance, and associated boundaries of mental models, starting from an initial focus that places human actions at the center of changes in information systems (Sterman, 2006; Raisamo et al., 2019). Model augmentation continues this process by further augmenting those technologies to better meet the needs of those human actions.

Model augmentation can be seen as a hybrid between new model development and model reuse, which requires an orchestration framework to guide integration of new features into models (Belete et al., 2017). Building on Auping (2018), there is, however, still a need for guidance on how to augment existing models to support decisions under deep uncertainty. It appears that a framework like DAPP could be used to orchestrate deep uncertainty management and model integration and augmentation for exploratory modeling uses. Specifically, DAPP provides a stepwise process that prescribes both decision-making needs and required model capabilities, which may or may not be aligned with those of an existing model.

The purpose of this research is then to provide guidance on how to augment existing models to support decisions under deep uncertainty. It presents an approach for identifying minimum information requirements (MIRs) that consists of three steps: (1) invoking a decision support framework, DAPP here, to synthesize information requirements; (2) characterizing misalignment with an existing integrated model; and (3) designing adjustable solutions that align model output with immediate information needs. The values and contribution of this approach lie in its ability to consider and better integrate human-model perspectives and to provide guidance for augmenting existing models for exploratory modeling uses, which remains a major challenge for model integration and reuse (Auping, 2018). In effect, the novelty of this research lies in the use of a DMDU framework, DAPP, as an orchestration framework for model augmentation for exploratory modeling purposes.

We use the Basin Futures tool, a new IAM for surface water and water management policy assessment, as an example for setting the MIRs approach, and illustrate its effectiveness in augmenting the model for exploratory modeling purposes in an illustrative case study inspired from water resources management and development in the Brahmani River Basin (BRB). The case is described as “hypothetical” as it does not directly involve stakeholders in the BRB problem framing stage and evaluation of the adaptation pathways, the purpose of the research being to illustrate general principles for model augmentation.

The next section describes the methods and tools used. Results demonstrate key aspects of the approach and illustrate its ability to augment the Basin Futures software for exploratory modeling and the design of adaptation pathways. The generalizability of the approach to identify MIRs is then discussed in light of the results and consideration of possible future applications in a real-life decision-making context.

MATERIALS AND METHODS

Description of the Basin Futures Tool

Basin Futures (BF) is a new cloud-based platform developed by CSIRO to holistically assess river basin surface water resources worldwide, with a major focus on food production and irrigation developments. Its user-friendly interface allows users to set up a basin model and create water resource development and management scenarios under population growth, historical climate conditions and climate change scenarios. Users can explore the impacts of water transfers, multi-purpose dams, environmental flows, irrigation developments, and changes in domestic and industrial (D&I) water demands, among others. Results are presented as average values, time-series, and visual representations, for variables such as irrigated crop incomes or mean monthly runoff timeseries and can be easily downloaded in spreadsheet format for further analytical uses. Basin Futures can be used to provide an initial picture of the state of water resources in a basin and summaries of changes to its water resources under different socioeconomic developments and management actions (mostly infrastructural). Finer analysis, such as considering more distributed modeling tools, field study or stakeholder engagement approaches, can then be realized prior to further investments and design of a plan. More details about the tool can be found in O’Sullivan et al. (2020) and Taylor et al. (2017, 2021).

The DAPP Framework

Dynamic Adaptive Policy Pathways is a robust decision-making approach that combines features from Dynamic Adaptive Planning (Walker et al., 2001) and Adaptive Pathways (Haasnoot et al., 2013) methodologies. At the core of the approach is the identification of Adaptive Tipping Points (ATPs), which describe conditions (and expected timings) in which a solution may fail to achieve its purpose (Kwadijk et al., 2010). Additionally, the approach supports the on-going monitoring of adaptation pathways and their implementation based on the provision of signposts (indicators) and triggers (critical threshold values). These signposts and associated triggers aim to provide adaptivity to the plan by allowing for the consideration of fit-for-purpose adaptive actions (i.e., actions aiming at achieving specific performance objectives for a system), as well as mitigating or reducing to an acceptable level other risks for the plan using
contingency actions (including provisions for the revision of the plan) (Hermans et al., 2017). Adaptation pathways therefore describe when and under what conditions actions need to be implemented, and help cope with future uncertainties by providing adaptive pathways that can change over time. Another interest of DAPP is its ability to support the active participation of stakeholders in problem framing, results analysis activities and decision making through the communication of adaptive pathways as “metro maps” visualizing opportunities to switch between actions over time. Along with the map, the performance of each adaptive pathway is summarized (in monetary and/or non-monetary units) in a scorecard (Lawrence et al., 2019). Broader details of the DAPP framework are provided in Haasnoot et al. (2019) and its main steps are summarized in Figure 1.

The first step aims at defining the problem by specifying boundaries for the system of interest for analysis purposes, identifying vulnerabilities (exogenous and intrinsic to the system) and setting performance criteria for the system and conditions of success. This step is followed by the identification of the conditions of occurrence and expected timing of ATPs for the system and for plausible adaptive actions (steps 2 and 3). Next, adaptive pathways to achieve a primary objective for the system are designed and their impact on the performance of other objectives for the system is summarized in a scorecard (step 4). Pathways presenting acceptable results and allowing for plan flexibility are selected to constitute an adaptive plan (steps 5 and 6). A monitoring plan is designed to consider the timing for implementing adaptation actions (or not), based on the ongoing evaluation of signposts and triggers. Additionally, conditions to consider contingency actions or the re-evaluation of the plan are defined at that stage (step 7). For the present hypothetical case study, only steps 1–4 are within scope.

Identifying Information Requirements for Applying DAPP to IAMs

To identify information requirements specific to DAPP, we begin by comparing the steps and associated content of DAPP and its parent frameworks. This step highlights where DAPP differs from traditional systems approaches and provides the basis for us to emphasize the difference in our approach.

Next, the problem or system of interest, herein the BRB system (see Section Illustrative Case Study for Applying the DAPP-IAM Method—The Brahmani River Basin), is conceptualized from two perspectives: a user and the Basin Futures modeling tool; the latter perspective corresponds to the developers’ or development team’s vision for their tool. Here, we define stakeholders as both developers and users of models. Users could include data analysts, consultants, policy makers, local communities, as well as individuals and groups involved in the modeling design process. As for developers, they include programmers, and a development inclusive of developers and stakeholders involved in the modeling design process. As shorthand, we refer to the development team as developers. In the present...
research, we assume that the modeler’s vision for the BRB system is representative of relevant users’ vision for the basin. While this means that this illustrative case study does not meet the stakeholder engagement ideals of DAPP, we highlight that the study still involves a collaborative setting with interaction between developers and users of the original Basin Futures tool, where the users are responsible for the DAPP implementation and model augmentation task.

A comparison of conceptual representations from different perspectives is conducted that allows for the identification of information misalignments and, hence, the identification of salient (relevant) information to be represented in the tool. In addition, the comparative approach allows for the identification of information required to execute key steps of the DAPP framework in order to construct adaptation pathways. A heuristic approach is then used to identify solutions for representing the missing and/or partially represented information in the tool. Such a heuristic approach is based on the application of rules of thumb to systematically solve a problem of interest and identify plausible solutions (Smith, 1990). This approach therefore aims to address representation and technical gaps in the model to design adaptation pathways.

Considering different solutions implies an understanding of the tool structure and behavior and hence a collaborative setting. In this research context, that involved collaboration between modelers and developers, and was instrumental in the definition and setup of the approach. Involving broader stakeholder groups will be important in applied contexts, but for the purpose of evaluating our proof-of-concept, their contribution to the conceptual representation of BRB system is approximated based on our understanding of the literature and expert validation of the conceptual model.

**Illustrative Case Study for Applying the DAPP-IAM Method—The Brahmani River Basin**

The BRB is in Northeast India and covers about 39,268 km² encompassing three State Governments: Odissa (57%), Jharkhand (39%), and Chhattisgarh (4%). The climate is tropical, sub-humid with most of the precipitation occurring during the monsoon season from June to September. The Brahmani River is formed by the convergence of the Sankh and South Koel River systems in the upper region and flows into the Bay of Bengal. Ecologically, about a third of the basin is covered by forest, mostly located in the central region of the basin. Among protected areas, the Bhitakanika Mangrove ecosystem in the Deltaic region is recognized as a Ramsar wetland, and is of critical importance to support local livelihoods and biodiversity. Socio-economically, the population in the basin is mostly rural and relies on rainfed and irrigation crop productions, especially rice, for food and income. Rainfed agriculture is predominant in the basin, except in the deltaic region in the state of Odissa where irrigation plays a major role (Mainuddin et al., 2016). Additionally, the basin is rich in mineral resources which have contributed to its industrial and urban development, especially in the State of Odissa (ICID, 2005).

When considering issues in the basin, climate variability is influential on streamflow regimes and surface water availability. Flood hazards associated with the confluence of the Mahanadi, Baitarani, and Brahmani Rivers in the Deltaic region of the basin...
are threatening economic outcomes and livelihoods. Drought events are also a threat for water security and availability in the basin, especially under future climate change scenarios for which the frequency of low flows is expected to increase (Vandana et al., 2019; Swain et al., 2020). Water quality in the basin is also another source of concerns. Effluent discharges from urbanization, industrialization, and mining, and agricultural intensification are responsible for water pollution, endangering human, and ecosystems’ health (ICID, 2005; Vandana et al., 2019). Finally, the development of major and medium storage projects, mostly for irrigation purposes, are modifying flow regimes and impacting riverine, estuarine, and coastal ecosystems. To support aquatic system needs, dam operations include water allocations for the environment corresponding to 30% of their inflow from June to September and 20% in the other months (Pollino et al., 2016). Among the main storages in the basin, the Rengali Dam in the middle catchment in the State of Odissa is critical to ensuring energy security, irrigation supply and providing flood protection to downstream regions (ICID, 2005).

The basin model setup using BF is presented in Figure 2. It includes seven reaches split partially or in their entirety between the three State Governments.

For simplification purposes, we assume that the State of Chhattisgarh, due to its small area within the catchment, would have little influence on the BRB’s water developments, and that reaches in the model could be grouped with those in the State of Jharkhand (reaches 1–4) and the State of Orissa (reaches 5–7).

Information from the ICID (2005) and Pollino et al. (2016) were used to frame the problem, set a vision for the basin, and identify main vulnerabilities and plausible actions, as well as parameterize the exploratory scenarios to develop adaptation pathways.

RESULTS
Identification of Information Requirements to Apply the DAPP Framework
As described in the method, the approach to the model augmentation adopted involved firstly identifying the information requirements of a framework (here, DAPP) for comparison against the capabilities of the existing model (here, BF). The DAPP framework follows a systems approach such that its information requirements include those similar to other systems approaches in addition to more distinctive requirements. Within a systems approach, DAPP emphasizes and makes explicit requirements for problem framing (Table 1), notably the definition of success/failure criteria and conditions for implementing actions (including lead-time).

Identification of Means to Represent Minimum Information Requirements in BRB Models
Identification of Information Gaps in Models
The first step of DAPP aims at articulating a problem at stake to be able to conceptualize it. It implies defining a “shared” vision. For this study, this is “to support rural incomes and industrialization in the basin to exit poverty without hindering the population and ecological systems’ health as well as ensuring population security from flood events in the Deltaic region.” Five objectives are considered: rural incomes, urban incomes, population health, ecological system health, and flood security. Conditions of success for the objectives are presented in the Supplementary Material together with their respective models (defined as mathematical formalisms mimicking the behavior of a feature or process of interest). As for external factors influential on the BRB system, they consist of climate change and socioeconomic uncertainties (increased global socioeconomic inequalities, impacting urbanization growth rate in addition to population growth in the basin, and associated demand for irrigated crop products). Such uncertainties are grouped into future scenarios to be analyzed simultaneously and are assumed to impact the two State Governments differently. For illustration purposes, we have focused on actions (levers) aiming to address the rural incomes objective, which are further described in the Supplementary Material, together with their conditions of implementation. They consist of infrastructural types (proposed medium and major dams or in-stream water storages), economic (irrigation developments), and demand management (on-farm water storages, effluent treatment by 20 or 50%, environmental flow increase, irrigation application efficiency improved to 80%).

Two conceptual representations of the BRB system were deduced: from a user perspective and the modeling tool’s perspective. The comparison of the two representations allows for the identification of misalignments in perspectives and information gaps or partial representation in the tool (Figure 3; Supplementary Material).

In addition to identifying information misalignments between user-model perspectives, the conceptual representation also allows one to identify variables that could be used as signposts to
monitor ATPs, as directly or indirectly influenced by exogenous factors and levers. For example, surface water availability is indirectly sensitive to climate change and socioeconomic impacts on D&I and irrigation water demands, as well as on levers (infrastructural, economic, and demand management) aiming at achieving the rural incomes objective (see the associated model in the Supplementary Material). We assume that the supply reliability could therefore be used as a signpost to monitor ATPs and their expected timing of occurrence (see model in Supplementary Material).

Finally, the conceptual model also suggests what types of robust metrics/performance signposts to monitor when assessing the impact of plausible adaptation pathways on different objectives. For the rural incomes objective, we consider the average net benefit per rural inhabitant (US$/capita) as one of our performance indicators. The indicator implies that costs and benefits from rainfed, irrigated, and fisheries production need to be estimated. As BF does not consider costs, and only irrigation production benefits, additional information is required to monitor the performance of some objectives.

Identifying Solutions to Represent Minimum Information Requirements
Following the identification of information gaps, the next step identifies solutions to re-align visions. Figure 4 presents our heuristic approach to guide reflection about “what” information is missing, “why” this information is important, and “how” to implement it within the modeling tool.

The first step of the approach aims to answer the “what” question and is linked to the identification of information gaps in the model. This question is immediately followed by the “why” question (“Do I need this information?”, “why is it important?”), which aims to identify the level of salience of the missing information. In the illustrative case, this level is based on the modeler’s perception of importance and on understanding of the BRB system. The next steps of the framework are associated with the “how” question and the methodologies/solutions that could be used to augment the model, both in terms of representation of the BRB system and ability to identify ATPs, design adaptation pathways, and monitor the performance of these pathways. Three major types of solutions could be considered, associated with different levels of abstraction and implications for the developers: assumption-based, calculation-based, and implementation-based. In addition, the choice of a solution is based on its (perceived) credibility (scientific soundness and validity) and legitimacy (ability to solve a problem at stake).

Assumption-based solutions (“Can it be extrapolated from the model’s existing parameters and indicators?”) are considered to have the highest level of abstraction involving behavioral assumptions and new uses of primary features of the model (input parameters, existing datasets, indicators). The solution is non-intrusive as it does not involve direct changes to the existing model, with little implications for the developers. Validation of the solution is based on expert consultation (including developers) and its selection depends on user’s assessment of whether it satisfies immediate information requirements to help address a problem. For example, to represent water treatment in the model, the use of the D&I water return parameter has been modified to account for water treatment. We assume that the proportion of water returned to surface water is representative of the proportion of treated D&I effluent only. For a treatment of D&I effluent by 20%, the water return parameter was set to 16%, considering that 80% of water extracted for D&I use is not consumed. In the case of no treatment, the parameter was set to 0%. The credibility of this assumption-based solution in this context was validated by experts, and considered
FIGURE 4 | Heuristic approach to identifying minimum information requirements. Two types of solutions are considered, for the model (yellow) and for the plan (green). Black arrows are considered as solution identification paths to integrate in the model. Dashed arrows are indicative of solution pathways requiring additional attention when designing the adaptive plan, based on the consideration of extra-measures in situations where relevant information is partially, indirectly, or not represented at all.

sufficient to illustrate the effectiveness of the approach for model augmentation for exploring future uncertainties and to design adaptation pathways.

Calculation-based solutions ("Can it be extrapolated from the model data and timeseries?") are considered to involve an intermediate level of abstraction; they attempt to more realistically represent a feature of interest and its associated behavior. Models deriving from this type of solution are loosely linked to the modeling tool, and in our case make use of the modeling tool’s outputs (timeseries, data values, and estimates) as new inputs for these models. This type of solution was by far the most used in this research, to represent information perceived as necessary to address the illustrative case problem. The main information gaps were associated with missing components in the modeling tool (e.g., the definition of the rainfed agriculture model to estimate crop production based on mean monthly rainfall and evapotranspiration timeseries) and indicators to estimate the value of different objectives. To support exploratory modeling and the adaptation of DAPP, subcomponent models were developed that use BF results as inputs, e.g., Different demand and supply mean monthly timeseries feeding into a supply reliability component for each transient scenario to identify conditions of ATPs for different actions. Compared to assumption-based solutions, validation criteria are associated with peer literature and expert validation of the chosen indicator/method of estimation used. Additionally, expert feedback was necessary to ensure the proper definition of the model and setting.

Implementation-based solutions ("If requiring changes in the model, is it feasible for developers?") are considered to have the lowest level of abstraction with direct changes to the model integrating a new component to represent a feature of interest and its behavior. On the other hand, this type of solution is highly dependent on availability and willingness of developers to integrate a new feature directly within the modeling tool. Validation is expected based on the developers’ application of their validation and verification framework. As for legitimacy, it is based on both the user’s necessity to have a finer representation of a feature of interest to solve a problem and the developers’ perception of relevance for the tool, interest for its uses, and feasibility.

More than one of these solutions may be possible and could be chosen according to preferences and the feasibility of options. Also, a solution could include a mix of solutions. For example, for estimating the supply reliability indicator for identifying the expected timing of ATPs for different actions, climate change datasets have to be implemented in the tool (implementation-based solution), together with global socioeconomic changes associated with more global inequalities (assumption-based solution, using population number and urban growth rate as proxies) and livestock drinking requirements (calculation-based solution, based on the estimation of livestock growth rate and daily drinking requirements and their addition to existing monthly timeseries from the tool).

If no solutions can be found, the implications for the plan need to be weighed and the associated risk addressed by contingency actions. This stage is not considered in the present research, as we focus on model augmentation for designing and evaluating adaptation pathways. It is however acknowledged that the implications of solution choices need to be considered when designing an adaptive plan and associated monitoring system.
Examples of solution strategies used in the context of BF and the BRB system are presented in the Supplementary Material with their respective models.

**Application of the Approach for Designing Adaptation Pathways**

**Identification of Adaptive Tipping Points**

We consider a planning horizon of 50 years for evaluation purposes, considered sufficient based on existing long-term planning simulations of 25 years in the BRB system (ICID, 2005). Each transient scenario represents a time step of 10 years, except for period 1 (from 1961 to 2005) and period 2 (from 2006 to 2010). This difference arises from the time periods of historical (1961–2005) and future (2006–2100) climate change datasets available in BF.

To identify ATPs for the system and alternatives (steps 2 and 3 in DAPP), we use a single signpost: water supply reliability (see Supplementary Material for details about the model used). We assumed that this signpost was sufficient to monitor ATPs and expected timing for all our actions in this context, considered either alone or in combination. The ATP signpost was considered as a proxy for rainfed agriculture and fisheries production. This reflects the assumptions that the available runoff is the remaining value after rainfed production uses, and that fisheries harvesting and irrigation will be equally impacted by D&I uses. Based on these assumptions, annual reliability values under an 85% threshold were considered unsatisfactory. Failure was considered to occur with more than 2 years under the acceptable threshold over 10 years. The expected timing of ATPs is linked to the time range associated with its respective transient scenario. Figure 5 presents some of the results obtained. The full table is provided in the Supplementary Material.

When considering actions alone, only on-farm water storages (ofs) are robust enough under both future scenarios and our planning horizon. To ensure that the signpost used to monitor ATPs was sensitive enough, we consider other different combinations of actions, excluding ofs that are expected not to fail over our planning horizon. Over the resulting 548 possible combinations, only the ones systematically including both water treatment and the implementation of proposed dams were able to display different responses based on future scenarios.

Considering administrative scales highlights an uneven response to future uncertainties across our actions. Generally, the upstream state (Jharkhand) appears to benefit more from different combinations of actions, under both future scenarios, from 2021 onward. As for the state of Odissa, differences in the occurrence of ATPs are more visible, with conditions of failure alternating with conditions of success for some combination.
FIGURE 6 | Example of plausible adaptation pathways for the BRB system. (A) Metro map for selected adaptative pathways and their associated scorecards under the two future scenarios: global socioeconomic increase of inequalities under (B) drier climate (cc1) and (C) wetter climate (cc2). Adaptation pathways in the (Continued)
of actions, generally associated with climate conditions and a mean annual runoff above 480 mm/year. Such a variability in robustness is linked to the use of climate change datasets and non-monotonic fluctuations in value over time.

Pathway Design and Evaluation

Following the identification of ATPs, the next step (step 4 of DAPP) consists of sequencing plausible actions into adaptation pathways. Sequencing rules that were considered are two-fold: (1) forbid scale back of some interventions, such as water treatment (e.g., shifting from 50–20% treatment), and (2) remove pathways that would be hardly or never reached (e.g., sequences without ofs and not including both water treatment and the implementation of proposed dams were excluded). Transitions from an action alone or a combination of actions to another alternative (consisting of new single action or a combination of actions) were based on the consideration of the time range associated with different transient scenarios.

In addition, selection rules for plausible adaptation pathways were based on achieving acceptable outcomes for rural incomes per capita, and for two out of four of the remaining objectives (except for urban density ratio). Acceptable values for the four objectives are: urban incomes (hydropower ratio > 0), ecological health (blue water scarcity including ecological requirements, bws > 0.4), population health (green blue water availability, gbws ≥ 1), and flood security (flood hazard index or fhi < value in period 1). The definition of such rules led to 5,000 plausible adaptation pathways. Figure 6 illustrates some of the pathways obtained and their performance.

Four adaptation pathways including ofs are displayed in the metro map. We considered two scorecards for each climate scenario separately due to their effect on ATPs. Performance of an adaptation pathway was calculated as the average across its constituent time periods. Fluctuations in each objective over time are visualized using sparklines. Finally, a baseline associated with the objectives’ performance in the absence of changes compared to the current situation was added for contrast.

The first observation from the results is that pathways considering ofs alone were not sufficient to achieve our conditions of selection. In all our ofs-based pathways, improving irrigation application efficiency (eff) to 80% was necessary in period 6. The next observation is the utility of sparklines to reflect on the implications of future trends for an objective, e.g., under cc1, the rural incomes objective appears to decrease starting from period 3, which is associated with reduced availability of suitable land. The sparklines also display direct or indirect effects associated with the implementation of adaptation pathways. For example, compared to the baseline, a change in shape in sparklines for fhi suggests a direct effect of the interventions on the objective. Also, a change in magnitude, such as for hydropower ratio, suggests potential direct or indirect effect of the adaptation pathways on the objective.

When comparing average values to the baseline and when considering different scales, uneven impacts of the pathways on objectives can be observed. For example, the implementation of these adaptation pathways appears to increase incomes in the upstream state of Jharkhand and to reduce them for the downstream one, with potential implications in terms of conflicts between the two states. Moreover, if no changes in average values compared to the baseline are observed, adaptation pathways may have no impact on an objective, as is the case for urban density ratio. As for the null value for hydropower ratio for the state of Jharkhand, it can be explained by the absence of hydropower projects.

It is noteworthy that in a model augmentation setting, the fitness for purpose of the indicators needs to be kept in mind when interpreting the results. For example, bws values increase with the implementation of adaptation pathways, which could be attributed to the pathways themselves, or to the proxy used to monitor aquatic ecosystem health which reflects increase in consumptive water use. If the proxy is no longer deemed sufficient, this would lead to another round of model augmentation, perhaps requiring greater investment to meet additional information requirements.

Finally, when comparing the average values between adaptation pathways for an objective, some of the results may not be significantly different, suggesting redundant pathways, as for pathways introducing effluent treatment (wwt20) at different time periods. This preliminary analysis could suggest simplifying the options considered—or discussion of impacts of treatment that need to be included in the next iteration.

DISCUSSION

The illustrative study of the BRB system showcases how different case-specific augmentations to BF have been able to meet requirements to monitor ATPs and design adaptation pathways, providing a demonstration of the MIRs approach to support model augmentation for exploratory modeling analysis.

The first steps in our analysis led to the identification of information requirements specific to DAPP and linked to the problem framing stage. In addition, other information requirements that are common to the frameworks underlying
DAPP have implications in terms of information requirements to identify ATPs, build adaptation pathways, and design an adaptive plan and associated monitoring system (the latter point not being investigated in this research). These information requirements were critical to ensure the adaptation of the DAPP framework to the modeling tool for exploratory modeling purposes. In addition, specificities of DAPP associated with the problem framing stage have been emphasized while developing the approach and contributed to the identification of information misalignments between human-model perspectives and the definition of our heuristic approach to identify solutions. Lasty, the adaptation of solutions to BF allows for the evaluation of the robustness of various (combinations of) actions, design, and selection of different plausible adaptation pathways.

The following discussion considers our results and their potential for generalization, focusing on three main points: the choice of a robust and adaptive framework, our approach to identify misalignments and solutions, and our choice of signposts and decision rules when considering ATPs and plausible adaptation pathways.

**Implications for Information Requirements Associated With the Choice of Framework**

Contrasting DAPP to the two frameworks at its origin and to traditional approaches to planning indicates that specificities of DAPP are to be found in its emphasis and clarification of the tasks to perform in order to adequately frame a problem. The strong emphasis on problem articulation supports the conceptualization of a system or problem of interest and clarification of the causal relationships between key components. In addition, DAPP more generally provides a stepwise approach to execute different tasks to design adaptation pathways. These characteristics of DAPP bestow some similarities with framework-based activities for orchestrating model integration (Belete et al., 2017), which was a reason for its selection.

Information requirements for DAPP are not expected to be generalizable—they remain specific to the framework and its main purpose to design adaptation pathways. If another DMDU framework was considered to orchestrate model augmentation for exploratory modeling purposes, it is expected that new MIRs would need to be defined specific to those frameworks. For example, when considering RDM approaches, information requirements in the problem framing stage emphasize the identification of vulnerabilities to be used to execute the scenario discovery process (Kwakkel et al., 2016). Information requirements for scenario discovery would involve: (1) data inputs from model simulations about uncertain factors and plausible actions to generate a database used to identify vulnerable scenarios; (2) the selection of appropriate scenario discovery algorithms (either statistical and/or data-mining algorithms) to iteratively identify vulnerable scenarios; and (3) diagnostic tools for evaluating the significance of the parameter constraints proposed by scenario discovery algorithms (Bryant and Lempert, 2010). Compared to DAPP, which uses the results from the exploratory model to design adaptation pathways, RDM may be more demanding in terms of information requirements as it relies on sufficient exploration of different model runs to allow for the discovery of vulnerable scenarios and evaluation of the robustness of actions.

Potentially, according to the framework(s) invoked, model and information complexity may limit the extent to which a model could be augmented and reused. According to (Voinov and Shugart, 2013), with increasing information requirements and the inclusion of more building blocks to the model, one major risk of model integration is that it increases the difficulty of analysis and interpretation of model outputs and propagation of uncertainty through the augmented model. One solution to integration complexity is to consider methodological approaches that ensure a proper balance between the levels of detail and resolution of information and model behavior and internal consistency, which could be achieved through collaborative modeling (Voinov and Shugart, 2013; Basco-Carrera et al., 2017). Such a collaborative modeling setting implies the opening of the “black box” of model development to the policy community and the development of “active, iterative, and inclusive” interactions between developers and users to address concerns and information needs (White et al., 2010).

**Implications of the Approach for Information Requirements**

The issue of integration complexity has been addressed to some extent in the present research. As mentioned by (Voinov and Shugart, 2013), it requires the identification of appropriate levels of abstraction and the consideration of different stakeholder perspectives. Two main steps are considered: the identification of information gaps or misalignments with the mental models of users, and the identification of solutions with an appropriate level of abstraction to bridge information gaps. Both approaches have implications for model credibility, salience, and legitimacy and the ability of boundary organizations to effectively manage iterative knowledge co-production between various actors to create purposeful IAM (White et al., 2010).

The identification of information gaps is based on contrasting two conceptual representations of a system of interest: a user one and a model one, the latter representative of developers’ vision for their tool’s purpose and its representation of a system. Contrasting representations aim at making explicit what is considered salient information for different actors and their degree of alignment. It implies the consideration of two learning loops: a single loop related to understanding a model architecture and behavior, and a second loop involving the clarification of mental models and questioning assumptions, cognitive rules and objectives (Pahl-Wostl, 2009). The single loop implies collaborative interactions between users and developers to “open the black box” of a modeling tool and clarify questions associated with model architecture and behavior. As for the second loop, it implies the use of communication tools, such as system-thinking diagrams, to translate concerns and information needs and reconcile mismatches between knowledge suppliers and users (White et al., 2010).

Based on the identification of mismatches, the next step involves the use of a heuristic approach to guide systematic
reflection on effective means to represent information gaps in the tool. Three reflection stages are considered: (1) identifying information gaps (“what is missing?”); (2) considering the degree of salience of that information (“do I need that information?”, “why is it important?”); and (3) reflecting on the types of solutions that could be considered (“how could they be better represented?”). Answering the “how” question led to the consideration of four solutions, each of them having implications in terms of levels of abstraction (credibility, salience, and legitimacy).

Assumption-based solutions seek to virtually integrate a new feature, without leading to direct or indirect changes to the model. An advantage of this is the generality of the solutions (e.g., effluent treatment could involve infrastructural and/or ecological measures), thereby providing a creative window for users to identify relevant solutions, including non-conventional ones. This enhances the credibility of the information provided by models as well as on the inclusion of new knowledge as it becomes available (Etzioni, 2001).

For calculation-based solutions, we use a feed forward approach wherein the modeling tool’s outputs act as input for loosely integrated models. Such an approach is considered less demanding in terms of information requirements to ensure the consistency and interoperability of loosely coupled models (Belete et al., 2017). As long as tight feedbacks do not need to be modeled, other advantages of loosely coupled models compared to tightly coupled ones include more flexibility, creation of new capabilities, and cost reduction, together with creating the illusion of an integrated system (Rothenberg, 2008). In addition, such a structure can better account for changing information requirement needs of users (Madni and Sievers, 2014). Coupling models generally implies the identification of a common core (e.g., Auping, 2018). In our case, the hydrological component of the modeling tool was the bridging factor for model component integration.

Central to integrating models, and in this case calculation-based solutions and associated models, validation and verification (V&V) are required to ensure the credibility of the augmented model. A qualitative V&V was considered sufficient in our case, based on expert feedback and peer review literature to identify solutions. Additionally, the observation of changing values for the model results in response to changing parameters was considered sufficient to validate the proper integration of the type of solutions (Madni and Sievers, 2018; Voinov, 2018). In a real-world planning context, a quantitative approach to evaluating the validity of the chosen solutions and proper implementation may be necessary depending on the stage of maturity of the planning process. However, in situations of deep uncertainty, especially when there is volatility in perspectives, traditional approaches to model structure and behavior V&V may be challenged. Such challenges and approaches to V&V are detailed in Auping (2018) in the context of model integration for exploratory modeling purposes based on the use of system dynamics models but these extend to other modeling paradigms. Future applications in real decision-making contexts of the approach could explore the implications of quantitative V&V in terms of information requirements and model augmentation for exploratory purposes.

Concern for V&V in the application process is expected to be lower in the case of implementation-based solutions as they are expected to be checked by developers during the development process. However, more rigidly coupled solutions tightly integrated in the existing model architecture may reduce model flexibility and adaptiveness (Madni and Sievers, 2014). In addition, limitations in terms of compatibility in codes or standards, among others, may occur in relation to the integration framework used to orchestrate the inclusion of new modules into the tool (Voinov and Shugart, 2013; Belete et al., 2017). Finally, rigidly coupled models may increase resource costs for the developers to integrate the new solution, test and validate it, and document changes, security, interfacing, among others (Madni and Sievers, 2014). With respect to legitimacy, the choice of implementation-based solutions implies a shared understanding and agreement between users and developers, and therefore a collaborative setting (Voinov and Shugart, 2013). In our case, this type of solution was considered in situations where the user could not easily apply the two other types of solutions and/or when needing the model to represent a feature of interest and associated behavior more realistically (e.g., climate change datasets to allow for model response to future climate and hence for future exploration). The fact that a collaborative setting was in place with the developers of BF has facilitated the communication of information needs, and discussion of constraints and advantages of representing that information in the tool, together with identifying acceptable solutions for both parties.

The residual uncertainty in meeting information requirements has implications in terms of risk management for a plan, which have not been addressed in the present research. Different approaches to communicate uncertainty could be considered in future applications, for example by making explicit residual uncertainties and their anticipated mitigation and impact (Guillaume et al., 2012), or considering a different set of visualization tools describing the uncertainty space of inputs (Woodruff et al., 2013) or of output uncertainty (Fu et al., 2015). Clear communication about uncertainty is expected to reduce issues of information quality and improve the uptake of models and associated outputs (Hudson-Doyle et al., 2018).

The proposed approach to reflecting on misalignments and identifying solutions or “areas of transformative changes,” can be considered to support a triple-loop learning process (Pahl-Wostl, 2009), feeding into the inner loops of learning about the system and actions to be taken. Such a process applied to model augmentation has received more consideration in recent years in the machine learning (ML) and artificial intelligence (AI) field. According to Seidel et al. (2019), there is a need for autonomous tools to reflect human–ML interaction processes, as the perception of the purposefulness of a tool will always be dependent on human “mental models.” They suggest the consideration of triple-loop learning approaches to achieve alignment of mental models and
respective learning between humans and autonomous tools. Our heuristic approach involves similar steps as for human–ML triple learning loops and has similar implications in terms of considering a solution-driven approach to model augmentation and alignment with changing mental models (Seidel et al., 2019).

Overall, our heuristic approach to identify misalignments and solutions is expected to be generalizable, as it is based on common principles of model development and DMDU frameworks, notably problem framing and conceptualization, and formulation. In the context of model augmentation these tasks are tackled, respectively, by comparing user and model conceptualizations and identifying augmentation solutions to meet information needs.

The heuristic approach to model augmentation also provides the flexibility needed to enhance user learning and the capability to solve a problem of interest, by making incremental adjustments to account for different perspectives and associated levels of abstraction (levels of details) for the solutions (AuBing, 2018). The assumption-based solutions are reflective of higher levels of abstraction and less detailed solutions, albeit still considered sufficient to solve a problem. Calculation-based solutions are more intermediate, with a higher level of detail but not to the point of directly representing a function or process (e.g., using proxies). As for implementation-based solutions, their choice is guided by the need to have a clear picture of the behavior of a process or function of interest. In that case, a high level of detail is considered, requiring agreement between users and developers on a solution that involves direct changes to the modeling tool.

The use of incremental solutions of varying complexity encourages an ordering of solutions that tries to meet user needs firstly by model reuse, progressing to more costly changes to model structure and behavior only when the need for the change is established. This is aligned with the idea of incremental learning, notably emphasized in the ML field, and identifying fit-for-purpose solutions for solving incremental learning tasks (Luo et al., 2020). Such incremental learning assumes ongoing adaptation of models to learning (Luo et al., 2020) and allows for rapid feedback when evaluating planning assumptions and the identification of potential areas to explore prior to considering further investments (Fu et al., 2020; Zare et al., 2020). In addition, it assumes a flexible structure when considering solutions, with implications for model interoperability (Madni and Sievers, 2014), especially when considering implementation-based solutions.

Transferability of Minimum Requirements for Specific Parts of DAPP

This section investigates the transferability of MIRs for some components of DAPP, focusing on the signposts to monitor ATPs, robust metrics to evaluate the performance of adaptation pathways, decision rules to build such pathways and, to a lesser extent, communication of results.

Minimum Information Requirements to Consider Monitoring Signposts for ATPs and Performance Objectives

Signpost identification for the construction of adaptation pathways is based on intrinsic variables or robust metrics determined based on conceptualizing a problem or system of interest. In the case of ATP signposts, we used the reliability of the water supply as a unique signpost to evaluate the robustness of different actions in achieving the rural incomes objective. The choice was considered sufficiently sensitive to levers and our exogenous factors. As a result, we observed that only ofs as a unique action was robust enough to avoid ATPs under both future scenarios. Two reasons may explain the result: either ofs is indeed robust against future conditions, or the chosen signpost may not allow us to observe conditions of failure.

To deal with the issue of detecting a signal, other signposts to complement the chosen one could have allowed for the identification of an ATP signal. Considering a combination of signposts implies handling issues of noise associated with the aggregation of signposts, which implies the consideration of more visual and statistical approaches to ensure the reliability (i.e., capacity to monitor a weak signal) and timeliness (i.e., capacity to support the anticipation of decisions) of signposts (Haasnoot et al., 2018). In addition, it involves the identification of a minimum number of signposts to observe and monitor critical uncertainties while avoiding cost of redundant signposts. Stochastic models coupled to exploratory ones could be used to ensure that principles of parsimony and completeness are achieved when considering the choice of a set of signposts (Raso et al., 2019b). Such additional approaches are expected to improve the technical soundness of signposts and to require a higher minimal level of information requirements.

Another limitation with the identification of ATPs is in relation to DAPP’s assumption that signposts monotonically change over time (Kwakkel et al., 2016). We observed in the case of different combination of actions that ATP signals could vary according to runoff conditions. Such changes are explained by the non-monotonic behavior of the climate change datasets in BF, influencing water resources availability. In that case, other approaches could be considered such as exploring uncertain boundary conditions using a semi-probabilistic model to map conditions of failure and ATP occurrence (Raso et al., 2019a). Another solution could be to use “bricolage-type” approaches and various sets of visualization methods to acknowledge and map uncertainty (Fu et al., 2015, 2020). Future research will explore how these approaches could better contribute to the refinement of ATP conditions and their expected timing and implications for action robustness and associated adaptation pathways.

Another shortcoming of our approach is the limited number of uncertainties considered and the associated range of plausible values for each uncertain variable. These uncertainties were sufficient for our research purpose, but additional approaches will be required in more applied contexts to further explore the input uncertainty space, such as combining the DAPP framework with scenario discovery approaches (Kwakkel et al., 2016), which would alter MIRs, as discussed above.
Our choice of performance indicators and associated models is expected to influence the results and therefore the selection of plausible adaptation pathways (Kalra et al., 2014). For example, the rural incomes objective in the case study is estimated based on the sum of the net benefits from rainfed, irrigated, and fisheries productions from three sub models. As costs are not included in BF, associated constraints were inferred from physical variables. For rainfed and irrigated crop productions, costs were related to arable land suitability and availability. In this case, a small number of uncertainties with clear relationships meant that an exhaustive sampling approach was feasible. With a larger number of uncertainties, sampling (e.g. Monte Carlo, Latin Hypercube) or optimization approaches may be needed to adequately explore achievable performance. Scale of performance metrics can also be problematic (Jafino et al., 2021), and in our case was tackled by disaggregating results by state and using sparklines in addition to average values. This type of visualization tool is often advocated as an information dense representation of time series information but may be challenging to use without prior training in an applied context involving stakeholders.

The choice of robustness metrics is also influenced by the decision context, decision makers’ preferred level of risk aversion and expected performance values (relative or absolute) for a system (McPhail et al., 2018). For example, the use of minimax metrics could reflect a decision makers’ risk-averse attitude and attempt to minimize losses for a worst-case situation, and so could provide an additional dimension for evaluating the robustness of actions when considering the subjectivity of decisions associated with attitudes (Kalra et al., 2014). According to these authors, considering a set of metrics, including metrics reflecting decision makers’ attitude, could help capture a broad set of possible assumptions. Another strategy to include the subjectivity behind decisions is to consider quantitative approaches, such as real-options analysis (Lawrence et al., 2019) to reduce the risks of under- or over-investments in actions. A broader set of signposts could be explored in future applications, including metrics capturing decision makers’ attitude and behavior change (Giuliani and Castelletti, 2016).

More generally, the definition of the conditions of success/failure for signposts influences the identification of ATPs and the selection of plausible adaptation pathways. In our case, conditions of success were based on values found in the literature or from expert feedback. Other approaches could be used such as participatory ones, especially if considering more real-life planning situations (e.g., Bengston et al., 2020). Signposts and conditions of success/failure are not expected to be transferable beyond closely similar case studies. However, principles discussed and associated with the identification and use of signposts may be transferable, including criteria to select relevant signposts (Raso et al., 2019b), procedures to align with users’ information requirements through reflection, discussion and deliberation (Bauler, 2012; Peppard and Campbell, 2014; Zare et al., 2020), consideration of different dimensions of robustness (Kalra et al., 2014; Lawrence et al., 2019), and approaches to handle iteration and emergent events (Peppard and Campbell, 2014; Fu et al., 2020).

The alignment of organizational structures would be critical to consider and monitor in regard to issues of uncertainty implementation (Peppard and Campbell, 2014). This was taken into account in the present study by considering administrative rather than basin boundaries and in comparing performance against baselines. This approach allows us to observe uneven impacts of adaptation pathways on the rural incomes objective, the downstream state seeing its rural incomes reduced compared to the upstream one, and potentially indicative of the emergence of inter-state tensions due to the upstream state water resources management strategy, which further work could follow up.

**Minimum Information Requirements to Construct Adaptation Pathways and Communicate Results**

When considering the construction of adaptation pathways, two particular challenges need to be considered: (1) sequencing the (combination of) actions; and (2) selecting plausible adaptation pathways (Kwakkel et al., 2015). The first challenge involves the consideration of signposts and triggers to a change of action, while the second challenge implies the consideration of robustness metrics to measure the performance of adaptation pathways (Kwakkel et al., 2015).

Regarding sequencing rules, we use similar rules to Kwakkel et al. (2015), that is: (1) avoiding scale back of some interventions, and (2) removing pathways that would be rarely or never reached. Triggers to change of action were assumed to be represented by transient scenarios and their associated time range. In addition, assumptions in regard to the lead-time necessary to implement actions were considered beforehand when setting the parameterization of our scenarios. For simplification purposes, for example, we assumed that proposed dams need to be considered in period 1 to be able to be implemented in period 3. This involved the upfront parameterization of four scenarios (bau1, bau2, irr1, irr2) with different planting areas for irrigated and rainfed crops according to the available irrigation command area and irrigation growth rate. In different contexts of application, considering a more refined way to identify triggers could be based on expert opinions (Haasnoot et al., 2013), coupling with more detailed model analyses (Haasnoot et al., 2015), exploring vulnerabilities based on RDM approaches and iterative setting of the results to be considered or not (Kwakkel et al., 2016), or robust optimization (Hamarat et al., 2014). These approaches are expected to represent different levels of minimum information needs, with implications for what model augmentation solutions are feasible.

The selection of plausible adaptation pathways was based on the definition of conditions of success for our objectives and constraints in regard to the number of objectives with acceptable outcomes. Such definitions affect the number of plausible pathways that will be identified. For example, our initial constraint was that all objectives should achieve acceptable outcomes, which led to six plausible adaptation pathways, all including $o_5$ in period 2. When relaxing that constraint to three out of five objectives, including rural incomes, and excluding urban density ratio, 5,000 pathways were identified, including $o_5$ or not. Considering our integration approach, using a feed-forward rather than an iterative/feedback process also means that
rapid prototyping and workflow execution was possible (less than a day) (Belete et al., 2017). Approaches such as ours with a short learning feedback loop—especially early in the planning design process—could help support discussions and the identification of information requirements to target specific information needs before considering further investments (Zare et al., 2020).

We also observed that some of our decision rules could have been constrained further, as some adaptation pathways appear redundant. For example, the inclusion of effluent treatment measures in different periods did not appear to change average values significantly when considering our scorecard results. Considering one of the four solutions could have been sufficient. On the other hand, exploiting redundancy could support a better approach to performing and coordinating tasks, as it considers more degrees of freedom (Todorov and Jordan, 2002), and could perhaps be exploited in the planning process.

CONCLUSIONS

We have presented a MIRs approach to guide and orchestrate model augmentation for exploratory modeling and analysis, employing the DAPP framework for the orchestration process. The Basin Futures software was used as a case study in the context of the BRB to illustrate details of the approach and associated results. The MIRs approach involves the identification of misalignments in perspectives between human and model visions, and formulation of different solutions reflective of different information requirements as well as conditions of collaboration and learning feedback loops for users and developers.

Despite its apparent simplicity, the MIRs approach allowed us to transform the use of a consolidative model for exploratory purposes through the identification of ATPs and the design of adaptation pathways. The approach could be used for rapid feedback early in the planning design process to raise awareness about potential issues to be explored prior to further investments. It could also benefit education and training of future natural resources managers to develop their critical thinking through a “learning-by-doing” process.

The paper raises many opportunities for future work. In terms of triple feedback loop learning there is promise in evaluating how a structured approach to misalignment could contribute to a more transformative impact, one that revolutionizes both users’ and developers’ conception of collaboration and that leads to the creation of a collaborative modeling culture and ongoing process throughout a model life cycle, from development to ongoing augmentation. Future work could also test different tools/mechanisms for exchanging and discussing information with and among stakeholders in the context of model augmentation.

There is potential for future work exploring real-world decision-making applications and transferability of the MIRs approach to other modeling tools beyond the Basin Futures tool considered here. Such applications have the potential to also explore issues around information redundancy, dynamic societal responses, alignments between different dimensions of robustness, and visualization tools to communicate uncertainty and support collaborative decision making.
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