GLOBAL WELL-POSEDNESS AND SOLITON RESOLUTION FOR THE DERIVATIVE NONLINEAR SCHRÖDINGER EQUATION
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Abstract. We study the Derivative Nonlinear Schrödinger equation for general initial conditions in weighted Sobolev spaces that can support bright solitons (but excluding spectral singularities). We prove global well-posedness and give a full description of the long-time behavior of the solutions in the form of a finite sum of localized solitons and a dispersive component. At leading order and in space-time cones, the solution has the form of a multi-soliton whose parameters are slightly modified from their initial values by solitons-solitons and solitons-radiation interactions. Our analysis provides an explicit expression for the correction dispersive term. We use the nonlinear steepest descent method of Deift and Zhou [9] revisited by the $\overline{\partial}$-analysis of Dieng-McLaughlin [10] and complemented by the recent work of Borghese-Jenkins-McLaughlin [2] on soliton resolution for the focusing nonlinear Schrödinger equation.
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1. Introduction

In this paper will prove global well-posedness and soliton resolution for the derivative nonlinear Schrödinger equation

\begin{align}
\tag{1.1} iu_t + u_{xx} - i\varepsilon(|u|^2u)_x &= 0 \\
\tag{1.2} u(x, t = 0) &= u_0
\end{align}

for initial data in a dense and open subset of the function space \( H^{2,2}(\mathbb{R}) \) which contains 0 and also initial data of arbitrarily large \( L^2 \) norm. As we explain below, this set is spectrally determined and includes initial data with at most finitely many soliton components and no algebraic solitons. Here \( \varepsilon = \pm 1 \) and \( H^{2,2}(\mathbb{R}) \) is the completion of \( C^\infty_0(\mathbb{R}) \) in the norm

\[ \|u\|_{H^{2,2}} = \left( \|1 + (\cdot)\|^2 u(\cdot)\|_{L^2}^2 + \|u''\|_{L^2}^2 \right)^{1/2}. \]

It is known that the Cauchy problem is locally well-posed in \( H^{1/2}(\mathbb{R}) \) (see, for example, Takaoka [35]) and globally well-posed for small data \([19, 39]\). Precisely, for any \( u_0 \in H^{1/2}(\mathbb{R}) \) such that \( \|u_0\|_{L^2} < \sqrt{4\pi} \), there exists a unique solution \( u \in C(\mathbb{R}, H^{1/2}(\mathbb{R})) \) [18]. A key structural property of DNLS discovered by Kaup and Newell [21] is that it is integrable by inverse scattering: that is, there is a linear spectral problem with \( u(x, t) \) as potential whose spectral data (consisting of a reflection coefficient, describing the continuous spectrum of the linear problem, together with eigenvalues and norming constants, describing the discrete spectrum of the linear problem) evolve linearly under the flow. This linearizing transformation, together with an inverse defined via a Riemann-Hilbert problem defined by the spectral data, gives a method to integrate the equation explicitly.

In recent works [27, 28] (referred to as Papers I and II), we used the inverse scattering tools to prove global existence and long-time behavior of solutions to DNLS for initial conditions in the weighted Sobolev space \( H^{2,2}(\mathbb{R}) \), restricting initial conditions to those that do not support solitons. We proved that the amplitude of the solution decays like the solution of the linear problem, namely \( |t|^{-1/2} \) as \( |t| \to \infty \), and the phase behaves like the phase of the free dynamics modified by a logarithmic correction. These results are analogous to those of Delft and Zhou [9] for the defocussing
NLS, and improve earlier results of Kitaev-Vartanian [22] on DNLS. The asymptotic state is fully described in terms of the scattering data associated to the initial condition. Using a different approach, Pelinovsky and Shimabukuro proved global existence to the DNLS equation for initial conditions that do not support solitons in [32] and recently complemented their study allowing a finite number of discrete eigenvalues [34].

Here we will prove global well-posedness and solution resolution for the DNLS equation with initial data in an open and dense subset of $H^{2,2}(\mathbb{R})$ (excluding spectral singularities, a notion that we will define precisely later). Soliton resolution refers to the property that the solution decomposes into the sum of a finite number of separated solitons and a radiative part as $|t| \to \infty$. The solitons parameters are slightly modulated, due to the soliton-soliton and soliton-dispersion interactions. We fully describe the dispersive part which contains two components, one coming from the continuous spectrum and another one from the interaction of the discrete and continuous spectrum. This decomposition is a central feature in nonlinear wave dynamics and has been the object of many theoretical and numerical studies. It has been established in many perturbative contexts, that is when the initial condition is close to a soliton or a multi-soliton. In non-perturbative cases, this property was proved rigorously for KdV [17], mKdV [33] and for the focusing NLS equation [2] using the inverse scattering approach. The last result has been conjectured for a long time [40] but rigorously proved only recently.

The soliton resolution conjecture is at the heart of current studies in nonlinear waves and extends to solutions that blow up in finite time. In the context of non-integrable equations, Tao [36] considered the NLS equation with potential in high dimension ($d \geq 11$) and proved the existence of a global attractor, assuming radial symmetry. A recent work by Duykaerts, Jia, Kenig and Merle [14] concerns the focusing energy critical wave equation for which they prove that any bounded solution asymptotically behaves like a finite sum of modulated solitons, a regular component in the finite time blow up case or a free radiation in the global case, plus a residue term that vanishes asymptotically in the energy space as time approaches the maximal time of existence (see also [13, 15] for other cases, radial and non-radial, in various dimensions).

1.1. Global well-posedness. Equation (1.1) is gauge-equivalent to the equation

\begin{align}
&i\dot{q} + q_{xx} + i\varepsilon q^2 \dot{q}_x + \frac{1}{2} |q|^4 q = 0, \\
&q(x, t = 0) = q_0(x)
\end{align}

via the gauge transformation

\begin{equation}
\mathcal{G}(u)(x) = \exp \left( -i\varepsilon \int_{-\infty}^{x} |u(y)|^2 \, dy \right) u(x).
\end{equation}

This nonlinear, invertible mapping is an isometry of $L^2(\mathbb{R})$, maps soliton solutions to soliton solutions, and maps dense open sets to dense open sets in weighted Sobolev spaces. Because of this, global well-posedness for (1.3) on an open and dense set $U$ in $H^{2,2}(\mathbb{R})$ containing data of arbitrary $L^2$-norm implies global well-posedness of (1.1) on a subset $\mathcal{G}^{-1}(U)$ of $H^{2,2}(\mathbb{R})$ with the same properties. For this reason, we will prove the global well-posedness result for (1.3).

Our analysis exploits the discovery of Kaup and Newell that (1.3) generates an isospectral flow for the linear spectral problem

\begin{equation}
\Psi_x = -i\zeta^2 \sigma_3 \Psi + \zeta Q \Psi + P \Psi
\end{equation}
where
\[ \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad Q(x) = \begin{pmatrix} 0 & q(x) \\ \varepsilon q(x) & 0 \end{pmatrix}, \quad P(x) = \frac{i\varepsilon}{2} \begin{pmatrix} -|q(x)|^2 & 0 \\ 0 & |q(x)|^2 \end{pmatrix}, \]
and the unknown \( \psi \) is a \( 2 \times 2 \) matrix-valued function of \( x \). This spectral problem defines a map \( R \) from \( q \in H^{2,2}(\mathbb{R}) \) to spectral data that we will describe, and has an inverse \( I \) defined by a Riemann-Hilbert problem which recovers the potential \( q(x) \). Moreover, the spectral data for a solution \( q(t) = q(x, t) \) of (1.3) obey a linear law of evolution. Thus the solution operator \( \mathcal{M} \) for the Cauchy problem (1.3) is given by
\[ \mathcal{M}(q_0, t) = (I \circ \Phi_t \circ R) q_0 \]
where \( \Phi_t \) is the linear evolution on spectral data. To state our results we first describe the set \( U \) and the maps \( R, \Phi_t, \) and \( I \) in greater detail.

The direct scattering map \( R \) maps \( q \in H^{2,2}(\mathbb{R}) \) into spectral data defined by special solutions of (1.6). To describe the data, first note that, if \( q = 0 \), all solutions of (1.6) are matrix multiples of \( e^{-i\zeta^2 x \sigma_3} \) and therefore bounded provided \( \zeta \in \Sigma \), where
\[ \Sigma = \{ \zeta \in \mathbb{C} : \text{Im} \zeta^2 = 0 \}. \]
It is natural to set \( \Psi(x, \zeta) = M(x, \zeta) e^{-i\zeta^2 x \sigma_3} \) and look for bounded solutions of
\[ \frac{d}{dx} M(x, \zeta) = -i\zeta^2 \text{ad} \sigma_3(M) + \zeta Q(x) M + P(x) M, \quad \text{ad} \sigma_3(A) := [\sigma_3, A]. \]
If \( q \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \), a perturbation argument shows that (1.8) admits bounded solutions for \( \zeta \in \Sigma \). Indeed, there exist unique solutions \( M^\pm(x, \zeta) \) of (1.8) with \( \lim_{x \to \infty} M^\pm(x, \zeta) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \).

The functions
\[ \Psi^\pm(x, \zeta) = M^\pm(x, \zeta) e^{-i\zeta^2 x \sigma_3} \]
are the Jost solutions for (1.6).

The Jost functions define data associated with the continuous spectrum of the problem (1.6) in the following way. If \( \Psi \) solves (1.6) then det \( \Psi(x, \zeta) \) is independent of \( x \), and, if \( \Psi_1 \) and \( \Psi_2 \) solve (1.6) for given \( \zeta \), then \( \Psi_2 = \Psi_1 A \) for a constant matrix \( A \). Thus, for \( \zeta \in \Sigma \), the Jost solutions obey
\[ \Psi^+(x, \zeta) = \Psi^-(x, \zeta) T(\zeta), \quad T(\zeta) = \begin{pmatrix} a(\zeta) & b(\zeta) \\ \bar{b}(\zeta) & \bar{a}(\zeta) \end{pmatrix}. \]
Since det \( \Psi^\pm = 1 \) it follows that
\[ a(\zeta)\bar{a}(\zeta) - b(\zeta)\bar{b}(\zeta) = 1. \]
The functions \( a, \bar{a}, b \) and \( \bar{b} \) obey the symmetries
\[ a(-\zeta) = a(\zeta), \quad \bar{a}(\zeta) = \bar{a}(\zeta), \quad b(-\zeta) = -b(\zeta), \quad \bar{b}(\zeta) = \varepsilon b(\zeta). \]
as follows from (1.9), the unicity of \( \Psi^\pm \), and the fact that the maps
\[ \Psi(x, \zeta) \mapsto \sigma_3 \Psi(x, -\zeta) \sigma_3, \quad \Psi(x, \zeta) \mapsto \sigma_\varepsilon \bar{\Psi}(x, \zeta) \sigma_\varepsilon^{-1} \]
preserve the solution space of (1.6), where
\[ \sigma_\varepsilon = \begin{pmatrix} 0 & 1 \\ \varepsilon & 0 \end{pmatrix}. \]
The functions $a$ and $\tilde{a}$ are bounded continuous functions with
\begin{equation}
\lim_{|\zeta| \to \infty} a(\zeta) = \lim_{|\zeta| \to \infty} \tilde{a}(\zeta) = 1.
\end{equation}
Write $\Psi^+ = (\Psi_1^+, \Psi_2^+)$ where $\Psi_1^+$ and $\Psi_2^+$ are column vectors, and similarly for $\Psi^-$. Let
\[ \Omega^\pm = \{ z \in \mathbb{C} : \pm \text{Im} z^2 > 0 \}. \]
The columns $\Psi_1^+$ and $\Psi_2^-$ admit analytic continuations to $\Omega^+$, while the columns $\Psi_1^-$ and $\Psi_2^+$ admit analytic continuations to $\Omega^-$. From the formulas
\begin{equation}
\tilde{a}(\zeta) = \begin{pmatrix} \Psi_{11}(x, \zeta) & \Psi_{12}(x, \zeta) \\ \Psi_{21}(x, \zeta) & \Psi_{22}(x, \zeta) \end{pmatrix}, \quad a(\zeta) = \begin{pmatrix} \Psi_{11}(x, \zeta) & \Psi_{12}(x, \zeta) \\ \Psi_{21}(x, \zeta) & \Psi_{22}(x, \zeta) \end{pmatrix}.
\end{equation}
(which are easy consequences of (1.19)), it follows that the functions $\tilde{a}$ and $a$ admit analytic continuations respectively to $\Omega^+$ and $\Omega^-$. Zeros of $\tilde{a}$ and $a$ correspond to soliton components in the initial data $q$. More precisely, zeros of $\tilde{a}$ and $a$ on $\Sigma$ are spectral singularities and correspond to algebraic solitons, while zeros of $\tilde{a}$ in $\Omega^+$ and of $a$ in $\Omega^-$ correspond to bright solitons.

Owing to (1.11), the zeros of $\tilde{a}$ and $a$ come in “quartets” $(\zeta, -\zeta, \bar{\zeta}, -\bar{\zeta})$. Thus if $\Omega^{++} = \{ z \in \Omega^+ : \text{Im} \zeta > 0 \}$, the set
\[ Z^{++} = \{ \zeta \in \Omega^{++} : \tilde{a}(\zeta) = 0 \} \]
uniquely determines the zeros of $a$ and $\tilde{a}$ in $\Omega^+ \cup \Omega^-$. We denote
\[ Z = \bigcup_{\zeta \in Z^{++}} \{ \zeta, -\zeta, \bar{\zeta}, -\bar{\zeta} \}. \]
If $\tilde{a}$ has a simple zero at $\zeta$, the norming constant $c_\zeta$ is given by
\begin{equation}
c_\zeta = b_\zeta/\tilde{a}'(\zeta)
\end{equation}
where
\begin{equation}
\begin{pmatrix} \Psi_{11}(x, \zeta) \\ \Psi_{21}(x, \zeta) \end{pmatrix} = b_\zeta \begin{pmatrix} \Psi_{12}(x, \zeta) \\ \Psi_{22}(x, \zeta) \end{pmatrix}.
\end{equation}

**Definition 1.1.** We denote by $U$ the set of $q \in H^{2,2}(\mathbb{R})$ so that $\tilde{a}$ has at most finitely many simple zeros in $\Omega^{++}$ and no zeros on $\Sigma$. We denote by $U_N$ the subset of $U$ consisting of potentials so that $\tilde{a}$ has exactly $N$ simple zeros.

The set $U$ is a disjoint union of open sets $U_N$ where $N = 0, 1, 2, \ldots$ counts the number of zeros of $\tilde{a}$ in $\Omega^{++}$. The set $U_0$ contains a neighborhood of $0$ since, for the zero potential, $T(\zeta)$ is the identity matrix, and $T$ is a continuous function of $q \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$. Excluded from $U$ are potentials with spectral singularities or infinitely many zeros of $\tilde{a}$. By mimicking a construction of Zhou (see [42, Example 3.3.16]), it is easy to see that $H^{2,2}(\mathbb{R}) \setminus U$ contains potentials $q$ belonging to $S(\mathbb{R})$. The following subsets of $U_N$ will play an important role in describing continuity properties of the direct scattering map.

**Definition 1.2.** We will call a subset $U'$ of $U_N$ bounded if there are strictly positive constants $c$ and $C$ so that $\|q\|_{H^{2,2}} \leq C$, $\text{Im} \zeta^2 > c$ for all zeros $\zeta$ of $\tilde{a}$ and $\inf_{\zeta \in \Sigma} |\tilde{a}(\zeta)| \geq c$ for all $q \in U'$.

We now describe the spectral data $(\rho, \{\lambda_j, C_j\}_{j=1}^N)$ associated to $q \in U_N$. By the symmetries (1.11), the function
\begin{equation}
\rho(\lambda) = \zeta^{-1}\tilde{b}(\zeta)/a(\zeta), \quad \lambda = \zeta^2
\end{equation}
is a well-defined function on $\mathbb{R}$, and obeys the nonlinear constraint
\begin{equation}
1 - \varepsilon \lambda |\rho(\lambda)|^2 > 0.
\end{equation}
as follows from (1.10) and the boundedness of $a$ and $\bar{a}$. We denote by $S$ the set of all $\rho \in H^{2,2}(\mathbb{R})$ obeying (1.19). The remaining data $\{\lambda_j, C_j\}$ are associated with eigenvalues of the problem (1.6), i.e., zeros of $\bar{a}$. They are the image of $\{\zeta_j, c_j\}$ under the quadratic transformation

\begin{equation}
\lambda_j = \zeta_j^2, \quad C_j = 2c_j, \quad 1 \leq j \leq N.
\end{equation}

Motivated by these observations, we define sets $V$ and $V_N$, and the direct scattering map $\mathcal{R}$, as follows.

**Definition 1.3.** We denote by $V$ the disjoint union

$$V = \bigcup_{N=0}^{\infty} V_N$$

where $V_0 = S$ and, for $N \geq 1$,

$$V_N = S \times (\mathbb{C}^+ \times \mathbb{C}^\times)^N.$$

**Definition 1.4.** The **direct scattering map** is the map

$$\mathcal{R} : U_N \rightarrow S \times (\mathbb{C}^+ \times \mathbb{C}^\times)^N$$

$$q \mapsto (\rho, \{\lambda_j, C_j\}_{j=1}^{N})$$

for each $N$.

Let

\begin{equation}
d_\Lambda = \frac{1}{2} \inf_{\lambda \neq \mu \in \Lambda} |\lambda - \mu|.
\end{equation}

Note that, since $\Lambda$ is invariant under complex conjugation, $|\text{Im } \lambda_j| \geq d_\Lambda$ for each $j$.

**Definition 1.5.** We call a subset $V'$ of $V_N$ **bounded** if there is a constant $C$ with

\[ \|q\|_{H^{2,2}} + \sup_{1 \leq j \leq N} |C_j| + \sup_{1 \leq j \leq N} |\lambda_j| \leq C \]

and a constant $c > 0$ so that $d_\Lambda \geq c$ for all data $(\rho, \{\lambda_j, C_j\}_{j=1}^{N})$ in $V'$.

Our first result is:

**Theorem 1.6.** The set $U$ is open and dense in $H^{2,2}(\mathbb{R})$, contains a neighborhood of 0, and contains $q$ with arbitrary $L^2$ norm. Moreover, the direct scattering map

$$\mathcal{R} : U \rightarrow V$$

maps bounded subsets of $U_N$ into bounded subsets of $V_N$ for each $N$, and is uniformly Lipschitz continuous on bounded subsets of $U_N$.

Theorem 1.6 is a direct consequence of Theorems 3.15, Theorem 3.8, and Proposition D.1 which asserts the existence of $q \in U_0$ with arbitrarily large $L^2$-norm.

**Remark 1.7.** One-soliton solutions corresponding to eigenvalue $\lambda = |\lambda| e^{i\phi} \in \mathbb{C}^+$ have $L^2$ norm $\sqrt{4(\pi - \phi)}$ if $\varepsilon = 1$ and $\sqrt{4\phi}$ if $\varepsilon = -1$. In the limit $\phi \downarrow 0$ ($\varepsilon = +1$) or $\phi \uparrow \pi$ ($\varepsilon = -1$), the pole approaches the real axis and the bright soliton becomes an algebraic soliton. As we will compute, $N$-soliton solutions separate into a train of one-soliton solutions so that an $N$-soliton solution may have $L^2$-norm in $(0, N\sqrt{4\pi})$. It follows that the set $U_N$ contains elements of $L^2$ norm arbitrarily close to 0.
It follows from the Lax representation for (1.3) that the spectral data for a solution \( q(x,t) \) of (1.3) obey the linear evolution
\[
\begin{align*}
\dot{a}(\zeta, t) &= \hat{a}(\zeta) = 0, \\
\dot{b}(\zeta, t) &= -4i\zeta^4 b(\zeta, t), \quad \hat{b}(\zeta, t) = 4i\zeta^4 \hat{b}(\zeta, t), \quad c_j(t) = -4i\zeta_j^4 c_j(t)
\end{align*}
\]
so that
\[
\rho(\lambda, t) = -4i\lambda^2 \rho(\lambda, t), \quad \lambda_j = 0, \quad \hat{C}_j = -4i\lambda_j^2 C_j.
\]

**Definition 1.8.** For each nonnegative integer \( N, \ t \in \mathbb{R}, \rho, \sigma \in \mathbb{S}, \) and \( \{\lambda_j, C_j\}_{j=1}^N \in (\mathbb{C}^+ \times \mathbb{C}^\times)^N, \) the linear evolution \( \Phi_t : V_N \to V_N \) is given by
\[
\Phi_t (\rho, \{\lambda_j, C_j\}_{j=1}^N) = \left( e^{-4i(\cdot)^3 t} \rho(\cdot), \{\lambda_j, C_j e^{-4i\lambda_j^2 t}\}_{j=1}^N \right).
\]

It is easy to see that the map \( \Phi_t \) preserves \( V_N \) for each \( N \) and is jointly continuous in \( t \) and the data \( (\rho, \{\lambda_j, C_j\}_{j=1}^N) \).

We now describe the inverse scattering map \( I \) which recovers \( q(x,t) \) from the time-evolved spectral data. The inverse scattering map is defined by a Riemann-Hilbert problem which we will first describe in the \( \zeta \) variables (Problem 1.9) and then in the \( \lambda \) variables (Problem 1.10).

To describe the Riemann-Hilbert Problem in the \( \zeta \) variables, we recall the *Beals-Coifman solutions* of (1.8). Denote by \( M_1^+ \) the first column of the normalized Jost solutions \( M^\pm \), and similarly denote by \( M_2^+ \) the second column of \( M^\pm \). It can be shown that the matrix-valued function
\[
M(x, z) = \begin{cases} 
M_1^+(x, z) & \frac{M_2^-(x, z)}{\hat{a}(z)} \quad z \in \Omega^+ \setminus \mathcal{Z} \\
M_1^-(x, z) & \frac{M_2^+(x, z)}{a(z)} \quad z \in \Omega^- \setminus \mathcal{Z}
\end{cases}
\]
defines a meromorphic function from \( \mathbb{C} \setminus (\Sigma \cup \mathcal{Z}) \) to \( SL(2, \mathbb{C}) \) with \( M(x, z) \to \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \) as \( |z| \to \infty \).

As a function of \( x \), (1) \( M(x, z) \) solves (1.8), (2) \( M(x, z) \to \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \) as \( x \to \infty \) and (3) \( M(x, z) \) is bounded as \( x \to -\infty \). These three properties uniquely characterize \( M(x, z) \). The function \( M \) has continuous boundary values on \( \Sigma \) and satisfies the following Riemann-Hilbert problem. To state it, we first recall that the exponential of the linear operator \( \text{ad} \sigma_3 \) acts on \( 2 \times 2 \) matrices as
\[
e^{it \text{ad} \sigma_3} \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) = \left( \begin{array}{cc} a & e^{2it}b \\ e^{-2it}c & d \end{array} \right)
\]
and is an automorphism. Next, we define
\[
(1.24) \quad r(\zeta) = \hat{b}(\zeta) / a(\zeta) \\
(1.25) \quad \hat{r}(\zeta) = \varepsilon r(\zeta)
\]
and impose the conditions
\[
(1.26) \quad r(-\zeta) = -r(\zeta), \quad 1 - r\hat{r} \geq c > 0.
\]
Note that, under the evolution (1.22), we have $\dot{r} = -4i\zeta^4 r$ and $\dot{\zeta} = 4i\zeta^4 \dot{r}$. Finally, let $\varphi(x, t, \zeta)$ be the phase function

(1.27) \quad \Theta(x, t, \zeta) = -\left( \zeta^2 \frac{x}{t} + 2\zeta^4 \right).

**Riemann-Hilbert Problem 1.9.** Given $x, t \in \mathbb{R}$, $r \in H^1(\Sigma)$ obeying (1.26), and $\{\zeta_j, c_j\}_{j=1}^N \in (\Omega^+ \times \mathbb{C}^*)^N$, find a matrix-valued function $M(x, t, z) : \mathbb{C} \setminus (\Sigma \cup \mathcal{Z}) \to SL(2, \mathbb{C})$ with the following properties:

(i) $M(x, t, z) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \mathcal{O}(1/z)$ as $|z| \to \infty$

(ii) $M(x, t, z)$ has continuous boundary values $M_{\pm}(x, t, \zeta)$ on $\Sigma$, taken as $z \to \zeta \in \Sigma$ from $\Omega^\pm$, which obey the jump relation

$$M_+(x, t, \zeta) = M_-(x, t, \zeta)e^{it\Theta(x, t, \zeta)}v(\zeta), \quad v(\zeta) = \begin{pmatrix} 1 - r(\zeta)\dot{\bar{r}}(\zeta) & r(\zeta) \\ -\dot{r}(\zeta) & 1 \end{pmatrix}$$

(iii) $M(x, t, z)$ has simple poles at $\zeta \in \mathcal{Z}$ with

$$\text{Res}_{\zeta=\zeta} M(x, t, z) = \lim_{z \to \zeta} M(x, t, z)e^{it\Theta(x, t, \zeta)}v(\zeta)$$

where, for $\zeta \in \mathcal{Z}^+$,

$$v(\pm \zeta) = \begin{pmatrix} 0 & 0 \\ \zeta & 0 \end{pmatrix}, \quad v(\pm \zeta) = \begin{pmatrix} 0 & \zeta \\ 0 & 0 \end{pmatrix}$$

It can be shown that $M(x, t, z)$ solves (1.8) as a function of $x$. The reconstruction formula

(1.28) \quad q(x, t) = \lim_{z \to \infty} 2izM_{12}(x, t, z)

is an easy consequence of the large-$z$ expansion for $M(x, t, z)$ and (1.8).

As in the direct problem, the symmetries of the scattering data allow for a reduction, this time to a Riemann-Hilbert problem with contour $\mathbb{R}$ which is the image of $\Sigma$ under the map $\zeta \to \zeta^2$. Recall (1.18) and (1.20), and denote by $\Lambda^+$ (resp. $\Lambda$) the image of $\mathcal{Z}^+$ (resp. $\mathcal{Z}$) under the map $\zeta \to \zeta^2$. It follows from the definition that $\Lambda = \Lambda^+ \cup \overline{\Lambda^+}$. Under the change of variables, the phase function (1.27) becomes

(1.29) \quad \theta(x, t, \lambda) = -\left( \frac{x}{\lambda} \frac{\dot{x}}{\dot{\lambda}} + 2\lambda \right).

**Riemann-Hilbert Problem 1.10.** Given $x, t \in \mathbb{R}$, $\rho \in S$ and $\{\lambda_j, c_j\}_{j=1}^N$ in $(\mathbb{C}^+ \times \mathbb{C}^* \times \mathbb{C}^*)^N$, find a matrix-valued function $N(x, t, z) : \mathbb{C} \setminus (\mathbb{R} \cup \Lambda) \to SL(2, \mathbb{C})$ with the following properties:

(i) $N_{22}(x, t, z) = N_{11}(x, t, \bar{z})$, $N_{21}(x, t, z) = \epsilon N_{12}(x, t, \bar{z})$,

(ii) $N(x, t, z) = \begin{pmatrix} 1 & 0 \\ q & 1 \end{pmatrix} + \mathcal{O}(1/z)$ as $|z| \to \infty$,

(iii) $N$ has continuous boundary values $N_{\pm}$ on $\mathbb{R}$ and

$$N_+(x, \lambda) = N_-(x, \lambda)e^{it\Theta(x, t, \lambda)}J(\lambda), \quad J(\lambda) = \begin{pmatrix} 1 - |\rho(\lambda)|^2 & \rho(\lambda) \\ -\epsilon \lambda \rho(\lambda) & 1 \end{pmatrix}$$

(iv) For each $\lambda \in \Lambda$,

$$\text{Res}_{z=\lambda} N(x, t, z) = \lim_{z \to \lambda} N(x, t, z)e^{it\Theta(x, t, \lambda)}J(\lambda)$$
where for each \( \lambda \in \Lambda^+ \)
\[
J(\lambda) = \begin{pmatrix} 0 & 0 \\ \lambda C_\lambda & 0 \end{pmatrix}, \quad J(\bar{\lambda}) = \begin{pmatrix} 0 & \bar{C}_\lambda \\ 0 & 0 \end{pmatrix}.
\]

\textbf{Remark 1.11.} Although the symmetry condition (i) uniquely determines \( q^* \), it is equivalent, and more effective for analysis, to consider the Riemann-Hilbert problem for the row vector \( n(x, t, z) = (N_{11}(x, t, z), N_{12}(x, t, z)) \) obeying the asymptotic condition
\[
n(x, t, z) = (1, 0) + \mathcal{O}\left(\frac{1}{z}\right),
\]
the jump relations (ii) and the residue condition (iii).

We may recover \( q \) from the reconstruction formula (compare (1.28))
\[
(1.30) \quad q(x, t) = \lim_{z \to \infty} 2izN_{12}(x, t, z).
\]

To define the inverse scattering map and state its mapping properties, we temporarily set \( t = 0 \) in Problem 1.10.

\textbf{Definition 1.12.} For each \( N \), the inverse scattering map is the map
\[
\mathcal{I} : V_N \to U_N
\]
\[
\left( \rho, \{ \lambda_j, C_j \}_{j=1}^N \right) \to q
\]
defined by Problem 1.10 (with \( t = 0 \)) and (1.30).

Our next result is:

\textbf{Theorem 1.13.} The inverse scattering map \( \mathcal{I} : V \to U \) takes bounded subsets of \( V_N \) to bounded subsets of \( U_N \) for each \( N \), and is uniformly Lipschitz continuous on bounded subsets of \( V_N \). Moreover, \( R \circ \mathcal{I} \) is the identity map on \( V \) and \( \mathcal{I} \circ R \) is the identity map on \( U \).

This result is proved as Theorem 4.13 in section 4.3.

The composition \( \mathcal{I} \circ \Phi_t \) is given by RHP 1.10 and the reconstruction formula (1.30). In his thesis, Lee proved that the right-hand side of (1.7) is the correct solution operator for (1.3) for \( q_0 \in U \cap \mathcal{S}(\mathbb{R}) \). As a consequence of Lee’s result, Theorem 1.6, and Theorem 1.13, we conclude:

\textbf{Theorem 1.14.} Let \( U \) be the set of \( q_0 \) given in Definition 1.1.

(i) The Cauchy problem for (1.3) has a unique global solution for initial data \( q_0 \in U \),

(ii) the solution map \( \mathcal{M} : (q_0, t) \to q(x, t) \) is a continuous map from \( U \times [0, T] \) to \( H^{2,2}(\mathbb{R}) \) for any \( T > 0 \), and

(iii) For any \( T > 0 \),
\[
\sup_{t \in [0, T]} \| \mathcal{M}(q_1, t) - \mathcal{M}(q_2, t) \|_{H^{2,2}} \leq \| q_1 - q_2 \|_{H^{2,2}}
\]
with constant uniform in \( q_1, q_2 \) in a bounded subset of \( U \) and \( t \in [0, T] \).

Together with the local well-posedness result of Takaoka [35], Theorem 1.14 establishes global well-posedness for the DNLS in an open and dense subset of \( H^{2,2}(\mathbb{R}) \).
1.2. **Soliton Resolution.** To deduce large-time asymptotics and soliton resolution for (1.1), we will first obtain large-time asymptotics for (1.3) and then compute the asymptotics of the phase in (1.5) in terms of spectral data. These two results together will yield large-time asymptotics and soliton resolution for (1.1).

First, we compute long-time asymptotic behavior and prove solution resolution for (1.3) with initial data \( q_0 \in \mathcal{U} \) using the Deift-Zhou method of steepest descent applied to Problem 1.10. Note that the phase function \( \theta \) in (1.29) has a single critical point at \( \xi = -x/4t \). From the evolution (1.23), Problem 1.10, and Remark 1.11, it suffices to solve the Riemann-Hilbert problem for the row vector-valued function \( n(x, t, z) = (N_{11}(x, t, z), N_{12}(x, t, z)) \).

We will choose intervals \([v_1, v_2]\) of velocities and \([x_1, x_2]\) of initial positions and compute the asymptotic behavior of \( q(x, t) \) in space-time regions of the form

\[
S(v_1, v_2, x_1, x_2) = \{(x, t) : x = x_0 + vt \text{ for } v \in [v_1, v_2], \text{ } x_0 \in [x_1, x_2]\}
\]

In what follows, we set

\[
\Lambda(I) = \{ \lambda \in \Lambda : \text{Re}(\lambda) \in I \}, \quad N(I) = |\Lambda(I)|.
\]

Solitons in \( \Lambda([-v_2/4, -v_1/4]) \) should be 'visible' in these asymptotics, but remaining solitons will move either too slowly or too fast to be seen in the moving window.

To state our result, we need the following notation. For \( \xi \in \mathbb{R} \) and \( \eta \in \{-1, +1\} \) (here \( \eta = \text{sgn} \ t \)), let

\[
I_{\xi, \eta}^- = \{ \lambda \in \mathbb{C} : \text{Im} \lambda = 0, \ -\infty < \eta \text{Re} \lambda \leq \eta \xi \},
\]

\[
I_{\xi, \eta}^+ = \{ \lambda \in \mathbb{C} : \text{Im} \lambda = 0, \ \eta \xi < \eta \text{Re} \lambda < \infty \}.
\]

For \( x_1 \leq x_2 \) and \( v_1 \leq v_2 \), let \( S(v_1, v_2, x_1, x_2) \) be the subset of \( \mathbb{R}^2 \) given by

Figure 1.1. Given initial data \( q_0(x) \) which generates scattering data \( \{ \rho, [\lambda_k, C_k]_{k=1}^N \} \), then asymptotically as \( |t| \to \infty \) inside the space-time cone \( S(v_1, v_2, x_1, x_2) \) (shaded on left) the solution \( q(x, t) \) of (1.3) approaches an \( N(I) \)-soliton \( q_{\text{sol}}(x, t) \) corresponding to the discrete spectra in \( \Lambda(I) \) (shaded region on right) and connection coefficients \( C_k \) which are modulated by the soliton-soliton and soliton-radiation interactions as described in Theorem 1.15.
We will prove:

**Theorem 1.15.** Suppose that \( q_0 \in U_N \) with scattering data \((\rho, \{\lambda_k, C_k\}_{k=1}^N)\). Fix \( x_1, x_2, v_1, v_2 \in \mathbb{R} \) with \( v_1 < v_2 \), and let

\[
I = \left[ -v_2/4, -v_1/4 \right].
\]

Denote by \( \text{sol}_1(x; t; \mathcal{D}_1) \) the soliton solution of (1.3) with modified discrete scattering data

\[
\{(\lambda_k, C_k) : \lambda_k \in \Lambda(I)\}
\]

where

\[
\tilde{C}_k = C_k \prod_{\text{Re} \lambda_j \in I_{\xi,\eta}^c \setminus t} \left( \frac{\lambda_k - \lambda_j}{\lambda_k - \lambda_j} \right)^2 \exp \left( i \int_{I_{\xi,\eta}^c} \frac{\log (1 - \rho |\lambda|)}{\lambda - \lambda_k} d\lambda \right)
\]

Then, as \(|t| \to \infty\) in the cone \( \mathcal{S}(v_1, v_2, x_1, x_2) \), we have

\[
q(x, t) \sim_{t \to \infty} \text{sol}_1(x; t; \mathcal{D}_1) + t^{-1/2} f(x, t) + O(t^{-3/4}).
\]

Here \( f(x, t) \) is given by

\[
f(x, t) = 2^{-1/2} \left[ A_{12}(\xi, \eta) N_{11}^{\text{sol}}(\xi; x, t)^2 + \varepsilon |A_{12}(\xi, \eta) N_{12}^{\text{sol}}(\xi; x, t)|^2 \right]
\]

where the constants \( A_{12}(\xi, \eta) \) are given by (6.16) and \( N^{\text{sol}} \) solves Problem 6.5.

Equation (1.35) expresses soliton resolution in the following sense. First, as described below, the function \( \text{sol}_1(x; t) \) is generically asymptotic to a superposition of one-soliton solutions. Second, the term at order \( t^{-1/2} \) represents a dispersive contribution; in the no-soliton case, i.e., if \( v_1, v_2 \) are chosen in Theorem 1.15 such that \( N(I) = 0, N^{\text{sol}} \equiv I \), and \( \text{sol}_1 \equiv 0 \), so using (6.16) the asymptotic solution reduces to

\[
q(x, t) = \frac{1}{\sqrt{2|t|}} \frac{\kappa(\xi)}{\xi} e^{i\alpha(\xi\varepsilon^{3/2}/(4t) \varepsilon^{2} t \kappa(\xi) \log |8| + O(t^{-3/4})}, \quad t \to \pm \infty
\]

\[
\alpha(\xi) = \frac{\pi}{4} - \arctan(-\varepsilon \rho(\xi)) \pm \arg \Gamma(i\kappa(\xi)) \pm \frac{1}{\pi} \int_{\xi}^{\xi} \log |\xi - \lambda| d\lambda \log (1 - \varepsilon \rho(\lambda)|^2).
\]

which agrees with the dispersive asymptotics determined, for example, in [28].

Previously, Kitaev-Vartanian computed similar asymptotics in the no-soliton sector [22] and the finite-soliton sector [23], making more stringent assumptions on regularity together with a smallness assumption on the reflection coefficient that we do not require.

Theorem 1.15 implies, as a special case, the asymptotic separation of the solution \( q(x, t) \) into a sum of one-solitons whenever the \( \lambda_k \in \Lambda^+ \) have distinct real parts. If the initial data \( q_0 \) generates scattering data \( \{\rho, \{\lambda_k, C_k\}_{k=1}^N\} \) with \( \lambda_k = \eta_k + i\tau_k \) then applying Theorem 1.15 repeatedly to sets \( \mathcal{S}_k \) each of which contains a single soliton speed \( v = -4\eta_k \) one finds that the solution of (1.3)-(1.4) satisfies

\[
q(x, t) = \sum_{k=1}^{N} q_{\text{sol}}(x; t; \lambda_k, x_k, \alpha_k, \alpha_k) \quad t \to \pm \infty
\]

where, setting \( u = \text{Re} \lambda \),

\[
q_{\text{sol}}(x; t; \lambda, x_0, \alpha_0) = \ldots
\]
\[
\varphi(x - x_0 + 4ut, \lambda) \exp i \left\{ 4|\lambda|^2 t - 2u(x + 4ut) - \varepsilon \int_{-\infty}^{x-x_0+4ut} \varphi(\eta)^2 d\eta - \alpha_0 \right\}
\]
is the form of a general one-soliton solution of (1.3). Here \(\alpha_0, x_0,\) and \(\varphi\) are given as in (C.1). The asymptotic phases are

\[
x^\pm_k = \frac{1}{4\tau_k} \log \left| \frac{\lambda_k C_k^2}{4\tau_k} \right| + \frac{1}{2\tau_k} \sum_{\lambda_j \in \Lambda^+} \log \left| \frac{\lambda_k - \lambda_j}{\lambda_k - \lambda_j^\prime} \right| \pm \frac{1}{2\pi} \int_{\eta_k}^{\infty} \frac{\log(1 - \varepsilon|s|\rho(s)^2)}{(s - \eta_k)^2 + \tau_k^2} ds \tag{1.39}
\]

\[
\alpha^\pm_k = \arg (i\lambda_k C_k) + \sum_{\lambda_j \in \Lambda^+} \arg \left( \frac{\lambda_k - \lambda_j}{\lambda_k - \lambda_j^\prime} \right) \pm \frac{1}{\pi} \int_{\eta_k}^{\infty} \frac{\log(1 - \varepsilon|s|\rho(s)^2)}{(s - \eta_k)^2 + \tau_k^2} ds \mod 2\pi \tag{1.40}
\]

so that the total phase shifts of the \(k\)th soliton, as it interacts both with the other solitons and the radiation component, are

\[
x^+_k - x^-_k = \frac{1}{2\tau_k} \sum_{j \neq k} \text{sgn}(\eta_j - \eta_k) \log \left| \frac{\lambda_k - \lambda_j}{\lambda_k - \lambda_j^\prime} \right| + \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\text{sgn}(s - \eta_k) \log(1 - \varepsilon|s|\rho(s)^2)}{(s - \eta_k)^2 + \tau_k^2} ds \tag{1.41}
\]

\[
\alpha^+_k - \alpha^-_k = \sum_{j \neq k} \text{sgn}(\eta_j - \eta_k) \arg \left( \frac{\lambda_k - \lambda_j}{\lambda_k - \lambda_j^\prime} \right) - \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{|s - \eta_k| \log(1 - \varepsilon|s|\rho(s)^2)}{(s - \eta_k)^2 + \tau_k^2} ds \mod 2\pi \tag{1.42}
\]

In the non-generic case in which two or more \(\lambda_j \in \Lambda^+\) have the same real part one still observes a form of soliton resolution akin to (1.37). In this case, the one-solitons in (1.37) corresponding to spectral values with the same real part coalesce to form higher-order solitons called breathers; these breathers are localized traveling waves whose amplitudes exhibit quasi-periodic oscillations in the frame of the traveling wave.

To obtain a similar asymptotic formula for (1.1), we use the gauge transformation (1.5) to write

\[
u(x, t) = \left[ G^{-1} \circ \mathcal{M} \circ G \right] (u_0(x)).
\]

where \(\mathcal{M}\) is given by (1.7). We obtain an asymptotic formula for \(u(x, t)\) in terms of spectral data for \(q_0 = G(u_0)\) in Proposition 7.2, which plays a key result and introduces some complications in the asymptotic formulas for small \(\xi\). Recall Definition 1.1 and the fact that \(G\) maps dense open subsets to dense open sets in \(H^2(\mathbb{R})\), and recall the space-time region (1.31). If \(u_0 \in G^{-1}(U)\), then \(q_0 = G(u_0)\) has no spectral singularities and the scattering coefficient \(\tilde{a}\) for \(q_0\) has at most finitely many zeros.

**Theorem 1.16.** Suppose that \(u_0 \in G^{-1}(U)\), let \(q_0 = G(u_0)\), and let \(\mathcal{R}(q_0) = \{ \rho, \{ \lambda_k, C_k \}_{k=1}^N \}\). Fix \(v_1, v_2, x_1, x_2\) as in Theorem 1.15, let \(I = [-v_2/4, -v_1/4]\), let \(\xi = -x/(4t)\), and let \(\eta = \pm 1\) for \(\pm t > 0\). Let \(u_{sol}(x, t) = G^{-1}(q_{sol}(\cdot, t))(x)\). Fix \(M > 0\). The solution \(u(x, t)\) of (1.1) has the following asymptotics as \(|t| \to \infty\) in the cone \(S(v_1, v_2, x_1, x_2)\).

(i) For \(|\xi| \geq Mt^{-1/8}\),

\[
u(x, t) = \left[ u_{sol}(x; t; \mathcal{D}(I)) + t^{-1/2} \tilde{g}(x, t) \right] + \mathcal{O} \left( t^{-3/4} \right) e^{i\alpha_0(\xi, \eta)}
\]

(ii) For \(|\xi| \leq Mt^{-1/8}\),

\[
u(x, t) = F(\xi, t, \eta) \left[ u_{sol}(x; t; \mathcal{D}(I)) + t^{-1/2} \tilde{g}(x, t) \right] + \mathcal{O} \left( t^{-3/4} \right) e^{i\alpha_0(\xi, \eta)}
\]
In the above formulas,

\[
\alpha_0(\xi, \eta) = -4 \sum_{\text{Re} \lambda_k \in I^+_{\xi,\eta}} \arg \lambda_k - \frac{1}{\pi} \int_{I^+_{\xi,\eta}} \frac{\log (1 - \varepsilon \lambda |\rho(\lambda)|^2)}{\lambda} \, d\lambda
\]

\[
g(x, t) = \left[A_{12}(\xi, \eta)N^{sol}_{11}(\xi; x, t)^2 + \varepsilon \xi N^{sol}(\xi; x, t)^2 + 2\varepsilon q_{sol}(x, t; D(I)) \text{Re} \left(A_{12}(\xi, \eta)N^{sol}_{11}(\xi; x, t)N^{sol}_{12}(\xi; x, t)\right)\right]
\]

\[
\times e^{i \varepsilon \int_{-\infty}^{x} |q_{sol}(y, t; D(I))|^2 \, dy}
\]

\[
\tilde{g}(x, t) = g(x, t)
\]

\[+(1 - G(\xi, t, \eta))A_{12}(\xi, \eta)q_{sol}(y, t; D(I)) \exp \left(4i \sum_{\text{Re} \lambda_k \in I^\circ \cup I_{\xi,\eta}^-} \int_{x}^{\infty} u_{sol}(y, t; D(I)) \, dy,\right)
\]

where, setting \( p = e^{i \pi/4} |8t\xi^2|^{1/2} \),

\[
F(\xi, t, \eta) = \left[e^{\pi^2/4p^{-\arg \xi}} D^{-\arg \xi}(p) \right]^{-2}
\]

\[
G(\xi, t, \eta) = \frac{pD^{-\arg \xi}(p)}{D_{-\arg \xi}(p)}.
\]

Remark 1.17. Note that in Theorem 1.15, we have used that the \( N \)-soliton solution \( q_{sol}(x, t; D_\xi) \) and the reduced \( N(I) \)-soliton solution \( q_{sol}(x, t; D_I) \) with respective scattering data \( D_\xi = \{(\lambda_k, \hat{C}_k)\}_{k=1}^{N} \) and \( D_I = \{(\lambda_k, \hat{C}_k) \colon \hat{C}_k = \sum_{l \neq k} \frac{\lambda_l - \lambda_k}{\lambda_k - \lambda_l} \} : \lambda_k \in \Lambda(I) \} \) are exponentially close at \( |t| \to \infty \) (see Proposition 7.1). However, this is not the case for their respective gauge factor for which

\[
\exp \left(i \varepsilon \int_{-\infty}^{\infty} |q_{sol}(x, t; D_\xi)|^2 \, dx\right) = \exp \left(i \varepsilon \int_{-\infty}^{\infty} |q_{sol}(x, t; D_I)|^2 \, dx\right) \exp \left(-4i \sum_{\text{Re} \lambda_k \in I^\circ \cup I_{\xi}^-} \arg \lambda_k \right).
\]

This explains the presence of the first term in the right-hand side of the formula for \( \alpha_0 \) in Theorem 1.16.

We close this introduction by sketching the contents of this paper. After a review of the Beals-Coifman approach to Riemann-Hilbert problems in section 2, we consider the direct scattering map in section 3. Section 3 should be read in concert with section 3 of [28]; the main new results of this section are the proof that the set \( U \) from Definition 1.1 is open and dense (see Theorem 3.8 and Propositions 3.12 and Proposition 3.13) and that, restricted to the set \( U \), the maps from \( q \) to the discrete scattering data are Lipschitz continuous (Proposition 3.14). Together with the results from section 3 of [28], these results imply Theorem 1.6. All of these results are based on analysis of the Volterra integral equations for the normalized Jost solutions \( N^\pm \) in the \( \lambda \) variables (see (3.10)–(3.11)).

Section 4 contains the proof of Theorem 1.13. We first prove that there exists a unique solution to Problem 1.9 (section 4.1) using a uniqueness theorem of Zhou [41] together with the Beals-Coifman theory. Next, we use the results of section 4.1 and a change of variables to prove existence and uniqueness of solutions to Problem 1.10 in section 4.2. Finally, in section 4.3, we study the
Beals-Coifman integral equations for Problem 1.10 to prove Lipschitz continuity of the inverse map, proving Theorem 1.13.

We give the proof of Theorem 1.15 in sections 5, 6, and 7, using the steepest descent method of Deift and Zhou [8], the later approach of Dieng-McLaughlin [10], and the very recent work of Boghese, Jenkins and McLaughlin [2] on the focusing cubic NLS which shows how to treat a problem with discrete as well as continuous spectral data. Following [2] we reduce Problem 1.10 to an ‘outer’ model which describes the asymptotic behavior of solitons, and in ‘inner’ model which computes the contributions due to the interactions of solitons and radiation.

In section 5 we begin with the row-vector RHP (see Remark 1.10) and deform to an RHP on a new contour $\Sigma$ whose jump matrices approach the identity exponentially fast away from the critical point $\xi$. In section 5.1, we conjugate the row-vector RHP for $n = (n_1, n_2)$ to a form suitable for lensing, i.e., deforming the contour $\mathbb{R}$ about the critical point $\xi$ so that the jump matrix of the new Riemann-Hilbert problem approaches the identity exponentially fast away from the critical point $\xi$. The solution of the conjugated RHP, Problem 5.2, is the unknown $n^{(1)}(x,t,z) = n(x,t,z)\delta^{-\sigma_3}$ where $\delta$ solves a scalar RHP with contour $(-\infty, \xi)$ and has asymptotics $1 + O(1/z)$ as $|z| \to \infty$. The jump matrix for Problem 5.2 has a ‘good factorization for lensing. In order to deform the contour, we extend the scattering data in the jump matrix of Problem 5.2 into the complex plane to define a new unknown $n^{(2)}$, solving a mixed $\hat{\sigma}$-Riemann-Hilbert problem, Problem 5.6, described in section 5.2. The extension introduces non-analyticity of $n^{(2)}$ which is solved away at a later step. The unknown $n^{(2)}$ coincides with $n^{(1)}$ in the sectors $\Omega_2$ and $\Omega_5$ (see figure 5.2) and is piecewise analytic in the sectors $\Omega_1 - \Omega_5$ with no jumps across the real axis.

In section 6 we construct a solution $\mathcal{N}^{RHP}$ of the Riemann-Hilbert problem, Problem 6.1, corresponding to Problem 5.6. Thus the function $n^{(3)} = n^{(2)} (\mathcal{N}^{RHP})^{-1}$ obeys a pure $\hat{\sigma}$-problem, Problem 6.3. Because the original RHP contains both ‘continuous’ and ‘discrete’ data, the solution $\mathcal{N}^{RHP}$ consists of an ‘outer’ model for the soliton components (see section 6.1, Problem 6.5 and Proposition 6.6) and an ‘inner’ model for the stationary phase point (see section 6.2, Problem 6.8 and Proposition 6.10). The outer and inner models are used to build a parametrix for Problem 6.1 in section 6.3. The ‘gluing’ of parametrices is carried out by solving a small-norm Riemann-Hilbert problem, Problem 6.13. The $\hat{\sigma}$ problem for $n^{(3)}$ is solved in section 6.4 and is shown to have asymptotic behavior

$$n(z) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + O\left(t^{-3/4}\right),$$

Thus, (suppressing the $(x,t)$ dependence for brevity)

$$n(z) = n^{(3)}(z)\mathcal{N}^{RHP}(z)\mathcal{R}^{(2)}(z)^{-1}\delta(z)^{\sigma_3}.$$ 

The leading contribution to $q(x,t)$ in (1.30) comes from the explicitly computable model factor $\mathcal{N}^{RHP}$ owing to the asymptotics of $n^{(3)}$, the fact that $\mathcal{R}^{(2)}$ is the identity in sectors $\Omega_2$ and $\Omega_5$ (and we can take $z \to \infty$ in either sector), and the diagonal matrix $\delta^{-\sigma_3}$ does not change $n_2$ at order $O(1/z)$.

With the solution of Problem 1.10 in hand, we give the proof of Theorems 1.15 and 1.16 in sections 7.1 and 7.2, respectively. To prove Theorem 1.16, we work out an asymptotic formula for the phase factor in the gauge transformation (1.5) in terms of spectral data, Proposition 7.2. This in turn relies on a weak Plancherel formula, Lemma 7.3.

Appendix A collects the Beals-Coifman integral equations for Riemann-Hilbert problems 1.9 and 1.10. We give the jump matrices and residue relations for the ‘left’ normalized version of Problem 1.10 in Appendix B. We construct $N$-soliton solutions $q_{sol}$ for (1.3) in Appendix C. Finally, in
Appendix D, we construct initial data for (1.3) with arbitrarily large $L^2$ norm and empty discrete spectrum, showing that (1.3) (and hence, by gauge transformation, (1.1)) admits global solutions with arbitrarily large $L^2$ norm.
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Notation Index.

General.

\( \Omega_\pm \) Set of \( z \in \mathbb{C} \) with \( \pm \text{Im} z^2 > 0 \)

\( \Omega^{++} \) First quadrant in \( \mathbb{C} \)

\( \mathcal{F} \) Fourier transform

\[ (\mathcal{F} f)(\lambda) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-2i\lambda x} f(x) \, dx \]

\( \mathcal{F}^{-1} \) Inverse Fourier transform

\[ (\mathcal{F}^{-1} g)(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{2i\lambda x} g(\lambda) \, d\lambda \]

\( C \) Cauchy integral over a contour

\( C^\pm \) Cauchy projectors

\( \sigma_2 \) Pauli matrix

\[ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]

\( \sigma_3 \) Pauli matrix

\[ \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]

\( \sigma_\varepsilon \) The matrix

\[ \begin{pmatrix} 0 & 1 \\ \varepsilon & 0 \end{pmatrix} \]

Maps and Spaces.

\( G \) Gauge transformation (1.5) linking (1.1) and (1.3)

\( \mathcal{R} \) Direct scattering map (Definition 1.4)

\( \mathcal{I} \) Inverse scattering map (Definition 1.12)

\( \Phi_t \) Flow on scattering data defined by (1.23)

\( \mathcal{M} \) Solution operator \( \mathcal{I} \circ \Phi_t \circ \mathcal{R} \) for (1.3)

\( U \) Spectrally determined, open and dense subset of \( H^{2,2}(\mathbb{R}) \) (Definition 1.1) and domain of \( \mathcal{R} \)

\( V \) Image of \( U \) under \( \mathcal{R} \) (Definition 1.3) and domain of \( \mathcal{I} \)

\( U_N \) N-soliton sector of \( U \)

\( V_N \) Image of \( U_N \) under \( \mathcal{R} \)

\( S \) Set of \( \rho \in H^{2,2}(\mathbb{R}) \) with \( 1 - \varepsilon |\rho(\lambda)|^2 > 0 \)

\( X \) Function space (see (4.24))

\( X^2 \) Function space (see (4.34))

\( Y \) Set of \( \rho \in L^{2,5/4}(\mathbb{R}) \) with \( \rho' \in L^{2,3/4}(\mathbb{R}) \) and \( 1 - \varepsilon |\rho(\lambda)|^2 > 0 \) (See (4.15))
Scattering Solutions, Scattering Data.

\( \Psi^\pm \) Jost solutions of \((1.6)\) with \( \lim_{x \to \pm \infty} \Psi^\pm(x, \zeta) e^{i \kappa^2 x \sigma_3} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \)

\( M^\pm \) Normalized Jost solutions \( M(x, z) = \Psi^\pm(x, \zeta) e^{i \kappa^2 x \sigma_3} \)

\( a, b, \tilde{a}, \tilde{b} \) Scattering coefficients in \( \zeta \) variables, \((1.9)\)

\( r, \tilde{r} \) Reflection coefficient in \( \zeta \) variables, \((1.24)-(1.25)\)

\( \alpha, \beta \) Scattering coefficients in \( \lambda \) variables, \((3.6)\)

\( \rho \) Scattering data in \( \lambda \) variable, \((1.18)\)

\( \zeta_j, c_j \) Zero of \( \tilde{a} \) and associated norming constant (see \((1.16)\))

\( \lambda_j, C_j \) Zero of \( \tilde{a} \) and associated norming constant (see \((1.20)\))

\( \mathcal{Z} \) Set of zeros of \( a \) and \( \tilde{a} \)

\( \Lambda^\pm \) Image of \( \mathcal{Z} \) under \( z \mapsto z^2 \) and set of zeros of \( \alpha \) and \( \tilde{\alpha} \)

\( \Lambda^{++} \) Image of \( \mathcal{Z}^{++} \) under \( z \mapsto z^2 \)

Beals-Coifman Integral Equations.

\( \mathcal{C}_w \) Beals-Coifman integral operator (see \((2.7)\)) associated to RHP with factorized jump matrix (see \((2.3)\))

\( \mu \) Matrix-valued solution of Beals-Coifman integral equation for Problem 1.9; see \((A.7)-(A.10)\)

\( \nu \) Row vector-valued solution of Beals-Coifman integral equation for Problem 1.10; see \((A.20)-(A.23)\)

\( \nu^b \) Solution of iterated Beals-Coifman equation for Problem 1.10 (see \((4.25)\) and \((4.26)\)) belonging to \( \mathcal{X} \)

\( \nu^x, \nu^s \) \( e \), element of \( \mathcal{X}^s \) obeying \((4.35)\)

\( \nu_0, \nu^* \) See \((4.36)\)

Riemann-Hilbert Problems.

\( \Sigma \) Oriented contour \( \text{Im } z^2 = 0 \) that divides \( \mathbb{C} \) into \( \Omega^+ \) and \( \Omega^- \)

\( \Sigma^{(2)} \) Oriented contour \( \text{Re } z^2 = 0 \) (see \((5.10)\))

\( M^\pm \) Boundary values of Beals-Coifman solutions of \((1.8)\) on \( \Sigma \) as \( \pm \text{Im } \zeta^2 \downarrow 0 \)

\( \Theta \) Phase function \((1.27)\) (\( \zeta \) variables)

\( \theta \) Phase function \((1.29)\) (\( \lambda \) variables)

\( \xi \) Unique critical point of \( \theta, \xi = -x/4t \)

\( \Lambda_{\text{sol}} \) ‘Outer model’ (Problem 6.5) which describes solitons (see Proposition 6.6)

\( \Lambda_{\text{PC}} \) ‘Inner model’ (Problem 6.8) that describes radiation (see Proposition 6.10)

\( \Lambda_{\text{RHP}} \) Solution to Problem 6.1 (see \((6.20)\))

\( \mathcal{E} \) Gluing error for gluing \( \Lambda_{\text{sol}} \) and \( \Lambda_{\text{PC}} \) to form \( \Lambda_{\text{RHP}} \) (see Problem 6.13, Lemma 6.14, and Proposition 6.16)

\( n \) Row vector-valued solution to Problem 1.10

\( n^{(1)}, n^{(2)}, n^{(3)} \) Respective solutions to Riemann-Hilbert Problem 5.2, \( \overline{\Psi} \)-Riemann-Hilbert Problem 5.6, and \( \overline{\tau} \)-problem 6.3
2. Preliminaries

We recall several important results of the Beals-Coifman theory of Riemann-Hilbert problems. References include the paper of Beals-Coifman [1], the paper of Zhou [41] and the recent monograph on Riemann-Hilbert problems by Trogdon and Olver [37].

Let $\Gamma$ be a complete contour in $\mathbb{C}$, i.e., an oriented contour that divides $\mathbb{C}\setminus\Gamma$ into two regions $\Omega^+$ and $\Omega^-$ so that $\Omega^+ \cap \Omega^- = \emptyset$, $\Omega^+$ lies to the left of $\Gamma$, and $\Omega^-$ lies to the right of $\Gamma$. We allow for the possibility of self-intersections (which occur in Problems 1.9 and 4.3 below).

The Cauchy transform of a function $f \in L^2(\Gamma)$ is given by

$$ (Cf)(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(s)}{s-z} \, ds. $$

We will sometimes write $C_\Gamma$ for $C$ to emphasize the dependence on the contour $\Gamma$. If $f \in H^1(\Gamma)$ then $(Cf)(\zeta) = \lim_{z \to \zeta} (Cf)(z)$.

The operators $C^\pm$ are bounded operators on $L^2(\Gamma)$ with

$$ C^+ - C^- = I, $$

where $I$ denotes the identity operator. For contours with finite self-intersections, see Trogdon-Olver §2.5 for a proof of the $L^2$-boundedness result under hypotheses that include our Problems 1.9 and 4.3.

It is worth noting that, if $\Gamma$ is the union of two disjoint contours $\Gamma_1$ and $\Gamma_2$ and $h \in H^1(\Gamma)$, then

$$ (C^\pm h)(\zeta) = \begin{cases} (C^\pm_{\Gamma_1} h)(\zeta) + (C_{\Gamma_2} h)(\zeta), & \zeta \in \Gamma_1, \\ (C^\pm_{\Gamma_2} h)(\zeta) + (C_{\Gamma_1} h)(\zeta), & \zeta \in \Gamma_2. \end{cases} $$

We consider the following Riemann-Hilbert problem for a matrix-valued function $M(z)$ on $\mathbb{C}\setminus\Gamma$. We write $g_{\pm} \in \partial C(L^2)$ if $(g_+, g_-)$ are a pair of functions in $L^2(\Gamma)$ with $g_{\pm} = C^\pm h$ for a fixed function $h \in L^2(\Gamma)$. For simplicity of notation, we omit the parametric dependence of the data $v$ and the solution $M$ on $x,t \in \mathbb{R}$ that occurs in Problems 1.9 and 1.10.

Riemann-Hilbert Problem 2.1. Given a $2 \times 2$ matrix-valued function $v$ on $\Gamma$ with $v, v^{-1} \in L^\infty(\Gamma)$, find a function

$$ M(\cdot) : \mathbb{C}\setminus\Gamma \to SL(2, \mathbb{C}) $$

with $M(\cdot)$ which has continuous boundary values

$$ M_{\pm}(\zeta) = \lim_{z \to \zeta} M(z) $$

for $\zeta \in \Gamma$ satisfying the jump relation $M_+(\zeta) = M_-(\zeta)v(\zeta)$, and

$$ M_{\pm}(\cdot) - I \in \partial C(L^2). $$

We’ll refer to such a Riemann-Hilbert problem as normalized owing to the asymptotic condition $M^\pm(\cdot) - I \in \partial C(L^2)$.

Given a normalized Riemann-Hilbert problem on $\Gamma$ with jump matrix

$$ v = (I - w_-)^{-1}(I + w_+), $$

for $w_\pm \in \partial C(L^2)$.
we may introduce a new matrix-valued function \( \mu \) defined in terms of the putative boundary values \( M \) by
\[
\mu = M_\pm (I + w_\pm)^{-1} = M_\pm (I - w_-)^{-1}, \quad \mu - I \in L^2(\Gamma)
\]
It is easy to see that
\[
M_\pm = \mu + w_\pm \implies M_\pm(z) = I + \int_{\Gamma} \frac{\mu(s)(w^-(s) + w^+(s))}{s - z} \frac{ds}{2\pi i}.
\]

Thus, in order to find \( M(z) \) on \( \mathbb{C} \setminus \Gamma \), it suffices to compute \( \mu \). Taking the boundary value as \( \text{Im}(z) \to 0 \) in \( \Omega \setminus \Gamma \) we recover that
\[
M_\pm(\zeta) = I + C^+ [\mu(\cdot) (w^-(\cdot) + w^+(\cdot))] (\zeta)
\]
A short computation using (2.1) shows that \( \mu \) solves the Beals-Coifman integral equation
\[
\mu = I + C_w \mu
\]
where
\[
C_w h = C^+(hw_-) + C^-(hw_+).
\]

A basic result of the Beals-Coifman theory is:

**Theorem 2.2.** There exists a unique solution \( M \) to the Riemann-Hilbert problem 2.1 if and only if there exists a unique solution \( \mu \) with \( \mu - I \in L^2(\Gamma) \) to the Beals-Coifman integral equation (2.6).

For proof and discussion see for example Zhou [41, Proposition 3.3] and [37, Section 2.7].

A sufficient condition for the operator \( C_w \) to be Fredholm is that \( w_\pm \in H^1(\Gamma) \) (see Trogdon and Olver [37, Theorem 2.59]). The merit of this result is that existence and uniqueness for Problem 2.1 is then equivalent to a standard problem in the Fredholm theory of integral equations.

A second important result of the theory concerns problems with residues such as Problems 1.9 and 1.10. Associated to the residues are discrete data \( \{\zeta_j, c_j\}_{j=1}^{2N}, \zeta_j \in \mathbb{C} \setminus \Gamma \) and \( c_j \in \mathbb{C} \setminus \Gamma \), which describe the location of residues and the leading term of the Laurent series. We assume a symmetry \( \zeta_{n+j} = \overline{\zeta_j} \) and \( c_{j+n} = \overline{c_j} \), and we restrict to the case of simple poles, which will suffice for our application. We denote by \( \mathcal{Z} \) the finite set \( \{\zeta_j\}_{j=1}^{2N} \).

**Riemann-Hilbert Problem 2.3.** Find an analytic function
\[
M(\cdot) : \mathbb{C} \setminus (\Gamma \cup \mathcal{Z}) \to SL(2, \mathbb{C})
\]
so that:

(i) \( M(\cdot) \) has continuous boundary values
\[
M_\pm(\zeta) = \lim_{z \to \zeta, z \in \Omega^\pm} M(z)
\]
for \( \zeta \in \Gamma \) satisfying the jump relation \( M_\pm(\zeta) = M_\pm(\zeta) v(\zeta) \) and
\[
M_\pm(\cdot) - I \in \partial C(L^2).
\]
(ii) For each $\zeta_j \in Z$,

$\text{Res}_{z=\zeta_j} M(z) = \lim_{z \to \zeta_j} M(z)v_j$

where

$v_j = \begin{pmatrix} 0 & 0 \\ c_j & 0 \end{pmatrix}, \quad 1 \leq j \leq N,

v_j = \begin{pmatrix} 0 & c_j \\ 0 & 0 \end{pmatrix}, \quad N + 1 \leq j \leq 2N.$

The residue condition means that for $1 \leq j \leq N$, the first column of $M(z)$ has a pole given by $c_j$ times the value of the second column, while, for $N + 1 \leq j \leq 2N$, the second column of $M(z)$ has a residue given by $c_j$ times the value of the first column.

Problem 2.3 is equivalent to a Riemann-Hilbert problem with no discrete data but having an augmented contour

$\Gamma' = \Gamma \cup \{ \gamma_j \}_{j=1}^{2N}$

where each $\gamma_j$ is a simple closed curve in $\mathbb{C} \setminus \Gamma$ surrounding $\zeta_j$ and no other element of $Z$. The new curves are given an orientation consistent with the orientation of the original contour $\Gamma$ and so $\Gamma'$ also divides $\mathbb{C} \setminus \Gamma'$ into two disjoint sets $\Omega'^+$ and $\Omega'^-$. The additional jump matrices are constructed from the discrete data. In what follows, $D_j$ is the interior of $\gamma_j$ (see Figures 4.1 and 4.2), and $C^\pm$ are the Cauchy projectors for the contour $\Gamma'$. As before, we say that $g_\pm \in \partial C(L^2)$ if $g_\pm = C^\pm h$ for a fixed function $h \in L^2(\Gamma')$.

Riemann-Hilbert Problem 2.4. Find an analytic function

$M : \mathbb{C} \setminus \Gamma' \to SL(2, \mathbb{C})$

with continuous boundary values

$M_\pm(\zeta) = \lim_{z \to \zeta^\pm} M(z)$,

so that $M_\pm(\cdot) - I \in \partial C(\Gamma^2)$ and $M_+ (\zeta) = M_-(\zeta) v'(\zeta)$ for $\zeta \in \Gamma'$, where

$v'(\zeta) = \begin{cases} v(\zeta), & \zeta \in \Gamma, \\
\begin{pmatrix} 1 & 0 \\ -c_j & 1 \end{pmatrix}, & \zeta \in \gamma_j, \\
\begin{pmatrix} 1 & c_{j+n} \\ \zeta - \zeta_j & 1 \end{pmatrix}, & \zeta \in \gamma_{j+n} \end{cases}$

Theorem 2.5. Problems 2.3 and 2.4 are equivalent, i.e., there exists a unique solution to Problem 2.3 if and only if there exists a unique solution to Problem 2.4. Their respective solutions $M$ and $M'$ are related by

$M(z) = \begin{cases} M'(z), & z \notin \bigcup_{j=1}^{2N} D_j \\
M'(z) \left( I + \frac{V_j}{z - \zeta_j} \right), & z \in D_j \end{cases}$

For a proof see [41, Section 6].
3. The Direct Scattering Map

This section is devoted to the Lipschitz continuity of the scattering data \( (\rho, \{\lambda_k, C_k\}_{k=1}^N) \) with respect to the potential \( q \). The Lipschitz continuity of the reflection coefficient \( \rho \) in terms of \( q \) is given in Proposition 3.2. We refer the reader to section 3 of Paper I or to the thesis of the second author [26]. We also prove that the coefficients \( \alpha \) and \( \tilde{\alpha} \) are analytic in the lower (resp. upper) complex plane, and the location of their zeros in a compact set of \( \mathbb{C} \), (Propositions 3.4 and 3.5).

The new element of this study is the Lipschitz continuity of the discrete scattering data in terms of \( q \) presented in Section 3.3. For this purpose, we make the notion of generic potential precise and prove in Section 3.2 that the set of potentials supporting at most finitely many solitons and having no spectral singularities is open and dense in \( H_{\text{loc}}^{2,2}(\mathbb{R}) \).

3.1. Lipschitz Continuity of Scattering Data. To study the Jost solutions it is convenient to set

\[
M^\pm(x, \zeta) = \Psi^\pm(x, \zeta) e^{ix\zeta^2 \sigma_3}, \quad \lim_{x \to \pm \infty} M^\pm(x, \zeta) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

We recall from Paper I that the off-diagonal components of \( m \) are odd functions of \( \zeta \) and the on-diagonal components are even in \( \zeta \). Because of this symmetry, the change of variables

\[
N^\pm(x, \zeta^2) = \begin{pmatrix} m_{11}(x, \zeta) & \zeta^{-1} m_{12}(x, \zeta) \\ \zeta m_{21}(x, \zeta) & m_{22}(x, \zeta) \end{pmatrix}
\]

yields well-defined functions \( N^\pm(x, \lambda) \) obeying the differential equation

\[
\frac{d}{dx} N^\pm = -i\lambda \text{ad}(\sigma_3) N^\pm + \left( \begin{pmatrix} 0 & q(x) \\ \varepsilon \lambda q(x) & 0 \end{pmatrix} + i\varepsilon \frac{|q(x)|^2}{2} \right) N^\pm,
\]

the respective asymptotic conditions

\[
\lim_{x \to \pm \infty} N^\pm(x, \lambda) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
\]

and the relation

\[
N^+(x, \lambda) = N^-(x, \lambda) e^{-i\lambda x \text{ad}(\sigma_3)} T(\lambda)
\]

where \( T(\lambda) \) is the transition matrix

\[
T(\lambda) = \begin{pmatrix} \alpha(\lambda) & \beta(\lambda) \\ \lambda \tilde{\beta}(\lambda) & \tilde{\alpha}(\lambda) \end{pmatrix}
\]

and

\[
\alpha(\zeta^2) = a(\zeta), \quad \beta(\zeta^2) = \zeta^{-1} \tilde{b}(\zeta)
\]

are well-defined functions of \( \lambda = \zeta^2 \) owing to the symmetries (1.11). It also follows from (1.11) that

\[
\tilde{\alpha}(\lambda) = \overline{\alpha(\lambda)}, \quad \tilde{\beta}(\lambda) = \varepsilon \overline{\beta(\lambda)}.
\]

From (3.4) at \( x = 0 \) and the fact that \( \det N^\pm = 1 \) we derive the Wronskian formulae

\[
\alpha(\lambda) = N^+_{11}(0, \lambda) N^-_{11}(0, \lambda) - \varepsilon \lambda^{-1} N^+_{21}(0, \lambda) N^-_{21}(0, \lambda),
\]

\[
\beta(\lambda) = \frac{\varepsilon}{\lambda} \left( N^+_{11}(0, \lambda) N^-_{21}(0, \lambda) - N^+_{11}(0, \lambda) N^-_{21}(0, \lambda) \right).
\]
which reduce the analysis of $\alpha$ and $\beta$ to the study of the normalized Jost functions $N^\pm$.

The analysis of $\alpha(\lambda)$ and $\beta(\lambda)$ presented in Paper I does not depend on any spectral assumptions other than a strictly positive lower bound on $|\alpha(\lambda)|$, i.e., the absence of spectral singularities. The continuity result below follows from the analysis presented there.

**Lemma 3.1.** The following maps are locally Lipschitz continuous from $H^{2,2}(\mathbb{R})$ into $L^2(\mathbb{R})$.

\[ q \mapsto \alpha(\cdot), \quad q \mapsto \beta(\cdot), \quad q \mapsto \langle \cdot \rangle \beta'(\cdot), \quad q \mapsto \beta''(\cdot), \quad q \mapsto \langle \cdot \rangle^{-1} \alpha''(\cdot). \]

We omit the proof.

Let $\rho(\lambda) = \beta(\lambda)/\alpha(\lambda)$. As a consequence of the quotient rule, we have:

**Proposition 3.2.** For any $c > 0$, the map $q \mapsto \rho$ is Lipschitz continuous from the open subset

\[ U = \left\{ q \in H^{2,2}(\mathbb{R}) : \inf_{\lambda \in \mathbb{R}} |\alpha(\lambda)| > c \right\} \]

of $H^{2,2}(\mathbb{R})$ into $H^{2,2}(\mathbb{R})$.

In Proposition 3.4, we prove that $\alpha$ extends to an analytic function on $\mathbb{C}^-$. It follows from the relation

\[ \tilde{\alpha}(\lambda) = \overline{\alpha(\lambda)}. \]  

that $\tilde{\alpha}$ extends to an analytic function on $\mathbb{C}^+$. From the equation (3.2) and the condition (3.3), it is easy to see that $N_{11}^+(x, \lambda)$ and $N_{21}^+(x, \lambda)$ satisfy the Volterra integral equations

\[ N_{11}^+(x, \lambda) = 1 - \int_x^\infty q(y)N_{21}^+(y)\,dy - \int_x^\infty \frac{-i\varepsilon}{2} |q(y)|^2 N_{11}^+(y, \lambda)\,dy \]

\[ N_{21}^+(x, \lambda) = -\int_x^\infty e^{2i\lambda(x-y)}\varepsilon \overline{q(y)}N_{11}^+(y, \lambda)\,dy - \frac{i\varepsilon}{2} \int_x^\infty e^{2i\lambda(x-y)}|q(y)|^2 N_{21}^+(y, \lambda)\,dy. \]

Integrating by parts to remove the $\lambda$ in (3.11) and iterating the resulting equations leads to the following system of integral equations (see Paper I, equation (3.4)):

\[ N_{11}^+(x, \lambda) = 1 + \frac{\varepsilon}{2i} \int_x^\infty q(y) \int_y^\infty e^{-2i\lambda(z-y)} q^2(z) N_{11}^+(z, \lambda)\,dz\,dy \]

\[ N_{21}^+(x, \lambda) = -\frac{1}{2i} \varepsilon \overline{q(x)} N_{11}^+(x, \lambda) - \frac{\varepsilon}{2i} \int_x^\infty e^{-2i\lambda(y-x)} q^2(y) N_{11}^+(y, \lambda)\,dy \]

where

\[ q^2(x) = \overline{q(x)} - \frac{i}{2} \varepsilon |q(x)|^2 q(x) \]

**Lemma 3.3.** There exist unique solutions of (3.12)-(3.13) with

\[ \sup_{1 \leq \lambda \leq 0} |N_{11}^+(x, \lambda)| \leq \exp \left( \frac{1}{2} \|q\|_{L^1} \|q^2\|_{L^1} \right) \]

and

\[ \sup_{1 \leq \lambda \leq 0} |N_{21}^+(x, \lambda)| \leq \exp \left( \frac{1}{2} \|q\|_{L^1} \|q^2\|_{L^1} \right) (\|q\|_{L^1} + \|q^2\|_{L^1}). \]

Moreover,

\[ |N_{11}^+(x, \lambda; q_1) - N_{11}^+(x, \lambda; q_2)| \]
\[ \leq \exp \left[ C \left( \| q_1 \|_{L^1} \| q_1^2 \|_{L^1} + \| q_2 \|_{L^1} \| q_2^2 \|_{L^1} \right) \right] \left( \| q_1 \|_{L^1} \| q_2 \|_{L^1} \| q_1^2 - q_2^2 \|_{L^1} \right) \]

where \( C \) is independent of \( \lambda \) with \( \text{Im}(\lambda) \leq 0 \) and \( x \geq 0 \).

**Proof.** Equation (3.12) is of Volterra type
\[ N_{11}^+ = 1 + SN_{11}^+ \]
Using that \( |e^{-2i\lambda(x-y)}| \leq 1 \) for \( \text{Im} \lambda \leq 0 \) and \( x \leq y \), the estimate
\[ |(Sh)(x)| \leq \gamma(x) \sup_{y>x} |h(y)| \]
holds with
\[ \gamma(x) = \int_x^\infty |q(y)| \int_y^\infty |q^2(z)| \, dz \, dy. \]
From the standard theory of Volterra integral equations, we have that
\[ (I - S)^{-1} \leq \exp \left( \frac{1}{2} \| q \|_{L^2} \| q^2 \|_{L^2} \right), \]
uniformly in \( \lambda \) with \( \text{Im} \lambda \leq 0 \). Since \( \| q \|_{L^2} \) and \( \| q^2 \|_{L^2} \) are controlled by \( \| q \|_{H^{2,2}} \), it follows from this fact and (3.13) that \( \| N_{11}^+ \|_{C(\mathbb{R}^+)} \) and \( \| N_{11}^- \|_{C(\mathbb{R}^+)} \) are bounded uniformly in \( \lambda \) with \( \text{Im} \lambda \leq 0 \) and \( q \) in a bounded subset of \( H^{2,2}(\mathbb{R}) \). Finally, (3.14) follows from the resolvent estimate (3.16) and the second resolvent formula.

Similar estimates are obtained for \( N_{11}^- \) and \( N_{21}^- \) for \( x \in \mathbb{R}^- \). From these estimates and the Wronskian formula (3.7), we conclude:

**Proposition 3.4.** The function \( \alpha \) is analytic on \( \mathbb{C}^- \) and satisfies
\[ |\alpha(\lambda; q_1) - \alpha(\lambda; q_2)| \leq \exp \left( \| q_1 \|_{H^{2,2}}^2 + \| q_2 \|_{H^{2,2}}^2 \right) \left( \| q_1 \|_{H^{2,2}} + \| q_2 \|_{H^{2,2}} \right) \left( \| q_1 - q_2 \|_{H^{2,2}} \right), \]
where the constants are uniform in \( \lambda \) with \( \text{Im} \lambda \leq 0 \).

It is also important that the zeros of \( \alpha \) lie in \( \mathbb{C}^- \cap \{ |z| \leq R \} \) where \( R > 0 \) depends only on \( \| q \|_{H^{2,2}(\mathbb{R})} \). This is the object of the next proposition.

**Proposition 3.5.** The function \( \alpha \) satisfies
\[ \lim_{R \to \infty} \sup_{|\lambda| \geq R, \text{Im} \lambda \leq 0} |\alpha(\lambda) - 1| = 0 \]
where the convergence is uniform in \( q \) in a bounded subset of \( H^{2,2}(\mathbb{R}) \).

**Proof.** From the Wronskian formula (3.7) for \( \alpha \) and the uniform bounds on \( N_{21}^- \) and \( N_{21}^+ \), estimate (3.17) will follow from
\[ \lim_{R \to \infty} \sup_{|\lambda| \geq R, \text{Im} \lambda \leq 0} |N_{11}^+(0, \lambda) - 1| = 0. \]
We now sketch the proof of (3.18) for \( N_{11}^+ \); the proof for \( N_{11}^- \) is similar.

From (3.12) and an integration by parts we see that
\[ N_{11}^+(x, \lambda) - 1 = \frac{\varepsilon}{2i} \int_x^\infty q(y) \int_y^\infty e^{-2i\lambda(z-y)} q^2(z) \, dz \, dy \]
\[ + \frac{\varepsilon}{4\lambda} \int_x^\infty q(y) \left[ G_1(y, \lambda) + G_2(y, \lambda) + G_3(y, \lambda) \right] \, dy, \]
where
\[
G_1(x, \lambda) = -q^\delta(x) \left(N_{11}^+(x, \lambda) - 1\right)
\]
\[
G_2(x, \lambda) = -\int_x^\infty e^{-2i\lambda(y-x)} \left(q^\delta(y)\right)'(y) \left(N_{11}^+(y, \lambda) - 1\right) \, dy
\]
\[
G_3(x, \lambda) = -\int_x^\infty e^{-2i\lambda(y-x)} q^\delta(y) \frac{\partial N_{11}^+}{\partial x}(y, \lambda) \, dy.
\]

Reversing the orders of integration in the first right-hand term of (3.19) and integrating by parts we may estimate
\[
\left| \int_x^\infty q(y) \int_y^\infty e^{-2i\lambda(z-y)} q^\delta(z) \, dz \, dy \right| \lesssim \frac{1}{|\lambda|} \left\| q^\delta \right\|_{L^1} \left( \left\| q \right\|_{L^\infty} + \left\| q' \right\|_{L^1} \right).
\]

From Lemma 3.3 we have \(|G_1(x, \lambda)| \lesssim 1\) where the implied constants depend only on \(\|q\|_{L^1}\) and \(\|q^\delta\|_{L^1}\). Differentiating (3.12) to compute \(\partial N_{11}^+ / \partial z\) we may similarly estimate \(|G_3(x, \lambda)|\). To estimate \(G_2(x, \lambda)\), we need to show that \(\left|N_{11}^+(\cdot, \lambda) - 1\right|_{L^2(\mathbb{R}^+)}\) is bounded uniformly in \(\lambda\) with \(\text{Im} \lambda \leq 0\) and \(q \in \text{a bounded subset of } H^{2,2}(\mathbb{R})\). This is carried out in Lemma 3.7 below. \(\square\)

To prove the \(L^2\) estimate on \(N_{11}^+(x, \lambda) - 1\), we return to the integral equation (3.12) and note that the operator \(S\) is a Hilbert-Schmidt operator on \(L^2(\mathbb{R}^+)\) uniformly in \(\lambda\) for \(\text{Im} \lambda \leq 0\). Indeed its integral kernel is given by
\[
K(x, z) = \begin{cases}
\int_x^z q(y) e^{-2i\lambda(z-y)} q^\delta(z) \, dy, & x < z \\
0, & x > z
\end{cases}
\]

with
\[
\left\| K \right\|_{L^2(\mathbb{R}^+ \times \mathbb{R}^+)} \lesssim \left\| q^\delta \right\|_{L^{2,1/2}} \left\| q \right\|_{L^1}.
\]

One checks that
\[
\ker_{L^2(\mathbb{R}^+)}(I - S) \subset \ker_{C(\mathbb{R}^+)}(I - S) = \{0\}
\]
where the last equality follows from the existence of the resolvent \((I - S)^{-1}\) on \(C(\mathbb{R}^+)\). Writing \(S = S(\lambda)\) to display the dependence of the operator \(S\) on \(\lambda\), we can show that
\[
\lim_{|\lambda| \to \infty} \left\| S(\lambda) \right\|_{HS} = 0
\]
uniformly in \(\lambda\) with \(\text{Im} \lambda \leq 0\) and \(q \in \text{a bounded subset of } H^{2,2}(\mathbb{R})\). This follows from the integration by parts
\[
\int_x^z q(y) e^{-2i\lambda(z-y)} \, dy = \frac{1}{2i\lambda} \left[ q(z) - q(x) + \int_x^z e^{-2i\lambda(z-y)} q(y) \, dy \right]
\]
and a straightforward estimate of the Schmidt norm using (3.20). Writing \(K = K(\lambda, q)\), we may also estimate
\[
\left\| K(\lambda, q_1) - K(\lambda, q_2) \right\|_{L^2(\mathbb{R}^+ \times \mathbb{R}^+)} \lesssim \left\| q_1 - q_2 \right\|_{L^{2,1/2}} \left\| q_1 \right\|_{L^1} + \left\| q_2 \right\|_{L^{2,1/2}} \left\| q_1 - q_2 \right\|_{L^1}
\]
uniformly in \(\lambda\) with \(\text{Im} \lambda \leq 0\). On the other hand, it follows from the Dominated Convergence Theorem that \(\left\| K(\lambda_1, q) - K(\lambda_2, q) \right\|_{L^2(\mathbb{R}^+ \times \mathbb{R}^+)} \to 0\) as \(\lambda_1 \to \lambda_2\) for any fixed \(q \in L^1(\mathbb{R}) \cap L^{2,1/2}(\mathbb{R})\). Writing \(S = S(\lambda, q)\), we now use a 'continuity-compactness argument' as well as (3.21) to prove:
Lemma 3.6. The resolvent \((I - S(\lambda, q))^{-1}\) exists as a bounded operator on \(L^2(\mathbb{R}^+)\) and for any \(M > 0\),
\[
\sup_{\Im \lambda \leq 0, \|q\|_{H^2,2} \leq M} \left\| (I - S(\lambda, q))^{-1} \right\|_{L^2(\mathbb{R}^+) \to L^2(\mathbb{R}^+)} < \infty.
\]

Proof. For any \(M > 0, R > 0\), the identity map takes the set
\[
\{ \lambda \in \mathbb{C} : \Im \lambda \leq 0, |\lambda| \leq R \} \times \{ q \in H^{2,2}(\mathbb{R}) : \|q\|_{H^2,2} \leq M \}
\]
into a subset of \(\mathbb{C} \times (L^{2,1/2} \cap L^1)\) with compact closure. By the second resolvent formula, the map \((\lambda, q) \mapsto (I - S(\lambda, q))^{-1}\) is continuous into the bounded operators on \(L^2(\mathbb{R}^+)\). It follows by compactness and continuity that the set
\[
\{ (I - S(\lambda, q))^{-1} : \Im \lambda \leq 0, |\lambda| \leq R, \|q\|_{H^2,2} \leq M \}
\]
is compact in \(B(L^2(\mathbb{R}^+))\), hence bounded. On the other hand, for sufficiently large \(R\) depending on \(M\), we have from (3.21) that \(\sup_{|\lambda| > R} \left\| (I - S(\lambda, q))^{-1} \right\|_{B(L^2(\mathbb{R}^+))} \leq 2\) for any \(q\) with \(\|q\|_{H^2,2} \leq M\). \(\Box\)

We can now prove:

Lemma 3.7. If \(q \in H^{2,2}(\mathbb{R})\), the estimate
\[
\| N_{11}^+(\cdot, \lambda) - 1 \|_{L^2(\mathbb{R}^+)} \lesssim 1
\]
holds.

Proof. The function \(\eta = N_{11}^+ - 1\) obeys the integral equation \(\eta = S(1) + S(\eta)\) where
\[
S(1) = \frac{1}{2i} \int_{\mathbb{R}} q(y) \int_{\mathbb{R}} e^{-2i\lambda(y-z)} q^2(z) \, dz \, dy.
\]
We may estimate
\[
\| S(1) \|_{L^2(\mathbb{R}^+)} \lesssim \langle x \rangle^{-3/2} \|q\|_{L^2} \|q^2\|_{L^1},
\]
which shows that \(S(1) \in L^2(\mathbb{R}^+)\) uniformly in \(\lambda\) with \(\Im \lambda \leq 0\). The desired bound is obtained using Lemma 3.6. \(\Box\)

3.2. Generic Properties of Spectral Data. Lee [24] showed that generic potentials \(q\) in the Schwartz class have at most finitely many simple zeros of \(\alpha\) and no spectral singularities. His proof is based on a general argument of Beals and Coifman [1]. Here we give a more precise functional analytic argument inspired by analogous results in Schrödinger scattering theory (see the manuscript of Dyatlov and Zworski [16, Chapter 2, Theorem 2.2]). We will prove:

Theorem 3.8. The set of \(U\) potentials \(q\) supporting at most finitely many solitons and having no spectral singularities is open and dense in \(H^{2,2}(\mathbb{R})\).

Our strategy is to study the dense set of \(q \in C_0^\infty(\mathbb{R})\) and prove that any such \(q\) can be perturbed by an arbitrarily small amount in \(H^{2,2}\)-norm to a potential with the desired properties. We then use continuity of spectral quantities to show that the set is open as well as dense. These steps are carried out in Propositions 3.12 and 3.13 below which together give the proof of Theorem 3.8.

We begin with the study of \(C_0^\infty\) potentials. The following fact is well-known and easy to prove; see for example Chapter 2 of Lee’s thesis [24].

Lemma 3.9. Suppose that \(q \in C_0^\infty(\mathbb{R})\). Then \(\alpha(\lambda; q)\) is analytic in \(\mathbb{C}\) and has at most finitely many zeros in \(\Im \lambda \leq c\) for any \(c \in \mathbb{R}\).
Using this fact, a perturbation argument, and Rouché’s theorem, we will construct a dense set of potentials in $H^{2,2}(\mathbb{R})$ for which $\alpha$ has at most finitely many simple zeros in $\mathbb{C}^-$ and no zeros on $\mathbb{R}$. We will then exploit Proposition 3.4 to show that this set is also open.

To construct the dense set, we need two perturbation lemmas. The first concerns perturbation from the zero potential for which $\alpha \equiv 1$ and $\beta(\lambda) \equiv 0$.

**Lemma 3.10.** Suppose that $\varphi \in C_0^\infty(-R, R)$, $\lambda \neq 0$, and $\mu$ is a small parameter. Let $q = \mu \varphi$. Then the associated transition matrix has the form

$$T(\lambda, q) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \begin{pmatrix} 0 & \mu c_\varphi \\ \varepsilon \lambda \mu c_\varphi & 0 \end{pmatrix} + O(\mu^2)$$

where

$$c_\varphi = \varepsilon \int_{-\infty}^{\infty} e^{2i\lambda y} \varphi(y) \, dy$$

and the correction term depends on $\|\varphi\|_{H^{1,1}}$.

**Proof.** It suffices to show that

$$\alpha(\lambda) \sim 1 + O(\mu^2),$$

$$\lambda \beta(\lambda) = -\varepsilon \lambda \mu \int e^{-2i\lambda y} \varphi(y) \, dy + O(\mu^2).$$

First, we recall from Section 3.2 of Paper I that, for $\lambda \in \mathbb{R}$, we have the uniform estimate

$$\left| \left( \begin{array}{cc} N_{11}^+(x, \lambda) \\ N_{21}^+(x, \lambda) \end{array} \right) \right| \leq 1$$

where the implied constants depend only on $\|q\|_{H^{2,2}}$ (the key issue is that the large-$\lambda$ behavior is controlled despite the $\lambda$-dependence of the perturbing term in (3.2); see equations (3.4) of Paper I for the integration by parts that removes this term). Taking limits as $x \to -\infty$ in equations (3.10)–(3.11) for $N^+$ (and as $x \to -\infty$ in the corresponding equations for $N^-$) and using the relation (3.4), we deduce that (3.23) and (3.24) hold. \qed

The next lemma will give a mechanism for splitting multiple poles and perturbing zeros on the real axis.

**Lemma 3.11.** Suppose that $q_1$ and $q_2$ are compactly supported potentials with disjoint supports, and that the support of $q_2$ on the real line is to the left of the support of $q_1$. Then:

(i) The identity

$$T(\lambda, q_1 + q_2) = T(\lambda, q_2)T(\lambda, q_1)$$

holds.

(ii) If $q_1 \in C_0^\infty((-R, R))$ and $q_2 = \mu \varphi$ with $\varphi \in C_0^\infty((-2R, -R))$, the formula

$$T(\lambda, q_1 + \mu \varphi) = \left( \begin{array}{cc} 1 & \mu c_\varphi \\ \varepsilon \lambda \mu c_\varphi & 1 \end{array} \right) T(\lambda, q_1) + O(\mu^2)$$

holds.

**Proof.** Consider the normalized solution $N^+(x, \lambda, \varphi)$. It is not difficult to see that

$$N^+(x, \lambda, q_1 + q_2) = N^+(x, \lambda, q_2)N^+(x, \lambda, q_1).$$

We may now compute

$$T(\lambda, q_1 + q_2) = \lim_{z \to -\infty} e^{i\lambda x \text{ad}(\sigma)} \left[ N^+(x, \lambda, q_2)N^+(x, \lambda, q_1) \right] = T(\lambda, q_2)T(\lambda, q_1)$$
The second assertion is an immediate consequence of the first.

Suppose that \(q_1\) and \(q_2\) are chosen as in Lemma 3.11(ii). To simplify the notation, let us write \(\alpha(\lambda, \mu)\) to denote \(\alpha(\lambda, q_1 + \mu \varphi)\). It follows from (3.25) that

\[
\alpha(\lambda, \mu) = \alpha(\lambda, 0) + \mu c_\varphi \lambda \bar{\beta}(\lambda) + O(\mu^2).
\]

In the next proposition, we will expand the above formula near \(\lambda = \lambda_0\):

\[
\alpha(\lambda, \mu) = \alpha(\lambda, 0) + \mu c_\varphi \lambda_0 \bar{\beta}(\lambda_0) + C_0(\lambda - \lambda_0)\mu + O(\mu^2).
\]

where

\[
c_\varphi = \varepsilon \int_{-\infty}^{\infty} e^{2i\lambda_0 y} \varphi(y) \, dy
\]

and

\[
|C_0| \leq \left\| \frac{d}{d\lambda} \left( \lambda \bar{\beta}(\lambda) \right) \right\|_{L^\infty}.
\]

From the compact support of the potential \(q\) and the asymptotic behavior \(\alpha(\lambda)\) (3.17) we know that \(\alpha\) has finitely many zeros in \(\mathbb{C}^* \cup \mathbb{R}\). We put down non-overlapping discs \(D(\lambda_i, r_i)\) with centers at the finitely many zeros \(\lambda_i\). We will prove:

**Proposition 3.12.** Suppose that \(R > 0\) and \(q \in C^\infty_0([-R, R])\). Let \(\alpha(\lambda)\) be the \((1, 1)\) entry of the transition matrix for \(q\). For \(\varphi \in C^\infty_0(\mathbb{R})\), let \(\alpha(\lambda, \mu)\) be the \((1, 1)\) entry for the transition matrix of \(q + \mu \varphi\), so that \(\alpha(\lambda, 0) = \alpha(\lambda)\).

- (i) Suppose that \(\{\lambda_i\}_{i=1}^m\) are the isolated zeros of \(\alpha(\lambda)\) in \(\mathbb{C}^* \cup \mathbb{R}\) and \(\lambda_i \neq 0\) is one of the zeros of \(\alpha(\lambda)\) of multiplicity \(n \geq 2\), i.e. \(\alpha(\lambda) = (\lambda - \lambda_i)^n g(\lambda)\) for some analytic function \(g\) with \(g(\lambda_i) \neq 0\). Then, for some \(\varphi \in C^\infty_0(\mathbb{R})\) and all sufficiently small \(\mu \neq 0\), \(\alpha(\lambda, \mu)\) has \(n\) simple zeros in the disc \(D_r(\lambda_i)\).

- (ii) Suppose that after the perturbation in part (i), \(\Lambda_j\) is a simple zero of \(\alpha(\lambda, \mu)\) on the real axis, \(\Lambda_j \neq 0\). Then, there is a function \(\varphi \in C^\infty_0(\mathbb{R})\) so that, for all real, nonzero, and sufficiently small \(\mu\), \(\alpha(\lambda, \mu')\) has no zeros on the real axis near \(\Lambda_j\).

In each case, we may choose \(\varphi\) to have support in \((-2R, -R) \cup (R, 2R)\).

**Proof.** (i) We first claim that there exists a function \(\varphi \in C^\infty_0(\mathbb{R})\), \(\varphi \geq 0\) such that

\[
\hat{\varphi}(\lambda_i) = \int_{-\infty}^{\infty} e^{2i\lambda_i x} \varphi(x) \, dx \neq 0
\]

for all \(i, 1 \leq i \leq m\).

Indeed, let \(2\lambda_i = \xi_i + i\eta_i\). We then have

\[
\hat{\varphi}(\lambda_i) = \int_{-\infty}^{\infty} (\cos \xi_i x + i \sin \xi_i x) e^{\eta_i x} \varphi(x) \, dx
\]

with \(e^{\eta_i x} \varphi(x) \geq 0\) for all \(x\).

If we let \(\xi = \max\{\xi_1, \ldots, \xi_m\}, \quad \rho = \pi/2\xi\) and make \(|\text{supp(\varphi)}| \leq \rho\), then at least one of \(\cos \xi_i x\) and \(\sin \xi_i x\) does not change sign on \(\text{supp(\varphi)}\) for all \(i\). So \(\hat{\varphi}(\lambda_i) \neq 0\) for all \(i\).

Using the Taylor expansion of \(\hat{\varphi}(\lambda)\) and \(\lambda \bar{\beta}(\lambda)\) we can write (3.27) as

\[
\alpha(\lambda, \mu) = (\lambda - \lambda_i)^n g(\lambda) + \mu c_\varphi, \lambda_0 \bar{\beta}(\lambda_0) + C_0(\lambda - \lambda_0)\mu + O(\mu^2).
\]
If we can establish the following inequalities
\begin{align}
(3.29) & \quad |\lambda \tilde{\beta}(\lambda)|_{L^\infty} \leq q \quad 1 \\
(3.30) & \quad |(\lambda \tilde{\beta}(\lambda))'|_{L^\infty} \leq q \quad 1
\end{align}
where \( \lambda \in \overline{D(\lambda_i, r_i)} \) then it is clear that
\[
|\alpha(\lambda, \mu) - (\lambda - \lambda_i)^n g(\lambda)| = |\mu c_{x_i} \lambda \tilde{\beta}(\lambda_i) + C_0 (\lambda - \lambda_i)\mu + O(\mu^2) |
\leq |\lambda - \lambda_i|^n |g(\lambda)|
\]
for \( \mu \) sufficiently small and \( \lambda \in \partial D(\lambda_i, r_i) \). Rouché’s Theorem shows that the number of zeros of \( \alpha(\lambda, \mu) \) and \( \alpha(\lambda, 0) \) agree (with multiplicities) in \( D(\lambda_i, r_i) \). That is, \( \alpha(\lambda, \mu) \) has exactly \( n \) zeros there.

To prove estimates (3.29) and (3.30), we use the fact that \( \lambda \tilde{\beta}(\lambda) = \lim_{x \to \infty} x e^{-2i\lambda x} N_{21}^-(x, \lambda) \) and the analogue of (3.11) for \( N_{21}^- \) to compute
\[
(3.31) \quad \lambda \tilde{\beta}(\lambda) = \int_{-R}^R e^{-2i\lambda y} \left( \lambda \bar{q}(y)N_{11}^-(y, \lambda) + p_2(y)N_{21}^-(y, \lambda) \right) dy.
\]
From direct computation, its derivative is
\[
(3.32) \quad \frac{d}{d\lambda} \left( \lambda \tilde{\beta}(\lambda) \right) = \int_{-R}^R e^{-2i\lambda y} \left( -2iy \right) \left( \lambda \bar{q}(y)N_{11}^-(y, \lambda) + p_2(y)N_{21}^-(y, \lambda) \right) dy
\]
\[
+ \int_{-R}^R e^{-2i\lambda y} \left( q(y)N_{11}^-(y, \lambda) + p_2(y)N_{21}^-(y, \lambda) \right) dy
\]
\[
- \int_{-R}^R e^{-2i\lambda y} \left( \lambda \bar{q}(y)N_{11}^-(y, \lambda) + p_2(y)N_{21}^-(y, \lambda) \right) dy.
\]
Inequalities (3.29) and (3.30) follow from these expressions and Lemma 3.3.

Now we want to show that the zeros of \( \alpha(\lambda, \mu) \) are simple. For \( 0 \leq k \leq n - 1 \), consider the disc around the \( k \)-th root of unity of \( \gamma_i \)
\[
(3.33) \quad D_k := D \left( |\gamma_i|^{\frac{1}{n}} e^{i(\phi + 2\pi k)/n} + \lambda_i, |\gamma_i|^{\frac{1}{n}} \right)
\]
where
\[
\gamma_i = \frac{\mu c_{x_i} \lambda \tilde{\beta}(\lambda_i)}{g(\lambda_i)} , \quad \phi = \arg \gamma_i + \pi
\]
Notice that if \( \rho < \pi/n \) then \( D_k \cap D_{\ell} \) is empty for \( k \neq \ell \). We now expand \( g(\lambda) \) at \( \lambda = \lambda_i \) and get
\[
\alpha(\lambda, \mu) = (\lambda - \lambda_i)^n g(\lambda_i) + O(\lambda - \lambda_i)^{n+1}.
\]
For \( \lambda \in \partial D_k \),
\[
|\lambda - \lambda_i|^n g(\lambda_i) + \mu c_{x_i} \lambda \tilde{\beta}(\lambda_i) - \alpha(\lambda, \mu) | \leq C_0 |\gamma_i|^{1 + \frac{1}{n}}.
\]
On the other hand, if we choose \( \rho > 2C_0 |\gamma_i|^{\frac{1}{n}} \) then for \( \lambda \in \partial D_k \),
\[
|\lambda - \lambda_i|^n g(\lambda_i) - \gamma_i g(\lambda_i)| = |\gamma_i| \rho \left( 1 + O(\rho^2) \right)
\geq C_0 |\gamma_i|^{1 + \frac{1}{n}}
\geq |\lambda - \lambda_i|^n g(\lambda_i) + \mu c_{x_i} \lambda \tilde{\beta}(\lambda_i) - \alpha(\lambda, \mu)|.
\]
Figure 3.1. Zeros of $\hat{\alpha}$ and $\alpha$ in the $\lambda$ plane

Since the discs $D_k$ are disjoint, Rouché’s theorem now shows that there is exactly one zero of $\alpha(\lambda, \mu)$ in each $D_k$. This shows that all $n$ zeros are simple.

(ii) After the first step of perturbation in (i), $\alpha(\lambda, \mu)$ has simple zeros $\Lambda_j$. Suppose $\Lambda_j$ is a zero of $\alpha(\lambda, \mu)$ on the real axis. We make another small perturbation of the potential as above and formulate

$$
\alpha(\lambda, \mu') = (\lambda - \Lambda_j)h(\lambda, \mu) + \mu' c_{\psi_j} \Lambda_j \tilde{\beta}(\Lambda_j, \mu) + C_0'(\lambda - \Lambda_j)\mu' + O(\mu'^2)
$$

where

$$
(\lambda - \Lambda_j)h(\lambda, \mu) = \alpha(\lambda, \mu)
$$

and we define

$$
D_j := D(\Gamma_j + \Lambda_j, \rho' |\Gamma_j|)
$$

where

$$
\Gamma_j = \frac{\mu' c_{\psi_j} \Lambda_j \tilde{\beta}(\Lambda_j, \mu)}{b(\Lambda_j, \mu)}.
$$

Given $\Lambda_j \in \mathbb{R}$, we can make appropriate choices of small parameter $\mu'$ and $\psi \in C^\infty_0(\mathbb{R})$ such that $\text{Im}(\Gamma_j + \Lambda_j)$ is strictly nonzero and $D_j \cap \mathbb{R}$ is empty. Since there are only finitely many zeros, we can choose $\mu$ which works for all $j = 1, 2, \ldots, l$. Repeating the argument in (i) we get the desired conclusion.

Proposition 3.12 shows that there is a dense subset of $q \in H^{2,2}(\mathbb{R})$ for which $\alpha(\lambda; q)$ has at most finitely many simple zeros in $\mathbb{C}^-$ and no zeros on $\mathbb{R}$. Owing to the continuity of $\alpha$ in $q$, the fact that $\alpha$ is analytic in $\mathbb{C}^-$, and the continuity of the map $q \mapsto \alpha(\cdot, q)$ imply that this set is also open.
Proposition 3.13. Suppose that \( q_0 \in H^{2,2}(\mathbb{R}) \) and that \( \alpha(\cdot; q_0) \) has exactly \( n \) simple zeros in \( \mathbb{C}^+ \) and no zeros on \( \mathbb{R} \). There is a neighborhood \( \mathcal{N} \) of \( q_0 \) in \( H^{2,2}(\mathbb{R}) \) so that all \( q \in \mathcal{N} \) have these same properties.

Proof. Since \( |\alpha(\lambda; q_0)| \) does not vanish on \( \mathbb{R} \), we have \( |\alpha(\lambda; q_0)| \geq c \) for some \( c > 0 \). It follows from Lipschitz continuity of \( q \mapsto \alpha(\cdot; q) - 1 \) as maps \( H^{2,2}(\mathbb{R}) \to H^1(\mathbb{R}) \) that there is an \( r_0 > 0 \) so that \( |\alpha(\lambda; q)| \geq c/2 \) for all \( q \) with \( \|q - q_0\|_{H^{2,2}} < r_0 \). Next, let \( \eta_1 = \inf_{1 \neq k} |\lambda_j - \lambda_k|, \eta_2 = \inf |\Im \lambda_k|, \) and \( \eta = \frac{1}{2} \inf(\eta_1, \eta_2) \). By Proposition 3.4 and analyticity there is an \( r_1 > 0 \) so that the \( n \) simple zeros of \( \alpha \) remain simple and move a distance no more than \( \eta \) for \( q \in H^{2,2}(\mathbb{R}) \) with \( \|q - q_0\|_{H^{2,2}} < r_1 \). Take \( \mathcal{N} = B(q_0, r) \) where \( r < \inf(r_1, r_2) \).

3.3. Lipschitz Continuity of Spectral Data for Generic Potentials. Owing to Proposition 3.2, to complete the proof of Theorem 3.15, it suffices to prove Lipschitz continuity of the eigenvalues \( \lambda_k \) and the norming constants \( C_k \) on open subsets of \( U_N \) with bounds uniform in bounded subsets of \( U_N \). This is an exercise in eigenvalue perturbation theory and is carried out in Proposition 3.14.

We order the zeros of \( \tilde{\alpha} \) by modulus and, given two zeros with the same modulus, order by increasing phase in \( (0, \pi) \). We reformulate the definition of \( C_k \) in terms of the normalized Jost solutions \( N_{\pm} \) of (3.2). If \( \tilde{\alpha}(\lambda_k) = 0 \), there is a constant \( b_k \) with the property

\[
e^{-2i\lambda_k x} \left( \frac{N_{11}^{-}(x, \lambda_k)}{\lambda N_{21}^{-}(x, \lambda_k)} \right) = b_k e^{2i\lambda_k x} \left( \frac{\lambda^{-1} N_{12}^{+}(x, \lambda_k)}{N_{22}^{+}(x, \lambda_k)} \right) \]

If \( \tilde{\alpha}'(\lambda_k) \neq 0 \), one defines the norming constant as \( C_k = b_k/(\zeta_k \tilde{\alpha}'(\lambda_k)) \) where \( \lambda_k = \zeta_k \). The discrete scattering data are composed of the pairs \((\lambda_k, C_k)\).

Proposition 3.14. Suppose that \( q_0 \in U \) with \( N \) simple zeros of \( \tilde{\alpha} \) in \( \mathbb{C}^+ \). Let \( \Lambda = \{\lambda_1, \ldots, \lambda_N\} \) be a listing of the zeros of \( \tilde{\alpha} \) with the ordering as described above, and set

\[
d_{\Lambda} = \min \left( \min_{1 \leq j \neq k \leq N} |\lambda_j(q_0) - \lambda_k(q_0)|, \min |\im \lambda_k| \right) \]

There is a neighborhood \( \mathcal{N} \) of \( q_0 \) so that:

(i) For any \( q \in \mathcal{N} \), \( \tilde{\alpha}(\lambda; q) \) has exactly \( n \) simple zeros in \( \mathbb{C}^+ \), no zeros on \( \mathbb{R} \), and \( |\lambda_j(q) - \lambda_j(q_0)| \leq \frac{1}{4} d_{\Lambda} \).

(ii) The estimate \( |\lambda_j(q) - \lambda_j(q_0)| \leq C \|q - q_0\|_{H^{2,2}} \) holds for \( C \) uniform in \( q \in \mathcal{N} \).

(iii) The estimate \( |b_j(q) - b_j(q_0)| \leq C \|q - q_0\|_{H^{2,2}} \) holds for \( C \) uniform in \( q \in \mathcal{N} \).

(iv) The estimate \( |C_j(q) - C_j(q_0)| \leq C \|q - q_0\|_{H^{2,2}} \) holds for \( C \) uniform in \( q \in \mathcal{N} \).

Proof. (i) From Proposition 3.13 and (3.9), we immediately conclude that there is a neighborhood \( \mathcal{N} \) of \( q_0 \) for which \( q \in \mathcal{N} \) has exactly \( N \) simple zeros in \( \mathbb{C}^+ \) with no singularities on the real axis. We can
establish continuity of the simple zeros as a function of \( q \) (and hence estimate \( |\lambda_j(q) - \lambda_j(q_0)| \leq \frac{1}{2} d_\lambda \) as follows. The equation \( \alpha(\lambda_j(q); q) = 0 \), defines \( \lambda_j \) as an analytic function of \( q \) in a neighborhood of \( q \) owing to the fact that \( \alpha'(\lambda_j(q_0), q_0) \neq 0 \) and the implicit function theorem on the Banach space \( \mathbb{C} \times H^{2,2}(\mathbb{R}) \). \( \alpha \) as a function on \( \mathbb{C}^* \times H^{2,2}(\mathbb{R}) \). The function \( \alpha(\lambda, q) \) is analytic in \( q \) because the functions occurring in the Wronskian formula (3.7) may be computed by convergent Volterra series which are analytic in \( q \).

(ii) The implicit function theorem also guarantees that the function \( \lambda_j(q) \) will be \( C^1 \) as a function of \( q \), and hence Lipschitz continuous.

(iii) Uniqueness for the equation (3.2) guarantees that at least one of \( N_{12}^+(0, \lambda_j) \) and \( N_{22}^+(0, \lambda_j) \) is nonzero at \( q = q_0 \). Suppose that \( N_{12}^+(0, \lambda_j(q_0)) \neq 0 \). By shrinking the neighborhood if needed we may assume that \( N_{12}^+(0, \lambda_j(q)) > 0 \) strictly for all \( q \in N \). We may then compute from (3.36) that \( b_j(q) = \lambda_j(q)N_{21}^-(0, \lambda_j(q))/N_{22}^+(0, \lambda_j(q)) \) which, as a product and quotient of Lipschitz continuous functions of \( q \), is itself Lipschitz continuous in \( q \).

(iv) Finally, \( \alpha'(\lambda_k) \) can easily be expressed in terms of \( \alpha \) through a Cauchy integral over a small circle around \( \lambda_k \) due to the analyticity of \( \alpha \) in \( \mathbb{C}^* \), and the Lipschitz continuity of \( b_j \) and \( \alpha(\lambda_j) \) in \( q \) extends to the norming constants \( C_j \).

Propositions 3.2 and 3.14 give the proof of:

**Theorem 3.15.** For each \( N \), the map \( R : U_N \rightarrow V_N \) is uniformly Lipschitz continuous on bounded subsets of \( U_N \).

4. The Inverse Scattering Map

In this section we study the Riemann-Hilbert problem which defines the inverse scattering map. As explained in the Introduction, to prove existence and uniqueness of solutions, the Riemann-Hilbert problem in the \( \zeta \) variable is most convenient. On the other hand, to prove Lipschitz continuity of the inverse scattering map, it is most effective to work in the \( \lambda \) variables.

This section is organized as follows. In section 4.1 we prove existence and uniqueness of solutions for the Riemann-Hilbert Problem 1.9. In section 4.2 we use these results to prove existence and uniqueness for the Riemann-Hilbert Problem 1.10. Finally, in section 4.3, we prove Lipschitz continuity of scattering maps by studying the Beals-Coifman integral equations by Problem 1.10.

4.1. First Riemann-Hilbert Problem. In this subsection we study Problem 1.9 at a fixed time \( t \). For convenience we set \( t = 0 \) in the discussion that follows (so that the phase factor \( \exp(-i t \Theta \text{ad}(\sigma)) \) becomes \( \exp(-i x^2 \text{ad}(\sigma)) \)), and write the solution \( M(x, \zeta, 0) \) as \( M(x, \zeta) \). For later use we note that the maps

\[
M(x, \zeta) \mapsto \begin{pmatrix} M_{11}(x, -\zeta) & -M_{12}(x, -\zeta) \\ -M_{21}(x, -\zeta) & M_{22}(x, -\zeta) \end{pmatrix} 
\]

\[
M(x, \zeta) \mapsto \sigma_\varepsilon M(x, \zeta) \sigma_\varepsilon^{-1}
\]

where

\[
\sigma_\varepsilon = \begin{pmatrix} 0 & 1 \\ \varepsilon & 0 \end{pmatrix}
\]

preserve the solution space of Problem 1.9.

We will prove:

**Theorem 4.1.** For given data \( (r, \{\zeta_i, c_i\}_{i=1}^N) \) with \( r \in H^1(\Sigma) \) odd and satisfying (1.26), \( \zeta_i \in \Omega^{++} \), and \( c_i \in \mathbb{C}^* \), there exists a unique solution of Problem 1.9 for either \( \varepsilon = +1 \) or \( \varepsilon = -1 \).
To prove Theorem 4.1, we first exhibit an explicit invertible map from the solution space of Problem 1.9 with \( \varepsilon = -1 \) to the solution space with \( \varepsilon = +1 \) (Lemma 4.2). Next, we replace the discrete data in Problem 1.9 by additional contours and jump relations, obtaining Problem 4.3 which is equivalent owing to Theorem 2.5. Finally, we will use the symmetries of the jump matrix for Problem 4.3 with \( \varepsilon = -1 \) and a theorem of Zhou [41, Theorem 9.3] to conclude that there exists a unique solution to Problem 4.3 with \( \varepsilon = -1 \). The equivalence of Problems 1.9 and 4.3 implies that Problem 1.9 also has a unique solution, and the isomorphism of solution spaces given by Lemma 4.2 implies there also exists a unique solution to Problem 1.9 with \( \varepsilon = +1 \).

The first step is:

**Lemma 4.2.** The map

\[
M(x, \zeta) \mapsto M^z(x, \zeta) = \sigma_2 M(x, i\zeta) \sigma_2
\]

maps the solution space of the Riemann-Hilbert problem for \( \varepsilon = -1 \) and scattering data

\[
(r, \{\zeta_k\}_{k=1}^N, \{c_k\}_{k=1}^N)
\]

onto the solution space of the Riemann-Hilbert problem for \( \varepsilon = 1 \) and scattering data

\[
(s, \{\eta_k\}_{k=1}^N, \{d_k\}_{k=1}^N)
\]

where

\[
s(\zeta) = r(i\zeta), \quad \eta_k = i\zeta_k, \quad d_k = \overline{\sigma_k}
\]

**Proof.** We claim that \( M^z \) solves the problem with \( \varepsilon = 1 \). First, it is easy to see that

\[
M^z_\pm(x, \zeta) - I = \sigma_2 (M_\pm(x, i\zeta) - I) \sigma_2 = \sigma_2 (C^\mp h)(i\zeta) \sigma_2
\]

for \( h \in L^2(\Sigma) \). A short computation shows that \( \sigma_2 (C^\mp h)(i\zeta) \sigma_2 = (C^\pm h^\pm)(\zeta) \) where \( h^\pm(s) = \sigma_2 i\sigma_2 h(s) \sigma_2 \in L^2(\Sigma) \). Hence \( M^z(x, \cdot) - I = C^\pm h^\pm \) where \( h^\pm \in L^2(\Sigma) \). It remains to check that the jump conditions and residue conditions are satisfied with the transformed data (4.4).

First, we compute, for \( \zeta \in \Sigma \),

\[
M^z_\pm(x, \zeta) = \sigma_2 M_\mp(x, i\zeta) \sigma_2 = \sigma_2 M_\pm(x, i\zeta) v(i\zeta)^{-1} \sigma_2 = M^z_\pm(x, \zeta) v^z(\zeta)
\]

where

\[
v^z(\zeta) = \sigma_2 v(i\zeta)^{-1} \sigma_2 = \begin{pmatrix} r(i\zeta) & \tilde{r}(i\zeta) \\ -s(\zeta) & 1 \end{pmatrix}^{-1} = \begin{pmatrix} 1 - r(i\zeta) \tilde{s}(\zeta) & s(\zeta) \\ -\tilde{s}(\zeta) & 1 \end{pmatrix}
\]

In the last step we used (1.25) and (4.4) to conclude that \( \tilde{r}(i\zeta) = -r(-i\zeta) = s(\zeta) \), and that \( r(i\zeta) = \overline{s(\zeta)} = \tilde{s}(\zeta) \).

Next, we compute, for \( \zeta_k \in \mathcal{Z}^{++} \) and \( \eta_k = i\zeta_k \),

\[
\text{Res}_{z=\eta_k} \ M^z(x, z) = \lim_{z \to \eta_k} \frac{1}{z - \eta_k} M^z(x, z) = \lim_{z \to \eta_k} \frac{1}{z - \eta_k} \sigma_2 M(x, iz) \sigma_2
\]

\[
= \lim_{w \to i\zeta_k} \frac{1}{w - i\zeta_k} \sigma_2 M(x, w) \sigma_2
\]

\[
= (-i) \sigma_2 \left( \text{Res}_{w=-i\zeta_k} M(x, w) \right) \sigma_2
\]

\[
= \lim_{w \to -i\zeta_k} \sigma_2 M(x, w) \sigma_2 e^{ix_k^+ \text{ad}(\sigma_3)} \begin{pmatrix} 0 & 0 \\ \zeta_k & 0 \end{pmatrix}
\]
\[
\lim_{z \to \eta_k} M^\sharp(x, z) e^{-ix\eta_k^2 \text{ad}(\sigma_3)} \begin{pmatrix} 0 & 0 \\ \bar{\sigma_3} & 0 \end{pmatrix}
\]

where in the second to last line we used the identity \( \sigma_2 e^{i\theta \text{ad}(\sigma_3)} \sigma_2 = e^{-i\theta \text{ad}(\sigma_3)} \). The remaining residue conditions follow by symmetry.

We have now proved that the map \( M \mapsto M^\sharp \) takes the solution space of Problem 1.9 with \( \varepsilon = -1 \) into the solution space of Problem 1.9 with \( \varepsilon = 1 \). To show that the map is onto, we note that, by a similar computation, the map

\[
M^\sharp(x, \zeta) \mapsto M(x, \zeta) = \sigma_2 M^\sharp(x, -i\zeta) \sigma_2
\]

maps the solution space of problem with \( \varepsilon = 1 \) to the solution space of problem with \( \varepsilon = -1 \).

\( \square \)

We wish to apply a standard uniqueness result [41, Theorem 9.3] to show that Problem 1.9 with \( \varepsilon = -1 \) has a unique solution. Theorem 2.5 implies that Problem 1.9 is equivalent to the following problem which replaces the discrete data with jumps on small circular contours centered at the points \( \zeta \in \mathcal{Z} \). The augmented contour \( \Sigma' \) is given by

\[
\Sigma' = \Sigma \cup (\cup_{\zeta \in \mathcal{Z}} \gamma_\zeta)
\]

where the contours \( \gamma_\zeta \) are oriented as shown. Observe that, with the chosen orientation, the contour is Schwarz-reflection invariant.

**Figure 4.1.** The Contour \( \Gamma' \)

**Riemann-Hilbert Problem 4.3.** Given \( r \in H^1(\Sigma) \) with \( r(-\zeta) = -r(\zeta) \) and so that (1.26) holds, \( \{\zeta_i, c_i\}_{i=1}^N \), find an analytic function \( M(x, \cdot): \mathbb{C}\setminus(\Sigma \cup \mathcal{Z}) \to SL(2, \mathbb{C}) \) with \( M_{\pm}(x, \cdot) - I \in \partial C(L^2) \)
and $M_+(x, \zeta) = M_-(x, \zeta)e^{-ix\zeta^2 \text{ad}(\sigma)}u'(\zeta)$ where

$$v'(\zeta) = \begin{cases} 
\left( \begin{array}{cc}
1 - r(\zeta)\bar{r}(\zeta) & r(\zeta) \\
-\bar{r}(\zeta) & 1 
\end{array} \right), & \zeta \in \Sigma \\
\left( \begin{array}{cc}
1 & 0 \\
\frac{c_i}{\zeta + \zeta_i} & 1 
\end{array} \right), & \zeta \in \pm \gamma_i \\
\left( \begin{array}{cc}
1 & -\frac{c_i}{\zeta + \zeta_i} \\
0 & 1 
\end{array} \right), & \zeta \in \pm \gamma_i^* 
\end{cases} \quad (4.7)$$

The jump matrix $v'(\zeta)$ admits the factorization $v'(\zeta) = (I - w_x^-)^{-1}(I + w_x^+)$ where $w_x^\pm = e^{-ix\zeta^2 \text{ad}(\sigma)}w^\pm$ and $w^\pm$ are given by

$$w^+ = \begin{cases} 
\left( \begin{array}{cc}
0 & 0 \\
-\bar{r}(\zeta) & 0 
\end{array} \right), & \zeta \in \Sigma, \\
\left( \begin{array}{cc}
0 & 0 \\
\frac{c_i}{\zeta + \zeta_i} & 0 
\end{array} \right), & \zeta \in \pm \gamma_i, \\
\left( \begin{array}{cc}
0 & -\frac{c_i}{\zeta + \zeta_i} \\
0 & 0 
\end{array} \right), & \zeta \in \pm \gamma_i^* 
\end{cases} \quad (4.8)$$

We now consider Problem 1.9 with $\varepsilon = -1$ and show that this problem is uniquely solvable. In this case we have

$$\hat{r}(\zeta) = -\overline{r(\zeta)} \quad (\varepsilon = -1). \quad (4.9)$$

By Theorem 2.2, there exists a unique solution to Problem 4.3 if and only if there exists a unique solution $\mu$ to the Beals-Coifman integral equation

$$\mu = I + \mathcal{C}_w\mu \quad (4.10)$$

where, for a matrix-valued function $h \in L^2(\Sigma')$,

$$\mathcal{C}_w h = C^+(hw_x^-) + C^-(hw_x^+) \quad (4.11)$$

and $C^\pm$ are Cauchy projectors for the augmented contour. The solution $\mu$ is related to the boundary values $M_\pm$ by the formulas

$$\mu = M_+(I + w_x^+)^{-1} = M_-(I - w_x^-)^{-1}. \quad (4.12)$$

We seek a solution $\mu$ with $\mu - I \in L^2(\Sigma')$ and note that $\mathcal{C}_w I$ belongs to $L^2(\Sigma')$ by the assumed properties of the scattering data. Proposition 4.2 of [41] shows that $I - \mathcal{C}_w$ is a Fredholm operator of index 0: thus, to show that the Beals-Coifman integral equation has a unique solution, it suffices to show that the only solution to the equation $\mu_0 = \mathcal{C}_w\mu_0$ with $\mu_0 \in L^2(\Sigma')$ is the zero vector. Owing to Lemma 4.2, it suffices to show that this is the case when $\varepsilon = -1$. 
We now observe that the jump matrix (4.7) has the following properties. For a matrix-valued function $C$ on $\Sigma$, denote by $C^t(z)$ the function $C^t(z) = C^t(z^*)^\dagger$. First,

$$A = v'\big|_R = \begin{pmatrix} 1 + |r|^2 & r \\ \bar{r} & 1 \end{pmatrix}$$

has the property that $A + A^* \geq 0$. Second, we claim that for $\zeta \in \Sigma \setminus \mathbb{R}$, $(v')^t(\zeta) = v'(\bar{\zeta})$. For $\zeta \in \Gamma_i$ and $\bar{\zeta} \in \Gamma_i^*$, this is an immediate consequence of the formulas (4.7). For $\zeta \in \Sigma \setminus \mathbb{R} = i\mathbb{R}$, we compute from (4.9) and $r(-\zeta) = -r(\zeta)$ that $\bar{r}(\zeta) = \bar{r}(\bar{\zeta})$. Hence, $r(\bar{\zeta}) = -\bar{r}(\zeta)$, $-\bar{r}(\zeta) = \bar{r}(\bar{\zeta})$ so that

$$(v')^t(\zeta) = \begin{pmatrix} 1 + |r|^2 & r \\ \bar{r} & 1 \end{pmatrix}$$

and $(v')^t(\zeta) = v'(\bar{\zeta})$. From [41, Theorem 9.3] we conclude:

**Proposition 4.4.** There exists a unique solution to Problem 4.3 in the case $\epsilon = -1$.

Proposition 4.4 and Lemma 4.2 together imply:

**Proposition 4.5.** There exists a unique solution to Problem 4.3 in the case $\epsilon = +1$.

Propositions 4.4 and 4.5 together with Theorem 2.5 now conclude the proof of Theorem 4.1.

**Remark 4.6.** We can now use the unique solvability of Problem 1.9 and equations (4.1)–(4.2) to conclude that the unique solution to Problem 1.9 possesses these symmetries. From the symmetries of $M$ we can deduce that the solution $\mu$ to the Beals-Coifman integral equation (2.4) obeys

(4.13) $$\mu(x, -\zeta) = \begin{pmatrix} \mu_{11}(x, \zeta) & -\mu_{12}(x, \zeta) \\ -\mu_{21}(x, \zeta) & \mu_{22}(x, \zeta) \end{pmatrix}$$

(4.14) $$\mu(x, \bar{\zeta}) = \begin{pmatrix} \mu_{22}(x, \zeta) & \bar{\mu}_{21}(x, \zeta) \\ \bar{\mu}_{12}(x, \zeta) & \bar{\mu}_{11}(x, \zeta) \end{pmatrix}$$

4.2. Second Riemann-Hilbert Problem. We now turn to the analysis of Riemann-Hilbert Problem 1.10, again setting $t = 0$ for convenience. In the introduction, we assumed that the given data $\rho$ belonged to the space $H^{2,2}(\mathbb{R})$. Here we will begin with a slightly weaker assumption (which will be important at a key point in the proof of Theorem 4.13–see Lemma 4.18 and its proof). Let

(4.15) $$Y = \left\{ \rho \in L^{2,5/4}(\mathbb{R}) : \rho' \in L^{2,3/4}(\mathbb{R}), \inf_{\lambda \in \mathbb{R}} (1 - \lambda|\rho(\lambda)|^2) > 0 \right\}.$$ 

We will connect Problems 1.9 and 1.10 under these assumptions by setting

(4.16) $$r(\zeta) = \zeta\rho(\zeta^2).$$

A short computation shows that, if $r$ is given by (4.16) for $\rho \in Y$, then $r \in H^{1,1}(\Sigma)$. On the other hand, for $\rho \in Y$, the jump matrix $J(\lambda)$ in Problem 1.10(iii) satisfies $J(\lambda) - I \in L^2(\mathbb{R}) \cap L^\infty(\mathbb{R})$. As we will see, the function $\rho$ becomes the scattering data in Problem 1.10.

We will prove:

**Theorem 4.7.** Suppose that $\rho \in Y$ and that $\{\lambda_j, C_j\}_{j=1}^N$ is a sequence from $\mathbb{C}^+ \times \mathbb{C}^\times$. There exists a unique solution to Problem 1.10 with data $D = (\rho, \{\lambda_j, C_j\}_{j=1}^N)$ for either sign of $\epsilon$. 
Theorem 4.7 is a direct consequence of Propositions 4.11 and 4.12 below. We begin by showing how to construct a solution of Problem 1.10 from the unique solution of Problem 1.9 for \( r \) given by (4.16) and \( \{\zeta, c_j\} \) given by the inverse map of (1.20). From Remark 4.6, it follows that the unique solution \( M \) of Problem 1.9 takes the form

\[
M(x, \zeta) = \begin{pmatrix} M_{11}(x, \zeta) & M_{12}(x, \zeta) \\ \zeta M_{12}(x, \zeta) & M_{11}(x, \zeta) \end{pmatrix}
\]

where

\[
M_{11}(x, -\zeta) = M_{11}(x, \zeta), \quad M_{12}(x, -\zeta) = -M_{12}(x, \zeta).
\]

Let \( \varphi_\zeta \) be the automorphism

\[
\varphi_\zeta \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} a & \zeta^{-1}b \\ \zeta c & d \end{pmatrix}
\]

and define a \( 2 \times 2 \) matrix-valued function \( N(x, \lambda) \) by

\[
N(x, \zeta^2) = \varphi_\zeta (M(x, \zeta))
\]

which is well-defined because the right-hand side is an even function of \( \zeta \). If \( r \) is an odd function on \( \Sigma \) then \( r(\zeta)/\zeta \) induces an even function on \( \mathbb{R} \) by the formula

\[
\rho(\zeta^2) = \zeta^{-1}r(\zeta)
\]

which motivates the assumption (4.16). The map \( \zeta \mapsto \zeta^2 \) maps \( \Sigma \) onto \( \mathbb{R} \) and \( \mathbb{Z}^+ \) onto the set \( \Lambda = \{\lambda_i\}_{i=1}^N \) where \( \lambda_i = \zeta_i^2 \). The set \( \mathbb{Z} \) is mapped onto the set of the \( \lambda_i \) and their complex conjugates. A computation shows that the row-vector valued function

\[
n(x, \lambda) = (N_{11}(x, \lambda), N_{12}(x, \lambda))
\]

obeys Problem 1.10, where \( \rho \) and \( \lambda_i \) have already been defined and \( C_j = 2c_j \). The factor of 2 relating \( c_j \) and \( C_j \) comes from the quadratic change of variables. Corresponding to the assumption (1.26) on \( r \), we assume that (1.19) holds for a positive constant \( c \).

**Figure 4.2. Contours for Problem 1.10 and Problem 4.8**

RHP with Contour \( \mathbb{R} \) and Discrete Data

RHP with augmented contour \( \mathbb{R} \cup \Gamma_1 \cup \Gamma_1^* \)
We also record the equivalent Riemann-Hilbert problem in which the discrete data are replaced by new contours and associated jump conditions. We denote by $\Gamma_i$ and $\Gamma_i^\ast$ small circular contours centered respectively at $\lambda_i$ and $\overline{\lambda_i}$ (see Figure 4.2). Finally, we set $\Lambda' = \bigcup_{i=1}^N (\Gamma_i \cup \Gamma_i^\ast)$.

**Riemann-Hilbert Problem 4.8.** Given $\rho$ satisfying (4.16) and (1.19) and a sequence $\{\lambda_k, C_k\}_{k=1}^N$ from $\mathbb{C}^+ \times \mathbb{C}^\times$, find a row vector-valued function $n(x, \cdot)$ on $\mathbb{C} \setminus (\mathbb{R} \cup \Lambda')$ with the following properties:

(i) $n(x, z)$ has continuous boundary values on $\mathbb{R}$ with

$$n_\pm(x, \cdot) - (1, 0) \in \partial C(L^2),$$

and $n_+(x, \lambda) = n_-(x, \lambda)e^{-i\lambda x \text{ad}(\sigma)}V(\lambda)$ where

$$V(\lambda) = \begin{pmatrix} 1 - \rho(\lambda)\hat{\rho}(\lambda) & \rho(\lambda) \\ -\lambda\hat{\rho}(\lambda) & 1 \end{pmatrix}$$

and $\hat{\rho}(\lambda) = \overline{\rho(\lambda)}$.

(ii) $n(x, z)$ has continuous boundary values on each $\Gamma_i$, $\Gamma_i^\ast$ and for $\lambda \in \Gamma_i$ (resp. $\lambda \in \Gamma_i^\ast$) the jump relation $n_+(x, \lambda) = n_-(x, \lambda)\lambda \hat{\rho}(\lambda)$ holds, where

$$V(\lambda)|_{\Gamma_k} = \begin{pmatrix} 1 & 0 \\ \lambda C_k & \lambda - \lambda_k \end{pmatrix}^T, \quad \text{resp.} \quad V(\lambda)|_{\Gamma_k^\ast} = \begin{pmatrix} 1 & \frac{\epsilon C_k}{\lambda - \lambda_k} \\ 0 & 1 \end{pmatrix}^T$$

**Remark 4.9.** To formulate the Beals-Coifman integral equations for Problem 1.10, we use the factorization $V(\lambda) = (I - W^-)^{-1}(I + W^+)$ where

$$W^-(W^+) = \begin{cases} \begin{pmatrix} 0 & \rho \\ 0 & 0 \end{pmatrix}, & \lambda \in \mathbb{R} \\ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \lambda \in \Gamma_k \\ \begin{pmatrix} 0 & \frac{\epsilon C_k}{\lambda - \lambda_k} \\ 0 & 0 \end{pmatrix}, & \lambda \in \Gamma_k^\ast \end{cases}$$

**Lemma 4.10.** Any solution of Problem 1.9 with $r$ given by (4.16) and $\rho$ satisfying (1.19) induces a solution of Problem 1.10 via the formulas

$$n_1(x, z^2), n_2(x, z^2) = (M_{11}(x, z), z^{-1}M_{12}(x, z)).$$

**Proof.** It is easy to see that the jump relations and residue condition in Problem 1.9 satisfied by $M$ imply that the jump relations and residue conditions for Problem 1.10 are satisfied by $n$ as defined by (4.20). It remains to show that $n$ satisfies the condition $n_\pm(x, \cdot) - (1, 0) \in \partial C(L^2)$.

To this end we show that a solution $(\mu_1(x, \zeta), \mu_2(x, \zeta))$ of the Beals-Coifman integral equations for Problem 4.3 (see Appendix A.1) induces a solution $(\nu_1(x, \lambda), \nu_2(x, \lambda))$ of the Beals-Coifman integral equations for Problem 1.10 (see Appendix A.2) via the formulas

$$\nu_1(x, \zeta^2) = \mu_1(x, \zeta), \quad \nu_2(x, \zeta^2) = \zeta^{-1}\mu_2(x, \zeta).$$

We then show that $\nu_1(x, \cdot) - 1$ and $\nu_2(x, \cdot)$ belonging to $L^2(\mathbb{R} \cup \Lambda')$ Given these properties of $\nu$, one can express

$$n_\pm - I = C_\pm(\nu(W_x^+ + W_x^-)).$$
(where \( \nu = (\nu_{11}, \nu_{12}) \)). One can then use, the facts that \( W_x^\pm \in L^2(\mathbb{R}) \cap L^2(\mathbb{R} \cup \Lambda') \) and that \( \nu_{11}(x, \cdot) - 1 \) and \( \nu_{12}(x, \cdot) \in L^2(\Lambda') \) to deduce that \( n^\pm - (1, 0) \in \partial C(L^2) \) as required.

To show that the functions \( \nu_{11} \) and \( \nu_{12} \) defined by (4.21) have the required properties, we show that the integral equations (A.7) – (A.10) for \( (\mu_{11}, \mu_{12}) \) imply the integral equations (A.20) – (A.23) (recall that \( \mu_{11}(x, \cdot) \) is analytic in the discs enclosed by \( \gamma_j^+ \), while \( \mu_{12}(x, \cdot) \) is analytic in the discs enclosed by \( \gamma_j \), so that the Cauchy integrals in (A.1) – (A.6) are actually equal to their discrete counterparts in (A.7) – (A.10)).

In the discrete sums, we use the formulae

\[
\frac{1}{\zeta - \zeta_j} - \frac{1}{\zeta + \zeta_j} = \frac{2\zeta_j}{\zeta^2 - \zeta_j^2}, \quad \frac{1}{\zeta - \zeta_j} + \frac{1}{\zeta + \zeta_j} = \frac{2\zeta}{\zeta^2 - \zeta_j^2}.
\]

In the terms involving Cauchy projectors for \( \Sigma \), we use formula

\[
(C_{\Sigma}^\pm f)(\zeta) = (C_{\mathbb{R}}^\pm g)(\zeta^2) + \zeta (C_{\mathbb{R}}^\pm h)(\zeta^2).
\]

valid for \( f \in H^{1,1}(\Sigma) \), where

\[
g(u) = \frac{1}{2} \left( f(\sqrt{u}) + f(-\sqrt{u}) \right), \quad h(u) = \frac{(f(\sqrt{u}) - f(-\sqrt{u}))}{2\sqrt{u}}
\]

(see §2.4 of Paper I for discussion and references). We also exploit the fact that \( \mu_{11}(x, \cdot) - 1 \) and \( \mu_{12}(x, \cdot) \) belong to \( H^1(\Sigma) \) while \( r \) and \( \tilde{r} \) belong to \( H^{1,1}(\Sigma) \), together with the facts that \( \mu_{12}(x, \zeta)r_x(\zeta) \) is an even function of \( \zeta \in \Sigma \) while \( \mu_{11}(x, \zeta)r_x(\zeta) \) is an odd function of \( \zeta \) (see (A.11) – (A.12) and recall that \( r \) and \( \tilde{r} \) are odd functions). \( \square \)

From Theorem 4.1 and Lemma 4.10, we have:

**Proposition 4.11.** Let \( (\rho, \{\lambda_k, C_k\}_{k=1}^N) \in Y \times (\mathbb{C}^+ \times \mathbb{C}^\times)^N \). Then, there exists a solution to Problem 1.10.

Given the existence of a solution to Problem 1.10, it is easy to prove that the solution is unique.

**Proposition 4.12.** Suppose that \( n \) and \( n^\sharp \) are two vector-valued solutions to Problem 1.10 where \( r \) is given by (4.16) and \( \rho \) satisfies (1.19). Then \( n = n^\sharp \).

**Proof.** Extend \( n \) and \( n^\sharp \) to matrix-valued functions \( N \) and \( N^\sharp \) by setting

\[
N(x, \lambda) = \begin{pmatrix}
\tilde{\text{Ang}}_2(x, \lambda) & n_2(x, \lambda) \\
n_1(x, \lambda) & n_1(x, \lambda)
\end{pmatrix}
\]

and similarly for \( n^\sharp \). A short computation shows that \( N \) and \( N^\sharp \) obey the jump relations (i) and residue relations (ii). We claim that (1) \( \det N(x, \lambda) = \det N^\sharp(x, \lambda) = 1 \), (2) \( B(x, \lambda) \) is holomorphic near each \( \lambda_k \) and \( \tilde{\lambda}_k \), and (3) the function \( B(x, \lambda) = N(x, \lambda)N^\sharp(x, \lambda)^{-1} \) has no jump across \( \mathbb{R} \) and . If so then \( B(x, \lambda) \) is an entire matrix-valued function with \( \lim_{|\lambda| \to \infty} B(x, \lambda) = I \), and hence \( B(x, \lambda) = I \), proving that \( N = N^\sharp \). Thus it suffices to establish these claims.

To establish the first claim, we can use the formulation in Problem 4.8 to study the determinant of the solution to the contour problem. Since \( \det V(\lambda) = 1 \), it follows that the determinant of \( N \) has no jumps across the contours so that the determinant is holomorphic. Next, we claim that

\[
\lim_{|\lambda| \to \infty} N^*(x, z) = \begin{pmatrix}
1 & 0 \\
\text{e}^s(x) & 1
\end{pmatrix},
\]

where \( N^* \) is either \( N \) or \( N^\sharp \) for a bounded function \( \text{e}^s(x) \) (we establish this claim at the end of the proof). If so, it follows from Liouville’s theorem that \( \det N(x, \lambda) = \det N^\sharp(x, \lambda) = 1 \) so that the function \( B(x, \lambda) \) is well-defined.
Second, a short computation using the residue conditions shows that $B(x, \lambda)$ has no singularity at the points $\lambda_k$ and $\lambda_k^\ast$.

Third, the continuity of $B(x, \lambda)$ across the real axis is an immediate consequence of the fact that $N$ and $N^\dagger$ obey the same jump relation there.

This proves the required uniqueness, modulo the claim (4.23). Observe that

$$N(x, z) = I + \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{N_-(x, \lambda)(V(\lambda, x) - I)}{\lambda - z} d\lambda$$

$$+ \sum_j \frac{1}{z - \lambda_j} \begin{pmatrix} \alpha_j & 0 \\ 0 & \beta_j \end{pmatrix} + \sum_j \frac{1}{z - \bar{\lambda}_j} \begin{pmatrix} 0 & \varepsilon \beta_j \\ \varepsilon \beta_j & 0 \end{pmatrix}$$

for $\alpha_j$ and $\beta_j$ independent of $z$ (but possibly depending on $x$), so that in particular

$$N_{11}(x, z) = 1 + O(z^{-1})$$

$$zN_{12}(x, z) = -\int_{\mathbb{R}} N_-(x, \lambda)(V(\lambda, x) - I) d\lambda - \sum_j \varepsilon \beta_j + o(1).$$

Since $N_{12}(x, z) = \varepsilon zN_{21}(x, \bar{z})$ and $N_{22}(x, z) = N_{11}(x, \bar{z})$, this proves the required asymptotics (4.23). \[\square\]

4.3. Lipschitz Continuity of the Inverse Scattering Map. In this section we analyze the Beals-Coifman integral equations (A.14)–(A.19) in order to prove the following continuity result about the inverse scattering map. In most of this section, we will assume that $\rho \in H^{2,2}(\mathbb{R})$, and at a key point we exploit the fact that bounded subsets of $H^{2,2}(\mathbb{R})$ are precompact in the space $Y$ considered in Section 4.2. Recall Definition 1.5 which defines a bounded subset of $V_N$.

**Theorem 4.13.** The inverse scattering map

$$\mathcal{I} : V_N \to U_N$$

$$(\rho, \{\lambda_j, C_j\}_{j=1}^N) \mapsto q$$

is Lipschitz continuous as a map from $V_N$ to $H^{2,2}(\mathbb{R})$, and uniformly Lipschitz on bounded subsets of $V_N$. Moreover, $\mathcal{I} : V_N \to U_N$, $\mathcal{I} \circ \mathcal{R}$ is the identity on $U_N$ and $\mathcal{R}$ is one-to-one as a map from $U_N$ onto $V_N$.

The complete proof of this theorem follows in outline the proof of Theorem 1.9 in section 6 of Paper I. That is,

1. We prove that the “right” Riemann-Hilbert problem, Problem 1.10 and the reconstruction formula (1.28) yield a Lipschitz continuous map from $V_N$ to $H^{2,2}(a, \infty)$ for any $a \in \mathbb{R}$.

2. We prove that an analogous “left” Riemann-Hilbert problem and its reconstruction formula yield a Lipschitz continuous map from $V_N$ to $H^{2,2}(-\infty, a)$ for any $a \in \mathbb{R}$.

3. We show that the left- and right-hand reconstructions of $q$ from the same scattering data coincide on $(-a, a)$ for any $a \in \mathbb{R}$.

4. We show that $\mathcal{I} \circ \mathcal{R}$ is the identity on $U_N$.

Here we will show how the analysis of Paper I, section 6 must be modified to accommodate solitons in order to carry out step (1). The modifications to step (2) are analogous and the argument for step (3) is identical to that given in Paper I, Lemma 6.16. The argument for step (4) rests (as is standard) on the uniqueness of Beals-Coifman solutions, compare Proposition 6.17 in Paper I.
Thus, in what follows, we will discuss the details of step (1) only. In Appendix B, we derive the left-hand Riemann-Hilbert problem.

We will prove the Lipschitz continuity using equations (A.20)–(A.23) and the reconstruction formula (A.24). In what follows, we will first make a reduction of the integral equations. Next, we will prove continuity of the solution and its $x$ and $\lambda$ derivatives in $D$. We will use this continuity and the reconstruction formula A.24 to prove Lipschitz continuity of the inverse scattering map.

First, we reformulate (A.20)–(A.23). Let

\[(4.24)\quad X = (\mathbb{C} \oplus L^2(\mathbb{R})) \oplus \mathbb{C}^N\]

and regard

\[(4.25)\quad \nu^\beta = (\nu_{11}(x, \lambda), \{\nu_{11}(x, \lambda_j)\}_{j=1}^N)\]

as an element of $X$ for each $x$. Iterating equations (A.20)–(A.23) we find

\[(4.26)\quad \nu^\beta = e^{K_x} \nu^\beta\]

where $e = (1, \{1, \ldots, 1\}) \in X$ and $K_x : X \to X$ is defined as follows. For $(v, h) \in X$ we have

\[(4.27)\quad K_x(v, h) = (K_{00} v, K_{10} v, K_{11} h)\]

where

\[(4.28)\quad (K_{00}v)(\lambda) = (S_x v)(\lambda) + \sum_j \frac{C_{j,x} \lambda_j}{\lambda - \lambda_j} C_R (\rho_x(\cdot) v(\cdot))(\lambda_j)\]

\[(4.29)\quad (K_{01}h)(\lambda) = -\sum_j h_j \overline{C_{j,x}} C^- \left[ \frac{\rho_x(\cdot)}{\lambda - \lambda_j} \right](\lambda) + \sum_{j,k} \frac{\varepsilon \lambda_j C_{j,x} \overline{C_{k,x}}}{(\lambda - \lambda_j)(\lambda - \lambda_k)} h_k\]

\[(4.30)\quad (K_{10}v)_i = -\varepsilon C_R \left[ \frac{\rho_x(\cdot) C^+(\rho_x(\cdot) h(\cdot))}{\lambda_i} \right](\lambda_i) + \sum_j \frac{C_{j,x}}{\lambda_i - \lambda_j} C_R (\rho_x(\cdot) v(\cdot))(\lambda_j)\]

\[(4.31)\quad (K_{11}h)_i = -\sum_j h_j \overline{C_{j,x}} C_R \left[ \frac{\rho_x(\cdot)}{\lambda_i - \lambda_j} \right](\lambda_j) + \sum_{j,k} \frac{\varepsilon \lambda_j C_{j,x} \overline{C_{k,x}}}{\lambda_i - \lambda_j} h_k\]

In (4.28)

\[(4.32)\quad (S_x h)(\lambda) = -\varepsilon C^- \left[ \frac{\rho_x(\cdot) C^+(\rho_x(\cdot) h(\cdot))}{\lambda_i} \right](\lambda),\]

\[(4.33)\quad \rho_x(\lambda) = e^{-2i\lambda x} \rho(\lambda), \quad C_{j,x} = C_j e^{2i\lambda_j x},\]

and all of the remaining operators are of finite rank. We will usually suppress the dependence of $K_x$ on the scattering data $D = (\rho, \{\lambda_j, C_j\}_{j=1}^N)$ but sometimes write $K_x(D)$ when needed to make the dependence explicit.

Setting $\nu^\beta = \nu^\beta - e$ and

\[(4.34)\quad X^\beta = L^2(\mathbb{R}) \oplus \mathbb{C}^N\]

we obtain the equation

\[(4.35)\quad \nu^\beta = K_x e + K_x \nu^\beta\]
We will use this equation to study Lipschitz continuity of $\nu$ in $\mathcal{D}$, and use the reconstruction formula (A.24) to prove continuity of $q$ in $\mathcal{D}$. To see what estimates are needed, we write

$$\nu^j = \left(1 + \nu_0, \{\nu_j(x)\}_{j=1}^N\right)$$

and see that the reconstruction formula is $q(x) = q_1(x) + q_2(x) + q_3(x)$ where

$$q_1(x) = \frac{1}{\pi} \int_{\mathbb{R}} e^{-2i\lambda x} \rho(\lambda) d\lambda, \quad q_2(x) = \frac{1}{\pi} \int_{\mathbb{R}} e^{-2i\lambda x} \rho(\lambda) \nu_0(x, \lambda) d\lambda,$$

$$q_3(x) = \sum_{j=1}^N 2i e^{\gamma_{j,x}^j} \nu_j(x)$$

First, the map $\rho \mapsto q_1$ is Lipschitz from $H^{2,2}(\mathbb{R})$ to itself owing to mapping properties of the Fourier transform.

Second, to show that $\mathcal{D} \mapsto q_2$ is Lipschitz continuous from $V_N$ to $H^{2,2}([a, \infty))$, we need estimates on $\nu_0(x, \lambda)$ and its derivatives in the space $L^2((a, \infty) \times \mathbb{R}, dx d\lambda)$. The formulas

$$x^2 q_2(x) = \frac{1}{4\pi} \int_{\mathbb{R}} e^{-2i\lambda x} \rho(\lambda)_{\lambda\lambda}(x, \lambda, \lambda) d\lambda,$$

$$q_2(x) = \frac{1}{\pi} \int_{\mathbb{R}} e^{-2i\lambda x} (-4\lambda^2 \rho(\lambda) \nu_0(x, \lambda)) d\lambda + \frac{1}{\pi} \int_{\mathbb{R}} \rho(\lambda)(\nu_0(x, \lambda))_{x,xx} d\lambda$$

imply that, in order to show that $\mathcal{D} \mapsto q_2$ is Lipschitz continuous from $V_N$ to $H^{2,2}(\mathbb{R})$, it suffices to show that

$$\nu_0, \quad (\nu_0)_x, \quad (\nu_0)_{xx}, \quad (\nu_0)_\lambda, \quad \lambda^{-1}(\nu_0)_{\lambda\lambda}$$

are Lipschitz continuous from $V_N$ to $L^2((a, \infty) \times \mathbb{R})$.

Third, the function $q_3(x)$ is a sum of decaying exponential functions of $x$ as $x \to \infty$ multiplied by the functions $\nu_j(x)$. Thus, to show that $x^2 q_3(x)$ and $(q_3)_{x,xx}(x)$ belong to $L^2(a, \infty)$, it suffices to show that the functions $\nu_j(x)$ and their second derivatives in $x$ are bounded.

In order to prove these statements, it suffices to prove that:

1. The resolvent $(I - K_x)^{-1}$ is a bounded operator from $X^2$ to itself uniformly in $x \in (a, \infty)$ so that it may be “lifted” to a bounded operator from $L^2((a, \infty), X^2)$ to itself
2. The inhomogeneous term $K_x e^t$ together with appropriate derivatives in $x$ and $\lambda$ belong to the space $L^2((a, \infty), X^2)$, and
3. The integral equation (4.26) can be differentiated in $x$ and $\lambda$ to obtain estimates on $x$ and $\lambda$ derivatives of $\nu_0$ and $x$ derivatives of $\nu_j$.

We will prove the following propositions in three subsections. In what follows, we denote by $W$ a bounded subset of $V_N$ in the sense of Definition 1.5, and by $\mathcal{D}$ a generic element of $W$.

**Proposition 4.14.** The unique solution $\nu^j$ of (4.35) satisfies

$$\|\nu^j\|_{L^2([a, \infty), X^2)} \leq 1$$

with estimates uniform in $\mathcal{D} \in W$. 
Proposition 4.15. The estimates
\[ \|v_0\|_{L^2([a,\infty) \times \mathbb{R})} + \|\langle \cdot \rangle^{-1}v_0\lambda(\cdot, \cdot)\|_{L^2([a,\infty) \times \mathbb{R})} \leq 1 \]
and
\[ \|v_0\|_{L^\infty([a,\infty) \times \mathbb{R})} + \|\langle \cdot \rangle^{-1}v_0\lambda(\cdot, \cdot)\|_{L^\infty([a,\infty) \times \mathbb{R})} \leq 1 \]
holds uniformly for \( D \in W \). Moreover, the maps \( D \to v_\lambda \) and \( D \to \langle \cdot \rangle^{-1}v_\lambda \) are Lipschitz continuous.

Proposition 4.16. Denote by \( v^d(x, \cdot) \) the unique solution to (4.35). Then \( v^d, (v^d)_x, \) and \( (v^d)_{xx} \) all belong to \( L^2([a,\infty), X^d) \) with norms bounded uniformly in \( \rho \) in a fixed bounded subset of \( H^{2,2}(\mathbb{R}) \) with \((1 - \lambda|\rho(\lambda)|^2 \geq c > 0 \) for a fixed \( c \), and \( \{\lambda_j, C_j\} \) in a fixed compact subset of \((\mathbb{C}^+ \times \mathbb{C}^+)^N\).

Proof of Theorem 4.13, given Propositions 4.14–4.16. Recall from the discussion following the statement of Theorem 4.13 that we give details only for Step (1) of the four steps since step (2) is similar to step (1) while steps (3) and (4) follow closely the argument of Paper I.

To carry out step (1), we note that Propositions 4.14–4.16 immediately imply that the functions (4.37) are Lipschitz in the scattering data and that the functions \( v^d_\lambda \) are bounded Lipschitz functions of the scattering data. This gives the necessary control to prove that \( q_2 \) and \( q_3 \) in (A.24) have the required continuity properties as maps from \( W \) to \( H^{2,2}(\mathbb{R}) \).

4.3.1. Resolvent Estimates, \( L^2 \) Estimates on \( v^d \). We begin the study of (4.35). It is easy to see that \( K_x e \in X^d \) if \( \rho \in H^{2,2}(\mathbb{R}) \). Thus, to solve (4.35) for \( v^d \), we need to show that \((I - K_x)^{-1}\) exists. First, we observe:

Lemma 4.17. The operator \( I - K_x : X^d \to X^d \) is Fredholm and
\[ \lim_{x \to \infty} \sup_{D \in W} \|K_x\|_{X^d \to X^d} = 0 \]
where \( D \) in a bounded subset \( W \) of \( V_N \).

Proof. The operator \( K_x \) is a finite-rank perturbation of the operator \( S_x : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \) given by (4.32). The operator \( S_x \) was shown to be compact in Paper I, Lemma 6.7. In the same Lemma we showed that \( |S_x|_{L^2 \to L^2} = 0 \) uniformly for \( \rho \) in a bounded subset of \( H^{2,2}(\mathbb{R}) \). Coefficients of all remaining terms have exponential decay at least \( O(e^{-d_\lambda x/2}) \) as \( x \to \infty \) owing to factors \( C_j, x \) or their complex conjugates. This decay rate is uniform in bounded subsets of \( V_N \) since \( d_\lambda \) has a fixed lower bound on such sets.

We seek an estimate on \( \|(I - K_x)^{-1}\|_{X^d \to X^d} \) uniform in \( D \) in a bounded subset of \( V_N \) and \( x \in [a, \infty) \) for any fixed \( a \). It follows from Lemma 4.17 that, given a bounded subset \( W \) of \( V_N \), there is an \( R > 0 \) depending on \( W \) so that
\[ \sup_{D \in W, x \geq R} \|K_x\|_{X^d \to X^d} < 1/2 \]
so that
\[ \sup_{D \in W, x \geq R} \|(I - K_x)^{-1}\|_{X^1 \to X^1} \leq 2. \]

Thus, to obtain a uniform resolvent bound, it suffices to estimate the resolvent for \( D \in W \) and \( a \leq x \leq R \) for a fixed \( a \). To do so we exploit the following facts:

1. For data \( D \in Y \times (\mathbb{C}^+ \times \mathbb{C}^+)^N \), the operator \( K_x \) is bounded from \( X \) to itself
(2) the resolvent exists for $\mathcal{D} = (\rho, \{\lambda_j, C_j\}) \in Y \times (\mathbb{C}^+ \times \mathbb{C}^\times)^N$ and the map

$$(\rho, \{\lambda_j, C_j\}_j^{N}) \mapsto (I - \mathcal{K}_x)^{-1}$$

is continuous.

(3) If $W$ is a bounded subset of $V_N$, then $W$ is compactly embedded in $Y \times (\mathbb{C}^+ \times \mathbb{C}^\times)^N$.

Together, these three facts imply that the image of $W \times [a, r]$ in $B(X^2 \to X^2)$ is a precompact set, hence bounded, for any $-\infty < a < r < \infty$.

We will prove:

**Lemma 4.18.** For any bounded subset $W$ of $V_N$ and any $-\infty < a < r < \infty$,

$$
\sup_{(\mathcal{D}, x) \in W \times [a, r]} \| (I - \mathcal{K}_x)^{-1} \|_{X^2 \to X^1} \leq 1
$$

**Proof.** We check assertions (1)–(3) above.

(1) For $\rho \in Y$ it is immediate that $\rho, \lambda \rho \in L^2(\mathbb{R})$. To see that $\rho, \lambda \rho \in L^2(\mathbb{R})$ we use the conditions on $\rho$ to show that $(\rho^2)'$ and $(\lambda^2 \rho^2)'$ are integrable. These estimates suffice to prove the claimed operator bounds from (4.28)–(4.31).

(2) Existence follows from Lemma 4.17, the uniqueness Theorem 4.7, and Fredholm theory.

(3) The compactness now follows from the compact embedding of $Y$ in $H^{2,2}(\mathbb{R})$ and the fact that the $\lambda_j, C_j$ that occur in a bounded subset of $V_n$ run through compact subsets of $\mathbb{C}^+$ and $\mathbb{C}^\times$. □

For $\mathcal{D} = (\rho, \{\lambda_j, C_j\}_j^{N})$, define

$$
\mathcal{D}|_{V_N} = \| \rho \|_{H^{2,2}(\mathbb{R})} + \sup_j |\lambda_j| + \sup_j |C_j|.
$$

Although $V_N$ is not complete in this norm (it does not control lower bounds on $C_j$ and $|\text{Im} \lambda_j|$) it will suffice for the continuity estimates we need.

**Lemma 4.19.** Let $W$ be a bounded subset of $V_N$. The resolvent $(I - \mathcal{K}_x)^{-1}$ satisfies the uniform estimate

$$
\sup_{(x, \mathcal{D}) \in [a, \infty) \times W} \| (I - \mathcal{K}_x)^{-1} \|_{X^2 \to X^1} \leq 1
$$

and the Lipschitz estimate

$$
\| (I - \mathcal{K}_x(\mathcal{D}_1))^{-1} - (I - \mathcal{K}_x(\mathcal{D}_2))^{-1} \|_{X^2 \to X^1} \leq \| \mathcal{D}_1 - \mathcal{D}_2 \|_{V_N}
$$

with uniform Lipschitz constant for $\mathcal{D}_1, \mathcal{D}_2 \in W$.

**Proof.** The uniform estimate is an immediate consequence of Lemmas 4.17 and 4.18. The Lipschitz estimate follows from the second resolvent identity and the estimate

$$
\| \mathcal{K}_x(\mathcal{D}_1) - \mathcal{K}_x(\mathcal{D}_2) \|_{X^2 \to X^1} \leq \| \mathcal{D}_1 - \mathcal{D}_2 \|_{V_N}
$$

which is easily proved from the formulas (4.28)–(4.31). □

Owing to the uniform estimate, we can lift $(I - \mathcal{K}_x)^{-1}$ to an operator which we denote by $(I - \mathcal{K})^{-1}$ on $L^2((a, \infty); X^2)$ by the formula

$$
[(I - \mathcal{K})^{-1} f](x, \lambda) = [(I - \mathcal{K}_x)^{-1} f(x, \cdot)](\lambda).
$$

As an immediate consequence of Lemma 4.19, we have:
Proposition 4.20. Let $W$ be a bounded subset of $V_N$. The resolvent $(I-K)^{-1}$ satisfies the estimates
\[
\|(I-K)^{-1}\|_{\mathcal{B}(L^2([0,\infty);X^1))} \leq 1
\]
with constants uniform in $D \in W$ and
\[
\|(I-K(D_1))^{-1} - (I-K(D_2))^{-1}\|_{\mathcal{B}(L^2([0,\infty);X^1))} \leq |D_1 - D_2|_{V_N}
\]
with constants uniform in $D_1, D_2 \in W$.

To solve (4.35), we also need to control the inhomogeneous term $\mathcal{K}_x e$. Let
\[
f = \mathcal{K}_x e = (f^2(x, \lambda), \{f^j(x, \lambda_j)\}_{j=1}^N).
\]
From (4.27) we see that
\[
f^2 = f_1^2 + f_2^2 + f_3^2 + f_4^2
\]
where
\[
f_1^2(x, \lambda) = \sum_k C_{k,x} \lambda_k \left( \sum_j \frac{\varepsilon C_{j,x}}{\lambda_j - \lambda_k} \right)
\]
\[
f_2^2(x, \lambda) = \sum_k \frac{1}{\lambda - \lambda_k} \left( \int \frac{\rho_x(s)}{s - \lambda} \frac{ds}{2\pi i} C_{k,x} \lambda_k \right)
\]
\[
f_3^2(x, \lambda) = \sum_k \overline{C_{k,x}} C^-(\lambda) \left[ \frac{(\cdot)\rho_x(\cdot)}{(\cdot) - \lambda} \right] (\lambda)
\]
\[
f_4^2(x, \lambda) = -\varepsilon C^- \left\{ C^+ [\rho_x(\cdot)](\cdot) \overline{\rho_x(\cdot)} \right\} (\lambda)
\]
We can get $f^2(x, \lambda_j), 1 \leq j \leq N$, by substituting $\lambda_j$ for $\lambda \in \mathbb{R}$ and changing the corresponding Cauchy projection $C^-$ to a Cauchy integral over the real line.

Lemma 4.21. For $f^1$ given by (4.39) and indices $i = 1, 2, 3, 4$ and $1 \leq j \leq N$,
\[
\left| f_i^2(x, \lambda_j) \right| + \left| \partial_j f_i^2(x, \lambda_j) / \partial x \right| + \left| \partial^2 f_i^2(x, \lambda_j) / \partial x^2 \right| \lesssim (1 + \|\rho\|_{H^{2,2}(\mathbb{R})})^2
\]
uniformly for $\{\lambda_j, C_j\}$ in a fixed compact subset of $(\mathbb{C}^+ \times \mathbb{C}^\times)^N$ and $x \geq a$.

Lemma 4.22. For $f^1$ given by (4.39) and indices $i = 1, 2, 3$ and $1 \leq j \leq N$
\[
\left( \sup_{0 \leq k \leq 2} \left\| \partial^k f_i^1(\cdot, \lambda_j) / \partial x^k \right\|_{L^2([0,\infty))} \right) \lesssim \left( 1 + \|\rho\|_{H^{2,2}(\mathbb{R})} \right)^2
\]
uniformly for $\{\lambda_j, C_j\}$ in a fixed compact subset of $(\mathbb{C}^+ \times \mathbb{C}^\times)^N$. Moreover
\[
\left( \sup_{0 \leq k \leq 2} \left\| \partial^k f_i^1(\cdot, \cdot) / \partial x^k \right\|_{L^2([0,\infty) \times \mathbb{R})} \right) \lesssim \left( 1 + \|\rho\|_{H^{2,2}(\mathbb{R})} \right)^2
\]
and
\[
\left\| \partial_j f_i^1(\cdot, \cdot) / \partial x \right\|_{L^2([0,\infty) \times \mathbb{R})} + \left\| (\cdot)^{-1} \partial^2 f_i^1(\cdot, \cdot) / \partial \lambda^2 \right\|_{L^2([0,\infty) \times \mathbb{R})} \lesssim \left( 1 + \|\rho\|_{H^{2,2}(\mathbb{R})} \right)^2
\]
with the same uniformity. For $f_4$ we have the following estimates:
\[
\left\| f_4^2(x, \cdot) \right\|_{L^2} \lesssim (1 + |x|)^{-1} \|\rho\|_{H^{2,0}} \|\rho\|_{L^2},
\]
4.19 by differentiating (4.44) immediately
\[ \| \rho \|_{L^2,1} \leq \| \rho \|_{L^2} \]
\[ \| (f_2^\nu)_{x \lambda} \|_{L^2((a, x) \times \mathbb{R})} \leq \| \rho \|_{L^2,1} \]
\[ \| (f_2^\nu)_{x x} \|_{L^2((a, x) \times \mathbb{R})} \leq \| \rho \|_{L^2,1} \]
\[ \| (f_2^\nu)_{\lambda, \cdot} \|_{L^2_{\lambda}} \leq (1 + |x|)^{-1} \| \rho \|_{H^2,2} \]
\[ \| (\cdot)^{-1} (f_2^\nu)_{\lambda, \cdot} \|_{L^2_{\lambda}} \leq (1 + |x|)^{-1} \| \rho \|_{L^2,2} \]

Remark 4.23. These estimates and Sobolev embedding imply that
\[ \| f^\nu \|_{L^p[(a, x); X^\nu]} \leq \left( 1 + \| \rho \|_{H^2,2} \right)^2 \]

Remark 4.24. Since \( \tilde{f} \) and its derivatives are bilinear in the data \( (\rho, \{ \lambda_k \}, \{ C_k \}) \), the estimates used to prove the lemma above can easily be adapted to show that \( \tilde{f} \) and its derivatives are Lipschitz continuous as a function of \( (\rho, \{ \lambda_k \}, \{ C_k \}) \in \mathcal{V}_N \).

Proof. We can establish the inequalities (4.43a)-(4.43e) using the conclusion from Paper I, Lemma 6.5 and (6.14). The other part of the lemma is trivial.

Lemma 4.19, Proposition 4.20, Lemmas 4.21, and 4.22 together with Remark 4.23 immediately imply Proposition 4.14.

4.3.2. \( \lambda \)-Derivatives. Next, we consider \( \lambda \)-derivatives of \( \nu^\tilde{\nu} \). Write
\[ \nu^\tilde{\nu} = (\nu_0, \{ \tilde{\nu}^\nu_j \}_{j=1}^N) = (\nu_0, \tilde{\nu}^\nu) \]
Note that only \( \nu_0 \) depends on \( \lambda \) and obeys the integral equation
\[ \nu_0 = f_1 + K_{00}(\nu_0) + K_{01}(\tilde{\nu}^\nu). \]
We will prove Proposition 4.15 by differentiating (4.44) and using resolvent bounds to estimate the derivatives.

The following estimates allow us to control the third term \( K_{01}(\tilde{\nu}^\nu) \) in (4.44) and its derivatives in \( \lambda \).

Lemma 4.25. Suppose that \( \nu^\tilde{\nu} \in L^2([a, \infty), X^\nu) \). Then
\[ \| [K_{01}(\tilde{\nu}^\nu)]_{\lambda} \|_{L^2([a, \infty) \times \mathbb{R})} \leq \| \rho \|_{H^2,2(\mathbb{R})} \| \tilde{\nu}^\nu \|_{L^2(\mathbb{R}, \mathcal{C}^N)} \]
\[ \| [K_{01}(\tilde{\nu}^\nu)]_{\nu_0} \|_{L^2([a, \infty) \times \mathbb{R})} \leq \| \rho \|_{H^2,2(\mathbb{R})} \| \tilde{\nu}^\nu \|_{L^2(\mathbb{R}, \mathcal{C}^N)} \]
hold, with estimates uniform in \( \{ \lambda_j, C_j \} \) in a compact subset of \((\mathbb{C}^+ \times \mathbb{C}^\nu)^N\). Similar estimates hold, with the same uniformity, if the \( L^2([a, \infty) \times \mathbb{R}) \)-norm is replaced by the \( L^2([a, \infty), L^2(\mathbb{R})) \)-norm.

Proof. These estimates follow from the explicit formula
\[ K_{01}(\tilde{\nu}^\nu) = -\sum_k \tilde{\nu}^\nu_k(x) C_{k, x} C_{\cdot} \left( \frac{(\cdot) \rho_x(\cdot)}{\lambda_k - \lambda_x} \right) (\lambda) \]
\[ + \sum_j \tilde{\nu}^\nu_j(x) C_{j, x} \left( \sum_k \lambda_k C_{k, x} \frac{\lambda_k C_{k, x}}{(\lambda - \lambda_k)(\lambda_k - \lambda_j)} \right) \]
noting that the functions \( C_{j, x} \) are bounded and exponentially decaying in \( x \).
The operator $K_{00} = S_x + S'$ (cf. (4.28)) where $S_x$ was studied in Paper I and denoted $S$ there. We recall the following estimates from Paper I. Proofs may be constructed from computations in the proof of Paper I, Lemma 6.13.

**Lemma 4.26.** Suppose that $\rho \in H^{2,2}(\mathbb{R})$. The following estimates hold for $h \in L^2([a, \infty) \times \mathbb{R}) \cap L^2([a, \infty), L^1(\mathbb{R}))$

\begin{equation}
\frac{\partial S_x}{\partial \lambda} [h] \leq \|\rho\|_{H^{2,2}} \|h\|_{L^\infty([a, \infty), L^2(\mathbb{R}))}
\end{equation}

\begin{equation}
\frac{\partial^2 S_x}{\partial \lambda^2} [h] \leq \|\rho\|_{H^{2,2}} \|h\|_{L^2([a, \infty), L^1(\mathbb{R}))}
\end{equation}

where $\hat{h}$ denotes the partial Fourier transform of $h(x, \lambda)$ in the second variable, and the implied constants depend only on $a$.

**Remark 4.27.** Using the inequality

$$\|\hat{\psi}\|_{L^1(\mathbb{R})} \leq \|\psi\|_{L^2(\mathbb{R})} + \|\hat{\psi}\|_{L^2(\mathbb{R})}$$

we may rewrite the estimate (4.49) as

\begin{equation}
\frac{\partial^2 S_x}{\partial \lambda^2} [h] \leq \|\rho\|_{H^{2,2}(\mathbb{R})} \left( \|h\|_{L^2([a, \infty) \times \mathbb{R})} + \|\hat{h}\|_{L^2([a, \infty), L^1(\mathbb{R}))} \right)
\end{equation}

Next, we study the operator $S'$.

**Lemma 4.28.** The following estimates hold for the operator $S'$.

\begin{equation}
\|(S'h)_x\|_{L^2([a, \infty) \times \mathbb{R})} \leq \|\rho\|_{H^{2,2}(\mathbb{R})} \|h\|_{L^2([a, \infty), L^1(\mathbb{R}))}
\end{equation}

\begin{equation}
\|(S'h)_\lambda\|_{L^2([a, \infty) \times \mathbb{R})} \leq \|\rho\|_{L^2(\mathbb{R})} \|h\|_{L^2([a, \infty), L^1(\mathbb{R}))}
\end{equation}

\begin{equation}
\|(S')_{xx} h\|_{L^2([a, \infty) \times \mathbb{R})} \leq \|\rho\|_{H^{2,2}(\mathbb{R})} \left( \|h\|_{L^2([a, \infty), L^1(\mathbb{R}))} \right)
\end{equation}

\begin{equation}
\|(S')_{xx} h\|_{L^2([a, \infty) \times \mathbb{R})} \leq \|\rho\|_{H^{2,2}(\mathbb{R})} \left( \|h\|_{L^2([a, \infty), L^1(\mathbb{R}))} \right)
\end{equation}

where the implied constants depend only on $a$ and $\{\lambda_j, C_j\}$.

**Remark 4.29.** In the estimates above, the derivative is taken with respect to $\lambda$ on the composition $S'h$ for (4.51) and (4.52), but the derivative of the operator only with respect to the parameter $x$ is taken in (4.53) and (4.54).

**Proof.** These estimates are easy consequences of the explicit formula

$$(S'h)(x, \lambda) = \sum_{j=1}^{N} \frac{C_j x^j \lambda_j}{\lambda - \lambda_j} C_{R,R} (\rho_x(\cdot) h(x, \cdot)) (\lambda_j)$$

recalling (4.33). \hfill $\square$

**Proof of Proposition 4.15.** We may use (4.44) together with Lemmas 4.25, 4.26, and 4.28 to estimate

$$\|\nu_0\|_{L^2([a, \infty), X^1)} \leq \|(f^2\lambda\|_{L^2([a, \infty) \times \mathbb{R})} + \|(K_{00} v_0)\|_{L^2([a, \infty) \times \mathbb{R})} + \|(K_{01} v_0)\|_{L^2([a, \infty) \times \mathbb{R})}
\leq (1 + \|\rho\|_{H^{2,2}(\mathbb{R})})^2 \left( 1 + \|v_0\|_{L^\infty([a, \infty); L^2(\mathbb{R}))} + \|v\|_{L^2([a, \infty); X^1)} \right)$$
which shows that \(|\nu_0 \lambda|_{L^2([a, \infty) \times \mathbb{R})}\) is bounded uniformly for \(D \in W\).

Differentiating (4.44) a second time yields the equation
\[
\langle \lambda \rangle^{-1} \nu_{0\lambda} + \langle \lambda \rangle^{-1} (K_{00} \nu_0) + \langle \lambda \rangle^{-1} (K_{01} (\nu^*)_{\lambda\lambda}) - \langle x \rangle^{-1} \nu_{0\lambda} (\cdot, \cdot) \rangle_{L^2([a, \infty) \times \mathbb{R})} \leq \left(1 + \|\nu\|_{H^2} \right)^2 \left(1 + \|\nu\|_{L^2([a, \infty), X_1)} + \|\nu_0 \lambda\|_{L^2([a, \infty) \times \mathbb{R})} \right)
\]

Using estimates (4.42) and (4.43) in the first right-hand term, (4.50), (4.52) and Remark 4.27 in the second right-hand term, and (4.46) in the third term, we conclude that
\[
\|\langle \lambda \rangle^{-1} \nu_{0\lambda} (\cdot, \cdot) \rangle_{L^2([a, \infty) \times \mathbb{R})} \leq \left(1 + \|\nu\|_{H^2} \right)^2 \left(1 + \|\nu\|_{L^2([a, \infty), X_1)} + \|\nu_0 \lambda\|_{L^2([a, \infty) \times \mathbb{R})} \right)
\]
which shows that \(\|\langle \lambda \rangle^{-1} \nu_{0\lambda} (\cdot, \cdot) \rangle_{L^2([a, \infty) \times \mathbb{R})}\) is also bounded uniformly for \(D \in W\). Thus, we obtain Proposition 4.15.

4.3.3. \(x\)-Derivatives. We now turn to estimates on \(\nu_{0x}\) and \(\nu_{0xx}\). We will differentiate (4.35) with respect to \(x\) and therefore will need the following estimates on the operators \(\mathcal{K}_x\) and \(\mathcal{K}_{xx}\).

Lemma 4.30. Fix \(a \in \mathbb{R}\) and suppose that \(h = (\hat{h}, h^*) \in X^2\).

(4.55) \[
\sup_{x \geq a} \|\mathcal{K}_x\|_{\mathcal{B}(X^2)} \leq \left(1 + \|\nu\|_{H^2} \right)^2
\]

(4.56) \[
\sup_{x \geq a} \|\mathcal{K}_{xx} h\|_{X^2} \leq \left(1 + \|\nu\|_{H^2} \right)^2 \|h\|_{X^2} + \|\mathcal{K}_x h\|_{L^2}\]
where constants are uniform for \(\{\lambda_j, C_j\}_{j=1}^{N}\) in a compact subset of \((\mathbb{C}^+ \times \mathbb{C}^*)^N\).

Proof. In Paper I, Lemma 6.7, we proved that \(S_x, (S_x)_x\), and \((S_x)_{xx}\) are all bounded operators on \(L^2(\mathbb{R})\). The boundedness of \(S\) and its first two derivatives in \(x\), uniform in \(x \in [a, \infty)\) is a trivial consequence of the formulas, showing that \(\mathcal{K}_{00}\) is twice-differentiable in \(x\) with uniform estimates.

The remaining operators are of finite rank. The differentiability of \(\mathcal{K}_{11}\) and \(\mathcal{K}_{01}\) is an immediate consequence of the formulas. Finally, to treat \(\mathcal{K}_{01}\) it suffices to study mapping properties of Cauchy projection \(C^+\). For fixed \(x\) and some \(h \in L^2(\mathbb{R})\), we have

(4.57) \[
C_+ \left[ (\hat{h} (\cdot) \rho (\cdot) e^{-2i\xi x}) \right] (\xi) = \frac{1}{\pi} \int_0^{\infty} \left[ \hat{h} (\cdot) * \hat{\rho} (\cdot + x) \right](\xi) e^{2i\xi x} \, d\xi
\]

Computing the first and second derivatives in \(x\), we get

(4.58) \[
C_+ \left[ (\hat{h} (\cdot) \rho (\cdot) e^{-2i\xi x}) \right]_{x} (\xi) = \frac{1}{\pi} \int_0^{\infty} \left[ \hat{h} (\cdot) * \hat{\rho}' (\cdot + x) \right](\xi) e^{2i\xi x} \, d\xi
\]

(4.59) \[
C_+ \left[ (\hat{h} (\cdot) \rho (\cdot) e^{-2i\xi x}) \right]_{xx} (\xi) = \frac{1}{\pi} \int_0^{\infty} \left[ \hat{h} (\cdot) * \hat{\rho}'' (\cdot + x) \right](\xi) e^{2i\xi x} \, d\xi
\]

Using Plancherel’s identity we have

\[
\left\| C_+ \left[ (\hat{h} (\cdot) \rho (\cdot) e^{-2i\xi x}) \right]_{xx} \right\|_{L^2} \leq \left\| \hat{h} \right\|_{L^2} \left\| \hat{\rho}'' \right\|_{L^2}
\]

and

\[
\left\| C_+ \left[ (\hat{h} (\cdot) \rho (\cdot) e^{-2i\xi x}) \right]_{x} \right\|_{L^2} \leq \left\| \hat{h} \right\|_{L^2} \left\| \hat{\rho}' \right\|_{L^2}.
\]

The estimate (4.55) is now easily deduced. Since

\[
\|\hat{h}\|_{L^2} \leq \left\| \langle \xi \rangle \hat{h} \right\|_{L^2} \leq \left\| \frac{\partial \hat{h}}{\partial \lambda} \right\|_{L^2} + \|h\|_{L^2}
\]

the estimate (4.56) now follows. \(\square\)
Remark 4.31. Since all estimates in the proof of Proposition 4.30 are bilinear in the scattering data $(\rho, \{\lambda_k, C_k\})$, it follows that $(\rho, \{\lambda_k, C_k\}) \rightarrow \mathcal{K}_x$ and $(\rho, \{\lambda_k, C_k\}) \rightarrow \mathcal{K}_{xx}$ are locally Lipschitz maps from $H^{2,2}(\mathbb{R}) \times (\mathbb{C}^+ \times \mathbb{C}^\times)^N$ to the bounded operators on $L^2_{\rho} \oplus \mathbb{C}^n$.

Proof of Proposition 4.16. Differentiating the integral equation (4.35) we see that

$$
\nu_x^x = (f)_x + (\mathcal{K})_x \nu_x^x + \mathcal{K}(\nu_x^x)
$$

and

$$
\nu_{xx}^x = (f)_{xx} + (\mathcal{K})_{xx} \nu_x^x + (\mathcal{K})_x (\nu_x^x)_x + \mathcal{K}(\nu_x^x),
$$

so that we can conclude from that $\nu_x^x, \nu_{xx}^x \in L^2([a, \infty), X^Z)$ provided we show that

$$

h_1 = (f)_x + (\mathcal{K})_x \nu_x^x
$$

and

$$

h_2 = (f)_{xx} + (\mathcal{K})_{xx} \nu_x^x + (\mathcal{K})_x (\nu_x^x)_x + \mathcal{K}(\nu_x^x)
$$

belong to $L^2([a, \infty), X^Z)$. It follows from (4.40), (4.41), and (4.43b) that $f_x \in L^2([a, \infty), X^Z)$ while $(\mathcal{K})_x \nu_x^x \in L^2([a, \infty), X^Z)$ by (4.55). Hence $h_1 \in L^2([a, \infty), X^Z)$ so that $(\nu_x^x)_x \in L^2([a, \infty), X^Z)$.

To see that $h_2 \in L^2([a, \infty), X^Z)$, we use (4.40), (4.41) and (4.43c) to conclude that $f_{xx} \in L^2([a, \infty), X^Z)$ by (4.56) and the fact that $\nu_x^x$ and $\nu_{xx}^x$ both belong to $L^2([a, \infty), X^Z)$ to show that $(\mathcal{K})_{xx} (\nu^x_x) \in L^2([a, \infty), X^Z)$; and (4.55) and our previous result to show that $(\mathcal{K})_x (\nu^x_x) \in L^2([a, \infty), X^Z)$.

5. Deformation to a Mixed $\tilde{\mathcal{C}}$-Riemann-Hilbert Problem

This section is devoted to the two first transformations in the reduction of the original RHP 1.10 to a model one that can be solved explicitly and provides the precise behavior of the solution of the DNLS equation for long time up to small terms of order $O(|t|^{-3/4})$. We present the analysis for $t > 0$ and $t < 0$ simultaneously by introducing the parameter $\eta = \text{sgn}(t)$.

The first step is the conjugation of the solution of RHP 1.10 by a scalar function denoted $\delta$ defined in (5.3), which is itself solution of a scalar RHP (Section 5.1). This operation is standard in this type of problems and its effect is described in details in [9], see also [2] and Paper 2. The second step (Section 5.2) is the deformation of contours from the real axis to the contour $\Sigma(2)$ shown in Figure 5.2. Our presentation follows Paper 2 with the addition of the treatment of the discrete data associated to the residue conditions [2].

5.1. Conjugation. The long-time asymptotic analysis of RHP 1.10 is determined by the growth and decay of the exponential function $e^{2it\theta}$ appearing in both the jump relation (Problem 1.10(iii)) and the residue conditions (Problem 1.10(iv)). Let

$$
\xi = \frac{2}{4t} \eta = \text{sgn} t
$$

From (1.29) it’s clear that for $|t| \gg 1$, $|e^{2it\theta}| \ll 1$ whenever $\eta \text{Re}(\lambda - \xi) < -c < 0$ and $|e^{2it\theta}| \gg 1$ when $\eta \text{Re}(\lambda - \xi) > c > 0$. The RHP 1.10 is derived from the scattering operator in such a way that it has identity asymptotics as $x \rightarrow +\infty$ with $t$ fixed. Our interest is in studying the behavior of solutions when $|t| \rightarrow \infty$ with $x/t$ fixed in some interval. It is necessary to renormalize the RHP so that it is well behaved as $t \rightarrow \infty$ in the sector in interest.

Define the real intervals

$$
I_{\xi, \eta}^- = \{ \lambda \in \mathbb{C} : \text{Im} \lambda = 0, -\infty < \eta \text{Re} \lambda \leq \eta \xi \},
$$

and

$$
I_{\xi, \eta}^+ = \{ \lambda \in \mathbb{C} : \text{Im} \lambda = 0, \eta \xi < \eta \text{Re} \lambda \leq \infty \}.
$$
oriented left-to-right. Note that if the sign of $t$, and thus $\eta$, is changed with $\xi$ held fixed, the effect is simply to exchange intervals $I_{\xi,\eta}^\pm$. See Figure 5.1.

Let

$$\delta(\lambda) = \delta(\lambda, \xi, \eta) := \exp \left( i \int_{I_{\xi,\eta}^-} \frac{\kappa(z)}{z - \lambda} \, dz \right),$$

$$\kappa(z) = -\frac{1}{2\pi} \log(1 - \varepsilon z |\rho(z)|^2).$$

**Lemma 5.1.** The function $\delta(\lambda)$ defined by (5.3) has the following properties:

i. $\delta$ is meromorphic in $C \setminus I_{\xi,\eta}^-$.  

ii. For $\lambda \in C \setminus I_{\xi,\eta}^-$, $\delta(\lambda) \bar{\delta}(\lambda) = 1$, moreover, 

$$e^{-|\kappa| \varepsilon r^2} \leq |\delta(\lambda)| \leq e^{|\kappa| \varepsilon r^2}$$

iii. For $\lambda \in I_{\xi,\eta}^-$, its boundary values $\delta_{\pm}$ as $\lambda$ approaches the real axis from above and below, satisfy

$$\delta_{+}(\lambda)/\delta_{-}(\lambda) = 1 - \varepsilon \lambda |\rho(\lambda)|^2, \quad \lambda \in I_{\xi,\eta}^-.$$  

iv. As $|\lambda| \to \infty$ with $|\arg(\eta \lambda)| \neq \pi$,

$$\delta(\lambda) = 1 - \frac{1}{2\pi i \lambda} \int_{I_{\xi,\eta}^-} \log(1 - \varepsilon z |\rho(z)|^2) \, dz + O\left(\lambda^{-2}\right).$$

v. As $\lambda \to \xi$ along any ray $\xi + e^{i\phi} \mathbb{R}_+$ with $|\arg(\eta(\lambda - \xi))| < \pi$

$$\left|\delta(\lambda, \xi, \eta) - \delta_0(\xi, \eta)(\eta(\lambda - \xi))^{i\eta \varepsilon(\xi)}\right| \leq \rho, \phi |\lambda - \xi| \log |\lambda - \xi|.$$
The implied constant depends on \( \rho \) through its \( H^{2,2}(\mathbb{R}) \)-norm and is independent of \( \xi \). Here \( \delta_0(\xi, \eta) = \exp(i\beta(\xi, \xi)) \) is the complex unit

\[
\beta(z, \xi) = -\eta \kappa(\xi) \log(\eta(z - \xi + 1)) + \int_{I_{\xi,\eta}^-} \frac{\kappa(s) - \chi(s)\kappa(\xi)}{s - z} \, ds,
\]

and \( \chi(s) \) is the characteristic function of the interval \( \eta \xi - 1 < \eta s < \eta \xi \). In all of the above formulas, we choose the principal branch of power and logarithm functions.

**Proof.** Parts i.–iv. are elementary consequences of the definition (5.3) and the Sokhotski-Plemelj formula. For part iv. one geometrically expands the factor \( (z - \lambda)^{-1} \) for large \( \lambda \), and uses the fact that \( \| \kappa \|_{L^1(\mathbb{R})} \lesssim \| \rho \|_{H^{1,2}(\mathbb{R})} \) to bound the remainder in the integral term for \( \lambda \) bounded away from the contour of integration. The proof of part v. can be found in Appendix A of [28]. \( \square \)

We now define a new unknown function \( n^{(1)} \) using our partial transmission coefficient

\[
n^{(1)}(\lambda) = n(\lambda)\delta(\lambda)^{-\sigma_3}.
\]

We claim that \( n^{(1)} \) satisfies the following RHP.

**Riemann-Hilbert Problem 5.2.** Find a row vector-valued function \( n^{(1)} : \mathbb{C}\setminus(\mathbb{R} \cup \Lambda) \to \mathbb{C}^2 \) with the following properties

1. \( n^{(1)}(\lambda) = (1, 0) + O(\lambda^{-1}) \) as \( \lambda \to \infty \).
2. For \( \lambda \in \mathbb{R} \), the boundary values \( n^{(1)}(\lambda) \) satisfy the jump relation \( n^{(1)}(\lambda) = n^{(1)}(\lambda)v^{(1)}(\lambda) \) where

\[
v^{(1)}(\lambda) = \begin{cases}
1 & \rho(\lambda)\delta(\lambda)^2e^{2it\theta} \\
0 & 1
\end{cases} \begin{pmatrix}
1 & \frac{1}{\varepsilon \lambda \rho(\lambda)\delta(\lambda)^2} e^{-2it\theta} \\
0 & 1
\end{pmatrix} \text{ as } \lambda \to \lambda_+ \in I_{\xi,\eta}^-
\]

3. \( n^{(1)}(\lambda) \) has simple poles at each point in \( \Lambda \), for each \( \lambda_k \in \Lambda^+ \),

\[
\text{res}_{\lambda = \lambda_k} n^{(1)}(\lambda) = \lim_{\lambda \to \lambda_k} n^{(1)}(\lambda)v^{(1)}(\lambda_k)
\]

\[
\text{res}_{\lambda = \lambda_k} n^{(1)}(\lambda) = \lim_{\lambda \to \lambda_k} n^{(1)}(\lambda)v^{(1)}(\lambda_k)
\]

where

\[
v^{(1)}(\lambda_k) = \begin{pmatrix}
0 & 0 \\
\lambda_k C_k \delta(\lambda_k)^{-2}e^{-2it\theta} & 0
\end{pmatrix}
\]

\[
v^{(1)}(\lambda_k) = \begin{pmatrix}
0 & 0 \\
0 & \varepsilon \tilde{C}_k \delta(\lambda_k)^2e^{2it\theta}
\end{pmatrix}
\]

**Proposition 5.3.** Suppose that \( n \) satisfies RHP 1.10, then the function \( n^{(1)} \) defined by (5.7) satisfies the RHP 5.2.

**Proof.** The fact that \( n^{(1)} \) is analytic in \( \mathbb{C}\setminus(\mathbb{R} \cup \Lambda) \), and approaches \( (1, 0) \) as \( \lambda \to \infty \) follows directly from its definition, Lemma 5.1 and the analytic properties of \( n \) given in RHP 1.10. The relation \( v^{(1)}(\lambda) = \delta_{\sigma_3}^{-1}(\lambda)v(\lambda)\delta_{\sigma_3}^{-1}(\lambda) \), the standard factorizations of \( v \)

\[
v = \begin{pmatrix}
1 & \rho e^{2it\theta} \\
0 & 1
\end{pmatrix} \begin{pmatrix}
1 & \frac{1}{\varepsilon \lambda \rho(\lambda)\delta(\lambda)^2} e^{-2it\theta} \\
0 & 1
\end{pmatrix}
\]
below. We have considerable freedom in choosing the extension. We use this freedom to ensure that: 1) the new unknown \( \frac{\partial}{\partial x} \) introduces non-analytic extensions. The new unknown \( \frac{\partial}{\partial x} \) and the jump relation (5.4) satisfied by \( \delta(z) \) on \( I_{\xi,\eta} \) allow us to write \( v^{(1)} \) as

\[
v^{(1)}(\lambda) = \begin{pmatrix} 1 & \rho(z) \delta^2(\lambda) e^{2i\theta} \\ 0 & 1 \\ -\varepsilon \lambda \rho(\lambda) \delta^{-2}(\lambda) e^{-2i\theta} & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -\varepsilon \lambda \rho(\lambda) \delta^{-2}(\lambda) & 1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \rho(z) \delta^2(\lambda) e^{-2i\theta} \\ 0 & 1 \\ -\varepsilon \lambda \rho(\lambda) \delta^{-2}(\lambda) e^{2i\theta} & 1 \end{pmatrix}
\]

Concerning the residues, since \( \delta(\lambda) \) is analytic near each \( \lambda_k \) we have

\[
\text{res}_{\lambda_k} n^{(1)} = \lim_{\lambda \to \lambda_k} n(\lambda) v(\lambda_k) \delta(\lambda_k)^{-\sigma_3} = \lim_{\lambda \to \lambda_k} n^{(1)}(\lambda) \delta(\lambda_k)^{-\sigma_3} v(\lambda_k) \delta(\lambda_k)^{-\sigma_3}
\]

which gives the first equation in (5.9b). The residue at \( \tilde{\lambda}_k \) is treated similarly.

5.2. \( \overline{\mathcal{R}} \)-extensions of jump factorization. The next step is to introduce a transformation which uses the factorization (5.8) to deform the jump matrix \( v^{(1)} \) replacing it with new jumps along contours in the complex plane which are near the identity. The phase function (1.29) has a single (quadratic) critical point at \( \xi = -x/4t \). Let

\[
\Sigma^{(2)} = \Sigma_1 \cup \Sigma_2 \cup \Sigma_3 \cup \Sigma_4
\]

\[
\Sigma_k = \xi + e^{\frac{\theta}{2(2k-3)}} \mathbb{R}_+, \quad k = 1, 2, 3, 4,
\]

with each ray oriented with increasing (resp. decreasing) real part for \( \eta = +1 \) (resp. \( \eta = -1 \)). The function \( e^{2i\theta} \) is exponentially increasing along \( \Sigma_1 \) and \( \Sigma_3 \) and decreasing along \( \Sigma_2 \) and \( \Sigma_4 \), while the reverse is true of \( e^{-2i\theta} \). Let \( \Omega_k = \xi \cup \bigcup_{k=1}^{4} \Sigma_k \), starting with the sector \( \Omega_1 \) between \( I_{\xi,\eta}^{+} \) and \( \Sigma_1 \) and numbered consecutively continuing counterclockwise (resp. clockwise) if \( \eta = +1 \) (resp. \( \eta = -1 \)), see Figure 5.2.

In order to deform the contour \( \mathbb{R} \) to the contour \( \Sigma^{(2)} \), we introduce a new unknown \( n^{(2)} \) obtained from \( n^{(1)} \) as

\[
n^{(2)}(\lambda) = n^{(1)}(\lambda) \mathcal{R}^{(2)}(\lambda).
\]

The condition that the new unknown \( n^{(2)} \) have no jump on the real axis determines the boundary value of \( \mathcal{R}^{(2)} \) in each of the sectors \( \Omega_k = \xi \cup \bigcup_{k=1}^{4} \Sigma_k \), \( k = 1, 3, 4, 6 \) meeting the real axis through the factorization of \( v^{(1)} \) in (5.8). These factorizations involve the reflection coefficient \( \rho \) which does not extend analytically to the complex plane. To extend \( \mathcal{R}^{(2)} \) off the real axis, we use the method of [2, 6, 10] which introduces non-analytic extensions. The new unknown \( n^{(2)} \) will satisfy a mixed \( \overline{\mathcal{R}} \)-RHP. The only condition on the extension is that we have some mild control on \( \overline{\mathcal{R}}^{(2)} \) sufficient to ensure that the \( \overline{\mathcal{R}} \) contribution to the long-time asymptotics of \( q(x, t) \) is negligible. This is the content of Lemma 5.4 below. We have considerable freedom in choosing the extension. We use this freedom to ensure that: 1) the new jumps on \( \Sigma^{(2)} \) match a well known model RHP; and 2) in a small neighborhood of each pole in \( \Lambda, \mathcal{R}^{(2)}(\lambda) = \left( \begin{array}{c} a \ y \\ \frac{\partial}{\partial x} \end{array} \right) \) so that the residues are unaffected by the transformation. We choose \( \mathcal{R}^{(2)} \) as shown in Figure 5.2, where the functions \( R_1, R_3, R_4, R_6 \) satisfy
The Lemma establishes the existence of functions each other nor the real axis.

The following lemma and its proof are almost identical to [10, Proposition 2.1] or [28, Lemma 4.1]. The Lemma establishes the existence of functions $R_k$ and estimates that are useful to control

$$
\chi_\lambda(\lambda) = \begin{cases} 
1 & \text{dist}(\lambda, \Lambda) < d_\Lambda/3 \\
0 & \text{dist}(\lambda, \Lambda) > 2d_\Lambda/3
\end{cases}
$$

where $d_\Lambda$, defined by (1.21), is sufficiently small to ensure that the disks of support intersect neither other nor the real axis.

The following lemma and its proof are almost identical to [10, Proposition 2.1] or [28, Lemma 4.1]. The Lemma establishes the existence of functions $R_k$ and estimates that are useful to control

(5.12a)

$$
R_1(\lambda) = \begin{cases} 
-\varepsilon \lambda \rho^*(\lambda) \delta(\lambda) - 2 \\
-\varepsilon \xi \rho^*(\xi) \delta_0(\xi, \eta) - 2(\eta(\lambda - \xi))^{-2i\eta\kappa(\xi)}(1 - \chi_\lambda(\lambda))
\end{cases} \quad \lambda \in I^+_{\xi, \eta}
$$

(5.12b)

$$
R_3(\lambda) = \begin{cases} 
\rho(\lambda) \\
1 - \varepsilon \lambda \rho(\lambda)
\end{cases} \delta_+(\lambda) - 2 \quad \lambda \in I^+_{\xi, \eta}
$$

(5.12c)

$$
R_4(\lambda) = \begin{cases} 
-\varepsilon \lambda \rho^*(\lambda) \\
-\varepsilon \xi \rho^*(\xi)
\end{cases} \delta_0(\xi, \eta) - 2(\eta(\lambda - \xi))^{-2i\eta\kappa(\xi)}(1 - \chi_\lambda(\lambda)) \quad \lambda \in I^-_{\xi, \eta}
$$

(5.12d)

$$
R_6(\lambda) = \begin{cases} 
\rho(\lambda) \delta(\lambda) - 2 \\
\rho(\xi) \delta_0(\xi, \eta) - 2(\eta(\lambda - \xi))^{-2i\eta\kappa(\xi)}(1 - \chi_\lambda(\lambda))
\end{cases} \quad \lambda \in I^+_{\xi, \eta}
$$

Here $\chi_\lambda$ is a $C_0^\infty(\mathbb{C}, [0, 1])$ cutoff function supported on a neighborhood of each point of discrete spectra such that

(5.13)

$$
\chi_\lambda(\lambda) = \begin{cases} 
1 & \text{dist}(\lambda, \Lambda) < d_\Lambda/3 \\
0 & \text{dist}(\lambda, \Lambda) > 2d_\Lambda/3
\end{cases}
$$

where $d_\Lambda$, defined by (1.21), is sufficiently small to ensure that the disks of support intersect neither other nor the real axis.

The following lemma and its proof are almost identical to [10, Proposition 2.1] or [28, Lemma 4.1]. The Lemma establishes the existence of functions $R_k$ and estimates that are useful to control
the contribution of the solution of the \( \overline{\rho} \)-problem (Section 6.4) to the large time behavior of \( q(x, t) \)
To state it, we introduce the factors

\[
p_1(\lambda) = -\varepsilon \rho(\lambda) \\
p_0(\lambda) = \rho(\lambda) \\
p_2(\lambda) = \frac{\rho(\lambda)}{1 - \varepsilon \lambda |\rho(\lambda)|^2} \\
p_4(\lambda) = \frac{-\varepsilon \rho(\lambda)}{1 - \varepsilon \lambda |\rho(\lambda)|^2}
\]

**Lemma 5.4.** Suppose that \( \rho \in H^{2,2}(\mathbb{R}) \) and that \( c := \inf_{\lambda \in \mathbb{R}} (1 - \varepsilon \lambda |\rho(\lambda)|^2) > 0 \) strictly. Then there exist functions \( R_k \) on \( \Omega_k, k = 1, 3, 4, 6 \) satisfying (5.12), such that

\[
|\overline{\rho} R_k| \leq \begin{cases} 
|\overline{\rho}_\lambda(\lambda)| + |\lambda^{m_k} p'_k(\text{Re } \lambda)| + \log |\lambda - \xi|^{-1} & z \in \Omega_k, \ |z - \xi| \leq 1 \\
|\overline{\rho}_\lambda(\lambda)| + |\lambda^{m_k} p'_k(\text{Re } \lambda)| + |\lambda - \xi|^{-1} & z \in \Omega_k, \ |z - \xi| > 1
\end{cases}
\]

and

\[
|\overline{\rho} R_k(\lambda)| = 0, \quad \text{if } \lambda = 0 \text{ or dist}(\lambda, \Lambda) \leq d_\Lambda/3
\]

where \( m_k = 1 \) for \( k = 1, 4 \) and \( m_k = 0 \) for \( k = 2, 6 \) and the implied constants are uniform in \( \xi \in \mathbb{R} \) and \( \rho \) in a fixed bounded subset of \( H^{2,2}(\mathbb{R}) \) with \( 1 - \varepsilon \lambda |\rho(\lambda)|^2 \geq c > 0 \) for a fixed constant \( c \).

This lemma has the following immediate corollary:

**Corollary 5.5.** Let \( \lambda - \xi = u + iv \) with \( u, v \in \mathbb{R} \). Then under the assumptions of Lemma 5.4 for \( k = 1, 3, 4, 6 \) we have

\[
|\overline{\rho} R^{(2)}(\lambda, \xi)| \leq \begin{cases} 
|\overline{\rho}_\lambda(\lambda)| + |\lambda^{m_k} p'_k(\text{Re } \lambda)| + \log |\lambda - \xi|^{-1} & \lambda \in \Omega_k, \ |\lambda - \xi| \leq 1 \\
|\overline{\rho}_\lambda(\lambda)| + |\lambda^{m_k} p'_k(\text{Re } \lambda)| + \frac{1}{\sqrt{1 + |\lambda - \xi|^2}} & \lambda \in \Omega_k, \ |\lambda - \xi| > 1
\end{cases}
\]

and

\[
|\overline{\rho} R^{(2)}(\lambda, \xi)| = 0 \quad \text{if } \lambda \in \Omega_2 \cup \Omega_5 \text{ or dist}(\lambda, \Lambda) \leq d_\Lambda/3,
\]

\[
\lim_{\lambda \to 0} |\overline{\rho} R^{(2)}(\lambda, \xi)| = 0 \quad \text{when } \lambda \in \Omega_1 \cup \Omega_4.
\]

Here \( m_k \) is as defined in Lemma 5.4, and all the implied constants are uniform in \( \xi \in \mathbb{R} \) and \( |t| > 1 \).

**Proof of Lemma 5.4.** We give the construction for \( R_1 \). Define \( f_1(\lambda) \) on \( \Omega_1 \) by

\[
f_1(\lambda) = \xi p_1(\xi) \delta(\xi, \eta)^{-2} (\eta(\zeta - \xi))^{-2m(\xi)} \delta(\lambda)^2
\]

and let

\[
R_1(\lambda) = [f_1(\lambda) + (\lambda p_1(\text{Re } \lambda) - f_1(\lambda)) \eta \cos(2\phi)] \delta(\lambda)^{-2}(1 - \chi(\lambda)),
\]

where \( \phi = \text{arg}(\lambda - \xi) \). It is easy to see that \( R_1 \) as constructed has the boundary values in (5.12a) and that \( \overline{\rho} R_1(\lambda) = 0 \) for dist(\( \lambda, \Lambda \) < d_\Lambda/3. Writing \( \lambda - \xi = re^{i\phi} \) we have

\[
\overline{\rho} R_1(\lambda) = -[f_1(\lambda) + \eta \lambda (\text{Re } \lambda) - f_1(\lambda)) \cos(2\phi)] \delta(\lambda)^{-2} \overline{\rho}_\lambda(\lambda)
\]

\[
\eta \left( \frac{\lambda}{2} p'_1(\lambda) \cos(2\phi) - \frac{ie^{i\phi}}{|z - \xi|} (p_1(\text{Re } \lambda) - f_1(\lambda)) \sin(2\phi) \right) \delta^{-2}(\lambda)(1 - \chi(\lambda))
\]
Clearly, \( \overline{\mathcal{C}}R_1(0) = 0 \); it follows from Lemma 5.1(ii. and v.) that

\[
|\overline{\mathcal{C}}R_1| \lesssim \rho \left\{ \begin{array}{ll}
|\overline{\mathcal{C}}X_{1}\,(\lambda)| + |\lambda p_2'(\text{Re}\,\lambda)| + \log |\lambda - \xi|^{-1}, & |z - \xi| \leq 1 \\
|\overline{\mathcal{C}}X_{1}\,(\lambda)| + |\lambda p_2'(\text{Re}\,\lambda)| + |\lambda - \xi|^{-1}, & |z - \xi| > 1
\end{array} \right.
\]

where the implied constants depend on \( \inf_{\mathbb{R}}(1 - \varepsilon|\rho(\lambda)|^2) \), \( \|\rho\|_{H^{2,2}(\mathbb{R})} \), and \( \lambda \). The constructions of \( R_3, R_4 \) and \( R_6 \) are similar. \( \square \)

The new unknown \( n^{(2)} \) satisfies a mixed \( \overline{\mathcal{C}} \)-RHP. We compute the new jumps on \( \Sigma^{(2)} \) using the formula

\[
v^{(2)} = n^{(1)}_{-1} n^{(1)}_+ = (\mathcal{R}^{(2)}_-)^{-1} v^{(1)} \mathcal{R}^{(2)}_+
\]

where the \( \pm \) subscripts refer to the left/right side of the contour with respect to the orientation. Away from \( \Sigma^{(2)} \), remembering that \( n^{(1)} \) is analytic in \( \mathbb{C} \setminus (\mathbb{R} \cup \Lambda) \), we have

\[
\overline{\mathcal{C}}n^{(2)} = n^{(1)} \overline{\mathcal{C}}\mathcal{R}^{(2)} = n^{(2)} (\mathcal{R}^{(2)})^{-1} \overline{\mathcal{C}}\mathcal{R}^{(2)} = n^{(2)} \overline{\mathcal{C}}\mathcal{R}^{(2)}.
\]

where the last step follows from the nilpotency of \( \overline{\mathcal{C}}\mathcal{R}^{(2)} \).

\( \mathcal{C} \text{-Problem 5.6.} \) Find a row vector valued function \( n^{(2)} : \mathbb{C} \setminus (\Sigma^{(2)} \cup \Lambda) \to \mathbb{C}^2 \) with the following properties

1. \( n^{(2)}(\lambda) \) has continuous first partial derivatives in \( \mathbb{C} \setminus (\Sigma^{(2)} \cup \Lambda) \) and continuous boundary values \( n^{(2)}_{\pm}(\lambda) \) on \( \Sigma^{(2)} \).
2. \( n^{(2)}(\lambda) = (1, 0) + O(\lambda^{-1}) \) as \( \lambda \to \infty \).
3. For \( \lambda \in \Sigma^{(2)} \), the boundary values satisfy the jump relation \( n^{(2)}_+(\lambda) = n^{(2)}_-(\lambda)v^{(2)}(\lambda) \), where

\[
v^{(2)}(\lambda) = I + (1 - X_{1}(\lambda))h(\lambda),
\]

\[
h(\lambda) = \begin{cases}
0 & z \in \Sigma_1 \\
\left( \begin{array}{cc}
-\varepsilon \xi \bar{\rho}(\xi) \delta_0(\xi, \eta) \eta^{-2}(\eta(\lambda - \xi))^{-2i\eta_0(\xi)} e^{2i\theta} & 0 \\
0 & 0
\end{array} \right) & z \in \Sigma_2 \\
\left( \begin{array}{cc}
-\varepsilon \frac{\xi \bar{\rho}(\xi) \delta_0(\xi, \eta) \eta^{-2}(\eta(\lambda - \xi))^{-2i\eta_0(\xi)} e^{2i\theta}}{1 + |\eta(\lambda - \xi)|^2} & 0 \\
0 & 0
\end{array} \right) & z \in \Sigma_3 \\
\left( \begin{array}{cc}
0 & \rho(\xi) \delta_0(\xi, \eta)^2(\eta(\lambda - \xi))^{2i\eta_0(\xi)} e^{-2i\theta} \\
0 & 0
\end{array} \right) & z \in \Sigma_4
\end{cases}
\]

4. For \( \lambda \in \mathbb{C} \) we have

\[
\overline{\mathcal{C}}n^{(2)}(\lambda) = n^{(2)}(\lambda)\overline{\mathcal{C}}\mathcal{R}^{(2)}(\lambda)
\]
where

$$\begin{align*}
\overline{\vartheta R}^{(2)}(\lambda) &= \begin{cases}
\begin{pmatrix}
0 & 0 \\
-\overline{cR_1(\lambda)}e^{-2it\theta} & 0
\end{pmatrix} & \lambda \in \Omega_1 \\
\begin{pmatrix}
0 & -\overline{cR_3(\lambda)}e^{2it\theta} \\
0 & 0
\end{pmatrix} & \lambda \in \Omega_3 \\
\begin{pmatrix}
-\overline{cR_1(\lambda)}e^{-2it\theta} & 0 \\
0 & 0
\end{pmatrix} & \lambda \in \Omega_4 \\
\begin{pmatrix}
0 & -\overline{cR_3(\lambda)}e^{-2it\theta} \\
0 & 0
\end{pmatrix} & \lambda \in \Omega_5 \\
0 & 0
\end{cases}
\end{align*}$$

(5.15)

5. $n^{(2)}(\lambda)$ has simple poles at each point in $\Lambda$. For each $\lambda_k \in \Lambda_+$,

$$\text{res}_{\lambda=\lambda_k} n^{(2)}(\lambda) = \lim_{\lambda \to \lambda_k} n^{(2)}(\lambda) v^{(1)}(\lambda_k)$$

(5.16)

where $v^{(1)}$ is given in (5.9b).

6. **Decomposition into a RH model problem and a pure $\overline{\vartheta}$-problem**

The next step in our analysis is to construct the solution $\mathcal{N}^{\text{rhp}}$ of a matrix-valued Riemann-Hilbert problem such that the transformation

$$n^{(3)}(\lambda) = n^{(2)}(\lambda) (\mathcal{N}^{\text{rhp}}(\lambda))^{-1}$$

results in a pure $\overline{\vartheta}$-problem, i.e., the new unknown $n^{(3)}$ is continuous; it has no jumps or poles. We arrive at the problem for $\mathcal{N}^{\text{rhp}}$ by essentially ignoring the $\overline{\vartheta}$ component of Problem 5.6.

**Riemann-Hilbert Problem 6.1.** Find a $2 \times 2$ matrix valued function $\mathcal{N}^{\text{rhp}} : \mathbb{C}\setminus(\Sigma^{(2)} \cup \Lambda) \to SL_2(\mathbb{C})$ with the following properties

1. $\mathcal{N}^{\text{rhp}}$ satisfies the symmetry relation

$$\mathcal{N}^{\text{rhp}}(\lambda) = \begin{pmatrix}
\overline{\mathcal{N}^{\text{rhp}}_2(\lambda)} & \overline{\varepsilon \lambda^{-1} \mathcal{N}^{\text{rhp}}_1(\lambda)} \\
\varepsilon \lambda \mathcal{N}^{\text{rhp}}_2(\lambda) & \mathcal{N}^{\text{rhp}}_1(\lambda)
\end{pmatrix}$$

2. $\mathcal{N}^{\text{rhp}}(\lambda) = \begin{pmatrix}
1 & 0 \\
\alpha & 1
\end{pmatrix} + \mathcal{O}(\lambda^{-1})$ as $\lambda \to \infty$, for a constant $\alpha$ determined by the symmetry condition above.

3. For $\lambda \in \Sigma^{(2)}$, the boundary values satisfy the jump relation $\mathcal{N}^{\text{rhp}}_+(\lambda) = \mathcal{N}^{\text{rhp}}_-(\lambda) v^{(2)}(\lambda)$, where $v^{(2)}$ is given by (5.14).

4. $\mathcal{N}^{\text{rhp}}(\lambda)$ has simple poles at each point in $\Lambda$. For each $\lambda_k \in \Lambda_+$

$$\text{res}_{\lambda=\lambda_k} \mathcal{N}^{\text{rhp}}(\lambda) = \lim_{\lambda \to \lambda_k} \mathcal{N}^{\text{rhp}}(\lambda) \begin{pmatrix}
0 & 0 \\
\lambda_k C_k \delta^2(\lambda_k) e^{-2it\theta} & 0
\end{pmatrix}$$

$$\text{res}_{\lambda=\bar{\lambda}_k} \mathcal{N}^{\text{rhp}}(\lambda) = \lim_{\lambda \to \bar{\lambda}_k} \mathcal{N}^{\text{rhp}}(\lambda) \begin{pmatrix}
0 & \varepsilon C_k \delta^2(\lambda_k) e^{2it\theta} \\
0 & 0
\end{pmatrix}$$

(6.2)
Lemma 6.2. Suppose that \( n^{(2)} \) solves \( \tilde{\tau}-RHP \) 5.6. Given a solution \( \mathcal{N}^{\text{rhp}} \) of RHP 6.1, the function \( n^{(3)} \) defined by (6.1) satisfies \( \tilde{\tau}-\) Problem 6.3 below.

\( \tilde{\tau} \)-Problem 6.3. Given \( x, t \in \mathbb{R} \) and \( \rho \in H^{2,2}(\mathbb{R}) \) with \( \inf_{\mathbb{R}} (1 - \varepsilon \lambda |\rho(\lambda)|^2) > 0 \), find a continuous, row vector-valued function \( n^{(3)}(\lambda) \) with the following properties

1. \( n^{(3)}(\lambda) \to (1 \ 0) \) as \( |\lambda| \to \infty \).
2. \( \tilde{\tau}n^{(3)}(\lambda) = n^{(3)}(\lambda)W^{(3)}(\lambda) \), where

\[ W^{(3)}(\lambda) = \mathcal{N}^{\text{rhp}}(\lambda) \tilde{\tau}R^{(2)}(\lambda)(\mathcal{N}^{\text{rhp}})^{-1}(\lambda). \]

Proof of Lemma 6.2. Given solutions \( n^{(2)} \) and \( \mathcal{N}^{\text{rhp}} \) of \( \tilde{\tau}-\)RHP 5.6 and RHP 6.1 respectively, the normalization condition for \( n^{(3)} \) is immediate. As \( \mathcal{N}^{\text{rhp}} \) is holomorphic in \( \mathbb{C} \setminus \Sigma(2) \), the \( \tilde{\tau} \)-derivative of \( n^{(3)} \) satisfies

\[ \tilde{\tau}n^{(3)} = \tilde{\tau}n^{(2)} \mathcal{N}^{\text{rhp}}^{-1} = \left[ n^{(2)} \tilde{\tau}R^{(2)} \right] \mathcal{N}^{\text{rhp}}^{-1} = n^{(3)} \left[ \mathcal{N}^{\text{rhp}} \tilde{\tau}R^{(2)} \mathcal{N}^{\text{rhp}}^{-1} \right]. \]

The computation

\[ n^{(3)}(\lambda) = n^{(3)}(\lambda)\mathcal{N}^{\text{rhp}}(\lambda)v^{(2)}(\lambda)\mathcal{N}^{\text{rhp}}(\lambda)^{-1} \]

\[ = n^{(3)}(\lambda)(1 - P \mathcal{N}^{\text{rhp}}(\lambda)v^{(2)}(\lambda)(\mathcal{N}^{\text{rhp}})^{-1}(\lambda)) \]

shows that \( n^{(3)} \) has no jumps and is everywhere continuous. Another direct calculation shows that \( n^{(3)} \) has removable singularities at each pole in \( \Lambda \): for instance if \( p \in \Lambda \) and \( v^{(1)}(p) \) is the nilpotent residue matrix in (5.9) then using (5.16) and (6.2) we have the local Laurent expansion of \( n^{(2)}(\lambda) \)

\[ n^{(2)}(\lambda) = a(p) \left[ \frac{v^{(1)}(p)}{\lambda - p} + I \right] + \mathcal{O}((\lambda - p)) \]

\[ \mathcal{N}^{\text{rhp}}(\lambda) = A(p) \left[ \frac{v^{(1)}(p)}{\lambda - p} + I \right] + \mathcal{O}((\lambda - p)) \]

where \( a(p) \) and \( A(p) \) are the constant row vector and matrix in their respective expansions. As \( \mathcal{N}^{\text{rhp}} \in SL_2(\mathbb{C}) \),

\[ \left( \mathcal{N}^{\text{rhp}} \right)^{-1} = \sigma_2 (\mathcal{N}^{\text{rhp}})^\top \sigma_2 = \left[ \frac{-v^{(1)}(p)}{\lambda - p} + I \right] \sigma_2 A(p)^\top \sigma_2 + \mathcal{O}((\lambda - p)) \].

It follows that

\[ n^{(3)}(\lambda) = n^{(2)}(\lambda)\mathcal{N}^{\text{rhp}}(\lambda)^{-1} \]

\[ = \left\{ a(p) \left[ \frac{v^{(1)}(p)}{\lambda - p} + I \right] + \mathcal{O}((\lambda - p)) \right\} \left\{ \left[ \frac{-v^{(1)}(p)}{\lambda - p} + I \right] \sigma_2 A(p)^\top \sigma_2 + \mathcal{O}((\lambda - p)) \right\} \]

\[ = \mathcal{O}(1). \]

where the last equality follows from the fact that \( v^{(1)}(p)^2 = 0 \).

\[ \square \]

The remainder of this section is dedicated to proving the following proposition.
Proposition 6.4. Given $\rho \in H^{2,2}(\mathbb{R})$ with $c := \inf_{\lambda \in \mathbb{R}} (1 - \varepsilon |\rho(\lambda)|^2) > 0$ strictly, then there exists $T > 0$ such that for $|t| > T$, there exists a unique solution $N^{\text{rhp}}(\lambda)$ of RHP 6.1 satisfying
\[
\|N^{\text{rhp}}(\lambda)\|_{L^\infty(C \cup B_{\Lambda})} \lesssim 1
\]
where $B_{\Lambda}$ is any open neighborhood of $\Lambda$ and the implied constants are uniform in $x$ and $|t| > T$; they depend on $B_{\Lambda}$ and $\rho$.

To prove the existence of $N^{\text{rhp}}$, we will first construct two explicit models: one which exactly solves the pure soliton problem obtained by ignoring the jump conditions, and a second which uses parabolic cylinder functions to build a matrix whose jumps exactly match those of $n^{(2)}$ in a neighborhood of the critical point $\xi$. Using our models we prove that $N^{\text{rhp}}$ exists and extract its behavior for large $t$.

6.1. The outer model: the soliton component. The matrix $N^{\text{rhp}}$ is meromorphic away from the contour $\Sigma^{(2)}$ on which its boundary values satisfy the jump relation $N_+^{\text{rhp}}(\lambda) = N_-^{\text{rhp}}(\lambda)v^{(2)}(\lambda)$. It is clear from (5.14) that
\[
(6.5) \quad \left|v^{(2)}(\lambda) - I\right| \lesssim e^{-2\sqrt{2}|\lambda - \xi|^2},
\]
where the implied constant depends upon $d_\Lambda$ and $c := \inf_{\lambda \in \mathbb{R}} (1 - \varepsilon |\rho(\lambda)|^2)$. It follows that outside a fixed neighborhood of $\xi$ we introduce only exponentially small error (in $t$) by completely ignoring the jump condition on $N^{\text{rhp}}$. This results in the following outer model problem

Problem 6.5. For any fixed $\xi \in \mathbb{R}$, let $N^{\text{sol}} : \mathbb{C} \rightarrow SL_2(\mathbb{C})$ be a meromorphic function such that
- $N^{\text{sol}}$ satisfies the symmetry relation
\[
(6.6) \quad N^{\text{sol}}(\lambda) = \begin{pmatrix} N^{\text{sol}}_{22}(\lambda) & \varepsilon \lambda^{-1}N^{\text{sol}}_{12}(\lambda) \\ \varepsilon \lambda N^{\text{sol}}_{21}(\lambda) & N^{\text{sol}}_{11}(\lambda) \end{pmatrix}
\]
- $N^{\text{sol}}(\lambda) = \begin{pmatrix} 1 & 0 \\ \alpha(x, t) & 1 \end{pmatrix} + \mathcal{O}(\lambda^{-1})$ as $\lambda \rightarrow \infty$, where $\alpha$ is determined via the symmetry condition.
- $N^{\text{sol}}$ has a simple pole at each point in $\Lambda$ satisfying the residue relations in (6.2) with $N^{\text{sol}}$ replacing $N^{\text{rhp}}$.

The essential fact we need concerning $N^{\text{sol}}$ is as follows.

Proposition 6.6. A unique solution $N^{\text{sol}}$ of Problem 6.5 exists. Moreover, the solution $N^{\text{sol}}$ is precisely the matrix solution of RHP 1.10 corresponding to the reflectionless scattering data $D_\xi = \{(\lambda_k, \tilde{C}_k)\}_{k=1}^N$ generated by an exact $N$-soliton solution $q_{\text{sol}}(x, t; D_\xi)$ of (1.3) where $\{\lambda_k\}_{k=1}^N$ are the points generated by our original initial data (1.4) and the modified connection coefficients are given by
\[
\widetilde{C}_k = C_k \exp\left(\frac{i}{\pi} \int_{\gamma_{\text{et}}} \log(1 - \varepsilon |z|)^2 \frac{dz}{z - \lambda_k}\right).
\]

That is, as $\lambda \rightarrow \infty$, $N^{\text{sol}}$ admits the expansion
\[
(6.7) \quad N^{\text{sol}}(\lambda) = \begin{pmatrix} 1 - \frac{1}{q_{\text{sol}}(x, t; D_\xi)} & 0 \\ \frac{1}{q_{\text{sol}}(x, t; D_\xi)} & \lambda \end{pmatrix} + \mathcal{O}\left(\frac{1}{\lambda^2}\right), \quad \text{where} \quad 2i(N_{q_{\text{sol}}}^{\text{sol}})_{12} = q_{\text{sol}}(x, t; D_\xi).
\]
Proof. Comparing Problem 6.5 to RHP 1.10, it is obvious that $N^{\text{sol}}$ solves RHP 1.10 for scattering data $D_{\xi}$. Recalling that $\delta(\lambda)$ is given in (5.3), this is exactly the scattering data generated by the $N$-soliton solution $q_{\text{sol}}(x,t; D_{\xi})$ of (1.3). As was shown in Section 4 (Theorem 4.1), a unique solution of RHP 1.10 always exists for any admissible scattering data, which includes the data considered here. The expansion for large $\lambda$ follows from the fact that $N^{\text{sol}}$ is meromorphic, and the given off-diagonal coefficients of the leading and first moment terms follow from (1.30) and the symmetry condition in Problem 6.5.

□

Since $N^{\text{sol}}$ is the solution of RHP 1.10 for reflectionless scattering data, Lemma C.1 of Appendix C provides the following useful facts.

Lemma 6.7. Given $\rho \in H^{2,2}(\mathbb{R})$ and $\{(\lambda_k, c_k)\}_{k=1}^{N} \subseteq \mathbb{C}^{+} \times \mathbb{C}^\times$ for RHP 1.10, the solution $N^{\text{sol}}$ of Problem 6.5 satisfies

$$\|N^{\text{sol}}\|_p = O(1)$$

where the implied constant is independent of $(x,t) \in \mathbb{R}^2$ and depends on $\rho$ through its $H^{2,2}(\mathbb{R})$ norm.

6.2. Local model at the stationary phase point. In any neighborhood of the critical point $\lambda = \xi$ the bound (6.5) does not give a uniformly small estimate of the jump $v^{(2)}$ for large times. It follows that our outer model, which replaced $v^{(2)}$ with identity, is not a good approximation of $N^{\text{ini}}$ in a neighborhood of $\xi$. We require a new model $N^{\text{loc}}$ which is an accurate approximation inside a small–but fixed with respect to $|t|$–neighborhood of $\lambda = \xi$. Let

$$(6.8) \quad U_\xi = \{ \lambda \in \mathbb{C} : |\lambda - \xi| \leq d_\Lambda/3 \}$$

where the radius $d_\Lambda/3$ is chosen such that $(1 - \chi_\Lambda(\lambda)) \equiv 1$ for $\lambda \in U_\xi$; this has the effect of making the jump matrix $v^{(2)}$, (5.14), constant along $\Sigma_k \cap U_\xi$, $k = 1, \ldots, 4$.

Define the time-scaled local coordinate

$$(6.9) \quad \zeta(\lambda) = |8t|^{1/2}(\lambda - \xi).$$

Under this change of variables we have the identifications

$$e^{2i\theta} = e^{-i\zeta^2/2}e^{4it}\xi, \quad (\eta(\lambda - \xi))^{2i\eta(\xi)} = (\eta \xi)^{2i\eta(\xi)} e^{-i\eta(\xi) \log |8t|}.$$ 

Also set,

$$(6.10) \quad r_\xi = \rho(\xi)\delta_0(\xi, \eta)^2 e^{-i\eta(\xi) \log |8t|} e^{4i\eta(\xi)}$$

so that $1 + r_\xi s_\xi = 1 - e(\rho(\xi))^2$.

Using the notation just introduced, and extending the constant jump of $v^{(2)}|_{\lambda \in U_\xi}$ to infinity along each of the four rays $\Sigma_k$, $k = 1, \ldots, 4$, (see Figure 6.1) our local model $N^{\text{loc}}$ satisfies

Riemann-Hilbert Problem 6.8. Find a $2 \times 2$ matrix-valued function $N^{\text{loc}}(\lambda) = N^{\text{loc}}(\lambda; \xi, \eta)$, analytic in $\mathbb{C}\setminus \Sigma^{(2)}$ with the following properties:

1. $N^{\text{loc}}(\lambda; \xi, \eta) = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right) + O(\lambda^{-1})$ as $|\lambda| \to \infty$. 

and Problem 6.5 does not possess the symmetry condition shared by RHP 6.20 is given by

$$v(6.11)$$

This is because it is a local model and will only be used for bounded values of the boundary between the local and outer models.

2. $N^{pc}(\lambda; \xi, \eta)$ has continuous boundary values $N^{pc}_{\pm}(\lambda; \xi, \eta)$ on $\Sigma^{(2)}$ which satisfy the jump relation $N^{pc}_{+} = N^{pc}_{-}$ where

$$u^{(pc)}(\lambda) = \begin{cases} 
1, & z \in \Sigma_1, \\
\frac{1}{s_\xi(\eta\xi)^{-2i\eta\kappa(\xi)\eta^2/2}} + \frac{1}{1 + r_\xi} \frac{(\eta\xi)^{2i\eta\kappa(\xi)\eta^2/2}}{1}, & z \in \Sigma_2, \\
\frac{1}{r_\xi(\eta\xi)^{-2i\eta\kappa(\xi)\eta^2/2}} + 1, & z \in \Sigma_3, \\
\frac{1}{1 + r_\xi}, & z \in \Sigma_4.
\end{cases}$$

Remark 6.9. RHP 6.8 does not possess the symmetry condition shared by RHP 6.1 and Problem 6.5. This is because it is a local model and will only be used for bounded values of $\lambda$. The normalization is chosen such that the residual error $\mathcal{E}$ defined by (6.20) has a near identity jump on the shared boundary between the local and outer models.

This type of model problem is typical in integrable systems whenever there is a phase function, here $\theta$, which has a quadratic critical point along the real line. The solution in each of these cases is found by a further reduction of RHP 6.8 to a problem with constant jumps (at the price of nontrivial behavior at infinity) whose solution satisfies a differential equation, which can be solved using parabolic cylinder functions, $D_\alpha(z)$, whose properties are tabulated in [12, Chapter 12]. The precise details of the construction for DNLS, which differ only slightly from the construction for KdV or NLS can be found in [28]; here we give only the necessary details.

Proposition 6.10. Fix $\xi$ and let $\kappa = \kappa(\xi)$ be as given in (5.3). Then for any choice of constants $r_\xi, s_\xi$ in (6.10) such that $1 + r_\xi s_\xi = e^{-2i\kappa} \neq 0$, the solution $N^{pc}(\lambda; \xi, \eta)$ of RHP 6.8 is given by

$$N^{pc}(\lambda; \xi, +) = F(\zeta(\lambda); s_\xi, r_\xi)$$

$$N^{pc}(\lambda; \xi, -) = \sigma_2 F(-\zeta(\lambda); r_\xi, s_\xi) \sigma_2$$
where,

\[ F(\zeta; s, r) := \Phi_{s, r}(\zeta)\mathcal{P}_{s, r}(\zeta)\zeta^{-i\kappa\sigma_3}e^{i\zeta^2/4} \]

\[ \mathcal{P}_{s, r}(\zeta) = \begin{cases} 
\begin{pmatrix} 1 & 0 \\
1 & \rho_s 
\end{pmatrix}, & \text{arg } \zeta \in (0, \frac{\pi}{4}), \\
\begin{pmatrix} 1 & -\rho_s \\
0 & 1 
\end{pmatrix}, & \text{arg } \zeta \in (-\frac{\pi}{4}, 0), \\
\begin{pmatrix} 1 & 0 \\
0 & 1 
\end{pmatrix}, & \text{arg } \zeta \in (\frac{3\pi}{4}, \pi), \\
\begin{pmatrix} 1 & 0 \\
0 & 1 
\end{pmatrix}, & \text{arg } \zeta \in (-\pi, -\frac{3\pi}{4}), \\
\end{cases} \]

\[ \Phi_{s, r}(\zeta) = \begin{cases} 
\frac{e^{-\frac{3\pi}{4}\kappa}D_{i\kappa}(\zeta e^{-3i\pi/4})}{\beta_{21}(s, r)} & \frac{e^{\frac{\pi}{4}(\kappa-1)}D_{i\kappa-1}(\zeta e^{-\pi i/4})}{\beta_{21}(s, r)} \\
e^{-\frac{3\pi}{4}\kappa}D_{i\kappa-1}(\zeta e^{3i\pi/4}) & e^{\pi\kappa/4}D_{i\kappa}(\zeta e^{\pi i/4}) 
\end{cases} \]

for Im(\zeta) > 0, and for Im(\zeta) < 0

\[ \Phi_{s, r}(\zeta) = \begin{cases} 
\frac{e^{\pi\kappa/4}D_{i\kappa}(\zeta e^{\pi i/4})}{\beta_{21}(s, r)} & \frac{\kappa}{\beta_{21}(s, r)} = \frac{-\sqrt{2\pi e^{-\pi/2}e^{-i\pi/4}}}{r \Gamma(i\kappa)} \\
\frac{e^{-\pi\kappa/4}D_{i\kappa-1}(\zeta e^{-3i\pi/4})}{\beta_{21}(s, r)} & e^{-3\pi\kappa/4}D_{i\kappa}(\zeta e^{-3i\pi/4}) 
\end{cases} \]

where,

\[ (6.13) \quad \beta_{12}(s, r) = \sqrt{2\pi e^{-\pi/2}e^{i\pi/4}} \frac{s \Gamma(-i\kappa)}{s \Gamma(-i\kappa)} \quad \beta_{21}(s, r) = \frac{\kappa}{\beta_{21}(s, r)} = \frac{-\sqrt{2\pi e^{-\pi/2}e^{-i\pi/4}}}{r \Gamma(i\kappa)}. \]

As \( \zeta \to \infty \)

\[ (6.14) \quad F(\zeta; s, r) = I + \frac{1}{\zeta} \begin{pmatrix} 0 & \kappa \beta_{12}(s, r) \end{pmatrix} + O(\zeta^{-2}). \]

The essential property of \( \mathcal{N}^{rc} \) that we will need later is the asymptotic expansion for large \( \zeta \). Using (6.12), we have

\[ (6.15) \quad \mathcal{N}^{rc}(\lambda; \xi, \eta) = I + \frac{|8t|^{-1/2}}{\lambda - \xi} A(\xi, \eta) + O(t^{-1}), \quad \lambda \in \partial U_\xi, \]

where

\[ (6.16) \quad A(\xi, \eta) = \begin{pmatrix} 0 & -i A_{12}(\xi, \eta) \\
-i A_{21}(\xi, \eta) & 0 
\end{pmatrix} \]

with

\[ A_{12}(\xi, +) = \beta_{12}(s \xi, r \xi), \quad A_{21}(\xi, +) = \beta_{21}(s \xi, r \xi) \]

\[ A_{12}(\xi, -) = -\beta_{21}(r \xi, s \xi), \quad A_{21}(\xi, -) = -\beta_{12}(r \xi, s \xi) \]

satisfies

\[ (6.17) \quad |A_{12}(\xi, \eta)|^2 = \frac{\kappa(\xi)}{\xi} \quad A_{21}(\xi, \eta) = \frac{\xi A_{12}(\xi, \eta)}{\kappa(\xi)} \]
\[
\begin{aligned}
\arg A_{12}(\xi, +) &= \frac{\pi}{4} + \arg \Gamma(i\kappa(\xi)) - \arg(-\varepsilon\xi\rho(\xi)) \\
&\quad + \frac{1}{\pi} \int_{-\infty}^{\xi} \log |\xi - \lambda| \, d\lambda \log(1 - \varepsilon\lambda\rho(\lambda))^2 - \kappa(\xi) \log |8t| + 4t^2 \xi^2 \\
\arg A_{12}(\xi, -) &= \frac{\pi}{4} - \arg \Gamma(i\kappa(\xi)) - \arg(-\varepsilon\xi\rho(\xi)) \\
&\quad + \frac{1}{\pi} \int_{\xi}^{\infty} \log |\xi - \lambda| \, d\lambda \log(1 - \varepsilon\lambda\rho(\lambda))^2 + \kappa(\xi) \log |8t| + 4t^2 \xi^2
\end{aligned}
\] (6.18a)

(6.18b)

The first line of (6.15) and (6.17) are proved in [28]; the second of (6.15) follows easily from the first and the (6.12). The second line of (6.17) is a consequence of the fact that \(\beta_{12}\beta_{21} = \kappa\). Equations (6.18) follow simply from (6.13) and (6.10) where we use (v) and integration by parts to express the integral terms.

We will also need the values of the model problem at \(z = 0\), which from (6.9) gives \(\zeta(0) = -|8t|^{1/2}\xi\). Note that, though (6.12) is piecewise defined across the real axis, \(\mathcal{N}^{pc}\) does not have a jump across the real axis (cf. (6.11)); in the formulas below we have chosen the components of \(\Phi_{s,r}\) for which right multiplication by \(P_{s,r}(\zeta)\) has no effect. The first column \(\mathcal{N}_{1}^{pc}\) of \(\mathcal{N}^{pc}\) at \(\lambda = 0\) is given by:

\[
\mathcal{N}_{1}^{pc}(0; \xi, \eta) = e^{\frac{\pi{\kappa}(\xi)}{4}} e^{2i\xi^2 - \frac{\pi}{2} \eta(\xi)} \log |8t \xi|^2 \begin{bmatrix} 1 & 0 \\ 0 & -\alpha \xi \text{sgn}(\xi) \end{bmatrix} \begin{bmatrix} D_{\text{inc}}(\xi) \left( e^{\frac{\pi{\kappa}}{8t\xi^2} |8t\xi^2|^{1/2}} \right) \\ iA_{21}(\xi, \eta) D_{\text{inc}}(\xi - 1) \left( e^{\frac{\pi{\kappa}}{8t\xi^2} |8t\xi^2|^{1/2}} \right) \end{bmatrix}
\]

Lemma 6.11. Let \(c_1, c_2, c_3\) be strictly positive constants, and suppose that \(\rho \in H^{2,2}(\mathbb{R})\) with \(\|\rho\|_{H^{2,2}(\mathbb{R})} \leq c_1\), \(\inf_{\lambda \in \mathbb{R}} (1 - \varepsilon\lambda\rho(\lambda))^2 \geq c_2\), and \(\|\xi\| \leq c_3\). Then as \(|t| \to \infty\),

\[
|\mathcal{N}_{21}^{pc}(0; \xi, \eta)| \leq t^{-1/2},
\]

where the implied constant is independent of \(\xi\) and \(\rho\).

Proof. From (6.19) and (6.17) we have, setting \(p := e^{\frac{\pi{\kappa}}{8t\xi^2} |8t\xi^2|^{1/2}}\),

\[
|\mathcal{N}_{21}^{pc}(0; \xi, \eta)| = e^{\frac{\pi{\kappa}(\xi)}{4}} |A_{21}(\xi, \eta) D_{\text{inc}}(\xi - 1)(p)| = \left| \frac{\kappa(\xi)}{8t\xi^2} \right|^{1/2} e^{\frac{\pi{\kappa}(\xi)}{8t\xi^2} |8t\xi^2|^{1/2}} p D_{\text{inc}}(\xi - 1)(p) \right|,
\]

Since \(\kappa(\xi)/\xi \to \frac{\pi{\kappa}}{2t} |\rho(0)|^2\) as \(\xi \to 0\), it is sufficient to show that the last factor is bounded in \(p \geq 0\). For finite \(p\) this is trivial, and for large \(p\), the asymptotic expansion of \(D_{\text{inc}}(z)\) [12, Eq. 12.9.1] gives

\[
|e^{\frac{\pi{\kappa}(\xi)}{8t\xi^2} |8t\xi^2|^{1/2}} p D_{\text{inc}}(\xi - 1)(p)| = e^{-p^2/4} |\mathcal{O}(p^{-2})| = 1 + \mathcal{O}(p^{-2}).
\]

We also need the following boundedness property:

Lemma 6.12 (see [28, Appendix D]). Let \(c_1\) and \(c_2\) be strictly positive constants, and suppose that \(\rho \in H^{2,2}(\mathbb{R})\) with \(\|\rho\|_{H^{2,2}(\mathbb{R})} \leq c_1\) and \(\inf_{\lambda \in \mathbb{R}} (1 - \varepsilon\lambda\rho(\lambda))^2 \geq c_2\). Then,

\[
\left| \mathcal{N}^{pc}(\xi, \eta) \right|_{\infty} \leq 1,
\]

\[
\left| \mathcal{N}^{pc}(\xi, \eta)^{-1} \right|_{\infty} \leq 1,
\]

where the implied constants are uniform in \(\xi\) and \(|t| > 1\) and depends only on \(c_1\) and \(c_2\).
6.3. **Existence theory for the RH model problem.** In this section, we prove that the solution \( N^{\text{rhp}} \) of our model problem, RHP 6.1 exists, by constructing it from the outer and local models introduced previously. The models are not an exact solution, and some residual error persists. We will show that for large times, the error solves a small norm Riemann-Hilbert problem which we can expand asymptotically.

Write the solution \( N^{\text{rhp}} \) of RHP 6.1 in the form

\[
N^{\text{rhp}}(\lambda) = \begin{cases} 
\mathcal{E}(\lambda)N^{\text{sol}}(\lambda) & |\lambda - \xi| \neq \mathcal{U}_\xi \\
\mathcal{E}(\lambda)N^{\text{sol}}(\lambda)N^{\text{rc}}(\lambda) & |\lambda - \xi| \in \mathcal{U}_\xi 
\end{cases}
\]

where \( \mathcal{U}_\xi \) is defined in (6.8), \( N^{\text{sol}} \), the solution of Problem 6.5, and \( N^{\text{rc}} \), the solution of RHP 6.8, are both bounded functions of \((x,t)\) having determinant equal to 1. This relation implicitly defines a transformation to a new unknown \( \mathcal{E} \) which satisfies a new RH problem. In order to state it let

\[
\Sigma^{(E)} = \partial \mathcal{U}_\xi \cup (\Sigma_2 \mathcal{U}_\xi)
\]

where the circle \( \partial \mathcal{U}_\xi \) is oriented counter clockwise.

**Riemann-Hilbert Problem 6.13.** Find a 2 \( \times \) 2 matrix value function \( \mathcal{E} \) analytic in \( \mathbb{C} \setminus \Sigma^{(E)} \) with the following properties

1. For \( z \in \mathbb{C} \setminus \mathcal{U}_\xi \), \( \mathcal{E} \) satisfies the symmetry relation

\[
\mathcal{E}(\lambda) = \begin{pmatrix} \mathcal{E}_{22}(\lambda) & \varepsilon \lambda^{-1} \mathcal{E}_{21}(\lambda) \\
\varepsilon \lambda \mathcal{E}_{12}(\lambda) & \mathcal{E}_{11}(\lambda) \end{pmatrix}
\]

2. \( \mathcal{E}(\lambda) = \left( \begin{array}{cc} 1 & 0 \\ q\varepsilon & 1 \end{array} \right) + \mathcal{O}(\lambda^{-1}) \) as \(|\lambda| \to \infty\), for a constant \( q\varepsilon \) determined by the symmetry condition above.

3. For \( \lambda \in \Sigma^{(E)} \), the boundary values \( \mathcal{E}_\pm \) satisfy the jump relation \( \mathcal{E}_+(\lambda) = \mathcal{E}_-(\lambda) \nu^{(E)}(\lambda) \) where

\[
\nu^{(E)}(\lambda) = \begin{cases} 
N^{\text{sol}}(\lambda)\nu^{(2)}(\lambda)N^{\text{sol}}(\lambda)^{-1} & \lambda \in \Sigma_2 \setminus \mathcal{U}_\xi \\
N^{\text{sol}}(\lambda)N^{\text{rc}}(\lambda)^{-1}N^{\text{sol}}(\lambda)^{-1} & \lambda \ting \partial \mathcal{U}_\xi
\end{cases}
\]

The jump matrix \( \nu^{(E)} \) is uniformly near identity for large times; it follows from (6.5), (6.15) and Lemma 6.7, that

\[
\left| \nu^{(E)}(\lambda) - I \right| \lesssim \begin{cases} 
t^{-1/2} & \lambda \in \partial \mathcal{U}_\xi \\
te^{-2\sqrt{2}(\lambda - \xi)} & \lambda \ting \Sigma_2 \setminus \mathcal{U}_\xi
\end{cases}
\]

and

\[
\left\| \nu^{(E)} - I \right\|_{L^2, k(\mathbb{R}) \to L^2(\mathbb{R})} \lesssim t^{-1/2}, \quad k \in \mathbb{N}.
\]

There is a well known existence and uniqueness theorem for RHPs with near identity jump matrices \( [] \). Let \( C_{\mathcal{E}} \) denote the Cauchy integral operator

\[
C_{\mathcal{E}} f = C^{-}(f(\nu^{(E)} - I)),
\]

where \( C^{-} \) is the usual Cauchy projection operator on \( \Sigma^{(E)} \):

\[
C^{-}f(\lambda) = \lim_{\lambda \ting \Sigma_+^{(E)}} \frac{1}{2\pi i} \int_{\Sigma^{(E)}} \frac{f(z)}{z - \lambda}dz.
\]
The essential fact needed for the small-norm theory is that $C_E$ is a small norm operator,
\begin{equation}
\|C_E\|_{L^2(\Sigma^{(E)}) \to L^2(\Sigma^{(E)})} = O\left(\|v^{(E)} - I\|_\infty\right) = O\left(t^{-1/2}\right).
\end{equation}

**Lemma 6.14.** Suppose that $\rho \in H^{2,2}(\mathbb{R})$ and $c := \inf_{\lambda \in \mathbb{R}}(1 - \lambda|\rho(\lambda)|^2) > 0$ strictly. Then, for sufficiently large times $|t| > 0$, there exists a unique solution $\mathcal{E}(\lambda; x, t)$ of RHP 6.13 with the property that
\[\|\mathcal{E} - \left(\begin{array}{c} 1 \\ \bar{\eta}_E \\ \bar{\eta}_E \end{array}\right)\|_{L^\infty(\mathbb{C})} \lesssim t^{-1/2}.\]
Moreover, as $\lambda \to \infty$
\[\mathcal{E}(\lambda) = \left(1 \frac{\mu_1}{\eta_E} 0 \right) + \lambda^{-1}\mathcal{E}_1 + O\left(\lambda^{-2}\right)
\]
where $q_E := \varepsilon(\mathcal{E}_1)_{12}$ and
\begin{equation}
2i(\mathcal{E}_1)_{12} = \frac{1}{|2^t|^{1/2}} \left[A_{12}(\xi, \eta)\mathcal{N}^{sol}_1(\xi)^2 + A_{21}(\xi, \eta)\mathcal{N}^{sol}_2(\xi)^2\right] + O\left(t^{-1}\right).
\end{equation}
Here, $\mathcal{N}^{sol}$ is the solution of the Problem 6.5 described in Lemma 6.6 while $A_{12}$ and $A_{21}$ are given by (6.16)-(6.18).

**Proof.** Due to the nonstandard normalization we will construct the solution $\mathcal{E}$ row-by-row. We begin by considering the first row, which we denote $e_1 = (\mathcal{E}_1 \quad \mathcal{E}_{12})$, which is canonically normalized.

By standard results in the theory of Cauchy integral operators [9], $e_1$ must satisfy
\begin{equation}
e_1(\lambda) = (1 0) + \frac{1}{2\pi i} \int_{\Sigma^{(E)}} \frac{((1 0) + \mu_1(z))(v^{(E)}(z) - I)}{z - \lambda} dz
\end{equation}
where $\mu_1 \in L^2(\Sigma^{(E)})$ is the unique row vector solution of
\begin{equation}
(1 - C_E)\mu_1 = C_E(1 0)
\end{equation}
The existence and uniqueness of $\mu_1$ follows immediately from (6.26) which establishes the existence of $(1 - C_E)^{-1}$, and allows one to construct $\mu_1$ by Neumann series, moreover, we have
\begin{equation}
\|\mu_1\|_{L^2(\Sigma^{(E)})} \leq \frac{\|C_E\|_{L^2(\Sigma^{(E)}) \to L^2(\Sigma^{(E)})}}{1 - \|C_E\|_{L^2(\Sigma^{(E)}) \to L^2(\Sigma^{(E)})}} \lesssim t^{-1/2}.
\end{equation}
Fix a small constant $d$ and suppose that $\inf_{z \in \Sigma^{(E)}} |\lambda - z| > d$, then
\[|e_1 - (1 0)| \lesssim \frac{d^{-1}}{2\pi} \left(\|v^{(E)} - I\|_{L^1} + \|\mu_1\|_{L^2}\|v^{(E)} - I\|_{L^2}\right) \lesssim t^{-1/2}.
\]
To get $L^\infty$ control for $\lambda$ approaching $\Sigma^{(E)}$ we observe that the jumps on the contours $\Sigma^{(E)}$ are locally analytic, and so can be freely deformed locally by a bounded invertible transformation $e_1 \mapsto \tilde{e}_1$. The previous argument then goes through to show that $|\tilde{e}_1 - (1 0)|$ is bounded on $\Sigma^{(E)}$ which then gives a similar bound on $e_1$ as the transformation itself is bounded.

To build the second row $e_2 = (\mathcal{E}_{12} \quad \mathcal{E}_{22})$, we begin by using the symmetry condition to compute $\bar{\eta}_E$. Since $\mathcal{E}_{21}(\lambda) = \varepsilon\lambda\mathcal{E}_{12}(\lambda)$ for all large $\lambda$, we use (6.28) and take the limit as $\lambda \to \infty$ to find
\[q_E = \varepsilon 2\pi i \int_{\Sigma^{(E)}} [(1 0) + e_1(z)][v^{(E)}z - I]_2 dz
\]
where the subscript 2 on the second factor of the integrand denotes the second column of the matrix. Finally, using (6.24) and (6.30) we have the bound
\[ |\mathcal{E}_2| \leq t^{-1/2}. \]

Now that \( \mathcal{E}_2 \) is well defined, we construct the second row as
\[ \mathbf{e}_2(\lambda) = (\mathcal{E}_2 1) + \frac{1}{2\pi i} \int_{\Sigma(\epsilon)} \frac{((\mathcal{E}_2 1) + \mu_2(z))(v^{(E)}(z) - I)}{z - \lambda} \, dz \]
where
\[ (1 - C_E) \mu_2 = C_E (\mathcal{E}_2 1). \]
Then repeating the arguments above we have that \( \|\mu_2\|_{L^2(\Sigma(\epsilon))} \leq t^{-1/2} \) and \( \|\mathbf{e}_2 - (\mathcal{E}_2 1)\|_{L^\infty(\Sigma)} \leq t^{-1/2}. \)

Define the matrices \( \mathcal{E} = \begin{pmatrix} \mathbf{e}_1 \\ \mathbf{e}_2 \end{pmatrix} \) and \( \mu = \begin{pmatrix} \mu_1 \\ \mu_2 \end{pmatrix} \). Then, for large \( \lambda \) write \( \mathcal{E}_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) and
\[ \mathcal{E}(\lambda) = \mathcal{E}_0 + \lambda^{-1} \mathcal{E}_1 + \lambda^{-2} \mathcal{S}(\lambda) \]
\[ \mathcal{E}_1 = \frac{-1}{2\pi i} \int_{\Sigma(\epsilon)} (\mathcal{E}_0 + \mu(z))(v^{(E)}(z) - I) \, dz, \quad \mathcal{S}(\lambda) = \frac{\lambda}{2\pi i} \int_{\Sigma(\epsilon)} \frac{(\mathcal{E}_0 + \mu(z))z(v^{(E)}(z) - I)}{(z - \lambda)} \, dz. \]

Using (6.24) and (6.30), as \( \lambda \to \infty \) the residual \( \mathcal{S} \) satisfies
\[ |\mathcal{S}| \leq \|\mathcal{E}_0 - I\|_{L^2(\Sigma)} \leq t^{-1/2}, \]
while using (6.31) we have
\[ \mathcal{E}_1 = \frac{-1}{2\pi i} \int_{\partial U_\epsilon} (v^{(E)}(z) - I) \, dz + \mathcal{O}(t^{-1}) \]
\[ = \|\mathcal{N}^{\text{sol}}(\xi)A(\xi, \eta)\mathcal{N}^{\text{sol}}(\xi)^{-1} + \mathcal{O}(t^{-1}) \].

The last line in (6.34) follows from a residue calculation using (6.15). A direct calculation using the fact that \( \det \mathcal{N}^{\text{sol}} = 1 \) then gives (6.27). \( \square \)

Combining Lemmas 6.7, 6.12, and 6.14, it follows from (6.20) that

**Proposition 6.15.** Let \( c_1 \) and \( c_2 \) be strictly positive constants, and suppose that \( \rho \in H^{2,2}(\mathbb{R}) \) with \( \|\rho\|_{H^{2,2}(\mathbb{R})} \leq c_1 \) and \( \inf_{\lambda \in \mathbb{R}} (1 - \varepsilon |\rho(\lambda)|^2) \geq c_2 \). Then,
\[ \|\mathcal{N}^{\text{rep}}\|_{\infty} \leq 1 \quad \|\mathcal{N}^{\text{rep}}(\xi)\|_{\infty} \leq 1, \]
where the implied constants are uniform in \( \xi \) and \( t > 1 \) and depend only on \( c_1 \) and \( c_2 \).

When estimating the gauge factor for the solution \( u \) of the DNLS equation (Section 7.2), we need the following result that provides the large-time behavior of the error term \( \mathcal{E} \) at \( z = 0 \):

**Proposition 6.16.** Suppose that \( \rho \in H^{2,2}(\mathbb{R}) \) and \( c := \inf_{\lambda \in \mathbb{R}} (1 - \varepsilon |\rho(\lambda)|^2) > 0 \) strictly. Then, as \( |t| \to \infty \) the unique solution of RHP 6.13 described by Lemma 6.14 satisfies
\[ \mathcal{E}_{11}(0) = 1 - \frac{\varepsilon}{8|t|^1} \left[ \mathcal{N}^{\text{sol}}(\xi)A_{12}(\xi, \eta)\mathcal{N}^{\text{sol}}(\xi) + \mathcal{N}^{\text{sol}}(\xi)A_{12}(\xi, \eta)\mathcal{N}^{\text{sol}}(\xi) \right] + \mathcal{O}(t^{-1}) \]
whenever $0 \neq \xi$; when $0 \in \mathcal{U}_\xi$ it satisfies

\begin{equation}
\mathcal{E}_{11}(0) = 1 - \frac{i\varepsilon}{|st|^{1/2}} \left[ A_{12}(\xi, \eta) \left( N_2^{\text{sol}}(\xi)N_1^{\text{sol}}(\xi) - N_2^{\text{sol}}(0)\overline{N}_1^{\text{sol}}(0) \right) + A_{12}(\xi, \eta)\overline{N}_2^{\text{sol}}(\xi)\overline{N}_1^{\text{sol}}(\xi) \right] + \mathcal{O}(t^{-1})
\end{equation}

and

\begin{equation}
\mathcal{E}_{12}(0) = \frac{i\varepsilon}{|st|^{1/2}} \left[ \varepsilon A_{12}(\xi, \eta) \frac{N_1^{\text{sol}}(\xi)^2 - N_1^{\text{sol}}(0)^2}{\xi} + (A_{12}(\xi, \eta) \left( N_2^{\text{sol}}(\xi)^2 - N_2^{\text{sol}}(0)^2 \right) \right] + \mathcal{O}(t^{-1})
\end{equation}

**Proof.** Write $e_1 = (\mathcal{E}_{11}, \mathcal{E}_{12})$ for the first row of $\mathcal{E}$. Then starting from (6.28) we use (6.22) and (6.15) together with the bounds (6.23), (6.24) and (6.30) to write

\[
e_1(0) = (1 \ 0) - \frac{(1 \ 0)}{|st|^{1/2}2\pi i} \int_{\mathfrak{H}_\xi} \frac{N_1^{\text{sol}}(z)A(\xi, \eta)N_1^{\text{sol}}(z)^{-1}}{z(z - \xi)} \, dz + \mathcal{O}(t^{-1}).
\]

A residue calculation, using the symmetry condition (6.6) and (6.17) to simplify the result, completes the proof. \qed

6.4. The remaining $\overline{\psi}$ problem. We are ready to consider the pure $\overline{\psi}$-Problem 6.3 for $n^{(3)}$. The next proposition describes its large-time asymptotics.

**Proposition 6.17.** Given $\rho \in H^{2,2}(\mathbb{R})$ and $c := \inf_{\lambda \in \mathbb{R}} (1 - \lambda |\rho(\lambda)|^2) > 0$ strictly. Then, for sufficiently large time $t > 0$, there exists a unique solution $n^{(3)}(\lambda; x, t)$ for $\overline{\psi}$-Problem 6.3 with the property that

\begin{equation}
n^{(3)}(\lambda; x, t) = I + \frac{1}{\lambda} n^{(3)}_1(x, t) + o_{\xi, t} \left( \frac{1}{\lambda} \right)
\end{equation}

for $\lambda = iy$ with $y \to +\infty$ where

\begin{equation}
\left| n^{(3)}_1(x, t) \right| \lesssim t^{-3/4}
\end{equation}

where the implied constant in (6.39) is independent of $\xi$ and $t$ and uniform for $\rho$ in a bounded subset of $H^{2,2}(\mathbb{R})$ with $\inf_{\lambda \in \mathbb{R}} (1 - \lambda |\rho(\lambda)|^2) \geq c > 0$ for a fixed $c > 0$.

**Proposition 6.18.** Given the same assumptions as Proposition 6.17 and for sufficiently large times $t > 0$, the unique solution $n^{(3)}(\lambda; x, t)$ of $\overline{\psi}$-Problem 6.3 satisfies

\begin{equation}
n^{(3)}_1(0; x, t) = 1 + \mathcal{O} \left( t^{-3/4} \right)
\end{equation}

where the implied constant is independent of $\xi$ and $t$ and is uniform for $\rho$ in a bounded subset of $H^{2,2}(\mathbb{R})$ with $\inf_{\lambda \in \mathbb{R}} (1 - \lambda |\rho(\lambda)|^2) \geq c > 0$ for a fixed $c > 0$.

**Remark 6.19.** The remainder estimate in (6.38) need not be (and is not) uniform in $\xi$ and $t$; what matters for the proof of Theorem 1.15 is that the implied constant in the estimate (6.39) for $n^{(3)}_1(x, t)$ is independent of $\xi$ and $t$. 

To prove Proposition 6.17 we recast \( \overline{\psi} \)-Problem 6.3 as a Fredholm-type integral equation using the solid Cauchy transform
\[
(Pf)(\lambda) = \frac{1}{\pi} \int_{\mathcal{C}} \frac{1}{\lambda - z} f(z) \, dm(z)
\]
where \( dm \) denotes Lebesgue measure on \( \mathbb{C} \). The following lemma is standard.

**Lemma 6.20.** A continuous, bounded row vector-valued function \( n^{(3)}(\lambda; x, t) \) solves \( \overline{\psi} \) Problem 6.3 if and only if
\[
n^{(3)}(\lambda; x, t) = (1, 0) + \frac{1}{\pi} \int_{\mathcal{C}} \frac{1}{\lambda - z} n^{(3)}(z; x, t) W^{(3)}(z; x, t) \, dm(z). \tag{6.41}
\]

**Proof of Proposition 6.17, given Lemmas 6.21–6.23.** As in [2] and [10], we first show that, for large times, the integral operator \( K_W \) defined by
\[
(K_W f)(\lambda) = \frac{1}{\pi} \int_{\mathcal{C}} \frac{1}{\lambda - z} f(z) W^{(3)}(z) \, dm(z)
\]
(suppressing the parameters \( x \) and \( t \)) obeys the estimate
\[
\| K_W \|_{L^\infty \rightarrow L^\infty} \lesssim t^{-1/4} \tag{6.42}
\]
where the implied constants depend only on \( \| \rho \|_{H^{2,2}} \) and \( c := \inf_{\lambda \in \mathbb{R}} (1 - \varepsilon \lambda |\rho(\lambda)|^2) \) and, in particular, are independent of \( \xi \) and \( t \). This is the object of Lemma 6.21. In particular, this shows that the solution formula
\[
n^{(3)} = (I - K_W)^{-1}(1, 0) \tag{6.43}
\]
makes sense and defines an \( L^\infty \) solution of (6.41) bounded uniformly in \( \xi \in \mathbb{R} \) and \( \rho \) in a bounded subset of \( H^{2,2}(\mathbb{R}) \) with \( c > 0 \).

We then prove that the solution \( n^{(3)}(\lambda; x, t) \) has a large-\( \lambda \) asymptotic expansion of the form (6.38) where \( \lambda \to \infty \) along the positive imaginary axis (Lemma 6.22). Note that, for such \( \lambda \), we can bound \( |\lambda - z| \) below by a constant times \( |\lambda| + |z| \). The remainder need not be bounded uniformly in \( \xi \). Finally, we prove estimate (6.39). \( \square \)

**Proof of Proposition 6.18, given Lemmas 6.21–6.23.** From (6.41) we have
\[
n^{(3)}_{11}(0) = 1 - \frac{1}{\pi} \int_{\mathcal{C}} \frac{n^{(3)}_{11}(z) W^{(3)}_{11}(z)}{z} n^{(3)}_{12}(z) W^{(3)}_{21}(z) \, dm(z).
\]
Computing \( W^{(3)}_{11} \) and \( W^{(3)}_{21} \) using (6.3) and the symmetry (6.6), recalling that \( \overline{\psi} R^{(2)} \) has zeros on its diagonal, gives
\[
\frac{W^{(3)}_{11}(z)}{z} = \mathcal{N}_2^{\text{sol}}(z) \mathcal{N}_1^{\text{sol}}(z) \overline{\psi} R^{(2)}_{21}(z) + \varepsilon \mathcal{N}_1^{\text{sol}}(z) \mathcal{N}_2^{\text{sol}}(z) \overline{\psi} R^{(2)}_{12}(z).
\]
\[
\frac{W^{(3)}_{21}(z)}{z} = \frac{\mathcal{N}_1^{\text{sol}}(z) \overline{\psi} R^{(2)}_{21}(z)}{z} - z \mathcal{N}_2^{\text{sol}}(z) \overline{\psi} R^{(2)}_{12}(z)
\]
Equations (6.42) and (6.43) imply that \( |n^{(3)}(z)| \lesssim 1 \). Using Lemma 6.7 then gives
\[
\left| n^{(3)}(0) - 1 \right| \lesssim \int_{\mathcal{C}} \left| \frac{\overline{\psi} R^{(2)}_{21}(z)}{z} \right| + \left| \overline{\psi} R^{(2)}_{12}(z) \right| \, dm(z) = \mathcal{O} \left( t^{-3/4} \right).
\]
Where the last equality uses Corollary 5.5 to control the size of each term in the integrand, allowing identical estimates as those used to bound \( \int |W^3(z)| dm(z) \) in Proposition 6.17 to establish the result.

Estimates (6.38), (6.39), and (6.42) rest on the bounds stated in three lemmas.

**Lemma 6.21.** Suppose that \( \rho \in H^{2,2}(\mathbb{R}) \) and \( c := \inf_{\lambda \in \mathbb{R}} (1 - \varepsilon|\rho(\lambda)|^2) > 0 \) strictly. Then, the estimate (6.42) holds, where the implied constants depend on \( \|\rho\|_{H^{2,2}} \) and \( c \).

**Proof.** To prove (6.42), first note that

\[
| Kw f |_{\infty} \leq \| f \|_{\infty} \int_{C} \frac{1}{|\lambda - z|} |W^3(z)| dm(z)
\]

where, using Proposition 6.15,

\[
|W^3(z)| \leq \| \mathcal{V} \|_{\infty} (\| \mathcal{V} \|_{\infty}^{-1}) \| \delta R^{(2)} \|_{\infty} \leq \| \delta R^{(2)} \|_{\infty}.
\]

We will prove the estimate for \( z \in \Omega_1 \) since estimates for \( \Omega_3 \), \( \Omega_4 \), and \( \Omega_6 \) are similar. Setting \( \lambda = \alpha + i\beta \) and \( z - \xi = u + iv \), the region \( \Omega_1 \) corresponds to

\[
\Omega_1 = \{ (\xi + u, v) : v \geq 0, v \leq u < \infty \}.
\]

We then have from Corollary 5.5 that

\[
\int_{\Omega_1} \frac{1}{|\lambda - z|} |W^3(z)| dm(z) \leq I_1 + I_2 + I_3 + I_4
\]

where

\[
I_1 = \int_{0}^{\infty} \int_{v}^{\infty} \frac{1}{|\lambda - z|} |p'_{1}(u)| e^{-stuv} du dv
\]

\[
I_2 = \int_{0}^{1} \int_{v}^{1} \frac{1}{|\lambda - z|} |\log(u^2 + v^2)| e^{-stuv} du dv
\]

\[
I_3 = \int_{0}^{\infty} \int_{v}^{\infty} \frac{1}{|\lambda - z|} \frac{1}{1 + |z - \xi|} e^{-stuv} du dv
\]

\[
I_4 = \int_{0}^{\infty} \int_{v}^{\infty} \frac{1}{|\lambda - z|} |\chi_{\omega}(z)| e^{-stuv} du dv.
\]

We recall from [2, proof of Proposition C.1] the bound

\[
\left\| \frac{1}{|\lambda - z|} \right\|_{L^2(u, \infty)} \leq \frac{\pi^{1/2}}{|v - \beta|^{1/2}}
\]

where \( z = \xi + u + iv \) and \( \lambda = \alpha + i\beta \). Using this bound and Schwarz’s inequality on the \( u \)-integration we may bound \( I_1 \) by constants times

\[
(1 + \|p'_{1}\|_{2}) \int_{0}^{\infty} \frac{1}{|v - \beta|^{1/2}} e^{-tv^2} dv \lesssim t^{-1/4}
\]

(see for example [2, proof of Proposition C.1] for the estimate). For \( I_2 \), we remark that \( |\log(u^2 + v^2)| \lesssim 1 + |\log(u^2)| \) and that \( 1 + |\log(u^2)| \) is square-integrable on \( [0, 1] \). We can then argue as before to
conclude that \( I_2 \lesssim t^{-1/4} \). Similarly, the inequality
\[
\frac{1}{1 + |z - \xi|} \leq \frac{1}{1 + u}
\]
and the finite support of \( \chi_\Lambda \) shows that we can bound \( I_3 \) and \( I_4 \) in a similar way.

It now follows that
\[
I_\Lambda \leq \int_{\Omega_1} \frac{1}{|\lambda - z|} |W^{(3)}(z)| \, dm(z) \lesssim t^{-1/4}
\]
which, together with similar estimates for the integrations over \( \Omega_3, \Omega_4, \) and \( \Omega_6 \), proves (6.42).

**Lemma 6.22.** For \( \lambda = iy \), as \( y \to +\infty \), the expansion (6.38) holds with
\[
(6.46) \quad n_1^{(3)}(x, t) = \frac{1}{\pi} \int_{\mathbb{C}} n_1^{(3)}(z; x, t) W^{(3)}(z; x, t) \, dm(z).
\]

**Proof.** We write (6.41) as
\[
n^{(3)}(\lambda; x, t) = (1, 0) + \frac{1}{\lambda} n_1^{(3)}(x, t) + \frac{1}{\pi \lambda} \int_{\mathbb{C}} \frac{z}{\lambda - z} n^{(3)}(z; x, t) W^{(3)}(z; x, t) \, dm(z)
\]
where \( n_1^{(3)} \) is given by (6.46). If \( \lambda = iy \) and \( z \in \Omega_1 \cup \Omega_3 \cup \Omega_4 \cup \Omega_6 \), it is easy to see that
\[
|\lambda|/|\lambda - z|
\]
is bounded above by a fixed constant independent of \( \lambda \), while \( |n^{(3)}(z; x, t)| \lesssim 1 \) by the

remarks following (6.43). If we can show that \( \int_{\mathbb{C}} |W^{(3)}(z; x, t)| \, dm(z) \) is finite, it will follow from the Dominated Convergence Theorem that
\[
\lim_{y \to \infty} \int_{\mathbb{C}} \frac{z}{iy - z} n^{(3)}(z; x, t) W^{(3)}(z; x, t) \, dm(z) = 0
\]
which implies the required asymptotic estimate. We will estimate the integral \( \int_{\Omega_1} |W^{(3)}(z)| \, dm(z) \) since the other estimates are similar. Using Corollary 5.5 and (6.45), we may then estimate
\[
\int_{\Omega_1} |W^{(3)}(z; x, t)| \, dm(z) \lesssim I_1 + I_2 + I_3 + I_4
\]
where,
\[
I_1 = \int_0^{\infty} \int_0^{\infty} |p_1'(\xi + u)| e^{-8tuv} \, du \, dv
\]
\[
I_2 = \int_0^1 \int_0^1 |\log(u^2 + v^2)| e^{-8tuv} \, du \, dv
\]
\[
I_3 = \int_0^{\infty} \int_0^{\infty} \frac{1}{\sqrt{1 + u^2 + v^2}} e^{-8tuv} \, du \, dv
\]
\[
I_4 = \int_0^{\infty} \int_0^{\infty} |\chi_\Lambda(z)| e^{-8tuv} \, du \, dv.
\]
To estimate \( I_1 \), we use the Schwarz inequality on the \( u \)-integration to obtain
\[
I_1 \lesssim \|p_1'\|_2 \frac{1}{4\sqrt{t}} \int_0^{\infty} \frac{1}{\sqrt{v}} e^{-8tuv} \, dv = \|p_1'\|_2 \frac{\Gamma(1/4)}{8^{5/4} t^{3/4}}.
\]
Since \( \log(u^2 + v^2) \leq \log(2u^2) \) for \( v \leq u \leq 1 \), we may similarly bound
\[
I_2 \lesssim \|\log(2u^2)\|_{L^2(0,1)} \frac{\Gamma(1/4)}{8^{5/4} t^{3/4}}.
\]
To estimate $I_3$, we note that $1 + u^2 + v^2 \geq 1 + u^2$ and $(1 + u^2)^{-1/2} \in L^2(\mathbb{R}^+)$, so we may conclude that

$$I_3 \leq \left\| (1 + u^2)^{-1/2} \right\|_{L^{8/4}L^{3/4}} \Gamma(1/4).$$

Finally, as $\chi_\Lambda$ is finitely supported, by similar bounds

$$I_4 \leq C_\Lambda \Gamma(1/4) \frac{\sqrt{5}}{4} \frac{4}{\pi r_3},$$

where the constant $C_\Lambda$ depends only on the discrete spectrum $\Lambda$. These estimates together show that

$$\left| q_{\text{sol}}(x,t) - q_{\text{sol}}(x,t) \right| \leq O \left( e^{-\frac{4}{\pi \Lambda} \nu_0 t} \right),$$

and that the implied constant depends only on $\| \rho \|_{H^{2,2}}$ and $\Lambda$. In particular, the integral (6.47) is bounded uniformly as $t \to \infty$. □

The estimate (6.47) is also strong enough to prove (6.39):

**Lemma 6.23.** The estimate (6.39) holds with constants uniform in $\rho$ in a bounded subset of $H^{2,2}(\mathbb{R})$ and $\inf_{\lambda \in \mathbb{R}} (1 - \varepsilon \lambda |\rho(\lambda)|^2) > 0$ strictly.

**Proof.** From the representation formula (6.46), Lemma 6.21, and the remarks following, we have

$$\left| n_1^{(3)}(x,t) \right| \leq \int_{\mathbb{C}} |W^{(3)}(z; x,t)| \, dm(z).$$

In the proof of Lemma 6.22, we bounded this integral by $t^{-3/4}$ modulo constants with the required uniformities. □

### 7. Large-time asymptotics for solutions of DNLS

We now gather the estimates on the RHPs considered previously to reconstruct asymptotic formulæ for the solutions $q(x,t)$ and $u(x,t)$ of (1.3) and (1.1) to prove our main results, namely Theorems 1.15 and 1.16 that provide a precise description of their long-time behavior.

We start with a generalized version of the separation of solitons. For any real interval $I$, let

$$\Lambda(I) = \{ \lambda \in \Lambda : \Re \lambda \in I \}, \quad N(I) = |\Lambda(I)|$$

denote the set of discrete spectra which lie within the vertical strip extending over $I$ and the cardinality of this set respectively; also let

$$\nu_0(I) = \nu_0 = \min_{\lambda \in \Lambda(I)} \text{dist} (\Re \lambda, I).$$

**Proposition 7.1.** Let $q_{\text{sol}}(x,t; D)$ denote the $N$-soliton solution of (1.3) encoded in RHP 1.10 given reflectionless scattering data $D = \{ (\lambda_k, C_k) \}_{k=1}^N$. Fix real constants $x_1, x_2$ and $v_1 < v_2$. Let $I = [-v_2/4, -v_1/4]$. Then as $|t| \to \infty$ inside the cone

$$x_1 + v_1 t \leq x \leq x_2 + v_2 t$$

we have

$$|q_{\text{sol}}(x,t; D) - q_{\text{sol}}(x,t; D_I)| = O \left( e^{-4\Lambda \nu_0 t} \right),$$
where \( q_{\text{sol}}(x, t; D_I) \) is the reduced \( N(I) \)-soliton solution of (1.3) associated with scattering data \( D_I = \{ (\lambda_k, \tilde{C}_k) : \lambda_k \in \Lambda(I) \} \) and
\[
\tilde{C}_k = C_k \prod_{\lambda_i \in \Lambda \setminus \Lambda(I)} \frac{\lambda_k - \lambda_i}{\lambda_k - \lambda_j}^2.
\]

The proof of this proposition is given at the end of Appendix C.

7.1. Large-time asymptotic for solution \( q \) of (1.3). The solution \( q \) is recovered through the reconstruction formula (1.30)
\[
q(x, t) = \lim_{z \to \infty} 2izn_{12}(x, t, z),
\]
where \( z \to \infty \) in any direction not tangent to the contour \( \mathbb{R} \) and \( n \) satisfies RHP 1.10. Inverting the sequence of transformations (5.7), (5.11), (6.1) we construct the solution \( n \) as
\[
n(\lambda) = n^{(3)}(\lambda)N^{\text{RHP}}(\lambda)R^{(2)}(\lambda)^{-1}\delta(\lambda)^{\sigma_3}.
\]

Proof of Theorem 1.15. It follows from (5.5) and Corollary 5.5 that as \( \lambda \to \infty \) non-tangentially to the real axis,
\[
\delta(\lambda)^{\sigma_3} = I - \sigma_3 \lambda^{-1}\delta_1(\xi, \eta) + \mathcal{O}(\lambda^{-2}), \quad \delta_1(\xi, \eta) = i\int_{I_{\xi,\eta}} \kappa(z) dz
\]
\[
R^{(\lambda)} = I + \mathcal{O}(e^{-c|t|}).
\]

From (6.20), we have
\[
N^{\text{RHP}}(\lambda) = \mathcal{E}(\lambda)N^{\text{sol}}(\lambda)
\]
and the large-\( \lambda \) behavior of \( \mathcal{E}(\lambda) \) and \( N^{\text{sol}}(\lambda) \) are given in Proposition 6.6, Lemma 6.14 as
\[
\mathcal{E}(\lambda) = \mathcal{E}_0 + \lambda^{-1}\mathcal{E}_1 + \mathcal{O}(\lambda^{-2}), \quad \mathcal{E}_0 = \begin{pmatrix} 1 & 0 \\ \sigma & 1 \end{pmatrix}
\]
and
\[
N^{\text{sol}}(\lambda) = N_0 + \lambda^{-1}N_1 + \mathcal{O}(\lambda^{-2}), \quad N_0^{\text{sol}} = \begin{pmatrix} 1 & 0 \\ \sigma & 1 \end{pmatrix}.
\]

Inserting these expansions into (7.4) and making use of Proposition 6.17 yields the following expansion formula for \( n \):
\[
n(\lambda) = (1, 0) \left[ \left( \mathcal{E}_0 + \frac{\mathcal{E}_1}{\lambda} + \mathcal{O}(\lambda^{-2}) \right) \left( N_0 + \frac{N_1}{\lambda} + \mathcal{O}(\lambda^{-2}) \right) \left( I - \sigma_3 \frac{\delta_1}{\lambda} + \mathcal{O}(\lambda^{-2}) \right) \right].
\]

The reconstruction formula (1.30) gives
\[
q(x, y) = 2it(N_1^{\text{sol}})_{12} + 2i(\mathcal{E}_1)_{12} + \mathcal{O}(t^{-3/4}).
\]

We complete the proof by using (6.7) and Proposition 7.1 to write \( 2i(N_1^{\text{sol}})_{12} = q_{\text{sol}}(x, t; D_\xi) = q_{\text{sol}}(x, t; D_I) + \mathcal{O}(e^{-4d_{\text{sol}}}t) \) and (6.27) to identify \( 2i(\mathcal{E}_1)_{12} \) with the correction factor \( f(x, t) \) in Theorem 1.15. \( \square \)
7.2. Large-time asymptotic for solution $u$ of (1.1). To prove Theorem 1.16 we construct the solution $u(x, t)$ of the DNLS equation (1.1) with initial data $u_0$ by means of the inverse gauge transformation

\[ u(x, t) = q(x, t) \exp \left( ie \int_{-\infty}^{x} |q(y, t)|^2 dy \right). \tag{7.5} \]

As we have the large-time behavior of $q(x, t)$ in hand, to compute the large-time behavior of $u(x, t)$ it will suffice to evaluate the large-time asymptotics of the expression

\[ \exp \left( ie \int_{-\infty}^{x} |q(y, t)|^2 dy \right). \tag{7.6} \]

**Proposition 7.2.** Suppose that $q_0 \in H^{2,2}(\mathbb{R})$ and that $q(x, t)$ solves (1.3) with initial data $q_0$. Let \( \{\rho, \{\lambda_k, c_k\}_{k=1}^N\} \) be the scattering data associated to $q_0$. Fix $\xi = -x/(4t)$ and $M > 0$. Fix constants $v_1, v_2, x_1, x_2 \in \mathbb{R}$ and define $S$, $I$ and $D_1$ as described in Theorem 1.15. Then as $|t| \to \infty$ with $(x, t) \in S(v_1, v_2, x_1, x_2)$:

We have for $\xi \geq M|t|^{1/8}$

\[
\exp \left( ie \int_{-\infty}^{x} |q(y, t)|^2 dy \right) = \left[ 1 + \frac{ie}{2|t|^{1/2}} \right] 2 \text{Re} \delta_2^{\text{sol}}(\xi) A_{12}(\xi, \eta) \delta_1^{\text{sol}}(\xi) + \mathcal{O} \left( t^{-3/4} \right) \times \exp \left( ie \int_{-\infty}^{x} |q_{\text{sol}}(y, t; D_2)|^2 dy - \frac{i}{\pi} \int_{I_{\xi, \eta}^+} \frac{\log(1 - \varepsilon \lambda|\rho(\lambda)|^2)}{\lambda} d\lambda \right),
\]

while for $\xi \leq M|t|^{-1/8}$

\[
\exp \left( ie \int_{-\infty}^{x} |q(y, t)|^2 dy \right) = F(\xi, t, \eta) \left[ 1 + \frac{ie}{2|t|^{1/2}} \right] A_{12}(\xi, \eta) \delta_1^{\text{sol}}(\xi) \times \exp \left( ie \int_{-\infty}^{x} |q_{\text{sol}}(y, t; D_2)|^2 dy - \frac{i}{\pi} \int_{I_{\xi, \eta}^+} \frac{\log(1 - \varepsilon \lambda|\rho(\lambda)|^2)}{\lambda} d\lambda \right),
\]

where

\[
F(\xi, t, \eta) = \left[ e^{\pi^2/4} p^{-i\eta \varepsilon(\xi)} D_{\eta \varepsilon}(\xi) (p) \right]^{\frac{1}{2}} p := e^{\left( \frac{\pi}{8} \right)^{1/2} 8t \xi^2},
\]

and $u_{\text{sol}}$ is defined by (7.22).

We will prove this proposition with the help of the following weak Plancherel-like result:
Lemma 7.3. Suppose that \( q(x,t) \) is the solution of (1.3) for initial data \( q_0 \in H^{2,2}(\mathbb{R}) \) and let \( \{\rho, (\lambda_k, c_k)\}_{k=1}^{N} \) be the scattering data associated to \( q_0 \). Then the identity

\[
\exp \left[ i \varepsilon \int_{\mathbb{R}} |q(y,t)|^2 \right] = \exp \left[ -4i \left( \sum_{k=1}^{N} \arg \lambda_k \right) - \frac{i}{\pi} \int_{\mathbb{R}} \frac{\log(1 - \varepsilon \lambda |\rho(\lambda)|^2)}{\lambda} d\lambda \right]
\]

holds.

Proof. Notice that both sides of equality (7.10) are time-independent quantities. We begin by considering the following identity for the transmission coefficient \( \alpha(\lambda) \), analytic in the lower half-plane

\[
\alpha(\lambda) = \prod_{k=1}^{N} \left( \frac{\lambda - \overline{\lambda}_k}{\lambda \overline{\lambda}_k} \right) \exp \left( \int_{\mathbb{R}} \frac{\log(1 - \varepsilon z |\rho(z)|^2)}{z - \lambda} \frac{dz}{2\pi i} \right), \quad \text{Im} \lambda < 0,
\]

which we derive in Appendix A.3. On the other hand, we can express \( \alpha \) in terms of the normalized Jost function matrices \( N^{\pm}(x,t,\lambda) \) defined by (3.2)-(3.3); combining the relations (3.4)-(3.5) and taking the limit as \( x \to -\infty \) using (3.3) gives

\[
\alpha(\lambda) = \lim_{x \to -\infty} N^{+}_{11}(x,t,\lambda).
\]

Consider (3.2)-(3.3) for \( \lambda \approx 0 \)

\[
\frac{dN^+}{dx} = \begin{pmatrix} -i \varepsilon \rho(x,t) \frac{q(x,t)}{|q(x,t)|^2} & \frac{q(x,t)}{|q(x,t)|^2} \\ 0 & 0 \end{pmatrix} N^+ + \lambda \begin{pmatrix} -i & 0 \\ \varepsilon q(x,t) & i \end{pmatrix} N^+ + N^+ \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix},
\]

\[
\lim_{x \to -\infty} N^+(x,t,\lambda) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

As \( \lambda = 0 \) is a regular point of this system of equations, one can easily show that

\[
N^+(x,t,\lambda) = e^{\int_{x}^{\infty} \frac{\varepsilon}{2} |q(y,t)|^2 dy} \left( \begin{array}{c} 1 \\ 0 \\ -\int_{x}^{\infty} q(y,t)e^{-\varepsilon \int_{x}^{y} |q(w,t)|^2 dw} dy \end{array} \right) + \mathcal{O}(\lambda)
\]

and in particular,

\[
N^+(x,t,0) = N_-(x,t,0) = N(x,t,0),
\]

where we have used (B.3) to replace the column vector Jost function with the first column of the Beals-Coifman solution \( N_-(x,t,0) \) of RHP 1.10. We can drop the minus-boundary value because the jump relation in Problem 1.10(iii) gives \( N_{11-}(x,t,0) = N_{11-}(x,t,0) \) so that \( N_{11}(x,t,\lambda) \) is continuous at the origin. Evaluating \( \alpha(0)^2 \) two ways: by combing (7.15) with (7.12); and evaluating (7.11) at \( \lambda = 0 \), gives the result. \( \square \)

Proof of Proposition 7.2. The gauge factor (7.6) can be expressed exclusively in terms of spectral information:

\[
\exp \left( i \varepsilon \int_{-\infty}^{x} |q(y,t)|^2 dy \right) = \exp \left( -i \varepsilon \int_{x}^{\infty} |q(y,t)|^2 dy \right) \exp \left( i \varepsilon \int_{-\infty}^{x} |q(y,t)|^2 dy \right) = n_{11}(x,t,0)^{-2} \exp \left( -4i \sum_{k=1}^{N} \frac{\arg \lambda_k}{\pi} - \frac{i}{\pi} \int_{\mathbb{R}} \frac{\log(1 - \varepsilon \lambda |\rho(\lambda)|^2)}{\lambda} d\lambda \right)\]

1 In (3.3), \( q(x) \) should be replaced by the time evolved solution of \( q(x,t) \) (1.3) with initial data \( q_0(x) \).
where we have used Lemma 7.3 and (7.14)-(7.15) to arrive at the second line above. It remains to find an asymptotic expansion for \( n_{11}(0; x, t) \). Starting from (7.4) we observe, see Figure 5.2 and equation (5.12), that \( R(0) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) is upper triangular; similarly, the symmetry in condition 1 of RHP 6.1 guarantees that \( N_{21}^{\text{rhp}}(0) = 0 \). So (suppressing \( x, t \) dependence) we have

\[
n_{11}(0) = \left[ n^{(3)}(0)N_{11}^{\text{rhp}}(0)(R(0)^{-1}) \right]_{11} \delta(0) = n^{(3)}(0)N_{11}^{\text{rhp}}(0)\delta(0),
\]

which using (5.3) and Proposition 6.18 gives

\[
n_{11}(0) = N_{11}^{\text{rhp}}(0) \exp \left( \frac{-i}{2\pi} \int_{I_{\xi}^+_{\eta}} \log(1 - \varepsilon|\rho(\lambda)|^2) d\lambda \right) + O(t^{-3/4}). \tag{7.17}
\]

The value of \( N_{11}^{\text{rhp}}(0) \) depends on the location of the point \( \xi \) in the spectral plane.

If \( |\xi| > d\Lambda \) then (cf. (6.8)) \( 0 \notin \mathcal{U}_\xi \), so it follows from (6.20) that

\[
N_{11}^{\text{rhp}}(0) = E_{11}(0)N_{11}^{\text{sol}}(0) + E_{12}(0)N_{11}^{\text{sol}}(0) = E_{11}(0) \exp \left( \frac{i}{2} \int_{x}^{\infty} |q_{\text{sol}}(y, t, D\xi)|^2 dy \right) \tag{7.18}
\]

where in the last line we’ve used the fact that as \( N_{\text{sol}} \) is also a solution of RHP 1.10 corresponding to the reduced scattering data for the soliton potential \( q_{\text{sol}}(x, t; D\xi) \) (cf. Proposition 6.6) and so it must satisfy (7.15) for \( q = q_{\text{sol}}(x, t; D\xi) \). Plugging (7.17) and (7.18) into (7.16) gives

\[
\exp \left( i\int_{-\infty}^{x} |g(y, t)|^2 dy \right) = E_{11}(0)^{-2} \times \exp \left( -i\int_{x}^{\infty} |q_{\text{sol}}(y, t, D\xi)|^2 dy - 4i \sum_{k=1}^{N} \arg \lambda_k - \frac{i}{\pi} \int_{I_{\xi}^+_{\eta}} \log(1 - \varepsilon|\rho(\lambda)|^2) d\lambda \right). \tag{7.19}
\]

This implies (7.7) and the equality that

\[
\exp \left( -i\int_{x}^{\infty} |q_{\text{sol}}(y, t, D\xi)|^2 dy - 4i \sum_{j=1}^{N} \arg \lambda_j \right) = \exp \left( i\int_{-\infty}^{x} |q_{\text{sol}}(y, t, D\xi)|^2 dy \right),
\]

which expresses the soliton component of the gauge transform.

If \( |\xi| < d\Lambda / 3 \) then \( 0 \in \mathcal{U}_\xi \). We expand (6.20), using Lemma 6.11 and (6.37) to drop terms of order \( t^{-1} \):

\[
N_{11}^{\text{rhp}}(0) = \left[ E(0)N_{\text{sol}}^{\text{sol}}(0)N_{\text{pc}}^{\text{sol}}(0) \right]_{11}
\]

\[
= E_{11}(0)N_{11}^{\text{sol}}(0)N_{11}^{\text{pc}}(0) + E_{11}(0)N_{11}^{\text{sol}}(0)N_{21}^{\text{sol}}(0) + O(t^{-1})
\]

\[
= E_{11}(0)N_{11}^{\text{sol}}(0) \left( N_{11}^{\text{pc}}(0) + \frac{N_{21}^{\text{sol}}(0)}{N_{11}^{\text{sol}}(0)}N_{21}^{\text{sol}}(0) \right) + O(t^{-1}). \tag{7.20}
\]

As before, we use (7.14) applied to \( N_{\text{sol}} \) and \( q = q_{\text{sol}}(x, t; D\xi) \), to write (suppressing \( x, t \) dependence)

\[
\frac{N_{11}^{\text{sol}}(0)}{N_{11}^{\text{sol}}(0)} = \frac{N_{21}^{\text{sol}}(0)}{N_{11}^{\text{sol}}(0)} = -\int_{x}^{\infty} q_{\text{sol}}(y; D\xi)e^{-i\int_{y}^{x} |q_{\text{sol}}(w; D\xi)|^2 dw} dy
\]

\[
= -e^{-i\int_{x}^{\infty} |q_{\text{sol}}(w; D\xi)|^2 dw} \int_{x}^{\infty} q_{\text{sol}}(y; D\xi)e^{i\int_{y}^{x} |q_{\text{sol}}(w; D\xi)|^2 dw} dy
\]

\[
= -\exp \left( 4i \sum_{k=1}^{N} \arg \lambda_k \right) \int_{x}^{\infty} u_{\text{sol}}(y; D\xi) dy. \tag{7.21}
\]
where we have used (7.5) to define
\begin{equation}
(7.22) \quad u_{\text{sol}}(x,t;D_\xi) = q_{\text{sol}}(x,t;D_\xi) \exp \left( i \varepsilon \int_{-\infty}^{\infty} |q_{\text{sol}}(y,t;D_\xi)|^2 \, dy \right)
\end{equation}
and the weak Plancherel identity (7.10) for reflectionless potential $q_{\text{sol}}$. Inserting (7.21) into (7.20)
\begin{equation}
(7.23) \quad N_{11}^{\text{HP}}(0) = \mathcal{E}_{11}(0) N_{11}^{\text{PC}}(0) \exp \left( \frac{i \varepsilon}{2} \int_{-\infty}^{\infty} |q_{\text{sol}}(y,t,D_\xi)|^2 \, dy \right)
\times \left[ 1 - \frac{N_{21}^{\text{PC}}(0)}{N_{11}^{\text{PC}}(0)} e^{4i \sum_{k=1}^{N} \arg \lambda_k} \int_{\mathbb{R}} u_{\text{sol}}(y,t) \, dy + O(t^{-1}) \right].
\end{equation}
Finally, substituting (7.17) and (7.23) into (7.16) gives
\begin{equation}
(7.24) \quad \exp \left( i \varepsilon \int_{-\infty}^{\infty} |q(y,t)|^2 \, dy \right) = \mathcal{E}_{11}(0)^{-2} N_{11}^{\text{PC}}(0)^{-2} \exp \left( i \varepsilon \int_{-\infty}^{\infty} |q_{\text{sol}}(y,t,D_\xi)|^2 \, dy - \frac{\varepsilon}{\pi} \int_{\mathbb{R}^+} \frac{\log(1 - \varepsilon \lambda |\rho(\lambda)|^2)}{\lambda} d\lambda \right)
\times \left[ 1 + \frac{2N_{21}^{\text{PC}}(0)}{N_{11}^{\text{PC}}(0)} e^{4i \sum_{k=1}^{N} \arg \lambda_k} \int_{\mathbb{R}} u_{\text{sol}}(y,t) \, dy + O(t^{-3/4}) \right].
\end{equation}
Introducing the notation $p := \frac{1}{2|\xi|} |8\pi t^2|^{1/2}$, the quantity $N_{11}^{\text{PC}}(0)$, given in (6.19), is rewritten as
\begin{equation}
N_{11}^{\text{PC}}(0) = e^{p^2/4} p^{-ip\pi/4} D_{\text{inpc}(\xi)}(p)
\end{equation}
while expanding $\mathcal{E}_{11}(0)^{-2}$ using (6.36) we get
\begin{equation}
(7.25) \quad \mathcal{E}_{11}(0)^{-2} = 1 + \frac{i \varepsilon}{|2t|^{1/2}} \left\{ N_{12}^{\text{PC}}(\xi) A_{12}(\xi,\eta) \overline{N_{12}^{\text{PC}}(\xi)} + N_{21}^{\text{PC}}(\xi) A_{12}(\xi,\eta) N_{12}^{\text{PC}}(\xi) + \overline{A_{12}(\xi,\eta)} e^{4i \sum_{k=1}^{N} \arg \lambda_k} \int_{\mathbb{R}} u_{\text{sol}}(y,t;D_\xi) \, dy \right\} + O(t^{-1})
\end{equation}
where we have expressed $N_{12}^{\text{PC}}(0) \overline{N_{12}^{\text{PC}}(0)}$ using (7.21). We evaluate $2N_{21}^{\text{PC}}(0)/N_{11}^{\text{PC}}(0)$ using (6.19) again as
\begin{equation}
2 \frac{N_{21}^{\text{PC}}(0)}{N_{11}^{\text{PC}}(0)} = -2i A_{21} e^{-i\pi/4} \text{sgn}(\xi) \frac{D_{\text{inpc}(\xi)} - 1}{D_{\text{inpc}(\xi)}} = -2i |\xi| e^{ip\pi/4} A_{12} \frac{D_{\text{inpc}(\xi)} - 1}{D_{\text{inpc}(\xi)}}.
\end{equation}
This concludes the proof of (7.8).

Finally, we observe [12, Eq. 12.9.1] that inserting the expansion $D_p(p) = e^{-p^2/4} p^\nu \left[ 1 + O(p^{-2}) \right]$ into (7.9) gives
\begin{equation}
F(p) = 1 + O \left( \frac{1}{|\xi|^2} \right) \quad G(p) = 1 + O \left( \frac{1}{|\xi|^2} \right)
\end{equation}
so that the inner expansion (7.8) for $|\xi| \leq d_A/3$ agrees with the outer expansion (7.7) for $|\xi| > M|\xi|^{-1/8}$. \qed
Appendix A. Beals-Coifman Integral Equations for Problem 1.9 and Problem 1.10

In this appendix we state the Beals-Coifman integral equations for Problem 4.3 and deduce the algebraic-integral equations for Problem 1.9. We also develop integral equations for Problem 1.10. A full derivation of the Beals-Coifman integral equations from the Beals-Coifman solutions in the direct problem is given in the thesis of the second author (Liu 2017).

A.1. Integral Equations for Problems 1.9 and 4.3. Recall the augmented contour (4.6) and Figure 4.1. Here we expand the system of equations (4.10)-(4.11) where \((w^+, w^-)\) is defined by (4.8). We only give the equations for \(\mu_{11}\) and \(\mu_{12}\) since the others can be obtained by symmetry. In what follows, if \(\gamma\) is a component of \(\Sigma^*\), then \(C_\gamma\) denotes the Cauchy integral for the contour, while \(C^\pm\) denote the Cauchy projectors for the contour under consideration. We set

\[ r_x(s) = r(s)e^{-2ixs^2}, \quad \tilde{r}_x(s) = \tilde{r}(s)e^{2ixs^2}, \quad c_{j,x} = c_j e^{2ixs^2}. \]

First, for \(\zeta \in \Sigma\):

\[ \mu_{11}(x, \zeta) = 1 + C^- (-\mu_{12}(x, \cdot)\tilde{r}_x(\cdot))(\zeta) \]

\[ + \sum_{j, \pm} C_{\pm j} \left( \frac{\mu_{12}(x, \cdot)c_{j,x}}{\cdot - \pm \zeta_j} \right)(\zeta) \]

\[ \mu_{12}(x, \zeta) = C^+ (\mu_{11}(x, \cdot)r_x(\cdot))(\zeta) \]

\[ + \sum_{j, \pm} C_{\pm j} \left( \frac{-\epsilon_{j,x}c_{i,x}\mu_{11}(x, \cdot)}{\cdot - \pm \zeta_j} \right)(\zeta). \]

For \(\zeta \in \pm \gamma_i\):

\[ \mu_{11}(x, \zeta) = 1 + C_\Sigma (-\mu_{12}(x, \cdot)\tilde{r}_x(\cdot))(\zeta) \]

\[ + \sum_{(j, \pm) \neq (i, \pm)} C_{\pm j} \left( \frac{\mu_{12}(x, \cdot)c_{j,x}}{\cdot - \pm \zeta_j} \right)(\zeta) \]

\[ + C^- \left( \frac{\mu_{12}(x, \cdot)c_{i,x}}{\cdot - \pm \zeta_j} \right)(\zeta) \]

\[ \mu_{12}(x, \zeta) = C_\Sigma (\mu_{11}(x, \cdot)r_x(\cdot))(\zeta) \]

\[ + \sum_{j, \pm} C_{\pm j} \left( \frac{-\epsilon_{j,x}c_{i,x}\mu_{11}(x, \cdot)}{\cdot - \pm \zeta_j} \right)(\zeta). \]

Finally, for \(\zeta \in \pm \gamma_i^*\):

\[ \mu_{11}(x, \zeta) = 1 + C_\Sigma (-\mu_{12}(x, \cdot)\tilde{r}_x(\cdot))(\zeta) \]

\[ + \sum_{j, \pm} C_{\pm j} \left( \frac{\mu_{12}(x, \cdot)c_{j,x}}{\cdot - \pm \zeta_j} \right)(\zeta) \]

\[ \mu_{12}(x, \zeta) = C^+ (\mu_{11}(x, \cdot)r_x(\cdot))(\zeta) \]

\[ + \sum_{(j, \pm) \neq (i, \pm)} C_{\pm j} \left( \frac{-\epsilon_{j,x}c_{i,x}\mu_{11}(x, \cdot)}{\cdot - \pm \zeta_j} \right)(\zeta) \]
In the restricted summations over \( j \), we fix an index \( i \) and one sign for the contour \( \gamma_i \), and then sum over all \((\pm,j)\) for which either \( i \neq j \) or \( i = j \) but the signs do not coincide.

From these equations it is clear that \( \mu_{11}(x, \zeta) \) extends analytically to the interiors of the discs bounded by \( \gamma_1 \) and \( \mu_{12}(x, \zeta) \) extends analytically to the interiors of the discs bounded by \( \gamma_i \). For this reason we can evaluate the Cauchy integrals around these contours using Cauchy’s integral formula and obtain the following system of algebraic-integral equations for the functions values

\[
\mu(x, \zeta)|_{\zeta \in \Sigma} = \{ \mu_{11}(x, \pm \zeta), \mu_{12}(x, \pm \zeta) \}.
\]

Theorems 2.2 and 4.1 guarantee that the system of integral equations (2.1)–(6.6), and hence, also, the algebraic-integral equations (A.7)–(A.10), have a unique solution. It follows from the equations and the uniqueness property that

\[
\begin{align*}
\mu_{11}(x, -\zeta) &= \mu_{11}(x, \zeta), \quad \mu_{11}(x, -\bar{\zeta}) = \mu_{11}(x, \bar{\zeta}) \\
\mu_{12}(x, -\zeta) &= -\mu_{12}(x, \zeta), \quad \mu_{12}(x, -\bar{\zeta}) = -\mu_{12}(x, \bar{\zeta})
\end{align*}
\]

Finally, in terms of the function \( \mu \), the reconstruction formula (1.28) is given by

\[
q(x) = \frac{1}{\pi} \int_{\Sigma} \bar{r}_x(s) \mu_{11}(x, s) \, ds + \sum_{j=1}^{\infty} 2i\varepsilon_{j,x} \mu_{11}(x, \pm \bar{\zeta}_j)
\]

A.2. Integral Equations for Problem 1.10 and 4.8. Here we develop the integral equations for Problem 1.10 with the augmented contour \( \Gamma = \mathbb{R} \cup (\cup_1 \Gamma_1 \cup \Gamma_1^*) \) described in Problem 4.8. A full derivation of the Beals-Coifman integral equations from the Beals-Coifman solutions in the direct problem is given in the thesis of the second author (Liu 2017). As before it is easy to obtain from these equations the algebraic-integral equations for Problem 1.10. For \( \lambda \in \mathbb{R} \):

\[
\begin{align*}
\nu_{11}(x, \lambda) &= 1 + C^{-} \left( -\varepsilon(\cdot) \rho_x(\cdot) \nu_{12}(x, \cdot) \right) + \sum_{j} C_{1j} \left( \frac{C_{1j,x} \lambda_j \nu_{12}(x, \cdot)}{(\cdot - \lambda_j)} \right) \\
\nu_{12}(x, \lambda) &= 1 + C^{+} (\rho_x(\cdot) \nu_{11}(x, \cdot)) + \sum_{j} C_{1j}^* \left( \frac{-\varepsilon C_{1j,x} \nu_{11}(x, \cdot)}{(\cdot - \lambda_j)} \right)
\end{align*}
\]
For \( \lambda \in \Lambda_1 \):

\[
\nu_{11}(x, \lambda) = 1 + C_R \left( -\varepsilon(\cdot) \rho_x(\cdot) \nu_{12}(x, \cdot) \right) + \sum_{j \neq 1} C_{\Gamma_j} \left( \frac{\nu_{12}(x, \cdot) C_{i,x} \lambda_j}{(\cdot - \lambda_j)} \right) + C^- \left( \frac{-\varepsilon C_{j,x} \nu_{11}(x, \cdot)}{(\cdot - \lambda_j)} \right)
\]

\[
\nu_{12}(x, \lambda) = 1 + C_R \left( \rho_x(\cdot) \nu_{11}(x, \cdot) \right) + \sum_j C_{\Gamma_j} \left( \frac{\nu_{12}(x, \cdot) C_{j,x} \lambda_j}{(\cdot - \lambda_j)} \right)
\]

For \( \lambda \in \Gamma^*_1 \):

\[
\nu_{11}(x, \lambda) = 1 + C_R \left( -\varepsilon(\cdot) \rho_x(\cdot) \nu_{12}(x, \cdot) \right) + \sum_j C_{\Gamma_j} \left( \frac{\nu_{12}(x, \cdot) C_{j,x} \lambda_j}{(\cdot - \lambda_j)} \right)
\]

\[
\nu_{12}(x, \lambda) = 1 + C_R \left( \rho_x(\cdot) \nu_{11}(x, \cdot) \right) + \sum_{j \neq i} C_{\Gamma_j} \left( \frac{-\varepsilon C_{i,x} \nu_{11}(x, \cdot)}{(\cdot - \lambda_j)} \right) + C^+ \left( \frac{-\varepsilon C_{j,x} \nu_{11}(x, \cdot)}{(\cdot - \lambda_j)} \right)
\]

From these equations it is clear that \( \nu_{11}(x, \lambda) \) is analytic for \( \lambda \) in the interior of \( \Gamma^*_1 \) and \( \nu_{12}(x, \lambda) \) is analytic in the interior of \( \Gamma_1 \). We can then use Cauchy’s theorem to derive the algebraic-integral equations for Problem 1.10.

\[
\nu_{11}(x, \lambda) = 1 + C^- \left( -\varepsilon(\cdot) \rho_x(\cdot) \nu_{12}(x, \cdot) \right) + \sum_j \frac{C_{j,x} \lambda_j \nu_{12}(x, \lambda_j)}{\lambda - \lambda_j}
\]

\[
\nu_{12}(x, \lambda) = C^+ \left( \rho_x(\cdot) \nu_{11}(x, \cdot) \right) - \sum_j \frac{-\varepsilon C_{j,x} \nu_{11}(x, \lambda_j)}{\lambda - \lambda_j}
\]

Finally, in terms of the function \( \nu \), the reconstruction formula (1.30) becomes

\[
q(x) = -\frac{1}{\pi} \int_{\mathbb{R}} \rho_x(s) \nu_{11}(x, s) \, ds + \sum_j 2i\varepsilon C_{j,x} \nu_{11}(x, \lambda_j)
\]

\section*{A.3. Left and Right Transmission Coefficients}

We establish relations between the transmission coefficients \( \alpha \) and \( \alpha' \) and the scattering data \( \{\rho, \{\lambda_k\}_{k=1}^N\} \).

\begin{lemma}
\textbf{Lemma A.1.} The following relations
\end{lemma}

\[
\alpha(\lambda) = \prod_{k=1}^N \frac{\lambda - \lambda_k}{\lambda - \lambda_k} \exp \left( -\int_{-\infty}^{+\infty} \log(1 - \varepsilon |\rho(\xi)|^2) \, d\xi \right)
\]

\[
\alpha'(\lambda) = \prod_{k=1}^N \frac{\lambda - \lambda_k}{\lambda - \lambda_k} \exp \left( -\int_{-\infty}^{+\infty} \log(1 - \varepsilon |\rho(\xi)|^2) \, d\xi \right)
\]

\[
\alpha(\lambda) \alpha'(\lambda) = \prod_{k=1}^N \frac{\lambda - \lambda_k}{\lambda - \lambda_k} \exp \left( -\int_{-\infty}^{+\infty} \log(1 - \varepsilon |\rho(\xi)|^2) \, d\xi \right)
\]
\[ \alpha(\lambda) = \prod_{k=1}^{N} \frac{\lambda - \lambda_k}{\lambda - \lambda_k} \exp \left( \int_{-\infty}^{\infty} \log \left( 1 - \varepsilon |\rho(\xi)|^2 \right) \frac{d\xi}{\xi - \lambda} \right) \]

hold.

**Proof.** The functions \( \tilde{\alpha}(\lambda) \) and \( \alpha(\lambda) \) have simple zeros \( \{\lambda_k : \text{Im}(\lambda_k) > 0\} \) and \( \{\overline{\lambda_k} : \text{Im}(\overline{\lambda_k}) < 0\} \) respectively. Defining

\[ \tilde{\gamma}(\lambda) = \prod_{k=1}^{N} \frac{\lambda - \lambda_k}{\lambda - \lambda_k} \tilde{\alpha}(\lambda), \quad \gamma(\lambda) = \prod_{k=1}^{N} \frac{\lambda - \lambda_k}{\lambda - \lambda_k} \alpha(\lambda), \]

\( \tilde{\gamma}(\lambda) \) is analytic in the upper half plane where it has no zeros, while \( \gamma \) is analytic in the lower half plane where it has no zeros. Also \( \tilde{\gamma} \) and \( \gamma \rightarrow 1 \) as \( |\lambda| \rightarrow \infty \) in the respective half planes.

Therefore we have

\[ \log \tilde{\gamma}(\lambda) = \int_{-\infty}^{\infty} \frac{\log \tilde{\gamma}(\xi)}{\xi - \lambda} \frac{d\xi}{2\pi i}, \quad \int_{-\infty}^{\infty} \frac{\log \gamma(\xi)}{\xi - \lambda} \frac{d\xi}{2\pi i} = 0 \quad \text{Im}(\lambda) > 0 \]

and

\[ \log \gamma(\lambda) = -\int_{-\infty}^{\infty} \frac{\log \gamma(\xi)}{\xi - \lambda} \frac{d\xi}{2\pi i}, \quad \int_{-\infty}^{\infty} \frac{\log \tilde{\gamma}(\xi)}{\xi - \lambda} \frac{d\xi}{2\pi i} = 0 \quad \text{Im}(\lambda) < 0. \]

Using (A.27), as well as the identities \( \tilde{\alpha}(\xi)\alpha(\xi) = \tilde{\gamma}(\xi)\gamma(\xi) = (1 - \varepsilon |\rho(\xi)|^2)^{-1} \), we deduce

\[ \log \tilde{\alpha}(\lambda) = \sum_{k=1}^{N} \log \left( \frac{\lambda - \lambda_k}{\lambda - \lambda_k} \right) - \int_{-\infty}^{\infty} \frac{\log(1 - \varepsilon |\rho(\xi)|^2)}{\xi - \lambda} \frac{d\xi}{2\pi i}, \quad \text{Im}(\lambda) > 0, \]

\[ \log \alpha(\lambda) = \sum_{k=1}^{N} \log \left( \frac{\lambda - \overline{\lambda_k}}{\lambda - \lambda_k} \right) + \int_{-\infty}^{\infty} \frac{\log(1 - \varepsilon |\rho(\xi)|^2)}{\xi - \lambda} \frac{d\xi}{2\pi i}, \quad \text{Im}(\lambda) > 0. \]

from which the identities (A.25) and (A.26) are obtained.

\[ \square \]

**Appendix B. The Left Riemann-Hilbert Problem**

Riemann-Hilbert problem 1.10 was constructed to be right normalized, i.e., its solution satisfies \( \lim_{x \to -\infty} n(x, \lambda) = (1, 0) \). The right normalized problem gives good estimates for the inverse scattering map for \( x \geq a \). To reconstruct the potential \( q \) for \( x < a \), we use a new left RHP that gives good estimates for the inverse scattering map for \( x < a \). This RHP yields solutions normalized as \( x \to -\infty \) by the condition \( \lim_{x \to -\infty} n^L(x, z) = (1, 0) \), and a stable reconstruction of \( q \) on any interval \( (-\infty, a) \). The associated jump matrix \( V^L_x \) is

\[ V^L_x(\lambda) = e^{-ix\lambda \text{ad} \sigma_3} \left( \begin{array}{cc} 1 & \rho^L(\lambda) \\ -\varepsilon \lambda \rho^L(\lambda) & 1 - \varepsilon \lambda |\rho^L(\lambda)|^2 \end{array} \right), \]

where

\[ \rho^L(\zeta^2) = \zeta^{-1} \tilde{b}(\zeta)/\tilde{a}(\zeta) \]

(B.1)

\[ V^L_x(\lambda_k) = \begin{pmatrix} 0 & C_k e^{-2i\lambda_k x} \\ 0 & 0 \end{pmatrix}, \quad V^L_x(\overline{\lambda_k}) = \begin{pmatrix} \varepsilon C_k e^{2i\lambda_k x} & 0 \\ 0 & 0 \end{pmatrix} \]

(B.2)

The construction of (B.1) can be found in Paper I Section 6.2.
We now derive $C_k^\ell$ in (B.2) from the set of scattering data $\{\rho, \{\lambda_k, C_k\}_{k=1}^N\}$ of the right RHP. Recall that for the right RHP, for which we omit the superscript $r$ elsewhere,

\begin{equation}
\text{(B.3)}
n^r(x, \lambda) = n(x, \lambda) = \begin{cases} 
\left( \frac{n_{11}^-(x, \lambda)}{\tilde{\alpha}(\lambda)}, \frac{n_{12}^+(x, \lambda)}{\tilde{\alpha}(\lambda)} \right) & \lambda \in \mathbb{C}^+ \\
\left( \frac{n_{11}^+(x, \lambda)}{\alpha(\lambda)}, \frac{n_{12}^-(x, \lambda)}{\alpha(\lambda)} \right) & \lambda \in \mathbb{C}^- 
\end{cases}
\end{equation}

If $\tilde{\alpha}(\lambda_k) = 0$, then

\begin{equation}
\text{(B.4)}
n_{11}^-(x, \lambda_k) = B_k \lambda_k n_{12}^+(x, \lambda_k) e^{2i\lambda_k x}
\end{equation}

\begin{equation}
\text{(B.5)}
n_{12}^-(x, \lambda_k) = \varepsilon B_k n_{11}^+(x, \lambda_k) e^{-2i\lambda_k x}
\end{equation}

and we have the norming constant

\begin{equation}
\text{(B.6)}
C_k = \frac{B_k}{\tilde{\alpha}'(\lambda_k)}
\end{equation}

For the left RHP, we have

\begin{equation}
\text{(B.7)}
n^\ell(x, \lambda) = \begin{cases} 
\left( \frac{n_{11}^-(x, \lambda)}{\tilde{\alpha}(\lambda)}, \frac{n_{12}^+(x, \lambda)}{\tilde{\alpha}(\lambda)} \right) & \lambda \in \mathbb{C}^+ \\
\left( \frac{n_{11}^+(x, \lambda)}{\alpha(\lambda)}, \frac{n_{12}^-(x, \lambda)}{\alpha(\lambda)} \right) & \lambda \in \mathbb{C}^- 
\end{cases}
\end{equation}

Thus

\begin{equation}
\text{Res}_{\lambda = \lambda_k} n^\ell(x, \lambda) = \frac{1}{\tilde{\alpha}'(\lambda_k)} (0, n_{12}^+(x, \lambda_k))
\end{equation}

\begin{equation}
= \frac{e^{-2i\lambda_k x}}{B_k \lambda_k \tilde{\alpha}'(\lambda_k)} (0, n_{11}^-(x, \lambda_k))
\end{equation}

and

\begin{equation}
\text{Res}_{\lambda = \lambda_k} n^\ell(x, \lambda) = \frac{1}{\alpha'(\lambda_k)} (n_{11}^+(x, \lambda_k), 0)
\end{equation}

\begin{equation}
= \frac{e^{2i\lambda_k x}}{\varepsilon B_k \alpha'(\lambda_k)} (n_{12}^-(x, \lambda_k), 0)
\end{equation}

We now define

\begin{equation}
\text{(B.8)}
C_k^\ell = \frac{1}{B_k \tilde{\alpha}'(\lambda_k)} = \frac{1}{C_k (\tilde{\alpha}'(\lambda_k))^2}
\end{equation}

Now we arrive at the following left Riemann-Hilbert problem:

**Riemann-Hilbert Problem B.1.** Fix $x \in \mathbb{R}$ and $\{\rho^\ell, \{\lambda_k, C_k^\ell\}_{k=1}^N\}$, such that $\rho^\ell \in H^{2,2}(\mathbb{R})$, $1 - \varepsilon |\rho^\ell(s)| \geq c > 0$ strictly, and $\{\lambda_k, C_k^\ell\}_{k=1}^N \subset \mathbb{C}^+ \times \mathbb{C}^\times$. Find a vector-valued function $n^\ell(x, \cdot) : \mathbb{C} \to \mathbb{C}^2$ with the following properties:

1. $n^\ell(x, \lambda)$ is an analytic function of $\lambda$ for $\lambda \in \mathbb{C} \setminus \Lambda'$ where
   \[
   \Lambda' = \mathbb{R} \cup \{\Gamma_1, ..., \Gamma_n, \Gamma^*_1, ..., \Gamma^*_n\}
   \]
2. $n^\ell(x, \lambda) = (1, 0) + \mathcal{O}(\lambda^{-1})$ as $\lambda \to \infty$. 

\begin{itemize}
\item[(i)] $n^\ell(x, \lambda)$ is an analytic function of $\lambda$ for $\lambda \in \mathbb{C} \setminus \Lambda'$ where
\item[(ii)] $n^\ell(x, \lambda) = (1, 0) + \mathcal{O}(\lambda^{-1})$ as $\lambda \to \infty$. 
\end{itemize}
(iii) For each $\lambda \in \Lambda'$, $n^\ell(x, z)$ has continuous boundary values $n^\ell_+(x, \lambda)$ as $z \to \lambda \in \Lambda'$ from the left or right of $\Lambda'$ respectively. Moreover, the jump relation

$$n^\ell_+(x, \lambda) = n^\ell_-(x, \lambda)V^\ell_x(\lambda)$$

holds, where for $\lambda \in \mathbb{R}$

$$V^\ell_x(\lambda) = e^{-i \lambda x} \begin{pmatrix} 1 & \rho^\ell(\lambda) \\ -\lambda \varepsilon \rho^\ell(\lambda) & 1 - \varepsilon |\rho^\ell(\lambda)|^2 \end{pmatrix}$$

and for $\lambda \in \Gamma_k \cup \Gamma_k^*$

$$V^\ell_x(\lambda_k) = \begin{cases} \begin{pmatrix} 1 & C_k^\ell e^{-2i \lambda_k x} \\ \frac{\lambda_k(\lambda - \lambda_k)}{1} & 0 \end{pmatrix} & \lambda \in \Gamma_k, \\ \begin{pmatrix} 1 & 0 \\ -\varepsilon C_k^\ell e^{2i \lambda_k x} & \frac{\lambda - \lambda_k}{1} \end{pmatrix} & \lambda \in \Gamma_k^* \end{cases}$$

We recover $q(x)$ from the formula

$$q(x) = \lim_{z \to \infty} 2iz n^\ell_{12}(x, z)$$

where the limit is taken in a direction not tangential to $\mathbb{R}$.

**Appendix C. Solutions of RHP 1.10 for reflectionless scattering data**

The bright (non-algebraic) soliton solutions of (1.3) can be characterized as the potentials $q(x, t)$ for which the associated scattering data are reflectionless: $(\rho \equiv 0, \{(\lambda_k, C_k)\}_{k=1}^N)$, and $(\lambda_k, C_k) \in \mathbb{C}^+ \times \mathbb{C}^*$ for each $k = 1, \ldots, N$. If $N = 1$, with scattering data $(\lambda = u + iv, C)$, the single soliton solution of (1.3) is given by

$$q(x, t) = \varphi(x - x_0 + 4ut) \exp i \left\{ 4|\lambda|^2 t - 2u(x + 4ut) - \frac{\varepsilon z - x_0 + 4ut}{4} \varphi(\eta)^2 d\eta - \alpha_0 \right\}$$

where

$$\varphi(y) = \sqrt{\frac{8v^2}{|\lambda| \cosh(4vy) - \varepsilon u}}$$

$$x_0 = \frac{1}{4v} \log \frac{|\lambda||C|^2}{4\varepsilon^2}$$

$$\alpha_0 = \arg(\lambda) + \arg(C) + \pi/2$$

which describes a solitary wave with amplitude envelope $\varphi$ traveling at speed $c = -4 \Re \lambda$. For $N > 1$ the solution formulae become ungainly, but we expect, generically, that for $|t| \gg 1$, the solution will resemble $N$ independent 1-solitons each traveling at its unique speed $-4 \Re \lambda_k$. For this reason, these solutions are called $N$-solitons of (1.3). We will write $\Lambda^{\text{sol}}$ for the solution of RHP 1.10 when $\rho \equiv 0$ to emphasize its relation to soliton solutions of (1.3).

When $\rho \equiv 0$, RHP 1.10 reduces to a question of meromorphic function theory, and the singular integral equations for its solutions take the form of a system of linear equations.

---

2The non-generic case occurs when $\Re \lambda_j = \Re \lambda_k$ for one or more pairs $j \neq k$. In this case the solution possesses localized, quasi-periodic traveling waves known as breather solitons.
Lemma C.1. There exists a unique solution $N^{sol}$ to RHP 1.10 with reflectionless scattering data $\rho \equiv 0$, $\{\lambda_k, C_k\}_{k=1}^N \subset \mathbb{C}^+ \times \mathbb{C}^\times$ whenever $\lambda_j \neq \lambda_k$, for $j \neq k$. Moreover, the solution satisfies

$$\|N^{sol}\|_{L^\infty(C\setminus B_{\Lambda})} \lesssim 1$$

where $B_{\Lambda}$ is any open neighborhood of the poles $\Lambda = \{\lambda_k, \overline{\lambda_k}\}_{k=1}^N$, and the implied constant depends only on $B_{\Lambda}$ and the scattering data; it is independent of $x, t$.

We will prove Lemma C.1 with the help of an auxiliary transformation.

Recall that $\xi = -x/4t$ denote the critical point of the phase function $\theta$ and that from Figure 5.1, that the growth and decay properties of the exponentials $e^{\pm 2i\theta}$, which appear in the residue relations of RHPs 1.10 change as one passes through either the real axis or the line $\text{Re}\, \zeta = \xi$. The partition of $\{0, 1, \ldots, N\} = \Delta_{\xi, \eta}^- \cup \Delta_{\xi, \eta}^+$, where

$$\Delta_{\xi, \eta}^- = \{k \in \{0, 1, \ldots, N\} : \eta(\text{Re}\, z_k - \xi) < 0\},$$

$$\Delta_{\xi, \eta}^+ = \{k \in \{0, 1, \ldots, N\} : \eta(\text{Re}\, z_k - \xi) \geq 0\},$$

splits the residues relations in Problem 1.10(iii) into two sets; As $|t| \to \infty$ with $x = -4\xi t$, those $k \in \Delta_{\xi, \eta}^-$ correspond to poles $\lambda_k$ whose residues are exponentially decaying, while those $k \in \Delta_{\xi, \eta}^+$ correspond to poles $\lambda_k$ whose residues are exponentially growing. We use this partition to define the transformation:

$$N^{\Delta_{\xi, \eta}}(\lambda) = N^{sol}(\lambda) \mathfrak{B}(\lambda)^{-\sigma_3}, \quad \mathfrak{B}(\lambda) = \prod_{k \in \Delta_{\xi, \eta}^-} \left(\frac{\lambda - \lambda_k}{\lambda - \overline{\lambda_k}}\right).$$

We will show that the coefficients appearing in the residues relations for the new RHP satisfied by $N^{\Delta_{\xi, \eta}}$ are bounded uniformly in $(x, t)$ for all index $k$. (see (C.10)). The transformation (C.4) results in the following problem for $N^{\Delta_{\xi, \eta}}$:

Problem C.2. Find an analytic function $N^{\Delta_{\xi, \eta}} : (\mathbb{C}\setminus \Lambda) \to SL_2(\mathbb{C})$ such that

1. $N^{\Delta_{\xi, \eta}}$ satisfies the symmetry relation

$$N^{\Delta_{\xi, \eta}}(\lambda) = \lambda^{-\sigma_3/2} \sigma_3^{-1} N^{\Delta_{\xi, \eta}}(\overline{\lambda}) \sigma_3 \lambda^\sigma_3/2.$$

2. $N^{\Delta_{\xi, \eta}}(\lambda) = \left(\begin{array}{cc} 1 & 0 \\ \alpha(x, t) & 1 \end{array}\right) + O(\lambda^{-1})$ as $\lambda \to \infty$.

3. $N^{\Delta_{\xi, \eta}}$ has simple poles at each point in $\Lambda$. For each $\lambda_k \in \Lambda_+$

$$\text{res}_{\lambda = \lambda_k} N^{\Delta_{\xi, \eta}}(\lambda) = \lim_{\lambda \to \lambda_k} N^{\Delta_{\xi, \eta}}(\lambda) u^{(\Delta)}(\lambda_k)$$

$$\text{res}_{\lambda = \overline{\lambda_k}} N^{\Delta_{\xi, \eta}}(\lambda) = \lim_{\lambda \to \overline{\lambda_k}} N^{\Delta_{\xi, \eta}}(\lambda) u^{(\Delta)}(\overline{\lambda_k})$$

(C.5)
where

\[
v^{(\Delta)}(\lambda_k) = \begin{cases} \\
0 & k \in \Delta_+^{\xi,\eta} \\
\left( \begin{array}{cc}
\lambda_k \gamma_k(x, t) & 0 \\
0 & \lambda_k^{-1} \gamma_k(x, t)
\end{array} \right) & k \in \Delta_-^{\xi,\eta}
\end{cases}
\]

(C.6)

\[
v^{(\Delta)}(\overline{\lambda}) = \begin{cases} \\
0 & k \in \Delta_+ \xi \relax \\
\left( \begin{array}{cc}
0 & \varepsilon \gamma_k(x, t) \\
0 & 0
\end{array} \right) & k \in \Delta_- \xi \relax 
\end{cases}
\]

with \( \gamma_k = \frac{C_k \mathcal{B}(\lambda_k)^{-2} e^{-2it\theta(\lambda_k)}}{C_k^{-1}(1/\mathcal{B})'(\lambda_k)^{-2} e^{2it\theta(\overline{\lambda_k})}} \) for \( k \in \Delta_+^{\xi,\eta} \) and \( k \in \Delta_-^{\xi,\eta} \).

**Calculation of residues in Problem C.2.** The conditions in Problem C.2 are a direct consequence of RHP 1.10 (with \( \rho \equiv 0 \)) and (C.4). We omit most of the details, except the new residue conditions for \( k \in \Delta_-^{\xi,\eta} \).

Consider \( \lambda_k \in \Lambda^+ \), for \( k \in \Delta_-^{\xi,\eta} \). Denote \( N_1^{\text{sol}} \) and \( N_2^{\text{sol}} \) the first and second column of \( N^{\text{sol}} \), with the same convention for \( \Lambda^{\Delta_{-,\eta}} \).

Since \( B(\lambda) \) has zeros at each \( \overline{\lambda_k} \) and poles at each \( \lambda_k \), \( N_1^{\Delta_{-,\eta}}(\lambda) = N_1^{\text{sol}}(\lambda) B(\lambda)^{-1} \) has a removable singularity at \( \lambda_k \), but acquires a pole at \( \overline{\lambda_k} \). For \( N_2^{\Delta_{-,\eta}}(\lambda) = N_2^{\text{sol}}(\lambda) B(\lambda) \) the situation is reversed. We have

\[
\lim_{\lambda \to \lambda_k} N_1^{\Delta_{-,\eta}}(\lambda) = \text{res}_{\lambda=\lambda_k} N_1^{\text{sol}}(z) \cdot (1/B)'(\lambda_k) = \lambda_k C_k e^{-2it\theta_k} N_2^{\text{sol}}(\lambda_k)(1/B)'(\lambda_k),
\]

\[
\text{res}_{\lambda=\lambda_k} N_2^{\Delta_{-,\eta}}(\lambda) = \text{res}_{\lambda=\lambda_k} N_2^{\text{sol}}(\lambda) B(\lambda) = N_2^{\text{sol}}(\lambda_k) \left[(1/B)'(\lambda_k)\right]^{-1}.
\]

Using the calculation of \( N_1^{\Delta_{-,\eta}}(\lambda_k) \) to replace \( N_2^{\text{sol}}(\lambda_k) \) gives

\[
\text{res}_{\lambda_k} N_2^{\Delta_{-,\eta}}(\lambda) = \lambda_k^{-1} C_k^{-1} \left[(1/B)'(\lambda_k)\right]^{-2} e^{2it\theta_k} N_1^{\Delta_{-,\eta}}(\lambda_k) = \lambda_k^{-1} \gamma_k(x, t) N_1^{\Delta_{-,\eta}}(\lambda_k),
\]

which verifies the first formula in (5.9b). The computation of the residue at \( \overline{\lambda_k} \) for \( k \in \Delta_-^{\xi,\eta} \) is similar, aided by the symmetry \( B(\lambda) = B(\overline{\lambda})^{-1} \).

The normalization and pole conditions imply that \( N^{\Delta_{-,\eta}} \) is meromorphic in \( \mathbb{C} \) with prescribed poles, and using the symmetry condition (i) of RHP C.2, \( N^{\Delta_{-,\eta}} \) must take the form

\[
N^{\Delta_{-,\eta}}(\lambda) = \left( \begin{array}{c}
1 \\
\sum_{k=1}^{N} B_k x_k \\
\end{array} \right) + \sum_{k \in \Delta_+^{\xi,\eta}} \left( \begin{array}{c}
A_k B_k x_k \\
\lambda - \lambda_k \\
\end{array} \right) + \sum_{k \in \Delta_-^{\xi,\eta}} \left( \begin{array}{c}
A_k B_k x_k \\
\lambda - \lambda_k \\
\end{array} \right) + \sum_{k \in \Delta_-^{\xi,\eta}} \left( \begin{array}{c}
A_k B_k x_k \\
\lambda - \lambda_k \\
\end{array} \right).
\]
for unknown coefficients $A_k, B_k$, $k = 1, \ldots, N$ which are determined by the residue conditions (C.5) which yield a system of $2N$ linear equations:

\begin{align}
(C.8a) \quad A_j &= \lambda_j \gamma_j(x, t) \left( \sum_{k \in \Delta_{\xi,\eta}^+} \frac{\varepsilon B_k}{\lambda_j - \lambda_k} + \sum_{k \in \Delta_{\xi,\eta}^-} \frac{\varepsilon B_k}{\lambda_j - \lambda_k} \right) \\
(C.8b) \quad A_j &= \varepsilon \overline{\gamma_j}(x, t) \left( \sum_{k \in \Delta_{\xi,\eta}^+} \frac{\varepsilon B_k}{\lambda_j - \lambda_k} + \sum_{k \in \Delta_{\xi,\eta}^-} \frac{\varepsilon B_k}{\lambda_j - \lambda_k} \right) \\
(C.8c) \quad \varepsilon \overline{B_j} &= \varepsilon \overline{\gamma_j}(x, t) \left( 1 + \sum_{k \in \Delta_{\xi,\eta}^+} \frac{A_k}{\lambda_j - \lambda_k} + \sum_{k \in \Delta_{\xi,\eta}^-} \frac{A_k}{\lambda_j - \lambda_k} \right) \\
(C.8d) \quad \varepsilon \overline{B_j} &= \lambda_j^{-1} \gamma_j(x, t) \left( 1 + \sum_{k \in \Delta_{\xi,\eta}^+} \frac{A_k}{\lambda_j - \lambda_k} + \sum_{k \in \Delta_{\xi,\eta}^-} \frac{A_k}{\lambda_j - \lambda_k} \right)
\end{align}

**Proof of Lemma C.1.** It is sufficient to establish the boundness estimate (C.2) for $N^{\Delta_{\xi,\eta}}$, as the invertible transformation between $N^{\text{sol}}$ and $N^{\Delta_{\xi,\eta}}$ depends only on $\Lambda$. Furthermore, to establish the boundedness of $N^{\Delta_{\xi,\eta}}$ away from its poles, we only need to show that the unknowns $A_k, B_k$ in (C.8) are bounded in $(x, t)$.

The system of equations (C.8) can be expressed as a matrix equation

\begin{equation}
(I - \Gamma M_\Lambda) \alpha = \Gamma \begin{pmatrix} 0_N \\ 1_N \end{pmatrix}
\end{equation}

where $\alpha = \text{col}(A_1, \ldots, A_N, \varepsilon B_1, \ldots, \varepsilon B_N)$ is the vector of unknowns; $\Gamma$ is a diagonal matrix whose entries are the appropriate residue coefficients, $\gamma_k$ or $\overline{\gamma_k}$, for the corresponding entry in $\alpha$; $M_\Lambda$ is a complex $2N \times 2N$ matrix whose entries depend only on $\Lambda$ and $\varepsilon$; finally, $0_N, 1_N$ are the vectors of $N$ zeros and ones respectively. We make the following observations: 1) The only $(x, t)$ dependence in the coefficients of (C.9) appears in $\Gamma$; 2) For any choice of $\Gamma$ with nonzero entries, any solution of (C.9) corresponds exactly to a solution of Problem C.2. As Problem C.2 is a reflectionless reduction of RHP 1.10, the general existence and uniqueness result for solutions of RHP 1.10 established in Section 6.3 implies that $(I - \Gamma M_\Lambda)$ is invertible for any such $\Gamma$; 3) If we allow any $\gamma_k \to 0$ in (C.9) the corresponding coefficients $A_k, B_k$ in $\alpha$ must also vanish, and (C.9) reduces to an equivalent system for the coefficients of an expansion (C.7) with $2(N - 1)$ poles at $\Lambda \setminus \{\lambda_k \cup \overline{\lambda_k}\}$.

The advantage of Problem C.2 is that, in light of (1.29), (C.3) and (C.6), the coefficients $\gamma_k(x, t)$ are uniformly bounded as $(x, t)$ vary over $\mathbb{R}^2$:

\begin{equation}
|\gamma_k(x, t)| \leq K_\Lambda \begin{cases}
\epsilon^{-\text{Re} \lambda_k} \Im \lambda_k (\text{Re} \lambda_k - \xi) & |\xi| \leq \Xi_0, \ k \in \Delta_{\xi,\eta}^+ \\
\epsilon^{-\text{Re} \lambda_k} \Im \lambda_k (1 - \xi^{-1} \text{Re} \lambda_k) & |\xi| \geq \Xi_0, \ k \in \Delta_{\xi,\eta}^-
\end{cases} \leq K_\Lambda,
\end{equation}

where $\Xi_0 > 0$ is any fixed constant and $K_\Lambda$ is a fixed constant depending only on the scattering data. Finally, using the observations above, since $(I - \Gamma M_\Lambda)^{-1}$ exist and depends continuously on the entries in $\Gamma$, it follows that $(I - \Gamma M_\Lambda)^{-1}$ is a bounded for all $(x, t)$. The result follows immediately.
Proof of Proposition 7.1. Order the discrete spectra such that \( \lambda_j \in \Lambda(I), \ j = 1, \ldots, N(I) \), and \( \lambda_j \notin \Lambda(I), \ j > N(I) \). Also introduce the permutation matrix

\[
P = \begin{pmatrix}
I_{N(I)} & 0 & 0 & 0 \\
0 & I_{N(I)} & 0 & 0 \\
0 & 0 & I_{N(I')} & 0 \\
0 & 0 & 0 & I_{N(I')} 
\end{pmatrix}
\]

\[N(I') := N - N(I).
\]

For any matrix \( A \) and vector \( v \) let

\[
A^\pi = PAP^\top, \quad v^\pi = Pv.
\]

Conjugating (C.9) by \( P \) we arrive at the equivalent system of equations

\[
(I - \Gamma^\pi M^\pi_\Lambda)\alpha^\pi = \Gamma^\pi \left( \begin{array}{c} 0_{N(I)} \\ 1_{N(I)} \\ 0_{N(I')} \\ 1_{N(I')} \end{array} \right)^T.
\]

This systems has a natural block structure; writing

\[
\Gamma^\pi = \begin{pmatrix}
\Gamma_0 & 0 \\
0 & \Gamma_1
\end{pmatrix}, \quad M^\pi_\Lambda = \begin{pmatrix}
M_{\Lambda(I)} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}, \quad \text{and} \quad \alpha^\pi = \begin{pmatrix}
\alpha_{N(I)} \\
\alpha_{N(I')}
\end{pmatrix}
\]

(C.11) becomes

\[
\begin{pmatrix}
I_{N(I')} - \Gamma_0 M_{\Lambda(I)} & -\Gamma_0 M_{12} \\
-\Gamma_1 M_{21} & I_{N(I')} - \Gamma_1 M_{22}
\end{pmatrix}
\begin{pmatrix}
\alpha_{N(I)} \\
\alpha_{N(I')}
\end{pmatrix}
= \begin{pmatrix}
\Gamma_0 \begin{pmatrix}
0_{N(I)} \\
1_{N(I)}
\end{pmatrix} \\
\Gamma_1 \begin{pmatrix}
0_{N(I')} \\
1_{N(I')}
\end{pmatrix}
\end{pmatrix}
\]

where the first \( 2N(I) \) rows determine the unknowns \( \alpha_{N(I)} = \text{col}(A_1, \ldots, A_{N(I)}, \epsilon \overline{1}, \ldots, \epsilon \overline{B_{N(I)}}) \) corresponding for the discrete spectra in \( \Lambda(I) \). Observe that the upper left block of the system is precisely the left hand side of (C.9) corresponding for the \( N(I) \)

As \( |t| \to \infty \) inside the cone specified in the theorem, it follows from (C.10) that

\[
|\Gamma_0| = O(1) \quad \text{and} \quad |\Gamma_1| = O(e^{-\delta_{\Lambda}v_0 t}),
\]

so we may regard terms with \( \Gamma_1 \) as perturbative. By elementary row operations this system is equivalent to

\[
(M_0 + M_1) \begin{pmatrix}
\alpha_{N(I)} \\
\alpha_{N(I')}
\end{pmatrix} = \beta_0 + \beta_1
\]

where

\[
M_0 = \begin{pmatrix}
I_{N(I')} - \Gamma_0 M_{N(I)} & 0 \\
0 & I_{N(I')} \end{pmatrix}, \quad \beta_0 = \begin{pmatrix}
\Gamma_0 \begin{pmatrix}
0_{N(I)} \\
1_{N(I)}
\end{pmatrix} \\
\Gamma_1 \begin{pmatrix}
0_{N(I')} \\
1_{N(I')}
\end{pmatrix}
\end{pmatrix}
\]

\[
M_1 = \begin{pmatrix}
-\Gamma_0 M_{12} \Gamma_1 M_{21} & -\Gamma_0 M_{12} \Gamma_1 M_{22} \\
-\Gamma_1 M_{21} & -\Gamma_1 M_{22}
\end{pmatrix}, \quad \beta_1 = \begin{pmatrix}
\Gamma_0 M_{12} \Gamma_1 \begin{pmatrix}
0_{N(I')} \\
1_{N(I')}
\end{pmatrix} \\
\Gamma_1 \begin{pmatrix}
0_{N(I')} \\
1_{N(I')}
\end{pmatrix}
\end{pmatrix}
\]

Let

\[
\mathcal{S} = \prod_{\lambda_j \in \Lambda(I), \ j \in \Delta_{\Gamma, \alpha}} \left( \frac{\lambda - \lambda_j}{\lambda - \lambda_j} \right)
\]
be the Blaschke product corresponding to the reduced poles in \( \Lambda(I) \) akin to the full product \( \mathfrak{B} \) defined in (C.4). Then with \( \tilde{C_k} \) as defined in the statement of Proposition 7.1, for each \( \lambda_k \in \Lambda(I) \) the corresponding connection coefficients satisfy
\[
C_k B(\lambda_k)^{-2} = \tilde{C_k} \mathfrak{B}(\lambda_k)^{-2} \\
C_k^{-1}(1/B)'(\lambda_k)^{-2} = \tilde{C_k}^{-1}(1/\mathfrak{B})'(\lambda_k)^{-2}
\]
for \( k \in \Delta^+_{\xi,\eta} \) and \( k \in \Delta^-_{\xi,\eta} \). It is clear then that the limiting system of equations (in which \( M_1 \) and \( \beta_1 \) are set to zero) is exactly equivalent to (D.2) for the reduced scattering data given by the discrete spectra \( \Lambda(I) \) and connection coefficients \( \tilde{C_k} \). Since we know from the proof of Lemma C.1 that \( I_{N(I)} - \Gamma_0 M_{\Lambda(I)} \) has a bounded inverse for all \((x, t)\) if follows from (C.12) that
\[
\alpha_{N(I)} = (I_{N(I)} - \Gamma_0 M_{\Lambda(I)})^{-1} \beta_0 + O(e^{-4d_{\Lambda(I)t}}) \quad \alpha_{N(I)'} = O(e^{-4d_{\Lambda(I)t}}).
\]
The result of the proposition follows immediately. \( \square \)

Appendix D. Soliton-free initial Data of Large \( L^2 \)-norm

In this appendix we prove the following proposition which establishes the existence of \( q \in H^{2,2}(\mathbb{R}) \) with arbitrary \( L^2 \)-norm which have no spectral singularities and no solitons.

**Proposition D.1.** The scattering map \( R(q) \) described by Definition 1.4 can be explicitly computed for the family of potentials
\[
q(x) = \nu \text{sech}(x)^{-2} e^{i(S_0-\nu^2 \tanh(x)-2\delta x)}, \quad \|q\|^2_{L^2(\mathbb{R})} = 2\nu^2,
\]
where \( \nu > 0 \), and \( \mu, \delta, S_0 \in \mathbb{R} \). The condition
\[
\varepsilon \delta < \mu^2/\nu^2
\]
is sufficient to guarantee the discrete spectrum is empty, i.e., \( q \in U_0 \).

We will prove this proposition by showing that the linear system for DNLS:
\[
\psi(x) = \begin{pmatrix}
-i\zeta^2 - \frac{i\varepsilon |q|^2}{2} & \zeta q \\
\zeta \varepsilon q & \zeta \varepsilon^2 + \frac{i\varepsilon |q|^2}{2}
\end{pmatrix} \psi
\]
can be reduced to solving the hypergeometric differential equation for any potentials \( q \) in the family (D.1). This reduction involves several changes of dependent variable as well as the map
\[
s = \frac{1}{2} (1 + \tanh(x))
\]
which compactifies \( \mathbb{R} \) to \((0, 1)\). Thus \( x \rightarrow \pm \infty \) asymptotics are equivalent to Taylor expansions at \( s = 0 \) or \( s = 1 \) modulo a leading singular term. The identity
\[
e^x = s^{1/2} (1-s)^{-1/2}
\]
implies that \( e^{i\kappa^2 x} \sim s^{i\kappa^2/2} \) near \( s = 0 \), while \( e^{i\kappa^2 x} \sim (1 - s)^{-i\kappa^2/2} \) near \( s = 1 \). We normalize the solution as \( s \downarrow 0 \) (i.e., \( x \rightarrow -\infty \)) and use transformation formulas for hypergeometric functions to compute the scattering data by finding asymptotics as \( s \uparrow 1 \) (i.e., \( x \rightarrow +\infty \)).
D.1. **Reduction to a Hypergeometric Equation.** We begin by writing the potential \( q \) in (D.3) in the form
\[
q(x) = A(x)e^{iS(x)}.
\]
We make a change of dependent variable to remove the oscillatory factor \( e^{iS} \) from \( q \). If we set \( \psi = e^{iS(x)\sigma_3/2}\varphi \), then
\[
\varphi_x = \begin{pmatrix}
-\frac{i\zeta^2}{2} - \frac{i\varepsilon}{2}A^2 - \frac{i}{2}S_x \\
\zeta A
\end{pmatrix}
\begin{pmatrix}
\frac{i\zeta^2}{2} + i\varepsilon A^2 + \frac{i}{2}S_x
\end{pmatrix} \varphi.
\]
Introducing the change of independent variable (D.4), noting that \( d/dx = 2s(1-s)d/ds \), we obtain
\[
2s(1-s)\varphi_s = \begin{pmatrix}
-\frac{i\zeta^2}{2} - \frac{i\varepsilon}{2}A^2 - \frac{i}{2}S_x \\
\zeta A
\end{pmatrix}
\begin{pmatrix}
\frac{i\zeta^2}{2} + i\varepsilon A^2 + \frac{i}{2}S_x
\end{pmatrix} \varphi.
\]
Next, we reduce the system to a single second order ODE, by introducing the change of dependent variables
\[
W(s) = g(s) \begin{pmatrix} 1 & 0 \\ 0 & \frac{\zeta A}{2s(1-s)} \end{pmatrix} \varphi(s),
\]
where the scalar factor \( g \) removes the \((1,1)\)-entry of the coefficient matrix on the right hand side of (D.8) by choosing it to satisfy
\[
2s(1-s)g'(s) = \begin{pmatrix}
\frac{i\zeta^2}{2} + i\varepsilon A^2 + \frac{i}{2}S_x
\end{pmatrix} g(s),
\]
while the diagonal matrix factor in (D.9) normalizes the \((1,2)\)-entry of the coefficient matrix to 1. A short computation shows that \( W \) obeys the differential equation
\[
W_s = \begin{pmatrix}
0 \\
\frac{\varepsilon\zeta^2 A^2}{4s^2(1-s)^2} - \frac{2i\zeta^2 + \varepsilon A^2 + S_x}{2s(1-s)} + \left(\frac{A_x}{A} + \frac{2s-1}{s(1-s)}\right)
\end{pmatrix} W.
\]
If we now set
\[
W = \begin{pmatrix} w \\ ws \end{pmatrix},
\]
This system reduces to the single second-order equation
\[
s(1-s)w'' - \left[ i \left( \frac{\zeta^2 + \varepsilon A^2 + \frac{S_x}{2}}{2} + \frac{s(1-s)A_x}{2A} + 2s - 1 \right) w' - \frac{\varepsilon\zeta^2 A^2}{4s(1-s)} w \right] = 0.
\]
Now, observe that for the family of potentials (D.1) we have
\[
A^2 = \nu^2 \text{sech}^2(x) = 4\nu^2 s(1-s)
\]
\[
S_x = -\varepsilon\nu^2 \text{sech}^2(x) + 2\mu \tanh(x) - 2\delta = -\varepsilon A^2 + 4\mu s - 2(\mu + \delta)
\]
which reduces (D.12) to
\[
s(1-s)w'' + \left[ -i\zeta^2 + i(\mu + \delta) + \frac{1}{2} - (1 + 2i\mu)s \right] w' - \varepsilon\nu^2 \zeta^2 w = 0.
\]
which is the hypergeometric equation
\[(D.16)\]
\[s(1-s)w'' + [\gamma - (1 + \alpha + \beta)s]w' - \alpha \beta w = 0\]
with
\[\alpha + \beta = 2i\mu, \quad \alpha \beta = \epsilon \nu^2 \xi^2, \quad \gamma = -i\xi^2 + i(\mu + \delta) + \frac{1}{2}.\]

Hence
\[(D.17)\]
\[\alpha = i\mu + i\nu \sqrt{-\epsilon} R(\zeta), \quad \beta = i\mu - i\nu \sqrt{-\epsilon} R(\zeta),\]
where
\[(D.18)\]
\[R(\zeta) = \sqrt{\xi^2 - \epsilon \left(\frac{\mu}{\nu}\right)^2}.\]

is taken to be finitely branched on the line segment connecting its branch points with \(R(\zeta) \sim \zeta\) for \(|\zeta| \gg 1\). In particular, this implies that \(R\) maps \(\mathbb{C}^+\) into itself for either sign of \(\epsilon\). We take \(\sqrt{\epsilon} = 1\) or \(i\) when \(\epsilon = 1\) or \(-1\) respectively.

\[D.2.\] The Jost Solution. Denote by \(F(\alpha, \beta, \gamma; s)\) the hypergeometric function, analytic in the disk \(|s| < 1\), with
\[(D.19)\]
\[F(\alpha, \beta, \gamma; s) = 1 + \frac{\alpha \beta}{\gamma} s + \frac{1}{2!} \frac{\alpha(\alpha + 1)\beta(\beta + 1)}{\gamma(\gamma + 1)} s^2 + \ldots \quad |s| < 1\]
(see [12, 15.2.1]). A basis for the solution space of \((D.15)\) with singularity at \(s = 0\) is given by [12, 15.10.2-15.10.3]
\[(D.20)\]
\[w_1(s) = F(\alpha, \beta, \gamma; s), \quad w_2(s) = s^{1-\gamma} F(\alpha - \gamma + 1, \beta - \gamma + 1, 2 - \gamma; s),\]
while a basis for the solution space of \((D.15)\) with singularity at \(s = 1\) is given by [12, 15.10.4-15.10.5]
\[(D.21)\]
\[w_3(s) = F(\alpha, \beta, \alpha + \beta + 1 - \gamma; 1 - s), \quad w_4(s) = (1 - s)^{\gamma - \alpha - \beta} F(\gamma - \alpha, \gamma - \beta, \gamma - \alpha - \beta + 1; 1 - s)\]

We’ll need the connection formula [12, 15.10.21]
\[(D.22)\]
\[w_1(s) = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)} w_3(s) + \frac{\Gamma(\gamma) \Gamma(\alpha + \beta - \gamma)}{\Gamma(\alpha) \Gamma(\beta)} w_4(s)\]
to compute scattering data for the potential \(q\).

We now seek the correctly normalized solution
\[(D.23)\]
\[m_1^-(x, \zeta) = e^{iS(x)\sigma_3/2} e^{i\xi^2 x / g(t)} \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{s(1-s)} / \zeta \nu \end{pmatrix} \begin{pmatrix} w(s) \\ w'(s) \end{pmatrix}\]
by setting \(w(s) = c_1 w_1(s) + c_2 w_2(s)\) and using the asymptotics
\[(D.24)\]
\[m_1^-(x, \zeta) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} + o(1)\]
for \(x \to -\infty\), i.e., \(s \downarrow 0\), to choose \(c_1\) and \(c_2\).
One may solve (D.10) for \( g \), and use (D.1) and (D.5) to compute
\[
e^{iS(x)/2} = 2^{-i\mu} e^{iS_0/2 - i \nu x^2} s^{i(\mu + \delta)/2} (1 - s)^{-i(\mu - \delta)/2} \tag{D.25}
\]
giving
\[
e^{i\zeta^2 x} = s^{i\zeta^2 /2} (1 - s)^{-i\zeta^2 /2}
\]
so that
\[
e^{iS(x)/2} e^{i\zeta^2 x} / g(t) = 2^{-i\mu} e^{iS_0/2 - i \nu x^2} s^{i(\mu + \delta)/2} (1 - s)^{-i(\mu - \delta)/2} \tag{D.26}
\]
Using (D.26) in (D.23) we obtain
\[
m_1^-(x, \zeta) = \left(2^{-i\mu} e^{iS_0/2 - i \nu x^2} s^{i(\mu + \delta)/2} (1 - s)^{-i(\mu - \delta)/2} \frac{\partial}{\partial x} \right) \tag{D.27}
\]
Note that \( \text{Re}(\gamma) = 1/2 \). Setting \( w(s) = c_1 w_1(s) + c_2 w_2(s) \) and using the convergent series expansions
\[
w_1(s) \sim 1 + O(s), \quad w_2(s) \sim s^{1-\gamma}(1 + O(s)),
\]
we find that \( c_1 = 2^{i\mu} e^{-iS_0/2 - i \nu x^2/2}, c_2 = 0 \) so that
\[
m_1^-(x, \zeta) = \left(2^{i\mu} e^{-iS_0/2 + i \nu x^2/2} (s - 1) \right) \tag{D.28}
\]
Repeating this calculation for the Jost functions \( m_1^+ \) and \( m_2^+ \) defined by (3.1) yields
\[
m_1^+(x, \zeta) = \left(2^{i\mu} e^{-iS_0/2 + i \nu x^2/2} (s - 1) \right) \tag{D.29}
\]
D.3. Scattering Data. The scattering coefficients \( \tilde{a}(\zeta) \) and \( \tilde{b}(\zeta) \) defined by (1.9) satisfy
\[
m_1^+(x, \zeta) = \tilde{a}(\zeta) m_1^+(x, \zeta) - \tilde{b}(\zeta) e^{2i\zeta x} m_2^+(x, \zeta), \quad \zeta \in \Sigma.
\]
Using the connection formula (D.22), the Jost functions (D.28)-(D.29), and the last line of (D.25) we may read off that
\[
\tilde{a}(\zeta) = e^{-i\nu x^2} \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)} \tag{D.31}
\]
\[
\tilde{b}(\zeta) = \frac{2^{2i\mu}}{\nu} e^{-iS_0} \frac{\Gamma(\gamma) \Gamma(1 + \alpha + \beta - \gamma)}{\Gamma(\alpha) \Gamma(\beta)} \tag{D.32}
\]
From the formulas
\[
\gamma = -i\zeta^2 + i(\mu + \delta) + \frac{1}{2}, \quad \gamma - \alpha - \beta = -i\zeta^2 - i(\mu - \delta) + \frac{1}{2}
\]
it is easy to see that for \( \zeta \in \Sigma \), \(-i\zeta^2\) is purely imaginary so that \( \text{Re}(\gamma) = 1/2 \), \( \text{Re}(\gamma - \alpha - \beta) = 1/2 \) and \( \tilde{a}(\zeta) \) has no spectral singularities. Moreover, \( \text{Re}(\gamma) > 1/2 \) and \( \text{Re}(\gamma - \alpha - \beta) > 1/2 \) for \( \zeta \in \mathbb{C}^+ \) so
that \( \tilde{a}(\zeta) \) is holomorphic\(^3\) in \( \mathbb{C}^{++} \) as required. It’s also clear from (D.32) and the above observations that \( b(\zeta) \) extends meromorphically to \( \zeta \in \mathbb{C}^{++} \); \( b(\zeta) \) will have isolated simple poles at those values of \( \zeta \) where
\[
\gamma - \alpha - \beta = m, \quad m = 1, 2, 3, \ldots
\]
and neither \( \alpha \) nor \( \beta \) is a nonpositive integer.

The discrete spectrum of (D.3) are precisely the quartets \( \pm \zeta_n, \pm \tilde{\zeta}_n, \zeta_n \in \mathbb{C}^{++} \) such that \( \tilde{a}(\zeta_n) = 0 \). From (D.31), \( \tilde{a} \) will have a zero whenever \( \gamma - \alpha = 1 - n, \gamma - \beta = 1 - n \). We have
\[
\gamma - \alpha = -i\zeta^2 + i\delta - i\nu \sqrt{-\varepsilon} R(\zeta) + \frac{1}{2}
\]
and
\[
\gamma - \beta = -i\zeta^2 + i\delta + i\nu \sqrt{-\varepsilon} R(\zeta) + \frac{1}{2}
\]
Notice that \( \text{Re} \gamma - \alpha = \text{Im} \zeta^2 + \nu \text{Im}(\sqrt{-\varepsilon} R(\zeta)) > 0 \) for either sign of \( \varepsilon \) as \( R(\zeta) \in \mathbb{C}^{++} \) when \( \zeta \in \mathbb{C}^{++} \).

Finally, we point out that \( b(\zeta) \) is analytic at any zero of \( \tilde{a}(\zeta) \) since if \( \zeta_n \) satisfies both \( \gamma - \beta = 1 - n \) and (D.33) then \( \alpha = 1 - n - m \) is a negative integer and the pole of \( b(\zeta) \) is removable. Then because the scattering relation (D.30) extends analytically to \( \zeta_n \) we can compute the connection coefficient \( c_n \) (see (1.16)-(1.17) ) as
\[
c_n = \frac{b(\zeta_n)}{\tilde{a}(\zeta_n)}
\]

**Proof of Proposition D.1.** From the arguments already given in this section the scattering map is easily constructed for data in the family (D.1). Using the formulae (1.11),(1.18), and (1.20) we have
\[
\rho(\lambda) = \varepsilon \zeta^{-1} \frac{b(\zeta)}{\tilde{a}(\zeta)}, \quad \lambda_n = \zeta_n^2, \quad C_n = 2c_n
\]
It remains to show that (D.2) guarantees that the discrete spectrum will be empty.

We want to find values of \( \mu \) and \( \nu \) such that (D.36) cannot be satisfied for any \( \zeta \in \mathbb{C}^{++} \) and all \( n = 1, 2, 3, \ldots \). Introduce the parameters
\[
\lambda := \zeta^2, \quad z := \zeta^2 - \delta, \quad L_n := n - 1/2
\]
and note that \( \text{Im} z > 0 \) and \( L_n > 0 \). The condition (D.36) becomes
\[
z + iL_n = \nu \sqrt{-\varepsilon} \sqrt{z + \delta - \varepsilon(\mu/\nu)^2}.
\]
where we used (D.18). Writing \( z = x + iy \) with \( y > 0 \), squaring both sides of (D.38), and taking real and imaginary parts we find
\[
2x(y + L_n) = -\varepsilon \nu^2 y.
\]
\[
x^2 - (y + L_n)^2 + \varepsilon \nu^2 x = -\varepsilon \nu^2 \delta + \mu^2.
\]

\(^3\)The parameters \( \alpha \) and \( \beta \) appearing in the argument of \( \tilde{a}(\zeta) \) and \( b(\zeta) \) inherit a branch cut from \( R(\zeta) \); their boundary values satisfy \( \alpha \pm = \beta \mp \). Since both \( \tilde{a}(\zeta) \) and \( b(\zeta) \) are invariant under the map \( \alpha \leftrightarrow \beta \), both scattering coefficients are analytic across the branch of \( R \).
Solving (D.39b) for $L_n$ we have

\begin{equation}
L_n = -y \frac{\varepsilon \nu^2 + 2x}{2x}.
\end{equation}

Since $L_n$ and $y$ are both strictly positive, it follows that $-(\varepsilon \nu^2 + 2x)/(2x)$ is strictly positive as well. Thus, any solution $z = x + iy$ lies in the vertical half-strip

\begin{equation}
S_z = \left\{ (x, y) \in \mathbb{R}^2 : y > 0, \quad \frac{-\nu^2}{2} < \varepsilon x < 0 \right\}.
\end{equation}

On the other hand, using (D.40) in (D.39a), we see that any solutions $z$ of (D.38) lie along the curve

\begin{equation}
C := \left\{ (x, y) \in \mathbb{R} \times (0, \infty) : x^2 Q(x) = \nu^4 y^2/4 \right\}
\end{equation}

where

\begin{equation}
Q(x) = \left( \varepsilon x + \frac{\nu^2}{2} \right)^2 - \left[ \nu^2 \left( \frac{\nu^2}{4} - \varepsilon \delta \right) + \mu^2 \right]
\end{equation}

To find parameter values of $(\mu, \delta)$ for which $\tilde{a}$ has no zeros, it suffices to find $(\mu, \delta)$ so that $C$ does not intersect the strip $S_z$. From (D.43), it is clear that $C$ will have empty intersection with $S_z$ provided $Q(x) < 0$ for $x$ with $0 < -\varepsilon x < \nu^2/4$. For either sign of $\varepsilon$ this is guaranteed if $Q(0) < 0$. Since $Q(0) = \varepsilon \nu^2 \delta - \mu^2$ it follows that (D.2) guarantees the discrete spectrum is empty. \qed

\section*{References}

[1] Beals, R.; Colombe, K. R. Scattering and inverse scattering for first order systems. \textit{Comm. Pure Appl. Math.} \textbf{37} (1984), no. 1, 39–90.

[2] Borghese, M., Jenkins, R., McLaughlin, K. T.-R. Long-time asymptotic behavior of the focusing nonlinear Schrödinger equation. Preprint, arXiv:1604.07436, 2016.

[3] Chen, X.J., Lam, W.K., Inverse scattering transform for the derivative nonlinear Schrödinger equation with nonvanishing boundary conditions, \textit{Phys. Rev. E}, \textbf{69}, 2004, 066604.

[4] Chen, X.J., Hou, L.J., Lam, W.K., Conservation laws for the derivative nonlinear Schrödinger equation with nonvanishing boundary conditions, \textit{Chin. Phys. Lett.}, \textbf{22}, no. 4, 2005, 830–832.

[5] Craig, W.. Guyenne, P., Hammack, J., Henderson, D., Sulem, C., Solitary water wave interactions. \textit{Phys. of Fluids}, \textbf{18} (2006), 051706.

[6] Cuccagna, Scipio, Jenkins, Robert On the asymptotic stability of N-soliton solutions of the defocusing nonlinear Schrödinger equation. \textit{Comm. Math. Phys.} \textbf{343} (2016), no. 3, 921–969.

[7] Deift, P. A.; Its, A. R.; Zhou, X. Long-time asymptotics for integrable nonlinear wave equations. \textit{Important developments in soliton theory}, 181–204, Springer Ser. Nonlinear Dynam., Springer, Berlin, 1993.

[8] Deift, P., Zhou, X. A steepest descent method for oscillatory Riemann-Hilbert problems. Asymptotics for the MKdV equation. \textit{Ann. of Math.} (2) \textbf{137} (1993), no. 2, 295–368.

[9] Deift, P., Zhou, X. Long-time asymptotics for solutions of the NLS equation with initial data in a weighted Sobolev space. Dedicated to the memory of Jürgen K. Moser. \textit{Comm. Pure Appl. Math.} \textbf{56} (2003), 1029–1077.

[10] Dieng, M., McLaughlin, K D.-T. Long-time Asymptotics for the NLS equation via dbar methods. Preprint, arXiv:0805.2007, 2008.

[11] diFranco, J., Miller, P. The semi-classical modified nonlinear Schrödinger equation I: Modulation theory and spectral analysis. \textit{emphPhysica D}, 237, 2008, 947–997.

[12] NIST Digital Library of Mathematical Functions. \texttt{http://dlmf.nist.gov/}, Release 1.0.11 of 2016-06-08. Online companion to \cite{11}.

[13] Duyckaerts, T., Kenig, C., F. Merle, F. Classification of radial solutions of the focusing, energy-critical wave equation, \textit{Cambridge Journal of Mathematics}, \textbf{1}, no. 1, 2013, 75–144.

[14] Duyckaerts, T., Jia, H., Kenig, C., Merle, F. Soliton resolution along a sequence of times for the focusing energy critical wave equation. arXiv:1601.01871v2
[15] Duyckaerts, T., Kenig, C., Merle, F. Profiles for bounded solutions of dispersive equations, with applications to energy-critical wave and Schrödinger equations. *Commun. Pure Appl. Anal.*, 14, no. 4, 2015, 1275–1326.

[16] Dyatlov, S., Zworski, M. Mathematical Theory of Scattering Resonances, Version 0.1 (March 2017). http://math.mit.edu/~dyatlov/res/res_20170323.pdf.

[17] Eckhaus, W., P. Schuur, P. The emergence of solitons of the Korteweg-de Vries equation from arbitrary initial conditions. *Math. Methods Appl. Sci.*, 5, no. 1, 1983, 97–116.

[18] Guo, Zihua; Wu, Yifei. Global well-posedness for the derivative nonlinear Schrödinger equation in $H^{1/2}(\mathbb{R})$. *Discrete Contin. Dyn. Syst.* 37 (2017), no. 1, 257–264

[19] Hayashi, N., Ozawa, T. On the derivative nonlinear Schrödinger equation. *Physica D* 55, 1992, 14–36.

[20] Its, A. R. Asymptotic behavior of the solutions to the nonlinear Schrödinger equation, and isomonodromic deformations of systems of linear differential equations. (Russian) *Dokl. Akad. Nauk SSSR* 261 (1981), no. 1, 14–18.

[21] Kaup, D. J., Newell, A. C. (1978). An exact solution for a derivative nonlinear Schrödinger equation. *J. Mathematical Phys.* 19:798–801.

[22] Kitaev, A. V.; Vartanian, A. H. Leading-order temporal asymptotics of the modified nonlinear Schrödinger equation: solitonless sector. *Inverse Problems* 13 (1997), no. 5, 1311–1339.

[23] Kitaev, A. V., Vartanian, A. H., Asymptotics of solutions to the modified nonlinear Schrödinger equation: solitons on a nonvanishing continuous background. (English summary) *SIAM J. Math. Anal.* 30 (1999), no. 4, 787–832.

[24] Lee, J.-H. (1989). Global solvability of the derivative nonlinear Schrödinger equation.

[25] Lee, J.-H. (1983). Analytic properties of Zakharov-Shabat inverse scattering problem with a polynomial spectral dependence of degree 1 in the potential. Thesis (Ph. D.), Yale University.

[26] Liu, Jiaqi. Global well-posedness for the derivative nonlinear Schrödinger equation with generic initial data. Preprint, arXiv:1703.05277

[27] Liu, J., Perry, P., Sulem, C. Global existence for the derivative nonlinear Schrödinger equation by the method of inverse scattering. Preprint, arXiv1608.07659, to appear in *Ann. Inst. Henri Poincaré C - Analyse non-linéaire*.

[28] Liu, J., Perry, P., Sulem, C. Long-time behavior of solutions to the derivative nonlinear Schrödinger equation. *Inverse Problems* 19:798–801.

[29] Martel, Y., Merle, F., Mizumachi, T. Description of the inelastic collision of two solitary waves for the BBM equation. *Arch. Ration. Mech. Anal.*, 196 no. 2 (2010), 517–574.

[30] Pelinovsky D., and Shimabukuro, Y. Existence of global solutions to the derivative NLS equation: global existence with solitons. Preprint, arXiv1703.05277.

[31] Schuur, P. Inelastic interaction of nearly equal solitons for the quartic gKdV equation. (English summary) *Adv. Differential Equations* 4 (1999), no. 4, 561–580.

[32] Tao, T. A global compact attractor for high-dimensional defocusing nonlinear Schrödinger equations with potential. *Dyn. Part. Diff. Eqs.*, 5 no. 2, 2008, 101–116.

[33] Tovbis, A., Venakides, S. The eigenvalue problem for the focusing nonlinear Schrödinger equation: new solvable cases. *Physica D*, 146, 2000, 250–264.

[34] Wu, Y. Global well-posedness on the derivative nonlinear Schrödinger equation revisited. Preprint, arXiv:1404.5159, 2014.

[35] Zakharov, V.E., Shabat, A.B. Exact theory of two-dimensional self-focusing and one-dimensional self-modulation of waves in nonlinear media. *Soviet Physics JETP*, 34, no 1, 1972, 62–69.

[36] Zhou, X. The Riemann-Hilbert problem and inverse scattering. *SIAM J. Math. Anal.* 20, 1989, no. 4, 966–986.
[42] Zhou, Xin Direct and inverse scattering transforms with arbitrary spectral singularities. *Comm. Pure Appl. Math.* **42** (1989), no. 7, 895–938.

(Jenkins) Department of Mathematics, University of Arizona, Tucson, Arizona 85721–0089

(Liu) Department of Mathematics, University of Kentucky, Lexington, Kentucky 40506–0027

(Perry) Department of Mathematics, University of Kentucky, Lexington, Kentucky 40506–0027

(Sulem) Department of Mathematics, University of Toronto, Toronto, Ontario M5S 2E4, Canada