The dynamical structure factor of the SU(3) Heisenberg chain: The variational Monte Carlo approach
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We compute the dynamical spin structure factor $S(k, \omega)$ of the SU(3) Heisenberg chain variationally using a truncated Hilbert space spanned by the Gutzwiller projected particle-hole excitations of the Fermi sea, introduced in [B. Dalla Piazza et al., Nature Physics 11, 62 (2015)], with a modified importance sampling. We check the reliability of the method by comparing the $S(k, \omega)$ to exact diagonalization results for 18 sites and to the two-soliton continuum of the Bethe Ansatz for 72 sites. We get an excellent agreement in both cases. Detailed analysis of the finite-size effects shows that the method captures the critical Wess-Zumino-Witten SU(3) behavior and reproduces the correct exponent, with the exception of the size dependence of the weight of the bottom of the conformal tower. We also calculate the single-mode approximation for the SU(N) Heisenberg model and determine the velocity of excitations. Finally, we apply the method to the SU(3) Haldane-Shastry model and find that the variational method gives the exact wave function for the lowest excitation at $k = \pm 2\pi/3$.

I. INTRODUCTION

One of the most important quantities describing the state of a magnetic material is the dynamical structure factor

$$S^{\alpha\alpha}(q, \omega) \propto \sum_{\mathbf{R}} \int_{-\infty}^{\infty} dt \ e^{-i(\mathbf{q} \cdot \mathbf{R} - \omega t)} \langle S^R_{\alpha}(t) S^0_{\alpha}(0) \rangle, \tag{1}$$

where $S^\alpha_R(t)$ is the $\alpha = x, y, z$ component of spin operator at site $\mathbf{R}$ and time $t$. The $S^{\alpha\alpha}(q, \omega)$ is measured, among others, in inelastic neutron scattering, resonant inelastic X-ray scattering, electron spin resonance, and light absorption experiments. It gives precious information about the magnetic excitations in the material and the nature of the ground state, and helps to develop theoretical models.

Unfortunately, the calculation of the dynamical properties in strongly correlated systems is notoriously difficult. Especially when frustration is present, analytical results are rare, and the available numerical methods are limited. For the calculation of ground state properties, a variational Monte Carlo (VMC) method based on Gutzwiller projected wave functions, pioneered for the SU(2) electron systems by Kaplan et al. [1] and enhanced in Refs. [2, 3], turned out to be very useful. Recently, based on a work by Li and Yang [4], Dalla Piazza et al. extended the variational Monte Carlo method to calculate the zero-temperature dynamical structure factor of the SU(2) Heisenberg model [5]. The method constructs a finite-dimensional Hilbert space from the variational ground state, and Gutzwiller projected particle-hole excitations of the Fermi sea, and then evaluates the overlaps and the Hamiltonian matrix elements between these states by Monte Carlo sampling. The dynamical VMC is useful to examine the $S^{\alpha\alpha}(q, \omega)$ of spin liquids. It has been applied to the Heisenberg model on the kagome lattice [6, 7], and to the Heisenberg model with first- ($J_1$) and second-neighbor ($J_2$) interactions on one-dimensional chains [8] and on square [9, 10], triangular [11], and honeycomb [12] lattices. Furthermore, it has been used to get spectral properties of correlated electrons in Refs. [13, 14].

The VMC also proved to be useful to characterize the ground state properties of the SU(N) symmetric Mott insulators by introducing fermions with N-flavors (colors) [15]. The study of the SU(4) symmetric Heisenberg chain in the fundamental representation showed that the Gutzwiller projected Fermi sea of fermions with four flavors reproduced the critical exponents of the structure factor accurately [16]. The method proved to be helpful to get insight into the properties of different two-dimensional SU(N) Heisenberg models showing spin-liquid behavior of different kinds [17–19].

Beyond pure theoretical interest, the SU(N) symmetric Heisenberg models may realize in systems of ultracold atoms with fermionic statistics in optical lattices. Following initial theoretical proposals [20–22] and experiments [23], there were several reports about experimental observations of antiferromagnetic correlations in such systems [24–28]. Beside ultracold atoms, the spin-orbit coupled crystal field states in $\alpha$–ZrCl$_3$ may provide a material realization of an SU(4) Heisenberg model on the honeycomb lattice [29], with an SU(4) spin liquid ground state having algebraic correlations [17].

Given all this, it looks natural to adapt the dynamical VMC of Refs. [4–6, 8] to SU(N) symmetric Heisenberg models and calculate the dynamical structure factor. Here, we consider the one-dimensional SU(3) symmetric Heisenberg chain defined by the Hamiltonian

$$\mathcal{H} = J \sum_{i=0}^{L-1} \sum_{\alpha=1}^{8} T^\alpha_i T^\alpha_{i+1}, \tag{2}$$

where $J$ is the exchange coupling, $L$ is the number of lattice sites, and $T^\alpha_i$ are the 8 SU(3) spin operators acting on $i$-th site.
on site $i$, with periodic boundary conditions $T^n_j \equiv T^n_L$. We extend the dynamical VMC to the SU(N) case and calculate the dynamical structure factor at zero temperature,

$$S^{aa}(k, \omega) = \sum_f \left| \langle f | T^n_k | 0 \rangle \right|^2 \delta(\omega - E_f + E_0),$$

where $|0\rangle$ is the ground state with energy $E_0$, the sum is over the $f$ excited states (each having energy $E_f$), and $k$ is the momentum. We show that the particle-hole excitations of fermions with three colors describe the key features of the one-dimensional SU(3) symmetric Heisenberg model, including the central charge, the critical exponents, and the two-soliton continuum. Since the Gutzwiller projected Fermi sea is an exact eigenstate of the SU(3) Haldane-Shastry model [30, 31], we used it to further benchmark our results. It turned out that some of the Gutzwiller projected particle-hole excited states are also exact eigenstates of the Haldane-Shastry model.

On the technical side, in the original papers of Li and Yang the importance sampling required a separate Monte Carlo simulation for each wave vector, in order to account for the weights of each particle-hole excitation [4]. In later works Mei and Wen [6], and Ferrari et al. [8] speeded up the sampling procedure by performing a single Monte Carlo simulation for each wave vector simultaneously, with the cost of worsening the statistics. Mei and Wen used the lowest energy variational state in the subspace of $S^2_T = 1$ as a guiding function, while Ferrari et al. used the approximating ground state, but both neglected the weights of the particle-hole excitations. We improved the method of Li and Yang, taking into account the weights of all particle-hole excitations in a single Monte Carlo simulation. Our method is slower than that of Mei and Wen, or Ferrari et al. since they are using a single state only, but for the same number of samples we get better statistics for the excited states.

The article is structured as follows. In Sec. II we present the SU(3) algebra and the SU(3) symmetric Heisenberg model. We introduce the Gutzwiller projected Fermi sea $P_G[FS]$ as a variational ground state of the SU(3) Heisenberg model in Sec. III, together with the SU(3) Haldane-Shastry model. We calculate the structure factor in Sec. IV and discuss the single mode approximation based on $P_G[FS]$ in Sec. V, which we use to extract the velocity of excitations. We check the scaling of the ground state energy and give an estimate for the central charge in Sec. VI. We devote Sec. VII to the dynamic structure factor: we describe the dynamical VMC method and apply it to the Heisenberg model and the Haldane-Shastry model. We also compare the VMC calculation with the exact results both for the Heisenberg and for the Haldane-Shastry model. We conclude in Sec. VIII. The paper ends with Appendices where we describe the SU(3) double-commutator (Appendix A), the generalized eigenvalue problem (Appendix B), the Monte Carlo importance sampling (Appendix C), and the method of error estimation (Appendix D).

II. THE SU(3) SYMMETRIC HEISENBERG MODEL

The SU(3) algebra is defined by 8 generators $T^a$, $a = 1, 2, \ldots, 8$, satisfying the

$$[T^a, T^b] = i f_{abc} T^c$$

commutations relation, where $f_{abc}$ are the structure constants of the algebra [32]. The $T^a$ are $d \times d$ matrices when they act on the (local) Hilbert space spanned by the $d$ dimensional irreducible representation of the SU(3). It is customary to refer to the irreducible representations of the SU(3) either by their Young tableaux or by their dimensions $d$ set in boldface, $d$. Conventionally, the $T^a$ are normalized such that

$$\text{Tr} T^a = 0 \quad (5a)$$
$$\text{Tr} T^a T^b = \frac{1}{2} \delta_{ab} \quad (5b)$$

The operators which commute with all the generators are called Casimir operators. The quadratic Casimir operator is

$$C_1 \equiv \mathbf{T} \cdot \mathbf{T} = \sum_{a=1}^{8} T^a T^a. \quad (6)$$

and there is an additional cubic Casimir operator $C_2$.

The defining (also called fundamental) representation is three-dimensional ($d = 3$) and is denoted by $3$. It is identified with a Young-tableau, having a single box. The $T^a$ operators are represented by $3 \times 3$ traceless matrices

$$T^a = \frac{1}{2} \lambda^a, \quad (7)$$

where $\lambda^a$ are the eight Gell-Mann matrices. The quadratic Casimir operator in the subspace of the defining representation $3$ acts like

$$C_1 = \frac{4}{3} \mathbf{1}. \quad (8)$$

In this manuscript we consider Mott-insulating chains with singly occupied sites, where each site can host one fermionic particle of 3 possible colors $A$, $B$ and $C$. Thus, the one-particle states on each site belong to the defining (fundamental) representation $3$. Using the Gell-Mann matrices we may construct site operators that act on the Hilbert space of these fermions as

$$T_j^a = \frac{1}{2} \sum_{\mu, \nu} f_{j, \mu}^\dagger \lambda^a_{\mu, \nu} f_{j, \nu}, \quad (9)$$

where $f_{j, \mu}^\dagger$ creates and $f_{j, \mu}$ annihilates a fermion with color $\mu \in \{A, B, C\}$ at site $j$. Since the $T_j^a$ operators conserve the fermions, they commute with the

$$n_j = \sum_{\mu} f_{j, \mu}^\dagger f_{j, \mu} = f_{j, A}^\dagger f_{j, A} + f_{j, B}^\dagger f_{j, B} + f_{j, C}^\dagger f_{j, C} \quad (10)$$
fermion number operator,
\[ [T^3_j, n_{jF}] = 0 . \] (11)

In particular, we will consider the correlation functions of the diagonal operator
\[ T^3_j = \frac{1}{2} \left( f^\dagger_{jA} f_{jA} - f^\dagger_{jB} f_{jB} \right) \] (12)
in the following. \( T^3_j \) is equivalent to the \( S_j^z \) operator for SU(2) acting on the \( S=1/2 \) spins when \( A \equiv | \uparrow \rangle \) and \( B \equiv | \downarrow \rangle \).

Let us also mention, that in the defining representation the permutation operator
\[ \mathcal{P}_{i,j} = \frac{1}{3} + 2 \mathbf{T}_i \cdot \mathbf{T}_j, \] (13)
provides an alternative form to the Hamiltonian (2),
\[ \mathcal{H} = \frac{J}{2} \sum_{i=0}^{L-1} \left( \mathcal{P}_{i,i+1} - \frac{1}{3} \right) , \] (14)
where \( \mathcal{P}_{i,i+1} \) exchanges the colors on sites \( i \) and \( i+1 \), \( \mathcal{P}_{i,i+1} | \ldots \alpha \beta \ldots \rangle = | \ldots \beta \alpha \ldots \rangle \). Since the action of \( \mathcal{P}_{i,i+1} \) is independent of the number of colors, for \( N \) colors it defines the \( SU(N) \) symmetric Heisenberg model. For \( N = 3 \) it has been solved using Bethe Ansatz by Uimin [33], and for general \( N \) by Lai [34] and in greater detail by Sutherland [35]. The SU(3) symmetric Heisenberg model is often referred to as Uimin-Lai-Sutherland model in the literature. The ground state is a massless phase, its low-energy critical properties are described by the SU(3) Wess-Zumino-Witten model [36]. The correlations show a period tripling consistent with the gap closing at \( k = 0 \) and \( k = \pm 2\pi/3 \), as also confirmed numerically [37]. Similarly to the SU(2) Heisenberg model [38], the dynamical structure factor shows a continuum of soliton excitations, nicely revealed in recent numerical calculations [39].

One can also consider models with higher dimensional local Hilbert space. For example, the model with the self-adjoint representation 8 shows \( Z_3 \) symmetry-protected topological phases [40]. Using SU(3) symmetry one can construct a Haldane-gapped model with 10 [41]. Valence bond solids may also appear for models with higher dimensional irreducible representations [42].

III. THE GUTZWILLER PROJECTED FERMI SEA

Kaplan et al. found that the Gutzwiller projected half-filled Fermi sea provides an excellent variational ground state for the SU(2) \( S = 1/2 \) Heisenberg model [1]. They have shown that the nearest-neighbor correlation is only about 0.2% off from the exact value and that the spin-spin correlation function decays inversely with the distance, reproducing the exact exponent. This latter has been confirmed by the analytical evaluation of the correlations of the Gutzwiller projected wave functions in Ref. [43].

A. The projected Fermi sea for SU(3)

This approach has been extended to the SU(N) symmetric Heisenberg models in Refs. [44] and [16], showing that the Gutzwiller projected Fermi sea containing \( N \) colors provides a good approximating ground state for the \( SU(N) \) case as well. For \( N = 3 \), the Gutzwiller projected Fermi sea is defined by
\[ P_G | \text{FS} \rangle = P_G \prod_{\alpha \in \{A,B,C\}} \prod_{k \in \text{FS}} f^\dagger_{k,\alpha} |0\rangle , \] (15)
where \( |0\rangle \) is the vacuum, and the Gutzwiller projector is
\[ P_G = \prod_{i=0}^{L-1} \frac{n_i(n_i - 2)(n_i - 3)}{2} , \] (16)
n\( n_i \) being the fermion number operator defined in Eq. (10). Rewriting the Fermi sea to real space
\[ | \text{FS} \rangle = \sum_x \det(\{R^A\}) \det(\{R^B\}) \det(\{R^C\}) |x\rangle , \] (17)
where \( |x\rangle = |\{R^A\}, \{R^B\}, \{R^C\}\rangle \) are the lattice sites occupied by particles of color \( A \), and \( \det(\{R^A\}) \) is a Slater determinant of color \( A \) (and similarly for \( B \) and \( C \)), which will be specified later. The Gutzwiller projector eliminates all configurations where any of the sites is not singly occupied. In the remaining configurations \( |x\rangle \) each lattice site hosts one of the three fermionic particles \( A \), \( B \) or \( C \), and the number of particles of each color is equally \( L/3 \), with \( L \) being the number of lattice sites. This is achieved at 1/3 filling when the total number of fermions...
is equal to the number of sites, providing the $k_F = \pi/3$ Fermi momentum (Fig. 1). The Slater determinant of color A is given by

$$\det(\{R^A\}) = \begin{vmatrix} \xi_1(R^A) & \xi_1(R^A) & \cdots & \xi_1(R^A_1/3) \\ \xi_2(R^A) & \xi_2(R^A) & \cdots & \xi_2(R^A_1/3) \\ \vdots & \vdots & \ddots & \vdots \\ \xi_{L/3}(R^A) & \xi_{L/3}(R^A) & \cdots & \xi_{L/3}(R^A_1/3) \end{vmatrix}$$

(18)

and similarly the Slater determinants of colors B and C, where $\xi_j$ is the j-th lowest energy one-particle wavefunction of the non-interacting Hubbard Hamiltonian

$$\mathcal{H} = -t \sum_{i=0}^{L-1} f_i^\dagger f_{i+1}.$$ 

(19)

Since this Hamiltonian is translationally invariant, these $\xi_j$ one-particle eigenstates can be chosen to be simultaneously eigenstates of the translation operator as well, with some eigenvalue $e^{iq}$, so that the eigenstates $\xi_j$ and the Slater determinants 18 are complex. If the Fermi sea is non-degenerate, filling the lowest lying excited states results in filling pairs of wave vectors $q$ and $-q$ (Fig. 1), which allows to make the states $\xi_j$ and the Slater determinants 18 real by a suitable basis transformation. The boundary condition of the hopping Hamiltonian (19) is chosen so as to make the Fermi sea non-degenerate, independently of the boundary condition of the original Heisenberg Hamiltonian (2), which is always periodic.

Since the $P_G$ is a function of the fermionic number operators, following Eq. (11) it commutes with the $T_j^a$, 

$$[P_G, T_j^a] = 0,$$ 

(20)

and so with the Casimir operator (6). Consequently, the projected wave function inherits the SU(3) quantum numbers of the unprojected, free fermion, wave function and is in the same irreducible representation. As the nondegenerate Fermi sea is a singlet, the Gutzwiller projected Fermi sea is also a singlet. To construct the singlet SU(3) Fermi sea, the number of particles (and so the number of sites) should be the multiple of 3.

B. The SU(3) symmetric Haldane-Shastry model

Haldane [45] and Shastry [46] proved that the projected wave function is in fact the exact ground state of an SU(2) Heisenberg model with long range exchange interaction

$$J_{i-j} = \frac{\pi^2}{L^2 \sin^2 \frac{\pi}{L}(i-j)},$$

(21)

proportional to the inverse squared chord distance between the spins at sites $i$ and $j$ arranged on a circle.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{The structure factor for chain lengths from $L = 12$ to $L = 240$. Except for the singular peaks at $k = \pm 2\pi/3$, all the points for different sizes fall onto a single curve. The inset shows the power-law behavior of the $k = \pm 2\pi/3$ peaks. Fitting a function of the form $a + b(k - 2\pi/3)^c + d(k - 2\pi/3)$ to the points around the peak (but excluding the peak itself) gives an exponent $c = 0.337$ (green line). The value of the exponent is sensitive to the fitting window, it fluctuates around the correct $\eta - 1 = 1/3$ value. The error bars are smaller than the symbol sizes.}
\end{figure}

Refs. [30, 31] generalized the model to SU(N) spins. The SU(3) symmetric Haldane-Shastry model is defined by

$$\mathcal{H}_{HS} = \sum_{i=0}^{L-2} \sum_{j=i+1}^{L-1} J_{i-j} T_i \cdot T_j,$$

(22)

and it is the parent Hamiltonian of the projected SU(3) Fermi sea shown in Eq. (15). The dynamical properties of this model were studied in Refs. [47–51].

IV. STRUCTURE FACTOR

The structure factor (spin-spin correlation function) of the SU(N) Heisenberg model was calculated by quantum Monte Carlo technique in Refs. [52, 53] and by VMC in Refs. [44]. In this section we review the structure factor of the one-dimensional SU(3) symmetric Heisenberg model as calculated from the $P_G$FS and explore its critical properties. The structure factor is the $\omega$-integrated dynamical structure factor

$$S^{33}(k) = \int_0^\infty d\omega \ S^{33}(k, \omega) = \langle 0 | T^a_{-k} T^a_k | 0 \rangle$$

(23)

and depends only on the ground state $|0\rangle$. Here

$$T_k^a = \frac{1}{\sqrt{L}} \sum_j e^{ikj} T_j^a$$

(24)

is the spin operator in the momentum representation. In the following we will use the shorthand notation

[Ref. 47–51]
The critical theory of the SU(3) Heisenberg model is the Wess-Zumino-Witten model \([36]\), and the sine
\[ S^{33}(\pm 2\pi/3 + \delta k) \propto |\delta k|^\eta \propto |\delta k|^1 . \] (30)

The singularity at the \( k = \pm 2\pi/3 \) and the power law like behaviour in its vicinity is clearly seen in the inset of Fig. 2. To extract more precisely the behavior of the singular peaks at \( k = \pm 2\pi/3 \), we follow \([58]\): the exponent controls the non-analytical finite size behavior, as it should go with \( \propto L^{-1/3} \). Fig. 3 confirms our expectations, the \( S^{33}(2\pi/3) \) clearly has a component that is linear in \( L^{-1/3} \).

V. SINGLE MODE APPROXIMATION AND THE VELOCITY OF EXCITATIONS

The single mode approximation (SMA) assumes that the dynamical structure factor consists of a single excitation created by acting some momentum-dependent operator (e.g. density) on the ground state \([59, 60]\). Actually, since the dynamical structure factor of the SU(3) Heisenberg model consist of two- and multi-soliton continua \([35, 39, 47, 49]\), we shall not expect the SMA to work in general. However, the two-soliton continuum narrows at small momenta, and the SMA allows to extract the velocity of the excitations. Furthermore, it helps to check the reliability of the variational approach when we calculate the dynamical structure factor in Sec. VII below.

More detailed renormalization group analysis revealed logarithmic corrections in the correlation function \([55]\). The critical properties were confirmed by DMRG method in Refs. \([56, 57]\) and QMC in Ref. \([53]\).

As a consequence of the algebraic decay, Eq. (28), the Fourier transform of the correlation function will show a power-law singularity at \( k = \pm 2\pi/3 \),

\[ S^{33}(\pm 2\pi/3 \pm \delta k) \propto |\delta k|^\eta \propto |\delta k|^1 . \] (30)

The singularity at the \( k = \pm 2\pi/3 \) and the power law like behaviour in its vicinity is clearly seen in the inset of Fig. 2. To extract more precisely the behavior of the singular peaks at \( k = \pm 2\pi/3 \), we follow \([58]\): the exponent controls the non-analytical finite size behavior, as it should go with \( \propto L^{-1/3} \). Fig. 3 confirms our expectations, the \( S^{33}(2\pi/3) \) clearly has a component that is linear in \( L^{-1/3} \).

V. SINGLE MODE APPROXIMATION AND THE VELOCITY OF EXCITATIONS

The single mode approximation (SMA) assumes that the dynamical structure factor consists of a single excitation created by acting some momentum-dependent operator (e.g. density) on the ground state \([59, 60]\). Actually, since the dynamical structure factor of the SU(3) Heisenberg model consist of two- and multi-soliton continua \([35, 39, 47, 49]\), we shall not expect the SMA to work in general. However, the two-soliton continuum narrows at small momenta, and the SMA allows to extract the velocity of the excitations. Furthermore, it helps to check the reliability of the variational approach when we calculate the dynamical structure factor in Sec. VII below.

More detailed renormalization group analysis revealed logarithmic corrections in the correlation function \([55]\). The critical properties were confirmed by DMRG method in Refs. \([56, 57]\) and QMC in Ref. \([53]\).

As a consequence of the algebraic decay, Eq. (28), the Fourier transform of the correlation function will show a power-law singularity at \( k = \pm 2\pi/3 \),

\[ S^{33}(\pm 2\pi/3 \pm \delta k) \propto |\delta k|^\eta \propto |\delta k|^1 . \] (30)

The singularity at the \( k = \pm 2\pi/3 \) and the power law like behaviour in its vicinity is clearly seen in the inset of Fig. 2. To extract more precisely the behavior of the singular peaks at \( k = \pm 2\pi/3 \), we follow \([58]\): the exponent controls the non-analytical finite size behavior, as it should go with \( \propto L^{-1/3} \). Fig. 3 confirms our expectations, the \( S^{33}(2\pi/3) \) clearly has a component that is linear in \( L^{-1/3} \).
The energy of the excitation in the SMA is then given by
\[ \varepsilon_{\text{SMA}}(k) = -6J \sin^{2} \frac{k}{2} \left \langle \frac{T^{3}_{0} T^{3}_{1}}{T^{3}_{0} T^{3}_{j}} \right \rangle \] (34)

The red circles in Fig. 4 show \( \varepsilon_{\text{SMA}}(k) \) calculated for system sizes up to \( L = 240 \), using the Gutzwiller projected Fermi sea as an approximating ground state. The velocity of an excitation is the slope of the energy of the excitation in the \( k \to 0 \) limit, i.e. \( \varepsilon_{\text{SMA}}(\delta k) \approx v \delta k \), assuming that the mode is well defined, which turns out to be the case in the long-wavelength limit. We may therefore use the SMA, calculated from the Gutzwiller projected Fermi sea, to extract the velocity of low-energy excitations, as shown in Fig. 5(a) for the Heisenberg model. The fit
\[ v_{\text{ED}}(L) = v_{\text{ED}}^{\infty} + b_{\text{ED}} L^{-1} + c_{\text{ED}} L^{-2}, \] (35)
for velocities obtained from ED gives \( v_{\text{ED}}^{\infty} = 1.0535 \pm 2 \cdot 10^{-4}, b_{\text{ED}} = 0.213 \pm 0.005 \) and \( c_{\text{ED}} = -4.27 \pm 0.03 \), where the errors come from the covariance matrix of the fit. The exact result for the velocity
\[ v_{\text{BA}} = \frac{\pi}{3} \approx 1.0472 \] (36)
is known from the Bethe Ansatz [35]. The relative error of the \( v_{\text{ED}}^{\infty} \) is 0.6%, which is about 30 times larger than the error estimated from the covariance matrix. This suggests that the fitting form Eq. (35) is unlikely the true form of the finite size scaling (for example, the ground state energy has corrections logarithmic in system size [55]). We note that our ED estimate for the velocity agrees with the \( v = 1.0535 \) obtained by DMRG in Ref. [61] (see also [62] where \( v = 1.2643 \) for a more complicated \( S = 2 \) spin model with emerging SU(3) symmetry).

We fitted a quadratic polynomial on the velocities obtained from the SMA, of the form
\[ v_{\text{SMA}}(L) = v_{\text{SMA}}^{\infty} + b_{\text{SMA}} L^{-1} + c_{\text{SMA}} L^{-2}, \] (37)
with \( v_{\text{SMA}}^{\infty} \approx 1.21822 \pm 3 \cdot 10^{-5}, b_{\text{SMA}} \approx -1.227 \pm 0.002, \) and \( c_{\text{SMA}} \approx -1.01 \pm 0.01 \). The extrapolated velocity \( v_{\text{SMA}}^{\infty} \) is therefore about 16% larger than \( v_{\text{BA}} \), the exact value.

A better approximation can be obtained, if the velocity is extracted from the dynamical structure factor calculated approximately using particle-hole excitations, as explained later in Sec. VII A. Fitting a quadratic polynomial
\[ v_{\text{dyn}}(L) = v_{\text{dyn}}^{\infty} + b_{\text{dyn}} L^{-1} + c_{\text{dyn}} L^{-2}, \] (38)
yields \( v_{\text{dyn}}^{\infty} \approx 1.0901 \pm 8 \cdot 10^{-4}, b_{\text{dyn}} \approx -0.13 \pm 0.02, \) and \( c_{\text{dyn}} \approx -3.5 \pm 0.15 \). In this approximation the velocity is much closer to the exact value, with an error about 4%.

### B. Haldane-Shastry model

It is quite instructive to apply the SMA to the Haldane-Shastry model. The Gutzwiller projected Fermi sea is the
exact ground state wave function of the $\mathcal{H}_{\text{HS}}$ (22), therefore the $\varepsilon_{\text{SMA}}(k)$ provides a variational upper bound on the energy of the excitations. Inserting the long-range $J_l$ of the Haldane-Shastry model, Eq. (21), into Eq. (A10), we get

$$f^{\text{HS}}(k) = -3\pi^2 \frac{L}{L^2} \sum_{l=1}^{L-1} \sin^2 \frac{k l}{L} \langle T_0^3 T_l^3 \rangle. \quad (39)$$

The $\varepsilon_{\text{SMA}}(k)$ calculated numerically from the expression above and the $S^{33}(k)$ is plotted in Fig. 4 with blue circles. It resembles very much to that of the Heisenberg model, they are both gapless at $k \to 0$ and show a finite gap at the critical $k = 2\pi/3$, where we expect a gapless continuum. Not surprisingly, the SMA is unable to capture the vanishing gap of the 2-coloron continuum.

The oscillator strength becomes trivial for the smallest value of the momentum, $k_{\text{min}} = 2\pi/L$, as the sines cancel in Eq. (39):

$$f^{\text{HS}}(k_{\text{min}}) = -3\pi^2 \frac{L}{L^2} \sum_{l=1}^{L-1} \langle T_0^3 T_l^3 \rangle = \frac{\pi^2}{2L}, \quad (40)$$

where we used that

$$\sum_{l=1}^{L-1} \langle T_0^3 T_l^3 \rangle = -\langle T_0^3 T_0^3 \rangle = -1/6,$$

since $\sum_{l=0}^{L-1} \langle T_0^3 T_l^3 \rangle = 0$ in the singlet ground state. The exact value of the correlation function for the smallest momentum,

$$S^{33}(k_{\text{min}}) = \frac{1}{2L - 2}, \quad (41)$$

is known from [48], and is also obeyed by our $S^{33}(k)$ data. Therefore the exact SMA energy at $k_{\text{min}}$ is

$$\varepsilon_{\text{SMA}}(k_{\text{min}}) = \frac{f^{\text{HS}}(k_{\text{min}})}{S^{33}(k_{\text{min}})} = \frac{\pi^2}{2L}, \quad (42)$$

and for the velocity we get

$$v^{\text{HS}}(L) = \frac{\varepsilon_{\text{SMA}}(k_{\text{min}})}{k_{\text{min}}} = \frac{\pi}{2} \left( 1 - \frac{1}{L} \right). \quad (43)$$

The SMA recovers the exact $v^{\text{HS}} = \pi/2$ in the thermodynamic limit [47]. The $v^{\text{HS}}(L)$ is shown as a straight line through the points obtained by numerically exact calculation of the SMA (for $L \leq 24$) and SMA evaluated by Monte Carlo (for $24 < L \leq 240$) in Fig. 5(b).

VI. SCALING OF THE GROUND STATE ENERGY

According to the conformal theory [63–65], the finite-size scaling of the ground state energy,

$$E(L) = L\varepsilon^{\infty} - \frac{\pi}{6L} v_c, \quad (44)$$

supplies information about the central charge $c$ and the velocity $v$ of the excitations. The SU(3)$_1$ Wess-Zumino-Witten model, the critical theory of the Heisenberg model, has a central charge $c = 2$. The ground state energy density from the Bethe Ansatz solution is

$$\varepsilon^{\infty} = \varepsilon^{\infty}_{\text{BA}} = \frac{1}{3} - \frac{\pi}{6\sqrt{3}} \ln \frac{3}{2} \approx -0.518273 \quad (45)$$

in the thermodynamic limit [35], and the velocity is given by Eq. (36). Let us now check to what extent is Eq. (44) reproduced by the projected wave function.

To this end, we plotted the ground state energy density $E(L)/L$ vs. $1/L^2$ for several system sizes in Fig. 6. Fitting a function $b - a/L^2$ to the ground state energy densities $E(L)/L$ obtained from the Gutzwiller projected Fermi sea has given $\varepsilon^{\infty} = b \approx -0.516981 \pm 2 \cdot 10^{-6}$ and $v_c a = a \approx 1.1612 \pm 3 \cdot 10^{-4}$, so $v_c \approx 2.1787 \pm 6 \cdot 10^{-4}$, which compared to the exact $v_{BA} = 2\pi/3 \approx 2.0944$ is within 6%. It shows that the Gutzwiller projected Fermi sea gives a good approximation for the product of the velocity and the central charge. However, the velocity (37) calculated from the SMA of the Gutzwiller projected Fermi sea was $v_{\text{SMA}}^{\infty} \approx 1.21822 \pm 3 \cdot 10^{-5}$ instead of $v_{BA} \approx 1.0472$, therefore the central charge calculated solely from the Gutzwiller projected Fermi sea is less precise, $c \approx 1.7192 \pm 5 \cdot 10^{-4}$.

A better estimate of the central charge can be achieved using the velocity $v_{\text{dyn}}^{\infty} \approx 1.0901 \pm 8 \cdot 10^{-4}$ extracted from the fit (38). This gives $c \approx 2.034 \pm 0.002$, which is within an error of 2%. For the details of error estimation see Appendix D.

In comparison, the fit to the ground state energy we got from exact diagonalization of $L = 9, 12, 15, 18$, and 21 gives $E(L)/L = -0.518186 \pm 1.3295/L^2$, so $v_c \approx 2.16377$ is closer to the $v_{BA}c$, but not yet there. The reason for
The poor agreement is due to the logarithmic corrections [55].

VII. DYNAMICAL STRUCTURE FACTOR

In this section we calculate the dynamical structure factor at zero temperature, defined by

$$S^{ab}(k, \omega) = 2\pi \sum_{\lambda} \langle 0 | T_{-k}^a | \lambda \rangle \langle \lambda | T_k^b | 0 \rangle \delta(\omega + E_\lambda - E_\lambda),$$

(46)

where $| \lambda \rangle$ are eigenstates of $\mathcal{H}$ with energies $E_\lambda$, and $T_k^a = \frac{1}{\sqrt{N}} \sum_R e^{i k \cdot R} T_R^a$. Because of the SU(3) rotational symmetry of the Heisenberg Hamiltonian in spin space, off-diagonal terms with $a \neq b$ vanish, and all eight diagonal components are equal,

$$S^{11}(k, \omega) = S^{22}(k, \omega) = \ldots = S^{88}(k, \omega).$$

(47)

Since the $T^3$ and $T^8$ are diagonal, calculating $S^{33}(k, \omega)$ and $S^{88}(k, \omega)$ requires eigenstates $| \lambda \rangle$ which have $T^3_{\text{total}} = 0$ and $T^8_{\text{total}} = 0$ just like the ground state (similarly to $S^\text{total}_{\text{total}} = 0$ in case of SU(2)), thus calculating $S^{33}(k, \omega)$ and $S^{88}(k, \omega)$ is easier than that of the non-diagonal $T^a_k$ operators.

A. Method

Following [4, 5, 8] we calculate $S^{33}(k, \omega)$ by approximating the ground state with $P_G|FS\rangle$, and the excited states $|\lambda\rangle$ with approximating excited states $|\phi_n\rangle$. The $|\phi_n\rangle$ are found by building a set of particle-hole excited states upon the approximating ground state (which are not true eigenstates of $\mathcal{H}$), projecting the Hamiltonian onto these particle-hole excited states, and solving the generalized eigenvalue problem for this projected Hamiltonian $\mathcal{H}$. The $|\phi_n\rangle$ are then the eigenstates obtained from the generalized eigenvalue problem. Since the subspace of particle-hole excited states is not closed under the action of the Hamiltonian $\mathcal{H}$, the eigenstates $|\phi_n\rangle$ of $\mathcal{H}$ are only approximating eigenstates of $\mathcal{H}$. The main advantage of this method is that the number of particle-hole excited states grows as $\propto L^2$, while the dimension of the Hilbert-space grows exponentially in $L$. Solving the generalized eigenvalue problem provides the excitation energies directly.

Building on the work of Dalla Piazza et al. [5], we construct the particle-hole excited states as

$$|k, q, \sigma\rangle = P_G f^{\dag}_{k+q, \sigma} f_{q, \sigma}|FS\rangle,$$

(48)

where $\sigma \in \{A, B, C\}$ is the color of the fermion being moved from the Fermi sea ($q \in FS$) into an unoccupied state ($k + q \not\in FS$), as illustrated in Fig. 7. The excitation above does not change the number of fermions of different colors. For a fixed $k$ and $q$, the linear combination

$$|k, q, \bf{1}\rangle = \frac{1}{\sqrt{3}} (|k, q, A\rangle + |k, q, B\rangle + |k, q, C\rangle)$$

(49)

makes an SU(3) singlet, since all three fermions have been moved from $q$ to $k + q$, where they are anti-symmetrized. The linear combination orthogonal to $|k, q, \bf{1}\rangle$ belongs to the adjoint representation $8$. The latter ones are used for the calculation of $S^{33}(k, \omega)$ and $S^{88}(k, \omega)$. The three dispersions are degenerate, but shifted for visualization.
Heisenberg model the particle-hole excitations transform

$$\text{states belong to the adjoint representation, therefore we}$$

This explains why the particle-hole states (48) are used

Consequently, the linear combinations in the sums belong

to the \( \mathbf{8} \), and they are orthogonal to \( |k, q, 1\rangle \), Eq. (49).

In \( \mathbf{S}^{33}(k, \omega) \) and \( \mathbf{S}^{88}(k, \omega) \) the relevant excited states \( |\lambda\rangle \) are the ones which have non-zero overlap with \( T_k^N|0\rangle \approx T_k^N P_G|\text{FS}\rangle \) and \( T_k^N|0\rangle \approx T_k^N P_G|\text{FS}\rangle \), respectively. These states belong to the adjoint representation, therefore we have to look for the excited states \( |\lambda\rangle \) in the subspace of states belonging to the same irreducible representation. This explains why the particle-hole states (48) are useful in the description of the dynamical structure factor \( (46) \) of the kind \( \mathbf{S}^{33}(k, \omega) \) and \( \mathbf{S}^{88}(k, \omega) \), since their linear combinations belong to the adjoint representation as well.

In the more general case of the SU\((N)\) symmetrical Heisenberg model the particle-hole excitations transform as \( \mathbf{N} \otimes \mathbf{N} = \mathbf{1} \oplus (\mathbf{N}^2 - \mathbf{1}) \), so that their linear combinations will belong to the singlet and the \((\mathbf{N}^2 - \mathbf{1})\)-dimensional adjoint representation – the latter we get by acting with the generators of the su\((N)\) algebra on the singlet ground state. Thus the particle-hole excitations (48) are useful for the calculation of the dynamical structure factor of the SU\((N)\) symmetric Heisenberg model for any \( N \).

For the calculation of \( \mathbf{S}^{33} \) we can restrict ourselves to the subspace of states

\[ |k, q, 8_3\rangle = \frac{1}{2} (|k, q, A\rangle - |k, q, B\rangle) \]  

and similarly for \( \mathbf{S}^{88} \).

For later convenience, we use the states introduced by Ferrari et al. [8],

\[ |k, R, \sigma\rangle = P_G \frac{1}{\sqrt{L}} \sum_{R'} e^{i(k+q)R'} f_{R+R',\sigma} |k, R, \sigma\rangle |\text{FS}\rangle \]  

instead of the states (48). These are, following the convention in Eq. (51), the Fourier transforms of the particle-hole excited states (48), since

\[ |k, q, \sigma\rangle = \frac{1}{\sqrt{L}} \sum_{R} e^{i(k+q)R} |k, R, \sigma\rangle \]  

Since the two sets of states (48) and (54) are equivalent up to a Fourier transformation, the linear combinations

\[ |k, R, 8_3\rangle = \frac{1}{\sqrt{2}} (|k, R, A\rangle - |k, R, B\rangle) \]  

This diagram shows the three states, the values of the diagonal \( T_3^3 \) and \( T_8^8 \) operators for an added \( A \) fermion are \((T_3^3, T_8^8) = (1/2, 1/2\sqrt{3})\) – these are the coordinates of the point labeled by the red \( A \). The coordinates of the added \( B \) fermion are \((-1/2, -1/2\sqrt{3})\), and of the \( C \) are \((0, 1/\sqrt{3})\). The irreducible representation of a hole is \( \mathbf{8} \) since the two remaining fermions anti-symmetrize, this is denoted by two vertical boxes in the Young-tableau. The hole \( A \) (colored by teal), with coordinates \((-1/2, -1/2\sqrt{3})\), is the anti-symmetrical combination of \( B \) and \( C \) fermions (see also Fig. 7). The product of \( \mathbf{3} \otimes \mathbf{3} \) contains a singlet, Eq. (49), and the eight states of the \( \mathbf{8} \). The two states of Eqs. (56) and (57) are at the center \((T_3^3, T_8^8) = (0, 0)\) of the weight diagram for \( \mathbf{8} \). These constitute the final states in the \( \mathbf{S}^{33}(k, \omega) \) and \( \mathbf{S}^{88}(k, \omega) \) structure factor when the initial state is a singlet \( \mathbf{1} \).

\[ T_3^3 P_G|\text{FS}\rangle = \frac{1}{\sqrt{L}} \sum_{q} \frac{1}{2} \left( |k, q, A\rangle - |k, q, B\rangle \right) |\text{FS}\rangle \]  

\[ T_8^8 P_G|\text{FS}\rangle = \frac{1}{\sqrt{L}} \sum_{q} \frac{1}{2\sqrt{3}} \left( |k, q, A\rangle + |k, q, B\rangle - 2|k, q, C\rangle \right) \]  

where we used that the \( T_k^N \) and \( P_G \) commute [see Eq. (11)], and the Fourier transform convention

\[ f_{R,\sigma} = \frac{1}{\sqrt{L}} \sum_{q} e^{i q \cdot R} f_{q,\sigma} \]  

In particular, applying the diagonal \( T_3^3 \) and \( T_8^8 \), we get

\[ T_3^3 P_G|\text{FS}\rangle = \frac{1}{\sqrt{L}} \sum_{q} \frac{1}{2} P_G \left( f^{|k+q,A\rangle f_{q,A} - f^{|k+q,B\rangle f_{q,B}} |\text{FS}\rangle \right) \]  

and

\[ T_8^8 P_G|\text{FS}\rangle = \frac{1}{\sqrt{L}} \sum_{q} \frac{1}{2\sqrt{3}} \left( |k, q, A\rangle + |k, q, B\rangle - 2|k, q, C\rangle \right) \]  

FIG. 8. Graphical representation of the \( \mathbf{3} \otimes \mathbf{3} = \mathbf{1} \oplus \mathbf{8} \) decomposition of the one particle-hole excitations using the weight diagrams. The irreducible representation of a single particle is the three-dimensional \( \mathbf{3} \), represented by a Young tableau with a single box. The weight diagram shows the three states, the values of the diagonal \( T_3^3 \) and \( T_8^8 \) operators for an added \( A \) fermion are \((T_3^3, T_8^8) = (1/2, 1/2\sqrt{3})\) – these are the coordinates of the point labeled by the red \( A \). The coordinates of the added \( B \) fermion are \((-1/2, -1/2\sqrt{3})\), and of the \( C \) are \((0, 1/\sqrt{3})\). The irreducible representation of a hole is \( \mathbf{8} \) since the two remaining fermions anti-symmetrize, this is denoted by two vertical boxes in the Young-tableau. The hole \( A \) (colored by teal), with coordinates \((-1/2, -1/2\sqrt{3})\), is the anti-symmetrical combination of \( B \) and \( C \) fermions (see also Fig. 7). The product of \( \mathbf{3} \otimes \mathbf{3} \) contains a singlet, Eq. (49), and the eight states of the \( \mathbf{8} \). The two states of Eqs. (56) and (57) are at the center \((T_3^3, T_8^8) = (0, 0)\) of the weight diagram for \( \mathbf{8} \). These constitute the final states in the \( \mathbf{S}^{33}(k, \omega) \) and \( \mathbf{S}^{88}(k, \omega) \) structure factor when the initial state is a singlet \( \mathbf{1} \).
Following Ferrari et al., we can write:

$$T_k^3 P_G|\text{FS}\rangle = \frac{1}{\sqrt{L}} \sum_R e^{i k R} T_k^3 P_G|\text{FS}\rangle$$

In Tab. I we compare the ED and the variational method (taking into account all single particle-hole excitations) for small system sizes (up to \(L = 21\)). For larger systems, we need to apply Monte Carlo sampling. This technical part is described in Appendix C.

### Table I. Exact diagonalization (ED) and variational (vari.) results for chains of different length \(L\). The ground state energy \(E_0\), the gap \(\Delta(k_{min})\) at the smallest momentum \(k_{min} = 2\pi/L\), the gap \(\Delta(2\pi/3)\) and the weight of the lowest peak \(S^{(0,0)}\) at \(k = 2\pi/3\), and the velocity \(v = \Delta(k_{min})/k_{min}\) are shown.

| \(L\) | \(E_0\) | \(\Delta(k_{min})\) | \(\Delta(2\pi/3)\) | \(S^{(0,0)}\) | \(v\) |
|------|-------|----------------|----------------|--------------|------|
| 9    | -4.78972 | 0.715188 | 0.466118 | 0.191144 | 1.02443 | 1.03285 |
| 12   | -6.31226 | -7.30172 | 0.439298 | 0.161100 | 1.05219 | 1.07227 |
| 15   | -7.84810 | -8.37122 | 0.446575 | 0.163321 | 1.05526 | 1.06612 |
| 18   | -9.39042 | -9.36986 | 0.445678 | 0.163321 | 1.05526 | 1.06612 |
| 21   | -10.93635 | -10.91173 | 0.321977 | 0.201024 | 1.03596 | 1.07613 |

where we used again that \([T_R^0, P_G] = 0\), see Eq. (11). Consequently, the matrix elements for \(S^{33}(k, \omega)\) are

$$\langle \phi_n^k | T_k^3 P_G | \text{FS} \rangle = \frac{1}{2} \left( \langle \phi_n^k | k, 0, A \rangle - \langle \phi_n^k | k, 0, B \rangle \right)$$

In order to get the correct weights for \(S^{33}(k, \omega)\), we normalize it so that the sum rule \(\frac{1}{2} \sum_{k} \int d\omega S^{33}(k, \omega) = 0\) [Eq. (26)] is satisfied. The normalization is needed, because the approximating ground state \(P_G|\text{FS}\rangle\) is not normalized. Analogous equations hold for the matrix elements in \(S^{88}(k, \omega)\).

There is an alternative route to calculate the structure factor and to fulfill the sum rule, following Li and Yang [4]. Instead of replacing the exact ground state in the expression \(\langle \lambda | T_k^0 | 0 \rangle\) by our approximating ground state, we can replace it with the lowest energy eigenstate of the projected Hamiltonian \(\tilde{H}^0\) in the \(k = 0\) singlet sector. This state is already normalized with respect to the overlap matrix, and it may even have lower energy than the approximating ground state we have started with. However, it turns out that in our case the only linearly independent state between the excitations \(|k, 0, R, \sigma\rangle\) is the approximating ground state we have started with, therefore mixing the approximating ground state with the excited states will not yield a better ground state, and the only effect of this procedure is the normalization of \(P_G|\text{FS}\rangle\). This method automatically fulfills the sum rules without any statistical error, but it gives just the same result for \(S^{33}(k, \omega)\) as the method of Ferrari et al. presented above [8], after enforcing the sum rule. On the other hand, in order to calculate the term \(\langle \lambda | T_k^0 | 0 \rangle\), the method of Li and Yang requires in addition the measurement of \(|k, R, \sigma | T_k^0 | 0, R', \sigma'\rangle\) [4], which is not needed for the method of Ferrari et al. [8].

In Tab. I we compare the ED and the variational results for chains of different length \(L\). The ground state energy \(E_0\), the gap \(\Delta(k_{min})\) at the smallest momentum \(k_{min} = 2\pi/L\), the gap \(\Delta(2\pi/3)\) and the weight of the lowest peak \(S^{(0,0)}\) at \(k = 2\pi/3\), and the velocity \(v = \Delta(k_{min})/k_{min}\) are shown.

| \(L\) | \(E_0\) | \(\Delta(k_{min})\) | \(\Delta(2\pi/3)\) | \(S^{(0,0)}\) | \(v\) |
|------|-------|----------------|----------------|--------------|------|
| 9    | -4.78972 | 0.715188 | 0.466118 | 0.191144 | 1.02443 | 1.03285 |
| 12   | -6.31226 | -7.30172 | 0.439298 | 0.161100 | 1.05219 | 1.07227 |
| 15   | -7.84810 | -8.37122 | 0.446575 | 0.163321 | 1.05526 | 1.06612 |
| 18   | -9.39042 | -9.36986 | 0.445678 | 0.163321 | 1.05526 | 1.06612 |
| 21   | -10.93635 | -10.91173 | 0.321977 | 0.201024 | 1.03596 | 1.07613 |

and

$$|k, R, 8_n\rangle = \frac{1}{\sqrt{6}} (|k, R, A\rangle + |k, R, B\rangle - 2|k, R, C\rangle)$$

also belong to the adjoint representation 8. The states \(|k, R, \sigma\rangle\) are eigenstates of the translation operator with wave vector \(k + k_{PS}\), where \(k_{PS}\) is the wave vector of the Fermi sea. Therefore, the projected Hamiltonian

$$\tilde{\mathcal{H}}_{R,\sigma:R',\sigma'}^k = \langle k, R, \sigma | \mathcal{H} | k', R', \sigma' \rangle,$$

and the overlap matrix

$$O_{R,\sigma:R',\sigma'}^k = \langle k, R, \sigma | k', R', \sigma' \rangle,$$

are block diagonal in \(k\) for translationally invariant systems (like ours), where \(R, \sigma\) can be thought of as a row index and \(R', \sigma'\) as a column index. These matrices were evaluated by a Monte Carlo method described in Appendix C.

In order to find the eigenstates of the projected Hamiltonian in this truncated Hilbert space, we need to solve the generalized eigenvalue problem for the block matrices

$$\tilde{\mathcal{H}}_{R,\sigma:R',\sigma'}^k |\phi_n^k\rangle = E_{R,\sigma}^k O_{R,\sigma:R',\sigma'}^k |\phi_n^k\rangle$$

(details of the generalized eigenvalue problem are given in Appendix B). Then, the eigenstates of the blocks of the projected Hamiltonian \(\tilde{\mathcal{H}}_R^k\) are

$$|\phi_n^k\rangle = \sum_{R,\sigma} A_{R,\sigma}^n \langle k, R, \sigma |\phi_n^k\rangle. \quad (61)$$

Following Ferrari et al. [8], we can write:

$$T_k^3 P_G|\text{FS}\rangle = \frac{1}{\sqrt{L}} \sum_R e^{i k R} T_k^3 P_G|\text{FS}\rangle$$

In Tab. I we compare the ED and the variational methods, taking into account all single particle-hole excitations for small system sizes (up to \(L = 21\)). For larger systems, we need to apply Monte Carlo sampling. This technical part is described in Appendix C.
B. Results

First, we calculated the $S_{33}^{L}(k, \omega)$ for a small ($L = 18$) system by exact evaluation of the Hamiltonian and overlap matrices, $H_{\mathbf{R},\sigma;\mathbf{R}',\sigma'}$ and $O_{\mathbf{R},\sigma;\mathbf{R}',\sigma'}$, by summing over all the possible $|\mathbf{x}\rangle$ states in Eqs. (C1). The result is shown in Fig. 9, together with the dynamical structure factor calculated by exact diagonalization (ED), with the help of the standard Lanczos algorithm [66]. We also calculated $S_{88}^{L}(k, \omega)$ in order to compare it to $S_{33}^{L}(k, \omega)$, and as expected, the two structure factors were in perfect correspondence.

Next, using the importance sampling introduced in Eq. (C8) of Appendix C, we performed a Monte Carlo evaluation of the Hamiltonian and overlap matrices in the reduced Hilbert space for $L = 72$. The result is shown in Fig. 10 for both $S_{33}^{L}(k, \omega)$ and $S_{88}^{L}(k, \omega)$, which are indistinguishable in the figure. This can be compared to the dynamical structure factor calculated by the matrix product state (MPS) algorithm with infinite boundary conditions (the $\theta = \pi/4$ panel of Fig. 3 in [39]).

Careful examination of the results in Figs. 9 and 10 reveals that the main features of the spectra are well reproduced, specifically the continuum and the disappearance of the gap at $k = 2\pi/3$ and $4\pi/3$. The discrepancies from the exact result are negligible at low energies. At higher energies, above $\omega \gtrsim J$, the weights are shifted by about 10% in energy. In Fig. 9 we also see that the lowest energy weights connecting the two towers at $k = 2\pi/3$ and $k = 4\pi/3$ are also missing. These are 4-soliton excitations, which are not captured by the 1 particle-hole Ansatz we use. The absence of the 4-soliton excitations is also obvious for the $L=72$ site result, when comparing to the MPS result [39].

The elementary excitations from the Bethe-Ansatz so-
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**FIG. 9.** Comparing $S_{33}^{L}(k, \omega)$ for $L = 18$ calculated using Gutzwiller projected one particle-hole excitations (red) and by ED (blue). The area of the circles is proportional to the matrix element squared.
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**FIG. 10.** $S_{33}^{L}(k, \omega)$ and $S_{88}^{L}(k, \omega)$ for $L = 72$ calculated by VMC. The area of the circles is proportional to the matrix element squared. The green background shows the two soliton continuum ($k, \omega = (q_{33}, \varepsilon_{33})$ of the Bethe Ansatz solution, Eqs. (64) and (65), in the thermodynamic limit. For this plot, the total number of uncorrelated measurements was $10^8$.

\[ \varepsilon_{3}(k) = \frac{2\pi}{3\sqrt{3}} \left[ \cos \left( \frac{\pi}{3} - k \right) - \cos \frac{\pi}{3} \right], \quad 0 \leq k \leq \frac{2\pi}{3} \]  
\[ \varepsilon_{3}(k) = \frac{2\pi}{3\sqrt{3}} \left[ \cos \frac{\pi}{3} - \cos \left( k + \frac{\pi}{3} \right) \right], \quad 0 \leq k \leq \frac{4\pi}{3} \]  
\[ q_{33} = k_{3} + k_{\overline{3}} \]  
\[ \varepsilon_{33} = \varepsilon_{3}(k_{3}) + \varepsilon_{3}(k_{\overline{3}}) \]

where $k_{3} \in [0, 2\pi/3]$ and $k_{\overline{3}} \in [0, 4\pi/3]$. The main contribution to the dynamical structure factor comes from these two-soliton excitations, highlighted by green in Fig. 10. Again, the agreement is remarkable, only at the higher energies around $k = \pi$ there is a noticeable discrepancy.

The solitons correspond to the excitations shown in Fig. 7: the particles match with the $\varepsilon_{3}(k)$ solitons, and the holes are the analogs of the $\varepsilon_{\overline{3}}(k)$. In the case of the SU(3) Haldane-Shastry model, the corresponding excitations, named colorons, were considered in Refs. [49, 50].

I. The low-energy structure of a tower

Does the overall remarkable agreement also hold for the detailed low energy properties of the tower of excitations at $k = 2\pi/3$ and $k = 4\pi/3$? According to the conformal field theory, the energy and momenta of the excitations
nants in the thermodynamic limit:

\[
\frac{S^{(i,i')}}{S^{(0,0)}} = \frac{\Gamma(i + \eta^+)}{\Gamma(i + 1)} \frac{\Gamma(i' + \eta^-)}{\Gamma(i' + 1)} \tag{68}
\]

Combining the asymptotic expansion of the \( \Gamma \)-functions

\[
\frac{\Gamma(i + \eta)}{\Gamma(i + 1)} \approx \left( \frac{i + \eta}{2} \right)^{-\eta-1} \tag{69}
\]

with the finite-size expressions for the energy and momenta, Eqs. (66), we get the expected power-law behavior of the dynamical correlation function

\[
S(k, \omega) \propto \sum_{i,i'} S^{(i,i')} \delta(k - k_{i,i'}) \delta(\omega - E_{i,i'} + E_0)
= \begin{cases} 
(\omega + v q) \eta^+ - 1 (\omega - v q) \eta^- - 1, & \omega \geq v |q|; \\
0, & \omega < v |q| 
\end{cases}
\tag{70}
\]

for \( L \to \infty \), where \( q = k - k_0 \) is the relative momentum. Integrating over \( \omega \), we recover the power-law singularity of the structure factor,

\[
S(k) \propto q^{\eta^+ + \eta^- - 1} = q^{\eta},
\tag{71}
\]

see Eq. (30).

Assuming that Eq. (68) holds more generally, we can get the exponents from the ratios of the lowest lying weights as

\[
\frac{S^{(1,0)}}{S^{(0,0)}} = \eta^+ \quad \text{and} \quad \frac{S^{(0,1)}}{S^{(0,0)}} = \eta^- .
\tag{72}
\]

The ratios between the higher lying weights

\[
\frac{S^{(2,0)}}{S^{(1,0)}} = \frac{1 + \eta^+}{2} \quad \text{and} \quad \frac{S^{(0,2)}}{S^{(0,1)}} = \frac{1 + \eta^-}{2}
\tag{73}
\]

may serve to check the validity of the assumption. In Fig. 13 we plot the ratios for different system sizes. It appears that both \( S^{(1,0)}/S^{(0,0)} \) and \( S^{(0,1)}/S^{(0,0)} \) tend to the exponents \( \eta^+ = \eta^- = 2/3 \) (so that \( \eta^+ + \eta^- = 4/3 \)). The ratios \( S^{(2,0)}/S^{(1,0)} \) and \( S^{(0,2)}/S^{(0,1)} \) go to 5/6, which is in accordance with Eq. (73). The ratios including the higher lying \((1,1)\) peak \(- S^{(1,1)}/S^{(1,0)} \) and \((1,1)S^{(0,1)} \)
- are less conclusive, they are more scattered (these ratios should also go to 2/3).

Fig. 14 shows the scaling of the weight at the bottom of the tower in a log-log plot. It shall go as

\[
S^{(0,0)} \propto L^{1-\eta}
\tag{74}
\]

with the system size. It is hard to get a definitive value for the exponent, but \( 1-\eta \) appears to be closer to -0.25 than to -1/3. The smaller exponent would also explain the finite-size scaling of the gap, shown in Fig. 12, as \( \pi \eta_{BA} \approx 4.11 \) with the \( 1-\eta = -0.25 \). However, an exponent different from \(-1/3\) would make it difficult to explain the almost perfect \(-1/3\) exponent in the non-analytical part of the \( S^{(0,0)}(k) \), as it likely originates from the tower.
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FIG. 13. The ratios of the weights of the low energy peaks. The ratios provide information about the exponents, see Eqs. (72) and (73).

FIG. 14. Scaling of the lowest peak from ED, variational, and VMC methods for the Heisenberg model and the exact values for the Haldane-Shastry model, together with the asymptotic \( L^{-1/3} \) power-law behavior (cyan line). The \( L^{-1/4} \) magenta line is a guide to the eye. Note the slight downward bending of the ED data which suggests that the exponent is in fact smaller than \(-1/4\), tending toward \(-1/3\).

2. Haldane-Shastry model

We applied the variational method with exact evaluation of Eqs. (C1) for small system sizes (\( L = 9, 12 \) and 15). Solving the generalized eigenvalue problem, the finite-size gap at \( k = 2\pi/3 \) is precisely equal to

\[
\Delta_{2\pi/3} = \frac{2 \pi^2}{3 L} = \frac{\pi}{L^{1/3}} \frac{4}{3}
\]

for all the system sizes we considered. Comparing with Eq. (67), we can read off the exponent \( \eta = 4/3 \), which is the same as the one of the Heisenberg model with nearest neighbor exchange only.

We also calculated the dynamical structure factor for \( L = 15 \) variationally by taking into account the one particle-hole excitations, the energies and the weights for different momenta are presented in Tab. II. The exact analytical form of the dynamical structure factor for the SU(2) symmetric Haldane-Shastry model was determined in Refs. [68] and for the SU(N) model in Refs. [47] and [48]. We compared our results to Table I in Ref. [48]. We also calculated the dynamical structure factor for \( L = 15 \) and compared it to Table 1 in [48], where the exact analytical result is given (see also [47]). It turns out that at smaller momenta our variational treatment gives the correct excited states of the Haldane-Shastry model, including the bottom of the two towers at \( k = 2\pi/3 \) and \( k = 4\pi/3 \). In particular, the energies in units of \( (\pi/L)^2 \) are all integers for the exact eigenstates, as noted in Ref. [48] (see also Ref. [45] for the SU(2) model). In addition, there are some peaks for which the energy is exact, but the weight is smaller. The explanation is that the Haldane-Shastry model possesses a higher, Yangian symmetry, and the one particle-hole states are degenerate with other states not described by the variational Ansatz. Further investigations of small systems (up to \( L = 15 \)) revealed that the Gutzwiller projected particle-hole excitations shown in Fig. 15 are exact eigenstates of the Haldane-Shastry Hamiltonian and form the arc of the lowest energy excitations from \( k = 2\pi/L \) (Fig. 15(a)) to \( k = 2\pi/3 \) (Fig. 15(e)). They are analogous to the des Cloizeaux-Pearson branch in the SU(2) Heisenberg model for these states the 1 and 8 are degenerate, manifesting the higher Yangian symmetry of the model [69].

The detailed examination of the \( L = 6, 9, 12, \) and 15 systems allowed for the extrapolation of the momenta, energies, and the weights in the dynamical structure factor...
for the states in the arc:
\[
\begin{align*}
  k_j &= \frac{2\pi j}{L}, \\
  \omega_j &= \left(\frac{\pi}{L}\right)^2 j(L + 2 - 3j), \\
  S_{3j}^{33} &= \frac{1}{6} \frac{\Gamma\left(\frac{2}{3}\right) \Gamma(j) \Gamma\left(\frac{L}{3} - j + \frac{2}{3}\right) \Gamma\left(\frac{L}{3} - j + 1\right)}{\Gamma\left(\frac{L}{3}\right) \Gamma\left(\frac{L}{3} - j\right) \Gamma\left(\frac{L}{3} - j + 1\right)}.
\end{align*}
\]

where \(1 \leq j \leq L/3\). They coincide with the exact expressions for the corresponding excitations with quantum numbers \(c_1 = j\) and \(c_2 = c_3 = 0\) presented in [48].

From these expressions, the weight of the bottom of the tower is \(S^{(0,0)}(L) = S_{L/3}^{33}\),
\[
S^{(0,0)}(L) = \frac{1}{6} \frac{\Gamma\left(\frac{2}{3}\right) \Gamma^2\left(\frac{L}{3}\right)}{\Gamma\left(\frac{L}{3}\right) \Gamma\left(\frac{L}{3} - 1\right) \Gamma\left(\frac{L}{3} + \frac{2}{3}\right)}.
\]
The asymptotic expansion in the \(L \to \infty\) limit gives the \(L^{-1/3}\) power-law behavior, shown in Fig 14. The ratios in Eq. (72) are also fulfilled,
\[
\frac{S^{(0,1)}(L)}{S^{(0,0)}(L)} = \frac{S_{3L/3}^{33}}{S_{L/3}^{33}} = \frac{2(L - 4)}{3(L - 3)} = \frac{2}{3} \left(1 - \frac{1}{L} + \ldots\right),
\]
with the exponent \(\eta = 2/3\). In fact, replacing \(j\) by \(L/3 - i'\) into Eq. (76c), where \(i'\) measures the distance from the bottom of the tower at \(k = 2\pi/3\), and taking the \(i' \ll L\) limit, we get
\[
\frac{S^{(0,i')}(L)}{S^{(0,0)}(L)} = \frac{S_{3L/3}^{33}}{S_{L/3}^{33}} = \frac{\Gamma\left(i' + \frac{2}{3}\right)}{\Gamma\left(i' + 1\right) \Gamma\left(\frac{L}{3}\right)} \left(1 - \frac{i'}{L} + \ldots\right),
\]
just what we expect from Eq. (68).

### VIII. CONCLUSION

To conclude, we extended the dynamical VMC method of [4–6, 8] to the case of the SU(3) Heisenberg model. To describe the correlated states of the SU(3) spins, we used the Gutzwiller projected Fermi sea of three-color fermions as a variational ground state and built the spectrum from single particle-hole excitations.

On the technical side, we modified the importance sampling used by Li and Yang in Ref. [4]: instead of selecting a configuration based on its weight in the ground state wave function, we designed an importance sampling that takes into account the weights in all of the one particle-hole excitations. This allows to calculate all block matrices \(\mathcal{H}_k\) and \(\mathcal{C}_k\) for every wave vector \(k\) in a single Monte Carlo simulation. We tested the method on the example of the SU(3) Heisenberg chain and the Haldane-Shastry model.

In Secs. IV–VI we considered properties which can be calculated from the Gutzwiller projected Fermi sea used as the ground state. We reproduced the structure factor \(S_{33}(k)\) by a standard VMC and confirmed that the exponent of the singularity at momentum \(2\pi/3\) is the expected \(\eta = 4/3\). Next, we derived expressions for the single-mode approximation of the SU(N) Heisenberg models and calculated the corresponding dynamical structure factor. The long-wavelength limit provided the velocity of excitations. We recovered the exact velocity for the Haldane-Shastry model, while for the Heisenberg model, it was about 16% larger than the value known from the

| 15k/2π | \(\omega/J\) | \(225\omega/\pi^2\) | \(\omega_{33}(k, \omega)\) | \(2\omega_{33}(k, \omega)\) | \(\text{arc}\) |
|--------|-----------|----------------|---------------------|---------------------|-------|
| 1      | 0.614109  | 14             | 0.035714            | 0.071429            | (a)   |
| 2      | 0.965028  | 22             | 0.058442            | 0.116883            | (b)   |
| 3      | 1.140488  | 26             | 0.019231            | 0.038461            | (c)   |
| 4      | 1.052758  | 24             | 0.078896            | 0.157792            | (d)   |
| 5      | 1.491407  | 34             | 0.050350            | 0.100699            | (e)   |
| 6      | 1.491407  | 34             | 0                 | 0                   |       |
| 7      | 0.877298  | 20             | 0.106510            | 0.213019            |       |
| 8      | 1.579137  | 36             | 0.049170            | 0.098339*           |       |
| 9      | 1.684384  | –              | 0.221417            | –                   |       |
| 10     | 1.884737  | –              | 0.21572             | –                   |       |
| 11     | 0.438649  | 10             | 0.174289            | 0.348577            | (e)   |
| 12     | 1.406777  | 32             | 0.069281            | 0.138562*           |       |
| 13     | 1.713835  | –              | 0.025216            | –                   |       |
| 14     | 1.941583  | –              | 0.025474            | –                   |       |
| 15     | 2.077312  | –              | 0.030178            | –                   |       |
| 16     | 0.965028  | 22             | 0.115975            | 0.231951*           |       |
| 17     | 1.543002  | –              | 0.028316            | –                   |       |
| 18     | 1.770273  | –              | 0.048978            | –                   |       |
| 19     | 2.093077  | –              | 0.028767            | –                   |       |
| 20     | 2.201815  | –              | 0.030093            | –                   |       |
| 21     | 1.330560  | –              | 0.104132            | –                   |       |
| 22     | 1.540425  | –              | 0.044968            | –                   |       |
| 23     | 1.960484  | –              | 0.022560            | –                   |       |
| 24     | 2.058017  | –              | 0.099248            | –                   |       |
| 25     | 2.243803  | –              | 0.051222            | –                   |       |
Bethe-Ansatz solution. We got a better approximation using the dynamical VMC, which gave a velocity only about 4% larger than the exact value. The finite-size scaling of the ground state energy was consistent with a central charge $c = 2$.

In Sec. VII we applied the dynamical VMC to calculate the dynamical structure factor using one particle-hole excitations, up to $L = 84$ sites. We compared the $L = 18$ site result with the one from exact diagonalization, and the precision at low energies was excellent. For larger system sizes, the support of the $S^{33}(k, \omega)$ follows the two-soliton continuum of the Bethe-Ansatz. Also, the overall weight distribution agrees with the matrix-product-state calculation presented in [39]. However, a detailed examination reveals that the one particle-hole excitations fail to reproduce the four-soliton excitations. Finally, we analyzed the critical properties: the finite-size scaling of the gap at $k = 2\pi/3$ and the power-law behavior of the dynamical structure factor at low energies. In both cases, the behavior followed the expected one from the conformal theory. We also calculated $S^{33}(k, \omega)$ for the Haldane-Shastry model for small ($L = 9, 12, \text{and} 15$) systems. The method gave the exact weight and energy of the peak at the bottom of the conformal towers and for the lower edge of the continuum between $k = 0$ and $2\pi/3$ (the “des Cloizeaux-Pearson branch” for the $S = 1/2$ Heisenberg model). We identified a class of Gutzwiller projected one particle-hole excitations of the Fermi sea that are exact eigenstates of the Haldane-Shastry model. The only case where the dynamical VMC performed poorly was the scaling of the weight of the bottom of the conformal tower with system size, where it did not seem to give the precise $\eta = 1 = -1/3$ exponent, but it was closer to $-0.25$ – the precise origin of the discrepancy is not clear to us.
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Appendix A: Oscillator strength in SU(N) Heisenberg model

In this section we work out the formula of the oscillator strength for the SU(N) spins, given by the double commutator

$$ f(k) = \frac{1}{2} \langle \left[ \left[ T_{-k}, H \right], T_k \right] \rangle, \quad (A1) $$

where there is no summation for $a$. The Hamiltonian is

$$ H = \sum_{(l,l')} J_{l,l'} T_l \cdot T_{l'}, \quad (A2) $$

and the operator $T_k^a$ is defined as

$$ T_k^a = \frac{1}{\sqrt{L}} \sum_j e^{-ik \cdot R_j} T_j^a. \quad (A3) $$

For generality we consider a model in arbitrary spatial dimension, the $R_j$ denotes the position of $j$th site. Inserting the expressions above into the double commutator in Eq. (A1), the oscillator strength becomes:

$$ f(k) = \frac{1}{2L} \sum_{(l,l')} J_{l,l'} \sum_{j,j'} e^{ik \cdot (R_{j'} - R_j)} \langle \left[ \left[ T_{l'}, T_l \cdot T_{l'}, \right], T_j \right] \rangle. \quad (A4) $$

Since the operators $T_j^a$ on different sites commute, the only non-zero terms are those for which both $j$ and $j'$ take one of the values of $l$ and $l'$:

$$ f(k) = \frac{1}{2L} \sum_{(l,l')} J_{l,l'} \langle \left[ \left[ T_{l'}, T_l \cdot T_{l'}, \right], T_j \right] \rangle $$

$$ + \langle \left[ \left[ T_{l'}, T_l \cdot T_{l'}, \right], T_{l'} \right] \rangle $$

$$ + e^{ik \cdot (R_{l'} - R_l)} \langle \left[ \left[ T_{l'}, T_l \cdot T_{l'}, \right], T_j \right] \rangle $$

$$ + e^{ik \cdot (R_l - R_{l'})} \langle \left[ \left[ T_l^a, T_{l'} \cdot T_{l'}, \right], T_{l'} \right] \rangle. \quad (A5) $$

Let us calculate the double commutators of the SU(3) invariant quantity $\sum_a \langle \left[ T_{l'}^a, T_l \cdot T_{l'} \right], T_j \rangle$ with the help of the commutation relations (4) of the su(N) algebra:

$$ \sum_a \langle \left[ T_{l'}^a, T_l \cdot T_{l'} \right], T_j \rangle = \sum_{a,b} \langle \left[ T_{l'}^a, T_b^a \right], T_j \rangle $$

$$ = \sum_{a,b} \langle T_{l'}^a, T_b^a \rangle \langle T_b^a \rangle $$

$$ = \sum_{a,b,c} f_{abc} [T_{l'}^a, T_b^a] T_c^b $$

$$ = \sum_{a,b,c,d} f_{abc} f_{cad} T_{l'}^d T_b^c $$

$$ = \sum_{b,d} N \delta_{bd} T_{l'}^d T_b^c $$

$$ = -NT_l \cdot T_{l'}. \quad (A6) $$

where we used that $\sum_{a,c} f_{abc} f_{cad} = N \delta_{bd} [32]$. Since all of the terms in the sum contribute equally, we may write

$$ \langle \left[ T_{l'}^a, T_l \cdot T_{l'} \right], T_j \rangle = -\frac{N}{N^2 - 1} T_l \cdot T_{l'}. \quad (A7) $$
Similar considerations apply to the case when the \( T^a \) operators are on different sites:

\[
[[T^a_\ell, T^a_{\ell'}], T^a_\ell] = \frac{N}{N^2 - 1} T^a_\ell \cdot T^a_{\ell'}.
\]  

(A8)

Inserting the equations above into the expression (A5) of the oscillator strength, we get

\[
f(k) = \frac{N}{L(N^2 - 1)} \sum_{\ell,\ell'} J_{\ell,\ell'} (\cos k \cdot d_{\ell,\ell'} - 1) (T^a_\ell \cdot T^a_{\ell'}) ,
\]  

(A9)

where \( d_{\ell,\ell'} = R_{\ell'} - R_{\ell} \). For a translationally invariant one-dimensional model this simplifies to

\[
f(k) = -\frac{N}{(N^2 - 1)} \sum_{l} J_{l} \sin^2 \frac{k l}{2} \langle T^a_0 \cdot T^a_{l} \rangle .
\]  

(A10)

Appendix B: The generalized eigenvalue problem

Not all of the states (48) or (54) are linearly independent. The linear dependencies show up as zero eigenvalues of the overlap matrix. In order to solve the generalized eigenvalue problem, the overlap matrix has to be positive definite, therefore we have to perform a basis transformation to remove the numerically zero eigenvalues. This could be problematic if some of the positive eigenvalues of the overlap matrix were close to the numerically zero eigenvalues, and so we could not distinguish between positive eigenvalues and zero eigenvalues. Fortunately, the eigenvalues of the overlap matrix have a gap of many orders of magnitude, which well separates the positive eigenvalues from the numerically zero eigenvalues. If we perform the basis transformation \( |k, R, \sigma\rangle \rightarrow \frac{1}{\sqrt{2}} (|k, R, A\rangle - |k, R, B\rangle) \) (the relevant excited states for the measurement of \( T^3 \)), then the number of positive eigenvalues of the overlap matrix increases linearly with the relative momentum \( q \) as \( \frac{\sin q}{\sin \frac{\pi}{4}} \) in the interval \( q \in \{0, \frac{\pi}{4}, \frac{\pi}{2}, \frac{3\pi}{4}\} \), then it saturates for \( \frac{2\pi}{\sqrt{2}} \leq q \leq \frac{4\pi}{4} \), and it decreases linearly again until reaching 0 at \( q = \frac{2\pi}{4} \). The number of the linearly independent states for a given momentum \( q \) is in fact equal to the number of possible one particle-hole excitations in the Fermi sea of the same momentum \( q \).

In order to find the eigenstates (61) of a block matrix of the projected Hamiltonian \( \tilde{\mathcal{H}}^k \), we must first diagonalize the corresponding block of the overlap matrix as

\[
\mathcal{O}^k = U^k \mathcal{O}^k U^k,
\]  

(B1)

where \( \mathcal{O}^k \) is a diagonal matrix containing the sorted eigenvalues of \( \mathcal{O}^k \), and \( U^k \) is the matrix having the eigenstates of \( \mathcal{O}^k \) in its columns, in the order of the corresponding eigenvalues in \( \mathcal{O}^k \). Next we calculate \( \tilde{\mathcal{H}}^k = U^k \tilde{\mathcal{H}}^k U^k \) and solve the generalized eigenvalue problem for the blocks of the block matrices \( \mathcal{O}^k \) and \( \tilde{\mathcal{H}}^k \), which correspond to the subspace of eigenstates of \( \mathcal{O}^k \) having positive eigenvalues. The dimension of the blocks of the block matrices \( \mathcal{O}^k \) and \( \tilde{\mathcal{H}}^k \) is equal to the number of positive eigenvalues of \( \mathcal{O}^k \), therefore the dimension of the eigenstates of \( \tilde{\mathcal{H}}^k \) (obtained from the generalized eigenvalue problem) is also the number of the positive eigenvalues. In order to obtain the eigenstates of \( \tilde{\mathcal{H}}^k \) in the original basis of particle-hole excitations, we have to put in these eigenstates zeros for each zero eigenvalue of \( \mathcal{O}^k \), and then we can transform them back by acting with \( U^k \). This way we arrive to the eigenstates (61) of the projected Hamiltonian we were looking for, in the basis of the states (54). These are the eigenstates used in Eq. (63).

Appendix C: Monte Carlo evaluation of the matrices \( \tilde{\mathcal{H}}^k \) and \( \mathcal{O}^k \) using importance sampling

In order to evaluate the matrices \( \tilde{\mathcal{H}}^k_{R,R',\sigma,\sigma'} \) and \( \mathcal{O}^k_{R,R',\sigma,\sigma'} \), it is useful to insert the identity operator \( \mathbf{I} = \sum_x |x\rangle \langle x| \) into Eqs. (58) and (59)

\[
\tilde{\mathcal{H}}^k_{R,R',\sigma,\sigma'} = \sum_x \langle k, R, \sigma | x \rangle \langle x | \mathcal{H} | k, R', \sigma' \rangle
\]  

(C1a)

\[
\mathcal{O}^k_{R,R',\sigma,\sigma'} = \sum_x \langle k, R, \sigma | x \rangle \langle x | k, R', \sigma' \rangle,
\]  

(C1b)

where the orthonormal basis set of states \( \{|x\rangle\} \) corresponds to real space configurations of particles having the same number of particles of each color as \( | k, R, \sigma \rangle \). For small system sizes (we did it until \( L = 21 \), see Tab. 1 for a comparison with ED for some selected quantities), the expressions above can be evaluated directly by going through each configuration \( |x\rangle \) of the Hilbert space and calculating \( \langle x | \mathcal{H} | k, R, \sigma \rangle \) and \( \langle x | k, R, \sigma \rangle \). In this manner we get numerically exact values for the matrices \( \tilde{\mathcal{H}}^k \) and \( \mathcal{O}^k \), and solving the generalized eigenvalue equation, we get the excited states and the dynamical structure factor.

However, for larger system sizes the direct evaluation becomes difficult, as the size of the Hilbert space grows exponentially. Instead, one can use a Monte Carlo method to evaluate the Hamiltonian and overlap matrix Eqs. (C1) by random sampling the states \( |x\rangle \). This is rather inefficient unless the sampling takes into account the weight of the configuration \( |x\rangle \). This can be achieved by importance sampling. To evaluate a sum by importance sampling one rewrites the sum as

\[
\sum_x f(x) = \sum_x g(x) P(x), \quad \text{where} \quad \sum_x P(x) = 1, \quad P(x) \geq 0 \quad \forall x \quad \text{and} \quad g(x) = f(x)/P(x).
\]

The configurations \( |x\rangle \) are sampled based on the probability distribution \( P(x) \), and for each sampled configuration \( |x\rangle \) we measure \( g(x) \). \( g(x) \) might diverge for configurations which have \( P(x) = 0 \), but these configurations are not reached by importance sampling. Therefore, it is preferable to choose a \( P(x) \) which is non-zero for each configuration \( x \) for which \( f(x) \)
is non-zero. In this spirit, we modify the Eqs. (C1) by multiplying and dividing by $P(x)$:

$$
\hat{H}_{R,\sigma,\sigma'}^k = \sum_x \frac{\langle x|k, R, \sigma| x\rangle \langle x|h, R', \sigma'| P(x)}{\sqrt{P(x)}^2} P(x),
$$

(C2a)

and

$$
\mathcal{O}_{R,\sigma,\sigma'}^k = \sum_x \frac{\langle x|k, R, \sigma| x\rangle \langle x|\sigma| P(x)}{\sqrt{P(x)}^2} P(x).
$$

(C2b)

The probability distribution $P(x)$ can be chosen in many ways, here we give a brief overview of the choices used in previous papers. Li and Yang chose the probability distribution

$$
P(x) = \frac{\sum_{q, \sigma} |\langle x|k, q, \sigma\rangle|^2}{\sum_x \sum_{q, \sigma} |\langle x|k, q, \sigma\rangle|^2},
$$

(C3)

also followed by [5]. This probability distribution was used to sample the block matrices $\hat{H}^k$ and $\mathcal{O}^k$, which meant a separate Monte Carlo simulation for each $k$ [4].

On the other hand, Ferrari et al. sampled according to the weight of $|x\rangle$ in the ground state [8],

$$
P(x) = \frac{1}{\sum_x |\langle x|P_G|FS\rangle|^2} |\langle x|P_G|FS\rangle|^2,
$$

(C4)

where $\langle x|P_G|FS\rangle$ is a product of real Slater determinants (17). The advantage is the ability to sample all the block matrices $\hat{H}^k$ and $\mathcal{O}^k$ simultaneously. Furthermore, the terms

$$
\frac{\langle x|h|k, R, \sigma\rangle}{\langle x|P_G|FS\rangle} = \frac{1}{\sqrt{L}} \sum_{R'} e^{ik R'} \frac{\langle x|h|P_G f_{R}^\dagger f_{R'}^\sigma|P_G|FS\rangle}{\langle x|P_G|FS\rangle},
$$

(C5)

and

$$
\frac{\langle x|k, R, \sigma\rangle}{\langle x|P_G|FS\rangle} = \frac{1}{\sqrt{L}} \sum_{R'} e^{ik R'} \frac{\langle x|P_G f_{R}^\dagger f_{R'}^\sigma|P_G|FS\rangle}{\langle x|P_G|FS\rangle},
$$

(C6)

appearing in the expressions (C2) can be calculated very efficiently using the rank-1 determinant update, since they reduce to quotients of real Slater determinants (18) which differ in a single column only. However, configurations which are important for the excited states, but unimportant for the ground state will be sampled rarely: the $|x_1|P_G|FS\rangle \gg |x_2|P_G|FS\rangle$ condition does not imply $\langle x_1|k, R, \sigma\rangle \gg \langle x_2|k, R, \sigma\rangle$ nor $\langle x_1|h|k, R, \sigma\rangle \gg \langle x_2|h|k, R, \sigma\rangle$. Thus, the $|x_2\rangle$ may be just as important for some excited states as $|x_1\rangle$ is for the ground state, and still it will be sampled with much smaller probability.

Mei and Wen used an importance sampling similar to (C4), with the difference of working in the subspace of $S^z_\Sigma = 1$, and replacing the $P_G|FS\rangle$ with the lowest mean field particle-hole state in this subspace [6].

Extending the sum over $q$ and $\sigma$ to a sum including all $k$-$s$ in the probability distribution (C3)

$$
P(x) = \frac{\sum_{k, q, \sigma} |\langle x|k, q, \sigma\rangle|^2}{\sum_x \sum_{k, q, \sigma} |\langle x|k, q, \sigma\rangle|^2},
$$

(C7)

would make it possible to sample all the block matrices $\hat{H}^k$ and $\mathcal{O}^k$ simultaneously. However, while the weights $\langle x|P_G|FS\rangle$ in (C4) are real, the weights $\langle x|k, q, \sigma\rangle$ are products of Slater determinants out of which at least one is complex. The reason is, that the Slater determinant (18) of color $\sigma$ contains the one-particle eigenstates of wave vectors $q$ and $k + q$, but not their pairs with wave vectors $-q$ and $-k - q$ (7), so that no basis transformation can be done to make these states real, as explained at the end of section (III).

In order to work with real Slater-determinants, we used the probability distribution

$$
P(x) = \frac{\max_{R, R', \sigma} |\langle x|R, R', \sigma|\rangle|^2}{\sum_x \max_{R, R', \sigma} |\langle x|R, R', \sigma|\rangle|^2},
$$

(C8)

where we introduced the notation

$$|R, R', \sigma\rangle = P_G f_{R, \sigma}^\dagger f_{R', \sigma}^\sigma|FS\rangle.
$$

(C9)

The weights of this probability distribution are real, since

$$\langle x|R, R', \sigma\rangle = \langle x|P_G f_{R}^\dagger f_{R'}^\sigma|FS\rangle = \langle x|FS\rangle,
$$

(C10)

is a product of real Slater determinants (17), which is the weight of the configuration $|x\rangle = f_{R}^\dagger f_{R'}^\sigma P_G|x\rangle$.

With this notation the definition of the states $|k, R, \sigma\rangle$ from Eq. (54) can be rewritten as

$$|k, R, \sigma\rangle = \frac{1}{\sqrt{L}} \sum_{R'} e^{ik R'} |R + R', \sigma\rangle.
$$

(C11)

Comparing this with Eq. (55) the states $|R, R', \sigma\rangle$ correspond to Fourier transforming the particle-hole excitations $|k, q, \sigma\rangle$ in both $k$ and $q$. In Eq. (C8) we summed over every index of the states $|R, R', \sigma\rangle$, therefore using the probability distribution (C8) as a guiding function we are sampling each block matrix $\hat{H}^k$ and $\mathcal{O}^k$ simultaneously. The choice of the maximum norm in (C8) is arbitrary, in fact, any norm of $\langle x|R, R', \sigma\rangle$ is suitable for importance sampling. The norm in Eq. (C8) is a special case of the $p$-norm

$$
P(x) = \left(\sum_x \left|\langle x|R, R', \sigma|\rangle\right|^p\right)^{1/p},
$$

(C12)

with $p = \infty$. Using a norm of $\langle x|R, R', \sigma|\rangle$ is useful, because if this norm is small (large), than based on Eq. (C11) the norm of $\langle x|k, R, \sigma|\rangle$ will be small (large) as well, and the latter is present in both $\hat{H}^k_{R, \sigma, R', \sigma'}$ and $\mathcal{O}^k_{R, \sigma, R', \sigma'}$ as can be seen from Eqs. (C2).

On the one hand, this importance sampling is slower than that of Eq. (C4) used by Ferrari et al. in Ref. [8], since in each elementary step we have to calculate the $NL^2$ elements of $\langle x|R, R', \sigma|\rangle$. But these elements are products of Slater determinants out of which one differs from those in $\langle x|P_G|FS\rangle$ in a single column only, so they
can be calculated efficiently with a rank-1 determinant update. On the other hand, the configurations which are important for the excited states only are sampled with higher probabilities, thus yielding a better statistics for the block matrices $\mathcal{H}^k$ and $\mathcal{O}^k$ with $k \neq 0$.

The numerator $\sum_{x} \max_{R',R''} |\langle x| R', R'', \sigma \rangle|$ of the probability distribution (C8) is independent of the configuration $|x\rangle$, it multiplies both the $\mathcal{H}^k$ and the $\mathcal{O}^k$. Consequently, it falls out from the generalized eigenvalue problem (60), and we do not have to measure it at all. Thus, the measurement of $\hat{H}$ and $\mathcal{O}$ for a given configuration $|x\rangle$ consists of calculating the quantities

$$\frac{\langle x| H| k, R, \sigma \rangle}{\sqrt{\max_{R', R''} |\langle x| R', R'', \sigma \rangle|}}$$

and

$$\frac{\langle x| k, R, \sigma \rangle}{\sqrt{\max_{R', R''} |\langle x| R', R'', \sigma \rangle|}}$$

The difficulty is in measuring $\langle x| H| k, R, \sigma \rangle$, since $\langle x| k, R, \sigma \rangle$ can be calculated from $\langle x| R, R', \sigma \rangle$ using Eq. (C11), and $\langle x| R, R', \sigma \rangle$ was already calculated during importance sampling.

Finally, we employed the Metropolis–Hastings algorithm for the sampling of the configurations. In each elementary step we randomly choose two sites having particles of different colors with uniform probability, and we exchange them by the acceptance probability

$$A(x \rightarrow x') = \begin{cases} \frac{P(x')}{P(x)}, & \text{if } P(x') < P(x), \\ 1, & \text{if } P(x') > P(x), \end{cases}$$

where $|x'\rangle$ is the configuration resulting from $|x\rangle$ after exchanging the two particles at the chosen sites.

In order to get independent measurements, they should be separated by a number of elementary steps which is greater than the correlation time. We estimated the correlation time by measuring how many elementary steps are needed after equilibration to get $L$ accepted elementary steps, where $L$ is the number of lattice sites. Since $L$ pair exchanges are enough to reach any configuration from the present configuration (Fisher–Yates shuffles), we assume that after $L$ accepted pair exchanges the configuration is not correlated with the previous one.

### Appendix D: Estimation of statistical errors

We run the program typically a hundred times for each system size. Let us denote the number of runs by $M(L)$ for a system with $L$ sites. For the structure factor, each run included about $5 \times 10^6$, while for the dynamical structure factor $5 - 10 \times 10^5$ measurements, separated by elementary steps which number corresponds to the correlation time. In the $i$th run we obtained the average of measurements $Q_i(L)$, $i = 1, \ldots, M(L)$. The average

$$\bar{Q}(L) = \frac{1}{M(L)} \sum_{i=1}^{M(L)} Q_i(L)$$

is the result of the MC calculation, with the standard error

$$\sigma_Q(L) = \sqrt{\frac{\sum_{i=1}^{M(L)} [Q_i(L) - \bar{Q}(L)]^2}{M(L)[M(L) - 1]}}.$$

We plot the above standard errors in the figures. Some quantities were calculated by fitting functions to the data and optimizing the parameters of the functions by the non-linear least squares method, using scipy.curve_fit. The errors of the optimized parameters were estimated by passing the $\sigma_Q(L)$ of the data we wanted to fit on, setting the flag absolute_sigma = True, and taking the square root of the returned variance.

For the estimation of the error of the central charge we used the error propagation formula

$$\sigma^2_A = \frac{A}{B} \left( \frac{\sigma_A}{A} \right)^2 + \left( \frac{\sigma_B}{B} \right)^2,$$

where in our case $A = vc$ and $B = v$.
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