Localization and centrality in networks
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Eigenvector centrality is a widely used measure of the importance of nodes in a network. Here we show that under common conditions the eigenvector centrality displays a localization transition that causes most of the weight of the centrality to concentrate on a small number of nodes in the network and renders the measure useless for most practical purposes. As a remedy, we propose an alternative centrality measure based on the non-backtracking matrix, which gives results closely similar to the standard eigenvector centrality in dense networks where the latter is well behaved, but avoids localization and gives useful results in regimes where the standard centrality fails.

In the study of networked systems such as social, biological, and technological networks, centrality is one of the most fundamental of measures. Centrality quantifies how important or influential a node is within a network. There are many different measures of centrality, the simplest being degree centrality, or simply degree, which is the number of connections a node has to other nodes. In a social network of acquaintances, for example, someone who knows many people is likely to be more influential than someone who knows few or none. Eigenvector centrality is a more sophisticated variant of the same idea, which recognizes that not all acquaintances are equal [1]. If the people you know are themselves influential, it makes you more influential too. Eigenvector centrality defines a centrality score \( v_i \) for each node \( i \) in an undirected network which is proportional to the sum of the scores of the node’s network neighbors \( v_i = \lambda^{-1} \sum_j A_{ij} v_j \), where \( \lambda \) is a constant and the sum is over all nodes. Here \( A_{ij} \) is an element of the adjacency matrix \( A \) of the network having value one if there is an edge between nodes \( i \) and \( j \) and zero otherwise. Defining a vector \( \mathbf{v} \) whose elements are the \( v_i \), we then have \( A\mathbf{v} = \lambda \mathbf{v} \), meaning that the vector of centralities is an eigenvector of the adjacency matrix. If we further stipulate that the centralities should all be nonnegative, then it follows by the Perron–Frobenius theorem that \( \mathbf{v} \) must be the leading eigenvector (the vector corresponding to the most positive eigenvalue \( \lambda \)). Eigenvector centrality and its many variants are some of the most widely used of all centrality measures. They are commonly used in social network analysis [2] and form the basis for ranking algorithms such as Google’s PageRank [3], the HITS algorithm [4], and the eigenfactor metric [5].

As we argue in this paper, however, eigenvector centrality also has serious flaws. In particular, we show that, depending on the details of the network structure, the leading eigenvector of the adjacency matrix can undergo a localization transition, akin to localization in disordered condensed-matter systems, in which most of the weight of the vector concentrates around one or a few nodes in the network, significantly diminishing the effectiveness of the vector as a tool for quantifying centrality. Moreover, we show that localization can happen under common real-world conditions, for instance in networks with power-law degree distributions.

As a solution to these problems, we propose a new centrality measure based on the leading eigenvector of the so-called Hashimoto or non-backtracking matrix [6, 7]. This measure has the desirable properties of (1) being roughly equal to the standard eigenvector centrality in dense networks, where the latter is well behaved, while also (2) avoiding localization, and hence giving useful results, in regimes where the standard centrality fails.

Signs of localization in networks have been noted previously in numerical calculations of the eigenvectors of real-world networks [8, 9]. Here we demonstrate the existence and properties of the localization transition with analytic calculations based on techniques drawn from random matrix theory. Consider the following simple model network, which is a special case of a model introduced in [10] consisting of a random graph plus a single hub node. In a network of \( n \) nodes, \( n-1 \) of them form a random graph in which every distinct pair of nodes is connected by an edge with independent probability \( c/(n-2) \), where \( c \) is the mean degree. The \( n \)th node is the hub and is connected to every other node with independent probability \( d/(n-1) \), so that the expected degree of the hub is \( d \). In the regime where \( c \gg 1 \) it is known that (with high probability) the spectrum of the random graph alone has the classic Wigner semicircle form, centered around zero, plus a single leading eigenvalue with value \( c+1 \) and corresponding leading eigenvector equal to the uniform vector \( (1, 1, 1, \ldots)/\sqrt{n} \) plus random Gaussian noise of width \( O(1/\sqrt{n}) \) [11]. Thus the eigenvector centralities of all vertices are \( O(1/\sqrt{n}) \) with only modest fluctuations. No single node dominates the picture and the eigenvector centrality is well behaved.

If we add the hub to the picture, however, things change. The addition of an extra vertex naturally adds one more eigenvalue and eigenvector to the spectrum, whose values we can calculate by building on methods introduced in [10]. Let \( \mathbf{X} \) denote the \( (n-1) \times (n-1) \) adjacency matrix of the random graph alone and let the vector \( \mathbf{a} \) be the first \( n-1 \) elements of the final row and
column which represents the hub. (The last element is zero.) Thus the full adjacency matrix has the form

$$A = \begin{pmatrix} X & a \\ \text{a}^T & 0 \end{pmatrix}. \quad (1)$$

Let $z$ be an eigenvalue of $A$ and let $v = (v_1|v_n)$ be the corresponding eigenvector, where $v_1$ represents the first $n-1$ elements and $v_n$ is the last element. Then, multiplying out the eigenvector equation $Av = zv$, we find that $Xv_1 + v_n a = z v_1$ and $a^T v_1 = z v_n$. Rearranging the first of these, we get

$$v_1 = v_n (z I - X)^{-1} a,$$  \quad (2)

and substituting into the second we get

$$a^T (z I - X)^{-1} a = z,$$  \quad (3)

where $I$ is the identity. Replacing the matrix inverse with its eigendecomposition $(z I - X)^{-1} = \sum_i x_i (z - \chi_i)^{-1} x_i^T$, where $x_i$ is the $i$th eigenvector of $X$ and $\chi_i$ is the corresponding eigenvalue, Eq. (3) becomes

$$\frac{(a^T x_i)^2}{z - (c+1)} + \sum_{i=2}^{n-1} \frac{(a^T x_i)^2}{z - \chi_i} = z, \quad (4)$$

where we have explicitly separated the largest eigenvalue $\chi_1 = c + 1$ and the remaining $n - 2$ eigenvalues, which follow the semicircle law. This equation immediately implies that the eigenvalues $z$ satisfy an interlacing condition which says that $n - 2$ of the values are unchanged to within $O(1/n)$ from the values $\chi_i$ for the network without the hub—we still have the semicircle spectrum plus an outlying eigenvalue $c + 1$—but two new eigenvalues appear, one at the top of the spectrum and one at the bottom. For the purposes of the eigenvector centrality it is the one at the top that we care about, whose value we can calculate from $\chi_1$ as follows.

The numerator of the first term in Eq. (4) is $O(1/n)$, so this term can be ignored when $z$ is far from $c + 1$. Meanwhile $x_i$ for $i \geq 2$ is uncorrelated with $a$ and hence the product $a^T x_i$ is a Gaussian random variable with variance $d/n$ and, averaging over the randomness, Eq. (4) simplifies to

$$\frac{d}{n} \text{Tr}(z I - X)^{-1} = z. \quad (5)$$

The quantity $g(z) = n^{-1} \text{Tr}(z I - X)^{-1}$ is a standard one in the theory of random matrices—it is the so-called Stieltjes transform for a random symmetric matrix, whose value is known to be $12$

$$g(z) = \frac{z - \sqrt{z^2 - 4c}}{2c}. \quad (6)$$

Combining Eqs. (5) and (6) and solving for $z$ we then find the eigenvalue we are looking for:

$$z = \frac{d}{\sqrt{d-c}}. \quad (7)$$

Depending on the degree $d$ of the hub, this eigenvalue may be either smaller or larger than the leading eigenvalue $c+1$ of the random graph. Writing $d/\sqrt{d-c} > c+1$ and rearranging, we see that the hub eigenvalue becomes the leading eigenvalue when

$$d > c(c+1),$$  \quad (8)

i.e., when the hub degree is roughly the square of the mean degree. Below this point, the eigenvector centrality is given by the leading eigenvector of the random graph, which, as we have said, is well behaved, so the centrality has no problems. Above this point, however, the leading eigenvector is the one introduced by the hub, and this eigenvector, as we now show, has severe problems.

If the eigenvector $v = (v_1|v_n)$ is normalized to unity then $1 = |v_1|^2 + v_n^2 = v_n^2 (a^T (z I - X)^{-1} a + 1)$ from Eq. (2), and hence

$$v_n^2 = \frac{1}{a^T (z I - X)^{-1} a + 1} = \frac{1}{d/n \text{Tr}(z I - X)^{-1} + 1} = \frac{1}{-d g'(z) + 1},$$

where $g(z)$ is again the Stieltjes transform, Eq. (6), and $g'(z)$ is its derivative. Performing the derivative and setting $z = d/\sqrt{d-c}$, we find that

$$v_n^2 = \frac{d - 2c}{2d - 2c},$$  \quad (9)

which is constant and does not vanish as $n \to \infty$. In other words, a finite fraction of the weight of the vector is concentrated on the hub vertex.

The neighbors of the hub also receive significant weight: the average of their values is given by

$$\frac{a^T v_1}{d} = \frac{v_n}{d} a^T (z I - X)^{-1} a = v_n g(z) = \frac{v_n}{\sqrt{d-c}}. \quad (10)$$

Thus they are smaller than the hub centrality $v_n$, but still constant for large $n$. Finally, defining the $(n-1)$-element uniform vector $1 = (1, 1, 1, \ldots)$, the average of all $n-1$ non-hub vector elements is

$$\langle v_i \rangle = \frac{1}{n-1} \mathbf{1}^T v_1 = \frac{v_n}{n-1} (1)^T (z I - X)^{-1} \mathbf{a}. \quad (11)$$

Averaging over the randomness and noting that $X$ and $\mathbf{a}$ are independent and that the average of $\mathbf{a}$ is $d\mathbf{1}/(n-1)$, we then get

$$\langle v_i \rangle = \frac{dv_n}{n-1} g(z) = \frac{1}{n-1} \frac{dv_n}{\sqrt{d-c}}. \quad (12)$$
The extent of the localization can be quantified further by calculating an inverse participation ratio $S = \sum_{i=1}^{n} v_i^4$. In the regime below the transition where there is no localization and all elements $v_i$ are $O(1/\sqrt{n})$, we have $S = O(1/n)$. But if one or more elements are $O(1)$, then $S = O(1)$ also. Hence if there is a localization transition in the network then, in the limit of large $n$, $S$ will go from being zero to nonzero at the transition in the classic manner of an order parameter. The main plot in Fig. 1 shows just such a transition in our model, falling precisely at the expected position of the localization transition.

So far we have looked only at a simple model of the localization process, but localization occurs in more realistic networks as well. In particular, we expect it to be a problem in networks with a few high-degree hubs or in very sparse networks, those with low average degree $c$, where it is relatively easy for a hub vertex to exceed the localization threshold. Many real-world networks fall into these categories. Consider, for example, the common case of a network with a power-law degree distribution, such that the fraction $p_k$ of nodes with degree $k$ goes as $k^{-\alpha}$ for some constant exponent $\alpha$ [13]. We can mimic such a network using the so-called configuration model [14, 15], a random graph with specified degree distribution. There are again two different ways a leading eigenvalue can be generated, one due to the average behavior of the entire network and one due to hub vertices of particularly high degree. In the first case the highest eigenvalue for the configuration model is known to be equal to the ratio of the second and first moments of the degree distribution $\langle k^2 \rangle / \langle k \rangle$ in the limit of large network size and average degree [10, 16]. At the same time, the leading eigenvalue must satisfy the Rayleigh bound $z \geq x^T A x$ for any unit-normalized vector $x$, with better bounds achieved when $x$ better approximates the true leading eigenvector. If $d$ denotes the highest degree of any hub in the network and we choose a (normalized) approximate eigenvector of form similar to the one in our model network, having elements

$$x_i = \begin{cases} 1/\sqrt{2} & \text{for the hub,} \\ 1/\sqrt{2d} & \text{for neighbors of the hub,} \\ 0 & \text{otherwise,} \end{cases}$$

then it is straightforward to show that the Rayleigh bound implies $z \geq \sqrt{d}$. Thus the eigenvector generated by the hub will be the leading eigenvector whenever $\sqrt{d} > \langle k^2 \rangle / \langle k \rangle$ (possibly sooner, but not later).

In a power-law network with $n$ vertices and exponent $\alpha$, the highest degree goes as $d \sim n^{1/(\alpha-1)}$ [17] and hence increases with increasing $n$, while $\langle k^2 \rangle \sim d^{3-\alpha}$ and $\langle k \rangle \sim$ constant for the common case of $\alpha < 3$. Thus we will have $\sqrt{d} > \langle k^2 \rangle / \langle k \rangle$ for large $n$ provided
\( \frac{1}{2} > 3 - \alpha \), so we expect the hub eigenvector to dominate and the eigenvector centrality to fail due to localization when \( \alpha > \frac{1}{2} \), something that happens in many real-world networks. (A related point has been made by Chung et al. \[14\], although not in the context of the eigenvector centrality.)

So if eigenvector centrality fails to do its job, what can we do to fix it? Localization occurs because a hub with high eigenvector centrality automatically gives high centrality to its neighbors, which in turn reflect it back again and overinflates the hub's centrality. We can make the centrality well behaved again by preventing this reflection. To achieve this we propose a modified eigenvector centrality, similar in many ways to the standard one, but with an important change. We define the centrality of node \( j \) to be the sum of the centralities of its neighbors as before, but the neighbor centralities are now calculated in the absence of node \( j \). This is a natural definition in many ways—when I ask my neighbors what their centralities are in order to calculate my own, I want to know their centrality due to their other neighbors, not myself.

This modified eigenvector centrality has the desirable property that when typical degrees are large, so that the exclusion or not of any one node makes little difference, its value will tend to that of the standard eigenvector centrality. But in sparser networks of the kind that tends to give problems, its value will be different from that of the standard measure and, as we will see, better behaved.

Our centrality measure is calculated using the Hashimoto or non-backtracking matrix \( \tilde{A} \), which is defined as follows. One first converts the undirected network with \( m \) edges to a directed one with \( 2m \) edges by replacing each undirected edge between a pair of vertices with two directed edges pointing in opposite directions. The non-backtracking matrix \( B \) is then the \( 2m \times 2m \) non-symmetric matrix with one row and one column for each directed edge \( i \to j \) and \( j \):

\[
B_{i \to j, k \to l} = \delta_{ij}(1 - \delta_{jk}), \tag{14}
\]

where \( \delta_{ij} \) is the Kronecker delta. Thus a matrix element is equal to one if edge \( i \to j \) points out of the same vertex that edge \( k \to l \) points into, and edges \( i \to j \) and \( k \to l \) are not pointing in opposite directions between the same pair of vertices, and zero otherwise. Note that, since the non-backtracking matrix is not symmetric, its eigenvalues are in general complex, but the largest eigenvalue is always real, as is the corresponding eigenvector.

The element \( v_i \to j \) of the leading eigenvector of the non-backtracking matrix now gives us the centrality of vertex \( i \) ignoring any contribution from \( j \), and the full non-backtracking centrality \( x_j \) of vertex \( j \) is defined to be the sum of these centralities over the neighbors of \( j \):

\[
x_j = \sum_i A_{ij} v_i \to j. \tag{15}
\]

In principle one can calculate this centrality directly by calculating the leading eigenvector of \( B \) and then applying Eq. (15). In practice, however, one can perform the calculation faster by making use of the so-called Ihara determinant formula, from which it can be shown that the vector \( x \) of centralities is equal to the first \( n \) elements of the leading eigenvector of the \( 2n \times 2n \) matrix \( \tilde{B} \):

\[
M = \begin{pmatrix} A & I - D \\ I & 0 \end{pmatrix}, \tag{16}
\]

where \( A \) is the adjacency matrix as previously, \( I \) is the \( n \times n \) identity matrix, and \( D \) is the diagonal matrix with the degrees of the vertices along the diagonal. Since \( M \) only has marginally more nonzero elements than the adjacency matrix itself \((2m + 2n)\) for a network with \( m \) edges and \( n \) vertices, versus \( 2m \) for the adjacency matrix), finding its leading eigenvector takes only slightly longer than the calculation of the ordinary eigenvector centrality.

The bottom two inset networks in Fig. 1 show a visualization of the non-backtracking centrality for the same networks as the top two. Again, vertex size indicates the centrality values and, as the figure makes clear, the measure now remains well behaved all the way up to the previous position of the localization transition and beyond—there is no condensation of the centrality around the hub in the network. The dashed curve in the main figure shows the value of the inverse participation ratio for the non-backtracking centrality and again all evidence of localization has vanished.

The inverse participation ratio also provides a convenient way to test for localization in other networks, both synthetic and real. Table I summarizes results

| Network type                | Eigenvector centrality | Non-backtracking centrality |
|-----------------------------|------------------------|----------------------------|
| Planted hub, \( d = 70 \)   | 0.0016                 | 0.0012                     |
| Planted hub, \( d = 120 \)  | 0.5067                 | 0.0012                     |
| Power law, \( \alpha = 2.1 \)| 0.0943                 | 0.0660                     |
| Power law, \( \alpha = 2.9 \)| 0.5048                 | 0.0328                     |
| Physics collaboration       | 0.0624                 | 0.0623                     |
| Word associations           | 0.1746                 | 0.0866                     |
| Youtube friendships         | 0.2188                 | 0.0687                     |
| Company ownership           | 0.5004                 | 0.1270                     |
| Ph.D. advising              | 0.5011                 | 0.1964                     |
| Electronic circuit          | 0.4233                 | 0.0749                     |
| Amazon co-purchasing        | 0.2257                 | 0.1840                     |


data for多名网络的计算和非回溯中心性版本。

The first four networks are computer-generated, as described in the text. The remainder are, in order: a network of coauthorships of papers in high-energy physics [15], word associations from the Free Online Dictionary of Computing [14], friendships between users of the Youtube online video service [20], a network of which companies own which others [21], advisors and advisors in computer science [22], electronic circuit 838 from the ISCAS 89 benchmark set [23], and a product co-purchasing network from the online retailer Amazon.com [18].
for eleven networks, for both the traditional eigenvector centrality and the non-backtracking version. The synthetic networks are generated using the random-graph-plus-hub model described here and using the configuration model with power-law degree distribution and in each case there is evidence of localization in the eigenvector centrality in the regimes where it is expected and not otherwise, but no localization at all, in any case, for the non-backtracking centrality. A similar picture is seen in most of the real-world networks—localization in the eigenvector centrality but not the non-backtracking version (e.g., the circuit network) or localization in neither case (e.g., the collaboration network). In at least one network, however (the co-purchasing network), localization appears to persist even when using the non-backtracking centrality. It is unclear what the origin of this behavior is, but it is known that there are other mechanisms by which high-lying eigenvalues can be generated in the spectrum of the adjacency matrix, such as the presence of cliques (completely connected subgraphs), and these too could give rise to localization-like phenomena.

In conclusion, we have shown that the widely used network measure known as eigenvector centrality fails under commonly occurring conditions because of a localization transition in which most of the weight of the centrality concentrates on a small number of vertices. The phenomenon is particularly visible in networks with high-degree hubs or power-law degree distributions, which includes many important real-world examples. We propose a new spectral centrality measure based on the non-backtracking matrix which rectifies the problem in some cases, giving values similar to the standard eigenvector centrality in well behaved cases, but avoiding localization in cases where the standard measure fails. In applications to real-world networks the new measure seems to give significant advantages on some networks, although localization is still visible in some networks. Further work is needed to fully understand the behavior of the measure.
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