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Abstract—In this paper, it is proved that dictionary learning and sparse representation is invariant to a linear transformation. It subsumes the special case of transforming/projecting the data into a discriminative space. This is important because recently, supervised dictionary learning algorithms have been proposed, which suggest to include the category information into the learning of dictionary to improve its discriminative power. Among them, there are some approaches that propose to learn the dictionary in a discriminative projected space. To this end, two approaches have been proposed: first, assigning the discriminative basis as the dictionary and second, perform dictionary learning in the projected space. Based on the invariance of dictionary learning to any transformation in general, and to a discriminative space in particular, we advocate the first approach.

Index Terms—Dictionary learning, discriminative projected space, linear transformation, sparse representation, supervised learning.

I. INTRODUCTION

There are many mathematical models with varying degrees of success to describe data, among which dictionary learning and sparse representation (DLSR) have attracted the interest of many researchers in various fields. Dictionary learning and sparse representation are two closely-related topics that have roots in the decomposition of signals to some predefined basis, such as the Fourier transform. Representation of signals using predefined basis is based on the assumption that these bases are sufficiently general to represent any kind of signal. However, recent research shows that learning the basis from data, instead of using predefined ones, leads to state-of-the-art results in many applications such as texture classification [11–13], face recognition [4–6], image denoising [7, 8], biomedical tissue characterization [9–11], motion and data segmentation [12, 13], data representation and column selection [14], and image super-resolution [15].

In classical dictionary learning and sparse representation (DLSR), the main goal is to represent a signal/data sample using a few dictionary atoms, i.e., sparsely, by minimizing a loss function. The most common loss function is the mean-squared error between the original signal and the reconstructed one. To induce the sparsity, a sparsity inducing penalty is introduced into the formulation. Although the most natural sparsity inducing function is $\ell_0$ norm, since it causes the resulting optimization problem to be non-convex, $\ell_1$ norm, as the convex envelop of $\ell_0$ norm, is usually used instead [16].

To provide a mathematical formulation, let $X = [x_1, x_2, ..., x_n] \in \mathbb{R}^{p \times n}$ be a set of $n$ finite training data samples with the dimensionality of $p$. The classical DLSR optimization problem using mean-squared error as the loss function and $\ell_1$ norm as the sparsity regularization term is as follows:

$$L(X, D, \alpha) = \min_{D, \alpha} \sum_{i=1}^{n} (\frac{1}{2} \|x_i - D\alpha_i\|_2^2 + \lambda \|\alpha_i\|_1),$$

where $D \in \mathbb{R}^{p \times k}$ is the dictionary with $k$ atoms, $\alpha \in \mathbb{R}^{k \times n}$ is the sparse coefficients, and $\alpha_i$ is the $i^{th}$ column of $\alpha$.

In [1], the main goal is to minimize the reconstruction error between the original signal and its sparse representation. While this is important in applications such as denoising, inpainting, and coding, it does not lead to an optimal dictionary when classification is the primary task [17].

To compute a discriminative dictionary, which is more desired when the ultimate goal is to classify the signals in hand, a branch of DLSR has been recently introduced, which is appropriately called supervised dictionary learning (SDL) [11, 5, 6, 17–30]. Most SDL methods try to include the category information into the learning of the dictionary to enhance the discrimination power of the learned dictionary. For a recent review on the SDL methods, the interested reader is urged to refer to [27].

Among the proposed SDL approaches in the literature, there have recently been some approaches that suggest learning the dictionary and corresponding sparse coefficients in a more discriminative projected space to fulfil the needs for a supervised dictionary learning. To this end, while both Gangeh et al. [27] and Zhang et al. [28] propose transforming/projecting the data to a discriminative space, the former uses the projection basis as the dictionary elements, whereas the latter suggests performing dictionary learning and sparse representation in the

\[ \|x\|_0 = \#\{i : x_i \neq 0\}. \]
projected space. In other words, in [27], the transformation itself is considered as the dictionary whereas in [28], the dictionary is learned in the projected space after the transformation is applied. Although the criteria used for making the projected space discriminative are different in the two approaches, our focus is not on the discrimination criteria in this paper, but on the way to learn the dictionary.

In this paper, we prove that dictionary learning is invariant to a linear transformation. This means that performing DLSR in a linearly transformed space does not lead to any different solution than the original space. In the proof, no assumption (such as orthonormality, etc.) has been made on the transformation and hence, it is general and includes any linear transformation. This subsumes the special case of projecting the data to a discriminative (in any sense) space. Therefore, projecting the data to a discriminative space first and then learning the dictionary in the projected space can be, for example, used as the dictionary method in [28] does not make any difference with learning the dictionary in the original space. Instead, as proposed in [27], the basis in the projected space can be, for example, used as the dictionary elements.

The invariance of learning the dictionary and subsequently the sparse coefficients to a linear (possibly more discriminative) transformation is an important property of DLSR. The main contribution of this paper is providing the mathematical proof for this invariance.

The organization of the rest of the paper is as follows: in Section II we provide the mathematical proof that dictionary learning and sparse representation is invariant to any linear transformation. In Section III we use the invariance property of DLSR to a linear transformation and discuss it in the context of supervised dictionary learning by presenting a case study for two different suggested approaches in the literature for learning the dictionary in a (discriminative) projected space. Finally in Section IV we provide some suggestions on how to compute dictionary in a projected space and conclude the paper.

II. INVARIANCE OF DLSR TO A LINEAR TRANSFORMATION

In this section, we show that learning the dictionary and sparse coefficients is invariant to a linear transformation of the data to another space. To this end, we compute the dictionary and coefficients in the original space as well as the transformed space and show that these computations lead to same solutions.

To learn the dictionary in the original space, we suppose that \( X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{p \times n} \) are \( n \) finite \( p \)-dimensional training samples, from which the dictionary \( D_o \in \mathbb{R}^{p \times k} \) (\( D_o \) is the dictionary in the original space) and coefficients \( \alpha \in \mathbb{R}^{k \times n} \) are to be learned. This can be done using the formulation provided in (1). However, since (1) is non-convex when both the dictionary and coefficients are unknown, as is common in DLSR literature [20], [31], the solution for the optimization problem given in (1) alternates between sparse coding and dictionary updating. In the step of dictionary updating, using the given set of training samples \( X \) in the original space and a fixed set of sparse coefficients \( \alpha \), we need to solve the least square problem from the reconstruction term in (1) as follows

\[
\min_{D_o} \sum_{i=1}^{n} \| x_i - D_o \alpha_i \|_2^2, \tag{2}
\]

which can be rewritten in matrix form as

\[
\min_{D_o} \| X - D_o \alpha \|_F^2, \tag{3}
\]

where \( \| . \|_F \) is the Frobenius norm.\(^3\)

To solve the optimization problem given in (3), we take its derivative in respect to the dictionary \( D_o \), and perform a few manipulations as follows

\[
\frac{\partial}{\partial D_o} \| X - D_o \alpha \|_F^2 = \frac{\partial}{\partial D_o} \text{tr}( (X - D_o \alpha)^T (X - D_o \alpha) ) \\
= \frac{\partial}{\partial D_o} [ \text{tr}(X^T X) - 2\text{tr}(X^T D_o \alpha) + \text{tr}(\alpha^T D_o^T D_o \alpha) ] \\
= -2X \alpha^T + 2D_o \alpha \alpha^T,
\]

where \( \text{tr} \) is the trace operator.

By equating the above derivative to zero and solving for \( D_o \), we obtain

\[
D_o = X \alpha^T (\alpha \alpha^T)^{-1}, \tag{4}
\]

which is the dictionary in the original space.

Now, we address the problem of learning the dictionary \( D_i \in \mathbb{R}^{p \times k} \) in the transformed space. Suppose that there exists a transformation \( U \in \mathbb{R}^{p \times m} \). To perform dictionary learning and sparse representation in the transformed space \( U^T X \), we need to solve the following optimization problem

\[
\min_{D_o, \alpha} \sum_{i=1}^{n} \left( \| U^T x_i - U^T D_o \alpha_i \|_2^2 + \lambda \| \alpha_i \|_1 \right), \tag{5}
\]

which has to be again solved iteratively and alternately between the sparse coding and dictionary updating steps. At the dictionary update step, with a given set of sparse coefficients \( \alpha \), in the transformed space of \( U^T X \), we need to minimize the reconstruction error in the transformed space, i.e.,

\[
\min_{D_i} \| U^T X - U^T D_i \alpha \|_F^2. \tag{6}
\]

To solve the optimization problem given in (6), similar to the steps followed for the computation of the dictionary in the original space, we take the derivative in respect to the dictionary \( D_i \), and perform a few manipulations as follows

\[
\frac{\partial}{\partial D_i} \| U^T X - U^T D_i \alpha \|_F^2 = \frac{\partial}{\partial D_i} \text{tr}( (U^T X - U^T D_i \alpha)^T (U^T X - U^T D_i \alpha) ) \\
= \frac{\partial}{\partial D_i} [ \text{tr}(X^T U U^T X) - 2\text{tr}(X^T U U^T D_i \alpha) + \text{tr}(\alpha^T D_i^T U U^T D_i \alpha) ] \\
= -2UU^T X \alpha^T + 2UU^T D_i \alpha \alpha^T.
\]

\(^3\)The Frobenius norm of a matrix \( X \) is defined as \( \| X \|_F = \sqrt{\sum_{i,j} (x_{i,j}^2)} \).
By equating the above derivative to zero we obtain
\[
UU^T D_t \alpha \alpha^T = UU^T X \alpha^T. \tag{7}
\]

Now consider the system of equations \( AD_t C = B \), where the matrices \( A, B, \) and \( C \) are known and \( D_t \) is unknown. It is known that if there exist Moore-Penrose pseudo-inverses \( [32] \) (or in short pseudo-inverses) \( A^\dagger \) and \( C^\dagger \) of \( A \) and \( C \), respectively, such that the following condition is satisfied
\[
AA^\dagger BC^\dagger C = B, \tag{8}
\]
then the system of equations \( AD_t C = B \) can be solved for \( D_t \), and
\[
D_t = AA^\dagger B + Y - A^\dagger AYCC^\dagger \tag{9}
\]
is a solution for any matrix \( Y \in \mathbb{R}^{p \times k} \). [33], [34].

Now, we show that the condition provided in (8) is held. As shown in (7), suppose \( A = UU^T, B = UU^T X \alpha^T \), and \( C = \alpha \alpha^T \), where \( A \in \mathbb{R}^{p \times p}, B \in \mathbb{R}^{p \times k} \), and \( C \in \mathbb{R}^{k \times k} \). Replacing these values of \( A, B, \) and \( C \) into the left side of condition given in (8), it converts to
\[
UU^T(UU^T)^\dagger UU^T X \alpha^T (\alpha \alpha^T)^\dagger (\alpha \alpha^T) = UU^T X \alpha^T. \tag{10}
\]
According to the definition of pseudo-inverse of a matrix \( [32] \), \( AA^\dagger A = A \) and hence, \( UU^T(UU^T)^\dagger UU^T = UU^T \). On the other hand, \( C = \alpha \alpha^T \) is square and full rank as \( k < n \), and therefore, \( C^\dagger = C^{-1} \). Thus, \( UU^T(UU^T)^\dagger UU^T X \alpha^T (\alpha \alpha^T)^\dagger (\alpha \alpha^T) = UU^T X \alpha^T, \) i.e., the condition \( AA^\dagger BC^\dagger C = B \) given in (8) is held and the solution provided in (9) is indeed a valid solution for \( D_t \).

By replacing the values of \( A, B, \) and \( C \) in (9), we obtain the dictionary in the transformed space as follows
\[
D_t = (UU^T)^\dagger UU^T X \alpha^T (\alpha \alpha^T)^{-1} + Y - (UU^T)^\dagger UU^T Y. \tag{10}
\]

To derive (10), we have used the identity \( CC^\dagger = I \).

Two cases can be considered for the solution provided in (10) as described below:

1. If \( (UU^T)^\dagger UU^T = I \) \((m \geq p)\), then \( D_t = X \alpha^T (\alpha \alpha^T)^{-1} = D_o \). The solution is unique and the same as the dictionary computed in the original space.
2. However, in case of \( (UU^T)^\dagger UU^T \neq I \), i.e., \( m < p \), there are infinitely many solutions for \( D_t \) depending on the matrix \( Y \in \mathbb{R}^{p \times k} \), including \( Y = X \alpha^T (\alpha \alpha^T)^{-1} \). Replacing this particular \( Y \) into the solution provided for \( D_t \) in (10) leads to a solution as follows
\[
D_t = (UU^T)^\dagger UU^T X \alpha^T (\alpha \alpha^T)^{-1} + X \alpha^T (\alpha \alpha^T)^{-1} - (UU^T)^\dagger UU^T X \alpha^T (\alpha \alpha^T)^{-1},
\]
in which the first and last terms cancel each other out and hence, \( D_t = X \alpha^T (\alpha \alpha^T)^{-1} = D_o \). This means that \( D_t = D_o \) is still a solution, but there are infinitely many other solutions that are as good as \( D_o \).

In both cases, the dictionary learned in the transformed space is the same as the dictionary learned in the original space. In the latter case, however, the solution is not unique and there exist infinitely many other solutions, which are as good as the dictionary learned in the original space.

It is worthwhile to mention that in the proof, no assumption (such as orthonormality) has been made on the transformation and hence, it can be any linear transformation. This includes any transformation that projects the data to a possibly discriminative space and we discuss it in the context of supervised dictionary learning in next section. However, the conclusion made in this paper is general and includes any linear transformation whether it is discriminative or not.

### III. Dictionary in Projected Space-A Case Study

In this section, we provide an overview of two recently proposed SDL methods in the literature that suggest projection to a more discriminative space. The two methods introduce two different techniques for projecting the data to a more discriminative space, one by using Hilbert-Schmidt independence criterion (HSIC) to project the data to a space where the dependency between the data and class labels is maximized, the other by projecting the data to a space where the ratio of intra-class to inter-class reconstruction errors is minimized. Although understanding the methods to project to a more discriminative space may not be strictly essential here – as our emphasis is on how to learn the dictionary and corresponding sparse coefficients in the projected space – a brief description of projecting methods provide an insight on the two SDL approaches, as described in the following two subsections. It is important, however, to note that the two methods propose two different dictionary learning in the projected space: the former by using the basis of the discriminative space as the dictionary (Subsection III-A); and the latter learning the dictionary in a discriminative projected space (Subsection III-B).

#### A. Basis of Projected Space as Dictionary-HSIC-Based Dictionary Learning

In [27], Gangeh et al. have proposed to assign the (discriminative) transformation to the dictionary. To make the projected space discriminative, Hilbert-Schmidt independence criterion (HSIC) [35] has been used, using which the dependency between the data samples and the corresponding labels has been maximized. HSIC is a kernel-based independence measure between two random variables \( X \) and \( Y \) [36]. It computes the Hilbert-Schmidt norm of the cross-covariance operators in reproducing kernel Hilbert Spaces (RKHSs) [36], [37].

In practice, HSIC is estimated using a finite number of data samples. Let \( Z := \{(x_1, y_1), ..., (x_n, y_n)\} \subseteq X \times Y \) be \( n \) independent observations drawn from \( p := p_{X \times Y} \). The empirical estimate of HSIC can be computed using [33], [36]
\[
\text{HSIC}(Z) = \frac{1}{(n-1)^2} \text{tr}(KHLH), \tag{11}
\]
where \( \text{tr} \) is the trace operator, \( H, K, L \in \mathbb{R}^{n \times n}, K_{i,j} = k(x_i, x_j), L_{i,j} = I(y_i, y_j), \) and \( H = I - n^{-1}ee^T \) (\( I \) is the identity matrix, and \( e \) is a vector of \( n \) ones, and hence, \( H \) is the centering matrix). According to (11), maximizing the empirical estimate of HSIC, i.e., \( \text{tr}(KHLH) \), will lead to the maximization of the dependency between the two random variables \( X \) and \( Y \).
To compute the projected space of maximum dependency between the data and class labels, it has been proposed in [27] to solve the following optimization problem

$$\max_U \text{tr}(U^\top XHLHX^\top U),$$

subject to $U^\top U = I$ \hspace{1cm} (12)

where $X = [x_1, x_2, ..., x_n] \in \mathbb{R}^{p \times n}$ is $n$ data samples with the dimensionality of $p$; $H$ is the centering matrix, and its function is to center the data, i.e., to remove the mean from the features; $L$ is a kernel on the labels $y \in \mathbb{R}^n$; and $U$ is the transformation that maps the data to the space of maximum dependency with the labels. According to the Rayleigh-Ritz Theorem, the solution for the (12) is the top eigenvectors of $\Phi = XHLHX^\top$ corresponding to its largest eigenvalues.

To explain how the optimization problem provided in (12) leads to a dictionary in the space of maximum dependency with the labels, using a few manipulations, we note that the objective function given in (12) has the form of the empirical HSIC given in (11), i.e.,

$$\max_U \text{tr}(U^\top XHLHX^\top U) = \max_U \text{tr}(X^\top UU^\top XHLH) = \max_U \text{tr}
\left(\left(U^\top X \right)^\top U^\top X \right)HLH = \max_U \text{tr}(KHLH),$$

(13)

where $K = (U^\top X)^\top U^\top X$ is a linear kernel on the transformed data in the subspace $U^\top X$. To derive (13), it is noted that the trace operator is invariant under cyclic permutation.

Now, it is easy to observe that the form given in (13) is the same as the empirical HSIC in (11) up to a constant factor and therefore, it can be easily interpreted as transforming centered data $X$ using the transformation $U$ to a space where the dependency between the data and class labels is maximized.

As described in [27], the computed transformation $U$, which is the basis of the space of maximum dependency between the data and class labels, constructs the dictionary. Based on the proof provided in Section II, no further dictionary learning and sparse representation is needed in the transformed/projected space as learning the dictionary (and sparse coefficients) are invariant to this transformation. However, the transformation provides the directions of maximum discrimination in the sense described above and hence, by assigning them to the dictionary, the dictionary atoms are indeed the directions of maximum separation (in the same sense), which is the ultimate goal in the design of a discriminative dictionary for classification tasks.

After finding the dictionary $D = U$, the sparse coefficients can be computed using the formulation given in (1) [27].

B. Learning Dictionary in Projected Space-Simultaneous Discriminative Projection and Dictionary Learning

Similar to the HSIC-based SDL, Zhang et al. [28] have also proposed to project the data to a more discriminative (in some sense, which will be defined in next lines) space. However, instead of assigning the discriminative projected space to the dictionary as has been proposed in HSIC-based SDL, the dictionary is learned in the projected space. To this end, they propose to first project the data to an orthogonal space where the intra- and inter-class reconstruction errors are minimized and maximized, respectively, and subsequently learn the dictionary and the sparse representation of the data in this space. Intra-class reconstruction error for a data sample $x_i$ is defined as the reconstruction error using the dictionary atoms in the ground-truth class of $x_i$ under the metric $UU^\top$ ($U$ is the projection to be learned), whereas inter-class error is defined as the reconstruction error using the dictionary atoms other than ground-truth class of $x_i$ under the same metric.

To provide the mathematical formulation, given a set of training set $X \in \mathbb{R}^{p \times n}$, the task is to learn a discriminative transformation/projection $U \in \mathbb{R}^{p \times m}$, where $m \leq p$ is the number of basis, and dictionary $D \in \mathbb{R}^{p \times k}$, using the optimization problem given as

$$\min_{U, D} \frac{1}{n} \sum_{i=1}^{n} \left( S_\beta(R(x_i)) + \lambda \|\alpha_i\|_1 \right)$$

subject to $U^\top U = I$ \hspace{1cm} (14)

where $S_\beta(x) = \frac{1}{1+\beta^x}$ is a sigmoid function centered at 1 with the slope of $\beta$, and $R(x_i)$ is the ratio of intra- to inter-class reconstruction errors. $S_\beta(R(x_i))$ can be intuitively considered as the inverse classification confidence and by minimizing this term over the training samples in the objective function of (14), the discriminative projections $U$ and dictionary $D$ are empirically learned subject to a sparsity constraint imposed as the second term in (14).

In (14), $\alpha_i$ is the sparse representation of the projected data sample $U^\top x_i$ in the space of dictionary learned in the projected space $U^\top D$, i.e.,

$$\hat{\alpha}_i = \min_{\alpha} \left( \|U^\top x_i - U^\top D\alpha_i\|^2_2 + \lambda \|\alpha\|_1 \right).$$

(15)

The optimization problem given in (14) and (15) has to be solved alternately between sparse coding (using (15) with $U$ and $D$ fixed) and learning the dictionary and projected space (using (14) with fixed sparse coefficients $\alpha$).

As can be seen, it is proposed here to learn the dictionary and sparse coefficients in the projected space. However, since the transformation does not have a closed-form solution, its learning is also performed simultaneously using gradient descent, which may lead to a suboptimal solution as it may get stuck in a local minima. Based on the invariance of DLSR to projecting data to a discriminative space, this approach may not lead to any different solution other than the one learned in the original space, and hence is not recommended.

IV. DISCUSSION AND CONCLUSION

In this paper, we provided a mathematical proof for the invariance of the dictionary learning to a linear transformation. In the proof, no assumption, such as orthonormality, was made on the transformation/projection and therefore, the projection can be any linear transformation, which makes the conclusion sufficiently general to include a broad range of transformations including discriminative projections.
Since projection to a discriminative space has been recently introduced in the literature of supervised dictionary learning (SDL) as a means to enhance the discriminative power of the learned dictionary, which is highly desired when the ultimate goal is the classification of provided data samples, we investigated two different recently proposed SDL methods as special cases that suggest such a transformation. While the two methods propose two different criteria for making the projected space discriminative, i.e., one based on the maximizing the dependency between the data and the class labels using Hilbert-Schmidt independence criterion, and the other based on minimizing the ratio of intra-to inter-class reconstruction errors, the focus of the paper is not on the discrimination criterion but on how to learn the dictionary and subsequently the sparse coefficients in the projected space.

W.r.t the learning dictionary in the projected space, HSIC-based SDL [27] suggests assigning the basis of learned projected space to the dictionary, whereas simultaneous discriminative projection and dictionary learning [28] proposes to learn the dictionary in the projected space. In this paper, we showed that the latter leads to the same solution for the dictionary as in the original space and hence, the dictionary learned is not more discriminative than the original space. In other words, we showed that learning the dictionary (and subsequently the sparse coefficients) is invariant to projection to another (discriminative) space.

It is worthwhile to highlight here that in our proof in Section 11 it was assumed that the optimal projection space has already been computed and is available (like HSIC-based method). However, in Zhang et al. method [28], the projected space is learned along with the dictionary in an alternating minimization scheme using gradient descent. This leads to a suboptimal solution for the projected space as the optimization formulation when both the dictionary and projected space are unknown is non-convex and by finding the solution using gradient descent, a local minima may be found.

Based on the invariance of learning the dictionary and sparse representation to projecting data to a discriminative space, we recommend that instead of learning the dictionary in the projected space, the learned basis for the projected space is used as the dictionary directly. This has another advantage as the dictionary is the same as the basis of the transformation/projection. Therefore, the optimal projected space can be computed using the optimization problem defined based on the discrimination criterion for the projected space not in a suboptimal way using gradient descent by alternating between learning the dictionary and the projected space.
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