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Abstract

We develop in a systematic fashion the idea of gauging 1d-space translations with fixed Newtonian time for nonrelativistic matter (particles and fields). By starting with a nonrelativistic free theory we obtain its minimal gauge invariant extension by introducing two gauge fields with a Maxwellian self interaction. We fix the gauge so that the residual symmetry group is the Galilei group and construct a representation of the extended Galilei algebra. The reduced $N$-particle Lagrangian describes geodesic motion in a $(N-1)$-dimensional (Pseudo-) Riemannian space. The singularity of the metric for negative gauge coupling leads in classical dynamics to the formation of geometric bags in the case of two or three particles. The ordering problem within the quantization scheme for $N$-particles is solved by canonical quantization of a pseudoclassical Schrödinger theory obtained by adding to the continuum generalization of the point-particle Lagrangian an appropriate quantum correction. We solve the two-particle bound state problem for both signs of the gauge coupling. At the end we speculate on the possible physical relevance of the new interaction induced by the gauge fields.
1 Introduction

Gauging a symmetry may be called the leading principle for the construction of fundamental interactions in physics (cp. [1]).

Not only internal symmetry groups are gauged (\(U(1)\) in QED, \(SU(N)\) in QCD) but space time symmetries are gauged too (Poincaré group in general relativity).

But the gauge principle not only determines a vast amount of relativistic physics as elementary or gravitational physics, it is also of importance in condensed matter physics (description of the Fractional Quantum Hall effect by an abelian gauge field with a Chern-Simons term minimally coupled to charged matter). Therefore we may ask the question of the importance of the gauge principle in nonrelativistic physics quite generally. What about gauging the Galilei group? In recent work by De Pietri et al. [2] this task has been taken up for a single point particle and extended systems in \((3 + 1)\)-dimensions. But the authors of [2] started with the nonrelativistic limit of general relativity and threw away all fields not coupled to matter in this limit. In this respect our work will be completely different from [2]. Our leading principles are:

i) We begin with a nonrelativistic free theory of matter which is invariant with respect to global Galilei transformations,

ii) we ask for the smallest number of gauge fields with a minimal coupling Lagrangian leading to a gauge invariant theory.

In contrast to [2] the main aim of our gauging procedure is the determination of the interaction between the constitutents of matter (point particles or fields) induced by the gauge fields.

In a recent letter [3] we started to work out this idea with the simplest example: Classical point particles moving on a line or on a circle. The underlying global transformations are 1d-space translations whose gauging leads to general coordinate transformations at fixed Newtonian time. The minimal coupling Lagrangian for this example contains only two gauge fields with a Maxwellian interaction term. In particular we don’t introduce an additional dilaton field as in \((1 + 1)\)-gravity [4].
The arbitrary gauge function in the solution for the gauge field has been chosen such, that the Galilei group appears as the residual symmetry group. In the present paper we will give a full account of [3] for point particles on the line, extend the work to the case of fields and treat the quantization of particles and fields.

Our paper is organized as follows: In section 2 we review the point particle case from [3] and give a continuum generalization in terms of hydrodynamic field variables. In addition we discuss the local conservation law following from Noether’s theorem. Section 3 is devoted to a full discussion of the gauge fixing problem with Galilei symmetry as the resulting residual symmetry. In section 4A we give the reduction of our Lagrangian to matter variables by using the symplectic Hamiltonian procedure and discuss the resulting $N$-particle dynamics as geodesic motion in a $(N-1)$-dimensional (Pseudo-) Riemannian space. The representation of the extended Galilei algebra with the total mass as central charge is treated in section 4B. We continue the discussion of classical physics with the string-like behaviour of the two-particle system in section 4C. In particular we obtain a dynamically determined geometric bag model for two or three particles in the case of a negative gauge coupling (section 4D). After a discussion of the ordering problem within the quantization scheme for point particles in section 5A we enlarge our hydrodynamic field theory to a pseudo-classical Schrödinger theory by adding a quantum correction term (section 5B). The canonical quantization of this Schrödinger theory will be treated in section 5C. In this way we give a solution of the ordering problem for the $N$-particle Hamilton operator. Section 6 gives an analytic solution for the two-particle bound state problem for both signs of the gauge coupling. Finally, section 7 contains some final remarks including an outlook on subsequent work.
2 Minimal-coupling Lagrangian

A) Point particles

We start with \( N \) nonrelativistic particles in free motion on a line \((\mathbb{R}^1)\) described by the Lagrangian\(^1\)

\[
L_0 = \frac{1}{2} \sum_{\alpha = 1}^{N} (\dot{x}_\alpha(t))^2
\]  

(2.1)

The equations of motion (EOM) following from (2.1)

\[
\ddot{x}_\alpha = 0
\]

(2.2)

are invariant with respect to global Galilei-transformations

\[(x, t) \rightarrow (x', t')\]

(2.3)

with

\[
x' = x + a + vt
\]

(2.4)

and

\[
t' = t + b
\]

(2.5)

where the parameters \( a, v \) and \( b \) take values in \( \mathbb{R}^1 \). Now we generalize (2.4) to a local transformation, given in infinitesimal form by

\[
\delta x = a(x, t)
\]

(2.6)

where \( a(x, t) \) is an arbitrary, twice differentiable and bounded function of its arguments. Eq. (2.6) describes local space translations (including local boosts). We keep time translations with a constant \( b \) (cp. (2.5)).

Obviously the EOM (2.2) are not invariant with respect to the transformation (2.6). In order to repair that, we introduce two gauge fields \( h(x, t) \) and \( e(x, t) \) and replace \( \dot{x} \) for each particle in (2.1) by the function\(^2\)

\[
\xi = h(x, t)\dot{x} + e(x, t).
\]

(2.7)

---

\(^1\)For reasons of simplicity we give all particles the same mass \( m = 1 \) in appropriate units.

\(^2\)Our procedure differs from the corresponding one in [2] applied to one space dimension. In [2] \( L_0 \) would be replaced by a polynomial of second order in \( \dot{x} \) requiring three gauge fields instead of two.
Invariance of $\xi$ with respect to (2.6) requires the following transformation rules for the gauge fields

$$\delta h = -h \partial_x a, \quad \delta e = -h \partial_t a$$

(2.8)

where

$$\delta f(x, t) := f'(x + \delta x, t + \delta t).$$

(2.9)

With (2.7) we supply the minimal gauge invariant extension for the particle velocities $\dot{x}_\alpha$.

In agreement with (1 + 1)-gravity (cp. [5]) we conclude from (2.7) and (2.8) that our gauge fields $e(x, t)$ and $h(x, t)$ are components of the Zweibein $\{E^b_\mu\}$ with components $\{E^0_\mu\} = (1, 0)$ and $\{E^1_\mu\} = (e, h)$. In our case the vector $\{E^0_\mu\}$ is trivial because time has been held fixed up to translations with a constant.

Now $L_0$ in (2.1) has to be replaced by

$$L_{\text{matter}} = \frac{1}{2} \sum_{\alpha=1}^{N} (\xi_\alpha(t))^2$$

(2.10)

with

$$\xi_\alpha(t) := h_\alpha(t) \dot{x}_\alpha(t) + e_\alpha(t)$$

(2.11)

where we defined

$$f_\alpha(t) := f(x_\alpha(t), t)$$

(2.12)

for an arbitrary field $f(x, t)$.

We must supplement (2.10) by an invariant (or quasi-invariant) Lagrangian $L_{\text{field}}$ describing the self-interaction of the gauge fields. Let us define a field strength $F$

$$F := \frac{1}{h} (\partial_t h - \partial_x e)$$

(2.13)

From (2.9) we obtain easily the commutator between $\partial$ and any partial differentiation $\partial \in (\partial_t, \partial_x)$

$$\delta \partial f = \partial \delta f - (\partial a) \partial_x f.$$ 

(2.14)

We infer from (2.8) and (2.14) that our field strength $F$ is gauge invariant

$$\delta F = 0.$$ 

(2.15)
Therefore, any integral of the form

$$\int_{\mathbb{R}^1} d\mu_t(x)K(F(x,t))$$  \hspace{1cm} (2.16)$$

with the invariant measure

$$d\mu_t(x) := h(x,t)dx$$  \hspace{1cm} (2.17)$$

is a candidate for $L_{\text{field}}$. The simplest, nontrivial example for $K$ is a quadratic

$$K(Z) = Z^2$$  \hspace{1cm} (2.18)$$

With this Maxwellian choice for $L_{\text{field}}$ our action takes the form

$$S = \int dt(L_{\text{matter}} + L_{\text{field}})$$  \hspace{1cm} (2.19)$$

with

$$L_{\text{field}} = \frac{1}{2\lambda} \int dx h(x,t)F^2(x,t)$$  \hspace{1cm} (2.20)$$

where $\lambda$ is a coupling strength. With our Zweibein $\{E^b_\mu\}$ we identify $hF$ as the only nonvanishing component of the torsion tensor and (2.20) as the related local quadratic Lagrangian (cp. [7]).

By varying $S$ with respect to $x_\alpha$ we get the particle-EOM

$$\dot{\xi}_\alpha + \xi_\alpha F_\alpha = 0.$$  \hspace{1cm} (2.21)$$

For the following it is advantageous to replace the Lagrangian (2.10) by its 1st-order form

$$L_{\text{matter}} = \sum_\alpha \xi_\alpha(h_\alpha \dot{x}_\alpha + e_\alpha) - \frac{1}{2} \sum_\alpha \xi_\alpha^2$$  \hspace{1cm} (2.22)$$

Variation of $S$ with respect to $\xi_\alpha$ leads to (2.11) now as a constraint rather than a definition.

B) Fields

The continuum generalisation of the Lagrangian (2.22) will be given in analogy to the case of free particles [6] in terms of hydrodynamics variables $\rho(x,t)$ and $\theta(x,t)$. 
describing a density field and a potential field respectively. Therefore we look for a Lagrangian $L_{\text{matter}}$ such that for the particular choice

$$\rho(x,t) = \frac{1}{h(x,t)} \sum_\alpha \delta(x - x_\alpha(t)) \quad (2.23)$$

and the identification

$$\xi(x,t) := \frac{1}{h(x,t)} \partial_x \theta(x,t) \quad (2.24)$$

we obtain up to a total time-derivative the expression (2.22).

It can easily be shown that the desired expression for $L_{\text{matter}}$ is given by

$$L_{\text{matter}} = - \int d\mu_t (x) \rho(x,t) (D_t \theta)(x,t) - \frac{1}{2} \int d\mu_t (x) \rho(x,t) (D \theta)^2(x,t) \quad (2.25)$$

where the invariant derivatives $D$ and $D_t$ are defined by means of the inverse Zweibein $\{\tilde{E}_b^u\}$

$$D := \tilde{E}_1^1 \partial_x = \frac{1}{h(x,t)} \partial_x \quad (2.26)$$

and

$$D_t := \tilde{E}_0^u \partial_u = \partial_t - e(x,t) D \quad (2.27)$$

Under the proviso that our hydrodynamic field $e$ and $\theta$ are invariant with respect to local coordinate transformations (2.6)

$$\delta \rho = \delta \theta = 0 \quad (2.28)$$

the invariance of $L_{\text{matter}}$

$$\delta L_{\text{matter}} = 0 \quad (2.29)$$

follows.

This invariance leads by means of Noether's 2nd theorem to a local conservation law

$$\partial_t (\rho \partial_x \theta) + \partial_x (j D \theta - \frac{1}{2\lambda} F^2) = 0 \quad (2.30)$$

where the current $j$ is defined by

$$j := \rho(D \theta - e) \quad (2.31)$$

---

3The factor $1/h$ in front of the r.h.s. of (2.23) arises from the fact that $\rho(x,t)$ is a density with respect to the measure $d\mu_t(x)$. 7
As for any gauge theory the local conservation law (2.30) is nothing but a combination of the EOM for gauge fields and defines a superpotential (cp. [8]):

By varying our action with respect to \( h \) and \( e \) respectively we obtain

\[
\partial_t F = \lambda j D \theta - \frac{1}{2} F^2 \tag{2.32}
\]

and

\[
\partial_x F = -\lambda \rho \partial_x \theta . \tag{2.33}
\]

In order that the boundary term in the derivation of (2.33) vanishes we assumed that \( e \) and \( h \) are finite at spatial infinity and \( F \) vanishes there. The latter requirement leads due to (2.33) to the constraint

\[
\int dx \rho \partial_x \theta = 0 . \tag{2.34}
\]

By inserting (2.32-33) the local conservation law (2.30) is satisfied identically. It follows that the superpotential is proportional to the field strength \( F \) as in electrodynamics. But the corresponding charge vanishes in our case.

Furthermore due to the invariance of \( L_{\text{matter}} \) with respect to the transformation

\[
\theta \rightarrow \theta + \text{const.} \tag{2.35}
\]

we obtain the continuity equation

\[
\partial_t (h \rho) + \partial_x j = 0 . \tag{2.36}
\]

### 3 Gauge fixing

In this section we will show, that the gauge field \( h(x, t) \) is not a dynamical variable but a kinematical entity to be determined by fixing the class of physically admissible frames of reference.

Let us start with introducing a gauge function \( \Lambda \) by

\[
h(x, t) = \partial_x \Lambda(x, t) \tag{3.1}
\]

With the local transformation properties (2.8) and (2.14) we infer from (3.1)
i) The most general form of \( e(x, t) \) is given by

\[
e(x, t) = \partial_t \Lambda(x, t) + \dot{e}(x, t)
\]  

with \( \delta \dot{e} = 0 \) (but in general \( \dot{e} \) depends on \( \Lambda \! \) !)

ii) \( \delta \Lambda = 0 \), or for finite transformations generated by \( a(x, t) \)

\[
\Lambda'(x, t) = e^{-a(x,t)\partial_x} \Lambda(x, t)
\]  

Physically admissible frames of reference in the nonrelativistic regime are inertial frames connected to each other by Galilei transformations. Therefore we have to fix a class of functions \( \{ \Lambda'(x, t) \} \) such that the remaining (residual) symmetry group is the Galilei group only. This means we must look for \( \{ \Lambda' \} \) invariant with respect to transformations generated by

\[
\tilde{a}(x, t) = \alpha + \beta t
\]  

only. This is the case iff

\[
\Lambda'(x, t) = x - (a + vt)
\]  

which is equivalent to fixing the gauge by

\[
h(x, t) = 1
\]  

and demanding

\[
\delta e = -\delta \beta.
\]  

It remains to show that for an arbitrary function \( \Lambda(x, t) \) with \( \partial_x \Lambda \neq 0 \) it is always possible to find a transformation

\[
x \rightarrow x'(x, t)
\]  

such that \( \Lambda'(x', t) \) is given by (3.5). Obviously this goal will be achieved with

\[
x'(x, t) = \Lambda(x, t) + (a + vt)
\]  

since (3.3) may be written as

\[
\Lambda'(x', t) = \Lambda(x, t).
\]
4 Classical dynamics

A) Reduced matter Lagrangian

In order to express our Lagrangian $L$ in terms of matter variables only, we will follow the symplectic Hamiltonian procedure of Faddeev and Jackiw [9].

We enlarge our phase space by an additional field $\pi(x,t)$ and obtain for the canonical 1st order form of $L$

$$L = \int dx ( - \rho \partial_t \theta - \mathcal{H}(x,t) ) \quad (4.1)$$

with (after a partial integration)

$$\mathcal{H}(x,t) := \frac{1}{2} \rho (\partial_x \theta)^2 + \frac{\lambda}{2} \pi^2 - e(\partial_x \pi + \rho \partial_x \theta). \quad (4.2)$$

In (4.2) $e(x,t)$ is a Lagrange-multiplier field. Variation of $S$ with respect to $e$ leads to the constraint

$$\partial_x \pi = - \rho \partial_x \theta \quad (4.3)$$

which has the solution

$$\pi(x,t) = - \frac{1}{2} \int dy \epsilon(x-y) \rho(y,t) \partial_y \theta(y,t) \quad (4.4)$$

where $\epsilon(x) := x/|x|$.

In order that the boundary term arising in the derivation of (4.1-2) vanishes and to obtain $\int dx \pi^2 < \infty$ we have to require a boundary condition at spatial infinity:

$$\pi \big|_{x=\pm \infty} = 0 \quad (4.5)$$

From (4.4) we conclude that (4.5) implies the constraint (cp. (2.34))

$$\int dx \rho(x,t) \partial_x \theta(x,t) = 0 \quad (4.6)$$

i.e. the total canonical momentum of matter has to vanish.

The constraint (4.6) eq. can’t be solved explicitly in terms of dynamical variables. Therefore we have to take into account (4.6) by means of a Lagrange multiplier $v$. 

With that and the insertion of (4.4) into (4.2) we obtain for the reduced matter Lagrangian $L_{\text{red}}$

$$L_{\text{red}} = \int dx (-\rho \partial_t \theta - H_{\text{red}}(x,t)) \quad (4.7)$$

with

$$H_{\text{red}}(x,t) := \frac{1}{2} (\partial_x \theta)^2 + \frac{\lambda}{2} \pi^2 + v \rho \partial_x \theta \quad (4.8)$$

where $\pi(x,t)$ is given by (4.4).

By varying $L_{\text{red}}$ with respect to $\rho$ and $\theta$ we obtain the hydrodynamic EOM

$$\partial_t \theta = -\frac{1}{2} (\partial_x \theta)^2 + e \partial_x \theta \quad (4.9)$$

and the continuity equation (2.36) respectively where the gauge field $e(x,t)$ is given in terms of $\pi(x,t)$ as follows

$$e(x,t) = -v - \frac{\lambda}{2} \int dy \epsilon(x-y) \pi(y,t) \quad (4.10)$$

Using (4.4) and (4.6) $e(x,t)$ may be rewritten as

$$e(x,t) = -v + \frac{\lambda}{2} \int dy |x-y| \rho(y,t) \partial_y \theta(y,t) \quad (4.11)$$

The Lagrange multiplier $v$ will not be determined from the EOM. In accordance with section 3 we choose $v$ as constant, i.e. time independent.

Comparison of the EOM’s derived from $L_{\text{red}}$ with the corresponding Poisson-bracket (PB) relations $\dot{A} = \{A, H_{\text{red}}\}$ for any field $A$ leads to the symplectic structure

$$\{\rho(x,t), \theta(y,t)\} = \delta(x-y) \quad (4.12)$$

with all other PB’s vanishing.

We note that $L_{\text{red}}$ is invariant with respect to time translation too. Therefore our residual symmetry is given by the full Galilei group.

By means of (2.23-24) we may specialize (4.7) to the case of $N$ point particles. We obtain after a partial integration and use of (4.6) up to a total time derivative

$$L_{\text{red}} = \sum_{\alpha} \xi_\alpha (\dot{x}_\alpha - \frac{1}{2} \xi_\alpha - v) + \frac{\lambda}{4} \sum_{\alpha,\beta} |x_{\alpha\beta}| \xi_\alpha \xi_\beta \quad (4.13)$$
where \( x_{\alpha\beta} := x_\alpha - x_\beta \).

From (4.6) we read off the constraint
\[
\sum_{\alpha=1}^{N} \xi_\alpha = 0 \tag{4.14}
\]
which may be solved for \( \xi_1 \) leading to (using the summation convention, indices running from 2 to \( N \))
\[
L'_{\text{red}} = \xi_\alpha \dot{\eta}^\alpha - H_{\text{red}} \tag{4.15}
\]
with
\[
H'_{\text{red}} = \frac{1}{2} g^{\alpha\beta}(\eta) \xi_\alpha \xi_\beta \tag{4.16}
\]
where
\[
\eta^\alpha := x^\alpha - x^1
\]
and
\[
g^{\alpha\beta}(\eta) := \delta^{\alpha\beta} + 1 + \frac{\lambda}{2} (|\eta_\alpha| + |\eta_\beta| - |\eta_\alpha - \eta_\beta|) \tag{4.17}
\]
\( L'_{\text{red}} \) is now independent of \( v \). Galilei symmetry becomes a hidden symmetry.

We observe that \( H'_{\text{red}} \) looks like a free Hamiltonian describing the geodesic motion of one-‘particle’ in a \((N-1)\)-dimensional (Pseudo-) Riemannian space \( M \) with metric \( \{g_{\alpha\beta}\} \) (obtained as the inverse of (4.17)).

By varying the action \( S' = \int dt L'_{\text{red}} \) with respect to \( \xi_\alpha \) we obtain the constraint
\[
\dot{\eta}^\alpha = g^{\alpha\beta}(\eta) \xi_\beta . \tag{4.18}
\]
If we express \( L'_{\text{red}} \) and \( H'_{\text{red}} \) by means of (4.18) in terms of \( \{\eta^\alpha\}, \{\dot{\eta}^\alpha\} \) we obtain
\[
L'_{\text{red}} = H'_{\text{red}} = \frac{1}{2} g_{\alpha\beta}(\eta) \dot{\eta}^\alpha \dot{\eta}^\beta \tag{4.19}
\]
Therefore the Euler-Lagrange equations become the geodesic equations in standard form
\[
\ddot{\eta}^\alpha + \Gamma^\alpha_{\beta\gamma} \dot{\eta}^\beta \dot{\eta}^\gamma = 0 \tag{4.20}
\]
where the \( \Gamma^\alpha_{\beta\gamma} \) are the Christoffel-symbols
\[
\Gamma^\alpha_{\beta\gamma} := \frac{1}{2} g^{\alpha\delta}(\partial_\beta(g_{\gamma\delta}) + \partial_\gamma(g_{\delta\beta}) - \partial_\delta(g_{\beta\gamma})) .
\]
On the other hand the variations of $S'$ with respect to $\eta^\alpha$ leads to the EOM

\[ \dot{\xi}_\alpha = -\frac{1}{2} \partial_\alpha (g^{\beta\gamma}) \xi_\beta \xi_\gamma . \] (4.21)

It is self-evident that the combination of (4.18) and (4.21) leads back to (4.20).

Writing (4.18) and (4.21) in PB-form we infer from (4.16) the canonical symplectic structure

\[ \{\eta^\alpha, \xi_\beta\} = \delta^\alpha_\beta, \quad \{\eta^\alpha, \eta^\beta\} = \{\xi_\alpha, \xi_\beta\} = 0 \] (4.22)

**B) Representation of the extended Galilei algebra**

We have pointed out in section 3 that with the chosen gauge (3.6-7) the residual symmetry group is the Galilei group.

In this section we will show that our classical theory described in section 4A allows a representation of the extended Galilei algebra with one central charge given by the total mass of the system.

In order to have the correct physical insight into each step of the following treatment we consider the case of $N$ point particles first. Afterwards we generalize the results for the case when we are dealing with fields.

It is well known that the appearance of a central charge is related to the quasi invariance of the Lagrangian with respect to the symmetry transformation considered. But our $L_{\text{red}}$ (eq. (4.13)) is invariant with respect to translations and boosts. In order to change this situation for boosts we add to $L_{\text{red}}$ a total time derivative (which leaves the EOM unchanged)

\[ \frac{d}{dt} \left( v \sum \alpha (x_\alpha - \frac{v}{2} t) \right) \] (4.23)

and obtain the 1st order Lagrangian

\[ \tilde{L}_{\text{red}} = \sum \alpha \dot{x}_\alpha (\xi_\alpha + v) + \dot{v} \sum \alpha (x_\alpha - vt) - \tilde{H}_{\text{red}} \] (4.24)

with

\[ \tilde{H}_{\text{red}} := \frac{1}{2} \sum \alpha (\xi_\alpha^2 + v^2) + v \sum \alpha \xi_\alpha - \frac{\lambda}{4} \sum_{\alpha,\beta} |x_{\alpha\beta}| \xi_\alpha \xi_\beta . \] (4.25)
Now $L_{\text{red}}$ is quasiinvariant with respect to infinitesimal boosts $\delta x_\alpha = t\delta \beta$, $\delta v = \delta \beta$

$$\delta L_{\text{red}} = \delta \beta \frac{d}{dt} \sum_\alpha x_\alpha .$$ (4.26)

From (4.24-25) we infer, that our extended phase space will be described by the set of variables $(\{x_\alpha\}, \{p_\alpha\}, v, p_v)$ where

$$p_\alpha := \frac{\partial L_{\text{red}}}{\partial \dot{x}_\alpha} = \xi_\alpha + v$$ (4.27)

$$p_v := \frac{\partial L_{\text{red}}}{\partial \dot{v}} = \sum_\alpha (x_\alpha - vt).$$ (4.28)

We remark that (4.28) is a constraint reducing the degrees of freedom in phase space, but for the following it is necessary to stay in extended phase space.

We define the total canonical momentum $P$ by

$$P := \sum_\alpha p_\alpha$$ (4.29)

and observe that it has the correct physical behaviour with respect to boosts

$$\delta P = N \delta \beta .$$ (4.30)

$\tilde{H}_{\text{red}}$ expressed in terms of phase space variables reads

$$\tilde{H}_{\text{red}} = \frac{1}{2} \sum_\alpha p_\alpha^2 - \frac{\lambda}{4} \sum_{\alpha, \beta} x_{\alpha \beta} (p_\alpha - v)(p_\beta - v).$$ (4.31)

From (4.29) and (4.31) we obtain

$$\{P, \tilde{H}_{\text{red}}\} = 0 .$$ (4.32)

By using the canonical symplectic structure for our phase space variables it is easily seen that the conserved boost generator $K$ leading to the desired PB-relations

$$\{K, P\} = N$$ (4.33)

and

$$\{K, \tilde{H}_{\text{red}}\} = P$$ (4.34)
is given by

\[ K = \sum_\alpha x_\alpha - p_v - tP. \tag{4.35} \]

The r.h.s. of (4.33) describes the total mass of the \(N\)-particle system in units of \(m = 1\). Therefore the equations (4.32-34) constitute a representation of the extended Galilei algebra with one central charge.

According to (2.23-24) the generalization of the foregoing results to the case of fields is obtained by means of the following substitutions

i) add to \(L_{\text{red}}\) (eq. (4.7)) the expression

\[ \frac{d}{dt} \int dx \rho(\theta + vx - \frac{v^2}{2}t) \]

ii) define total momentum \(P\) and boost generator \(K\) respectively by

\[ P := \int dx \rho(\partial_x \theta + v) \]

and

\[ K := \int dxx\rho - p_v - tP. \]

C) String-like behaviour

In the point particle case the \(\pi\)-field (eq. (4.4)) takes the form

\[ \pi(x,t) = -\frac{1}{2} \sum_{\alpha=1}^N \epsilon(x - x_\alpha(t))\xi_\alpha(t) \tag{4.36} \]

with the constraint (4.14). Therefore \(\pi(x,t)\) vanishes outside a closed \(x\)-intervall

\[ \pi(x,t) = 0 \quad \forall x \not\in [\mu_1(t), \mu_2(t)] \tag{4.37} \]

with \(\mu_1(t) := \min \{x_\alpha\}\).

In particular for \(N = 2\) \(\pi(x,t)\) is string-like with point masses at its ends.

From (4.17,20) we obtain the following EOM for relative particle motion \((x := x_1 - x_2)\)

\[ \ddot{x} - \lambda E\epsilon(x) = 0 \tag{4.38} \]
where the conserved energy $E$ is given by

$$E := \frac{1}{4} \frac{\dot{x}^2}{1 + \frac{\lambda^2}{2}|x|}$$

(4.39)

We conclude

i) For $E > 0$ but $\lambda < 0$ the 'string' is always of finite length (bounded motion)

ii) The interparticle potential is proportional to their distance with strength proportional to the energy. This leads according to (4.38-39) to a constant positive (negative) acceleration for $x > 0$ ($x < 0$) for either sign of $\lambda$ (for $\lambda < 0$ if $|x| > 2/|\lambda|$ only) resulting in arbitrary large velocities if time goes on. Therefore the model is unphysical for $\lambda > 0$ and for $\lambda < 0$ if $|x| > 2/|\lambda|$.

iii) For $N = 2$, $M$ is a one-dimensional Riemannian space and therefore flat. This allows by means of the transformation

$$x \to y := \frac{4}{|\lambda|}(1 + \frac{\lambda}{2}|x|)^{1/2}$$

(4.40)

the transition to a 1d-Euclidean space $E_1$

$$E_1 = \begin{cases} [4/\lambda, \infty] & \text{for } \lambda > 0 \\ [0, 4/|\lambda|] & \text{for } \lambda < 0 \end{cases}$$

On $E_1$ we have the free EOM

$$\ddot{y} = 0$$

(4.41)

where the finite end points of $E_1$ are points of reflection.

iv) For $\lambda < 0$ the metric is singular at $|x| = 2/|\lambda|$. The region $|x| > 2/|\lambda|$ is physically disconnected from the region $|x| < 2/|\lambda|$ (energy conservation!)

D) Geometric bags

Let us consider the case of $\lambda < 0$ for $N$-point particles in more detail. In the last section we discovered for $N = 2$ exclusively bounded motion within the region $|x| < 2/|\lambda|$ determined by the singularity of the metric at $|x| = 2/|\lambda|$. This is a geometric bag as a dynamical consequence of our gauge theory. What about $N \geq 3$?
For \( N > 3 \) we are unable to make any statement at present. But in the following we will show that for \( N = 3 \) a geometric bag arises again determined by the singularity of the metric:

Let us consider the energy \( E \) for relative motion (4.19). Because of the symmetry of \( E \) with respect to arbitrary permutations of the particle numbers 1, 2 and 3 it is sufficient for the following to consider the particular ordering

\[
x_1 < x_2 < x_3.
\] (4.42)

Then we obtain from (4.16) and (4.17) with the substitutions

\[
\eta^{i+1} \to \kappa_i := |\lambda|\eta^{i+1} \quad \text{and} \quad \xi^{i+1} \to \xi_i, \quad i = 1, 2
\]

\[
E = \frac{1}{2\lambda^2 D} ((2 - \kappa_2) \dot{\kappa}_1^2 + (2 - \kappa_1) \dot{\kappa}_2^2 - 2(1 - \kappa_1) \dot{\kappa}_1 \dot{\kappa}_2) \] (4.43)

with

\[
D := \det(g^{\alpha\beta}) = 3 - 2\kappa_2 + \kappa_1 (\kappa_2 - \kappa_1)
\] (4.44)

where due to (4.42)

\[
0 < \kappa_1 < \kappa_2.
\] (4.45)

From (4.44-45) we infer that

\[
D \geq 0 \quad \text{if} \quad \kappa_1 < \kappa_2 \leq \kappa_1 + \frac{2\kappa_1 - 3}{\kappa_1 - 2}, \quad \kappa_1 < \frac{3}{2}
\] (4.46)

and \( D < 0 \) in the adjoining region.

Therefore the two curves \( C_i, i = 1, 2 \)

\[
C_1 : \quad \kappa_2 = \kappa_1 + \frac{2\kappa_1 - 3}{\kappa_1 - 2} \quad \text{with} \quad 0 \leq \kappa_1 \leq 3/2
\]

\[
C_2 : \quad \kappa_2 = \kappa_1 \geq 0
\]

form the boundary of a finite region \( B_1 \) in the \((\kappa_1, \kappa_2)\)-plane with vanishing \( D \) on \( C_1 \) corresponding to the singularity of our metric.
From (4.46) we conclude that $E$ is positive within $B_1$
\begin{equation}
E > \frac{1}{2\lambda^2 D(2 - \kappa_1)}((1 - \kappa_1)\dot{\kappa}_1 - (2 - \kappa_1)\dot{\kappa}_2)^2 > 0 \tag{4.47}
\end{equation}
But $E$ becomes infinite on $C_1$ for generic values of $\dot{\kappa}_{1,2}$. Therefore at finite energy particles can’t reach the boundary $C_1$: they are confined within $B_1$.

If we complete the picture by considering in addition to (4.42) the other five possible orderings, we arrive at a finite region $B$ defining a geometric bag for our three particles.

5 Quantization

A) The ordering problem

In quantizing the $N$-particle system described by the Hamiltonian (4.16) and the symplectic structure (4.22) we have according to the canonical quantization recipe to substitute
\begin{equation}
\xi_\alpha \rightarrow p_\alpha(=\frac{\hbar}{i}\frac{\partial}{\partial \eta_\alpha} =: \frac{\hbar}{i}\partial_\alpha) \tag{5.1}
\end{equation}
and
\begin{equation}
\{A,B\} \rightarrow \frac{[A,B]}{i\hbar} \tag{5.2}
\end{equation}
where $[A,B]$ is the commutator of the operators $A$ and $B$ which denote any pair from the phase space set $\{\eta_2,\ldots,\eta_N,p_2,\ldots,p_N\}$. But (5.1) does not specify uniquely the quantum analogon of the Hamiltonian $g^{\alpha\beta}(\eta)\xi_\alpha \xi_\beta$, because the space variables $\{\eta^i\}$ and the momentum variables $\{p_i\}$ become non-commuting operators. This is the well known ordering problem. The only restriction we have is the requirement of hermiticity for the Hamilton operator. But this leaves a whole family of admissible Hamilton operators for a given classical Hamiltonian. Let us illustrate this for the simplest case, $N = 2$. From (4.16) we have
\begin{equation}
H_{class} = (1 + \frac{\lambda}{2}|x|)\xi^2 \tag{5.3}
\end{equation}
From that we obtain two fundamental hermitian Hamilton operators (with respect to the usual inner product)
\begin{equation}
H_0 = p(1 + \frac{\lambda}{2}|x|)p \tag{5.4}
\end{equation}
\[ H_1 = \frac{1}{2}(p^2(1 + \frac{\lambda}{2}|x|) + (1 + \frac{\lambda}{2}|x|)p^2) . \] (5.5)

The most general hermitian Hamilton operator is given by a linear combination

\[ H_\gamma = \gamma H_1 + (1 - \gamma)H_0 , \quad \gamma \in [0, 1] . \] (5.6)

How do they differ from each other? Consider the difference \( H_\gamma - H_{\gamma'} \). By means of Heisenberg’s commutation relations we obtain

\[ H_\gamma - H_{\gamma'} = (\gamma - \gamma')\frac{\hbar^2}{2}\delta(x) . \] (5.7)

Therefore the \( H_\gamma \) differ in the strength of a contact potential. This term being proportional to \( \hbar^2 \) is a quantum correction.

But what we want to quantize are not separate theories for different particle numbers \( N \) but a appropriate field theory with a particle interpretation after quantization. This quantum field theory should lead to a \( N \)-particle amplitude with a definite ordering prescription for the quantum analogon of \( g^{\alpha\beta}(y)\xi_\alpha\xi_\beta \). For this the hydrodynamic field theory described in section 4A is not a suitable starting point. It lacks a particle interpretation after quantization.

**B) The pseudo-classical Schrödinger field**

In order to obtain a particle interpretation after quantization we have to start with a classical complex-valued field \( \psi(x,t) \).

We know of only one complex-valued field which after quantization possesses a particle interpretation in nonrelativistic physics: the Schrödinger field \( \psi(x,t) \).

With the Madelung representation [10]

\[ \psi(x,t) = \sqrt{\rho(x,t)}e^{i\theta(x,t)} \] (5.8)

our hydrodynamic field theory (section 4A)) becomes a Schrödinger field theory by adding to the Lagrangian density in (4.7) a quantum correction term \( 0(\hbar^2) \)

\[ -\frac{\hbar^2}{8\rho(x,t)}(\partial_x \rho(x,t))^2 \] (5.9)
The resulting Lagrangian $L_{\text{red}}$ may be expressed in terms of $\psi$ and $\psi^\dagger$ as follows

$$L_{\text{red}} = \int dx \left[ \frac{i\hbar}{2} (\psi^\dagger \partial_t \psi - (\partial_t \psi^\dagger) \psi) - \mathcal{H}_{\text{red}} \right]$$  \hspace{1cm} (5.10)$$

with

$$\mathcal{H}_{\text{red}}(x,t) := \frac{\hbar^2}{2} |\partial_x \psi|^2 + \frac{\lambda}{2} \pi^2(x,t) + v J(x,t)$$  \hspace{1cm} (5.11)$$

where

$$J(x,t) := -\frac{i\hbar}{2} (\psi^\dagger \partial_x \psi - (\partial_x \psi^\dagger) \psi)$$  \hspace{1cm} (5.12)$$

and

$$\pi(x,t) := -\frac{1}{2} \int dy \epsilon(x-y) J(y,t)$$  \hspace{1cm} (5.13)$$

$\psi(x,t)$ has to be understood as a classical field – because of the appearance of $\hbar$ in (5.10) we call it 'pseudo-classical'.

By varying the action $S$ with respect to $\psi^\dagger$ we obtain the following nonlinear, non-local Schrödinger equation for $\psi(x,t)$

$$i\hbar (\partial_t - e(x,t) \partial_x - \frac{1}{2} (\partial_x e(x,t))) \psi(x,t) = -\frac{\hbar^2}{2} \partial_x^2 \psi(x,t)$$  \hspace{1cm} (5.14)$$

where in analogy to (4.11) we have

$$e(x,t) := -v + \frac{\lambda}{2} \int dy |x-y| J(y,t) \ .$$  \hspace{1cm} (5.15)$$

On the other hand the variation of $S$ with respect to $v$ leads to the constraint

$$\int dy J(y,t) = 0 \ .$$  \hspace{1cm} (5.16)$$

Symplectic Hamiltonian analysis leads to the PB

$$i\hbar \{\psi(x,t), \psi^\dagger(y,t)\} = \delta(x-y)$$  \hspace{1cm} (5.17)$$

with all other PB’s vanishing.
C) Quantization and the $N$-particle amplitude

The quantization of the Schrödinger equation (5.14) is obtained by means of the following canonical recipe:

i) Substitute

$$\left[ \psi(x, t), \psi^\dagger(y, t) \right] = \delta(x - y) \quad (5.18)$$

for the PB (5.17). All other commutators vanish.

ii) Keep all operator products in Wick-ordered form (i.e. shift all annihilation operators $\psi$ to the right)

iii) Consider the constraint (5.16) as a subsidiary condition for the physical Hilbert space $\mathcal{G}$

$$\int dy J(y, t) \phi = 0 \quad \forall \phi \in \mathcal{G} \quad (5.19)$$

i.e. $\phi$ has vanishing total particle-momentum.

The $N$-particle wave function is defined as usual by

$$\chi_N(x_1, \ldots, x_N, t) := \frac{1}{\sqrt{N}} \langle 0| \psi(x_1, t) \ldots \psi(x_N, t)|N \rangle \quad (5.20)$$

The subsidiary condition (5.19) applied to $|N\rangle$ is then equivalent to

$$\sum_{i=1}^{N} \partial_i \chi_N = 0 \quad (5.21)$$

i.e. $\chi_N$ is only a function of the relative coordinates. This agrees with the classical situation described by (4.15-17).

Finally by means of (5.14), (5.18) and (5.21) we obtain the following Schrödinger equation for $\chi_N$ as a function of relative coordinates $\{\eta_k\}_{i=2}^{N}$

$$i\hbar \partial_t \chi_N = \left( -\frac{\hbar^2}{2} \partial_\alpha g^{\alpha\beta}(\eta) \partial_\beta - \frac{\hbar^2 \lambda}{4} \sum_\alpha \delta(\eta_\alpha) - \frac{\hbar^2 \lambda}{4} \sum_{\alpha<\beta} \delta(\eta_\alpha - \eta_\beta) \right) \chi_N \quad (5.22)$$
This result corresponds to the following quantization rule for the classical \(N\)-particle Hamiltonian (4.16)

\[
H_{\text{class}} = \frac{1}{2} g^{\alpha \beta}(\eta) \xi_\alpha \xi_\beta \quad (5.23)
\]

\[\Downarrow\]

\[
H_{\text{quant}} = -\frac{\hbar^2}{8} (\partial_\alpha \partial_\beta g^{\alpha \beta}(\eta) + g^{\alpha \beta}(\eta)\partial_\alpha \partial_\beta + 2\partial_\alpha g^{\alpha \beta}(\eta)\partial_\beta) . \quad (5.24)
\]

The agreement of (5.24) with (5.22) is easily seen by means of the relation

\[
\partial_\alpha \partial_\beta(g^{\alpha \beta}(\eta)) = 2\lambda (\sum_\alpha \delta(\eta_\alpha) + \sum_{\alpha < \beta} \delta(\eta_\alpha - \eta_\beta)) . \quad (5.25)
\]

Therefore in the case of the two-particle problem we have to choose \(\gamma = \frac{1}{2}\) for the free parameter in (5.6). The quantization rule (5.23) \(\Rightarrow\) (5.24) is nothing but a generalization of this \(\gamma = 1/2\) rule to a system of \(N\) identical particles.

Now we want to express our Hamiltonian operator as much as possible in terms of entities which are invariant with respect to arbitrary coordinate transformations on our (Pseudo-) Riemannian space \(M\). This will be done by means of the following steps:

i) Define \(\varphi_N\) by \(\chi_N = g^{1/4} \varphi_N\). Then \(\varphi_N\) is normalized with respect to the invariant measure \(\sqrt{g} \, d\eta^1 \ldots d\eta^{N-1}\)

\[
(g := \det(g_{\alpha \beta}))
\]

\[\]

ii) Decompose \(M\) into \(N!\) regions specified by the signs of the \(x_{ik}\). Then the \(\delta\)-terms in (5.22) give the corresponding boundary conditions for \(\varphi_N\) at the border between these regions. On each of these regions our Hamilton operator takes the form

\[
H = -\frac{\hbar^2}{2} \Delta + \frac{\hbar^2}{8} R + V \quad (5.26)
\]

where \(\Delta\) is the invariant Laplace-Beltrami operator

\[
\Delta = \frac{1}{\sqrt{g}} \partial_\alpha g^{\alpha \beta}(\eta) \sqrt{g} \partial_\beta . \quad (5.27)
\]

22
$R$ is the invariant scalar curvature (contraction of the Ricci-tensor) and $V$ is an additional noninvariant quantum correction potential defined in terms of Cristoffel symbols

$$V = -\frac{\hbar^2}{8} \Gamma^\gamma_{\beta\mu} g^{\mu\nu} \Gamma^\beta_{\nu\alpha} .$$  \hspace{1cm} (5.28)

Let us remark that the decomposition of the potential term in (5.26) into a part proportional to $R$ and a noninvariant residual $V$ is not unique. We defined this decomposition such, that $V$ is as simple as possible and the factor in front of $R$ agrees with a choice supported recently by De Witt [11].

6 Two-particle bound states

In this section we consider the bound state solutions of the stationary Schrödinger equation (5.22) for $N = 2$

$$E \chi_2(x) = \{ -\hbar^2 \partial_x (1 + \frac{\lambda}{2} |x|) \partial_x - \frac{\hbar^2 \lambda}{4} \delta(x) \} \chi_2(x) .$$  \hspace{1cm} (6.1)

In this case $M$ is the line which decomposes into the negative and positive half axis. With Bose-symmetry $\chi_2(x) = \chi_2(-x)$ we obtain from (6.1) on $\mathbb{R}_+^1$ the differential equation

$$E \chi_2 = -\hbar \partial_x (1 + \frac{\lambda}{2} x) \partial_x \chi_2$$  \hspace{1cm} (6.2)

with the boundary condition

$$\partial_x \chi_2(0) = -\frac{\lambda}{8} \chi_2(0) .$$  \hspace{1cm} (6.3)

The solutions of (6.2-3) may be smoothly continued to the negative real axis. Then the boundary condition (6.3) tells us, that the two particles obey fractional statistics (cp. [12]).

Let us now apply the procedure described in section 5.C:

$M$ is flat and therefore $R = 0$. The Laplace-Beltrami operator is given by

$$\Delta = -\hbar^2 (1 + \frac{\lambda}{2} x)^{1/2} \partial_x (1 + \frac{\lambda}{2} x)^{1/2} \partial_x$$  \hspace{1cm} (6.4)
and we obtain for $V$

$$V = -\frac{\hbar^2 \lambda^2}{64} \frac{1}{1 + \frac{1}{2}x}. \quad (6.5)$$

The boundary condition for $\varphi_2(x) := (2 + \lambda x)^{1/4} \chi_2$ at $x = 0$ follows from (6.3) as

$$\frac{\partial}{\partial x}\varphi_2(0) = 0. \quad (6.6)$$

Because $M$ is flat we may again perform the transformation (4.40) to Euclidean space $E_1$ as in the classical case. This transforms our Schrödinger equation into its normal form

$$E \tilde{\varphi}_2(y) = \left(-\hbar^2 \frac{\partial^2}{\partial y^2} + V(y)\right) \tilde{\varphi}_2(y) \quad (6.7)$$

with

$$V(y) = -\frac{\hbar^2}{4y^2} \quad (6.8)$$

and the boundary condition

$$\frac{\partial_y \tilde{\varphi}_2(4/|\lambda|)}{= 0 \quad (6.9)$$

The inner product has now to be taken with respect to the measure $dy$.

In contrast to the classical case we have a nonzero potential in (6.7) which is a quantum correction. This term leads for scattering states to free particle behaviour with generalized statistics (cp. [13]).

In order to proceed we have to treat the two cases $\lambda > 0$ separately.

A) $\lambda > 0$

The solution of (6.7) which vanishes for $y \to \infty \ (E < 0)$ is given by

$$\tilde{\varphi}_2(y) = y^{1/2} K_0 \left( \sqrt{-E} \frac{\hbar}{\lambda} y \right) \quad (6.10)$$

with the boundary condition (eq. (6.9))

$$2sK_1(s) = K_0(s) \quad (6.11)$$

where $s := \frac{\hbar}{\lambda} \sqrt{-E}$ and $K_{0,1}$ are modified Bessel functions of the third kind.
(6.11) has one fixed point only at

\[ s_0 = 0, 16572 \]

i.e. there exists one bound state only. This result corresponds to the well known fact that the 1d-Schrödinger equation with a single \( \delta \)-potential has one bound state only. As the coupling strength of the \( \delta \)-potential in (6.1) is proportional to \( h^2 \), the appearance of this bound state is a quantum effect. In the classical case only unbounded solutions with \( E > 0 \) are possible (cp. section 4.C).

**B) \( \lambda < 0 \)**

The requirement of finiteness of \( \chi_2(2/|\lambda|) \) leads to

\[ \tilde{\varphi}_2(0) = 0 \]  (6.12)

We have to consider the Schrödinger eq. (6.7) on the finite interval \((0, 4/|\lambda|)\), because the transformation (4.40) holds for \( x \in I := (0, 2/|\lambda|) \) only. From the physical point of view the singularity of the metric at \( x = 2/|\lambda| \) means that no events inside and outside of \( I \) are connected to each other. In addition we remark that outside of \( I \) our \( H \) is not bounded from below and therefore unphysical.

The solutions of (6.7) respecting the boundary conditions are \((E > 0)\)

\[ \tilde{\varphi}_2(y) = y^{1/2} J_0 \left( \frac{\sqrt{E}}{h} y \right) \]

with the spectrum given by the infinite number of fixed points of

\[ 2sJ_1(s) = J_0(s) \]  (6.13)

with \( s := \frac{4}{\kappa(\lambda)} \sqrt{E} \). We obtain

\[ s_0 = 0, 9407705640 \]

and

\[ s_n = \pi (\kappa_n + \frac{1}{4}) \]  (6.14)
with
\[ \kappa_n \xrightarrow{n \to \infty} n. \] (6.15)

Already for small values of \( n \) the \( \kappa_n \) lie close to the asymptotic values (6.15). We obtain
\[
\begin{align*}
\kappa_1 &= 1.010306991 \\
&\vdots \\
\kappa_9 &= 9.001369775 \quad \text{etc.} \\
\end{align*}
\] (6.16)

This infinite tower of bound states with \( E > 0 \) corresponds to the classical situation which allows for bounded motion only (cp. eq. (4.39)). At the same time this tower gives us the quantum picture for our 'strings' of finite length with masses at their end points (cp. section 4.C).

This result also presents us with a quantum picture for our geometric bag model.

7 Conclusions and outlook

We have shown that the application of the gauge principle to 1d-space translations for nonrelativistic point particles or fields leads to a nontrivial interaction with interesting features in both classical and quantum dynamics. But to which interaction known in nature corresponds this interaction? We don’t know of any macroscopic interaction between two particles with a potential proportional to their distance and energy as in (4.38). For a gauge coupling \( \lambda > 0 \) this interaction is unphysical anyway because it leads to arbitrary large velocities if time goes on. The same holds for \( \lambda < 0 \) if the interparticle distance is larger then \( 2/|\lambda| \). On the other hand we have shown in section 4.D that classically we obtain for \( \lambda < 0 \) a geometric bag for two and three particles respectively. This result has been quantum mechanically extended for \( N = 2 \) in section 6. Therefore we may speculate, that our new interaction is of physical relevance for \( \lambda < 0 \) in the microscopic regime in connection with the confinement problem. But such a speculative statement immediately leads to two new and important questions:
i) What happens in higher space dimensions $d = 2$ or $3$? Will geometric bag formation persist?

Work for $d = 2$ with a Chern-Simons-like interaction for the gauge fields is in progress. Thereby we will also include the second central charge of the Galilei group in the free Lagrangian (cp. [14]). In this context we will also take up the problem of particles and fields moving on a circle again.

ii) What is the connection with QCD? For that we have to extend our framework by supplying our particles and fields respectively with a nonabelian color charge and by gauging the corresponding $SU(N)$-group simultaneously with the space translations.

We will take up this very interesting question as soon as possible.
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