Abstract

We consider that 3D free-boundary compressible ideal magnetohydrodynamic (MHD) system under the Rayleigh-Taylor sign condition. This describes the motion of a free-surface perfect conducting fluid in an electro-magnetic field. A local existence and uniqueness result was recently proved by Trakhinin and Wang (Arch Ration Mech Anal 239(2):1131–1176, 2021) by using Nash–Moser iteration. However, that result loses regularity going from data to solution. In this paper, we show that the Nash–Moser iteration scheme in Trakhinin and Wang (2021) can be improved such that the local-in-time smooth solution exists and is unique when the initial data is smooth and satisfies the compatibility condition up to infinite order. Second, we prove the a priori estimates without loss of regularity for the free-boundary compressible MHD system in Lagrangian coordinates in anisotropic Sobolev space, with more regularity tangential to the boundary than in the normal direction. This is based on modified Alinhac good unknowns, which take into account the covariance under the change of coordinates to avoid the derivative loss; full utilization of the cancellation structures of MHD system, to turn normal derivatives into tangential ones; and delicate analysis in anisotropic Sobolev spaces. As a result, we can prove the uniqueness and the continuous dependence on initial data provided the local existence, and a continuation criterion for smooth solution. Finally, we extend the local well-posedness theorem to the case of initial data only satisfying compatibility conditions up to finite order, assuming these can be approximated by data satisfying infinitely many compatibility conditions.
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1. Introduction

In this paper, we consider the 3D compressible ideal magnetohydrodynamics (MHD) equations

\[
\begin{align*}
\rho \frac{D_t u}{Dt} &= B \cdot \nabla B - \nabla P, \quad P := p + \frac{1}{2} |B|^2 \\
\frac{D_t \rho}{Dt} + \rho (\nabla \cdot u) &= 0 \\
\frac{D_t B}{Dt} &= B \cdot \nabla u - B (\nabla \cdot u), \\
\nabla \cdot B &= 0
\end{align*}
\]  

(1.1)

describing the motion of a compressible conducting fluid in an electro-magnetic field. Here \( \mathcal{D} := \bigcup_{0 \leq t \leq T} \{t\} \times D_t \) and \( D_t \subset \mathbb{R}^3 \) is the domain occupied by the conducting fluid whose boundary \( \partial D_t \) moves with the velocity of the fluid. \( \nabla := (\partial_{x_1}, \partial_{x_2}, \partial_{x_3}) \) is the standard spatial derivative and \( \text{div} X := \partial_{x_i} X^i \) is the standard divergence for any vector field \( X \). Throughout this paper, \( X^i = \delta^i_l X_l \) for any vector field \( X \), i.e., we use Einstein summation convention. The fluid velocity \( u = (u_1, u_2, u_3) \), the magnetic field \( B = (B_1, B_2, B_3) \), the fluid density \( \rho \), the fluid pressure \( p \) and the domain \( \mathcal{D} \subseteq [0, T] \times \mathbb{R}^3 \) are to be determined. Here we consider the isentropic case, and thus the fluid pressure \( p = p(\rho) \) should be a given strictly increasing smooth function of the density \( \rho \).

1.1. Initial and Boundary Conditions and Constraints

The boundary conditions of (1.1) are

\[
\begin{cases}
D_t |_{\partial \mathcal{D}} \in T (\partial \mathcal{D}) \\
P = 0 \quad \text{on } \partial \mathcal{D}, \\
B \cdot n = 0 \quad \text{on } \partial \mathcal{D},
\end{cases}
\]  

(1.2)

where \( T (\partial \mathcal{D}) \) denotes the tangent bundle of \( \partial \mathcal{D} \) and \( n \) denotes the unit exterior normal vector to \( \partial D_t \). The first condition in (1.2) means that the boundary moves with the velocity of the fluid. It can be equivalently rewritten as “\( V (\partial \mathcal{D}_t) = u \cdot n \) on \( \partial \mathcal{D} \)” or “\( (1, u) \) is tangent to \( \partial \mathcal{D} \)”.

The second condition in (1.2) means that outside the fluid region \( D_t \) is the vacuum. The third boundary condition \( B \cdot n = 0 \) shows that the fluid is a perfect conductor.
Remark. The conditions $\nabla \cdot B = 0$ in $\mathcal{D}$ and $B \cdot n = 0$ on $\partial \mathcal{D}$ are both constraints only for initial data so that the system is not over-determined. They can propagate to any time $t > 0$ if initially hold; see Hao-Luo \cite{29} for details.

We consider the Cauchy problem of (1.1): Given a bounded domain $\mathcal{D}_0 \subset \mathbb{R}^3$ and the initial data $u_0$, $\rho_0$ and $B_0$ satisfying the constraints $\nabla \cdot B_0 = 0$ in $\mathcal{D}_0$ and $(B_0 \cdot n)|_{\partial \mathcal{D}_0} = 0$, we want to find a set $\mathcal{D}$, the vector field $u$, the magnetic field $B$, and the density $\rho$ solving (1.1) satisfying the boundary conditions (1.2) and the initial data

$$\mathcal{D}_0 = \{ x : (0,0) \in \mathcal{D}, \ (u, B, \rho) = (u_0, B_0, \rho_0), \ \text{in } [0] \times \mathcal{D}_0 \} \quad (1.3)$$

**Energy conservation law** The free-boundary compressible MHD system (1.1) together with the boundary conditions (1.2) satisfies the following energy conservation law: let $Q(\rho) = \int_1^\rho p(R)/R^2 dR$, then we use (1.1) to get

$$\frac{d}{dt} \left( \frac{1}{2} \int_{\mathcal{D}_t} \rho |u|^2 \, dx + \frac{1}{2} \int_{\mathcal{D}_t} |B|^2 \, dx + \int_{\mathcal{D}_t} \rho Q(\rho) \, dx \right) = \int_{\mathcal{D}_t} \rho u \cdot D_t u \, dx + \int_{\mathcal{D}_t} B \cdot D_t B \, dx + \int_{\mathcal{D}_t} \rho D_t Q(\rho) \, dx$$

$$+ \frac{1}{2} \int_{\mathcal{D}_t} \rho D_t (1/\rho) |B|^2 \, dx$$

$$= \int_{\mathcal{D}_t} u \cdot (B \cdot \nabla B) \, dx - \int_{\mathcal{D}_t} u \cdot \nabla P \, dx + \int_{\mathcal{D}_t} B \cdot (B \cdot \nabla u) \, dx$$

$$- \int_{\mathcal{D}_t} |B|^2 (\nabla \cdot u) \, dx + \int_{\mathcal{D}_t} p(\rho) \frac{D_t \rho}{\rho} \, dx - \frac{1}{2} \int_{\mathcal{D}_t} \frac{D_t \rho}{\rho} |B|^2 \, dx.$$  \quad (1.4)

Integrating by part in the first term in the last equality, this term will cancel with $\int_{\mathcal{D}_t} B \cdot (B \cdot \nabla u) \, dx$ because the boundary term and the other interior term vanish due to $B \cdot n|_{\partial \mathcal{D}_t} = 0$ and $\text{div} \ B = 0$. Also, we integrate by parts in the second term and then use the continuity equation to get

$$- \int_{\mathcal{D}_t} u \cdot \nabla P \, dx = \int_{\mathcal{D}_t} P(\nabla \cdot u) \, dx - \int_{\partial \mathcal{D}_t} (u \cdot N) P \, dS$$

$$= - \int_{\mathcal{D}_t} p \frac{D_t \rho}{\rho} \, dx + \frac{1}{2} \int_{\mathcal{D}_t} |B|^2 (\nabla \cdot u) \, dx$$

$$= - \int_{\mathcal{D}_t} p \frac{D_t \rho}{\rho} \, dx + \int_{\mathcal{D}_t} |B|^2 (\nabla \cdot u) \, dx - \frac{1}{2} \int_{\mathcal{D}_t} |B|^2 (\nabla \cdot u) \, dx$$

$$= - \int_{\mathcal{D}_t} p \frac{D_t \rho}{\rho} \, dx + \int_{\mathcal{D}_t} |B|^2 (\nabla \cdot u) \, dx + \frac{1}{2} \int_{\mathcal{D}_t} \frac{D_t \rho}{\rho} |B|^2 \, dx,$$

where $dS$ is the surface measure of $\partial \mathcal{D}_t$.

Summing up (1.4) and (1.5), one can get the energy conservation

$$\frac{d}{dt} \left( \frac{1}{2} \int_{\mathcal{D}_t} \rho |u|^2 \, dx + \frac{1}{2} \int_{\mathcal{D}_t} |B|^2 \, dx + \int_{\mathcal{D}_t} \rho Q(\rho) \, dx \right) = 0.$$  \quad (1.6)
When $B = 0$, one can see that such energy conservation exactly coincides with that of free-boundary compressible Euler equations established in Lindblad-Luo [41].

**Equation of state: Isentropic liquid** We assume the fluid considered in this paper is an isentropic liquid, i.e., there exists some constant $0 < \rho_1 < \rho_2$ such that $\rho_1 \leq \rho \leq \rho_2$ as opposed to a gas, and the fluid pressure $p = p(\rho)$ is an increasing smooth function of $\rho$. Next, we impose the following natural conditions on $\rho'(p)$ for some fixed constant $A_0 > 1$:

$$A_0^{-1} \leq |\rho^{(m)}(p)| \leq A_0 \quad \text{for } m \geq 1. \quad (1.7)$$

For example, the equation of state $p(\rho) = \frac{1}{\gamma - 1}(\rho^{\gamma - 1})/c^2$ satisfies this relation.

**Rayleigh-Taylor sign condition** We also need to impose the Rayleigh-Taylor sign condition

$$-\nabla_n P \geq c_0 > 0 \quad \text{on } \partial \mathcal{D}_t, \quad (1.8)$$

where $c_0 > 0$ is a constant and $P := p + \frac{1}{2}|B|^2$ is the total pressure. When $B = 0$, Ebin [16] proved the ill-posedness of the free-boundary incompressible Euler equations when the Rayleigh-Taylor sign condition is violated. For the free-boundary MHD equations, (1.8) is also necessary. Hao-Luo [30] proved that the free-boundary problem of 2D incompressible MHD equations is ill-posed when (1.8) fails. We also note that (1.8) is only required for initial data and it propagates in a short time interval because one can prove it is $C_{t,x}^{0,\frac{1}{4}}$ Hölder continuous by using Morrey’s embedding.

**Compatibility conditions on initial data** To make the initial-boundary value problem (1.1)–(1.3) well-posed, the initial data has to satisfy certain compatibility conditions on the boundary. In fact, we need to require $P_0|_{\partial \mathcal{D}_0} = 0$. Also the constraints on the magnetic field $\text{div } B = 0$ and $B \cdot n|_{\partial \mathcal{D}} = 0$ requires that $\nabla \cdot B_0 = 0$ and $B_0 \cdot n|_{\partial \mathcal{D}_0} = 0$. Furthermore, we say that the initial data satisfies the compatibility condition up to $k$-th($k \geq 0$) order if

$$D_j^k P|_{t=0} \times \partial \mathcal{D}_0 = 0 \quad \forall 0 \leq j \leq k. \quad (1.9)$$

When (1.9) is fulfilled for any $j \in \mathbb{N}$, we say the initial data satisfies the compatibility conditions to infinite order.

**1.2. History and Background**

**1.2.1. Background in Physics** The free-boundary problem (1.1)–(1.3) can be considered as the basic model of the plasma-vacuum free-interface problem which is important in the study of confined plasma both in laboratory and in astro-physical magnetohydrodynamics. The plasma is confined in a vacuum in which there is another magnetic field $\hat{B}$, and there is a free interface $\Gamma(t)$, moving with the motion

---

1 In the case of a gas, the boundary condition should be $\rho = 0$. 
of plasma, between the plasma region $\Omega_+(t)$ and the vacuum region $\Omega_-(t)$. This model requires that (1.1) holds in the plasma region $\Omega_+(t)$ and that the pre-Maxwell system holds in vacuum $\Omega_-(t)$:

$$\nabla \times \hat{B} = 0, \quad \nabla \cdot \hat{B} = 0. \quad (1.10)$$

On the interface $\Gamma(t)$, it is required that there is no jump for the pressure or the normal components of the magnetic fields:

$$B \cdot n = \hat{B} \cdot n = 0, \quad P := p + \frac{1}{2} |B|^2 = \frac{1}{2} |\hat{B}|^2, \quad (1.11)$$

where $n$ is the exterior unit normal to $\Gamma(t)$. Finally, there is a rigid wall $W$ wrapping the vacuum region, on which we have the boundary condition

$$\hat{B} \times \hat{n} = J \quad \text{on } W,$$

where $J$ is the given outer surface current density (as an external input of energy) and $\hat{n}$ is the exterior normal to the rigid wall $W$. Note that for ideal MHD, the conditions $\text{div } B = 0$ and $B \cdot n = 0$ should also be constraints for initial data instead of imposed conditions. For details we refer to [20, Chapter 4, 6].

Hence, the free-boundary problem (1.1)–(1.3) can be considered as a special case of plasma-vacuum model that the vacuum magnetic field $\hat{B}$ vanishes. This characterizes the motion of an isolated perfect conducting fluid in an electro-magnetic field.

1.2.2. An Overview of Previous Results

In the past a few decades, there have been numerous studies of the free-boundary inviscid fluids. We start with incompressible Euler equations.

**Free-boundary Euler equations** The free-boundary Euler equations have been studied intensively by a lot of authors. The first breakthrough in solving the local well-posedness (LWP) for the incompressible irrotational problem for general initial data came in the work of Wu [69,70] who proved the LWP of 2D and 3D full water wave system. In the case of nonzero vorticity, Christodoulou-Lindblad [8] first established the a priori estimates and then Lindblad [37,38] proved the LWP by using Nash–Moser iteration. Coutand-Shkoller [12,13] proved the LWP for incompressible Euler equations with or without surface tension and avoid the loss of regularity by introducing tangential smoothing method. We also refer to the related works [1,57–59,75] and references therein.

The study of compressible perfect fluid is not quite developed as opposed to the incompressible case. Lindblad [39,40] established the first LWP result by Nash–Moser iteration. Trakhinin [63] proved the LWP for the non-isentropic case by a hyperbolic approach and Nash–Moser iteration. Lindblad-Luo [41] established the first result of the a priori estimates and the incompressible limit. Then Luo [42] generalized [41] to compressible water wave with vorticity. Later, Ginsberg-Lindblad-Luo [19] proved the LWP for a self-gravitating liquid. Luo-Zhang [45] proved the LWP for a compressible gravity water wave with vorticity. In the case of nonzero surface tension, we refer to Coutand-Hole-Shkoller [10] for the LWP and
the vanishing surface tension limit and Disconzi-Luo [15] for the incompressible limit. For the case of a gas, we refer to [11, 14, 27, 32, 33, 46] and references therein.

**Free-boundary MHD equations: Incompressible case** The study of free-boundary MHD is much more complicated than Euler equations due to the strong coupling between fluid and magnetic field and the failure of irrotational assumption. For the incompressible ideal free-boundary MHD under Rayleigh-Taylor sign condition, Hao-Luo [29] established the Christodoulou-Lindblad [8] type a priori estimates and Gu-Wang [25] proved the LWP. Hao-Luo [31] also proved the LWP for the linearized problem when the fluid region is diffeomorphic to a ball and of large curvature. Luo-Zhang [43] proved the low regularity a priori estimates when the fluid domain is small. We also mention that Lee [35, 36] obtained a local solution via the vanishing viscosity-resistivity limit.

For the full plasma-vacuum model, Gu [21, 22] proved the LWP for the axisymmetric case with nontrivial vacuum magnetic field in a non-simply connected domain under Rayleigh-Taylor sign condition. Hao [28] proved the LWP in the case of $J = 0$. For the general case, all of the previous results require a non-collinearity condition $|B \times \hat{B}| \geq c_0 > 0$ on the free interface. Under this condition, Morando-Trakhinin-Trebeschi [48] proved LWP for the linearized problem and then Sun-Wang-Zhang [61] proved the LWP for the full plasma-vacuum model. We also note that the study of the full plasma-vacuum model in ideal MHD under Rayleigh-Taylor sign condition is still an open problem when the vacuum magnetic field $\hat{B}$ is non-trivial with $J \neq 0$. For the incompressible current-vortex sheets, we refer to Coulombel-Morando-Secchi-Trebeschi [9] for the a priori estimates and Sun-Wang-Zhang [60] for the LWP.

For incompressible ideal MHD with surface tension, Luo-Zhang [44] proved the a priori estimates and Gu-Luo-Zhang [23] proved the LWP. For incompressible dissipative MHD with surface tension, we refer to Chen-Ding [4] for the inviscid limit for viscous non-resistive MHD, Wang-Xin [68] for the global well-posedness of the plasma-vacuum model for inviscid resistive MHD around a uniform transversal magnetic field, and Padula-Solonnikov [51, 52] and Guo-Zeng-Ni [26] for viscous-resistive MHD.

**Free-boundary MHD equations: Compressible case** Compared with compressible Euler equations and incompressible MHD, compressible MHD has an extra coupling between the pressure wave and the magnetic field which makes the analysis completely different. Here we emphasize that there is a normal derivative loss in the div-curl analysis of compressible MHD. On the one hand, the second author [72, 73] recently observed that the magnetic resistivity exactly compensates the derivative loss mentioned above. However, it is still hopeless to derive the vanishing resistivity limit. On the other hand, one can still expect to establish the tame estimates for the linearized equation. Based on this and Nash–Moser iteration, Trakhinin-Wang [65, 66] recently proved the LWP for free-boundary compressible ideal MHD with

---

2 The non-collinearity condition enhances extra 1/2-order regularity of the free-interface than Taylor sign condition (1.8). Such a condition originates from the stabilization condition for the current-vortex sheet model.
or without surface tension. We also mention that Chen-Wang [5] and Trakhinin [62] proved the LWP for the current-vortex sheets, and Secchi-Trakhinin [56] proved the LWP for the full plasma-vacuum problem for compressible ideal MHD under the non-collinearity condition. However, Nash–Moser iteration leads to a big loss of regularity and does not give the continuous dependence on initial data. It is still unknown whether the local well-posedness result can be improved such that the regularity loss can be avoided and the continuous dependence on initial data can be established.

In this paper, we first prove the a priori estimates without loss of regularity for the free-boundary compressible ideal MHD system in the anisotropic Sobolev spaces. Our proof is based on the modified Alinhac good unknown method, full utilization of the cancellation structure of MHD system and very delicate analysis under the setting of anisotropic Sobolev spaces. Using a parallel argument, we can also prove the uniqueness and the continuous dependence on initial data provided the solution exists. Then we prove a local existence result and a continuation criterion for the smooth solutions with smooth data. Based on these results, we can improve the local existence result to the case that the initial data only satisfies the compatibility conditions up to finite order, such that the regularity loss can be avoided and the continuous dependence on initial data can be established.

1.3. Reformulation in Lagrangian Coordinates and Main Result

We use Lagrangian coordinates to reduce the free-boundary problem to a fixed-domain problem. We assume \( \Omega := \mathbb{T}^2 \times (-1, 1) \) to be the reference domain and \( \Gamma := \mathbb{T}^2 \times ((-1) \cup \{1\}) \) to be the boundary. The coordinates on \( \Omega \) is \( y := (y', y_3) = (y_1, y_2, y_3) \). We define \( \eta : [0, T] \times \Omega \to \mathcal{D} \) as the flow map of velocity field \( u \), i.e.,

\[
\partial_t \eta(t, y) = u(t, \eta(t, y)), \quad \eta(0, y) = \eta_0(y), \tag{1.12}
\]

where \( \eta_0 \) is a diffeomorphism between \( \Omega \) and \( \mathcal{D}_0 \). For technical simplicity we assume \( \eta_0 = \text{Id} \).\(^3\) By chain rule, it is easy to see that the material derivative \( D_t \) becomes \( \partial_t \) in the \( (t, y) \) coordinates and the free-boundary \( \partial \mathcal{D}_t \) becomes fixed (\( \Gamma = \mathbb{T}^2 \times ((-1) \cup \{1\}) \)). We introduce the Lagrangian variables as follow: \( v(t, y) := u(t, \eta(t, y)) \), \( b(t, y) := B(t, \eta(t, y)) \), \( q(t, y) := p(t, \eta(t, y)) \), \( Q(t, y) := P(t, \eta(t, y)) \) and \( R(t, y) := \rho(t, \eta(t, y)) \).

Let \( \partial_y = \partial_y \) be the spatial derivative in Lagrangian coordinates and we define \( \text{div} \, Y = \partial_i Y^i \) to be the (Lagrangian) divergence of the vector field \( Y \). We introduce the matrix \( A = [\partial \eta]^{-1} \), specifically \( A^{li} := \frac{\partial y^j}{\partial x^l} \) where \( x^i = \eta^i(t, y) \) is the \( i \)-th

\(^3\) The domain \( \mathbb{T}^2 \times (-1, 1) \) is known to be the reference domain. Using a partition of unity, e.g., [12], a general bounded domain can also be treated in the same way. Choosing a reference domain allows us to focus on the real issues and avoid the involved calculation caused by partition of unity. Indeed, our proof is also applicable to the case that \( \eta_0 \) is a general diffeomorphism that has the same regularity of \( v_0 \) if we use similar technical modifications as in [24].
variable in Eulerian coordinates. From now on, we define $\nabla^i_A = \frac{\partial}{\partial x^i} = A^{ij} \partial_j$ to be the covariant derivative in Lagrangian coordinates (or say Eulerian derivative) and $\text{div}_A X := \nabla_A \cdot X = A^{ij} \partial_j X_i$ to be the Eulerian divergence of the vector field $X$.

In the manuscript, we adopt the convention that the Latin indices range over $1, 2, 3$. In addition, since $\eta(0, \cdot) = \text{Id}$, we have $A(0, \cdot) = I$, where $I$ is the identity matrix, and $(u_0, B_0, p_0)$ and $(v_0, b_0, q_0)$ agree respectively.

In terms of $\eta, v, b, q, R$, the system (1.1)–(1.8) becomes

$$\begin{align*}
\partial_t \eta &= v \\
R \partial_t v &= (b \cdot \nabla_A) b - \nabla_A Q, \quad Q = q + \frac{1}{2} |b|^2 \\
\partial_t R + R \text{div}_A v &= 0 \\
q &= q(R) \\
\partial_t b &= (b \cdot \nabla_A) v - b \text{div}_A v \\
\text{div}_A b &= 0 \\
Q &= 0, \quad b_i A^{ij} N_j = 0 \\
-\frac{\partial Q}{\partial N}|_\Gamma &\geq c_0 > 0 \\
(\eta, v, b, q, R)_{|t=0} &= (\text{Id}, v_0, b_0, q_0, \rho_0).
\end{align*}$$

Here $N = (0, 0, \pm 1)$ is the unit outer normal of the boundary $\mathbb{T}^2 \times \{\pm 1\}$ and $q = q(R)$ is a strictly increasing function of $R$ with $A_0^{-1} \leq q'(R) \leq A_0$ for some constant $A_0 > 1$.

Let $J := \det[\partial \eta]$ and $\hat{A} := J A$. Then we have the Piola’s identity

$$\partial_t \hat{A}^{ij} = 0, \quad (1.14)$$

and $J$ satisfies

$$\partial_t J = J \text{div}_A v \quad (1.15)$$

which together with $\partial_t R + R \text{div}_A v = 0$ gives that $\rho_0 = R J$.

Supposing that $D$ is the derivative $\partial$ or $\partial_t$, then we have the following identity:

$$DA^{li} = -A^{lr} \partial_k D \eta_r A^{ki}. \quad (1.16)$$

Next we express the magnetic field $b$ in terms of $b_0$ and $\eta$ in the following Lemma. This is called the “frozen effect of the magnetic field”.

**Lemma 1.1.** We have $b = J^{-1}(b_0 \cdot \partial) \eta$.

**Proof.** Let us first compute the equation of $b/R$. We have

$$\partial_t \left( \frac{b}{R} \right) = \frac{1}{R} \partial_t b + b \partial_t \left( \frac{1}{R} \right) = \frac{1}{R} \partial_t b + b \partial_t \left( \frac{J}{RJ} \right) = \frac{1}{R} \partial_t b + b \frac{\partial_t J}{\rho_0}$$

$$= \frac{1}{R} ((b \cdot \nabla_A) v - b \text{div}_A v) + b \frac{J \text{div}_A v}{\rho_0}$$

$$= \frac{b}{R} \cdot \nabla_A v - \frac{b}{R} \text{div}_A v + \frac{b}{R} \text{div}_A v$$
Therefore, invoking (1.16), we have
\[
\partial_t \left( \frac{b_i}{R} A^{li} \right) = \partial_t \left( \frac{b_i}{R} \right) A^{li} + \frac{b_i}{R} \partial_t A^{li} = \frac{b_j}{R} A^{kj} \partial_k v_i \, A^{li} - \frac{b_i}{R} A^{lj} \partial_l v_j \, A^{ki} = 0,
\]
which implies \( \frac{b_i}{R} \partial_t A^{li} = \frac{b_{0i}}{\rho_0} \xi^{li} \), i.e., \( b_i A^{li} = \frac{b_{0i}}{\rho_0} = J^{-1} b_0^l \). Finally, the identity \( A^{li} \partial_t \eta_i = 1 \) gives us \( b_i = J^{-1} b_0^l \partial_t \eta_i = J^{-1} (b_0 \cdot \partial) \eta_i \). \( \square \)

Inserting \( \rho_0 = RJ \) and Lemma 1.1 into (1.13), we get the following system with the initial constraints \( \text{div} \, b_0 = 0 \) in \( \Omega \), \( b_0^3 = 0 \) on \( \Gamma \) and \( -\frac{\partial Q_0}{\partial N} \big|_{\Gamma} \geq c_0 > 0 \) (from now on, we call these three conditions to be “initial constraints” without further explanation):

\[
\begin{align*}
\partial_t \eta &= v \\
R \partial_t v &= J^{-1}(b_0 \cdot \partial) \left( J^{-1}(b_0 \cdot \partial) \eta \right) - \nabla_A Q, \quad Q = q + \frac{1}{2} J^{-1}(b_0 \cdot \partial) \eta^2 & \text{in } [0, T) \times \Omega \\
\frac{f' R(q)}{\rho_0} \partial_t q + \text{div} \, A v &= 0 & \text{in } [0, T) \times \Omega \\
q &= q(R) \text{ strictly increasing} & \text{on } [0, T) \times \Omega \\
\eta, v, q, Q \big|_{t=0} &= (\text{Id}, v_0, q_0, Q_0), \quad Q_0 = q_0 + \frac{1}{2} |b_0|^2. \end{align*}
\]

(1.17)

Before stating our results, we should first define the anisotropic Sobolev space \( H^m_\ast(\Omega) \) for \( m \in \mathbb{N}^5 \). Let \( \sigma = \sigma(y_3) \) be a cutoff function on \([-1, 1]\) defined by \( \sigma(y_3) = (1 - y_3)(1 + y_3) \). Then we define \( H^m_\ast(\Omega) \) for \( m \in \mathbb{N}^5 \) as

\[
H^m_\ast(\Omega) := \left\{ f \in L^2(\Omega) \bigg| (\sigma \partial_3)^{i_4} \partial_1^{i_1} \partial_2^{i_2} \partial_3^{i_3} f \in L^2(\Omega), \quad \forall i_1 + i_2 + 2i_3 + i_4 \leq m \right\},
\]

equipped with the norm

\[
\| f \|^2_{H^m_\ast(\Omega)} := \sum_{i_1 + i_2 + 2i_3 + i_4 \leq m} \| (\sigma \partial_3)^{i_4} \partial_1^{i_1} \partial_2^{i_2} \partial_3^{i_3} f \|^2_{L^2(\Omega)}.
\]

For any multi-index \( I := (i_0, i_1, i_2, i_3, i_4) \in \mathbb{N}^5 \), we define

\[
\partial_\ast^I := \partial_0^{i_0}(\sigma \partial_3)^{i_4} \partial_1^{i_1} \partial_2^{i_2} \partial_3^{i_3}, \quad \langle I \rangle := i_0 + i_1 + i_2 + 2i_3 + i_4,
\]

and define the space-time anisotropic Sobolev norm \( \| \cdot \|_{m, \ast} \) by

\[
\| f \|^2_{m, \ast} := \sum_{\langle I \rangle \leq m} \| \partial_\ast^I f \|^2_{L^2(\Omega)} = \sum_{i_0 \leq m} \| \partial_0^{i_0} f \|^2_{H^{i_0-i_0}_\ast(\Omega)}.
\]

We define \( f^{(j)} := \partial_0^{i_0} f \big|_{t=0} \) for \( j \in \mathbb{N} \). The main results in this manuscript are the following theorems (the first one is the improved local existence theorem for smooth data satisfying the compatibility conditions up to infinite order):
Theorem 1.2. (Local existence for smooth solutions) Let \((v_0, b_0, Q_0) \in C^\infty(\bar{\Omega})\) be the initial data of (1.17) satisfying

- the compatibility conditions up to infinite order, i.e., \(Q(j)|_\Gamma = 0\), \(\forall j \geq 0, \ j \in \mathbb{Z}\);
- the initial constraints \(\text{div} \ b_0 = 0\) in \(\Omega\), \(b_0^3|_\Gamma = 0\) and the Rayleigh-Taylor sign condition \(-\frac{\partial Q_0}{\partial N}|_\Gamma \geq c_0 > 0\).

Then there exists some \(T_0 > 0\) only depending on initial data, \(c_0\) and \(A_0\) defined in (1.7), such that (1.17) has a unique smooth solution \((\eta, v, b, Q)\) in \(C^\infty([0, T_0] \times \bar{\Omega})\).

Remark. (On the existence of smooth initial data satisfying the compatibility conditions up to infinite order) One should prove the existence of smooth initial data satisfying the compatibility conditions up to infinite order. This can be done by a parallel argument as in Lindblad [40, Lemma 16.2]; see the explanation in Appendix A.3.

The next two theorems show the a priori bounds without loss of regularity, the uniqueness and continuous dependence on initial data provided that the solution exists. They also give the energy estimates without loss of regularity and the continuous dependence on initial data in anisotropic Sobolev spaces for the smooth solution obtained in Theorem 1.2.

Theorem 1.3. (A priori estimates) Assume \(m \geq 8\) is an integer. Let the initial data be \((v_0, b_0, Q_0) \in H^m_\ast(\Omega)\) satisfying that

- \((v(j), b(j), Q(j)) \in H^{m-j}_\ast(\Omega)\) for \(1 \leq j \leq m\), where \(f(j) := \partial^j_t f|_{t=0}\);
- the compatibility condition holds up to (\(m-1\))-th order, i.e., \(Q(j)|_\Gamma = 0\) for \(0 \leq j \leq m - 1\);
- the initial constraints \(\text{div} \ b_0 = 0\) in \(\Omega\), \(b_0^3|_\Gamma = 0\) and the Rayleigh-Taylor sign condition \(-\frac{\partial Q_0}{\partial N}|_\Gamma \geq c_0 > 0\).

Then there exists some \(T_1 > 0\) only depending on \(\|v_0, b_0, Q_0\|_m, c_0\) and \(A_0\) (defined in (1.7)), such that the solution \((\eta, v, Q)\) to the system (1.17) satisfies the estimates in \([0, T_1]\)

\[
\sup_{0 \leq t \leq T_1} \mathcal{E}_m(t) \leq P(\mathcal{E}_m(0)),
\]

under the a priori assumptions on \([0, T_1]\)

\[
\|J - 1\|_{m-1, \ast} \leq \frac{1}{4} \quad (1.19)
\]

\[
-\frac{\partial Q}{\partial N} \geq \frac{3}{4} c_0. \quad (1.20)
\]

Here the energy functional \(\mathcal{E}_m(t)\) is defined to be

\[
\mathcal{E}_m(t) := \|\eta(t, \cdot)\|_{m, \ast}^2 + \|v(t, \cdot)\|_{m, \ast}^2 + \|J^{-1}(b_0 \cdot \partial)\eta(t, \cdot)\|_{m, \ast}^2 + \|q(t, \cdot)\|_{m, \ast}^2 + \sum_{\langle I \rangle = m} \left|A^{3i} \partial^I_N \eta_i\right|_{0}^2, \quad (1.21)
\]

and \(P(\cdots)\) is a generic polynomial in its arguments.
Theorem 1.4. (Continuous dependence on initial data and uniqueness) Assume \( m \geq 8 \) is an integer. Let \((v_0^{(i)}, b_0^{(i)}, Q_0^{(i)}) \in H^{m}_*(\Omega) \) \((i = 1, 2)\) be two initial datum satisfying the hypothesis in Theorem 1.3. Let \((\eta^{(i)}, v^{(i)}, Q^{(i)})\) be the solution to (1.17) with initial data \((v_0^{(i)}, b_0^{(i)}, Q_0^{(i)})\). Define \([f] = f^{(1)} - f^{(2)}\) for any function \(f\) in \(H^{m}_*(\Omega)\) and define the energy functional \([E](t)\) to be

\[
[E]_m(t) := ||[\eta](t, \cdot)||_{m-2,*}^2 + ||[v](t, \cdot)||_{m-2,*}^2 + ||(J^{-1}b_0)^{(1)} \cdot \partial[\eta](t, \cdot)||_{m-2,*}^2 \\
+ ||[q](t, \cdot)||_{m-2,*}^2 + \sum_{(I) = m-2} A^{(I)3}[\partial^I[\eta]]_{II}^2.
\]

Then there exists some \(T_2 > 0\) depending on \(|v_0^{(i)}, b_0^{(i)}, Q_0^{(i)}|_m\) \((i = 1, 2)\), \(c_0\) and \(A_0\) such that if holds that

\[
\sup_{0 \leq t \leq T_2} [E]_m(t) \leq [E]_m(0) P(E_m(0)) \leq P(||[v_0], [b_0], [q_0]|_{m-2}, E_m(0)),
\]

where \(P(\cdot) > 0\) is a generic polynomial of its arguments.

Remark. (Control of \(E_m(0)\)) It would be better to construct the initial data \((v_0, b_0, Q_0)\) satisfying the compatibility conditions up to \((m - 1)\)-th order in \(H^m(\Omega) \hookrightarrow H^m_*(\Omega)\), such that

\[
\sum_{j=1}^{m} ||(v(j), b(j), Q(j))||^2_{H^{m-j}(\Omega)} \lesssim P(K_m),
\]

where we define \(K_m := ||v_0||^2_{H^m(\Omega)} + ||b_0||^2_{H^m(\Omega)} + ||Q_0||^2_{H^m(\Omega)}\). In particular, by the Sobolev embedding \(H^{m-j}(\Omega) \hookrightarrow H^m_*(\Omega)\) for \(0 \leq j \leq m\), we have

\[
E_m(0) \lesssim P(K_m).
\]

If we only focus on \((v_0, b_0, Q_0) \in H^m_*(\Omega)\) then we can only get \((v(j), b(j), Q(j)) \in H^{m-2j}_*(\Omega)\) and thus \(E_m(0) < \infty\) may fail. See Sect. 8.3 for detailed discussion.

Next, we want to extend the local existence theorem to the case of initial data satisfying compatibility conditions up to finite order. To achieve this, we need a continuation criterion for the smooth solution obtained in Theorem 1.2, which shows that, for any \(m \in \mathbb{N}^*, m \geq 8\), the \(|\cdot|_{m,*}\) norm of a smooth solution remains bounded as long as the \(|\cdot|_{k,*}\) norms \((k \leq m - 1)\) are bounded.

Theorem 1.5. (Continuation of smooth solution) Assume \(m \geq 8\) to be an integer. For the smooth solution \((\eta, v, b, Q)\) obtained in Theorem 1.2, we define

\[
T^* := \sup \{T > 0 | (\eta, v, b, Q) \text{ can be extended in } C^\infty([0, T] \times \tilde{\Omega}) \}.
\]

If \(T^* < +\infty\), then either \(\lim_{t \uparrow T^*} E_{m-1}(t) = +\infty\) for some \(m\) or \(\lim_{t \uparrow T^*} \inf_{\Gamma} \left( -\frac{\partial Q}{\partial N} \right) = 0\) holds.
Remark. The proof of this continuation criterion requires the energy estimates for $E_m(t)$ to be linear in the highest-order terms. To achieve this, it suffices to carefully analyze each commutator term in the anisotropic Sobolev spaces to ensure the linearity of the highest-order terms, such that the energy inequality becomes

$$E_m(t) \lesssim E_m(0) + \int_0^t P(E_{m-1}(\tau))E_m(\tau) d\tau.$$  

This also inherits the frameworks of [8,41], which proved that the solutions to free-boundary Euler equations, if they exist, can be extended after time $t = T_*$ provided that all lower order terms of $v, q$ and the second fundamental form of the free surface are bounded at time $t = T_*$. 

Finally, we show that, one can prove the local well-posedness for initial data (not necessarily smooth) satisfying the compatibility conditions up to only finite order, provided that one can construct a sequence of smooth data satisfying the compatibility conditions up to infinite order that converges to the given data in $H^m(\Omega)$. However, it is still unknown to how achieve such construction in general due to some technical difficulties. (We expect this to be true since one can construct data satisfying infinitely many compatibility conditions as in [40] and one can construct data satisfying any number of compatibility conditions approximating given data as in [41,74].) We have the following theorem:

**Theorem 1.6.** (Local well-posedness) Assume $m \geq 8$ to be an integer. Let $(v_0, b_0, Q_0)$ be the initial data (not necessarily smooth!) of (1.17) satisfying

1. the compatibility conditions up to $(m-1)$-th order, i.e., $Q(j)|_{\Gamma} = 0$, $0 \leq j \leq m-1$;
2. the initial constraints $\text{div } b_0 = 0$ in $\Omega$, $b_0^3|_{\Gamma} = 0$ and the Rayleigh-Taylor sign condition $-\frac{\partial Q_0}{\partial N}|_{\Gamma} \geq c_0 > 0$.

Assume also there exists a sequence of smooth data $\{(v^{(n)}_0, b^{(n)}_0, Q^{(n)}_0)\}_{m \in \mathbb{N}^*}$ satisfying the compatibility conditions up to infinite order that converges to the given data $(v_0, b_0, Q_0)$ in $H^m(\Omega)$, i.e.,

$$\lim_{n \to \infty} \|v^{(n)}_0 - v_0\|_m + \|b^{(n)}_0 - b_0\|_m + \|Q^{(n)}_0 - Q_0\|_m = 0.$$  

Then there exists some $T_m > 0$ only depending on $\|v_0, b_0, Q_0\|_m, c_0$ and $A_0$ defined in (1.7), such that the solution $(\eta, v, b, Q)$ to (1.17) exists in $C([0, T_m]; H^m_{\ast}(\Omega))$. The solution also satisfies the conclusions of Theorem 1.3-Theorem 1.4, that is, the a priori estimates without loss of regularity in $\|\cdot\|_{m,\ast}$ norm, the uniqueness and the continuous dependence on initial data in $\|\cdot\|_{m-2,\ast}$ norm.

**Organization of the paper.** In Sect. 2, we briefly introduce the strategies and the main techniques used in our proof. In Sect. 3 we record the lemmas which will be repeatedly used in the manuscript. Then we show the detailed analysis of MHD system in anisotropic Sobolev space in Sect. 4 ~ Sect. 7. And we conclude the a priori estimates without loss of regularity, the uniqueness and the continuous dependence on data in Sect. 8. Finally, in Sect. 9, we explain how to improve the Nash–Moser
iteration scheme in [65] such that a local existence theorem for $C^\infty$ data can be proved, and then show that continuation criterion in anisotropic Sobolev spaces by further analysis of the commutators. After that, we prove Theorem 1.6 by using the conclusions of Theorem 1.2 ~ Theorem 1.4. The construction of initial data are discussed in Appendix A.

List of Notations:

- $\Omega := \mathbb{T}^2 \times (-1, 1)$ and $\Gamma := \mathbb{T}^2 \times ((-1) \cup \{1\})$.
- $\| \cdot \|_s$: We denote $\| f \|_s := \| f(t, \cdot) \|_{H^s(\Omega)}$ for any function $f(t, y)$ on $[0, T] \times \Omega$.
- $\| \cdot \|_{m,*}$: For any function $f(t, y)$ on $[0, T] \times \Omega$, $\| f \|_{m,*}^2 := \sum_{|I| \leq m} \| \partial^I f(t, \cdot) \|_{L^2}$ denotes the $m$-th order space-time anisotropic Sobolev norm of $f$.
- $P(\cdots)$: A generic polynomial in its arguments.
- $\mathcal{P}_0; \mathcal{P}_0 = P(\mathcal{E}(0))$.
- $[T, f]g := T f g - f T g$, and $[T, f, g] := T (f g) - (T f) g - f T g$, where $T$ denotes a differential operator and $f, g$ are arbitrary functions.
- $\partial_1, \partial_2$ denotes the spatial tangential derivative.
- $\nabla_A^l f := A^l \partial f$ denotes the covariant (Eulerian) derivative.
- $X \cdot \nabla_A f$: For any function $f$ and vector field $X$, such notation denotes the inner-product defined by $X \cdot \nabla_A f := X_p A^p \partial f$.
- $X \cdot \nabla_A Y \cdot \nabla_A f$: For any function $f$ and vector field $X, Y$, such notation denotes the inner-product defined by $X \cdot \nabla_A Y \cdot \nabla_A f := X_p A^p \partial Y_r A^{mr} \partial f$.

2. Strategy of the Proof

Before going to the details, we introduce the basic strategies and techniques of our proof, especially for the proof of energy estimates without loss of regularity. At the end of this section we will also explain how we improve the local well-posedness result using our energy estimates and the local existence result of [65]. From now on, we will only show the proof for Theorem 1.3~1.4 for $m = 8$ and drop the index $m$ in $\mathcal{E}_m(t)$ for simplicity of notations.

2.1. Choice of the Function Spaces

The compressible MHD system (1.1)–(1.3) is a hyperbolic system with characteristic boundary conditions and violates the uniform Kreiss-Lopatinskiï condition [34]. This usually causes a loss of normal derivative. For certain types of such hyperbolic system, e.g., compressible Euler equations [41,63], one can control the normal derivatives by the div-curl analysis so that the energy estimates and the LWP can be established in standard Sobolev spaces. However, such div-curl analysis is not applicable to compressible ideal MHD. In fact, taking curl eliminates the symmetry enjoyed by the equations, and there is also a derivative loss in the source term of the wave equation of pressure which is the key to the divergence estimates. For related details, we refer to [72, Section 1.5].
To compensate such derivative loss, Chen [6] first introduced the anisotropic Sobolev spaces $H^m_*$ to study the hyperbolic system with characteristic boundary conditions. Then Yanagisawa-Matsumura [71] established the first LWP result for the fixed-domain problem of compressible ideal MHD in anisotropic Sobolev spaces. Later, [71] was improved by Secchi [53,54] such that the regularity loss was avoided. On the other hand, Ohno-Shirota [49] constructed an explicit counterexample to show the ill-posedness for the linearized fixed-domain problem for compressible MHD in $H^l (l \geq 2)$.

Hence, the failure of div-curl analysis and the results of the fixed-domain problem [6,7,49,53,71] motivate us to study the free-boundary compressible ideal MHD system under the setting of anisotropic Sobolev spaces instead of standard Sobolev spaces. However, we emphasize that it is still difficult to directly generalize Secchi [53] to the free-boundary problem due to the following three reasons:

1. The regularity of the boundary is no longer $C^\infty$ as in the case of fixed domain. In fact, the regularity of the free boundary enters to the highest order.

2. The regularity of the flow map is limited. After reducing the free-boundary problem to a fixed-domain problem, the commutator of the covariant derivative and the full derivative cannot be controlled directly.

3. The Eulerian normal velocity $u \cdot n$ does not vanish on the free boundary. However, $u \cdot n = 0$ plays an important role in the proof of [53,71].

In fact, our analysis in the presenting manuscript is based on the modified Alinhac good unknown method, subtle cancellation structures of MHD system and the utilization of the anisotropy of the function space $H^m_*$. Here we also emphasize that our strategy is completely applicable to compressible Euler equations just by setting $b_0 = 0$. Our result also gives an alternative energy estimate for compressible Euler equations without the analysis of div-curl decomposition or the wave equation.

### 2.2. Motivation for Introducing Alinhac Good Unknowns

Denote $\partial^I_* = \partial^I_t (\sigma \partial_3)^i \partial^I_{y_1} \partial^I_{y_2} \partial^I_{y_3}$ with $(I) := i_0 + i_1 + i_2 + 2i_3 + i_4 = 8$. For simplicity of the notations, we use $\| \cdot \|_s, | \cdot |_s$ to represent the $H^s(\Omega)$ norm and the $H^s(\Gamma)$ norm respectively. Taking $\partial^I_* f$ in the second equation of (1.17) and multiplying $J$, we get

$$\rho_0 \partial_t \partial^I_* v = -J \partial^I_* (\nabla_A Q) + (b_0 \cdot \partial) \partial^I_* b + [\partial^I_* (b_0 \cdot \partial)] b - J [\partial^I_* , R] \partial_t v$$

In the energy estimates, we need to commute $\nabla_A$ with $\partial^I_*$ and then integrate by parts. However, the commutator $[\partial^I_* , A^{ii}] \partial_t f$ contains the following terms whose $L^2(\Omega)$-norms cannot be controlled in the anisotropic Sobolev space

- $(\partial^I_* A^{ii})(\partial_t f)$, which cannot be controlled even in the standard Sobolev spaces when $i_0 = 0$;
- $(\partial^{I-l} A^{ii})(\partial^I_* \partial_t f)$, when $l = 1, 2$ since $A^{ii}$ consists of $(\nabla \eta)(\partial_3 \eta)$;
- $(\partial^{I-l} A^{ii})(\partial^{I-l} \partial_t f)$, when $l = 3$. 

where $f = Q$ or $v_i$ and $I'$ is a multi-index with $\langle I' \rangle = 1$. To overcome such difficulty, we can use the ideas of the Alinhac good unknown method, i.e., we can rewrite $\partial^I_s (\nabla_A Q)$ and $\partial^I_s (\nabla_A \cdot v)$ in terms of the sum of the covariant derivative part and the commutator part satisfying

$$
\partial^I_s (\nabla_A Q) = \nabla_A Q + C(Q), \quad \text{with}
$$

$$
\|Q - \partial^I_s Q\|_0 + \|\partial_t (Q - \partial^I_s Q)\|_0 + \|C(Q)\|_0 \leq P(E(t)), \quad (2.1)
$$

$$
\partial^I_s (\nabla_A \cdot v) = \nabla_A \cdot V + C(v), \quad \text{with}
$$

$$
\|V - \partial^I_s V\|_0 + \|\partial_t (V - \partial^I_s V)\|_0 + \|C(v)\|_0 \leq P(E(t)). \quad (2.2)
$$

Here $Q$, $V$ are called the “Alinhac good unknowns” of $Q$, $v$ (The precise expressions will be determined later).

In other words, the above analysis shows that the essential highest order term in $\partial^I_s (\nabla_A f)$ is not the term got by simply commuting $\partial^I_s$ with $\nabla_A$. Instead, the essential highest order term in $\partial^I_s (\nabla_A f)$ is exactly the covariant derivative of the Alinhac good unknown of $f$, and the good unknowns $V$ and $Q$ are essentially formed by replacing the derivatives in the Lagragian coordinates $\partial^I_s$ by the covariant derivatives with respect to the Eulerian coordinates expressed in the Lagrangian coordinates. Such crucial fact was first observed by Alinhac [2] and has been widely used for quasilinear hyperbolic system. In the study of free-surface fluid, such method was first implicitly used in the $Q$-tensor energy introduced by Christodoulou-Lindblad [8] which was later generalized by [17, 29, 41, 42, 72]. See also [18, 25, 45, 47, 67, 73] for the explicit applications.

Under the setting of (2.1)–(2.2), we can do the energy estimates by analyzing the Alinhac good unknowns via their evolution equation instead of the $\partial^I_s$-differentiated variables:

$$
\rho_0 \partial_t V = -J \nabla_A Q + (b_0 \cdot \partial)(\partial^I_s b) + \left( \rho_0 \partial_t (V - \partial^I_s v) - C(Q) + [\partial^I_s , (b_0 \cdot \partial)]b - J[\partial^I_s , \rho] \partial_t v \right).
$$

(2.3)

Taking $L^2(\Omega)$ inner product of (2.3) and $V$ and then integrating by parts, we can get the energy identity

$$
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \rho_0 |V|^2 = -\int_{\Omega} \left( \partial^I_s (J^{-1} (b_0 \cdot \partial) \eta)) \cdot (b_0 \cdot \partial) V \right) dy + \int_{\Omega} JQ (\nabla_A \cdot V) dy + \int_{\Omega} F \cdot V dy - \int_{\Gamma} J A^{3i} N_3 Q V_i dy'.
$$

(2.4)

By direct computation we can prove $\|F\|_0 \leq P(E(t))$, so it remains to control

$$
K_1 := -\int_{\Omega} \left( \partial^I_s (J^{-1} (b_0 \cdot \partial) \eta)) \cdot (b_0 \cdot \partial) V \right) dy,
$$

(2.5)

$$
I_1 := \int_{\Omega} JQ (\nabla_A \cdot V) dy,
$$

(2.6)
\[ IB := - \int_{\Gamma} J A^3 \tilde{N}_3 \mathbf{Q} \mathbf{v} \, d\mathbf{y}', \]  
(2.7)

where \( d\mathbf{y}' := dy_1 dy_2 \) is the area unit of the boundary \( \Gamma \).

### 2.3. Interior Estimates and Cancellation Structure

Below we use “\( \cdots \)” to represent the terms whose \( L^2 \) norms can be directly controlled by \( P(E(t)) \). The term \( K_1 \) gives the energy of the magnetic field. Recall that the top-order term in \( \mathbf{V} \) is \( \partial_*^I \mathbf{v} = \partial_*^I \partial_t \eta \) which yields  

\[ K_1 = - \int_{\Omega} (\partial_*^I (J^{-1}(b_0 \cdot \partial) \eta^I))((b_0 \cdot \partial) \partial_*^I \partial_t \eta_i) \, dy + \cdots \]

\[ = - \frac{1}{2} \frac{d}{dt} \int_{\Omega} J |\partial_*^I (J^{-1}(b_0 \cdot \partial) \eta)^I|^2 \, dy \]

\[ = - \int_{\Omega} \partial_*^I (J^{-1}(b_0 \cdot \partial) \eta^I) (J^{-1}(b_0 \cdot \partial) \eta_i) \partial_t \partial_*^I J \, dy + \cdots \]

\[ = - \frac{1}{2} \frac{d}{dt} \int_{\Omega} J |\partial_*^I (J^{-1}(b_0 \cdot \partial) \eta)^I|^2 \, dy \]

\[ = - \int_{\Omega} J \partial_*^I (J^{-1}(b_0 \cdot \partial) \eta^I) (J^{-1}(b_0 \cdot \partial) \eta_i) \partial_*^I \mathbf{(div}_A \mathbf{v}) \, dy + \cdots, \]

\[ =: K_{11} \]

where we use \( b = J^{-1}(b_0 \cdot \partial) \eta \) and \( \partial_t J = J \mathbf{div}_A \mathbf{v} \). Note that \( K_{11} \) cannot be directly controlled due to the presence of \( \partial_*^I (\mathbf{div}_A \mathbf{v}) \). Instead, it will be exactly cancelled by another term produced by \( I_1 \).

The term \( I_1 \) gives the energy of the fluid pressure \( q \) and the cancellation structure with \( K_{11} \). Recall that \( \nabla_A \cdot \mathbf{V} = \partial_*^I (\mathbf{div}_A \mathbf{v}) - C(v) \) and \( Q = q + \frac{1}{2} |J^{-1}(b_0 \cdot \partial) \eta|^2 \). We get  

\[ I_1 = \int_{\Omega} J(\partial_*^I q) \partial_*^I (\mathbf{div}_A \mathbf{v}) + \int_{\Omega} J \left( \partial_*^I \left( \frac{1}{2} |J^{-1}(b_0 \cdot \partial) \eta|^2 \right) \right) \partial_*^I (\mathbf{div}_A \mathbf{v}) \, dy + \cdots \]

\[ = - \int_{\Omega} J(\partial_*^I q) \partial_*^I \left( \frac{J \mathbf{R}(q)}{\rho_0} \partial_t q \right) \]

\[ + \int_{\Omega} J \partial_*^I (J^{-1}(b_0 \cdot \partial) \eta^I) (J^{-1}(b_0 \cdot \partial) \eta_i) \partial_*^I (\mathbf{div}_A \mathbf{v}) \, dy + \cdots \]

\[ = - \frac{1}{2} \frac{d}{dt} \int_{\Omega} \frac{J \mathbf{R}(q)}{\rho_0} |\partial_*^I q|^2 \, dy + (-K_{11}) + \cdots. \]

Then, using \( Q = q + \frac{1}{2} |J^{-1}(b_0 \cdot \partial) \eta|^2 \), we also get the control of the total pressure \( Q \).
2.4. Modified Alinhac Good Unknowns

Before analyzing the boundary integral $IB$, we have to figure out the precise expressions of the Alinhac good unknowns $V, Q$ which can be derived by analyzing $\partial^I_*(\nabla_A f)$ for $f = v_i$ and $Q$. We will repeatedly use (1.16) in the analysis of commutators. First, for any multi-index $I'$ with $\langle I' \rangle = 1$, we have with the notation $[T, f, g] := T(fg) - T(f)g - fT(g)$

$$
\partial^I_*(\nabla^i_A f) = \nabla^i_A(\partial^I_*(f)) + (\partial^I_*(A^{ij}) \partial_i f) + [\partial^I_*(A^{ij}), \partial_j f]
$$

(1.16)

$$
= \nabla^i_A(\partial^I_*(f)) - \partial^I_{l' - l'}(A^{lr} \partial^J_{l'} \partial_m \eta_r A^{mi}) \partial_J f + [\partial^I_{ij}, A^{ij}, \partial_j f]
$$

$$
\partial^I_*(\nabla^i_A f) = \nabla^i_A(\partial^I_*(f)) - \partial^I_{l' - l'}(A^{lr} \partial^J_{l'} \partial_m \eta_r A^{mi}) \partial_J f + [\partial^I_{ij}, A^{ij}, \partial_j f]
$$

Under the setting of standard Sobolev spaces, the term $\partial^I_*(f) - \partial^I_{l'} \eta \cdot \nabla_A f$ is already the standard Alinhac good unknown of $f$ (with respect to $\partial^I_{l'}$). See also [18, 25, 45, 47, 67, 73]. However, under the setting of anisotropic Sobolev spaces, we still need to analyze the commutators $-(\partial^I_{l' - l'}(A^{lr} \partial^J_{l'} \partial_m \eta_r A^{mi}) \partial_J f + [\partial^I_{ij}, A^{ij}, \partial_j f])$ whose $L^2(\Omega)$ norms may not be directly controlled due to the anisotropy of $H^m_{\#}$.

In particular, as long as $\partial^I_{l'}$ is not the purely non-weighted normal derivative $\partial^3_N$, the commutator $[\partial^I_{ij}, A^{ij}, \partial_j f]$ always contains the term $(\partial^I_{l'} A^{ij})(\partial^I_{l' - l'} \partial_j f)$ whose $L^2(\Omega)$ norm cannot be controlled when $l = 3$ due to the anisotropy of $H^m_{\#}$. In fact, we should use different methods to analyze this term for $f = Q$ and $f = v_i$ respectively.

- When $f = v_i$, by using (1.16), we can rewrite this term to be

$$
(\partial^I_{I'} A^{ij})(\partial^I_{l' - l'} \partial_j v_i) = - (A^{jp} \partial^I_{l'} \partial_m \eta_p A^{mi}) \partial^I_{l' - l'} \partial_j v_i
$$

$$
= - A^{ij} \partial^I_{l'} \partial_m \eta_i A^{mp} \partial^I_{l' - l'} \partial_p v_p
$$

Then we can merge $-\partial^I_{l' - l'} v_p A^{mp} \partial^I_{l'} \partial_m \eta_i$ into the good unknown of $v$, i.e., the covariant derivative part in (2.2), and merge $\nabla^i_A(A^{mp} \partial^I_{l'} \partial_m \eta_i) \partial^I_{l' - l'} v_p$ into the commutator part $C(v)$ in (2.2) because its $L^2$ norm can be directly controlled.

- When $f = Q$, we invoke (1.16) and the MHD equation $-\nabla^i_A Q = \rho_0 \partial_t v - (b_0 \cdot \partial)(J^{-1}(b_0 \cdot \partial) \eta))$ to get the following reduction. Here $\hat{A} = JA$.

$$
J(\partial^I_{l'} A^{ij})(\partial^I_{l' - l'} \partial_j Q)
$$

$$
= -(\hat{A}^{jp} \partial^I_{l'} \partial_m \eta_p A^{mi})(\partial^I_{l' - l'} \partial_j Q)
$$

$$
= -(\partial^I_{l'} \partial_m \eta_p A^{mi}) \partial^I_{l' - l'} (\hat{A}^{jp} \partial_j Q)
$$

$$
= \nabla^i_A Q
$$

$$
+ (\partial^I_{l' - l'} \hat{A}^{jp})(\partial_j Q)(\partial^I_{l'} \partial_m \eta_p A^{mi}) + [\partial^I_{l' - l'}, \hat{A}^{jp}, \partial_j Q]
$$
\[
= (\partial^I_s \partial_m \eta_p \ A^{mi}) \partial^{I-I'}_s \left( \rho \partial_Y v - (b_0 \cdot \partial) (J^{-1} (b_0 \cdot \partial) \eta_p) \right) \\
+ (\partial^I_s \partial^{I-I'}_s \hat{A}^l p (\partial_l Q) (\partial^{I-I'}_s \partial_m \eta_p \ A^{mi}) + [\partial^{I-I'}_s \hat{A}^l p, \partial_l Q]
\]

Remark. Note that $\partial_l$ and $(b_0 \cdot \partial)$ are both tangential derivatives while $\nabla A Q$ always contains a normal derivative. Such substitution actually makes the order of the derivatives lower with the help of the anisotropy of $H^m_\ast$.

The last term above is directly controlled. Since $\langle I - I' \rangle = 7$, we have

\[
\| (\partial^I_s \partial_m \eta_p \ A^{mi}) \partial^{I-I'}_s \left( \rho \partial_Y v - (b_0 \cdot \partial) (J^{-1} (b_0 \cdot \partial) \eta_p) \right) \|_0 \lesssim \| \partial^I_s \partial_m \eta_p \ A^{mi} \|_{L^\infty} \| \partial^{I-I'}_s \left( \rho \partial_Y v - (b_0 \cdot \partial) (J^{-1} (b_0 \cdot \partial) \eta_p) \right) \|_0 \\
\lesssim P(\| \eta \|_{7, \ast}) \| \rho \|_{7, \ast} \| v \|_{8, \ast}.
\]

For the term $-\partial^I_s \partial_m \eta_p \ A^{mi} \partial_s^{I-I'} \left( (b_0 \cdot \partial) (J^{-1} (b_0 \cdot \partial) \eta_p) \right)$, we need to use $b_0^3 |_\Gamma = 0$ to produce a weight function to make $b_0^3 \partial_3$ become a weighted normal derivative. By the fundamental theorem of calculus, we know (suppose $y_3 > 0$ without loss of generality)

\[
|b_0^3(t, y_3)|_{L^\infty(T^2)} = \left| 0 + \int_1^{y_3} \partial_3 b_0^3(t, \xi_3) d\xi_3 \right|_{L^\infty(T^2)} \leq (1 - y_3) \| \partial_3 b_0 \|_{L^\infty} \\
\lesssim \sigma(y_3) \| \partial_3 b_0 \|_{L^\infty},
\]

and thus

\[
\| (\partial^I_s \partial_m \eta_p \ A^{mi}) \partial_s^{I-I'} \left( (b_0 \cdot \partial) (J^{-1} (b_0 \cdot \partial) \eta_p) \right) \|_0 \\
\lesssim P(\| \eta \|_{7, \ast}) \left( \| b_0 \|_{7, \ast} \| J^{-1} (b_0 \cdot \partial) \eta \|_{8, \ast} \\
+ \| \partial_3 b_0 \|_{L^\infty} \| (\sigma \partial_3) \partial_s^{I-I'} (J^{-1} (b_0 \cdot \partial) \eta) \|_0 \right) \\
\lesssim P(\| \eta \|_{7, \ast}) \left( \| b_0 \|_{7, \ast} \| J^{-1} (b_0 \cdot \partial) \eta \|_{8, \ast} \right).
\]

In addition, the term $(\partial^I_s \partial^{I-I'}_s \hat{A}^l p (\partial_l Q) (\partial^{I-I'}_s \partial_m \eta_p \ A^{mi})$ can be directly controlled when $l = 3$ since $\hat{A}^3 p$ consists of $(\partial(l)) (\partial(l))$ (cf. (3.2)). When $l = 1, 2$, one should again invoke (1.16) to compute the highest order term and use $\hat{A} Q |_\Gamma = 0$ to produce a weight function as in (2.9).

Remark. From (2.9), the definition of $H^m_\ast$ and the fact $\sigma |_\Gamma = 0$, the weighted derivative $(\sigma \partial_3)$ plays a similar role as a tangential derivative. In fact, one should consider the weighted derivative $(\sigma \partial_3)$ as a tangential derivative throughout this manuscript.

There are three other terms which need further analysis:

- $e_1 := -\partial_s^{I-I'} (A^{I} r A^{mi}) (A^{I} r \partial_m \eta_r \partial_l f)$. When $\partial_s^{I-I'}$ does not contain time derivative, the term $\partial_s^{I-I'} (A^{I} r A^{mi})$ cannot be controlled since both $A^{I} r$ and $A^{2I} r$ contain $\partial_3 \eta$.
- $e_2 := -\partial_s^{I-I'} (A^{I} r A^{mi}) (A^{I} r \partial_m \eta_r \partial_l f)$. When $\partial_s^{I-I'}$ does not contain time derivative, the term $\partial_s^{I-I'} \partial_m \eta_r$ cannot be controlled when $m = 3$ since $\partial_s^{I-I'} \partial_3 \eta$ should be controlled by $\| \eta \|_{9, \ast}$. 
\[ e_3 := (\partial^{I-I'}_* A^{li})(\partial^I_\ast \partial_l f). \] When \( \partial^{I-I'}_* \) does not contain time derivative, the term \( \partial^{I-I'}_* A^{li} \) cannot be controlled when \( l = 1, 2 \) since \( A^{li} \) and \( A^{2i} \) contains \( \partial_3 \eta \).

**Remark.** Since \( \partial \eta \) (resp. \( \partial A \)) has the same spatial regularity as \( \eta \) (resp. \( A \)), the \( L^2(\Omega) \)-norms of \( e_1, e_2, e_3 \) can be directly controlled when \( \partial^{I-I'}_* \) contains at least one time derivative.

- When \( \partial^I_\ast \) contains the weighted normal derivative \( (\sigma \partial^3_3) \), we need to analyze the extra terms which are produced when \( \partial_3 \) falls on \( \sigma(\gamma_3) \). This appears when we commute \( (b_0 \cdot \partial) \) or \( \nabla_A \) with \( \partial^I_\ast \).

We note that these terms can be controlled by similar arguments as in the analysis of \( (\partial^I_\ast A^{li})(\partial^{I-I'}_* \partial_l f) \). In other words, the following three techniques are enough for us to control the remaining terms:

- Modify the definition of Alinhac good unknowns by rewriting the higher order terms to be a covariant derivative plus \( L^2(\Omega) \)-bounded terms.
- Produce a weight function by using \( b_0^3|_\Gamma = 0 \) and \( \bar{Q}|_\Gamma = 0 \) in order to replace one \( \partial_3 \) by \( (\sigma \partial_3) \).
- Replace \( \nabla_A Q \) by \( -\rho_0 \partial v + (b_0 \cdot \partial)(J^{-1}(b_0 \cdot \partial)\eta) \) in order to make the order of the derivatives lower thanks to the anisotropy of \( H^m_* \).

See Sect. 5.1.1 for detailed derivation of the modified Alinhac good unknowns and Sect. 7 for the analysis of weighted derivatives. Therefore, we can write

\[
Q = \partial^I_\ast Q - \partial^I_\ast \eta \cdot \nabla_A Q + \Delta_Q, \\
V_i = \partial^I_\ast v_i - \partial^I_\ast \eta \cdot \nabla_A v_i + (\Delta_v)_i,
\]

where \( \|\Delta f\|_{1,*} \lesssim P(\mathcal{E}(t)) \) and the properties (2.1)–(2.2) still hold.

### 2.5. Boundary Estimates and Necessity of Anisotropy

Invoking (2.10)–(2.11), we have

\[
IB = - \int_{\Gamma} JA^{3i} N_3 Q V_i \, dy' \\
= - \int_{\Gamma} JA^{3i} N_3 (\partial^I_\ast Q) V_i \, dy' + \int_{\Gamma} JA^{3i} N_3 (\partial^I_\ast \eta \cdot \nabla_A Q) V_i \, dy' + \cdots,
\]

modulo the terms involving \( \Delta_Q \) and \( \Delta_v \) which can be controlled either by using trace lemma for anisotropic Sobolev space or using the trick of divergence theorem as in (2.17). The detailed analysis can be found in Sect. 4.3, 5.2.2 and 6.1.3.

**Regularity of the free surface and standard cancellation structure** First, \( IB_1 \) in (2.12) gives the boundary energy and a cancellation structure enjoyed by the
standard Alinhac good unknown arguments as in [18,25,45,47,67,73]. In specific, since \( \overline{\sigma}_1 Q = \overline{\sigma}_2 Q = 0 \) on \( \Gamma \), we have

\[
IB_1 = \int_{\Gamma} J \frac{\partial Q}{\partial N} \partial^I_{\ast} \eta_k A^{3i} A^3 (\partial^I_{\ast} \partial_7 \eta_i - \partial^I_{\ast} \eta_r A^I_r \partial_7 v_i + \Delta_{\ast}) \, dy' \n\]

\[
= - \frac{1}{2} \frac{d}{dt} \int_{\Gamma} \left( - J \frac{\partial Q}{\partial N} \right) \left| A^{3i} \partial^I_{\ast} \eta_i \right|^2 \, dy' + \frac{1}{2} \int_{\Gamma} \partial_t \left( - J \frac{\partial Q}{\partial N} \right) \left| A^{3i} \partial^I_{\ast} \eta_i \right|^2 \, dy' \n\]

\[
- \int_{\Gamma} J \frac{\partial Q}{\partial N} (A^{3k} \partial^I_{\ast} \eta_k) \partial_t A^{3i} \partial^I_{\ast} \eta_i \, dy' \n\]

\[
- \int_{\Gamma} J \frac{\partial Q}{\partial N} (A^{3k} \partial^I_{\ast} \eta_k) A^{3i} \partial^I_{\ast} \eta_r A^I_r \partial_7 v_i \, dy' \n\]

\[
+ \int_{\Gamma} J \frac{\partial Q}{\partial N} \partial^I_{\ast} \eta_k A^{3i} A^3 \Delta_{\ast} v_i \, dy'. \tag{2.13} \n\]

Invoking the Rayleigh-Taylor sign condition (1.20), we get the boundary energy

\[ |A^{3i} \partial^I_{\ast} \eta_i|^2 \] which exactly controls the second fundamental form of the free surface. The second term can be directly controlled thanks to the boundary energy. Then plugging \( \partial_t A^{3i} = -A^{3r} \partial_r v_r \ A'^i \) into the third term yields the cancellation with the fourth term. The last term can be controlled directly by using the boundary energy and trace lemma for anisotropic Sobolev space.

**Remark.** The cancellation structure above, enjoyed by the Alinhac good unknown, relies on the fact that \( A^{3i} (\partial^I_{\ast} \partial_7 \eta_i - \partial^I_{\ast} \eta_r A^I_r \partial_7 \eta_i) = \partial_t (A^{3i} \partial^I_{\ast} \partial_7 \eta_i) \) which can be proved by using (1.16) with \( D = \partial_7 \). This identity will be repeatedly used to derive similar cancellation structure in the boundary estimates.

**Reduction of the normal derivatives and the advantage of the anisotropy** When \( \partial^I_{\ast} \) contains normal derivative, \( \partial^I_{\ast} Q \) no longer vanishes on \( \Gamma \). In this case we write \( \partial^I_{\ast} = \partial^I_{\ast} - e_3 \partial_3 \) where the multi-index \( e_3 \) is defined by \( (i_0, i_1, i_2, i_3, i_4) = (0, 0, 1, 0) \) and \( \langle I - e_3 \rangle = 6 \). We shall analyze

\[
IB_0 = \int_{\Gamma} N_3 J (\partial^I_{\ast} - e_3 \partial_3) Q (A^{3i} \partial^I_{\ast} - e_3 \partial_3 v_i) \, dy' + \int_{\Gamma} N_3 J (\partial^I_{\ast} - e_3 \partial_3) Q (\partial^I_{\ast} - e_3 \partial_3 \eta_p A^I_p \partial_7 v_i) \, dy' =: IB_{01} + IB_{02}. \tag{2.14} \n\]

First, for \( IB_{01} \), we invoke the third equation in (1.17) to replace the normal derivative in \( A^{3i} \partial_3 v_i \) by tangential derivative

\[
A^{3i} \partial^I_{\ast} - e_3 \partial_3 v_i = \partial^I_{\ast} - e_3 (A^{3i} \partial_3 v_i) - [\partial^I_{\ast}, A^{3i}] \partial_3 v_i \n\]

\[
= - \partial^I_{\ast} - e_3 \left( \frac{J R'(q)}{\rho_0} \partial_t q \right) \n\]

\[
- \sum_{L=1}^2 \partial^I_{\ast} - e_3 (A^{3i} \overline{\sigma}_L v_i) - [\partial^I_{\ast} - e_3, A^{3i}] \partial_3 v_i. \tag{2.15} \n\]

Note that we replace a normal derivative by a tangential derivative in the first term on the right side. The highest order terms in the last commutator are \( \partial^I_{\ast} - e_3 A^{3i} \partial_3 v_i \)
and \( \partial_\nu^I A^{3i} \partial^{1-I} v_i \) with \( (I) = 1 \). Since \( A^{3i} \) consists of \( \tilde{\eta} \times \tilde{\eta} \), we know the highest order of derivatives in either of these two terms is 7 (in the sense of anisotropy, that is, \( (I) = l_0 + l_1 + l_2 + 2l_3 + l_4 \)).

The most difficult term is \( \partial^{l_{i=3}} A^L i = -A^{Lp} (\partial^{l_{i=3}} \partial_m \eta_p) A^{M_i} = -A^{Lp} (\partial^{l_{i=3}} \partial_3 \eta_p) A^{3i} \) in \( IB_{01} \) exactly cancels with the contribution of \( l = 1, 2 \) in \( IB_{02} \). The highest order term in \( \partial^{l_{i=3}} \partial_3 \eta_p A^{Lp} \partial_l v_i \) corresponding to \( l = 3 \) in \( IB_{02} \) is actually \( \partial_3 \eta_p \partial^{l_{i=3}} A^{3p} \partial_l v_i = \partial_3 \eta_p \partial^{l_{i=3}} (J^{-1} \tilde{\eta}_1 \eta_2 \eta) \partial_l v_i \) thanks to the identity \( A^{3p} \partial_3 \eta_p = 1 \).

Next we replace \( \partial_3 Q \) by tangential derivative of \( v \) and \( (b_0 \cdot \partial) \eta \). Since \( A^{3i} \partial_3 \eta_i = 1 \), we have

\[
J (\partial^{l_{i=3}} \partial_3 Q) = \partial_3 \eta_i \tilde{A}^{3i} (\partial^{l_{i=3}} \partial_3 Q) \\
= \partial_3 \eta_i \tilde{A}^{3i} \partial^{l_{i=3}} (\tilde{A}^{3i} \partial_3 Q) - \partial_3 \eta_i [\tilde{A}^{3i}, \tilde{A}^{3i}] \partial_3 Q \\
= \partial_3 \eta_i \partial^{l_{i=3}} (\tilde{A}^{Li} \partial_l Q) - \partial_3 \eta_i [\partial^{l_{i=3}}, \tilde{A}^{3i}] \partial_3 Q \\
= \partial_3 \eta_i \partial^{l_{i=3}} \left( -\rho_0 \partial_0 v^l - (b_0 \cdot \partial) (J^{-1} (b_0 \cdot \partial) \eta) \right) \\
- \frac{2}{L} \partial_3 \eta_i \partial^{l_{i=3}} (\tilde{A}^{Li} \partial_l Q) - \partial_3 \eta_i [\partial^{l_{i=3}}, \tilde{A}^{3i}] \partial_3 Q
\]

(2.16)

Note that \( \tilde{\partial}_L Q \mid \Gamma = 0 \) for \( L = 1, 2 \) eliminates the highest order term \( \partial_3 \eta_i (\partial^{l_{i=3}} \tilde{A}^{Li}) \tilde{\partial}_L Q \). And \( b_0 \mid \Gamma = 0 \) implies that \( (b_0 \cdot \partial) \mid \Gamma = \tilde{b}_0 \tilde{\eta}_1 + b_0^2 \tilde{\eta}_2 \) is a tangential derivative on \( \Gamma \). The last commutator can be controlled in the same way as (2.15).

Combining (2.14)–(2.16), the highest order terms in \( IB_0 \) can all be written as

\[
\int_{\Gamma} N_3 (\partial^{l_{i=3}} D f) (\partial^{l_{i=3}} D g) h \, dy',
\]

where \( D \) can be \( (b_0 \cdot \tilde{\eta}), \tilde{\partial}, \partial_l \) (tangential), and \( f, g \) can be \( \eta, v, q, J^{-1} (b_0 \cdot \partial) \eta, \) and \( h \) consists of the the terms containing at most first-order derivative of \( \eta \) and \( v \).

To control such boundary integral, we first rewrite it to the interior thanks to the divergence theorem in \( y \)-coordinates, and then integrate \( D \) by parts

\[
\int_{\Gamma} N_3 (\partial^{l_{i=3}} D f) (\partial^{l_{i=3}} D g) h \, dy' \\
= \int_{\Omega} (\partial \partial^{l_{i=3}} D f) (\partial^{l_{i=3}} D g) h \, dy + \int_{\Omega} (\partial^{l_{i=3}} D f) (\partial_3 \partial^{l_{i=3}} D g) h \, dy \\
+ \int_{\Omega} (\partial^{l_{i=3}} D f) (\partial^{l_{i=3}} D g) \partial_2 h \, dy \\
\equiv - \int_{\Omega} (\partial_2 \partial^{l_{i=3}} f) (\partial^{l_{i=3}} D^2 g) h \, dy + \int_{\Omega} (\partial_3 \partial^{l_{i=3}} f) (\partial^{l_{i=3}} D g) D h \, dy \\
- \int_{\Omega} (\partial^{l_{i=3}} D^2 f) (\partial_3 \partial^{l_{i=3}} g) h \, dy + \int_{\Omega} (\partial^{l_{i=3}} D f) (\partial_3 \partial^{l_{i=3}} g) D h \, dy
\]
+ \int_{\Omega} (\partial_t^{I - e_3} \mathcal{D} f)(\partial_t^{I - e_3} \mathcal{D} g) \partial_3 h \, d\gamma \\ \lesssim \|f\|_{8, \ast} \|g\|_{8, \ast} \|h\|_{3, \ast}, \quad (2.17)

where the anisotropy of the function space $H^8_{\ast}$ is crucial in the last step because $\langle I - e_3 \rangle = 6$ allows us to have two more tangential derivatives $\mathcal{D}^2$. When $\mathcal{D}$ in (2.17) is $\partial_t$, this step should be done under time integral. See (4.43) for example.

The analysis of $IB_0$ above also shows the advantage of using anisotropic Sobolev space as pointed out as an important conclusion in the survey article [7] by Chen who first introduced the anisotropic Sobolev spaces in [6].

“For the nonlinear hyperbolic system with characteristic boundary conditions, the growth of one normal derivative on the boundary should be compensated by the decrease in regularity of two tangential derivatives. This is one of the advantages of the anisotropic Sobolev space that the standard Sobolev space fails to carry.”

More specifically, if we start with the estimates of $\partial_3^4$, then by (2.17) we need the control of $\partial_3^2 \mathcal{D}^2$ where $\mathcal{D}$ is a tangential derivative. To control the latter one, we need the control of $\partial_3^2 \mathcal{D}^4$ again due to (2.17). Repeatedly, we finally need to derive the estimates of $\mathcal{D}^8$. In addition, the weighted derivative $(\sigma \partial_3)$ is necessary in the interior estimates, e.g., in (2.9). On the other hand, we also need the control of 4 normal derivatives in order to close the energy estimates of 8 tangential derivatives. So we find that the anisotropic Sobolev space exactly meets all of these requirements in our mechanism of reducing normal derivatives on the boundary.

Finally, the contribution of $\Delta Q$ and $\Delta v$ in $IB$ can be controlled by using the boundary energy $|A^{3\gamma} \partial_t^I \eta|_0$ together with either the trace lemma for anisotropic Sobolev spaces (cf. Lemma 3.1) or similar technique as in (2.17). Hence, the control of boundary integral $IB$ is finished.

2.6. Strategy to Prove the Existence Results

It is natural to ask if a local existence result (without loss of regularity) can be proved in $H^m_{\ast}(\Omega)$ by using the energy $\mathcal{E}_m(t)$. However, we find it difficult to find a straightforward proof as in the case of compressible Euler equations [18,45], elastodynamics [74] or incompressible MHD [25]. Briefly speaking, this is due to the fact that the magnetic field is involved in the pressure part for compressible MHD. The simultaneous appearance of magnetic field and compressibility leads to a mismatched term in the linearized equation and causes a loss of derivative in Picard iteration. Such difficulty never appears in either case of Euler equations, elastodynamics, or incompressible MHD.

Alternatively, we may try to prove the local existence in anisotropic Sobolev spaces by using the existing local existence result obtained by Nash–Moser iteration. The idea is to approximate the given data, say $U_0$, by a sequence of “sufficiently nice” data, say $\{U_0^{(n)}\}$, in some Sobolev space. Once we can do this, the solutions corresponding to the “sufficiently nice” data, say $\{U^{(n)}(t)\}$, may have convergence.
in some anisotropic Sobolev space by using the continuous dependence on data.\footnote{Indeed, as stated before Theorem 1.6, it is still unknown how to approximate the given data by a sequence of smooth data satisfying the compatibility conditions up to infinite order. This may be postpone to a future work.} The limit, say \( U(t) \), is expected to be solution corresponding to the given data \( U_0 \).

However, the lifespan of \( U^{(n)}(t) \), say \( T^{(n)} \), may depend on \( n \), so we need to continue the solution at \( t = T^{(n)} \) and use the energy bounds in Theorem 1.3 to obtain a positive lower bound for the lifespans of \( \{ U^{(n)}(t) \} \). The continuation process requires a local existence result where the solution and the data lie in the same space. Since \cite{65} only shows the existence theorem for the data in anisotropic Sobolev spaces and has a loss of regularity, we have to improve the result in \cite{65} such that a unique \( C^\infty \) solution exists if the initial data is \( C^\infty \) and satisfies the compatibility conditions up to infinite order. Such improvement can be achieved, because there are two extra error terms \( e''_n \) and \( D_n + \frac{1}{2} \delta \Psi_n \) (cf. \cite{65}, (4.26)–(4.27)) that can be avoided in Lagrangian coordinates. See Sect. 9.1 for detailed explanations for the Nash–Moser iteration, Sect. 9.2 for the proof of continuation criterion, Sect. 9.3 for the proof of Theorem 1.6 via a limit process.

### 3. Preliminary Lemmas

#### 3.1. Some Geometric Identities

We record the explicit form of the matrix \( A \), which will be repeatedly used:

\[
A = J^{-1} \begin{pmatrix}
\bar{\partial}_2 \eta_2 \partial_2 \eta_3 - \partial_3 \eta_2 \bar{\partial}_2 \eta_3 & \partial_3 \eta_1 \bar{\partial}_2 \eta_3 & \bar{\partial}_2 \eta_1 \partial_2 \eta_3 - \partial_3 \eta_1 \bar{\partial}_2 \eta_3 \\
\partial_3 \eta_2 \bar{\partial}_1 \eta_3 - \bar{\partial}_1 \eta_2 \partial_3 \eta_3 & \bar{\partial}_1 \eta_1 \partial_3 \eta_3 & \bar{\partial}_1 \eta_1 \partial_3 \eta_3 \\
\bar{\partial}_1 \eta_2 \bar{\partial}_2 \eta_3 - \bar{\partial}_2 \eta_2 \bar{\partial}_1 \eta_3 & \bar{\partial}_2 \eta_2 \bar{\partial}_1 \eta_3 & \bar{\partial}_2 \eta_2 \bar{\partial}_1 \eta_3 \\
\end{pmatrix}
\]  
(3.1)

Moreover, since \( \hat{A} = JA \), and in view of (3.1), we can write

\[
\hat{A}^{li} = \epsilon^{ijk} \bar{\partial}_2 \eta_j \partial_3 \eta_k, \quad \hat{A}^{2i} = -\epsilon^{ijk} \bar{\partial}_1 \eta_j \partial_3 \eta_k, \quad \hat{A}^{3i} = \epsilon^{ijk} \bar{\partial}_1 \eta_j \bar{\partial}_2 \eta_k.
\]  
(3.2)

Here, \( \epsilon^{ijk} \) is the sign of the 3-permutation \((ijk) \in S_3 \). We will repeatedly use that fact that \( \hat{A}^{1i} \), \( \hat{A}^{2i} \) consist of the linear combination of \( \pm \bar{\partial} \eta \times \partial_3 \eta \) and \( \hat{A}^{3i} \) consists of \( \bar{\partial} \eta \times \bar{\partial} \eta \).

We also record the following identity: supposing that \( D \) is the derivative \( \partial \) or \( \partial_t \), then

\[
DA^{li} = -A^{lr} \partial_k D \eta_r A^{ki}.
\]  
(3.3)
3.2. Anisotropic Sobolev Space

We list two preliminary lemmas on the basic properties of anisotropic Sobolev space.

**Lemma 3.1.** (Trace lemma for anisotropic Sobolev space) Let $m \geq 1$, $m \in \mathbb{N}^*$, then we have the following trace lemma for the anisotropic Sobolev space:

1. If $f \in H_*^{m+1}(\Omega)$, then its trace $f|_{\Gamma}$ belongs to $H^m(\Gamma)$ and satisfies
   \[ |f|_m \lesssim \|f\|_{H_*^{m+1}(\Omega)}. \]

2. There exists a linear continuous operator $R_T : H^m(\Gamma) \rightarrow H_*^{m+1}(\Omega)$ such that $(R_T g)|_{\Gamma} = g$ and
   \[ \|R_T g\|_{H_*^{m+1}(\Omega)} \lesssim |g|_m. \]

**Proof.** See Ohno-Shizuta-Yanagisawa [50, Theorem 1].

**Remark.** The condition $m \geq 1$ is necessary and analogous result may not hold when $m = 0$. One can see the importance of $m \geq 1$ from (2.17), as a special case, where we need to integrate one tangential derivative by part and thus $m \geq 1$ is necessary.

**Lemma 3.2.** (Sobolev embedding lemma for anisotropic Sobolev space) We have the following inequalities:

\[ H^m(\Omega) \hookrightarrow H_*^m(\Omega) \hookrightarrow H^{[m/2]}(\Omega), \quad \forall m \in \mathbb{N}^* \]

\[ \|u\|_{L^\infty} \lesssim \|u\|_{H_*^2(\Omega)}, \quad \|u\|_{W^{1,\infty}} \lesssim \|u\|_{H_*^5(\Omega)}, \quad \|u\|_{W^{1,\infty}} \lesssim \|u\|_{H_*^5(\Omega)}. \]

**Proof.** See Trakhinin-Wang [65, Lemma 3.3]. For the last inequality, using trace lemma, we have \( |\partial u|_{L^\infty} \lesssim |\partial u|_{1,5} \lesssim \|\partial u\|_2 \lesssim \|u\|_{H_*^5(\Omega)}. \)

4. Control of Purely Non-weighted Normal Derivatives

In this section, we prove the following estimates by the standard Alinhac good unknown argument:

**Proposition 4.1.** The following energy inequality holds:

\[ \|\partial_3^4 v\|_0^2 + \|\partial_3^4 \left( J^{-1} (b_0 \cdot \partial_1 \eta) \right) \|_0^2 + \|\partial_3^4 q\|_0^2 + \frac{c_0}{4} \left| A^{3i} \partial_3^4 \eta_i \right|_0^2 \bigg|_{t=T} \lesssim \mathcal{P}_0 + \mathcal{P}(\mathcal{E}(T)) \int_0^T \mathcal{P}(\mathcal{E}(t)) \, dt. \]  

(4.1)
4.1. Evolution Equation of Alinhac Good Unknowns

We first compute the estimates of purely normal derivatives. When $\langle I \rangle = 8$, the purely non-weighted normal derivative should be $\partial^4_3 = \partial^4_3$. First, we introduce the following Alinhac good unknowns of $v$ and $Q$ with respect to $\partial^4_3$:

$$V_i := \partial^4_3 v_i - \partial^4_3 \eta_p A^{lp} \partial_l v_i, \quad Q := \partial^4_3 Q - \partial^4_3 \eta_p A^{lp} \partial_l Q.$$  \hspace{1cm} (4.2)

Then we have that for any function $f$

$$\partial^4_3 (\nabla_A f) = \nabla_A (\partial^4_3 f) + (\partial^4_3 A^{li}) \partial_i f + [\partial^4_3, A^{li}, \partial_l f]$$
$$= \nabla_A (\partial^4_3 f) - \partial^4_3 (A^{lp} \partial_m \eta_p A^{mi}) \partial_l f + [\partial^4_3, A^{li}, \partial_l f]$$
$$= \nabla_A (\partial^4_3 f - \partial^4_3 \eta_p A^{lp} \partial_l f)$$  \hspace{1cm} (4.3)

and thus

$$\nabla_A \cdot V = \partial^4_3 (\text{div}_A v) - C^l (v_i), \quad \nabla_A Q = \partial^4_3 (\nabla_A Q) - C (Q),$$  \hspace{1cm} (4.4)

where the commutator satisfies the estimate

$$\|C(f)\|_4 \lesssim P(\|\eta\|_4) f \|f\|_4.$$  \hspace{1cm} (4.5)

Now taking $\partial^4_3$ in the second equation of (1.17) and invoking (4.2) and (4.4), we get the evolution equation of the Alinhac good unknowns

$$R \partial_t V - J^{-1}(b_0 \cdot \partial) \partial^4_3 \left( J^{-1}(b_0 \cdot \partial) \eta \right) + \nabla_A Q$$
$$= \left[ R, \partial^4_3 \right] \partial_t v + \left[ \partial^4_3, J^{-1}(b_0 \cdot \partial) \right] b - C (Q) - R \partial_t (\partial^4_3 \eta \cdot \nabla_A v).$$  \hspace{1cm} (4.6)

Taking $L^2(\Omega)$-inner product of (4.6) and $J V$ and using $\rho_0 = RJ$, we get the energy identity

$$\frac{1}{2} \frac{d}{dt} \int_{\Omega} \rho_0 |V|^2 \, dy = \int_{\Omega} (b_0 \cdot \partial) \partial^4_3 (J^{-1}(b_0 \cdot \partial) \eta) \cdot V$$
$$- \int_{\Omega} (\nabla_A Q) \cdot V + \int_{\Omega} J F \cdot V.$$  \hspace{1cm} (4.7)
4.2. Interior Estimates

The third integral on the RHS of (4.7) can be directly controlled

$$\int_{\Omega} J F \cdot V \lesssim \| J F \|_0 \| V \|_0$$

$$\lesssim P (\| \rho_0 \|_4, \| b_0 \|_4, \| \eta \|_4, \| J^{-1} (b_0 \cdot \partial) \eta \|_4, \| Q \|_4, \| v \|_4, \| \partial_t v \|_3) \| V \|_0.$$  

(4.8)

The first integral on the RHS of (4.7) gives the energy of magnetic field $b = J^{-1} (b_0 \cdot \partial) \eta$ after integrating $(b_0 \cdot \partial)$ by parts. Note that $b_0^3|_\Gamma = 0$ and div $b_0 = 0,$ there will be no boundary integral. In specific, we have

$$\int_{\Omega} (b_0 \cdot \partial) \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \cdot V \, dy = - \int_{\Omega} \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \cdot (b_0 \cdot \partial) V \, dy$$

$$= - \int_{\Omega} \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \cdot (b_0 \cdot \partial) \partial_3^4 v \, dy$$

$$+ \int_{\Omega} \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \cdot (b_0 \cdot \partial) (\partial_3^4 \eta \cdot \nabla_A v) \, dy$$

$$= - \int_{\Omega} J \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \cdot \left( J^{-1} (b_0 \cdot \partial) \partial_3^4 \partial_t \eta \right) \, dy + L_1$$

(4.9)

$$= - \int_{\Omega} J \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \cdot \partial_3^4 \partial_t (J^{-1} (b_0 \cdot \partial) \eta) \, dy$$

$$- \int_{\Omega} J \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \cdot \left[ J^{-1} (b_0 \cdot \partial), \partial_3^4 \partial_t \right] \eta \, dy + L_1$$

$$= - \frac{1}{2} \frac{d}{dt} \int_{\Omega} J \left| \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \right|^2 \, dy$$

$$+ \frac{1}{2} \int_{\Omega} \partial_t J \left| \partial_3^4 (J^{-1} (b_0 \cdot \partial) \eta) \right|^2 \, dy + K_1 + L_1.$$

The term $L_1$ can be directly controlled

$$L_1 \lesssim P (\| (b_0 \cdot \partial) \eta \|_4, \| \eta \|_4, \| b_0 \|_4, \| v \|_4).$$  

(4.10)

The term $K_1$ produces a higher order term when $\partial_3^4 \partial_t$ falls on $J^{-1}.$ We invoke $\partial_t J = J \text{div}_A v$ to get

$$- \left[ J^{-1} (b_0 \cdot \partial), \partial_3^4 \partial_t \right] \eta$$

$$= \partial_3^4 \partial_t (J^{-1}) (b_0 \cdot \partial) \eta + \sum_{N=0}^3 \partial_3^N \partial_t (J^{-1}) \partial_3^{4-N} b_0 \cdot \partial \eta$$

$$+ \sum_{M=0}^3 \partial_t \left( \partial_3^M (J^{-1} b_0^3) \partial_3^{4-M} \eta \right)$$

$$= - J^{-1} \partial_3^4 (\text{div}_A v) (b_0 \cdot \partial) \eta.$$
and thus

\begin{equation}
K_1 = - \int_{\Omega} J \partial_3^q (J^{-1}(b_0 \cdot \partial) \eta) \cdot (J^{-1}(b_0 \cdot \partial) \eta) \partial_3^q (\text{div} A \nu) \, dy
\end{equation}

\begin{equation}
+ \int_{\Omega} J \partial_3^q (J^{-1}(b_0 \cdot \partial) \eta) \cdot (K L_1)
\end{equation}

\begin{equation}
\lesssim K_{11} + \| J \|_{L^\infty} \| J^{-1}(b_0 \cdot \partial) \eta \|_4 \| K L_1 \|_0
\end{equation}

\begin{equation}
\lesssim K_1 + P \left( \| (b_0 \cdot \partial) \eta \|_4, \| \eta \|_4, \| b_0 \|_4 \right).
\end{equation}

Summarizing (4.9)–(4.12), we get the following estimates:

\begin{equation}
\int_{\Omega} (b_0 \cdot \partial) \partial_3^q (J^{-1}(b_0 \cdot \partial) \eta) \cdot \nu \, dy \lesssim - \frac{1}{2} \frac{d}{dt} \int_{\Omega} J \left| \partial_3^q (J^{-1}(b_0 \cdot \partial) \eta) \right|^2 \, dy
\end{equation}

\begin{equation}
+ K_{11} + P \left( \| (b_0 \cdot \partial) \eta \|_4, \| \eta \|_4, \| b_0 \|_4 \right). \tag{4.13}
\end{equation}

We note that the term \( K_{11} \) cannot be directly controlled, but will be cancelled by another term produced by \(- \int_{\Omega} (\nabla A Q) \cdot \nu \).

Next we analyze the second integral on the RHS of (4.7). Integrating by parts and invoking Piola’s identity \( \partial_l \hat{A}^{li} = 0 \), we get

\begin{equation}
- \int_{\Omega} (\nabla A Q) \cdot \nu \, dy = \int_{\Omega} J Q (\nabla A \cdot \nu) \, dy - \int_{\Gamma} J Q A^{li} N_l \nu_i \, dy' =: I + IB. \tag{4.14}
\end{equation}

Plugging (4.2) and (4.4) as well as \( Q = q + \frac{1}{2} |b|^2 \) into \( I \), we get

\begin{equation}
I = \int_{\Omega} J \partial_3^q \partial_3^q (\text{div} A \nu) \, dy + \int_{\Omega} J \partial_3^q \left( \frac{1}{2} J^{-1}(b_0 \cdot \partial) \eta \right) \partial_3^q (\text{div} A \nu) \, dy
\end{equation}

\begin{equation}
- \int_{\Omega} \partial_3^q \eta_p \hat{A}^{lp} \partial_l Q \partial_3^4 (\text{div} A \nu) \, dy - \int_{\Omega} \partial_3^q Q C(v) \, dy \tag{4.15}
\end{equation}

\begin{equation}
=: I_1 + I_2 + I_3 + I_4.
\end{equation}

The term \( I_4 \) can be directly controlled by using (4.5)

\begin{equation}
I_4 \lesssim \| Q \|_4 \| C(v) \|_0 \lesssim P (\| \eta \|_4, \| Q \|_4, \| v \|_4). \tag{4.16}
\end{equation}
The term $I_1$ gives the energy of $q$ by invoking $\text{div}_A v = -\frac{\partial_t R}{R} = -\frac{JR'(q)}{\rho_0} \partial_t q$

$$I_1 = -\int_{\Omega} J \partial_3^4 q \partial_3^4 \left( \frac{JR'(q)}{\rho_0} \partial_t q \right) \, dy$$

$$= -\int_{\Omega} J \frac{J^2 R'(q)}{\rho_0} \partial_3^4 q \partial_3^4 \partial_t q \, dy - \int_{\Omega} J \partial_3^4 q \left( \left[ \partial_3^4, \frac{JR'(q)}{\rho_0} \right] \partial_t q \right) \, dy$$

$$= -\frac{1}{2} \frac{d}{dt} \int_{\Omega} J \frac{J^2 R'(q)}{\rho_0} \left| \partial_3^4 q \right|^2 \, dy + \frac{1}{2} \int_{\Omega} \partial_t \left( \frac{J^2 R'(q)}{\rho_0} \right) \left| \partial_3^4 q \right|^2 \, dy \ (4.17)$$

$$\leq -\frac{1}{2} \frac{d}{dt} \int_{\Omega} J \frac{J^2 R'(q)}{\rho_0} \left| \partial_3^4 q \right|^2 \, dy + P(\|q\|_8, \|\rho_0\|_4, \|\eta\|_4).$$

The term $I_2$ will produce another higher order term to cancel with $K_{11}$

$$I_2 = \int_{\Omega} J \partial_3^4 \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^4 (\text{div}_A v) \, dy$$

$$\text{exactly cancel with } K_{11}$$

$$+ \int_{\Omega} \sum_{N=1}^{3} \left( \frac{4}{N} \right) J \partial_3^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \partial_3^{4-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^4 (\text{div}_A v) \, dy$$

$$= -K_{11} - \int_{\Omega} \sum_{N=1}^{3} \left( \frac{4}{N} \right) J \partial_3^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \partial_3^{4-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^4 \left( \frac{JR'(q)}{\rho_0} \partial_t q \right) \, dy \ (4.18)$$

$$= -K_{11} - \int_{\Omega} \sum_{N=1}^{3} \left( \frac{4}{N} \right) \left( \frac{J^2 R'(q)}{\rho_0} \right) \partial_3^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \partial_3^{4-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^4 \partial_t q \, dy$$

$$+ \int_{\Omega} \sum_{N=1}^{3} \left( \frac{4}{N} \right) J \partial_3^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \partial_3^{4-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \left( \partial_3^4, \frac{JR'(q)}{\rho_0} \partial_t q \right) \, dy$$

$$=: -K_{11} + I_{21} + I_{22}.$$
\[ + \int_0^T \int_\Omega \left( \frac{J^2 R'(q)}{\rho_0} \right) \partial_t \partial_3^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^4 \eta \partial_3^4 q \, dy \]
\[ - \int_0^T \sum_{N=1}^{\infty} \left( \frac{J^2 R'(q)}{\rho_0} \right) \partial_3^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^4 \eta \partial_3^4 \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^4 q \, dy \, t_0 \]
\[ \lesssim \int_0^T P(\|J^{-1} (b_0 \cdot \partial) \eta\|_4, \|\partial_t (J^{-1} (b_0 \cdot \partial) \eta)\|_3, \|q\|_4) \]
\[ + \mathcal{P}_0 + \|J^{-1} (b_0 \cdot \partial) \eta\|_3^2 \|\partial_3^4 q\|_0 \]
\[ \lesssim \mathcal{P}_0 + \int_0^T P(\mathcal{E}(t)) \, dt + \varepsilon \|\partial_3^4 q\|_0^2 + \int_0^T \|\partial_t (J^{-1} (b_0 \cdot \partial) \eta)\|_3^2 \]
\[ \leq \mathcal{P}_0 + \int_0^T P(\mathcal{E}(t)) \, dt + \varepsilon \|\partial_3^4 q\|_0^2. \quad (4.19) \]

Then \( I_{22} \) can be directly controlled since at most three \( \partial_3 \)'s fall on \( \partial_t q \).

\[ I_{22} \lesssim \|J^{-1} (b_0 \cdot \partial) \eta\|_3^2 \|q\|_{7,*}. \quad (4.20) \]

The term \( I_3 \) should also be controlled under time integral. We have

\[ \int_0^T I_3 = \int_0^T \int_\Omega \frac{J R'(q)}{\rho_0} \partial_3^4 \eta \partial_3^4 q \, dy \]
\[ + \int_0^T \int_\Omega \partial_3^4 \eta \partial_3^4 q \partial_3^4 q \, dy \]
\[ - \int_0^T \int_\Omega \partial_t \left( \frac{J R'(q)}{\rho_0} \partial_3^4 \eta \partial_3^4 q \partial_3^4 q \right) \, dy \]
\[ + \int_\Omega \frac{J R'(q)}{\rho_0} \partial_3^4 \eta \partial_3^4 q \partial_3^4 q \|_{L_2}^2 + L_2 \quad (4.21) \]
\[ \lesssim \mathcal{P}_0 + \left( \frac{J R'(q)}{\rho_0} \right) A \|\partial_3^4 q\|_0 \|\partial_3^4 \|_0 \]
\[ + \int_0^T P(\|q\|_{8,*}, \|\eta\|_4, \|v\|_4, \|\rho_0\|_4) \, dt \]
\[ \lesssim \mathcal{P}_0 + \int_0^T P(\mathcal{E}(t)) \, dt + \left( \frac{J R'(q)}{\rho_0} \right) A \|\partial_3^4 q\|_0 \int_0^T \|\partial_3^4 v(t)\|_0 \, dt \]
\[ \lesssim \mathcal{P}_0 + P(\mathcal{E}(t)) \int_0^T P(\mathcal{E}(t)) \, dt, \]

where we use \( \partial_3^4 \eta \|_{\Omega}^2 = 0 \) in the last step. Summarizing (4.16)–(4.21) and choosing \( \varepsilon > 0 \) suitably small, we get the estimates of \( I \) under time integral

\[ \int_0^T I \, dt \lesssim -\frac{1}{2} \int_\Omega \frac{J^2 R'(q)}{\rho_0} \left| \partial_3^4 q \right|^2 \, dy \, t_0 + \mathcal{P}_0 + P(\mathcal{E}(t)) \int_0^T P(\mathcal{E}(t)) \, dt. \quad (4.22) \]
4.3. Boundary Estimates

To finish the estimates of purely non-weighted normal derivative, it remains to control the boundary integral $IB$ in (4.14) which reads as

$$
- \int_{\Gamma} JQA^{li} N_l v_i \, dy' = - \int_{\Gamma} \tilde{\Lambda}^{3i} N_3 \partial_3^4 Q \, V_i \, dy' \\
+ \int_{\Gamma} \tilde{\Lambda}^{3i} N_3 \partial_3^4 \eta_p A^{3p} \partial_3 Q \, \partial_3^4 v_i \, dy' \\
- \int_{\Gamma} \tilde{\Lambda}^{3i} N_3 \partial_3^4 \eta_p A^{3p} \partial_3 Q \, (\partial_3^4 \eta_r A^{mr} \partial_m v_i) \, dy' \\
=: IB_0 + IB_1 + IB_2.
$$

First, $IB_1$ will produce the boundary energy with the help of Rayleigh-Taylor sign condition (1.8) and the error terms will be cancelled with $IB_2$. In specific, we have

$$IB_1 = - \int_{\Gamma} \left(-\frac{\partial Q}{\partial N}\right) J A^{3i} \partial_3^4 \eta_p A^{3p} \partial_3^4 \eta_i \, dy' = - \frac{1}{2} \int_{\Gamma} \frac{d}{dt} \left(-\frac{\partial Q}{\partial N}\right) \left|A^{3i} \partial_3^4 \eta_i\right|^2 \, dy' $$

$$- \frac{1}{2} \int_{\Gamma} \partial_i \left(-\frac{\partial Q}{\partial N}\right) \left|A^{3i} \partial_3^4 \eta_i\right|^2 \, dy' + \int_{\Gamma} \left(-\frac{\partial Q}{\partial N}\right) \partial_i A^{3i} \partial_3^4 \eta_p A^{3p} \partial_3^4 \eta_i \, dy' $$

$$=: IB_{11} + IB_{12} + IB_{13}.
$$

Invoking Rayleigh-Taylor sign condition, we get

$$\int_0^T IB_{11} \, dt \lesssim -\frac{c_0}{4} \int_{\Gamma} \left|A^{3i} \partial_3^4 \eta_i\right|^2 \, dy' \left|T_0\right|, $$

and thus the term $IB_{12}$ can be directly controlled by the boundary energy

$$IB_{12} \lesssim |\partial_t (J \partial_3 Q)|_{L^\infty} \left|A^{3i} \partial_3^4 \eta_i\right|^2 \left|T_0\right| \lesssim P(E(t)). $$

Then we plug $\partial_i A^{3i} = -A^{3r} \partial_m v_r A^{mi}$ into $IB_{13}$ to get

$$IB_{13} = \int_{\Gamma} \left(-\frac{\partial Q}{\partial N}\right) A^{3r} \partial_m v_r \hat{A}^{mi} \partial_3^4 \eta_p A^{3p} \partial_3^4 \eta_i \, dy' $$

$$=: IB_{10} + IB_{02}. $$

and this term exactly cancel with $IB_2$ if we replace the indices $(r, i)$ by $(i, r)$. It now remains to control $IB_0$. We have

$$IB_0 = - \int_{\Gamma} N_3 \partial_3^4 Q \, (A^{3i} \partial_3^4 v_i) \, dy' + \int_{\Gamma} \tilde{\Lambda}^{3i} N_3 \partial_3^4 Q \partial_3^4 \eta_p A^{lp} \partial_l v_i \, dy' $$

$$=: IB_{01} + IB_{02}. $$

To control $IB_0$, we shall differentiate the following relations:

$$A^{3i} \partial_3 v_i = \text{div}_A v - A^{li} \partial_1 v_i - A^{2j} \partial_2 v_i = -\frac{JR'(q)}{\rho_0} \partial_t q - A^{li} \partial_1 v_i - A^{2j} \partial_2 v_i.$$  

(4.29)
In $IB_{01}$, we use the relation (4.29) to get
\[
A^3 \partial_3^4 v_I = A^3 (A^3 \partial_3 v_I) - \partial_3^3 A^3 \partial_3 v_I - 3 \partial_3^2 A^3 \partial_3^2 v_I - 3 \partial_3 A^3 \partial_3^3 v_I
\]
\[= - \partial_3^3 \left( \frac{JR'(q)}{\rho_0} \partial_t q \right) - \sum_{L=1}^2 \partial_3^3 (A^{Li} \overline{\sigma}_L v_I) - \partial_3 A^{3i} \partial_3 v_I \tag{4.30}
\]
\[-3 \partial_3^2 A^{3i} \partial_3^2 v_I - 3 \partial_3 A^{3i} \partial_3^3 v_I,
\]
and thus $IB_{01}$ becomes
\[
IB_{01} = \int_{\Gamma} N_3 J \partial_3^4 Q \partial_3 \left( \frac{JR'(q)}{\rho_0} \partial_t q \right) + \sum_{L=1}^2 \int_{\Gamma} N_3 J \partial_3^4 Q \partial_3 (A^{Li} \overline{\sigma}_L v_I)
\]
\[+ \int_{\Gamma} N_3 J \partial_3^4 Q \left( \partial_3 A^{3i} \partial_3 v_I + 3 \partial_3^2 A^{3i} \partial_3^2 v_I + 3 \partial_3 A^{3i} \partial_3^3 v_I \right) \tag{4.31}
\]
\[=: IB_{011} + IB_{012} + IB_{013}.
\]

In $IB_{012}$, since $A^{Li}$ has the form $\partial_3 \eta \times \overline{\eta}$, the highest order term contains $\partial_3 A^{Li} = \partial_3^2 \eta \times \overline{\eta} + \cdots$ which cannot be directly controlled. However, this term can produce cancellation with $IB_{02}$. We have
\[
\partial_3 A^{Li} = - \partial_3^2 (A^{Lp} \partial_3 m \eta_p A^{mi})
\]
\[= - A^{Lp} \partial_3^2 \eta_p A^{3i} - \sum_{M=1}^2 A^{Lp} \partial_3 \overline{\partial}_M \eta_p A^{Mi} - [\partial_3^2, A^{Lp} A^{mi}] \partial_3 m \eta_p,
\]
and thus $IB_{012}$ can be written as
\[
IB_{012} = - \sum_{L=1}^2 \int_{\Gamma} \hat{A}^3 N_3 \partial_3^4 Q \partial_3 \eta_p A^{Lp} \overline{\sigma}_L v_I \tag{4.33}
\]
\[-2 \sum_{L=1}^2 \int_{\Gamma} N_3 J \partial_3^4 Q \left( \sum_{M=1}^2 A^{Lp} \partial_3 \overline{\partial}_M \eta_p A^{Mi} + [\partial_3^2, A^{Lp} A^{mi}] \partial_3 m \eta_p \right). \tag{4.34}
\]

On the other hand, we write $IB_{02}$ as
\[
IB_{02} = \int_{\Gamma} \hat{A}^3 N_3 \partial_3^4 Q \partial_3^4 \eta_p A^{3p} \partial_3 v_I \ dy'
\]
\[+ \sum_{L=1}^2 \int_{\Gamma} \hat{A}^3 N_3 \partial_3^4 Q \partial_3^4 \eta_p A^{Lp} \overline{\sigma}_L v_I \ dy'. \tag{4.35}
\]

Therefore, (4.36) exactly cancels with the main term (4.33) in $IB_{012}$.

Now it remains to control $IB_{011}$, $IB_{013}$ and (4.34), (4.35). Invoking the relation
\[
\hat{A}^3 \partial_3 Q = - \sum_{L=1}^2 \hat{A}^{Li} \overline{\sigma}_L Q - \rho_0 \partial_t v' + (b_0 \cdot \overline{\partial})(J^{-1}(b_0 \cdot \overline{\partial})\eta'), \tag{4.37}
\]
we get
\[
\hat{A}^3 \partial_3^4 Q = \partial_3^2 (\hat{A}^3 \partial_3 Q) - \partial_3^3 \hat{A}^3 \partial_3 Q - 3 \partial_3^2 \hat{A}^3 \partial_3^2 Q - 3 \partial_3 \hat{A}^3 \partial_3^3 Q
\]
\[
= \partial_3^3 \left( -\rho_0 \partial_t v^i + (b_0 \cdot \partial)(J^{-1}(b_0 \cdot \partial)\eta) \right) - \sum_{L=1}^2 \partial_3^3 (\hat{A}^L i \partial_L Q)
\]
\[
- \partial_3^3 \hat{A}^3 i \partial_3 Q - 3 \partial_3^2 \hat{A}^3 \partial_3^2 Q - 3 \partial_3 \hat{A}^3 \partial_3^3 Q. \tag{4.38}
\]

Note that

- The term $\hat{A}^3 i$ is of the form $\overline{\partial} \eta \times \overline{\partial} \eta$, so the leading order term in $\partial_3^3 A^3 i$ should be $(\partial_3^3 \overline{\partial} \eta)(\overline{\partial} \eta)$.
- The highest order term in $\partial_3^3 (\hat{A}^L i \partial_L Q)$ is $\partial_3^3 \hat{A}^L i \partial_L Q = 0$ due to $\partial_L Q|_{\Gamma=0}$.
- The highest order term in $\partial_3^3 ((b_0 \cdot \partial)(J^{-1}(b_0 \cdot \partial)\eta))$ is $(b_0 \cdot \overline{\partial})\partial_3^3 (J^{-1}(b_0 \cdot \partial)\eta)$ because $b_3^0|_{\Gamma} = 0$ makes $(b_0 \cdot \partial)$ tangential on the boundary.

Therefore, we can rewrite $\partial_3^4 Q$ to be the terms of at most 3 normal derivatives and one tangential derivative:

\[
\partial_3^4 Q = J^{-1} \hat{A}^3 \partial_3 \eta_i \partial_3^4 Q = J^{-1} \partial_3 \eta_i (\hat{A}^3 \partial_3^4 Q)
\]
\[
= J^{-1} \partial_3 \eta_i \left( \partial_3^3 \left( -\rho_0 \partial_t v^i + (b_0 \cdot \overline{\partial})(J^{-1}(b_0 \cdot \partial)\eta) \right) \right)
\]
\[
- \sum_{L=1}^2 \sum_{N=0}^2 \left( \partial_3^N \hat{A}^L i \partial_3^{3-N} \overline{\partial} \partial_L Q \right)
\]
\[
- \partial_3^3 \hat{A}^3 i \partial_3 Q - 3 \partial_3^2 \hat{A}^3 \partial_3^2 Q - 3 \partial_3 \hat{A}^3 \partial_3^3 Q. \tag{4.39}
\]

In (4.35), we need to rewrite $A^3 p \partial_3^4 \eta_p$ by using $A^3 p \partial_3 \eta_p = 1$ in $\hat{\Omega}$ (and thus $\partial_3^3 (A^3 p \partial_3 \eta_p) = 0$):

\[
A^3 p \partial_3^4 \eta_p = -\partial_3^2 A^3 p \partial_3 \eta_p - 3 \partial_3^2 A^3 p \partial_3^2 \eta_p - 3 \partial_3 A^3 p \partial_3^3 \eta_p. \tag{4.40}
\]

In light of (4.38)–(4.40), we are able to write $IB_{011}, IB_{013}$ and (4.34), (4.35) as

\[
\int_{\Gamma} N_3 (\partial_3^3 \mathcal{D} f)(\partial_3^3 \mathcal{D} g) h \, dy' + \text{lower order terms}, \tag{4.41}
\]

where $\mathcal{D} = \overline{\partial}$ or $\partial_i$ or $b_0 \cdot \overline{\partial}$, and $f, g$ can be $\eta, v, q, J^{-1}(b_0 \cdot \partial)\eta$, and $h$ contains at most first order derivative of $\eta, v$. Then (4.41) can be controlled in the following...
way:
\[ \int_{\Gamma} N_3(\partial_3^3 \mathcal{D} f)(\partial_3^3 \mathcal{D} g) h \, dy' \]

\[ = \left( \int_{\Omega} (\partial_3^4 \mathcal{D} f)(\partial_3^4 \mathcal{D} g) h - \int_{\Omega} (\partial_3^3 \mathcal{D} f)(\partial_3^4 \mathcal{D} g) h \right) \]

\[ - \int_{\Omega} (\partial_3^3 \mathcal{D} f)(\partial_3^3 \mathcal{D} g)(\partial_3 h) \]

\[ \overset{\partial}{=} - \int_{\Omega} (\partial_3^4 f)(\partial_3^2 g) h - \int_{\Omega} (\partial_3^4 f)(\partial_3^3 g)(\partial_3 h) \]

\[ + \int_{\Omega} (\partial_3^3 \mathcal{D}^2 f)(\partial_3^4 g) h + \int_{\Omega} (\partial_3^3 \mathcal{D} f)(\partial_3^4 g)(\partial_3 h) \]

\[ - \int_{\Omega} (\partial_3^3 \mathcal{D} f)(\partial_3^3 \mathcal{D} g)(\partial_3 h) \]

\[ \lesssim (\|\partial_3^4 f\|_0 + \|\partial_3^3 \mathcal{D}^2 f\|_0)(\|\partial_3^4 g\|_0 + \|\partial_3^3 \mathcal{D}^2 g\|_0)\|\partial h\|_{L^\infty} \]

\[ \lesssim \|f\|_{8,*}\|g\|_{8,*}\|h\|_3. \]

This gives the control of \( I_{B_{011}}, I_{B_{013}} \) and (4.34), (4.35).

Remark. If we integrate \( \mathcal{D} = \partial_t \) by parts in (4.42) (such term appears in a leading order term \( \partial_t^3 \partial_t v \) in \( \partial_3^3 Q \)), then we should proceed the estimate under time integral and also consider the terms like \( \int_{\Omega} (\partial_3^4 f)(\partial_3^3 \mathcal{D} g) h \) which can be controlled by

\[ \int_{\Omega} (\partial_3^4 v)(\partial_3^3 \mathcal{D} g) h \lesssim \varepsilon \|\partial_3^4 v\|_0^2 + \frac{1}{8\varepsilon} \|\partial_3^3 \mathcal{D} g\|_0^4 + \frac{1}{8\varepsilon} \|h\|_{L^\infty}^4 \]

\[ \lesssim \varepsilon \|\partial_3^4 v\|_0^2 + \frac{1}{8\varepsilon} \left( \|g(0)\|_{L^2}^4 + \|h(0)\|_{L^2}^4 + \int_0^T \|\partial_3^3 \mathcal{D} \partial_t g(t)\|_0^4 + \|\partial_t h(t)\|_2^4 \right) \]

\[ \lesssim \varepsilon \|\partial_3^4 v\|_0^2 + \mathcal{P}_0 + \int_0^T P(\|g\|_{8,*}, \|h\|_{5,*}) \, dt. \]

(4.43)

According to (4.42)–(4.43), we can finalize the estimates of the boundary integral \( I_B \) as follows:

\[ I_B \lesssim \varepsilon \|\partial_3^4 v\|_0^2 - \frac{c_0}{4} \frac{d}{dt} \int_{\Gamma} \left| A^{3i} \partial_3^4 \eta_i \right|^2 \, dy' + P(E(t)). \]

(4.44)

4.4. Energy Estimates of Purely Normal Derivatives

Now, (4.44) together with (4.7), (4.8), (4.13), (4.22) gives the estimates of Alinhac good unknowns of \( v, Q \) in the case of purely non-weighted normal derivatives

\[ \|\nabla\|^2_0 + \|\partial_3^4 \left( J^{-1} (b_0 \cdot \partial) \eta \right)\|^2_0 + \|\partial_3^4 q\|^2_0 + \frac{c_0}{4} \left| A^{3i} \partial_3^4 \eta_i \right|^2_0 \bigg|_{t=T} \]
Finally, by the definition of Alinhac good unknown (4.2) and $\partial^4_3 \eta|_{t=0} = 0$, $\partial^4_3 v$ is controlled by

$$\|\partial^4_3 v\|_0^2 \lesssim \|V\|_0^2 + \|a \partial v\|_2^2 \lesssim \int_0^T \|\partial^4_3 v\|_0^2 \, dt \lesssim \|V\|_0 + P(E(T)) \int_0^T P(E(t)) \, dt,$$  

(4.46)

and thus, by choosing $\varepsilon > 0$ sufficiently small, we get

$$\|\partial^4_3 v\|_0^2 + \|\partial^4_3 (J^{-1} (b_0 \cdot \nabla) \eta)\|_0^2 + \|\partial^4_3 q\|_0^2 + \frac{c_0}{4} \|A^{3i} \partial^4_3 \eta_i\|_0^2 \bigg|_{t=T} \lesssim P_0 + P(E(T)) \int_0^T P(E(t)) \, dt,$$  

(4.47)

5. Control of Purely Tangential Derivatives

Now we consider the purely tangential derivatives. In this case, the top order derivative becomes $\partial^6_t = \partial^{i_0}_t \overrightarrow{\partial}^{i_1}_1 \overrightarrow{\partial}^{i_2}_2$ with $i_0 + i_1 + i_2 = 8$. We will prove the following estimates by a modified Alinhac good unknown method:

**Proposition 5.1.** The following energy inequality holds for any sufficiently small $\varepsilon > 0$:

$$\sum_{i_3=i_4=0} \|\partial^6_t v\|_0^2 + \|\partial^6_t (J^{-1} (b_0 \cdot \nabla) \eta)\|_0^2 + \|\partial^6_t q\|_0^2 + \frac{c_0}{4} \|A^{3i} \partial^4_3 \eta_i\|_0^2 \bigg|_{t=T} \lesssim \varepsilon \|\partial^3 \partial^6 v\|_0^2 + P_0 + P(E(T)) \int_0^T P(E(t)) \, dt.$$  

(5.1)

For simplicity, we mainly study the case $i_0 = 0$, i.e., $\partial^6_t = \overrightarrow{\partial}^{i_1}_1 \overrightarrow{\partial}^{i_2}_2$ with $i_1 + i_2 = 8$. For sake of clean notation, we denote $\overrightarrow{\partial}^8 = \overrightarrow{\partial}^{i_1}_1 \overrightarrow{\partial}^{i_2}_2$. In fact, most of the steps of the proof in this section are completely applicable to the case of $i_0 > 0$.

5.1. The Case of Full Spatial Derivatives

5.1.1. Derivation of “Modified Alinhac Good Unknowns” in Anisotropic Sobolev Space. We still use Alinhac good unknowns to control the tangential derivatives. However, we cannot directly replace $\partial^4_3$ by $\overrightarrow{\partial}^8$ in (4.2) because the commutator
contains the terms like \( \overline{\alpha}^7 \partial \eta, \overline{\alpha}^7 \partial v \) and \( \overline{\alpha}^7 \partial Q \) whose \( L^2 \)-norm cannot be controlled in \( H^8_* \). In specific, we have

\[
\overline{\alpha}^8(\nabla_A^i f) = \nabla_A^i(\overline{\alpha}^8 f) + (\overline{\alpha}^8 A^l i) \partial_l f + [\overline{\alpha}^8, A^l i, \partial_l f] \\
= \nabla_A^i(\overline{\alpha}^8 f) - \overline{\alpha}^7(A^{lr} \overline{\alpha} \partial_m \eta_r A^m i) \partial_l f + [\overline{\alpha}^8, A^l i, \partial_l f] \\
= \nabla_A^i(\overline{\alpha}^8 f - \overline{\alpha}^8 \eta_r A^{lr} \partial_l f) + \overline{\alpha}^8 \eta_r \nabla_A^i(\nabla_A^i f) \\
- ([\overline{\alpha}^7, A^{lr} A^m i] \overline{\alpha} \partial_m \eta_r) \partial_l f + [\overline{\alpha}^8, A^l i, \partial_l f].
\]

(5.2)

We notice that the \( L^2(\Omega) \)-norm of the following quantities coming from the last two terms of (5.2) cannot be controlled because \( \overline{\alpha}^7 \) may fall on \( A = \partial \eta \times \partial \eta \) and \( \partial f \).

\[
e_1 := -\overline{\alpha}^7(A^{lr} A^m i) \overline{\alpha} \partial_m \eta_r \partial_l f, \quad e_2 := -7\overline{\alpha}^7(A^{lr} A^m i) \overline{\alpha}^7 \partial_m \eta_r \partial_l f \\
e_3 := 8(\overline{\alpha}^7 A^l i)(\overline{\alpha} \partial_l f), \quad e_4 := 8(\overline{\alpha} A^l i)(\overline{\alpha}^7 \partial_l f).
\]

(5.3)

Here \( 8 \overline{\alpha}^7 \) means there are 8 terms of the form \( \overline{\alpha}^7 \overline{\alpha}^7 \) with \( i_1 + i_2 = 7 \). We will repeatedly use similar notations throughout the manuscript.

Our idea to overcome this difficulty is mainly based on the following three techniques:

1. Modify the definition of “Alinhac good unknowns”: Rewrite these quantities in terms of \( \nabla_A^i (\cdots) + L^2 \)-bounded terms, and then merge the terms inside the covariant derivative \( \nabla_A^i \) into the “Alinhac good unknowns”.

2. Produce a weighted normal derivative to replace a non-weighted one: There are terms like \( (\overline{\alpha}^7 \partial_3 \eta)(\overline{\alpha} Q) \). Since \( Q|_\Gamma = 0 \), we know \( \overline{\alpha} Q|_\Gamma = 0 \). Therefore, we can estimate the \( L^\infty \)-norm of \( \overline{\alpha} Q \) by fundamental theorem of calculus: (Suppose \( y_3 > 0 \) without loss of generality)

\[
|\overline{\alpha} Q(t, y_3)|_{L^\infty(T^2)} = \left| 0 + \int_1^{y_3} \overline{\alpha} \partial_3 Q(t, \xi_3) d\xi_3 \right|_{L^\infty(T^2)} \\
\leq (1 - y_3) \| \overline{\alpha} \partial_3 Q \|_{L^\infty} \leq \sigma(y_3) \| \overline{\alpha} \partial_3 Q \|_{L^\infty},
\]

then we move the \( \sigma(y_3) \) to \( \overline{\alpha}^7 \partial_3 \eta \) to get a weighted normal derivative \( (\sigma \partial_3) \overline{\alpha}^7 \eta \) whose \( L^2 \)-norm can be directly bounded in \( H^8_* \).

3. Replace \( \nabla_A Q \) (contains a normal derivative) by \( -\rho_0 \partial_0 v + (b_0 \cdot \partial)(J^{-1}(b_0 \cdot \partial) \eta) \) (only contains tangential derivative) in order to make the order of the derivatives lower thanks to the anisotropy of \( H^m_* \).

Now we analyze these extra terms from the commutator. We start with \( 8(\overline{\alpha}^7 A^l i) (\overline{\alpha} \partial_l f) \) and \( 8(\overline{\alpha} A^l i)(\overline{\alpha}^7 \partial_l f) \) coming from \([\overline{\alpha}^8, A^l i, \partial_l f]\) in (5.2). Since \( \overline{\alpha} A^l i = -A^l p \overline{\alpha} \partial_m \eta_p A^m i \), we have

\[
\overline{\alpha}^7 A^l i = -A^l p \overline{\alpha}^7 \partial_m \eta_p A^m i - [\overline{\alpha}^6, A^l p A^m i] \overline{\alpha} \partial_m \eta_p.
\]
where the highest order term in $[\mathcal{G}^6, A^{lp} A^{mi}] \partial_m \eta_p$ is $\mathcal{G}^6 \partial_m \eta_p$ whose $L^2$-norm can be directly bounded by $\|\eta\|_{8,*}$. Therefore, we have

$$8(\mathcal{G}^7 A^{li})(\mathcal{G}^7 \partial_l f) = -8(\partial_m \mathcal{G}^7 \eta_p A^{lp}) \partial_l f - 8(\mathcal{G}^6, A^{lp} A^{mi}] \partial_m \eta_p) \partial_l f$$

$$= -8\nabla_A^i(\mathcal{G}^7_l \eta_p A^{lp} \mathcal{G}^7 \partial_l f)$$

$$+ 8\nabla_A^i(\nabla_A^p \mathcal{G}^7 \eta_p) - 8(\mathcal{G}^6, A^{lp} A^{mi}] \partial_m \eta_p) \partial_l f$$

$$= -8\nabla_A^i(\mathcal{G}^7 \eta \cdot \nabla_A \mathcal{G}^7 \partial_l f) + C_1(f),$$

where $C_1(f)$ can be controlled by using $H^{1/2} \hookrightarrow L^3$ and $H^1 \hookrightarrow L^6$ in 3D domain

$$C_1(f) \lesssim \|A\|_2 \|\nabla^2 \mathcal{G} f\|_L^6 \|\nabla^7 \eta\|_L^3 + \|A \mathcal{G} f \partial A\|_L^\infty \|\nabla^7 \eta\|_L^2$$

$$+ P(\|\eta\|_{8,*}) \|\nabla \partial f\|_L^\infty$$

$$\lesssim \|A\|_2 \|\nabla^2 \mathcal{G} f\|_L^1 \|\mathcal{G} \|^{1/2} \|\nabla^7 \eta\|_0 + P(\|\eta\|_{8,*}) \|\nabla \partial f\|_L^\infty$$

$$\lesssim \|A\|_2 \|\nabla^2 \mathcal{G} f\|_L^1 \|\nabla^7 \eta\|_0^{1/2} \|\nabla \xi\|_0^{1/2} + P(\|\eta\|_{8,*}) \|\nabla \partial f\|_L^\infty$$

$$\lesssim P(\|\eta\|_{8,*}) \|f\|_{7,*} \|\eta\|_{8,*} + P(\|\eta\|_{8,*}) \|\nabla \partial f\|_L^\infty.$$
The $L^2$-norm of $C_{23}$ can be directly controlled since the top order derivative is $\overline{\partial}^6 \partial$

$$\|C_{23}\|_0 \lesssim \|\eta\|_{8,*} \|Q\|_{8,*} P(\|\eta\|_{7,*}). \quad (5.7)$$

The $L^2$-norm of $C_{22}$ can be directly controlled when $l = 3$ because $\hat{A}^L p$ consists of $\overline{\partial}\eta \times \overline{\partial}\eta$. When $l = 1, 2$, we need to invoke the second technique above, i.e., using $\overline{\partial} Q|_\Gamma = 0$ to produce a weight function $\sigma(y_3)$.

$$\|C_{22}\|_0 \lesssim \|\overline{\partial}^7 \hat{A}^L p\|_0 \|\partial_3 Q \overline{\partial}\eta \alpha\|_{L^\infty} + \sum_{L=1}^2 \|\overline{\partial}^7 \hat{A}^L p)(\overline{\partial} L Q)(\overline{\partial}\partial_m \eta_p A^{mi})\|_0$$

$$\lesssim P(\|\eta\|_{7,*}) \|\overline{\partial}^5 \eta\|_0 \|Q\|_3$$

$$+ \sum_{L=1}^2 \|\overline{\partial}^7 \hat{A}^L p)(\sigma(y_3) \partial_3 \overline{\partial} L Q)(\overline{\partial}\partial_m \eta_p A^{mi})\|_0$$

$$\lesssim P(\|\eta\|_{7,*}) \|\overline{\partial}^5 \eta\|_0 \|Q\|_3$$

$$+ \sum_{L=1}^2 \|\sigma \overline{\partial}^7 \hat{A}^L p\|_0 \|\partial_3 \overline{\partial} L Q)(\overline{\partial}\partial_m \eta_p A^{mi})\|_{L^\infty}$$

$$\lesssim P(\|\eta\|_{7,*}) \|Q\|_{7,*} \left( \|\overline{\partial}^5 \eta\|_0 + \|\sigma \partial_3 \overline{\partial}^7 \eta\|_0 \right),$$

where we use the fact that $\hat{A}^L p$ consists of $(\partial_3 \eta)(\overline{\partial}\eta)$ in the last step. Finally, $C_{21}$ can also be directly bounded because the top order derivatives are $\overline{\partial}^7 \partial_t$ and $\overline{\partial}^7 (b_0 \cdot \partial)$. Note that $b_0^3|_{\Gamma} = 0$ yields the following estimates by using the second technique mentioned above:

$$\|b_0^3 \partial_3 \overline{\partial}^7 (J^{-1}(b_0 \cdot \partial)\eta)\|_0 \lesssim \|\partial b_0\|_2 \|(\sigma \partial_3 \overline{\partial}^7 (J^{-1}(b_0 \cdot \partial)\eta)\|_0.$$}

Thus,

$$C_{21} \lesssim P(\|\eta\|_{7,*}) \left( \|\rho_0\|_{7,*} \|v\|_{8,*} + \|b_0\|_{7,*} \|\rho_0\|_{7,*} \|v\|_{8,*} \right). \quad (5.9)$$

Therefore, we have the estimates for $C_2(Q) := 8 \overline{\partial} A^{l_i} \overline{\partial}^7 \partial_t Q$

$$\|C_2(Q)\|_0 \lesssim P(\|b_0\|_{7,*} \|\rho_0\|_{7,*} \|\eta\|_{7,*} \|v\|_{8,*} \|b_0\|_{7,*} \|\rho_0\|_{7,*} \|v\|_{8,*} \|J^{-1}(b_0 \cdot \partial)\eta\|_{8,*} + \|Q\|_{8,*}. \quad (5.10)$$

Next we analyze $-(\overline{\partial}^7 (A^{l_r} A^{mi}) \overline{\partial}\partial_m \eta_r \partial_t f)$ coming from $-(\overline{\partial}^7, A^{l_r} A^{mi}) \overline{\partial}\partial_m \eta_r \partial_t f$. There are two terms of top order derivatives:

$$-\overline{\partial}^7 (A^{l_r} A^{mi}) \overline{\partial}\partial_m \eta_r \partial_t f = - (\overline{\partial}^7 A^{l_r}) A^{mi} \overline{\partial}\partial_m \eta_r \partial_t f - A^{l_r}(\overline{\partial}^7 A^{mi}) \overline{\partial}\partial_m \eta_r \partial_t f$$

$$- \sum_{N=1}^6 \binom{7}{N} (\overline{\partial}^N A^{l_r}) (\overline{\partial}^{6-N} A^{mi}) \overline{\partial}\partial_m \eta_r \partial_t f.$$
Here, the $L^2$-norm of the last term can be directly controlled:

$$\left\| \sum_{N=1}^{6} \binom{7}{N} (\partial^N A^{lr})(\partial^{6-N} A^{mi}) \partial_m \eta_r \partial_l f \right\|_0 \lesssim P(\|\eta\|_{8,*}) \|f\|_3.$$  

Similarly as (5.4), the term $-A^{lr} (\partial^7 A^{mi}) \partial_m \eta_r \partial_l f$ can be written as the covariant derivatives plus $L^2$-bounded terms

$$-A^{lr} (\partial^7 A^{mi}) \partial_m \eta_r \partial_l f$$

$$= A^{lr} A^{mp} (\partial_k \partial^7 \eta_p) A^{ki} \partial_m \eta_r \partial_l f$$

$$+ (\partial^6, A^{mp} A^{ki} \partial_k \eta_p) A^{lr} \partial_m \eta_r \partial_l f$$

$$= \nabla^i (\partial^7 \eta_p A^{mp} \partial_m \eta_r A^{lr} \partial_l f)$$

$$- \partial^7 \eta_p \nabla_A (A^{mp} \partial_m \eta_r A^{lr} \partial_l f) + (\partial^6, A^{mp} A^{ki} \partial_k \eta_p) A^{lr} \partial_m \eta_r \partial_l f$$

$$=: C_3(f),$$

where $C_3(f)$ can be directly controlled similarly as $C_1(f)$

$$\|C_3(f)\|_0 \lesssim P(\|\eta\|_{8,*}) \|\partial f\|_2.$$  

We then compute $-(\partial^7 A^{lr}) A^{mi} \partial_m \eta_r \partial_l f$.

- When $f = v_i$: Similarly as in (5.11), we have

$$- (\partial^7 A^{lr}) A^{mi} \partial_m \eta_r \partial_l v_i$$

$$= A^{lp} (\partial^7 \partial_k \eta_p) A^{kr} A^{mi} \partial_m \eta_r \partial_l v_i$$

$$- (\partial^6, A^{lp} A^{kr} \partial_k \eta_p) A^{mi} \partial_m \eta_r \partial_l v_i$$

$$= A^{lp} (\partial^7 \partial_k \eta_p) A^{kr} A^{mi} \partial_m \eta_r \partial_l v_i$$

$$- (\partial^6, A^{lp} A^{kr} \partial_k \eta_p) A^{mi} \partial_m \eta_r \partial_l v_i$$

$$= \nabla^i (\partial^7 \eta_p A^{lp} \partial_l v_i A^{mr} \partial_m \eta_i)$$

$$- \nabla^i (A^{lp} A^{mr} \partial_m \eta_i \partial_l v_i) \partial^7 \eta_p - (\partial^6, A^{lp} A^{kr} \partial_k \eta_p) A^{mi} \partial_m \eta_r \partial_l v_i$$

$$=: C_4(v),$$

where $C_4(v)$ can be directly controlled similarly as $C_1(f)$

$$\|C_4(v)\|_0 \lesssim P(\|\eta\|_{8,*}) \|\partial v\|_2.$$  

- When $f = Q$: If $l = 3$, then this term can be directly controlled since $A^{3r} = J^{-1} \partial \eta \times \partial \eta$ only contains first-order tangential derivatives. If $l = 1, 2$, then we can mimic the treatment of $C_{22}$, i.e., using $\partial_L Q|_F = 0$ and fundamental
Define $C_4(Q) := -(\overline{\partial}^7 A^{lr}) A^{mi} \overline{\partial} m \eta_r \partial_l Q$, then

$$\|C_4(Q)\|_0 \lesssim \|\overline{\partial}^8 \eta\|_0 \|Q\|_3 P(\|\partial \eta\|_2, \|\overline{\partial} \eta\|_2) + \sum_{L=1}^2 \|\overline{\partial}^7 A^{Lr} A^{mi} \overline{\partial} m \eta_r \overline{\partial} L Q\|_0$$

$$\lesssim \overline{\partial}^8 \eta \|Q\|_3 P(\|\partial \eta\|_2, \|\overline{\partial} \eta\|_2)$$

$$\quad + \sum_{L=1}^2 \|\sigma \overline{\partial}^7 A^{Lr} A^{mi} \overline{\partial} m \eta_r \overline{\partial} L \partial_3 Q\|_{L^\infty}$$

$$\lesssim \left(\|\overline{\partial}^8 \eta\|_0 + \|(\sigma \partial_3)\overline{\partial}^7 \eta\|_0\right) P(\|Q\|_3, \|\overline{\partial} Q\|_3, \|\eta\|_{\gamma, s})$$

(5.13)

Next we analyze $-7\overline{\partial}(A^{lr} A^{mi}) \overline{\partial}^7 \partial_m \eta_r \partial_l f$ coming from $-\overline{\partial}^7 A^{lr} A^{mi} \overline{\partial} m \eta_r \partial_l f$. This term cannot be directly controlled when $m = 3$. We should analyze it term by term. First we have

$$-7\overline{\partial}(A^{lr} A^{mi}) \overline{\partial}^7 \partial_m \eta_r \partial_l f = -7\overline{\partial} A^{lr} A^{mi} \overline{\partial}^7 \partial_m \eta_r \partial_l f - 7\overline{\partial} A^{lr} \overline{\partial} A^{mi} \overline{\partial}^7 \partial_m \eta_r \partial_l f$$

$$= 7A^{lp} \partial_k \overline{\partial} m \eta_p A^{kr} A^{mi} \overline{\partial}^7 \partial_m \eta_r \partial_l f + 7A^{lr} A^{mp} \partial_k \overline{\partial} m \eta_p A^{ki} \overline{\partial}^7 \partial_m \eta_r \partial_l f.$$

The first term can be directly rewritten as

$$7A^{lp} \partial_k \overline{\partial} m \eta_p A^{kr} A^{mi} \overline{\partial}^7 \partial_m \eta_r \partial_l f = 7\nabla_i (\overline{\partial}^7 \eta_r A^{kr} \partial_k \overline{\partial} m \eta_p A^{lp} \partial_l f)$$

$$= 7\nabla_i (\overline{\partial}^7 \eta_r A^{kr} \partial_k \overline{\partial} m \eta_p A^{lp} \partial_l f) \overline{\partial}^7 \eta_r C_5(f)$$

$$= 7\nabla_i (\overline{\partial}^7 \eta \cdot \nabla A \overline{\partial} \eta \cdot \nabla A f) + C_5(f),$$

(5.14)

where $C_5(f)$ can be similarly controlled as $C_1(f)$

$$\|C_5(f)\|_0 \lesssim P(\|\eta\|_{8, s}) \|\partial f\|_3.$$

Then we analyze $7A^{lr} A^{mp} (\partial_k \overline{\partial} m \eta_p) A^{ki} (\overline{\partial}^7 \partial_m \eta_r) \partial_l f$, which needs different treatment for $f = v_i$ and $f = Q$ respectively.

- When $f = v_i$, we have the simplification

$$7A^{lr} A^{mp} \partial_k \overline{\partial} m \eta_p A^{ki} \overline{\partial}^7 \partial_m \eta_r \partial_l v_i = 7A^{lr} A^{mi} \partial_k \overline{\partial} \eta_i A^{kp} \overline{\partial}^7 \partial_m \eta_r \partial_l v_p$$

$$= 7\nabla_i (\overline{\partial}^7 \eta A^{lr} \partial_l v_p A^{kp} \overline{\partial} \eta_i) + 7\nabla_i (A^{lr} \partial_l v_p A^{kp} \overline{\partial} \eta_i) \overline{\partial}^7 \eta_r C_6(v)$$

$$= 7\nabla_i (\overline{\partial}^7 \eta \cdot \nabla A \overline{\partial} \eta \cdot \nabla A f) + C_6(v),$$

(5.15)

and $\|C_6(v)\|_0 \lesssim P(\|\eta\|_{7, s}) \|\eta\|_{8, s} \|v\|_3$ follows from direct computation, analogous to the analysis of the first term in $C_1(f)$. 

When \( f = Q \), this term becomes

\[
C_6(Q) := -7A^{lr}(\overline{\partial}A^{mi})(\overline{\partial}^7 m \eta_r) \partial Q
\]

\[
= -7 \left( \overline{\partial}^7 (A^{lr} m \eta_r) - (\overline{\partial}^7 A^{lr}) (m \eta_r) \right)
\]

\[
= - \sum_{N=1}^{6} \left( \frac{7}{N} \right) \left( \overline{\partial}^N A^{lr} (\overline{\partial}^{7-N} m \eta_r) \right) \overline{\partial}A^{mi} \partial Q
\]

\[
= 7(\overline{\partial}^3 A^{r}) \partial m \eta_r \overline{\partial}A^{mi} \partial \overline{\partial} Q + 2 \sum_{L=1}^{6} (\overline{\partial}^L A^{lr}) \partial m \eta_r \overline{\partial}A^{mi} \partial \overline{\partial} Q
\]

\[
+ 7 \sum_{N=1}^{6} \left( \frac{7}{N} \right) \left( \overline{\partial}^N A^{lr} (\overline{\partial}^{7-N} m \eta_r) \right) \overline{\partial}A^{mi} \partial Q
\]

\[
=: C_{61} + C_{62} + C_{63}.
\]

Since \( A^{3r} = J^{-1} \overline{\partial} \eta \times \overline{\partial} \eta \), we know the top order term is of the form \( \overline{\partial}^8 \eta \times \overline{\partial} \eta \) and thus \( C_{61} \) can be directly controlled

\[
\| C_{61} \|_0 \lesssim P(\| \eta \|_3) \| \eta \|_{8,\ast} \| \partial_3 Q \|_2.
\]

The term \( C_{62} \) can be treated in the same way as \( C_4(Q) \) in (5.13) by using \( \overline{\partial}_L Q \rvert_\Gamma = 0 \) to produce a weight function \( \sigma \)

\[
\| C_{62} \|_0 \lesssim (\| (\sigma \partial_3) \overline{\partial}^7 \eta \| + \| \overline{\partial}^8 \eta \|_0) P(\| \eta \|_{7,\ast}) \| \overline{\partial} \partial_3 Q \|_2
\]

\[
\lesssim P(\| \eta \|_{7,\ast}) \| Q \|_{7,\ast} \| \eta \|_{8,\ast}.
\]

Finally, \( C_{63} \) can be directly controlled

\[
\| C_{63} \|_0 \lesssim P(\| \eta \|_{7,\ast}) \| \eta \|_{8,\ast} \| \partial Q \|_2,
\]

and thus

\[
\| C_6(Q) \|_0 \lesssim P(\| \eta \|_{7,\ast}) \| \eta \|_{8,\ast} \| Q \|_{7,\ast}.
\]
and
\[
Q^* := \bar{\partial}^8 Q - \bar{\partial}^8 \eta \cdot \nabla_A Q - 8\bar{\partial}^7 \eta \cdot \nabla_A \bar{\partial}^7 Q + 8\bar{\partial}^7 \eta \cdot \nabla_A \bar{\partial} \eta \cdot \nabla_A Q.
\]
(5.19)

Then the modified good unknowns satisfy the relations
\[
\begin{aligned}
\bar{\partial}^8 (\text{div} A v) &= \nabla_A \cdot V^* + \sum_{M=0}^{6} C_M(v), \\
\bar{\partial}^8 (\nabla_A Q) &= \nabla_A Q^* + \sum_{M=0}^{6} C_M(Q),
\end{aligned}
\]
(5.20)
where \(C_0(f)\) comes from the directly controllable terms in the RHS of (5.2),
\[
C_0(f) := \bar{\partial}^8 \eta_r \nabla_A^i (\nabla_A^r f) - \sum_{N=2}^{6} \left( \begin{array}{c} 7 \\ N \end{array} \right) \bar{\partial}^N (A^l r A^{mi}) \bar{\partial}^{7-N} (\bar{\partial}^m \eta_r) \partial_l f + \\
+ \sum_{N=2}^{6} \left( \begin{array}{c} 8 \\ N \end{array} \right) (\bar{\partial}^N A^{li}) (\bar{\partial}^{8-N} \partial_l f),
\]
(5.21)
satisfying
\[
\|C_0(f)\|_0 \lesssim P(\|\eta\|_{8,*}) \|f\|_{8,*},
\]
and \(C_1 \sim C_6\) are constructed in (5.4)–(5.5), (5.10)–(5.17).

5.2. Energy Estimates of Purely Tangential Derivatives

We denote \(C^*(f) := C_0(f) + C_1(f) + \cdots + C_6(f)\) and the “extra modification terms” in the modified Alinhac good unknowns by
\[
\begin{aligned}
(\Delta^*_V)_i &:= -8\bar{\partial}^7 \eta \cdot \nabla_A \bar{\partial} v_i - 8\bar{\partial}^7 v \cdot \nabla_A \bar{\partial} \eta_i + 8\bar{\partial}^7 \eta \cdot \nabla_A \bar{\partial} \eta \cdot \nabla_A v_i + 8\bar{\partial}^7 \eta \cdot \nabla_A v \cdot \nabla_A \bar{\partial} \eta_i, \\
\Delta^*_Q &:= -8\bar{\partial}^7 \eta \cdot \nabla_A \bar{\partial} Q + 8\bar{\partial}^7 \eta \cdot \nabla_A \bar{\partial} \eta \cdot \nabla_A Q.
\end{aligned}
\]

Then the modified Alinhac good unknowns become
\[
\begin{aligned}
V^* &= \bar{\partial}^8 v - \bar{\partial}^8 \eta \cdot \nabla_A v + \Delta^*_v, \\
Q^* &= \bar{\partial}^8 Q - \bar{\partial}^8 \eta \cdot \nabla_A Q + \Delta^*_Q.
\end{aligned}
\]

Remark. There are more modification terms in \(V^*\) than in \(Q^*\). The reason is that we can replace \(\nabla_A Q\) which contains a normal derivative with tangential derivative \((\partial_t v\) and \((b_0 \cdot \partial)(J^{-1} (b_0 \cdot \partial) \eta))\) by invoking the MHD equation. However, similar relation only holds for \(\text{div} A v\) instead of \(\nabla_A v\). Therefore, for those terms in the commutators containing \(v\), we have to rewrite them to be the covariant derivatives of the modification terms plus \(L^2(\Omega)\)-bounded terms.
It is straightforward to see that the $L^2(\Omega)$ norms of $\Delta_v^s$, $\Delta_Q^s$, $\partial_t(\Delta_v^s)$ and $\partial_t(\Delta_Q^s)$ can be controlled by $P(\mathcal{E}(t))$

\[
\|\partial_t(\Delta_v^s)\|_0 \lesssim \|\bar{\eta}^7 v\|_0(\|\nabla_A \bar{\eta} v\|_2 + \|\nabla \bar{\eta} v\|_2) + \|\bar{\eta}^7 \partial_t v\|_0 \|\nabla_A \bar{\eta} v\|_2 \\
+ \|\bar{\eta}^7 \partial_t \bar{\eta} v\|_0(\|\nabla_A \bar{\eta} v\|_2 + \|\nabla_A \bar{\eta} v\|_2) \lesssim P(\|\eta\|_{8,s}, \|v\|_{8,s}). \tag{5.22}
\]

\[
\|\partial_t(\Delta_Q^s)\|_0 \lesssim \|\bar{\eta}^7 v\|_0(\|\nabla_A \bar{\eta} Q\|_2 + \|\nabla_A \bar{\eta} v\|_2) \\
+ \|\bar{\eta}^7 \partial_t \bar{\eta} v\|_0(\|\nabla_A \bar{\eta} v\|_2 + \|\nabla_A \bar{\eta} v\|_2) \lesssim P(\|\eta\|_{8,s}, \|v\|_{7,s}, \|Q\|_{8,s}). \tag{5.23}
\]

\[
\|\Delta_Q^s\|_0 + \|\Delta_v^s\|_0 \lesssim P(\|\eta\|_{7,s}, \|v\|_{7,s}, \|Q\|_{7,s}). \tag{5.24}
\]

Now we take $\bar{\eta}^8$ in the second equation of compressible MHD system (1.17) to get

\[
R\partial_t(\bar{\eta}^8 v) - J^{-1}(b_0 \cdot \partial)\bar{\eta}^8 \left( J^{-1}(b_0 \cdot \partial) \eta \right) + \bar{\eta}^8(\nabla_A Q) \\
= \left[ R, \bar{\eta}^8 \right] \partial_t v + \left[ \bar{\eta}^8, J^{-1}(b_0 \cdot \partial) \right] \left( J^{-1}(b_0 \cdot \partial) \eta \right).
\]

Then invoking (5.20) to get

\[
R\partial_t(\bar{\eta}^8 v) - J^{-1}(b_0 \cdot \partial)\bar{\eta}^8 \left( J^{-1}(b_0 \cdot \partial) \eta \right) + \nabla_A Q^* \\
= \left[ R, \bar{\eta}^8 \right] \partial_t v + \left[ \bar{\eta}^8, J^{-1}(b_0 \cdot \partial) \right] \left( J^{-1}(b_0 \cdot \partial) \eta \right) - C^*(Q).
\]

Finally, plugging in $V^* = \bar{\eta}^8 v - \bar{\eta}^8 v \cdot \nabla_A v + \Delta_v^s$ yields the evolution equation of $V^*$ and $Q^*$:

\[
R\partial_t V^* - J^{-1}(b_0 \cdot \partial)\bar{\eta}^8 \left( J^{-1}(b_0 \cdot \partial) \eta \right) + \nabla_A Q^* \\
= \left[ R, \bar{\eta}^8 \right] \partial_t v + \left[ \bar{\eta}^8, J^{-1}(b_0 \cdot \partial) \right] \left( J^{-1}(b_0 \cdot \partial) \eta \right) - C^*(Q) + R\partial_t(-\bar{\eta}^8 \eta \cdot \nabla_A v + \Delta_v^s). \tag{5.25}
\]

We denote the RHS of (5.25) by $F^*$. Similarly as in Sect. 4, we compute the $L^2$-inner product of (5.25) and $J V^*$ to get the energy identity

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \rho_0 |V^*|^2 \, dy = \int_\Omega (b_0 \cdot \partial)\bar{\eta}^8 \left( J^{-1}(b_0 \cdot \partial) \eta \right) \cdot V^* - \int_\Omega (\nabla_A Q^*) \cdot V^* + \int_\Omega J F^* \cdot V^*. \tag{5.26}
\]
5.2.1. Interior Estimates

Using (5.22), the third integral on RHS of (5.26) is controlled by direct computation
\[
\int_{\Omega} J F^* \cdot V^* \lesssim \| J F^* \|_0 \| V^* \|_0 \lesssim P \left( \| (\rho_0, \eta, v, Q, b_0, (b_0 \cdot \partial)\eta) \|_{8,*} \right) \| V^* \|_0.
\] (5.27)

The first integral on RHS of (5.26) can be similarly treated as (4.9)–(4.13) by replacing \( \partial_3^4 \) by \( \partial_8^4 \) and \( \| \cdot \|_4 \)-norm by \( \| \cdot \|_{8,*} \)-norm. We omit the details and list the result
\[
\int_{\Omega} (b_0 \cdot \partial) \bar{\partial}^8 (J^{-1}(b_0 \cdot \partial)\eta) \cdot V^* \, dy \lesssim -\frac{1}{2} \frac{d}{dt} \int_{\Omega} J \left| \bar{\partial}^8 (J^{-1}(b_0 \cdot \partial)\eta) \right|^2 \, dy + K_{11}^* + P \left( \| (\eta, v, b_0, (b_0 \cdot \partial)\eta) \|_{8,*} \right),
\] (5.28)

where \( K_{11}^* \) is defined to be
\[
K_{11}^* := -\int_{\Omega} J \bar{\partial}^8 (J^{-1}(b_0 \cdot \partial)\eta) \cdot \left( J^{-1}(b_0 \cdot \partial)\eta \right) \bar{\partial}^8 (\text{div}_A v) \, dy. \tag{5.29}
\]

Next we analyze the term \(-\int_{\Omega} J \nabla_A Q \cdot V\). Integrating by parts and using Piola’s identity, we get
\[
-\int_{\Omega} (\nabla_A Q^*) \cdot V^* = \int_{\Omega} J Q (\nabla_A \cdot V^*) - \int_{\Gamma} J Q A^{ij} N_i V^*_j \, dy' =: I^* + IB^*.
\] (5.30)

Invoking (5.18), (5.20) and \( Q = q + \frac{1}{2} |J^{-1}(b_0 \cdot \partial)\eta|^2 \), we get
\[
I^* = \int_{\Omega} J \bar{\partial}^8 q \bar{\partial}^8 (\text{div}_A v) \, dy + \int_{\Omega} J \bar{\partial}^8 \left( \frac{1}{2} |J^{-1}(b_0 \cdot \partial)\eta|^2 \right) \bar{\partial}^8 (\text{div}_A v) \, dy \\
+ \int_{\Omega} (-\bar{\partial}^8 \eta \partial_l^p \partial_l Q + \Delta^*_Q) \bar{\partial}^8 (\text{div}_A v) \, dy - \int_{\Omega} \bar{\partial}^8 Q C^*(v) \, dy \tag{5.31}
\]
\[
=: I_{1^*}^* + I_{2^*}^* + I_{3^*}^* + I_{4^*}^*.
\]

where \( I_{4^*} \) can be directly controlled by using the estimates of \( C^*(v) \)
\[
I_{4^*}^* \lesssim \| \bar{\partial}^8 Q \|_0 \| C^*(v) \|_0 \lesssim P (\| \eta \|_{8,*}) \| \bar{\partial}^8 Q \|_0 \| v \|_{8,*}. \tag{5.32}
\]
Similarly, $I_2^*$ produces another higher order term to cancel with $K_{11}^*$

$$I_2 = \int_{\Omega} J \tilde{\theta}^8 \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \left( J^{-1} (b_0 \cdot \partial) \eta \right) \tilde{\theta}^8 (\text{div}_A v) \, dy$$

exactly cancel with $K_{11}^*$

$$+ \sum_{N=1}^{7} \left( \frac{8}{N} \right) \int_{\Omega} J \tilde{\theta}^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \tilde{\theta}^{8-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \tilde{\theta}^8 (\text{div}_A v) \, dy$$

$$= - K_{11}^* - \sum_{N=1}^{7} \left( \frac{8}{N} \right) \int_{\Omega} J \tilde{\theta}^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \tilde{\theta}^{8-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \tilde{\theta}^8 (\text{div}_A v) \, dy$$

$$\tilde{\theta}^{8-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \tilde{\theta}^8 \partial_t q \, dy$$

$$- \sum_{N=1}^{7} \left( \frac{8}{N} \right) \int_{\Omega} J \tilde{\theta}^N \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \tilde{\theta}^{8-N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \tilde{\theta}^8 (\text{div}_A v) \, dy$$

$$= - K_{11}^* + I_{21}^* + I_{22}^*$$

Similarly as to (4.19)–(4.20), the term $I_{21}^*$ should be controlled by integrating $\partial_t$ by parts under the time integral, and $I_{22}^*$ can be directly controlled (we omit the details as)

$$\int_0^T I_{21}^* \lesssim \varepsilon \| \tilde{\theta}^8 q \|^2_0 + P_0 + \int_0^T P(E(t)) \, dt$$

$$I_{22}^* \lesssim \| J^{-1} (b_0 \cdot \partial) \eta \|^2_{l^2} \| q \|_{8,*}.$$  \hspace{1cm} (5.34) \hspace{1cm} (5.35)

The term $I_1^*$ produces the energy term $\| \tilde{\theta}^8 q \|_0^2$ as in (4.17), and

$$I_1^* \lesssim \frac{1}{2} \frac{d}{dt} \int \frac{J^2 R'(q)}{\rho_0} |\tilde{\theta}^8 q|^2 + P(\| q \|_{8,*}, \| \rho_0 \|_{8,*}, \| \eta \|_{8,*}).$$  \hspace{1cm} (5.36)

$I_3^*$ can be controlled by integrating $\partial_t$ by parts under time integral after invoking $\text{div}_A v = - \frac{J R'(q)}{\rho_0} \partial_t q$ and (5.23)–(5.24):

$$\int_0^T I_3^* = \int_0^T \int_{\Omega} \frac{J R'(q)}{\rho_0} \tilde{\theta}^8 \eta_p \hat{A}^{lp} \partial_l Q - \Delta_0^* \tilde{\theta}^8 \partial_t q \, dy$$

$$+ \int_0^T \int_{\Omega} \left( \tilde{\theta}^8 \eta_p \hat{A}^{lp} \partial_l Q - \Delta_0^* \right) \tilde{\theta}^8 \partial_t q \, dy$$

$$\| L_2 \|_{l^2}$$

$$\tilde{\theta}^8 \partial_t \left( \frac{J R'(q)}{\rho_0} \tilde{\theta}^8 \eta_p \hat{A}^{lp} \partial_l Q - \Delta_0^* \right) \tilde{\theta}^8 q \, dy$$

$$\| L_2 \|_{l^2}$$

$$\int_0^T \int \partial_l \left( \frac{J R'(q)}{\rho_0} \tilde{\theta}^8 \eta_p \hat{A}^{lp} \partial_l Q - \Delta_0^* \right) \tilde{\theta}^8 q \, dy$$

$$\| L_2 \|_{l^2}$$

$$+ \int_0^T \frac{J R'(q)}{\rho_0} \tilde{\theta}^8 \eta_p \hat{A}^{lp} \partial_l Q - \Delta_0^* \tilde{\theta}^8 q \, dy$$

$$\| L_2 \|_{l^2}$$
\[
\lesssim \mathcal{P}_0 + \left( \left\| \frac{JR'(q)}{\rho_0} A \partial Q \right\|_{L^\infty} \right) \left\| \overline{\delta}^8 q \right\|_0 + \left\| \Delta_Q^* \right\|_0 \left\| \overline{\delta}^8 q \right\|_0 \\
+ \int_0^T P \left( \left\| (\eta, v, q, \rho_0) \right\|_{8,*} \right) dt.
\]

\[
\lesssim \mathcal{P}_0 + \epsilon \left\| \overline{\delta}^8 q \right\|_0^2 + \left\| \frac{JR'(q)}{\rho_0} A \partial Q \right\|_{L^\infty}^4 + \left\| \overline{\delta}^8 q \right\|_0^2 + \int_0^T P(\mathcal{E}(t)) dt
\]

\[
\lesssim \mathcal{P}_0 + \epsilon \left\| \overline{\delta}^8 q \right\|_0^2 + \int_0^T \left\| \partial_t \left( \frac{JR'(q)}{\rho_0} A \partial Q \right) \right\|_{L^\infty}^4 + \left\| \overline{\delta}^8 q(t) \right\|_0^4
\]

\[
+ \int_0^T P(\mathcal{E}(t)) dt
\]

\[
\lesssim \epsilon \left\| \overline{\delta}^8 q \right\|_0^2 + \mathcal{P}_0 + \int_0^T P(\mathcal{E}(t)) dt. \quad (5.37)
\]

Summarizing (5.31)–(5.37) and choosing \( \epsilon > 0 \) to be sufficiently small, we get the estimates of \( I^* \) under time integral

\[
\int_0^T I^* dt \lesssim - \frac{1}{2} \int_\Omega \frac{J^2 R'(q)}{\rho_0} \left\| \overline{\delta}^8 q \right\|_0^2 dy + \mathcal{P}_0 + \int_0^T P(\mathcal{E}(t)) dt. \quad (5.38)
\]

### 5.2.2. Boundary Estimates

Now it remains to deal with the boundary integral \( IB^* \). Since \( Q|_{\Gamma} = 0 \), we know that

\[
Q^*|_{\Gamma} = -\overline{\delta}^8 \eta p A^3 p \partial_3 Q + \Delta_Q^*.
\]

and

\[
\Delta_Q^*|_{\Gamma} = -8\overline{\delta}^7 \eta p A^3 p \overline{\delta} \partial_3 Q + 8\overline{\delta}^7 \eta \nabla_A \overline{\delta} \eta r A^3 r \partial_3 Q.
\]

Then the boundary integral \( IB^* \) reads as

\[
IB^* = \int_{\Gamma} \tilde{A}^{3i} N_3 \overline{\delta}^8 \eta p A^3 p \partial_3 Q \overline{\delta}^8 v_i dy'
\]

\[
- \int_{\Gamma} \tilde{A}^{3i} N_3 (\overline{\delta}^8 \eta p A^3 p \partial_3 Q) (\overline{\delta}^8 \eta \cdot \nabla_A v_i) dy'
\]

\[
- \int_{\Gamma} \tilde{A}^{3i} N_3 \Delta_Q^* \overline{\delta}^8 v_i dy' + \int_{\Gamma} \tilde{A}^{3i} N_3 \Delta_Q^* \overline{\delta}^8 \eta \cdot \nabla_A v_i dy'
\]

\[
- \int_{\Gamma} \tilde{A}^{3i} N_3 \Delta_Q^*(\Delta v)_i dy' + \int_{\Gamma} \tilde{A}^{3i} N_3 (\overline{\delta}^8 \eta p A^3 p \partial_3 Q) (\Delta v)_i dy'
\]

\[
= IB_1^* + IB_2^* + IB_3^* + IB_4^* + IB_5^* + IB_6^*.
\]

Before proceeding to the proof, we would like to state our basic strategy to deal with the boundary control.
• $IB_1^*$ together with the Raynor-Taylor sign condition gives the boundary energy $|A^{3i}\bar{\sigma}^8\eta_i|^2$ and the extra terms can be cancelled by $IB_2^*$. This step also appears in the study of Euler equations [8, 13, 41, 42, 45] and incompressible MHD [21, 22, 25, 29] and compressible resistive MHD [73]. It actually gives the control of the second fundamental form of the free surface [8].

• $IB_3^*$: We can write $\bar{\sigma}^8v_i = \bar{\sigma}^8\partial_i\eta$ and integrate $\partial_t$ by parts. When $\partial_t$ falls on $\Delta^*_Q$, the boundary integral can be directly controlled by using trace lemma. When $\partial_t$ falls on $A^{3i}$, such terms exactly cancel with the top order term in $IB_4^*$. 

• $IB_5^*$ and $IB_6^*$: Direct computation together with the trace lemma gives the control.

We first compute $IB_1^*$. Similarly as (4.24), we have

$$IB_1^* = -\int_{\Gamma} \left( -\frac{\partial Q}{\partial N} \right) JA^{3i}\bar{\sigma}^8\eta_i A^{3p}\bar{\sigma}^8\partial_t\eta_i \, dy'$$

$$= -\frac{1}{2} \frac{d}{dt} \int_{\Gamma} \left( -J \frac{\partial Q}{\partial N} \right) \left| A^{3i}\bar{\sigma}^8\eta_i \right|^2 \, dy'$$

$$- \frac{1}{2} \int_{\Gamma} \partial_t \left( J \frac{\partial Q}{\partial N} \right) \left| A^{3i}\bar{\sigma}^8\eta_i \right|^2 \, dy'$$

$$+ \int_{\Gamma} \left( -J \frac{\partial Q}{\partial N} \right) \partial_t A^{3i}\bar{\sigma}^8\eta_i A^{3p}\bar{\sigma}^8\eta_i \, dy'$$

$$=: IB_{11}^* + IB_{12}^* + IB_{13}^*.$$ 

The $IB_{11}^*$, together with the Rayleigh-Taylor sign condition term gives the boundary energy

$$\int_0^T IB_{11}^* \leq -\frac{c_0}{4} \left| A^{3i}\bar{\sigma}^8\eta_i \right|^2 \bigg|_0^T,$$ 

(5.41)

and $IB_{12}^*$ can be directly controlled by the boundary energy

$$IB_{12}^* \lesssim \left| A^{3i}\bar{\sigma}^8\eta_i \right|^2 \bigg|_0^T \lesssim P(E(t)).$$ 

(5.42)

Then we plug $\partial_t A^{3i} = -A^{3r}\partial_k v_r A^{ki}$ into $IB_{13}^*$ to get the cancellation structure

$$IB_{13}^* = \int_{\Gamma} J \frac{\partial Q}{\partial N} A^{3i}\partial_k v_r A^{ki}\bar{\sigma}^8\eta_i A^{3p}\bar{\sigma}^8\eta_i$$

$$= \int_{\Gamma} J \frac{\partial Q}{\partial N} A^{3i}\partial_k v_i A^{kr}\bar{\sigma}^8\eta_p A^{3p}\bar{\sigma}^8\eta_r = -IB_2^*.$$ 

(5.43)

Next we analyze $IB_3^*$. We write $v_i = \partial_t\eta_i$ and integrate this $\partial_t$ by parts

$$\int_0^T IB_3^* = -\int_0^T \int_{\Gamma} JA^{3i} N_3 \Delta^*_Q \bar{\sigma}^8 \partial_t \eta_i \, dy' \, dt$$

$$\overset{\partial_t} = \int_0^T \int_{\Gamma} J \partial_t A^{3i} N_3 \Delta^*_Q \bar{\sigma}^8 \eta_i \, dy' \, dt.$$
\[-\int_0^T \int \Gamma A^{3i} N_3 \partial_t (J \Delta^*_Q) \overline{\partial^8 \eta}_i \, dy' \, dt - \int_T \Gamma JA^{3i} N_3 \Delta^*_Q \overline{\partial^8 \eta}_i \, dy' \bigg|_0^T =: IB_{31}^* + IB_{32}^* + IB_{33}^*.\] (5.44)

Again, plug \(\partial_t A^{3i} = -A^{3r} \partial_k v_r A^{ki}\) into \(IB_{31}^*\) to get the cancellation with \(IB_4^*\):

\[IB_{31}^* = -\int_0^T \int \Gamma JA^{3r} \partial_k v_r A^{ki} N_3 \Delta^*_Q \overline{\partial^8 \eta}_i \, dy' \, dt\] (5.45)

\[-\int_0^T \int \Gamma JA^{3i} \partial_k v_i A^{kr} N_3 \Delta^*_Q \overline{\partial^8 \eta}_r \, dy' \, dt = -IB_4^*.\]

For \(IB_{33}^*\), we use the fact that \(\overline{\partial^7 \eta}|_{t=0} = 0\) (and thus \(\Delta^*_Q|_{\Gamma} = 0\) when \(t = 0\)) together with Lemma 3.1 to get

\[\int \Gamma JA^{3i} N_3 \Delta^*_Q \overline{\partial^8 \eta}_i \, dy' \bigg|_{t=T} = -\int \Gamma JA^{3i} N_3 (8\overline{\partial^7 \eta}_p A^{3p} \overline{\partial 3 Q} - 8\overline{\partial^7 \eta} \cdot \nabla_A \overline{\partial^7 \eta}_r A^{3r} \overline{\partial 3 Q}) \overline{\partial^8 \eta}_i \, dy' \lesssim |A^{3i} \overline{\partial^8 \eta}_i|_0 |J| L^\infty (|A^{3p} \overline{\partial 3 Q}| L^\infty + |(\nabla_A \overline{\partial^7 \eta}_r) A^{3r} \overline{\partial 3 Q}| L^\infty) \int_0^T |\overline{\partial^7 v(t)}|_0 \, dt \lesssim |A^{3i} \overline{\partial^8 \eta}_i|_0 P(\|\eta\|_{8,*}, \|Q\|_{8,*}) \int_0^T \|v(t)\|_{8,*} \, dt.\] (5.46)

In \(IB_{32}^*\), we invoke the relation (4.37) to get

\[\partial_t (J \Delta^*_Q)|_{\Gamma} = -8\overline{\partial^7 v}_p \hat{A}^{3p} \overline{\partial 3 Q} + 8\overline{\partial^7 v} \cdot \nabla_A \overline{\partial^7 \eta}_r \hat{A}^{3r} \overline{\partial 3 Q} - 8\overline{\partial^7 \eta}_p \partial_t (\hat{A}^{3p} \overline{\partial 3 Q}) + 8\overline{\partial^7 \eta} \cdot \partial_t (\nabla_A \overline{\partial^7 \eta}_r \hat{A}^{3r} \overline{\partial 3 Q}) = -8\overline{\partial^7 v}_p \hat{A}^{3p} \overline{\partial 3 Q} + 8\overline{\partial^7 v} \cdot \nabla_A \overline{\partial^7 \eta}_r \hat{A}^{3r} \overline{\partial 3 Q} - 8\overline{\partial^7 \eta}_p \partial_t (\hat{A}^{3p} \overline{\partial 3 Q}) + 8\overline{\partial^7 \eta} \cdot \partial_t (\nabla_A \overline{\partial^7 \eta}_r \hat{A}^{3r} \overline{\partial 3 Q}).\] (4.37)
Then we use $H^2(\mathbb{T}^2) \hookrightarrow L^\infty(\mathbb{T}^2)$, Lemma 3.1 and standard Sobolev trace lemma to get

\[
|\partial_t (J \Delta^*_Q)|_{\Gamma_0} \lesssim \|\overline{\partial^7} v_0 (|A \overline{\partial} Q|_{L^\infty} + |a \overline{\partial} \eta A \partial Q|_{L^\infty}) + |\overline{\partial^3} \eta_p|_0 \left( \left| \rho_0 \partial_t^2 v^p + \partial_t (b_0 \cdot \overline{\partial})b^p \right|_{W^{1,\infty}(\mathbb{T}^2)} \right) + \left| \partial_t (\overline{\partial 3^p} \partial_3 Q) + \partial_t (\nabla A \overline{\partial} \eta_r \overline{\partial 3^r} \partial_3 Q) \right|_{L^\infty} \right) \lesssim \|v\|_{8,*} \|\partial Q\|_{5,*} P(\|\partial \eta\|_3) + \|\eta\|_{8,*} \|b\|_{7,*} (\|Q, \eta, v\|_{7,*}, \|b_0, \rho_0\|_3),
\]

and thus

\[
IB_{32}^* \lesssim \int_0^T \left| A^{3i} \overline{\partial^8} \eta_t \right|_0 P(\|v\|_{8,*}, \|v\|_{8,*}, \|Q\|_{8,*}, \|b\|_{8,*}, \|\rho_0\|_3) dt. \tag{5.48}
\]

From (5.39), we know that it suffices to control the product of “error part” $IB_5^*$,

\[
IB_5^* \lesssim \|\hat{\Delta}^3i\|_{L^\infty} \|\Delta^*_Q|_{\Gamma_0}\|(\Delta^*_v)_t\|_0,
\]

and the RHS can be directly controlled by Lemma 3.1 and standard trace lemma

\[
\|\Delta^*_Q|_{\Gamma_0}\|_0 \lesssim \|\overline{\partial^3} \eta_p|_0 \left( \|A^{3p} \overline{\partial} \partial_3 Q|_{L^\infty} + |\nabla A \overline{\partial} \eta_r A^{3^r} \partial_3 Q|_{L^\infty} \right) \lesssim \|v\|_{8,*} \|Q\|_{7,*} \|v\|_{8,*} \|b\|_{8,*} \|\rho_0\|_3 \|\eta\|_{8,*} + \|\eta\|_{8,*} \|v\|_{7,*} \|\eta\|_{8,*}.
\]

Therefore,

\[
IB_5^* \lesssim P(\|v\|_{8,*}, \|v\|_{8,*}, \|Q\|_{7,*}) \tag{5.49}
\]

and similarly,

\[
IB_6^* \lesssim \|\hat{\Delta}^3i \partial_3 Q|_{L^\infty} \|A^{3p} \overline{\partial^8} \eta_p|_0 \|(\Delta^*_v)_t\|_0. \tag{5.50}
\]

Summarizing (5.39)–(5.50) gives the control of the boundary integral

\[
\int_0^T IB^* \lesssim -\frac{c_0}{4} \left| A^{3i} \overline{\partial^8} \eta_t \right|_0^2 + P_0 + P(E(T)) \int_0^T P(E(t)) dt. \tag{5.51}
\]

Combining (5.26), (5.27), (5.28), (5.38) and (5.51) and choosing $\varepsilon > 0$ in (5.34) to be suitably small, we get the following energy inequality

\[
\|V^*\|_0^2 + \|\overline{\partial^8} (J^{-1}(b_0 \cdot \partial) \eta)\|_0^2 + \|\overline{\partial^8} q\|_0^2 + \frac{c_0}{4} \left| A^{3i} \overline{\partial^8} \eta_t \right|_0^2 \bigg|_{t=T}
\]
Finally, invoking (5.18), we get the $\overline{\partial}^8$-estimates of $v$
\[
\|\overline{\partial}^8 v\|_0 \lesssim \|V^*\|_0 + \|\overline{\partial}^8 \eta\|_0 \|\nabla_A v\|_{L^\infty} + \|\overline{\partial}^7 \eta\|_0 (\|\nabla_A \overline{\partial} v\|_{L^\infty} + \|\nabla_A \overline{\partial} \eta \cdot \nabla_A v\|_{L^\infty})
\]
\[+ \|\overline{\partial}^4 v\|_0 \|\nabla_A \overline{\partial} \eta\|_{L^\infty} \].

Since $\partial^m \eta|_{t=0} = 0$ for any $m \geq 2$, $m \in \mathbb{N}^*$, we know
\[
\|\overline{\partial}^8 v\|_0 \lesssim \|V^*\|_0 + P(\|v|_{7,*}, |\eta|_{7,*}) \int_0^T P(\|v|_{8,*}),
\]
and thus
\[
\|\overline{\partial}^8 v\|_0^2 + \|\overline{\partial}^8 \left(J^{-1}(b_0 \cdot \partial)\eta\right)\|_0^2 + \|\overline{\partial}^8 \eta\|_0^2 + \frac{c_0}{4} \|\overline{\partial}^4 \eta\|_0^2 \bigg|_{t=T}
\]
\[\lesssim \mathcal{P}_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt.\]

5.3. The Case of One Time Derivative $\overline{\partial}^7 \partial_t$

If we replace $\partial_t^l = \overline{\partial}^8$ by $\overline{\partial}^7 \partial_t$, then most of steps in the proof above are still applicable because we do not integrate the derivative(s) in $\mathcal{D}^8$ by parts. However, we still need to do the following modifications due to the presence of time derivative:

5.3.1. Extra Difficulty: Non-vanishing Initial Data of $\partial_t^l \eta$ If $\partial_t^l = \overline{\partial}^7 \partial_t$, then we can no longer derive $\overline{\partial}^7 \partial_t \eta|_{t=0} = 0$ from $\eta|_{t=0} = Id$ due to the presence of time derivative and $\partial_t \eta = v$. This property is used in the analysis of $IB_{33}^*$ and the control of the difference between $V^*$ and $\partial_t^l v$. Before we analyze the analogues of $IB_{33}^*$ and (5.53) in the case of $\partial_t^l = \overline{\partial}^7 \partial_t$, we have to find out the precise form of the modified Alinhac good unknowns when $\partial_t^l = \overline{\partial}^7 \partial_t$.

5.3.2. The Modified Alinhac Good Unknowns Recall the “extra modification terms” $\Delta^*_Q$, $\Delta^*_v$ in (5.25) come from the bad terms (5.3). Now we replace $\overline{\partial}^8$ by $\overline{\partial}^7 \partial_t$. In $e_1$, $e_2$, $e_3$ in (5.3), if we replace $\overline{\partial}^7$ by $\overline{\partial}^8 \partial_t$ (i.e., the time derivative falls on the higher order term), then their $L^2$ norms can be directly controlled since $\partial_r a$ has the same spatial regularity as $a$. Therefore, the remaining quantities whose $L^2$-norms cannot be directly controlled in the case of $\partial_t^l = \overline{\partial}^7 \partial_t$ are
\[
e_1 := -\overline{\partial}^7 (A^{lr} A^{mi}) \partial_t \partial_m \eta \cdot \partial_l f, \quad e_2 := -7\partial_t (A^{lr} A^{mi}) \overline{\partial}^7 \partial_m \eta \cdot \partial_l f
\]
\[e_3 := 8(\overline{\partial}^7 A^{li}) \partial_t \partial_l f, \quad e_4 := (\partial_r A^{li})(\overline{\partial}^7 \partial_l f) + 7(\overline{\partial}^7 A^{li})(\overline{\partial}^7 \partial_l f).
\] (5.55)

Then the corresponding Alinhac good unknowns now becomes (with the abuse of terminology)
\[
V^* = \overline{\partial}^7 \partial_t v - \overline{\partial}^7 \partial_t \eta \cdot \nabla_A v + \Delta^*_v, \quad Q^* = \overline{\partial}^7 \partial_t Q - \overline{\partial}^7 \partial_t \eta \cdot \nabla_A Q + \Delta^*_Q..\]
where
\[
(\Delta_v^*)_i := -8\overline{\partial}^7 \eta \cdot \nabla_A \partial_t v_i - 8\overline{\partial}^7 v \cdot \nabla_A v_i + 16\overline{\partial}^7 \eta \cdot \nabla_A v \cdot \nabla_A v_i,
\]
(\Delta_Q^*) := -8\overline{\partial}^7 \eta \cdot \nabla_A \partial_t Q + 8\overline{\partial}^7 \eta \cdot \nabla_A v \cdot \nabla_A Q,
\] (5.56)
and
\[
\overline{\partial}^7 \partial_t (\text{div}_A v) = \nabla_A \cdot V^* + C^*(v), \quad \overline{\partial}^7 \partial_t (\nabla_A Q) = \nabla_A Q^* + C^*(Q),
\] (5.57)
with
\[
\|C^*(f)\|_0 \lesssim P(E(t))\|f\|_{8,*}.
\]
(5.58)

Now the analogue of $IB^{33}_3$ becomes the following quantity (recall such term comes from the product of $\Delta_Q$ and $\overline{\partial}^7 \partial_t v$):
\[
\int_{\Gamma} JA^{3i} N_3 (8\overline{\partial}^7 \eta_p A^{3p} \partial_t \partial_3 Q - 8\overline{\partial}^7 \eta \cdot \nabla_A \partial_t \eta_r A^{3r} \partial_3 Q) \overline{\partial}^7 \partial_t \eta_i \, dy'.
\] (5.59)

we can still use $\overline{\partial}^7 \eta|_{t=0} = 0$:

The analogue of (5.53) now needs some small modifications:
\[
\|\overline{\partial}^7 \partial_t v\|_0 \lesssim \|V^*\|_0 + \|\overline{\partial}^7 v\|_0 + \|\nabla_A v\|_{L^\infty} + \|\overline{\partial}^7 \eta\|_0 \left( 8\|\nabla_A \partial_t v\|_{L^\infty} + 16\|\nabla_A v\|_{L^\infty} \right)
\]
\[
\lesssim \|V^*\|_0 + \|\overline{\partial}^7 v\|_0^2 + \|\nabla_A v\|_2 + \|\nabla_A \overline{\partial}^7 v\|_2^2
\]
\[
+ \left( 8\|\nabla_A \partial_t v\|_{L^\infty} + 16\|\nabla_A v\|_{L^\infty}^2 \right) \int_0^T \|\overline{\partial}^7 v\|_0 \, dt
\]
\[
\lesssim \|V^*\|_0^2 + P_0 + \int_0^T P \left( \|\overline{\partial}^7 \partial_t v\|_0, \|\partial_t \partial_3 v\|_2, \|\partial_t \overline{\partial}^7 v\|_2, \|\partial_t \overline{\partial}^7 \eta\|_2 \right) \lesssim \|V^*\|_0^2 + P_0 + \int_0^T P(E(t)) \, dt \}
\] (5.60)
and
\[
\|\overline{\partial}^7 \partial_t q\|_0 + \int_0^T P(E(t)) \] (5.61)

The remaining analysis should proceed in the same way as in Sect.5.2, so we omit the details. The result is
\[
\|\overline{\partial}^7 \partial_t v\|_0^2 + \|\overline{\partial}^7 \partial_t \left( J^{-1}(b_0 \cdot \partial) \eta \right)\|_0^2 + \|\overline{\partial}^7 \partial_t q\|_0^2 + \frac{c_0}{4} \left| A^{3i} \overline{\partial}^7 \partial_t \eta_i \right|_0^2 \bigg|_{t=T}
\]
\[
\lesssim P_0 + \int_0^T P(E(t)) \, dt \bigg|_{t=T}.
\] (5.61)
5.4. The Case of 2~7 Time Derivatives

If the number of time derivatives in $\partial_s^t$ is between 2 and 7, i.e., $\partial_s^t$ contains at least one spatial and two time derivatives, we can still mimic most steps in Sect. 5.3. In this case we write $\partial_s^t = \mathcal{D}^6 \partial_t^2$ where $\mathcal{D} = \overline{\mathcal{D}}$ or $\partial_t$ and $\mathcal{D}^6$ contains at least one $\overline{\partial}$.

The extra time derivatives allow us to eliminate most of the “extra modification terms” in the modified Alinhac good unknowns as in (5.25), (5.56)–(5.57) and thus much simplify the analysis of Alinhac good unknowns and the boundary control. The reason is that the $L^2$-norm of the analogues of $e_1 \sim e_3$ in (5.3) can be directly controlled in the case of $\mathcal{D}^8 = \mathcal{D}^6 \partial_t^2$. More specifically, we have

\[
\begin{align*}
\mathcal{D}^6 \partial_t^2 (\nabla^i A f) &= \nabla^i_A (\mathcal{D}^6 \partial_t^2 f) + (\mathcal{D}^6 \partial_t^2 A^{li}) \partial_t f + [\mathcal{D}^6 \partial_t^2, A^{li}, \partial_t f] \\
&= \nabla^i_A (\mathcal{D}^6 \partial_t^2 f) - \mathcal{D}^6 \partial_t (A^{lr} \partial_r \partial_t \partial_m \eta_r A^{mli}) \partial_t f + [\mathcal{D}^6 \partial_t^2, A^{li}, \partial_t f] \\
&= \nabla^i_A (\mathcal{D}^6 \partial_t^2 f - \mathcal{D}^6 \partial_t^2 \eta_r \nabla_A^r f) \\
&\quad + \mathcal{D}^6 \partial_t^2 \eta_r \nabla_A^r (\nabla^i_A f) - ((\mathcal{D}^6 \partial_t, A^{lr} A^{mli}) \partial_t \partial_r \partial_m \eta_r) \partial_t f \\
&\quad + [\mathcal{D}^6 \partial_t^2, A^{li}, \partial_t f]
\end{align*}
\]

and

$$\|C_0(f)\|_0 \lesssim P(\|\eta\|_{8,*}, \|v\|_{8,*}) \|f\|_{8,*}.$$  

Therefore, the analogous analysis of $C_1, C_3 \sim C_6$ in Sect. 5.1 are no longer needed here. The only problematic term is $-2(\partial_t A^{li})(\mathcal{D}^6 \partial_t \partial_t f) - 6(\mathcal{D} A^{li})(\mathcal{D}^5 \partial_t^2 \partial_t f)$ which comes from $[\mathcal{D}^5 \partial_t^2, A^{li}, \partial_t f]$. By mimicking the treatment of $C_2(Q)$ and $C_2(v)$ in (5.5)–(5.6), we can define the modified Alinhac good unknowns in the case of $\partial_s^t = \partial_t^N \overline{\mathcal{D}}^{8-N}$ ($2 \leq N \leq 7$) as the following

$$\mathbf{V}^* = \mathcal{D}^6 \partial_t^2 v - \mathcal{D}^6 \partial_t^2 \eta \cdot \nabla_A v + \Delta^*_v, \quad \mathbf{Q}^* = \mathcal{D}^6 \partial_t^2 Q - \mathcal{D}^6 \partial_t^2 \eta \cdot \nabla_A Q,$$

where

$$\Delta^*_v := -6 \mathcal{D}^5 \partial_t^2 v \cdot \nabla_A \Delta \eta_i - 2 \mathcal{D}^6 \partial_t v \cdot \nabla_A v_i$$

and

$$\mathcal{D}^6 \partial_t^2 (\text{div}_A v) = \nabla_A \cdot \mathbf{V}^* + C^*(v), \quad \mathcal{D}^6 \partial_t^2 (\nabla_A Q) = \nabla_A \mathbf{Q}^* + C^*(Q),$$

with

$$\|C^*(f)\|_0 \lesssim P(E(t)) \|f\|_{8,*}.$$  

In this case, $\Delta^*_Q = 0$, and thus the boundary integrals $IB^*_3, IB^*_4, IB^*_5$ all vanish. The analogues of $IB^*_1, IB^*_2, IB^*_6$ in this case can still be controlled in the same
way as in Sect. 5.2. In the control of the difference between $V^*$ and $D_6^2\partial_t^2$, we have by (5.63)–(5.64) that

$$
\|D_6^2\partial_t^2 v\|_0 \lesssim \|V^*\|_0 + \|D_6^2\partial_t v\|_0 \|\nabla_A v\|_{L^\infty} + \|D_5^2\partial_t^2 v\|_0 \|\nabla_A D_\eta\|_{L^\infty}
\lesssim \|V^*\|_0 + \|D_6^2\partial_t v\|_0^2 + \|\nabla_A v\|_2^2 + \|D_5^2\partial_t^2 v\|_0^2 + \|\nabla_A \eta\|_2^2
\lesssim \|V^*\|_0 + \mathcal{P}_0 + \int_0^T P \left( \|D_6^2\partial_t^2 v\|_0, \|D_5^2\partial_t^3 v\|_0, \|\partial D_i\partial_t v\|_2 \right) \, dt
\lesssim \|V^*\|_0 + \mathcal{P}_0 + \int_0^T P(\mathcal{E}(t)) \, dt,
$$

(5.66)

The remaining analysis should proceed in the same way as in Sect. 5.2 and 5.3, so we omit the details. The result is

$$
\|D_6^2\partial_t^2 v\|_0^2 + \|D_6^2\partial_t^2 \left( J^{-1}(b_0 \cdot \partial) \eta \right) \|_0^2 + \|D_6^2\partial_t q\|_0^2 + \frac{c_0}{4} \left| A^3 D_6^2 \partial_t^2 \eta \right|_0^2 \big|_{t=T}
\lesssim \mathcal{P}_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt,
$$

(5.67)

where $D_6$ contains at least one spatial derivative $\partial_i$.

5.5. The Case of Full Time Derivatives

In the case of full time derivatives, the modified Alinhac good unknown is still defined similarly as to (5.63)–(5.65):

$$
V^* = \partial_i^8 v - \partial_i^8 \eta \cdot \nabla_A v + \Delta^*_v, \quad Q^* = \partial_i^8 Q - \partial_i^8 \eta \cdot \nabla_A Q,
$$

(5.68)

where

$$(\Delta^*_v)_i := -8 \partial_i^7 v \cdot \nabla_A v_i
$$

(5.69)

and

$$
\partial_i^8(\text{div}_A v) = \nabla_A \cdot V^* + C^*(v), \quad \partial_i^8(\nabla_A Q) = \nabla_A Q^* + C^*(Q),
$$

(5.70)

with

$$
\|C^*(f)\|_0 \lesssim P(\mathcal{E}(t)) \|f\|_{8,*}.
$$

Extra difficulty: trace lemma is no longer applicable When $\partial_i^7 = \partial_i^8$, there are terms of the form $\partial_i^7 v$ in the boundary integrals. In the case of full time derivative,
one cannot apply Lemma 3.1 to control $|\partial^7_t v|_0$. This difficulty appears in the estimates of the analogue of $IB^*_6$. Instead, we need to write $IB^*_6$ in terms of interior integrals by using a similar technique in (4.42). Thus

$$IB^*_6 = -8 \int_{\Gamma} \hat{A}^3i N_3 \partial_t^6 \eta_p A^3p \partial_3 Q \partial^7_t v_r A^{lr} \partial_l v_i \, dy'$$

$$= -8 \int_{\Gamma} \hat{A}^3i \partial_3 \partial^7_t v_p A^3p \partial_3 Q \partial^7_t v_r A^{lr} \partial_l v_i \, dy'$$

$$= -8 \int_{\Omega} \hat{A}^3i \partial_3 \partial^7_t v_p A^3p \partial_3 Q \partial^7_t v_r A^{lr} \partial_l v_i \, dy$$

$$- 8 \int_{\Omega} \hat{A}^3i \partial_3 \partial^7_t v_r A^3p \partial_3 \partial^7_t v_r A^{lr} \partial_l v_i \, dy$$

$$- 8 \int_{\Omega} \partial^7_t v_r \partial^7_t v_r \partial_3 (\hat{A}^3i A^3p \partial_3 Q A^{lr} \partial_l v_i) \, dy$$

$$= IB^*_{61} + IB^*_{62} + IB^*_{63}.$$ 

The term $IB^*_{63}$ can be directly controlled:

$$IB^*_{63} \lesssim P(\|\partial^7_t v\|_0, \|\partial v\|_3, \|\partial Q\|_3, \|A\|_3) \lesssim P(\|v\|_{8,*}, \|Q\|_{8,*}, \|\eta\|_4).$$

(5.72)

The term $IB^*_{61}, IB^*_{62}$ should be controlled by integrating $\partial_t$ by parts under time integral:

$$\int_0^T IB^*_{61} = -8 \int_0^T \int_{\Omega} \hat{A}^3i \partial_3 \partial^6_t v_p A^3p \partial_3 Q \partial^7_t v_r A^{lr} \partial_l v_i \, dy \, dt$$

$$= -8 \int_0^T \int_{\Omega} \hat{A}^3i \partial_3 \partial^6_t v_p A^3p \partial_3 Q \partial^7_t v_r A^{lr} \partial_l v_i \, dy \, dt$$

$$+ 8 \int_0^T \int_{\Omega} \hat{A}^3i \partial_3 \partial^6_t v_p A^3p \partial_3 Q \partial^8_t v_r A^{lr} \partial_l v_i \, dy \, dt$$

$$+ 8 \int_0^T \int_{\Omega} \hat{A}^3i \partial_3 \partial^6_t v_p \partial^7_t v_r \partial_3 (A^3p \partial_3 Q A^{lr} \partial_l v_i) \, dy \, dt$$

$$\lesssim \|\partial_3 \partial^6_t v\|_0 \|\partial^7_t v\|_0 P(\|A\|_{L^\infty}, \|\partial Q\|_{L^\infty}, \|\partial v\|_{L^\infty})$$

(5.73)

$$+ \int_0^T \|\partial_3 \partial^7_t v\|_0 P(\|A\|_{L^\infty}, \|\partial Q\|_{L^\infty}, \|\partial v\|_{L^\infty})$$

$$+ \|\partial^7_t v\|_0 \|A \cdot \partial_3 (A \cdot \partial Q \cdot A \cdot \partial v)\|_{L^\infty})$$

$$\lesssim \varepsilon \|\partial_3 \partial^6_t v\|_0^2 + \mathcal{P}_0 + \int_0^T P \left(\|\partial^8_t v\|_0, \|\partial_3 A, \partial_3 \partial Q, \partial_3 \partial v\|_{L^\infty}^2\right)$$

$$+ \int_0^T P(\|v\|_{8,*}, \|Q\|_{7,*}, \|\eta\|_3) \, dt$$

$$\lesssim \varepsilon \|\partial_3 \partial^6_t v\|_0^2 + \mathcal{P}_0 + \int_0^T P(\mathcal{E}(t)) \, dt.$$
$I B_{02}^*$ can be controlled in the same way, so we omit the details. Summarizing the estimates above, we get the energy inequality of the full time derivatives

$$
\|\partial_{t}^{8} v\|_{0}^{2} + \left\|J^{-1}(b_{0} \cdot \partial)\eta\right\|_{0}^{2} + \|\partial_{t}^{8} q\|_{0}^{2} + \frac{c_{0}}{4}\left|A^{3i} \partial_{t}^{8} \eta_{i}\right|_{0}^{2}\bigg|_{t=T}
\lesssim \varepsilon \|\partial_{3} \partial_{5}^{6} v\|_{0}^{2} + P_{0} + P(E(T)) \int_{0}^{T} P(E(t)) \, dt,
$$

(5.74)

which, together with (5.54), (5.61), (5.67), concludes the proof of Proposition 5.1.

### 6. Control of Mixed Non-weighted Derivatives

The case of mixed non-weighted derivatives correspond to $\partial_{I^{*}} = \partial_{i_{0}}^{N_{3}} \partial_{i_{1}}^{N_{2}} \partial_{i_{2}}^{N_{1}} \partial_{i_{3}}^{N_{4}}$ with $1 \leq i_{3} \leq 3$, $i_{4} = 0$. In this case, the modified Alinhac good unknowns introduced in Sect. 5 are still needed when commuting $\partial_{I^{*}}$ with $\nabla A$. On the other hand, the highest order term $\partial_{I^{*}}^{Q}$ no longer vanishes on the boundary due to the presence of normal derivatives, so we need to use the method in Sect. 4 to deal with the boundary integral. Therefore, we should combine the methods in Sect. 4 and Sect. 5 to get the control of mixed non-weighted derivatives. The result of this section is

**Proposition 6.1.** The following energy inequality holds for sufficiently small $\varepsilon > 0$:

$$
\sum_{1 \leq i_{3} \leq 3, \; i_{4} = 0} \|\partial_{I^{*}}^{l} v\|_{0}^{2} + \left\|\partial_{I^{*}}^{l} \left(J^{-1}(b_{0} \cdot \partial)\eta\right)\right\|_{0}^{2} + \|\partial_{I^{*}}^{l} q\|_{0}^{2} + \frac{c_{0}}{4}\left|A^{3i} \partial_{I^{*}}^{l} \eta_{i}\right|_{0}^{2}\bigg|_{t=T}
\lesssim \varepsilon \|\partial_{3} \partial_{5}^{6} v\|_{0}^{2} + P_{0} + P(E(T)) \int_{0}^{T} P(E(t)) \, dt.
$$

(6.1)

### 6.1. Purely Spatial Derivatives

We still start with the control of purely spatial derivatives. Let $N = 1, 2, 3$ and we consider $\partial_{I^{*}}^{l} = \partial_{3}^{N} \bar{\partial}^{8-2N}$.

#### 6.1.1. The Modified Alinhac Good Unknowns

Similarly as in Sect. 5.1.1, we have

$$
\begin{align*}
\partial_{3}^{N} \bar{\partial}^{8-2N} (\nabla_{A}^{i} f) &= \nabla_{A}^{i}(\partial_{3}^{N} \bar{\partial}^{8-2N} f) + (\partial_{3}^{N} \bar{\partial}^{8-2N} A^{li}) \delta_{f} + [\partial_{3}^{N} \bar{\partial}^{8-2N}, A^{li}, \delta_{f}] \\
&= \nabla_{A}^{i}(\partial_{3}^{N} \bar{\partial}^{8-2N} f) - \partial_{3}^{N} \bar{\partial}^{7-2N} (A^{1r} \bar{\partial} \partial m \eta_{r} A^{mi}) \delta_{f} \\
&\quad + [\partial_{3}^{N} \bar{\partial}^{8-2N}, A^{li}, \delta_{f}] \\
&= \nabla_{A}^{i}(\partial_{3}^{N} \bar{\partial}^{8-2N} f - \partial_{3}^{N} \bar{\partial}^{8-2N} \eta_{r} A^{1r} \delta_{f} + (\partial_{3}^{N} \bar{\partial}^{8-2N} \eta_{r}) \nabla_{A}^{i} (\nabla_{A}^{r} f) \\
&\quad - ([\partial_{3}^{N} \bar{\partial}^{7-2N}, A^{1r} A^{mi}[\delta_{m} \eta_{r}] \delta_{f} + [\partial_{3}^{N} \bar{\partial}^{8-2N}, A^{li}, \delta_{f}], )
\end{align*}
$$

(6.2)
where the last line still contains the terms whose $L^2(\Omega)$-norms cannot be directly bounded under the setting of anisotropic Sobolev space $H^s_\alpha(\Omega)$. The reason is that $\partial^N_3 \partial^{7-2N} \omega$ may fall on $A = \partial \eta \times \partial \eta$ and $\partial \omega$. The following quantities are exactly these terms:

$$
e_1^\varepsilon := -\partial_3^N \partial^{7-2N} (A^{lr}_{\mu i} \langle \partial_\mu \eta \rangle) \partial_\eta \omega_f,$$

$$
e_2^\varepsilon := -(7 - 2N) \partial_3^N \partial^{7-2N} \eta \langle \partial_\mu \eta \rangle \partial \omega_f,$$

$$
e_3^\varepsilon := (8 - 2N) (\partial_3^N \partial^{7-2N} A^{li}) \langle \partial \omega_f \rangle,$$

$$
e_4^\varepsilon := (8 - 2N) (\partial_3^N \partial^{7-2N} \eta \partial \omega_f).$$

(6.3)

One can mimic the derivation of (5.18) and (5.19) to define the “modified Alinhac good unknowns” of $v$ and $Q$ with respect to $\partial_3^N \partial^{8-2N} \omega$ to be

$$V_\varepsilon^\omega := \partial_3^N \partial^{8-2N} v_i - \partial_3^N \partial^{8-2N} \eta \cdot \nabla_A v_i - (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial v_i - (8 - 2N) \partial_3^N \partial^{7-2N} v \cdot \nabla_A \partial \eta_i + (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial \eta_i + (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A v \cdot \nabla_A \partial \eta_i,$$

(6.4)

and

$$Q^\omega := \partial_3^N \partial^{8-2N} Q - \partial_3^N \partial^{8-2N} \eta \cdot \nabla_A Q - (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial Q + (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial \eta \cdot \nabla_A Q.$$

(6.5)

Then $V^\omega$ and $Q^\omega$ satisfy the relations:

$$\partial_3^N \partial^{8-2N} (\text{div}_A v) = \nabla_A \cdot V^\omega + C^\omega(v), \quad \partial_3^N \partial^{8-2N} (\nabla_A Q) = \nabla_A Q^\omega + C^\omega(Q),$$

(6.6)

where the commutator $C^\omega$ satisfies

$$\|C^\omega(f)\|_0 \lesssim P(\mathcal{E}(t)) \|f\|_{8,*}. $$

(6.7)

Denote $\Delta_\varepsilon^\omega$ and $\Delta_\varepsilon^\omega$ to be

$$(\Delta_\varepsilon^\omega)_i := -(8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial v_i - (8 - 2N) \partial_3^N \partial^{7-2N} v \cdot \nabla_A \partial \eta_i + (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial v_i + (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial \eta_i,$$

$$\Delta_\varepsilon^\omega := -(8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial Q + (8 - 2N) \partial_3^N \partial^{7-2N} \eta \cdot \nabla_A \partial \eta \cdot \nabla_A Q.$$

Then we can derive the evolution equation of $V^\omega$ and $Q^\omega$,

$$R\partial_t V^\omega - J^{-1}(b_0 \cdot \partial) \partial_3^N \partial^{8-2N} \left( J^{-1}(b_0 \cdot \partial) \eta \right) + \nabla_A Q^\omega = [R, \partial_3^N \partial^{8-2N} \eta] \partial_t v + \left[ J^{-1}(b_0 \cdot \partial), \partial_3^N \partial^{8-2N} \eta \right] \left( J^{-1}(b_0 \cdot \partial) \eta \right) + C^\omega(Q) + R\partial_t (-\partial_3^N \partial^{8-2N} \eta \cdot \nabla_A v + \Delta_\varepsilon^\omega).$$

(6.8)
Denote the RHS of (6.8) to be \( F^\sharp \), then direct computation yields that
\[
\| F^\sharp \|_0 \lesssim P \left( \| \eta \|_{8,\ast}, \| v \|_{8,\ast}, \| Q \|_{8,\ast} \right).
\]

Now we take \( L^2(\Omega) \) inner product of (6.8) and \( J \mathbf{V}^\sharp \) to get the following energy identity:
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \rho_0 |\mathbf{V}^\sharp|^2 \, dy = \int_\Omega (b_0 \cdot \partial) \partial_3 \bar{\theta}^8-2N \left( J^{-1}(b_0 \cdot \partial) \eta \right) \cdot \mathbf{V}^\sharp \\
- \int_\Omega (\nabla \hat{A} Q) \cdot \mathbf{V}^\sharp + \int_\Omega J \mathbf{F}^\sharp \cdot \mathbf{V}^\sharp.
\]  
(6.9)

### 6.1.2. Interior Estimates

The last integral on RHS of (6.9) is directly controlled:
\[
\int_\Omega J \mathbf{F}^\sharp \cdot \mathbf{V}^\sharp \lesssim \int_\Omega \| \mathbf{F}^\sharp \|_0 \| \mathbf{V}^\sharp \|_0.
\]  
(6.10)

Then for the first term on RHS of (6.9) we integrate \((b_0 \cdot \partial)\) by parts to produce the energy of magnetic field. Again, there is one term which cannot be directly controlled but will cancel with another term produced by \(- \int_\Omega (\nabla \hat{A} Q) \cdot \mathbf{V}^\sharp \). The proof follows in the same way as (4.13) so we omit the details. Thus
\[
\int_\Omega (b_0 \cdot \partial) \partial_3 \bar{\theta}^8-2N \left( J^{-1}(b_0 \cdot \partial) \eta \right) \cdot \mathbf{V}^\sharp \, dy \\
\lesssim -\frac{1}{2} \frac{d}{dt} \int_\Omega \left| \partial_3 \bar{\theta}^8-2N \left( J^{-1}(b_0 \cdot \partial) \eta \right) \right|^2 \, dy + K_{11}^\sharp \]  
(6.11)

where
\[
K_{11}^\sharp := -\int_\Omega \partial_3 \bar{\theta}^8-2N \left( J^{-1}(b_0 \cdot \partial) \eta \right) \cdot \left( J^{-1}(b_0 \cdot \partial) \eta \right) \partial_3 \bar{\theta}^8-2N (\text{div}_A v) \, dy.
\]  
(6.12)

Next we analyze the term \(- \int_\Omega (\nabla \hat{A} Q) \cdot \mathbf{V}^\sharp \). Integrating by parts and using Piola’s identity \( \partial_l \hat{A}^\sharp = 0 \), we get
\[
- \int_\Omega (\nabla \hat{A} Q) \cdot \mathbf{V}^\sharp \, dy = \int_\Omega J \mathbf{Q}^\sharp (\nabla A \cdot \mathbf{V}^\sharp) \, dy - \int_\Gamma J \mathbf{Q}^\sharp A^\sharp N_i \mathbf{V}^\sharp_i \, dy' \\
=: I^\sharp + IB^\sharp.
\]  
(6.13)
Plugging (6.6) into $I^\sharp$, we get
\[
I^\sharp = \int_\Omega J \partial_3^N \bar{\sigma}^{8-2N} q \partial_3^N \bar{\sigma}^{8-2N} (\text{div}_A v)
+ \int_\Omega J \partial_3^N \bar{\sigma}^{8-2N} \left( \frac{1}{2} \left| J^{-1} (b_0 \cdot \partial) \eta \right|^2 \right) \partial_3^N \bar{\sigma}^{8-2N} (\text{div}_A v)
+ \int_\Omega \left( -(\partial_3^N \bar{\sigma}^{8-2N} \eta_p) A^{\eta p} \partial_t Q + \Delta_Q^\sharp \right) \partial_3^N \bar{\sigma}^{8-2N} (\text{div}_A v)
- \int_\Omega (\partial_3^N \bar{\sigma}^{8-2N} Q) C^\sharp (v)
=: I_{1,1}^\sharp + I_{1,2}^\sharp + I_{2}^\sharp + I_{4}^\sharp,
\]

where $I_{4}^\sharp$ can be directly controlled by using the estimates of $C^\sharp (v)$
\[
I_{4}^\sharp \lesssim \| \partial_3^N \bar{\sigma}^{8-2N} Q \|_0 \| C^\sharp (v) \|_0 \lesssim P(\| \eta \|_{8,*}) \| \partial_3^N \bar{\sigma}^{8-2N} Q \|_0 \| v \|_{8,*}.
\]

The term $I_{1}^\sharp$ produces the energy of fluid pressure
\[
I_{1}^\sharp \lesssim -\frac{1}{2} \frac{d}{dt} \int_\Omega \frac{J^2 R'(q)}{\rho_0} \left| \partial_3^N \bar{\sigma}^{8-2N} q \right|^2 dy + P(\| q \|_{8,*}, \| \rho_0 \|_{8,*}, \| \eta \|_{8,*}).
\]

Similarly as to (5.33), the term $I_{2}^\sharp$ produces the cancellation with $K_{1,1}^\sharp$, and
\[
I_{2}^\sharp = \int_\Omega J \partial_3^N \bar{\sigma}^{8-2N} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \cdot \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^N \bar{\sigma}^{8-2N} (\text{div}_A v) \ dy
\]

exactly cancel with $K_{1,1}^\sharp$
\[
= -K_{1,1}^\sharp
- \sum_{1 \leq N_1 + N_2 = 8} \binom{N}{N_1} \binom{8 - 2N}{N_2} \int_\Omega J \partial_3^{N_1} \bar{\sigma}^{N_2} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \partial_3^{N_1} \bar{\sigma}^{N_2} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \ dy
- \sum_{1 \leq N_1 + N_2 = 8} \binom{N}{N_1} \binom{8 - 2N}{N_2} \int_\Omega J \partial_3^{N_1} \bar{\sigma}^{N_2} \left( J^{-1} (b_0 \cdot \partial) \eta \right) \left( \frac{J R'(q)}{\rho_0} \partial_t q \right) \ dy
= -K_{1,1}^\sharp + I_{21}^\sharp + I_{22}^\sharp.
\]
By direct computation, we have

\[ \int_0^T I_{21}^\sharp \lesssim \varepsilon \| \partial_3^{N} \partial_8^{2N} q \|_0^2 + P_0 + \int_0^T P(E(t)) \, dt \]  \hspace{1cm} (6.17)  

\[ I_{22}^\sharp \lesssim \| J^{-1} (b_0 \cdot \partial) \eta \|_{\gamma, *}^2 \| q \|_{8, *}^* \]  \hspace{1cm} (6.18)

Then \( I_{3}^\sharp \) can be controlled by integrating \( \partial_t \) by parts under time integral after invoking \( \text{div}_A v = -\frac{J^R(q)}{\rho_0} \partial_t q \). The proof is similar to (5.37) so we do not repeat the proof.

\[ \int_0^T I_{3}^\sharp \lesssim \varepsilon \| \partial_8^{2N} \partial_3^{N} q \|_0^2 + P_0 + \int_0^T P(E(t)) \, dt \]  \hspace{1cm} (6.19)

Summarizing (6.14)–(6.20) and choosing \( \varepsilon > 0 \) sufficiently small, we get the interior estimates

\[ \int_0^T I^\sharp \, dt \lesssim -\frac{1}{2} \int_{\Omega} \frac{J^R'(q)}{\rho_0} \left| \partial_3^{N} \partial_8^{2N} q \right|^2 \, dy + P_0 + \int_0^T P(E(t)) \, dt \]  \hspace{1cm} (6.20)

Therefore, it suffices to analyze the boundary integral \( I B^\sharp \).

6.1.3. Boundary Estimates

Invoking (6.4)–(6.5), the boundary integral now reads as

\[ I B^\sharp = -\int_{\Gamma} Q^\sharp JA^{3i} N_3 \hat{V}^\sharp_i \, dy' \]
\[ = -\int_{\Gamma} JA^{3i} N_3 (\partial_3^{N} \partial_8^{2N} Q) \hat{V}^\sharp_i \, dy' \]
\[ + \int_{\Gamma} \hat{A}^{3i} N_3 (\partial_3^{N} \partial_8^{2N} \eta_p) A^{3p} \partial_3 Q \partial_3^{N} \partial_8^{2N} v_i \, dy' \]
\[ - \int_{\Gamma} \hat{A}^{3i} N_3 (\partial_3^{N} \partial_8^{2N} \eta_p) A^{3p} \partial_3 Q (\partial_3^{N} \partial_8^{2N} \eta \cdot \nabla_A v_i) \, dy' \]
\[ - \int_{\Gamma} \hat{A}^{3i} N_3 (\Delta^\sharp_{Q}) (\partial_3^{N} \partial_8^{2N} v_i) \, dy' \]
\[ + \int_{\Gamma} \hat{A}^{3i} N_3 (\Delta^\sharp_{Q}) (\Delta^\sharp_{Q}) v_i \, dy' \]
\[ - \int_{\Gamma} \hat{A}^{3i} N_3 \Delta^\sharp_{Q} (\Delta^\sharp_{Q}) v_i \, dy' \]
\[ + \int_{\Gamma} \hat{A}^{3i} N_3 (\partial_3^{N} \partial_8^{2N} \eta_p) A^{3p} \partial_3 Q (\Delta^\sharp_{Q}) v_i \, dy' \]
\[ =: I B_0^\sharp + I B_1^\sharp + I B_2^\sharp + I B_3^\sharp + I B_4^\sharp + I B_5^\sharp + I B_6^\sharp. \]  \hspace{1cm} (6.21)

To control \( I B^\sharp \), we only need to combine the techniques used in Sect. 4.3 and Sect. 5.2.2:
• $I B_{1\uparrow}^\sharp, I B_{2\uparrow}^\sharp$ together with the Rayleigh-Taylor sign condition produces the boundary energy $|A^{3i} \partial_3^N \vartheta^{8-2N} \eta_i|_0^2$, similarly as $I B_1 + I B_2$ in Sect. 4.3 and $I B_1^\star + I B_2^\star$ Sect. 5.2.2.

• The term $I B_0^\sharp$ is the analogue of $I B_0$ in Sect. 4.3 and can be controlled with similar method as in Sect. 4.3.

• $I B_3^\sharp \sim I B_6^\sharp$ are the analogues of $I B_3^\star \sim I B_6^\star$ in Sect. 5.2.2. These terms can be controlled exactly in the same way as $I B_3^\star \sim I B_6^\star$.

First, $I B_{1\uparrow}^\sharp$ and $I B_{2\uparrow}^\sharp$ give the boundary energy with the help of Rayleigh-Taylor sign condition. The proof is exactly the same as in Sect. 4.3 and Sect. 5.2.2 by merely replacing $\partial_4^N$ or $\vartheta^8$ with $\partial_3^N \vartheta^{8-2N}$, so we do not repeat the computations here. Therefore we have that

$$\int_0^T I B_{1\uparrow}^\sharp + I B_{2\uparrow}^\sharp = -\frac{c_0}{4} |A^{3i} \partial_3^N \vartheta^{8-2N} \eta_i|_0^T + \int_0^T P(E(t)) \, dt. \quad (6.23)$$

We then analyze $I B_0^\sharp$. Invoking (6.4), we have

$$I B_0^\sharp = -\int_\Gamma N_3(J \partial_3^N \vartheta^{8-2N} \rho Q)(A^{3i} \partial_3^N \vartheta^{8-2N} v_i) \, dy'$$

$$+ \int_\Gamma J A^{3i} N_3(\partial_3^N \vartheta^{8-2N} \rho Q)(\partial_3^N \vartheta^{8-2N} \eta \cdot \nabla_A v_i) \, dy'$$

$$- \int_\Gamma J A^{3i} N_3(\partial_3^N \vartheta^{8-2N} \rho Q)(\Delta_\rho^\sharp) \, dy'$$

$$=: I B_{01}^\sharp + I B_{02}^\sharp + I B_{03}^\sharp. \quad (6.24)$$

We note that $I B_{01}^\sharp$ and $I B_{02}^\sharp$ are the analogues of $I B_{01}$ and $I B_{02}$ in Sect. 4.3, so we do not repeat all the details here. The extra term $I B_{03}^\sharp$ can be directly controlled (cf. (6.31) below).

We differentiate the continuity equation (4.29) by $\partial_3^N \vartheta^{8-2N}$ to simplify the top order term containing $v$ in $I B_{01}^\sharp$:

$$A^{3i} \partial_3^N \vartheta^{8-2N} v_i = - \partial_3^N \vartheta^{8-2N} \left( \frac{J R'(q)}{\rho_0} \partial_1 q \right) - \sum_{L=1}^2 \partial_3^N \vartheta^{8-2N} (A^{Li} \frac{\vartheta L}{\vartheta v_i})$$

$$- \sum_{N_1+N_2 \geq 1, N_1 \leq N-1} \binom{N-1}{N_1} \binom{8-2N}{N_2} \left( \partial_3^{N_1} \vartheta^{8-2N-2N_1} v_i \right). \quad (6.25)$$

Here the term contains $\partial_3^{N-1} \vartheta^{8-2N} A^{Li} = \partial_3^{N} \vartheta^{8-2N} \eta \times \vartheta^\eta +$ controllable terms, where $\partial_3^{N} \vartheta^{8-2N} \eta$ cannot be controlled on the boundary. Invoking (3.3) with $D = \vartheta^\eta$,
we expand this problematic term to be
\[
(\partial_3^{-N-1} \overline{\partial}^{N-2N} A^{Li}) \overline{\partial}_L v_i = - \left( \partial_3^{-N-1} \overline{\partial}^{N-2N} (A^{Lp} \overline{\partial}_m \eta_p A^{mi}) \right) \overline{\partial}_L v_i
= - A^{Lp} \partial_3^{-N} \overline{\partial}^{N-2N} \eta_p A^{3i} \overline{\partial}_L v_i
- \sum_{M=1}^{2} A^{Lp} (\partial_3^{-N} \overline{\partial}^{N-2N} \eta_{M} \eta_p) A^{Mi} \overline{\partial}_L v_i
- (\partial_3^{-N} \overline{\partial}^{N-2N} \eta_{A^{Lp} A^{mi}}) \overline{\partial}_L v_i.
\] (6.26)

On the other hand, in \( IB_{02}^{\#} \) we have
\[
A^{3i} \partial_3^{-N} \overline{\partial}^{N-2N} \eta \cdot \nabla_A v_i = A^{3i} \sum_{L=1}^{2} \partial_3^{-N} \overline{\partial}^{N-2N} \eta_p A^{Lp} \overline{\partial}_L v_i
+ A^{3i} \partial_3^{-N} \overline{\partial}^{N-2N} \eta_p A^{3p} \partial_3 v_i,
\] (6.27)
where the first term exactly cancels with the first term in the RHS of (6.26). In fact, this is the analogue of (4.33)–(4.36) by merely replacing \( \partial_3^4 \) with \( \partial_3^{-N} \overline{\partial}^{N-2N} \). Thus we get the cancellation of the top order terms in \( IB_{01}^{\#} \) and \( IB_{02}^{\#} \).

The second term in (6.27) could be treated similarly as to (4.40) by invoking \( A^{3p} \partial_3 \eta_p = 1 \), so
\[
\partial_3^{-N} \overline{\partial}^{N-2N} \eta_p A^{3p} = \partial_3^{-N-1} \overline{\partial}^{N-2N} (\partial_3 \eta_p A^{3p}) - (\partial_3^{-N} \overline{\partial}^{N-2N} A^{3p}) \partial_3 \eta_p
= 0
- (\overline{\partial} A^{3p}) (\partial_3^{-N} \overline{\partial}^{N-2N} \eta_p) + \text{lower order terms.}
\] (6.28)

To control \( IB_{0}^{\#} \), we still need to analyze \( \partial_3^{-N} \overline{\partial}^{N-2N} Q \). Following the aruments in (4.37)–(4.39) and replacing \( \partial_3^4 \) with \( \partial_3^{-N} \overline{\partial}^{N-2N} \), we can reduce one normal derivative of \( Q \) to one tangential derivative of \( v \) and \((b_0 \cdot \partial) \eta \) via
\[
\partial_3^{-N} \overline{\partial}^{N-2N} Q = J^{-1} \partial_3 \eta_i \left( \rho_0 \partial_3^{-N-1} \overline{\partial}^{N-2N} \partial v^i + (b_0 \cdot \overline{\partial}) \partial_3^{-N-1} \overline{\partial}^{N-2N} (J^{-1} (b_0 \cdot \partial) \eta^i) \right)
- \sum_{L=1}^{2} \hat{A}^{Li} \left( \partial_3^{-N-1} \overline{\partial}^{N-2N} \overline{\partial}_L Q \right)
- (N-1)(\partial_3^{-N} \overline{\partial}^{N-2N} \hat{A}^{3i})(\partial_3 Q) + \text{lower order terms.}
\] (6.29)

Plugging the expression of \( \Delta^e \) and (6.25)–(6.29) into (6.24), we find that every highest order term in \( IB_0^{\#} \) must be one of the following forms:
\[
K_1^{\#} := \int_{\Gamma} N_3(\partial_3^{-N-1} \overline{\partial}^{N-2N} \mathcal{D}_f)(\partial_3^{-N-1} \overline{\partial}^{N-2N} g)(\partial h) r \ dy',
K_2^{\#} := \int_{\Gamma} N_3(\partial_3^{-N-1} \overline{\partial}^{N-2N} \mathcal{D}_f)(\partial_3^{-N} \overline{\partial}^{N-2N} g)(\partial \overline{\partial} h) r \ dy'.
\]
Here $\mathcal{D} = \partial$ or $\partial_t$ or $(b_0 \cdot \partial)$, the functions $f$, $g$, $h$ can be $\eta$, $v$, $Q$, $J^{-1}(b_0 \cdot \partial)\eta$, and $r$ contains at most one derivative of $\eta$, $v$ or $Q$. We note that the term $K_2^\varepsilon$ comes from $IB_{03}^\varepsilon$ where $\Delta_v^\varepsilon$ contributes to $\partial_3^N \partial^{7-2N} g \cdot \partial \partial r \cdot r$.

Since $1 \leq N \leq 3$, we know $7 - 2N \geq 1$ and thus we can directly apply lemma 3.1 to control $K_1^\varepsilon \sim K_3^\varepsilon$.

$$K_1^\varepsilon \lesssim \|\partial_3^N \mathcal{D} f\|_{8-2N \cap \partial_3^N g \cdot 9-2N\cap \partial h \cap L^\infty}$$
$$\lesssim \|\partial_3^N \mathcal{D} f\|_{H^9_{\ast} - 2N \cap \partial_3^N g \cdot H^{10-2N}_{\ast} \cap \partial h \cap H^2}$$
$$\lesssim \|f\|_{2\cdot(N-1)+1+9-2N} \cdot \|g\|_{2\cdot(N-1)+(10-2N)} \cdot \|h\|_{3} \cdot \|r\|_{2}$$

and

$$K_2^\varepsilon \lesssim \|\partial_3^N \mathcal{D} f\|_{8-2N \cap \partial_3^N g \cdot 7-2N\cap \partial h \cap L^\infty}$$
$$\lesssim \|\partial_3^N \mathcal{D} f\|_{H^9_{\ast} - 2N \cap \partial_3^N g \cdot H^{10-2N}_{\ast} \cap \partial h \cap H^2}$$

and

$$K_3^\varepsilon \lesssim \|\partial_3^N \mathcal{D} f\|_{8-2N \cap \partial_3^N g \cdot 7-2N\cap \partial h \cap L^\infty}$$
$$\lesssim \|\partial_3^N \mathcal{D} f\|_{H^9_{\ast} - 2N \cap \partial_3^N g \cdot H^{10-2N}_{\ast} \cap \partial h \cap H^2}$$

One can use either trace lemma or similar techniques as in (4.41)–(4.43) to analyze the remaining terms which are all of lower order than $K_1^\varepsilon \sim K_3^\varepsilon$. This completes the control of $IB_{03}^\varepsilon$.

The analysis of $IB_{3}^\varepsilon \sim IB_{6}^\varepsilon$ can be proceeded exactly in the same way as $IB_{3}^\ast \sim IB_{6}^\ast$. Since these quantities involving the modification terms $\Delta_Q^\varepsilon$, $\Delta_v^\varepsilon$ are of lower order, we do not repeat the details again. We can finally prove that

$$\int_0^T IB_3^\varepsilon + IB_4^\varepsilon \, dt \lesssim \int_0^T \left| A^{3i} \partial_3^N \partial^{8-2N} \eta_i \right|_0 P \left( \|\eta\|_{8,\ast}, \|Q\|_{8,\ast}, \|\rho_0\|_{3} \right) \, dt,$$
$$+ \left| A^{3i} \partial_3^N \partial^{8-2N} \eta_i \right|_0 P(\|\eta\|_{8,\ast}, \|Q\|_{8,\ast}) \int_0^T \|v(t)\|_{8,\ast} \, dt$$

(6.33)

$$IB_3^\varepsilon \lesssim \hat{A}^{3i} \mathcal{L} \cdot \Delta_Q^\varepsilon \|_{L^\infty} \cdot \Delta_v^\varepsilon \|_{L^\infty} \lesssim P(\|\eta\|_{8,\ast}, \|v\|_{8,\ast}, \|Q\|_{7,\ast})$$

(6.34)

$$IB_4^\varepsilon \lesssim \hat{A}^{3i} \mathcal{L} \cdot \Delta_Q^\varepsilon \|_{L^\infty} \cdot A^{3i} \partial_3^N \partial^{8-2N} \eta_p \|_{L^\infty} \cdot \Delta_v^\varepsilon \|_{L^\infty} \lesssim P(\|\eta\|_{8,\ast}, \|v\|_{8,\ast}, \|Q\|_{7,\ast})$$

(6.35)
Summarizing the estimates above, we get the control of the boundary integral
\[
\int_0^T I B^2 \leq -\frac{c_0}{4} \left| A^{3i} \partial^N_{\partial^2} \eta \right|_0^2 + P_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt. \tag{6.36}
\]

Combining (6.9)–(6.11), (6.21), (6.36) and choosing \( \varepsilon > 0 \) in (6.18) to be suitably small, we get the following inequality
\[
\| V^* \|_0^2 + \left\| \partial^N_{\partial^2} \left( J^{-1}(b_0 \cdot \partial) \eta \right) \right\|_0^2 + \left\| \partial^N_{\partial^2} q \right\|_0^2 + \frac{c_0}{4} \left| A^{3i} \partial^N_{\partial^2} \eta \right|_0^2 \leq P_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt. \tag{6.37}
\]

Finally, invoking (6.4), we get the \( \partial^N_{\partial^2} \) \( (N = 1, 2, 3) \)-estimates of \( v \)
\[
\| \partial^N_{\partial^2} v \|_0 \lesssim \| V^* \|_0 + \| \partial^N_{\partial^2} \left( J^{-1}(b_0 \cdot \partial) \eta \right) \|_0 + \| \partial^N_{\partial^2} q \|_0 + \| \partial^N_{\partial^2} \eta \|_0 \lesssim \| \nabla_A \eta \|_L^\infty + \| \nabla_A \partial \eta \|_L^\infty + \| \nabla_A \partial \eta \|_L^\infty.
\]

Since \( \partial^m \eta |_{t=0} = 0 \) for any \( m \geq 2, m \in \mathbb{N}^* \), we know
\[
\| \partial^N_{\partial^2} v \|_0 \lesssim \| V^* \|_0 + P(\|v\|_{7,*}, \|\eta\|_{7,*}) \int_0^T P(\|v\|_{8,*}), \tag{6.38}
\]
and thus
\[
\| \partial^N_{\partial^2} v \|_0^2 + \left\| \partial^N_{\partial^2} \left( J^{-1}(b_0 \cdot \partial) \eta \right) \right\|_0^2 + \left\| \partial^N_{\partial^2} q \right\|_0^2 + \frac{c_0}{4} \left| A^{3i} \partial^N_{\partial^2} \eta \right|_0^2 \lesssim P_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt. \tag{6.39}
\]

6.2. Control of Time Derivatives

In the case of \( \partial^I_\star = \partial^N_{\partial^2} \partial^k \partial^k \) for \( 1 \leq k \leq 8 - 2N \), most of steps in the proof are still applicable. However, the presence of time derivative(s) could simplify the “modified Alinhac good unknowns”. We note that most of the modifications are essentially similar to Section (5.3) \sim Sect.5.5, so we do not repeat the details.

6.2.1. One Time Derivative

When \( k = 1 \), the modified Alinhac good unknowns can be defined by replacing \( 8\partial^7 \) by \( (8 - 2N)\partial^N_{\partial^2} \partial^7 \) in Sect.5.3.2, i.e.,
\[
V^\sharp = \partial^N_{\partial^2} \partial^7 \partial_t v - \partial^N_{\partial^2} \partial^7 \partial_t \eta \cdot \nabla_A v + \Delta^\sharp_v,
\]
\[
Q^\sharp = \partial^N_{\partial^2} \partial^7 \partial_t Q - \partial^N_{\partial^2} \partial^7 \partial_t \eta \cdot \nabla_A Q + \Delta^\sharp_Q,
\]
where
\[
(\Delta^\sharp_v)_i := - (8 - 2N)\partial^N_{\partial^2} \partial^7 \partial_t \eta \cdot \nabla_A \partial_t v_i - (8 - 2N)\partial^N_{\partial^2} \partial^7 \partial_t v \cdot \nabla_A v_i + (16 - 4N)\partial^N_{\partial^2} \partial^7 \partial_t \partial_t \eta \cdot \nabla_A v \cdot \nabla_A v_i, \tag{6.41}
\]
\[
\Delta^\sharp_Q := - (8 - 2N)\partial^N_{\partial^2} \partial^7 \partial_t \eta \cdot \nabla_A \partial_t Q + (8 - 2N)\partial^N_{\partial^2} \partial^7 \partial_t \eta \cdot \nabla_A v \cdot \nabla_A Q,
\]
\[
(\Delta^\sharp_Q)_i := - (8 - 2N)\partial^N_{\partial^2} \partial^7 \partial_t \eta \cdot \nabla_A \partial_t Q_i - (8 - 2N)\partial^N_{\partial^2} \partial^7 \partial_t v \cdot \nabla_A v_i + (16 - 4N)\partial^N_{\partial^2} \partial^7 \partial_t \partial_t \eta \cdot \nabla_A v \cdot \nabla_A Q_i.
\]
and

\[ \partial_3^N \bar{\sigma}^{7-2N} \partial_t (\text{div}_A v) = \nabla_A \cdot \mathbf{V}^\sharp(v), \]

\[ \partial_3^N \bar{\sigma}^{7-2N} \partial_t (\nabla_A Q) = \nabla_A Q^\sharp + C^\sharp(Q), \]

(6.42)

with

\[ \| C^\sharp(f) \|_0 \lesssim P(\mathcal{E}(t)) \| f \|_{8,*}. \]

The difference between \( \partial_3^N \bar{\sigma}^{7-2N} v \) and \( \mathbf{V}^\sharp \) should be controlled in the same way as (5.60) by replacing \( \bar{\sigma}^7 \) with \( \partial_3^N \bar{\sigma}^{7-2N} \)

\[ \| \partial_3^N \bar{\sigma}^{7-2N} \partial_t v \|_0 \lesssim \| \mathbf{V}^\sharp \|_0^2 + P_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt, \]

(6.43)

and thus

\[ \| \partial_3^N \bar{\sigma}^{7-2N} \partial_t v \|_0^2 + \| \partial_3^N \bar{\sigma}^{7-2N} \partial_t \left( J^{-1}(b_0 \cdot \partial) \eta \right) \|_0^2 + \| \partial_3^N \bar{\sigma}^{7-2N} \partial_t q \|_0^2 \\
+ \frac{C_0}{4} \left| A^{3i} \partial_3^N \bar{\sigma}^{7-2N} \partial_t \eta_i \right|_0^2 \bigg|_{t=T} \]

\[ \lesssim P_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt. \]

### 6.2.2. 2\text]-2N) Time Derivatives

When \( 2 \leq k \leq 7 - 2N \), we can mimic the analysis in Sect. 5.4: We just need to replace \( \mathcal{D}^6 \partial_t^2 \) by \( \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 \) where \( \mathcal{D} \) denotes \( \partial_t \) or \( \partial_t \) and \( \mathcal{D}^{6-2N} \) contains at least one \( \partial_t \). The analogous problematic term becomes \(-2(\partial_t A^{li})(\partial_3^N \mathcal{D}^{6-2N} \partial_t q f) - (6 - 2N)(\partial_t A^{li})(\partial_3^N \mathcal{D}^{5-2N} \partial_t^2 q f) \) which comes from \([\partial_3^N \mathcal{D}^{6-2N} \partial_t^2, A^{li}, \partial_t f] \). Following (5.63)–(5.65), we can, similarly, define

\[ \mathbf{V}^\sharp = \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 v - \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 \eta \cdot \nabla_A v + \Delta_t^\sharp, \]

\[ Q^\sharp = \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 Q - \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 \eta \cdot \nabla_A Q, \]

(6.45)

where

\[ (\Delta_t^\sharp)_i := -(6 - 2N)\partial_3^N \mathcal{D}^{5-2N} \partial_t^2 v \cdot \nabla_A \mathcal{D} \eta_i - 2\partial_3^N \mathcal{D}^{6-2N} \partial_t v \cdot \nabla_A v_i \]

(6.46)

and

\[ \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 (\text{div}_A v) = \nabla_A \cdot \mathbf{V}^\sharp + C^\sharp(v), \quad \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 (\nabla_A Q) = \nabla_A Q^* + C^\sharp(Q), \]

(6.47)

with

\[ \| C^\sharp(f) \|_0 \lesssim P(\mathcal{E}(t)) \| f \|_{8,*}. \]
Again we have $\Delta^\#_Q$ in this case, and thus the analogues of $IB_3^\# \sim IB_5^\#$ all vanish. The boundary integrals $IB_0^\#, IB_1^\#, IB_2^\#, IB_6^\#$ and the interior terms can be controlled in the same way as Sect. 6.1. Finally, one has

\[
\|\partial_3^N \mathcal{D}^{6-2N} \partial_t^2 v\|_0^2 + \|\partial_3^N \mathcal{D}^{6-2N} \partial_t^2 (J^{-1}(b_0 \cdot \partial)\eta)\|_0^2 + \|\partial_3^N \mathcal{D}^{6-2N} \partial_t^2 q\|_0^2
+ \frac{c_0}{4} \left| A^{3i} \partial_3^N \mathcal{D}^{6-2N} \partial_t^2 \eta_i \right|_0^2 \bigg|_{t=T} \leq \mathcal{P}_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt,
\]

(6.48)

where $\mathcal{D}^{6-2N}$ contains at least one spatial derivative $\partial$.

**6.2.3. Full Time Derivatives** When $\partial^I = \partial_3^N \partial_t^{8-2N}$ for $N = 1, 2, 3$, there is no tangential spatial derivative on the boundary and thus Lemma 3.1 is no longer applicable. In this case, the modified Alinhac good unknowns become

\[
\begin{align*}
V^\# &= \partial_3^N \partial_t^{8-2N} v - \partial_3^N \partial_t^{8-2N} \eta \cdot \nabla_A v + \Delta^\#_v, \\
Q^\# &= \partial_3^N \partial_t^{8-2N} Q - \partial_3^N \partial_t^{8-2N} \eta \cdot \nabla_A Q,
\end{align*}
\]

(6.49)

where

\[
(\Delta^\#_v)_i := -(8 - 2N) \partial_3^N \partial_t^{8-2N} v \cdot \nabla_A v_i
\]

(6.50)

and

\[
\begin{align*}
\partial_3^N \partial_t^{8-2N} (\text{div}_A v) &= \nabla_A \cdot V^\# + C^\#(v), \\
\partial_3^N \partial_t^{8-2N} (\nabla_A Q) &= \nabla_A Q^\# + C^\#(Q),
\end{align*}
\]

(6.51)

with

\[
\|C^\#(f)\|_0 \lesssim P(\mathcal{E}(t)) \| f \|_{8,\#}.
\]

The proof follows in the same way as Sect. 5.5 after replacing $\partial_t^7$ by $\partial_t^{7-2N}$ and the coefficient $8$ by $(8 - 2N)$. So we no longer repeat the details. Finally, we can get

\[
\begin{align*}
\|\partial_3^N \partial_t^{8-2N} v\|_0^2 &+ \|\partial_3^N \partial_t^{8-2N} (J^{-1}(b_0 \cdot \partial)\eta)\|_0^2 \\
&+ \|\partial_3^N \partial_t^6 q\|_0^2 + \frac{c_0}{4} \left| A^{3i} \partial_3^N \partial_t^{8-2N} \eta_i \right|_0^2 \bigg|_{t=T} \\
&\lesssim \|\partial_4^N \partial_t^{6-2N} v\|_0^2 + \mathcal{P}_0 + P(\mathcal{E}(T)) \int_0^T P(\mathcal{E}(t)) \, dt,
\end{align*}
\]

(6.52)

which, together with (6.39), (6.44), (6.48), concludes the proof of Proposition 6.1.
7. Control of Weighted Normal Derivatives

Now we consider the most general case \( \partial_t^I \sigma = \delta_t^{i_0}(\sigma \partial_i^{j_3})^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3} \) with \( i_1 + i_2 + 2i_3 + i_4 = 8 \) and \( i_4 > 0 \). The presence of the weighted normal derivatives \((\sigma \partial_i^{j_3})^{i_4}\) makes the following difference from the non-weighted case.

1. Extra terms are produced when we commute \( \partial_t^I \sigma \) with \( \partial_3 \) because \( \sigma \) is a function of \( y_3 \). Once \( \partial_3 \) falls on the weight function, we will lose a weight and \((\sigma \partial_3)\) becomes \( \partial_3 \), which causes a loss of derivative. This appears when we commute \( \partial_t^I \sigma \) with \( \nabla^I \) that falls on \( Q \) or \( v_i \) and commute \( \partial_t^I \sigma \) with \((b_0 \cdot \partial)\).

2. There is no boundary integral because the weight function \( \sigma \) vanishes on \( \Gamma \).

To overcome the difficulty mentioned above, we can again use the techniques, similar with those in the previous sections.

- Invoke the MHD equation and the continuity equation to replace \( \nabla A \) and \( \text{div}_A v \) by tangential derivatives.
- Produce a weight function by using \( b_0^3 |\Gamma| = 0 \) and \( \bar{Q} |\Gamma| = 0 \).
- In particular, if \( \partial_t^I \) does not contain time derivative, we need to add an extra modification term in the good unknown of \( v \).

First we analyze \( [(b_0 \cdot \partial), \partial_t^I(\sigma \partial_3)]^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3} f \). Compared with the non-weighted case, we need to control the extra term \( b_0^3(\sigma \partial_3) (\delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+i_4} f) = b_0^3(\partial_l \sigma) (\delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+1} f) \). Using \( b_0^3 |\Gamma| = 0 \), one can produce a weight function \( \sigma \) as in (5.9). Therefore

\[
\|b_0^3(\partial_3 \sigma) (\partial_t^I(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+1} f)\|_0 \lesssim \|\partial_3 b_0\|_{L^\infty} \|((\sigma \partial_3) \delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3} f)\|_0 \lesssim \|b_0\|_3 \|f\|_{8,*}.
\]

Next we analyze the commutator between \( \partial_t^I \sigma = \delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3} \) and \( \nabla_A f \). Compared with the non-weighted case, we shall analyze an extra term \( C_\sigma \) below. More specifically, one has

\[
\begin{align*}
\delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3} (A^l i_0 \partial_t f) \\
= \sigma^{i_4} \delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+1} (A^l i_0 \partial_t f) \\
= \sigma^{i_4} \left( A^l i_0 \partial_t (\delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+1} f) \right) + \sigma^{i_4} \left[ \delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+1} A^l i_0 \partial_t f \right] \\
= A^l i_0 \partial_t \left( \sigma^{i_4} \delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+1} f \right) - (i_4 \partial_3 \sigma) A^3 i_0 \left( (\sigma \partial_3)^{i_4-1} \delta_t^{i_0}(\sigma \partial_3)^{i_4} \tilde{\sigma}_1^{l_1} \tilde{\sigma}_2^{l_2} \tilde{\sigma}_3^{l_3+1} f \right) + \tilde{C}.
\end{align*}
\]

The term \( \tilde{C} \) consists of the commutators produced in the same way as the non-weighted case. It can be analyzed in the same way as in previous sections by just
considering \((\sigma \partial_3)\) as a tangential derivative on the boundary. As for the extra term, we do the following computation:

\[
A^{3i} \left( (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} f \right) \\
= (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} (A^{3i} \partial_3 f) - \left[ (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3}, A^{3i} \right] \partial_3 f \\
=: C^\sigma_1 (f) + C^\sigma_2 (f).
\]

(7.2)

Note that \(i_0 + i_1 + i_2 + i_4 = 8 - 2i_3\). We know the leading order terms in \(C^\sigma_2\) are \(\left( (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} A^{3i} \right) f\) and \((\mathcal{D} A^{3i})(\mathcal{D}^{6-2i_3} \partial_3^{i_3+1} f)\), where \(\mathcal{D}\) represents any one of \((\sigma \partial_3), \partial_t, \overline{\partial}_1, \overline{\partial}_2\). Recall that \(A^{3i}\) consists of \(\overline{\partial} \eta \cdot \overline{\partial} \eta\). This shows that the highest order term in \(\left( (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} A^{3i} \right) \partial_3 f\) is \((\mathcal{D}^{8-2i_3} \partial_3^{i_3} \eta)(\overline{\partial} \eta) f\) whose \(L^2(\Omega)\) norm can be directly controlled by \(\| \eta \|_{8,*} \| \overline{\partial} \eta \|_{L^\infty} \| \partial_3 f \|_{L^\infty}\). As for the second term, we have

\[
\| (\mathcal{D} A^{3i})(\mathcal{D}^{6-2i_3} \partial_3^{i_3+1} f) \|_{0} \lesssim \| (\mathcal{D} \overline{\partial} \eta)(\overline{\partial} \eta) \|_{L^\infty} \| f \|_{8,*}.
\]

Therefore, \(C^\sigma_2\) can be directly controlled.

The control of \(C^\sigma_1\) is more complicated. We should use the structure of MHD system (1.17) to replace one normal derivative by one tangential derivative. Thus

\[
A^{3i} \partial_3 Q = -\sum_{L=1}^{2} A^{Li} \overline{\partial}_L Q - R \partial_t v^i + J^{-1}(b_0 \cdot \partial)(J^{-1}(b_0 \cdot \partial) \eta) \\
A^{3i} \partial_3 v_i = \text{div}_A v - A^{1i} \overline{\partial}_1 v_i - A^{2i} \overline{\partial}_2 v_i = -\frac{JR'(q)}{\rho_0} \partial_t q - \sum_{L=1}^{2} A^{Li} \overline{\partial}_L v_i
\]

(7.3)

(7.4)

When \(f = Q\), we plug (7.3) into \(C^\sigma_1 (Q)\) to get

\[
C^\sigma_1 (Q) = (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} (A^{3i} \partial_3 Q) \\
= -\sum_{L=1}^{2} (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} (A^{Li} \overline{\partial}_L Q) \\
- (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} (R \partial_t v^i) \\
+ (\sigma \partial_3)^{i_4-1} \partial_t^{i_0} \overline{\partial}_1^{i_1} \overline{\partial}_2^{i_2} \overline{\partial}_3^{i_3} \left( J^{-1}(b_0 \cdot \partial)(J^{-1}(b_0 \cdot \partial) \eta) \right)
\]

(7.5)

\(:= C^\sigma_{11} (Q) + C^\sigma_{12} (Q) + C^\sigma_{13} (Q).\)
When \( f = v_i \), we plug (7.4) into \( C_1^\sigma (v) \) to get

\[
C_1^\sigma (v) = (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 (A^L_i \overline{\partial}_L v_i)
= - \sum_{L=1}^{2} (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 (A^L_i \overline{\partial}_L v_i)
- (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 \left( \frac{JR' (q)}{\rho_0} \partial_t q \right) (7.6)
= :C_{11}^\sigma (v) + C_{12}^\sigma (v).
\]

The terms \( C_{12}^\sigma (Q) \) and \( C_{12}^\sigma (v) \) can be directly controlled. Note that \( i_0 + i_1 + i_2 + (i_4 - 1) = 7 - 2i_3 \), so

\[
\| C_{12}^\sigma (Q) \|_0 \lesssim \| R \|_{7,*} \| v \|_{8,*} \lesssim \| q \|_{7,*} \| v \|_{8,*}, \tag{7.7}
\]

\[
\| C_{12}^\sigma (v) \|_0 \lesssim \| \rho_0 \|_{7,*} \| q \|_{8,*}. \tag{7.8}
\]

Using \( b^0_k \eta = 0 \), one can produce a weight function \( \sigma \) as in (5.9) when all the derivatives fall on \( J^{-1}(b_0 \cdot \partial) \eta \):

\[
\| C_{13}^\sigma (Q) \|_0 \lesssim \| J^{-1}(b_0 \cdot \partial)(\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 (J^{-1}(b_0 \cdot \partial) \eta) \|_0
+ \left\| \left[ (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3, J^{-1}(b_0 \cdot \partial) \right] (J^{-1}(b_0 \cdot \partial) \eta) \right\|_0 \lesssim \| \partial_3 (J^{-1}(b_0) \|_{L^\infty} \| (\sigma \partial_3)^{i_4} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 (J^{-1}(b_0 \cdot \partial) \eta) \|_0
\lesssim \| b_0 \|_{7,*} \| J^{-1}(b_0 \cdot \partial) \eta \|_{8,*}. \tag{7.9}
\]

As for \( C_{11}^\sigma \), the highest order term can be merged into the modified Alinhac good unknowns. One has

\[
C_{11}^\sigma (f) := - \sum_{L=1}^{2} (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 (A^L_i \overline{\partial}_L f)
= - \sum_{L=1}^{2} \left( (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 A^L_i \right) \overline{\partial}_L f
- \sum_{L=1}^{2} \left[ (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3, A^L_i \right] \overline{\partial}_L f \tag{7.10}
\]

\[
= - \sum_{L=1}^{2} A^{Lp} \left( (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3 \partial_k \eta_p \right) A^{kL} \overline{\partial}_L f
- \sum_{L=1}^{2} \left[ (\sigma \partial_3)^{i_4-1} \partial_{t_i} \overline{\partial}_1^i \overline{\partial}_2^i \partial_3^3, A^{Lp} A^{k} \right] \partial_k \eta_p \right) \overline{\partial}_L f + C_{11}^\sigma (f).
\]
Since $i_0 + i_1 + i_2 + i_4 = 8 - 2i_3$, one can directly control the $L^2(\Omega)$-norms of $C^\sigma_{111}(f)$, $C^\sigma_{112}(f)$ by $P(\|\eta\|_{8,*})\|f\|_{8,*}$. For the first term in the RHS of (7.10), one can proceed in the following ways:

- $f = Q$: Since $\overline{Q}_L|_{\Gamma} = 0$, one can produce a weight function as in (5.13) and thus

$$
\|A^{Lp} \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p \right) A^{ki} \overline{\sigma}_L \overline{Q} \|_0 
\lesssim 2 \sum_{M=1} \|A^{Lp} \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_3 \partial_k \eta_p \right) A^{Mk} \overline{\sigma}_L \overline{Q} \|_0 
+ \|A^{Lp} A^{3i} \overline{\sigma}_L \overline{Q} \|_{L^\infty} \| (\sigma \partial_3)^{i_4} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_3 \eta_p \|_0 
\lesssim P(\|\eta\|_3) \|Q\|_{7,*} \|\eta\|_{8,*}.
$$

(7.11)

- $f = v_i$: When $\partial_*^I$ contains time derivative ($i_0 > 0$), then it can be directly controlled due to $\partial_t \eta = \nu$

$$
\|A^{Lp} \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p \right) A^{ki} \overline{\sigma}_L \nu_i \|_0 
= \|A^{Lp} \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p \right) A^{ki} \overline{\sigma}_L \nu_i \|_0 
\lesssim P(\|\eta\|_3) \|\nu\|_{5,*} \|\nu\|_{8,*}.
$$

(7.12)

If $i_0 = 0$, then it can be written in the form of covariant derivative plus a controllable term.

$$
- A^{Lp} \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p \right) A^{ki} \overline{\sigma}_L \nu_i
= -A^{ki} \partial_k \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p A^{Lp} \overline{\sigma}_L \nu_i \right)
+ A^{3i} (\partial_3 \sigma) \left( (i_4 - 1)(\sigma \partial_3)^{i_4-2} \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p \right) A^{Lp} \overline{\sigma}_L \nu_i + \nabla A^{Lp} A^{ki} \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p \right)
\lesssim C^\sigma_{113}(\nu_i)
$$

$$
= -\nabla A^{3i} \left( (\sigma \partial_3)^{i_4-1} \partial_i \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_k \eta_p A^{Lp} \overline{\sigma}_L \nu_i \right) + C^\sigma_{113}(\nu_i).
$$

(7.13)

We note that the first term in $C^\sigma_{113}(f)$ appears when $\partial_k$ ($k = 3$) falls on the weight function and $i_4 \geq 2$ and can also be directly controlled by $P(\|\eta\|_{8,*})\|f\|_{8,*}$.

Next we merge the covariant derivative terms in $C_\sigma$ into the modified Alinhac good unknowns, i.e., for $\partial_*^I = \partial_i^0 (\sigma \partial_3)^{i_4} \overline{\sigma}_1 \overline{\sigma}_2 \partial_3 \partial_3$ we define

$$
\nu^\sigma_i := \begin{cases}
\partial_i^I \nu_i - \partial_i^I \eta \cdot \nabla A \nu_i + (\Delta^\sigma_3)_{i}; & i_0 \geq 1 \\
\partial_i^I \nu_i - \partial_i^I \eta \cdot \nabla A \nu_i + (\Delta^\sigma_3)_{i}; & i_0 = 0,
\end{cases}
$$

(7.14)

and

$$
Q^\sigma := \partial_*^I Q - \partial_*^I \eta \cdot \nabla A Q + \Delta^\sigma_3 Q.
$$

(7.15)
Then one has
\[ \partial_t^I (\nabla_A \cdot v) = \nabla_A \cdot V^\sigma + C^\sigma (v), \quad (7.16) \]
\[ \partial_t^I (\nabla_A Q) = \nabla_A Q^\sigma + C^\sigma (Q), \quad (7.17) \]
with \( \|C^\sigma (f)\|_0 \lesssim P(E(t)) \|f\|_{8,*} \). Here the “extra modification terms” \( \Delta V^\sigma \) and \( \Delta C^\sigma \) comes from the analysis of \( \tilde{C} \) in (7.1) whose precise expressions can be derived in the same way as Sect. 5 \sim Sect. 6. The term \( \left( i_4 \partial_3 \sigma \right) (\sigma \partial_3) i_4 \partial_0 \hat{\eta} \partial_1 \hat{\eta}_1 i_3 \partial_2 \hat{\eta}_2 \) \( A^{Lp} \partial_L f \) comes from (7.1) and (7.13). Finally, the commutator \( C^\sigma (f) \) consists of the commutator part in \( \tilde{C} \), \( C^\sigma_{111} (f) \sim C^\sigma_{113} (f), C^\sigma_{12} (f) \text{ and } C^\sigma_{13} (Q) \).

Recall that \( \sigma |_{\Gamma} = 0 \) and \( \partial Q |_{\Gamma} = 0 \) imply \( Q \sigma |_{\Gamma} = 0 \). Therefore the boundary integral \( \int_{\Gamma} N_3 \hat{A}^3 Q^\sigma V^\sigma_i d y' \) vanishes. Hence, we can get the following estimates for \( \partial_t^I := \partial_t^I (\sigma \partial_3) i_4 \partial_0 \hat{\eta} \partial_1 \hat{\eta}_1 i_3 \partial_2 \hat{\eta}_2 \):

\[ \| \partial_t^I v \|_0^2 + \left. \left\| \partial_t^I \left( J^{-1} (b_0 \cdot \partial) \eta \right) \right\|_0^2 + \| \partial_t^I q \|_0^2 \right|_{t=T} \lesssim P_0 + P(E(T)) \int_0^T P(E(t)) dt. \quad (7.18) \]

8. A Priori Estimates, Uniqueness and Continuous Dependence on Data

8.1. Finalizing the a Priori Energy Estimates

Combining the \( L^2 \)-energy conservation (1.6) with (4.1), (5.1), (6.1) and (7.18), and then choosing \( \varepsilon > 0 \) to be suitably small, we finally get the energy inequality

\[ E(T) - E(0) \lesssim P_0 + P(E(T)) \int_0^T P(E(t)) dt \quad (8.1) \]

under the a priori assumptions (1.19)–(1.20). By a Grönwall-type inequality, one can find some \( T_1 > 0 \) depending only on the initial data such that

\[ \sup_{0 \leq t \leq T_1} E(t) \leq P(E(0)). \quad (8.2) \]

This completes the a priori estimates of (1.17).

8.2. Justification of the a Priori Assumptions

It suffices to justify the a priori assumptions (1.19)–(1.20). First, invoking \( \partial_t J = J \text{div}_A v \) and \( J |_{t=0} = 1 \), we get

\[ \| J - 1 \|_{7,*} \lesssim \int_0^T \| J \text{div}_A v \|_{7,*} dt \lesssim \int_0^T P(\| \partial_\eta \|_{L^\infty}) \| \partial_t q \|_{7,*} dt \]
\[ \lesssim \int_0^T P(\| \partial_\eta \|_{L^\infty}) \| q \|_{8,*} dt. \]
Therefore choosing $T > 0$ to be sufficiently small yields (1.19). The Rayleigh-Taylor sign condition in $[0, T_1]$ can be justified by proving $\partial Q / \partial N$ is a Hölder-continuous function in $t$ and $y$ variables. In specific, from the energy estimates we know that

$$\frac{\partial Q}{\partial N} \in L^\infty([0, T]; H^2_0(\Gamma)), \quad \partial_t \left( \frac{\partial Q}{\partial N} \right) \in L^\infty([0, T]; H^1_0(\Gamma)).$$

By using the 2D Sobolev embedding $H^\frac{1}{2}(\Gamma) \hookrightarrow L^4(\Gamma)$ and Morrey’s embedding $W^{1,4} \hookrightarrow C^{0,\frac{1}{4}}$ in 3D domain, we get the Hölder continuity of the Rayleigh-Taylor sign

$$\frac{\partial Q}{\partial N} \in W^{1,\infty}([0, T]; H^\frac{3}{2}(\Gamma)) \hookrightarrow W^{1,4}([0, T]; W^{1,4}(\Gamma))$$

$$\hookrightarrow W^{1,4}([0, T] \times \Gamma) \hookrightarrow C^{0,\frac{1}{4}}_{t,x}([0, T] \times \Gamma).$$

Therefore, (1.20) holds in a positive time interval provided that $-\frac{\partial Q_0}{\partial N} \geq c_0 > 0$ holds initially. Theorem 1.3 is proved.

### 8.3. Control of Initial Energy by the Initial Data Satisfying the Compatibility Conditions

Finally we need to show $E(0) < \infty$. Define $f(j) := \partial^j_t f |_{t=0}$ to be the initial data of $\partial^j_t f$ for $j \in \mathbb{N}$. We know the initial data should satisfy the following properties:

- The compatibility conditions (1.9) up to 7-th order.
- The constraints $\nabla \cdot B_0 = 0$, $B_0 \cdot n |_{\{0\} \times \partial D_0} = 0$ and the Rayleigh-Taylor sign condition (1.8) on $\{0\} \times \partial D_0$.
- The norms of the initial datum of the time derivatives of $(v, b, Q)$ can be controlled by the norms of initial data $(v_0, b_0, Q_0)$.

We note that the compatibility conditions up to order $m$ can be expressed in Lagrangian coordinates by using the formal power series solution to (1.17) in $t$,

$$\hat{v}(t, y) = \sum v(j)(y)\frac{t^j}{j!}, \quad \hat{b}(t, y) = \sum b(j)(y)\frac{t^j}{j!}, \quad \hat{Q}(t, y) = \sum Q(j)(y)\frac{t^j}{j!},$$

satisfying $Q(j)|_{\Gamma} = 0$ for $j = 0, 1, \cdots, m$. Since we study the solutions in (anisotropic) Sobolev spaces, such compatibility conditions have to be expressed in a weak form:

$$Q(j)(y) \in H^1_0(\Omega), \quad 0 \leq j \leq m. \quad (8.3)$$

From $(v_0, b_0, Q_0) \in H^8_*(\Omega)$ and the system (1.17), one can only get $(v(j), b(j), Q(j)) \in H^{8-2j}_*(\Omega)$ for $0 \leq j \leq 4$. To guarantee $(v(j), b(j), Q(j)) \in H^{8-j}_*(\Omega)$ and
\[ Q(j) \in H^1_0(\Omega), \text{ the initial data should be constructed in standard Sobolev space } H^8(\Omega) \text{ with} \]
\[
\sum_{j=1}^{8} \| (v(j), b(j), Q(j)) \|_{8-j}^2 \leq P(\| v_0 \|_8, \| b_0 \|_8, \| Q_0 \|_8); \]

see the construction in [65, Lemma 4.1].

On the one hand, by Lemma 3.2 we know \((v(j), b(j), Q(j)) \in H^{8-j}(\Omega) \hookrightarrow H^8_{s-j}(\Omega)\) which satisfies our requirement and implies \(E(0) \leq P(\| v_0 \|_8, \| b_0 \|_8, \| Q_0 \|_8)\). On the other hand, if we directly construct the initial data \((v_0, b_0, q_0) \in H^8_{s}(\Omega)\) such that \((v(j), b(j), Q(j)) \in H^{8-s-j}(\Omega)\), then it is not clear in which sense the boundary conditions and the compatibility conditions are satisfied. For example, \(Q(\tau) \in H^1(\Omega)\), but the trace of such function in that space has no meaning in general. This also explains why we require \(Q(\tau) \in H^1_0(\Omega)\) in (8.3). See also Secchi [54, Theorem 2.1]. Therefore, the initial data \((v_0, b_0, Q_0)\) should be constructed in the standard Sobolev space \(H^8(\Omega)\).

### 8.4. Continuous Dependence on Initial Data and Uniqueness

Now we prove Theorem 1.4 by using a similar argument as in the proof of a priori bounds. Assume \(U^{(i)}_0 = (v^{(i)}_0, b^{(i)}_0, q^{(i)}_0) \in H^8_s(\Omega) \quad (i = 1, 2)\) to be two initial datum of (1.17) satisfying the hypothesis of Theorem 1.3. Suppose also \(U^{(i)}(t, \cdot) = (\eta^{(i)}(t, \cdot), v^{(i)}(t, \cdot), b^{(i)}(t, \cdot), q^{(i)}(t, \cdot)) \quad (i = 1, 2)\) to be the solutions to (1.17) with initial data \(U^{(i)}_0\). Then we derive the system of \((\eta, [v], [q])\) as follows, where \([f] := f^{(1)} - f^{(2)}\) for any function \(f\).

\[
\begin{align*}
\partial_t [\eta] &= [v] & \text{in } \Omega, \\
R^{(1)}\partial_t [v] - J^{(1)-1} b^{(1)} \cdot \partial \left( J^{(1)-1} b^{(1)} \cdot \partial [\eta] \right) & - \nu A^{(i)}[Q] + \nu [A] \mathcal{Q}^{(2)} = f_v + f_b, & \text{in } \Omega, \\
\mathcal{F}'(q^{(1)}) \partial_t [q] + \text{div} A_1[v] + \text{div} [A]v^{(2)} = f_q & \text{in } \Omega, \\
[Q] &= 0 & \text{on } \Gamma, \\
((\eta_0, [v_0, [b_0, [q_0]])_{t=0} &= (0, [v_0, [b_0, [q_0])],
\end{align*}
\]

with the initial constraints (divergence-free condition for \(b_0, \| b_0 \|_\Gamma = 0\) and the Rayleigh-Taylor sign condition) for each \(i = 1, 2\). Here \(Q^{(i)} := q^{(i)} + \frac{1}{2} |b^{(i)}|^2\), \(b^{(i)} = J^{(i)-1} b^{(i)} \cdot \partial \eta^{(i)}\), and \(\mathcal{F}(q^{(i)}) := \log R^{(i)}(q^{(i)})\). The source terms \(f_v, f_b\) and \(f_q\) are defined by

\[
\begin{align*}
f_v &:= -[R] \partial_t v^{(2)} + [b_0] \cdot \partial (J^{(2)-1} b^{(2)} \cdot \partial \eta^{(2)}), & f_b &:= b_0^{(1)} \cdot \partial ([J^{-1} b_0] \cdot \partial \eta^{(2)}), & \quad \text{(8.5)} \\
f_q &:= -(\mathcal{F}'(q^{(1)}) - \mathcal{F}'(q^{(2)})) \partial_t q^{(2)}. & \quad \text{(8.6)}
\end{align*}
\]

Note that system (8.4) has the same structure as (1.17) on the left side of each equation. And it is not difficult to see that the \(\| \cdot \|_{6,s}\) norm of both source terms
can be directly controlled, because each solution $U^{(i)}$ are bounded in $\| \cdot \|_{8,*}$ norm. In particular, the second term and the fourth term in $f_{b,v}$ can be controlled by writing the $[\cdot]$ terms back to the form $f^{(1)} - f^{(2)}$ and using the bounds for each $U^{(i)}$. Therefore, the estimates for $([\eta], [v], [b], [q])$ in $\| \cdot \|_{6,*}$ norm should follow in a similar way as in the proof of Theorem 1.3. It is even easier because we no longer need to design the “modified good unknowns” when taking $\partial_t^3$ with $(I) = 6$. Indeed, given the derivative $\partial_t^3$ with $(I) = 6$, we define $F^{(i)} := \partial_t^3 f^{(i)} - \partial_t^3 \eta^{(i)} \cdot \nabla A^{(i)} f^{(i)}$, $i = 1, 2$, to be the Alinhac good unknowns for $f^{(i)}$ with respect to $\partial_t^3$. Then define $[F] := F^{(1)} - F^{(2)}$ and we have

$$[F] = \partial_t^3 f - \partial_t^3 \eta^1 \cdot \nabla A^{(1)} f - \partial_t^3 \eta^1 \cdot \nabla A^{(2)} f,$$

$$\partial_t^3 (\nabla A^{(1)} f + \nabla A^{(2)} f) = \nabla A^{(1)} [F] + C^{(1)} ([f]),$$

$$\| [F] - \partial_t^3 f \|_0 + \| \partial_t ([F] - \partial_t^3 f) \|_0 + \| C^{(1)} ([f]) \|_0 \leq P(E^{(1)}(t), E^{(2)}(t)) |[E](t).$$

We also obtain the evolution equation for the good unknown $[V]$

$$\rho_0^{(1)} \partial_t [V] - b_0^{(1)} \cdot \partial [\eta] \left( J^{(1)} - b^{(1)} [\eta] \right) + \nabla A^{(1)} [Q] = \partial_t^3 f + \partial_t^3 f_v + C^{(1)} ([Q]) - J^{(1)} [\sigma_v, R^{(1)}] \partial_t [v] - J^{(1)} [\sigma_v, J^{(1)} - b^{(1)} \cdot \partial] \left( J^{(1)} - b^{(1)} \cdot \partial \right),$$

$$= G$$

where $G$ satisfies $\| G \|_0 \leq P(E(t)) |[E](t)$.

Multiplying $[V]$ in (8.10) and integrating by part, we still get the following terms as in previous sections

$$\frac{1}{2} \int \rho_0^{(1)} \| [V] \|^2 \, dy = - \int \Gamma N_3 [Q] J^{(1)} A^{(1)3} [V] \, dy' + \int \Omega G \cdot [V] \, dy$$

$$+ \int \Omega \partial_t^3 f \cdot [V] \, dy$$

$$+ \int \Omega J^{(1)} [Q] \nabla A^{(1)} \cdot [V] \, dy$$

$$- \int \Omega \partial_t^3 \left( J^{(1)} - b^{(1)} \cdot \partial [\eta] \right) (b_0 \cdot \partial) [V] \, dy,$$

where the second term on the right side can be directly bounded. For the third term, we can integrate $b_0^{(1)} \cdot \partial$ by parts to avoid more than 6 derivatives falling on $[J^{(1)} - b^{(1)}]$. When $b^{(1)} \cdot \partial$ falls on $\partial_t^3 [v]$, we write $[v] = \partial_t [\eta]$ and integrate by parts in $\partial_t$ to control this term.

Since most of the steps are identical to the previous sections, we no longer repeat all those details. Below, we show the details of some key steps that are slightly different from the previous sections, and we only take $\partial_t^6$-estimates and $\partial_t^3$ estimates for examples.
**Interior cancellation structure in Section 2.3.** We take $\partial_s^I = \partial^6$ for example. Plugging the expression of $[V]$ into the last term in (8.11), we get

\[
- \int_\Omega \bar{\alpha}^6 \left( (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta] \right) (b_0^{(1)} \cdot \partial)[V] \, dy \\
= -\frac{1}{2} \frac{d}{dt} \int_\Omega J^{(1)} \left| \bar{\alpha}^6 \left( (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta] \right) \right|^2 \, dy \\
+ \frac{1}{2} \int_\Omega \partial_s J^{(1)} \left| \bar{\alpha}^6 \left( (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta] \right) \right|^2 \, dy \\
- \int_\Omega J^{(1)} \bar{\alpha}^6 \left( (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta] \right) \cdot \left[ \bar{\alpha}^6 \partial_s, J^{(1)} \right] (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta]) \, dy \\
+ \int_\Omega \bar{\alpha}^6 \left( (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta] \right) \cdot \left[ \bar{\alpha}^6, b_0^{(1)} \cdot \partial \right] ([v]) \, dy \\
+ \int_\Omega \bar{\alpha}^6 \left( (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta] \right) (b_0^{(1)} \cdot \partial) \\
\left( \bar{\alpha}^6 \eta^{(1)} \cdot \nabla_{A^{(1)}} [v] - \bar{\alpha}^6 \eta^{(1)} \cdot \nabla_{[A]} [v^{(2)}] - \bar{\alpha}^6 [\eta] \cdot \nabla_{A^{(2)}} [v^{(2)}] \right) \, dy \\
\lesssim -\frac{1}{2} \frac{d}{dt} \int_\Omega J^{(1)} \left| \bar{\alpha}^6 \left( (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta] \right) \right|^2 \, dy + P(\mathcal{E}^{(1)}(t), \mathcal{E}^{(2)}(t))[\mathcal{E}](t),
\]

(8.12)

where we note that the third term on the right side contains the analogue of $K_{11}$ term defined in Sect. 2.3, that is, $\bar{\alpha}^6 \partial_s$ may fall on $J^{(1)}$. Here we already know $\|J^{(1)}(t, \cdot)\|_{8, *} \lesssim P(\mathcal{E}(t))$ and thus this term can be directly controlled.

Similarly, the fourth term in (8.11) will produce the energy term of $[q]$ as stated in Sect. 2.3 plus the term

\[
\int_\Omega J^{(1)} \bar{\alpha}^6 (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta]) (J^{(1)})^{-1} b_0^{(1)} \cdot \partial[\eta]) \bar{\alpha}^6 (\nabla_{A^{(1)}} \cdot [v]) \, dy,
\]

which is also directly controlled by $P(\mathcal{E}^{(1)}(t), \mathcal{E}^{(2)}(t))[\mathcal{E}](t)$ due to $\|A^{(1)}(t, \cdot)\|_{6, *} \lesssim \|\eta(t, \cdot)\|_{8, *}$ $P(\mathcal{E}(t))$.

**Boundary energy in $\bar{\alpha}^6$-estimates.** We plug $[Q]|_\Gamma = 0$ and $Q^{(i)} = 0$ into the boundary integral to get
where we use the Rayleigh-Taylor sign condition for \( Q^{(1)} \) in the first term. The other terms can be controlled after integrating by parts in \( \partial_t \) or in \( \overline{\partial} \) and using the trace lemma: \( \|v\|_5 \lesssim \|v\|_{6, *} \) and \( \|\tilde{\eta}^{(i)}\|_7 \lesssim \|\tilde{\eta}^{(i)}\|_{8, *} \).

**Boundary terms in \( \partial_3^3 \)-estimates.** The boundary integral now reads as

\[
- \int_\Gamma N_3 J^{(1)} [Q][V]_i A^{(1)3i} \, dy',
\]

where

\[
[F] = \partial_3^3[f] - \partial_3^3 \tilde{\eta}^{(1)} \cdot \nabla_{A^{(1)}}[f] - \partial_3^3 \tilde{\eta}^{(1)} \cdot \nabla_{[A]} f^{(2)} - \partial_3^3 \eta \cdot \nabla_{A^{(2)}} f^{(2)}.
\]

What we need to do is again to reduce one \( \partial_3 \) falling on [\( Q \)], [\( v \)] to a tangential derivative by repeatedly invoking system (8.4). Here we only list the identities analogous to those in Sect. 4.3. We first have

\[
\partial_3^3 \eta^{(1)} A^{(1)3j} = \partial_3^2 (\partial_3 \eta^{(1)} A^{(1)3j}) - [\partial_3^2, A^{(1)3j}] \partial_3 \eta_{(j)}.
\]

Then the third component of the second equation in (8.4) gives

\[
J^{(1)} A^{(1)3k} \partial_3^3 [Q] = \partial_3^2 (\nabla_{A^{(1)}} [Q]) - [\partial_3^2, A^{(1)3k}] \partial_3 [Q]
= \partial_3^2 \left( -\rho_0 (1) \partial_t [v] + b_0 (1) \cdot \partial (J^{(1)})^{-1} b_0 (1) \cdot \partial [\eta] k + f_v^k + f_b^k - \nabla_{[A]} Q^{(2)} \right) - \sum_{L=1}^{2} \partial_3^2 (A^{(1)L} \overline{\partial} L [Q]) - [\partial_3^2, A^{(1)3k}] \partial_3 [Q],
\]
and thus the top-order derivative on \([Q], [v]\) becomes \(\partial_3^2 \mathcal{D}\) for some tangential derivative \(\mathcal{D}\). Note also that \(\partial_3^2 [A]^{nk} \partial_m Q^{(2)} = \partial_3^2 [A]^{3k} \partial_3 Q^{(2)}\) due to \(Q^{(2)} |_r = 0\) and \(A^{3l}\) only contains tangential derivative \(\mathcal{D}\). The term \(\partial_3^2 A^{(1)Li}\) can be directly controlled by \(\|\eta^i\|_4^2 \leq E(t)\), so we no longer needs the subtle cancellation structures introduced in section 4.3. Similarly, using the third equation of (8.4), we get

\[
A^{(1)3i} \partial_3^3 [v]_i = \partial_3^2 (\text{div}_{A^{(1)}} [v]) - [\partial_3^2, A^{(1)3i}] \partial_3 [v]_i
\]

\[
= \partial_3^2 \left( -F'(q^{(1)})(\partial_i [q] + f_q - \text{div}_{A} v^{(2)}) \right)
\]

\[
- \frac{2}{\beta} \partial_3^2 (A^{(1)Li} \mathcal{D}_{L} [v]_i) - [\partial_3^2, A^{(1)3i}] \partial_3 [v]_i,
\]

(8.17)

where the term \(-\partial_3^2 \text{div}_{A} v^{(2)}\) may have a term in which \(\partial_3^2\) falls on \(\partial_3 [\eta]\), that is, \(A^{(2)} \partial_3^3 [\eta], A^{(1)3i} \partial_3 v^{(2)} = A^{(1)3i} \partial_3^3 [\eta] \cdot \nabla_{A^{(2)}} v^{(2)}\) which cancels with the last term in \(A^{(1)3f} [v]\).

After these reductions, the top-order terms on the boundary becomes the following form, which is controlled analogously to (2.17). For \((I) = 6\), we have

\[
\int_{\Gamma} N_3(\partial^{I-63} \mathcal{D} [f])(\partial^{I-63} \mathcal{D} [g]) h dy' = \int_{\Omega} (\partial_3 \partial^{I-63} \mathcal{D} [f])(\partial_3 \partial^{I-63} \mathcal{D} [g]) h dy + \frac{1}{2} \int_{\Omega} (\partial_3 \partial^{I-63} \mathcal{D} [f]) \partial_3 h dy' \]

\[
\mathcal{D} = -\int_{\Omega} (\partial_3 \partial^{I-63} [f]) (\partial^{I-63} \mathcal{D} [g]) h dy + \frac{1}{2} \int_{\Omega} (\partial_3 \partial^{I-63} [f]) (\partial^{I-63} \mathcal{D} [g]) \mathcal{D} h dy
\]

\[
- \frac{1}{2} \int_{\Omega} (\partial^{I-63} \mathcal{D} [f]) (\partial_3 \partial^{I-63} [g]) h dy + \frac{1}{2} \int_{\Omega} (\partial^{I-63} \mathcal{D} [f]) (\partial_3 \partial^{I-63} [g]) \mathcal{D} h dy
\]

\[
\lesssim \|f\|_{6, \ast} \|g\|_{6, \ast} \|h\|_3,
\]

(8.18)

where the terms in \(h\) only have at most one derivative on each variable.

Define the energy functional for (8.4)

\[
[E](t) := \|\eta\|_{(1)}(t, \cdot) \|_{6, \ast}^2 + \|\eta\|_{(1)}(t, \cdot) \|_{6, \ast}^2 + \|J^{-1} b_0\| \cdot \|\eta\|_{(1)}(t, \cdot) \|_{6, \ast}^2
\]

\[
+ \|q\|_{(1)}(t, \cdot) \|_{6, \ast}^2 + \sum_{(I) = 6} \left| A^{(1)3i} \partial_3 [\eta]\right|_0^2.
\]

(8.19)

We can finally get the estimates for (8.4)

\[
[E](t) \leq [E](0) + \int_0^T P(E^{(1)}(t), E^{(2)}(t)) [E](t) dt,
\]

(8.20)
and thus by Grönwall's inequality, there exists some $T_2 \in [0, T_1]$ ($T_1 > 0$ is the time for the a priori bounds obtained in Theorem 1.3) depending only on the initial data and $v_0$ such that

$$\sup_{0 \leq t \leq T_2} \mathcal{E}(t) \leq P(\mathcal{E}^{(1)}(0), \mathcal{E}^{(2)}(0))|\mathcal{E}||(0)$$

$$\leq P(\|v_0\|, [b], [Q]) P(\|v_0^{(1)}\|, \|v_0^{(2)}\|, \|b_0^{(1)}\|, \|b_0^{(2)}\|, \|Q_0^{(1)}\|, \|Q_0^{(2)}\|).$$

Note that the energy inequality is linear in $|\mathcal{E}||(t)$ because (8.4) is a linear system of $[v], [b], [Q]$. In particular, if the two given initial datum are equal, we must have $|\mathcal{E}||(0) = 0$ and thus $|\mathcal{E}||(t) = 0$ in $[0, T_2]$. This proves the uniqueness and continuous dependence on initial data provided the local-in-time solution exists.

9. On the Local Existence of Solutions

9.1. Local Existence Theorem for Smooth Data Satisfying Compatibility Conditions Up to Infinite Order

As stated in Sect. 2.6, we need to prove Theorem 1.2, that is, a local existence theorem from $C^\infty$ data to $C^\infty$ solution. Following the Nash–Moser iteration scheme presented in Alinhac-Gérard [3] and Secchi [55] (also adopted in [38,40,65,66]), to solve a nonlinear system $L(U) = f$, we start with an approximate solution $U^a$ and then $U = U^a + V$ is a solution to $L(U) = f$ if we can prove $V$ solves $L(V) := L(U^a + V) - L(U^a) = f^a$ where $f^a := -L(U^a)$ with $V|_{t=0} = 0$.

Remark. (Existence of smooth approximate solution) In [65, Lemma 4.1], an approximate solution was constructed in Sobolev space. Here we can follow Lindblad [40, Lemma 16.3] to construct a smooth approximate solution by introducing the power series $Q^n(t, y) := \sum_k \chi(t/\varepsilon_k) Q(k)(y) t^k/k!$ where $Q(k) := \partial^k_t Q|_{t=0} \in C^\infty(\bar{\Omega}) \cap H^1_0(\Omega)$ are defined in Appendix A.3, $\chi(\cdot) \in C^\infty_c(\mathbb{R})$ is a smooth cut-off function which equals to 1 in $[-1, 1]$ and vanishes outside $[-2, 2]$, and $\varepsilon_k > 0$ are chosen suitably small such that the series converges in $H^N(\bar{\Omega})$ for any $N$. Then solve $v^a, \eta^a$ from the MHD system (1.17).

To solve the increment $V$, we start with $V_0 = 0$ and inductively define $V_{n+1} = V_n + \delta V_n$ where $\delta V_n$ is the solution to the linearized problem $L'(U^a + S_{\theta_n} V_n)(\delta V_n) = f_n$ with $S_{\theta_n}$ being the smoothing operator, $\lim_n \theta_n = +\infty$. By Taylor expansion, we have

$$L(V_{n+1}) - L(V_n) = L'(U^a + V_n)(\delta V_n) + e'_n = L'(U^a + S_{\theta_n} V_n)(\delta V_n) + e'_n + e''_n,$$

where $e'_n$ is the quadratic error produced by the expansion, and $e''_n$ is the substitution error produced by replacing the basic state $U^a + V_n$ by the smooth one $U^a + S_{\theta_n} V_n$.

When proving the convergence of $\sum_n \delta V_n$ in a certain Sobolev space (here we assume it is $H^a(\bar{\Omega})$), we need to start with the following induction hypothesis

Induction hypothesis ($H_{n-1}$) : $\forall 0 \leq i \leq n - 1$, $\|\delta V_i\|_{s.', \ast} \lesssim \varepsilon \theta_i^{t-a-1} \Delta_i$ with $\varepsilon \ll 1$ and $\Delta_i := \theta_{i+1} - \theta_i$. 

and then prove a similar estimate for $\delta V_n$, that is, $\|\delta V_n\|_{s,*} \lesssim \varepsilon \theta_n^{s-\alpha-1} \Delta_n$. In [65], this induction step was proven in Lemma 4.14.

To prove the existence in $C^\infty$, we need to get an improved estimate in the induction, that is, we start with the induction hypothesis $(H_{n-1})$ above, then we need to prove the following “improved estimate” which is better than $(H_n)$:

“Improved estimate”: $\|\delta V_n\|_{s,*} \lesssim \theta_n^{s-\alpha'-1} \Delta_n$ for some $\alpha' = \alpha + \gamma$ with $\gamma > 0$ a fixed positive number.

Once this is done, then we can replace the induction hypothesis $(H_{n-1})$ by the improved one and repeat this again and again, and finally we will see $\sum_n \delta V_n$ converges in $C([0, T]; H^{s+k\gamma}_s)$ for any $k \in \mathbb{N}$ where $T > 0$ is independent of $k$. See also the “additional regularity” argument summarized in [3, pp.152], [55, Section 3.7] and adapted by Lindblad [38, (18.40)–(18.43)].

First, we find that, if there are only the first two error terms $e'_n, e''_n$ in [65, (4.26)–(4.27)], then one can get the following estimates for $\delta V_n$ based on $(H_{n-1})$ above:

$$
\|\delta V_n\|_{s,*} \lesssim \Delta_n \left( \theta_n^{s-\alpha-1} \|f^a\|_{\alpha,*} + \varepsilon^2 \theta_n^{s-\alpha-1} \right)
+ \Delta_n \left( \theta_n^{s-\alpha} \|f^a\|_{\alpha,*} + \varepsilon^2 \theta_n^{s-\alpha-1} \right) \varepsilon \theta_n^{(r+4-\alpha)+}.
$$

Here $\zeta_2(s) := \max\{(s + 2 - \alpha)_+ + 12 - 2\alpha, s + 2 - 2\alpha\}$, $\alpha \geq 12$, $\tilde{\alpha} := \alpha + 3$, $6 \leq s \leq \tilde{\alpha} - 2$. Thus the above estimates give us

$$
\|\delta V_n\|_{s,*} \lesssim (\|f^a\|_{\alpha,*} + \varepsilon^2) \theta_n^{s-\alpha-1} \Delta_n \Rightarrow \|\delta V_n\|_{s,*} \lesssim \varepsilon \theta_n^{s-\alpha-1} \Delta_n \quad (9.1)
$$

for $\varepsilon > 0$ and $\|f^a\|_{\alpha,*}/\varepsilon$ sufficiently small. But if we compare the powers of $\theta_n$, we find that $\zeta_2(6) - 1 = \max\{3 - \alpha, 14 - 2\alpha\} \leq 5 - \alpha - 2$ and $\zeta_2(s) - 1 \leq (s - \alpha - 1) - 2$. Based on this and the smoothness of $f$, we can get the improved estimates

$$
\|\delta V_n\|_{s,*} \lesssim (\|f^a\|_{\alpha+2,*} + \varepsilon^2) \theta_n^{s-\alpha-1-2} \Delta_n \Rightarrow \|\delta V_n\|_{s,*} \lesssim \theta_n^{s-\alpha-1-2} \Delta_n
$$

(9.2)

for $\varepsilon > 0$ sufficiently small.

Then, starting from this new estimate, that is, replacing $\alpha$ by $\alpha' = \alpha + 2$, we can get improved estimates for the errors $e'_n, e''_n$ and then the total error $E_n := e_0 + \cdots + e_{n-1}$ with $e_i := e'_i + e''_i$, the source term $f_n$ for the linearized problem, and $\delta V_n$

$$
\|e_i\|_{s,*} \lesssim \varepsilon \theta_n^{\zeta(s)(s)1} \Delta_i, \quad \|S\theta_n e_{n-1}\|_{s,*} \lesssim \Delta_n \varepsilon \theta_n^{\zeta(s)(s)1}
$$

$$
\|(S\theta_n - S\theta_{n-1}) E_{n-1}\|_{s,*} \lesssim \Delta_n \varepsilon \theta_n^{\zeta(s)(s)1}, \quad \|(S\theta_n - S\theta_{n-1}) f^a\|_{s,*} \lesssim \|f^a\|_{\alpha,*} \theta_n^{s-\alpha-1} \Delta_n
$$

$$
\|e_n\|_{s,*} \lesssim \Delta_n (\theta_n^{s-\alpha-1} \|f^a\|_{\alpha,*} + \varepsilon \theta_n^{\zeta(s)(s)1})
$$

$$
\|\delta V_n\|_{s,*} \lesssim \Delta_n \left( \theta_n^{s-\alpha-1} \|f^a\|_{\alpha,*} + \varepsilon \theta_n^{\zeta(s)(s)1} \right)
$$
+ \Delta_n \left( \theta_n^{s-a'} \| f^a \|_{\alpha',*} + \varepsilon \theta_n^{s(6)-(1)} \right) \theta_n^{s+4-a'_{+}},\]

where \( \xi(s) \) is defined by replacing \( \alpha \) with \( \alpha' \) (and hence \( \xi(s) \leq \xi_2(s) - 4 \)). Note that \( \varepsilon^2 \) in the previous estimates now becomes \( \varepsilon \) because we use \( \| fg \|_{s,*} \lesssim \| f \|_{s,*} \| g \|_{s,*} \) and the \( \varepsilon \) arising from \( \| f \|_{s,*} \) is now replaced by 1. We know that \( \xi_2(s) - 1 \leq (s - \alpha' - 1) - 2 \) and thus we obtain

$$\| \delta V_n \|_{s,*} \lesssim (\| f^a \|_{\alpha'+2,*,*} + \varepsilon) \theta_n^{s-a'-1-2} \Delta_n \Rightarrow \| \delta V_n \|_{s,*} \lesssim \theta_n^{s-a'-1-2} \Delta_n.$$ (9.3)

Again we replace the induction hypothesis (\( H_n-1 \)) by \( \| \delta V_i \|_{s,*} \lesssim \theta_n^{s-a''-1} \Delta_i \) for \( i \leq n-1 \) with \( \alpha'' = \alpha + 2 \times 2 \) to proceed the Nash–Moser iteration. Repeat this again and again, we will get \( \| \delta V_i \|_{s,*} \lesssim \theta_n^{s-a'-2k-1} \Delta_i \) for \( i \leq n \) and for any \( k \in \mathbb{N} \). Hence, we can follow the argument in Lindblad [38, (18.40)–(18.43)] to show that the series \( \sum_n \delta V_n \) converges in \( C([0, T]; H^{s+2k}_{\text{weak}}(\Omega)) \) for any \( k \) with \( T \) independent of \( k \) and similarly \( \sum_n \partial_t^{\alpha} \delta V_n \) converges in \( C([0, T]; H^{s-r+2k}_{\text{weak}}(\Omega)) \) for \( 0 \leq r \leq s \). So the local existence and uniqueness in \( C([0, T] \times C^\infty(\tilde{\Omega})) \) is proven, provided that one can construct a smooth data satisfying the compatibility conditions up to infinite order, which will be achieved in Appendix A.3. The additional regularity in the time variable can be obtained by differentiating (1.17) by \( \partial_t \) repeatedly.

However, there are two extra error terms \( \varepsilon_n'' \), \( D_{n+\frac{1}{2}} \delta \Psi_n \) in [65, (4.26)–(4.27)], which are produced because the free surface of \( \Omega(t) = \mathbb{T}^2 \times (-\infty, \varphi(t)) \) is directly flattened by an explicit diffeomorphism instead of using Lagrangian coordinates.

- **\( \varepsilon_n'' \): modifications in the boundary conditions.** Under the setting of [65], the kinematic boundary condition \( \partial_t \varphi = v \cdot N \) and the constraint \( H \cdot N = 0 \) are involved in the equation. But the linearization breaks the structure of these two boundary conditions. So after adding the increment in each step of Nash–Moser iteration, extra modifications are required to guarantee these two boundary conditions hold for the basic state \( V_{n+1} = V_n + \delta V_n \).
- **\( D_{n+\frac{1}{2}} \delta \Psi_n \): dropping the zero-th order term when replacing \( \delta V_n \) by its “good unknown” \( \bar{\delta} V_n \) in the linearized problem.** To solve and prove the tame estimates for the linearized problem for \( \delta V_n \), the authors of [65] replaced the variables \( \delta V_n \) by the good unknown (without derivative) \( \bar{\delta} V_n := \delta V_n - \delta \Psi_n (\partial_3 V_n / \partial_3 \Phi_n) \) and drop a zero-th order term to get the so-called effective linearized problem. This step produces the problematic error \( D_{n+\frac{1}{2}} \delta \Psi_n \) due to that dropped term. This is a bad term, as it contributes to \( \varepsilon^2 \theta_n^{s-a'-1} \Delta_n \) which prevents us improving the estimates of \( \delta V_n \).

Under the setting of Lagrangian coordinates, these two terms are not needed. For example, there were no such error terms in Lindblad [38,40] where the local existence for smooth solutions to Euler equations are proved by using Nash–Moser iteration.

Indeed, when using Lagrangian coordinates, the material derivative becomes \( \partial_t \) and the kinematic boundary condition then becomes “\( \partial_t \) is a tangential derivative”. In other words, there is no description for the position of \( \partial \Omega(t) \) in Lagrangian
coordinates. Instead, the information of free surface is reflected by $\eta$ which is defined as the flow map of velocity. Besides, Lemma 1.1 shows that the magnetic field is completely determined by its initial data and the flow map, i.e., $b = J^{-1}(b_0 \cdot \partial)\eta$, and thus the MHD system (1.17) only includes the variables $\eta, v, q$. The boundary constraint is now just $b_0^3 = 0$ that has no dependence on time. Hence, we don’t have to consider the propagation of this condition when doing the iteration. The formulation (1.17) does not affect the tame estimates, as we can still get the energy of $J^{-1}(b_0 \cdot \partial)\delta \eta$ together with $\delta v$ and $\delta q$ as in (2.4). In fact, the linearized momentum equation still has the form parallel to the nonlinear problem $\partial_t \delta v - (b_0 \cdot \partial)^2 \delta \eta + \nabla A \delta Q = \cdots$ (with $\rho, J$ omitted) and multiplying this by $\delta v$ and integrating by parts in section 2.2-2.3 gives energy estimates. When the variation operator $\delta$ falls on $J^{-1}$, we can use $\rho_0 = R J$ to get $\delta \rho_0 = R \delta J + J R'(q) \delta q$ and the positivity of density $R$ and then $\delta J$ can be expressed in terms of $\delta q$. This shows why we can avoid the modification error $e''''$.

The error $D_{n+\frac{1}{2}} \delta \Psi_n$ can also be avoided. In Lagrangian coordinates, the analogue of $\delta \bar{V}_n$ is equal to $\delta V_n - \delta \eta_n \cdot \nabla_A V_n$. When doing tame estimates, we may still use $\delta \bar{V}_n$ to do calculation, but we finally derive the energy inequality for $\delta \bar{V}_n$ instead of $\delta V_n$. The reason is that their difference can be estimated by $\|\delta \eta_n\|_{s,*} \|\nabla_A V_n\|_{L^\infty} \leq \|\nabla_A V_n\|_{L^\infty} \int_0^T \|\delta v_n\|_{s,*}$. The advantage is that $\delta \eta_n$ has the same regularity as $\delta v_n$ so we don’t have derivative loss for this term; while under the setting of [65], the regularity for $\delta \Psi_n$ is not the same as $\partial_t \delta \Psi_n$.

On the other hand, dropping the zero-th order term $\delta \eta_n \cdot \nabla_A V_n$ when solving the linearized problem is not necessary. Indeed, the dropped term is a zero-th order term that can be moved to the right side, and the estimates for the “effective” linearized problem (cf. [65, (3.25)]) shows that the interior inhomogeneous term comes with an time integral. Thus, one can solve the linearized problem by using contraction mapping theorem in some $[0, T_0')$. This $T_0'$ may be smaller than $T_0$ obtained in [65, Theorem 3.1], but since the system is linear, it can be continued to the full time interval $[0, T_0]$.

In Lagrangian coordinates, we have $\delta \eta_n$ is the flow map of $\delta v_n$, and one can alternatively use the Galerkin method presented in Gu-Luo-Zhang [23, Section 7.1] to prove the local existence of the linearized system. If we expand $\delta \eta$ to be $\sum_j Z_j(t) e_j(y)$ for some Galerkin basis $\{e_j\}$, then the zero-th order term dropped in [65] is just equal to $\sum_j Z_j(t) e_j(y) \cdot (\text{coefficients only involving basic state})$ and the velocity becomes $\sum_j Z_j'(t) e_j(y)$. The momentum equation is still an ODE involving $Z_j'(t), Z_j(t)$ and terms involving magnetic field and pressure. Thus, we no longer need to take into account the error $D_{n+\frac{1}{2}} \delta \Psi_n$ as in [65]. Based the above discussion, we claim that Theorem 1.2 holds.

9.2. Continuation of Smooth Solutions

To prove the continuation criterion for smooth solution stated in Theorem 1.5, we need to prove the energy inequality in the form

$$E_m(t) \leq E_m(0) + \int_0^T P(E_{m-1}(t)) E_m(t) \, dt; \quad (9.4)$$
that is, the error term that is, the energy inequality for $\mathcal{E}_m(t)$ is linear in $\mathcal{E}_m(t)$ (the highest order terms). Once this energy inequality is proven, then Theorem 1.5 follows by using contradiction. Indeed, for a given $m$, if $T_m^* < +\infty$ and we still have $\mathcal{E}_{m-1}(t) \leq M$ in $[0, T_m^*)$ for some constant $M > 0$, then the above inequality shows that $\mathcal{E}_m(t) \leq \mathcal{E}_m(0)(1 + P(M)te^{P(M)t})$ in $[0, T_m^*)$ and thus it still remains bounded, which contradicts with the maximality of $T_m^*$.

To verify the linearity of the highest order terms in the energy estimates, it suffices to analyze the commutators, either the terms in the modified good unknowns or the reduction of normal derivatives on the boundary, such that the highest order term is linear. For simplicity of notations, we only verify the case $m = 8$ and $\partial_x^8 = \overline{\partial^8}$ for the commutators appearing in the interior estimates, and $\partial_x^4 = \partial_4$ for commutators arising in the reduction of normal derivatives on the boundary.

**Commutators $[\overline{\partial^8}, f] \mathcal{D} g$ for $f, g \in H^8_2(\Omega)$**. Here $\mathcal{D}$ is a tangential derivative, such as $\partial_t$ or $(b_0, \partial)$. Such commutators appear when the energy terms are produced. The terms included in such commutators have the form $\overline{\partial^N} f \overline{\partial^{8-N}} \mathcal{D} g$ for $1 \leq N \leq 8$. Indeed, when $1 \leq N \leq 4$, we put $L^\infty(\Omega)$ norm on $f$ and $L^2(\Omega)$ norm on $g$. When $5 \leq N \leq 8$, we put $L^\infty(\Omega)$ norm on $g$ and $L^2(\Omega)$ norm on $f$. By using the definition of anisotropic Sobolev space and the Sobolev embedding $H^2(\Omega) \hookrightarrow L^\infty(\Omega)$, we will find

$$|| [\overline{\partial^8}, f] \mathcal{D} g ||_0 \lesssim || f \||_{8,*} || g ||_{5,*} + || f \||_{7,*} || g ||_{6,*} + || f \||_{6,*} || g ||_{7,*} + || f \||_{5,*} || g ||_{8,*},$$

which is linear in $|| \cdot ||_{8,*}$ norm.

**The error term $I_3$ when producing the energy of $q$.** In $(4.21)$ and $(5.37)$, we have the term

$$\int_0^T \int_\Omega \frac{J R'(q)}{\rho_0} \partial_x^4 \eta_p \hat{A}^{lp} \partial_l Q \partial_x^4 \partial_t q \, dy \, dt,$$

which is controlled after integrating by parts in $\partial_t$. So, it introduces a term without time integral

$$\int_\Omega \frac{J R'(q)}{\rho_0} \partial_x^4 \eta_p \hat{A}^{lp} \partial_l Q \partial_x^4 q \, dy \lesssim \varepsilon \| q \|_{8,*}^2 + \frac{1}{4\varepsilon} \| \partial_x^4 \eta \|_0 \| \frac{J R'(q)}{\rho_0} \hat{A}^{lp} \partial_l Q \|_{L^\infty}^2.$$

Note that the terms in $L^\infty(\Omega)$ norm only have at most one derivative, so this term is bounded by $|| \cdot ||_{6,*}$ norms of $\eta, \rho_0, Q$. Next using $\eta = \text{Id} + \int_0^T v \, dt$ gives the energy estimate that is linear in $|| \cdot ||_{8,*}$ norm.

**Commutators in modified Alinhac good unknowns.** This is the most involved part in the paper. We take the case $\partial_x^8 = \overline{\partial^8}$, i.e., the most difficult case, for an example. Recall the calculations in section 5.1.1 and we find that the control of $C_3, C_4, C_5$ is parallel to $C_1$ and the control of $C_6$ is parallel to $C_2$, so we only focus one the control of $C_1(f)$ and $C_2(f)$.

Recall that $C_1(f) = 8\nabla_{\hat{A}}(\nabla_{\hat{A}}^p \overline{\partial f}) \overline{\partial^7} \eta_p - 8(\overline{\partial^6}, A^{lp} A^{mi} \partial_m \eta_p) \overline{\partial^7} f$. In the first term, the top-order part has the form $P(\partial) \partial^2 \overline{\partial^7} \eta$, whose $L^2(\Omega)$ norm can
be controlled by using $H^1(\Omega) \hookrightarrow L^6(\Omega)$:

\[
\|\partial^2 \tilde{\alpha} f \partial^7 \eta\|^2 = \int_{\Omega} \partial^2 \tilde{\alpha} f \partial^7 \eta \partial^2 \tilde{\alpha} f \partial^7 \eta \, dy
\]

\[
\leq \|\partial^2 \tilde{\alpha} f\|_1 \|\partial^2 \tilde{\alpha} f\|_1 \|\partial^7 \eta\|_0 \|\tilde{\beta} \eta\|_1 + \|\partial^2 \tilde{\alpha} f\|^2_1 \|\tilde{\beta} \eta\|_0 \|\tilde{\beta} \eta\|_1
\]

\[
\lesssim \|\eta\|^8_s \|\eta\|^7_s \|f\|^7_s \|f\|^8_s + \|\eta\|^2_8 \|f\|^2_8 \lesssim E_8(t) E_7(t).
\]

(9.5)

In the second term of $C_1(f)$, we need to control $\|\tilde{\alpha}^6, A^{l_1} p^{m_i} \|_{m_p} 0$, whose top-order part reads as $P(\partial \eta, \tilde{\alpha} \eta)(\tilde{\alpha}^N \partial \eta)(\tilde{\alpha}^{-N} \partial \eta)$ for $1 \leq N \leq 6$. Thus it is controlled by

\[
P(\|\eta\|^2_s)(\|\tilde{\alpha}^6 \partial \eta\|_0 \|\partial \eta\|_{L^\infty} + \|\tilde{\alpha}^5 \partial \eta\|_0 \|\tilde{\alpha} \partial \eta\|_{L^\infty} + \|\tilde{\alpha}^4 \partial \eta\|_0 \|\tilde{\alpha}^3 \partial \eta\|_{L^\infty})
\]

\[
\leq P(\|\eta\|^7_s) \|\eta\|^8_s.
\]

The control of $C_2(f)$ is divided into three parts in section 5.1.1, and $C_{21}(Q)$ and $C_{22}(Q)$ are already controlled in our desired form. Now we analyze $C_{23}(Q)$ that has the form $\tilde{\alpha}^N A^{l_1} \bar{A}^{-N} \partial \eta Q$ for $1 \leq N \leq 6$. For $N = 5, 6$, we put $L^2(\Omega)$ norm on $A$ and $L^\infty(\Omega)$ norm on $Q$; and put $L^2(\Omega)$ norm on $A$ and $L^2(\Omega)$ norm on $Q$ for $1 \leq N \leq 2$. When $n = 3, 4$, we need an observation that when $l = 3$, $\tilde{\alpha}^3 = \tilde{\alpha} \times \tilde{\alpha}$ contains tangential derivative; and when $l = 1, 2$, $\tilde{\alpha}$ itself is tangential. So when $N = 4$, we have either $(\tilde{\alpha}^4 \tilde{\alpha} \times \tilde{\alpha}) \tilde{\alpha}^4 Q$ or $\tilde{\alpha}^5 \tilde{\alpha} \tilde{\alpha}^3 \partial Q$ which is controlled by

\[
\|\tilde{\alpha}^4 \partial \eta\|_0 \|\partial \eta\|_{L^\infty} \|\tilde{\alpha}^4 Q\|_{L^\infty} + \|\tilde{\alpha}^5 \eta\|_{L^3} \|\partial \eta\|_{L^\infty} \|\tilde{\alpha}^3 \partial Q\|_{L^6} \leq \|\eta\|^2_6 \|Q\|^8_s.
\]

A similar approach applies to the modified good unknowns for other derivatives which shoulde be easier than the case $\partial^l = \tilde{\alpha}^8$. Thus we show that, for a function $f \in H^8_s(\Omega)$ and its “modified” good unknown $F$ with respect to $\partial^l_s$, the following property holds

\[
\partial^l_s (\nabla^l_A f) = \nabla^l_A F + C^l(f), \quad \text{with } \|C(f)\|^8_s \leq P(E_7(t)) E_8(t).
\]

Here $E_m(t)$ is the energy functional defined in (1.21).

**The estimates for the modification terms $\Delta f$ on $\Gamma$.** In the boundary estimates in section 5.2.2, we have to control the $L^2(\Gamma)$ norms of $\Delta Q$, $\Delta \bar{v}$ and $\partial_t (J \Delta Q)$. Indeed, the analysis in (5.47) and the Sobolev inequality $|f|_{W^{1,\infty}} \leq \|f\|^5_{s, *}$ already give the energy estimates the linear in the top-order term; that is,

\[
|\Delta Q|_0 + |\Delta \bar{v}|_0 + |\partial_t (J \Delta Q)|_0 \leq P(E_7(t)) E_8(t).
\]

**Commutators arising in the reduction of normal derivatives.** When there is a normal derivative $\partial_3$ included in $\partial^l_s$, we need to repeatedly use the MHD system to reduce one normal derivative to one tangential derivative, which then produces lots of commutators. We take $\partial^l_s = \partial^2_s$ for an example. There are two types of commutators in section 4.3 and we need to control their $|\cdot|_0$ norm.
9.3. Passing to the Case of Initial Data Satisfying Compatibility Conditions Up to Finite Order

Finally, we prove Theorem 1.6. First we recall that, we say the initial data $(v_0, b_0, Q_0)$ satisfies the compatibility conditions up to $k$-th order, if $Q_j := \partial^j_t Q|_{t=0} = 0$ on $\Gamma$ holds for $0 \leq j \leq k$; and we say $(v_0, b_0, Q_0)$ satisfies the compatibility conditions up to infinite order if $Q_j := \partial^j_t Q|_{t=0} = 0$ on $\Gamma$ holds for all $j \geq 0$, $j \in \mathbb{Z}$.

Given an integer $m \geq 8$ and initial data $U_0 := (v_0, b_0, Q_0)$ satisfying the compatibility conditions up to $(m-1)$-th order, assume we already find a sequence of smooth data $U^{(n)}_0 := (v^{(n)}_0, b^{(n)}_0, Q^{(n)}_0)$ satisfying the compatibility conditions up to infinite order, such that $\|U^{(n)}_0 - U_0\|_m \to 0$ as $n \to \infty$. Now we introduce the following procedure:

1. For each $n$, using Theorem 1.2, we know there exists a unique smooth solution $U^{(n)}(t, \cdot) \in C^\infty([0, T^{(n)}]; \Omega)$ for some $T^{(n)} > 0$. The lifespan $T^{(n)}$ may depend on $n$ at this point.

2. By our a priori estimates (Theorem 1.3), we have $\|U^{(n)}(t, \cdot)\|_{m, *} \leq P(\|U^{(n)}(0, \cdot)\|_{m, *})$ provided the existence and the right side is independent of $n$. Using the continuation criterion (Theorem 1.5), we can extend the solution a bit more after $T^{(n)}$, until the a priori bounds become invalid. So, the lifespan of $\{U^{(n)}(t)\}$ in $H^8_\ast(\Omega)$ has a lower bound $T_0$ independent of $n$.

3. Using Theorem 1.4, we know $\|U^{(k)}(t, \cdot) - U^{(l)}(t, \cdot)\|_{m-2, *} \leq C(\|U^{(k)}_0 - U^{(l)}_0\|_m)$. Here $C(\cdot) > 0$ is a continuous function of its arguments and $C(x) \to 0$ as $|x| \to 0$. This is because the equations for $U^{(k)} - U^{(l)}$ are linear in $U^{(k)} - U^{(l)}$, so $(\partial^k_t U^{(k)} - \partial^k_t U^{(l)})|_{t=0}$ can be expressed linearly in terms of $U^{(k)}_0 - U^{(l)}_0$. When $k, l \to \infty$, the right side converges to zero, and then $\{U^{(n)}(t)\}$ has a limit $U(t) \in H^{m-2}_\ast(\Omega)$ in $[0, T_0]$.
4. The limit $U(t)$ must be a solution with the given initial data $U_0 \in H^m(\Omega)$ by using Sobolev embedding. Since each $U^{(n)}(t)$ belongs to $H^m(\Omega)$ in $[0, T_0]$, we know by the a priori bounds, the limit $U(t)$ also satisfies $\|U(t)\|_{m,*} \leq P(\|U_0\|_m)$ in some $[0, T_m]$ with $T_m$ only depending on $\|U_0\|_m$, $c_0$ in the Rayleigh-Taylor sign, and $A_0$ in the equation of state.

Therefore, under the assumption of Theorem 1.6, for each given $U_0 := (v_0, b_0, Q_0)$ satisfying the compatibility conditions up to $(m - 1)$-th order, we prove that there exists a unique solution to (1.17) in $C([0, T_m], H^m(\Omega))$ for some $T_m$ only depending on $\|U_0\|_m$, $c_0$ in the Rayleigh-Taylor sign, and $A_0$ in the equation of state. This solution also satisfies the a priori bounds, continuous dependence on initial data, and the uniqueness as stated in Theorems 1.3 and 1.4.
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A. Construction of Smooth Data Satisfying Compatibility Conditions Up to Infinite Order

In the appendix, we prove the existence of smooth data satisfying compatibility conditions up to infinite order. Assume $m \geq 8$ is an integer and we are given an initial data $(w_0, b_0, P_0)$ satisfying the compatibility conditions up to $(m - 1)$-th order in $H^m(\Omega)$, where $P_0$ is the total pressure, while the fluid pressure is denoted by $p_0 = P_0 - \frac{1}{2}|b_0|^2$. For simplicity of notations, we assume $R'(q)/R|_{R=1} = 1$.

The initial constraints and compatibility conditions for $(w_0, b_0, P_0)$ are

- (Compatibility conditions) $P_{(j)} := \partial_j P|_{t=0} = 0$ on $\Gamma$, $0 \leq j \leq m - 1$.
- (Initial constraints) $\text{div } b_0 = 0$ in $\Omega$, $b_0^3|_{\Gamma} = 0$, and the Rayleigh-Taylor sign condition $-\frac{\partial P_0}{\partial N} \geq c_0 > 0$ on $\Gamma$. 


A.1. Compatibility Conditions in Terms of Initial Data

First we express the compatibility conditions in terms of \(w_0, b_0, P_0\). The zero-th order compatibility condition is \(P_0|_{\Gamma} = 0\). To express the first-order compatibility condition, we use \(P = p + \frac{1}{2}|b_0|^2\), where \(p\) is the fluid pressure, the continuity equation \(\partial_t p + \text{div } v = 0\), and \(\partial_t b = b \cdot \nabla v - b \text{div } v\) to get (we omit the coefficient \(A\) as it equals to \(\text{Id}\) at \(t = 0\). The appearance of \(A\) does not affect the essence of the proof.)

\[
\text{div } w_0 = -|b_0|^2 \text{div } w_0 + (\bar{b}_0 \cdot \nabla)w_0 \cdot b_0 \text{ on } \Gamma, \tag{A.1}
\]

and we define the right side of (A.1) to be the functional \(M_{-1}(w_0, b_0)\). Next we take divergence in the momentum equation to get a wave equation of \(P\)

\[
\partial_t^2 P - \Delta P = \partial_t^2 \left( \frac{1}{2}|b|^2 \right) + \nabla_i w^j \nabla_j w^i - \nabla_i b^j \nabla_j b^i, \quad P_0|_{\Gamma} = 0 \tag{A.2}
\]

and again use \(\partial_t b = b \cdot \nabla v - b \text{div } v\) and \(\partial_t v \sim (b_0 \cdot \partial)b - \nabla P\) to get

\[
\partial_t^2 P - \Delta P = M_0(w_0, b_0, P_0) + N_0(w_0, b_0) \text{ on } \{t = 0\},
\]

where \(N_0(w_0, b_0) := \nabla_i w^j_0 \nabla_j w^i_0 - \nabla_i b^j_0 \nabla_j b^i_0\) and \(M_0(w_0, b_0, P_0)\) is defined by

\[
M_0(w_0, b_0, P_0) := |b_0|^2 \Delta P_0 - (b_0 \cdot \nabla)^2 P_0 + (b_0 \cdot \nabla)^2 b_0 \cdot b_0 + R_0(w_0, b_0)
\]

and \(R_0(w_0, b_0)\) only contains the first-order derivative of \(b_0\) and \(v_0\)

\[
R_0(w_0, b_0) := P_0(b_0) \left( (\nabla^{i_1} w_0)(\nabla^{i_2} w_0) + (\nabla^{j_1} b_0)(\nabla^{j_2} b_0) \right),
\]

where \(P_0(b_0)\) is a polynomial of \(b_0\) only contains cubic and quadratic terms, and \((i_1, i_2, j_1, j_2) = (1, 1, 0, 0)\) or \((0, 1, 1, 1)\).

We see that the 2nd-order compatibility condition \(P_{(2)} := \partial_t^2 P|_{t=0} = 0\) on \(\Gamma\) is equivalent to (we use \(b_0^0\) on \(\Gamma = 0\) )

\[
- \Delta P_0 = M_0(w_0, b_0, P_0) + N_0(w_0, b_0, P_0)
= |b_0|^2 \Delta P_0 - (\bar{b}_0 \cdot \nabla)^2 P_0 + (\bar{b}_0 \cdot \nabla)^2 b_0 \cdot b_0 + R(w_0, b_0) \text{ on } \Gamma, \tag{A.3}
\]

Taking time derivatives in the wave equation above repeatedly we get for \(k \geq 1\)

\[
P_{(k+2)} - \Delta P_{(k)} = M_k(w_0, b_0, P_0) + N_k(w_0, b_0, P_0) \text{ in } \Omega,
\]

where, after long and tedious calculations, the functionals \(M_k, N_k\) have the following form for \(r \geq 1\)

\[
k = 2r - 1, \quad M_{2r-1}(w_0, b_0, P_0)
= -|b_0|^2 \Delta^r \text{div } w_0 + (\bar{b}_0 \cdot \nabla)^2 \Delta^{r-1} \text{div } w_0
+ \sum_{l=2}^{r+1} b_0^{i_1} \cdots b_0^{i_l} (\nabla^{2r+1} w_0) + R_{2r-1}(w_0, b_0, P_0), \tag{A.4}
\]
where
\[ P_k(w_0, b_0, P_0) = P_k(b_0) \left( C_k^{i_1, \ldots, i_m, j_1, \ldots, j_n, k_1, \ldots, k_l}(\nabla^{i_1} w_0) \cdots (\nabla^{i_m} w_0)(\nabla^{j_1} b_0) \cdots (\nabla^{j_n} b_0)(\nabla^{k_1} P_0) \cdots (\nabla^{k_l} P_0) \right), \]
and the term \( R_k \), where every top-order term has \((k + 1)\)-th order derivative, has the following form
\[ R_k(w_0, b_0, P_0) = P_k(b_0) \left( C_k^{i_1, \ldots, i_m, j_1, \ldots, j_n, k_1, \ldots, k_l}(\nabla^{i_1} w_0) \cdots (\nabla^{i_m} w_0)(\nabla^{j_1} b_0) \cdots (\nabla^{j_n} b_0)(\nabla^{k_1} P_0) \cdots (\nabla^{k_l} P_0) \right), \]
where \( P_k(\cdot) \) is a polynomial of its arguments and the lowest power is 4 and the indices above satisfy
\[ 1 \leq i_1, \ldots, i_m, j_1, \ldots, j_n \leq k + 1, 0 \leq k_1, \ldots, k_l \leq k + 1, \]
\[ i_1 + \cdots + i_m + j_1 + \cdots + j_n + k_1 + \cdots + k_l = k + 1. \]

The term \( N_k(w_0, b_0, P_0) \) has the following form
\[ N_k(w_0, b_0, P_0) = P_{k,1}(b_0)(\nabla^{i_1+2} w_0)(\nabla w_0) + P_{k,2}(b_0)(\nabla^{k_1} b_0)(\nabla w_0) \]
\[ + P_{k,0}(b_0)(\nabla^{k+1} b_0)(\nabla w_0) \]
\[ + P_k'(b_0) D_k^{i_1, \ldots, i_m, j_1, \ldots, j_n, k_1, \ldots, k_l} \]
\[ (\nabla^{i_1} w_0) \cdots (\nabla^{i_m} w_0)(\nabla^{j_1} b_0) \cdots (\nabla^{j_n} b_0)(\nabla^{k_1} P_0) \cdots (\nabla^{k_l} P_0), \]
where \( P_{k,1}(-), P_{k,2}(-), P_k'(-) \) are polynomials of their arguments and \( P_{k,0}(-) \) is a polynomial of its arguments and the lowest power is 2. The indices above satisfy
\[ 1 \leq i_1, \ldots, i_m, j_1, \ldots, j_n \leq k, 0 \leq k_1, \ldots, k_l \leq k, \]
\[ i_1 + \cdots + i_m + j_1 + \cdots + j_n + k_1 + \cdots + k_l = k + 1. \]

So the \( k \)-th compatibility condition can be equivalently written as
\[ k = 2r + 1, \quad \Delta^r \text{div } w_0 = \sum_{j=0}^{r} \Delta^j(M_{2r-1-2j}(w_0, b_0, P_0) \]
\[ + N_{2r-1-2j}(w_0, b_0, P_0)) \text{ on } \Gamma, \quad (A.6) \]
\[ k = 2r, \quad -\Delta^r P_0 = \sum_{j=0}^{r-1} \Delta^j(M_{2r-2-2j}(w_0, b_0, P_0) \]
\[ + N_{2r-2-2j}(w_0, b_0, P_0)) \text{ on } \Gamma, \quad (A.7) \]
where \( M_{-1}(w_0, b_0) := |b_0|^2 \text{div } w_0 - (b_0 \cdot \nabla)w_0 \cdot b_0 \) and \( N_{-1} := 0. \)
A.2. Regularization of the Given Data and Recovery of Compatibility Conditions

To construct a smooth data satisfying the compatibility conditions up to infinite order, the first step is to regularize the given data such that we get smooth functions. By the standard approximation of Sobolev function, we know for any given \( \varepsilon > 0 \), there exists \((w_0^\varepsilon, b_0^\varepsilon, P_0^\varepsilon) \in C^\infty(\Omega)\) such that

\[
\|w_0^\varepsilon - w_0, b_0^\varepsilon - b_0, P_0^\varepsilon - P_0\|_s < \varepsilon.
\]

However, such smooth approximation does not preserve the boundary conditions, even for the vanishing boundary conditions for \( P_0 \) and \( b_0^\varepsilon \). So we need to recover the compatibility conditions up to the same order as the given data.

From now on, we assume

- \( m = 8 \), that is, the given data satisfies the compatibility conditions (A.6)–(A.7) up to 7-th order. This corresponds to the minimal requirement in Theorem 1.3.
- \( \|b_0\|_{L^\infty(\tilde{\Omega})} < \delta_0 < 1 \) where \( \delta_0 \) is a suitably small number to be determined: to absorb the terms containing \((k + 2)\)-th order derivative arising in \( M_k \). Note that we do not need \( \|b_0\|_{L^\infty(\tilde{\Omega})} \) to be arbitrarily small in the proof.

A.2.1. Recovering the Initial Constraints

The new data should also satisfy the initial constraints: divergence-free condition of magnetic field, vanishing normal component of magnetic field on the boundary and the Rayleigh-Taylor sign condition. The Rayleigh-Taylor sign condition still holds for \( P_0^\varepsilon \), as \(-\partial_3 P_0^\varepsilon \) is just a small perturbation of \(-\partial_3 P_0\). We then modify \( b_0^\varepsilon \). First, we introduce \( \tilde{b}_0^\varepsilon \) defined by

\[
\tilde{b}_0^{\varepsilon,1} = b_0^{\varepsilon,1}, \quad \tilde{b}_0^{\varepsilon,2} = b_0^{\varepsilon,2}, \quad -\Delta \tilde{b}_0^{\varepsilon,3} = -\Delta b_0^{\varepsilon,3} \text{ in } \Omega, \quad \tilde{b}_0^{\varepsilon,3} = 0 \text{ on } \Gamma,
\]

and then \( \tilde{b}_0^\varepsilon \in C^\infty(\Omega) \) and the elliptic estimates imply \( \|\tilde{b}_0^\varepsilon - b_0\|_s \lesssim \|b_0^\varepsilon - b_0\|_s + \|0 - 0\|_{s-0.5} = O(\varepsilon) \). Next, we recover the divergence-free condition by introducing \( b_0^\varepsilon := \tilde{b}_0^\varepsilon + \nabla \varphi \) with \( \varphi \) determined by

\[
-\Delta \varphi = \text{div } \tilde{b}_0^\varepsilon \text{ in } \Omega, \quad \partial_3 \varphi = 0 \text{ on } \Gamma.
\]

With this modification, we now have \( \text{div } b_0^\varepsilon = \text{div } \tilde{b}_0^\varepsilon + \Delta \varphi = 0 \) in \( \Omega \), and \( b_0^\varepsilon|_\Gamma = 0 \) still holds thanks to the Neumann boundary condition \( \partial_3 \varphi = 0 \) on \( \Gamma \). So, \( b_0^\varepsilon \) is the desired magnetic field that we need, and it still satisfies a smallness assumption \( \|b_0^\varepsilon\|_{L^\infty(\tilde{\Omega})} < 2\delta_0 \). We’ll drop \( \varepsilon \) in \( b_0^\varepsilon \) for the sake of clean notations.

A.2.2. Recovering the Compatibility Conditions Up to \((m - 1)\)-th Order

Next, we focus on the modification of \( w_0^\varepsilon, P_0^\varepsilon \). After the regularization, we don’t even know if \( P_0^\varepsilon = 0 \) on \( \Gamma \) holds or not. So the first step is to recover the 0-th order compatibility condition \( P_0|_\Gamma = 0 \). We define \( P_0^{(1)} \) by

\[
-\Delta P_0^{(1)} = -\Delta P_0^\varepsilon \text{ in } \Omega, \quad P_0^{(1)} = 0 \text{ on } \Gamma.
\]

Since \( P_0|_\Gamma = 0 \), we know

\[
\|P_0^{(1)} - P_0\|_s \lesssim \|P_0^\varepsilon - P_0\|_s + \|0 - 0\|_{s-0.5} = O(\varepsilon).
\]
Next we define $w^{(1)}_0$ to be the following function such that $(w^{(1)}_0, b_0, P^{(1)}_0)$ satisfies the compatibility condition up to first order: $w^{(1),1}_0 = w^{e,1}_0$, $w^{(1),2}_0 = w^{e,2}_0$ and $w^{(1),3}_0$ is determined by the bi-harmonic system

$$\begin{aligned}
&\Delta^2 w^{(1),3}_0 = \Delta^2 w^{e,3}_0 & \text{in } \Omega,
&w^{(1),3}_0 = w^{e,3}_0, \quad \partial_3 w^{(1),3}_0 = -\bar{\alpha}_1 w^{e,1}_0 - \bar{\alpha}_2 w^{e,2}_0 + M_{-1}(w^{(1)}_0, b_0) & \text{on } \Gamma,
\end{aligned}$$

(A.11)

where $M_{-1}(w^{(1)}_0, b_0)$ is given by (A.1). Note that the second boundary condition only involves $\partial_3 w^{(1)}_0$ because the tangential components are the same of $w^e_0$. So the elliptic estimates give us

$$\|w^{(1)}_0 - w_0\|_s \lesssim \|\Delta^2 w^e_0 - \Delta^2 w_0\|_{s-4} + |w^e_0 - w_0|_{s-0.5} + |\partial_3 w^{(1)}_0 - \partial_3 w_0|_{s-1.5}$$

$$\lesssim O(\varepsilon) + |b_0|_L^2 \|\nabla w^{(1)}_0 - \nabla w_0\|_{s-1.5},$$

(A.12)

where the last term can be absorbed by the left side if we pick $\delta_0$ sufficiently small. Therefore, by the second boundary condition, we know $(w^{(1)}_0, b_0, P^{(1)}_0)$ satisfies the compatibility condition up to first order.

Again, we construct $P^{(2)}_0$ such that $(w^{(1)}_0, b_0, P^{(2)}_0)$ satisfies the compatibility condition (A.7) up to 2nd order. The new pressure is defined by the poly-harmonic system

$$\begin{aligned}
&-\Delta^3 P^{(2)}_0 = -\Delta^3 P^{(1)}_0 & \text{in } \Omega,
&P^{(2)}_0 = P^{(1)}_0 = 0, \quad \partial_3 P^{(2)}_0 = \partial_3 P^{(1)}_0 & \text{on } \Gamma,
&-\Delta P^{(2)}_0 = M_0(w^{(1)}_0, b_0, P^{(1)}) + N_0(w^{(1)}_0, b_0) & \text{on } \Gamma,
\end{aligned}$$

(A.13)

and thus

$$\|P^{(2)}_0 - P_0\|_s \lesssim \|\Delta^3 P^{(1)}_0 - \Delta^3 P_0\|_{s-6} + |\partial_3 P^{(1)}_0 - \partial_3 P_0|_{s-1.5}$$

$$+ |M_0(w^{(1)}_0, b_0, Q^{(m-1)}_{(m+7)}) + [Q^{(m-1)}_{(m+6)}]|_1)$$

$$+ M_0(w^{(1)}_0, b_0) - M_0(w_0, b_0, P_0) - N_0(w_0, b_0)|_{s-2.5}$$

$$\lesssim O(\varepsilon) + |b_0|_L^2 \|\partial^2_3 (P^{(2)}_0 - P_0)|_{s-2.5},$$

(A.14)

where the last term is again absorbed by the left side if we choose $|b_0| \leq \delta_0$ to be suitably small. It should also be noted that, $M_k$ also has other terms containing $(k + 2)$-th order derivative, but there are at least two derivatives appearing as $(\hat{b}_0 \cdot \nabla)$, and thus we can replace $P^{(2)}_0$ with $P^{(1)}_0$ using the remaining boundary conditions.

Next we construct $w^{(2)}_0$ via the following system such that $(w^{(2)}_0, b_0, P^{(2)}_0)$ satisfies the compatibility condition (A.6) up to 3rd order.

$$\begin{aligned}
&\Delta^4 w^{(2),3}_0 = \Delta^4 w^{(1),3}_0 & \text{in } \Omega,
&\partial_3^j w^{(2),3}_0 = \partial_3^j w^{(1),3}_0, (0 \leq j \leq 2) & \text{on } \Gamma,
&\Delta \text{div } w^{(2)}_0 = M_1(w^{(2)}_0, b_0, P^{(2)}_0)$$

$$+ N_1(w^{(2)}_0, b_0, P^{(2)}_0) + \Delta M_{-1}(w^{(1)}_0, b_0) & \text{on } \Gamma,
\end{aligned}$$

(A.15)
and similarly as above we can get

\[
\|w^{(2)}_0 - w_0\|_s \lesssim \|\Delta^4 w^{(1)}_0 - \Delta^4 w_0\|_{s-8} + \sum_{j=0}^2 \|\partial^j w^{(1)}_0 - \partial^j w_0\|_{s-j-0.5}
\]

\[
+ |(M_1 + N_1 + \Delta M_{-1})(w^{(1)}_0, b_0, P^{(2)}_0) - (M_1 + N_1 + \Delta M_{-1})(w_0, b_0, P_0)|_{s-3.5}
\]

\[
\lesssim O(\varepsilon) + |b_0|^2_{L^\infty} \|\partial^3 w^{(2)}_0 - w_0\|_{s-3.5},
\]

where the last term is again absorbed by the left side if we choose \(|b_0| \leq \delta_0\) to be suitably small.

So, we can repeat the above procedures such that \(P^{(m)}_0\) is determined by the polyharmonic equation \(\Delta^{2m-1} p^{(m)}_0 = \Delta^{2m-1} p^{(m-1)}_0\) in \(\Omega\) equipped with the boundary conditions \(\partial^j p^{(m)}_0 = \partial^j p^{(m-1)}_0\) on \(\Gamma\) for \(0 \leq j \leq 2m - 3\) and the compatibility condition (A.7) for the case \(k = 2m - 2\) with \((w_0, b_0, P_0)\) replaced by \((w^{(m-1)}_0, b_0, P^{(m)}_0)\).

Similarly, \(w^{(m)}_0\) is determined by \(w^{(m),1,2}_0 = w^{(m-1),1,2}_0\) and \(\Delta^{2m} w^{(m),3}_0 = \Delta^{2m} w^{(m-1),3}_0\) in \(\Omega\) equipped with the boundary conditions \(\partial^j w^{(m),3}_0 = \partial^j w^{(m-1),3}_0\) on \(\Gamma\) for \(0 \leq j \leq 2m - 2\) and the compatibility condition (A.6) for the case \(k = 2m - 1\) with \((w_0, b_0, P_0)\) replaced by \((w^{(m)}_0, b_0, P^{(m)}_0)\).

Since the given rough data \((w_0, b_0, P_0)\) satisfies the compatibility conditions up to 7-th order, we stop the above procedure after we get \((w^{(4)}_0, b_0, P^{(4)}_0)\) which is a smooth data and also satisfies the compatibility conditions up to 7-th order. We rename this smooth data to be \((v_0, b_0, Q_0)\). For any given \(\varepsilon > 0\), we construct a smooth data \((v_0, b_0, Q_0)\) that satisfies the compatibility conditions up to the same order as the given rough data \((w_0, b_0, P_0)\) and has the following approximation

\[
\|v_0 - w_0\|_s + \|b_0 - b_0\|_s + \|Q_0 - P_0\|_s = O(\varepsilon).
\]

(A.17)

### A.3. Extend the Compatibility Conditions Up to Infinite Order

**A.3.1. Formal Constructions**  We then try to extend the initial data such that the compatibility conditions are fulfilled up to infinite order. First we briefly state some formal construction. Recall in A, for a given data \((w_0, b_0, P_0)\), the corresponding solution satisfies the wave equation

\[
\partial^2_t P - \Delta b P = M_0(v, b, P) + N_0(v, b), \quad \Delta b := (1 + |b|^2) \Delta - (b \cdot \partial)^2,
\]

and \(M_0(v, b, P) := (b_0 \cdot \partial)^2 b \cdot b + \mathcal{R}(v, b)\) where \(\mathcal{R}\) only contains the first-order derivatives of \(b, v\). So if we start with an irrotational velocity \(w_0 = \nabla \psi\) and define \(P_{(-1)} := -\psi\), then since \(P = p + \frac{1}{2} |b|^2\) we have

\[
\partial_t P = \partial_t p + b \cdot \partial_t b = -\text{div} \ w + b \cdot ((b \cdot \partial) w - b \text{div} \ w)
\]
which then gives, after restricting it to \( t = 0 \)
\[
-\Delta_b P_{(-1)} = -P_{(1)} + (b_0 \cdot \partial) \nabla \psi \cdot b_0,
\]
where the right side only depends on the given data of velocity and magnetic field. Taking more time derivatives and setting \( t = 0 \) yields an infinite elliptic system of the form
\[
-\Delta_{b_0} P_{(k)} = -P_{(k+2)} + N'_k(P_{(-1)}, \ldots, P_{(k-1)}), \quad k \geq -1,
\]
where \( N'_k \) is a functional that only depends on the derivatives of its arguments and \( b_0 \) up to a certain order. This system has similar structure as in [40, Lemma 16.1] and thus can be solved in a similar manner. The only difference comes from the appearance of magnetic field, but \( (b_0 \cdot \partial) \) is a tangential derivative and we can pick suitable \( b_0 \) such that its normal component vanishes in a neighborhood of the boundary.

**A.3.2. Full Construction Procedure**

For specific calculations, we now define the desired smooth data \((v_0^\infty, b_0^\infty, Q_0^\infty)\) by
\[
v_0^\infty := v_0 - \nabla Q_{(-1)}^\infty, \quad b_0^\infty := b_0.
\]

And after a long and tedious calculation, we find \( Q_0^\infty \) is determined by the following infinite elliptic system in \( \Omega \), where \( \lambda := 1 + |b_0|^2 \).

\[
-\lambda \Delta Q_1^\infty = - (Q_{(1)}^{\infty} - Q_{(1)}) - (b_0 \cdot \nabla)^2 Q_{-1}^\infty + N'_1(b_0, Q_{-1}^\infty) \quad (A.19)
\]
\[
-\lambda \Delta Q_0^\infty = - Q_{(2)}^{\infty} - (b_0 \cdot \nabla)^2 Q_0^\infty + (b_0 \cdot \nabla)^2 b_0 \cdot b_0 + N'_0(b_0, v_0^\infty, Q_{-1}^\infty) \quad (A.20)
\]
\[
-\lambda \Delta Q_1^{\infty} = - Q_{(3)}^{\infty} - (b_0 \cdot \nabla)^2 Q_1^\infty + (b_0 \cdot \nabla)^3 v_0^\infty \cdot b_0 - |b_0|^2 (b_0 \cdot \nabla)^2 (\nabla \cdot v_0^\infty) + N'_1(b_0, v_0^\infty, Q_{-1}^\infty, Q_0^\infty), \quad (A.21)
\]
\[
-\lambda \Delta Q_2^{\infty} = - Q_{(4)}^{\infty} - (b_0 \cdot \nabla)^2 \Delta Q_0^\infty + N'_2(b_0, v_0^\infty, Q_{-1}^\infty, Q_0^\infty, Q_1^\infty) \quad (A.22)
\]
and for \( k \geq 2 \)
\[
-\lambda \Delta Q_k^{\infty} = - Q_{(k+2)}^{\infty} - (b_0 \cdot \nabla)^2 \Delta Q_{(k-2)}^{\infty} + N'_k(b_0, v_0^\infty, Q_{-1}^\infty, Q_0^\infty, Q_1^\infty, \ldots, Q_{(k-1)}^\infty), \quad (A.23)
\]

with vanishing boundary conditions for each \( Q_{(k)} \). These \( N'_k \)'s have the following structure
\[
N'_k(v_0^\infty, b_0, Q_{(-1)}^\infty, \ldots, Q_{(k-1)}^\infty) = P(b_0) C_{i_1 \ldots i_m \ldots j_n \ldots k_r}^{k_1 \ldots k_r} \left( (\nabla^{i_1} v_0^\infty) \cdots (\nabla^{i_m} v_0^\infty) (\nabla^{j_1} b_0) \cdots (\nabla^{j_n} b_0) \cdots (\nabla^{k_1} Q_{(m_1)}) \cdots (\nabla^{k_r} Q_{(m_r)}) \right), \quad (A.24)
\]
where the indices satisfy
\[ i_1 + \ldots + i_m + j_1 + \ldots + j_n + (k_1 + m_1) + \ldots + (k_r + m_r) = k + 2, \]
\[ 1 \leq i_1, \ldots, i_m, j_1, \ldots, j_n, k_1, \ldots, k_r \leq k + 1, \]
\[ -1 \leq m_1, \ldots, m_r \leq k - 1, \quad 1 \leq k_1 + m_1, \ldots, k_r + m_r \leq k + 1. \]

**Remark.** Note that (A.22) is derived from taking two time derivatives in (A.20). On can also In fact, taking two time derivatives in (A.20), we know the right side has top-order terms \((b_0 \cdot \nabla)^2 Q_2 - (b_0 \cdot \nabla)b_2 \cdot b_0\). For the latter term \((b_0 \cdot \nabla)^2 b_2 \cdot b_0\), we recall that \(Q = a + \frac{1}{2}|b_0|^2\). Taking one time derivative and using continuity equation, we get \(Q_{(1)} = -\text{div} v_0 + b_1 \cdot b_0\). Taking one more time derivative and using the momentum equation \(v_1 = (b_0 \cdot \nabla)b_0 - \nabla Q_0\), we get \(\text{div} v_1 = \text{div} (\nabla Q_0 + (b_0 \cdot \nabla)b_0)\). Using \(\text{div} b_0 = 0\) we know \(\text{div} (b_0 \cdot \nabla)b_0\) is of lower order. So we have \(Q_{(2)} = \Delta Q_0 + b_2 \cdot b_0\), and thus
\[ (b_0 \cdot \nabla)^2 Q_2 - (b_0 \cdot \nabla)^2 b_2 \cdot b_0 = (b_0 \cdot \nabla)^2 \Delta Q_0 + \text{lower order terms}. \]

We choose to write in this form because it makes equations shorter. Alternatively one can differentiate (A.21) in time variable again and again to get the form \(-\Delta b_0 Q_{(k+2)}^\infty = -Q_{(k+2)}^\infty + M'_k(b_0^\infty, Q_{(-1)}, \ldots, Q_{(1)} - 1, \ldots, Q_{(k+1)} - 1)\) where \(\Delta b_0 := (1 + |b_0|^2)\Delta - (b_0 \cdot \nabla)^2\), and \(M'_k\) denotes the terms containing \((k+2)\)-th order derivative.

This elliptic system has a parallel structure as [40, (16.11)]. Following [40, Lemma 16.2], we impose the system with boundary conditions
\[ Q_{(k)}|_{\Gamma} = Q_{0,k}, \quad -\nabla Q_{(k)}^\infty|_{\Gamma} = Q_{1,k}, \quad k \geq -1. \]

Then the system has a formal power series in the distance to the boundary
\[ \overline{Q}_{(k)}(r, \omega) \sim \sum Q_{n,k}(\omega) \frac{(1-r)^n}{n!}, \]
where \(r\) is the distance to the boundary and \(\omega\) is the angular variable. Let \(0 \leq \chi(\cdot) \leq 1\) be a smooth bump function on \(\mathbb{R}\) that equals to 1 in \([-1, 1]\) and vanishes outside \([-2, 2]\). Then, by [40, Lemma 16.2], there exist \(\varepsilon_{k,n}\) such that
\[ \overline{Q}_{(k)}(r, \omega) = \sum \chi \left( \frac{1-r}{\varepsilon_{k,n}} \right) Q_{n,k}(\omega) \frac{(1-r)^n}{n!}, \]
such that the above elliptic system holds to infinite order on the boundary. Note that \((b_0 \cdot \nabla)\) is tangential on the boundary and \(b_0\) has smallness assumption, so the extra terms involving \(b_0\) will not affect the convergence of the power series.

Now let \((\tilde{v}_0, b_0, \tilde{Q}_0)\) are functions that vanish to infinite order on the boundary. Define
\[ w_0^\infty := \tilde{v}_0 - \nabla \tilde{Q}_{(-1)}, \quad P_0^\infty := \tilde{Q}_0 + \tilde{Q}_0, \]
\[ P_{(1)} := -(1 + |b_0|^2)(\text{div} \tilde{v}_0 + \Delta \tilde{Q}_{(-1)} + (b_0 \cdot \nabla)w_0^\infty \cdot b_0). \]
where $Q_0$, $Q_{(-1)}$ are given by the above construction. Then inductively one can show that $P_{\infty} = Q_{0(k)} + Q_{1(k)}$, where $Q_{0(k)}$ are constructed above and $Q_{0(k)}$ vanishes to infinite order on the boundary. Hence, choosing boundary data such that $Q_0(0) = 0$ and $Q_{1,k} \geq c_0 > 0$, then the Rayleigh-Taylor sign condition for $P_{\infty}$ is fulfilled and also we have $P_{\infty}|_\Gamma = 0$ for all $k \geq 0$.
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