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Abstract

Modelling river physical processes is of critical importance for flood protection, river management and restoration of riverine environments. Developments in algorithms and computational power have led to a wider spread of river simulation tools. However, the use of two-dimensional models can still be hindered by complexity in the setup and the high computational costs. Here we present the freeware BASEMENT version 3, a flexible tool for two-dimensional river simulations that bundles solvers for hydrodynamic, morphodynamic and scalar advection-diffusion processes. BASEMENT leverages different computational platforms (multi-core CPUs and graphics processing units GPUs) to enable the simulation of large domains and long-term river processes. The adoption of a fully costless workflow and a light GUI facilitate its broad utilization. We test its robustness and efficiency in a selection of benchmarks. Results confirm that BASEMENT could be an efficient and versatile tool for research, engineering practice and education in river modelling.
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1. Introduction

In the last decades the usage of numerical tools widely spread in several subjects of the environmental sciences. River science \([\text{sensu } 1]\) is no exception in this trend, with a number of tools been developed to address variegated research questions \([\text{e.g. } 2, 3]\). Modelled river physical processes span from flood simulation, hydraulic and sediment dynamics, pollutant and temperature transport, to vegetation and flow interactions, just to mention a few \([\text{e.g. } 4, 5, 6, 7, 8]\). Such river processes occur at different spatial and temporal scales, hence influencing the development and choice of suitable modelling tools.

Advances in computational power, numerical algorithms and optimization routines that occurred in the last decades allowed for the spread of more and more sophisticated numerical tools. In the context of river science, two-dimensional depth-averaged (hereinafter 2D) models are nowadays of common use in research and engineering practice. This is particularly true for some applications such as flood modelling and river morphodynamics \([\text{e.g. } 3, 9]\). The increasing usage of 2D river models is also closely bonded with the growing availability of high-resolution river datasets. In particular, advances in LiDAR, UAV-Photography and others remote-sensed survey technologies enable river topographic scans at an unprecedented level of detail \([\text{e.g. } 10, 11]\).

The increased computational capabilities and refined datasets open the gates for near-census \([\text{sensu } 12]\) numerical modelling of several river processes. Indeed, 2D river models have the capability to simulate fine spatial (centimeters to meters) and temporal scales (seconds to days). At such scales, relevant hydro-morphodynamic processes \(\text{e.g. } \text{bar formation} \) and also ecohydraulic processes \(\text{e.g. } \text{habitat dynamics} \) can hence be modelled \([\text{e.g. } 13, 14, 15, 16]\). Nevertheless, 2D river models can still be computationally demanding, with simulations lasting several days. This is particularly true when complex physical processes, such as morphodynamics, are accounted for \([17]\). Moreover, large-scale or near-census applications \(\text{i.e. with millions of computational cells} \) and/or long-term simulations \(\text{i.e. years} \) all concur to increase overall computational costs. Such drawbacks particularly apply for the investigation of highly unsteady river processes such as artificial or natural flood waves, where explicit numerical schemes are preferable. In such cases the overall computational time scales exponentially with the number of computational cells due to stability constraints \([\text{e.g. } 18]\).
Increasing the efficiency and the computational performance of river models represents yet a challenge. Pitfalls arise with the number of computational cells, but also with the inherent complexity of 2D models. For example, challenges are to be found in the setup of the computational domain [19] but also in the definition of particular boundary conditions [20, 21]. Increasing the computational performance is also sought by developing alternative numerical solution strategies for the underlying physical governing equations. Examples are variegate, spanning from the adoption of a local timestep for the numerical integration [e.g. 22, 23], the automatic adaptation of the computational mesh [e.g. 24], the use of acceleration factors for the hydro-morphodynamic problem [e.g 25, 26], to the reformulation of the governing mathematical equations for water quality simulations [e.g. 27], to mention a few.

Parallel computing solutions are the most popular strategies to reduce computational time. They historically benefit from the continuous improvements of computational performances of both single CPUs and clusters. The general aim of parallelization techniques is to split the total computational load into tasks that can be executed simultaneously by different computational units [e.g. 28]. The use of the Graphics Processing Unit (GPU) as a general-purpose computational resource developed rapidly in the last decade [29]. For many parallelizable workloads, offloading work to GPUs is a relatively cheap and efficient high-performance computing strategy that is also easily upgradable in standard desktop workstations.

By means of GPU parallelization, numerical models can potentially be accelerated by an order of magnitude and more. The efficiency of such a parallelization depends on the data exchange between the main memory and the processors, with a complex memory hierarchy and bandwidth bottlenecks [30]. These low-level constraints can limit computational speedup and depend on the model data/memory handling, the underlying model complexity and the nature of the governing equations to be solved. In applications such as 2D river models the type of computational mesh, i.e. structured or unstructured, has a significant influence on the final computational speedup.

In the last decade, river simulation models have benefited from GPU parallelization. Specific and ad-hoc implementations of GPU-based models for 2D hydrodynamic [e.g. 31, 32, 33, 34], and occasionally morphodynamic simulations [e.g. 35] have become available. The vast majority of these models are based on structured grids which allow for an easier implementation and for relatively higher computational speedups. This is due to the fact that, for structured meshes, the data structure is inherently simpler, which reduces the need for mappings and indirections. To the best of the Authors’ knowledge, few hydrodynamic models implement GPU-acceleration on unstructured meshes [36, 37, 38, 39], with very limited ad-hoc implementations for transient flows morphodynamics [e.g. 40].

Bundled river modelling software that supports GPU acceleration is available for commercial use (e.g. RiverFlow2D (hydronia.com/riverflow2d), TUFLOW (tuflow.com), but costless ones are still few [see 41]. An increase in availability of freeware GPU-based river models would be beneficial for environmental modelers in academic research and education, but also in consultancy and engineering offices.
In this paper we introduce the BASEMENT software (version 3), a freeware application developed at the Laboratory of Hydraulics, Hydrology and Glaciology of ETH Zürich. The software can simulate two-dimensional hydrodynamic, morphodynamic, and scalar advection-diffusion processes of scientific and practical interest. It can seamlessly run on GPU-enabled workstations, as well as on more standard multi-core CPUs. This flexibility in the choice of the computational backend is achieved by integrating the OP2 framework [30, 42, 43]. This framework provides an additional abstract layer for the acceleration of numerical models on unstructured computational meshes, and has been successfully implemented in similar modelling context [44]. The obtained parallelization performance alleviates the computational limitations when simulating high resolution (or large) computational domains and/or long term processes [e.g. 45]. This is particularly relevant when aiming at the calibration [46] or at the uncertainty evaluation [47, 11] of deterministic models. As proof of concept, a flood wave uncertainty propagation analysis with BASEMENT has been proposed in [48].

In the current version BASEMENT is available for both Windows and Linux-based (Ubuntu) environments. It is provided with a Command Line Interface (CLI) to easily perform batch simulations, but also with a light Graphical User Interface (GUI). The BASEMENT software aims to enable a broad range of potential users to skilfully simulate river processes in the domain of river engineering and research on state-of-the-art computational hardware. Moreover, with accompanying scholar programs and extended documentation material and tutorials, the software is designed to be a valuable didactic tool for engineering and river science students.

The paper is structured as follows: §2 provides the software application context that justifies the adopted mathematical and numerical strategies. §3 to §5 report the mathematical basis, the numerical strategies and main features of the basic modules of BASEMENT. The software design, the modelling workflow and the parallelization solutions are presented in §6. A selection of benchmarks are reported in §7, whilst conclusions and outlooks are drawn in §8.

2. Application context

One of the main goals of the novel software design of version 3 is the capability to tackle river processes at different spatial and temporal scales. For example, BASEMENT can be used to simulate large scale (i.e. basin scale) flood propagation, but also reach scale morphodynamic processes such as formation and evolution of fluvial bars. Moreover, it can be applied together with high-resolution topographies (in the order of centimeters) to simulate ecohydraulic processes at different ecological scales (e.g. habitat modelling). This range of application possibilities is enabled by specific characteristics of the software. In particular:

unsteady and transitional flows: BASEMENT can deal with strongly unsteady flows and different flow regimes (sub- and super-critical). For this reason, BASEMENT is particularly suitable for simulations of river
flows in Alpine contexts, the propagation of natural flood waves as well as hydropeaking events. This is ensured by the adoption of a robust and accurate shock-capturing explicit solver for the hydrodynamic problem (§4.2);

accurate front propagation: it is possible to simulate extreme events such as dam-break induced floods, but also ecologically-relevant processes such as the wetting-drying of riparian areas and in-channel morphologies due to artificial flow alterations. This is achieved by an implemented shock-wave capturing numerical scheme complemented with a robust treatment of wet-dry interfaces (§4.2);

complex river topographies: the use of unstructured grid for the computational domain discretization enables for an accurate description of complex river morphologies and riverrine structures (§4.1). The adoption of an unstructured mesh also reduces the strong anisotropy of structured meshes, which can be crucial for particular applications.

large problems: the software adopts a parallelization strategy tailored to the acceleration of problems on unstructured meshes (§6.4). Moreover, BASEMENT simulations can efficiently be executed on different computational backends. Those backends inlude GPU cards, therefore allowing for the simulation of large domains (millions of computational cells) on standard workstations, having a limited cost.

multiple river processes: the software is designed in a modular way, so different river processes such as hydrodynamics, sediment or advection-diffusion of a scalar (e.g. a non-reactive pollutant) can be simulated by activating specific modules at setup time (§6). Different types of boundary conditions (§5) and closure relationships are available to simulated, for example, simple hydraulic structures (e.g. weirs) or flow inputs/outputs (e.g. water intakes). The modular design (§6) allows to retain good parallelization performances in the simulation of different river processes, as shown in (§7.7).

The basic modules available in BASEMENT are i) hydrodynamics, ii) morphodynamics and iii) advection-diffusion of scalar quantities. Each module is composed by different sets of hyperbolic equations describing the conservation and evolution of the water flow (hydrodynamics), the fluvial sediment (morphodynamics) and the concentration of passive solutes (scalar advection-diffusion). The governing equations represent a so-called Initial-Boundary Value Problem [18], where process-specific initial and boundary conditions are required to be set. The following Sections presents the main governing equations and closure relationships (§3), the numerical strategies (§4) and finally the initial and boundary conditions (§5) for the three basic modules. The main module features are also listed in Table 1 of the Supplementary Material.
3. Mathematical formulation

3.1. Hydrodynamics

The hydrodynamic module solves the so-called shallow water equations (hereinafter SWE) [e.g. 18]. The two-dimensional SWE are of practical interest with regard to water flows with a free surface under the influence of gravity.

Considering a Cartesian reference system \((x, y, z)\) where the \(z\) axis is vertical and the \((x, y)\) plane is horizontal (Fig. 1a), the system of governing equations can be expressed as:

\[
\begin{align*}
\frac{\partial H}{\partial t} + \frac{\partial q_x}{\partial x} + \frac{\partial q_y}{\partial y} &= S_h \\
\frac{\partial q_x}{\partial t} + \frac{\partial}{\partial x} \left( \frac{q_x^2}{h} + \frac{1}{2}gH^2 - ghz_B \right) + \frac{\partial}{\partial y} \left( \frac{q_xq_y}{h} \right) &= -gH \frac{\partial z_B}{\partial x} - ghS_{fx} \\
\frac{\partial q_y}{\partial t} + \frac{\partial}{\partial x} \left( \frac{q_xq_y}{h} \right) + \frac{\partial}{\partial y} \left( \frac{q_y^2}{h} + \frac{1}{2}gH^2 - ghz_B \right) &= -gH \frac{\partial z_B}{\partial y} - ghS_{fy}
\end{align*}
\]

where the system unknowns are the water surface elevation \(H\) [m], and the two directional components of \(q = (q_x, q_y)\) [m\(^2\)/s], representing the flow discharge per unit width. With \(z_B\) [m] we indicate the bottom elevation, whilst \(h = (H - z_B)\) [m] is the water depth, and \(g\) [m/s\(^2\)] the acceleration due to gravity. Note that the depth-averaged velocity vector can be consequently expressed as \(u = (u, v) = (q_x/h, q_y/h)\) [m/s]. Finally \(S_{fx}\) and \(S_{fy}\) [-] represent the dimensionless friction terms in \(x\) and \(y\) direction, whilst \(S_h\) [m/s] represents potential external contribution/subtraction of flow discharge to the mass conservation equation.

3.1.1. Hydrodynamic closure relationships

To solve the system (1), closure relationships for the friction terms \(S_{fx}, S_{fy}\) and the contribution of external inflow/outflow discharge \(S_h\) must be provided.

Friction terms. Under the hypothesis of turbulent flow, hence under the assumption that the energy line slope is proportional to the square of the flow velocity, the friction terms \(S_{fx}, S_{fy}\) can be written as:

\[
S_{fx} = \frac{u\|\mathbf{u}\|}{ghc_f^2}; \quad S_{fy} = \frac{v\|\mathbf{u}\|}{ghc_f^2},
\]

where \(c_f\) is the dimensionless friction coefficient. Several formulae are available for \(c_f\). BASEMENT imple-
ments four well know formulations of power or logarithmic type, given in Table 1.

External inflow/outflow discharge. The term \(S_h\) [m/s] is used to represent additional sources of water like rainfall and springs, or water abstraction (sink), and can be defined over subsets of the computational domain. The external water source can be provided by the user as total discharge [m\(^3\)/s] or as intensity [mm/h], per squared meter. Different behaviour can be imposed for each external source/sink area:
Figure 1: Notation of scalar and vectorial quantities. (a) Reference system \((x, y, z)\) with water surface elevation \(H\), water depth \(h\), bed elevation \(z_B\) and non-erodible fixed bed depth \(z_{rel}\). (b) Bed load transport \((q_B)\) deviation angle \(\varphi_b\) from the flow direction \(q\) due to gravitational effects caused by the local lateral slope \(s\). (c) Bed load transport \((q_B)\) deviation angle \(\varphi_c\) from the flow direction \(q\) due to the spiral flow motion caused by the curvature of radius \(R_c\).

Table 1: Friction closure relationships for the hydrodynamic problem. Formulations for the dimensionless friction coefficient \(c_f\); for both Chézy and Bezzola entries, \(d_{90}\) is the 90th percentile of the sediment grain size distribution.

| Closure | Expression | Parameters | Range | Ref |
|---------|------------|------------|-------|-----|
| Strickler | \(c_f = k_{str} h^{1/6} / \sqrt{g}\) | \(k_{str} \text{ m}^{1/3}\text{s}^{-1}\) | 7-40 | [49] |
| Manning | \(c_f = h^{1/6} / (n \sqrt{g})\) | \(n \text{ m}^{-1/3}\text{s}\) | 0.025-0.143 | [49] |
| Chézy | \(c_f = 6.25 + \log (h/K_s)\) for \(h > K_s\) | \(K_s \text{ m}\) | \(K_s = n_k d_{90}\), \(n_k = 2 \div 3\) | [50] |
| | \(c_f = 6.25\) for \(h \leq K_s\) | | | |
| Bezzola | \(c_f = 2.5 \sqrt{1 - y_R/h} \ln (10.9 h/y_R)\), for \(h/y_R > 2\) | | | |
| | \(c_f = 1.25 \sqrt{h/y_R} \ln (10.9 h/y_R)\), for \(0.5 \leq h/y_R \leq 2\) | \(y_R \text{ m}\) | \(y_R = n d_{90}, n \approx 1\) | [51] |
| | \(c_f = 1.5\), for \(h/y_R < 0.5\) | | | |
• Exact (source/sink): the exact given water volume is added (source) or extracted (sink) from the surface. This is the only option for water addition. In case of water abstraction, the simulation might end abruptly if the available water volume is smaller than the volume prescribed for subtraction. This option allows to have the full control on the water entering/leaving the computational domain, and is useful to simulate e.g. managed hydraulic structures, such as regulated water intakes.

• Available (sink): the given water volume to extract is limited by the available water volume in the single element (i.e. computational cell). With this abstraction option, the simulation proceeds with no interruptions because the water conservation is ensured. This option is useful to simulate particular unmanaged hydraulic structures, such as diversion spillways.

• Infinity (sink): all available water will be abstracted from the computational domain.

3.2. Morphodynamics

The basic morphodynamic module solves the so-called Exner equation [52]. It describes the bed evolution due to erosion or deposition, which results in the elevation change of the actual bed level $z_B$. Assuming the same coordinate reference of Fig. 1a, it reads

$$
(1 - p) \partial_t z_B + \partial_x q_{Bx} + \partial_y q_{By} = S_b, \quad (3)
$$

where $p [-]$ is the bed sediment porosity, assumed constant in space and time, $S_b \, [m/s]$ is an external source term specifying local inputs or outputs of sediment material (e.g. slope collapse or excavation) and $q_B = (q_{Bx}, q_{By}) \, [m^2/s]$ is the specific sediment transport flux.

The morphodynamic module in its basic form accounts only for sediment transport occurring in the form of bed-load or total-load [49, 53]. The simulation of sediment transport as suspended load is delegated to a specific module, planned in future versions of the software.

3.2.1. Morphodynamic closure relationships

Two closure relationships are needed to numerically solve the problem of (3): a sediment transport formula and the external source/sink of sediments.

Sediment transport formula. BASEMENT implements three different types of sediment transport formulae as given in Table 2. The first two, Meyer-Peter and Müller like (MPM-like), and Grass like (Grass-like) expressions are adequate to simulate bed-load dominated sediment transport condition. The Engelund and Hansen formulation allows for the estimation of total sediment transport (i.e. suspended and bed-load), whilst Smart and Jäggi account for bedload transport in steep channels.

The expressions and the typical parameter values to calculate the specific sediment transport magnitude $\|q_B\|$ are given in Table 2. In the MPM-like formulation, $\theta$ is the dimensionless bed shear stress (i.e. Shields
Table 2: Sediment transport closure relationships for the morphodynamic problem. Expressions provide an estimation of the specific sediment transport magnitude $\|q_B\| [m^2/s]$.

| Type          | Expression                                                   | Parameters                  | Ref  |
|---------------|--------------------------------------------------------------|-----------------------------|------|
| MPM-like      | $\alpha(\theta - \theta_{cr})^m \sqrt{(s - 1)gd_m^*}$     | $\alpha = 8, m = 1.5, \theta_{cr} = 0.047$ | [55] |
|               |                                                               | $\alpha = 4.93, m = 1.6, \theta_{cr} = 0.047$ | [56] |
| Grass-like    | $\alpha(\|u\| - u_{cr})^m$                                   | $\alpha \approx O(-2; -3), m = 3, u_{cr} = 0.0$ | [57] |
| Engelund and Hansen | $0.05\epsilon^2 \theta^{5/2} \sqrt{(s - 1)gd_m^*}$  | $-$                         | [54] |
| Smart and Jäggi | $\alpha \left( \frac{d_m}{d_m^*} \right)^{0.2} J^{0.6} \|u\|(\theta - \theta_{cr})d_m$ | $\alpha = 8, \theta_{cr} = 0.05$ | [58] |

parameter [49]), $\theta_{cr}$ is the critical dimensionless bed shear stress, $d_m$ is the representative grain diameter, $s = \rho_s/\rho$ is the relative density of the sediment with respect to water. The coefficients $\alpha$, $m$ and the critical threshold $\theta_{cr}$ can be assigned by the user or adopted from literature (see Table 2). The Grass-like model proposes a simple bedload transport formula, where $\|q_B\|$ is a function of the flow velocity magnitude, with $u_{cr}$ as critical threshold velocity. The coefficients $\alpha$, $m$ and the critical threshold $u_{cr}$ can be assigned by the user or adopted from literature (Table 2). Engelund and Hansen [54] proposed a total transport formula for uniform bed material without a threshold condition for incipient motion.

Local corrections of the sediment transport. The morphodynamic module implements three corrections to the basic Exner equation (3) to account for the influence of local characteristics of the flow and the bottom on the sediment transport. Namely, i) the influence of local slope on incipient motion, ii) the effect of lateral bed slope and iii) of the flow curvature on the sediment transport direction.

The threshold condition for incipient motion of grains, by Shields [59], is valid for an almost horizontal bed. In case of a sloped bed in flow direction or transverse to it, the stability of grains is either increased or reduced due to the gravity. The critical shear stress value can be adapted consequently to account for the influence of local longitudinal and transversal slopes. A common approach is to scale the critical shear stress for almost horizontal bed $\theta_{cr}$ with a correction factor $k$:

$$\theta_{cr}^* = k\theta_{cr}.$$ (4)

Base ment implements the correction factor $k$ as proposed in [60] and [61]. Implementation details are
given in the official documentation.

The bedload direction can be corrected to account for two relevant morphodynamic processes linked to the slope of the bed and the curvature of the flow. The deviation of the bedload direction from the flow direction can thus be modelled as a deviation angle $\varphi = \varphi_b + \varphi_c$, sum of the correction angle for bed slope ($\varphi_b$) and curvature ($\varphi_c$), as depicted in Fig. 1b and c. The bedload vector is then rotated with the rotation matrix $T(\varphi)$, being

$$
T = \begin{bmatrix}
\cos\varphi & -\sin\varphi \\
\sin\varphi & \cos\varphi
\end{bmatrix},
$$

where the angle is positive counterclockwise.

The angle $\varphi_b$ is estimated with the approach proposed in [62] and [63] for the effect of the local transversal bed slope. In particular, the bedload direction deviates from the flow direction in presence of a local transversal bed slope, due to the gravity acting on the bedload sediment particles (Fig. 1b). The bed load deviation $\varphi_b$ with respect to the flow is therefore evaluated as

$$
\tan \varphi_b = -N_l \sqrt{\frac{\partial_x z_B}{\partial_y z_B}} \cdot s \cdot n_q, \text{ for } s \cdot n_q < 0,
$$

where $N_l$ is an experimental lateral transport factor ($0.75 \leq N_l \leq 2.63$), $s = (\partial_x z_B, \partial_y z_B)$ is the local bed slope and $n_q$ is the unit vector perpendicular to $q$ in downhill direction (Fig. 1b).

The angle $\varphi_c$ accounts for the effect of a marked flow curvature. Due to three dimensional spiral flow motion that establishes in curved flows, the bed load direction tends to point towards the inner side of the curve, while the flow direction points towards the outer side (Fig. 1c). This curvature effect is taken into account according to an approach proposed in [64], where the deviation angle $\varphi_c$ is determined as

$$
\tan \varphi_c = -N_* \frac{h}{R},
$$

where $h$ is the water depth, $N_*$ is a curvature factor, and $R$ denotes the radius of the river bend, positive for curvature in counterclockwise direction. The curvature factor $N_*$ mainly depends on bed roughness and assumes values $N_* \approx 7$ for natural streams [64], and values up $N_* \approx 11$ for laboratory channels [65].

External sediment input/output. The source term $S_b$ represents additional sediment mass input or output (sink) that can be defined on subsets of the computational domain. The source can be specified as total volume flux including porosity $[\text{m}^3/\text{s}]$. Similarly to the hydrodynamic case (§3.1.1), different approaches are adopted for the sediment sink, namely exact, available and infinity.

3.2.2. Fixed bed concept

Morphodynamic simulations generate deposition and erosion patterns of the riverbed. Erosion processes, if not limited, can proceed indefinitely in the vertical direction. To account for the presence of non-erodible
river bottom, as in case of bedrock or concrete cover, a non-erodible fixed bed depth \( z_{rel} \) (Fig. 1a) can be set. This threshold also determines the volume of sediment available for transport. The fixed bed elevation is defined relative to the initial bottom elevation \( z_B \) with \( z_{rel} \leq 0 \).

3.3. Scalar advection-diffusion

A number of environmental processes, such as pollutant, temperature or nutrient transport, can be modelled assuming the passive advection and diffusion of a scalar quantity, in the form of dissolved or particulated particles [e.g. 27]. The scalar advection-diffusion module allows for the simultaneous simulation of multiple passive species, up to a maximum of 5. The transport of a generic species \( c \) can be described by the following advection-diffusion equation:

\[
\frac{\partial}{\partial t} q_c + \frac{\partial}{\partial x} \left( \frac{q_x q_c}{h} - h (K_{xx} \partial_x \phi_c + K_{xy} \partial_y \phi_c) \right) + \frac{\partial}{\partial y} \left( \frac{q_y q_c}{h} - h (K_{yx} \partial_x \phi_c + K_{yy} \partial_y \phi_c) \right) = S_{\phi_c}, \text{ with } c = [1, 5], \tag{8}
\]

where the unknown is \( q_c \), the specific mass of the species \( c \). It can be expressed as \( q_c = h \phi_c \), with \( \phi_c \) the volumetric concentration and \( h \) the water depth, as usual. The term \( S_{\phi_c} \) is a net source of \( c \) and \( K_{ij} \) [m²/s] are the components of the 2D diffusion tensor.

3.3.1. Scalar advection-diffusion closure relationships

For the scalar advection-diffusion module, the closure relationships are used to model the contribution of external scalar input and output. In particular, the term \( S_{\phi_c} \) represents an additional scalar mass flux that is added within a set of elements defined by regions. The source can be specified either as an imposed concentration value or a total volumetric flux [m³/s]. The behavior is analogous to the case of hydro- and morphodynamics, §3.1.1 and §3.2.1.

The terms \( K_{ij} \) of the diffusion tensor vary considerably with respect to the physical nature of the transported species. Diffusive transport is modelled in terms of both molecular diffusion \( K^m \) and turbulent dispersion \( K^t_{ij} \), such that \( K_{ij} = K^m I_{ij} + K^t_{ij} \), with \( I_{ij} \) the identity matrix. The molecular diffusion is assumed as an isotropic Fickian process with constant coefficient \( K^m \). Turbulent dispersion is non-isotropic \( (K^t_{ij}) \) and scale with the friction velocity \( u_* = ||u||/c_f \) and water depth via a longitudinal \( \alpha_L \) and transversal \( \alpha_T \) non-dimensional coefficient. Suitable values for open channel flows in natural environments are \( \alpha_L = 13 \) and \( \alpha_T = 1.2 \) [27].

4. Numerical solution

The numerical solution of the governing equations (1), (3) and (8) is sought in a finite volume framework, with a spatial discretization based on unstructured meshes (§4.1). For the temporal integration, an explicit first order Euler scheme is used. In its basic configuration, the temporal integration proceeds in a synchronous-decoupled way for all the modules, meaning that the modules are independently integrated in
time with the same timestep (§4.5). The following sections detail the domain discretization strategy and the adopted numerical solver for the fluxes calculation of the three basic modules. The interested reader should refer to the provided references for specific implementation details.

4.1. Domain discretization

The problem is discretised adopting a finite volume approach over unstructured triangular meshes. A conforming triangulation $T_{\Omega}$ of the computational domain $\Omega \subset \mathbb{R}^2$ by elements $\Omega_i$ such that $T_{\Omega} = \bigcup \Omega_i$, is assumed. Given a finite volume element $\Omega_i$ (Fig. 2), $j = 1, 2, 3$ is the set of indexes such that $\Omega_j$ is a neighbour of $\Omega_i$. $\Gamma_{ij}$ is the common edge of two neighbour cells $\Omega_i$ and $\Omega_j$, and $l_{ij}$ its length. $n_{ij} = (n_{ij,x}, n_{ij,y})$ is the unit vector which is normal to the edge $\Gamma_{ij}$ and points toward the cell $\Omega_j$.

4.2. Hydrodynamics

The system of governing equations (1) can be cast in vectorial form as

$$\partial_t U + \partial_x F_x + \partial_y F_y = S,$$

where left-handside terms of (9) are

$$U = \begin{bmatrix} H \\ q_x \\ q_y \end{bmatrix}, \quad F_x = \begin{bmatrix} q_x \\ \frac{q_x^2}{h} + \frac{1}{2} gH^2 - gHz_B \\ \frac{q_xq_y}{h} \end{bmatrix}, \quad F_y = \begin{bmatrix} q_y \\ \frac{q_xq_y}{h} \\ \frac{q_y^2}{h} + \frac{1}{2} gH^2 - gHz_B \end{bmatrix}.$$  

Figure 2: Sketch of the triangular discretization. Main notations adopted for the generic computational cell $i$ and its $j$-th neighbour (with $j=1,2,3$).
The vector of source terms can be written as \( S(U) = S_h + S_{fr}(U) + S_{bed}(U) \), where

\[
S_h = \begin{bmatrix}
S_h \\
0 \\
0
\end{bmatrix},
S_{fr} = \begin{bmatrix}
0 \\
-ghS_{fx} \\
-ghS_{fy}
\end{bmatrix},
S_{bed} = \begin{bmatrix}
0 \\
-gH\partial_x z_B \\
-gH\partial_y z_B
\end{bmatrix}.
\] (11)

By integrating the governing system of equations (9) in the control volume \( V = [\Omega_i] \times [t^n, t^{n+1}] \), we obtain the general update formula for the triangular element \( i \):

\[
U_{i}^{n+1} = U_{i}^{n} - \Delta t \left| \Omega_i \right| \sum_{j=1}^{3} l_{ij} [F_{ij}] + \Delta t S_i.
\] (12)

Problem unknowns at cell \( i \) and discrete time \( n \) are represented by cell averages \( U_i^n \); the numerical solution sought at time \( t^{n+1} = t^n + \Delta t \) is denoted by \( U_i^{n+1} \). In (12), \( F_{ij} \) are the hydrodynamic fluxes estimated at the cell interface \( ij \), as in Fig. 2.

To compute the fluxes \( F_{ij} \) for the hydrodynamic system (9), several well-established solvers are available. Here we adopt the well-known HLLC approximate Riemann solver [66] which is a modification of the basic HLL scheme to account for the influence of intermediate contact waves. Further details on the HLLC approach are available in Chapter 10 of [18]. The solver is proved to be robust and efficient in simulating unsteady flows and the advection of passive tracers [27].

The numerical discretization of the three terms of the source vector \( S \) (11) is conducted separately, according to the nature of each term. The external inflow/outflow contribution \( S_h \) is added explicitly to the continuity equation, as it is not a function of the problem unknowns. The stiff friction source terms \( S_{fr}(U) \) are integrated with Runge-Kutta 2 [e.g. 67] in a semi-implicit fashion after adopting a splitting technique. The implementation is analogous to the ones proposed in [14, 68, 27]. The topographical terms \( S_{bed}(U) \) are discretized using the modified-state approach proposed by [69]. This results in an easy and robust treatment of complex topographies and wetting and drying problems [27].

### 4.3. Morphodynamics

The Exner equation is solved in a synchronous-decoupled way with respect to the shallow water problem (§4.2), meaning that the numerical integration of the Exner equation (3) adopts the same integration timestep \( \Delta t \) of the hydrodynamic problem. The general update formula for the Exner problem reads:

\[
z_{Bi}^{n+1} = z_{Bi}^{n} - \frac{1}{1-p} \left[ \frac{\Delta t}{\left| \Omega_i \right|} \sum_{j=1}^{3} l_{ij} [q_{Bi}] + \Delta t S_{bi} \right],
\] (13)

with the same symbols introduced for (3). The term \( q_{Bi} \) represents the normal sediment flux at the cell interface \( ij \) (Fig. 2).
For the numerical estimation of the term $q_{Bij}$, a number of approaches are available in literature. In the current version, BASEMENT implements an Approximate Riemann Solver of HLL-type \textit{sensu} \cite{18}, as in \cite{70}.

The sediment flux is thus calculated as

$$q_{Bij} = \frac{\lambda^+_i q_{B i} - \lambda^-_i q_{B j} + \lambda^+_i \lambda^-_i (z_{B j} - z_{B i})}{\lambda^+_i - \lambda^-_i}, \quad (14)$$

where pedix $i$ (j) refers to quantities evaluated at the corresponding cell (Fig. 2), and $\lambda^+_i$, $\lambda^-_i$ are speed estimation of the morphological problem. We adopt the following closure \cite{70}:

$$\lambda^-_i = \min(\lambda^+_1 i, \lambda^+_1 j) \quad \lambda^+_i = \max(\lambda^-_2 i, \lambda^-_2 j) \quad (15)$$

The expression for the terms $\lambda^+_1$ and $\lambda^-_2$, calculated for both cell $i$ or $j$ reads:

$$\lambda^+_1, \lambda^-_2 = \frac{1}{2} \left( u_n - c \pm \sqrt{(u_n - c)^2 + 4 \frac{\partial q_{B,n}}{\partial q_n} c^2} \right), \quad (16)$$

where $u_n$ is the normal velocity at the cell interface $ij$ (Fig. 2) and $c = \sqrt{(gh)}$ is the so-called wave celerity.

### 4.4. Scalar advection-diffusion

The scalar advection-diffusion problem is solved in a synchronous-decoupled way with respect to the shallow water problem (§4.2). We reformulate the governing equation (8) via a Cattaneo-type relaxation technique, as proposed by \cite{27}. Two additional scalar conservation equations are then added to (8):

$$\partial_t \psi^c_x - \partial_x \phi_c = -\frac{\psi^c_x}{\zeta}, \quad \partial_t \psi^c_y - \partial_y \phi_c = -\frac{\psi^c_y}{\zeta} \quad (17)$$

where the new symbols are $\zeta$, a positive and small relaxation time, and $\psi^c_x$ and $\psi^c_y$ are two auxiliary variables that recover $\partial_x \phi_c$ and $\partial_y \phi_c$, respectively, for a sufficiently small $\zeta$ \cite{27}. After a trivial substitution of $\psi^c_x \approx \partial_x \phi_c$ and $\psi^c_y \approx \partial_y \phi_c$ into (8), the system composed by (8) and (17) can be rewritten in vectorial form as

$$\partial_t U + \partial_x A_x + \partial_y A_y + \partial_x D_x + \partial_y D_y = S_c + S_{rel} \quad (18)$$

where the vectors $U$, $A_x$, $D_x$, $S_c$ and $S_{rel}$ read

$$U = \begin{bmatrix} q_c \\ \psi^c_x \\ \psi^c_y \end{bmatrix}, \quad A_x = \begin{bmatrix} \frac{q_c q_n}{h} \\ 0 \\ 0 \end{bmatrix}, \quad D_x = \begin{bmatrix} -h(K_{xx} \psi^c_x + K_{xy} \psi^c_y) \\ -\frac{\psi^c_x}{\zeta} \\ 0 \end{bmatrix}, \quad S_c = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad S_{rel} = \begin{bmatrix} 0 \\ -\frac{\psi^c_x}{\zeta} \\ -\frac{\psi^c_y}{\zeta} \end{bmatrix} \quad (19)$$

with $Q$ representing the conserved scalar quantities, $A_x$ is the advective fluxes vector, $D_x$ is the diffusive-relaxed fluxes vector, both in x direction. The scalar source terms are $S_c$, whilst the source terms arising
form the relaxation are $S_{rel}$. For brevity, we omit the formulation for the $y$ direction ($A_y$ and $D_y$), which is analogous. The interested reader can refer to [27] for a step-by-step derivation.

The scalar fluxes in (19) are solved through the SVT solver introduced by [27]. The scheme presents a flux-splitting approach combining the advective and diffusive-relaxed fluxes and employs different solvers for each. The HLLC solver, applied also for the hydrodynamic fluxes ($\S$4.2) provides the advective component of the scalar fluxes at the cell interface $A_{ij}$. For the diffusive-relaxed component, the SVT technique derives the fluxes at the interface $D_{ij}$ directly from the Riemann invariants of a two non-linear wave Riemann problem.

Similarly to the hydro- and morphodynamic problems, the control volume $V = [\Omega_i] \times [t^n, t^{n+1}]$ is used to integrate the governing system (18), in order to obtain the following scalar update formula at the element $i$

$$U_n^{i+1} = U_n^i - \frac{\Delta t}{|\Omega_i|} \sum_{j=1}^3 l_{ij} \left[ A_{ij} + D_{ij} \right] + \Delta t (S_c + S_{rel}),$$

(20)

where the fluxes $A_{ij}$ and $D_{ij}$ are computed at each cell interface $ij$ (Fig. 2).

The numerical integration of the two source terms vectors is conducted separately, according to the nature of the terms. The simple scalar sources $S_c$ are computed with a first-order Euler scheme, while the stiff relaxation source terms $S_{rel}$ are integrated by means of a locally implicit Euler method.

4.5. Stability condition

Numerical integration proceeds with a dynamic timestep $\Delta t$, evaluated at each time loop (Fig. 6b) that fulfills the well-known Courant-Friedrichs-Lewy stability conditions [18]. In the current implementation, the condition is expressed as:

$$\Delta t = CFL \min_{1 \leq i \leq N} \left( \min_{1 \leq j \leq 3} \left( \frac{\rho_{ij}}{\lambda_{ij}} \right) \right),$$

(21)

where $\rho_{ij}$ is twice the distance between the edge $j$ and the centroid of the cell $i$ (Fig. 2), and $N$ is the total number of domain elements. The term $\lambda_{ij}$ is an estimation of the largest eigenvalue of the hydrodynamic problem (1), namely $\lambda_{ij} = |u_n| + \sqrt{gh}$ with the simbology already introduced. The CFL coefficient ranges between 0 and 1: by default it is set to 0.9, if not specified otherwise.

5. Initial and boundary conditions

5.1. Initial conditions

All modules require the user to define the initial conditions of the simulation. Two types of initial conditions are similarly available for all the modules:

• region defined: user explicitly defines the initial values of the problem unknowns (e.g. water depth and specific discharge for hydrodynamics). Different values can be assigned to different region of the computational domain;
• continue: values are taken from the result file of previous simulations.

In addition, the hydrodynamic module allows also to set dry conditions (no water in the domain) as initial conditions. In this case, the domain will progressively fill with water, in relation to the assigned inflow boundary conditions or internal sources (§3.1.1).

5.2. Boundary conditions

The boundary conditions (hereinafter BCs) have different specifications for each core module (see following Sections), but they all classify in three common types: external standard, external linked and internal BCs.

Fig. 3 exemplifies the main concepts adopted for the BCs. The computational domain $\Omega$ is defined by the domain boundaries, as $\Gamma_{1,2,3}$. An external standard BC is dependent only on the local flow conditions and on some user-defined rules. This represents the most common case, for example to define impermeable walls or river inflows and outflows. By default, all the external boundaries are all set as wall. The wall BC consists of a fixed, frictionless, reflective impermeable wall. In external linked BCs instead, the local BCs are defined also with information from a linked boundary. Typical example is a weir, where the flow discharge at the downstream side of the weir depends on the water stage on the upstream side.

The third type of BCs, internal, are defined within the computational domain $\Omega$, and not at the edges (Fig. 3). This BC type comes in handy in case of very large domain application, because it allows to test different configurations of hydraulic structures (e.g. different locations of a weir or training wall), without the need of regenerate the entire computational mesh for every configuration.

A summary of the main feature of the BCs for the three core modules follows here. The interested reader can refer to the official documentation for further details.

5.2.1. Hydrodynamic BCs

The hydrodynamic module implements different types of BCs, with a different level of customization. Depending on the BC type, user-assigned data is requested, as single constant value in time (e.g. lake level, constant discharge), as time series (e.g. hydrograph), or as set of parameters describing a dynamic behaviour (e.g. weir activation rule). In particular:

• Standard BCs: in addition to wall BC, inflows (upstream BCs) and outflows (downstream BCs) can be assigned. As standard inflows, three options are provided (namely uniform, explicit, hydrograph). For all cases, given a total volume discharge $Q \text{ [m}^3/\text{s}]$ or water surface elevation [m] as input, the inflows condition for the mathematical unknowns of system (1) is set. For the standard outflows a value for the water depth $h$ must be specified. Possible options are: uniform conditions, hydraulic weir, rating curve, hydrograph and zerogradient (i.e. Neumann BC). It is worth remarking that the specific type
of upstream and downstream BCs should be selected depending on the local flow conditions (i.e. sub- or super-critical).

- Linked BCs: this type of boundaries establish a link between two certain region of the domain where the governing equations are not solved. This type of BCs are particularly designed to simulate the behaviour of hydraulic structures within the river channel, such as weirs, gates, bridges, spillways.

- Internal BCs: they are fictitious boundaries defined as segments at the interfaces of some computational cells. On these segments, three different conditions can be enforced, instead of the solution of the SWE (1). Options are: static walls, dynamic walls and rating curve. With the static wall, the standard wall condition is applied on both sides of the internal boundary. With the dynamic wall, the wall conditions are applied until reaching a given threshold value (time or water depth) after which the wall is removed, and the SWE are solved. With the rating curve option (or $h$-$Q$ relation) a give flow relation is applied on one side of the internal boundary, while on the other side, wall conditions apply (unidirectional flow). The internal BCs are particularly useful when simulating, for example, the collapse of hydraulic structures: after the collapse, the simulation can proceed by calculating the actual free unsteady flow (i.e. governing equations) over the (former) boundary.

### 5.2.2. Morphodynamic BCs

The sediment flow is defined as a specific bedload flux, which is averaged and evenly distributed at the domain boundary conditions over the boundary length. In analogy with the hydrodynamic module, the morphodynamic boundaries are of type external standard and linked.
• **Standard BCs:** for the upstream BCs, BASEMENT implements three versions that allow to simulate: i) a given input of sediment as time series (i.e. sedimentograph), ii) a sediment input derived from the hydrodynamic conditions under transport capacity conditions or iii) bed equilibrium condition, where the upstream bed elevation is kept constant. Two downstream BCs are available, allowing the simulation of i) equilibrium condition and ii) check-dam. In this second option an equilibrium boundary condition is activated only if the bed level reaches a given threshold value, otherwise a wall type boundary is assumed.

• **Linked BCs:** one BC is available. It allows for the simulation of sediment transport through given hydrodynamic linked conditions, hence to ensure sediment continuity in the simulated channel.

5.2.3. **Scalar advection-diffusion BCs**

Scalar BCs are defined in terms of concentration of total volumetric rate $[m^3/s]$, evenly distributed throughout the length of the relevant domain boundary. The implemented types are:

• **Standard BCs:** three types are available. i) scalar inflow as a constant value; (ii) scalar inflow as a time-series and (iii) zerogradient (i.e. Neumann BC) outflow.

6. **Software design**

6.1. **Modelling workflow**

The standard modelling procedure involves three phases: the pre-processing phase, the numerical simulation phase and the post-processing phase (Fig. 4). BASEMENT is designed to integrate into this workflow. Moreover, the entire workflow relies on open-source or freeware tools. In the following we list the phases and provide a short description of the different configuration and results file formats as used by BASEMENT.

1. **Pre-processing:** in this phase the user is required to define the model domain and the input data. The mesh file (customized 2dm format, "MyMesh.2dm" in Fig. 4) contains the description of the triangular unstructured computational mesh. The file can be generated with BASEmesh, a Python script as well as a QGIS plugin (see software website for details), or via grid generator software that supports the 2dm format. In addition, further input data such as time series of water and sediment discharge (or other quantities) to be used as BCs can be provided (ASCII format, "MyData.txt" in Fig. 4).

2. **Numerical simulation:** the actual simulation can be run via either CLI or GUI. In BASEMENT version 3, the numerical simulation is split into three steps (description follows in §6.2). The final simulation results are stored in a general purpose binary container (Hierarchical Data Format HDF5, www.hdfgroup.org). BASEMENT generates also an XDMF file (eXtensible Data Model and Format, http://www.xdmf.org) which contains a machine-readable description of the data stored in the HDF5 file.
Figure 4: **Modelling workflow.** Pre-processing: generation of the computational mesh from topographical data and definition of input time series. Numerical simulation: BASEMENT. Post-processing: elaboration and visualization of the results.

3. Post-processing: the XDMF file ("output.xdmf" in Fig. 4) can be opened with the Crayfish plugin for QGIS or with Paraview for final results visualization and further post-processing. In addition, ad-hoc Python scripts can be used to manipulate results directly from the binary container (some scripts are provided at software website).

6.2. Simulation steps

The numerical simulation phase consists of three steps: the pre-simulation, the simulation, and the post-simulation (Fig. 5). Each step can be completed by running a corresponding BASEMENT executable via the Graphical User Interface or Command Line Interface. This modular design allows a customization of the simulation workflow by the user and an efficient batch processing of BASEMENT steps. For instance, the programs can be run from a scripting language like Python.

The different executables are configured using a dedicated command file, as detailed in the following list. These command files use the standardized JSON file format (JavaScript Object Notation) (Fig. 5). The BASEMENT GUI is designed to support the user with creating the command files, running and monitoring the three simulation steps. In particular, the GUI validates the configuration parameters and automatically adds required parameters where default values are available.

1. The pre-simulation step focuses on the model definition. In particular, the "model.json" command file contains: i) physical properties, ii) initial conditions and iii) boundary conditions of the physical problem, and further iv) numerical parameters. The setup executable first reads the computational mesh "MyMesh.2dm", the external required data "MyData.txt" and the command file "model.json". Then it validates and stores the model inside the binary container "setup.h5".

2. The simulation is carried out on a selected computational backend (§6.4). It is driven by the command file "simulation.json" that contains the simulation parameters (e.g. execution time, output time and desired output quantities). The program reads and executes the model "setup.h5" generated in the previous step. The results of the simulation are stored in a second binary container: "results.h5".
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3. The post-simulation step is configured using a command file "results.json" that contains the selected output format (currently only XDMF is supported). The output is then available for the post-processing phase. (§6.1).

When it is necessary to run a new simulation starting from the results of a previous one, two options are available: Restart and Re-run. When performing a Restart the pre-simulation step is executed again, i.e. a new model is generated from scratch with (potentially) a new set of parameters. The user indicated an existing "results.h5" file that is to be used to fetch the initial conditions for the new model. The Re-run option does not generate a new model, but uses the existing model ("setup.h5") with initial conditions taken from the current results file. In this scenario the user can only modify the simulation and results parameters (i.e. duration, output timestep and output type), but not the the model parameters. This second option is particularly useful in the case of large models (i.e. millions of computational cells): in this situation the pre-simulation step can be computationally demanding (i.e. tens of minutes). If the user only needs to extend the simulation duration, for example, then the Re-run option allows to skip the pre-simulation step.

6.3. Modularity and Sequencing

BASEMENT aims to simulate different river processes with a high level of flexibility and efficiency: with this in mind, we designed the software adopting a modular approach. The two core concepts of this design are Modules and Kernels, described here below.

Modules take care of the simulation of specific river processes (e.g. module "Hydrodynamics" in Fig. 6a). They can be nested to simulate processes with an increasing level of detail/complexity (e.g. module "HYD External Source", Fig. 6a). Modules are activated by the user in the pre-simulation step. An activated module triggers the execution of a number of Kernels throughout the simulation.
A Kernel is a set of operations to be executed on each entity (e.g. a cell $i$ or an edge $j$, Fig. 2) of the computational domain or a subset of it. Depending on the specific task, Kernels can be scheduled for a single execution (i.e. initialization Kernels) or for repeated execution in each iteration of the integration time loop (Fig. 6b). While the time loop is executed with a timestep $\Delta t$ that satisfies certain stability conditions (§4.5), the Kernels can be scheduled for execution at different (larger) time intervals to reflect the nature of the simulated processes.

The architecture based on Modules and Kernels has two main advantages. First, it is flexible in that it allows users (and software developers) to easily add or remove specific modules without interfering with other existing modules. In particular, this permits an integration of further modules as development continues (§8). Second, it is efficient, because only the necessary Kernels are scheduled for execution at setup time (pre-simulation step).

6.4. Parallelization Strategy and Computational Backends

The parallelization strategy of the BASEMENT numerical core addresses two main aspects: i) the use of different technologies (i.e. computational backends) generated from the same, unique software source
Table 3: Description of available backend types for Basement v3.

| Type | Description |
|------|-------------|
| seq  | sequential execution on the CPU |
| omp  | multi-threading using OpenMP technology |
| cuda | GPU |
| cudaC | GPU with some kernels running sequentially on the CPU |
| cudaO | GPU with some kernels running in parallel (OpenMP) on the CPU |

code. This allows for an easier source code maintenance and integration of future/different backends. ii) An efficient and heavy parallelization of the numerical core following the concept of data parallelism. To this end the numerical core of Basement integrates OP2 [30, 43], which is an open-source framework for the development of unstructured grid applications. Using source-to-source translation, OP2 generates the appropriate code for different target platforms by introducing an additional level of abstraction between the numerical algorithm and its execution. It supports multi-core CPUs, GPUs, and even clusters via MPI (Message Passing Interface, http://www.mpi-forum.org).

Basement currently supports multi-core CPUs and GPUs. When starting the simulation, the user can select to compute on the CPU, the GPU, or a combination of both. All the currently supported backends (Table 3) are available for both Windows and Linux (Ubuntu) operating systems. It is important to note that the choice of graphics processing units is currently limited to Nvidia (CUDA) cards. The precise requirements are provided in the official documentation. All the backends can execute the numerical simulations in double (default) or single precision, with different performance characteristics (§7.7).

7. Results

A set of selected test cases (T1-T6) are proposed here to test the robustness, accuracy and efficiency of the three basic modules. Table 4 summarizes the key features of each test case. The interested reader can refer to the official software documentation for further examples. Finally, §7.7 focuses on the software performance and scalability. All the test cases are freely available at (link provided after paper acceptance).

7.1. T1: Malpasset dam collapse

The scope of this test is to assess the robustness and accuracy of the hydrodynamic solver when simulating a shock-type hydrodynamic wave travelling on a highly irregular and dry domain. The collapse of the
| ID | Module             | Comparison | Key features                                                                                                                                 |
|----|--------------------|------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| T1 | hydrodynamic       | field data | i) highly unsteady shock wave generation and propagation, ii) wet-and-dry processes, iii) performance of the hydrodynamic module            |
| T2 | morphodynamic      | lab data   | i) sediment transport with a transcritical 1D flow, ii) upstream BCs: uniform inflow, iii) downstream BCs: imposed water level          |
| T3 | morphodynamic      | lab data   | i) 2D dam-break in a complex domain, ii) sediment transport with an advancing wet-and-dry front, iii) downstream BCs: free outflow, iv) performance of the morphodynamic module |
| T4 | morphodynamic      | lab data   | i) erosion and deposition in a channel bend, ii) sediment transport direction correction, iii) upstream BCs: unsteady hydrograph       |
| T5 | scalar advection-diffusion | numerical sol | i) 1D strong rarefaction waves, ii) conservation of a steady discontinuity of the scalar quantity                                      |
| T6 | scalar advection-diffusion | numerical sol | i) 2D complex domain, ii) advection and diffusion of two different scalar quantities, iii) conservation and mixing of the scalars, iv) performance of the scalar advection-diffusion module |

Table 4: Main features of the adopted benchmarks.
Malpasset dam, in the Reyran River Valley (Fréjus, France), represents a well-established hydrodynamic benchmark for numerical models [e.g. 71, 72, 73]. In 1959, the 66.5 m high dam collapsed almost instantaneously, generating an up to 40 m high flood wave that propagated down the Reyran valley, destroyed the two villages Malpasset and Bozon and reached the Mediterranean Gulf 21 minutes later [72]. The propagation of the flood wave was reconstructed via the maximum water level and the flood arrival time, recorded at multiple locations. In particular, the maximum water level is available from a police survey for 17 survey points, marked as P1 to P17 in Fig. 7 and the flood arrival time is known from three electric transformer stations which have been destroyed by the flood wave. The locations of the transformer stations are indicated as A, B and C in Fig. 7. Coordinates and recorded arrival times are listed in Table 5. We make use of such field data to test the performance of the hydrodynamic module.

The computational domain is discretized with 499,059 triangular elements. The domain boundaries are set to walls (§5.2.1), with exception of the downstream boundary located in the Mediterranean Gulf, where a fixed water level was set to 0 m. The initial conditions are a fixed water surface elevation of 100 m in the reservoir, and dry conditions in the rest of inland domain. The initial velocity was set to 0 m/s in the entire domain. In accordance with [71], the Manning’s friction coefficient was set to 0.033 m$^{-1/3}$s for the whole domain. The CFL number was set to 0.9.

The simulated maximum water levels are compared to the 17 field observations in Fig. 8, with overall good agreement. The average relative error is 7.15%, with the largest observed at P13, with an overestimation of 30.6%. To highlight the effects of the topographical approximations of the Digital Elevation Model (and hence of the computational mesh), we compared recorded and simulated water level values as follows. For each punctual maximum water level recorded in field observations (blue triangles in Fig. 8), we compared the maximum simulated values of the spatial mean, maximum and minimum among the computational cell containing the observation point and its three neighbours (black and red series in Fig. 8). We expect lower discrepancies between recorded and simulated values where the numerical values, hence the topographical elevations, are spatially homogeneous. As a matter of fact, points P1, P7 and P13 (Fig. 8) have the large discrepancy between measured and simulated values, but also the largest spatial variability of the numerical values (red shaded area). This suggests that such discrepancies relates more to the local topographical approximations of the DTM rather than to the numerical model.

Observed and simulated times of flood arrival are given in Table 5. Simulated values are in good agreement with measured ones for all the electrical transformer stations (ET). Simulated arrival times have a maximum relative error of 3.8% for ET B, corresponding to an absolute delay of 47 s. It is worth mentioning that the friction value influences the simulated arrival times.
Figure 7: **T1: planar view of the Malpasset test case.** Visualization of the computational domain illustrating the bottom elevation (gray scale) and the initial water depth (blue scale). Letters indicate the location of the transformer stations (A-C), and the maximum water level survey points (P1-P17). The left box shows a magnification of the computational mesh, as reference.

Figure 8: **T1: Malpasset dam-break wave maximum water level.** Numerical values are compared to the field data at the survey points P1 to P17: simulated values are given as maximum, minimum (red lines) and mean value (black line) of the computational cell containing the survey point and its three neighbours.
Table 5: T1: Malpasset dam-break wave arrival times. Observed and simulation time of flood arrival (TFA) and relative error (Err) for the three electrical transformer stations (ET) destroyed by the flood wave.

| ET | x   | y   | TFA_{obs} | TFA_{sim} | Err |
|----|-----|-----|-----------|-----------|-----|
| A  | 5550| 4400| 100       | 103       | 3   |
| B  | 11900| 3250| 1240      | 1287      | 3.8 |
| C  | 13000| 2700| 1420      | 1435      | 1   |

7.2. T2: Propagation of a sediment bore

Scope of the test is to assess the robustness of the de-coupled hydro-morphodynamic solver approach, particularly when simulating the sediment transport over a transcritical flow. This represents a critical test, especially when adopting de-coupled approaches [e.g. 74]. Moreover, the simulation tests the morphological solver capability in well reproducing the dynamics of an advancing sediment bore.

In this test case, the flume experiment proposed in [75, run 2] is reproduced numerically. The computational domain is a composed by a straight 6.9 by 0.5 m channel, representing the lower part of the original experimental flume, and is discretized with 24,612 triangular elements. The sediment has a characteristic diameter of 1.65 mm. The water and sediment discharge at the upstream boundary are set to 0.012 m$^3$s$^{-1}$ and 0.196 m$^3$s$^{-1}$ (with porosity) respectively. The flume is at initial uniform flow conditions, characterized by a supercritical flow. At $t=0$ s, a fixed water level of 0.2093 m is imposed at the downstream boundary and sediment transport out of the domain is stopped. This results in the formation of an hydraulic jump moving upstream in the flume, and a subsequent downstream propagation of a sediment bore. The CFL number is set to 0.9, the bed porosity is assumed constant and equal to 0.42, and the simulation duration is 500 s.

Fig. 9 shows the initial and final profiles of the simulated bed and water elevations. The solver reproduces well the sharp transition between super- and sub-critical flow conditions. The position of the sediment front in time is shown in Fig. 10, with good agreement between simulated and experimental values.

7.3. T3: Dam-break over a mobile bed with a sudden enlargement

Scope of the test is to assess code robustness in simulating sediment transport at wet-dry interface, and the accuracy in reproducing scour/deposition patterns. The experiment illustrated in [76] represents a well-know morphodynamic test for numerical models [e.g. 14, 70, 77]. The domain consists of a flat flume with a non-symmetrical sudden enlargement (Fig. 11). The bed is composed of a coarse uniform sand with a
Figure 9: **T2: propagation of a sediment bore.** Initial (dashed lines) and final (solid lines) longitudinal profiles of bed elevation (black) and water elevation (blue) for the propagation of a sediment bore test.

Figure 10: **T2: evolution in time of the sediment front position.** Blue triangles are the experimental values [75], while the black line is the numerical solution.
median diameter of $d_m=1.82$ mm. The initial conditions are defined by an horizontal layer of fully saturated sand of thickness 0.1 m over the whole domain and an initial water storage of depth 0.25 m upstream of the dam, located at section $x=3.0$ m. At time $t=0$ s, the dam is suddenly removed, resulting in the propagation of a dam break wave with consequent sediment transport.

The computational domain is discretized by unstructured triangular cells at different resolutions (follows in Tab. 6). Inviscid wall boundary conditions are set at the upstream and lateral domain boundaries, while a free-outflow condition is used at the downstream outlet. The Manning coefficient is set to $0.0167 \, m^{-1/3} \, s$, the sediment density and porosity are set to $2680 \, kg/m^3$ and 0.47, respectively. The sediment transport is evaluated with the MPM-like formula (Table 2), setting $\theta_{cr}=0.0495$ for the critical Shields stress, $\alpha=3.97$ and $m=1.5$ for the remaining parameters [56]. The CFL number is set to 0.9. The numerical simulations last 12 seconds.

The evolution of the water elevation during the simulation is shown in Fig. 12 for the six survey points. The simulated series show a fairly good agreement with the experimental values: the dam break wave arrival time is well captured and the maximum elevation values are comparable with the measured ones. Moreover, the simulated series show minor discrepancies with the experimental ones after the arrival of the first wave. As already pointed out by previous works [14, 78], discrepancies are due to the extremely complex flow pattern generate by multiple wave reflections while simulation proceeds in time, which potentially generate tri-dimensional flow structures. Nevertheless, obtained series are coherent with the ones of [14], where a second-order accuracy model was employed.

Numerical bed elevations after 12 s are compared to the experimental results in Fig. 13. The simulated scour and deposition patterns are well reproduced. The magnitude of the scour at cross section CS1 ($y \approx 0.25$ m) matches well, with an underestimation of the deposition pattern ($y \approx 0.35$ m). At cross section
Figure 12: **T3: experimental and numerical water elevation at six survey points.** Sub-panels represent the survey points P1 to P6 as in Fig. 11: experimental points are given as full circles, whilst numerical results as lines, with four different mesh sizes (27k, 54k, 108k, 216k computational cells).
CS2, the simulated deposition magnitude matches well with the experimental one, but with a small shift toward the lateral boundary.

7.4. T4: Scour and deposition on a channel bend

The scope of the simulation is to test the correct reproduction, both in term of positioning and magnitude, of a river point bar generated by a channel bend. In this test we numerically reproduced one experiment from [79], already adopted as morphodynamic benchmark test [e.g. 80]. The flume is U-shaped, with a bend of 180° having a constant radius along the center line of $R_c=4$ m. The cross section is rectangular with width $W=1$ m and slope $S=0.2\%$. The two straight reaches before and after the bend are 11.5 m long. The median diameter of the bed material was $d_m=1$ mm. In the experimental run the flume was fed with a simplified (triangular) flood hydrograph, having a base flow of $0.02 \text{ m}^3 \text{s}^{-1}$, and peak flow of $0.053 \text{ m}^3 \text{s}^{-1}$. The rising and falling limbs last 100 and 200 minutes, respectively. Afterwards a constant baseflow was kept for another 100 minutes. During the experimental run, a steady point bar in the inner side of the bed develops and grows, with a corresponding erosion on the outer side.

In the numerical setup, the domain is discretized with 24,523 computational cells. We set the porosity to 0.4, and used the MPM-like formula with parameters from [56], as in Table 2. The lateral slope factor $N_l$ is equal to 1.4 and the curvature factor $N^*$ is set to 11 (6 and 7). At the numerical domain boundaries uniform flow and equilibrium sediment transport conditions are imposed. The simulation, as the experimental run, lasts 400 minutes.

A planar view comparison between numerical and experimental run is depicted in Fig. 14. The final bed variation with respect to the initial flat configuration is scaled with the approaching (i.e. upstream reach)
Figure 14: **T4: scour and deposition on a channel bend.** Planar view of relative bed change $\Delta z_b / h_0$, with $h_0$ approaching flow depth. Numerical results on the left, laboratory results from [79] on the right.

Figure 15: **T4: scour and deposition at one cross-section.** Cross-sectional view (at 90°) of relative bed change $\Delta z_b / h_0$, with $h_0$ approaching flow depth. In the $x$-axis the radial coordinate $R$ is scaled with the center-line curvature radius $R_c$; black line is the numerical solution, blue triangles are from the laboratory experiment of [79].

flow depth $h_0$. The magnitude of scours and depositions for the numerical run ranges between -0.75 and 0.75, matching fairly well with the experimental values. Also the positioning of the point bar, with the maximum deposition anticipating the middle of the bend (90°) is well reproduced numerically.

Fig. 15 shows the cross-sectional profile of the relative bed change for the numerical simulation and the experimental run in the middle of the flume bend (at 90°). The numerical profile reproduces well the experimental trend. This test demonstrates the software capability in simulating an unsteady morphological building process, i.e. a point bar development during a flood. Such process can be well reproduced only by implementing suitable corrections of the sediment transport direction due to gravity and curvature, as presented in §3.2.1.
7.5. **T5: Steady scalar discontinuity with two diverging hydrodynamic waves**

The test assesses the correct advection of scalar concentration. This is assessed with a challenging test: a steady discontinuity of a scalar concentration subjected to strongly variable flow conditions. The chosen test is an idealized one-dimensional problem, but nevertheless it is particularly challenging for a plethora of numerical schemes [18]. The domain is a simple, flat-bed, channel 100 m long and 0.1 m wide. The domain is deliberately chosen very narrow, to mimic a 1D setup, given that the exact solution of the problem is available in one-dimension case. As initial conditions, the water depth \( h \) is set even in all the domain, whilst the initial longitudinal specific discharge \( q_x \) and the concentration of a generic scalar \( \phi \) present a discontinuity:

\[
\begin{align*}
q_x &= -3.0 \text{ m}^2/\text{s} \quad \text{if } x < 50 \text{ m}, \\
q_x &= 3.0 \text{ m}^2/\text{s} \quad \text{otherwise}, \\
\phi &= 1.0 \quad \text{if } x < 50 \text{ m}, \\
\phi &= 0.0 \quad \text{otherwise}, \\
h &= 1.0 \text{ m} \quad \forall x.
\end{align*}
\]

(22)

The domain is discretized with 1362 computational cells, lateral walls are reflective and inviscid, whilst transparent boundary conditions are set at beginning and end of the channel. The CFL is set to 0.95 and the simulation timeout is \( t = 2.5 \text{ s} \). As the simulation starts, two strong rarefaction waves start diverging from the center of the domain towards the two extremities, suddenly forming a water depression in the center. Despite the strong unsteadiness of the hydrodynamic quantities during the simulation, a steady contact wave persists in the domain, avoiding the scalar quantity to mix in the domain.

The numerical solution at simulation timeout is compared with the exact solution of the problem in Fig. 16. The hydrodynamic exact solution is obtained by resolving the two-rarefaction Riemann Problem [18], whilst the exact solution for the scalar advection is identical to the given initial conditions. Fig. 16 underlines how the numerical solution correctly approximates the exact solution in all the domain sections. The scalar discontinuity is perfectly maintained throughout the simulation, confirming the accurate resolution of the steady contact wave.

7.6. **T6: Scalar advection and diffusion in a dam-break over a complex domain**

With this test we assess the solver capability in correctly preserving the liquid and scalar species mass when simulating the advection and diffusion of species during a dam-break phenomena. The test is particularly harsh, due to the presence of fast wetting-drying fronts and multiple discontinuous flow regions.

The test is an ad-hoc setup inspired to a common benchmark for hydrodynamic codes [e.g. 27, 81]. The domain is composed by a rectangle \([0; 75] \times [-15; 15]\) m. The bottom \( \eta(x, y) \) is fixed during the simulation,
Figure 16: T5: comparison between numerical and exact solution of a steady contact wave. Solution is given at timeout \( t = 2 \) s. Exact solutions are depicted with lines, whereas numerical values are symbols, decimated for the sake of visualization. Panel (a) shows the water depth (blue diamonds) and the scalar concentration (red circles), panel (b) shows the specific discharge on the \( x \) direction (green circles).

and defined as

\[
\eta(x, y) = \max(0, \eta_1(x, y), \eta_2(x, y), \eta_3(x, y)), \quad \text{with}
\]

\[
\eta_1(x, y) = 1 - \frac{1}{8} \sqrt{(x - 30)^2 + (y + 9)^2},
\]

\[
\eta_2(x, y) = 1 - \frac{1}{8} \sqrt{(x - 30)^2 + (y - 9)^2},
\]

\[
\eta_3(x, y) = 3 - \frac{3}{10} \sqrt{(x - 47.5)^2 + y^2}.
\]

The initial conditions are given by:

\[
\begin{align*}
\ h & = 1.0 \ m & \text{if } x < 16 \ m, & \ h = 0.125 \ m & \text{otherwise}, \\
\ \phi_1 & = 0.5 & \text{if } x < 16 \ m, & \ \phi_1 = 0 & \text{otherwise}, \\
\ \phi_2 & = 0 & \text{if } x < 16 \ m, & \ \phi_1 = 0.1 & \text{otherwise}, \\
\ qx & = qy & & = 0 \text{ m}^2/\text{s} & \text{everywhere},
\end{align*}
\]

presenting a virtual dam at \( x = 16 \) m separating two discontinuous volumes of water and scalar mass. Here the domain is discretized with 492,277 triangular cells with a maximum of characteristic length of 0.1 m. The hydrodynamics setup features reflective wall boundaries, a CFL of 0.95 and frictional sources compatible with a Manning coefficient of \( n = 0.01 \text{ m}^{-1/3}\text{s} \). The scalar setup features two initially unmixed species, both with a constant and isotropic diffusion coefficient \( K_c = 0.25 \text{ m}^2/\text{s} \). Fig. 17a illustrates the hydrodynamic (left) and scalar solutions (right) at the initial condition \( t = 0 \) s.

At simulation start, the virtual dam collapses instantaneously, with an advancing wave that overtops the two small lateral humps, fully circumvents the larger hump and reaches the opposite wall in about \( t = 20 \) s. At this time the interface between the two species, in what would otherwise be a contact discontinuity on flat
topography, is still lagging by approximately 15 m (Fig. 17b). At this point, the reflected bores propagate upstream and further mix both species, symmetrically around the x axis. By $t=50$ s these bores overcome the two smaller obstacles and propagate upstream on flat ground (Fig. 17c).

After a continuous sloshing and interaction of reflected waves, topography and lateral walls, the friction sources gain relevance and dissipate most of the kinetic energy in the flow, with a near-static solution being obtained at approximately $t=20$ min. The scalars continue to mix, now due mostly to molecular diffusion, in what is a much slower process, that only vanishes at around 3.5 hours as both scalars become fully homogeneous across the domain (Fig. 18).

The model is fully conservative, with the total liquid and scalar mass preserved during the entire simulation. As the simulation approaches the lake-at-rest conditions, the observed quantities correctly converge to their resting values of $h=0.364$ m, $\phi_1=0.386$ and $\phi_2=0.023$ (Fig. 18).

7.7. Performance and scalability

The performance and scalability of the software depends not only on the implemented parallelization strategies but also on the physical model to be reproduced. In general, "simpler" models, i.e. only few simulated physical processes, are likely to show higher computational performances. To test BASEMENT’s computational performance, we selected the benchmarks T1 (hydrodynamic), T3 (morphodynamic) and T6 (scalar advection-diffusion).

Each of the selected numerical experiments (T1, T3, T6) has been conducted with four different computational meshes. The sizes of these meshes are given in Table 6 and have been chosen to cover a broad range of spatial resolutions, ranging from thousands to hundred of thousands computational cells. The simulations have been run with a set of computational backends. In particular, CPU-based simulations have been performed on an Intel Xeon Gold 6154 (3.00GHz) workstation equipped with 36 cores (two sockets with 18 physical cores each), whilst GPU-based simulations have been run on three GPUs (GeForce GTX 1050 Ti, GeForce GTX 1080 Ti, and Tesla P100; see Table 7 for the main characteristics). Moreover, the simulations have been benchmarked in both single and double precision mode. The GPUs were integrated in a workstation with a 32-core Intel Xeon Gold 5218 (2.30GHz) processor (two sockets with 16 physical cores each).

For a given a mesh size, the speedup achieved by a parallelized backend $p$ is computed using the formula $\text{speedup} = T_s/T_p$, where $T_s$ ($T_p$) is the total computational time used by the serial (parallel) backend. The results for all the investigated benchmarks are depicted in Fig. 19.

As anticipated, the speedup depends on the simulated processes. Comparing the speedup values among different benchmarks in Fig. 19, cases T1 (hydrodynamics) and T3 (morphodynamics) show higher values on average than T6 (advection-diffusion). Such results are expected, given the increased complexity (number of equations and operations to be solved) of T6.
Figure 17: **T6: dam break over complex topography.** 3D visualization of the water surface elevation $H$ (left panels) and planar view of concentration distribution ($\phi_1$ and $\phi_2$) for both scalar species 1 and 2 (right panes). Subpanels (a,b,c) report different simulation timeout.
Figure 18: **T6: time series at two locations.** Evolution of hydrodynamic quantities ($h$ and $q_x$) and scalar concentrations $\phi_1$ (red) and $\phi_2$ (blue) in time at position $(x,y) = (7.5,0.0)$ m (left) and $(x,y) = (67.5,0.0)$ m (right). Dashed lines represent theoretical scalar concentration values, at rest.

Table 6: **Number of computational cells for the performance and scalability benchmarks.**

| Mesh ID | T1   | T3   | T6   |
|---------|------|------|------|
| 1       | 24945| 27444| 24388|
| 2       | 52102| 47187| 49155|
| 3       | 101417| 109344| 98163|
| 4       | 499060| 218912| 196829|

Table 7: **Characteristics of the benchmarked Nvidia GPU cards.** Further specifications available at www.nvidia.com/en-gb/geforce/10-series/ and www.nvidia.com/en-gb/data-center/tesla-p100/.

| Type            | Architecture | CUDA Cores |
|-----------------|--------------|------------|
| GeForce GTX 1050 Ti | Pascal       | 768        |
| GeForce GTX 1080 Ti | Pascal       | 3584       |
| Tesla P100      | Pascal       | 3584       |
Figure 19: **Speedup of backends for varying mesh size, test cases T1, T3 and T6.** The benchmarks were executed with different degrees of parallelism on the CPU (using OpenMP) and the GPU. The final "S" and "D" in GPU series denote single and double precision, respectively.
The performance benefits of BASEMENT’s parallelization can be evaluated in more detail by comparing the speedup values along the vertical axis of the plots. In the following we focus on benchmark T3 (morphodynamics) which shows an "intermediate" scalability among the three benchmarks (Fig. 19b). Looking at the mesh with 47k elements as an example, the CPU-based family (i.e. OpenMP on multiple cores) shows a speedup efficiency (i.e. speedup/ncores \cdot 100) of 87% with 2 CPU cores (Speedup=1.7), and of 58% with 32 cores (Speedup=18.5), with an average efficiency of 74%. BASEMENT performs even better on some GPU cards. The least performing card (GTX 1050 Ti with double precision) has a speedup of about 8. However, note that speedup jumps to 20 when using the single precision version. Overall, the speedup provided by the tested GPUs ranges between 7 and 60.

The benchmarks in Fig. 19 also show how the maximum speedup changes with mesh size, computational backend and simulated processes. For all three cases, the CPU-based parallelizations show a mild speedup increase with an increasing number of computational cells. The dependency on the mesh size is slightly more pronounced when the number of computational cores is increased. This reflects the fact that CPU-based solutions have shared memory and minimal overhead (for multi-threading handling), thus the domain size (i.e. the data size) does not represent a potential performance bottleneck. Focusing on T3 (Fig. 19b), the parallelization efficiency for 2-4 CPU cores is almost constant for all mesh sizes and above 80%. On the other hand, the efficiency for 16-32 CPU cores is larger than 70% only for mesh 4 (218k).

The speedup of the GPU-accelerated solutions shows not only a more marked dependency on the problem size, but also on the simulated processes. In benchmark T1 (Fig. 19a), the speedup clearly increases with problem size. This can be explained with the overhead of GPU parallelization, which becomes more and more negligible with increasing domain size. Conversely, benchmark T6 (Fig. 19c) shows little impact of the domain size on the speedup. In this case the scalability is limited by data transfers (i.e. data bandwidth) given the larger amount of data (compared to test case T1) needed for this simulation.

It is worth remarking that the GPU-accelerated backends show an average speedup difference greater than 10 between the single and double precision versions. Of course, the adequate choice depends on the requirements of the specific application.

The analysis above shows BASEMENT’s performance on different computational backends and underlines the differences when simulating different processes. The results summarized in Fig. 19 can also serve as a guideline for the interested reader/user when choosing an appropriate computational configuration for a given application. Finally it is worth highlighting that all the tested hardware configurations can be easily installed in standard office workstations.
8. Conclusions

In this paper we introduced the main features of BASEMENT version 3, a freeware tool for river simulation. BASEMENT allows the simulation of a wide variety of hydro-, morphodynamic, and scalar advection-diffusion scenarios. As illustrated with the test cases, the software is able to efficiently capture large scale hydrodynamic processes modelled with several hundreds of thousand elements in good agreement with the measurements. On the opposite end of the spectrum, the morphological solver is able to handle demanding sediment transport scenarios well, albeit with known limitations. With the scalar advection-diffusion module a further set of physical processes such as the fate of river pollutants can be accurately modelled.

The impact of this flexibility on the software performance is minimized by activating feature sets on request in BASEMENT’s pre-simulation step. The advantage of this approach is that only the required tasks are scheduled for execution. This, together with OP2’s ability to generate executable code for both multi-core CPU’s and GPUs, permit BASEMENT to scale with both available features and available computational power. Such advantages are reflected in the presented benchmarks. Given a large enough domain, the software shows a good parallel efficiency on the CPU and an even higher speedup when using GPUs.

The BASEMENT project is in continuous advancement to optimize and include further features in the existing basic modules. As an example, the modelling of the sediment transport in presence of non uniform sediment size and the simulation of water temperature dynamics are in implementation phase. On the other hand, efforts are dedicated also to develop novel modelling solutions for river processes such as the bio-morphodynamic feedbacks between vegetation and sediment transport. Table 2 of the Supplementary Material provides an overview of under development features. The modularity of the development framework allows also for further refinement of single specific numerical solvers and the implementation of high-order schemes when needed.

Overall, the combination of different river processes that can be modelled, the computational efficiency, the flexibility in the backend choice, but also the availability of a light Graphical User Interface, make BASEMENT a valuable tool for a broad family of river modelers in both Academia and Practice.
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