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Abstract. In this work, we empirically examine human-AI decision-making in the presence of explanations based on predicted outcomes. This type of explanation provides a human decision-maker with expected consequences for each decision alternative at inference time—where the predicted outcomes are typically measured in a problem-specific unit (e.g., profit in U.S. dollars). We conducted a pilot study in the context of peer-to-peer lending to assess the effects of providing predicted outcomes as explanations to lay study participants. Our preliminary findings suggest that people’s reliance on AI recommendations increases compared to cases where no explanation or feature-based explanations are provided, especially when the AI recommendations are incorrect. This results in a hampered ability to distinguish correct from incorrect AI recommendations, which can ultimately affect decision quality in a negative way.
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1 Introduction

In real-world decision-making, human decision-makers are confronted with a range of available decision options with diverging future outcomes. For this reason, several approaches in the field of prescriptive AI emerged to support human decision-makers by not only recommending a decision option but also quantifying the predicted outcomes of all available decision options (e.g., expected profit in U.S. dollars). For decades, these approaches have been leveraged in a range of real-world high-stakes decision-making scenarios, such as in medical [6,7,44], financial [19], manufacturing [3,27], or strategic management [33] domains. In line with this, large tech companies such as GE [1], IBM [2], or Microsoft [3] have been investing in prescriptive AI. However, there is a lack

1 https://www.cio.com/article/244505/ge-pitney-bowes-team-up-on-predictive-and-prescriptive-analytics.html (last accessed July 27, 2022)
2 https://www.ibm.com/analytics/prescriptive-analytics (last accessed July 27, 2022)
3 https://appsource.microsoft.com/en-us/product/web-apps/river-logic.riverlogic_analytics?tab=overview (last accessed July 27, 2022)
of empirical analyses on the effects of these predicted outcomes on human-AI decision-making in general. We hypothesize that presenting predicted outcomes of decision options to human decision-makers can influence their reliance on AI recommendations (e.g., a human decision-maker might refrain from choosing decision options with a negative predicted outcome and, therefore, follow the AI even when the AI is incorrect). Hence, this work sets out to empirically assess the influence of predicted outcomes on the performance of human-AI decision-making in general and on humans’ reliance on AI recommendations specifically.

Predicted outcomes inform human decision-makers why a certain decision option is recommended instead of an alternative one (e.g., “do not lend money to this person because the predicted financial return of lending the money is negative”). This is in line with the definition of why not explanations [25]. Why not explanations provide information on why an inferred recommendation and not an alternative one was produced. Hence, these explanations are contrastive in the sense that they allow for a pairwise comparison between the inferred and an alternative recommendation (see, e.g., [28]). Typically, why not explanations take into account current input values to inform human decision-makers why a specific decision option is recommended instead of alternative options. In contrast to this, predicted outcomes explain why a decision option is recommended based on expected future returns of all decision options, which are inferred by the model together with a decision recommendation. Thus, instead of descriptive information about the model input, predicted outcomes explain decision recommendations based on expected future consequences. This characteristic makes studying predicted outcomes of decision alternatives especially relevant for the XAI community.

The results of our in-progress work indicate that study participants tend to follow AI recommendations more often when these recommendations are supplemented with predicted outcomes, as compared to other conditions where they are given no explanation or feature-based explanations. This effect is particularly pronounced when AI recommendations are incorrect—a phenomenon commonly referred to as over-reliance. Importantly, when the AI recommendation is supplemented with predicted outcomes, we observe a tendency towards a reduced ability of study participants to distinguish between correct and incorrect AI recommendations. Thus, our preliminary findings suggest that using predicted outcomes as explanations can be detrimental to human-AI decision-making.

2 Related work

In the following subsections, we present related literature on XAI and reliance in human-AI decision-making.

2.1 Explainable AI

AI algorithms can provide powerful decision support and have already become ubiquitous in many domains [21][40]. Problematically, many AI algorithms are
opaque, which means it is difficult for users to gain insight into the internal processes and to understand why the AI suggests a specific decision [11]. XAI is concerned with making AI-based systems more transparent by providing explanations for black-box models [16] or by using interpretable machine learning models [35]. Transparency is widely assumed to improve human-AI decision-making by enabling users to detect and correct errors of the AI and by ensuring that AI decisions are fair [8, 13, 14, 42]. Additionally, there is a demand for explanations to comply with legislation, for example, the EU General Data Protection Regulation (GDPR).

Despite these claims, recent research shows that XAI does not necessarily improve human-AI decision-making over cases where no explanations are provided [2, 15, 37]. Even worse, [34] find that providing people with an interpretable model can result in less accurate predictions. Yet, some studies show better human-AI decision performance when AI predictions are supplemented with explanations, compared to the performance when only predictions are provided (e.g., [9, 22]).

Common XAI methods are feature-based and rule-based explanation approaches [2]. Feature-based models provide the most important features responsible for the output of the machine learning algorithm and its associated weights. Rule-based explanations output if-then-else rules which state the decision boundary between the given and contrasting predictions [2, 43]. Since feature-based explanations are among the most commonly employed XAI approaches, we include them in our study as a baseline.

2.2 Reliance in human-AI decision-making

Reliance is defined as a behavior [24] that, in the context of human-AI decision-making, is referred to as following an AI recommendation [36, 41]. However, it is not always beneficial to rely on AI recommendations, given that AI may be imperfect and may provide incorrect recommendations. People following incorrect AI recommendations—also referred to as over-reliance—is a major issue that can inhibit human-AI complementarity [10]. To establish human-AI complementarity, humans need to appropriately rely on AI recommendations, meaning people must be able to distinguish correct and incorrect AI recommendations and act upon that differentiation [36, 39].

Prior findings regarding the effects of XAI on reliance are inconclusive but show a tendency towards increased over-reliance. For example, [43] discovered an increased reliance for example- and rule-based explanations—also on incorrect AI recommendations. In the study of [22], study participants followed AI recommendations significantly more often when provided with example- and feature-based explanations, even if they contained random content. [34] observed that study participants supplemented with an interpretable model were less able to detect mistakes of the model compared to study participants provided with a black-box model—likely due to information overload. Besides information overload, over-reliance in human-AI decision-making may be caused by, for example, heuristic decision-making [10]. The authors of the study hypothesize that people develop
heuristics about the overall competence of the AI [10]. In this context, explanations are interpreted as a general sign of competence of the AI, which then leads people to follow AI recommendations without thoroughly vetting them.

In prior XAI research, many approaches for explaining AI systems have been developed and evaluated with respect to their effects on human-AI complementarity. However, the effects of predicted outcomes as explanations have not been studied yet. As predicted outcomes play an important role in scenario analyses and high-stakes decision-making (e.g., medical [6], financial [19], or strategic management [33] domains), we aim to better understand the effects of such explanations on human-AI decision-making.

3 On the relationship of reliance and human-AI decision-making accuracy

In the following, we discuss the general influence of reliance $r$ on human-AI decision-making accuracy $\mathcal{A}$ for a given AI performance. For this, we define reliance as the proportion to which people follow AI recommendations in human-AI decision-making. Over-reliance then refers to a situation in which people follow the AI not only in cases when the AI recommendation is correct but even when the given recommendation is incorrect. We define the opposite phenomenon as under-reliance. We then model the human-AI decision-making accuracy as a function of reliance $\mathcal{A}(r)$. We observe that for $r \rightarrow 1$, the human-AI decision-making performance will converge to the accuracy of the AI. For $r \in (0, 1)$, the human-AI decision-making accuracy ranges in an interval $\mathcal{A}(r) = [\text{min, max}]$ that indicates the minimum and maximum of the possible human-AI accuracy. Imagine, for example, an AI accuracy of 66.7% and a reliance of $r = 66.7\%$. People may correct the AI in all cases where the AI recommendation is incorrect, which would result in a human-AI decision-making accuracy of 100%. However, when people incorrectly override the AI in all cases where the AI recommendation is correct, the resulting human-AI decision-making accuracy would be 33.3%, i.e., $\mathcal{A}(r = 66.7\%) = [33.3\%, 100\%]$. We observe that the interval of possible human-AI decision-making accuracy is largest when $r$ is equal to the AI accuracy and becomes smaller with increasing $r$ (e.g., $\mathcal{A}(r = 90\%) = [43.3\%, 77.7\%]$), finally converging to the accuracy of the AI.

4 Study design

In this section, we first formulate our research hypotheses. Then, we outline the use case and dataset chosen for this study, and we address technical preliminaries. Finally, we introduce our experimental design and the process of recruiting study participants.

4.1 Hypotheses

Prior research already discovered that XAI can have effects on reliance. While many studies report XAI leading to over-reliance [38], the effect demands fur-
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Further investigation [37]. The results of multiple studies remain inconclusive, some pointing towards over-reliance [10,39], some to under-reliance [31,36]. When it comes to the effects of predicted outcomes, multiple researchers raise the question on their influence on reliance and accuracy [129]—with some suspecting a trend towards over-reliance [138,39]. Thus, we conducted an exploratory pilot study to examine the effects of predicted outcomes as explanations on human-AI decision accuracy and human reliance on AI recommendations.

H1 People provided with predicted outcomes as explanation follow an AI recommendation more often than people provided with an AI recommendation without explanation.

We further hypothesize that on average and for a certain level of reliance, the empirical human-AI decision-making performance will be close to the mean value \( \mathcal{A}(r) \) of the interval \( \mathcal{A}(r) = [\min, \max] \), as introduced previously. Thus, even when people follow the AI in too many cases (i.e., over-reliance), we hypothesize that the human-AI decision-making accuracy is still given by \( \mathcal{A}(r) \).

H2 The empirical human-AI decision-making accuracy is close to the mean value \( \mathcal{A}(r) \) of the theoretical function \( \mathcal{A}(r) \).

For many use cases, human-AI decision-making represents a special form of decision-making under risk, as defined by [17]. When predicted outcomes as explanations come into play (e.g., in terms of potential future consequences of the available decision options), we follow prospect theory in assuming that losses loom larger than gains. We thus expect that people tend to follow AI recommendations supplemented by negative predicted outcomes more often in order to avoid potential losses in the future.

H3 People follow AI recommendations supplemented by predicted outcomes more often when the predicted outcomes are negative.

4.2 Preliminaries

Use case For our study, we train the prescriptive AI on a real-world dataset. We use a publicly available dataset on peer-to-peer loans from the financial company Lending Club [4]. Lending scenarios have been frequently studied in prior XAI user studies (e.g., [12,15]) and constitute a relevant use case for prescriptive AI. The Lending Club dataset comprises real-world observations from a peer-to-peer lending platform that enabled individuals to lend money to others. As borrowers potentially fail to completely pay back the owed money, it is essential for lenders to accurately assess the risk of defaulting. In this scenario, prescriptive AI could provide valuable decision support.

[4] https://www.kaggle.com/datasets/wordsforthewise/lending-club (last accessed July 27, 2022)
Dataset Our dataset contains 2,260,701 loans issued from 2007 until the end of 2018. We only consider loans that were either fully paid off or defaulted, resulting in a dataset of 1,331,863 loans. About 80% of these loans were fully repaid. The dataset contains 150 features and the label whether the borrower defaulted on the loan or not. To achieve a reasonable task complexity for human-AI decision-making, we limit the data to 6 features: borrower’s monthly income, FICO credit score, interest rate, loan amount, number of months to pay off the loan, and the amount of each monthly installment. This selection of features from the Lending Club dataset is consistent with related literature (e.g., [15]).

Technical preliminaries Prescriptive AI methods recommend (i.e., prescribe) the best option among a set of available decision alternatives—typically by maximizing the predicted outcome of the set of available decision options. In our case, we utilize prescriptive trees as an exemplary prescriptive AI to calculate predicted outcomes and the resulting AI recommendation [6]. Several other approaches of prescriptive AI utilize predicted outcomes as well (e.g., [5,11]). Note, that prescriptive trees provide a range of additional measures designed for human experts to increase the interpretability of the prescriptive AI, which are not part of our study. A major challenge for decision-making in general (and, therefore, also for prescriptive AI), is that the true outcome can only be observed for the selected decision option in real-world use cases. Hence, outcomes of alternative decision options and the overall correct decision are unknown [23]. These unknown outcomes are often called counterfactuals. The prescriptive AI is, therefore, trained for an accurate estimation of the counterfactual outcomes.

In the following, we outline the technical approach behind several prescriptive AI. The prescriptive AI is trained on observational data \( \{(x_i, y_i, z_i)\}_{i=1}^n \), including feature values \( x_i \in \mathbb{R}^d \) of each observation \( i \) with \( d \)-dimensional feature vectors, the assigned decision \( z_i \in \{1, ..., m\} \) and the corresponding outcome \( y_i \in \mathbb{R} \) under the decision for \( n \in \mathbb{N} \) realizations. For the accurate estimation of the counterfactual outcomes, the model aims at minimizing the squared prediction error for the observed data: \( \sum_{i=1}^n (y_i - \hat{y}_i(z_i))^2 \). Here, \( \hat{y}_i(t) \) refers to the unknown outcome that would have been observed if decision \( t \) had been chosen for sample \( i \). The overall goal of the prescriptive AI is to simultaneously estimate counterfactual outcomes for all decision options and to prescribe the option that optimizes the predicted outcome. Thus, in contrast to predictive AI, the prescriptive AI implicitly infers both predicted outcomes and a recommended decision option within a single model.

We evaluate the performance of the prescriptive AI by comparing the prescribed decision with the optimal decision based on synthetic ground truth, following, for example, [6]. The model achieves an accuracy of 85% accompanied by an area under receiver operating characteristic (AUROC) score of 86%. The model prescribes to lend money to the borrower for approximately 62% of the instances.
4.3 Experimental design

The purpose of our study is to examine how supporting humans with predicted outcomes affects human-AI decision accuracy and the reliance of humans on AI recommendations. Therefore, we conduct a scenario-based online experiment. In our experiment, we present loan applications to the study participants and ask them to decide whether to lend money to the applicant or not. The study participants are assisted by AI recommendations and different types of explanations. We use a between-subjects design with three experimental conditions as outlined in Table 1. We utilize feature-based explanations as a baseline to better understand the effect sizes of explanations based on predicted outcomes. As the utilized prescriptive AI is tree-based, we follow [6] and calculate the global feature importance. The importance of each feature is denoted by the total decrease in the loss function as a result of each split in the trees that include this feature. The resulting scores are normalized so that the feature importance sums to 100%.

| Condition                          | Explanation                                                                 |
|------------------------------------|-----------------------------------------------------------------------------|
| AI without explanation             | Study participants are provided only with an AI recommendation, not with predicted outcomes associated with the decision options. |
| AI with predicted outcomes         | Study participants are provided with an AI recommendation and, additionally, with the predicted outcomes for both decision options. |
| AI with feature-based explanation   | The AI recommendation is shown to the study participants and, additionally, the feature importance scores calculated by the model. This condition represents a common XAI approach and therefore serves as a baseline. |

The study participants are randomly assigned to one of the conditions. In each condition, study participants are working on the same set of loan applications. Each loan application is characterized by the 6 observational features. A description of the features and the range of values (in the entire dataset) are displayed throughout the decision-making task (see Figure 1). By varying only the type of explanation, we can measure the effect of each treatment on the decision-making behavior. Human-AI decision-making accuracy is measured by the percentage of instances where study participants select the correct decision option (i.e., the option the reward estimation suggests). We quantify reliance by measuring the share of instances for which humans follow the AI recommendation. Over-reliance is given by the share of instances for which human decision-makers follow an incorrect recommendation.
Fig. 1: Exemplary trial from our study presenting the task and relevant information in the AI with predicted outcomes condition.

Our study includes a consent form followed by an introduction to the task, a training and testing phase, as well as questions about demographic information and proficiency in the fields of AI and lending. In the training phase, study participants are familiarized with the procedure of the experiment, the domain, and the AI recommendations. The training phase consists of three randomly ordered trials. In each trial, study participants are shown the instructions for the task specific to the assigned condition, a loan application, the AI recommendation, and the corresponding explanation depending on the assigned condition (see Figure 1 for an exemplary trial with predicted outcomes as explanations, and Figure 2 with feature-based explanations). The study participants must then choose whether they would lend money to the applicant. In the training phase, after submitting a decision, the study participants are informed about what would have been the correct decision. For the training phase, we randomly sample two loan applications where the model recommends the correct decision option and one application where the model is incorrect. Thus, the study participants learn that the AI recommendation could be incorrect. We do not report results from this training phase.

In the testing phase, study participants decide on 12 loan applications. Similar to the training phase, the AI recommendation is correct for 8 loan appli-
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Predictions and incorrect for the remaining 4 trials. Thus, in our sampling, the AI recommendation is correct in 66.7% of the cases. The cases where the AI recommendation is incorrect are composed of two trials where the AI incorrectly recommends to give a loan, and two trials where the AI incorrectly recommends to reject a loan application. The incorrect AI recommendations later allow us to determine whether study participants over-rely on the AI by following wrong AI recommendations. The trials are then presented to the study participants in random order. The procedure in the testing phase resembles the one in the training phase, except that we do not provide information on which decision would have been correct after study participants submit their decision. We collect the decisions of the study participants throughout the testing phase and later report our results based on the study participants’ decisions.

| Characteristic | Value | Description                  | Range of the values |
|---------------|-------|------------------------------|---------------------|
| Loan amount   | 176005| Amount of the loan applied for by the borrower | 10000 to 400000      |
| Interest Rate | 13.13%| Rate at which the applicant borrows money | 5.33% to 30.99% per year |
| Term          | 36 months | Number of months to pay off the loan | 36 or 60 months     |
| Installment   | 5945  | Monthly payment owed by the borrower | 225 to 16475         |
| Credit score  | 750   | Estimate of borrower’s creditworthiness, the higher the better | 660 to 845           |
| Income        | 41675 | Borrower’s monthly income     | 05 to 206335         |

Fig. 2: Exemplary trial from our study presenting the task and relevant information in the AI with feature-based explanation condition.
4.4 Study participants

We recruited 121 study participants via Prolific—a crowdworking platform for online research\footnote{https://www.prolific.co/} \cite{Prolific}. Study participants were not required to have explicit expertise in lending or loan applications to participate in our study. The study participants were randomly assigned to one of the three conditions. Each study participant received a base payment of $1.50 for completing the study. As an incentive for study participants to do their best during the test phase, they were rewarded with an additional bonus payment of $0.04 for each correct decision, resulting in a maximum total bonus of $0.48. The median time to complete the study was approximately 10 minutes.

5 Results

In this section, we report the results from our pilot study and analyze the effects of the different conditions on (a) the reliance of study participants on AI recommendations, and (b) human-AI decision-making performance.

5.1 Reliance on AI recommendations

As we cannot confirm the assumption of normality, we employ non-parametric Kruskal-Wallis tests \cite{KruskalWallis} to test for differences across the conditions in our experiment. Subsequently, we conduct post-hoc pairwise comparisons between conditions by utilizing Bonferroni-corrected Mann-Whitney U tests \cite{MannWhitney}. Figure 3 shows the reliance of study participants on correct and incorrect AI recommendations for each condition. First of all, study participants generally followed correct AI recommendations more often than incorrect AI recommendations ($p < 0.001$). This also applies to each specific condition, where we find a significant difference in reliance on correct versus incorrect AI recommendations. We infer from this that study participants were able to distinguish between correct and incorrect AI recommendations—even without explanations.

Importantly, our results in Figure 3 imply a difference between the over-reliance\footnote{Recall that we define over-reliance as following incorrect AI recommendations.} on AI recommendations without explanations (mean = 62.0\%, std = 26.2\%) and the over-reliance on AI recommendations with predicted outcomes as explanations (mean = 70.9\%, std = 21.7\%). This observation aligns with hypothesis H1. However, due to the relatively small sample size in our pilot study, we cannot report statistical significance ($p = 0.14$). We further do not observe this tendency when comparing the over-reliance on AI recommendations without explanations with the over-reliance on AI recommendations supplemented with feature-based explanations (mean = 62.5\%, std = 23.8\%).

We additionally analyze the influence of positive and negative predicted outcomes on the reliance on AI recommendations in Figure 4. The results indicate that study participants tend to follow AI recommendations more of-
Fig. 3: Reliance of study participants on correct and incorrect AI recommendations per condition. Error bars represent 95% confidence intervals.

ten when negative predicted outcomes are displayed compared to the conditions where no predicted outcomes are displayed (negative predicted outcomes: mean = 80.6%, std = 21.3%; no explanation: mean = 70.7%, std = 28.4%; feature-based explanation: mean = 68.4%, std = 24.8%). This behavior is not observed when predicted outcomes are positive. Here, reliance is relatively similar across conditions. Thus, the observed over-reliance for predicted outcomes in general can be largely attributed to an increasing reliance on recommendations to not lend money due to a negative predicted outcome. This is in line with our hypothesis H3. In our pilot study, we find a p-value of p = 0.08 for the observed difference in reliance across the conditions when AI recommendations are supplemented with negative predicted outcomes.

5.2 Human-AI decision-making accuracy

In addition to the (over-)reliance behavior of study participants, we analyze the effect of each condition on human-AI decision-making accuracy in general. These results are summarized in Table 2. Our preliminary results indicate that accuracy is not affected by an increasing over-reliance based on predicted outcomes, which is in line with our expectation based on the relationship of reliance and human-AI decision-making accuracy (see hypothesis H2). Importantly, the observed human-AI decision-making accuracy in each condition (65.9% / 65.5% / 66.9%) closely resembles $A(r) = 66.7\%$, i.e., the mean value from the interval defined by our theoretical function $A(r)$. In fact, we observe two compensating effects of reliance on human-AI decision-making accuracy: first, study participants seem to override fewer incorrect AI recommendations that are supplemented with predicted outcomes (29.1% of incorrect AI recommendations).
Second, study participants tend to follow correct AI recommendations including predicted outcomes more often (83.8%). The overall human-AI decision-making accuracy over the three conditions is 66.1% (std = 11.0%), thus surpassing the accuracy of random guessing (50.0%). On average over all three conditions, study participants overrode 35.1% of incorrect AI recommendations, thus recognizing errors of the AI to a certain degree. However, study participants did not always adopt correct AI recommendations (81.6%), which reduces the overall human-AI decision-making accuracy. Similar to the previous analysis of reliance, we conduct Kruskal-Wallis tests to evaluate differences in the human-AI decision-making accuracy between conditions. Here, we find no significant difference in accuracy across the conditions ($p = 0.70$).

Table 2: Observed decision-making accuracy (in %) by condition.

| Condition               | Overall Mean (±Std) | AI correct Mean (±Std) | AI incorrect Mean (±Std) |
|-------------------------|---------------------|------------------------|--------------------------|
| AI without explanation  | 65.94 (±9.91)       | 79.89 (±17.97)         | 38.04 (±26.21)           |
| AI with pred. outcomes  | 65.54 (±9.65)       | 83.78 (±14.98)         | 29.05 (±21.66)           |
| AI with feat.-based expl. | 66.89 (±13.49)     | 81.58 (±17.85)         | 37.50 (±23.79)           |
| Average                 | 66.11 (±11.01)      | 81.61 (±17.00)         | 35.12 (±24.28)           |
6 Discussion and outlook

In our pilot study in the context of peer-to-peer lending, study participants followed correct AI recommendations significantly more often than incorrect ones, regardless of the condition they were assigned to. Our results thus suggest that study participants were able to recognize when the AI recommendations were incorrect—even when provided with no additional explanation.

**Preliminary finding 1:** Across all conditions, study participants were able to distinguish correct from incorrect AI recommendations.

Our results further indicate that study participants tend to be less able to distinguish correct from incorrect AI recommendations when AI recommendations are supplemented with predicted outcomes. This implies that providing predicted outcomes can be detrimental to human-AI decision-making.

**Preliminary finding 2:** In contrast to other explanations, predicted outcomes may lead to over-reliance on AI recommendations.

However, we find that over-reliance does not necessarily translate to worse human-AI decision-making performance. In fact, our empirical results indicate that the human-AI decision-making is similar across conditions while reliance levels differ.

**Preliminary finding 3:** The empirical human-AI decision-making performance closely resembles the mean of the interval $\mathcal{A}(r)$ of the theoretical function $\mathcal{A}(r)$.

We further aim at better understanding potential causes of the observed over-reliance when AI recommendations are supplemented by predicted outcomes. Following prospect theory, we hypothesized that over-reliance is particularly pronounced when predicted outcomes are negative.

**Preliminary finding 4:** The empirical over-reliance observed for predicted outcomes can be largely attributed to a higher reliance on recommendations to not lend money given a negative predicted outcome.

All our preliminary findings will have to be tested more thoroughly in follow-up work. As we conducted a pilot study with relatively few study participants, most observed effects are not statistically significant. However, we observe several interesting patterns in our results regarding the effects of predicted outcomes on human-AI decision-making that we will investigate in more depth in our main study. Additionally, we will examine potential reasons for the increase in over-reliance when AI recommendations are supplemented with predicted outcomes.
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