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Abstract—This paper investigates the design and performance of delayed bit-interleaved coded modulation (DBICM) with low-density parity-check (LDPC) codes. For Gray labeled square M-ary quadrature amplitude modulation (QAM) constellations, we investigate the optimal delay scheme with the largest spectrum efficiency of DBICM for a fixed maximum number of delayed time slots and a given signal-to-noise ratio. When analyzing the capacity of DBICM, we find two important properties: the capacity improvement due to delayed coded bits being mapped to the real and imaginary parts of the transmitted symbols are independent of each other; a pair of delay schemes with delayed coded bits having identical bit-channel capacity lead to equivalent DBICM capacity. Using these two properties, we efficiently optimize the delay scheme for any uniform Gray-QAM systems. Furthermore, these two properties enable efficient LDPC code designs regarding unequal error protection via bit-channel type classifications. Moreover, we use protograph-based extrinsic information transfer charts to jointly optimize degree distributions and channel assignments of LDPC codes and propose a constrained progressive edge growth like algorithm to jointly construct LDPC codes and bit-interleavers for DBICM, taking distinctive bit-channel’s capacity into account. Simulation results demonstrate that the designed LDPC coded DBICM systems significantly outperform LDPC coded BICM systems.

Index Terms—Low-density parity-check (LDPC) code, delayed bit-interleaved coded modulation (DBICM), bit-interleaved coded modulation (BICM).

I. INTRODUCTION

Bit-interleaved coded modulation (BICM) [2] is a pragmatic approach to achieve reliable communications with high spectrum efficiency by combining error correction codes and high order modulations. Uniform Gray labeled BICM has been extensively investigated for many wireless and optical communication systems [3]–[6], appreciating its close-to-coded modulation capacity performance. To achieve the best possible performance, BICM often employs modern channel codes, e.g., turbo codes [7], low-density parity-check (LDPC) codes [8], and polar codes [9]. In addition, quasi-cyclic LDPC codes designed for BICM schemes have been proposed in [10] as a hardware friendly approach.

Recently, a generalized BICM, namely, delayed-BICM (DBICM), was proposed in [11] to improve the transmission reliability over BICM. To be specific, DBICM modulates sub-blocks from multiple codewords and uses the decoded sub-blocks to improve the detection of other sub-blocks being modulated into the same signal sequence. Different from multilevel coding (MLC) that uses multiple channel codes with different code rates at each level [12], [13], DBICM uses a single channel code. It is known that in BICM, each codeword is independently modulated and transmitted in a single time slot. However, in DBICM, a codeword is divided into the delayed and undelayed sub-blocks. Instead of transmitting all sub-blocks of each codeword within a single time slot, these sub-blocks are transmitted separately in multiple time slots. As a result, the decoding of a codeword is not performed until all sub-blocks of the codeword are received. Once decoded, the sub-blocks of the codeword can be viewed as known [11]. Knowing the delayed sub-blocks will effectively reduce the signal constellation size in demodulation. Therefore, the reliability of the demodulated signals for the undelayed sub-blocks is improved by using the extrinsic information of the decoded signals from delayed sub-blocks. As the reliability of the sub-blocks transmitted in the undelayed bit-channels improves, the capacities of these bit-channels are also increased.

The authors in [14] have developed tools to compute the capacity of DBICM for a given delay scheme, constellation, and labeling. It has been shown in [11], [14] that the capacity of DBICM is bounded between the constellation constrained capacity and BICM capacity. The authors have also designed bit labels to achieve higher capacity improvement for DBICM under half 16-QAM where Gray labeling does not apply. Another constellation labeling design for 16-QAM DBICM with iterative detection and decoding (DBICM-ID) has been investigated in [15]. Despite their success, it is unclear how to design the delay schemes for a DBICM system to achieve the best possible spectrum efficiency for a fixed maximum number of delayed time slots. From our observation, in DBICM, randomly choosing a delay scheme may result in negligible performance gain over BICM. Moreover, a delay scheme that achieves a large DBICM capacity in some signal-to-noise ratio (SNR) region may not perform well in other SNR regions. To the best of our knowledge, the design of delay schemes and their impacts on the DBICM capacity have not been fully investigated in the literature.

In addition to the delay scheme designs, it is also desirable to design good LDPC codes for DBICM systems. Extrinsic information transfer (EXIT) charts and progressive edge growth (PEG) [16] are convenient tools for designing capacity-approaching LDPC codes with large girth in the Tanner graph. However, in high order modulated systems, such as BICM...
and DBICM, LDPC codes designed for uniform bit-channel capacity are not optimal due to the fact that the unequal error protection (UEP) among bit-channels is not considered. To address the UEP, previous works in [17]–[21] have shown that it is capable of improving the bit error rate (BER) performance via bit mapper designs that map the positions of LDPC coded bits to appropriate BICM bit-channels according to their bit-channel capacities. By directly incorporating the different bit-channel properties in the code design [8], optimized irregular LDPC codes have been proposed in [22] by adopting the extrinsic information transfer (EXIT) charts [23]. Later, the authors in [24] extended the EXIT chart to multiple dimensions, from an edge perspective, to design multi-edge type (MET) LDPC codes for high order modulations. To design MET LDPC codes for modulation levels higher than 16-QAM, they have suggested a high-order extension in a nesting fashion, which extends the edge types, starting from two, of their codes by optimizing only one additional edge type in each step. A simpler approach has been proposed in [25] from a protograph-based approach, which is desirable to be applied for large constellations and obtains further decoding performance improvements over [24]. Specifically, [25] represents each bit channel in BICM by a surrogate channel [26] and jointly optimizes the protograph ensemble, also known as the base matrix, and the bit mapper for the surrogate channels. However, the limitation of the code design in [25] lies in the integer nature of the base matrices. Recently, in [27], the authors designed LDPC codes for uniform Gray-labeled 16-QAM which improves the decoding performance over [24], [25] for the same constellation. They have proposed a variation of the MET-EXIT chart and jointly designed LDPC codes with bit mapping for BICM systems by dividing bit-channels into two types according to their capacities. However, the reliability of the edge can also be affected by the degree of VNs that are connected to the edge, which has not been considered by the MET-EXIT chart analysis for LDPC coded BICM schemes in [27]. For example, a VN assigned to an unreliable bit-channel with a high degree may be more reliable than a VN assigned to a reliable bit-channel with a low degree. Furthermore, there exist large capacity differences within both the reliable and unreliable channels in high order modulations, especially for DBICM systems. Without distinctive bit-channels with different capacities, the decoding threshold estimated by the MET-EXIT chart, as conducted in [27], would be inaccurate in DBICM systems.

In this work, we focus on the design of LDPC coded DBICM schemes. We choose the protograph-based EXIT (PEXIT) chart [28] as an analytical tool to estimate the decoding threshold of the designed irregular LDPC codes, since the decoding thresholds of protograph LDPC codes in high order modulation systems computed from PEXIT chart and Monte-Carlo density evolution [29], [30] are close as shown in [25]. However, instead of employing a base matrix in the code design, we directly construct the parity-check matrix of an LDPC code from its degree distributions. In addition, note that the iterative detection and decoding can improve the performance of BICM and DBICM at the cost of complexity and latency [14], [31]. For some applications such as optical communications or video streaming services [11], where latency is one of the main concerns, we will not consider iterative receivers for DBICM schemes in the paper. In the following, we summarize the main contributions of the work as below:

- We investigate the performance of uniform Gray labeled $M$-QAM DBICM systems. First, we analyzed the impacts of the delay scheme on DBICM capacity and developed a delay scheme optimization method. Specifically, we prove that the DBICM with Gray labeled square $M$-QAM constellations exhibits two properties: 1) Delaying any bit or a group of bits mapped to the real part of the modulated signals only affects the bit-channel capacity of the undelayed bits mapped to the real part of the signal constellations. It does not affect the bit-channel capacity of any delayed or undelayed bits mapped to the imaginary part of the signals, and vice versa. 2) Equivalent DBICM capacity can be achieved by a pair of delay schemes with delayed coded bits sharing identical bit-channel capacity. With these two properties, an $M$-QAM DBICM system can be decomposed into two independent but symmetric DBICM $\sqrt{M}$-PAM systems. Therefore, the problem of finding the optimal delay scheme for a uniform Gray labeled $M$-QAM DBICM system is reduced to finding the optimal delay scheme for the underlying uniform Gray labeled $\sqrt{M}$-PAM DBICM system.

- By exploiting the properties and proposed method, we find the optimal delay scheme that allows DBICM to achieve a target spectrum efficiency under a fixed maximum number of delayed time slots $T_{\text{max}}$ with the lowest SNR. To be specific, we choose $T_{\text{max}} = 1$ to reduce the spectrum efficiency loss and find the optimal delay schemes for DBICM with uniform Gray labeled 16-QAM, 64-QAM, 256-QAM, and 1024-QAM. We show that the capacities of the 16-QAM, 64-QAM, 256-QAM, and 1024-QAM DBICM with optimized delay schemes are within 0, 0.1, 0.3 and 0.25 dB away from their corresponding constellation constrained capacities, respectively.

- Based on the optimized delay scheme, we have designed BICM and DBICM LDPC codes jointly with bit mapping. By using the two properties of DBICM, we classify the bit-channels into several types, where the bit-channels within each type share identical bit-channel capacity. Furthermore, we introduce a channel assignment matrix $P$ that assigns the variable node (VN) degree distribution $\lambda$ to each specific bit-channel type. Moreover, we propose a constrained PEG-like code construction algorithm to construct LDPC codes, according to channel assignments with large girth. Also, we propose a code optimization method and a constrained PEG-like code construction algorithm to jointly design LDPC code with bit mapping via optimizing channel assignment to obtain good belief propagation decoding thresholds, which are computed by the PEXIT chart.

- Numerical results show that the designed LDPC codes with the optimized delay schemes significantly outper-
form the LDPC coded BICM. More specifically, the designed 16-QAM DBICM schemes outperform the corresponding BICM schemes by up to 0.5 dB. For the 64-QAM DBICM schemes, these improvements are up to 0.7 dB. Furthermore, the performance gain obtained by the designed DBICM systems over their BICM counterparts increases with modulation level.

Hereafter, we use normal font letters, such as $x$ and $X$, to represent scalars. Vectors and matrices are denoted by boldface letters such as $\mathbf{x}$ and $\mathbf{X}$. To show the elements in a length $N$ vector $\mathbf{x}$, we use $\mathbf{x} = [x_1, x_2, \ldots, x_N]$ and $\mathbf{x} = [x_1, \ldots, x_N]$ interchangeably in this paper. Furthermore, sets are represented by calligraphic letters, such as $\mathcal{X}$. Expectations are denoted by $\mathbb{E}[-]$. $\mathbb{R}^{N \times M}$ denotes an $N \times M$ matrix with real entries. Moreover, we use $\mathbb{F}_2^q$ to represent a collection of binary vectors with length $q$. $0_{a,b}$ and $1_{a,b}$ represent a matrix of size $a \times b$ whose entries are either all zeros or ones, respectively. In addition, $\mathbb{R}(\cdot)$ and $\mathbb{S}(\cdot)$ represent the real and imaginary part of a symbol or set of symbols, respectively.

II. SYSTEM MODEL

In this section, we describe the delayed bit-interleaved coded modulation (DBICM) systems over an additive white Gaussian noise (AWGN) channel. Particularly, Gray labeled uniform QAM is investigated in this paper. We focus on the design and analysis for DBICM without iterative detection and decoding schemes. Therefore, Gray labeled uniform QAM is selected as it is commonly used in BICM schemes without information feedback [2], [3].

The block diagram of an LDPC coded BICM and DBICM system are shown in Fig. 1 and Fig. 2, respectively. At the transmitter side, at time $t$, a binary information sequence $\mathbf{u}_t$ of length $K$ is encoded and interleaved to become a codeword $\mathbf{c}_t$ of length $N$ with code rate $R = K/N$. Here, the LDPC code and the interleaver are jointly designed. After a $1$-to-$m$ serial to parallel module, $m$ sub-blocks $\mathbf{c}_t(i), i \in \{0,\ldots,m-1\}$, of $N/m$ bits are obtained, where the $m = \log_2 M$ represents the modulation level. For simplicity, $N$ is assumed to be divisible by $m$. Next, each sub-block $\mathbf{c}_t(i)$ is delayed by $T_i$ time slots to generate $\mathbf{c}_{t-T_i}(i), i \in \{0,\ldots,m-1\}$. We use a delay scheme $\mathbf{T} = [T_i]_{i=0}^{m-1}$ to denote the number of delayed time slots for each sub-block which is known at both the transmitter and receiver side. Let $T_{\text{max}}$ and $T_{\text{min}}$ represent the maximum and minimum delayed time slot, respectively. We consider $T_{\text{min}} = 0$. After the bit delay module, $m$ sub-blocks $\mathbf{c}_{t-T_i}(i), i \in \{0,1,\ldots,m-1\}$, are mapped to a sequence of $M$-QAM symbols $\mathbf{z}_t$ of length $n = N/m$, where $\mathbf{z}_t = [z_{t1}^1, z_{t2}^1, \ldots, z_{tm}^{m-1}]$. The modulated sequence of signals $\mathbf{z}_t$ is transmitted over an AWGN channel. We refer to each coded bit $b_t$ associated with the undelayed sub-blocks $\mathbf{c}_{t-T_i}(i)$ where $T_i = 0$ as the undelayed coded bit. Similarly, a coded bit associated with the sub-blocks $\mathbf{c}_{t-T_i}(i)$ where $T_i \neq 0$ is referred to as the delayed coded bit.

The receiver obtains noisy signals $\mathbf{y}_t = \mathbf{z}_t + \mathbf{n}_t$, which are fed to the de-mapper, where $\mathbf{y}_t^j = [y_{t1}^j, y_{t2}^j, \ldots, y_{tN}^j]$ and $\mathbf{n}_t$ represents the AWGN noise samples with zero mean and variance $\sigma^2$ per real or imaginary dimension. The demapper performs a maximum a posteriori (MAP) symbol-to-bit metric calculation and its (soft) output can be derived as follows. Use $\chi$ to denote the Gray labeled $M$-QAM with a square signal constellation. For the $j$-th transmitted signal at time slot $t$, $z_{tj}^j$, let $c_{tj}^j$ denotes its coded $m$ bit label $c_{tj}^j = [c_{tj-T_i0}^j, c_{tj-T_i1}^j, \ldots, c_{tj-T_i(m-1)}^j]$. For the received signal $y_{tj}^j$, the demapper estimates the transmitted signal $z_{tj}^j$ and its corresponding bit label $c_{tj}^j = [c_{tj-T_i0}^j, c_{tj-T_i1}^j, \ldots, c_{tj-T_i(m-1)}^j]$. Without any information feedback from the decoder, the demapper computes the log-likelihood ratios (LLRs) of each coded bit $c_{tj-T_i}^j(i)$ from the $j$-th received signal $y_{tj}^j$ in the received signal sequence $\mathbf{y}_t$, which is given by

$$L[c_{tj-T_i}^j(i) | y_{tj}^j] = \ln \left( \frac{e^{-\frac{||y_{tj}^j - c_{tj-T_i(i)}^j||^2}{2\sigma^2}}}{\sum_{s \in \chi} e^{-\frac{||y_{tj}^j - s||^2}{2\sigma^2}}} \right). \quad (1)$$

After demodulating all $m$ sub-blocks associated with the received signal sequence $\mathbf{y}_t$, the obtained LLRs $L[c_{tj-T_i}^j(i)]$ are then passed to the inverse bit delay module to recover $L[c_{tj}^j(i)]$. Then, $L[c_{tj}^j(i)]$ enters an $m$-to-1 parallel to serial module.

Note that at time $t$, the LLRs $L[c_{tj-T_i}^j(i) | y_{tj}^j]$ of all coded bits $\{c_{tj-T_i}^j(i)\}$ for code $\mathbf{c}_{t-T_{\text{max}}}$ are obtained, these LLRs are sent to the decoder to recover the transmitted codeword $\mathbf{c}_{t-T_{\text{max}}}$. When the decoder successfully decodes the transmitted codeword $\mathbf{c}_{t-T_{\text{max}}}$ at time $t$, all the sub-blocks of the codeword $\mathbf{c}_{t-T_{\text{max}}}$ are known to the receiver. In this case, the decoder feeds back to the delayed sub-blocks to the demapper, which will refine its demodulation outputs for other sub-blocks at time slots $t' \in \{t - T_{\text{max}} + 1, t - T_{\text{max}} + 2, \ldots, t\}$. Let us assume that at
time \( t' \), the sub-blocks of \( \mathbf{c}_{t' - T_{0}}(\omega) \) are known, where \( T_{0} \neq 0 \) representing the delay of the \( \omega \)-th sub-block for the codeword \( \mathbf{c}_{t' - T_{0}} \). Then the undelayed sub-blocks and the delayed sub-blocks \( \mathbf{c}_{t' - T_{0}}(i) \) with delay \( T_{0} < T_{0} \) can be demodulated with the known \( \mathbf{c}_{t' - T_{0}}(\omega) \). The LLR output of the demapper for these undelayed and less delayed coded bits is given by

\[
L[c_{t' - T_{0}}(i) | y_{t'}, e_{t' - T_{0}}(\omega)] = \ln \left( \frac{1}{\sum_{b=0}^{1} \sum_{z_{t'} \in \{0,1\}^{z_{t'}} | e_{t' - T_{0}}(\omega) = b} e^{-\frac{||y_{t'} - z_{t'}||^{2}}{2\sigma^{2}}} P_{b}(c_{t' - T_{0}}(\omega))} \right)
\]

At time \( t' \), with the estimated probability for sub-blocks of \( \mathbf{c}_{t' - T_{0}}(\omega) \), the demapper effectively has a probability weighted signal constellation. Therefore, compared to the initial demapper output in Eq. (1), this refined demapper output will also be improved.

Although DBICM is capable of improving the reliability in the demodulation, it inevitably creates a loss in spectrum efficiency due to the vacant sub-blocks resulted from the delay. Use \( T_{n} \) to represent the total number of time slots in a transmission frame in BICM, and the total number of time slots in a frame in DBICM is \( T_{n} + T_{\text{max}} \). Then, the spectrum efficiency of the DBICM is

\[
\eta_{\text{DBICM}} = mR \left( \frac{T_{n}}{T_{n} + T_{\text{max}}} \right),
\]

where \( mR \) is the spectrum efficiency of BICM. When the number of time slots \( T_{n} \) in a transmission frame is large, the spectrum efficiency loss can be seen as negligible. In addition, following Eq. (5) to minimize the spectrum efficiency loss, we only consider that the sub-blocks of the codewords are delayed by no more than one time slot, i.e., \( T_{\text{max}} = 1 \), throughout the paper. But the analysis and designs presented in this paper can be easily generalized to other delay schemes. We emphasize that DBICM decoder outputs decoded codewords in a streaming fashion, allowing users to receive and decode files continuously. Now with \( T_{\text{max}} = 1 \), the decoder is able to receive and output a codeword for each time slot (by using the undelayed sub-blocks from the previous time slot). Hence, DBICM is suitable for video streaming applications as the increased decoding latency is very minor for \( T_{\text{max}} = 1 \) and the loss of spectrum efficiency is negligible.

In this case, the soft-decision feedback from the decoder can also refine the demodulation outputs for other sub-blocks at time slots \( t' \in \{t - T_{\text{max}} + 1, t - T_{\text{max}} + 2, \ldots, t\} \), which has not been decoded yet. Note that the soft-decision feedback in DBICM is different from iterative detection and decoding which passes the LLR and extrinsic information from the demapper and the decoder to the current sub-block at each decoding iteration [32], as our scheme only passes the LLR and extrinsic information from the demapper and the decoder to other sub-blocks once for each sub-block. At time \( t' \), the estimated a priori probability of each coded bit in the sub-blocks of \( \mathbf{c}_{t' - T_{0}}(\omega) \) is computed following Eq. (3), where \( T_{0} > 0 \) representing the delay of the \( \omega \)-th sub-block for the codeword \( \mathbf{c}_{t' - T_{0}} \). Then the undelayed sub-blocks and the delayed sub-blocks \( \mathbf{c}_{t' - T_{0}}(i) \) with delay \( T_{0} < T_{0} \) can be demodulated with the estimated probability of each bit in \( \mathbf{c}_{t' - T_{0}}(\omega) \). The LLR output of the demapper for these undelayed and less delayed coded bits is given by

\[
L[c_{t' - T_{0}}(i) | y_{t'}, e_{t' - T_{0}}(\omega)] = \ln \left( \frac{1}{\sum_{b=0}^{1} \sum_{z_{t'} \in \{0,1\}^{z_{t'}} | e_{t' - T_{0}}(\omega) = b} e^{-\frac{||y_{t'} - z_{t'}||^{2}}{2\sigma^{2}}} P_{b}(c_{t' - T_{0}}(\omega))} \right)
\]
transmitted at time slot \( t \). On the other hand, for DBICM, sub-blocks \( c_{r-T}(i) \), \( i \in \{0, \ldots, m-1\} \), from multiple codewords are modulated to a sequence of signals \( z_2 \) and transmitted at time slot \( t \). Here, the DBICM system with delay scheme \( T = [0, 1, 0, 1] \), indicating sub-blocks \( c_r(1) \) and \( c_r(3) \) are delayed by one time slot. Note that, the DBICM systems need \( T_{\max} \) more time slots to transmit the same number of codewords as that of BICM systems. Here, in Fig. 3 the DBICM scheme need \( T_n + 1 \) time slots to transmit \( T_n \) codewords. Furthermore, in DBICM, each codeword \( c_r \) is divided into the delayed sub-blocks, \( c_r(1) \) with \( c_r(3) \), and the undelayed sub-blocks \( c_r(0) \) with \( c_r(2) \). Consequently, the delay also creates vacant places at time slot \( t = 0 \) and \( t = T_n \). We fill these vacant places as all-zero, and they are known by both the transmitter and the receiver sides. For some applications such as optical communications and video streaming, where the transmission frame \( T_n \) is usually large compared to \( T_{\max} = 1 \), the DBICM systems investigated in this paper have a negligible loss of spectrum efficiency over BICM according to Eq. 5.

It has been shown in [14] that iterative detection and decoding is possible to further improve the demapping and decoding performance for DBICM at the price of latency and complexity. However, for practical consideration, this paper focuses on DBICM without iterative processing.

### III. Capacity Analysis for DBICM

In this section, we discuss the capacity of the BICM and DBICM schemes. We also provide essential definitions that will be useful in the later analysis. Let us consider a system with a memory-less discrete-input and continuous-output channel, with input \( z \) and output \( y \). For simplicity, we drop the subscript and superscript of symbols \( z \) and \( y \) with slightly abused notations.

For a BICM scheme with the ideal interleaving assumption, all bit-channels are independent [2]. In this case, the \( i \)-th bit-channel capacity, note as \( C_{i,\text{BICM}} \), can be written as the mutual information between the input \( b \) and its channel output \( y \), as shown in [2]

\[
C_{i,\text{BICM}} = 1 - \sum_{b, y} \log_2 \frac{\sum_{\chi_2 \in \chi} P(y|\chi) P(\chi)}{\sum_{\chi_2, \chi} P(y|\chi) P(\chi) P(b|\chi_2)}
\]  

where \( \chi^D \) denotes the subset of all the signals \( b \in \chi \) whose \( i \)-th bit being \( b \in \{0, 1\} \), and

\[
P(y|\chi) = e^{-\frac{|y|^2}{2\sigma^2}}
\]

is the channel conditional probability density function, while \( \sigma^2 \) being the noise variance per real dimension. Then, the capacity of the BICM scheme can be computed as [2]

\[
C_{\text{BICM}} = \sum_{i=0}^{m-1} C_{i,\text{BICM}} = m - \sum_{i=0}^{m-1} \sum_{b, y} \log_2 \frac{\sum_{b, \chi} P(y|\chi) P(\chi)}{\sum_{\chi_2, \chi} P(y|\chi) P(\chi) P(b|\chi_2)}
\]

Now, we introduce the following definition related to the symmetric property of Gray labeled square \( M \)-QAM BICM systems.

**Definition 1.** A pair of bits, \( j \) and \( j' \) \( \in \{1, \ldots, m\} \), and \( j \neq j' \), in the Gray labeled \( M \)-QAM are said to be symmetric bits if they have identical bit-channel capacities, such that

\[
C_{j,\text{BICM}} = C_{j',\text{BICM}}
\]

For simplicity, we consider decomposable Gray labeled \( M \)-QAM with square signal constellations which are the Cartesian product of the real and complex Gray labeled \( \sqrt{M} \)-PAM constellations. To be specific, in the Gray labeled \( M \)-QAM, the first \( m/2 \) bits with labels \( A = \{0, \ldots, \frac{m}{2} - 1\} \) are mapped to the real part of the constellation, while the rest of bits with labels \( B = \{\frac{m}{2}, \ldots, m - 1\} \) are mapped to the imaginary part of the constellation. As a result, the BICM scheme has symmetric bit-channel capacities between set \( A \) and \( B \), since the real and imaginary parts are independent and symmetric. Recall Definition 1, each labeled bit in \( A \) has a symmetric bit in \( B \), and vice versa.

For a DBICM scheme, the bit-channel capacity of an undelayed coded bit is conditioned on the decoded information of the delayed sub-blocks under the delay scheme \( T \). Let us denote by \( D = \{i|T_i \neq 0\} \) and \( \tilde{D} = \{i|T_i = 0\} \) the collection of coded bit labels for the corresponding delayed and undelayed sub-blocks \( c_{r-T}(i) \), respectively. Let \( b_D \in \mathbb{Z}_2^{2|D|} \) be a realization of the delayed coded bits, i.e., each delayed coded bit has a value of either 0 or 1. Then, under the delay scheme \( T \), the DBICM bit-channel capacity of an undelayed coded bit with label \( k \in \mathbb{D} \), \( C_{k,\text{DBICM}} \), is given by [14]

\[
C_{k,\text{DBICM}} = I(b;y|D) = 1 - \frac{1}{2|D|} \sum_{b_D \in \mathbb{Z}_2^{2|D|}} \sum_{y \in \mathbb{Z}_2} \log_2 \frac{\sum_{\chi_2 \in \chi^D} p(y|\chi) p(\chi)}{\sum_{\chi_2, \chi} p(y|\chi) p(\chi) p(b|\chi_2)}
\]

where \( \chi_{b_D}^D \subseteq \chi_b \) represents the set of constellation points where the label of the delayed coded bits being \( b_D \), \( \chi_{b_D}^k \subseteq \chi_{b_D}^D \) is the collection of constellation points where the label of the delayed coded bits being \( b_D \) and the label of the \( k \)-th undelayed coded bit being \( b \). To show the relationship among \( \chi_{b_D}^k \subseteq \chi_{b_D}^D \) and \( \chi_{b_D}^k \subseteq \chi_{b_D}^D \), we give an example as follows.

**Example 1.** Consider a Gray labeled \( 64 \)-QAM DBICM system with \( T = \{0, 0, 0, 1, 1\} \) corresponds to \( D = \{4, 5\} \). There are \( 2|D| = 4 \) different \( b_D \), i.e., \( \{0, 0\}, \{0, 1\}, \{1, 0\}, \{1, 1\} \), and each \( b_D \) creates partitions in the constellation. We use four different markers, as indicated in Fig. 4(a) to represent the constellation points of \( \chi_{b_D}^D \) under four different realizations of \( b_D \).

To investigate the term inside the expectation of Eq. (10) under the delay scheme \( T \), it is necessary to look into the subset \( \chi_{b_D}^k \subseteq \chi_{b_D}^D \) regarding the undelayed bit with label \( k \) being \( b \) and the delayed coded bits \( D \) being \( b_D \). Take the third undelayed bit (\( k = 3 \)) as an example. In Fig. 4(b) we use red and blue colors to represent the constellation points where the label of the third coded bit being 0 and 1, respectively. Thus, different colors and markers visualize 8 subsets \( \chi_{b_D}^k \subseteq \chi_{b_D}^D \) as shown in Fig. 4(b).

For the delayed coded bits, their bit-channel capacities are unchanged from BICM. In this way, the DBICM capacity for
in DBICM, which will be discussed in the next section. Since the DBICM capacity depends on delay calculated separately from Eq. (6) and Eq. (10), which is given by

\[ C = \sum_{j \in D} C_{j,\text{BICM}} + \sum_{k \in D} C_{k,\text{DBICM}}, \]  

(11)

where \( j \) and \( k \) label the delayed and undelayed coded bits, separately. Since the DBICM capacity depends on delay schemes, the design of delay schemes is an important issue in DBICM, which will be discussed in the next section.

IV. DESIGN OF DBICM DELAY SCHEMES

In this section, we first show several characteristics of DBICM capacity over AWGN channels. We show the comparison of spectral efficiency of Gray labeled \( M \)-QAM DBICM systems with different delay schemes and their underlying \( \sqrt{M} \)-PAM DBICM systems. Then, we determine the optimal delay scheme under a fixed \( T_{\text{max}} \) that allows Gray labeled \( M \)-QAM DBICM to achieve a target spectrum efficiency with the lowest SNR. We emphasize that randomly choosing the delay scheme may result in negligible improvement from BICM capacity. Therefore, finding the optimal delay scheme is crucial for obtaining the maximum capacity gain of DBICM over BICM.

First, we note that when \( T_{\text{max}} = m - 1 \), where \( m = \log_2 M \) is the modulation level, the delay scheme \( T = [0, 1, \ldots, m - 1] \) and its permutation, achieve the constellation constrained capacity, regardless of constellations, labeling, and SNR, as shown in Appendix A. However, to construct such a capacity-achieving delay scheme, the maximum number of delayed time slots \( T_{\text{max}} \) needs to increase with the constellation size. As a result, a large \( T_{\text{max}} \) could introduce high decoding latency and complexity as the decoding of each codeword requires to detect the signals received during \( T_{\text{max}} + 1 \) time slots. Since we restrict ourselves with \( T_{\text{max}} = 1 \) to minimize the spectrum efficiency loss, we need to find the optimal delay scheme under this condition that achieves a target spectrum efficiency with the lowest SNR.

A. Properties of the Delay Schemes

In this section, we present two important properties and a proposition for the capacity of the DBICM schemes. First, the bit-channel capacities of a Gray labeled \( M \)-QAM DBICM system can be independently considered via two \( \sqrt{M} \)-PAM DBICM systems. We now formulate this independent property as the following theorem.

**Theorem 1.** Let the delay scheme \( T = [T_i]_{i=1}^{m-1} = [T_A, T_B] \), \( T_A = [T_i]_{i \in A}, T_B = [T_i]_{i \in B}, A = \{0, 1, \ldots, m - 1/2\} \) and \( B = \{m/2, m/2 + 1, \ldots, m-1\} \). For any \( T_A, T_B \), and \( T_{\bar{A}}, T_{\bar{B}} \), where \( T_B \neq T_{\bar{B}} \), we have the \( k \)-th undelayed bit-channel capacity, when \( k \in A \), as

\[ C_{k,\text{DBICM}}^{[T_A, T_B]}(M-QAM) = C_{k,\text{DBICM}}^{[T_A, T_{\bar{B}}]}(M-QAM) = C_{k,\text{DBICM}}^{[T_A, T_{\bar{B}}]}(\sqrt{M}-PAM). \]

(12)

Alternatively, for any \( T_A, T_{\bar{A}}, T_B, T_{\bar{B}}, \) where \( T_A \neq T_{\bar{A}} \), we have the \( k \)-th undelayed bit-channel capacity, when \( k \in B \), as

\[ C_{k,\text{DBICM}}^{[T_A, T_B]}(M-QAM) = C_{k,\text{DBICM}}^{[T_{\bar{A}}, T_B]}(M-QAM) = C_{k,\text{DBICM}}^{[T_{\bar{A}}, T_B]}(\sqrt{M}-PAM). \]

(13)

**Proof.** See Appendix [B].

Theorem [1] shows that \( T_A \) and \( T_B \) only affect the bit-channel capacities for coded bits in group \( A \) and \( B \) independently. In other words, the bit-channel capacity for any real part bit in \( A \) is only affected by the delay scheme of other real part bits and it is not affected by the imaginary bits, whether they are delayed or not delayed. The same is true for the bit-channel capacity of any imaginary part bit in \( B \). For example, consider two Gray labeled 64-QAM DBICM systems with \( T = [1, 0, 0, 0, 0, 1] \) and \( T = [1, 0, 1, 0, 0, 1] \) and a Gray labeled 8-PAM DBICM system with \( T = [1, 0, 0, 0, 0, 0, 1] \).
Their second bit share identical bit-channel capacity as shown in Fig. 5.

Fig. 5. Bit capacity comparison for the 2nd bit in 8-PAM DBICM and 64-QAM DBICM, while the first three bits shares identical delay schemes in all three DBICM systems.

Furthermore, Theorem 1 also indicates that any coded bit in an $M$-QAM DBICM with delay scheme $T = [T_A, T_B]$ has identical bit-channel capacities as its corresponding coded bit in $\sqrt{M}$-PAM DBICM with delay scheme $T_A$ or $T_B$. Therefore, the bit-channel capacities in an $M$-QAM DBICM can be computed from two $\sqrt{M}$-PAM DBICM. In addition, when none of the coded bits in group $A$ or $B$ are delayed, we have the following corollary for the bit-channel capacities.

**Corollary 1.** With none of the coded bits in group $A$ being delayed, the $k$-th bit-channel capacity, when $k \in A$, can be expressed as

$$C_{k,\text{DBICM}}(M\text{-QAM}) = C_{k,\text{BICM}}(M\text{-QAM}) = C_{k,\text{BICM}}(\sqrt{M}\text{-PAM}).$$

Alternatively, with none of the coded bits in group $B$ being delayed, the $k$-th bit-channel capacity, when $k \in B$, can be expressed as

$$C_{k,\text{DBICM}}(M\text{-QAM}) = C_{k,\text{BICM}}(M\text{-QAM}) = C_{k,\text{BICM}}(\sqrt{M}\text{-PAM}).$$

**Theorem 2.** The capacities of two uniform Gray labeled $M$-QAM DBICM systems under symmetric delay schemes which are defined in Definition 2 are the same. That is,

$$C_{\text{DBICM}}^T(M\text{-QAM}) = C_{\text{DBICM}}^T(M\text{-QAM}).$$

**Proof.** See Appendix D.

Theorems 1 and 2 show that the effects from delay coded bits in groups $A$ and $B$ are independent and symmetric. Besides, in uniform Gray labeled BICM, two successive PAM symbols in real Gaussian noise are equivalent to a QAM symbol in circular symmetric complex Gaussian noise in BICM schemes [33]. Therefore, following Theorems 1 and 2 as well as the nature of uniform Gray labeled QAM, we conclude the DBICM capacity relationship between $M$-QAM and its underlying $\sqrt{M}$-PAMs as the following proposition.

**Proposition 1.** For a uniform Gray labeled $M$-QAM DBICM system under a delay scheme $T = [T_A, T_B]$, where $T_A$ and $T_B$ are defined in Theorem 1 we have

$$C_{\text{DBICM}}^T(M\text{-QAM}) = C_{\text{DBICM}}^T(\sqrt{M}\text{-PAM}) + C_{\text{DBICM}}^T(\sqrt{M}\text{-PAM}).$$

**Proof.** See Appendix D.

Proposition 1 shows that the capacity of a uniform Gray labeled $M$-QAM is the sum of the capacities of its underlying uniform Gray labeled $\sqrt{M}$-PAM DBICM systems. For example, a uniform Gray labeled 64-QAM DBICM system with a delay scheme $T = [0, 1, 0, 1, 1, 0]$ can be written as follows,

$$C_{\text{DBICM}}^{[0,1,0,1,1,0]}(64\text{-QAM}) = C_{\text{DBICM}}^{[0,1,0]}(8\text{-PAM}) + C_{\text{DBICM}}^{[1,1,0]}(8\text{-PAM}).$$

Therefore, the capacity analysis for DBICM $M$-QAM is reduced to that of the underlying DBICM $\sqrt{M}$-PAM under the delay scheme $T_A$ and $T_B$. Then, the optimum delay scheme $T^*$ for a DBICM $M$-QAM with a given $E_b/N_0$ is that

$$C_{\text{DBICM}}^{T^*}(M\text{-QAM}) = \max_{T_A, T_B \in F_2^M} \{C_{\text{DBICM}}^{T_A}(\sqrt{M}\text{-PAM}) + C_{\text{DBICM}}^{T_B}(\sqrt{M}\text{-PAM})\}.$$

In what follows, under the constraint of $T_{\max} = 1$, we provide a method to find the optimal delay scheme $T^*$ with 2 steps.

1) Find the optimal delay scheme $T_{\max}$ among all possible delay schemes for the underlying DBICM $\sqrt{M}$-PAM that gives the largest capacity, such that

$$C_{\text{DBICM}}^{T_{\max}}(\sqrt{M}\text{-PAM}) = \max_{T_A, T_B \in F_2^M} \{C_{\text{DBICM}}^{T_A}(\sqrt{M}\text{-PAM})\}. $$

2) The optimal delay scheme $T^*$ for DBICM $M$-QAM is then obtained as

$$T^* = [T_{\max}, T_{\max}] = [T_A^*, T_B^*], $$

where choosing $T_{\max} = T_A^*$ leads to the largest capacity of DBICM $M$-QAM according to Eq. (19).

We point out that the computational complexity for finding the optimal delay scheme for a DBICM $M$-QAM is reduced...
by using our method. We first consider the situation where the largest number of delayed time slot is $T_{\text{max}} = 1$. For a given $E_s/N_0$, the computational complexity for exhaustive search is with $O(M^2)$ because the constellation size is $M$ and there are $M$ possible delay schemes in total. In contrast, our method has a reduced complexity of $O(M)$ as for a $\sqrt{M}$-PAM there are $\sqrt{M}$ delay schemes in total. Hence, even finding the optimal delay scheme for 1024-QAM DBICM is still practical by using the proposed method. In general, the number of possible delay schemes can be magnified as the largest number of delayed time slots $T_{\text{max}}$ increases. For example, there are $(T_{\text{max}} + 1)^{\log_2 M}$ and $(\sqrt{T_{\text{max}} + 1})^{\log_2 M}$ possible delay schemes in total for $M$-QAM and $\sqrt{M}$-PAM DBICM, respectively. Therefore, this method has greatly reduced the computational complexity from $O(M(T_{\text{max}} + 1)^{\log_2 M})$ to $O(\sqrt{M}(\sqrt{T_{\text{max}} + 1})^{\log_2 M})$.

B. Design Examples

![Fig. 6. Capacity comparison between DBICM, CM and BICM.](image)

In this section, we apply the proposed method to find the optimum delay scheme for a variety of modulation levels and code rates. We consider a uniform Gray labeled 64-QAM DBICM system. First, we compute the capacity of 8-PAM DBICM with all distinct delay schemes. Note that the delay schemes $T_0 = [0,0,0]$ and $T_1 = [1,1,1]$ are excluded because the bit-channel capacities under these delay schemes are the same for BICM. When the spectral efficiencies are 0.75 and 1.5 bits/symbol, the optimal delay scheme for 8-PAM DBICM is $T_3 = [1,0,1]$ and $T_0 = [0,0,1]$, respectively. Therefore, we obtain the optimal delay schemes $T_1 = [1,0,1,0,1]$ and $T_0 = [0,0,1,0,0,1]$ for 64-QAM DBICM at spectral efficiencies of 1.5 and 3 bits/s/Hz, corresponding to code rates 1/4 and 1/2, respectively.

In Fig. 6 we plot the 64-QAM DBICM capacities under the optimal delay schemes and compare them with the constellation constrained capacity and BICM capacity of 64-QAM. At rate 1/4, DBICM with the optimized delay scheme $T = [1,0,1,0,0,1]$ is within 0.1 dB of the constellation constrained capacity at a spectral efficiency of 1.5 bits/s/Hz and is 0.7 dB better than its BICM counterpart. The DBICM capacity of another delay scheme $T = [0,0,1,0,0,1]$ optimized for rate 1/2 is even within 0.01 dB of the constellation constrained capacity at a spectral efficiency of 3 bits/s/Hz, while obtaining a capacity improvement of around 0.45 dB over its BICM counterpart. We would point out that when the code rate is higher than 1/2, the DBICM and BICM capacities are very close to that of the constellation constrained capacity.

In Table I we list the optimal delay schemes for DBICM systems with Gray labeled square 16-QAM, 64-QAM, 256-QAM and 1024-QAM constellations at four code rates, $\frac{1}{2}, \frac{1}{3}, \frac{2}{3},$ and $\frac{3}{4}$. In addition, we also listed the capacity gap between the DBICM with optimal delay scheme and the constellation constrained capacity, as well as the corresponding capacity gain over BICM in Table I. It can be observed that the capacity of DBICM becomes very close to that of the constellation constrained capacity when the code rate increases and the gain of DBICM over BICM increases with constellation size $M$. One may also notice that the capacity improvement from BICM to DBICM is not large in the high code rate region for uniform Gray labeled QAM. However, this may not be the case for other constellations as previous work in [14] shows that DBICM with quasi-Gray labeled half 16-QAM can achieve up to 0.4 dB capacity gain over BICM at rate 3/4.

V. IRREGULAR LDPC FINITE CODE DESIGN FOR DBICM

In this section, we provide a code construction and optimization method for DBICM with irregular LDPC codes. Recall that UEP exists in high order modulation systems, where not all bit-channels are with equal capacities. When designing irregular LDPC codes for DBICM, it is important to take UEP into account. In particular, we take special consideration of the connection between variable nodes (VNs) with different degrees and various bit-channels, which we refer to as the channel assignment. The conventional LDPC code design needs to optimize the degree distributions for the VNs and check nodes (CNs). However, the code design in this paper needs to consider both the degree distributions and the channel assignment. As in conventional LDPC codes [24], our code design adopted a concentrated CN degree $d_v$, such that for $j \in \{1, \ldots, N(1 - R)\}$, the $j$-th CN, denoted by $c_j$, is connected with $d_v$ VNs. Then, we apply differential evolution (DE) [35] to optimize both the VN degree distributions and channel assignments, subject to the lowest decoding threshold. The decoding threshold is computed via PEXIT chart, appreciating its high accuracy in estimating the decoding threshold for high order modulated LDPC codes [25].

A. Protograph-EXIT Chart Based Code optimization Algorithm

To model the channel assignment, we first classify bit-channels into different bit-channel types according to their corresponding bit-channel capacities, such that all the bit-channel capacities are identical within each bit-channel type. For example, in a uniform Gray labeled 64-QAM DBICM with a delay scheme $T = [0,0,1,0,0,1]$, we classify six bit-channels into three bit-channel types regarding their capacities. We show the mapping between bit-channels and bit-channel
types in Table I. In this example, type \( i \) bit-channels have higher capacities than type \( i + 1 \) bit-channels, for \( i \in \{0,1\} \) and for all SNR.

### TABLE I

**AN EXAMPLE OF BIT-CHANNEL CLASSIFICATION IN DBICM SCHEME.**

| Bit-channel Type | 0   | 1   | 2   |
|------------------|-----|-----|-----|
| Bit-channel      | [0, 3]| [1, 4]| [2, 5]|

Let the VN degree distribution vector be \( \lambda = [\lambda_j]_{j=1}^V \), where the \( \lambda_j \) represents the fraction of all edges connected to degree-\( j \) VNs and \( V \) is the maximum number of VN degrees. Thus, \( \lambda_j \) should satisfy the following constraints:

\[
0 \leq \lambda_j \leq 1, \quad \text{and} \quad \sum_{j=1}^V \lambda_j = 1. \tag{22}
\]

Let us define a channel assignment matrix \( P \in \mathbb{R}^{S \times V} \), where \( S \) is the number of bit-channel types, and \( p_{i,j} \in P \) is the element in the \( i \)-th row and \( j \)-th column representing the fraction of degree-\( j \) VNs assigned to the \( i \)-th bit-channel type. Note that the channel assignment matrix \( P \) is a generalized version of that in [27] where matrix \( P \) only has two rows since all bit-channels are classified into two types, i.e., the reliable and the unreliable channels. This generalization can improve the accuracy of decoding threshold analysis since the capacity differences between all bit-channels are considered via the channel assignment matrix \( P \) in this paper. This is important for high levelmodulations.

Let \( m_i \) be the number of bit-channels of channel type \( i \in \{0,\ldots,S-1\} \). The channel assignment matrix \( P \) can be generated from \( \lambda \) with the following constraints:

\[
\begin{aligned}
0 \leq p_{i,j} & \leq 1, \\
\sum_{i=0}^{S-1} \sum_{j=1}^V p_{i,j} & = 1, \\
\sum_{i=0}^{S-1} p_{i,j} & = \lambda_j, \forall j \in \{1,\ldots,V\}, \\
\sum_{j=1}^V p_{i,j} & = \frac{m_i}{m}, \forall i \in \{1,\ldots,S\}. 
\end{aligned} \tag{23a-23d}
\]

Eqs. (23a-23b) specify the range for each element \( p_{i,j} \) and its general constraint for \( p_{i,j} \in P \). Eq. (23c) specifies the relationship between different channel types of the same VN degree \( j \) in \( P \) and \( \lambda_j \). The relationship between the edges of a specific channel type and the number of bit-channels in the specific type is described by Eq. (23d). Although all the bit-channels need to be used in the coding scheme, randomly choosing a channel assignment could lead to performance degradation.

Now, with these constraints for \( \lambda \) and \( P \), we can construct LDPC codes for DBICM and compute its decoding threshold \( \theta \) via PEXIT chart. In the following, we optimize \( \lambda \) and \( P \) with a minimum \( \theta \). Note that, since there are \( V \) unknown variables, one equation and one inequality in Eq. (22), there are \( V-1 \) free variables, which are needed to be optimized for \( \lambda \). Similarly, for \( p_{i,j} \in P \) in Eqs. (23a-23d), \( S \times V - S - V - 1 \) free variables are needed to be optimized. In general, these free variables can be any real numbers within their associated ranges, leading to a huge optimization space. In this paper, we resort to DE to optimize \( \lambda \) and \( P \) for the proposed DBICM schemes. Ideally, the VN distribution \( \lambda \) and channel assignment matrix \( P \) should be optimized jointly via nesting the optimization for \( \lambda \) and \( P \) together, which means that DE is performed recursively. The recursive use of DE results in a very high optimization complexity even for a moderate population size in each DE. Hence, as a practical alternative, a two-step cascaded DE is used to optimize \( \lambda \) and \( P \) in each step individually. In both DE steps, the inputs are composed of \( N_1 \) optimization object candidates. These \( N_1 \) candidates are evolved through \( N_2 \) generations to reduce the decoding threshold.

In the following, we introduce the parameters used in the code optimization algorithm. We denote the index of the current generation by \( k \) in the DE, and the candidate sets for \( \lambda \) and \( P \) in the \( k \)-th generation by \( C_\lambda^k \) and \( C_P^k \), respectively, where \( k \in \{0,\ldots,N_2\} \), \( k = 0 \) represents the randomly initialized generation and \( N_2 \) denotes the maximum number of generations allowed for DE. For each generation, the population size is \( N_1 \). Let \( \lambda_i^k \) and \( P_i^k \), \( i \in \{1,\ldots,N_1\} \), be the \( i \)-th candidate in the \( k \)-th generation of \( C_\lambda^k \) and \( C_P^k \), respectively. Let \( H_i^k \) represent the parity-check matrix associated with \( \lambda_i^k \) or \( P_i^k \) and the corresponding decoding threshold \( \theta_i^k \) is computed from PEXIT chart. Let \( \theta^* \), \( \lambda^* \), \( P^* \) and \( H^* \) be the optimized decoding...
Algorithm 1 Code optimization Algorithm

**Inputs:** $C^T_{\text{DBICM}}, i \in \{0, 1, \ldots, m-1\}.$

**Output:** $H^*$

1: **Initialise:** Set $\theta^* = \infty$, randomly generate $C^0_{\Lambda^i}$, where $\Lambda$ follows the constraints in Eq. (22).
2: for $k = 0 : N_2-1$ do
3: for $i = 1 : N_i$ do
4: Generate $H^k_{\Lambda^i}$ from $\Lambda^i$ via the conventional PEG algorithm [10].
5: Calculate $\theta^k_{\Lambda^i}$ for $H^k_{\Lambda^i}$ using PEXIT chart [28] with given $C^T_{\text{DBICM}}$.
6: if $k > 0$ then
7: if $\theta^{k-1}_{\Lambda^i} < \theta^k_{\Lambda^i}$ then
8: $\Lambda^i = \Lambda^{k-1}_{\Lambda^i}.$
9: end if
10: if $\theta^k_{\Lambda^i} < \theta^*$ then
11: $\theta^* = \theta^k_{\Lambda^i}, \Lambda^* = \Lambda^{k}_{\Lambda^i}.$
12: end if
13: end if
14: end for
15: Generate $C^{k+1}_{\Lambda^i}$ from $C^k_{\Lambda^i}$ via mutation and recombination in DE [35].
16: end for
17: **Initialise:** Randomly generate $C^0_P$ from $\Lambda^i$, $\forall P \in C^0_P$ satisfies Eqs. (23a), (23b).
18: Change the optimization object $\Lambda$ to $P$ and replace the code construction algorithm in Step 4 by Algorithm 2[34] and then repeat Steps 2-16.

Algorithm 2 Constrained PEG-like Algorithm

**Inputs:** $P, N, d_c, R, m,$ and $[m_i]_{i=1}^N \in \{0, \ldots, S-1\}.$

**Output:** $H^*$

1: **Initialise:** $H = 0_{N \times (R \cdot N)}, N = a = 0.$
2: for $i = 0 : S-1$ do
3: Generate $g_i$ from $P$ via Eq. (23).
4: end for
5: for $i = 1 : N$ do
6: $a_{\phi((i-1)m)} = a_{\phi((i-1)m)} + 1.$
7: for $l = 1 : S_{\phi((i-1)m)}, a_{\phi((i-1)m)}$ do
8: Find the most distant CNs, connected with less than $d_c$ VNs, from $g_i$.
9: if Multiple CN candidates exist then
10: Randomly choose a CN $c_{j}$, among the available CN candidates.
11: $H_{i,j} = 1.$
12: end if
13: end for
14: end for

In Algorithm 2, Steps 2-4 generate $g_i, i \in \{0, \ldots, S-1\}$, that satisfies the channel assignments $P$. Then all $g_i$ are applied to the PEG algorithm as the constraints to construct LDPC codes in Steps 5 to 14.

VI. NUMERICAL RESULTS

In this section, we construct and optimize LDPC codes for uniform Gray labeled $M$-QAM DBICM, $M = \{16, 64\}$, with the optimal delay schemes listed in Table I[34] We also evaluate the BER performances of the designed codes via simulation. The LDPC code rates for the DBICM schemes are 1/4, 2/5 and 1/2. The codeword lengths for 16-QAM and 64-QAM are 100, 000 and 120,000, respectively. In particular, we set the maximum number of VN degree $V = 10$, as a higher value of $V$ imposes larger optimization complexity.
but marginal performance improvement. The concentrated CN degrees of 4, 5 and 7 are applied for code rates 1/4, 2/5, and 1/2, respectively. For the parameters employed in DE, the differential weight and crossover probability are set to 0.5 by following [35]. We also set population number $N_1$ scaling with the size of $\lambda$ or $P$, such as $10(V - 1)$ and $10(SV - 1)$ for $C_\lambda$ and $Q_P$, respectively. We set the number of generations in both DE steps for $\lambda$ and $P$ to $N_2 = 10$, as it is observed that the improvements of the designed codes’ decoding thresholds are minor. We also design LDPC codes for BICM by using our code optimization algorithm and the constrained PEG-like algorithm for comparison benchmark.

The bit-channel assignments and their corresponding decoding threshold, for 16-QAM and 64-QAM, are listed in Table III and Table IV separately. It can be observed that the designed LDPC codes for DBICM have better decoding thresholds than the corresponding BICM. For instance, the designed LDPC codes for DBICM with the optimal delay scheme at rate 1/4 can reduce decoding thresholds by 0.4674 dB and 0.7129 dB over BICM for 16-QAM and 64-QAM, respectively. Also, the decoding thresholds for all designed codes are within 0.8 dB to their corresponding capacity limits.

Figs. 7(a) and 7(b) show the BER simulation results for LDPC coded 16-QAM DBICM and 64-QAM DBICM, respectively. It can be observed that all the designed codes for DBICM outperform the corresponding LDPC coded BICM in the BER performances. For example, the designed LDPC coded DBICM can achieve BER performance gains of 0.5 dB and 0.7 dB over LDPC coded BICM for 16-QAM and 64-QAM, respectively at rate 1/4 and BER reaching $10^{-5}$. It can also be observed that the designed LDPC coded DBICM tends to have larger BER performance gains over LDPC coded BICM with the increasing modulation size and decreasing code rate. This result is consistent with the capacity improvement for DBICM over BICM shown in Table IV and the decoding threshold improvements in Table III and Table IV. Finally, the obtained BER performance for all designed LDPC codes is within 1 dB of their capacity limits and 0.2 dB of their decoding thresholds at a BER of $10^{-5}$. This shows the effectiveness of our proposed code construction and optimization algorithm for DBICM with LDPC codes in high order modulation systems.

VII. CONCLUSION

In this paper, we have designed and investigated the performance of uniform Gray labeled $M$-QAM DBICM with LDPC codes. Two important properties regarding the DBICM capacity and its underlying delay schemes are presented. By applying these two properties, we found the optimal delay schemes for uniform Gray labeled $M$-QAM DBICM systems. Moreover, we proposed a code optimization algorithm and a constrained PEG-like algorithm to design capacity-approaching irregular LDPC codes for DBICM systems with the optimal delay schemes. Numerical results show that the designed LDPC coded DBICM is within 1 dB of their capacity limits and it significantly outperforms their BICM counterparts for various rates and modulations. In future work, constellation design and quasi-cyclic LDPC code design for DBICM and DBICM-ID will be considered to further improve the decoding threshold and for hardware implementation.
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We denote the realization of the delayed coded bits in the constellation constrained capacity. Furthermore, we define the collection of delayed distributed over a constellation with size 2^R. We prove that delay schemes respectively. Consider an input distributed over a size 2^m whose label is B = {B_0, ..., B_{m-1}} and the corresponding channel output of a memory-less channel is Y, the capacity of DBICM with delay scheme T is

\[ C_{\text{DBICM}}^{[0,1,...,m-1]} = \sum_{i=0}^{m-1} I(B_i; Y | B_0, ..., B_{i-1}) = I(B; Y) \]

\[ = I(X; Y) = C_{CM}. \]  

\[ (25) \]

**APPENDIX A**

**PROOF OF THEOREM [1]**

We prove that Eq. (13) holds. Eq. (12) can be proved in a similar manner.

Define \( T_1 = [T_{A,1}, T_{B,1}] \) and \( T_2 = [T_{A,2}, T_{B,2}] \), where \( T_{A,1} \neq T_{A,2} \). The collection of delayed coded bit labels for delay schemes \( T_1 \) and \( T_2 \) are \( D_1 = \left\{ i | T_{1,i} \neq 0 \right\} \) and \( D_2 = \left\{ i | T_{2,i} \neq 0 \right\} \), respectively. Furthermore, we define the collection of delayed coded bits labels for delay schemes \( T_{A} \), \( T_{B} \) and \( T_{A,2} \) as \( D_{A} = D_{1} \cap A \), \( D_{B} = D_{1} \cap B \) and \( D_{A,2} = D_{2} \cap A \), respectively. We denote the realization of the delayed coded bits in \( D_{1} \), \( D_{2} \), \( D_{A,1} \), \( D'_{A,1} \), and \( D_{B} \) by \( b_{D_{1}}, b_{D_{2}}, b_{D_{A,1}}, b_{D'_{A,1}} \), and \( b_{D_{A,2}} \), respectively. Obviously, the following relationships hold

\[ D_1 = D_{A} \cup D_{B}, \quad D_2 = D'_{A,1} \cup D_{B}. \]

\[ b_{D_{1}} = [b_{D_{A,1}}, b_{D_{B}}], \quad b_{D_{2}} = [b_{D'_{A,1}}, b_{D_{B}}]. \]  

(26)

According to Eq. (10), the bit-channel capacities of the k-th undelayed bit, for \( k \in B \setminus D_{A} \), in the uniform Gray labeled M-QAM DBICM systems with delay schemes \( T_1 \) and \( T_2 \) are

\[ C_{k,\text{DBICM}}^{T_1} (M-QAM) = \frac{1}{2|D_{1}|} \sum_{b_{D_{1}} \in \mathcal{F}_{1}^{D_{1}}} \mathbb{E}_{b_{y},y} \left[ \log_2 \left( \sum_{z \in b_{y}, b_{z}} p(y|z) \right) \right] \]

\[ = \frac{1}{2|D_{1}|} \sum_{b_{D_{1}} \in \mathcal{F}_{1}^{D_{1}}} \mathbb{E}_{b_{y},y} \left[ \log_2 \left( \sum_{z \in b_{y}, b_{z}} p(y|z) \right) \right] \]

(25)

\[ \sum_{b_{D_{2}} \in \mathcal{F}_{2}^{D_{2}}} \frac{1}{2|D_{2}|} \left( \log_2 \left( \sum_{z \in b_{y}, b_{z}} p(y|z) \right) \right). \]  

\[ (27) \]

\[ C_{k,\text{DBICM}}^{T_2} (M-QAM) \]
\[1 - \frac{1}{2^{|D_1|}} \sum_{b_{D_2} \in 2^{D_2}} \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{\infty, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

\[= \frac{1}{2^{|D_1|}} \sum_{b_{D_2} \in 2^{D_2}} \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

\[= \frac{1}{2^{|D_1|}} \sum_{b_{D_2} \in 2^{D_2}} \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

(25)

To prove that Eq. (27) and Eq. (28) are identical, we show that the following holds for \( k \in \mathbb{B} \setminus \mathbb{D}_B \)

\[\frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} = \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \]

(29)

for any pair of \( D_1 \) and \( D_2 \) as long as Eq. (26) holds. Let \( \tilde{b} \) be the opposite bit value of \( b \). We note that

\[\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z) = \sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z) \]

\[= \frac{1}{2^{|D_1|}} \sum_{b_{D_2} \in 2^{D_2}} \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

(30)

where we define constellation symbols \( \mathbf{z}_0 \in \chi_{k, b_{D_1}}, \mathbf{z}_1 \in \chi_{k, b_{D_2}}, \mathbf{z}_2 \in \chi_{k, b_{D_1}}, \) and \( \mathbf{z}_3 \in \chi_{k, b_{D_2}} \). Recall Definition \[\mathbb{A} \] bits in positions within set \( \mathbb{A} = \{0, 1, \ldots, m-1\} \) and \( \mathbb{B} = \{m, m+1, \ldots, m-1\} \) are mapped to the real and imaginary part of the constellation points, respectively. Due to the Gray labeling, constellation symbols with the same real part or imaginary part share the same values for labeled bits in group \( \mathbb{A} \) or \( \mathbb{B} \). The relationship among the four subsets can be expressed as the following

\[\mathbb{R}(\mathbf{x}_{b_{D_1}}) = \mathbb{R}(\mathbf{x}_{b_{D_2}}), \quad \mathbb{R}(\mathbf{x}_{b_{D_2}}) = \mathbb{R}(\mathbf{x}_{b_{D_1}}), \quad \mathbb{I}(\mathbf{x}_{b_{D_1}}) = \mathbb{I}(\mathbf{x}_{b_{D_2}}), \quad \mathbb{I}(\mathbf{x}_{b_{D_2}}) = \mathbb{I}(\mathbf{x}_{b_{D_1}}). \]

(31)

For example, a 64-QAM DBICM shown in Fig. 8 with \( D_1 = \{2\} \) and \( D_2 = \{1\} \), \( k = 4 \) satisfies

\[\mathbb{R}(\mathbf{x}_{k, b_{D_1}}) = \mathbb{R}(\mathbf{x}_{k, b_{D_2}}) \quad \text{and}\quad \mathbb{R}(\mathbf{x}_{k, b_{D_2}}) = \mathbb{R}(\mathbf{x}_{k, b_{D_1}}), \]

\[\mathbb{R}(\mathbf{x}_{k, b_{D_2}}) = \mathbb{R}(\mathbf{x}_{k, b_{D_1}}) \quad \text{and}\quad \mathbb{R}(\mathbf{x}_{k, b_{D_1}}) = \mathbb{R}(\mathbf{x}_{k, b_{D_2}}), \]

\[\mathbb{I}(\mathbf{x}_{k, b_{D_1}}) = \mathbb{I}(\mathbf{x}_{k, b_{D_2}}) \quad \text{and}\quad \mathbb{I}(\mathbf{x}_{k, b_{D_2}}) = \mathbb{I}(\mathbf{x}_{k, b_{D_1}}). \]

As a result, from Eq. (30),

\[\|y - \mathbf{z}_0\|^2 + \|y - \mathbf{z}_1\|^2 = (\mathbb{R}(y) - \mathbb{R}(\mathbf{z}_0))^2 + (\mathbb{I}(y) - \mathbb{I}(\mathbf{z}_0))^2 \]

\[+ (\mathbb{R}(y) - \mathbb{R}(\mathbf{z}_1))^2 + (\mathbb{I}(y) - \mathbb{I}(\mathbf{z}_1))^2 \]

\[= (\mathbb{R}(y) - \mathbb{R}(\mathbf{z}_2))^2 + (\mathbb{I}(y) - \mathbb{I}(\mathbf{z}_2))^2 \]

(32)

\[+ (\mathbb{R}(y) - \mathbb{R}(\mathbf{z}_3))^2 + (\mathbb{I}(y) - \mathbb{I}(\mathbf{z}_3))^2 \]

\[= \|y - \mathbf{z}_2\|^2 + \|y - \mathbf{z}_3\|^2. \]

(33)

Substituting Eq. (33) into Eq. (30), we obtain Eq. (29). Hence, Eq. (27) and Eq. (28) are equal. For \( k \in \mathbb{B} \setminus \mathbb{D}_B \), this leads to

\[1 - \frac{1}{2^{|D_1|}} \sum_{b_{D_2} \in 2^{D_2}} \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

\[= \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

\[= \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

(34)

where (a) follows by letting \( \mathbb{D}_A = \emptyset \). Consequently, we can write Eq. (27) into

\[C_{k, \text{DBICM}}(M-QAM) \]

\[= \frac{1}{2^{|D_1|}} \sum_{b_{D_2} \in 2^{D_2}} \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]

(34)

where (a) follows by letting \( \mathbb{D}_A = \emptyset \). Consequently, we can write Eq. (27) into

\[C_{k, \text{DBICM}}(M-QAM) \]

\[= \frac{1}{2^{|D_1|}} \sum_{b_{D_2} \in 2^{D_2}} \mathbb{E}_{b_{y}|D_2} \left[ \log_2 \frac{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)}{\sum_{\mathbf{z} \in \chi_{k, b_{D_2}}} p(y|z)} \right] \]


\[ \log_2 \left( \frac{\sum_{z \in \mathcal{S}} \frac{1}{p(R(y)|z)} \left( \sum_{z \in \mathcal{S}} p(\mathcal{S}(y)|z) \right)}{\sum_{z \in \mathcal{S}} \frac{1}{p(R(y)|z)} \left( \sum_{z \in \mathcal{S}} p(\mathcal{S}(y)|z) \right)} \right) \]

where step (b) follows that \( \chi_{D_{b|D_{b}}} \) and \( \chi_{D_{b|D_{b}}} \) can be reconstructed via the Cartesian product of their real and imaginary parts. Step (c) follows that \( \chi_{D_{b|D_{b}}} = \chi_{D_{b|D_{b}}} \) as only labeled bits in group \( \mathcal{A} \) is associated with the real part of the constellation symbol. Similarly, substituting Eq. (34) into Eq. (28) results in:

\[ C^{T_{\text{DBICM}}}_{k,\text{DBICM}}(M:\text{QAM}) = C^{T_{\text{DBICM}}}_{k,\text{DBICM}}(\sqrt{M}:\text{PAM}). \]

This completes the proof.

**Appendix C**

**Proof of Theorem 2**

Proof. Since \( T \) and \( T' \) are a pair of symmetric scheme according to Def. 2, i.e., \( T = [T_{\mathcal{A}}, T_{\mathcal{B}}], T' = [T_{\mathcal{B}}, T_{\mathcal{A}}]. \) We denote the collection of the delayed coded bits in \( T \) and \( T' \) by \( D = \{i|iT_i \neq 0\} \) and \( D' = \{i|i'T_i' \neq 0\}. \) The relationship between \( k \in D \) and \( k' \in D' \) satisfies:

\[ k' = k + \frac{m}{T}, k \in D \cap \mathcal{A}, k' \in D' \cap \mathcal{B}, \]

\[ k' = k - \frac{m}{T}, k \in D \cap \mathcal{B}, k' \in D' \cap \mathcal{A}. \]

We also denote the collection of the undelayed coded bits in \( T \) and \( T' \) by \( \hat{D} = \{i|iT_i = 0\} \) and \( \hat{D}' = \{i|i'T_i' = 0\}. \) Similarly, the relationship between \( k \in \hat{D} \) and \( k' \in \hat{D}' \) satisfies:

\[ k' = k + \frac{m}{T}, k \in \hat{D} \cap \mathcal{A}, k' \in \hat{D}' \cap \mathcal{B}, \]

\[ k' = k - \frac{m}{T}, k \in \hat{D} \cap \mathcal{B}, k' \in \hat{D}' \cap \mathcal{A}. \]

Following Eq. (11), the delayed coded bit in a DBICM system has the same bit-channel capacity as that bit in a BICM system, we have:

\[ C^{T_{\text{DBICM}}}_{\text{DBICM}}(M:\text{QAM}) = \sum_{k \in D} C_{k,\text{BICM}}(M:\text{QAM}) + \sum_{k \in \hat{D}} C^{T}_{\text{DBICM}}(M:\text{QAM}). \]

\[ C^{T'_{\text{DBICM}}}(M:\text{QAM}) = \sum_{k' \in \hat{D}'} C_{k',\text{BICM}}(M:\text{QAM}) + \sum_{k' \in \hat{D}'} C^{T'_{\text{DBICM}}}(M:\text{QAM}). \]

Using Definition 1 and Eq. (37), each pair of symmetric bits share identical bit channel capacity, we have:

\[ \sum_{k \in D} C_{k,\text{BICM}}(M:\text{QAM}) = \sum_{k \in \hat{D}'} C_{k',\text{BICM}}(M:\text{QAM}). \]
By using Eqs. (12) from Theorem [1] the second terms in Eqs. (39-40) can be written as
\[ \sum_{k \in \mathbb{D}} C_{k,\text{DBICM}}^T(M\text{-QAM}) = \sum_{k \in \mathbb{N} \cap \mathbb{D}} C_{k,\text{DBICM}}^{T_k}(\sqrt{M}\text{-QAM}) + \sum_{k \in \mathbb{N} \cap \mathbb{D}} C_{k,\text{DBICM}}^{T_k}(\sqrt{M}\text{-QAM}), \] (42)

\[ \sum_{k' \in \mathbb{D}} C_{k',\text{DBICM}}^T(M\text{-QAM}) = \sum_{k' \in \mathbb{N} \cap \mathbb{D}} C_{k',\text{DBICM}}^{T_{k'}}(\sqrt{M}\text{-QAM}), \] (43)

From Eq. (38), we note that
\[ \sum_{k' \in \mathbb{N} \cap \mathbb{D}} C_{k',\text{DBICM}}^{T_{k'}}(\sqrt{M}\text{-QAM}) = \sum_{k \in \mathbb{N} \cap \mathbb{D}} C_{k,\text{DBICM}}^{T_k}(\sqrt{M}\text{-QAM}), \] (44)

\[ \sum_{k' \in \mathbb{N} \cap \mathbb{D}} C_{k',\text{DBICM}}^{T_{k'}}(\sqrt{M}\text{-QAM}) = \sum_{k \in \mathbb{N} \cap \mathbb{D}} C_{k,\text{DBICM}}^{T_k}(\sqrt{M}\text{-QAM}). \] (45)

Substituting Eqs. (41-45) into Eqs. (39-40) gives
\[ C_{\text{DBICM}}^T(M\text{-QAM}) = C_{\text{DBICM}}^T(M\text{-QAM}). \] (46)

This completes the proof. \( \square \)

**APPENDIX D**

**PROOF OF PROPOSITION [1]**

We start from Eq. (11):
\[ C_{\text{DBICM}}^T(M\text{-QAM}) = \sum_{j \in \mathbb{D}} C_{j,\text{BICM}}(M\text{-QAM}) + \sum_{k \in \mathbb{D}} C_{k,\text{DBICM}}^T(M\text{-QAM}), \] (d)

\[ = \sum_{j \in \mathbb{D}} C_{j,\text{BICM}}(M\text{-QAM}) + \sum_{k \in \mathbb{N} \cap \mathbb{D}} C_{k,\text{DBICM}}^T(M\text{-QAM}) + \sum_{(k+\frac{N}{2}) \in \mathbb{D} \cap \mathbb{N}} C_{k,\text{DBICM}}^T(M\text{-QAM}), \] (e)

\[ = \sum_{j \in \mathbb{D}} C_{j,\text{BICM}}(\sqrt{M}\text{-QAM}) + \sum_{k \in \mathbb{N} \cap \mathbb{D}} C_{k,\text{DBICM}}^{T_k}(\sqrt{M}\text{-QAM}) + \sum_{(k+\frac{N}{2}) \in \mathbb{D} \cap \mathbb{N}} C_{k,\text{DBICM}}^{T_k}(\sqrt{M}\text{-QAM}), \] (f)

where (d) is by applying Theorem[2] to the last term, (e) results from applying Theorem [1] to the last two terms, (f) follows that the capacity of BICM M-QAM is the sum of the capacities of two BICM \( \sqrt{M}\text{-QAM} \) [31]. (g) follows from Eq. [11] again.
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