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Abstract

The Pearcey process is a universal point process in random matrix theory and depends on a parameter $\rho \in \mathbb{R}$. Let $N(x)$ be the random variable that counts the number of points in this process that fall in the interval $[-x, x]$. In this note, we establish the following global rigidity upper bound:

$$\lim_{x \to \infty} \mathbb{P} \left( \sup_{x > s} \left| N(x) - \left( \frac{3\sqrt{2}}{4\pi x^{3/2}} - \frac{\sqrt{3\pi x}}{\sqrt{2}} \right) \log x \right| \leq \frac{4\sqrt{2}}{3\pi} + \epsilon \right) = 1,$$

where $\epsilon > 0$ is arbitrary. We also obtain a similar upper bound for the maximum deviation of the points, and a central limit theorem for the individual fluctuations. The proof is short and combines a recent result of Dai, Xu and Zhang with another result of Charlier and Claeys.
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Introduction and statement of results

The Pearcey process describes the local eigenvalue statistics of large random matrices near the points of the spectrum where the limiting mean eigenvalue density vanishes as a cubic root. This has been established rigorously for random matrix ensembles with an external source [9, 10, 34, 6], a two-matrix model [21], large complex correlated Wishart matrices [23, 24], and for general complex Hermitian Wigner-type matrices [17]. Beyond matrix ensembles, the Pearcey process also appears in Brownian motion models [1, 2, 6] and in random plane partition models [30].

The Pearcey process is a determinantal point process on $\mathbb{R}$ whose kernel is given by

$$K^\text{Pe}_\rho(x, y) = \frac{1}{(2\pi)^2} \int_0^\infty \int_{-\infty}^\infty e^{-\frac{1}{4}t^4 - \frac{3}{2}t^2 + it(x+y)} dt \left( \int_{\Sigma} e^{\frac{1}{4}t^4 + \frac{3}{2}t^2 + it(y+z)} dt \right) dz,$$

where $\rho \in \mathbb{R}$ is a parameter of the model and $\Sigma$ consists of four rays: $\Sigma = (e^{\frac{\pi i}{4}} \infty, 0) \cup (0, e^{\frac{3\pi i}{4}} \infty) \cup (e^{-\frac{3\pi i}{4}} \infty, 0) \cup (0, e^{-\frac{\pi i}{4}} \infty)$. If $\rho \to +\infty$, the Pearcey process favors the point configurations with fewer points near 0, and in this case the large gap asymptotics are closely related to the Airy gap probabilities [5, Theorem 5.1]. Large gap asymptotics and first exponential moment asymptotics for any fixed $\rho$ have only recently been obtained by Dai, Xu and Zhang [15, 16].

In this note, we obtain a central limit theorem (CLT) and establish two global rigidity upper bounds for the Pearcey process. For $x \geq 0$, let $N(x)$ denote the random variable that counts the number of points in the Pearcey process that fall in the interval $[-x, x]$, and let $x_k \geq 0$ denote the smallest number such that $N(x_k) = k$. All the points $\{x_k\}_{k \geq 1}$ almost surely exist, and by definition they satisfy $0 < x_1 < x_2 < x_3 < \ldots$. 
Theorem 1. As $k \to +\infty$, we have

$$
\frac{3\sqrt{3}}{4\pi} x_k - \frac{\sqrt{3} \rho}{2\pi} x_k^2 - k \quad \overset{d}{\to} \quad N(0,1)
$$

where $d \to$ means convergence in distribution and $N(0,1)$ is a zero-mean normal random variable with variance 1. Furthermore, for any $\epsilon > 0$, we have

$$
\lim_{s \to \infty} \mathbb{P} \left( \sup_{x > s} \left| \frac{N(x) - \left( \frac{3\sqrt{3}}{4\pi} x - \frac{\sqrt{3} \rho}{2\pi} x^2 \right)}{\log x} \right| \leq \frac{4\sqrt{2}}{3\pi} + \epsilon \right) = 1,
$$

(2)

$$
\lim_{k_0 \to \infty} \mathbb{P} \left( \sup_{k \geq k_0} \left| \frac{3\sqrt{3}}{4\pi} x_k - \frac{\sqrt{3} \rho}{2\pi} x_k^2 - k \right| \leq \frac{\sqrt{2}}{\pi} + \epsilon \right) = 1.
$$

(3)

Remark 2. We emphasize that the $x_k$'s are not exactly the points of the Pearcey process, but rather they are the points of the “absolute value” of the Pearcey process. More precisely, if $\xi_1, \xi_2, \ldots$ are the points of the Pearcey process ordered such that $|\xi_1| < |\xi_2| < \ldots$, then $x_k = |\xi_k|$.

The CLT (1) is a rather straightforward consequence of the following CLT obtained by Dai, Xu and Zhang [16, Corollary 2.4]:

$$
\frac{N(s) - \left( \frac{3\sqrt{3}}{4\pi} s^{1/2} - \frac{\sqrt{3} \rho}{2\pi} s \right)}{\sqrt{2/\log s}} \quad \overset{d}{\to} \quad N(0,1) \quad \text{as} \quad s \to +\infty.
$$

(4)

The CLTs (1) and (4) give information about the fluctuations of a single point around its classical location. Similar CLTs exist for various other point processes, see e.g. [26, 22]. On the other hand, (2)–(3) are upper bounds for the maximum (properly rescaled) fluctuations of the points; they give information about the global rigidity of the Pearcey process. Over the past few years, we have witnessed significant progress in understanding the global rigidity of various point processes, see e.g. [18, 3, 12, 25, 31, 28, 13, 11, 14], and this note can be viewed as a modest contribution to this ongoing effort. The global rigidity upper bounds (2)–(3) follow (almost) directly from two recent results: a global rigidity theorem from [11] and the first exponential moment asymptotics for the Pearcey process from [16]. This fact has remained unnoticed until now probably because the general result of [11] applies to point processes with almost surely a smallest particle, and that the Pearcey process does not meet this criteria. Our simple idea in this note is to apply [11] to the “absolute value” of the Pearcey process.

On the supposition that upper bounds obtained via [11] are sharp, see in particular [11, Remark 1.3] and Figures 1 and 2 below, we also conjecture the following global rigidity lower bounds.

Conjecture 3. For any $\epsilon > 0$, we have

$$
\lim_{s \to \infty} \mathbb{P} \left( \sup_{x > s} \left| \frac{N(x) - \left( \frac{3\sqrt{3}}{4\pi} x^{1/2} - \frac{\sqrt{3} \rho}{2\pi} x \right)}{\log x} \right| \geq \frac{4\sqrt{2}}{3\pi} - \epsilon \right) = 1,
$$

(5)

$$
\lim_{k_0 \to \infty} \mathbb{P} \left( \sup_{k \geq k_0} \left| \frac{3\sqrt{3}}{4\pi} x_k - \frac{\sqrt{3} \rho}{2\pi} x_k^2 - k \right| \geq \frac{\sqrt{2}}{\pi} - \epsilon \right) = 1.
$$

(6)

Remark 4. For several point processes in random matrix theory, the so-called second exponential moment asymptotics have turned out to be important in obtaining optimal rigidity lower bounds, see e.g. [3, 12, 31, 13]. Therefore, the second exponential moment asymptotics of the Pearcey process are expected to be relevant in proving (or disproving) Conjecture 3. These asymptotics are currently not available in the literature.
Proofs of the main results

Proof of (1). The proof mainly follows Gustavsson [22, Theorem 1.2]. For \( s > \frac{|\mu|^2}{3\sigma^3} \), define
\[
\mu(s) = \frac{3\sqrt{3}}{4\pi} s^\frac{3}{4} - \frac{\sqrt{3}\mu}{2\pi} s^\frac{3}{2}, \quad \sigma^2(s) = \frac{4}{3\pi^2} \log s. \tag{7}
\]
It is easy to verify that the function \( \mu \) is strictly increasing on its domain of definition, and hence is invertible. Since
\[
\sqrt{\sigma^2 \circ \mu^{-1}(k)} = \frac{\log k}{\pi} (1 + o(1)), \quad \text{as } k \to +\infty,
\]
(1) follows if we prove that
\[
\frac{\mu(x_k) - k}{\sqrt{\sigma^2 \circ \mu^{-1}(k)}} \xrightarrow{d} N(0,1), \quad \text{as } k \to +\infty. \tag{8}
\]
Let \( y \in \mathbb{R} \) be an arbitrary constant. For all sufficiently large \( k \), we define \( s_k = \mu^{-1}(k + y\sqrt{\sigma^2 \circ \mu^{-1}(k)} ) \). We have
\[
\mathbb{P}\left[ \frac{\mu(x_k) - k}{\sqrt{\sigma^2 \circ \mu^{-1}(k)}} \leq y \right] = \mathbb{P}\left[ N(s_k) \geq k \right] = \mathbb{P}\left[ \frac{N(s_k) - \mu(s_k)}{\sqrt{\sigma^2(s_k)}} \geq k - \mu(s_k) \right]
\]
\[
= \mathbb{P}\left[ \frac{\mu(s_k) - N(s_k)}{\sqrt{\sigma^2(s_k)}} \leq y \sqrt{\sigma^2 \circ \mu^{-1}(k)} \right] = \mathbb{P}\left[ \frac{\mu(s_k) - N(s_k)}{\sqrt{\sigma^2(s_k)}} \leq y(1 + o(1)) \right], \quad \text{as } k \to +\infty.
\]
The CLT (8), and hence (1), now follows directly from (4). \( \square \)

As already mentioned, the upper bounds (2) and (3) are rather direct consequences of two recent results from [16] and [11]. Let us briefly recall these results.

Theorem 5. (First exponential moment asymptotics from [16, Theorem 2.3]). We have
\[
\mathbb{E}[e^{\gamma N(s)}] = C(\gamma)e^{\gamma \mu(s) + \frac{\gamma^2}{2}\sigma^2(s)(1 + O(s^{-2/3}))}, \quad \text{as } s \to +\infty
\]
uniformly for \( \gamma \) in compact subsets of \( \mathbb{R} \), where \( \mu, \sigma^2 \) are given by (7) and \( C(\gamma) \) is independent of \( s \) and continuous as a function of \( \gamma \).

Remark 6. \( C(\gamma) \) has in fact also been obtained in [16], but this is not needed for us.

Theorem 7. ([11, Lemma 2.1 and Theorem 1.2]) Let \( X \) be a locally finite random point configuration on \( \mathbb{R} \) distributed according to a given point process. Assume that \( X \) has almost surely a smallest particle, let \( x_k \) denote the \( k \)-th smallest point of \( X \), and let \( \tilde{N}(x) \) be the random variable that counts the number of points in \( X \) that are \( \leq x \). Assume that there exist constants \( C,a > 0 \), \( s_0 \in \mathbb{R} \), \( M > \sqrt{2a/\sigma} \) and functions \( \tilde{\mu}, \tilde{\sigma} : [s_0, +\infty) \to [0, +\infty) \) such that the following holds:

1) We have
\[
\mathbb{E}[e^{\gamma \tilde{N}(s)}] \leq C e^{\gamma \tilde{\mu}(s) + \frac{\gamma^2}{2}\tilde{\sigma}^2(s)}, \tag{9}
\]
for all \( \gamma \in [-M,M] \) and for all \( s > s_0 \).
7 to the Pearcey process. Instead we define eigenvalues ± defined on the set according to a determinantal point process on $\mathbb{R}$ random points of the Pearcey process. More precisely, consider the random matrix ensemble eigenvalues around 0 of a large Gaussian random matrix with an external source approximate the

Numerical support for Theorem 1 and Conjecture 3

By definition of $\tilde{Y}$, $\tilde{X}$, $\tilde{Z}$, $\tilde{N}$, we have $\tilde{N}(x) = \#(X \cap [0, x]) = \#(Y \cap [-x, x]) = N(x)$.

Now (2)–(3) follow straightforwardly from (10)–(11) after substituting $\tilde{\mu}, \tilde{\sigma}, \tilde{a}, \tilde{N}(x)$ by $\mu, \sigma, 1, N(x)$, respectively.

### Numerical support for Theorem 1 and Conjecture 3

We provide here some numerical data to support the validity of Theorem 1 and Conjecture 3. For this, we use the result [6, Theorem 1.1] of Bieher and Kuijlaars which states that the (properly rescaled) eigenvalues around 0 of a large Gaussian random matrix with an external source approximate the random points of the Pearcey process. More precisely, consider the random matrix ensemble

$$\frac{1}{Z_n} e^{-n\text{Tr} \left( \frac{1}{2} M^2 - AM \right) } dM, \quad n \in \mathbb{N}_{>0}, \ n \text{ even},$$

defined on the set $\{ M \}$ of all $n \times n$ Hermitian matrices, where $A$ is a diagonal matrix with two eigenvalues $\pm (1 + \frac{\epsilon}{2\sqrt{n}})$ of equal multiplicities. The eigenvalues $\lambda_1^{(n)}, \ldots, \lambda_n^{(n)}$ of $M$ are distributed according to a determinantal point process on $\mathbb{R}$ whose kernel $K_{n, \rho}$ satisfies (see [6, Theorem 1.1]):

$$\lim_{n \to +\infty} \frac{1}{n^{1/4}} K_{n, \rho} \left( \frac{x}{n^{1/4}}, \frac{y}{n^{1/4}} \right) = K_{\rho}^{\text{Pv}}(x, y), \quad x, y \in \mathbb{R}. \quad (12)$$
Let \( N_n(x) := \#\{\lambda_j^{(n)} : \lambda_j^{(n)} \in (-\frac{x}{n^{3/4}}, \frac{x}{n^{3/4}})\} \). One expects from (12) that \( N_n(x) \) converges in distribution to \( N(x) \) as \( n \to +\infty \). Let us choose the numbering of the \( \lambda_j^{(n)} \)'s such that \( |\lambda_1^{(n)}| \leq \ldots \leq |\lambda_n^{(n)}| \).

From (12), one also expects that for any fixed \( k \in \mathbb{N} > 0 \), the random variables \( n^{3/4}\lambda_1^{(n)}, \ldots, n^{3/4}\lambda_k^{(n)} \) converge in distribution to \( x_1, \ldots, x_k \) as \( n \to +\infty \).

The probabilistic bound (2) implies that for any \( \epsilon > 0 \), the probability that
\[
\mu(x) - \left(\frac{4\sqrt{2}}{3\pi} + \epsilon\right) \log x \leq N(x) \leq \mu(x) + \left(\frac{4\sqrt{2}}{3\pi} + \epsilon\right) \log x \quad \text{for all } x > s
\]
tends to 1 as \( s \to +\infty \). In Figure 1 (left), the blue step-like curves represent some graphs of the random function \( x \mapsto N_n(x) \) for \( n = 400 \) and two values of \( \rho \), the blue smooth curves are the upper and lower bounds in (13) with \( \epsilon = 0.05 \), and the orange curves represent \( x \mapsto \mu(x) \). In Figure 1 (right), the orange lines indicate the heights \( \pm \frac{4\sqrt{2}}{3\pi} \pm \epsilon \) with \( \epsilon = 0.05 \), and the blue curve is a graph of the random function
\[
x \mapsto N_n(x) - \mu(x) \frac{\log x}{\log k},
\]
for \( n = 400 \) and \( \rho = -1.31 \). We see that some of the local minimums and maximums of this function are in the bands between the orange lines, which supports the validity of both (2) and (5).

The result (3) implies that for any \( \epsilon > 0 \), the probability that
\[
\mu^{-1}\left(k - \left(\frac{\sqrt{2}}{\pi} + \epsilon\right) \log k\right) \leq x_k \leq \mu^{-1}\left(k + \left(\frac{\sqrt{2}}{\pi} + \epsilon\right) \log k\right) \quad \text{for all } k \geq k_0
\]
for any \( \epsilon > 0 \), the probability that
\[
\mu^{-1}\left(k - \left(\frac{\sqrt{2}}{\pi} + \epsilon\right) \log k\right) \leq x_k \leq \mu^{-1}\left(k + \left(\frac{\sqrt{2}}{\pi} + \epsilon\right) \log k\right) \quad \text{for all } k \geq k_0
\]
tends to 1 as $k_0 \to +\infty$. In Figure 2 (left), the blue dots represent the random points $(k, n^{3/4} \lambda_k^{(n)})$ for $n = 400$ and two values of $\rho$, the blue curves are the upper and lower bounds in (14) with $\epsilon = 0.05$, and the orange curves represent

$$k \mapsto \mu^{-1}(k) = \left(\frac{3}{2} \left(\rho + \sqrt{3\pi k + \rho^2}\right)^{3/2} \right).$$

In Figure 2 (right), the orange lines indicate the heights $\pm \frac{\sqrt{7}}{\pi} \pm \epsilon$ with $\epsilon = 0.05$, and the blue dots have coordinates

$$\left( k, \frac{\mu(n^{3/4} \lambda_k^{(n)}) - k}{\log k} \right),$$

for $n = 400$ and $\rho = 2.19$. We see that some of these points are in the bands between the orange lines, which supports the validity of both (3) and (6).
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