Quantum group spin nets: refnement limit and relation to spin foams

Bianca Dittrich, Mercedes Martin-Benito, Sebastian Steinhaus

Perimeter Institute for Theoretical Physics,
31 Caroline Street North, Waterloo, Ontario, Canada N2L 2Y5

Abstract

So far spin foam models are hardly understood beyond a few of their basic building blocks. To make progress on this question, we define analogue spin foam models, so called spin nets, for quantum groups SU(2)k and examine their effective continuum dynamics via tensor network renormalization. In the refinement limit of this coarse graining procedure, we find a vast non-trivial fixed point structure beyond the degenerate and the BF phase. In comparison to previous work, we use fixed point intertwiners, inspired by Reisenberger’s construction principle [1] and the recent work [2], as the initial parametrization. In this new parametrization fine tuning is not required in order to flow to these new fixed points. Encouragingly, each fixed point has an associated extended phase, which allows for the study of phase transitions in the future. Finally we also present an interpretation of spin nets in terms of melonic spin foams. The coarse graining flow of spin nets can thus be interpreted as describing the effective coupling between two spin foam vertices or space time atoms.

1 Introduction

The aim of spin foam quantization is to provide a non–pertubative and background–independent quantization of gravity via an auxiliary discretization. A key outstanding question for these models is to show that they reproduce familiar low energy physics, in particular a phase describing a smooth manifold, in a limit in which the scale of the discretization is much smaller than other relevant length scales in the system [3].

In this work we will provide first conjectures on the possible large scale behaviour of spin foams. These are based on the investigation of the coarse graining or renormalization flow of spin net models, which, as we will show in this work, can be interpreted as a coarse graining flow of (melonic) spin foams and as describing the effective coupling between two spin foam vertices.

To lay out the context of this work, explicit investigations of the coarse graining and renormalization flow of spin foam models [3, 4, 5], have been hindered by the overwhelming complexity of the models, apart from an incomplete understanding of possible infinities [6] and a number of conceptual questions [7], for instance the meaning of scale in coarse graining background independent systems. Regarding these questions a conceptual understanding was reached in [8, 9], that allows to interpret the coarse graining flow as the construction of the continuum limit of the theory via the concept of dynamical cylindrical consistency and embedding or refinement maps. To tackle the concrete implementation of this coarse graining flow, after establishing the importance of coarse graining for the recovery of diffeomorphism symmetries in discrete systems and therefore the recovery of a correct continuum dynamics [10], a program was started in [11, 12], which considers the corresponding question in simplified systems, that keep however key dynamical principles, in particular the imposition of so–called simplicity constraints [3, 4, 5], of spin foams.

The simplifications considered can be summarized into three types: (a) the replacement of the structure group SU(2) × SU(2) of the full gravitational models by a finite group [11, 13], (b) a dimensional reduction of spin foams to so–called spin nets [11, 12], and (c) the consideration of a regular lattice [12, 13].

In this work we lift the simplification (a), regarding (b) we show that spin net coarse graining can be interpreted as a coarse graining of (melonic) spin foams and confirm again [10, 14] that (c) does lead to triangulation invariant models, at least for the non–critical fixed points. This latter fact is deeply related to the restoration of a notion of diffeomorphism symmetry [10] at the fixed points. In fact the recovery of a sensible continuum limit and the
regaining of diffeomorphism symmetry might even be only possible if certain regularity conditions on the coarse graining process are satisfied \[9\][15].

For these reasons we will be able to present for the first time the coarse graining flow in a non-trivial spin foam system and investigate the fixed points it leads to. This allows us to draw first conclusions about the possible phases that might describe the continuum limit of spin foams.

To be more precise, we introduce here spin net models with structure group $SU(2)_k$, the quantum deformation (at the root of unity) of the group $SU(2)$. This makes a numerical investigation of the models possible, as in the quantum group only finitely many representations appear. On the technical level this requires the introduction of the Haar projector for the quantum group which we construct in this work. Models based on the quantum deformation of the rotation group describe gravitational systems with a cosmological constant \[19\].

For the 4D systems one would need $SU(2)_k \times SU(2)_k$, however also an effective description in terms of $SU(2)_k$ alone might be possible \[20\]. Thus we lift the simplification, considered in \[12, 21\], of the structure group almost completely. Moreover considering the behaviour of the models for growing level $k$ allows to make conjectures on the limit $k \to \infty$, which gives back the classical group $SU(2)$.

As in previous work \[12, 21\] we will employ tensor network techniques \[17, 18\] to derive a coarse graining flow equation, which is then investigated numerically. This flow equation describes the change of intertwiner degrees of freedom under coarse graining, as exemplified for the first time in \[21\]. As is outlined in \[8, 9\] these tensor network techniques are particularly suited for the construction of the continuum limit for spin nets and spin foams. In \[12\] a tensor network representation of spin foams appeared which might allow to derive similar coarse graining flow equations directly for spin foams. Also \[9\] points out, that the geometric building blocks of spin foams, the simplices, allow to be interpreted as coarse graining, refining or entangling moves, in dependence of how these are glued together. Such moves are the basic ingredients of tensor network renormalization. This might lead to an even more geometric way to derive such coarse graining flow equations.

Another innovation that we present in this work is a change in the parametrization for the (phase) space of spin net and spin foam models. This new parametrization takes the lesson from \[21\] seriously, that the relevant degrees of freedom are given by intertwiners. We thus introduce a new parametrization, based on Reisenberger’s construction principle \[1\], that leads us to employ so-called fixed point intertwiners \[2, 22\], which encode the simplicity constraints. Reisenberger’s principle ensures that the models so obtained are physically reasonable, i.e. that the simplicity constraints they encode appear to be the same in (physically equivalent) different recoupling schemes.

We will find that this new parametrization is highly advantageous: in contrast to the parametrization introduced in \[13\] and employed in \[21\], models flow generically to non-trivial fixed points (in particular different from the degenerate fixed point, in which only the spin representation $j = 0$ appears). We conjecture that this behaviour is due to the projector property that is satisfied for models based on fixed point intertwiners. Modern spin foams are rather based on a parametrization like that employed in \[13\], and the reconstruction of the projector property is rather complicated \[23\]. The findings here therefore suggest to reconsider Reisenberger’s construction principle, in particular since it allows the construction of vertices of arbitrary valence \[1\], as was also later realized for the EPRL model \[5\] in \[24\]. Similar to the arguments on the uniqueness of the Barrett–Crane model \[25\] in \[1\], it is even possible to find a parametrization of all physically sensible models, by finding all fixed point intertwiners for a given structure group \[2, 22\].

The outline of the paper is the following: The next section \[2\] introduces the basic ingredients of spin foam and spin net models that we need for the work here. It will also explain the parametrization for the models based on Reisenberger’s construction principle, for which we need the fixed point intertwiners. In section \[3\] we introduce the essential notions and tools related with the quantum group $SU(2)_k$ that will be needed to define spin net models based on this group. Using these tools we introduce the general structure of our models in section \[4\]. In section \[5\] we adapt to the quantum group case the symmetry preserving coarse graining algorithm introduced in \[21\]. This will lead to a flow equation describing the behaviour of intertwiner degrees of freedom under coarse graining. We will give a (3D) geometrical interpretation of the flow equation which might lead to a more intuitive understanding

---

1 An exception is \[13, 16\] which considered a sequence of $4 - 1$ and $5 - 1$ Pachner moves for spin foam models based on finite groups. However, as mentioned, the question arises whether such a flow, based on coarse graining moves \[9\] only, allows to make definite conclusions about the continuum limit. In contrast the tensor network algorithm \[17, 18\] considered here includes, in a sense, refining, coarse graining, and entangling moves \[9\].
of the coarse graining flow. Section 6 contains the explicit definition of the weights for the initial models. We then investigate the behaviour under coarse graining of these models and analyze and describe the results obtained. We comment on the interpretation of spin net coarse graining in the context of spin foam coarse graining in section 7. We discuss our main findings in Section 8. Finally appendix A includes technical (diagrammatic) calculations that might help the understanding of some equations in the main text, in particular those appearing in sections 3 and 5.

2 Reisenberger’s principle and intertwiner models

Spin foam models are generalization of lattice gauge theories and as such are defined on 2–complexes, i.e. generalizations of graphs, in which in addition to vertices and edges, also faces are specified. There is an important difference though: whereas for lattice gauge theories the main dynamical ingredient are weights on the faces, these weights are not as essential for the dynamics of spin foams (they are crucial for the divergence properties of the model [6], but are not supposed to include i.e. a coupling constant). Rather for the dynamics of spin foams the choice of an intertwiner for the edges is crucial – equivalent to choosing a certain implementation of the so called simplicity constraints.

To be more specific, consider lattice gauge theory based on a gauge (or structure) group \(G\), which we assume to be either a compact semi–simple Lie group or a finite group.\(^2\) The variables are given as group elements associated to oriented edges of a graph. The dynamics is encoded into face weights \(\omega_f\), which are class functions on the group. These face weights are evaluated on the face holonomies \(h_f\), i.e. the (oriented) product of group elements \(g_e\) associated to the edges \(e\) around a face \(h_f = \prod_{e \subset f} g_e\). Let us assume that all edges agree in their orientation with the orientation induced from the face.

The partition function is then given as

\[
Z = \int \prod_e dg_e \prod_f \omega_f(h_f) .
\]

Here \(dg\) denotes the (normalized) Haar measure on \(G\). We can change to a dual description by applying a group Fourier transform. Due to the invariance of the face weight under group conjugation we can expand the face weights as a linear combination of characters

\[
\omega_f(h) = \sum_\rho \hat{\omega}_f(\rho) \chi_\rho(h) ,
\]

where \(\chi_\rho = \rho^m \rho^n\) and \(\rho(\cdot)^m_n\) denotes a matrix element of a irreducible unitary representation \(\rho\) (irreps) of the group \(G\). In (2.2) we sum over a complete set of (equivalence classes) of irreps.

Expanding \(h_f\) into the product of group elements and using the representation property \(\rho(g_1 g_2) = \rho(g_1) \cdot \rho(g_2)\)

one finds that the partition function is now given as

\[
Z = \sum_\rho \prod_f \hat{\omega}_f(\rho_f) \prod_e \left( P^\rho_{\text{Haar}} \right)_{m_{f_1} m_{f_2} \cdots m_{f_{N_e}}}^{n_{f_1} n_{f_2} \cdots n_{f_{N_e}}} .
\]

Here \(P^\rho_{\text{Haar}}\) is the so–called Haar projector, which absorbs the integrations over the group elements \(g\) in (2.1). For an edge whose \(N_e\) adjacent faces agree in orientation with the one of the edge the Haar projector is given as

\[
\left( P^\rho_{\text{Haar}} \right)_{m_{f_1} m_{f_2} \cdots m_{f_{N_e}}}^{n_{f_1} n_{f_2} \cdots n_{f_{N_e}}} = \int dg \prod_f \rho_f(g_e) m_{f}^{n_f} .
\]

The group integration or averaging enforces gauge invariance. Indeed the Haar projector is an intertwining map between the group invariant (singlet) subspace of the tensor product of representations

\[
P_{\text{Haar}} : \text{Inv}(V_{\rho_1} \cdots V_{\rho_{N_e}}) \to \text{Inv}(V_{\rho_1} \cdots V_{\rho_{N_e}})
\]

or, if seen as a map on \(V_{\rho_1} \cdots V_{\rho_{N_e}}\) it acts as a projector onto \(\text{Inv}(V_{\rho_1} \cdots V_{\rho_{N_e}})\).

\(^2\)For a basic introduction into spin foams as statistical systems see [11].
Choosing any orthonormal basis \( \{ \langle t_d | \rangle \}_d \) in \( \text{Inv}(V_{\rho_1} \cdots V_{\rho_{N_e}}) \) we can write the Haar intertwiner as

\[
\mathcal{P}_{\text{Haar}} = \sum_d |t_d \rangle \langle t_d |,
\]

which makes the projection property \( \mathcal{P} \cdot \mathcal{P} = \mathcal{P} \) of \( \mathcal{P}_{\text{Haar}} \) obvious.

As mentioned the important dynamical ingredient in spin foams are intertwiners, whereas the face weights are rather chosen due to kinematical considerations, for instance as delta functions on the group in the group representation. For non-trivial spin foam models, that is models which cannot be rewritten into standard lattice gauge theories, one replaces \( \mathcal{P}_{\text{Haar}} \) by a smaller projector \( \mathcal{P} \), selecting a smaller subspace of \( \text{Inv}(V_{\rho_1} \cdots V_{\rho_{N_e}}) \).

With an appropriate choice of orthonormal basis of intertwiners we can write

\[
\mathcal{P}^{(N)} = \sum_{d \in S_N} |t_d \rangle \langle t_d |,
\]

where \( S_N \) denotes a subset of intertwiner labels specified by the choice of simplicity constraints. Again the form (2.7) makes the projector property \( \mathcal{P} \cdot \mathcal{P} = \mathcal{P} \) explicit. In the context of spin foams this projector property ensures a notion of (weak) independence of the underlying two–complex, namely invariance under edge subdivisions [13, 23, 26].

On the other hand the form (2.7) makes it non–obvious how to relate the sets \( S_N \) for different valencies \( N \) (i.e. number of faces sharing the edge \( e \)) of the edges. To solve this problem, Reisenberger proposed the following principle in [1]:

**Reisenberger’s construction:** We consider multiplicity free representation categories, where in the reduction of the tensor product of any two irreps each irrep can only appear once. In this case, by choosing a recoupling scheme, intertwiners can be labelled by sets of representation labels: an intertwiner for valency \( N \) is characterized by the \( N \) representation labels plus \( (N - 3) \) further representation labels. Note that the choice of recoupling scheme can be encoded in a three–valent graph with \( N \) outer edges, and that the representation labels are attached to the edges of this graph. We will denote with \( S_1 \) the set of allowed representations implied by the simplicity constraints.

In Reisenberger’s construction this set \( S_1 \) then determines all the other sets \( S_N \) via the following principle: For every possible choice of recoupling scheme, i.e. three–valent graph, only representations in \( S_1 \) should appear.

Reisenberger applies this to the Barret-Crane model [25] and shows that choosing \( S_1 \) accordingly the intertwiners \( \mathcal{P}^{(N)} \) are uniquely determined. It actually turns out that if we take the intertwiner as a model for a partition function, as introduced in [2] (with boundary data given by the \( n \) representation and summing over all the intertwiner labels) the Barrett-Crane model leads even to a triangulation invariant model [1].

In [2] so–called intertwiner models were introduced, which are 2D statistical models determining an intertwining map between representation spaces associated to the boundary components of the 2D bulk. The models are defined on three–valent graphs. Dualizing these graphs we obtain a triangulation (under certain regularity assumptions). It turns out that intertwiner models whose partition function are invariant under the change of (2D) triangulation, are also – at least in the planar case – a realization of Reisenberger’s conditions. In particular each triangulation invariant model is characterized by a set \( S_1 \) of representations that are allowed to appear as intertwiner labels and as boundary data.

Let us explain this statement in more detail, restricting to four–valent intertwiners, i.e. \( N = 4 \). Fixing the 4 outer representations \( \rho_1, \ldots, \rho_4 \), a choice of intertwiner basis, labeled by \( \rho_5 \), can then be represented graphically by the following three graphs \( \Gamma \):

\[
A = \begin{array}{ccc}
\rho_2 & \rho_1 \\
\rho_5 & \rho_3 \\
\rho_3 & \rho_1
\end{array} ; \quad B = \begin{array}{ccc}
\rho_2 & \rho_1 \\
\rho_5 & \rho_3 \\
\rho_3 & \rho_4
\end{array} ; \quad C = \begin{array}{ccc}
\rho_2 & \rho_1 \\
\rho_5 & \rho_3 \\
\rho_3 & \rho_4
\end{array}.
\]

(2.8)

A specific intertwiner is then specified by the basis coefficients \( a_{\Gamma}(\rho_1, \ldots, \rho_4; \rho_5) \). Here one has to make one choice of basis \( \Gamma = A, B \) or \( C \). Once the intertwiner coefficients are fixed in one basis, say \( A \), it can of course be

\footnote{Often the elements of \( \text{Inv}(V_{\rho_1} \cdots V_{\rho_{N_e}}) \) themselves are referred to as intertwiners.}

\footnote{Indeed it can be seen as a re–interpretation of an analogue BF spin net model [11, 12], which is also topological. Related, the Barrett-Crane intertwiner is given as a square of the BF intertwiner [11].}
re–expressed in the two other bases B and C. Reisenberger’s principle demands that \( a_A \) has to vanish if any of the arguments \( \rho_1, \ldots, \rho_4 \) is not in \( S_1 \) or if \( \rho_5 \) is not in \( S_1 \). Additionally the coefficients \( a_A \) have to be chosen so that also \( a_B \) and \( a_C \) vanish as soon as \( \rho_5 \) is not in \( S_1 \).

The triangulation invariant intertwiners constructed in [2] [22] are characterized by a certain set \( S_1 \) of allowed representations. Additionally the basis coefficients are invariant under changes which keep the graph planar, i.e. we even have \( a_A = a_B \). As for a graph with crossing (note that for a quantum group one has to specify whether this is a over or under–crossing), only a certain subset of the fixed point intertwiners satisfies \( a_A = a_B = a_C \). However, using the braiding operation for quantum groups, see for instance [2], one can find for the change of basis from \( C \) to \( B \)

\[
\sum_{\rho_5} a_C(\rho_1, \rho_2, \rho_3; \rho_5) \langle \rho_2 | \rho_1 \rangle_{\rho_5, \rho_3} = \sum_{\rho_5} a_C(\rho_1, \rho_2, \rho_3; \rho_5) \langle \rho_2 | \rho_1 \rangle_{\rho_4, \rho_5}
\]

\[
= \sum_{\rho_5} a_C(\rho_1, \rho_2, \rho_3; \rho_5) \langle \rho_2 | \rho_1 \rangle_{\rho_3, \rho_4, \rho_5} b(\rho_3, \rho_4, \rho_5) ,
\]

(2.9)

where in the first step we used the triangulation invariance, i.e. invariance under a planar change of graph, and in the second step we resolved the braiding, described by non–vanishing coefficients \( b(\rho_3, \rho_4, \rho_5) \). For a certain set of triangulation invariant models these coefficients \( b \) can be replaced by 1 in the sum over \( \rho_5 \). For most models (for instance the family described in section [6.1.3]) this is however not the case. Nevertheless Reisenberger’s principle still holds: if \( a_C \) vanishes for a certain representation \( \rho_5 \) this will also hold for the \( A \) basis coefficient, given by \( a_C \times b \). Thus Reisenberger’s principle is satisfied at least for four–valent intertwiners, relevant for simplicial lattices in 4D. For 3D spin foams (also on non–simplicial lattices) one could even restrict to planar graph changes only, as the intertwiners are attached to edges and so the expansion might be argued to take place in a plane orthogonal to this edge.

There exists a rich structure of these triangulation invariant models [2] [22]. These models define in particular fixed points for the renormalization flow in the space of intertwiner models. This suggest to indeed use these particular fixed point models for defining intertwiners for spin foams. We will call such an intertwiner coming from a fixed point model a \textit{fixed point intertwiner}. Such a fixed point intertwiner, characterized by a set \( S_1 \) of irreps, leads to a family of intertwiners \( |\psi_{S_1}^N\rangle \), labelled by the valency \( N \) of the edge, so that we can define a projector just as

\[
\mathcal{P}_{S_1}^{(N)} = |\psi_{S_1}^N\rangle \langle \psi_{S_1}^N| .
\]

(2.10)

Assuming normalization the projector property is obviously satisfied.

Note that a spin foam model defined via such a fixed point intertwiner does in general \textit{not} define a fixed point of the renormalization flow in the space of spin foam models. The same holds for spin nets, that we will define as lower dimensional analogues of spin foams further below.

Alternatively we can also consider linear combinations of different fixed point intertwiners

\[
\mathcal{P}_{\alpha, N} = \sum_i \alpha_i^N |\psi_{S_1}^N\rangle \langle \psi_{S_1}^N| .
\]

(2.11)

These also satisfy Reisenberger’s principle (at least for \( N = 4 \)), as now only representations in \( \bigcup_i S_1^i \) appear in any possible recoupling scheme. However as the \( |\psi_{S_1}^N\rangle \) are not necessarily orthogonal to each other\footnote{Of course the intertwiners can in principle be orthogonalized with the Gram Schmidt procedure.}, the projector property will be only satisfied for specific choices of the coefficients \( \alpha_i^N \). Nevertheless it is interesting to consider (2.11) for general coefficients, as it allows to obtain phase diagrams and in this way to determine phase transitions. The latter might allow to define a continuum limit theory with propagating degrees of freedom.
The main result of this paper is the following: Using these fixed point intertwiners to define (2D) spin net models, these spin nets flow in general to ‘non–trivial’ triangulation invariant models without the necessity of fine tuning.

Here we mean with ‘trivial’ fixed points, those in which no simplicity constraints occur, and which can be expressed as standard lattice gauge theories. E.g. for the so–called degenerate fixed point only the representation \( j = 0 \) is excited (appearing as high temperature fixed point in the statistical physics interpretation). Another example are fixed points which can be understood as analogues of \( BF \) theories. In these cases the models can all be described by the Haar projector and a choice of edge weights (the analogues of spin foam face weights for the spin nets).

Furthermore we have to explain the notion of fine tuning, as this depends highly on the parametrization that one chooses for the initial models, which are then subjected to the coarse graining flow. To compare the parametrization \[2.11\] introduced here and another parametrization used in \[21\] let us explain the latter. It is based on so–called \( E \)–functions, introduced in \[13\]. These \( E \)–functions encode the simplicity constraints. This parametrization covers all the standard models for spin foams \[3, 5, 25\]. In this case the Haar projector is replaced by operators of the form

\[
P^{(N)} = P_{\text{Haar}} \cdot E^{p_1} \otimes \cdots \otimes E^{p_N} \cdot P_{\text{Haar}}
\]

where \( E^{p_l} \) denotes a (non–intertwining) map: \( V_{\rho_l} \rightarrow V_{\rho_l} \) on a representation space associated to one of the faces adjacent to the edge in question. This gives another possibility to define consistently spin foam models for vertices or edges with arbitrary valency \[24\]. However, for instance for the EPRL model \[5\] the projector property needs to be implemented by an additional construction \[23\], in which the factorizing structure of the operators \[2.12\] over the representation spaces \( V_{\rho_l} \) is a priori changed.

Indeed the form \[2.12\] can be expanded in an intertwiner basis again

\[
P^{(n)} = \sum_{d,d'} \langle \iota_d \rangle \langle \iota_{d'} | P_{\text{Haar}} \cdot E^{p_1} \otimes \cdots \otimes E^{p_n} \cdot P_{\text{Haar}} | \iota_{d'} \rangle \langle \iota_d |
\]

where now in general non–diagonal terms proportional to \( |\iota_d \rangle \langle \iota_{d'} | \) appear. The question whether this is a projector turns then into the question whether a diagonalization leads to eigenvalues 0 and 1 only.

\[21\] used the \( E \)–function parametrization for models based on the structure group \( S_3 \). (The fusion categories of the permutation group \( S_3 \) and \( SO(3)_{k=4} \) are actually gauge equivalent as fusion categories\[^6\] hence we can compare the coarse graining results of \[21\] with the examples considered here.) A phase space diagram based on this parametrization leads to the following picture: Basically all models given by this parametrization flow either to the high temperature phase or to a ‘trivial’ \( S_3 \) or \( Z_2 \) ordered phase, analogous to either \( BF \) theory on \( S_3 \) or \( BF \) theory on the subgroup \( Z_2 \) for spin foams. Only by fine tuning to a phase transition, in the case of \[21\] between high temperature and \( S_3 \) ordered phase, one might flow to a non–trivial fixed point. It was this instance of a non–trivial fixed point, which motivated the investigations in \[2\], which revealed the possibility of a very rich structure of non–trivial fixed points in spin net models. However a posteriori it was rather a case of good fortune to have seen this fixed point at all, as it appeared (a) only for a tiny subset of initial models in the parametrization used, and (b) only for a certain truncation, as higher truncations turned on couplings that would lead to a flow away from this fixed point.

The picture that we will find for the parametrization \[2.11\] introduced in this work will be very different. Rather models flow generically to non–trivial fixed points. Thus with the parametrization of the phase diagram here, the fixed points define a phase, i.e. an extended region in our phase diagram\[^7\] We will work with quantum groups \( SO(3)_k \) which makes a systematic investigation for different choices of \( k \) possible (bounded by the available computer power of course). This allows us to conjecture that the essential picture will not change in the limit \( k \rightarrow \infty \) and therefore holds for general (quantum) groups.

These results give new weight to the point suggested in \[23, 26\], which is to build models and select measure factors such that invariance under certain subdivisions of edges and faces is guaranteed. For edge subdivisions this leads to the projector property for the ‘edge operators’ \( P \). The investigations here show that models which

\[^6\]We thank Oliver Buerschaper for pointing this out.

\[^7\]A parametrization independent definition of a stable phase would require stability with respect to all possible perturbations of the fixed point (or all possible perturbations respecting a given symmetry \[27, 28\]), that is loosely said an extended region in the infinite dimensional phase space encoding all possible models. For practical reasons we will use the parametrization dependent definition of ‘phases’ here and investigate stability properties of the phases in future work.
implement this property (or are in a certain sense near such models) flow rather to non–trivial fixed points. Whereas for models of the form (2.12), the implementation of the projector property is rather involved [23] and as [21] shows for the structure group $S_3$, most of these models flow to trivial fixed points.

Finally let us explain spin net models. Very simply whereas for spin foams the $\mathcal{P}^{(N)}$ are based on edges, for spin nets the $\mathcal{P}^{(N)}$ are based on vertices and define the vertex weights. The edges are labelled by the representation labels $\rho$, as well as two magnetic indices, labelling a basis in $V_\rho$ and $\overline{V}_\rho$ (the dual representation space) respectively. Thus every edge carries a Hilbert space

$$\mathcal{H}_e = \bigoplus_{\rho} V_\rho \otimes \overline{V}_\rho$$

where the sum is over all irreducible representations. The contraction of indices of vertex weights $\mathcal{P}^{(N)}$ and the sum over representation labels $j$ corresponds then to integrating out all degrees of freedom associated to the edges.

Thus the partition function for a spin net is defined as

$$Z = \sum_{\rho_e, m_e, n_e} \prod_{v} \mathcal{P}^{(N_v)}(\{\rho_e\}_{e\supset v}, \{m_e\}_{e\supset v}, \{n_e\}_{e\supset v})$$

where we made the index structure of the intertwiners explicit.

Spin nets can be imagined as dimensional reductions to spin foams, in the sense that one considers a cut orthogonal to a spin foam edge, which now will appear as vertex. Objects which are based on faces in spin foams, are based on edges in spin nets. Spin nets were introduced in [12] to allow numerical coarse graining investigations for 2D models, which is naturally much simpler than considering 4D models. In addition, for (standard) lattice gauge theory, a certain duality exist between 2D ‘Ising type’ models and 4D lattice gauge theory models. In many examples statistical properties are similar between a given 4D lattice gauge model and the corresponding Ising type analogue 2D model. Spin net models have been defined based on the same principle, therefore we can hope that some of the findings on the phase structure of spin nets hold also for the 4D spin foam models.

In section 7 we will show that the partition function for a spin net can be understood as the partition function for a melonic spin foam with only two vertices and a large number of edges and faces (with two edges). This will allow us to interpret the renormalization flow of spin nets as a renormalization flow of spin foams.

3 Quantum group SU(2)$_k$

3.1 Basic ingredients

Before defining our quantum group spin net models, based on the quantum deformation of the rotation group, we need some basic tools that we summarize in this section. We follow [29] in notation and conventions, where the interested reader can find a thorough introduction to SU(2)$_k$, see also [30].

Following [29] we understand the quantum group SU(2)$_k$ as the $q$-deformation $\mathcal{U}_q(su(2))$ of the universal enveloping algebra $U(su(2))$ of the Lie algebra $su(2)$. The algebra $\mathcal{U}_q(su(2))$ is generated by three operators $J_\pm, J_z$ with commutation relations

$$[J_z, J_\pm] = \pm J_\pm$$

$$[J_+, J_-] = \frac{q^2 J_+ - q^{-2} J_-}{q^{1/2} - q^{-1/2}}.$$

As for the classical case, the finite dimensional representations of SU(2)$_k$ are labelled by half integers $j$ and can be defined on $(2j + 1)$ dimensional representation spaces $V_j$. The so–called quantum dimensions are given by

$$d_j = [2j + 1]$$

where

$$[n] = \frac{q^{n/2} - q^{-n/2}}{q^{1/2} - q^{-1/2}}$$
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are the so–called quantum numbers. Here $q$ can be a root of unity or $q \in \mathbb{R}/\{0\}$. For $q$ a root of unity, $q = \exp(\frac{2\pi}{k+2}i)$, the quantum numbers are periodic

$$[n] = \frac{\sin(\frac{2\pi}{k+4}m)}{\sin(\frac{2\pi}{k+4}n)}$$ \hspace{1cm} (3.4)

having zeros at $n = 0$ and $n = k + 2$. Thus $j = \frac{k}{2}$ with $d_{k/2} = 1$ is the ‘last’ representation with a strictly positive quantum dimension. Representations $j = 0, \frac{1}{2}, \ldots, \frac{k}{2}$ are called admissible, representations $j > \frac{k}{2}$ are of so–called quantum trace zero. The number $k \in \mathbb{N}$ is referred to as level.

Assuming two representations $V_j$, $V_j'$ the tensor product is defined via the co–product $\Delta$. The action of the $\text{SU}(2)_k$ algebra on $V_j \otimes V_j'$ is defined as

$$\Delta(J_\pm) = q^{-J_\pm/2} \otimes J_\pm + J_\pm \otimes q^{J_\pm/2}$$

$$\Delta(J_2) = \mathbb{I} \otimes J_2 + J_2 \otimes \mathbb{I}$$ \hspace{1cm} (3.5)

As in the classical case we can reduce the tensor product $V_j \otimes V_j'$ into a direct sum of irreducible representations and a part consisting of trace zero representations (which will be modded out). Assuming orthogonal bases $|j, m\rangle$ in the representation spaces, we can describe this by Clebsch-Gordan coefficients

$$|j, m\rangle = \sum_{m_1, m_2} q^{2j j_2 j_3} C^{j j_2 j_3}_{m_1 m_2 m} |j_1 m_1 \rangle \otimes |j_2, m_2\rangle$$ \hspace{1cm} (3.6)

When coupling three admissible representations $j_1$, $j_K$ and $j_L$ in this way, the coupling coefficients are only non–vanishing if the following conditions hold:

$$j_1 + j_K \geq j_L \text{ for all permutations } \{J, K, L\} \text{ of } \{1, 2, 3\}$$

$$j_1 + j_2 + j_3 = 0 \mod 1$$

$$j_1 + j_2 + j_3 \leq k$$ \hspace{1cm} (3.7)

Note the last condition in (3.7), that is special to the quantum deformed case at root of unity. This condition signifies that $V_j \otimes V_j'$ can include trace zero parts. These trace zero parts can be modded out \[30\]. Some equations (for instance the one defining the $[6j]$ symbol) will however hold only modulo such trace zero parts \[30\].

In particular we have the completeness relation

$$\sum_{m_3, j_3 \text{ admiss.}} q^{2j_1 j_2 j_3} C^{j_1 j_2 j_3}_{m_1 m_2 m_3} q^{2j_1 j_2 j_3} C^{j_1 j_2 j_3}_{m_1' m_2' m_3} = \Pi^{j_1 j_2}_{m_1 m_2, m_1' m_2'}$$ \hspace{1cm} (3.8)

where $\Pi^{j_1 j_2}_{m_1 m_2, m_1' m_2'}$ projects out the trace zero part in $V_j \otimes V_j'$. The orthogonality relation for the Clebsch-Gordan coefficients is given as

$$\sum_{m_1, m_2} q^{2j_1 j_2 j_3} C^{j_1 j_2 j_3}_{m_1 m_2 m} q^{2j_1 j_2 j_3} C^{j_1 j_2 j_3}_{m_1 m_2 m'} = \delta_{j j'} \delta_{m m'} \theta_{j_1 j_2 j_3}$$ \hspace{1cm} (3.9)

where $\theta_{j_1 j_2 j_3} = 1$ if the coupling conditions (3.7) are satisfied and vanishing otherwise.

When defining our spin net models we will restrict to integer $j$, that is to $\text{SO}(3)_k$ representations.

### 3.2 Diagrammatic Calculus

The quantum group introduces certain subtleties into the definition, for instance the notion of dual needs to be specified. To this end we will use diagrammatic calculus, which is just a convenient form of representing combinations of Clebsch-Gordan coefficients. This can indeed be seen as an embellished form of tensor network calculus. The quantum group requires to specify a special direction, which we will take as the vertical direction. All graphs can then be interpreted as representing maps from a tensor product of representation spaces of $\text{SU}(2)_k$, represented by lines coming in from below, to a tensor product of representation spaces, drawn as lines going out on top. Each of these lines carries a representation label $j$ and a magnetic index $m$. One basic example of such a
map are the Clebsch-Gordan coefficients, denoted by \( q^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}} \). They are interpreted as a map \( V_{j_1} \otimes V_{j_2} \rightarrow V_{j_3} \), symbolizing how the spins \( j_1 \) and \( j_2 \) (with their respective magnetic indices) couple to \( j_3 \). We represent them graphically as follows:

\[
\begin{array}{c}
\text{\( j_3 \)}
\end{array}
\begin{array}{c}
\text{\( j_1 \)}
\end{array}
\begin{array}{c}
\text{\( j_2 \)}
\end{array}
:= q^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}}.
\]

(3.10)

A particular version of this Clebsch-Gordan coefficient will be important later on: If we choose \( j_1 = j_2 = j \) and take \( j_3 = 0 \), we define the ‘cap’ as a map: \( V_j \otimes V_j \rightarrow \mathbb{C} \), namely

\[
\begin{array}{c}
\text{\( j \)}
\end{array}
\begin{array}{c}
\text{\( m \)}
\end{array}
\begin{array}{c}
\text{\( m' \)}
\end{array}
:= q^{C_{m m'}_j 0 0} \sqrt{d_j} = (-1)^{j-m} q^{\frac{\pi}{2}} \delta_{m,-m'}.
\]

(3.11)

From this ‘cap’ we can similarly define a ‘cup’ by requiring that they give the identity if we concatenate them:

\[
\begin{array}{c}
\text{\( j \)}
\end{array}
\begin{array}{c}
\text{\( m \)}
\end{array}
\begin{array}{c}
\text{\( m'' \)}
\end{array}
= \delta_{m,m''},
\]

(3.12)

which gives:

\[
\begin{array}{c}
\text{\( j \)}
\end{array}
\begin{array}{c}
\text{\( m \)}
\end{array}
\begin{array}{c}
\text{\( m' \)}
\end{array}
= (-1)^{j+m} q^{\frac{\pi}{2}} \delta_{m,-m'}. \tag{3.13}
\]

Using these ‘cups’ and ‘caps’, we can construct the Clebsch-Gordan coefficients for the quantum group with inverse (here: complex conjugate) deformation parameter \( \bar{q} \) by ‘bending up’ one of the lower legs of the Clebsch-Gordan in (3.10).

\[
q^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}} = q^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}} = q^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}}. \tag{3.14}
\]

This map can hence be interpreted as mapping \( V_{j_3} \rightarrow V_{j_1} \otimes V_{j_2} \), thus it is dual to (3.10). With a ‘cap’ we can ‘pull down’ one of the legs again and arrive back at (3.10):

\[
\begin{array}{c}
\text{\( j_5 \)}
\end{array}
\begin{array}{c}
\text{\( j_3 \)}
\end{array}
\begin{array}{c}
\text{\( j_4 \)}
\end{array}
= \bar{q}^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}} = \bar{q}^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}}. \tag{3.15}
\]

Concatenating these two maps, we obtain a map \( V_{j_3} \rightarrow V_{j_3} \) proportional to the identity.

\[
\begin{array}{c}
\text{\( j_1 \)}
\end{array}
\begin{array}{c}
\text{\( j_2 \)}
\end{array}
\begin{array}{c}
\text{\( j_3 \)}
\end{array}
= (-1)^{j_1+j_2-j_3} d_{j_3}^{-1} \delta_{m_3 m_3}^m. \tag{3.16}
\]

\[\text{This is not the standard Clebsch-Gordan coefficient defined in [29], but it is modified by the quantum dimension: } q^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}} = q^{C_{m_1 m_2 m_3}^{j_1 j_2 j_3}} \left( \sqrt{d_{j_3}} \right)^{-1}.\]
Now we have all the necessary graphical ingredients to express the SU(2) \( k \) \( 6j \) symbol graphically: As for SU(2), the \( 6j \) symbol is a particular contraction of four Clebsch-Gordan coefficients, which gives a purely real number. Graphically this is expressed in a closed diagram as follows:
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Haar projector with the help of diagrammatic calculus. This will in particular help to resolve subtleties regarding the definition of the dual representation \( j^* \) for the quantum group. The technical difficulties are due to the fact that the dual of a dual is actually not given by the identity, but by a phase factor. A clean definition of ‘dual’ is therefore crucial for a consistent definition of the models.

### 4.1 Haar projector

The four–valent Haar projector naturally splits into two three–valent Haar projectors, which are connected by a sum over a representation \( j_5 \). This index actually gives the intertwiner label \( d \) in (2.6), which for the four–valent projector under consideration reads

\[
P(\{m\}, \{m'\})(j_1, j_2, j_3, j_4) = \sum_{j_5} \iota^{j_5}_{\{m\}}(j_1, j_2, j_3, j_4) \iota^{j_5*}_{\{m'\}}(j_1, j_2, j_3, j_4). \tag{4.2}
\]

The following contraction of Clebsch-Gordan coefficients, associated to the recoupling scheme \( j_1 \otimes j_2 \ni j_5 \in j_3 \otimes j_4 \), gives the intertwiner \( \iota^{j_5}_{\{m\}}(j_1, j_2, j_3, j_4) \) up to normalization:

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (A) at (0,0) {\(j_2\)};
  \node (B) at (0,1) {\(j_1\)};
  \node (C) at (1,0) {\(j_5\)};
  \node (D) at (1,1) {\(j_3\)};
  \node (E) at (2,0) {\(j_4\)};
  \draw (A) -- (B);
  \draw (A) -- (C);
  \draw (B) -- (D);
  \draw (D) -- (E);
  \draw (B) -- (E);
\end{tikzpicture}
\end{array}
= \sum_{m_5} \epsilon^{j_1 j_2 j_5}_{m_1 m_2 m_3} \epsilon^{j_3 j_4 j_5}_{m_3 m_4 m_5}.
\tag{4.3}
\]

Now, with the help of the previously defined ‘cups’ and ‘caps’, we can define its dual:

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (A) at (0,0) {\(j_2\)};
  \node (B) at (0,1) {\(j_1\)};
  \node (C) at (1,0) {\(j_5\)};
  \node (D) at (1,1) {\(j_3\)};
  \node (E) at (2,0) {\(j_4\)};
  \draw (A) -- (B);
  \draw (A) -- (C);
  \draw (B) -- (D);
  \draw (D) -- (E);
  \draw (B) -- (E);
\end{tikzpicture}
\end{array}
= (-1)^{2j_5} \sum_{m_5} (\epsilon^{j_1 j_2 j_5}_{m_1 m_2 m_3} \epsilon^{j_3 j_4 j_5}_{m_3 m_4 m_5}),
\tag{4.4}
\]

which is equal to \( \iota^{j_5*}_{\{m'\}}(j_1, j_2, j_3, j_4) \), again up to normalization. Substituting in Eq. (4.2) and demanding that \( \mathcal{P} \) is a projector, namely \( \mathcal{P}^2 = \mathcal{P} \), we fix the normalization. The result is (see the proof in Appendix A.1\footnote{To alleviate the notation we have omitted the magnetic indices attached to the diagrams. Here the left diagram carries \( \{m\} \) indices and the right diagram carries \( \{m'\} \) indices.}):

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (A) at (0,0) {\(j_2\)};
  \node (B) at (0,1) {\(j_1\)};
  \node (C) at (1,0) {\(j_5\)};
  \node (D) at (1,1) {\(j_3\)};
  \node (E) at (2,0) {\(j_4\)};
  \draw (A) -- (B);
  \draw (A) -- (C);
  \draw (B) -- (D);
  \draw (D) -- (E);
  \draw (B) -- (E);
\end{tikzpicture}
\end{array}
= \sum_{j_5} (-1)^{j_1 + j_2 + j_5 + j_4} d_{j_5}.
\tag{4.5}
\]
Now by dualizing (4.6), one can analogously define a Haar projector for the horizontal splitting:

\[ P_{(\{m\},\{m'\})}(j_1, j_2, j_3, j_4) = \sum_{j_6} \sqrt{d_{j_6}} \begin{pmatrix} j_1 & j_2 & j_5 \\ j_3 & j_4 & j_6 \end{pmatrix} P_{(\{m\},\{m'\})}(j_2, j_1, j_5, j_6, j_4, j_3) \]

These two different splittings (or recoupling schemes) are not independent. It is straightforward to realize that (see proof in Appendix A.2)

\[ P_{(\{m\},\{m'\})}(j_1, j_2, j_3, j_4) = \sum_{j_6} \sqrt{d_{j_6}} \begin{pmatrix} j_1 & j_2 & j_5 \\ j_3 & j_4 & j_6 \end{pmatrix} P_{(\{m\},\{m'\})}(j_2, j_1, j_5, j_6, j_4, j_3) \]

Similarly one can derive an analogue relation to arrive back at the previous splitting.

\[ P_{(\{m\},\{m'\})}(j_1, j_2, j_3, j_4) = \sum_{j_6} \sqrt{d_{j_6}} \begin{pmatrix} j_1 & j_2 & j_5 \\ j_3 & j_4 & j_6 \end{pmatrix} P_{(\{m\},\{m'\})}(j_2, j_1, j_5, j_6, j_4, j_3) \]

because of the orthogonality relation of the $[6j]$ symbol:

\[ \sum_{j_6} \begin{pmatrix} j_1 & j_2 & j_5 \\ j_3 & j_4 & j_6 \end{pmatrix} \begin{pmatrix} j_1 & j_2 & j_5 \\ j_3 & j_4 & j_6' \end{pmatrix} = \delta_{j_6,j_6'} \cdot (admissibility \ cond.) \]

Now by dualizing (4.6), one can analogously define a Haar projector for the horizontal splitting:

\[ P_{(\{m\},\{m'\})}(j_1, j_2, j_3, j_4) = \sum_{j_6} (-1)^{j_1+j_2+j_3+j_4} \sqrt{d_{j_6}} \begin{pmatrix} j_1 & j_2 & j_5 \\ j_3 & j_4 & j_6 \end{pmatrix} P_{(\{m\},\{m'\})}(j_2, j_1, j_5, j_6, j_4, j_3) \]

4.2 Vertex weights

Attached to each vertex, we consider weights $t(\{j\}, \{m\}, \{n\})$. The partition function for the model is then (basically) defined by summing over all indices attached to the edges. As mentioned previously, there is a subtlety of how to contract the horizontal edges – here one has to include a certain phase. This will be explained in detail in section 5

With the Haar projector $P$ at hand it is straightforward to characterize the vertex weights, by the condition

\[ t(\{j\}, \{m\}, \{n\}) = \sum_{\{m'\},\{n'\}} P_{(\{m\},\{m'\})}(\{j\}) t(\{j\}, \{m'\}, \{n'\}) P_{(\{m'\},\{n'\})}(\{j\}) \]

namely $t(\{j\}, \{m\}, \{n\})$ is invariant under the action of $P$ from the left and from the right. This gauge invariance is the quantum group symmetry we referred to at the beginning of this section. It implies that if $j_1 \otimes j_2 \otimes j_3 \otimes j_4$ does not couple to the identity, then the tensor $t(\{j\}, \{m\}, \{n\})$ vanishes. To exploit this quantum group symmetry
and avoid redundancies in the representation (4.11), we will reexpress the vertex weights in the intertwiner basis. As we will see this is advantageous for the coarse graining algorithm.

Indeed, by using the intertwiner basis, we can write \[^{11}\]

\[
t(\{j\}, \{m\}, \{n\}) = \sum_{j_n, j'_n} t_1^{(j_n, j'_n)} (j_1, j_2; j_3, j_4) d_{j_n} d_{j'_n}
\]

\[
= \sum_{j_6, j'_6} t_2^{(j_6, j'_6)} (j_1, j_4; j_2, j_3) d_{j_6} d_{j'_6}.
\]

These equations are actually two different changes of basis according with the two recoupling schemes. Let us look e.g. at the first equation: On the right hand side the only relevant information is the tensor \( t_1^{(j_n, j'_n)} (j_1, j_2; j_3, j_4) \), which describes how the representations \( j_1 \) and \( j_2 \) couple to (the pair) \( (j_5, j'_5) \) and how \( j_3 \) and \( j_4 \) also couple to that pair \[^{12}\]. Note that \( t_1 \) does not depend on the magnetic indices, but only on the representation labels and their recoupling into the representations \( (j_5, j'_5) \); hence \( t_1 \) provides the vertex weight expressed in the intertwiner basis. In the same way, \( t_2 \) is the vertex weight expressed in the intertwiner basis associated with the other recoupling scheme, in which the pairs \( j_1 \) and \( j_4 \), and \( j_2 \) and \( j_3 \), both couple to the pair \( (j_6, j'_6) \).

Using the relations (4.7) it is straightforward to get the relation between the tensors in the two recoupling schemes:

\[
t_2^{(j_6, j'_6)} (j_1, j_4; j_2, j_3) = \sum_{j_5, j'_5} t_1^{(j_5, j'_5)} (j_1, j_2; j_3, j_4) \sqrt{\frac{[2j_5 + 1][2j'_5 + 1]}{[2j_6 + 1][2j'_6 + 1]}} \begin{pmatrix} j_1 & j_2 & j_5 \\ j_3 & j_4 & j_6 \end{pmatrix} \begin{pmatrix} j_1 & j_2 & j'_5 \\ j_3 & j_4 & j'_6 \end{pmatrix}.
\]

Via the inverse transformation any choice of tensor \( t \) leads to a vertex weight \( t \) satisfying (4.11). Additionally one might want to demand certain symmetries, for instance under a reflection of the underlying four–valent vertex, etc.. This translates into certain conditions on the form of \( t_1 \). In section 6 we will explicitly define the models that we will analyze, and we will discuss the extra symmetries that they enjoy.

5 The coarse graining algorithm

As we have motivated in the previous section, the previously introduced quantum group spin net models can be cast into a tensor network form, to which one can apply tensor network renormalization \[^{17, 18}\] as a coarse graining procedure. In the following we will describe this algorithm.

We consider our quantum group spin net models defined on the square lattice. To each four-valent vertex of the lattice we attach the tensors

\[
t(\{j\}, \{m\}, \{n\}) = \begin{pmatrix} j_2 & j_3 \\ j_1 & j_4 \end{pmatrix} \begin{pmatrix} m_2 & m_1 \\ m_3 & m_4 \end{pmatrix}.
\]

To complete the definition of our models, we require an additional ingredient in the horizontal edges: to every

\[^{11}\]Recall that, for the sake of clarity in the notation, we have omitted the magnetic indices in the diagrams. In Eqs. (4.12)-(4.13), the diagrams on the left carry \( \{m\} \) indices, while the diagrams on the right carry \( \{n\} \) indices.

\[^{12}\]Recall that every edge carries two representations, \( j \) and \( j^* \). Here we explicitly allow them to couple to different representations \( j'_5 \neq j''_5 \).
Figure 2: Rewriting of the four–valent tensor network as a three–valent tensor network.

Figure 3: The contraction of the three–valent tensor network yields a coarser (rotated) square lattice.

horizontal edge, with labels \( \{j_a, m, n_a\} \), we attach the ‘swirl’

\[
(-1)^{2j_a} q^{-n_a} \delta_{n_a, n'_a} = \begin{pmatrix} n_a \\ n'_a \end{pmatrix} j_a .
\] (5.2)

This extra factor will be justified when explaining the contraction scheme. We will see that, thanks to it, under coarse graining the contributions coming from the \( \{n\} \) indices (which undergo a dualization) will behave in the same way as those coming from the indices \( \{m\} \). As a result, the contraction carried out to coarse grain will lead to a flow equation with a very nice compact form, which will be given in terms of the recoupling symbols of the group.

The partition function for the model then reads

\[
Z = \sum_{a, \ldots} \cdots t(\{j\}, \{m\}, \{n\})_{abcd} (-1)^{2j_a} q^{-n_a} t(\{j\}, \{m\}, \{n\})_{\nu' \nu' a d'} \cdots ,
\] (5.3)

namely it is given by the contraction, according with the connectivity of the lattice, of all the tensors and the extra factors in the horizontal edges.

In order to coarse grain this tensor network we consider the algorithm employed in [18], which is the adaptation to the square lattice of the original algorithm introduced in [17] for a hexagonal lattice. The idea is simple: we first rewrite the four–valent tensor network into a three–valent tensor network as depicted in Figure 2. In this way we can contract the three-valent tensors into new effective four–valent tensors forming a coarser rotated lattice, as in Figure 3.

The splitting carried out in Figure 2 is achieved by regarding the four–valent tensors as matrices and employing a singular value decomposition. We adapt this singular value decomposition to the recoupling schemes that we discussed in previous section, obtaining an algorithm that preserves the group symmetry properties of our tensors. This symmetry preserving algorithm was already introduced in [21], where we discussed its advantages. Let us describe how it works for the current quantum group spin net models.
5.1 Symmetry preserving algorithm

As explained in the previous section (see Eqs (4.12)-(4.13)), given the tensor \( t(\{j\}, \{m\}, \{n\}) \) we can perform a change of basis to the recoupling basis, defining either \( t_1^{(j_5,j_6)}(j_1,j_2,j_3,j_4) \), associated to the recoupling scheme \( j_1 \otimes j_2 \ni j_5 \otimes j_6 \), or \( t_2^{(j_6,j_7)}(j_1,j_2,j_3,j_4) \), associated to the recoupling scheme \( j_2 \otimes j_3 \ni j_6 \otimes j_7 \). In the recoupling basis the tensor is then block-diagonal, where blocks are labelled by pairs of representations \( (j,j') \) associated to the recoupling scheme. We can regard these blocks as matrices and perform a singular value decomposition, that we truncate to certain cut-off \( \mu \):

\[
\begin{align*}
(5.4) & \quad t_1^{(j_5,j_6)}(j_1,j_2,j_3,j_4) \equiv (M_1)^{j_5,j_6}_{j_1,j_2,j_3,j_4} \sum_{i=1}^{\mu(j_5,j_6)} (U_1)^{j_5,j_6}_{j_1,j_2,j_3,j_4}(V_1)^{j_5,j_6}_{i,j_3,j_4}, \\
(5.5) & \quad t_2^{(j_6,j_7)}(j_1,j_2,j_3,j_4) \equiv (M_2)^{j_6,j_7}_{j_1,j_2,j_3,j_4} \sum_{i=1}^{\mu(j_6,j_7)} (U_2)^{j_6,j_7}_{j_1,j_2,j_3,j_4}(V_2)^{j_6,j_7}_{i,j_4,j_1}.
\end{align*}
\]

Without the cut-off the dimension of the effective index \( i \), the so-called bond dimension, would grow exponentially when iterating the coarse graining procedure. Thanks to this cut-off we render the coarse graining procedure a feasible task. Note that we have control on the error made by imposing this truncation: The larger the cut-off the better the approximation.

The above singular value decompositions allow us to split the four–valent tensors \( t(\{j\}, \{m\}, \{n\}) \) in two three–valent tensors. We can carry out two different splittings, according with the two different recoupling schemes. For vertices located in odd positions (blue circles in Fig. 2) we write

\[
(5.6) \quad t(\{j\}, \{m\}, \{n\}) = \sum_{j_5,j_6} \sum_{m_5,n_5} \sum_{i=1}^{\mu(j_5,j_6)} (S_1)^{j_5,j_6}_{m_5,n_5}(\{I\}_{1,2},i)(S_2)^{j_5,j_6}_{m_5,n_5}(\{I\}_{3,4},i),
\]

while for vertices located in even positions (green squares in Fig. 2) we have

\[
(5.7) \quad t(\{j\}, \{m\}, \{n\}) = \sum_{j_6,j_7} \sum_{m_6,n_6} \sum_{i=1}^{\mu(j_6,j_7)} (S_3)^{j_6,j_7}_{m_6,n_6}(\{I\}_{2,3},i)(S_4)^{j_6,j_7}_{m_6,n_6}(\{I\}_{4,1},i).
\]

Here we have have simplified the notation by introducing \( \{I\}_{a,b} = \{j_a,m_a,n_a,j_b,m_b,n_b\} \). In the above splittings, which are sketched in Figure 4, we have defined the following objects

\[
\begin{align*}
(S_1)^{j_5,j_6}_{m_5,n_5}(\{I\}_{1,2},i) & = \sqrt{d_{j_5}d_{j_6}}(\lambda_1)^{j_5,j_6}_{j_1,j_2,j_3,j_4}(U_1)^{j_5,j_6}_{j_1,j_2,j_3,j_4}(V_1)^{j_5,j_6}_{i,j_3,j_4}, \\
(S_2)^{j_6,j_7}_{m_6,n_6}(\{I\}_{3,4},i) & = \sqrt{d_{j_6}d_{j_7}}(\lambda_1)^{j_6,j_7}_{j_1,j_2,j_3,j_4}(U_2)^{j_6,j_7}_{j_1,j_2,j_3,j_4}(V_2)^{j_6,j_7}_{i,j_4,j_1}. \\
(S_3)^{j_6,j_7}_{m_6,n_6}(\{I\}_{2,3},i) & = \sqrt{d_{j_6}d_{j_7}}(\lambda_2)^{j_6,j_7}_{j_1,j_2,j_3,j_4}(U_2)^{j_6,j_7}_{j_1,j_2,j_3,j_4}(V_2)^{j_6,j_7}_{i,j_4,j_1}, \\
(S_4)^{j_6,j_7}_{m_6,n_6}(\{I\}_{4,1},i) & = \sqrt{d_{j_6}d_{j_7}}(\lambda_2)^{j_6,j_7}_{j_1,j_2,j_3,j_4}(U_2)^{j_6,j_7}_{j_1,j_2,j_3,j_4}(V_2)^{j_6,j_7}_{i,j_4,j_1}.
\end{align*}
\]
In the next section we will use these expressions when computing the contraction that yields the new effective tensor. For that purpose it is convenient to use the following identities, which can be easily proven with the help of the identity $q \mathcal{C}_{m_1 m_2 m_3} = (-1)^{j_1+j_2-j_3} q^{n_1-n_2-n_3}$:

$$j_2 j_1 j_5' = j_2 j_1 j_5$$  \hspace{1cm} ; \hspace{1cm} j_3 j_4 j_5' = j_3 j_4 j_5$$  \hspace{1cm} ; \hspace{1cm} j_5 = j_5'$$  \hspace{1cm} ; \hspace{1cm} j_6' = j_6$$  \hspace{1cm} ; \hspace{1cm} j_6 = j_6'$$.  \hspace{1cm} (5.12)  

$$j_2 j_3 j_6 = j_2 j_3 j_6'$$  \hspace{1cm} ; \hspace{1cm} j_1 j_4 j_6' = j_1 j_4 j_6$$.  \hspace{1cm} (5.13)

In view of expression (5.13), we can already clarify why we need the extra factor $(-1)^{2j_2 q^{-n_1}} (-1)^{2j_3 q^{-n_3}}$ associated with the horizontal edges, here labeled by 1 and 3, namely the factors $(-1)^{2j_2 q^{-n_1}} (-1)^{2j_3 q^{-n_3}}$. Their role is to remove the swirl (double arc) that is attached in the equalties (5.13) to the edges with labels $j_1$ and $j_3$.

### 5.2 Derivation of the flow equation

With the splitting of the four–valent tensors into three-valent ones, it is now straightforward to get the new effective four–valent tensor by contraction, as depicted in Figure 5. We note that the effective edges now carry labels $I' = \{j, m, j', n, i\}$, with $i$ running from 1 to $\mu(j, j')$, so that the Hilbert space associated to every edge gets a more general structure than that of the original Hilbert space (4.1), namely

$$\mathcal{H}_e = \oplus_{j, j'} \mu(j, j') V_j \otimes V_{j'}.$$  \hspace{1cm} (5.14)
In consequence, the effective tensor also gets more general than (5.1), as its structure is of the form

\[ t(\{j\}, \{m\}, \{j'\}, \{n\}, \{i\}) = \frac{I'_2}{I'_3} \times \frac{I'_1}{I'_4}; \quad I'_a = \{j_a, m_a, j'_a, n_a, i_a\} \]  

(5.15)

Thus we have in particular now the possibility \( j \neq j' \) also for the ‘outer’ edges. In addition multiplicity labels \( i \) (whose range can depend on the representation labels \( (j, j') \)) can appear.

This new tensor possesses the quantum group symmetry of the original vertex weight, namely it is invariant under the left action of \( P(\{m\}, \{m'\})(\{j\}) \) and under the right action of \( P(\{n\}, \{n'\})(\{j'\}) \). Our symmetry preserving algorithm gives us directly the tensor in the recoupling basis. Let us compute the new block \( t^{j_2,j'_2}_{j_1,j'_1}(J_1, J_2; J_3, J_4) \), with \( J_a = \{j_a, j'_a, i_a\} \):

\[
t^{j_2,j'_2}_{j_1,j'_1}(J_1, J_2; J_3, J_4) = \sum_{a,b,c,d} \sum_{\{m\}} \sum_{\{n\}} \sum_{\{i\}} (-1)^{j_1+j_2+j_3+j_4}(-1)^{j'_1+j'_2+j'_3+j'_4} \\
\times (-1)^{2j_a}q^{-n_a}(S_{2})_{j_{1},j_{2},j_{3},j_{4}}^{j_1,j_2,j_3,j_4} \left( \begin{array}{c} j_2 \\ j_3 \\ j_4 \end{array} \right) \otimes \left( \begin{array}{c} j_2' \\ j_3' \\ j_4' \end{array} \right) \\
\times (-1)^{2j_b}q^{-n_b}(S_{1})_{j_{1},j_{2},j_{3},j_{4}}^{j_1,j_2,j_3,j_4} \left( \begin{array}{c} j_2 \\ j_3 \\ j_4 \end{array} \right) \\
\times (-1)^{2j_c}q^{-n_c}(S_{1})_{j_{1},j_{2},j_{3},j_{4}}^{j_1,j_2,j_3,j_4} \left( \begin{array}{c} j_2 \\ j_3 \\ j_4 \end{array} \right) \\
\times (-1)^{2j_d}q^{-n_d}(S_{1})_{j_{1},j_{2},j_{3},j_{4}}^{j_1,j_2,j_3,j_4} \left( \begin{array}{c} j_2 \\ j_3 \\ j_4 \end{array} \right) .
\]

(5.16)

Substituting in this equation the expressions (5.8)-(5.11), we can contract the involved Clebsch-Gordan coefficients. It is straightforward to check that the contraction of those coefficients carrying indices \( \{j, m\} \) (left part of the diagrams) gives the following 9j-symbol:

\[
\begin{array}{c}
\begin{array}{c}
\bigstar \\
J_2 \bigstar \bigstar \\
\bigstar \bigstar \\
J_3 \\
\bigstar \\
J_4 \\
\bigstar \\
J_1 \\
\bigstar
\end{array}
\end{array}
= \frac{(-1)^{j_c+j_a+j_b}(-1)^{j_1+j_2+j_3+j_4}}{d_{j_5} \sqrt{d_{j_3}d_{j_4}}} \left[ \begin{array}{c} j_c \\ j_a \\ j_b \\ j_3 \\ j_4 \\ j_2 \\ j_1 \\ j_5 \\ j_4 \end{array} \right].
\]

(5.17)

This equality is shown in Appendix A.3

As for the right side of the diagrams, which come from a dualization and that are formed by Clebsch-Gordan coefficients that carry indices \( \{j', n\} \), they also contract to the 9j-symbol, which is obvious once we consider the identities (5.12)-(5.13), and we remove the swirls with the extra factors \(( -1 )^{2j_a}q^{-n_a} - ( -1 )^{2j_b}q^{-n_b} \). As we anticipated before, without the introduction of these extra factors for the horizontal edges, we would not get the 9j-symbol when contracting the Clebsch-Gordan coefficients that come from the dual contributions.

In conclusion, the new effective tensor in the recoupling scheme 1 reads

\[
t^{j_2,j'_2}_{j_1,j'_1}(J_1, J_2; J_3, J_4) = \sum_{a,b,c,d} \sum_{\{m\}} \sum_{\{n\}} \sum_{\{i\}} (-1)^{j_1+j_2+j_3+j_4}(-1)^{j'_1+j'_2+j'_3+j'_4} \\
\times \sqrt{(\lambda_1)_{j_1,i_1}^{j_{1},j_{1}'}} (\lambda_2)_{j_2,i_2}^{j_{2},j_{2}'} (\lambda_3)_{j_3,i_3}^{j_{3},j_{3}'} (\lambda_4)_{j_4,i_4}^{j_{4},j_{4}'} \\
\times (V_{1})_{j_1,i_1}^{j_{1},j_{1}'} (V_{2})_{j_2,i_2}^{j_{2},j_{2}'} (U_{1})_{j_3,i_3}^{j_{3},j_{3}'} (U_{2})_{j_4,i_4}^{j_{4},j_{4}'} \\
\times \left[ \begin{array}{c} j_c \\ j_a \\ j_b \\ j_3 \\ j_4 \\ j_2 \\ j_1 \\ j_5 \\ j_4 \end{array} \right] \left[ \begin{array}{c} j_c' \\ j_a' \\ j_b' \\ j_3' \\ j_4' \\ j_2' \\ j_1' \end{array} \right] \left[ \begin{array}{c} j_c \\ j_a \\ j_b \\ j_3 \\ j_4 \\ j_2 \\ j_1 \\ j_5 \\ j_4 \end{array} \right] \\
\times \left[ \begin{array}{c} j_c' \\ j_a' \\ j_b' \\ j_3' \\ j_4' \\ j_2' \\ j_1' \end{array} \right] ,
\]

(5.18)

where \( j_i \) with \( i \in \{a, b, c, d\} \) for the first iteration, while they are a priori independent for subsequent iterations. The blocks \( t^{j_2,j'_2}_{j_1,j'_1}(J_1, J_4; J_2, J_3) \) for the second splitting can in general be obtained from \( t^{j_2,j'_2}_{j_1,j'_1}(J_1, J_2; J_3, J_4) \) by
convoluting it with \(6j\)-symbols, as in equation (4.14). Nevertheless, as we will further comment in section 6, the models that we will consider have the symmetry \(\hat{t}_2^{(j_6,j'_6)}(J_1, J_4; J_2, J_3) = \hat{t}_1^{(j_6,j'_6)}(J_1, J_4; J_2, J_3)\), which is preserved under coarse graining, hence this step of computing \(t_2\) is actually not necessary.

The above equation (5.18) can be regarded as the coarse graining flow equation for \(\hat{t}_1\), in the sense that the factors \(\{\chi, U, V\}\) are determined by the tensor in the previous step of the iteration procedure. By choosing initial data, we can analyze the behaviour of the vertex weights under this coarse-graining flow. In the next section we carry out this analysis for a particular set of models, determining the fixed points and phases of this flow, as well as phase transitions.

Note that this flow equation is still quite challenging numerically. The coarse grained tensor \(\hat{t}\) will have in general \(\chi^5\) components where even in the simplest (useful) approximation \(\chi = (j_{max} + 1)^2\), with \(j_{max} = k/2\) for \(k\) even and \(j_{max} = (k - 1)/2\) for \(k\) odd. To save and compute more efficiently with these tensors we developed the method of super indices. These super indices summarize combinations of indices, and keep only those that actually lead to non-vanishing entries due to the coupling rule. This leads already to a huge saving for the \(6j\) symbol – instead of \((j_{max} + 1)^6\) entries one only saves the components non-vanishing due to coupling rules.

5.3 Geometric interpretation of the flow equation

Here we wish to point out that the flow equation (5.18) for the 2D spin nets has an interesting 3D geometric interpretation. A similar 3D interpretation of the 2D models has also been noticed in [2]. The 3D geometrical interpretation is due to the \(6j\) symbols appearing in (5.18). The 3D spin foam models without and with (positive) cosmological constant are given by the Ponzano–Regge [35] and the Turaev–Viro model [36] respectively. These models are topological, that is triangulation invariant, and built by associating \(6j\) symbols to the tetrahedra. Similarly we can associate tetrahedra to the \(6j\) symbols appearing in (5.18). The edges of the tetrahedra are labelled by the spins appearing in the \(6j\) symbol, so that the coupling conditions of the \(6j\) symbol reflect the triangle inequalities for the tetrahedron. The summation over common \(j\) and \(j'\) is then interpreted as gluing of edges.

This gluing of tetrahedra appears in stages:

- For the left and right copy separately (i.e. for unprimed and primed spins) we have the gluing of two tetrahedra to a double pyramid. Here the gluing is along the triangle with edges labelled by \(j_a, j_c\) and \(j_5\) (and similarly for the primed indices).

- The triangles of the double pyramid, i.e. for the left copy, are given by \(T_1 = \{(j_1, j_2, j_3), (j_3, j_4, j_5)\}\) as well as \(T_2 = \{(j_1, j_a, j_b), (j_2, j_b, j_c), (j_3, j_c, j_d), (j_4, j_a, j_d)\}\), as shown in Figure 6. One will notice that \(T_1\) corresponds to the indices of the new effective tensor, whereas the triangles in \(T_2\) are glued with the appropriate \(U\) and \(V\)’s from the singular value decomposition. This singular value decomposition results in three–valent tensors, dual to triangles, and we can indeed interpret this as gluing triangle amplitudes onto the pyramids. Note, that for some families of intertwiner fixed point models described in the next section 6 these amplitudes themselves are given by \(6j\) symbols. Hence we can interpret this case as gluing further tetrahedra onto the pyramids.

The gluing of the triangle amplitudes is also the place where a coupling between the left and right copy, i.e. primed and unprimed spins occur. We can interpret this as a gluing of the two double pyramids via the triangle amplitudes, that depend on both primed and unprimed indices. However, in the case of factorizing models, described in section 6 all quantities factorize with respect to primed and unprimed spins, and so does the coarse graining flow.

This geometric interpretation, in particular in the case that the ‘triangle amplitudes’ themselves correspond to geometric objects, might help to obtain an intuition about the coarse graining flow. For instance, if only \(6j\) symbols (with appropriate face and edge factors and signs) are involved, the complex will describe a Turaev–Viro model. This is invariant under changes of the triangulation, which will explain some of the occurring fixed points.

This geometric interpretation might also help to approximate the coarse graining flow equation by a simpler equation. For instance it seems possible to consider instead of the flow equation related to the double pyramid a flow equation related to just one tetrahedron. This applies if \(\hat{t}_1 = \hat{t}_2\) in the sense explained below equation (6.3), which is preserved under coarse graining. Preliminary numerical investigations have shown that this leads indeed to the same phase diagram as the more complicated flow equation. We will investigate this possibility further as
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Figure 6: Double pyramid with triangles $T_1 = \{(j_1, j_2, j_5), (j_3, j_4, j_5)\}$, those filled with doted lines, and triangles $T_2 = \{(j_1, j_a, j_b), (j_2, j_b, j_c), (j_3, j_c, j_d), (j_4, j_a, j_d)\}$.

It will allow us to consider more easily the replacement of the structure group $SU(2)_k$ with i.e. $SU(2)_k \times SU(2)_k$, as appear for the 4D gravitational models.

6 Fixed point intertwiners as initial data and coarse graining results

The space of possible tensors $\mathbf{i}_1$, and therefore spin net models is huge. One therefore needs to add further selection principles to arrive at a suitable phase space. For instance [13, 21] introduces and uses the so-called $E$–function parametrization, which for the spin foams encompasses all current models. It also allows an interpretation as imposing simplicity constraints, which are encoded in the choice of the $E$–function. However there are several problems with this parametrization. First of all, it turns out that for a quantum group, models based on $E$–functions have not the expected $13$ symmetries, for instance under changing the recoupling scheme, via a 2–2 move. Furthermore, the models mostly flow to trivial phases and a fine tuning is necessary to arrive at a non–trivial fixed point, i.e. for which simplicity constraints are realized.

Here we will introduce another parametrization, which can be understood as an application of Reisenberger’s construction outlined in section 2. This parametrization is based on fixed points (i.e. triangulation invariant instances) of so–called intertwiner models, that have been introduced and constructed in [2, 22].

We will use specific families of these fixed points for intertwiner models here, for a specification of all possible fixed points, see [2, 22]. In this section we will describe them briefly and explain that they do not define fixed points of the here considered spin net models, but, moreover, flow to non trivial fixed points, i.e. fixed points beyond the degenerate or analogue $BF$ phase. Hence they define new phases and by linear combination we can additionally study phase diagrams.

6.1 Description of the fixed point intertwiners

The fixed point intertwiners can be written as a modification of the Clebsch-Gordan coefficients$^{14}$ which we diagrammatically denote as ‘fat’ vertices introduced in [2]:

\[
\begin{align*}
\mathbf{j}_3 &:= a(j_1, j_2, j_3) \psi_{m_1 m_2 m_3}^{j_1 j_2 j_3}, \\
\mathbf{j}_2 &:= a'(j_1, j_2, j_3) \psi_{m_1 m_2 m_3}^{j_1 j_2 j_3}.
\end{align*}
\]

At first sight such a modification appears to be an arbitrary choice and indeed without further requirements it allows for a parametrization with a plethora of parameters. Nevertheless, as it has been shown in [2], one can

---

$^{13}$Such symmetries are realized in the $S_3$ group case [21].

$^{14}$This modification only depends on the triple of representation labels, not on the magnetic indices $m$. The vertices define therefore still $SU(2)_k$ intertwining maps.
uniquely fix these factors by (a) requiring invariance under planar (i.e. $2 - 2$, $3 - 1$ and $1 - 3$) Pachner moves, i.e. triangulation independence with respect to the dual triangulation, and (b) specifying the allowed representations, i.e. the set of labels $j$ which do not lead to vanishing weights $a(j, \cdot, \cdot)$ and $a'(j, \cdot, \cdot)$. These special factors define the before mentioned fixed point intertwiners, of which we will present a few in the following subsections.

Note that this class of tensors leads in general to complex weights. Fortunately this is not a problem at all for the tensor network algorithm that we will be using. To our knowledge it gives a first example where the tensor network algorithm is applied to a statistical system with complex weights.

Thus the models that we will analyze have initial tensors of the form

$$t(\{j\}, \{m\}, \{n\}) = \sum_{j_5, j'_5} \frac{1}{d_{j_5} d_{j'_5}} \begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet
\end{array} \otimes \begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet
\end{array} = \sum_{j_6, j'_6} \frac{1}{d_{j_6} d_{j'_6}} \begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet
\end{array} \otimes \begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet
\end{array} . \quad (6.2)
$$

We note that

$$\tau_1^{(j_5, j'_5)}(j_1, j_2; j_3, j_4) = a'(j_1, j_2, j_5) a(j_3, j_4, j_5) a(j_5, j_1, j_2) a'(j_3, j_4, j_5)$$

and

$$\tau_2^{(j_6, j'_6)}(j_2, j_3; j_4) = a'(j_2, j_3, j_6) a(j_4, j_1, j_2) a(j_4, j_6, j_1) a'(j_2, j_3, j_6) . \quad (6.4)
$$

As indicated already, due to the fixed point property of the intertwiners, the amplitudes for initial tensor (and as it happens also for the coarse grained tensors) are the same in the two recoupling bases, namely the tensors verify the symmetry property $\tau_1^{(j_5, j'_5)}(j_1, j_2; j_3, j_4) = \tau_2^{(j_5, j'_5)}(j_1, j_2; j_3, j_4)$. This is indeed a very physical requirement, imposing that the weights are the same if expanded in the two possible (planar) recoupling schemes. A asymmetry would specify a special direction, which we avoid by choosing the fixed point intertwiners as initial data. This equality of the tensor components in the two recoupling schemes will be preserved under the coarse graining flow.

Further symmetries that our tensors verify are

$$\tau_1^{(j_5, j'_5)}(j_1, j_2; j_3, j_4) = \tau_1^{(j_5, j'_5)}(j_3, j_4; j_1, j_2) = \tau_1^{(j_5, j'_5)}(j_2, j_1; j_4, j_3) ,$$

$$\tau_1^{(j_5, j'_5)}(j_1, j_2; j_3, j_4) = \tau_1^{(j_5, j'_5)}(j_1, j_2; j_3, j_4) , \quad (6.5)
$$

which represent discrete rotation and reflection symmetries.

Note that in (6.2) the spin labels at the outer edges are the same in the left and right copy, whereas the intertwiner labels $j_5, j'_5$ or $j_6, j'_6$ can a priori differ. (They do not for models analogous to standard gauge theories, which are based on the Haar intertwiner.) This might actually change under the renormalization flow: we allow generalised tensors carrying two spin labels $j, j'$ per edge. As we will see, in the extreme case we will obtain factorizing models as fixed points of the renormalization flow. In this case the sum over $j$ and $j'$ can be performed independently and the partition function is equal to a square of an intertwiner model partition function. In cases in which that happens, we do regain the square of the model associated to the intertwiner we started with.

To characterize the fixed points we will give the non–vanishing intertwiner channels. I.e. an intertwiner channel $(j, j')$ means that there are non–vanishing tensor components with $j_5 = j$ and $j'_5 = j'$. Due to the symmetry under changing the recoupling scheme this holds also for $j_6 = j$ and $j'_6 = j'$. We will speak of an ‘excited’ representation, if this representation is allowed by the simplicity constraints encoded in the model, that is if $j \in \mathcal{S}_1$ in the sense of section [2]. I.e. the representation does not lead to a vanishing weight for the initial model.
### 6.1.1 Only \( j = 0 \) and \( j_{\text{max}} \) excited

A straightforward but exceptional example, which can be defined for even \( k \), is to require that only representations \( j = 0 \) and \( j_{\text{max}} = \frac{k}{2} \) are excited. There are only two non-vanishing \( a \)-factors (and permutations) appearing, namely:

\[
\begin{align*}
a(0,0,0) &= a'(0,0,0) = 1, \\
a(j_{\text{max}}, j_{\text{max}}, 0) &= a'(j_{\text{max}}, j_{\text{max}}, 0) = 1.
\end{align*}
\]

This is because \( j_{\text{max}} \) is of quantum dimension one and additionally has to satisfy the coupling rule \( j_{\text{max}} \otimes j_{\text{max}} \equiv 0 \). Also note that the factors \( a \) are invariant under permutations of their arguments.

If we plug in these fixed point intertwiners as initial data of our spin net models, we do not observe a flow; these initial data already define a fixed point. It only has two excited intertwiner channels, namely (0,0), (j_{\text{max}}, j_{\text{max}}, 0).

### 6.1.2 Only \( j = 0 \) and \( j = j_1 < j_{\text{max}} \) excited

We study here two examples of models based on fixed point intertwiners that have only two representations excited, the trivial representation and a \( j = j_1 \) different from \( j_{\text{max}} \). The two examples are the following:

- **k = 6, j_1 = 2**
  
  The fixed point intertwiner is defined by the amplitudes
  
  \[
  \begin{align*}
a(0,0,0) &= a'(0,0,0) = 1, \\
a(2,2,2) &= a'(2,2,2) = \sqrt{d_2(d_2 - 1)}, \\
a(2,2,0) &= a'(2,2,0) = \sqrt{d_2},
\end{align*}
\]

  and permutations of them, with \( a \) being invariant under permutations of its arguments.

- **k = 10, j_1 = 3**
  
  The fixed point intertwiner is defined by the amplitudes
  
  \[
  \begin{align*}
a(0,0,0) &= a'(0,0,0) = 1, \\
a(3,3,3) &= a'(3,3,3) = i\sqrt{d_3(d_3 - 1)}, \\
a(3,3,0) &= a'(3,3,0) = \sqrt{d_3},
\end{align*}
\]

  and permutations of them, with \( a \) being invariant under permutations of its arguments.

Taking these amplitudes as initial data for our spin net models, the resulting model flows to a fixed point with only contributing intertwiner channels \((0,0), (0,j_1), (j_1,0)\) and \((j_1,j_1)\). This fixed point is factorizing: the partition function is the product of two partition functions, where each factor corresponds to the partition function of the intertwiner model we started with.

### 6.1.3 Only even representations excited

For a quantum group with \( k \) multiple of 4, one can construct fixed point intertwiners by only allowing representation with even \( j \) excited \([22]\). This fixed point intertwiners are characterized by the following amplitudes:

\[
a(j_1, j_2, j_3) = a'(j_1, j_2, j_3) = \sqrt{\frac{(-)^{J-j_1}}{[J+1]}} \sqrt{\frac{(-)^{J-j_2}}{[J+1]}} \sqrt{\frac{(-)^{J-j_3}}{[J+1]}} \frac{(-)^{2J-j_1-j_2}}{[J+1]} \times \frac{[2j_1 + 1][2j_2 + 1]}{[J+1]} \frac{[j_1 k_j 2k_k]}{[J+1]},
\]

if \( j_1, j_2 \) and \( j_3 \) are all even, otherwise the amplitude vanishes.

Starting with these intertwiners, we analyzed cases \( k = 8 \) and \( k = 12 \).

For \( k = 8 \) we obtain the following fixed point under coarse graining: only intertwiner channels \((0,0), (0,4), (4,0), (4,4), \) and \((2,2)\) are excited. This fixed point is not factorizing, as the channels \((0,0)\) and \((2,2)\) appear, but not for instance the channel \((0,2)\). This constitutes an example of a so-called ‘mixed’ fixed point. I.e. non-diagonal entries appear but the fixed point is not of factorizing type. These type of fixed points will play a crucial role in the interpretation of the fixed points as phases for spin foams.

In contrast, for \( k = 12 \) we do find the expected factorizing fixed point with all the intertwiner channels labeled by two even representations excited.
Figure 7: Diagrammatic explanation of the ‘CDL’ structure. With identity (A.8) one can replace the intermediate edges by double lines (we ignore normalization factors associated to the edges), which turn the tensor network into a ribbon graph. This ribbon graph structure gives a fixed point under renormalization flow, as the strands going around inner faces form closed loops, which just give constant factors and hence drop out. The remaining graph gives a rescaled version of the original graph.

6.1.4 Maximal spin \( J \)

At last we introduce a whole family of fixed point intertwiners for each level \( k \). A member of this family is labelled by an integer spin \( J \leq k/2 \). For a given \( J \) all representations \( j \leq J \) are excited, where \( J \) is independent (apart from the bound) of the maximal spin \( k/2 \) of the quantum group. In fact these fixed points generalize to the classical group \( SU(2) \) and provide a cut–off in spins there. (The coarse graining flow could still lead to arbitrary large spins.) Here the simplicity constraints can be interpreted as forbidding spins larger than \( J \).

The \( a \) factors are given by:

\[
a^J_{CDL}(j_1, j_2, j_3) = a^J_{CDL}(j_1, j_2, j_3) = \sqrt{(-)^{J-j_1}} \sqrt{(-)^{J-j_2}} \sqrt{(-)^{J-j_3}} (-)^{2J-j_1-j_2} \times \sqrt{[2j_1+1][2j_2+1]} \frac{[J+1]}{[j_1][j_2][j_3]} ,
\]

(6.10)

Note that when \( J = k/2 \), and \( j_1 \), \( j_2 \) and \( j_3 \) are all even, the amplitudes coincide with those of case 6.1.3 but now also odd representations are allowed.

To understand why the \( a^J_{CDL} \) define fixed points intertwiner models it is instructive to interpret them diagrammatically [2]. Ignoring normalization (edge) factors, one three–valent intertiner is given as

\[
\begin{tikzpicture}
  \draw (0,0) -- (1.2,0) -- (0.6,1.2) -- cycle;
  \draw (0.6,0) -- (1.2,1.2) -- (0,1.2) -- cycle;
  \draw (0.6,0) -- (0.6,1.2);
\end{tikzpicture}
\]

(6.11)

If one glues several of these vertices together, one can sum over the intermediate spins and replace the single line by a double line (see identity (A.8)). This explains our notation \( a^J_{CDL} \) denoting these tensors as ‘corner double line’, see also figure [4] for such tensor networks it is straightforward to see that they are fixed points of the coarse graining algorithm for intertwiner models [2].

The initial tensor for the spin net model can then be represented as (again modulo edge normalization factors)

\[
t(\{j\}, \{m\}, \{n\}) \sim \sum_J \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}{2} \frac{J}/2
\begin{table}
\centering
\begin{tabular}{|c|c|c|}
\hline
$J$ & $k$ even & $k$ odd \\
\hline
$J = 0$ & degenerate & degenerate \\
$J = 1$ & factorizing $J = 1$ & factorizing $J = 1$ \\
$J = 2$ & factorizing $J = 2$ & factorizing $J = 2$ \\
$\vdots$ & $\vdots$ & $\vdots$ \\
$J = \frac{k}{2} - 2$ even / $J = \frac{k-1}{2} - 1$ odd & factorizing $J = \frac{k}{2} - 2$ & factorizing $J = \frac{k-1}{2} - 1$ \\
$J = \frac{k}{2} - 1$ even / $J = \frac{k-2}{2}$ odd & analogue BF & analogue BF \\
$J = \frac{k}{2}$ & "mixed" & - \\
\hline
\end{tabular}
\caption{Table of the fixed points obtained from the initial intertwiners labelled by the maximal spin $J$. For odd $k$ there is no model for $J = \frac{k}{2}$ since the initial model is only defined for even $J$.}
\end{table}

At this point the thoughtful reader may wonder, why we choose ‘fixed points’ as the initial data of a statistical system, which we intend to coarse grain. In order to guard against confusion we strongly stress that the previously defined \(a_{CDL}^J\) do not define fixed points of the here considered spin net models. To explain why, consider the definition of the initial tensor given in Eq. (6.2). Even though it is written in this product form, the intertwiners for one copy and its dual do not decouple: During the contraction of the outer edges in the coarse graining algorithm [5.18], the summations over the primed and unprimed representation labels cannot be taken individually. Thus already the first coarse graining step will result in a different model from the initial one and the system ‘flows’ away from the initial condition.

There are however fixed points of the full spin net models, for which both copies indeed decouple and are thus denoted as ‘factorizing’. As we will explain below, most of the initial \(a_{CDL}^J\) models actually flow to their ‘corresponding’ factorizing fixed point, meaning that the fixed point shares the same maximal spin $J$ with the initial models. We have seen such a behaviour already for the $k = 12$ example in section 6.1.3.

After the introduction and justification of the initial data let us focus on the results: Remarkably every single initial fixed point intertwiner model flows to a different fixed point and furthermore the flow in different quantum groups follows a clear pattern, which we summarize in table 1

Let us briefly describe the different types of fixed points:

As we have commented in the introduction (see also [21]) the intertwiner channels are the relevant degrees of freedom in spin net models, such that it is sufficient to know the excited intertwiner channels (and the associated singular values) to identify the phase / fixed point. Thus we will not state the final fixed point tensor but focus on the description of the excited intertwiner channels. Since for all discovered fixed points the excited intertwiner channels are just excited once, they can be characterized by a matrix of singular values, where rows and columns are labelled by the representation label of the ‘left’ and the ‘right’ copy: A non–vanishing entry $m_{j,j'}$ of this matrix indicates a contributing intertwiner channel $\langle j,j' \rangle$. For the fixed points the non–vanishing singular values are all equal to one, which is intertwined with the triangulation independence of the corresponding three–valent models, obtained from splitting the four–valent vertices into three–valent ones [9]. The following fixed points appear as a result of the coarse graining flow:

- **Degenerate:**
  On the degenerate fixed point, which coincides with the initial model with $J = 0$, only the trivial representation $j = 0$ is allowed.

- **Analogue BF:**
  In the topological (analogue) $BF$ theory all ‘diagonal’ intertwiner channels allowed by the quantum group are excited, i.e. channels with $j' = j$. The matrix of singular values is just the identity matrix.

- **Factorizing with spin $J$:**
  In the factorizing model all intertwiner channels $\langle j,j' \rangle$, $j,j' \leq J$ are excited with the same singular value. In particular $j' \neq j$ is allowed. As a matrix of singular values, this model has a quadratic upper left block matrix of size $J \times J$ with all entries 1. The other entries vanish.

\footnote{The pattern is confirmed for quantum groups $SU(2)_k$ with $k = \{4,5,\ldots,10\}$. For $k = 4$, the initial model for $J = 1$ flows to the factorizing fixed point, not the analogue $BF$ one.}
• Mixed:
  For $k$ even and the fixed point intertwiners with maximal spin $J = \frac{k}{2}$, i.e. the maximal spin of the quantum group, the system flows to a peculiar fixed point. It is described by exciting all intertwiner channels $(j, j')$ for which the sum $j + j'$ is even. E.g. for $k = 4$ one finds the following matrix of singular values:

$$
\begin{pmatrix}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1 \\
\end{pmatrix}.
$$

(6.13)

Note that the difference in the even/odd behaviour originates from the fixed point intertwiner weights $a(j_1, j_2, j_5) = a'(j_1, j_2, j_5)$, that vanish if the sum $j_1 + j_2 + j_5$ is odd, see [2]. This initial condition, which involves the left copy and the right copy of the model separately, results under the coarse graining flow in a non–trivial coupling condition between the left and right copy, namely that $j_1 + j'_1$ has to be even and $j_2 + j'_2$ has to be even.

This is a fixed points of mixed type as also occurring for the $k = 8$ example in section 6.1.3. Here the ‘left and right copy’ of the model do not decouple completely as is the case for the factorizing fixed points.

The results are remarkable in two ways: Alone the mere existence of the additional fixed points (with respect to the degenerate and the analogue BF phase) is positive evidence that spin net models possess interesting phases. More importantly we have specified initial data in form of the fixed point intertwiners for which these models actually flow to these fixed points, thus we can state that these phases exist indeed.

At this point we would like to add a comment on the accuracy applied in our simulations. For most of our simulations we used a particular approximation: For each intertwiner channel we picked its largest singular value, namely $\mu(j, j') = 1$ for all $j$ and $j'$. This truncation is suggested by the investigations in [21] which put forward the intertwiner degrees of freedom as relevant degrees of freedom. We will name this truncation ‘one–singular–value per intertwiner channel algorithm’. Note that for $k = 12$, for which $j_{\text{max}} = 6$ this already results in a necessary bond dimension of $\chi = 49 = (6 + 1)^2$ (not even taken into account the large number of magnetic indices, that have been absorbed into the recoupling symbols appearing in the flow equation (5.18)). Thus such a truncation might be unavoidable if considering more complicated structure groups, i.e. $SU(2)_k \times SU(2)_k$.

By comparison, the full algorithm takes all singular values in all intertwiner channels and picks the largest $\chi$ ones, where $\chi$ is the fixed bond-dimension. Thus it may happen that some intertwiner channels obtain multiplicity three, whereas others do not appear at all.

In what we have presented so far, the results of both algorithms are consistent, which indicates that already the ‘one–singular–value per intertwiner channel’ algorithm is a very well suited approximation to study the intertwiner dynamics. (Additionally it avoids the appearance of so–called non–isolated CDL fixed points [18], which slow down the algorithm very much and are argued to not contain essential information [32].) This confirms the ‘one–singular–value per intertwiner channel’ truncation, and the conjecture that the intertwiner degrees of freedom are the relevant ones, i.e. determine the large scale behaviour of the system.

As a next step it is worthwhile to study phase diagrams for these models and phase transitions between these new phases. To do so one can linearly combine the fixed point intertwiners to give new initial data and vary their respective coefficients to tune the system towards a phase transition.

### 6.2 Superposition of intertwiners

As already pointed out in (2.11) in section 2 one can additionally consider a linear combination of fixed point intertwiners as initial data. Here we will consider linear combinations of models based on the CDL fixed point intertwiners, defined in section 6.1.4 whose amplitudes are characterized by a maximal representation $J \leq J_{\text{max}}$ excited:

$$
t(\{j\}, \{m\}, \{n\}) = \sum_J \alpha_J \left( \sum_{j_5, j'_5} \alpha_{j_5, j'_5} \left( \sum_{j_1, j'_1} \alpha_{j_1, j'_1} \sum_{j_2, j'_2} \alpha_{j_2, j'_2} \sum_{j_3, j'_3} \alpha_{j_3, j'_3} \sum_{j_4, j'_4} \alpha_{j_4, j'_4} \right) \right),
$$

(6.14)

$^{16}$We can confirm this up to bond dimension $\chi = 22$. 
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where we have used the notation
\[
\begin{align*}
\mathcal{J}^J_{j_1 j_2 j_3} &:= a_{\mathcal{CDL}}(j_1, j_2, j_3) \mathcal{C}^{j_1 j_2 j_3}_{m_1 m_2 m_3}, \\
\mathcal{J}^J_{j_1 j_2 j_3} &:= \hat{a}_{\mathcal{CDL}}(j_1, j_2, j_3) \mathcal{C}^{j_1 j_2 j_3}_{m_1 m_2 m_3}.
\end{align*}
\]

Also these initial tensors satisfy Reisenberger’s principle, at least with respect to the 2–2 move recoupling \((j_5, j'_5) \rightarrow (j_6, j'_6)\). As already mentioned before, these intertwiners are not necessarily orthonormal, hence they only satisfy the projector property for particular choices of the parameters \(\alpha_j\). Nevertheless to plot the phase diagram we will choose the parameter \(\alpha_j\) rather freely, we only require that \(\sum_j \alpha_j = 1\).

To obtain the phase diagrams we used the ‘one-singular-value per intertwiner channel’ algorithm, described above. Although it is very well suited for our models, as we argued above, it is not as accurate as the full algorithm with equal or larger bond dimension. This means, e.g. that possible phase transition lines might change in position and shape if we would employ the more accurate version, however, it will not change the qualitative behaviour of the phase diagram, i.e. the phases will also exist in the full algorithm.

6.2.1 Phase diagram for \(k = 5\)

For \(k = 5\), we have three fixed point intertwiners that we can linearly combine: \(J = 0\), which is identical to the degenerate fixed point, \(J = 1\), which flows to the factorizing model with maximal spin \(J = 1\) and \(J = 2\), which flows to the analogue BF fixed point. This gives us two parameters, \(\alpha_0\) and \(\alpha_1\), to tune, \(\alpha_2\) is fixed by the requirement that \(\sum_j \alpha_j = 1\). The phase diagram is shown in figure 8.

Figure 8: The phase diagram for \(k = 5\). The red area (in the right corner of the diagram) shows the set of parameters for which the model flows to the degenerate fixed point, which is also located in the bottom right corner. For parameters in the green area (upper corner), the system flows to the factorizing model with maximal spin \(J = 1\) and the blue area (bottom left corner) covers the models that flow to the analogue BF fixed point. Note that neither the factorizing nor the BF fixed point itself can be described by the chosen parametrization.

From the phase diagram we can readily see that we find an extended phase for each fixed point associated to an (initial) fixed point intertwiner. This is an important difference to the results in [21], where also a factorizing fixed point has been found, however no choice of initial parameters has led to a flow (for high accuracy) to this fixed point and thus it has no associated phase. The second important observation is the relative size of the phases: The two dominating phases are the factorizing and the analogue BF one whereas the degenerate one is the smallest\(^\text{17}\). This is an indication that the chosen fixed point intertwiners define initial models ‘far away’ from the degenerate fixed point. Since the degenerate phase is not of our major interest, we will thus neglect it in the next phase diagram.

\(^{17}\)As mentioned above the shape of the phases is likely to change for higher accuracy.
6.2.2 Phase diagram for $k = 8$

For the quantum group with $k = 8$, we discuss the linear combination of four fixed point intertwiners, each labelled with a maximal (even) spin $1 \leq J \leq 4$, where we neglect $J = 0$ as argued above. Together with the requirement that $\sum J \alpha_J = 1$, we have three free parameters. In figure 9 we show the full parameter space, with a raster of coloured points indicating the fixed point they flow to. In figure 10 we show the interesting slice, where $\alpha_3 = 0$.

Figure 9: Phase diagram for $k = 8$ with $\alpha_0 = 0$. The coloured dots indicate to which fixed point the respective initial models flow to: The green dots show the factorizing models, lighter green for $J = 1$ (area that starts at the vertex $(\alpha_1, \alpha_2, \alpha_3) = (1, 0, 0)$), darker for $J = 2$ (area that starts at the vertex $(0,1,0)$). Analogue BF theory is blue (area that starts at the vertex $(0,0,1)$). The so-called ‘mixed’ fixed point is orange (area that starts at the vertex $(0,0,0)$).

Figure 10: Slice of the phase diagram for $k = 8$ with $\alpha_0 = \alpha_3 = 0$. The colouring is the same as in the previous diagram, namely the right corner corresponds to models flowing to the factorizing fixed point with $J = 1$, the upper left corner corresponds to models that flow to the factorizing fixed point with $J = 2$, the models at the bottom left corner flow to the ‘mixed’ fixed point, and the phase in between these three phases corresponds to analogue BF.

As in the previous diagram, we find extended phases for all fixed points, here the two factorizing fixed points for $J = 1$ and $J = 2$, a phase for analogue BF theory and one for the ‘mixed’ fixed point. Again, the two dominating phases are analogue BF theory and the factorizing fixed point with $J = 1$. Of particular interest is the special slice that we picked in figure 10 because of the following two observations: First this slice shows clearly that the analogue BF fixed point is very attractive, since in this slice its associated fixed point intertwiner is not excited, $\alpha_3 = 0$. Even if we stay on the line given by $\alpha_1 + \alpha_2 = 1$, i.e. the diagonal boundary in figure 10, the system flows to BF for an intermediate region between the two phases and spoils a direct phase transition between the
two factorizing phases. Second we want to emphasize the ‘mixed’ fixed point in the bottom left corner because it is a highly non-trivial fixed point and might allow for a direct phase transition to one of the factorizing models.\textsuperscript{18}

7 Spin foam interpretation of spin nets and fixed points

As explained shortly in section 2 spin nets can be understood as dimensional reductions of spin foams. Here we will make this picture more concrete, which will enable us to provide an interpretation of the coarse graining flow and the fixed points in terms of spin foams.

Let us consider a 3D spin foam defined on a cubical regular lattice. We will actually just need to consider ‘one slice of cubes’. In \textsuperscript{[23]} we gave the partition function of a general spin foam as

\[ Z = \sum_{j} \prod_{e} \tilde{\omega}_e(j_e) \prod_{v} (P^v)_{m_1, m_2}^{n_1, n_2} \]  

where we already specialized to the case of four–valent edges. To obtain a spin net model we choose the edge intertwiners anisotropically. That is for the vertical edges we take the original $P^e$ of the spin foam model. However for the horizontal edges we replace the intertwining operators with $(P_{\text{hor}})_{m_1, m_2}^{n_1, n_2} = \delta_{n_1, m_2} \delta_{m_1, m_2}$. Here we consider just a two–valent intertwining operator – this can be understood as imposing $j = 0$ on all horizontal faces. Thus the magnetic indices for these horizontal faces can be omitted. Furthermore $P_{\text{hor}}$ is chosen such that the contributions from different horizontal rows of cubes factorize. Then, as anticipated before, we just need to consider one row of cubes.

The contraction of indices among the vertical edge operators $P^e$ proceeds as indicated in Figure 11. That is given a face $f$ the $\delta$’s from the horizontal edges contract the $n$ and $m$ indices of this face from the two vertical edge operators $P^e$. Hence we can replace the face by an edge with indices $j, m, n$ connecting now vertices, which represent the former edges.

Thus the spin net model is given by

\[ Z_{\text{net}} = \sum_{j_e} \prod_{e} \tilde{\omega}_e(j_e) \prod_{v} (P^v)_{m_1, m_2}^{n_1, n_2} m_3 m_4 \]  

where the edge weights $\tilde{\omega}_e$ can be absorbed into the vertex weights ($P^v$).

In this sense we can understand a spin net as a spin foam with just two vertices and a very large number of faces, all of which have only two edges. All edges and faces share the same two vertices, which leads to a (super) melon in the sense of \textsuperscript{[37]}, see Figure 12. The fact that there are only two vertices explains why the local gauge symmetry of spin foams is converted into a global symmetry for the spin net. This is given by a left and right action of the group (on the $m$ and on the $n$ indices) corresponding to the two vertices.

\textsuperscript{18}It might happen that the system flows to analogue $BF$ theory for an intermediate region if the accuracy of the algorithm is increased.
Figure 12: Given a spinfoam model defined in the cubic lattice, for the corresponding spin net model we just need to consider one row of cubes. The spin net model is then defined on the 1-dimensional reduction of the row of cubes, namely the square lattice, here distinguished by thick red lines. We can understand this reduction as making all the horizontal edges of the spinfoam belonging to the same slice to collapse in a single vertex. For the slice of cubes we then get two vertices linked by all the vertical edges, like the super melon spinfoam of the right.

Such melons play a crucial role in the investigation of coloured tensor models \cite{37}. Note however that the renormalization flow considered here is quite different from the one usually considered (which rather integrates out complete melons). In this work a (super) melon with many edges is coarse grained into another melon with fewer (effective) edges. For the spin net this corresponds to blocking a number of vertices into effective vertices.

We can therefore interpret spin net coarse graining as a highly anisotropic way of coarse graining (anisotropic) spin foams. (In this case the analogue $BF$ phase is indeed the $BF$ phase for spin foams.) It focusses on the change of coupling between two spin foam vertices with the coarse graining flow. Following this interpretation, we see that the models that flow to factorizing fixed points lead in the spin foam interpretation to a factorization of vertex amplitudes. That is the contribution of the two vertices decouples into two parts associated to the upper and lower vertex of the super melon. That is gluing two spin foam vertices with many edges and blocking these into effective edges, we actually end up with two decoupled vertices, that is the melon is cut into two halves.

The decoupling of vertices is certainly a possible scenario of spin foams, of course not a very attractive one. It will be interesting to see whether this also occurs for Barrett–Crane like models with $SU(2)^k \times SU(2)^k$ structure group. For these models concerns have been voiced, that neighbouring tetrahedra are not sufficiently glued with each other, see the discussion in \cite{5,38,39}.

Of course we cannot be certain whether the corresponding spin foam models will really flow to the corresponding factorizing fixed points, as we are considering a very anisotropic situation. Here an investigation at least into 3D spin foams seems to be in reach employing a coarse graining algorithm proposed in \cite{12}, which has been already tested for Abelian models \cite{40}. Alternatively it may be possible to devise a coarse graining scheme in which the coarse graining in equatorial direction of the melons, and integrating out entire melons, alternate.

From the spin foam point of view the ‘mixed fixed points’ seems to be particular interesting and encouraging, as here the vertices do not decouple. It has to be investigated whether these (spin net) fixed points give also triangulation invariant spin foam models.

Such mixed fixed points seem to result from a subtle interplay between the two different sources of the spin foam models: On the one hand spin foams can be understood as generalized lattice gauge theories. However, as noticed in \cite{21}, the phases of standard lattice gauge theory seem to be dominating. The $BF$ phase can be understood as leading to a maximal gluing between the ‘two spin foam vertices’ in the spin net model. Simplicity constraints indeed weaken this gluing (alone by restricting the sum over intertwiner degrees of freedom) and allow to flow out of the standard lattice gauge theory phases. However if this effect is too strong the two spin foam vertices (in the spin net model) decouple. In this sense the mixed fixed point represents a balance between these two effects.

We think that it will be very worthwhile to push and test such an interpretation, as it could reveal the effect that the imposition of simplicity constraints has on the large scale limit of spin foams and in this way possibly resolve the question whether these have to imposed more strongly or not, see for instance \cite{5,38,39}.
8 Discussion

In this work we have taken several important steps towards a full understanding of the continuum limit of spin foam models. We in particular introduced and defined models based on the structure group $SU(2)_k$ that can encode the dynamics of the full gravitational models, but are still feasible to investigate numerically. Note that apart from certain technical subtleties (e.g. the definition of the duals) for the quantum group coarse graining, that we resolved, this nevertheless requires very efficient numerical algorithms\textsuperscript{19} For this the symmetry protected tensor network algorithm developed here and in [21] is absolutely crucial.

We considered mainly spin nets, as dimensional reductions of spin foams, in this work. However, we point out that the spin net coarse graining flow is equivalent to a coarse graining flow of spin foam melons into spin foam melons. It particular focuses on the coupling of (two) spin foam vertices with each other – which is of course crucial to understand the macroscopic behaviour of spin foams. Indeed it allows us to describe the properties of the fixed points found via coarse graining in terms of this coupling. Note that this question cannot even be considered if one performs coarse graining only by $5 - 1$ Pachner moves [13, 16].

The coarse graining of the spin net models is encoded in a flow equation (5.18), which describes the behaviour of the intertwiner degrees of freedom. We believe that spin foam coarse graining (including non–melonic spin foams of course) will lead to quite similar coarse graining equations. Thus one might speculate whether the phases we find are already the ones we will encounter for spin foam models.

The coarse graining flow equation describes that the effective intertwiner degrees of freedom are obtained from the old intertwiner degrees of freedom basically by two operations: the first is a contraction of the tensors encoding the intertwiners, the second is a convolution with recoupling symbols. This convolution leads to a non–trivial flow of intertwiner degrees of freedom, i.e. intertwiner channels which are not excited initially, can become excited by the coarse graining flow. This is again not the case, if considering coarse graining via $5 - 1$ Pachner moves only [16].

Here again two effects seem to compete with each other: without simplicity constraints, i.e. models described by the Haar intertwiner where we have a restriction to $j_5 = j_5'$, the recoupling symbols appearing in the flow equation, contract with each other (approximately) to a Kronecker Delta. In this case one can indeed approximate the flow by a Migdal Kadanoff recursion [41, 42], see also [12], where recoupling symbols do not appear. The flow is (approximately) restricted to the phase space where the spins of left and right copy agree, i.e. $j_5 = j_5'$ throughout the coarse graining. In the case of $BF$ fixed points it leads to a gluing/coupling of the (two) spin foam vertices. This however only allows to reach the degenerate fixed point or a $BF$ theory, either of the full structure group or of a normal subgroup (in the case that one actually deals with a proper group).

Simplicity constraints, which lead to components with $j_5 \neq j_5'$ in the tensor $i_1$, do change this picture in an essential way: now the convolution with the recoupling symbols appearing in the flow equation (5.18) becomes crucial and leads to a large set of additional fixed points. Indeed an open issue is the understanding of all possible fixed points, which might be possible with techniques developed in [2] [22] which allows already the understanding of all factorizing fixed points.

As we have seen for a number of examples the flow can now lead to factorizing fixed points, where the copy labelled by $j$ indices and the copy labelled by $j'$ indices decouple. In terms of (melonic) spin foams this means a decoupling of the two spin foam vertices involved. For reasons discussed below it would be interesting to see whether such a decoupling appears in the Barrett Crane model [25] with a quantum group [43].

However we have also examples which flow to so–called mixed fixed points, in which both a coupling between the two spin foam vertices persists and nevertheless simplicity constraints persists. It will therefore be very interesting to investigate these fixed points further and in particular study whether these can be lifted to fixed points for (non–melonic) spin foam models. Furthermore a full classification of these fixed points, along the lines of [2] [22], would reveal further possible phases for spin nets and spin foams.

Both cases constitute non–trivial possible phases for spin nets and for spin foams (at least the factorizing models lead to phases for spin foams as all vertices decouple). As discussed in section 7 a decoupling of spin foam vertices might indeed be related to concerns that tetrahedra are not properly glued to each other, e.g. in the Barrett Crane model [5, 38, 39]. It would therefore help and potentially resolve the discussions on the correct way to impose

\textsuperscript{19} Even the one–singular value algorithm leads to a bond dimension of e.g. $\chi = 49$ for $k = 12$. The tensors we are employing have five such indices, which run from 1 to 49. Thus already for saving these tensors one needs to employ an efficient scheme, not speaking off contracting indices of several such tensors. A technique we developed for this work are 'super indices' which allow to save and deal only with entries not–vanishing as given by the coupling rules. This leads already to a huge reduction of components from $(49)^5$ to $(2359)^2$. 
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simplicity constraints, to study coarse graining for other geometric configurations. Starting from a coarse graining of melons, it might be possible to alternate the coarse graining considered here – in equatorial direction of the melon – with a coarse graining in vertical direction. This might already lead to a less anisotropic coarse graining, which takes also the blocking of spin foam vertices (and not only edges as happens for the melonic flow considered here) into account.

Apart from the identification of possible phases for spin foams we can draw another important lesson from the work here, in particular compared to [21]. This is related to the introduction of a new parametrization of the space of models, based on Reisenberger’s construction principle and fixed point intertwiners [2, 22]. We have argued that this parametrization makes it much easier to satisfy the projector property, which guarantees invariance under edge subdivisions in spin foams.

Indeed the picture that this parametrization gives is quite different from the one based on $E-$functions in [21], in which the projector property is quite complicated to implement [23]. The parametrization in [21] requires a fine tuning between the degenerate and $BF$ phase, to flow to a non–trivial (actually factorizing) model. This is not the case for the fixed point intertwiner based parametrization, which leads to a rich spectrum of non–trivial fixed points, of both factorizing and non–factorizing type. We conjecture that this is due to the projector property, which itself can be interpreted as a very weak imposition of diffeomorphism symmetry [26]. The fine tuning in [21] can thus be understood as satisfying this weak requirement of diffeomorphism invariance, as already argued in [21]. The results here therefore stresses the importance of this concept [2, 22].

Interestingly the phase diagrams, obtained by considering linear combinations of fixed point intertwiners, support this conclusion even more. Non–trivial fixed points appear in particular around the fixed point intertwiners itself. In the intermediate regions the models flow typically to the $BF$ fixed point. Although there seem to occur phase transition between non–trivial phases, e.g. in figure 10 this might disappear if a higher accuracy is employed: It might happen, that all non–trivial phases are separated by models flowing to the $BF$ fixed point. We leave the falsification or verification of this picture for future work.

Apart from the open questions mentioned so far there are numerous other directions for further work, some of which we outline here:

- Given the results we have found here, i.e. that fixed point intertwiner models flow to interesting fixed points, it would be of high interest to classify such fixed points for intertwiner models, for $SU(2)_k \times SU(2)_k$, as is performed in [21] [22] for $SU(2)_k$. The Barrett–Crane model constitutes one such fixed point, the question is, whether a Barbero–Immirzi parameter, as appearing in the EPRL, FK and BO models [20] [5] can be accommodated by such a fixed point.

- Further approximations and therefore simplifications of the flow equation (5.18) will be useful to allow the treatment of $SU(2)_k \times SU(2)_k$ and similar structure groups.

- Coarse graining involving non–melonic spin foams should be developed along the lines of spin net coarse graining. As is discussed in [9] the tensor network algorithm might be adaptable to the case of spin foams in a more straightforward way then envisaged in [12], which presented a tensor network formulation of spin foams.

- It would be interesting to investigate in further detail the phase transitions. Indeed one would expect that an interacting theory, such as 4D gravity, can only occur there. Here the first question is, whether the models along the phase transition carry 'only' conformal symmetry, or lead to a fully (cylindrically) consistent continuum limit as outlined in [8, 9]. As is argued in [9] such a cylindrically consistent continuum limit is deeply entangled with the restoration of diffeomorphism symmetry, which is typically broken by the discretization itself [10]. From a more tensor network renormalization point of view [18] [22] discusses the investigation of fixed point tensors at critical fixed points and the extraction of critical exponents.

In summary, we hope to have convinced the reader, that the tensor network coarse graining methods [17] [18] and the many refinements thereof developed here and in [12] [21], together with the conceptual understanding of how to construct the continuum limit in [8, 9], put the understanding of the possible phases of spin foam models within the very near future.

---

20\text{c.e. Engle-Pereira-Rovelli-Livine, Freidel-Krasnov and Baratin-Oriti models.}
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A Additional diagrammatic calculations

A.1 Normalization of Haar projector

The Haar projector $\mathcal{P}$ reads

$$
\mathcal{P}(\{m\}, \{m'\})(j_1, j_2, j_3, j_4) := \sum_{j_5} c(j_5) \otimes \left( j_1 \otimes j_2 \otimes j_3 \otimes j_4 \right),
$$

(A.1)

where $c(j_5)$ is the normalization constant that we want to determine. For $\mathcal{P}$ to be a projector, it has to satisfy the relation $\mathcal{P}^2 = \mathcal{P}$, namely

$$
\mathcal{P} \cdot \mathcal{P} = \sum_{j_5, j_5'} c(j_5) c(j_5') \otimes \left( j_1 \otimes j_2 \otimes j_3 \otimes j_4 \right),
$$

(A.2)

We therefore deduce that

$$
c(j_5) = (-1)^{j_1 + j_2 + j_3 + j_4} (d_{j_5})^{-1} \delta_{j_5 j_5'},
$$

(A.3)

as we wanted to proof.

A.2 Relation between the two different recoupling schemes

We are looking for the relation

$$
\mathcal{P}_1 = \sum_{j_5} c(j_5, j_6) \otimes \left( j_1 \otimes j_2 \otimes j_3 \otimes j_4 \right),
$$

(A.4)
In order to find the coefficient \( c(j_5, j_6) \) we contract the above expression with the diagram (4.4):

\[
\begin{array}{c}
  j_2 \ \\
  j_6 \ \\
  j_3 \ \\
  j_4
\end{array}
\begin{array}{c}
  j_5' \ \\
  j_5
\end{array} = \sum_{j_5} c(j_5, j_6)
\begin{array}{c}
  j_2 \ \\
  j_6 \ \\
  j_3 \ \\
  j_4
\end{array}
\begin{array}{c}
  j_5' \ \\
  j_5
\end{array}
\] (A.5)

The evaluation of both sides of this equation gives

\[
(-1)^{j_1+j_2+j_3+j_4} (d_{j_5} d_{j_6})^{-\frac{1}{2}} \begin{bmatrix} j_1 & j_2 & j_5' \\ j_3 & j_4 & j_6 \end{bmatrix} = (-1)^{j_1+j_2+j_3+j_4} \sum_{j_5} c(j_5, j_6) (d_{j_5})^{-1} \delta_{j_5, j_5'} ,
\] (A.6)

from which we deduce

\[
\begin{array}{c}
  j_2 \ \\
  j_6 \ \\
  j_1 \ \\
  j_4
\end{array} = \sum_{j_5} \sqrt{\frac{d_{j_5}}{d_{j_6}}} \begin{bmatrix} j_1 & j_2 & j_5' \\ j_3 & j_4 & j_6 \end{bmatrix} \begin{array}{c}
  j_2 \ \\
  j_6 \ \\
  j_1 \ \\
  j_4
\end{array} .
\] (A.7)

### A.3 Splitting of the 9j-symbol into two 6j-symbols

Let us prove the equality (5.17). By using the identities

\[
\begin{array}{c}
  j_2 \ \\
  j_4
\end{array} = \begin{array}{c}
  j_2 \ \\
  j_4
\end{array} (-1)^{j_2+j_4-j_9} d_{j_9} ,
\] (A.8)

we can manipulate the 9j-symbol in the following fashion,

\[
\begin{array}{c}
  j_6 \ \\
  j_7 \ \\
  j_8 \ \\
  j_9
\end{array} = (-1)^{j_2+j_4-j_9} d_{j_9}
\begin{array}{c}
  j_6 \ \\
  j_7 \ \\
  j_8 \ \\
  j_9
\end{array} = (-1)^{j_2+j_4-j_9}
\] (A.9)

The diagrams of the right are the 6j-symbols defined in Eq. (3.17), and then we get

\[
\begin{array}{c}
  j_6 \ \\
  j_7 \ \\
  j_8 \ \\
  j_9
\end{array} = (-1)^{j_2+j_4+j_9} \begin{bmatrix} j_2 & j_4 & j_9 \\ j_5 & j_6 & j_1 \end{bmatrix} \begin{bmatrix} j_2 & j_4 & j_9 \\ j_8 & j_7 & j_3 \end{bmatrix}
\]

\[
= (-1)^{j_2+j_4+j_9} (-1)^{j_5+j_6+j_7+j_8} d_{j_9} \sqrt{d_{j_1} d_{j_3}} \begin{bmatrix} j_2 & j_4 & j_9 \\ j_5 & j_6 & j_1 \end{bmatrix} \begin{bmatrix} j_2 & j_4 & j_9 \\ j_8 & j_7 & j_3 \end{bmatrix} ,
\] (A.10)
as we wanted to proof.
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