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Abstract

MIMO interference network optimization is important for increasingly crowded wireless communication networks. We provide a new algorithm, named Dual Link algorithm, for the classic problem of weighted sum-rate maximization for MIMO multiaccess channels (MAC), broadcast channels (BC), and general MIMO interference channels with Gaussian input and a total power constraint. For MIMO MAC/BC, the algorithm finds optimal signals to achieve the capacity region boundary. For interference channels with Gaussian input assumption, two of the previous state-of-the-art algorithms are the WMMSE algorithm and the polite water-filling (PWF) algorithm. The WMMSE algorithm is provably convergent, while the PWF algorithm takes the advantage of the optimal transmit signal structure and converges the fastest in most situations but is not guaranteed to converge in all situations. It is highly desirable to design an algorithm that has the advantages of both algorithms. The dual link algorithm is such an algorithm. Its fast and guaranteed convergence is important to distributed implementation and time varying channels. In addition, the technique and a scaling invariance property used in the convergence proof may find applications in other non-convex problems in communication networks.
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I. INTRODUCTION

One of the main approaches to accommodating the explosive growth in mobile data is to reduce the cell size and increase the base station or access point density, while all cells reuse the same frequency spectrum. However, the inter-cell interference becomes severe because the probability of line of sight increases as cell size shrinks. On the other hand, the situation is not hopeless. As promised by interference alignment through joint transmit signal design, every user can have half of the bandwidth at infinite SNR [1]. Consequently, joint transmit signal design algorithms are expected to be employed to manage interference, or equivalently, maximize data rate at practical SNR, and asymptotically achieve interference alignment. The main hurdle to joint transmit signal design is the collection of global channel state information (CSI) and coordination/feedback overhead.

In this paper, we design a new algorithm, named Dual Link algorithm, that jointly optimizes the covariance matrices of transmit signals of multiple transmitters in order to maximize the weighted sum-rate of the data links. The algorithm is ideally suited for distributed implementation where only local channel state information is needed. The algorithm works for the MIMO B-MAC networks and assumes Gaussian transmit signal. The MIMO B-MAC network model [10] includes broadcast channel (BC), multiaccess channel (MAC), interference channels, X networks, and many practical wireless networks as special cases. The weighted sum-rate maximization can be used for other utility optimization by finding appropriate weights and thus is a classic problem to solve. The problem is non-convex, and various algorithms have been proposed for various cases, e.g., [3]–[6], [10]–[12], [16]–[20]. Among the previous state-of-the-art algorithms, we have proposed the polite water-filling (PWF) algorithm [10]. Because it takes advantage of the optimal transmit signal structure for an achievable rate region, the polite water-filling structure, the PWF algorithm has the lowest complexity and the fastest convergence when it converges. However, in some strong interference cases, it has small oscillation. Another excellent algorithm is the WMMSE algorithm in [12]. It was proposed for beamforming matrix design for the MIMO interfering broadcast channels but could be readily applied to the more general B-MAC networks and input covariance matrix design. It transforms the weighted sum-rate maximization into an equivalent weighted sum mean square error minimization problem, which has three sets of variables and is convex when any two variable sets are fixed. With the block coordinate optimization technique, the WMMSE algorithm is guaranteed to converge to a stationary point, though the convergence is observed in simulations to be slower than the PWF algorithm.
It is thus highly desirable to have an algorithm with the advantages of both PWF and WMMSE algorithms, i.e., fast convergence by taking advantage of the optimal transmit signal structure and provable convergence for the general interference network. The main contribution of this paper is such an algorithm, the dual link algorithm. It exploits the forward-reverse link rate duality in a new way. Numerical experiments demonstrate that the dual link algorithm is almost as fast as the PWF algorithm and can be a few iterations or more than ten iterations faster than the WMMSE algorithm, depending on the desired accuracy with respect to the local optimum. Note that being faster even by a couple iterations will be critical in distributed implementation in time division duplex (TDD) networks with time varying channels, where the overhead of each iteration costs significant signaling resources between the transmitters and the receivers. The faster the convergence is, the faster channel variations can be accommodated by the algorithm. Indeed, the dual link algorithm is highly scalable and suitable for distributed implementation because, for each data link, only its own channel state and the aggregated interference plus noise covariance need to be estimated no matter how many interferers are there. We also show that the dual link algorithm can be easily modified to deal with systems with colored noise.

Another contribution of this paper is the proof of the monotonic convergence of the algorithm. It uses only very general convex analysis, as well as a particular scaling invariance property that we identify for the weighted sum-rate maximization problem. We expect that the scaling invariance holds for and our proof technique applies to many non-convex problems in communication networks.

The centralized version of dual link algorithm for total power constraint has been generalized to multiple linear constraints using a minimax approach [2], and has stimulated the design of another monotonic convergent algorithm based on convex-concave procedure [14] which has slower convergence but can handle nonlinear convex constraints. Nevertheless, the dual link algorithm uses a different derivation approach, which is based on the optimal transmit signal structure, and easily leads to a low complexity distributed algorithm. Thus, the special case of total power constraint provides a different view and insight than the general multiple linear constraint case.

The rest of this paper is organized as follows. Section II presents the system model, formulates the problem, and briefly reviews the related results on the rate duality and polite water-filling structure. Section III proposes the new algorithm and establishes its monotonic convergence. Section IV-A shows how to modify the dual link algorithm for the environment with colored noise and discusses distributed implementation. Numerical examples are presented in Section V. Complexity analysis is provided in
II. PRELIMINARIES

In this section, we describe the system model and formulate the optimization problem, then briefly review some related results on the polite water-filling, which leads to the design of the dual link algorithm.

A. B-MAC Interference Networks

We consider a general interference network named MIMO B-MAC network with multiple transmitters and receivers [8], [10]. A transmitter in the MIMO B-MAC network may send independent data to different receivers, like in BC, and a receiver may receive independent data from different transmitters, like in MAC. Assume there are totally $L$ mutually interfering data links in a B-MAC network. Link $l$’s physical transmitter is $T_l$, which has $L_{T_l}$ many antennas. Its physical receiver is $R_l$, which has $L_{R_l}$ many antennas. Figure 1 shows an example of B-MAC networks with five data links. Link 2 and 3 have the same physical receiver. Link 3 and 4 have the same physical transmitter. When multiple data links have the same receiver or the same transmitter, interference cancellation techniques such as successive decoding and cancellation or dirty paper coding can be applied [10]. The received signal at $R_l$ is

$$y_l = \sum_{k=1}^{L} H_{l,k} x_k + n_l,$$  (1)
where $x_k \in \mathbb{C}^{L_T \times 1}$ is the transmit signal of link $k$ and is modeled as a circularly symmetric complex Gaussian vector; $H_{l,k} \in \mathbb{C}^{L_R \times L_T}$ is the channel state information (CSI) matrix between $T_k$ and $R_l$; and $n_l \in \mathbb{C}^{L_R \times 1}$ is a circularly symmetric complex Gaussian noise vector with identity covariance matrix. The circularly symmetric assumption of the transmit signal can be dropped easily by applying the proposed algorithm to real Gaussian signals with twice the dimension. Multiple channel uses can be combined into a larger B-MAC networks with parallel channels, like in interference alignment [11].

### B. Problem Formulation

Assuming the channels are known at both the transmitters and receivers (CSITR), an achievable rate of link $l$ is

$$I_l (\Sigma_1: L) = \log \left| \mathbf{I} + H_{l,l} \Sigma_l H_{l,l}^\dagger \Omega_l^{-1} \right|$$ (2)

where $\Sigma_l$ is the covariance matrix of $x_l$; and $\Omega_l$ is the interference-plus-noise covariance matrix of the $l$th link,

$$\Omega_l = \mathbf{I} + \sum_{k=1, k \neq l}^L H_{l,k} \Sigma_k H_{l,k}^\dagger.$$ (3)

If the interference from link $k$ to link $l$ is completely canceled using successive decoding and cancellation or dirty paper coding, we can simply set $H_{l,k} = 0$ in (3). Otherwise, the interference is treated as noise. This allows this paper to cover a wide range of communication techniques.

The optimization problem that we want to solve is the weighted sum-rate maximization under a total power constraint:

$$\text{WSRM TP: } \max_{\Sigma_1: L} \sum_{l=1}^L w_l I_l (\Sigma_1: L) \quad (4)$$

s.t. $\Sigma_l \succeq 0, \forall l$, 

$$\sum_{l=1}^L \text{Tr} (\Sigma_l) \leq P_T,$$

where $w_l > 0$ is the weight for link $l$. The generalization to multiple linear constraints as in [9] is given in [2], which covers the individual power constraints as a special case.

### C. Rate Duality and Polite Water-filling

We review the relevant results on the non-convex optimization (4) given in [10]. Dual network, reverse links, and rate duality were introduced. The optimal structure of the transmit signal covariance matrices is
polite water-filling structure, whose definition involves the reverse link interference plus noise covariance matrices. It suggests an iterative polite water-filling algorithm, which is compared with the new algorithm in this paper. The polite water-filling structure was used to derive a dual transformation, based on which the new algorithm in this paper has been designed.

A Dual Network and the Reverse Links: A virtual dual network can be created from the original B-MAC network by reversing the roles of all transmitters and receivers and replacing the channel matrices with their conjugate transpose. The data links in the original networks are denoted as forward links while those in the dual network are denoted as reverse links. We use \( \hat{\Sigma} \) to denote the corresponding terms in the reverse links. The interference-plus-noise covariance matrix of reverse link \( l \) is

\[
\hat{\Omega}_l = I + \sum_{k=1, k \neq l}^{L} H^\dagger_{k,l} \hat{\Sigma}_k H_{k,l},
\]  

(5)

where \( \hat{\Sigma}_k \) is the transmit signal covariance matrix of reverse link \( k \). The achievable rate of reverse link \( l \) is

\[
\hat{I}_l \left( \hat{\Sigma}_{1:L} \right) = \log \left| I + H^\dagger_{l,l} \hat{\Sigma}_l H_{l,l} \hat{\Omega}_l^{-1} \right|. 
\]  

(6)

A dual optimization problem corresponding to (4) can formulated as

\[
\text{WSRM\_TP\_D:} \quad \max_{\Sigma_{1:L}} \sum_{l=1}^{L} w_l \hat{I}_l \left( \hat{\Sigma}_{1:L} \right) 
\]  

s.t.

\[
\hat{\Sigma}_l \succeq 0, \forall l, 
\]

\[
\sum_{l=1}^{L} \text{Tr} \left( \hat{\Sigma}_l \right) \leq P_T. 
\]

(7)

Rate Duality: The rate duality states that the achievable rate regions of the forward link channels \( \left( [H_{l,k}], \sum_{l=1}^{L} \text{Tr} \left( \Sigma_l \right) \leq P_T \right) \) and reverse link channels \( \left( [H^\dagger_{k,l}], \sum_{l=1}^{L} \text{Tr} \left( \hat{\Sigma}_l \right) \leq P_T \right) \) are the same \[10\]. The achievable rate regions are defined using rates in (2) and (6). A covariance transformation in \[10\] calculates the reverse link input covariance matrices \( \hat{\Sigma}_l \)’s from the forward ones \( \Sigma_l \)’s. The rate duality is proved by showing that these calculated \( \hat{\Sigma}_l \)’s achieves equal or higher rates than the forward link rates employing \( \Sigma_l \)’s under the same value of power constraint \( P_T \)[10].
Polite Water-filling Structure: We review the polite water-filling results from [10]. The Lagrange function of problem (4) is

\[
L(\mu, \Theta_{1:L}, \Sigma_{1:L}) = \sum_{l=1}^{L} \log |I + H_{l,l} \Sigma_l H_{l,l}^\dagger \Omega_l^{-1}| + \sum_{l=1}^{L} \text{Tr}(\Sigma_l \Theta_l) + \mu \left( P_T - \sum_{l=1}^{L} \text{Tr}(\Sigma_l) \right),
\]

where \( \Theta_{1:L} \) and \( \mu \) are Lagrange multipliers. The KKT conditions are

\[
\nabla_{\Sigma_l} L = w_l H_{l,l}^\dagger \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} H_{l,l} + \Theta_l - \mu I - \sum_{k \neq l} w_k H_{k,l}^\dagger \left( \Omega_k^{-1} - \left( \Omega_k + H_{k,k} \Sigma_k H_{k,k}^\dagger \right)^{-1} \right) H_{k,l} = 0, \tag{8}
\]

\[
\mu \left( P_T - \sum_{l=1}^{L} \text{Tr}(\Sigma_l) \right) = 0,
\]

\[
\text{tr}(\Sigma_l \Theta_l) = 0,
\]

\[
\Sigma_l, \Theta_l \succ 0, \mu \geq 0.
\]

At a stationary point of problem (4), the transmit signal covariance matrices \( \Sigma_{1:L} \) have the polite water-filling structure [10]. Recall that in a single user MIMO channel, the optimal \( \Sigma \) is a water-filling over channel \( H \), i.e., the eigenvectors of \( \Sigma \) are the right singular vectors of \( H \) and the eigenvalues are calculated using water-filling of parallel channels with singular values of \( H \) as channel gains. The polite water-filling structure is that the equivalent transmit covariance matrix \( \hat{\Omega}_l^{1/2} \Sigma_l \hat{\Omega}_l^{1/2} \) is a water-filling over the equivalent post- and pre-whitened channel \( \hat{H}_l = \Omega_l^{-1/2} H_{l,l} \Omega_l^{-1/2} \), where the reverse link interference plus noise covariance \( \hat{\Omega}_l \) is calculated from \( \hat{\Sigma}_{1:L} \), and \( \hat{\Sigma}_{1:L} \) are calculated from \( \Sigma_{1:L} \) using the above mentioned covariance transformation. The \( \hat{\Sigma}_{1:L} \) also have the polite water-filling structure and are the stationary point of the reverse link optimization problem (7). In the case of parallel channels, the polite water-filling will reduce to the traditional water-filling. In MAC/BC, polite water-filling structure is the optimal transmit signal structure for the capacity region boundary points.
Polite Water-filling Algorithm: The polite water-filling structure naturally suggests the iterative polite water-filling algorithm, Algorithm PP, in [10]. It works as follows. After initializing the reverse link interference plus noise covariance matrices \( \hat{\Omega}_{1:L} \), we perform a forward link polite water-filling to obtain \( \Sigma_{1:L} \). The reverse link polite water-filling is performed to obtain \( \hat{\Sigma}_{1:L} \). This finishes one iteration. The iterations stop when the change of the objective function is less than a threshold or when a predetermined number of iterations is reached. Because the algorithm enforces the optimal signal structure at each iteration, it converges very fast if it converges. In particular, for parallel channels, it gives the optimal solution in half an iteration with initial values \( \hat{\Omega}_l = I, \forall l \). Unfortunately, this algorithm is not guaranteed to converge, especially in very strong interference cases.

Dual Transformation: The following relations between \( \Sigma_{1:L} \) and \( \hat{\Sigma}_{1:L} \) at stationary points are proved using the polite water-filling structure in [10]. We name them dual transformation in this paper:

\[
\hat{\Sigma}_l = \frac{w_l}{\mu} \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} \right), \quad l = 1, \ldots, L;
\]

\[
\Sigma_l = \frac{\hat{w}_l}{\hat{\mu}} \left( \hat{\Omega}_l^{-1} - \left( \hat{\Omega}_l + H_{l,l}^\dagger \hat{\Sigma}_l H_{l,l} \right)^{-1} \right), \quad l = 1, \ldots, L,
\]

where the Lagrange multipliers \( \mu \) and \( \hat{\mu} \) are the Lagrange multipliers of the forward and reverse links for the power constraints. Equation (9) can be substituted into the KKT condition (8) to recover the polite water-filling solution to the KKT conditions. In past works, the term \( \frac{w_l}{\mu} \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} \right) \) in the KKT condition has always been the obstacle to an elegant solution. Now we know it equals to \( \hat{\Sigma}_l \) at a stationary point. The dual transformation is used in the next section to design a new convergent algorithm.

III. THE DUAL LINK ALGORITHM

A. The Algorithm

We propose a new algorithm, named Dual Link Algorithm, for the weighted sum-rate maximization problem (4). It has fast and monotonic convergence. The main idea is that, since we already know the optimal input covariance matrices \( \Sigma_{1:L} \) and \( \hat{\Sigma}_{1:L} \) must satisfy the dual transformation (9) and (10), we can directly use these the dual transformation to update \( \hat{\Sigma}_{1:L} \) and \( \Sigma_{1:L} \), instead of solving the KKT conditions and enforce the polite water-filling structure of \( \hat{\Sigma}_{1:L} \) and \( \Sigma_{1:L} \) as in the polite water-filling algorithms [10].
It is well known that equality $\sum_{i=1}^{L} \text{Tr}(\Sigma_i) = P_T$ holds when $\Sigma_{1:L}$ is a stationary point of problem \cite{4}, e.g., \cite{8} Theorem 8 (item 3)]. This is because of the nonzero noise variance. It indicates that the full power should always be used. Since the covariance transformation \cite{10} Lemma 8] preserves total power, we also have $\sum_{i=1}^{L} \text{Tr}(\hat{\Sigma_i}) = P_T$. The Lagrange multipliers $\mu$ and $\hat{\mu}$ should be chosen to satisfy the power constraint $\sum_{i=1}^{L} \text{Tr}(\Sigma_i) = P_T$ as

$$
\mu = \frac{1}{P_T} \sum_{i=1}^{L} w_l \text{tr} \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l}^\dagger \Sigma_l H_{l,l}^\dagger \right)^{-1} \right) \quad \text{(11)}
$$

$$
\hat{\mu} = \frac{1}{P_T} \sum_{i=1}^{L} w_l \text{tr} \left( \hat{\Omega}_l^{-1} - \left( \hat{\Omega}_l + H_{l,l}^\dagger \hat{\Sigma}_l H_{l,l}^\dagger \right)^{-1} \right) \quad \text{(12)}
$$

The above suggests the Dual Link Algorithm in Table Algorithm 1 that takes advantage of the structure of the weighted sum-rate maximization problem. A node who knows global channel state information runs the algorithm. The algorithm starts by initializing $\Sigma_i$’s as random matrices or scaled identity matrices, which can be used to calculate forward link interference plus noise covariance $\Omega_i$’s. Then, $\hat{\Sigma}_i$’s of the virtual reverse links can be calculated by the dual transformation (9) with $\mu$ given in (11). These $\hat{\Sigma}_i$’s are used to calculate virtual reverse link interference plus noise covariance matrices $\hat{\Omega}_i$’s. Then, $\Sigma_i$’s of the forward links can be calculated by the dual transformation (10) with $\hat{\mu}$ given in (12). The above is repeated until the weighted sum rate converges or a fixed number of iterations are reached.

The most important properties of the dual link algorithm is that, unlike other algorithms for this problem, it is ideally suited for distributed implementation and is scalable to network size. This will be discussed briefly in Section IV-B.

As confirmed by the proof and numerical experiments, Dual Link Algorithm has monotonic convergence and is almost as fast as the polite water-filling (PWF) algorithm. It converges to a stationary point of both problem (4) and its dual (7) simultaneously, and both (9) and (10) achieve the same sum-rate at the stationary point.

B. Preliminaries of the Convergence Proof

In the following sections, we prove the monotonic convergence of Algorithm 1. As will be seen later, the proof uses only very general convex analysis, as well as a particular scaling invariance property that we identify for the weighted sum-rate maximization problem. We expect that the scaling invariance holds
for and our proof technique applies to many non-convex problems in communication networks that involve the rate or throughput maximization.

1) Equivalent Problem and the Lagrange Function: The weighted sum-rate maximization problem (4) is equivalent to the following problem by considering the interference plus noise covariance matrices as additional variables with additional equality constraints:

\[
\max_{\Sigma_{1:L}, \Omega_{1:L}} \sum_{l=1}^{L} w_l \left( \log \left| \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right| - \log |\Omega_l| \right) \\
\text{s.t.} \quad \Sigma_l \succeq 0, \forall l, \\
\sum_{l=1}^{L} \text{Tr} (\Sigma_l) \leq P_T, \\
\Omega_l = I + \sum_{k \neq l} H_{l,k} \Sigma_{k} H_{k,l}^\dagger, \forall l,
\]

(13)

which is still non-convex. Consider the Lagrangian of the above problem

\[
F(\Sigma, \Omega, \Lambda, \mu) = \sum_{l=1}^{L} w_l \left( \log \left| \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right| - \log |\Omega_l| \right) \\
+ \mu \left( P_T - \sum_{l=1}^{L} \text{Tr}(\Sigma_l) \right) \\
+ \sum_{l=1}^{L} \text{Tr} \left( \Lambda_l \left( \Omega_l - I - \sum_{k \neq l} H_{l,k} \Sigma_k H_{k,l}^\dagger \right) \right)
\]
where $\Sigma$ represents $\Sigma_{1:L}$; $\Omega$ represents $\Omega_{1:L}$; $\Lambda$ represents $\Lambda_{1:L}$; the domain of $F$ is \( \{ \Sigma, \Omega, \Lambda, \mu | \Sigma_l \in \mathbb{H}^{L_l \times L_l^T}, \Omega_l \in \mathbb{H}^{L_l \times L_l^R}, \Lambda_l \in \mathbb{H}^{L_l \times L_l^R}, \mu \in \mathbb{R}^+, \forall l \} \). Here $\mathbb{H}^{n \times n}$, $\mathbb{H}^{n \times n}_{++}$, and $\mathbb{H}^{n \times n}_{+}$ are the sets of $n \times n$ Hermitian matrices, positive semidefinite matrices, and positive definite matrices respectively.

One can easily verify that the function $F$ is concave in $\Sigma$ and convex in $\Omega$. Furthermore, the gradients are given by

\[ \nabla_{\Sigma_l} F = w_l \mathbf{H}_{l,l}^\dagger \left( \Omega_l + \mathbf{H}_{l,l} \Sigma_l \mathbf{H}_{l,l}^\dagger \right)^{-1} \mathbf{H}_{l,l} - \mu \mathbf{I} - \sum_{k \neq l} \mathbf{H}_{k,l}^\dagger \Lambda_l \mathbf{H}_{k,l}, \]

\[ \nabla_{\Omega_l} F = w_l \left( \left( \Omega_l + \mathbf{H}_{l,l} \Sigma_l \mathbf{H}_{l,l}^\dagger \right)^{-1} \right) - \Omega_l^{-1} \right) + \Lambda_l. \]

Now suppose that we have the pair $(\Sigma, \Omega)$ such that

\[ \sum_{l=1}^L \text{Tr}(\Sigma_l) = P_t, \]

\[ \Omega_l = \mathbf{I} + \sum_{k \neq l} \mathbf{H}_{l,k} \Sigma_k \mathbf{H}_{l,k}^\dagger, \]

then,

\[ F(\Sigma_{1:L}, \Omega_{1:L}, \Lambda_{1:L}, \mu) \]

\[ = \sum_{l=1}^L w_l \left( \log \left| \Omega_l + \mathbf{H}_{l,l} \Sigma_l \mathbf{H}_{l,l}^\dagger \right| - \log \left| \Omega_l \right| \right), \]

which is the original weighted sum-rate function. For notational simplicity, denote the weighted sum-rate function by $V(\Sigma)$, i.e.,

\[ V(\Sigma) = \sum_{l=1}^L w_l \left( \log \left| \mathbf{I} + \sum_{k \neq l} \mathbf{H}_{l,k} \Sigma_k \mathbf{H}_{l,k}^\dagger + \mathbf{H}_{l,l} \Sigma_l \mathbf{H}_{l,l}^\dagger \right| \right) \]

\[ - \log \left| \mathbf{I} + \sum_{k \neq l} \mathbf{H}_{l,k} \Sigma_k \mathbf{H}_{l,k}^\dagger \right| \].

2) **Solution of the first-order condition:** Suppose that we want to solve the following system of equations in terms of $(\Sigma, \Omega)$ for given $(\Lambda, \mu)$:

\[ \nabla_{\Sigma_l} F = 0, \]
Define
\[ \hat{\Sigma}_l = \frac{1}{\mu} \Lambda_l, \]
\[ \hat{\Omega}_l = I + \sum_{k \neq l} H_{k,l}^\dagger \hat{\Sigma}_k H_{k,l}, \]
the above system of equations becomes
\begin{align*}
\dot{\Sigma}_l &= \frac{w_l}{\mu} \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} \right), \quad (14) \\
\dot{\Omega}_l &= \frac{w_l}{\mu} H_{l,l}^\dagger \left( \Omega_l + H_{l,l} \Sigma_l H_{l,l}^\dagger \right)^{-1} H_{l,l}. \quad (15)
\end{align*}

An explicit solution to this system of equations is given by
\begin{align*}
\Sigma_l &= \frac{w_l}{\mu} \left( \Omega_l^{-1} - \left( \Omega_l + H_{l,l}^\dagger \hat{\Sigma}_l H_{l,l} \right)^{-1} \right), \quad (16) \\
\Omega_l &= \frac{w_l}{\mu} H_{l,l}^\dagger \left( H_{l,l}^\dagger \hat{\Sigma}_l H_{l,l} + \hat{\Omega}_l \right)^{-1} H_{l,l}^\dagger. \quad (17)
\end{align*}

The detailed proof of this solution can be found in [2], [15].

Remark 1. (16) and (17) are actually the first-order optimality conditions of (13)’s dual problem which is equivalent to (7). Algorithm 1 uses (14) and (16) to update \( \hat{\Sigma}_{1:L} \) and \( \Sigma_{1:L} \). When it converges, equations (14)-(17) will all hold, and the KKT conditions of problem (13) and its dual will all be satisfied.

C. Convergence Results

We are ready to present the following two main convergence results regarding Algorithm 1. Denote by \( \Sigma^{(n)} \) the \( \Sigma \) value at the \( n \)-th iteration of Algorithm 1.

**Theorem 2.** The objective value, i.e., the weighted sum-rate, is monotonically increasing in Algorithm 1, i.e.,
\[ V(\Sigma^{(n)}) \leq V(\Sigma^{(n+1)}). \]

From the above theorem, the following conclusion is immediate.

**Corollary 3.** The sequence \( V_n = V(\Sigma^{(n)}) \) converges to some limit point \( V_\infty \).
Proof: Since $V(\Sigma)$ is a continuous function and its domain $\{\Sigma|\Sigma_l \succeq 0, \text{Tr}(\Sigma) \leq P, \forall l\}$ is a compact set, $V_n$ is bounded above. From Theorem 2, $\{V_n\}$ is a monotone increasing sequence, therefore there exists a limit point $V_\infty$ such that $\lim_{n \to \infty} V_n = V_\infty$. □

If we define a stationary point $(\Sigma^*_l)$ of Algorithm 1, $\Sigma^{(n)} = \Sigma^*$ implies $\Sigma^{(n+k)} = \Sigma^*$ for all $k = 0, 1, \cdots$, then we have the following result.

**Theorem 4.** Algorithm 1 converges to a stationary point $\Sigma^*_1$.

The above implies that both the weighted sum rate and the transmit signal covariance matrices converge. The proof of Theorems 2 and 4 will be presented later in this section. Before that, we first establish a few inequalities and identify a particular scaling property of the Lagrangian $F$.

1) The first inequality: Suppose that we have a feasible point $\Sigma^{(n)} \succeq 0$, and

$$
\sum_{l=1}^{L} \text{Tr} \left( \Sigma_l^{(n)} \right) = P_T.
$$

In Algorithm 1 we generate $\Omega_l^{(n)}$ such that

$$
\Omega_l^{(n)} = I + \sum_{k \neq l} H_{l,k} \Sigma_k^{(n)} H_{k,l}^\dagger.
$$

Now we have a pair $(\Sigma^{(n)}, \Omega^{(n)})$. Using this pair, we can compute $(\Lambda_l^{(n)}, \mu^{(n)})$ as

$$
\Lambda_l^{(n)} = w_l \left( \Omega_l^{(n)-1} - \left( \Omega_l^{(n)} + H_{l,l} \Sigma_l^{(n)} H_{l,l}^\dagger \right)^{-1} \right),
$$

$$
\mu^{(n)} = \frac{1}{P_T} \sum_{l=1}^{L} \text{Tr} \left( \Lambda_l^{(n)} \right).
$$

Note that $\hat{\Sigma}_l^{(n)}$ in Algorithm 1 is equal to

$$
\hat{\Sigma}_l^{(n)} = \frac{\Lambda_l^{(n)}}{\mu^{(n)}}.
$$

From this and (14), the gradient of $F$ with respect to $\Omega$ at the point $(\Sigma^{(n)}, \Omega^{(n)})$ vanishes, i.e.,

$$
\nabla_\Omega F(\Sigma^{(n)}, \Omega, \Lambda^{(n)}, \mu^{(n)}) \big|_{\Omega^{(n)}} = 0.
$$

Since $F$ is convex in $\Omega$, if we fix $\Sigma = \Sigma^{(n)}$, then $\Omega^{(n)}$ is a global minimizer of $F$. In other words,

$$
F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}) \leq F(\Sigma^{(n)}, \Omega, \Lambda^{(n)}, \mu^{(n)})
$$

(20)
for all $\Omega > 0$.

2) Scaling invariance of $F$: We will identify a remarkable scaling invariance property of $F$, which plays a key role in the convergence proof of Algorithm 1. For given $(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)})$, we have

$$F\left(\frac{1}{\alpha}\Sigma^{(n)}, \frac{1}{\alpha}\Omega^{(n)}, \alpha\Lambda^{(n)}, \alpha\mu^{(n)}\right)$$

$$= F\left(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}\right)$$

(21)

for all $\alpha > 0$. To show this scaling invariance property, note that

$$\Omega^{(n)}_l - \sum_{k \neq l} H_{l,k} \Sigma^{(n)}_k H_{l,k}^\dagger = I,$$

$$\sum_{l=1}^L \text{Tr}(\Sigma^{(n)}_l) = P_T,$$

$$P_T\mu^{(n)} = \sum_{l=1}^L \text{Tr}(\Lambda^{(n)}_l).$$

Applying the above equalities and some mathematical manipulations, we have

$$F\left(\frac{1}{\alpha}\Sigma^{(n)}, \frac{1}{\alpha}\Omega^{(n)}, \alpha\Lambda^{(n)}, \alpha\mu^{(n)}\right)$$

$$= \sum_{l=1}^L w_l \left(\log \left|\Omega^{(n)}_l + H_{l,l} \Sigma^{(n)}_l H_{l,l}^\dagger\right| - \log \left|\Omega^{(n)}_l\right|\right)$$

$$+ \alpha\mu^{(n)}\{P_T - \frac{1}{\alpha}P_T\} + \sum_{l=1}^L \text{Tr}\left(\alpha\Lambda^{(n)}_l \left(\frac{1}{\alpha}I - I\right)\right)$$

$$= \sum_{l=1}^L w_l \left(\log \left|\Omega^{(n)}_l + H_{l,l} \Sigma^{(n)}_l H_{l,l}^\dagger\right| - \log \left|\Omega^{(n)}_l\right|\right)$$

$$+ (\alpha - 1)\mu^{(n)}P_T + (1 - \alpha) \sum_{l=1}^L \text{Tr}(\Lambda^{(n)}_l)$$

$$= \sum_{l=1}^L w_l \left(\log \left|\Omega^{(n)}_l + H_{l,l} \Sigma^{(n)}_l H_{l,l}^\dagger\right| - \log \left|\Omega^{(n)}_l\right|\right)$$

$$= F\left(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}\right),$$

where the first equality uses the fact that

$$\log \left|\frac{1}{\alpha} \left(\Omega^{(n)}_l + H_{l,l} \Sigma^{(n)}_l H_{l,l}^\dagger\right)\right| - \log \left|\frac{1}{\alpha}\Omega^{(n)}_l\right|$$

$$= \log \left|\Omega^{(n)}_l + H_{l,l} \Sigma^{(n)}_l H_{l,l}^\dagger\right| - \log \left|\Omega^{(n)}_l\right|.$$
Furthermore,

\[
\nabla_{\Omega_l} F\left(\frac{1}{\alpha} \Sigma^{(n)}_l, \Omega, \alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l\right)\big|_{\Omega^{(n)}} = w_l \left( \left( \frac{1}{\alpha} \Omega^{(n)}_l + \frac{1}{\alpha} \Sigma^{(n)}_l H^\dagger_{l,l} \right)^{-1} - \left( \frac{1}{\alpha} \Omega^{(n)}_l \right)^{-1} \right) + \alpha \Lambda^{(n)}_l
\]

\[
= \alpha \nabla_{\Omega_l} F\left(\Sigma^{(n)}_l, \Omega, \Lambda^{(n)}_l, \mu^{(n)}_l\right)\big|_{\Omega^{(n)}}
\]

\[
= 0, \quad \forall l.
\]

(22)

Therefore, \( \frac{1}{\alpha} \Omega^{(n)}_l \) is a global minimizer of \( F\left(\frac{1}{\alpha} \Sigma^{(n)}_l, \Omega, \alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l\right) \), as \( F \) is convex in \( \Omega \).

3) The second and third inequalities: Given \((\alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l)\), we generate \( \tilde{\Sigma}, \tilde{\Omega} \) using equation (16) and (17). If we choose \( \alpha \) so that

\[
\sum_{l=1}^{L} \text{Tr}(\tilde{\Sigma}_l) = P_T,
\]

then \( \tilde{\Sigma} = \Sigma^{(n+1)} \) in Algorithm 1. Since \((\Sigma^{(n+1)}, \tilde{\Omega})\) is chosen to make the gradients zero:

\[
\nabla_{\Sigma} F\left(\Sigma, \tilde{\Omega}, \alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l\right)\big|_{\Sigma^{(n+1)}} = 0,
\]

\[
\nabla_{\Omega} F\left(\Sigma^{(n+1)}_l, \Omega, \alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l\right)\big|_{\tilde{\Omega}} = 0,
\]

we conclude that \( \Sigma^{(n+1)} \) is a global maximizer, i.e.,

\[
F\left(\Sigma, \tilde{\Omega}, \alpha \Lambda^{(n+1)}_l, \alpha \mu^{(n+1)}_l\right) \leq F\left(\Sigma^{(n+1)}_l, \tilde{\Omega}, \alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l\right)
\]

(24)

for all \( \Sigma \succeq 0 \); and \( \tilde{\Omega} \) is a global minimizer, i.e.,

\[
F\left(\Sigma^{(n+1)}_l, \tilde{\Omega}, \alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l\right) \leq F\left(\Sigma^{(n+1)}_l, \Omega, \alpha \Lambda^{(n)}_l, \alpha \mu^{(n)}_l\right)
\]

(25)

for all \( \Omega \succ 0 \).

4) Proof of Theorem 2: With the three inequalities (20) (24) (25) obtained above, we are ready to prove Theorem 2. As in Algorithm 1

\[
\Omega^{(n+1)}_l = I + \sum_{k \neq l} H_{l,k} \Sigma^{(n+1)}_{k} H_{l,k}^\dagger,
\]

(26)
we have

\[
V(\Sigma^{(n)}) = F(\Sigma^{(n)}, \Omega^{(n)}, \Lambda^{(n)}, \mu^{(n)}) \quad \quad \quad (27)
\]

\[
= F\left(\frac{1}{\alpha} \Sigma^{(n)}, \frac{1}{\alpha} \Omega^{(n)}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}\right) \quad \quad \quad (28)
\]

\[
\leq F\left(\frac{1}{\alpha} \Sigma^{(n)}, \hat{\Omega}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}\right) \quad \quad \quad (29)
\]

\[
\leq F(\Sigma^{(n+1)}, \hat{\Omega}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}) \quad \quad \quad (30)
\]

\[
\leq F(\Sigma^{(n+1)}, \Omega^{(n+1)}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}) \quad \quad \quad (31)
\]

\[
= V(\Sigma^{(n+1)}), \quad \quad \quad (32)
\]

where (27) follows from the satisfied constraints (18) (19); (28) follows from the scaling invariance (21); (29) follows from convexity and scaling invariance (20) (22); (30) follows from the second inequality (24); (31) follows from the third inequality (25); (32) follows from the satisfied constraints (23) (26).

5) Proof of Theorem 4 We have shown in Corollary 3 that $V_n$ converges to a limit point under Algorithm 1. To show the convergence of the algorithm, it is enough to show that if $V(\Sigma^{(n)}) = V(\Sigma^{(n+1)})$, then $\Sigma^{(n+1)} = \Sigma^{(n+k)}$ for all $k = 1, 2, \ldots$. Suppose $V(\Sigma^{(n)}) = V(\Sigma^{(n+1)})$, then from the proof in the above, we have

\[
F(\Sigma^{(n+1)}, \Omega^{(n+1)}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}) \quad \quad \quad (33)
\]

\[
= F(\Sigma^{(n+1)}, \hat{\Omega}, \alpha \Lambda^{(n)}, \alpha \mu^{(n)}). \quad \quad \quad (33)
\]

Since $\hat{\Omega}$ is a global minimizer, the above equality implies $\Omega^{(n+1)}$ is a global minimizer too. From the first order condition for optimality, we have

\[
\nabla_{\Omega_i} F(\Sigma^{(n+1)}, \Omega, \alpha \Lambda^{(n)}, \alpha \mu^{(n+1)})|_{\Omega^{(n+1)}} \quad \quad \quad (34)
\]

\[
= w_i \left(\left(\Omega_i^{(n+1)} + H_{i,i} \Sigma_i^{(n+1)} H_{i,i}^T\right)^{-1} - \{\Omega_i^{(n+1)}\}^{-1}\right) \quad \quad \quad (35)
\]

\[
+ \alpha \Lambda_i^{(n)} \quad \quad \quad (36)
\]

\[
= 0. \quad \quad \quad (37)
\]
On the other hand, we generate $\Lambda^{(n+1)}$ such that

\[
\Lambda_l^{(n+1)} = w_l \left( \Omega_l^{(n+1)} - \left( \Omega_l^{(n+1)} + H_{l,l} \Sigma_l^{(n+1)} H_{l,l}^\dagger \right)^{-1} \right) = \alpha \Lambda_l^{(n)}.
\]

This shows $\hat{\Sigma}^{(n+1)} \propto \hat{\Sigma}^{(n)}$. However, since the trace of each matrix is same, we conclude that

\[
\hat{\Sigma}^{(n+1)} = \hat{\Sigma}^{(n)}.
\]

From this it is obvious that $\hat{\Sigma}^{(n)} = \hat{\Sigma}^{(n+1)} = \ldots$ and $\Sigma^{(n+1)} = \Sigma^{(n+2)} = \ldots$.

**Remark 5.** When the algorithm converges, the pair $(\Sigma, \Omega)$ satisfies the first order optimality condition for $F$. Moreover, since $\sum_{l=1}^L \text{Tr} (\Sigma_l) = P_T$, and $\Omega_l = I + \sum_{k \neq l} H_{l,k} \Sigma_k H_{l,k}^\dagger, \forall l$, $(\alpha \Lambda, \alpha \mu)$ also satisfies the first order optimality condition for $F$. This implies that the pair $(\Sigma, \Omega, \alpha \Lambda, \alpha \mu)$ is a saddle point of $F$, which means that they are indeed a primal-dual point that solves the KKT system of the weighted sum-rate maximization.

### IV. Extensions

In this section, we extend the dual link algorithm for the cases of colored noise and weighted sum power constraint. We also discuss the dual link algorithm’s advantages in distributed implementation.

#### A. Colored Noise and Weighted Power Constraint

In practice, the noise, including thermal noise and interference from other non-cooperating networks, may not be white as assumed in (3). Due to nonuniform devices, we may use weighted sum power constraint. The dual link algorithm can be easily adjusted to solve the weighted sum-rate maximization problem with colored noise and a weighted power constraint. The key idea is to use proper pre- and post-whitening method to convert the problem back to the white noise and sum power constraint form, while keeping the reciprocity property of the forward and reverse link channels so that the original dual link algorithm can be readily applied.

We use the following equivalence to find the proper whitening algorithm [10]. Assume the noise covariance matrix of forward link $l$ is a positive definite matrix $W_l \in \mathbb{C}^{L_R \times L_R}$ instead of $I$. The weighted
sum power constraint is $\sum_{l=1}^{L} \text{Tr} \left( \Sigma_l \hat{W}_l \right) \leq P_T$, where $\hat{W}_l \in \mathbb{C}^{L_{R_l} \times L_{T_l}}$ is a positive definite weight matrix, $\forall l$. The whitened received signal at receiver $R_l$ is a sufficient statistic,

$$y_l' = \hat{W}_l^{-\frac{1}{2}} y_l$$

$$= \sum_{k=1}^{L} \left( \hat{W}_l^{-\frac{1}{2}} H_{l,k} \hat{W}_l^{-\frac{1}{2}} \right) \left( \hat{W}_l^{\frac{1}{2}} x_k \right) + \hat{W}_l^{-\frac{1}{2}} n_l$$

$$= \sum_{k=1}^{L} H'_{l,k} x_k' + n'_l,$$

which is the same as the received signal of a network with equivalent channel state

$$H'_{l,k} = \hat{W}_l^{-\frac{1}{2}} H_{l,k} \hat{W}_l^{\frac{1}{2}}$$ (33)

and equivalent transmit signal $x'_k = \hat{W}_l^{\frac{1}{2}} x_k$. We name the left multiplication of $H_{l,k}$ by $\hat{W}_l^{-\frac{1}{2}}$ as post-whitening and right multiplication of $H_{l,k}$ by $\hat{W}_l^{-\frac{1}{2}}$ as pre-whitening. Note that $\Sigma_l = \mathbb{E}[x_l x_l^\dagger]$, $\Sigma'_l = \mathbb{E}[x'_l (x'_l)^\dagger] = \hat{W}_l^{\frac{1}{2}} \Sigma_l \hat{W}_l^{\frac{1}{2}}$, and $\text{Tr} \left( \Sigma_l \hat{W}_l \right) = \text{Tr} \left( \hat{W}_l^{\frac{1}{2}} \Sigma_l \hat{W}_l^{\frac{1}{2}} \right) = \text{Tr} \left( \Sigma'_l \right)$. Thus, the original network specified by

$$\left( [H_{l,k}], \sum_{l=1}^{L} \text{Tr} \left( \Sigma_l \hat{W}_l \right) \leq P_T, [W_l] \right)$$

is equivalent to the network specified by

$$\left( [W_l^{-1/2} H_{l,k} \hat{W}_k^{-1/2}], \sum_{l=1}^{L} \text{Tr} \left( \Sigma'_l \right) \leq P_T, [I] \right),$$ (34)

which has white noise and sum power constraint.

Therefore, we can apply the dual link algorithm to the equivalent network (34) and find optimal $\Sigma'_l$. Then the solution to the original network is recovered by $\Sigma_l = \hat{W}_l^{-\frac{1}{2}} \Sigma'_l \hat{W}_l^{-\frac{1}{2}}$ because $\hat{W}_l$ is non-singular.

**B. Distributed Implementation**

In practical applications, distributed algorithm with low coordination overhead is highly desirable. It turns out that the dual link algorithm is ideally suited for distributed implementation.

A centralized implementation of the dual link incurs overhead. The algorithm needs global channel state information $H_{k,l}, \forall k, l$, as do other algorithms. The collection of global channel state information wastes bandwidth and incur large delays for large networks. If the delay is too long, there won’t be enough time left for actual data transmission before the channels change.
Fortunately, a distributed implementation of the dual link algorithm needs minimal local channel state information compared to other algorithms, especially in TDD networks. A node only needs to estimate total received signal covariance and desired link channel state information. No channel state information of interfering links is needed. And the nodes do not need to exchange channel state information because non-local CSI is not needed. In a TDD network, assuming channel reciprocity, the virtual reverse link iteration, Step 8 of Algorithm [11] can be carried out in physical reverse links. Assume reverse link \( l \) transmits pilot signals using beamforming matrix \( \hat{V}_l \), where \( \hat{V}_l\hat{V}_l^\dagger = \Sigma_l \). To calculate \( \Sigma_l \) and reverse link total received signal covariance \( \hat{\Omega}_l + \hat{H}_l\hat{\Sigma}_l\hat{H}_l^\dagger \), which can be estimated at node \( T_l \) because the channel has done the summation of signal, interference, and noise for us for free, no matter how large the network is. Using the pilot signal, \( \hat{H}_l\hat{\Omega}_l \) can be estimated and \( \hat{H}_l\hat{\Sigma}_l\hat{H}_l^\dagger = \hat{H}_l\hat{V}_l\hat{V}_l^\dagger\hat{H}_l^\dagger \) can be calculated and subtracted from \( \hat{\Omega}_l + \hat{H}_l\hat{\Sigma}_l\hat{H}_l^\dagger \) to obtain \( \hat{\Omega}_l \). All reverse links only need to share the scalar \( \hat{\mu} \) in (10) to adjust the total power. The forward link calculation can be done similarly. By avoiding global CSI collection, the distributed dual link algorithm has significant lower signaling overhead compared to other methods. The details of the distributed and scalable implementation and accommodation of time varying channels will be presented in an upcoming paper [7].

For distributed implementation in the case of colored noise and weighted sum power constraint discussed in Section [V-A] to create forward link \( \hat{H}'_{l,k} \) in (33), we can left multiply the transmit signal by \( \hat{W}_k^{-1/2} \) before transmission and right multiply the received signal by \( \hat{W}_l^{-1/2} \). In reverse links, it can be achieved by left multiplying the transmit signal by \( \hat{W}_l^{-1/2} \) before transmission and right multiplying the received signal by \( \hat{W}_k^{-1/2} \). The dual link algorithm assumes the reverse link channel noises are white. If the noise covariance matrix of the reverse link \( k \) of the TDD system is \( \hat{N}_k \), we can estimate \( \hat{W}_k^{-1/2}\hat{N}_k\hat{W}_k^{-1/2} \) and replace it by \( I \) in the distributed algorithm.

V. Simulation Results

In this section, we provide numerical examples to compare the proposed dual link algorithm with the PWF algorithm [10], the WMMSE algorithm [12], and the iterative water-filling algorithms for sum capacity of MAC and BC channels [5], [16]. We consider a B-MAC network with 10 data links among 10 transmitter-receiver pairs that fully interfere with each other. Each link has 3 transmit antennas and 4 receive antennas. For each simulation, the channel matrices are independently generated and fixed by one realization of \( \hat{H}_{l,k} = \sqrt{g_{l,k}}\hat{H}_{l,k}^{(W)} \), \( \forall k, l \), where \( \hat{H}_{l,k}^{(W)} \) has zero-mean i.i.d. circularly symmetric complex...
Gaussian entries with unit variance and $g_{l,k}$ is the average channel gain. The rate weights $w_l$’s are uniformly chosen between 0.5 to 1. The total transmit power $P_T = 100$.

Figure 2 shows the convergence of the Dual Link algorithm for a network with $g_{l,k} = 0 \text{dB}, \forall l, k$. From the proof of Theorem 2, the weighted sum-rate of the forward links and that of the reverse links not only increase monotonically over iterations, but also increase over each other over half iterations. In Algorithm 1, the reverse link transmit signal covariance matrices $\hat{\Sigma}_l$ are updated in the first half of each iteration, and the forward link transmit signal covariance matrices $\Sigma_l$ are updated in the second half. From Figure 2 we see that the weighted sum-rates of the forward links and reverse links increase in turns until they converge to the same value, which also confirms that problem (4) and its dual problem (7) reach their stationary points at the same time.

Figure 3 shows a typical case of rate versus number of iterations under the weak interference setting ($g_{l,l} = 0 \text{dB}$ and $g_{l,k} = -10 \text{dB}$ for $l \neq k$). For a channel realization and a realization of random initial point, PWF algorithm converges slightly faster than the dual link algorithm. In contrast, the WMMSE algorithm’s convergence is slower than the dual link algorithm, e.g., eight iterations to achieve what dual link algorithm achieves in four iterations and more than ten iterations slower to reach some higher value of the weighted sum-rate. When the gain of the interfering channels are comparable to that of the desired channel, the difference in the convergence speed between the PWF/Dual Link algorithm and the WMMSE algorithm is less than that of the weak interference case but can still be around five iterations for some
Figure 3. PWF algorithm vs. WMMSE algorithm vs. dual link algorithm under weak interference with $P_T = 100$, $g_{l,l} = 0$dB and $g_{l,k} = -10$dB for $l \neq k$.

Figure 4. PWF algorithm vs. WMMSE algorithm vs. dual link algorithm under strong interference with $P_T = 100$, $g_{l,l} = 0$dB and $g_{l,k} = 10$dB for $l \neq k$.

high value of the weighted sum-rate. Under strong interference setting, the PWF algorithm may oscillate and no longer converge as shown in Figure 4. The dual link algorithm still converges slightly faster than the WMMSE algorithm.

Table I shows the average convergence speed of these three algorithms under different interference levels. The results are obtained by averaging over 1000 independent channel realizations under each interference setting. Under the strong interference setting ($g_{l,k} = 10$dB), only the converged cases (837 out of 1000) are considered for the PWF algorithm. We can see that the dual link algorithm outperforms
Table I: Average number of iterations needed to reach 90% and 95% of the local optimum for PWF, WMMSE, and dual link algorithms. $P_t = 100$, $g_{l,t} = 0\, \text{dB}$ and $g_{l,k} = -10/0/10\, \text{dB}$ for $l \neq k$.

| $g_{l,k}$ / Threshold | PWF   | Dual Link | WMMSE |
|-----------------------|-------|-----------|-------|
| -10 dB / 90%          | 1.199 | 1.653     | 2.521 |
| 0 dB / 90%            | 6.075 | 7.211     | 9.557 |
| 10 dB / 90%           | 5.217 | 4.745     | 5.847 |
| -10 dB / 95%          | 2.140 | 2.781     | 5.067 |
| 0 dB / 95%            | 11.465| 12.408    | 15.864|
| 10 dB / 95%           | 9.358 | 6.837     | 10.549|

Figure 5: Dual Link algorithm vs. Iterative water-filling on MAC and BC channels

WMMSE algorithm in all the settings. While the PWF algorithm is slightly ahead under weak and moderate interference settings, it is slower than the dual link algorithm under the strong interference setting.

Given the same initial point, these three algorithms may converge to different stationary points. Since the original weighted sum-rate maximization problem is non-convex, a stationary point is not necessarily a global maximum. In practical applications, one may run such algorithms multiple times starting from different initial points and choose the best.

Figure 5 compares the dual link algorithm with the iterative water-filling algorithm proposed in [5], [16] for sum capacity of BC and MAC channels. The iterative water-filling algorithm of [5], [16] works because that the sum rate can be written in a single user rate form and because of the duality between MAC and BC channels. We consider a BC channel and its dual MAC channel with a sum power constraint. The BC channel contains 1 transmitter and 10 receivers, each equipped with 5 antennas. Entries of the channel matrices are generated from i.i.d. zero mean Gaussian distribution with unit variance. The noise
covariance is an identity matrix. As shown in Figure 5, the dual link algorithm and the iterative water-filling algorithm all converge to the same sum-capacity. The dual link algorithm converges significantly faster than the iterative water-filling algorithm.

VI. Complexity Analysis

We have numerically evaluated the convergence properties of the proposed new algorithm, the PWF algorithm and the WMMSE algorithm in terms of the number of iterations. We now analyze the complexity per iteration for these algorithms.

Recall that \( L \) is the number of users or links, and for simplicity, assume that each user has \( N \) transmit and \( N \) receive antennas, so the resulting \( \Sigma_{l} \) (and \( \hat{\Sigma}_{l} \)) is a \( N \times N \) matrix. Suppose that we use the straightforward matrix multiplication and inversion. Then the complexity of these operations are \( O(N^3) \). For the dual link algorithm, at each iteration, the calculation of \( \Omega_{l} \) incurs a complexity of \( O(LN^3) \) and the calculation of \( \Omega_{l} + H_{l,l} \Sigma_{l}^{(n+1)} H_{l,l}^\dagger \) incurs a complexity of \( O(LN^3) \). To obtain \( \hat{\Sigma}_{l} \), we have to invert two \( N \times N \) matrices, which incurs a complexity of \( O(N^3) \). Therefore, the total complexity for calculating a \( \hat{\Sigma}_{l} \) is \( O(LN^3) \), and the complexity of generating all \( \hat{\Sigma} \) is \( O(L^2 N^3) \). As calculating \( \Sigma \) incurs the same complexity as calculating \( \hat{\Sigma} \), the complexity of the new algorithm is \( O(L^2 N^3) \) for each iteration.

The PWF algorithm uses the same calculation to generate \( \Omega_{l} \) and incurs a complexity of \( O(LN^3) \) for each \( \Omega_{l} \). Then, it uses the singular value decomposition of \( \Omega_{l}^{-\frac{1}{2}} H_{l,l} \hat{\Omega}_{l}^{-\frac{1}{2}} \), which incurs a complexity of \( O(N^3) \). Since we need \( L \) of these operations, the total complexity of the PWF algorithm is \( O(L^2 N^3) \).

For the WMMSE algorithm, it is shown in [12] that its complexity is \( O(L^2 N^3) \).

So, all three algorithms have the same computational complexity per iteration if we use \( O(N^3) \) matrix multiplication. Recently, Williams [13] presents an \( O(N^{2.3727}) \) matrix multiplication and inversion method. If we use this algorithm, then the new algorithm and the WMMSE algorithm have \( O(L^2 N^{2.3727}) \) complexity since the \( N^3 \) factor comes from the matrix multiplication and inversion. However, in addition to \( L^2 \) number of matrix multiplications and inversions, the PWF algorithm has \( L \) number of \( N \) by \( N \) matrix singular value decompositions. Therefore the complexity of the PWF algorithm is \( O(L^2 N^{2.3727} + LN^3) \).

VII. Conclusion

We have proposed a new algorithm, the dual link algorithm, to solve the weighted sum-rate maximization problem in general interference channels. Based on the polite water-filling results and the rate duality [10], the proposed dual link algorithm updates the transmit signal covariance matrices in the forward and
reverse links in a symmetric manner and has fast and guaranteed convergence. We have given a proof for its monotonic convergence, and the proof technique may be generalized for other problems. Numerical examples have demonstrated that the new algorithm has a convergence speed close to the fastest PWF algorithm which is however not guaranteed to converge in all situations. The dual link algorithm is scalable and well suited for distributed implementation. It can also be easily modified to accommodate colored noise.
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