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Abstract
We present a construction of a large class of Laplace invariants for linear hyperbolic partial differential operators of fairly general form and arbitrary order.
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1. Introduction

The first examples of invariants for linear, hyperbolic partial differential operators are the Laplace invariants \([6]\). These are defined for second order operators of the form

\[
L = \partial_x^2 + a\partial_x + b\partial_y + c
\]

and are differential functions of the coefficients, \(a\), \(b\) and \(c\) which remain unchanged under conjugation by arbitrary functions of \(x\) and \(y\):

\[
L \rightarrow L^g = g^{-1}Lg.
\]

They are

\[
h = c - ab - a_x, \\
k = c - ab - b_y.
\]

so they may be considered obstructions to factorization in the differential ring of the coefficients of \(L\).

These invariants are complete in the sense that any pair of operators \(L\) and \(L'\) having the same invariants are necessarily related through conjugation by some \(g\).

These invariants were important in an early theory of integrability \([6]\) because under a further class of differential transformations over the ring of coefficients (Laplace transformations)
the invariants do change so that after a finite number of such transformations one or the other of the invariants may vanish and one has a factorized, and hence soluble, situation. Since the Laplace transformations are invertible one can solve the original equation. There is a link with modern integrability theory here: the equations relating the transformation properties of the invariants are now known as the two-dimensional Toda field theory equations [21, 23].

They are of importance too in the theory of first order nonlinear systems because the classical Riemann invariants for such systems (e.g. of hydrodynamic type) satisfy second order, linear partial differential equations. Hence the link with Laplace invariants allows Laplace transformations to be lifted up to transformations of the nonlinear systems [8, 10]. The role of the invariants in the study of linearizable partial differential equations of Liouville type is summarized in [25].

Generalizations of the above story exist. In the first place invariants for non-hyperbolic operators were discussed quite early (see references in [6]) and wider classes of differential transformation (Moutard [17], Darboux [6], Goursat [9]) were constructed for restricted classes of invariants.

In geometry Laplace invariants arise [6] because the generic immersion of a surface into $\mathbb{R}^3$ is described, in conjugate coordinates by a vector whose mixed second derivative lies in the tangent plane to the immersed surface, hence satisfying a second order, linear hyperbolic partial differential equation. Laplace transformations then correspond to transformations between surfaces with accompanying conjugate coordinates. In particular the case of a vanishing invariant describes a degenerate surface, namely a curve [12]. Generalization to higher dimensional manifolds is dealt with in [13].

A formulation of Laplace invariants using the Cartan method of moving frames is given in [19].

Modern work in the specific area of the construction of Laplace type invariants is for higher order operators [2, 3, 18] and in factorization issues [20, 22, 24]. In particular the question of invariants for operators of orders three and four in small dimensions are dealt with in [4, 7, 11, 14, 16, 18] and in four-dimensions with leading term $\partial_1\partial_2\partial_3\partial_4$ in [15].

The objective of this paper is to construct such invariants for a wide class of such operators of all orders.

We start with a given index set $I$ corresponding to the $n$ labels of independent variables, $x_1, x_2, \ldots, x_n$, and with an operator $L_I$ with leading term $\prod_{i \in I} \partial_i$. We construct, using the coefficients of $L_I$ in a symmetric way, families of lower order operators $L_J$ for $J \subseteq I$ with leading term $\prod_{i \in J} \partial_i$ and form non-commutative polynomials in these $L_J$. The leading order coefficient of any such polynomial is necessarily an invariant. In particular any such polynomial which is actually a function (differential operator of order zero) is necessarily an invariant and we show that, in fact, every invariant in the differential ring of the coefficients of $L_I$ arises in this way. Our goal is therefore to describe zero order operators in the ring generated by the $L_J$ for $J \subseteq I$.

Any such operator commutes with an arbitrary function, $\theta$, which allows us to define the kernel of a map $\Theta$ from polynomials in the $L_J$ with coefficients in $\mathbb{Q}$ to polynomials in the $L_J$ whose coefficients are linear in derivatives of $\theta$. We can relate $\Theta$ to a universal operator, $\delta$, on ordered partitions of $m \leq n$ which we represent using box diagrams. $\delta$ acts as a derivative on these diagrams. An invariant is constructed from a polynomial in diagrams via a symmetric sum over index sets of order $m$. We show by a counting argument that we are able to describe the kernel of $\delta$ completely and hence construct all invariants for $L_J$ which are symmetric in indices. There are $2^m - (n + 1)$ such fundamental symmetric invariants for $L_J$. In particular we present a generating set which has a unique ‘new’ invariant at each order, all others being created by operations such as multiplication and derivation from lower order invariants.
Finally we write down, in a clear but condensed notation, the set of symmetric fundamental invariants of orders up to six.

2. The operators

Let \( I \) be a fixed set of \( n \) labels, for convenience, \( I = \{1, 2, \ldots n\} \). By \( J, K, M \) etc we denote subsets of \( I \). If \( J \subseteq I \) then \(|J|\) is the cardinality of \( J \).

We are concerned with partial differential operators of the form

\[
L_J = \sum_{p=0}^{|J|} \left( \sum_{|K|=p} a_{J \setminus K} \partial^K \right).
\]

The subset subscripts on \( a \) and \( \partial \) indicate (by a slight abuse of notation) totally symmetric multi-indices. Thus

\[
\partial_K = \prod_{i \in K} \partial_i.
\]

We take \( a_0 = 1 \). The \( a_K \) are functions of independent variables \( x_1, x_2, \ldots x_n \) and the \( \partial_i \) act as derivations on the polynomial ring in the \( a_K \) and their derivatives, \( a_K, a_M \) over \( \mathbb{Q} \).

For example, if \( n = 3 \) we have the following seven operators of non-zero order

\[
L_i = \partial_i + a_i, \quad i \in \{1, 2, 3\}
\]

\[
L_{ij} = \partial_{ij} + a_i \partial_j + a_j \partial_i + a_{ij}, \quad i, j \in \{1, 2, 3\}
\]

\[
L_{ijk} = \partial_{ijk} + a_i \partial_{jk} + a_j \partial_{ki} + a_k \partial_{ij} + a_{ijk}, \quad i, j, k \in \{1, 2, 3\}.
\]

Each operator is totally symmetric in its indices. So, for example, there are three second order operators: \( L_{12}, L_{23} \) and \( L_{31} \) and only one third order: \( L_{123} \). Any polynomial in the \( a_K \) and their derivatives is a zero order differential operator.

The \( a_i, a_{ij} \) etc occurring in each of the \( L_J \) are the same objects, i.e. they do not depend upon the degree of the operator.

2.1. Invariants

The invariants in which we are interested are related to transformations of the form

\[
L_J \mapsto L_J^g = g^{-1}L_J g,
\]

where \( g \) is an arbitrary function of the independent variables, which preserve the form of \( L_J \) but alter the coefficients \( a_{J \setminus K} \):

\[
a_{J \setminus K} \mapsto a_{J \setminus K}^g.
\]

For example:

\[
L_i^g = \partial_i + a_i^g
\]

\[
L_{ij}^g = \partial_{ij} + a_i^g \partial_j + a_j^g \partial_i + a_{ij}^g,
\]

where

\[
a_{ij}^g = a_{ij} + g^{-1}g_{ij},
\]

\[
a_{ij}^g = a_{ij} + g^{-1}g_{ij} a_i + g^{-1}g_{ij} a_j + g^{-1}g_{ij}.
\]

We use the comma notation to indicate derivatives of functions.
Note that the transformation law for the \( a_{J \setminus K} \) depends only on the set of indices \( J \setminus K \) regardless of the \( L_J \) operator to which it belongs. To see this note that

\[
L_J^g = \sum_{K \subseteq J} a_{J \setminus K} g^{-1} \partial_K g = \sum_{K \subseteq J} a_{J \setminus K} \left( g^{-1} g_{K \setminus M} \partial_M \right)
\]

so that

\[
a_J^g = \sum_{K' \subseteq J'} a_{J' \setminus K'} g^{-1} g_{K'}
\]

for any subset \( J' \) of \( I \). Thus transformations do not interfere with our requirement that the same set of coefficients occurs in operators of all degrees.

An invariant, \( \mathcal{I} \), is then any function of the set of \( a \)'s and their derivatives which takes the same value under any such transformation:

\[
\mathcal{I}(\{a_J \text{ and derivatives } | J \subseteq I\}) = \mathcal{I}(\{a_J^g \text{ and derivatives } | J \subseteq I\}).
\]

(4)

In the case of (3) above, invariants are easily seen to be

\[
[i, j] = a_{i,j} - a_{j,i}, \quad (i, j) = 2a_{ij} + 2a_i a_j - a_{i,j} - a_{j,i}
\]

using a notation introduced in an earlier paper.

A crucial observation is that we can express invariants as differential operators of order zero constructed out of the \( L_J \) for \( J \subseteq I \). In the case above

\[
[i, j] = L_i L_j - L_j L_i, \quad (i, j) = 2L_{ij} - L_i L_j - L_j L_i.
\]

Clearly any polynomial in the \( L_J \) which is, by dint of cancellations, a zeroth order differential operator, is an invariant because conjugation by \( g \) will leave it unaffected. Its derivatives will also be invariants but these can be expressed as (non-commutative) polynomials too since

\[
\mathcal{I}_k = [L_k - a_k, \mathcal{I}] = L_k \mathcal{I} - \mathcal{I} L_k.
\]

We have the stronger statement:

**Theorem 2.1.** The invariants of the operator \( L_J \) are (non-commutative) polynomials in the \( L_J \) for \( J \subseteq I \).

**Proof.** It is clear, by linear algebra, that we can express all the \( a_J \) coefficients of \( L_J \) in terms of the \( L_K \) for \( K \subseteq J \) and \( \partial_{J \setminus K} \) in the following way:

\[
a_J = \sum_{p=0}^{|J|} \sum_{K \subseteq J, |K|=p} (-1)^{|K|} L_{J' \setminus K} \partial_K,
\]

(5)

Any polynomial \( \mathcal{I} \) in the \( a_J \) and their derivatives can therefore be expressed as a polynomial in the \( L_J \) and the \( \partial_J \):

\[
\mathcal{I}(a_J, \ldots | J \subseteq I) = F(L_J, \partial_J, \ldots, \partial_J | J \subseteq I).
\]
The invariance condition is
\[ \mathcal{J}(a_j, \ldots | J \subseteq I) = \mathcal{J}(\alpha^I_j, \ldots | J \subseteq I) \]
and since the relation (5) between the \( a_j \) and the \( L_j \) holds equally for the \( \alpha^I_j \) and the \( L^I_j \) we can write
\[ F(L_j, \partial_{a_i}, \ldots, \partial_{a_m} | J \subseteq I) = F(L^I_j, \partial_{\alpha^I_i}, \ldots, \partial_{\alpha^I_m} | J \subseteq I). \]
Under conjugation by \( g \) since \( F \) is a zeroth order differential operator we have
\[ F(L_j, \partial_{a_i}, \ldots, \partial_{a_m} | J \subseteq I) = F(L^I_j, \partial^I_{\alpha^I_i}, \ldots, \partial^I_{\alpha^I_m} | J \subseteq I), \]
where \( \partial^I_j = \partial_j + g^{-1}g_{ija} \). These last two statements allow us to write
\[ F(L_j, \partial_{a_i}, \ldots, \partial_{a_m} | J \subseteq I) = F(L^I_j, \partial^I_{\alpha^I_i}, \ldots, \partial^I_{\alpha^I_m} | J \subseteq I) \]
for arbitrary \( h \).
This implies that \( F \) is a function of the \( L_j \) only. Otherwise we could make choices of \( h \) (e.g. \( h = e^z \)) which, since both sides are zeroth order differential operators, would describe differential relations between the \( a_j \). The coefficients of \( L_j \) have, by assumption, no such relations. Hence the result.

### 2.2. Degrees

We define several different degrees.

The differential degree of a term \( a_{JKM} \partial_M \) is \( |M| \), the coefficient degree is \( |J| \) + \( |K| \) and the total degree is \( |J| + |K| + |M| \). Clearly the total degree of any of the \( L_j \) is just \( J \). We will say that the monomial \( L_{JK} \) has L-degree \( |J| + |K| \) which is the same as its total degree. We extend this notion to polynomials in the usual way. Of course the differential degree of a polynomial in the \( L_j \)'s may be smaller than its total degree.

Thus the two invariants listed above are of differential degree zero but total degree and \( L \)-degree two. Any non-zero \( L \)-degree object of differential degree zero will be an invariant. We note the following result [5].

**Theorem 2.2.** The differential degree of \( L_{JK} - L_K L_J \) is \( |J| + |K| - 2 \).

As a generalization of our earlier characterization of invariants we note that:

**Theorem 2.3.** The coefficient of the term of highest differential degree in any polynomial in the \( L_j \), \( J \subseteq I \), is an invariant.

**Proof.** The term of highest differential degree will be of the form \( f[J]^{n} \partial_{a_i}^{n} \) where \( f \) is a function of the \( a_j \) and their derivatives. Under conjugation \( \partial_i \mapsto \partial_i + g^{-1}g_{ija} \) which leaves the highest degree term unaltered.

### 2.3. The \( \Theta \) map

A differential operator \( L \) of order zero is characterized by the property that it commutes with any function. Hence for some arbitrary function \( \theta \) we define the map
\[ \Theta : L \mapsto \Theta(L) = [L, \theta] \]
and we seek to describe the kernel of \( \Theta \) in the spaces of polynomials of each \( L \)-degree.
As will be seen by studying examples we should think of $\Theta$ as a map from the vector space of polynomials of $L$-degree equal to $N$ over constant coefficients to the space polynomials of $L$-degree strictly less than $N$ with coefficients linear in derivatives of $\theta$. For example

$$
\Theta(L_i) = \theta_i
$$

$$
\Theta(L_{ij}) = \theta_{ij} + \theta_i L_j + \theta_j L_i
$$

$$
\Theta(L_{ijk}) = \theta_{ijk} + \theta_{ij} L_k + \theta_{jk} L_i + \theta_{ik} L_j + \theta_i L_{jk} + \theta_j L_{ik} + \theta_k L_{ij}.
$$

In general,

**Theorem 2.4.**

$$
\Theta(L_J) = \sum_{\phi = K \subseteq \mathcal{I}} \theta_K L_{\phi \setminus K}.
$$

**Proof.** We need only to compare the coefficients of the (multi-)derivatives of $\theta$ on each side of this equation and we can do this by making a special choice for $\theta$. So let $\theta = \prod_{i \in M} x_i$ where $M \subseteq J$. Denote this function by $x_M$.

For $|M| = 1$, $\theta = x_i$ and so $\theta_K$, (for $|K| \geq 1$) is vanishing unless $K = \{i\}$. On the other hand

$$
[\partial_K, x_i] = \begin{cases} 
\partial_{K \setminus \{i\}} & i \in K \\
0 & i \notin K.
\end{cases}
$$

Then (from (1)) the left-hand side of the statement of the theorem is

$$
\Theta(L_J) = \sum_{i \in K \subseteq \mathcal{I}} a_{\phi \setminus K} \partial_K \{i\} = L_{\phi \setminus \{i\}}
$$

and the right-hand side is

$$
\sum_{K = \{i\}} \theta_K L_{\phi \setminus K} = L_{\phi \setminus \{i\}}.
$$

Hence the result is established for $|M| = 1$.

Assume the result true for $|M| = m$ and let $M' = M \cup \{i\}$ for $i \notin M$. Then $\theta = x_M x_i$.

The left-hand side of the equality in the statement of the theorem is

$$
[L_J, x_M x_i] = [L_J, x_M] x_i + x_M [L_J, x_i] = \sum_{\phi = K \subseteq \mathcal{I}} x_M K L_{\phi \setminus K} x_i + x_M L_{\phi \setminus \{i\}}
$$

by our inductive assumption and the case $|M| = 1$. 

---
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The right-hand side of the equality in the statement of the theorem is
\[
\sum_{\varnothing \subset K \subseteq J} (x_{M_i} x_i)_{L_j \upharpoonright K} = \sum_{i \in K \subseteq J} x_{M \setminus K \setminus \{i\}} L_j \upharpoonright K + \sum_{i \notin K \subseteq J, K \neq \varnothing} x_{M \setminus K} x_i L_j \upharpoonright K
\]
\[
- \sum_{i \notin K \subseteq J, K \neq \varnothing} x_{M \setminus K} [L_j \upharpoonright K, x_i]
\]
\[
+ \sum_{i \notin K \subseteq J} x_{M \setminus K} L_j \upharpoonright K x_i
\]
\[
- \sum_{i \notin K \subseteq J, K \neq \varnothing} x_{M \setminus K} L_j \upharpoonright K \upharpoonright (K \setminus \{i\})
\]
\[
= \sum_{\varnothing \subset K \subseteq J} x_{M \setminus K} L_j \upharpoonright K x_i + x_M L_j \upharpoonright \{i\}
\]  
(8)

since \(i \notin M\). The equality of (7) and (8) prove the result for all \(J\) and \(M\) by induction. \(\Box\)

A more general result for the action of \(\Theta\) on monomials \(L_{j_1} L_{j_2} \ldots L_{j_p}\) is:

**Theorem 2.5.** Let \(I_i, \text{ for } i = 1, \ldots p\) be a set of pairwise disjoint subsets of \(I\). Then
\[
\Theta(L_{j_1} L_{j_2} \ldots L_{j_p}) = \sum_{K \subseteq J, K \neq \varnothing} \theta_{K \subseteq J} L_{j_1 \setminus K} L_{j_2 \setminus K} \ldots L_{j_p \setminus K}
\]

**Proof.** This is a straightforward inductive argument on \(p\) where theorem 2.4 is the case \(p = 1\). \(\Box\)

### 2.4. Symmetrization

A piece of machinery is now introduced which smooths out choices of index sets and so simplifies calculations.

If \(F_K\) is any object depending on the index set \(K\) then
\[
\Sigma_{\varnothing \subseteq K \subseteq J} F_{\varnothing}(K) = \sum_{\varnothing \subseteq K \subseteq J} F_{\varnothing}(K)
\]
(9)

the sum being over all injections of \(K\) into \(J\).

For example:
\[
\Sigma_{\{1,2\}}(a_{ij}) = a_{12} + a_{21}
\]
\[
\Sigma_{\{1,2,3\}}(a_{ij}) = a_{12} + a_{21} + a_{31} + a_{31} + a_{23} + a_{32}
\]
\[
= 2(a_{12} + a_{23} + a_{31})
\]
\[
\Sigma_{\varnothing}(a_i) = |I| a_i
\]

It is important to note that this process will kill any antisymmetric parts of the polynomials in \(L_j\). For example, any combination of terms that can be written, say, \(P[L_{j_1}, L_{j_2}]Q\) will be in the kernel of \(\Sigma\). Hence in what follows we deal only with invariants which are totally symmetric in all indices.
We apply the $\Sigma$-operator to the result of theorem 2.5. First introduce an abbreviated notation. An object $A_K$ with subscript list $K$ is to be thought of as a specific instance of an object $A_{\mathcal{Y}}$ where $\mathcal{Y}$ is a row of empty boxes of length $|\mathcal{Y}|$. Then distinct terms on the right-hand side of the result become indistinguishable under $\Sigma$. Consider, for example

$$\Theta(L_{ijklm}) = \theta_i L_i L_{klm} + \theta_j L_j L_{klm} + \theta_k L_k L_{ilm} + \theta_l L_l L_{ikm} + \theta_m L_m L_{ijkl}$$

$$+ \theta_{ij} L_i L_{jklm} + \theta_{ij} L_j L_{kilm} + \theta_{ijkl} L_{ikm} + \theta_{ijl} L_{ikm} L_{ijm} + \theta_{ijlm} L_{ikm} L_{ijm} L_{ijlm} + \theta_{ijkl} L_{ijkl}$$

Then, for example

$$\Sigma_K \left( \Theta(L_{ijklm}) \right) = \Sigma_K \left( \theta_i 2L_{i} L_{ijklm} + 3L_{ijklm} \right)$$

$$+ \theta_{ij} 4L_{ijklm} + 6L_{ijklm} + 3L_{ijklm} \right)$$

Let us denote by $\delta$ the operator that removes a box from any of the $L_{\mathcal{Y}}$ in any way. So

$$\delta(L_{ijklm}) = 2L_{ij} L_{klm} + 3L_{ij} L_{klm}$$

$$\delta^2(L_{ijklm}) = 2L_{ijk} L_{l} L_{ijklm} + 6L_{ijklm} L_{ijklm}$$

and so on.

$\delta$ is nilpotent on any finite diagram. Denote by $\theta_n$ the symbol $\theta$ subscripted by $n$ empty boxes. Then, as operators on finite polynomials in the $L_{\mathcal{Y}},$

$$\Sigma_K \Theta = \sum_{n=1}^{\infty} \frac{1}{n!} \theta_n \delta^n.$$  

**Theorem 2.6.** A sum of products of the $L_{\mathcal{Y}}$ with rational coefficients each monomial summand of which has the same $L$-degree and which is totally symmetric in its indices will be an invariant if and only if the corresponding sum of products of $L_{\mathcal{Y}}$ lies in the kernel of $\delta$.

**Proof.** Clearly if the sum of products of $L_{\mathcal{Y}}$ lies in the kernel of $\delta$ then the polynomial in $L_{\mathcal{Y}}$ lies in the kernel of $\Theta$. Suppose now there is such an invariant polynomial in the $L_{\mathcal{Y}}$. It will have a corresponding polynomial in the $L_{\mathcal{Y}}$ which is in the kernel of the operator on the right-hand side of (11). Since the coefficients $\theta_n$ are all independent it must lie in the kernel of each $\delta^n$ for $n \geq 1$. Hence the result.  
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Thus, for example
\[
\delta(\ell_{\square\square\square} - 3\ell_{\square\square\square}L_{\square\square} + 2\ell_{\square\square\square}L_{\square\square}) = 3\ell_{\square\square\square}
- 6\ell_{\square\square\square}L_{\square\square} - 3\ell_{\square\square\square}
+ 6\ell_{\square\square\square}L_{\square\square} = 0.
\]

A totally symmetric sum of insertions of any three distinct indices into the degree three polynomial on the left-hand side is an invariant. Thus, using the symmetry properties of the \(L_j\),
\[
\Sigma_{\ell(i,j,k)}(\ell_{\square\square\square} - 3\ell_{\square\square\square}L_{\square\square} + 2\ell_{\square\square\square}L_{\square\square}) = 6\ell_{ijk}
- 6\ell_{ij}L_k - 6\ell_{jk}L_i - 6\ell_{ki}L_j
+ 2L_iL_jL_k + 2L_jL_kL_i + 2L_kL_iL_j
+ 2L_kL_iL_j + 2L_jL_kL_i + L_kL_iL_j
= 6a_{ijk} - 6a_{ij}a_k - 6a_{jk}a_i - 6a_{ki}a_j
+ 12a_ia_ja_k - 2a_{i,j,k} - 2a_{i,k,j} - 2a_{k,i,j}.
\]

In the final section (3) we use an overbar notation to mean total symmetrization over all indices and we choose numeric labels as representatives of any set. Thus we will write the above invariant
\[
I_3 = \ell_{123} - 3\ell_{12}L_3 + 2\ell_{13}L_2L_3
= \bar{a}_{123} - 3\bar{a}_{12}a_3 + 2\bar{a}_1a_2a_3 - \bar{a}_{1,23}.
\]

Now the problem is to construct such polynomials of any degree but, in particular, to construct a special class of invariant we call fundamental (see below).

Let \(\mathbb{L}\) be the algebra of box diagrams over \(\mathbb{Q}\) and let \(\mathbb{L}^{(n)}\) be the subspace of box diagrams of length \(n\). These are essentially the ordered partitions of \(n\). We can clearly generate all elements of degree \(n\) from products of elements of lower degree except for the one new \(n\)-box element.

The following decomposition is obvious.

**Lemma 2.7.**
\[
\mathbb{L}^n = \bigoplus_{p=1}^{n} (p\text{ box}) \mathbb{L}^{n-p}.
\]

The dimension of \(\mathbb{L}^n\) is \(2^{n-1}\) [1].

Let \(\mathbb{K}\) be the two sided ideal of \(\mathbb{L}\) generated by commutators:
\[
\mathbb{K} = \{L_A[L_B, L_C]L_D|A, B, C, D \subseteq I\}
\]
and let \(\mathbb{K}^{(n)}\) be the subspace of \(\mathbb{K}\) of length \(n\) elements. Let \(S^{(n)}\) be the totally symmetric elements of \(\mathbb{L}^{(n)}\). Clearly \(\mathbb{L}^{(n)} = S^{(n)} \oplus \mathbb{K}^{(n)}\).

Note that the symmetry here refers to ordering of the components in an expression and is not the same as the symmetry referred to in earlier paragraphs. Thus (writing simply \(\mathcal{Y}\) for \(L_3\))
is symmetric;

is antisymmetric whereas the corresponding symmetrized, indexed expression
\[ \sum_{(i,j,k)} (\boxed{\square} - \boxed{\square}) \]
is not zero. (It happens to be a sum of derivatives of second order invariants in this case.)

**Theorem 2.8.** \( \delta^{(n)} : L^{(n)} \to L^{(n-1)} \) is surjective. Further \( \delta^{(n)} : S^{(n)} \to S^{(n-1)} \) and \( \delta^{(n)} : \mathcal{K}^{(n)} \to \mathcal{K}^{(n-1)} \) are surjective.

**Proof.** This follows by induction using the decomposition in lemma (2.7).

Since the dimension of \( S^{(n)} \) is \( p(n) \), the number of partitions of \( n \), which is a strictly increasing function, \( \delta^{(n)} \) has a kernel element in \( S^{(n)} \).

For instance, in the example above we could equally well have chosen the invariant \[ \boxed{\square} - \frac{3}{2} \boxed{\square} - \frac{3}{2} \boxed{\square} + \boxed{\square} \boxed{\square}. \]

However, we desire a stronger result. We want to show that there exists an invariant in which the leading order term is the \( n \)-box diagram and all other summands have parts ordered according to decreasing length. We call such an ordering *canonical* and such an invariant *fundamental*. It cannot be an element of \( S^{p(n)} \). There is nevertheless, because of the obvious association with partitions, a bijection between the set of canonically ordered elements in \( S^{(n)} \) and \( S^{p(n)} \). The set of canonically ordered elements of \( L^{(n)} \) is unfortunately not closed under \( \delta \).

Most simply, for example
\[ \delta(\boxed{\square} \boxed{\square}) = 2 \boxed{\square} \boxed{\square} + 2 \boxed{\square} \boxed{\square}. \]

The map \( \delta : L^{(n)} \to L^{(n-1)} \), being surjective, has kernel dimension \( 2^{n-2} \). Below we will construct a single fundamental invariant at each degree \( n \) with leading term the \( n \)-box diagram having coefficient unity. We call this invariant \( I^{(n)}_n \). It is easy to see that \( I^{(1)}_{n-1} = [\square, I^{(0)}_{n-1}] \), \( I^{(2)}_{n-2} = [\square, I^{(1)}_{n-2}] \) etc are also invariants of the same order. In fact these objects generate the entire kernel of \( \delta \).

**Theorem 2.9.** Given a fundamental invariant \( I^{(0)}_n \) at each order \( n \geq 2 \), define invariants \( I^{(p)}_n = [\square, I^{(p-1)}_{n-1}] \) for all \( n \geq 2 \) and \( p > 0 \). Then the (non-commutative) kernel of \( \delta \) is generated by all products of \( I^{(p)}_n \) for \( p \geq 0 \).

**Proof.** We will count the number of ordered partitions of length \( n \) and show that it is equal to the dimension of the kernel of \( \delta_n \). Because \([\square, \cdot]\) is a derivative operation it is enough to consider partitions made from the \( I^{(p)}_n \) only.

The length of \( I^{(p)}_n \) is \( n + p \) and \( n \geq 2 \) so we have \( q - 1 \) objects of length \( q \geq 2 \) to play with. Let \( P_q \) be the number of ordered partitions of length \( q \). Removing the first term gives a partition of the same character but shorter length. Taking account of the number of possible first terms we find (letting \( P_0 = 1 \) and \( P_1 = 0 \)),
\[ P_q = P_{q-2} + 2P_{q-3} + 3P_{q-4} + \cdots + (q - 3)P_2 + (q - 1)P_0. \]
Hence

\[ P_q = P_{q-1} = P_{q-2} + P_{q-3} + P_{q-4} + \cdots + P_2 + P_0 \]

or

\[ P_q = P_0 + \sum_{i=2}^{q-1} P_i. \]

Given \( P_2 = 1 \) we get \( P_q = 2^{q-2} \) which is the dimension of the kernel of \( \delta(q) : L^{(q)} \rightarrow L^{(q-1)}. \)

We now give an expression for \( I_n^{(0)}. \)

**Theorem 2.10.** Let \((r, V)\) denote the (ordered) partition of \( n = r + s \) given by \((r, 1, 1, \ldots, 1)\) where there are \( s \) repetitions of ‘1’. We include the case \( r = 0 \) so that \((0, P') = (1, P')^{-1}. \) Then an invariant of degree \( n \) with leading term \( a_I \) is:

\[ I_n^{(0)} = \sum_{s=0}^{n} (-1)^s \binom{n}{s} (n - s, V). \]

**Proof.** This follows by application of \( \delta. \)

\[ \delta(n - s, V) = (n - s)(n - s - 1, V') + s(n - s, V')^{-1} \]

and use of the identity

\[ \binom{n}{s} (n - s) = \binom{n}{s+1} (s + 1). \]

**3. Examples**

We write down here the fundamental invariants of degrees up to six.

\( n = 2 \)

\[ \square - \square \]

\[ I_2 = \frac{L_{12} - L_1L_2}{a_{12} - a_1a_2 - a_{12}}. \] (12)

\( n = 3 \)

\[ \square - 3 \square + 2 \square \]

\[ I_3 = \frac{L_{123} - 3L_{12}L_3 + 2L_1L_2L_3}{a_{123} - 3a_{12}a_3 + 2a_1a_2a_3 - a_{123}}. \] (13)
\[ n = 4 \]

\[ I_4 = \frac{L_{1234} - 4L_{12}L_3L_4 - 3L_1L_2L_3L_4}{a_{1234} - 4a_{12}a_3a_4 - 3a_1a_2a_3a_4 - a_{1,234} - 6(a_{12} - a_1a_2)a_{3,4} + 3a_{1,2}a_{3,4}.} \]

\[ n = 5 \]

\[ I_5 = \frac{L_{12345} - 5L_{1234}L_5 + 10L_{12}L_3L_4L_5 - 10L_{12}L_3L_4L_5 + 4L_1L_2L_3L_4L_5}{a_{12345} - 5a_{1234}a_5 + 10a_{123}a_2a_4a_5 - 10a_{12}a_3a_4a_5 + 4a_1a_2a_3a_4a_5} \]

\[ \begin{aligned} & n = 6, \\
& I_6 = \frac{L_{123456} - 6L_{12345}L_6 - 15L_{1234}L_5L_6 - 20L_{12}L_3L_4L_5L_6 + 15L_{12}L_3L_4L_5L_6}{a_{123456} - 5a_{12345}a_6 + 15a_{1234}a_5a_6 - 20a_{123}a_2a_4a_5a_6} \]

\[ \sum_{s=2}^{n} \binom{n}{s} = 2^n - n - 1 \]

**4. Conclusion**

We have presented generalizations of Laplace invariants for scalar, linear, hyperbolic partial differential equations of a reasonably general form and of arbitrary order. This amounts to
construction of the central part of a ring of differential operators simply related to the given one and the invariants are expressed as linear sums of ordered partitions of integers. The list of invariants given is not complete in that it omits those not symmetric in indices.

Clearly the next important step is to formulate all possible Laplace, Darboux and Moutard transformations for these invariants as well as to relate them to results on systems. It would be pleasing to adopt the philosophy of this paper and present, say, Laplace transforms for these invariants as well as to relate them to results on systems. It would be pleasing to adopt the philosophy of this paper and present, say, Laplace transformations as in a purely operator based fashion.

One may also ask what general relations between invariants will allow for factorization.
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