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A matrix-inverse-free implementation of the MU-MIMO WMMSE beamforming algorithm
Lissy Pellaco Student Member, IEEE, and Joakim Jaldén Senior Member, IEEE

Abstract—The WMMSE beamforming algorithm is a popular approach to address the NP-hard weighted sum rate (WSR) maximization beamforming problem. Although it efficiently finds a local optimum, it requires matrix inverses, eigendecompositions, and bisection searches, operations that are problematic for real-time implementation.

In our previous work, we considered the MU-MISO case and effectively replaced such operations by resorting to a first-order method. Here, we consider the more general and challenging MU-MIMO case. Our earlier approach does not generalize to this scenario and cannot be applied to replace all the hard-to-parallelize operations that appear in the MU-MIMO case. Thus, we propose to leverage a reformulation of the auxiliary to-parallelize operations that effectively replaced such operations by resorting to a first-order and bisection searches, operations that are problematic for real-time execution.

From a theoretical viewpoint, we establish its convergence to a stationary point of the WSR maximization problem. From a practical viewpoint, we show that in a deep-unfolding-based implementation, the matrix-inverse-free WMMSE algorithm attains, within a fixed number of iterations, a WSR comparable to the original WMMSE algorithm truncated to the same number of iterations, yet with significant implementation advantages in terms of parallelizability and real-time execution.

Index Terms—WMMSE, MU-MIMO Downlink Beamforming, Deep Unfolding, Optimization.

I. INTRODUCTION

The choice of beamformers plays a crucial role for 5G and beyond networks [1], where weighted sum rate (WSR) maximization through interference management is often a primary objective. However, computing the optimal transmit beamformers for multiuser multiple-input multiple-output (MU-MIMO) downlink channels entails solving a non-convex NP-hard optimization problem [2], [3]. Suboptimal solutions exist [4]–[10], but their computational complexity and latency make them impractical for actual deployment. In particular, the WMMSE algorithm [5], while capable of achieving a satisfactory WSR, is not a viable solution for new and future applications that demand high efficiency and extremely low latency. Its iterative nature coupled with computationally intensive and hard-to-parallelize operations, such as eigendecompositions, bisection searches and matrix inverses, make the overall algorithm difficult to implement on real-time systems [11]. This has driven researchers to develop low-complexity and low-latency variants of the WMMSE algorithm, or surrogates thereof, that are appropriate for modern hardware platforms which rely on parallel computations for efficiency. Further, the importance to replace matrix inverses with parallelizable operations is also recognized by [12].

Next to black-box-based approaches [13]–[21], in which the cumbersome operations of matrix inverse, eigendecomposition, and bisection search are replaced by deep neural networks trained to either approximate the output of the WMMSE algorithm or to directly maximize the WSR, deep-unfolding-based approaches have recently emerged [22]–[25]. While black-box approaches can be efficiently executed in parallel, they suffer from poor interpretability, entail the problem of architecture selection, and typically have a large number of parameters which translates to intensive training. On the contrary, deep-unfolding-based approaches surpass the issue of architecture selection by constraining the structure of neural networks to replicate layer-by-layer the structure of the WMMSE algorithm, make the networks more easily interpretable and predictable, and generally lead to a reduced-dimensionality trainable space [26]–[28].

In [22], the authors built a network architecture that mimics a finite number of trainable WMMSE algorithm iterations in which learning modules are inserted to grant more flexibility. Despite the acceleration in convergence, the proposed approach still heavily relies on matrix inverses, which appear in each algorithm iteration. In [23]–[25], the authors strived to remove matrix inverses within the WMMSE algorithm iterations to make the unfolded algorithm more amenable to real-time implementation. In [23], the authors approximate matrix inversions with a trainable module structured as the first-order Taylor expansion of the matrix inverse operation and introduce the IAIDNN algorithm. However, this affects the achieved WSR and to compensate for such performance degradation, the authors i) include an explicit inverse in the initialization and in the final step of the algorithm and ii) restrict the use of such matrix inverse surrogate to the lightly loaded scenario, in which the first-order Taylor expansion attains a better approximation. In [24], the authors adopt the same matrix approximation as [23], but limit the computation of the explicit inverse to the initialization step. However, the resulting algorithm shows a non-monotonic (oscillatory) behaviour in the WSR over the number of algorithm iterations. In [25], we propose a matrix-inverse-free formulation of the WMMSE algorithm by replacing the method of Lagrange multipliers, which leads to a matrix inverse, with a first-order
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method. However, this strategy is constrained to the multi-user multiple-input single-output (MU-MISO) case and generally cannot be applied to circumvent all the matrix inverses that appear in the WMMSE algorithm in the MU-MIMO scenario.

As such, the state-of-the-art approaches present limitations, and a formulation of the WMMSE algorithm without any matrix inverse for the MU-MIMO scenario needs to be properly addressed. In this paper, we tackle this problem in a rigorous way and propose the first variant of the WMMSE algorithm completely free from matrix inverses (and other non-parallelizable operations) in the general MU-MIMO case. We refer to this algorithm as matrix-inverse-free WMMSE algorithm and we detail our contributions below:

- By resorting to the gradient descent and to the (Newton) Schulz iterative approach [29], [30] we effectively replace all matrix inverses in the original WMMSE algorithm with operations that can leverage parallel implementation and hence support real-time implementation.
- We formally establish that the matrix-inverse-free WMMSE algorithm i) maintains the monotonicity of the auxiliary objective introduced by Shi et al. in the original WMMSE algorithm and ii) converges to a stationary point of the NP-hard non-convex WSR maximization problem.
- To exemplify the relevance of our theoretical contribution, we unfold a finite number of iterations of the matrix-inverse-free WMMSE algorithm and insert trainable parameters to boost the achievable performance within the fixed computational complexity. To this end, we propose a more flexible variant of the matrix-inverse-free WMMSE algorithm, which is even more suitable to leverage the benefits of deep-unfolding-based implementation albeit missing some of the theoretical guarantees.
- We show, by means of numerical results, that the unfolded matrix-inverse-free WMMSE network i) attains a comparable and often better performance than the WMMSE algorithm (truncated to the same number of iterations) while using only parallelizable operations and ii) surpasses IAIIDNN [23] in the fully loaded scenario, while it performs on par in the lightly loaded scenario. The code to reproduce all the numerical results is available at [31].

A. Notation

We denote matrices and column vectors by bold uppercase and bold lowercase letters, respectively. 0 and I are the zero and identity matrix whose dimensions are made clear from context. We denote the transpose and the Hermitian transpose of a vector or matrix by $(\cdot)^T$ and $(\cdot)^H$, respectively, the 2-norm and the Frobenius norm of a matrix by $\|\cdot\|_2$ and $\|\cdot\|_F$, respectively, and we adopt $(\cdot)^{-1}, \text{Tr}(\cdot), \text{diag}(\cdot), \sigma_i(\cdot)$ and $\lambda_i(\cdot)$ to indicate the inverse, the trace, the diagonal elements, the $i^{th}$ singular value, and the $i^{th}$ eigenvalue of a matrix, respectively. For Hermitian matrices $X$ and $Y$, we use $X \succeq Y$ to indicate that $X - Y$ is positive semidefinite (PSD). We indicate with $X_{ij}$ the element of matrix $X$ in row $i$ and column $j$. For $X \succeq 0$, we denote with $X^{\frac{1}{2}}$ the PSD Hermitian square root for which $X = X^{\frac{1}{2}} X^{\frac{1}{2}}$. We denote the $M$-dimensional complex space by $\mathbb{C}^M$. We denote the expected value of $x$ computed with respect to the probability distribution of $y$ by $\mathbb{E}_y(x)$ and the gradient of $f$ with respect to $x$ by $\nabla_x f$. When clear from the context we omit subscripts.

II. System Model

We consider a multi-user multiple-input multiple-output (MU-MIMO) interference downlink channel. The base station (which has perfect channel knowledge) is equipped with $M$ antennas and sends $d$ independent data streams to $K$ users, each equipped with $N$ antennas. The base station uses beamformer $V_k \in \mathbb{C}^{M \times d}$ to transmit information to user $k$. The received signal at user $k$ is

$$y_k = H_k V_k s_k + \sum_{m \neq k} H_k V_m s_m + n_k,$$

where $H_k \in \mathbb{C}^{N \times M}$ is the channel between the base station and user $k$, $s_k \in \mathbb{C}^d$ is the signal to user $k$, and $n_k \in \mathbb{C}^N$ is (rotationally symmetric) additive white Gaussian noise experienced by user $k$, with zero mean and variance $\sigma^2$. We assume $E[s_k H_k^H] = I$. User $k$ adopts beamformer $U_k \in \mathbb{C}^{N \times d}$ to estimate the received signal $\hat{s}_k = U_k^H y_k$ and the mean square error (MSE) is

$$\tilde{E}_k = \mathbb{E}_{s,n} [(\hat{s}_k - s_k)(\hat{s}_k - s_k)^H] = (I - U_k^H H_k V_k)(I - U_k^H H_k V_k)^H + \sum_{m \neq k} U_k^H H_k V_m V_m^H H_k^H + \sigma^2 U_k^H U_k.$$

We aim to solve

$$\max_{(V_k)_{k \in \mathcal{K}}} \sum_{k=1}^{K} \alpha_k R_k$$

subject to $\text{Tr}(V_k V_k^H) \leq P, \quad (3b)$

where $\mathcal{K} = \{1,2,\ldots,K\}$, $\alpha_k$ is the priority of user $k$ (assumed to be known), $R_k$ is the rate of user $k$ defined in (4), and $P$ is the maximum transmit power. The received power is given both by the channel gain and the transmit power. Thus, we assume that $\|H_k\|^2_2 \leq \kappa \forall k$, in which case the received power is upper bounded by $PK$, which will later be used in the proofs.

Unfortunately, problem (3), is non-convex and NP-hard [2], [3]. However, the popular and, by now, well-known WMMSE algorithm [5] finds a stationary point of (3) by elegant use of an equivalent reformulation of (3), as explained below.

III. The Original WMMSE Algorithm

In [5], Shi et al. proposed to address a more tractable reformulation of problem (3) given by

$$\min_{(U_k,W_k,V_k)_{k \in \mathcal{K}}} \sum_{k=1}^{K} \alpha_k \{\text{Tr}(W_k \tilde{E}_k) - \log \det(W_k)\}$$

subject to $\text{Tr}(V_k V_k^H) \leq P, \quad (5b)$

where $\tilde{E}_k = \mathbb{E}_{s,n} [(\hat{s}_k - s_k)(\hat{s}_k - s_k)^H] = (I - U_k^H H_k V_k)(I - U_k^H H_k V_k)^H + \sum_{m \neq k} U_k^H H_k V_m V_m^H H_k^H + \sigma^2 U_k^H U_k.$
\[
R_k = \log \det \left( I + H_k V_k V_k^H H_k^H \left( \sum_{m \neq k} H_k V_m V_m^H H_k^H + \sigma^2 I \right)^{-1} \right).
\]

where \( \bar{E}_k = \bar{E}_k(U_k, \{V_k\}_{k \in \mathcal{K}}) \) is the MSE matrix of user \( k \) defined in (2) and \( W_k \succeq 0 \in \mathbb{C}^{d \times d} \) is a weight matrix for user \( k \). The advantage of addressing (5) instead of (3) is that the former is convex in each optimization variable \( \{U_k\}_{k \in \mathcal{K}}, \{V_k\}_{k \in \mathcal{K}} \), and \( \{W_k\}_{k \in \mathcal{K}} \). It naturally remains non-convex in the joint space, owing to the NP-hard nature of the original problem. However, by convexity in each variable it is amenable to block coordinate descent and it is guaranteed to converge to a stationary point of problem (3) [5, Theorem 3]. This said, the resulting iterative algorithm [5, Table 1] in its original form involves matrix inverses, eigendecompositions, and bisection searches at each iteration, operations that are computationally intensive and that significantly hinder real-time implementation.

A key observation made in [23] is that the power constraint in problem (5) can be dropped provided that i) in the cost function (5a) \( \bar{E} \) is replaced by \( E \) defined below in (7) and ii) that the new unconstrained optimization problem is followed by a scaling operation to satisfy the power constraint (5b) with equality again. As argued in [23], this equivalently leads to a stationary point of (5). In other words, instead of (5) we can address the following unconstrained optimization problem

\[
\min_{\{U_k, W_k, V_k\}_{k \in \mathcal{K}}} \sum_{k=1}^{K} \alpha_k \left\{ \text{Tr}(W_k E_k) - \log \det(W_k) \right\}
\]

(6)

where

\[
E_k = (I - U_k^H H_k V_k)(I - U_k^H H_k V_k)^H + \sum_{m \neq k} U_k^H H_k V_m V_m^H H_k^H U_k + \sum_{m=1}^{K} \frac{\text{Tr}(V_m V_m^H)}{P} \sigma^2 U_k^H U_k
\]

followed by the scaling operation

\[
V_k = \sqrt{\frac{P}{\sum_{m=1}^{K} \text{Tr}(V_m V_m^H)}} k = 1, \cdots, K.
\]

Like (5), problem (6) is non-convex in the joint space, but convex in each optimization variable. Thus, it is amenable to block coordinate descent. By sequentially optimizing over \( \{U_k\}_{k \in \mathcal{K}}, \{W_k\}_{k \in \mathcal{K}}, \) and \( \{V_k\}_{k \in \mathcal{K}} \), it leads to iterative update equations that represent the optimal closed-form solution of each sub-problem, i.e.,

\[
U_k = Q_k^{-1} H_k V_k \quad \text{for } k = 1, \cdots, K
\]

\[
W_k = E_k^{-1} = (I - U_k^H H_k V_k)^{-1} \quad \text{for } k = 1, \cdots, K
\]

\[
V_k = \alpha_k R_k^{-1} H_k^H U_k W_k \quad \text{for } k = 1, \cdots, K
\]

(9a), (9b), and (9c)

where

\[
Q_k = \frac{\sigma^2}{P} \sum_{m=1}^{K} \text{Tr}(V_m V_m) I + \sum_{m=1}^{K} H_k V_m V_m^H H_k^H
\]

and

\[
R_k = \sum_{k=1}^{K} \frac{\sigma^2}{P} \text{Tr}(\alpha_k U_k W_k U_k^H) I + \alpha_k H_k^H U_k W_k U_k^H H_k.
\]

(11)

Although it is a close variant of the original formulation proposed by Shi et al., we refer to it as the WMMSE algorithm in the rest of the paper.

The key advantage of working with problem (6) instead of (5) is that the resulting algorithm does not involve any eigendecompositions and bisection searches. While this leads to an improvement in the overall computational complexity, the WMMSE algorithm still relies on matrix inverses in each algorithm iteration, as can be seen in (9).

IV. THE MATRIX-INVERSE-FREE WMMSE ALGORITHM

Our main goal is to replace the complex matrix inverses that appear in the update equations of \( U \) (9a), \( W \) (9b), and \( V \) (9c) with more efficient operations that can leverage parallel implementation. In our previous paper [25], which addresses the MU-MISO scenario, we proposed to circumvent the matrix inverse in \( V \) by resorting to projected gradient descent steps. In the MISO case only the update of \( U \) involves matrix inverse operations because \( U \) and \( W \) are scalars. Conversely, in the MU-MIMO scenario, all the three variables \( (U, W, \) and \( V \) are matrices and all the updates involve matrix inverse operations. For \( V \), we can apply the gradient descent (GD) approach as in [25] with the exception that the reformulation proposed by [23] obviates the need for the projection. For \( U \), we can adopt the same approach as for \( V \), but for \( W \) we cannot. The update of \( W \) is problematic. It is imperative that \( W \) is a Hermitian positive semidefinite matrix throughout the entire algorithm. If it is not, cost functions (6) and (5a) lose meaning and the equivalence between problems (5) and (3) does not hold anymore. The gradient approach is not a viable option. First, it does not easily guarantee the positive semidefiniteness of \( W \). Second, the gradient of (6) with respect to \( W \) itself involves a matrix inverse and this naturally constitutes a major obstacle. Therefore, we are forced to abandon the gradient descent approach and look for an alternative.

To this end, we observe that the optimal update of \( W \) is given by \( E^{-1} \), yet we cannot compute the matrix inverse operation directly. Instead, we propose to adopt the Schulz iterative approach, a previously recognized technique in the literature [29], [30] to iteratively compute matrix inverses. In particular, the Schulz iterative approach (specified below in (16)) is guaranteed to converge to the true inverse for any initial point \( W \) satisfying

\[
\|I - EW\|_2 < 1.
\]

(12)

Obviously, it is neither practical nor desirable to check this condition via a singular value decomposition before updating.

\[1\]In the rest of the paper, we use \( X \) as shorthand notation for \( \{X_k\}_{k \in \mathcal{K}} \).
\( \mathbf{W} \) in each algorithm iteration. However, intuitively, we can assume that if \( \mathbf{W} \) is sufficiently close to \( \mathbf{E}^{-1} \) in the first algorithm iteration and if the GD step sizes in the subsequent updates of \( \mathbf{V} \) and \( \mathbf{U} \) are bounded such that the perturbation of \( \mathbf{E} \) (and hence of its inverse) is limited, then the Schuz iterations will be able to keep up with a sufficiently good estimate of \( \mathbf{E}^{-1} \) throughout all algorithm iterations. In Section V, we will formally prove that this is indeed the case.

To be concrete, we define objective function (6) as
\[
\eta(\mathbf{U}, \mathbf{W}, \mathbf{V}) \triangleq \sum_{k=1}^{K} \alpha_{k} \left\{ \text{Tr}(\mathbf{W}_{k} \mathbf{E}_{k}(\mathbf{U}_{k}, \mathbf{V})) - \log \det(\mathbf{W}_{k}) \right\}
\]
by applying the GD iterative approach. We take \( J_{u} \) GD steps of size \( \gamma_{u} \) along the negative direction of the gradient. A single GD step is given by
\[
\mathbf{U}_{k}^{+} = \mathbf{U}_{k} - \gamma_{u} \nabla_{u} f(\mathbf{U}_{k}) \quad \text{for} \quad k = 1, \cdots, K,
\]
where the superscript + indicates the updated variable and \( \nabla_{u} f \) is the gradient of (13) with respect to \( \mathbf{U} \), i.e.,
\[
\nabla_{u} f(\mathbf{U}_{k}) = 2 \alpha_{k} \left( -\mathbf{H}_{k} \mathbf{V}_{k} + \sum_{m} \mathbf{H}_{k} \mathbf{V}_{m} \mathbf{H}_{m}^{H} \mathbf{U}_{k} \right) \mathbf{W}_{k}
\]
\[
+ \frac{2 \alpha_{k} \sigma_{u}^{2}}{P} \sum_{n=1}^{\mathcal{M}} \text{Tr}(\mathbf{V}_{n} \mathbf{V}_{n}^{H}) \mathbf{U}_{k} \mathbf{W}_{k}.
\]
(15)

2) Update of \( \mathbf{W} \): As mentioned before, the optimal update of \( \mathbf{W} \) is given by the inverse of \( \mathbf{E} \), an operation that we propose to compute approximately and implicitly by applying Schuz iterative approach [29]. A single Schuz iteration is given by
\[
\mathbf{W}_{k}^{+} = \mathbf{W}_{k}(2 \mathbf{I} - \mathbf{E}_{k} \mathbf{W}_{k}) \quad \text{for} \quad k = 1, \cdots, K,
\]
where the superscript + indicates the updated variable and \( \nabla_{v} f \) is the gradient of (17) with respect to \( \mathbf{V} \), i.e.,
\[
\nabla_{v} f(\mathbf{V}_{k}) = \sum_{m=1}^{K} \alpha_{m} \left( \mathbf{H}_{m}^{H} \mathbf{U}_{m} \mathbf{W}_{m} \mathbf{U}_{m}^{H} \mathbf{M} \mathbf{V}_{k}
\]
\[- 2 \alpha_{k} \mathbf{H}_{k}^{H} \mathbf{U}_{k} \mathbf{W}_{k} + 2 \mathbf{V}_{k} \mathbf{W}_{k} + \sum_{m=1}^{K} \alpha_{m} \text{Tr}(\mathbf{W}_{m} \mathbf{U}_{m}^{H} \mathbf{U}_{m}).
\]
(19)

After each GD step, we normalize \( \mathbf{V} \) such that the power constraint is met with equality and, in order to avoid perturbing the cost function (6), we normalize \( \mathbf{U} \) by the reciprocal scaling, i.e.,
\[
\mathbf{V} = \beta \mathbf{V} \quad \text{and} \quad \mathbf{U} = \frac{1}{\beta} \mathbf{U}, \quad \text{where} \quad \beta = \sqrt{\frac{P}{\sum_{m=1}^{\mathcal{M}} \text{Tr}(\mathbf{V}_{m} \mathbf{V}_{m}^{H})}},
\]
so that \( \mathbf{E} \) remains constant. Algorithm 1 summarizes the overall algorithm.

**Algorithm 1 Matrix-inverse-free WMMSE algorithm**

Initialize \( \mathbf{V} \) such that \( \sum_{m=1}^{K} \text{Tr}(\mathbf{V}_{m} \mathbf{V}_{m}^{H}) = P \)

Initialize \( \mathbf{U} = \mathbf{0} \)

Initialize \( \mathbf{W} = \mathbf{I} \)

for \( l = 1, \cdots, L \) do

for \( j = 1, \cdots, J_{u} \) do

\[ \mathbf{U}_{k} \leftarrow \mathbf{U}_{k} - \gamma_{u} \nabla_{u} f(\mathbf{U}_{k}) \quad \text{for} \quad k = 1, \cdots, K. \]

end for

for \( j = 1, \cdots, J_{w} \) do

\[ \mathbf{W}_{k} \leftarrow \mathbf{W}_{k}(2 \mathbf{I} - \mathbf{E}_{k} \mathbf{W}_{k}) \quad \text{for} \quad k = 1, \cdots, K. \]

end for

for \( j = 1, \cdots, J_{v} \) do

\[ \mathbf{V}_{k} \leftarrow \mathbf{V}_{k} - \gamma_{v} \nabla_{v} f(\mathbf{V}_{k}) \quad \text{for} \quad k = 1, \cdots, K. \]

end for

\[ \mathbf{V} \leftarrow \beta \mathbf{V} \quad \text{and} \quad \mathbf{U} \leftarrow \frac{1}{\beta} \mathbf{U}, \quad \text{where} \quad \beta = \sqrt{\frac{P}{\sum_{m=1}^{\mathcal{M}} \text{Tr}(\mathbf{V}_{m} \mathbf{V}_{m}^{H})}}. \]

end for

The matrix-inverse-free WMMSE algorithm does not fully solve the optimization problems in \( \mathbf{U}, \mathbf{W}, \) and \( \mathbf{V} \). Instead, it approximately solves them by taking a finite number of GD step in \( \mathbf{U} \) and \( \mathbf{V} \) and by performing a finite number of Schuz iterations in \( \mathbf{W} \). This is in contrast to the WMMSE algorithm, which optimally solves each individual optimization problem in \( \mathbf{U}, \mathbf{W}, \) and \( \mathbf{V} \) and is hence naturally guaranteed to monotonically decrease (6) and to converge to a stationary point of (3). Nevertheless, we can and will below establish that the matrix-inverse-free WMMSE algorithm also monotonically decreases (6) and converges to a stationary point of (3), provided that \( \gamma_{u} > 0 \) and \( \gamma_{v} > 0 \) are appropriately chosen. Thus, unlike black-box or approximate implementations, the matrix-inverse-free implementation retains the most important properties of the original WMMSE algorithm.

**V. MONOTONICITY AND CONVERGENCE PROOF**

This section is devoted to establishing monotonicity (Theorem 1) and convergence (Theorem 2) of the matrix-inverse-free WMMSE algorithm provided that \( \gamma_{u} > 0 \) and \( \gamma_{v} > 0 \) are sufficiently small.

**Theorem 1.** The matrix-inverse-free WMMSE algorithm with \( 0 < \gamma_{u} \leq \min(\frac{1}{L_{u}}, \nu_{u}) \) and \( 0 < \gamma_{v} \leq \min(\frac{1}{L_{v}}, \nu_{v}) \), where
\[
L_{u} = \frac{2 \alpha_{u} \sigma^{2}_{u}}{P_{u}^{2}}, \quad L_{v} = \frac{2 \alpha_{v} \sigma^{2}_{v}}{P_{v}^{2}},
\]
where \( \alpha \geq \alpha_{u}, \nu_{u}, \beta \geq \alpha_{v}, \beta \geq \alpha_{v}, \beta \geq \alpha_{v} \), respectively, generates a sequence of iterates with monotonically non-increasing cost function \( f \). Moreover, monotonicity holds for each individual variable update step in the algorithm.

To see the rationale behind Theorem 1, consider the updates of \( \mathbf{U} \) and \( \mathbf{V} \). Both updates are based on the gradient descent approach, which, in case of convex optimization, is guaranteed
to monotonically decrease the cost function if the cost function is \( L \)-smooth [32]. In Lemmas 3 and 4, we derive the upper bounds of the \( \ell \)-smooth constants of \( f \) as a function of \( U \) and \( V \), i.e., \( L_u \) and \( L_v \), and we set \( \gamma_u \leq \frac{1}{L_u} \) and \( \gamma_v \leq \frac{1}{L_v} \) to ensure monotonicity.

The Schulz update of \( W \) will later be shown to maintain positive semidefiniteness, but it is more difficult to ensure monotonicity. However, Lemma 5 will establish that if

\[
0 \leq \lambda_i(E_k W_k) = \sigma_i(W_k^\frac{1}{2} E_k W_k^\frac{1}{2}) \leq \delta \quad \forall i, k
\]  

(20)

holds, where \( \delta \approx 1.68 \) is the unique solution to \( x - x^2 - \log(2 - x) = 0 \) in the range \( 1 < x < 2 \), then the Schulz iterations will also give a monotonic decrement in \( f \) (unless already at the optimum). Thus, it is sufficient to guarantee that condition (20) is satisfied when executing the update. Lemma 5 also establishes that each Schulz iteration brings the eigenvalues of \( E_k W_k \) into the range \( [0, 1] \) \( \forall k \). Thus, it is sufficient to ensure (20) at the start of the \( J_u \) iterations as \( 1 < \delta \). However, before taking the next \( J_u \) Schulz steps, \( E \) is perturbed by the updates of \( V \) and \( U \) and this might in turn perturb the eigenvalues of \( E_k W_k \) enough to violate condition (20). Therefore, we need to limit the perturbation of \( E \) in order to ensure that condition (20) is also satisfied after the updates of \( U \) and \( V \). In Lemma 6, we show that setting \( \gamma_u \leq \nu_u \) and \( \gamma_v \leq \nu_v \), where \( \nu_u \) and \( \nu_v \) are given in (23) and in (24), respectively, ensures that the perturbation of \( E \) caused by the updates of \( V \) and \( U \) does not violate (20). The key observation used in the proof is that \( \|\nabla f\|_2 \) and \( \|\nabla v f\|_2 \) are always universally bounded throughout the algorithm.

To summarize, the bounds \( \gamma_u \leq \frac{1}{L_u} \) and \( \gamma_v \leq \frac{1}{L_v} \) ensure that the updates of \( U \) and \( V \) monotonically decrease (6) and the bounds \( \gamma_u \leq \nu_u \) and \( \gamma_v \leq \nu_v \) ensure that if the initialization satisfies \( \lambda_i(E_k W_k) \leq 1 \quad \forall i, k \), as in Algorithm 1, then (20) will be satisfied throughout the entire algorithm and this guarantees that the update of \( W \) monotonically decreases (6). We will restate this argument in Section V-A, where we formally prove Theorem 1 and provide the required lemmas. Before this, however, we provide a notationally convenient inner product and restate the definition of stationary point together with the formal convergence property of the matrix-inverse-free WMMSE algorithm proven in Section V-B.

**Definition 1.** We define the inner product between complex matrices \( X \) and \( Y \), denoted by \( \langle X, Y \rangle \), as the Euclidean inner product between the real-valued vector representation of each matrix, obtained by concatenating the real part and the imaginary part of the transposed rows.

**Proposition 1** ([33, Proposition 2.1.2]). If \( \overline{X} \) is a local minimum of a (real-valued) continuously differentiable function \( f \) over a convex set \( X \), then

\[
\langle \nabla f(\overline{X}), \overline{X} - X \rangle \geq 0 \quad \forall X \in X,
\]  

(21)

where \( \langle \cdot, \cdot \rangle \) is given in Definition 1. Any \( \overline{X} \) satisfying (21) is referred to as a stationary point.

**Theorem 2.** Any limit point \((\overline{U}, \overline{W}, \overline{V})\) of the iterates generated by the matrix-inverse-free WMMSE algorithm under the conditions of Theorem 1 as \( L \to \infty \) is a stationary point of (5) and the corresponding \( \overline{V} \) is a stationary point of (3). Conversely, if \( \overline{V} \) is a stationary point of (3), then \((\overline{U}, \overline{W}, \overline{V})\) is a stationary point of (5) for some \( \overline{U} \) and \( \overline{W} \).

### A. Monotonicity

We begin by showing that the matrix-inverse-free WMMSE algorithm yields a sequence \( \{U, W, V\} \) with monotonically non-increasing cost function \( f \) provided that \( \gamma_u > 0 \) and \( \gamma_v > 0 \) are sufficiently small. We state and explain all the required lemmas, but we relegate their proofs to the Appendix.

We start by laying out some assumptions and notation. Let \( \alpha \) be the largest user priority, i.e., \( \alpha = \max_k \alpha_k \), and recall that \( \kappa \) bounds the largest singular value of \( H_k^H H_k \forall k \), i.e.,

\[
\sigma_{\max}(H_k^H H_k) \leq \kappa \quad \forall k.
\]  

(22)

so that \( \|H_k\|_2 \leq \sqrt{\kappa} \forall k \). We first assume that (20) is satisfied throughout the entire algorithm and then show that this is the case if the initialization satisfies \( \lambda_{\max}(E_k W_k) \leq 1 \forall k \).

We start by stating the following two lemmas, which establish fundamental properties that will be used throughout the proofs, as detailed in the Appendix.

**Lemma 1.** For any \( U \) and \( V \) for which \( \|V\|_F^2 \leq P \), \( \lambda_{\min}(E_k) \geq \frac{\sigma^2}{\kappa^2} \forall k \), where \( E_k \) is defined in (7).

The following is a standard lemma from the literature but we give it here for completeness.

**Lemma 2.** If \( E \geq 0 \) and \( W \geq 0 \), then \( EW \) has real-valued and non-negative eigenvalues given by \( \lambda_i(EW) = \sigma_i(W^{\frac{1}{2}}EW^{\frac{1}{2}}) \forall i \).

Lemma 2 formally shows that the equality in (20) is always true and it is equivalent to \( \lambda_{\max}(E_k W_k) \leq \delta \forall k \).

We now consider the updates of \( U \) and \( V \) and we formalize the upper bounds \( L_u \) (Lemma 3) and \( L_v \) (Lemma 4) on the \( \ell \)-smooth constants of \( f \) as a function of \( U \) and \( V \), respectively.

**Lemma 3.** \( f(U, W, V) \) is an \( L \)-smooth function over \( U \) with \( L \leq L_u \), where \( L_u = \frac{2\alpha \delta}{\kappa^2(\kappa^2 + \sigma^2)} \) for any \( W \) and \( V \) generated by the matrix-inverse-free WMMSE algorithm.

**Lemma 4.** \( f(U, W, V) \) is an \( L \)-smooth function over \( V \) with \( L \leq L_v \), where \( L_v = \frac{2\alpha \delta}{\kappa^2(\kappa^2 + \sigma^2)} \) for any \( U \) and \( W \) generated by the matrix-inverse-free WMMSE algorithm.

From the convexity of \( f \) in each optimization variable, it follows from [32, Section 1.2.3] that taking \( J_u \) GD steps on \( U \) with \( 0 < \gamma_u \leq \frac{1}{L_u} \) and taking \( J_v \) GD steps on \( V \) with \( 0 < \gamma_v \leq \frac{1}{L_v} \) yields a sequence with monotonically non-increasing cost function. We recall that the reciprocal scaling of \( U \) and \( V \) after each GD step on \( V \) does not perturb \( E \) (and consequently does not perturb \( f \)) and hence does not alter monotonicity.

We next consider the updates of \( W \) and show in Lemma 5 that each Schulz iteration i) preserves monotonicity of \( f \), ii) grants the positive semidefiniteness of \( W \), and iii) brings the eigenvalues of \( E_k W_k \) in the range \([0, 1]\) \( \forall k \) if (20) holds.
\begin{align*}
\nu_u & \triangleq -L_d + \sqrt{L_d^2 + 4L_c \left( \frac{\lambda - 1}{\lambda + \mu} \right)} \quad \text{where, } L_c \triangleq \mu^2 \frac{\delta(P_K + \sigma^2)^2}{\sigma^2}, \quad L_d \triangleq 2\mu_\alpha \delta(P_K + \sigma^2)^2 \sqrt{\frac{P_K}{\sigma^2} + \frac{P_K}{\sigma^2} + \frac{\lambda}{\sigma^2}},
\theta_d & \triangleq 2\alpha \delta \sqrt{P_K + \sigma^2} \left( 1 + \frac{P_K + \sigma^2}{\sigma^2} \right),
\nu \triangleq -L_b + \sqrt{L_b^2 + 4L_a \left( \frac{\lambda - 1}{\lambda + \mu} \right)} \quad \text{where, } L_a \triangleq K\mu^2 \delta(\kappa + \frac{\sigma^2}{\sigma^2}), \quad L_b \triangleq 2K \sqrt{P} \mu_\alpha \delta(\kappa + \frac{\sigma^2}{\sigma^2} + 2\mu_\alpha \sqrt{P} \delta(P_K + \sigma^2)^2) \quad \text{and, } 
\nu_v & \triangleq 2\alpha \delta \sqrt{(K\mu^2 + \sqrt{P} \delta\sigma^2) \sigma^2},
\end{align*}

Lemma 5. If $W_k \succeq 0$, $E_k \succeq 0$, and $\lambda_{\text{max}}(E_k W_k) \leq \delta \forall k$, where $\delta \approx 1.68$ is the unique solution to $x - x^2 - \log(2 - x) = 0$ in the range $1 < x < 2$, then $f(U, W, V) \preceq f(U, W^+, V) \leq f(U, W, V)$. $W_k^+ \succeq 0$, and $\lambda_{\text{max}}(E_k W_k^+) \in (0, 1] \forall i, k$, where $W_k^+ = W_k(2I - E_k W_k) \forall k$.

Note here that $E \succ 0$ is always true by Lemma 1. Although Lemma 5 considers a single Schulz iteration, it can be easily extended to the case of an arbitrary finite number of Schulz iterations given that $\lambda_{\text{max}}(E_k W_k^+) \leq 1$ implies $\lambda_{\text{max}}(E_k W_k) \leq \delta$, where $1 < \delta < 2$. Lemma 5 can thus be recursively applied. If $\delta < \lambda_{\text{max}}(E_k W_k) \leq 2$, then Schulz iterations still guarantee the positive semidefiniteness of $W$ and bring the eigenvalues of $E_k W_k$ in the range $[0, 1] \forall k$, although monotonicity is not guaranteed to hold.

We finally consider the perturbation of $E$ (7) given by the updates of $V$ and $U$ (Lemma 6) and derive a bound on $\gamma_u$ and $\gamma_v$ in order to ensure that the perturbation of $E$ is in turn bounded and does not violate (20).

Lemma 6. If $0 < \gamma_u \leq \nu_u$ and $0 < \gamma_v \leq \nu_v$, where $\nu_u$ and $\nu_v$ are given in (23) and in (24), respectively, then $\lambda_{\text{max}}(E_k W_k) = \lambda_{\text{max}}(W_k E_k^+) \leq \delta$, where $E_k^+$ indicates $E_k$ evaluated after taking $J_u$ steps on $V$ and $J_u$ steps on $U$, as specified by Algorithm 1.

Therefore, we have shown that if the matrix-inverse-free WMMSE algorithm is initialized such that $\lambda_{\text{max}}(E_k W_k) \leq 1 \forall k$, then (20) will hold throughout the entire algorithm provided that $\gamma_u \leq \min \left( \frac{1}{\lambda_u}, \nu_u \right)$ and $\gamma_v \leq \min \left( \frac{1}{\lambda_v}, \nu_v \right)$ and this is key to establish the monotonicity of the sequence of iterates. Note here also that the initialization proposed in Algorithm 1, where $U = 0$, implies $E = I$ and $\lambda_i(E_k W_k) = 1 \forall i, k$, as $W = I$.

Now that we have in place all the required lemmas, we can provide the proof of Theorem 1.

Proof. For the purpose of the proof we do not consider the reciprocal scaling of $U$ and $V$, as it does not perturb $f$. Let $Z_u$ denote $(U^{l+1}, W^l, V^l)$, where $l$ is the iteration index, let $Z^l$ denote $(U^{l+1}, W^{l+1}, V^l)$, and let $Z^l_v$ denote $(U^{l+1}, W^{l+1}_v, V^{l+1})$. Applying $J_u$ GD steps of size $0 < \gamma_u \leq \min \left( \frac{1}{\lambda_u}, \nu_u \right)$ to approximately solve

\begin{equation}
\min_{\xi} f(\xi, W^l, V^l),
\end{equation}

where $f(\mathbf{U}, \mathbf{W}^l, \mathbf{V}^l)$ is $L$-smooth with $L \leq L_u$, as stated in Lemma 3, yields $f(U^{l+1}, W^{l+1}, V^l) \geq f(U^{l+1}, W^{l+1}, V^l)$.

\begin{equation}
\min_{\xi} f(\mathbf{U}^{l+1}, \mathbf{W}^{l+1}, \mathbf{V}^{l+1}),
\end{equation}

namely

\begin{equation}
f(Z^{l+1}_u) \geq f(Z^l_u).
\end{equation}

By Lemma 6 we have that $\lambda_{\text{max}}(E_k W_k) \leq \delta$, which implies by Lemma 5 that after $J_u$ Schulz iterations on $W$ we have $f(Z^l_u) \geq f(Z^l_w)$.

Finally, applying $J_v$ GD steps of size $0 < \gamma_v \leq \min \left( \frac{1}{\lambda_v}, \nu_v \right)$ to approximately solve

\begin{equation}
\min_{\xi} f(U^{l+1}, W^{l+1}, \xi),
\end{equation}

yields

\begin{equation}
f(U^{l+1}, W^{l+1}, V^l) \geq f(U^{l+1}, W^{l+1}, V^{l+1}).
\end{equation}

This follows from the fact that $f(U^{l+1}, W^{l+1}, V^l)$ is $L$-smooth with $L \leq L_v$, as stated in Lemma 4. Thus, we have $f(Z^l_w) \geq f(Z^l_v)$. Combining (27), (28), and (31) yields

\begin{equation}
f(Z^{l+1}_v) \geq f(Z^l_v) \geq f(Z^l_u) \geq \forall l,
\end{equation}

which concludes the proof of monotonicity.

B. Existence of and convergence to a stationary point

In this section, we establish that the sequence $\{U, W, V\}$ generated by the matrix-inverse-free WMMSE algorithm with sufficiently small $\gamma_u > 0$ and $\gamma_v > 0$ converges to a stationary point of (3). We state all the required lemmas, but again we relegate their proofs to the Appendix, and begin by establishing the existence of at least one limit point of $\{U, W, V\}$ in Lemma 7.

Lemma 7. The sequence of iterates generated by the matrix-inverse-free WMMSE algorithm has at least one limit point under the conditions stipulated in Theorem 1.

The matrix-inverse-free WMMSE algorithm works on problem (6) as proposed by Hu et al. [23]. However, we are more interested in finding a stationary point of (5) because we wish to leverage the equivalence between (5) and the WSR maximization problem in (3) established by Shi et al. [5].
Thus, in Lemma 8, we establish that a stationary point of (6) is also a stationary point of (5), after the reciprocal scaling of $U$ and $V$. We hasten to add that the statement of Lemma 8 was essentially given in [23], although not formally proven.

**Lemma 8.** If $(U, W, V)$ is a stationary point of problem (6), then $(U^\beta, W, \beta V)$ is a stationary point of (5), where

$$
\beta = \sqrt{\sum_m \tau_m (V_m V_m^*).}
$$

We can now provide the proof of Theorem 2.

**Proof.** Let us denote the limit point of $\{U\}^l$ as $\bar{U}$, the limit point of $\{W\}^l$ as $\bar{W}$, and the limit point of $\{V\}^l$ as $\bar{V}$.

Let us assume to be at the limit point $\bar{X}=(\bar{U}, \bar{W}, \bar{V})$. In the following, we consider a single GD step in $U$ and $V$ and a single Schulz iteration on $W$, but the derivations can be easily extended to an arbitrary finite number of GD steps on $U$ and $V$ and of Schulz iterations on $W$.

Let $U^+$ be the next GD iterate, starting from $\bar{X}$. By using Lemma 3 and by considering that $f$ is convex in $U$, we have from [32, Section 1.2.3] that for any $0 < \gamma_u \leq \frac{1}{\tau_u}$

$$
f(U^+, W, V) \leq f(U, W, V) - \gamma_u \|\nabla_u f(\bar{X})\|^2.
$$

Therefore, it must hold that

$$\nabla_u f(\bar{X}) = 0$$

and $\langle \nabla_u f(\bar{X}), U - \bar{U} \rangle = 0$.

VI. DEEP-UNFOLDING-BASED IMPLEMENTATION

In order to exemplify the use of the matrix-inverse-free WMMSE algorithm and boost its performance within a fixed number of algorithm iterations, we consider a deep-unfolding-based implementation. By replicating the structure of an iterative algorithm into a network architecture and by embedding trainable modules in it, deep unfolding enables optimization of the performance within a fixed number of iterations [28].

A. Network architecture

To fully exploit the potential of deep unfolding, we propose a more flexible variant of the matrix-inverse-free WMMSE algorithm. In particular, we have empirically observed that the bounds on $\gamma_u$ and $\gamma_v$ given in Theorem 1 are overly conservative in practice and the matrix-inverse-free WMMSE algorithm works well for much more liberally chosen step sizes. We thus propose to choose more aggressive step sizes. Specifically, we explicitly compute the optimal step sizes $\gamma_u^*$ and $\gamma_v^*$, which give the largest decrement in the cost function, and take steps of length $\gamma_u = \phi_u \gamma_u^*$ and $\gamma_v = \phi_v \gamma_v^*$, where $\phi_u \in (0, 2)$ and $\phi_v \in (0, 2)$ become trainable parameters. In general, computing $\gamma_u^*$ and $\gamma_v^*$ is not trivial, but we can exploit the quadratic nature of $f$ as a function of $\gamma_u$ ($\gamma_v$) and straightforwardly compute a closed-form expression of $\gamma_u^*$ ($\gamma_v^*$). In particular, any $\gamma_u$ ($\gamma_v$) in the range $(0, 2\gamma_u^*)$ ($(0, 2\gamma_v^*)$), will guarantee a decrement of $f$. This provides more flexibility to the network and makes the network invariant to the absolute scaling of the channel and the noise power. However, by adopting more aggressive step sizes we might occasionally violate not only (20), which guarantees monotonicity of the sequence of iterates over the updates of $W$, but also $\lambda_{\max}(E_k W_k) \leq 2$ $\forall k$. If the latter condition does not hold, then Schulz iterations might yield indefinite $W$ and this would break the matrix-inverse-free WMMSE algorithm. Thus, we propose to re-normalize $W$ in each algorithm iteration before updating $W$, i.e.,

$$
W_k = \frac{W_k^{\text{end}}}{\eta(E_k W_k^{\text{end}})} \text{ for } k = 1, \ldots, K.
$$

where $W_k^{\text{end}}$ is the output of the last Schulz iteration in the previous algorithm iteration and $\eta(X)$ is a tight upper bound on the spectral radius of square matrix $X$ of dimension $m$, defined as $\eta(X) \triangleq \max_i \sqrt{b_i}$, where $b_i = \sum_{j=1}^m |X_{i,j}| c_j$ for $i = 1, \ldots, m$, and $c_j = \sum_{i=1}^m |X_{i,j}|$ for $j = 1, \ldots, m$ [34]. This re-normalization may violate monotonicity but ensures the correct operation of the algorithm. Namely, it ensures that Schulz iterations always yield PSD $W$. Moreover, the re-normalization ensures that if $W$ is already very close to the inverse of $E$ so that $E W \approx I$, then $\eta(E W) \approx 1$ and the perturbation of $W$ is minimal.

Further, to confer even more flexibility to the network, we incorporate Nesterov acceleration [35], a well-known technique to speed up convergence of first-order methods, into...
the update steps of $U$ (14) and $V$ (18). Nesterov acceleration introduces a momentum parameter $\theta$, which we treat as trainable. In addition, as in [25], we introduce an extra learnable parameter $\xi$, which acts on the gradient input. This leads to the following trainable updates of $U$ and $V$, respectively,

$$
U^{(j)}_k = U^{(j-1)}_k + \theta u \nabla_u f(U^{(j-1)}_k) + \xi u U^{(j-1)}_k
$$

and

$$
V^{(j)}_k = V^{(j-1)}_k + \theta v \nabla_v f(V^{(j-1)}_k) + \xi v V^{(j-1)}_k,
$$

for $k = 1, \cdots, K$, where the superscript $j$ indicates the variable given by the $j^{th}$ GD step, where $\nabla_u f$ and $\nabla_v f$ are defined in (15) and (19), respectively, and where $U^{(j)}_k$ and $V^{(j)}_k$ are defined as $U^{(j)}_k \triangleq U^{(j-1)}_k - U^{(j-1)}_k$ and $V^{(j)}_k \triangleq V^{(j-1)}_k - V^{(j-1)}_k$, respectively. We collectively indicate the pre-multiplier parameters across the GD steps on $U$ and $V$ and across the algorithm iterations as $\Phi = [\Phi_u, \Phi_v]$ and we adopt analogous notation for momentum parameters $\theta$ and $\xi$, i.e., $\Theta = [\theta_u, \theta_v]$ and $\Xi = [\xi_u, \xi_v]$, respectively.

Finally, we have observed experimentally that it suffices to scale $V$ only after $J_s$ steps (i.e. not after each GD step) and that the reciprocal scaling of $U$ can be omitted. Although this might also break monotonicity of the sequence of iterates, we adopt these simplifications to further reduce the complexity of the implemented algorithm. Furthermore, we execute $J_w$ Schulz iterations as part of the initialization. This is done to warm start the algorithm because a trivial initialization of $W$, like scaled identity, would severely penalize the first update of $U$ (in which $\nabla_u f$ depends on $W$) and would in turn penalize the WSR achieved in the first algorithm iteration. This practice of warm starting to reach efficiency is common in optimization, but we stress that we do not utilize inverses in the warm start as instead done in [23]. Algorithm 2 summarizes this more flexible variant of the matrix-inverse-free WMMSE algorithm formulated to leverage deep unfolding. We build a network that replicates a finite number of iterations of Algorithm 2 and we refer to it as unfolded matrix-inverse-free WMMSE network. It must be mentioned that although Theorem 1 and Theorem 2 do not apply to this case, experimental results (see Section VII) show that the unfolded matrix-inverse-free WMMSE network reaches satisfactory results and shows a practically monotonic behavior.

### B. Training

We ultimately do not aim to approximate the update equations of the WMMSE algorithm nor achieve the same WSR as the WMMSE algorithm (which is suboptimal in general). Our goal is to attain the highest possible WSR. Therefore, as in [25], we adopt a loss function which directly depends on the WSR achieved by the beamformer given as output by the network. However, in order to prevent training difficulties, we include also the WSR achieved by the beamformers given as output by all the other layers. This idea follows from the auxiliary classifiers introduced in [36] and was recommended by [37]. Thus, we adopt this loss function

$$
\mathcal{L}(\Phi, \Theta, \Xi) = -\frac{1}{N_s} \sum_{n=1}^{N_s} \sum_{l=1}^{L} f_{\text{WSR}}(H^n, V^{l,n}(\Phi, \Theta, \Xi)),
$$

where $N_s$ is the number of channel realizations in the training set and $f_{\text{WSR}}(H^n, V^{l,n}(\Phi, \Theta, \Xi))$ is the WSR (3a) attained with $V^{l,n}$, the beamformer given as output by the $l^{th}$ layer of the network (with trainable parameters $\Phi, \Theta, \Xi$) when the $n^{th}$ channel realization $H^n$ is given as input. In addition to the benefit of unsupervised training, loss function (43) allows us to actually outperform the WMMSE algorithm for a finite number of iterations (see Section VII). We adopt the Adam optimizer [38] to minimize (43). Finally, the WSR computation in the loss function does involve a matrix inverse, see (4). However, the loss function is only used in the training phase, and hence no matrix inverse operations are required in deployment phase.

### VII. Numerical Results

#### A. Setup

We implemented the WMMSE algorithm in MATLAB and the unfolded matrix-inverse-free WMMSE network in Python 3.6.8 with Tensorflow 1.13.1. The code to reproduce the results is available at [31].

We used the following settings for the numerical simulations:

- We set $\alpha_k = 1$ for $i = 1, \cdots, K$ and $\mu = 10$ dB.
- In the WMMSE algorithm, we stop the bisection search when the constraint on the transmit power is met with equality with an error less than or equal to $10^{-4}$ and we assume that convergence is reached when the increment in WSR is less than or equal to $10^{-4}$ bits per channel use at the next algorithm iteration.
- We initialize the step size pre-multipliers $\phi_u$ and $\phi_v$ to one and the momentum parameters $\theta_u$, $\xi_u$, and $\theta_v$, $\xi_v$ to zero across all GD steps and algorithm iterations.
- In the WMMSE algorithm and in the unfolded matrix-inverse-free WMMSE network, we initialize $V_k$ as $V_k = \tilde{H}_k^H$ for $k = 1, \ldots, K$, where $\tilde{H}_k$ is the matrix given by the $d$ rows of $H_k$ with largest power. Then, we normalize $V$ such that the power constraint is met with equality.
- In the unfolded matrix-inverse-free WMMSE network, after the initialization of $V$, we initialize $U_k$ as $U_k = \rho_k I$ for $k = 1, \ldots, K$, where $\rho_k = \arg\max\rho_{k} \text{Tr}(E_k(\rho_k I, V))$.
- In the unfolded matrix-inverse-free WMMSE network, in the first GD step, we set $V_{k}^{l-1} = 0$ and $U_{k}^{l-1} = 0$ for $k = 1, \ldots, K$ and for $l = 1, \ldots, L$.
- We fix the learning rate of the Adam optimizer to $10^{-3}$.
- We apply the following complex-to-real mapping because current software tools do not support complex variable optimization, i.e., $x' = [\Re(x)^T, \Im(x)^T]^T$, where $x$ is a complex column vector and
  \[
  X' = \begin{bmatrix}
    \Re(X) \\
    \Im(X)
  \end{bmatrix},
  \]
  where $X$ is a complex matrix, and $\Re(\cdot)$ and $\Im(\cdot)$ denote the real and the imaginary parts.
- We can easily impose the range constraint on step size pre-multipliers $\phi_u$ and $\phi_v$ across all GD steps and algorithm iterations by implementing them as scaled outputs of sigmoid functions.
- We draw i.i.d. complex-valued (rotationally symmetric) Gaussian (Rayleigh) channel gains with zero mean and unit variance. The training and the test sets consist of $10^6$ and $10^5$ channel realizations, respectively, and we fix the batch size to $10^2$.
- We train a different network for each combination of $K$, $N$, and $L$.
- For IAIDNN [23], we use the authors’ code available at [39]. In this case, we initialize $V$ with zero forcing as proposed by the authors, we fix the batch size to $10^2$, and we train the network until convergence.

B. Results

In this section, we compare i) the performance of the unfolded matrix-inverse-free WMMSE network, ii) the performance of the WMMSE algorithm truncated to the same number of iterations, and iii) the performance of the IAIDNN algorithm proposed in [23]. We consider two fully loaded scenarios, i.e. ($M = 8, K = 2, N = 4, d = 4$) and ($M = 8, K = 4, N = 2, d = 2$), and one lightly loaded scenario, i.e. ($M = 8, K = 2, N = 2, d = 2$). Clearly, the performance of the unfolded matrix-inverse-free WMMSE network depends on the selected number of GD steps and of Schulz iterations. Although a thorough investigation is outside the scope of the paper, we have carried out preliminary tests and derived i) that for the lightly loaded scenario and for the fully loaded scenario with $d = 2$ it is more beneficial to take more GD steps on $V$ rather than on $U$, ii) that for the fully loaded scenario with $d = 4$ it is more beneficial to take more GD steps on $U$ rather than on $V$ and iii) that for the $W$ update it is convenient to only perform 2 Schulz iterations rather than more in all scenarios. Thus, to evaluate the performance of the unfolded matrix-inverse-free WMMSE network we select different triplets $(J_u, J_w, J_v)$ with increasing computational complexity.

Figures 1 and 2 show the performance in the two fully loaded scenarios. As $J_u$, $J_w$, and $J_v$ increase the attained WSR increases as well, as expected. The unfolded matrix-inverse-free WMMSE network with triplets $(1, 1, 2)$ and $(2, 1, 1)$ is surpassed by the WMMSE algorithm truncated to the same number of iterations, whereas with the other triplets the unfolded matrix-inverse-free WMMSE network outperforms the truncated WMMSE algorithm. With triplets $(4, 2, 8)$ and $(8, 2, 4)$, it even achieves 99 percent of the WSR achieved by the WMMSE algorithm at convergence. On the contrary, the IAIDNN reaches 91 percent of the WSR at convergence. This was expected as the authors of [23] recognize that the IAIDNN struggles in case of fully loaded scenarios because of the adopted Taylor-expansion-based approximation of the matrix inverse. Figure 3 shows the performance of the various
approaches in the lightly loaded scenario (note the narrow range of WSR). The same conclusions of the fully loaded scenarios hold, but with a significant difference. In this case, the unfolded matrix-inverse-free WMMSE network with triplet (1, 1, 2) surpasses the truncated WMMSE algorithm and the IAIDNN yields an excellent performance as it reaches 99 percent of the WMMSE algorithm at convergence for $L = 7$.

VIII. CONCLUSION

We proposed the first matrix-inverse-free formulation of the WMMSE algorithm for the MU-MIMO case with i) provable convergence to a stationary point of the NP-hard WSR maximization problem and ii) compliance with real-time implementation requirements. By unfolding and training a finite number of learnable iterations of the matrix-inverse-free WMMSE algorithm, we showed that replacing matrix inverses with trainable accelerated gradient descent steps and with Schulz iterations does not degrade the performance, yet accelerates convergence. Although we considered a single base station, by appropriately changing the power constraint, our approach is in principle applicable to a large variety of base station, by appropriately changing the power constraint, our approach is in principle applicable to a large variety of

APPENDIX

From (20) and the structure of $E_k$ (7), it follows that $\text{Tr}(W_k U_k^H U_k) \leq \frac{\sigma^2}{\sigma^2} \leq \frac{d_k}{\sigma^2} \forall k$ and that $\lambda_{\max}(W_k U_k^H U_k) \leq \lambda_{\max}(W_k E_k) \leq \frac{d_k}{\sigma^2} \forall k$, where we have used $\sum_{m=1}^K \sigma_m^2 \lambda_{\max}(V_m V_m^H) = P$ and $W_k \succeq 0$. This implies that $\|W_k U_k^H\|_2 \leq \frac{\sqrt{\delta}}{\sigma}$, and that $\|U_k W_k U_k^H\|_2 \leq \frac{\delta}{\sigma^2} \forall k$.

A. Proof of Lemma 1

Proof. Let $\eta = \sum_m \|V_m\|_F^2 = \sum_m \text{Tr}(V_m V_m^H)$. Then
$$\|H_k V_k\|_F^2 \leq \kappa \|V_k\|_F^2 \leq \kappa \sum_{m} \|V_m\|_F^2 = \kappa \eta.$$ (44)

From the structure of $E_k$ (7), it follows that $\lambda_{\min}(E_k) \geq \lambda_{\min}(E_k - \sum_{m \neq k} U_k^H H_k V_m V_m^H H_k^H U_k)$. Thus, for the purpose of this proof, we consider $E_k$ without the interference term $\sum_{m \neq k} U_k^H H_k V_m V_m^H H_k^H U_k$. Let us consider $a^H E_k a$ for some $a$ where $\|a\|_2 = 1$ and let $b = Ua$. Then it follows that
$$a^H E_k a = \|a - V_k^H H_k^H b\|^2_2 + \frac{\eta \sigma^2}{P} \|b\|_2^2.$$ (45)

If we assume that $\|b\|_2^2 \geq \frac{1}{\kappa \eta}$ it follows immediately that
$$a^H E_k a \geq \frac{\eta \sigma^2}{P} \|b\|_2^2 \geq \frac{\sigma^2}{P \kappa} \geq \frac{\sigma^2}{P \kappa + \sigma^2}.$$ (46)

If we instead assume that $\|b\|_2^2 \leq \frac{1}{\kappa \eta}$ or equivalently that $\|b\|_2 \leq \frac{1}{\kappa \eta}$ it follows that
$$\|a - V_k^H H_k^H b\|_2^2 \geq \|a\|_2^2 - \|V_k^H H_k^H b\|_2^2 \geq \|a\|_2^2 - \sqrt{\kappa \eta} \|b\|_2 \geq 1 - \sqrt{\kappa \eta} \|b\|_2 \geq 0,$$ (47a)
which implies that
$$\|a - V_k^H H_k^H b\|_2^2 \geq \left(1 - \sqrt{\kappa \eta} \|b\|_2\right)^2 = 1 - 2 \sqrt{\kappa \eta} \|b\|_2 + \kappa \eta \|b\|_2^2,$$ (48)
and
$$a^H E_k a = \|a - V_k^H H_k^H b\|^2_2 + \frac{\eta \sigma^2}{P} \|b\|_2^2 \geq 1 - 2 \sqrt{\kappa \eta} \|b\|_2 + \kappa \eta \|b\|_2^2 + \frac{\eta \sigma^2}{P} \|b\|_2^2.$$ (49a)

Minimizing the right hand side over the scalar $\|b\|_2$ yields
$$a^H E_k a \geq \frac{\eta \sigma^2}{P \kappa + \sigma^2} \geq \frac{\sigma^2}{P \kappa + \sigma^2}.$$ (50)

Thus, we have $a^H E_k a \geq \frac{\sigma^2}{P \kappa + \sigma^2}$ for any $a$ where $\|a\|_2 = 1$,
$$\sigma_{\min}(E_k) = \min_{\|a\|_2 = 1} a^H E_k a \geq \frac{\sigma^2}{P \kappa + \sigma^2},$$ (51)
and consequently $\lambda_{\min}(E_k) = \sigma_{\min}(E_k) \geq \frac{\sigma^2}{P \kappa + \sigma^2}$. □

B. Proof of Lemma 2

Proof. From $W \succeq 0$, we have $\lambda_i(EW) = \lambda_i(W^{\frac{1}{2}} EW^{\frac{1}{2}})$ $\forall i$, where we have applied the property that the eigenvalues of a product of matrices are invariant under cyclic permutation of the product order. Given that $E \succeq 0, W^{\frac{1}{2}} EW^{\frac{1}{2}}$ is positive semidefinite and hence it has real-valued and non-negative eigenvalues and $\lambda_i(W^{\frac{1}{2}} EW^{\frac{1}{2}}) = \sigma_i(W^{\frac{1}{2}} EW^{\frac{1}{2}})$ $\forall i$. It follows that $EW$ has real-valued and non-negative eigenvalues as well and $\lambda_i(EW) = \sigma_i(W^{\frac{1}{2}} EW^{\frac{1}{2}})$ $\forall i$. □

C. Proof of Lemma 3

Proof. We define $f(U) \triangleq f(U, W, V)$. We have that
$$\|\nabla_u f(\bar{U}_k) - \nabla_u f(\bar{U}_k)\|_F \leq \|G_k\|_2 \|\bar{U}_k - \bar{U}_k\|_F \|W_k\|_2,$$ (52)
where
$$G_k = 2\alpha_k \left(H_k \sum_{m=1}^K V_m V_m^H H_k^H + \frac{\sigma^2}{P} \sum_{m=1}^K \text{Tr}(V_m V_m^H) \right).$$ (53)
This implies that \( \|G_k\|_2 \leq 2\delta(P_k + \sigma^2) \forall k \) and leads to the following upper bound for any \( \tilde{U} \) and \( \bar{U} \):
\[
\| \nabla_u f(\tilde{U}) - \nabla_u f(\bar{U}) \|_F \leq L_u \| \tilde{U} - \bar{U} \|_F \forall k,
\]
(54)
where \( L_u = \frac{2\delta(P_k + \sigma^2)\lambda}{\sigma^2} \).

\[\square\]

**D. Proof of Lemma 4**

**Proof.** We define \( f(V) \triangleq f(U, W, V) \). We have that
\[
\| \nabla_v f(\tilde{V}_k) - \nabla_v f(\bar{V}_k) \|_F \leq \| F_k \|_2 \| \tilde{V}_k - \bar{V}_k \|_F,
\]
(55)
where
\[
F_k = 2 \sum_{m=1}^{K} \alpha_m H_m^H U_m W_m U_m^H H_m + 2I \frac{\sigma^2}{F_k} \sum_{m=1}^{K} \alpha_m Tr(W_m U_m^H U_m).
\]
(56)
It follows that \( \| F_k \|_2 \leq L_u \forall k \), where \( L_u = \frac{2\delta K(P_k + \sigma^2)^2}{\sigma^2} \).
Thus, we have the following upper bound for any \( \tilde{V} \) and \( \bar{V} \):
\[
\| \nabla_v f(\tilde{V}_k) - \nabla_v f(\bar{V}_k) \|_F \leq L_u \| \tilde{V}_k - \bar{V}_k \|_F \forall k.
\]
(57)
\[\square\]

**E. Proof of Lemma 5**

**Proof.** We aim to show that \( f(U, W^+, V) \leq f(U, W, V) \). This is equivalent to showing
\[
\sum_{k=1}^{K} \alpha_k \{ \text{Tr}(E_k W_k(I - E_k W_k)) \} - \log \det(2I - E_k W_k) \leq 0.
\]
(58)
Restricting the attention to the \( k \)th user and re-writing the trace and determinant in terms of eigenvalues yields
\[
\sum_{i=1}^{d} \lambda_i(E_k W_k) - d \lambda_2^2(E_k W_k) \leq \sum_{i=1}^{d} \log \lambda_i(2I - E_k W_k),
\]
(59)
where \( \lambda_i(E_k W_k) = \lambda_i^2(E_k W_k) \). Consider now only the \( j \)th term in each summation in (59). We can conclude that
\[
\lambda_i(E_k W_k) - \lambda_2^2(E_k W_k) \leq \log \lambda_i(2I - E_k W_k)
\]
whenever \( 0 \leq \lambda_i(E_k W_k) \leq \delta \). Thus, inequality (59) holds if \( \lambda_i(E_k W_k) \leq \delta \forall i \), namely if \( \lambda_{max}(E_k W_k) \leq \delta \). We can repeat the same proof for all the users. Hence, we can conclude that inequality (58) holds if \( \lambda_{max}(E_k W_k) \leq \delta \forall k \). Note that if \( \lambda_{max}(E_k W_k) \leq \delta \) then the logarithm is also well-defined.

From \( W_k \geq 0 \) it follows that
\[
\lambda_i(2W_k - W_k E_k W_k) = \lambda_i((2I - W_k^\frac{1}{2} E_k W_k W_k^\frac{1}{2}) W_k^\frac{1}{2} W_k^\frac{1}{2}),
\]
(60)
where we have applied the property that the eigenvalues of a product of matrices are invariant under cyclic permutation of the product order. We observe that \( \forall k \)
\[
\lambda_{min}(2I - W_k^\frac{1}{2} E_k W_k W_k^\frac{1}{2}) \geq 2 - \lambda_{max}(W_k^\frac{1}{2} E_k W_k W_k^\frac{1}{2}) \geq 0,
\]
(61)
where we have applied Weyl’s inequality [40] and used \( \lambda_{max}(E_k W_k) \leq \delta < 2 \). It follows that
\[
\lambda_{min}(W_k^+ E_k W_k) = \lambda_{min}(2W_k - W_k E_k W_k) \geq (62a)
\]
\[
\lambda_{min}(2I - W_k^\frac{1}{2} E_k W_k^\frac{1}{2}) \lambda_{min}(W_k^\frac{1}{2} E_k W_k^\frac{1}{2}) \geq 0 \forall k.
\]
(62b)

Finally, given that \( E_k \succ 0 \) and \( W_k \succeq 0 \), there exists an invertible matrix \( S_k \forall k \) such that \( E_k W_k = S_k^{-1} \Lambda_k S_k \) where \( \Lambda_k \) is a diagonal matrix containing the eigenvalues of \( E_k W_k \). Therefore, we can note that
\[
E_k W_k^+ = E_k W_k (2I - E_k W_k) = S_k^{-1} \Lambda_k S_k (2I - S_k^{-1} \Lambda_k S_k) = S_k^{-1} \Lambda_k (2I - \Lambda_k) S_k.
\]
(63)
In other words, \( E_k W_k^+ \) and \( E_k W_k \) share the same set of eigenvectors, and the Schulz iteration only updates the eigenvalues of \( E_k W_k \) according to
\[
\lambda_i(E_k W_k) \rightarrow \lambda_i(E_k W_k^+) \triangleq \lambda_i(E_k W_k) (2 - \lambda_i(E_k W_k)).
\]
Consequently, as long as \( \lambda_{max}(E_k W_k) \leq \delta < 2 \) it follows that \( \lambda_{max}(E_k W_k^+) \leq 1 \), namely a single Schulz iteration brings the eigenvalues of \( E_k W_k^+ \) into the range [0, 1].
\[\square\]

**F. Proof of Lemma 6**

Note that the reciprocal scaling of \( U \) and \( V \) does not affect \( E \) and consequently does not affect cost function \( f \) either. Thus, for the purpose of this proof and for simplicity of notation we do not consider the scaling. We recall that \( \lambda_{max}(W_k E_k) \leq 1 \forall k \) is satisfied after \( J_w \) Schulz iterations on \( W \), as pointed out by Lemma 5, and it is also satisfied when entering the matrix-inverse-free WMMSE algorithm for the first time because it is satisfied by the initial condition, given by \( U = 0 \) and \( W = I \).

We define \( E^{w,i}_k \) as \( E_k \) after taking the \( i \)th GD step on \( V \), and \( E^{u,i}_k \) as \( E_k \) evaluated after \( J_v \) GD steps on \( V \) and after taking the \( j \)th GD step on \( U \). Noting that \( E^{w}_k - E_k = \sum_{i=0}^{J_v-1} (E^{w,i+1}_k - E^{u,i}_k) + \sum_{j=0}^{J_u-1} (E^{u,j+1}_k - E^{u,i}_k) \) leads to
\[
\lambda_{max}(W_k E^{w}_k - E_k) \leq \sum_{i=0}^{J_u-1} \lambda_{max}(W_k (E^{w,i+1}_k - E^{u,i}_k))
\]
\[
+ \sum_{j=0}^{J_u-1} \lambda_{max}(W_k (E^{u,j+1}_k - E^{u,i}_k)),
\]
(67)
where we have applied Weyl’s inequality [40] recalling that \( \lambda_{max}(W_k E_k) = \lambda_{max}(W_k^\frac{1}{2} E_k W_k^\frac{1}{2}) \). From Lemma 5 we have that \( \lambda_{max}(W_k E_k) \leq 1 \forall k \) and this yields
\[
\lambda_{max}(W_k E^{w}_k) \leq \lambda_{max}(W_k (E^{w}_k - E_k)) + \sum_{i=0}^{J_u-1} \lambda_{max}(W_k (E^{u,i}_k - E^{u,i-1}_k)),
\]
(68)
where \( i \) is the total number of GD steps on \( V \) and \( j \) is the total number of GD steps on \( U \).

If we assume that \( \lambda_{max}(W_k (E^{w,i}_k - E^{u,i}_k)) \leq \frac{\delta_i - \nu}{J_v + J_u} \) for \( i = 0, \ldots, J_v - 1 \) and \( \lambda_{max}(W_k (E^{u,j+1}_k - E^{u,j}_k)) \leq \frac{\delta_j - \nu}{J_v + J_u} \) for \( j = 0, \ldots, J_u - 1 \), then combining (68) and (67) would imply that \( \lambda_{max}(W_k E^{w}_k) \leq \delta \forall k \).
\[
\Psi_k = H_k \sum_{m=1}^{K} \nabla_v f(V_m) \nabla_v f^H(V_m) H_k^H + \frac{1}{p} \sum_{n=1}^{K} \text{Tr} \left( \nabla_v f(V_n) \nabla_v f^H(V_n) \right) \sigma^2
\]

\[
\Omega_k = H_k \sum_{m=1}^{K} \nabla_v f(V_m) V_m^H H_k^H + H_k \sum_{m=1}^{K} V_m \nabla_v f(V_m) H_k^H + \frac{1}{p} \sum_{n=1}^{K} \text{Tr} \left( V_n \nabla_v f(V_n) + \nabla_v f(V_n) V_n^H \right) \sigma^2
\]

We have that \( E_k^{i+1} - E_k^i = \gamma_v (A_k \gamma_v + B_k) \) where
\[
A_k = U_k^H \Psi_k U_k,
\]
\[
B_k = \nabla_v f^H(V_k) H_k^H U_k + U_k^H H_k \nabla_v f(V_k) - U_k^H \Omega_k U_k,
\]
where \( \Psi \) and \( \Omega \) are given in (77) and in (78), respectively. It follows that \( \| W_k^2 A_k W_k^2 \|_2 \leq L_a \) and \( \| W_k^2 B_k W_k^2 \|_2 \leq L_b \) \( \forall k \), where \( L_a \) and \( L_b \) are given in (24) and \( \mu_\nu \) therein is an upper bound on \( \| \nabla_v f \|_2 \). Thus, for \( i = 0, \ldots, J_b - 1 \) we have that
\[
\| W_k^2 (E_k^{i+1} - E_k^i) W_k^2 \|_2 \leq L_a \gamma_v^2 + L_b \gamma_v \forall k.
\]
This implies that for \( i = 0, \ldots, J_b - 1 \) and \( 0 < \gamma_v \leq \nu_v \)
\[
\lambda_{\text{max}}(W_k (E_k^{i+1} - E_k^i)) \leq \frac{\delta - \nu_v}{J_u + J_v}.
\]
For \( U \) we have that \( E_k^{i+1} - E_k^i = \gamma_u (C_k \gamma_u + D_k) \), where
\[
C_k = \nabla_u f^H(U_k) \left( \Psi_k + I \sigma^2 \right) \nabla_u f(U_k),
\]
\[
D_k = V_k^H H_k^H \nabla_u f(U_k) + U_k^H H_k \nabla_v f(U_k) - U_k^H (\Psi_k + I \sigma^2) \nabla_u f(U_k) - U_k^H (\Psi_k + I \sigma^2) U_k,
\]
where \( \Psi_k = \sum_{m=1}^{K} H_k V_m^H V_m H_k^H \). It follows that \( \| W_k^2 C_k W_k^2 \|_2 \leq L_c \) and \( \| W_k^2 D_k W_k^2 \|_2 \leq L_d \) \( \forall k \), where \( L_c \) and \( L_d \) are given in (23) and \( \mu_\nu \) therein is an upper bound on \( \| \nabla_v f \|_2 \). Thus, for \( j = 0, \ldots, J_u - 1 \)
\[
\| W_k^2 (E_k^{i+1} - E_k^i) W_k^2 \|_2 \leq L_c \gamma_u^2 + L_d \gamma_u \forall k.
\]
This implies that for \( j = 0, \ldots, J_u - 1 \) and \( 0 < \gamma_u \leq \nu_u \)
\[
\lambda_{\text{max}}(W_k (E_k^{i+1} - E_k^i)) \leq \frac{\delta - \nu_u}{J_u + J_v}.
\]
Thus, by using (68) we can conclude that for \( 0 < \nu_u \) and \( 0 < \gamma_u \leq \nu_v \), \( \lambda_{\text{max}}(W_k E_k^i) \leq \delta \forall k \) holds.

G. Proof of Lemma 7
Proof. Applying Theorem 1 and setting \( U = 0 \) and \( W = I \) as initialization leads to \( d \geq \text{Tr}(W_k^i E_k^i) - \log \det(W_k) \) \( \forall l, k \), where \( l \) is the algorithm iteration index. By noting that the optimal update of \( W_k^i \) is given by the inverse of \( E_k^i \), it follows that \( d \geq d + \log \det(E_k^i) \) \( \forall l, k \). This implies that \( \log \det E_k^i = \sum_{l=1}^{d} \log \lambda_i(E_k^i) \leq 0 \) \( \forall l, k \), and by Lemma 1 we have \( \lambda_{\text{max}}(E_k^i) \leq \left( \frac{P_k + \sigma^2}{\sigma^2} \right)^{d-1} \forall k \). It follows that \( \forall k \)
\[
\| U_k \|_F^2 = \text{Tr}(U_k^H U_k) \leq \frac{\| E_k \|}{\sigma^2} \leq \frac{d}{\sigma^2} \left( \frac{P_k + \sigma^2}{\sigma^2} \right)^{d-1}
\]
where \( \sum_{m=1}^{K} \text{Tr}(V_m^H V_m) = P \). Combining (20) and Lemma 1 yields \( \lambda_{\text{max}}(W_k) \leq \frac{\delta P_k + \sigma^2}{\sigma^2} \forall k \), thus we have
\[
\| W_k \|_F^2 \leq \frac{d \delta^2 (P_k + \sigma^2)^2}{\sigma^4} \forall k
\]
and from the scaling operation on \( V \) we have
\[
\| V_k \|_F^2 \leq P \forall k.
\]
Combining (79), (80), and (81) implies that the sequence \( \{U, W, V\} \) is confined to a compact set and by Bolzano-Weierstrass theorem [41] it follows that there exists a subsequence \( \{U, W, V\} \) converging to a limit point.

H. Proof of Lemma 8
Proof. We define
\[
\tilde{f}(U, W, V) \triangleq \sum_{k=1}^{K} \alpha_k \{ \text{Tr}(W_k \tilde{E}_k) - \log \det(W_k) \}
\]
as the objective function in (5). Given that \( (U, W, V) \) is stationary point of (6),
\[
\langle \nabla_u f(\bar{U}), U - \bar{U} \rangle \geq 0 \forall U
\]
\[
\langle \nabla_v f(\bar{V}), V - \bar{V} \rangle \geq 0 \forall V,
\]
where the notation \( \langle \cdot, \cdot \rangle \) is given by Definition 1. From (15) and (19), we note that
\[
\nabla_u f(U - \beta W, \bar{W}, \beta \bar{U}) = \beta \nabla_u f(U, W, \bar{U})
\]
\[
\nabla_v f(U - \beta W, \bar{V}, \beta \bar{V}) = \frac{1}{\beta} \nabla_v f(U, W, \bar{V}).
\]
This implies that
\[
\langle \nabla_u f(U - \beta W, \beta \bar{V}), U - \bar{U} \rangle \geq 0 \forall U
\]
\[
\langle \nabla_v f(U - \beta W, \beta \bar{V}), V - \bar{V} \rangle \geq 0 \forall V.
\]
The scaling of \( V \) ensures that the power constraint is satisfied with equality, therefore we can restrict the feasible set to \( V = \{V \mid \sum_{m=1}^{K} \text{Tr}(V_m^H V_m) \leq P \} \). At \( (U, W, V) \) the power constraint is satisfied with equality, thus
\[
\nabla_u \tilde{f}(U - \beta W, \beta \bar{V}) = \nabla_u f(U - \beta W, \beta \bar{V})
\]
\[
\nabla_v \tilde{f}(U - \beta W, \beta \bar{V}) = \nabla_v f(U - \beta W, \beta \bar{V}),
\]
which implies that
\[
\langle \nabla_u \tilde{f}(U - \beta W, \beta \bar{V}), U - \bar{U} \rangle \geq 0 \forall U
\]
\[
\langle \nabla_v \tilde{f}(U - \beta W, \beta \bar{V}), V - \bar{V} \rangle \geq 0 \forall V.
\]
\[ \langle \nabla_v f(\mathbf{U}^{-1}_\beta, \mathbf{W}, \mathbf{V}), \mathbf{W} - \mathbf{V} \rangle \geq 0 \forall \mathbf{W} \in \mathcal{W}, \]  
(91)

where \( \mathcal{W} \) is the set of positive semidefinite \( \mathbf{W} \). Let \( \tau = \frac{2\sigma^2}{\sum_{m=1}^M \alpha_m \text{Tr}(\mathbf{W} \mathbf{M}_m \mathbf{U}_m^H \mathbf{U}_m)} \), where \( \tau \geq 0 \). We have
\[ \langle \nabla_v f(\mathbf{U}^{-1}_\beta, \mathbf{W}, \mathbf{V}), \mathbf{V} \rangle = \langle \nabla_v f(\mathbf{U}^{-1}_\beta, \mathbf{W}, \mathbf{V}), \mathbf{V} - 2\tau \mathbf{V} \rangle \]  
(92)

and we note that \( \langle \mathbf{V}, \mathbf{V} - \mathbf{V} \rangle = \langle \mathbf{V}, \mathbf{V} \rangle - \|\mathbf{V}\|^2_F \). Given that we restrict the attention only to \( \mathbf{V} \) such that \( \|\mathbf{V}\|^2_F \leq \sqrt{\tau} \) and that \( \langle \mathbf{V}, \mathbf{V} \rangle \geq 0 \), it follows that \( \langle \mathbf{V}, \mathbf{V} - 0 \rangle \leq 0 \forall \mathbf{V} \in \mathcal{V} \). This implies that
\[ \langle \nabla_v f(\mathbf{U}^{-1}_\beta, \mathbf{W}, \mathbf{V}), \mathbf{V} - \mathbf{V} \rangle \geq 0 \forall \mathbf{V} \in \mathcal{V}, \]  
(93)

where we have used that \( \langle \nabla_v f(\mathbf{U}^{-1}_\beta, \mathbf{W}, \mathbf{V}), \mathbf{V} - \mathbf{V} \rangle \geq 0 \). By combining (90), (91), and (93), we can conclude that \( (\mathbf{U}^{-1}_\beta, \mathbf{W}, \mathbf{V}) \) is a stationary point of (5).
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